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Abstract
Starting with a short introduction of a new non-conforming linear quadrilateral P˜1-ﬁnite element which has
been recently proposed by Park [A study on locking phenomena in ﬁnite element methods, Ph.D. Thesis, Seoul
National University, February 2002] and Park and Sheen [P1-Nonconforming quadrilateral ﬁnite element methods
for second-order elliptic problems, SIAMJ.Numer.Anal. 41(2) (2003) 624–640], we examine in detail the numerical
behaviour of this element with special emphasis on the treatment of Dirichlet boundary conditions, efﬁcient matrix
assembly and solver aspects. Furthermore, we compare the numerical characteristics of P˜1 with other low-order
ﬁnite elements, also regarding its use for the incompressible Navier–Stokes equations. Several test examples show
the efﬁciency and reliability of the proposed methods for elliptic second-order problems.
© 2005 Elsevier B.V. All rights reserved.
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1. Basic properties of the non-conforming linear FEM
Let  be a bounded two-dimensional (2D) domain with polygonal boundary (we restrict to 2D by
technical reasons only), let Pk denote the polynomial space with maximum total degree k and Qk the
polynomial space with maximum degree k in each unknown. In his PhD thesis [6] Park and in [7] Park
and Sheen introduced a linear quadrilateral non-conforming ﬁnite element which will be called P˜1 in this
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Fig. 1. Edge midpoints of an arbitrary quadrilateral form a parallelogram; P˜1 basis function j at node vj .
article. Let Th denote a conforming mesh over , which consists of convex quadrilaterals, and Th the
set of all edges of Th. The construction of the element and the corresponding ﬁnite element space P˜1(Th)
rely on the following simple facts. By elementary (vector) calculus one proves for an arbitrary convex
quadrilateral T with vertices v1, . . . , v4 and edge midpoints m1, . . . , m4, that these midpoints form a
parallelogram. By exploiting this fact, one can show that
∀u ∈ P1(T ) : u(m1) + u(m3) = u(m2) + u(m4) (1)
and, vice versa,
∀u1, . . . , u4 with u1 + u3 = u2 + u4 ∃!u ∈ P1(T ) : ui = u(mi). (2)
Here, we assume the vertices and midpoints of the edges to be ordered as in Fig. 1. This allows the
following deﬁnition:
Deﬁnition 1.1 (Park [6], Park and Sheen [7]). (1) Let vj be an arbitrary vertex in Th andM(j) := {i ∈
N | ∃ ∈ Th : mi ∈  ∧ vj ∈ } “the neighbourhood of vj”. Then we can deﬁne j by j |T ∈ P1(T )
∀T ∈ Th and
j (mi) :=
{
1, i ∈M(j),
0, else. (3)
(2) The ﬁnite element space, P˜1(Th), is deﬁned by
P˜1(Th) := { :  → R||T ∈ P1(T ) ∀T ∈ Th}. (4)
On an edge  ∈ Th the functional
F() = (m) (5)
is well-deﬁned, such that we can prescribe continuity in the midpoints m.
For this ﬁnite element space there holds the typical FEM approximation result:
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Theorem 1.2 (Park [6], Park and Sheen [7]). (1) Let  ⊂ R2 be simply connected convex domain with
piecewise polygonal boundary. The triangulation Th shall contain N vertices. Furthermore, to each inner
edge, there shall belong at least one inner vertex. Then,
dim P˜1(Th) = N − 1. (6)
For arbitrary 0< EˆN , the set {j | j ∈ {1, . . . , N}\{Eˆ}} forms a basis of P˜1(Th).
(2) Let f ∈ L2, g ∈ H 1/2() and u the solution of the Robin boundary value problem
a(u,) := (∇u,∇) + (cu,) + (u,) = (f,) + (g,) ∀ ∈ H 1(). (7)
Then, there is a constant C not depending on h, such that
‖u − uh‖0 + h‖u − uh‖1,hCh2‖u‖2 (8)
holds. The function uh stands for the solution of the discretised problem
ah(uh,h) :=
∑
T ∈T
(∇uh,∇h)T + (cu,h) + (uh,h)
= (f,h) + (g,h) ∀h ∈ Vh. (9)
For a tensor product mesh, a typical basis function j is displayed in Fig. 1 (right). It is important
to note that the ﬁnite element space P˜1(Th) may not be obtained by parametric transformation from
some reference element, although it is possible to deﬁne such a ﬁnite element space. As in the case of
the rotated bilinear Q˜1-approach (see [14]) there arise problems for deformed meshes (cf. also [1]). The
transformation procedure and corresponding numerical results for various computational domains and
meshes will be addressed in detail in the subsequent section.
For comparison of the approximation properties of P˜1 with the approximation properties of the non-
conforming Rannacher–Turek-element Q˜1 [14] and the standard conforming Q1-element, we consider
two test problems on a sequence of meshes which arises by regular reﬁnement of the coarse mesh
in Fig. 2.
• test problem 1. We compute the test problem −u = f, u| = g, where the right-hand side f and the
Dirichlet boundary condition g are chosen such that
u = x(x − 1)(1 − y)y2 sin(x + 2y)
holds.
• test problem 2. We deﬁne the test problem −u= 10, u| = 0. The exact solution is unknown in this
case; therefore, we computed a reference solution by using conforming biquadratic ﬁnite elements on
a very ﬁne mesh. To measure the error of the different discretisations, we use instead of the continuous
L2-norm the discrete l2-norm deﬁned by
‖u − uh‖l2 :=
(
1
NVT
NVT∑
i=1
|u(vi) − uh(vi)|2
)1/2
,
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Fig. 2. Computational domain with coarse mesh for the comparison of approximation results.
Table 1
Comparison of L2-errors and reduction factors of the errors computed with Q1, Q˜1 and P˜1 (test problem 1)
NEL Q1 Red. Q˜1 Red. P˜1 Red.
60 1.48 · 10−1 – 3.28 · 10−1 – 4.30 · 10−1 –
240 3.81 · 10−2 3.88 3.81 · 10−2 8.61 4.68 · 10−2 9.19
960 9.69 · 10−3 3.93 8.95 · 10−3 4.26 8.83 · 10−3 5.30
3840 2.44 · 10−3 3.97 2.24 · 10−3 4.00 2.04 · 10−3 4.33
15 360 6.11 · 10−4 3.99 5.60 · 10−4 4.00 4.99 · 10−4 4.09
Table 2
Comparison of l2-errors and reduction factors of the errors computed with Q1, Q˜1 and P˜1 (test problem 2)
NEL Q1 Red. Q˜1 Red. P˜1 Red.
60 4.18 · 10−2 – 6.24 · 10−2 – 4.07 · 10−2 –
240 1.62 · 10−2 2.58 2.58 · 10−2 2.42 1.96 · 10−2 2.08
960 5.69 · 10−3 2.85 8.10 · 10−3 3.19 6.04 · 10−3 3.25
3840 1.96 · 10−3 2.90 2.59 · 10−3 3.13 1.81 · 10−3 3.34
15 360 6.57 · 10−4 2.98 8.31 · 10−4 3.12 5.40 · 10−4 3.35
where vi denotes a vertex and NVT the total number of vertices on the given grid. In the case of the non-
conforming elements Q˜1 and P˜1 which are discontinuous in the vertices, we compute an L2-projection
into the conforming space Q1 ﬁrst and then proceed as before.
The approximation results for test problem 1 are collected in Table 1 ; the results for test problem 2 are
displayed in Table 2. NEL denotes the total number of elements. These results (Tables 1 and 2) show that
all three elements lead to very similar approximation results for these speciﬁc problems. The second test
problem obviously does not provide H 2-regularity.
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2. Numerical aspects of the P˜1-approach
Many common ﬁnite element spaces are spanned by basis functions j which usually fulﬁll
Fi(j ) = ij
for appropriately given nodal functionals Fi(·). For instance, in the case of the midpoint orientated non-
conforming Rannacher–Turek-element Q˜1 with mean values over edges (i edges of Th),
Fi(j ) =
1
|i |
∫
i
j ds = ij
or Fi(j ) = j (mi ), with mi midpoint of i , in the case of the midpoint-orientated version (see
[14]). Therefore, the implementation of Dirichlet boundary conditions can be typically reduced to ﬁnd-
ing those basis functions which are related to a boundary point or a boundary edge, respectively. The
coefﬁcient of such a basis function is set to the value of the corresponding nodal functional F. In
contrast to this, in the case of P˜1 there holds a non-local condition for determining the coefﬁcients,
namely
u(mj ) = uj + uj+1, (10)
where mj is the midpoint of the edge vjvj+1 and uj , uj+1 are the coefﬁcients of the basis func-
tions corresponding to vj and vj+1. Note that although the continuity conditions refer to midpoints,
the ﬁnite element space is organised vertex-oriented. In the case of simply connected domains and
homogenous Dirichlet boundary conditions, Park proposes due to Theorem 1.2 to ﬁx one arbitrary
basis function belonging to any boundary vertex and then to loop over all boundary edges succes-
sively setting the coefﬁcients of the boundary basis functions by using (10). Clearly, this method can
be used also for non-homogenous Dirichlet boundary conditions on simply connected domains. For
arbitrary domains with multiple boundary components, it seems to be straightforward to repeat this
process for every boundary component separately. By this, for an n-fold connected domain, totally
n degrees of freedom will be ﬁxed. This method will be regarded as explicit boundary treatment.
Unfortunately, we observe a lack of convergence for this explicit boundary treatment as shown by
the computation of Test Problem 2.1 on the grid in Fig. 3 on the right (the results are collected
in Table 3).
Here and in similar situations we provide the relative L2- and H1-errors. The results lead to the
conclusion that the explicit boundary treatment is unsuitable for multiply connected domains, which is
very similar to the case of divergence-free FEM approaches which also require special techniques for
determining the correct values for the streamfunction-like part in the case of more than one boundary
component (see [11]).
Test Problem 2.1. For = [−3, 3]2\[−1, 1]2, the right-hand side f is chosen such that
−u = f
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Fig. 3. Two computational domains with coarse grids.
Table 3
Test Problem 2.1 with the grid in Fig. 3 (right), explicit boundary treatment
NEL ‖u − uh‖0 ‖∇h(u − uh)‖0
128 4.38 · 10−1 1.28 · 100
512 1.67 · 10−1 9.73 · 10−1
2048 7.69 · 10−2 9.05 · 10−1
8192 3.74 · 10−2 8.88 · 10−1
32 768 1.85 · 10−2 8.84 · 10−1
13 1072 9.20 · 10−3 8.83 · 10−1
holds with the exact solution
u(x, y) = x(x − 1)(1 − y)y2 sin (x + 2y).
Dirichlet boundary conditions are set accordingly to u|.
Careful examination of the error u − uh leads to the conjecture that the lack of convergence seen is
caused by high-frequency oscillations. Therefore, the subsequently proposed implicit boundary treatment
is motivated by the following lemma.
Lemma 2.2. Let Th be a grid which shall be connected in the sense that the condition ∀T ′,
T ′′ ∈ Th∃{Ti}ni=1 : Ti ∩ Ti+1 ∈ Th, T1 = T ′, Tn = T ′′ is fulﬁlled. Moreover, let T ∈ Th and c1, . . . , c4
be the coefﬁcients of the solution vector corresponding to the vertices of T. The solution vector shall
represent the constant solution  in P˜1(Th) and the nodes shall be ordered like in Fig. 1. If for one
element T
c1 + c3 = c2 + c4, (11)
holds, then for all other T˜ ∈ Th the coefﬁcients (again c1, . . . , c4 for convenience) fulﬁll condition (11)
on T˜ and the constant function  is represented “oscillation free”, i.e., all coefﬁcients have the same
value /2.
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Proof. Let T ∈ Th be an arbitrary convex quadrilateral. The coefﬁcients ci of the representation of  on
T may fulﬁll condition (11). This and the four conditions from (10) lead to the linear system⎛
⎜⎜⎜⎝
1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1
1 −1 1 −1
⎞
⎟⎟⎟⎠
⎛
⎜⎝
c1
c2
c3
c4
⎞
⎟⎠=
⎛
⎜⎜⎜⎝




0
⎞
⎟⎟⎟⎠ . (12)
Its unique solution is ci = /2. For a quadrilateral T ′ adjacent to T with nodes v′1, . . . , v′4 shall hold
without restriction that v1v2 = T ∩ T ′. Therefore, for the corresponding coefﬁcients c′1 and c′2 we have
c′1 = c1 = /2 = c2 = c′2. Because of c′2 + c′3 =  = c′1 + c′4 according to (10) we conclude c′3 = c′4 =
/2. Due to the connectivity of the grid the statement follows by marching over all elements starting
from T. 
Remark 2.3. In the case of orthogonal tensor product meshes, even linear functions are represented
oscillation free by condition (11), i.e., the points Pi := (vi,x, vi,y, ci), where ci denotes the coefﬁcient
associated to the vertex vi , belong to an afﬁne plane. This follows by a similar but more tedious argument
like in the proof of Lemma 2.2. For arbitrary meshes, linear functions are not represented oscillation
free by applying condition (11). A counterexample is the quadrilateral with vertices v1 = (0, 0), v2 =
(1, 0), v3 = (1, 1) and v4 = (0.5, 1). For the representation of u=x the linear system arising from Lemma
2.2 leads to the coefﬁcient vector ( 116 ,
7
16 ,
9
16 ,
3
16). It is easy to verify that the point P4 = (v4,x, v4,y, 316)
does not belong to the plane spanned by P1, P2 and P3.
Now we can deﬁne an implicit treatment of Dirichlet boundary conditions. Instead of ﬁxing one basis
function on each boundary component, i.e., replacing in the stiffness matrix the ﬁrst row per boundary
component by the corresponding row of the unit matrix, we ﬁrst apply Eq. (11) to these coefﬁcients
and then we loop over all following boundary vertices as before. As the starting point of this loop
is not explicitly prescribed now, we deﬁne by this an implicit treatment of Dirichlet boundary condi-
tions which couples the coefﬁcients of the boundary components with the (unknown) solution in the
interior. Alternatively, we can deﬁne a semi-implicit treatment of boundary conditions by applying the
explicit treatment to the ﬁrst boundary component only and the implicit treatment to all other bound-
ary components. For a square in a channel,  = ([0, 2] × [0, 1])\[0.4, 0.6]2 (Fig. 3, left) we compute
u = 0, u| = x + 1. The exact solution u = x + 1 should be represented exactly in the space P˜1(Th).
Therefore, any error occurring can be stated as consistency error coming from the treatment of Dirichlet
boundary conditions. In the case of the semi-implicit and explicit boundary treatment, the coefﬁcient
belonging to the vertex located in the bottom left corner is set to 0. The consistency error u − uh, which
is listed in Table 4, seems to be of third-order in the case of implicit boundary and of ﬁrst order only
in the case of semi-implicit and explicit boundary treatment. In fact, the explicit boundary treatment
works ﬁne, too, if the coefﬁcients have been ﬁxed to the “correct” values. Unfortunately, these values
are not known a priori. We assume that the high-order consistency error (it seems to be of third or-
der) of the implicit boundary treatment is related to the fact that formula (11) does not guarantee the
oscillation-free representation of linear functions on non-tensor product grids, as this error is not visible
on tensor product grids. Similar results are observed for domains with three or even more boundary
components. These results might disqualify the explicit and semi-implicit treatments for implementing
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Table 4
L2-error and reduction rates for u=x +1 on the grid in Fig. 3 (left), comparison of the proposed treatments (the solution should
be identically reproduced such that the resulting error should be 0)
NEL Implicit Red. Semi-implicit Red. Explicit Red.
68 1.96 · 10−4 – 1.02 · 10−2 – 3.74 · 10−3 –
272 2.30 · 10−5 8.52 4.86 · 10−3 2.10 1.86 · 10−3 2.01
1088 2.79 · 10−6 8.24 2.38 · 10−3 2.04 9.29 · 10−4 2.00
4352 3.44 · 10−7 8.11 1.17 · 10−3 2.03 4.64 · 10−4 2.00
17 408 4.28 · 10−8 8.04 5.84 · 10−4 2.00 2.32 · 10−4 2.00
69 632 5.32 · 10−9 8.05 2.91 · 10−4 2.01 1.16 · 10−4 2.00
Fig. 4. Matrix structure after applying Dirichlet boundary conditions in the case of different FEM discretisations: standard
treatment via elimination (in rows only) in Q1 and Q˜1 (left), P˜1 with explicit boundary treatment (middle) and P˜1 with implicit
boundary treatment (right).
Dirichlet boundary conditions onmultiply connected domains unless one ﬁnds away to predict the “right”
coefﬁcients.
In Fig. 4 we show the structure of the stiffness matrices obtained by the explicit and implicit treatment
in comparison with the matrix structure coming from a discretisation with Q˜1 and/or Q1 after suitable
resorting (see also [15]): the grey blocks symbolise the matrix parts coming from inner nodes. In the
case of the implicit treatment the re-sorting is chosen such that the coupling between inner nodes and
boundary nodes takes place in the ﬁrst row. As it can be seen, the (necessary) implicit treatment leads
to the loss of diagonal dominance and symmetry which is quite non-standard for FEM discretisations of
self-adjoint Poisson-like problems with Dirichlet boundary conditions.
Unfortunately, the implicit treatment of Dirichlet boundary conditions has severe impact on the be-
haviour of iterative solvers, too. The common combination BiCGStab-solver and SSOR-preconditioner
faces difﬁculties when applying the implicit or semi-implicit treatment. This remains true when using
ILU(0) (see [3]) as preconditioner. To demonstrate these facts, we compute Test Problem 2.1 on the grid
in Fig. 3 (right). The iteration is stopped when the norm of the relative residual falls below 10−11, where
0 is the starting point of the iteration. The results are collected in Table 5. In this example, it is crucial to
re-sort the complete linear system according to Cuthill–McKee or similar, as this can diminish the number
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Table 5
Iteration numbers in the case of Test Problem 2.1 for solving with BiCGStab with SSOR preconditioner ( = 1), with ILU(0)
preconditioner (standard FEM 2-level-ordering following [10]) and with ILU(0) preconditioner with re-sorting according to
Cuthill–McKee; all computations on the grid in Fig. 3 (right)
NEL Explicit boundary treatment Implicit boundary treatment
SSOR ILU(0) ILU(0) sort SSOR ILU(0) ILU(0) sort
128 9 9 7 46 41 11
512 20 20 14 101 93 17
2048 44 44 28 227 203 30
8192 79 82 49 646 554 59
32 768 154 154 93 1795 1522 103
131 072 288 282 174 6206 4706 192
Table 6
Computationon the grid inFig. 3 (left)with standardFEM2-level-ordering and re-sorting according toCuthill–McKee;BiCGStab
with ILU(0) and ILU(1) preconditioning
NEL ILU(0) ILU(0) sort ILU(1) ILU(1) sort
68 28 15 12 10
272 63 24 24 17
1088 171 46 48 26
4352 539 110 100 49
17 408 2743 1060 292 97
69 632 >10000 >10000 1149 236
of iterations by a factor up to 20 (!). By using GMRes instead of BiCGStab, one gets similar results to
the ones presented here. However, in arbitrary situations, grid re-sorting does not always work as ﬁne as
it does in the presented example. To demonstrate this, we computed −u = f with the same u as above,
but on the “square in the channel” (Fig. 3, left). Although re-sorting seems to improve the behaviour of
the solver, these results (see Table 6) show that with simple ILU(0) as preconditioner the linear system
cannot be solved on the ﬁnest level. To obtain the solution, one has at least to use ILU(1) instead where a
higher ﬁll-in is allowed. The preconditioner ILU(1) has been taken from the solver package SPLIB [3].
At the current state the problem of solving the linear systems which come from a discretisation with P˜1
on multiply connected domains remains a future challenge, particularly for multigrid with corresponding
grid transfer.
However, as a consequence of its simplicity, the matrix assembly performs outstandingly well for P˜1.
Park developed in [6] a non-parametric reference scheme which is as fast as a parametric transformation.
Here, the bilinear transformation is divided up into two parts and intermediate coordinates are introduced,
which replace the reference coordinates of a parametric transformation (cf. Fig. 5). The element basis
functions are explicitly given in these intermediate coordinates, therefore, there is no need to compute
explicitly local transformations like this is the case for many other non-conforming non-parametric
ﬁnite elements (cf. [11]). Note that there is no way to avoid a non-parametric transformation scheme
for non-conforming quadrilateral elements without loss of convergence on arbitrary meshes (cf. [1]).
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Fig. 5. Non-parametric reference scheme for P˜1.
Table 7
Computational times (in seconds) for assembling the linear system with the grid in Fig. 6 on several reﬁnement levels, see the
resulting number of elements ‘NEL’ (the abbreviation ‘par’ stands for parametric transformation and G1,G2 for 1 × 1, resp.,
2 × 2 Gauss integration formula)
NEL P˜ par1 , G1 P˜
par
1 , G2 P˜1,G1 P˜1, G2 Q˜
par
1 , G2 Q˜1, G2
133,120 1.5 s 2.3 1.6 2.4 2.4 3.1
532,480 6.0 s 9.4 6.5 9.6 9.7 12.3
2,129,920 24.7 s 37.4 25.5 38.6 38.9 48.2
Fig. 6. DFG-benchmark-grid “ﬂow around a cylinder”.
Unfortunately, the reference scheme described by Park is implicitly based upon the linearity of P˜1, so
that it is not suitable for other non-conforming quadrilateral elements like the Rannacher–Turek-element
Q˜1 which is spanned by 1, x, y, x2 − y2. Experiments show that applying this reference scheme leads to
comparable failure as using parametric transformation.
In the case of a PDE with constant coefﬁcients, simple integration rules are sufﬁcient to integrate the
matrix entries. In the Laplacian case, the terms ∇i ·∇j are constant, so that the 1-point Gauss-rule will
integrate exactly. For comparison, in the case of Q˜1 one needs a third-order rule for exact integration, e.g.,
the 2×2-Gauss-rule. Numerical experiments outline the difference in matrix assembly times between P˜1
and Q˜1 (cf. Table 7). These results are obtained by assembling the matrices on the DFG-benchmark grid
“ﬂow around a cylinder” which is displayed in Fig. 6 (for the DFG-benchmark, see [9]). For our tests, we
used routines from the FEM-library FEAT (see [2]). The computations were performed on a COMPAQ
ALPHA, 667MHz. The measured time does not contain the time in which the pointer structure of the
matrix is computed. The results show that the matrix can be assembled up to two times faster for P˜1
than for Q˜1. The optimal efﬁciency with respect to matrix assembly is one of the main advantages of P˜1
compared with other approaches.
The choice of an appropriate quadrature rule for the matrix assembly is crucial for the quality of the
solution. To show this, we compute u = f, u| on the unit square with a tensor product grid. The
functions f and g are chosen such that there holds u(x, y) = x(x − 1)(1 − y)y2 sin(x + 2y) as above.
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Table 8
L2-error of computations on a tensor product grid in the case of applying the 1×1-Gauss and 2×2-Gauss-rule for the integration
of the entries of the stiffness matrix
NEL P˜1,G2 P˜1,G1 Q˜1,G2 Q˜1,G1 Q˘1,G2 Q˘1,G1
64 2.2 · 10−2 2.2 · 10−2 1.9 · 10−2 0.3 · 100 1.5 · 10−1 2.4 · 10−1
256 5.5 · 10−3 5.5 · 10−3 4.9 · 10−3 0.3 · 100 7.2 · 10−2 2.4 · 10−1
1024 1.4 · 10−3 1.4 · 10−3 1.2 · 10−3 0.3 · 100 2.4 · 10−2 2.4 · 10−1
4096 3.5 · 10−4 3.4 · 10−4 3.1 · 10−4 0.3 · 100 6.5 · 10−3 2.4 · 10−1
16 384 8.6 · 10−5 8.6 · 10−5 7.7 · 10−5 0.3 · 100 1.7 · 10−3 2.4 · 10−1
65 536 2.2 · 10−5 2.2 · 10−5 1.9 · 10−5 0.3 · 100 4.2 · 10−4 2.4 · 10−1
Note that on this grid there is no difference between parametric and non-parametric transformation. We
compute this problem with P˜1, the Rannacher–Turek element Q˜1 and an extension Q˘1 proposed in [4].
In this article, the (‘rotated bilinear’) function x2 − y2 in the Rannacher–Turek-element was replaced by
the fourth-order polynomial 5x4 − 3x2 to overcome problems with the midpoint-oriented version of the
Rannacher–Turek-element on distorted meshes. The entries of the stiffness matrix are computed by the
1 × 1-Gauss and the 2 × 2-Gauss-rule. The entries of the right-hand side vector are always computed
with the 4 × 4-Gauss-rule. The results in Table 8 show that except in the case of P˜1 the use of the 2 × 2-
Gauss-rule at least is necessary. As proven in [4], also Q˘1 shows full (quadratic) convergence when the
stiffness matrix is computed with the 2×2-Gauss-rule, but the L2-errors exceed the corresponding errors
from P˜1 and Q˜1 by a factor up to 20 (!). Experiments indicate that when using Q˘1 one has to apply at
least the 3 × 3-Gauss-rule to get comparable results.
Finally, we consider the application of P˜1 to saddle point problems as the incompressible Stoke- or
Navier–Stokes equations. Unfortunately, the combination (P˜1,Q0) is not a stable Stokes-element which
was already mentioned in [7]. Here we give a simple example of a conﬁguration where oscillations of
the pressure occur and which demonstrates the failure of the Babuška–Brezzi-condition.
Example 2.4. Let  = [0, 1]2 and Th be a grid consisting of four identical squares. The analytical
solution of the homogenous Stokes equation on  with boundary conditions u | = (y, 0) is u(x, y) =
(y, 0), p(x, y) = const. If one computes the solution on Th, one gets a “checkerboard”-solution for p
oscillating between −c and c with c being arbitrarily large.
Remark 2.5. The reason for the element pair to be unstable is related to the fact that the space of velocities
is “too small” related to the pressure space. As P˜1(Th) has one dimension less than the space Q1(Th)
and the element pair (Q1,Q0) is known to be unstable, there is a strong evidence that the pair (P˜1,Q0)
is unstable, too.
Also Korn’s inequality, which is another important stability condition in CFD and CSM simulations,
does not hold. To demonstrate this, we give the following example.
Example 2.6. The sketched function in Fig. 7 does not fulﬁll the discrete Korn’s inequality
|v|1,hc‖(v)‖20,h, c = c(h), ∀v ∈ (P˜1(Th))2 with v = 0 in boundary midpoints, (13)
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Fig. 7. The shown velocity vector u ∈ (P˜1(T)2) does not fulﬁll the discrete Korn’s inequality (T1 is not displayed).
where (v) denotes the symmetric part of ∇v, (v) = 12 (∇v + ∇v). Let  be the unit square and T
a triangulation consisting of identical squares with diameter hT . Let T1 := {T ∈ T | T ∩  = ∅}.
On T\T1, we deﬁne the function u = (u, v) ∈ P˜1(T)2 by
u(x, y)|T = (±hT (y − yT ),∓hT (x − xT )),
where (xT , yT ) denotes the spatial midpoint of an element T. The function u is divergence-free on T\T1.
Furthermore, we have
∇u|T =
(
0 ± hT
∓ hT 0
)
and therefore (u)= 0 on T ∈ T\T1. On the boundary layer T1 we extend u linearly so that the function
is continuous in the midpoints and there holds u= 0 in all boundary midpoints. Globally, we do not have
‖(u)‖=0, but on all inner quadrilaterals.As the area of the boundary layerT1 will vanish asymptotically,
(13) cannot hold with c independent of h = hT . The function u is the same “kernel function” as in [13],
which is used there to show that Korn’s inequality is not valid in the case of the Rannacher–Turek-
element. However, see [5,13] for a strategy of edge-oriented stabilisation to repair this well-known fact
for non-conforming FEM.
3. Summary and outlook
In this article, we performed a numerical analysis regarding approximation properties, solution strate-
gies and implementation details for the new non-conforming linear ﬁnite element P˜1 on quadrilat-
eral meshes. Among several treatments for Dirichlet boundary conditions, the fully implicit boundary
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treatment turned out to be suitable also for multiply connected domains. Unfortunately, it complicates
the solving of the arising linear systems. This can be partially overcome by using ILU(0) and especially
ILU(1) as preconditioners for an iterative method like BiCGStab or GMRes. In contrast to this, matrix
assembly works outstandingly fast.As shown in [12], reliable and efﬁcient a posteriori error control using
the DWR method in the sense of Rannacher and Becker [8] can be performed for this new linear ﬁnite
element, too.
At current state, the velocity–pressure combination (P˜1,Q0) is not a suitable Stokes-element
(cf. Example 2.4). Therefore, any further research on P˜1 will be inﬂuenced by the development of fast
and robust stabilisation techniques for saddle point problems. If the problem of stability is overcome, P˜1
is a new prototypical non-conforming element and will be an interesting candidate for CFD.
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