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We propose a dynamial approah to quantum memories using an osillator-avity model. This
overomes the known diulties of ahieving high quantum input-output delity with storage times
long ompared to the input signal duration. We use a generi model of the memory response,
whih is appliable to any linear storage medium ranging from a superonduting devie to an
atomi medium. The temporal swithing or gating of the devie may either be through a ontrol
eld hanging the oupling, or through a variable detuning approah, as in more reent quantum
memory experiments. An exat alulation of the temporal memory response to an external input
is arried out. This shows that there is a mode-mathing riterion whih determines the optimum
input and output mode shape. This optimum pulse shape an be modied by hanging the gate
harateristis. In addition, there is a ritial oupling between the atoms and the avity that allows
high delity in the presene of long storage times. The quantum delity is alulated both for the
oherent state protool, and for a ompletely arbitrary input state with a bounded total photon
number. We show how a dynamial quantum memory an surpass the relevant lassial memory
bound, while retaining a relatively long storage time.
Quantum memories are devies that an apture, store,
then replay a quantum state on demand[1℄. In priniple,
storage is not a problem for time-sales even as long as
seonds or more, sine there are atomi transitions with
very long lifetimes that ould be used to store quantum
states[2, 3℄. A quantum memory an store quantum su-
perpositions. These annot be stored in a lassial mem-
ory in whih a measurement is made on a quantum state
prior to storage. The fundamental interest of this type of
devie is that one an deide at any time to read out the
state and perform a measurement. In this way, the ol-
lapse of a wavepaket is able to be indenitely delayed,
allowing new tests of deoherene in quantum mehanis.
Suh devies also have a fasinating potential for ex-
tending the reah of quantum tehnologies. Here, the
main interest is in onverting a photoni traveling-wave
state - useful in ommuniation - to a stati form. Al-
though atomi transitions are normally onsidered, atu-
ally any type of stati mode an be used as a quantum
memory. For the implementation of quantum networks,
quantum ryptography and quantum omputing, it is es-
sential to have eient, long-lived quantum memories[1℄.
These should be able to output the relevant state on de-
mand at a muh later time, with a high delity over a
required set of input states. The benhmark for a quan-
tum memory is that the average delity F¯ must be higher
than any possible lassial memory when averaged over
the input states: F¯ > F¯C .
The vital task of a quantum memory is to eiently
store quantum states in a stati quantum system and
then retrieve them in the form of a propagating quantum
signal - typially a photoni pulsed eld. It is also im-
portant that the read-in and read-out are in well-dened
temporal modes that are synhronized to a lok pulse.
This is essential if the stored quantum eld is to be used
in any further quantum logi operations. In establishing
delity, it is therefore neessary to use a synhronized lo-
al osillator measurement to determine whih temporal
mode is oupied reproduibly. Essential to the prini-
ple of the quantum memory and its role in quantum re-
peaters and ryptography is that the memory is able to
be read out long after the destrution of the input state.
This leads to a seond essential riterion, whih is that
the memory time T must be longer than the duration TI
of the input signal: T > TI .
The transfer of quantum information from light to
atoms was demonstrated using o-resonant interations
with spin polarized atomi ensembles[4℄. The transfer
and retrieval of lassial pulses[5℄, photon states[6, 7, 8℄
and, more reently, squeezed states[9, 10℄ has been real-
ized using atomi three-level transitions and eletromag-
netially indued transpareny (EIT)[11℄. Promising are
memories based on ontrolled reversible inhomogeneous
broadening (CRIB)[12℄. Other reent experiments re-
port improved eienies[13℄ using two level atoms Stark
shifted by an external eletri ontrol eld. Another
devie type is the quantum iruit based on superon-
duting transmission lines and squids, in whih the de-
vie harateristis an be fabriated as an integrated
iruit[14, 15, 16℄. Nanomehanial osillator storage is
also not impossible[17℄, allowing the potential for storage
and retrieval of quantum superposition states in tests of
marosopi quantum mehanis[18℄.
Current experiments are frequently limited by the
problem that storage times T ahieving high delity are
shorter than the time TI taken to apture the inom-
ing quantum information. On the other hand, the use
of long storage times leads to rapid degradation in the
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Figure 1: Proposed dynamial atom-avity memory sheme.
The avity ouples eetively to only one external inoming
and outgoing mode, labelled here as uin0 and u
out
0 respetively.
This implies an optimal pulse shape neessary for eient
imprinting and retrieval of the quantum information, as rep-
resented by the mode a0, onto and from the atomi medium
internal to the avity. Storage is ahieved through modulation
of the atom-avity oupling g or detuning ∆.
retrieval eieny, hene giving a low quantum delity.
A ommon approah has been to onsider a broadband
ontinuous-time input. Alternatively, where pulses have
been used, input - output eienies are often measured
in a regime of minimal storage time, so that the mem-
ory ats to delay, rather than store, a pulse. This prob-
lem was reognised by Appel et al[9℄, who report deli-
ties with a relative storage time T/TI of order 1.6. It is
an outstanding hallenge to design a pratial quantum
memory whih an retain an arbitrary quantum state
with good delity, for on-demand synhronous readout
over times long ompared to the input signal duration.
In this paper, we propose that these limitations may be
overome with the employment of a dynamial osillator-
avity quantum memory. While useful in generation of
squeezed and entangled states, most experimental quan-
tum memories have not so far foused on intra-avity
interations[19, 20, 21, 22, 23, 24℄, apart from reent
single-photon experiments[25, 26, 27℄. A limiting fator
has been the lak of a full theoretial treatment of the in-
terplay between the storage medium, the avity and the
inoming mode dynamis, together with their eet on
memory performane.
Here, we bridge this gap by analyzing the memory dy-
namis of models of quantum memories, to alulate di-
retly the memory response in the time domain. This
allows further insight over previous treatments, whih
have been restrited by the assumption of slowly vary-
ing inoming signals in an adiabati approximation[28,
29, 30, 31, 32℄. Our theoretial approah is arried out
with simple non-saturating linear osillator models that
are analytially soluble. This strategy an be applied to
more general models, whih behave as simple osillators
for low input signal intensities.
Our onlusion is that for quantum memories employ-
ing a oupled osillator-avity strategy, there is a ritial
oupling between the osillator and avity that gives an
optimal temporal mode struture to allow for high e-
ieny and delity of input and output states. For low
loss osillator memories, this allows both high delity
and long storage times in the avity relative to the in-
put pulse-width. The ritial avity oupling is losely
related to the ritial damping of a harmoni osillator.
We show that one an ahieve the memory by either a
modulation of the oupling or the detuning of the osil-
lator mode that stores the quantum state.
For a step-funtion gate the orresponding temporal
mode has an asymmetri shape with duration of the or-
der of the avity ring-down time, whih an be fast om-
pared to the atomi deay time. In our treatment, the
output mode is a time-reversed opy of the input. This
time-reversal of an asymmetri mode ould ause prob-
lems, for example, in loal osillator measurements or
using asaded devies. However, in a future paper, we
show that the mode-shape an be further optimized with
a time-dependent oupling, whih leads to a fully time-
symmetri mode in whih both the input and output
modes are idential.
Our results are appliable to any tehnologies employ-
ing avity-like storage with a linear intra-avity response.
One example of this, as indiated above, would be the
ase of an ensemble of atoms with two or three-level
transitions, as typially utilized in urrent experiments.
Other possibilities inlude memories using superondut-
ing avities with Josephson juntion qubit storage[14℄,
and states enoded into positions of atoms[29℄, moleules
or even nano-osillators[17, 33, 34℄. The theoretial ap-
proah developed in this paper an also be extended to
apply to spatial mode-strutures[35, 36℄, as will be ana-
lyzed elsewhere.
I. LINEAR MEMORY
The quantum memory devie we onsider is that of a
propagating single transverse-mode eld Ain(t) entering
a avity with an atomi or other osillator medium (Fig.
1). Writing into the memory ours up to a time t = 0,
during whih time there is a nonzero interation, between
eld and avity, to allow the transfer of information. Af-
ter a ontrollable storage time T , when the interation is
o, the interation is swithed on again, so the memory
reads out into an outgoing quantum eld Aout(t) at t > T
(Fig. 2). The present paper fouses on elds with sin-
gle transverse modes that are spatially mode-mathed to
the memory devie[36, 37℄. We onsider linear memories
whih are agnosti with regard to the quantum state or
protool, apart from a physial upper bound to the pulse
energy.
A. Atomi example
There are many possible implementations in whih a
quantum system is oupled to an interferometer mode.
To illustrate this, we rst onsider the lassi ase[35,
36℄ of a two-level near-resonant atomi medium, with a
























































k − Γˆa†k aˆk
)
. (1.2)
Here the rotating-wave and dipole approximations are
employed, and the Hamiltonian terms have the interpre-
tation as follows:
• Hˆ1 - paraxial mode free Hamiltonian
• Hˆ2 - atomi transition free Hamiltonian
• Hˆ3 - interferometer and atomi reservoir free
Hamiltonians
• Hˆ4 - atom-eld interation Hamiltonian
• Hˆ5 - atom-reservoir interation Hamiltonian
• Hˆ6 - eld-reservoir interation Hamiltonian
The frequenies ωk are the mode-frequenies of the k-
th interferometer modes, with annihilation operator aˆk.
The sum over k is restrited to a single polarization, un-
der the assumption that only a single polarization of the
avity eld is exited here, with momentum near k0 -
whih is the longitudinal photon momentum at the ar-
rier wavelength.
The frequenies ωµ(t) are the transition frequenies of
the µ-th atomi transition. In general these may be
time-dependent, for example, if an external magneti
eld is used to reate a time-varying Zeeman splitting.
The orresponding operators are σˆ−µ = |2〉µ 〈1|µ and
σˆzµ = |2〉µ 〈2|µ − |1〉µ 〈1|µ. Similarly, the oupling term
gk (t, rµ) may be time and spae-dependent, via the use
of a time and spae varying ontrol eld. In a pure two-
level system, this oupling term would be expressed as:
gk (t, rµ) = g (t)uk (rµ) (1.3)




, where µ (t) is the ele-
tri dipole moment of the atomi transition. This an
be made time-dependent in the ase of forbidden transi-
tions in even isotopes of alkaline earths, using a magneti
ontrol eld[2℄. As usual, uk (rµ) e
−ik0·rµ
is the mode
funtion of a running wave with longitudinal momentum
equal to k0 and a transverse mode struture of uk (rµ),
assumed not to depend on the longitudinal position in
the simplest ases.
With a three-level atom and eletromagneti ontrol
eld, the oupling term has a more omplex behaviour
that depends on the dynamis of a third level, whih
we have assumed an be eliminated if it has a far-o-
resonant Raman oupling. The resulting oupling term
has the struture:
gk (t, rµ) = g (t)Ω (rµ)uk (rµ) (1.4)
A onsequene of this struture of the oupling on-
stant is that there may be two distint spatial variations
involved: one from the ontrol eld, and one from the
stored quantum eld. For simpliity, we will assume a
spatially uniform ontrol eld intensity so that Ω (rµ) = 1
in the following analysis, and we will absorb the phase
variation of the ontrol eld into a single mode funtion
u (rµ) with modulus Uµ.
Generially, it is possible to divide up the atoms into
equivalene lasses with the same oupling onstant mod-
ulus Uj and transition frequeny ωj . If the oupling
onstant and relevant eld modes have radial symmetry,
these orrespond to distint radial shells.















Initially ignoring (initially) the eets of atomi reser-
voirs and losses, whih should be small in an atomi
system intended for use as a quantum memory, the re-
sulting Heisenberg piture eld and atomi equations in





















Here gj (t) = g (t)Uj , and there are also orresponding
equations for onjugate elds. This assumes that the
mode funtion does not vary rapidly over the loation of
the grouped atoms.
4We note here that in general there may be many dis-
tint transverse eletromagneti mode funtions uk that
are able to ouple to the atoms. In addition, the avity
loss is at a rate κk due to oupling to the avity output
elds, while Γˆk is the quantum operator for the input
and output elds with dierent transverse mode indies








where Âk,in is the input photon eld and Âk,out is the
output eld, while To is the mirror transmissivity of the
output oupler, and τr is the avity round-trip time.
In this paper we will only onsider the ase of a single-
mode interferometer interating with a non-saturated ho-
mogeneous medium, so that Jˆzj ≈ −Nj. We an intro-












∣∣g20,j (t)∣∣. We also assume that the
medium has a single resonane at ωj = ω, whih means
that there is no inhomogeneous or Doppler broadening.
This would require ooling and possibly trapping in an
optial lattie to eliminate atomi motion. The orre-
sponding Heisenberg equations are:
∂
∂ t
aˆ = − [κ+ iω0] aˆ− ig (t) bˆ+ Γˆ
∂
∂ t
b̂ = −iωbˆ− ig (t) aˆk (t) . (1.9)
In a rotating frame resonant with the input arrier
frequeny of the quantum signal ωL, this leads to the
following eetive Hamiltonian:
H = ~δâ†â+ ~∆b̂†b̂+ ~g(t)(̂b†â+ â†b̂) . (1.10)
where δ = ω0 − ωL, ∆ = ω − ωL. This one-photon de-
tuning ∆ is replaed by the two photon detuning in the
ase of a Raman-type interation.
B. Nanomehanial osillators
Similar results are obtained for the eetive Hamilto-
nian of mehanial osillators - like an atomi position or
nanomehanial osillator - in a avity[17, 29, 40℄. In this
ase the position osillation has a frequeny that is phys-
ially analogous to the separation of the two lower levels
in a three-level atomi model. A ontrol eld is needed
to reate a Raman transition between the osillator lev-
els. This type of situation is studied theoretially as a
means of laser ooling nanomehanial osillators, whih
has been reently demonstrated experimentally[33℄.
To derive this relationship, we start with a mirosopi
Hamiltonian for the radiation eld inside an interferom-
eter oupled to a nano-mehanial osillator, interating
via the dieletri energy of the oupled system[41℄. This











































k − Γˆa†k aˆk
)
. (1.12)
Here the Hamiltonian terms have the interpretation:
• Hˆ1 - paraxial mode free Hamiltonian
• Hˆ2 - nano-mehanial osillator free Hamiltonian
• Hˆ3 - interferometer and osillator reservoir free
Hamiltonians
• Hˆ4 - interation energy of the nano-osillator di-
eletri in an external eld
• Hˆ5 - osillator-reservoir interation Hamiltonian
• Hˆ6 - eld-reservoir interation Hamiltonian
The frequenies ωk are the mode-frequenies of the k-
th interferometer modes, with annihilation operator aˆk,
as previously. The frequeny ωmj is the j−th resonant
mode frequeny of the nano-mehanial osillator. The








(uk (r) aˆk +H.c.) (1.13)
whih is the relevant anonial eld variable. We note
that for a standing wave interferometer, with only a sin-
gle mode of the resonator and nano-mehanial osilla-
tor, this will redue to the standard quantum model of a
nano-osillator as a movable mirror or dieletri inside a
avity[40℄:
H = ~δâ†â+ ~ωmb̂†b̂+ ~gâ†â(̂b† + b̂) . (1.14)
Here, δ = ω0 − ωL, and ωm is the resonant frequeny of
the nanomehanial osillator.
5Sine we wish to eliminate the eets of diret radiation
pressure on the osilator dieletri, we treat a running-
wave in whih the eld modes by themselves are not ou-
pled to the osillator motion, to lowest order. Next, sup-
pose there is an additional ounterpropagating ontrol
eld Ω(t)eiωct inident on the osillator. This additional
eld is able to interfere either onstrutively or destru-
tively with the intraavity eld, at the mirror loation.
Let ωc = ω0 − ω, so the ontrol eld is red-detuned with
respet to the Fabry-Perot resonane, whih is preisely
the ondition required for sideband ooling of a nano-
mehanial osillator. We will also assume, for simpli-
ity, that the experimental goal of ooling to the osillator
ground-state is ahieved, whih means that the heating
rate of the osillator due to its thermal reservoirs is suf-
iently small.
This leads to the following eetive Hamiltonian, in
whih non-resonant terms are negleted:
H = ~δâ†â+ ~∆b̂†b̂+
+ ~g(Ω∗(t)âb̂† +Ω(t)â†b̂) (1.15)
We see that, for a real ontrol eld with g(t) = gΩ(t),
this expression is idential to the one derived for the ase
of a weakly exited atomi resonane.
C. Input/output mode expansions
As is ommon in sattering theory, we an dene input
and output modes orresponding to two distint Hilbert
spaes for the asymptoti past and future of the memory.
We limit ourselves to treating a single transverse mode
Ain0 (t) for simpliity. A omplete mode expansion into
longitudinal modes of the inoming external eld for past






n (t) , (1.16)






= δ(t − t′). Here the ainn are bosoni
mode operators and uinn (t) the mode funtions, whose
expetation values determine the inoming pulse shape.
Similarly, the operator Âout0 (t) is the quantum operator
for the output eld. A omplete mode expansion for the
outgoing external eld after a memory storage time T is






n (t) , (1.17)
where the âoutn are also boson annihilation operators, and
the uoutn (t) the output mode funtions. We fous on the
simplest possible ase of single longitudinal mode stor-
age devies, whih are designed to aurately write into
memory, store then read out information for one input
 
 
Figure 2: Memory involves three stages: writing, reading and
storing. The interation is turned on, then o, then on, in a
ontrollable way.
and one output bosoni mode. The single-mode input
and output operators of the states to be remembered
will be labelled âinn and â
out
n . To simply the typography,
we will omit the aret on single mode operators a, b and
elds A, B in the remaining setions.
II. MEMORY FIDELITY
It is ruial to determine the level of memory perfor-
mane and auray at whih one an onviningly laim
a quantum memory. A standard gure of merit for
memory performane is that of the average delity F¯
between input and output states, as dened over a pre-
determined set of input states. Here the output state is
a density matrix ρˆout, whih is obtained on traing the
output state over the input modes and loss reservoirs:






We will be onsidering pure state inputs, in whih ase




Here P (Ψin) is the probability of using a given state Ψin,
while ρˆout(Ψin) is the output density matrix onditioned
on input of Ψin, and dµ(Ψin) is the integration measure
used over the set of input states.
The average delity obtained must be ompared with
the best average delity possible using a `lassial' mea-
sure, store and prepare strategy, in order to laim that
one has a quantum memory. There is no known limit to
whih quantum states may be feasibly prepared, nor on
what observables an be measured, exept that the om-
mutators of quantum mehanis prevent simultaneous,
preise measurement of non-ommuting variables. This
means that the set of inputs used is important in estab-
lishing delity bounds. For example, if the input states
are orthogonal - like the number states - then the las-
sial delity bound is unity. All the number states an
in priniple be measured using a perfet photo-detetor,
6the orresponding number reorded and stored, followed
by regeneration of the original number state with perfet
delity.
This means that superpositions must be an integral
part of the input alphabet of quantum states. An im-
portant issue is that the relative phase of superpositions
must be realled in a quantum memory devie. Thus, the
delity an not be measured in the same way as the pho-
ton ounting eieny: a memory that generates outputs
with random phases will have a high photon-ounting ef-
ieny, but a low quantum delity. This is beause the
delity measure is phase-sensitive, whih is essential for
a quantum memory. To experimentally haraterize a
quantum memory it is therefore neessary to measure in-
put and output states interferometrially. Measuring the
energy eieny alone annot rule out memory phase er-
rors aused, for example, by timing jitter in the ontrol
signals.
A. Linear memory
In this paper, we treat linear memory models, with
all reservoirs in the vauum state, and with no exess
phase noise. This type of memory has the useful property
that it is able, ideally, to preserve any input state with a
subsequent time-delayed read-out.
In quantum mehanis, a given initial state |Ψin〉 in
the Shroedinger piture is transformed to a nal state
by making a unitary transformation on the input Hilbert
spae:
|Ψout〉 = Uˆ |Ψin〉 . (2.3)
In greater detail, we an divide the Hilbert spae into the
input spae, output spae, and reservoir spae onsisting
of all other degrees of freedom. We assume that initially
the input spae has a fatorized state :
|Ψin〉 = |ψ0〉in|0〉out|0〉r (2.4)
The purpose of a quantum memory is to transform this
input state into an output state at a later time, with the
struture:
|Ψout〉 = |0〉in|ψ0〉out|0〉r (2.5)
It is onvenient to desribe the input in terms of a
funtion of input mode reation operators a†0 dened at






We will nd in the next setions that in the Heisenberg
piture, the overall eet of either losses or mode mis-
mathing is idential to a (time-delayed) beam-splitter








a0(∞) = √ηMa0 +
√
1− ηMar0 . (2.8)
Here a0 is now understood to at on the output vauum
state, and ar0 is a bosoni operator whih only ats on
the zero-temperature reservoir, so that 〈ar†0 ar0〉r = 0.
Ideal performane is obtained when retrieval eieny
ηM = 1, so that the input and output mode operators
are idential, apart from the tehnial issue that they are
dened on dierent Hilbert spaes. In pratie, loss and
noise will be introdued at all three stages of a quan-
tum memory: not all information an be retrieved, sine√
ηM < 1.
B. Coherent state memories
The most ommon set of input states onsidered to
date are oherent states, whih have already proved use-
ful to quantum appliations suh as teleportation[42℄ and
quantum state transfer from light onto atoms[4℄. If we
onsider our input set as the set of oherent states with a
Gaussian distribution P (α) = 1/(nπ)e−|α|
2/n
, and mean
photon number n, the delity average measure F is
F¯ gn¯ =
∫
P (α)〈α|ρˆout(α)|α〉d2α , (2.9)
where ρˆout(α) is the output state for the oherent input
state |α〉.
The results of Hammerer et al[43℄ and Braunstein et
al[44℄ show that for any lassial hannel, the average
delity is onstrained by
F¯ gn¯ ≤ (1 + n)/(2n+ 1) . (2.10)
Thus, the result F¯ gn¯ > (1+n)/(2n+1) serves as a benh-
mark for the laim of a quantum memory of oherent
states.
We alulate F¯ cn¯ for our beam-splitter solution Eq.
(2.8). In this solution, the output is ρˆout(α) =
|√ηMα〉〈√ηMα|. Simple alulation gives
F¯ cn¯ =
1
1 + n(1−√ηM )2 . (2.11)
The ondition for quantum memory (so that (2.10) is







We note that for n ≥ 20, the bound follows an almost at
line relation to n¯, whih is the well known at distribution
for whih delity F¯ c∞ > 0.5 is required for a quantum
memory[4, 42, 43℄. These delities orrespond in the
beam splitter memory to quite high eienies, so for
n = 20, quantum memory is ahieved for
√
ηM > 0.78.
7For n small, say n = 1, whih requires delity F¯ c1 > 2/3,
we note that quite low eienies (
√
ηM > 0.293) are
enough for a laim of a quantum memory (Fig. 3).
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Figure 3: Fidelity F¯ cn¯ (dashed) and orresponding beam split-
ter eieny
√
ηM (solid) required for quantum memory as a
funtion of n¯ for oherent input states. High n¯ will require
a high eieny ηM , for the laim of a quantum memory,
whereas for low n¯ , quantum memory is ahievable for lower
eienies. Horizontal lines indiate the respetive lassial
bounds.
C. Arbitrary state memories
An ideal quantum memory must do more than just
store oherent states. For many quantum information ap-
pliations, the quantum states that must be stored may
be in a larger lass of possible quantum inputs. Reent
experiments and theory have investigated other possibil-
ities, like squeezed states[9, 10, 45℄. The most general
ase is a ompletely arbitrary quantum input state. How-
ever, it is essential to bound the input energy in some
way. Otherwise, the averages are dominated by inputs
of innitely large energy, that no physial memory ould
possibly store without giving rise to a blak hole.
Here we dene the input state as any possible state
with a maximum photon number less than nm. This
orresponds to an arbitrary state
∣∣∣~Ψ〉 of nm levels, where:
∣∣∣ ~Ψin〉 = nm−1∑
n=0
Ψn |n〉 . (2.13)
so that the highest photon number is n = nm − 1. The
delity average Fnm is then the average delity over
all possible oeients






∣∣∣~Ψ∣∣∣− 1)d2nm ~Ψ , (2.14)
where ρˆout(~Ψ) is the output redued density matrix for
the arbitrary bounded input state |~Ψ〉, after traing over
any reservoirs oupled to the memory.
To determine the lassial delity limit in this ase,
we reall that there is a known delity limit for (imper-
fet) loning of an arbitrary nm level state, to produe






Sine a lassial memory an learly generate any number
of opies of a quantum state, this result shows that for
any lassial memory with an arbitrary input of bounded
maximum photon number, the average delity is on-
strained by the one-to-many loning limit.
We now alulate F¯nm for our beam-splitter solution
Eq. (2.8). The total input state, inluding a reservoir
labelled r and assumed to be a vauum state, is:





Here Ψn is the probability amplitude for the |n〉 input
state. The output state is therefore:






















We an now alulate the delity in the ase of nm = 2
and nm = 3, whih allows for arbitrary states with up to
1 and 2 photons respetively. Sine the reservoir modes
are not the input to the memory, we trae over the mode














for 2 and 3-dimensional (up to 1 and 2 photon number)
input states respetively. These results are graphed be-
low, in Fig. 4.





















Figure 4: Average delity vs beam splitter eieny of a quan-
tum memory for arbitrary input states with up to n = 1 (solid
line) and n = 2 (dashed line) photons.
It is straightforward to prove, using SU(n) symmetry,
that in the limit of zero eieny the quantum mem-
ory will have an average delity of Fnm = 1/nm . This
is always less than the delity ahievable by a lassial
measure and regenerate strategy. In general, the best
lassial average delity dereases as the number of pos-
sible quantum levels inreases. This is easily understand-
able: a single measurement gives very little information
about the oherent superpositions that may exist in a
quantum state with many levels. For this reason, an ar-
bitrary quantum state delity measure gives a muh bet-
ter indiation of the power of a quantum memory than
a measure onstrained to a single set of states like the
oherent states. This gives a strong motivation for more
general experimental tests of quantum memory perfor-
mane.
III. Q-SWITCHED MEMORY DYNAMICS:
MODE MATCHING
In the previous setions, we alulated the delity
where the relation between the input and output states
is desribable by the beam splitter solution Eq. (2.8).
Now, we show under whih onditions this solution is
predited. To understand the role of mode-mathing, we
examine in this setion the simple model of an empty
Q-swithed avity.
We onsider rst a simplisti quantum memory model
of an empty Q-swithed avity, tuned to frequeny ω0 =
ωL + δ. In pratie, long storage times are not readily
ahievable without a separate osillator suh as an atom
medium for storage. However, we analyse this model rst
to develop an understanding of the dynamis of the three
stages of memory proess: writing, storage and reading.
The orresponding eetive internal Hamiltonian is:
Ĥ = ~δa†a . (3.1)
The avity is partially transmitting, with variable av-
ity deay rate κ(t), allowing a oupling between the av-
ity mode a and a pulsed input eld ain(t). For a avity
whose only loss is through one mirror ating as an in-
put/output oupler, the dynamial Heisenberg equation
linking input and avity mode operators is[38, 39℄
a˙ = − [iδ(t) + κ(t)] a+
√
2κ(t)Ain(t) . (3.2)
The writing stage begins at −tw (Fig. 2) and is of dura-







[iδ(τ) + κ(τ)] dτ
]
, (3.3)
the interation given by Eq. (3.2) has the general solution







The purpose of the memory is to read in the eld at t <
0, and then output seleted information after a memory
time T . We therefore introdue a model deay rate with
Q-swithing between a large value κ and a small value
κS , at zero detuning:
κ(t) = κ [t < 0]
κ(t) = κS [0 < t < T ]
κ(t) = κ [t > T ] . (3.5)
We note here as a pratial issue that all avities have ex-
ess loss and noise over and above that given just by on-
sidering input/output ouplers. This may be unimpor-
tant during the input/output stages, when κ(t) is large.
However, it is ertainly signiant when κ(t) is small.
For this reason, κS and the orresponding vauum reser-
voir term must inlude all losses during the storage time,
inluding loss in the dieletri oatings and diration
losses. Additional phase-noise and orresponding phase-
relaxation terms due to aousti noise are ignored for
simpliity.
We note our model quantum memory has a time-
reversal symmetry around t = T/2, sine κ(t) = κ(T −t).
This is not essential, sine one ould easily hoose κ(t >
T ) 6= κ(t < 0) . However, this feature - whih is also
found in some other memory proposals - provides a useful
insight into design of a quantum memory, and the mode-
funtions that are oupled into and out of the memory.
Here, of ourse, time-reversal implies reversing the prop-
agation diretion of all elds, inluding the input and
output elds. A typial input-output relation with some
residual loss during the storage time is shown in Fig. 5.
This is obtained from a numerial solution of Eq. (3.2)
in a P-representation[47℄, whih transforms the operator
equations into -number equations. In this ase, the in-
put state of the eld is assumed to be a oherent state.
The alulated solution learly displays the time-reversal.
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Figure 5: Q-swithed avity input (dashed blue line) and out-
put (solid red line) amplitudes with κ = 1, κS = 0.1, T = 2.0.
Input mode shape is mode mathed to the time-reversed av-
ity deay.
We note that the alulation an be extended to an ar-
bitrary initial state using the positive P-representation
method[48℄.
To explain the operation of the Q-swithed quantum
memory more learly, we seek analytial solutions, and
now expand the inoming and outgoing eld operators
into past-time (t < 0) and future time (t > T ) modes.
This allows us to easily distinguish what is stored in the
memory in the past from what is read out, in the future.
A. Writing: past-time modes
Our model gives for the stored avity mode solution,
when the avity oupling is swithed to a small value for
storage:






Where we have onsidered δ = 0 for simpliity, whih
means that the avity is resonant with the eld arrier
frequeny. We have allowed the writing time tw to be
innite, in pratie of duration muh longer than pulse
durations and avity lifetimes, so as to erase information
assoiated with the initial avity solution.
We note the operator Ain(t) is the quantum operator
for the input eld, but the oupling to the avity is suh
that only a ertain mode of this inoming eld is ee-





whih are modied Laguerre polynomials. Sine the La-
guerre polynomials are a omplete set, any inoming
waveform that vanishes as t→ −∞ an be represented as
a linear ombination of Laguerre funtions. Introduing








= δmn . (3.8)
In this expansion, un(t) are orthogonal mode funtions
on the spae of past times, prior to swithing on the




Ain(t)uin∗n (t)dt . (3.9)
Thus, using the eld ommutators we obtain the follow-





















= δnm . (3.10)
Due to the orthogonality of the Laguerre funtions only
the u0(t) term will give a nonzero ontribution to a(0).
To gain maximum eieny of the memory, the exper-
imentalist must therefore onstrut the inoming pulse
shape to math this mode, so that < ainn >= δ0n. With
this hoie, when evaluating expetation values we an
eetively simplify to a single input mode:





We note that this saw-tooth type mode struture is
time-asymmetri (see Fig. 5), whih is not ideal in terms
of mode mathing to the typial Gaussian pulses pro-
dued by mode-loked lasers. Improved mathing to
symmetri pulses ould be realized through more are-
ful shaping of the avity oupling in time, ie, making
κ(t) a presribed shape.
We also stress that this avity-based memory is a
stritly mono-mode memory, from a temporal point of
view. One temporal mode only is stored, the others be-
ing reeted. No bipartite (or n-partite) states omposed
of two or more temporal modes ui(t) an thus be stored.
This devie an however be used as a mode-onverter to
manipulate temporal multi-mode quantum states.
B. Storage period
In the simplest model, in whih no medium is present
and avity losses are assumed zero, the value a(0) is
stored with maximum eieny in the avity for a dura-
tion T , so that
a(T ) = a(0) . (3.12)
More generally, there is a residual storage loss κS at
this stage. The dynamial Eq. (3.2) applies again, but
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this time as we have no pulsed input, the input Ain(τ)
represents only the inoming vauum eld. To make a
lear distintion between the two inputs, we will denote
Ain(t) ≡ Ainv (t) where t > T , so that:





eκS(τ−T )Ainv (τ)dτ .
(3.13)
When there are exess losses in addition to output
oupler loss, Ainv (τ) must inlude all the relevant loss
reservoirs assoiated with κS . Although we do not on-
sider this in detail, there an also be additional noise
soures whih will degrade the stored quantum informa-
tion. These inlude thermal noise if the signal is at rel-
atively low frequeny, as in mirowave experiments, and
additional phase noise from aousti noise or 1/f noise in
the mirrors and dieletris. Phase-noise an beome very
signiant in the limit of long storage times, and must
be onsidered when storage delity is measured.
C. Reading: future-time modes
At time T , the output stage ommenes, and the avity
is swithed bak to a large κ, to allow transmission, or
reading, of the remembered signal outside the avity. The
solution is





eκ(τ−t)Ainv (τ)dτ . (3.14)
We fous on the output eld transmitted through the




Making use of the time-reversal symmetry of our
model, we will hoose the output modes to be the time-
reversed input modes, so that
uoutn (t) = u
in∗
n (T − t)
=
√
2κe−κ(t−T )Ln(2κ(t− T )) . (3.16)
Introduing z = 2κ(t − T ), these have orthogonality re-








= δmn . (3.17)
At this point, we note that maximum eieny of re-
trieval is ahieved if we temporally math the output with
the input in the following way. We dene the ltered out-














































= a(T ) . (3.19)
In the ideal ase with κS = 0, we know that a(T ) =
a(0) = ain0 , so we retrieve the signal a
in
0 , while all in-
formation related to unwanted vauum inputs at future
times, Ainv , is ompletely absent from the ltered output.
The explanation of this desirable behaviour is rather sim-
ple. After t = T , the avity is perfetly mathed as an ab-
sorber of inoming vauum modes to the future-time u0
mode. As a result, the avity now absorbs all the inom-
ing vauum eld radiation in the inoming n = 0 future-
time mode, while simultaneously emitting the stored in-
formation in an outgoing n = 0 future-time mode. In
summary, while the modes with n > 0 are simply re-
eted, the stored n = 0 mode hanges plaes with an
inoming n = 0 vauum mode.
Thus, an inoming past-time n = 0 mode is time-
delayed by the memory time T , then re-emitted into an
outgoing future-time n = 0 mode. This is readable with-
out losses (in the ideal ase) using a temporal mode lter.
We note that the pulse-shape of the output mode is time-
reversed with respet to the input mode.
In our model of an empty Q-swithed avity with per-
fet temporal mode-mathing and loss ourring during
storage, the storage annot be ideal. The presene of
losses means not all information an be retrieved due to
the residual loss κS from the avity over the storage time
of duration T . This means that a(T ) 6= a(0). Instead












1− ηMainv , (3.20)




IV. STORAGE USING A LINEAR ATOMIC
MEDIUM
Sine all avities leak or absorb photons, information
from the input eld is better stored using long-lived
atomi transitions. In some experiments, a ontrol eld
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is used to determine whether a partiular atomi transi-
tion an deay, to release photons into the avity mode.
With the ontrol eld o, emission of the quanta is sup-
pressed. We thus propose a simple model in whih the
avity deay is now xed at κ. The interation of the av-
ity eld with the linear medium is swithed on, to write,
then o, to store, and nally on again, to allow readout
of the stored quantum information.
At a xed detuning, the oupling between the av-
ity eld and the medium is modelled by the interation
Hamiltonian
H = ~δa†a+ ~∆b†b + ~g(t)(b†a+ a†b) . (4.1)
This model may desribe, for example, a three-level
Raman experiment operated near resonane with detun-
ing ∆, in the linear response regime without saturation.
Here the oupling g(t) is modulated with a ontrol eld
at a dierent wavelength to the signal eld.
Alternatively, one may wish to onsider experiments
where the eetive oupling is swithing using time-
varying detunings δ(t), ∆(t):
H = ~δ(t)a†a+ ~∆(t)b†b+ ~g(b†a+ a†b) . (4.2)
This senario is found in experiments whih employ Zee-
man, Stark or two-photon ontrol eld shifting to hange
detunings. This strategy an be used in a range of ex-
periments from solid-state rystals and old atoms to
artiial-atom experiments using superonduting avi-
ties and transmission lines.
A. Input (writing):
During the input stage, the interation is swithed on.
We assume for simpliity that all ouplings and detunings
are held onstant and that δ = 0, so that the Heisenberg
evolution equations of the system operators are:
da(t)
dt





= −(γ + i∆)b(t)− iga(t) +
√
2γBinv (t) ,
where γ is the atomi deay rate. In these equations
the soure term proportional to Binv (t) orresponds to
the oupling of the medium with their respetive baths,
whereas for a(t) the input eld orresponds to the inom-
ing eld we wish to store. These equations are valid both
for two-level atoms interating with one eld in an optial
avity and for three-level atoms in a Raman onguration
when the exited level an be adiabatially eliminated.




















ig γ + i∆
)
=
κ− γ − i∆
2
σz + igσx +
κ+ γ + i∆
2
= κ−σz + igσx + κ+ . (4.5)
Here we have dened κ± = [κ± (γ + i∆)] /2 and intro-
dued the Pauli spin matries.
Dening a time-evolution matrix using a time-ordered
exponential as
TG(t, t










the operator solution of Eq. (4.4) is




In the limit of interest where the writing time, starting
at t = −tw, is long and we stop writing at t = 0, the





Simplifying, we note that we an re-express this using:
eGτ = eκ+τe
−→m·−→σ τ , (4.9)
where
−→m = (ig, 0, κ−) , (4.10)
and:
~σ = (σx, σy , σz) . (4.11)
Sine an exponentiated sum of Pauli matries an be ex-
panded in elementary form using:
e




where I is the 2× 2 identity matrix, we abbreviate ch ≡
cosh and sh ≡ sinh, and take m =
√






. Thus we nd the general solution





























































0 (τ)dτ + B , (4.15)
where B represents all the additional noise terms, de-
pendent on Binv . We express A
in
in terms of the input
mode funtion uin0 (τ), as in (3.11). The b(0) represents
the stored mode of the signal Ain(τ). This result implies
an optimal hoie of pulse shape for uin0 (τ), to maximise
memory eieny. In partiular, we will hoose
uin0 (t) =
√






In ontrast to the Q-swithed avity memory memory,
the typial duration of the pulse mode giving the higher
transfer eieny is not merely 1/κ (i.e.: the inverse of
the avity bandwidth). Here, the duration of the adapted
pulse depends strongly on the relative values of the av-
ity oupling rate κ and the atom-light oupling rate g. In
pratie, a pulse as short as possible is preferable to pre-
vent relaxation. Aordingly, a ritially damped regime
orresponding to m = 0 should be hosen if possible.
B. Storage:
We store the reorded state in the medium for a time
T . Here the ontrol eld is o, and there is no interation
between the avity and medium, so that g = 0. Similar
results are found if we assume that ∆ is very large, whih
also suppresses the oupling between atoms and avity.
A real non-ideal memory will have nonzero atomi and
avity loss γ and κ. The solutions at the end of the
storage time are then:












e−(γ+i∆)(T−t)Ainv (t)dt . (4.17)
C. Output (reading)
After a time T , the ontrol eld is swithed on, but
with only the vauum input to the avity, and the
medium oupled to the avity mode. The avity end-
mirror has nite transmission, so the signal an be read
outside the avity. Reading is a dynamial proess for
times t > T , desribed by (4.4), to give intraavity solu-
tions




e−G(t−τ)~αinv (τ)dτ . (4.18)
The solution for the avity eld a(t) is therefore:
a(t) = e−κ+(t−T )[ch(m(t− T ))a(T )−
sh(m(t− T ))
m















sh(m(t− τ))]Binv (τ)}dτ . (4.19)
We also have for the eld output[38, 39℄
Aout(t) =
√
2κa(t)−Ainv (t) . (4.20)
V. COMPARISON OF MEMORY STRATEGIES
We will now ompare in detail two possible strate-
gies for gating the quantum memory: a xed detun-
ing method with variable oupling, and a xed oupling
method with variable detuning. Thus, we analyse in
turn the outputs for two models of Eq. (4.1) and Eq.
(4.2), where the oupling between the avity eld and
the medium is swithed by g(t) or a time-varying detun-
ing ∆(t) respetively.
A. Fixed detuning (∆ = 0)
The oupling g(t) is given as
g(t) = g [t < 0]
g(t) = 0 [0 < t < T ]
g(t) = g [t > T ] . (5.1)
Using κ± = (κ ± γ)/2 due to ∆ = 0, we obtain the
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Figure 6: Atomi-oupled avity input (dashed blue line),
and output amplitudes with γ/κ = 0.01/4 (solid blak line),
γ/κ = 0.05/4 (dash-dotted green line) for the zero detuning
strategy ∆ = 0. Corresponding dashed thin lines represent
the information b(t) stored in the atom. Here C ≃ 100 and
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Figure 7: Atomi-oupled avity input (dashed blue line) and
output (solid red line) amplitudes in the zero detuning ∆ = 0
ase with κ = 4, g = 2, γ = 0.01, TS = 4.0, using diret
numerial integration. Input mode shape is mode mathed to














(κγ + g2)(κ+ γ)
ain0 + noise . (5.3)
After a time T , the time reversed g(t) retrieves the
avity mode into the output mode uout∗0 (t) = u
in
0 (T − t),
whih is the time reverse of uin0 (t). The optimal funtion







2κa(t)−Ainv (t) . (5.4)
After alulating the relevant integrals, but omitting



















whih redues to (2.8) where ar0 is the reservoir mode
arising from the noise term, and
√
ηM is the overall




(κγ + g2)(κ+ γ)
=
Ce−γT
(1 + C)(1 + Γ)
− Γe
−κT
(1 + C)(1 + Γ)
. (5.6)
Here, we introdue the ooperativity parameter C =
g2/κγ and Γ = γ/κ. This result agrees with that ob-
tained previously [30℄, in the limit of C ≫ Γ, or κT large
enough so that the seond term is negligible. The op-
timal ase is to ensure large C ≫ Γ, C ≫ 1, large κ
ompared to γ, so Γ is small. It is still neessary how-
ever to ensure that the storage time is small enough so
that γT ≪ 1. However, T an be many avity lifetimes,
κT ≫ 1. We note we do not want Γ = 1 beause rit-
ial damping would require zero g. If m = 0 , so that
g = κ− = (κ − γ)/2, we obtain the ritially damped








Fig. 6 shows the typial input-output relation for
various loss ratios during the storage time of dura-
tion T . For the same avity damping κ, dierent
rates of optial oherene deay will result in dier-
ent memory eienies. For γ = 0.01,
√
ηM = 0.95,
while for γ = 0.05,
√
ηM = 0.80. We an use the







0 (t)ain(t)dt℄ to hek the
value of
√
ηM . If γ is larger, the atomi lifetime is shorter,
whih means the information stored in the medium de-
ays more quikly (shown by thin dashed green urve),
resulting in a redued eieny.
In summary, with an appropriate seletion of mode-
mathed lters, we are still able to retrieve the input
signal with high eieny, provided Γ ≪ 1. The results
are onrmed by numerial integration of the oupled
avity-osillator equations, as shown in Fig. 7. This
numerial method thus serves as a way to explore more


















Figure 8: Atomi-oupled avity input (dashed blue line) and
output (solid blak line) amplitudes with γ/κ = 0.01/4 and
dierent storage time TS = 4, 8, 15. Input mode shape is
mode mathed to the ritial avity deay. κ = 4, g = 2.
To analyse the eetiveness of the memory as a quan-
tum memory, we must alulate the mean delity. Here
we onsider, for deniteness, the simplest enoding strat-
egy with oherent states. Other strategies - for example
using an arbitrary state with photon number bounds -
will generally have dierent thresholds, as explained in
Setion (II).
For the ase of n = 1, any retrieval with
√
ηM > 0.293
an be laimed to be a quantum memory. For n > 20
(Fig. 3), the urve of required average delity as a fun-
tion of mean number of photons is very at and lose
to the lassial boundary [49℄, whih is why low photon
numbers are preferable in experiments on quantum mem-
ory, if high delity is required. At n = 20 we need a muh
higher retrieval eieny of
√
ηM > 0.80 to ensure the
devie is a true quantum memory.
A long storage time T is onsistent with high memory
delity F¯ (Fig. 8), provided we optimise for high e-
ieny using mode mathing, and provided the atomi
losses are not signiant over the storage time (γT ≪ 1).
For an input signal duration τp = 4, with residual loss
γ = 0.01, we get a retrieval eieny
√
ηM = 0.95, 0.91,
0.85 for the storage times T = 4, 8, 15 respetively. The
average delities are F = 0.95, 0.86, 0.69, respetively,
all of them larger than the lassial bound F = 0.51
required for a quantum memory at n = 20. Thus, for
these parameters, with input states giving n = 20, we
are able to predit the existene of a quantum memory,
with both high delity and relatively long memory life-
time. At lower photon numbers of n ∼ 1, a muh higher
loss is possible before loss of quantum memory.
B. Time-varying detuning
In experiments using two-level atoms one may ontrol
the oupling by with a time-varying detuning ∆(t) [13℄.
During writing and reading the atoms are strongly ou-
pled to the eld to allow transfer of the quantum state.
During storage, the oupling is dereased by using a
greatly inreased detuning, ontrollable via a magneti
eld or a Stark shift. To model this ase, we employ a
time-varying detuning with ∆L ≫ κ,γ:
∆(t) = 0 [t < 0]
∆(t) = ∆L [0 < t < T/2]
∆(t) = − ∆L [T/2 < t < T ]
∆(t) = 0 [t > T ] .
(5.8)
Here, the storage period is divided into two parts with
opposite detunings in order to ensure the phase is the
same between signal and output eld. In the writing and
reading periods, hoosing ritial damping g = κ− =
(κ − γ)/2 expressed in real terms with detuning ∆ = 0,
we will have the same input mode uin0 (t) as above. The
overall memory eieny in this ase is
√
ηM =
4κ(g2e−γT − γ2e−κT )
(κ+ γ)3
, (5.9)
whih is the same form as Eq. (5.6) for the ritially
damped ase.
The atomi-oupled avity input and output ampli-
tudes with γ = 0.01, ∆L = 27π is shown in Fig. 9.
The dashed blak line represents the desired output mode
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Figure 9: Atomi-oupled avity input (dashed blue line) and
output amplitudes with γ/κ = 0.01/4 (solid red line). Input
mode shape is mode mathed to the ritial avity deay.
κ = 4, g = (κ− γ)/2, TS = 4.0,∆L = 27pi.
VI. SUMMARY
We onsider a general protool for a dynamial quan-
tum memory, using a avity-osillator model. Our de-
nition of an aeptable quantum memory is based on two
15
elementary riteria. To qualify as a quantum devie, it
must have a delity over a given set of input states that
is better than any lassial measure and regenerate strat-
egy. To qualify as a memory it must be able store the
input state over a time-sale longer than the input signal
duration.
We analyse delity measures using both a oherent
state input and an arbitrary quantum superposition in-
put. Our general onlusion is that an optimal memory
performane of a quantum memory is obtained through
mode-mathing the input pulse shape to a spei input
mode of the memory devie.
Three models of quantum memory are onsidered, of
inreasing omplexity. All the models possess a time-
reversal symmetry, so that output modes are obtained
through a time-reversal of the input modes. First, to
introdue the importane of temporally mode-mathing
the input pulse to the avity mode, we onsider a simple
Q-swithed avity. This is sensitive to avity losses dur-
ing the storage period, whih are diult to eliminate.
Next, we introdue a model of a linearly oupled
atomi memory, inluding losses, but with step-funtion
modulation of the oupling. Provided a suitably mod-
ied asymmetri temporal mode is used, the eets of
avity loss are suppressed for long atomi lifetimes, and
it is possible to largely deouple the input quantum mode
from the lossy intraavity eld mode. We show that there
is an optimal oupling strength whih generates a mode-
mathed input and output pulse. Finally, we onsider a
model in whih the detuning is modulated in time, and
show that this has a similar behaviour to the modulated
oupling protool.
With tailored input and output mode shapes, this type
of quantum memory devie promises to give both rela-
tively long memory lifetimes and high memory quality.
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