Abstract: Pre-consolidation stress is an indicator representing stress history of soil and an important parameter which reflects the deformation characteristics of soil. Finding an accurate and easy way to solve pre-consolidation stress is of great significant in the study of engineering construction. Based on the previous studies on solutions of the pre-consolidation stress and analysis of the artificial neural network theory, a new approach -the BP neural network model to solve pre-consolidation stress is proposed. Based on the platform of MATLAB, the BP neural network model is established and trained by random data samples from compression tests. By operating three different algorithms in computing analysis, the L-M algorithm is identified as the optimized to be applied in the model. Using the neural network model with training completion, the output port can export rapid and accurate inversions of the predicting pre-consoilidation stress. The forecasting errors are greatly reduced compared to the Casagrande method and the numerical plate method according to error analysis of these three methods. Therefore, the BP artificial neural network model to solve the pre-consolidation stress is proved to have a good feasibility and a promotional value in real engineering.
training. It has the ability of self-adjusting and self-organizing so as to complete the specific targeting tasks by 'supervised learning'. The most valuable function of the ANN is its ability of self-learning and acquiring the satisfactory forecasting results even though the data is not complete pré cised.
The network structure and working style of the ANN can be divided into two major categories, which are the feed-forward network and the feedback network [9] . One of the most widely-used network structures is the BP neural network ( also known as back-propagation network ), which is a kind of tutor-guiding feed-forward network. BP neural network is an iterative gradient algorithm to solve minimum mean square difference between actual outputs of forward network and expected outputs [10] . BP algorithm is a kind of δ algorithm, which is a supervised studying algorithm [11] . It has the ability to take all kinds of factors of extremely complex nonlinear problems into consideration and solve these synthetically via adjusting the weight of every signal node by its self-organizing system. Hence, the BP neural networks can be regarded as a highly nonlinear mapping between inputs and outputs.
As the Fig.1 shows, the system will use the interpolations between studying samples (P1,P2,P3…) and expected vector (T1,T2,T3…) to amend their weights, in order to narrow the gaps between the output vector (A1,A2,A3,…) and expected vector(T1,T2,T3…),which means to make quadratic sum of error from the network output layer to minimize (Fig.1) . In order to approaching the target, it calculates the weights of networks and changes of errors which relative to the slope direction of error function. The algorithm consists of two parts: the forward pass of information and the backward of errors. During the forward pass, input information pass to the output layer via the process from inputting to calculating by layer because the state of each previous neuron only influence its following one. If the desired outputs do not appear in the output layer, the variation values of errors will be calculated and then pass backward along the original linking path to modify the weights of each neuron until a desired goal appears. 
The determination of input and output items
Previous researchers commonly regarded the influential relative parameters as input signals and evaluation targets as output results. Directly using the internal relation curves in artificial neural networks to analysis and forecast is unusual. This paper do not use parameters of soil, such as: natural weights, moisture content, natural void ratio, coefficient of consolidation, coefficient of compressibility, as input signals. Therefore it uses the trend of e-p curves in the artificial neural networks to analyze directly for reducing the information loss in the process of analysis.
Every different stress of soil has a corresponding void ratio during the compression tests. With the increase of consolidation stress P, the decline of the void ratio e is similar to the negative exponential type (or inverse proportional function), and the e-p curve is leveling off (Fig.2) . If taking the density of distribution as ordinate, the void ratio frequency distribution curve will be obtained (Fig.3) .
Bring e-p curves into the neural network model. Use the weights in the model to complete the recognition processing for void ratios e with different densities of distribution. Then continually improve the recognition ability by training of objective supervision to provide feedback void ratios e with target characteristic. Therefore, this model takes void ratios under different stresses as input
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items, and void ratios under experimental pre-consolidation stress as target output items. Finally, use linear interpolation invert the relative pre-consolidation stress P according to forecasting void ratios e. 
Determination of the Number of Hidden Layers
Choosing the number of hidden layers and the number of hidden layer unit is one of the difficulties of model designs. If the nodes with hidden layers are not enough, the generalization ability of a network may be weak; if the nodes with hidden layers are overmuch, the time may need to add and the training error also may not be the smallest meanwhile. It is commonly to use empirical formula or trials to determine the number of hidden layers l. a
Where n is the number of output nodes, m the number of input nodes, a is constant from 1 to 10.
The Determination of Training Function
In the BP neural network training process, the conjugate gradient algorithm, the Quasi-Newton algorithm and the Levenberg -Marquardt algorithm (L -M algorithm) are often being applied. The following model analysis will prove the L -M algorithm has the best effect to calculate.
The L -M algorithm is based on the algorithm of standard numerical technique which replaces mean square errors to square errors. Its iterative arithmetic needs to calculate the inverses of matrixes. And it is the fastest algorithm of all the training neural networks so it make the model has the advantages of a fast rate of convergence and a high robustness .
Using the L -M algorithm to solve nonlinear least squares problems is quite efficient, its square error formula includes the values of weights and thresholds under each layers in BP networks. The formula is shown as Eq.3and Eq.4.
In Eq.3 and Eq.4, E is sum of squares of errors, dki is the expected output value in the system, Oki is the real output of neuron k under the output layer, ε is the vector with ε k as an element. The formula of error function can be obtained by using the Jacobian matrix J. The following formula is used to calculate the sum of squares of errors between iteration P and iteration (P+1).
This paper will compare L-M algorithm with conjugate gradient method and the Newton method. And the result is : among the three algorithms of BP neural network, the L -M algorithm shows a highest rate of convergence and a highest precision.
Evaluation of the Model

Model Training
The neural network model becomes relatively complex if the number of hidden layer is more than 2. Therefore, this model uses a single-layer model. The l is number of nodes in every layer of the model. According to Eq.2, setting l as 4.54 by calculating, which means the number of node is 4 approximately. Make the void ratios under different stress as input items and pre-consolidation stresses under different stress as output items. Also, make void ratios under different stress in experiments as input items and corresponding pre-consolidation stresses under different stress as output items. The process of sample training is shown below.
(1) Input the data of 5 group training samples and a set of forecasting and apply the normalized processing;
(2) Initialize the thresholds and the weights of the neural network, preliminary select the transfer functions and the number of hidden layer nodes (3) Set expectations of error and the times of calculation (4) Make simulation calculations and compare their errors. If the expectations are not achieving, then go back to step 2 and amend the parameters, passing functions and add or reduce the number of nodes in order to reach the expectations.
(5) Apply different algorithm types to make comparison for the trained neural networks, and observe the convergence speeds and error performances meanwhile.
(6) Choose the optimized algorithm and use it to forecast for the target data. (7) End the training process. The experimental data is shown in Table 1 , and the curves of compression tests are shown in the Fig.4 . The group A、B、C、D and F are study groups and E is forecasting group. The pre-consolidation stresses are solved precisely by previous researchers, and the corresponding void ratios are calculated via linear interpolation. 
Evaluation of different algorithms 3.2.1 Conjugate gradient method:
The training is ended after 10 times calculation and errors cannot reach the expectation. The result is shown in the Fig.5 and Fig.6 .
Advances in Engineering Research (AER), volume 132
Fig .5 The algorithm error analysis of Conjugate gradient method Fig.6 Algorithm regression analysis
Quasi-Newton method
The target error is obtained after 85-times training. The result is shown in the Fig.7 and Fig.8 . Fig.7 The algorithm error analysis of Quasi-Newton method Fig.8 Algorithm regression analysis
L-M method
The target error is obtained after 49-times training. The result is shown in the Fig.9 and Fig.10 . Fig.9 The algorithm error analysis of L-M method Compared the results of three methods, it is found that L-M algorithm has a faster rate of convergence and lower output errors compared to conjugate gradient method and quasi-Newton method. Therefore, L-M method is applied in the following analysis of pre-consolidation stresses. The major network parameters are: net=newff(minmax(P), [4, 1] ,{'softmax','purelin'},'trainlm')； inputWeights=net.IW{2,1}； inputbias=net.b{2}； layerWeights=net.LW{2,1} ; layerbias=net.b{2} ; net.trainParam.show = 10; net.trainParam.lr = 0.08;
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net.trainParam.mc = 0.9; net.trainParam.epochs = 1000; net.trainParam.goal = 1e-20; net.trainParam.min_grad=1e-15; The network training function using 'trainlm' function, and in this model the 'trainlm' uses the L-M algorithm. When modifying the approximated second-order training rate, the designed L-M algorithm can make the learning time shorter. For complex problems, this method in the running process needs to consume larger amounts of resources, but the precision is higher. The network performance function uses the mean square error (mse) function. Transfer function of output layer uses the Logsig function 3.3 Model validation Calculating Results: set group E as the forecasting group and others as study groups. The model has taken 10-times calculations and each calculation has 50 to 100 steps, which means the rate of convergence is quite fast. After ten-times calculations, the forecasting value of void ratio e in the forecasting group is 0.6185. The pre-consolidation stress is calculated via using the linear interpolation after obtaining the value of e. The value of pre-consolidation stress is forecast as 206.79kPa. And the relative error between the accurate value (209kPa) and forecasting value (206.79kPa) is 1.06% (Fig.11) . To improve the accuracy, it is recommended to takes more times of calculations.
Similarly, rotating the another group of data to predict the pre-consolidation stress in turn and leaving other groups as training groups to judge the calculation stability of the model. Then repeat the operations of the neural network model to obtain a predicting value with a relatively small error. Meanwhile, the Casagrande plotting method and the numerical plate method are used to estimate the pre-consolidation stress of the compression test data. Compared their accuracy and stability with the neural network model by analyzing the values of errors in this paper, the advantage of the neural network model is easy to perceive. The result is shown in the Fig.12 . It can be seen that the errors of neural network model are significantly smaller than other methods. It is shown in the Table. 3 that the mean value and the sample variance of neural network model are both the smallest, which reflects its applicability to solve pre-consolidation stresses is much better than traditional methods.
From what has been discussed above, using BP neural network model to predict pre-consolidation stress has a great advantage in the aspect of using data. If the original data can be classified according to different soil properties in the case of data source is relatively large, the model can improve its accuracy in predicting. The pre-consolidation stresses with different levels are predicted using the corresponding set of data groups. Making full use of the previous test data as learning group data sources can predict pre-consolidation stress more conveniently and accurately.
Table2. Results and errors of 10-times computations 
Conclusion
This paper establishes an artificial intelligent model to solve pre-consolidation stress based on BP artificial neural network by using the MATLAB platform. The BP neural network model successfully predicts the pre-consolidation stress in practical engineering via 'training' the system. After comparing the results with previous methods, it is proved that the BP neural network model can accurately predict pre-consolidation stress. The success to solve pre-consolidation stresses by the new method means the artificial neural network model has a good applicability in calculations of rock and soil mechanics.
