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Abstract
We present a theory of the definiteness (nonnegativity and positivity) of a quadratic functional F over
a bounded time scale. The results are given in terms of a time scale symplectic system (S), which is a
time scale linear system that generalizes and unifies the linear Hamiltonian differential system and dis-
crete symplectic system. The novelty of this paper resides in removing the assumption of normality in the
characterization of the positivity of F , and in establishing equivalent conditions for the nonnegativity of F
without any normality assumption. To reach this goal, a new notion of generalized focal points for con-
joined bases (X,U) of (S) is introduced, results on the piecewise-constant kernel of X(t) are obtained, and
various Picone-type identities are derived under the piecewise-constant kernel condition. The results of this
paper generalize and unify recent ones in each of the discrete and continuous time setting, and constitute a
keystone for further development in this theory.
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Let Γa , Γb , Ra , and Rb be given (n × n)-matrices with Γa and Γb symmetric. Consider the
continuous time quadratic functional with separated endpoints
Fc(x,u) := xT(a)Γax(a)+ xT(b)Γbx(b)+
b∫
a
{
xT(t)C(t)x(t)+ uT(t)B(t)u(t)}dt,
where (x,u) is admissible, i.e., (x,u) satisfies
x′(t) = A(t)x(t)+B(t)u(t), t ∈ [a, b], (1)
and x(t) satisfies the boundary conditions
x(a) ∈ ImRa, x(b) ∈ ImRb, (2)
where A, B , C are given piecewise continuous (n × n)-matrix functions on [a, b] and B(t) and
C(t) are symmetric. The characterizations of the nonnegativity and positivity of Fc over the
above constraints have been the focus of study for many researchers since the inception of the
theory of calculus of variations, see, e.g., [13–15] and the references therein. This study has
been revived with the birth of optimal control theory, in which setting the control system (1) is
not in general controllable. However, the control setting was usually handled by assuming the
controllability of the system, which is equivalent to the normality of the functional Fc. In the
fixed endpoints case this means that y(t) ≡ 0 is the only solution for
y′ = −AT(t)y, B(t)y ≡ 0.
The sign of the quadratic functional Fc over its linear constraint control system (1) is of great
importance for deriving second order optimality conditions for variational problems, since the
second variation of such nonlinear problems has the form of Fc, see [25,30].
For this reason it is therefore of interest to characterize the nonnegativity and positivity of Fc
in terms of conditions that are easier to verify, such as the existence of a certain conjoined basis
of the corresponding Hamiltonian system
x′ = A(t)x +B(t)u, u′ = C(t)x −AT(t)u (Hc)
and the existence of a solution to the corresponding Riccati differential equation. Such results
can be found, for instance, in [25,27–30]. In these references the normality was assumed when
characterizing the positivity of Fc in terms of a “natural” conjoined basis of (Hc) that involves
the initial boundary conditions. Such a conjoined basis is a matrix function (Xa,Ua) solving the
system (Hc), Xa(a) = Ra and a condition on Ua(a). Note that the results in [27] do not require
normality, but they do not use a natural conjoined basis.
Recently, Kratz obtained a breakthrough in this direction. In [26], in the absence of any nor-
mality, he established complete characterizations of the positivity and nonnegativity of Fc in
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Fc a notion of “generalized focal points,” called the “kernel condition,” that is,
KerXa(t) ⊆ KerXa(τ) for all t, τ ∈ [a, b], τ  t, (3)
and (ii) for the nonnegativity of Fc the “image condition”
x(t) ∈ ImXa(t) for all t ∈ [a, b], and for all (x,u) admissible and satisfying (2). (4)
These results were inspired by their counterparts in the (finite) discrete time setting, where nor-
mality is naturally absent, that were introduced in [4,7] and generalized later, for instance, in
[5,6,21]. The most general quadratic form of the discrete time theory is the symplectic form,
namely,
Fd(x,u) := xT0 Γ0x0 + xTN+1Γ1xN+1 +
N∑
k=0
{
xTk C
T
k Akxk + 2xTk CTk Bkuk + uTkDTk Bkuk
}
,
where (x,u) is admissible, i.e.,
xk+1 = Akxk +Bkuk, k ∈ [0,N],
and xk satisfies the boundary conditions
x0 ∈ ImR0, xN+1 ∈ ImR1. (5)
Here Γ0, Γ1, Ak , Bk , Ck , Dk , R0, and R1 are given (n× n)-matrices with Γ0 and Γ1 symmetric,
and Sk :=
(Ak Bk
Ck Dk
)
is symplectic, i.e., STk J Sk = J with J :=
( 0 I
−I 0
)
a 2n× 2n skew-symmetric
matrix, and [0,N ] denotes the discrete time interval {0,1, . . . ,N}.
The system corresponding to Fd is the discrete symplectic system
xk+1 = Akxk +Bkuk, uk+1 = Ckxk +Dkuk. (Sd )
Note that, when Ak is invertible for all k ∈ [0,N], the discrete symplectic system (Sd ) becomes
the discrete Hamiltonian system that was studied in [2, Section 3.4], [1,4,6,22] and the references
therein. For this (discrete symplectic) setting, the kernel condition is
KerXk+1 ⊆ KerXk for all k ∈ [0,N], (6)
and the image condition is
xk ∈ ImXk for all k ∈ [0,N + 1] and for all admissible (x,u) satisfying (5), (7)
where (X,U) is a “natural” conjoined basis of (Sd ), satisfying X0 = R0 and a condition on U0.
There are many problems where the underlying time domain T is neither a connected interval
nor a finite discrete set. For instance, when T = {tk}∞k=1 ∪ {t0} where tk → t0, or T is the (finite)
union of disjoint closed intervals, or T = {qn, n ∈ N} with q > 1. Samples of applications that
are formulated in such a way can be found in [8,23,24]. These general time sets are known under
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generalizes both the continuous and finite discrete time problems. This is exactly the aim of the
present paper. Here T denotes a nonempty closed and bounded subset of R. With the notation
a := minT and b := maxT we adopt the convention that T = [a, b] is a time scale interval
(which is not necessarily connected).
Consider the quadratic functional over this time scale [a, b]
F(x,u) := xT(a)Γax(a)+ xT(b)Γbx(b)
+
b∫
a
{
xTCT(I +μA)x + 2μxTCTBu+ uT(I +μD)TBu}(t)t
over all admissible (x,u), i.e.,
x(t) =A(t)x(t)+B(t)u(t), t ∈ [a,ρ(b)], (8)
and x(t) satisfies (2). Here Γa , Γb , Ra , Rb are as in the continuous setting,  is the “time scale
derivative,” μ(·) is the “graininess” function of T, that is, μ(t) is the length of the forward jump
at t , and ρ(·) is the “backward jump operator” on T. The “forward jump operator” is denoted by
σ(·). The (n× n)-matrix functions A, B, C, D are “piecewise right-dense continuous,” such that
the (2n× 2n)-matrix S(t) := (A(t) B(t)C(t) D(t)) satisfies the identity
ST(t)J +JS(t)+μ(t)ST(t)JS(t) = 0 on [a,ρ(b)], (9)
which implies that I + μ(t)S(t) is symplectic. This latter condition is equivalent to saying that
I +μ(t)ST(t) is symplectic. To the functional F we associate the so-called time scale symplectic
(or Hamiltonian) system
x =A(t)x +B(t)u, u = C(t)x +D(t)u. (S)
For more details about these notions over time scales see Section 2.
When T is a real connected interval [a, b], the jump operators σ(t) = t = ρ(t) at any t , the
graininess μ(t) ≡ 0, and the time scale derivative f(t) = f ′(t) that is, the usual derivative.
Hence, identity (9), defining the time scale symplectic system (S), becomes
ST(t)J +JS(t) = 0 on [a, b],
which means that (S) reduces to the Hamiltonian system (Hc), where A(t) := A(t), B(t) :=
B(t), C(t) := C(t), and D(t) = −AT(t). Consequently, with these coefficients the functional F
becomes Fc.
When T is the discrete interval [0,N +1], the jump operators are σ(k) = k+1, ρ(k) = k−1,
the graininess μ(k) ≡ 1 for all k ∈ [0,N], and the time scale derivative f(k) = f (k) that is,
the usual forward difference. Hence, identity (9) is now equivalent to saying that I + S(k) is a
symplectic matrix. Thus, with Ak := I +A(k), Bk := B(k), Ck := C(k), and Dk := I +D(k),
system (S) and the functional F reduce respectively to (Sd ) and Fd .
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case and the symplectic system in the discrete case the name time scale symplectic system was
attributed to (S) in [20, Remark 4.3] and [11].
For the time scale setting there are only results concerning the positivity of F under the fol-
lowing normality assumption: the only solution to
y =D(t)y, B(t)y = 0, t ∈ [a,ρ(s)],
is y(t) ≡ 0 on [a, s], for all dense (or accumulation) points s ∈ (a, b]. For the case of general
endpoint constraints, the positivity of F was characterized in terms of a natural conjoined basis
(Xa,Ua) of (S), which satisfies Xa(a) = Ra and a condition on Ua(a). When the endpoints are
fixed, a positivity result for F is known in terms of a certain conjoined basis (X,U) of (S) with
X(t) invertible on [a, b]. Both results are given in [19]. Regarding the nonnegativity of F , the
only known result is for the special case of the time scales calculus of variations, see [23]. In this
case B(t) is invertible and thus, the normality assumption is automatically satisfied.
The main goal of this paper is two-fold:
(i) To obtain characterizations of the positivity of F without any normality assumption, hence
generalizing the results in [19] mentioned above.
(ii) To provide a solution to the open problem pertaining the characterization of the nonnegativity
of F without any restriction on B(t) and without any normality assumption.
The special feature of these results resides in using a natural conjoined basis (Xa,Ua). They
involve the time scale version of the kernel conditions (3) and (6) as well as the image conditions
(4) and (7). Thus, these results unify and generalize the corresponding known results in each of
the continuous time [26] and the discrete time setting [5,7,21].
The absence of any normality assumption in the main results of this paper, has opened the
door for the utility of new techniques that are particularly useful when extending results from
fixed to varying endpoints. These techniques and their applications are discussed in a subsequent
paper.
This paper is divided as follows. In Sections 2 and 3 we review respectively the basic concepts
of general time scales and the time scale symplectic systems. The main results of this paper
(Theorems 4.1 and 4.2) are presented in Section 4. In Sections 5–8 we derive important tools
that are crucial for the proofs. These tools include results on reachable sets for admissible pairs
(x,u), results on piecewise constant kernel of X(t), and Picone-type results under such piecewise
constant kernel condition. The proofs of the main results are provided in Section 9.
2. Concepts in time scales
The books [8,9] and the paper [16] are the fundamental references for the theory of time scales.
In these references the foundation of this theory was layed out and elementary and advanced
results were derived. In this section we give a brief summary of the concepts used in the time
scale calculus.
Let T = [a, b] be a time scale interval. The forward jump operator σ :T → T is defined by
σ(t) := inf{s ∈ T | s > t} (together with inf∅ := supT). The backward jump operator ρ :T → T
is defined by ρ(t) := sup{s ∈ T | s < t} (together with sup∅ := infT). A point t ∈ T is right-
dense, left-dense, right-scattered, left-scattered if σ(t) = t , ρ(t) = t , σ(t) > t , ρ(t) < t , respec-
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a is a left-dense point and b is a right-dense point.) A point t ∈ T is dense if it is either left-dense
or right-dense. The graininess function μ is defined by μ(t) := σ(t)− t .
A function f on T (with values in a Banach space) is regulated if the right-hand limit f (t+)
exists (finite) at all right-dense points t ∈ T and the left-hand limit f (t−) exists (finite) at all
left-dense points t ∈ T. A function f is rd-continuous (we write f ∈ Crd) if it is regulated and
if it is continuous at all right-dense points t ∈ T. A function f is piecewise rd-continuous (we
write f ∈ Cprd) if it is regulated and if it is rd-continuous at all, except possibly at finitely many,
right-dense points t ∈ T. At the right-dense points {t1, . . . , tk} where a given Cprd-function f is
not continuous, the statements and conditions involving the values f (ti), i ∈ {1, . . . , k}, simply
mean that these statements and conditions hold when the value f (ti) is replaced by f (t+i ). This
convention will be assumed throughout the paper without further recall. A matrix-function f is
regressive if I + μ(t)f (t) is invertible for all t ∈ T (except possibly at an isolated maximum
of T).
For brevity, the compositions of a function f with the jump operators are denoted by f σ (t) :=
f (σ (t)) and f ρ(t) := f (ρ(t)).
The time scale -derivative of a function f is defined in such a way that if t is right-scattered
and f is continuous at t , then
f(t) = f
σ (t)− f (t)
μ(t)
,
while if t is right-dense with a sequence {tn}∞n=1 ⊆ T converging to t , then
f(t) := lim
n→∞
f (tn)− f (t)
tn − t .
When b = maxT exists and is left-scattered, then f(b) is not well-defined. Whenever f(t)
exists, the formula f σ (t) − f (t) = μ(t)f (t) holds. The usual differential rules take in this
setting the form (fg) = fgσ + fg and (f/g) = (f g − fg)/ggσ .
A function f is rd-continuously -differentiable (we write f ∈ C1rd) if f(t) exists for all t ∈
[a,ρ(b)] and f ∈ Crd. A continuous function f is piecewise rd-continuously -differentiable
(we write f ∈ C1prd) if f is continuous and f exists at all, except possibly at finitely many,
t ∈ [a,ρ(b)] and f ∈ Cprd. Note that if f ∈ C1prd then the points ti where f(ti) does not exist
(but we know that f(t+i ) and f(t−i ) exist since f is regulated) are necessarily left-dense
and right-dense at the same time.
For c, d ∈ T, the time scale integral is denoted by ∫ d
c
f (t)t and is defined as the Cauchy
integral associated with the -differentiation. It is known [8, Theorem 1.74] that whenever
f ∈ Crd (f ∈ Cprd) this integral is well-defined. Note that other types of integration are discussed
in [3].
As it is common, for a function g on T we will use g(t)|dc for the difference g(d)− g(c).
Remark 2.1.
(i) If f : [a, b] → R is such that f ∈ C1prd and f (t) = 0 for all t ∈ [a, b], then f−1 ∈ C1prd as
well. Under f−1(t) we mean the reciprocal value 1/f (t). This follows from the continuity
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rule, namely, (f−1) = −f/(ff σ ) with the denominator bounded from zero.
(ii) Let A : [a, b] → R be an (n× n)-matrix function and fix t0 ∈ [a, b]. Assume that A(t) is rd-
continuous on [a, b] and regressive on [a, t0) (void if t0 = a). Then the initial value problem
x = A(t)x, t ∈ [a,ρ(b)], x(t0) = x0,
has a unique solution x(t) on [a, b]. This is shown in [16, Theorem 5.7].
As we work in this paper with the system (S) without any normality assumption, we will
then need to -differentiate the Moore–Penrose generalized inverse X†(t) of a possibly singular
matrix solution X(t) of (S). Therefore we present the following simple but important result.
Lemma 2.1. Suppose that Y(t) is a real (m × n)-matrix-valued function on some time scale
interval [α,β] such that Y ∈ C1prd([α,ρ(β)]) and KerY(t) is constant on [α,β]. Then Y † ∈
C1prd([α,ρ(β)]) as well, Y †(t)Y (t) is a constant matrix on [α,β], and(
Y †
)
(t)Y σ (t) = −Y †(t)Y(t), (Y †)(t)Y (t) = −[Y †(t)]σ Y(t)
for all t ∈ [α,ρ(β)].
Proof. The proof is the same as the proof of [26, Lemma 6], where we use the matrix version of
Remark 2.1(i) and the time scale product rule. 
3. Time scale symplectic systems
In this section we present basic notions related to time scale symplectic systems. First note
[8, Lemma 5.12] that regressive matrices form a group, called the regressive group R(Rn×n)
with the “regressive” (or circle) plus and minus operations (skipping the argument t)
A⊕B := A+B +μAB, A := −A(I +μA)−1 = −(I +μA)−1A. (10)
See [8, Theorem 2.36] and [9, Theorem 2.44] for more algebraic properties of these operations.
It was observed in [17] that real (2n× 2n)-matrices S satisfying identity (9) form a subgroup of
the (noncommutative) regressive group R(R2n×2n). That is, if the matrices S,T ∈ Cprd satisfy
condition (9), then S ⊕ T and S fulfill (9) as well.
Let A,B,C,D ∈ Cprd be (n×n)-matrix functions on [a,ρ(b)] satisfying condition (9). Since
the matrix I + μ(t)S(t) is symplectic, hence invertible, it follows that S(t) is regressive on
[a,ρ(b)]. Thus, by Remark 2.1(ii), system (S) possesses unique solutions for any initial time
t0 ∈ [a, b] and arbitrary (vector or matrix) initial values. We adopt a usual convention that the
vector solutions of (S), typically (x,u), will be denoted by small letters and the (2n× n)-matrix
solutions of (S), typically (X,U), will be denoted by capital ones.
If (X,U) and (X˜, U˜ ) are any solutions of (S), then {XTU˜ − UTX˜}(t) is constant on [a, b].
This is known as a Wronskian identity. A solution (X,U) of (S) is a conjoined basis if XT(t)U(t)
is symmetric and rank(XT(t) UT(t)) = n at some (and hence at any) point t ∈ [a, b]. Two con-
joined bases (X,U) and (X˜, U˜ ) of (S) are called normalized if {XTU˜ −UTX˜}(t) = I .
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initial conditions
Xa(a) = Ra, XTa (a)Ua(a) = XTa (a)ΓaXa(a). (11)
The conjoined basis definition then implies that we also have XTa (a)Ua(a) symmetric and
rank(XTa (a) UTa (a)) = n. Given matrices Ra and Γa , by [25, Corollary 3.1.3], there always exists
an (n×n)-matrix U (not necessarily unique) such that RTa U is symmetric, rank(RTa UT) = n, and
RTa U = RTa ΓaRa . The conjoined basis (Xa,Ua) of (S) satisfying Xa(a) = Ra and Ua(a) = U is
a natural conjoined basis. Hence, the set of natural conjoined bases is nonempty.
Remark 3.1. In this remark we skip the argument t in the coefficients A, B, C, D and in the
solutions of (S).
(i) The defining property (9) is translated by the following equivalent conditions in terms of
the coefficients {
CT(I +μA) and BT(I +μD) are symmetric, and
AT +D+μ(ATD− CTB) = 0, (12){
B(I +μAT) and C(I +μDT) are symmetric, and
D+AT +μ(DAT − CBT) = 0. (13)
(ii) Two conjoined bases (X,U) and (X˜, U˜ ) are normalized if and only if the (2n×2n)-matrix-
valued function Z = (X X˜
U U˜
)
is symplectic. Hence,
XTU˜ −UTX˜ = XU˜T − X˜UT = I, XTU, X˜TU˜ ,XX˜T,UU˜T are symmetric. (14)
The fact that Z , ZT, and Z−1 are symplectic and Zσ = (I + μS)Z imply that
ZσJ TZTJ = I +μS and JZTJ TZσ = I +μS , i.e.,{
Xσ U˜T − X˜σUT = I +μA, X˜σXT −Xσ X˜T = μB,
Uσ U˜T − U˜σUT = μC, U˜σXT −Uσ X˜T = I +μD, (15){
XTU˜σ −UTX˜σ = I +μD, U˜TX˜σ − X˜TU˜σ = μB,
XTUσ −UTXσ = μC, U˜TXσ − X˜TUσ = I +μA. (16)
The identities in (16) are newly discovered.
(iii) The time-reversed (or adjoint) time scale symplectic system is the system
x = −DT(t)xσ +BT(t)uσ , u = CT(t)xσ −AT(t)uσ , (17)
which is equivalent to the system (S) for all t ∈ [a, b].
(iv) Solutions of (S) satisfy the identities
Xσ = (I +μA)X +μBU, Uσ = μCX + (I +μD)U, (18)
X = (I +μDT)Xσ −μBTUσ , U = −μCTXσ + (I +μAT)Uσ . (19)
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(v) For any conjoined basis (X,U) of (S) there always exists another conjoined basis (X˜, U˜ )
completing (X,U) to normalized conjoined bases. The conjoined basis (X˜, U˜ ) can be
given by the initial conditions X˜(t0) = −U(t0)K−1(t0) and U˜ (t0) = X(t0)K−1(t0), where
K(t) := (XTX +UTU)(t) is invertible since rank(XT(t) UT(t)) = n.
(vi) Let (X,U) be any conjoined basis of (S). Then c ∈ ImX if and only if UTc ∈ ImXT.
One implication follows from the symmetry of XTU , the other one from the relation
Ker(XT UT) = Im(UT −XT), see [25, Lemma 3.1.4].
The time scale quadratic functional F , which is associated to system (S) and introduced in
Section 1, can be written in the form
F(x,u) := xT(a)Γax(a)+ xT(b)Γbx(b)+F0(x,u), (20)
where F0 is the homogeneous quadratic functional
F0(x,u) :=
b∫
a
Ω(x,u)(t)t,
and where we abbreviate its integrand by the function
Ω(x,u)(t) := {xTCT(I +μA)x + 2μxTCTBu+ uT(I +μD)TBu}(t). (21)
When the matrices Ra = Rb = 0 = Γa = Γb , we say that the quadratic functional F = F0 has
zero endpoints.
Definition 3.1 (Admissibility). A pair (x,u) is called admissible (on the interval [a, b]) if
x ∈ C1prd, Bu ∈ Cprd, and it satisfies Eq. (8), i.e., the first equation of system (S).
We remark that in most cases it is sufficient to require that u ∈ Cprd, since then the product
Bu is also in Cprd. However, it could happen that Bu is in Cprd when u is not.
Definition 3.2 (Nonnegativity and positivity). The quadratic functional F is nonnegative (or non-
negative definite), we write F  0, if F(x,u)  0 for all admissible pairs (x,u) satisfying the
boundary conditions (2). The quadratic functional F is positive (or positive definite), we write
F > 0, if F(x,u) > 0 for all admissible (x,u) satisfying (2), and x ≡ 0 on [a, b].
When no ambiguity can arise, we simply say that F(x,u) 0 or F(x,u) > 0 over the given
constraint (2), suppressing the admissibility of (x,u) on [a, b].
We shall also work with the following (n × n)-matrices (suppressing the argument t in these
definitions), defined via a given conjoined basis (X,U) of (S),
M := [I −Xσ (Xσ )†]B, T := I −M†M, P := X(Xσ )†B, P˜ := T PT . (22)
Moreover, if (X˜, U˜) is a conjoined basis of (S) completing (X,U) to normalized conjoined bases
of (S), then define the symmetric matrices
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P := B+μ(DT −BTQσ )B. (24)
Some important properties of these matrices are summarized in the next lemma.
Lemma 3.1. Let t ∈ [a,ρ(b)] be fixed. The following identities hold(
Xσ
)T
M = 0, MT = 0, Xσ (Xσ )†BT = BT , M†Xσ = 0,
QX = UX†X, PT =PT , P˜ = TPT ,
where we suppress the argument t . In particular, the matrix P˜ (t) is always symmetric. Moreover,
for any admissible (x,u) such that x(τ) ∈ ImX(τ) on [t, σ (t)] we have
μMw = 0, μT w = μw, (25)
μΩ(x,u) = μ(xTUX†x) +μwTPw (26)
at t , where w(t) := u(t)−U(t)X†(t)x(t).
Proof. These identities follow by a direct calculation. We use the properties of the Moore–
Penrose inverse, the time-reversed system (19), and KerAT = KerA† together with the matrix
property AB = 0 ⇔ ImB ⊆ KerA. 
4. Main results
One of the central concepts of this paper is the notion of generalized focal points for conjoined
bases of (S). This notion generalizes the focal point definition introduced in [11, Definition 3] for
system (S) (and [18, Definition 3] for time scale linear Hamiltonian systems) under the normality
condition on intervals of the form [a, s] with dense right endpoint s.
Definition 4.1 (Generalized focal point). A conjoined basis (X,U) of (S) has no generalized
focal points in (a, b] if the following two conditions are satisfied:
KerX(t) ⊆ KerX(τ) for all t, τ ∈ [a, b], τ  t,
P (t) := X(t)[Xσ (t)]†B(t) 0 for all t ∈ [a,ρ(b)]. (27)
These conditions are called the kernel condition and the P -condition, respectively.
Definition 4.2 (Piecewise constant kernel). We say that a matrix-valued function X(t) has piece-
wise constant kernel on [a, b] if there exist points {tk}mk=0 ⊆ [a, b] with a = t0 < t1 < · · · <
tm−1 < tm = b such that
KerX(t) is constant for all t ∈ (tk−1, tk), k = 1, . . . ,m. (28)
Condition (28) is void on intervals (tk−1, tk), where tk = σ(tk−1).
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piecewise constant on [a, b]. This follows from the fact that, under (27), KerX(t) can actually
decrease at most n times. Moreover, the continuity of X(t) and the assumed kernel condition
yield that the intervals where KerX(t) is constant are actually closed at the right endpoint, i.e.,
KerX(t) = KerX(tk) is constant for all t ∈ (tk−1, tk], k = 1, . . . ,m. (29)
The first main result of this paper is the following characterization of the positivity ofF via the
nonexistence of the generalized focal points for a natural conjoined basis of (S). This result does
not require any normality assumption and thus directly generalizes [19, Theorem 6] to abnormal
systems. This theorem also generalizes and unifies the corresponding continuous-time results in
[25, Theorem 2.4.2] and [29, Theorem 5.5] and the discrete-time results in [6, Theorem 3.2] and
[21, Theorem 5].
Theorem 4.1 (Positivity, separated endpoints). The quadratic functional F in (20) is positive
definite if and only if a natural conjoined basis (Xa,Ua) of (S) has no generalized focal points
in (a, b], that is, the following two conditions:
(i) the kernel condition
KerXa(t) ⊆ KerXa(τ) for all t, τ ∈ [a, b], τ  t, (30)
(ii) the P -condition
Pa(t) := Xa(t)
[
Xσa (t)
]†B(t) 0 for all t ∈ [a,ρ(b)], (31)
hold, and satisfies
(iii) the final endpoint inequality
Ua(b)X
†
a(b)+ Γb > 0 on ImRb ∩ ImXa(b). (32)
The second main result of this paper characterizes the nonnegativity of F in terms of a time
scale version of the image condition (4) and a modification of the P -condition (31). This theorem
generalizes and unifies the corresponding continuous-time result in [26, Theorem 2] and the
discrete-time result in [5, Theorem 2].
Theorem 4.2 (Nonnegativity, separated endpoints). The quadratic functional F in (20) is non-
negative if and only if a natural conjoined basis (Xa,Ua) of (S) satisfies
(i) Xa(t) has piecewise constant kernel on [a, b],
(ii) the image condition
x(t) ∈ ImXa(t) for all t ∈ [a, b], and for all (x,u) admissible and satisfying (2), (33)
(iii) the P -condition
P˜a(t) := T (t)Pa(t)T (t) 0, for all t ∈
[
a,ρ(b)
]
, (34)
where the matrix Pa(t) is defined by (31) and T (t) is given in (22) through (Xa,Ua),
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Ua(b)X
†
a(b)+ Γb  0 on ImRb ∩ ImXa(b). (35)
In the next four sections we derive the tools to prove these results. The proofs of the above
two theorems are displayed in Section 9.
Remark 4.2. The fact that no normality is assumed in Theorems 4.1 and 4.2 is important for
many applications. For example, one can now derive without any normality Sturmian comparison
theorems, extensions of Theorems 4.1 and 4.2 to jointly varying endpoints, perturbation results
for positive definite quadratic functionals, characterizations of the positivity of F in terms of
an associated time scale Riccati equation and a time scale Riccati inequality. These results are
presented in a subsequent paper.
5. Reachable sets
In this section we establish results regarding the reachable sets for the admissible pairs (x,u).
In particular, a consequence of Proposition 5.2 below is that the kernel condition (30) implies the
image condition (33).
Let t0, t ∈ [a, b] with t0  t be arbitrary but fixed. Define the reachable set
Et0(t) :=
{
d ∈ Rn: there exists (x,u) admissible on [t0, t] with x(t0) ∈ ImXa(t0) and x(t) = d
}
.
Then trivially Et0(t0) = ImXa(t0) holds and thus, Ea(a) = ImRa .
Let Φt0(t) denote the fundamental matrix of the system x =A(t)x given by the initial con-
dition Φt0(t0) = I , i.e., Φt0(t) = eA(t, t0) is the time scale matrix exponential function according
to the notation of [8, Definition 5.18]. This matrix is defined whenever A(t) is regressive, i.e.,
whenever I +μ(t)A(t) is invertible. This is not in general satisfied for the symplectic system (S),
but certainly it is true in a neighborhood of a dense point t0 (where μ(t) → 0 as t → t0). Thus,
the considerations in this section have a meaning only if this matrix Φt0(t) exists (and hence is
invertible).
Let Ψt0(t) denote the corresponding fundamental matrix of the adjoint equation x =−AT(t)xσ with Ψt0(t0) = I . Then, by [8, Theorem 5.21], it follows that Ψt0(t) = eAT(t, t0) =
ΦT−1t0 (t) and Ψ
T
t0 (t)Φt0(t) = I , where the circle minus for a regressive matrix is defined by (10).
Define now the kernel set
Kt0(t) :=
⋂
τ∈[t0,t]
KerXa(τ).
Remark 5.1.
(i) The continuity of Xa(t) yields
Kt0
(
ρ(t)
)= ⋂
τ∈[t0,t)
KerXa(τ) for all t ∈ (t0, b].
(ii) Obviously, Kt0(t) = {0} whenever Xa(t) is invertible. This holds, for example, under the
(Ma : I )-normality and F > 0 assumptions, see [10, Theorem 10.45].
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two sets are equal if and only if KerXa(t) ⊆ KerXa(τ) for all τ ∈ [t0, t].
Lemma 5.1. Let t0 ∈ [a, b] be fixed and let t1 ∈ [t0, b] be such that Φt0(t) exists (and is invertible)
for all t ∈ [t0, t1]. Then the following statements hold:
ImXa(t) ⊆ Et0(t) for t ∈ [t0, t1], (36)
Φt0(t)Φ
−1
t0 (τ )Et0(τ ) ⊆ Et0(t), dimEt0(τ ) dimEt0(t) for t0  τ  t  t1, (37)
dimKt0(t) = dimUa(t0)Kt0(t) for t ∈ [t0, t1]. (38)
Proof. Fix t ∈ [t0, t1]. For (36), take d ∈ ImXa(t), i.e., d = Xa(t)α. Then (x,u) defined by
(x(τ ), u(τ )) := (Xa(τ),Ua(τ ))α for all τ ∈ [t0, t], is admissible and satisfies x(t0) ∈ ImXa(t0)
and x(t) = d . Hence, d ∈ Et0(t).
For (37), fix also τ ∈ [t0, t]. Take d ∈ Et0(τ ), i.e., there is an admissible (x,u) on [t0, τ ] with
x(t0) ∈ ImXa(t0) and x(τ) = d . Set
(
x˜(s), u˜(s)
) := { (x(s), u(s)), for s ∈ [t0, τ ),
(Φt0(s)Φ
−1
t0 (τ )x(τ ),0), for s ∈ [τ, t1].
Then the pair (x˜, u˜) is admissible on [t0, t1], x˜(t0) ∈ ImXa(t0), and x˜(t) = Φt0(t)Φ−1t0 (τ )d ∈
Et0(t).
For (38), we note that Ua(t0) could be singular, so that dimUa(t0)Kt0(t)  dimKt0(t). Let
d ∈ Kt0(t). If we show that Ua(t0)d = 0 implies d = 0, then this would imply condition (38).
Thus, assume Ua(t0)d = 0. Since d ∈ Kt0(t), it follows that d ∈ KerXa(τ) for all τ ∈ [t0, t]. In
particular, Xa(t0)d = 0. But since rank(XTa (t0) UTa (t0)) = n, we obtain d = 0. 
Remark 5.2. If (x,u) is admissible on [t0, t1], where Φt0(t) exists (and is invertible), then the
variation of constants formula [8, Theorem 5.24] yields
x(t) = Φt0(t)x(t0)+Φt0(t)
t∫
t0
Φ−1t0
(
σ(τ)
)B(τ )u(τ)τ.
Hence, it follows that
Et0(t) =
{
Φt0(t)Xa(t0)α +Φt0(t)
t∫
t0
Φ−1t0
(
σ(τ)
)B(τ )u˜(τ )τ, α ∈ Rn, u˜ ∈ Cprd
}
. (39)
Lemma 5.2. For any t ∈ [t0, t1] such that Φt0(t) exists (and is invertible) on [t0, t1] we have[
Et0(t)
]⊥ = Ψt0(t)Ua(t0)Kt0(t). (40)
Proof. Fix t ∈ [t0, t1]. First we show the ⊇ inclusion. Let c ∈ Kt0(t), i.e., c ∈ KerXa(τ) for
all τ ∈ [t0, t]. Then for (x(τ ), u(τ )) := (Xa(τ)c,Ua(τ )c) for τ ∈ [t0, t] we have x(τ) ≡ 0 for
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tem (17), namely, u(τ) solves
u = −AT(τ )uσ , BT(τ )uσ = 0, τ ∈ [t0, ρ(t)], u(t0) = Ua(t0)c.
Hence, by the uniqueness theorem, u(τ) = Ψt0(τ )Ua(t0)c for all τ ∈ [t0, t]. The proof of this part
will be complete if we show that the vector d := Ψt0(t)Ua(t0)c = u(t) satisfies d ∈ [Et0(t)]⊥, for
which we use equality (39). By the symmetry of XTa Ua , for any α ∈ Rn we have
dTΦt0(t)Xa(t0)α = cTUTa (t0)Ψ Tt0 (t)Φt0(t)Xa(t0)α = cTXTa (t0)Ua(t0)α = 0, (41)
while for any u˜ ∈ Cprd we have
dTΦt0(t)
t∫
t0
Φ−1t0
(
σ(τ)
)B(τ )u˜(τ )τ = cTUTa (t0)Ψ Tt0 (t)Φt0(t)
t∫
t0
Ψ Tt0
(
σ(τ)
)B(τ )u˜(τ )τ
=
t∫
t0
[
uσ (τ)
]TB(τ )u˜(τ )τ = 0, (42)
since BT(τ )uσ (τ ) = 0 for all τ ∈ [t0, ρ(t)]. Altogether, by comparing (41), (42) with equal-
ity (39), we obtain d ∈ [Et0(t)]⊥.
Conversely, let us prove the ⊆ inclusion. Let 0 = c ∈ [Et0(t)]⊥ and set d˜ := ΦTt0(t)c = 0.
Then, by (39) with u˜ ≡ 0, we get for any α ∈ Rn
d˜TXa(t0)α = cT
{
Φt0(t)Xa(t0)α +Φt0(t)
t∫
t0
Φ−1t0
(
σ(τ)
)B(τ )u˜(τ )τ}= 0.
Hence, XTa (t0)d˜ = 0. Since XTU is symmetric, then [25, Theorem 3.1.2(iv)] implies that
KerXTa (t0) ⊆ ImUa(t0), and hence there exists d ∈ Rn such that d˜ = Ua(t0)d , so that
c = ΦT−1t0 (t)d˜ = Ψt0(t)Ua(t0)d.
The proof will be complete if we show that d ∈ KerXa(τ) for all τ ∈ [t0, t], i.e., d ∈ Kt0(t). Since
XTa (t0)Ua(t0)d = 0, we have from [25, Theorem 3.1.2(ii)] that d ∈ KerXa(t0) ⊕ KerUa(t0).
But since Ua(t0)d = d˜ = 0, it follows that Xa(t0)d = 0. By putting α := 0 and u˜(τ ) :=
BT(τ )ΦT−1t0 (σ (τ ))d˜ for τ ∈ [t0, ρ(t)], we obtain from (39) and from the assumption c ∈
[Et0(t)]⊥
0 = cTΦt0(t)Xa(t0)α + cTΦt0(t)
t∫
t0
Φ−1t0
(
σ(τ)
)B(τ )u˜(τ )τ
=
t∫
d˜TΦ−1t0
(
σ(τ)
)B(τ )u˜(τ )τ = t∫ u˜T(τ )u˜(τ )τ.
t0 t0
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for all τ ∈ [t0, ρ(t)], i.e., the pair (x(τ ) ≡ 0, v(τ )) solves the time reversed system (17), i.e., it
solves (S), on [t0, t] and satisfies the initial conditions x(t0) = 0, v(t0) = d˜ . On the other hand, the
solution (Xa(τ)d,Ua(τ )d) of (S) satisfies the same initial conditions at t0, so that the uniqueness
theorem implies 0 = x(τ) = Xa(τ)d for all τ ∈ [t0, t]. Hence, d ∈ KerXa(τ) for all τ ∈ [t0, t],
i.e., d ∈ Kt0(t). The proof is now complete. 
Proposition 5.1. Let t ∈ [t0, t1] be such that Φt0(t) exists (and is invertible) on [t0, t1]. Then
Et0(t) = ImXa(t) if and only if
KerXa(t) ⊆ KerXa(τ) for all τ ∈ [t0, t]. (43)
Proof. Since for any square matrix A the identities dim ImA = rankA = rankAT = dim ImAT
hold, we have r := dim ImXa(t) = dim ImXTa (t). Then, by using Lemmas 5.1, 5.2 we get
n− r = dim[ImXTa (t)]⊥ = dim KerXa(t)
(∗)
dimKt0(t)
(38)= dimΨt0(t)Ua(t0)Kt0(t) (40)= dim
[
Et0(t)
]⊥ (36)
(∗∗)
dim
[
ImXa(t)
]⊥ = n− r.
Therefore, if Et0(t) = ImXa(t), then (∗∗) becomes an equality and, consequently, (∗) must also
be an equality. Thus, dim KerXa(t) = dimKt0(t) and since Kt0(t) ⊆ KerXa(t), it follows that
Kt0(t) = KerXa(t), i.e.,
KerXa(t) =
⋂
τ∈[t0,t]
KerXa(τ).
Hence, we have (43) as claimed.
Conversely, if (43) holds, then (∗) is an equality, so that (∗∗) must also be an equality, and
because ImXa(t) ⊆ Et0(t) (both sets being subspaces in Rn), we have Et0(t) = ImXa(t). 
Proposition 5.2. Assume that the kernel condition (30) holds. Then for any admissible (x,u) on
[a, b] with x(a) ∈ ImXa(a) we have x(t) ∈ ImXa(t) for all t ∈ [a, b].
Proof. We shall apply the time scale induction principle [8, Theorem 1.7] to the statement x(t) ∈
ImXa(t), t ∈ [a, b]. Recall that x(t) and Xa(t) are continuous on [a, b].
(I) The initial condition x(a) ∈ ImXa(a) holds by the assumption.
(II) Let t0 ∈ [a,ρ(b)] be right-scattered and x(t0) ∈ ImXa(t0). Then the assumed kernel
condition at t0, namely KerXσa (t0) ⊆ KerXa(t0), and [10, Lemma 10.4] yield xσ (t0) ∈
ImXσa (t0).
(III) Let t0 ∈ (a, b] be left-dense with x(τ) ∈ ImXa(τ) for all τ < t0. For any such τ we have
for some vector d(τ) ∈ Rn
x(τ ) = Xa(τ)d(τ ) = Xa(τ)X†a(τ )Xa(τ)d(τ ) = Xa(τ)X†a(τ )x(τ ).
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quently, by Lemma 2.1, X†a ∈ C1prd([t0 −ε, t0]) and hence, X†a(·) is continuous on [t0 −ε, t0].
Therefore, as τ ↗ t0, x(t0) = Xa(t0)X†a(t0)x(t0) ∈ ImXa(t0).
(IV) Let t0 ∈ [a, b) be right-dense with x(t0) ∈ ImXa(t0). We need to show that x(t) ∈ ImXa(t)
for t in some right neighborhood of t0. Since t0 is right-dense, there exists ε > 0 such
that I + μ(τ)A(τ ) is invertible on [t0, t0 + ε], i.e., Φt0(τ ) exists and is invertible for all
τ ∈ [t0, t0 + ε]. Fix any t ∈ (t0, t0 + ε]. Then obviously x(t) ∈ Et0(t). The assumed kernel
condition yields that KerXa(t) ⊆ KerXa(τ) for all τ ∈ [t0, t]. Thus, by Proposition 5.1, for
any t ∈ (t0, t0 + ε] we have x(t) ∈ Et0(t) = ImXa(t). This ends the proof. 
Remark 5.3. All the results in this section remain valid if we replace a natural conjoined basis
(Xa,Ua) by any conjoined basis (X,U) of (S) and keep the initial condition x(a) ∈ ImX(a),
respectively x(t0) ∈ ImX(t0).
6. Necessity of the kernel, image, and P -conditions
This section contains necessary conditions for the nonnegativity and positivity of F . Let us
introduce an auxiliary notation. For two admissible pairs (x,u) and (x˜, u˜) we define
Λ (x,u, x˜, u˜)(t) := {xTCT(I +μA)x˜ +μxTCTBu˜+μuTBTCx˜ + uT(I +μD)TBu˜}(t).
Hence, Λ(x,u, x˜, u˜) = Λ(x˜, u˜, x,u) and Λ(x,u, x,u) = Ω(x,u), see formula (21).
The following lemma is a direct application of the integration by parts formula.
Lemma 6.1. Let (x,u) be admissible on [a, b] and let (x˜, u˜) be a solution of (S). Then
b∫
a
Λ(x,u, x˜, u˜)(t)t = xT(t)u˜(t)∣∣b
a
.
Next we show that if F  0, then a natural conjoined basis (Xa,Ua) satisfies the image
condition and the P -condition.
Proposition 6.1 (Image condition). Assume that the quadratic functional F given in (20) is
nonnegative. Then the image condition (33) holds.
Proof. For points c, d ∈ (a, b] define the values
F1(x,u; c, d) :=
{ c∫
a
+
b∫
d
}
Ω(x,u)(t)t + xT(a)Γax(a)+ xT(b)Γbx(b),
F2(x,u, x˜, u˜; c) :=
c∫
a
{
Ω(x˜, u˜)+ 2Λ(x,u, x˜, u˜)}(t)t + x˜T(a)Γax˜(a)+ 2xT(a)Γax˜(a).
We proceed the proof by contradiction. Suppose that there exists an admissible (x,u) sat-
isfying (2) such that for some s ∈ (a, b] we have x(s) /∈ ImXa(s). Hence, by Remark 3.1(vi),
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where 0 = α˜ /∈ ImXTa (s). It follows that α˜ ∈ [ImXTa (s)]⊥ = KerXa(s), i.e., Xa(s)α˜ = 0. Set(
x˜(t), u˜(t)
) := η(Xa(t),Ua(t))α˜, for t ∈ [a, s]
with a free parameter η ∈ R. Note also that x˜(s) = 0. Define a pair (xˆ, uˆ) by
(
xˆ(t), uˆ(t)
) := { (x(t), u(t))+ (x˜(t), u˜(t)), for t ∈ [a, s),
(x(t), u(t)), for t ∈ [s, b].
Then xˆ(a) = x(a)+ ηXa(a)α˜ ∈ ImRa and xˆ(b) = x(b) ∈ ImRb , i.e., (xˆ, uˆ) satisfies the bound-
ary conditions (2). Consider the following two cases depending on whether s is a left-scattered
or left-dense point.
Case I (s is left-scattered). The pair (xˆ, uˆ) is admissible on [a,ρ(s)] and on [s, b], hence it is
admissible on [a, b]. Therefore F(xˆ, uˆ) 0 for any η ∈ R. On the other hand,
F(xˆ, uˆ) =
{ s∫
a
+
b∫
s
}
Ω(xˆ, uˆ)(t)t + xˆT(a)Γaxˆ(a)+ xˆT(b)Γbxˆ(b)
= F1(x,u; s, s)+ F2(x,u, x˜, u˜; s),
where F1(x,u; s, s) = F(x,u) contains all the terms not involving η (that is, not involving x˜
or u˜) and F2(x,u, x˜, u˜; s) contains all the terms involving η. Since (x˜, u˜) is a solution of (S),
x˜(s) = 0, UTa (s)x(s) = XTa (s)α+ α˜, x(a) ∈ ImRa = ImXa(a), and XTa (a)Ua(a) = XTa (a)ΓaXa ,
then Lemma 6.1 on [a, s] yields
F2(x,u, x˜, u˜; s) = x˜T(t)u˜(t)
∣∣s
a
+ 2xT(t)u˜(t)∣∣s
a
+ x˜T(a)Γax˜(a)+ 2xT(a)Γax˜(a) (44)
= 2ηxT(s)Ua(s)α˜ = 2η
[
αTXa(s)+ α˜T
]
α˜ = 2η‖α˜‖2. (45)
Hence, it follows that
F(xˆ, uˆ) = F(x,u)︸ ︷︷ ︸
constant in η
+2η ‖α˜‖2︸︷︷︸
=0
→ −∞ as η → −∞.
Therefore, F(xˆ, uˆ)  0 for η sufficiently negative, which is a contradiction.
Case II (s is left-dense). Let tm ↗ s be a left-sequence for s. Then (xˆ, uˆ) is admissible on [a, b]
and, consequently, F(xˆ, uˆ) 0 for any η ∈ R. On the other hand,
F(xˆ, uˆ) =
{ tm∫
a
+
s∫
tm
+
b∫
s
}
Ω(xˆ, uˆ)(t)t + xˆT(a)Γaxˆ(a)+ xˆT(b)Γbxˆ(b)
= lim {F1(x,u; tm, s)+ F2(x,u, x˜, u˜; tm)},
m→∞
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∫ s
tm
Ω(xˆ, uˆ)(t)t → 0 as m → ∞.
By using Lemma 6.1 on [a, tm], the continuity of x(t) and x˜(t), and x˜(s) = 0, we have as in
(44), (45)
F2(x,u, x˜, u˜; tm) = x˜T(t)u˜(t)
∣∣tm
a
+ 2xT(t)u˜(t)∣∣tm
a
+ x˜T(a)Γax˜(a)+ 2xT(a)Γax˜(a)
= [x˜T(tm)+ 2xT(tm)]u˜(tm) → η[x˜T(s)+ 2xT(s)]Ua(s)α˜ as m → ∞
= 2η‖α˜‖2.
Hence it follows that
F(xˆ, uˆ) = lim
m→∞
{
F1(x,u; tm, s)+ F2(x,u, x˜, u˜; tm)
}
=F(x,u)+ 2η‖α˜‖2 → −∞ as η → −∞.
Therefore, as in Case I, F(xˆ, uˆ)  0 for η sufficiently negative. The proof is complete. 
The following result is shown as part (IIIc) in the proof of [11, Theorem 7] or [10, Theo-
rem 10.35]. In the continuous-time case it is the Legendre necessary condition.
Lemma 6.2. If F0  0, then B(t) 0 for all right-dense points t ∈ [a,ρ(b)].
Proposition 6.2 (P -condition). Assume that the quadratic functional F given in (20) is nonneg-
ative. Then P -condition (34) holds.
Proof. Suppose that P˜a(s)  0 for some s ∈ [a,ρ(b)]. We distinguish the following cases.
Case I (s is right-dense). Then
P˜a(s) = T (s)X(s)X†(s)B(s)T (s) = T (s)
[B(s)−M(s)]T (s) = T (s)B(s)T (s),
where we used Xσ (s) = X(s) and MT = 0. If cTP˜a(s)c < 0 for 0 = c ∈ Rn, then with
d := T (s)c we have dTB(s)d < 0 (note that (13) yields B(s) is symmetric since μ(s) = 0),
i.e., B(s)  0. However, since F  0 implies F0  0, Lemma 6.2 yields a contradiction.
Case II (s is right-scattered). Let 0 = c ∈ Rn be such that cTP˜a(s)c < 0, and set d :=
μ(s)[Xσa (s)]†B(s)T (s)c.
Subcase IIa (s is left-scattered). Define the pair (x,u) by
x(t) :=
{
Xa(t)d, for t ∈ [a, s],
0, for t ∈ [σ(s), b], (46)
u(t) :=
⎧⎨⎩
Ua(t)d, for t ∈ [a,ρ(s)],
−{(I +μAT)(I +μD−μQσB)T }(s)c, for t = s,
0, for t ∈ [σ(s), b],
where Qσ (s) is defined by formula (23). Then (x,u) satisfies (2), its admissibility (at t = s)
follows from the equality PaT = PaT in Lemma 3.1, (13), and x(s) = μ(s)Pa(s)T (s)c = 0.
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yield the following two equations (note that u ∈ C1prd)
F(x,u) =
{ ρ(s)∫
a
+
s∫
ρ(s)
+
b∫
s
}{(
xσ
)T(Cx +Du− u)}(t)t
+ xT(t)u(t)∣∣b
a
+ xT(a)Γax(a)+ xT(b)Γbx(b)
= μ(s)cTP˜a(s)c < 0.
Subcase IIb (s is left-dense). Define the pair (x,u) by (46) and
u(t) :=
⎧⎨⎩
Ua(t)d, for t ∈ [a, s),
Ua(s)d − T (s)c, for t = s,
0, for t ∈ [σ(s), b].
Then (x,u) satisfies (2), its admissibility (at t = s) follows from the equality Xσd = μBT c, and
x(s) = μ(s)P (s)T (s)c = 0. Let tm ↗ s be a left-sequence for s. Since Ω(x,u)(t) is bounded so
that
∫ s
tm
Ω(x,u)(t)t → 0 as m → ∞, some computations yield
F(x,u) = lim
m→∞
{ tm∫
a
+
s∫
tm
+
σ(s)∫
s
+
b∫
σ(s)
}
Ω(x,u)(t)t + xT(a)Γax(a)+ xT(b)Γbx(b)
= dTXTa (s)Ua(s)d − uT(s)x(s) = μ(s)cTP˜ (s)c < 0.
Thus, in both subcases we obtained a contradiction with F  0. 
Next we prove the necessity of the kernel condition for the positivity of F .
Proposition 6.3 (Kernel condition). Assume that the quadratic functional F given in (20) is
positive definite. Then the kernel condition (30) holds.
Proof. Suppose that there are t1, t2 ∈ [a, b], t1 < t2, and a vector 0 = d ∈ Rn such that
Xa(t2)d = 0 but Xa(t1)d = 0. Define
(
x(t), u(t)
) := {(Xa(t),Ua(t))d, for t ∈ [a, t2],
(0,0), for t ∈ (t2, b].
Then (x,u) is admissible, satisfies (2), x(t1) = Xa(t1)d = 0 so that x ≡ 0, and from Lemma 6.1
on [a, t2] we get
F(x,u) = xT(a)Γax(a)+ xT(t)u(t)
∣∣t2
a
= 0.
This contradicts F > 0. 
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nonnegativity of F , respectively.
Lemma 6.3 (Final endpoint inequality). Assume that the quadratic functional F given in (20) is
nonnegative. Then inequality (35) holds. Moreover, if F is positive definite, then this inequality
is strict, i.e., (32) holds.
Proof. If (35) does not hold, then for some 0 = d ∈ ImRa ∩ ImXa(b) we have
dT
[
Ua(b)X
†
a(b)+ Γb
]
d < 0. (47)
Let d = Xa(b)α with some α ∈ Rn and set (x,u) := (Xa,Ua)α on [a, b]. Then (x,u) is admis-
sible, satisfies (2), and F(x,u) = dT[Ua(b)X†a(b) + Γb]d < 0. This contradicts F  0. Finally,
if for such a vector d we have the equality (= 0) in (47), then the admissible (x,u) constructed
above yields x(b) = d = 0 and F(x,u) = 0, which contradicts F > 0. 
7. Picone-type results
In this section we derive a collection of results that are connected to Picone-type identities.
First we establish conditions that guarantee that, at a dense point t , the matrix M(t) defined
in (22) is zero. Its proof is displayed below after some remarks.
Lemma 7.1. Suppose that (X,U) is a conjoined basis of (S) and assume that t ∈ [a, b] is a dense
point such that there exists a sequence {tm} ⊆ [a, b], tm → t , with
tm = σ(t), KerXσ (t) ⊆ KerX(tm), for all m ∈ N.
Then the following statements hold (at this point t)
KerXσ (t) ⊆ KerX(t), (48)
Ker
[
Xσ (t)
]T ⊆ KerBT(t), ImB(t) ⊆ ImXσ (t), (49)
B(t) = Xσ (t)[Xσ (t)]†B(t), i.e., M(t) = 0. (50)
Remark 7.1. More generally, if (X,U) is a conjoined basis of (S), then (suppressing the argu-
ment t) μM = 0, i.e., μXσ (Xσ )†B = μB, if and only if KerXσ ⊆ KerX. One implication (⇐)
is proved in [10, Lemma 10.4]. The converse (⇒) follows from the assumption μM = 0 and
from the time-reversed system (19).
Remark 7.2. Under the kernel condition (30) we have
P˜a(t) =Pa(t) = Pa(t) for all t ∈
[
a,ρ(b)
]
.
This is seen as follows. If t is right-scattered, then the kernel condition (30) implies KerXσ (t) ⊆
KerX(t), so that μ(t)M(t) = 0 with μ(t) > 0, by Remark 7.1. If t is right-dense, then M(t) = 0
by (50) of Lemma 7.1. Thus, in both cases we get M(t) = 0, i.e., T (t) = I .
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yields
X(t)c = lim
m→∞
Xσ (t)c −X(tm)c
σ (t)− tm = 0.
Hence, c ∈ KerX(t).
For (49), take c ∈ Ker[Xσ (t)]T and let (X˜, U˜ ) complement (X,U) to a pair of normalized
conjoined bases of (S). We suppress the argument t in the rest of the proof. By (14), Xσ (X˜σ )Tc =
X˜σ (Xσ )Tc = 0, i.e., (X˜σ )Tc ∈ KerXσ ⊆ KerX. Therefore, by (13) and (15), we get
BTc = B(I +μAT)c −μABTc
= B[U˜(Xσ )T −U(X˜σ )T]c −A[X(X˜σ )T − X˜(Xσ )T]c
= (BU˜ +AX˜) (Xσ )Tc︸ ︷︷ ︸
=0
−(BU +AX)(X˜σ )Tc = −X (X˜σ )Tc︸ ︷︷ ︸
∈KerX
= 0.
Finally, condition (50) is equivalent to (49) by using the matrix property KerV ⊆ KerW ⇔
W = WV †V and the symmetry of XX†. 
The next lemma is proven in [10, Lemma 10.18]. Define the Riccati operator
R[Q](t) := Q − [C(t)+D(t)Q]+Qσ [A(t)+B(t)Q].
Lemma 7.2. Let Q ∈ C1prd be symmetric on a time scale interval [c, d]. Then for an admissible
(x,u) and t ∈ [c,ρ(d)] we have (suppressing the argument t){
xTQx
} −Ω(x,u)+wTPw = −xTRT[Q][I +μ(A−BQ)]x − 2uTμBTR[Q]x,
where w := u−Qx on [c, d], P is defined by (24), and
x +μPw +μ2BTR[Q]x = {I +μ(DT −BTQσ )}xσ .
The following statement is a preparatory result to derive a generalized local Picone identity
under a piecewise constant kernel assumption of the involved conjoined basis.
Proposition 7.1 (Simple local Picone identity). Let (X,U) be a conjoined basis of (S) such that
KerX(t) is constant on some interval [c, d]. Let (x,u) be admissible on [c, d] such that x(t) ∈
ImX(t) for all t ∈ [c, d]. Then with F(t, x) := xTU(t)X†(t)x and w(t) := u(t)−U(t)X†(t)x(t)
we have that F(·, x(·)) ∈ C1prd([c,ρ(d)]),{
F
(
t, x(t)
)} = Ω(x,u)(t)−wT(t)P(t)w(t), (51)
and the following identity holds (suppressing the argument t)
x +μPw = {I +μ[DT −BT(UX†)σ ]}xσ for all t ∈ [c,ρ(d)], (52)
where P(t) is defined by (24) in which Q(t) is given via (X,U) by (23).
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of (S), and let Q(t) be defined by (23). Using Lemma 2.1, the functions X†,Q ∈ C1prd([c,ρ(d)])
and (X†X)(t) = 0 on [c,ρ(d)]. Thus, by Lemma 7.2, the result follows once we show
R[Q](t)X(t) = 0 on [c,ρ(d)]. Using the time scale product rule we obtain (suppressing the
argument t)
(QX) = QX +QσX = QX +Qσ(AX +BU), (53)(
UX†X
) = U(X†X)+Uσ (X†X) = (CX +DU)(X†X), (54)
while the properties of X† imply
(QX) = (QXX†X) = (QX)(X†X). (55)
Combining (53)–(55) with the identity QX = UX†X yields R[Q]X = 0 on [c,ρ(d)]. 
Remark 7.3.
(i) Formula (52) holds whenever the matrix Q(t) is -differentiable, i.e., whenever X†(t) is
-differentiable. In particular, if the kernel condition (27) holds and t0 is a right-scattered
point, then X†(t) is continuous (hence, -differentiable) at t0. Therefore, formula (52) holds
at such t0.
(ii) Note that the matrix P(t) in Proposition 7.1 equals to the matrix P˜(t) = T (t)P(t)T (t) on
[c,ρ(d)], since the assumption on the constant kernel of X(t) yields, by Lemma 7.1, that
the identities (suppressing the argument t) B = Xσ (Xσ )†B, M = 0, and T = I hold on
[c,ρ(d)].
A generalized local Picone identity involving a parameter α ∈ Rn is our next result. This
parameter α is important, for instance, in problems with variable endpoints.
Let (X,U), (X˜, U˜ ) be any normalized conjoined bases of (S) and define the (2n × 2n)-
matrices
X∗ :=
(
0 I
X X˜
)
, U∗ :=
(
I 0
U U˜
)
.
The pair (X∗,U∗) is in fact a conjoined basis of the augmented time scale symplectic system
x∗ =A∗(t)x∗ +B∗(t)u∗, u∗ = C∗(t)x∗ +D∗(t)u∗, (S∗)
whose 2n× 2n coefficients are
A∗ :=
(
0 0
0 A
)
, B∗ :=
(
0 0
0 B
)
, C∗ :=
(
0 0
0 C
)
, D∗ :=
(
0 0
0 D
)
.
Proposition 7.2 (Local Picone identity). Let (X,U), (X˜, U˜ ) be normalized conjoined bases of
(S) such that KerX(t) is constant on some interval [c, d]. Let (x,u) be admissible on [c, d]
such that x(t) ∈ ImX(t) for all t ∈ [c, d], and let α ∈ Rn be a vector with α ∈ ImXT(t) for all
t ∈ [c, d]. Then with
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w(t) := u(t)−U(t)X†(t)x(t)− [X†(t)]Tα (56)
we have F(·, α, x(·)) ∈ C1prd([c, d]),
{
F
(
t, α, x(t)
)} = Ω(x,u)(t)−wT(t)P(t)w(t),
and the following identity holds (suppressing the argument t)
x +μPw = {I +μ[DT −BT(UX†)σ ]}xσ −μBT(Xσ )†T α for all t ∈ [c,ρ(d)],
where P(t) is defined by (24) with Q(t) given in (23).
Proof. The proof is based on the application of Proposition 7.1 to the augmented symplectic sys-
tem (S∗). Let (x,u), (X,U) and (X˜, U˜ ) be as in the proposition. Since KerX∗(t) =
(
I
0
)
KerX(t),
we have that KerX∗(t) is constant on [c, d]. Define x∗(t) :=
( α
x(t)
)
and u∗(t) :=
( 0
u(t)
)
. Then
(x∗, u∗) is admissible and x∗(t) ∈ ImX∗(t) for all t ∈ [c, d]. The result now follows from Propo-
sition 7.1 applied to
F∗(t, x∗) := xT∗U∗(t)X†∗(t)x∗ = F(t,α, x),
w∗(t) := u∗(t)−U∗(t)X†∗(t)x∗(t) =
(−X†(t)X˜(t)α +X†(t)x(t)
w(t)
)
.
Note that P∗(t) =
( 0 0
0 P(t)
)
and wT∗ (t)P∗(t)w∗(t) = w(t)P(t)w(t). 
Remark 7.4. If x(t) ∈ ImX(t), then the condition α ∈ ImXT(t) is a consequence of any of the
following (equivalent) conditions
x(t)− X˜(t)α ∈ ImX(t), α +UT(t)x(t) ∈ ImXT(t). (57)
This follows from the fact that each of the conditions in (57) is equivalent to x∗(t) :=
( α
x(t)
) ∈
ImX∗(t).
The function F(·, α, x(·)) in Proposition 7.2 is not in general continuous when the kernel is
not constant, since in this case X† may be discontinuous (but X,U, X˜, U˜ , x are continuous). This
problem can be eliminated by a suitable choice of α.
Theorem 7.1 (Continuity). Let (X,U), (X˜, U˜ ) be normalized conjoined bases of (S) and suppose
that x(t) is continuous on some interval [c, d] with x(t) ∈ ImX(t) for all t ∈ [c, d]. Let s ∈ [c, d]
be a dense point. Then for α : [c, d] → Rn defined by
α(t) := XT(t)U(s)X†(s)x(s)−UT(t)x(t), (58)
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lim
t→s F
(
t, α(t), x(t)
)= xT(s)U(s)X†(s)x(s), (59)
lim
t→s α(t) = 0. (60)
Proof. Calculations similar to those in the proof of [26, Proposition 5] whose details are here
omitted reveal the following when using (14) and x(t) = X(t)X†(t)x(t)
F
(
t, α(t), x(t)
)= −xT(s)[X†(s)]TUT(s)X(t)X˜T(t)U(s)X†(s)x(s)
+ 2xT(s)[X†(s)]TUT(s)X(t)U˜T(t)x(t)− xT(t)U(t)U˜T(t)x(t).
The last expression is now continuous so that (59) follows upon taking the limit as t → s. Finally,
(60) is a consequence of the continuity of α(t) and x(t) = X(t)X†(t)x(t). 
Our most important Picone-type result is the content of the next theorem. It is one of the
crucial tools for proving the main results of this paper. Observe that below we use a natural
conjoined basis (Xa,Ua) while the previous results in this section use an arbitrary conjoined
basis of (S).
Theorem 7.2 (Global Picone formula). Assume Xa(t) has piecewise constant kernel on [a, b].
Furthermore, suppose that P˜a(t)  0 for all t ∈ [a,ρ(b)]. Then for any admissible (x,u) with
x(t) ∈ ImXa(t) on [a, b] we have
F(x,u)
b∫
a
wT(t)P˜a(t)w(t)t + xT(b)
[
Ua(b)X
†
a(b)+ Γb
]
x(b), (61)
where w(t) := u(t) − Ua(t)X†a(t)x(t) on [a, b] and P˜a(t) is defined by (34). If, in addition, the
kernel condition (30), x(b) = 0, and
b∫
a
wT(t)P˜a(t)w(t)t = 0 (62)
hold, then x(t) ≡ 0 for all t ∈ [a, b].
Proof. Let {tk}mk=0 be the points defining the piecewise constant kernel of Xa(t) on [a, b] from
Definition 4.2. Fix an index k ∈ {1, . . . ,m}. We will consider the following two main cases.
Case I ((tk−1, tk) = ∅). Fix τ ∈ (tk−1, tk) and δ > 0 (small enough, which will be specified later).
Case I-A (tk−1 is right-dense). Let sm ↘ tk−1 be a right-sequence for tk−1, and without loss
of generality we assume tk−1 < sm < τ for m large enough. Let αm := α(sm) be defined by (58)
with the corresponding
wm(t) := u(t)−Ua(t)X†a(t)x(t)−
[
X†a(t)
]T
αm
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w(t) := u(t)−Ua(t)X†a(t)x(t) uniformly on [tk−1 + δ, τ ],
F
(
τ,αm,x(τ)
)→ xT(τ )Ua(τ )XTa (τ )x(τ ),
F
(
sm,αm,x(sm)
)→ xT(tk−1)Ua(tk−1)X†a(tk−1)x(tk−1).
Applying the local Picone identity Proposition 7.2 on [sm, τ ] and using Pa(t) = P˜a(t) on
(tk−1, τ ] (because KerXa(t) is constant therein) we obtain
τ∫
tk−1
Ω(x,u)(t)t = lim
m→∞
τ∫
sm
Ω(x,u)(t)t
= lim
m→∞
{ τ∫
sm
wTm(t)Pa(t)wm(t)t + F
(
t, αm, x(t)
)∣∣τ
sm
}
 lim
m→∞
τ∫
tk−1+δ
wTm(t)Pa(t)wm(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣τ
tk−1
=
τ∫
tk−1+δ
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣τ
tk−1 . (63)
Next we consider the interval [τ, tk].
Subcase I-A1 (tk is left-dense). This is treated similarly as the above case. We get
tk∫
τ
Ω(x,u)(t)t 
tk−δ∫
τ
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣tk
τ
. (64)
Subcase I-A2 (tk is left-scattered). We have by the simple local Picone identity Proposition 7.1
on [τ,ρ(tk)]
L1 :=
tk∫
τ
Ω(x,u)(t)t =
{ ρ(tk)∫
τ
+
tk∫
ρ(tk)
}
Ω(x,u)(t)t
(51)=
ρ(tk)∫
τ
wT(t)Pa(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣ρ(tk)
τ
+ {μΩ(x,u)}(ρ(tk)).
Now use equality (26) at t = ρ(tk) andPa(t) = P˜a(t) on [τ,ρ(tk)] (because KerXa(t) is constant
therein) to get
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ρ(tk)∫
τ
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣ρ(tk)
τ
+ xT(t)Ua(t)X†a(t)x(t)
∣∣tk
ρ(tk)
+ {μwTPaw}(ρ(tk))
(25)=
tk∫
τ
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣tk
τ
.
It follows that (64) is satisfied with δ < μ(ρ(tk)).
Thus, in both subcases I-A1, I-A2 we proved that inequality (64) holds for all δ > 0 suffi-
ciently small. Combining this with (63) we obtain
tk∫
tk−1
Ω(x,u)(t)t =
{ τ∫
tk−1
+
tk∫
τ
}
Ω(x,u)(t)t

τ∫
tk−1+δ
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣τ
tk−1
+
tk−δ∫
τ
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣tk
τ
=
tk−δ∫
tk−1+δ
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣tk
tk−1 . (65)
Since δ > 0 was arbitrary small and P˜a(t) 0, so that taking the limit in (65) as δ → 0+ makes
sense, we get
tk∫
tk−1
Ω(x,u)(t)t 
tk∫
tk−1
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣tk
tk−1 . (66)
Case I-B (tk−1 is right-dense). We continue in the same way as in case I-A, namely, we
consider
Subcase I-B1 (tk is left-dense),
Subcase I-B2 (tk is left-scattered),
where we eventually verify that formula (66) holds.
Case II ((tk−1, tk) = ∅). In this case tk = σ(tk−1) and (26) directly yields
tk∫
t
Ω(x,u)(t)t =
tk∫
t
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣tk
tk−1 .k−1 k−1
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b∫
a
Ω(x,u)(t)t =
m∑
k=1
tk∫
tk−1
Ω(x,u)(t)t

m∑
k=1
tk∫
tk−1
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣tk
tk−1
=
b∫
a
wT(t)P˜a(t)w(t)t + xT(t)Ua(t)X†a(t)x(t)
∣∣b
a
.
With x(a) = X(a)c we have by (11) that (suppressing the argument a) xTUaX†ax = cTUTa Xac =
xTΓax. Thus, formula (61) now easily follows.
Finally, if the kernel condition (30), x(b) = 0, and (62) hold, then P˜a(t)w(t) = 0 for all
t ∈ [a,ρ(b)]. Note that P˜a = Pa = Pa because of the assumed kernel condition. We will now
apply the backward version of the time scale induction principle [8, Remark 1.8] to the statement
x(t) = 0, t ∈ [a, b].
(i) Condition x(b) = 0 is trivially satisfied by the assumption.
(ii) Let t0 ∈ [σ(a), b] be left-scattered with x(t0) = 0. Then, by (52) at ρ(t0) and Re-
mark 7.3(i),
xρ(t0) =
{
I +μ[DT −BT(UaX†a)σ ]}(ρ(t0))x(t0),
i.e., xρ(t0) = 0 as needed.
(iii) Let t0 ∈ [a, b) be right-dense and assume x(τ) = 0 for τ > t0. Then the continuity of x(t)
yields x(t0) = 0.
(iv) Let t0 ∈ (a, b] be left-dense and suppose that x(t0) = 0. By Remark 4.1, it follows that
KerXa(t) = KerXa(t0) for all t ∈ [t0 − δ, t0] with some δ > 0 small. In particular, KerXσa (t) =
KerXa(t) for t ∈ [t0 − δ, t0). Next, if a point t ∈ [t0 − δ, t0) is left- or right-dense, then M(t) = 0
follows from Lemma 7.1. If such a point t is isolated, then μ(t)M(t) = 0 by Remark 7.1, i.e.,
M(t) = 0 because μ(t) > 0 at such a point t . Hence, {Xσa (Xσa )†B}(t) = B(t) on [t0 − δ, t0). Now
Pa(t)w(t) = 0 means that [Xσa (t)]†B(t)w(t) ∈ KerXa(t) = KerXσa (t) for t ∈ [t0 − δ, t0). Thus,
we get B(t)w(t) = 0, i.e., B(t)u(t) = B(t)Ua(t)X†a(t)x(t) for t ∈ [t0 − δ, t0). The admissibility
of (x,u) now yields that the continuous function x(t) solves the system
x = [A(t)+B(t)Ua(t)X†a(t)]x, t ∈ [t0 − δ, t0), (67)
with the coefficient matrix A+ BUaX†a ∈ Cprd([t0 − δ, t0]), because X†a ∈ C1prd([t0 − δ, t0]) by
Lemma 2.1. Moreover, there exists 0 < ε < δ such that A+BUaX†a is regressive on [t0 − ε, t0),
because with t ↗ t0 we have μ(t) → 0, i.e., I + μ(t)[A(t) + B(t)Ua(t)X†a(t)] is invertible for
t ∈ [t0 − ε, t0). Fix now τ0 ∈ [t0 − ε, t0). By using Remark 2.1(ii), the initial value problem (67)
with the initial value x(τ0) has a unique solution. Let Φ(t) be the fundamental matrix of this
system with Φ(τ0) = I . Then Φ(t) is continuous and invertible on [t0 − ε, t0], and
x(t) = Φ(t)x(τ0) for all t ∈ [t0 − ε, t0). (68)
R. Hilscher, V. Zeidan / J. Differential Equations 230 (2006) 140–173 167Since x(t) is also continuous, we have for t ↗ t−0 that 0 = x(t0) = Φ(t0)x(τ0), i.e., x(τ0) = 0.
From (68) it follows that x(t) ≡ 0 for all t ∈ [t0 − ε, t0], which, by the time scale induction
principle, completes the proof. 
8. Results on piecewise constant kernel
The main result of this section is stated in the following theorem. It is a time scale generaliza-
tion of [26, Theorem 3]. Although the general idea of the proof is similar to the continuous-time
case, the proof itself is much more involved and is displayed at the end of this section after
deriving a number of needed results.
Theorem 8.1 (Piecewise constant kernel). Assume that the quadratic functional F0 is non-
negative over the zero endpoints. Then for any conjoined basis (X,U) of (S), the matrix
X(t) has piecewise constant kernel on [a, b], that is, there exist points {tk}mk=0 ⊆ [a, b] with
a = t0 < t1 < · · · < tm−1 < tm = b such that condition (28) holds. Moreover, we have
KerX(t) ⊆ KerX(tk−1)∩ KerX(tk) for all t ∈ (tk−1, tk), k = 1, . . . ,m. (69)
Conditions (28) and (69) are void on intervals (tk−1, tk), where tk = σ(tk−1).
Note that the above statement holds trivially when the time scale [a, b] contains only finitely
many (isolated) points.
Let (X,U) be a (fixed) conjoined basis of (S). Let (X˜, U˜ ) be the conjoined basis of (S) such
that (X˜, U˜ ) and (X,U) (in this order) are normalized, i.e., {X˜TU − U˜TX}(t) = I on [a, b]. Then
(14) implies that X˜XT is symmetric, and rank(X˜T XT) = n. For a parameter α ∈ R, consider the
conjoined basis (Xα,Uα) defined by
Xα := X + αX˜, Uα := U + αU˜. (70)
Then 1
α
(Xα,Uα) and (X,U) are also normalized for any α = 0.
Lemma 8.1. For any point t0 ∈ [a, b) there exist ε1 > 0 and α1 > 0 such that
Xα(t) is invertible for all α ∈ (0, α1] and t ∈ [t0, t0 + ε1], (71)
X(t0)X
T
α(t0) 0 for all α ∈ (0, α1]. (72)
Proof. By [25, Theorem 3.1.2], there exists α0 > 0 such that Xα0(t0) is invertible and
X(t0)X
T
α0(t0) = X(t0)XT(t0)+ α0X(t0)X˜T(t0) 0,
where the number α0 is chosen from the inequality
|α0| ·
∥∥X˜T(t0)∥∥min{∣∣λ(t0)∣∣, λ(t0) negative eigenvalue of X(t0)X˜T(t0)}.
Consequently, if t0 is right-dense, then Xα(t0) is invertible and X(t0)XTα(t0)  0 for all α ∈
(0, α0]. Joint continuity of Xα(t) in (t, α) implies the existence of ε1 > 0 and α1 ∈ (0, α0] such
that condition (71) holds, where the number ε1 can be taken such that t0 + ε1 lies in the time
scale [a, b]. Note that if t0 is right-scattered, then we make the trivial choice of ε1 <μ(t0). 
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point t0 ∈ [a, b) there exist α > 0 and ε¯ > 0 such that
Pα(t) := Xα(t)
[
Xσα (t)
]−1B(t) 0 for all t ∈ [t0, ρ(t0 + ε¯)], (73)
where Xα(t) is defined by (70).
Remark 8.1. From the proof below we shall see that when condition (73) is satisfied for some
α = α0, then it is also satisfied for all α ∈ (0, α0].
Proof of Proposition 8.1. Let (X,U) be a given conjoined basis and let t0 ∈ [a, b) be right-
dense. Let (Xα,Uα) be the conjoined basis satisfying conditions (71) and (72) from Lemma 8.1
and set Qα(t) := Uα(t)X−1α (t) on [t0, t0 + ε1]. Let ε2 > 0 be such that
I +μ(t)[A(t)+B(t)Qα(t)] is invertible on [t0, t0 + ε2] (74)
and t0 + ε2 lies in the time scale [a, b]. Since F0  0 is assumed, it follows that its restric-
tion to the time scale interval [t0, t0 + ε1] is also nonnegative when the endpoints are zero, i.e.,∫ t0+ε1
t0
Ω(x,u)(t)t  0 for all admissible (x,u) on [t0, t0 + ε1] with x(t0) = 0 = x(t0 + ε1).
Hence, since Xα is invertible, Proposition 7.1 (with P =Pα = Pα) yields
t0+ε1∫
t0
{
(u−Qαx)TPα(u−Qαx)
}
(t)t  0 (75)
for all admissible (x,u) on [t0, t0 + ε1] with x(t0) = 0 = x(t0 + ε1).
Condition (73) holds trivially when B(t) ≡ 0 on [t0, t0 + ε¯] with some ε¯ > 0. Thus, we assume
in the sequel that for all ε > 0, B(t) ≡ 0 on [t0, t0 + ε]. Now let ε¯ := min{ε1, ε2}, where ε1 is
from Lemma 8.1. Let t ∈ [t0, ρ(t0 + ε¯)]. Then we consider the following steps.
Step 1. If t is right-dense, then Pα(t) = B(t) 0, by Lemma 6.2.
Step 2. If there exist finitely many or infinitely many (converging to s0 > t0) right-scattered
points s ∈ [t0, t0 + ε¯) such that Pα(s)  0, then let s0 be the infimum of these points s. Set
ε¯ := s0 − t0 and then (73) holds.
Step 3. We are now left with the situation that there is a sequence {sk}∞k=1 of right-scattered
points in (t0, t0 + ε¯) such that sk ↘ t0 and Pα(sk)  0 for all k. Then there are vectors dk ∈ Rn,
|dk| = 1, with γk := dTk Pα(sk)dk < 0. This part is motivated by the proof of Lemma 6.2. Define
the function d(t) := dk for t = sk and d(t) := 0 otherwise in [t0, t0 + ε¯]. Consider the polynomial
g(τ) = c0 + c1τ + · · · + cnτn with |(c0, . . . , cn)| = 1, where the constants cj will be specified
later, and define
x(t) := Φt0(t)
t∫
t0
Φ−1t0
(
σ(τ)
)B(τ )d(τ )g(τ )τ, for t ∈ [t0, σ (s1)], (76)
where Φt0(t) is the fundamental matrix of the linear system
Y = [A(t)+B(t)Qα(t)]Y, Y (t0) = I.
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Since g(t) ≡ 0 and it has at most n zeros, then for some index k0 we have that g(t) = 0
for all t ∈ (t0, sk0 ]. Hence, from dTk0Pα(sk0)dk0 < 0 we have B(sk0)dk0g(sk0) = 0 and thus,∫ σ(sk0 )
sk0
Φ−1t0 (σ (τ ))B(τ )d(τ )g(τ )τ = 0. Therefore, the function x(t) defined by (76) is not
identically zero. Let
h(τ) := Φt0
(
σ(s1)
)
Φ−1t0
(
σ(τ)
)B(τ )d(τ ),
Lj :=
σ(s1)∫
t0
h(τ)τ j τ
(∈ Rn), j = 0, . . . , n,
and let L = [L0, . . . ,Ln] be the (n× (n+ 1))-matrix whose columns are the vectors Lj . Choose
now c := (c0, . . . , cn)T with |c | = 1 to be a nonzero solution of the system Lc = 0. Then
x(σ (s1)) =
∫ σ(s1)
t0
h(τ)g(τ )τ = Lc = 0. Put
u(t) := Qα(t)x(t)+ d(t)g(t), t ∈ [t0, s1].
Then from the variation of constants formula [8, Theorem 5.24] using the definition of x(t)
we get (suppressing the argument t) x = (A+ BQα)x + Bdg on [t0, s1], i.e., the pair (x,u)
is admissible on [t0, σ (s1)] with x(t0) = 0 = xσ (s1). Set now (x¯, u¯) := (x,u) on [t0, s1] and
(x¯, u¯) := (0,0) on [σ(s1), t0 + ε¯] (recall that s1 is right-scattered). Then from (75) with (x¯, u¯)
we have
0
σ(s1)∫
t0
{
(u−Qαx)TPα(u−Qαx)
}
(t)t = lim
k→∞
σ(s1)∫
sk
dT(t)Pα(t)d(t)g
2(t)t
= lim
k→∞
k∑
j=1
μ(sj )d
T
j Pα(sj )djg
2(sj ) = lim
k→∞
k∑
j=1
μ(sj )γj g
2(sj ) < 0,
because for each index j , γj < 0, g2(sj )  0, with g2(t) > 0 on [t0, sk0 ]. Thus, as k increases
to ∞, we are adding more and more negative numbers even though at the beginning we could
have each of the first k0 −1 terms equal to zero. This leads to a contradiction with (75). Therefore
(73) holds and the proof is now complete. 
Proposition 8.2. AssumeF0  0. Then for any conjoined basis (X,U) of (S) and any right-dense
point t0 ∈ [a, b) there exists ε > 0 such that KerX(t) is constant on (t0, t0 + ε] and
KerX(t) ≡ KerX(t0 + ε) ⊆ KerX(t0) for all t ∈ (t0, t0 + ε]. (77)
Proof. Let (X,U) be a given conjoined basis and let t0 ∈ [a, b) be right-dense. Let (Xα,Uα)
be the conjoined basis from Lemma 8.1 and let ε¯ > 0 from Proposition 8.1 be such that Xα(t)
is invertible on [t0, t0 + ε¯] and Pα(t)  0 on t ∈ [t0, ρ(t0 + ε¯)]. For t ∈ [t0, t0 + ε¯] define the
symmetric matrix H(t) := X−1α (t)X(t). Then KerH(t) = KerX(t) and, by (72), H(t0) 0. By
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(X−1α ) = −(Xσα )−1Xα X−1α and XTαU −UTα X = αI , we get
H = α(Xσα )−1B(XTα)−1 = αX−1α Pα(XTα)−1  0 on [t0, ρ(t0 + ε¯)]. (78)
Thus, H(t) is nondecreasing on [t0, t0 + ε¯] and H(t0)  0. Let λ1(t)  · · ·  λn(t) denote the
eigenvalues of H(t). Then, by [25, Proposition 3.2.3], λi(t) is nonnegative, continuous, and
nondecreasing on [t0, t0 + ε¯] for every i = 1, . . . , n. Set k := defH(t0) = defX(t0). Then
0 = λ1(t0) = · · · = λk(t0) < λk+1(t0) · · · λn(t0).
Now, to the right of t0, some of the eigenvalues λ1(t), . . . , λk(t) which are zero at t0, may become
positive, and then all positive eigenvalues will stay positive on a time scale interval, but the other
eigenvalues will stay zero on this interval because they are nondecreasing. Therefore, there is an
index l ∈ {1, . . . , k} and ε ∈ (0, ε¯] such that
0 = λ1(t) = · · · = λl(t) < λl+1(t) · · · λn(t) for all t ∈ (t0, t0 + ε].
Thus, l = defH(t) = defX(t) (l  k) for all t ∈ (t0, t0 + ε], i.e., KerX(t) is constant on
(t0, t0 + ε].
For (77), let c ∈ KerX(t0 + ε) = KerH(t0 + ε). Then, since H(t0)  0 and H(t) is nonde-
creasing, we get
0 cTH(t0)c cTH(t)c cTH(t0 + ε)c = 0 for all t ∈ [t0, t0 + ε].
Hence, c ∈ KerH(t0) = KerX(t0) and the proof is complete. 
Remark 8.2. Note that in order to derive condition (78) we actually needed Pα(t)  0 on
(t0, ρ(t0 + ε¯)] only, since we know that H(t) is continuous. This observation is crucial when
proving the corresponding statement in a left neighborhood of a left-dense point t0 ∈ (a, b], see
Propositions 8.3 and 8.4 below.
Before proving Theorem 8.1 we state the corresponding results for the left-dense point t0.
Lemma 8.2. For any point t0 ∈ (a, b] there exist ε1 > 0 and β1 > 0 such that
Xβ(t) is invertible for all β ∈ (0, β1] and t ∈ [t0 − ε1, t0],
X(t0)X
T
β(t0) 0 for all β ∈ (0, β1], (79)
where the conjoined basis (Xβ,Uβ) is defined by Xβ := X − βX˜ and Uβ := U − βU˜ .
Proof. It is similar to the proof of Lemma 8.1. 
Proposition 8.3. Assume F0  0. Then for any conjoined basis (X,U) of (S) and any left-dense
point t0 ∈ (a, b] there exist β > 0 and ε¯ > 0 such that
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[
Xσβ (t)
]−1B(t) 0 for all t ∈ [t0 − ε¯, t0), (80)
where Xβ(t) is defined in Lemma 8.2.
Proof. It is similar to the proof of Proposition 8.1 by symmetry. Note that the point t0 is excluded
in the statement of condition (80). 
Remark 8.3. From the proof of Proposition 8.3 it would follow that when condition (80) is
satisfied for some β = β0, then it is also satisfied for all β ∈ (0, β0].
Proposition 8.4. Assume F0  0. Then for any conjoined basis (X,U) of (S) and any left-dense
point t0 ∈ (a, b] there exists ε > 0 such that KerX(t) is constant on [t0 − ε, t0) and
KerX(t) ≡ KerX(t0 − ε) ⊆ KerX(t0) for all t ∈ [t0 − ε, t0). (81)
Proof. It is similar to the proof of Proposition 8.2 by symmetry. In view of (79), the func-
tion H(t) := X−1β (t)X(t) now satisfies H(t0)  0 and (suppressing the argument t) H =
βX−1β PβX
T−1
β  0 on [t0 − ε¯, t0) (excluding t0!). But Remark 8.2 yields that we have what
is needed to conclude that H(t) is nondecreasing on [t0 − ε¯, t0]. 
Combining the results of Propositions 8.2 and 8.4 we get the following proof.
Proof of Theorem 8.1. Let (X,U) be a given conjoined basis of (S). When there are only finitely
many points in [a, b], i.e., when there are no dense points, then the assertion holds trivially. Thus,
suppose that there is at least one right-dense point in [a, b) or left-dense point in (a, b]. Then
for each right-dense t0 ∈ [a, b) there is ε > 0 such that KerX(t) is constant on (t0, t0 + ε], by
Proposition 8.2. Also, for each left-dense t0 ∈ (a, b] there is ε > 0 such that KerX(t) is constant
on (t0, t0 + ε], by Proposition 8.4. Hence, by compactness of [a, b] and the continuity of X(t),
we conclude that KerX(t) is piecewise constant on [a, b]. Finally, condition (69) follows from
the combination of (77) and (81). 
Remark 8.4. A consequence of the constancy of the kernel of X(t) near any right-dense point t0
is that KerX(t) ⊆ KerX(τ) for all t, τ ∈ [t0, t0 + ε], τ  t . That is, for any conjoined basis
the kernel condition holds in a right neighborhood of any right-dense point. Or equivalently,
M(t) = 0 or T (t) = I on [t0, ρ(t0 + ε)].
Remark 8.5. Conditions (i) and (iii) of Theorem 4.2 with Remark 8.4 above together yield that,
under F0  0, a natural conjoined basis (Xa,Ua) has no generalized focal points in a right
neighborhood (t0, t0 + ε] of any right-dense point t0 ∈ [a, b).
At the end of this section we show that the main results (Theorems 4.1 and 4.2) of this paper
reduce in the continuous-time case to the main results of [26].
Lemma 8.3. Assume (i) and (iii) of Theorem 4.2. Then B(t) 0 for all points t ∈ (a, b) which
are right-dense and left-dense at the same time, except possibly at finitely many such points.
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tm = b such that KerXa(t) is constant on each time scale interval (tk−1, tk), k = 1, . . . ,m.
Let s ∈ (a, b) \ {t1, . . . , tm−1} be left-dense and right-dense. Then there exists ε > 0 such that
KerXa(t) is constant on (s − ε, s + ε) ⊆ (a, b) including the point s. Thus, by Lemma 7.1, we
get M(s) = 0, i.e., T (s) = I . Therefore, from the assumed P -condition we obtain B(s) =P(s) =
T (s)P(s)T (s) = T (s)Pa(s)T (s) 0. 
Corollary 1. If the time scale [a, b] is a real connected interval, then Theorems 4.1 and 4.2
reduce respectively to [26, Theorem 1] and [26, Theorem 2].
9. Proofs of main results
We are now ready to prove the main results of this paper. Let (Xa,Ua) be a natural conjoined
basis of (S).
Proof of Theorem 4.1. Necessity (⇒). Assume that F is positive definite. By Proposition 6.3,
the kernel condition (30) holds, while Proposition 6.2 yields the P -condition (34). Furthermore,
by Remark 7.2, we have that under the kernel condition P˜a = Pa = Pa . Thus, (Xa,Ua) has no
generalized focal points in (a, b]. Finally, from Lemma 6.3 we get the final endpoint inequal-
ity (32).
Sufficiency (⇐). Assume that (Xa,Ua) has no generalized focal points in (a, b] and (32)
holds. Let (x,u) be admissible with x(a) ∈ ImRa , x(b) ∈ ImRb , and x ≡ 0. Then, by Propo-
sition 5.2, we have x(t) ∈ ImXa(t) for all t ∈ [a, b]. Since the kernel condition implies that
KerXa(t) is piecewise constant on [a, b] and P˜a(t) = Pa(t)  0 on [a,ρ(b)], cf. Remarks 4.1
and 7.2, the global Picone formula (Theorem 7.2) and (32) yield F(x,u)  0. Finally, if
F(x,u) = 0 for such an admissible (x,u), then (32) implies x(b) = 0, which together with
formula (61) implies (62). Hence, the last part of Theorem 7.2 yields x(t) ≡ 0 on [a, b], which
completes the proof. 
Proof of Theorem 4.2. Necessity (⇒). Assume that F is nonnegative. Then Theorem 8.1
implies that Xa(t) has piecewise constant kernel on [a, b], Proposition 6.1 yields the image
condition (33), Proposition 6.2 yields the P -condition (34), and from Lemma 6.3 we get the final
endpoint inequality (35).
Sufficiency (⇐). Assume that (Xa,Ua) satisfies conditions (i)–(iv) and let (x,u) be admis-
sible with x(a) ∈ ImRa and x(b) ∈ ImRb . Then F(x,u)  0 follows from the global Picone
formula (Theorem 7.2), since x(b) ∈ ImXa(b)∩ ImRb . 
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