We derive and evaluate a quantum mechanical, self-consistent field theory of the photon-drag effect in simple metals. The calculation of the induced voltage across a flat surface illuminated with light is based on a scheme that allows the separate treatment of contributions that depend on bulk or surface response properties. The microscopic theory uses the time-dependent local density-functional approach in a numerical formulation similar to that for second harmonic generation, but incorporates finite damping. The results show a considerable sensitivity to the surface behavior of the responding electrons, with the strength of the surface contribution increased by two orders of magnitude compared to an earlier hydrodynamic estimate.
I. INTRODUCTION
In this paper we complete the development of a theory of photon-drag effects in simple metals. Our goal has been to derive results at the same level of sophistication and accuracy as has been worked out for second harmonic generation ͑SHG͒.
1,2 Many of the details are quite different because the experimental phenomena are so distinct. For SHG one seeks to describe radiation patterns, while photon drag involves dc effects: induced currents and voltages. Still there are fundamental similarities in their analysis because both sets of phenomena arise from the second-order response of electrons near an interface to an applied field.
In an earlier paper 3 we examined photon-drag effects within a hydrodynamic model of the electrons' dynamics. Such a model is crude but tractable and allowed us to approach the problem at different levels of approximation. From this analysis we established the reasonable accuracy of the following parametrization scheme. Consider a wide beam of monochromatic light incident at angle on a flat surface of jellium metal. A steady current flowing parallel to the surface is induced, along with a dc voltage difference along the surface normal. If the resistive scattering rate for the electrons does not vary with position near the surface, the time-averaged current per unit width ͑of the incident light beam͒ may be found from 3, 4 ͵ dx͗J ʈ ͘ϭ 0 ͩ ͗S͘ n b ec ͪ sin cos ͑1ϪR͒, ͑1͒
where ͗S͘ is the time-averaged incident Poynting flux, R the light's reflection coefficient, and 0 the metal's dc conductivity, 0 ϭn b e 2 b /m with n b and 1/ b the bulk electron density and scattering rate, respectively. The other variables in Eq. ͑1͒ are fundamental constants for an electron, eϽ0 and m, and the speed of light c. The variable of integration, x, represents the normal coordinate. The reflection coefficient depends on the polarization of the light and may be calculated from classical ͑local͒ optics. The contributions to ͐dx͗J ʈ ͘ from s-and p-polarized light add without interference. Equation ͑1͒ is straightforward to evaluate and, as long as 1/ is spatially constant, should be accurate to within a few percent. Specifically, corrections due to nonlocal optics should not be significant. 3 Matters are different for the induced voltage across the surface. This is defined by ͗⌬E͘ϭϪ͐dx͗E ind ͘, where ͗E ind ͘ is the time-averaged field normal to the surface produced at second order by the charge redistribution. Under the same assumptions that lead to Eq. ͑1͒ we showed that
with ⌫ x (s) ϭ(1ϩR s )cos 2 for s waves while for p polarization
Here ⑀ b is the bulk dielectric function, t p the Fresnel transmission amplitude for a p wave, and h a real-valued dimensionless parameter that requires microscopic evaluation. Except for h, the ingredients of Eq. ͑2͒ are just as easy to calculate as those in Eq. ͑1͒ and the accuracy should also be at the few percent level. The parameter h, however, requires a nonlocal response calculation and its magnitude is quite sensitive to the microscopic description of the surface. It was further demonstrated in Ref.
3 that h may be found from a one-dimensional, electrostatic calculation. Consider the application of an electric field along the surface normal, with a spatially uniform amplitude E A and frequency . The electrons' response to this field will produce at first order an induced surface charge density Re͓ 1 e Ϫit ͔ and at second order an induced density profile from which one extracts the time-averaged, but spatially varying part ͗ 2 (x)͘. Then h is given by
͑4͒
Throughout this recipe for h, one may set c→ϱ and ignore magnetic fields. Thus a nonretarded, density response calculation suffices to determine h and the result depends only on , and not on . Within the hydrodynamic model we checked that this relatively simple prescription can reasonably reproduce a full evaluation of ⌫ x (p) . 3 Since the importance of retardation ͑finite c) should not depend on whether one is using hydrodynamics or quantum mechanics to describe the near-surface response, we shall use here the prescription ͑4͒ in a quantum mechanical calculation.
The spirit of our approach is very similar to that used in second harmonic generation, where in the simplest jellium model the full result is determined by several macroscopic parameters (, ⑀ b , polarization͒ and one complex-valued, dimensionless parameter which is sensitive to the microscopic surface physics. This parameter is called a and in our notation it is determined by
where 2 (x,2) is the complex amplitude of the nonretarded induced charge density at second order with frequency 2. The justification for this recipe also comes from hydrodynamic model calculations. 5 The equation where a appears in SHG ͑Refs. 1, 2, 5͒ is quite different in form from Eqs. ͑2͒,͑3͒ where h appears, but the similarity of Eqs. ͑4͒,͑5͒ is obvious and shows why the surface sensitivity of photon drag and SHG should be essentially the same.
So to complete our theory we need a microscopic, quantum-mechanical calculation of h. This will be done here within a time-dependent local density-functional approximation ͑TDLDA͒. In Sec. II we describe the formal response theory and how we set up its numerical evaluation. Detailed results are shown in Sec. III and we end in Sec. IV with a comparison of different microscopic estimates of h. This paper is focused on a particular calculational scheme. For a broader perspective on the photon-drag problem, the reader can consult Ref. 3 for citations that survey earlier work. Papers published since then include Refs. 6-8 but these mainly address photon-drag currents in quantum wells.
II. THEORY

A. Density-functional response
By using density-functional theory we are led to calculations of how a single electron moves in an effective potential energy V ͑Ref. 9͒ V͑x,t ͒ϭe͑ x,t ͒ϩ xc ͓n͑ x,t ͔͒. ͑6͒
For a jellium model and with the applied field normal to the surface, V depends only on the normal coordinate x and the time t. It has two distinct contributions. The first is from the Hartree potential, which obeys
and is a linear but nonlocal function of the charge density. The second is due to exchange and correlation effects and is to be calculated from
where ⑀ xc is the average exchange and correlation in a uniform electron gas of density n. We use the standard HartreeFock result for the exchange part 10 and Wigner's interpolation formula for the correlation part. 9 Note that xc in Eq. ͑6͒ is a local but nonlinear function of the electron density.
Our aim is to use perturbation theory to calculate induced densities and for that we need to separate V into pieces of different order in the applied field, whose strength is E A (t). We write
with iϭ0,1,2, . . . . At zeroth order the potential energy is time independent with 0 determined by the total charge density
where eϽ0 and the ͑positive͒ jellium background sits in x Ͼ0. The other contribution to V 0 (x) is
where n 0 (x)ϭ 0 (x)/e is the ground state density of the electrons. One solves for n 0 by an iterative loop until selfconsistency is obtained.
2,9,11
At first order one has
where xc Ј (x)ϭ(‫ץ‬ 2 /‫ץ‬n 2 )(n⑀ xc ), evaluated at nϭn 0 (x). The Hartree potential has contributions from both the applied field E A (t) and the field produced by the first-order charge density, 1 (x,t):
The ϳ in the second line means that we have dropped a constant contribution, which cannot change the response. The E in that appears here is the electric field deep inside the metal. We imagine that the metal is a thick slab that has been inserted between the ͑parallel͒ plates of a capacitor. The charge on the capacitor plates produces E A , whose value does not depend on the metal slab. The field near the center of the slab ͑at x c in our coordinates͒ is
͑14͒
We assume the slab is thick enough that 1 is negligible near x c . It also vanishes near x v , which is in the vacuum outside the metal but still between the capacitor plates. Although our interest is in the induced charge density on the left side of the slab ͑near xϭ0), to derive Eq. ͑14͒ one must acknowledge that a charge density of opposite sign is induced simultaneously (c→ϱ) on the right side of the slab. At second order one has
where xc Љ (x)ϭ(‫ץ‬ 3 /‫ץ‬n 3 )(n⑀ xc ) evaluated at nϭn 0 (x). The Hartree potential is determined solely by the electron charge density 2 (x,t):
To derive this result we have used the assumption that no net charge is induced in second order near either surface; i.e.,
This assumption fails above the threshold for photoemission due to the outgoing stream of electrons that extends indefinitely far into vacuum. We consequently shall not evaluate 2 and h above the vacuum threshold. There is no such constraint on a and SHG because at 2, 2 always vanishes in vacuum.
So far we have allowed for a general time dependence. Now we specialize to the monochromatic case E A (t) →E A e ␥t cos t with E A real and ␥ positive. The factor e ␥t slowly turns on the perturbation, whose effect we examine near tϭ0. We find at first order with 1 (x,t) → 1 2 ͓ 1 (x,)e Ϫit ϩ 1 (x,Ϫ)e it ͔e ␥t and a similar form for V 1 that
The linear response matrix at zero temperature is determined by
where k F is the Fermi wave vector, k (x) a ͑real-valued͒ occupied wave function for motion along x and energy ⑀ k Ͻ⑀ F , the Fermi energy, and G a one-body Green's function ͑see below͒. For second order matters are more complicated since the response is at both ⍀ϭ2 and ⍀ϭ0. We write 2 (x,t)→ 2 (x,0)e 2␥t ϩ 1 2 ͓ 2 (x,2)e Ϫ2it ϩ 2 (x, Ϫ2)e 2it ͔e 2␥t where 2 (x,0) is real and the complex amplitudes obey 2 (x,Ϫ2)ϭ 2 *(x,2). 12 Then response theory leads to 13,14
The sum on P is over permutations of the variable pairs (x ␣ , ␣ ) and (x ␤ , ␤ ) and the new response matrix is
The Green's functions that appear here and in Eq. ͑19͒ are defined by
G͑x,xЈ;⑀ϩiប␥ ͒ϭ͗x͉͑ ⑀ϩiប␥Ϫh 0 ͒ Ϫ1 ͉xЈ͘, ͑25͒
with h 0 the ͑one-dimensional, one-body͒ ground state Hamiltonian. A more practical representation is as
G͑x,xЈ;⑀ϩiប␥ ͒ϭ 2m The numerical evaluation of Eqs. ͑18͒-͑26͒ is a long, detailed process and we checked at several stages that our results are consistent with the pioneering calculations of Feibelman 15 ͑at first order͒ and Liebsch 1,2 ͑at second order͒. Our approach differs from theirs in one important way. The damping parameter ␥ is not treated as infinitesimally small, but instead is set to a few percent of ⑀ F /ប. This causes Friedel oscillations to damp more quickly as one moves into the bulk, which in turn stabilizes the numerics. The introduction of ␥ has the mathematical effect of making us calculate at complex-valued energies. The bulk dielectric function under this approximation appears as
where the square of the plasma frequency is p 2 ϭ4n b e 2 /m. For ␥Ӷ we can write
which is the Drude form with scattering rate 1/ϭ2␥. So from this point of view, finite ␥ is allowing for incoherent scattering. However, the global replacement →ϩi␥ is not a consistent treatment of such scattering. 16 As we will discuss in Sec. III there is a greater dependence on ␥ in second-order quantities.
B. Sum rules
Using the equations above we have numerically evaluated 2 (x,⍀) near the jellium surface. However, the calculation of h or a from Eqs. ͑4͒ or ͑5͒ is generally not reliable because of long-ranged Friedel oscillations. Fortunately it is possible to relate h and a to alternate integrals that are more tractable. We derive these here using the capacitor geometry.
The argument is based on calculating in different ways f 2 , the ͑second-order͒ force per unit area on the left half of the jellium slab. We first write f 2 using the total electric field as
where we have suppressed time arguments for the secondorder amplitudes E 2 and 2 . From Poisson's equation one can replace
where x v is outside the metal. Because of Eq. ͑17͒, ‫ץ‬ 2 /‫ץ‬x vanishes near both x v and x c . Substituting Eq. ͑29͒ into Eq. ͑28͒ and reversing the integration order yields
͑30͒
The alternate route to f 2 writes it as the sum of the forces exerted by all the electrons in the slab on the nuclei ͑jellium͒ on the left side of the slab:
A f 2 ϭ ͚ F e on n l (2) , ͑31͒
where A is the slab's area. Using Newton's third law and Eq. ͑17͒, which implies that the second-order disturbance of electrons on the left ͑right͒ can produce no electric field nor feel a net force from charges on the right ͑left͒, we obtain A f 2 ϭϪ ͚ F n on e l (2) .
͑32͒
This expresses ϪA f 2 as the sum of forces exerted by all the nuclei ͑jellium͒ on the electrons on the left side of the slab. We next want to reexpress Eq. ͑32͒ using Newton's second law, but must be careful with its form since the number of electrons on the left is changing in time. Begin with the sum of the ͑left-side͒ electrons' momenta: (1/A) ͚ p ϭ͐ x v x c dxnmv. Since both n and v are space and time dependent,
where in the second line we have used the equation of continuity. Then integration by parts yields
Here we have replaced the total ͑convective͒ time derivative of mv by F tot , the total force on an electron at x. The velocity of the electron fluid at x c can be found from the rate of change of the number of electrons on the left,
Now we use Eq. ͑34͒ at second order to reexpress Eq. ͑32͒ as
ϩA ͵
The last three terms here are additional forces that act on the electrons on the left side of the slab. For a complete TDLDA calculation F ext vanishes, but if one omits exchange and correlation terms while calculating the first-and second-order responses, it is needed. We call such a calculation RPA for random phase approximation and one has F ext (RPA) ϭϪ‫ץ‬ xc (0) /‫ץ‬x. 1,2 Since E A is spatially constant,
The term with electron-electron forces nearly cancels out by action-reaction, except for the force on the first-order electron disturbance on the left due to the field E 1 r→l produced by the first-order electron disturbance on the right:
͚ F e on e l (2)
Finally one may replace in second order Ϫ(d/dt)(͚p) (2) ϭϪ(d 2 /dt 2 )(͚mx) (2) . To proceed further we need to be specific about the time dependencies. At first order we focus on quantities that vary at ϭϩi␥. Then we can use Gauss's law to relate E A to the complex amplitude 1 ,
Moving to second order, we begin with SHG, where we seek the amplitude of e Ϫi⍀ t with ⍀ ϭ2 . Combining Eq. ͑30͒ and ͑36͒,
The contributions in the square brackets simplify:
͑40͒
Comparing with Eq. ͑5͒ we find the sum rule result
. ͑41͒
This is equivalent to the result in Ref. 2 and corrects the formula in Ref. 1. 18 For photon drag the first order ingredients are the same, but at second order we need the amplitude of e Ϫi⍀ t with ⍀ ϭ2i␥. The only formal change in Eq. ͑39͒ is with the square bracket terms which become real valued:
͑42͒
Then a comparison with Eq. ͑4͒ yields the sum rule for h,
As →0, 2 (x,2)→ 2 (x,0), and h→a/8. 3 Furthermore, in a system that is strongly charged positive, 2 becomes negligibly small before x has decreased to zero, so h→a/8 →Ϫ1/4 for all frequencies ͑below the photoemission threshold͒.
3
III. RESULTS
We begin with the overview of Fig. 1 which shows the photon drag h parameter evaluated from Eq. ͑44͒ as a function of the incident photon frequency for a sequence of metals. The ͑dimensionless͒ bulk density parameter 19 r s ϭ2,3,4,5 and in each case the damping is fixed at ␥ ϭ0.02⑀ F /ប. Results are shown only for frequencies up to the work function, which ranges from 3.9 eV for r s ϭ2 down to 2.7 eV for r s ϭ5. Over this range h shows remarkably little structure, simply decreasing monotonically from its zero frequency limit. We expect that h diverges at the photoemission threshold, but since the calculations are done with a fixed vacuum cutoff k F x v ϾϪ15, we do not pick up the sudden onset of this divergence. Corresponding plots of the SHG a parameter show considerably more structure, 1,2 in part because the SHG response involves 2 components while photon drag probes behavior only at and dc. Also, the a parameter spectrum extends beyond the photoemission threshold.
Moving back in the calculation, we show in Fig. 2 14 At larger r s or smaller damping our computer codes have difficulties, primarily due to the long range of Coulomb interactions and driving terms.
14 However, we have been able to reduce the anomalies by rescaling or shifting intermediate results in order to satisfy exact criteria. For instance, in linear response we find that our numerical 1 does not exactly satisfy Eq. ͑38͒, missing at worst by a few percent. Before calculating V 1 and V 2 and proceeding to the second-order calculation we rescale 1 (x,) so that its integral over x exactly matches Eq. ͑38͒. For the second-order response we similarly find that our computed 2 does not satisfy Eq. ͑17͒. The resulting net charge on the surface can make the calculation of h or a unreliable. To remedy this error, we subtract from the computed 2 a constant multiple of 1 evaluated at ⍀ :
The parameter is chosen so the ''improved'' version of the second order density, 2 (impr) , exactly satisfies Eq. ͑17͒. These modifications are of little consequence for larger values of the damping, say, ␥/⑀ F Ͼ0.02 for r s ϭ2, but are crucial for allowing us to obtain a smooth and reasonable dependence of our results as ␥→0. The final results for h are roughly linear in ␥, as illustrated in Fig. 3 , which shows that there is more sensitivity to the choice of ␥ at larger frequencies. The general magnitude and frequency dependence of h do not, however, depend on the choice of ␥.
IV. COMPARISONS
We finish by showing that different models of the electrons' behavior near the surface lead to quite different results. Figure 4 shows the photon-drag charge density determined in three separate ways for the same bulk density, damping, and applied frequency. The LDA curve is from Fig. 2 while the hydrodynamic result is produced from the theory of Ref. 3 . We calculated the curve for the infinite barrier model ͑IBM͒ as a preliminary to setting up the LDA code.
14 For the IBM, the ground state potential energy V 0 is modeled by an infinite barrier located a distance 3/8k F beyond the edge of the jellium and its eigenstates are pure sine waves. This makes a RPA calculation of its response straightforward. The remarkable feature of Fig. 4 is how large the differences are between the predictions of the three models. The hydrodynamic 2 has a discontinuity at the surface and of course lacks Friedel oscillations as one moves into the bulk. Its magnitude is also much smaller than either of the two quantum mechanical results. The two quantum results also differ considerably from each other. The LDA induced charge density is pulled much farther into vacuum and has stronger Friedel oscillations into the bulk. Clearly, 2 is highly sensitive to the ground state density model, as expected. 2, 15 The associated values of h are also very different. For the LDA case, h is sufficiently negative to be able to change the sign of the induced voltage across the surface. This is illustrated in Fig. 5 , which plots ⌫ x (p) of Eq. ͑3͒ versus the angle of incidence for several possible values of h. For the typical size of h from hydrodynamic or IBM calculations, the voltage's sign never changes but the LDA results found here do lead to predicted sign changes. The experimental observation of such behavior would be an important confirmation of the contribution of h, which in turn should exhibit a strong dependence on surface conditions.
