Generative models have made significant progress in the tasks of modeling complex data distributions such as natural images. The introduction of Generative Adversarial Networks (GANs) and auto-encoders lead to the possibility of training on big data sets in an unsupervised manner. However, for many generative models it is not possible to specify what kind of image should be generated and it is not possible to translate existing images into new images of similar domains. Furthermore, models that can perform image-to-image translation often need distinct models for each domain, making it hard to scale these systems to multiple domain image-to-image translation.
I. INTRODUCTION
The introduction of Generative Adversarial Networks [1] (GANs) provided a way to generate realistic images through a model that can be trained in an unsupervised fashion. While it has been observed that images produced by GANs can be sharp and realistic, the original GAN model does not provide any control over what kind of image is generated. Furthermore, it does not provide a way to modify existing data samples, but can only generate new ones. Since then, GANs have been extended to also support or handle tasks such as imageto-image translation and controllable image generation, two tasks that require the modeling of high-dimensional data and a certain amount of understanding about the content of images.
Image-to-image translation takes as input some image and tries to "translate" it into a different domain. This can, for
The authors gratefully acknowledge partial support from the DFG under project CML (TRR 169) and the EU under project SECURE (No 642667). example, include changing the overall style of the image [2] , translating the objects within the image into similar ones [3] , [4] or manipulating certain aspects of the image, e.g. by changing facial characteristics [5] , [6] . One difficulty in imageto-image translation is that it is often an unsupervised problem, i.e. we do not have a ground truth of what the translated image should look like. If we have, for example, the image of a male face and want to translate it into a female face, we usually have no image to compare it with and there are many different ways in which a male face could be modified to look more like a female one. Additionally, many current techniques need to train individual translators for each domain. This quickly becomes unfeasible as the number of domains increases, since for k domains k(k − 1) translators would be needed.
Controllable image generation is a related problem in which we want to exert some control over what kind of image is generated. This could for example mean specifying what kind of a digit is generated or whether a generated face should be male or female [7] - [9] . This is usually achieved by providing a label to the generator and discriminator. Since the discriminator gets correctly labeled data samples from the real data distribution it learns to associate the labels with specific features in the images. In order to fool the discriminator the generator then learns to generate images that correspond to the provided labels. While this requires a (partially) labeled training set, it provides us with more control over what kind of images are generated and has also been shown to improve the image quality [10] .
So far, many of the methodologies focus on either image generation or image translation, but can rarely do both tasks. However, working in the domain of images there is conceptually not a big difference between translating images from one domain into another, or generating a new image according to certain conditions. Furthermore, many of the systems that perform image translation need distinct translators for individual domains -an approach that does not scale well with multiple domains. Additionally, many of the approaches need labeled training images for each of the domains they work with. Finally, most image translation methods encode the image information in entangled representations without easy access to the domain information or sometimes even exclude the domain information entirely from the image representation.
Our approach, on the other hand, aims at performing both, generating new images and translating between multiple domains with only one model. It does only need few labeled training samples and encodes all information into the representation for the generator to use. Information important for the respective domains is encoded in a disentangled manner and we can even detect unknown data-generating factors without the need for any labels. For this, we make use of a generator G that generates an image X from a vector Z, and an encoder E that encodes images X into a representation Z. In order to gain control over the images, Z is divided into two parts (u, c). Here, u encodes image characteristics that we do not want to model explicitly, while c encodes characteristics that we want to control, e.g. which digit of the MNIST data set should be generated.
We then train the encoder to encode provided labels into c and all other information into u, while the generator is trained to construct realistic images from (u, c). This methodology already offers the possibility of translating images by using the encoder to get an image representation Z = (u, c), changing c to the desired domain (e.g. changing the image class) and using the generator to generate the translated image. To also offer a way to generate new data samples we introduce a discriminator D that takes as input the representation Z and the according image X and tries to determine if the pair (Z, X) came from the generator or the encoder. Both the encoder and the generator try to build pairs (X, Z) that are classified incorrectly by the discriminator. This has two beneficial effects: firstly, it encourages the encoder and the generator to learn inverse functions of each other [11] which should minimize the reconstruction error X − G(E(X)), and secondly, it forces the generator to generate meaningful and controllable images from randomly sampled Z.
To summarize: we propose a model that can do both controllable image generation and image-to-image translation between multiple domains based on information encoded within the representation. We only need very few labeled training examples (less than 2% on all tested data sets) and can even detect unknown data-generating factors, which can also be used for controllable image generation and translation. All information is directly encoded in the latent representation in a disentangled manner to which both the generator and the encoder have unrestricted access at all times during training.
II. RELATED WORK
Mirza et al. [7] introduced conditional GANs by supplying both the generator and the discriminator with labels. Perarnau et al. [12] train two encoders with the help of a previously trained conditional generator where one encoder maps the image into a representation while the second encoder maps the image into a condition (e.g. the class label). Using the learned representation of an image a new condition can be specified to translate the original image. However, this approach only trains the encoder after the generator has already been trained, limiting the possibilities of interaction between the generator and the encoders. Additionally, all real data that is used during training the encoders needs to be labeled. Both Donahue et al. [13] and Dumoulin et al. [11] suggest training the encoder jointly at the same time as the generator. While this offers ways of encoding images, it does not offer any controllability over what kind of images are generated, nor does it offer the possibility to translate images into other domains.
Chen et al. [14] introduced GANs for disentangled representations. Training proceeds completely unsupervised and the model learns to disentangle underlying data-generating factors, which are modeled directly in the latent representation. These disentangled representations can then be used to control what kinds of images are generated. However, there is no control over which data-generating factors are learned and they do not necessarily coincide with human-interpretable factors (e.g. class labels). Spurr et al. [8] extended this setting by incorporating some labels into the training process. Through this they have more control over which data-generating factors the generator learns, while still being able to also learn unlabeled or unknown data-generating factors. In addition to the generator and discriminator Li et al. [15] use a classifier to achieve a controllable generator. The data distribution is characterized by the classifier and the generator, while the discriminator only focuses on distinguishing between real and generated samples. However, all three systems lack the capability of mapping existing images into latent representations, i.e. they do not offer the possibility of image-to-image translation. Hinz et al. [16] introduced a model that learns disentangled representations for both generated and real data. While this model learns representations for existing data it can not translate between different domains and there is no control over which kind of data-generating factors are learned.
Zhang et al. [9] developed a model that is capable of both generating new images and translating existing ones. For this they split up the latent representations into two parts, encoding label information and other (unstructured) information. The labels are used for semi-supervised training and two additional inference networks are introduced which map images into the two parts of the representation. However, the model can only translate images based on the labels that are originally supplied, i.e. it cannot learn new data-generating factors and it needs individual inference networks for different parts of the representation. Choi et al. [17] can also perform multi-domain image translation within one model, but require a fully labeled training set or the need to employ a specifically developed technique to deal with samples that are not fully labeled.
Shen et al. [6] model the image manipulation operation as learning the residual, i.e. learning the "difference image" between the original and the translated image. For this, they need two networks for each attribute in order to model inverse operations, e.g. one network to add eyeglasses and one network to remove glasses. Lample et al. [5] use an encoder-decoder architecture for manipulating certain attributes of faces while keeping the rest of the image constant. This is achieved by making the representations invariant to the attributes, i.e. a representation encodes a face without the learned attributes and the generator gets the "base" representation plus the desired adversarial loss: L adv adversarial loss: L adv attributes. They need labels for each image during training and can also not detect novel data-generating factors. The procedure also imposes constraints on the representation, since it cannot encode the respective attributes which might have negative impacts on the quality of the learned representations.
III. METHODOLOGY Our model consists of a generator G, an encoder E, and a discriminator D. The generator takes as input a vector Z and transforms it into an image X, while the encoder takes as input an image X and maps it into a latent representation Z. The discriminator takes as input both an image X and a latent representation Z, and tries to determine whether the pair came from the generator or the encoder. Fig. 1 gives a highlevel overview over our model. The latent representation Z is split up into two parts (u, c), where u encodes unstructured information and noise, while c encodes structured information and data-generating factors such as for example class labels.
G and E work together in that E takes as input an image, maps it into a latent representation, and G uses this representation to generate an image from it. Alternatively, the generator gets as input a randomly sampled representation Z and transforms it into an image from which the encoder tries to infer c. This is to ensure that the generator indeed uses the information provided in c as well as to detect previously unknown data-generating factors. The discriminator and its adversarial loss are used to improve the image quality and to encourage G and E to model inverse functions.
In order to ensure that the latent representation Z encodes the information that is needed to reconstruct the original image, we minimize the reconstruction loss, where E is the encoding part and G takes the role of the decoder:
In contrast to other approaches, we do not condition the generator on additional labels to control the image generation process, but instead encode all the necessary information directly within the latent representation Z, more specifically in c. To achieve this, c is made up of both categorical values c cat and continuous values c cont and the generator learns to associate these values with certain attributes or characteristics. To achieve this, we maximize the mutual information I(c, G(u, c)), i.e. the mutual information between c and the images generated from (u, c). Maximizing the mutual information directly is hard as it requires the posterior P (c|x), and we therefore follow the approach by Chen et al. [14] and define an auxiliary distribution E(c|x) to approximate P (c|x), where E is parameterized by our encoder. We then maximize the lower bound
For simplicity reasons, we fix the distribution over c and, therefore, the entropy term H(c) is treated as a constant.
While this approach is completely unsupervised and can detect meaningful characteristics that are encoded through c by itself, it has the drawback that we cannot specify certain characteristics that we want to be encoded within c (e.g. class labels). To remedy this, we introduce an additional cost, i.e. for a small subset of labeled data points we train E in a supervised manner to encode the provided information within c:
where y i are labels such as class labels or characteristics like hair color or the presence of glasses and y * i are the encoder's predictions. Crucially, this process is only used to "guide" the encoder into associating certain specified information with given parts of c. Since the generator and the encoder are trained in a joint fashion (for maximizing the mutual information I(c, G(u, c)) and the reconstruction loss), the generator quickly picks up on the characteristics and their associated encodings and generates images with similar characteristics for similar encodings.
As a result, we only need comparatively few labeled data points for this process and the data points need not even be fully labeled. For example, if we have an image of a person's face with a given label that indicates the presence or absence of a smile, we can use this label to train the encoder to associate the presence or absence of a smile with a given part of c while ignoring the parts of c that encode other information. This also means that we can still use the model to learn to encode unlabeled characteristics within c while using other parts of c to encode predetermined characteristics.
Finally, to ensure that the images generated by G are realistic, that E and G learn to model inverse functions, and that E models u according to the chosen distribution we use a discriminator D. This discriminator tries to determine whether a pair of a latent representation and the associated image, i.e. either ((u, c), G(u, c)) or (X, E(X)), comes from the encoder E or the generator G. Both E and G try to learn transformations that make the discriminator mis-classify their representation-image pair, i.e.
This leads to our final objective function for training the whole model:
where λ i , i = 1...4 are used to weight the impact of the individual loss terms. Given this model, we can now encode real or generated images into a latent representation Z = (u, c). The characteristics learned in c are either specified through a limited amount of labeled training data or discovered in an unsupervised way by G and E. We can now use G to generate new images with given characteristics specified by c. We can also use G and E for image-to-image translation by obtaining the representation of a given image through E, modifying image characteristics by changing values in c, and generating the new image with updated image characteristics.
IV. IMPLEMENTATION
The generator is implemented as a deconvolutional neural network, while the encoder and the discriminator are convolutional neural networks. For the SVHN and the CelebA data sets we use the same architecture, while we use slightly smaller networks for the MNIST data set. For an overview of the used architectures see Table I .
In our experiments the weight λ 1 for the supervised loss was set to 10 to ensure that the encoder learns the labeled data correctly, the weighting λ 2 of the reconstruction loss was set to 1, and λ 3 and λ 4 were linearly increased from 0 to 1 during the first 1000 (10000) iterations on the MNIST (SVHN, CelebA) data set. We train the model for 50000, 150000 and 300000 iterations respectively on the MNIST, the SVHN, and the CelebA data set. The learning rate is 0.0001 for the discriminator and 0.0003 for the generator and the encoder, and the batch size is 64 in all experiments. For training, we use the Adam optimizer [18] with β 1 = 0.5 and β 2 = 0.999. Since we only use a small amount of labeled data, we initially favor drawing labeled samples from the training set. In the beginning of the training process the probability of drawing labeled data is therefore one. During the first 1000 (10000) iterations on the MNIST (SVHN, CelebA) data set this probability is linearly decreased until it reaches the actual labeled sample ratio in the data set. For our latent representation, u is sampled from a uniform distribution U (−1, 1), while c is split up into categorical and continuous variables c cat and c cont . For the categorical variables we use the softmax activation in the final layer, while the continuous variables are modeled as a factored Gaussian.
V. EXPERIMENTS
We test our model on the MNIST, the SVHN, and the CelebA data set. On the MNIST and the SVHN data set the labeled information consists of class labels (digit type), while on the CelebA data set the labeled information contains attributes such as hair color and gender. For each data set we train a classifier to quantitatively assess the controllability of our generator and qualitatively examine the model's capability to translate images from the respective test sets.
On the MNIST data set we model u as a 16-dimensional vector, while c consists of a 10-dimensional categorical vari- . Image generation (model trained with 100 labels): for each column the random vector u is kept constant, while the categorical variable encoding class information is changed for each row. In the first five columns we vary c 1 from -1 to 1, in the second five columns we vary c 2 from -1 to 1.
able c cat which encodes class information and two continuous variables c 1 , c 2 ∼ U (−1, 1) . At regular intervals during the training process we generate 500 new images of each class by specifying c cat accordingly and use a previously trained classifier (99.43% accuracy on the MNIST test set) to classify them. The development of the generator's accuracy (averaged over 10 independent runs) is depicted in Fig. 2, and Table II gives the average accuracy at the end of training. We can see that for 50 and 100 samples the generator generates the desired digits with a very high accuracy and some generated samples are shown in Fig. 3 .
When we use only 20 labeled samples the generator sometimes "mixes up" two classes (e.g. 4 and 9), which then leads to a lower accuracy of only roughly 80%. The chances of this happening are around 50% and this explains the comparatively low generator accuracy when only 20 labels are used. This problem does not occur when marginally more samples are used and for 50 labeled samples this problem did not occur anymore. Zhang et al. [9] achieve a good performance even with 20 labels but have to use two distinct inference networks, one for the class information and one for the unstructured part of the representation. Spurr et al. [8] , who only focus on learning a controllable generator, report that they need a minimum of 132 labels to achieve their goal.
Not only do we have control over what kind of digit is generated by the generator, but we can also control the stroke width and digit rotation by modifying c 1 and c 2 . These characteristics were identified without any labels by maximizing the mutual information between c 1 , c 2 , and the images generated from them. Fig. 3 also shows these characteristics by interpolating c 1 from -1 to 1 in the first five columns and c 2 in the last five columns. Fig. 2 also shows the development of the encoder's accuracy measured on the test set. We can see that the accuracy approaches around 96% for 50 and 100 labels. While this is not the optimal known state-of-the art for this number of labels we still achieve reasonable performance even though this is not our main training criterion. Other approaches that outperform ours with the same amount of labels usually focus explicitly on the encoder accuracy and the system is trained to determine the digit classes. Our model, on the other hand, does not only encode the digit identity, but also other information about the image such as general style, stroke width, and digit rotation.
Finally, we show that we can translate images from the test set into other classes in Fig. 4 and interpolations between test set images in Fig. 5 . The first column in Fig. 4 images from the MNIST test set, while the other columns show the translation of that image to other digit classes.
We can see that general style information as well as stroke width and digit rotation are consistent across the translations. In Fig. 5 , the first and last columns show images from the MNIST test set, while the intermediate columns depict linear interpolations between the two images. We see that the interpolations progress smoothly and often change class identities around midway through the interpolation, when the "class label" in the representation has the same probability for the respective start and end classes. On the SVHN data set we model u as a 128-dimensional vector, while c consists of four categorical variables and four continuous variables. We use c cat1 to encode the class information (10 classes), while the other three categorical variables are five-dimensional. Again, we track the performance of the generator during training with the help of a previously trained classifier (94.51% accuracy on the test set). Fig. 2 shows that the accuracy of both the generator and the encoder increases with the amount of labels, while Table III shows the average performance of the generator after training is completed. We achieve a reasonably good performance with only 1000 labeled samples, as opposed to Spurr et al. [8] who need more than 7000 labeled samples to achieve a similar generator accuracy. Fig. 6 shows samples of different classes generated by the generator. We can see that stylistic information is kept constant across the different classes. This indicates that c cat1 indeed captures the label information, while the rest of the representation Z encodes other stylistic information. Fig. 7 shows translations of images from the SVHN test set. Again, we can see that the stylistic information is conserved across the different images, while the digit is controlled by c cat1 . Fig. 8 shows translations where only one of the continuous variables is changed across columns. Here, we show examples of two of the continuous variables, which learned to encode the digit size and the contrast. These factors were learned completely unsupervised and without any supplied labels.
Finally, Fig. 9 shows interpolations between images from the test set. Again, the interpolations progress in a smooth manner and, as before, the digit identity changes around midway through the interpolation. On the CelebA data set we also model u as a 128dimensional vector. Since the CelebA data set has no class labels as such, we choose to encode the facial attributes hair color, gender, smiling and pale skin within c. It therefore consists of a five-dimensional categorical variable c cat1 encoding hair color (bald, black, blond, brown, gray), and three twodimensional categorical variables for the other three attributes. Additionally, we use four continuous variables to encode other (unknown) characteristics. We make sure that our labeled subset of training data is roughly balanced according to the individual labels. This means that approximately one fifth of the labeled samples are sampled from each of the five hair colors, while also ensuring that the samples are split somewhat evenly for the other attributes. The one exception to this rule is the class of bald faces, since they are all male. Fig. 2 shows how the accuracy of the generator develops for different amounts of labels averaged over 10 independent runs and detailed results can be found in Table III . The graph only shows the accuracy for generated images according to the characteristics black, blond, brown hair; smiling, not smiling; male, female. This is because we found that the generator often fails to generate the characteristics bald and gray hair correctly. Additionally, images labeled with pale skin in the CelebA data set tend to be "very" pale. While our generator generates images with pale skin, it was usually not "pale enough" for our classifier to classify correctly and it was therefore also left out, but can be qualitatively seen in the generated images. Due to this, we also do not depict the accuracy of the encoder on the training data, since the labels on the CelebA data set are not always accurate and sometimes contradict each other (e.g. there are also images that are labeled with multiple hair colors). Still, for the mentioned characteristics we achieve a good accuracy with only 2000 samples, whereas Spurr et al. [8] report the need for more than 30000 images to achieve a stable training performance. Fig. 10 shows images generated according to different settings of c, while Fig. 12 shows image translations according to the same characteristics. We can see that the characteristic bald does not work very well (especially for women). The reason for this is most likely that the labeling on the CelebA data set is not always correct and many images that are labeled as bald are not actually bald (more than 25% of the images labeled as bald are also labeled as gray hair and there are no bald women in the CelebA data set). We also observe that the attribute gray hair often leads the generator to increase the depicted person's age, since there is a high correlation between gray hair and age in the CelebA data set (only 380 of 8499 images with the label gray hair are also labeled as young).
On the other hand, the characteristic blond hair works better for women than for men. Again, this is most likely due to the fact that more women than men in the CelebA data set are blond (28234 vs. 1749) and blond hair tends to be more "pronounced" for women. Other characteristics such as smiling and gender are modeled very accurately. Finally, Fig. 11 shows translations according to some of the continuous variables which were trained completely without labels. We can see that they learned to encode information such as the amount of applied make-up, the size of the face, and skin tone.
Finally, the image translations do not always translate the face identity correctly, i.e. we can see that the facial features change slightly between the original image and the translated ones. This is most likely due to the fact that our reconstruction loss is only a small part of the overall loss and the adversarial loss is usually the dominating factor. As a result, high level features such as e.g. facial orientation are reconstructed correctly, while more detailed features are sometimes lost. We find that we can increase the fidelity of the translations by increasing the weight λ 2 of the reconstruction loss, however, this leads to a slight drop in the accuracy of the generator. At the moment there therefore exists a trade-off between the fidelity of the translations and the accuracy of the generator.
VI. CONCLUSION
We developed a system that is capable of both image-toimage translation and controllable image generation. We make use of an encoder which encodes existing images into a latent representation and a generator which takes as input a latent representation and generates an image from it. The latent representation is split up into two parts encoding unstructured information and structured information such as class labels. The structured information is encoded in a disentangled manner and by maximizing the mutual information between this disentangled representation and the images generated from it, bald black blond brown gray smile no smile male female pale not pale we can detect unknown data-generating factors. By specifying the structured information, the image generation process can be controlled, making it useful for generating new images and translating images by adapting the latent representation obtained through the encoder. A discriminator taking as input both a representation and the corresponding image improves the quality of the generated images and encourages the encoder and the decoder to learn inverse function of each other.
Compared to other state-of-the-art image generation and translation systems we can do both, controllable image generation and image-to-image translations with one model. We can translate between multiple domains without the need for multiple encoder-decoder pairs and can even detect novel data-generating factors, which can then be used as additional information for the image generation and translations tasks. For all this we only need a small amount of labeled training samples and we can also make use of only partially labeled data. We test the system on the MNIST, SVHN, and CelebA data sets and show that it is capable of both image translation and controllable image generation across these different data sets. We also find that the system does learn unlabeled datagenerating factors such as digit size and rotation or image contrast, which enables us to generate and translate images where we can specify these characteristics, even without any labels provided for them in the training data. 
