Relations among Topological and Contact Knot Invariants by CELORIA, DANIELE
UNIVERSITÀ DI PISA
FACOLTÀ DI SCIENZE MATEMATICHE, FISICHE E NATURALI
CORSO DI LAUREA MAGISTRALE IN MATEMATICA
TESI DI LAUREA MAGISTRALE
Relations among Topological and Contact knot
invariants
CANDIDATO:
Daniele Celoria
RELATORE: CONTRORELATORE:
Prof. Paolo Lisca Bruno Martelli
ANNO ACCADEMICO 2011/2012

Contents
1 Knot theory 7
1.1 Notation and basic notions . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Arc and braid presentations . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Arc presentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.2 Grid diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.3 Braids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.4 Spanning Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.5 Linking Number . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3 Polynomial invariants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.3.1 Jones Polynomial . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.3.2 HOMFLY polynomial . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.3.3 Kauffman’s Polynomial . . . . . . . . . . . . . . . . . . . . . . . . 39
1.3.4 Khovanov’s homology and polynomial . . . . . . . . . . . . . . . . 45
2 Legendrian knot theory 49
2.1 Contact Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.2 Legendrian and Transverse knots . . . . . . . . . . . . . . . . . . . . . . . 55
2.3 Classical Legendrian invariants . . . . . . . . . . . . . . . . . . . . . . . . 62
2.3.1 Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3 Bennequin type Inequalities 73
3.1 Polynomial and Homological bounds . . . . . . . . . . . . . . . . . . . . . . 77
3.2 Sharpness on knot families . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Bibliography 91
3
4
Introduction
Knot Theory, despite its long history has undergone an explosive growth in the last decades. It
can be briefly described as the study of links, i.e. smooth embeddings of S1 in S3 up to smooth
isotopies. Its main task is to distinguish these equivalence classes, that is how such circles can
be knotted or linked with one another. This can be done by finding invariants of knots, i.e.
maps from links to structured objects such as a ring or a group in such a way that if two links
have distinct images then they belong to different isotopy classes. At the moment Knot Theory
is central in many fields, not only with those which are strictly connected to low dimensional
topology, but also with theoretical physics, biology and the likes.
On the other hand, Contact Geometry is a recently developed odd-dimensional analogue of
Symplectic Geometry. It basically studies smooth (2n+1)-manifolds endowed with a non inte-
grable hyperplane distribution in the tangent bundle. In dimension three one tries to extrapolate
informations about the global topology of a contact manifold by examining the invariants of
some links contained in it. The links we are interested in have the property that their tangent
vector is always contained in (respectively transversal to) the distibution. They are known as
Legendrian (respectively transverse) links.
One of the first mutual interactions between Knot Theory and Contact Geometry is contained
in Bennequin’s paper `` Entrelacements et équations de Pfaff´´ dated 1983. He managed to show
that there exist exotic contact structures on R3, by finding an upper bound on some contact knot
invariants that had to be satisfied in the standard contact structure of R3, and which fail for the
so-called overtwisted contact structures.
We are going to show in this thesis that Contact Geometry can shed a new light on many
classical issues of Knot Theory. This will be done by pinpointing a particular duality which
connects many different invariants, both topological and Legendrian. The following schematic
diagram sums up some of the relations we are going to work with:
Arc presentation ! Braid presentation
Legendrian knots ! Transverse knots
Thurston-Bennequin number ! Self-Linking number
Kauffman polynomial FK(a,z) ! HOMFLY polynomial PL(a,z)
Khovanov Homology ! Khovanov-Rozansky Homology
m m
−α(K)≤ tb(K)+ tb(K)≤ spra(FK)+2 ! −2b(K)≤ sl(K)+ sl(K)≤ spra(PK)+2
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The thesis is structured as follows. In the first chapter we are going to give the basic notions
of Knot Theory, and introduce several link invariants which can be roughly divided in these
four categories: combinatorial (arc and braid indexes), geometric (canonical and slice genus),
polynomial (Jones, HOMFLY-PT and Kauffman polynomials) and homological invariants (Kho-
vanov Homology).
The second chapter is dedicated to the study of Contact Structures on 3-manifolds, Legen-
drian/transversal isotopy classes of contact links and their invariants. In particular we define the
classical invariants for these links and show how to compute them from a front diagram.
The previously mentioned result of Bennequin provides an upper bound in terms of topolog-
ical properties of the link for two of these invariants, namely the Thurston-Bennequin number
and the Self Linking number in the Legendrian and transverse case respectively. These two in-
tegers basically measure the signed rotations of the contact planes around a link with respect to
a fixed framing.
The final chapter combines the previous ones: we define the Maximal Thurston-Bennequin
(respectively Maximal Self Linking) number tb(L) of a topological link L as the maximum
among all Thurston-Bennequin numbers of Legendrian (respectively transversal) links belong-
ing to the class of L. We show that these new topological invariants can be bounded above by
expressions that depend on some topological property of the link (usually the minimum degree
of a polynomial invariant). In particular we give and use a bound recently proved by Lenhard
Ng:
Strong Khovanov-Ng bound: tb(L)≤ min{k |
⊕
j−i=k
HKhi, j(L) 6= 0}
We conclude by examining the sharpness of these bounds for tb on certain families of knots,
and by generalizing the following Theorem of Ng:
Theorem 0.0.1. Call Dn(K) the n-framed double of the knot K. Then
tb(Dn(K))≥
{
2tb(K)+2n n > tb(K)
4n n≤ tb(K)
In particular, if tb(Dn(K))< 2ψ+2n for some ψ ≤ n, then tb(K)< ψ .
This result is used by Ng to fill in some unknown values of tb for knots up to 11 crossings.
We slightly generalize this theorem to encompass the more general m-cable setting.
There are surely many persons who supported me in many ways during the writing of this
thesis, and that I want to thank: on top of all Sara and my family. A special place is also reserved
to Paolo Aceto for all the long and exhausting talks on everything I always wanted to know about
knots (but were afraid to ask). Also thanks to all the friends that filled many sleepless nights with
discussions on Ultrabolic Geometry and music: Daniela, Barbie, Bob, Pallo, Tella, Cappe, Ire,
the Busca, Sap. . . (in other words all the Johns).
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Chapter 1
Knot theory
1.1 Notation and basic notions
Throughout this thesis, a knot is going to be a smooth embedding S1 ↪→ S3 or R3; by a small
abuse of notation we are going to sometimes call knot also the image of such an embedding.
A link is going to be a finite collection of disjoint knots, i.e. a knot is a one component link.
In the first chapter we are also going to take in account many embeddings which fail to be smooth
(or evenC 1) at isolated points; when we call something a link, we will tacitly assume that this
object is tame, i.e. approximable by a finite piecewise linear embedding.
There is an equivalence relation on links that formally translates the intuitive notion of `` continuous
deformation´´ from one to another. An ambient isotopy is a smooth map
F : R3× [0,1]−→ R3
such that F(·, t) is an orientation preserving diffeomorphism for each t ∈ [0,1]. Two links L0 and
L1 are therefore called topologically isotopic1 (usually written L0 ∼ L1) if there is an ambient
isotopy taking the image of the first onto the second: F(·,0) = IdR3 and F(L0,1) = L1.
The goal of knot theory is the classification of knots up to ambient isotopy; in order to solve this
difficult task one might try to create some invariants, i.e. maps from knots to some structured
object like a group or a ring, such that if the images of two links give different values then they
are not isotopic to one another.
If such a map has the property that K0 ∼ K1 iff their invariants are the same, we say that it is a
complete invariant. We are going to need many different kinds of knot invariants, some geomet-
ric (arc and braid indexes, the genus) and some algebraic (polynomials and graded complexes).
These invariants are far from being complete (meaning that there can be several inequivalent
links having the same invariant), and in the following we will not be concerned with the com-
plete case, such as knot complements, fundamental groups or quandles.
Given a knot K we shall writeK (K) for the set of knots which are topologically isotopic to K;
this set is often referred to as the knot type of K. We say that an invariant detects the unknot if it
1This is actually the definition of smooth isotopy, rather than just topological; however we will use this notation
to avoid confusion when we talk about contact isotopy.
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can distinguish the classK (©),© being the unknot.
One of the most common and useful ways to study and represent links is by diagrams. A regular
diagram for a link L in R3 is just a projection onto an affine plane, such that the only multiple
points are a finite number of double points coming from the transversal intersection between
two strands. At each of these double points, the crossings of the diagram, we can endow the
projection with the over/under information, according to the position of the two strands crossing
with respect to the projection’s plane (see Fig. 1.1).
Since we are considering only tame links, it is easy to show that up to some local isotopies
(which obviously preserve the knot type), a generic projection of a knot produces a regular link
diagram.
Figure 1.1: Without the crossing information a knot projection is just a 4-valent graph.
One of the main ideas that gave rise to modern knot theory is contained in the work of
Reidemeister [56]; he managed to translate the notion of ambient isotopy of links into simple
local moves on diagrams, thus establishing a bijection between classes of links in S3 up to
ambient isotopy and link diagrams up to what are now conventionally known as Reidemeister
moves.
These moves are shown in Fig 1.2 below.
Figure 1.2: The three Reidemeister moves: R1 adds/removes a curl. R2 separates overlapping
strands and R3 allows the passage of a strand over (or under) a crossing. The reflections of the
moves above are also needed.
Reidemeister moves permit to pass from a diagram of a knot to any other diagram within
the same class, avoiding all sort of non permitted singularity: a cusp for R1, a non-transversal
double point forR2 and triple point of intersection forR3.
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One of the major consequences of Reidemeister’s theorem is that to check if a candidate
invariant of diagrams is well defined, it suffices to check if it does not change when a diagram is
modified by the three moves shown above.
We are going to indicate by D the set of link diagrams in R2 or S2, and by
−→
D the set of
oriented diagrams2. If K is a knot in R3, by mirror K we mean the reflection of K through a
plane non intersecting it; if D is the diagram of K on such a plane3 then D is obtained from D by
just switching all the crossings. The knots for which K (K) =K (K) are called amphicheiral,
and chiral otherwise. If D ∈ −→D , then −D is the same diagram with the opposite orientation.
The first invariant to be defined is the crossing number cr(L) of a link. It is the minimum
number of crossings that a regular diagram of L can have. Despite its clear definition it is quite
hard to compute in general; all the knot tables4 we are going to refer to, list links according to
increasing crossing number.
1.2 Arc and braid presentations
In this section we are going to introduce two classical presentations for links in S3 or R3, which
are connected by a sort of `` duality´´ . The first one is arc presentation, introduced by Brunn [13]
in the very beginning of knot theory, and recently rediscovered by Cromwell and Nutt, who
studied its interconnections with several other invariants of links.
The latter, namely braid presentation, has been a very rich source of ideas not only in a purely
topological contest, but also in algebra, where the Braid group was extensively studied by Artin
[2]. We postpone the definitions of these presentations to introduce the open book decomposi-
tion (o.b.d.) of a 3-manifold, which turned out to be greatly used in low dimensional topology
and Contact Geometry. Another reason why we need the notion of open book decomposition
is that it will be extremely useful in examining the analogies and differences between braid and
arc knot invariants.
Henceforth when we refer to M as a 3-manifold, if not stated otherwise, we actually mean that M
is a compact orientable (or oriented) and connected real smooth manifold of dimension 3 (and
likewise for surfaces).
Definition 1. An abstract open book is a pair (Σ,h), where Σ is an orientable surface with
nonempty boundary, and h is an orientation preserving diffeomorphism h : Σ−→ Σ, called mon-
odromy of the book, such that h|ν(∂Σ) ≡ Id|ν(∂Σ), ν(∂Σ) being a collar neighborhood for the
boundary.
With this definition we have a procedure to construct 3-manifolds: just define the mapping
torus of such a diffeomorphism h as
Σ(h) = (Σ× [0,1])upslope∼
2Since a diagram is compact, it can be also thought as living in S2 = R2∪{∞} and missing the ∞ point.
3Again, up to some `` small´´ isotopies we can suppose that D is a regular diagram for K.
4We are going to use the online Knot Atlas http://katlas.math.toronto.edu/wiki/Main_Page together with the
extremely handy Knot Info http://www.indiana.edu/~knotinfo/ .
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where the couple (p,0) is identified by∼ to (h(p),1). This is indeed a 3-manifold with boundary
∂Σ(h) = ∂Σ×S1.
In the next step we just fill up ∂Σ(h) with solid tori
M(Σ,h) = Σ(h)
⋃
∂
(
D2×S1)
where the identification on the boundaries is given by the identity5, by the assumption on h near
∂Σ.
The result is a closed and oriented 3-manifold; the links defined as the cores of the attached solid
tori, L = {0}×S1 ⊂M(Σ,h) are fibered links, i.e. they posses an S1-parameter family of disjoint
compact surfaces bounding them6:
Figure 1.3: A local picture showing how the surfaces fiber the link L.
Definition 2. Let M be an orientable 3-manifold; an open book decomposition for M is a pair
(L,pi), where L (the binding) is an oriented link contained in M, and pi : M \ L −→ S1 is a
fibration such that every fibre pi−1(ϑ) = Int(Σ) is the interior part of a compact surface Σ (the
page) bounded by L: ∂
(
pi−1(ϑ)
)
= L.
The next important theorem tells us that in fact the previous construction in surjective:
Theorem 1.2.1 (Alexander). Every compact, connected and oriented 3-manifold is diffeomor-
phic to a manifold of the form M(Σ,h). Moreover the diffeomorphism can be chosen to be orien-
tation preserving.
A proof of this theorem can be found e.g. in Rolfsen’s text [57].
Example 1.2.2. In the case of S3, there is a natural open book decomposition: let U = {z1 = 0}
be the compactification of the zˆ-axis in S3 = R3∪{∞}= {(z1,z2) ∈ C2 | |z1|2+ |z2|2 = 1}, and
p : S3 \U −→ S1
5It maps the meridian ∂D2×{p} to p′×S1, where p′ ∈ ∂Σ.
6See 1.2.4.
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p(z1,z2) =
z1
|z1|
So S3 has (U, p) as an o.b.d., where the pages are just 2-disks bounding U. Equivalently, observe
that S3 \U is diffeomorphic to R2×S1; let pi :R2×S1 −→ S1 be the projection onto the angular
coordinate: (z,r,θ) 7→ θ . The preimage of any θ0 ∈ S1 is again a disk whose boundary is U.
Clearly, by stereographic projection from a point of U, we can induce a sort of open book
decomposition7 for R3 as well; the pages are going to be the half planes of constant angular
coordinate in (ρ,ϑ , t) ∈ C×R ∼= R3.
1.2.1 Arc presentation
One of the motivations that stand behind the discovery of arc presentation, is intimately linked
with some of the first problems in the early years of knot theory. Already Brunn in 1897 posed
the problem of finding a particular configuration for a link in S3 in such a way that there is
a diagram containing just one single critical point, as opposed to `` standard´´ link diagrams
whose singular points are at most double points.
As it will be showed below, this problem can be easily solved by slightly modifying an arc
presentation of the link.
In discussing braid and arc presentations, it is customary to identify R3 with C×R having
(r,θ ,z) as coordinates. The standard o.b.d. of R3 (whose binding is the zˆ-axis) fits properly in
this setting, and the pages are just the half planes Hθ with constant angular coordinate.
Definition 3. An arc presentation for a link L in S3 is an embedding of L that intersects only a
finite number of pages of the standard o.b.d., in such a way that each intersection consists of one
simple arc.
Figure 1.4: Two views for an arc presentation of a trefoil (image courtesy of Sapiens).
7The pages are not compact.
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Remark 1.2.3. If we allow multiple non-intersecting arcs on the half-planes, then every link can
be presented using just three pages.
Theorem 1.2.4 (Cromwell). Every link admits an arc presentation.
A proof of this theorem can be found in [17], or can be deduced by the analogous statement
for grid presentation (see next section).
It is fairly easy to construct different arc presentations for a given link type, and even to
increase arbitrarily the number of pages for such presentations (see Fig. 1.5).
On the other hand, the minimal number of pages required for an arc presentation of a given
link has a lower bound, which is a link invariant. This lower bound, commonly indicated by α(L)
or α(L), has an intuitive geometric meaning, but it is quite hard to calculate in general8; we are
however going to give some estimates in the next chapters, together with some useful sharp
results for several families of links. We are going to explore also some unexpected relations
between this invariant and the maximal Thurston-Bennequin invariant for Legendrian knots (see
Chapt. 3).
Figure 1.5: The arc number can be arbitrarily large. Here we have two arc presentations for the
unknot© with support contained in a different number of pages.
Definition 4. The number of pages required in an arc presentation P of a link L is called arc
number α(P), and the minimum arc number over all arc presentations of L is the arc index of L.
It will be denoted by α(L).
Remark 1.2.5. The underbar notation chosen for arc index will be used throughout the rest of
the thesis also for other numerical invariants. Since there doesn’t seem to be a common notation,
we are going to stick to the following rule: if we have an integer valued invariant i, with i(K)
we mean the minimum taken by i on the classK (K), and the opposite (maximum) with i¯(K) (if
they exist, i.e. they are finite numbers).
So for example with cr(D) we denote the number of crossings in the diagram D, while cr(D) is
the minimum of cr(D′) among all diagrams D′ connected to D by Reidemeister moves.
8This is a common feature of geometric flavored link invariants, like the crossing number cr(L) or the unknotting
number u(L).
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Figure 1.6: Another representation for an arc presentation of the trefoil. The dotted lines are
(endpoint fixed) isotopic to the couple of horizontal lines touching the binding at the same height.
As a quick application of these new notions we can solve Brunn’s problem immediately:
if we take the projection of an arc presentation of any link onto a plane perpendicular to the
binding, the result is the so called `` spoked form´´ .
Figure 1.7: On the left an arc presentation for the Hopf link and the corresponding spoked form,
on the right a slightly modified version.
Now, by slightly modifying the pages by means of the isotopy shown in Fig. 1.7 we obtain
the desired presentation (for a small enough rotation the only singular point is the image of the
binding on the plane).
Remark 1.2.6. It should be clear from the definition that α(L) is a link invariant, since the
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minimum is taken over all arc presentations of a given link type 9. Arc presentations turns out
to be very useful in giving plenty of simple combinatorial descriptions of a link (see the figure
below). We will consider as equivalent two arc presentation of a link, if they differ by a cyclic
permutation of the numbers labeling the half-planes.
Figure 1.8: Equivalent forms of arc presentation for the knot 41. In order: the classical half-
plane fashion, the grid (or rectangular) form, the spoked form and the stacked tangle ( to get the
actual stacked tangle form we need to do some more work, see Definition 14) form; here the
binding axis has been compactified.
It is customary in knot theory to find a certain finite set of elementary moves on diagrams
that relate any two different representations of the same link; as we are going to show shortly
that both arc and braid presentations10 follow the same scheme. In the arc case these moves
are called Cromwell moves; we are going to define these moves in the more useful grid diagram
setting later.
Arc index behaves well under the standard operations between links11:
Theorem 1.2.7 (Cromwell [16]).
9More generally one can prove that the minimum of an N-valued function defined on the set of isotopic diagrams
is a link invariant.
10Along with an arc/braid presentations equivalent byproduct, grid diagrams
11See section 1.2.4.
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• α(L0unionsqL1) = α(L0)+α(L1)
• α(L0#L1) = α(L0)+α(L1)−2
Proof. It is quite easy to show that ≤ holds for both equations. For the converse, there are
several concepts of graph theory needed; see e.g. [16].
Arc index is usually difficult to calculate in general, although there exist sharp results for
many families of knots and links; for example in [23] Etnyre and Honda12 showed that the arc
index of a (p,q)-torus knot is exactly |p|+ |q|.
Figure 1.9: The torus knot T (3,7). Its arc index 10 is realized by this diagram.
In 1996 Cromwell and Nutt conjectured the following Theorem, which was proved in 1998
by Bae and Park in [3]:
Theorem 1.2.8. Let L be any prime link. Then
α(L)≤ cr(L)+2
Moreover, the previous inequality is strict iff L is not alternating.
Proof. See e.g. [17]
1.2.2 Grid diagrams
Grid diagrams can be defined by using the rectangular representation of an arc presentation
described in Fig 1.8, or in a less geometric way, by using matrices; this second approach is
often preferred in recent publications primarily because it turns out to be useful in introducing
combinatorial Knot Floer homology.
Definition 5. A grid diagram is an n×n matrix whose rows and columns contain exactly one X
and one O . The dimension of the matrix is often13 called grid number.
An oriented link diagram L can be retrieved from a grid in a standard way: just connect with
a straight segment from X’s to O’s in each column (with this orientation), and from O’s to X’s
on each row. In the crossings we let the vertical strand always pass over the horizontal one.
12Though the same result had already been proven partially and independently by Matsuda [47] and Beltrami [7].
13In the following it will be clear that the grid number is equal to arc number, so they are in fact synonyms.
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Figure 1.10: From left to right: a grid matrix, the oriented graph and the corresponding knot
diagram associated to the grid.
Proposition 1.2.9. Every link admits a grid diagram.
Proof. Given a diagram D of a link L we can C0-approximate it as shown in Figure 1.11, making
sure that there is never more than one arc on the same row or column; to obtain a grid diagram
we just need to replace the `` wrong ´´ crossings according to the rule explained in Figure 1.12.
Figure 1.11: Local approximation of an untangled strand.
Figure 1.12: How to transform a crossing.
Arc and grid presentations are deeply connected with one another, and we are going to show
that the two presentations are in fact equivalent (i.e. we will give an invertible procedure to pass
from one to the other).
Despite this close similarity, the two presentations generally give us a clear interpretation of
different kinds of invariants, usually geometric in the arc case (e.g. ropelength14 ) and combina-
torial for grids.
14Usually ropelength is defined as the minimum possible length of a rope having unit diameter section, and ar-
ranged to represent a certain knot.
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The following is a short invertible algorithm that starts with an arc presentation for a knot and
ends giving a grid presentation (of course representing the same isotopy class of the input).
Let T be a toroidal neighborhood for the binding of the standard o.b.d. of S3, and let L be an
arc presentation of a link. For a suitable choice of T the intersection of each arc contained in a
page with ∂T is made by two points; moreover we can assume that all the arcs contained in T
are straight and perpendicular to the binding. If we apply the radial projection from S3 \T onto
∂T , the image of L will consist of α(L) disjoint segments (see Fig 1.13).
To get a grid diagram for L just draw ∂T as a square with opposite sides identified, and connect
the same height endpoints with horizontal segments that always pass under.
Figure 1.13: How to convert an arc presentation to a grid diagram.
The other obvious way to show the equivalence between arc presentations and grid is by
using the matrix interpretation: given an oriented link L in arc form, chose a direction around
the binding and number the half-planes accordingly. Then choose a direction on the axis and
number the points where the arcs meet the axis. Define the matrix
M(L) ∈
(
Zupslope3Z
)α(L)×α(L)
as: (M(L)i, j) =

1 if the i-th arc begins at the point j
−1 if the i-th arc ends at the point j
0 otherwise
The matrix M(L) can now be interpreted as an oriented grid diagram, representing the isotopy
class of L.
Remark 1.2.10. Theorem 1.2.8 might lead to think that a grid diagram realizing its arc index has
to minimize its crossings number too. The next figure however disproves this. We will however
investigate some other inequalities involving these two invariants, in Chapt. 3.
Since the set of knot diagrams up to Reidemeister moves is equal to the set of knots up to
isotopy, it is natural to look for a finite set of moves on grids that yield the same result. These
moves are known as Cromwell moves, and can be divided in three different kinds.
Suppose G is a grid diagram of grid number m:
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Figure 1.14: Grid representation G of a trefoil. α(G) = α(31) = 5, but it has four crossings.
1. Torus translation: Take the rightmost (leftmost) column of the grid and move it to the
opposite side, and the same for rows; this move corresponds to a different choice for the
cyclic numeration of the half planes in the corresponding arc presentation (or to a different
choice for the square in Fig. 1.13).
Figure 1.15: A column translation (blue), and a row translation (green) of the central grid dia-
gram.
2. Stabilization: Replace one X (or O) in the diagram with one of the 2×2 squares of Fig.
1.16, increasing grid number by one, as in fig. 1.15. There are four possible choices, each
of them labeled as NE,NW,SE,SW depending on the position of the blank spot in the
2×2 square15.
3. Commutation: If the Xs and Os in two adjacent rows (resp. columns) do not interleave,
then the rows (resp. columns) can be switched.
Theorem 1.2.11 (Cromwell [17]). Two grid diagrams G and G′ represent the same link iff they
are related by a finite sequence of Cromwell moves.
15The same occurs when we replace an O, but since it can be shown that the O stabilizations can be obtained by a
combination of the other moves and X stabilizations, we shall only deal with the X kind.
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Figure 1.16: The four possible X-stabilizations. The cardinal direction notation denotes the
position of the blank square.
Figure 1.17: The global effect of an X NW stabilization.
Figure 1.18: A row commutation. Note that if the non-empty entries on two adjacent
rows/columns interleave, then the strands might be linked.
Proof. In [17] the proof is given for the equivalent arc setting. For a proof of this fact for grids
see e.g. [54].
1.2.3 Braids
The study of braids has its roots in the very beginning of Knot Theory: in 1923 Alexander gave
a proof of the representability of all links by closed braids [1], and in 1935 Markov [46] gave a
set of elementary braid moves, analogous to Reidemeisters’.
Braids and braid presentations will turn out to be extremely useful in the following, for they
carry many algebraic and combinatorial informations, that will be fully exploited by examining
their connection with certain polynomial invariants; besides that, in Chapter 2 we are going to
explore how braids became a fundamental tool in the study of transversal knots.
We shall postpone the discussion on topological braids, to make a quick detour of some purely
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algebraic aspects of the braid group whose usefulness will be made clear in the next chapters.
Definition 6. A n-braid is a disjoint collection of n arcs γi ⊂R2× [0,1] i= 1, . . . ,n , considered
up to endpoints fixing isotopies, such that the following properties hold:
1. The i-th arc starts at (i,0,0) and ends at (σ(i),0,1), where σ ∈Sn is any permutation
on {1,2, . . . ,n}.
2. The direction of each γi is never perpendicular to (0,0,1).
This condition is equivalent to the request that the planes R2×{t} always intersect the
braid in exactly n points.
Figure 1.19: A braid composed by four strands.
Remark 1.2.12. The requirement of endpoints fixing on the isotopies prevents a trivialization of
the theory, and suggests a natural operation on the set of n-braids, namely their concatenation
(see Fig 1.20 ).
Figure 1.20: The composition of two braids is just their concatenation.
As Figures 1.20 and 1.21 should make clear, this operation makes the set of n-braids into a
group.
The first systematic study on braids was conducted by Artin, who defined the n-th Braid
groupBn and gave a presentation in terms of the generators σ j j = 1, . . . ,n−1 described in Fig.
1.22.
Basically the generators are just transpositions between two adjacent strands (and the iden-
tity on the other strands); since within an n-braid isotopy class we can always find a represen-
tative whose crossings occur at different heights, it should be clear that the concatenation of σi
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Figure 1.21: The composition of a braid with its inverse is the trivial braid.
Figure 1.22: The three generators σ1,σ2 and σ3 forB4.
generate the whole group.
Due to geometrical constraintsBn isn’t isomorphic to the free abelian product on the σi, but we
need to add some simple relations:
Bn = 〈σ1, . . . ,σn−1 |R1,R2〉
R1 : σiσi+1σi = σi+1σiσi+1 if 1≤ i≤ n−2
R2 : σiσ j = σ jσi if |i− j| ≥ 2
As an example B1 is the trivial group, B2 is isomorphic to Z, while B3 is countable and non-
abelian 16. We can consider the homomorphism
φ :Bn −→Bnupslope[Bn,Bn]∼= Z
that maps each generator to 1. If b ∈Bn, φ(b) is called algebraic length, and it coincides with
the algebraic sum of the exponents of the σi’s that compose b.
As an example, The braid in Fig. 1.19 can be written as σ−13 σ
−1
2 σ1, so its algebraic length is -1.
Braids play also a central role in knot theory: there is a standard way to `` close´´ a braid (Fig
1.23) that yields a (possibly oriented) link.
16It is actually isomorphic to the fundamental group of the complement of a trefoil in S3.
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Figure 1.23: A simple closure for the colored braid.
A well known theorem of Markov [46] guarantees that this construction is surjective, i.e.
all links are isotopic to the closure of a braid. This leads to a topological notion of braid, on
which the rest of this section is devoted. Before that we state another theorem of Markov, that
completely classifies the braids whose closures are topologically isotopic:
Theorem 1.2.13. Let b,b′ be two braids; then their closure represent the same link iff they differ
by a finite number of the following moves:
• Stabilization: Is the injection ι :Bn ↪→Bn+1, which sends b 7→ bσn+1.
• Conjugation: b 7→ cbc−1 where c is another braid.
Finally we can give the definition of (closed/topological) braids, which will be largely used
in the subsequent chapters;
Definition 7. A braid in S3 or R3 is a link that meets each page of the standard o.b.d. transver-
sally in n > 0 distinct points; the integer n is called braiding number b(L). If the link is oriented,
we require all the components to travel in the same direction around the binding.
It should be clear from Theorem 1.2.13 that any link admits several braid presentations
whose braiding number may be arbitrarily big17; instead the minimum of the braiding number
over the different braid presentations of a given link L is well defined, and it is called braid
index, indicated with b(L).
Remark 1.2.14. Note that the previous theorem permits to translate the question of whether two
links are isotopic in a purely algebraic setting. In [42] the authors, S. Lambropoulou and C.P.
Rourke, give a one-move version of the previous theorem.
Many different algorithms have also been created in order to construct a braid presentation of
17Just send any braid to its iterated stabilization.
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a given link; some of them are useful to bound braid index. In particular we are going to use a
result of Yamada:
min{s(D) |D is a diagram for K} = b(K)
In other words, the minimal number of Seifert circles (see next sections) over all diagrams
representing a given knot type is equal to the braid index (see [65]).
Grid diagrams can be thought as a way to relate arc and braid presentations18. As a matter of
fact it is possible to naturally associate two braid diagrams to a given oriented grid: first choose a
direction on the grid (we are going to use left→right and the opposite), and delete all horizontal
strands. Follow a vertical strand in the O direction, and start an horizontal arc where it ends,
oriented like the direction chosen. If this arc encounters another non-empty entry of the grid,
just repeat the process; if instead the arc `` exits´´ the grid, just continue on the same row, but
opposite column (see Fig. 1.24).
Figure 1.24: Conversions of a grid diagram of the trefoil (center) to its associated braid diagrams.
The previous construction yields a simple relation discovered by Cromwell, involving the
two link invariants we defined in these sections:
Theorem 1.2.15 (Cromwell, [16]).
α(L)≥ 2b(L)
Proof. Suppose we have an arc presentation of a link L, having arc number n. According to
the previous construction we can associate two braids in a neighborhood of the boundary of the
`` binding torus´´ , whose closures are still isotopic to L. Suppose we have chosen a direction
around the binding axis; each half plane Hθ will intersect the resulting braid in m points, or
m−1 points and one straight arc, as θ varies in [0,2pi]. If we choose the opposite direction, the
intersection will be composed by n−m points (or n−m− 1 points and a segment). In one of
the two cases the braid number will be less or equal than n2 . To complete the proof repeat the
procedure with an arc presentation for L minimizing its arc number.
At this first level we can already see that arc and braid presentations are `` dual´´ with respect
to the o.b.d. of S3. In the next chapters we are going to prove that this duality is in fact even
more deep.
18And, as we will see in Chapter 2 the same will be true also for Legendrian and transversal knots.
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Figure 1.25: The duality of braid and arc presentations in the open book decomposition of R3.
The braid is blue and the arc is in red.
1.2.4 Spanning Surfaces
Given an oriented link K in S3 or R3 we can always find an orientable, compact and connected
surface ΣK whose boundary is ∂ΣK = K; moreover the orientation of the surface can be chosen
so that it induces K’s. These surfaces, called Seifert surfaces, are extremely important in knot
theory, as we shall see in the following.
It is also clear that any link can support infinitely many non homeomorphic Seifert surfaces:
given one, we can just remove two disjoint open disks in Int(ΣK), and connect their boundaries
with a tube S1× I. Every time we add a tube the genus of the surface increases by one; on the
other hand, the minimum among all these surfaces genera is a knot invariant, called genus g of
the knot, or 3-genus.
Theorem 1.2.16. Every link in S3 bounds an orientable compact surface.
The proof relies on the well known Seifert19 Algorithm (see for example [57] or [43] and
Fig. 1.27).
In the following we are going to call Seifert surface every surface that bounds a given link,
even if it was not obtained with the Seifert Algorithm (many authors use also the term `` spanning
surface ´´ to remark the distinction).
Unluckily the same argument does not work in an arbitrary20 3-manifold M. There is though
a clear homological obstruction to find such a surface; it turns out (see [31]) that it suffices
19Even if the first proof of this fact was given by Frankl and Pontrjagin (1930).
20Just think of K = S1×{0} ⊂ S1×D2.
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Figure 1.26: The local resolution of a crossing in the Seifert algorithm. The circles obtained
after the resolution of each crossings are called Seifert circles (or circuits).
Figure 1.27: A sculpture representing a Seifert surface for the Borromean rings pictured below.
for a knot to be nullhomologous (i.e. the homology class represented by the knot is trivial in
H1(M;Z)). Since we’ll be primarily working in S3 we are not going to consider the non-simply
connected case.
Remark 1.2.17. There are many possible invariants similar to the genus defined above. For
example if we require that the minimum genus is taken among spanning surface which are ob-
tained only by means of the Seifert algorithm, we get the canonical genus, g
c
. We can instead
consider only spanning surfaces for a link that are properly embedded in the couple
(
D4,S3
)
.
In this case the minimum among the genus is known as 4-genus g
s
(or slice genus). Clearly the
following inequalities hold:
g
s
≤ g ≤ g
c
It is possible to show that these inequalities are not always sharp.
If K is a knot admitting a spanning surface ΣK such that g(ΣK) = 0, it is easy to show that K
is actually unknotted, i.e. it belongs to the knot type of©. The same doesn’t apply to links in
general: there are nontrivial links whose canonical genus is 0.
25
We said before that given a spanning surface for a link, we could get infinitely many inequiv-
alent others by adding tubes21 . The next theorem tells us that in fact this is the only way to find
new spanning surfaces for the link.
We define two surfaces to be tube equivalent (or S-equivalent) if, up to isotopy, they are related
by a finite number of tube addition/removal.
Proposition 1.2.18. Two Seifert surfaces for a link L are tube equivalent.
Proof. An ingenious proof due to Bar-Natan, Fulman and Kauffman can be found in [5].
Remark 1.2.19. By triangulating a Seifert surface ΣL for a link L with µ components, and using
simplicial homology we can establish a useful relation between the genus g(L) = g(ΣL) and the
Euler characteristic of Σ:
χ(ΣL) = 2− rg(H1(Σ;Z)) = 2−2g(L)−µ (1.1)
In particular in the knot case we have:
χ(ΣK) = 1−2g(K) (1.2)
If the Seifert resolution of a link diagram D with n crossings has s(D) connected components,
then we have the following relation for the spanning surface ΣD constructed by means of the
algorithm schematically described in Fig. 1.27.
χ(ΣD) = s(D)−n =⇒ g(ΣD) = 12 (2+n− s(D)−µ)
There is an intuitive notion of addition between isotopy class of links. It is however generally
not well defined.
Definition 8. Let L0,L1 be links in the three sphere; suppose there exists an embedded S2 ↪→ S3
that divides22 S3 in two 3-balls Bi i= 0,1, having S2 as common boundary, and such that Li⊂Bi.
We can remove two small 1-disks from each Li and connect them with a rectangular unknotted
strip. This connected sum is only well defined for oriented knots (see Fig. 1.28 below), and in
this case we must require the orientations of knots and strip to be compatible.
In this case we denote with K0#K1 the isotopy class of the connected sum.
A prime knot is a knot whose only decomposition as connected sum is trivial:
K = K0#K1 ⇒ K0 or K1 is the unknot.
Now suppose we have two knots in two 3-spheres: Li ⊂ S3i for i = 0,1.
The distant union (or split sum) L0 unionsq L1 of L0 and L1 is the knot obtained by taking the
connected sum S3 ∼= S30#S31. The isotopy class of the resulting link is well defined; moreover the
two links are separated23 by an embedded S2, so they are in fact split.
Let’s examine the behavior of the genus under the connected sum operation:
21We should also ask that the tube addition maintains the surface’s orientation.
22This condition just says that the links are split, i.e. not knotted with one another.
23The separating 2 sphere is given by the boundary of the attachment locus for the connected sum of the 3-spheres.
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Figure 1.28: The connected sums 31#31 (square knot) and 31#31 (granny knot).
Theorem 1.2.20. Let K = K0#K1 be the connected sum of two knots. Then
g(K) = g(K0)+g(K1)
That is, the genus is additive under connected sum.
Proof. See e.g. the books of Lickorish [43] or Rolfsen [57].
This theorem allows us to deduce some important results as corollaries:
1. The connected sum on knots is not invertible, i.e. if K is any non-trivial knot, there is no
K′ such that K#K′ ∼©.
2. There exist an infinite number of distinct knots.
3. Any knot can be expressed as the connected sum of prime knots.
4. A genus one non-trivial knot is prime.
1.2.5 Linking Number
There are many different approaches to the linking number; most of them are simple diagram-
matic definitions, which however have the drawback of being well defined only in the standard
S3 setting. Since we will be primarily dealing with nullhomologous24 knots we first state a sim-
ple and intuitive definition in term of Seifert surfaces, deducing the other definitions from this
one.
Definition 9. Let K0 and K1 two disjoint nullhomologous oriented knots in a three manifold M
having Seifert surfaces Σ0 and Σ1; up to local isotopies we can suppose that all intersections
between surfaces and knots are transversal. The linking number lk(K0,K1) is the signed inter-
section number K0 ·Σ1 between K0 and Σ1.
Remark 1.2.21. We will show shortly that this is indeed a good definition25, and that the linking
number is symmetric, i.e. lk(K0,K1) = lk(K1,K0). Both knots and surfaces are oriented, and
the rule to associate a sign to a point in K0∩Σ1 is just a matter of convention: we call positive
24Unless differently stated, the (co)homology is understood to have Z-coefficients.
25It doesn’t depend upon the choice of the spanning surfaces.
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(resp. negative) such a point if the orientation of the knot, followed by the orientation of the
Seifert surface of the other knot gives the same (resp. opposite) orientation of the ambient
manifold.
The signed intersection K0 ·Σ1 is then just the sum of these signs26.
Proposition 1.2.22. The linking number is independent from the choice of the spanning surfaces,
and it is symmetric: lk(K0,K1) = lk(K1,K0)
Proof. Suppose Σ′1 is a spanning surface for K1, having minimal genus. We need to show that
Σ′1 ·K0 = Σ1 ·K0 for any other spanning surface for K1. By 1.2.18, we may just analyze the
behavior of the signed intersection under tubing and compression, so we can just assume that Σ1
is obtained from Σ′1 by a tube addition. If we cap the tube on both sides with the disks removed
from Σ′1, we get B = S1× [0,1]∪D2 ∪D2 ∼= S2; now suppose that K0 intersects (transversally)
the tube. Necessarily K0 must also exit from B. If it exits from a point of the tube, the contri-
bution of this intersection cancels out the previous one (they have opposite signs). Otherwise,
K0 exits from one of the two disks; in this case the two intersection points have the same sign.
Consequently the signed intersection K0 ·Σ′1 equals K0 ·Σ1.
Now the symmetry: we can assume that Σ0 t Σ1, so their intersection consists only in a
finite collection of circles and arcs whose endpoints belong to Ki∩Σ1−i. There are two different
kinds of arcs, the ones that connect two points of the same knot, and the others. The signs of
the intersections on the boundary of an arc of the first kind are opposite, so their contribution to
the linking number is 0. Conversely, all other arcs connect two points with the same sign, but
belonging to different knots. This shows that K0 ·Σ1 = K1 ·Σ0.
Figure 1.29: Left: If an arc connects two points belonging to different knots, then the signs of
the intersections are equal.
Right: A schematic representation of the possible tube-knot intersections.
26This signed intersection can be also defined in a similar way for two smooth manifolds ⊆ Rn having comple-
mentary dimensions.
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In the R3 (or S3) setting we can give a simple description for the linking number of knots,
by just looking at their diagrams:
Proposition 1.2.23. If K0, K1 are two oriented knots yielding diagrams Di i = 0,1, then
lk(K0,K1) =
1
2∑p
ε(p) (1.3)
where the sum is extended on all crossing points p made up by strands of distinct knots.
Proof. See e.g. Rolfsen’s textbook [57].
We now introduce framings for knots, as they are strictly connected to linking numbers and
are going to be central in the following discussions. We first need to set up a bit of terminology;
if K is an oriented knot in S3, with ν(K) a tubular neighborhood of K, we call meridian a simple
closed curve µ ⊂ ∂νK , if it is non-separating and it bounds a disk in ν(K). A curve λ ⊂ ∂ν(K),
homologous to K in ν(K) and nullhomologous in S3 \ν(K) will be called longitude.
Definition 10. A choice of a longitude on ∂νK, which is equivalent to the choice of a trivializa-
tion for the normal plane bundle of K in S3, is called a framing of K.
Given a nonzero section X of the trivialized bundle ν(K)∼=K×R2, we can push slightly K in the
X direction, obtaining a new knot K′; the linking number lk(K,K′) is called self linking number.
Figure 1.30: A framed trefoil; often framed links ( and their diagrams ) are pictured as if they
were composed by thin strips.
Remark 1.2.24. From an homological point of view it can be shown that given two knots K0
and K1 in S3, their linking number lk(K0,K1) is given by the integer m such that
[K1] = m[µ] ∈ H1(S3 \K0;Z)∼= Z
where µ is a meridian for the boundary of a neighborhood torus of K0.
It is always possible to choose a `` canonical´´ framing for a nullhomologous knot; given a
Seifert surface for the knot, just take the framing induced by a normal vector field TΣ|K that
points into the surface. The self linking number associated to this framing, the Seifert framing,
is always zero.
This means that (at least for homologically trivial knots) given a framing on a knot we can
measure its difference (how many times it spins with sign) from this standard framing.
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1.3 Polynomial invariants
In the last few decades, many mathematicians developed new tools and algorithms in order to
associate polynomial invariants to topological links. In this section we are going to study briefly
the properties of some of these invariants, and their behavior under the most common operations
on links. Historically the first polynomial invariant was discovered by James Waddel Alexander
in 1923 [1], and in his honor it is called the Alexander polynomial; we will however skip it,
focusing instead our attention on HOMFLY and Kauffman polynomials.
The reason for this choice will be clear in the last chapter: these two particular invariants provide
accurate27 bounds for arc and braid indexes, but above all they are important tools for estimating
and understanding some knot invariants that arise in Contact Geometry, thus giving us a bridge
(one of the many) between these different fields.
Since the polynomials we are going to define come from several fields and different periods,
there are plenty of equivalent notations and conventions. We are going to follow the Knot Atlas
conventions28, which seem to be the most common ones in recent articles.
We are going to omit the existence and uniqueness theorems for the polynomial invariants
of this section, since they are well known and can be found in almost every modern text of Knot
Theory.
1.3.1 Jones Polynomial
In 1984 the New Zealander mathematician Vaughan Jones discovered a new polynomial invari-
ant, the Jones polynomial VL(t), satisfying a three-term relation involving diagrams that differ
only locally around a crossing. In the following we are going to use Kauffman’s approach [35]
to the Jones polynomial 29 for at least two different reasons: first for sake of simplicity, since this
is undoubtedly the most straightforward and clear method available; secondly we’ll have to deal
with a similar (in a very precise sense) construction while introducing Khovanov’s homology
later.
We are starting to describe the Kauffman bracket (or Bracket polynomial) of an unoriented
link diagram D with the next theorem/definition:
Theorem 1.3.1. There exists only one function
〈·〉 :D −→ Z[A±1]
satisfying the following conditions:
• normalization:
〈©〉= 1
where© stands for the diagram of the unknot with no crossings.
27Not always!
28http://katlas.math.toronto.edu
29Jones original definition [32] was quite different, and involved the trace of a representation of the Temperley-Lieb
algebra.
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•
〈Dunionsq©〉= δ 〈D〉
where δ =−A−2−A2
• skein relation:
〈D+〉= A〈D0〉+A−1〈D1〉
where D+, D0 and D1 are three diagrams that only differ locally as described in the figure
below:
It should be clear30 that the skein relation can also be restated in term of D−, as
〈D−〉= A〈D1〉+A−1〈D0〉
Since by resolving all crossings of a link diagram according to the skein relation we obtain
a collection of simple non intersecting circles in the plane, it is useful to consider the value that
the Kauffman bracket takes on n disjoint unknotted circles n© =
n⊔
i=1
©; by just applying the
first and second properties, it can be easily obtained that 〈n©〉= δ n−1
It is a trivial matter of diagram computations to show that 〈D〉 is unchanged under regular
isotopy, i.e. R2 andR3 moves, while it changes in a controlled way when aR1 move is applied:
Proposition 1.3.2. 〈 〉
=−A−3
〈 〉
〈 〉
=+A3
〈 〉
Proof. We just prove the first of the two relations by means of Fig ??, the second being com-
pletely analogous:
This simple observation is the key to modify the bracket in such a way it remains unchanged
under all three Reidemeister moves, thus giving a true link invariant.
30If it isn’t, just turn this paper by pi2 in any direction.
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The two terms sum up as A
〈 〉
δA−1
〈 〉
=−A−3.
Definition 11. The writhe of an oriented regular link diagram D is the sum of all the signs of
the crossings in the diagram:
w(D) =
cr(D)
∑
i=0
ε(pi)
where pi is a crossing point of D, and ε is the sign function on crossings defined by
ε(!) = 1 ε(") =−1
Conventionally we regard as positive crossings those in which the ordered couple (direction of
upper strand, direction of lower strand) is a positive basis.
As above, by just computing the writhe for two link diagrams connected by a R2 or R3
moves, we can shows that w(D) yields a regular isotopy invariant. It is anyway important to
mention that w(D) is not a knot invariant, as the story of the Perko 31 pair reminds us.
If we consider theR1 move, the writhe too changes in a very easy way:
w
( )
= w
( )
−1
w
( )
= w
( )
+1
We are ready to define the Kauffman version of the Jones polynomial:
Definition 12. The Jones polynomial of an oriented link diagram D, is the link invariant defined
as
V (D)(A) = A−3w(D)〈|D|〉 ∈ Z[A±1]
Here |D| is the diagram obtained from D disregarding the orientation.
31The knots 10161 and 10162 have different writhe, and were thought to be different, until in 1974 Kenneth Perko
showed their equivalence.
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Remark 1.3.3. Another possible definition for VL, that differs from Kauffman’s by just a change
of variable can be found: V is the unique polynomial ∈ Z
[
t±
1
2
]
such that:
V (©) = 1
t−1V
( )
− tV
( )
= (t−
1
2 − t 12 )V
( )
This was in fact the first definition of VL in terms of skein relations (see e.g. [32]).
The equivalence is straightforward after the change t
1
2 = A−2
It is still an open conjecture whether the Jones polynomial detects the unknot (although
different knots sharing the same Jones polynomial have been found, see [11] ). However it is
relatively easy to exhibit links whose Jones polynomial is trivial [62].
Define the spread of a polynomial p ∈ Z[x±1] as
spr(p) = maxdeg(p)−mindeg(p)
Since in the following we will use multivariate polynomials, we define also a relative version
sprxi(p(x1, . . . ,xk)) = maxdegxi(p)−mindegxi(p)
or also sprxi(p(x1, . . . ,xk)) = spr(p(xi)) assuming p ∈ Z[x1, . . . ,xi−1,xi+1, . . . ,xn][x±1i ].
One important property32 of the Jones polynomial is the following:
Proposition 1.3.4. V (D)(A) =V (D)(A−1)
Proof. It is just an application of the skein property: if we resolve a crossing and its mirror,
we get the same skein relation, but with the replacement A↔ A−1. If we apply this to the two
diagrams D and D, we get the desired relation for V .
In other words the Jones polynomial can detect cheirality, and V (D)(A−1) = V (D)(A) for
all amphicheiral links. Unfortunately this situation doesn’t always occur, since the knot 942 has
symmetric bracket polynomial, despite being cheiral33.
Proposition 1.3.5. The Jones polynomial satisfies the following properties:
• V (−L) =V (L)
• V (L0unionsqL1) = δ V (L0)V (L1)
• V (L0#L1) =V (L0)V (L1)
32This property is not shared by other polynomial invariants, such as the Alexander-Conway polynomial, thus
revealing their inequivalence.
33Its signature is 2.
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Proof. See e.g. [43] or [17].
There is another efficient way to introduce and study the Jones polynomial, also due to
Kauffman ([35]), and recently restated in a slightly different form in the contest of Khovanov
homology ([6]). This approach is based on the idea of (local) resolutions for a knot diagram, a
resolution being a choice for the smoothing of a crossing. More in detail, for a crossing we
call this smoothing 0-resolution, and this 1-resolution.
We need another equivalent form for the Jones polynomial, used by Khovanov in [40];
let L be an oriented link diagram with n = n++n− crossings.
The unnormalized Jones polynomial is the link invariant V˜L ∈ Z[q±1] defined by
V˜L = (−1)n−qn+−2n−〈|L|〉′
where 〈·〉′ is the bracket polynomial defined by the following relations:
• normalization:
〈©〉′ = 1
•
〈Dunionsq©〉′ = (q+q−1) 〈D〉′
• skein relation:
〈D+〉′ = 〈D0〉′−q〈D1〉′
A state (or complete resolution) ρ for a diagram D with n ordered34 crossings, is a string in(
Zupslope2Z
)n
specifying a choice for each crossing’s (local) resolution.
We then define
rρ =
c
∑
i=1
ρi ∈ N
the number of 1-resolutions and s(D)ρ the number of circles obtained by applying ρ to the
diagram. Now, by recursively applying the skein relation we obtain the following expression for
this bracket polynomial:
〈D〉′ = ∑
ρ∈
(
Zupslope2Z
)n(−1)rρqrρ (q+q−1)s(D)ρ
and by exploiting the definition of V˜ (D) in terms of this bracket
V˜L(q) = ∑
ρ∈
(
Zupslope2Z
)n(−1)rρ+n−qrρ+n+−2n−(q+q−1)s(D)ρ (1.4)
The Jones polynomial can be retrieved35 as VL(q) =
V˜L(q)
q+q−1
.
34The final result is independent of the choice of ordering.
35Up to a change of the variable: q = t−
1
2 .
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There is a clever way to rearrange the terms in (1.4):
V˜L(q) = (−1)n−qn+−2n−
n
∑
k=1
qk(−1)k ∑
ρ such that
rρ=k
(q+q−1)s(D)ρ
Construct a n-dimensional cube whose vertices are the 2n states of D, as in Fig 1.31. To each
vertex ρ we associate the polynomial (−1)rρqrρ (q+ q−1)s(D)ρ . The previous rearrangement of
the sum expressing the Jones polynomial can be thus interpreted as a `` column´´ summation in
the cube (with alternating signs);
Figure 1.31: A cube resolution for the trefoil. Here (n+,n−) = (3,0).
q3
[
(q+q−1)2−3q(q+q−1)+3q2(q+q−1)2−q3(q+q−1)3]=
q+q3+q5−q9 = V˜ (31)
At this point the introduction of yet another equivalent construction for VL could seem to be an
unnecessary sophistication, but we are about to show that it permits major simplifications in the
definition of Khovanov’s Homology (Section 1.3.4).
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1.3.2 HOMFLY polynomial
The polynomial invariant studied in this section, was discovered almost simultaneously in 1985
by Jim Hoste, Adrian Ocneanu, Kenneth Millett, Peter J. Freyd, W. B. R. Lickorish, David
Nelson Yetter and independently by Józef H. Przytycki and Pawel Traczyk (hence the name
HOMFLY or HOMFLY-PT polynomial); it arises as a natural generalization of both Jones and
Alexander’s invariants, of which it shares many properties and useful features.
We are going to use the notationL for the set of links in S3, and
−→
L for the oriented links.
Theorem 1.3.6 ([28]). There is only one function
P :
−→
L −→ Z[a±1,z±1]
such that
1. normalization:
P(©) = 1
2. skein relation:
aP
( )
−a−1P
( )
= zP
( )
The polynomial P(L) ∈ Z[l±1,m±1] is called the HOMFLY polynomial of L, and is a link invari-
ant.
Proposition 1.3.7. The following relations hold:
1. P(L) = P(−L)
2. P(L)(a,z) = P(L)(a−1,z)
3. If a link L can be written as L = L0#L1, then P(L) = P(L0)P(L1)
4. P(L0unionsqL1) = δPP(L0)P(L1) where δP = a−a
−1
z
.
5. The Jones polynomial is contained in P: VL(t) = PL
(
t−1, t
1
2 − t− 12
)
Proof. See e.g. Cromwell [17].
The HOMFLY invariant has many interesting features, which have also been unexpectedly
useful in Contact Geometry; it isn’t though a complete invariant, and there are actually infinitely
many knots sharing the same HOMFLY polynomial36 (see e.g. [34]).
The maximum/minimum degree of the variables in the HOMFLY polynomial can be given
some deep geometric meaning; we start by stating an easy theorem involving the skein variable
z, before introducing the more challenging (and useful) MFW inequality for the a-spread.
36These knots, found by Kanenobu are also not distinguished by the Khovanov-Rozansky categorification of the
HOMFLY polynomial [44] .
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Theorem 1.3.8. Let L be a µ-component oriented link with a diagram D, then
maxdegzPL(a,z)≤ cr(D)− s(D)+1
mindegzPL(a,z)≥ 1−µ
Proof. For the lower bound, we just need to observe that the only possible negative z powers
come from the δP terms. If the diagram D represents the split union of µ unknots, then
Pµ© = δ
µ−1
P =
(
a−a−1
z
)µ−1
and the inequality holds. We now induct on the minimal crossing
number of the knot type, being understood that the previous case can be considered as the base
case; suppose that D is a diagram minimizing its crossing number n > 1. We can always find
a crossing that, if changed, produces a new diagram D′ whose knot type has crossing number
≤ n−1. Then the skein relation37
P
( )
= a−2P
( )
+
z
a
P
( )
gives the thesis, since the induction hypothesis is true for both summands of the r.h.s. of the
previous equation. The proof of the upper bound estimate can be found in [17] (several concept
of basic graph theory are needed).
Corollary 1.3.9. The following inequality is true for a µ component non-split link L :
2g
c
(L)+µ−1≥ maxdegzPL(a,z)
Proof. Recall (1.1) and substitute cr(D)− s(D) = −χ(ΣD) in the first equation of Theorem
1.3.8.
So the z-degree of PK gives a lower bound on the canonical genus of a knot K:
2gc(K) ≥ maxdegzPL(a,z). Also, this last Corollary can be used to show ([17]) that the in-
equality g
c
≤ g is not always an equality.
The next important inequality was discovered independently by Morton (1986), Franks and
Williams (1987). It is extremely useful for providing lower bounds on braid index; we are going
to exploit it in a slightly different context when discussing its connections with some transverse
knot invariants.
Theorem 1.3.10 (MFW inequality). For any diagram D of an oriented link L the following
inequality holds:
1− s(D)−w(D)≤ eD ≤ ED ≤ s(D)−w(D)−1 (1.5)
where eD and ED are respectively the minimum and maximum a-degree of PL(a,z).
37Clearly the same procedure applies as well if the crossing is negative.
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Remark 1.3.11. In most text and articles (1.5) is written with a different convention for the
a variable38; in the following however we will be primarily concerned with equations only
involving the difference ED− eD = spraPL, which is left unchanged. The proof of Thm. 1.3.10
can be found in [17] or [43].
Corollary 1.3.12. With the same hypothesis as above,
s(D)≥ ED− eD+2
2
Proof. It is just a restatement of Theorem 1.3.10.
The next Corollary is also sometimes called the MFW inequality:
Corollary 1.3.13.
2(b(L)−1)≥ spra(PL(a,z))
Proof. Straightforward using Yamada’s result: s(K) = b(K).
Corollary 1.3.14. If D is the diagram of the unknot or an amphicheiral knot, then
|w(D)|< s(D)
Proof. In the unknot case e© = E© = 0. If instead D is the diagram of an amphicheiral knot
ED =−eD, so ED ≥ 0≥ eD, and the conclusion follows from 1.3.10.
Theorem 1.3.15.
α(L)≥ spra(PL(a,z))+2
Proof. The braid index of a link satisfies the MFW inequality, 2(b(L)−1)≥ spra(PL(a,z));
we can then conclude by 1.2.15.
The MFW inequality 1.3.13 is not always sharp, and in fact there are knots whose braid index
can be arbitrarily distant from 12 spra(PL(a,z))+1 (see e.g. [37]); however the MFW inequality
is powerful enough to determine all but a few39 braid indexes for knots up to 10 crossings. Also,
it can be used to determine the braid index of rational links [17], torus knots and alternating links
[49].
38e.g. Morton [48], where the change is a! a−1.
39As first noted by Jones there are five such knots: 942,949,10132,10150 and 10156. Even if MFW doesn’t give
exact result for their braid index, it can be determined with other elementary techniques.
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1.3.3 Kauffman’s Polynomial
We are now going to introduce the last `` classical ´´ polynomial invariant, the Kauffman’s polyno-
mial. As for HOMFLY, there are several different approaches to the definition, each of which is
more suited to prove that Kauffman’s polynomial possesses certain properties. We are going to
define two different versions of this two-variable polynomial FK(a,z), both of which are based
on the preliminary definition of an auxiliary invariant of unoriented framed links, paralleling the
construction of the Jones polynomial by means of Kauffman brackets.
Theorem 1.3.16 (see [43]). There exists only one function
Λ :D −→ Z[a±1,z±1]
completely defined by the following properties:
1. normalization:
Λ(©) = 1
2. regular isotopy: Λ is unchanged byR2 andR3 Reidemeister moves
3. curl relations:
Λ
( )
= aΛ
( )
4. skein relation:
Λ(L+)+Λ(L−) = z(Λ(L0)+Λ(L1))
Definition 13. The Kauffman polynomial is the unique function
F :
−→
L −→ Z[a±1,z±1]
defined by
F(L)(a,z) = a−w(D)Λ(|D|)
where D is an oriented diagram for L.
Let’s also introduce another auxiliary polynomial, the Dubrovnik polynomialDL ∈Z[a±1,z±1],
defined on unoriented diagrams and characterized by the following three properties:
39
• normalization: D (©) = 1
• curl relations: D
( )
= aD
( )
and D
( )
= a−1D
( )
• skein relation: D(L+)−D(L−) = z(D(L0)−D(L1))
It can be easily shown thatDL is a regular isotopy invariant for link diagrams, so it can be thought
as an invariant of framed links; by the second relation we know precisely howDL changes under
R1 moves, so we can define DL = aw(L)DL which is a link invariant by construction.
Remark 1.3.17. Just as Jones polynomial, if D = D′unionsq© is a split diagram, then
DD = δFDD′
where δF = 1+
a−1−a
z
.
As a particular case, using the normalization property, if D = n© then
DD = δ k−1F
Theorem 1.3.18 (Lickorish [43]). Let’s define the polynomial
DL(a,z) = aw(L)DL(a,z)
DL(a,z) is an oriented link invariant, related to the Kauffman polynomial by the variable change
DL(a,z) = (−1)|L|−1FL(ia,−iz)
Remark 1.3.19. For an oriented link L, we can think of the Jones polynomial V (L) as a special-
ization of F(L):
VL(t) = (−1)µ−1FL(−t 34 ,(t− 14 + t 14 ))
So the Jones polynomial is a specialization of both HOMFLY and Kauffman polynomial. But
despite their similarities, it can be shown that HOMFLY and Kauffman polynomials are not
equivalent. In particular we can find pairs of knots with the same HOMFLY and distinct Kauff-
man invariants, and vice versa.
Proposition 1.3.20. If L0 and L1 are oriented links40 , then
1. F(L0#L1) = F(L0)F(L1)
2. F(L0unionsqL1) = δFF(L0)F(L1)
Proof. See [43] or [17].
40The first part of the proposition holds for all possible outcomes of the (oriented) connected sum of two oriented
links, which is not uniquely defined, see 8.
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MFW inequality gave an important bound on the braid index; here we show an important
result41 of Elisabetta Beltrami and Hugh Morton relating the framing variable spread of FL to
arc index:
Theorem 1.3.21 (Beltrami-Morton). Let L be a link. Then
α(L)≥ spra(FL(a,z))+2
Remark 1.3.22. We must point out that the a-spread of the Kauffman polynomial is the same as
the a-spread of the Dubrovnik polynomial DL and of DL. So we can prove the previous theorem
using either. The idea of the proof is quite ingenious, and it uses the notion of stacked tangles,
which has been implicitly introduced in Section 1.2.1.
Definition 14. Take d standard disks D2 with the same 2d marked points on the boundary; on
each disk take a simple arc connecting two different points, in such a way that arcs on different
disks never touch the same point. Consider them stacked as in Figure 1.32; the projections of the
arcs onto the lowest disk (endowed with over/under information) is known as a stacked tangle
Sd .
Figure 1.32: A stacked tangle with four arcs, and on the right one of the possible simple closures.
It is easy to figure out how to associate a link diagram to a stacked tangle: just connect the
marked points with d arcs lying outside the disk. We will require that the outside arcs are simple
and do not intersect each other; such a closure is called simple closure of Sd . Even in this case
however there is no way to uniquely determine a link class, given a stacked tangle. Call one of
these external arcs a cap if it connects two adjacent marked points.
Theorem 1.3.23. Given a stacked tangle Sd , produce a link diagram L connecting the marked
points with simple non-intersecting arcs. Write DL(a,z) = ∑Mi=m bi(z)ai, where bm ·bM 6= 0.
Then
M ≤ d−1 and m≥ 1−d
Proof. By induction on the couple (d,cr(L)); the case in which d = 1 clearly gives the unknot
without crossings, so M = m = 0.
41A weaker version involving the reduction mod 2 of FL was already known [55].
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Now for the inductive step: a simple closure of Sd must always have a cap, connecting two
consecutive points P and Q. Consider the (possibly non-simple) strand made up of the arcs
containing P and Q together with the cap. There are two possible cases:
• P and Q are connected by an arc which lies on a single stacked disk. This means that
L = L′unionsq©, and L′ is covered by induction, considering the behavior of D under disjoint
sum with an unknot (see 1.3.17).
• P and Q belong to different arcs; call them p and q respectively. We can suppose that
p > q, that is the first arc comes from a higher disks. There are two possible cases:
1. p and q belong to consecutive disks; then the projection of these two disks look like
one of the first three configurations in Fig. 1.33.
Figure 1.33
In each case, we can replace the two arcs with the rightmost tangle; the link L˜ ob-
tained is isotopic to L, and has at most one twirl less. We can conclude by induction,
since DL˜ = a
εDL where ε ∈ {0,±1}.
2. There are other arcs: p > h1 > .. . > hr > q. Now we induct on the number r of
arcs between p and q. Note that (1) can be considered as the base case. If q does
not interleave with hr, they can be exchanged, and we can conclude. If not, call L−
the link obtained by exchanging the levels of q and hr; L and L− are related by the
Kauffman polynomial skein relation. The induction hypothesis holds for L− (since
now the two arcs are closer), and for both L0 and L1 (they have less crossings). The
proof is concluded by writing
D(L) =D(L−)+ z(D(L0)−D(L1))
Now recall from Chapt. 1 that an arc presentation could be represented as a diagram similar
to a stacked tangle, by considering the compactification of the binding of the standard o.b.d. of
R3. We can recover a stacked tangle, whose closure is composed only by caps, by shrinking the
binding axis as showed in Figure 1.34 :
So if we have an arc presentation of a link L having arc number d = α(L), we get a stacked
tangle with d strands and d caps. From the previous theorem we know that
spraDL = M−m≤ 2d−2
In fact Theorem 1.3.21 is a direct consequence of a refinement of Theorem 1.3.23.
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Figure 1.34: Arc presentation of a trefoil (cfr. also Fig. 1.8), and the corresponding stacked
tangle.
Proof 1.3.21. Let L be an arc presentation having arc number α(L), and Sα(L) a simple stacked
diagram for L, according to the previous construction. Choose a cap f , and let p > q be the two
arcs insisting on f . Alter the arcs adding a twist as in Figure 1.35 , introducing an overcrossing
of p on q, but preserving the properties of being a stacked diagram as before.
Figure 1.35
The same procedure can be repeated for all α(L) caps. Suppose that k of the new cross-
ings are positive, and α(L)− k are negative; call L+ the stacked diagram obtained from L by
modifying only the caps that yield positive curls, and L− the opposite case. Then
DL+ = a
−kDL DL− = aα(L)−kDL
Now apply Theorem 1.3.23 to both L+ and L−: using the same notations, we get
M+α(L)− k ≤ α(L)−1
and
m− k ≥ 1−α(L)
so spra(FL) = spra(DL) = M−m ≤ α(L)− 2. To conclude the proof just find a diagram that
minimizes the arc index in its class and apply the whole procedure.
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The two results 1.3.21 and 1.3.15 yield the following proposition:
Proposition 1.3.24. Let L be an oriented link; then
α(L)≥ 2+ max{spra(FL),spra(PL)}
Remark 1.3.25. There is also another important polynomial, that wasn’t introduced because
it will not be used in the following. However we give its definition via skein relations. The
Alexander-Conway polynomial is the knot invariant ∆L(t) ∈ Z[z] defined by:
1. skein relation: ∇(L+)−∇(L−) = z∇(L0)
2. normalization : ∇©(z) = 1
We said that the HOMFLY polynomial can be regarded as a generalization of both Alexander-
Conway and Jones polynomials. Let us make this statement more precise: call Pn(L) = PL(qn,z)
this specialization of the HOMFLY. For n = 0 we get precisely the Alexander-Conway polyno-
mial just defined; for n= 1 we get a trivial invariant, while for n= 2 we get the Jones polynomial.
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1.3.4 Khovanov’s homology and polynomial
Categorification can be generally described as a translation in categorical terms of some set
theoretic proposition. It was first introduced in some specific cases in 1995 by L. Crane, and
generalized by Baez and Dolan in 1998 ([4]). A typical example of this procedure is to associate
to a natural number k some vector space (or module) having dimension k. Usual operations on
numbers (addition, multiplication) are then converted into constructions involving these spaces
(e.g. direct sum and tensor product).
In the knot theory context, one wants to categorify a polynomial invariant; the first example
in this sense was Khovanov’s categorification of the Jones polynomial42.
Khovanov’s idea can be roughly described as the combinatorial association of a bigraded com-
plex to each oriented link diagram D, in such a way that the (graded) Euler characteristic of the
complex is precisely the unnormalized Jones polynomial of D in the q variable (Definition 1.4).
We need some preliminary definition:
Definition 15. A graded vector space (g.v.s.) of finite dimension over a field F, is a vector space
W =
⊕
mW
m where each component W m has degree m. Its graded (also known as quantum)
dimension is the polynomial
qdim(W ) =∑
m
dimF(W m)qm
There is a natural dimensional shift that can be applied on a graded vector space as above;
define W{k} as the g.v.s. such that W{k}m =W m−k. In particular we have
qdim(W{k}) = qkqdim(W )
The graded dimension behaves well under the usual operations on graded vector spaces:
Proposition 1.3.26.
qdim(W1⊕W2) = qdim(W1)+qdim(W2)
qdim(W1⊗W2) = qdim(W1)qdim(W2)
Proof. By direct computation: if W1 =
⊕
mW
m
1 and W2 =
⊕
mW
m
2 , then
qdim(W1⊕W2)= qdim
(⊕
k
(W1⊕W2)k
)
=∑
k
[
dim(W k1 )+dim(W
k
2 )
]
qk = qdim(W1)+qdim(W2)
For the tensor product:
dim(W1⊗W2)k =
k
∑
h=0
dim(W h1 ⊗W k−h2 )
so
qdim(W1⊗W2) =∑
k
qkdim(W1⊗W2)k =∑
k
qk
[
k
∑
h=0
dim(W h1 ⊗W k−h2 )
]
=
42See [40] for the original article, or Bar-Natan’s paper [6] for a more `` chewed´´ version.
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=∑
k
[
k
∑
h=0
qhdim(W h1 )q
k−hdim(W k−h2 )
]
=
(
∑
j
q jdim(W j1 )
)(
∑
i
qidim(W i2)
)
= qdim(W1)qdim(W2)
Remark 1.3.27. Khovanov’s original approach involved a graded module on Z, but we are go-
ing to consider only the homology overQ, thus disregarding torsion (unless otherwise specified).
Definition 16. Let V be the 2-dimensional g.v.s. 〈1,x〉Q = Q⊕ xQ, where x has degree 43 -1
and 1 has degree 1.
Given a link diagram D having n = n++n− crossings, for each Kauffman’s state ρ ∈
(
Zupslope2Z
)n
define
Vρ =V⊗rρ{rρ +n+−2n−}
where rρ is the number of 1-resolutions in ρ . The Khovanov complex of D in dimension i is then
the g.v.s.
C i,∗(D) =
⊕
ρ∈
(
Zupslope2Z
)n
rρ=i+n−
Vρ
An element v ∈ C i, j is said to have homological grading i and Jones/quantum grading j;
Remark 1.3.28. If v ∈Vρ ⊂ C i, j then
i = rρ −n−
j = deg(v)+ i+n+−n−
Since rρ ∈ [0,n++n−], C i,∗ is 0 for i <−n− and i > n+.
We can arrange the g.v.s. Vρ according to the n-cube pattern introduced for the Jones poly-
nomial:
To get a (co)homological theory we also need to find a differential d; this can be done in
several ways. We are not going to introduce the T QFT1+1 approach (see e.g. [64]), favoring the
more pragmatic introduction of Bar-Natan.
Each component C i,∗ of the Khovanov complex is a `` column´´ direct sum of vector spaces
(disregarding gradings at the moment) of the form V ⊗ . . .⊗V , so we just need to specify the
boundary maps on each summand of this form.
Each edge of the cube connects two g.v.s. corresponding to resolutions having a different (by
±1) number of Seifert circles. The edges of the cube can be labeled by n-tuples of 0, 1 and
exactly one ∗; we adopt the convention that the edge ζ having ∗ in the i-th position connects the
vertex obtained by replacing ∗ with 0 to the one where ∗ is replaced with 1. For each edge ζ
define the differential dζ as the map that is the identity on the tensor factors corresponding to
circles that are not involved in the state change associated to ζ , and on the others is one of the
following two maps, according to whether the number of tensor factor increases or decreases:
V ⊗V m−→V
43Some authors (e.g. [6]) call the two elements of the basis v±, where deg(v±) =±1.
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Figure 1.36: Since there is a bijective correspondence between tensor factors of Vρ and circles
of the resolution, we identify them in the following.
V ∆−→V ⊗V
m :

x⊗1 7→ x
1⊗ x 7→ x
1⊗1 7→ 1
x⊗ x 7→ 0
∆ :
{
1 7→ 1⊗ x+ x⊗1
x 7→ x⊗ x
In order to have a real differential on the Khovanov complex we can’t just add up all the maps
corresponding to edges between two columns, since this way d2 6= 0. Rather we can make all
faces of the cube become anti-commmutative by adding some appropriate signs. In conclusion
we define
di : C i,∗(D)−→ C i+1,∗(D)
di = ∑
rζ=i
(−1)σ(ζ )dζ
where σ : {edges} −→ {0,1} is given by σ(ζ ) = ∑i< j∗ ζi (mod 2), j∗ being the position of ∗ in
the string ζ .
Definition 17. The cohomology HKh∗,∗(L) of the differential complex (C ∗,∗(L),d) is called
Khovanov Homology of the link L.
We can also define a two-variable polynomial
KhL(t) =∑
k
tkqdim(HKhk,∗(L))
Theorem 1.3.29 (Khovanov [40]). The graded dimensions of the homology groups HKhi,∗ are
oriented link invariants, and so is KhL(t) ∈ Z[t,q]. Moreover
χ (HKh∗,∗(L)) = KhL(−1) = J˜L(q)
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Remark 1.3.30. If we disregard gradings for the moment, there is a short exact sequence
0−→ C
( )
−→ C
( )
−→ C
( )
−→ 0
Now call
c0 = #{ negative crossings in }−#{negative crossings in }
and
c1 = #{negative crossings in }−#{ negative crossings in }
Then if the crossing in is negative we have the short exact sequence
0−→ C i, j+1
( )
−→ C i, j
( )
−→ C i−c0, j−3c0−1
( )
−→ 0
If instead the crossing is positive the exact sequence is
0−→ C i−c1, j−3c1−2
( )
−→ C i, j
( )
−→ C i, j−1
( )
−→ 0
These two short exact sequence give rise to the two long exact sequence
−→ HKhi, j+1
( )
−→ HKhi, j
( )
−→ HKhi−c0, j−3c0−1
( )
−→ HKhi+1, j+1
( )
−→
and in the other case
−→HKhi−c1, j−3c1−2
( )
−→HKhi, j
( )
−→HKhi, j−1
( )
−→HKhi−c1, j−3c1−2
( )
−→
Soon after Khovanov’s paper [40], many other categorifications of knot polynomials have
been found; in particular the Khovanov-Rozansky categorification of the HOMFLY polynomial
could be used to parallel some bounds on contact invariants given by Khovanov’s homology
(see Chapter 3). Furthermore the Khovanov-Rozansky homology satisfies a useful categorified
version of MFW inequality (see e.g. [38]).
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Chapter 2
Legendrian knot theory
2.1 Contact Geometry
The purpose of this section is to briefly recall the basic definitions in Contact Geometry and
establish a coherent choice of notation1. Contact Geometry can be broadly described as the odd-
dimensional analogue of Symplectic Geometry; it studies odd-dimensional smooth manifolds
endowed with a particular hyperplane distribution in the tangent bundle.
Despite its physical and analytical roots 2 , it has recently evolved in a purely geometric/topological
flavored theory; as an example it was recently used by Kronheimer and Mrowka to prove the
Property P conjecture3 for knots.
We will focus on dimension three, given that our interest relies on contact invariants of some
particular classes of knots; many of the theorems we will state here are nonetheless true also in
the 2n+1-dimensional case, with the appropriate modifications.
In dimension 3 we will rely on this important result about the global structure of the tangent
bundle of a manifold4:
Theorem 2.1.1. If M is a smooth, orientable and closed 3-manifold then T M ∼= R3×M
If M is as above, let ξ ⊂ T M be a one-codimensional subbundle; then locally we can find a
one-form whose kernel is the plane distribution ξ .
More precisely we have:
Theorem 2.1.2. If ξ is as above, locally there is a one-form α defined on an open set U such
that ker(α|U ) = ξ|U . One can find a globally defined one form iff ξ is coorientable, i.e. iff T Mupslopeξ
is orientable.
1I personally conjecture the following: `` given any two contact geometers, there is at least one convention or
notation on which they strongly disagree´´ . No counterexamples are currently known to the author.
2A first systematic approach to this subject was conducted by Arnold as an application of classical mechanics,
and by Sophus Lie to study certain systems of differential equations.
3A knot in S3has Property P if every nontrivial surgery on it produces a nonsimply connected 3 manifold. The
conjecture asserts that all nontrivial knots possess property P.
4For a proof (or better, three proofs) see [31].
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Proof. Choose any auxiliary Riemannian metric g on M; then we have the decomposition
T M = ξ ⊕ ξ⊥. On each open set U trivializing locally ξ⊥ we can define α|U = g(X ,−), X
being a non zero section of ξ⊥|U . Now for the second part: if ξ
⊥ is orientable (hence trivial) α
can be defined globally, together with the nonzero section X . Conversely if ξ = Ker(α) on all
M, we can find a global nonzero section5 of ξ⊥, meaning that ξ is coorientable.
In the following we are going to suppose (unless differently stated) that the hyperplane
distribution ξ is always coorientable, so we can safely suppose that α ∈Ω1(M).
Definition 18. Let M be a smooth, three-dimensional real closed 3-manifold.
A contact structure on M is an hyperplane field ξ = kerα in the tangent bundle T M such that
α ∧dα 6= 0
We will always suppose M orientable; thus an equivalent condition is that α ∧dα is a positive
multiple of the volume form on M, that is α ∧dα = f dV , f ∈ C∞(M) and f > 0.
A couple (M,ξ ) is called contact 3-manifold, and the one-form α a contact form.
Remark 2.1.3. Strictly speaking, the previous definition refers to a positive contact structure.
Clearly enough for a negative contact structure we ask that α ∧dα is a negative multiple of the
volume form on M, but unless differently stated we are going to restrict to the positive case.
Conversely, a 3-manifold admitting a contact structure must be orientable.
Remark 2.1.4. In the (2n+1)-dimensional case, the 1-form α is a contact form if α∧(dα)n 6= 0.
It should be noted that, also in this more general setting, the choice of the one form α inducing
the contact structure is relevant only up to multiplication by a positive function λ ∈ C∞(M).
Namely if β = λα , then β ∧dβ = (λα)∧ (λdα+dλ ∧α)n = λ n+1α ∧dα .
This last formula also makes clear that the contact structure on a 3-manifold (n = 1) depends
only on the projective class of the contact form chosen.
In order to have a better understanding of the features of Contact Geometry, we state the
well known Frobenius’ Theorem [29], which in its standard form relates involutive subbundles
of a manifold’s tangent bundle to regular foliations of the manifold.
The following reformulation is more suitable for exploring the differences and connections with
the contact case:
Theorem 2.1.5 (Frobenius). If a plane field ξ on M is integrable, then M is foliated by surfaces
tangent to ξ .
In a very precise sense Contact geometry studies the opposite situation, that is when the
plane field is completely non-integrable. In fact the integrability condition (in the three dimen-
sional case) can be equivalently formulated as α ∧dα = 0, with α a 1-form inducing the plane
distribution. This implies in particular that there can’t be any surface tangent to a contact struc-
ture ξ , not even locally. Clearly an embedded surface can be tangent to ξ at isolated points6,
5By just requiring X to satisfy e.g. g(X ,X) = 1 and α(X)> 0.
6Meaning that the tangent space of the surface coincides with ξ in those points.
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and even along a 1-submanifold, but never on open sets of the surface.
We can endow R3 with many contact structures; the main example is going to be
(
R3,ξstd
)
where
ξstd = ker(αstd) = ker(dz− ydx)
We can think of the contact planes as the subspace generated by
{
∂
∂y
,
∂
∂x
+ y
∂
∂ z
}
at each point
(x,y,z) ∈ R3; As Figure 2.1 shows, the contact planes spin counterclockwise by pi from −∞ to
∞ along a line of the form (x0, t,z0); in some sense this rotation is what makes ξ non integrable.
Figure 2.1: The standard (tight) contact structure on the xy plane.
An (almost) equivalent contact structure can be defined as ξ˜std = ker(α˜std), with
α˜std = dz+ ydx. An easy calculation shows that ξstd is positive, while ξ˜std is negative7.
Many authors instead prefer to define ξstd as the nullspace of dz− xdy8 or other similar one-
forms. The subsequent theory doesn’t depend heavily on this choice, being understood that all
notions relying on the explicit form of α must be modified accordingly.
Apart from these minor conventions, there is a strong reason to call ξstd the standard contact
structure:
Theorem 2.1.6 (Darboux - Pfaff). Let ξ be a (positive) contact structure on M induced by
α ∈ Ω1(M); then ∀p ∈ M there exist local coordinates on an open set M ⊇U 3 p, such that
p = 0 and
α|U = dz− ydx
Proof. See e.g. [31], or the original article (dated 1882, in French) [18].
Therefore this theorem provides a local normal form for all contact structures on any contact
manifold9; one notes immediately the striking difference with other well known structures on
7The plane distribution induced by ξ spins counterclockwise if the y-coordinate increases, while ξ˜ spins the other
way.
8The contact structure obtained with this one form is the same induced by αstd up to a rotation about the z axis.
9The same statement is also true in the (2n+1)-dimensional case, with the obvious modifications.
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smooth manifolds, e.g. Riemannian metric, where curvature is the obstruction to finding the
`` same´´ local structure. This is a first clue which tells us that a contact structure can only give
global informations about a manifold supporting it.
Definition 19. Let (Mi,ξi) i= 0,1 be two contact 3-manifolds, and f : M0 −→M1 a orientation
preserving diffeomorphism between them. We’ll say that f is a contactomorphism if
d f (ξ0) = ξ1
i.e. the plane field ξ0 is transported on ξ1 by the differential of f .
This condition is equivalent to f ∗(α1) = λα0, where αi = kerξi and λ ∈ C∞(M0), λ > 0.
Example 2.1.7. One of the main aims of Contact Geometry is to study contact manifolds up to
contactomorphisms; we are now going to exhibit some other important contact structures on S3
and R3:
αstd = ι∗
1
2
(x1dy1− y1dx1+ x2dy2− y2dx2)
with ι : S3 −→R4 the inclusion map. If a point p is removed from S3 then the two diffeomorphic
spaces
(
S3 \{p},ξstd
)
and
(
R3,ξstd
)
are also contactomorphic, thus justifying the notation αstd .
Example 2.1.8. Consider R3 in cylindrical coordinates (r,θ ,z) and the one-form
αsym = dz+ r2dθ
We have αsym∧dαsym = 2rdr∧dθ ∧dz > 0, so ξsym = ker(αsym) is a contact structure, usually
called the symmetric standard contact structure. Again we have that αsym is contactomorphic to
αstd .
Figure 2.2: The standard contact structure in cylindrical coordinates.
All contact structures considered until now had the intuitive feature of `` twisting´´ once by pi
(see Figs 2.1 and 2.2). On the contrary, the 1-form
αot = cos(r)dz+ rsin(r)dθ
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is a contact form, and induces another contact structure ξot on R3 :
αot ∧dαot =
(
1+
sin(r)
r
cos(r)
)
rdr∧dθ ∧dz
The contact planes of this structure have the peculiarity of `` spinning´´ an infinite number of times
along radial lines (Fig 2.3), and ξot is called the overtwisted contact structure on R3.
Figure 2.3: The overtwisted contact structure on the xy plane.
In Chapt. 3 we are going to show that the overtwisted structure is not contactomorphic to(
R3,ξstd
)
, so they can be regarded as different structures. This fact, first proved by Bennequin
[9], will be established by finding some inequalities that must be satisfied by invariants of knots
in a contact manifold which is contactomorphic to
(
R3,ξstd
)
; these inequalities are often referred
to as Bennequin type, and they fail for the overtwisted structure of the previous example.
Theorem 2.1.9 (Bennequin, [9]).
(
R3,ξstd
)
isn’t contactomorphic to
(
R3,ξot
)
This proves the existence of exotic contact structures on R3, that is contact structures which
aren’t contactomorphic to
(
R3,ξstd
)
.
Let’s conclude this section by stating some of the most important theorems in elementary
Contact geometry, and analyzing some of their consequences.
Gray’s theorem, also know as stability theorem, basically expresses the rigidity of contact struc-
tures on a manifold, i.e. no new contact structure can be obtained by a smooth deformation
induced by the action of a compact diffeomorphism group:
Theorem 2.1.10 (Gray). Let ξt t ∈ [0,1] a smooth one-parameter family of contact structures
on M; then there exists an isotopy
ψ : M× [0,1]−→M
such that dψt(ξ0) = ξt .
In the present section we have stated many theorems for general contact 3-manifolds, but no
examples other than the standard R3 or S3 had been exhibited; one might also start to wonder
if these are the only possible cases. The following theorem will however reassure the worried
reader: any `` good´´ 3-manifold supports at least one positive contact structure.
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Theorem 2.1.11 (Martinet). Let M be a smooth, orientable, connected and closed three mani-
fold. Then M admits a positive contact structure.
A proof of this theorem can be found for example in [31]. Roughly the idea is to represent
the manifold M as a branched cover M
p→ S3 of the 3-sphere over a link, and then lift a contact
structure from S3 via the pullback map p∗.
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2.2 Legendrian and Transverse knots
We are about to introduce and study two particular kinds of knots that arise in the Contact
Geometry contest: Legendrian and transverse knots. As in the topological case one of the main
technique to analyze the properties they possess, is to study their diagrams.
It turns out that, unlike the topological case, due to the presence of the contact structure we
can restrict our investigation to just two different projections to obtain useful diagrams.
We will implicitly use Theorem 2.1.6, which allows us to restrict many of our considerations
to knots in
(
R3,ξstd
)
; in some sense we are thus studying local knot theory in contact three
manifolds.
Definition 20. A smooth embedding S1 ↪→ (M,ξ), whose image K is a knot in M, will be called
Legendrian if TxK ⊂ ξx ∀x ∈ K, and transverse if TxK is everywhere transverse to ξ , that is if
TxK⊕ ξx = TxM. A transverse knot can be always oriented in such a way that its intersection
with ξ is always positive or negative; in the following we are only going to consider positive
transverse knots.
Remark 2.2.1. As mentioned before, even the concept of submanifold of a given contact mani-
fold can be naturally carried over to the (2n+1)-dimensional setting; in that case the dimension
of a Legendrian submanifold can’t exceed n.
While for topologically tame links in S3 it is quite simple to find uncountably many suitable
projections, the extra `` rigidity´´ acquired by links in a contact structure allows us to consider just
two different projections, namely the front projection and the Lagrangian projection.
Definition 21. Let γK : S1 ↪→ R3 be a Legendrian knot in
(
R3,ξst
)
parametrized as
γK(θ) = (x(θ),y(θ),z(θ))
The front projection is the map ΠF : R3 −→ R2 given by
ΠF(x,y,z) = (x,z)
while the Lagrangian projection is the map ΠL : R3 −→ R2
ΠL(x,y,z) = (x,y)
The images of the composite functions ΠF ◦ γK = γF and ΠL ◦ γK = γL (endowed with the
over/under-crossing information) are two diagrams of the knot K, also called front and La-
grangian projection of K.
Remark 2.2.2. The previous definition is actually just well posed only up to small perturba-
tions10 of the contact structure, in order to avoid non-generic configurations of the diagrams.
10That is, a family of contactomorphisms that are the identity outside a Darboux ball, i.e. an open set contacto-
morphic to
(
R3,ξstd
)
.
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Consider the embedding γK as above for the link K. A necessary and sufficient condition for
K to be Legendrian (with respect to the standard contact structure ) is that αst(TxK) = 0 ∀x ∈ K,
or in other words
z′(θ)− y(θ)x′(θ) = 0 (2.1)
We can use this last equation to describe the possible shapes of front/Lagrangian projections
of a given knot.
Front projection It should be clear that γF can’t be an immersion, since x′(θ) = 0 =⇒
z′(θ) = 0. In other words front projections can’t have vertical tangencies.
Up to a C∞-small perturbation, we can suppose that x′(θ) = 0 only at isolated, non degenerate
points; apart from these singular points for γF we can retrieve the y component of the embedding
γK , by rewriting the Legendrian condition as
y(θ) =
z′(θ)
x′(θ)
The isolated points θ where x′(θ) = 0 are cusps of the diagram, and after a riparametrization11
they become semicubic cusps, i.e. of the form (near the origin) (θ 2, 3θ2 ,θ
3).
Figure 2.4: Three Legendrian front projection of the trefoil.
Another condition that is forced in front diagrams is at crossings, and can be easily deduced
again by (2.1): the strand passing over must have a smaller slope than the underpassing one12.
Figure 2.5: The (isolated) points where the diagram is vertical are replaced by semicubical cusps.
Remark 2.2.3. Any knot diagram whose only singular points are generalized cusps, with no
vertical tangencies and having the crossing condition explained above, is the front projection of a
Legendrian knot in
(
R3,ξstd
)
. It should also be noted that all double points of KF =ΠF ◦γK(S1)
must be transversal, otherwise γK wouldn’t be an embedding13.
11It should be kept in mind that we are always tacitly supposing that the coordinate functions are smooth.
12One must observe that in order to have the standard basis of R3 the y axis must point into the page.
13There would be a self intersection of K in R3.
56
There is thus a simple way to convert a link diagram into a front projection of a Legendrian link
belonging to the same link type: just transform all vertical tangencies in semicubic cusps as in
Figure 2.5, and modify locally the `` wrong´´ crossing as in Figure 2.5.
Figure 2.6: Incompatible crossings can be changed in two different ways.
As a consequence we can find a Legendrian representative for each topological isotopy class
of links.
In fact we can show even more:
Proposition 2.2.4. Every topological link can be C 0 approximated by a Legendrian link.
Proof. It can be shown using the front projection, remembering that y = dzdx ; consider Figure
2.7; the slope of these zigzags must be C 0-close to the value of the y coordinate at each point,
and non-permitted crossing must be locally changed as in Fig. 2.5. In the general case just
consider a covering made of a finite number of the so called Darboux’s balls, i.e. an open ball
contactomorphic to
(
R3,ξstd
)
.
Figure 2.7: A Legendrian front (in black) that approximates a strand of a smooth link (red).
As in the topological case there is a set of elementary moves (see Fig. 2.8) that connect any
two front projections of a given Legendrian knot type, and are called Legendrian Reidemeister
moves.
Lagrangian projection : As in the previous case, we can completely recover a Legendrian
knot from its Lagrangian projection, but this time only up to a translation on the z-axis. Unlike
the front case, a Lagrangian diagram is always the image of an immersion, since again by equa-
tion (2.1) if x′ = 0 then necessarily z′ = 0; but γK is an embedding, so y′ 6= 0.
As a matter of fact condition (2.1) suggests the definition z(θ) = z0 +
∫ θ
0
y(θ)x′(θ)dθ , where
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Figure 2.8: The rotated versions (rotated of pi around all 3 coordinate axis) are also needed.
These are the only Reidemeister moves which are admissible in a Legendrian front.
we have set z0 = z(0). The restrictions on a knot diagram in order to represent a Legendrian’s
Lagrangian projection are quite different from the front case, and can’t be easily recovered from
a diagram. One condition that allows γL to be well defined is clearly that
z(0) = z(2pi)⇔
∫ 2pi
0
y(θ)x′(θ)dθ = 0
The only other restriction necessary is
∫ θ1
θ0
y(θ)x′(θ)dθ 6= 0
for all θ0 6= θ1 such that γL(θ0) = γL(θ1). This condition prevents the two preimages of a cross-
ing point to be the same point in R3.
Just like above, a knot diagram satisfying these two conditions represents (again, up to z trans-
lations) a Lagrangian projection of a Legendrian knot.
Transverse front projection: In this case we can translate the condition of (positive)
transversality as
z′(θ)− y(θ)x′(θ)> 0 (2.2)
All the vertical tangencies points of the front projection of a transverse knot must be oriented
upwards; that’s because at such a point we have x′(θ) = 0, so necessarily z′(θ)> 0.
There is also a crossing condition (see the middle of Fig 2.10). This configuration can’t be real-
ized since by (2.2) negative (resp. positive) slope implies negative (resp. positive) y coordinate.
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Figure 2.9: The two projections of a Legendrian unknot onto the coordinate planes: xz for the
front and xy for Lagrangian projection.
Figure 2.10: Non-allowed configurations in a front projection of a transverse link.
Legendrian knots can be approximated by transverse knots: given L Legendrian, let A be an
embedded annulus S1× [−1,1] ↪→ R3 such that L is the core S1×{0} and TA|L ≡ ξ|L . Figure
2.11 gives a local picture of this setting.
This way (if the annulus in thin enough) the two curves L± = S1×{±1} are transverse, and
are called positive (resp. negative 14) pushoffs of L. This is a good definition, since any two
pushoffs are transversely isotopic.
The positive pushoff of a Legendrian knot can be also understood on diagrams; we can pass
from front projections of Legendrian knots to transversal knots, as pictured in Figure 2.12.
In
(
R3,ξsym
)
a deep connection involving transversal knots and braids can be found; the key
is to embed braids far from the origin, where the planes of the standard contact structure (in its
symmetric version) are almost vertical (Fig 2.2). In this setting a braid can be naturally thought
as a transverse knot. The converse is also true:
14Many authors, including Bennequin, prefer the opposite terminology.
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Figure 2.11: The core L of the colored strip is Legendrian, while the rest is embedded transver-
sally. The boundaries of A are the traversal pushoffs of L.
Figure 2.12: This local moves convert Legendrian fronts into fronts for their positive transverse
pushoff.
Theorem 2.2.5 (Bennequin). Any transverse knot in
(
R3,ξsym
)
is transversely isotopic to a
closed braid.
Proof. The proof is contained in Bennequin’s work [9].
The presence of a contact structure permits us also to use different notions of (smooth)
isotopy, thus leading us to different kinds of knot type classifications: if L0 and L1 are two Leg-
endrian knots in (M,ξ) we call them Legendrian isotopic if there exists a smooth one-parameter
family of embeddings φt : S1 ↪→ M t ∈ [0,1], such that φi(S1) = Li, i = 0,1, and φt(S1) is a
Legendrian knot for all t. This definition equally applies to Legendrian links in M, and can be
defined also in terms of front projection (in
(
R3,ξstd
)
) of Legendrian links up to the Legendrian
Reidemeister moves shown in Fig. 2.8.
Or instead we could define L0 and L1 to be contact ambient isotopic if there exists a one-
parameter family of contactomorphismsΦt : M−→M t ∈ [0,1] such thatΦ0 = IdM andΦ1(L0)=
L1.
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The next theorem is going to show how in fact this dichotomy between the concept of Leg-
endrian and contact ambient isotopies is just apparent, and consequently they induce the same
classes on the set of Legendrian links.
Theorem 2.2.6. The equivalence relations of contact ambient isotopy and Legendrian (resp.
transverse) isotopy induce the same equivalence classes on the set of Legendrian (resp. trans-
verse) knots.
Proof. If two knots are contact isotopic, then they clearly are also Legendrian isotopic. Con-
versely, suppose that Lt t ∈ [0,1] is an isotopy through Legendrian knots; we can find a family
of diffeomorphisms of the ambient manifold φt : M −→M such that φt(L0) = Lt ∀t ∈ [0,1], and
φ ∗t (ξ|Lt ) = ξ|L0 . If we define ξt = φ
∗
t (ξ ) we have a one-parameter family of contact structures
on M, all of which agree with ξ0 along L0. A relative version of Gray’s theorem 2.1.10 allows
us to conclude that there is a family of diffeomorphisms ψt with the properties ψ∗t (ξt) = ξ0, and
ψt |L0 = Id|L0 .
Now ft = φt ◦ψt is such that f ∗t (ξ0) = ψ∗t (ξt) = ξ0. This means that all ft’s are contacto-
morphisms of the original contact structure ξ = ξ0, and ft(L0) = φt(L0) = Lt .
In particular if two Legendrian knots are equivalent, then there is a global contactomor-
phism contactly isotopic to the identity, taking one knot to the other. This theorem allows one
to speak of Contact Knot Theory unambiguously. Its main task is the classification of trans-
verse/Legendrian links in contact manifolds, up to contact ambient isotopy. The next sections
will be dedicated to the study of the classical invariants of these sort of knots.
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2.3 Classical Legendrian invariants
The extra structure carried by a contact manifold provides us with a refinement of the notion
of ambient isotopy, namely Legendrian (and transverse) isotopy; it is thus natural to look for
invariants capable of distinguishing and classifying these new equivalence classes of links.
Clearly, all invariants of topological knots can be used to distinguish Legendrian/transverse
knots, but they are not very good at this task, since they do not detect the contact structure.
In this section we are going to introduce some Legendrian (resp. tranverse) knot invariants that,
together with the knot type, are collectively known as classical invariants. Furthermore we will
see that these invariants are in fact bounded above on each knot type, allowing thus to consider
as a topological invariant the maximum among the invariants of every Legendrian/transversal
isotopy classes.
One of the features of these invariants that makes them so important is their simple combinato-
rial interpretation, based on easy recognizable properties of the front and Lagrangian projections.
If K is a Legendrian knot in a contact 3-manifold15 (M,ξ), we can split the normal bundle
NK = (T M|K )upslopeT K into a Whithney sum:
NK = (T M|K )upslopeξ|K
⊕ ξ|KupslopeT K
Considered up to isotopy, this particular trivialization for the normal bundle of a Legendrian
knot is called contact framing. It corresponds to the framing induced on K by a vector field
transverse to the contact distribution, or alternatively a vector field parallel to ξ , but transverse
to K.
Definition 22. Let K be a Legendrian nullhomologous knot in M =R3 or S3; then we can count
the signed number of twists of the contact framing with respect to the Seifert framing for K. The
number of twists is called the Thurston-Bennequin number for K, and is indicated with tb(K).
Note that in the knot case, the Thurston-Bennequin number is independent from the choice of an
orientation.
The following propositions are going to show some of the many possible definitions for
tb(K), and how to compute it from a diagram:
Proposition 2.3.1. Let X ∈ X(M) be a vector field along a Legendrian knot K, such that
Xx ⊆ NxK∩ξx ∀x ∈ K. If K′ is a copy of K pushed in the X direction, we have:
tb(K) = lk(K,K′)
Proof. It follows directly from the definitions of contact framing and linking number.
For K ⊂ (R3,ξstd) the calculation of tb(K) can be easily done by analizing the front projec-
tion KF , and using the previous characterization of tb in terms of linking number with a pushed
off copy of K:
15When needed, we can endow M with a Riemannian metric.
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Proposition 2.3.2. If KF is the front projection of a Legendrian knot K ⊂
(
R3,ξstd
)
, then
tb(K) = w(KF)− c(KF)2 (2.3)
where c(KF) indicates the number of cusps of KF .
Proof. The key observation is that in the standard contact structure of R3 there is a simple
transversal vector field, given by X = ∂∂ z . Then, according to the previous Proposition, we can
compute tb(K) as the linking number of K with a copy K′ of itself pushed in the X direction.
As Figure 2.13 suggests, for each crossing c of K we get two crossings between K and K′,
Figure 2.13
having the same sign as c. The cusps give instead a contribution of −1, so recalling (1.3) we
obtain the statement.
Figure 2.14: Two fronts for the right/left handed trefoil. The first has tb(31) = 1, the second
tb(31) =−6. In Chapt. 3 we are going to show that in fact these are the highest possible values.
Also the Lagrangian projection KL can be used to calculate tb(K), as the following proposi-
tion shows:
Proposition 2.3.3. If KL is the Lagrangian projection of a Legendrian knot K ⊂
(
R3,ξstd
)
, then
tb(K) = w(KL)
Proof. It is completely analogous to the previous one, taking into account the correspondence
between Lagrangian and front projections (Fig. 2.12).
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The second classical invariant we are going to deal with is only defined for (nullhomologous)
oriented Legendrian knots, and in contrast with tb(K) depends on the orientation of K. We shall
assume that K = ∂Σ; the restriction ξ|Σ is trivial
16 and so we have an induced plane trivialization
ξ|∂Σ = K×R2. Let t be a non zero vector field tangent to K and whose direction coincides with
the orientation of K. t can be naturally thought as living in the trivialization induced by ξ , in
fact t can also be regarded as a map t˜ : S1 −→ S1.
Definition 23. The winding number r(K) of t in R2 (or equivalently, the degree of the map t˜)
is called rotation number or Maslov number. It depends on the orientation of K: reversing it
changes r(K) to −r(K).
Rotation number can be easily computed from front projections:
Proposition 2.3.4. Let c± be the number of cusps oriented upwards/downwards in the front
diagram KF of a Legendrian K. Then
r(K) =
c−− c+
2
(2.4)
Proof. The ordered couple { ∂∂x , ∂∂y − x ∂∂ z} gives a positively oriented trivialization for ξstd . So
the rotation number can be computed by counting with sign how many times the tangent vector
t crosses ∂∂x going around K. The only relevant rotations with respect to
∂
∂x are the half-rotations
that occur at cusps. The formula above then follows easily.
Proposition 2.3.5. If K ⊂ (R3,ξstd) is a Legendrian knot, then
tb(K)+ r(K)≡ 1 (mod 2)
Proof. According to 2.3.4 and 2.3.2 we have tb(K)+ r(K) = w(K)− c+ in the front projection.
Take the smoothened version K˜ of K, and interpret c+ as the number of (isolated) points in K˜
having vertical tangent directed upwards. It is easy17 to show that the number w(K)− c+ mod 2
is invariant under Reidemeister moves and crossing switches; up to crossing changes we can
suppose that K˜ is a diagram of the unknot. We can then assume that K˜ is©, which has w(K)−
c+ ≡ 1 mod 2.
The third (and last, see [30]) invariant we are dealing with is defined for tranverse knots. We
know that ξ is trivial over a Seifert surface ΣT of a transverse knot T ; we can therefore choose a
non zero section X of ξ|ΣT .
Definition 24. The self linking number of a transverse knot T , indicated by sl(T ) is the linking
number of T with a copy of T pushed in the X direction.
Proposition 2.3.6. If TF is the front projection of a transverse knot in
(
R3,ξstd
)
, then
sl(T ) = w(TF)
16An orientable 2-dimensional vector bundle over a surface with boundary is always trivial.
17e.g by direct computation with Reidemeister moves, or by using the mod 2 degree of the Gauß map K→ S1.
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Proof. Since X = ∂∂y ∈ ξstd(x) ∀x ∈ R3, it can be used to trivialize ξstd . The proof is then
completely analogous to the one given for 2.3.2.
There is a smart way to calculate the self linking number of a transverse knot, based on the
previous proposition, and originally due to Bennequin; besides this, the following procedure will
give us an useful way to compute the self linking of a link using a braid presentation.
Let’s put ourselves in
(
R3,ξsym
)
, and consider a transverse braid T . Let ϕ(T ) be the alge-
braic length of T , and b(T ) its braid number. Without loss of generality we can suppose that
all the braiding occurs only in the half space H = {x ≥ ε}. In other words we think at T as the
closure of a braid living in H. The vector field X that gives T ′ in this case will be composed of
three parts: in H we take X = ∂∂ r , on H− = {x≤−ε} X =− ∂∂ r , and we use the remaining strip
to smoothly connect the two fields by a clockwise rotation (see Fig. 2.15). Each crossing σ±1j
gives a ±1 contribution to sl(T ), while each strand of T ′ passes once over and once under in
Figure 2.15: How to compute the self linking number of a (transversally embedded) braid. On
the right the behavior of the vector field X .
H−, thus contributing −1 to sl(T ). All the crossings involving one strand of T and one of T ′ are
of one these two forms. Therefore
sl(T ) = ϕ(T )−b(T ) (2.5)
Proposition 2.3.7. If K is a homologically trivial Legendrian knot having Σ as Seifert surface,
and L± are the positive and negative transverse pushoffs of K, then the following holds:
sl(K±) = tb(K)∓ r(K) (2.6)
Proof. For the generic contact three manifold see [31]; in the special case of
(
R3,ξstd
)
it is just
a simple matter of computation with front diagrams, bearing in mind 2.3.6, 2.3.2 and 2.3.4.
Legendrian/transverse knots can give a lot of information regarding the global behavior of
the ambient contact manifold:
Definition 25. A contact 3-manifold (M,ξ) is said to be overtwisted if it contains an embedded
disk ∆ with Legendrian boundary, (up to a small perturbation) transverse interior except at one
singular point18. Otherwise it is called tight.
18That is, a point p ∈ Int(∆) in which Tp∆= ξp.
65
Theorem 2.3.8 (Bennequin). The standard contact structure on R3 is tight19, while the over-
twisted contact structure isn’t.
Figure 2.16: The overtwisted disk piD2 in
(
R3,ξot
)
.
Remark 2.3.9. The contact planes do not spin around the boundary of an overtwisted disk, and
therefore the Thurston-Bennequin invariant of ∂∆ is equal to 0. Given that Bennequin in [9]
proved that all Legendrian knots in
(
R3,ξstd
)
must satisfy Eqn. (3.2), this means in particular
that if K is a Legendrian unknot we must have tb(K)≤−1. The boundary of ∆ is Legendrian by
hypothesis, and it is clearly unknotted since it bounds a disk;
Not all manifolds admit a tight contact structure, as proved by Etnyre and Honda in [24], for
the connected sum of the Poincaré homology sphere with a copy of itself with the opposite
orientation.
A theorem of Eliashberg states that two overtwisted contact structures on a closed oriented
3-manifold are isotopic if and only if they are homotopic as 2-plane fields. This means that
overtwisted contact structures are less interesting than tight ones, since they do not reveal any
`` new´´ information on the manifold.
As announced in Chapter 1, we can exploit grid and braid diagrams to reinterpret in a com-
binatorial way the invariants we’ve just introduced. We start by exploring the interconnections
between grid diagrams and front projections for Legendrian knots.
As Figure 2.17 explains, it is fairly easy to obtain a front projection of a Legendrian knot from
a grid diagram: just rotate G counterclockwise by an angle of pi4 ; then replace the NW and SE
corners with cusps and smooth out the remaining ones.
This procedure is invertible, so all Legendrian knots can be presented in a grid form.
Given a grid diagram G we call c(G) the number of SE and NW corners, i.e. right and left
cusps of the corresponding front, and c↓(G) the number of SE cusps oriented like this
plus the number of NW corners oriented as (they correspond to the downward-oriented
19In fact it’s the only tight one [31], up to contactomorphisms (see 2.1.8).
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Figure 2.17
cusps of the front).
Then
tb(G) = w(G)− c(G)
2
sl(G) = w(G)− c↓(G)
where sl(G) is a short way to indicate the self linking of the positive transverse push off of the
front projection obtained by G.
2.3.1 Stabilization
We can now introduce a move, the stabilization on Legendrian/transversal links, that leaves the
topological type unchanged, but changes the Legendrian isotopy class. The most straightforward
way to introduce it is by diagrams; since it is a local move, the following definition accounts for
the general case, according again to Theorem 2.1.6.
As the Figure 2.18 makes clear, there are two kinds of stabilizations, depending on the direction
Figure 2.18: The possible stabilizations on fronts.
of the cusps added (or twirls, in the Lagrangian case). If K′ is obtained from K by a stabilization,
we can write K′ = S±(K), where the sign specifies the kind of stabilization; it is not immediate
(but not too complicated) to show that despite being a local move, the resulting Legendrian class
does not depend on where the stabilization was done.
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Figure 2.19: These two sequences of diagrams show how stabilization can `` pass through´´ cusps.
Remark 2.3.10. We have already encountered stabilizations in the grid context; it is no mistake
that they have the same name: according to the correspondence described by Figure 2.17 a
Legendrian stabilization corresponds to X:NE and X:SW stabilizations on the grid. We are
going to exploit again this correspondence in a broader sense later.
From Propositions 2.3.4 and 2.3.2 it is clear that the following relations hold:
tb(S±(K)) = tb(K)−1 (2.7)
r(S±(K)) = r(K)±1 (2.8)
So tb(S+(K))+ r(S+(K)) = tb(K)+ r(K) and tb(S−(K))+ r(S−(K)) = tb(K)+ r(K)−2.
There is also a parallel notion of stabilization for transverse knots, and in this case the move
is like in figure:
Figure 2.20: There is only one kind of stabilization in the transverse case. Note that there is also
only one possible orientation.
Again, stabilization changes the value of the self linking in a very precise way:
sl(S(T )) = sl(T )−2 (2.9)
The next theorem, due to Fuchs and Tabachnikov, relates stabilized fronts to topological
diagrams.
Theorem 2.3.11 (Fuchs - Tabachnikov). If two Legendrian (resp. transverse) knots K0 and K1
belong to the same topological type, then they are Legendrian (resp. transversely) isotopic after
being both stabilized a certain number of times.
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Proof. The proof can be found in the original article [30]; it is important to note that this result
has also been extended to an arbitrary contact 3-manifold20.
This theorem is telling us that stabilization makes Legendrian/transversal knots become
`` more flexible´´ ; this shouldn’t come as a surprise, since in Proposition 2.2.4 we showed that
there is a front C 0-approximating any topological knot. This front had the peculiarity of being
stabilized many times. In particular the relations of Legendrian isotopy up to stabilizations and
topological isotopy induce the same equivalence classes on knots.
We can now start to examine how good these classical invariants are, i.e. to which extent
they classify Legendrian/transversal isotopy classes of links. The problem isn’t still completely
understood, even if there are many important results in this direction.
Theorem 2.3.12 (Eliashberg [20]). Transverse (resp. Legendrian) knots with equal classical
invariants (sl or tb and Maslov number), which are topologically isotopic to the unknot are
transversely (resp. Legendrian) isotopic.
Remark 2.3.13. If we call a knot type Legendrian/transversally simple if its Legendrian/transversal
isotopy representatives are uniquely determined by its classical invariants, then the previous the-
orem just says that the unknot is both Legendrian and transversally simple. In particular any
unknot is Legendrian isotopic to a standard embedding of S1 with cusps (in the front projection).
The same theorem applies as well for other knots and families: in [23] Etnyre and Honda char-
acterized torus knots and figure-eight knots. Also, F. Ding and H. Geiges (see [19]) used these
results to prove that the classical invariants classify the cables of the unknot in
(
S3,ξstd
)
.
It must be pointed out however that these results are true only for the specific case of
(
S3,ξstd
)
,
and can’t be generalized to arbitrary contact 3-manifolds.
The previous examples may lead to think that all knot types are simple, but this is not the
case: in [14] Yuri Chekanov showed that 52 is not simple, by means of his Differential Graded
Algebra invariants.
Figure 2.21: Two grid realizations for the knot 52, which both realize maximal Thurston-
Bennequin number and arc index, have the same classical invariants, but are not Legendrian
isotopic.
Also Birman and Menasco in [12] showed that there are non-transversally simple knot types:
20A proof can be found in the Master’s Thesis of Michele Tocchet (Universitá di Pisa, 2004).
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Theorem 2.3.14. The two transverse closed 3-braids T X+=σ51σ
4
2σ61σ
−1
2 and T X−=σ
5
1σ
−1
2 σ
6
1σ
4
2
determine the same topological type, and have equal self linking number, but are not transver-
sally isotopic.
In [39] the authors, using Floer Homology techniques exhibited an infinite family of trans-
versely nonsimple knots having more than 10 crossings.
Theorem 2.3.15 (Transverse Markov Theorem). If we close two braids b1 and b2 as in Figure
2.22, then these closures are transversely isotopic in
(
R3,ξsym
)
iff b1 is related to b2 by a finite
sequence of braid conjugations and positive braid (de)stabilizations.
Proof. See e.g. [10].
Figure 2.22: A standard way to picture the front projection of a given braid.
As mentioned before, there is a strong interconnection between grid/arc diagrams, braids
and knots in
(
S3,ξstd
)
. In [54] Ng and D. Thurston investigated these relations, producing the
following commutative diagram:
G > L

K
>
	
B
∨
> T
∨
<
where:
• G is the set of grid diagrams.
• K is the set of topological (tame) links.
• B are braids up to (fixing endpoints) isotopy.
• L are Legendrian links.
• T are transversal links.
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In some sense grid diagrams are a common language through which many classes of links
can be represented. Accordingly, many invariants of such classes can be computed via their grid
counterparts.
We can restate Theorem 1.2.11: there is a bijection between the sets
Gupslope{commutation, translation, (de)stabilization}←→K
The map from G toK factors through the others; in particular if we call
G = Gupslope{translation, commutation}
the following holds:
Theorem 2.3.16 ([54]). There are bijections
• Gupslope{X : NE,X : SE(de)stabilizations}←→B
• Gupslope{X : NE,X : SW (de)stabilizations}←→L
• Gupslope{X : NE,X : SW,X : SE(de)stabilizations}←→T
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Chapter 3
Bennequin type Inequalities
Historically the first inequality bounding from above the self linking1, thus enabling us to speak
of maximal self linking and maximal Thurston-Bennequin invariants, was Equation (3.1) below,
of which (3.2) is an immediate consequence:
sl(T )≤−χ(ΣT ) (3.1)
tb(L)+ |r(L)| ≤ −χ(ΣL) (3.2)
ΣT (resp. ΣL) being a Seifert surface for T (resp. L).
In particular, by (1.2) we also obtain
tb(L)+ |r(L)| ≤ 2g(L)−1 (3.3)
This first bound, discovered by Bennequin2 in [9], is not powerful enough to determine sharp
upper bounds for the invariants, since for example it is insensitive to mirroring 3. Bennequin’s
Theorem was soon after generalized to arbitrary tight contact 3-manifolds:
Theorem 3.0.17 (Eliashberg, [21]). If L ⊂ (M,ξ) is a nullhomologous Legendrian knot in a
tight contact 3-manifold, then
tb(L)+ |r(L)| ≤ −χ(L)
In the last three decades many other different upper bounds for sl and tb were found by
means of the polynomials defined in Section 1.3, but we are going to see that no one of them is
always sharp, so in general tb and sl can’t be expressed in terms of these invariants.
Recall that in the years 1986/7 Morton (and independently Franks and Williams) used Equation
(2.5) to prove a bound (Corollary 1.3.13) involving the HOMFLY polynomial and the braid
index of a link.
1And by 2.3.7 also the sum of Thurston-Bennequin and rotation number.
2It is customary to refer at equations (3.1) and (3.2) as `` Bennequin inequalities ´´ , even if they were proven in this
form by Eliashberg in [22].
3Because we can basically choose the mirror surface for T .
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After about 10 years Fuchs and Tabachnikov exploited this inequality to give an upper bound
for the self linking number of a transverse knot. Afterwards Tabachnikov [60], gave a similar
proof involving the Kauffman polynomial instead. More recently, Ng gave other bounds derived
from Khovanov homology. This chapter is devoted to the study of these (and similar others)
inequalities, and to their sharpness on specific families of knots.
We can start by defining the invariants announced in the preamble:
Definition 26. Denote byL (K) andT (K) the sets of Legendrian/transverse knots whose topo-
logical underlying type is K. Then the maximal Thurston-Bennequin invariant is defined4 as
tb(K) = max{tb(L′) |L′ ∈L (K)}
Likewise the maximal self linking invariant is
sl(K) = max{sl(T ′) |T ′ ∈T (K)}
Remark 3.0.18. It is worth remarking that despite the fact that these invariants are defined
using Legendrian/transversal classes, tb and sl are topological knot invariants.
Remark 3.0.19. The geometric content of Bennequin’s inequality is quite counterintuitive at
first sight: it basically says that a topological knot in a tight contact 3-manifold can only be rep-
resented by a Legendrian (resp. transverse) knot whose contact framing can twirl an arbitrary
number of times only in one direction. The number of possible twirls in the other direction is
instead bounded by a number that depends only on some topological properties of the knot.
Remark 3.0.20. We know ((2.9), (2.7)) that stabilization decreases by one the tb number of a
Legendrian knot, and by two the self linking. Thus a reasonable way to find tb should involve
the opposite operation, destabilization. A Legendrian link L is the destabilization of L′ if L′ is
Legendrian isotopic to S(L) , and similarly for the transverse case.
In his Senior thesis W. Chongchitmate showed that there are prime5 fronts that do not admit
any destabilization, and whose self linking number is arbitrarily far from the maximal possible
value.
In other terms
tb(F) = tb(F) =⇒6⇐= @F˜ such that F = S(F˜)
The maximal Thurston-Bennequin number behaves in a controlled way under connected
sum:
Theorem 3.0.21.
tb(K0#K1) = tb(K0)+ tb(K1)+1
Proof. This result has been proven by Ichiro Torisu in his paper [63].
4As said before, this is actually a good definition, thanks to equation (3.2).
5For the definition of connected sum for Legendrian/transverse knots, see [25].
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Remark 3.0.22. The original Bennequin’s bound (3.1) has been improved by Rudolph (see [58])
in 1993, with the genus of the knot replaced by its slice genus:
Slice Bennequin bound: tb(K)+ r(K)≤ 2gs(K)−1 (3.4)
Although this is a great improvement with respect to the initial estimate, it suffers from the
same problems: it is insensitive to mirroring, and can only give bounds ≥−1, while in general
the quantity tb(K)+ r(K) can be any (odd) negative number (see Remark 3.2.11).
There is anyway a straightforward application of this result; it is well known6 that the con-
nected sum K#K is slice7, so gs(K#K) = 0. By Theorem 3.0.21, tb(K#K) = tb(K)+ tb(K)+1,
so:
tb(K)≤−tb(K)−2
Moreover, if tb(K) = tb(K) this means that
tb(K)≤−1
So in particular amphicheiral knots have always negative maximal Thurston-Bennequin number.
Remark 3.0.23. In this chapter we are going to use many inequalities of the form
contact invariant≤ topological invariant
If we say that such an inequality is strict we mean that there is a topological knot type K
such that the maximum of all the values of this contact isotopy invariant computed on each
Legendrian classL (K ) is strictly less than the value of the topological invariant computed on
K . Otherwise we will call the inequality sharp.
Remark 3.0.24. Inequality (3.2) implies that a Legendrian unknot in
(
R3,ξstd
)
must have a
negative maximal Thurston-Bennequin number. It should be clear at this point that the boundary
of the overtwisted disk piS1 = ∂piD2⊂ (R3,ξot) can’t satisfy Equation (3.2), as already observed
in 2.3.9.
Here we are going to present an easy but important result involving the maximal tb and the
arc index, due to Matsuda:
Proposition 3.0.25 (Matsuda, [47]).
−α(K)≤ tb(K)+ tb(K)
Proof. Let G∈K (K) be a grid diagram with arc number α(G). We can obtain a front projection
F for K by applying the usual procedure described in the previous chapter, but also a front for K
by rotating G clockwise by pi4 and switching all crossings, as shown in the figure below.
Since w(F) =−w(F) we have tb(F)+ tb(F) =−c(F)+ c(F)
2
=−α(G).
6See e.g. [57].
7i.e. it bounds a properly embedded disk in (B4,S3).
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The importance of this proposition has been pointed out by Ng in [52]; by estimates of both
α and tb with other means8 , and checking if equality is forced, he was able to calculate both
invariants for all knots with 11 crossings or less.
In Ng’s paper [52] there is also an analogous statement involving the braid index and the self
linking:
−2b(L)≤ sl(K)+ sl(K) (3.5)
Remark 3.0.26. In [47] Matsuda gives a definition of arc number adapted to the Legendrian
setting9. Call contact bridge number of Legendrian link L the number
κ(L) = #{L ∩ {xz}-plane }
On a front we can identify contact bridge number with the points in which the front has horizontal
tangent vector (cusps included). Clearly
κ(F) = α(G)
if L is the front determined by the grid diagram G.
8We are going to primarily use the Morton-Beltrami inequality, plus some other inequalities that will be introduced
shortly.
9That is, without using the grid↔ front equivalence.
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3.1 Polynomial and Homological bounds
There are many different proofs of the several kind of bounds on the maximal Thurston-Bennequin/self
linking numbers, most of which use ad hoc techniques10. We will however follow Ng’s ap-
proach, that in [53] unifies many of these proofs into one.
The key observation is that we can consider the various homological and polynomial invari-
ants as being Z-valued, by taking the maximal/minimal degree of an appropriate variable (or
non-vanishing homology). The proof is very general, and it is conjectured to work also for some
other homological invariants.
Theorem 3.1.1. Let i˜ be a Z-valued invariant of unoriented link diagrams such that:
1. i˜(D) is invariant underR2 andR3;
2. i˜
( )
= i˜
( )
+1;
3. i˜(
n︷ ︸︸ ︷
© . . .© )≤ n;
4. i˜
( )
≤ max
(
i˜
( )
, i˜
( )
, i˜
( ))
Then
tb(L)≤−i(L) (3.6)
where i(L) is the link invariant defined by i(L) = i˜(D)−w(D), where D is any regular diagram
for L.
Corollary 3.1.2. The Kauffman and Khovanov bounds hold for oriented links:
Kauffman bound : tb(K)≤−maxdegaF(K)(a,z)−1 (3.7)
Strong Khovanov-Ng bound: tb(L)≤ min{k |
⊕
j−i=k
HKhi, j(L) 6= 0} (3.8)
Weak Khovanov-Ng bound: tb(L)≤ mindegqKhL
(
q,
t
q
)
(3.9)
Remark 3.1.3. The two bounds (3.8) and (3.9) usually give the same estimates, but Bound
(3.8) is stronger if we consider homology with Z coefficients, since there could be a non trivial
homology group made up by just elements of torsion. This actually happens e.g. for the torus
knot T (5,−4) (see [51]).
10For a list of such estimates see e.g. [26] or [51].
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Remark 3.1.4. Kauffman’s and Khovanov’s bounds are not comparable in general, meaning
that there are knots11 for which one bound is sharp while the other one isn’t.
For small knots it is known that the Kauffman bound is sharp for all but two knots up to 9
crossings; Khovanov’s bound instead is sharp for all but two12 knots up to 10 crossings, and all
but eight knots up to 11 crossings.
Bound (3.7) can also be restated in terms of the Dubrovnik polynomial:
Lemma 1. If K is a front, then
c(K)
2
−1≥−maxdegaDK(a,z)
Also, the equality is sharp iff tb(K) =−maxdegaFK(a,z)−1
Proof.
tb(K) = w(K)− c(K)
2
≤−maxdegaFK(a,z)−1 = w(K)−maxdegaDK(a,z)−1
where the inequality is a consequence of Bound (3.7), and the equality on the right comes from
the definition of the Dubrovnik polynomial. The previous relation is clearly also equivalent to
c(K)
2 −1≥ maxdegaFK(a,z).
The following is the oriented version of the previous theorem; it states the corresponging
HOMFLY bound.
Theorem 3.1.5. Let i be a Z-valued invariant of oriented links such that:
1. i(
n︷ ︸︸ ︷
© . . .© )≤ n;
2. i
( )
+1≤ max
(
i
( )
−1, i
( ))
3. i
( )
−1≤ max
(
i
( )
+1, i
( ))
Then:
sl(L)≤−i(L)
Corollary 3.1.6. The following holds:
HOMFLY bound : sl(L)≤−maxdegaP(L)(a,z)−1 (3.10)
11In particular there are 19 knots with less than 11 crossings on which the two bounds disagree (see [51]).
12The two knots are 10124 and 10132.
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Remark 3.1.7. The last Theorem is used in [53] to prove the bound on sl given by the Khovanov-
Rozansky homology, which will we will not consider.
We shall however point out that neither Kauffman’s nor HOMFLY’s bounds can be always
sharp. In fact, Ferrand in [26], shows that −maxdegaF(a,z)> 2g4−1 for some knot types, and
likewise for the inequality −maxdegaP(a,z)>−maxdegaF(a,z).
Proposition 3.1.8 (Ferrand, [26]). The difference between −maxdega(P) and 2g4− 1 can be
arbitrarily large. As a consequence sl(K)<−maxdega(PK(a,z)) for some knot types.
Before giving the proof of Theorem 3.1.1, let’s set up some new notation: if F is a Legen-
drian front call sing(F) the total number of singularities13 in the diagram. Let instead s′(F) be
the number of singularities which lie to the right of the rightmost left cusp of F .
Proof 3.1.1. If F is a front for the link L, then
w(F)− c(F)
2
= tb(F)≤−i(F) ⇔ c(F)
2
− i˜(F)≥ 0
Note that the quantity tb(F)− i(F) is a Legendrian invariant. The idea is now to induct
on sing(F), changing the diagrams by specific skein moves that do not increase c2 − i˜. First
observe that the four topological diagrams depicted below appear in the skein relation for mman
polynomial (Theorem 1.3.16).
The front counterparts of these diagrams are , , and .
Suppose we have a in F ; we could then replace it with any of the other three. If
for each one of these new fronts we have c2 − i˜ ≥ 0, then by condition 4 this is also true for F ,
since the number of cusps is unchanged. The same is also true when considering skein changes
of .
We can now induct on sing(F) to conclude:
If sing(F) = 2 than F is the simplest unknot, and the relation
c( )
2 − i˜( )≥ 0 holds.
If the front contains or we replace them by the others. If we put in
or the new front has a lower number of singularities, so they are covered by the induc-
tion. Thus the only possible `` problem´´ arises from the skein replacement ↔ ;
we need to understand the behavior of sing(F) under this kind of skein moves.
13According to Section 2.2 the only singular points in a front are cusps and crossings.
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To do so, let’s induct on s′(F); the theorem then follows from the Lemma of Rutherford
stated below, together with the observation that Legendrian isotopy, Legendrian destabilization
and the removal of trivial unknots do not increase c− i˜.
Lemma 2 (Rutherford). A front F can be changed to a new front F ′, such that sing(F) =
sing(F ′) and s′(F)> s′(F ′) or sing(F)> sing(F ′), by means of the following operations:
• Skein replacements ←→
• Legendrian isotopy
• Legendrian destabilization
• Removal of trivial unknots
Proof. The proof can be found in the original article [59], or in a very simplified form in [53].
The idea is basically to examine all possible fronts (up to Legendrian isotopy) that can occur on
the right of the rightmost left cusp, and show that the Lemma can be applied in each case.
Proof of Kauffman and Khovanov bounds. The Kauffman bound is quite immediate, just define
i˜(D) = maxdegaF(D)(a,z)+1.
For the (strong) Khovanov bound we sketch the proof14 First we need to collapse the bigrad-
ing to a single grading: HKh∗(F) =
⊕
k= j−i
HKhi, j(F). In the article [51], Ng considers a version
of this collapsed homology which is shifted by w(F): ˜HKh∗−w(F)(F) =HKh∗(F). Moreover he
finds a long exact sequence (an exact triangle) for the collapsed and shifted Khovanov homology:
. . .→ H˜Kh∗
( )
→ H˜Kh∗
( )
→ H˜Kh∗
( )
→ H˜Kh∗−1
( )
→ . . .
If we define i˜(D) =−minsupp∗
(
H˜Kh
∗
(D)
)
the previous exact sequence implies that
i˜
( )
≤ max
(
i˜
( )
, i˜
( ))
and Theorem 3.1.1 applies.
Proof 3.1.5. The proof is almost completely analogous to 3.1.1. We can reduce to the previous
case by setting i˜(D) = i(D)+w(D). Then
i˜
( )
≤ max
(
i˜
( )
, i˜
( ))
i˜
( )
≤ max
(
i˜
( )
, i˜
( ))
14See [51] or [53] for the details.
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We can also reformulate the thesis as c↓(F)− i˜(F)≥ 0; as in the previous case, the quantity
−sl− i = c↓− i˜ is invariant under Legendrian isotopy, and it doesn’t increase under desta-
bilization. We can now proceed by making the same kind of skein moves. But since we’re
dealing with oriented fronts, only one among and is compatible with the oriented
skein substitution of or . At this point we can induct on sing(F), and conclude again
by 2.
Proof of the HOMFLY bound. Just define i(L) = maxdegaPL(a,z) + 1. The corollary follows
immediately by Theorem 3.1.5.
3.2 Sharpness on knot families
By using ruling-related arguments15, it has been shown that the Kauffman bound is sharp for
several families of links; in particular first rational and positive links, and more recently (see
[33]) the same result has been extended to the family of +adequate links16.
We can now improve Matsuda’s result 3.0.25 (and at the same time Inequality (3.5)), by
adding in the estimates involving the polynomial bounds:
−α(K)≤ tb(K)+ tb(K)≤ spra(FK)−2 (3.11)
−2b(K)≤ sl(K)+ sl(K)≤ spra(PK)−2 (3.12)
If instead we combine Proposition 3.0.25 with the weak Khovanov bound for tb we get:
α(K)≥ sprqKhK(q, tq) (3.13)
Proposition 3.2.1 (Ng). If a knot K has a grid representative for which the bound (3.13) is
sharp, then the (weak) Khovanov bounds for tb(K) and tb(K) are sharp as well.
Proof. Straightforward by considering the following chain of inequalities:
−α(K)≤ tb(K)+ tb(K)≤−sprqKhK(q, tq)
Remark 3.2.2. The previous proposition was used by Ng to compute the Thurston-Bennequin
invariant of knots up to 11 crossings. He observed that (3.13) is sharp for all these knots, with
only the 8 exceptions listed here:
α(10124) = 8 α(10132) = 9 α(11n12) = 10 α(11n19) = 9
α(11n38) = 9 α(11n57) = 10 α(11n88) = 10 α(11n92) = 10
15See Definition 28.
16The family of +adequate links generalizes both alternating and positive links.
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The corresponding unsharp values of tb for these knot types (or the knot type of their mirror)
can be found e.g. in the Knot Atlas [66].
Clearly in (3.11) (resp. (3.12)) we have sharp estimates for all knot classes K for which
the Morton-Beltrami (resp. MFW) inequalities are sharp; the proof is identical to the one of
Proposition 3.2.1.
It is conjectured in [52] that
−α(K) = tb(K)+ tb(K)
−2b(K) = sl(K)+ sl(K)
currently no counterexamples17 are known. We know however that the previous equalities
hold for all knots for which the Morton-Beltrami (resp MFW) inequality is sharp.
Remark 3.2.3. At this point it should be clear that the duality between arc and braid presen-
tation becomes much deeper in the light of the contact geometric approach. Here we illustrate
schematically the correspondence we have encountered18:
arc presentation
o.b.d. of S3 and grids←−−−−−−−−−−→ braid presentation
Legendrian knots contact structure←−−−−−−−→ transverse knots
Thurston-Bennequin
pushoff←−−−→ Self Linking
Kauffman polynomial
(Jaeger formula)←−−−−−−−→ HOMFLY polynomial
Khovanov Homology
categorifications←−−−−−−−→ Khovanov-Rozansky Homology
 
−α(K)≤ tb(K)+ tb(K)≤ spra(FK)+2 ←→ −2b(K)≤ sl(K)+ sl(K)≤ spra(PK)+2
After the discovery of these new polynomial bounds for Legendrian and traversal invariants,
the question of which bounds were sharp on which knot families has been central in Contact
Knot theory. Some partial answers have been found (sometimes negatively)19.
In order to achieve this task, one might try to find relations between sl, tb and other topolog-
ical invariants. We collect here some results in this direction.
Definition 27. A two-bridge or rational knot, is a knot T (a1, . . . ,an) that admits one of the
diagrams in Figure 3.1, according to the parity of n. Each box labeled by ai ∈ Z contains
exactly |ai| half-twists whose signs are equal to the sign of ai.
A complete classification of rational knots can be found e.g. in [41], together with the proof
that all rational knots are alternating; we can associate to a knot of the form T (a1, . . . ,an) the
17Up to 12 crossings for the first and 11 for the second, see the original article and [66].
18The Jaeger formula that labels the polynomial correspondence permits to express the Kauffman polynomial of a
knot as a sort of state summation for the HOMFLY (see [36], or [26] for the extension of the formula to fronts).
19See e.g. [50] or [33].
82
Figure 3.1: The rational form of a two-bridge link: the upper diagram for odd n, the lower for
even n.
continued fraction induced by the ordered n-tuple
(
a1,−a2, . . . ,(−1)i−1ai, . . . ,(−1)n−1an
)
:
T (a1, . . . ,an) 99K a1+
1
−a2+
1
(−1)n−2an−2+
...
(−1)n−1an−1+
1
(−1)nan
If the difference of the inverse of the continued fractions of two rational knots is in Z, then the
two knots are isotopic.
Figure 3.2: How to convert a 2-bridge link into a Legendrian front.
It can be proved that all rational knots admit a Legendrian representative in rational form as
in Fig. 3.2. This allowed Ng to prove that the Kauffman bound (3.7) is sharp for rational knots:
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Theorem 3.2.4 (Ng, [50]). If K is a two-bridge link, then
tb(K) = mindegaFK(a,x)−1
Proof. This specific proof is based on a Lemma regarding a matrix formula for the auxiliary
polynomial ΛK of the Kauffman polynomial, see [50]. Alternatively see Theorem 3.2.9 below.
The following theorem tells us that the behavior of tb is completely understood in the alter-
nating case:
Theorem 3.2.5. The Kauffman bound is sharp for alternating links. If L is alternating and
non-split then
tb(L) = mindegqVL(q)+
σ(L)
2
−1 (3.14)
Proof. This generalization is contained in Theorem [51], or in the work of Rutherford [59] (see
also below). For the definition of the signature σ of a link see [43].
A different approach was conducted by Dan Rutherford, who in [59] gave necessary and
sufficient conditions for a front to maximize tb in its topological class. The main idea is that of
rulings:
Remark 3.2.6. Up to a small Legendrian isotopy, we can always suppose that a front has cross-
ings occurring at different x-coordinates; we are going to assume that the fronts we are dealing
with have this property. In this way there is a natural ordering of the crossings20.
Definition 28. Given a front F take a subset ρ = {λ1, . . . ,λm} ⊆ {crossings of F}, where
i > j ⇒ λi > λ j. Modify F by 0-smoothing all crossings in ρ:
7−→
and call Sρ(F) the resulting front. ρ is said to be a (ungraded) ruling for F if:
1. Every component of Sρ(F) is made of exactly two never vertical strands having exactly
one left and one right cusp, and no self crossing
2. For each λi ∈ ρ , the resolved strands belong to different components of Sρ(F)
3. There can’t be any configuration as in Fig. 3.3.
The elements of ρ are called switches, while the set of rulings for a given front F is indicated
with Γ(F). If n ∈ Z, let
fn = #{ρ ∈ Γ(F) | |ρ|− c(F)2 +1 = n}
20From left to right, induced by increasing x-coordinate.
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Figure 3.3: The three permitted configurations for a ruling (on the left), and the non-permitted
configuration (the crossed one on the right).
In [15] it is proved that the sequence { fn} is a Legendrian invariant. In particular this means
that
RF = ∑
n∈Z
fnzn = ∑
ρ∈Γ(F)
z j(ρ)
with j(ρ) = |ρ|− c(F)2 +1, is a Legendrian invariant too, known as the Ruling polynomial of F.
Figure 3.4: An example of a ruling for a front. Note that a stabilized knot can never admit a
ruling.
The importance of rulings is contained in the following Theorem; first for a front K write its
Dubrovnik polynomial as
DK(a,z) = ∑
n∈Z
Cn(z)an
Then define the one-variable polynomial
BK(z) =C c(F)
2 −1
(z)
that is the polynomial in z which is the coefficient of a−1 of the polynomial atb(K)FK(a,z).
By Lemma 1, BK(z) is non-zero iff the Kauffman bound for K is sharp. A surprising theorem
proved21 by Rutherford states that RK(z) = BK(z), and as a consequence he obtained a proof of
the so called Fuchs Conjecture:
Theorem 3.2.7 (Rutherford, [59]). A Legendrian knot admits a front having an (ungraded)
ruling iff it maximizes tb within its topological class.
21Again in [59].
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The proofs of the sharpness results for alternating links by Ng, and the more general one for
+adequate links by Kálmán, rely on Theorem 3.2.7; basically in both proofs they find a front
representative admitting a ruling.
Definition 29. Let D be a link diagram; modify each crossing with the 0-resolution, and denote
by s+(D) the resulting disjoint union of circles. We call D +adequate if the two strands replacing
each crossing belong to different circles. A link is said to be +adequate if it admits a +adequate
diagram; otherwise we call it inadequate.
Remark 3.2.8. As said before, +adequate links are a generalization of alternating and posi-
tive22 links; the following result of Kálmán implies Theorem 3.2.4, Theorem 3.2.5 and an anal-
ogous theorem of Tanaka regarding positive links.
Theorem 3.2.9 (Kálmán, [33]). Let L be a +adequate link. Then, L has a Legendrian front
representative which admits an ungraded ruling.
Remark 3.2.10. It must be noted that the class of +adequate links (or even knots) is strictly
contained in the family of links admitting an unoriented ruling: as Kálmán himself notes, the
inadequate knot 11n95 admits an ungraded ruling.
Up to 11 crossings, all knots or their mirrors are +adequate, so in fact the previous theorem
permits to calculate tb for at least half the knots having less than 12 crossings.
As a consequence of (3.11), combined with Theorem 1.2.8 we have a sharp estimate in the
alternating case:
−cr(L)−2 =−α(L) = tb(L)+ tb(L) = spra(FL)−2
Remark 3.2.11. It must be noted that the maximal Thurston-Bennequin number can be arbi-
trarily big: the front Fk in Figure 3.5 has 4 cusps, and w(F) = 2k+ 1, so tb(F) = 2k− 1; it is
immediate to show however that it has a ruling23, so in fact by 3.2.7 it is maximal in its topo-
logical class. Also, these knots have canonical genus g(Fk) = k, so they maximize Bennequin’s
inequality too.
Figure 3.5: The front has 2k+ 1 positive crossings, and the 0-resolution gives 2 circles with 2
cusps each. Also, the rotation number r(Fk) is equal to 0.
22A positive link is a link admitting a diagram with only positive crossings.
23Just take ρ = {all crossings in Fk}.
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As said before, all the previous inequalities are not sufficient to determine exactly the tb for
all knots up to 11 crossings. In order to achieve this task, Ng used Legendrian n-framed doubles
of fronts24 and the following theorem:
Theorem 3.2.12 (Ng, [52]). Call Dn(K) the n-framed double of the knot K; then
tb(Dn(K))≥
{
2tb(K)+2n n > tb(K)
4n n≤ tb(K)
In particular, if tb(Dn(K))< 2ψ+2n for some ψ ≤ n, then tb(K)< ψ .
This theorem, coupled with a computer-aided calculation of Khovanov homology, allowed
Ng to compute tb also for the 8 `` exceptional´´ knots considered in 3.2.2.
It is not hard to generalize Theorem 3.2.12 to the case of a general n-framed m-component
cable. We need some preliminary definition:
Figure 3.6: The (2,0)-cable of a front of the right trefoil (on the left), and the (3,0)-cable of a
Legendrian unknot with one twist (on the right).
Figure 3.7: The general (m, f )-cable of a knot is obtained by inserting in a box a sequence of
one of the two patterns in the next figure.
24We postpone the definition to the next paragraph, where we will give a more general definition (Def. 30).
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Figure 3.8: The two patterns to add in order to have a (m, f )-cable with arbitrary f . The pattern
on the left is composed entirely of positive crossings, while the other is composed by negative
crossings (each has exactly m(m− 1) crossings). Note also that the number of cusps doesn’t
increase if f ≥ 0, while in the other case we get 2 f m `` new´´ cusps.
Definition 30. The (m, f )-Legendrian cable of an oriented front F, indicated with L fm(F) , is
the Legendrian link obtained by taking the front made of m copies of F slightly pushed in the z
direction (and with the same orientation of F); the number f gives the number of twists (with
respect to the contact framing) to insert in the front (according to Fig. 3.8).
If f = 0, then each component F i i= 1, . . . ,m of L fm(F) has linking number tb(F) with each
other:
lk(F i,F j) = tb(F) ∀1≤ i 6= j ≤ m
The Thurston-Bennequin invariant for a Legendrian link L is defined as in the knot case25.
Suppose that F is the front projection of L: then tb(L) = w(F)− c(F)2 .
Remark 3.2.13. We can also consider the Legendrian cable from a topological viewpoint: if
we take the number S of signed twists with respect to the Seifert framing, then S = f + tb(F).
Thus L fm(F) is topologically the ( f + tb(F))-framed m-component cable of the knot K such that
F ∈K (K).
When we refer to the topological version we are going to use the notation T Sm (K).
Theorem 3.2.14. Let K be a knot, then
tb(T Sm (K))≥
{
m · tb(K)+Sm(m−1) if S > tb(K)
m2S if S≤ tb(K)
As a consequence if tb(T Sm (K))< m
2S−mS+mψ for ψ ≤ S, then tb(K)< ψ .
25See e.g. Tanaka’s article [61]
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Proof. With a direct calculation we can get the Thurston-Bennequin number of the Legendrian
cable of L:
tb
(
L fm(L)
)
= w
(
L fm(L)
)− c
(
L fm(L)
)
2
=
=m2w(L)︸ ︷︷ ︸
crossings
− m(m−1)c(L)
2︸ ︷︷ ︸
cusps
+m(m−1) f︸ ︷︷ ︸
f raming
−1
2
mc(L)︸ ︷︷ ︸
cusps
+ 2 f˜ m︸︷︷︸
(negative) f raming
= tb(L)m2+m2 f−m f− f˜ m
If n is any integer, by a˜ here we mean the negative part of a, i.e. a if a≤ 0 or 0 if a > 0.
Now recall that topologically L fm(L) isT Sm (L), where S= f +tb(L), so the previous quantity
is equal to
mtb(L)+m2S−mS− ˜(S− tb(L)m
If S > tb(L) (or equivalently f > 0), then
tb
(
T Sm (L)
)≥ tb(L fm(L))= mtb(L)+m2S−mS
If instead S≤ tb(L), then
tb
(
T Sm (L)
)≥ tb(L fm(L))= 2mtb(L)+mS(m−2)≥ m2S
The theorem follows by choosing a Legendrian representative L for K such that
tb(L) = tb(K).
Remark 3.2.15. The downside of this approach is that even for medium sized knots26 a direct
computation of the bounds introduced previously becomes almost impossible for T Sm (K). The
author tried to restrict to certain classes of knots for which certain bounds (e.g. Khovanov) are
easier to estimate27. However this approach seems to be unfruitful at this time.
26If a knot has n crossings, its m-cable has > m2n crossings, so the Khovanov cube has more than 2m
2n vertices!
27In particular without the use of a programs like Khoho ([67]) or Mathematica.
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