Abstract. Let M be an oriented manifold. We study the question how many times a wave front W on M has passed through a given point p ∈ M . Namely, we introduce the numerical topological invariant winp(W (t)) such that winp(W (t 1 )) − winp(W (t 2 )) is the algebraic number of times the wave front W passed through p between the time moments t 1 and t 2 .
Introduction
Throughout this paper M is a smooth connected oriented (not necessarily compact) m-dimensional manifold.
Let W be a wave front propagating in M and let p be a point in M . We associate a sign ±1 to each passage of W through p and we denote the sum of these signs between time moments t 1 and t 2 by pas(W (t 1 ), W (t 2 ), p). Clearly pas(W (t 1 ), W (t 2 ), p) is a lower bound for the number of times the front W has passed through a point p between the time moments t 1 and t 2 . Thus it provides an important numerical characteristic of how strongly the point p was "influenced" by W between these two time moments.
We are interested in reconstructing the value pas(W (t 1 ), W (t 2 ), p) from the shape of the pairs (W (t 1 ), p) and (W (t 2 ), p) only, without any knowledge on the propagation law, topology of M , time moments t 1 , t 2 etc.
It turns out that, having the pictures of (W (t 1 ), p) and (W (t 2 ), p), we can evaluate pas(W (t 1 ), W (t 2 ), p) modulo certain d ∈ Z. In many very important cases d = 0 and thus we can completely evaluate pas(W (t 1 ), W (t 2 ), p) from the shapes of (W (t 1 ), p) and (W (t 2 ), p). For example d = 0 in the following cases:
1: W is an initially small (i.e. homotopic to a point) spherical front and M is not a rational homology sphere; 2: W is an initially small front and b i−1 (W ) < b i (M ), for some i ∈ {1, . . . , m}; 3: W is a (not initially small) front and b i (W ) + b i−1 (W ) < b i (M ), for some i ∈ {1, . . . , m}. 4: M is a manifold of negative sectional curvature.
To evaluate pas, we introduce an invariant win p (W (t)) ∈ Z/d. The number win p (W (t)) can be regarded as an affine winding number of the front around the point p, and it is important that win p (W (t)) depends on the current picture only. Then we notice that pas(W (t 1 ), W (t 2 ), p) and win p (W (t 2 )) − win p (W (t 1 )) are congruent modulo d.
The classical winding number of a curve W in R 2 around a point p is the linking number between this curve and the zero-cycle that consists of p and a point at infinity. For the case of general M and W the most technical difficulty appears because, in order to define win, we must define the "affine winding number" of W around a point in the cases where there is no "infinity" and W is not necessarily zero-homologous. The classical linking number is defined only when the linked objects are zero-homologous and hence it is not defined in this case.
On the contrary to the case of R 2 , for arbitrary manifolds there are no preferred positions of W (t) with respect to p for which we could naturally define win p (W (t)) to be zero. For this reason win p (W (t)) is defined canonically up to the choice of an additive constant, which is similar to affine vector spaces where also there is no preferred point. However, this is enough for us because the difference win p (W (t 2 ))− win p (W (t 1 )) does not depend on the choice of the additive constant and is welldefined.
The above said has the following physical interpretation. We regard M as the universe and let M be the part of the manifold M such that p, Im W (t 1 ), Im W (t 2 ) are contained in M and W (t 1 ) is homotopic to W (t 2 ) in M . We transform W (t 1 ) to W (t 2 ) in M by a generic smooth deformation and count the change of the invariant pas that occurs in the process of this formal deformation, and it turns out that this change is congruent modulo d with the (unknown!) value pas(W (t 1 ), W (t 2 ), p). In particular, as we have already mentioned, in many cases d = 0, and then we can completely compute pas from the two pictures, without any knowledge of the propagations, moments of time t 1 , t 2 , and topology of M outside of M .
We also consider the case where the observable point p moves along some trajectory γ during the front propagation and obtain the corresponding generalizations of pas and win for this setup, see Section 6.
The following physical speculations related to the pas invariant seems to be possible. Assume that the space-time is topologically a product M m × R, and that the observable universe M is so big that we are not able to see the current picture of wave fronts (due to the finiteness of the speed of light). Then the propagating fronts define the mapping of the cylinders C 1 , C 2 (over the parameterizing the front manifold N ) into M × R. Let s : M → M × R be a section of the projection p M : M × R → M , and let W i = C i ∩ s(M ), i = 1, 2. Then, similarly to the above, we can restore the number of passages of a front through a point from the picture of images of W i under the projection p M . The section s can be thought of as the picture of the universe that we see as the light from the points of M reaches the observer, and thus W i can be regarded as the picture of fronts that we actually see.
Preliminaries and the pas-invariant
Let p T : T M → M be the tangent bundle over M . We define a time dependent propagation law on M to be a smooth map L : T M × R × R → T M (a timedependent semi-flow on T M ). Here L(x, s, t) is the position and velocity vector at time s + t of a point that had position and velocity x at time s.
We require the propagation law to satisfy the following conditions:
This condition means that x 0 is indeed a velocity vector of the corresponding trajectory.
2.1.
Remark. This notion of a propagation law is more general than the one we used in [3] , since we do not require that a point that started its movement with a nonzero velocity always moves with a nonzero velocity.
Let N be an oriented closed not necessarily connected manifold such that dim N + 1 = dim M = m. A propagating N -shaped wave front in M that originated at the time moment t 0 is a smooth mapping W :
is the initial shape of the front and the initial velocity vectors and then the front is propagating according to the time-dependent propagation law L. We also introduce the notation W (t) : N → M by setting W (t)(n) = p T (W (n, t)), n ∈ N, t ∈ R.
2.2.
Definition. Let N be the space of smooth mappings N → M homotopic to W (t 0 ) : N → M , and let p ∈ M be a point. We say that α ∈ N is p-special if p ∈ Im α; otherwise we say that α is p-generic. A moment t of time is called pspecial or p-generic if the map W (t) : N → M is p-special or p-generic, respectively.
The p-special mappings form a discriminant subspace ∆ = ∆(p) of N . The codimension one (in N ) stratum ∆ 1 of ∆ is formed by β ∈ ∆ such that β β −1 (U) is an embedding for a small neighborhood U of p.
and ρ crosses ∆ in finitely many points t i , i ∈ I, and at these points ρ(t i ) ∈ ∆ 1 ⊂ ∆. A sign σ(t i ) of the crossing t i is defined as follows: take an (m − 1)-frame of vectors tangent to Im W (t i ) at p that defines the orientation of N and adjoin this (m − 1)-frame by a vector that connects W (t i + ǫ) W (t i ) −1 (p) to p, for small ǫ > 0. Put σ(t i ) = +1 if this m-frame defines the preferred orientation of M , and put σ(t i ) = −1 otherwise.
We call a triple L, W (t 0 ), p generic if for every p-generic t > t 0 the path
, p) be a generic triple and let t 1 , t 2 be two p-generic moments of time. Lett i ∈ [t 1 , t 2 ], i ∈ I, be the moments when W (t i ) ∈ ∆. We put
3. Affine winding numbers.
3.1. Definition. Given M , N , and N as above, we call a map µ : 
Moreover, the above properties determine the invariant win : N \ ∆ → B(M, N ) uniquely up to an additive constant.
We prove Theorem 3.2 in Section 4.
The Corollary below follows immediately from Theorem 3.2.
3.3. Corollary. Let L, W (t 0 ), p be a generic triple and let t 1 , t 2 > t 0 be p-generic moments of time. Then
Theorem. The equality B(M, N ) = Z holds provided that at least one of the following conditions is satisfied:
0: the manifold M is not closed. 
is null-homotopic and there exists i such that
We prove Theorem 3.4 in Section 5.
3.5. Remark. Naively speaking, conditions 2,3,4 of Theorem 3.4 correspond to wave fronts that are caused by local starting data, i.e. data located in a small chart of M . In particular case 3 should be thought of as a wave front that originated at a point, cf. [3] . On the other hand, the front in conditions 0, 1, 5 is not assumed to be caused by any local starting data.
3.6. Example. Assume that at a certain moment t 1 the picture of the wave front was the one shown in Figure 1a and later at t 2 it developed into the shape shown in Figure 1b . (The Figure 1b depicts a sphere that can be obtained from the trivially embedded sphere by passing three times through the point p.)
A straightforward calculation shows that
Figure 1
Thus if M is not a rational homology sphere, then W has passed through the point p at least 3 times between the time moments corresponding to the two pictures. This is a striking conclusion, since we are able to give this answer without the knowledge of the time-dependent propagation law L, time moments t 1 , t 2 , and even of the topology of M outside of the depicted part of it, provided that we know that M is not a rational homology sphere.
Proof of Theorem 3.2
The codimension two (in N ) stratum ∆ 2 of ∆ is formed by α ∈ N such that for a small connected neighborhood U of p α −1 (U ) consists of two connected components C 1 , C 2 such that α C1 and α C2 are embeddings, α(C 1 ) intersects α(C 2 ) transversally, and p ∈ Im α C1 ∩ Im α C2 .
A generic path γ : [0, 1] → N that connects two points in N \ ∆ intersects ∆ in finitely many pointst i , i ∈ I, and γ(t i ) ∈ ∆ 1 . Put ∆ win (γ) = i σ(t i ) ∈ Z. Proof. The proof follows from Lemma 4.1, because every generic disk can be represented as the union of regular ones, cf. Arnold [2] , [1] .
Notice that N is path connected. Proof. To show that win is well defined we must verify that the definition is independent on the choice of the generic path γ that goes from * to f . This is the same as to show that q(∆ win (ϕ)) = 0 ∈ B(M, N ), for every closed generic loop ϕ at * . But, by Lemma 4.4, ∆ win (ϕ)) coincides with the degree of the corresponding mapping N × S 1 → M , and the homomorphism q is the quotient homomorphism by the subgroup of Z consisting of such degrees. Hence q(∆ win (ϕ)) = 0 ∈ B(M, N ).
Proof of Theorem 3.4.
Recall that B(M, N ) is defined as the quotient group of Z by the subgroup formed by the degrees of nice mappings µ : N × S 1 → M . Thus, to prove the Theorem it suffices to show that if any of the conditions 0 − 5 is satisfied, then every nice mapping µ : N × S 1 → M has zero degree. We deal with every condition separately. As it is well-known and easy to see, µ * • µ ! (x) = lx for all x ∈ H * (M ). In particular,
is an epimorphism. Hence rk
, for all i = 1, . . . , m. By the Künneth formula we have
Condition 2. Consider a nice mapping µ :
Asserting just as in case of Condition 1, we conclude that
is an epimorphism. Fix a point * ∈ S 1 and denote by i : N → N × S 1 , i(n) = (n, * ) the inclusion. There exists a commutative diagram
where k is a Künneth isomorphism, p 1 is the projection onto the first summand, and p * is induced by the projection onto the first factor. Since both homomorphisms p 1 i * and p * ki * are identities while µ * ki * is the zero homomorphism, we conclude that µ * k Hi(N ) = 0. Hence
is an epimorphism. 
Hence the covering p should be finite and Im µ * : π 1 (N × S 1 ) → π 1 (M ) is a finite index subgroup of π 1 (M ). Since µ is nice, the composition µ • i 1 of the mappings
induces the trivial homomorphisms of fundamental groups. Now, using the equality
and asserting as in case of Condition 4, we conclude that
is a finite index subgroup of π 1 (M ). Thus, either π 1 (M ) is finite or Z = Im(µ * • i 2 * (π 1 (S 1 ))) is a finite index subgroup of π 1 (M ). Condition 5. We use the theorem of Preissman [4] which claims that every abelian subgroup of π 1 (M ) is cyclic. Consider a nice mapping µ :
− −−− → M is homotopy trivial than it is nothing to prove. So assume that the above map is non-trivial. Let A = Im f * ∈ π 1 (M ). Then, since π 1 (N ) commutes with π 1 (S 1 ) in N × S 1 , we conclude that µ * π 1 (N × S 1 ) is isomorphic to a certain cyclic subgroup of π 1 (M ). So, the homomorphism µ * has the form π 1 (
M is a manifold of negative section curvature, we conclude that π i (M ) = 0 for i > 1. So, the map µ :
Thus, deg µ = 0. This completes the proof of Theorem 3.4.
6. Another generalization of the winding number and the win invariant.
This section deals with the case where the point p is not stationary and travels along some trajectory.
Consider the space N := N × P where P is the space of all possible mappings p → M . Given α ∈ N and ρ ∈ P, we call (α, ρ) ∈ N generic if Im ρ ∩ Im α = ∅. The non-generic pairs (α, ρ) form a discriminant subspace ∆ of N . The codimension one (in N ) stratum ∆ 1 of ∆ is formed by (β, ρ) ∈ N such that β β −1 (U) is an embedding for a small neighborhood U of ρ(p).
Similarly to the case of win we define generic paths and the sign of a crossing of ∆ 1 by a generic path.
Let L be the propagation law, let W (t) be a front that originated at a moment t 0 , and let γ : [t 0 , +∞) → M be a trajectory of the point p. We call a triple L, W (t 0 ), γ generic if for every t > t 0 with γ(t) ∈ Im W (t) the path u : [t 0 , t] → N defined by u(t) = (W (t), γ(t)) is generic.
Let (L, W (t 0 ), γ) be a generic triple and let t 1 , t 2 be such that γ(t 1 ) ∈ Im W (t 1 ) and γ(t 2 ) ∈ Im W (t 2 ). Lett i ∈ [t 1 , t 2 ], i ∈ I, be the moments when Proof (sketch). The proof is a straightforward generalization of the proof of Theorem 3.2. Similarly to the proof of Corollary 4.3, we prove that
is a well-defined homomorphism. We choose an arbitrary point * = (f 0 , ρ 0 ) ∈ N \ ∆ = N × P \ ∆ and put win( * ) = q(k), for some k ∈ Z. (One verifies that the choice of this k is the only ambiguity in the definition of win.) Let (f, ρ) ∈ N ×P \∆ be a point, and let γ be a generic path in N that connects * = (f 0 , ρ 0 ) with (f, ρ). We put win(f, ρ) = q(k) + q ∆ win (γ) ∈ C(M, N ).
Similarly to the proof of Theorem 3.2, we prove that win(f, ρ) is well-defined, provided that q(∆ win (ϕ)) = 0 ∈ C(M, N ), for every closed generic loop ϕ at * . Thus we have to show that q •∆ win : π 1 (N ×P, * ) → C(M, N ) is the zero homomorphism.
Since π 1 (N × P, * ) = π 1 (N , f 0 ) ⊕ π 1 (P, ρ 0 ), we conclude that it suffices to show that q • ∆ win is zero on the loops of the forms α ⊕ 1 and 1 ⊕ β ∈ π 1 (N ) ⊕ π 1 (P) = π 1 ( N ) that generate π 1 ( N ).
We can assume that the point p does not move under the loop realizing α × 1 ∈ N and, as in the proof of Theorem 3.2, ∆ win (α) coincides with the degree of the corresponding nice mapping N × S 1 → M . The homomorphism q is the quotient homomorphism by the subgroup of Z containing such degrees. Hence q ∆ win (α ⊕ 1) = 0 ∈ C(M, N ).
We can assume that N does not move in M under the loop 1 ⊕ β, and then 6.2. Corollary. Let L, W (t 0 ), γ be a generic triple and t 1 , t 2 > t 0 be such that γ(t 1 ) ∈ Im(W (t 1 )) and γ(t 2 ) ∈ Im(W (t 2 )). Then win(W (t 2 ), γ(t 2 )) − win(W (t 1 ), γ(t 1 )) = q pas(W (t 1 ), W (t 2 ), p) . for all γ ∈ H 1 (M ).
6.4. Remark. In particular we conclude that in the Example 3.6 the wave front has passed at least three time through the point p between the time moments depicted on the two pictures, provided that M is not a rational homology sphere. This conclusion can be made without the knowledge of the time dependent propagation law L and the trajectory γ of the observable point.
