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Figure 1. In this study, participants interacted in Virtual Reality (VR) either through Connected (A) or Disconnected (B) virtual 
hands
ABSTRACT 
It has been shown that mere observation of body 
discontinuity leads to diminished body ownership and threat-
related physiological responding. However, the impact of 
body discontinuity has mainly been investigated in 
conditions where participants observe a collocated static 
virtual body from a first-person perspective. The present 
study further explored the influence of body discontinuity in 
the sense of embodiment, when rich visuomotor feedback 
between the real and a fake virtual body was provided. In two 
experiments, we evaluated body ownership, motor 
performance, and physiological responding to a threat, when 
participants interacted in virtual reality either using virtual 
hands connected or disconnected from the rest of the 
artificial body. We found that even under the presence of 
congruent visuomotor feedback, mere observation of body 
discontinuity resulted in diminished embodiment. 
Conversely, the visual disconnection of the artificial hands 
did not significantly influence physiological responding to a 
virtual threat and motor performance in a quick task. These 
results are in accordance with past evidence, indicating that 
observation of body discontinuity negatively impacts the 
sense of embodiment. However, we have also found that on 
a physiological and motor level, visuomotor feedback seems 
to override incongruent morphological and visual 
information in relation to the body. 
Author Keywords 
Virtual Hand Illusion; Visual Body Discontinuity; Body 
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INTRODUCTION 
The feelings of owning and controlling a body are critical for 
effective interaction with the physical environment. Recently 
these concepts have gained importance in immersive Virtual 
Reality (VR) applications, where users can experience the 
illusory perception of ownership and agency for a virtual 
body1. These illusions rely on brain mechanisms that build 
and update body representations based on real-time 
multisensory integration processes2,3. When the brain 
receives congruent synchronous visual, tactile, motor, or 
proprioceptive information with respect to a fake body or 
limb (i.e. mannequin, robot or virtual arm), it resolves such 
sensory conflict by assuming that the artificial body is part 
of the real body4,5. 
In the rubber hand illusion, participants report the feeling that 
a fake hand is part of their body. This is accomplished by 
placing a rubber hand in the participant’s vision, while their 
real hand is hidden from view. The illusion is induced when 
the real and rubber hands are placed in an anatomically 
congruent position and stroked at them at same time and 
location. After some seconds of delivering this type of 
sensory stimulation, participants feel body ownership of the 
rubber hand, evidenced by subjective reports and the 
occurrence of threat-related responses when somebody tries 
to harm the rubber hand. Analogously, in the virtual hand 
illusion, participants experience feeling that a virtual hand is 
part of their own real body. The inclusion of body tracking 
technologies even enables participants to control the fake 
virtual body through their own real-time movements6,7. This 
typically leads to the experience of embodiment in a virtual 
body, which is thought to be comprised of three main sub-
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components: 1) feeling that the virtual body is part of the real 
body—sense of body ownership, 2) feeling of being 
responsible for controlling the virtual body—sense of 
agency, and 3) feeling that one is located at the same position 
of the seen virtual body—sense of self-location1.  
Research has shown that several factors impact the 
experience of body ownership or embodiment. For example, 
the strength of these perceptual illusions can be influenced 
by the anthropomorphic characteristics of the body part8 and 
by the degree of visual realism9. In this regard, there is 
evidence that visual discontinuity of the virtual hand can 
negatively impact illusory body ownership. Perez-Marcos et 
al.10 found that feelings of ownership decreased depending 
on the connectivity of the virtual hand to the rest of the 
virtual body. Similarly, Tieri et al.11 and Tieri et al.12 showed 
that even a small discontinuity between a virtual static hand 
and forearm decreased ownership, vicarious agency, and 
physiological response to a threat, whereas ownership seems 
to be preserved when the disconnection of the arm is 
occluded by a black virtual rectangle. 
These studies requested participants to remain still and 
passively observe a static10,12 or moving collocated virtual 
body11, hence they mainly exploited proprioceptive 
congruence to induce a body ownership illusion. However, 
recent studies have assessed the impact of virtual 
disconnected hands under the presence of visuomotor 
feedback., finding contradictory results. Brugada-Ramentol 
et al.13 found no difference in body ownership scores 
between virtual hands attached to or detached from a virtual 
body, when the participants were able to actively control the 
motion of the virtual hands. Similar results were obtained in 
Tran et al.14, where no differences in ownership and sense of 
agency were found between virtual connected or 
disconnected hands. However, these authors found lower 
performance in a selection task when controlling a virtual 
hand with a rendered arm, compared to doing the task with a 
disconnected hand. Such results stand in contrast with a 
study that found higher crossmodal congruency effects 
during the control of virtual connected hands compared to 
disconnected hands15. However, these studies did not include 
a more objective measure of embodiment such as the one 
provided by physiological response to a virtual threat. 
Furthermore, aside from the study of Brugada-Ramentol et 
al.13, the visuomotor feedback provided between the real and 
virtual hands was quite minimal. This means that participants 
were not able to control all the movements of the virtual 
hands, such as finger movements. 
To our knowledge, no study has critically evaluated the 
impact of visual body disconnection for artificial hands 
controlled through rich visuomotor feedback (i.e., including 
whole hand movements as well as finger movements) on 
physiological responses to a virtual threat and on motor 
performance in an interactive bimanual task. Such evidence 
might prove important in order to clarify the contradictory 
results found by past studies, as well as to better understand 
the role played by top-down and bottom-up factors in the 
perception and construction of body representation. 
Moreover, several VR applications represent the user by 
means of virtual disconnected hands that they can move and 
control. For example, disconnected hands have been used for 
virtual bimanual assembly tasks16, archaeological 
exploration17, medical training18, flight simulations19, and 
VR keyboard inputs20. Since these VR applications can 
potentially be used in real-life training and rehabilitation 
contexts, it is important to understand the impact of 
interacting with artificial hands that are disconnected from 
the body on motor behavior, threat-related responses, and 
embodiment. 
EXPERIMENT 1 
Experimental Design 
We designed a within-group experiment, including one 
independent variable based on the visual discontinuity of the 
virtual body. The independent variable had two-levels, with 
participants interacting in an immersive virtual environment 
either using Connected (Figure 1A) or Disconnected (Figure 
1B) virtual hands (see supplementary Video for more details 
on the visual appearance of each experimental condition). 
Except for the visual disconnection of the hand (i.e., the arm 
was not rendered), both virtual hand models were exactly the 
same (Figure 1). Since each participant experienced both 
conditions, the order of presentation was fully 
counterbalanced. We also matched the number of females 
and males assigned to each possible order. 
Participants 
A total of 31 participants (Mean Age=24.10, Age SD=3.84, 
22 males, 27 right-handed) took part in the study. Inclusion 
criteria included not suffering from sensory impairments, no 
neurological diseases, and no intake of psychoactive 
medications. This study was granted ethical approval by the 
ethical committee of the University of Bayreuth and 
followed ethical standards according to the Helsinki 
Declaration. Written informed consent has been taken from 
all participants. 
Experimental Setup 
VR Scene 
The VR scene used consisted of a virtual room with a table, 
television, sofa, window, and a couple of paintings. It was 
programmed using Unity 3D and experienced through an 
HTC Vive HMD. Hand and finger tracking was enabled 
using a Leap Motion sensor, which provided real time 
visuomotor feedback matching the participants’ real hand 
movements with those made by the virtual hands. 
The Connected hand models consisted of virtual hands 
including a forearm, connected to a full virtual body (Figure 
1A). The full virtual body position was aligned with respect 
to the participant’s real physical body, based on head and 
hand position. Therefore, there was no perceptible 
proprioceptive mismatch between the virtual and real body. 
In the Disconnected condition, we used exactly the same 
hand models used for the Connected hand condition, but in 
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this case the forearm and rest of the virtual body were 
invisible (Figure 1B). Thus, users just saw a pair of virtual 
hands floating in mid-air which were collocated with their 
own real hands. They were also able to control the virtual 
hands in real-time based on their own hand movements. 
Motor Task 
We designed a task based on the quick selection of targets 
(i.e., virtual cubes) by touching them, in order to assess 
possible differences in motor performance based on the 
connection or disconnection of the virtual hands. During the 
virtual experience participants saw four grey cubes (i.e., 
targets), placed within arm’s reach on a table in front of them 
(Figure 2A and 2B). In random order, one of the cubes 
turned yellow and participants were instructed to select the 
highlighted cube as quickly as possible. As soon as the 
yellow cube was selected, its color changed back to grey and 
another cube in a different location turned yellow instead. On 
a technical level, touching of targets (i.e., cubes) was 
triggered by detecting Unity built-in collider system. A 
BoxCollider was placed in the virtual hands. When one of 
colliders intersected with a BoxCollider of a target, a touch 
event was triggered. In each experimental condition, the 
participants had to perform this task for a total duration of 90 
seconds.  
 
Figure 2. Participants executed the virtual motor task, based on 
touching yellow-colored cubes, through Connected (A) and 
Disconnected (B) virtual hands. 
Virtual Threat 
For the virtual threat scene, we used a virtual shuriken object 
that fell from the top on the artificial virtual hands. When the 
threat reached the hands, it stopped and virtual blood was 
rendered (Figure 3A and 3B). Audio-feedback of the falling 
shuriken was included. 
 
Figure 3. At the end of the study, the virtual Connected (C) and 
Disconnected (D) were threatened with a virtual shuriken. 
Measures 
VR Questionnaire 
We included a series of questions addressing different 
aspects related to the VR experience (Table 1). The questions 
were answered on 7-point Likert scale, where 1 meant 
“completely disagree” and 7 “completely agree” with the 
statement. More specifically, the questions Ownership, 
NotMyHands, and TwoHands, were related to the experience 
of a body ownership illusion and inspired by the original 
rubber and virtual hands illusion studies 7,21. The Agency and 
Control questions were meant to assess subjective 
perceptions of feeling responsible for moving and 
controlling the virtual hands based on the provided visuo-
motor correlations between the fake and real (i.e., hand 
tracking). We also included a specific question to measure 
whether participants felt that their own body was located 
where they saw the virtual body, namely Self-Location. 
Finally, the questions Threat and Realism were related to the 
overall degree of immersion experienced in the VR scene. 
All included questions were selected from previous similar 
studies, as explained in 22. Participants completed the 
questionnaire immediately after each experimental 
condition. 
Table 1. Questionnaire Items included in the VR questionnaire. 
Variable Questionnaire Item 
Ownership I felt that the virtual hands were my own hands. 
NotMyHands I felt as if the virtual hands I saw were someone 
else’s. 
TwoHands It seemed as if I might have more than two 
hands. 
Agency I felt like I could control the virtual hands as if 
they were my own hands. 
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Control I felt as if the movements of the virtual hands 
were caused by my movements. 
Self-
Location 
I felt as if my hands were located where I saw 
the virtual hands. 
Threat I felt threatened by the shuriken (knife attacking 
my hand) although I knew it was virtual. 
Real I felt the experience was real, although I knew 
it was virtual. 
 
Skin Conductance Responses (SCR) to a virtual threat 
Several studies have established the relation between body 
ownership and the reflect of trying to protect the artificial 
limb from a threat23. For instance, feelings of body 
ownership for a virtual hand that is threatened, leads to an 
enhancement of motor cortex activations24, skin conductance 
responses12, and heart rate deceleration25. 
In the present user study, we measured skin conductance 
responses when the virtual connected or disconnected hands 
were threatened. Specifically, we analyzed the baseline-to-
peak skin conductance responses by computing the 
maximum skin conductance value during the 5sec window 
after the occurrence of the virtual threat (i.e., harm by a 
virtual shuriken), in relation to a baseline taken 0.30sec 
before the occurrence of the threat12,26. 
Skin Conductance was recorded using a ProComp Infiniti 
Encoder developed by Thought Technologies Ltd. Two 
galvanic skin response sensors (i.e., bipolar electrodes) were 
placed on the users’ right-hand middle and index fingers. The 
signal was sampled at 256 Hz and subsequently analyzed 
using Matlab.  
Motor Performance 
We evaluated motor performance based on a quick bimanual 
task, which required participants to quickly select targets 
(see details in the Motor Task section). Motor performance 
was computed as the number of Hits (i.e., touched targets) in 
90 seconds. This was calculated for each experimental 
condition, respectively. Data was extracted using Matlab.  
Final Interview 
Upon the completion of the study, we carried out a short 
informal interview, to better understand the participants’ 
perceptions. Here we asked participants to explain: 1) Their 
overall impression of the VR experiences; 2) Whether they 
felt that some aspects were better or worse, when comparing 
the first and second time they went through the VR scene; 3) 
Whether they noticed any difference between the first and 
second time they went through the VR scene. No explicit 
reference to the Connection or Disconnection of the hands 
was made in this part, in order not to bias the participants’ 
responses. 
 
Procedure 
Participants were given information about the study and 
signed a consent form if they were willing to participate. 
They were randomly assigned to one of the possible 
experimental orders of the conditions. Before the study 
started, we placed the physiological recording equipment on 
the participants. 
Users were requested to sit down in front of a table. When 
the VR scene started, participants saw themselves immersed 
in a virtual living room that also had a virtual table located 
in front of them. Moreover, they also saw a virtual 
counterpart of their hands, which moved accordingly to their 
real hand movements. In one experimental condition, they 
saw virtual hands that were Connected to their virtual body 
and included an arm (Figure 1A). In the other condition, 
participants only saw a pair of virtual collocated 
Disconnected hands not including arms (Figure 1B; details 
given in VR Scene section). First, we familiarized 
participants with the virtual scene by asking them to describe 
their surroundings (i.e., the virtual room) and their new 
virtual bodies. Subsequently, we asked participants to relax, 
remain silent, and breathe slowly for 2 minutes, to record a 
baseline measure of their physiological state. When the 
recording of the physiological baseline ended, the scene 
vanished (i.e., turned black). 
Here we explained participants that when the scene appeared 
again, they would have to perform the Virtual Motor Task 
(described in more detail in VR Scene). We instructed them 
to touch the targets (i.e., yellow virtual cubes) as accurately 
and as fast as possible, until the scene automatically stopped. 
When participants finished the virtual motor task, the scene 
vanished and turned black. Here, without visual inputs, the 
experimenter placed the participants’ hands on top of the real 
table. When the scene reappeared, the participants saw their 
corresponding virtual hands (Connected or Disconnected) 
laying on a virtual table. The virtual hands position 
corresponded with the users’ real hands position on the table. 
We instructed participants to observe their right virtual hand. 
After 10 seconds, the virtual threat was triggered and a 
shuriken fell from the top harming the virtual hand. 
Participants remained looking at the hand for further 30 
seconds while we kept recording their physiological reaction. 
Then we asked participants to take off the HMD and to 
complete the VR questionnaire. 
After the completion of the first experimental condition, the 
same procedure was repeated for the second experimental 
condition. The only difference between the conditions was 
the virtual hand model used. 
 
Statistical Analysis 
VR questionnaire responses were analyzed using Wilcoxon 
signed-rank tests, to compare the connected and 
disconnected virtual hands conditions. SCR and motor 
performance data was analyzed using Split-Plot ANOVAs, 
where the factor Condition (Connected and Disconnected) 
was included as a within-group factor and Order as a 
between-group factor. We decided to include Order as a 
factor to control for carry-over effects, since participants 
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experience a very similar virtual scene twice (i.e., only the 
virtual hand visual appearance changed). The data 
distribution was tested for normality using Shapiro-Wilk 
tests. Significance of results was calculated with a 95% 
confidence interval. 
 
Results 
VR Questionnaire 
We found that reported Ownership scores were higher in the 
connected hands condition compared to the disconnected 
condition (Z=-2.11, p=0.035). This result was in accordance 
with the result found in the NotMyHand control question. 
Here scores were significantly lower for connected hands 
compared to disconnected hands (Z=-2.18, p=0.030). Our 
results also showed, that participants reported a higher sense 
of Self-Location in the virtual body including connected 
hands (Z=-3.16, p<0.01) and a trend with the same 
directionality was also observed in the Control question (Z=-
1.94, p=0.053). No differences between conditions were 
found in the TwoHands (Z=0.85, p=0.40), Threat (Z=-0.99, 
p=0.32), Realism (Z=-1.36, p=0.17), and in the Agency (Z=-
0.28, p=0.78) questionnaire items. Boxplots of the different 
questions can be seen in Figure 4.  
 
Figure 4. Boxplots of questions included in the VR 
questionnaire for the connected and disconnected hand 
conditions, respectively. 
Physiological Response (Skin Conductance) 
Most participants had a pronounced increase in their skin 
conductance response after being virtually threatened by a 
shuriken (Figure 5). According to the Shapiro-Wilk test, the 
skin conductance data was normally distributed. Since in this 
study, users experienced a virtual threat two times, we first 
conducted a Split-Plot ANOVA to check for any potential 
Order effect. Here the variable Condition, with two levels 
(i.e., Connected or Disconnected), was included as a repeated 
measures factor. In the same analysis, we introduced Order 
as a between group factor, based on participants 
experiencing the virtual threat twice in different orders. This 
analysis indicated that the interaction term between 
Condition and Order was not significant (F(1,28)=2.14, 
p=0.15, partial η2=0.07). Moreover, the main effect of 
Condition was also not significant (F(1, 28)=0.23, p=0.63, 
partial η2=0.00), showing that SCR amplitude change to a 
virtual threat did not differ between the Connected 
(Mean=19.16, SD=11.14) and Disconnected hands 
(Mean=18.13, SD=7.56). We also carried out the same 
analysis using the mean standard deviations and slope 
coefficients as the dependent variables, finding no significant 
differences. The physiological data of one participants was 
not correctly logged, so this analysis was carried out with a 
total sample of n=30. 
 
 
Figure 5. Boxplots of Skin Conductance Responses (SCR) 5 
seconds after the threat. 
Motor Performance 
According to Shapiro-Wilk tests, Hits data was normally 
distributed. The analysis was carried out with a total sample 
of n=27, since the data of one participants was not correctly 
logged and we also decided to excluded the data of three 
participants that were considered outliers (see Figure 6). 
Since in the present study, users performed the same motor 
task two times, we first conducted a Split-Plot ANOVA to 
check whether the order of the experimental conditions 
played any role in the Hits accomplished with the Connected 
and Disconnected hands. Here the variable Condition, with 
two levels (i.e., Connected or Disconnected), was included 
as a repeated measures factor. In the same analysis, the factor 
Order was introduced as a between group factor, based on 
participants experiencing the experimental conditions in 
different orders. It should be noted that we used a full 
counterbalanced design, so the probability of being presented 
with one of the conditions in a given order was equal. This 
analysis indicated that the interaction term between 
Condition and Order was not significant (F(1,25)=1.37, 
p=0.25, partial η2=0.05). However, we observed a trend 
indicating that the main effect of Condition was significant 
(F(1,25)=3.53, p=0.072, partial η2=0.12). A repeated 
measures ANOVA, only including Condition as a within-
group factor, indicated that participants achieved a higher 
number of Hits with the Connected hands (Mean= 158.04, 
SD= 25.83) compared to the Disconnected hands (Mean= 
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145.96, SD= 29.97) (F(1, 26)=4.03, p=0.055, partial 
η2=0.13). To further explore this statistical trend and since 
in the present study we did not fix the number of trials 
presented in each condition and recorded the time taken to 
touch each individual cube (i.e., target) depending on its 
location, we decide to perform a second study to control for 
these factors. This study is described in detail in Experiment 
2 section. 
 
 
Figure 6. Number of Hits (Cubes Touched in 90 seconds). 
Final Interview 
During the final informal interviews, several participants 
reported that they had fun and felt that the touching targets 
task was engaging. Moreover, some other participants also 
described that they were surprised by the virtual threat and 
that although they knew it was virtual, at that moment they 
felt the reflex of protecting their virtual hand. 
Interestingly, in relation to the visual connectivity of the 
virtual hands, we found that almost half of the participants 
did not seem to have consciously noticed the difference 
between the two VR sessions (i.e., each one corresponding 
to one of the experimental conditions). This means that some 
participants were not aware that the forearms of the virtual 
hand were missing in one of the experimental conditions. 
However, when we asked them to judge whether they felt 
better in the first or second VR session, several participants 
reported that they preferred the session which in their case 
corresponded to the connected hand. 
As an example of one of these cases, one participant 
answered: “I liked the first VR session more, because it 
looked more realistic”. In this case, the first session 
corresponded to the virtual connected hand. However, when 
asked explicitly whether he noticed any difference between 
the sessions, the same participant answered that he could not 
actually tell what the specific differences between the VR 
scenes were. Several participants had similar responses. 
Almost all participants who explicitly noticed the differences 
in the visual appearance of the hands, reported that they felt 
better when interacting with the virtual connected hands. 
Here we list some examples of the most illustrative phrases 
said by the participants: 
Participants 1: “The unconnected hands appeared less 
realistic, less accurate, and less comfortable.”. 
Participant 2: “The connected hands felt more realistic and I 
felt as if I was slower with the disconnected hands.”. 
Participant 3: “The hands with arms were more realistic and 
the movements were more accurate.” 
 
Discussion 
We found that on a subjective perceptual level, participants 
reported stronger feelings of body ownership, control, and 
self-location towards a virtual body including fully rendered 
connected hands compared to disconnected hands. However, 
the disconnection of the hands did not diminish the sense of 
agency or feelings of being responsible for the movements 
made by the virtual hands. Moreover, we found that 
participants had physiological responses related to anxiety 
(i.e., increase in skin conductance) when the virtual hands 
were threatened, independently of the observation of body 
visual discontinuity. Finally, in this study we found results 
indicating that participants’ motor performance was 
enhanced when controlling virtual connected hand condition 
compared to the disconnected hands. Since in the present 
study we did not control for the location of the targets and 
the level of difficulty of the task, we performed a second 
study to further research the impact of visual body 
discontinuity on motor performance. 
 
EXPERIMENT 2 
 
Experimental Design 
Experiment 2 followed the same experimental design as the 
one described in Experiment 1. A fully counterbalanced 
within-groups design experiment was carried out. The 
independent variable of this study was based on the visual 
discontinuity of the virtual body, with participants 
interacting in an immersive virtual environment either 
through connected or disconnected virtual hands. 
Participants 
A total of 20 participants (Mean Age=26, Standard 
Deviation=4.03, 12 Male, 19 right-handed) took part in the 
study. Inclusion criteria was the same as the one described in 
Experiment 1. This study was granted ethical approval by the 
ethics committee of the University of Bayreuth and followed 
ethical standards according to the Helsinki Declaration. 
Written informed consent has been taken from all 
participants. 
VR Scene and Experimental Setup 
The virtual environment used in Experiment 2, was very 
similar to the one of Experiment 1. Participants were 
immersed in a virtual room including a table, television, sofa, 
window, and a couple of paintings. In this scene, participants 
also experienced a virtual body from a 1PP, either including 
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hands that were connected to the rest of a virtual body 
(Figure 1A) or detached from the body (Figure 1B). During 
the experiment participants executed the same motor task as 
in Experiment 1, consisting in the quick selection of targets 
with both hands (i.e., cubes that lit up yellow) (Figure 2A 
and B). However, in this new study we thoroughly controlled 
that the level of task difficulty across conditions was 
equivalent, by ensuring that: 1) All targets (i.e., cubes) lit up 
and turned yellow the same number of times. Each target lit 
up a total of 40 times in random order, resulting in a total of 
160 trials per condition, 2) For each participant the targets lit 
up following the order for the connected and disconnected 
hands conditions, respectively. However, a unique sequence 
order of targets turning yellow was randomly generated for 
each individual participant, 3) To avoid the potential 
influence of learning effects, in this experiment we included 
a short training phase before the start of the actual 
experimental trials. The training phase also consisted in the 
quick selection of targets, however in this case each cube 
randomly lit up a total of 12 times, resulting in a total of 48 
training trials per condition. The sequence in which the cubes 
turned yellow in the training phase was equivalent for all 
participants. 
Importantly, in this new study, we calculate the time taken to 
touch each target from stimulus onset (i.e., cube lit up). 
Moreover, we also recorded the order in which the different 
targets lit up and their positions. 
No virtual threat was included in Experiment 2, since the 
main goal of this study to assess motor performance when 
interacting with connected and disconnected hands. 
Measures 
VR Questionnaire 
In this study we also administered the same VR 
questionnaire shown in Table 1, except for the threat 
question, immediately after participants experienced each of 
the experimental conditions. 
Motor Performance 
In this experiment motor performance was computed based 
on the averaged times taken to touch each target from 
stimulus onset. Since in this study we recorded the order the 
positions of the different targets, we were also able to 
calculate the averaged time taken to touch each target 
depending on its position. There were a total of four possible 
positions of the targets which can be seen in Figure 2A and 
B. 
Final Interview 
Upon the completion of the study, we also carried out a short 
informal interview, to better understand the participants’ 
perceptions. The specific questions included in this short 
interview are described in Experiment 1. 
 
Results 
VR Questionnaire 
Wilcoxon signed-rank tests indicated that participants 
reported higher Ownership (Z=-2.29, p=0.02), Control (Z=-
2.75, p<0.01), and Realism (Z=-2.07, p=0.04) when 
interacting with Connected hands compared to Disconnected 
hands (Figure 7). We also found significantly lower scores 
in the TwoHands (Z=-2.02, p=0.04) questionnaire item for 
the Connected compared to the Disconnected hands. In the 
Agency (Z=-1.83, p=0.07) and SelfLocation (Z=-1.72, 
p=0.08) questions, no significant differences were found, 
despite that a trend indicated higher scores for the Connected 
hand condition. No significant differences were found in the 
NotMyHands questionnaire item (Z=-0.35, p=0.72).  
 
Figure 7. Boxplots of questions included in the VR 
questionnaire for the connected and disconnected hand 
conditions, respectively. 
Motor Performance 
According to Shapiro-Wilk normality tests, time taken to 
touch the targets was not normally distributed. Based on this 
reason we used Wilcoxon signed-rank tests for within-group 
comparisons. No significant differences were found in the 
times taken to touch the targets between the Connected and 
Disconnected hands conditions (Z=-1.38, p=0.17). The 
position of the targets did not seem to play a role in the 
present result, since no significant differences between 
conditions were found when signed rank-tests were carried 
out for each individual target (Table 2). 
Final Interview 
We found that almost half of the participants (n=11) did not 
seem to have consciously noticed the difference between the 
two VR sessions (i.e., different virtual hand models used), as 
in Experiment 1. This means that some participants were not 
aware that the forearms of the virtual hand were missing in 
one of the experimental conditions. However, as in 
Experiment 1, when we asked them to judge whether they 
felt better in the first or second VR session, several 
participants reported that they preferred the session which in 
their case corresponded to the connected hand. See examples 
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of comments informally made by participants in Experiment 
1. 
Table 2. Means and Standard Deviations (SD) of the time taken 
to touch each target from stimulus onset. Average times are 
given for each target based on its location with respect to the 
participant (front, back, right, and left). Wilcoxon signed-rank 
tests between the Connected and Disconnected conditions are 
also shown.  
Target 
Location 
Mean Time 
(SD) to Touch 
Target 
(Connected) 
Mean Time (SD) 
to Touch Target 
(Disconnected) 
Wilcoxon 
signed-rank 
comparisons 
Front Right 
Target 
511 (0.13) 494 (0.09) Z=-0.90, p=0.37 
Front Left 
Target 
503 (0.11) 498 (0.09) Z=-0.19, p=0.85 
Back Right 
Target 
564 (0.12) 553 (0.10) Z=-0.08, p=0.94 
Back Left 
Target 
577 (0.10) 551 (0.10) Z=-1.46, p=0.15 
 
Discussion 
In accordance with the results found in Experiment 1, this 
study indicated that feelings of body ownership, control, 
agency, realism, and self-location are enhanced with the 
visual connectivity of the hands to a rest of a body. However, 
the disconnection of the hands does not completely diminish 
the sense of embodiment, since still participants rate the 
illusions with relatively high scores. Finally, when 
thoroughly controlling for the difficulty of the motor task, we 
did not find any significant difference in motor performance 
when interacting through a connected or disconnected hand. 
 
GENERAL DISCUSSION 
Several studies have tried to understand the factors that 
modulate the sense of embodiment of a virtual body. In this 
regard, a body of evidence has demonstrated that the 
anthropomorphic features and the degree of visual realism of 
a virtual body impact the perception of body ownership and 
agency4,9,20,27,28. Under the influence of rich sensory 
feedback, there is also evidence indicating that the visual 
appearance of the hands does not play such a prominent 
role5,13,29. For instance, people can experience ownership of 
a long virtual arm, which is three times longer than their real 
arm, when they are able to control it through real time 
movements30,31. Similarly, participants also experience 
ownership of virtual bodies that are radically different to 
their real bodies, in aspects such as race32, transparency33, 
age34, and even gender35. 
A factor that can influence the sense of embodiment is the 
visual disconnection of the virtual hands or the visual 
discontinuity of an artificial body. A series of studies has 
demonstrated that embodiment is diminished when 
participants observe a virtual hand that is disconnected from 
the rest of the body10,11,12. However, these studies did not 
include rich visuomotor feedback that linked the 
participants’ motions to the movements executed by the 
virtual hands. This research evoked ownership based on the 
perception of a collocated virtual static body, thus 
proprioceptive congruence was mainly exploited to induce 
embodiment of the artificial limb. Recent evidence has 
suggested that ownership for disconnected hands can in fact 
be preserved when rich visuomotor correlations between the 
real and artificial body are established13,14. Nonetheless, 
these studies only assessed embodiment by means of 
questionnaire responses, and averaged body ownership 
scores for disconnected limbs were moderately low (median 
4.25) when compared to past research. 
The results of the present study suggest that visuomotor 
feedback only partially contributes to the preservation of the 
sense of embodiment for artificial limbs that are detached 
from the rest of an artificial body. In two independent 
studies, we have found that feelings of body ownership, 
control, self-location, and realism are lower for virtual 
disconnected hands compared to connected hands. This 
evidence further supports the notion that embodiment arises 
based on the combination of bottom-up (i.e., congruency of 
visual, motor, proprioceptive, and tactile inputs) and top-
down factors (i.e., visual appearance of artificial body). This 
is in accordance with results from Tieri et al.11 and Perez-
Marcos et al.10 , which show diminished body ownership for 
virtual static morphologically incongruent limbs (i.e., 
disconnected hands). However, the present findings stand in 
contrast with the results of Brugada-Ramentol et al.13 and 
Tran et al.14. These authors found that visuomotor feedback 
was able to circumvent decreases in body ownership when 
embodying morphological incongruent virtual limbs, 
suggesting the possibility that bottom-up information could 
override top-down factors (i.e., incongruent visual 
appearance). Despite the need of additional research to 
understand these contradictory findings, it is possible that 
these differences can be partially explained based on the type 
of motor task used in VR. In the present study we designed a 
rich interactive bimanual task including several trials. During 
the experiment, participants were encouraged to freely and 
constantly move both hands and fingers to touch different 
targets, whereas in the study of Brugada-Ramentol et al.13, 
participants executed discrete reaching movement during 25 
trials. In the study of Tran et al.14, participants were 
instructed to keep their hands in a static position since finger 
tracking was not enabled, and they had to select targets of 
different sizes with this static hand position. 
It should be noted that despite findings of lower embodiment 
scores under visual discontinuity conditions, participants still 
reported quite high scores of body ownership and agency 
when interacting through the virtual hands detached from a 
body. This means that it is still possible to experience 
embodiment of morphologically incongruent limbs, 
although the sense of embodiment seems to be strengthened 
by the degree of visual realism and morphological 
plausibility. This was also supported by the pronounced 
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physiological responses observed when the virtual hands 
were threatened, independently of their visual discontinuity. 
This stands in contrast with the results of  Tieri et al.12, where 
skin conductance responses to a threat where modulated by 
the connectivity of the hands to the rest of the body. 
However, a crucial difference between these two studies is 
the inclusion of real-time visuomotor feedback. In this 
regard, it is possible that bottom-up information (i.e., 
visuomotor information) and the perception of agency over 
the virtual hands lead to an automatic reflex response to 
avoid a threat, independently of the morphological 
characteristics of the hands. This is also in accordance with 
past studies showing strong physiological reactions to a 
threat when embodying an actively controlled very long 
arm30 or different types of non-realistic avatars36, 37. 
Finally, we found no evidence indicating that visual 
continuity of an artificial body impacts motor performance 
in a quick bimanual task. Despite a trend being observed in 
the first experiment indicating a possible difference in motor 
performance between interacting with connected and 
disconnected hands, this result could not be replicated in a 
second study where we ensured that the level of task 
difficulty was equivalent across conditions. This result is 
particularly relevant in light of the several VR applications 
developed in recent years where participants execute 
different tasks with actively controlled virtual hands that are 
disconnected from a body. These tasks range from driving 
applications, to surgery, to fabric assembly, among others. 
Our preliminary results suggest that motor performance in 
these types of applications should not be negatively impacted 
by the visual disconnection of the hands from a body. 
However, the present study used a quite specific type of 
motor task (i.e., quick selection of targets), and this is an 
aspect that deserves further research. It should be 
investigated whether motor performance in more complex 
tasks could be influenced by the visual appearance of the 
embodied virtual limbs. 
 
CONCLUSION 
In the present study we have found that even under the 
presence of rich visuomotor feedback, mere observation of 
body discontinuity diminishes to some extent the sense of 
embodiment of an artificial virtual body. These results are in 
agreement with past evidence showing the importance of 
visual continuity for body ownership, and further support the 
notion that embodiment arises as a result of the mutual 
influence of top-down and bottom-up factors. However, we 
did not find a significant impact of visual continuity of a 
body on motor performance and physiological reactions to a 
threat. In this regard, it is possible that visuomotor feedback 
plays a critical role in evoking threat-related responses and 
regulating motor performance, despite the provided visual 
information in relation to body representation being 
morphologically implausible.  
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