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Abstract
In terms of the concept of a Frobenius collection of elementary Jordan blocks which
we introduce, we characterize the collection of elementary Jordan blocks that appear in the
Jordan form of an irreducible m-cyclic eventually non-negative matrix whose mth power is
permutationally similar to a direct sum of m eventually positive matrices. © 1999 Elsevier
Science Inc. All rights reserved.
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1. Introduction
Whereas the famous Nonnegative Inverse Eigenvalue Problem has aroused a lot
of research activities and a major breakthrough was made in 1991 by Boyle and
Handelman using symbolic dynamics, only some initial work has been done on the
more difficult Nonnegative Inverse Elementary Divisors Problem. (For references,
see [1,2,10,11,12].) Motivated by the first author’s study of the realizability problem
 Corresponding author.
E-mail address: bsm01@mail.tku.edu.tw (B.-S. Tam)
1 Research of this author partially supported by National Science Council of the Republic of China.
0024-3795/99/$ - see front matter ( 1999 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 1 8 2 - 2
304 B.G. Zaslavsky, B.-S. Tam / Linear Algebra and its Applications 302–303 (1999) 303–330
in positive control theory (see [14–17]) and the work of Friedland [4] on the spectrum
of an eventually non-negative matrix, in this paper we start our investigations on
the related Inverse Elementary Divisor Problem for an eventually non-negative mat-
rix; or equivalently, the problem of determining the collection of elementary Jordan
blocks associated with an eventually non-negative matrix. We call a square complex
matrix A eventually non-negative ifAk is non-negative for all k sufficiently large. The
term was first introduced by Friedland [4], when he proved a sufficient condition for
a multi-set of complex numbers to be the spectrum of a real eventually non-negative
matrix, as a supporting evidence of a conjecture of his that extends Suleimanova’s
well-known sufficient condition (for a multi-set of real numbers to be the spectrum
of a non-negative matrix) to the complex case. (The conjecture itself was answered
in the negative by Loewy and London [9].)
We now describe the contents of this paper in some detail.
In Section 2 we give the necessary definitions and notation. In particular, we
introduce the concept of a Frobenius collection of elementary Jordan blocks. Its
definition is suggested naturally by the Frobenius theorem on the structure of an
irreducible non-negative matrix with m eigenvalues of maximum modulus, where
m > 1, and also by the less well-known fact that for such a matrix A, A is diagonally
similar to e2 i=mA (see Wielandt’s proof of the Frobenius theorem as given in [5] or
[8]). In the course, we also define the spectrum, the radius, the self-conjugateness,
the m-cyclicity, and also the cyclic index of a collection of elementary Jordan
blocks.
In Section 3 we give a complete proof of a remark of Friedland [4, Lemma
1, p. 56] on the spectrum of a non-nilpotent eventually non-negative matrix. Our
method also yields as by-products certain results that relate the following concepts:
an eventually real matrix, a self-conjugate (or self-conjugate Frobenius) multi-set
of complex numbers or a union of such multi-sets, and a self-conjugate (or self-
conjugate Frobenius) collection of elementary Jordan blocks or a union of such
collections. At the end of the section, we describe when A is eventually real, eventu-
ally non-negative or eventually positive in terms of the matrix B that appears in the
following decomposition theorem for a square complex matrix A: A can always be
expressed uniquely in the form B C C, where B is a matrix in whose Jordan form
the singular elementary Jordan blocks, if any, are all 11 and C is a nilpotent matrix
such that BC D CB D 0. This decomposition theorem will prove to be useful in
constructing examples. Using it, one can show in particular that there exist non-real
eventually positive matrices.
We characterize the collection of elementary Jordan blocks associated with an
eventually positive matrix in Section 4.
In Section 5 we prove that a collection of elementary Jordan blocks is Frobenius,
self-conjugate and with cyclic index m if and only if it is the collection of elementary
Jordan blocks associated with an irreducible m-cyclic matrix A, which is eventually
non-negative, and which is such that Am is permutationally similar to a direct sum
of m eventually positive matrices. This result provides an important breakthrough to
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the solution of the non-negative minimal realization problem in linear control theory
for irreducible systems.
In Section 6 we conclude our paper with examples, remarks and open questions.
2. Preliminaries
We denote by Jk./ the kk upper triangular elementary Jordan block associated
with the eigenvalue .
For any complex square matrix A, the spectrum, the spectral radius, and the col-
lection of elementary Jordan blocks associated with A are denoted respectively by
.A/, .A/ and U.A/. Here we treat .A/ and U.A/ as multi-sets, the repetition
number of an element of .A/ being its algebraic multiplicity as an eigenvalue of A,
and the repetition number of an elementary Jordan block in U.A/ being the number
of times the block occurs in the Jordan form of A. By the peripheral spectrum of A
we mean the set which consists of eigenvalues of A with modulus .A/.
Let  D f1; : : : ; ng be a multi-set of complex numbers. By the radius of  ,
denoted by ./, we mean the quantity given by: ./ D max16i6n ji j. We use N
to denote the multi-set fN1; : : : ; Nng, where N is the complex conjugate of , and call
 self-conjugate if  D N . (In [4, p. 56] Friedland calls  self-conjugate if k. / is
real for 1 6 k 6 n, where k. / denotes the kth elementary symmetric function on
1; : : : ; n. As can be readily seen, his definition is equivalent to ours.)
Given a (finite non-empty) collection U of (not necessarily distinct) elementary
Jordan blocks, by the spectrum (radius) of U, denoted by .U/ (.U/) we mean
.A/ (.A/), where A is any matrix for which U.A/ D U.
A collection U of elementary Jordan blocks is said to be self-conjugate if
whenever Jk./ belongs to U, where  is a non-real complex number, then so does
the block Jk.N/, and the two blocks occur the same number of times in U. For
a real square matrix A, clearly .A/ is a self-conjugate multi-set and U.A/ is a
self-conjugate collection of elementary Jordan blocks.
Two complex square matrices A;B of the same order are said to be diagonally
similar if there exists a non-singular diagonal matrix D such that D−1AD D B.
Our use of graph-theoretic terms is fairly standard. In particular, by a circuit we
mean a closed, directed walk in which all the vertices except for the first and last are
distinct. A loop is a circuit of length one. For an nn matrix A, by the digraph of
A, denoted by G.A/, we mean the directed graph with vertex set hni VD f1; : : : ; ng
such that .r; s/ is an arc if and only if ars =D 0 (r; s D 1; : : : ; n).
We call an nn complex square matrix A irreducible if its digraph G.A/ is
strongly connected; or equivalently, if n D 1, or n > 2 and there does not exist a
permutation matrix P such that
PTAP D

B C
0 D

;
where B;D are non-empty square matrices.
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A digraph G is said to be cyclically m-partitie if there is a partition of the vertex
set V of G into m non-empty sets, say, V1; : : : ; Vm, such that each arc of G issues
from Vk and enters VkC1 for some k D 1; : : : ;m, where VmC1 is taken to be V1.
Following Brualdi and Ryser [3], we call a square matrix m-cyclic if its digraph is
cyclically m-partite, or equivalently, if it is permutationally similar to a matrix of the
form 2666664
0 A12 0 : : : 0
0 0 A23 : : : 0
:::
:::
:::
.
.
.
:::
0 0 0 : : : Am−1;m
Am1 0 0 : : : 0
3777775 ;
where the zero blocks along the main diagonal are square. The largest positive integer
m for which A is m-cyclic is called the cyclic index of A. It is known that whenG.A/
has at least one circuit, the condition that A is m-cyclic is equivalent to A being
diagonally similar to e2 i=mA (where i D p−1); when A is irreducible, another
equivalent condition is that the lengths of the circuits inG.A/ are all multiples of m;
and when A is irreducible non-negative, we can add three more equivalent conditions.
Indeed, more can be said if we consider also the signed lengths of cycles of G.A/.
For details, see [13, Theorem 4.1].
When A is m-cyclic, A is diagonally similar to e2 i=mA. The idea is simple; indeed
if A is already in the partitioned form TAst U16s;t6m, where each Akk is square, say of
order nk , and Ast =D 0 only if t D s C 1.modm/, then e2 i=mA D D−1AD, where D
is the non-singular diagonal matrix diag .In1 ; e2 i=mIn2 ; : : : ; e2.m−1/i=mInm/ (and
Ik denotes the identity matrix of order k).
A collection U of elementary Jordan blocks with .U/ > 0 is said to be m-cyclic
provided that for any non-singular elementary Jordan block Jk./ in U, the block
Jk.e
2 i=m/ (and hence also the blocks Jk.e2r i=m/ for r D 2; : : : ;m− 1) belongs
to U, and the two blocks occur the same number of times in U. [Equivalently,
U ism-cyclic if .U/ > 0 and for any (or, for some) A with U.A/ D U, A is similar
to e2 i=mA.] The largest m for which U is m-cyclic is called the cyclic index of U.
Remark 2.1. Let A be a non-nilpotent matrix. If A is m-cyclic, then so is U.A/.
Hence, the cyclic index of A is always less than or equal to the cyclic index of U.A/.
According to Friedland [4], a multi-set  D f1; : : : ; ng of complex numbers
is called a Frobenius .multi-/set if for some positive integer m 6 n, each of the
following is satisfied:
(i) ./ > 0,
(ii)  \ fz 2 C V jzj D ./g D f./; . /e2 i=m; : : : ; . /e2.m−1/i=mg,
(iii)  D e2 i=m ; that is, the multi-set  is invariant under a rotation about the
origin of the complex plane through an angle 2=m.
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Likewise, we call a collection U of elementary Jordan blocks Frobenius if for some
positive integer m the following set of conditions is satisfied:
(i) .U/ > 0, and there is exactly one block in U associated with .U/ and this
block is 11.
(ii) If  2 .U/ and jj D .U/, then  must be .U/ times an mth root of unity.
(iii) U is m-cyclic.
When U satisfies the above set of conditions, it is clear that U cannot be p-cyclic
for some integer p > m. Hence, m is in fact the cyclic index of U. So, hereafter we
refer to such U as a Frobenius collection with cyclic index m.
Note that the definition of a Frobenius collection (and also of the cyclic index of
a collection) of elementary Jordan blocks does not depend on its nilpotent members.
If A is an irreducible non-negative matrix, then by the Frobenius theorem and
Wielandt’s lemma (see, for instance [5, Chapter XIII, Theorem 2 and Lemma 2])
U.A/ is a Frobenius collection with cyclic index h, where h is the index of imprimit-
ivity of A, i.e. the number of eigenvalues (which are necessarily simple) that belong
to the peripheral spectrum of A.
A square complex matrix A is said to be eventually real (eventually positive,
eventually non-negative) if there exists some positive integer n0 such that Ak is real
(positive, non-negative) for all integers k > n0.
If  D f1; : : : ; ng is a multi-set of complex numbers, we denote by m the
multi-set fm1 ; : : : ; mn g, where m is any positive integer, and refer to it as the kth
power of  .
For a collection U of elementary Jordan blocks, and for any positive integer m,
we denote by Um the collection U.Am/, where A is any square complex matrix that
satisfies U.A/ D U. The connection between the elementary divisors of a square
complex matrix and those of its powers is well-known (see Lancaster and Tisme-
netsky [8, p. 313]). To obtain Um from U, we replace a non-singular block Jk./
by a Jk.m/, and a nilpotent block Jk.0/ by k copies of J1.0/’s if k < m, and by
m− q copies of Jp.0/’s together with q copies of JpC1.0/’s, if k > m, where p is a
positive integer and q is a non-negative integer uniquely determined by the relations
k D mp C q , q 6 m− 1.
It is not difficult to see that if U1;U2 are both collections of elementary Jordan
blocks with cyclic index m, and if U1m D U2m, then U1 andU2 have the same sub-
collection of non-singular elementary Jordan blocks; however, in this case, U1;U2
may not be equal. Below is an example.
Example 2.2. Consider
U1 D fJ1.1/; J1.−1/; J3.0/; J3.0/g
and
U2 D fJ1.1/; J1.−1/; J2.0/; J4.0/g:
Clearly, U1 and U2 are both self-conjugate Frobenius collections with cyclic index
two. Furthermore,
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U1
2 D U22 D fJ1.1/; J1.1/; J1.0/; J1.0/; J2.0/; J2.0/g:
However,U1 =D U2.
3. Eventually real matrices
Friedland [4, Lemma 1] states that the spectrum of a non-nilpotent eventually
non-negative matrix is a (multi-set) union of self-conjugate Frobenius sets. He also
remarks that the result is an easy consequence of the Perron–Frobenius theorem.
It appears to us that the result is not entirely obvious. Below we are going to de-
rive a general result about a multi-set of complex numbers, from which Friedland’s
assertion will follow.
Theorem 3.1. If  is a multi-set of complex numbers such that for all positive
integers k sufficiently large;  k is a self-conjugate set .respectively; a union of
Frobenius sets; a union of self-conjugate Frobenius sets/; then  is itself a self-
conjugate set .respectively; a union of Frobenius sets; a union of self-conjugate
Frobenius sets/.
Proof. First, suppose that k is a self-conjugate set whenever k is sufficiently large.
For any pair of non-zero numbers x; y 2  for which xk D Nyk for some positive
integer k (or equivalently, for which x= Ny is a root of unity), let c.x; y/ be the smal-
lest positive integer such that .x= Ny/c.x;y/ D 1. For any pair of non-zero numbers
x; y 2  for which x=y is a root of unity, we denote bym.x; y/ the smallest positive
integer such that .x=y/m.x;y/ D 1. Let c be the product of all these c.x; y/’s and
m.x; y/’s, and set k0 D lc C 1, where l is a positive integer large enough so that k0
is a self-conjugate set. Consider any non-real complex number x 2  . Since k0 is
self-conjugate, there exists y 2  such that yk0 D Nxk0 . Then y= Nx is a root of unity
and by our choice of k0 we have 1 D .y= Nx/k0 D y= Nx, hence y D Nx. Similarly, we
also show that if y1, y2 are non-zero elements of  for which y1k0 D y2k0 , then
necessarily y1 D y2. It follows that the repetition numbers of x and Nx in  are the
same. This proves that  is self-conjugate.
Now consider the case when k is a (multi-set) union of Frobenius sets whenever
k is sufficiently large. For any non-zero x; y 2  for which x=y is a root of unity, let
m.x; y/ have the same meaning as before. For any non-zero number z 2  for which
z= jzj is a root of unity, we also denote by m.z/ the smallest positive integer such
that .z= jzj/m.z/ D 1. Let m be the product of all these m.x; y/’s and m.z/’s, and set
k0 D lmC 1, where l is some positive integer. Then clearly we have .x=y/k0 D x=y
for all pairs x; y in  for which x=y is a root of unity, and arg.zk0/ D arg.z/ for
all non-zero z 2  for which z= jzj is a root of unity. Choose l large enough so that
the multi-set k0 is a union of Frobenius sets; say, k0 D 1 [ : : : [ p, where each
j is a Frobenius set. By definition of k0 , we can write  as 1 [    [ p , where
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1; : : : ; p are multi-subsets of  such that j k0 D j for j D 1; : : : ; p. It suffices
to show that each j is a Frobenius set. Consider a fixed j. Denote by Zq the set of
all qth roots of unity. As a Frobenius set, j is the (multi-set) union of the set rZq ,
where r is the radius of j (and is non-zero) and q is some positive integer, and some
sets of the form Zq , where 0 =D jj < r , and possibly together with a multi-set of
0’s. Decompose j as a union of multi-subsets, whose k0th powers are respectively
rZq , one of the above-mentioned sets of the form Zq , and the multi-set of 0’s if it
exists. Say, S is a multi-subset in this decomposition for j with Sk0 D γZq , where
γ equals r or one of the ’s. Let  denote the element of S that satisfies k0 D
γ . Write S in the form f;1; 2; : : : ; q−1g, where rk0 D e2r i=q for r D
1; : : : ; q − 1. For each r, since r and both belong to  and their ratio r is a root
of unity, by our choice of k0, we have, r D .r=/k0 D e2r i=q . This shows that
the multi-set S is, in fact, equal to Zq . Note also that in case γ D r , = jjmust be
a root of unity, and again by our choice of k0, we have, arg./ D arg.k0/ D arg.r/,
i.e.  is a positive real number. Now it should be clear that j is a Frobenius set.
In case  is such that k is a union of self-conjugate Frobenius sets for k suf-
ficiently large, we can modify our preceding argument by choosing k0 to satisfy
in addition the property that for any non-real complex numbers ,  2  , if k0 D
Nk0 then  D N. With such choice of k0, one can show that for any multi-subset T of
 , if T k0 is self-conjugate, then so is T. Then the same argument shows that  is a
union of self-conjugate Frobenius sets. 
If A is an eventually non-negative matrix then, for all positive integers k suf-
ficiently large, .A/k , being the spectrum of a non-negative matrix, is a union of
self-conjugate Frobenius sets, and so in view of Theorem 3.1 .A/ is itself a union
of self-conjugate Frobenius sets. This establishes Friedland’s assertion mentioned at
the beginning of this section. It should also be clear that we have the following:
Remark 3.2. If A is an eventually non-negative matrix, then .A/ must be an ei-
genvalue of A (cf. [4, Theorem 1] where a stronger result is obtained, but with a more
difficult proof).
With appropriate modifications, the argument given in the proof of Theorem 3.1
also yields the following result:
Theorem 3.3. Let U be a collection of elementary Jordan blocks such that for all
positive integers k sufficiently large; Uk is a self-conjugate collection .respectively;
a union of Frobenius collections; a union of self-conjugate Frobenius collections/.
Then U is itself a self-conjugate collection .respectively; a union of Frobenius
collections; a union of self-conjugate Frobenius collections/.
The following corollaries should be clear.
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Corollary 3.4. If A is an eventually real matrix; then .A/ is a self-conjugate multi-
set and U.A/ is a self-conjugate collection.
Corollary 3.5. The following are equivalent conditions on a collection U of ele-
mentary Jordan blocksV
(a) U is self-conjugate.
(b) U D U.A/ for some real matrix A.
(c) U D U.A/ for some eventually real matrix A.
(d) Uk is self-conjugate for all positive integers k sufficiently large.
The following decomposition theorem will prove to be useful in constructing
examples.
Theorem 3.6. Let A be an nn complex matrix.
(i) The matrix A can be expressed uniquely in the form B C C; where B is a matrix
in whose Jordan form the singular elementary Jordan blocks; if any; are all
11 and C is a nilpotent matrix such that BC D CB D 0.
(ii) With B;C as given in (i); the collection of non-singular elementary Jordan
blocks in U.A/ is the same as the collection of non-singular elementary Jordan
blocks in U.B/; and the collection of singular elementary Jordan blocks in
U.A/ can be obtained from U.C/ by removing from it r J1.0/’s; where r D
rankB.
(iii) With B as given in (i), A is eventually real .eventually non-negative; eventually
positive/ if and only if B is real .eventually non-negative; eventually positive/.
Proof. (i) If A is non-singular, take B D A and C D 0. If A is singular, choose
a non-singular matrix P such that P−1AP D J1  J2, where J1 is the direct sum
of all non-singular (elementary) Jordan blocks in U.A/ and J2 is the direct sum
of all singular Jordan blocks in U.A/, and let B;C be nn matrices given by:
B D P.J1  0/P−1 and C D P.0 J2/P−1. As can be easily seen, we have A D
B C C, and the pair B;C satisfies the required conditions.
To prove the uniqueness of B;C, suppose that we have two such decompositions:
A D B1 C C1 and A D B2 C C2. Denote the range space and the nullspace of a mat-
rix E byR.E/ andN.E/, respectively. For i D 1; 2, fromBiCi D CiBi D 0 and the
nilpotency of Ci , we readily obtainAn D Bni , and henceR.An/ D R.Bni / D R.Bi/,
where the last equality follows from the fact that the index of 0 as an eigenvalue
of Bi is one. On the other hand, from BiCi D 0 we also have R.Ci/ N.Bi/ D
N.Bni / DN.An/. Now, R.B1 − B2/  R.B1/CR.B2/ D R.An/. Similarly, we
also have R.C2 − C1/ N.An/. But R.An/ \N.An/ D 0 and B1 − B2 D C2 −
C1, it follows that we have B1 D B2 and C1 D C2.
(ii)This is clear from the construction of B and C.
(iii) Since Ak D Bk for all positive integers k > n, this is pretty clear; except that
we need to show that if A is eventually real, then B must be real. To prove the latter,
we proceed as follows.
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If A is non-singular, take a positive integer k sufficiently large so thatAk andAkC1
are both real. Then A, being the product of AkC1 and .Ak/−1, is clearly real. But in
this case B equals A, so B is real.
Now consider an nn singular eventually real matrix A. Choose a positive in-
teger p > n such that Ap and ApC1 are both real matrices. Then we have R.An/ D
R.Ap/ D R.ApC1/ andN.An/ DN.Ap/ DN.ApC1/. Since Ap is a real matrix,
R.An/ contains a basis consisting of real vectors, say, q1; : : : ; qk . Similarly,N.An/
also has a basis consisting of real vectors, say, qkC1; : : : ; qn. (Recall that Cn D
R.An/N.An/.) Let Q denote the nn real non-singular matrix Tq1 q2    qnU.
Then because R.An/ and N.An/ are both invariant under A, Q−1AQ must be of
the form A1A2, where A1; A2 are square matrices of order k and n− k, respect-
ively. Furthermore, A1 must be non-singular whereas A2 must be nilpotent, as the
restrictions of A toR.An/ and toN.An/ are respectively non-singular and nilpotent.
We contend that the matrix A1 is real. This will follow once we show that A maps
each real vector ofR.An/ to a real vector.
Consider any vector x 2 R.An/ \ R n. Since ApC1 is real, clearly ApC1x 2
R.An/ \R n. Note that the restriction of Ap toR.An/ \ R n is a (real) non-singular
linear transformation. But Ax is equal to the image ofApC1x under the inverse of this
restriction map of Ap, so we have Ax 2 R.An/ \ R n. This proves our contention.
Now, let QB; QC be the nn matrices given by: QB D Q.A1 0/Q−1 and QC D
Q.0A2/Q−1. It is easy to see that the pair of matrices QB; QC has the same properties
as those possessed by the pair B;C. By the uniqueness of B;C, it follows that we
have B D QB (and C D QC). But Q and A1 are both real, hence so is B. 
Let U be a collection of elementary Jordan blocks and let QU be the collection
obtained from U by replacing each Jk.0/ inU for k > 2 (if any) by k copies of
J1.0/’s. Using Theorem 3.6, one readily sees that there exists an eventually non-
negative matrix A such that U.A/ D U if and only if there exists an eventually non-
negative matrix B such that U.B/ D QU. Thus, to determine whether a collection
of elementary Jordan blocks is associated with an eventually non-negative matrix,
we can always reduce the problem to the case when the singular elementary Jordan
blocks in the collection, if any, are all 11. However, in regard to the question of
existence of an irreducible eventually non-negative matrix associated with a given
collection, the corresponding remark does not hold. That is, we have the following:
Remark 3.7. Let U be a collection of elementary Jordan blocks for which there
exists an irreducible eventually non-negative matrix A such that U D U.A/. Let QU
be the collection obtained from U by replacing each Jk.0/ inU for k > 2 .if any/ by
k copies of J1.0/’s. Then there need not exist an irreducible eventually non-negative
matrix B such that U.B/ D QU.
We shall illustrate Remark 3.7 by Example 4.7.
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4. Eventually positive matrices
The following result shows that the concept of an eventually positive matrix and
that of an eventually irreducible non-negative matrix (i.e. a matrix A for which Ak is
irreducible non-negative for sufficiently large k) are equivalent.
Theorem 4.1. A square complex matrix is eventually positive if and only if it is
eventually irreducible non-negative.
Proof. It is enough to prove the “if” part. Let A be an eventually irreducible non-
negative matrix. Then there exists a positive integer p such that Ak is irreducible
non-negative for all integers k > p. Note that if the cyclic index of Ap, say m, is
greater than one, then Akpm is reducible for all positive integers k, contradicting the
choice of p. So the cyclic index ofAp is one; in other words,Ap is a primitive matrix.
Hence, .Ap/ is a simple eigenvalue of Ap greater than the modulus of any other
eigenvalue of Ap. As a consequence, .A/ is also a simple eigenvalue of A (as A is
eventually non-negative) greater than the modulus of any other eigenvalue of A. As
well-known, in this case, the limit limj!1 .A=.A//j exists and is equal to yzT,
where y and z are, respectively, the right and left eigenvector of A corresponding to
.A/ such that zTy D 1. But y and z are also respectively the right and left Perron
vector of the primitive matrix Ap, so they (or their negatives) must be positive vec-
tors. Since A is eventually non-negative and limj!1 .A=.A//j D yzT, it follows
that yzT is a positive matrix and A is eventually positive. 
From the proof of Theorem 4.1 it is clear that we have the following:
Remark 4.2. If A is an eventually positive matrix, then .A/ is a simple eigenvalue
of A greater than the moduli of all other eigenvalues of A; furthermore, A has .up to
scalar multiples/ a unique right .also left/ eigenvector corresponding to .A/, which
is also a positive vector.
The collection of elementary Jordan blocks associated with an eventually positive
matrix is characterized in the following theorem.
Theorem 4.3. If A is an eventually positive matrix; then U.A/ is self-conjugate;
Frobenius; and has cyclic index one. Conversely; if U is a self-conjugate Frobenius
collection with cyclic index one; then there exists a real eventually positive matrix A
such that U.A/ D U.
Proof. Let A be an eventually positive matrix. By Remark 4.2 .A/ is a simple
eigenvalue of A greater than the moduli of all other eigenvalues of A.Hence, U.A/
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is a Frobenius collection with cyclic index one. By Corollary 3.4 U.A/ is also self-
conjugate.
To prove the converse, let U be a self-conjugate Frobenius collection with cyclic
index one. Choose a real matrix B for which U.B/ D U. Then .B/ is a simple
eigenvalue of B greater than the moduli of all other eigenvalues of B. Normalizing,
we may assume that .B/ D 1. As is well-known, in this case, limk!1 Bk exists
and is equal to xyT, where x and y are respectively right and left real eigenvectors
of B corresponding to 1 such that yTx D 1. It is not difficult to find positive vec-
tors v;w such that kvk D kxk, kwk D kyk and hv;wi D hx; yi; indeed, we may
choose such pair of vectors from the relative interior of the two-dimensional (self-
dual) cone generated by e1 and e2 C    C en, where ek denotes the kth standard
unit vector of R n and n is the order of B. Choose a real orthogonal matrix U that
satisfies Ux D v and Uy D w. Then v and w are, respectively, the right and left
eigenvectors of UBUT corresponding to 1. As k tends to 1, .UBUT/k tends to
the rank-one positive matrix .Ux/.Uy/T. So UBUT is the desired real eventually
positive matrix. 
In this paper, our main object of interest is an irreducible eventually non-negative
matrix. We conclude this section with some remarks which answer a few natural
questions in the negative, together with an illustrative example which also confirms
Remark 3.7.
Remark 4.4. A non-nilpotent irreducible eventually non-negative matrix need not
have a power which is irreducible and non-negative. (This is contrary to the irredu-
cible non-negative matrix case. See [3, Theorem 3.4.5].)
Remark 4.5. If A is a non-nilpotent matrix with cyclic index one, which is irredu-
cible eventually non-negative, then U.A/ need not be a Frobenius collection, and so
A need not be eventually positive.
Remark 4.6. If A is a non-nilpotent irreducible eventually non-negative matrix such
that U.A/ is a self-conjugate Frobenius collection with cyclic index one, then A need
not be an eventually positive matrix.
The preceding remarks will be illustrated by Example 4.7 below. Note that all
these remarks still hold if the matrix under consideration is nilpotent. (Certainly,
there is no problem with Remarks 4.5 and 4.6, because an eventually positive matrix
cannot be nilpotent.) For Remark 4.4, consider the matrix:
A D
24 0 1 11 0 0
−1 0 0
35 :
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Example 4.7. Let A D B C C, where
B D
2664
1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1
3775 and C D
2664
1 −1 −1 1
−1 1 1 −1
1 −1 −1 1
−1 1 1 −1
3775 :
It is straightforward to show that BC D CB D 0, that C is a nilpotent matrix with
Jordan form J2.0/J1.0/J1.0/, and also that the Jordan form of B is J1.2/
J1.2/J1.0/J1.0/. By Theorem 3.6U.A/ equals fJ1.2/; J1.2/; J2.0/g and is not a
Frobenius collection. Clearly A is an irreducible matrix with cyclic index one. Since
Ak D Bk for k > 2, A is a non-nilpotent eventually non-negative matrix that does
not have an irreducible non-negative power. Thus, the matrix A can serve to illustrate
Remarks 4.4 and 4.5.
Our example can also be used to illustrate Remark 3.7. Take U D fJ1.2/; J1.2/;
J2.0/g. Then QU D fJ1.2/; J1.2/; J1.0/; J1.0/g. As shown above, U equals U.A/
for the given irreducible eventually non-negative matrix A. It is impossible to find an
irreducible eventually non-negative matrix E such that U.E/ D QU. For, if E is one
such matrix, then 2−1E must be an idempotent matrix, and it will follow that E is an
irreducible non-negative matrix, which contradicts the fact that .E/ (D 2) is not a
simple eigenvalue of E.
Now consider QA D QB C C, where
QB D
2664
1 1 0 0
1 1 0 0
0 0 1=2 1=2
0 0 1=2 1=2
3775 ;
and C is the same matrix as before. Then QA is a non-nilpotent irreducible eventually
non-negative matrix with cyclic index one, and U. QA/, which is D fJ1.2/; J1.1/;
J2.0/g, is a self-conjugate Frobenius collection with cyclic index one. However, QA
is not eventually positive, as QAk (being equal to QBk) is reducible for k > 2. This
confirms Remark 4.6.
5. Irreducible matrices with eventually non-negative powers
Here is the main result of this paper:
Theorem 5.1. Let U be a collection of elementary Jordan blocks. The following
conditions are equivalentV
(a) U is a self-conjugate Frobenius collection with cyclic index m.
(b) U is an m-cyclic collection for which Um D U1 [    [Um; where
U1; : : : ;Um are self-conjugate Frobenius collections with cyclic index one that
have the same subcollection of non-singular elementary Jordan blocks.
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(c) There exists an m-cyclic irreducible eventually non-negative matrix A such that
U.A/ D U; and Am is permutationally similar to a direct sum of m eventually
positive matrices.
Note that in condition (c) of Theorem 5.1 if we omit the irreducibility and even-
tual non-negativity assumptions on A, the resulting condition is still an equivalent
condition.
Clearly we have the implication (a)H)(b). To prove the implication (b)H)(a),
suppose U satisfies condition (b). Since U1; : : : ;Um are each self-conjugate, so is
Um. To show that U is self-conjugate, let Jk./ 2 U where  is a non-real complex
number. Then there exists Jk./ 2 U such that m D Nm. Clearly,  D N where 
is an mth root of unity. But U is m-cyclic, hence we have Jk.N/ 2 U. By the m-
cyclicity of U, the repetition number of Jk.m/ (respectively, Jk.Nm/) in Um is
equal to m times the repetition number of Jk./ (respectively, Jk.N// in U. Since
the repetition numbers of Jk.m/ and Jk.Nm/ in Um are the same, it follows that
the repetition numbers of Jk./ and Jk.N/ in U are also the same. This proves that
U is self-conjugate. Note that .U/ > 0, because .U/m D .Um/ D .U1/ > 0,
where the last inequality follows as U1 is a Frobenius collection. By the m-cyclicity
of U, .U/ contains .U/ times all the mth roots of unity. According to the second
half of condition (b),Um has precisely m Jordan blocks associated with .U/m, and
they are all 11; furthermore, there are no other Jordan blocks in Um associated
with an eigenvalue of modulus .U/m. Thus, it follows that there is also precisely
one Jordan block in U associated with .U/ and the block is 11, and also that
U does not contain a Jordan block associated with an eigenvalue of modulus .U/,
which is different from .U/ times an mth root of unity. This proves that U is a
self-conjugate Frobenius collection with cyclic index m.
To prove the implication (c)H)(b) of Theorem 5.1, let A be an m-cyclic matrix
(not necessarily irreducible or eventually non-negative) such that U.A/D U. Say, A
is already in a superdiagonal block form266666664
0 A1
0 A2
.
.
.
.
.
.
0 Am−1
Am 0
377777775
;
where the diagonal blocks are all square. Then Am DLmjD1Cj , where Cj D Aj
AjC1   AmA1   Aj−1. Suppose, in addition, that the matrices C1; : : : ; Cm are all
eventually positive. For j D 1; : : : ;m, let Uj denote U.Cj /. Then Um D
U1 [    [Um, and according to Theorem 4.3, each Uj is a self-conjugate Frobenius
collection with cyclic index one. As is well-known, if C;D are respectively m
n and nm complex matrices, then the non-singular blocks in the Jordan forms of
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CD and DC are identical (see, for instance [7]). Hence, U1; : : : ;Um have the same
subcollection of non-singular elementary Jordan blocks. Furthermore, since A is m-
cyclic and non-nilpotent, by Remark 2.1 the collectionU.D U.A// ism-cyclic. This
establishes the implication (c)H)(b) of Theorem 5.1.
It is clear that we have the following:
Remark 5.2. In condition (b) (respectively, (c)) of Theorem 5.1, we may require
that U (respectively, A) has cyclic index m, instead of being m-cyclic. Also, in
condition (b), instead of assuming that U1; : : : ;Um are all self-conjugate, we may
assume thatU is self-conjugate.
The proof of the remaining implication (a)H)(c) of Theorem 5.1 is rather long. For
the purpose, we prove a lemma first.
A square matrix is said to be in the superdiagonal .k1; : : : ; km/-block form if it is
of the form266666664
0 A1
0 A2
.
.
.
.
.
.
0 Am−1
Am 0
377777775
;
where Aj is kjkjC1 for j D 1; : : : ;m− 1, and Amis kmk1.
Lemma 5.3. Let U be a self-conjugate Frobenius collection with cyclic index m
such that the Jordan blocks in U corresponding to 0 are either of order one or of
order a multiple of m. Let t be the number of J1.0/’s in U; and let mk denote the sum
of the orders of Jordan blocks in U other than the J1.0/’s. Then for any non-negative
integers c1; : : : ; cm that satisfy
Pm
jD1 cj D t; there exists an irreducible m-cyclic
eventually non-negative matrix A in the superdiagonal .k C c1; k C c2; : : : ; k C cm/-
block form such that U.A/ D U; and the diagonal blocks of Am are all eventually
positive matrices.
Before we give the proof, we would like to emphasize that our result (and our
proof) covers also the special cases when U consists of only non-singular Jordan
blocks, or when the Jordan blocks in U corresponding to 0 are all of order one (or,
all of order multiples of m).
Proof. By our hypothesis,Um can be written as
C [    [ C| {z }
m times
[fJ1.0/; : : : ; J1.0/| {z }
t times
g;
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whereC is a self-conjugate Frobenius collection with cyclic index one. Choose " > 0
sufficiently small so that .C/− " > jj for any  2 .C/,  =D .C/. Denote by QC
the self-conjugate Frobenius collection (necessarily with cyclic index one) obtained
from C by replacing J1..C// by J1..C/− "/. (In case c1 D c2 D    D cm D 0,
or equivalently when t D 0, we simply take QC to be C.) By Theorem 4.3 we can find
a kk eventually positive matrix B such that U.B/ D QC. Let u and v be, respect-
ively, the positive right and left eigenvectors of B corresponding to .B/ such that
vTu D 1.
For any non-negative integer q, let e.q/ denote the vector in Rq all of whose
components equal 1; for q D 0, e.q/ is the empty vector. Now let A be the
.mk C t/ .mk C t/ matrix26666666664
0 A1
0 A2
.
.
.
.
.
.
0 Am−1
Am 0
37777777775
;
where A1; : : : ; Am are given by:
Aj D
"
Ik ue
.cjC1/T
e.cj /vT e.cj /e.cjC1/T
#
for j D 1; : : : ;m− 1;
and
Am D
"
B ue.c1/T
.B/e.cm/vT e.cm/e.c1/T
#
;
where  is a positive constant to be determined later (so that .A/ D .U/). (By our
convention the block e.cj /vT does not exist, if cj D 0.) It is clear that A is an m-cyclic
matrix in the superdiagonal .k C c1; k C c2; : : : ; k C cm/-block form.
By induction we readily show that for 2 6 j 6 m− 1
A1A2   Aj
D
2666664
Ik C
 
jY
iD2
.1C ci/− 1
!
uvT 
jY
iD2
.1C ci/ue.cjC1/T
jY
iD2
.1C ci/e.c1/vT 
jY
iD2
.1C ci/e.c1/e.cjC1/T
3777775 :
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At the next step we obtain
A1A2   Am
D
26666664
B C .B/
"
mY
iD2
.1C ci/− 1
#
uvT 
mY
iD2
.1C ci/ue.c1/T
.B/
mY
iD2
.1C ci/e.c1/vT 
mY
iD2
.1C ci/e.c1/e.c1/T
37777775 :
Then by induction again we can show that for any positive integer l,
.A1   Am/l D
"
Bl C luvT lue.c1/T
le
.c1/vT le
.c1/e.c1/T
#
;
where l; l; l and l are positive constants (unless c1 D    D cm D 0, in which
case we haveA1   Am D B). Since the vectors u; v are positive and B is eventually
positive, this implies that the matrix A1   Am is eventually positive (for whatever
choice of the positive constant ). By a similar argument, we can also show that for
any j D 2; : : : ;m, the matrix AjAjC1   AmA1   Aj−1 is eventually positive. But
Am DLmjD1.AjAjC1    AmA1   Aj−1/, it follows that Am is a direct sum of m
eventually positive matrices. The fact that A is eventually non-negative can also be
shown readily.
Next, we are going to establish the irreducibility of A by showing that the corres-
ponding non-negative matrix jAj (obtained from A by replacing each of its entries
by its modulus) is irreducible. Being an eventually positive matrix, B is clearly irre-
ducible. So B has no zero rows nor zero columns, and consequently jAj also has this
property. Now the product of the .1; 2/; : : : ; .m− 1;m/ and .m; 1/ blocks of jAj is
equal to .A1   Am−1/ jAmj (as the matrices A1; : : : ; Am−1 are all non-negative),
and it is not difficult to see that the latter matrix is irreducible. So jAj is irreducible
(see [10, Theorem 4.3, p. 58]).
To complete the proof, we are going to show that with a suitable choice of  we
haveU.A/ D U.
As can be readily checked,

u
e.c1/

is an eigenvector of A1   Am corresponding
to the eigenvalue
..B/C c1/
mY
iD2
.1C ci/:
Recalling that .B/ equals .C/− ", where " > 0 (or equals .C/ in case
c1 D    D cm D 0), we readily see that there is a positive constant  that satisfies
..B/C c1/
mY
iD2
.1C ci/ D .C/:
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From now on we assume that  is chosen thus.
Note that if xl; xl−1; : : : ; x1 is a Jordan chain of B corresponding to an eigenvalue
 different from .B/ (i.e. .B − I/xj D xj−1 for j D 1; : : : ; l, where x0 D 0), then
since vTxj D 0 for each j, one readily checks that the vectors"
xl
0
#
; : : : ;
"
x1
0
#
of CkCc1
form a Jordan chain of A1   Am corresponding to . On the other hand, it is also
clear that the nullspace of A1   Am contains the following c1 linearly independent
vectors of CkCc1 :2666666664
u
−−1.B/
0
0
:::
0
3777777775
;
2666666664
u
0
−−1.B/
0
:::
0
3777777775
; : : : ;
2666666664
u
0
0
:::
0
−−1.B/
3777777775
:
So it is ready to see that if B is a Jordan basis for B, then all vectors in CkCc1 of the
form

x
0

, where x 2 B, together with the above c1 linearly independent vectors of
N.A1   Am/ constitute a Jordan basis for A1   Am. As a consequence, we have
.Am/ D .A1   Am/ D .C/ D .Um/, and hence .A/ D .U/. Moreover, the
subcollection of non-singular Jordan blocks of U.A1   Am/ is equal to the corres-
ponding subcollection of U.B/ but with the block J1..B// replaced by J1..C//,
and hence is equal to the corresponding subcollection of C. Thus U.Am/ and Um
have the same subcollection of non-singular Jordan blocks, namely, the union of m
copies of C. SinceU and A are both m-cyclic, this shows thatU andU.A/ have the
same subcollection of non-singular Jordan blocks.
It remains to show that U and U.A/ have the same subcollection of nilpotent
Jordan blocks. According to our hypothesis, the collection of nilpotent Jordan blocks
in U consists of t J1.0/’s, together with possibly some other Jordan blocks corres-
ponding to 0, all of order multiples of m, say,mk1; : : : ;mkf . We are done, if we can
show that the generalized nullspace of A has a Jordan basis that consists of f C t
Jordan chains with lengths
mk1; : : : ;mkf ; 1; : : : ; 1| {z }
t times
;
respectively. Recalling the definitions of C; QC and B, we readily see that the Jordan
blocks in U.B/ corresponding to 0 are precisely Jk1.0/; : : : ; Jkf .0/. Suppose that
the corresponding Jordan chains of B are: fuij g16j6ki , i D 1; : : : ; f . For each i D
1; : : : ; f , j D 1; : : : ;mki , write j D mli C ri , where 0 6 li 6 ki − 1 and 1 6 ri 6
m, and let xij denote the vector of CmkCt which, when partitioned into m subvectors
in conform with the partition of A, is given by:
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xij D
266666666664
0
:::
0
u
.ri/
i;liC1
0
:::
0
377777777775
; − ri th subvector
where for any positive integers i; j; l, 1 6 i 6 f , 1 6 j 6 ki and 1 6 l 6 m, we
denote by u.l/ij the vector
uij
0

of CkCcl . It is easy to see that for i D 1; : : : ; f , fxij g16j6mki is a Jordan chain
of A corresponding to 0 of length mki . Also note that for each j D 1; : : : ;
m− 1, the following cjC1 vectors of CkCcjC1 all belong to N.Aj / and are linearly
independent:266666664
u
−−1
0
0
:::
0
377777775
;
266666664
u
0
−−1
0
:::
0
377777775
; : : : ;
266666664
u
0
0
:::
0
−−1
377777775
:
It is clear that these cjC1 vectors can be extended (by adjoining 0’s) to cjC1 lin-
early independent vectors of N.A/. Similarly, the following c1 vectors of CkCc1
all belong to N.Am/, and can be extended to c1 linearly independent vectors of
N.A/:266666664
u
−.B/−1
0
0
:::
0
377777775
;
266666664
u
0
−.B/−1
0
:::
0
377777775
; : : : ;
266666664
u
0
0
:::
0
−.B/−1
377777775
:
Since
Pm
jD1 cj D t , this accounts for t independent Jordan chains of A corresponding
to 0 of length 1. Now it should be clear that the generalized nullspace of A contains
a Jordan basis which consists of Jordan chains with the desired lengths. The proof is
complete. 
We shall need the concept of the height characteristic of a square matrix which is
defined as follows. For a square complex matrix Q, let 0.Q/ denote its index, that
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is, the order of the largest Jordan block associated with 0 as an eigenvalue of Q. For
j D 1; : : : ; 0.Q/, let j .Q/ D nullity.Qj /− nullity.Qj−1/ (where nullity.Q0/ D
0). The sequence .Q/ D .1.Q/; : : : ; 0.Q/.Q// is called the height characteristic
of Q. Note that the height characteristic of Q describes the structure of the Jordan
blocks associated with the eigenvalue 0 in the Jordan canonical form of Q. More
precisely, .Q/ is the dual of the non-increasing sequence of orders of the Jordan
blocks associated with 0 as an eigenvalue of Q. (For the definition of a dual sequence,
see, for instance [6, Definition 2.3].)
Now we come to finish the proof of Theorem 5.1.
Proof of (a)H)(c) of Theorem 5.1. Let the collection of non-singular Jordan blocks
in U beU1 and the collection of singular Jordan blocks in U be:
fJmk1Cr1.0/; : : : ; JmkdCrd .0/; JmkdC1.0/; : : : ; JmkdCe .0/g;
where d; e; k1; : : : ; kd are non-negative integers, and r1; : : : ; rd ; kdC1; : : : ; kdCe are
positive integers such that rd 6 rd−1 6    6 r1 < m. Let OU be the collection ob-
tained from U by replacing each JmkiCri .0/ (1 6 i 6 d) by one Jmki .0/ and ri
J1.0/’s; that is,
OU D U1 [ fJmk1.0/; : : : ; JmkdCe .0/; J1.0/; : : : ; J1.0/| {z }
t times
g;
where t D r1 C    C rd . Since U is a Frobenius collection with cyclic index m, it
is clear that the sum of the orders of Jordan blocks in U− t is a multiple of m,
which we denote by mk. Let .1; : : : ; r1/ denote the height characteristic of the
matrix Jr1.0/Jr2.0/   Jrd .0/. Note that 1 D d and
Pr1
jD1 j D
Pd
iD1 ri D t .
By applying Lemma 5.3 (with c1 D 1; : : : ; cr1 D r1 and cr1C1 D    D cm D 0) to
the collection OU, we obtain an irreducible m-cyclic eventually non-negative matrix
OA in the superdiagonal .k C 1; k C 2; : : : ; k C r1; k; : : : ; k/-block form such that
U. OA/ D OU and the diagonal blocks of OAm are eventually positive matrices. Here
we adopt the notation used in the proof of Lemma 5.3, with the exception that
we use OU; OA; OAi and i (with i D 0 for i > r1 C 1) in place of U; A;Ai and ci
respectively. In the proof of Lemma 5.3, for j D 1; : : : ; r1 − 1, and for j D m, we
give jC1 (1, in case j D m) linearly independent vectors in the nullspace of OAj ,
and we note that these vectors together give rise to t linearly independent vectors
in the nullspace of OA, which accounts for the t J1.0/’s in OU. For the convenience of
presenting our subsequent arguments, we introduce the following notation to indicate
the above-mentioned vectors.
For i D 1; : : : ; 1, let vi1 denote the vector of CkC1 whose first k components
form the vector u, whose .k C i/-component is −.B/−1, and whose remaining
components are all zero. For j D 2; : : : ; r1 and i D 1; : : : ; j , we use vij to denote
the vector of CkCj whose first k components form the vector u, whose .k C i/-
component is−−1, and whose remaining components are all zero. For j D 1; : : : ; r1
and i D 1; : : : ; j , we use yij to denote the vector of CmkCr given by:
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yij D
2666666666664
0
:::
0
vij
0
:::
0
3777777777775
; − j th subvector
where the partition of yij is in conformity with the partition of OA. As noted in the
proof of Lemma 5.3, for j D 1; : : : ; r1, and i D 1; : : : ; j we have vij 2N. OAj−1/
(where OA0 is taken to be OAm) and yij 2N. OA/.
We use fuij g16j6ki (respectively, fxij g16j6mki ), i D 1; : : : ; d C e, to denote the
Jordan chains of B (respectively, of OA) corresponding to 0, as introduced in the proof
of Lemma 5.3. (Of course, the chain fuij g16j6ki does not exist, if ki D 0.)
We also need to introduce certain vectors in the nullspace of OA T . For each j D
2; : : : ; r1 and i D 1; : : : ; j , let wij denote the vector of CkCj given by:
wij D .−1 C j /−1
2666666666666664
v

:::

−T1C.j−1/U

:::

3777777777777775
 − .k C i/-component
Also, we use wi1 to denote the vector of CkC1 given by:
wi1 D ..B/−1 C j /−1
2666666666666664
v
.B/−1
:::
.B/−1
−T1C.j−1/.B/−1U
.B/−1
:::
.B/−1
3777777777777775
 − .k C i/-component
for i D 1; : : : ; 1. As can be readily checked, for j D 1; : : : ; r1, we have wij 2
N. OATj / andwTij vrj D ir for i; r D 1; : : : ; j , where ir is the Kronecker delta sym-
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bol. In addition, note that for all r; s since vTurs D 0, we havewTij u.j/rs D 0 (recalling
from the proof of Lemma 5.3 that u.j/rs is the vector

urs
0

of CkCj ).
For j D 1; : : : ; r1 and i D 1; : : : ; j , let zij denote the vector in CmkCt which,
when partitioned into m subvectors in conformity with the partition of OA, is given
by:
zij D
266666666664
0
:::
0
wij
0
:::
0
377777777775
: − jth subvector
We readily verify that each zij 2N. OAT/. Furthermore, for all r; s, we have zTij yrs D
irjs and zTij xrs D 0.
Now set
A D OAC 
dX
iD1
0@ riX
jD2
yi;j−1zTij C xi;mki zTi1
1A ;
where  is a positive constant to be determined. Note that if we partition the matrix
yi;j−1zTij (respectively, xi;mki zTij ) into blocks in the same way as OA, then yi;j−1zTij
(respectively, xi;mki zTi1) has only one non-zero block, namely, its .j − 1; j/-block
(respectively, .m; 1/-block). Hence, like OA;A is also an m-cyclic matrix in the su-
perdiagonal .k C 1; : : : ; k C r1; k; : : : ; k/-block form. Clearly we can choose a
positive  so that at each non-zero entry of OA the corresponding entry of A is also
non-zero. Then since OA is irreducible, so is A.
Consider any fixed i, 1 6 i 6 d . Using the relations zTij yrs D irjs and the fact
that yij 2N. OA/ for all i; j; r; s, we readily obtain Ayi;ri D yi;ri−1; A2yi;ri D
2yi;ri−2; : : : ; Ari yi;ri D ri xi;mri . But fxij g16j6mki is a Jordan chain of OA corres-
ponding to 0 and the relations zTij xrs D 0 hold for all i; j; r; s, it follows that
fyi;ri ; yi;ri−1; : : : ; ri−1yi1; ri xi;mki ; ri xi;mki−1; : : : ; ri xi1g
is a Jordan chain of A corresponding to 0 of length mki C ri . (If ki D 0, fyi;ri ;
yi;ri−1; : : : ; ri−1yi1g is already the desired Jordan chain.) This is true for each i,
i D 1; : : : ; d . For i D d C 1; : : : ; d C e, the Jordan chain fxij g16j6mki of OA is clearly
also a Jordan chain of A corresponding to 0. Note also that since zij 2N. OAT/ for all
i; j , A and OA are equal when restricted to the direct sum of generalized eigenspaces
of OA corresponding to non-zero eigenvalues. Now it should be clear thatU.A/ D U.
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It remains to show that A is eventually non-negative, and also that the diagonal
blocks of Am are eventually positive.
Denote the .m; 1/-block of A by Am and the .i; i C 1/-block of A by Ai for i D
1; : : : ;m− 1. Note that the vector vij (also yij ; wij and zij ) is defined if and only if
i D 1; : : : ; d , j D 1; : : : ; r1, and i 6 j (or equivalently, j 6 ri ). Using the defini-
tion of A, one readily sees that we have
Aj D OAj C 
jC1X
iD1
vijw
T
i;jC1 for j D 1; : : : ; r1 − 1;
Aj D OAj for j D r1; : : : ;m− 1;
and
Am D OAm C 
1X
iD1
uikiw
T
i1:
Using the facts that vij 2N. OAj−1/, wij 2N. OATj / and the relations wTij vrj D
ir , inductively we obtain:
AmA1   Al D OAm OA1    OAl C lC1
lC1X
iD1
uikiw
T
i;lC1
for l D 1; : : : ; r1 − 1; hence
AmA1   Ar1 D
 
OAm OA1    OAr1 C r1
r1X
iD1
uikiw
T
ir1
!
OAr1
D OAm OA1    OAr1;
from which follows
AmA1   Al D OAm OA1    OAl for l D r1; : : : ;m− 1:
On the other hand, by the proof of Lemma 5.3, OAm OA1    OAm−1 equals

B ue.1/T

2666664
Ik C
 
r1Y
iD2
.1C i/− 1
!
uvT
r1Y
iD2
.1C i/e.1/vT
3777775 ;
which is of the form B C 1uvT for some positive constant 1. Inductively, we
can then show that . OAm OA1    OAm−1/j D Bj C juvT, where j > 0. Recall that
uiki is a generalized eigenvector of B corresponding to 0 of order ki . So for j >
max16i61 ki , we have
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.AmA1   Am−1/jAm D . OAm OA1    OAm−1/j
 
OAm C 
1X
iD1
uikiw
T
i1
!
D . OAm OA1    OAm−1/j OAm C .Bj C juvT/
 
1X
iD1
uikiw
T
i1
!
D . OAm OA1    OAm−1/j OAm;
from which follows also
.AmA1   Am−1/jAmA1   Al D . OAm OA1    OAm−1/j OAm OA1    OAl
for l D 1; : : : ;m− 1. Hereafter, for j > m, we use Aj (respectively, OAj ) to denote
the matrix Aj 0 (respectively, OAj 0), where j 0  j .modm/, 1 6 j 0 6 m. We have in
fact proved that for l sufficiently large, AmA1   Al D OAm OA1    OAl . Moreover, for
1 6 j < m and l sufficiently large, we also have
AjAjC1   AlDAjAjC1   Am−1.AmA1   Al/
DAjAjC1   Am−1. OAm OA1    OAl/
D OAj OAjC1    OAl:
But for j D 1; : : : ;m, OAj OAjC1    OAl are eventually non-negative for l sufficiently
large, and the matrices OAj OAjC1    OAm OA1    OAj−1 are eventually positive, so we
conclude that the matrix A is eventually non-negative, and also that the matrices
AjAjC1   AmA1   Aj−1 are eventually positive. The proof of the theorem is
complete. 
Corollary 5.4. Let A be an m-cyclic eventually non-negative matrix and suppose
that Am is permutationally similar to a direct sum of m eventually positive matrices.
Then A has .up to multiples/ a unique eigenvector corresponding to .A/; which is
a positive vector.
Proof. We may suppose that A is already in a superdiagonal block form266666664
0 A1
0 A2
.
.
.
.
.
.
0 Am−1
Am 0
377777775
:
By Theorem 5.1 U.A/ is a self-conjugate Frobenius collection with cyclic index
m. So, in particular, .A/ is a simple eigenvalue of A, and (up to multiples) there is a
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unique corresponding eigenvector, say x. Partition x into m subvectors in conformity
with the partition of A:
x D
26664
x1
x2
:::
xm
37775 :
Since x is an eigenvector of A corresponding to .A/, we haveAjxjC1 D .A/xj for
j D 1; : : : ;m, where we use xmC1 to denote x1. But .A/ > 0 and x =D 0, hence
none of the xj ’s can be a zero vector. For j D 1; : : : ;m, let Cj denote the matrix
AjAjC1   AmA1   Aj−1. Then Am D C1C2   Cm. By our assumption on
A, each Cj is an eventually positive matrix and as such each has (up to multiples)
a unique eigenvector, which is also a positive vector, corresponding to its spectral
radius (which equals .A/m). Now x is also an eigenvector ofAm. As a consequence,
for each j, we have Cjxj D .Cj /xj , and hence xj is either a positive vector or a
negative vector. Choose a positive integer k sufficiently large so that AkmC1 is a
non-negative matrix. The fact that U.A/ is a Frobenius collection with cyclic index
m readily implies that .AkmC1/ is a simple eigenvalue of AkmC1. Hence, x or −x
must be the Perron vector ofAkmC1. It follows that either all xj ’s are positive vectors
or all xj ’s are negative vectors. In other words, we have, either x or −x is a positive
vector. 
Remark 5.5. In the hypotheses of Corollary 5.4, if we drop the assumption that A is
eventually non-negative, then the result no longer holds (cf., however, condition (c)
of Theorem 5.1, in which the eventual non-negativity assumption is not essential).
Indeed, if B is any m-cyclic eventually non-negative matrix for which Bm is per-
mutationally similar to a direct sum of m eventually positive matrices, where m > 2
(for instance, take
B D

0 1
1 0

and m D 2), then A D e2 i=mB is an m-cyclic matrix such that Am is permutation-
ally similar to a direct sum of m eventually positive matrices, but A does not have a
positive eigenvector corresponding to .A/.
6. Examples, further remarks and open problems
It is natural to ask whether to the list of equivalent conditions of Theorem 5.1 we
may add the following condition:
.U/ > 0 and there is an irreducible eventually non-negative matrix A with cyclic
index m such that U.A/ D U.
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The answer is “no”, because the above condition does not even guarantee the
property that there is precisely one block in U corresponding to .U/ and the block
is 11 (see Example 4.7). Indeed, the following example shows that even when U
satisfies the latter property, the answer is still “no”.
Example 6.1. Let
B D
2664
0 0 1 1
0 0 1 1
1 1 0 0
1 1 0 0
3775 and C D
2664
1 −1 −1 1
−1 1 1 −1
1 −1 −1 1
−1 1 1 −1
3775 :
It is straightforward to show that BC D CB D 0, and C is a nilpotent matrix, its
Jordan form being J2.0/J1.0/J1.0/. Also, the Jordan form of B is J1.2/
J1.−2/J1.0/J1.0/. Let A D B C "C, where " is any non-zero complex number.
Since A has non-zero diagonal entries, its cyclic index is clearly 1. Furthermore, A
is irreducible eventually non-negative. The matrices C and "C certainly have the
same Jordan form. By Theorem 3.6 the Jordan form of A is J1.2/J1.−2/J2.0/.
Hence, .A/ (D 2) is a simple eigenvalue of A, and the cyclic index of U.A/ is 2.
So, form D 1, the collection U D fJ1.2/; J1.−2/; J2.0/g satisfies the condition that
there is an irreducible eventually non-negative matrix A with cyclic index m such that
U.A/ D U, and in addition there is precisely one Jordan block in U corresponding
to .U/ and the block is 11. Note that U is a self-conjugate, Frobenius collection
with cyclic index two, so U does not satisfy the equivalent conditions of Theorem
5.1 for m D 1.
By choosing " D i, A can also serve as an example of a non-nilpotent irreducible
eventually non-negative matrix which is not real.
To demonstrate that U satisfies condition (c) of Theorem 5.1 for m D 2, let QA D
B C QC, where B is the same as before and QC is the matrix given by:
QC D
2664
0 0 1 −1
0 0 −1 1
0 0 0 0
0 0 0 0
3775 :
Since B QC D QCB D 0 and QC is a nilpotent matrix with the same Jordan form as C,
QA is an irreducible eventually non-negative matrix with cyclic index two such that
U. QA/ D U. Moreover, it is clear that QA2 equals B2 which, in turn, is a direct sum of
two eventually positive matrices.
In [13, Theorem 5.3] it is proved that if U is a collection of elementary Jordan
blocks with .U/ > 0 and cyclic index m, then for any positive integer d that divides
m there exists an irreducible matrix A with cyclic index d that satisfies U.A/ D U.
In contrast, if U is a self-conjugate Frobenius collection with cyclic index m, and if
d is a divisor of m, then there need not exist an irreducible eventually non-negative
matrix A with cyclic index d that satisfies U.A/ D U. Here is an example.
328 B.G. Zaslavsky, B.-S. Tam / Linear Algebra and its Applications 302–303 (1999) 303–330
Example 6.2. Consider the collection U D fJ1.2/; J1.−2/; J1.0/; J1.0/g. Clearly,
U is a self-conjugate Frobenius collection with cyclic index two. If A is a matrix
for which U.A/ D U, then by Remark 2.1 the cyclic index of A must be equal to
either 1 or 2. According to Theorem 5.1, certainly there is an irreducible eventually
non-negative matrix A with cyclic index two that satisfies U.A/ D U; indeed, we
may take A to be the 44 matrix B that appeared in Example 6.1. However, it is not
possible to find an irreducible eventually non-negative matrix A with cyclic index one
that satisfiesU.A/ D U. For if A is one such matrix, then A must be similar to B; say,
A D P−1BP , where P is non-singular. Direct calculations show that for any positive
integer k, we have A2kC1 D 22kA. Since A2kC1 is non-negative for k sufficiently
large, A must itself be non-negative. Now A is an irreducible, non-negative matrix
whose peripheral spectrum is the set f2;−2g. So the cyclic index of A must be two,
which is a contradiction.
At present we do not know the answer to the following question:
Question 6.3. Let U be a collection of elementary Jordan blocks with .U/ > 0.
Suppose that the singular blocks in U, if any, are all 11. If there exists an irre-
ducible eventually non-negative matrix A with cyclic index m such that U.A/ D U,
does it follow that U is a self-conjugate Frobenius collection with cyclic
index m?
We suspect that if U is a collection of elementary Jordan blocks with .U/ > 0
and for which there is an irreducible eventually non-negative matrix A such that
U.A/ D U, then necessarily the Jordan blocks in U corresponding to .U/ are all
11. Here is a supporting evidence. (Recall also Example 4.7.)
Example 6.4. There does not exist a 22 irreducible matrix, which is eventually
non-negative, and whose Jordan form is J2.1/. To see this, suppose A is one such
matrix. Choose a k sufficiently large so that Al > 0 for all l > k. Note that the
Jordan form of Ak is still J2.1/; so Ak must be reducible. Denote the .i; j/ entry
of Ak by a.k/ij . Clearly, we have either a
.k/
12 D 0 or a.k/21 D 0. Say, a.k/12 D 0; then
a
.k/
11 > 0. Since the first row of AkC1 is non-negative and is equal to a
.k/
11 times the
first row of A, it follows that the first row of A is non-negative. Now AkC1 is also a
reducible non-negative matrix, and we must have either a.kC1/12 D 0 or a.kC1/21 D 0. If
a
.kC1/
12 D 0, then since a.kC1/12 D a.k/11 a12, it follows that a12 D 0, which contradicts
the irreducibility of A. If a.kC1/21 D 0, then by considering the second row of both
sides of AkC1  A D AkC2, we infer that the second row of A is also non-negative.
Hence, A is an irreducible non-negative matrix, which is impossible, because .A/
is not a simple eigenvalue of A.
As noted by one of the referees, the proof of Theorem 3.1 shows that we can
considerably weaken the hypotheses on  . Namely, instead of requiring k is self-
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conjugate for all sufficiently large positive integers k, we need only that the set {k:
k non-negative integer, kC1 is self-conjugate} contains numbers divisible by any
given positive integer. (For instance, the set might consist of all numbers of the form
kp C 1 for k D k0; k0 C 1; : : : ; where p and k0 are some fixed positive integers.)
Similar remarks apply to the other parts of the theorem on unions of Frobenius sets
and unions of self-conjugate Frobenius sets. This observation has obvious implica-
tions later on, for example, in Remark 3.2, Corollaries 3.4 and 3.5, and Theorems
3.3, 4.3 and 5.1. In particular, in condition (c) of Theorem 5.1, instead of requiring A
to be eventually non-negative, we may assume that A is a matrix for which the set {k:
k non-negative integer,AkC1 is a non-negative matrix} contains numbers divisible by
any given positive integer.
Note that if A is a matrix for which the set {k: k non-negative integer, AkC1 is
a positive matrix} contains numbers divisible by any given positive integer, then
by modifying the proof of Theorem 4.3 we can show not only that U.A/ is a self-
conjugate Frobenius collection with cyclic index one, but also that A is an eventually
positive matrix. We would like to pose the following open question.
Question 6.5. If A is a square complex matrix for which the set {k: k non-negative
integer, AkC1 is a non-negative matrix} contains numbers divisible by any given
positive integer, then does it follow that A is an eventually non-negative matrix?
In this paper we have obtained some initial results on the collection of elementary
Jordan blocks associated with an eventually non-negative matrix in terms of the
concept of a Frobenius collection. By definition a Frobenius collection always has
positive radius. So in our investigation we have not yet considered the case of a
collection of nilpotent elementary Jordan blocks. For a discussion of what happens
in the latter case, see [13, Section 6].
Friedland [4] has proved that a multi-set of complex numbers is the spectrum of
a non-nilpotent eventually non-negative matrix if and only if it is a union of self-
conjugate Frobenius sets. In contrast, the collection of elementary Jordan blocks
associated with a non-nilpotent, eventually non-negative matrix need not be a union
of Frobenius collections. This is because the index of the spectral radius of a non-
negative matrix may be greater than one, whereas in a union of Frobenius collections
the elementary Jordan blocks associated with its radius must, by definition, be of
order one. The study of elementary Jordan blocks associated with a reducible even-
tually non-negative matrix seems to be rather difficult, and will be our future goal.
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