Handling interference is one of the main challenges in the design of wireless networks. One of the key approaches to interference management is node cooperation, which can be classified into two main types: relaying and feedback. In this work we consider simultaneous application of both cooperation types in the presence of interference. We obtain exact characterization of the capacity regions for Rayleigh fading and phase fading interference channels with a relay and with feedback links, in the strong and very strong interference regimes. Two feedback configurations are considered. In the first configuration there are feedback links from both receivers to the relay, and in the second configuration there are feedback links from both receivers to the relay and to their opposite transmitters.
The capacity region of the MARC was characterized for phase fading in [5] .
The MARC can be further extended by adding a second destination node such that each transmitter communicates with a single destination. This gives rise to the interference channel with a relay (ICR) which consists of five nodes. This channel was first introduced by Sahin and Erkip in [6] and has gained considerable interest in the past few years. One of the critical issues in the study of ICRs, is to determine what is the best strategy for the relay, since when assisting one receiver the relay may degrade the performance of the other receiver. The capacity region of fading ICRs for a non-degraded scenario with a causal relay was first characterized in [7] and [8] for the SI and VSI regimes. In [8] it was shown that in some situations the best strategy for the relay is DF and that the relay can optimally assist both receivers simultaneously.
Another tool for handling interference in wireless networks is feedback from receiving nodes to transmitting nodes. Feedback allows the nodes to coordinate their transmissions and thereby achieve higher rates compared to those achieved without coordination. In [9] Gaarder and Wolf showed that in a memoryless MAC in which both transmitters have feedback from the receiver, they can cooperate to increase the capacity region. In [4] Cover and El Gamal showed that for the relay channel, the cut-set bound is achieved when feedback is available at the relay. In such a scenario, additional feedback to the transmitter does not provide any further improvement. For the MARC with feedback from the relay to the sources, Hou et al. derived an outer bound on the capacity region as well as achievable rate regions in [10] . In [10] feedback was used to enable each source to decode the message of the other source, thereby the transmitters could cooperate and resolve the uncertainty at the receiver. In [11] it was shown that for interference channels at SI, the capacity region is enlarged if each transmitter has feedback from the receiver to which it sends messages.
To date, there is no capacity analysis which considers the application of both relaying and feedback to the interference channel. In this work we study the fading interference channel with a relay for two feedback configurations. We consider two fading models: phase fading and Rayleigh fading. The phase fading model is mostly applicable to high-speed microwave communications, in which phase noise is generated by the oscillators or due to the lack of synchronization. Rayleigh fading models are commonly used in wireless communications and apply to scenarios with multiple scatterers and no line-ofsight, such as dense urban environments.
Main Contributions
In this paper we characterize the capacity region of the fading interference channel with a relay and feedback links (ICRF), in the strong and very strong interference regimes. We assume only receiver channel state information. The relay operation is causal, all SNRs are finite and all links are active. The capacity regions are characterized for two fading models: phase fading and Rayleigh fading. We first characterize the capacity regions of ICRFs where both receivers send (noiseless) feedback only to the relay, for the VSI and SI regimes. Next, we consider the case where feedback is also available at the transmitters to determine whether the transmitters can exploit this additional information to cooperate and enlarge the capacity region of the first configuration. The answer to this question is not immediate since the availability of feedback at the transmitters can enlarge the capacity region of MACs and ICs, but for the relay channel it does not provide any improvement once feedback is available at the relay. Identifying optimal strategies for ICRFs has a direct impact on the design of future wireless networks in which interference is a critical issue.
The rest of this paper is organized as follows: in section II we define the system model. In sections III and IV we provide an exact characterization of the capacity regions of ICRFs in the VSI and SI regimes. We also provide explicit expressions for the phase fading and Rayleigh fading models 1 . In section V we analyze a scenario in which feedback is available both at the relay and at the transmitters. In section VI we present concluding remarks.
II. NOTATIONS AND CHANNEL MODEL
We denote random variables (RVs) with capital letters, e.g., X, Y and their realizations with lower case letters, e.g., x, y. E{X} denotes the stochastic expectation of X. Vectors are denoted with bold-face letters, e.g., x, and the i'th element of a vector x is denoted with x i . Finally, we denote the circularly symmetric, complex Normal distribution with mean µ and variance σ 2 with CN (µ, σ 2 ). C and R denote the sets of complex numbers and real numbers, respectively.
In the interference channel with a relay, the received signals at Rx 1 , Rx 2 and the relay at time i are given by:
i = 1, 2, ..., n, where Z 1 , Z 2 and Z 3 are i.i.d. zero-mean circularly symmetric, complex Normal RVs, CN (0, 1), independent of each other and of the channel coefficients. The channel input signals are subject to per-symbol average power constraints:
Throughout this paper, channel state information (CSI) at the receivers is assumed. We represent the CSI at re-
We assume noiseless feedback links from both receivers to the relay, such that (s.t.) the channel outputs y i−1 1,1 , y i−1 2,1 and the corresponding Rx-CSIs are available at the relay at time i prior to transmission. This model is described in Fig. 1 . Hence, the CSI at the relay is represented byH = H 13 , H 23 ,
code for the ICRF consists of two message sets M k 1, 2, ..., 2 nR k , k = 1, 2, two encoders at the sources, e 1 , e 2 , and two decoders at the destinations,
Due to feedback, the transmitted signal at the relay is a causal function of the channel outputs at the receivers and its own received symbols, i.e.,
The average probability of error is defined as
, and each source message is selected independently and uniformly from its message set. A rate pair (R 1 , R 2 ) is called achievable if for any > 0 and δ > 0 there exists some blocklength n 0 ( , δ) such that for every n > n 0 ( , δ) there exists an (
The capacity region is defined as the convex hull of all achievable rate pairs.
In the phase fading model the channel coefficients are given by H lk,i = a lk e jΘ lk,i , where a lk ∈ R + are nonnegative constants corresponding to the mean attenuation of the signal power from node l to node k and Θ lk,i are uniformly distributed over [0, 2π), i.i.d., and independent of each other and of the additive noise. In the Rayleigh fading model the channel coefficients are given by H lk,i = a lk U lk,i , a lk ∈ R + , and U lk,i are circularly symmetric, complex Normal RVs, U lk,i ∼ CN (0, 1), i.i.d., and independent of each other and of the additive noise.
III. ICRFS IN THE VERY STRONG INTERFERENCE REGIME
The capacity region of ICRFs in the VSI regime is characterized in the following theorem: Theorem 1. Consider the fading ICRF with Rx-CSI. Assume that the channel coefficients are independent in time and independent of each other such that their phases are i.i.d. and distributed uniformly over [0, 2π). Let the additive noises be i.i.d. circularly symmetric complex Normal processes CN (0, 1), and let the sources have power constraints E |X k | 2 ≤ P k , k = 1, 2, 3. Assume noiseless feedback links from both receivers to the relay (see Fig. 1 ). If
then the capacity region is given by all the nonnegative rate pairs s.t.
and it is achieved with X k ∼ CN (0, P k ), k ∈ {1, 2, 3}, mutually independent and with DF strategy at the relay.
Proof Outline: Due to space limitations, only an outline of the proof is provided. See [13, Sec. IV] for a detailed proof.
The proof consists of the following steps:
• We obtain an outer bound on the capacity region using the cut-set bound. • We show that the input distribution that maximizes the outer bound is zero-mean, circularly symmetric complex Normal with channel inputs mutually independent. • We derive an achievable rate region based on DF, assuming the codebooks are generated according to a mutually independent, zero-mean, circularly symmetric, complex Normal input distribution:
-We obtain an achievable rate region for decoding at the relay using steps similar to [5, Sec. IV.D].
-We obtain an achievable rate region for decoding at the destination by decoding the interference first, while treating the relay signal and the desired signal as additive i.i.d. noises. Then, a backward decoding scheme is used for decoding the desired message.
• We derive the VSI conditions which guarantee that decoding the interference first at each receiver, does not constrain the rate of the other pair. • We conclude that when the VSI conditions hold the achievable region coincides with the cut-set bound. Two important channel models that satisfy the conditions of Theorem 1 are phase fading and Rayleigh fading channels. Next, we characterize the capacity region for each model. 
A. Ergodic Phase Fading
then the capacity region is characterized by all the nonnegative rate pairs s.t.
and it is achieved with X k ∼ CN (0, P k ), k ∈ {1, 2, 3}, mutually independent and with DF strategy at the relay. 
, and it is achieved with X k ∼ CN (0, P k ), k ∈ {1, 2, 3}, mutually independent and with DF strategy at the relay.
C. Discussion Comment 1. Fig. 2 shows the position of the relay in a 2Dplane in which the VSI conditions (4) are satisfied for the phase fading scenario with P 1 = P 2 = 10, P 3 = 1.5, a 11 = a 22 = 0.18 and a 12 = a 21 = 0.25. We considered a model which links the average attenuation a ij to the distance d ij , from node i to node j via a ij = 1 dij and hence the path loss exponent is 2. With feedback, the VSI conditions hold (hence, DF achieves capacity) in the black and gray areas, while without feedback, VSI capacity is achieved with DF in the black area only [7, Thm. 1]. This clearly shows the benefits of feedback. Note that the relay has to be far from the destinations in order to facilitate decoding interference first. Comment 2. In the ICRF, due to feedback at the relay, decoding the desired messages at the relay does not impose additional rate constraints to those resulting from decoding at the destinations. Without feedback, reliable decoding at the relay must be guaranteed by additional constraints on the channel coefficients, see [8] . Comment 3. Note from (5) that in the VSI regime, the ICRF behaves like two parallel relay channels. Comment 4. Although in practice there is only one relay node, it is simultaneously optimal for both "parallel relay channels" s.t. capacity is achieved in both simultaneously. From a practical aspect, this observation gives a strong motivation to employ a combination of relaying and feedback in wireless networks since a relatively small number of relay stations can optimally assist several nodes simultaneously. Comment 5. Note that although the classic cut-set bound requires maximization over all input distributions of the form f (x 1 )f (x 2 )f (x 3 |x 1 , x 2 ), due to the fact that the phases of the channel coefficients are distributed uniformly over [0, 2π), then f (x 3 |x 1 , x 2 ) = f (x 3 ) is the maximizing distribution, and the input distribution is jointly Gaussian, as follows from [5, Theorem 8] . Comment 6. Note that since the capacity achieving channel inputs are mutually independent, adding relay nodes to existing wireless networks does not require any modifications in the transmitters' (optimal) codebooks. Hence, these techniques (relaying with feedback) can be incorporated into current designs in a relatively simple manner.
IV. ICRFS IN THE STRONG INTERFERENCE REGIME
The capacity region of ICRFs in the SI regime is characterized in the following theorem: Theorem 2. Consider the fading ICRF with Rx-CSI. Assume that the channel coefficients are independent in time and independent of each other such that their phases are i.i.d. and distributed uniformly over [0, 2π). Let the additive noises be i.i.d. circularly symmetric complex Normal processes CN (0, 1), and let the sources have power constraints E |X k | 2 ≤ P k , k = 1, 2, 3. Assume noiseless feedback links from both receivers to the relay. If
(6b) then the capacity region is given by all the nonnegative rate pairs s.t.
and it is achieved with X k ∼ CN (0, P k ), k ∈ {1, 2, 3}, mutually independent and with DF strategy at the relay. Proof Outline: Due to space limitations, only an outline of the proof is provided. See [13, Sec. V] for a detailed proof.
• From the ICRF we obtain the enhanced MARC (EMARC) as a MARC whose message destination is one of the destinations of the ICRF, but the relay receives feedback from both receivers. Therefore, EMARC 1 is defined by equations (1) and its receiver is Rx 1 and EMARC 2 is defined by equations (1) and its receiver is Rx 2 . 2 • We derive the capacity region of the EMARC. • We show that the same coding strategy at the sources and at the relay achieves capacity for both EMARCs simultaneously.
-We provide an achievable rate region for the ICRF as the intersection of the capacity regions of EMARC 1 and EMARC 2 .
• We show that in the SI regime the intersection of the capacity regions of EMARC 1 and EMARC 2 contains the capacity region of the ICRF .
• We conclude that the capacity region of the ICRF in the SI regime is equal to the intersection of the capacity regions of EMARC 1 and EMARC 2 . • We characterize the SI conditions for the ICRF. In the following sections we characterize the capacity region for phase fading and Rayleigh fading scenarios. 
A. Ergodic Phase Fading
, and it is achieved with X k ∼ CN (0, P k ), k ∈ {1, 2, 3}, mutually independent and with DF strategy at the relay. 
B. Ergodic Rayleigh Fading
C. Discussion Comment 7. Fig. 3 shows the position of the relay in a 2D-plane for which the SI conditions (8) are satisfied for the phase fading scenario with P 1 = P 2 = 10, P 3 = 1.5, a 11 = a 22 = 0.18 and a 12 = a 21 = 0.25. With feedback, the SI conditions hold (hence, DF achieves capacity) in the black and gray areas, while without feedback, SI capacity is achieved with DF in the black area only [7, Thm. 2] . Comparing to Fig.  2 , note that with feedback, as the conditions for SI are weaker than the conditions for VSI, the geographical region of the relay for which SI is achieved is larger than the region for which VSI is achieved. Without feedback, since we should guarantee reliable decoding at the relay, the geographical region for the relay for which SI is achieved is much smaller than with feedback. These figures demonstrate most clearly the benefits of combining feedback with relaying for interference management.
Comment 8. Although in the SI regime the resulting model can be thought of as a "compound EMARC", it is important to note that both EMARCs share the same relay node and thus they are not separate, contrary to ICs without a relay node. Note also that the strategy at the relay is optimal for both EMARCs s.t. capacity is achieved for both simultaneously.
V. ICRFS WITH FEEDBACK TO THE RELAY AND TO THE
TRANSMITTERS We now consider the scenario in which there are two noiseless feedback links from each receiver, one link to the relay and another link to the opposite transmitter, s.t. y i−1 1,1 ,h i−1 1,1 are available at Tx 2 and y i−1 2,1 ,h i−1 2,1 are available at Tx 1 , at time i prior to the transmission. Then, the following theorem holds: Theorem 3. Consider the fading ICRF with two noiseless feedback links from the receivers to the relay. Then, adding feedback links from each receiver to its opposite transmitter (see Fig. 4 ), does not provide any further increase of the capacity region in the VSI regime. A. Discussion Comment 9. Note that if, due network limitations, each receiver may send feedback only to one node, its preferable to send feedback to the relay, since the relay can exploit the additional information to achieve the capacity in both VSI and SI regimes.
VI. CONCLUSIONS
In this work we derived capacity regions for the fading ICRF in the VSI and SI regimes. Capacity was obtained for a causal relay in a non-degraded scenario. We showed that the relay node can be optimal for both communicating pairs simultaneously. Observe that without feedback, achieving capacity in the VSI and SI regimes requires the relay to be close to the transmitters, while the introduction of feedback allows achieving capacity for a considerably larger geographical region. Moreover, the fact that the capacity achieving channel inputs are mutually independent allows a relatively simple integration of relaying into existing wireless networks. These observations support the deployment of relay nodes to assist in managing interference in practical wireless systems such as cellular and WiFi networks. We note however, that additional research, especially on non-fading scenarios is still required to obtain a complete assessment of cost-benefit tradeoff.
