Abstract-Energy efficiency is of the utmost importance in wireless sensor networks. The family of Low-Power-Listening MAC protocols was proposed to reduce one form of energy dissipation-idle listening, a radio state for which the energy consumption cannot be neglected. Low-Power-Listening MAC protocols are characterized by a duty cycle: a node probes the channel every t i s of sleep. A low duty cycle favors receiving nodes because they may sleep for longer periods of time, but at the same time, contention may increase locally, thereby reducing the number of packets that can be sent. We propose two new approaches to control the duty cycle so that the target rate of transmitted packets is reached, while the consumed energy is minimized. The first approach, called asymmetric additive duty cycle control (AADCC), employs a linear increase/linear decrease in the t i value based on the number of successfully received packets. This approach is easy to implement, but it cannot provide an ideal solution. The second approach, called dynamic duty cycle control (DDCC) utilizes control theory to strike a near-optimal balance between energy consumption and packet delivery successes. We generalize both approaches to multihop networks. Results show that both approaches can appropriately adjust t i to the current network conditions, although the dynamic controller (DDCC) yields results closer to the ideal solution. Thus, the network can use an energy saving low duty cycle, while delivering up to four times more packets in a timely manner when the offered load increases.
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INTRODUCTION
T ODAY more than ever, sensor network applications require individual nodes to lower their energy consumption in order to support an application for longer periods of time. Every layer in the protocol stack must reduce its own energy dissipation. Low-Power-Listening (LPL) protocols form a family of MAC protocols that drastically reduce idle listening, a state of the node when its radio is turned on and in receive mode, but not receiving any packets.
In a LPL protocol, nodes probe the channel every t i s, and if they do not receive any data during this probe, they return to sleep for another t i s. Aloha with preamble sampling (PS) [1] , WiseMAC [2] , and B-MAC [3] were among the first random access MAC protocols to be proposed. 1 All these protocols send data packets with very long preambles so as to ensure that the intended receiver will stay on upon probing the medium. However, the protocols are not adapted to recent radios like the IEEE 802.15.4 [5] compliant Chipcon CC2420 [6] radio. Consequently, researchers introduced new compatible LPL protocols such as X-MAC [7] , SpeckMac-D [8] , and MX-MAC [9] . These protocols are based on repeating either the data packet itself or an advertisement packet, in place of long preambles. The transmission schedules (hereafter "MAC schedule") of some LPL MAC protocols are given in Fig. 1 .
Previous work [9] has shown that, along a one-hop link, longer t i values favor receiving nodes, because longer t i values lower a node's duty cycle while switching to Receive mode for the same period of time within the duty cycle. On the other hand, nodes that are mostly sending can greatly reduce their energy consumption if the t i value is low: They can stay in Sending mode for shorter periods of time. Consequently, there is a trade-off between the nodes at the two ends of a unidirectional wireless link. In addition, lower duty cycles often cause contention in areas of the network experiencing higher rates of packet transmissions. As Fig. 1 shows, only one data packet can be transmitted per cycle, which can cause a node to miss the target rate m Ã of packet transmissions.
In [10] , Jurdak et al. convincingly argue that a fixed t i value does not fit WSN deployments where the node locations and traffic patterns are not uniform over the network. Because a fixed t i value is decided a priori, it would have to be set conservatively to accommodate areas in the network where traffic is expected to be heavy, thus forcing idle subregions to waste energy.
In this paper, we propose two adaptive solutions to adjust the duty cycle. The first one is an intuitive linear increase/linear decrease scheme (AADCC). The second one (DDCC) borrows from control theory to dynamically adjust the duty cycle of the nodes based on a small set of parameters. We begin with one-hop networks. The goal of our methods is to minimize the energy consumed by the node with the lowest remaining energy (or the node which the application deems most important), referred to as node N , while exchanging a target number of packets. If N is mostly sending, lowering t i (increasing the duty cycle) will 1 . In his taxonomy of MAC protocols [4] , Langendoen identifies LowPower-Listening and Preamble Sampling protocols as two branches of random access MAC protocols, with the only difference that LPL MAC protocols need not know anything about their neighbors and their wake-up schedules.
have no adverse effect on the target rate m Ã of successfully sent packets, and it will reduce the energy dissipation for N , so there is no need for t i control. However, when N is mostly receiving, lowering the duty cycle (increasing t i ), while reducing the energy dissipation for N , will cause packets to be dropped. This is the conflict that we propose to arbitrate. DDCC can also be extended to control the energy consumed by both the sending and receiving nodes on a wireless link. More generally, we provide a methodological framework that can be applied to control other aspects of the network as well.
We generalize both methods to multihop networks, starting with only one data source, as is often the case when source selection is performed. For the dynamic controller (DDCC), we must utilize a path synchronization scheme that, among other many benefits, reestablishes linearity in the system. We then lift the last restriction (only one source) through the study of t i control for multihop networks with several sources. To successfully control the duty cycle with several sources, improvements to an existing path synchronization technique are introduced to support multiple branches.
The remainder of this paper is organized as follows: Section 2 presents related work. Section 3 introduces the AADCC protocol and the theoretical foundations for DDCC and expands on these to adapt to our specific problem of t i control for channel probing MAC protocols in a one-hop network. Section 4 presents simulation results using both schemes AADCC and DDCC. Section 5 expands these results to single-branch multihop networks. Section 6 lifts this last constraint and presents results showing successful t i control of a multihop network with several sources. Section 7 concludes this paper and discusses the results.
RELATED WORK
The low-power-listening family is composed of many MAC protocols [3] , [7] , [8] , [9] , [11] . All these protocols are characterized by a trade-off in terms of energy savings for the sending and receiving nodes, although to varying degrees that depend on each individual MAC schedule.
WiseMAC [2] , a Preamble Sampling MAC, is a related channel probing protocol, but it is not part of the narrower LPL family. Nodes running WiseMAC must exchange scheduling information so that a node with packets to send can start transmitting a short time before its intended receiver wakes up. In this work, we consider only LPL MAC protocols for their capacity to synchronize along slowly changing paths.
While the idea of dynamic duty cycling for MAC protocols was explored by Lin et al. [12] , Jurdak et al. [10] introduced the idea of adaptive duty cycles in LPL protocols. Because a protocol designer must account for busy regions of the network, a fixed t i value would have to be set conservatively. Consequently, many parts of the network would waste energy by running at an unnecessarily high duty cycle. Adaptive Low-Power-Listening, or ALPL, allows areas of the network to run at a lower duty cycle. After forming their routing tree, each individual node can evaluate the number of packets they will transmit per second based on the expected number of packets they and their descendant nodes will originate. These values are periodically announced by the nodes. Further away from the data sink, the fewer children a node has, and consequently, the smaller the packet rate it is expected to carry. Its duty cycle can thus be lowered to a smaller value than that of nodes closer to the data sink. Contrary to ALPL, our approaches do not use a heuristic and DDCC adapts the duty cycle to meet the target rate of packets.
The idea of using control theory in sensor networks is not a new one, especially because wireless sensor and actuator networks require such solutions. In our unique approach, DDCC optimizes the duty cycle for both energy use and packet transmissions, which cannot be easily modeled. Examples of existing methods that use results of control theory to adapt parameters in a WSN include [13] and [14] .
In [13] , Vigorito et al. use control theory to adapt the duty cycle of nodes capable of harvesting energy. Maintaining a sufficient power supply level is a nontrivial problem because of changing environmental patterns such as the weather. The authors introduce a model-free approach to adapt the duty cycle in dynamic conditions. Although they set out to control only one parameter in the system (the energy supply level), which constitutes a marked difference from our goals, much of their underlying theoretical foundations are similar to those in the first part of our work.
In [14] , Le et al. propose to optimize channel assignment to increase the throughput in multichannel WSNs using a control theory approach. The throughput on individual channels can be easily modeled with the nodes' individual load, which includes that of its descendant nodes. When the total load M i on channel i is above its optimal value M r (one that guarantees little contention for instance), nodes transmitting on this channel may change to another channel j 6 ¼ i with a probability proportional to the difference (error) between M r and M i . Le et al. also account for delay, which can cause overshooting and undershooting-instability of the system response. able to do so in a timely manner. Let us consider a one-hop network with various flows among neighbors. Node A wants to send m Ã packets to node B in a certain time period T , where node B is designated as node N , a critical node for the application, or one with very low remaining energy. Unfortunately, the medium is sometimes occupied by other transmissions. If node A only gets to send m < m Ã packets, it may elect to increase its duty cycle. When the duty cycle is larger than its optimal value, node N wastes precious energy, and may wish to scale back its duty cycle (t i increased). The control of the duty cycle to send m Ã packets is the subject of this section. We use t i ðtÞ to designate the time-varying nature of t i .
Asymmetric Additive Duty Cycle Control
The first proposed scheme is called asymmetric additive duty cycle control (AADCC). Protocol designers could easily find inspiration in the adaptive back-off scheme of the 802.11 MAC protocol. We chose to design our adaptive duty cycle control based on the number of consecutive packet transmissions. While 802.11 employs a multiplicative increase/linear decrease back-off, multiplicative increase turned out to be too disruptive in duty cycle control tests that we ran over the full range of t i values. Thus, we made our additive controller an asymmetric linear increase/linear decrease scheme. Whenever five consecutive packets are successfully sent to the destination, t i is increased by 100 ms, or t i ððk þ 1ÞT Þ ¼ t i ðkT Þ þ 0:1. Each failed packet is followed by a decrease of 250 ms in t i , or t i ððk þ 1ÞT Þ ¼ t i ðkT Þ À 0:25. While this simple additive controller can produce better results than a static t i value, it cannot provide the optimal solution, as it does not consider energy dissipation or even try to approach a target m Ã . Therefore, our second scheme, DDCC, is based on control theory to optimize t i such that the target number of packets is sent while reducing energy dissipation.
Background for Dynamic Control
Here, we provide the mathematical background for our dynamic controller.
Generalities
We start by assuming that the system, we wish to represent and control, is mostly linear. For instance, the relationship between energy consumption and t i is linear, as energy consumption grows linearly with the number of probes done per second. Likewise, the number of packets received is mostly linearly related to energy consumption. Fig. 2 illustrates the system at hand. The network is represented by a "plant" that reacts to an input uðtÞ by producing an output yðtÞ, which it tries to match to a reference rðtÞ. A controller modifies uðtÞ so as to obtain the desired output y Ã ðtÞ ¼ rðtÞ. In order to do so, the process under control can be defined by its state xðtÞ. A deterministic noisy linear process can be represented in its discrete form as follows:
where xðt þ 1Þ designates the value of the system state at time ðk þ 1ÞT and w is the noise. T represents the period between reevaluations of the control uðtÞ. For controlling t i ðtÞ, we can set yðtÞ to mðtÞ (the number of packets that are successfully sent at time t) and uðtÞ to the t i ðtÞ value at time t. The objective value y Ã ðt þ 1Þ becomes m Ã ðt þ 1Þ, the desired number of packets to be transmitted at time t þ 1.
Because the fundamental characteristics of the system (A, B, and C) and its state xðtÞ cannot be a priori known, the system's output must be estimated using an internal parameter and a history of p values of fxðtÞg (or fyðtÞg) and fuðtÞg values stored in .
The Dynamic Regulator
In this first part of our work, we would like to control t i to send the target number of packets m Ã . We introduce a SISO (single variable) estimator and controller.
Stochastic SISO Estimator and Controller
We begin with the formulation of our goal, i.e., the minimization of the expected error between the desired output at time t þ 1, y Ã ðt þ 1Þ and the actual output at time t þ 1, yðt þ 1Þ, which is mathematically represented by the following:
This control problem is referred to as linear-quadratic: the system dynamics are linear (1) , but the cost function to be minimized (2) is quadratic. Because the system response contains a random component (the exact wake-up timing between two neighbors), we study a system estimator and controller for the stochastic case. First, and as suggested in [15] , we introduce the following notation for time delay:
We can write the system as
From [15] , (3) can be put in the form
where
and y 0 represents the next value taken by y and g 0 is a constant. The control law is thus shown to be
which is also the control law used in [13] . It follows easily that (6) minimizes the mean-square error function J. Next, we define the and vectors as ðtÞ T ðtÞ ¼ŷðt þ 1Þ; whereŷðt þ 1Þ is the estimated system output at time t þ 1.
As a starting point, we chose to keep only the previous values of the input and output, or p ¼ 1. The estimator can be computed using the Normalized Least-Mean-Square Algorithm (NLMS) [15] , [16] :
where ðtÞ is a scalar, and ! should be chosen to avoid a division by zero when ðtÞ T ðtÞ is null. With our notations, ðtÞ is thus the values of the output yðtÞ ¼ mðtÞ, the command uðtÞ ¼ t i ðtÞ and the target y Ã ðtÞ ¼ m Ã ðtÞ. The tuple fa; b; cg is estimated using (7) .
New t i values are computed periodically. During each round (of duration T ), the number of packets successfully transmitted since the last t i update (i.e., mðtÞ) is recorded.
Application to Our Estimator
The system control can be approached by estimating the system first, and using the system model to find the input value that minimizes the predicted output.
Preliminary results show that, while the estimator is able to correctly predict the system output, the control law tends to decrease the value of t i ðtÞ when m < m Ã . This behavior is in fact to be expected as the system should decrease its duty cycle to increase the number of packet transmissions. Unfortunately, since J carries no consideration for energy use, t i never increases, even after the number of packets to be sent has reached the target (m ¼ m Ã ). The reason is that the error betweenm and m Ã is zero, which does not modify the value of the controlled input uðtÞ ¼ t i ðtÞ. Fig. 3a illustrates this problem. At t ¼ 500 s, the packet rate increases to one packet per second, causing t i to decrease due to packet losses. However, a few seconds later, the packet rate decreases to its original value of 0.5 packet per second, yet t i does not increase again. Fig. 3b shows the packet loss in this scenario, where the number of dropped packets is 13 for the dynamic controller (DDCC), and 8 for the additive controller (AADCC). The number of dropped packets is higher for the dynamic controller because it did not increase its duty cycle as aggressively. However, it preserved more of the nodes' energy (around 10 percent, not shown). Compared to a case without any duty cycle control (not shown), the number of dropped packets is reduced by over 94 percent by the duty cycle controller.
Consideration must be given to the energy consumed , which is an incentive to lower the duty cycle. We note Ã ðt þ 1Þ
as a target energy consumption at t þ 1.
In this, now, multivariable case, we decided to estimate both the number of packets sent and the consumed energy separately. For m and , the and vectors are 
where a; b; c 2 IR are the estimator coefficients. We chose p > % 3, a value that allows the estimate for and m to be accurate, while being still manageable in limited memory space. 
Cost Minimization
As per Section 3.3.2, the controller should minimize a cost function with a packet loss and an energy component. We tried to combine the two costs in various ways, including taking the maximum, the sum, and the weighted sum of the costs. The latter offered the swiftest and most stable response from the network. Thus, the controller attempts to minimize the following cost function J:
Ãþ and Ãþ designate the target values of m and at time ðk þ 1ÞT . K is a weight given to the energy component of the cost function in order to indicate a preference to save energy (large K ) or to strictly meet the number of packets to be sent (small K ); for instance, K can be chosen in [2] , [20] . The control law finds the value of t i that minimizes J.
Taking the derivative of J at time kT (we omit the k index notation for clarity), we obtain (6) for our application
where the i-index value on i and i are the ith value of these vectors, and u and v are the number of elements in m k and k (u ¼ 2p and v ¼ 3p). In order to smooth the response of the system, we adopt a conservative update policy " u for the duty cycle with the following set of rules:
where " t i is the smoothed t i and
x; otherwise:
and Á are the minimum and maximum values that t i can ever take, and can be set to 0.1 and 5 s as reasonable values.
2 IR is the slope of the update of t i and helps stabilize the system response, which would otherwise be unstable because of steep variations of the reference rðtÞ (the desired number of packets for instance) and delays in the feedback. A large (i.e., close to 1) aggressively updates t i and incurs oscillations before reaching a determined value. On the other hand, if is close to 0, no oscillations can be discerned but t i is slow to reach its eventual value. Poor choices of may cause energy waste or packet loss. The command used to control the duty cycle is in fact " u as a smoothed output is critical to a physical network.
Evaluating the Target Energy
The Evaluation of and
Ã
In some cases, the system designer may want to minimize the consumed energy and choose Ã ¼ 0. The risk incurred by this approach is that the duty cycle will tend to be lowered, even below a reasonable value-one that strikes a balance between the number of lost packets and energy consumption. This could be desirable when designing a system that needs to respond faster to lower energy consumption, and that can tolerate repeated packet losses. In other systems, an acceptable energy consumption value has to be evaluated so that t i ðtÞ does not consistently increase past a reasonable value. This target energy has critical importance as the system will have a tendency to stabilize around the value of t i that yields this energy consumption, provided all packets are correctly sent. The control problem thus becomes a linear quadratic tracking ("LQ tracking") problem where the output of the network must match the energy (and packet delivery) reference.
We chose to evaluate the target energy as the sum of several basic operations (channel probe, packet reception, etc.) for which we precisely measured the energy consumption via a data acquisition board on the Tmote Sky platform. We evaluate the target energy as the minimal energy that can be expended during a round of T seconds:
where E½E Rx is the expected energy spent to receive a packet, E P D is the energy consumed by the radio for one second of power down mode, and t T is the duration of a feedback round T . The target energy Ã assumes that each packet is sent every t i s, and that no energy is wasted on probing a clear channel. It contains no information about other transmissions in the neighborhood as packet loss is taken into account in the first element of J.
An Alternative Solution to Evaluating the Consumed Energy
Because it maybe impractical to evaluate the energy consumption components and Ã , an alternative solution is to use the linear increase of AADCC. This reduces the complexity of the system to only one component m. The relative simplicity of linear increase is offset by the slower nature of the response to increase t i when the data load diminishes. For DDCC in general, we prefer evaluating the energy, but we show in our later results that such a method where energy is not evaluated does provide satisfactory results.
Dynamic Duty Cycle Control Algorithm
The controller, described in the previous theoretical foundations, is called Dynamic Duty Cycle Control (DDCC). Algorithm 3.1 presents the pseudocode of DDCC. The initialization of the algorithm variables includes assigning a starting value to the and vectors. can take the initial values of m Ã , t i , and Ã , while is initialized with values between À1 and 1. For instance, an increase in t i translates into a decrease in m and of node N , and thus the corresponding weights in are negative.
Algorithm 3.1. DDCC pseudocode for p ¼ 3.
In our implementation, we chose an initial ¼ 0:01 and then adjust to be 0.2 after three iterations of the controller to prevent large oscillations during the first rounds of the estimators. Our network consists of 10 nodes, all in range of one another (the medium can be occupied by only one node at a time). We evaluate the new command " u every T ¼ 5 packetRate seconds: for instance, if a node sends packets at a rate of two packets per second, the controller will run every 2.5 seconds. The feedback period T can be increased to reduce overhead, although a large value could cause the network adaptation to be sluggish-or worse, instable.
Observations for an Implementation of the One-Hop Case
For an implementation on real platforms in one-hop scenarios and for both controllers AADCC and DDCC, nodes need to periodically exchange information about their new t i values. For DDCC, nodes additionally need to exchange information about their remaining energy, using broadcast packets for instance, in order to determine the node N whose energy should be spared. If nodes A and B are possible choices for node N , node A can elect to minimize the consumed energy at both nodes. DDCC works equally well by estimating the energy consumption at both A and B, although the t i value tends to be noisier. If a node is the receiving end of multiple links, it should adopt the smallest t i value t iL calculated by its descendants in order to receive all packets successfully. The amounts of energy wasted on the links using a lower duty cycle are negligible because the sending nodes will stop their packet transmissions after half t iL s on average-protocols like X-MAC and MX-MAC can interrupt their sending streams after receiving an ACK frame.
Finally, if a node has multiple unicast destinations, a rare case in WSNs, which tend to have only one data sink, node A calculates the appropriate t i values for each link and sends them to the intended receivers individually. Support for multihop networks is introduced in Section 5.
SIMULATION RESULTS FOR ONE-HOP NETWORKS
First, we observe the case when two nodes compete for the medium to send packets and only one node can modify its duty cycle. Then, we validate the duty cycle control when more than one node concurrently adjusts their t i values.
Method
The radio behavior was modeled not only after the CC2420 data sheet, but more importantly after the energy use of the whole Tmote Sky platform running a TinyOS implementation. Although we present simulation results, our model closely resembles a real-life deployment, typically within three percent of the measured energy consumption [9] . Here, the term simulation designates an accurate reconstruction of the reality. The choice of running simulations rather than an actual implementation was prompted by the difficulty in measuring energy consumption in real implementations: for LPL schemes, energy use does not degrade rapidly enough to collect usable and accurate data. An additional reason came with the objective of this work, which was to set the theoretical background for, and prove the feasibility of, t i control. In our discussion of the results, we often refer to a "fixed duty cycle" case, which is the scenario when the t i value is set at the beginning of the simulation and never changes (no duty cycle control). We ran such scenario simulations, but did not include their results on our graphs for clarity and space considerations.
Lowering the Duty Cycle to Save Energy: Demonstration of Principle
Without the ability to adapt t i , nodes running a LPL MAC protocol would force designers to select a high duty cycle at deployment to ease contention in busy areas of the network. Consequently, we start with a t i value of 300 ms, with two nodes sending packets at an initial rate of 0.5 packet per second. Fig. 4 presents the evolution of t i as well as the scenario of the simulation. Because a lower duty cycle can comfortably accommodate concurrent packet rates of 0:5 pkt:s À1 , the value of t i increases from 300 to around 900 ms in 1,500 s (25 min) for both AADCC and DDCC controllers. At this point, the other packet source is turned off, and the packet rate of the remaining node is increased to 1 pkt:s À1 . The t i value remains around 950 ms, as this t i value translates into an energy consumption within close range of the target energy. After 2,000 s, the packet rate is halved to 0:5 pkt:s À1 . This allows the duty cycle to decrease further, as t i goes from 950 to 1.2 s. Only 10 packets were lost during this scenario, in spite of the vigorous increase in t i .
When compared to AADCC, DDCC helped reduce energy consumption by close to three percent (not shown) at the end of the simulation (close to a 19 percent reduction when compared to the fixed duty cycle case). As the later part of this scenario continues (after 2,000 s), this number will increase.
Effect of the Feedback Period T
We ran the same scenario as before for DDCC only, and changed the number of packets that are scheduled to be sent between evaluations of t i to test their impact. We doubled and quadrupled the value of T , or evaluated t i every 10 and 20 packets. Fig. 5 shows that there is little difference between periods of 5 and 10 packets. For 10 packets, the evolution of t i appears to be smoother because of fewer updates. There is a greater difference between the t i values calculated between transmissions of 5 and 20 packets: the error on the estimation of the target energy is multiplied fourfold, and causes the duty cycle to often be higher than needed.
Packet Loss Minimization
We now study the other variable of interest by observing the number of lost packets. This example differs from the previous one in the initial value of t i (now 1.5 s) and in the number of neighbors transmitting over time. While it is unlikely that a protocol designer would choose such a high value for t i in a "fixed" case (no available control at all), this part of our work shows the behavior of our control schemes when packet loss occurs. Fig. 6a shows a decreasing t i as packets are dropped in both control cases. Repeated packet losses cause the duty cycle using DDCC to be increased by a greater amount. The t i value can be observed to increase slightly between two feedback periods T in the first 25 min of the runtime as the energy component (approximately equal to the packet loss component) pushes the energy consumption down and the t i value up. In the second part of the runtime, packet losses become more frequent as the t i value is unrealistically high compared to the packet rate, until it reaches less than 1 s. Design choices could allow for a more aggressive t i descent, which would prevent the "spikes" on t i , but this would slightly compromise the rate of the t i increase once the packet rate declines again. This illustrates once again the trade-off between energy consumption and packet loss that the dynamic scheme balances.
DDCC was able to limit packet loss by 88 percent over the "fixed" (no-control) scenario. As the duty cycle is iteratively modified, the frequency of dropped packets diminishes. Compared to AADCC, DDCC dropped 44 more packets (or 146 percent more) because it increased the duty cycle very aggressively. This is transposed on the energy side, shown in Fig. 6b , where DDCC reduced energy consumption by 9.2 percent compared to AADCC. Over the noncontrolled case, the energy increased by seven percent (not shown). The reason is that, in general, the increase in packet deliveries is compensated by an increase in energy consumption. The fixed scheme consumes less energy because of two reasons: its duty cycle remains at a low value, and contention around the nodes forces both the sender and the receiver to sleep for longer periods of time instead of transmitting packets-a behavior that results in lower energy consumption.
Multiple Controllers
A legitimate concern of t i control deals with the implementation of several nodes adapting their duty cycles at the same time, particularly for a dynamic controller: The modifications of one should not destabilize the others. Fig. 7 shows that this is not the case as two sending nodes (nodes 1 and 2) correctly adapt their duty cycles to conditions in the local area. The "cumulative t i " is the sum of the t i values of the sending nodes and can be seen as a measure of the busyness of a local area.
t i CONTROL FOR MULTIHOP NETWORKS
The previous section validates the principle behind t i control for one-hop networks. In this section, we expand this work to single-branch multihop networks: Only one data source sends packets to one data sink several hops away.
In this part of the work, the source (node 0) intends to send m Ã packets to the destination (node n). Each packet travels along the same slowly changing path (i.e., constant for a long period of time, corresponding to our simulation time for instance) over h ¼ n hops. Each node keeps a queue of a maximum of 100 packets.
Challenges Introduced by Multihop Control
Although it is fairly inconsequential for the additive controller AADCC, the introduction of several hops along a source-destination path complicates key aspects of dynamic t i control (DDCC): The delay between the beginning of a transmission at the source and its reception at the destination greatly increases. This delay is exacerbated by the nature of LPL MAC protocols because they rely on duty cycling. One consequence for dynamic t i control is that instability increases, although it can be compensated by a smaller updating slope of the command uðtÞ-we lower it to 0.1 or less.
Most importantly, the larger number of hops on the path induces nonlinearities in the system. Before a packet can be transmitted, a node must wait for the packet's next hop to wake up. At every link along the path, the packet is held for a varying amount of time (although on average equal to t i =2 s). Since the duty cycle is usually reevaluated every 5 to 10 packets, the packet delay (and its corollary, the number of transmitted packets m) show wide variations from one feedback to the next, with little correlation to the t i value.
In addition to this problem, two approaches to control the duty cycle can be considered: a per-link strategy and a per-path strategy. The former strategy offered the appeal of simply replicating the work done in Section 3 for every link along the path, and we tried it first. Investigative work rapidly showed that this approach could not be successful because queuing would happen at one point in the path, deceiving other nodes into increasing their t i because they correctly transmit m Ã packets. In general, this solution offered many untractable problems such as keeping a set of two values of t i at every node (one for the node itself, one for its next hop so that the first one could send to the second), coordinating together to avoid queuing, etc.
Instead, the simple observation was made that since only one packet maybe transmitted by a node k every t i s, the nodes farther along the path (>k) would witness the same packet rate. Conversely, nodes placed before k would need to send at the same rate as k in order to maintain a constant queue at k. Therefore, we opted for a common duty cycle among all the nodes of a path, avoiding queuing whenever possible.
Node Synchronization Along a Path
While per-path t i control eased many of the challenges we faced, nonlinearities remained the main obstacle to multihop duty cycle control. We solved this problem through node synchronization along a path.
Certain LPL MAC protocols have the unique ability to synchronize without explicit notification (i.e., without overhead) along a slowly changing one-branch path. These protocols are X-MAC [7] , C-MAC [11] , and MX-MAC [9] . A node k following the schedule of either one of these protocols learns of its next-hop neighbor k þ 1's wake-up time at the end of every unicast transmission, that is, when it receives an acknowledgment frame. It follows that a node k can decide to back-off by a small t S time so that it may wake up right before node k þ 1 during the next cycle. Done at every node along a path of h hops, nodes are automatically synchronized after the hth packet has been successfully received. The details of node synchronization along a path are presented in [17] .
Among other features, path synchronization allows urgent packets to be received and forwarded immediately (within the same t i period) without loss of synchrony. Broadcast packets do not break node synchronization either.
More importantly, this technique reintroduces linearity in the system since nodes' wake-up times are separated by a constant amount of time t S s. Packet delays are equal to t Rx þ t S þ ðh À 1Þðt i þ t S Þ for regular packets, and ht S þ t Rx for urgent ones, where t Rx is the time to receive a packet, approximately 14 ms on average for our packet size.
Furthermore, path synchronization significantly reduces congestion by staggering node wake-up schedules. Because nodes wake up sequentially along the path, a packet transmission interferes with next-hop nodes only, and not previous-hop nodes. This greatly reduces the chance for collisions and back-off, which increases the accuracy of energy estimation at remote nodes.
Impact on the Energy Component of J
Because the wake-up schedules of nodes are staggered, the time to transmit a packet is predictable and almost constant (t S þ t Rx ), whatever the duration of t i . In addition, since there is only one data source per path, each relay node must receive and send the same number of packets. Therefore, the expected energy consumption is the same at every relay node along the path since both the energies to send and receive a packet are equal at every hop. This reinforces the decision to utilize path-long duty cycles.
In the case of only one data source on the network, saving the energy of one particular node on a multihop path no longer applies since all relays are expected to consume the same energy. Consequently, to lower the energy consumption of every relay node, the number of probes must be lowered such that a node may only wake up to send or receive a packet. The data source or the data sink are notable exceptions, since the originator of the data does not receive packets. The data sink, which does not send packets, is generally a node with larger resources and is less likely to request its energy be spared. Unless specified otherwise, we discuss the more general results of the relay nodes, although similar techniques can be applied for the nodes at the extremities of the path, as is done in Section 3.
Along synchronized paths, the energy consumption is thus the lowest when t i is the highest but still allows the target number of packets m Ã to be received. Hence, the controller arbitrates the trade-off between lower energy consumption and the objective to send m Ã packets.
Observations for an Implementation of the Multihop Case
The control of the duty cycle using DDCC requires information now located more than one hop away. In this section, we discuss possible practical solutions for implementing multihop duty cycle control.
Target Number of Packets
In all cases, we set packets to the same high priority. This meant that for path synchronization, they were all treated as urgent, and could thus be delivered within the same t i period (ht S þ t Rx s later). In this section, we discuss where to close the feedback loop, i.e., which node should be the t i controller. Calculation at node 0. The target number of packets m Ã now depends on the packet rate of the data source, located at the beginning of a multihop path. To calculate the new t i value every feedback period T , a node must know m Ã , as well as the actual number of packets m received by the destination n. Because all nodes are sharing the same t i value and because they are synchronized along the path, the number of packets sent by node 0 is equal to m, provided none of the packets are dropped for unforseen reasons (a bad radio state, localized noise spike, etc.).
Calculation at node n À 1. The previous technique does not guarantee proper delivery of m Ã packets at the destination if some of the links along the path are faulty. Because node n À 1 receives an ACK frame every time the destination receives a packet, it can easily calculate m. For this reason, the next-to-last node can be chosen to perform t i control.
This method maybe preferred by programmers who suspect that nodes may fail and that detection of such failures will be slow. However, there is an inherent trade-off between packet overhead to spread the new t i value and delivery reliability.
New t i Value Dissemination
After t i ðk þ 1Þ has been calculated, the duty cycle controlling node should communicate this new t i value to nodes on the transmission path using t i ðkÞ and by piggybacking the new value onto broadcast packets. For the family of LPL MAC protocols, bigger packets incur no significant extra energy consumption since the radio remains in sending mode for the same period of time (t i s) regardless of the packet length. Nodes can then start using the new calculated duty cycle. The cost of this operation is at most that of transmitting one broadcast packet every T s on the active data path. In order to be the most energy-efficient, this dissemination on the path should coincide with other network maintenance events. In WSNs, the directions of data packets is usually fixed over a small period of time (e.g., $10 T ) and centripetal: packets tend to travel from peripheral nodes (with valuable information to report) toward the base station (with compute power). Conversely, broadcast packets, generally used for network maintenance such as route repair or service discovery, tend to flow in the opposite direction. Cross-layer optimizations could join other maintenance packets with our t i updates. It should be noted that the problem of t i dissemination is not unique to our proposed schemes, but common to the whole family of adaptive duty cycle protocols. In fact, this work benefits from path synchronization, a very energy-efficient technique for multihop unicast packet transmissions [9] .
Energy Estimation
The node running dynamic duty cycle control needs to estimate the energy consumed by other nodes without requiring them to report it. The reasons to proceed in this way are threefold:
. Good modeling: we were able to closely measure and model LPL MAC protocol energy consumption. Our model was found to be typically within three percent of testbed measurements. . Energy evaluation in isolation: nodes would also have to evaluate the energy consumed only by their own LPL MAC protocol because they maybe running other processes (packet processing, sensing activity, and packet aggregation) that draw energy but are not relevant to the MAC links. . Poor measuring tools: platforms like the Tmote Sky can only measure their battery voltage, which can be mapped to remaining energy but does not yield a sufficient precision when energy consumption is small (as is typically the case in LPL MAC protocols). Errors made in the evaluation of the energy consumption are modeled in the noise component of the system.
Simulation Results
We used Matlab to simulate these different strategies for a four-hop network with only one source. The control of the duty cycle was strikingly similar, whether t i was calculated at node 0 or node n À 1. However, our simulation did not model unforseen congestion at nodes >1 (caused by other transmissions in the vicinity of a node for instance), thus allowing the controller at node 0 to perform equally well.
In this section, we present results obtained when node n À 1 is the controller, as in Section 6.
We first present results that were obtained through the direct evaluation of the consumed energy. Fig. 8a shows the evolution of the duty cycle of the nodes when the packet rate of the source changes over time. When the packet rate of source node 0 doubles after 400 s, it fails to send m Ã packets per T period. Both controllers are successful in bringing the duty cycle to a value that allows the target number of packets to be reached (0.9 s for AADCC and 1 s for DDCC). Because DDCC has an energy component in its command computation, it is sometimes too eager to increase t i . We see an example of this here. When the packet rate returns to 0:5 pkt:s À1 , the duty cycle decreases again, providing t i around 1.2 s. Because we opted for a small update rate ¼ 0:1, the dynamically controlled t i value increases slowly. Fig. 8b shows that t i control reduces the number of packets failing to be delivered. Compared to the case without a controller, this reduction reaches a factor of four (not shown). The packets transmitted by node 0 to node 1 are delivered to the destination within the same cycle. For the fixed duty cycle case, however, packets must be queued between 400 and 1,250 s. While queued packets can be eventually sent to the destination after the packet rate decreases, stale information is of little use to the application. Compared to AADCC, the number of dropped packets is similar for DDCC (13 versus 17, or 40 percent) with no queuing happening in either case.
The energy consumption of DDCC is comparable, although lower than that of AADCC by two percent (not shown). Compared to the noncontrolled case, the improvement in packet delivery is obtained by a relative increase in energy consumption of 10 percent at relay nodes after 2,000 s, although the eventual energy consumption at the relay node can be eased when the duty cycle returns to a low value.
The second set of results is presented for the case when the energy consumption is not evaluated at the dynamic controller, and the command uðtÞ is automatically increased by 0.1 s when 5 T have passed without packet loss (like the linear increase of AADCC). Fig. 9a shows the correct reduction of t i to accommodate sending more packets with either controller. When the network is favorable to t i increase, the response of DDCC is much more sluggish than in the regular and the additive controller cases (in fact, the dynamic controller opposes artificial t i increases). However, this translates in fewer dropped packets (reduced by a factor of three in Fig. 9b , or a factor of nine compared to the fixed duty cycle case), and in a lower energy consumption of three percent (higher by eight percent over the fixed duty cycle case).
These results illustrate the trade-off existing between the two techniques for utilizing energy information in DDCC, described in Section 3.4.2: the speed of the response translates into different energy consumption and packet delivery ratios. The decision to implement one technique or the other depends on the application needs and constraints.
t i CONTROL FOR MULTIHOP NETWORKS WITH MULTIPLE SOURCES
While adaptation of our controllers to multihop networks has greatly expanded the applications of t i control, the limitation imposed by only one data source limits its use to networks performing source selection-target tracking or building monitoring networks are instances of these networks.
In this section, we modify both t i control strategies to support multihop networks with multiple data sources: while the control engine remains the same as in the previous section, our synchronization technique was upgraded to support multiple sources converging into one branch.
Path Synchronization with Multiple Sources
The greatest challenge posed by the use of multiple sources does not directly fall onto the theory behind t i control, but rather concerns how path synchronization can be maintained when several sources are converging at one node.
Let Fig. 10 represent a three-hop network with two sources (marked by Ã) sending packets to a common destination h ¼ 3. First, we define several terms used throughout in this section: a branch node refers to node k, as the location where several flows meet. Nodes from a packet source to the branch node form a branch. The nodes placed after the branch node are part of the root of the path.
The current synchronization technique staggers node transmission schedules such that node k þ 1 would wake-up t S s before the destination h, node k 2t S s before h, etc. This forces both sources (more generally, all nodes k À 1 forming a link k À 1 ! k) to wake up at almost the same time. While this maybe acceptable for low offered loads, it cannot accommodate high packet rates from both sources.
Strategy
The key idea to support the convergence of l flows to one node k consists in increasing the duty cycle of root nodes (!k). The t i value must be divided by l to accommodate fair access to node k by all sources k À 1 j . 2 Upon receiving a new unicast packet, node k checks the ID of the previous hop and adds it to a neighbor table if not present already. If a new source is detected, node k modifies the received packet to include a MAC header containing the value l, the ID k þ 1 of its next hop, and the ID of the new previous hop. The new t i value is calculated as
The packet is then broadcast to all immediate neighbors. Nodes k and k þ 1 adopt the new duty cycle after forwarding the packet to their next-hop neighbor.
The broadcast packet sent by node k need not specify who the new source node is: upon attempting to send a packet and finding a busy network, a node k À 1 j will backoff by t new i =l s until all schedules are staggered.
Implementation in TinyOS
We tested and implemented this synchronization technique in TinyOS [18] using the Tmote Sky platform [19] . In order to gather results, we let Matlab collect information through a TinyOS gateway. One of the difficulties in showing path synchronization is the fact that probes are "silent": nodes simply turn their radios in receive mode, and receive a packet or go back to sleep. Only packet transmissions can be reported and plotted. We show path synchronization through the timing of packet transmissions.
Our test network consisted of four nodes, with two sources (0 0 and 0 1 ) sending to node 1. The initial t i value was 1:5 s. The TinyOS code was successfully tested for more sources, but since they are harder to read, these results are not shown here. Fig. 11 illustrates the process of path synchronization with two sources sending data packets to a common destination every 20 and 10 s. The Y-axis indicates the ID of the transmitting node. During the first half-minute, the path is established through a simple route discovery protocol and only one source is turned on. It takes two packets to synchronize the first source, which can be observed by the narrowing of the transmission bars. After 45 s, the second source turns on and sends its packet. It is immediately followed by a broadcast packet (sent over the full duration of the t i interval). Immediately after, we can see that the schedules are staggered. After 75 s, node 0 0 sends a packet to node 1, immediately followed (t i =2 s later) by node 0 1 . Node 1 then forwards both packets successively. Fig. 11b shows the packet delivery delay for both sources. Once the nodes are synchronized, the packet delay hovers around 1 s-except for each sources' fourth packet, because 0 1 sends its data before 1 can forward the packet from 0 0 . The first packets for both sources experience almost the same long delay (greater than 3 s, although for different reasons: when source 0 0 sends its first packet, nodes are not yet synchronized, and packet delivery is delayed by long transmission times. We see this delay being reduced in the following packet because node 1 synchronizes with its next-hop neighbor. The first packet of the second source, however, is delayed by the transmission of the broadcast packet indicating a new t i value. Since synchronization is already in place on the existing path, source 0 1 is synchronized with node 1 with the first packet, which explains why the following packet (with ID 2) from node 0 1 experiences low delay.
t i Control for Synchronized Paths with Multiple Sources
Path synchronization with multiple sources causes the root of the path to use different t i values. This technique prevents DDCC from excessively increasing the duty cycle to support both sources with the same t i . Compared to that approach, path synchronization results in energy savings for the branches of the network since their t i value can be l times that of the root. Since the node controlling the duty cycle must learn about the target number of packets m Ã , it should be placed after the branch node. Thus, node n À 1 (the node immediately before the destination) is a good candidate to be the controller for a path with multiple branches. Upon starting and stopping its flow of packets, a source must notify the controller of the number of packets it needs to transmit every second. This value is piggybacked onto the unicast data packet and is read by the controller. After the new t i value has been computed, it is broadcast and flooded onto the path.
While the synchronization technique has evolved to support multiple branches, the t i control engine has remained the same as that of Section 5. This shows the robustness of the both control techniques designed for multihop cases.
Simulation Results
The tested network consists of two sources, as shown in Fig. 12 , sending packets over a four-hop path with initial t i of 1.25 s. The controller is the node placed before the destination, and we compared both the AADCC and DDCC controllers. Both schemes benefit from path synchronization to guarantee fairness in the comparison. Fig. 13a shows the evolution of the duty cycle for AADCC and DDCC. During the initial phase of the simulation, the network experiences difficulties delivering all its packets, and thus decreases t i . After 400 s, the second source is turned on, and the total packet rate is tripled. The branch synchronization process activates, which can be visualized by a division of t i by two. The duty cycle of the network with AADCC is still doubled because of the synchronization process taking place after a second source has been detected. The response from the DDCC is a controlled increase in the duty cycle to accommodate the new load. During this time, DDCC is a little too eager to increase the t i value, and occasionally exceeds a safe value (presumably around 500 ms) that allows delivery of m Ã packets (the same is true of AADCC). At 1,250 s, the second source is turned back-off, and the duty cycle is reduced to save energy.
Using DDCC, the network dropped the same number of packets as when using AADCC (it dropped fewer packets by a factor of six compared to the fixed duty cycle network): Fig. 13b shows that packets are mostly lost in the moments after the second source is turned on. Immediately following its activation (after 400 s), a loss of five, then three packets push the t i value lower. Fig. 13c shows the extra energy consumed at node 2 (the node where the branches converge) when the duty cycle is increased. DDCC was able to balance dropped packets and energy consumption better than AADCC, as the energy consumption of the former is 8.5 percent lower (it is three percent higher compared to the fixed duty cycle case). There is a clear trade-off in using any sort of adaptive duty cycle controller between improvement in quality of service (through the increase in immediate delivery of packets) and energy consumption. However, it can be argued that although the energy expanded in the case of the fixed duty cycle scheme is lower (because of a lower duty cycle and contention forces nodes to sleep longer), it is done in vain since many of the packets fail to be delivered. When using a duty cycle controller, the proposed DDCC strikes a better balance between packet delivery and energy consumption than AADCC for this tested scenario.
7 CONCLUSIONS, DISCUSSION, AND FUTURE WORK
Summary of Work
Low-Power-Listening MAC protocols show great promise to increase WSN lifetime by reducing idle listening. However, such MAC protocols were typically reserved for networks with low packet rates so as to allow low duty cycles (and greater energy savings).
In this paper, we introduce two adaptive duty cycle control schemes. The Asymmetric Additive Duty Cycle Control and the Dynamic Duty Cycle Control have differing performance, but both provide adaptive control to the duty cycle of LPL MAC protocols. Both schemes are capable of increasing the duty cycle when the number of packets to be transmitted cannot be accommodated, and they can both decrease the duty cycle to conserve energy. DDCC jointly optimizes the energy consumed at vulnerable nodes and the number of packets to be transmitted. This results in energy savings of 2 to 10 percent compared to AADCC, and 20 percent compared to the fixed duty cycle case for single-hop networks. When they cannot lower energy (because they have to accommodate the transmission of more packets), both AADCC and DDCC succeed in drastically reducing the number of dropped packets compared to the fixed duty cycle case.
We generalized these results to multihop networks with multiple sources. The key to successful t i control was using and improving a path synchronization technique that allowed linearity to be maintained in the system. In our experiment, we saw a reduction of dropped packets by a factor of six (compared to the fixed duty cycle case) when the offered load increases. The higher duty cycle caused only a limited increase in energy consumption. This work showed that t i control allows networks to respond to sudden bursts of packets as caused by the occurrence of an event in a monitoring network, making LPL MAC protocols suitable for a greater number of WSN applications. t i control allows the network to choose a very low duty cycle, thus saving considerable amounts of energy when the network load is low, while accommodating higher loads whenever needed.
More importantly, the proposed DDCC method, which does not require knowledge of a system's physical model, can also be applied to the control of many other parameters in a network.
Discussion
Although the balance of sent packets and energy consumption is closer to optimal when using DDCC (minimization of the error function), protocol designers may consider various aspects when deciding whether to implement additive control or dynamic control. While DDCC generally provides t i values closer to the optimal values, its implementation requires selecting an update coefficient , as well as determining if energy conservation is more important than packet delivery. These aspects guide the responsiveness of DDCC to packet loss or when the packet rate decreases. In the results presented in this work, DDCC proved to correctly handle packet losses and to respond swiftly by increasing the duty cycle (Figs. 6, 7, 8, and 13) . When it comes to increasing t i when the packet rate decreases, DDCC is relatively sluggish. This is due to a small to prevent oscillations. On the other hand, AADCC brings t i down very quickly when a packet loss occurs, and it is incapable of adapting the amount of t i decrease or increase as it nears its target (unlike DDCC). However, AADCC is a simpler scheme that provides satisfactory results. The implementation of AADCC promises to be quicker, and to utilize much smaller computational resources. All these considerations may make one controller more attractive over the other.
Future Work
For our future work, we plan to adapt DDCC to real-life deployments. Other estimators maybe considered for our work: we could replace the NLMS algorithm by the Newton's method of gradient descent. We plan to adapt our method of path synchronization and t i control to more particular networks such as those made of branches of branches. Finally, we plan to investigate the possible cross-layer interactions made possible by this work. In particular, we would like to explore the impact of duty cycle on route selection: the routing protocol may find alternate routes to nodes with very high duty cycles and little remaining energy.
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