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Microbial Interactions in Coupled Climate-Biogeochemical Systems
Hyewon Kim
This thesis addresses time-series analyses of microbial (i.e. marine heterotrophic bac-
teria and phytoplankton) and microbially relevant ecosystem variables at two ocean time-
series stations - Palmer Station in the coastal Western Antarctic Peninsula (WAP) and the
Bermuda Atlantic Time-series Study (BATS) site in the Sargasso Sea. Using a diverse spec-
trum of statistical analyses and models, the aim of this thesis is to gain the better insight
into 1) variability of microbial and ecosystem processes across varying time scales, from sea-
sonal to interdecadal, and 2) how each process is influenced by variability of surrounding
local physical forcing factors as well as regional and global-scale climate variability along the
study region. Chapter 1 provides an introduction to the two study sites as well as a brief
history of the ocean time-series programs there.
Chapter 2 deals with phytoplankton and nutrient drawdown variability over an inter-
decadal (1993-2013) period using seasonal time-series variables collected at Palmer Station
during full 6-months of Austral growing seasons (October-March). Specifically, the linkage
between large-scale climate modes relevant to the WAP area and phytoplankton and nutri-
ent patterns is explored to establish the underlying mechanisms of the observed ecosystem
variability, which is ultimately triggered by climate conditions via mediatory physical forcing
factors.
Chapter 3 addresses a decadal (2002-2014) variability of heterotrophic bacterial variables
collected at Palmer Station in Antarctica. This Chapter 3 provides an insight into why
bacterial activity was shown to be restricted in this very productive ecosystem from di-
verse aspects gained using different statistical approaches. Furthermore, the linkage between
bacterial properties and surrounding environmental conditions is explored.
Finally, Chapter 4 concerns an event-scale phenomenon - the frequency of winter storms
- and its impact on bacterial dynamics and ecological processes at the BATS site. Using
a previously developed storm tracking algorithm, this study benefits from establishing a
mechanistic connection between storm forcing and bacterial processes via storm-induced
variability of physical environments - the extent of wind-mixing and entrainment of cold water
into the upper mixed-layer. The finding of Chapter 4 is novel in the aspect that prevalent
negative North Atlantic Oscillation (NAO) conditions, which lead to frequent arrivals of
winter storms over the BATS region, in part, explain a significant decreasing bacterial trend
over the past 24-year period.
Overall, my thesis, in conjunction with work performed by fellow microbial oceanogra-
phers, aims to provide evidence of microbial responses to physical forcings across varying
time scales in the strongly coupled climate-biogeochemical systems at two contrasting ocean
sites based on a variety of statistical approaches.
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As one of the most complex habitats on Earth, marine ecosystems are dominated by
activities of microorganisms within the food-web - marine eukaryotes, bacteria, archaea, and
viruses - and their processes [1]. Contiguous oceanic ecosystems share similar physical prop-
erties and climate conditions, while remote ecosystems are under the influence of distinctly
different physical, environmental, and climate conditions. To gain the better understanding
of the complex linkages between marine ecosystems, their biogeochemical processes and phys-
ical and climate variability, it is critical to explore a diverse spectrum of ecosystem variables
measured across different time scales (e.g. daily, seasonal, and decadal scales) considering
that there has been ample evidence of varying oceanic responses on different time scales as
well as long-term changes [1]. For these reasons, oceanographers have launched several ocean
time-series stations, including the the Bermuda Atlantic Time-series Study (BATS) and the
Palmer Long-Term Ecological Research (LTER) program. These long-term sampling efforts
have led to not only observing previously undocumented phenomena related to biological-
physical coupling within a temporally dynamic ecosystem but also sorting out the meaningful
signal of the processes from the noise [1, 2]. Over the long term, time series analyses of key
ecosystem and biogeochemical processes help our ability to predict their responses to global
climate change by acquiring a comprehensive understanding of ocean ecosystem functions
and global biogeochemical cycles and how they relate to climate variability. Below are brief
overviews of the two major ocean time-series programs explored in this study.
21.1. Palmer Long-Term Ecological Research (LTER), Antarctica
Located approximately 1,500 kilometers (near 75°S, 80°W to 63°S, 60°W) from the
Bellingshausen Sea in the Southern Ocean, the Western Antarctic Peninsula (WAP) has
shown a dramatic response to climate change and ocean warming in recent decades at rates
as fast or faster than any other region or ecosystem in the Southern Hemisphere. The re-
sponses include significant winter atmospheric warming, ocean warming, reduced sea ice
duration, and retreat of glaciers and ice sheets [3, 4, 5, 6]. Accordingly, the WAP area has
served as a perfect location for earth scientists from different disciplines to study, which in
particular initiated the Palmer Long-Term Ecological Research (LTER) program. Palmer
LTER is an interdisciplinary polar marine research program established in 1990 as part of a
national network of long-term ecological research sites funded by the United States National
Science Foundation (NSF). The program now spans over 20 years of observations (1991-
2015) with a special focus on the coupling and interactions between sea ice and upper water
column dynamics and related ecological processes. Long-term, routine monitoring efforts by
Palmer LTER have focused on surveying two areas: (1) the LTER sampling grid over the
greater WAP area extending south and North of the Palmer Basin from onshore to a few
hundreds kilometers off shore and (2) Palmer Station (64.8°S, 64.1°W) located on Anvers
Island in the coastal WAP [Figure 1.1].
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Figure 1.1. (a) The sampling grid of the Palmer LTER study region along the
WAP (adopted from [7]). Dashed grey line indicates southern edge of Antarctic
Circumpolar Current (ACC) calculated from its climatology. (b) The detailed
presentation for the main LTER sampling grid. Black-filled squares indicate
stations visited by annual cruise during every January since 1993 (approxi-
mately 20 km apart). Shaded color in the background represents bathymetry
(white ≥ 750 m, 750 m < light-grey ≤ 450 m, dark-grey < 450 m). White
diamond indicates Palmer Station near the grid location 600.040. Ro: Rothera
Station; G and C: Grandidier Channel and Crystal Sound; MB: Marguerite
Bay; An: Anvers Island; R and Ad: Renaud and Adelaide Islands, respectively.
The data sets analyzed and presented for Chapter 2 and Chapter 3 were obtained from
Palmer Station in the coastal WAP. By running long-term observations and field experiments,
this rapidly changing region has been examined in terms of its oceanic, atmospheric, and
biogeochemical processes and responses to regional and global climate change.
1.2. Bermuda Atlantic Time-Series Study (BATS)
The Bermuda Atlantic Time-series Study (BATS) program was launched in October
1988 in the Sargasso Sea near Bermuda in the western North Atlantic subtropical gyre as
part of the U.S. Joint Global Ocean Flux Study (JGOFS) program. The implementation
4of the BATS program is related to the world’s first deep-ocean time-series station called
Hydrostation “S” (32°10´N and 64°30´W), located 22 km southeast of Bermuda, from which
data are still collected (ongoing since 1954). The BATS sampling is characterized by monthly
measurements of key hydrographic, ecological and biogeochemical parameters throughout the
water colum within the Sargasso Sea [Figure 1.2].
Figure 1.2. Simplified map of showing the BATS site in the Sargasso Sea.
AEROCE: Air-Ocean Chemistry Experiment; OFP: Ocean Flux Program;
BTM: Bermuda Testbed Mooring (adopted from [8]).
The primary goal of the BATS program is to understand the basic oceanic processes
that control ecosystem and biogeochemical function on seasonal to decadal time scales, and
determine the role of oceans in the global carbon budget, which may ultimately lead to
better understanding of ecosystem responses to climate change in the North Atlantic sub-
tropical gyre [8]. The sampling resolution has been on a biweekly to monthly basis, which
is best targetted to resolve seasonal and interannual varaibility and covariability beteween
the two. During routine cruises, a diverse spectrum of ocean and ecosystem paramers have
been surveyed including hydrography, nutrients, particle flux, pigments, primary produc-
tion, bacterial abundance and production, and complementary ancillary measurements. The
5data sets analyzed and presented for Chapter 4 were obtained from the BATS station in the
Sargasso Sea.
1.3. Thesis Aims
While the current Chapter 1 provides a brief overview of two major ocean time-series
programs, Palmer LTER and BATS, detailed analyses regarding climate-ecosystem coupling
are followed in Chapters 2 - 4. Chapter 2 addresses seasonal and interannual covariabil-
ity of phytoplankotn and resultant drawdown of dissolved inorganic macronutrients over an
interdecadal (1993-2013) time period at Palmer Station, Antarctica. This study aimed to
establish the underlying physical and climate forcing mechanisms responsible for the ob-
served variability of phytoplankton and phytoplankton-driven nutrient drawdown patterns.
Chapter 3 presents a decadal (2002-2014) analysis of heterotrophic bacterial activity and
biomass at Palmer Station in Antarctica and how they could be predicted by physical and
biogeochemical forcing factors. Chapters 2 and 3 are the first long-term time series anlay-
ses of phytoplankton, nutrient, and bacterial variables collected from Palmer Station, which
might be representative of ecosystem and biogeochemical responses to climate and physical
variability in the coastal WAP. Chapter 4 addresses storm-modulated responses in micro-
bial functions and interactions between heterotrophic bacteria and phytoplankton using the
24-year time series of microbially relevant variables retrived from the BATS program and
the frequency of storm tracks passing over the BATS region. This study presents a novel
finding of bacterial responses to the frequency of storms, which is in turn affected by negative
North Atlantic Oscillation (NAO) events. With these three separate studies from different
time-series stations, I aimed to gain the better understanding of how microbial interactions
and functions are shaped in the highly coupled climate-biogeochemical systems.
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An Interdecadal (1993-2013) Analysis for Dynamics of
Phytoplankton and Dissolved Inorganic Nutrients at Palmer
Station, Antarctica: Variability and Climate Forcing
Note: This chapter has been published in Journal of Geophysical Research: Biogeosciences
(2016), 121, pp. 2369-2389, doi:10.1002/2015JG003311.1
Abstract
In this study, we analyzed 20 years (1993-2013) of observations of chlorophyll (Chl) and
dissolved inorganic macronutrients (nitrate, N; phosphate, P; silicate, Si) at Palmer Station,
Antarctica (64.8°S, 64.1°W) to elucidate how large-scale climate and local physical forcing
affect the interannual variability in the seasonal phytoplankton bloom and associated draw-
down of nutrients. The leading modes (i.e. empirical orthogonal functions 1, EOF1) of all
three nutrients (N, P, and Si) capture overall negative anomalies throughout growing seasons,
showing a combination effect of variability in the initial levels and drawdown thereafter (i.e.
low-frequency dynamics). In contrast, the second most common seasonal patterns of nitrate
and phosphate (N and P EOF2) reflect prolonged drawdown events during December-March
as a consequence of biomass accumulations of mixed phytoplankton assemblages as indicated
1AUTHORS: Hyewon Kima,b*, Scott C. Doneyc, Richard A. Iannuzzid, Michael P. Meredithe, Douglas G.
Martinsona,d, and Hugh W. Ducklowa,b
aDepartment of Earth and Environmental Sciences, Columbia University, New York, NY, USA
bDivision of Biology and Paleo Environment, Lamont-Doherty Earth Observatory, Columbia University,
Palisades, NY, USA
cDepartment of Marine Chemistry and Geochemistry, Woods Hole Oceanographic Institution, Woods hole,
MA, USA
dDivision of Ocean and Climate Physics, Lamont-Doherty Earth Observatory, Columbia University, Pal-
isades, NY, USA
eBritish Antarctic Survey, Cambridge, UK
*Corresponding author: hyewon@ldeo.columbia.edu
7by a significant correlation of the leading modes between Chl and the nutrients. Si EOF2
indicates a drawdown event during November-December as a result of diatom blooms (i.e. a
significant correlation between Si EOF2 and Chl EOF2). These different drawdown patterns
are influenced by different sets of physical and climate forcing mechanisms. Nitrate and
phosphate drawdown events during December-March are shaped by the winter and spring
Southern Annular Mode (SAM) phase, where nutrient utilization is enhanced in a more
stratified upper water column as a consequence of SAM-driven winter sea ice and spring
wind dynamics. Silicate drawdown during November-December is triggered by early sea ice
retreat, where ice breakup may induce abrupt water column stratification and a subsequent
diatom bloom or release of diatom cells from within the sea ice. These findings underscore
that seasonal bloom and nutrient dynamics in the coastal WAP are coupled to large-scale
climate forcing and related physics, understanding of which may enable improved projections
of ecological and biogeochemical responses to climate change.
2.1. Introduction
2.1.1. Climate Dynamics. As reviewed in Chatper 1.1, the WAP is a very rapidly
changing region in terms of its oceanic, atmospheric, and biogeochemical processes and
responses to regional and global climate change. Besides long-term trends and responses to
regional atmospheric and ocean warming, the WAP reflects strong interannual and seasonal
variability in upper ocean dynamics and resultant responses in a variety of marine ecological
and biogeochemical function and processes [9, 10, 11, 12]. Fundamentally, such interannual
variability is a result of two large-scale climate modes, the Southern Annular Mode (SAM)
and the El Niño-Southern Oscillation (ENSO), which have been shown to influence local
physical drivers along the WAP, including sea ice, upper ocean physics, and local wind
patterns [13]. The WAP is within the area of influence by teleconnection of the ENSO
and its interactions with an inherent extratropical mode, the SAM [14, 15, 16, 17, 6]. In
particular, the SAM and ENSO are shown to impact sea ice dynamics along the WAP. During
8El Niño conditions, the subtropical jet strengthens and the polar frontal jet weakens. This
causes fewer storms and colder air temperature than usual, providing favorable environmental
conditions for spring sea ice dynamics characterized by late spring sea ice retreat and early
sea ice advance [6]. Conversely, spring sea ice is overall reduced with early ice retreat and
late ice advance during La Niña conditions. The SAM has similar effects with the ENSO;
similar scenarios apply to “El Niño - a negative SAM phase” and “La Niña - a positive SAM
phase”. The negative SAM creates environment conditions favorable of enhanced winter sea
ice growth as a consequence of increased cold southerly winds blowing across the WAP [6].
2.1.2. Climate-Sea Ice-Biomass Coupling. The coastal WAP is a very productive
ecosystem in the Southern Ocean with high phytoplankton productivity and biomass ac-
cumulations (i.e. phytoplankton blooms) even during the short summer growth season.
Primarily, phytoplankton cells in the WAP are light-limited as typically in polar (i.e. ice-
covered and low light) marine environments. Thus, physical setting which guarantees enough
light availability, such as increased stability of the upper water column via a shallow mixed
layer depth (MLD), is necessary for initiating and developing phytoplankton blooms. In-
tense photosynthesis and rapid phytoplankton growth are initiated as spring ice-melt drives
stratification of the upper water column and subsequently alleviates light limitation to phy-
toplankton cells [18, 11]. These intense seasonal phytoplankton blooms in the coastal and
continental shelf waters along the WAP are dominated by diatoms, cryptophytes, mixed
flagellates, prasinophytes, and haptophytes [19, 20, 12]. Shoaling of the upper mixed layer is
influenced by seasonal sea ice dynamics, as the meltwater from winter sea ice causes stratifi-
cation of the upper water-column as seasons progress to spring [18]. In turn, sea ice dynamics
are influenced by the combination of different modes of the SAM and ENSO as described
above in 2.1.2, as well as stochastic forcing across a range of time scales [6]. In this regard,
phytoplankton bloom dynamics along the WAP is mechanically explained by “climate-sea-
ice-biomass coupling”. Indeed, [13] demonstrated this coupling, showing that the positive
9anomalies of phytoplankton accumulation as chlorophyll (Chl) every 4-6 years corresponded
to the negative phase of the SAM during the preceding winter, as the negative SAM pro-
motes winter sea-ice growth, reduces wind speeds in the following spring, and finally causes
stronger water-column stratification [21].
2.1.3. Nutrient Dynamics. Taking one step further from the established “climate-sea
ice-biomass coupling”, our study extends the climate connection to biogeochemical func-
tions and processes, specifically phytoplankton bloom and resultant variability of dissolved
inorganic macronutrients in the WAP, whose concept is thereby termed as “climate-sea ice-
biogeochemical coupling”. As stated above in 2.1.3, ecological responses to large-scale climate
and associated local-scale physical forcing have been widely studied. In contrast, less is ex-
plored about the interannual variability and physical controls on biogeochemical processes
in the WAP. Seasonal variability of nutrient dynamics has been the focus of several studies
[22, 23, 24, 25] but its interannual variability and climate controls are relatively less well un-
derstood. In the WAP, macronutrients may be completely utilized by phytoplankton owing
to an absence of micronutrient limitation in the coastal waters of the WAP [26, 23]. However,
more commonly, macronutrients are not fully depleted indicating that they are not limiting
factors for phytoplankton growth. Dissolved nitrate and phosphate are gradually utilized
during the phytoplankton blooms, while dissolved silicate is only utilized by diatoms [27].
The seasonal nutrient dynamics are generally similar to lower latitude blooms.
2.1.4. Aims of the Study. Our study aims to explore climate-sea ice-biogeochemical
coupling with Chl and dissolved inorganic macronutrient data sets over the full Antarctic
growing seasons (October - March) at Palmer Station for the past interdecadal (1993-2013)
period. First, we address the interannual variability in the seasonal patterns of phytoplank-
ton blooms and associated drawdown of dissolved inorganic nutrients. Second, we investiagte
physical and climate forcing mechanisms responsible for the observed bloom and nutrient
variability. In addition, we addressed the effect of purely physical processes (as compared to
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biological), specifically a combination of oceanic, sea ice melt, and glacier meltwater sources,
on nutrient stocks with the phosphate data set to explore if increasing freshwater inputs due
to climate warming cause fluctuations of nutrient concentrations. Our analysis is the first
long-term study of nutrient variability in the coastal WAP, thereby serving as a valuable
baseline to determine if and how phytoplankton and nutrient supply respond to regional
climate change and sea ice loss [12, 28].
2.2. Materials and Data Sets
2.2.1. Sample Collection. Samples for Chl and dissolved inorganic nutrients were
collected at Palmer Station B [Figure 2.1], which is shallow (~75 meter) and located inshore
1 kilometer from the Marr Glacier, on a twice-weekly basis during the Austral growing season
of October to March in 1993-2013 with a vertical resolution of 2-15 meter by Go-Flo bottle
casts from a Zodiac boat.
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Figure 2.1. Map of the study area (Palmer Station B) in the WAP
Sampling was commenced as soon as ice conditions permitted access by Zodiac. However,
sampling gaps still existed occasionally, especially during the first few years due to sea ice,
bad weather, deployment changes, and other logistical reasons. No data are available for the
1996-1997, 2007-2008, and 2008-2009 field seasons. Dissolved inorganic nutrients analyzed
in this study are nitrate plus nitrite (NO3- + NO2-or N, hereafter called nitrate due to
minimal concentration of nitrite), phosphate (PO43-or P), and silicate (Si(OH4)-or Si). In
addition, samples for δ18O were collected for determining the ratio of stable isotopes of
oxygen in seawater (δ18O) in order to estimate the effect of purely physical processes (i.e. a
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contribution of oceanic, sea ice, and glacial meltwater fractions) on nutrient standing stocks.
The δ18O samples were collected weekly in the near surface (5 - 10 meters) water starting in
2012.
2.2.2. Analysis and Measurement. Once collected, seawater samples for Chl were
filtered on GF/F filters and frozen at -80℃ prior to fluorometric analysis [29]. After storage,
samples for nutrients were analyzed with recognized standard oceanographic protocols for
continuous flow analyzer [29]. δ18O of the seawater samples was determined by stable isotope
mass spectrometry, with full details (analytical methods and calculation of uncertainties)
available in [30]. The time series data set for Chl and nutrients can be found at the Palmer
LTER Datazoo at http://oceaninformatics. ucsd.edu/datazoo/data/pallter/dataset (dataset
126 for Chl and dataset 211 for nutrients).
2.2.3. Climate Variability. As the WAP relevant climate variables, ENSO and the
SAM were used to assess the atmospheric teleconnections to the study region [Table 2.1].
Table 2.1: Summary of climate and physical oceano-




MEI Monthly Multivariate El Niño-Southern
Oscillation (ENSO) Index
SAM Monthly Southern Annular Mode (SAM) index
Meteorology
Wind speed (m s-1) Daily averaged time series of wind speed measured
by manual observations and PALMOS automatic
weather station measurements
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Air temperature (℃) Daily averaged time series of air temperature
measured by manual observations and PALMOS
automatic weather station measurements
SST (℃) Daily averaged time series of sea surface
temperature measured by manual observations






The first day when sea ice cover first exceeded




The last day when sea ice cover remained above
the 15% threshold for five consecutive days
Annual indices; ice
days (days)




An actual number of days in which sea ice cover
was above 15%
Annual indices; total
ice cover (% days)
The sum of sea ice cover in a given sea ice year








Actual area of sea ice covered ocean inside ice
edge based on satellite-derived sea ice
concentration (e.g. including area of openings and





DepthTmin (m) Depth of temperature minimum; the layer of the
remnant cold Winter Water (WW) from the
previous winter
SDS (m) Summer salt deficit, calculated as the amount of
autumn sea ice required to develop in order to
eliminate the seasonal halocline or the amount of
excess freshwater from the surface to the seasonal




Salinity-driven density gradient, calculated as the
density difference between the surface layer and
the layer of Tmin divided by the depth difference
between the two
MLD (m) Seasonal mixed layer depth, calculated as the






Depth-integrated (to 50 m) amount of volumetric
chlorophyll a values (μg l-1)
N standing stock
(mmol m-2)
Depth-integrated (to 50 m) amount of volumetric
NO3- + NO2- values (μmol l-1)
P standing stock
(mmol m-2)
Depth-integrated (to 50 m) amount of volumetric




Depth-integrated (to 50 m) amount of volumetric
Si(OH)4- values (μmol l-1)
The SAM index was obtained from the British Antarctic Survey (http://www.nerc-
bas.ac.uk/icd/gjma/sam.html). For ENSO, the Multivariate ENSO Index (MEI) was ob-
tained from the National Oceanic and Atmospheric Administration (NOAA) Earth System
Research Laboratory (http://www.esrl.noaa.gov/psd/data/correlation/mei.data).
2.2.4. Sea Ice Parameters. Daily sea ice concentration data were obtained from pas-
sive microwave satellite imagery surrounding Palmer hydrostation 600.040, which is approx-
imately 20 kilometers from Palmer Station B. Broadly, annual and monthly sea ice indices
were explored. First, five different kinds of annual sea ice indices were examined [Table 2.1],
including day of advance, day of retreat, ice days, ice persistence, and total sea ice cover
[6]. Day of advance is defined as the day when sea ice cover first exceeded 15% and stayed
above that threshold for at least five consecutive days. Day of retreat is defined as the last
day when sea ice cover remained above 15% threshold for five consecutive days. Ice days are
defined as the number of days between day of advance and day of retreat. Ice persistence
is defined as an actual number of days in which sea ice cover was above the 15% threshold.
Total ice cover was calculated as the sum of sea ice cover (%) in a given sea ice year (i.e.
1 March of a given year to 27 February of the next year). Second, two different kinds of
monthly area sea ice coverage data were examined for the greater Palmer region [Table 2.1]:
sea ice extent (km2) and area (km2). Sea ice extent indicates the total surface area inside
the ice edge. Sea ice area is the area of sea ice-covered ocean inside the ice edge based on
satellite-derived sea ice concentrations. The monthly sea ice data sets are available at Palmer
LTER Datazoo (dataset 34).
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2.2.5. Water Column Stability Parameters. Physical oceanographic data, such as
temperature, conductivity, and pressure, were collected and extracted for the study period
(1993-2013) using various instruments (i.e. a SeaBird Electronics Seacat SBE 19 from 1991
to 2007, a SeaBird Electronics Seacat SBE 19 plus from 2006 onward, and a Falmouth
Scientific Inc. FSI MCTD-3 and a Satlantic HyperPro-II from 2008 on). These basic data
sets were used to calculate four different water-column related parameters representing the
magnitude of stratification [Table 2.1]. As water column stability is believed to play a critical
role in initiating the spring bloom, these water-column stability parameters were calculated
during November-December months.
Depth of temperature minimum (DepthTmin, meter) is defined as the layer of the remnant
cold Winter Water (WW) from the previous winter. Seasonal MLD (meter) is defined as
the deepest point of homogeneously mixed layer of water from the surface based on vertical
profiles of σvθ. Summer salt deficit in the upper 25 meter (SDS, meter) is defined as the
amount of autumn sea ice required to eliminate the seasonal halocline or the amount of
excess freshwater from the surface to the seasonal halocline relative to that of WW. Salinity-
driven density gradient (∆σvθ-Tmin, kg m-3 m-1) is defined as the density difference between
the surface layer and the layer of Tmin divided by the depth difference between the two.
Further details on calculating these indices are found in [31] and [32].
2.2.6. Meteorology. Daily weather conditions have been recorded at Palmer Station
by manual observations and an automated system since April 1989, including air tempera-
ture, pressure, wind speed, wind direction, precipitation, and sky cover. Data are available
from the Palmer meteorology database at Palmer LTER Datazoo (dataset 28).
2.3. Statistical Analysis
2.3.1. Standing Stock Calculations. Chl and nutrient concentrations were depth-
integrated from surface to 50 meter by a trapezoidal method (mg m-2 for Chl and mmol
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m-2 for nutrients). Replicate measurements at the same depth were averaged prior to depth-
integrations. Data values at 50 meter were linearly interpolated (in depth) when not sam-
pled direclty and data at > 50 meter were available. Ideally, the Chl and nutrient values
are required at surface, but the values at the shallowest depth (usually < 5 meter) were ex-
trapolated to the surface if surface values were not available. The depth-integrated standing
stocks were calculated only if the values for at least three different depths were measured in
the upper 50 meter layer. For the depth-integration, 50 meter was selected as the depth of in-
tegration as it is the average depth at which nutrients first reflected maximum water column
concentrations for the site. However, it was always not guaranteed to discern a physically
meaningful boundary such as the depth of temperature minimum (Tmin) or maxim (Tmax)
due to the shallow water-column depths, whereas 50 meter provided a consistent basis of
comparison across months, seasons, and years. The Chl standing stocks across all study
years showed a typical log normal distribution (n = 675, mean = 113 mg m-2, σv = 118 mg
m-2 for raw Chl data and mean = 1.90, σv = 0.35 for log10Chl), so they were log10transformed
to ensure that the data were Gaussian-distributed for EOF decomposition (see below section
2.3.3). The nutrient standing stocks across years were close to Gaussian-distribution with-
out further transformation (nitrate: n = 558, mean = 1198 mmol m-2, σv = 181 mmol m-2,
phosphate: n = 562, mean = 81 mmol m-2, σv = 13 mmol m-2, silicate: n = 537, mean=
3424 mmol m-2, σv = 545 mmol m-2).
2.3.2. Nutrient Drawdown Statistics. Individual years’ plots of the RSOA-interpolated
Chl and nutrients were visually examined to track a seasonal scale increase or decrease in
the Chl and nutrient standing stocks, which represent phytoplankton biomass accumulation
(blooms) and seasonal scale drawdown of nutrients by phytoplankton utilization. The sea-
sonal changes in the Chl were quantified as the difference between the initial minimum and
the later seasonal maximum standing stock values.
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Table 2.2: Summary of nitrate drawdown events
N
Year Drawdown (mmol m-2) Period of Drawdown (Days of Year)
1993 349 290–365 (75 days)
1994 415 290–395 (105 days)
1995 533 290–395 (105 days)
1997 300 290–440 (150 days)
1998 307 290–380 (90 days)
1999 337 305–365 (60 days)
2000 509 305–365 (60 days)
2001 541 290–395 (105 days)
2002 531 290–440 (150 days)
2003 352 305–380 (75 days)
2004 209 290–395 (105 days)
2005 507 290–380 (90 days)
2006 339 290–395 (105 days)
2009 558 290–380 (90 days)
2010 441 305–395 (90 days)
2011 358 290–350 (60 days)
2012 319 290–335 (45 days)
2013 571 290–380 (90 days)
Mean
Drawdown amount: 415 ± 110 mmol m-2
Drawdown window: 293 ± 6 - 385 ± 26 days of year (92 ± 28 days)
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Table 2.3: Summary of phosphate drawdown events
P
Year Drawdown (mmol m-2) Period of Drawdown (Days of Year)
1993 21 290–365 (75 days)
1994 22 320–395 (75 days)
1995 15 290–380 (90 days)
1997 15 290–380 (90 days)
1998 19 290–410 (120 days)
1999 19 290–380 (90 days)
2000 26 320–365 (45 days)
2001 43 320–395 (75 days)
2002 16 290–380 (90 days)
2003 12 290–365 (75 days)
2004 24 305–380 (75 days)
2005 37 290–380 (90 days)
2006 37 305–410 (105 days)
2009 29 290–365 (75 days)
2010 9 290–380 (90 days)
2011 17 320–365 (45 days)
2012 12 290–320 (30 days)
2013 36 290–380 (90 days)
Mean
Drawdown amount: 23 ± 10 mmol m-2
Drawdown window: 298 ± 13 - 378 ± 20 days of year (79 ± 23 days)
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Table 2.4: Summary of silicate (Si) drawdown events
Si
Year Drawdown (mmol m-2) Period of Drawdown (Days of Year)
1993 1620 305–365 (60 days)
1994 758 350–440 (90 days)
1995 1387 305–395 (90 days)
1997 1260 305–410 (105 days)
1998 710 290–440 (150 days)
1999 1006 305–380 (75 days)
2000 1170 305–380 (75 days)
2001 1520 320–380 (60 days)
2002 613 305–425 (120 days)
2003 648 305–440 (135 days)
2004 899 305–380 (75 days)
2005 618 305–395 (90 days)
2006 1303 290–395 (105 days)
2009 834 305–395 (90 days)
2010 1340 290–440 (150 days)
2011 468 320–440 (120 days)
2012 403 305–440 (135 days)
2013 1090 305–395 (105 days)
Mean
Drawdown amount: 985 ± 368 mmol m-2
Drawdown window: 307 ± 14 - 408 ± 27 days of year (100 ± 29 days)
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The seasonal changes in the nutrients were calculated as the difference between the initial,
pre-bloom maximum and the later seasonal minimum standing stock values. Each year’s
nutrient drawdown event is summarized in Tables 2.2, 2.3 and 2.4. The mean prebloom
maximum values of the nutrients prior to seasonal drawdown events are 1428 ± 77, 91 ± 10,
and 3974 ± 24 mmol m-2 for N, P, and Si, respectively. The calculated drawdown reflects
the net annual drawdown (net removal) of each nutrient, and the amplitude (intensity) of
the phytoplankton bloom.
2.3.3. Empirical Orthogonal Function (EOF) Decomposition. To investigate
seasonal-interannual covariability of Chl and nutrients, EOF analysis was performed as a
primary statistical method. EOF analysis is frequently used in the field of Climate Sciences,
as a means of extracting statistically coherent patterns in the data sets of interest. Using
the first few higher EOF modes, reduced space optimal analysis (RSOA) [33] was performed
to fill in the gaps in the Chl and nutrient standing stock data sets in an internally consistent
manner, allowing a quantitative analysis of the bloom and nutrient drawdown characteristics.
A detailed procedure of performing EOF anlaysis is explained as follows.
To build an original data matrix to be eigen-decomposed, each field (Chl or nutrients)
was treated separately. Initially, a “time-time grid” (seasonal cycles of October to March
versus years of 1993 to 2013) is built as the structure of the original data matrix (X) which
includes some data gaps. In this way, each row in X represents a growing season (October-
March) time series of the standing stock, broken into contiguous 15-day binned (averaged)
values, giving total 11 blocks (rows of the matrix or “samples”) per growing season.2
Each column in X represents the time series of individual 15-day binned blocks for each
year (1993-2013). Each year of the 20-year time series occupies a row in X, with 1993
2This 15-day time block, as the width of the averaging windows for the standing stocks, was determined
based on sensitivity tests, in which five different averaging bins (ranging from 10 to 30-days) were sampled
and compared. The root mean square (RMS) error of RSOA-interpolated data relative to the original data
became smaller as coarser seasonal time blocks were used. However, assigning a coarser time block missed
short time scale blooms and nutrient drawdown events. Thus, the 15-day was assigned as the optimal
compromise between statistical consistency and ecological interest.
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occupying the first row and 2013 occupying the last row. For example, the first row contains
the Palmer LTER field season 1993-1994, the first column of the first row contains the
standing stock averaged over days 290-305 (mid-October to end-October or second half of
October), and the last column of the first row contains the standing stock averaged over
days 440-455 (mid-March to end-March or second half of March). In matrix notation:
(2.1) X =

X1(1) X1(2) . . . X1(N)




XM(1) . . . . XM(N)

where Xm(t) in X is the time series of the field during the period of m-th seasonal time
window for the year t. To calculate the anomaly of the original data matrix, the mean of







The anomaly field (X’) is then calcualted by removing the mean of each row from the
original field X:
(2.3) X ′m(t) = Xm(t)− µm
The sample covariance matrix (Σˆ) of the anomaly field X’ is “estimated” by computing
biased covariance between the column time series from all pairs of rows (15-day blocks)
23






As such, Σˆ represents intraseasonal to interannual covariability in the bi-weekly patterns
of the standing stocks. However, in our case, instead, the sample correlation matrix of the
anomaly field X’ is used for EOF analysis since specific seasonal time blocks (i.e. periods of
the phytoplankton bloom and nutrient drawdown events) displayed larger amplitude vari-
ability than other seasonal time blocks, capturing high amplitude covariance instead of the












By definition the correlation (covariance) matrix Σˆ is symmetrical and thus diagonalis-
able. The solution to a eigenvalue problem of the correlation matrix Σˆ is as follows:
(2.6) ΣˆE = EΛ
We decompose Σˆ into matrices E and Λ. The square matrix E has dimension M × M.
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Each non-zero eigenvalue λK in Λ is associated with a column eigenvector (EOF) Ek in
E. Given the porperty of the eigenvector matrix E that EET = ETE = I, where I is the




λ1 0 . . . 0
0 λ2 . . . 0
. . . .
. . . .
. . . .
0 . . . . λM

The time-varying magnitude of the k-th EOF (i.e. how pattern Ek evolves with time) is
represented as the time series of Ak(t) or principal components (PCs). This is obtained by








where m = 1, ..., M are the seasonal time bins, t = 1, ..., N are years, and k = 1, ..., K
are EOF modes. In matrix notation this is equivalent to:
(2.10) A = ETX′
Each eigenvalue is proportional to the percentage of the variance of the anomaly field X’





Essentially, the original data matrix X is reconstructed by multiplying each EOF Ek by
its corresponding PC Ak adding the products over all K modes. However, the reconstruction
process is performed by using only the first H modes, to filter out noise and extract meaning-
ful signal from the data set, with H < K. The H first modes account for the largest fraction
of the fieldX’s variance. In our case, first five modes were selected, which account for 85-90%
of the total variance after visually screening the eigenvalue noise floor from scree plots (i.e.
dimension reduction from 11 to 5 modes) and to compute PCs for RSOA interpolation:





or in matrix notation:
(2.13) Xˆ′= EA
In summary, EOFs reflect seasonal patterns (phenology) and PCs reflect interannual
variability of the phenology captured by each EOF.
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2.3.4. Correlation Using a Bootstrap Technique. To explore climate and physical
forcing drivers responsible for the decomposed seasonal-interannual covariability (i.e. in-
terannual variability of seasonal patterns) of phytoplankton blooms and nutrients, the Chl
or nutrient standing stock PCs were correlated to potential climate and physical variables
[Table 2.1], including climate indices (SAM and ENSO), sea ice (sea ice extent and area),
water column stability (bulk stability) parameters. To examine the bloom-driven nutrient
drawdown quantitatively, the nutrient standing stock PCs were also correlated to the Chl
PCs.
Correlating numerous variables can potentially cause statistical issues with regard to
interpreting significance of results as follows: (1) multiplicity [34], (2) inflated degrees of
freedom due to autocorrelation of the variable to be correlated, and (3) the fact that corre-
lation does not necessarily imply causality.
Multiplicity states that performing many correlations leads to spurious correlations, yield-
ing the full range of possible r-values from (seemingly) statistically significant high to low
values (i.e. a Type I error). However, the multiplicity problem can be dealt with fairly
straightforwardly given that only 33 correlations were preformed per the standing stock PC.
Of those correlations, there will be only 1 or 2 r-values for a level of significance of 5% (α
= 0.05) based on chance (i.e. 5 correlations are expected to occur from 100 correlations, so
1.65 from 33 correlations). Thus, it is believed that no correlation was inconsistent with the
null hypothesis that the PC is independent or uncorrelated with other time series.
To fix autocorrelation-induced inflation in the sample size (i.e. autocorrelation in the
standing stock PCs of the decomposed Chl or nutrient data sets) the bootstrap technique
was employed along with correlation. The bootstrap method enables to determine the like-
lihood of achieving any r-value, yielding αcritical. The procedure includes generation of 1,000
individual noise time series, which preserve the lowest order univariate (mean and variance)
and lowest order bivariate moment (autocorrelation) of the original time series (the standing
stock PCs) to be bootstrapped. This procedure is satisfied by the power spectral density
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(PSD), whose zero frequency component is the mean, integral is the variance, and the PSD is
the Fourier transform of the autocovariate function. Thus, 1,000 individual noise time series
were generated by taking the PSD of the standing stock PC, introducing a random phase
and inverse Fourier transform back to the time domain and creating a noise series preserving
the moments of interest. Then, the candidate climate and physical forcing variables to be
correlated to these 1,000 individual noise standing stock PC time series. As a result, 1,000
individual r-values from each correlation were produced and gathered to make a probability
mass function (PMF) of the r-values (i.e. noise PMF), which represents the likelihood of
obtaining any particular r-value just by noise [Figure 2.2].
Correlation Probability Mass Function (PMF)
R = 0.70
Level of significance 
(Pb)
R  = 0.70
P  = 0.00177
Pb = 0.002
Figure 2.2. An example of a correlation probablity mass function (PMF)
Finally, the actual r-value between the standing stock PC and the candidate climate
or physical forcing variable is compared to the noise PMF. The sum of the noise PMF
(i.e. relative frequency) from the actual r-value to the highest occupied PMF class (positive
infinity for a positive r-value and negative infinity for a negative r-value) gives the level of
significance for the actual r-value. The number of r-values exceeding the critical value is
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determined at α = 0.05 and compared to how many it is expected to have exceeded it on the
basis of the noise PMF.
2.3.5. Optimal Multiparameter (OMP) Analysis. The observed nutrient stocks
and their variability is due to some unknown combination of biological (uptake and regener-
ation) and physical (mixing and advection) processes. To compute nutrient concentrations
expected by purely physical processes (i.e. effects of biological drawdown excluded) and
to demonstrate the dilution effects on nutrients by freshwater inputs, OMP analysis was
employed (further details available in [32]). Similar to [35], but here not normalizing the
property matrix, OMP analysis enables quantification of the mixing ratios or relative frac-
tions of n different source water types at a point location using m different conservative
(e.g. S, δ18O) or quasi-conservative tracer properties (e.g. nutrient tracers; Si* = [SiO4] –
[NO3]). The n columns are for the n fundamental source water types; in our study, we use
a 3-endmember balance with sea ice melt water (SIM), meteoric (glacial and precipitation
inputs) water (MET) and Circumpolar Deep Water (CDW) as an oceanic source. CDW was
chosen as the oceanic endmember, instead of WW, allowing for the fact that the freshening
effect from glacial and sea ice includes the level of freshening needed to convert the WAP
variant of CDW to WW, and is consistent with the WAP being a regional of relatively weak
net advection compared with the Antarctic Circumpolar Current (ACC) or the subpolar
gyres [30, 36]. We use 3 different end-member water properties (tracers), S, δ18O, and Si* at
Palmer Station B. End-member values and their uncertainties are found in Table 2.5 with
their origins. Relative fractions of the water types are solved as an overdetermined least
square problem, minimizing residual (r) subject to the constraint that all elements of x must
be nonnegative (i.e. Ix ≥ 0).
(2.14) Ax−wb = r
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Table 2.5. Summary of fundamental end-member water types, tracer values,
and weights used in Optimal Multiparameter Analysis (OMP). Three end-
member water property (salinity (S), δ18O, and Si*) values for different source
water types (CDW, SIM, and MET), their uncertainties, and original sources
of values are listed. SCDW: calculated from 1998 to 2008 climatology of CDW
in the LTER Slope stations. SSIM: [36], SMET: [36], δ18OCDW: [36], δ18OSIM:
[36], δ18OMET: [36], Si* CDW: calculated from 1998 to 2008 climatology of
CDW in the LTER Slope stations. Si* SIM: [37], Si* MET: [38].
End-member property values (A)
Tracer CDW SIM MET Weights (w)
S 34.65 7 0 20
δ18O (‰) 0 1.1 -12 20
Si* (μmol l-1) 54.07 5.9 0 0.1237
where property matrix A is an (m+1) × n matrix, where n is the water types (n = 3;
CDW, SIM, MET in our case) and m is the number of water properties (m = S, δ18O, Si* in
our case). The additional row (the +1) is unity for mass conservation so that some mixture
of the 3 source waters describes each property observed at Palmer Station B. Vector x is the
fractional contribution (to be solved for) of each source water types (x i) for the sample water
at measured depth. The weight matrix w is a diagonal matrix with weights 1/σˆκ, where σvκ
is the sample σv for property κ (S, Si*) across the grid in a single year, instead of the time
uncertainty that we cannot compute in a single year. The weight for the conservation row
is assigned as a very large number 105, assuring that conservation is obeyed. Vector b is the
vector containing m properties of the water sample observed at Palmer Station B and 1 for
conservation.
Uncertainties in the calculated fraction of water types (elements in x) are then calculated
as follows:
(2.15) Var[x] = CΣbCT
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where C = [ATwTwA]-1ATwTw, the pseudo-inverse, and the Σb is the covariance
matrix for the sampled water.
With the relative fractions of CDW, SIM, and MET computed, phosphate (P) concen-
tration is calculated at 10m, the depth where δ18O measurements were performed. Other
nutrients could not be calculated because both N and Si were already used to calculate the
Si* end-member value. We assume the physical processes contribute N and Si equally to the
P contribution. Accordingly, P concentration at 10m is calculated as:
(2.16) Pprd= fCDWPCDW + fSIMPSIM + fMETPMET
where Pprd is P concentration predicted by the three water types’ fractions, f CDW, f SIM,
and f MET are relative fractions of CDW, SIM, MET calculated using Equations 2.14 - 2.15
and PCDW, PSIM, PMET are P end-member concentrations for each water type, respectively.
PCDW was calculated as a climatological value (1998-2008) in the Slope stations along the
LTER grid whenever CDW was detected. NCDW and SiCDW were calculated in the same way
to calculate the Si* tracer for CDW.
Finally, to examine if SIM or MET driven fluctuations in P are significant or within the
range of uncertainties in the predicted P (i.e. uncertainty analysis), we compared ΔPprd
during periods of elevated SIM and/or MET to uncertainties (σv) of Pprd following general
rules of error propagation (σv values listed in Table 2.5). Treating f CDW, f SIM, and f MET
as coefficients (determined from OMP analysis) and PCDW, PSIM, and PMET as variables,
uncertainty of Pprd follows as:
(2.17) σP2prd = Var[fCDWPCDW + fSIMPSIM + fMETPMET]
or
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σP2prd = E[(fCDWPCDW + fSIMPSIM + fMETPMET)
2]
−E[(fCDWPCDW + fSIMPSIM + fMETPMET)]2(2.18)
This is equivalent to Equation 2.19 (below) since
Cov[PCDWPSIM] = E[PCDWPSIM] - E[PCDW]E[PSIM] = 0,
Cov[PCDWPMET] = E[PCDWPMET] - E[PCDW]E[PMET] = 0,
and Cov[PSIMPMET] = E[PSIMPMET] - E[PSIM]E[PMET] = 0, given that P concentration












2.4.1. Climate-Sea Ice-Biogeochemical Coupling. To first order, linear regressions
were performed among climate, sea ice, bulk water column stability, Chl, and each nutrient
variables in order to explore potential connections from large-scale climate variability to
biogeochemical variability in the system. The variables used for regression are monthly and
annual averages of the raw data for sea ice parameters and monthly averages for the rest
of the variables. Regressions showed a clear connection between each group of dynamics:
climate variability to sea ice dynamics, sea ice to upper water-column stability, water column
stability to phytoplankton blooms, and phytoplankton blooms to nutrients [Figure 2.3]. As







Figure 2.3. Linear regressions among climate and local physical oceano-
graphic and biogeochemical variables. Statistically significant results are pre-
sented here among all correlations performed. (a-c) Climate variability versus
sea ice variables, (d-f) sea ice variables versus water column stability param-
eters, (g-i) water column stability parameters versus monthly Chl, and (j-l)
monthly Chl versus monthly mean of nutrient standing stock.
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Notably, the SAM shaped sea ice dynamics differently between winter and spring. Neg-
ative SAM during winter (August) causes large sea ice area [Figure 2.3a], whereas positive
SAM during spring (September) enhances total ice cover [Figure 2.3b]. As expected, ENSO
poses a similar effect on sea ice as the SAM. Winter El Niño (i.e. positive MEI) leads to in-
creased sea ice extent in the following spring with a lag of 4 months [Figure 2.3c]. Enhanced
sea ice conditions via high ice extent, ice persistence, and late day of retreat always cause
increased stratification of the upper water column as evidenced by high SDs [Figure 2.3d-f].
In turn, the more stratified upper water-column (via shallow MLD) predicted large phy-
toplankton biomass accumulations. Shallow November-December averaged MLD predicts
high Chl with lags of 1-2 months [Figure 2.3g-h]. However, a conflicting result arises when
∆σvθ-Tminwas negatively correlated to Chl. Large phytoplankton biomass accumulations were
significantly correlated with decreased standing stocks of phosphate [Figure 2.3j-h] and ni-
trate [Figure 2.3k]. This implies a signal of biological drawdown of macronutrients driven
by phytoplankton utilization.
2.4.2. Climatology of Seasonal Phytoplankton Blooms. Climatology of each stand-
ing stock was calculated by averaging for each 15-day time window over the 20 year (1993-
2013) period. There was a clear buildup in Chl from the start of the field season, indicating
the development of a sustained seasonal phytoplankton bloom with the peak at 118 mg m-2
in January-February [Figure 2.4a]. The sustained bloom shows a collapse by the end of
March, showing that Chl value has nearly returned to its pre-bloom value.
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Figure 2.4. Climatology plots of depth-integrated Chl and nutrients. Cli-
matology (1993–2013) of depth-integrated (0–50 m) (a) Chl, (b) N, (c) P, and
(d) Si standing stock values for a full growing season (October to March) with
error bars indicating 1 standard error. Samples were binned into 15 day in-
tervals. The data included in the calculation are interpolated using reduced
space optimal anlaysis (RSOA).
2.4.3. Climatology of Seasonal Nutrient Dynamics. Similar to averaged seasonal
progression shown by climatology of phytoplankton blooms, the nutrient standing stocks
show the complimentary pattern of a seasonal drawdown event from a winter maximum to
a post-drawdown minimum value in January-March [Figure 2.4b-d]. The pre-bloom, sea-
sonal maximum of nitrate (1416 mmol m-2) in mid-October undergoes a seasonal drawdown
by ~24%, reaching a seasonal minimum value of 1078 mmol m-2 in mid-January, with the
amount of the drawdown of 338 mmol m-2 [Figure 2.4b]. Nitrate standing stock returns to
81% of its starting, pre-drawdown maximum value by the end of the sampling period in
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early fall. Phosphate standing stock shows a similar pattern of seasonal drawdown. The
seasonal minimum of 74 mmol m-2 was observed in mid-January as a consequence of ~21%
drawdown of the seasonal maximum value of 90 mmol m-2 in mid-October [Figure 2.4c].
By end of the season, ~88% of the maximum pre-drawdown phosphate standing stock has
been recovered. Overall, the observed similarity in drawdown and recovery patterns between
nitrate and phosphate suggests strong coupling between nitrate and phosphate utilization
in a climatological sense. As expected, the seasonal minimum values of nitrate and phos-
phate are observed at the same time as the peak Chl in January. However, silicate standing
stock shows somewhat different climatological patterns compared to nitrate and phosphate.
Silicate does not show evidence of returning to its original pre-drawdown level (maximum
value of 3900 mmol m-2) observed in the beginning of November after its drawdown event
which causes a decrease of the value down to 3176 mmol m-2 in the beginning of February
[Figure 2.4d]. Nevertheless, the consistency of seasonal drawdown patterns among all the
three nutrients, if not the recovery patterns, suggests a strong influence of diatom growth
on the overall climatology of the phytoplankton bloom. On average, N:P drawdown ratio is
~21, Si:N drawdown ratio is 2.1, N:P recovery ratio is 12.8, and Si:N recovery ratio is 3.1.
2.4.4. Interannual Variability of Seasonal Phytoplankton Blooms. Climatology
reflects averaged seasonal patterns of Chl and nutrients, masking great interannual and in-
traseasonal variability in the standing stocks. It is evidenced by individual years’ plots
[Figures 2.5, 2.6, 2.7, 2.8] that the climatology is merely the result of averaging many indi-
vidual phytoplankton blooms occurring at various times with various duration, amplitude,

































































































































Figure 2.5. RSOA interpolated (black solid line) seasonal time series of Chl
for each year, overlaid with 15 day mean values of raw data points (dots) prior
to the interpolation. Year annotations indicate the starting year of the Austral
































































































































Figure 2.6. RSOA-interpolated (black solid line) seasonal time series of N

































































































































Figure 2.7. RSOA-interpolated (black solid line) seasonal time series of P

































































































































Figure 2.8. RSOA-interpolated (black solid line) seasonal time series of Si
for each year, overlaid with 15 day mean values of raw data points (dots) prior
to the interpolation.
The interannual variability in the seasonal bloom patterns can be examined based on
the result from EOF analysis. Based on the EOF and PC patterns of Chl standing stock
anomalies relative to its climatology, each different, independent, uncorrelated, and orthogo-
nal seasonal variability patterns for Chl is revealed by Chl EOFs [Table 2.6] and interannual
variability of the magnitude of these seasonal variability patterns is represented by Chl PCs.
Chl EOF1 (26% of total Chl variability) represents that the most common seasonal vari-
ability pattern is driven by an extended phytoplankton bloom starting from early December
to the end of March, with a peak in March and secondary peak in December-January [Figure
2.10a, Chl EOF1]. This December-to-March (DJFM) bloom appears to occur periodically,
every 4-6 years, as indicated by the PC1 [Figure 2.10a, Chl PC1; years 1995-1996, 2001-2002,
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Table 2.6. Summary of seasonal patterns captured by EOF for depth-
integrated Chl and nutrients. Seasonal patterns of blooms and associated
nutrient drawdown for depth-integrated nitrate, phosphate, and silicate as
captured by the first two EOFs [Figure 2.9]. Their interannual variability is
presented as PC time series [Figure 2.10]. Percent number in parentheses in-
dicates a fraction of variability explained by each EOF among total standing
stock variability.
Seasonal Patterns Captured by EOF
Variable EOF1 (PC1) EOF2 (PC2)
Log10(Chl)Extended summer (DJFM) bloom
(26%)
Spring (ND) bloom (20%)
N Overall negative anomalies (37%) DJFM drawdown of nitrate (26%)
P Overall negative anomalies (56%) DJFM drawdown of phosphate
(22%)
Si Overall negative anomalies (58%) ND drawdown of silicate (19%)
2005-2006, 2009-2010, and 2011-2012]. The high DJFM bloom years were accordingly seen
from the anomaly plot [Figure 2.10b]. Average anomalies of each seasonal time window in the
anomaly plot were calculated as an index for a high DJFM bloom year: average anomalies
= 0.34 for 1995, 0.57 for 2001, 0.20 for 2005, and 0.52 for 2009. As expected, these values














Figure 2.9. Empirical orthogonal function (EOF) and anomaly plots of
depth-integrated Chl and nutrients. The (a, c, e, and g) EOF patterns and
(b, d, f, and h) anomaly plots reconstructed using the first five dominant EOF
modes comprising 85–90% of the variability. The percentage explained by each
mode is represented in the corresponding principal component (PC) time se-
ries [Figure 2.10]. The red colors represent positive anomalies, and the blue
colors represent negative anomalies (relative to the climatology) in the color
bars.
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In contrast, Chl EOF2 (20% of total Chl variability) represents a late spring bloom with
a peak in early December [Figure 2.10a, Chl EOF2]. Thus, this captures November-to-
December (ND) or spring blooms. Large Chl PC2 values indicate the years with a large
extent of spring blooms, which is also seen in the anomaly plot (years 1995-1996, 2000-2001,
2010-2011, and 2012-2013; Figure 2.10b and Figure 2.9a]. Strictly speaking, the spring bloom






Figure 2.10. Principal component (PC) time series of depth-integrated Chl
and nutrients. PC time series of standing stocks indicate interannual variabil-
ity of the seasonal patterns detected by corresponding EOF. (a) Chl, (b) N, (c)
P, and (d) Si. Headers on plots indicate the property and amount of explained
variability in PCs 1 and 2 (right and left columns). Note the year gaps in the
PC time series (no data in 96, 07, and 08).
2.4.5. Interannual Variability of Seasonal Nutrient Dynamics. Interannual vari-
ability of seasonal nutrient patterns appears to be more complex compared to that of Chl.
In contrast to the gradual, seasonal buildup of phytoplankton blooms as revealed by the
first mode (Chl EOF1), modes 1 of phosphate and silicate captured rather flat, seasonally
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consistent, and overall low nutrient levels throughout the entire growth season characterized
with a single negative sign of anomaly with little fluctuation in their values. Nitrate EOF 1
(N EOF1) also reflects an initial lack of nutrient in the very beginning of the growth season
and then prolonged negative anomalies of the standing stock, which is briefly interrupted
by a positive anomaly in December. All three nutrients’ leading EOF patterns are far from
simply indicating seasonal drawdown given that their levels are already low even prior to
the bloom development starting in the beginning of the season. Instead, they represented
a combination of signal of both a drop in the baseline of the initial, pre-bloom nutrient
standing stocks and seasonal drawdown as a result of the bloom. As a result, no statistically
significant correlations were found in the interannual variability of the DJFM bloom and
modes 1 of nitrate, phosphate, and silicate (all P > 0.05 for Chl PC vs. N, P, and Si EOF1).
In contrast, modes 2 of nitrate and phosphate reflect season-long drawdown starting from
mid-December. This pattern corresponds well to the window of the overall DJFM bloom
[Figure 2.10a, c, e] so termed as DJFM drawdown. As expected, there were statistically
significant correlations in the interannual variability of the DJFM bloom and the DJFM
drawdown of nitrate and phosphate, indicating biological utilization of both nutrients (r
= 0.67, P = 0.0022 for Chl PC1 versus N PC2 and r = 0.49, P = 0.0414 for Chl PC1
versus P PC2; Figure 2.10b, c]. Mode 2 of Silicate is characterized by a negative peak (a
negative anomaly relative to the climatology) during mid-November to mid-December. Thus,
this pattern reflects November-December (ND) drawdown of silicate. Similar to the DJFM
drawdown of nitrate and phosphate, the ND drawdown of silicate corresponds well to the
peak of the ND spring bloom. Indeed, the two were significantly correlated with each other
(r = 0.67, P = 0.0023 for Chl PC2 versus Si PC2; Figure 2.10d], which indicates drawdown
of silicate by diatom-dominated assemblages in the spring bloom.
In summary, a varying seasonal phenology of phytoplankton blooms and biological nu-
trient drawdown was revealed by EOF analysis, as well as their intensity of the process.
In particular, the dominant seasonal patterns of all three nutrients might reflect varying
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controls of low-frequency dynamics in terms of initializing the nutrient standing stocks and
their interactions in a complicated manner.
2.4.6. Physical and Climate Forcing Mechanisms for Phytoplankton Blooms.
Thus far, previous sections (2.4.4 and 2.4.5) summarize the seasonal variability patterns
of the standing stocks. To explore physical and climate forcing mechanisms responsible
for the detected phytoplankton bloom and nutrient dynamics each category of the physical
variables, climate, sea ice, and water column stability, were firstly correlated. The flow chart
[Figure 2.11] summarizes significant correlations between any two variables indicated. A La
Niña phase (i.e. negative MEI) in the preceding winter (August) caused less sea ice extent
in the following spring (October) [Figure 2.11a]. A negative SAM in the preceding winter
(July) resulted in an increased winter (July) sea ice extent [Figure 2.11b]. A positive phase
of spring (October) SAM led to high spring wind speeds [Figure 2.11d]. As sea ice melts
in the spring, high winter (July) sea ice extent promoted stratification of the upper water
column indicated by increased SDS [Figure 2.11c]. Conversely, high wind speeds in spring
(December) significantly disrupted the stratification of the upper water column via decreased
∆σvθ-Tmin [Figure 2.11e]. In turn, increased stability of the upper water column, indicated by
a shallow MLD, caused high DJFM bloom bloom years [Figure 2.11f]. In contrast, the spring
ND bloom was shaped by a decreased spring (October) sea ice extent [Figure 2.11g]. Thus,
it can be summarized that the DJFM bloom years are influenced by “winter SAM pathway”
[Figure 2.11b-c-f-h] and by “spring SAM pathway” [Figure 2.11d-e-f-h] simultaneously, while
the ND bloom years are influenced by a spring sea ice pathway [Figure 2.11g-i]. The opposite
phases of the winter and spring SAM lead to contrasting effects on the stability of the upper
water column, where negative SAM in the winter enhances stratification while positive SAM
in the spring causes weaker stratification. Nevertheless, both seems to contribute to initiation
and termination of the NDJF bloom in a concerted manner.
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a. MEI August vs. Ice extent October (r = 0.60, P <0.001)
b. SAM July vs. Ice extent July (r = -0.30, P = 0.044)
c. Ice extent July vs. SDs November-December (r = 0.42, P = 0.063)
d. SAM October vs. Wind speed December (r = 0.30, P = 0.069)
e. Wind speed December vs. Δσθ-Tmin November-December (r = -0.40, P = 0.064)
f. MLD November-December vs. Log10(Chl) PC1 (r = -0.63, P = 0.001)
g. Ice extent October vs. Log10(Chl) PC2 (r = -0.35, P = 0.033)
h. Log10(Chl) PC1 vs. N PC2 (r = 0.67, P = 0.002)
Log10(Chl) PC1 vs. P PC2 (r = 0.49, P = 0.041)
i. Log10(Chl) PC2 vs. Si PC2 (r = 0.67, P = 0.002)
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Figure 2.11. Physical and climate forcing mechanisms of phytoplankton
bloom and resultant nutrient drawdown. Based on the observed correlations
among variables, we propose two separate forcing mechanisms for different
phenologies of biological nutrient drawdown patterns: (1) December-March
(DJFM) drawdown of nitrate and phosphate and (2) November-December
(ND) drawdown of silicate. Red and blue arrows indicate positive and nega-
tive effects of the top box on the box below, respectively. Extended summer
(DJFM) drawdown of nitrate and phosphate is indicated by compartments
with solid outlines and includes two pathways initiated by winter SAM (b-c-f-
h) and spring SAM (d-e-f-h). Forcing mechanisms of late spring (ND) draw-
down of silicate (i.e. diatom blooms) are represented as compartments with
dotted outlines, via a spring sea ice pathway (a-g-i). Each forcing mechanism
is fully explained in sections 2.4.5, 2.4.6, 2.5.5, and 2.5.6.
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2.4.7. Physical and Climate Forcing Mechanisms for Nutrient Drawdown.
Given the significant correlations between the PCs of Chl and nutrients [see 2.4.4. and 2.4.5]
a further connection to nutrient drawdown from climate and physical forcing mechanisms
was established. Extended from observations in 2.4.6, the two common seasonal patterns
of nutrients were also predicted by different scenarios of physical and climate setup events.
The DJFM drawdown of nitrate and phosphate (N and P PC2), driven by the DJFM bloom
(Chl PC1), was shaped by a shallow MLD [Figure 2.11f-h], negative winter (July) SAM (r =
-0.46, P = 0.030), and positive spring (October) SAM (r = 0.39, P = 0.071) following the
winter SAM pathway [b-c-f-h, Figure 2.11] and spring SAM pathway [Figure 2.11d-e-f-h].
In contrast, the ND drawdown of silicate (Si PC2), driven by the ND diatom bloom (Chl
PC2), was triggered by a decreasing spring (October) sea ice extent [Figure 2.11g-i] following
the spring sea ice pathway. The ND drawdown of silicate tended to occur during La Niña
conditions in the preceding winter despite the lack of significant correlations.
2.4.8. Dilution Effect by Sea Ice and Meteoric Water. OMP analysis was per-
formed to explore the contributions to observed nutrient standing stocks from physical
sources (the effect of biological sources excluded), including additions from high nutrient
CDW and dilution by freshwater (SIM and MET) inputs. The calculation was confined to
years 2011-2012 and 2012-2013 given the availability of δ18O data only during these years.
In years 2011-2012, the water mass composition for the surface layer (at 10 meter depth)
consisted of 95.2-97.1% CDW, 0-1.3% SIM, and 1.9-4.0% MET [Table 2.7]. Since the relative
fraction of MET is comparatively larger than that of SIM, the dilution effect on nutrients
by MET was mainly focused. The fractions of MET increase from the beginning of the
season and peak in mid-January. Accordingly, phosphate concentration decreases by 0.04
μmol l-1 from the maximum value of 2.16 μmol l-1to the minimum value of 2.12 μmol l-1as a
consequence of dilution [Table 2.7]. Phosphate concentrations recovered again up to ~76%
of the early season maximum as the relative fraction of MET decreases after mid-January.
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Table 2.7: Summary of relative fractions of different
water types with uncertainties (σv) and RMSE of water
tracer properties between observed and predicted values
from OMP analysis for the field season 2011-2012. Phos-
phate values predicted as a linear sum of f CDWPCDW +
f SIMPSIM + f METPMET.
Day of
Year













328 97.1 0.9 1.9 2.162 33.726 -0.219 52.583 0.814
358 96.2 1.1 2.8 2.141 33.395 -0.319 52.059 0.943
363 97.1 0.3 2.6 2.160 33.672 -0.304 52.530 1.012
371 96.5 0.2 3.3 2.145 33.441 -0.399 52.177 1.183
380 96.6 0.6 2.8 2.149 33.511 -0.329 52.265 1.016
388 96.6 0 3.4 2.148 33.484 -0.404 52.253 1.126
392 95.7 0.6 3.6 2.130 33.214 -0.429 51.800 1.463
399 95.5 0.5 4.0 2.124 33.116 -0.474 51.652 1.073
406 95.9 0.4 3.7 2.134 33.266 -0.434 51.892 0.983
413 95.6 1.3 3.1 2.129 33.220 -0.354 51.775 1.111
421 95.2 1.2 3.6 2.120 33.079 -0.419 51.563 0.800
427 97.1 0 2.9 2.159 33.646 -0.348 52.506 0.999
434 96.9 0 3.1 2.153 33.563 -0.376 52.377 0.920
444 96.9 0 3.1 2.154 33.569 -0.374 52.386 1.085
449 96.9 0 3.1 2.154 33.571 -0.374 52.389 1.130
455 97.0 0 3.0 2.157 33.613 -0.359 52.454 1.081
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462 97.0 0 3.0 2.157 33.618 -0.357 52.462 1.185
σvCDW (%) σvSIM (%) σvMET (%) RMSE S RMSE
δ18O
RMSE Si* RMSE P
0.7 0.6 0.5 0.011 0.028 47.634 1.065
In years 2012-2013, the effect was similar to that of 2011-2012. However, fractions of
MET were more dominant (1.6-4.3% of water composition) than SIM (0-0.6%) compared
to the years 2011-2012. Also, there was no evidence of recovery of the P concentration as
season progressed. Phosphate concentrations decreased by 0.06 μmol l-1 from its seasonal
maximum value of 2.19 μmol l-1 in mid-December to the minimum value of 2.13 μmol l-1 at
the end of the season as the fraction of MET increased [Table 2.8]. However, it is notable
that the amount of dilution of phosphate by freshwater inputs are still within the ranges of
uncertainties for both years, less than mean S.D. of P = 0.48 μmol l-1 and mean S.D. of P
= 0.47 μmol l-1 for years 2011-2012 and 2012-2013, respectively. Therefore, it is considered
that phosphate concentrations were not significantly diluted by meltwater from glacial runoff
and precipitation in the recent 2 years. Furthermore, nutrients may need to be diluted at
least an order of magnitude more to overcome the range of errors of 0.47-0.48 μmol l-1,
if generalized for further years, as a consequence of increased inputs of MET or SIM, to
distinguish meltwater-driven dilution of nutrients from the effect of biological utilization.
Table 2.8: Summary of relative fractions of different
water types with uncertainties (σv) and RMSE of water
tracer properties Bbetween observed and predicted values
from OMP analysis for the field season 2012-2013. Phos-
phate values predicted as a linear sum of f CDWPCDW +

















305 97.8 0.6 1.6 2.176 33.927 -0.189 52.915 0.163
312 97.8 0 2.2 2.175 33.899 -0.259 52.901 0.367
319 97.8 0 2.2 2.174 33.887 -0.264 52.881 0.421
324 97.5 0 2.5 2.167 33.778 -0.302 52.712 0.663
338 98.0 0 2.0 2.178 33.942 -0.245 52.968 1.275
345 98.3 0 1.7 2.185 34.059 -0.205 53.150 2.125
352 97.9 0 2.1 2.176 33.917 -0.254 52.929 0.510
358 97.7 0 2.3 2.172 33.851 -0.277 52.825 0.331
366 97.4 0 2.6 2.166 33.755 -0.310 52.676 0.389
374 97.3 0 2.7 2.162 33.701 -0.329 52.591 0.388
380 97.2 0 2.8 2.161 33.687 -0.333 52.571 1.011
387 96.9 0 3.1 2.154 33.571 -0.374 52.389 0.436
397 97.0 0 3.0 2.156 33.604 -0.362 52.440 0.576
403 96.6 0 3.4 2.147 33.465 -0.410 52.223 0.545
409 96.6 0 3.4 2.148 33.478 -0.406 52.244 0.651
415 96.8 0 3.2 2.151 33.533 -0.387 52.330 0.503
422 97.2 0 2.8 2.160 33.670 -0.339 52.544 0.550
436 96.3 0 3.7 2.141 33.372 -0.443 52.078 0.453
443 95.6 0 4.4 2.126 33.140 -0.523 51.176 0.508
σvCDW (%) σvSIM (%) σvMET (%) RMSE S RMSE
δ18O
RMSE Si* RMSE P
0.7 0.6 0.8 0.03 0.08 54.74 0.76
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2.5. Discussion
The coastal WAP is a very productive ecosystem with strong seasonal and interannual
variability of phytoplankton biomass accumulations and associated nutrient drawdown as
shown in this study [39, 11, 12, 13]. The interannual variability of seasonal phytoplankton
blooms is largely modulated by increased stratification of the upper water column as a result
of winter sea ice growth and resultant spring ice melt, which are in turn shaped by large-scale
climate variability, especially ENSO and SAM variability [6]. Macronutrients are sufficient
in the coastal WAP, not limiting phytoplankton growth. In this regard, it is not surprising
that biology-driven nutrient variability closely resembles bloom variability and is therefore
shaped by similar climate and physical forcing. There are several studies on nutrient dynam-
ics along the coastal WAP [22, 23, 24, 25, 40]. However, long-term variability of nutrients has
never been demonstrated in the WAP and this study provides a first systematic, quantitative
look at the interannual variability of distinct seasonal dynamics of all three macronutrients.
Using EOF analysis, seasonal patterns of nitrate, phosphate, and silicate were discussed in
terms of how each different seasonal pattern’s annual variability (interannual variability) co-
vary with the bloom variability. Physical and climate forcing mechanisms believed to shape
the observed variability were also investigated. In addition, using OMP analysis physically
driven variability by freshwater inputs was evaluated, which further demonstrated the effect
of freshwater inputs on nutrient dilution had been minor compared to biology-driven fluc-
tuations in the nutrient standing stocks. This study spans temporally the longest and best
resolved record of nutrients in coastal Antarctic waters, which may help in understanding the
responses of the system’s biogeochemical processes to climate change and variability along
the WAP.
2.5.1. Climate-Sea Ice-Biogeochemical Coupling. Linear regressions indicated a
clear connection from climate variability to biogeochemical processes in the coastal WAP
system. However, it was notable that some of the results were contradictory, especially seen
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between water column stability and the magnitude of phytoplankton blooms. It might be
due to caveat of using linear regressions where simply relying on regressions among monthly
composites of variables is not sufficient to capture ecologically and biogeochemically mean-
ingful fluctuations and variability (i.e. events and processes) on submonthly to monthly
time scales or on ecologically-relevant time scales. Besides, strong interannual variability in
the timing and magnitude of bloom events might also complicate analysis of the patterns.
Therefore, more detailed analysis which further considers phenology of the bloom and nutri-
ent drawdown events was employed based on EOF analysis. This method helps understand
independent (orthogonal) seasonal variability patterns of the standing stocks first and exam-
ine their changes and variability over time to address interannual variability of each standing
stock’s seasonal dynamics.
2.5.2. Climatology of Seasonal Phytoplankton and Nutrient Dynamics. As
shown in individual years’ plots, there was a strong variability in the timing, duration,
frequency, and magnitude of phytoplankton blooms and nutrient drawdown and recovery
patterns. This observation is consistent with previous studies on high seasonal and inter-
annual variability of physical, ecological, and biogeochemical processes typically observed
in Antarctic coastal waters. Accordingly, the climatological patterns reflect a composite of
several bloom events occurring at different timing with different durations and magnitude in
different years, rather than showing a consistent annual bloom pattern which can be applied
to every individual year.
Consistent with the fact that macronutrients are not limiting factors for phytoplankton
growth in the coastal WAP waters [23, 41], only < 30% of macronutrients were utilized
along with phytoplankton blooms. This suggests that some other environmental factors limit
phytoplankton growth and thus complete utilization of macronutrients in the system, such
as irradiance or micronutrient limitation [13]. After apparent drawdown events, the nutrient
standing stocks become gradually recovered as phytoplankton utilization slows down from
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the collapse of the bloom and as a result of increased vertical mixing and advection as seasons
progress.
Previous studies based on EOF analyses in the WAP region consistently exhibited a dis-
crepancy in the patterns between the leading modes and the overall climatological patterns
for Chl, primary production, and macrozooplankton abundance [12, 11, 10] and it is due to
those ecological processes’ strong interannual and seasonal variability. Similarly, the clima-
tology of Chl is considerably deviated from the most common seasonal variability pattern
(Chl EOF1), with a difference in the timing of bloom peaks. The climatological patterns
of all three macronutrients are also notably deviated from the most dominant seasonal sig-
nals (N, P, and Si EOF1); the climatologies represent a prolonged, seasonal-scale drawdown,
while the leading modes of the nutrients show a fluctuation in the baseline of the initial
standing stocks (see below 2.5.4 for detailed discussion). Importantly, the second mode’s
Chl pattern, which captures an early spring bloom (Chl EOF2), was not seen in the clima-
tology which suggests that this less dominant seasonal signal compared to the overall DJFM
bloom (captured by Chl EOF1) does not influence the annual cycle.
2.5.3. Nutrient Drawdown and Recovery Ratios. The Redfield N:P ratios falls be-
tween N:P drawdown ratio and N:P recovery ratio calculated from the climatologies. Higher
Si:N drawdown ratio than the Redfield Si:N ratio suggests a presence of diatom cells in
the bloom and/or more heavily silicified diatoms. Also, the Si:N drawdown ratio is lower
than the Si:N recovery ratio, implying a dominance of nondiatom cells near the end of the
sampling period. Increased Si:N utilization ratios of diatom cells have been shown to be
related to iron-limited conditions. However, Palmer Station waters does not show evidence
of iron-limitations.
2.5.4. Interannual variability of Seasonal Phytoplankton and Nutrient Dy-
namics. EOF analysis successfully demonstrates biological utilization of nutrients showing
interactions and covariability between nutrients and Chl. In addition, EOF analysis reveals
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ecologically and biogeochemically meaningful patterns in the seasonal bloom dynamics, with
the most dominant seasonal signal (Chl EOF1) as the extended DJFM bloom and the second
common seasonal signal (Chl EOF2) as the spring ND bloom. The DJFM bloom leads to
the drawdown of nitrate and phosphate during the same time period, while the ND bloom
leads to the ND drawdown of silicate which is presumably caused by diatom-dominated
assemblages in the bloom.
In contrast, the leading modes of all three nutrients (N, P, and Si EOF1) exhibit a mixed
signal of bloom-driven drawdown of the nutrients and variability in the baseline of the pre-
bloom, initial nutrient standing stocks replenished by deep winter mixing, and convection,
which in turn depend on wind stress [42, 32, 41]. Indeed, this is evidenced by a significant
correlation between the leading mode of nitrate and La Niña conditions in the preceding
winter with a lag of 4 months (r = -0.40, P = 0.057) where decreased winter sea ice conditions
under La Niña events might allow more intense wind mixing of the water column and thereby
increase the nutrient standing stocks. As a result of the leading modes’ mixed effects, there
was no statistically significant correlation between bloom and nutrient variability revealed
by this leading mode.
2.5.5. Physical and Climate Forcing for the DJFM Bloom and Drawdown
of Nitrate and Phosphate. Based on cross correlations among each group of dynamics,
climate and physical forcing mechanisms were established which appear to shape the inter-
annual variability of the seasonal phytoplankton blooms and resultant nutrient drawdown.
Although correlations between individual pairs are evaluated to infer causal relationships,
the statistical significance of the overall correlation chain, from climate variability to nutrient
drawdown via sea ice or water column stability, is difficult to examine, especially while still
preserving the direction of the flow in the entire chain of mechanisms. Instead, a comple-
mentary statistical analysis was additionally performed by establishing the generalized linear
models (GLMs, detailed description on the methodology is available in 3.3.2) via stepwise
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regression to predict the nutrient standing stocks as a linear sum of the same suite of climate
and physical variables evaluated in this study. The GLMs for N, P, and Si drawdown were
established. Among them, only phosphate showed that its drawdown during the DJFM
period (P PC2) was expressed as a linear sum of negative winter (July) SAM, increased
SDS, and high DJFM bloom (high Chl PC1) simultaneously [Table 2.9]. This is consistent
with the winter SAM pathway [Figure 2.11b-g-f-h], providing additional confidence in as-
sessing the robustness of the forcing mechanisms established based on individual pairwise
correlations. Nitrate and silicate GLMs showed slightly different linear equations from the
pathways shown in Figure 2.11, where only part of the hypothesized physical and climate
forcing variables was entered as significant predictors for N or Si drawdown. Furthermore,
no direct correlations were observed between the topmost and the bottommost of the entire
chain correlations. However, there is no a priori reason to suppose that these results simply
indicate no coupling between the two; it suggests, rather, that the coupling is modulated
through physical and ecological processes.
Phytoplankton blooms in the coastal WAP waters are typically dominated by diatoms
and cryptophytes [44, 45, 46, 20, 47]. The seasonal bloom starts by a large accumulation
of diatoms in spring as sea ice retreats, which is then followed by cryptophytes in warmer,
fresher waters in summer as glacial meltwater further increases the stability of the upper
water column [39, 48, 49, 36]. In a final successional stage of the seasonal blooms, a mixture of
diatoms and other phytoplankton groups again dominates the blooms [45, 48]. In this regard,
the DJFM bloom revealed by Chl EOF1 may reflect the seasonal succession of different
phytoplankton groups throughout the growing seasons, which might also preclude significant
correlations with silicate drawdown (Si EOF) due to non-diatoms.
The DJFM drawdown of nitrate and phosphate were triggered by both winter and spring
SAM pathways. Under negative SAM conditions in the preceding winter, enhanced sea ice
conditions promote water column stratification as sea ice melts, induce a diatom bloom [13],
and therefore nutrient drawdown in spring. As seasons further progress, due to positive
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Table 2.9. Summary of the GLM and associated statistics of phosphate draw-
down. P drawdown during DJFM (P PC2) was expressed as a linear sum of
negative July SAM, positive SDs and Chl PC1, which is consistent with the
proposed “winter SAM pathway” for P drawdown in Figure 2.11. The ta-
ble presents regression coefficients (a1-a4) for a particular independent forcing
variable and their standard errors (S.E.), t-statistics and P -values. Larger ab-
solute values of t-statistics indicate a larger influence of a particular predictor
variable on the dependent variable (i.e. log10Chl PC1). The best model selec-
tion was via achievement of the lowest corrected Akaike Information Criterion
(AICC) values in a stepwise manner. Distribution: normal; AICC = 137.03;
Observations = 17; Error degrees of freedom = 13; Estimated diseprsion =
124; F -statistic vs. constant model = 6.67; P -value = 0.00576; Adjusted r2 =
0.52. Variation Inflation Factors (VIFs): SAM July = 1.14; SDSNov-Dec= 1.13;
Log10Chl PC1 = 1.01. Following a typical threshold value of 4.0 at which
the multicollinearity problem (i.e. two or more predictor variables are highly
correlated in a multiple regression model) can be ignored for a particular pre-
dictor variable [43], we confirmed that all VIFs in each model are less than 4.
DJFM phosphate drawdown (i.e. P PC2)
P PC2 = a1 + a2(SAM July) + a3(SDSNov-Dec) + a4(Log10Chl PC1)
Estimated coefficients:
Intercept Estimate S.E. t-statistics P -value
a1 -15.96 6.01 -2.66 0.020
a2 -7.17 3.57 -2.01 0.066
a3 208.67 61.89 3.37 0.005
a4 16.90 6.46 2.62 0.021
SAM conditions in spring, wind speeds increase which disrupt the established stratification
of the upper water column. This may temporally terminate the diatom bloom, induce
the replacement of diatoms by other phytoplankton groups [50, 48], and sustain nutrient
drawdown throughout summer. This succession corresponds to the DJFM bloom (Chl EOF1)
where the secondary peak of a positive anomaly reappears in January-February, 1-2 months
after the late December peak. Therefore, this suggests that disrupted stability of the upper
water column due to wind forcing may put an end to the first stage of the seasonal blooms
and provides a chance to other taxa to take over, resulting in a dominant pattern of sustained
drawdown of nitrate and phosphate by March. On top of this, the DJFM bloom years showed
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the periodicity of positive peaks of every 4-6 years, consistent with observations by [13].
2.5.6. Physical and Climate Forcing for the Springtime Bloom and Drawdown
of Silicate. Another 20% of the total Chl variability was captured by the second mode,
which represents a shorter, springtime diatom bloom as revealed by the correlation between
the Chl PC2 and Si PC2. This springtime ND bloom is not an annually occurring feature as
indicated by the climatology. The ND bloom and resultant drawdown of silicate is influenced
by reduced spring sea ice extent, which tends to be caused by La Niña conditions in the
preceding winter. Reduced spring sea ice extent may also be interpreted as an early spring
sea ice retreat based on a significant correlation between sea ice extent and retreat (r =
0.56, P = 0.0083 for October sea ice extent versus day of retreat). This implies that the
ND silicate drawdown years are shaped by early sea ice retreat. There are two possibilities
for the ND drawdown of silicate: (1) formation of diatom blooms as sea ice breaks, melts,
and introduces an abrupt input of ice-derived freshwater to the surface waters which induces
strong stratification and/or (2) a massive release of diatom cells residing within the sea ice.
Both events foster ice edge-associated spring diatom blooms [51, 12]. However, it should be
noted that this relationship is also complicated by the fact that sea ice retreat in the WAP
is influenced by wind-driven advection, rather than in situ melting [12].
2.5.7. Effects of Dilution on Nutrient Variability by Freshwater Inputs. It is
hypothesized that Palmer Station B is impacted by freshwater inputs from the adjacent Mar
Glacier which has significantly retreated over the past decades [52]. OMP analysis demon-
strated that nutrient concentrations indeed were diluted as relative fractions of meteoric
water increased as seasons progressed. However, the amount of dilution due to freshwater
inputs turned out to be insignificant compared to biological drawdown, falling within the
range of uncertainties. If sea ice melt is assumed to be still minor compared with meteoric
water in future years, nutrients need to be further diluted at least an order of magnitude
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more to equal the range of uncertainties of 0.47-0.48 μmol l-1, which corresponds to approx-
imately 16% more meteoric water input than the observed maximum (in terms of a fraction
contribution).
2.5.8. Implications for Climate Change. Freshwater inputs from glacial melting
poses an important question about biogeochemical processes in an era of climate change
along the WAP [53, 54, 41]. With trends of atmospheric and ocean warming, freshwater
inputs are likely increasing as a result of increasing sea ice and glacial melt in addition to
increasing precipitation [3, 55, 56, 41], though it is notable that in northern Marguerite Bay,
where a decade-long time series of oxygen isotope data exists, there has been a decline in
meteoric water in the upper mixed layer due to increasing vertical mixing driven by sea ice
loss [36]. The heat content of Upper Circumpolar Deep Water (UCDW) delivered onto shelf
has already increased [32, 57], and more frequent delivery is expected as a consequence of an
increasing trend in +SAM, which is in turn affected by stratospheric ozone depletion [58, 59].
In principle, freshwater inputs dilute nutrients while delivery of UCDW increases nutrients.
Even so, not every UCDW intrusion may cause the observed temporal increases of nutrients;
rather, the impacts depend on the phase of the bloom and nutrient drawdown at the time
of intrusions. The seasonal timing of blooms and nutrient drawdown may also be subject to
climate change. These nonlinear aspects of biogeochemically-responsive physical processes
complicate understanding, but will be important to explore in future to further elucidate the
nutrient dynamics in this rapidly-changing region.
2.6. Conclusions
Major findings of our study can be summarized as follows. First, linear regressions
with annual and monthly indices of each group of dynamics imply an ultimate control of
climate modes on nutrient variability, but only providing a crude way to examine such
connections as it cannot demonstrate the effects of phenology and event-scale biological
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drawdown of nutrients. Accordingly, more detailed analysis was performed based on EOF
analysis. The most dominant seasonal signals of all three macronutrients exhibit a mixed
effect of variability in the baseline of pre-bloom, initial nutrient standing stocks set by ENSO-
driven wintertime mixing dynamics. The second most common seasonal signals of nitrate
and phosphate represent the DJFM drawdown as a consequence of the DJFM phytoplankton
bloom, which consists of a succession of mixed phytoplankton assemblages. In contrast, the
second most common seasonal signal of silicate reflects the ND drawdown due to concurrent
diatom blooms. It is notable that these different seasonal variability patterns of the bloom
and nutrients are shaped by different suites of climate and physical forcing mechanisms.
Years of high DJFM bloom and drawdown of nitrate and phosphate are influenced by winter
and spring SAM pathways. In contrast, years of high ND drawdown of silicate due to diatom
blooms are induced by early sea ice retreat, following a spring sea ice pathway linked to La
Niña conditions in the preceding winter. Finally, the effect of dilution of freshwater inputs
by sea ice, glacial melt, and precipitation on nutrients does not seem to be significant as
examined for the recent two years with phosphate as an example. However, if long-term
climate change and ocean warming accelerate along the WAP, it is possible that glacial melt
water poses a more important control on overall behavior of nutrients in the coastal waters
along the WAP.
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Abstract
In this study, we analyzed 11 years (2002-2014) of observations of heterotrophic bacteria
at Palmer Station (64.8°S, 64.1°W) in the coastal West Antarctic Peninsula (WAP). Two
bacterial variables were investigated over a full austral growing season (October-March):
bacterial production (BP) via 3H-leucine incorporation rates and bacterial biomass (BB) via
bacterial abundance. There was strong seasonal and interannual variability in the degree
of bacterial-phytoplankton coupling with varying time lags. On average, BP was a minimal
fraction of primary production (PP), which is equivalent to about 4% of PP, consistent with
previous observations in polar waters. BP was more strongly correlated to chlorophyll (Chl)
than PP, implying that heterotrophic bacteria relied on dissolved organic carbon (DOC)
originated from a variety of trophic levels in the polar marine food-web (e.g. zooplankton
sloppy feeding and excretion) as well as directly on DOC produced from phytoplankton. The
degree of bottom-up control on bacterial growth was also examined based on the slope of
1AUTHORS: Hyewon Kima,b*and Hugh W. Ducklowa,b
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linear regressions between BB and BP. The degree of bottom-up control on bacterial abun-
dance was moderate and relatively consistent across entire growing seasons. This suggests
that bacteria in the coastal WAP system undergo consistent DOC limitation. Temperature
was also one of the factors which control BP rates, but its effect was weaker than that of
DOC. Finally, we established generalized linear models (GLMs) for monthly composites of
BP and BB via stepwise regression to investigate a set of physical and biogeochemical forcing
factors responsible for the observed bacterial variability. Physically, elevated bacterial pro-
cesses by high BP and large BB were influenced by a stratified upper water-column, which
is similar to physical forcing mechanisms favoring phytoplankton blooms. High sea surface
temperature (SST) also significantly promoted bacterial processes. Biogeochemically, high
BP and large BB were shaped by high PP and bulk DOC concentrations in the upper wa-
ter column. Based on these findings, we suggest an increasingly important role of marine
heterotrophic bacteria in the coastal WAP food-web as climate change and ocean warming
introduce a more favorable environmental setting for enhancing BP due to increased DOC
concentrations from retreating glacier, a more strongly stratified upper water-column from
increasing ice-melt, and a baseline shift of water temperature from more frequent delivery
of warming Upper Circumpolar Deep Water (UCDW) onto the WAP shelf.
3.1. Introduction
3.1.1. Marine Heterotrophic Bacteria. Oceanic heterotrophic bacteria are key com-
ponents of marine food webs as they utilize and remineralize dissolved organic carbon (DOC)
and organic nutrients, mobilize carbon for upper trophic levels mediated via microzooplank-
ton grazing, and thereby ultimately affect carbon fluxes and cycling in the ocean [60, 61].
This pathway is so called microbial loop or microbial food web, which starts with DOC and
its transfer ultimately to the highest trophic level mediated by heterotrophic bacteria [Figure
3.1].
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Figure 3.1. The diagram showing microbial loop dynamics or microbial food
web in marine ecosystems (adopted from [60]). Marine heterotrophic bacteria
uptake dissolved organic material (DOM) fixed by primary producers. Most
of the DOM taken by bacteria is respired back to carbon dioxide, while only
some fraction is assimilated and re-introduced into the classical marine food
webs. By forming a microbial loop, heterotrophic bacteria ultimately influence
carbon cycling and fluxes in the oceans. DMS, dimethylsulphide; hv, light;
POM, particulate organic matter.
Due to the lack of external inputs of DOC, such as terrestrial and allochthonous inputs,
Antarctic coastal waters are characterized by low bulk DOC concentrations compared to
other coastal ecosystems. Therefore, bacteria must ultimately rely on in situ DOC derived by
phytoplankton [62, 63] and/or from other trophic levels and processes including zooplankton
grazing, sloppy feeding, excretion and cell lysis [64]. This provides the rationale of the fact
that bacterial variability should be coupled with phytoplankton variability. Many studies
explored bacterial-phytoplankton coupling in the coastal WAP [65, 13], which have shown
similar results reported in other Antarctic marine ecosystems [66, 67]. In Palmer Station
waters, it was demonstrated that bacterial blooms occurred in years of positive chlorophyll
64
(Chl) anomalies [13]. In the greater Palmer region, [65] demonstrated that the degree of
bacterial coupling with phytoplankton processes varied depending on the space and time
scales they analyzed.
3.1.2. Bacterial-Phytoplankton Coupling. The ratios of bacterial production (BP)
to PP (BP:PP) are typically low in polar waters indicating that only a small portion of PP
supports bacterial carbon consumption [68, 65, 69]. For comparatively low BP rates than
PP, it has long been hypothesized that bacterial growth in Antarctic waters is inhibited
by low temperature [70], low terrestrial fluxes of biologically available dissolved organic
material (DOM) [71, 69], and strong top-down control by bacterivore grazing and viral
lysis [72]. Recently, it was shown that temperate bacteriophage infection imposed a strong
top-down control on BP [73]. The compiled study from a variety of marine ecosystems
by [74] found that BP:PP ratios significantly increase with temperature, but only below
4℃, which they attributed to reduced bacterial uptake of DOC in cold waters without a
significant decrease of PP at the same time. In contrast, [65] discussed that temperature
per se does not seem to regulate BP, but that high BP was rather associated with the
magnitude of phytoplankton processes. However, their analysis was constrained to limited
duration (January), providing snapshots of microbial loop dynamics in the middle of Austral
summer. Bacterial responses may change across different time and space scales, which may
lead to season or space dependent behaviors of bacterial-phytoplankton coupling. Thus, it
is important to revisit this topic with seasonally extended data sets and over longer time
spans.
The coastal WAP is a very productive ecosystem with intense phytoplankton biomass
accumulations (i.e. high Chl) during short Austral growing seasons as spring sea ice-melt
induces stratification of the upper water column and subsequently alleviates light limitation
to phytoplankton cells [12, 11]. As addressed in 2.1.2, strong seasonal and interannual
variability of ecological and biogeochemical processes are features consistently observed along
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the WAP, which is influenced by large-scale climate variability including the SAM and ENSO
and their impacts on local physical drivers such as sea ice, upper ocean physics, and local wind
patterns. The teleconnection of ENSO with the WAP has similar effects as the SAM, where
El Niño conditions cause fewer storms and colder air temperatures causing enhanced winter
sea ice growth. Similarly, the negative SAM causes favorable environmental conditions for
enhanced winter sea ice growth as a result of increased cold southerly winds blowing across
the WAP [6]. [13] demonstrated that positive Chl anomalies occurred every 4-6 years under
the negative phase of winter SAM as it leads to a stabilized water column from large sea ice
extent during preceding winters as well as by reduced wind speeds in the following under
the positive SAM in the spring. Consistently, biological drawdown of dissolved inorganic
macronutrients at Palmer Station is also regulated by a similar suite of physical and climate
forcing mechanisms as addressed in 2.5.5 and 2.5.6 [75].
3.1.3. Aims of the Study. Compared to other ecological and biogeochemical processes
(e.g. phytoplankton and nutrients), impacts of physical and climate forcing factors on other
components of polar marine food webs, especially marine heterotrophic bacteria or microbial
loop dynamics, have not been addressed. The coastal WAP is an ideal ecosystem for exploring
these relationships given its well-established connections with physical and environmental
drivers. Here, we report seasonal and interannual variability of bacterial dynamics in the
coastal waters off Palmer Station B in the WAP, based on decadal (2002-2014) data sets of
two bacterial variables, BP and bacterial biomass (BB), over the Austral growing season of
October to March. The term bacteria here denotes marine heterotrophic bacteria given a
very small fraction of autotrophic bacterioplankton (usually <1% of total bacterial count) as
well as a low fraction of archaea in the upper 100 meter of the WAP waters in summer [76].
Based on BP and BB, we addressed interannual variability of seasonal bacterial dynamics, the
degree of bacterial-phytoplankton coupling, and of resource (bottom-up) control on bacterial
growth, and how these couplings change seasonally and interannually. Additionally, we
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investigated a potential suite of physical and biogeochemical forcing factors responsible for
the observed variability of BP and BB using time series of the WAP relevant climate and local
physical and biogeochemical parameters. We hypothesized that enhanced bacterial processes
via high BP and large BB are influenced by similar sets of physical forcing mechanisms
as phytoplankton biomass accumulations [75, 13] however, recognizing the possibility of
complicating effects from low temperature in the coastal WAP.
3.2. Materials and Data Sets
3.2.1. Sample Collection. The study area is located at Palmer Station B (64.8°S,
64.1°W) in the coastal WAP [Figure 2.1]. Samples for bacterial and other ecological and
biogeochemical properties (e.g. DOC, PP, and Chl) were collected on a twice-weekly basis
over the 2002-2003 to the 2014-2015 Antarctic field seasons, with a Go-Flo bottle cast from
a Zodiac boat. Samples were not collected during the 2007-2008 field season due to logistical
reasons. Usually 4-6 samples were obtained in the upper 50 m. Initial date of sampling
was determined by sea ice retreat allowing small boat access to sampling sites. Termination
of each season was determined by vessel scheduling. Typically, sampling lasted from late
October to late March.
3.2.2. Measurement of Bacterial Production via 3H-Leucine Incorporation.
The 3H-leucine incorporation rate of the collected water samples was measured to derive
BP rates. We followed a modified protocol of the original leucine assay proposed by [77],
as described in [65]. The 3H-leucine incorporation rate (pmol l-1 h-1) was converted to BP
rates (mgC l-1 h-1) using the factor 1.5 kgC mol-1 leucine incorporated [78]. We recognize
that conversion factors may vary [74]; but adopted a constant factor to facilitate comparison
with other studies [65].
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3.2.3. Measurement of Bacterial Abundance via Flow Cytometry. BB was de-
rived from bacterial abundance measurements. Samples for bacterial abundance were an-
alyzed within 6-h of collection by flow cytometry following the protocol of [79] on Accuri
C6 (Becton-Dickinson). Total bacterial concentrations were determined by adding 1 μm
microspheres (Polysciences, Warrington, PA) and 5 μM final concentration of SYBR-Green
stain to 0.5 ml of samples. The incubated samples were measured for 2-min at a low flow
rate. Total bacterial cells and beads were enumerated in cytograms of side scatter (SSC)
vs. green fluorescence (FL1). The absolute concentration of stained cells was calculated
using the total sample volume analyzed, as determined by the count of the added micro-
spheres. Bacterial abundance was then converted to BB using 10 fgC cell-1 [80]. Thus,
BB in our study simply reflects bacterial abundance integrated in the upper water-column,
not incorporating the effect of cell volume changes over time and space. The time series
data for both BP and BB values (dataset 47) are archived at the Palmer LTER Datazoo
(http://oceaninformatics.ucsd.edu/datazoo/data/pallter/datasets). Other complementary
datasets for the purpose of comparing with bacterial properties are also available at the
Palmer LTER Datazoo: Chl (dataset 126), 14C-PP or PP (dataset 127), and DOC (dataset
70) and full descriptions on their analysis and measurements are found in Supplementary
Material.
3.2.4. Calculations of Bacterial Standing Stocks. Due to a weak variability of
bacterial indices below 50 m and the shallow depth of Palmer Station B, 3H-leucine incorpo-
ration rates and bacterial abundance were depth-integrated to 50 m. This is also the depth
at which Chl and PP are typically at or near zero and at which macronutrients first reflect
their maximum water-column concentrations [75]. Thus, depth-integrated standing stocks
for bacterial properties (mgC m-2 d-1 for BP and mgC m-2 for BB) provide a consistent basis
of comparison across months, seasons, years, and other datasets. Prior to depth-integration,
replicate values at the same depth were averaged and the values at the shallowest depth (<
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5m) were extrapolated to the surface if the surface samples were missing. The values at
50 m were linearly interpolated if not sampled. The depth-integrated standing stocks were
calculated only when the values for at least 3 discrete depths were measured in the upper 50
m. Otherwise, the depth-integrated stocks were estimated using a linear regression between
surface and depth-integrated values (r2 = 0.64-0.79, all P < 0.001).
3.2.5. Measurements of Primary Production (PP), Chlorophyll (Chl), and
Dissolved Organic Carbon (DOC). PP was measured via a 14C bicarbonate incorpora-
tion method in 24-h incubations. Samples for each light level (determined from photosyn-
thetically active radiation or PAR) were split into four 125 ml incubation bottles, to which
was added by 5 μCi 14C-bicarbonate. Two bottles were located in an on deck incubator
with running seawater to maintain temperature at corresponding light levels created with
nickel plated screens, while one bottle was located in a refrigerator for a dark uptake blank.
For time zero particulate carbon uptake, 100 ml water from the fourth bottle was filtered
onto 25 mm Whatman GF/F filters (7 μm pore size), immediately acidified with 20% hy-
drochloric acid to allow offgas for 12-h, and read on an LSC (Perkin-Elmer). After 24-h, the
3 treatment bottles were retrieved from the incubators and analyzed. Chl was determined
fluorometrically on acetone extracts. Samples were filtered onto GF/F filters and frozen at
-80℃ prior to fluorometric analysis. Samples for DOC were harvested from the CTD rosette
by gentle in-line gravity filtration through precombusted GF/F filters and were frozen at
-20℃. DOC concentrations of the collected samples were measured using a Shimadzu TOC-
V Total Organic Carbon Analyzer following standard the Joint Global Ocean Flux Study
(JGOFS) protocol.
3.3. Statistical Analysis
3.3.1. Empirical Orthogonal Function (EOF) Decomposition. The procedure for
EOF anlaysis is described in 2.3.3 [Equations 2.1-2.13]. In contrast to EOF analysis of Chl
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and nutrients, we base our EOF decomposition on the covariance matrix for each bacterial
property. The first 4 EOFs were used for BP accounting for 86.6% of the total BP variability
to filter out noise in the data set, while the first 5 EOFs were used for BB accounting 97.9%
of the total BB variability after visually examining eigenvalue and scree plots. These first
4-5 EOF modes are combined to provide a smooth, reduced-space interpolant data across
the grid in seasons and years.
3.3.2. Generalized Linear Models (GLMs) by Stepwise Regression. We estab-
lished GLMs for BP and BB by stepwise regression to investigate large-scale climate and
local physical and biogeochemical forcing factors predicting high BP and large BB, respec-
tively. The predictor (independent) variables tested for model selection are summarized in
Table 3.1. Climate, sea ice, water-column stability, and meteorological parameters [Table
2.1] were tested as independent variables.







Depth integrated (to 50m) amount of volumetric
chlorophyll a values (μg l-1)
PP standing stock
(mmol m-2)
Depth integrated (to 50m) amount of volumetric
14C-PP rates (mg m-3)
DOC standing stock
(mmol m-2)
Depth integrated (to 50m) amount of volumetric
DOC values (μmol l-1)
When performing stepwise regression analysis for GLMs, it is critical that a response
(dependent) variable being modeled is normally distributed. To ensure each data set comes
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from as much like a normal distribution as possible, the BP data set was log10 transformed
and the BB data set was square root transformed.
Model selection of GLMs was based on the corrected Akaike Information Criterion
(AICC). Typically, an ordinary, uncorrected version of AIC is used to determine the signifi-
cance of each predictor variable in the model, where the residual sum of squares is penalized
by twice the number of parameters time the residual mean square of the initial model [81].
The usage of AICC allows, additionally, the selection of the model with the closest to optimal
balance between goodness of fit and parameterization, while making a correction for small
sample size typically as in the case of ecological time series [82].
Predictor variable terms [Table 2.1 and Table 3.1] were added and removed in order of
greatest reduction in the AICC value in a stepwise manner (i.e. a combination of backward
elimination and forward selection). Then, the final GLMs were determined from a sequence
of the steps, which minimizes the AICC, associated statistics, and has a fewer number of
predictor variables, if possible, to avoid overfitting in the model. The models tested include
multiple types, including linear models (e.g. constant and linear models) and nonlinear
models (e.g. quadratic, pure quadratic, and interactions). Finally, statistical stability of
the established BP and BB GLMs was assessed based upon two criteria: (1) normality of
the residuals of the selected GLMs and (2) a low degree of multicollinearity of the used
predictor variables. We confirmed based on normality tests (e.g. Jarque-Bera, Lilliefors, and
χ2 goodness-of-fit) that the residuals between modeled and observed BP and BB are from a
normal distribution at a 95% confidence interval (CI). This indicates that linear relationships
between the predictor and response variables are not affected by outliers or highly skewed
predictor variables. Multicollinearity, a statistical phenomenon where predictor variables in
a multiple regression model are highly correlated, leads to a reduction in the ability to detect
reliable effects of correlated variables. To examine how much the variance of the coefficient
estimates are being inflated by multicollinearity in each bacterial GLM, we calculated the
variance inflation factors (VIFs) for each predictor variable used in the GLMs. The selected
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GLMs and associated statistics are summarized in Tables 3.2-3.5.
3.4. Results
3.4.1. Depth distributions of Bacterial and Phytoplankton Properties. Depth
contours of temperature and salinity showed seasonal evolutions in the upper water column
with significant interannual variability in terms of the timing. Seasonal warming of the water
column started from early to late December (day 340-365) with corresponding decreases of
salinity (i.e. freshening) from surface of the water column [Figure 3.2a-b]. High 3H-leucine
incorporation (> 50 pmol l-1 h-1) or large bacterial abundance (109 cells l-1) generally followed
high phytoplankton values (> 100 mgC m-3 d-1; 5-10 mg Chl l-1) with varying lags from a few
days (days of year 335-350 in 2012-2013) [Figure 3.2c-e] up to a month (days of year 410-425
in 2005-2006 and days of year 365-395 in 2012-2013) [Figure 3.2c-e], though not always. For
example, there was anomalously high 3H-leucine incorporation in 2010-2011 (day of year
365-410) [Figure 3.2e], but with only a slight increase of Chl [Figure 3.2d] and a lack of high
PP [Figure 3.2c]. This discrepancy was also observed in the year 2011-2012. Conversely, high
Chl and PP did not result in high 3H-leucine incorporation events as shown in December of
2003-2004. Furthermore, high 3H-leucine incorporation did not always co-occur with large
bacterial abundance as shown in years 2010-2011, 2011-2012, and 2012-2013 [Figure 3.2e-f].
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Figure 3.2. Time-depth distributions of physical properties (a. temperature,
b. salinity), volumetric phytoplankton (c. PP, d. Chl) and bacterial properties
(e. 3H-leucine incorporation rates, f. bacterial abundance) for individual years
(2002–2003 to 2014–2015) over full growing seasons (day of year 290 to 440
or mid-October through March). Black triangle marks on the x-axis indicate
sampling time points.
3.4.2. Bottom-Up Control on Bacterial Growth. To assess the degree of bottom
up (resource or substrate) control on bacterial growth, we examined slope values from signif-
icant log-log regressions of BP and BB [83, 84] both for seasons and individual years [Figure
3.3]. For annual slope values [Figure 3.3a] slope values were calculated from BP-BB regres-
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sions by pooling all monthly data together in each individual year. For seasonal slope values
[Figure 3.3b], slope values were calculated from BP-BB regressions by pooling all yearly data
together in each particular month. The slope value plots from BP-BB regressions are also
overlaid with slope values from SST-BP regressions to compare bottom-up control with the
strength of temperature control on bacterial activity[85]. When pooled for all seasons and
years, the slope value from BP-BB regressions was 0.35 (r2 = 0.26, P < 0.001, n = 333)
[Figure 3.3c], while the slope value from SST-BP regressions was 0.14 (r2 = 0.20, P < 0.001,




* * * * * * *
* * * * * * * * * * * * *
Figure 3.3. The degree of bottom-up control on bacterial biomass (BB) and
of temperature control on bacterial production (BP) based on the slope values
from log-log regressions of BP-BB and of sea surface temperature (SST)-BP.
The degree of bottom-up control on BB and of temperature control on BP
were examined from regression slope values between those variables (asterisk
on top of plot indicates significant regressions at P < 0.05). For each year’s
slope values (a), the slope values for that year were calculated by pooling all
seasonal months’ data in that particular year. For seasonal slope values (b),
the slope values for each month were calculated by pooling all individual years’
data in that particular month. When pooled for all seasons and years (c, d),
the regression slope value for BP-BB was 0.35 (r2 = 0.26, P < 0.001, n = 333)
and the regression slope value for SST-BP was 0.14 (r2 = 0.20, P < 0.001,
n = 314). Error bars indicate standard deviation of the slope value at 95%
Confidence Interval (CI).
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Annual slope values (only from significant relationships) of BP-BB regressions ranged
from 0.23 in 2003-2004 to 0.58 in 2009-2010, showing a considerable interannual variability
in the degree of bottom-up control [Figure 3.3a]. Unlike significant bottom-up control in
most years, temperature control was significant only for half of our study years. Temperature
control was never stronger than bottom-up control in any years [Figure 3.3a].
Seasonally, the regression slope values for BP-BB were very consistent with a value near
0.32 [Figure 3.3b]. Most seasons showed a significant bottom-up control except for October.
However, temperature control was only significant for less than the half the growing seasons,
only evident in December and February [Figure 3.3b]. The strength of temperature control
on BP was higher in February than in December.
3.4.3. Bacterial-Phytoplankton Coupling. To assess the degree of bacterial cou-
pling with phytoplankton processes, we examined slope values from significant log-log regres-
sions between PP or Chl (as an independent variable, X) and BP (as a dependent variable,
Y). The regressions were assessed seasonally and annually. when pooled for all seasons and
years, the slope value from log-log regression of Chl-BP was 0.32 (r2 = 0.12, P < 0.001, n
= 271) [Figure 3.4c], while the slope value from log-log regression of PP-BP was 0.17 (r2 =
0.07, P < 0.001, n = 230) [Figure 3.4d]. The BP:PP ratio [Figure 3.5b] was calculated from
annually integrated PP and BP (days 290-440) [Figure 3.5a]. The 11-year mean BP:PP ratio
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Figure 3.4. The degree of bacterial-phytoplankton coupling based on the
slope values from log-log regressions of phytoplankton properties (PP, Chl)-
BP. The degree of BP coupling with phytoplankton activity (PP) and biomass
accumulation (Chl) was assessed using the slope values from log-log regressions
of PP (or Chl)-BP (asterisk on top of plot indicates significant regressions at P
< 0.05). For each individual year’s slope values (a), the slope values for each
year were calculated by pooling all monthly data in that particular year. For
seasonal slope values (b), the slope values for each month were calculated by
pooling all individual years’ data in that month. When pooled for all seasons
and years (c, d), the regression slope value for Chl-BP was 0.32 (r2 = 0.12, P
< 0.001, n = 271) and the regression slope value for PP-BP was 0.17 (r2 =
0.07, P < 0.001, n = 230). Error bars indicate standard deviation of the slope
value at 95% CI.
Annual-scale PP-BP regressions were largely absent except for 2005-2006 and 2010-2011
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with slope values of 0.57 and 0.46, respectively [Figure 3.4a]. In contrast, significant Chl-BP
regressions were more frequent with slope values ranging from 0.33 to 0.56 (years 2005-
2006, 2009-2010, 2010-2011, 2013-2014, and 2014-2015) [Figure 3.4a] showing a considerable
interannual variability in the degree of Chl control on BP. Seasonally, PP-BP regressions
were only significant in October, January, and February, while significant Chl-BP regressions
were more frequently observed (November to February) [Figure 3.4b]. The PP-BP regression
slope values (only significant relationships) ranged from 0.26 to 0.41. The slope values from




Figure 3.5. Annually integrated BP, PP (a) and the ratio of BP to PP
(b). Reduced space optimal analysis (RSOA)-interpolated values [Figure 3.6,
Figure 3.7] were annually integrated from days 290 to 440 for BP and PP for
each year. Year annotations indicate the starting year of the austral growing
season (i.e. 02 for October 2002 to March 2003).
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3.4.4. Climatology of Seasonal Bacterial Dynamics. The individual year plots
indicate strong seasonal and interannual variability of BP and BB values [Figure 3.6, Figure
3.7]. From a climatological (2002-2014) perspective, on average, there was a gradual, seasonal
increase of BP rates from a seasonal minimum of 11.4 mgC m-2 d-1 to maximum at 46.4 mgC
m-2 d-1 in mid-January [Figure 3.8].
Figure 3.6. Interpolated (black solid line) BP rates in the upper 50-m using
the first 4 EOF modes, respectively (i.e. RSOA interpolation) for individual
years over entire growing seasons. The blue dots indicate 15-d means of mea-
sured values of BP. Year annotations indicate the starting year of the austral
growing season (i.e. 02 for October 2002 to March 2003).
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Figure 3.7. Interpolated (black solid line) BB standing stocks in the upper
50-m using the first 5 EOF modes, respectively (i.e. RSOA interpolation)
for individual years over entire growing seasons. The blue dots indicate 15-d
means of measured values of BB. Year annotations indicate the starting year
of the austral growing season (i.e. 02 for October 2002 to March 2003).
BP declined to ~109% of its starting value (seasonal minimum). In contrast, climatologi-
cal BB showed somewhat a different pattern than BP, with a sustained increase as the mean
growing season progressed, reaching a maximum of 419 mgC m-2 at the end of the sampling
period [Figure 3.8b]. Thus, we recognize the possibility of increasing BB values after the end
of our sampling period, but an analysis for extended seasons until Austral winter is beyond
the scope of our study. PP [Figure 3.8c] and Chl climatologies [Figure 3.8d] showed similar




Figure 3.8. Climatology of BP (a), BB (b), PP (c), and Chl (d). Climatology
(2002–2003 to 2014–2015) of depth-integrated (0–50m) BP (a), BB (b), PP
(c), and Chl (d) for a full growing season. The data in the calculation are
RSOA-interpolated data. Error bars indicate 1 standard error.
3.4.5. Interannual Variability of Seasonal Bacterial Dynamics. This section de-
scribes seasonal variability patterns (i.e. EOF) of BP and BB, and how these patterns vary
interannually (i.e. PC). We report first the two dominant EOF modes (EOF1-2) [Figure
3.9a, d] and their PC time series (PC1-2) [Figure 3.9c, f] to consider major seasonal pat-
terns (phenology) of bacterial processes. Next, we present anomalies relative to the 11-year






Figure 3.9. Empirical orthogonal function (EOF) and anomaly plots of
depth-integrated BP and BB. The EOF (a, d) patterns and RSOA-interpolated
anomaly plots (b, e) reconstructed using the first 4 and 5 dominant EOF
modes, accounting for 86.6 and 97.9% of total BP and BB variability, respec-
tively. The percentages captured by each EOF mode are presented in the
corresponding principal component (PC) time series (c, f), which indicates
interannual variability of the seasonal patterns detected by the corresponding
EOF. The red colors represent positive anomalies, and blue colors represent
negative anomalies relative to the climatology (2002–2003 to 2014–2015) [Fig-
ure 3.8] for each seasonal time bin.
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BP mode 1 (42% of total BP variability) was characterized by a gradual increase of BP
rates starting with a slight increase in late October, a peak in January, and then decreases
after February (BP EOF1) [Figure 3.9a], similar to the climatology. The seasonal maximum
of BP occurs from December to February (DJF) and is therefore termed “DJF bacterial
productivity.” The years of high DJF bacterial productivity were presented as high PC1
values (years 2005-2006, 2010-2011, 2012-2013, and 2013-2014) [Figure 3.9c]. BP mode 2
(20% of total BP variability) mainly captured the rest of the variability left out from BP
mode 1, showing elevated BP rates during November to the first half of December. The
years of this high November-early December, “spring bacterial productivity” were observed
as high PC2 values (years 2004-2005 and 2012-2013) [Figure 3.9c].
BB mode 1 (49% of total BB variability) represented high BB throughout growing seasons
with slightly higher biomass during DJF than other months (BB EOF1) [Figure 3.9d]. This
overall, seasonally increased BB pattern was captured by large PC1 (BB PC1, Figure 3.9f;
years 2005-2006, 2013-2014, and 2014-2015). Relatively speaking, BB mode 2 (22% of total
BB variability) represented large BB especially in the beginning of the season (October to
first half of November) and corresponded to large PC2 (BB PC2, years 2002-2003, 2010-2011,
and 2012-2013) [Figure 3.9f].
3.4.6. Physical and Biogeochemical Forcing Factors of Bacterial Dynamics.
Finally, based on our results from bacterial GLMs (BP and BB GLMs) we explored a po-
tential suite of physical and biogeochemical forcing factors responsible for the observed vari-
ability of each bacterial property. We first examined monthly summer (DJF) composites of
BP and BB since they show shared strong positive responses from the EOF plots during
these months [Figure 3.9a, d]. To see if bacterial responses to physical and biogeochemical
forcing factors differ outside of the DJF period, we additionally examined BP and BB GLMs
over entire phytoplankton growing seasons (October to March or ONDJFM). Thus, bacterial
GLMs (2002-2014) here explain an occurrence of years with high monthly composites of BP
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Table 3.2. Summary of generalized linear models (GLMs) and associated sta-
tistics for monthly composites of BP during summertime only. The monthly
composites of summertime (December-February or DJF). BP were expressed
as a linear sum of different physical and biogeochemical predictor forcing vari-
ables as shown in the equations below. The tables present regression coeffi-
cients (a1-a5) for a particular independent forcing variable and their standard
errors (S.E.), t-statistics, and P -values. Larger absolute values of t-statistics
indicate a larger influence of a particular predictor variable on the given de-
pendent variable. The best model selection was via achievement of the lowest
AICC values in a stepwise manner. Statistical stability of the selected GLMs
was tested based upon the normality of residuals and the low degree of mul-
ticollinearity. Distribution: Normal; AICC = -4.20; Observations = 20; Error
degrees of freedom = 15; Estimated dispersion = 0.031; F -statistic vs. con-
stant model: 5.18; P = 7.99 × 10-3; Adjusted r2 = 0.47; Variance Inflation
Factors (VIFs): Sea ice extent July = 1.23; MLDND = 1.49; Log10PP = 1.14;
Log10DOC = 1.44. Following a typical threshold value of 4.0 at which the
multicollinearity problem can be ignored for a particular predictor variable
[43], we confirmed that all VIFs in each model are < 4.
BP (DJF)
Log10BPDJF = a1 + a2(Sea ice extent)July + a3(MLD)ND + a4(Log10PP) + a5(Log10DOC)
Estimated coefficients:
Intercept Estimate S.E. t-statistics P -value
a1 -14.4 5.22 -2.76 0.015
a2 8.95 × 10-6 5.07 × 10-6 1.76 0.098
a3 -0.026 0.009 -2.77 0.014
a4 0.414 0.167 2.46 0.026
a5 3.99 1.50 2.67 0.017
and BB standing stocks during summertime (DJF) periods [Tables 3.2, 3.4], as well as over
entire growing seasons [Tables 3.3, 3.5].
During summertime (DJF), significant physical and biogeochemical forcing variables
shaping high BP included shallow MLD, high bulk DOC, and high PP (in order from stronger
to weaker forcing) [Table 3.2]. If extended to entire growing seasons, high SST was addi-
tionally observed as a significant physical predictor variable for high BP rates: high BP
rates during ONDJFM were influenced by high PP, high SST, and shallow MLD (stronger
to weaker forcing) [Table 3.3].
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Table 3.3. Summary of generalized linear models (GLMs) and associated sta-
tistics for monthly composites of BP during entire growing seasons (October-
March or ONDJFM). Distribution: Normal; AICC = -24.8; Observations =
38; Error degrees of freedom = 31; Estimated dispersion = 0.023; F -statistic
vs. constant model: 16.7; P = 1.7 × 10-8; Adjusted r2 = 0.72; Variance Infla-
tion Factors (VIFs): SAMJuly = 1.35; SST = 1.09; Sea ice extentJuly = 1.83;
MLDND = 1.17; Density gradientND = 1.80; Log10PP = 1.88. Following a
typical threshold value of 4.0 at which the multicollinearity problem can be
ignored for a particular predictor variable [43], we confirmed that all VIFs in
each model are < 4.
BP (ONDJFM)
Log10BPONDJFM = a1 + a2(SAM)July + a3(SST) + a4(Sea ice extent)July +
a5(MLD)ND + a6(Density gradient)ND+ a7(Log10PP)
Estimated coefficients:
Intercept Estimate S.E. t-statistics P -value
a1 -1.93 0.792 -2.44 0.021
a2 0.0317 0.0165 1.92 0.064
a3 0.132 0.030 4.37 1.31 × 10-4
a4 1.38 × 10-5 3.93 × 10-6 3.53 1.34 × 10-3
a5 -0.0263 6.50 × 10-3 -4.04 3.22 × 10-4
a6 -6.21 2.97 -2.09 0.045
a7 0.460 0.094 4.90 2.85 × 10-5
The BB GLMs during summertime (DJF) showed that large BB was influenced by high
salinity-driven density gradient and high PP (stronger to weaker forcing) [Table 3.4]. SST
was also a significant forcing factor for the BB GLM, but its effect is comparatively lower than
other forcing variables based on its lower absolute t-statistic value [Table 3.4]. As observed
in the BP GLM during entire growing seasons, high SST was also shown as a significant
predictor variable (in this case, as a “stronger” forcing variable based on a higher absolute
t-statistic value than BB GLM for DJF) for large BB if extended to entire growing seasons:
large BB was shaped by high salinity-driven density gradient and high SST (stronger to
weaker forcing) [Table 3.5].
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Table 3.4. Summary of generalized linear models (GLMs) and associated
statistics for monthly composites of BB during summertime only. Distribution:
Normal; AICC = 90.9; Observations = 20; Error degrees of freedom = 15;
Estimated dispersion = 3.6; F -statistic vs. constant model: 8.01; P = 0.001;
Adjusted r2 = 0.60; Variance Inflation Factors (VIFs): wind speed = 1.14;
SST = 1.36; Density gradientND = 1.50; Log10PP = 1.72. Following a typical
threshold value of 4.0 at which the multicollinearity problem can be ignored for
a particular predictor variable [43], we confirmed that all VIFs in each model
are < 4.
BB (DJF)
BB1/2DJF = a1 + a2(Wind speed) + a3(SST) + a4(Density gradient)ND + a5(Log10PP)
Estimated coefficients:
Intercept Estimate S.E. t-statistics P -value
a1 -5.32 6.86 -0.775 0.450
a2 0.918 0.437 2.10 0.053
a3 1.53 0.774 1.98 0.067
a4 80.2 30.7 2.62 0.019
a5 5.18 2.17 2.38 0.031
Table 3.5. Summary of generalized linear models (GLMs) and associated
statistics for monthly composites of BB during summertime only. Distribution:
Normal; AICC = 169.6; Observations = 38; Error degrees of freedom = 31;
Estimated dispersion = 5.41; F -statistic vs. constant model: 11.4; P = 8.59
× 10−6; Adjusted r2 = 0.54; Variance Inflation Factors (VIFs): wind speed =
1.40; SST = 1.33; MLDND = 1.06; Density gradientND = 1.09. Following a
typical threshold value of 4.0 at which the multicollinearity problem can be
ignored for a particular predictor variable [43], we confirmed that all VIFs in
each model are < 4.
BB (ONDJFM)
BB1/2ONDJFM = a1 + a2(Wind speed) + a3(SST) + a4(MLD)ND + a5(Density gradient)ND
Estimated coefficients:
Intercept Estimate S.E. t-statistics P -value
a1 6.41 3.12 2.05 0.049
a2 0.725 0.393 1.84 0.075
a3 2.07 0.463 4.47 9.72 × 10-5
a4 0.163 0.091 1.79 0.083
a5 153 33.0 5.90 × 10-5
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3.5. Discussion
Studies have investigated dynamics of heterotrophic bacteria in the WAP and adjacent
Antarctic ecosystems, with a focus on a variety of processes, including bacterial responses to
environmental gradients, coupling with phytoplankton, and community structure [86, 87, 66,
67, 65, 88, 89, 90]. However, these studies are mostly short-term and usually constrained to
just 1 or 2 years. Our seasonally extended (October-March) and decadal time series analysis
of bacteria highlights a set of patterns that have not been identified in the previous work,
including time-varying temperature control on BP and consistent DOC limitation throughout
the phytoplankton growing season. Our discussion begins with a broad overview of bacterial
dynamics using the depth contour plots for each season and year (see below).
3.5.1. Overview of Bacterial Dynamics Based on Depth Profiles. To first order,
depth profiles showed that high 3H-leucine incorporation rates generally followed large phy-
toplankton booms and were also almost always found in the upper water column coinciding
with high PP, thereby indicating a frequent, but variable coupling between bacterial and
phytoplankton processes in the coastal WAP waters. Bacteria and phytoplankton appeared
to be coupled (i.e. high bacterial events following large phytoplankton events), with varying
degrees of lag between the two. The different degrees of bacterial-phytoplankton coupling
could be attributed to different production rates of DOM from phytoplankton assemblages
and its rate of subsequent bacterial utilization, which is often a function of different bac-
terial clades [91, 92]. It was shown in Antarctic waters that up to a month was needed
for bacterial blooms to respond to diatom blooms due to delayed production and utiliza-
tion of macromolecular, polymeric DOM [93, 94], compared to shorter lags of a few days
at lower latitudes [83]. If bacterial blooms are dominated by fast growing bacteria such as
gammaproteobacterial clades (e.g. Ant4D3, Arctic96B-16), there may be a relatively short
lag between high BP and phytoplankton bloom events, in response to low-molecular-weight,
readily utilizable DOM than when dominated by slowly growing bacterial clades such as
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SAR86 [92]. Conversely, if bacterial metabolism is mainly based on high-molecular-weight
DOM, it likely leads to a longer lag. [89] demonstrated that different individual bacterial taxa
were dominant over the course of the bacterial bloom in the coastal WAP, which contributed
to different time lags in the bacterial responses to DOM. On the other hand, varying lags of
bacterial-phytoplankton coupling might also happen if bacteria rely not only on LDOC but
also on semi-labile DOC (SDOC) from previous months’ or years’ phytoplankton accumu-
lations [95, 96], which leads to a seemingly uncoupling or a coupling with a long lag (more
detailed discussion on SDOC is found in 3.5.6.2). In the Ross Sea, it was shown that bacterial
growth was strongly dependent on previously accumulated SDOC, at different rates over the
course of growing seasons, but SDOC was eventually entirely consumed by the end of the
season [68, 97]. Using 16S rRNA gene phylotype-derived prediction of microbial metabolic
pathways, [90] also showed that bacterial communities presented a differential distribution
for pathways associated with the degradation of DOC pools along the WAP, which likely
implies different bacterial clades might be responsible for utilization of different DOC pools
in our study.
In contrast, BP was occasionally decoupled from PP or Chl (e.g. December of 2003-
2004) [Figure 3.2c-e] where high phytoplankton processes did not lead to high BP events.
This implies that some other environmental factor prevents high bacterial activity despite
availability of organic carbon sources for bacteria. One possibility is low temperature, which
has long been hypothesized to cause low BP to PP ratios in polar waters [70]. In our depth
profiles, bacterial accumulations were rarely observed in early spring when SST was still
low (< ~0.5℃) [Figure 3.2a, e, f], implying that there might be at least some degree of
temperature control on bacterial activity in the coastal WAP waters. However, presumably
due to small sample size (n = 9) during the time of the observed decoupling (December of
2003-2004) [Figure 3.2c-e], SST was not significantly correlated to 3H-leucine incorporation
rates, thereby precluding a test of a direct effect of temperature. Regulation of diverse
bottom up control factors (e.g. Chl, PP) on BP is often manifested at larger scales [98, 65].
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Thus, by pooling all years’ data in each seasonal month, we subsequently investigated the
degree of temperature control on BP with greater sample size, using the slope values from
SST-BP regressions seasonally (see 3.5.2).
Our observations also showed that high BP did not always lead to large BB accumulations
(e.g. 2010-2011, 2011-2012, and 2012-2013). Here, top down control factors might play a
significant role in causing BP-BB decoupling, given that BB could only increase if bacterial
growth exceeds removal by grazers or bacterivore grazers are not capable of balancing the
production of enlarging bacterial cells [99]. Antarctic waters are often characterized with a
high grazing pressure of protozoan grazers on bacteria, which strongly limits large bacterial
accumulations [72]. In the coastal WAP, microzooplankton were specifically shown to exert a
substantial grazing pressure on bacteria, often removing >100% of BP [100]. Viral infection
and lysis were also shown as critical factors for causing significant bacterial mortality in
Antarctic waters [101, 73]. In 3.5.2 we discuss in detail the effect of bottom-up control on
bacterial abundance from our data, primarily using the slope values from BP-BB regressions.
3.5.2. Bottom-Up Control on Bacterial Abundance. In a steady-state system
where the bacterial utilization rate of DOM is coupled to its rate of supply, BP may be
considered a proxy for DOM input flux and thus indicative of bottom- up control [83].
Traditionally, predominance of bottom-up control on biomass of a certain trophic level has
been explored from log-log relationships between abundance (biomass) of that trophic level
and presumed controlling factors [102]. Following this approach, the strength of bottom-up
control on bacterial abundance has been assessed in diverse ecosystems using the slope of
significant log-log regressions of BP (DOC)-BB [103, 98, 104, 105, 106, 85, 107, 84]. Higher
slope values (i.e. stronger degree of BB dependence on BP) indicates stronger responses
of BB to increases in substrate (DOC) supply or BP, implying that bacteria experience
substantial DOC limitation. Conversely, if BB is not responsive to increases in BP, bacteria
are not DOC-limited; or possibly are efficiently removed by grazers and viruses.
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The regression slope values from our BP and BB data [Figure 3.3] indicate a very consis-
tent bottom-up control across seasons with an average slope value of around 0.32. This value
reflects a weak to moderate bottom-up control on bacterial growth [84]. The slope value was
never below the threshold slope value of 0.2 [84], implying that bacteria in this system were
always under some sort of resource limitation over entire growing seasons. Resource-wise,
bacteria could be limited by DOC, dissolved inorganic nutrients (e.g. nitrate and phosphate)
or trace metals such as iron. However, there is no evidence of macronutrient and iron limi-
tation on phytoplankton at this site [Sherrell, personal comm.]. Experiments by [108] also
suggested that the summertime bacterial community is not nitrogen limited in the WAP
coastal waters, given that bulk bacterial properties (e.g. BP and abundance) significantly
increased in response to experimental additions of glucose, but not to ammonium enrich-
ment. [107] suggested a seasonal switch from temperature to substrate supply as a major
controlling factor for bacterial abundance in the coastal Bay of Biscay, based on their ob-
servations of decreasing slope values from temperature-BP regressions and increasing slope
values from BP-BB regressions as seasons progress. The WAP system differs substantially
from their observations from estuaries [109]. In our study, temperature control on BP was
only significant in December and February, while consistent degrees of bottom-up control on
BB were evident over all months [Figure 3.3b]. Similar patterns were observed from indi-
vidual years’ slope values [Figure 3.3a]. Only the half of years showed a weak to moderate
degree of temperature control on BP, while most years were under weak to moderate DOC
limitations. When pooled for all years and seasons, temperature control was considerably
weaker than bottom-up control [Figure 3.3c, d]. Based on these observations, we suggest (1)
that bacteria in coastal WAP waters are always under some degree of DOC limitation and
(2) that both yearly and seasonally temperature also influences BP but the effect may not
be as large and consistent as DOC limits bacterial processes.
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3.5.3. Bacterial-Phytoplankton Coupling. In the coastal WAP ecosystem bacteria
may feed principally on in situ phosynthetic products released from phytoplankton to fuel
BP [62, 63] due to minimal inputs of terrestrial DOM and low bulk DOC concentrations
(40-50 μmol C l-1) in the water column [65]. The mean BP:PP ratio across all years and sea-
sons indicated that BP was equivalent to only 4% of PP, similar to the greater WAP region
and other polar seas [74, 65]. The degree of the dependence of bacteria on phytoplankton is
often assessed as BP:PP ratios with the reasoning that higher values mean tighter coupling.
However, we based our discussion regarding the covariation between bacteria and phyto-
plankton or bacterial-phytoplankton coupling on the slope values of significant regressions
between bacterial and phytoplankton variables [66, 67], not the absolute value of the con-
nection. When pooled for all seasons and years, the PP-BP slope value (i.e. the degree of
bacterial-phytoplankton coupling or PP control of BP) was 0.17 in our study [Figure 3.4d].
This is equivalent to 0.004 if recalculated from the untransformed (linear) regression, not sig-
nificantly different from the regression slope value reported from [65] for the peninsula-wide
offshore region during January.
BP was coupled with PP only in October, January, and February, while BP was mostly
coupled to Chl with stronger degrees of control (i.e. higher regression slope values) [Figure
3.4b]. Most years showed weak to strong coupling between Chl and BP with strong interan-
nual variability in the degree of Chl control on BP [Figure 3.4b], while only two years showed
a significant direct control of PP on BP. On average (over all seasons and years), the degree
of Chl control on BP (i.e. slope value of 0.32) also appeared to be stronger than that of PP
control on BP (i.e. slope value of 0.17). Thus, these results consistently suggest an overall
tighter coupling of BP with Chl than with PP. This implies that overall accumulations of
phytoplankton biomass might support BP, but not necessarily carbon flux from PP directly;
i.e. release of DOC from active phytoplankton with the timescale of 14C-PP measurements
(~1 day). This point was also raised by [65] to support their observation of tighter coupling
between Chl and BP as well, which they attributed to bacterial utilization of DOC from
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other sources like zooplankton grazing and sloppy feeding on the timescale of phytoplankton
stock turnover (~10 days).
Our analysis indicates that only a very minimal portion (i.e. 4%) of fixed PP supports
BP in the coastal WAP, corresponding to other studies in polar oceans [68, 69]. In the Ross
Sea, [110] showed that up to ~90% of phytoplankton-production is partitioned to the POC
pool, rather than routed through the DOC pool, which accounts for only about 10% of total
carbon fixed. Low accumulations of DOC were previously reported after phytoplankton
blooms in the WAP region [111]. These findings support our conclusion that the limited
supply of DOC is a primary reason for low BP:PP ratios. Such a low BP fraction of PP begs
a question about the fate of the large amount of unused PP or POC within the food-web
of the coastal WAP ecosystem. Using in situ O2:Ar measurements at Palmer Station, [112]
showed there was a period of intense net heterotrophy during the crash of a phytoplankton
bloom. They implicated increased respiration by zooplankton as a major fate of bloom
production. [113] also demonstrated with 15NO3- uptake and 234Th measurements that new
production exceeded export production by a factor of five at Palmer Station. Hence, it is
likely that a majority of PP is respired by intense heterotrophic respiration in the upper
water column, rather than appearing as bacterial production or being directly exported to
depth.
3.5.4. Climatology of Seasonal Bacterial Dynamics. Consistent with strong sea-
sonal and interannual variability of other ecological and biogeochemical properties along the
WAP [10, 12, 11, 65, 13, 114, 75], BP and BB also showed strong seasonal and interannual
covariability (see 3.5.5). Accordingly, the climatologies did not reflect occurrence of high BP
or bacterial blooms for any one particular year. Both BP and BB values commenced with
very low values, 4-fold and 2.8-fold lower than seasonal maxima, respectively, consistent with
very low BP values during austral winter seasons (i.e. leucine incorporation rate of typically
< 5 pmol l-1 h-1).
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Notably, seasonal progression patterns were largely different between BP and BB where
the annual BP maximum occurred in the middle of the growing season, while the BB max-
imum was observed at the end of or possibly even after our growing seasons due to its
sustained increase throughout the growing season. The slope of the increase of climatologi-
cal BB over time (our sampling period from October to March) was ~1.8 mgC m-2 per day,
< 5% of the maximum production rate, indicating the longer-term balance between bacterial
growth and removal.
3.5.5. Interannual Variability of Seasonal Bacterial Dynamics. From the BP and
BB EOF plots, the first two dominant modes mostly captured high BP and large BB from the
start to nearly end of our sampling period. However, the leading modes (EOF1) of BP and
BB did not show the same dominant seasonal patterns between the two properties, in accord
with our aforementioned observations (see 3.5.1), climatologies and individual year plots (see
3.5.4). It was previously shown that the leading EOF modes of two different biogeochemical
variables might become alike, if similar physical or biological processes drive variability of
each variable (e.g. nitrate and phosphate EOF patterns in [75]). There is no a priori reason
that BP needs to have the same EOF patterns with BB if the two properties are shaped by
different regulatory causes, again supporting such factors’ roles (e.g. temperature, SDOC,
DOC from other sources, grazing) described in 3.5.1 and 3.5.3. The interplay of these factors
in influencing the interannual variability of BB and PP is considered in the next section using
GLMs via stepwise linear regression.
3.5.6. Physical and Biogeochemical Forcing Factors of Bacterial Dynamics.
It is well demonstrated that large-scale climate and associated local physical forcing (e.g.
sea ice and ice melt driven-stratification of the upper water column) control the timing
and extent of phytoplankton blooms and PP along the WAP [12, 11, 21, 13] and adjacent
regions [115]. Thus far, we have shown evidence of close coupling between bacteria and
phytoplankton. In accord with this, we hypothesized that due to a close coupling between
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bacteria and phytoplankton, similar but possibly slightly different regulatory mechanisms to
those of phytoplankton blooms may influence active bacterial processes as a consequence of
complicating effects from other controlling factors.
3.5.6.1. Physical Forcing Factors of Bacterial Dynamics. A stabilized upper water-column
via shallow MLD or high salinity-driven density gradient was a significant physical predictor
in driving high BP and large BB during summertime (DJF) as well as over entire growing
seasons. This is similar to regulatory factors for large phytoplankton accumulations in in-
shore waters off Palmer Station [13, 75]. In the coastal WAP, phytoplankton blooms are
primarily induced once they are free from light limitation when the upper MLD begins to
shoal [116, 21]. In turn, shoaling of the upper MLD is controlled by seasonal sea ice dynamics
(e.g. timing of retreat, winter ice extent) since ice melt water plays an important role in
stratifying the upper water column [18].
It is noteworthy that high SST was also a significant physical predictor for both high
BP and large BB, if extended from summertime to entire growing seasons. However, SST
neither shaped high BP during summertime alone (DJF) nor played an important role for
large BB during DJF as it did over entire growing seasons. It is possible that simply due to
small sample size, a correlation between SST and BP (or BB) was absent (or low) during
DJF or that a response to temperature only manifested when looking at a longer temporal
scale, in this case the seasonal scale, due to a more important role of DOC.
Besides temperature effects, other physical and climate forcings could directly control
BP, not modulated through phytoplankton processes. Large winter (July) sea ice extent was
a significant physical predictor although its effect was lower than other stronger physical
forcings (e.g. MLD, SST). This winter sea ice effect seemed to be somewhat stronger when
extended to entire growing seasons (BP GLM for ONDJFM) compared to summertime (BP
GLM for DJF). Observations of bacterial and phytoplankton properties were not available in
early spring (October-November) of 2004-2005, but RSOA-interpolated anomalies indicated
that BP was characterized by strong positive anomalies in contrast to negative anomalies
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for Chl and PP during that time [Figure 3.6 and Figure 3.10].
(A) (B)
Figure 3.10. RSOA-interpolated anomalies of PP (a) and Chl (b) recon-
structed using the first 4 EOFs.
The RSOA-interpolated plot for 2004-2005 also showed the similar patterns [Figures 3.6,
3.7, 3.11, and 3.12]. Thus, there was a high BP event during early spring months of 2004-
2005, where bacteria did not depend on phytoplankton-derived fresh LDOC. Notably, the
year 2004 was an anomalously heavy sea-ice year compared to the 11-year climatology during
our field seasons, with large winter (July) sea ice extent (193,073 km2) and total ice cover
(12,066 % days) as well as late retreat (day 395). Winter sea ice had not yet totally retreated
at the time of the high BP event. One possibility in support of such high BP rates under
high sea ice conditions is an additional supply of DOM from ice melt. It was shown by
several studies that DOC could be captured in sea ice during ice formation and utilized by
bacteria as ice melts [117, 118, 119].
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Figure 3.11. RSOA-interpolated individual year’s plot for PP.
Figure 3.12. RSOA-interpolated individual year’s plot for Chl.
3.5.6.2. Biogeochemical Forcing Factors of Bacterial Dynamics. High PP was observed
as a common biogeochemical predicting factor for both high BP and large BB. Unlike BP
GLMs where PP increased BP regardless of seasons, BB increased in response to PP only
during summertime. Bulk DOC was a significant predictor for high BP only if extended to
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entire growing seasons, not during summertime, even though our data showed no significant
relationship between bulk DOC concentrations and Chl or PP (data not shown). Semi-labile
DOC (SDOC, turnover time of seasons) is biologically available for bacterial incorporation
in polar waters [95, 96]. In the Ross Sea, the entire SDOC pool was utilized for bacterial
metabolism by the end of growing season [97]. This result implies that bacteria in the Ross
Sea were under DOC limitation even during phytoplankton blooms, similar to our results of
consistent DOC limitation yearly and throughout seasons. Given possible turnover times of
some SDOC fractions of up to several years [95], and the lack of correlations between bulk
DOC and Chl or PP from our datasets, it is likely that SDOC produced from previous years
or months support bacterial growth in the WAP system similar to the Ross Sea [120, 97].
3.5.7. Implications for Climate Change. The WAP has responded to regional cli-
mate change with significant winter atmospheric warming, ocean warming, reduced sea ice
duration, and retreat of glaciers and ice sheets [3, 4, 5, 6]. The Marr Glacier, located ad-
jacent to Palmer Station B, has retreated, potentially releasing L- or SDOC available to
heterotrophs in coastal waters [4, 121, 122]. The heat content of Upper Circumpolar Deep
Water (UCDW), regularly spilled into WAP shelf waters, has also increased [32], and its
delivery is further expected to increase as a consequence of an increasing trend in the pos-
itive SAM phase [58]. This may contribute to an overall baseline shift in temperature or
increasing UCDW events on the shelf, which may influence BP rates.
In our study, the results from bacterial GLMs showed that bulk DOC was a significant
forcing predictor for BP. Together with the results from bottom-up control (see 3.5.2), this
implies that bacterial growth in the coastal WAP is still under-saturated “resource- wise” (i.e.
DOC-limited). The current trend of climate change will enhance water-column stratification
through higher surface water temperature and increased freshwater flux from sea ice and
glacial melts. As a result, LDOC pools may significantly increase, resulting in more efficient
activity of heterotrophic bacteria in the WAP food-web. Recent model findings demonstrated
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that instead of dominance by the efficient diatom-krill-penguin food chain, the WAP presents
a strong interannual variability in food-web dynamics, with an important role of microbial
food-webs initiated by small cells such as cryptophytes [123]. Retreating glaciers as a result
of warming could also increase abundances of freshwater favorable cryptophytes [39, 124],
further contributing to a shift to a microbial food web dominated system, where heterotrophic
bacterial roles in carbon and biogeochemical recycling in the coastal ecosystem also become
more prominent.
3.6. Conclusions
In conclusion, our seasonally-extended analysis of bacterial dynamics using a decadal
(2002–2014) time series of BP and BB revealed a set of patterns which have not been iden-
tified previously due largely to the short-term, temporally limited focus of most previous
studies. Our major findings highlight strong seasonal and interannual variability in the de-
gree of bacterial coupling (or decoupling) with phytoplankton properties, with varying lags
presumably due to different bacterial clades’ roles in DOM uptake and bacterial reliance on
SDOC in the system. BP was more tightly coupled with Chl than with PP, suggesting that
bacteria in the WAP system also rely on DOC produced from diverse trophic levels and pro-
cesses, not solely on LDOC of recent phytoplankton origin. The degree of bottom-up control
on bacterial growth showed that bacteria in this system are under a consistent degree of DOC
limitation during entire growing seasons, with a great interannual variability in the strength
of such control. Temperature also seems to play an important role, but not as much as DOC
in causing low BP:PP ratios (i.e. only ~4% of PP supports BP) in coastal WAP waters.
Top-down effects of microzooplankton grazing and viral lysis also seem to exert important
roles in decoupling of BB from BP. All these aforementioned factors accordingly appeared as
significant regulatory physical and biogeochemical forcing factors in bacterial GLMs. Given
the current state of heterotrophic bacteria in the WAP system, which are under substantial
DOC and temperature control, an ongoing trend of climate change along the WAP may
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increase BP rates as a consequence of a potential increase of DOC from retreating coastal
glaciers and an increasing trend of temperature, ice melt, and ocean heat content of UCDW
and their subsequent impacts on the upper water column.
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Winter extratropical cyclones as potential drivers of a long-term
decreasing bacterial production in the Sargasso Sea near Bermuda
Note: This chapter has been prepared for submtting to Proceedings of the National
Academy of Sciences. 1
Abstract
The analysis of data sets from the Bermuda Atlantic Time-series Study (BATS) site (31º40’N
64º10’W) demonstrates a long-term decreasing trend of bacterial production (BP) during
wintertime (NDJF) over the past 24-year period (1989-2012). However, this trend was ob-
served without long-term changes in nutrient and carbon supply. Here, we propose winter
extratropical cyclones (storms) as a potential driver of the observed BP trend at the BATS
site. Stormy winters were characterized by significantly enhanced phytoplankton biomass
(chlorophyll or Chl) and productivity (PP) as well as organic carbon pools, as storms induce
deeper winter wind mixing and increased nitrate fluxes into upper mixed layer. Similarly,
bacterial biomass (BB) accumulations were significantly larger during storms likely due to re-
laxed grazing pressure in more deeply mixed water-columns. Counter to expectation, storms
prevented an increase in the system’s productivity from causing a concurrent increase of BP,
since bacterial activity was significantly reduced due to storm-mediated entrainment of cold
water into the upper mixed-layer, causing a significant decoupling of BP from phytoplankton
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and organic carbon sources. The frequency of storm-impacted, bacterial decoupling months
has increased over time, driven by an increasing trend of winter mixed layer depth (MLD) and
a decline of the North Atlantic Oscillation (NAO) index in the recent decade. These findings
suggest the NAO-induced southward shift of winter storm tracks appear to contribute to the
long-term decrease in wintertime BP, via bacterial decoupling from phytoplankton-mediated
resources, ultimately impacting carbon fluxes and cycling in the BATS region.
4.1. Introduction
Marine heterotrophic bacteria and archaea (hereafter “bacteria”) play a major biogeo-
chemical role in the ocean by metabolizing dissolved organic matter (DOM), remineralizing
organic nutrients, and mobilizing reduced carbon for upper trophic levels via protozoan graz-
ing in the microbial loop [125, 61]. In carrying out these roles, bacterial respire an amount
of carbon equivalent to about half the oceanic primary production (PP) each day (i.e. about
25% of the total global PP; [126, 127, 128]). In this regard, they act as gatekeepers, con-
trolling the flow of carbon toward marine food webs or export and storage in the deep sea
[74, 129]. In spite of their biogeochemical importance, little is known about the physical-
biological couplings that govern their dynamics in the sea. Here, we use one of the longest
time series of observations on oceanic bacterioplankton and related properties to address
this important question. Our analysis demonstrates a long-term decreasing trend of bac-
terial production (BP) over the past 24-year period (1989-2012) at the Bermuda Atlantic
Time-series Study (BATS) site (31º40’N 64º10’W). This trend was observed without concur-
rent long-term trends in carbon and nutrient supply. In this study, we propose wintertime
extratropical cyclones (storms) as a potential mechanism driving the long-term decrease of
BP, based on bacterial responses in the food web to storms and their impacts on local mixed
layer excursions.
Located in the northwestern North Atlantic Subtropical Gyre (NASG), the Sargasso Sea
off Bermuda is a strongly coupled system, showing evidence of climate-ecosystem connec-
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tions through mediatory physical forcing. The system has been widely studied in terms of
seasonal and interannual variability of key ecological processes (though not bacteria) owing
to a nearly 30-year long (ongoing since 1989) monitoring effort at the BATS site [130]. The
extent of wintertime wind-mixing is a key factor for entraining nutrients and initiating phyto-
plankton biomass accumulations, and is related to changes in the phase of the North Atlantic
Oscillation (NAO) and El Niño-Southern Oscillation (ENSO) [131, 132, 133, 134, 135]. Dif-
ferent climate modes were shown to alter the frequency and strength of storms impacting
this region, which may further contribute to variability of mixed layer depth (MLD) [130].
However, an understanding of ecosystem responses to such local, episodic physical processes
like storms has been limited due to the difficulty in obtaining a systematic data set of these,
event-scale phenomena. To circumvent this problem, we used a previously developed storm-
tracking algorithm [136, 137] that enables us to investigate a 24-year long time series of
winter storms.
Most annual PP at the BATS site occurs during winter-spring phytoplankton blooms
when the nutrient-depleted upper water-column is supplied with nitrate (NO3), from below
the mixed-layer as a consequence of deep winter mixing [138, 8]. In response to phytoplank-
ton growth and DOM accumulation, bacterial utilization of DOM also increases [139, 140].
Though heterotrophic bacteria in oceanic ecosystems ultimately depend on phytoplankton-
derived DOM, bacteria can be decoupled from phytoplankton processes due to competing
controls such as temperature or DOM characteristics. Bacterial responses to phytoplankton
activity may vary depending on community composition, biological events, characteristics of
DOC (e.g. labile or semi-labile), herbivore impacts, bacteria-bacteriovore relationships and
other environmental factors [141, 142, 140]. Overall, these observations imply changing man-
ifestations of bacterial-phytoplankton coupling and interactions depending on environmental
factors, which in turn are shown to be influenced by both local-scale physical and large-scale
climate variability [143, 144, 145, 134, 146, 147]. To our knowledge, this study is the first
long-term analysis of bacteria and their interaction with phytoplankton in a physical forcing
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context. Our results 1) start with describing the 24-year climatology of ecosystem processes,
2) show the major bacterial responses to storm forcing, 3) and then propose storms as a
potential mechanism for a decreasing BP trend based on intermediate mechanisms. The
findings of our study are novel in not only that bacteria are decoupled from phytoplankton
during storms but also that storms possibly provide a mechanistic basis for the long-term
BP trend.
4.2. Materials and Data Sets
4.2.1. BATS Data Extraction. The data sets directly retrieved from the BATS data-
base are hydrographic properties from Conductivity-Temperature-Depth (CTD)-Rosette casts,
including dissolved inorganic nitrate (NO3), primary production (PP) via 14C uptake, chloro-
phyll (Chl), 3H-thymidine (3H-TdR) incorporation rates for calculating bacterial production
(BP), bacterial abundance for calculating bacterial biomass (BB), dissolved organic carbon
(DOC), and particulate organic carbon (POC). 3H-TdR measures bacterial DNA synthesis
rates, from which bacterial production can be estimated [148, 149]. Detailed protocols are
available at the Bermuda Institute of Ocean Science (BIOS) website.
4.2.2. BATS Data Processing. MLD was calculated based on a finite difference tem-
perature criterion with a threshold value of ∆T = 0.2°C, where MLD was determined as the
shallowest depth showing a 0.2°C decline relative to both a near-surface value at each cast’s
shallowest depth (6.28 ± 1.87 meter, n = 3446) and at 10 meter depth [150]. This specific
use of the near surface value has been proven to be effective for the BATS site in avoiding
a strong diurnal cycle and stratification effects in the very top upper ocean layer [151, 150].
However, both approaches for calculating MLD yielded quantitatively similar results. Fol-
lowing this, all the BATS variables were depth-integrated from the shallowest value to the
MLD using a trapezoidal method, so they are MLD-integrated inventories unless otherwise
stated.
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Published BATS conversion factors were applied for consistency with the literature. As
nitrate is a primary driver of initiating seasonal phytoplankton dynamics, carbon PP stocks
(mgC m-2 d-1) were converted to nitrogen units (mmol N m-2 d-1) using the canonical Redfield
ratio [152] to facilitate comparisons across different data sets. Similarly, Chl was converted
to nitrogen units using Redfield ratio of C:N and a C:Chl ratio of 50 [153]. To derive BP,
volumetric 3H-TdR incorporation rates (pmol l-1 h-1) were converted to BP rates using a
formula by [140] and empirical conversion factors by [154] as follows: BP = 3H-TdR ×
ICF × biovolume × CCF where ICF is isotope conversion factor of 1.63×1018 cells mol-1,
biovolume is equivalent to 0.057 μm3 cell-1, and CCF is the carbon conversion factor of 120
fgC μm-3. BP in carbon units was further converted to nitrogen units using bacterial C:N
ratio of 4 [155]. Bacterial abundance (cell count) data were used to derive BB stocks using
conversion factors of 20 fgC cell-1 [140, 154] and a constant bacterial C:N ratio of 4 [155].
4.2.3. Climate Data Extraction. Climate forcing data used in our study include
ENSO and NAO indices. Nino3.4 (ENSO) and NAO indices were downloaded from the Na-
tional Oceanic and Atmospheric Administration Earth System Research Laboratory (NOAA
ESRL) website. For storm tracking, 6-hourly mean sea level pressure (SLP) fields (ERA-
Interim, [137]) were obtained from the European Centre for Medium-Range Weather Fore-
casts (ECMWF) website. We also used MLD product from Ocean Reanalysis System 4
(ORAS4) (http://www.ecmwf.int/en/research, [156]).
4.2.4. Storm Tracking. Extratropical cyclones were detected from the 6-hourly SLP
field in cold months using a storm-tracking algorithm [136]. The algorithm tracks the low
SLP centers from each frame that is high-pass filtered at wave number 5. For this study, the
mobile synoptic systems traveling at least 1,000 kilometers from their genesis and lasting
at least for 48 hours were considered. Broadly, the storms detected in our study should be
regarded as extratropical cyclones whose extent and size are typically greater than hurricanes,
including ones passing over the BATS region during winter months. The density of the storm
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tracks in each 5-degree spherical cap is calculated every 2 degrees. Further details for the
storm tracking procedure and analysis are found in [157].
4.2.5. Defining Storm Mixing. We define storm mixing as the months of positive
MLD anomaly. The months of positive MLD anomaly measured with BATS observations
might not necessarily correspond to the reanalyzed MLD anomaly months given that the
reanalysis MLD anomaly might be additionally subjected to interannual variability of the
large-scale wind patterns associated on a longer time scale. However, MLD data sets used
in our study should be treated as snapshots of upper mixed-layer dynamics due to inconsis-
tent sampling and small sample size, as well as short coverage (n = 2-8, 1-5, 0-5, and 1-5
casts per month in November, December, January, and February in 1989-2012, respectively),
thereby more suitable for discussing their short-term response to the instantaneous environ-
mental impulses, such as storm-induced mixing. More importantly, bacterial and ecosystem
composites during MLD anomaly months were not qualitatively different from those during
months of higher storm frequencies (data not shown), due in large extent to strong covari-
ability between the frequency of storms and MLD [Figure 4.2]. Therefore, our MLD data
set accurately reflects impacts of episodic storms on bacterial and ecosystem responses. Fur-
thermore, the total number of positive MLD anomaly months is 44 (15, 8, 10, and 11 for N,
D, J, and F, respectively) and the sample size of negative MLD anomaly months is 48 (9,
16, 10, and 13 for N, D, J, and F, respectively), so this nearly equally distributed sample set
does not skew the statistical results.
4.2.6. Statistical Analysis. Linear, long-term trends in each variable’s monthly anom-
alies (i.e. monthly mean removed to remove the predominant seasonal cycle signal in overall
statistics) were examined parametrically using linear regression, testing the null hypothesis
that the slope coefficient (β1) of the linear regression equation (Y = β0 + β1•T + ε) is zero.
Trend significance was determined at P < 0.05. The BATS variable composites during storm
mixing were compared using a two-tailed Student’s t-test. Due to small sample sizes (n =
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26-43) in the analyses, we used a somewhat relaxed criterion for the level of significance at
P < 0.07.
4.3. Results and Discussion
4.3.1. Climatology (1989-2012). The year-round climatology of MLD was charac-
terized by three distinctive mixing regimes [Figure 4.1a], including a mixed-layer deepening
period in response to wintertime wind-mixing (NDJF), a mixed-layer shoaling period over
the transition into the spring (March to June) and a stratified period from late summer to
early autumn (July to October). Our study focuses on only wintertime (NDJF) period [Fig-
ure 4.1a]. As the major limiting macronutrient which constrains productivity at the BATS
site [158], nitrate input from below mixed layer is a key factor initiating the system’s annual
PP. During NDJF, MLD reaches the nitracline, driving entrainment of nitrate into the mixed
layer. Even slight deepening of MLD during wintertime may lead to pulsed and increased
inputs of NO3 near the base of the euphotic zone (typically 100-150 m). Large error bars of
MLD during the mixed-layer deepening period (NDJF) indicate strong interannual variabil-
ity in the degree of MLD variations and therefore entrained NO3 input. Indeed, the nitrate
climatology reveals strong variations in MLD-integrated NO3 stocks during NDJF [Figure
4.1b]. The entrainment of nitrate into the MLD is accompanied by a concurrent increase
in PP [Figure 4.1c]. Seasonal patterns of POC [Figure 4.1d] and DOC [Figure 4.1e] closely
follow PP and Chl during NDJF indicating that they are newly-fixed organic carbon pools.
BP also peaks as PP increases, following similar seasonal patterns of phytoplankton activity
during wintertime but with ~1-month time lag [Figure 4.1g]. The observed time lag up to a
month is consistent with previous observations in the North Atlantic [141, 142, 159, 160, 140].
In contrast to BP, BB patterns [Figure 4.1h] bear more resemblance to PP and Chl, implying
occasional decoupling between BP and BB (see Results and Discussion 4.3.3 for Mechanisms
of Bacterial Decoupling During Storm Mixing). Climatologically speaking, bacterial stocks,
but not necessarily production, seem to be coupled with phytoplankton.
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Figure 4.1. Climatology (1989-2012) of mixed layer depth (MLD) overlaid on
the NO3 concentrations (μmol kg-1) in the water-column (a), monthly invento-
ries of NO3 (b), primary production (PP; c), chlorophyll (Chl; d), particulate
organic carbon (POC; e), dissolved organic carbon (DOC; f), bacterial pro-
duction (BP; e), and bacterial biomass (BB; f) within the MLD. Error bars in
(a) indicate standard deviation to show the maximum extent of variations in
MLD, while error bars in Figures (b)-(h) indicate standard errors.
One may argue that it is important to observe the same patterns of changes in volumet-
ric concentrations (i.e. MLD-normalized) as we observed from MLD-integrated properties
presented above. However, deepening of MLD significantly dilutes volumetric concentrations
of phytoplankton and bacterial variables, precluding an independent assessment on MLD-
induced enhancement of the variables. Climatologically, MLD showed a 1.9-fold increase
between pre-mixing (October) and post-mixing periods (November) which should dilute
phytoplankton and bacterial variables by the same degree if they do not respond to MLD
deepening. We performed similar calculations on volumetric phytoplankton biomass (Chl)
and bacterial abundance to quantify how much phytoplankton and bacteria actually grew
during mixing. The volumetric concentrations of phytoplankton biomass and of bacterial
abundance were still 1.54 and 1.19-fold larger after mixing (November), indicating that both
indeed grew enough to counteract the dilution effect of mixing.
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4.3.2. Phytoplankton-Bacterial Decoupling During Storm Mixing. The storm
track density difference between the positive and the negative MLD months in Figure 4.2
clearly represents that the BATS site and adjacent region are characterized by the southward
shift of the storm tracks during positive MLD anomaly months and vice versa. Thus, as
discussed above (see Data and Methods 4.2.5. Defining Storm Mixing), we investigated
bacterial and ecosystem responses to storms by their composite means as a function of the
MLD anomaly months due to strong covariability between storms and MLD [Figure 4.2].
Figure 4.2. The composite difference from storm track counts within each
5-degree spherical cap overlaid with the climatological winter (NDJF) mean.
Purple star indicates the BATS station. Positive numbers of storm track counts
are presented in black solid lines and negative numbers of storm track counts
are presented in grey lines. Zero numbers of storm track counts are omitted.
Stippled if difference is significant at 95% with Student’s t-test. CI: contour
interval (unit: track count per season per unit spherical cap).
NO3 stocks within the MLD increased by about 2.5-fold during positive MLD anomaly
months as a result of deeper mixing (P = 0.013; Figure 4.3a). Larger NO3 inputs led to
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significantly higher PP by 17% and greater Chl by 88% as phytoplankton cells were alleviated
from nutrient limitation (P = 0.05 for PP and P = 0.004 for Chl; Figure 4.3b-c). This is
consistent with the climatological nitrate contour [Figure 4.3b] in that even slight increases
in MLD during wintertime can aid nitrate entrainment by breaching into layers of higher
than background NO3 concentrations at depth. Depth-integrated POC and DOC pools both
increased significantly by 55% and 44% in response to storm-induced enhancement of PP and
Chl (P < 0.001 for POC and P = 0.015 for Chl; Figure 4.3d-e). This result implies enhanced
organic matter availability for bacterial utilization. Within a storm-induced deeply mixed
water-column, phytoplankton experience reduced light levels compared to negative MLD
anomaly months. However, increases in these four phytoplankton-related properties in the
deeper mixed layer show that winter storms exert more significant influences on alleviating
nutrient limitation than increasing the severity of light limitation to phytoplankton cells,
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Figure 4.3. Ecosystem and microbial composites during positive MLD and
negative MLD anomaly months (i.e. as a function of storm mixing): (a) NO3,
(b) PP, (c) Chl, (d) BP, (e) BB, (f) POC, and (g) DOC. Due to small sample
size, significance of difference between positive and negative MLD anomaly
months was determined upon Student’s t-test at p <0.07 (*: P < 0.07, **: P
< 0.05, and ***: P < 0.001).
Unlike the other properties, BP was significantly lower by 20% during positive MLD
anomaly months despite the enhancement of phytoplankton properties (P = 0.061; Figure
4.3f). In contrast, consistent with increased phytoplankton properties, BB was significantly
larger by 45% (P = 0.012; Figure 4.3g) even though BP decreased significantly. Importantly,
however, reduced BP was still sufficient to overcome net removal of growing bacteria by graz-
ers and viruses and drive net BB accumulation. In this way, storms “decouple” of bacterial
growth from phytoplankton-derived organic pools when bacterial production decreases even
as phytoplankton and organic carbon pools increase during storm mixing. Conversely, bac-
terial production is greater when phytoplankton and other organic carbon pools are lower
during calmer winters. This decoupling behavior of bacteria from phytoplankton-mediated
resources during storms suggests that BP was limited by some other environmental factor,
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not by enhanced organic carbon pools. We next explore a possible physical mechanism of
bacterial-phytoplankton decoupling driven by storm-induced MLD deepening.
4.3.3. Mechanisms of Bacterial Decoupling During Storm Mixing. To investi-
gate the underlying mechanisms, we examined the impact of temperature [Figure 4.4a-b]
on bacterial activity as a function of storm mixing, i.e. during positive and negative MLD
anomaly months. Temperature control on BP can be defined as activation energy in the
Arrhenius plot to represent thermal sensitivity of overall heterotrophic bacterial activity by
regressing the reciprocal of temperature multiplied by the Boltzmann constant, 1/kT, where
k is the Boltzmann constant (8.62×10-5 eV K-1) and T is absolute temperature, onto the log
of volumetric 3H-TdR incorporation rates [162, 163, 164]. Notably, the degree of activation
energy and hence temperature control (i.e. the absolute value of the regression slope) on
BP was significantly stronger during positive MLD anomaly months with an absolute value
of regression slope of 2.2 [Figure 4.4a] compared to insignificant temperature control during
negative MLD anomaly months [Figure 4.4b]. This appears largely due to entrainment of
cold water (as indicated by higher 1/kT values on the x -axis) and a corresponding decrease
of BP (i.e. lower log 3H-TdR incorporation values on the y-axis) as the mixed layer signif-
icantly deepens after storm mixing. Thus, BP was inhibited during storm mixing, despite
increased phytoplankton properties and organic carbon pools, by cold water entrainment













Figure 4.4. The degree of temperature control (a, b) and of bottom-up con-
trol (c, d) on bacterial growth during positive MLD and negative MLD anom-
aly months (i.e. as a function of storm mixing). The temperature control
index (a, b) is calculated as the absolute value of slope from linear regres-
sions of log volumetric 3H-thymidine (3H-TdR) incorporation rates onto to
reciprocal of temperature multiplied by Boltzmann constant (i.e. Arrhenius
plot). The bottom-up control index (c, d) is calculated as the slope value from
linear regressions of log volumetric BB onto log 3H-TdR incorporation rates.
For both indices, the higher slope values indicate the stronger degree of each
control.
Additionally, we examined the degree of bottom-up control (limitation of resource via
DOC) on bacterial accumulation during positive and negative MLD anomaly months based
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on the slope values from log-log linear regressions of volumetric BB onto 3H-TdR incor-
poration rates [Figure 4.4c-d]. This follows an empirical approach employed to assess re-
source limitation of bacterial biomass in different marine ecosystems. BP can be consid-
ered a proxy for labile DOC flux and an indicator of resource (bottom-up) control in near
steady-state systems where the bacterial utilization of DOC is coupled to its rate of supply
[102, 83, 84, 103, 98, 104, 105, 106, 85, 107]. Significant regressions of bacterial abundance
or biomass on BP suggest that increases (decreases) in BP result in increases (decreases)
in biomass. Higher regression slope values (i.e. 0.6 to 0.8) indicate a greater sensitivity of
BB response to increases in BP (equivalent to labile DOC supply), i.e. bacteria are under
substantial DOC-limitation. Lower regression slope values (i.e. 0.2-0.4) indicate a weaker
response of BB to BP or that bacteria are not DOC-limited [84]. The degree of bottom-up
control appeared very weak during positive MLD anomaly months (slope value m = 0.08;
Figure 4.4c), while the degree of bottom-up control was relatively stronger during negative
MLD anomaly months (slope valuem = 0.23; Figure 4.4d). This finding is consistent with in-
creased POC and DOC during storm mixing [Figure 4.3d-e]: bacteria are not DOC-limited
during storm mixing due to significantly higher POC and DOC standing stocks and vice
versa. Larger BB, even decoupled from BP during storms, might be explained by deeper
MLD itself, where grazing pressure is often relaxed in the deeply mixed water-column due
to physical dilution of the grazers and reduction of functional ingestion response [165]. It
is likely that during storms, the impact of reduced grazing pressure was larger than that of
reduced BP since lower BP was still sufficient to drive net bacterial biomass accumulation.
The reduction in grazing pressure by storm mixing might also be the case for phytoplankton
given that the percent increase of Chl (88%, Figure 4.1d) was much larger than that of PP
(17%, Figure 4.1c).
Our findings contradict the Pomeroy-Wiebe hypothesis stating that temperature limi-
tation of bacterial activity can be alleviated by enhanced organic matter availability [166].
The temperature effect is most strongly expressed when temperatures are close to the annual
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minimum temperature that bacteria experience in any particular environment (e.g. about
18°C at BATS). That is, temperature limitation of bacterial activity interacts with organic
matter supply and the two jointly regulate bacterial activity, at least at the annual temper-
ature minimum [167, 74]. This effect was observed during summer phytoplankton blooms in
subzero (annual temperature minimum) Antarctic marginal sea ice zone waters when bac-
terial activity could reach its annual maximum in the presence of high Chl [108]. When Chl
was low, bacterial activity approached its annual minimum. Here in the BATS region, mixed
layer temperature reaches its annual minimum during deep winter mixing, which entrains the
cold water into the upper mixed layer, inhibiting bacterial production, even in the presence
of high PP, Chl, DOC and POC.
4.3.4. Storm Connections to Climate Dynamics. Many studies have demonstrated
connections of the NAO and ENSO with interannual to decadal dynamics of wintertime mix-
ing, storm trajectory, nutrient supply, and phytoplankton blooms in the NASG [143, 144,
145, 134, 146, 147]. There are similar studies in other ocean provinces, e.g. the Western
Bellingshausen Sea/Western Antarctic Peninsula [6, 11, 13]. During a positive NAO phase,
a strong pressure gradient is generated between the Icelandic Low and the Azores High,
causing a southwesterly flow of warm air originating over the southeastern US. This fur-
ther prevents Arctic flow from reaching the east coast, shifting storm tracks northward, and
thereby causing calmer winters, lower sea surface salinity (SSS), warmer sea surface tem-
perature (SST) and weaker magnitude and duration of winter mixing near the Bermuda
region [131, 132, 133, 135]. Conversely, during NAO negative winters, a less pronounced
Iceland-Azores pressure gradient is generated which allows arctic flow and shifts storm tracks
toward Bermuda and causes more intense and vigorous winter wind-mixing. Our analysis
also showed that a negative NAO phase was significantly correlated with monthly anomalies
of MLD observations at BATS during NDJF (r = -0.21, P = 0.043). Moreover, storm tracks
significantly shift southward toward the BATS region during negative phases of winter NAO
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[Figure 4.6]. Hence, negative NAO is associated with more storms passing over the Bermuda
region, which induce significantly deeper mixing [Figure 4.2, Figure 4.6].
4.3.5. Impacts of Storms on the Long-Term Bacterial Trend. There was a signif-
icant decreasing trend in BP anomaly during NDJF over the past 24-year period (P = 0.02;
Figure 4.5a). The lack of long-term trends in nitrate, PP, Chl, POC, and DOC indicates that
this decreasing bacterial trend occurred without concurrent changes in carbon and nutrient
supply or in PP. However, the decreasing BP trend reflected the frequency of storm-impacted
months. Based on BP responses to storm mixing discussed thus far, we counted the number
of bacterial decoupling months in two ways [Figure 4.5a]: (1) the months characterized by
positive MLD anomalies (i.e. more storms) and positive PP anomalies but with negative
BP anomalies or “bacterial inhibition months” and (2) the months characterized by nega-
tive MLD anomalies (i.e. fewer storms) and negative PP anomalies but with positive BP
anomalies or “bacterial enhancement months”. Over the past 24 years (total 96 months), the
bacterial inhibition months occurred 18 times, whereas the bacterial enhancement months
occurred only 9 times. Furthermore, bacterial enhancement months occurred only once since
2000, while the bacterial inhibition months occurred more frequently (total 11 times) than
before 2000 (total 7 times). Notably, the bacterial inhibition months tended to correspond
to negative NAO phases, while the bacterial enhancement months tend to correspond to
positive NAO phases. Over the past 24-year period, there was a significant decreasing trend
of NAO as well (P = 0.01; Figure 4.5b), which also causes a concurrent increasing trend
of MLD (ORAS4 data, P = 0.006; Figure 4.5b). Thus, the increasing MLD trend, which
reflects more frequent storms, appears to be responsible for an increasing frequency of the
bacterial inhibition months, a decreasing frequency of the bacterial enhancement months, and
therefore the long-term decreasing BP trend. Our findings suggest that NAO-induced winter
storms might impact the long-term change of bacterial activity within the water column and
imply a possibility for long-term decoupling of bacteria within the plankton food-web with
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climate change and resultant long-term shifts of NAO events, ultimately impacting carbon
fluxes and cycling via microbial food webs in the ocean.
a
b
Figure 4.5. North Atlantic Oscillation (NAO) connections to winter storm
mixing (i.e. positive MLD anomaly) and their impacts on the long-term trend
of monthly BP anomaly. (a) A significant decreasing trend of wintertime BP
monthly anomaly (P = 0.02, black solid line) overlaid with monthly anomalies
of PP and MLD and (b) a significant decreasing trend of NAO phases (P =
0.01) and a correspondent increasing trend of MLD (Ocean Reanalysis System
4 or ORAS4; grey dots) anomaly (P = 0.006, black solid line).
116
Our findings on how winter storms regulate bacterial dynamics within a planktonic food
web bear on “disturbance theory”, an important longstanding question in the field of ecology.
The disturbance theory demonstrates the impacts of a temporary change in surrounding en-
vironmental forcings on a pronounced ecosystem response, for which much evidence has been
observed in terrestrial ecosystems [168, 169]. Lately, [161] proposed the role of disturbance
in the subarctic Atlantic phytoplankton blooms where predator-prey relations are disrupted
by environmental disturbance via winter mixing (i.e. initiation of phytoplankton biomass
accumulations) but subsequently recovered by environmental feedbacks (i.e. termination of
phytoplankton biomass accumulations). Similarly, our findings might be viewed in the way
that natural disturbance, specifically winter storm forcing, disrupts bacterial-resource (phy-
toplankton/organic matter) relations via decreased bacterial activity from storm-induced
cold water entrainment, driving a long-term decline of bacterial activity during the past in-
terdecadal period. Our findings also suggest that the bacterial-resource relations are quickly
recovered in the absence of winter mixing. DOC that escapes bacterial utilization and ex-
ported by deep winter mixing is an important term in the ocean carbon cycle [139]. A
long term decreasing trend in BP might strengthen the biological carbon pump, resulting in
more efficient carbon storage in ocean areas affected by these climate-controlled decoupling
processes in the upper ocean.
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Figure 4.6. Storms tracks during negative NAO winters. The composite
difference from storm track counts within each 5-degree spherical cap overlaid
with the climatological winter (NDJF) mean. Purple asterisk indicates the
BATS station. Positive numbers of storm track counts are presented in black
solid lines and negative numbers of storm track counts are presented in grey
lines. Zero numbers are omitted. Stippled if difference is significant at 95%
with Student’s t-test. CI: contour interval (unit: track count per season per
unit spherical cap).
4.4. Summary
Our study is summarized as follows:
(1) We demonstrate a significant 24-year trend of decreasing BP rates at the BATS site
in the Western Sargasso Sea/NASG.
(2) We suggest that this trend is ultimately driven by decoupling of BP from organic
matter sources derived from winter phytoplankton blooms in the BATS region.
(3) Bacterial decoupling is caused by the entrainment of cold water into the mixed layer
during storm-induced deep mixing events.
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(4) Storm frequency in the Bermuda region is linked to winter NAO variability which
has also decreased over our study period.
(5) Physically regulated changes in bacterial processes may affect the strength of the
biological carbon pump and carbon transport into the main thermocline and deep ocean.
Our results further elaborate on the effects of temperature on ocean bacterial processes and
add to an increasing catalog of physical-biological interactions and the role of disturbance in
upper ocean microbial food webs.
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Thus far, I have addressed how microbial interactions (i.e. phytoplankton, bacteria, and
coupling between the two) respond to a diverse spectrum of physical variability occurring on a
varying scale, from local-scale physical forcings to regional and global-scale climate variability
in the two study regions, the WAP and BATS site. The key findings from Chapters 2-4 are
summarized as follows:
Chapter 2 addresses an ultimate linkage between two climate modes relevant to the WAP
region (i.e. SAM and ENSO) and phytoplankton variability and seasonal nutrient drawdown.
The EOF analysis enables to understand phenologically (seasonally) independent patterns
within phytoplankton and nutrients and the interannual variability of each seasonal pattern
over the past interdecadal period (1993-2013). Chl EOF1 captures an extended summer
DJFM (December-March) bloom, while Chl EOF2 captures a springtime ND (November-
December) bloom. The PC correlations between Chl and nutrients imply that the DJFM
bloom causes the drawdown of nitrate and phosphate during the same period (N and P
EOF2), while the springtime bloom leads to the silicate drawdown by diatom-dominated
assemblages (Si EOF2). The leading modes of all three nutrients exhibit complicated pat-
terns, which include both ENSO-driven fluctuations in the initial, pre-bloom nutrient levels
and bloom-driven nutrient drawdown thereafter. The most important findings of Chapter 2
highlight that distinct phenological variations of phytoplankton and nutrient drawdown are
influenced by different climate forcing mechanisms. Additionally, Chapter 2 cautions that
despite significantly retreating glaciers in the coastal WAP it has not yet posed a significant
impact of diluting nutrient levels with the phosphate case during two field seasons.
Chapter 3 is the first study of long-term heterotrophic bacterial data in Antarctica. Many
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microbial ecologists have explored the underlying mechanisms of relatively low bacterial ac-
tivity even though Antarctic systems, including the coastal WAP, can be very productive.
Using two bacterial variables, bacterial production (BP) via 3H-leucine uptake rates and
bacterial biomass (BB) via bacterial abundance, and their covariability with phytoplankton
properties (i.e. PP via14C uptake rates and Chl), Chapter 3 showed that strong interannual
variability of seasonal bacterial dynamics and bacteria were under a moderate but consis-
tent degree of DOC control across entire growing seasons. GLMs via stepwise regression
demonstrate that a significant physical forcing factor for enhanced bacterial properties is in-
creased water-column stability, which is also previously shown for enhancing phytoplankton
activity. The most important biogeochemical forcing factors are high phytoplankton and
relevant properties again, including high PP and bulk DOC concentrations. All of these
support the finding of DOC limitation of bacteria during growing seasons along the WAP.
Cold temperature also seemed to restrict active bacterial processes, but its effect appeared
weaker than that of DOC.
Finally, Chapter 4 more focuses on a local and event-scale phenomenon over the Bermuda
region - impacts of winter storm forcing on bacterial and relevant ecosystem variables at the
BATS site over the past 24-year (1989-2012) period. Not only is this study the first long-
term analysis of heterotrophic bacteria using the BATS data set, but also the first evidence of
storm-induced inhibition of bacterial activity due to entrainment of cold water when the rest
ecosystem processes were all elevated. The frequency of wintertime storms was best predicted
by negative NAO conditions as storm tracks tend to shift southward to the Bermuda region.
Notably, there was a significant decreasing trend in monthly BP anomalies during NDJF,
which did not seem to be explained by biological processes alone (e.g. changes in nutrient
and carbon supply). However, increased storm frequency due to prevalent negative NAO
conditions appears to be responsible for the decreasing bacterial trend.
Overall, these key findings from all three Chapters 2-4 imply that microbial and microbially-
relevant ecological and biogeochemical processes can be shaped by their surrounding envi-
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ronmental and physical conditions, which are in turn affected by large-scale climate variabil-
ity. With ongoing efforts of field sampling at time-series stations, microbial oceanographers
would be able to further investigate even longer-term variability (e.g. multi-decadal) of key
microbial processes, understanding of which may lead to improved projections of changing
ecosystems to climate change.
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