Estimating functions can have multiple roots. In such cases, the statistician must choose among the roots to estimate the parameter. Standard asymptotic theory shows that in a wide variety of cases, there exists a unique consistent root, and that this root will lie asymptotically close to other consistent (possibly inefficient) estimators for the parameter. For this reason, attention has largely focused on the problem of selecting this root and determining its approximate asymptotic distribution. In this paper, however, we shall concentrate on the exact distribution of the roots as a random set. In particular, we propose the use of higher order root intensity functions as a tool for examining the properties of the roots and determining their most problematic features. The use of root intensity functions of first and second order is illustrated by application to the score function for the Cauchy location model.
Introduction
Estimating function methodology has established itself as an important unifying framework for parametric estimation. Unlike the traditional theory of point estimation, the theory of estimating functions involves a change of emphasis. Attention is turned away from the problem of directly constructing point estimates to the the problem of constructing an appropriate function which has a point estimate as its root. For example, both classical least square estimation and maximum likelihood estimation can be merged into the theory of estimating functions by recognizing that these estimates can be represented as the solutions to the least square equations and the score equations respectively. Similarly, the method of moments yields a set of moment equations which lead to the method of moments estimator. Other methods such as marginal and conditional likelihood, partial likelihood, and quasi-likelihood can also be represented using estimating functions.
In principle, such methodology can be plagued by the problem of multiple roots. For example, a likelihood function can have multiple relative maxima and minima which will correspond to multiple roots of the score function. Many theoretical analyses of the properties of likelihood discount this possibility by assuming that the likelihood has a unique maximum or by assuming that asymptotic analysis can be performed within a neighborhood of the true parameter value where the likelihood has a unique maximum with high probability. However, in practice, the assumption of a unique root may be false, and the sample size may be too small for asymptotic arguments to be convincing.
In this paper, we propose the root intensity functions of various orders as tools for studying the multiplicity of roots of estimating functions. The paper is divided as follows. In section 2, the root intensity functions are introduced. Proposition 3.1 of section 3 provides the basic formula that relates the root intensities to the distribution of the estimating function. This proposition is then used to analyze the multiple roots arising in a Cauchy location model. In particular, a kernel density estimation coupled with the formula provided in Proposition 3.1 provides a fast method of approximating root distributions. Finally, section 4 compares and extends the Cauchy analysis using Sturm chains for polynomial estimating functions.
Let X be a random sample whose distribution is indexed by a parameter θ ∈ Θ. Throughout this paper, the parameter space Θ will be assumed to be a subset of IR k . By an estimating function for θ we mean a vector-valued function of the form g(θ) = g(θ, X) taking values in IR k , satisfying 
Solving the equation g(θ) = 0 leads to a suitable estimate for θ if g has been appropriately chosen. When it is unique, the root of equation (1) above is the maximum likelihood estimate. However, even when g has been chosen to estimate θ efficiently, there can be multiple solutions to the equation g(θ) = 0. This can create a certain amount of confusion as to which of these roots is the most appropriate choice for estimating the parameter. Multiple roots of the score function in the "likelihood equation" ∂ ∂θ log p(X; θ) = 0 are particularly problematic in models for mixtures and nonlinear regression, as well as specific transformation models such as the Cauchy location model in which the tails of the distribution are sufficiently heavy to induce anomalous roots associated with outlying values in the sample. Figure 1 shows how multiple roots can arise in solving the likelihood equations for the Cauchy location model with density f (x; θ) = 1/[π {1 + (x − θ)
2 }]. The likelihood equation
for this model can be reduced to a polynomial equation of degree 2n − 1 for a sample of size n. Reeds (1985) has shown that with high probability, the anomalous local maxima of the likelihood in this model are in one-to-one correspondence with sufficiently outlying data values to which the Cauchy distribution is particularly prone. In Figure 1 , for example, the particular plot of the score function is obtained from a sample of size 3, with x 1 = 1.1, x 2 = −0.5, and x 3 = 9.0. In this case, the visual outlier x 3 produces two anomalous roots, a local maximum and a local minimum respectively, in the vicinity of the outlying value. Reeds has shown that as n → ∞, the number of local maxima of the Cauchy likelihood does not converge to one. Instead, it stabilizes as a random variable of the form 1 + M, where M has a Poisson distribution with mean 1/π. For somewhat different reasons, multiple roots can occur in the solution to the likelihood equations for mixture models. In such cases, the presence of more than one root indicates the possibility of decomposing the data in different ways into mixture components. Multiple roots can also arise in regression. For example, in solving the least squares equations of a nonlinear regression, the least squares solution is a projection of the response vector y onto the prediction surface. For linear regression, this surface is flat, and the projection is unique. However, in nonlinear regression this surface will be curved. In this case, there will be a root of the normal equations associated with every pointŷ of the prediction surface where the sphere centered at y passing throughŷ is tangent to the surface. Multiple roots can also be problematic in the regression models studied by Stefanski and Carroll (1987) , who considered generalized linear models for which the explanatory vector can only be measured with independent normal errors. Stefanski and Carroll (1987) note that if their generalized linear model is replaced by a logistic error model, the problem of multiple roots is even more complicated.
The paper of Barnett (1966) provides an overview of the problems of multiple roots. While many of the computational methods discussed in the paper are now dated, these problems remain essentially the same. As multiple roots to the likelihood equation represent various local maxima and minima of the likelihood, the researcher can decide to search among these roots for the global maximum of the likelihood. However, this has its own problems, not the least of which is that the global maximization of multimodal functions is computationally time consuming, and prone to errors when the search is too restrictive or is not sufficiently detailed. Secondly, there do exist examples where the global maximum of the likelihood is an inconsistent estimator while at the same time another local maximum of the likelihood is consistent. See LeCam (1979) and Lehmann (1983, p. 420) .
More generally, the solutions to estimating equations other than the likelihood equation cannot easily be interpreted as local maxima and minima of some real valued plausibility function on the parameter space. Asymptotically, as the sample size goes to infinity, such estimating functions will have a consistent root. See Crowder (1986) . In particular, the likelihood equation generated by the score in equation (1) will asymptotically have a unique consistent root which can be found by Newton-Raphson iteration from a consistent, albeit possibly inefficient estimator. While asymptotically useful, Newton-Raphson estimation from a consistent estimator to a neighboring root will provide no general guarantees for any particular sample size because consistency is too weak a property. It would seem that ultimately the only recourse to the statistician is a global examination of the distribution of the roots of the estimating function in order to determine their particular characteristics and properties.
The Count Distribution for the Zero Set
We define the random zero set of an estimating function g to be a subset of the parameter space Θ given by
At this stage, we shall make the mild regularity assumption that Z has finite cardinality. For any subset A of the parameter space, we define the count statistic N A to be the cardinality of the set Z ∩ A. In particular, we let N = N Θ . We shall use the notation N (r)
Definition 2.1. We define the r-th order root intensity function ∆ r for g to be a function of the form
for every sequence of disjoint measurable subsets A 1 , . . . , A r of Θ.
Generally, ∆ r (θ 1 , . . . , θ r ) dθ 1 · · · dθ r can be interpreted as the probability that there simultaneously exist roots in small regions of volume dθ i containing θ i for all i = 1, . . . , r. An initial question that arises from Definition 2.1 is when we may reasonably assume that the root intensity functions exist. The precise regularity conditions that g must satisfy may be difficult to verify. However, we can illustrate Definition 2.1 with the following simple example:
Example 2.1. Let Θ = IR, and suppose that g(θ) = a 2 (X)θ 2 + a 1 (X)θ + a 0 (X), for appropriate functions a i of the data X = (X 1 , . . . , X n ). Then the estimating function g(θ) will be proportional to (θ 1 − θ)(θ 2 − θ), wherê
and similarlyθ
Suppose the discriminants in (4) and (5) are positive with probability one, makingθ 1 and θ 2 real. Let A be any interval of real numbers. Then
Now suppose thatθ 1 andθ 2 have continuous marginal distributions with densities f 1 and f 2 respectively. Using equation (6), we can write
If A and B are disjoint intervals of real numbers, then
So ∆ 2 will exist provided thatθ 1 andθ 2 are jointly continuous with joint density
Third and higher order root intensity functions ∆ r always exist and are everywhere vanishing.
In particular, when g has a unique rootθ with probability one, then
and ∆ 1 becomes the probability density function ofθ. The following proposition provides a generalization of this fact to the case where there are multiple roots. 
where we formally define the zero-fold integral of ∆ 0 to be equal to one, and the higher order roots intensities ∆ r , r ≥ m vanish uniformly on A.
Proof. If ∆ r is integrated r-fold over the set A, every possible ordered set of r roots is collected exactly once. Therefore
The details of the derivation of (8) can be found in the appendix. Next, we use the fact that the factorial moments of N A can be written in terms of the derivatives of the probability generating function:
Performing a Taylor expansion at t = 1,
Then P N A = r can be found by evaluating the r-th derivative of the generating function at t = 0. Equation (7) is obtained using (9) and
, which completes the proof.
Evaluating Root Intensities
In this section, some order notation will be useful; we shall treat the deterministic case first. Let x, y and z be vectors which are functions of some quantity t. By y = o(x) we shall mean that lim t→0 ||y||/||x|| = 0. We shall write z = o(x, y) to mean that ||z|| has a smaller order than the minimum of ||x|| and ||y|| in the limit. So z = o(x, y) if and only if z = o(x) and z = o(y). Order notation can also involve matrices. In this case, it is useful to regard a k × k matrix as a vector in IR k×k . Other conventions are similar.
A stochastic analog of this order notation will also be necessary. Suppose that x, y and z are random vectors. We shall write y = o p (x) provided that there exists a positive function k(t), with lim t→0+ k(t)/t = 0, such that
as t → 0+. As above, the notation z = o p (x, y) will denote the combination of the two order conditions z = o p (x) and z = o p (y). Dividing through both sides of (10) by P (||x|| ≤ t) provides a conditional interpretation of the order condition. The intuitive interpretation of (10) is that conditionally on ||x|| being close to zero, the random vector y is of smaller order than x with high probability. 
for some fixed θ ∈ IR n . Then f 1 (θ) = f 2 (θ).
Proof. From (11) we get α 1 − α 2 = o p (α 1 − θ). So there exists a function k 1 , as in (10) above, such that
This last expression can be written as
(13) At this point, we use the fact that f 2 is continuous and nonvanishing in a neighborhood of θ. The second term on the right-hand side of (13) is o(t), and the first term is O(t). So
Combining (12) and (14), we see that
Similarly, using the fact that α 1 − α 2 = o p (α 2 − θ) we see that
for appropriate k 2 . Combining (15) and (16), we conclude that
as t → 0+. From (17), we can conclude that f 1 (θ) = f 2 (θ).
The assumption that f 1 and f 2 are continuous and nonvanishing can be relaxed. For the conclusions to hold, it is sufficient that this be true in some neighborhood of θ.
Next, we letθ =θ(θ) be a one-step estimator defined using the estimating function g as
In addition, letθ =θ(θ) be that root of g which is closest to θ. For most sufficiently regular functions,θ −θ is small compared toθ − θ andθ − θ as θ →θ. We can combine these two conditions together, and writeθ
On the other hand, if we regard θ as fixed, and allow the data to vary so thatθ → θ, equation (19) will not generally hold true with probability one. However, for a wide variety of estimating functions, it is reasonable to suppose that this property holds true with high probability. That is,θ
In a recent technical report, Jensen and Wood (1997) have shown that the assumption made in (20) 
and
Then
using (20) to derive step (24) above. Thus a condition of Lemma 3.1 is in force with n = k r and θ replaced by θ * . So we obtain the following:
Lemma 3.2. Suppose that α 1 and α 2 , as defined in (21) and (22) 
Ignoring terms of higher order than dA we have
Combining formulas (28) and (27) gives us
using formula (27). Again, we remind the reader of the suppressed dependence of f upon θ 1 , . . . , θ r . Integrating formula (29) and comparing it with (3) gives us the following result:
Proposition 3.1. Let f (y 1 , . . . , y r ) be the density function of the random vector
where
Then under the regularity conditions of Lemma 3.2, we have
for all θ 1 , . . . , θ r ∈ Θ.
In many cases, the estimating function g will be the gradient of an objective function such as a likelihood, empirical likelihood, or pseudolikelihood. For such functions we usually seek to maximize the objective function by finding a pointθ where ∂g(θ) is negative definite. Roots of g at which ∂g is not negative definite can be discounted as spurious. On the other hand, estimating functions such as those arising in the method of moments need not arise as the gradients of objective functions. So for general estimating functions no particular importance need necessarily be attached to a root where the slope of the function is negative rather than positive. Skovgaard (1990) has examined the case where r = 1 in detail. His analysis was restricted to the case where the estimating function g is the gradient of an objective function such as the the log-likelihood. A version of formula (31) was derived for r = 1 with regularity conditions that are quite different from those used in this paper. His formula (2.2) is equivalent to our definition of the root intensity function for roots corresponding to local maxima alone. (As many estimating functions cannot be represented as the gradient of an objective function, the restriction to local maxima is not relevant in Proposition 3.1.) An interesting application of Skovgaard (1990) is a new derivation of the so-called "magic formula" of Barndorff-Nielsen (1983) .
If we combine Propositions 2.1 and 3.1, we see that the distribution of the number N A can be written purely in terms of the finite dimensional distributions of the random function g : Θ → IR. The roots of an estimating function cannot typically be written in closed form, whereas the estimating function itself can be written in closed form. So it is generally easier to compute the distribution of the estimating function than it is to try to find the distribution of the roots directly.
A case in point occurs when computing the distributions of roots by simulation. If many samples are generated, it is tedious to calculate the values of all roots of the estimating function associated with each sample. Provided that with high probability an interval has at most one root (of multiplicity one), it is possible to check for the presence of a root in an interval by checking whether the estimating function undergoes a sign change from one end of the interval to the other. However, such a method provides no information about the location of the root within the interval. An alternative is to apply Proposition 3.1 by using a kernel density estimate to approximate the density of (30) at zero. Figure 2 shows a simulation study of the first root intensity function for the score function on a random sample from the Cauchy location model. In each trial of the simulation study, a sample of size n = 5 was chosen from a Cauchy distribution centered at the origin. For each sample, the value y = −g(θ)/g (θ) was calculated over a grid of values of θ. Then at each point of this grid, the kernel density estimator
was used to approximate f (0). The kernel K was chosen to be the piecewise quartic function suggested by Silverman (1978) . In all, m = 50000 trials were used with bandwidth d = 0.50 Figure 2 . The central maximum of ∆ 1 is associated with the consistent root of the score function. The secondary local maxima to each side can be shown to be associated with relative minima of the likelihood, corresponding to places where the score function crosses the horizontal axis with a positive slope. By studying ∆ 2 , for this model, we are able to examine the dependence among the roots of the score function. See Figure 3 . The simulation study used to generate this figure also independently replicated samples of size n = 5 a total of m = 20000 times. In this case, a two-dimensional kernel density estimation was required, for which a bivariate gaussian kernel φ was chosen. For each sample, the pair (y 1 , y 2 ) was generated, where y i = −g(θ i )/g (θ i ), over a grid of (θ 1 , θ 2 ) values, where θ 1 = θ 2 . At each point on the grid, the kernel approximation wasf
In simulating the second order intensity, the value of ∆ 2 on the diagonal where θ 1 = θ 2 is problematic. Like a density function, a root intensity function can be arbitrarily defined on a set of measure zero. The diagonal {(θ, θ) : θ ∈ IR} has two-dimensional Lebesgue measure zero. However, the application of formula (32) to the case θ 1 = θ 2 produces an infinite spike or singularity along the diagonal. For this reason, it is simplest to define ∆ 2 to be the continuous extension of the intensity function off the diagonal. This is accomplished in Figure 3 by interpolating values on the diagonal from values off the diagonal. The effect of the consistent root on ∆ 2 is easily observable. The primary feature that can be seen is that the consistent root of the estimating function is very stable in the presence of other extraneous roots -the two central ridges run along the lines θ 1 = 0 and θ 2 = 0 and intersect each other at right angles. So if an extraneous root exists other than that chosen as an estimate, we need have little concern that the consistent root needs adjustment due to any bias from the presence of the other root.
Some more information about dependence between roots can be obtained by plotting the value of ∆ 2 (θ 1 , θ 2 ) − ∆ 1 (θ 1 )∆ 1 (θ 2 ) as in Figure 4 . If roots were to appear independently of each other (much like a Poisson process), then the function ∆ 2 (θ 1 , θ 2 ) − ∆ 1 (θ 1 )∆ 1 (θ 2 ) would vanish everywhere. However, in this case, we see that the function is nonpositive and discernably strictly negative for a number of values of θ 1 and θ 2 . This illustrates the tendency of the roots to be isolated from each other. The effect is similar to that of a point process with a certain repulsion between the points of the process that makes it difficult, but not impossible, for them to be close together. The effect is particularly noticable for the consistent root. The tendency for the consistent root to be asymptotically isolated is well documented in the literature (cf. Lehmann (1983) , Perlman (1983) or Reeds (1985) ), and provides guarantees that for large samples the root closest to any √ n-consistent estimator 
Sturm Chains for Polynomial Estimating Functions
Polynomial estimating equations arise quite commonly for curved exponential families and semiparametric models where quasilikelihood methods can be used. Although the Cauchy location model does not have a polynomial score function, the score is a rational function of the parameter. The score equation for this model is
The common denominator is strictly positive. So the solutions of (33) are the same as the solutions of
A classical solution to the problem of finding the number of roots of a polynomial in an interval is provided by the Sturm chain. Suppose we wish to find the number of roots of a real polynomial estimating function g over an interval A = [θ L , θ R ]. The Sturm chain for g is a sequence of polynomials g 0 , g 1 , g 2 . . ., where g 0 = g, g 1 = ∂g, and for j ≥ 0, g j = q j g j+1 − g j+2 , the polynomial q j being the greatest common divisor of g j and g j+1 . For continuous models, the random variables g j (θ L ), g j (θ R ), j ≥ 0, will typically all be nonzero with probability one. For j ≥ 0, let I j (θ) be the indicator random variable for the event that the signs of g j (θ) and g j+1 (θ) differ. Sturm's Theorem states that
where roots with multiplicities greater than one are counted only once. Using (34) we obtain an alternative expression for the first root intensity function, namely
The most direct application of formula (34) is to simulation studies of random roots. Sturm's Theorem allows us to calculate the number of roots in an interval without the tedium of actually searching for their location. The calculation of the Sturm chain is tedious even for modest polynomial estimating functions. However, the availability of symbolic algebra software such as MAPLE V, which can compute Sturm chains routinely, makes the task straightforward. The simulation studies were based upon repeated samples for 5000 trials for n = 5, 10 using MAPLE V.3. To find the distribution of the roots, the search was constrained to
The scale factor in columns 3, 4 and 6 of the table is used not as an additional parameter for the model but rather as a measure of model misspecification. When the scale factor is one, the data are correctly generated from the usual Cauchy distribution. However, when the scale factor is set at two, the simulated data have twice the dispersion of the usual model that is assumed by the likelihood equation.
Column 2 shows Reeds' asymptotic approximation to the number of relative maxima of the Cauchy likelihood. Column 3 shows the results of the simulation for a correctly specified model, with standardized scale parameter (scale=1) and sample size n = 5, and column 4 is the simulated distribution on the same scale for samples of size n = 10. It can be seen that the distribution of local maxima is closer to Reeds' asymptotic distribution when n = 10 than when n = 5. The investigation of this problem for large samples is hampered by the computational complexity of Sturm chains for polynomials of high degree. However, the error in Reeds' approximation seem largely due to underestimating the mean number of local maxima. For example, column 5 shows what happens to Reeds' approximation when the Poisson component is mean-adjusted so that its mean is identical to the simulation in column 3. The figures given in columns 3 and 5 are quite close.
In column 6, the model has been incorrectly specified by making the true scale of the data twice that of the assumed value for the likelihood. A comparison of columns 3 and 6 presents a note of caution: if the data are more highly dispersed than assumed, the expected number of roots will increase. This arises from the fact, noted by Reeds (1995) , that multiple roots arise from outlying data points.
Note that as n → ∞, the N δA j k s will all be either zero or one with high probability. So in the limit, the iterated sum converges in distribution to a counting random variable, which counts the number of unordered subsets of Z ∩ A of cardinality r. Thus 
in distribution. The penultimate step is to push the limit through the expectation sign in (36) and to use (37). That the limit can be pushed through follows from the boundedness assumption in Proposition 2.1. So we obtain
The required conclusion follows from the fact that (8) is r! times the left hand side of (38). The argument above is easily extended to more general measurable subsets of IR or IR p because it depends rather superficially upon the connectedness and ordering properties of intervals in IR. The proof follows more generally by partitioning a measurable set into disjoint subsets whose measures go uniformly to zero. The details are omitted.
