We present the 2-D self-consistent dynamical model of interactions of a subducting slab with the 410-km and 660-km phase boundaries to further our understanding of the relation between the slab stagnation/penetration and the trench migration. Our model takes into account freely-movable plate boundaries and the difference between tensional and compressional yield strengths in the lithosphere. For the case in which the tensional strength is weaker than the compressional one, the negative buoyancy of the subducting slab produces extension of the overriding lithosphere and, accordingly, the trench retreats. Interactions with the 410-km and 660-km phasetransition boundaries further promote the trench retreat, and the dip angle of the slab is substantially decreased. This enhances the resistance of the 660-km phase boundary against the slab penetration. Slab weakening caused by the grain-size reduction in the transition zone may result in a horizontally-lying slab and trench retreat.
Introduction
Seismic tomography models visualize variable images of subducted slabs (e.g., van der Hilst et al., 1991; Fukao et al., 1992; van der Hilst, 1995; Fukao et al., 2001) ; some stagnate horizontally in the mantle transition zone and others penetrate into the lower mantle through the 660-km seismic discontinuity. It is suggested that slab deformation above the 660-km discontinuity is often accompanied by trench retreat, i.e., backward migration of the slab (van der Hilst and Seno, 1993) . Tajima and Grand (1998) propose a relationship between trench retreat and a stagnant slab in the northwest Pacific. The 660-km seismic discontinuity is thought to be a phase-transition boundary with a negative Clapeyron slope which acts as a barrier for subduction of a cold slab (e.g., Turcotte and Schubert, 1982; Christensen and Yuen, 1984) . On the other hand, Heuret and Lallemand (2005) summarized the tectonics of back-arc spreading and showed a relationship between the dynamics of the subducted slab and the overriding plate. Rollback of a gravitationally unstable slab (e.g., Molnar and Atwater, 1978; Garfunkel et al., 1986) is still an important candidate of the mechanism.
The relationship between trench retreat and slab deformation has been studied in laboratory experiments with a chemical boundary (e.g., Kincaid and Olson, 1987; Funiciello et al., 2003) . Christensen (1996 Christensen ( ) andČížková et al. (2002 employed kinematic models in their numerical studies. To investigate the effects of the trench migration on the slab interaction with the transition zone, they imposed a priori velocities on the trench migration and the subducting plate. Zhong and Gurnis (1995) concentrated their ef-forts on constructing dynamical plate models of mantle convection with a rigid overriding plate motion. The resulting trench migration was produced dynamically by rollback of the slab interacting with the 660-km phase boundary. Enns et al. (2005) studied the effects of viscosity stratification on slab migration under the condition of no overriding plate. However, back-arc extension driven by dynamical plate motions has not been reproduced in previous numerical models. Therefore, the dynamical relationship between the slab stagnation with slab rollback and the generation of the backarc basins has not been well understood.
In this study we construct 2-D dynamical models of subduction to understand the roles of slab gravitational instability due to the interaction with the transition zone in the back-arc extension. In our model, the plate motion is generated self-consistently without imposed velocity in the mantle convection system of asymmetric subduction driven by the internal buoyancy. We model subduction at the movable plate boundary under a deformable overriding plate connected to a fixed continent. As a possible mechanism to produce extension of the overriding plate, we consider a tensional yield strength of the lithosphere that is lower than compressional yield strength (e.g., Brace and Kohlstedt, 1980; Kirby, 1980; Scholz, 1990) . We also take into account the rheological condition of grain-size reduction (e.g., Rubie, 1984; Riedel and Karato, 1997; Yamazaki et al., 2005) after phase transitions in a cold temperature anomaly to induce the slab weakening and deformation in the transition zone. We examine how slab rollback is generated and affects the dynamics of the subducting and overriding plates when the slab subducts and interacts with the transition zone. 
Model Setting and Basic Equations

Model setup
The subducted slab interacts with the mantle transition zone. We trace the evolution of plate subduction under a deformable overriding plate. We employ a 2-D internallyheated viscous fluid with 7000×1320 km in a Cartesian coordinate and apply an extended Boussinesq approximation (e.g., Christensen and Yuen, 1985) . The viscous dissipation and the adiabatic temperature gradient are included in the numerical calculations. Figure 1 shows a schematic view of the model configuration. The top thermal boundary layer consists of two "oceanic" plates that do not contain a buoyant crust; one of these behaves as a subducting plate and the other behaves as an overriding plate. The side boundaries are treated as reflective (i.e., impermeable), tangential stress-free, and thermally insulating. The right-hand sidewall plays the role of an immobile continental plate. The top boundary is set to allow free slip so that the motions of the lithospheres are determined self-consistently by the internal buoyancy. A constant temperature (273 K) is given to the top thermal condition. The bottom boundary is set to be free slip and no heat flux. A thermal anomaly area (+200 K, width = 50 km, height = 400 km) is set at the bottom-left corner as a source of the mantle flow. We assume that the temperature of the lithosphere in the initial condition is determined from a cooling half-space model. The position of the initial plate boundary is set at 4500 km from the lefthand side boundary. The age of the left-hand side plate varies from 0 Ma at x = 0 km to 100 Ma at x = 4500 km. The right-hand side plate has a uniform thickness with 20 Ma or 100 Ma. The underlying mantle has the adiabatic temperature profile with a potential temperature of 1553 K.
The transition zone is modeled with two phase transitions of olivine-series minerals: olivine to wadsleyite at a depth of 410 km, and ringwoodite to perovskite and magnesiowüstite at a depth of 660 km. The Clapeyron slopes for the 410-km and 660-km phase transitions are assumed to be +3 MPa K −1 and −3 MPa K −1 (Akaogi et al., 1989; Katsura and Ito, 1989; Akaogi and Ito, 1993) , respectively. Although recent high-pressure experiments indicate gentler Clapeyron slopes for the 660-km phase transition (Katsura et al., 2003; Fei et al., 2004) , the negative Clapeyron slope employed in this study is consistent with seismological studies of the 660-km discontinuity depression (e.g., Tajima and Grand, 1995; Flanagan and Shearer, 1998; Tajima and Grand, 1998; Tonegawa et al., 2005) . The den- (Dziewonski and Anderson, 1981) . Physical parameters are shown in Table 1 .
Rheology
The lithosphere consists of three rheological segments (Kohlstedt et al., 1995) , which are the brittle, brittle-ductile transition, and ductile layers. Fractures and rapid deformation of the brittle and brittle-ductile transition layers are expressed by yielding. In this study, stress values, including the yield strength, are described by the definition ( τ = 2ηε), which is usually employed in the fluid dynamics. Note that the differential stress, which is often used to describe the lithospheric strength, is simply twice the stress value in a viscous fluid. The yield strength (τ Y ) of the brittle layer is determined by a Byerlee's law τ Y = τ y + c p h , where τ y (= 10 MPa) is the cohesive strength, c (= 0.3) the friction coefficient, and p h is the hydrostatic pressure. The friction coefficient and the cohesive strength used in this study are small compared to that estimated by Byerlee (1978) . Because the friction coefficient changes the strength of the shallower part of the lithosphere, the total lithospheric strength changes less than 20%. The cohesive strength (on the order of 10 MPa) is much lower than the yield strength of the lithosphere interior (on the order of 100 MPa). The change in these values does not affect our subduction modeling. The yield strength of the brittle-ductile transition layer is set to be constant τ max (= 400 MPa), which is in the range estimated from the experimental study (Kohlstedt et al., 1995) . The strength under tensional stress to generate a normal fault is lower than that under compressional stress to generate a thrust fault (e.g., Brace and Kohlstedt, 1980; Kirby, 1980; Scholz, 1990) . We introduce this as a possible mechanism to generate extension of the lithosphere. For simplicity purposes, the difference between tensional and compressional strengths is modeled by switching the values of c and τ y depending on the condition of the deviatric horizontal normal stress (τ xx ). A ratio (R t/c ) of tensional strength to compressional strength is defined. If R t/c is 1, the magnitude of the tensional strength is equal to the compressional strength; or if it is 1/3, the tensional strength is weaker than the compressional strength. When the plate is under the tensional stress (τ xx > 0), the tensional strength is set to be R t/c (τ y + c p h ).
Under the stress lower than τ Y , the viscosity (η N ) is treated as Newtonian with Arrhenius-type temperature (T ) and depth ( p h ) dependence (e.g., Karato and Wu, 1993) , as
where A 0 is a constant, E * the activation energy, V * the activation volume, and R is the gas constant. A 0 is determined for η N to have the reference viscosity η R (= 5 × 10 20 Pa·s), which is set to be the average viscosity of the upper mantle (Milne et al., 1999; Okuno and Nakada, 2001) , at a depth of 410 km with the initial temperature. η N is truncated at the maximum η 0 (= 3 × 10 24 Pa·s) to simulate the effective viscosity of the plate (Gordon, 2000) . This is for the accuracy of numerical calculation. The values of E * and V * are based on Karato and Wu (1993) .
We introduce grain-size reduction associated with the phase transitions in the cold slab (e.g., Rubie, 1984; Riedel and Karato, 1997; Yamazaki et al., 2005) . In this case, the viscosity law depends on the grain size (d), assuming the diffusion creep as
where d 0 is the grain size of the material before a phase transition and m (= 2) is the exponent. The grain size is described as a linearized Arrhenius law (Čížková et al., 2002) ,
where d min is the minimum grain size at T lower than the minimum temperature T min (= 773 K). The grain-size reduction (Eq. (3)) progresses in the temperature range between T min and T 0 as the growth in grain size is slower under decreasing temperature. In this temperature range, the viscosity of the slab decreases because of the grain-size reduction. The viscosity becomes lower with decreasing temperature. Here, d 0 /d min is assumed to be 10 2 or 10 4 . For the maximum temperature T 0 in the region where the grain-size reduction occurs, we test two values: 1073 K or 1873 K. In the case without the grain-size dependence, η dif is set to be η N .
The effective viscosity (η) depending on the stress is described as
where τ II andε II are the second invariants of the deviatric stress tensor (τ i j ) and the strain rate tensor (ε i j ), respectively, and given by
The plate boundary is generated by a layer with historydependent rheology ( Fig. 1 ) simulating lubrication by an wet oceanic crust. The history-dependent rheology layer which moves with the flow behaves like a passive marker. The thickness of this layer is set to be 20 km to maintain stable plate subduction. Once this layer fractures, the yield strength drops to a smaller value (τ F = τ f + c F p h ) until healing. Here, τ f (= 1 MPa) is the cohesive strength and c F (= 0.004) is the friction coefficient of the fault zone. The value of c F is estimated from the ratio between "ridge push" and "continent resistance" (Forsyth and Uyeda, 1975) . Note that the strength of this layer is determined by the history of yielding. The segment that has the history-dependent rheology is set in the initial condition. The strength (τ F ) of the plate boundary is assumed to be weaker than that of the bulk of the lithosphere in the initial condition. As the yield strength at the spreading center is assumed to be low because of partial melting (Sleep, 2000) , it is also set to be τ F .
Basic equations
Basic equations are the equations of continuity, motion, and energy. Using a stream function (ψ), the equation of motion is described as
where x is the horizontal coordinate, z the vertical coordinate, ρ the density, and g is the gravity acceleration. ψ is defined by
here (u, w) are the x-and z-components of the velocity vector v. The equation of continuity is automatically satisfied by the definition of the stream function. The vertical axis is positive in the downward direction. The equation of state provides the density as where ρ 0 is the reference density, α the thermal expansivity, ρ 410 and ρ 660 the density contrasts associated with the 410-km and 660-km phase transitions, respectively, and 410 and 660 are phase functions associated with the 410-km and 660-km phase transitions, respectively.
The equation of energy is
where T s is the surface temperature, c p the specific heat, k the thermal conductivity, γ 410 and γ 660 the Clapeyron slopes at the 410-km and 660-km phase transitions, respectively, and H is the internal heating. The motions of the layer with the history-dependent rheology ( o ) and its fractured segment ( F ) are controlled by the equation of mass transport as
where l is the index for the layers replaced by o or F. The history-dependent rheology layer is represented by the position where o = 1. We determine F , which remembers the history of yielding, as follows: Before the first yielding, F is set to be 0 in the oceanic crust. When the first yielding takes place, F = 1 is imposed. We also assume that healing of the failure zone occurs at a depth of 330 km where F is reset to be 0. We employ a finite difference method based on a control volume (CV) scheme to solve the equations. Here we use both uniform and non-uniform grids of control volumes (a dual-structure grid). The transport equations of energy (Eq. (11)) and mass (Eq. (12) ) are discretized uniformly with the 2 × 2-km CVs. The total number of CVs is 3500 × 660 in the x-and z-directions. The equation of motion (Eq. (8)) is discretized non-uniformly. The regions with intense deformation (such as spreading center, subduction zone, and interior of the plate) and phase boundaries are divided into 2-km mesh spacings in each direction. Otherwise, the size of CVs varies from region to region, and is integer times larger than 2 × 2 km CVs in general. The total number of CVs is 808×265 in the x-and z-directions. A direct method for a symmetric band matrix (a modified Cholesky decomposition method) is applied for the equation of motion. This makes numerical calculation stable against sharp viscosity variations by more than 10 6 (Nakakuki et al., 1994) . In order to avoid artificial diffusion and a phase error of the equation of mass transport (Eq. (12)), the Cubic-Interpolated Pseudo-Particle (CIP) method (Takewaki et al., 1985 ) is adopted to solve the two advection equations for o and F . The CIP method is established as a valid method to solve problems of computational fluid dynamics with sharp interfaces.
Results
The cases of numerical experiments with varying parameters are summarized in Table 2 . We first perform calculations without phase transitions (Cases 1, 2, and 3). In these cases a slab does not exist in the beginning. In Case 1, the slab descends almost downward because of large plate 3500  4000  4500  5000  5500  3500  4000  4500  5000  5500  3500  4000  4500  5000  5500  3500  4000  4500  5000  5500  3500  4000  4500 bending at the trench ( Fig. 2(a) ). The trench is stationary because the overriding plate is not extended. In Case 2, the overriding plate with weak tensional strength is stretched by the gravitational instability of the subducting slab, and trench retreat is induced (Fig. 2(b) ). The yielding occurs in a broad area of the overriding plate. At that time, only part of the overriding plate near the trench behaves as a rigid body. The trench retreat results in unbending of the subducting slab that is once bent at the trench so that the dip angle of the subducting slab becomes shallow. In Case 3, extension of the overriding plate does not occur because of the thick overriding plate of older age. In cases with phase transitions, the calculation is started based on the results of the cases without phase transitions. We have reasons for this treatment: the slab subduction is initiated when the mantle flow produces reasonable basal drag under the plate. In cases with phase transitions, the plume-driven flow cannot induce basal drag under the plate. When the slab reaches the depth of about 350 km (Table 2) , phase transitions are imposed in the model domain. At this time, the temperature change is also imposed to adjust to the latent heat generation and absorption associated with phase transitions.
Case 4 is a run with phase transitions, but without the weak tensional strength. In this case, the trench does not migrate so that the structure of the subducted slab is about the same as that in Case 1 (Fig. 3(a) ). The subducted slab is almost vertical at depths deeper than the 410-km phase boundary. Positive buoyancy at the 660-km phase boundary does not prevent the slab from penetrating into the lower mantle. In Cases 5 and 6, in which grain-size reduction is introduced into the transition-zone slab, the weakened slab is deformed at the 660-km phase boundary (see Fig. A1(a)  and (b) ). The slab penetrates into the lower mantle, and the trench does not migrate in both the cases.
In Case 7, the weak tensional strength is introduced with phase transitions (Fig. 3(b) ). When the slab interacts with the 660 km phase boundary, the positive buoyancy at the 660 km phase boundary has an effect on flattening the slab. Nevertheless, the slab penetrates into the lower mantle. The positive and negative buoyancies at the two phase transitions generate an anticlockwise torque on the slab. This enhances trench retreat so that the dip angle of the transitionzone slab becomes smaller than that in Case 2. In Case 10, the plate extension does not occur because of the thick overriding plate even if the phase transitions are introduced (see Fig. A1(c) ).
In Cases 8 and 9, we also consider the effects of grainsize reduction as well as the weak tensional strength. In Case 8 the viscosity in the center of the cold slab (<1073 K) sharply decreases due to grain-size reduction in the transition zone (Fig. 3(c) ). This makes the bending strength of the transition-zone slab weaker. A horizontally-lying slab is therefore formed above the 660-km phase boundary. In Case 9, the whole transition-zone slab becomes soft (Fig. 3(d) ). In this case the slab is easily deformed and stagnates horizontally above the 660-km phase boundary. The slab rollback with extension of the overriding plate continues during the slab interaction with the 660-km phase boundary in both the cases. Figure 4 shows the temperature and stress fields. The shallow slab shows down-dip tension (DDT) because of the negative buoyancy due to the slab density and the 410-km phase transition. On the contrary, down-dip compression (DDC) is generally observed in the slab between the 410 and 660-km phase transitions because of the positive and negative buoyancies. The detail of the stress structure changes with the style of the slab deformation depends in particular on the slab bending. In the case with the penetrating vertical slab (Case 4), the stress is the most compressive among our models (Fig. 4(a) ). High compressional stress is shown above and below the 660-km phase transition. In the cases with slightly and completely stagnant slabs (Cases 7 and 8; Fig. 4(b) and (c)), both large DDT and DDC stresses are generated in the rim of the slab near the 660-km phase boundary. This reflects the slab bending. In these cases the whole layer of the slab becomes DDC in the depth range of 400 to 500 km. In Case 8, the stress in the center of the slab becomes small because of the low viscosity (Fig. 4(c) ). In the case of the soft slab (Case 9), only weak stress is induced in the transition zone (Fig. 4(d) ). On the other hand, large stress is generated in the center of the cold slab near the 660-km depth in Case 4 and near the 410-km depth in Case 7.
The evolution of the plate motion and the distance of the trench retreat with weak tensional strength are shown for Cases 2, 7, 8, and 9 in Fig. 5 . In Case 2 (no phase transitions), the trench migrates at 4 cm yr −1 and finally reaches the location 200 km left of the original point in 15 Myr. The speed of the subducting plate motion increases abruptly when the slab starts interacting with the 410-km phase boundary (Cases 7, 8, and 9) and reaches the rate of 20 cm yr −1 . The motion of the overriding plate block behaving as a rigid body near the trench grows simultaneously with increasing subduction rate. The motion temporally decreases after the subduction speed decreases. The slab rollback still continues (e.g., by about 350 km in 4 Myr; Case 7) with nearly constant speed after the slab starts interacting with the 660-km phase boundary.
Discussion and Summary
We have developed 2-D numerical subduction models in which slab rollback is produced without imposed velocity conditions on the overriding/subducting plate. We have studied the slab interaction with the mantle transition zone under the oceanic overriding plate and shown various slab deformations in the transition zone. In particular, with tensional yield strength and grain-size reduction, a horizontally-lying slab (stagnant slab) can be formed above the 660-km phase boundary. Our numerical study suggests that the feedback effects of the slab interaction with the transition zone are important in the following aspects: (1) The trench retreat is generated before the slab reaches the 660-km phase boundary and significantly influences the dip angle of the subducting slab in the transition zone; (2) the interaction of the subducted slab with the 660-km phase boundary induces the slab rollback even when the slab penetrates into the lower mantle; (3) the rollback makes the slab angle even shallower.
In our model the mechanism (1) described above enhances the effects of the positive buoyancy to prevent the slab from penetrating into the lower mantle. With the trench migration speed produced in our model (∼5 cm yr −1 when the slab reaches the 660-km phase boundary), slab penetration into the lower mantle is prevented when the bending strength of the transition zone slab is weakened by the vis- cosity reduction. This is consistent with previous numerical models (Christensen, 1996; Čížková et al., 2002) in which, however, the plate velocities were imposed. The interactions of the slab with the 660-km phase boundary stimulate the slab rollback in this study. The trench migration continues for a period of over 10 Myr, a result consistent with slab rollback observed when the slab stagnates above the chemical boundary in analog experi-ments (Kincaid and Olson, 1987; Funiciello et al., 2003) .
Our results have also demonstrated that the combination of positive and negative buoyancies due to the phase transitions stimulates the gravitational instability of the slab and changes the slab dip angle. We have not considered the power-law creep (e.g., Ranalli, 1987) in this study. Effects of the power-law stress dependence are equivalent to reducing the temperature and pressure dependence . Moreover, the power-law creep is important in the shallow layer of the mantle because the activation volume (V * ) is much larger for dislocation creep than that for diffusion creep (Karato and Wu, 1993) . The power-law creep is, therefore, expected to reduce the mechanical thickness of a plate and to increase viscosity gradient in the shallow mantle. These can increase the speed of the subducting plate motion and trench migration at an early stage of the subduction. The latter may enhance the effect of the 660-km phase transition to prevent slab penetration. The following mechanisms, which are not included in our model, may cause slab stagnation: the positive buoyancy due to metastable olivine (e.g., Yoshioka et al., 1997; Schmeling et al., 1999) and the viscous drag caused by the upwelling superplume (Gurnis et al., 2000) .
We compare the stress fields obtained in this study with observations. The observation shows both DDT and DDC in the shallow slab and DDC in the transition-zone slab (Isacks and Molnar, 1971 ). In our model the shallow portion of the slab indicates DDT. Seno and Yoshida (2004) pointed out the relationship between the shallow slab stress and the mechanism of the back-arc spreading. However, such a relationship has not been reproduced in the present study. The slab length may be important in a 3-D structure to control the stress field in the shallow slab because the plate is driven by the total force of the dense slab. The DDC of the shallow slab may indicate that the slab is pushed down by the surface plate. DDC is reproduced in the center (i.e., cold area) of the slab at around a depth of 500 km. Gurnis and Hager (1988) showed that the viscosity jump is effective to generate DDC. Our results also show that DDT and DDC coexist in the deformed and stagnant slabs around the 660-km phase boundary because of their bending. The large stress caused by the slab bending would not be important to generate deep earthquakes because the temperature in this area is higher than in the slab center.
In a soft slab (Case 9) within the transition zone, the stress level is low. This is not likely to account for the presence of deep seismicity. When the slab penetrates into the lower mantle vertically (Case 4), the direction of the principal stress axes shows DDT in the shallow slab portion (depth: 100-200 km) and DDC in the deep slab portion (depth: >300 km) being consistent with the observation in Mariana (e.g., Isacks and Molnar, 1971; Seno and Yamanaka, 1998) . Slabs that penetrate the 660-km phase boundary (Cases 4 and 7) retain high stress levels in the lower mantle. This is in contrast to abrupt cessation of seismic activity below a depth of ∼700 km (e.g., Frohlich, 1989) . Superplasticity (Ito and Sato, 1991; Karato et al., 1995) which reduces the slab viscosity in the lower mantle may solve this discrepancy.
In our model, the extension of the overriding plate is generated by the gravitational instability of the slab and observed in a broad area of the overriding plate. If the extension occurs only locally, this would play an important role for back-arc spreading. Heuret and Lallemand (2005) summarized absolute motions of the overriding plates and the subducted slabs. The speed of the trench migration is observed between 5 and 10 cm yr −1 in our model. These are faster than the average trench migration speed, which is within ±5 cm yr −1 in most subduction zones (Heuret and Lallemand, 2005) . On the other hand, the trench migration speed exceeds 10 cm yr −1 in some subduction zones, such as the New Hebrides arc or the Tonga-Kermadec arc (Heuret and Lallemand, 2005) . In the marginal seas associated with these trenches (the North Fiji and Lau Basins), the spreading is supposed to be driven by the trench migration because the spreading rate is much faster than that of a typical mid-oceanic ridge between "subductionless" plates (Forsyth and Uyeda, 1975) . In these trenches one side of the trench seems to be freely movable so that the fast slab rollback would occur. Tomography studies indicate a gentler angle in the transition zone than that in the shallower mantle in the Tonga-Kermadec subduction zone (van der Hilst, 1995) . This may be explained by rollback of the slab interacting with the 660-km phase boundary. The relationship between the slab dip angle evolution and the generation of the slab stagnation is pointed out in the Izu-Bonin subduction zone (van der Hilst and Seno, 1993; Tajima and Grand, 1998) . The control volume of both the grids has the same structure. ψ (I,J ) and T (i, j) are the stream function and the temperature in the uniform grid, respectively. ψ (M,N ) and T (m,n) are the stream function and the temperature in the non-uniform grid, respectively.
is greatly reduced. Figure B1 (a) illustrates the grid points in which the variables are defined. Figure B1 (b) shows a control volume of the non-uniform grid which contains some control volumes of the uniform grid. The stream function (ψ) is defined at nodes of the grid. The stream function in the uniform grid is obtained by bilinear interpolation from the non-uniform grid. Because of the definition of the stream function, the conservation of mass is always proven in any interpolation scheme. The temperature (T ) and the functions for the equation of mass transport are defined at the center of the control volumes in the uniform grid. These values are interpolated in the non-uniform grid taking a volumetric average of the values in the control volumes in the uniform grid.
