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Abstract—Predictive process monitoring aims to predict future
characteristics of an ongoing process case, such as case outcome
or remaining time till completion. Several deep learning models
have been proposed to address suffix generation and remaining
time prediction for ongoing process cases. Though they gener-
ally increase the prediction accuracy compared to traditional
machine learning models, they still suffer from critical issues.
For example, suffixes are generated by training a model on
iteratively predicting the next activity. As such, prediction errors
are propagated from one prediction step to the next, resulting
in poor reliability, i.e., the ground truth and the generated
suffixes may easily become dissimilar. Also, conventional training
of neural networks via maximum likelihood estimation is prone
to overfitting and prevents the model from generating sequences
of variable length and with different activity labels. This is
an unrealistic simplification as business process cases are often
of variable length in reality. To address these shortcomings,
this paper proposes an encoder-decoder architecture grounded
on Generative Adversarial Networks (GANs), that generates a
sequence of activities and their timestamps in an end-to-end
way. GANs work well with differentiable data such as images.
However, a suffix is a sequence of categorical items. To this end,
we use the Gumbel-Softmax distribution to get a differentiable
continuous approximation. The training works by putting one
neural network against the other in a two-player game (hence the
“adversarial” nature), which leads to generating suffixes close to
the ground truth. From the experimental evaluation it emerges
that the approach is superior to the baselines in terms of the
accuracy of the predicted suffixes and corresponding remaining
times, despite using a naive feature encoding and only engineering
features based on control flow and events completion time.
Index Terms—Predictive process monitoring, process mining,
generative adversarial net, Gumbel-softmax, discrete sequence
generation.
I. INTRODUCTION
Predictive business process monitoring is an area of process
mining that is concerned with predicting future characteristics
of an ongoing process case. Different machine learning tech-
niques, and more recently deep learning methods, have been
employed to deal with different prediction problems, such as
outcome prediction [29], remaining time prediction [27], next
event prediction [2, 4, 17, 23, 27, 28], or suffix prediction (i.e.
predicting the most likely continuation of an ongoing case)
[2, 17, 27]. In this paper, we are specifically interested in
the latter problem: given an ongoing process case, called the
prefix, and an event log of completed cases for the same busi-
ness process, we want to predict the most likely continuation
for that prefix, by determining the sequence of event labels
(process activities), called the suffix, and the corresponding
remaining time until the case finishes. This problem has been
addressed in [2, 4, 17, 27] using Recurrent Neural Networks
(RNNs) with Long-Short-Term Memory (LSTM).
These approaches generally strike higher levels of prediction
accuracy compared to the use of traditional machine learning
models. Yet, they suffer from some issues. For example, a
neural network architecture is trained to maximize its accuracy
for the next activity prediction. A suffix is generated by
simply predicting the next activity iteratively. This approach
propagates the error from one step to the next steps resulting
in poor suffix quality. Besides, all the proposed methods
are discriminative, i.e., they generate a suffix by iteratively
classifying the next activity, whereas the suffix generation
task requires a generative model that approximates the un-
derlying probability distribution which generates ground truth
sequences. As such, these approaches tend to generate similar
sequences, both in terms of length (fixed) as well as in terms of
activity labels (limited set). These are unrealistic assumptions
in the realm of business processes, where cases are of varied
length and characterized by different activities.
Motivated by recent developments in the area of Generative
Adversarial Nets (GANs) [8], this paper proposes a novel
encoder-decoder generative adversarial framework to address
the problem of suffix generation and remaining time predic-
tion. The encoder-decoder architecture allows one to learn
a mapping from prefixes to suffixes with variable lengths
in an end-to-end way. Thereby, the model is trained on the
whole ground truth suffixes directly. As such, the model
can learn the relationships and orders between activities in
prefixes and suffixes simultaneously. In our framework, we
call the encoder-decoder architecture as a generator, and put
it against another neural network, called discriminator, in an
adversarial minmax game such that each network’s goal is
to maximize its own outcome at the cost of minimizing the
opponent’s outcome. One network generates the suffix and
the remaining time, while the other network determines how
realistic they are. Training continues until the predictions
are almost indistinguishable from the ground truth. During
training, one player learns how to generate sequences of events
close to the training sequences iteratively.
To the best of our knowledge, this is the first work that
adapts GANs for suffix generation and remaining time predic-
tion for predictive process monitoring. This approach comes
with several advantages. First, we show that our framework
systematically outperforms the baselines in terms of accuracy,
despite only using the order and completion time of events
as features, as opposed to some of the baselines, which also
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use other available attributes in the log, such as the resource
associated with each process activity. Second, our framework
provides the k most probable suffixes for a prefix that can be
used for further analysis such as process forecasting [24].
We instantiated our framework using an LSTM architecture,
and a naive one-hot encoding of the event labels in the log.
Using this implementation, we evaluated the accuracy of our
approach experimentally against three baselines targeted at the
same prediction problem, using real-life event logs.
The rest of this paper is organized as follows. The back-
ground and related work are provided in Sec. II. The approach
is described in Sec. III while the evaluation is discussed in
Sec.IV. Finally, Sec. V concludes the paper and discusses
opportunities for future work.
II. BACKGROUND AND RELATED WORK
In this section we provide the required background knowledge.
Next, we discuss related work in predictive process monitor-
ing, with a focus on predicting the future of a running case
using deep learning.
A. Machine learning and Deep Learning
The goal of machine learning is to develop methods that
can automatically detect patterns in data to perform decision
making under uncertainty [20].
A learning method is generative if it generates new data
instances by approximating or learning the probability dis-
tribution that governs training set. In detail, it learns a joint
probability distribution over the input’s features. The naive
Bayes classifier is an example of generative models. A dis-
criminative model directly determines the label of an input
instance by estimating a conditional probability for the labels
given the input’s features. Logistic regression is an example of
discriminative models. Discriminative models can only be used
in supervised learning tasks, whereas generative models are
employed in both supervised and unsupervised settings [21].
Figure 1, sketches the differences between the mentioned ap-
proaches; A discriminative model learns a decision boundary
that separates the classes whereas a generative model learns
the distribution that governs input data in each class.
Fig. 1. Differences between a generative and discriminative approaches; x is
the input’s features, and y is the corresponding label
Deep Neural Networks (DNNs) are extremely powerful ma-
chine learning models that achieve excellent performance on
difficult tasks such as speech recognition, machine translation,
and visual object recognition [11, 15, 16]. DNNs aim at
learning feature hierarchies at multiple levels of abstraction
that allow a system to learn complex functions mapping the
input to the output directly from data, without depending
completely on human-crafted features. Another advantage of
DNNs over classical machine learning models is the notion
of distributed representation that gives rise to much better
generalization on unseen instances [12]. The learning process
in a DNN equals to estimating its parameters, that can be done
it via Stochastic Gradient Descent (SGD) [7].
Recurrent Neural Networks (RNNs) are a family of DNNs
with cyclic structures that make them suitable for processing
sequential data of variable length. RNNs suffer from catas-
rophic forgetting, i.e., the model forgets the learned patterns,
and optimization instability, i.e., the optimization does not
converge [7]. To alleviate the former one can use the Long
Short-Term Memory (LSTM) architecture [13], and to fix the
latter gradient clipping [22] can be used.
Fig. 2. Generative adversarial nets [8]; the generator produces fake examples
from Gaussian noise, and the discriminator determines which of its input is
real or fake.
Generative Adversarial Nets (GANs) [8] are an example of
generative models. It takes a training set, consisting of samples
drawn from a distribution pdata, and learns to represent an es-
timate of that distribution, which results in distribution pmodel.
GANs employ two neural network models, called players,
simultaneously, see Fig. 2. The two players correspond to a
generator and a discriminator. The generator takes samples
from a simple distribution, e.g., Gaussian noise, to produce
instances, i.e., fake instances, which are similar to input
instances, i.e., real instances. The discriminator is a binary
classifier such as logistic regression whose job is to distinguish
real instances from generated instances, i.e., fake instances.
The generator tries to create instances that are as realistic
as possible; its job is to fool the discriminator, whereas the
discriminator’s job is to identify the fake instances irrespective
of how well the generator tries to fool it. It is an adversarial
game because each player wants to maximize its own outcome
which results in minimization of the other player’s outcome.
The game finishes when the players reach to Nash equilibrium
that determines the optimal solution. In the equilibrium point
the discriminator is unable to distinguish between real and
fake instances.
B. Predictive Process Monitoring of Suffix Generation and
Remaining Time
This section reviews works on predictions for an ongoing case,
i.e., next event, suffix, and remaining time, using deep learning
techniques.
The work by Evermann et al. [4] uses the LSTM architec-
ture for the next activity prediction of an ongoing trace. It
uses embedding techniques to represent categorical variables.
The authors used a technique called process hallucination to
generate the suffix and the remaining time for an ongoing case,
i.e., a process model execution.
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Tax et al. [27] propose a similar architecture based on
LSTMs. This work uses a one-hot vector encoding to represent
categorical variables. Suffix prediction is made by next activity
predictions iteratively using arg-max selection method. The
proposed approach outperforms [4].
Camargo et al. [2] employ a composition of LSTMs and
feedforward layers to predict the next activity and its times-
tamp and the remaining cycle time and suffix for a running
case. The approach uses embedding techniques similar to [4].
Similar to [4] it uses process hallucination to generate the
suffix and the remaining time for an ongoing case.
Lin et al. [17] propose an sequence to sequence framework
based on LSTMs to predict the next activity and the suffix of
an ongoing case where It uses all available information in input
log, i.e., both control-flow and performance attributes. The
experimental setup of this approach is different from [2, 4, 27].
Taymouri et al. [28] propose a GAN architecture for the next
activity and timestamp prediction. The proposed architecture
invokes an LSTM for both the discriminator and the generator.
It uses one-hot vector encoding to deal with categorical
variables. The results showed that this technique outperforms
previous techniques [2, 4, 17, 23, 27] for the next activity and
timestamp prediction.
III. APPROACH
The main aim of predictive process monitoring is to predict
the corresponding attributes of ongoing process executions one
or a few steps ahead of time. This paper, for an ongoing
process execution (prefix), predicts the suffix, and remaining
cycle time, i.e., the sequence of next activity labels and their
timestamps until the case finishes, respectively.
To achieve this goal, we propose a framework that exploits
both traditional training,i.e., gradient-based, and adversarial
training inspired by GANs [1, 8] in a novel way for the process
mining context, see Fig. 3. It has three parts as follows:
Data prepossessing: It prepares the input data in the form
of prefixes and suffixes for the prediction task. It uses one-
hot encoding to represent categorical variables. Adversarial
predictive process monitoring net is made of two neural
networks, i.e., generator, and discriminator, where the former
generates suffixes and the latter discriminates the ground truth
and predicted suffixes. The generator itself has two internal
parts called encoder and decoder. The encoder maps a prefix
into a fixed-size vector upon which the decoder generates a
suffix. The minmax game between generator and discriminator
starts by proposing fake and real suffixes. Real suffixes are
those in the training set, and fake suffixes are formed from
the generator’s output. The training runs as a game between
two players, where the generator’s goal is to maximize the
quality of generated suffixes to fool the discriminator, and the
discriminator’s goal is to minimize its error in distinguishing
real and fake suffixes, see flows (1), (2) in Fig. 3. It is an adver-
sarial game since the generator and the discriminator compete
with each other, i.e., learning from the opponent’s mistake,
see flows (1), (3) in Fig. 3. Thus maximizing one objective
function minimizes the other one and vice versa. Note that, the
discriminator can send feedback to the generator if suffixes are
differentiable; however in our work a suffix is a sequence of
categorical items. Thus, we get a continues approximation to
each suffix using Gumbel-Softmax distribution. After training,
the Sequence modeling part adopts a best-first search, a.k.a.,
beam search, over the generator’s output such that for a prefix,
it provides the k most probable suffixes.
The contributions of this paper compared to the existing
works are as follows:
• The works in [2, 17, 27] train a neural network for the
next activity and timestamp predictions. Thus, for an
ongoing case, a suffix is generated by predicting the next
event iteratively until the case finishes. This approach
propagates the error from one step to the future steps,
which results in poor suffixes. In this paper, we propose
an end-to-end approach where a model is trained on
each pair of prefix and suffix in training set directly
via a minmax game. Thus, the model learns the existing
relationships among activities in prefixes and suffixes.
• The generator of GAN architecture in Taymouri et al.
[28], and the frameworks in [2, 17, 27] are RNNs (LSTM
architecture). RNNs cannot map an input sequence into
an output sequence of different lengths. In our work,
the generator is made of two separate RNNs (LSTM
architecture), i.e., encoder and decoder, where it allows
mapping prefixes of variable lengths into suffixes of
variable lengths.
• GANs work with differentiable samples such as images.
However, in our framework, a suffix (sample) is a se-
quence of categorical items which is not differentiable.
Thus, it doesn’t allow the generator to receive feedback
from the discriminator’s output. We get a differentiable
suffix, from the Gumbel-Softmax distribution [6, 14]
to make a continues approximation to a sequence of
categorical items.
• In many real-world applications, having a set of ranked
suffixes for a prefix is beneficial. The works in [2, 4,
17, 27] generate only one suffix for an input prefix. In
contrast, in this work, we apply a best-first search, on
top of the generator’s output to get the k most probable
suffixes. These suffixes, later, can be used for further
analysis and plannings.
We do not limit the above contributions to the predic-
tive process monitoring tasks, and one can adopt specialized
GAN-like frameworks to the full range of process mining
applications. We organize the rest of this section as follows.
First, the preliminary definitions are presented. Following that,
we formalize the required data prepossessing. Next, an in-
depth explanation of Gumbel-Softmax reparameterization trick
will be presented. After that, RNNs and the encoder-decoder
architecture used in our framework will be provided. Finally,
we give details of the adversarial predictive process monitoring
net, including its training and optimization.
A. Preliminaries and Definitions
This section provides the required preliminaries and definitions
for the formalization of the proposed approach.
Definition 1 (Gradient): For a function f(x) with f :
Rn → R, the partial derivative ∂∂xi f(x) shows how f changes
as only variable xi increases at point x. With that said, a
vector containing all partial derivatives is called gradient, i.e.,
∇xf(x) = [ ∂∂x1 f(x), ∂∂x2 f(x), . . . , ∂∂xn f(x)]T .
Definition 2 (Event, Trace, Event Log): An event is a
tuple (a, c, t, (d1, v1), . . . , (dm, vm)) where a is the activity
name (label), c is the case id, t is the timestamp, and
(d1, v1) . . . , (dm, vm) (where m ≥ 0) are the event at-
tributes (properties) and their associated values. A trace is
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Fig. 3. Overall approach for next event prediction
a non-empty sequence σ = 〈e1, . . . , en〉 of events such that
∀i, j ∈ {1, . . . , n} ei.c = ej .c. An event log L is a multiset
{σ1, . . . σn} of traces.
A trace (process execution) also can be shown by a sequence
of vectors, where a vector contains all or part of the infor-
mation relating to an event, e.g., event’s label and timestamp.
Formally, σ = 〈x(1),x(2), . . . ,x(t)〉, where x(i) ∈ Rn is a
vector, and the superscript shows the time-order upon which
the events happened.
Definition 3 (k-Prefix (from beginning)): Given a trace
σ = 〈e1, . . . , en〉, a k-prefix, σ≤k, is a non-empty sequence
〈e1, e2, . . . , ek〉.
For σ≤k, the corresponding suffix is shown by σ>k. The above
definition holds when an input trace is shown by a sequence of
vectors. For example, given σ = 〈x(1),x(2),x(3),x(4)〉, σ≤2 =
〈x(1),x(2)〉, σ>2 = 〈x(3),x(4)〉, and σ≤3 = 〈x(1),x(2),x(3)〉,
σ>3 = 〈x(4)〉.
B. Data Preprocessing
The approach in this paper learns a function, f , that given
a k-prefix, σ≤k, generates f(σ≤k) = σˆ>k which is the
prediction for the ground truth suffix σ>k. σˆ>k can be viewed
as a sequence of next attributes until it reaches the end of the
case. For the sake of simplicity, we only predict a sequence of
event’s label, i.e., activity, and its timestamp, see Def. 2. An
activity’s timestamp is calculated as the time elapsed between
the timestamp of one event and the event’s timestamp that
happened one step before. The remaining cycle time of a
prefix, is the amount of time that its suffix needs to finish,
i.e., the sum of time elapsed for activities in σ>k.
There are several methods in literature to encode and repre-
sent categorical variables. This paper, uses one-hot encoding
due to its simplicity, and to manifest the viability of the pro-
posed architecture does not owe to the data representation part.
Indeed, one can integrate various embedding representations.
The one-hot vector encoding of a categorical variable is a
way to create a binary vector (except a single dimension which
is one, the rest are zeros) for each value that it takes. Besides,
we use 〈EOS〉 to denote the end of a trace. For example,
lets E = {a1, a2, a3, a4, a5, 〈EOS〉} shows the set of activities
name including 〈EOS〉, and σ = 〈a1, a3, a4, 〈EOS〉〉. The one-
hot vector encoding of σ is the following sequence of vectors:
〈(1, 0, 0, 0, 0, 0︸ ︷︷ ︸
a1
), (0, 0, 1, 0, 0, 0︸ ︷︷ ︸
a3
), (0, 0, 0, 1, 0, 0︸ ︷︷ ︸
a4
), (0, 0, 0, 0, 0, 1︸ ︷︷ ︸
〈EOS〉
)〉
Furthermore, if x(i) shows the one-hot vector of ei.a, then,
one can augment the former with the other attributes of the
latter. In this paper, we augment one-hot vectors with the time
elapsed between the timestamp of one event and the events
timestamp time that happened one step before.
For an event log containing n traces, we split it into 80:15:5
percentages for train, test, and validation sets respectively. For-
mally, an instance in each of training, test, and validation set is
a pair of prefix and suffix like (σ≤k, σ>k) for 2 ≤ k ≤ |σ|−1,
and σ≤k and σ>k are sequences of augmented one-hot vectors.
C. Categorical Reparameterization with Gumbel-Softmax
This section shows how to approximate a differentiable
sample from a multinomial distribution which will be used
in our framework.
Lets assume that a categorical variable x has k differ-
ent values, i.e., classes or activity names, with probabilities
pi = [pi1, pi2, . . . , pik]
T . We assume each categorical sample is
shown by a k-dimensional one-hot vector. The probabilities pii
could be, for example, the outputs of a neural network for the
prediction task. A simple way to draw a categorical sample
z from class probabilities pi1, pi2, . . . , pik is to apply Gumbel-
Max trick [10, 19] as follow:
z = one-hot
(
argmax
i
[gi + log(pii)]
)
(1)
Where gi are i.i.d samples from Gumbel(0,1). The calculated
z could be, for example, the output of a neural network.
Note that, the generated samples according to Eq. 1 are
not differentiable because arg max operator outputs a discrete
value. In detail, the gradient of z with respect to each pii is
zero, i.e., ∇piz = [ ∂∂pi1 z, . . . , ∂∂pik z]T = [0, . . . , 0]T .
One can get a continues, differentiable approximation to
arg max operator by employing Softmax operator to generate
samples y whose elements, i.e., yi, are computed as follows:
yi =
exp((log(pii) + gi)/τ)∑k
j=1 exp((log(pij) + gj)/τ)
(2)
Where τ is a parameter called temperature. When τ → 0,
the samples generated by Eq. 2 have the same distribution as
those generated by Eq. 1, and when τ → ∞ the samples are
always the uniform probability vector.
For example, assume that there is a probability distri-
bution pi = [0.1, 0.15, 0.05, 0.70]T over classes a,b,c,d, as
shown in Fig. 4 (a). If one samples according to Eq. 1,
then arg max function selects d which results in a one-
hot vector z = [0, 0, 0, 1]T , see Fig. 4 (b). In contrast,
if one uses Eq. 2 with τ = 0.1, 0.5 and 10, the gener-
ated vectors are [6.9× 10−7, 4.9× 10−6, 8.3× 10−2, 0.91]T ,
[0.015, 0.247, 0.066, 0.670]T , and [0.245, 0.246, 0.246, .260]T
respectively, see Fig. 4 (c), (d), and (e).
D. Recurrent Neural Networks and Encoder-Decoder Archi-
tecture
This section outlines RNNs, although, the concepts hold for
any RNN architectures such as LSTM. Next, we provide the
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Fig. 4. Gumbel-Softmax distribution sample with different τ values versus
one-hot categorical sample
encoder-decoder architecture in details.
Fig. 5. Encoder-Decoder architecture; For the sake of simplicity we hide
vectors c,b, and functions φh, φo (a) Encoder maps an input prefix into a
fixed-size vector h(k), (b) Decoder receives h(k) and < EOS > by which
it generates s suffix
Given a sequence of inputs 〈x(1),x(2), . . . ,x(k)〉, an RNN
computes sequence of outputs 〈o(1),o(2), . . . ,o(k)〉 via the
following recurrent equations:
h(t) = φh(W
Th(t−1) +UTx(t) + c),
o(t) = φo(V
Th(t) + b), ∀t ∈ {1, 2, . . . , k}
(3)
Where o(t) is the RNN’s output for ground truth vector y(t);
φh and φo are nonlinear element-wise functions, and the set
θ = {W,U,V, c,b}, is the network’s parameters.
According to Eq. 3, one sees that both input and output se-
quences have the same length, i.e., k, which poses a limitation
for generating a suffix for an input prefix, as they have different
lengths. A simple strategy for general sequence learning is to
map the input sequence, i.e., prefix, to a fixed-sized vector
using one RNN, called encoder, and then map it to the target
sequence, i.e., suffix, with another RNN, called decoder. The
encoder-decoder architecture [3, 26], as depicted in Fig. 5,
allows the input and output sequences to have variable lengths.
Formally, suppose that the input prefix and the out-
put suffix are σ≤k = 〈x(1),x(2), . . . ,x(k)〉, and σ>k =
〈y(1),y(2), . . . ,y(k′)〉, respectively. Note that the prefix and
the suffix have different lengths. The goal of the encoder-
decoder architecture is to learn a probability distribution pm
to maximize pm(y(1),y(2), . . . ,y(k
′)|x(1),x(2), . . . ,x(k)). To
achieve this goal, the encoder creates a fixed-size vector h(k),
which is its last hidden state, from σ≤k using Eq. 3. Then,
the decoder computes the mentioned conditional probability
as follows:
pm(y
(1),y(2), . . . ,y(k
′)|x(1),x(2), . . . ,x(k)) =
k′∏
t=1
pm(y
(t)|h(k),y(1), . . . ,yt−1))
(4)
Each pm(y(t)|h(k),y(1), . . . ,yt−1)) distribution is represented
with a Softmax function over o(t). The suffix generation by the
decoder continues until it reaches < EOS >. Finally, the end-
to-end training is to minimizing the negative log probability
of Eq. 4 for every pair of prefix and suffix in the training set
S:
−
∑
(σ≤k,σ>k)∈S
log(pm(σ>k|σ≤k)) (5)
After training, decoder generates a sequence of outputs
〈o(1),o(2), . . . ,o(k′)〉 for a prefix. We get a suffix, i.e., σˆ>k,
by applying one-hot and arg max function on each o(t) for
t ∈ {1, . . . , k′} properly. Note that, the final output, i.e., the
suffix, is a sequence of augmented one-hot vectors.
Fig. 6. Proposed GAN architecture for suffix generation
E. Adversarial Predictive Process Monitoring Nets
This section presents the core contribution of this paper by
proposing an adversarial process to estimate a generative
model for the predictive process monitoring tasks.
In the proposed adversarial architecture, shown in Fig. 6, the
generator, denoted by G(; θg), is an encoder-decoder architec-
ture as defined in Sec. III-D, and the discriminator, denoted by
D(; θd), is composed of LSTM followed by a fully connected
layer. In detail, given a prefix, i.e., σ≤k, the generator’s output
is a suffix, i.e., G(σ≤k) = σˆ>k. The Gumbel-Softmax part
of Fig. 6, creates continues differentiable approximations for
the one-hot encoding parts of ground truth and predicted
suffixes σ>k and σˆ>k as explained in Sec. III-C. Finally, the
discriminator receives the outputs of the Gumbel-Softmax part
and decides whether the suffixes are the same by assigning a
probability to them, i.e., 0 for σˆ>k, and 1 for σ>k.
In the proposed architecture, σ>k, and σˆ>k are considered
as real and fake suffixes, respectively. We want the G’s output,
i.e., σˆ>k, to be as close as possible to ground truth σ>k, such
that, D gets confused in discriminating the mentioned suffixes.
Formally, for a pair (σ≤k, σ>k)) according to the recent works
in GANs [25] the optimization game is as follows:
L(D;G) = −log(D(σ>k))− log(1−D(G(σ≤k)))
L(G;D) = − [log(D(G(σ≤k)))− log(1−D(G(σ≤k)))]
(6)
Where L() is the loss value. Equation 6 originally was
proposed for synthesising images, however, we apply it for
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generating suffixes. It iterates two steps: first, it updates
discriminator D by lowering L(D;G), keeping G fixed, then
it updates G by lowering L(G;D) keeping D fixed. It can be
shown that the optimization in Eq. 6 amounts to minimizing
the distance between two probability distributions that generate
the ground truth suffixes and fake suffixes, respectively [25].
Algorithm 1: Training proposed adversarial net
1 initialization parameters of D and G with standard normal distribution;
2 while no convergence do
3 for each (σ≤k, σ>k) ∈ S do
4 update D’s parameters, θd, by minimizing L(D;G);
5 update G’s parameters, θg , by minimizing L(G;D) + Eq. 5;
6 end
7 end
The training of the proposed framework is shown in Alg. 1.
For each pair of prefix and suffix (σ≤k, σ>k) in the training
set S, we update the parameters of the discriminator and the
generator according to Eq. 6. Also, the parameters of the
latter are further updated using Eq. 5, to speed up the training
convergence. Training GANs is a difficult task because of the
optimization game, i.e., updates of one player can completely
undo the other player’s updates; thus, no convergence is
guaranteed, or it needs many iterations [9]. Theoretically,
convergence happens when the discriminator is unable to
distinguish the real and fake suffixes. Formally, it takes place
when E(L(G;D)) → 0, or equivalently, D(G(σ≤k)) → 0.5,
for training data. Note that, one can use Alg. 1 with mini-batch
to speed up training time.
After training, we disconnect the discriminator and use the
generator for the suffix generation task.
F. Sequence Modeling
This section explains a breadth-first search, a.k.a., beam
search [18], for generating a suffix, given probability dis-
tribution over the activity names. The probability distri-
bution could be, for example, the neural network’s out-
put. Let’s assume that there is a sequence of probability
distributions [0.3, 0.35, 0.3, 0.05]T , [0.35, 0.3, 0.3, 0.05]T , and
[0.05, 0.3, 0.35, 0.3]T for three timestamps over four activities
a,b,c, and d, respectively. A suffix can be made as follows:
• Arg max selection: This approach selects an element with
maximum probability in each timestamp, resulting in bac
[17, 27].
• Random selection: This approach, a.k.a., process hallu-
cination, selects an activity randomly according to the
probability distribution in that timestamp. Different runs
results in various suffixes e.g., acd, aac, bba,etc, [2, 4].
Given a prefix, the first method is a greedy way to generate
the most probable suffix given the trained model. However,
it might not be the enough solution in many real-world
applications where having different predictions is beneficial.
The second method is more flexible, where, for a prefix, one
can run the model several times and get several suffixes. It
generates suffixes randomly according to some distribution;
however, it does not control the quality of the generated
suffixes, see the examples. It becomes reliable, specifically for
prediction tasks when the probability distribution is very sharp
around one activity in each timestamp, which is not guaranteed
in real-world applications. This approach needs very large
number of simulations (runs) upon which an inference can
be made [5].
In this work, we use a breadth-first search, i.e., Beam search,
that builds a search tree. The root is an empty state, i.e., suffix,
and leaves are goals or solutions. A new state, i.e., suffix, can
be made from the current state by concatenating an activity
to the end of the current state’s suffix. An intermediate state
of a search tree is a suffix from the beginning, i.e., root, up
to that state. A state is a goal or solution if its suffix reaches
< EOS >. At each level of the tree, we generate all the states’
successors at the current level, sorting them in increasing order
of a cost function, e.g., the sum of negative log probabilities,
and select a predetermined number k, called the beam width,
at each level. Only those k states are expanded next. The time
and space complexities of Beam search with width k areO(kb)
and O(k), respectively, where b is the branching factor or the
number of activities in our work.
A Beam search with width k, returns the k most probable
suffixes for input prefix. It is worth noting that Arg max
selection method is a Beam search with k = 1, and process
hallucination method is a Beam search with k = ∞ that
selects a leaf randomly. For the above example a beam search
with k = 1 returns bac with score −(log(.35) + log(.35) +
log(.35)) = 3.149, and with k = 3 the top 3 probable suffixes
are bac, bab, and bad with scores 3.149, 3.303, and 3.303,
respectively.
IV. EVALUATION
We implemented our approach in Python 3.6 via PyTorch 1.2.0
on a single NVIDIA P100 GPU with 24 GB of RAM and
CUDA 10.1, on Google Cloud. We used this prototype tool
to evaluate the approach over four real-life event logs, against
three baselines [17, 27, 28]. The choice of the baselines was
determined by experimental settings and the tool availability.
For this reason, we excluded from the experiment the work
by Camargo et al. [2] and Evermann et al. [4] due to their
evaluation method, i.e., process hallucination, which suffers
from randomness, see Sec.III-F, leading to unreliable results.
The other baselines use Arg max as the selection method. It
must be noted that the settings used by Lin at al. [17] tend
to advantage this approach over the others, as the training
and testing are biased towards longer prefixes. In fact, short
prefixes are excluded based on a minimum length threshold
(the specific settings are discussed in a footnote of Table I).
A. Experimental Setup
Datasets: The experiments were conducted using four
publicly-available real-life logs obtained from the 4TU Centre
for Research Data.1 Table II shows the details of these logs.
• Helpdesk: It contains traces from a ticketing management
process of the help desk of an Italian software company.
• BPI12: It contains traces of a loan application process
at a Dutch financial institute. This process includes three
sub-processes from which one of them is denoted as W
and used already in [27]. As such, we extract it from this
dataset: BPI12(W).
2This approach for training and testing considers different settings. For
Helpdesk, it uses prefixes longer than 3; for the other logs, prefixes are equal
or longer than 5. These settings impact positively on the results, making this
approach not comparable with the others used in Table I.
3For this dataset the tool ran out of memory in middle of training. Testing
is done via the last saved checkpoint.
1https://data.4tu.nl/repository/collection:event logs real
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Average similarity d MAE (day)
Approach Helpdesk BPI12(W) BPI12 BPI17 Helpdesk BPI12(W) BPI12 BPI17
Ours (k = 1) 0.8283 0.3720 0.3828 0.3998 6.21 11.29 16.81 13.87
Ours (k = 5) 0.9066 0.5589 0.4786 0.5399 7.02 11.08 19.28 16.25
Ours (k = 10) 0.9253 0.6358 0.5067 0.5883 6.97 11.33 19.32 16.81
Taymouri et al. [28] 0.8089 0.3520 0.2266 0.29583 6.30 13.83 19.59 34.45
Tax et al. [27] 0.7670 0.0632 0.1652 0.3871 6.32 50.11 380.1 170
Lin et al. [17]1 0.8740 N/A 0.2810 0.3010 N/A N/A N/A N/A
TABLE I
AVERAGE SIMILARITY d FOR SUFFIX GENERATION (THE LARGER, THE BETTER), AND MAE FOR THE REMAINING CYCLE TIME. k IS THE BEAM WIDTH.
• BPI17: It contains traces of a loan application process at
the same Dutch financial institute but in a different period
of time.
Log Traces Events Activity Max/Min/
Avg |σ|
Avg./Max
Cycle Time
(day)
Helpdesk 3,804 13,087 9 14/1/3.60 8.79/ 55.9
BPI12 13,087 262,200 23 96/3/12.57 8.6/ 91.4
BPI12(W) 9,658 72,413 6 74/1/7.49 11.4/ 91
BPI17 31,509 1,202,267 24 54/7/4.59 21.8/ 169.1
TABLE II
DESCRIPTIVE STATISTICS OF THE DATASETS (|σ| IS THE TRACE LENGTH)
Evaluation measures: For consistency, we reuse the
same evaluation measures adopted in the baselines [27].
Specifically, to measure the accuracy of the generated
suffix σˆ>k against the ground truth σ>k we use
d(σˆ>k, σ>k) = 1 − (D.L.(σˆ>k, σ>k)/Max(|σˆ>k|, |σ>k|), as
the similarity measure, where D.L. is DamerauLevenshtein
distance. For the remaining time, we report Mean Absolute
Error (MAE), i.e. the average of the absolute value between
predictions and ground truths.
Training setting: For both generator (encoder, decoder) and
discriminator we use a five layer LSTM with hidden size of
200. In addition, the discriminator is equipped with a fully
connected layer for the binary classification task. In detail:
• Since the proposed method is generative, the training
finishes when both the discriminator and the generator
reach a convergence, as explained in Sec. III-E. In our
experiments, we halted training after 500 epochs despite
getting better results on the validation set with more
epochs.
• For each log, a training instance is a pair of prefix and
suffix, where the prefix length is equal to or greater than
2. Formally, the training set consists of pairs (σ≤k, σ>k)
for 2 ≤ k ≤ |σ| − 1, where, σ≤k and σ>k are sequences
of augmented one-hot vectors (see Sec. III-B).
• We use RMSprop as an optimization algorithm for the
proposed framework with learning rate 5× 10−5. To
avoid gradient explosion, we clip the gradient norm of
each layer to 1.
• We exponentially anneal the temperature τ of the
Gumbel-Softmax distribution from 0.9 to 0 in Eq. 2 to
stabilize the training.
For the baselines, we used the best parameter settings, as
discussed in the respective papers.
B. Results
Suffix Generation: The second to fifth column of Table I
show the average similarity d of our approach and of the
baselines, for each log. The first three rows represent the
quality of the generated suffixes with different beam width
k, where k = 1 equals to the Arg max selection method. We
can see that for k = 1, our approach provides considerably
more accurate suffixes compared to the baselines for each
dataset. From this table, we can draw several observations.
First, the proposed framework outperforms the baselines for
small-sized event logs, e.g., Helpdesk, and BPI12(w), but one
sees its true merits for logs with long traces and a large set
of activity names, e.g., BPI12 and BPI17. This superiority
amounts to the generator’s internal architecture, i.e., encoder-
decoder, and the use of a min-max (adversarial) game for
training. For BPI12, our approach achieves a significantly
higher accuracy than the baselines, incl. Lin et al. [17], which
uses different settings and employs other resource attributes
(see Table I’s footnote). Second, one can see the quality of
the generated suffixes improves as k increases. Thus, for a
prefix, one can have a ranked list of predicted suffixes based
on their likelihood, which can be used for further analysis and
planning.
Remaining Time Prediction: The last four columns in Table
I show the MAE of the remaining time in days, for each
log and for each approach, except [17] as it does not support
this prediction type. We can see that already for k = 1, our
approach provides much better accuracy than the baselines.
Similar to suffix prediction, the results highlight the merit
of our approach for logs with long traces like BPI12 and
BPI17. The higher MAE obtained by [27] depends on the
error propagation issue and catastrophic forgetting, which
results in generating long suffixes of repetitive events.
Unlike the suffix generation part, larger k values do not
necessarily improve the MAE values. This is because the
cost function in our beam search (see Sec. III-F) is the
log-likelihood of a sequence of activities regardless of their
timestamps. However, one can define a cost function that
considers other attributes.
Behavior of the convergence: We concluded our experiment
by studying the convergence behavior of the generator and the
discriminator while performing the minmax game in Alg. 1.
We observed one pattern in our experiments, as shown in Fig.
7, which plots the generator loss on training/validation set, and
the discriminator loss. One can observe that at the beginning
the generator confuses the discriminator, and as the adversarial
game progresses, the latter becomes stronger in subsequent
epochs. However, this does not mean that the generator cannot
generate accurate suffixes since the validation loss (purple
line) decreases monotonically. Indeed, we observed that the
generator produces partially correct suffixes, and improves
itself over time. We stopped the training at 500 epochs, despite
the downward trending in the generator’s loss on the validation
set.
V. CONCLUSION
This paper put forward a novel generative adversarial frame-
work for the suffix generation and the remaining time pre-
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Fig. 7. Proposed GAN architecture for suffix generation
diction, by adapting encoder-decoder Generative Adversarial
Nets to the realm of sequential temporal data. The encoder-
decoder architecture allows one to train the model directly
on suffixes instead of training on the next event to generate
suffixes. The training is achieved via a competition between
two neural networks playing a minmax game. The generator
maximizes its performance in generating accurate suffixes,
while the discriminator minimizes its error in determining
whether the generator’s outputs are ground-truth sequences.
At convergence, the generator confuses the discriminator in
its task. We adopted Beam search on top of our architecture
to provide the k most probable suffixes for a prefix, which can
be used for further analysis and planning.
The results of the experimental evaluation highlight the
merits of our approach, which outperforms all the baselines,
both in terms of similarity of the generated suffixes and the
MAE of the prediction for the remaining time.
Generative Adversarial Nets have received considerable
attention both in academia and industry across many com-
munities.
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