In this paper, we present a detailed analysis on the performance degradation of inverse synthetic aperture radar (ISAR) imagery with the polar format algorithm (PFA) due to the inaccurate rotation center. And a novel algorithm is developed to estimate the rotation center for ISAR targets to overcome the degradation. In real ISAR scenarios, the real rotation center shift is usually not coincided with the gravity center of the high-resolution range profile (HRRP), due to the data-driven translational motion compensation. Because of the imprecise information of rotation center, PFA image yields model errors and severe blurring in the cross-range direction. To tackle this problem, an improved PFA based on integrated cubic phase function (ICPF) is proposed. In the method, the rotation center in the slant range is estimated firstly by ICPF, and the signal is shifted accordingly. Finally, the standard PFA algorithm can be carried out straightforwardly. With the proposed method, wide-angle ISAR imagery of non-cooperative targets can be achieved by PFA with improved focus quality. Simulation and real-data experiments confirm the effectiveness of the proposal.
Introduction
Inverse synthetic aperture radar (ISAR) can generate two-dimensional (2D) images for a non-cooperative moving target, which has wide military (e.g., military target classification and recognition) and civil (e.g., civil aircraft control) applications. The high range resolution is proportional to the bandwidth of the transmitted signal. And the high cross-range resolution is achieved using a synthetic antenna aperture respecting to the radar line of sight from the target rotation [1] . The range resolution ρ r is defined by ρ r = c/(2B), where c is the velocity of light, and B is the signal bandwidth. And based on the 2D rotational model, the cross-range resolution ρ a is usually defined as ρ a = λ/(2Θ), where λ is the signal wavelength, and Θ is the target rotation angle within the coherent processing interval (CPI).
Several useful ISAR imaging algorithms have been proposed in the literatures, such as the Range-Doppler algorithm (RDA) [2] , the Keystone algorithm for precise de-coupling [3] [4] [5] [6] , and the polar format algorithm (PFA) [7] [8] [9] [10] . The RDA is applicable when the rotation angle is small to ensure there is no significant migration through resolution cells (MTRC) and time-varying Doppler in the echoed signal. The Keystone algorithm is optimal to correct the linear MTRC caused by the rotation for all scattering centers. However, its performance is also limited by the rotation angle. In high-resolution ISAR imaging (always needs a wide rotation angle), high-order MTRC together with the linear one are present, where the Keystone algorithm would degrade significantly. The PFA was first used to compensate the MTRC in SAR imaging [7] . It was introduced in ISAR imaging later. The PFA algorithm firstly interpolates the observed signal from polar sector support region to the Cartesian rectangular region. And the fast Fourier transform (FFT) is followed to focus the ISAR image [10, 11] . Since both the range and the Doppler curve are permitted in the PFA, its applicable rotation angle is significantly wider than those of both the RDA and the Keystone algorithm.
In practical ISAR processing, PFA requires accurate information of the rotation parameters before the interpolation. However, those parameters are usually unavailable in advance. Due to the uncooperative characteristic of ISAR targets, translational motion compensation [12] [13] [14] is also necessary to eliminate the translational range shift and phase errors in the echoes. This processing is usually datadriven. As a result, after translational compensation, the rotation center (RC) is commonly deviated from the measured reference range of the radar. In this case, serious blur and defocus are also present in the cross range of a PFA image.
This paper first introduces the standard PFA processing for ISAR imaging and then analyzes the performance degradation caused by the imprecise rotation center. From the analysis, one can find that the PFA image by using an inaccurate rotation center is equivalent to the response of a disturbance system with the ideal PFA image as the input. Therefore, for real applications of PFA, an accurate and robust method for rotation parameter estimation is necessary.
Many approaches have been proposed for the rotation parameter estimation in ISAR imaging. In ref. [15] , the adaptive S-method is applied to reduce the effect of quadratic phase errors in each slant-range cell by calculating the conjugate correlation of signal sequences. However, it also suffers from the cross terms. In ref. [16] , a method was proposed to estimate the rotation angle and center using a correlation-based function. It needs careful choosing and tracking of two scattering centers in the range-compressed phase history, which may be difficult for high-resolution ISAR. In ref [17] , a method based on a concept of rotation correlation is proposed, which searches the rotation parameters by iteratively interpolating the RD image. This method may also be invalidated if the prominent scattering points are seriously interfered by their neighbors. The algorithms in ref. [18] are utilized for uniform rotation compensation in ISAR imaging, but only the rotation angle can be estimated in the processing. In ref. [19] and [20] , two nonparametric methods, which utilize golden section search to estimate the rotation angle and center, are proposed. The methods use entropy as criterion and require an initial rotation angle, and the simulated and measurement data moderately show the validity. However, the concomitant risk of divergence cannot be avoided in the iteration and the computational load may become very large once the 2D map of the entropy is flat. In this paper, a method based on integrated cubic phase function (ICPF) is proposed for PFA to eliminate the effect of the disturbance system and the rotation center can be derived precisely. The ICPF extends the standard cubic phase function (CPF) and provides improved estimation performances of multi-component chirp signals at a cost of a moderate complexity increase. Accordingly, the signal after the translational compensation can be transformed into the standard polar format, and a well-focused image is finally obtained using the standard PFA algorithm. Experimental results were carried on both of the simulated and real data to demonstrate the accuracy of the analysis and the effectiveness of the improved method.
The rest of the paper is organized as follows. The signal model of ISAR imaging and the standard PFA processing are introduced in Section 2. Section 3 describes the PFA performance degradation from the imprecision of rotation center and makes a detailed analysis on the disturbance system. The improvement of PFA imaging based on ICPF is presented in Section 4. Experimental results and analysis are reported in Section 5, followed by conclusions in Section 6.
2 Signal model and standard PFA algorithm for ISAR imaging
Signal and geometry model
The geometry of the ISAR imaging is depicted in Figure 1 , where the 2D rotation geometry with point scattering model is used [11] . The instantaneous distance from a scattering point p k with position (x k , y k ) to the radar can be approximated as:
where r a is the range from target RC to the radar and θ(t) is the rotation angle at instantaneous time t.
In the ISAR imaging system, a linear frequency modulated (LFM) waveform is usually utilized and it can be formulated as: where
and f c , T p , and γ are carrier frequency, pulse width, and chirp rate of the transmitted signal, respectively. The full time t ¼t þ t m is expressed as the form of the fast timê t and the slow time t m = m ⋅ PRI, where m are integers and PRI is the pulse repetition interval. Let us suppose that the target consists of K point scatterers, and the returned signals can be expressed by:
where σ k , c, and f c are the backward scattering coefficient, light speed, and carrier frequency, respectively. For the target without high velocity, the ISAR imaging process satisfies the go-stop model [11] , thus the full time t in (4) can be replaced by the slow time t m . In order to reduce the receiver bandwidth, the echo is often dechirped on reception [21] . Suppose that the reference point (RP) is o and its range to radar is r 0 (t m ). Then after the dechirping, the received signal is written as:
where
and R ps_k (t m ) is the instantaneous range from P k to o and ψ(t m ) is the residual video phase (RVP). Generally, the RVP can be removed easily [22] , when dealing with small targets. Let's denote f ¼ γt−2r 0 t m ð Þ=c À Á , and by substituting f into Equation (5), one can obtain:
ð7Þ Assuming that the RP are located at the RC, i.e., r 0 (t m ) = r a (t m ), then one can obtain R ps_k from (1):
Since R k (t m ) ≈ r 0 (t m ) for small targets, the dechirped echo signals can be finally expressed as:
where B = γT p denotes the signal bandwidth.
Standard polar format algorithm model for ISAR imaging
In order to obtain 2D ISAR image, FFT is usually carried on the slow time t m to yield the range-Doppler (RD) image of a target. However, in high-resolution ISAR imaging, RD algorithm will be invalid because of the presence of the MTRC and time-varying Doppler. The Keystone algorithm can correct the linear MTRC, but it is invalid for the high-order MTRC and phase errors. After the correction of linear MTRC, the ISAR image with large rotation angle would be still blurred. Since both the range and Doppler curve are permitted in the PFA, both range-azimuth coupling and time-varying Doppler can be compensated well and yields a wellfocused image. In this subsection, the standard PFA algorithm will be introduced and the maximum rotation angles of PFA will be analyzed with comparison to RDA and Keystone algorithm. The efficiency of PFA in MTRC compensation will be also illustrated. Let K R = −(4π/c) (f c + f ), then the phase term of (7) can be expressed as:
where (θ, K R ) is the polar format of (K x , K y ) in a Cartesian coordinate system. If the total target rotation angle Θ is known, the target image can be reconstructed from 2D Fourier transform (2D-FT). However, the FT algorithm requires a rectangular raster distribution of the data points, and the signal model can acquire a sector support region. Therefore, the interpolation of the observed signal on a polar sector support region to a Cartesian rectangular system is required.
As it is shown in Figure 2 , the radial wavenumber K R and the rotation angle θ satisfies:
The azimuth wavenumber is (4π/λ)⋅Θ. An illustration of the PFA algorithm is shown in Figure 3 . If K R2 cos Θ ≤ K R1 , the interpolation error will rise with Θ increasing, which results in a large vacant space in the wavenumber spectrum filled with stripe in Figure 3 . To avoid this phenomenon, the maximum rotation angle for PFA imaging is constrained as:
where μ = B/f c . According to (10) , Θ PFA is merely a function of μ independent of the target size and the range resolution. For comparison, the maximum rotation angles for RD and Keystone are given below. In order to avoid the MTRC, the maximum rotation angle for the RD algorithm in ISAR imaging should satisfy [2] :
where L X and L Y denote the target size on the cross range and slant range, respectively. For a fixed size target, the maximum rotation angle for RD algorithm is:
When the rotation theta Θ in CPI is larger than Θ RD , the MTRC and time-varying Doppler will occur failing RDA to generate optimal images.
The linear MTRC can be compensated using the Keystone algorithm [5, 6] . Given the target size L X and L Y , the Keystone algorithm restricts the maximum rotation angle by:
To present the analysis in an explicit manner, ISAR images of a simulated aircraft with the three different algorithms are presented in (12), (14), and (15), the maximum rotation angles of RD, Keystone, and PFA for the target in Figure 4 are Θ RD = 0.0075 rad = 0.43°, Θ Keystone = 0.032 rad = 1.82°, and Θ PFA = 1.01 rad = 57.91°, respectively. Obviously, Θ PFA is much larger than Θ RD and Θ Keystone . It must be declared that, it is difficult to realize a uniform rotation for an azimuth angle of Θ PFA = 57.91°. In practical ISAR processing, a rotation angle 6°∼ 10°is adaptive to obtain a relevant cross-range resolution. Even though, the value of the rotation angle is over the limitations of the RD algorithm and Keystone transform. When the radar observes the target flying stably, the rotation velocity can be approximate as constant in the range of 6°∼ 10°. Therefore, the PFA is more efficient and significant than RD algorithm and Keystone transform in high-resolution ISAR imaging.
In the above analysis, an underlying assumption is that the translational motion is compensated ideally and only the rotational motion is involved. With the development of the translational motion compensation algorithm, the assumption can be satisfied in much case. In order to obtain high cross-range resolution matching with the range resolution, the target coherent rotation angle is set to Θ = 0.2 rad and the rotational velocity is set to ω = 0.01 rad/s. In the dataset, the pulse repetition frequency (PRF) is 50 Hz, i.e., 1,024 pulses within dwell time [−10, 10] (s) are used. Meanwhile, the number of range bins in high-resolution range profile (HRRP) is N = 1,000. The RC and RP are both located at (0 m, 0 m) in the target coordinate system. Figure 4b shows the ISAR image achieved by RDA. Since the rotation angle Θ is larger than Θ RD , the blurring effects caused by MTRC and time-varying Doppler can be found in both of the range cell and Doppler cell. The obtained ISAR image using the Keystone algorithm is shown in Figure 4c . It can be seen that the blurring in range cells caused by MTRC is compensated, but the blur in the Doppler dimension still remains. Figure 4d presents the ISAR image obtained by the PFA algorithm, where all target scatterers are optimally focused.
According to the algorithm analysis and simulations, the PFA has advantage on MTRC compensation with the resolution of radar increasing.
3 Analysis of the disturbance system in PFA 3.1 The performance degradation of PFA when Δr ≠ 0 According to Equations (8 to 10), one notes that when the RC locates at the cell of the RP, the phase term of the dechirped signals can be expressed in the polar format. Thus we can use the standard PFA algorithm to obtain a focused ISAR image, as shown in Figure 4 . However, in practical applications, since the target is non-cooperative and the error of range measurement is unavoidable in the radar system, after translational motion compensation, RC is usually not coincided with RP. Assuming that the range difference between RC and RP is Δr = r a − r 0 , Equations (8) and (9) can be expressed as:
Taking scattering point p k for example, its echo can be formulated as: 
Then, the phase term of Equation (18) is expressed by:
Equation (19) indicates that the disturbed phase term K R Δr can cause the performance degradation when the PFA algorithm is applied. For clarity, we provide some simulation results in Figure 5 to indicate the degradation of PFA image from the imprecise RC. The target is the one in Figure 4 . The new given dechirped signals in Figure 5 have the RC highlighted by the red dashed line, which locates at (0 m, 10 m) in the target coordinate system. The RP is highlighted by the white solid line in Figure 5a , locating at (0 m, 0 m). The ISAR image achieved by the RDA is shown in Figure 5b and the imaging result achieved by PFA is given in Figure 5d . Compared to the image in Figure 4d , the blur in Figure 5b was not fully overcome by PFA.
Analysis and simulation of the disturbance system in PFA
According to the simulation above, the blur in the crossrange dimension of the image by PFA occurs when the RC is deviated from the RP. In this subsection, the influence of the disturbed phase term K R Δr on PFA will be analyzed in detail, by adopting the equivalence of a disturbance system. From Equation (10), since:
the echo phase term of p k with respect to (K x , K y ) can be formulated as:
Supposing that the PFA interpolation has been carried on the echo in Equation (18), the echo s 
Obviously, when Δr = 0, the 2D spectrum in Equation (22) has the form of the 2D Sinc function:
If Δr ≠ 0, the 2D spectrum of scattering point p k is given by:
where operation symbol ⊗ denotes the operator of the 2D convolution. The characteristics of Ψ(X, Y) are the key point of the analysis of the influence on S
From Equation (26) , the spectrum of Ψ(X, Y) is independent on the location (x k , y k ) of the scattering point. As a result, when Δr ≠ 0, the degraded PFA is equivalent to the output of the standard PFA model passing through a disturbance system denoted by Ψ(X, Y). The schematic diagram of the disturbance system Ψ(X, Y) is shown in Figure 6 .
According to Figure 3 , the value zone of K x and K y after the PFA interpolation is:
Since ψ(K x , K y ) have the symmetrical format with respect to K x and K y , we only need to analyze the FFT distribution of either one. The formula g(x) with respect to x is given by:
where a and Δr are constant. When Δr > 0, the FFT of g (x) is given by: By comparing between Figure 7a and b, one can observe that the phase term is approximately linear to x when x 2 > x 1 ≫ 0, while it has quadratic phase if x 2 = −x 1 . Furthermore, the smaller x is, the more distinct the quadratic feature of g(x) phase term is. For a limited time signal with linear phase and rectangular envelope, its spectrum performs as a Sinc function [23] , since the signal can be approximated by a point frequency signal. The signal with quadratic phase is somewhat like a LFM signal, and its spectrum will be widened around the center frequency. In a nutshell, the spectrum of G(X) is related with the integral region [x 1 , x 2 ]. Simulations in Figure 8 are given to analyze of the disturbance system Ψ(X, Y). Take the signal model in Section 3.1 for example, the interval of K x and K y can be calculated as:
For generality, we take the scattering point p k at (x k , y k ) = (13, 9) for example, as shown in Figure 8a . By applying RD and PFA algorithms to the simulated standard PFA signal, the obtained ISAR images of p k are shown in Figure 8b ,c, respectively. The blurring in range cells and Doppler cells caused by the MTRC in the RD model is compensated. The 2D spectrum of disturbance system Ψ(X, Y) is shown in Figure 8d . Figure 8e ,f,g,h illustrates the one-dimensional (1D) distributions of Ψ(X, Y) along cross-range axes X and range axes Y. Since K y2 > K y1 ≫ 0 and K x2 = −K x1 , one can see from Figure 8d , e, f, g, h that the spectra in the cross range are much wider than the ones in the slant range. According to the definition and characteristics of 2D convolution [24, 25] , the output S ′ R4 k X; Y ð Þ Δr¼0 j of the ideal PFA image will be widened in the cross range caused by the disturbance system Ψ(X, Y). As a result, the final output is blurred in the cross range and focused in slant range, (Figure 8i) . in Figure 10 , where Θ ∈ {0.05, 0.1, 0.15, 0.2, 0.25, 0.3} rad and Δr = 10 m. Similarly to the results in Figure 9 , Ψ(X, Y) is widened in the cross range and shifted in the slant range with Θ increasing. Particularly, when the rotation angle Θ is small enough, the spectrum of Ψ(X, Y) in the cross range trends to the impulse function. At this level, one can obtain the formulas
Then, the phase term of P k echo is approximately equal to:
Apparently, Δr only produces translation in the cross range without the blurring in the slant range. Actually, the signal model becomes the RD model when Θ is small.
From the analysis and simulations above, we can note that, because of the range measurement errors and the target's non-cooperative motion, the disturbed phase term remained after data-driven translational compensation and the blur in the cross-range dimension is induced. Furthermore, with the increasing of Δr and Θ, the blur in the cross-range dimension becomes serious. As a conclusion, the accurate rotation center is essentially significant for PFA imaging for ISAR targets and only accurate estimation of RC can overcome the blur after PFA.
PFA revision based on integrated cubic phase function
According to the theoretical analysis of the PFA algorithm, if the RC on the slant range is not overlapped with the RP, the blur in cross-range cells remains after. In order to solve this problem, the dechirped signals after the translational compensation are shifted in the slant range, and the RC is located at the center of the HRRP. As a result, the effect of the disturbance system caused by Δr can be eliminated.
It is well known that the RP is located at the center of the HRRP. Therefore, the location of RC in HRRP is r 
If the value ofΔr is equal to Δr, then Δr−Δr ¼ 0. The shifted signals in Equation (33) become: 
From formula (34), the shifted signals have the same format as Equation (9) . s ′ R4 f ; θ ð Þ is converted into a standard PFA formation. When the PFA algorithm is performed on the revised signal s R5 (f, θ), the MTRC of s ′ R4 f ; θ ð Þ can be compensated accurately. Note that, in Equation (33), the RC should be estimated firstly. Herein, we propose a method based on ICPF to estimate the rotation motion information. The ICPF extends the CPF and provides improved estimation of multi-component chirp signals [26] .
By applying the FFT to the dechirped signal, the HRRP is obtained.
During the CPI, if the rotation angle of the target is not too large (e.g., Θ < 20°), cos θ(t) and sin θ(t) can be approximated by the second-order Taylor expansion. Only accounting the second-order phase terms, the signal expression can be rewritten as:
Based on the uniform rotation assumption, the rotation angle θ(t) can be expressed as θ(t) = ωt, where ω is the rotation velocity . Then, S(Y, t) can be given as:
It can be noted that the signal in a certain range cell is a chirp signal in azimuth, with chirp rate Γ = 2y k ω 2 /λ. For the rotation center, the chirp rate of the signal equals to zero, due to y k = 0. When RC is distant from RP, the location of RC in ISAR image can be marked as p RC (x RC , Δr). Therefore, RC can be estimated by searching the range cell with the minimum chirp rate. The cubic phase function is a 2D bilinear mapping operator to estimate the parameters of a chirp signal [14] . For a single-component cubic phase signal,
where ϕ(t) is the expression of a cubic phase. The instantaneous chirp rate is given by:
The cubic phase function is defined as a 2D bilinear transform of the signal as:
where Ω represents the instantaneous chirp rate index for the spectrum of the cubic phase function. Obviously, CPF (t, Ω) reaches the peaks along the curve Ω = 2(a 2 + 3a 2 t). Thus, the peaks of the CPF can be used for the ICR estimation. The instantaneous chirp rate estimate is:
For a chirp signal, the energy of the CPF is concentrated along straight lines Ω = 2a 2 in the t − Ω domain. The CPF has been verified to be highly efficient in analyzing the mono-component signal even at low signalto-noise ratio. However, when the algorithm is applied to multi-component signals, the distinct cross terms and Figure 14 The entropy and contrast of the image after PFA with different shifted ranges. spurious peaks will occur. The auto terms of the CPF are distributed around the straight lines which are parallel to the time axis. The interference including cross terms and spurious peaks disperse over the time and frequency rate domain. For multi-component chirp signals, the number of cross terms is K 2 − K, and that will merge into (K 2 − K)/2 spurious peaks in the time and chirp rate domain, where K is the number of the signal components.
To enhance the auto terms and suppress the cross terms, ICPF is proposed [26, 27] . For either single-or multi-component linear frequency modulated signals, ICPF provides improved estimation accuracy and better performance in cross-term rejection than the standard CPF-based approach. In this paper, the ICPF is exploited to estimate the chirp rate of the multi-component linear frequency modulated signals. ICPF integrates the energy of auto terms, yielding distinct peaks in the time and frequency rate domain, by which, the chirp rate can be easily determined by finding the highest peak.
The procedure of the RC estimation based on ICPF is summarized as follows. First, conventional translational motion compensation, including range alignment and the phase compensation [28] [29] [30] [31] , should be performed. Second, the Keystone transform is used to correct the linear MRTC as much as possible. It should be emphasized that, in the wide-angle ISAR imaging, the Keystone usually cannot correct the distinctive high-order MRTCs, but it still plays a significant role for a better estimation of the chirp rate with ICPF. Then, the estimate of the quadratic phase for the multi-component linear frequency modulated signals in different range cells can be obtained by:
where n ∈ [1, N] denotes the serial number of the range cell and N is the number of range cells. Therefore, the position of RC can be estimated by:
OnceΓ n ð Þ is obtained, the rotation angle Θ during CPI can be calculated by:
It should be noted that in some slant-range cells there are no presence of dominant scatterers, where significant estimate error would involve. To improve the accuracy of the estimated Θ, the least mean square error (LMSE) method can be applied for fitting a linear function of the chirp rate, and an improvedΘ is achieved.
ð Þ ð47Þ Figure 11 shows the estimated coefficient of quadratic phase terms along the slant range with the ICPF. By the proposed LMSE fitting, the RC is determined at the range gate 10.1 m and the estimated rotation angle isΘ ¼ 11:2 ∘ . As it is shown in Figure 12a , the RC was shifted to the center of the HRRPS according to the estimated RC in Figure 11 . Taking PFA on the shifted signals, the compensated ISAR image is obtained in Figure 12b . Since the disturbance of the echoes in Section 3 is revised, the MTRC was fully compensated and the PFA image was well focused.
Experiment and performance analysis
In the first experiment, simulated data of aircraft (MIG-25) [1] were used. The aircraft is composed of 120 point scatterers with equal reflectivity. The radar transmits LFM signals with a carried frequency of 9 GHz and a bandwidth of 512 MHz. It was assumed that the aircraft only has rotational motion. Figure 13a shows the image obtained by using RDA without MTRC and time-varying Doppler compensation, where the blurring effects are evident. The RC is located at −4.1 m, which was estimated by ICPF in Figure 13g and highlighted by a dashed line in Figure 13c . The estimated rotation angle isΘ ¼ 18:5 ∘ . Figure 13b presents the ISAR image after MTRC compensation with the Keystone transform, where the blur in the cross-range direction still exists. As shown in Figure 13e , since the RC was not located at the same position as the RP, the image obtained by straight forward application of PFA was blurred. With the proposed ICPF estimation of RC, the HRRPs of shifted signals are shown in Figure 13d and the image with PFA is shown in Figure 13f , where compensation of both rotation induced MTRC and time-varying Doppler is achieved in an optimal manner. And well-focused ISAR imagery of the aircraft is obtained. By these result, the effectiveness of the proposed RC estimation for PFA imaging is justified clearly.
For comparison, another method using PFA presented in ref. [20] was used to compensate the simulated data. The method presented in [20] is a non-parametric algorithm via golden section search (GSS), which applies the PFA on the translational compensated data iteratively to search the optimization solution based on minimum entropy criterion. The accurate rotation angle and center are obtained when the entropy of the ISAR image is minimized. Meanwhile, the MTRC can be compensated and the ISAR image will be best focused. Figure 13h depicts the ISAR image entropy after MTRC compensation with different rotation angles and centers. The minimum entropy is achieved at the position (18.3°, −4.2 m, 6.24), where 18.3°and −4.2 m are the rotation angle and center, respectively. After 2D iteratively searching, the estimated rotation center and angle are −4.2 m and 18.3°a nd the compensated image is shown in Figure 13i . Comparing Figure 13f with Figure 13i , we can note that the two methods have similar compensational performance. However, in the aspect of computational efficiency, as the interpolation in PFA is time-costly, the method in ref. [20] is much less efficient than the proposed one. The consuming CPU time of the method in ref. [20] and proposed one is 35.39 s and 6.23 s, respectively. Additionally, we plot the estimated results and errors corresponding to different SNRs in Figure 13j , k, in order to show the robustness of the proposed method. The true values of the rotation angle and center are 18.5°and −4.1 m, respectively. The estimated error is denoted by the difference between the estimated value and the true value. From Figure 13j ,k, we note that effective rotation parameter estimation is achievable even if SNR decreases down to −10 dB and the estimate accuracy degrades slightly with the increase of strong noise. Contrarily, the estimation by the method in ref. [20] is sensitive to the strong noise, leading to serious errors in the result.
In order to show the importance of precise RC for PFA imaging, we performed the following test. Figure 14 depicts the entropy and contrast of the ISAR images from polar format interpolating with different shift ranges. The more focused the image is, the smaller the entropy is and the larger the contrast is [14, 31, 32] . From Figure 14 , the minimized entropy and the maximized contrast are achieved when the shift range is −4.1 m. It illustrates that, the closer the shift range and RC are, the more focused the compensated ISAR image is and consequently the more efficient the PFA is.
In the second experiment, the real data provided by ATR National Defense Science and Technology Key Laboratory were used to analyze the performance of the proposed method. The data were collected by a groundbased imaging radar. The target is a stably flying airplane of Boeing 737, whose model is shown in Figure 15a . The carrier frequency is 10 GHz and the bandwidth is 1 GHz, providing a range resolution of 0.15 m. In order to obtain high cross-range resolution matching with the range resolution, the rotation angle in CPI should exceed 5.7°. Thus 512 pulses are used in the dataset and Θ is about 8°.
Herein, the translational compensation was firstly carried on the echoes. The aligned profiles are shown in Figure 15b . By using the ICPF algorithm, the estimated rotation angle isΘ ¼ 8:03
∘ and the RC locates at range −15 m, which is highlighted in Figure 15b . As it is shown in Figure 15c , the RC was shifted to the center of the HRRPS according to the estimated RC. For comparison, the RDA, Keystone algorithm, and traditional PFA were carried on the data in Figure 15b , and the images are shown in Figure 15d , e, f. From Figure 15d , the blurring effects caused by MTRC in both of the range and Doppler cell can be found in the RD image. The image using the Keystone algorithm in Figure 15e illustrates that the MTRC in the slant-range dimension is compensated but the blur in the Doppler dimension still remains. As shown in Figure 15g , when one utilizes PFA on the dechirped signals directly, the image is blurred in the cross-range direction. The aligned profiles and 2D image after PFA interpolation on the shifted data are shown in Figure 15g , h. In order to be clearer, the detailed exhibitions of the local regions are given in Figure 15i , j, k, l, m, n, o. Comparing Figure 15i , j, k , l, m with Figure 15n , o, one can observe that more focused image was obtained by the proposed method. From Figure 15n , o, two dominant scatterers are chosen in range 29.3 m and 11.5 m. We plot the dominant scatterers corresponding to different algorithms respectively along the cross-range and range dimensions in Figure 16 , in order to show the improvement on the point spread function (PSF) by the use of the improved PFA. From Figure 16 , we note that the blur caused by MTRC both in range and cross-range dimensions was compensated by the proposed method.
What is more, we use image entropy and contrast value to evaluate the focused images in Figure 15 , which are presented in Table 1 . It is notable in Table 1 that a well focused ISAR image was obtained by using the improved PFA.
Conclusions
In this paper, the limitations of the PFA algorithm for high-resolution ISAR imaging are analyzed. The difference between RC and RP produces a disturbance system and results in the distribution of the 2D scatterer mismatch in the polar format. As a result, the image is blurred in the cross range from PFA. To solve this problem, RC estimation via ICPF is proposed before PFA interpolation. Then the dechirped signals after translational compensation are shifted along the slant range in order to make the rotation center be located at the center of the HRRP. Consequently, well-focused wide-angle ISAR images can be obtained with PFA. Experiments with both simulated and real data show that the proposed method provides a promising performance. However, this model restricts the rotational motion model, leading to limitations on specific scenarios, such as the space target and the civil aviaton aircraft moving stably. The complex motion of maneuvering target, such as battleplane and missile, could include 3D rotation and deviation. In this case, the MTRC compensation in high-resolution ISAR imaging is still open. Thereby, extending the analysis and compensation to the 3D plane or non-uniform rotation is a significant and continual work in the future.
