Abstract-In this paper we present a QoS-aware solution to manage heterogeneous wireless and Broadband PLC communications infrastructures for Smart Electricity Networks (SENs). The proposal is related to the framework of the ITU Next Generation Network of the ITU and it is based on a QoS Broker architecture. This paper explains how QoS capabilities of different transport technologies are leveraged to attain end-to-end QoS and how it is used in the case of PLC plus IEEE 802.11e networks. This architecture will allow for better managing of the QoS in the SEN domains and it should facilitate the interoperability with other technologies.
INTRODUCTION
In this paper, it is proposed a QoS-aware communications architecture for Smart Electricity Networks (SENs) which are not exempt from the growing need of QoS (Quality of Service). SENs are expected to face a drastic increase of information demand, communication and various data which will have to be accessed anywhere at any time.
Our proposal is based on the use of Next Generation Network (NGN) architectures for the high level management of the SEN's data network, including the acceptance of traffic streams and the QoS management. It is important to understand how a QoS Broker architecture can handle this high level of QoS management and how it is integrated into the NGN architecture. Since the architecture has to work over a heterogeneous network that consists of wireless and Power Line Communications nodes (PLC), the QoS parameters must be mapped between these technologies in order to obtain end-to-end QoS. This paper is focused on OPERA broadband PLC [8] and IEEE 802.11e [10] and it shows how the mapping could be performed.
At the moment, the biggest problem of the utility grid is the lack of automation [1] . The grid could be improved to overcome its deficiencies by coordinating processes between the Intelligent Electronic Devices (IEDs). SENs are electrical networks which intelligently provide sustainable, safe and efficient energy services. Therefore, SENs need to communicate many different types of devices, with different needs for QoS over different physical media. Availability is also crucial for the correct operation of the network and the IEDs can be situated in different geographical locations.
In our proposed architecture, IP protocol is used for the Smart Grid, since it is the most widely used protocol for communications. Furthermore, several promising standards have recently appeared for SENs which base their communications in the IP protocol [2] [3] . This paper is organized as follows: Section II briefly details the Next Generation Network concept and the QoS Broker operation. Section III discusses the Policy Information Base (PIB) of the IEEE 802.11e network proposed by authors. Section IV describes the QoS class mapping and finally, conclusions are outlined in section V.
II. THE QOS BROKER AND NEXT GENERATION NETWORKS
NGNs are packet based networks which allow for centralized policy based control and QoS. They are based on the separation of the transport technologies and the service functions. The architecture proposed in this paper is based on the Resource Admission Control Function (RACF) of the ITU's NGN architecture [7] . The RACF is the entity responsible for managing the QoS and the admission control of core and access networks based on Service Level Agreements (SLAs) and installed policies. The network is divided in the service and transport stratum. The service stratum is responsible for application signaling and the transport stratum is responsible for transporting data reliably.
Either a centralized or a distributed system can be used when managing the QoS of a whole network. Centralized systems are better to provide end-to-end QoS because they can store global configurations and coordinate the system as a whole. The QoS Broker fits into this architecture by taking the role of the RACF by communicating with other QoS Brokers and managing connection admission and QoS [4] . An end-to-end QoS management signaling proposal was presented by authors in [4] in order to meet the specifications of the ITU-T NGN architecture.
Whenever a service flow resource is admitted in a given domain, the QoS Broker notifies the flow identification, the route and the QoS attributes to the edge nodes. These nodes will identify, classify, mark, policy and encapsulate the flow packets with the QoS information specified by the QoS Broker. QoS Broker gathers information about the state of the network and it makes decisions with regard to connection admission and configuration of devices in order to meet the requirements. QoS Brokers are usually used in DiffServ domains, though in this paper we propose to use it for both layer-2 and layer-3 QoS.
QoS Brokers store the policies in a policy repository. Those policies are described using a structured format described by the PIB [5] . PIBs are tree shaped and they are formed by Policy Rule Classes (PRC). PRCs are objects of a PIB which can be defined as unique attributes of a policy. Instances of those classes are called Policy Rule Instances (PRI), which are uniquely identified by Policy Rule Identifiers (PRID). In this paper, the PIB for IEEE 802.11e is presented for the first time and the PIB for OPERA has been already described in [9] .
III. THE PIB FOR IEEE 802.11E IEEE 802.11e [10] defines two access mechanisms: Enhanced Distributed Channel Access (EDCA) and HCF Controlled Channel Access (HCCA). EDCA is a distributed scheme based on contention and HCCA is a centralized scheme based on reservation of the channel. EDCA defines several priorities with parameters and, therefore, it is more effectively mapped to other technologies also based on priorities. The HCCA PIB is out of the scope of this paper. IEEE 802.11e defines 8 user priorities, which are associated to 4 Access Categories (AC). In EDCF, the QoS support is carried out using those ACs and configurable parallel backoff entities. We propose a QoS Broker able to change ACs contention parameters based on the knowledge of the data flows accepted on the network in order to improve the QoS. Configurable parameters for each priority, which are depicted in the PIB (Fig. 1) , are:
• : It defines the initial value of the contention window used to calculate the backoff time.
• : It defines the maximum value of the contention window.
• : It is the Arbitration InterFrame Space before initiating the backoff procedure.
• limit: It is the time that a station can be transmitting data frames. A station waits a backoff period before transmitting each frame. It depends on the parameters previously defined. Depending on the length of the backoff time an AC will have higher or lower probability of being transmitted. In [11] a mathematical model of the delay of EDCA is shown and it can be used to calculate an upper bound of the delay that messages will suffer based on the parameters of the AC. The QoS Broker will use that model to calculate the delay of the flows in the network and change them to meet the end-to-end delay requirements. In order to manage the QoS, the proposed PIB provides other useful parameters to limit the size of MPDUs, to control the size of acknowledge or to limit the transmission retries (Fig. 1) .
IV. QOS CLASS MAPPING
In order to ensure the QoS along the path, border interdomain devices have to map the QoS parameters of each flow to suitable ones as each network has its own QoS specification. Internetworking between different network technologies is crucial, both in SENs and in NGNs, to support end-to-end QoS. QoS Brokers are aware of those mappings and they decide whether the network has sufficient resources when a new request is generated and they reconfigure the mappings on demand if it is necessary.
QoS mappings between different networks technologies are broadly categorized as vertical and horizontal (see Fig. 2 ) [12] . Vertical class mapping refers to the mapping of QoS parameters in the same protocol stack, for example from layer 3 to layer 2. Horizontal class mapping refers to the mapping between two different technologies at the same level, for example in the case of two layer-2 technologies such as IEEE 802.11 and PLC. One of the most important industrial research challenges in the mapping field is that the capabilities and parameters change broadly from technology to technology. Horizontal mapping can be carried out by a specialized mapping algorithm between each pair of layer-2 technologies or by mapping the QoS at layer 3. The former has the advantage of a better accuracy but needs NxN mappings, where N is the number of different technologies. The latter is less accurate but it only needs a mapping to layer 3 for each layer-2 technology. In this paper is proposed a mapping at level 3 since it simplifies the algorithms for the QoS Broker, although defining specific mappings between technologies in SENs will be assessed in the future.
The QoS Broker in SENs is aware of the needs of the different data flows of the network regarding priority, bandwidth and delay. The parameters specified by the PIBs of OPERA PLC and by the PIB of IEEE 802.11e affect the total delay of the data flows in its segment of the network and there is a balance between bandwidth efficiency and minimizing the delay. The QoS Broker decides how to balance these parameters in order to meet the delay constraints in the most efficient way by taking into account the flows in the network and the network topology. When the QoS Broker copes with a long period of loss of quality in a link segment, it ought to reconfigure QoS parameters and it could tear down some accepted low priority flows if needed. It turns out that a problem of both IEEE 802.11 and PLC is the possibility of a sudden loss of quality of the signal in the medium.
We define a simple map from DSCP to PLC and IEEE 802.11e priorities as shown in Table I . Although the mapping between priorities is static, the parameters of each priority are dynamic and controlled by the QoS Broker. In the case of IEEE 802.11e, the QoS Broker controls the parameters of ACs, which are also statically mapped to User Priorities (UPs) as defined in IEEE 802.11e. • Critical: Refers to critical communications of protections and service restoration.
• Telecontrol: Refers to other automation messages.
• Voice: Communication between the control center and technicians.
• Video: For surveillance purposes.
• Meter reading: To read meters from final users for billing purposes in AMR scheme.
• Bulk: For reading logs or uploading files to devices.
For the purpose of admission control and parameter recalculation, the QoS Broker must use a model that can relate the parameters of each technology with the parameters bandwidth and delay. This process must be carried out taking into account the knowledge of the network topology as the end-to-end parameters have to be calculated too. The problem of calculating the end-to-end QoS through different protocol stacks and technologies has been addressed before, for example in [6] . The models presented in [11] for IEEE 802.11e and [13] for OPERA PLC are used for the calculation of the delay and bandwidth in each domain.
V. CONCLUSION
In this paper, it is highlighted how the QoS Broker architecture from the ITU-T NGN framework can be applied to cope with those more stringent QoS requirements. The QoS Broker is capable of using its knowledge of the network topology and data flows to decide whether the network can handle a new data flow or not. Also these devices can use its knowledge to update the QoS parameters of each priority in each layer-2 network to improve the efficiency of the network and to meet the QoS requirements.
The PIBs for OPERA PLC and for IEEE 802.11e have been defined and it has been discussed the hierarchy of parameters that the QoS Broker can manage as in [9] . Finally, a method for priority class mapping from one technology to the other is proposed.
