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Abstract
Current superalgebras and corresponding Schwinger terms in 1 and 3
space dimensions are studied. This is done by generalizing the quantiza-
tion of chiral fermions in an external Yang-Mills potential to the case of
a Z2-graded potential coupled to bosons and fermions.
1 Introduction
Since the suggestion of supersymmetry as a possible symmetry in nature there
has been an increased interest in theories allowing for a Z2-graded extension.
In this paper we will find Z2-graded generalizations of the Lundberg[1] and
Mickelsson-Faddeev[2, 3] cocycle, and the underlying formalism. The cocycles
under consideration appear in the representation theory of the infinite dimen-
sional Lie algebras Map(M ;g) of smooth maps from a d-dimensional compact
manifold M to a compact, semi-simple Lie algebra g (e.g. g = su(N)). These
maps can be interpretated as gauge transformations in some gauge theory.
When M is a C∞ manifold with a Riemannian- and a spin structure there
is a natural embedding of Map(M ;g) and A(M), the set of Yang-Mills con-
figurations, into some sets gp and Grp, p = (d + 1)/2, respectively. How this
is made will be described later. The Lie algebras gp and Grassmannians Grp
are used in the algebraic investigation of the representations of Map(M ;g). To
define them one considers a separable Hilbert space h and a grading operator
F0 (i.e. F0 = F
∗
0 = F
−1
0 ; the star denotes the Hilbert space adjoint) such
that the spaces h± = (1± F0)h are infinite dimensional. Then gp is defined as
the Lie algebra of all bounded operators X on h such that ([F0, X ]
∗[F0, X ])
p
is trace class (we recall, see ref. [4], that an operator a on h is trace class if∑
n |(fn, afn)| is finite for an arbitrary orthonormal basis {fn} in h, and in
that case its Hilbert space trace tr(a) =
∑
n(fn, afn) exists, i.e. it is finite and
basis independent). Similarly, Grp is defined as the set of grading operators F
such that ((F −F0)∗(F −F0))p is trace class. The embedding described above
1
2is then possible for the case h = L2(M ;V ), where V is a representation space
of g.
The representation theory for the case p = 1 (d = 1) is well-understood (see
for example ref. [5]). The reason is that elements in gp can only be implemented
(or second quantized) in the physical relevant representation of the field algebra
if p = 1. It is also known how to make a Z2 extension of the p = 1 case and a
graded Lundberg cocycle has been obtained[6].
In higher dimensions the situation is much more difficult. A straight forward
attempt to second quantize elements in gp, p > 1 will fail. One will have to deal
with infinities corresponding to the divergencies arising in certain Feynman di-
agrams in gauge theory models. There exists several different renormalization
methods to handle such divergencies. The one we will use is close to the one
used in ref. [7]. Here the implementations is by forms obtained by an appropri-
ate multiplicative regularization. For this, the Grassmannians Grp needs to be
introduced. The case d = 3 and chiral fermions leads to the Mickelsson-Rajeev
cocycle[8]. A corresponding boson cocycle has been obtained in ref. [9].
In this paper we will generalize the results described above to a Z2-graded
case. A local form of the cocycles will be calculated, and some applications
motivated by gauge theory models will be considered.
2 Preliminaries
To fix notation we summarize some basic facts about Z2-graded vector spaces
and algebras. An element v in a Z2-graded vector space V = V0¯⊕V1¯ is said to
be homogeneous of degree α, deg(v) = α, if v ∈ Vα, α ∈ Z2 ≡ {0¯, 1¯}. If V is also
an algebra with grading preserving multiplication, i.e. v ∈ Vα, w ∈ Vβ ⇒ vw ∈
Vα+β , then it is called a Z2-graded algebra. We define the supercommutator
[·, ·]s : V × V → V , to be the bilinear map
[v, w]s = vw − (−1)deg(v)deg(w)wv. (1)
This formula, as well as all other formulas in the paper, is by linearity also
defined for non-homogeneous elements. Equipped with the supercommutator,
V becomes a Lie superalgebra (this subject is described in ref. [10]). Every
linear operator X on V can be written in matrix form
X =
(
X0¯0¯ X0¯1¯
X1¯0¯ X1¯1¯
)
(2)
corresponding to the decomposition V = V0¯ ⊕ V1¯. Then deg(Xαβ) = α + β
defines a grading which provides every algebra of linear operators on V with a
Z2-structure.
We will now consider a Z2-graded Hilbert space and define certain operators
acting thereon. Let h = h0¯⊕h1¯ be an infinite dimensional separable Z2-graded
3Hilbert space with the subspaces h0¯ and h1¯ both infinite dimensional. Let Pα
denote the orthogonal projection onto hα: hα = Pαh, and introduce the Klein
operator γ = P0¯ − P1¯. We denote by B the algebra of bounded operators on h
and by B2p the Schatten ideal classes (see ref. [4] consisting of operators X ∈ B
such that (X∗X)
p
has a converging Hilbert space trace (or supertrace, which
will be defined later). Especially, B1 and B2 are the ideal of trace class and
Hilbert-Schmidt operators, respectively. We define
Grp (F0) = {F ∈ B;F 2 = 1 and F − F0 ∈ B2p} (3)
for some fixed operator F0 ∈ B obeying
[F0, γ] = 0
F0 = F
∗
0 = F
−1
0 . (4)
The operator F0 will be thought as being the sign of the free Hamiltonian. It
is also useful to introduce the classes
gp(F ) = {X ∈ B; [F,X ]s ∈ B2p}. (5)
We regard the subspaces h0¯ and h1¯ as the one-particle spaces of charged
bosons and fermions, respectively. Using the bosonic and fermionic Fock spaces
FB(h0¯) and FF (h1¯) (defined in ref. [5] for example) with vacua ΩB and ΩF we
construct the Fock space Fγ(h) = FB(h0¯)⊗FF (h1¯) with vacuum Ω = ΩB⊗ΩF .
The bosonic and fermionic creation and annihilation operators can be combined
to the operators
a(f) = aB(P0¯f)⊗ 11¯ + 10¯ ⊗ aF (P1¯f) (6)
and a†(f) = a(f)∗, ∀f ∈ h, the Fock space adjoint, which act on Fγ(h). They
obey a(f)Ω = 0, and have a common, dense and invariant domain in Fγ(h).
Introducing the grading
deg
(
a†(Pα¯f)
)
= α = deg (a(Pα¯f)) , α ∈ Z2, f ∈ h (7)
we can extend the canonical commutation relations (CCR) and anticommuta-
tion relations (CAR) of the bosonic and fermionic creation and annihilation
operators to the canonical supercommutator relations[6] (CSR)[
a(f), a†(g)
]
s
= (f, g)1 [a(f), a(g)]s = 0 ∀f, g ∈ h (8)
where (·, ·) is the scalar product in h. We now define the CSR algebra over h
to be the quotient of the free ∗ algebra with complex coefficients, generated by
a(f), a†(f), f ∈ h, and the identity 1, by (the two sided ∗ algebra generated
by) a†(f) = a(f)∗, a†(c1f1 + c2f2) = c1a
†(f1) + c2a
†(f2) and the relations in
(8). A representation of this algebra was constructed above, usually referred
4to as the free (Fock-Cook) representation of the CSR algebra. From a physical
point of view this representation is not satisfactory since it provides us with a
Hamiltonian operator that is unbounded from below. We will instead consider a
representation where this is avoided (a so called highest weight representation
– see ref. [11]). Using the elements in the free representation the so called
quasi-free representation of the CSR algebra can be constructed:
a(f ;F0) = a(P
F0
+ f) + a
†(JPF0− f)
a†(f ;F0) = a
†(PF0+ f)− a(γJPF0− f) (9)
where J is a conjugation in h (an antilinear norm-preserving operator obeying
J2 = 1) commuting with γ and with PF0± = (1 ± F0)/2. The procedure of
going from the free to the quasi-free representation is a generalization of the
well known process of ‘filling the Dirac sea’.
3 Second Quantization and Z2-graded cocycles
For certain bounded operators X on h the corresponding Fock space operator
dΓ(X ;F0) can be defined. It is by definition the operator on Fγ(h) that has
vanishing vacuum expectation value
< Ω, dΓ(X ;F0)Ω >= 0 (10)
and satisfies [
dΓ(X ;F0), a
†(f ;F0)
]
s
= a†(Xf ;F0), f ∈ h. (11)
where < ·, · > denotes the scalar product in Fγ(h). The relation (11) defines
dΓ(X ;F0) up to an additive c-number possibly depending on X . One way to
fix the value of the c-number is by using eq. (10). Let {fn}∞n=−∞ be a complete
system of orthonormal homogeneous vectors in h with F0fn = λnfn, where the
eigenvalues are indexed such that λn<0 = −1 and λn≥0 = 1. Then it is easy to
see that if the operator dΓ(X ;F0) exists, it must be of form
dΓ(X ;F0) =
∞∑
n,m=−∞
(fn, Xfm) : a
†(fn;F0)a(fm;F0) : (12)
where the normal ordering is defined by
: a†(fn;F0)a(fm;F0) : =
{
(−1)deg(fm)a(fm;F0)a†(fn;F0) if n = m < 0
a†(fn;F0)a(fm;F0) otherwise.
(13)
The necessary and sufficient condition for existence of dΓ(X ;F0) is that X ∈
g1(F0)[6].
5The operatorX will throughout the paper be thought of as the generator of
an infinitesimal gauge transformation. The wave functions on which it acts are
assumed to be dependent on some F ∈ Gr1(F0) and second quantized according
to the polarization in h given by F0. To take into account the action a gauge
transformation has on F (corresponding to its action on the Hamiltonian) we
introduce the operator G(X ;F0) = dΓ(X ;F0) + LX , with the Lie derivative
LX , X ∈ g1(F0) acting on functionals m(F ), F ∈ Gr1(F0), as
(LXm)(F ) = d
dt
m
(
F − t [F,X ](s) +O(t2)
)
|t=0. (14)
Taking the supercommutator of two G’s gives the relation
[G(X ;F0), G(Y ;F0)]s = G ([X,Y ]s ;F0)− c(X,Y ;F0), X, Y ∈ g1(F ). (15)
The Schwinger term
c(X,Y ;F0) = dΓ ([X,Y ]s ;F0)− [dΓ (X ;F0) dΓ (Y ;F0)]s . (16)
can be calculated by taking the vacuum expectation value of (16) and perform-
ing some algebraic manipulations. The result is
c1(X,Y ) = c(X,Y ;F0) = −1
4
str
(
F0 [F0, X ](s) [F0, Y ](s)
)
= −1
2
strc
(
X [F0, Y ](s)
)
. (17)
Since deg(F0) = 0¯ our notation (s) is to illustrate that the commutator as well
as the supercommutator may be used in the equations. The conditional trace,
conditional supertrace and ordinary supertrace can be defined in terms of the
ordinary trace according to
strc(a) = trc(γa) =
1
2
tr (γ(a+ F0aF0)) , a+ F0aF0 ∈ B1
str(a) = tr(γa) a ∈ B1. (18)
The term c is a graded generalization of the Lundberg cocycle[1]. The graded
Jacobi identity is equivalent with the 2-cocycle relation
c([X,Y ]s, Z;F0) + graded cyclic perm. = 0, X, Y, Z ∈ g1(F0). (19)
If a different condition than (10) had been used to determine the c-number
ambiguity in (11), then G(X ;F0) would have been changed to G(X ;F0)+ζ(X)
for some complex valued function ζ of g1(F0). This would in turn change the
cocycle c to c+ δζ, with
δζ(X,Y ) = ζ([X,Y ]s). (20)
6The new cocycle is in the same cohomology class as the old one since they differ
only by a function of type δζ, a coboundary.
When considering the corresponding situation for some F ∈ Gr1(F0) we
define G˜(X,F ), X ∈ g1(F ) (or equivalently X ∈ g1(F0)) by
G˜(X,F ) = U∗(F )G(X,F0)U(F ) (21)
for some unitary operator U(F ) on Fγ(h). Obviously it obeys a relation as
the one in (15) and with the same Schwinger term. Changing G˜(X,F ) by a
c-number ζ(X ;F ) gives a new kind of coboundary:
δζ(X,Y ;F ) = ζ([X,Y ]s;F )−LXζ(Y ;F )+ (−1)deg(X)deg(Y )LY ζ(X ;F ). (22)
Since the Schwinger term then can be F -dependent, the 2-cocycle relation will
now be
c([X,Y ]s, Z;F )− LXc(Y, Z;F ) + graded cyclic perm. = 0, X, Y, Z ∈ g1(F ).
(23)
dΓ(X ;F ) does no longer exist as an operator when X ∈ g2(F ) and F ∈
Gr2(F0). Therefore some additional regularization is needed. A useful ob-
servation is that dΓ(X ;F ) can still be defined as a sesquilinear form[13, 14].
Proceeding as in the ungraded case[7] we make use of this by finding a cobound-
ary (δb)(X,Y ;F ) for X,Y ∈ g1(F ), F ∈ Gr1(F0) such that (δb)(X,Y ;F ) is
divergent when we extend to g2(F ) respective Gr2(F0) and the divergency is
such that c1(X,Y ) + (δb)(X,Y ;F ) will be finite.
We will now try to find such a b. First we state:
Lemma 1 Let b(X ;F ) = 18 str
(
(F − F0)F0[F0, X ](s)
)
for X ∈ g1(F ), F ∈
Gr1(F0). Then
(δb)(X,Y ;F ) =
1
8
str
(
F
[
[F0, X ](s) , [F0, Y ](s)
]
s
)
. (24)
Proof Using the definition of coboundary (22) we get
(δb)(X,Y ;F ) =
1
8
str
(
(F − F0)F0 [F0, [X,Y ]s](s)
)
−1
8
str
(
[F,X ]s F0 [F0, Y ](s)
)
+
1
8
(−1)deg(X)deg(Y )str
(
[F, Y ]s F0 [F0, X ](s)
)
. (25)
Using the graded Jacobi identity for the first term while adding and subtracting
the whole expression by the term
1
8
str
(
[F0, X ](s) F0 [F0, Y ](s)
)
− (−1)deg(X)deg(Y ) (X ↔ Y ) (26)
7the right hand side of (25) can be written as
1
8
str
(
(F − F0)F0
[
[F0, X ](s) , Y
]
s
)
+
1
8
(−1)deg(X)deg(Y )str
(
[F − F0, Y ]s F0 [F0, X ](s)
)
+
1
8
(−1)deg(X)deg(Y )str
(
[F0, Y ](s) F0 [F0, X ](s)
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) . (27)
With the formula for the supercommutator of a product: [AB,C]s = A[B,C]s+
(−1)deg(B)deg(C)[A,C]sB we get
(δb)(X,Y ;F ) =
1
8
str
([
(F − F0)F0 [F0, X ](s) , Y
]
s
)
−1
8
(−1)deg(X)deg(Y )str
(
(F − F0) [F0, Y ](s) [F0, X ](s)
)
+
1
8
(−1)deg(X)deg(Y )str
(
[F0, Y ](s) F0 [F0, X ](s)
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) . (28)
The first term vanish since it is the supertrace of a supercommutator. Since
F0[F0, Y ](s) = −[F0, Y ](s)F0 the third term cancels the F -independent part of
the second term. We are then left with (24) which was to be proven.
Theorem 1 For X,Y ∈ g1(F ), F ∈ Gr1(F0) and c2(X,Y ;F ) = c1(X,Y ) +
δb(X,Y ;F ) it holds that
c2(X,Y ;F ) =
1
8
strc
(
(F − F0)
[
[F0, X ](s) , [F0, Y ](s)
]
s
)
(29)
which exists even for X,Y ∈ g2(F ), F ∈ Gr2(F0)
The form of c2 is obtained by adding the expressions (17) and (24). That it is
convergent for the given classes is easily seen by the following calculation:
c2(X,Y ;F ) =
1
16
str
(
((F − F0) + F0(F − F0)F0)
[
[F0, X ](s) , [F0, Y ](s)
]
s
)
= − 1
16
str
(
(F − F0)2F0
[
[F0, X ](s) , [F0, Y ](s)
]
s
)
. (30)
Thus it can be written as a supertrace of a trace class operator and is therefore
well defined. The function c2 is a graded generalization of the Mickelsson-
Rajeev cocycle [8]. When X ∈ gp(F ), F ∈ Grp(F0), p > 2 the fundamental
ideas are the same as for p = 2, and for this reason we omit to study these
cases.
84 A local form of the cocycles
We will now determine the form of the cocycles for the case h = L2(Rd) ⊗ V ,
where the finite dimensional Z2-graded space V introduces a natural grading
in h by: f : Rd → Vα ⇒ f ∈ hα. Several of the calculations in this section
are based on rules for PSDO’s, summarized in the appendix. From now on we
restrict to the case of X ,Y and F being PSDO’s of order 0. The operators X
and Y are also assumed to be compactly supported (in configuration space).
We add the condition that the (super)commutator with F0 for X and Y should
to be a PSDO of order −1, while the corresponding condition for F is that
F −F0 should be of order −1 (the motivation for these conditions will become
clear later). It is equivalent with the fact that the operators are in gp(F0)
respective Grp(F0) for 2p = d + 1. This is a consequence of the fact that a
PSDO on Rd is traceclass if and only if its symbol is of order −d − 1 (see
appendix). It means that when d = 1 no regularization has to be done and the
cocycle of interest is c1. When d = 3 the operators under consideration are in
g2 and Gr2, respectively. A renormalization procedure has to be performed,
leading to the cocycle c2.
For a compactly supported PSDO a of form (74) and of order k the cut-off
supertrace can be expanded as
strΛ(a) =
∫
ddx
∫
ddq
(2π)d
PΛ(q)strV σ(a)(q, x)
= ck+d(a)Λ
k+d + ...+ c1(a)Λ + clog(a) log(
Λ
Λ0
)
+c0(a)Λ
0 + c−1(a)Λ
−1 + ... (31)
with Λ0 some scale parameter, PΛ(q) = Θ(1 − |q|Λ ), and Θ is the Heaviside
function. The Λ-independent term c0(a) is of particular interest to us. We will
refer to it as the regularized supertrace STR(a). It is just the supertrace when
the argument is a trace class operator. The operators that will be considered
here are such that clog(a) is zero and thus the regularized supertrace is well
defined. A PSDO that is compactly supported, homogeneous of order −d and
whose symbol can be written as a total derivative in momentum space has
the property that the cut-off supertrace is Λ-independent and equal to the
regularized supertrace of the operator. This is a nice property so we now try
to find coboundaries that can be added to the cocycles (17) and (29) in a way
that the resulting new cocycles can be written as a cut-off supertrace of such
an operator. An example of a PSDO whose symbol to highest order can be
written as a total derivative with respect to some momentum space variable is
the supercommutator of two PSDO’s
strV (σ ([a, b]s)) (q, x)
9= −i
d∑
k=1
strV
(
∂
∂qk
(
σ(a)
∂
∂xk
σ(b)
)
−(−1)deg(a)deg(b) ∂
∂xk
((
∂
∂qk
σ(b)
)
σ(a)
))
(q, x)
+lower order terms. (32)
This is shown by using the formula (77) for calculating the symbol of the
product of two PSDO’s. The second term in the expression is uninteresting to
us since it vanishes when integrating if one of the operators under consideration
is compactly supported. The lower order terms in the expression can also be
written as a sum of total derivatives of momentum and configuration variables.
Motivated by the discussion above we try to find some functions b1 and b2 such
that the new cocycles
c˜1 = c1 − δb1
c˜2 = c2 − δb2 − δb1 (33)
can be written as a regularized supertrace of a supercommutator.
The choice
b1 =
1
2
STR (F0X)
b2 =
1
8
STR
(
FF0[F0, X ](s)
)
(34)
will do if the restriction σ(F0)(q, x) = σ(F0)(q) is put on F0. From a phys-
ical point of view this is reasonable if thinking of F0 as the sign of the free
Hamiltonian. It implies that
STR(F0aF0) = STR(a) (35)
is true for a trace class. The relation
strc(a) = STR(a) (36)
holds therefore if a is conditional trace class since it obviously holds when a
is trace class. Now, using (17), (32)–(36) and the linearity of the regularized
supertrace, we obtain
c˜1(X,Y ) = −1
2
STR ([X,F0Y ]s)
=
i
2
∫
dx
∫
|q|≤Λ
dq
2π
strV
∂
∂q
(
σ(X)0(q, x)
∂
∂x
(
σ (F0)0 (q)σ (Y )0 (q, x)
))
(37)
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where σ(·)k stands for the piece of the symbol that is homogeneous of order k.
Similarly, using
strΛ
([
[F0, X ](s) , Y
]
s
)
− (−1)deg(X)deg(Y ) (X ↔ Y )
= strΛ
(
[F0, [X,Y ]s](s)
)
= 0 (38)
and the F -dependent part of the calculation in the proof of Lemma 1 with the
supertrace replaced by the regularized supertrace (remember that the regular-
ized supertrace of a supercommutator is not necessary zero and the expression
in (27) is therefore useful) together with (29) and (33)–(36) gives
c˜2(X,Y ;F ) =
1
8
STR
(
(F − F0) [F0, X ](s) [F0, Y ](s)
)
−1
8
STR
(
FF0
[
[F0, X ](s) , Y
]
s
)
+
1
8
STR
(
[F,X ]s F0 [F0, Y ](s)
)
−1
2
STR (F0XY )− (−1)deg(X)deg(Y ) (X ↔ Y )
= −1
4
STR ([X,F0Y ]s)−
1
8
STR
([
(F − F0)F0 [F0, X ](s) , Y
]
s
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) . (39)
Assuming that the first term vanishes (as it will in the special cases below) we
use (32) to obtain
c˜2(X,Y ;F )
=
i
8
3∑
k=1
∫
d3x
∫
|q|≤Λ
d3q
(2π)3
strV
∂
∂qk(
σ(F − F0)−1(q, x)σ(F0)0(q)σ
(
[F0, X ](s)
)
−1
(q, x)
∂
∂xk
σ (Y )0 (q, x)
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) . (40)
5 Two examples
Some concrete examples will now be considered. The operators of interest are
the Hamiltonian H = H0+A and compactly supported gauge transformations
eX . The free Hamiltonian H0, A and X are assumed to be PSDO’s such
that σ(H0
2)(q, x) = |q|2, while A and X are assumed to be of order 0. Let
F(0) = sgn(H(0)), using the spectral theorem with sgn(x) = 1 (−1) for x ≥ 0
(x < 0). Then
σ(H2)(q, x)
= |q|2
(
1 +
σ(H0)σ(A) + σ(A)σ(H0)
|q|2
)
(q, x) +O(|q|0) (41)
11
and using (77),
σ(1/
√
H2)(q, x)
=
1
|q|
(
1− σ(H0)σ(A) + σ(A)σ(H0)
2|q|2
)
(q, x) +O(|q|−3) (42)
implying
σ(F )(q, x) =
1
|q|
(
σ(H0) +
σ(A)
2
− σ(H0)σ(A)σ(H0)
2|q|2
)
(q, x) +O(|q|−2). (43)
Thus we get that F − F0 is a PSDO of order −1.
Performing an infinitesimal gauge transformation gives
σ(H0+A)→ σ(H0+AX) = σ(H0+A− [A,X ]s− [H0, X ](s))+O(|q|−1). (44)
Since both A and AX are PSDO’s of order 0 we see that a gauge transformation
must obey the condition that [H0, X ](s) is of order 0. This in turn implies that
[F0, X ](s) is of order −1.
The way the operators have been introduced here they fulfill all restric-
tions put in the former section. The results obtained there can therefore be
used. Two different choices of H0, A and X will be considered in the next
section. For each choice the cocycles (37) and (40) will be calculated. Note
that we only have to specify H0, A and X to highest order (as PSDO’s) since
it is only this part of them that appears in the formulas for the cocycles. In
both cases V = Vspin ⊗ Vcolor ⊗ VZ2 , that is, the boson and fermion wave-
functions will be assumed to have an equal number of spin and color (inter-
nal degrees) components. It is useful to define some additional (super)traces:
strV = trspinstrcolor = trspintrcolorstrZ2 .
The equations (37) and (40) for the cocycles has a momentum integration
over a domain that contains the origin. Now, since there are factors 1|q| in the
integrand, coming from σ(F(0)), the integral is not well defined. To avoid this
problem the factors 1|q| will be regularize close to the origin in momentum space.
It turns out (see below) that the formulas for the cocycles are independent of
how such an infrared regularization is made. It is so since Stokes’ theorem may
be used and thus the cocycles depend only on the behavior of the integrand
in a neighborhood of the boundary of the integration domain in momentum
space. We denote our regularized function by 1|q| r
and define it to be equal to
1
|q| when |q| ≥ δ and some smooth function when |q| ≤ δ.
5.1 Case 1
The operators will here be written in a matrix form according to the decompo-
sition h = h0¯ ⊕ h1¯, just as was done in (2). To get a rather simple form of the
12
cocycles (37) and (40) we mimic the chiral fermion case and assume that also
the energy spectrum in the boson space is determined by the fermion Hamil-
tonian. We choose to consider vector potentials that are of the same form in
all four sectors and it should be a generalization of the ‘ordinary’ potential in
the fermion to fermion sector. Thus:
σ(H0)(q, x) =
(
q/ 0
0 q/
)
σ(A)(q, x) = A/(x) =
(
A/0¯0¯(x) A/0¯1¯(x)
A/1¯0¯(x) A/1¯1¯(x)
)
where S/ =
{
S d = 1∑3
i=1 Sjσj d = 3
S = q, A,Aαβ(x), α, β ∈ Z2 (45)
where σj , j = 1, 2, 3 are the usual Pauli spin matrices and the Aαβ ’s are
assumed to commute with these. Motivated by the ungraded case (the ‘usual’
gauge transformations leading to the conservation of the electric charge) we
restrict ourselves to the case of X being a multiplication operator; (Xf)(x) =
X(x)f(x), commuting with the Pauli matrices.
When d = 1 a simple calculation leads to
c˜1(X,Y ) =
i
2
∫
dx
∫
|q|≤Λ
dq
2π
strV
∂
∂q
(
X(x)
∂
∂x
(
q/
|q|r Y (x)
))
=
i
2π
∫
dxstrcolor
((
∂
∂x
X(x)
)
Y (x)
)
. (46)
This is recognized as a graded generalization of the affine Kac-Moody cocycle
(see ref. [11]).
Let us now consider the case d = 3. Since tr(σj) = 0, j = 1, 2, 3, the first
term in (39) vanishes and thus we may use equation (40). Since
σ
(
[F0, X ](s)
)
(q, x) =
3∑
j=1
(
−i ∂
∂qj
q/
|q|r
)
∂
∂xj
X(x) +O(|q|−2) (47)
and
σ (F − F0) (q) = 1|q|r
3∑
i=1
Ai(x)
(
σi − q/qi|q|2r
)
+O(|q|−2) (48)
we obtain
c˜2(X,Y ;A) = −1
8
3∑
i,j,k=1
strcolorJ
Λ
ijk
∫
d3x
(
Ai(x)
∂X
∂xj
(x)
∂Y
∂xk
(x)
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) (49)
where
JΛijk = −
∫
|q|≤Λ
d3q
(2π)3
trspin
∂
∂qk
((
σi − q/qi|q|2r
)
q/
|q|r
(
∂
∂qj
q/
|q|r
))
. (50)
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Since JΛijk is of the form of an integration over a derivation we may replace
the expression ∂|q|r∂|q| with 1 whenever it occurs in the integrand as long as Λ
is greater than the small regularization parameter δ. Therefore the relation
∂
∂qi
q/
|q|r
= 1|q|
(
σi − q/qi|q|2r
)
holds under the integration. Using this together with
trspin(σiσjσk) = 2iǫijk and Stokes’ theorem gives
JΛijk = −
∫
|q|≤Λ
d3q
(2π)3
∂
∂qk
(
2iǫilj
ql
|q|3
)
= −2iǫilj δkl
6π2
=
i
3π2
ǫijk (51)
which combined with (49) results in
c˜2(X,Y ;A) = − i
24π2
3∑
i,j,k=1
∫
d3xstrcolor
(
ǫijkAi(x)
∂X
∂xj
(x)
∂Y
∂xk
(x)
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) . (52)
This is recognized as a graded generalization of the Mickelsson-Faddeev cocycle[2,
3]. The calculation performed above is close to a corresponding calculation[15]
of the Schwinger term for chiral fermions.
5.2 Case 2
Massless bosons can be described by a vector-valued (needed for the spin and
the internal degrees of freedom) function ϕ obeying the Klein-Gordon equation
✷ϕ = 0. (53)
Introduce the conjugate momentum, π∗ = ∂∂tϕ, in order to get an equivalent
description containing two-component functions with the Hamiltonian
H˜0 =
(
0 i
−i|D|2 0
)
(54)
with |D|2 = −△, the Laplacian, so that:
i
∂
∂t
(
ϕ
π∗
)
= H˜0
(
ϕ
π∗
)
. (55)
Combining bosons with chiral fermions leads to the study of the Hamiltonian
H0 =

 0 i 0−i|D|2 0 0
0 0 D

 (56)
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with σ(D)(q, x) = q/, with q/ as in the former example, acting on column vectors
of form 
 ϕπ∗
ψ

 (57)
where ψ denotes the fermionic wavefunction. The case when the fields ϕ, π∗
and ψ have an equal number of spin components will be considered. We choose
to consider gauge transformations X of the form
X(x) =


Xϕϕ(x) iXϕpi∗(x)
D
|D|2 Xϕψ(x)
−iDXϕpi∗(x) DXϕϕ(x) D|D|2 −iDXϕψ(x)
Xψϕ(x) iXψϕ(x)
D
|D|2 Xψψ(x)

 (58)
where the Xφ1φ2(x)’s are multiplication operators commuting with the Pauli
matrices. The motivation for this choice is the following. We would like to have
multiplication operators commuting with the Pauli matrices that mixes the ϕ
and ψ among themselves. This motivates the choice of the four elements in the
corners of the matrix. The form of the remaining elements (to highest order)
follow directly from this and the condition that the (super)commutator with
H0 should be of order 0 together with the claim that the form of the gauge
transformation should be preserved under the supercommutator. Taking the
(super)commutator with H0 gives
[H0, X(x)](s) =


[D,Xϕpi∗(x)] i[D,Xϕϕ(x)]
D
|D|2 [D,Xϕψ(x)]
−iD[D,Xϕϕ(x)] D[D,Xϕpi∗(x)] D|D|2 −iD[D,Xϕψ(x)]
[D,Xψϕ(x)] i[D,Xψϕ(x)]
D
|D|2 [D,Xψψ(x)]


(59)
which motivates us to consider vector potentials of form
A/(x) =


A/ϕϕ(x) iA/ϕpi∗(x)
D
|D|2 A/ϕψ(x)
−iDA/ϕpi∗(x) DA/ϕϕ(x) D|D|2 −iDA/ϕψ(x)
A/ψϕ(x) iA/ψϕ(x)
D
|D|2 A/ψψ(x)

 (60)
where the A/φ1φ2(x)’s are as in the former section (in the case d = 3 they are a
sum of Pauli matrices multiplied with multiplication operators that commutes
with the Pauli matrices).
To easier see the structure of the operators, they will be conjugated by
W =
1√
2

 |D|−1/2 |D|−1/2 0−i D
|D|1/2
i D
|D|1/2
0
0 0
√
2

 (61)
according to
Φ → ΦW =W−1Φ
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H0 → HW0 =W−1H0W
X → XW =W−1XW
A → AW =W−1AW. (62)
Then we get
HW0 =

 D 0 00 −D 0
0 0 D

 (63)
XW (x) =

 |D|1/2 (Xϕϕ(x) +Xϕpi∗(x)) |D|−1/20√
2Xψϕ(x)|D|−1/2
0
√
2|D|1/2Xϕψ(x)
|D|1/2 (Xϕϕ(x)−Xϕpi∗(x)) |D|−1/2 0
0 Xψψ(x)


A/W (x) =

 |D|1/2 (A/ϕϕ(x) +A/ϕpi∗(x)) |D|−1/20√
2A/ψϕ(x)|D|−1/2
0
√
2|D|1/2A/ϕψ(x)
|D|1/2 (A/ϕϕ(x) −A/ϕpi∗(x)) |D|−1/2 0
0 A/ψψ(x)
.
It is easy to check that the formulas for the cocycles (37) and (40) are inde-
pendent of such a conjugation (use (43) and identities as |HW0 | = |H0|). Thus,
W -conjugated operators can be used in the calculations.
For d = 1 we use (63) and (64) in (37) to get
c˜1(X,Y ) =
i
2
∫
dx
∫
|q|≤Λ
dq
2π
strV
∂
∂q
T (q, x) (64)
where T is a matrix {Tij}ij with the diagonal entries
T11(q, x) = |q|−1/2r (Xϕϕ +Xϕpi∗)
q
|q|r
∂
∂x
(Yϕϕ + Yϕpi∗) |q|1/2
+2|q|1/2Xϕψ q|q|r
∂
∂x
Yψϕ|q|−1/2r
T22(q, x) = −|q|−1/2r (Xϕϕ −Xϕpi∗)
q
|q|r
∂
∂x
(Yϕϕ − Yϕpi∗) |q|1/2
T33(q, x) = 2Xψϕ
q
|q|r
∂
∂x
Yϕψ +Xψψ
q
|q|r
∂
∂x
Yψψ. (65)
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The factor ∂∂q
q
|q|r
might be replaced by 2δ(q) under the momentum integration
leading to a trivial q-integration. Evaluating the supertrace and collecting
terms gives
c˜1(X,Y ) =
i
2π
∫
dxtrcolor
(
2Xϕpi∗
∂
∂x
Yϕϕ + 2Xϕϕ
∂
∂x
Yϕpi∗
+2Xϕψ
∂
∂x
Yψϕ − 2Xψϕ ∂
∂x
Yϕψ −Xψψ ∂
∂x
Yψψ
)
(66)
where trcolor is defined by trcolorstrZ2 = strcolor, and strZ2 is defined on
matrices {aij}ij of form (64) by
strZ2(a) = a11 + a22 − a33. (67)
When d = 3, the first term in (39) will vanish by the same reason as for the
former case .
We now get
σ
([
FW0 , X
W
]
(s)
)
(q, x)
=
3∑
j=1
(
−i ∂
∂qj
σ(FW0 )(q)
)
∂
∂xj
σ(XW )0(q, x) +O(|q|−2) (68)
and
σ
(
FW − FW0
)
(q) =
1
|q|r
3∑
i=1
σ(AWi )0(q, x)
(
σi − q/qi|q|2r
)
+O(|q|−2) (69)
leading to
c˜2(X,Y ;A) = −1
8
3∑
i,j,k=1
JΛijk
∫
d3x
strcolor
(
σ(AWi )0(q, x)
∂σ(XW )0
∂xj
(q, x)
∂σ(Y W )0
∂xk
(q, x)
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) (70)
where the expression under the x-integration actually is q-independent. Intro-
ducing the operators
X˜(x) =

 Xϕϕ(x) +Xϕpi∗(x) 0
√
2Xϕψ(x)
0 Xϕϕ(x) −Xϕpi∗(x) 0√
2Xψϕ(x) 0 Xψψ(x)


A˜/(x) =

 A/ϕϕ(x) +A/ϕpi∗(x) 0
√
2A/ϕψ(x)
0 A/ϕϕ(x)−A/ϕpi∗(x) 0√
2A/ψϕ(x) 0 A/ψψ(x)


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and using (51) the equation above can be rewritten as
c˜2(X,Y ;A) = − i
24π2
3∑
i,j,k=1
∫
d3xstrcolor
(
ǫijkA˜i(x)
∂X˜
∂xj
(x)
∂Y˜
∂xk
(x)
)
−(−1)deg(X)deg(Y ) (X ↔ Y ) (71)
which is similar to the result (52) in the former example.
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Pseudodifferential operators (PSDO)
Here some facts about PSDO will be summarized (see ref. [16] and ref. [17]). A
PSDO a on the Hilbert space L2(Rd)⊗V , V a finite dimensional vector space
and N = dim(V ), is determined by its symbol σ(a) which is a smooth N ×N
matrix valued function, such that
(af) (x) =
1
(2π)
d/2
∫
ddqσ(a)(q, x)fˆ (q)eiq·x (72)
where
fˆ(q) =
1
(2π)d/2
∫
ddxf(x)e−iq·x f ∈ L2(Rd)⊗ V. (73)
The PSDO we are concerned with admits asymptotic expansion of their
symbols as
σ(a)(q, x) ∼ σ(a)k(q, x) + σ(a)k−1(q, x) + σ(a)k−2(q, x) + ... (74)
where k is an integer and
σ(a)j(µq, x) = µ
jσ(a)j(q, x), for µ > 1, |q| ≫ 1. (75)
Such a PSDO is said to be of order k. A PSDO a that has only one term in its
expansion
σ(a)(q, x) ∼ σ(a)k(q, x) (76)
is said to be homogeneous of order k.
The symbol for the product of two PSDO’s is given asymptotically by
σ(ab)(q, x) ∼
∑ (−i)|m|
m!
(
∂mq σ(a)(q, x)∂
m
x σ(b)(q, x)
)
(77)
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where the sum is over all sets of nonnegative integersm = (m1, ...,md), |m| =
m1 + ...+md, ∂
m
x =
∂m1
∂x1
...∂
md
∂xd
, etc., and m! = m1!...md!.
Finally, the trace of a trace class operator in Rd is given by
tra =
1
(2π)d
∫
ddxddqtrV σ(a)(q, x). (78)
Thus, an operator with compact support in configuration space is Hilbert-
Schmidt if and only if it has a symbol of order −d/2 or less.
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