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A BITCOIN-INSPIRED INFINITE-SERVER MODEL
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Abstract. The synchronization process inherent to the Bitcoin network gives rise to an infinite-
server model with the unusual feature that customers interact. Among the closed-form character-
istics that we derive for this model is the busy period distribution which, counterintuitively, does
not depend on the arrival rate. We explain this by exploiting the equivalence between two specific
service disciplines, which is also used to derive the model’s stationary distribution. Next to these
closed-form results, the second major contribution concerns an asymptotic result: a fluid limit in
the presence of service delays. Since fluid limits arise under scalings of the law-of-large-numbers
type, they are usually deterministic, but in the setting of the model discussed in this paper the
fluid limit is random (more specifically, of growth-collapse type).
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1. Introduction
The Bitcoin network is a payment system where all transactions between participants are carried
out in the digital Bitcoin currency. These transactions are stored in a database called blockchain.
In fact, every Bitcoin user maintains a blockchain version, thus keeping track of the global Bitcoin
transaction history. This ensures transparency — one of the advertized Bitcoin features. Informa-
tion spreads across the network via peer-to-peer communication. All transactions get broadcast,
and certain users arrange them into blocks suitable to add to the blockchain. The blocks get
broadcast, too, and other users update their blockchain versions as soon as they hear of new
blocks. It is vital for the network to synchronize as soon as possible because the Bitcoin payment
system is trustworthy to the degree it is synchronized. This explains the need for models that
capture the desyncronization caused by communication delays. Due to such delays, some Bitcoin
users are not up to date compared to others, meaning that their blockchain versions lack some
blocks compared to the blockchain versions of others. This desynchronization effect motivates
the model analyzed in the present paper. It can be seen as a seemingly minor modification of
a conventional queueing system, but this modification gives rise to various unexpected features
and, overall, intrinsically different behavior.
In our model we assume Bitcoin-like communication between two parties, where party A generates
pieces of information and sends them off to party B, and B receives these information pieces with
delay, i.e. B is not up to date compared to A. Such communication can be described by an
infinite-server model where newly generated information pieces correspond to arrivals and their
transmission corresponds to receiving service at parallel servers. An unconventional feature of
this model is that customers do interact here (usually, in infinite-server models, customers do
not interfere and act independently, which often facilitates explicit analysis). This interaction
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is inspired by the following mechanism in the blockchain dynamics. In the blockchain, each
next block contains a reference to the previous one. Suppose participant B receives a block
from participant A who knows more than B, and this new block does not directly link to B’s
last block. Then B requests from A the new block’s predecessors using the references to the
previous blocks. Once all the missing blocks have been retrieved, B adds the entire batch to
his blockchain. On a somewhat stylized level, such update in batches translates to the following
service discipline: whenever there is a service completion, then all earlier arrivals that are still
in the system complete service and depart as well. That is, departures occur in batches, which
we refer to as FIFO-batches. This departure mechanism leads to crucial differences compared to
the conventional infinite-server model where customers depart one by one upon their own service
completion.
In the above model, we assume a renewal arrival process and exponentially distributed service
times. Our first contribution concerns a number of closed-form characteristics, in particular for
the busy period distribution. Remarkably, this distribution turns out to not depend on the inter-
arrival distribution or the arrival rate, contradicting the intuition that a large arrival rates should
result in a longer busy period. This seeming paradox is resolved relying on an equivalent service
discipline — LIFO-batch departures. Distributionally, the model’s evolution is the same under
either discipline. This equivalence also makes it possible to identify the corresponding stationary
distribution (in the generalized sense, since the underlying process is not Markov due to renewal
arrivals). It is unclear whether this result could be obtained analytically under the original
FIFO-batch departures discipline. Other closed-form results are obtained under the additional
assumption of Poisson arrivals (such that the queue-length process is a continuous-time Markov
chain): by direct methods, we derive moments of the stationary distribution and the queue-size
distribution at any given time instant.
The second strand of results that we obtain is of an asymptotic nature. We develop a fluid limit
for the queue-length process in presence of service delays. As fluid limits arise under law-of-large-
numbers scalings, they are typically deterministic; this is for instance the case for the conventional
infinite-server model. In our model, however, the fluid limit is radically different: rather than
being deterministic, in the fluid limit some randomness is retained. More specifically, the fluid
limit corresponds to a growth-collapse process: it grows linearly between randomly occurring
downward jumps, where the jump rate is proportional to the current position. At each jump,
the state undergoes a uniform cut-off (that is, the position drops to a level that is uniformly
distributed between 0 and the pre-jump position). Growth-collapse processes have been studied
in the literature and are used to describe a wide range of phenomena ranging from seismic to
neuronal activity; see e.g. [3, 9] and references therein.
Interestingly, growth-collapse processes similar to the the fluid limit in our paper arise as scaling
limits of Markovian AIMD (additive-increase/multiplicative-decrease) congestion control schemes
analysed by Dumas et al. [5] and Guillemin et al. [8]. However, the generator approach that quickly
yields the fluid limits in [5, 8] is non-applicable to our non-Markovian model. In this regard, this
paper suggests a non-Markovian counterpart for the fluid limit analysis in [5, 8]. We present the
proof of the fluid limit theorem under FIFO-/LIFO-batch departures, which correspond to the
uniform cut-offs in the fluid limit. However, the proof is sufficiently flexible to allow for more
general service disciplines that result in generally distributed multiplicative cut-offs in the fluid
limit.
In more detail, the following techniques are used in the proof of the fluid-limit theorem. First, we
identify an embedded Markov chain that converges to the post- and pre-jump fluid limit levels.
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This part of the proof builds on the embedded Markov chain analysis in [5, 8]. The derivation
of the Weibullian increments between the jumps in the fluid limit (which yield the jump rate
proportional to the state) is similar to the corresponding derivation in [5, 8]. The derivation of
the uniform cut-offs in the fluid limit is more involved than the corresponding conclusion in [5, 8],
where the multiplicative-decrease factor is fixed throughout the pre-limit models and is directly
inherited by the fluid limit. In our case, the downward jumps of the embedded Markov chain
only become uniform in the limit, which we additionally prove. In the second part of the proof,
we establish convergence of the continuous-time queue-length process based on the convergence
of the embedded Markov chain. We follow the conventional approach: first we show convergence
of finite-dimensional distributions and then verify a compact-containment and oscillation-control
conditions, which imply the relative-compactness of the pre-limit processes. As a final note on
the proof techniques, we emphasize the following methodological difference with earlier work. In
[5, 8], the embedded Markov chain is used to find (the fluid limit of) the stationary distribution
of the full Markov chain. The fluid limit of the full Markov chain itself is obtained via generators.
In this paper, (the fluid limit of) the stationary distribution of the queue-length process is known
directly. We use the embedded Markov chain to derive the fluid limit of the non-Markov queue-
length process.
Besides the mentioned connection with the AIMD and growth-collapse literature, our paper also
relates, on the modelling level, to the Bitcoin study by Go¨bel et al. [7] on whether it could be
profitable to abuse the Bitcoin protocol by hiding information instead of propagating it. The
model that is the starting point for the analysis in [7] and our model are complementary in
the following sense. Go¨bel et al. [7] consider Bitcoin-like communication between two parties
that both generate new information and communicate it to each other, while we consider one-
sided communication. On the other hand, [7] omits some communication transitions to ensure
analytical tractability of the model, whereas those are taken into account in the present paper.
More specifically, [7] assumes complete synchronization whenever communication takes place.
However, unless the latest information has been communicated, the two parties only partially
synchronize, i.e., remain desynchronized; we succeed to include this aspect in our model.
The rest of the paper is organized as follows. In Section 2, we introduce the model, discuss the
insensitivity of the busy period distribution with respect to the arrival rate, present formulae for
the stationary distribution and its moments (under Poisson arrivals). In Section 3, we characterize
the transient behavior: give a formula for the queue-length distribution at a fixed time (under
Poisson arrivals) and present the fluid limit theorem. In Section 4, we provide the proofs for
Section 2 (noting that some core ideas have already been discussed in Section 2). In Section 5, we
prove the fluid limit theorem. In the appendix, we prove the results that assume Poisson arrivals.
In the remainder of this section, we list the notation used throughout the paper.
Notation. To define x as equal to y, we write x := y or y =: x. The set of non-negative integers
is Z+ := {0, 1, 2, . . .}, and the non-negative half-line is R+ := [0,∞). The space of functions
f : R+ → R+ that are right-continuous with left limits is denoted by D, it is endowed with the
Skorokhod J1-topology. For functions f(x), g(x) that are asymptotically equivalent as x → ∞,
i.e. such that f(x)/g(x)→ 1 as x→∞, we write f(x) ∼ g(x). All random elements in the paper
are defined on the same probability space with probability measure P and expectation operator
E. The signs⇒ and d= stand for weak convergence and equality in distribution, respectively. The
complement of an event B is denoted by B. Finally, the following types of notation are used for
vectors: (dl)
n
l=1 := (d1, d2, . . . , dn) and (Xl−1, Yl)
n
l=1 := (X0, Y1, X1, Y2, . . . , Xn−1, Yn).
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2. Stochastic model and its stationary analysis
In this section, we introduce the model under study and discuss a number of its properties. First,
we argue that two different service disciplines are equivalent. This equivalence provides insights
into the results that we discuss next: an insensitivity property of the busy period and stationary
characteristics of the model.
2.1. Model description. The model we analyze is a variant of one of the classical queueing
models — the G/M/∞ queue — where the service discipline is modified.
G/M/∞-queue with FIFO-batch departures. The following aspects are the same in the
conventional G/M/∞ model and the variant G/M/∞ under study. There are infinitely many
servers that provide service at a unit rate. An arriving customer immediately starts service at one
of the non-occupied servers. Customers arrive according to a renewal process of rate λ, and their
service requirements are exponentially distributed with parameter µ, mutually independent and
also independent from the arrival process. What is different in the two models is the departure
mechanism. In the conventional G/M/∞ queue, a customer leaves the system upon service
completion, and hence customers depart one by one. In the model we analyze, departures occur
in batches. We assume additionally that customers line up in the queue in the order of arrival.
(This assumption is not restrictive but convenient when referring to departure events.) Suppose
the service of a particular customer has finished. Then it is not this customer only who leaves
the system but those in front of him in the queue leave as well.
We refer to a customer together with those in front of him in the queue as a FIFO (first-in-first-
out) batch, and to the modified G/M/∞ model described above — as the G/M/∞ queue with
FIFO-batch departures.
Alternative interpretation: G/M/∞ queue with LIFO-batch departures. Assume now
that, instead of FIFO batches, LIFO (last-in-first-out) batches are formed upon departures. That
is, if there is a service completion, the freshly served customer leaves together with those behind
him in the queue.
Note that the two departure policies are symmetric. A FIFO-batch departure “cuts off” a front
part of the queue, and a LIFO-batch departure — the tail of the queue. But, in both scenarios,
the post-departure queue size is a uniform sample of the queue size prior to the departure. This
equivalence, in combination with the memorylessness of the exponential service times, implies
that the queue dynamics is distributionally the same under either discipline.
More formally, between two consecutive arrivals, both the G/M/∞ queue with FIFO-batch de-
partures and that with LIFO-batch departures evolve like a continuous-time Markov chain on Z+
with transition rates
q(i, j) = µ, i ≥ 1, 0 ≤ j ≤ i− 1, (1)
and absorption at the zero state. Respectively, overall, the two models evolve like the Markov
chain (1) that gets interrupted according to a renewal process that is independent from the chain,
and every interruption (i.e., arrival) increases the state of the chain by one. In particular, this
coupling implies that the two queue-length processes viewed as random elements of the Skorokhod
space D have the same distribution.
Remark 1. As discussed in the introduction, FIFO-batch departures align with the initial moti-
vation for the model that comes from the blockchain update mechanism. LIFO-batch departures,
on the other hand, are a more convenient assumption in some of the proofs (in the rest of the
proofs, a particular interpretation does not matter). Under LIFO-batch departures, a customer
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is affected by those in front of him in the queue only but not by those who arrive after him, which
turns out to simplify the analysis. Although some of the results, for example the insensitivity of
the busy period distribution, are not intuitively clear under FIFO-batch departures, all results of
the paper are valid for both FIFO- and LIFO-batch departures by the coupling discussed above.
Remark 2. Borst et al. [2], too, employ a probabilistic coupling to show the equivalence of two
service disciplines, processor sharing and random order of service, in the G/M/1 queue. In [2],
each customer of one queue is coupled with a customer in the other queue. In this paper, we
do not couple the two models directly but through a third model. Note that a straightforward
modification of the coupling used here provides an alternative to the coupling used in [2].
More notation. We conclude the model description by introducing some model-related notation
used frequently throughout the paper.
The queue size at time t ≥ 0 is denoted by Q(t). The “stationary” distribution of the queue-length
process is denoted by pik, k ∈ Z+, where the term “stationary” has the conventional meaning if
the arrival process is Poisson, and a slightly broadened meaning if the arrival process is renewal;
the details follow in Section 2.3. By Q∞ we denote a random variable such that P{Q∞ = k} = pik,
k ∈ Z+. Note that the (“stationary”) distribution of the queue-length process does not depend
on the particular interpretation of FIFO- or LIFO-batch departures.
By E(µ) we denote the generic service time of a customer (distributed exponentially with pa-
rameter µ). More generally, E(kµ) stands for a random variable that is distributed exponentially
with parameter kµ, k ≥ 1.
The generic inter-arrival time is denoted byA, its i.i.d. copies — byA1, A2, . . ., and Sn :=
∑n
i=1Ai,
n ≥ 0. We also use the normalized version of the inter-arrival time A˜ := A/EA. Respectively,
A˜1, A˜2, . . . stand for i.i.d. copies of A˜, and S˜n :=
∑n
i=1 A˜i.
2.2. Busy period. A busy period is a period of time between an arrival into the empty system
and the first instant since this arrival when the system becomes empty again. Intuitively, a larger
arrival rate should result in a longer busy period. Remarkably, in the model under study, the
busy period distribution does not depend on the inter-arrival distribution (and in particular, it
does not depend on the arrival rate).
Lemma 1. Both under FIFO- and LIFO-batch departures, the busy period of the G/M/∞ queue
is distributed exponentially with parameter µ.
Proof. Under FIFO-batch departures, the result seems counter-intuitive but it does admit an
analytical proof, which we provide here for completeness. Denote by E0(µ) the service time of
the customer that initiates the busy period, by E1(µ), E2(µ), . . . the service times of the newly
arriving customers, and by A1, A2, . . . their inter-arrival times. The queue becomes empty if
the last customer in the queue finishes his service before the next customer arrives. Hence, the
busy period lasts for B = SN−1 + EN−1(µ), where N := min{n ≥ 1: En−1(µ) ≤ An}. But the
memoryless property of the exponential distribution implies that N
d
= min{n ≥ 1: E0(µ) ≤ Sn},
and hence B
d
=E0(µ).
However, the coupling of FIFO- and LIFO-batch departures discussed in Section 2.1 allows for
a more elegant proof. It ensures that the busy period distribution is the same under either
discipline. Under LIFO-batch departures, in contrast to the analytical proof above, the lemma
follows directly from the way customers interact. Indeed, a customer leaves as soon as his own
service time expires or the service time of someone in front of him in the queue. Hence, the
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customer who initiates the busy period leaves exactly when his own service time expires. But if
he leaves, the queue empties. That is, the busy period lasts for exactly the service time of the
initial customer. 
2.3. Stationary queue-length distribution. In this paper, by the stationary queue-length
distribution we mean the long-run fractions of time the process Q(·) spends in particular states,
i.e. the limits
P{Q∞ = k} = pik := a.s.- lim
t→∞
∫ t
0 I{Q(s) = k}ds
t
, k ∈ Z+. (2)
If the arrival process is Poisson, then Q(·) is a continuous-time Markov chain and the distribu-
tion (2) is stationary in the conventional sense: if Q(0)
d
=Q∞, then Q(t)
d
=Q∞ for all t > 0.
Lemma 2. Both under FIFO- and LIFO-batch departures, the limits (2) exist and are given by
∑
i≥k
pii = P{Q∞ ≥ k} = 1− Ee
−kA˜/ρ
k/ρ
k−1∏
i=1
Ee−iA˜/ρ, k ≥ 1. (3)
In addition,
Q(t)⇒ Q∞ as t→∞ (4)
if and only if the inter-arrival time distribution is non-lattice (i.e., not concentrated on a set of
the form {δ, 2δ, . . .}).
Here we present the core ideas of the proof, and some further details follow in Section 4. First,
note that the queue-length process Q(·) is regenerative with the initiation instants of busy periods
as regeneration points. Respectively, a cycle is a period of time between the initiation instants
of two successive busy periods. In particular, if the inter-arrival time distribution is non-lattice,
then the cycle distribution is non-lattice, too, and then the limit queue-length distribution exists
(see e.g. [1, Theorem VI.1.2]) and (4) necessarily holds.
Now we discuss why the limits (2) exist and satisfy the formula (3). The idea behind (3) for k = 1
is that the queue is non-empty when it is in busy periods, which are distributed exponentially
with parameter µ and are parts of i.i.d. cycles. Denote by C the generic cycle length. Then the
law of large numbers implies that
∑
i≥1
pii = a.s.- lim
t→∞
∫ t
0 I{Q(s) ≥ 1}ds
t
=
EE(µ)
EC
.
To derive (3) for k ≥ 2, we assume LIFO-batch departures and classify customers into levels: a
customer is of level k ≥ 1 if he arrives into the system with k − 1 other customers. The point of
this classification is that the queue size is at least k during the sojourn times of level k customers.
Note that the sojourn time (from arrival until departure) of a level k customer is distributed
exponentially with parameter kµ since it is the minimum of his own service time and the service
times of the k− 1 customers in front of him. Also note that the sojourn times of different level k
customers do not overlap and are i.i.d., and that each level k sojourn time is within a level k− 1
sojourn time. Denote by Nk the number of level k customers that arrive during the sojourn time
of a level k − 1 customer. Then, by Wald’s identity and the law of large numbers,
a.s.- lim
t→∞
∫ t
0 I{Q(s) ≥ k}ds∫ t
0 I{Q(s) ≥ k − 1}ds
=
ENkEE(kµ)
EE((k − 1)µ) , k ≥ 2,
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and hence,
a.s.- lim
t→∞
∫ t
0 I{Q(s) ≥ k}ds
t
=
EE(kµ)
EC
k∏
i=2
ENi, k ≥ 1. (5)
It is left to compute the EC and ENi’s to get (3), which is postponed until Section 4.
2.4. Moments of the stationary queue length. With the additional assumption of Poisson
arrivals, it is possible to derive a recursive relation for the factorial moments of the stationary
queue-length, which are defined by
m0 := 1, mn := E
n−1∏
i=0
(Q∞ − i), n ≥ 1.
Lemma 3. Under Poisson arrivals,
mn+2 = (n+ 2)(ρmn −mn+1), n ≥ 0. (6)
The base for the above recursion — the mean m1 = EQ∞ — admits no closed-form expression
but can be evaluated in a certain limit regime, see Section 2.5.
As for the proof of (6), it follows as one incorporates the balance equations for the Markov (due
to Poisson arrivals) process Q(·) into the generating function of its stationary distribution pik,
k ∈ Z+, and applies a Taylor expansion around 1. The detailed derivation follows in Section 4.
2.5. Asymptotics of the stationary queue length. The final result of this section is that,
for large ρ, i.e. in presence of service delays, the stationary queue length is of order
√
ρ. This
asymptotic behavior motivates the scaling limit of the queue length process that we develop in
the next section.
Lemma 4. As ρ→∞, Q∞/√ρ⇒ ζ, where the limit random variable ζ has the following Weibull
(Rayleigh) distribution:
P{ζ ≥ x} = e−x
2
2 , x > 0.
Moreover, EQ∞/
√
ρ→ Eζ = √pi/2.
The proof of this lemma is provided in Section 4. We asymptotically characterize the tail
P{Q∞/√ρ ≥ x} and the mean EQ∞ =
∑
k≥1 P{Q∞ ≥ k} based on the formula (3) and the
dominated convergence theorem.
Corollary 1. Under Poisson arrivals, E
(
Q∞/
√
ρ
)n → Eζn = n!!(√pi/2)n mod 2, n ≥ 1, where
the double factorial is defined by n!! :=
∏
1≤l≤n,
l≡n (mod 2)
l.
Lemma 4 and the recursion (6) imply the last corollary of this section.
3. Transient analysis
In this section, we characterize the evolution of the G/M/∞ queue with FIFO/LIFO-batch de-
partures in time.
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3.1. Direct transient analysis. Under the additional assumption of Poisson arrivals, it is pos-
sible to find the queue-length distribution at a fixed time instant by solving the Kolmogorov
equations.
Lemma 5. Under Poisson arrivals,
P{Q(t) = k} = Ck,0 +
k+1∑
i=1
Ck,ie
−(λ+iµ)t, t > 0, (7)
where the coefficients Ck,i can be computed recursively as follows: for k ≥ 0,
Ck,0 = P{Q∞ = k} = pik, (8a)
(k + 1− i)Ck,i = ρCk−1,i −
k−1∑
l=i−1
Cl,i, 1 ≤ i ≤ k, (8b)
Ck,k+1 = P{Q(0) = k} −
k∑
i=0
Ck,i. (8c)
The derivation of these formulae can be found in the appendix. Note that (8a) follows immediately
since the stationary queue-length probabilities pik are also the limit queue-length probabilities as
t→∞. As an aside, we mention that the above recursion allows the computation of P{Q(t) ≤ k}
in O(k3) operations.
3.2. Fluid limit. While the last lemma gives the queue-length distribution at a fixed time in-
stant, the next result characterizes the entire trajectory of the queue-length process Q(·). We
treat Q(·) as a random element of the Skorokhod space D and develop a distributional approx-
imation for it as ρ → ∞. Lemma 4 suggests that space should be scaled with √ρ as ρ → ∞,
and the following observation motivates the time scaling. Suppose the queue starts empty. Then
the number Y1 of customers that accumulate in the queue before the first departure has the
distribution
P{Y1 ≥ k} =
k−1∏
i=0
P{A < E(iµ)} =
k−1∏
i=1
E−iA˜/ρ, k ≥ 1.
In particular, by (3) and Lemma 4, as ρ→∞,
P
{
Y1√
ρ
≥ x
}
∼ P
{
Q∞√
ρ
≥ x
}
→ e−x
2
2 , x > 0.
That is, an empty queue builds up to a level of order
√
ρ until the first departure. If time is
renormalized so that that the arrival rate λ is fixed and the service rate µ→ 0, then the time of
the first departure is of order
√
ρ as well. Hence, we consider the family of the scaled processes
λ = const, µ→ 0, Qρ(t) := Q(
√
ρt)√
ρ
, t ≥ 0. (9)
The above scaling is a law-of-large-numbers scaling (or: fluid scaling), since space and time are
scaled with the same large factor. Limit processes that arise under such scalings are usually
referred to as fluid limits. Typically, Markov processes have deterministic fluid limits, similarly
to the deterministic limit in the law of large numbers. For the model under study, however, the
fluid limit is random, as is stated in the next theorem.
Theorem 1. Suppose that Q
ρ
(0) ⇒ ξ0 as ρ → ∞, where the limit initial condition ξ0 is either
deterministic or absolutely continuous. Then the scaled processes Q
ρ
(·) converge weakly in the
Skorokhod space D to a random fluid limit Q(·) that exhibits downward jumps of random size at
random instants and grows linearly at rate λ between the jumps.
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For n ≥ 1, denote by τn the instant of the n-th jump of Q(·) and put τ0 := 0. The post- and
pre-jump levels Q(τn−1) and Q(τn−) form a Markov chain that starts from Q(τ0) = Q(0) = ξ0
and evolves according to the following transition probabilities: for n ≥ 1,
P{Q(τn−) ≥ y|Q(τn−1) = x} = e
−y2+x2
2 , y > x, (10a)
P{Q(τn) ≤ x|Q(τn−) = y} = x
y
, 0 < x < y. (10b)
The above Markov chain determines the jump instants and the entire trajectory of the fluid limit:
for n ≥ 1,
τn − τn−1 = 1
λ
(
Q(τn−)−Q(τn−1)
)
,
Q(t) = Q(τn−1) + λ(t− τn), t ∈ [τn−1, τn).
In addition,
τn →∞ a.s. as n→∞. (11)
Remark 3. The fluid limit Q(·) in Theorem 1 belongs to the class of growth-collapse/ stress
release processes. In the related literature, the property (11) is referred to as non-explosiveness.
In particular, the process Q(·) is non-explosive by Last [9, Theorem 3.1].
The structure of the fluid limit aligns with the evolution of the pre-limit model as follows (see
Figure 1 below and also Figure 2 in Section 5): the jump instants of the fluid limit and its
post-/pre-jump levels are analogues of the departure instants and the post-/pre-departure queue
levels. In fact, the former can be shown to arise as the scaling limits of the latter. Although this
result is natural, it is tricky to prove directly. The renewal arrivals make the queue-length process
non-Markov. In particular, the post- and pre-departure queue levels are not straightforward to
analyze. Instead (see Section 5 for the proof of Theorem 1), we consider the queue levels in the
beginning and at the end of those inter-arrival periods where departures occur. These queue
levels do form a Markov chain that we show to converge weakly under the fluid scaling to the
Markov chain formed by the post- and pre-jump fluid limit levels. Then we additionally prove
that, with high probability, there is at most a single departure instant per inter-arrival period.
That is, indeed, the post- and pre-jump fluid limit levels correspond one-to-one to the post- and
pre-departure queue levels.
The mentioned convergence of the embedded Markov chain lays the foundation for the proof of
the weak convergence Q
ρ
(·) ⇒ Q(·) in the Skorokhod space D. We establish two ingredients
that imply weak convergence in D: convergence of finite-dimensional distributions and relative
compactness of the pre-limit processes. To show the relative compactness, we follow a conventional
Figure 1. A trajectory of the fluid limit.
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approach (see e.g. Ethier and Kurtz [6]) and verify that the pre-limit processes Q
ρ
(·) remain
bounded on finite intervals and have small oscillations on small intervals.
Remark 4. A FIFO-/LIFO-batch departure is effectively a uniform cut-off, and this property
is inherited by the fluid-limit: we have Q(τn) = UnQ(τn−), where Un, n ≥ 1, are i.i.d. random
variables distributed uniformly on the interval (0, 1). The proof of Theorem 1 in Section 5
generalizes in a straightforward way to accommodate the following service discipline: whenever
there is a service completion, a number of customers still in service interrupt their service and
leave together with the freshly served customer so that a generally distributed fraction B of
customers remains in the system. The fluid limit of the G/M/∞ under this new discipline then
satisfies Q(τn) = BnQ(τn−), where Bn, n ≥ 1, are i.i.d. copies of B.
3.3. Stationary fluid limit. As mentioned before, the random fluid limit Q(·) in Theorem 1
belongs to the class of growth-collapse processes, which have been studied in the literature.
In particular, there are results that characterize stationary and long-time limit behavior of such
processes. Note that, in the context of growth-collapse processes like Q(·), it is natural to consider
the stationary distribution of the process itself and of the Markov chain of the post- and pre-jump
levels, and to identify relations between the two stationary distributions. In the next lemma, we
summarize these types of results for the fluid limit Q(·). In addition to references, we also provide
a simple alternative to the more general but also more involved derivation of the stationary post-
and pre-jump distribution available in the literature.
Lemma 6. (a) The unique stationary distribution of the fluid limit Q(·), which is also its limit
distribution as t→∞, is that of the limit random variable ζ from Lemma 4.
(b) The unique stationary distribution of the Markov chain (Q(τn−1), Q(τn−)), n ≥ 0, which is
also its limit distribution as n → ∞, is absolutely continuous. Let a pair of random variables
(ξ, η) have this stationary/limit distribution, then their marginal densities are given by
fξ(x) =
√
2
pi
e−
x2
2 , fη(y) =
√
2
pi
y2e−
y2
2 , x, y > 0.
(c) The distributions of ζ and (ξ, η) are related as follows: for any measurable non-negative
function f(·),
Ef(ζ) =
E
∫ η
ξ f(u)du
E(η − ξ) .
Remark 5. By Lemmas 2, 4 and 6(a), for the G/M/∞ queue with FIFO-/LIFO-batch depar-
tures, the limits as ρ→∞ and t→∞ commute if the inter-arrival distribution is non-lattice.
Note that, as Theorem 1 is applied to the initial conditions Q
ρ
(0)
d
=Q∞/ρ⇒ ζ, ρ→∞, it follows
that the distribution of ζ is stationary for the fluid limit Q(·). The uniqueness of this stationary
distribution and convergence to it as t→∞ (and hence (a)) follow by Boxma et al. [3] who prove
these types of results for a class of growth-collapse processes that includes Q(·). Their proof views
a growth-collapse process as regenerative with regeneration instants being returns to a particular
level, and shows that the mean return time to any level is finite. In combination with (b), this
implies (c) since
Ef(ζ) = a.s.- lim
t→∞
∫ t
0 f(Q(s))ds
t
=
E
∫ η
ξ f(u)du
E(η − ξ) ,
where the first identity is by the ergodic theorem for regenerative processes, and the second —
by the ergodic theorem for the Markov chain (Q(τn−1), Q(τn−)), n ≥ 1.
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The stationary densities in (b) can be obtained from a more general result by Guillemin [8, Section
3, Example 2]. We include here a more straighforward derivation.
Proof of (b). The relation (10a) means that the jump rate of the fluid limit Q(·) is λx when it is
in state x. Hence, the post-jump levels satisfy(
Q(τn)
)2
= U2n
((
Q(τn−1)
)2
+ 2En(1)
)
, n ≥ 1,
where the Un’s are distributed uniformly on the interval (0, 1), the En(1)’s are distributed expo-
nentially with parameter 1, all mutually independent (in detail, this derivation is conducted, for
example, by Chafa¨ı et al. [4]). Then the unique stationary and limit distribution for the Markov
chain
(
Q(τn)
)2
, n ≥ 0, is that of ξ2 d=∑n≥1En(1)∏ni=1 U2i . In particular, this representation
implies that ξ is absolutely continuous and has a finite mean. Then we can find the density fξ(·)
by simply solving a differential equation.
Indeed, by the relations (10), the stationary post-jump density fξ(·) solves the integral equation
fξ(x) =
1
ρ
∫ ∞
x
e
− y2
2ρ
(∫ y
0
e
u2
2ρ fξ(u)du
)
dy, x > 0,
which is equivalent to the differential equation
f ′′ξ (x) + xf
′
ξ(x) + fξ(x) = 0, x > 0. (12)
The general solution to (12) is fξ(x) = C1e
−x2/2 + C2D(x/
√
2), where C1, C2 are constants and
D(·) is the Dawson function given by D(x) = e−x2 ∫ x0 eu2du. Note that D(x) ∼ 1/(2x) as x→∞,
and hence ξ has a finite mean if and only if C2 = 0, i.e. fξ(x) =
√
2/pi e−x2/2. 
4. Proofs for Section 2
In this section, we fill in the details of the proof of Lemma 2 (the main ideas of that proof were
already given in Section 2.3), and also we prove Lemma 4 here.
Proof of Lemma 2. In Section 2.3, we have discussed why the non-latticeness of the inter-arrival
distribution is sufficient for the limit queue-length distribution to exist, and here we show that
it is also necessary. Indeed, if the inter-arrival distribution is concentrated on a grid {δ, 2δ, . . .}
(e.g. if the inter-arrival time is deterministic), then, for any ε ∈ (0, δ),
P{Q(nδ + ε) = 0} = P{Q(nδ) = 0}+ (1− P{Q(nδ) = 0})P{E(µ) < ε},
and hence the limits limn→∞ P{Q(nδ + ε) = 0} and limn→∞ P{Q(nδ) = 0} can not be equal.
The remainder of the proof establishes (3). In Section 2.3, we derive the preliminary formula (5),
and here we compute the EC and ENk’s, see the formulae (13) and (14) below. As one plugs (13)
and (14) into (5), the expression (3) follows.
First we find the mean cycle length EC. Under LIFO-batch departures, a busy period lasts
as long as the service time of the customer that has initiated the busy period lasts. The first
arrival following the service completion of this customer initiates the next busy period. Hence,
C
d
=SN , where N := min{n ≥ 1: Sn ≥ E(µ)} and E(µ) is independent from {S1, S2, . . .}. (This
representation implies, in particular, that the cycle distribution is non-lattice if and only if the
inter-arrival distribution is non-lattice.) We have
P{N = n} = P{A < E(µ)}n−1P{A ≥ E(µ)} = (Ee−µA)n−1(1− Ee−µA),
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and then Wald’s identity gives
EC = EN EA =
EA
1− Ee−µA =
1
λ(1− E−A˜/ρ)
. (13)
Now we compute the mean number ENk of level k arrivals during a level k − 1 sojourn time,
k ≥ 2. Define a level k cycle to be a period of time between two successive level k arrivals during
a level k − 1 sojourn time, and denote by Ck the generic level k cycle length. Then
P{Nk ≥ n} = P{A < E((k − 1)µ)}P{Ck < E((k − 1)µ)}n−1, n ≥ 1,
where X is independent from E((k − 1)µ) and Ck is not. By specifying the number i of arrivals
during a level k cycle, we get
P{Ck < E((k − 1)µ)} =
∑
i≥1
P{A < min(E(µ), E((k − 1)µ))}i−1P{E(µ) ≤ A < E((k − 1)µ)}
=
P{E(µ) ≤ A < E((k − 1)µ)}
1− P{A < min(E(µ), E((k − 1)µ))} ,
where E(µ), E((k − 1)µ) and A are mutually independent, E(µ) represents the service time of
the customer that has initiated a level k cycle, E((k − 1)µ) — the level k − 1 sojourn time that
contains this level k cycle, and A — an inter-arrival time during this level k cycle. The above
yields
ENk =
∑
n≥1
P{Nk ≥ n} = P{A < E((k − 1)µ)}
1− P{Ck < E((k − 1)µ)}
=
P{A < E((k − 1)µ)}(1− P{A < E(kµ)})
1− P{A < E((k − 1)µ)} =
Ee−(k−1)A˜/ρ(1− Ee−kA˜/ρ)
1− Ee−(k−1)A˜/ρ
. (14)
The proof of the lemma is now complete. 
The following three propositions are auxiliary results that are used in the proofs of Lemma 4,
and also of Theorem 1 in Section 3. We provide brief comments about the proofs of these three
statements.
Proposition 1. For any n ≥ k ≥ 1, ∑ni=k iA˜i d=(k − 1)S˜n−k+1 +∑n−k+1i=1 S˜i.
The result follows as A˜i in the sum is replaced by A˜n−i+1, k ≤ i ≤ n.
Proposition 2. (a) As n → ∞, ∑ni=1 S˜i/n2 → 1/2 a.s. (b) Let α > 0 and n : R+ → Z+,
n(ρ) ∼ α√ρ as ρ→∞. Then Ee−
∑n(ρ)
i=1 S˜i/ρ → e−α2/2.
Proposition 3. Let α > 0. (a) The function
f(x) =
 α, if x = 0,1− e−αx
x
, if x > 0,
is decreasing and continuous. (b) As x→ 0, Ef(A˜)→ 1.
Both in Proposition 2 and Proposition 3, part (b) follows from part (a) by the dominated con-
vergence theorem.
Now we are in a position to prove Lemma 4.
Proof of Lemma 4. The weak convergence result follows since, by Lemma 2 and Proposition 1,
P
{
Q∞√
ρ
≥ x
}
= E
1− e−A˜dx√ρe/ρ
dx√ρe/ρ Ee
−∑dx√ρei=1 S˜i/ρ, x > 0,
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and then Propositions 2(b) and 3(b) imply that P
{
Q∞/
√
ρ ≥ x}→ e−x2/2 as ρ→∞.
To prove the second part of the lemma, which states convergence of the mean, we use the formula
EQ∞ =
∑
k≥1
P{Q∞ ≥ k} =
∑
k≥1
E
1− e−A˜k/ρ
k/ρ
Ee−
∑k−1
i=1 S˜i/ρ.
Fix a T > 0 and split the sum above into the sum over k ≤ T√ρ and over k > T√ρ. Then, by
Proposition 3(a),
E
1− e−A˜T/√ρ
T/
√
ρ
EL(ρ) ≤ EQ∞√
ρ
≤ EL(ρ) + U(ρ), (15)
where
L(ρ) :=
1√
ρ
∑
1≤k≤T√ρ
e−
∑k−1
i=1 S˜i/ρ, U(ρ) :=
1√
ρ
∑
k>
√
ρT
Ee−
∑k−1
i=1 S˜i/ρ.
Now we find the limits of EL(ρ) and U(ρ) as ρ → ∞. Proposition 2(a) implies that L(ρ) →∫ T
0 e
−x2/2dx a.s. as ρ → ∞, and because of the uniform boundedness L(ρ) ≤ T , ρ > 0, we also
have
EL(ρ)→
∫ T
0
e−x
2/2dx as ρ→∞. (16)
To find the limit of U(ρ), we split the sum in its definition into the sums over the sets of the form
nbT√ρc < k ≤ (n+ 1)bT√ρc and get
U ≤ bT
√
ρc√
ρ
∑
n≥1
Ee−
∑nbT√ρc
i=1 S˜i/ρ ≤ T
∑
n≥1
(
Ee−
∑bT√ρc
i=1 S˜i/ρ
)n
≤ T Ee
−∑bT√ρci=1 S˜i/ρ
1− Ee−
∑bT√ρc
i=1 S˜i/ρ
.
The last inequality and (15)–(16), in combination with Propositions 2(b) and 3(b), imply that,
for any T > 0,∫ T
0
e−x
2/2dx ≤ lim inf
ρ→∞
EQ∞√
ρ
≤ lim sup
ρ→∞
EQ∞√
ρ
≤
∫ T
0
e−x
2/2dx+ T
e−T 2/2
1− e−T 2/2 ,
and then, by sending T →∞, we obtain EQ∞/√ρ→
∫∞
0 e
−x2/2dx =
√
pi/2. 
5. Proof of Theorem 1
In this section, we prove the fluid limit theorem of Section 3. We first introduce some random
quantities and events that are key for the analysis.
Without loss of generality, assume throughout that no departure occurs simultaneously with an
arrival, and hence any departure is within an inter-arrival period (Sn−1, Sn). Define the indices
(see also Figure 2)
N0 := 0, Nl := min{n ≥ Nl−1 + 1: Q(Sn−) < Q(Sn−1)}, l ≥ 1;
that is, (SNl−1, SNl) is the l-th inter-arrival period that contains a departure.
Next, put (again, see Figure 2)
X0 := Q(0), Yl := Q(SNl−1), Xl := Q(SNl−), l ≥ 1;
that is, Yl is the queue size in the beginning of the l-th inter-arrival period that contains a
departure, and Xl is the queue size in the end of this period. Somewhat loosely, we refer to
the Yl’s and Xl’s as pre- and post-departure queue levels, respectively. They are prototypes of
the pre- and post-jump fluid limit levels Q(τl−) and Q(τl). Both under FIFO- and LIFO-batch
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departures, the sequence X0, (Yn, Xn), n ≥ 1, forms a Markov chain. To describe the evolution
of this Markov chain, define the events
Ei := {Ej(µ) < A for some j = 1, . . . , i}, i ≥ 1,
where Ej(µ), j ≥ 1, are i.i.d. copies of E(µ) (the generic service time, distributed exponentially
with parameter µ) that are independent from A (the generic inter-arrival time). For n ≥ 1,
k′ ≥ 0, i ≥ k′ + 1, 0 ≤ k ≤ i− 1, we have
P{Yn+1 = i,Xn+1 ≥ k|Xn = k′} =
i−1∏
j=k′+1
P{E(jµ) > A}P{Ei ∩ Ek}, (17)
where E(jµ) is distributed exponenitally with parameter jµ and is independent from A, and Ek
denotes the complement of Ek. In particular, for n ≥ 1,
P{Xn ≥ k|Yn = i} = P{Ek|Ei}, 0 ≤ k ≤ i− 1, (18a)
P{Yn+1 −Xn ≥ i|Xn = k} =
k+i−1∏
j=k+1
P{E(jµ) > A}, i ≥ 1, (18b)
(For n = 0, the formulas (17) and (18b) read slightly differently, we omit the details.)
Now we introduce prototypes of the fluid limit jump instants τl. Recall that, by definition, each
of the intervals (SNl−1, SNl) contains a departure. For l ≥ 1, let dl be the last departure instant
within (SNl−1, SNl) (see Figure 2), and put d0 := 0. Along with dl, any departure instant within
(SNl−1, SNl) can be referred to as a prototype of τl because the events (again, see Figure 2)
Dl := {(SNl−1, SNl) contains a single departure instant}, l ≥ 1,
have a high probability under the fluid scaling, as shown below.
In addition to the events Dl and Ei, we also use
E1i := {Ej(µ) < A for a unique j = 1, . . . , i}, i ≥ 1.
Note the following difference: the events Dl relate to departures during specific inter-arrival
periods, and the events Ei and E
1
i — to departures from the queue of a specific size.
The proof of Theorem 1 proceeds as follows. Section 5.1 contains several preparatory statements,
of which Lemmas 10 and 11 are the main results. Lemma 10 shows convergence of the post-
/pre-departure queue levels to the the post-/pre-jump fluid limit levels, and of the departure
instants themselves — to the jump instants of the fluid limit. Lemma 11 proves that, in the
scaling regime, there is at most a single departure instant per inter-arrival period. Also there
Figure 2. For this realization, N1 = 4, N2 = 6, N3 = 10, and N4 = 11. The
events D1, D3 and D4 have occured in this realization, but the event D2 has not.
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are Lemmas 7–9 in Section 5.1. Lemmas 7 and 9 lay the foundation for the proof of Lemma 10
— they derive the distributional relations (10) between the post- and pre-jump fluid limit levels
from the queue-length dynamics. Lemma 8 is a preliminary version of Lemma 11, it is used in
the proof of Lemmas 9 and 11.
Section 5.2 contains Lemmas 12–13 that establish convergence of the scaled queue-length pro-
cesses to the fluid limit. Lemma 12 shows convergence of the finite-dimensional distributions.
Lemma 13 proves relative compactness of the family of the scaled queue-length processes by
checking a compact containment and oscillation control properties. Both Lemmas 12 and 13 use
the preparatory Lemmas 10–11 and Remark 3.
5.1. Preparatory results. First, we prove that the increments Yl − Xl−1 weakly converge in
the scaling regime to a Weibull distribution. In particular, this implies that the relation (10a)
holds.
Lemma 7. Suppose, for an n ≥ 1,(
X0, (Yl, Xl)
n−1
l=1 )
)
/
√
ρ⇒ (ξ0, (ηl, ξl)n−1l=1 )
jointly as ρ→∞, where the limit vector is absolutely continuous with a density
fξ0,(ηl,ξl)n−1l=1
(
x0, (yl, xl)
n−1
l=1
)
.
Then (
X0, (Yl, Xl)
n−1
l=1 , Yn −Xn−1)
)
/
√
ρ⇒ (ξ0, (ηl, ξl)n−1l=1 ,∆n)
jointly, too, and the extended limit vector is absolutely continuous with the density
fξ0,(ηl,ξl)n−1l=1 ,∆n
(
x0, (yl, xl)
n−1
l=1 , z
)
= (xn−1 + z)e−xn−1z−
z2
2 fξ0,(ηl,ξ0)n−1l=1
(
x0, (yl, xl)
n−1
l=1 )
)
.
The lemma also holds for n ≥ 2 with the components X0, ξ0, x0 omitted throughout the statement.
Proof. The approach employed here is to express the distribution of the extended vector in terms
of the shorter vector and check the pointwise convergence to the claimed limit distribution.
Because of convenience of the more compact notation, we present the proof in the particular case
of n = 2 and the components X0, ξ0, x0 omitted. However, all the derivations translate to the
general case in a straightforward way.
So assume that (Y1, X1)/
√
ρ ⇒ (η1, ξ1) as ρ → ∞, where (η1, ξ1) is absolutely continuous. We
have to check that (Y1, X1, Y2 −X1)/√ρ⇒ (η1, ξ1,∆2), where the density of (η1, ξ1,∆2) is given
by
fη1, ξ1,∆2(y, x, z) = (x+ z)e
−xz− z2
2 fη1, ξ1(y, x). (19)
First, express the distribution of (Y1, X1, Y2−X1) in terms of (Y1, X1). By (18b) and Proposition 1,
P{Y2 −X1 ≥ i|X1 = k} =
k+i−1∏
j=k+1
P{E(jµ) > A} =
k+i−1∏
j=k+1
Ee−jµA
= Ee−
∑k+i−1
j=k+1
jA˜j
ρ = Ee−
kS˜i−1+
∑i−1
j=1
S˜j
ρ , k ≥ 0, i ≥ 1.
Hence, for y, x, z > 0,
G(ρ) := P
{
Y1√
ρ
≤ y, X1√
ρ
≤ x, Y2 −X1√
ρ
≥ z
}
=
∑
0≤l≤y√ρ,
0≤k≤x√ρ
P
{
Y2 −X1√
ρ
≥ z|X1 = k
}
P {Y1 = l,X1 = k}
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=
∑
0≤l≤y√ρ,
0≤k≤x√ρ
Ee−
k√
ρ
S˜dz√ρe−1√
ρ
−
∑dz√ρe−1
j=1
S˜j
ρ P {Y1 = l,X1 = k}
= Ee−
S˜dz√ρe−1√
ρ
X1√
ρ
−
∑dz√ρe−1
j=1
S˜j
ρ I
{
Y1√
ρ
≤ y, X1√
ρ
≤ x
}
.
Now take ρ→∞. We have
(Y1, X1, S˜dz√ρe−1)/
√
ρ⇒ (η1, ξ1, z)
and, by Proposition 2(b),
∑dz√ρe−1
j=1 S˜j/
√
ρ ⇒ z2/2, but the expectation in the final expression
for G(ρ) is of a discontinuous function of (Y1, X1, S˜dz√ρe−1)/
√
ρ and
∑dz√ρe−1
j=1 S˜j/
√
ρ. Still, as
shown below,
G(ρ)→ Ee−zξ1− z
2
2 I{η ≤ y, ξ ≤ x} = e−z2/2
∫
0<v≤y,
0<u≤x
e−zufη1,ξ1(v, u) dvdu, (20)
where differentiation of the right-most side yields the density (19).
To prove (20), we bound the final expression for G(ρ) from below in two steps. First, for any
ε > 0,
G(ρ) ≥ P
{
S˜dz√ρe−1√
ρ
≤ z + ε,
∑dz√ρe−1
j=1 S˜j
ρ
≤ z
2
2
+ ε
}
e
−
(
z2
2
+ε
)
Ee−(z+ε)
X1√
ρ I
{
Y1√
ρ
≤ y, X1√
ρ
≤ x
}
.
Second, let gε− : R2+ → R+ be a continuous bounded function such that
e−(z+ε)uI{v ≤ y, u ≤ x} ≥ gε−(v, u) ≥ e−(z+ε)uI{v ≤ y − ε, u ≤ x− ε}, v, u ∈ R+,
then
lim inf
ρ→∞ G(ρ) ≥ e
−
(
z2
2
+ε
)
Egε−(η1, ξ1) ≥ e−
(
z2
2
+ε
)
Ee−(z+ε)ξ1I{η ≤ y − ε, ξ ≤ x− ε}.
As we let ε → 0 in the last inequality, it follows by the absolute continuity of (η1, ξ1) that
lim infρ→∞G(ρ) ≥ e−z2/2Ee−zξ1I{η ≤ y, ξ ≤ x}. Similarly, one can also show the upper bound
lim supρ→∞G(ρ) ≤ e−z2/2Ee−zξ1I{η ≤ y, ξ ≤ x}. 
The next lemma is an auxiliary result that is used in Lemmas 9 and 11. It proves that, if there is
a service completion among O(
√
ρ) customers during an inter-arrival period, then it is the only
one with high probability. Note that the probability that there is a service completion at all is
low.
Lemma 8. For any m > 0 and M > m,
lim
ρ→∞ minm√ρ≤i≤M√ρ
P{E1i |Ei} = limρ→∞ maxm√ρ≤i≤M√ρP{E
1
i |Ei} = 1.
Proof. By symmetry,
P{E1i |Ei} =
iP{E1(µ) < A,min2≤j≤iEj(µ) > A}
P{min1≤j≤iEj(µ) < A} =
iE(1− e−µA)e−(i−1)µA
E(1− e−iµA)
=
iE(1− e−A˜/ρ)e−(i−1)A˜/ρ
E(1− e−iA˜/ρ)
= E
(
1− e−A˜/ρ
1/ρ
e−(i−1)A˜/ρ
)/
E
(
1− e−iA˜/ρ
i/ρ
)
.
Then, by Proposition 3(a),
P{E1i |Ei} ≥ E
(
1− e−A˜/ρ
1/ρ
e−MA˜/
√
ρ
)/
E
(
1− e−mA˜/√ρ
m/
√
ρ
)
, m
√
ρ ≤ i ≤M√ρ,
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and by Proposition 3(b), lim infρ→∞minm√ρ≤i≤M√ρ P{E1i |Ei} ≥ 1.
Similarly, lim supρ→∞maxm√ρ≤i≤M√ρ P{E1i |Ei} ≤ 1. 
Since, in a queue of size O(
√
ρ), there is at most a single service completion during an inter-arrival
period with high probability, the post-departure levels Xl are essentially uniform samples from
the corresponding pre-departure levels Yl. This property is inherited by the fluid limit in the
form of (10b), as implied by the next lemma.
Lemma 9. Suppose, for an n ≥ 1,
(Xl−1, Yl)nl=1 /
√
ρ⇒ (ξl−1, ηl)nl=1
jointly as ρ→∞ and the limit vector is absolutely continuous with a density
f(ξl−1,ηl)nl=1 ((xl−1, yl)
n
l=1) .
Then the joint weak convergence
((Xl−1, Yl)nl=1, Xn) /
√
ρ⇒ ((ξl−1, ηl)nl=1, ξn)
holds as well, where the limit vector is absolutely continuous with the density
f(ξl−1,ηl)nl=1,ξn ((xl−1, yl)
n
l=1, xn) =
1
yn
f(ξi−1,ηi)ni=1 ((xl−1, yl)
n
l=1) I{0 < xn < yn}. (21)
The lemma also holds with the components X0, ξ0, x0 omitted throughout the statement.
Proof. This proof follows the same approach as the proof of Lemma 7, and again, to keep the
notation compact, we treat a particular case — of n = 1 and the components X0, ξ0, x0 included.
With minor changes, this proof extends to the general case.
By (18a), for x′ > 0, y > x′ and x ∈ (0, y),
P
{
X0√
ρ
≤ x′, Y1√
ρ
≤ y, X1√
ρ
≥ x
}
=
∑
0≤k′≤x′√ρ,
x
√
ρ+1≤i≤y√ρ
P
{
X1√
ρ
≥ x|Y1 = i
}
P
{
X0 = k
′, Y1 = i
}
=
∑
0≤k′≤x′√ρ,
x
√
ρ+1≤i≤y√ρ
P{Edx√ρe|Ei}P
{
X0 = k
′, Y1 = i
}
.
Note that, by symmetry, P{Ek|E1i } = 1− k/i, 1 ≤ k ≤ i, and hence
P{Ek|Ei} =
(
1− k
i
)
P{E1i |Ei}+ P{Ek|Ei ∩ E1i }P{E1i |Ei}.
As we employ the bounds (1− k/i)P{E1i |Ei} ≤ P{Ek|Ei} ≤ (1− k/i) + (1−P{E1i |Ei}), it follows
by Lemma 8 that
P
{
X0√
ρ
≤ x′, Y1√
ρ
≤ y, X1√
ρ
≥ x
}
∼
∑
0≤k′≤x′√ρ,
x
√
ρ≤i≤y√ρ
(
1− x
√
ρ
i
)
P
{
X0 = k
′, Y1 = i
}
= E
(
1− x
Y1/
√
ρ
)
I
{
X0√
ρ
≤ x′, x ≤ Y1√
ρ
≤ y
}
.
Then, following the lines of the part of the proof of Lemma 7 that estimates the limit of G(ρ),
one can show that, by the absolute continuity of (ξ0, η1),
P
{
X0√
ρ
≤ x′, Y1√
ρ
≤ y, X1√
ρ
≥ x
}
→ E
(
1− x
η1
)
I{ξ0 ≤ x′, x < η1 ≤ y}
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=
∫
0<u≤x′,
x<v≤y
(
1− x
v
)
fξ0,η1(u, v) dudv,
where differentiation of the limit expression produces the density (21) for n = 1. 
Now, having proved Lemmas 7 and 9, we are in a position to conclude that the post-/pre-
departure queue levels and departure instants weakly converge to the post-/pre-jump levels and
jump instants of the claimed fluid limit.
Lemma 10. Under the assumption of Theorem 1, for any n ≥ 1, (Xl−1, Yl, dl)nl=1/
√
ρ ⇒
(Q(τl−1), Q(τl−), τl)nl=1 jointly as ρ→∞.
Proof. The joint convergence
1√
ρ
(Xl−1, Yl)nl=1 ⇒ (Q(τl−1), Q(τl−))nl=1 (22)
follows by inductive application of Lemmas 7 and 9 to the basis X0/
√
ρ → ξ0 in case ξ0 is
absolutely continuous and the basis Y1/
√
ρ⇒ η1 in case ξ0 is deterministic. In the latter case, η1
is absolutely continuous, which can be shown following the lines of the proof of Lemma 7.
Next note that N1 = Y1 −X0 + 1 and Nl −Nl−1 = Yl −Xl−1, l ≥ 2. Since SNl−1 < dl < SNl , it
follows by the continuous mapping theorem that, jointly with (22)
1√
ρ
(dl)
n
l=1 ⇒
1
λ
 l∑
j=1
Q(τj−)−Q(τj−1)
n
l=1
= (τl)
n
l=1. 
Finally, we show that, each inter-arrival period where departures occur contains a single depar-
ture instant only with high probability. This guarantees that, in the limit regime, between the
departure instants dl, there are no other departure instants. We use this fact in the proof of
convergence to the fluid limit in Section 5.2.
Lemma 11. Under the assumption of Theorem 1, for any l ≥ 1, P{Dl} → 1 as ρ→∞.
Proof. Note that P{Dl|Yl = i} ≥ P{E1i |Ei}, l ≥ 1, i ≥ 1. Indeed, if l ≥ 2, this follows by
P{Yl = i,Dl} ≥
i−1∑
k=0
P{Xl−1 = k}
i−1∏
j=k+1
P{E(jµ) > A}P{E1i },
P{Yl = i} =
i−1∑
k=0
P{Xl−1 = k}
i−1∏
j=k+1
P{E(jµ) > A}P{Ei},
and by similar formulas if l = 1.
Then, for any m > 0, M > m, P{Dl} ≥ minm√ρ≤i≤M√ρ P{E1i |Ei}P{m
√
ρ ≤ Yl ≤ M√ρ}, and
by Lemmas 8 and 10, lim infρ→∞ P{Dl} ≥ P{m < ηl < M}, where ηl is absolutely continuous.
Finally, as m→ 0 and M →∞, the claim of the lemma follows. 
5.2. Convergence to the fluid limit. In this section, we prove that the family of the scaled
queue-length processesQ
ρ
(·) is relatively compact (in Lemma 13), and that their finite-dimensional
distributions converge to those of the claimed limit process Q(·) (in Lemma 12). These are the
ingredients of weak convergence in the Skorokhod space D.
Lemma 12. Under the assumption of Theorem 1, for any n ≥ 1 and partition 0 ≤ t1 < t2 <
. . . < tn,
(
Q
ρ
(tj)
)n
j=1
⇒ (Q(tj))nj=1 jointly as ρ→∞.
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Lemma 13. Under the assumption of Theorem 1, the family of the processes Q
ρ
(·), ρ > 0, is
relatively compact.
Proof of Theorem 1. It follows by Lemmas 12 and 13 and [6, Theorem 3.7.8(b)] that the processes
Q
ρ
(·) converge weakly in D to Q(·). 
In the proofs of Lemmas 12 and 13 below, A(·) denotes the arrival process. We also use its
fluid-scaled version
A
ρ
(t) :=
A(
√
ρt)√
ρ
, t ≥ 0.
Proof of Lemma 12. In case the limit initial condition Q(0) is deterministic, assume without loss
of generality that t1 > 0. We prove the weak convergence by verifying the pointwise convergence
of the distribution function.
The main idea is to express the queue size at an arbitrary point in time in terms of the departure
instants dl, post-departure queue levels Xl and the arrival process, whose scaling limits are known.
We achieve this by tracing back to the last departure instant dl and making sure that there has
not been any other departures since then.
More formally, fix xj > 0, 1 ≤ j ≤ n. By specifying the last departure instants dl/√ρ preceding
the tj ’s, we get
P{Qρ(tj) ≤ xj , 1 ≤ j ≤ n} =
∑
0≤l1≤l2≤...≤ln
P{B(lj)nj=1},
where
B(lj)nj=1 :=
{
dlj√
ρ
≤ tj ,
dlj+1√
ρ
> tj , Q
ρ
(tj) ≤ xj , 1 ≤ j ≤ n
}
.
On the event B(lj)nj=1 , if there are no other departures between dlj and
√
ρtj , then Q
ρ
(tj) =
Xlj/
√
ρ+A
ρ
(tj)−A(dlj )/
√
ρ, and hence, for any K ≥ 1,
B(lj)nj=1
K⋂
l=1
Dl = B
1
(lj)nj=1
K⋂
l=1
Dl, 0 ≤ l1 ≤ l2 ≤ . . . ≤ ln < K,
where
B1(lj)nj=1
:=
{
dlj√
ρ
≤ tj ,
dlj+1√
ρ
> tj ,
Xlj√
ρ
+A
ρ
(tj)−
A(dlj )√
ρ
≤ xj , 1 ≤ j ≤ n
}
.
The above relations imply the bounds (recall that Dl denotes the complement of the event Dl)∑
0≤l1≤l2≤...≤ln<K
P{B1(lj)nj=1} −
K∑
l=1
P{Dl} ≤ P{Qρ(tj) ≤ xj , 1 ≤ j ≤ n}
≤
∑
0≤l1≤l2≤...≤ln<K
P{B1(lj)nj=1}+
K∑
l=1
P{Dl}+ P
{
dK√
ρ
≤ tn
}
,
where we keep K fixed for the moment and let ρ → ∞. Note that, by the functional law of
large numbers,
(
A
ρ
(tj)−A(dlj )/
√
ρ
)n
j=1
⇒ λ (tj − τlj)kj=1 jointly with the weak convergence in
Lemma 10. Then, by the absolute continuity of the weak limits in Lemma 10, we have
lim inf
ρ→∞ P{Q
ρ
(tj) ≤ xj , 1 ≤ j ≤ n} ≥
∑
0≤l1≤l2≤...≤ln<K
P{B∗(lj)nj=1}
lim sup
ρ→∞
P{Qρ(tj) ≤ xj , 1 ≤ j ≤ n} ≤
∑
0≤l1≤l2≤...≤ln<K
P{B∗(lj)nj=1}+ P {τK ≤ tn} ,
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where the events
B∗(lj)nj=1 := {τlj ≤ tj , τlj+1 > tj , Q(τlj ) + λ(tj − τlj ) ≤ xj , 1 ≤ j ≤ n}
are analogues of the events B1(lj)nj=1
for the fluid limit. Finally, we let K →∞, and then Remark 3
implies that
P{Qρ(tj) ≤ xj , 1 ≤ j ≤ n} →
∑
0≤l1≤l2≤...≤ln
P{B∗(lj)nj=1} = P
{
Q(tj) ≤ xj , 1 ≤ j ≤ n
}
. 
To prove the relative compactness of the processes Q
ρ
(·) in D, we employ the standard tools of
compact containment and oscillation control.
Proof of Lemma 13. This proof makes use of the following moduli of continuity: for any x ∈ D
and δ, T > 0,
ω(x, δ, T ) := sup
s,t∈[0,T ],|s−t|≤δ
|x(s)− x(t)|
and
ω′(x, δ, T ) := inf
(ti)ki=1
max
1≤i≤k
sup
s,t∈[ti−1,ti)
|x(s)− x(t)|,
where the infimum is taken over all partitions 0 = t0 < t1 < . . . < tn−1 < T ≤ tn such that
min1≤i≤n(ti − ti−1) > δ
By [6, Corollary 3.7.4], in order to prove the lemma, it suffices to check that, for any ε, T > 0,
there exist M, δ > 0 such that
lim inf
ρ→∞ P{Q
ρ
(T ) ≤M} ≥ 1− ε, (23a)
lim sup
ρ→∞
P{ω′(Qρ, δ, T ) ≥ ε} ≤ ε. (23b)
So fix ε, T > 0. The compact containment property (23a) follows as we upper-bound the queue
size by arrivals, Q
ρ
(T ) ≤ Qρ(0) +Aρ(T )⇒ ξ0 + λT as ρ→∞.
As for the proof of the oscillation control property (23b), the key idea is to construct a partition
that includes all departure instants up to T . This allows to bound oscillations of the scaled
queue length Q
ρ
(·) by oscillations of the scaled arrival process Aρ(·), and the latter can be made
arbitrarily small by the convergence of A
ρ
(·) to a continuous limit as ρ→∞.
To construct the partition of interest (an example is given in Figure 3), for each K ≥ 1 and δ > 0,
introduce the event
BK,δ :=
{
dK√
ρ
≥ T, dl − dl−1√
ρ
≥ 2δ, 1 ≤ l ≤ K
} K⋂
l=1
Dl,
and on this event, define the indices
i0 := 0, il := il−1 +
⌊
dl − dl−1
2δ
√
ρ
⌋
, 1 ≤ l ≤ K,
and the partition
t′il+j := dj/
√
ρ+ 2δl, 0 ≤ l ≤ K − 1, 0 ≤ j ≤ il − il−1 − 1, t′iK = dK/
√
ρ,
where the partition elements that are relevant for the rest of the proof are those with indices up
to
n′ := min{i = 0, 1, . . . , iK : t′i ≥ T}.
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Figure 3. A realization from the event B6,δ (i.e., K = 6). Here i1 = 2, i3 = 5,
i3 = 6, i4 = 8, i5 = 13, i6 = 14, and the relevant partition elements are (t
′
i)
11
i=0
(i.e., n′ = 11).
Note that the constructed partition has the following properties: (a) there are no departures
between the elements of (t′i)
n′
i=1, (b) t
′
n′ ≤ T + 2δ, and (c) 2δ ≤ t′i − t′i−1 ≤ 4δ, 1 ≤ i ≤ n′. Due to
these properties, oscillations of Q
ρ
(·) admit the following upper bound on the event BK,δ:
ω′(Qρ, δ, T ) ≤ max
1≤i≤n′
sup
s,t∈[t′i−1,t′i)
|Qρ(s)−Qρ(t)|
≤ max
1≤i≤n′
A
ρ
(t′i)−Aρ(t′i−1) ≤ ω(Aρ, 4δ, T + 2δ).
Thus, we have
P{ω′(Qρ, δ, T ) ≥ ε} ≤P{ω(Aρ, 4δ, T + 2δ) ≥ ε}
+ P
{
dK√
ρ
< T
}
+
K∑
l=1
P
{
dl − dl−1√
ρ
< 2δ
}
+
K∑
l=1
P{Dl}.
Now, since A
ρ
(·) ⇒ Λ(·) in D as ρ → ∞, where Λ(t) := λt, t ≥ 0, and since, for any δ′, T ′ > 0,
the mapping ω(·, δ′, T ′) : D → [0,∞) is continuous at any continuous x ∈ D, it follows that for
any δ > 0,
ω(A
ρ
, 4δ, T + 2δ)⇒ ω(Λ, 4δ, T + 2δ) = 4δλ as ρ→∞.
Together with Lemmas 10 and 11, the last two displays imply that, for any any δ ∈ (0, ε/(4λ))
and K ≥ 1,
lim sup
ρ→∞
P{ω′(Qρ, δ, T ) ≥ ε} ≤ P {τK ≤ T}+
K∑
l=1
P{τl − τl−1 ≤ 2δ}.
Finally, by Remark 3, one can pick a sufficiently large K such that P {τK ≤ T} ≤ ε/2, and then
pick a sufficiently small δ ∈ (0, ε/(4λ) such that ∑Kl=1 P{τl − τl−1 ≤ 2δ} ≤ ε/2, and hence the
oscillation control property (23b) indeed holds. 
Appendix
Here we provide the proofs of Lemmas 3 and 5, which assume Poisson arrivals.
Proof of Lemma 3. This proof makes use of the generating function
pi(z) :=
∑
k≥0
pikz
k, |z| ≤ 1.
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Since the arrival process is Poisson, the queue-length process Q(·) forms a continuous-time Markov
chain with transition rates
q(i, i+ 1) = λ, i ≥ 0,
q(i, j) = µ, i ≥ 1, 0 ≤ j ≤ i− 1.
The balance equations for Q(·) and sets {0, 1, . . . , k} read as
λpik = (k + 1)µ
∑
i≥k+1
pii, k ≥ 0,
and imply the following relation
ρpi(z) =
∑
k≥0
zk(k + 1)
∑
i≥k+1
pii =
∑
i≥1
pii
i−1∑
k=0
(k + 1)zk = r′(z),
where
r(z) :=
∑
i≥0
pii
i∑
k=0
zk.
Note that, by the Taylor expansion around z = 1, the generating function pi(z) admits the
alternative representation
pi(z) =
∑
n≥0
mn
n!
(z − 1)n. (24)
We now derive the Taylor expansion around z = 1 for r′(z) as well. We have
r(z) =
∑
i≥0
pii
(
zi +
zi − 1
z − 1
)
= pi(z) +
pi(z)− 1
z − 1
=
∑
n≥0
mn
n!
(z − 1)n +
∑
n≥1
mn
n!
(z − 1)n−1,
and hence
r′(z) =
∑
n≥0
(
mn+1
n!
+
mn+2
(n+ 2)!
(n+ 1)
)
(z − 1)n. (25)
Finally, by equating the coefficients in the Taylor series (24) multiplied by ρ and (25), we obtain
the relation (6). 
Proof of Lemma 5. With the notation
pk(t) := P{Q(t) = k}, k ≥ 0,
The Kolmogorov equations for the Markov process Q(·) read as follows:
p′0(t) = −λp0(t) + µ
∑
l≥1 pl(t),
p′k(t) = −(λ+ kµ)pk(t) + λpk−1(t) + µ
∑
l≥k+1
pl(t), k ≥ 1.
By the identity
∑
l≥k+1 pl(t) = 1−
∑k
l=0 pl(t), the above system can be rewritten as
p′0(t) + (λ+ µ)p0(t) = µ,
p′k(t) + (λ+ (k + 1)µ)pk(t) = µ− µ
k−1∑
l=0
pl(t) + λpk−1(t), k ≥ 1.
(26)
We now multiply the k-th equation by e(λ+(k+1)µ)t and make the substitution
uk(t) := e
(λ+(k+1)µ)tpk(t), k ≥ 0,
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which yields the new system
u′0(t) = µe(λ+µ)t,
u′k(t) = µe
(λ+(k+1)µ)t − µ
k−1∑
l=0
e(k−l)µtul(t) + λeµtuk−1(t), k ≥ 1.
(27)
It can be shown by induction that any solution to (27) is of the form
u0(t) = C˜0,1e
(λ+µ)t + C˜0,0,
uk(t) = C˜k,k+1e
(λ+(k+1)µ)t +
k∑
l=1
C˜k,le
lµt + C˜k,0, k ≥ 1,
with some constants C˜k,l. Hence, any solution to the original system (26) is of the form (7).
It is left to check that the constants Ck,i in (7) satisfy the recursive relations (8). The identity
(8a) is the limit of (7) as t→∞. The relation (8b) follows as one plugs (7) back into the system
(26) and equates the corresponding coefficients of the (linearly independent) functions e−(λ+iµ)t,
1 ≤ i ≤ k. Finally, the relation (8c) follows by putting t = 0 in (7). 
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