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Abstract
This paper proposes a nonparametric additive factor model in which
the common components are related to the latent factors through un-
known smooth functions. The model is new to the literature and gen-
eralizes nonlinear parametric factor models. We solve the identification
problem in a general framework and specify a general nonparametric
estimation procedure using sieve approximations of the factor space.
We prove convergence of the estimators when both time and cross-
sectional size increase at appropriate rates. The finite sample perfor-
mance is then illustrated in extensive numerical experiments. Finally,
we show relevance and usefulness of our method by an application to
a nonlinear CAPM on S&P500 data.
1 Introduction
Factors models are very popular for their ability to model efficiently the
dependence structure of large datasets and to provide effective dimension
reduction. They have been applied successfully in many fields such as neu-
roscience, climate modeling, and finance. Many important and successful
generalizations exhibiting complex characteristics have been developed. For
example, Stock and Watson (2005) have shown the ability of factor mod-
els to monitor economic activities at a macroeconomic level. Forni et al.
(2000) introduced the Generalized Dynamic Factor Model where the latent
factors have infinite dynamics. The current state in the literature investi-
gates high-dimensionality, where the number of observations T is large and
the number of cross-sections N can be even larger (see Bai and Li (2012)).
Fan et al. (2013) studied high-dimensional approximate factor models with
sparse structures.
All the aforementioned developments assume that the common compo-
nents are linear into the factors. In this paper, we aim to expand factor
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analysis by introducing a factor model where observations depend on the
factors in a nonparametric/nonlinear way, and we show that they can be
consistently estimated with sieve methods when dimensions N and T are
large.
The main idea behind factor models is the decomposition of the panel of
observations xit into a sum of two orthogonal components: a common com-
ponent χit, the prevailing information from the panel, and an idiosyncratic
component it, the information inherent to each process. Specifically, it is
assumed that the common components are driven by a q-dimensional vector
of latent factors zt = (z1,t, ..., zq,t)
> ∈ Rq:
xit = γi(zt) + it,
where γi is a q-variate function with χit = γi(zt). The number of factors q
is typically small, effectively yielding dimension reduction. Factor models
usually assume linear parametric associations γi(z) = α
>
i z, where αi ∈ Rq
are called factor loadings. The standard factor analysis assumes Gaussian
distribution and independence in the factors, which implies the optimal es-
timation procedure is via Principal Component Analysis (PCA).
However, the recent literature suggests that a parametric linear link as-
sumption is often too strong (see e.g. Bates et al. (2013) who considers
small deviations of the factor loadings). Indeed, there is a growing need and
interest for more flexible generalizations of factor models. As a consequence,
the current trend in the literature focus on the development of methods in-
corporating flexible nonparametric components in factor models. The time
varying case was explored in Su et al. (2019) and Su et al. (2019). Semipara-
metric extensions are developed by Connor and Linton (2007), Connor et al.
(2012), Park et al. (2009), Fengler et al. (2007), Pelger and Xiong (2019). In
such models, the factor loadings αi are generalized to nonparametric func-
tions of exogenous covariates. Ma et al. (2017) introduced a quantile version
of such models. Fan et al. (2016) considered a linear factor model where the
factors can be partially explained by observed covariates. Nonetheless, non-
linearity into the factors is yet to be addressed. Indeed, all these models
consider nonlinear common components χi into some exogenous variables,
but they are still linear into the factors. Extensions to nonlinear relation-
ships have been studied previously in McDonald (1962), Etezadi-Amoli and
McDonald (1983), and Amemiya and Yalcin (2002). However, these models
are parametric and their structure needs to be specified by the user. A first
step towards a fully nonparametric approach is done by Sardy and Victoria-
Feser (2012). They define a two-step estimation method for isotonic additive
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latent variable. However, their method is restricted to isotonic links, and
identification and asymptotic properties are not addressed.
In this paper, we develop a broad and general framework for fully non-
parametric Additive Factor Models, where the common components depend
on unknown smooth functions of the unobserved factors: χit =
∑q
l=1 γil(ztl).
The functions γi,l : R → R are unspecified members of an infinite dimen-
sional space of functions.
The main contribution of the paper relies on three key results. First, we
show rigorously that fixing the distribution of the factors leads to a unique
and identifiable representation of the additive factor model. Secondly, we
demonstrate that the factors lie in a specific parameter space. As this factor
space is infinite-dimensional, and therefore estimation over the whole space
is unfeasible, we make use of sieve approximations of this factor space. A
sieve space is a sequence of approximating spaces of the original space (see
Chen (2007) for details on sieve spaces). We show how to obtain tractable
estimates and provide a general algorithm. Thirdly, we derive the rates of
convergence using empirical processes theory. To obtain consistency, it is
shown that both T and N should go to infinity at appropriate rates. This
is confirmed by synthetic experiments.
The rest of our paper is structured as follow. The next section introduces
the nonparametric additive factor model and exposes our identification strat-
egy and results. In Section 3, we build a sieve approximation of the factor
space and develop our nonparametric estimation procedure. In Section 4
we investigate the asymptotic properties of the aforementioned method. In
Section 5, simulation studies demonstrate the finite sample performance of
our estimators. In Section 6, we apply our procedure to estimate a nonlinear
capital asset pricing model on S&P500 data.
2 Additive factor models
2.1 Model and indentification
Consider a panel of observations xit satisfying the additive structure
xit = γi,1(zt,1) + . . .+ γi,q(zt,q) + it, i = 1, . . . , N, t ∈ N, (1)
where zt,l are unobserved strictly stationary processes such that zt,l ⊥ zt,l′
for any l 6= l′. The functions γi,l : R → R are such that E{γi,l(zt,l)} = 0.
The idiosyncratic errors it have zero mean, E(it) = 0, and finite variance,
Var(it) ≤ σ2 <∞. Equivalently,
xit = γi(zt) + it, zt = (zt,1, . . . , zt,q)
>,
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where γi : Rq → R denotes the additive function such that γi =
∑q
l=1 γi,l.
We further assume that the marginal cumulative distributions function Fl(·) =
pr(zt,l ≤ ·) is invertible. We suppose that Fl and γi,l have continuous first
and second derivatives.
We study estimation of both γi and zt. It is well known that factor
models are not identifiable without restrictions. In a linear factor model,
the factors are identifiable up to an invertible linear transformation (see Bai
and Li (2012) for a thorough treatment). In our case, the additive factor
model is invariant under invertible monotonic transformations of the factors.
Specifically, for continuous and invertible monotonic maps H1, ...,Hq, we
have γi,l(zt,l) = γ˜i,l(z˜t,l) where z˜t,l = Hl(zt,l) and γ˜i,l(·) = γi,l ◦H−1l . Thus
many observationally equivalent models can be obtained. Nevertheless, each
model corresponds to a specific distribution of the factors: the cumulative
distributions function of z˜t,l = H(zt,l) is given by Fl◦H−1l . Therefore, we can
uniquely fix the representation of the additive factor model by restricting the
distribution of the factors. This fact was suggested previously by Amemiya
and Yalcin (2002) and exploited in Sardy and Victoria-Feser (2012).
In a linear framework, assuming normality is natural as it is preserved
through linear transformations. It leads to straightforward computations of
the maximum likelihood estimator. This is different in a nonlinear frame-
work as normally distributed factors and nonlinear functions imply non-
normal observations. Nonetheless, in a nonparametric framework, it is much
easier to work with functions defined on compact sets. We therefore choose
to select the uniform distribution and set ut,l = Fl(zt,l) and gi,l = γi,l ◦F−1l .
This leads to represent the Model in (3) as an additive factor model with
uniformly distributed factors:
xit = gi,1(ut,1) . . .+ gi,q(ut,q) + it, ut,l ∼ Unif[0, 1], gi,l : [0, 1]→ R. (2)
Another advantage of the uniform distribution is interpretability. The fac-
tors (ut,l)t∈N can be interpreted as the weighted ranks of the process (zt,l)t∈N.
One cannot identify the original factors but we can identify their inherent
structures, as described by their ranks. As a result, in the rest of the paper
we will work with the representation in (2).
As in any factor model, it is possible to switch the position of the factors
without changing the factor model. To avoid this possibility, and without
loss of generality, we will fix the ordering of the factors. We assume from
now on that the functions are arranged from the largest to the smallest
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L2-norms, and that they must be distinct:
N∑
i=1
‖gi,1‖2 >
N∑
i=1
‖gi,2‖2 > . . . >
N∑
i=1
‖gi,q‖2,
where ‖g‖2 = {
∫ 1
0 g
2(x)dx}1/2 denote the L2 norm. The philosophy of this
ordering is similar to the idea of principal component analysis. The factors
are ordered by their contributions to the variability of the observations xit.
The following theorem states fixing the marginal distributions of each
factor is sufficient to obtain a unique representation.
Theorem 2.1. Suppose that Assumption 1 in the Appendix holds. There is
a unique additive factor model
xit = gi,1(ut1) + gi,2(ut2) + . . .+ gi,q(utq) + it, (3)
with uniformly distributed factors: ut,l ∼ Unif[0, 1], l = 1, . . . , q.
Uniqueness in Theorem 2.1, as in standard factor models, means up to a
sign. We can always shift the sign of ut,l−E(ut,l). As we have E(ut,l) = 1/2,
u˜t,l = 1−ut,l is also uniformly distributed and satisfy (3). In that case, gi,l(·)
will be replaced by g˜i,l(·) = gi,l(1− ·).
2.2 The factor space
The point of specifying a parameter space is crucial to build an estima-
tion strategy. While the space of the functions gi,l is clearly identified, it is
not clear how to define the parameter space of the factors (i.e. the factor
space). Indeed, representation (3) only gives us information on the proba-
bility distribution of the factors. It does not tell anything on their “actual”
distribution and how to estimate the factors. To give an example of a degen-
erate case, let us consider a univariate additive factor model xit = gi(ut)+it
where the factors are all equal, that is ut = u1 for all t ∈ Z. Although this
situation is possible, as long as u1 ∼ Unif[0, 1], it will prevent any attempt
to estimate successfully the model and in particular the functions gi. The
following result provide a link between the theoretical distribution and their
empirical distribution.
Proposition 2.1. Denote by U the set of all equidistributed sequences over
[0, 1], that is:
U =
{
(ut)t∈N ∈ [0, 1]∞
∣∣∣∣∣ limT→∞ 1T
T∑
t=1
1(ut ≤ ξ) = ξ, ∀ξ ∈ [0, 1]
}
,
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and let Ul = (ut,l)t∈N be the sequence of the l-th latent factor. Under As-
sumptions 1 and 2 in the Appendix, the sequence of latent factors Ul in (3)
belong to U almost surely for all l = 1, . . . , q.
The factor space U can be regarded as the set of all sequences Ul ∈ [0, 1]∞
with uniform empirical distribution.
Note that all the results (identification, uniqueness, and factor space) of
this section hold for an infinite number of observations t ∈ N. In practice, we
are provided only with a finite number of observations t = 1, . . . , T and there
are no unique finite sample representation of xit. Indeed, there are infinitely
many truncated lists (ut,l)t=1,...T such that the extension U = (ut,l)t∈N be-
longs to U and satisfy Model (3). In this sense U is an “asymptotic” param-
eter space for the factors.
3 Estimation with sieve methods
3.1 Sieve approximation of the factor space
As the space U is an infinite dimensional parameter space, direct estimation
of Ul is unfeasible. We have seen that Model (3) is identifiable only if we
consider the observation of the entire processes (xit)t∈N. We therefore aim
to build a sieve approximation for the factor space U . A sequence of spaces
F∗1 ,F∗2 , ...,F∗T is called a sieve if it is dense in the original space F , which
means for any f ∈ F there exists a projection of f , say PT f ∈ F∗, such that
for a suitable pseudo-distance d, we have d(f, PT f) → 0, as T → ∞. We
refer to Chen (2007) and to Grenander (1981) for a book-length introduction.
Consider the following set:
U∗T =
{
(ut)t∈N ∈ [0, 1]∞ : ut = σ(t)
T + 1
, σ ∈ ΣT , t = 1, 2, . . . , T
}
, (4)
where ΣT is the set of all permutations of {1, 2, . . . , T}. The space U∗T is the
space of all sequences (ut,l)t∈N such that the truncated list (u1,l, . . . , uT,l)
is a permutations of the equispaced grid (1/(T + 1), . . . , T/(T + 1)). Note
that they are no conditions on the value of ut for t > T . For any element
Ul ∈ U∗T , we have ut,l 6= ut′,l for any t 6= t′, t, t′ ≤ T . Therefore, Ul ∈ U∗T can
be directly interpreted as weighted ranks. Denote by ‖ · ‖T the pseudo-norm
on the set [0, 1]∞ defined through
‖Ul‖T =
(
1
T
T∑
t=1
u2t,l
)1/2
.
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If we restrict ‖ · ‖T to the set [0, 1]T , it corresponds to the l2-norm.
The next result states that U∗T is a sieve space for U with respect to the
pseudo-metric induced by ‖ · ‖T .
Proposition 3.1. Denote by U0 the true sequence of factors satisfying (3).
Under Assumption 2 in the Appendix, there exists a constant C > 0 such
that:
inf
Ul∈U∗T
‖Ul − U0l ‖T ≤ CT−1/2
with high probability.
To clarify the intuition behind this result, consider the fact that the dis-
tribution of the first T values of any member of U∗T is given by bTξc/(T +1),
where b·c denotes the floor function. This corresponds to the probability
distribution of a random variable uniformly distributed over the discrete set
{1/(T + 1), . . . , T/(T + 1)}. Heuristically speaking, the set U∗T can be re-
garded as the space of all discrete uniform over a dense grid of [0, 1] which
naturally converges to the space of all uniformly distributed sequences over
[0, 1]. This space of discrete uniform sequences is therefore a natural ap-
proximation of the space of continuous uniform sequences U . Importantly,
U∗T has cardinality T !. Note that we call cardinality the number of distinct
elements with respect to the pseudo-metric induce by ‖ · ‖T . Two elements,
Ul, U˜l ∈ U∗T , are considered as distinct if ‖Ul− U˜l‖T = 0. A finite cardinality
will reveal to be essential to obtain appropriate rate of convergence of the
estimators (see Section 4).
3.2 The estimation procedure
Let {ψk, k = 1, 2, . . .} be a set of orthonormal basis (e.g., B-spline, wavelets,
polynomial series, Fourier series) which spans a dense space of functions.
Then functions gi,l ∈ G can be approximated by linear combinations: gi,l(u) '
Ψ(u)>bil where bil = (bil,1, . . . , bil,d) ∈ Rd are sieve coefficients and Ψ =
(ψ1, . . . , ψd)
> the vector of basis functions. We consider the following em-
pirical loss:
L(U,B) = 1
TN
T∑
t=1
N∑
i=1
{
xit −
q∑
l=1
Ψ(utl)
>bil
}2
(5)
where we denote by B the three-dimensional array B = (bil,k) ∈ RN×q×d and
by U the vector of processes U = (U1, . . . , Uq)
>. We define the estimators
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of U and B by
(Uˆ , Bˆ) ∈ arg min{L(U,B), B ∈ RN×q×d, Ul ∈ U∗T , l = 1, . . . , q}. (6)
Given the estimates bˆi,l, we estimate the functions by plugin gˆi,l(·) = Ψ(·)>bˆil.
To compute the estimates, we propose an alternate optimization algorithm.
The algorithm is described as follows:
Algorithm 1. (i) Start with an initial choice Uˆ
(0)
l ∈ U∗T , for l = 1, . . . , q.
(ii) For a given Uˆ (k), we obtain for i = 1, . . . , N :
bˆ
(k+1)
il ∈ arg min
bil∈Rd
1
TN
T∑
t=1
{
xit −
q∑
l=1
Ψ(uˆ
(k)
t,l )
>bil
}2
,
Set gˆ
(k+1)
i,l (·) = Ψ(·)>bˆ(k+1)il .
(iii) For given gˆ
(k+1)
i,l , we obtain for t = 1, . . . , T :
u˜
(k+1)
t ∈ arg min
u∈[0,1]q
1
TN
N∑
i=1
{
xit −
q∑
l=1
gˆ
(k+1)
i,l (ul)
}2
.
Then we recover the estimates Uˆ
(k+1)
l by projection of the solution
U˜
(k+1)
l on the sieve factor space U∗T :
Uˆ
(k+1)
l ∈ arg min
Ul∈U∗T
‖Ul − U˜ (k+1)l ‖T , ∀l = 1, . . . , q.
Step (ii) and (iii) are repeated until convergence. Step (ii) is simply
an additive nonparametric regression, and one can obtain explicit formulas.
Step (iii) is less straightforward and the way to perform projection depends
on the sieve factor space. The algorithm decomposes each problem into small
sub-problems that only require a part of the observations at each step. Step
(ii) performs N additive nonparametric estimation of sample sizes T and
Step (iii) minimizes T problems considering N observations (x1t, . . . , xNt).
Our experience with the computational aspects of the problem suggests that
this strategy is efficient, especially when dealing with big data problems
requiring an extensive use of the memory. Minimization of the loss function
(5) is a biconvex problem: it is convex for one parameter given that the
other parameter is fixed. For the convergence properties of this alternate
algorithm, we refer to Gorski et al. (2007).
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4 Rates of convergence
Let g0i =
∑q
l=1 g
0
i,l for i = 1, . . . , N be the true functions and u
0
t = (u
0
t,1, . . . , u
0
t,q)
>
be the true factors, both satisfying the equation (3).
Theorem 4.1. Suppose that Assumptions 1–6 in the Appendix are met. It
holds that:
1
TN
T∑
t=1
N∑
i=1
{
gˆi(uˆt)− g0i (u0t )
}2
= Op
(
log T !
TN
+
d
T
+
1
d2η
)
.
Note that the above rate depend on T !, which corresponds to the car-
dinality of the sieve factor space U∗T . The rates in Theorem 4.1 can be
optimized by selecting the dimensionality of the function space d. Define
d∗ = T
1
1+2η . (7)
The quantity d∗ corresponds to the optimal rates of convergence. For d  d∗,
the rates of convergence are
1
TN
T∑
t=1
N∑
i=1
{
gˆi(uˆt)− g0i (u0t )
}2
= Op
(
log T
N
+
1
T
2η
1+2η
)
.
where we use log T ! = O(T log T ). To obtain consistent estimates, it is
required both N and T should grow to infinity. In particular, T should
not be too large, i.e. log T = o(N), due to the increasing size of the sieve
space. While classical factor models usually require, with N fixed, T →∞,
they can be extended to accommodate high-dimensionality, in the sense
that N →∞ (see Bai and Li (2012) for a discussion). In our framework in
contrast, high-dimensionality is essential to achieve consistency.
5 Numerical Experiments
In this section, we conduct a set of synthetic experiments to document the
efficacy of our methods for different model complexities. Various sample
sizes, T and N , and number of factors q are used to explore systematically
the behavior of our estimation procedure.
We make use of randomly generated functions. Specifically, we choose
sums of Fourier basis functions with randomly generated coefficients am and
bm:
ha,b(ξ) =
5∑
m=1
a(m)
m
cos(pimξ) +
b(m)
m
sin(pimξ).
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The choice of this class of functions is motivated by its flexibility. These
functions can exhibit many different shapes while being sufficiently smooth.
The coefficients a = (a(1), . . . , a(5)) and b = (b(1), . . . , b(5)) are randomly
generated.
We considerN ∈ {10, 50, 100, 200}, T ∈ {100, 200, 500}, and q ∈ {1, 2, 3}.
Observations are generated as in (3), and it are from independent N (0, 1).
For each i and l, the functions are constructed randomly with gil(ξ) =
hail,bil(ξ), where ai,l, bi,l are generated from multivariate normal with with
mean 0 and identity variance for each simulation scheme. The factors ut,l
are generated independently from standard uniforms.
In order to evaluate the performances of our estimation method, we use
the relative mean squared error (mse) for the functions,
mse(gˆ, g) =
1
TN
N∑
i=1
T∑
t=1
q∑
l=1
{gˆi,l(ut,l)− gi,l(ut,l)}2 ,
and the factors,
mse(Uˆ , U) =
1
T
T∑
t=1
q∑
l=1
(uˆt,l − ut,l)2 ,
as performance measures.
For the estimation, we used cubic B-splines with evenly distributed
knots. A typical choice is to use d − 4  d∗, where d∗ is the optimal
sieve dimension, defined in (7). Therefore, in our simulations we choose
d = 4 + c (T/ logN)1/(1+2η), where we took c = 0.25 and η = 1. The
additive functions gi are fitted using the Python Package “pyGAM”.
The simulation results are presented in Table 1. We observe that the
mse of both the functions and the factors are decreasing when both T and
N increase. However, increasing T does not necessarily improve the results
when N is kept fixed, especially when it is small. For instance, for q = 1
and N = 10, the median of the mse(gˆ, g) takes values 0, 4026, 0.2688, and
0.2984 as T = 100, 200, and 500. These simulation results are consistent
with Theorem 4.1.
6 Empirical illustration
6.1 The nonlinear CAPM
In this section, we apply our method to asset pricing. The Capital Asset
Pricing Model (CAPM), originally proposed by Sharpe (1964) and Lintner
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Table 1: Summary of the performance of the estimators. The median
of each measure over the 200 simulation runs is given in percentage with
corresponding median absolute deviation in parentheses also in percentage.
N T = 100 T = 200 T = 500
mse(gˆ, g) mse(Uˆ , U) mse(gˆ, g) mse(Uˆ , U) mse(gˆ, g) mse(Uˆ , U)
q = 1 10 40·26 2·12 26·88 1·53 29·84 1·85
(37·92) (2·08) (28·24) (1·59) (34·44) (1·96)
50 7·95 0·07 4·44 0·06 2·14 0·05
(0·73) (0·02) (0·38) (0·01) (0·14) (0·01)
100 7·42 0·04 4·10 0·03 1·93 0·02
(0·45) (0·01) (0·24) (0·00) (0·10) (0·00)
200 7·29 0·02 4·01 0·02 1·84 0·01
(0·40) (0·01) (0·14) (0·00) (0·06) (0·00)
q = 2 10 153·14 5·26 149·85 5·31 137·96 5·07
(66·84) (2·76) (78·10) (3·10) (79·68) (3·11)
50 33·99 0·50 12·42 0·18 8·51 0·21
(27·44) (0·57) (5·95) (0·15) (6·30) (0·20)
100 15·12 0·08 8·40 0·05 4·08 0·05
(1·92) (0·04) (0·72) (0·02) (0·35) (0·01)
200 14·11 0·04 7·78 0·03 3·67 0·02
(0·99) (0·01) (0·29) (0·00) (0·14) (0·00)
q = 3 10 277·46 7·12 257·70 6·94 271·31 7·05
(60·66) (1·63) (67·62) (1·63) (64·89) (1·62)
50 154·47 2·82 87·55 1·42 82·07 1·26
(106·81) (2·50) (86·81) (1·65) (85·69) (1·38)
100 72·28 0·90 42·76 0·48 25·28 0·30
(70·96) (1·16) (43·41) (0·59) (27·56) (0·35)
200 57·37 0·62 28·69 0·26 7·11 0·05
(53·42) (0·84) (25·56) (0·34) (2·43) (0·04)
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(1965), states that the return of the i-th capital asset at time t, Rit , follows
from a linear one-factor model:
Rit = Rf + βi(Rmt −Rf ) + it (8)
where Rmt is the expected market return, Rf is the risk free return, and
it are random errors. Rmt − Rf is often called the market premium and
βi ∈ R represents the sensitivity to the market premium or the systematic
risk of the asset. The market return Rmt is typically not observable and,
thus, factor analysis belongs to standard methods to estimate the market
return. However, because of the linearity assumption, the estimated factor
is extremely correlated with the observable market index and the CAPM
can therefore be estimated just by a regression on this proxy.
Figure 1: Comparison plot of the Log-Return of the S&P index (dashed
line) and the estimated factor (solid line) over the period from 1st of July
2008 to 30th of June 2009.
Both methods, linear factor analysis and regression on the proxy, work
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well when the market is stable and well-behaved, especially when the as-
sumptions are almost completely satisfied. However, in the presence of ex-
treme events, such as economic crisis, the CAPM model (8) can break down
(see for example Bollerslev et al. (1988) and Ghysels (1998)). One of the rea-
sons is the linearity of the CAPM, which is inherited from the assumptions
of rationality of the investors and that all the risks are captured by the vari-
ance. However, long-term investors, and to a lower extent also short-term
investors, are interested by more than only one period mean-variance (Mer-
ton (1973)). The assumption of rationality is equally challenged (Daniel
et al. (2001)). There are numerous debates and critics in the industry and
academia about the validity of the model and its improvement, such as Fama
and French (1992)’s three factor model and Jagannathan and Wang (1996)’s
conditional CAPM, but its popularity is undeniable. However, it is beyond
the scope of this paper to give an extensive discussion about related advan-
tages and problems. To accommodate these critics, we propose the following
nonlinear extension:
Rit = γi(Rmt) + it (9)
where γi : R → R are smooth functions. This fits in our framework as
we observe xit = Rit and aim to estimate both the functions γi and the
unobserved market return zt = Rmt. Our application retains the main idea
behind the CAPM, but we relax the linearity assumption by estimating
the underlying variable and its relation to the assets. This implies that we
cannot use a market index as proxy.
6.2 Real data analysis
Assuming only one factor to make it comparable to the CAPM, we apply our
model to 20 years historical log-returns, between May, 1st 1999 and April,
30th 2019, of the S&P 500 and its constituents. The dataset is obtained
from Bloomberg with total size of T = 5118 and N = 500. This period
includes uncertain times such as wars and financial crisis which allows the
examination of the, unlikely linear, extreme behavior of equities.
For estimation, we used cubic B-splines with 15 equally spaced knots.
With uˆt and gˆi at hand, we estimated the factors as zˆt = Fˆ
−1(uˆt) and
γˆi = gˆi◦Fˆ where we took Fˆ as the estimated cumulative distribution function
of the S&P index. This allows a direct comparisons between the estimated
factors and the S&P index.
The time series of the estimated factors is plotted in Figure 1. Theo-
rized in the CAPM, the main explanatory variable of the equities movement
should be the market return, which is closely related to the market index.
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Figure 2: Four of the 500 estimated γi, selected for their noticeable behavior,
estimated with the nonparametric additive factor model (solid line), stan-
dard factor analysis (dashed line), and a nonparametric regression on the
proxy (dashed lines with points).
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Our factor is highly correlated, at 0.9051, with the proxy over the whole
period, which implies that the estimated factor indeed possibly captures
the market return. This correlation is lower than in standard linear factor
analysis. This is expected since we also model non linearity.
Figure 1 shows quite strong deviations from the index during the 2008
financial crisis. It corroborates our proposition and the literature. During
troubled time, the market might be less efficient, and somewhat less pre-
dictable. However, our model is able to capture the nonlinear dependence
of the assets, discussed below, and the estimate should be closer to the true
market return theorized in the CAPM.
In Figure 2, we compare the plot of four of the conditional expected re-
turns Eˆ(xit|z) estimated with three different methods: i) our nonparametric
factor model, ii) the standard factor model, iii) a nonparametric regression
using the S&P index as proxy. A trivial first observation is that when the
market is in a positive state, respectively negative, the expected return of
its constituents would accordingly yield a positive, respectively negative, re-
turn. Overall, when the market return is above zero, a linear approximation
would actually be a good proxy. The slope of the functions, however, dif-
fers from case to case. The structural break when the market goes into the
negative territory is easily explained by the risk-aversion theory. The sec-
ond regime change, that occurs when we dive deeper in the negative return,
is outlined in various financial and economics literature on financial crisis
(Dempsey (2013), Balla et al. (2014), Gagliardini et al. (2016) and others).
The business nature of the companies is strongly reflected by the shape of
the functions. The functions γi can be used to design more flexible portfolios
better tailored to the investors’ preferences.
A Appendix
Here we state the assumptions for our theoretical results.
Assumption 1. The homogeneous system of equations
q∑
l=1
g′i,l(ul)xl + g
′′
i,l(ul)yl = 0, i = 1, 2, . . . , N
admits, for any (u1, . . . , uq) ∈ [0, 1]q, the unique trivial solution: (x1, . . . , xq) =
0 and (y1, . . . , yq) = 0.
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Assumption 2. Let Mk−∞ and M∞k+n be respectively the σ-fields generated
by (zt, t ≤ k) and (zt, t ≥ k + n), and define
φn = sup |pr(B|A)− pr(B)|, A ∈Mk−∞, B ∈M∞k+n, pr(A) > 0.
Then for all k, we have φn → 0 as n→∞.
Assumption 3. The space G can be approximated by linear combinations
of basis functions Ψ = (ψ1, . . . , ψd)
>, i.e we have as d→∞
sup
u∈[0,1]d
inf
bil∈Rd
∣∣∣∣∣
q∑
l=1
Ψ(ul)
>bil − g0i,l(ul)
∣∣∣∣∣ = O(d−η)
for some η ≥ 1.
Assumption 4. The errors it are independent and subgaussian, i.e. we
have for any λ ∈ R :
sup
1≤i≤N,1≤t≤T
Eeλ
2
it ≤ eσ2λ2 .
Assumption 5. It exists a universal constant L > 0, not depending on N
and T , such that
|g0i,l(u)− g0i,l(u˜)| ≤ L|u− u˜|
for any u, u˜ ∈ [0, 1], i = 1, . . . , N , l = 1, . . . , q.
Assumption 6. It exists a positive constant κ < ∞, not depending on N
and T , such that
max
i=1,...,N
1
T
T∑
t=1
gi(ut)
2 ≤ κ
{
1
TN
T∑
t=1
N∑
i=1
gi(ut)
2
}1/2
for any ut ∈ [0, 1]q, t = 1, . . . , T .
Heuristically speaking, Assumption 1 imposes that the functions gi,l are
nonlinear and sufficiently different (in terms of derivatives and second deriva-
tives) from each other. In order to obtain a unique solution to the system,
we should have at least N ≥ 2q. Suppose for instance that q = 1. We need
at least N = 2 functions. The Assumption is clearly satisfied for g1(u) = u
and g2(u) = u
2. Assumption 2 is necessary for Proposition 3.1 and Theorem
4.1. For Proposition 2.1, it can be relaxed. If the functions gi,l belong to
a class of smooth functions, Assumption 3 is satisfied if we consider basis
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such as B-splines, polynomials, or wavelets. We refer to Chen (2007) for
a discussion. Assumptions 4 is standard but can be relaxed at the cost of
some additional conditions. Assumption 5 is a Lipschitz condition uniform
over all the functions. It is not stringent as gi,l have continuous derivatives
and are defined on a compact set. Assumption 6 requires that the size of
any function gi, as measured by the empirical norm, should not be too large
compared to the average size of the functions.
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