We develop a low-complexity coding scheme to achieve covert communications over binary symmetric channels. We circumvent the impossibility of covert communication with linear codes by introducing non-linearity through the use of pulse-position modulation (PPM) and multilevel coding (MLC). We show that the MLC-PPM scheme exhibits many appealing properties, in particular, the channel at a given index level remains the same as the number of level increases, which allows one to use families of capacity-and resolvability-achieving codes to concretely instantiate the covert communication scheme.
I. INTRODUCTION
While signal processing techniques, such as spreadspectrum and multiple-input multiple-output (MIMO), have been widely used to enforce low probability of detection (LPD) over communication channels in the presence of adversarial eavesdroppers, the information-theoretic limits of covert communications have only been recently characterized. A unique feature of covert communications is the existence of a "square root law," similar to that of steganography, which constrains the scaling of the number of reliable and covert communication bits to √ n if the blocklength is n [1] , [2] . The exact constants in front of the scaling have also been characterized for classical and quantum point-to-point channels [3] - [6] , and can be interpreted as the "covert capacity."
One of the key insights obtained from the characterization of the information-theoretic limit is the need to use codebooks comprised of "low-weight" codewords. Specifically, if symbol 0 denotes the "innocent symbol" corresponding to the absence of communication, codewords should contain a fraction of non-zero symbols on the order of O( 1 √ n ) as the blocklength n goes to infinity. Unfortunately, despite information-theoretic results showing the existence of lowcomplexity covert communications codes using a concatenated scheme [7] , explicit code constructions have remained elusive. The main challenge in designing such codes is precisely the need for low weights, which is not satisfied by standard linear codes. We actually show a stronger negative result, namely that no sequence of linear codes with growing dimension can approach any fraction of the covert capacity. Consequently, one must introduce some non-linearity in the coding scheme. A previous attempt considered the use of a binary polarizationbased scheme with non-linearity introduced through stochastic This work was supported by NSF award 1527387. encoding [8] ; however, the analysis of the speed of polarization in [8] only leads to "low-weight" codewords containing a fraction O( 1 n γ ) of non-zero symbols with 0 < γ ≪ 1 2 as n goes to infinity. The resulting large codeword weight was mitigated by changing the model and allowing asynchronism and uncertainty in the time of transmission [9] , [10] , at the cost of significant increase in the effective blocklength.
We follow here a different approach and develop a covert communication scheme using multilevel coding (MLC) together with pulse-position modulation (PPM) for binary symmetric channels. As already shown in [11] with random nonbinary codes, the use of PPM allows one to partly handle covertness through modulation, which potentially simplifies the coding. The use of MLC allows us to exploit lowcomplexity binary codes, such as polar codes, and circumvents the challenges associated to non-binary code design that were left open in [11] .
II. IMPOSSIBILITY OF COVERT COMMUNICATION WITH
LINEAR CODES OVER DMCS In this section, we consider a binary-input discrete memoryless channel (DMC) (X , W Z|X , Z) with X {0, 1} and 0 the innocent symbol for covert communication corresponding to the absence of transmission. We set Q 1 W Z|X=1 and Q 0 W Z|X=0 . Our objective is to show that, under mild assumptions, covert communication with linear codes is not possible; in particular, we show that no linear code can achieve the covert capacity.
Lemma 1: Consider an (n, k) binary linear code. There exists a binary hypothesis test with false alarm probability α and missed-detection probability β such that
where for t ∈ N * and t 2
Proof: Let G ∈ GF(2) k×n be a generator matrix of the code, with columns {g i } n i=1 ∈ GF(2) k . Denote the set of 2 k codewords by C {c ℓ } 2 k ℓ=1 . Let m ∈ 0, n be the number of non all-zero columns in G, and denote the corresponding column indices {i j } m j=1 . Note that k m by definition of the dimension of the code. The observations of the adversary in the m positions {i j } m j=1 constitute a sufficient statistics for the detection of communication, and the optimal test is a log-likelihood ratio test restricted to the m positions. We consider a suboptimal test that only looks at a subset of indices S ⊂ {i j } m j=1 for which the columns {g i } i∈S are all distinct. Since the matrix G is binary, this implies that the columns {g i } i∈S are pairwise linearly independent and |S| k. Given an observation z = (z 1 , . . . , z n ) at the output of the channel, construct the statistics
In the absence of communication, we have for any j ∈ S that Z j ∼ Q 0 and therefore one can show that
In the presence of communication, let Q n represent the output distribution. For any j ∈ S, we have Z j ∼ 1 2 Q 0 + 1 2 Q 1 by [12, Problem 3.25]. Consider now j, ℓ ∈ S, j = ℓ and define N ab = |{c = (c 1 , . . . , c n ) ∈ C : c j = a, c ℓ = b}| for a, b ∈ {0, 1}. By definition of S, columns g j and g ℓ are linearly independent so that N 00 = N 01 = N 10 = N 11 = 2 k−2 . Hence,
Therefore, one can show
Finally, to simplify the analysis, we choose a convenient threshold γ = 1 4 χ 2 (Q 1 Q 0 ). For the test T (z) defined in (2) together with the threshold γ, the probability of false alarm α satisfies
.
The result follows by recalling that |S| k and β 0. As a consequence of Lemma 1, we have the following. Corollary 2: A family of (n, k n ) linear codes for which k n = ω(1) cannot be covert. In particular, linear codes cannot achieve any fraction of the covert capacity.
Proof: Consider a family of (n, k n ) codes with k n = ω(1), i.e., lim n→∞ k n = ∞. By Proposition 1, there exists a test for which α = O 1 kn and β = O 1 kn and the communication is detected with nonzero probability for n large enough. Since achieving covert capacity would require k n = θ √ nδ for δ D Q n Q ⊗n 0 and some θ > 0 [3] , the result follows.
III. MULTILEVEL CODING WITH PPM SYMBOLS
We now present our solution for covert communications over a binary symmetric channel (BSC) 1 using MLC and PPM. We consider a scenario in which a transmitter (Alice) attempts to communicate over a BSC with cross-over probability p 1 ∈ [0, 1 2 [ with a legitimate receiver (Bob), while being eavesdropped by a Warden (Willie) who obtains observations of Alice's transmission through another BSC with cross-over probability p 2 ∈ [0, 1 2 ], p 2 > p 1 . By convention, channel input "0" is the innocent symbol corresponding to the absence of communication. The transition probabilities of Bob and Willie's BSCs are denoted by W Y |X and W Z|X , respectively, and for j ∈ {0, 1}, we set P j W Y |X=j and Q j W Z|X=j . Alice encodes her message W , which is uniformly distributed on 1, M into codeword X of n binary symbols, which are observed by Bob and Willie as Y and Z, respectively. Alice's encoding may be assisted by private randomness S shared only with Bob and common randomness C shared with Bob and Willie. Bob forms an estimate W of the transmitted message W using Y, S, and C. To avoid trivializing the problem, we require the rate of private randomness to be negligible; the rate of common randomness may be large, but it does not provide any advantage to Alice and Bob over Willie; we shall see that it is mainly used to simplify the analysis. The objective is for Alice and Bob to (i) communicate reliably with Bob, measured by the average probability of error P W = W ; (ii) escape detection from the adversary, measured through the relative entropy D P Z|C=c Q ⊗n 0 between the distribution P Z|C=c induced by the coding scheme at Willie's output for a given value of common randomness and the "innocent" product distribution Q ⊗n 0 . A code is said to achieve a covert throughput R if, as the block length increases, we have for some chosen δ > 0. The supremum of all achievable covert throughputs is called the covert capacity of the channel and has been characterized in [3] , [4] as
As motivated by Corollary 2, we consider here a non-linear scheme in which the non-linearity is introduced through PPM. For m ∈ N * and i ∈ 1, m , we define a PPM symbolx i of order m as the binary vector of length m such that the i-th component is one and all other components are zero. The use of PPM modulation defines a "super channel" with transition probability W Y | X W ⊗m Y |X , whose inputs are selected from the set X = {x i } m i=1 of all PPM symbols of order m. The results in [11] show that random coding over PPM channel with uniform input distribution achieves the covert capacity. One subtlety behind the results in [11] is that the PPM order (and therefore the non-binary field size) grows linearly with the blocklength ℓ of the code used over the super channel as
making it hard to realize such codes in practice. To circumvent the design of non-binary codes, we use MLC to decompose the PPM super-channel into q binaryinput channels. The setup is illustrated in Fig. 1 , in which q binary encoders feed their output to a PPM symbol mapper of order m 2 q . In the i-th level, the encoder encodes message W i into a binary vector X i ∈ GF(2) ℓ and transmits C i ⊕ X i where C i ∈ GF(2) ℓ is a dither of common randomness to randomize the codewords over all possible binary tuples. 2 The PPM mapper takes these coded binary vectors from each level in parallel and maps every binary vector of length q entering the mapper to a PPM symbol; we thus obtain a vector of PPM symbols, X ∈ X ℓ at the output of the PPM mapper.
Before analyzing the coding scheme further, it is worth noting that the benefits of MLC are not a priori obvious. In fact, since the number of levels should change with the order of the PPM symbol and the blocklength as per (12) , one could expect that the channels perceived at each level i ∈ 1, q would vary as the blocklength grows, making code design particularly challenging. Perhaps surprisingly, we show that this is not the case and that codes may be designed for fixed channels; this is particularly convenient as it allows us to exploit families of capacity-and resolvability-achieving codes.
To simplify our subsequent analysis, we explicitly define the PPM mapper as follows. For a binary sequence x 1:q ∈ GF(2) q , we let d(x 1:q ) ∈ N denote the decimal representation of x 1:q with x 1 as the least significant bit and x q as the most significant bit. The PPM mapper is given by
A. Analysis of multistage decoding (MSD)
As common with MLC, we decode using multistage decoding (MSD) by which the decoder successively decodes the levels starting from level q down to level one (hence the lower levels are decoded last). Each level is decoded using the received observations Y, the common randomness of current and past levels C i:q , and the bits at the previously decoded levels X i+1:q .
Lemma 3: When using MSD, the bits of the ith level, i ∈ 1, q , are effectively transmitted over a binary-input symmetric-output channel, with output alphabet GF(2) 2 i and transition probability W (y 1 , . . . , y 2 i |x i )
Moreover, this channel remains unchanged irrespective of the number of levels q i used. Proof: Since, X i is independent of X i+1:q and the common randomness, we may consider the i-th level as a channel with input X i and output ( Y , X i+1:q , C i+1:q ). 3 Because of the structure of PPM, for a known input x i+1:q to the levels i + 1 to q, the position of the symbol 1 in the PPM symbol can be narrowed down to 2 i positions. Let A(x i+1:q ) denote the set of indices of those positions. To make a decision about the i-th bit, we need only look at the outputỹ at the positions in A(x i+1:q ). Since the common randomness of lower levels C 1:i−1 is not used in the decoding, the distribution of the inputs to the lower levels is uniform over GF (2) . Hence, the effective channel is given by
Once the decoder select the 2 i positions indexed by A(x i+1:q ), the distribution is independent of inputs to the higher levels and we can represent the above channel as in (14) . Remark 4: The dithering with the common randomness plays an important role in deriving (14) and argue that one can treat the upper levels bits as uniform. Nevertheless, the channel possesses strong symmetry properties, and one can show that the channel and a suitable decoder perform identically regardless of the presence of a dither. This aspect will be addressed in the full version of the paper.
Since the i-th level channel does not change with number of levels , we know that its capacity is fixed. We can characterize it more precisely as follows.
Lemma 5: For i ∈ 1, q , the capacity C i of the i-th level satisfies
Proof: The capacity of the i-th level is I(X i ; Y |X i+1:q ), where we have ignored the dither since it is invertible and assumed known for all levels greater than or equal to i. Since, X i is independent of X i+1:q , we have
Note that, by the same arguments in the proof of Lemma 3, the quantity I(X 1:i ; Y A(X i+1:q ) ) is equal to the capacity of a PPM channel of order 2 i . Using [11, Lemma 2], we have
where P 2 i PPM represents the output distribution when the input is uniform over all possible PPM symbols of order 2 i . Substituting (18) in (17) and upper bounding using [11, Lemma 1] yields the desired result.
Observe that the rate goes to zero exponentially in the index of the level. Since the sum of the capacities converges to D(P 1 P 0 ) by [11, Lemma 2] and by the capacity achieving property of MLC with MSD [13] , a few levels concentrate most of the capacity. We briefly discuss in Section III-C how to design low-complexity codes that achieve low probability of error.
B. Analysis of covertness
We now turn our attention to the covertness properties of the MLC scheme. Instead of dealing with relative entropy, we work instead with the variational distance V PZ, (Q m PPM ) ⊗ℓ between the distribution PZ induced at the output of the PPM super-channel when coding over ℓ PPM symbols of order m and the distribution (Q m PPM ) ⊗ℓ , which is a product distribution over ℓ uses of the super channel. Here, Q m PPM represents the output induced by a uniform input distribution on PPM symbols of order m. Because of the symmetric nature of the channel and of the dithering with common randomness, the known dithering has no effect on the variational distance V PZ, (Q m PPM ) ⊗ℓ and we ignore it from now on. For j ∈ 1, q , assume that the codebook at level j consists of M j codewords C j = {c(i j )} Mj ij =1 . Upon denoting the super channel transition probability by W , we introduce the distribution P (j)
represents the distribution induced at the warden's output when coding all levels from j + 1 down to q and transmitting uniformly distributed bits on all lower levels. Note that P (0)
Using a triangle inequality repeatedly, we obtain that
Now, we can further upper bound V P
as shown in (27) at the top of the next page. Notice that the two terms inside the absolute value are channel output distributions that only differ in that one has a coded j-th level, while the other has an uncoded j-th level with uniform random bits.
Lemma 6: For every j ∈ 1, q , consider the channel W (z 1 , . . . , z 2 j |x j )
Let PẐ denote the distribution induced by a code over this channel, and let Q ⊗l Z denote the product output distribution when the input is uniform. If V(PẐ, Q ⊗l Z ) δ, the same code ensures that V(P
δ irrespective of the codes used in the higher levels.
Proof: The result follows from observations similar to those in the proof of Lemma 3 regarding the symmetries of the PPM modulation. Specifically, consider level j. Let z i = (z i,1 , . . . , z i,2 q ) andz = (z 1 , . . . ,z ℓ ). For all codewords c j+1 , · · · , c q used in the upper levels, we have
Because of the memoryless nature and symmetries of the PPM super channel, there exists a component-wise permutation π cj+1,··· ,cq such that W (z|x 1 , . . . , x j−1 , c j , . . . , c q ) = W π cj+1,··· ,cq (z)|x 1 , . . . , x j−1 , c j , 0, . . . , 0 , (23) 2018 IEEE International Symposium on Information Theory (ISIT)
Since summing overz is equivalent to summing over π cj+1,··· ,cq (z), the right-hand side of (27) is equal to V PẐ, Q ⊗l Z , which leads to the result. Lemma 6 may be viewed as the counterpart of Lemma 3 for resolvability instead of reliability. Since the equivalent channel (21) is again invariant with the number of levels q i, we conclude that we can design channel resolvability codes for a fixed channel while still growing the number of levels with the code length.
To conclude regarding the ability to achieve covertness with the MLC scheme, we note with calculations similar to [4, (77 
and using [14, (323) ]
D PZ (Q m PPM ) ⊗ℓ log 1 min z (Q m PPM ) ⊗ℓ (z) × V PZ, (Q m PPM ) ⊗ℓ . (26) Consequently, provided V PZ, (Q m PPM ) ⊗ℓ decays fast enough at each level and with ℓ scaling as in [11] , we may ensure covertness at a throughput close to the covertness capacity.
C. Towards a concrete polynomial-complexity instantation
The key observation to instantiate actual codes is that the problem reduces to constructing codes for the equivalent channels identified in Lemma 3 and Lemma 6, which can be shown to be degraded. Polar codes would, therefore, provide a suitable solution to achieve the covert capacity. In fact, we know from [15] how to design polar codes simultaneously for reliability and resolvability, with a negligible amount of shared randomness and so that probability of error and variational distance decay fast with the blocklength. Such constructions would carry over directly. One subtle point is how to address coding for the higher and very noisy levels. In fact, achieving reliability would be next to impossible at such low rates, and one would therefore not communicate over these levels, and just achieve channel resolvability using bits of private randomness. The topmost levels have a rate that vanishes with the block length, and one concern is whether polarization happens fast enough at these levels. Lemma 5 shows that the rate decays exponentially with q and as the inverse of m. Polarization, however, only happens a rate 1 m γ for some γ < 1, which will, therefore, force us to overestimate the number of random bits to input. Fortunately, the number of levels is logarithmic in m, so that the rate of private randomness remains negligible.
