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Abstract—We consider a problem of localizing a path-signal
that evolves over time on a graph. A path-signal can be viewed
as the trajectory of a moving agent on a graph in several
consecutive time points. Combining dynamic programming and
graph partitioning, we propose a path-localization algorithm with
significantly reduced computational complexity. We analyze the
localization error for the proposed approach both in the Ham-
ming distance and the destination’s distance between the path
estimate and the true path using numerical bounds. Unlike usual
theoretical bounds that only apply to restricted graph models,
the obtained numerical bounds apply to all graphs and all non-
overlapping graph-partitioning schemes. In random geometric
graphs, we are able to derive a closed-form expression for the
localization error bound, and a tradeoff between localization
error and the computational complexity. Finally, we compare
the proposed technique with the maximum likelihood estimate
under the path constraint in terms of computational complexity
and localization error, and show significant speedup (100×) with
comparable localization error (4×) on a graph from real data.
Variants of the proposed technique can be applied to tracking,
road congestion monitoring, and brain signal processing.
I. INTRODUCTION
Data with unstructured forms and rich types are being
generated from various sources, from social networks to
biological networks, from citation graphs to knowledge graphs,
from the Internet of Things to urban mobility patterns. These
data are often generated with some inherent dependencies
that can be represented using graphs and thus inspired the
emerging field of graph signal processing [2], [3]. In graph
signal processing, signals are supported on graphs, instead of
on conventional regular well-ordered domains (e.g., signals
supported on the time grid or signals supported on other
regular grids). This key difference spurred a lot of research
that aims to generalize classical techniques to graph signal
processing, including sampling [4]–[6], recovery [7]–[9], sig-
nal representations [10]–[12], uncertainty principles [13], [14],
and graph signal transforms [15]–[19].
In this paper, we study a special type of dynamic signals
on graphs that we call path-signals. A path-signal (see Fig. 1
for an illustration) is a special type of a graph signal that is
supported on a connected trajectory, i.e., the signal is non-
zero at only one location at each time point, and the non-zero
locations at consecutive time points form a connected path on
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Fig. 1: A path-signal on a graph with five nodes. The nodes
with a non-zero signal value form a (connected) path on the
graph (green dashed line). For example, the activated node at
time t = 1 is v1 = A and the activated node at time t =
2 is v2 = B. For the signal to be a path-signal we require
(v1, v2) ∈ E . A path-signal can be viewed as an abstraction
of the trajectory of a moving agent on a graph.
the graph. A path-signal is an abstraction of a moving agent
on a graph, where the non-zero location of the path-signal
at a particular time point t can be viewed as the location of
the moving agent on the graph at time t. Thus, the study of
path-signals is deeply related to tracking and surveillance [20].
Here, we study the path-signals on large-scale graphs from
the perspective of graph partitioning and graph (signal) di-
mension reduction: due to the increasing size of graphs, many
techniques on dimension reduction for graphs or graph signals
have been proposed, which include community detection and
clustering on graphs [21]–[24] as well as signal coarsening
on graphs [25]–[27]. These newly proposed techniques and
related ideas have provided great improvements in compu-
tation speed and storage cost for algorithms on large-scale
graphs, including PageRank [28], graph generation [29] and
graph semantic summarization [30]. By studying path-signals,
we will be able to explore the connections between signal
tracking and graph dimension reduction.
In the path-signal problem, we consider two differ-
ent subproblems: the “path-localization” problem and the
“destination-localization” problem. The aim of the first prob-
lem is to estimate the trajectory of the moving agent, while the
aim of the second problem is to estimate only the final position
of the moving agent, both from noisy observations of the path-
signal. We measure the accuracy of the first problem using
the metric of Hamming distance. For the second problem, we
measure the path-localization accuracy using the Euclidean
distance, assuming the graph is embedded in an Euclidean
space (e.g., a geometric graph). First, we propose to use an
algorithm based on dynamic programming to estimate the
trajectory and destination of the path-signal on the original
graph. This algorithm resembles the classical Viterbi decoding
method in the context of convolutional decoding [31]. We also
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2show that this algorithm is the maximum likelihood (MLE)
estimate under the path constraint.
The computational complexity of path MLE is high for large
graphs, which motivates us to design a fast approximate algo-
rithm. We use graph partitioning techniques to divide the graph
into non-overlapping clusters and merge each cluster into a
single “super-node”. Subsequently, we implement dynamic
programming on the resulting graph defined by these super-
nodes. Since we track the path trajectory and path destination
on the graph defined by these clusters, we significantly reduce
the number of states in dynamic programming, and hence
reduce the computation time. The proposed method can be
viewed as implementing the Viterbi decoding method on a
condensed graph and hence our approach is referred to as
multiscale Viterbi decoding. Using large-deviation techniques,
we provide bounds on the two distance measures (Hamming
distance and the destination distance) respectively for the path-
localization problem and the destination-localization problem.
We show that both bounds can be computed in polynomial
time for general graphs and general non-overlapping graph
partitioning algorithms.
Then, we focus on an important class of graphs, i.e., random
geometric graphs with a simple square tessellation partition-
ing. The random geometric graph is widely used for sensor
networks [32], and thus is particularly relevant for the study
of tracking. In this case, we obtain a closed-form theoretical
bound on the localization error. We validate the multiscale
Viterbi decoding algorithm on synthesized random geometric
graphs by showing both theory and simulation results.
Next, we consider real graph data coming from the au-
tonomous systems in Oregon [33] and apply the multiscale
Viterbi decoding algorithm with several well-known graph par-
titioning schemes. The graph partitioning scheme that achieves
the best performance is the Slashburn algorithm [24], which
is based on the idea that real networks have no good cuts (i.e.,
the vertices of the graph cannot be easily partitioned into two
non-overlapping groups such that the number of edges that
span the two groups is small) unless a small set of “hub-
nodes” with high degree is removed. Our algorithm using
graph partitioning shows significant speedup and comparable
localization performance with respect to the direct method
that uses dynamic programming on the original graph without
using graph partitioning.
A closely related line of work considers the problem of
detecting signals in irregular domains [34]–[39]. In particular,
[40], [41] consider optimal random walk detection on a graph
which is closely related to the problem of path localization.
However, our problem setting considers path-signals that can
be adversarial, in the sense that the proposed algorithm and
theoretical bounds can be applied to worst-case path-signals.
Moreover, we consider approximate algorithms that have low
computational complexity compared to the optimal localizers
(such as the one based on MLE that is presented in Sec-
tion II-C) but have comparable performance.
The problem of path localization on graphs is strongly
connected to signal tracking. If the graph is viewed as the
state space and the Markov transition probability is imposed by
the graph topology, the path-localization problem is equivalent
to tracking. However, as we mentioned earlier, compared to
tracking problems including Kalman filtering [42] and particle
filtering [43], the proposed method applies to worst-case
trajectory and signal. Some other related tracking problems
include natural video tracking [44], cell tracking [45] and
diffusion tensor imaging [46]. Those methods are often applied
to regular signals such as time signals or images, but our paper
considers signals supported on graphs.
The proposed path-localization problem is related to track-
ing and trajectory recovery in many different contexts, such
as road congestion monitoring, satellite searching and brain
signal processing [47]. A signal path on a road network can
be viewed as a slowly moving congested segment on the graph
formed by roads and intersections. A signal path in a satellite
search can be viewed as the trajectory of a plane debris moved
by ocean currents or the trajectory path of a small refugee
lifeboat in the sea, while the observation noise may come from
sensing inaccuracy and poor illumination conditions at night.
The signal path in a brain imaging problem can be viewed as
consecutive firing events of brain signals in the brain network.
II. SYSTEM MODEL AND PROBLEM FORMULATION:
PATH-SIGNAL AND PATH LOCALIZATION
We denote by G = (V, E) an undirected1 graph with V as
the set of nodes and E the set of edges, where |V| = n for
some n ∈ Z+. We use xt ∈ Rn, t = 1, 2, . . . T to denote
a deterministic (but unknown) time-series of (non-random)
signals supported on the graph G = (V, E) that evolve over
time. The value xt(v) denotes the signal value at time t and
at node v.
Definition 1. (Path-signal) A deterministic but unknown time-
series of non-random signals xt ∈ Rn, t = 1, 2, . . . T is called
a path-signal on the graph G = (V, E) if at each time point t,
there is one node vt such that xt(vt) = µ > 0 and xt(v) =
0 for all other nodes v 6= vt. The collection of the nodes
(v1, v2, . . . vT ) forms a connected path, i.e., (vt, vt+1) ∈ E
for all t = 1, 2, . . . T − 1.
A path (v1, v2, . . . vT ) can represent the trajectory of a
moving agent on the graph G = (V, E) from time t = 1
to time t = T . We call the sequence {xt}Tt=1 the path-signal,
since the signal value xt(v) on the path (v1, v2, . . . vT ) has a
shifted value µ > 0.
Let p∗ = (v∗1 , v
∗
2 , . . . v
∗
T ) be a connected path let {xt}Tt=1 be
a path signal. Let {yt}Tt=1 be a sequence of noisy observations
of a path-signal {xt}Tt=1 where,
yt = xt +wt, t = 1, 2, . . . T, (1)
where wt ∼ N (0, σ2 In×n) is Gaussian noise. Our goal is to
localize this connected path p∗ = (v∗1 , v
∗
2 , . . . v
∗
T ) on the graph
G = (V, E) with shifted mean µ from the noisy observations
{yt}Tt=1. We will call p∗ the “true path”. We will use pˆ =
(vˆ1, vˆ2, . . . vˆT ) to denote the chain estimate.
1The proposed algorithms in this paper naturally apply to directed graphs
as well. For the sake of consistency, we only consider undirected graphs in
this paper.
3A. Two Error Metrics for Path Localization
We define two different error metrics on the path-
localization problem. Using these two metrics, we can measure
the inaccuracy of different path-localization algorithms.
Definition 2. (Hamming distance) The Hamming distance
between the estimated chain pˆ = (vˆ1, vˆ2, . . . vˆT ) and the true
path p∗ = (v∗1 , v
∗
2 , . . . v
∗
T ) is defined as
DH(pˆ,p
∗) =
T∑
t=1
1(vˆt 6= v∗t ), (2)
where 1(·) denotes the indicator function.
Definition 3. (Destination distance) The destination distance
DF (pˆ,p
∗) between the estimated chain pˆ = (vˆ1, vˆ2, . . . vˆT )
and the true path p∗ = (v∗1 , v
∗
2 , . . . v
∗
T ) is defined as
DF (pˆ,p
∗) = d(vˆT , v
∗
T ), (3)
where the distance d(vˆT , v∗T ) is a distance metric between the
two nodes vˆT and v∗T defined for the graph G (which can either
be the multi-hop distance2 on a general graph or the Euclidean
distance on a geometric graph [48] embedded in an Eclidean
space).
The Hamming distance measures the inaccuracy of the chain
estimate by counting the overall number of mismatched nodes,
while the destination distance directly measures the distance
between the final positions of the chain estimate and the true
path. The second metric is more useful when the goal is to
make an estimate of the current position of the moving agent.
We also call the path estimation problem with the destination
distance metric the destination-localization problem. Here, we
only consider localizing each position v∗t given the entire
signal {yt}Tt=1. A generalized problem is that we want to
localize each position v∗t using only the observations up to
time t, i.e., {yτ}tτ=1.
B. Constrained Maximum Likelihood Chain Estimators
Denote by VT the T -fold Cartesian product of the node set
V . Note that VT is the set of all possible chains of nodes of
length T .
Definition 4. (S-constrained MLE) For an arbitrary set S ⊂
VT , define the S-constrained maximum likelihood estimate
(MLE) pˆMLES as the chain in S that has the maximum like-
lihood value for the observed signal yt, t = 1, . . . T . That is
pMLES = arg max
pˆ∈S
Pr ((y1, . . . ,yT ) |p∗ = pˆ). (4)
First, we show that the S-constrained MLE has the maxi-
mum sum signal over all chains in S. For an arbitrary chain
of nodes pˆ = (vˆ1, vˆ2, . . . vˆT ) ∈ S, we define the sum signal
S(pˆ) =
T∑
t=1
yt(vˆt). (5)
2The multi-hop distance between two nodes on an undirected graph is the
minimum number of hops required to reach one node from the other through
a chain of edges.
Intuitively, a chain with a higher sum signal3 is more likely to
be the true path p∗. In fact, it coincides with the S-constrained
MLE, as shown below:
Pr ((y1, . . . ,yT ) |p∗) =
T∏
t=1
C exp
(
− 1
2σ2
‖yt − xt‖22
)
= CT exp
(
− 1
2σ2
T∑
t=1
‖yt − xt‖22
)
,
where recall that p∗ = (v∗1 , v
∗
2 , . . . v
∗
T ) denotes the true path
and C is a constant. Then,
arg max
pˆ∈S
Pr ((y1, . . . ,yT ) |p∗ = pˆ ∈ S) = arg min
pˆ∈S
T∑
t=1
‖yt − xt‖22
= arg max
pˆ∈S
T∑
t=1
yt · xt = arg max
pˆ∈S
T∑
t=1
µyt(vt)
= arg max
pˆ=(vˆ1,vˆ2,...vˆT )∈S
T∑
t=1
yt(vˆt).
(6)
Then, we consider two extreme cases of S-constrained
MLE. In the first case, we set S = VT . In this case, the S-
constrained MLE is a naive estimator that completely ignores
the path constraint. In fact, since the signals on each time
point is independent of each other, the S-constrained MLE is
pˆMLEVT = (vˆ1, vˆ2, . . . vˆT ), where
vˆt = arg max
vˆ∈V
yt(vˆ), t = 1, 2, . . . , T. (7)
Although this estimator is extremely simple, it does not
perform well respect to the proposed distance metrics in
Definition 2 and 3 due to ignoring the path constraint (we
will show this later in Section V).
The second S-constrained MLE is the maximum likeli-
hood estimator under the constraint that the estimator pˆ =
(vˆ1, vˆ2, . . . vˆT ) has to be a path. We describe this particular
S-constrained MLE in the following section.
C. Path-constrained MLE using Viterbi Decoding
From (6), if we impose the constraint that pˆ must be a
connected path, the MLE estimate of p∗ is the connected path
with the maximum sum signal. In Algorithm 1, we describe
a dynamic programming algorithm to compute a connected
path with the maximum sum signal. This algorithm is also
known as the Viterbi decoding algorithm in the context of
convolutional decoding [31]. The basic idea in Algorithm 1
is to record the path with the largest sum signal of length t
that ends at node v for all nodes in the graph G and all time
points t = 1, 2, . . . T . Although the possible number of paths
is exponential in t, Algorithm 1 has computational complexity
O(nT ), because only the optimal path, instead of all paths,
that ends at a node v has to be recorded at each time t.
3Note that we want to localize the position vt of the path at each particular
time point t = 1, 2, . . . T , instead of all positions that the path has passed
through aggregated in a single snapshot. For the problem of aggregating all
locations that the path has passed through in a single snapshot, we may simply
compute the sum of all signals
∑T
t=1 yt in all time points and select the nodes
v with a higher sum signal.
4Algorithm 1 Dynamic Programming for Path-Signal Local-
ization
INPUT: A graph G = (V, E) and graph signal observations
yt, t = 1, 2, . . . T .
OUTPUT: A chain of nodes pˆ = (vˆ1, vˆ2, . . . vˆT ).
INITIALIZE
Use sv,t to denote the sum signal until time t at node v. Use
pv,t to denote the path with the largest sum signal of length
t that ends at node v. Initialize pv,1 = v for all v ∈ V .
FOR t=2 : T
• For all nodes v in V , let um = arg maxu∈N (v) S(pu,t−1),
where N (v) denotes the neighborhood of v. Therefore,
the path pum,t−1 has the largest sum signal S(pu,t−1)
for all nodes u in the neighborhood N (v);
• Update pv,t = (pum,t−1, v) for all v ∈ V .
END
Denote by pv∗,T the path with the largest sum signal in all
paths of length T . Output pˆ = pv∗,T .
The S-constrained MLE with S being all connected paths
in VT has much better empirical performance than the naive
maximization pˆMLEVT in (7) (we will show this later in Sec-
tion V). However, the computational complexity O(nT ) is
high for a large graph and a large overall time T . This
motivates us to design some approximate algorithms that have
low computational complexity (see Section III).
Remark 1. Note that in the path-localization problem, we do
not require the estimated chain of nodes pˆ = (vˆ1, vˆ2, . . . vˆT ) to
be connected, i.e., (vˆt, vˆt+1) ∈ E , t = 1, 2, . . . T − 1. As long
as we have an estimated chain of nodes with small Hamming
distance or destination distance as defined in Definition 2 and
3, the estimate is good. The naive VT -constrained MLE in (7)
is bad, not because it is disconnected, but because it totally
ignores the path constraint and results in large Hamming
distance. The path-constrained MLE is good in empirical
performance but it has high computational complexity. To
resolve this issue, we propose an approximate path estimate in
Section III, which is not necessarily connected in the original
graph G, but connected in a graph formed by subgraphs
(we will present the details in SectionII-C). Moreover, it
has lower computational complexity (100+ times speed-up)
than the path-constrained MLE, and comparable localization
error (4× in Hamming distance). Therefore, the approximate
path estimate can be viewed as a relaxed version of path-
constrained MLE, with lower computational complexity.
III. MULTISCALE VITERBI DECODING FOR FAST
PATH-SIGNAL LOCALIZATION
In this section, we design an algorithm that combines path
localization with graph partitioning. As we have mentioned in
Section II, we want to use an estimation technique that has
very low computational complexity. Our main idea is to first
partition the original graph into clusters [49] and localize an
Cluster 1 Cluster 2
Cluster 3 Cluster 4
A graph formed 
by clusters
Super-node 1 Super-node 2
Super-node 3
Super-node 4
Fig. 2: An illustration of the graph formed by clusters. In the
original graph G, we partition the nodes into non-overlapping
clusters. Then, we shrink each cluster to one “super-node” and
connect two super-nodes if there exist two connected nodes in
the corresponding two clusters. The “super-graph” may have
self-loops but our algorithms still apply.
approximate path on a new graph formed by the clusters4.
Then, we do a refined search inside the approximate path to
search for a chain of nodes that well approximates the true
path in the original graph in terms of the Hamming distance
and the destination distance.
Suppose we partition the nodes of the graph G = (V, E)
into m non-overlapping clusters
V =
m⋃
i=1
Vi. (8)
Then, we shrink each cluster into a “super-node” and construct
a new graph denoted by Gnew = (Vnew, Enew) formed by these
super-nodes as follows. The node set Vnew with cardinality
|Vnew| = m is the set of “super-nodes”. Two nodes Vi and Vj
are connected if there exists two nodes vi ∈ Vi and vj ∈ Vj
such that (vi, vj) ∈ E in the original graph G. We call the
graph Gnew the super-graph (see Fig. 2).
Consider the observation model described in (1) on a
general graph G = (V, E) such that xt(vt) = µ and xt(v) = 0
for v 6= vt, and (v1, v2, . . . vT ) is a connected path in G.
Suppose we use a graph-partitioning algorithm and obtain
the super-graph Gnew = (Vnew, Enew). We use a coarsened
[25]–[27] version ut of the original observation yt as the
graph signal on the super-graph. The coarsened graph signal
is defined as
ut(Vi) = max
v∈Vi
yt(v), i = 1, 2, . . .m. (9)
We will briefly discuss the reason that we choose the max
statistic instead of other statistics such as average in Remark 2.
Then, using the coarsened signal, we execute the same dy-
namic programming algorithm as Algorithm 1 to obtain an
estimate of the trajectory of the path-signal on the super-graph
(see Algorithm 2). Note that after graph partitioning, the sum
signal maximization does not equal to the MLE because the
signal ut(Vi)’s are not Gaussian. However, we will show an
upper bound on the expectation of the Hamming and destina-
tion distance between the true path and the path estimate on the
super-graph Gnew (see Section III-A). Therefore, Algorithm 2
4The graph partitioning that we consider only means the partitioning of the
node set V into non-overlapping subsets. It does not necessarily correspond
to the usual definition of graph partitioning, i.e., the number of intra-cluster
edges is greater than number of inter-cluster edges and the number of nodes
in different clusters should be similar.
5Algorithm 2 Coarsened Dynamic Programming for Path-
Signal Localization
INPUT: A coarsened graph Gnew = (Vnew, Enew) and coars-
ened graph signal observations ut, t = 1, 2, . . . T .
OUTPUT: A chain of nodes Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) on the
super-graph.
Call Algorithm 1 with inputs Gnew = (Vnew, Enew) and ut, t =
1, 2, . . . T .
is an approximate path localization algorithm that aims to
reduce computational complexity of MLE.
Remark 2. Choosing the max statistic instead of the mean
statistic is reminiscent of the generalized likelihood ratio test
(GLRT) [50] for composite hypothesis testing. Although our
idea of choosing the max statistic is influenced by GLRT,
our localization algorithm is not GLRT. Another reason that
we choose the max statistic instead of the mean statistic for
approximate path localization is that the max statistic has a
better localization error than the mean statistic. Consider a
cluster V with one activated node v0. The mean statistic is
umean =
1
|V|
∑
v∈V yt(v) and the max statistic is umax =
maxv∈V yt(v). When the number of nodes |V| → ∞, umean →
0 almost surely, while umax = maxv∈V yt(v) still provides
some information about the activated node. For a finite |V|, as
long as the noise variance is small, the max statistic can cancel
the noise sufficiently well and give a coarsened signal that
equals yt(v0), the signal at the activated node v0. However, if
we choose the mean statistic umean = 1|V|
∑
v∈V yt(v), yt(v0)
is always averaged by noise, which makes the performance
of the multiscale Viterbi Decoding algorithm degrade. The
analysis of the max statistic is established later formally
using large-deviation bounds in Section III-A. Note that our
algorithm and the bounds in Section III-A apply to worst-case
path-signals and graph partitioning, which is different from
the Bayesian settings in [40], [41].
After executing Algorithm 2, we obtain an approximate path
estimate Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) in the super-graph. In some
tracking and surveillance applications, an approximate path
estimate is good enough for subsequent actions. However, in
most cases we want to obtain an estimate not only in the
super-graph, but also in the original graph, especially when
the clusters are large and the exact positions of the agent are
required. In this case, we do a refined search in the original
graph in the path Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) that we obtained in the
super-graph. Therefore, we propose the final multiscale Viterbi
decoding method in Algorithm 3.
In Supplementary Section VII, we extend the Multiscale
Viderbi decoding algorithm to the situation when we have
more than one path.
Remark 3. As we can see from Algorithm 3, although the path
estimate Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) is a connected path in the super-
graph, the chain estimate pˆ is not necessarily a connected path
in the original graph because we choose the node vˆt with the
largest signal in Vˆt without a path constraint. However, as we
mentioned in Remark 1, as long as the distance metric between
the estimated chain pˆ and the true path is small, it does not
Algorithm 3 Multiscale Viterbi Decoding for Path Localiza-
tion
INPUT: A graph G = (V, E) and graph signal observations
yt, t = 1, 2, . . . T .
OUTPUT: A chain of nodes pˆ = (vˆ1, vˆ2, . . . vˆT ).
INITIALIZE
Call Algorithm 2 with inputs G = (V, E) and yt, t = 1, 2, . . . T
to obtain a coarse path estimate Pˆ = (Vˆ1, Vˆ2, . . . VˆT ).
Choose vˆt as the node that has the largest signal in Vˆt, i.e.,
vˆt = arg maxv∈Vˆt yt(v). Let pˆ = (vˆ1, vˆ2, . . . vˆT ) be the final
chain estimate in the original graph.
matter whether pˆ is connected or not. Therefore, pˆ can be
viewed as an estimate when the path constraint is relaxed.
Define P∗ = (V∗1 ,V∗2 , . . .V∗T ) as the true path in the
super-graph, i.e., the true path in the original graph p∗ =
(v∗1 , v
∗
2 , . . . v
∗
T ) satisfies v
∗
t ∈ V∗t ,∀t. Note that the Ham-
ming distance between the approximate path estimate Pˆ =
(Vˆ1, Vˆ2, . . . VˆT ) (output from Algorithm 2) and the true path
P∗ in the super-graph is always a lower bound on the Ham-
ming distance between the chain estimate pˆ = (vˆ1, vˆ2, . . . vˆT )
(output from Algorithm 3) and the true path p∗ in the original
graph, i.e.,
DH(Pˆ,P∗) ≤ DH(pˆ,p∗). (10)
This is because pˆ is constrained inside the approximate path
Pˆ , and hence Vˆt 6= V∗t implies vˆt 6= vt. However, in Section
V, we use a simulation result on a real graph (see Fig. 6 for
details) to show that DH(pˆ,p∗) is only slightly larger than
DH(Pˆ,P∗). This means that even if we impose the connected
path constraint when doing the refined search and use other
techniques such as a second round of dynamic programming
in the subgraph induced from the path estimate obtained from
Algorithm 2 to obtain a connected path in the original graph,
we cannot gain too much compared to simply choosing the
node with the maximum signal in each cluster as we do in
Algorithm 3.
In the next section, we show a numeric way to compute an
upper bound on both the Hamming distance and destination
distance in Algorithm 2 and Algorithm 3 in polynomial time
(more specifically, linear in the number of clusters m and at
most quadratic in the total number of time points T ).
A. A Numeric Method for Computing an Upper Bound on the
Localization Error
First, we introduce some notation for the analysis of the
localization error of the multiscale Viterbi decoding algorithm.
We use W off to denote a Gaussian random variable N (0, σ2)
and use U on to denote a Gaussian random variable N (µ, σ2).
We use the superscripts “on” and “off” because the signal on
the path has an elevated mean value µ while the signal off
the path has mean value 0. We use W offs to denote a random
variable that is the maximum of s i.i.d. Gaussian random
variables with the same distribution as W off ∼ N (0, σ2). We
use U ons to denote a random variable that is the maximum
of one Gaussian random variable with the same distribution
6as U on ∼ N (µ, σ2) and s − 1 Gaussian random variables
W off ∼ N (0, σ2).
Recall that P∗ = (V∗1 ,V∗2 , . . .V∗T ) is the true path in the
super-graph and Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) is the path estimate in
the super-graph. Note that at some positions, the two paths
may overlap, i.e., Vˆt = V∗t for some t. Denote by S(P∗) the
sum signal of the true path P∗ in the super-graph, and denote
by S(Pˆ) the sum signal on the path estimate Pˆ in the super-
graph. Then, from (9),
Sum signal on the true path P∗: S(P∗) =
T∑
t=1
ut(V∗t ), (11)
Sum signal on the path estimate Pˆ: S(Pˆ) =
T∑
t=1
ut(Vˆt),
(12)
where on the true path, ut(V∗t ) D= U on|V∗t | and on the path
estimate, if Vˆt 6= V∗t , ut(Vˆt) D= W off|Vˆt| (
D
= means equal in
distribution). Here recall that U ons denotes the maximum of
one Gaussian random variable with mean µ and s−1 Gaussian
random variables with mean 0, W offs denotes the maximum of
s Gaussian random variables with mean 0, and |V∗t | and |Vˆt|
denote respectively the number of nodes in the cluster that the
true path passes through at time t, and the path estimate passes
through at time t. In the dynamic programming Algorithm 2
in the super-graph, we will select the path with the maximum
sum signal. Therefore, we will choose the path estimate Pˆ
with sum signal S(Pˆ) instead of the true path P∗ with sum
signal S(P∗), only if S(Pˆ) ≥ S(P∗). This event happens with
exponentially low probability because the signal on the true
path has a shifted mean value µ > 0, while the signal on Pˆ
has mean value 0 when the two paths do not overlap.
Lemma 1. The probability that the sum signal S(Pˆ) of the
path estimate Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) is greater or equal to the
sum signal S(P∗) on the true path P∗ = (V∗1 ,V∗2 , . . .V∗T ) can
be upper bounded by
Pr(S(Pˆ) ≥ S(P∗)) ≤
∏
t∈∆
θ
( µ
2σ2
, |Vˆt|
)
, (13)
where ∆ ⊂ {1, 2, . . . T} is the set of time indices at which
Vˆt 6= V∗t , and the function θ(·, ·) is defined as
θ(s, l) := min
η∈[0,1]
lηl−1es
2σ2−µsQ(Q−1(η/σ)− sσ2)
+
√
l2
2l − 1(1− η
2l−1)e
3
2 s
2σ2−µs√Q(Q−1(η/σ)− 2sσ2),
(14)
where s ∈ R and l ∈ Z+.
Proof: See Supplementary Section VI for details of the
proof. The basic idea of the proof is to use large-deviation
techniques to bound the event S(Pˆ) ≥ S(P∗), which is
equivalently to
T∑
t=1
ut(V∗t ) ≤
T∑
t=1
ut(Vˆt), (15)
where ut(V∗t ) is the coarsened signal on the true approximate
path P∗ at time t and ut(Vˆt) is the coarsened signal on Pˆ
at time t. Both ut(V∗t ) and ut(Vˆt) are maximum of certain
Gaussian random variables, but ut(V∗t ) has one Gaussian
random variable with an elevated mean value µ, and hence is
more likely to be larger than ut(Vˆt). More specifically, using
the large-deviation bound and some derivations, we obtain
Pr(S(Pˆ) ≥ S(P∗)) ≤ min
s>0
∏
t∈∆
E
[
esut(Vˆt)
]
E
[
e−sut(V
∗
t )
]
. (16)
The bound in (13) is obtained by directly upper-bounding the
right hand side of (16).
Using the conclusion of Lemma 1, we immediately obtain
the following results respectively regarding the localization
error metrics in Definition 2 and Definition 3. The proofs are
omitted because they are direct applications of the following
union bound
E
[
D(P∗, Pˆ)
]
=
∑
∀Pˆ
Pr(Pˆ is the chosen estimate)D(P∗, Pˆ),
(17)
where
∑
∀Pˆ is summation over
all possible paths Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) in the super-graph,
D(·, ·) can be either the Hamming distance DH(·, ·) or the
destination distance DF (·, ·).
Theorem 1. (Hamming distance in Algorithm 2) The expecta-
tion of the Hamming distance between the path estimate and
the true path measured on the super-graph is upper bounded
by
E
[
DH(P∗, Pˆ)
]
≤
∑
∀Pˆ
|∆(Pˆ)| ∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
)
≤ min
δ∈[0,1]
δT +
∑
∀Pˆ s.t. |∆(Pˆ)|>δT
|∆(Pˆ)| ∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
) ,
(18)
where ∆(Pˆ) denotes the set of time indices at which the path
estimate Vˆt is wrong, i.e.,
∆(Pˆ) = {t ∈ {1, 2, . . . T} : Vˆt 6= V∗t }, (19)
and θ(·, ·) is defined in (14).
Theorem 2. (Destination distance in Algorithm 2) The expec-
tation of the destination distance between the path estimate and
the true path measured on the super-graph is upper bounded
by
E
[
DF (P∗, Pˆ)
]
≤
∑
∀Pˆ
d(V∗T , VˆT ) ∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
) , (20)
where ∆(Pˆ) ⊂ {1, 2, . . . T} is the set of time indices t at
which Vˆt 6= V∗t , θ(·, ·) is defined in (14), and d(V∗T , VˆT ) is
the distance metric between the two super-nodes V∗T and VˆT
in the super-graph.
The proofs for these two bounds are omitted because they
follow directly from (17). The second inequality in (18) is
obtained by only counting the paths that satisfy |∆(Pˆ)| > δT .
The two bounds in Theorem 1 and Theorem 2 are stated
for the distance metric stated in the super-graph. However,
for Algorithm 3, we have to compute the distance metric in
the original graph. Likewise, we will select a path with the
7maximum sum signal in Algorithm 3, so we can upper-bound
the probability of choosing a particular path using an event
that happens with small probability.
Definition 5. We will call P = (V1,V2, . . .VT ) in the super-
graph Gnew = (Vnew, Enew) the projected path of a path p =
(v1, v2, . . . vT ) in the original graph G = (V, E) if vt ∈ Vt for
t = 1, 2, . . . T .
For the true path P∗ = (V∗1 ,V∗2 , . . .V∗T ), define the “first-k”
sum as
f(k) = max
{t1,t2,...tk}⊂[T ]
k∑
i=1
θ
( µ
2σ2
, |V∗t |
)
, (21)
where θ(·, ·) is defined in (14).
Theorem 3. (Hamming distance in Algorithm 3) Let pˆ be the
estimated chain of nodes using Algorithm 3 and let p∗ be the
true path. Let P∗ be the projected path of p∗. The expectation
of the Hamming distance between pˆ and the true path p∗
measured in the original graph is upper bounded by
E [DH(p∗, pˆ)] ≤ min
δ∈[0,1]
δT
+
∑
∀Pˆ s.t. |∆(Pˆ)|>δT
|∆(Pˆ)| ∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
)
+
∑
∀Pˆ
f(T − |∆(Pˆ)|)
∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
)
,
(22)
where ∀Pˆ means all possible paths Pˆ = (Vˆ1, Vˆ2, . . . VˆT ) in
the super-graph, ∆(Pˆ) ⊂ {1, 2, . . . T} is the set of time indices
t at which Vˆt 6= V∗t , and θ(·, ·) is defined in (14).
Proof: We partition all possible paths pˆ = (vˆ1, . . . vˆT )
into groups, so that all paths in the group MPˆ have the same
projected path Pˆ in the super-graph. Since there are m clusters
in total, we have at most mT groups. For each coarse path Pˆ =
(Vˆ1, . . . VˆT ), denote by ∆(Pˆ) ⊂ {1, 2, . . . T} the set of time
indices t at which Vˆt 6= V∗t . For each path pˆ = (vˆ1, . . . vˆT ),
denote by L(pˆ) ⊂ {1, 2, . . . T} the set of time indices t at
which vˆt 6= v∗t .
Now for each groupMPˆ , if one path in this group is chosen
as the final path estimate pˆ, two things must happen. The first
is that the sum signal on the projected path Pˆ is larger than
the sum signal on the true projected path P∗, because only in
this way can we choose Pˆ as the coarse path estimate when
calling Algorithm 2 in the INITIALIZE step of the multiscale
Viterbi decoding Algorithm 3. This event is equivalent to∑
t∈∆(Pˆ)
ut(Vˆt) ≥
∑
t∈∆(Pˆ)
ut(V∗t ). (23)
The second thing that must happen is that pˆ is just the
set of nodes that achieves the maximum signals in Pˆ =
(Vˆ1, Vˆ2 . . . VˆT ). In particular, for t ∈ L(pˆ) \ ∆(Pˆ), which
is the set of time indices at which the coarse path estimate Pˆ
and the true coarse path P∗ overlap but the path estimate pˆ
and the true path p∗ differ, we must have
yt(vˆt) ≥ yt(v∗t ), ∀t ∈ L(pˆ) \∆(Pˆ) (24)
These two events are independent of each other, because the
set of time points that they involve do not overlap, and all
observations in different time points are independent of each
other. Define Wt = ut(Vˆt) and Ut = ut(V∗t ). Define βt =
yt(vˆt) and αt = yt(v∗t ).
The Hamming distance between the path estimate pˆ and
the true path p∗ is the cardinality of the set L(pˆ), which is
equal to the summation |L(pˆ) \ ∆(Pˆ)| + |∆(Pˆ)|. Using the
union bound, the expectation of the overall Hamming distance
between the path estimate pˆ and the true path p∗ can thus be
upper-bounded by
E[DH(p∗, pˆ)] = E[|∆(Pˆ)|] + E[|L(pˆ) \∆(Pˆ)|]. (25)
Now we look at the first part. Using the union bound
E[|∆(Pˆ)|] ≤
∑
∀Pˆ
|∆(Pˆ)|Pr
 ∑
t∈∆(Pˆ)
ut(Vˆt) ≥
∑
t∈∆(Pˆ)
ut(V∗t )
 .
(26)
First, we upper-bound the term p1 :=
Pr
(∑
t∈∆(Pˆ) ut(Vˆt) ≥
∑
t∈∆(Pˆ) ut(V∗t )
)
. Notice that
the event
∑
t∈∆(Pˆ) ut(Vˆt) ≥
∑
t∈∆(Pˆ) ut(V∗t ) is the same as
the event
∑T
t=1 ut(V∗t ) ≤
∑T
t=1 ut(Vˆt), because ∆(Pˆ) is the
set of time indices t at which V∗t 6= Vˆt. This is just the event
that the sum signal on Pˆ is greater that on P∗. By Lemma 1,
p1 ≤
∏
t∈∆
θ
( µ
2σ2
, |Vˆt|
)
, (27)
where θ(·, ·) is defined in (14). Therefore,
E[|∆(Pˆ)|] ≤
∑
∀Pˆ
|∆(Pˆ)|
∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
)
. (28)
If we only compute the sum over the paths such that |∆(Pˆ)| >
δT , we can upper bound the expected Hamming distances of
other paths by δT . Therefore,
E[|∆(Pˆ)|] ≤ δT +
∑
∀Pˆ s.t. |∆(Pˆ)|>δT
|∆(Pˆ)|
∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
)
.
(29)
For the second term E[|L(pˆ) \ ∆(Pˆ)|], we use the union
bound for all paths in MPˆ , i.e., for all paths whose projected
path is Pˆ . Using the union bound, we have
E[|L(pˆ) \∆(Pˆ)|] ≤
∑
∀Pˆ
Pr
 ∑
t∈∆(Pˆ)
ut(Vˆt) ≥
∑
t∈∆(Pˆ)
ut(V∗t )

·
∑
pˆ∈MPˆ
|L(pˆ) \∆(Pˆ)|
∏
t∈L\S
Pr(vˆt 6= v∗t )
∏
t∈Lc
Pr(vˆt = v
∗
t ),
(30)
where the
∏
t∈L\S Pr(vˆt 6= v∗t )
∏
t∈Lc Pr(vˆt = v
∗
t ) factor
represents the probability that for t ∈ L(pˆ)\∆(Pˆ), the coarse
path estimate Pˆ and the true coarse path P∗ overlap but the
path estimate pˆ and the true path p∗ differ. Now look at the
second line of the above inequality. For a fixed path pˆ with a
fixed projected path estimate Pˆ ,
|L(pˆ) \∆(Pˆ)| =
∑
τ∈[T ]\∆(Pˆ)
1(vˆτ 6=v∗τ ). (31)
8By changing the order of summation,∑
pˆ∈MPˆ
|L(pˆ) \∆(Pˆ)|
∏
t∈L\S
Pr(vˆt 6= v∗t )
∏
t∈Lc
Pr(vˆt = v
∗
t )
=
∑
pˆ∈MPˆ
∑
τ∈[T ]\∆(Pˆ)
1(vˆτ 6=v∗τ )
∏
t∈L\S
Pr(vˆt 6= v∗t )
∏
t∈Lc
Pr(vˆt = v
∗
t )
=
∑
τ∈[T ]\∆(Pˆ)
∑
pˆ∈MPˆ
1(vˆτ 6=v∗τ )
∏
t∈L\S
Pr(vˆt 6= v∗t )
∏
t∈Lc
Pr(vˆt = v
∗
t )
=
∑
τ∈[T ]\∆(Pˆ)
∑
pˆ∈MPˆ s.t. vˆτ 6=v∗τ
∏
t∈L\S
Pr(vˆt 6= v∗t )
∏
t∈Lc
Pr(vˆt = v
∗
t ).
(32)
In the last summation, we sum up the binomial terms for all
paths that satisfy vˆτ 6= v∗τ , so the final result will only be
Pr(vˆτ 6= v∗τ ). Therefore,∑
pˆ∈MPˆ
|L(pˆ) \∆(Pˆ)|
∏
t∈L\S
Pr(vˆt 6= v∗t )
∏
t∈Lc
Pr(vˆt = v
∗
t )
=
∑
τ∈[T ]\∆(Pˆ)
Pr(vˆτ 6= v∗τ ) =
∑
t∈[T ]\∆(Pˆ)
Pr(yt(vˆt) ≥ yt(v∗t )).
(33)
The last equality is because from the earlier discussion, for
the time t ∈ [T ] \ ∆(Pˆ) (when the coarse projected path
Pˆ overlaps with the true path P∗), the estimate vˆt 6= v∗t if
and only if yt(vˆt) ≥ yt(v∗t ). Then, we upper-bound the term
p2 := Pr(yt(vˆt) ≥ yt(v∗t )) = Pr(βt ≥ αt). Using the Markov
inequality, for all γ > 0,
p2 = Pr (exp (γ(βt − αt)) ≥ 1) ≤ min
γ>0
E [exp (γ(βt − αt))]
= min
γ>0
E
[
eγβt
]
E
[
e−γαt
]
.
(34)
From the definitions of βt, we know for t ∈ L(pˆ) \∆(Pˆ),
the estimated path Pˆ and the true path P∗ overlap, i.e., Vˆt =
V∗t . This means βt is the maximum of |Vˆt|−1 = |V∗t |−1 i.i.d.
random variables W offi , where each W
off
i
D
= W off ∼ N (0, σ2).
From the definition of αt, αt has the same distribution as
U on ∼ N (µ, σ2). Therefore, using the same large-deviation
bounding techniques from the proof of Lemma 1 (see (61) to
(64) for details), we have
p2 ≤ θ
( µ
2σ2
, |V∗t |
)
. (35)
Finally
E[|L(pˆ) \∆(Pˆ)|]
≤
∑
∀Pˆ
Pr
 ∑
t∈∆(Pˆ)
ut(Vˆt) ≥
∑
t∈∆(Pˆ)
ut(V∗t )

∑
pˆ∈MPˆ
|L(pˆ) \∆(Pˆ)|
∏
t∈L\S
Pr(vˆt 6= v∗t )
∏
t∈Lc
Pr(vˆt = v
∗
t )
(a)
≤
∑
∀Pˆ
∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
) ∑
t∈[T ]\∆(Pˆ)
Pr(yt(vˆt) ≥ yt(v∗t ))
(b)
≤
∑
∀Pˆ
∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
) ∑
t∈[T ]\∆(Pˆ)
θ
( µ
2σ2
, |V∗t |
)
,
(36)
where (a) follows from (27) and (b) follows from (35). Using
the definition of the first-k sum, we have
E[|L(pˆ) \∆(Pˆ)|] ≤
∑
∀Pˆ
f(T − |∆(Pˆ)|)
∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
)
.
(37)
Plugging (29) and (37) into (25), we complete the proof.
From Theorem 2, the destination distance between the
output pˆ of Algorithm 3 (a chain of nodes in the original
graph) and the true path p∗ can be trivially upper-bounded by
replacing the distance d(VT ,V∗T ) with the maximum possible
distance between two nodes respectively in VT and V∗T (see
the following theorem).
Theorem 4. (Destination distance in Algorithm 3) Let pˆ be
the estimated chain of nodes using Algorithm 3 and let p∗
be the true path. Let P∗ be the projected path of p∗. The
expectation of the destination distance between pˆ and the true
path p∗ measured in the original graph is upper bounded by
E [DF (p∗, pˆ)] ≤
∑
∀Pˆ
dmax(V∗T , VˆT ) ∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
) ,
(38)
where ∀Pˆ means all possible paths Pˆ = (Vˆ1, Vˆ2, . . . VˆT ),
∆(Pˆ) ⊂ {1, 2, . . . T} is the set of time indices t at which
Vˆt 6= V∗t , θ(·, ·) is defined in (14), and dmax(V∗T , VˆT ) is the
maximum distance between two nodes in the two clusters V∗T
and VˆT
dmax(V∗T , VˆT ) = max
vT∈V∗T ,vˆT∈VˆT
d(vT , vˆT ). (39)
The bounds in Theorem 1 to Theorem 4 are of little use
if we cannot compute them. Since there are an exponential
number of possible paths in T time points, one may think that
the three bounds are not computable. However, the special
structure of the two bounds (a sum-product structure) makes
them computable in polynomial time.
Theorem 5. The upper bound on the expected Hamming
distance between the chain estimate pˆ and the true path in (18)
can be computed in time O(mT 2), while the upper bound on
the expected destination distance in (20) can be computed in
time O(mT ), where m is the number of nodes in the super-
graph Gnew = (Vnew, Enew), and T is the number of time points.
The upper bound on the expected Hamming distance in (22)
can be computed in time O(mT 2), and the upper bound on the
expected Destination distance in (38) can also be computed in
time O(mT ).
Proof: We will only look at the two bounds in Theorem 2
and Theorem 3, because the bound in Theorem 1 is part of
the bound in Theorem 3, and the bound in Theorem 4 has the
same form as the bound in Theorem 2.
For Theorem 2, the expression to be computed is the RHS
of
E
[
DF (P∗, Pˆ)
]
≤
∑
∀Pˆ
d(V∗T , VˆT ) ∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
) , (40)
where ∆(Pˆ) ⊂ [T ] is the set of time indices at which the
coarse path estimate Pˆ and the true coarse path P∗ do not
9overlap. The term d(V∗T , Vˆt) is the distance between the two
destinations of the true path P∗ and the estimate Pˆ . Now we
show how to use a dynamic programming method to compute
the RHS of (40). Define a subpath of length τ of a path Pˆ =
(Vˆ1, Vˆ2, . . . VˆT ) to be the path pˆτ = (Vˆ1, Vˆ2, . . . Vˆτ ). For a
subpath Pˆτ , define the set ∆(Pˆτ ) ⊂ [τ ] to be the set of time
indices smaller or equal to τ at which Pˆτ and P∗τ (the subpath
of length τ of the true coarse path P∗) do not overlap. Define
the partial sum of order τ at node Vˆτ as
Sτ (Vˆτ ) =
∑
All possible subpaths Pˆτ that ends in Vˆτ
∏
t∈∆(Pˆτ )
θ
( µ
2σ2
, |Vˆt|
)
.
(41)
The RHS of (40) can be written as
∑
VT∈[m] ST (VˆT ). Our
goal is to compute ST (VˆT ) for all VˆT ∈ [m] by inductively
computing Sτ (Vˆτ ) for τ = 1, 2, . . . T and all possible Vˆτ ∈
[m]. First note that S1(Vˆ1) for all Vˆ1 ∈ [m] are quite easy to
compute, because
S1(Vˆ1) =
{
θ
(
µ
2σ2
, |Vˆt|
)
, if Vˆ1 6= V∗1 ,
1, if Vˆ1 = V∗1 .
(42)
where recall that V∗1 is the starting point of the true coarse
path P∗ = (V∗1 , . . .V∗T ). For τ > 1, we use the induction
Sτ (Vˆτ )
=
{
θ
(
µ
2σ2
, |Vˆτ |
)∑
Vˆτ−1∈N (Vˆτ ) Sτ−1(Vˆτ−1), if Vˆτ 6= V
∗
τ ,∑
Vˆτ−1∈N (Vˆτ ) Sτ−1(Vˆτ−1), if Vˆτ = V
∗
τ .
(43)
The summation of Sτ−1(Vˆτ−1) is over the neighborhood of
Vˆτ , because any subpath Pˆτ that ends in Vˆτ can be viewed
as a subpath Pˆτ−1 that ends in the neighborhood of Vˆτ
concatenated by Vˆτ . The difference between the two cases
in (43) is because when Vˆτ = V∗τ , τ is not in ∆(Pˆτ ) (recall
that ∆(Pˆτ ) is the time when the subpath Pˆτ does not overlap
with the true path P∗τ ) and the product
∏
t∈∆(Pˆτ ) θ
(
µ
2σ2 , |Vˆt|
)
in (40) does not include t = τ . Using this method, we can
compute ST (VˆT ) for all VˆT ∈ [m] in O(mT ) time.
For Theorem 3, the expression to be computed can be
written as the RHS of (44)
E [DH(p∗, pˆ)] ≤
∑
∀Pˆ
g(|∆(Pˆ)|)
∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
)
, (44)
where g(|∆(Pˆ)|) = 1{|∆(Pˆ)|>δT}|∆(Pˆ)|+f(T−|∆(Pˆ)|) can
be evaluated for all possible values of |∆(Pˆ)| ∈ [T ], because
the first-k sum f(k) for all k can be directly computed by
sorting the T terms θ
(
µ
2σ2 , |V∗t |
)
, t = 1, 2, . . . T , which has a
negligible cost of O(T log T ). We still use the above method
of induction using subpaths. However, when computing the
RHS of (44), we need two variables for each subpath Pˆτ :
the last node Vˆτ on the path Pˆτ and the Hamming distance
|∆(Pˆτ )| between the subpath Pˆτ and the true subpath P∗τ .
Therefore, we define the following partial sum of order (τ, w)
at node Vˆτ :
Sτ,w(Vˆτ ) =
∑
All possible subpaths Pˆτ that ends
in Vˆτ such that |∆(Pˆτ )| = w
∏
t∈∆(Pˆτ )
θ
( µ
2σ2
, |Vˆt|
)
.
(45)
Then, the RHS of (44) can be written as∑
VT∈[m]
∑
w∈[T ] g(w)ST,w(VˆT ). Our goal is to compute
ST,w(VˆT ) for all VˆT ∈ [m] and all w = 1 . . . T by inductively
computing Sτ,w(Vˆτ ) for all τ = 1, 2, . . . T , all w = 0, 1, . . . T
and all possible Vˆτ ∈ [m]. We have to compute all partial
sums for w = 0, 1, . . . T because the Hamming distance
between two paths Pˆ and P∗ can be at most T . First note
that S1,w(Vˆ1) for all Vˆ1 ∈ [m] are quite easy to compute,
because
S1,w(Vˆ1) =

θ
(
µ
2σ2
, |Vˆ1|
)
, if Vˆ1 6= V∗1 and w = 1,
1, if Vˆ1 = V∗1 and w = 0,
0, otherwise.
(46)
For τ > 1, we use the induction
Sτ,w(Vˆτ ) =

θ
(
µ
2σ2
, |Vˆτ |
)∑
Vˆτ−1∈N (Vˆτ ) Sτ−1,w−1(Vˆτ−1),
if Vˆτ 6= V∗τ and w ≥ 1,∑
Vˆτ−1∈N (Vˆτ ) Sτ−1,w(Vˆτ−1),
if Vˆτ = V∗τ and w ≥ 1,
0, if Vˆτ 6= V∗τ and w = 0,
1, if Vˆτ = V∗τ and w = 0.
(47)
Note that the above induction is different from the one in
(43) in two places. First, in the first two cases of (47) that
resemble the two cases in (43), we compute the sum of either
Sτ−1,w−1(Vˆτ−1) or Sτ−1,w(Vˆτ−1), depending on whether
Vˆτ = V∗τ . This is because when Vˆτ 6= V∗τ , the Hamming
distance |∆(pˆτ )| has to increase by one compared to the case
when Vˆτ = V∗τ . Second, in the third case of (47), we have
to deal with the case when w = 0. The case Vˆτ 6= V∗τ and
w = 0 cannot happen because Vˆτ 6= V∗τ implies w ≥ 1. The
case Vˆτ = V∗τ and w = 0 happens only if the subpath Pˆτ
is exactly the same subpath Pτ , in which case the product∏
t∈∆(Pˆτ ) θ
(
µ
2σ2 , |Vˆt|
)
in (45) has void index set ∆(Pˆτ )
and should equal to 1. Using this method, we can compute
ST,w(VˆT ) for all VˆT ∈ [m] and w = 1, 2, . . . T in O(mT 2)
time.
Remark 4. Viterbi decoding can be viewed as a special type
of message-passing techniques that can guarantee optimality.
The possibility of analyzing classical Viterbi decoding comes
from the Markov timeline structure in the message-passing
graph (i.e., conditioned on the current state, past and future are
independent of each other). However, the network partitioning
technique in Algorithm 3 breaks this Markov property, which
makes the analysis much harder than classical Viterbi decoding
analysis. It is interesting to see if the proposed network
partitioning technique and its analysis can apply to some other
message-passing techniques that guarantee convergence [51],
[52].
IV. A CASE STUDY ON RANDOM GEOMETRIC GRAPHS
The random geometric graph is a good approximation to real
sensor networks in the problem of tracking in a geographic
area. Therefore, we study the analytical forms of the two
bounds in Theorem 1 and Theorem 2 in the specific setting
of a random geometric graph. The random geometric graph
G = (V, E) that we use are composed of nodes that are
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Fig. 3: Illustration of the square partitioning and the resulted
super-graph when B = 3.
distributed according to a Poisson point process with mean
value λ in a square area with length 1. Two nodes are
connected if they are within a threshold Euclidean distance
r ∈ (0, 1). The partitioning of a random geometric graph can
be done directly using a square partitioning.
Definition 6. (Square partitioning) Partition the square area of
length 1 into B ×B congruent squares in which each square
has length 1B . In this way, the node set V is also partitioned
into B2 clusters
V =
B2⋃
j=1
Vj , (48)
where each cluster, or super-node Vj , corresponds to the set
of nodes that are in the j-th square area of length 1/B.
We only consider the case when 1/B ≥ r, in which case
two super-nodes Vi and Vj are connected in the super-graph
Gnew = (Vnew, Enew) only if the two corresponding squares
are adjacent (including diagonally adjacent). Therefore, the
resulting super-graph of square partitioning is subgraph of a
square lattice with diagonal connections (see Figure 3).
A. Analysis of the Computational Complexity
Denote by C the number of operations in the dynamic
programming in the super-graph Gnew. Then, since the number
of clusters is B2, the computational complexity of Algorithm 2
is O(B2T ).
B. Analysis of the Path-Localization Error
The result in Lemma 2 states that under the assumption
of a Poisson point process, each square Vj contains approx-
imately λ · ( 1B )2 = λB2 nodes when B2 = O ( nlogn). This
approximation can be formalized using the following lemma.
Lemma 2 ( [53] Lemma 1). Suppose B =
(
b
√
n
c1 logn
c
)2
.
Then,
Pr
(c1
2
log n ≤ |Vj | ≤ 4c1 log n, ∀j
)
> 1− 2n
1−c1/8
log n
. (49)
Therefore, when the number of squares B2 is not too large
(when B2 = O
(
n
logn
)
), the number of the nodes in each
square is approximately equal to each other (in the scaling
sense) with high probability. Denote by sm the maximum
number of nodes in one square. Then, we have |Vj | ≤ sm
for all super-nodes in the super-graph Gnew, and sm is ap-
proximately equal to λB2 (in the scaling sense). Therefore, we
can upper bound the RHS of (18) by replacing |Vˆt| with sm
without making the bound too loose, and obtain a bound in
closed form at the same time.
Corollary 1. In the random geometric graph G = (V, E),
the expectation of the Hamming distance between the path
estimate and the true path measured on the super-graph is
upper bounded by
E
[
DH(P∗, Pˆ)
]
≤ 9 exp
(
− µ
2
4σ2
)
smT, (50)
when µ/σ > 2
√
log(9sm).
Proof: See Supplementary Section VIII.
Therefore, one can see that the expectation of the Hamming
distance between the path and the true path measured on the
super-graph has an upper bound that grows linearly with time
T on a random geometric graph. One may ask whether this
linear growth of localization error can be outperformed by
some other localization techniques. The following theorem
claims that even if one has the access to all the available
information yt(v),∀v ∈ V, t = 1, . . . T , he/she still cannot
obtain sublinear growth of localization error with T on the
super-graph. Since the only available information that we use
in the coarsened dynamic programming in Algorithm 2 is a
lossy version of all the available information, the localization
error cannot grow sub-linearly with T using other localization
algorithms.
Theorem 6. Suppose one uses an arbitrary path-localization
estimator Pˆ(·) with arguments yt(v),∀v ∈ V, t = 1, . . . T .
Then, there exists a constant η independent of T such that,
for all T sufficiently large, the path-localization error measured
using the Hamming distance on the super-graph satisfies
E
[
DH(P∗, Pˆ)
]
≥ ηT = Ω(T ). (51)
Proof: The path estimator can only perform better if more
accurate information is given. Now we choose to give the
following information: we partition the time range [1, T ] ∩ Z
into dδT e intervals, where each interval has 1/δ times slots
(we choose δ such that 1/δ is an integer):
[1, T ] ∩ Z =
dδTe⋃
i=1
(
i− 1
δ
,
i
δ
] ∩ Z. (52)
We choose the constant δ small enough so that the diameter
(the maximum multi-hop distance between two nodes) of any
cluster Vi in the graph partitioning V =
⋃m
i=1 Vi is smaller
than 12δ . Now consider the path-localization problem with
the side information on the exact positions of the moving
agent at time points t = 1δ ,
2
δ , . . .
dδTe
δ on the true path
p∗ = (v∗0 , v
∗
1 , v
∗
2 , . . . v
∗
T ) in the original graph. When this side
information is provided, the path-localization problem is de-
composed into dδT e small path-localization subproblems with
path length smaller or equal to 1/δ, because the localization
in two consecutive subproblems are made independent by the
fixed junction, i.e., the exact location at one of the time indices
t = 1δ ,
2
δ , . . .
dδTe
δ .
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Now we look at the first path-localization problem with
the end node v∗1/δ given. Now that δ is small enough so
that the diameter of any cluster Vi is smaller than 12δ , the
projected path of the true path (v∗1 , v
∗
2 , . . . v
∗
1/δ) in the super-
graph is not necessarily a constant path (the path that stays
at the same node). This means that the path localization on
this time segment t = 1, 2, . . . 1/δ is not trivial, i.e., one
cannot directly assign the projected position of v∗1/δ to the
other time indices t = 1, 2, . . . 1/δ − 1. Therefore, for any
path-localization estimator Pˆ , the expected error of Pˆ on this
subproblem with path length 1/δ cannot be zero. Denote by ψ
the expected path-localization error on this subproblem. Then,
we know that the overall path-localization error is at least
the summation of the path-localization error on each small
problem. In other words,
E
[
DH(P∗, Pˆ)
]
≥ c · dδT e =: ηT. (53)
C. Simulation
First, we test the algorithm on a random geometric graph
with 20000 randomly generated nodes that are distributed
according to the Poisson point process on a square area with
length 1. Two nodes are connected if they are within distance
0.02. Then, we partition the square areas into m sub-squares
using direct square tessellation and merge the nodes in each
square into one “super-node”. The number of clusters can be
m = 400, 625, 900, 1225, 1600, 2025 or 2500. After that,
we generate a random walk on the graph to represent the
positions of a moving agent and use Algorithm 3 to estimate
both the trajectory and the final position of the path-signal
from Gaussian observation noise. The destination distance
error metric d(·, ·) in Definition 3 is defined as the Euclidean
distance on the square area.
The results in Fig. 4a and Fig. 4b respectively show the
threshold signal to noise ratio µ/σ to achieve Hamming local-
ization error ≤ 0.05 and destination-localization error ≤ 0.01
versus different number of clusters in the graph partitioning
stage. The theoretical upper-bounds on the required SNR are
respectively obtained from Theorem 3 and Theorem 4 by
setting the desired Hamming distance to 0.05 and the desired
destination distance to 0.01. The result in Fig. 4c shows the
computation time of one step in the FOR-loop in Algorithm 1
when the number of clusters differ. We can see from Fig. 4a
and Fig. 4b that when the number of clusters increases, the
required SNR to achieve the same localization error decreases,
but the computation time increases. In practice, one should find
the optimal number of clusters to obtain a tradeoff between
computation time and localization error.
V. A CASE STUDY ON A REAL GRAPH
We test different graph partitioning methods on a real
graph. We focus on “Slashburn”, which is a graph partitioning
technique that can obtain a “wing-shaped” permuted adjacency
matrix as shown in Fig. 5b from the original adjacency
matrix in Fig. 5a. The main idea of [24] is that real-world
graphs often do not have good cuts for a reasonable graph
partitioning result, but can often be “shattered” into many
small and unconnected clusters after a small set of hub-
nodes are removed from the network. Fig. 5 is an example
of Slashburn on the AS-Oregon graph [33] of Autonomous
Systems (AS) peering information inferred from Oregon route-
views. In Fig. 5b, the hub-nodes are the ones on the upper-
left corner of the adjacency matrix. After these hub-nodes are
removed from the graph, the remaining nodes are scattered
into many small clusters. For the partitioned graph in Fig.
5b, we define each connected component after removing the
hub-nodes as one cluster, and define each hub-node as one
cluster as well. Therefore, in the super-graph, we have one-
node clusters formed by the hub-nodes. Then, we implement
the multiscale Viterbi decoding algorithm as in Algorithm 3.
Why do we use Slashburn for graph partitioning instead of
other methods? This is because after we change the original
graph into a super-graph, we wish the obtained super-graph
is also sparse. In fact, from the obtained theoretical bound in
Theorem 3, the localization error increases when the number
of paths in the super-graph increases. Since the number of
paths in the super-graph increases when the density of edges
of the super-graph increases, we wish the obtained super-
graph is sparse. Classical graph partitioning methods are not
useful here because even if two clusters are connected by
only one edge, these two clusters are connected in the super-
graph. However, if we use the Slashburn method, the clusters
are completely disconnected if hub-nodes are removed, which
means the super-graph is still sparse because of these discon-
nected clusters (see the large blank space in Fig. 5c).
A. Data experiments
We test the multiscale Viterbi decoding algorithm on a real
graph called AS-Oregon [33]. The result on the localization
error versus the signal to noise ratio µ/σ is shown in Fig. 6.
We also compare other partitioning methods including METIS
[54], Louvain [55] and spectral clustering [56]. The METIS
algorithm is a two-phase algorithm, where in the first phase
nodes are repeatedly merged based on recursive bipartite
matchings and in the second phase the merged nodes are
unfolded with local refinement. The Louvain algorithm is
an iterative algorithm that seeks to maximizes the graph
modularity using local refinement. The number of clusters
in each method is: The number of clusters in the Slashburn
method and the Lovain method is slightly higher because we
cannot directly adjust the number of clusters.
The curves with legends “MVD-SB”, “MVD-M”, “MVD-L”
and “MVD-SC” respectively refer to the proposed multiscale
Viterbi decoding algorithm using the Slashburn, METIS, Lou-
vain and Spectral Clustering. The curve with legend “Naive
maximization” is the method that we mentioned in Section
II that chooses the node with the maximum node signal in
the original graph at each time point. The curve with legend
“super-graph” shows the localization error of Algorithm 2 in
the super-graph using the Slashburn algorithm. As we men-
tioned in Remark 3, one can see that the Hamming distance
of Algorithm 3 (the curve with legend “MVD-SB”) is only
slightly larger than that of Algorithm 2 (the curve with legend
12
500 1000 1500 2000 2500
Number of clusters
0
2
4
6
8
Th
re
sh
ol
d 
Si
gn
al
 to
 N
oi
se
 R
at
io
 µ
/σ Theoretical upper-bound
Simulation
(a) Threshold SNR for Hamming distance
500 1000 1500 2000 2500
Number of clusters
0
2
4
6
8
Th
re
sh
ol
d 
Si
gn
al
 to
 N
oi
se
 R
at
io
 µ
/σ Theoretical upper-bound
Simulation
(b) Threshold SNR for destination distance
0 500 1000 1500 2000 2500 3000
Number of clusters
0
0.1
0.2
0.3
0.4
Co
m
pu
ta
tio
n 
tim
e/
s
(c) Computational complexity
Fig. 4: Figure (a) and (b): Threshold SNR to achieve 0.05 Hamming distance and 0.01 destination distance for different number
of clusters (super-nodes). Figure (c): Computation time of one step in Algorithm 2 versus the number of clusters in the graph
partitioning.
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Fig. 5: An illustration of the Slashburn graph partitioning method
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Fig. 6: Localization error comparison between dynamic pro-
gramming with and without graph partitioning on AS-Oregon
graph. The curve ‘no partitioning (MLE)’ ends at µ/σ = 4.5
because the simulation without partitioning takes too long to
obtain a steady and accurate simulation data point when the
Hamming error is small.
“super-graph”). This means that simply choosing the node with
the maximum signal in each cluster in Algorithm 3 is already
near-optimal. Therefore, although one may use another round
of dynamic programming to find the fine-grained path in the
approximate path output by Algorithm 2, the obtained result
has limited Hamming distance reduction compared to simply
No partitioning MVD-SB MVD-M MVD-L MVD-SC
Different path localization methods
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Fig. 7: Time comparison between dynamic programming with
and without graph partitioning on AS-Oregon graph. For each
method, we show the time for path search in Algorithm 3
(blue), the time for graph partitioning (green), and the overall
time (yellow).
choosing the node with the maximum signal in each cluster.
The computation time of one step of dynamic programming
with Slashburn (i.e., Algorithm 3) and without graph parti-
tioning (i.e., Algorithm 1 or the path MLE) are respectively
0.0101719 seconds and 3.5344 seconds. The partitioning time
of Slashburn on the AS-Oregon graph is 10.5313 seconds.
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The number of time points is set to T = 1000. Therefore,
the total time of dynamic programming without partitioning is
3534.4 seconds, while the total time of the multiscale Viterbi
decoding algorithm is 20.7032 seconds. The partitioning time
can be further reduced if we tune a parameter that controls
the hub-node size in Slashburn [24], but the localization error
gets higher. Similarly, if we reduce the size of each cluster,
the localization error gets higher, but the computation time
decreases. The computation time of dynamic programming
with and without partitioning, including other partitioning
methods, are also shown in Fig. 7.
Note that the destination distance (Euclidean distance) here
does not have a specific meaning, so we only use the Hamming
distance DH(p∗, pˆ) =
∑T
t=1 1(vˆt 6= v∗t ).
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VI. SUPPLEMENTARY: PROOF OF LEMMA 1
Define Wt = ut(Vˆt) and Ut = ut(V∗t ). The probability of
this event can be upper-bounded by
Pr(S(Pˆ) ≥ S(P∗)) = Pr
(
T∑
t=1
Wt ≥
T∑
t=1
Ut
)
, (54)
where note that at some positions, the two paths may overlap.
Using the Markov inequality, for all s > 0,
Pr
(
S(Pˆ) ≥ S(P∗)
)
= Pr
(
exp
(
s
T∑
t=1
(Wt − Ut)
)
≥ 1
)
≤ min
s>0
E
[
exp
(
s
T∑
t=1
(Wt − Ut)
)]
(a)
= min
s>0
∏
t∈∆
E
[
esWt
]
E
[
e−sUt
]
,
(55)
where ∆ ⊂ {1, 2, . . . T} in equality (a) denotes the set of
time points when the two paths do not overlap, i.e., Vˆt 6= V∗t .
From the definitions of Wt, we know Wt is the maximum of
|Vˆt| i.i.d. random variables W offi , where each W offi D= W off ∼
N (0, σ2). We use the following lemma to upper-bound the
moment-generating function E
[
esWt
]
of Wt.
Lemma 3. Suppose X1, X2, . . . Xk are i.i.d. Gaussian random
variables with mean zero and variance σ2. Denote by Xmax =
max{X1, X2, . . . Xk}. Then5,
E
[
esXmax
]
≤ min
l≥k
min
η∈[0,1]
lηl−1e
1
2
s2σ2Q(Q−1(η/σ)− sσ2)
+
√
l2
2l − 1(1− η
2l−1)es
2σ2
√
Q(Q−1(η/σ)− 2sσ2).
(56)
Proof: Denote by F (x) the c.d.f. (cumulative distribution
function) of Xi, i = 1, 2, . . . k. Denote by φ(x) the p.d.f.
(probabilistic distribution function) of Xi, i = 1, 2, . . . k. Then,
the p.d.f. of Xmax is kF (x)k−1φ(x). Note that the maximum
of l ≥ k random variables that have the same distribution
φ(x) as Xi have a larger moment generating function than
E
[
esXmax
]
. Therefore, for any η ∈ [0, 1] and l ≥ k,
E
[
esXmax
]
≤
∫ ∞
−∞
lF (x)l−1φ(x)esxdx
=
∫ F (x)=η
−∞
lF (x)l−1φ(x)esxdx+
∫ ∞
F (x)=η
lF (x)l−1φ(x)esxdx
(a)
≤
∫ F (x)=η
−∞
lηl−1φ(x)esxdx
+
√∫ ∞
F (x)=η
l2F (x)2l−2φ(x)dx ·
√∫ ∞
F (x)=η
φ(x)e2sxdx
=lηl−1
∫ F (x)=η
−∞
φ(x)esxdx
+
√∫ ∞
F (x)=η
l2dF (x)2l−1
√∫ ∞
F (x)=η
φ(x)e2sxdx
=lηl−1
∫ F (x)=η
−∞
φ(x)esxdx
+
√
l2
2l − 1(1− η
2l−1)
√∫ ∞
F (x)=η
φ(x)e2sxdx,
(57)
where (a) follows from the Cauchy-Schwartz inequality. No-
tice that
∫ F (x)=η
−∞
φ(x)esxdx
=
1√
2piσ2
∫ x=F−1(η)
−∞
e
− 1
2σ2
x2
esxdx
=
1√
2piσ2
∫ x=F−1(η)
−∞
e
− 1
2σ2
(x−sσ2)2
e
1
2
s2σ2dx
=e
1
2
s2σ2 1√
2piσ2
∫ x=F−1(η)−sσ2
−∞
e
− 1
2σ2
x2
dx
=e
1
2
s2σ2Q(F−1(η)− sσ2) = e 12 s2σ2Q(Q−1(η/σ)− sσ2),
(58)
5An astute reader may be confused by the minl≥k in (56) because esXmax
is monotonically increasing in l. However, the right hand side of (56) is not
necessarily monotone in l. Nonetheless, the minl≥k is only a proof trick to
make the function ψ(s, k) in (64) monotonically increasing in k. Finally we
will assign l = k to obtain the upper desired bound.
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where Q(·) is the Q-function Q(x) =
1√
2pi
∫∞
x
exp
(
−u22
)
du. Also notice that∫ ∞
F (x)=η
φ(x)e2sxdx =
1√
2piσ2
∫ ∞
x=F−1(η)
e
− 1
2σ2
x2
e2sxdx
=
1√
2piσ2
∫ ∞
x=F−1(η)
e
− 1
2σ2
(x−2sσ2)2
e2s
2σ2dx
=e2s
2σ2 1√
2piσ2
∫ ∞
x=F−1(η)−2sσ2
e
− 1
2σ2
x2
dx
=e2s
2σ2Q(F−1(η)− 2sσ2) = e2s2σ2Q(Q−1(η/σ)− 2sσ2).
(59)
Plugging in (58) and (59) into (57), we have
E
[
esXmax
]
≤ lηl−1e 12 s2σ2Q(Q−1(η/σ)− sσ2)
+
√
l2
2l − 1(1− η
2l−1)es
2σ2
√
Q(Q−1(η/σ)− 2sσ2).
(60)
Using Lemma 3, we have
E
[
esWt
]
≤ min
l≥|Vˆt|
min
η∈[0,1]
lηl−1e
1
2
s2σ2Q(Q−1(η/σ)− sσ2)
+
√
l2
2l − 1(1− η
2l−1)es
2σ2
√
Q(Q−1(η/σ)− 2sσ2),
(61)
where l = |Vˆt|.
From the definition of Ut, Ut is always greater than a ran-
dom variable that is distributed the same as U on ∼ N (µ, σ2).
Therefore,
E
[
e−sUt
]
≤ E
[
e−sU
on
]
= e
1
2
s2σ2−µs. (62)
Therefore, from (55), (61) and (62),
Pr
(
S(Pˆ) ≥ S(P∗)
)
≤ min
s>0
∏
t∈∆
ψ(s, |Vˆt|) ≤
∏
t∈∆
ψ(s∗, |Vˆt|),
(63)
where s∗ is chosen to be s∗ = µ2σ2 and
ψ(s, k) := min
l≥k
min
η∈[0,1]
lηl−1es
2σ2−µsQ(Q−1(η/σ)− sσ2)
+
√
l2
2l − 1(1− η
2l−1)e
3
2
s2σ2−µs√Q(Q−1(η/σ)− 2sσ2). (64)
Therefore, we complete the proof by upper bounding
ψ(s∗, |Vˆt|) with θ(s∗, |Vˆt|) defined in (14).
VII. SUPPLEMENTARY: AN EXTENSION TO LOCALIZING
MULTIPLE PATH-SIGNALS
Consider the problem of localizing multiple (possibly over-
lapping) paths from noisy observations. Suppose there are
k > 1 deterministic but unknown connected paths pj =
(vj1, v
j
2, . . . v
j
T ), j = 1, 2 . . . k. The multi-path-signal xt is
defined as follows: xt(v) = µ for all v ∈ {v1t , v2t , . . . vkt },
i.e., if v is on at least one path (two paths may overlap at v)
at time t, otherwise xt(v) = 0. The observation model is still
defined as
yt = xt +wt, t = 1, 2, . . . T, (65)
where the noise wt ∼ N (0, σ2 I). Our goal is to localize the
set of nodes {v1t , v2t , . . . vkt } for each time point t. We do not
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Fig. 8: Simulation results on the Hamming distance between
the path estimates and the true paths for different number of
paths.
require to recover the index of the path that each node belongs
to.
The generalization of the multiscale Viterbi algorithm to
multiple paths is shown in Algorithm 4. The main intuition be-
hind Algorithm 4 is that the k paths can be found sequentially.
After one path is found, the activated path-signal is subtracted
from the signal observations yt and the search for the next path
begins. The empirical performance of the proposed multi-path
multiscale Viterbi algorithm degrades as the number of paths
increases, because when many paths overlap with each other,
subtracting a path-signal from an overlapping path-signal
makes the latter one disconnected. Therefore, when localizing
multiple path-signals in a sequential way, the path localization
error accumulates. A thorough study on the performance of
this extension is meaningful.
Algorithm 4 Multiscale Viterbi Decoding for Multi-Path-
Signal Localization
INPUT: A graph G = (V, E) and graph signal observations
yt, t = 1, 2, . . . T .
OUTPUT: T nodes sets {v1t , v2t , . . . vkt }, t = 1, 2, . . . T .
INITIALIZE: Set wt = yt.
FOR j from 1 to k
• Call Algorithm 3 with inputs G = (V, E) and wt, t =
1, 2, . . . T to obtain a path estimate pˆj = (vˆ
j
1, vˆ
j
2, . . . vˆ
j
T ).
• Set wt(vˆ
j
t )← wt(vˆjt )− µ.
OUTPUT: The T nodes sets {v1t , v2t , . . . vkt }, t = 1, 2, . . . T .
Finally, we test the multi-path Viterbi decoding algorithm
on the same random geometric graph (Algorithm 4) with
900 clusters. The results are shown in Fig. 8. Each curve
represents the average normalized Hamming distance for a
particular number of paths. Note that the localization result is
not good enough when we try to localize ten paths at the same
time. This is because when we try to localize ten paths, we
have to sequentially carry out the multiscale Viterbi decoding
algorithm (Algorithm 3) on the super-graph formed by 900
clusters. This means we effectively search for 10 paths in a
graph with 900 nodes, which may have many overlappings or
crossings.
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VIII. SUPPLEMENTARY: PROOF OF COROLLARY 1
From Theorem 1, we can replace |Vˆt| with sm in (18). In
this proof, we will only count the paths Pˆ = (Vˆ1, Vˆ2, . . . VˆT )
s.t. DH(P∗, Pˆ) ≥ δT for some constant δ. We denote this set
of paths by Sδ . Then, from Theorem 1,
E
[
DH(P∗, Pˆ)
]
≤ δT+
∑
Pˆ∈Sδ
DH(P∗, Pˆ) ∏
t∈∆(Pˆ)
θ
( µ
2σ2
, |Vˆt|
) ,
(66)
where DH(P∗, Pˆ) = |∆(Pˆ)|. From the definition of θ(·, ·) in
(14), we have
θ
( µ
2σ2
, |Vˆt|
)
(a)
= min
η∈[0,1]
lηl−1es
2σ2−µsQ(Q−1(η/σ)− sσ2)
+
√
l2
2l − 1(1− η
2l−1)e
3
2
s2σ2−µs√Q(Q−1(η/σ)− 2sσ2)
(b)
≤ les2σ2−µsQ(Q−1(1/σ)− sσ2)
≤les2σ2−µs
(c)
≤sm exp
(
− µ
2
4σ2
)
,
(67)
where l = |Vˆt| and s = µ2σ2 in (a), (b) is obtained by setting
η = 1, and (c) is obtained by plugging in s = µ2σ2 and l =
|Vˆt| ≤ sm. Thus, we have
E
[
DH(P∗, Pˆ)
]
≤ δT+
∑
Pˆ∈Sδ
DH(P∗, Pˆ) ∏
t∈∆(Pˆ)
exp
(
− µ
2
4σ2
)
sm
 .
(68)
Note that ∆(Pˆ) is defined as the subset of time when Vˆt 6= V∗t .
Therefore, if we define
c := exp
(
− µ
2
4σ2
)
sm, (69)
we have
E
[
DH(P∗, Pˆ)
]
≤ δT +
∑
Pˆ∈Sδ
DH(P∗, Pˆ) ∏
t∈∆(Pˆ)
c

=δT +
∑
Pˆ∈Sδ
[
DH(P∗, Pˆ)cDH (P
∗,Pˆ)
]
= δT +
T∑
D=δT
ND ·DcD,
where ND is the number of paths Pˆ such that DH(Pˆ,P∗) =
D. The total number of paths that has distance D away from
the true path is upper-bounded by
ND <
(
T
D
)
9D, (70)
where the first term
(
T
D
)
denotes the possible positions of the
D time points t such that Vˆt 6= V∗t in T time points, and the
second term 9D is the upper bound on the number of paths that
differs from the true path on particular D positions. Therefore
E
[
DH(P∗, Pˆ)
]
≤δT +
T∑
D=δT
(
T
D
)
9D ·DcD
≤δT + T
T∑
D=δT
(
T
D
)
(9c)D.
=δT +
[
T∑
D=δT
(
T
T −D
)(
1
9c
)T−D]
· (9c)T
=δT +
(1−δ)T∑
U=0
(
T
U
)(
1
9c
)U · (9c)T
≤δT +
(
1
9c
)hq(1−δ)T
(9c)T ,
where the last inequality follows from an upper bound on the
volume of a Hamming ball with radius (1 − δ)T that holds
when
δ ≥ 1
q
:= 9c, (71)
and the entropy function hq(p) = p logq(q − 1) − p logq p −
(1− p) logq(1− p). Therefore,
E
[
DH(P∗, Pˆ)
]
≤δT + (9c)[1−hq(1−δ)]T , (72)
where δ has to satisfy δ ≥ 9c, where c should be chosen such
that 9c < 1. In other words, when δ ≥ 9c ∈ [0, 1], the term
(9c)[1−hq(1−δ)]T goes to zero when T →∞. Thus,
lim
T→∞
E
[
DH(P∗, Pˆ)
]
≤ 9cT = 9 exp
(
− µ
2
4σ2
)
smT, (73)
when exp
(
− µ24σ2
)
sm <
1
9 , or µ/σ > 2
√
log(9sm).
