Abstract-Information acquired using different medical imaging techniques (e.g., MRI, PET, CT, etc.) can be combined to get a clear understanding of the overall condition of a patient for the purpose of diagnosis. Registering images from different modalities without a priori knowledge is difficult since the images may have very different intensity mappings and structural characteristics. This paper presents a novel approach to the multi-modal registration of medical images through the use of a priori knowledge to align medical images using an indirect mapping. The proposed algorithm uses stored information from successful alignment results to infer a relationship between the input images from different modalities. This relationship is then used to estimate the transformations needed to align the medical images together. Experimental results show that a high level of accuracy can be achieved using the proposed algorithm to align medical images from different modalities.
I. INTRODUCTION
A variety of medical imaging techniques have been developed to acquire unique perspectives on the human body. These techniques include x-rays, computed tomography (CT), magnetic resonance imaging (MRI), and positron emission tomography (PET). It is often beneficial to combine image data collected using different techniques. This process is known as medical image data fusion. This process enables physicians to get a better understanding of the overall condition of a patient for the purpose of diagnosis. For example, PET scans are very useful for providing metabolic information regarding functional processes in the body. However, PET scans do not provide the clear anatomic information provided by MRI scans or CT scans. Therefore, it is very useful to combine PET scans with MRI scans or CT scans to provide a better understanding of a patient's overall condition.
One important technique used in medical image data fusion is image registration which aligns images to each other. Different techniques have been proposed for image registration. One common approach to categorizing image registration methods is based on the similarity metrics used to compare the images for the purpose of alignment. Using this approach, image registration techniques can be generally categorized as follows:
2) sum of squared differences (SSD) [4] - [7] 3) mutual information [8] - [12] For the purpose of medical image data fusion, multi-modal registration techniques can be utilized to align images acquired using different modalities. Current multi-modal registration techniques such as those based on SSD and mutual information attempt to find similarities between images obtained from different modalities in a direct fashion without a priori knowledge. This is often very difficult as images acquired from different modalities can have very different intensity mappings. An example of this is shown in Fig. 1 where a T1-weighted MRI cranial slice is compared to a T2-weighted MRI cranial slice. Alignment is further complicated by the fact that structural characteristics captured by one imaging technique may not be captured by another imaging technique. This is illustrated in Fig. 2 where a PD-weighted MRI cranial slice is compared to a CT cranial slice. The tissue information captured by the MR slice is absent in the CT cranial slice, making it difficult to find geometric relationships between the two images. This paper describes a novel approach to the multi-modal registration of medical images using a priori knowledge to align medical images in an indirect fashion. The proposed algorithm stores information from successful alignment results into a knowledge learning system. The proposed algorithm compares a set of input medical images with information stored in the knowledge base to infer a relationship between the input images. This relationship is then used to estimate the transformation model needed to align the input images together, accounting for various geometric distortions. Exper-0840-7789/07/$25.00 ©2007 IEEE imental results show that a high level of accuracy can be achieved using the proposed algorithm for aligning medical images from different modalities.
In this paper, the theory behind the proposed algorithm is described and explained in detail in Section II. The experimental results used to demonstrate the effectiveness of the proposed algorithm are presented in Section III. Finally, conclusions are drawn in Section IV.
II. THEORY
Prior to describing the proposed algorithm, it is important to first explain the underlying theory behind the algorithm.
A. Indirect Approach to Multi-Modal Registration
The proposed approach to multi-modal registration is motivated by two key observations. First, as discussed in the introduction, it is often very difficult to perform registration on images acquired using different modalities due to the structural and intensity differences between the images. Most multimodal image registration techniques (with the exception of neural network approaches [13] ) are naive in the sense that they attempt to align images from different modalities in a direct fashion without a priori information about the images. This is in contrast to human experts who are able to align images with very different structural and intensity characteristics with relative ease. One of the reasons that a human expert is able to do this is because he or she is able to leverage previous experience to infer relationships between images with similar underlying content but vastly different characteristics. By learning what is considered a correct alignment between image pairs, a human expert can use this knowledge to determine the relationship between image pairs that are similar to previously aligned pairs. This observation motivates the use of a priori knowledge from previous successful alignments to improve registration accuracy.
The second observation is that it is significantly easier to register two medical images from the same imaging modality than two images from different imaging modalities. Medical images acquired using the same imaging modality have similar pixel intensity characteristics and similar structural characteristics. These similarities make it much easier to find geometric relationships between such images. This observation motivates the use of an indirect approach to multi-modal registration, where the geometric relationship between images from different modalities is inferred through the geometric relationships between the input images and well-defined images of the same modality from previous knowledge. This indirect relationship inference is illustrated in Fig. 3 . The proposed algorithm makes use of these key observations for the purpose of multi-modal image registration. First, the algorithm establishes a computed geometric relationship between each of the input medical images and images with the same modality in previous knowledge instances. Then, the algorithm uses this knowledge to infer a final geometric relationship between the input medical images for the purpose of alignment.
B. Knowledge Base
The proposed knowledge-based approach to multi-modal image registration requires the construction of a knowledge base containing knowledge about correct alignments between medical images acquired using different imaging modalities. This is synonymous to the memory of a human expert, which retains knowledge learned from previous successes to improve his or her performance in future tasks. The knowledge base used in the proposed system is built upon a hierarchical tree structure. Each non-leaf node signifies either a type of medical image (e.g., heart scan, brain scan, etc.) or a modality pairing of images (e.g., CT-MRI, PET-CT, etc.). Each leaf node contains a knowledge instance that represents the knowledge gained from a successful alignment between two medical images. The knowledge stored within each knowledge instance varies depending upon the type of features and/or method used in the relationship inferencing process. For testing purposes, a normalized cross-correlation similarity metric was used with corners as interest points. Therefore, each knowledge instance contains the coordinates for interest points for each image in the image pair as well as the pixel intensity information corresponding to an image patch around each interest point.
The pixel intensity information within that image patch is used as the local descriptor for that interest point. Most importantly, each knowledge instance contains information regarding the geometric relationship between the two medical images. This relationship can be represented as a transformation matrix T knowledge that maps one image to the other. This information can then be used to determine the alignment between input medical image pairs.
C. Relationship Inferencing
With a knowledge base in place, it is possible to apply this knowledge to draw a relationship between input medical images acquired using different imaging modalities. This is analogous to the cognition of a human expert, where inputs are analysed and compared with existing knowledge to draw associations between different inputs. For the proposed approach, the cognitive association process is broken down into two processes: i) similarity search, and ii) relationship estimation.
In the similarity search, input medical images are compared to a set of knowledge instances within the knowledge base to evaluate the similarity between the input images and images represented by a knowledge instance. Additional parameters such as image types (e.g., CT-MRI, heart scan, etc.) may also be supplied along with the input medical images. These additional parameters help narrow the search space to improve computational speed and registration accuracy. For the purpose of this paper, the input images are denoted as images A and B, and the images stored within the selected knowledge instance are denoted as images C and D. During each similarity comparison, the input images are compared to medical image pairs represented by a knowledge instance. Different feature spaces and similarity metrics may be used in the similarity search. For testing purposes, a similarity value S between each input image and each image from the image pair represented by the knowledge instance is computed by matching local descriptors using a normalized correlation metric. The final similarity score between the input images and the image pair within a knowledge instance (if modalities are unspecified for the input images) is calculated as follows:
where S ij is the similarity value between input image i and image j from the knowledge instance. If modalities are known for the input images, then the similarity score will be based on similarity values between images of the same imaging modalities. The knowledge instance with the highest similarity score is then selected for the relationship estimation process. In relationship estimation, the geometric relationship between the input images is inferred based on the geometric relationships between the input images and the knowledge instance. Consider the case where A is most similar to C and B is most similar to D. The geometric relationships between A and C and between B and D can be found using either uni-modal or multi-modal image registration techniques. For testing purposes, a standard cross-correlation based image registration method was used with pixel intensities as a feature space. The geometric transformation between images was then estimated using the Direct Linear Transformation (DLT) method [14] . The use of this technique demonstrates that a uni-modal image registration technique can be used effectively by the proposed algorithm to perform multi-modal image registration. The geometric relationships between A and C and between B and D are represented by transformation matrices T AC and T DB , which map the coordinates from C to A, and the coordinates from B to D respectively. Since the geometric relationship between C and D are known in the knowledge instance, the geometric relationship between A and B can be estimated as:
where T knowledge is the transformation matrix stored in the knowledge instance that maps the coordinates from D to C.
D. Transformation and Alignment
Using the transformation matrix determined in the relationship estimation process, B can then be aligned to A by transforming the coordinates of B as follows:
where X B represents the original x-y coordinates of B and X B represents the transformed x-y coordinates of B.
E. Proposed Algorithm
Based on the above theory, the proposed approach can be outlined in the following manner:
Given input images A and B:
1) Determine a set of knowledge instances from knowledge base for similarity comparison (based on additional parameters if available). 2) Compare images A and B with each knowledge instance from the selected set and compute the corresponding similarity score. 3) Select best matched knowledge instance based on the computed similarity scores. The image pair represented by the knowledge instance is denoted as C and D, where C is most similar to A and D is most similar to B. 4) Determine geometric relationship between A and C using image registration technique to yield transformation matrix T AC . 5) Determine geometric relationship between B and D using image registration technique to yield transformation matrix T BD . 6) Compute geometric relationship between A and B based on T AC , T DB , and T knowledge from the knowledge instance. This yields transformation matrix T AB . 7) Align image B to image A using transformation matrix T AB .
III. EXPERIMENTAL RESULTS To evaluate the effectiveness of the proposed algorithm, the algorithm was tested under two scenarios using medical imaging data from the Visible Male and Visible Female datasets from the National Library of Medicine's Visible Human Project. In the first scenario, alignment was performed between MRI-CT cranial slices from the Visible Female dataset without prior knowledge regarding the patient. The knowledge base was trained with image slices from the Visible Male dataset that were artificially distorted to simulate a larger set of patient data. In the second scenario, alignment was performed between MRI-PET cranial slices from the Whole Brain Atlas [15] with prior knowledge about the patient. Therefore, the knowledge base was trained with different artificially distorted image slices from the same patient. The root-mean squared error (RMSE) was calculated relative to gold standard control points and averaged over 10 trials for each scenario. The alignment accuracies for both scenarios are reported in Table I . It can be seen that the mean pixel error is relatively low for both cases. The MRI-CT case resulted in lower alignment accuracy than the MRI-PET case. The lower accuracy can be attributed to the lack of prior knowledge about the patient. An alignment between PET-CT cranial slices is illustrated in Fig. 4 . It can be seen that the image slices were correctly aligned. This demonstrates the effectiveness of the proposed algorithm in situations where large intensity and structural differences exist between images from different imaging modalities. IV. CONCLUSIONS This paper presents a novel approach to the multi-modal registration of medical images through the use of a priori knowledge to align images in an indirect manner. The algorithm utilizes knowledge from previous successful medical image alignments to infer a relationship between input images acquired using different modalities. Experimental results demonstrate the effectiveness of the proposed scheme at achieving a high level of registration accuracy. It is believed that this method can be used successfully for aligning medical images of different modalities for the purpose of medical image data fusion.
