We describe a distributed position-based network protocol optimized for minimum energy consumption in mobile wireless networks that support peer-to-peer communications.
7 from field measurements for the particular system at hand [14] .
(2) Large-scale variations: These are modeled by the log-normal shadowing model. In this model, the received signal power averaged over small-scale variations is statistically described by a lognormal distribution with the distance-dependent mean obtained from the path loss calculation [14] .
(3) Small-scale variations: These are modeled by a Rayleigh distribution. In the Rayleigh model, the received signal is a wide-sense stationary stochastic process whose amplitude at each point in time is a Rayleigh random variable [5, 13, 14] .
Typically, a wireless communication receiver is designed with diversity reception to combat small-scale variations. Diversity reception means that the receiver can collect streams of the same data which traveled through independent paths. A widely used diversity technique is the Rake receiver in spread-spectrum communication systems which collect multipath components at intervals of the chip period [13, 14] .
A technique called Maximum Ratio Combining (MRC) is used to optimally combine these independent streams. In a full Rake receiver, all multipath components are collected and combined optimally.
In well-designed multiuser communication systems, small-scale variations are therefore handled by diversity techniques and combiners at the physical layer. The only parameter of consequence to designing power-efficient network topologies at the upper layers is 8 the power of the received signal after MRC, which is determined only by path loss and large-scale variations but not small-scale variations.
In multiuser system designs, typically, a tolerable outage probability is specified for large-scale variations [14] . For instance, in a cellular phone system, it may be required that the received signal power after MRC stay above a certain detection threshold 99% of the time (or with outage probability 0.01). If there is only a single transmitter to transmit the signal (e.g. no base station diversity), this transmitter can adjust its transmit power to satisfy the outage probability specification.
We show in Appendix A that a minimum-power network design which addresses the increase in transmit power to handle large-scale variations is fundamentally the same as a design which considers only the path loss. In order not to obscure the mathematics with outage probabilities, we have chosen to place this part in the appendix.
In the path-loss model, the path loss may normally depend on the heights of the transmit antennas as well as the transmitter-receiver separation [14] . In this paper, we assume that the mobile devices have similar antenna heights so that this variation in the third dimension can be ignored. For example, in an ad hoc network made up entirely of users carrying hand-held devices, this assumption is justified.
Therefore, we will concentrate only on path loss which is distance-dependent in our network configuration algorithm. Our algorithm does not depend on the particular value of the path loss exponent ( for outdoor propagation models [14] ) and thus offers the flexibility to be applied in various propagation environments.
Our main observation is this: Since the transmit power falls as , as given by the path loss model, relaying information between nodes may result in lower power transmission than communicating over large distances. Assume that all three nodes use identical transmitters and receivers. Node A wants to send a message to C. Let denote the predetection threshold (in mW) at each receiver. In other words, the minimum power which a transmitter must radiate in order to allow detection at distance meters away is where is the exponent in the path loss model. Assuming that node A knows the positions of B and C, it has two options: It can transmit the signal directly to C, which entails a power consumption of at node A, or it can relay the message through node B and have it retransmit it with the minimum power needed for B to reach C. In this second case, the total transmit power consumption is . In the case of 3 colinear nodes, it is easily seen that relaying the message through the middle
node always comes at a lower total transmit power consumption than transmitting directly.
When the three nodes are allowed to lie on a 2-dimensional plane, which is denoted by , the option which costs less total power becomes a function of where the receive node is positioned. In the next section, we find the positions for the receive node where relaying will always consume less total power than transmitting directly.
There is another source of power consumption which must be considered in addition to path loss. In the above example, when node A relays through B, node B has to devote part of its receiver to receive and store node A's message. This additional power will be referred to as the receiver power at the relay node and will be denoted by . Each relay induces an additional receiver power to be consumed at the relay node. For the above example, the total power consumption, including transmit and receiver power consumption in the transmission, is thus when node B is used as a relay.
A third component in power consumption is the power required to process the signal.
In this case, the relayed signal is simply buffered. Additional power will also be consumed when running the algorithm which we propose. In the design of modern processors, however, the power consumption required for such processing and computation can be made negligible compared to transmit and receiver powers [6, 18] . Therefore, our power consumption model will ignore this third component.
Based on the observation concerning relays, we will first tackle the problem of finding 
Minimum Power Networks
In this section, we develop a general mathematical theory which will eventually lead to the design of a minimum power topology on a stationary network. First, we investigate the implications of our power consumption model. We show that power-efficient transmission can be achieved by each node by its considering only its immediate locality called its enclosure. One of the key results is that if every node maintains communication links with the nodes in its enclosure, the resulting network is strongly connected. Then, we introduce definitions which will help us describe a protocol in the next section that is based entirely on the key results of this section. The proofs of all the lemmas and theorems of this section are given in Appendix B.
In order to investigate the implications of local information on power-efficient transmission, we consider three nodes in , denoted by , and . Node is a node that wishes to transmit information to node . Accordingly, node is called the transmit node and node the receive node. Node considers the third node to be used as a relay for transmission from to . Node is called the relay node. Our aim is to transmit information from to with minimum total power incurred by , and . By varying the position of , we investigate under which conditions it consumes less power to relay through .
Below, the position of is denoted by .
Definition 1 (Relay region)
The relay region of the transmit-relay node pair is defined to be where denotes the power required to transmit information from node to through the relay node , whereas denotes the power required to transmit information from to directly. 
transmit power roll-off. We now introduce an ease of notation. Let denote the position of node on .
For a particular transmit node which we will specify, we will denote the relation by . We use this new notation in the following lemmas.
Lemma 2 (Distance Properties of Relay Nodes) Let be the transmit node, the relay 
node, and the receive node. If , then,
, and (2) .
Lemma 3 (Properties of Relay Regions) Let the transmit node be denoted by . Relay regions of have the following properties.
(1) for any .
(2) If , then .
(3) If and , then .
We now consider a finite set of randomly deployed stationary nodes over . In the development below, denotes any node that wishes to transmit information. In a real application, the nodes will be distributed over some finite area. We could designate a rectangular area which includes all the nodes as the deployment region. However, specifying the exact shape of the deployment region would unnecessarily restrict us. In order to keep the theory applicable in general, it suffices to define the deployment region as any bounded region which includes the nodes in it. This definition includes the special case of a rectangular area on which the nodes can be considered being deployed.
Definition 2 (Deployment Region) Any bounded set in which has the positions of the
nodes in as a subset is said to be a deployment region for the node set .
The reason for explicitly introducing a deployment region in the discussion is that in practice, there is a finite area beyond which no nodes should be looking for neighbors to communicate. The boundaries of deployment regions can also be taken as known and impenetrable obstacles to communication. Then, the nodes near the edges can use this fact not to search unnecessarily beyond the boundary of the deployment region.
We next introduce two important definitions: Enclosure and neighbor. The main idea behind enclosure is illustrated in Figure 3 .
Figure 3 Enclosure of node
The figure is drawn from the perspective of node which has found 3 other nodes in its surrounding. Node can compute the relay region with each of the 3 nodes it has found. The 3 relay regions computed this way are illustrated in the figure.
This in turn specifies a region around beyond which it is not power-efficient for to search for more neighbors. This follows directly from the definition of relay regions. This
bounded region around is the region of enclosure or simply the enclosure of . The formal definition below includes the deployment region to limit the enclosure to within the deployment region since the deployment region is the only region of interest.
Some new nodes that finds may lie in the relay regions of previously found nodes.
Then it is not power-efficient to transmit directly to these new nodes and thus can simply eliminate them from consideration. Thus keeps only those nodes that are in its enclosure.
The nodes which lie in the enclosure of will be called the neighbors of and these will be the only nodes to which will maintain communication links for power-efficient transmission. The following definition formalizes these concepts in a more general setting.
Definition 3 (Enclosure and Neighbor)
The enclosure of a transmit node is defined as the non-empty solution to the set of the equations and Above, denotes the complement of any set , denotes the deployment region for the node set . Each element of is said to be a neighbor of and is called the neighbor set of .
Notice that the enclosure of is bounded since is bounded. We will show in the next section that the pair exists and is unique by presenting an algorithm which com-
putes this unique solution.
Definition 4 (Enclosed node)
A node is said to be enclosed if it has communication links to each of its neighbors and to no other node.
The main goal of the next section will be to compute a sparse and strongly connected graph of communication links between all the nodes. This graph will be computed from only local information and the existing links will be only between nodes who are close enough to be neighbors (as the term is used in Definition 3). This sparse graph of communication links between neighbor nodes is called the enclosure graph.
Definition 5 (Enclosure graph)
The enclosure graph of a set of nodes is the graph whose vertex set is and whose edge set is where is the directed communications link from to .
As mentioned in Section 2, an important requirement for peer-to-peer communications on an ad hoc network is that the network be strongly connected. The following theorem
shows that the enclosure graph satisfies this requirement.
Theorem 1 (Strong Connectivity) Fix the deployment region for a set of nodes .
The enclosure graph of is strongly connected.
Finally, we would like to find a graph which not only is strongly connected but also contains only the minimum-power paths from each node to the master-site. This optimal
spanning tree which has the master-site as its root will be called the minimum power topology. In Theorem 4 below, we will show that the minimum power topology is necessarily contained in the enclosure graph and can thus be found by dropping the non-optimal links of the enclosure graph.
Definition 6 (Minimum power topology)
A graph on the stationary node set is said to be a minimum power topology on if
(1) Every node has a directed path to the master-site, and
(2) The graph consumes the least total power over all possible graphs on for which (1) holds.
Distributed Network Protocol
In this section, we describe a distributed network protocol which finds the minimum power topology for a stationary set of nodes with a master-site. The main idea in this protocol is that a node does not need to consider all the nodes in the network to find the global minimum power path to the master-site. By using a very localized search, it can eliminate any nodes in its relay regions from consideration and pick only those few links in its immediate neighborhood to be the only potential candidates.
We divide the protocol into two parts: first, a local search executed by each node to find the enclosure graph, and second, a cost distribution from the master-site to every node. The cost metric is the total power required for a node to reach the master-site along ℵ ℵ ℵ a directed path.
Phase 1: Search for Enclosure
In order for the protocol to find the enclosure graph, each node must find its enclosure and its neighbor set. Since computing enclosure requires knowledge of the positions of nearby nodes, each node broadcasts its position to its search region. The search region is defined to be the region where a node's transmitted signal (and hence its position) can be correctly detected by any node in that region.
We first introduce a conceptual tool which makes the description of the search algorithm easier. When searching for neighbors, a node must keep track of whether a node found is in the relay region of previously found nodes in the search. The relay graph defined below is in effect a data structure which stores this information.
Definition 7 (Relay graph of a node)
Let denote the set of all nodes that a transmit node has found thus far in its search. Let and be two nodes in . Whenever , we form a directed edge from to and denote it by . The relay graph of a transmit node is defined to be the directed graph whose vertex set is and whose edge set is
The relay graph of is denoted by .
It is important to note that represents a relation between and based on their
positions. It indicates that lies in the relay region . It does not represent a communication link between and .
Lemma 4 (No cycles on the relay graph)
The relay graph of a transmit node has no cycles.
We now describe a localized search algorithm executed by each node which finds , namely the neighbor set of .
We will give the intuition behind the search algorithm before we state it precisely. Each node in the algorithm starts search by sending out a beacon search signal which includes the position information for that node. Since every node runs exactly the same algorithm,
we will concentrate on a particular node and call it the transmit node. The transmit node also listens for signals from nearby nodes. When it receives and decodes these signals, it finds out the positions of the nearby nodes and calculates the relay regions for them. As we described in the discussion preceding the definitions of enclosure (Definition 3) and of the relay graph (Definition 7), the transmit node must keep only those nodes who do not lie in the relay regions of previously found nodes. Therefore, each time new nodes are found, the transmit node must update its relay graph.
The nodes which have been found thus far in the neighbor search fall into two categories: If a node found (call it node ) falls in the relay region of some other found node (call it ), then we mark "dead". We say that "blocks" . This is simply terminology we
introduce to keep track of the state of the nodes on the relay graph. If a node is not blocked by any other node found in the search, then we mark that node "alive". The set of alive nodes when the search terminates constitutes the set of neighbors for transmit node . In effect, when the search terminates, the transmit node is enclosed, and the nodes that enclose the transmit node are not in the relay region of any node found. Therefore, this satisfies the definition of neighbor (Definition 3).
We will need an auxiliary function called FlipStatesDownChain in order to update the relay graph. This function is necessary to handle the following situation: At some point in the algorithm, assume that a node denoted by was blocked only by one node called .
Then, in the next iteration, assume that a new node blocks but not . In this case, should be revived since it is no longer blocked by any node. In fact, there may be a whole chain of nodes (i.e. a path on the relay graph) where one node blocks the next one down the chain. When a new node found blocks the first alive node in this chain, the states of all the nodes down the chain need to be flipped. The function FlipStatesDownChain handles this situation.
We now begin the formal description of the algorithm. Below, denotes the fixed deployment region, denotes all the nodes that has found thus far in its search, denotes the new nodes found in the current iteration, denotes the current search region, and denotes all the area that has been searched so far. The function forms on the relay graph of . The algorithm for computing is as follows:
In this algorithm, the function sets the search region in each iteration depending on the nodes that have been found thus far, and the remaining area to be searched. The termination of the algorithm depends on the choice of the search regions. It is always possible to terminate the "while" loop by setting . For mobile networks, the challenge is to find the function such that the energy consumption until the algorithm terminates is minimized.
In Appendix C, we discuss some subtle features of the search algorithm. The next two theorems assert the correctness of the search algorithm and the uniqueness of the solution that this algorithm finds.
Theorem 2 (Correctness of Search Algorithm) When the search for enclosure algorithm
Theorem 3 (Uniqueness of Enclosure and Neighbor Set) The solution found
by the search algorithm is unique.
Phase 2: Cost distribution
In Phase 1 of the algorithm, we took a geometric problem described only by the positions of the nodes on a two-dimensional plane and specified how to construct a sparse graph (called the enclosure graph) of communication links between these nodes. Therefore, Phase 1 constitutes a link set-up and configuration phase. The key point is that the globally optimal links (for the minimum power consumption for communication to the master-site) are all contained in the enclosure graph.
Phase 2 of the algorithm finds the optimal links on the enclosure graph. Therefore, after the enclosure graph has been found in Phase 1, we apply the distributed BellmanFord shortest path algorithm [8] on the enclosure graph using power consumption as the cost metric. In Phase 2, each node broadcasts its cost to its neighbors. The cost of a node is defined as the minimum power necessary for to establish a path to the master-site.
Each node calculates the minimum cost it can attain given the costs of its neighbors.
Let . When receives the information , it computes
where is the power required to transmit from to , and is the additional receiver power that 's connection to would induce at . is either known to , if for instance every user carries an identical receiver, or can be transmitted to as a separate piece of information along with . Then, computes and picks the link corresponding to the minimum cost neighbor. This computation is repeated and the minimum cost neighbor is updated each time. The convergence of the algorithm to a set of links after a finite number of iterations is guaranteed as discussed in [8] . The data transmission from to the master-site can then start on the minimum cost neighbor link which we is the global minimum power link as the next theorem shows.
Theorem 4 (Minimum Power)
The distributed protocol described above finds the minimum power topology on .
Computation of the Relay Region
In the following example, we illustrate the relay region of a single node assuming the tworay propagation model for terrestrial communications, which implies a transmit power rolloff [14] . The close-in reference distance is taken as 1 meter. The carrier frequency is 1 GHz, and the transmission bandwidth 10 kHz. We assume omnidirectional antennas with 0 dB gain, -160 dBm/Hz thermal noise, 10 dB noise figure in the receiver,
and a predetection SNR of 10 dB. Using the Friis free-space formula gives dBm as the minimum transmit power required for detection at 1 meter. We take this to be roughly dBm for our simulations. This can be treated as an effective predetection threshold to be used with the rolloff formula to compute the minimum required transmit power for any distance.
We assume the following model for receiver power at any relay node: A fixed receiver power of 80 mW is consumed at each node, with 20 mW increase for each additional node from which transmission is received. This model can be easily modified according to actual receiver design [4, 15] .
With the above assumptions, the relay region is obtained by solving the following two 
Stationary Network Simulation
We now simulate a stationary network with nodes deployed over a square region of 1 km on each side. The coordinates of the nodes are generated as independent and identically distributed uniform random variables over this region. Since the nodes are stationary, once each node is enclosed and obtains a valid cost, the network remains in the minimum power topology.
The transmit and receiver powers are as described in Section 6 for providing point-topoint connections. In this simulation, we investigate how the total power consumption of the minimum power topology varies with the number of nodes. Figure 5 illustrates this relationship. As the number of nodes grows larger, the average power decreases towards its asymptote of 100 mW receiver power per node. The plot has been normalized to the receiver power.
Figure 5
Average power expenditure per node
Distributed Mobile Networks
The protocol developed so far has been for stationary networks. However, due to the localized nature of its search algorithm, it proves to be an effective energy-conserving protocol for the mobile case as well.
Synchronization in a mobile network can be achieved by use of the absolute time information provided by GPS up to 100 ns resolution [12] . In a synchronous network, each node wakes up regularly to "listen" for change and goes back to the sleep mode to conserve power. We call the time between successive wake-ups the cycle period of the network. If the cycle period is too long, the power costs to the master-site can change significantly from one wake-up to the next. In this case, the network cannot track the cor- Average Power Expenditure Per Node/Transceiver Power rect costs. If the cycle period is too short, then the network consumes unnecessary energy to compute costs that change only slowly. The choice of the cycle period for energy-efficient operation of a wireless network must address this trade-off. In our simulation, we assume that the cycle period has been chosen to meet these two constraints.
After wake-up, each node executes phase 1 of the protocol described in Section 5.
When a node completes phase 2, it either starts data transmission on the optimal link, or goes to the sleep mode to conserve power.
The protocol is self-reconfiguring since strong connectivity is ensured within each cycle period and the minimum power links are dynamically updated. It can be seen that this protocol is also fault-tolerant. A network protocol is fault-tolerant if it is self-reconfiguring when nodes leave or new nodes join the network. Under such a scenario, each node employing our protocol would compute its new enclosure and find the minimum power topology.
Mobile Network Simulation
In this section, we simulate a mobile set of nodes and measure the energy consumption.
The initial positions of 100 nodes are generated as i.i.d. uniform random variables over a square field, 1 km. on each side. The velocity in each coordinate direction is uniformly distributed on the interval . The velocity is the vector sum of the velocities in each coordinate direction. We vary is varied to observe how the energy consumption
The choice of the function in the search algorithm, which is optimized to perform the minimum energy neighbor search, is a topic of our current research.
Therefore, in this simulation, we assume omnidirectional antennas and use a heuristic strategy for the choice of the search radius. The results indicate that even with a heuristic, the energy consumption is very low.
Let be the cycle period of the network. Assume that node is enclosed in the th iteration, and let be the distance of to its furthest neighbor in the th iteration. In the next iteration, if sets its search radius to then its neighbors in the th iteration must fall within this radius. Because the cycle period is small enough to allow positions to vary only slightly from one iteration to the next, in most cases the node will have its previous neighbors in its new enclosure as well. Nodes employing this strategy are enclosed within one iteration of the search algorithm presented in Section 5.
From a system perspective, the measure of mobility is not the velocities but rather the displacements of nodes in a cycle period of the network. The maximum displacement of a node in a cycle period is from the above analysis. Figure 6 displays the searchperiod power level per node averaged over 10000 iterations and averaged over all the nodes. The horizontal axis on this graph is the maximum displacement in meters. Since the average distance between nodes is about 100 meters in this particular simulation, we estimated that the network cannot track correct costs for maximum displacements greater than 8 meters, and graphed power consumption over only this range. The energy expenditure during the search depends on the search duration. For the particular network in this simulation, a two-way propagation delay between a node and its neighbors is estimated to be on the order of 1 . The time that it takes for the transceiver circuits to ramp up and transmit at full power is estimated to be on the order of 1 ms, which is much larger, and hence is the determining factor for the length of the search period. The energy expenditure per node during search can then be found by multiplying the search-period power consumption by this delay.
The energy consumption of a mobile network which uses this protocol is very low. As an example, for meters/sec and for a cycle period of ms, the maximum displacement is about 3 meters. Then, the power consumption during the search period of a node is about 127 mW from Figure 5 . If the node goes to the sleep mode after the search, the search period is simply the "on" period of 1 ms per cycle which is the time required for transceiver circuits to operate. Then, the average power that the protocol consumes over a cycle period is only 0.6 mW per node.
Conclusion
We have described a distributed protocol to find the minimum power topology for a stationary ad hoc network. Because the topology is found via a local search in each node's surrounding, we argued that this is applicable to a mobile ad hoc network. We simulated the performance of the protocol for a mobile network and found that the average power consumption per node is significantly low.
Appendix A
In this appendix, we show that if the lognormal shadowing model is included in addition to path loss, the shape of the relay regions does not change. In fact, an effective detection threshold can be defined as a function of the tolerable outage probability and the variance of the lognormal distribution. Then, this effective detection threshold can be used in the place of the detection threshold in the rest of the analysis in this paper.
Let denote the target probability that the received power level after MRC (denoted by ) stays above the power threshold for detection (denoted by ). Let denote the distance between the transmit and receive antennas. Let denote the standard deviation of the Gaussian random variable underlying the lognormal distribution. Let denote the The conclusion of this discussion is that even when the lognormal shadowing effects are considered, the asymptotic properties of the relay region stays the same. Compared to the relay region obtained using only path loss, the boundary for the relay region adjusted for lognormal shadowing is shifted outwards; hence the enclosure for each node would be slightly larger depending on the measured for the environment and the target probability .
Appendix B
In this appendix, we give the proofs of the lemmas and theorems proved in the paper.
Lemma 1 (Asymptotic Behavior of Relay Regions)
At the boundary , we have . Let denote the receiver power consumption at each of the three nodes. The left-hand side of this equation is comprised of the transmit power to reach from to , the transmit power to reach from to the boundary, and the additional receiver power for the relay node. The right-hand side contains only the transmit power to reach from the transmit node to the boundary.
In addition to this relationship, by the law of cosines, we have where is the angle between the position vectors and . Solving for as
, we obtain for . The proof for is similar.
Lemma 2 (Distance Properties of Relay Nodes)
Proof:
(1) We will use the coordinate system of Lemma 1. For the case with , the asymptote of is the set of equidistant points from and . Since lies to the left of the asymptote, . For the case with , lies on the axis, and hence .
(2) If , then . Writing this in terms of transmit and receiver power terms gives . Then, where the last inequality follows from the non-negativity of distance and power. Since , this establishes the result.
Lemma 3 (Properties of Relay Regions)
(1) Since , the inequality in the definition of the relay region with taken as both the relay and receive node is not satisfied. The result follows immediately from this fact. 
Theorem 1 (Strong Connectivity)
Proof: We prove this by setting up an iterative algorithm which terminates with the desired result. Let be any pair of distinct nodes in the node set. Our aim is to show that there always exists a directed path from to . In the algorithm below, denotes the current node, and the variable denotes the ordered collection of nodes on the path formed thus far in the algorithm. The algorithm is as follows:
Above, denotes the null set. The function Concat appends the node in its second argument to the path in its first argument. The function returns a node
. Such a node always exists for the following reason:
and imply for some . Now, by the strict inequality in Lemma 2.1, no node can appear in the more than once. Because the number of nodes is finite, the loop terminates after at most iterations with a path between and .
Lemma 4 (No cycles on the relay graph)
Proof: Assume that there is a cycle of length on . Then the distinct nodes in the cycle can be labeled as . This implies that and . But since the nodes are distinct and the power consumption is always non-negative. Therefore, , which is a contradiction.
Theorem 2 (Correctness of Search Algorithm)
Proof: The expression for in the first part of Definition 3 is satisfied due to the definition of the variable in the algorithm. We must show that the second part of Definition 3 holds, i.e. that . Equivalently, we must show that We will use the following lemma in the proof of Theorem 3. Reversing the roles of and in the last argument shows that . The proof in the other direction follows trivially.
Theorem 3 (Uniqueness of Enclosure and Neighbor Set)
Proof: Let and be two solutions to the set of equations in Definition Form a fully connected graph on by connecting every node to every other node directly.
The distributed Bellman-Ford algorithm finds the optimal links (using power as the cost metric) for this graph as shown in [8] . We need to prove that these optimal links are necessarily contained in the enclosure graph of . Let be an optimal link. If is not in
→ the enclosure graph of , then there exists a relay node such that . But this contradicts that is an optimal link, which proves the result.
Appendix C
A few remarks are in place to describe some subtle features of the search algorithm.
First, the recursive function terminates at most at depth because the relay graph has no cycles by Lemma 4 and is finite since .
Second, examine the statements in the algorithm and in the auxiliary function which are instances of the generic statement where is any set with . We must show that whenever this statement is executed, the order in which is chosen out of has no effect on the final values of the variables when the loop terminates. We prove this result as follows: Let be an ordering of the elements of , and let be another ordering of the elements of , which is distinct from . By way of contradiction, assume that there exists a node called with the following two properties:
: Under , when the loop terminates, it leaves marked "dead".
: Under , when the loop terminates, it leaves marked "alive".
By P1, there exists a node, call it , such that is alive under and has an edge to on the relay graph. By P2, all nodes which have directed edges to must be dead under . In particular, must be dead under . Then satisfies the following properties:
We replace by above, repeat the argument and construct a path on the relay graph to which we append the new node each time the argument is repeated. Each iteration leaves the last node marked "dead" under one of the orderings. However, since there are no cycles on the relay graph, no node can be repeated in this path. After iterations, the last node that was added to the path is marked "dead" under one of the orderings, but there can be no alive node which has an edge to it on the relay graph since all the other nodes have already been added to the path. This contradiction establishes the result. 
References

