Abstract
It was shown that the numerical-experimental yield distribution could be considered as 23 a log-normal distribution. This function is representative of the overall model behaviour. The 24 lack of statistical differences between the numerical realisations and the logistic curve showed 25 in turn that the Generalised Central Limit Theorem (GCLT) was applicable to our case study. 26
In addition, the predictions obtained using both climatic inputs were found to be 27 similar at the inter-and intra-annual time-steps, with the root mean square and normalised 28 deviation values below an acceptable level of 10% in 90% of the climatic situations. The 29 predictive observed lead-times were also similar for both approaches. Given (i) the 30 mathematical formulation of crop models, (ii) the applicability of the CLT and GLTC to the 31 climatic inputs and model outputs, respectively, and (iii) the equivalence of the predictive 32 abilities, it could be concluded that the two methodologies were equally valid in terms of 33 yield prediction. These observations indicated that the Convergence in Law Theorem was 34 applicable in this case study. 35
For purely predictive purposes, the findings favoured an algorithm based on a mean 36 climate approach, which needed far less time (by 300-fold) to run and converge on same 37 predictive lead-time than the stochastic approach. 38
Introduction

42
Agricultural production is greatly affected by variability in weather (Semenov et al., 43 2009; Supit et al., 2012) . Providing an opportunity to study the effects of variable inputs (such 44 as weather events) on harvestable crop parts, crop models have been used successfully to 45 support the decision-making process in agriculture (Basso et interdependent. Crop models were developed about 40 years ago as an effective substitute for 54 ambiguous and cumbersome field experimentation (Sinclair and Seligman, 1996) . The greater 55 expectations from modelling rapidly led to increasingly detailed descriptions of the 56 functioning of the biotic and abiotic components of cropping systems, leading to an increase 57 in complexity and computer sophistication. Crop models provide the best-known approach for 58 improving our understanding of complex plant processes as influenced by pedo-climatic and 59 management conditions , and they have proved to be more heuristic 60 tools than simply a substitute for reality (Sinclair and Seligman, 1996) . Most physically based 61 soil-crop models operate on a daily time basis and simulate the evolution of variables of 62 interest through daily dynamic accumulation. 63
In crop models, weather conditions need to be described as accurately as possible. 64 methodologies that are based only on historical records. To make the yield predictions, the 140 Lawless and Semenov (2005) approach, based on using a high number of stochastically 141 generated climate data, and the Dumont et al. (2014b) methodology, based on using seasonal 142 averages, were selected. Both approaches benefit from the same amount of realized 143 information. In each of the studies, relevant yield predictions could be made only at a late 144
stage, but no research had ever compared the methodologies in an identical case study or 145 using the same crop model. Comparing the efficiency of the two methodologies relied on an 146
in-depth analysis of crop model behaviour based on a sound statistical foundation. The 147 research findings reported by Day (1965) and Hennessy (2009a Hennessy ( , 2009b Hennessy ( , 2011 were applied to 148 our study of crop model behaviour and the mathematical nature of the computed weather 149 time-series is discussed in relation to the Convergence in Law Theorem and Central Limit 150
Theorem (CLT). 151
Material and methods
152
Overview of the procedure
153
To answer the question of whether the predictive approaches have equal potential in 154 terms of their ability to predict yield with the same accuracy and lead-time, we developed a 155 four-step procedure (see Figure 1) . The first step focused on the applicability of the CLT to 156 the weather input generation. In other words, it has to be verified that the stochastically 157 generated climates used by Lawless and Semenov (2005) , denoted X n , converged on the mean 158 climate computed by Dumont et al. (2014b) , denoted as X. This was ensured by the properties 159 of the LARS-WG, and was thus only reminded in the material and method section. 160
The second step sought to determine if the crop model answers (i.e., in this case, the 161 simulated end-season grain yields) could be approximated by a general function 'f' being 162
representative of the whole model and linking the climatic inputs and the simulated variable 163 output. The numerical-experimental crop yield distributions obtained with stochastically 164 generated climate data were analysed. In compliance with the Generalised Central Limit 165 Theorem (GCLT), the approximation of the simulated yield distribution by a log-normal 166 distribution was assessed. 167
In the third step, which was divided into two successive phases, the simulations 168 obtained using both sets of climatic data were compared. In the first phase, the within-season 169 yield predictions were compared on an annual basis. In the second phase, the corresponding 170 predictive lead-times were compared. If the two approaches were found to be equivalent (i. 
Case study
176
The data used in this paper are derived from an experiment conducted to study the 177 growth response of wheat (Triticum aestivum L., cultivar Julius) in the agro-environmental 178 conditions of the Hesbaye region in Belgium. The soil at the experimental site was a classic 179 loam type. 180
Biomass growth was monitored over 3 years (crop seasons 2008-09, 2009-10 and  181 2010-11). In 2008-09, the yields were fairly high under adequate nitrogen fertiliser rates, due 182 mainly to good weather conditions. In the 2009-10 and 2010-11 seasons, there was severe 183 water stress, resulting in yield losses. In 2009-10 the water stress occurred in early spring and 184 early June; in 2010-11 it occurred from February to the beginning of June. In the summer 185 rainfall returned, ensuring a normal growth rate for the last part of the season. Reasonable 186 grain yield levels were achieved, but the straw yield remained low, giving a high harvest 187
index. 188
The current practice in Belgium is to apply a total of 180 kgN.ha -1 in three equal 189 fractions (60 kgN.ha -1 ) at the tiller, stem extension and flag-leaf stages, which is known to be 190 close to the optimum nitrogen rate for crop growth under the climatic conditions prevalent in 191 the country (Dumont et al., 2014a were computed using the Penman formalism (Penman, 1948 ). The STICS model requires 203 daily weather inputs (i.e., minimum and maximum temperatures, total radiation and total 204 rainfall, vapour pressure and wind speed). 205
The STICS model parameterisation, calibration and validation were performed on the 206 3-year database used for the case study. For the calibration process, the DREAM (-ZS) and N-NH 4 + (once a fortnight) and plant N uptake (once a month) were used to parameterize 212 the various aspects of plant development (i.e., grain yield components, plant growth rate, soil 213 water and nitrogen uptake). There is more detail on the model calibration process and the 214 accuracy of the model in Dumont et al. (2014c) . 215
The simulation process
216
It was assumed that cultivar, soil and management remained the same for all 217 simulations, and therefore that the simulations differed only in terms of weather inputs. In 218 order to ensure that the simulated plant growth would be limited only by climatic factors, 219 simulations were conducted with adequate nitrogen fertilisation levels. The simulated 220 fertiliser rate used for the study was a total of 180 kgN.ha 
237
The first approach used for within-season yield predictions was based on the work of 238 Lawless and Semenov (2005) . In essence, the 30-year Ernage WDB was analysed using the 239 LARS-WG, which computed a set of parameters representing the experimental site (daily 240 mean values, daily standard deviations, daily maxima and minima, successive wet and dry 241 series and frequency of rainfall events). They the LARS-WG can be used to generate a set of 242 stochastic synthetic weather time-series representative of the climatic conditions in the area. 243
According to Lawless and Semenov (2005) , and for reasons detailed at section 2.6.1, 300 244 time-series were generated and then input into the model. This approach relies on the strong assumption that climate conditions are very close to 256 the seasonal norms. This is particularly the case with precipitation, for which a minimum 257 value is thus available each day, ensuring reduced water stress. As discussed by Dumont et al. 
The Central Limit Theorem and the log-normal distribution
283
The Central Limit Theorem (CLT) (de Moivre, 1976) can be enunciated as follows: 284
Let {Y n } be independent random variables, of the same law (i.e., identically distributed), of 285 integrable square. We denote µ its expectation and σ² its finite variance; here we assume that 286
where S n is the sum of the Y n values. Y follows a Gaussian distribution, centred in zero, with 289 variance one: Y~N N N N(0,1). In practical terms, the CLT implies that for 'large' n, the distribution 290 of Y n may be approximated by a Normal distribution with mean µ and variance σ²/n. 291
The CLT allows for different generalisations in order to ensure the convergence of a 292 sum of random variables under a weaker hypothesis (particularly with regard to the 293 distribution from which they originated), but relies on conditions that ensure that no variable 294 has significantly greater influence than any other variable. In particular, the CLT has been 295 extended to the product of functions, the logarithm of a product being the sum of the 296 logarithms of each factor. This extension is known as the Generalised Central Limit Theorem 297 (GCLT). 298 Day (1965) suggested assessing the following generalised log-normal transformation 299 of data in order to determine if crop yields Y n responded to a log-normal distribution: 300 Smirnov test (Dagnelie, 2011; Feller, 1948) . The vector of observations Y n could therefore be 307 transformed according to Eqs. 2 and 3, leading to Eq. 4 where the corresponding distribution 308 (Eq. 5) is assumed to follow the log-normal distribution. 309 X, however, does not say how large n must be for the approximation to be practically useful. 321 Lawless and Semenov (2005) demonstrated that a set of 60 synthetic weather time-series was 322 enough to achieve a stationary prediction of mean grain yield. As the stochastic component of 323 LARS-WG is driven by a random seed number, however, Lawless and Semenov (2005) 324 recommended using at least 300 stochastically generated weather time-series, which latter 325 was therefore the number of time-series used to conduct this research. 326
Hypothesis underlying the GCLT
327
Crop models are known to have a non-linear response to weather conditions. They also 328 have limitation factors affecting yield components, attributable mainly to genetic 329 specification, such as a maximum number of grains in place or a maximal weight of 330 individual grains. A third feature of crop models is that, within them, growth is simulated as a 331 differential daily increment (Eq. 6) and that most of the increment (f(Y(t), X(t), θ)) is 332 determined by functions that are themselves either multiplicative (e.g., growth function x 333 stress function) or hierarchical (e.g,. biomass growth being exponentially connected to LAI 334 value). 335
where Y(t) and Y(t+∆t) are the outputs simulated at the daily ∆t time step, X(t) is the vector of 337 input variables, θ is the vector of model parameters and f accounts for the simulated model 338
processes. 339
We can reasonably assume that each simulated end-season yield (i.e., Y n ) is the result 340 of a unique combination of climatic variables X n : different combinations of variables (e.g., 341
temperature, vapour pressure); different dynamics over the seasons for each individual 342 variable (stochastic generation of values such as X(t), X(t+1), X(t+2) and so on); and different 343 dynamics of interacting variables (successive dry and wet series). To some extent, this ensures 344 that the simulated yields are independent random variables, which is a necessary condition for 345 assessing CLT applicability. 346
The second assumption is that the output variables have the same law. The objective of 347 the second step of the procedure is to find this general law and validate the CLT applicability 348 to the model outputs. Some discussions, however, have to be made at this stage. Each input 349 variable X n (known to comply with the CLT) is used to pilot the simulations through the same 350 complex model summarized as Eq. 6. The sum term in Eq. 6, which constitutes the daily 351 increment, is therefore also consistent with the CLT. On the other hand, due to the structure of 352 a crop model, it is known that under the f(Y(t), X(t), θ) term there are hidden hierarchical (Y = 353
f (X) ≡ g(h(X)) and multiplicative (Y = f(X) ≡ g(X)×h(X)) functions. The model f(Y(t), X(t), θ) 354
remains the same for all assessed input variables. Provided that none of the climatic variables 355 has a significantly greater influence than others, the main objective is therefore to determine if 356 the generated outputs respond to a unique distribution law compliant with the CLT. 357
The log-transformation of simulated outputs to assess the GCLT
358
Among the generalisations of log-transformation proposed by Day (1965) , the one 359 proposed at Eq. 3 appeared suitable for the observed yield distributions and the 'left-tail' 360 problem. Day (1965) stated, however, that it would be difficult to find the threshold Y max (Eq. 361
3) that would correspond to the potential maximal yield of the crop, for which the probability 362 of occurrence should be zero. 363
An easy, yet relevant, way to find the potential yield Y max in Eqs. 3 to 5 would be to 364 consider that the maximal yield obtained under n climatic scenarios generated with LARS-365 WG was the upper limit of the distribution. The probability that such an optimal climatic 366 scenario had occurred would be quite low (close to zero) and due exclusively to a particular 367 combination of climatic variables resulting from the stochastic generation performed using 368 LARS-WG. 369
Comparisons of model output distributions and yield prediction abilities
370
The third and fourth steps of the procedure focus on comparing the distribution of the 371 simulated grain yields obtained using the Lawless and Semenov (2005) climate data was used, and provided that a general law f can be highlighted, the mathematical 374 expectation of the end-season yields (i.e., E[f(X n )]) could be computed as its empirical mean. 375
It could then be compared with the unique yield value simulated, using mean climate as the 376 climatic projection (i.e.
, E[f(X)]). 377
There were three levels of comparison. First, the model was run on inputs consisting 378 only of stochastic climate data on the one hand and only of daily mean data on the other. The 379 end-season yield value obtained from the second dataset was positioned within the yield 380 distribution obtained from the first dataset. As the main aim of the study was to compare the 381 two within-season yield prediction algorithms, the equivalence of the yields simulated using 382 the two approaches would then be evaluated throughout the season (2.7.1). Finally, the 383 predictive lead-time for both approaches would then be compared (2.7.2). 384
Single year analysis and model output distributions
385
In order to see if the two methodologies led to same output simulations, two statistical 386 criteria were used: relative root mean square error (RRMSE) and normalised deviation (ND) 387 (Eqs. 7 and 8). The two approaches would be considered as equivalent if the value of both 388 criteria was less than 10%. The 10% threshold was seen as appropriate for two reasons. First, 389
an ND value less than 10% is usually thought to validate model simulations (Beaudoin et al., 390 2008; Brisson et al., 2002) . Second, the within-season predictive ability would be assessed 391 considering a plus or less 10% error around the final simulated grain yield (cfr 2.6.4 -392 Analysed data). 393
, with expected RRMSE < 0.1
with expected ND < 0.1
where Y and Ŷ refer to the end-season yields simulated using the two approaches and i refers 396 to the i th simulation of end-season yields performed during the season. 397
Inter-year analysis and prediction ability of the approaches
398
The ability of both approaches to predict yield was assessed finally by comparing the 399 predictive lead-time curves observed for the original 30-years Ernage weather database. The 400 computation of the curves followed the process proposed by Lawless and Semenov (2005) 401 and consisted of plotting the cumulative probability distribution of the first day for which the 402 yield could have been predicted. There is more detail on how this distribution is computed in The yield simulated using the pure mean dataset was 12.14 ton.ha -1 . In the previous 430 distribution this would have occurred at a probability level of 56%, implying that, if mean 431 climate data were used instead of stochastic data, there was a 16% chance of overestimating 432 the yields by about 7.5%. This latter value was computed as the relative difference between 433 the yield prediction obtained via the mean climatic projections (i.e., E[f(X)]) and that obtained 434 For each section of data that could be extracted from this figure, an analysis conducted 458 as described in the previous section was performed. Table 1 shows the p-value resulting from 459 the Kolmogorov-Smirnov test, applied on the normalised vector of data (Eq. 4). The 30 years 460 of the database were studied individually, as year 1981-82 (Fig. 3) , using a 10-day 461 replacement rate of the observed time-series. The p-value under the acceptable 0.025 (α/2, α = 462 5%) expected criteria are underlined in grey. Until the day of the year (DOY) 06/15, our 463 analyses showed that in almost 95% of cases the model could be considered as having log-464 normal behaviour. The test generally failed later in the season (between 06/15 and 08/24), 465 whatever the year. For example, the 1981-82 crop season (Fig. 3) (Fig. 4) , a p-value of 0.02 was obtained. The 472 distribution seemed closer than a normal/symmetric distribution, as confirmed by the 473 proximity of the mean and median of the distribution (Fig. 4B ) 474
In conclusion, for most of the season (from sowing until DOY 06/15), the log-normal 475 distribution seemed able to account for crop yield distribution. This confirmed the 476 applicability of the GCLT. Later in the season, as the part represented by the observed time-477 series became dominant within the model inputs (at DOY 06/15, 230 days of real weather had 478 been observed), the log-normal behaviour disappeared. At that point, on one hand there was 479 no longer any independence of the climate series, and on the other hand the number of grains 480 was fixed. Table 2 ) and when the data originating from all the 517 simulations were aggregated (line 'Overall' in Table 2 ). In 90% of cases, ND values were 518 below the expected 10%, whereas RRMSE values were above the threshold in only 5 years 519 out of 29. In general, both approaches gave very close results. To a lower extend, the two 520 (Fig. 6 ) 531
The close simulations seemed qualitative enough to be able to conclude that there was 532 equivalence between the two approaches, supporting the validity of applying the Convergence 533
in Law theorem to the use of crop model. 534
Multiple-year analysis and prediction ability
535
Finally, the statistical predictive ability of both predictive methods was compared (Fig.  536 7) using the Lawless and Semenov (2005) approach. This approach is based on determining 537 the cumulative probability function associated with the first days for which the predictions 538 would have been possible, given an error level around the final simulated value (10% in this 539 case, represented by the horizontal light dotted grey lines in Fig. 5) . 540
The 2-sample Kolmogorov-Smirnov test was applied to these distributions, enabling 541 the equivalence of both distributions (p-value = 0.31) to be validated. The RMSE between the 542 two approaches was evaluated at 9 days, which is less than the rate of data replacement (10 543 days). Both approaches produced yield predictions with an equivalent lead-time. 544 characterise the quality and certainty of a simulation, which makes it essential to perform 552 multi-simulations from which statistical values can be computed, to give a mean accompanied 553 by a confidence interval (e.g., 95% uncertainty limit). In addition, both practical approaches 554 need to be implemented in the spirit of the philosophy of the methodologies developed by 555 Dumont et al. (2014b) and Lawless and Semenov (2005) . 556
Discussion
It is worth mentioning that, although the two methodologies are generic, the results 557 presented here are site-specific. The model was parameterised and calibrated on a specific soil 558 type and for a specific crop culture. The 30-year WDB was also representative of the climatic 559 conditions of a specific area. Although generic, however, the procedure could be applied to 560 other models or model outputs. 561
Crop model behaviour analysis
562
Crop yields have finite lower and upper ranges, even under favourable climatic 563 conditions (Day, 1965) , and this is especially true for crops that have a determinate growth, 564 such as wheat. Day (1965) observed, however, that determinate-growth crops skewed the 565 probability function under random weather effects, particularly when nitrogen was fertilised. 566
Our analysis confirms the observation by Day (1965) With a few exceptions, the properties of the GCLT could be used to account for the 576 whole model behaviour. By extension, in this case, it is reasonable to assume that the STICS 577 model could be considered to operate as a product of functions that are themselves dependent 578 on random climatic variables. 579
Grain yield results
580
The results analysis showed a systematic and important tightening of the 95% 581 confidence curves between DOY 05/16 and 07/05. At this level, the crop had been sown about 582 200-250 days earlier. This transient period corresponds to the stages between flag-leaf 583 emergence and anthesis, the exact date being determined by the climatic conditions of the 584 relevant year. In real life, over its whole life cycle, wheat is able to compensate in order to 585 optimise its reproduction abilities. Once the number of grains is established, however, the 586 yield result depends entirely on grain filling, no matter it is driven by climatic condition 587 (linked to future data) or biomass reallocation (linked to past growing conditions). 588
Therefore, according to the simulation processes and the within-season prediction 589 methodology, as the season progresses and the hypothetical projective climatic conditions are 590 replaced by observed time-series, the number of grains is progressively fixed for each 591 simulation at a time and according to the different scenarios. Once the real weather has been 592 monitored up to the day when the number of grains has been fixed for all simulations, 593 however, the confidence boundaries become very close. From that time, as in real life, the 594 simulated yield depends entirely on grain filling and exhibits normal behaviour. During this 595 period, an observed normal distribution of grain yields would argue in favour of the 596 applicability of the CLT, instead of GCLT. Further research is needed to validate this 597 statement. 598
Predictive ability of the two approaches
599
As Dumont et al. (2014b) discussed in their work, the mean climate hypothesis is a 600 strong assumption. Seeing the climatic conditions as the mean data over the studied period is 601 equivalent to make crop growth predictions in almost non-limiting growing conditions. Under 602 such conditions, the plant will grow with little or no stress because a minimum amount of 603 water, solar radiation energy and sum of temperature are provided each day to the crop. These 604 assumptions imply that the simulated yield will correspond to the remaining yield potential of 605 the crop. This answers the question: "At a given point in the season, what could I still expect 606 at harvest if the climate tends to come back closer to the seasonal norms ?" This also implies 607 that the simulated yield could often be slightly overestimated, as confirmed by the observed 608 overall ND value (+5.8 %). 609
The conclusion that emerges from our analysis, however, is that from a strictly 610 and ND criteria were close to or lower than the 10% threshold in 90% of the cases. Finally, 613 when no climatic data replacements were performed (i.e., when the yields were simulated 614 based only on pure projective stochastic climatic data or pure mean data), the difference was 615 about 7.5%. This clearly shows that the Convergence in Law theorem is applicable. suggested that under the specific agro-pedo-climatic conditions of this case study, greater 628 skewness occurred under a fertilisation level corresponding to three applications of 60 629 kgN.ha -1 at the tillering, stem extension and flag-leaf stages, which is the fertilisation regime 630 simulated in this study. A higher degree of asymmetry leads to greater differences between the 631 mean, the median and the mode of the yield distribution. 632
This raises other discussions. First, the applicability of the Convergence in Law 633
Theorem is attractive and is compatible with the mathematical nature of crop models. As the 634 level of asymmetry is likely to decrease with other practices, the legitimacy of applying the 635 Convergence in Law Theorem should be easier to demonstrate. 636 Second, Day (1965) suggested that mode or median estimates of yield might be 637 preferred to the mean estimates, both for forecasting and prescription purposes. Our study 638 seemed to confirm this statement. The median value of yield distribution obtained using only 639 stochastic climate data (11.82 ton.ha -1 ) was much closer to that for yield simulated with mean 640 climate data (12.14 ton.ha -1 ). The analysis described in this paper should be performed using 641 the median value instead of the mean value. 642
Third, mean climate data was used as a model input. It is fairly evident that some 643
weather variables, such as temperature and solar radiation, show normal daily distributions, 644
suggesting an equivalence of the mean and median of these distributions. For some other 645 climatic data, however, daily distribution is itself asymmetric. In Belgium, rain records exhibit 646 a right-tail dissymmetry, with a high frequency of low rainfall, and low return times of 647 substantial rain. It would be interesting to assess the impact of median climatic data on the 648 corresponding simulated yield, and compare it with the yield distribution obtained 649
stochastically. 650
Finally, it is worth commenting on the generic nature of the results presented in this 651
paper. With regard to the statistical references, it could be concluded that using a model that 652 relies on similar formalisms as those of STICS models should not contradict our conclusions 653 and the GCLT would still be applicable. With regard to the crop, wheat has a determinate 654 growth and therefore it is likely that the conclusions we reached could be extended to any 655 other crop with determinate growth. Further research needs to be conducted on tuberous 656 crops, by example, such as potatoes and sugar beet, because the factors involved in tuberous 657 yield elaboration differ greatly from those in grain yield elaboration. Finally, the main 658 question to address was whether or not the Convergence in Law theorem could apply in other 659 contexts, particularly in other climatic conditions (e.g., southern Europe Mediterranean 660 weather, as in Italy or Spain) or under climatic changes. Our research suggested that if 661 climatic-induced stress remains limited in intensity or length, the GCLT would be applicable 662 to crop modelling. More work needs to be done, however, to determine the extent to which 663 this would apply given greater climatic-induced stress levels. 664
Conclusion
665
In this paper, two validated methodologies for within-season wheat yield prediction, 666 one proposed by Dumont et al. (2014b) and the other by Lawless and Semenov (2005) , were 667 compared. Both approaches offer the main advantage of being able to use historical data, the 668 first based on the computed mean climate and the second on using stochastically derived 669 time-series. The comparison was made using sound statistical procedures to study crop model 670 behaviour. Based on the Convergence in Law Theorem and the CLT (as well as GCLT), we 671 developed a procedure that shows how the two approaches, relying on the same weather input 672 database, could be used to make yield predictions and how close the predictions thus obtained 673 could be. 674
The generalised log-normal distribution was seen as a good way of assessing model 675 behaviour, especially when the model was run on a high number of stochastic climate inputs. 676 This is attractive because it means the model can be seen as a product of variables, which is 677 consistent with the mathematical nature of the model. It also validated the applicability of the 678 GCLT, which was a requirement in assessing the applicability of the Convergence in Law 679
Theorem. 680
Once the model behaviour had been characterised, the comparison of the yield 681 prediction ability of the two methodologies was investigated. On a year-to-year basis, the 682 analysis showed that some climatic combinations of variables could induce a bias from the 683 beginning of the season, leading to a divergence at an early stage of the predictive curves. In 684 90% of the cases, however, the differences between the two methodologies were close enough 685 to consider them as equivalent (RRMSE and ND < 10%). The inter-year analysis, which 686 related to the statistical ability of yield prediction, led to the conclusion that the two 687 methodologies had equivalent lead-time. These observations suggest that the Convergence in 688
Law theorem was validated by our case study. 689
It is important to note, however, that our work was carried out under temperate 690
Belgian weather conditions, simulating the development of a determinate wheat crop and 691 using the STICS model and the formalisms inherent in it. The procedure we designed, 692
however, is generic and should be tested on other models, under other climatic conditions and 693 with other crops before any generalisations can be made. Some generalised model behaviour 694 was highlighted, though. Crop models have been built to match reality, but contrary to real-695 life, they operate entirely according to their mathematical construction. Under fixed agro-696 pedological conditions, it should thus be possible to summarize the crop model behaviour 697 under a wide variety of climate conditions and put it in relation to a specific but relevant 698 distribution. The methodology described in this paper constituted an attempt to achieve this. 
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