Techniques from algebraic geometry and commutative algebra are adopted to establish su cient polynomial conditions for the validity of implicitization by the method of moving quadrics both for rectangular tensor product surfaces of bi-degree (m; n) and for triangular surfaces of total degree n in the absence of base points.
Introduction
Several years ago, Tom Sederberg introduced a new technique for nding the implicit equation of a rational surface Sederberg & Chen 1995] . The classical method for nding the implicit equation of a rational parametric surface x = x(s; t) w(s; t) ; y = y(s; t) w(s; t) ; z = z(s; t) w(s; t) is to compute the bivariate resultant of the three polynomials:
x(s; t) ? x w(s; t); y(s; t) ? y w(s; t); z(s; t) ? z w(s; t):
Unfortunately for many applications, the resultant of these three polynomials vanishes identically when the surface has base points { that is, parameter values (s 0 ; t 0 ) for which x(s 0 ; t 0 ) = 0; y(s 0 ; t 0 ) = 0; z(s 0 ; t 0 ) = 0; w(s 0 ; t 0 ) = 0: Extensive experiments reveal that Sederberg's technique is generally impervious to base points. Thus Sederberg's method { which he called the method of moving quadrics (see Section 3) { promised to be a substantial improvement over classical methods based on resultants, which could implicitize rational surfaces with base points only by invoking rather complicated perturbation techniques Manocha & Canny 1992 ]. Sederberg's method of moving quadrics uses only elementary linear algebra { solving a system of linear equations { and as an added bonus represents the implicit equation as the determinant of a matrix one-fourth the size of the classical resultant.
Nevertheless, although there is substantial empirical evidence that the method of moving quadrics frequently works in practice, there is no rigorous proof that the method is correct in theory. Nor is there any systematic analysis of precisely under what conditions the method might fail or how to recover gracefully when it does.
A comparable technique { called the method of moving conics { was also introduced by Sederberg to nd the implicit equation of a rational curve, and here the theoretical analysis is much more complete. In fact, three papers have been published that demonstrate the validity of this method. Resultants are used in Sederberg et al 1997] to show that the method of moving conics works whenever there is no moving line of low degree that follows the curve (see Section 3) . Since the existence of such a moving line of low degree is represented by a polynomial condition, this result establishes that the method works for almost all rational curves. To extend the method to all rational curves, the notion of a ?basis was introduced in . By taking the resultant of the ?basis, the authors were able to prove that the method of moving conics works for all rational curves. Both of these proofs invoke resultants. Attempts by Chionh and two of the authors of this paper (Goldman and Zhang) to extend these resultant proofs to surfaces failed. The problem seems to be that unlike in the univariate setting, there is no bivariate resultant of the right size or the correct degree in the polynomial coe cients to model the matrix generated by the method of moving quadrics. Therefore these three authors proposed a third approach for establishing the validity of the method of moving conics based on factoring the determinant of the coe cient matrix of the linear system Zhang et al 1999] .
In that paper the authors expressed the hope that unlike the previous two proofs, this new approach could be extended to an analysis of the method of moving quadrics.
This paper is the rst step in such an analysis. Here we show that if the rational surface has no base points, then the method of moving quadrics will succeed provided that there is no moving plane of low degree that follows the surface (see Section 3) . Since the existence of such a moving plane of low degree is represented by a polynomial condition, this result establishes that the method of moving quadrics works for almost all rational surfaces without base points. A proof for surfaces where base points are present is still an open problem.
Even in the relatively simple setting of no base points, the proof is not elementary. For curves, the proof requires only some standard linear algebra, generic properties of resultants, and a few simple facts about factoring univariate polynomials Zhang et al 1999] . But for surfaces we need to study syzygies of bivariate polynomials { that is, polynomial relationships between polynomial functions. The algebraic analysis of such relationships requires sophisticated tools from algebraic geometry and commutative algebra, including Cohen-Macaulay rings, R-sequences, Koszul complexes, and sheaf cohomology. We present an overview of these ideas in Section 2; the main results here are Propositions 1 and 2. The reader not comfortable with these techniques from algebraic geometry may want to skip the details. Only the meaning and validity of the two main propositions are required in order to understand the remainder of this paper.
Indeed, from here on the details should be easy to follow. In Section 3 we review brie y the method of moving quadrics for tensor product surfaces. In Section 4.1 we introduce the moving plane and moving quadric coe cient matrices, and in Section 4.2 we show that when there are no base points the moving quadric coe cient matrix is nonsingular only when the moving plane coe cient matrix is non-singular. Here we invoke Proposition 2 of Section 2, but otherwise the proof requires only straightforward linear algebra. We then use this result to show that when the moving plane coe cient matrix is non-singular the method of moving quadrics is valid for tensor product surfaces. We conclude that when there is no moving plane of low degree that follows the surface, the method of moving quadrics is guaranteed to succeed. In Section 5 we extend these results from tensor product surfaces of bi-degree (m; n) to triangular surfaces of total degree n. Finally we close this paper in Section 6 with a few open questions for future research.
Resultants and Syzygies
This section will discuss some interesting algebra connected with bivariate resultants. The propositions proved here will play an important role in the proof of our main theorems later in the paper.
Triangular Polynomials
We begin with three triangular polynomials x(s; t) = Proposition 1: Suppose that x; y; z are de ned as in Equation (1) Furthermore, multiplying the rst of these by h 1 , the second by h 2 , and the third by h 3 , and then adding them together, we get the syzygy h 1 (z; 0; ?x) T + h 2 (y; ?x; 0) T + h 3 (0; z; ?y) T = (h 1 z + h 2 y; ?h 2 x + h 3 z; ?h 1 x ? h 3 y) T :
The proposition tells us that when the resultant doesn't vanish, all syzygies on x; y; z are generated from the obvious ones in this way.
Proof of Proposition 1: Since x; y; z have no common zeros, the Nullstellensatz implies that they generate the unit ideal in C s; t]. The rst part of the proposition then follows from the argument of Lemma 1 of Section 2 of 2]. However, getting the degree bound will require more work.
By homogenizing with respect to a third variable u, the polynomials x; y; z generate homogeneous polynomials of degree n in the polynomial ring R = C s; t; u]. Note that exactness between M 1 and M 0 implies that Ax + By + Cz = 0 if and only if A; B; C is of the desired form. Furthermore, since x; y; z are homogeneous, we can assume that A; B; C and h 1 ; h 2 ; h 3 are also homogeneous, which easily implies the desired degree bound.
It remains to prove exactness. The idea is to prove that the entire sequence (4) is exact, meaning it is exact between every two maps (including between 0 and M 2 ). With this goal in mind, we rst note that Resultant(x; y; z) 6 = 0 implies that the only solution of x(s; t; u) = y(s; t; u) = z(s; t; u) = 0 in C 3 is (s; t; u) = (0; 0; 0). In other words, the zero set of x; y; z has co-dimension 3 in C 3 . From here, standard facts in commutative algebra imply that the Koszul complex is exact.
Unfortunately, the details require Cohen-Macaulay rings, R-sequences and depth, all of which require substantial explanation. For readers familiar with these concepts, the proof consists of the following steps: R = C s; t; u] is a Cohen-Macaulay ring (Proposition 18.9 of 4]).
x; y; z 2 R generate an ideal I where depth(I) = codim(I) (Theorem 18.7 of 4]).
codim(I) = 3 since, as noted above, the zero set of x; y; z has co-dimension 3 in C This completes the proof of the proposition.
This result is true more generally: if f 1 ; : : : ; f k are polynomials in t 1 ; : : :; t n such that their zero set in C n has co-dimension k, then the Koszul complex of f 1 ; : : : ; f k is exact.
Tensor Product Polynomials
We now turn our attention to tensor product polynomials. This example shows that Proposition 1 does not hold in the tensor product case. However, the crucial observation is that it does hold for certain special bi-degrees, which are exactly the ones we will use later in the paper. Here is the precise result we will need. had co-dimension 3, then the remark following the proof of Proposition 1 would imply that the Koszul complex of x; y; z would be exact. But since x is bi-homogeneous in s; u; t; v, it vanishes whenever s = u = 0. The same is true for y and z, so that the plane s = u = 0 in C 4 lies in the zero set of x; y; z. It follows that the zero set cannot have co-dimension 3. Hence we need some new ideas.
One way to approach the problem is to concentrate on pieces of the ring S rather than the whole ring (as we did in Proposition 1). Let S k;l denote the set of all bi-homogeneous polynomials of bi-degree (k; l). Algebraic geometry has tools for studying these pieces, though it requires the language of sheaves and sheaf cohomology. Standard references are 5] and 6]. What follows is a brief tutorial on how sheaf theory proves Proposition 2.
We begin by noting that given a bi-homogeneous polynomial f 2 C s; u; t; v], there are four ways to dehomogenize it. The standard way is to set u = v = 1, but there are also u = t = 1, s = v = 1 and s = t = 1. These correspond to four subsets of P In a sense, the four polynomial rings and the relations between them given in (7) tell us about the polynomial functions on P 1 P 1 . The remarkable fact is that there is one mathematical object, the structure sheaf O = O P 1 P 1, which keeps track of all of this simultaneously. In terms of the sheaf O, (7) Similarly, one sees that (9) becomes exact over U 2 , U 3 and U 4 since the dehomogenized polynomials have no common roots. Since P 1 P 1 is the union of U 1 ; U 2 ; U 3 ; U 4 , it follows that (9) is exact.
We next explore how the exactness of (9) relates to global sections. This is where sheaf cohomology comes in. A introduction to sheaves and sheaf cohomology can be found in 5, pp. 34{41]. The rst step is to employ the strategy explained in Exercise 7 of 1, Ch. 6, x1] of breaking up (9) ; K) gives all syzygies on x; y; z of bi-degree (2m ? 1; 2n ? 1). If we let u denote a particular syzygy, then we can dehomogenize u in four ways, corresponding to the sets U 1 ; U 2 ; U 3 ; U 4 in (7). Since (9) is exact, we then get four representations of u in terms of polynomials h 1 ; h 2 ; h 3 in the four rings listed in (7) . But can these four representations be patched together to give a bi-homogeneous (h 1 ; h 2 ; h 3 ) T ? The obstruction to doing so is the element where is the map in (10) . If (u) were nonzero, the obstruction would be non-vanishing, so that we couldn't nd a bi-homogeneous (h 1 ; h 2 ; h 3 ) T . But since the entire cohomology group vanishes, so does every obstruction (u), and then the exactness of (10) implies the existence of the required bi-homogeneous (h 1 ; h 2 ; h 3 ) T .
The Method of Moving Surfaces
Now let us review brie y Sederberg's method of moving surfaces with particular emphasis on moving planes and moving quadrics. Here we focus on rational tensor product surfaces | that is, rational parametric surfaces x(s; t) w(s; t) ; y(s; t) w(s; t) ; z(s; t) w(s; t) , where Triangular surfaces | that is, surfaces of total degree n | will be discussed in Section 5. We will only consider surfaces without base points. A base point for surface (12) is a pair of parameters (s 0 ; t 0 ) such that 12). Moreover, the degree in x; y; z; w of this determinant is 2mn, which is the generic degree of surface (12). Therefore, this determinant is a good candidate for the implicit equation of surface (12).
For moving quadrics, we can choose 1 = m ? 1, 2 = n ? 1. Then we obtain a homogeneous linear system of 9mn equations with 10mn unknowns from Equation (16). This system has at least mn linearly independent solutions The method of moving planes always generates the implicit equation if the parametric surface has no base points. In fact, the rows of the Dixon resultant matrices (Resultant(x(s; t) ? x w(s; t); y(s; t) ? y w(s; t); z(s; t) ? z w(s; t))) are moving planes Dixon 1908] . The method of moving quadrics has been shown to work empirically, correctly implicitizing a wide variety of surfaces in many experiments Sederberg & Chen 1995] . The moving quadric method produces the implicit equation in terms of determinants with size only a quarter of the standard Dixon resultant. For instance, to implicitize a tensor product surface (12) of bi-degree (m; n), the Dixon resultant computes a determinant of size 2mn 2mn, while the moving quadric method computes a determinant of size mn mn or even smaller. The moving quadric method also often works in the presence of base points Sederberg & Chen 1995] where the Dixon resultant fails.
Exactly when the method of moving quadrics works is still an unsolved problem. The purpose of this paper is to provide a su cient condition which guarantees that the method of moving quadrics succeeds. Below we shall show that the converse is also true when Resultant(x; y; z) 6 = 0.
The Validity of the Method of Moving Quadrics for Tensor Product Surfaces
If surface (12) has no base points, then for the purpose of implicitization, we can assume Moreover, if Resultant(x; y; z) 6 = 0, then at least one of x(s; t); y(s; t); z(s; t) has a non-zero leading term, i.e. the coe cient of s m t n is not zero. Suppose, without loss of generality, that x(s; t) has a non-zero leading coe cient; then y(s; t) + constant x(s; t); z(s; t) + constant x(s; t); w(s; t) + constant x(s; t) all have non-zero leading coe cients. Again, these transformations only induce simple translations of the original surface.
Therefore below, we will assume, without loss of generality, that Resultant(x; y; z) 6 = 0 and that x(s; t); y(s; t); z(s; t); w(s; t) all have non-zero leading coe cients. 
Since Resultant(x; y; z) 6 = 0, x; y cannot have any common factor. Otherwise, x; y; z would have common roots other than the m 2 + n 2 roots at s = 1 and t = 1 and hence Resultant(x; y; z) = 0 contrary to assumption. Therefore, if p 2 y + p 6 z + p 8 w 6 0, then x must be a factor of p 2 y + p 6 z + p 8 w. We examine the following two cases:
If p 2 6 0, or p 6 6 0, or p 8 6 0, then Equation (21) implies that p 2 y + p 6 z + p 8 w = h(s; t) x; for some polynomial h(s; t). But by assumption, x has non-zero leading coe cient, so it is easy to see that h(s; t) is of bi-degree (m ? 1; n ? 1). It follows that the columns of MP are linearly dependent, since p 2 ; p 6 ; p 8 ; h are all of bi-degree (m ? 1; n ? 1) in s; t. Thus there always exist at least n moving planes of degree n ? 1 that follow a rational parametric surface of total degree n.
To obtain a square submatrix of MP, let I f(k; l) j 0 k + l n ? 1g be a set of indices with jIj = n. De ne MP I to be the coe cient matrix of the polynomials s i t j (x; y; z); 0 i + j n ? 1; s i t j w; (i; j) 6 2 I: That is, to obtain MP I , we remove the n columns s i t j w, (i; j) 2 I from MP. Thus follows surface (26) if it vanishes identically when the polynomials x(s; t), y(s; t), z(s; t), w(s; t) are substituted for x; y; z; w in Equation (28) 
The Method of Moving Quadrics for Triangular Surfaces
There are (n 2 + n)=2 monomials s i t j , 0 i + j n ? 1, in the expression for a moving quadric of degree n?1. Therefore, to compute the implicit equation of a degree n rational triangular surface by the method of moving quadrics in a manner similar to our approach in Section 4.2 for rational tensor product surfaces, we would need to construct a square matrix of order (n 2 + n)=2, whose entries consist of the coe cients (of s i t j ) of (n 2 + n)=2 moving quadrics. Notice, however, that the degree in x; y; z; w of the determinant of such an (n 2 + n)=2 (n 2 + n)=2 matrix is n 2 + n since each entry is quadratic in x; y; z; w, whereas the degree in x; y; z; w of the implicit equation of surface (26) is n 2 . Therefore, the entries of this (n 2 + n)=2 (n 2 + n)=2 matrix cannot all be the coe cients of moving quadrics.
To lower the degree of this determinant, we shall replace n moving quadrics by n moving planes. From Section 5.1, we know that there always exist n linearly independent moving planes of degree n ? 1 that follow surface (26), since MP is of size (2n Nevertheless, we must be careful how we choose these moving quadrics and moving planes to make sure that the determinant is not identically zero. For example, if one of the moving planes is p(x; y; z; w) = 0 and one of the moving quadrics is q(x; y; z; w) x p(x; y; z; w) = 0, then the determinant will vanish identically. The method of moving quadrics asserts that, in general, it is possible to choose the (n 2 ? n)=2 moving quadrics and n moving planes so that this determinant actually is the implicit equation of surface (26). Till now these moving planes and moving quadrics have been chosen in an ad hoc manner. In the next section, we present a systematic way to choose the right moving quadrics and moving planes.
The Validity of the Method of Moving Quadrics for Triangular Surfaces
Proceeding in a manner similar to our approach to tensor product surfaces, below we rst explore a relationship between the two coe cient matrices MP I and MQ I . Then we shall show how to exploit this relationship to choose the right moving quadrics and moving planes to implicitize a triangular surface. From Theorem 3, it follows that when MP I is non-singular and Resultant(x; y; z) 6 = 0, Throughout this paper we have assumed that our rational surfaces have no base points in order to prove the theorems in Sections 4 and 5. What happens if the surfaces do have base points? Each base point will, in general, lower the degree of the implicit equation by one. Experiments Sederberg et al 1995] show that in the presence of base points, some moving quadrics can be replaced by moving planes to correctly compute the implicit equation. It is still not clear how to make these replacements systematically when surfaces have base points. Moreover, if there are too many base points, we need to modify the method of moving quadrics. For example, when a bi-degree (m; n) surface has more than mn base points, the degree of the implicit equation is less than mn. Thus we cannot use bi-degree (m?1; n?1) moving quadrics or moving planes. What degrees should we use and how can we make the adjustment automatically? For rational curves, the determinant of the moving conic coe cient matrix (MC w ) can be factored in terms of the determinant of the moving line coe cient matrix (ML) and the resultant of two coordinate polynomials Zhang et al 1999] . Indeed, jMC w j = jMLj 2 Resultant(x; y):
Can we factor the determinant jMQ w j (or jMQ I j) similarly in terms of jMPj (or jMP I j) and the resultant of three coordinate polynomials? In particular, is it true that jMQ w j = jMPj 3 Resultant(x; y; z) (for tensor product surfaces),
and jMQ I j = jMP I j 3
Resultant(x; y; z) (for triangular surfaces)? (34) We believe that these factorizations are correct for the following two reasons: First, both the left hand side and the right hand side of Equations (33) and (34) have the same degrees in the coe cients of x(s; t); y(s; t); z(s; t);w(s; t). Second, in the univariate setting, each linear relation among the columns of ML generates two linear relations among the columns of MC w (multiplying the relation by x(t); y(t)); thus jMLj is a double factor of jMC w j. For rational surfaces, each linear relation between the columns of MP (or MP I ) generates three linear relations between the columns of MQ w (or MQ I ) (multiplying the relation by x(s; t); y(s; t); z(s; t)).
Therefore, we conjecture that jMPj (or jMP I j) is a triple factor of jMQ w j (or MQ I ). However, a rigorous proof would require us to show that jMPj (or jMP I j) is an irreducible polynomial in the coe cients of x(s; t); y(s; t); z(s; t); w(s; t). We have yet to succeed in establishing such a result. The proofs of Theorems 2 and 4 rely on Theorems 1 and 3, which, in turn, depend upon the two propositions in Section 2, and the proofs of these two propositions require advanced knowledge in algebraic geometry and commutative algebra. Is there an elementary proof for Theorems 2 and 4? Will the factorization discussed in the previous paragraph lead to such a straightforward proof?
We hope that we shall be able to answer these questions in future papers.
