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,4BSTRACT 
The norm of a matrix B as a Hadamard multiplier is the norm of the map 
X +-+ X B, where is the Hadamard or entrywise product of matrices. Watson 
proposed an algorithm for finding lower bounds for the Hadamard multiplier 
norm of a matrix. It is shown how Watson’s algorithm can be used to give upper 
bounds as well, which, in many cases, yield the Hadamard multiplier norm to any 
(desired accuracy. A sharp form of Wittstock’s decomposition theorem is proved 
for the special caSe of Hadamard multiplication. 
1. INTRODUCTION 
By the Hadamard product, also called the Schur product, we mean the 
entrywise product of matrices: if A and B are m x n matrices, their 
Hadamard product A B is the m x n matrix whose entries are ajkbjk. 
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In this paper, we study the operator on the set M, of n x n real matrices 
given by X w X . B, for a fixed B. For a matrix X in M,, ljXllsp will 
denote its spectral norm (i.e., the largest singular value of X), and the 
norm KB of the Hadamard multiplier is its norm as an operator on M, 
with the spectral norm, that is, 
KE = max{llX BII,, : llXllsp 5 1). 
Recently, Watson [15] proposed an algorithm for finding, among other 
things, a lower bound for KB. Using a factorization result of [3] based 
on the factorization theorem of Haagerup [6, 121, we show how to use 
Watson’s algorithm to give an upper bound for Kg as well. In many in- 
teresting cases, for example the triangular truncation matrices studied in 
[3] or McEachin’s matrices studied in [5, 111, the upper and lower bounds 
agree. (Sample results from the algorithm coded in Matlab [lo] are in- 
cluded.) Hadamard multiplication is an example of a completely bounded 
map [12]; we give a sharp form of Wittstock’s decomposition theorem for 
completely bounded maps in the special cage of Hadamard multiplication 
by a Hermitian matrix. This result could, in principle, also be used to find 
KB when B is Hermitian, but the resulting optimization problem does not 
seem likely to lead to a rapidly converging algorithm. However, if B is Her- 
mitian with rank 2, this formulation does lead to a relatively simple one 
variable optimization problem that can be solved explicitly. More informa- 
tion about the Hadamard product and its properties can be found in [7]. 
2. WATSON’S ALGORITHM 
Throughout, (., .) will denote the standard Euclidean inner product on 
R”, and by the norm of a vector we will mean the Euclidean norm. If P is 
in M,, we will denote its (Hilbert space) adjoint, that is, its transpose, by 
P*. Much of what is presented here can be immediately generalized to the 
complex case, but the algorithm is designed for the real case. 
First of all, we want to reinterpret Watson’s algorithm, which he mo- 
tivated by use of subgradients in the context of convex optimization. We 
think of Hadamard multiplication by B as a linear transformation on the 
vector space M, . The dual of M, as a vector space is isomorphic to M, 
where, for G in M,, the linear functional AG is defined by 
&J(X) = trace(G*X). 
Regarding M, as normed space with the spectral norm, its dual space is 
normed by the trace norm 
llAGI/ = IlGlltr = max{trace(V*G) : ljVllSp = l}, 
that is, the trace norm of G is the sum of the singular values of G. 
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For B, G, and X in M,, the identity 
AG(B. X) = trace(G*(B . X)) = trace((B G)*X) = RB.G(X) 
shows that the dual of Hadamard multiplication by B is again Hadamard 
multiplication by B. Since the norm of a transformation and its dual are 
the same, we have 
KB = max{llG Blltr : I(G(lt, I l}. 
Our interpretation of Watson’s algorithm is that it finds successively better 
estimates for the norm and the dual norm of Hadamard multiplication 
by B. Notice that, since the unitaries are the extreme points of the unit 
ball of M, with the spectral norm and the rank one matrices of norm 1 
are the extreme points of the unit ball of M, with the trace norm, the 
Hadamard multiplier norm is achieved at such matrices. Moreover, using 
singular value decomposition, given a matrix H in M,, it is easy to find a 
unitary matrix U such that llHlltr = t race(H*U) and a rank one matrix G 
with llGlltr = 1 such that llHllsp = t race(G* H). Specifically, if H = VDW* 
is the singular value decomposition of H where V and W are unitary and 
D is the diagonal matrix whose diagonal entries are the singular values of 
H arranged in nonincreasing order, then letting U = VW*, 
llHlltr = trace(D) = trace(W*(WDV*)V) 
= trace((WDV*)(VW*)) = trace(H*U). (1) 
Similarly, letting G = zy*, where x and y are the first columns of V and 
W respectively, 
llHllsp = trace(x*VDW*y) = t race(yz*VDW*) = trace(G*H). (2) 
With this in mind, we can easily describe Watson’s algorithm. 
WATSON'S ALGORITHM. 
Choose a unitary matrix Ue. 
For k = 1 to Kstop 
Sk = IIB ~~-I~~s~ 
Choose Gk rank one with ljGklltr = 1 
and trace(Gi(B Uk_1)) = Sk 
tk = IIB Gklltr 
Choose Uk unitary with trace((B t Gk)*Uk) = tk 
End 
220 
Since 
C. C. COWEN ET AL. 
and 
the sequences of estimates Sk and tk are bounded. Moreover, for each k, 
= max{trace(G*(B . vk)) : rank(G) = 1 and llGlltr = 1) 
> trace(G;(B . uk)) = trace((B . Gk)*Uk) = tk 
and 
tk = I/B. Gklltr = max{trace((B . Gk)*U) : u is unitary) 
2 trace((B . Gk),&-1) = trace(G;(B ’ &-I)) = Sk, 
so that 
sl 5 tl 5 s2 5 t2 < . . 5 Kg. 
It follows that the estimates sk and tl, converge to a lower bound for Kg 
and that, by possibly choosing subsequences, we can find a unitary matrix 
U, and a rank one matrix G, with ]]Goo]ltr = 1 such that 
limsk = htk = ll(B. Gm)lltr = ll(B. um)llsp 5 KB, 
Naturally, we hope that the limits are actually equal to Kg, and this 
does happen for some interesting matrices B. However, it does not always 
happen; indeed, taking Ua = I just gives the limit equal to the largest 
absolute value diagonal entry, not always the same as Kg. We need a good 
upper estimate of KB in order to decide if a particular lower estimate is 
giving acceptable results. 
For P an n x n matrix with columns PI, Pz, . . , Pnr let 
c(P) = max{ll911, IIP2II,. . . , lIpnIl). 
Haagerup [6] (or see [12, pp. llO-1161, [l], [13], or [9]) showed that if B is 
an n x n matrix then the norm of B as a Hadamard multiplier is 
Kg = min{c(S)c(R) : S*R = B}. 
We will need the following extension of Haagerup’s theorem from [3] 
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THEOREM A. Let B be a nonzero n x n matrix. If S and R are n x n 
,matrices and S* R = B is a factorization of B with c(S) = c(R) = G, 
there is a unitary matrix U and unit vectors x and y such that if X and Y 
are the diagonal matrices with diagonals x and y, then 
Kg = (B . Uy, x) = trace((xy*)*B . U) = JIB UjlsP, 
RYU” = SX, and the columns satisfy IlSjl1 = c(S) and llRlc[l = c(R) 
whenever the components xj and yk are nonzero. Conversely, if S and R 
are n x n matrices satisfying B = S* R, and x and y are unit vectors such 
that llS~\I = llRk[l = c(S) = c(R) w enever xj and yk are nonzero, and U is h 
a unitary matrix such that RY U” = SX, then Kg = c( R)c(S) = (1 B. U llsP. 
We want to use the convergents coming from Watson’s algorithm to find 
a factorization of B. Since every factorization of B gives an upper bound 
for KB and Watson’s algorithm gives a lower bound, we hope to obtain 
accurate estimates for the Hadamard multiplier norm. 
Suppose the G’s and U’s are chosen successively as in the outline of 
Watson’s algorithm above, where uk = vkwi and Gk = xkyi, using the 
singular value decomposition B (xky;) = VkDkw; as in Equations (1) 
and (2) and sk = IlB. Uk_l(lsp and tk = l(B G,tlltr. If s, t, x, y, D, V, and 
W are the limits (perhaps of subsequences) of Sk, tk, xk, yk, Dk, vk, wk 
respectively, then s = t, llxll = llyll = 1, V and W are unitary and satisfy 
B. (xy*) = VDW*, 
and 
s = IIB (xy*)lltr = t race((VW*)*B (xy*)) 
= trace((xy*)*B . (VW*)) = IIB. (VW*)II,,. 
Now let X and Y be the diagonal matrices with diagonals x and y, 
so that B (xy*) = XBY. If X and Y are invertible, letting C be the 
nonnegative diagonal matrix with C2 = D, then 
XBY = B. (xy*) = VDW’ = VC2W* 
implies 
Taking 
B = (X-lVC)(CW*Y-‘). 
s = CV’X-l and R = CW’Y-’ (3) 
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and U = VW*, we have B = SR, 
RYU* = (CW*Y-‘)Y(VW*)* = CV* = (Cv*X-‘)X = Sx, 
and I/B. UJI,, = s. 
While these conditions are not quite enough for the converse statement of 
Theorem A, this factorization is highly suggestive. Moreover, it indicates 
the need for investigating the conditions under which X and Y are not 
invertible. The last section of the paper gives some results of using the 
authors’ Matlab code implementing Watson’s algorithm to give a lower 
bound for KB and using the factorization suggested above to give an upper 
bound. For the triangular truncation matrices and McEachin’s matrices, 
the resulting X and Y are invertible and the computed values of the upper 
and lower bounds differ by less than 2 x lo-l4 for sizes up to 50 x 50; in 
other words, for these matrices, the algorithm works to machine accuracy. 
[In addition, checking the extra hypotheses in the converse statement from 
Theorem A shows that the computed matrices satisfy these hypotheses (up 
to machine accuracy), so the theory indicates they should give KB.] 
It is easy to see that if B is a matrix for which x and y are the stan- 
dard unit basis vectors ei and ej, then Kg = IIB . (xy*) lltr = Ib~l, so the 
Hadamard multiplier norm of B is given by one of its entries. More gen- 
erally, if B is the submatrix of B whose rows and columns are associated 
with the nonzero components of x and y, then constructing the vectors Z 
and $ by omitting the zero components, we have 
Kg = IIB. (xy*)lltr = l/Z. (zY^*)lltr 5 Kg I KB. 
That is, the noninvertible X and Y are associated with submatrices of B 
that have the same Hadamard multiplier norm. 
We will say a matrix B is Hadamard irreducible if there are no proper 
submatrices of B with the same Hadamard multiplier norm as B. In our ex- 
perience, a large difference between the computed upper and lower bounds 
for KB is due to the presence of a submatrix with a large multiplier norm 
(as compared with KB), that is, it is associated with matrices that are 
reducible in this sense. Indeed, in such cases, the sequences xk and yk con- 
verge to vectors whose nonzero components are associated with just such 
a submatrix. Further analysis of this situation suggests a multistep pro- 
cedure for finding an optimal Haagerup factorization in this case as well. 
Our analysis, below, of the case in which a proper submatrix has the same 
Hadamard multiplier norm as B leads to Theorem 2.1, which is the formal 
justification of the multistep procedure. The application of Theorem 2.1 in 
finding norms is illustrated in Section 4. 
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Suppose B is an n x n matrix with block form 
R11 B12 
( ) B21 B22 
where B11 is invertible and Hadamard irreducible, and ~~~~ = Kg. Let 
13 = S*R be a factorization of B as in Theorem A. By multiplying S and 
R on the left by an appropriate unitary, we may assume without loss of 
generality that S is upper triangular. In block form, this is 
In particular, we have B11 = ST, R11, Since 
c(Sll)c(R1l) 5 c(S)c(R) = KB = KBI~ 5 c(Sll)c(Rl1), 
we see that in fact c(Sii) = c(R11) = a. But B1l is Hadamard ir- 
reducible, so each column of Sii and RI1 has the same norm, and the 
inequality 
KB = KB~I = C(R11)’ 5 c(R~I)’ + ~(R21)’ = C(R)’ = Kg 
shows that Rzi = 0. 
The invertibility of B11 implies that Sii and R11 are invertible also, and 
it follows that Si2 = (R~l)-lB~l and Ris = (Si,)-lBlz. Since 
B22 = 57312 + S;,R22 = B~lR;;1(S;l)-~Blz + SZ22, 
on substituting we find 
S;2R22 = B22 - fhB,-,‘B12, 
which we will denote by A. (In particular, KA 5 KB, but we will improve 
this estimate.) 
We may take the point of view that B 11 and its factorization are given. 
In the circumstances we are considering, this also determines 512 and Riz, 
but it does not determine the factorization of A. Since KB is known, we 
see that if uj is the jth column of Siz and w~j is the jth column of $2, 
then 11uJl12 + 11~~112 I K B, so that ll~j11* F_ KB - lluj11’. we obtain sim- 
ilar inequalities for the columns of Rzs. Thus, we want to factor A as 
S,*,Rzs where the columns of $2 and Rzs satisfy these inequalities. For 
each column of Szz, let ~++j = (KB - IIuJ )12)-1/2 and let $~j be defined 
similarly for each column of Rzz. If @ and 9 are the diagonal matrices 
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whose diagonal entries are the & and the $j respectively, we see that A 
has a factorization S&R22 satisfying the inequalities for the column norms 
if and only if the matrix 2 = @?&RzzQ = @A@ has a factorization Z = 
,!?&$& with ~($22) 5 1 and c(R22) 5 1, that is, KZ 2 1. We summarize 
this analysis in the following theorem. 
THEOREM 2.1. Suppose B is an n x n matrix with block form 
where B11 is invertible and Hadamard irreducible, and KB,~ = Kg. If 
B11 = S;,Rll is a factorization with c(S11)~ = c(R11)~ = Kg, then B has 
a factorization of the form B = SR where KB = c(S)~ = c(R)~ and 
if and only if Kz 5 1, where Z = @( B22 - B21 Blll B12)9 as in the preceding 
discussion. 
COROLLARY 2.2. Suppose B is a nonzero n x n matrix such that bll > 
lbijl for 1 < i,j 5 n and bll > lbljl and bll > lbil) for 1 < i, j 5 n. Then 
KB = bll if and only if Kz < 1, where 
for i,j=2,...,n 
Although we have been unable to prove that Watson’s algorithm con- 
verges to KB for most starting unitaries and that the procedure above finds 
a factorization that shows the lower bound from Watson’s algorithm is ex- 
act, the algorithm seems to be very robust. Of course, it is easy to produce 
starting unitaries that are stationary points for the algorithm: for example, 
the identity is a stationary point for the algorithm that gives the largest 
diagonal entry as the lower estimate. However, we have been unable to find 
a matrix and nonstationary starting unitary for which Watson’s algorithm 
converges to a local maximum less than Kg. 
3. WITTSTOCK’S DECOMPOSITION THEOREM 
Recall that a positive semidefinite matrix B has KB = max{bjj : j = 
1,2,. . . ) n}. First, we show that a Hermitian matrix can be split in such a 
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way that its multiplier norm can be easily obtained from the pieces. This 
result is a sharp form, for our special case, of Wittstock’s decomposition 
theorem [12, p. 107). 
THEOREM 3.1. Let B be a Hermitian matrix. If PI and &I are positive 
semidefinite matrices so that B = PI - &I, then KB < KP~+Q,. Moreover: 
there are positive semidefinite matrices P and Q such that B = P - Q and 
h’B = K~+Q with rank(P) being the number of positive eigenvalues of B 
a.nd rank(Q) being the number of negative eigenualues. 
The theorem says we must be concerned with the ways in which the 
matrix B can be split as B = P-Q where P and Q are positive semidefinite 
and rank(P) is the number of positive eigenvalues of B and rank(Q) is 
the number of negative eigenvalues of B. One such splitting is given by the 
spectral theorem: let PO be the restriction of B to the subspace spanned 
by the eigenvectors corresponding to the positive eigenvalues of B, and let 
&a be the restriction of -B to the subspace spanned by the eigenvectors 
corresponding to the negative eigenvalues of B. We will call this splitting 
the spectral splitting. That this is not the only, or always the optimal, 
splitting of B is what gives this theorem interest. 
Proof of Theorem 3.1. Assume first that B is an invertible Hermitian 
matrix. It follows from the Theorem and Corollary 3 of [2, pp. 183, 1951 
t.hat 
Kg=min{KZ: (5 f) >O} 
(ISee [5] and [9] f or d iscussions of this characterization.) 
Suppose PI and Qi are positive semidefinite matrices such that B = 
PI - &I. Then 
is also positive semidefinite, so, by the characterization above, 
Let A be a matrix that attains the minimum above, that is, KA = KB 
and 
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The matrix C = A-1/2BA-1/2 is an invertible Hermitian matrix with the 
same inertia as B. If we let C = C+ - C_ be the spectral splitting of 
C as a difference of positive semidefinite matrices, then P = A1/2C+A1/2 
and Q = A 1/2C_A1/2 are positive semidefinite matrices with P - Q = 
B and rank(P) and rank(Q) being the numbers of positive and negative 
eigenvalues of B. Since 
I A-1/2&-1/2 
A-‘/2BA-1/2 I 
= (A;‘2 ._:,,) (; ;) (“a”’ ._:,,) 20
and C+C_ = 0, it follows that C+ + C_ 2 I, which implies P + Q 5 A. 
Thus,K~ 5 K~+Q _ < K,J = Kg, and P and Q satisfy the conclusion of 
the theorem. 
Now if B is not invertible, we can find a sequence of invertible Hermi- 
tian matrices converging to B and apply the results above to each of the 
matrices in the sequence. Since the Hadamard multiplier norm is contin- 
uous, we can find convergent subsequences to obtain positive semidefinite 
matrices P and Q such that B = P - Q, KB = K~+Q, and rank(P) 
and rank(Q) are, respectively, at least as large as the numbers of posi- 
tive and negative eigenvalues. Let N be the orthogonal projection onto 
the range of B. Now B = NBN = NPN - NQN and NPN and NQN 
are positive semidefinte matrices whose ranks are, respectively, the num- 
bers of positive and negative eigenvalues of B. Since NPN + NQN I: 
P + Q, the largest diagonal entry of NPN + NQN is no more than the 
largest diagonal entry of P + Q, and we see that Kg = KN~N+NQN. 
Thus, B = NPN - NQN is a splitting of the sort needed for the 
conclusion. ??
As noted above, the spectral splitting of B is not the only splitting. 
To find other splittings, we consider the quadratic form (Bv, w), and let 
P = {w:(Bw,w) > 0) and N = {w: (Bw,v) < 0). In the invertible case, 
if B = P - Q is a splitting and QX = 0, then (Ba,z) = (Pz,z) > 0. 
Since rank(A) = n = rank(P) + rank(Q) and A = P + Q, only the 
zero vector is in the range of P and the range of Q. This means that 
only the zero vector is in the kernel of P and the kernel of Q. That 
is, if both Qx = 0 and Px = 0 then x = 0, so the nonzero x with 
Qx = 0 are in P. In particular, the range of Q, which is spanned by 
the eigenvectors of Q, is a subspace whose orthogonal complement lies 
in P. Similarly, the range of P, which is spanned by the eigenvectors 
NORMS OF HADAMARD MULTIPLIERS 227 
of P, is a subspace whose orthogonal complement lies in n/. The theo- 
rem below uses this observation to characterize the splittings in a special 
case. 
THEOREM 3.2. Suppose B is an n x n Hermitian matrix with n - 1 
positive and one negative eigenvalue, and suppose u is an eigenvector of B 
for which B = Pa - uu* is the spectral splitting of B. For w orthogonal 
to u, if Q = d/1 + w*Paw, then Q = (cyu + P~w)(cuu + Paw)’ is a posi- 
tive semidejinite matrix with rank one such that P = B + Q is a positive 
semidefinite matrix with rank n - 1. Conversely, if B = P - Q where P is a 
positive semidefinite matrix with rank n- 1 and Q is a positive semidefinite 
m,atrix with rank one, then there is a vector w orthogonal to u such that 
Q = (nu + POw)(cwu + Paw)* for cy = J1+ W’PaW. 
Proof. Every positive semidefinite matrix Q with rank one has the form 
Q = (au + w)(ox + .u)* 
for some cy > 0 and some vector v orthogonal to u. If cy were 0, then u would 
be a vector orthogonal to the range of Q that is not in P, so the remarks 
above show CY > 0 for the desired splittings of B as P - Q. Since Pa has 
n - 1 positive eigenvalues, for every vector v orthogonal to u, there is a 
vector w orthogonal to u so that Paw = v. Now if the scalar ,0 and the 
vector 5 orthogonal to u are such that Pu + x is orthogonal to the range 
of Q, then, recalling that Pau = 0, we have 
0 = (cm + Pow)*(pu + x) = cyp11u112 + wfPox, 
so /3\lui12 = -w*Pax/cr. Thus the condition that @U + z be in P is 
0 < (Pu + x)*(Po - uu*)(pu + x) = x*pox - Ip1211ul14, 
or 
x*pox - 15*Poww*Pox > 0. 
cY2 
For this to be true for every x orthogonal to u means that Pa - Paww* Po/cy2 
is positive definite as an operator on range(Pc). This is equivalent to (r21 - 
(fizu)(fiw)* > 0, which is the same as IIfiwIl < (Y. 
Now suppose w, CY, and Q are as in the statement of the theorem. Since 
a2 = 1+ w*PaW > w*Paw = llJp,w/)2, 
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all vectors z that are orthogonal to the range of Q are in P, so z*Pz = 
t*(B+Q)z = z*Bz > 0, which implies the rank of P is at least n - 1. But 
p -&U’” 
( > 
= [PO -uu* +((Yu+P~w)(aU+P~w)*] 
( 
a - -u+w 
11412 ) 
=PlJw+au+(cru+P~w)(4+w*P~w) 
= (cm+ Psw)(l-cu2 + w*Pow)= 0, 
so P has rank exactly n - 1. 
To prove the converse, suppose B = P - Q is a splitting as in the theorem 
and Q = (cyu + Pow)( au + Pow)* for some CE > 0 and w orthogonal to u. 
Suppose ,& + 2 is a nonzero vector in the kernel of P where IC is orthogonal 
to u. We have 
P(@L+x) = [PO - w* +(cYu+P~W)((Yu+POW)*](~u+5) 
= Pox -PllU1(221+(CYU+POW)((YPJIUI12 +w*Pos)
= [(a" - l)Pl1412 + aw* Pos]u+P&+apJJuJJ2w + (w*P(p)w]. 
For this to be 0, since u is orthogonal to the range of 
(cr2 - l)p~~u~)2 + aw*P@ = 0, 
so 
w*pox = -(a2 - 1)/3Jlu(l2/cu. 
Moreover, since PO is invertible on the set of vectors 
must have 
0 = x + aPll?#w + (w'P,,)w 
= z+ 
( 
c@llu~~2 - (a2 - 1)/i,,71[';)w =x 
Using this in the above equality, we see 
Pa, we must have 
orthogonal to u, we 
= w’pox = -m!!tw*pow. 
a 
If p were 0, this would mean x = 0 and flu + x = 0, so p is nonzero and 
(Y2-1= w*pow, 
as in the conclusion. W 
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We can apply these ideas to get a straightforward minimization problem 
for the rank two case. Suppose u and v are linearly independent vectors in 
R” and B = uv’ - uu* is a Hermitian matrix. (Note that all Hermitian 
matrices with rank 2 for which neither B nor -B is positive semidefinite 
are of this form.) We need to write B = P - Q where P and Q are positive 
semidefinite rank one matrices with P + Q having its largest diagonal entry 
a.s small as possible. So 
P = (cm + pv)(cyu + Pv)” and Q = (yu + bv)(yu + Sv)* 
for some scalars cr, 0, y, 6. The independence of u and u implies uu*, uv*, 
uu* ) and vu* are linearly independent matrices, so equating VU* - uu* and 
P - Q gives Q’ - y2 = 1, cup - y6 = 0, and p2 - 6’ = -1. Without loss of 
generality, this means 
P = (cm + /3v)(CYu + Pv)” and Q = (~u+m~)(~u+cw)*, 
where o2 - p” = 1 and cr > 0. Now 
P + Q = (a2 + P2)( VW* + uu*) + 2a/3(vu’ + uPl*). 
Setting t = 2ap, we see CY’ + p2 = v’m. Thus 
Kg = mlnmaxdiag(d%(vv* + ML*) + t(uu* + uu*)). 
If u. and vj are the jth components of u and u respectively, letting fj(t) = 
J-2 1 + t (vj + ui) + 2tvjuj gives 
Kg = mmmTxf,(t). 
Since each of the fj is a convex function, 
KB = fjc, (to), 
where either fj,, has a minimum at to and fjo(to) 2 fj(tO) for j = 1,. . , n, 
or there are ic # je so that fi,,(t~) = fjo(tO) 2 fj(tO) for j = 1,. ,n. That 
is, to find Kg, we need only check the minima of the _fj and the points 
where the graphs cross. 
The values of the functions where the graphs cross do not seem to have 
convenient expressions, but it turns out that the minimum value of f3 is 
]bjj( and the value of fk at this point is (2b;k - bkkbjj)/]bjj]. Since Kg is 
at least as large as Jbjj] f or each j, we have another proof of Theorem 9 of 
[4] for this case. 
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COROLLARY 3.3. Let B = (bij) b e a real Hermitian n x n matrix with 
rank 2. If bjj > 0 and bji is the largest diagonal entry of B, then the 
following are equivalent: 
(i) KB = bij. 
(ii) Every 2 x 2 principal submatrix containing bjj has Hadamard mul- 
tiplier norm bij. 
(iii) For 1 < k 5 n, 
b;j + bjjbkk - 2b3, 2 0. 
4. NUMERICAL RESULTS 
A Matlab program FindKB that carries out Watson’s iterative algorithm, 
finds a factorization of the type discussed in Section 2 along with the uni- 
taries V and W and vectors x and y, and computes upper and lower bounds 
for Kg can be obtained (cowen@math.purdue .edu) from the first author. 
The inputs are the matrix B whose Hadamard multiplier norm is to be 
found, a number of iterations to be done, and a starting unitary matrix. 
The lower bound for KB is computed as in the description of the Watson 
algorithm. The upper bound c(R)c(S) for Kg given by Haagerup’s theorem 
is computed using Equation (3) to find an S, and R = (S*)-lB to find the 
corresponding factor R. The algorithm fails if the matrix X used in the 
computation of S is not invertible. 
All the computations reported here were done with Matlab [lo] version 
4.1 on a Macintosh Quadra 950, and the starting unitary was generated 
by the program (by QR factorization of a random matrix) rather than 
being user specified. This algorithm produces the results in Table 1 for the 
triangular truncation matrices, that is, for the n x n matrices T for which 
Tij = 1 when i + j 5 n + 1 and Tii = 0 when i + j > n + 1. In each case, 
the lower bound from Watson’s algorithm and the upper bound from the 
resulting factorization differ by less than 2 x 10-14. The lower bound is 
given in the table for KT for n = 2, . . ,50. 
One of the convenient features of the triangular truncation matrices is 
that the convergents computed in Watson’s algorithm give a factorization 
of T for which the Haagerup upper bound is essentially equal to the lower 
bound. We believe this happens because there are no submatrices of T 
with the same Hadamard multiplier norm. The same is true of McEachin’s 
matrices [ll], the norms of some of which were computed in [5]. 
It might be noted that the stopping criterion written into the algorithm 
used by the authors is a number, Kstop, of iterations. It would be easy 
to modify the stopping criterion to be, for example, that the difference 
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n KT 77 KT 
2 1.15470053837925 
3 1.25319726474218 
4 1.32612266648237 
5 1.38423194069267 
6 1.43262139077559 
7 1.47412419160510 
8 1.51048356114476 
9 1.54285069801945 
10 1.57202669921690 
11 1.59859201851078 
12 1.62298098962732 
13 1.64552725432741 
14 1.66649276502696 
15 1.68608702122257 
16 1.70448024411923 
17 1.72181264978498 
18 1.73820113209454 
19 1.75374417916747 
20 1.76852555639746 
21 1.78261711023281 
22 1.79608093350023 
23 1.80897105939639 
24 1.82133480230775 
25 1.83321383040637 
26 1.84464503202383 
27 1.85566122168631 
28 1.86629172019688 
29 1.87656283483510 
30 1.88649825965243 
31 1.89611941132500 
32 1.90544571264071 
33 1.91449483313437 
34 1.92328289442527 
35 1.93182464630082 
36 1.94013361841505 
37 1.94822225154975 
38 1.95610201165968 
39 1.96378348934513 
40 1.97127648693326 
41 1.97859009497756 
42 1.98573275968352 
43 1.99271234252354 
44 1.99953617310344 
45 2.00621109617797 
46 2.01274351357634 
47 2.01913942168573 
48 2.02540444504639 
49 2.03154386653308 
50 2.03756265453114 
between two successive iterates of the lower bound be smaller than a given 
epsilon. Some caution needs to be exercised, however, as the various output 
variables converge at quite different rates. For example, in computing the 
Hadamard multiplier norm for the 50 x 50 triangular truncation matrix, 
the lower bound estimate is correct to 14 decimal places after Kstop = 60 
iterations, whereas at that point the upper bound estimate is only correct 
to 7 decimal places. To get the upper bound estimate to be correct to 14 
decimal places requires about Kstop = 130 iterations. 
If the matrix X needed in the computation of S is not invertible, a 
multistep procedure based on Theorem 2.1 is needed. As an example of 
the techniques needed to handle a more complicated case, consider the 
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following 5 x 5 matrix. The steps indicated below outline the Matlab pro- 
gram Multistep, which can also be obtained from the first author. 
B= 
-1.6688 -0.2358 0.9445 1.1862 0.9198 
1.5766 1.9792 -1.0445 0.6810 0.1804 
-0.9223 0.7425 -2.1884 0.8284 0.3286 
0.2944 0.0148 0.9386 0.2742 -0.0324 
-0.4420 0.0872 0.2947 0.2091 -0.2410 
After convergence, the lower bound for KB is 2.2835, but the vectors 
x and y in the algorithm have zeros in their last two components, so no 
upper bound is computed. However, following the ideas of Theorem 2.1, we 
suspect the upper left 3 x 3 submatrix of B has the same Hadamard mul- 
tiplier norm. Factoring this submatrix and continuing as in Theorem 2.1, 
we compute 
Sli = 
0.5259 
1.0427 
-0.9590 
RI1 = 
0.2369 
-1.4669 
0.2752 
PHI = 
0.7444 
0 
and 
z= 
0.3315 
-0.4101 
-0.7162 -1.4586 
-1.2669 0.3949 
-0.4069 0.0091 
-0.7355 1.5046 
-0.8122 0.0187 
-1.0406 -0.1395 
0 
0.6999 
-0.0886 
-0.3325 
s12 = 
0.5972 0.1564 
-0.1623 0.2531 
-0.3096 -0.3919 
RI2 = 
-0.5261 -0.1716 
0.1852 0.2171 
-1.3241 -0.8172 
PSI = 
2.1357 0 
0 0.8061 
Using FindKB on this matrix, we find Kz = 0.4375, which is good, since 
Theorem 2.1 requires that Kz 5 1 to proceed. The corresponding optimal 
factorization (for the upper bound from the Haagerup theorem) is 
sz = Rz = 
0.4164 -0.6511 0.6509 0.4190 
-0.5140 -0.1165 -0.1177 0.5118 
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We now compute S22 and R22 from Sz, Rz, PHI, and PSI to use in the 
factorization of B. In this case, we get 
s= 
0.5259 -0.7162 -1.4586 0.5972 0.1564 
1.0427 -1.2669 0.3949 -0.1623 0.2531 
-0.9590 -0.4069 0.0091 -0.3096 -0.3919 
0 0 0 0.5593 -0.9303 
0 0 0 -0.6905 -0.1665 
R= 
0.2369 -0.7355 I. 5046 -0.5261 -0.1716 
-1.4668 -0.8122 0.0187 0.1852 0.2171 
0.2752 -1.0406 -0.1395 -1.3241 -0.8172 
0 0 0 0.3048 0.5199 
0 0 0 -0.0551 0.6349 
It can be checked that B = SR and that the norms of the columns of 
S and R are 
cs = 
1.5111 1.5111 1.5111 1.1262 1.0655 
CR = 
1.5111 1.5111 1.5111 1.4698 1.1907 
so Kg < c(S)c(R) = 2.2835, which agrees with lower bound found earlier. 
Although, as we noted above, we have been unable to prove that t,he 
algorithm always works, it is self-checking; that is, if the upper and lower 
bound estimate of Kg are acceptably close, we know the algorithm has 
worked in this case. In a typical problem, one would apply FindKB to a 
matrix. If the upper and lower estimates of the Hadamard multiplier norm 
are significantly different, then the nonzero components of x and y indi- 
cate the rows and columns, respectively, of the matrix that constitute the 
important submatrix B. Then, Multistep can be used to find the result- 
ing factorization and upper bound estimate of B. If the lower right corner 
produced by the algorithm is also Hadamard reducible, the process must, 
be iterated to find the eventual factorization. 
Our experience is that Watson’s algorithm is quite robust. In addition 
to the structured triangular truncation and McEachin matrices, we gener- 
ated 165 random 10 x 10 matrices using Matlab’s randn(l0, IO) command; 
that is, the entries of the matrices were chosen from a normal distribution 
with mean 0 and standard deviation 1. In each case, the Watson algorithm 
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converged to what was shown by the subsequent upper bound estimates 
to be the Hadamard multiplier norm of the matrix. Random starting uni- 
taries were used, and 500 iterations of the algorithm were sufficient to give 
agreement of the upper and lower estimates for Kg of 7 to 14 decimal 
places in the Hadamard irreducible cases. (Watson’s algorithm converges 
much faster than that to the lower bound estimate, but a large number of 
iterations are required to get a factorization that gives an acceptably small 
upper bound.) Of the 165 cases, 90 matrices were Hadamard irreducible, 
37 had a 9 x 9 submatrix with the same Hadamard multiplier norm, 12 had 
an 8 x 8 submatrix, 1 each had 7 x 7, 6 x 6, and 5 x 5 submatrices, 5 had 
2 x 2 submatrices, and in 18 cases the Hadamard multiplier norm was the 
absolute value of the largest entry, i.e. a 1 x 1 submatrix. 
The a&hors would like to thank the referees for several helpful suggestions that 
led to improvements and simplifications of our presentation. 
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