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FISHER’S INFORMATION FOR DISCRETELY SAMPLED LEVY PROCESSES
By Yacine Aı¨t-Sahalia1 and Jean Jacod
Princeton University and Universite´ de Paris-6
This paper studies the asymptotic behavior of the Fisher information for a Le´vy process
discretely sampled at an increasing frequency. We show that it is possible to distinguish not only
the continuous part of the process from its jumps part, but also different types of jumps, and
derive the rates of convergence of efficient estimators.
1. Introduction. Models allowing for sample path discontinuities are of considerable interest
in mathematical finance, for instance in option pricing [see e.g., Eberlein and Jacod (1997), Chan
(1999), Boyarchenko and Levendorskii (2002), Mordecki (2002) and Carr and Wu (2004)], testing
for the presence of jumps in asset prices [see Aı¨t–Sahalia (2002) and Carr and Wu (2003)], interest
rate modelling [see e.g., Eeberlein abd Raible (1999)], risk management [see e.g., Eberlein et al.
(1998) and Khindanova et al. (2001)], optimal portfolio choice [see e.g., Kallsen (2000), Rachev and
Han (2000) and Emmer and Klu¨ppelberg (2004)], stochastic volatility modelling [see e.g., Barndorff–
Nielsen (1997), Barndorff–Nielsen (1998), Leblanc and Yor (1998), Carr et al. (2003) and Klu¨ppelberg
et al. (2004)] or for the purpose of better describing asset returns data [see e.g., Mandelbrot (1963),
Fama and Roll (1965), Mittnik and Rachev (2001), Carr et al. (2002)].
While these theoretical models are commonly used in mathematical finance, relatively little is
known about the corresponding inference problem, which is a difficult one. A string of the literature
focuses on the tail properties of stable processes to estimate the stable index [see e.g., Fama and
Roll (1968), Fama and Roll (1971), de Haan and Resnick (1980), Dumouchel (1983), McCulloch
(1997)]. Since Le´vy processes have known characteristic functions, given by the Le´vy-Khintchine
formula, a method often proposed is based on the empirical characteristic function as an estimating
equation [see e.g., Press (1972), Fenech(1976), Feuerverger and McDunnough (1981b), Chapter 4 in
Zolotarev (1986) and Singleton (2001)], maximum likelihood by Fourier inversion of the characteristic
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function [see Feuerverger and McDunnough (1981a)], or a regression based on the explicit form of the
characteristic function [see Koutrouvelis (1980)]. Some of these methods were compared in Akgiray
and Lamoureux (1989).
Fairly little is known in most cases as to the optimality of statistical procedures in the presence
of jumps. So we consider in this paper the behavior of the Fisher information when the observations
are generated by a Le´vy process X whose law depends on a parameter vector η to be estimated. In
light of the Cramer-Rao bound, our objective is to establish the optimality of potential estimators
of η, and the rate at which they will converge. While we focus on its implications for the classical
likelihood inference problem, Fisher’s information also plays as usual an important role in Bayesian
inference or in determining the form of asymptotically most powerful tests.
The essential difficulty in this class of problems is the fact that the density of most discretely sam-
pled Le´vy processes, hence the corresponding likelihood function and Fisher’s information, are not
known in closed form. Representations in terms of special functions are available [see Zolotarev (1995)
in terms of Meijer G−functions and Hoffmann–Jørgensen (1993) in terms of incomplete hypergeo-
metric functions] although they do not appear to lead to practical formulae. One must therefore
rely on numerical methods as the maximum likelihood estimator cannot be computed exactly [see
Dumouchel (1971) for a multinomial approximation to the likelihood function, and Nolan (1997) and
Nolan (2001)]. Therefore, there is potential value in considering alternative estimators which can
both be computed explicitly and be rate-efficient. Indeed, in a companion paper [Aı¨t–Sahalia and
Jacod (2004)], we propose estimators designed to achieve the efficient rate that we identify in this
paper based on the convergence properties of the Fisher information.
Let us be more specific. The Le´vy process X is observed at n times ∆, 2∆, . . . n∆. Recalling that
X0 = 0, this amounts to observing the n increments Xi∆ − X(i−1)∆. So when ∆ > 0 is fixed, we
observe n i.i.d. variables distributed as X∆ − X0 and having a density which depends smoothly
on the parameter η, and we are on known grounds: the Fisher information at stage n has the
form In,∆(η) = nI∆(η), where I∆(η) > 0 is the Fisher information (an invertible matrix if η is
multi–dimensional) of the model based upon the observation of the single variable X∆ − X0; we
have the LAN property with rate
√
n; the asymptotically efficient estimators η̂n are those for which
√
n(η̂n − η) converges in law to the normal distribution N (0, I∆(η)−1), and the MLE does the job
[see e.g., Dumouchel (1973a)].
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Things become more complicated when the time interval separating successive observations, ∆,
varies, and more specifically in the limit when it becomes small. This type of asymptotics corresponds
to a situation which is increasingly common in financial applications, where high frequency data are
available with sampling intervals measured in seconds for many stocks or currencies. At stage n we
have n observations, recorded at times i∆n for some time lag ∆n going to 0. Equivalently, we observe
the n increments χni = Xi∆n −X(i−1)∆n which are i.i.d. for any given n. These increments are known
as the log-returns when X is the log of the price of a financial asset. However the law of χn1 depends
on n, and indeed weakly converges to the Dirac mass at 0. The Fisher information at stage n still
has the form In,∆n(η) = nI∆n(η), but the behavior of the information I∆n(η) is far from obvious.
In order to say more about the behavior of Fisher’s information, we need of course to parametrize
the model. For the same reason that the computation of the MLE is hindered by the absence of an
explicit density, the analysis of the Fisher information matrix is difficult. Dumouchel (1973b) and
Dumouchel (1975) computed the information by numerical approximation of the densities and their
derivatives. Such direct computation is numerically cumbersome because the series expansion for the
density converges slowly, especially when the order of the stable process is near one. Brockwell and
Brown (1980) propose an alternative numerical computation of the information based on a Fourier
series for the derivatives of the density.
In this paper, we are able to explicitly describe, in closed form, the limiting behavior of the
Fisher information when we restrict attention to a special kind of Le´vy process that is relevant to
applications in financial statistics. While our form of the process is undoubtedly restrictive, it is
nevertheless sufficiently rich to exhibit a surprising range of different asymptotic behaviors for the
Fisher information. In fact, we will show that different rates of convergence are achieved for different
parameters, and for different types of Le´vy processes. Rates depart from the standard
√
n in a number
of different and often unexpected ways.
Specifically, we split X into the sum of two independent Le´vy processes, with possibly one or two
scale parameters. That is, we suppose that
(1) Xt = σWt + θYt.
Here, we have σ > 0 and θ ∈ R, and W is a standard symmetric stable process with index β ∈ (0, 2],
and we are often interested in the situation where β = 2 and so W is a Wiener process (hence
the notation used). As for Y , it is another Le´vy process, viewed as a perturbation of W. In some
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applications, Y may represent frictions that are due to the mechanics of the trading process, or in
the case of compound Poisson jumps it may represent the infrequent arrival of relevant information
related to the asset. In the latter case, W is then the driving process for the ordinary fluctuations
of the asset value. Y is independent of W , and its law is either known or is a nuisance parameter,
and is dominated by W in a sense stated below. For example, when W is a Brownian motion, this
just means that Y has no Brownian part; when β < 2, then Y could for example be another stable
process with index α < β, or a compound Poisson process. The parameter vector we then consider
is η = (σ, β, θ).
If Y is viewed as a perturbation of W, then our interest in studying the Fisher information lies
in deciding whether we can estimate the parameter σ, and also in some cases the index β (the only
two parameters on which the law of the process σW depends) with the same degree of accuracy as
when the process Y is absent, at least asymptotically. The answer to this question is “yes”. When
W is a Brownian motion this means that one can distinguish between the jumps due to Y and the
continuous part of X, and this fact was already known in the specific example of a Brownian motion
coupled with either a Poisson or Cauchy process [see Aı¨t–Sahalia (2004)]. It comes more as a surprise
when β < 2: we can then discriminate between the jumps due to W and those due to Y , despite the
fact that both processes jump and we only have discrete observations.
The paper is organized as follows. In Section 2, we set up the problem and define in particular
the class of processes Y that are dominated by W . In Section 3, we study the baseline case where
Xt = σWt and establish the properties of the Fisher information in the absence of the perturbation
process Y. In Section 4, we characterize the set of processes Y whose presence does not affect the
estimation of the base parameters (σ, β). Then we study in Section 5 the estimation problem for the
dominated scale parameter θ. In this case, the results vary substantially according to the structure of
the process Y , and we illustrate the versatility of the situation by displaying the variety of convergence
rates that arise.
Finally, we also briefly consider in Section 6 a slightly different model, where
(2) Xt = σ(Wt + Yt).
Here it is natural to consider the law of Y and the index β as known, and σ to be the only parameter
to be estimated. The results are again a bit unexpected, namely one can do as well as when Y is
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absent, and in some instances (when the law of Y is sufficiently singular) the presence of Y can in
fact help us improve the estimation of σ.
All proofs are in Section 7.
2. Setup. The characteristic function of Wt is
(3) E(eiuWt) = e−t|u|
β/2
The factor 2 above is unusual for stable processes when β < 2, but we put it here to ensure continuity
between the stable and the Gaussian cases. As is well known, when β < 2 we have E(|Wt|ρ) < ∞ if
and only if 0 < ρ < β, and the tails of W1 behave according to P (W1 > w) ∼ cβ/βwβ as w → ∞
(and symmetrically as w → −∞), where the constants cβ are given by
(4) cβ =

β(1−β)
4 Γ(2−β) cos(βpi/2) if β 6= 1
1
2pi if β = 1
This follows from the series expansion of the density due to Bergstrøm (1952), the duality property of
the stable densities of order β and 1/β [see e.g., Chapter 2 in Zolotarev (1986)], with an adjustment
factor to reflect our definition of the characteristic function in (3).
The law of Y (as a process) is entirely specified by the law G∆ of the variable Y∆ for any given
∆ > 0. We write G = G1, and we recall that the characteristic function of G∆ is given by the
Le´vy-Khintchine formula
(5) E(eivY∆) = exp∆
(
ivb− cv
2
2
+
∫
F (dx)
(
eivx − 1− ivx1{|x|≤1}
))
where (b, c, F ) is the “characteristic triple” of G (or, of Y ): b ∈ R is the drift of Y, and c ≥ 0 the
local variance of the continuous part of Y, and F is the Le´vy jump measure of Y , which satisfies∫ (
1 ∧ x2)F (dx) <∞ [see e.g., Chapter II.2 in Jacod and Shiryaev (2003)].
The fact that Y is “dominated” by W is expressed by the property that G belongs to the class
Gβ which we define as follows. Let first Φ be the class of all increasing and bounded functions
φ : (0, 1]→ R+ having limx↓0 φ(x) = 0. Then we set
G(φ, α) = the set of all infinitely divisible distributions with c = 0 and, for all x ∈ (0, 1],(6) xαF ([−x, x]c) ≤ φ(x) if α < 2x2F ([−x, x]c) ≤ φ(x) and ∫{|y|≤x} |y|2F (dy) ≤ φ(x) if α = 2,
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(7) Gα = ∪φ∈Φ G(φ, α).
We have limx↓0 xαF ([−x, x]c) = 0 if and only if the function φ(y) = supx∈(0,y] xαF ([−x, x]c)
belongs to Φ, whereas
∫
{|y|≤x} |y|2F (dy) always decreases to 0 as x ↓ 0, so we also have another,
simpler, description of Gα for all α ∈ (0, 2]:
(8) Gα =
{
G is infinitely divisible, c = 0, lim
x↓0
xαF ([−x, x]c) = 0
}
.
We also have for any 0 < x < y ≤ 1:
x2F ([−x, x]c) ≤ x2F ([−y, y]c) +
∫
{‖z‖≤y}
z2F (dz),
from which we deduce that x2F ([−x, x]c) → as x ↓ 0 for any infinitely divisible G. Therefore, G2 is
indeed the set of all infinitely divisible laws G such that c = 0. Obviously α < α′ implies Gα ⊂ Gα′ .
If G is a (non necessarily symmetric) stable law with index γ it belongs to Gα for all α > γ, but not
to Gγ . If Y is a compound Poisson process plus a drift, then G is in ∪α>0Gα.
The variables under consideration have densities which depend smoothly on the parameters, so
Fisher’s information is an appropriate tool for studying the optimality of estimators. In the basic
case of the model (1), the law of the observed process X depends on the three parameters σ, β, θ
to be estimated, plus on the law of Y which is summarized by G. The law of the variable X∆ has a
density which depends smoothly on σ and θ, so that the 2 × 2 Fisher information matrix (relative
to σ and θ) of our experiment exists; it also depends smoothly on β when β < 2, so in this case the
3 × 3 Fisher information matrix exists. In all cases we denote it by In,∆n(σ, β, θ,G), and it has the
form
In,∆n(σ, β, θ,G) = n I∆n(σ, β, θ,G),
where I∆(σ, β, θ,G) is the Fisher information matrix associated with the observation of a single
variable X∆. We denote the elements of the matrix I∆(σ, β, θ,G) as I
σσ
∆ (σ, β, θ,G), I
σβ
∆ (σ, β, θ,G),
etc. We may occasionally drop G, but at this stage it is mentioned because it may appear as a
nuisance parameter in our model and we wish to have estimates for the Fisher information that are
uniform in G, at least on some reasonable class of G’s. Let us also mention that in many cases the
parameter β is indeed known: this is particularly true when W is a Brownian motion.
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For the other model (2) the Fisher information for estimating σ (a positive number here) is now
denoted by I ′n,∆n(σ, β,G), and it still has the form
I ′n,∆n(σ, β,G) = n I
′
∆n(σ, β,G),
with I ′∆(σ, β,G) being the Fisher information associated with the observation of a single variable
X∆.
3. The baseline case: estimating the parameters of the stable process X = σW . In this
section we consider the base case Y = 0, that is we observe the stable process X = σW with scale
parameter σ > 0 and index parameter β ∈ (0, 2]. In our general framework, this corresponds to the
situation where G = δ0, a Dirac mass at 0, and we set the (now unidentified) parameter θ to 0, or
for that matter any arbitrary value.
We have only the two parameters σ and β here, and our objective in this section is to compute
the Fisher information matrix in this case:
I∆(σ, β, 0, δ0) =
Iσσ∆ (σ, β, 0, δ0) Iσβ∆ (σ, β, 0, δ0)
Iσβ∆ (σ, β, 0, δ0) I
ββ
∆ (σ, β, 0, δ0)
 .
In future sections, we will examine how the terms in I∆(σ, β, θ,G) relate to those in I∆(σ, β, 0, δ0).
3.1. The scale parameter σ. By the scaling property of symmetric stable processes, which says
that W∆ and ∆
1/βW1 have the same law, it is intuitively clear that I
σσ
∆ (σ, β, 0, δ0) does not depend
on ∆. Indeed, let us denote by hβ the density of W1, which is defined through (3). The density of
X∆ = σW∆ is
p∆(x|σ, β, 0, δ0) = 1
σ∆1/β
hβ
( x
σ∆1/β
)
.
It is well known that hβ is C
∞ (by repeated integration of the characteristic function), even, and
that its n−th derivative h(n)β behaves as follows (the first two derivatives are denoted h′ and h′′):
(9)
∣∣∣h(n)β (w)∣∣∣ ∼

cβ(1+β)(2+β)...(n−1+β)
|w|n+1+β if β < 2
|w|ne−w2/2/√2pi if β = 2
as |w| → ∞.
where cβ is given in (4); this result follows from the same series expansion as above). Let us also
associate with hβ the following functions:
(10) h˘β(w) = hβ(w) +wh
′
β(w), h˜β(w) =
h˘β(w)
2
hβ(w)
.
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Then h˜β is positive, even, continuous, and h˜β(w) = 0(1/|w|1+β) as |w| → ∞, hence h˜β is Lebesgue–
integrable.
Consider now
(11) I(β) =
∫
h˜β(w)dw,
which is well defined and positive. Moreover if β = 2 (W is then Brownian motion), h2 is Gaussian
and we have h′2(w) = −wh2(w), so h˜2(w) = (1− w2 + w4)h2(w) and
(12) β = 2 ⇒ I(β) = 2.
The Fisher information for σ associated with the observation of a single variable X∆ = σW∆ is
Iσσ∆ (σ, β, 0, δ0) =
∫
(∂σp∆(x|σ, β, 0, δ0))2
p∆(x|σ, β, 0, δ0) dx =
1
σ3∆1/β
∫
h˜β(x/σ∆
1/β) dx
which, in light of (11) and by a change of variable, reduces to:
(13) Iσσ∆ (σ, β, 0, δ0) =
1
σ2
I(β).
So, as said before, this does not depend on ∆. In fact, I(β) is simply the Fisher information at point
σ = 1 for the statistical model in which we observe σW1 and W1 is a variable with density hβ .
3.2. The index parameter β. Consider now the estimation of β. This problem was studied by
Dumouchel (1973a), who computed numerically the term Iββ∆ (σ, β, 0, δ0), including also an asymmetry
parameter. It is easily seen that β 7→ hβ(w) is differentiable on (0, 2], and we denote by h˙β(w) its
derivative. However, instead of (9) one has
(14)
∣∣∣h˙β(w)∣∣∣ ∼

cβ log |w|
|w|1+β if β < 2
1
|w|3 if β = 2,
as |w| → ∞, by differentiation of the series expansion for the stable density. Therefore the quantity
(15) K(β) =
∫
h˙β(w)
2
hβ(w)
dw
is finite when β < 2 and infinite for β = 2. This is the Fisher information for estimating β, upon
observing the single variable W1.
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Instead of computing the information quantities numerically based on approximations of the stable
density hβ , we study explicitly their asymptotic behavior as ∆ → 0. Excluding the degenerate case
where β = 2 [see Dumouchel (1983) for the behavior of the MLE for β when β = 2], the Fisher
information for β associated with the observation of a single variable σW∆ when β < 2 is
Iββ∆ (σ, β, 0, δ0) =
∫
(∂βp∆(x|σ, β, 0, δ0))2
p∆(x|σ, β, 0, δ0) dx =
∫ (log(∆)h˘β(w) + β2h˙β(w))2
β4hβ(w)
dw
=
(log(∆))2
β4
I(β) + 2 log(∆)
β2
∫
h˘β(w)h˙β(w)
hβ(w)
dw +K(β),
and the middle integral in the last display is smaller than
√I(β)K(β) by Cauchy–Schwarz. Therefore,
as ∆→ 0, we have
(16)
Iββ∆ (σ, β, 0, δ0)
(log(1/∆))2
→ 1
β4
I(β).
3.3. The cross (σ, β) term. As for the cross-term, when of course β < 2 again, we have
Iσβ∆ (σ, β, 0, δ0) =
∫
∂σp∆(x|σ, β, 0, δ0) ∂βp∆(x|σ, β, 0, δ0)
p∆(x|σ, β, 0, δ0) dx
= − 1
σβ2
∫ h˘β(w)(log(∆)h˘β(w)− β2h˙β(w))
hβ(w)
dw
= − log(∆)
σβ2
I(β)− 1
σ
∫
h˘β(w)h˙β(w)
hβ(w)
dw.
Therefore, as ∆→ 0, we have
(17)
Iσβ∆ (σ, β, 0, δ0)
log(1/∆)
→ 1
σβ2
I(β).
3.4. The information for a translation model. We will see another information appear in some of
the forthcoming formulas, namely the Fisher information associated with the estimation of the real
number a for the model where one observes the single variable W1+ a. This Fisher information is of
course the following number:
(18) J (β) =
∫
h′β(w)
2
hβ(w)
dw.
Observe in particular that
(19) β = 2 ⇒ J (β) = 1.
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3.5. Some consequences for the estimation. If now we come back to our setting where n values (or
increments) of X = σW are observed along a time lag ∆n, we see that when β is known we can hope
for estimators σ̂n for σ which are asymptotically efficient in the sense that
√
n (σ̂n − σ) converges in
law to N0, σ2/I(β)), whatever ∆n behaves like as n→∞, and of course the MLE satisfies that.
When it comes to estimating β, things are different. When ∆n → 0 and when the true value is
β < 2, we can hope for estimators converging to β with the faster rate
√
n log(1/∆n) (and we provide
such estimators in Aı¨t–Sahalia and Jacod (2004)). Some of these estimators are constructed using
the jumps of the process of a size greater than some threshold, as in Ho¨pfner and Jacod (1994). Note
also that if we suspect that β = 2 we would rather perform a test, as advised by Dumouchel (1973a),
and anyway in this case the behavior of the Fisher information does not provide much insight.
4. The general semiparametric case. The data generating process is now given by (1). We
are interested in estimating (σ, β), and in some instances θ as well, leaving the distribution G ∈ Gβ
unspecified.
4.1. Estimation of (σ, β). We start by studying whether the limiting behavior of Iσσ∆ (σ, β, θ,G)
when β = 2 and of the (σ, β) block of the matrix I∆(σ, β, θ,G) when β < 2 is affected by the presence
of Y. First, we have the intuitively obvious majoration of Fisher’s information in presence of Y by the
one for which Y is absent. Note that in this result no assumption whatsoever is made on Y (except
of course that it is independent of W ):
Theorem 1. For any ∆ > 0 we have
(20) Iσσ∆ (σ, 2, θ,G) ≤ Iσσ∆ (σ, 2, 0, δ0)
and, when β < 2, the differenceIσσ∆ (σ, β, 0, δ0) Iσβ∆ (σ, β, 0, δ0)
Iσβ∆ (σ, β, 0, δ0) I
ββ
∆ (σ, β, 0, δ0)
−
Iσσ∆ (σ, β, θ,G) Iσβ∆ (σ, β, θ,G)
Iσβ∆ (σ, β, θ,G) I
ββ
∆ (σ, β, θ,G)

is a positive semi–definite matrix, and in particular we have:
(21) Iββ∆ (σ, β, θ,G) ≤ Iββ∆ (σ, β, 0, δ0).
Next, how does the limit as ∆→ 0 of I∆(σ, β, θ,G) compare to that of I∆(σ, β, 0, δ0)? For instance,
given that in the absence of Y we can estimate σ with information I(β)/σ2, we would like to find
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out what is the impact, if any, of the presence of Y on the information we can gather about that
parameter from the discrete observations where W is perturbed by Y :
χni = σ(Wi∆n −W(i−1)∆n) + θ(Yi∆n − Y(i−1)∆n)
for i = 1, . . . , n.
The answer to that question is given by the following.
Theorem 2. a) If G ∈ Gβ we have as ∆→ 0:
(22) Iσσ∆ (σ, β, θ,G)→
1
σ2
I(β),
and also, when β < 2:
(23)
Iββ∆ (σ, β, θ,G)
(log(1/∆)2
→ 1
β4
I(β), I
σβ
∆ (σ, β, θ,G)
log(1/∆)
→ 1
σβ2
I(β)
b) For any φ ∈ Φ and α ∈ (0, β] and K > 0, we have as ∆→ 0:
(24)

supG∈G(φ,α),|θ|≤K
∣∣∣Iσσ∆ (σ, β, θ,G) − I(β)σ2 ∣∣∣→ 0,
β < 2 ⇒

supG∈G(φ,α),|θ|≤K
∣∣∣∣ Iββ∆ (σ,β,θ,G)(log(1/∆))2 − I(β)β4 ∣∣∣∣→ 0,
supG∈G(φ,α),|θ|≤K
∣∣∣ Iσσ∆ (σ,β,θ,G)log(1/∆) − I(β)σβ2 ∣∣∣→ 0.
c) For each n, let Gn be the standard symmetric stable law of index αn, with αn a sequence strictly
increasing to β. Then for any sequence ∆n → 0 such that (β − αn) log∆n → 0 (i.e. the rate at which
∆n → 0 is slow enough), the sequence of numbers Iσσ∆n(σ, β, θ,Gn) (resp. I
ββ
∆n
(σ, β, θ,Gn)/(log(1/∆n))
2
when further β < 2) converges to a limit which is strictly less than I(β)/σ2 (resp. I(β)/β4).
In other words, at their respective leading orders in ∆, the presence of Y has no impact on the
information terms Iσσ∆ , I
ββ
∆ and I
σβ
∆ , as soon as Y is “dominated” by W : so, in the limit where
∆ → 0, the parameters σ and β can be estimated with the exact same degree of precision whether
Y is present or not. Moreover, part (b) states the convergence of Fisher’s information is uniform on
the set G(φ, α) and |θ| ≤ K for all α ∈ [0, β]; this settles the case where G and θ are considered as
nuisance parameters when we estimate σ and β.
But as α tends to β, the convergence disappears, as stated in part (c). This shows that the class
Gβ is effectively the largest one for which the presence of a Y process does not affect the estimation
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of the parameters of the process σW. For example, if β = 2, in part (c) take Gn to be the symmetric
stable law with index αn ∈ (0, 2) and scale parameter s in the sense that its characteristic function
is u 7→ exp
(
− s22 |u|αn
)
. Then if αn → 2, for all sequences ∆n → 0 satisfying (2− αn) log∆n → 0 we
have
Iσσ∆n(σ, β, 1, G
n)→ 2
σ2 + s2
.
This is of course to be expected, since in the limit we are observing
√
σ2 + s2 W , and we supposedly
know s and wish to estimate σ.
Another interesting feature, due to the fact that ∆→ 0, is that the limiting behavior of Iββ∆ and
Iσβ∆ when β < 2 involves I(β) but not K(β), as one could have guessed at first glance.
4.2. Estimation of θ. For the entries of Fisher’s information matrix involving the parameter θ,
things are more complicated. First, observe that Iθθ∆ (0, β, θ,G) (that is the Fisher information for the
model X = θY ) does not necessarily exist, but of course if it does we have an inequality similar to
(20) for all σ:
(25) Iθθ∆ (σ, β, θ,G) ≤ Iθθ∆ (0, β, θ,G).
Contrary to (20), however, this is a very rough estimate, which does not take into account the
properties ofW . The (θ, θ)–Fisher information is usually much smaller than what the right side above
suggests, and we give below a more accurate estimate when Y has second moments, but without the
“domination” assumption that G ∈ Gβ. Recall the notation (18).
Theorem 3. If Y1 has a finite variance v and a mean m, we have
(26) Iθθ∆ (σ, β, θ,G) ≤
J (β)
σ2
(
m2∆2−2/β + v∆1−2/β
)
.
This estimate holds for all ∆ > 0. The asymptotic variant, which says that
(27) lim sup
∆→0
∆2/β−1 Iθθ∆ (σ, β, θ,G) ≤
δ J (β)
σ2
,
is sharp in some cases and not in others, as we will see in the examples below. These examples will
also enlighten the fact that the “translation” Fisher information J (β) comes into the picture here.
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5. Examples. The calculations of the previous section involving the parameter θ can be made
fully explicit if we specify the distribution of the process Y , in some cases at least. We will always
suppose that β is known in these examples.
5.1. Stable process plus drift. Here we assume that Yt = t, so G∆ = δ∆ and G = δ1 (recall that
the notation δ means a Dirac mass):
Theorem 4. The 2× 2 Fisher information matrix for estimating (σ, θ) is
(28)
Iσσ∆ (σ, β, θ, δ1) Iσθ∆ (σ, β, θ, δ1)
Iσa∆ (σ, β, θ, δ1) I
aa
∆ (σ, β, θ, δ1)
 = 1
σ2
I(β) 0
0 ∆2−2/β J (β)
 .
This has several interesting consequences (we will denote by Tn = n∆n the length of the observation
window):
1. If θ is known, one may hope for estimators σ̂n for σ such that
√
n(σ̂n − σ) d−→ N (0, σ2/I(β))
(that is, asymptotically efficient in the Cramer–Rao sense). As a matter of fact, in this setting,
observing χni is equivalent to observing χ
′n
i = χ
n
i − a∆n, so we are in the situation of Section 3.
2. If σ is known, one may hope for estimators θ̂n for θ such that
√
n∆
1−1/β
n (θ̂n − θ) converges
in law to N (0, σ2/J (β)). If β = 2 the rate is thus √Tn: this is in accordance with the well
known fact that for a diffusion the rate for estimating the drift coefficient is the square root of
the total observation window, that is
√
Tn here; moreover in this case, the variable XTn/Tn is
N (θ, σ2/Tn); so θ̂n = XTn/Tn is an asymptotically efficient estimator for θ (recall that J (β) = 1
when β = 2). When β < 2 we have 1−1/β < 1/2, so the rate is bigger than√Tn, and it increases
when β decreases; when β < 1 this rate is even bigger than
√
n.
Observe that here Y1 has mean m = 1 and variance v = 0: so the estimate (26) is indeed an
equality. The fact that the translation Fisher information J (β) appears here is transparent.
3. If both σ and θ are unknown, one may hope for estimators σ̂n and θ̂n such that the pairs
(
√
n(σ̂n−σ),
√
n∆
1−1/β
n (θ̂n−θ)) converge in law to the productN (0, σ2/I(β))⊗N (0, σ2/J (β)).
5.2. Stable process plus Poisson process. Here we assume that Y is a standard Poisson process
(jumps of size 1, intensity 1), whose law we write as G = P . We can describe the limiting behavior
of the (σ, θ) block of the matrix I∆(σ, β, θ, P ) as ∆→ 0.
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Theorem 5. If Y is a standard Poisson process we have, as ∆→ 0:
Iσσ∆ (σ, β, θ, P ) →
1
σ2
I(β)(29)
∆1/β−1/2 Iσθ∆ (σ, β, θ, P ) → 0(30)
∆2/β−1 Iθθ∆ (σ, β, θ, P ) →
1
σ2
J (β)(31)
Since P ∈ Gβ , (29) is nothing else than the first part of (22). One could prove more than (30),
namely that sup∆∆
1/β−1 |Iσθ∆ (σ, β, θ, P )| ≤ ∞. Here again, we deduce some interesting consequences:
1. If σ is known, one may hope for estimators θ̂n for θ such that
√
n∆
1−2/β
n (θ̂n − θ) converge
in law to N (0, σ2/J (β)). So the rate is bigger than √n, except when β = 2. More gener-
ally, if both σ and θ are unknown, one may hope for estimators σ̂n and θ̂n such that the
pairs
(√
n (σ̂n − σ),
√
n∆
1−2/β
n (θ̂n − θ)
)
converge in law to the product N (0, σ2/I(β)) ⊗
N (0, σ2/J (β)).
2. However, the above–described behavior of any estimator θ̂n cannot be true when Tn = n∆n does
not go to infinity, because in this case there is a positive probability that Y has no jump on the
biggest observed interval, and so no information about θ can be drawn from the observations
in that case. It is true, though, when Tn →∞, because Y will eventually have infinitely many
jumps on the observed intervals. This discrepancy between the asymptotic behavior of Fisher
information and of estimators shows that some care must be taken when the Fisher information
is used as a measure of the quality of estimators.
3. Observe that here Y1 has mean m = 1 and variance v = 1. So in view of (31) the asymptotic
estimate (27) is sharp.
5.3. Stable process plus compound Poisson process. Here we assume that Y is a compound Poisson
process with arrival rate λ and law of jumps µ: that is, the characteristics ofG are b = λ
∫
{|x|≤1} xµ(dx)
and c = 0 and F = λµ. We then write G = Pλ,µ, which belongs to Gβ.
We will further assume that µ has a density f satisfying:
(32) lim
|u|→∞
uf(u) = 0, sup
u
(|f ′(u)|(1 + |u|)) <∞.
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We also suppose that the “multiplicative” Fisher information associated with µ (that is, the Fisher
information for estimating θ in the model when one observes a single variable θU with U distributed
according to µ) exists. It then has the form
(33) L =
∫
(uf ′(u) + f(u))2
f(u)
du.
We can describe the limiting behavior of the (σ, θ) block of the matrix I∆(σ, β, θ, Pλ,µ) as ∆→ 0.
Theorem 6. If Y is a compound Poisson process satisfying (32) and such that L in (33) is finite, we
have as ∆→ 0:
Iσσ∆ (σ, β, θ, Pλ,µ) →
1
σ2
I(β)(34)
1√
∆
Iσθ∆ (σ, β, θ, Pλ,µ) → 0(35)
and
(36)
λ2
θ2
∫
(xf ′(x) + f(x))2
λf(x) +
cβ σβ
θβ |x|1+β
dx ≤ lim inf 1
∆
Iθθ∆ (σ, β, θ, Pλ,µ) ≤ lim sup
1
∆
Iθθ∆ (σ, β, θ,G) ≤
1
θ2
L
when β < 2 (cβ is the constant defined in (4)), and also, when β = 2:
(37)
1
∆
Iθθ∆ (σ, β, θ, Pλ,µ)→
1
θ2
L.
As for the previous theorem, (34) is nothing else than the first part of (22). We could prove more
than (35), namely that sup∆
1
∆ |Iσθ∆ (σ, β, θ, Pλ,µ)| < ∞. Here again, we deduce some interesting
consequences:
1. One may hope for estimators θ̂n for θ such that
√
Tn(θ̂n − θ) is tight (the rate is the same as
for the case Yt = t), and is even asymptotically normal when β = 2.
2. However, this is not true when Tn does not go to infinity, for the same reason as for the previous
theorem.
3. When the measure µ has a second order moment, the right side of (26) is larger than the result
of the previous theorem, so the estimate in Theorem 3 is not sharp.
The rates for estimating θ in the two previous theorems, and the limiting Fisher information as
well, can be explained as follows (supposing that σ is known and that we have n observations and
that Tn →∞):
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1. For Theorem 5: θ comes into the picture whenever the Poisson process has a jump. On the
interval [0, Tn] we have an average of Tn jumps, most of them being isolated in an interval
(i∆n, (i + 1)∆n]. So it essentially amounts to observing Tn (or rather the integer part [Tn])
independent variables, all distributed as σ∆
1/β
n W1 + θ. The Fisher information for each of
those (for estimating θ) is J(β)/σ2∆2/β, and the “global” Fisher information, namely nIθθ∆n , is
approximately TnJ(β)/σ
2∆
2/β
n ∼ J(β)/σ2∆2/β−1n .
2. For Theorem 6: Again θ comes into the picture whenever the compound Poisson process has a
jump. We have an average of λTn jumps, so it essentially amounts to observing λTn independent
variables, all distributed as σ∆
1/β
n W1+θV where V has the distribution µ. The Fisher informa-
tion for each of those (for estimating θ) is approximately L/θ2 (because the variable σ∆
1/β
n W1
is negligible), and the “global” Fisher information nIθθ∆n is approximately λTnLθ
2 ∼ n∆nL/θ2.
This explains the rate in (36), and is an indication that (37) may be true even when β < 2,
although we have been unable to prove it thus far.
5.4. Two stable processes. Our last example is about the case where Y is also a symmetric stable
process with index α, α < β. We write G = Sα. Surprisingly, the results are quite involved, in the
sense that for estimating θ we have different situations according to the relative values of α and β.
We obviously still have (34), so we concentrate on the term Iθθ∆ and ignore the cross term in the
statement of the following theorem:
Theorem 7. If Y is a standard symmetric stable process with index α < β, we have as ∆→ 0:
β = 2 ⇒ (log(1/∆))
α/2
∆
β−α
β
Iθθ∆ (σ, β, θ, Sα) →
2αcαβ
α/2
θ2−ασα(2(β − α))α/2(38)
β < 2, α >
β
2
⇒ 1
∆
2(β−α)
β
Iθθ∆ (σ, β, θ, Sα)
→ α
2c2αθ
2α−2
σ2α
∫ (∫
R
|y|1−αdy ∫ 10 (1− v)h′′β(x− yv)dv)2
hβ(y)
dx(39)
β < 2, α =
β
2
⇒ 1
∆
2(β−α)
β log(1/∆)
Iθθ∆ (σ, β, θ, Sα) →
2α(β − α)c2αθ2α−2
βcβσ2α
(40)
β < 2, α <
β
2
⇒ 1
∆
Iθθ∆ (σ, β, θ, Sα) →
α2c2αθ
2α−2
σ2α
∫
1
cβ|z|1+2α−β + cαθα|z|1+α/σα dz(41)
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Then if σ is known one may hope to find estimators θ̂n for θ such that un(θ̂n− θ) converges in law
to N(0, V ), with
un =
√
n ∆
β−α
2β
n
(log(1/∆n)α/4
if β = 2
un =
√
n ∆
β−α
β
n if β < 2, α > β/2
un =
√
n ∆
β−α
β
n
√
log(1/∆n) if β < 2, α = β/2
un =
√
Tn if β < 2, α < β/2.
and of course the asymptotic variance V should be the inverse of the right hand sides in (38)–(41).
6. The multiplicative model. Another interesting situation is the model (2), when β is known.
If we observe a single variable X∆, the corresponding Fisher information is obviously
I ′∆(σ, β,G) = I
σσ
∆ (σ, β, σ,G) + 2I
σθ
∆ (σ, β, σ,G) + I
θθ
∆ (σ, β, σ,G).
We will not develop a full theory here, but we translate the examples of the previous section in this
setting. In view of the previous results, the proofs of the next three theorem follow, and these results
show the variety of situations we may encounter for this multiplicative model. The problems dealt
with in Theorems 9-10 below have been solved previously by Far (2001) and Jedidi (2001).
Theorem 8. If Yt = t the Fisher information for estimating σ in the model (2) satisfies, as ∆→ 0:
I ′∆(σ, β, δ1)→
1
σ2
I(β) if β ∈ (1, 2]
I ′∆(σ, β, δ1)→
1
σ2
(I(β) + J (β)) if β = 1
∆2/β−2I ′∆(σ, β, δ1)→
1
σ2
J (β) if β ∈ (0, 1).
So in this situation we may hope for estimators σ̂n for σ such that
√
n(σ̂n − σ) d−→ N
(
0, σ
2
I(β)
)
if β ∈ (1, 2]
√
n(σ̂n − σ) d−→ N
(
0, σ
2
I(β)+J (β)
)
if β = 1
√
n∆
1−1/β
n (σ̂n − σ) d−→ N
(
0, σ
2
J (β)
)
if β ∈ (0, 1).
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Theorem 9. If Y is a standard Poisson process, the Fisher information for estimating σ in the model
(2) satisfies, as ∆→ 0:
I ′∆(σ, β, P )→
1
σ2
(I(β) + J (β)) if β = 2
∆2/β−1I ′∆(σ, β, P )→
1
σ2
J (β) if β ∈ (0, 2).
So in this situation, and as soon as Tn →∞, we may hope for estimators σ̂n for σ such that
√
n(σ̂n − σ) d−→ N
(
0, σ
2
I(β)+J (β)
)
if β = 2√
n∆
1−2/β
n (σ̂n − σ) d−→ N
(
0, σ
2
J (β)
)
if β ∈ (0, 2).
Theorem 10. If Y is a compound Poisson process satisfying (32) and such that L in (33) is finite,
and also if Y is a symmetric stable process with index α < β, the Fisher information for estimating
σ in the model (2) satisfies, as ∆→ 0:
I ′∆(σ, β,G)→
1
σ2
I(β).
So in this situation, and as soon as Tn →∞, we may hope for estimators σ̂n for σ such that
√
n(σ̂n − σ) d−→ N
(
0,
σ2
J (β)
)
.
7. Proofs.
7.1. Preliminaries about the class G(φ, α). In the sequel, we denote by Cγ a constant depending
only on the parameter γ, and which may change from line to line.
Lemma 1. Let φ ∈ Φ and α ∈ (0, 2]. There is an increasing function φα : (0, 1) → R+ having
limx↓0 φα = 0 and φ ≤ φα on (0, 1], such that for all G ∈ G(φ, α) and ε ∈ (0, 1] we have
(42)
∫
{|x|≤ε}
|x|qF (dx) ≤

q
q−α ε
q−α φα(ε) if q > α
φα(ε) if q = α = 2,
(43)
∫
{ε<|x|≤1}
|x|F (dx) ≤

φα(1) if α < 1
φα(ε) log(1/ε) if α = 1
φα(ε) ε
1−α if α > 1.
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Proof. First we define φα as follows, for x ∈ (0, 1):
φα(x) =

φ(x)
1−α if α < 1
φ(x) + φ(x)√
log(1/x)
+ φ
(
1 ∧ e−
√
log(1/x)
)
if α = 1
φ(x) + φ(
√
x)
α−1 +
φ(1)
α−1 x
α−1
2 if α > 1.
It is clear that φα(x)→ 0 as x ↓ 0, and that φ ≤ φα on (0, 1).
(42) when q = α = 2 is trivial because φ ≤ φα. When q > α, Fubini Theorem and (6) yield:∫
{|x|≤ε}
|x|qF (dx) =
∫
{|x|≤ε}
F (dx) q
∫ |x|
0
yq−1dy = q
∫ ε
0
yq−1F (|x| > y) dy
≤ q
∫ ε
0
φ(y)yq−1−αdy ≤ q
q − α φ(ε) ε
q−α
because φ is increasing: so we get (42) again.
In a similar way, for every z ∈ [ε, 1] we get∫
{ε<|x|≤1}
|x|F (dx) =
∫
{ε<|x|≤1}
F (dx)
∫ |x|
0
dy
=
∫ ε
0
F (ε < |x| ≤ 1) dy +
∫ z
ε
F (y < |x| ≤ 1) dy +
∫ 1
z
F (y < |x| ≤ 1) dy
≤ φ(ε)ε1−α + φ(z)
∫ z
ε
y−α dy + φ(1)
∫ 1
z
yα dy,
Then in view of our definition of φα, a simple calculation allows to deduce (43), upon taking z = 1
when α < 1, and z = 1 when α = 1 and ε ≥ 1/e, and z = exp−√log(1/ε) if α = 1 and ε < 1/e, and
z =
√
ε when α > 1.
In view of (42), for any pair (G,α) such that G ∈ Gα we can introduce the following notation:
(44) b′(G,α) =

b− ∫{|x|≤1} xF (dx) if α < 1
b if α ≥ 1,
Z∆(α, β) := ∆
−1/β (Y∆ − b′(G,α)∆) .
and we let G′∆,α,β denote the law of Z∆(α, β). Part (c) of the forthcoming lemma is not fully used
here, but will be in the companion paper on estimation.
Lemma 2. a) If G ∈ Gβ then G′∆,β,β converges to the Dirac mass δ0 as ∆→ 0.
b) If α ≤ β and φ ∈ Φ and Gn is a sequence of measures in G(φ, α) and ∆n → 0, then the associated
sequence G′n∆n,α,β converges to the Dirac mass δ0 as n→∞.
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c) If α ≤ β and φ ∈ Φ there is a constant C = Cα such that for all functions g with |g(x)| ≤ K(1∧|x|)
and all ∆ ∈ (0, 1], we have (with φα like in the previous lemma):
(45) G ∈ G(φ, α) =⇒ E(|g(Z∆(α, β))|) ≤ CK∆
2(β−α)
β(2+α) φα
(
∆
2+β
β(2+α)
)
.
Proof. Observe that (c)⇒(b)⇒(a), so we prove (c) only.
Let η ∈ (0, 1/2] to be chosen later. For any given G ∈ G(K,α) we associate the Le´vy process
Y and the characteristics (b, 0, F ). Let F ′ and F ′′ be the restrictions of F to the sets [−η, η] and
[−η, η]c respectively. We can decompose Y into the sum Yt = at + Y ′t + Y ′′t , where Y ′ is a Le´vy
process with characteristics (0, 0, F ′) and Y ′′ is a compound Poisson process with Le´vy measure F ′′,
and a = b− ∫{η<|x|≤1} xF (dx). Then a′ = a− b′(G,α) is (recall (44)):
a′ =

∫
{|x|≤η} xF (dx) if α < 1
− ∫{η<|x|≤1} xF (dx) if α ≥ 1.
Therefore (42) and (43) yield (for a constant C = Cα not depending on G ∈ G(φ, α)):
(46) |a′| ≤

Cη1−αφα(η) if α 6= 1
C log(1/η) φα(η) if α = 1.
Also, since Y ′ has no drift, no Wiener part, and no jump bigger than 1, one knows (by differentiating
(5) for example) that E((Y ′t )2) = t
∫
x2F ′(dx). Then (42) again yields for some C = Cα:
(47) E(|Y ′∆|2) ≤ C∆ η2−αφα(η).
We set Z∆ = Z∆(α, β). Since |g| ≤ K we have |g(Z∆)| ≤ K. If further Y ′′∆ = 0, we have also
Y∆ = a∆+Y
′
∆, hence Z∆ = ∆
−1/β(Y ′∆+a
′∆), hence |g(Z∆)| ≤ K∆−1/β(|Y ′∆|+∆|a′|). Now, we have
P (Y ′′∆ 6= 0) ≤ ∆F ′′(IR) ≤ ∆φα(η)/ηα because G ∈ G(φ, α). Therefore we deduce from (46) and (47)
that for some constant C = CK,α:
E(|g(Z∆)|) ≤

CK
(
∆η−1 +∆1/2−1/βη1/2 +∆1−1/β log(1/η)
)
φ1(η) if α = 1
CK
(
∆η−α +∆1/2−1/βη1−α/2 +∆1−1/βη1−α
)
φα(η) otherwise
as soon as G ∈ G(φ, α). Then take η = ∆(2+β)/β(2+α) to get (45).
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7.2. Fisher’s information when X = σW + θY . ¿From independence of W and Y, the density of
X∆ in (1) is the convolution (recall G∆ = L(Y∆)):
(48) p∆(x|σ, β, θ,G) = 1
σ∆1/β
∫
G∆(dy)hβ
(
x− θy
σ∆1/β
)
.
We now seek to characterize the entries of the full Fisher information matrix. Since h′β and h˘β and
h˙β are continuous and bounded, we can differentiate under the integral in (48) to get
∂σp∆(x|σ, β, θ,G) = − 1
σ2∆1/β
∫
G∆(dy) h˘β
(
x− θy
σ∆1/β
)
,(49)
∂βp∆(x|σ, β, θ,G) = v∆(x|σ, β, θ,G) − σ log ∆
β2
∂σp∆(x|σ, β, θ,G),(50)
∂θp∆(x|σ, β, θ,G) = − 1
σ2∆2/β
∫
G∆(dy) y h
′
β
(
x− θy
σ∆1/β
)
,(51)
where
(52) v∆(x|σ, β, θ,G) = 1
σ∆1/β
∫
G∆(dy) h˙β
(
x− θy
σ∆1/β
)
.
The entries of the (σ, θ) block of the Fisher information matrix are (leaving implicit the dependence
on (σ, β, θ,G)):
(53) Iσσ∆ =
∫
∂σp∆(x)
2
p∆(x)
dx, Iσθ∆ =
∫
∂σp∆(x)∂θp∆(x)
p∆(x)
dx, Iθθ∆ =
∫
∂θp∆(x)
2
p∆(x)
dx.
When β < 2, the other entries are
Iσβ∆ = J
σβ
∆ −
σ log ∆
β2
Iσσ∆ , I
βθ
∆ = J
βθ
∆ −
σ log ∆
β2
Iσθ∆ ,(54)
Iββ∆ = J
ββ
∆ −
2σ log ∆
β2
Jσβ∆ +
σ2(log∆)2
β4
Iσσ∆ ,(55)
where
(56) Jσβ∆ =
∫
∂σp∆(x)v∆(x)
p∆(x)
dx, Jββ∆ =
∫
v∆(x)
2
p∆(x)
dx, Jβθ∆ =
∫
v∆(x)∂θp∆(x)
p∆(x)
dx.
7.3. Proof of Theorem 1. The proof is standard, and given for completeness, and given only in
the case where β < 2 (when β = 2 take v = 0 below). What we need to prove is that, for any u, v ∈ R,
we have ∫
(u∂σp∆(x|σ, β, θ,G) + v∂βp∆(x|σ, β, θ,G))2
p∆(x|σ, β, θ,G) dx
≤
∫
(u∂σp∆(x|σ, β, 0, δ0) + v∂βp∆(x|σ, β, 0, δ0))2
p∆(x|σ, β, 0, δ0) dx.(57)
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We set
q(x) = p∆(x|σ, β, θ,G), q0(x) = p∆(x|σ, β, 0, δ0),
r(x) = u∂σp∆(x|σ, β, θ,G)+v∂βp∆(x|σ, β, θ,G), r0(x) = u∂σp∆(x|σ, β, 0, δ0)+v∂βp∆(x|σ, β, 0, δ0).
Observe that by (48),
q(x) =
∫
G∆(dy)q0(x− θy),
hence
r(x) =
∫
G∆(dy)r0(x− θy)
as well. Apply Cauchy–Schwarz inequality to G∆ with r0 =
√
q0 (r0/
√
q0) to get
r(x)2 ≤ q(x)
∫
G∆(dy)
r0(x− θy)2
q0(x− θy) .
Then ∫
r(x)2
q(x)
dx ≤
∫
dx
∫
G∆(dy)
r0(x− θy)2
q0(x− θy) =
∫
r0(z)
2
q0(z)
dz
by Fubini and a change of variable: this is exactly (57).
7.4. Proof of Theorem 2. Clearly (b) implies (a). If (b) fails, one can find φ ∈ Φ and α ∈ (0, β]
and ε > 0, and also a sequence ∆n → 0 and a sequence Gn of measures in G(φ, α) and a sequence of
numbers θn converging to a limit θ, such that
β = 2 ⇒
∣∣∣∣Iσσ∆n(σ, β, θn, Gn)− I(β)σ2
∣∣∣∣ ≥ ε,
β < 2 ⇒
∣∣∣∣Iσσ∆n(σ, β, θn, Gn)− I(β)σ2
∣∣∣∣+
∣∣∣∣∣I
ββ
∆n
(σ, β, θn, G
n)
(log(1/∆))2
− I(β)
β4
∣∣∣∣∣+
∣∣∣∣Iσσ∆n(σ, β, θn, Gn)log(1/∆) − I(β)σβ2
∣∣∣∣ ≥ ε
for all n.
In other words, to prove (a) and (b) it is enough to prove the following: let φ ∈ Φ and α ∈ (0, β]
and ∆n → 0 and θn → θ and Gn be a sequence in G(φ, α); then we have:
(58) Iσσ∆n(σ, β, θn, G
n)→ I(β)
σ2
,
(59) β < 2 ⇒ I
ββ
∆n
(σ, β, θn, G
n)
(log(1/∆))2
→ I(β)
β4
,
Iσβ∆n(σ, β, θn, G
n)
log(1/∆)
→ I(β)
σβ2
.
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Let us proceed to proving (58). The change of variable x↔ (x − θb′(Gn, α))/σ∆1/β in (53) leads
to Iσσ∆ (σ, β, θ,G) =
1
σ2
∫
s∆,θ,G(x)dx, where
(60) s∆,θ,G(x) =
(∫
G′∆,α,β(du) h˘β(x− uθ/σ)
)2∫
G′∆,α,β(du)hβ(x− uθ/σ)
.
Since hβ and h˘β are continuous and bounded, we deduce from Lemma 2 that∫
G′nn∆n,α,β(du)h˘β(x− uθn/σ)→ h˘β(x),
∫
G′nn∆n,α,β(du)h(x − uθn/σ)→ h(x).
Thus s∆n,θn,Gn(x)→ h˜β(x) for all x, and Fatou’s Lemma yields
lim inf
n
Iσσ∆n(σ, β, θn, G
n) ≥ 1
σ2
∫
h˜β(x)dx =
I(β)
σ2
.
This, combined with (11) and (13) and (20), gives (58).
Now suppose that β < 2 and recall (54) and (55): with the notation Jσβ∆ (σ, β, θ,G), etc... of (56),
we see that
(61) Jσβ∆ (σ, β, θ,G) ≤
√
Iσσ∆ (σ, β, θ,G)J
ββ
∆ (σ, β, θ,G)
by a first application of Cauchy–Schwarz inequality. A second application of the same plus (48) and
(52) yield
v∆(x|σ, β, θ,G)2 ≤ p∆(x|σ, β, θ,G)
σ∆1/β
∫
G∆(dy)
h˙2β
hβ
(
x− θy
σ∆1/β
)
.
Then Fubini and the change of variable x↔ (x− θy)/σ∆1/β in (56) leads to
(62) Jββ∆ (σ, β, θ,G) ≤ K(β).
Then (59) readily follow from (58), (61), (62) and also (54) and (55).
It remains to prove (c). If we put together the majorations (20), (61) and (62) and also (54) and
(55), we see that it is enough to prove that
(63) lim sup
n
Iσσ∆n(σ, β, θ,G
n) <
I(β)
σ2
.
Let ρn = ∆
1/αn−1/β
n , which by our assumption on ∆n goes to 1. The measure G
′n
∆n,αn,β
admits the
density x 7→ gn(x) = hαn(xρn)/ρn, which converges to hβ(x); so G′n∆n,αn,β weakly converges to the
stable law with density hβ. Then, exactly as in the previous proof, we get that
(64) s∆n,θ,Gn(x)→ s(x) :=
(∫
hβ(u)h˘β(x− uθ/σ)du
)2∫
hβ(u)hβ(x− uθ/σ) du
.
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On the other hand |h˜β(y)| ≤ C(1∧1/|y|1+β) for some constant C, and also g′n(y) ≤ C(1∧1/|y|1+αn)
with C not depending on n. Using once more Cauchy–Schwarz, we deduce from (60) that
sσ,∆n,Gn(x) ≤
∫
gn(u)h˜β(x− uθ/σ) du
≤ s′(x) := C
∫ (
1 ∧ 1|u|1+β−ε
)(
1 ∧ 1|x− uθ/σ|1+β
)
du.(65)
for still another constant C, as soon as αn > β − ε for some fixed ε ∈ (0, β). But
∫
s′(x)dx is finite,
so (64) and the dominated convergence theorem yield
(66) Iσσ∆n(σ, β, θ,G
n)→ 1
σ2
∫
s(x)dx.
Finally, exactly as for (65) we deduce from the Cauchy–Schwarz inequality and from the fact that
the functions
√
hβ and h˘β/
√
hβ are not Lebesgue–almost surely multiple one from the other, while
hβ > 0 identically, that in fact s(x) <
∫
hβ(u)h˜β(x− uθ/σ)du for all x. Therefore∫
s(x)dx <
∫
dx
∫
hβ(u)h˜β(x− uθ/σ)du =
∫
hβ(u)du
∫
h˜β(y)dy =
∫
h˜β(y)dy = I(β),
and (66) yields that (63) holds, hence (c).
7.5. Proof of Theorem 3. Cauchy–Schwarz inequality gives us, by (48) and (51):
|∂θp∆(x|∆, β, θ,G)|2 ≤ 1
σ3∆3/β
p∆(x|∆, β, θ,G)
∫
G∆(dy) y
2 h˜β
(
x− θy
σ∆1:β
)
.
Plugging this into (53), applying Fubini and doing the change of variable x↔ (x− θy)/σ∆1/β leads
to
Iθθ∆ ≤
1
σ2∆2/β
∫
G∆(dy)y
2
∫
h′β(x)
2
hβ(x)
dx.
Since E(Y 2∆) = m∆
2 + δ∆, we readily deduce (26).
7.6. Proof of Theorem 4. When Yt = t we gave G∆ = δ∆. Then (28) follows directly from applying
the formulae (49) and (51) and from the change of variable x↔ (x−θ)/σ∆1/β in (53), after observing
that the function h˘βh
′
β/hβ is integrable and odd, hence has a vanishing Lebesgue integral.
7.7. Proof of Theorem 5. a) We first introduce some notation to be used also for the proof of
Theorem 6. We suppose that Y is a compound Poisson process with arrival rate λ and law of jumps
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µ, and µk is the kth fold convolution of µ. So we have
G∆ = e
−λ∆
∞∑
k=0
(λ∆)k
k!
µk.
Set
γ
(1)
∆ (k, x) =
1
σ∆1/β
∫
µk(du) hβ
(
x− θu
σ∆1/β
)
,(67)
γ
(2)
∆ (k, x) =
1
σ2∆1/β
∫
µk(du) h˘β
(
x− θu
σ∆1/β
)
,(68)
γ
(3)
∆ (k, x) =
1
σ2∆2/β
∫
µk(du) u h
′
β
(
x− θu
σ∆1/β
)
.(69)
We have (recall that µ0 = δ0):
p∆(x|σ, β, θ,G) = e−λ∆
∞∑
k=0
(λ∆)k
k!
γ
(1)
∆ (k, x),(70)
∂σp∆(x|σ, β, θ,G) = −e−λ∆
∞∑
k=0
(λ∆)k
k!
γ
(2)
∆ (k, x),(71)
∂θp∆(x|σ, β, θ,G) = −e−λ∆
∞∑
k=1
(λ∆)k
k!
γ
(3)
∆ (k, x),(72)
Omitting the mention of (σ, β, θ,G), we also set
(73) i = 2, 3 : Γ
(i)
∆ (k, k
′) =
∫
γ
(i)
∆ (k, x)γ
(i)
∆ (k
′, x)
p∆(x)
dx, Γ
(4)
∆ (k, k
′) =
∫
γ
(2)
∆ (k, x)γ
(3)
∆ (k
′, x)
p∆(x)
dx.
By Cauchy–Schwarz inequality, we have
(74) i = 2, 3 :
∣∣∣Γ(i)∆ (k, k′)∣∣∣ ≤√Γ(i)∆ (k, k)Γ(i)∆ (k′, k′), ∣∣∣Γ(4)∆ (k, k′)∣∣∣ ≤√Γ(2)∆ (k, k)Γ(3)∆ (k′, k′).
For any k ≥ 0 we have p∆(x) ≥ e−λ∆ (λ∆)
k
k! γ
(1)
∆ (k, x). Therefore
(75) i = 2, 3 : Γ
(i)
∆ (k, k) ≤
eλ∆ k!
(λ∆)k
∫
γ
(i)
∆ (k, x)
2
γ
(1)
∆ (k, x)
dx.
Finally, if we plug (71) and (72) into (53), we get
Iσθ∆ = e
−2λ∆
∞∑
k=0
∞∑
l=1
(λ∆)k+l
k! l!
Γ
(4)
∆ (k, l),(76)
Iθθ∆ = e
−2λ∆
∞∑
k=1
∞∑
l=1
(λ∆)k+l
k! l!
Γ
(3)
∆ (k, l).(77)
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b) Now we can proceed to the proof of Theorem 5. When Y is a standard Poisson process, we have
λ = 1 and µk = εk. Therefore we get
γ
(1)
∆ (k, x) =
1
σ∆1/β
hβ
(
x− θk
σ∆1/β
)
,(78)
γ
(2)
∆ (k, x) =
1
σ2∆1/β
h˘β
(
x− θk
σ∆1/β
)
,(79)
γ
(3)
∆ (k, x) =
k
σ2∆2/β
h′β
(
x− θk
σ∆1/β
)
.(80)
Plugging this into (75) yields
(81) Γ
(2)
∆ (k, k) ≤
e∆ k!
σ2∆k
I(β), Γ(3)∆ (k, k) ≤
e∆ k2 k!
σ2∆k+2/β
J (β).
Recall that (29) follows from Theorem 2, so we need to prove (30) and (31). In view of (76) and
(77), this amounts to proving the following two properties:
∞∑
k=0
∞∑
l=1
∆k+l+1/β−1/2
k! l!
Γ
(4)
∆ (k, l)→ 0,
∞∑
k=1
∞∑
l=1
∆k+l+2/β−1
k! l!
Γ
(3)
∆ (k, l)→
1
σ2
J (β).
If we use (74) and (81), it is easily seen that the sum of all summands in the first (resp. second) left
side above, except the one for k = 0 and l = 1 (resp. k = l = 1) goes to 0. So we are left to prove
(82) ∆1/2+1/β Γ
(4)
∆ (0, 1) → 0, ∆1+2/β Γ(3)∆ (1, 1) →
1
σ2
J (β).
Let ω = 12(1+β) , so (1 +
1
β )(1− ω) = 1 + 1/2β. Assume first that β < 2. Then if |x| ≤ |θ/σ∆1/β |ω,
we have for some constant C ∈ (0,∞), possibly depending on θ, σ and β, and which changes from
an occurrence to the other, and provided ∆ ≤ (2θ/σ)β :
hβ(x) ≥ C∆ω(1+1/β), hβ(x+ rθ/σ∆1/β) ≤ C∆1+1/β
when r ∈ Z\{0}, and thus
|x| ≤ |θ/σ∆1/β |ω ⇒ hβ(x+ rθ/σ∆1/β) ≤ Chβ(x)∆(1+1/β)(1−ω) = Chβ(x)∆1+1/2β .
When β = 2, a simple computation on the normal density shows that the above property also holds.
Therefore in view of (70) and (78) we deduce that in all cases,∣∣∣∣ x− θσ∆1/β
∣∣∣∣ ≤ ( θσ∆1/β
)ω
⇒ p∆(x) ≤ e
−∆
σ∆1/β
hβ
(
x− θ
σ∆1/β
)(
∆+ C∆1+β/2
(
1 +
∞∑
k=2
∆k
k!
))
≤ e
−∆
σ∆1/β−1
hβ
(
x− θ
σ∆1/β
)(
1 + C∆β/2
)
.
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By (73) it follows that
Γ
(3)
∆ (1, 1) ≥
e∆
σ3∆1+3/β
∫
{|(x−θ)/σ∆1/β |≤(θ/σ∆1/β)ω}
h′β((x− θ)/σ∆1/β)2
hβ((x− θ)/σ∆1/β)
dx
≥ e
∆
σ2∆1+2/β
∫
{|x|≤(θ/σ∆1/β)ω}
h′β(x)
2
hβ(x)
dx
We readily deduce that lim inf∆→0∆1+2/βΓ
(3)
∆ (1, 1) ≥ J(β)/σ2. On the other hand, (81) yields
lim sup∆→0∆1+2/βΓ
(3)
∆ (1, 1) ≤ J(β)/σ2, and thus the second part of (82) is proved.
Finally h˘β/hβ is bounded, so (79) and (80) and the fact that p∆(x) ≥ e−∆hβ(x/σ∆1/β)/σ∆1/β
yield
∣∣∣Γ(4)∆ (0, 1)∣∣∣ ≤ e∆σ3∆2/β
∫ ∣∣∣∣h′β ( x− θσ∆1/β
)∣∣∣∣ dx ≤ e∆σ2∆1/β
∫
|h′β(x)| dx,
and the first part of (82) readily follows.
7.8. Proof of Theorem 6. We use the same notation than in the previous proof, but here the
measure µk has a density fk for all k ≥ 1, which further is differentiable and satisfies (32) uniformly
in k, while we still have µ0 = δ0. Exactly as in (10), we set
f˘k(u) = uf
′
k(u) + fk(u).
Recall the Fisher information L defined in (33), which corresponds to estimating θ in a model where
one observes a variable θU , with U having the law µ. Now if we have n independent variables Ui with
the same law µ, the Fisher information associated with the observation of θUi for i = 1, . . . , n is of
course nL, and if instead one observes only θ(U1 + . . . + Un), one gets a smaller Fisher information
Ln ≤ nL. In other words, we have
(83) Ln :=
∫
f˘n(u)
2
fn(u)
du ≤ nL.
Taking advantage of the fact that µk has a density, for all k ≥ 1 we can rewrite γ(i)∆ (k, x) as follows
(using further an integration by parts when i = 3 and the fact that each fk satisfies (32)):
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γ
(1)
∆ (k, x) =
1
θ
∫
hβ(y)fk
(
x− yσ∆1/β
θ
)
dy(84)
γ
(2)
∆ (k, x) =
1
σθ
∫
h˘β(y)fk
(
x− yσ∆1/β
θ
)
dy(85)
γ
(3)
∆ (k, x) =
1
θ2
∫
hβ(y)f˘k
(
x− yσ∆1/β
θ
)
dy.(86)
Since the fk’s satisfy (32) uniformly in k, we readily deduce that
(87) k ≥ 1, i = 1, 2, 3 ⇒ |γ(i)∆ (k, x)| ≤ C, γ(1)∆ (1, x)→
1
θ
f
(x
θ
)
, γ
(3)
∆ (1, x)→
1
θ2
f˘
(x
θ
)
,
Let us start with the lower bound. Since γ
(1)
∆ (0, x) =
1
σ∆1/β
hβ
(
x
σ∆1/β
)
, we deduce from (9) and
(87) and (70) that
(88)
1
∆
p∆(x)→ cβ σ
β
|x|1+β +
λ
θ
f
(x
θ
)
as soon as x 6= 0, and with the convention c2 = 0. In a similar way, we deduce from (87) and (72):
(89)
1
∆
∂θp∆(x)→ − λ
θ2
f˘
(x
θ
)
.
Then plugging (88) and (89) into the last equation in (53), we conclude by Fatou’s Lemma and after
a change of variable, that
lim inf
∆→0
Iθθ∆
∆
≥ λ
2
θ2
∫
f˘(x)2
λf(x) + cβ σβ/θβ|x|1+β dx.
It remains to prove (35) and the upper bound in (36) (including when β = 2). By Cauchy–Schwarz,
we get (using successively the two equivalent versions for γ
(i)
∆ (k, x)):
γ
(2)
∆ (k, x)
2 ≤ 1
σ3
γ
(1)
∆ (k, x)
∫
µk(du) h˜β((x− θu)/σ∆1/β).
γ
(3)
∆ (k, x)
2 ≤ 1
θ3
γ
(1)
∆ (k, x)
∫
hβ(y)
f˘k((x− yσ∆1/β)/θ)2
fk((x− yσ∆1/β)/θ)
dy.
Then it follows from (75) and (83) that
(90) Γ
(2)
∆ (k, k) ≤
eλ∆ k!
σ2(λ∆)k
I(β), Γ(3)∆ (k, k) ≤
eλ∆ k k!
θ2(λ∆)k
L.
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We also need an estimate for Γ
(4)
∆ (0, 1). By (67) and (68) and (70) we obtain p∆(x) ≥
e−λ∆ hβ(x/σ∆1/β)/σ∆1/β and γ
(2)
∆ (0, x) = h˘β(x/σ∆
1/β)/σ2∆1/β . Then use (86) and the defi-
nition (73) to get∣∣∣Γ(4)∆ (0, 1)∣∣∣ ≤ 1σθ2
∫ ∣∣∣∣∣ h˘βhβ
( x
σ∆1/β
)∣∣∣∣∣ dx
∫
hβ(y)
∣∣∣∣∣f˘
(
x− yσ∆1/β
θ
)∣∣∣∣∣ dy
=
1
σθ2
∫
hβ(y) dy
∫ ∣∣∣∣∣ h˘βhβ
( x
σ∆1/β
)
f˘
(
x− yσ∆1/β
θ
)∣∣∣∣∣ dx ≤ C,(91)
where the last inequality comes from the facts that h˘β/hβ is bounded and that f˘ is integrable (due
to (32)).
At this stage we use (74), together with (76) and (77) and the fact that 2|xy| ≤ ax2+ y2/a for all
a > 0. Taking arbitrary constants akl > 0, we deduce from (90) that
Iθθ∆ ≤
L
θ2
e−λ∆
( ∞∑
k=1
(λ∆)k k
k!
+ 2
∞∑
k=1
∞∑
l=k+1
(λ∆)k+l
k! l!
(
k k!
(λ∆)k
l l!
(λ∆)l
)1/2)
≤ L
θ2
(
λ∆+
∞∑
k=1
∞∑
l=k+1
(λ∆)l k
l!
akl +
∞∑
k=1
∞∑
l=k+1
(λ∆)k l
k!
1
akl
)
Then if we take akl = (λ∆)
k−l
2 for l > k, a simple computation shows that indeed
Iθθ∆ ≤
L
θ2
(
λ∆+ C∆3/2
)
for some constant C, and thus we get the upper bound in (36). In a similar way, and replacing L/θ2
above by the supremum between L/θ2 and I(β)/σ2, we see that in (76) the sum of the absolute
values of all summands except the one for k = 0 and l = 1 is smaller than a constant times Λ∆.
Finally, the same holds for the term for k = 0 and l = 1, because of (91), and this proves (35).
7.9. Proof of Theorem 7. In the setting of Theorem 7 the measure G∆ admits the density y 7→
hα(y/∆
1/α)/∆1/α. For simplicity we set
(92) u = ∆
1
α
− 1
β ,
(so u→ 0 as ∆→ 0), and a change of variable allows to write (48) as
p∆(x|σ, β, θ,G) = 1
θ∆1/α
∫
hβ
( x
σ∆1/β
− y
)
hα
(σy
θu
)
.
Therefore
∂θp∆(x|σ, β, θ,G) = − 1
θ2∆1/α
∫
hβ
( x
σ∆1/β
− y
)
h˘α
(σy
θu
)
,
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and another change of variable in (53) leads to
(93) Iθθ∆ =
θ2α−2u2α
σ2α
Ju,
where
(94)

Ju =
∫ Ru(x)2
Su(x)
dx,
Ru(x) =
(
σ
θu
)1+α ∫
hβ(x− y)h˘α
(σy
θu
)
dy =
(
σ
θu
)α ∫
hβ
(
x− yθuσ
)
h˘α(y) dy,
Su(x) =
σ
θu
∫
hβ(x− y)hα
(σy
θu
)
dy =
∫
hβ
(
x− yθuσ
)
hα(y) dy.
Below, we denote by K a constant and by φ a continuous function on R+ with φ(0) = 0, both of
them changing from line to line and possibly depending on the parameters α, β, σ, θ; if they depend
on another parameter η we write them as Kη or φη. Recalling (9), we have
(95) hα(x) ∼ cα|x|1+α , h˘α(x) ∼ −
αcα
|x|1+α ,
∫
{|y|>|x|}
hα(y)dy ∼ 2cα
α|x|α , as |x| → ∞.
Another application of (9) when β < 2 and of the explicit form of h2 gives
(96) |y| ≤ 1 =⇒ |h′′β(x− y)| ≤ hβ(x) :=

Khβ(x) if β < 2
K(1 + x2)e−x
2/2 if β = 2.
In order to obtain estimates on Ru and Su, we split the first two integrals defining these functions
into sums of integrals on the two domains {|y| ≤ η} and {|y| > η}, for some η ∈ (0, 1] to be chosen
later. We have |hβ(x − y) − hβ(x) + h′β(x)y| ≤ hβ(x)|y2 as soon as |y| ≤ 1, so the fact that both
f = h˘α and f = hα are even functions gives∣∣∣∣∣
∫
{|y|≤η}
hβ(x− y)f
(σy
θu
)
dy − hβ(x)
∫
{|y|≤η}
f
(σy
θu
)
dy
∣∣∣∣∣ ≤ hβ(x)
∫
{|y|≤η}
y2
∣∣∣f (σy
θu
)∣∣∣ dy.
On the one hand we have with f = h˘α or f = hα, and in view of (95):∫
{|y|≤η}
y2
∣∣∣f (σy
θu
)∣∣∣ dy = θ3u3
σ3
∫
{|z|≤ση/θu}
z2|f(z)| dz ≤ Ku1+αη2−α.
On the other hand, the integrability of hα and h˘α and the fact that
∫
h˘α(y)dy = 0 yield∫
{|y|≤1}
hα
(σy
θu
)
dy =
θu
σ
∫
{|z|≤σ/θu}
hα(z)dz =
θu
σ
(1 + φ(u)),
∫
{|y|≤η}
h˘α
(σy
θu
)
dy =
θu
σ
∫
{|z|≤ση/θu}
h˘α(z)dz = −θu
σ
∫
{|z|>ση/θu}
h˘α(z)dz = 2cα
(θu)1+α
σ1+αηα
(1 + φη(u)),
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Putting all these facts together yields
(97)

∣∣∣∫{|y|≤1} hβ(x− y)hα (σyθu) dy − θuσ hβ(x)∣∣∣ ≤ uφ(u)hβ(x) +Ku1+αhβ(x),∣∣∣∫{|y|≤η} hβ(x− y)h˘α (σyθu) dy − 2cα (θu)1+ασ1+αηα hβ(x)∣∣∣ ≤ u1+α (hβ(x) φη(u)ηα +Khβ(x)η2−α) .
For the integrals on {|y| > η} we observe that by (95) we have ∣∣hα(σy/θu)− cα(θu/σ|y|)1+α∣∣ ≤
(θu/σy)1+αφ(u), and the same for h˘α except that cα is substituted with −αcα. Then if
(98) Dη(x) =
∫
{|y|>η}
hβ(x− y) 1|y|1+α dy,
we readily get
(99)

∣∣∣∫{|y|>1} hβ(x− y)hα (σyθu) dy − cα (θu)1+ασ1+α D1(x)∣∣∣ ≤ D1(x)u1+αφ(u),∣∣∣∫{|y|>η} hβ(x− y)h˘α (σyθu) dy + αcα (θu)1+ασ1+α Dη(x)∣∣∣ ≤ Dη(x)u1+αφ(u).
At this stage, if we put together (97) and (99), we obtain
(100)

∣∣∣Su(x)− (hβ(x) + cα (θu)ασα D1(x))∣∣∣ ≤ (hβ(x) + uαD1(x))φ(u) +Kuαhβ(x),∣∣∣Ru(x)− cα (2hβ(x)ηα − αDη(x))∣∣∣ ≤ (hβ(x)ηα +Dη(x))φη(u) +Khβ(x)η2−α.
Our next step is to study the behavior at infinity of the continuous bounded and positive function
Dη. We split the integral in (98) into the sum of the integrals, say D
(1)
η andD
(2)
η , over the two domains
{|y−x| ≤ |x|γ} and {|y| > η, |y−x| > |x|γ}, where γ = 4/5 if β = 2 and γ ∈ ((1+α)/(1+β), 1) if β < 2.
On the one hand, D
(2)
η (x) ≤ Khβ(|x|γ), so with our choice of γ we obviously have |x|1+αD(2)η (x)→ 0.
On the other hand |x|1+αD(1)η (x) is clearly equivalent, as |x| → ∞, to
∫
{|y−x|≤|x|γ} hβ(x−y)dy, which
equals
∫
{|z|≤|x|γ} hβ(z)dz, which in turns goes to 1. Hence we get for all η > 0:
(101) Dη(x) ∼ 1|x|1+α as |x| → ∞.
At this stage, we can obtain the behavior of Ru and Su as u→ 0. First, an application of (95) to
the last formula in (94) and Lebesgue theorem readily give
(102) lim
u→0
Su(x) = hβ(x).
Also, by (95), (96), (100) and (101), we get
(103) Su(x) ≥

C
1+|x|1+β if β < 2
C
(
e−x2/2 + u
α
1+|x|1+α
)
if β = 2
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for some C > 0 depending on the parameters, and all u small enough. In the same way, we see that
uαRu(x) → 0, but this not enough. However, if rη = 2hβηα − Dη we deduce from (100) that for all
η ∈ (0, 1],
(104) lim sup
u→0
|Ru(x)− cαrη(x)| ≤ Khβ(x)η2−α.
A simple computation and the second order Taylor expansion with integral remainder for hβ yield
rη(x) = α
∫
{|y|>η}
hβ(x)− hβ(x− y)
|y|1+α dy = −α
∫
{|y|>η}
|y|1−αdy
∫ 1
0
(1− v)h′′β(x− yv)dv.
By Lebesgue theorem, rη converges pointwise as η → 0 to the function r given by
r(x) = −α
∫
R
|y|1−αdy
∫ 1
0
(1− v)h′′β(x− yv)dv.
Then, taking into account (104), and using once more (100) together with (95), (96) and (101) and
also α < β, we get
(105) lim
u→0
Ru(x) = cα r(x), |Ru(x)| ≤ K
1 + |x|1+α .
We are now in a position to prove (39), so β < 2 and α > β/2 (and of course α < β). Since α > β/2,
we see that (102), (103) and (105) allow to apply Lebesgue theorem in the definition (94) to get that
Ju →
∫ (cαr(x))2
hβ(x)
dx: this is (39) (obviously |r(x)| ≤ K/(1 + |x|1+α), while hβ(x) > C/(1 + |x|1+β)
for some C > 0, so the integral in (39) converges).
The other cases are a bit more involved, because Lebesgue theorem does not apply and we will
see that Ju goes to infinity. First, we introduce the following functions:
R′(x) =
αcα
|x|1+α , S
′
u(x) =

cβ
|x|1+β +
cαθαuα
σα|x|1+α if β < 2
e−x
2/2√
2pi
+ cαθ
αuα
σα|x|1+α if β = 2
Below we denote by ψ(u,Γ) for u ∈ (0, 1] and Γ ≥ 1 the sum φ′(u) + φ′′(1/Γ) for any two functions
φ′ and φ′′ like φ above (changing from line to line). We deduce from (95), (96), (100) for η = 1, and
(101), that
(106) |x| > Γ ⇒ |Ru(x) +R′(x)| ≤ ψ(u,Γ)R′(x) +

K
|x|1+β if β < 2
Kx2e−x
2/2 if β = 2.
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In a similar way, we get
|x| > Γ ⇒ |Su(x)− S′u(x)| ≤

ψ(u,Γ)S′u(x) if β < 2
ψ(u,Γ)S′u(x) +K0uαx2e−x
2/2 if β = 2,
where K0 is some constant. Then for any ϕ > 0 we denote by Γϕ the smallest number bigger than
1, such that K0x
2e−x2/2 ≤ ϕ cαθα
σα|x|1+α for all |x| > Γϕ. The last estimate above for β = 2 reads as
|Su − S′u| ≤ S′u(ψ(u,Γ) + ϕ), so in all cases we have for some fixed function ψ0 as above:
(107) Su(x) = S
′
u(x)(1 + ρu(x)), where |ρu(x)| ≤

ψ0(u,Γ) if β < 2, |x| > Γ
ψ0(u,Γ) + ϕ if β = 2, |x| > Γ > Γ0.
At this stage, we set
Ju,Γ =
∫
{|x|>Γ}
R′(x)2
S′u(x)
dx.
Observe that Ju = Ju,Γ +
∑4
i=1 J
(i)
u,Γ, where
J
(1)
u,Γ =
∫
{|x|≤Γ}
Ru(x)
2
Su(x)
dx, J
(2)
u,Γ =
∫
{|x|>Γ}
(Ru(x) +R
′(x))2
Su(x)
dx,
J
(3)
u,Γ = −2
∫
{|x|≤Γ}
R′(x)(Ru(x) +R′(x))
Su(x)
dx, J
(4)
u,Γ =
∫
{|x|>Γ}
R′(x)2
Su(x)
dx−
∫
{|x|>Γ}
R′(x)2
S′u(x)
dx.
¿From (103), (105) and (106) we get for some u0 > 0:
sup
u∈(0,u0]
J
(1)
u,Γ <∞, u ∈ (0, u0] ⇒ J (2)u,Γ ≤ K + ψ(u,Γ)
(
J
(4)
u,Γ + Ju,Γ
)
.
Cauchy–Schwarz inequality yields
|J (3)u,Γ| ≤ 2
(
J
(2)
u,Γ
(
J
(4)
u,Γ + Ju,Γ
))1/2
.
Finally, (103) and (107) and the definition of R′ yield (with ψ0 as in (107)):
|J (4)u,Γ| ≤

2ψ0(u,Γ)Ju,Γ if β < 2, ψ0(u,Γ) < 1/2
2(ψ0(u,Γ) + ϕ)Ju,Γ if β = 2, Γ > Γϕ, ψ0(u,Γ) + ϕ < 1/2
Therefore we get ∣∣∣∣ JuJu,Γ − 1
∣∣∣∣ ≤ KJu,Γ + ψ(u,Γ) + 2(ψ0(u,Γ) + ϕ),
as soon as ψ0(u,Γ) + ϕ < 1/2 and Γ > Γϕ, and with the convention that ϕ = 0 and Γ0 = 1 when
β < 2. Then, remembering that limu→0 limΓ→∞ ψ(u,Γ) = 0, and the same for ψ0, and that ϕ = 0
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when β < 2 and ϕ is arbitrarily small when β = 2, we readily deduce the following fact: Suppose
that for some function u 7→ γ(u) going to +∞ as u→ 0, and independent of Γ, we have proved that
(108) Ju,Γ ∼ γ(u) as u→ 0, ∀Γ > 1;
then Ju ∼ γ(u), and therefore by (93) we get
(109) Iθθ∆ ∼
θ2α−2u2αγ(u)
σ2α
.
The simplest case is when β < 2 and α < β/2. Indeed the change of variables z = xuα/(β−α) yields
Ju,Γ = α
2c2α
∫
{|x|>Γ}
1
cβ|x|1+2α−β + cαθαuα|x|1+α/σα dx
=
α2c2α
u
α(β−2α)
β−α
∫
{|z|>Γuα/(β−α)}
1
cβ|z|1+2α−β + cαθα|z|1+α/σα dz,(110)
and we have (108) with
γ(u) =
α2c2α
u
α(β−2α)
β−α
∫
1
cβ|z|1+2α−β + cαθα|z|1+α/σα dz.
So if we combine this with (109), we get (41).
Suppose now that 2α = β < 2. Then
Ju,Γ = 2α
2c2α
∫ ∞
Γ
1
x(cβ + cαθαuαxα/σα)
dx.
For v > 0 we let Hv be the unique point x > 0 such that cαθ
αvαxα/σα = cβ, so in fact Hv = ρ/v for
some ρ > 0. We have
Ju,Γ ≤ 2α
2c2α
cβ
∫ Hu
Γ
1
x
dx+
K
uα
∫ ∞
Hu
1
x1+α
dx ≤ 2α
2c2α
cβ
log(1/u) +K.
On the other hand, if µ > 0 and Γ < x < Huµ we have cβ + cαθ
αuαxα/σα < cβ(1 + 1/µ
α), hence
Ju,Γ >
2α2c2α
cβ
∫ Huϕ
Γ
1
x(1 + 1/µα)
dx ≥ 2α
2c2α
cβ
1
1 + 1/µα
log(1/u) −Kϕ.
Putting together these two estimates and choosing µ big give (108) with γ(u) = 2α
2c2α
cβ
log(1/u), and
we readily deduce (40).
The case β = 2 is treated in pretty much the same way. We have
Ju,Γ = 2α
2c2α
∫ ∞
Γ
1
x1+α(x1+αe−x2/2/
√
2pi + cαθαuα/σα)
dx.
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We suppose that Γ is big enough for x 7→ x2+2α e−x2/2 to be decreasing on [Γ,∞). For v > 0 small
enough, there is a unique number Hv = x > Γ such that cαθ
αvα/σα = x1+α e−x
2/2/
√
2pi, so in fact
Hv ∼
√
2α log(1/v) when v → 0. Then
Ju,Γ ≤ K
∫ Hu
Γ
ex
2/2
x2+2α
dx+
2α2cασ
α
θαuα
∫ ∞
Hu
1
x1+α
dx
≤ K
Hαu
+
2αcασ
α
θαuαHαu
≤ 2αcασ
α
θαuα(2α)α/2 (log(1/u))α/2
(1 + o(1)).
On the other hand, if µ > 1 and x > Huµ we have x
1+αe−x2/2/
√
2pi + cαθ
αuα/σα < +cαθ
αuα(1 +
µα)/σα, hence
Ju,Γ >
2α2cασ
α
θαuα
∫ Huϕ
Γ
1
x1+α(1 + µα)
dx ≥ 2αcασ
α
θαuα(2α)α/2 (log(1/u))α/2 (1 + µα)
(1 + o(1)).
So again we see, by choosing µ close to 1, that the desired result holds with
γ(u) =
2αcασ
α
θαuα(2α)α/2 (log(1/u))α/2
,
and we deduce (38).
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