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Abstract Generative dynamic texture models (GDTMs) are widely used for
dynamic texture (DT) segmentation in the video sequences. GDTMs represent
DTs as a set of linear dynamical systems (LDSs). A major limitation of these
models concerns the automatic selection of a proper number of DTs. Dirichlet
process mixture (DPM) models which have appeared recently as the corner-
stone of the non-parametric Bayesian statistics, is an optimistic candidate to-
ward resolving this issue. Under this motivation to resolve the aforementioned
drawback, we propose a novel non-parametric fully Bayesian approach for DT
segmentation, formulated on the basis of a joint DPM and GDTM construc-
tion. This interaction causes the algorithm to overcome the problem of auto-
matic segmentation properly. We derive the Variational Bayesian Expectation-
Maximization (VBEM) inference for the proposed model. Moreover, in the E-
step of inference, we apply Rauch-Tung-Striebel smoother (RTSS) algorithm
on Variational Bayesian LDSs. Ultimately, experiments on different video se-
quences are performed. Experiment results indicate that the proposed algo-
rithm outperforms the previous methods in efficiency and accuracy noticeably.
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1 Introduction
Dynamic Texture (DT) segmentation has received considerable attention over
the past decade [1]-[2] . DTs are composed of ensembles of particles subject
to their stochastic motion. In fact, DTs represent important characteristics of
video sequences which have stationary properties in appearance, i.e. spatial
domain, and motion, i.e. time domain. From the appearance point of view,
textures can be divided into: structural and stochastic. The former is mostly
artificial and periodic and can be described by Texton, the putative units of
pre-attentive human texture perception [3], such as Tartan, Chessboard, etc.
On the contrary, the latter is natural and quasi-periodic such as ocean waves,
grass field, etc. In the literature, DTs from the perspective of their particles
are divided into three categories: (i) microscopic, such as plumes of smoke,
water flow, (ii) macroscopic, such as blowing leaves in wind, (iii) objects such
as crowd of people, vehicles in traffic jams [4]. Since DT Segmentation relies on
both appearance and motion changes, effective texture segmentation in videos
is one of the most complicated issues in studies of video processing. There is a
great deal of efforts ongoing for this purpose [5], [6]-[7]. Although [8] mentions
five categories of approaches for DTs recognition, the DTs segmentation ap-
proaches can be grouped into one of three categories: motion-based methods
[5], [9], [10], spatiotemporal feature based methods [11], [12], [13], [14] and
generative dynamic texture models (GDTMs) [4], [15], [16].
The motion-based methods are one of the most commonly used approaches
for DT segmentation. In these approaches, DTs are represented by estimating
a sequence of motion patterns [13], where optical flows are frequently used for
this purpose. Amiaz et al. presented an optical flow based method in order
to segment videos into static and dynamic texture regions [10]. This approach
uses a variant of the brightness constancy assumption. After that, they ex-
panded their work by using gradient constancy and color constancy assump-
tions for the goal [17]. These approaches detect dynamic regions but do not
consider any difference between co-occurring DTs. Vidal and Ravichandran
proposed a three-steps motion-based method for DT modeling and segmen-
tation [9]. While good results can be achieved in these approaches, accurate
motion analysis itself is a challenging task due to the difficulties raised by
aperture problem, occlusion, and video noise. Moreover, the optical flow meth-
ods are based on the well-known brightness constancy assumption [18]. Hence,
any variation in the lighting within the scene violates the brightness constancy
constraint.
Gonc¸alves and Bruno proposed a memory-based approach using partially
self-avoiding walks on three orthogonal planes [13], in which the segmentation
is performed by clustering appearance and motion features. In this approach,
the features extraction process is illumination-sensitive, memory-consuming
and suffers from heavy computation burden.
Chen et al. proposed an approach based on local descriptors and optical
flows [5],[12]. In this method, for considering appearance mode, spatial tex-
ture descriptor, i.e. local binary pattern (LBP) and Weber local descriptor
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(WLD), and for motion mode optical flow and local temporal texture descrip-
tor are used. The LBP [14] is a gray-scale invariant texture descriptor which
describes the texture with coding the Textons into binary patterns. Chen et
al. proposed volume based LBP, in which for each voxel, a binary code is pro-
duced by thresholding its neighborhood with the value of the center voxel.
Using the extracted features, the method performs the segmentation by hier-
archical splitting, agglomerative merging and pixel-wise classification. Hence,
the segmentation results exhibit obvious jaggedness of the boundaries. Fur-
thermore, LBPs are sensitive to noise and illumination variations. Since LBP
describes the Textons, it assumes that the textures are structural and cannot
achieve a proper result for stochastic textures with the quasi-periodic com-
ponents, such as ocean waves. Moreover, since different dynamic textures are
composed of varying sizes of Textons, finding the best neighbor cube size is a
challenging issue. On the other hand, as the neighbor cube gets much larger,
more binary patterns are needed.
In the literature, GDTMs are introduced as a convenient mean for DT
analysis. Figure 1 categorizes some of the recent GDT models for different ap-
plications. There are a wide variety of works which consider GDTMs for DT
segmentation [15], [7], [16], [19], [20]. The GDTM poses DTs as a stochastic
visual process over time and space. In these approaches, DTs are modeled by
linear dynamical systems (LDSs) [16]. Demonstrating a wide variety of com-
plex patterns of motion and spatiotemporal model, GDTMs are able to reach
an admissible solution which can model complex senses [4], [20]. The GDTM
suffers from the restrictive assumption that the video sequences do not contain
co-occurring DTs. For addressing this limitation, various extensions of GDTMs
have been proposed [1], [15]. Dynamic texture mixture (DTM) [4] and layered
Dynamic Texture (LDT) [15] are two of these efforts. The DTM supposes that
a collection of spatiotemporal video patches are modeled as samples from a set
of underlying dynamic textures. As DTs are globally homogenous and locally
inhomogeneous, patch-based approaches lead to poor results. Moreover, the
DTM, like all clustering models, is not a global generative model for video of
co-occurring textures [21].On the contrary, LDT is a global generative model
which supposes videos are modeled as a superposition of DTs. In this method,
in order to estimate the parameters of the model, Expectation-Maximization
(EM) algorithm for maximum-likelihood is used. Moreover, Gibbs sampler is
used for inference. The DTM uses an initial partition and LDT is initialized
by the results of the DTM segmentation.
To our knowledge, despite the promising results achieved by the recent
methods, all of them need an important prerequisite to segment the DTs:
determination of the optimal number of DTs in video sequences. As the differ-
ent frames of video sequences may contain a different number of DTs, using
expert knowledge for deriving region segments may be an important restric-
tion for systematic approaches. In this paper, a non-parametric fully Bayesian
generative approach based on Dirichlet process (DP) will be introduced for
addressing this limitation. DP is a distribution over distributions which com-
monly used as a prior on the parameters of the mixture model with countably
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2000 2005 2010 2015
Recognition[22], Synthesis[23] 2001
GDT modeling[24] 2002
Synthesis & Recognition[16], [25] 2003
Segmentation[9], Classification[20] 2005
Registration[4] 2011
Segmentation[26] 2010
Segmentation[4] 2008
MDTM[15],LDTM[15],Variational LDT[21] 2009
Registration[27] 2016
Segmentation[7] 2014
Fig. 1: History for Generative Dynamic Texture Models
infinite components. In other words, DP is an infinite mixture of distribution
with given parametric distribution [28]. Although the model is defined for in-
finite mixtures, the inference is tractable because parameters of a finite set of
mixtures are needed to be determined. For this purpose, Monte Carlo tech-
nique [29] or Variational Bayesian approximation [30] can be used, where the
latter outperforms the former in speed.
The idea of using DPs to define mixture models with an infinite number
of components for image segmentation, infinite hidden Markov random field
(iHMRF), has been previously explored in [31]. Due to the motion mode in
DTs, the iHMRF is inadequate for DT segmentation. Beal et al. proposed
a model known as the infinite hidden Markov model (iHMM), in which the
number of hidden states of the hidden Markov model is allowed to be countably
infinite [32]. Due to the continuity of the hidden states in LDSs, iHMM is not
proper for DT segmentation. Beal et al. also, proposed Variational Kalman
Smoother for one layer LDSs [33].Under this motivation, we introduce a novel
non-parametric generative Bayesian model for DT segmentation. Combining
GDTM and DP allows us to introduce a novel model that has the ability to set
the number of DTs automatically. In our approach, the prior probabilities of
the model are jointly affected by DP and GDTM with countably infinite DTs.
For inference, we use Variational Bayesian Expectation Maximization (VBEM)
approximation which is facilitated by means of mean-field approximation. In
VBE step, 1st-order and 2nd-order expected values of the hidden states are
needed. For this purpose, we perform Rauch-Tung-Striebel smoother (RTSS)
on Variational Bayesian LDSs.
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Fig. 2: Graphical model of generative dynamic texture model
The two main contributions of this paper are: (i) a novel non-parametric
formulation of GDTM based on DP for unsupervised co-occurring DT seg-
mentation which resolves the problem of determining the proper number of
DTs. (ii) a fully Bayesian generative model which resolves the sensitivity of
the GDTM to the initialization of parameters.
This paper is organized as follows: in Section 2, a brief overview of gen-
erative dynamic texture model and Dirichlet process is provided. In section
3 the proposed infinite generative dynamic texture model is introduced and
an elegant truncated Variational Bayesian inference algorithm for the model
is derived. Section 4 describes implementation of the proposed method com-
prehensively. The evaluation of the efficiency of the proposed model through
three types of aforementioned dynamic textures (i.e. microscopic, macroscopic
and objects) in comparison with the previous works is presented in section 5.
Finally, the conclusion is obtained in section 6.
2 Theoretical Background
2.1 Dynamic Texture Model
GDTM is a probabilistic approach which models the time-varying texture in
the videos using a LDS [23]. In this method, a state space model based on
auto-regressive moving average (ARMA) models is used. Due to the moving
average property, the structure models the non-deterministic data. Moreover,
Due to auto-regressive property, the structure models data dependent to the
past occurrences. Figure 2 illustrates the graphical model of GDTMs. GDTMs
are defined by a set of time-evolving hidden states, xt ∈ <N , and a sequence
of observations, yt ∈ <M , as below{
xt = Axt−1 + ζt
yt = Cxt + ξt, t ∈ [1, T ], (1)
in which A ∈ <N×N is the transition matrix, C ∈ <M×N is the observation
matrix, T is the temporal length of the video, ζt ∈ <N and ξt ∈ <M are
the state noise and the observation noise respectively which are independent
and identically distributed (i.i.d.) sequences drawn from a known distribution
such as Gaussian. The initial state is distributed from a normal distribution
as x1 ∼ N(x1 | δ, S−1).
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2.2 Dirichlet Process
The Dirichlet process prior is a measure on measures [28]. DPs assume that
for the random variables {θ∗i }Li=1, the random measures are drawn from a
DP (G0, α), where G0 is a base distribution and α is a positive scaling param-
eter i.e.
G | {G0, α} ∼ DP (G0, α)
θ∗i | G ∼ G i = 1, ..., L. (2)
Let {θ∗j }Kj=1 be the set of distinct values taken by variables {θ∗i }L−1i=1 . Denot-
ing as fL−1j the number of values in {θ∗i }L−1i=1 that equal to θj , the conditional
distribution of θ∗L given {θ∗n}Π−1n=1 has the form
p
(
θ∗L | {θ∗i }L−1i=1 , G0, α
)
=
α
α+ L− 1G0 +
K∑
j=1
fL−1j
α+ L− 1δθj (3)
in which δθj denotes the distribution concentrated at a single point θj [34].
The parameter α is a tradeoff between sampling a new parameter from the
base distribution and sharing a previously sampled parameter.
Therefore α indicates a key role in determining the number of distinct
parameters. As α gets larger and larger G converges to G0. On the contrary,
as α gets smaller and smaller, all the values {θ∗i }Li=1 tend to a single random
variable.
Drawing samples from DP can be regarded in terms of stick-breaking con-
struction [35]. A stick breaking prior on the space has the form
G =
∞∑
j=1
pij(ν)δθj , (4)
where
pij(ν) = νj
j−1∏
j′=1
(1− νj′) , pij(ν) ∈ [0, 1], (5)
and
∞∑
j=1
pij(ν) = 1, (6)
in which {νj}∞j=1 and {θj}∞j=1 are the random variables drawn from νj i.i.d.∼
Beta(1, α) and θj
i.i.d.∼ G0 respectively. Suppose y = {yi}Li=1 be the set of obser-
vations which is modeled by DP. Each observation yi is assumed to be drawn
from its relative conditional probability density function p
(
yi | θ∗j
)
which is
parametrized by θj . Introducing a discrete random variable z = {zi}Li=1, in
which zi = j denotes that yi is drawn from θ
∗
j , Dirichlet process mixture
model with DP can be defined as
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yi | zi = j; θj ∼ p(yi | θj),
zi | pi(ν) ∼Mult(pi(ν)),
νj | α ∼ Beta(1, α),
θj | G0 ∼ G0,
(7)
in which pi(ν) = (pij(ν))
∞
j=1 is given by (7), and Mult(.) denotes Multino-
mial distribution.
3 Infinite Generative Dynamic Texture Model (IGDTM)
In this section, we propose a novel probabilistic model named infinite genera-
tive dynamic texture model (IGDTM). In this model, it is supposed that the
video sequences are composed of infinite number of DTs and each DT can be
modeled by a LDS. In other words, the model considers videos as a superpo-
sition of the output of countable infinite disjoint GDTMs. In this approach
the fully Bayesian reasoning is used for reasoning which endeavors to estimate
parameters of an underlying distribution based on the observed distribution.
This requires us to specify prior distributions on parameters. For this purpose,
the exponential families are used.
The graphical model of the proposed method illustrated in figure 3. In this
model, the jth DT is modeled by a separate LDS contains a set of hidden
states, x(j) = {x(j)t | x(j)t ∈ <N}Tt=1 , in which T is the temporal length of
the video. Moreover, The model contains a set of observed variables, y = {yt |
yt ∈ <M , yt = {yit}Li=1}Tt=1 (where yit determines the ith pixel, i ∈ [1, L], on
the tth frame, t ∈ [1, T ]), and a lattice of sites, z = {zi}Li=1, which represents
a Markov random field. The linear dynamical equations of IGDTM are as{
x
(j)
t = A
(j)x
(j)
t−1 + ζt, j ∈ [1,∞)
yit = C
zi
i x
zi
t + ξ
zi
t , t ∈ [1, T ],
(8)
where A(j) is the N ×N state transition matrix where
A(j) =
a11 . . . a1N... . . . ...
aN1 . . . aNN
 , (9)
in which ann′
iid∼ N(0, σA), for n, n′ ∈ [1, N ], and C(j) is the L×N observation
matrix where
Czi=j =
c11 . . . c1N...
cL1 . . . cLN
 , (10)
where for i−th row cln iid∼ N(0, ΣC).
The initial state of the jth LDS is as x
(j)
1 ∼ N(x(j)1 | δj , S−1j ), in which
δj ∈ <N and Sj ∈ ℵN+ are the mean vector and the precision matrix of the
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x
(j)
1 x
(j)
2 x
(j)
3 x
(j)
T
yi1 yi2 yi3 yiT
. . .
δj , Sj Qj A(j)
µj , rj
Z
pijα
η1, η2
w2, λ2, w2, Ψ2
m3, λ3, w3, Ψ3 w1, Ψ1 σA
C
(j)
i
ΣC
∞
L
Fig. 3: Graphical model of IGDTM
jth initial state of the LDS respectively ( ℵN+ denotes all symmetric positive
definite N ×N matrices).
Moreover, the state noise process of the jth LDS in the model is given by
ζt ∼ N(ζt | 0, Q−1j ), (11)
where Qj ∈ ℵN+ is the precision matrix of the state noise. Furthermore, the
observation noise process of the jth LDS in the model is given by
ξzit ∼ N(ξzit | 0, r−1j ), (12)
where rj is the precision of the observation noise.
As IGDTM is the superposition of infinite disjoint DTs, understanding the
videos is required to understanding the DTs. The sequence of states in the jth
LDS in IGDTM is a Gauss-Markov process which is defined as
p(x(j)) = p(x
(j)
1 )
T∏
t=2
p(x
(j)
t | x(j)t−1), (13)
in which the distribution of each state is defined by
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f(t)
Fig. 4: Markov neighbourhood system
x
(j)
t |x(j)t−1, A(j), Qj ∼ N(x(j)t | A(j)x(j)t−1, Q−1j ). (14)
The distribution of the observations is defined as below:
yit | x(j)t , zi = j, rj , µj ∼ N(yit | C(j)i x(j)t + µj , r−1j ), (15)
where µj ∈ < is the mean of the jth observations of the LDS.
The distribution of the sites on the label field, zi, are defined by
zi | zˆδi , pi(ν) ∼ p(zi = j, | z˜δi , β)p(zi = j | pi(ν)), (16)
while p(zi = j | z˜δi , β) is defined as
p(zi = j | z˜δi , β) =
−∑i∈c Vc(z˜ij | β)∑K
j′=1 exp(−
∑
i∈c Vc(z˜ij′ | β))
, (17)
which is the approximate point wise probabilities of the {zi}Li=1 in order to
impose MRF. In equation (17), z˜ij ≡ (zi = j), β is the inverse temperature of
the model, Vc(z˜ij | β) are the clique potentials, c is the a member of the set of
the clique included in the neighbourhood system, C, z˜δi is the neighbour set
of the cite zi, and Vc(z˜ij | β) is comprised of the singleton potential function
Vi(zi) =

ς1, j = 1
...
ςK , j = K,
(18)
and the doubleton potential function
∀zi′ ∈ z˜δi : Vi,i′(zi, zi′) =
{
γ1, zi = zi′ , zi, zi′ ∈ ft
γ2, zi 6= zi′ , zi, zi′ ∈ ft, (19)
where ς1, . . . , ςK , γ1, γ2 are constants and ft means the t
th frame. Figure 4
illustrates neighbourhoods systems. In this figure, the the red sites indicate zi,
the green sides indicate zi′ ∈ ft.
In this approach, we use the fully Bayesian reasoning in which a prior over
all the hidden variables and unknown parameters, p(Ψ), is introduced and
the computation of posterior distribution given all the observations, y, and
hyper-parameters, Ξ, (i.e. p (Ψ | Ξ, y)) is interested. For simplicity, we use the
conjugate priors. In order to perform Bayesian inference, we apply variational
approximation which described in the next section.
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3.1 Inference for IGDTM
As mentioned before, because of better scalability in terms of computational
burden, VBEM is used. In this section, we discuss this technique. In order to
apply Variational inference, a family of variational distributions must be found
that approximates the distribution of the infinite-dimensional random measure
G in equation (4). It can be done by considering the truncated stick-breaking
representation. For this goal, the mixture proportion,pij(ν) , is supposed to be
zero for j > K, where K is a fixed integer value [36].
Bayesian inference technique introduces a set of appropriate prior distri-
bution over the parameters of the model. For simplicity [16], in this paper, the
conjugate exponential priors are defined. Hence, we impose Wishart distribu-
tion over the covariance matrix of the state noise, Qj , as defined in equations
(20).
Qj | w1, Ψ1 ∼W (Qj | w1, Ψ1), (20)
in which w1 is the mean vectors and Ψ1 is the covariance matrix of Qj .
Additionally, a joint one-dimensional Normal-Wishart distribution is im-
posed as the prior of the mean and covariance matrix of the observations,
µj , rj , and the mean and covariance of the initial state, σj , Sj as defined in
equations (21) and (22) respectively.
µj , rj | m2, λ2, w2, Ψ2 ∼ NW1(µj , rj | m2, λ2, w2, Ψ2), (21)
δj , Sj | m3, λ3, w3, Ψ3 ∼ NWN (δj , Sj | m3, λ3, w3, Ψ3), (22)
in which m1,m3 are the mean vector, λ2, λ3, w2, w3 are four real numbers, and
Ψ2, Ψ3 are the scale matrices.
We use Gamma prior for the Scaling parameter in DP, as
α | η1, η2 ∼ Gam (α | η1, η2) , (23)
where η1, η2 are the rate parameters.
Let Ψ = {x1:T , zi, νj , α, δj , Sj , Qj , µj , rj} |L,Ki=1,j=1 be the set of all hidden
variables and unknown parameters andΞ = {w1, Ψ1,m2, λ2, w2, Ψ2,m3, λ3, w3,
Ψ3, η1, η2, σ
(j)
A , Σ
(j)
C } be the set of all hyper-parameters of the imposed priors.
The joint distribution p(Ψ, y | Ξ) is defined as:
p (Ψ, y | Ξ) =
T∏
t=2
K∏
j=1
P
(
x
(j)
t | A(j)x(j)t−1, Qj
) K∏
j=1
P (Qj | w1, Ψ1)
×
L∏
i=1
K∏
j=1
T∏
t=1
P
(
yit | C(j)i x(j)t + µj , zi = j, rj
)I(zi=j) K∏
j=1
P (µj , rj | m2, λ2, w2, Ψ2)
×
K∏
j=1
P
(
x
(j)
1 | δj , Sj
)
P (δj , Sj | m3, λ3, w3, Ψ3)
×
K∏
j=1
P (vj | α)P (A(j) | 0, σA)P (C(j) | 0, ΣC)P (α | η1, η2)P (Z) , (24)
A Fully Bayesian Infinite Generative Model for Dynamic Texture Segmentation 11
in which
P
(
C(j) | 0, ΣC
)
=
L∏
i=1
N
(
C
(j)ᵀ
i | 0, ΣC
)
, (25)
and
P (Z) =
L∏
i=1
K∏
j=1
p(zi = j | z˜δi , β)p(zi = j | v(pij)), (26)
where p(zi = j | z˜δi , β) are the point-wise prior probabilities of the MRF,
given by 17, and p(zi = j | v(pij)) are the prior probabilities of the model
states stemming from the imposed DP, given by 5 and 7.
Variational Bayesian inference is used for approximating intractable inte-
grals arising in Bayesian inference and machine learning. In this method, the
actual posterior over the set of all hidden variables and unknown parame-
ters, i.e. p (Ψ | Ξ, y) , is approximated by a Variational distribution, known
as qΨ (Ψ). Mean-field variational Bayesian is the most common type of Vari-
ational Bayes, which uses the Kullback−Leibler divergence (KL−divergence)
of p (Ψ | Ξ, y) from q (Ψ) as the dissimilarity function. Under this assumption,
the log marginal likelihood of model yields
log p(y) = `(qΨ ) + KL(qΨ || p), (27)
in which
`(qΨ ) =
∫
qΨ (Ψ)log
p(Ψ | Ξ, y)
qΨ (Ψ)
dΨ, (28)
where KL(.) stands for KL-divergence. Since KL divergence is non-negative,
`(qΨ ) forms a strict lower bound of the log marginal likelihood and will be
equal when KL(qΨ || p) = 0 or qΨ (Ψ) = p(Ψ | Ξ, y). As log marginal likelihood
is constant by maximizing `(qΨ ), KL(qΨ || p) will be minimized.
As we defined the conjugate exponential priors, the Variational posterior
qΨ (Ψ) is expected to be the same distribution of p(Ψ | Ξ, y)[37], therefore it is
expected that qΨ (Ψ) factorized as below
q(Ψ) = qx(x1:T )qz(z)
 K∏
j=1
qν(νj)
 qα(α) K∏
j=1
qδ,S (δj , Sj)
×
K∏
j=1
qQ(Qj)
K∏
j=1
qµ,R(µj , rj)q(A)q(C), (29)
where
qx(x1:T ) =
T∏
t=1
q(xt), qz(z) =
L∏
i=1
qz(zi), (30)
and
q(A) =
K∏
j=1
N∏
n=1
q(a(j)n ), q(C) =
K∏
j=1
N∏
i=1
q(C
(j)
i ) (31)
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Table 1: Random variables and Parameters in IGDTM
Random variable/ Name Dimension Distributed from
Parameter
x
(j)
t States x
(j)
t ∈ <N N
(
x
(j)
t | A(j)x(j)t−1, Q−1j
)
µj , rj Covariance matrix of rj ∈ < NW1 (µj , rj | m2, λ2, w2, Ψ2)
the state noise
Qj Covariance matrix of Qj ∈ ℵN+ WN (Qj | w1, Ψ1)
the observation noise
matrix of observations
δj , Sj Mean and covariance δj ∈ <N , Sj ∈ ℵN+ NWN (δj , Sj | m3, λ3, w3, Ψ3)
matrix of the initial state
α Scaling parameter in DP α ∈ <K Gam(α | η1, η2)
νj Parameter of DP νj ∈ (0,∞] Beta(ν | 1, α)
{zi}Li=1 Label field {zi} ∈ 1, ...,∞ Mult(z | pi(ν))
Making a full mean field assumption in which qx(x1:T ) =
∏T
t=1 qx(xt) loses
crucial information about the hidden state chain needed for accurate inference.
Thus, we employ RTSS algorithm which computes the expected statistics of
the hidden states in time O(T ).
By replacing q(Ψ) in (27), we will have
`(qΨ ) =
∫
dΨ

qx(x1:T )
∏L
i=1 qz(zi)
∏K
j=1 qν(νj)qα(α)
×∏Kj=1 qδ,S(δj , Sj)∏Kj=1 qQ(Qj)
×∏Kj=1 qµ,r(µj , rj)∏K
j=1
∏N
n=1 q(a
(j)
n )
∏K
j=1
∏N
i=1 q(c
(j)
i )
×

lnP (Ψ, y | Ξ)− ln qx(x1:T )
−∑Li=1 ln qz(zi)−∑Kj=1 ln qν(νj)− ln qα(α)
−∑Kj=1 ln qδ,S(δj , Sj)−∑Kj=1 ln qQ(Qj)
−∑Kj=1 ln qµ,r(µj , rj)
−∑Kj=1∑Nn=1 q(a(j)n )−∑Kj=1∑Ni=1 q(C(j)i )


. (32)
Variational Bayesian can be seen as an extension of the expectation maxi-
mization (EM) algorithm which contains VB-E step and VB-M step and suc-
cessively converges on optimum parameter values [30]. In M-Step, by maxi-
mizing of `(qΨ ) over each of the factor qΨ (Ψ) in turn, holding the other fixed,
the Variational posterior distribution qΨ (Ψ) is derived. The following section
will describe the computation of the approximated Variational distributions
in M-step.
Table 1 and 2 describe the random variables/parameters and hyperparam-
eters of the proposed method in detail, respectively.
Variational Bayesian M-step (VBM): In this section, the VBM is described,
(see Appendix A for derivations). According to the mean field Variational
Bayesian, defining q(zi = j
′) = E [I(zi = j′)] ; j′ ∈ [1,K]
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Table 2: Hyper Parameters in IGDTM
Hyper Parameter Name Random Variable/ Properties/
Parameter Dimension
w1 Degree of freedom Qj w1 > N − 1
Ψ1 Scale matrix Qj Ψ1 ∈ ℵN+
m2 Mean µj m2 ∈ <
λ2 A real number µj λ2 > 0
w2 A real number rj w2 > 0
Ψ21 Scale matrix rj Ψ2 ∈ <
m3 Mean δj m3 ∈ <N
λ3 A real number δj λ3 > 0
w3 A real number Sj w3 > N − 1
Ψ3 Scale matrix Sj Ψ3 ∈ ℵN+
η1 Shape parameter α η1 > 0
η2 Rate parameter α η2 > 0
σ
(j)
A variance A σ
(j)
A ∈ <
Σ
(j)
C covariance matrix C
(j)ᵀ
i ; i ∈ [1, L] Σ(j)C ∈ ℵN+
The distribution of covariance matrix of the observation noise is approxi-
mated by qQ(Qj) = W (Qj |wˆ1, Ψˆ1), in which
wˆ1 = w1 + (T − 1) (33)
Ψˆ1
−1
= Ψ−11 +
T∑
t=2
E\Qj
[(
x
(j)
t −A(j)x(j)t−1
)(
x
(j)
t −A(j)x(j)t−1
)ᵀ]
(34)
The distribution of Mean and covariance matrix of observations is approx-
imated by
qµ,r (µj , rj) = NW
(
mˆ2, λˆ2, wˆ2, Ψˆ2
)
(35)
in which, according to the below notations
N
(2)
j =
L∑
i=1
q(zi = j), (36)
y¯tj =
1
N
(2)
j
L∑
i=1
q(zi = j)yit, (37)
we will have
wˆ2 = w2 + TN
(2)
j , (38)
λˆ2 = λ2 + TN
(2)
j , (39)
mˆ2 =
λ2m2+N
(2)
j
∑T
t=1 y¯tj
λˆ2
, (40)
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Ψˆ−12 = Ψ
−1
2 −
1
λˆ2
(
λ22m2m
ᵀ
2 +
∑T
t=1 y¯tjN
(2)
j m
ᵀ
2λ2 +m2λ2N
(2)ᵀ
j
∑T
t=1 y¯
ᵀ
tj +
∑T
t=1 x¯tjN
(2)
j N
(2)ᵀ
j
∑T
t=1 y¯
ᵀ
tj
)
+
λ2m2m
ᵀ
2 +
∑T
t=1
∑L
i=1 q(zi = j)yity
ᵀ
it −
∑T
t=1
∑L
i=1 q(zi = j)µˆ
(j)
Ci
E[x
(j)
t ]y
ᵀ
it −
∑T
t=1
∑L
i=1 q(zi = j)yitE
[
x
(j)ᵀ
t
]
µˆ
(j)ᵀ
Ci
+∑T
t=1
∑L
i=1 q(zi = j)
∑N
n=1
∑N
n′
(
Σˆ
(j)
Cinn′
+ µ
(j)
Cin
µ
(j)
Cin′=1
)
E
[
x
(j)
tn′x
(j)
tn
]
(41)
The distribution of the mean and the covariance matrix of initial state is
approximated by
qδ,S(δj , Sj) = NW (mˆ3, λˆ3, wˆ3, Ψˆ3) (42)
in which, according to the below notations
N
(3)
j =
L∑
i=1
q(zi = j), (43)
x¯
(3)
j =
1
N
(3)
j
L∑
i=1
q(zi = j)E
[
x
(j)
1
]
, (44)
∆
(3)
j =
L∑
i=1
q(zi = j)E
[(
x
(j)
1 − x¯(3)j
)(
x
(j)
1 − x¯(3)j
)ᵀ]
(45)
we will have
wˆ3 = w3 +N
(3)
j , (46)
λˆ3 = λ3 +N
(3)
j , (47)
mˆ3 =
λ3m3 +N
(3)
j x¯
(3)
j
λˆ3
, (48)
Ψˆ−13 = Ψ
−1
3 +∆
(3)
j +
λ3N
(3)
j
λˆ3
(m3 − x¯j) (m3 − x¯j)ᵀ . (49)
The distribution of Dirichlet process scaling parameter is approximated by
qα(α) = Gam(α | ηˆ1, ηˆ2). (50)
where
ηˆ1 = η1, (51)
ηˆ2 = η2 −
K−1∑
j=1
E\α [ln (1− pij)] . (52)
The distribution of Dirichlet process parameter is described by
qν (νj) = Beta
(
νj |βˆj,1, βˆj,2
)
(53)
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where
βˆj,1 =
L∑
i=1
q (zi > j
′) + 1, (54)
βˆj,2 = E [α] +
L∑
i=1
q (zi = j) . (55)
The distribution of q(a(j)) is described by
q(A(j)) =
N∏
n=1
N
(
a(j)n | µˆ(j)An , σˆ
(j)
An
)
(56)
where
σˆ
(j)
An
=
(
wˆ1Ψˆ1nn′
T∑
t=2
E
[
x
(j)ᵀ
t−1nx
(j)
t−1n
]
+ σ
(j)
A q(n, n)
)
(57)
and
µˆ
(j)
An
= σˆ
(j)−1
A
(
N∑
n′=1
wˆ1Ψˆ1nn′
T∑
t=2
E
[
x
(j)ᵀ
t−1nx
(j)
tn′
]
+
N∑
n′=1
wˆ1Ψˆ1nn′
T∑
t=2
E
[
x
(j)ᵀ
t−1nx
(j)
t−1n′
]
a
(j)
n′ +
N∑
n′=1
σ
(j)
A q(n, n
′)a(j)n′
)
(58)
For q(C
(j)ᵀ
i )
q
(
C
(j)ᵀ
i
)
= N
(
C
(j)ᵀ
i | µˆ(j)Ci , Σˆ
(j)
Ci
)
(59)
where
Σˆ
(j)
Ci
= E
[
x
(j)
t
]
(E [rj ] yit − E [rjµj ]) (60)
and
µˆ
(j)
Ci
= Σˆ
(j)−1
Ci
(
T∑
t=1
q(zi = j)E
[
x
(j)
t x
(j)ᵀ
t
]
E [rj ] +Σ
(j)
Ci
)
(61)
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Finally, the distribution of label field is approximated by
lnqz (zi′ = j) = ln p(zi′ = j | z˜δi , β) +
K∑
j=1
q (zi′ = j)
×

E
(
x
(j)ᵀ
1 Sjx
(j)
1 − δᵀj Sjx(j)1 − x(j)
ᵀ
1 Sjδj + δ
ᵀ
j Sjδj
)
+
∑T
t=2E
(
x
(j)ᵀ
t Qjx
(j)
t − x(j)
ᵀ
t−1A
(j)ᵀQjx
(j)
t
−x(j)ᵀt QjA(j)x(j)t−1 + x(j)
ᵀ
t−1A
(j)ᵀQjA
(j)x
(j)
t−1
)
+
∑T
t=1E
(
yᵀi′tRjyit − x(j)
ᵀ
t C
(j)ᵀRjyit
−yi′tRjC(j)x(j)t + x(j)
ᵀ
t C
(j)ᵀRjCx
(j)
t
)
+
∑T
t=1E
(
yᵀi′tΣyi′t − µᵀjΣjyit − yᵀi′tΣjµj + µᵀjΣjµj
)
−E (ln |Sj |)− (T − 1)E (ln |Qj |)
+TE
(
ln νj
)− TE (ln |Rj |)− TE (lnΣj)

+
T∑
t=1
K∑
j=1
q (zi′ > j)E
(
ln(1− νj)
)
. (62)
In each iteration of Variational Bayesian inference, after updating equations
(??)-(62), the estimation of zˆi must be updated as the last step. For this
purpose we update zˆi by maximization of qz(zi = j) over j as
zˆi = arg max
j=1:K
qz(zi = j). (63)
In Variational Bayesian E-step, the expected values of the parameters are
computed. The equations of this step will be explained in the next section.
Variational Bayesian E-step (VBE): In this step, the below sufficient statistics
are required
EqQ [Qj ] = wˆ1Ψˆ1, (64)
Eqµ,r [rj ] = wˆ2Ψˆ2, (65)
Eqδ,S [Sj ] = wˆ3Ψˆ3, (66)
Eqµ,r [rjµj ] = wˆ2Ψˆ2mˆ2, (67)
Eqδ,S [Sjδj ] = wˆ3Ψˆ3mˆ3, (68)
Eqα [ln (α)] = ψ (ηˆ1)− ψ (ηˆ2) , (69)
Eqpi [ln(1− pij)] = ψ (ηˆ1)− ψ (ηˆ1 + ηˆ2) , (70)
EqQ [ln |Qj |] = N ln 2 + ln
∣∣∣Ψˆ1∣∣∣+ N∑
n=1
ψ
(
wˆ1 − n+ 1
2
)
, (71)
Eqµ,r [ln |rj |] = ln 2 + ln
∣∣∣Ψˆ2∣∣∣+ ψ( wˆ2
2
)
, (72)
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Eqδ,S [ln |Sj |] = N ln 2 + ln
∣∣∣Ψˆ3∣∣∣+ N∑
n=1
ψ
(
wˆ3 − n+ 1
2
)
, (73)
Eqν [ln νj ] = ψ
(
βˆj,1
)
− ψ
(
βˆj,1 + βˆj,2
)
, (74)
Eqν [ln (1− νj)] = ψ
(
βˆj,2
)
− ψ
(
βˆj,1 + βˆj,2
)
, (75)
where ψ(.) denotes the digamma function. Moreover, we need the expected
value of
E
[
x
(j)
t
]
, (76)
E
[
x
(j)
t x
(j)ᵀ
t
]
, (77)
E
[
x
(j)
t x
(j)ᵀ
t−1
]
. (78)
For this purpose, we use RTSS algorithm on Variational Bayesian Lin-
ear Dynamical system (VBLDS) model, which will be described in the next
section.
3.2 Rauch-Tung-Striebel smoother (RTSS) algorithm
In this section, RTSS algorithm for IGDTM is described. RTSS method con-
tains two steps: Forward recursion and backward recursion. In forward recur-
sion we define αt(x
(j)
t ) to be as the posterior over the hidden states at time t
given observed data up to and including time t , i.e.:
αt(x
(j)
t ) ≡ p(x(j)t | y¯(j)1:t ), (79)
in which,
y¯
(j)
t′ =
∑L
i=1 q(zi = j)yit′
N˜ij
; t′ ∈ [1, T ], j ∈ [1,K], (80)
and
N˜ij =
L∑
i=1
q(zi = j). (81)
It can be shown that αt(x
(j)
t ) = N(x
(j)
t | µ˙t, Σ˙−1t ), in which µ˙t and Σ˙t are the
mean and covariance matrix respectively and are defined as
µ˙t = Σ˙
−1
t
(
1
N˜ij
j∑
i=1
q(zi = j)C
(j)ᵀ
i rj(y¯
(j)
t − µj) +QᵀjA(j)Σ¨−ᵀt−1Σ˙t−1µ˙t−1
)
,
(82)
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Σ˙t =
(
Qj +
1
N˜ij
j∑
i=1
q(zi = j)C
(j)ᵀRj
1
N˜ij
j∑
i=1
q(zi = j)C
(j)−
QᵀjA
(j)Σ¨−ᵀt−1A
(j)ᵀQj
)
, (83)
in which −ᵀ denotes the inverse transpose of matrices, and Σ¨t is defiend as
Σ¨t−1 =
(
Σ˙t−1 +A(j)
ᵀ
QjA
(j)
)
(84)
The derivations can be found in the Appendix B. In the backward recursion
we define βt−1(x
(j)
t−1) to be
βt−1(x
(j)
t−1) = p(y¯
(j)
t:T | x(j)t−1). (85)
In the Appendix B, It is shown that βt−1(x
(j)
t−1) = N(x
(j)
t−1 | ηt−1, ψ−1t−1), in
which
ψt−1 =
(
A(j)
ᵀ
QjA
(j) −A(j)ᵀQᵀjψ′
−ᵀ
t QjA
(j)
)
, (86)
ηt−1 = ψ−1t−1A
(j)ᵀQᵀjψ
′−ᵀ
t
(
ψtηt +
1
N˜ij
L∑
i=1
q(zi = j)C
(j)ᵀ
i rj(y¯
(j)
t − µj)
)
,
(87)
where ψ′t is defined as:
ψ′t =
(
Qj + ψt +
1
N˜ij
L∑
i=1
q(zi = j)C
(j)ᵀ
i rj
1
N˜ij
L∑
i=1
q(zi = j)C
(j)
i
)
. (88)
According to the below notations
It is easy to show that
E
[
x
(j)
t
]
= ωt, (89)
E
[
x
(j)
t x
(j)ᵀ
t
]
= Γ−1t,t + ωtω
ᵀ
t , (90)
E
[
x
(j)
t x
(j)ᵀ
t−1
]
= A(j)(Γ−1t−1,t−1 + ωt−1ω
ᵀ
t−1), (91)
in which
Γt,t =
(
Σ˙t +A
(j)ᵀQjA
(j) + ψt
)
, (92)
Γt+1,t+1 =
(
Qj +
1
N˜ij
L∑
i=1
q(zi = j)C
(j)ᵀ
i Rj
1
N˜ij
L∑
i=1
q(zi = j)C
(j)
i
)
, (93)
Γt+1,t =
(
QjA
(j)
)
, (94)
Γt,t+1 =
(
A(j)
ᵀ
Qj
)
, (95)
X =
(
Γ−1t,t+1Γt,t − Γ−1t+1,t+1Γt+1,t
)
, (96)
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ωt = X
−1
(
Γ−1t,t+1
(
Σ˙tµ˙t + ψtηt
)
−
Γ−1t+1,t+1
(
1
N˜ij
L∑
i=1
q(zi = j)C
(j)ᵀ
i rj y¯
(j)
t+1
))
, (97)
ωt+1 = X
−1
(
Γ−1t,t
(
Σ˙tµ˙t + ψtηt
)
−
Γ−1t+1,t
(
1
N˜ij
L∑
i=1
q(zi = j)C
(j)ᵀ
i rj y¯
(j)
t+1
))
. (98)
The derivations can be found in Appendix B.
4 Implementation of the model
We explained the infinite generative dynamic texture model (IGDTM) in the
previous sections. In this section, considering the tables 1 and 2 and computed
equations were described previously, we explain the steps of the proposed
method. The process diagram of our method is represented in figure 5. First
of all, the input video sequences are de-interlaced using an algorithm such as
the spatiotemporal median filter. Then, the IGDTM is applied on the features
and the label filed is resulted as the output.
The flowchart of the IGDTM, with respect to the derived equations in
previous sections, is demonstrated in figure 6. Firstly, the hyper-parameters
are initialized randomly. Then, while the convergence condition is not satisfied,
for all of the LDSs, the Bayesian variational EM algorithm, (which composed
of VBE-step, RTSS algorithm, and VBM-step), is performed. The VBEM steps
are surrounded by the red rectangle. Finally, the label field is computed by
the steps are surrounded by the blue rectangle.
Figure 7 illustrates the process of IGDTM segmentation for a frame video
contains four segments for the initial value of K = 7.
5 Experimental Result
Here the results of the IGDTM, the DTM [4] and the LDT [15] and SAW [13]
are compared. We evaluated the proposed method on three types of textures:
microscopic, macroscopic and objects. For this goal, we used UCSD Synthdb
[4], Dyntex [38] and UCSD Pedestrian [4] datasets. UCSD Synthdb contains
synthetic video sequences consist of microscopic and macroscopic textures such
as smoke, fire, sea water, vegetation, escalator etc. Dyntex is a comprehensive
database of dynamic textures providing a large and diverse database of high-
quality dynamic textures, which have been deinterlaced with a spatiotemporal
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Input: Video sequence Deinterlacing
IGDTM SegmentationOutput: Lable field
Fig. 5: Process diagram of the IGDTM
Table 3: Please write your table caption here
Dataset Resolution Textures
UCSD Synthdb 160×110 Multiple co-occurring textures in a single video
Dyntex 352×288 Sea, Grass, Trees, Vegetation, Calm water,
Fountains, Smoke, Traffic, etc.
UCSD Pedestrian 238×158 Pedestrians on UCSD walkways
median filter. UCSD Pedestrian contains video of pedestrians on UCSD walk-
ways, from two viewpoints taken with a stationary camera. Table 3 illustrates
the properties of the datasets in detail. As before mentioned, the DTM uses
an initial contour and LDT uses the result DTM as the initial partition. Fig-
ure 8 illustrates the initial contour of DTM for UCSD Synthdb segmentation.
Moreover, the ground truth of the UCSD Synthdb for videos with 2 and 3
segments are shown in figure 9.
Figure 10 illustrates the results of IGDTM, DTM [4] and LDT [15] on
the UCSD Synthdb dataset for two dynamic textures. Rand index (r-index)
of the segmentation results are given below the images. The dynamic texture
numbers, which are estimated by IGDTM is defined by “IGDTM Seg no”
tag, are given below the IGDTM results. Figure 11 illustrates the results of
IGDTM, DTM and LDT on the UCSD Synthdb dataset for three dynamic
textures. Similar to the previous figure, the Rand index of the segmentation
results are given below the images.
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Start
Read images and ex-
tract observations
Initialize hyper pa-
rameters randomly
Converged? j = 1
Compute
{qz(zi = j)}L,Ki=1,j=1
zˆi = arg maxj=1:K qz(zi = j)
j < K?
Variational Baysian
Expectation for jth
LDS; eq. (64)-(75)
Forward-Backward algorithm for jth LDS
1. Compute forward messages; eq. (79)-(84)
2. Compute backward messages; eq. (85)-(88)
3. Compute 1th-order and 2nd-order expectation of states; eq. (89)-(91)
Variational Baysian
Maximization for jth
LDS; eq. (??)-(62),
j = j + 1
End
Yes
No
No
Yes
Done for all j ∈ [1,K]
Fig. 6: Flowchart of the IGDTM
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Original image IGDTM segmentation result
Fig. 7: IGDTM segmentation for K = 7, Red plate: The parameters of K LDSs
and their corresponding label field is initialized randomly, Greet plate: after
performing IGDTM the number of textures is determined automatically, The
non-black label fields illustrate their corresponding LDSs which are considered
for segmentation.
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(a) (b)
Fig. 8: Initial contours of the DTM[4], (a) Initial contour of synthdb 2K, (b)
Initial contour of synthdb 3K
(a) (b)
Fig. 9: Ground truth of UCSD Synthdb dataset, (a) Ground truth of syn-
thdb 2K, (b) Ground truth of synthdb 3K
Table 4: Rand index comparison for some approaches
Method Synthdb 2K Synthdb 3K
LDT[15] 0.942 0.921
DTM[4] 0.892 0.841
IGDTM
As mentioned before, the segmentation process in DTM and LDT is done
subjectively using expert knowledge which is a drastic limitation for system-
atic database approaches. The IGDTM eliminates the mentioned restriction.
Therefore, the method finds the optimum textures number automatically. Fig-
ure 12 and 11 illustrates two results which IGDTM over segmented the video
sequence. These videos are segmented by one more texture number.
Table 4 shows the result of segmentation for IGDTM, LDT and DTM on
Synthdb dataset quantitatively based on average R-index.
Figure 14 illustrates the segmentation results of IGDTM in comparison
with the proposed method in [17] and [13]. As the results show, despite the
elimination of the initial contour and expert knowledge, IGDTM overcomes the
segmentation problem properly. Figure 13 illustrates the segmentation results
of IGDTM on some of the video sequences of Dyntex dataset qualitatively.
Ultimately, we present segmentation results of some object-based-dynamic-
textures. Figure 16 shows the segmentation results of two object-based dy-
namic textures from the Dyntex dataset. The IGDTM segmentation results
is compared with the proposed method in [39]. As results show, the IGDTM
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r=0.9728 r=0.9839
r=1
IGDTM Seg no=2
r=0.9618 r=0.9990
r=0.9838
IGDTM Seg no=2
r=0.5467 r=0.5534
r=0.8591
IGDTM Seg no=2
r=0.6080 r=0.6885
r=0.7288
IGDTM Seg no=2
r=0.9436 r=0.9800
r=0.9810
IGDTM Seg no=2
Fig. 10: Results on the UCSD synthdb database (synthdb 2K), left to right:
a frame of the original video, the segmentation result of the DTM [4], the
segmentation result of the LDT [15], the segmentation result of the IGDTM;
The r-index and IGDTM Seg no of the segmentation is given below the images.
produces the segmentation results with smoother boundaries. Moreover, figure
17 illustrates the segmentation results for some of the video sequences from
UCSD Pedestrian dataset in compared with the ground truth available in the
dataset. We set the value of K to 20.
A Fully Bayesian Infinite Generative Model for Dynamic Texture Segmentation 25
r=0.6588 r=0.6820
r=0.7483
IGDTM Seg no=3
r=0.5951 r=0.6163
r=0.7893
IGDTM Seg no=3
r=0.6101 r=0.6272
r=0.7276
IGDTM Seg no=3
Fig. 11: Results on the UCSD synthdb database (synthdb 3K), left to right: a
frame of the original video, the segmentation result of the DytexMicIC [4], the
segmentation result of the LDT [15], the segmentation result of the IGDTM,
The r-index and IGDTM Seg no of the segmentation is given below the images.
6 Conclusions
The aim of this paper was to propose a proper dynamic texture segmenta-
tion approach which eliminates the expert knowledge about the number of
the dynamic textures and initial partitioning in the previous methods. For
this goal, we introduced a novel fully Bayesian non-parametric formulation of
generative dynamic texture models for robust unsupervised dynamic texture
segmentation. By deriving a suitable posterior distribution over the number of
textures, the proposed model resolved the problem of determining the proper
number of texture segmentation automatically. Because of a better perfor-
mance of Variational Bayesian approximation methods compared with Monte
Carlo techniques, we used the Variational Bayesian EM for inference. In or-
der to compute the 1st order and 2nd order sufficient statistics of the hidden
states, Variational Bayesian Rauch-Tung-Striebel smoother (RTSS) is applied.
Finally, a comprehensive comparison of the proposed method with the state
of the art methods, for the three dynamic texture categories (i.e. microscopic,
macroscopic and object based dynamic texture), was presented.
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(a)
r=0.5069
(b)
r=0.5060
(c)
r=0.5001
(d)
r=0.6702
IGDTM Seg no=3
(e)
Fig. 12: Segmentation results for a video sequence of UCSD synthdb 2K, (a) a
video frame, segmentation with: (b) Ising initialized using DTM [1], (c) DTM,
(d) LDT, (e) IGDTM; The r-index and IGDTM Seg no of the segmentation
is given below the images.
r=0.5373 r=0.6549
r=0.6563
r=0.7672
IGDTM Seg no=4
Fig. 13: Segmentation results for a video sequence of UCSD synthdb 3K, (a)
a video frame of UCSD Synthdb 3K, segmentation with: (b) GPCA [9], (c)
DTM, (d) LDT, (e) IGDTM; The r-index and IGDTM Seg no of the segmen-
tation is given below the images.
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IGDTM Seg no=2
IGDTM Seg no=2
IGDTM Seg no=2
Fig. 14: Segmentation result for Dyntex datasets, from left to right: a frame
of the video, segmentation with: Proposed method in [17], SAW [13], IGDTM,
DT's number estimated by IGDTM.
A Variational Bayesian M-step
As mentioned before, the Variational posterior is expected to be the same distributed from
p(Ψ | Ξ, y) [37]. Since we defined the conjugate exponential priors, the Variational posterior
will be distributed from the exponential family. It is shown that the best distribution for
q∗j , for each of the factors qj (in terms of the distribution minimizing the KL measurement
as described before, equations (27),(28)) is expressed as
ln q∗Ψ (Ψj | y,Ξ) = E\j [ln p (Ψ,Ξ, y)] + const, (99)
where E\j [.] is the expectation taken over all variables not in the partition [37]. In this
appendix, the distribution of q∗j , for each of factors are computed.
A.1 Estimation of the distribution q(zi′)?
According to what explained before, for estimating q(zi′ ) we can write:
P
(
zi | x1:T , zi6=i, pi1:K , α, δ1:K , S1:K , Q1:K , µ1:K , Σ1:K , R1:K , Ξ
)
=
K∏
j=1
N(x
(j)
1 | δj , S−1j )I(zi=j)
T∏
t=2
N(x
(j)
t | Ax(j)t , Q−1j )I(zi=j)
×
T∏
t=1
K∏
j=1
(
pij (ν)N
(
yi′t | C(j)x(j)t , R−1j
)
N
(
yit | µj , Σ−1j
))I(z=j)
(100)
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IGDTM Seg no=2
IGDTM Seg no=2
IGDTM Seg no=3
IGDTM Seg no=3
IGDTM Seg no=4
Fig. 15: Segmentation results of IGDTM for Dyntex datasets, left to right: a
frame of video sequence, segmentation result of IGDTM, DT's number esti-
mated by IGDTM is shown below of the results
It is easy to show that by replacing (100) into (99) and doing some calculations, the
distribution of q(zi) is obtained via (43). In which, by defining p¯i,j = E[zi = j], we can
derive q (zi > j) =
∑K
k=j+1 p¯i,k.
A.2 Estimation of the distribution q(νj)
The derivation of q(νj) is similar to what is seen before. We can write:
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IGDTM Seg no=2
IGDTM Seg no=2
IGDTM Seg no=3
Fig. 16: Segmentation result for Dyntex datasets, from left to right: a frame
of the video, segmentation with: the proposed method in [39], IGDTM, DT's
number estimated by IGDTM is shown below of the results
P
(
νj | v\j , x1:T , Z1:L, α, δ1:K , S1:K , Q1:K , µ1:K , r1:K , A1:K , C1:K , Ξ
)
=
L∏
i=1
P (zi = j | pij(ν))I(zi=j) P (ν (pij) | α) . (101)
According to the equation (99), we can derive:
qν(νj) ∝ exp
((
E[α] +
L∑
i=1
q (zi = j)− 1
)
ln νj +
L∑
i=1
q (zi > j) ln (1− νj)
)
(102)
It is easy to show that by simplifying (102) the distribution of q(νj) will be Beta distri-
bution and can be rewritten as (53)-(55).
A.3 Estimation of the distribution q (δj , Sj)
Similar to the previous sections, we can write
P (δj , Sj | x1:T , z1:L, pi1:K , α, δ\j , S\j , Q1:K , µ1:K , r1:K , A1:K , C1:K) = N
(
x
(j)
1 | δj , S−1j
)
NW (δj , Sj | m3, λ3, w3, Ψ3)
(103)
Therefore with respect to the equation (99), we can derive:
q (δj , Sj) = expE\δj ,Sj
(
lnN
(
x
(j)
1 | δj , S−1j
)
+ lnNW (δj , Sj | m3, λ3, w3, Ψ3)
)
(104)
According to what described before, the distribution of q
(
δj′ , Sj′
)
will be Normal-
Wishart. By simplifying equation (104), the distribution of q
(
δj′ , Sj′
)
is obtained via
(42)–(49).
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IGDTM Seg no=2 IGDTM Seg no=3 IGDTM Seg no=2 IGDTM Seg no=2
IGDTM Seg no=3
Fig. 17: Segmentation result for UCSD Pedestrian datasets, from top to down:
a frame of the video, ground truth, segmentation with IGDTM, DT's number
estimated by IGDTM.
A.4 Estimation of the distribution q (µj , rj)
Similar to the previous sections, we can derive:
P
(
µj , rj | x1:T , z1:L, pi1:K , α, δ1:K , S1:K , Q1:K , µ\j , r\j , A1:K , C1:K , Ξ
)
=
T∏
t=1
L∏
i=1
N
(
yit | C(j)i x(j)t + µj , r−1j
)I(zi=j)
NW (µj , rj | m2, λ2, w2, Ψ2) . (105)
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Using equations (99) and (105), the distribution of q(µj , rj) can be written:
q (µj , rj) = expE\µj ,Rj
[
T∑
t=1
L∑
i=1
I (zi = j) lnN
(
yit | c(j)i x(j)t + µj , r−1j
)
+ lnNW (Qj | m2, λ2, w2, Ψ2)] (106)
By simplifying equation (106), the distribution of is derived as Wishart and is given by
(36)–(40).
A.5 Estimation of the distribution q (Qj)
In order to compute the distribution of q (Qj) we can write:
P
(
Qj | x1:T , z1:L, pi1:K , α, δ1:K , S1:K , Q\j , µ1:K , r1:K , A1:K , C1:K , Ξ
)
=
T∏
t=2
N
(
x
(j)
t | A(j)x(j)t−1, Q−1j
)
W (Qj | w1, Ψ1). (107)
So, with respect to the equation (99) and simplifying the equation (107), the distribution
of q(Qj) is from Wishart distribution q(Qj) = W
(
Qj | wˆ1, Ψˆ1
)
in which the mean vector
and covariance matrix is given by (??)-(33).
A.6 Estimation of the distribution q (α)
Similar to the previous sections, we have:
P
(
α | x1:T , z1:L, pi1:K , δ1:K , S1:K , Q1:K , µ1:K , r1:K , A1:K , C1:K , Ξ
)
=
K−1∏
j=1
Beta (pij | 1, α)Gam(α | η1, η2). (108)
According to the equations (??), (74) and what described before, the distribution of
q(α) can be written as below:
q(α) ∝ exp
−α(η2 − K−1∑
j=1
E [ln (1− pij)]
)
+ (η1 − 1) lnα
. (109)
By simplifying the above equation, the distribution of q(α) is from Gamma and is
obtained via (39)-(40).
A.7 Estimation of the distribution q
(
a
(j)
n
)
Similar to the previous sections, we have:
P (a
(j)
n | x1:T , z1:L, δ1:K , S1:K , Q1:K , µ1:K , r1:K , a\j\n, C1:K , Ψ) =
T∏
t=2
N
(
x
(j)
t | A(j)x(j)t−1, Q−1j
) N∏
n=1
N
(
a
(j)
n | 0, σ(j)A
)
, (110)
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therefore
q
(
a
(j)
n
)
∝ expE\a(j)n
[
T∑
t=2
lnN
(
x
(j)
t | A(j)x(j)t−1, Q−1j
)
+
N∑
n=1
lnN
(
a
(j)
n | 0, σ(j)A
)]
(111)
q
(
a
(j)
n
)
∝ expE\a(j)n [
N∑
n=1
a
(j)ᵀ
n
(
wˆ1Ψˆ1nn′
T∑
t=2
E[x
(j)ᵀ
t−1nx
(j)
t−1n ] + σ
(j)
A q(n, n)
)
a
(j)
n
−
N∑
n=1
a
(j)ᵀ
n
(
N∑
n′
wˆ1Ψˆ1nn′
T∑
t=2
E
[
x
(j)ᵀ
t−1nx
(j)
tnᵀ
]
a
(j)
n′ +
N∑
n′
wˆ1Ψˆ1nn′
T∑
t=2
E
[
x
(j)ᵀ
t−1nx
(j)
tnᵀ
]
a
(j)
n′ +
N∑
n′=1
σ
(j)
A q(n, n
′)a(j)
n′
)
]
(112)
According to the equation (9) and expanding equation (112), the equations of (56) to
(58) are derived.
A.8 Estimation of the distribution q
(
C
(j)
i
)
Similar to the previous sections, we have:
P
(
C
(j)
i | x1:T , Z1:L, pi1:K , δj , Sj , Q1:K , µ1:K , r1:K , a1:K , C\j
)
=
T∏
t=1
N
(
yit | C(j)i x(j)t + µj , rj−1
)I(zi=j)
N
(
C
(j)
i | 0, Σ(j)C
)
(113)
therefore,
q(C
(j)
i ) ∝
T∑
t=1
q(zi = j)
(
C
(j)
i E
[
x
(j)
t x
(j)ᵀ
t
]
wˆ2Ψˆ2C
(j)ᵀ
i − C(j)i E
[
x
(j)
t
] (
wˆ2Ψˆ2yit−
wˆ2Ψˆ2mˆ2
)
−
(
yᵀitwˆ2Ψˆ2 − mˆᵀ2wˆ2Ψˆ2
)
E
[
x
(j)ᵀ
t
]
C
(j)ᵀ
i
)
− 1
2
(
C
(j)
i Σ
(j)
Ci
C
(jᵀ)
i
)
(114)
According to the equation (9) and expanding equation (114), the equations of (59) to
(61) are derived.
B Inference of the Rauch-Tung-Striebel smoother (RTSS)
As mentioned before, RTSS algorithm contains two steps: Forward recursion and Backward
recursion. In the Forward step, forward messages go along the LDSs. The forward messages
are defined as αt
(
x
(j)
t
)
≡ p
(
x
(j)
t | y¯(j)1:t
)
, where can be written:
αt
(
x
(j)
t
)
=
∫
p
(
x
(j)
t−1 | y¯(j)1:t−1
)
p
(
x
(j)
t | x(j)t−1
)
p
(
y¯
(j)
t | x(j)t
)
dx
(j)
t−1
p
(
y¯
(j)
t | y¯(j)1:t−1
) , (115)
where y¯
(j)
t is defined by equation (52). Suppose Φt(y¯
(j)
t ) ≡ p
(
y¯
(j)
t | y¯(j)1:t−1
)
, where
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αt(xt) =
1
Φt
(
y¯
(j)
t
) ∫ αt−1 (x(j)t−1) p(x(j)t | x(j)t−1p(y¯(j)t | x(j)t )) dxt−1
=
1
Φ(y¯
(j)
t )
∫ N (x(j)t−1 | µ˙t−1, Σ˙−1t−1)N (x(j)t | A(j)x(j)t−1, Q−1j )
N
(
y¯
(j)
t | C(j)x(j)t , R−1j
)
N
(
y¯
(j)
t | µj , Σ−1j
)  dx(j)t−1. (116)
The equation (77) contains a Gaussian distribution N
(
x
(j)
t−1 | µ¨t−1, Σ¨−1t−1
)
, where
µ¨t−1 = Σ¨−1t−1
(
Σ˙t−1µ˙t−1 +A(j)
ᵀ
Qjx
(j)
t
)
Σ¨t−1 =
(
Σ˙t−1 +A(j)
ᵀ
QjA
(j)
)
.
(117)
So, with respect to the above distribution, the equation (77) can be written as
αt(xt) ∝ N
(
y¯
(j)
t | µj , Σ−1j
)
×
∫
exp
−1
2

x
(j)ᵀ
t
(
Qj + C
(j)ᵀRjC(j)
)
x
(j)
t
−x(j)ᵀt C(j)
ᵀ
Rj y¯
(j)
t
−y¯(j)ᵀt RjC(j)x(j)t + µ˙ᵀt−1Σ˙t−1µ˙t−1
+y¯
(j)ᵀ
t Rj y¯
(j)
t − µ¨ᵀt−1Σ¨t−1µ¨t−1
N
(
x
(j)
t−1 | µ¨t−1, Σ¨−1t−1
)
dx
(j)
t−1 (118)
The distribution of the forward messages can be obtained from Normal distribution by
integration of equation (79) as below:
αt(xt) = N
(
x
(j)
t | µ˙t, Σ˙t
)
µ˙t = Σ˙
−1
t
(
C(j)
ᵀ
E[Rj ]y¯
(j)
t + E[Qj ]
ᵀA(j)Σ¨−ᵀt−1Σ˙t−1µ˙t−1
)
Σ˙t =
(
Qj + C
(j)ᵀRjC(j) −QᵀjA(j)Σ¨−ᵀt−1A(j)
ᵀ
Qj
)
.
(119)
In Backward step of RTSS, backward messages go back along the LDSs. The backward
messages are computed as βt(x
(j)
t ) = p
(
y¯
(j)
t+1:T | x
(j)
t
)
, where can be written as
βt−1(x
(j)
t ) =
∫
p (xt | xt−1) p
(
y¯
(j)
t | xt
)
βt
(
x
(j)
t
)
dx
(j)
t , (120)
in which βT (x
(j)
T ) = 1. The equation (82) can be written:
βt−1
(
x
(j)
t−1
)
=
∫ N (x(j)t | A(j)x(j)t−1, Q−1j )N (y¯(j)t | C(j)x(j)t , R−1j )×
N
(
y¯
(j)
t | µj , Σ−1j
)
N
(
x
(j)
t | ηt, ψ−1t
)  dx(j)t (121)
where it contains a Gaussian distribution N
(
x
(j)
t | η′t, ψ′
−1
t
)
, which
η′t = ψ′
−1
t
(
QjA
(j)x
(j)
t−1 + ψtηt + C
(j)ᵀRj y¯
(j)
t
)
ψ′t =
(
Qj + ψt + C
(j)ᵀRjC(j)
)
.
(122)
So we can write equation (84) as:
exp

−1
2

x
(j)ᵀ
t−1
(
A(j)
ᵀ
QjA
(j) −A(j)ᵀQᵀjψ′
−ᵀ
t QjA
(j)
)
x
(j)
t−1
−
((
ηᵀt ψ
ᵀ
t + y¯
(j)ᵀ
t R
ᵀ
jC
(j)
)
ψ′
−ᵀ
t QjA
(j)
)
x
(j)
t−1
−x(j)ᵀt−1
(
A(j)
ᵀ
Qᵀjψ
′−ᵀ
t
(
ψtηt + C(j)
ᵀ
Rj y¯
(j)
t
))
+ηᵀt ψtηt + y¯
(j)ᵀ
t Rj y¯
(j)
t
−
(
ηᵀt ψ
ᵀ
t + y¯
(j)
t R
ᵀ
jC
(j)
)
ψ′
−ᵀ
t ψtηt
−
(
ηᵀt ψ
ᵀ
t + y¯
(j)ᵀ
t R
ᵀ
jC
(j)
)
ψ′
−ᵀ
t C
(j)ᵀRj y¯
(j)
t


(123)
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By simplifying the equation (86), the distribution of backward messages is fromN
(
x
(j)
t−1 | ηt−1, ψ−1t−1
)
,
where
ηt−1 = ψ−1t−1A
(j)ᵀQᵀjψ
′−ᵀ
t
(
ψtηt + CᵀRj y¯
(j)
t
)
ψt−1 =
(
A(j)
ᵀ
QjA
(j) −A(j)ᵀQᵀjψ′
−ᵀ
t QjA
(j)
) (124)
In order to compute the 1st order and 2nd order expected values of the hidden states
we can write:
p
(
x
(j)
t | y¯(j)1:T
)
∝ p
(
x
(j)
t | y¯(j)1:t
)
p
(
y¯
(j)
t+1:T | x
(j)
t
)
= αt
(
x
(j)
t
)
βt
(
x
(j)
t
)
= N
(
x
(j)
t | µ˙t, Σ˙−1t
)
N
(
x
(j)
t | ηt, ψ−1t
) (125)
Simplifying the equation (89) yields:
p
(
x
(j)
t | y¯(j)1:T = N
(
x
(j)
t | ωtΓ−1tt
))
Γtt = Σ˙t + ψt
ωt = Γ
−1
tt
(
Σ˙tµ˙t + ψtηt
) (126)
In order to compute the 1st order and 2nd order expected values of the hidden states,
we should compute the joint probability of p
(
x
(j)
t , x
(j)
t+1 | y¯(j)1:T
)
. For this goal we will have:
p
(
x
(j)
t , x
(j)
t+1 | y¯(j)1:T
)
= αt(x
(j)
t )p
(
x
(j)
t+1 | xt
)
p
(
y¯
(j)
t+1 | xt+1
)
βt+1
(
x
(j)
t+1
)
(127)
Simplifying the equation (90) yields:
p
(
x
(j)
t , x
(j)
t+1 | y¯(j)1:T
)
= N
[(
x
(j)
t
x
(j)
t+1
)∣∣ ( ωt
ωt+1
)
,
(
Γt,t Γt+1,t
Γ ᵀt,t+1 Γt+1,t+1
)]
(128)
where
Γt,t =
(
Σ˙t +A(j)
ᵀ
QjA
(j) + ψt
)
Γt+1,t+1 =
(
Qj + C
(j)ᵀRjC(j)
)
Γt+1,t =
(
QjA
(j)
)
Γt,t+1 =
(
A(j)
ᵀ
Qj
) (129)
According to the equation (91), the 1st order and 2nd order expected values of the
hidden states are computed as equations (89)-(91).
A VBE
E
[
µᵀj rjµj
]
=
1
λˆ2
+ mˆ22wˆ2Ψˆ2 (130)
E
[
C
(j)ᵀ
i rjC
(j)
i
]
= Σ
(j)
Ci
wˆ2Ψˆ2 (131)
E
[
δᵀj Sjδj
]
=
N∑
n′=1
N∑
n=1
(
1
λˆ3
+ mˆ3nmˆ3n′ wˆ3Ψˆ3nn′
)
(132)
E
[
C
(j)
i x
(j)
t x
(j)ᵀ
t C
(j)ᵀ
i
]
=
N∑
n=1
N∑
n′=1
(
Σˆ
(j)
Ci
nn′
+ µ
(j)
Cin
µ
(j)
Ci
n′
)
E
[
x
(j)
tn′
x
(j)
tn
]
(133)
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E
[(
x
(j)
t −A(j)x(j)t−1
)(
x
(j)
t −A(j)x(j)t−1
)ᵀ]
= E
[
x
(j)
t x
(j)ᵀ
t
]
− µ(j)A E
[
x
(j)
t−1x
(j)ᵀ
t−1
]
−
E
[
x
(j)
t x
(j)ᵀ
t−1
]
µ
(j)ᵀ
A +
{
a
(j)
n x
(j)
t−1′na
(j)
n′
}
nn′
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where {.}nn′ indicates the nn′-th element of matrix.
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