It is well known that the violence of slow cook-off explosions can greatly exceed the comparatively mild case burst events typically observed for rapid heating. However, there have been few studies that examine the reaction violence as a function of applied heat flux that explore the dependence on heating geometry and device size. Here we report progress on a study using the Uintah Computation Framework, a high-performance computer model capable of modeling deflagration, material damage, deflagration to detonation transition and detonation for PBX9501 and similar explosives. Our results suggests the existence of a sharp threshold for increased reaction violence with decreasing heat flux. The critical heat flux was seen to increase with increasing device size and decrease with the heating of multiple surfaces, suggesting that the temperature gradient in the heated energetic material plays an important role the violence of reactions.
INTRODUCTION
Cook-off is a non-shock event that involves bulk heating of a confined or unconfined explosive device to the point of ignition [9] . The rate of heating determines if it is a fast or slow cook-off. The cook-off response of an energetic material is a vital topic in munitions design, and in the transportation and storage of energetic devices [3] . As experiments to study these hazards are very costly and can be inconclusive, computer modeling can help predict behaviors under certain conditions, especially cook-off scenarios. Location of the point of ignition has been identified as a dominate factor in the violence of the reaction and it will occur where the heat source from the exothermic reaction exceeds the thermal diffusion rate [18] . When the energetic material is externally heated quickly (fast cook-off), the heat is slow dissipating through the solid causing a large temperature gradient. The relatively low thermal conductivity means that it behaves as an insulator, so the points of ignition originate on the surface. Fast cook-off experiments have been found to cause mild explosions due to a rapid pressure increase at the surface, bursting the confinement structure without consuming all of the explosive. During a slow heating process (slow cook-off), heat is conducted further into the explosive forming a uniform temperature distribution in the energetic material. In a slow cook-off, the point of ignition usually occurs near the center of the device and the explosion is observed to be very violent and may lead to detonation [29, 2, 32] . It is generally accepted that a slow cook-off leads to a more violent explosion than fast cook-off.
The violence of a thermal explosion is dependent upon numerous variables and conditions including the mechanical and thermal properties of the energetic material, the deflagration behavior, heating rate, and the degree of confinement [29, 18] . These variables factor into the reaction rate which occurs after ignition of the energetic material. The violence of reaction can be measured by the number of fragments (size and velocity) produced, amount of explosive material consumed, overpressure at some distance from the center of the device, the confinement strain, kinetic energy, or the amount and rate of energy being released [26, 24] . For an event to be "violent", the pressure generated from the solid→gas reaction must exceed the yield strength of the confinement structure. The pressure must then continue to rise at a rate fast enough that the confinement and gas cannot move appreciably [24] . The violence of reaction increases until a) the confinement is breached, b) energetic material is consumed, or c) a transition to a different reaction regime such as detonation occurs [18] .
Many cook-off studies have been performed to quantify the violence of reaction under various conditions. The One Dimensional Time to Explosion test (ODTX) [6] was performed on energetic spheres encased in preheated aluminum to develop the kinetics of thermal ignition and predict the time to explosion for a given temperature history. The Scaled Thermal Explosion Experiment (STEX) [31] and Variable Confinement Cook-Off Tests (VCCT) [1] were very similar. They subjected a charge to a heating rate and measure the velocity of the steel enclosure along with the temperature profile in side of the energetic material. These tests varied the thickness of the enclosure and the heating rates and compared the violence of reaction under controlled conditions [18, 1] . Several proposed deflagration to detonation mechanisms have been suggested including the coalescing of pressure waves to form a shock front that exceeds the pressure threshold for detonation [4] , detonation ignition produced by a gradient of reactivity [15] , and the formation of a temperature gradient providing stimuli for the bulk material [7] .
While experiments have focused on the effects of the confinement of the reactant and heating rates little is known about the effect of device size and heating geometry on the violence of reaction. The purpose of this study is to computationally measure the violence of reaction of several PBX9501 (95% HMX, 2.5% Estane, and 2.5% BDNPA-F) filled devices encased in steel, subjected to a range of heat fluxes using Uintah [10] . The focus is determining the threshold heat flux for a mild violence of reaction (such as a case burst during a fast cook-off) or an extremely violent reaction (such as a detonation during a slow cook-off) and proposing mechanisms for a deflagration to detonation transition. The mechanism of deflagration to detonation transition has yet to be fully understood. Under adiabatic conditions the deflagration of PBX9501 will reach pressures around 2 GP a while pressures over 5 GP a are required for detonation [25] . This leads to the interest of understanding how a fundamentally metastable process can create pressures exceeding detonation thresholds and sustain steady state detonation around 35 GP a.
SIMULATION METHODOLOGY 2.1 Uintah Computation Framework
The MPM-ICE algorithm [11] is used to solve the governing equations for our reacting fluid-structure-interaction (FSI) problem and is implemented in Uintah as a "component." In addition to the MPM-ICE algorithm, Uintah integrates numerous sub-components including equations of state, constitutive models and solid→gas reaction models. This FSI technique is unique in that a Lagrangian particle method for doing solid mechanics computations is integrated with a general multi-material computational fluid dynamics (CFD) formulation. In the "multi-material" CFD approach, each material (either fluid or solid) is defined at the continuum level over the entire computational domain, including regions where a material does not exist. In addition to the physical state, (i.e., mass, momentum, energy) at each discrete point, the volume fraction of each material is tracked with the constraint that the volume fractions of all materials must sum to unity in any grid cell [14, 12, 13] .
To solve the discretized multi-material equations we use a cell-centered formulation of the ICE (for Implicit, Continuousfluid, Eulerian) algorithm [14] . The use of a cell-centered, finite volume solution technique is convenient in that a single control volume is used for all materials, simplifying the solution of the integral conservation equations of mass, momentum and energy and the exchange of these quantities between the materials. The ICE method is fully compressible and has also recently been extended to high speed flows [30] , an important consideration in simulations involving explosions of any type, particularly detonations. In addition to the source terms present in any CFD formulation, the multi-material equations include exchange terms for mass, momentum and heat. Inter-material mass exchange is based on solid→gas reaction models. Momentum and heat exchange is typically modeled as a drag law based on relative material velocities or temperatures, respectively. These velocities and temperatures are computed in a point-wise implicit manner to avoid stability considerations and ensure conservation.
The multi-material ICE formulation was initially developed for the solution of multi-phase flow phenomena, and as such, no explicit distinction is made between fluid and solid materials in the model equations. Fluid-solid interfaces are not tracked, nor are boundary conditions passed through them [14, 12] . To maintain the integrity of the fluid-solid interface and provide a mechanism to track the deformation history of the solid(s) we employ the Material Point Method (MPM). This method is used to evolve the equations of motion for the solid materials and is a powerful technique for doing computational solid mechanics [5, 28] . Lagrangian particles or material points are used to discretize the volume of a material and each particle carries state information (e.g. mass, volume, velocity, and stress) about the portion of the volume that it represents. Our implementation uses a Cartesian grid as a computational scratchpad for computing spatial gradients, the same grid used by the multi-material CFD component. During each timestep, the state of the particles is projected to the computational grid. The states of all materials, fluid and solid, are computed, and in the case of the solid materials, changes in state are interpolated back to the particles. This change in the particle state includes the position, velocity, temperature, and mass in regions where there are solid to gas reactions.
The methods described above are implemented as components inside of Uintah. The core of Uintah is a sophisticated computational framework that can integrate multiple simulation components, analyze the dependencies and communication patterns between them, and execute the resulting multi-physics simulation [23] . Uintah utilizes an abstract representation (called a task-graph) of parallel computation and communication to express data dependencies between multiple physics components. The task-graph is a directed acyclic graph of tasks. Each task consumes some input and produces some output (which is in turn the input of some future task). Using this task-graph and domain decomposition, the scheduler component creates an execution schedule with an execution order and the required MPI communication. For each timestep, this schedule is then executed repeatedly. Within a timestep, the scheduler component is able to dynamically assign tasks to available computational resources on-node, including CPU cores and GPUs. The task-graph allows Uintah to analyze the structure of the computation, to automatically enable load-balancing, data communication, parallel I/O, and checkpointing. Improvements to this task-graph have focused on implementing out of order execution to improve machine utilization [22] .
A load balancer component is responsible for assigning each hexahedral mesh patch to a processor. Uintah's load balancer utilizes space-filling curves in order to cluster patches together [17] . Accurate workload prediction is problematic with adaptive meshes. The complexity of the underlying physics complicates the process of deriving an accurate cost model. For example, MPM simulations have large numbers of computationally expensive particles that move throughout the domain which may cause the workload to change at every timestep. To address this imbalance a technique has been developed which uses forecasting methods to predict the cost of each patch based on observations made at runtime. During task execution, the time to complete each task is recorded and used to update a simple forecasting model which is then used to predict the time to execute on each patch in the future. This provides a mechanism to accurately predict the cost of each patch while requiring little information from the user or component developer [16] .
Uintah demonstrates good strong and weak scaling using the core algorithm described above. More information on the performance and scalability of Uintah are described in [19, 20, 27, 21] . 
Simulation Setup
The explosive devices studied are 2-dimensional boxes using 1mm grid cell size resolution with symmetric boundaries in the z directions. Excess space was added to the computational domain in the x and y direction to allow the device to expand and the maximum kinetic energy to be calculated without a loss of mass. The energetic material (PBX9501) was modeled using an experimentally validated JWL equation of state, a ViscoSCRAM damage model, Ward, Son and Brewster burn rate model and JWL++ detonation model [25] . The square energetic devices were confined with 6mm of steel represented by an elastic-plastic constitutive model [8] . The device sizes ranging from 80 2 mm 2 to 100 2 mm 2 . Simulations were run on NICS's Kraken machine.
Each simulation consisted of three phases: a heat up phase, ignition/reaction phase, and the event/cook-off response. The heat up phase consisted of a heating flux applied to the outside of the steel container on one or two sides seen in Figure 1 . The steel and PBX9501 particle resolution is 8 particles/1mm 3 and the flux was calculated in units of watts/particle or kW/m 2 . The device was heated to an ignition temperature of 550K from an initial temperature of 300K. After ignition, pressure rapidly builds in the device due to product gas formation. The cook-off response ranged from a pressure burst (confinement was breached with low damage), a mild explosion due to excess deflagration (confinement and energetic material is extensively fragmented), to a violent explosion (typically detonation). Figure 2 shows the responses observed in this study. The top image shows the volume fraction of PBX9501 and the steel container after a pressure burst. This simulation was run on a 80mm x 80mm x 1mm device with a heat flux of 4.8 kW/m 2 on one side. After the case burst there was 81.3% of the reactant remaining. The bottom image shows a violent reaction where detonation occurred. This simulation was run on a device 85mm x 85mm x 1mm with one sided heated with a flux of 16 kW/m 2 . After detonation only 1.4% of the reactant remained. Violence of reaction is measured by the kinetic energy of the steel. 
RESULTS AND DISCUSSION
Each device size was exposed to a wide range of external heat fluxes. With devices smaller than 80 2 mm 2 , violent responses were not observed, only mild case bursts. This is due to the structure rupturing and the hot gases escaping before the pressure could build to levels needed for detonation. With these small devices the lack of material being consumed makes the pressure great enough to burst the confinement but not large enough to cause a violent reaction. The kinetic energy of the steel enclosure was monitored over the entire simulation. A sharp increase in the kinetic energy indicates a detonation or a case burst has occurred as seen in Figure 3 . At extremely low fluxes, all responses are considered violent, independent of the size and number of sides heated. However as the heating flux increases, there appears to be a distinct difference between event violence at certain heat fluxes varying with device size and number of sides heated. Figure 4 shows the kinetic energy of the steel verses the applied heat flux to a 90x90x1mm device. It suggests that as the heat flux increases, there is a sharp change in the kinetic energy between mild explosions and detonation. The higher kinetic energy (10-50 kJ) indicate a (fast) detonation occurring inside of the energetic material. The low kinetic energy (<5 kJ) is indicative of a (slow) deflagration reaction with case rupture. The critical heat flux is defined as the minimum heat flux in which a case rupture first occurs. The scatter in the data is due to the elastic-plastic material model used for the steel. The material model has a random parameter which causes a variation in the initial ignition site thus changing the strength of the pressure waves. The sensitivity of the pressure waves to coalesce and build pressure within the charge are effected by the initial site of ignition.
There are three proposed mechanisms for a transition from deflagration to detonation: a pressure induced detonation ( Figure 5 ), an ignition site detonation ( Figure 6 ) and a hybrid between the two. The temperature profiles at the time of ignition and during the reaction phase for each mechanism are distinctly different and can provide insight into the different responses. Pressure induced detonation was observed at extremely low heat flux rates and when two sides were heated, while ignition site transition occurs at higher heat fluxes. Figures 5 and 6 show the timelines of these mechanisms leading up to detonation. The upper left colorbar is the temperature of the PBX9501, the lower left is the temperature of the product gas, upper right is the pressure in Pascals with the steel confinement shown in black, and the lower right is the amount of PBX9501 which has reacted during a time-step. The scale is negative because the reactant is being consumed. The pressure and reactant consumption scales change with each frame allowing the pressure waves and variations in reactant consumption to be visualized. The temperature scales for the PBX9501 and product gas remained constant for all images.
The first mechanism presented here, termed pressure induced detonation and seen in Figure 5 , occurs at extremely low heat fluxes. During the heat up phase, the device is heated almost uniformly to ignition with a relatively small temperature gradient. It takes about 20µs after ignition for convective deflagration to propagate through the device ( Figure 5(a) ) and about 70µs for the maximum pressure to be confined to the center of the device. The product gas temperature increases throughout this time but then decreases slightly because the temperature gradient of PBX9501 has not significantly changed, cooling the product gas. This is due to the low thermal conductivity in the condensed phase and the focus is on a short period of time that the material temperature has not been affected significantly. In consequence, the burn rate decreases slightly as shown by the lower right images representing amount of reactant consumed per time-step. However, at ∼110µs after ignition, there is a significant increase in product gas volume fraction.
The unique characteristic that occurs during this type of detonation is the formation of a grid wave pattern from the product gas within the energetic material having about 4-5mm wavelengths ( Figure 5(b), 120µs after ignition) . This is most noticeable in the pressure profile. About 10µs after the product gas shows this trait, PBX9501 also starts forming the grid pattern ( Figure 5(c) ). Upon analysis of the velocity vector field of the product gas, it is evident that this grid formation evolves from the gas moving in and out of the condensed phase. Constructive and destructive interference occurs from waves reflecting off the confinement with the waves moving outward producing the grid pattern. The movement of the gas can be due to the higher rate of reaction near the center of the device developing a high product gas concentration. This causes a reaction gradient to form forcing the gas to move outwards. After about 140µs past ignition, the waves become stronger ( Figure 5(d-f) )and continue to increase until detonation occurs. This simulation suggests detonation occurs when two waves coalesce and detonation pressures are reached, around 170µs after ignition. The average amount of reactant going to product during a time-step in the reaction phase is ∼3x10 −11 kg per cell, and in the compaction waves it increases to ∼4.6x10 −11 kg.
The other mechanism observed occurs when two pressure waves from separate ignition sites coalesce and build to reach detonation pressure, termed ignition site detonation ( Figure  6 ). Ignition site detonation usually occurs at higher heating rates than seen with pressure induce detonation, where the temperature gradient of the energetic material is large. It takes about 25µs after ignition for convective burning to propagate through the entire device (Figure 6(a) ) and about 105µs for the maximum pressure to be confined to the center (Figure 6(b) ). Since the condensed phase has a large temperature gradient, the product gas cools significantly within the solid during the duration of burning, reducing the amount of reactant going to product within the device. The velocity vector profile for this mechanism shows that the movement of the product gas is more inward than out. This can be due to the lower temperature of the PBX9501 in the center, reducing the reaction rate and causing a higher concentration of product gas to be produced from surface burning; therefore causing the gas to move inward.
About 170µs after the beginning of deflagration, an ignition site forms, seen in Figure 6 (c) on the bottom of the device seen in the reactant consumption plot . The formation mechanism of the ignition site is yet to be determined but the typical location is where the condensed phase temperature gradient is the steepest. At the ignition site, a "hole" is formed within the interior of the device and surface burning occurs releasing a large compaction wave. A standalone compaction wave has not yet been observed to initiate detonation. However, it is capable of producing multiple ignition sites within the wave itself. These new sites release waves congruently with the initial compaction wave and have been seen to transition into a detonation. The average amount of reactant going to product during a time-step in the reaction phase is ∼2x10 −11 kg per cell, and in the compaction waves it increased to ∼3.6x10 −11 kg. In this simulation two pressure waves traveled towards the center (Figure 6(d-f) ) until they coalesce and transition into detonation.
The crucial factor which seems to dictate the difference between the pressure detonation and the ignition cite detonation is the initial temperature gradient of the energetic material at the time of ignition and how it effects the temperature of the product gas during the reaction phase. In the A volume fraction depiction of a 95x95x1mm device prior to deflagration (left image) and the right image is after 220 µs of burning subject to a 50 kW/m 2 flux on one side (a) resulting in a detonation and two sides (b) causing a pressure burst.
middle range of high and low heat flux, a hybrid of the two mechanisms can be observed. In this scenario, the pressure profile and waves formed during the reaction phase are very similar to the pressure detonation mechanism. However, ignition sites begin to establish around the perimeter causing detonation to occur due to the coalescing waves. These different mechanisms attribute to the dependence of size and flux with respect to violence because of the temperature gradient that forms during the reaction phase; the higher the heat flux, the steeper the gradient. At higher heat fluxes and steeper gradients, the mechanism for detonation was due to the formation of ignition sites. However with smaller devices, ignition sites still occurred but the compaction waves were not as strong. Since smaller devices lack the length needed for a compaction wave to build the pressure needed to produce a stronger wave, a transition to detonation or a violent response will not occur. Compaction waves may still coalesce, but they will continue to travel throughout the charge damaging the remaining PBX9501. Once confinement has been breached the wave continues to expand away from the charge releasing the buildup of any pressure. Larger devices have the capacity for ignition sites to release compaction waves that may build up enough pressure after they coalesce and transition into a detonation. Therefore, the critical flux increases with device size because of the capability for a larger device to facilitate a detonation or an adequate length of unburnt material in which pressure can build up and transition.
The effect of the number of sides heated shows that the critical heat flux for two sided heating is less than one sided heating with the same device size. This observation can be in conjunction with the same effect that device size has on the critical heating flux. By heating two sides of the device, the burning of the energetic surfaces decreases the overall size of the device significantly more than subjecting the device to one side heating. This causes the compaction waves to not coalesce effectively and build to detonation pressures. Figure 7 shows the deterioration of two charges being subject to the same heat flux at the same time after ignition. The top device was subjected to heating on one side while the bottom device was heated on two sides. It is apparent that two sided heating causes greater damage to the device and thus mitigating the cook-off event to a case burst.
CONCLUSIONS
Two mechanisms responsible for deflagration to detonation transitions were observed in slow cook-off simulations of multiple device sizes; pressure detonation and ignition site detonation. In many respects these two mechanisms to detonation are the same, only differing in the origin of the pressure waves. With slow cook-off simulations the pressure waves originated from the center of the device forming a grid pattern transitioning to detonation when two of the wave collided producing pressures above 5 GP a. While with faster cook-off simulations pressure waves originated from a cite with a high temperature gradient. Detonation then occurred from the colliding of two pressure waves. In both mechanisms, detonation occurred when two pressure waves collided and ∼17% PBX9501 was burned independent of device size, heat flux, and geometry.
From these studies it has been observed that when a device is exposed to a range of heat fluxes, the greater the flux, the more likely a mild explosion is going to occur. However as the device size increases, the likelihood of a transition into detonation also increases. This can be attributed to the ability of the device to sustain a pressure wave that will reach detonation pressures to transition into a violent event. This is dependent on the amount of unburnt material left in the device; the larger the device, the larger the area of unburnt material increasing the detonation. To reduce the risk of a transition to detonation, the device should to be heated on two sides instead of just one. This appears to reduce violence of reaction due to the lower critical heat flux and the increased surface burning on two sides. This in turn reduces the violence of reaction for the same device size.
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