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Abstract
The Feynman rules assign to every graph an integral which can be written as a function of a scaling
parameter L. Assuming L for the process under consideration is very small, so that contributions to
the renormalizaton group are small, we can expand the integral and only consider the lowest orders in
the scaling. The aim of this article is to determine specific combinations of graphs in a scalar quantum
field theory that lead to a remarkable simplification of the first non-trivial term in the perturbation
series. It will be seen that the result is independent of the renormalization scheme and the scattering
angles. To achieve that goal we will utilize the parametric representation of scalar Feynman integrals
as well as the Hopf algebraic structure of the Feynman graphs under consideration. Moreover, we
will present a formula which reduces the effort of determining the first-order term in the perturbation
series for the specific combination of graphs to a minimum.
I. Introduction
In physics, the probability amplitude of an inter-
action process between elementary particles can
be calculated as a perturbation series in the scal-
ing. The coefficients in the perturbative expansion
of the correlation function (or Green’s function)
are integrals which can be interpreted as physi-
cal processes. Graphically, these processes can be
represented via Feynman diagrams, which are the
central objects of perturbative quantum field the-
ory. To treat them in an adequate manner, it will
be necessary to get familiar with some fundamental
aspects and definitions of graph theory which will
be covered in section II.1. Afterwards, in section
II.2, we introduce polynomials associated with the
respective graphs, the first and second Symanzik
polynomial. In section III, these polynomials will
also show up in the integrand of the parametric
Feynman integral which can be obtained by going
from momentum to parametric space, using the
so-called Schwinger trick. At the end of section II
we establish an algebraic structure on the set of
Feynman graphs and thereby give a brief insight
in the Hopf algebra of rooted trees.
As already mentioned, Feynman diagrams are con-
nected with the integrals in the perturbation series.
This connection is given by the Feynman rules un-
der which each graph is mapped to an integral.
The problem arising from these rules is that the
resulting integrals are not ensured to be conver-
gent and well-defined. Indeed, plenty of them are
divergent and therefore we have to renormalize the
integrals. In section III, this will be done for a
scalar quantum field theory. Therefore, we rescale
the integral whereby it can be written as a function
of a scale S and dimensionless scattering angles Θ.
Applying kinetic renormalization conditions to the
integral and using the forest-formula indicates that
the renormalized Feynman-rules can be written as
a polynomial in the scaling parameter L (cf. [4]).
The starting point of section IV is to give the no-
tion of flags. Afterwards, the L-linear term of the
renormalized Feynman rules is considered for anti-
symmetric flags, which are sums over permutations
σ ∈ Ssignedn−1 ×Scyclicn of nested graph insertions: with
the result that it is independent of the scattering
angles.
The results of the preceding section are used in
section V to provide a general formula that allows
to compute the L-linear term of the renormalized
Feynman rules for antisymmetric flags regardless
of the number of graphs inserted into each other.
This formula is based on the idea of finding all
partitions of a graph’s rooted tree instead of its
forest-set. A pictorial approach to manage this
task is given in section VI, inspired by the notion
of Ferrers diagrams (see appendix B).
The article is concluded by an example in which the
L-linear term of the renormalized Feynman rules
is computed for an antisymmetric flag of co-radical
degree six.
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II. Preliminaries
The definitions in subsection II.1 basically follow [4],
[8] [20], and [21]. The principal sources of subsec-
tion II.2 are [2] and [4]. The subsection II.3 as well
as the appendix A is based on [1], [9], [11], and [15].
II.1. Graph theoretical foundations
In this section, we want to acquaint ourselves with
some basic definitions of graph theory and a bit of
vocabulary needed when talking about Feynman
graphs and graphs in general. Therefore, we first
have to define:
Definition 1. (Graphs)
A graph G = (E, V,Φ) consists of a set of edges
E, a set of vertices V , and a map Φ (incidence
relation) from edges to pairs of vertices.
• An edge e ∈ E is said to be incident to
v, w ∈ V if Φ(e) = {v, w}. The vertices
v, w are called the endpoints of e.
• Two vertices v, w ∈ V are adjacent if ∃e ∈ E
such that Φ(e) = {v, w}.
• The valence of a vertex is given by the number
of edges incident to it.
• All edges are oriented meaning that each edge
e ∈ E directs from a source vertex s(e) ∈ V
to a target vertex t(e) ∈ V .
• An edge with equal endpoints, i.e. s(e) = t(e)
is called a loop.
• A path (v, w) of length k from v to w is given
by a subset EP = {e1, . . . , ek} ⊆ E such that
any two edges ei, ei+1 have at least one end-
point in common. If v = w, the path is called
a cycle.
• If there exists a path (v, w) for any pair
v, w ∈ V , the graph is called connected. A
connected graph without loops is said to be
simply connected.
In addition to the graph theoretical definition
given above, there are some features that come
up when treating Feynman graphs instead of stan-
dard graphs. In general, the edges and vertices
of a Feynman graph are labeled, that is assigning
information of physical interest to them like the
momentum and mass of the particles. Furthermore,
Feynman graphs are constructed from a particular
set of edges and vertices which we will denote by
R = RE ∪RV , following [12] and [20]. While RE
corresponds to the type of quantum particles, RV
determines the type of interaction between those
particles, respectively. Generally, the sets RE and
RV are dictated and restricted by the quantum
field theory we are looking at. In some theories the
edges also get an orientation, corresponding to the
charge flow of the particles. In figure 1 the sets of
vertices and edges are given for quantum electrody-
namics (QED), quantum chromodynamics (QCD),
and φ4-theory 1 in D = 4 dimensions of space-time.
RQED =
{
, ,
}
RQCD =
{
, , , , , ,
}
Rφ4 =
{
,
}
Figure 1: Sets of allowed vertices and edges for QED,
QCD, and φ4.
In the following we will denote such Feynman
graphs by Γ with vertex set Γ[0] and edge set Γ[1].
In contrast to standard graph theory, we have to
distinguish between internal and external edges.
An edge is called internal if it connects two vertices
whereas an external edge connects only to one ver-
tex, that is to say it has only one endpoint. The set
of edges then is given by the union Γ[1] = Γ
[1]
int∪Γ[1]ext.
Definition 2. (Feynman graphs)
A Feynman graph Γ = (G, res) is given by a graph
G and a map res
res : Γ[0] ∪ Γ[1] → RV ∪RE (1)
which assigns to each vertex and edge in Γ an el-
ement from a set of allowed types of edges and
vertices. The elements r ∈ R are called the allowed
residues of the theory.
For any connected Feynman graph Γ we let res (Γ)
be the graph Γ when all its internal edges shrink to
one point. Then, res (Γ) is just the residue of the
graph, defining its external structure.
The allowed residues of a theory form the set
of building blocks such that each Feynman graph
of the theory can be built up out of it. In the
literature, the terms Feynman graph/diagram and
graph/diagram are often used interchangeably and
so will we do in the following. Moreover, we will
only consider a special kind of graphs, called one-
particle irreducible graphs, throughout this article.
1φk-theories are scalar field theories treating only one kind of particles with spin zero represented by the one-component
scalar field φ. Those particles self-interact in groups of k which means that all vertices are k-valent.
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Definition 3. (One-particle irreducible
graphs)
A connected Feynman graph Γ is said to be one-
particle irreducible (1PI) if it is still connected after
removing one of its internal edges. Depending on
the number of external edges, there are several
kinds of 1PI graphs:
• If Γ has no external edges, it is called a vac-
uum graph or vacuum bubble.
• For |Γ[1]ext | = 1 the graph is called tadpole.
• If |Γ[1]ext | = 2, we call Γ a propagator or self-
energy graph.
• All other graphs with |Γ[1]ext | ≥ 3 are said to be
vertex graphs.
Definition 4. (Sub- and cographs)
A graph γ ⊆ Γ is called subgraph of Γ if γ[0] ⊆ Γ[0],
γ[1] ⊆ Γ[1], and the assignment of endpoints to
edges in γ and Γ is the same. In the case that γ
contains all vertices of Γ, i.e. γ[0] = Γ[0], γ is said
to be a spanning subgraph of Γ.
The cograph Γ/γ is obtained from Γ by shrinking
all internal edges of γ in Γ to length zero, i.e. to
a single point, such that the external leg structure
is not affected, res (Γ/γ) = res (Γ). The operation
”/”, which can be used to reverse graph insertions,
is called contraction. Using this notion, the map
res acting on a connected graph Γ, can be seen as
the maximal contraction Γ/Γ.
An example for a sub- and cograph is given in
figure 2.
Γ = γ = Γ/γ =
Figure 2: Example for a subgraph γ and the cor-
responding cograph Γ/γ of the three-loop
graph Γ.
Note that contracting a 2-point (also propa-
gator or self-energy) graph leads to two different
kinds of 2-point vertices related to the mass and
the momentum of the propagating particle. A de-
tailed discussion on this topic is given in [7].
Before the Feynman graph polynomials are in-
vented in the next subsection, we will need two
special types of graphs.
Definition 5. (Tree)
A connected and simply connected (no cycles) graph
is called a tree T with vertex set T [0] and edge set
T [1].
• A rooted tree is a tree T with a distinguished
vertex r ∈ T [0], which is called the root, such
that all edges are oriented away from it.
• The weight |T | of a tree is given by its number
of vertices.
• Let Tr be the set of all rooted trees and T (i)r
the subset of all rooted trees with weight
|T | = i, ∀ T ∈ T (i)r , then we can write
Tr =
⋃
i T (i)r .
• A rooted tree is said to be decorated if there
exists a finite set D of decorations and a sur-
jective map c : D → T [0], which assigns to
each vertex v ∈ T [0] an element d ∈ D.
Definition 6. (Forest 2 )
Let Γ be a Feynman graph and f := {γi} a subset
of divergent 1PI proper subgraphs γi ( Γ such that
for any γ, γ′ ∈ f one of the following conditions is
fulfilled:
γ ⊂ γ′, γ′ ⊂ γ, or γ ∩ γ′ = ∅. (2)
That is, the elements of f are either disjoint or
contained in each other. Then, f is called a forest
and F (Γ) denotes the set of all forests of the graph.
• A forest f of a Feynman graph Γ is said
to be maximal if and only if the cograph
Γ/f = Γ/ ∪γ∈f γ is a 1PI graph, not con-
taining any divergent proper 1PI subgraphs.
Such graphs are called primitive.
• A maximal forest f of Γ is complete if any
γ ∈ f is either primitive or there exists a
proper subgraph γ′ ∈ f of γ such that the
cograph γ/γ′ is primitive.
• If f consists of k connected components, it is
called a k-forest. A 1-forest is a tree.
• The union of rooted trees gives a rooted forest
and its set is denoted by Fr.
Hereafter, we will often restrict ourselves to
trees and forests which are spanning subgraphs of
the considered graph. In this case, we call them
spanning trees and spanning forests respectively.
It is also important not to confuse spanning and
2It should be pointed out that there are two different definitions of the notion of a forest. In the present case we define the
forest (of subdivergences) in the context of renormalization and Hopf algebra. This definition is also in accordance with the
forest formula introduced in section III. Within the framework of graph polynomials (cf. subsection II.2) the forest (or
k-forest) is defined as a graph without cycles/loops consisting of k connected components. That is, a k-forest is given by
the disjoint union of k trees. For example, the forest set in figure 5 follows this definition.
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rooted trees and forests. While the sets of spanning
trees and forests of a graph will be used to define
the graph polynomials in section II.2, the sets of
rooted trees and forests do not correspond to a
specific graph even though one or more elements
of Tr can be associated to a graph, representing its
subgraph structure, as we will see. Moreover, we
will set up a Hopf algebra structure on the set of
rooted trees in section II.3.
Assume that f = {γ, γ′} is a complete forest of Γ
with primitive elements γ/γ′ and γ′. Then, we can
write f as a sequence of subsets
γ′ ( γ ( Γ (3)
to show how the graph and the subgraphs are
nested. Using the notion of forests and trees, we
can associate a decorated rooted tree to each com-
plete forest of a graph Γ. Taking the complete
forest in equation (3), the corresponding decorated
rooted tree is given by
Γ
γ
γ ′
or
Γ
Γ/γ
γ/γ ′
. (4)
It becomes apparent that each Feynman diagram Γ
furnishes a tree whose decorations are the elements
of the complete forest. The rooted tree of a graph
can also be read off from the box system as one
can see in figure 3, in which each box contains a
divergent subgraph of the graph and corresponds
to a leaf of the tree. The root is given by the whole
graph (the outermost box). Like the elements in
the complete forest, the boxes are not allowed to
overlap, but rather are nested or disjoint.
⇐⇒
γ′ =
γ =
Γ =
Figure 3: Example from φ36-theory for a rooted tree of
a graph associated with its subgraph struc-
ture
The case of overlapping subdivergences is
treated in [3] where their structure is analyzed
using algebraic lattice theory.
II.2. Feynman graph polynomials
Using the preceding notion of spanning trees and
forests, we want to introduce the Feynman graph
polynomials. These polynomials, known as the
first and second Symanzik polynomial, have many
special properties and can be read off directly from
the corresponding graph. Also, they play a crucial
role in the computation of Feynman loop integrals
since they are directly related to the integrand of
such integrals. From the variety of methods to
determine the graph polynomials, we will only con-
sider one by interpreting the polynomials in terms
of spanning trees and spanning forests. Likewise,
it is also possible to compute them with the aid of
matrices, associated to the graph. This approach
suits well when performing computer algebra since,
after the particular matrices are known, the only
thing left to do is computing the determinant of a
matrix. The basic principle of this approach is the
matrix-tree theorem, invented by Gustav Kirch-
hoff, which exhibits the possibility to compute the
number of a graph’s spanning trees as the deter-
minant of a matrix derived from the graph (see [2]
for example). In addition to his contributions to
the fundamental understanding of electric circuits
and spectroscopy, Kirchhoff was also the one who
invented the notion of graph polynomials.
Moreover, it is also possible to use graph homology
instead of the matrix-tree theorem to derive the
graph polynomials.
Instead of the matrix-tree theorem one can also
use graph homology to derive the polynomials.
Throughout this article let Γ be a connected graph
with EΓ :=
∣∣∣Γ[1]int∣∣∣ internal edges, VΓ := ∣∣Γ[0]∣∣ ver-
tices, and loop number L (Γ) defined by
L (Γ) = EΓ − VΓ + 1. (5)
This number is also called the first Betti number
or the cyclomatic number of the graph. For discon-
nected graphs we have to replace 1 by k, with k
the number of connected components of the graph.
Furthermore, let F (k)s be the set of all spanning
k-forests (see definition 6) and Fs be the set of all
spanning forests of the graph Γ, given by
Fs =
⋃
k
F (k)s . (6)
Then f ∈ F (k)s can be obtained from Γ by deleting
L+ k − 1 of its internal edges. The elements of a
spanning k-forest are composed of the connected
components Ti of F (k)s , which are necessary trees,
and will be denoted by
k⋃
i=1
Ti = (T1, T2, . . . , Tk) ∈ F (k)s . (7)
From now on we will only consider scalar Feynman
graphs in D dimensions of spacetime. The edges
of the graph are associated with particles of mass
me. The momenta of the particles will be denoted
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by pe for e ∈ Γ[1]ext and qe for e ∈ Γ[1]int. We impose
momentum conservation at each vertex, i.e. the
sum of the momenta flowing into the vertex equals
the sum of all outgoing momenta. Particularly,
with regard to the external momenta it follows
that
∑
e∈Γ[1]ext pe = 0 if the momenta are taken to
flow outwards. Therefore, the internal momenta qe
of a tree graph are completely determined by the
external momenta pe. To determine the internal
momenta of a loop graph uniquely we have to add
L (Γ) (see eq. (5)) internal momenta kj , with j la-
beling the independent loops of the graph Γ. Since
these loop-momenta correspond to virtual particles
that do not show up in the initial or final state
we have to integrate over all possible values, and
therefore the amplitude does not depend on the kj
after all.
The two Symanzik polynomials of a graph Γ are
defined as follows.
Definition 7. (First Symanzik polynomial)
Let F (1)s be the set of all spanning trees of Γ, such
that T ∈ F (1)s is obtained from Γ by deleting L of its
internal edges. We introduce parameters αe ∈ R+
associated to the internal edges e ∈ Γ[1]int of the graph
Γ. Then, the first Symanzik polynomial is defined
by
ψΓ =
∑
T∈F(1)s
∏
e/∈T [1]
αe (8)
where the sum is over all spanning trees of Γ and
T [1] denotes the edge set of T .
The parameters αe are the so-called Schwinger
parameters, which will also show up in the paramet-
ric representation of Feynman integrals in section
III.
Definition 8. (Second Symanzik polyno-
mial)
Let F (2)s be the set of all spanning 2-forests of Γ,
such that (T1, T2) ∈ F (2)s is obtained from Γ by
deleting L + 1 of its internal edges. The mass of
the particles associated with the edges of the graph Γ
will be denoted by me. Then, the second Symanzik
polynomial is defined by
φΓ = ϕΓ + ψΓ
∑
e∈Γ[1]int
αem
2
e (9)
with
ϕΓ = −
∑
(T1,T2)∈F(2)s
Q(T1) ·Q(T2)
∏
e/∈T [1]1 ∪T [1]2
αe. (10)
The sum is over all spanning 2-forests of the graph
Γ, and Q(Ti) denotes the sum of all euclidean mo-
menta flowing into the tree Ti.
By momentum conservation it is clear that the
sum of all incoming momenta of Ti and the sum of
all momenta flowing outwards only differ in the sign.
Therefore, the product Q(T1) ·Q(T2) is equal to mi-
nus the square of the sum of the momenta flowing
through the cut lines from one tree to the other. Ob-
viously, it is generally valid that Q(T1) = −Q(T2)
and hence Q(T1) ·Q(T2) < 0.
Having defined the Symanzik polynomials, we can
collect some of their elementary properties:
• The dependence on masses and external mo-
menta is solely given by φΓ whereas ψΓ is
independent of physical quantities.
• Both Symanzik polynomials are homogeneous
in the Schwinger parameters. The degree of
ψΓ is L and that of φΓ is L+ 1.
• ψΓ and ϕΓ are linear in every single αe. φΓ
is at most quadratic in the Schwinger param-
eters (if me 6= 0).
• For a product of graphs Γ = ∏i γi the poly-
nomials ψΓ and ϕΓ can be decomposed as
follows:
ψΓ =
∏
i
ψγi and ϕΓ =
∑
i
ϕγi
∏
j
j 6=i
ψγj . (11)
Note that in literature the graph polynomials are
also denoted as U = ψΓ and F = φΓ.
Example 1.
As an example, we consider the two-loop graph
1 2
34
5
q1 q2
q3
q4
q5 = k
p p
(12)
whose spanning trees and spanning 2-forests are
given in figure 4 and 5 respectively.
Figure 4: Set of spanning trees F (1)s for the two-loop
graph in (12).
5
Figure 5: Set of spanning 2-forests F (2)s for the two-
loop graph in (12).
The edges are labeled as in the diagram (12)
and carry momentum qe and mass me. We impose
momentum conservation at each vertex, and the
momenta are assumed to flow from left to the right.
The first Symanzik polynomial (cf. eq. 8) with
respect to the set of spanning trees of the graph
(figure 4) is given by
ψ = (α1 + α4)(α2 + α3)
+ α5(α1 + α2 + α3 + α4). (13)
The single terms in the upper sum are composed of
the parameters αe corresponding to the edges we
have to delete to get one of the spanning trees of
the graph. Obviously, there are two possible ways
to construct a spanning tree out of the graph: Ei-
ther we delete one edge on the left (1 or 4) and on
the right (2 or 3) side, respectively, or we delete
the fifth and any of the other edges. The second
Symanzik polynomial (defined in eq. (9)) is based
on the spanning 2-forests of the graph given in fig-
ure 5. There are ten spanning 2-forests, though
only eight of them contribute to φ . The last two
of them do not show up in the polynomial since the
sum of the momenta flowing from one tree to the
other is zero. Thus,
φ = [(α1 + α4)α2α3 + (α2 + α3)α1α4
+(α1 + α2)(α3 + α4)α5] s
+ ψ
5∑
e=1
αem
2
e (14)
where we used q1 + q4 = −(q2 + q3) (momentum
conservation), and s = (q1 + q4)
2 = (q2 + q3)
2
denotes the center of mass energy.
II.3. The Hopf algebra of rooted
trees
The aim of this section is to establish an algebra
on the set of Feynman graphs. It was discovered in
[13] that the fundamental mathematical structure
on which perturbative renormalization is based on
is a Hopf algebra.
For the reader not acquainted with the notion of
(co-, bi-, Hopf) algebras, some basic definitions are
given in appendix A.
In section II.1 we already introduced the concept
of rooted trees and denoted its set by Tr, while Fr
is the set of all rooted forests, i.e. the set of all dis-
joint unions of rooted trees. The empty tree 3 (or
empty forest) is denoted by I := ∅ and has weight
zero |I| = 0. We consider a Hopf algebra Hr over
Q generated by the elements of Tr (including the
empty tree I) and define its Hopf algebra structure(
H,m, I,∆, Iˆ, S
)
as follows:
• For T1, T2 ∈ Tr the product m(T1 ⊗ T2) =
T1T2 is given by the forest T1 ∪ T2, that is
the disjoint union of the graphs.
• The unit map I : Q → H(0)r sends q ∈ Q to
q · I ∈ H(0)r .
• The coproduct on a tree T ∈ Tr is defined
through
∆(T ) =I⊗ T + T ⊗ I
+
∑
c∈C(T )
P c(T )⊗Rc(T ) (15)
where the sum runs over all admissible cuts
c of the tree, whose set C is given by 4
C(T ) =
{
c ( E(T ) : |c ∩ (r, v)| ≤ 1
∀v ∈ V (T ), c 6= ∅
}
. (16)
By making a cut c, one or more edges of T are
removed and the tree decomposes in a pruned
part and a part still containing the root, de-
noted by P c(T ) and Rc(T ), respectively (see
example 2 below). For a product of trees, i.e.
a forest f = ∪iTi, we have ∆(f) =
∏
i ∆(Ti).
The coassociativity of ∆ was shown in [13].
• The counit map Iˆ : Hr → Q, defined by
Iˆ(T ) =
{
0, T 6= I
1, T = I
, sends everything that
is not the empty tree to zero.
• A recursive relation for the antipode S acting
on a tree can be derived by using S(I) = I
and equations (A.16) and (15), obtaining
m (S ⊗ idHr ) ∆(T ) = S (I)T + IS(T )
+
∑
c∈C(T )
S (P c(T ))Rc(T )
= I
(
Iˆ(T )
)
= 0 (17)
3Note that, by abuse of notation, I denotes the unit map as well as the empty tree.
4For reminding the notation, see definition 1.
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and thus
S(T ) = −T −
∑
c∈C(T )
S (P c(T ))Rc(T )
= −T −
∑
c∈C(T )
P c(T )S (Rc(T )) . (18)
For a forest f , the antipode is given by
S(f) = S(T1 . . . Tk) = S(Tk) . . . S(T1).
Example 2.
Take the tree
a b
c
1
2
3
4
(19)
with edge set T [0] = {a, b, c} and vertex set T [1] =
{1, 2, 3, 4}. The set of admissible cuts is given by
C (T ) = {a, b, c, (a, b), (a, c)} or pictorially
C (T ) =
{
, , , ,
}
. (20)
Therefore, the coproduct of the tree yields
∆
(
1
2
3
4
)
= 1 ⊗ 3
2
4
+
1
2 ⊗
4
3
+ 4 ⊗
1
2
3
+ 1
4
3 ⊗ 2
+ 1 4 ⊗
3
2
, (21)
and the antipode turns out to be
S
(
1
2
3
4
)
=− 1
2
3
4
+ 1 3
2
4
+
4
3
1
2
− 3 4
1
2
+ 4
1
2
3
− 1
4
3
2
− 1 3 4 2 − 1 4
3
2
(22)
where we used that S(T2T1) = S(T1)S(T2),
S ( ) = − and S
( )
= − + .
It was, for example, shown in [17] that the upper
definition of
(
H,m, I,∆, Iˆ, S
)
gives a commutative,
non-cocommutative, connected, and graded Hopf
algebra with a natural grading given by the weight
(= the node number) of the rooted trees. Tak-
ing |T | to be the weight of the rooted tree T , the
weight of a forest is just |f | = ∑i |Ti| for f = ∪iTi.
Defining subspaces
H(n)r = spanQ
{
f ∈ F (n)r
}
(23)
with F (n)r = {f ∈ Fr : |f | = n} ∀n ∈ N0
Hr decomposes as
Hr =
⊕
n∈N0
H(n)r (24)
which defines a grading on Hr. Another subspace
of the Hopf algebra of rooted trees is the augmen-
tation ideal
AugHr :=
⊕
n∈N
H(n)r =
∞⊕
n=1
H(n)r = ker Iˆ (25)
given by the kernel of the counit. An impor-
tant endomorphism of Hr is the grafting operator
B+ : Hr → spanQ(Tr) ⊂ Hr. This operator creates
a new root and joins the roots of its arguments to
it, returning a single tree:
B+(I) = and (26)
B+(T1 . . . Tn) =
T1 T2 Tn
. (27)
The operator B+ satisfies the relation
∆ ◦B+ = B+ ⊗ I+ (id⊗B+) ◦∆ (28)
which can be regarded as a recursive definition of
the coproduct since every tree can be written as
T = B+(X) and ∆(I) = I⊗ I.
Remark II.1. In fact, equation (28) implies that
B+ is a 1-cocycle in the Hochschild cohomology of
Hr, see [6] or [10] for example.
At the end of this section, we want to intro-
duce a sub-Hopf algebra of Hr, namely the Hopf
algebra of ladders, we will come back to, later.
Generally, a sub-Hopf algebra of a graded Hopf
algebra
(
H,m, I,∆, Iˆ, S
)
with H = ⊕iH(i) is de-
fined as the subspace H˜ ⊂ H, such that H˜ has
a Hopf algebra structure
(
H˜,m, I,∆, Iˆ, S
)
and a
grading H˜ = ⊕i
(
H˜ ∩H(i)
)
. We define a ladder
of weight k by λk := (B+)
k(I), which is the k-fold
application of the grafting operator on the empty
tree. Thus, ladders can be generated iteratively
through λk = B+(λk−1) with λ0 := I. Therefore,
the diagrams take the form:
λ0 = I, λ1 = , λ2 = , . . . , λk =
 k-times.
The sub-Hopf algebra HL, generated by the ladders,
decomposes in the subspaces H
(n)
L ⊂ H(n)r which
consist of the elements of weight n. The coproduct
on HL is given by ∆(λk) =
∑k
j=0 λj ⊗ λk−j .
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III. Parametric renormalization
We now let Γ be a Feynman graph in a scalar
quantum field theory with arbitrary oriented edges.
Generally, the Feynman rules of the underlying
theory assign an integral to the graph whose para-
metric representation is given by [16]
Φ (Γ) =
∏
e∈Γint[1]
∫
R+
αae−1e dαe
Γ(ae)
· e
−φΓ/ψΓ
ψ
D/2
Γ
. (29)
and which can be obtained from a Schwinger
parametrization of Γ. The exponents ae are as-
sumed to be equal to 1. Thus, the parametric
integral becomes a function of the Schwinger pa-
rameters αe, the squared particle masses m
2
e, and
the scalar products of the momenta pi ·pj (i, j ∈ Γ).
Following [4], we want to rescale the Feynman rules
Φ (Γ) by a parameter S. Therefore, we introduce
dimensionless scattering angles {Θ} = {Θij ,Θe}
given by the scaled variables
Θij =
pi · pj
S
and Θe =
m2e
S
. (30)
The variable S sets the scale of the graph Γ defined
by
S :=
∑
e∈Γ[1]ext
p2e, (31)
such that S > 0 and S = 0 only if all external
momenta collectively vanish 5 . The rescaled Feyn-
man rules then can be written as a function of the
scale variable and the angles
Φ (Γ) {SΘij , SΘe} → Φ (Γ) {S,Θij ,Θe} (32)
and the integral evaluates to
Φ (Γ) {S,Θ} =
∏
e∈Γ[1]int
∫
R+
dαe
e
−S φΓ(Θ)ψΓ
ψ
D/2
Γ
(33)
with
φΓ (Θ) =
ϕΓ
S
+ ψΓ
∑
e∈Γ[1]int
αe
m2e
S
= ϕΓ (Θ) + ψΓ
∑
e∈Γ[1]int
αeΘe. (34)
Since ψΓ is independent of physical quantities it is
not affected by the rescaling.
To carry out one of the integrations we insert
1 =
∫∞
0
d t δ (t−∑e λeαe) with λe ≥ 0 not all
zero into (33) and substitute α → tαe which
leads to
∏
e∈Γ[1]int
dαe → tEΓ−1 d t ∧ ΩΓ where ∧
denotes the exterior product (or wedge product)
and the (EΓ − 1)-form ΩΓ defines the volume form
ΩΓ :=
∑EΓ
i=1 (−1)i+1 αi dα1∧· · ·∧ d̂αi∧· · ·∧dαEΓ
in projective space PΓ := PEΓ−1 (R+) (cf. [4] and
[16]). The circumflex accent ̂ means that the
argument is omitted. The projective integral finally
takes the form
Φ (Γ) {S,Θ} =
∫
R+
∫
PΓ
d t
t
∧ e
−tS φΓ(Θ)ψΓ
tωD/2ψ
D/2
Γ
ΩΓ (35)
with ωD the superficial degree of divergence
6. Now
we want to perform the t-integration to get rid of
the exponential. Therefore, we have to distinguish
between the case ωD > 0, where the integral con-
verges, and the case of ultraviolet divergence, i.e.
ωD ≤ 0. We are only interested in the latter case,
thus we have to renormalize the integral. We apply
kinetic renormalization conditions to Φ (Γ), that
is to say that the renormalized amplitude of the
graph Γ vanishes at a chosen reference or renor-
malization point {S0,Θ0}, as well as all of its first
ωD derivatives in the Taylor expansion around that
point.
In the logarithmic divergent case (ωD = 0), this
condition can be implemented by modifying Φ (Γ)
as follows
Φ (Γ) {S,Θ} →[Φ (Γ) {S,Θ}
− Φ (Γ) {S0,Θ0}
]
. (36)
Hence, the overall divergence can be cured by a
subtraction at the reference point.
As it was shown in [4], the renormalized integral
decomposes into angle- and scale-dependent parts.
In particular, the renormalized Feynman rules can
be written as a polynomial in the scaling parameter
L = ln(S/S0)
ΦR (Γ) =
cor(Γ)∑
j=0
cΓj (Θ,Θ0)L
j . (37)
The integer cor (Γ) is called the co-radical degree
of Γ defined as the maximal integer jmax ∈ N, such
that
∆˜jmax−1Γ 6= 0 and ∆˜jΓ = 0, ∀j ≥ jmax (38)
in which ∆˜j is the iterated reduced coproduct (see
equations (A.13) and (A.15)). Therefore, cor (Γ)
equals the weight |T (Γ)| of the rooted tree T as-
sociated with the subgraph-structure of the graph
Γ and in principle indicates how many divergent
subgraphs are nested in Γ.
5Here and throughout this article we explicitly exclude lightlike particles.
6In φkD-theory, the superficial degree of divergence is given by ωD = 2 ·EΓ −D · L since the weight of the edges and vertices
is ω(e) = 2 and ω(v) = 0, respectively.
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The coefficients cΓj can be determined by calculat-
ing the renormalized Feynman integral. In the case
of Feynman diagrams with more than one indepen-
dent loop we have to proceed recursively in order
to eliminate all possible subdivergences. Of course,
this recursion rapidly becomes more complicated.
But in the case of momentum subtraction schemes
there is an elegant solution to the recursion prob-
lem provided by Zimmermann, the so-called forest
formula. Applying this formula to the graph Γ and
expanding the resulting integral as a power series
in the scaling parameter L allows us to determine
the coefficients cΓj .
Assuming that Γ has not only logarithmic subdi-
vergences but is additionally overall divergent, the
forest formula yields [18]
ΦR (Γ) {S, S0,Θ,Θ0}
=
∑
f∈F(Γ)
(−1)#f
[
Φ (f) {S0,Θ0}Φ (Γ/f) {S,Θ}
− Φ (f) {S0,Θ0}Φ (Γ/f) {S0,Θ0}
]
(39)
for the renormalized integrand, where the sum is
over all forests f of the graph Γ, also including the
empty 7 one but excluding the forest containing
Γ itself, and #f denotes the number of connected
components of f .
If we plug (35) in our formula (39), we see that
the resulting expression is singular at t = 0 due to
the d tt -integration over R+. Nevertheless, it can
be regularized by introducing a regulator c, using
that, for sufficiently small c > 0,∫ ∞
c
e−tX
t
d t = − ln c− lnX − γE +O(c ln c) (40)
with X > 0 fixed and γE the Euler-Mascheroni
constant. To take the limit c → 0, we have to
subtract the integral at X0 which yields
lim
c→0
∫ ∞
c
[
e−tX−−tX0] d t
t
= − ln(X/X0). (41)
Therefore, we found a way to carry out the t-
integration. Applying the formula above to the
integral (39) with (35) plugged in finally delivers
ΦR (Γ) =−
∫
PΓ
∑
f∈F(Γ)
[
(−1)#f 1
ψ
D/2
Γ/f ψ
D/2
f
× ln
(
SφΓ/fψf + S0φ
0
fψΓ/f
S0φ0Γ/fψf + S0φ
0
fψΓ/f
)]
ΩΓ (42)
for the renormalized Feynman rules in projective
form.
IV. The L-linear term of signed
graph permuations
We are interested in the coefficient cΓ1 (Θ,Θ0) of the
term of ΦR linear in L. Therefore, we first have to
differentiate (42) with respect to L at S = S0 (or
equivalent L = 0)
cΓ1 (Θ,Θ0) =
∂ΦR (Γ)
∂L
∣∣∣∣
L=0
= S
∂ΦR (Γ)
∂S
∣∣∣∣
S=S0
(43)
which yields
Φ
(1)
R (Γ) = c
Γ
1 (Θ,Θ0) =∫
PΓ
∑
f∈F(Γ)
[
(−1)#f 1
ψ2Γ/fψ
2
f
× φΓ/fψf
φΓ/fψf + φfψΓ/f
]
ΩΓ. (44)
Without loss of generality we set the dimension of
spacetime equal to four, D = 4. If we assume that
L is very small, this term gives us the main con-
tribution to ΦR together with the L-independent
term. In [4], the upper term was also derived and
discussed in great detail.
For symmetric sums over permutations of graph
insertions (symmetric flags) it was already shown in
[14] that the angle-dependence drops out in the L-
linear term of the renormalized Feynman rules, and
we will prove that this is also true in the case of an-
tisymmetric flags. Moreover, we present a formula
which allows us to compute all (angle-independent)
terms surviving in the sum. Thereby, the problem
of finding all forests of a graph is boiled down to
the much more simple task of figuring out all pos-
sible decomposition of the co-radical degree of the
graph into positive integers.
Analogous to [14] we, therefore, define:
Definition 9. (Flag)
A Hopf algebra element Γ of co-radical degree
cor(Γ) = rΓ is said to be a flag if there exists
a sequence of primitive graphs γi with 1 ≤ i ≤ rΓ
such that
∆˜rΓ−1Γ = γ1 ⊗ · · · ⊗ γrΓ . (45)
If Γ is a flag, the corresponding rooted tree is
given by the (decorated) ladder
λ(rΓ,...,1)rΓ =
γrΓ...1
γrΓ−1...1
γ21
γ1
(46)
7Note that for the empty forest f = {∅}, the graph polynomials are defined as ψ∅ = 1 and φ∅(Θ) = 0.
9
of weight rΓ. The expression γrΓ...1 is shorthand for
the successive nested insertion γrΓ ← (· · · ← γ1),
meaning that we start with γ1, insert it into γ2,
insert the resulting graph γ21 into γ3, and so on
until we end up with inserting γrΓ−1...1 into γrΓ
receiving the graph Γ = γrΓ...1. In the following
it will prove beneficial to label the vertices of the
ladder only by the leading index of the subgraph
associated with it, i. e.
γrΓ...1
γrΓ−1...1
γ21
γ1
⇐⇒
rΓ
rΓ − 1
2
1
. (47)
Let ΛrΓ be a sum of rΓ flags Λ
(i)
ΛrΓ =
rΓ∑
i=1
Λ(i). (48)
This sum is called a symmetric flag Λ+rΓ if
∆˜rΓ−1Λ+rΓ =
∑
σ
γσ(1) ⊗ · · · ⊗ γσ(rΓ) (49)
where the sum is over all rΓ! permutations of the
primitive graphs γi. Accordingly, we say that Λ
−
rΓ is
an antisymmetric flag if the rΓ− 1-fold application
of the reduced coproduct gives
∆˜rΓ−1Λ−rΓ =
∑
σcycl.
rΓ−1∑
i1,...,irΓ−1=1
εi1...irΓ−1γσ(i1)⊗
· · · ⊗ γσ(irΓ−1) ⊗ γσ(rΓ) (50)
for a sequence of primitive graphs γi with 1 ≤ i ≤
rΓ where the sum is over all permutations within
the group (signed SrΓ−1)× (cyclic SrΓ).
By analogy with the Levi-Cevita-symbol we intro-
duce the tensor
ε˜i1,...,irΓ =

+1 if (i1, . . . , irΓ) is a cyclic permutation
of (1, k2, . . . , krΓ) where (k2, . . . , krΓ)
is an even permutation of (2, . . . , rΓ) ,
−1 if (i1, . . . , irΓ) is a cyclic permutation
of (1, k2, . . . , krΓ) where (k2, . . . , krΓ)
is an odd permutation of (2, . . . , rΓ) ,
0 if at least two indices of
the set(i1, . . . , irΓ) are equal
(51)
defined from the sign of a permutation σ ∈
SsignedrΓ−1 × ScyclicrΓ . The chosen permutation group
ensures that cyclic permutations of the indices
(i1, . . . , irΓ) conserve the sign, as can be seen from
the tensor ε˜ defined above. For rΓ = odd we
need an even number of transpositions to perform
a cyclic permutation and therefore σ ∈ ScyclicrΓ=odd
preserves the sign. Thus
SsignedrΓ−1 × ScyclicrΓ
∣∣∣
rΓ=odd
= SsignedrΓ and
ε˜i1,...,irΓ
∣∣∣
rΓ=odd
= εi1,...,irΓ . (52)
In terms of ladders, Λ−rΓ can then be written as
Λ−rΓ =
rΓ∑
i1,...,irΓ=1
ε˜i1...irΓλ
(irΓ ,...,i1)
rΓ
=
rΓ∑
i1,...,irΓ=1
ε˜i1...irΓ
irΓ
i1
(53)
and analogously Λ+rΓ .
It was already shown in [14] that the coefficient
Φ
(1)
R
(
Λ+rΓ
)
is angle-independent if the renormaliza-
tion point preserves scattering angles, i.e. Θ ≡ Θ0.
What we want to assert is:
Proposition 1.
Let Λ−rΓ be a antisymmetric flag as defined in (50).
Then, the L-linear term Φ
(1)
R
(
Λ−rΓ
)
of the renor-
malized Feynman rules is independent of the sec-
ond Symanzik polynomial and, therefore, angle-
independent under the assumption that the renor-
malization point preserves scattering angles.
In order to prove the upper proposition, we first
want to do an explicit example.
We are looking at the graph
γijk = γi ← (γj ← γk)︸ ︷︷ ︸
γjk
of co-radical rΓ = 3 with
1 ≤ i, j, k ≤ 3 and i 6= j 6= k. The decorated rooted
tree associated to the graph is given by
γijk
γjk
γk
, and
the forest-set deduced from it turns out to be
F(γijk) = {∅, γjk, γk, γjk ∪ γk} . (54)
The coefficient Φ
(1)
R of the L-linear term is (see
equation (44))
Φ
(1)
R (γijk) =
∫
Pγ
Ωγ · I (γijk) with (55)
I (γijk) =
1
ψ2ijk
− 1
ψ2ijψ
2
k
φijψk
φijψk + φkψij
− 1
ψ2i ψ
2
jk
φiψjk
φiψjk + φjkψi
(56)
+
1
ψ2i ψ
2
jψ
2
k
φiψjψk
φiψjψk + (φjψk + φkψj)ψi
if we assume that the renormalization point pre-
serves scattering angles. To make it more compact,
we used the shorthand notation ψi1...in ≡ ψ(γi1...in)
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and analogue for φ. In the last term of I (γijk),
which corresponds to the forest γjk ∪ γk, we used
the decomposition rules (11) for products of graphs
to rewrite the Symanzik polynomials. Now we
intend to show the angle-independence of the L-
linear term for a antisymmetric flag of co-radical
degree three. For that purpose we use ε˜ijk = εijk =
1
3 {εijk + εjki + εkij} to get
εijkI (γijk) =
1
3
εijk
{
1
ψ2ijk
+
1
ψ2jki
+
1
ψ2kij
− 1
ψ2ijψ
2
k
− 1
ψ2jkψ
2
i
− 1
ψ2kiψ
2
j
+
1
ψ2i ψ
2
jψ
2
k
}
. (57)
As one can see, all φ-dependent terms summed up
to unity such that the whole expression is indepen-
dent of the scattering angles. The first and the
second three terms in the upper equation are just
cyclic permutations of each other. Therefore, they
add up to one term if we sum over all indices i,
j, and k. The last term in equation (57) cancels
in the sum because of the sign change due to the
Levi-Cevita-tensor. As a consequence, the antisym-
metric sum of the L-linear terms of all graphs γijk
yields
Φ
(1)
R
(
Λ−3
)
=
3∑
i,j,k=1
εijkΦ
(1)
R (γijk)
=
∫
Pγ
Ωγ
3∑
i,j,k=1
εijk
{
1
ψ2ijk
− 1
ψ2ijψ
2
k
}
. (58)
This expression only depends on the first Symanzik
polynomial and is thus independent of the renor-
malization point.
Since we want to prove that this is always the case
for antisymmetric flags, let us do this more gen-
eral. We consider the graph γrΓ...1 of co-radical
degree rΓ and pick a general forest of it, namely
f =
{
γij ...i1 ∪ γik...i1 ∪ γil...i1 ∪ γim...i1
}
with rΓ >
j > k > l > m > 1 that generates the term
φirγ ...ij+1ψij ...ik+1ψik...il+1ψil...im+1ψim...i1(∏
d∈D ψ
2
d
)× (∑d∈D φd∏d′∈D,
d′ 6=d
ψd′
) (59)
with D =
{
irγ . . . ij+1, ij . . . ik+1, ik . . . il+1,
il . . . im+1, im . . . i1
}
in Φ
(1)
R . Now we have to distinguish between two
cases:
(1) There are at least two ψis...it+1 with
s = t+ 1.
This means that we have more than one ψ with
only one index. Without loss of generality we as-
sume that k = l + 1 and l = m+ 1. Therefore, the
numerator in (59) takes the form
φirγ ...ij+1ψij ...ik+1ψikψilψim...i1 . (60)
When changing ik and il, we get a sign flip from
the ε˜-tensor but the whole fraction stays invari-
ant under that permutation and thus these terms
cancel in the sum.
(2) There is at most one ψis...it+1 with s =
t+ 1.
In this case, we can find cyclic permutation
i1 . . . irΓ → ij+1 . . . irΓi1 . . . ij → ik+1 . . . irΓ
i1 . . . ik → il+1 . . . irΓi1 . . . il → im+1 . . . irΓi1 . . . im
that leave the denominator of (59) invariant. If we
assume j = k + 1 and sum over all cyclic permu-
tations of the indices, we get an expression of the
form
1∏
d∈D ψ
2
d
1∑
d∈D φd
∏
d′∈D,
d′ 6=d
ψd′
×
[
φirγ ...ik+2ψik+1ψik...il+1ψil...im+1ψim...i1
+ (cyclic permutations)
]
. (61)
Since the denominator of the second factor and
the third factor are equal, the whole term turns to
unity, and what we get is just the prefactor
1∏
d∈D ψ
2
d
(62)
which is solely a function of the first Symanzik
polynomial and no longer on the scattering angles.
In both cases the angle-dependence drops out
and therefore Φ
(1)
R is indeed angle-independent for
antisymmetric flags.
V. A general formula
The method we want to present now is in principle
based on the idea to figure out all possible combina-
tions of subgraphs building a forest and, afterwards,
discard those forests that cancel in the sum. Let us
look again at the graph γijk we already considered
in section IV. The forest-set of the graph is given
in (54). The terms generated by the forests are (cf.
(56))
∅ : 1/ψ2ijk ↔ γijk
γk : φijψk/ψ
2
ijψ
2
k ↔ γijγk
γjk : φiψjk/ψ
2
i ψ
2
jk ↔ γiγjk
γjk ∪ γk : φiψjψk/ψ2i ψ2jψ2k ↔ γiγjγk
(63)
where we neglect the denominators of the second
factor because they are just the sum of all different
permutations of the numerator. If we forget the
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forests of the graph for a moment, the upper terms
in the forest-sum can be regarded as they would
be generated by the graphs on the right. In order
to find a connection between the forest-set on the
left and the graph-set on the right, we take the
rooted tree associated with the graph and draw a
box around each forest, giving us
i
j
k
,
i
j
k
,
i
j
k
, and
i
j
k
(64)
with the nested boxes standing for the disjoint
union of the graphs within. For reasons that will
become clear in a moment, we cut the trees at each
edge that is crossed by a box, yielding the graphs
i
j
k
,
i
j
k
,
i j
k
, and i j k . (65)
But cutting the tree can be understood as a con-
traction, splitting the graph γ into a product of
graphs (γ/γd) γd = γrγd where the rooted part γr
is generated by contracting the original graph γ
with the dissected graph γd. Therefore, the upper
set of dissected trees (65) in terms of graphs is
given by
γijk, γijγk, γiγjk, and γiγjγk (66)
which is exactly the graph-set on the right in (63).
Moreover, (65) is the set of all partitions of the
rooted tree λ
(ijk)
3 =
i
j
k
associated with the graph
γijk. Thus, we can re-express the integrand (44)
in terms of partitions of the rooted tree associated
with the graph instead of forests.
To see how this can be done, we first want to
reformulate the L-linear term of the renormalized
Feynman rules (44) for ladder graphs.
Let P
(
λ
(i1...irΓ )
rΓ
)
be the set of all partitions of the
ladder λ
(i1...irΓ )
rΓ into 1 up to rΓ ladders λ
(di)
ki
with
weight ki and decoration di. Of course we have
|di| = ki, otherwise this would not make sense. The
set (D,≺) of all decorations D = {i1, . . . , irΓ} has
a strict total ordering ik ≺ ij , ∀j, k ∈ R : j < k
such that the Hasse diagram of D is given by the
decorated rooted tree belonging to it.
We decompose the set P into subsets P(n) fulfilling
P =
rΓ⋃
n=1
P(n) and
P(n) =
{
p ∈ P : p =
n⋃
i=1
λ
(di)
ki
∧
n∑
i=1
ki = rΓ ∧ di+1 ≺ di
}
(67)
with subsets di ⊆ D such that D =
⋃n
i=1 di.
The ordering condition di+1 ≺ di means that
ik ≺ ij , ∀ij ∈ di, ik ∈ di+1 and of course il ≺
ij , ∀ij , il ∈ di : j < l. Thus, the order of the deco-
rations always has to stay the same no matter how
many dissections were performed. For example,
the set (65) can be written as
P
(
λ
(ijk)
3
)
= P(1) ∪ P(2) ∪ P(3) with
P(1) =
{
λ
(ijk)
3
}
, P(2) =
{
λ
(ij)
2 λ
(k)
1 , λ
(i)
1 λ
(jk)
2
}
,
and P(3) =
{
λ
(i)
1 λ
(j)
1 λ
(k)
1
}
. (68)
Since each element of P
(
λ
(D)
rΓ
)
can be linked to a
term in Φ
(1)
R (γD) of the graph γD, whose subgraph
structure is visualized through λ
(D)
rΓ , we can refor-
mulate Φ
(1)
R
(
λ
(D)
rΓ
)
in terms of ladders as follows
Φ
(1)
R
(
γi1...irΓ
)
≡ Φ(1)R
(
λ
(i1...irΓ )
rΓ
)
=
rΓ∑
n=1
(−1)n+1
∑
p∈P(n)(λ(D)rΓ )
p=∪ni=1λ(di)ki
[
1∏n
i=1 ψ
2
di
× φd1
∏n
i=2 ψdi∑n
i=1 φdi
∏n
j=1,
j 6=i
ψdj
]
. (69)
For convenience, we make use of the notation
ψdi = ψ
(
λ
(di)
ki
)
= ψ (γdi) and analogously φdi .
Now we go one step further and ask for Φ
(1)
R
(
Λ−rΓ
)
in terms of the possible partitions p ∈ P. There-
fore, we have to recall the cases (1) and (2) from
section IV for the integrand of Φ
(1)
R
(
Λ−rΓ
)
. From
case (1) it follows in terms of partitions that all
elements p ∈ P containing more than one ladder
of weight 1 do not contribute to the integrand, as
we have seen for the fourth forest in (65). The
second case tells us that the sum of all partitions of
a graph consisting of the same number of ladders
with fixed weight, contributes only one single term
to the integrand (cf. the second and third forest in
(65)).
To get a more adapted formulation of those two
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cases, we define a multiplicity mp(k) for each ele-
ment p in (67), given by the number of ladders
λ
(di)
ki=k
of weight k contained in p. Let mp be
the rΓ-tuple of all multiplicities of p, i.e. mp =
(mp(k))k=1,...,rΓ = (mp(1), . . . ,mp(rΓ)). Then, we
claim that two elements p and p′ of P are indepen-
dent of each other if and only if there exists at least
one weight k such that mp(k) 6= mp′(k). That is
to say that p and p′ have not the same tuple of
multiplicities. Therefore, it follows that the two
forests
i
j
k
and
i j
k
are not independent of
each other since they have the same multiplicity
tuple given by (m(1) = 1,m(2) = 1,m(3) = 0).
Based on the invented notion of the multiplicity
tuple, we define
Pind
(
λ(D)rΓ
)
:=
{
p ∈ P
(
λ(D)rΓ
)
:
mp 6= mp′ ∀ p, p′ ∈ Pind
(
λ(D)rΓ
)}
(70)
to be the set of all independent partitions of λ
(D)
rΓ ,
which means that all elements of Pind are pairwise
independent of each other. Clearly, this set is not
unique because out of all partitions in P
(
λ
(D)
rΓ
)
with the same multiplicity tuple we have to choose
only one to be contained in Pind. Nevertheless, this
will not bother us since our formula is completely
independent of the choice of the specific partition.
Consequently, without loss of generality, we will al-
ways choose the partition consisting of ladders with
equal or decreasing weight for a fixed multiplicity
tuple, meaning that p = ∪iλ(di)ki with ki ≥ ki+1 ≥ 1.
This selection rule allows us to write the set of in-
dependent partitions of a ladder λ
(D)
rΓ as
Pind =
rΓ⋃
n=1
P(n)ind with
P(n)ind =
{
p ∈ Pind : p =
n⋃
i=1
λ
(di)
ki
∧
n∑
i=1
ki = rΓ
∧ ki ≥ ki+1 ≥ 1 ∧ di+1 ≺ di
}
. (71)
Now we are on the verge of giving a compact for-
mulation of the final integrand Φ
(1)
R
(
Λ−rΓ
)
. Calling
to mind that all partitions containing more than
one ladder of weight 1 do not contribute to the
integrand (cf. case (1) in section IV), Pind
(
λ
(D)
rΓ
)
gives the full set of partitions we need to build
up the integrand of Λ−rΓ if we discard all elements
p with mp(1) > 1. The only thing we need for
the final expression is the numerical prefactor of
the terms contributing to the integrand. Let us
see how this can be done by giving an example.
Consider the case rΓ = 6. The set of partitions p
with multiplicity tuple mp = (1, 1, 1) is given by
i
j
k
l
m
n
,
i
j
k
l m
n ,
i j
k
l
m
n ,
i j
k
l
m
n
,
i
j
k l
m
n
, and
i
j
k
l
m
n
. (72)
As we already know, those terms will sum up to
the single one 1
ψ2ijkψ
2
lmψ
2
n
times a numerical prefac-
tor which is composed as follows. The number of
partitions with the same multiplicity for rΓ fixed
is just the number of possibilities to arrange the
ladders in the respective partition. If we forget the
decorations of the trees for a moment, this number
would be just the number of ladders in p factorial.
Since the decorations of the ladders are strictly
ordered we do not get a new partition if we inter-
change ladders of the same weight in the partition.
Therefore, the factorial of the number of ladders in
p has to be divided by the multiplicity factorial for
each weight. In our example we get 3!1!1!1! = 6
for the number of partitions with multiplicity
mp = (1, 1, 1). The integrand associated to the
first partition in the upper example is (cf. equation
(69)) 1
ψ2ijkψ
2
lmψ
2
n
φijkψlmψn
φijkψlmψn+φlmψijkψn+φnψijkψlm
. As
one can see, each three of the partitions add up in
such a way that the angle dependent term turns to
unity. More generally, if n is the number of ladders
in the partition, each n of the partitions will add
up to one term in the sum. Therefore, dividing the
number of partitions with the same multiplicity by
the number of ladders in each partition gives the
prefactor in the integrand we are looking for. In
the present example this factor is 3!1!1!1!3 = 2. In
general, the prefactor can be defined as
np!∏rΓ
i=1 mp(ki)
np
=
(np − 1)!∏rΓ
i=1mp(ki)!
=
(∑rΓ
j=1mp(kj)− 1
)
!∏rΓ
i=1mp(ki)!
(73)
with np the number of ladders in the partition p.
For an example of the prefactor for some partitions
see table 1, in which we omitted the factors 0! in
the denominators and the decorations of the trees
for convenience.
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Partition p Prefactor
(np−1)!∏
imp(ki)!
1!
1!1! = 1
1!
2! =
1
2
1!
1!1! = 1
2!
1!1!1! = 2
2!
3! =
1
3
3!
1!1!1!1! = 6
3!
2!1!1! = 3
5!
1!2!2!1! = 30
Table 1: The prefactor from equation (73) for a vari-
ety of partitions.
Finally, the linear term of the renormalized
Feynman rules for an antisymmetric flag takes the
compact form
Φ
(1)
R
(
Λ−rΓ
)
=∫
γ
Ωγ
rΓ∑
n=1
(−1)n+1
∑
d∈D
rΓ∑
d=1
ε˜(D)
∑
p∈P(n)ind (λ(D)rΓ )
p=∪ni=1λ(di)ki
mp(1)≤1
(n− 1)!∏rΓ
j=1mp(kj)!
1∏n
i=1 ψ
2
di
(74)
where ε˜(D) is the tensor defined in (51) indexed
by the full decoration set of the corresponding flag
and the sum
∑
d∈D
∑rΓ
d=1 runs over all elements of
the decoration set, each of them taking on values
from 1 up to rΓ. Note, that d denotes an element
and di an ordered subset of D so they should not
be confused with each other.
The upper result is very striking since the problem
of finding all the forests of a graph is boiled down
to the task of finding all partitions of the corre-
sponding ladder graph which is straightforward. A
very easy and pictorial way to cope with this task
will be given in the following section.
VI. A pictorial approach using flag
diagrams
In the last section we presented a formula that
allows us to calculate the linear term of the renor-
malized Feynman rules of an antisymmetric flag by
looking at the possible (independent) partitions of
the corresponding ladder. There is also a pictorial
way to deduce the set Pind
(
λ
(D)
rΓ
)
for a given ladder
λ
(D)
rΓ , which is based on the idea of Ferrers diagrams
(see appendix B). Such a pictorial representation of
the set of independent partitions of a ladder graph,
we will refer to as a flag diagram. To see how these
diagrams can be constructed, we first look at the
set of all independent partitions of a ladder (see
equation (71)). If we ignore the decorations of the
ladders for a moment, the partition-set is defined
by the condition
rΓ =
n∑
i=1
ki and ki ≥ ki+1 ≥ 1. (75)
Obviously, equation (75) defines the set of all par-
titions of the co-radical degree rΓ into a sum of
n positive integers ki. This partition can be il-
lustrated by drawing the corresponding Ferrers
diagram.
Consider the case rΓ = 3. The possible decomposi-
tions of rΓ are rΓ = 3 = 2 + 1 = 1 + 1 + 1 with the
corresponding Ferrers diagrams given in figure 6(a).
Now, the set of independent partitions of the corre-
sponding ladder λ
(ijk)
rΓ=3
can directly be constructed
out of Ferrers diagrams in figure 6(a) by simply
drawing edges between the dots in the same column.
Afterwards, we can label the dots in each diagram
by the elements in the decoration set, going from
top to bottom and from left to right, yielding the
flag diagram in figure 6(b). The generalization of
this construction is straightforward.
3 = 2 1+ = 1 + 1 + 1
(a) Ferrers diagrams for rΓ = 3
label vertices
wwwwdraw edges
i
j
k
i
j
k i j k
λ
(ijk)
3 λ
(ij)
2 λ
(k)
1 λ
(i)
1 λ
(j)
1 λ
(k)
1
(b) Flag diagram for rΓ = 3
Figure 6: Ferrers diagrams of all possible partitions
of rΓ = 3 into positive integers and the cor-
responding flag diagram constructed out of
them.
To determine the partitions in the flag diagram
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that contribute to the integrand of Φ
(1)
R
(
Λ−rΓ
)
, we
have to discard all partitions with more than one
ladder of weight one, e.g. the third one in figure
6(b). Or, in terms of Ferrers diagrams, we discard
all diagrams containing more than one column with
only one entry. Figure 7 shows the flag diagram for
co-radical degree four and five, in which we already
crossed out those partitions that do not show up
in the integrand.
i
j
k
l
i
j
k
l i
j
k
l
i
j
k l i j k l
(a) Flag diagram for rΓ = 4
i
j
k
l
m
i i i i
i i
j j j j
j
j
k k
k
k k
l
k
l
m
m
l m m
l
l m l m
(b) Flag diagram for rΓ = 5
Figure 7: Flag diagrams for co-radical degree four and
five with all partitions that do not contribute
to integrand crossed out.
VII. Example: rΓ = 6
We consider the case rΓ = 6. There are 11 different
possibilities to decompose 6 into a sum of positive
integers, namely
6 = 5 + 1 = 4 + 2 = 4 + 1 + 1 = 3 + 3
= 3 + 2 + 1 = 3 + 1 + 1 + 1 = 2 + 2 + 2
= 2 + 2 + 1 + 1 = 2 + 1 + 1 + 1 + 1
= 1 + 1 + 1 + 1 + 1 + 1. (76)
Each of those decompositions can be illustrated by
a Ferrers diagram, and from the set of diagrams we
can deduce the corresponding flag diagram given
in figure 8.
i
j
k
l
m
n
i
j
k
l
m
n i
j
k
l
m
n
i
j
k
l
m n i
j
k
l
m
n
i
j
k
l
m
n i
j
k
l m n
i
j
k
l
m
n
i
j
k
l
m n i
j
k l m n i j k l m n
Figure 8: Flag diagram for co-radical degree rΓ = 6.
Our goal is to calculate the integrand of the
antisymmetric flag. Therefore, we can discard the
fourth and seventh partition in the first, and all
but the first partition in the second line of the flag
diagram. The remaining partitions that contribute
to the integrand are
λ
(ijklmn)
6 , λ
(ijklm)
5 λ
(n)
1 , λ
(ijkl)
4 λ
(mn)
2 , λ
(ijk)
3 λ
(lmn)
3 ,
λ
(ijk)
3 λ
(lm)
2 λ
(n)
1 , and λ
(ij)
2 λ
(kl)
2 λ
(mn)
2 (77)
with prefactors (see equation (73))
1, 1, 1,
1
2
, 2, and
1
3
. (78)
Thus, the integrand from equation (74) evaluates
to
Φ
(1)
R
(
Λ−6
)
=
∫
Ω
6∑
i,j,k,l,m,n=1
ε˜ijklmn
[
1
ψ2ijklmn
− 1
ψ2ijklmψ
2
n
− 1
ψ2ijklψ
2
mn
− 1
2
1
ψ2ijkψ
2
lmn
+
2
ψ2ijkψ
2
lmψ
2
n
+
1
3
1
ψ2ijψ
2
klψ
2
mn
]
. (79)
This calculation was done without any great effort
and nearly took a half page. In contrast, we can
think of the explicit calculation: For the ladder
of co-radical degree 6 we would get a total num-
ber of 32 forests, each giving us one term in the
integrand corresponding to the forest formula in
equation (44). To see how the angle-dependence
cancels out, we can rewrite the integrand using
ε˜ijklmn =
1
6 [ε˜ijklmn + ε˜jklmni + . . . ], giving us a
total amount of 32 × 6 = 192 terms that have to
be combined until we end up with the expression
(79). Thus, our formula not only saves a lot of
time and paperwork but also is more elegant in a
combinatorial sense.
VIII. Conclusion
Within the scope of the present article, we initially
considered scalar Feynman integrals in parametric
representation. After introducing dimensionless
scattering angles and carrying out one of the inte-
grations, it becomes apparent that the renormalized
Feynman rules can be written as a polynomial in
the scaling parameter L = ln (S/S0). Assuming
that L is very small, the dominant contributions of
ΦR arise from the low-order terms in the polyno-
mial. Therefore, we focus on the L-linear term of
the renormalized Feynman rules. In quest of finding
combinations of graphs such that the linear term is
significantly simplified, we end up at so-called flags.
It turned out that in the case of antisymmetric
flags (as well as in the case of symmetric flags) the
φ-dependence and thus the angle-dependence drops
out in the linear term of ΦR if we assume that scat-
tering angles are preserved. Based on our discovery,
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we thought about a concept how to compute Φ
(1)
R
for antisymmetric flags of arbitrary order and de-
veloped a formula whereby the calculations are
facilitated and shortened. In a concluding example,
we showed how advantageous this formula can be.
Indeed, the formula can also be used to compute
Φ
(1)
R for symmetric flags. The sole difference is
that all ladders in the flag-diagram contribute to
the integrand. Consequently, the claim mp(1) ≤ 1
is dropped (cf. equation (74)). Apart from this,
the formula is unchanged such as the computation
of the prefactor (cf. equation (73)). Within the
context of this article, we also considered combina-
tions of ladder graphs with branched rooted trees
for rΓ fixed. However, investigations of those com-
binations of graphs gave no reason to expect the
angle-independence of the L-linear term so far.
A. Algebras
In the following we want to give some basic defini-
tions regarding algebras. What we aim at with this
appendix is to give a brief overview of this topic
and not a full mathematical description.
Let K be a field of characteristic zero, V1 and V2
two vector spaces, and τV1,V2 : V1 ⊗ V2 → V2 ⊗ V1
the flip map that interchanges the elements in a
tensor product τ(v1 ⊗ v2) = v2 ⊗ v1.
Definition A.1. (Algebra)
An associative K-algebra (A,m) is a K-vector space
A together with a linear map m : A⊗A→ A, called
product, such that
m ◦ (id⊗m) = m ◦ (m⊗ id). (A.1)
If there exists a linear map I : K→ A fulfilling
m ◦ (id⊗I) = id = m ◦ (I⊗ id), (A.2)
the algebra (A,m, I) is said to be unital, and I is
called the unit map.
For m ◦ τ = m the algebra is commutative.
The conditions (A.1) and (A.2) are the same as
demanding that the diagrams
A⊗A⊗A A⊗A
A⊗A A
m⊗ id
id⊗m
m
m (A.3)
and
K⊗A A⊗A A⊗K
A
I⊗ id
∼=
id⊗I
∼=
m (A.4)
commute. By reversing the arrows of the diagrams,
one can derive objects which are somehow dual to
algebras, namely coalgebras.
Definition A.2. (Coalgebra)
A coassociative K-coalgebra (C,∆) consists of a K-
vector space C and a linear map ∆ : C → C ⊗ C,
called coproduct, such that coassociativity is fulfilled
(id⊗∆) ◦∆ = (∆⊗ id) ◦∆. (A.5)
If there exists a linear map Iˆ : C → K with(
Iˆ⊗ id
)
◦∆ = id =
(
id⊗Iˆ
)
◦∆, (A.6)
the coalgebra (C,∆, Iˆ) is said to be counital, and Iˆ
is called the counit map.
For τ ◦∆ = ∆ the coalgebra is cocommutative.
As we mentioned before, the properties (A.5)
and (A.6) are equivalent to the commutativity of
the diagrams
C C ⊗ C
C ⊗ C C ⊗ C ⊗ C
∆
∆
∆⊗ id
id⊗∆ (A.7)
and
K⊗ C C ⊗ C C ⊗K
C
∼= ∼=
∆
Iˆ⊗ id id⊗Iˆ
(A.8)
which are dual to those in (A.3). More generally,
we will extend the definition of the coproduct to
that of the iterated coproduct ∆n : C ⊗ C⊗(n+1)
by
∆0 := id and
∆n+1 :=
(
∆⊗ id⊗n) ◦∆n for n ∈ N0. (A.9)
Clearly, the recursive definition above is invari-
ant under a variation of the order in which the
coproduct is applied. This fact follows from the
coassociativity of ∆ (see equation (A.5)) and there-
fore
∆n+1 =
(
id⊗m⊗∆⊗ id⊗(n−m)
)
◦∆n
∀m,n ∈ N0, m ≤ n. (A.10)
Remark A.1. In literature it is very common to
use Sweedlers notation for the coproduct ∆(x) =
x′ ⊗ x′′ with x ∈ C, which is shorthand for
∆(x) =
∑
i x
′
(i) ⊗ x′′(i).
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Definition A.3. (Algebra and coalgebra
morphism)
Consider two algebras (A1,m1) and (A2,m2). The
linear map φ : A1 → A2 is an algebra morphism if
φ ◦m1 = m2 ◦ (φ⊗ φ) and φ ◦ I1 = I2 (A.11)
in the case of unital algebras.
For coalgebras (C1,∆1) and (C2,∆2), the linear
map φ˜ : C1 → C2 is an coalgebra morphism if
∆2 ◦ φ˜ =
(
φ˜⊗ φ˜
)
◦∆1 and Iˆ2 ◦ φ˜ = Iˆ1 (A.12)
is fulfilled. The latter only holds for the counital
case.
Before we come to the notion of Hopf algebras,
we first need to merge algebras and coalgebras to
bialgebras as described in the following definition.
Definition A.4. (Bialgebra)
A K-vector space B together with a unital K-algebra
structure (m, I) and a counital K-coalgebra struc-
ture
(
∆, Iˆ
)
is called a (unital and counital) K-
bialgebra
(
B,m, I,∆, Iˆ
)
if one of the following con-
ditions hold:
(i) The linear maps (m, I) are morphisms of coal-
gebras, or
(ii) the linear maps
(
∆, Iˆ
)
are morphisms of al-
gebras.
Note, that the requirements (i) and (ii) in the
definition above are equivalent, as it was proven in
[11]. Therefore, it suffices if only one of the condi-
tions is fulfilled.
Since we will always assume (co-)algebras to be
(co-)unital and bialgebras to be both of it, we can
conveniently waive this prefix and just refer to them
as (bi-, co-)algebras. Motivated by the coproduct,
there is another coassociative map one can define
on bialgebras by
∆˜ : B → B ⊗B and
∆˜ := ∆− (id⊗I+ I⊗ id). (A.13)
The map ∆˜ is called the reduced coproduct, and
the space Prim(B) of primitive elements is given
by the kernel of ∆˜
Prim(B) := ker ∆˜
= {b ∈ B : ∆(b) = b⊗ I+ I⊗ b} . (A.14)
Analogous to the iterated coproduct in equations
(A.9) and (A.10), we define the iterated reduced
coproduct recursively by the following definition.
∆˜0 := id and ∀m,n ∈ N0, m ≤ n :
∆˜n+1 :=
(
id⊗m⊗∆˜⊗ id⊗(n−m)
)
◦ ∆˜n (A.15)
since ∆˜ itself is coassociative, too. Now we will
extend the notion of a bialgebra to that of a Hopf
algebra.
Definition A.5. (Hopf algebra)
A Hopf algebra
(
H,m, I,∆, Iˆ, S
)
is a K-bialgebra
together with an endomorphism S : H → H, called
the antipode, satisfying
m ◦ (S ⊗ id) ◦∆ = I ◦ Iˆ = m ◦ (id⊗S) ◦∆. (A.16)
Remark A.2. Consider an algebra (A,m, I) and
a coalgebra
(
C,∆, Iˆ
)
. Then, one can define an
algebra (HomK(C,A), ∗, e), consisting of the vector
space HomK(C,A) of linear maps from C to A, a
unit e, and a bilinear map ∗, called the convolution
product, given by
e = I ◦ Iˆ and ∀f, g ∈ HomK(C,A) :
f ∗ g = m ◦ (f ⊗ g) ◦∆. (A.17)
Taking a Hopf algebra
(
H,m, I,∆, Iˆ, S
)
, the an-
tipode S ∈ HomK(H,H) on H can be defined by
S ∗ idH = idH ∗S = e. (A.18)
Let H be a bialgebra with antipode S. Then,
the requirement for H being a Hopf algebra can be
expressed by the commutativity of the following
diagram
H ⊗H H ⊗H
H K H
H ⊗H H ⊗H
∆
Iˆ
∆
S ⊗ id
m
I
id⊗S
m
.(A.19)
The Hopf algebra of rooted trees, we will introduce
soon, has the property to be connected and graded.
Therefore, we have to clarify these terms first of
all by
Definition A.6. (Connectivity and gradua-
tion)
A Hopf algebra H over a field K is graded and
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connected if there exist subspaces Hi such that the
following conditions hold
H =
⊕
n∈N0
Hn, H0 ' K, Hi ≡ 0 ∀i < 0, (A.20)
and
m(Hn ⊗Hm) = HnHm ⊆ Hn+m,
∆Hn ⊆
⊕
i+j=n
Hi ⊗Hj =
n⊕
i=0
Hi ⊗Hn−i, (A.21)
S(Hn) ⊆ Hn
for any n,m ∈ N0.
B. Ferrers diagram
Based upon [5] and [19], we briefly give an overview
on what is called Ferrers diagram, named after the
mathematician N. M. Ferrers (1829 - 1903), which
can also be connected to Young diagrams.
Consider a partition of an integer n into k parts,
given by the k-tuple n = (y1, . . . , yk) of positive
integers yi with
y1 + y2 + · · ·+ yk = n (B.22)
and y1 ≥ y2 ≥ · · · ≥ yk ≥ 1.
Alternatively, we can write n = xm11 . . . x
ml
l in
terms of the multiplicity mi of the different in-
tegers xi showing up in the partition, such that
x1 > x2 > · · · > xl ≥ 1 and
∑l
i=1mi = k. For
example, one possibility to decompose n = 15
into k = 7 parts is 15 = (4, 3, 2, 2, 2, 1, 1) or
15 = 41312312. Note that the ladder one is not a
product but a listing of the different elements in
the partition and their multiplicity.
A useful way to represent such a partition pictori-
ally as an array of points is Ferrers diagram. This
diagram consists of k rows and y1 = x1 columns,
where the first row contains y1 points, the second
one y2 points, and so on, such that the number
of points in the columns and rows decreases when
going from left to right and top to bottom, respec-
tively. For example, the Ferrers diagram of the
partition of 15 into 7 parts, we mentioned above,
is shown in figure 9(a).
(a) Ferrers
diagram
(b) Transposed
Ferrers diagram
Figure 9: Pictorial representation (a) of the partition
15 = 41312312 via Ferrers diagram and (b)
its conjugate partition 15 = 71512111 as the
transposed of the original diagram.
There is also a conjugate partition if we consider
the columns (and not the rows) of the diagram from
left to right and link the number of points contained
in them to positive integers zi, such that n =
∑
i zi.
Indeed, this partition is obtained from the diagram
by interchanging the rows and columns, that is
to say taking the transpose of the diagram. For
example, the transpose of figure 9(a) leads to the
partition 15 = 7 + 5 + 2 + 1 = 71512111 (see figure
9(b)).
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