Abstract. For a nonnegative symmetric weakly irreducible tensor, its spectral radius is an eigenvalue corresponding to a unique positive eigenvector up to a scalar called the Perron vector. But including the Perron vector, there may have more than one eigenvector corresponding to the spectral radius. The projective eigenvariety associated with the spectral radius is the set of the eigenvectors corresponding to the spectral radius considered in the complex projective space.
Introduction
A tensor (also called hypermatrix ) A = (a i1i2...im ) of order m and dimension n over a field F refers to a multiarray of entries a i1i2...im ∈ F for all i j ∈ [n] := {1, 2, . . . , n} and j ∈ [m]. In this paper, we mainly consider complex tensors, i.e. F = C. If all entries a i1i2···im of A are invariant under any permutation of its indices, then A is called a symmetric tensor.
For a given a vector x = (x 1 , · · · , x n ) ∈ C n , Ax m−1 ∈ C n , which is defined as
a ii2···im x i2 · · · x im , i ∈ [n].
Let I = (i i1i2···im ) be the identity tensor of order m and dimension n, that is, i i1i2···im = 1 for i 1 = i 2 = · · · = i m and i i1i2···im = 0 otherwise. An eigenvalue λ ∈ C of A means that the polynomial system (λI − A)x m−1 = 0, or equivalently Ax m−1 = λx [m−1] , has a nontrivial solution x ∈ C n which is called an eigenvector of A corresponding to λ, where x [m−1] := (x det(λI − A) [5, 14] . It is known that λ is an eigenvalue of A if and only if it is a root of ϕ A (λ). The algebraic multiplicity of λ as an eigenvalue of A is defined to be the multiplicity of λ as a root of ϕ A (λ). The spectrum of A, denoted by Spec(A), is the multi-set of the roots of ϕ A (λ). The largest modulus of the elements in Spec(A) is called the spectral radius of A, denoted by ρ(A).
Let λ be an eigenvalue of A and V λ = V λ (A) the set of all eigenvectors of A associated with λ together with zero, i.e.
Observe that the system (λI −A)x m−1 = 0 is not linear yet for m ≥ 3, and therefore V λ is not a linear subspace of C n in general. In fact, V λ forms an affine variety in C n [8] , which is called the eigenvariety of A associated with λ [10] . Let P n−1 be the standard complex projective spaces of dimension n − 1. Since each polynomial in the system (λI − A)x m−1 = 0 is homogenous of degree m − 1, we consider the projective variety
which is called the projective eigenvariety of A associated with λ. By Perron-Frobenius theorem, it is known that if A is a nonnegative irreducible matrix, then ρ(A) is a simple eigenvalue of A corresponding a positive eigenvector (called Perron vector). So V ρ(A) contains only one element. But, in general for A being a nonnegative irreducible or weakly irreducible tensor, including the Perron vector, A may have more than one eigenvector corresponding to ρ(A) up to a scalar, i.e. V ρ(A) may contains more than one element [7] . So,it is a natural problem to characterize the dimension or the cardinality of V ρ(A) .
In this paper we focus on the projective eigenvariety V ρ(A) of a nonnegative combinatorial symmetric weakly irreducible tensor A of order m and dimension n. We define a quasi-Hadamard product • in V ρ(A) such that (V ρ(A) , •) admits a Z m -module. Then we have a Z m -module isomorphism from V ρ(A) to S 0 (A), where S 0 (A) = {x ∈ Z n m : B A x = 0, x 1 = 0}, and B A is the incidence matrix of A. By solving the Smith normal form of B A , we can get an explicit decomposition of the Z m -module S 0 (A) into the direct sum of cyclic submodules by elementary linear transformations. Note that B A , and hence S 0 (A) is only determined by the support or the zero-nonzero pattern of A. So the algebraic structure of V ρ(A) including its cardinality is determined by the support of A, which can be get by the Smith normal form of B A . This answers the above problem partially, that is, for a nonnegative combinatorial symmetric weakly irreducible tensor A, the dimension of V ρ(A) is zero, i.e. there are a finite number of eigenvectors of A corresponding to ρ(A) up to a scalar.
To investigate this problem, we need to introduce a group associated with a general tensor A of order m and dimension n. Let ℓ be a positive integer. For j = 0, 1, . . . , ℓ − 1, define (Note that if D (j) = ∅, then λ j is an eigenvalue of A.) The fact is as follows. By Lemma 2.2 for any y ∈ V λj , |y| is the unique positive Perron vector of A up to a scalar. Define
. So, if normalizing y such that
consists of those D y arising from y ∈ V λj by Lemma 2.5(2).
Let S = {e 
Let A be an m-th order n-dimensional tensor, and let ℓ be a positive integer. The tensor A is called spectral ℓ-symmetric if
The maximum number ℓ such that (1.4) holds is called the cyclic index of A and denoted by c(A) [5] . Definition 1.2. Let A be an m-th order n-dimensional tensor. The stabilizing index of A, denoted by s(A), is defined as the cardinality of the group D (0) (A).
By the above definitions, if A is nonnegative weakly irreducible, then A is spectral ℓ-symmetric if and only if D
(1) = ∅ by Theorem 2.3(2), and ℓ is exactly the cardinality of the quotient D/D (0) . Furthermore, the cyclic index c(A) is exactly the number of distinct eigenvalues of A with modulus ρ(A) by Theorem 2.4, the stabilizing index s(A) is exactly the cardinality of V ρ(A) by Lemma 2.5(2), or the number of eigenvectors of A corresponding to ρ(A) up to a scalar.
Under the actions of D and D (0) , Fan et.al [7] get some structural properties of nonnegative weakly irreducible tensors similar to those of nonnegative irreducible matrices. The cyclic index c(A) of a nonnegative weakly irreducible tensor A was given explicitly in [7] by using the generalized traces. In particular, if A is a symmetric tensor of order m, then c(A)|m. However, we know little about the stabilizing index s(A), even in the case of A being symmetric or combinatorial symmetric, which will be addressed in this paper.
The paper is organized as follows. In Section 2 we introduce some basic knowledge including the properties of the groups of D and D (0) . In Sections 3 we show that V ρ(A) admits a Z m -module which is isomorphism to S 0 (A), and give an explicit decomposition of the Z m -module S 0 (A) as well as V ρ(A) by using the Smith normal form of B A . We also give some upper bounds for the stabilizing index and stabilizing dimension of A, where the latter is defined to be the composition length of the Z m -module V ρ(A) . Finally in Section 4 we apply those results to the adjacency tensor of hypergraphs and bound from the above the parameters by some structural parameters of the hypergraphs. According to the definition of tensor product in [16] , for a tensor A of order m and dimension n, and two diagonal matrices P, Q both of dimension n, the product P AQ has the same order and dimension as A, whose entries are given by
If P = Q −1 , then A and P m−1 AQ are called diagonal similar. It is proved that two diagonal similar tensors have the same spectrum [16] . [19] and posted in arXiv. For completeness and for convenience to the reads, we rewrite their proofs in the Appendix of this paper.
2.2.
The groups associated with tensors. The support of A, also called the zero-nonzero pattern of A in [16] , denoted by supp(A) = (s i1i2...im ), is defined as a tensor with same order and dimension as A, such that s i1...im = 1 if a i1...im = 0, and s i1...im = 0 otherwise. Let B be a tensor with same order and dimension as A. We say B is a subpattern of A if supp(B) ≤ supp(A). A tensor is called combinatorial symmetric if its support is symmetric. The part of the following lemma was shown by Fan et.al [7] and posted in arXiv. For completeness we rewrite some of its proof here.
Lemma 2.5. [7] Let A be an m-th order n-dimensional nonnegative weakly irreducible tensor, which is spectral ℓ-symmetric. Let λ j = ρ(A)e (1) D is an abelian group under the usual matrix multiplication, where
there is a bijection between V λj (A) and D (j) (A), and
Proof. (1) Surely the identity matrix I ∈ D (0) . For any two matrices
and
, we have
, where the superscript is taken modulo ℓ. It is seen that (
. So D is an abelian group under the usual matrix multiplication. Following the same routine, one can verify that
. So we get a injective map
On the other hand, for any
Note that by Theorem 2.1(2), there exists a positive eigenvector x with x 1 = 1 such that
, and hence
which implies that Dx ∈ V λj (A) with (Dx) 1 = 1. As ψ(Dx) = D, ψ is also surjective.
As A is combinatorial symmetric, replacing i 1 in left side of (2.2) by i l and summing over all l = 1, . . . , m, we have
So, 2πjm ℓ ≡ 0 mod 2π. If taking j = 1, we have ℓ | m. Also from (2.2), we have
As A is weakly irreducible and θ 1 = 0, we get
We next show that the group D(A) and the subgroup D (0) (A) are combinatorial invariants, that is, they are only determined by the support of A.
Lemma 2.6. Let A, B be two tensors both with order m and dimension n.
. If A, B are further nonnegative and weakly irreducible, then c(A) = c(B).
If a i1i2...im = 0, then
Since supp(B) ≤ supp(A), by (2.4) we have
. If A, B are further nonnegative and weakly irreducible, then A is spectral ℓ-symmetric if and only if B is spectral ℓ-symmetric by Theorem 2.3(2), implying that c(A) = c(B).
2.3.
Incidence matrix of combinatorial symmetric tensors. Let A be a combinatorial symmetric tensor of order m and dimension n. Set
We define
and obtain an |E(A)| × n matrix B A = (b e,j ), which is called the incidence matrix of A. Observe that b ij ∈ {0, 1, · · · , m − 1, m}, and the incidence matrix B A can be viewed as one over Z m , where Z m is the ring of integers modulo m.
2.4.
Composition length of modules. Let R be a ring with identity and M a nonzero module over R. Recall that a finite chain of l + 1 submodules of M
is called a composition series of length l for M provided that
. By the Jordan-Hölder Theorem, if a module M has a finite composition series, then every pair of composition series for M are equivalent. To be precise, if
is another composition series for M , then k = l and there is a permutation σ ∈ S l such that
The length of the composition series for such a module M is called the composition length of M , denoted by cl(M ); see [1, Section 11] for more details. Next we focus on the modules over Z m . Let M be a finitely generated module over Z m . Clearly, M is a Z-module (i.e. an abelian group) and mx = 0 for any x ∈ M . Suppose that M is isomorphic to 
Hypergraphs.
. . , v n } and an edge set E(G) = {e 1 , e 2 , . . . , e l } where
In particular, the 2-uniform hypergraphs are exactly the classical simple graphs. Now suppose G is m-uniform. The adjacency tensor A(G) of the hypergraph G is defined as an m-th order n-dimensional tensor A(G) = (a i1i2...im ), where
otherwise.
Observe that the adjacency tensor A(G) of a hypergraph G is nonnegative and symmetric, and it is weakly irreducible if and only if G is connected [13, 19] . The incidence matrix of G, denoted by B G = (b e,v ), coincides with that of A(G), that is
For more knowledge on hypergraphs and spectral hypergraph theory, one can refer to [2] and [15] .
Eigenvariety associated with eigenvalues with modulus equal to spectral radius
Let A be a nonnegative weakly irreducible tensor, which is spectral ℓ-symmetric. Let V j = V j (A) (respectively, V j = V j (A)) be the eigenvariety (respectively, projective eigenvariety) of A associated with the eigenvalue λ j = ρ(A)e
For each y ∈ V, by Lemma 2.2,
Therefore, we can assume each point y ∈ V holds y 1 = 1. Also by Lemma 2.2, for each y ∈ V j , |y| = v p and y = D y v p , where v p is the unique Perron vector in V 0 , and D y is defined as in (1.3); and by Theorem 2.3 (2),
We define a quasi-Hadamard product • in V as follows:
is an abelian group which contains V 0 as a subgroup and V j as a coset of V 0 for each j ∈ [ℓ − 1], and there exists a group isomorphism
Proof. Suppose y ∈ V i ,ŷ ∈ V j . Then by (3.1),
, and hence y •ŷ ∈ V i+j by (2.1) and (3.2), where i + j is taken modulo m. In addition, by Lemma 2.5(2), D
is an abelian group. From the above discussion one can see that V 0 is a subgroup of V. Define
By Lemma 2.5(2) and (2.1), Ψ is a bijection. It is easy to see that
So Ψ is a group isomorphism and sends V j to D Denote by
Observe that ΦΨ(V j ) ⊆ S j by Lemma 3.2 for j = 0, 1, . . . , ℓ − 1. Furthermore, S 0 is a Z m -submodule of Z n m , and
Observe that ½ ∈ S 0 since the sum of each row of B A is equal to m. If φ ∈ S j , so is φ + α½ for any α ∈ Z m . So we only consider
Observe that ΦΨ(V j ) ⊆ S j as y 1 = 1 implies that (ΦΨ(y)) 1 = 0 for any y ∈ V j by the definitions (1.3) and (3.4). Now S 0 is a Z m -submodule of S 0 ; in fact, it is isomorphic to the quotient module S 0 /(Z m ½). We also have S j = y
, where y (j) ∈ S j . In the following, we will show that Φ(D (j) ) = S j for each j = 0, 1, . . . , ℓ − 1, and hence Φ(D) = S := ∪ ℓ−1 j=1 S j . Lemma 3.3. Let A be a nonnegative combinatorial symmetric weakly irreducible tensor which is spectral ℓ-symmetric. Then Φ is a Z m -isomorphism from D to S which sends D (j) to S j for each j = 0, 1, . . . , ℓ − 1.
By Lemmas 3.1 and 3.3, we get the main result of this paper. is Z m -isomorphic to S 0 , the structure of D (0) can also be obtained explicitly, which cannot be discussed in [7] . We now determine the structure of S 0 . Similar to the Smith normal form for a matrix over a principle ideal domain, one can also deduce a diagonal form for a matrix over Z m by some elementary row transformations and column transformations, that is, for any matrix B ∈ Z k×n m , there exist two invertible matrices P ∈ Z k×k m and Q ∈ Z n×n m such that Theorem 3.6. Let A be a nonnegative combinatorial symmetric weakly irreducible tensor of order m and dimension n. Suppose that B A has a Smith normal form over Z m as in (3.8). Then 1 ≤ r ≤ n − 1, and
Consequently,
and s(A)|m n−1 , s(A) < m n−1 , γ(A) < (n − 1)cl(m).
Proof. As A is irreducible, B A = 0, implying that r ≥ 1. Also, as B A ½ = 0, adding all other columns to the last column of B A , the last column of the resulting matrix becomes a zero column, which keeps invariant under any elementary row transformations and column transformations. So P B A Q always has a zero column, implying that r ≤ n − 1.
Since V 0 (A) is Z m -module isomorphic to S 0 (A) by Theorem 3.4, we get the remaining results by Lemma 2.5(2) and Definition 3.5.
Corollary 3.7. Let A be a nonnegative combinatorial symmetric weakly irreducible tensor of order m and dimension n. Suppose that B A has t unit invariant divisors. Then
both with equalities if and only if B A has exactly t invariant divisors all being 1.
In particular, if m is prime, then
where rankB A is the rank of B A over the field Z m .
Proof. The first part of the result follows from Theorem 3.6 immediately. For the second part, as m is prime, cl(m) = 1, the invariant divisors of B A are all unit invariant divisors 1, the number of which is exactly the rank of B A . Note that S 0 (A) is a Z m -linear space of dimension γ(A) in this case. The result follows.
If m is prime, the bounds in Corollary 3.7 hold as equalities. The tightness of the bounds in Corollary 3.7 for the general case will be further discussed in Section 4. So we easily get the above result.
Example 3.12. Let A be a 3rd order 6-dimensional tensor with a i1i2i3 = 1 for {i 1 , i 2 , i 3 } ∈ {{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {4, 5, 6}, {5, 6, 1}, {6, 1, 2}} and a i1i2i3 = 0 otherwise. The incidence matrix B A has rank 4 over Z 3 , so γ(A) = 1 and s(A) = 3 by Corollary 3.7. S 0 (A) has a Z 3 -basis y = (0, 1, 2, 0, 1, 2) T .
By Lemma 2.6, the group D (0) (A) is only determined by the support of A. Finally we investigate the stabilizing index and the stabilizing dimension of a subpattern of A. Theorem 3.13. Let A,Â be nonnegative combinatorial symmetric weakly irreducible tensors of order m and dimension n such that supp(Â) ≤ supp(A). Then S 0 (A) is a Z m -submodule of S 0 (Â). Consequently, s(A)|s(Â) and γ(A) ≤ γ(Â).
Proof. As supp(Â) ≤ supp(A), BÂ is a submatrix of B A with rows indexed by the nonzero entries ofÂ and columns same as B A . So, if x ∈ S 0 (A), surely x ∈ S 0 (Â), which implies that S 0 (A) is a Z m -submodule of S 0 (Â). The result follows by Theorem 3.6 immediately.
Application to hypergraphs
Let G = (V, E) be a connected m-uniform hypergraph and A(G) be the adjacency tensor of G. Clearly, A(G) is a nonnegative symmetric weakly irreducible tensor. The stabilizing index and the stabilizing dimension of G are referred to those of A(G), denoted by s(G) and γ(G), respectively.
A cored hypergraph [9] is one such that each edge contains a cored vertex, i.e. the vertex of degree one. Let m ≥ 3 be an integer, and let G be a simple graph. The m-th power of G [9] , denoted by G m , is obtained from G by replacing each edge (a 2-set) with a m-set by adding m − 2 additional vertices. Obviously, G m is a cored hypergraph. Proof. Let e 1 , . . . , e t be the t edges of H. Then H contains at least t cored vertices, say 1, . . . , t, where i ∈ e i for i ∈ [t]. So, the incidence matrix B H has an t × t identity submatrix with columns indexed by 1, . . . , t, which implies that B H has exactly t invariant divisors all being 1. The result follows by Corollary 3.7.
Corollary 4.2. Let G be a connected simple graph on n vertices with t edges, and let G m be the m-th power of G.
Proof. By the definition, G m has n + t(m − 2) vertices and t edges. The result follows by Theorem 4.1.
Example 4.3. Let P n be a simple path on n vertices (as simple graphs). The m-th power P m n of P n is called a hyperpath [9] . It is easily seen that s(P , t) , where 1 ≤ t ≤ m, is obtained from an edge by attaching t edges to t vertices in the edge respectively; see Fig. 4.1. In particular, S(m, m − 1) is called a squid [9] . By a direct computation, the incidence matrix B S(m,t) has t + 1 invariant divisors all being 1. So, s(S(m, t)) = m (t+1)(m−2) , γ(S(m, t)) = (t + 1)(m − 2)cl(m). Let H = (V ,Ê) be a connected spanning sub-hypergraph of G, that is,V = V andÊ ⊆ E. Then A(H) is also a nonnegative symmetric weakly irreducible tensor with same order and dimension as A(G), and supp(A(H)) ≤ supp(A(G)). So we get the following result by Theorem 3.13.
Theorem 4.6. Let G be a connected uniform hypergraph and let H be a connected spanning sub-hypergraph of G. Then s(G)|s(H) and γ(G) ≤ γ(H).
3-uniform hypergraphs.
In this subsection, we mainly deal with connected 3-uniform hypergraphs G. As 3 is prime, s(G) = 3 γ(G) . So we only discuss the parameter γ(G).
For convenience to depicting or drawing a 3-uniform hypergraph G, we will use a triangle to represent an edge of G, where the vertices of triangles (drawing as small circles) are same as the vertices of G. Two triangles sharing one common edge (respectively, one vertex) means that the corresponding two edges sharing two vertices of the common edge(respectively, the vertex).
Proposition 4.7. Let G = (V, E) be a 3-uniform connected hypergraph. Then γ(G) > 0 if and only if there exists a nontrivial tripartition V = V 0 ∪ V 1 ∪ V 2 , such that for each e ∈ E, e ⊆ V i for some i ∈ {0, 1, 2}, or e ∩ V j = ∅ for each j = 0, 1, 2; see Fig. 4 .2.
Proof. Let [n] be the set of vertices of G. Suppose γ(G) > 0. Then the equation B G x = 0 over Z 3 has a solution φ = (φ 1 , φ 2 , · · · , φ n ) ∈ Z n 3 such that φ 1 = 0 and φ j = 0 for some j ∈ [n] by Corollary 3.8. Denote V i = {j ∈ V : φ j = i}, i = 0, 1, 2. If e = {r, s, t} ∈ E, then φ r + φ s + φ t = 0 over Z 3 . It follows that e ⊆ V i for some i ∈ {0, 1, 2}, or e ∩ V j = ∅ for each j = 0, 1, 2. Each V i is nonempty; otherwise G is not connected. So V 0 , V 1 , V 2 form a nontrivial tripartition of V .
Conversely, assume that there exits a nontrivial tripartition V = V 0 ∪ V 1 ∪ V 2 satisfying the condition of the proposition. Set φ = (φ 1 , · · · , φ n ), where φ| Vi = i for i = 0, 1, 2. It is easily seen that φ is a solution of
A tripartition of a 3-uniform connected hypergraph G satisfying Proposition 4.7 is equivalent to a surjective labeling(or a map)
such that each edge of G has three vertices with the same label or pairwise different labels, and there exists at least one edge of G which has three vertices with pairwise different labels. Example 4.8. Let G be an n-wheel (n ≥ 3), a 3-uniform hypergraph with n edges illustrated in Fig. 4.3 . By labeling the vertices of G, it is easy to verified that γ(G) > 0 if and only if n is even. An n-wheel is said odd (respectively, even) if n is odd (respectively, even). By Theorem 4.6, the 3-simplex has zero stabilizing dimension as it contains a 3-wheel as a spanning sub-hypergraph. Suppose γ(G 0 ) > 0. Then G 0 has a labeling f holding (4.1). We will extend this labeling to G 1 . Let △ = {u, v, w} be the triangle of G 1 added to G 0 , where the edge uv of △ is also shared by some triangles of G 0 . If f (u) = f (v), set f (w) = f (u); otherwise, set f (w) to be the only element in {0, 1, 2}\{f (u), f (v)}. So we get a labeling of G 1 holding (4.1). Similarly, by induction we can show γ(G i ) > 0 for all i ≥ 1.
Next suppose γ(G 0 ) = 0. Assume that γ(G i ) > 0 for some i ≥ 1. Then G i has a labeling f holding (4.1). Let △ = {u, v, w} be the triangle of G i added to G i−1 , where the edge uv of △ is shared by some triangles of G i−1 . If f (u) = f (v) = f (w), then f | Gi−1 is also a labeling holding (4.1). Otherwise, there exists a triangle△ = {u, v,ŵ} of G i−1 whose vertices receive pairwise different labels (f (ŵ) = f (w)), which implies that f | Gi−1 is also a labeling holding (4.1). So, by induction, we finally get that G 0 has a labeling holding (4.1), a contradiction.
The assertion now follows by taking G 0 to be an even wheel or odd wheel.
4.2. Path cover. Let G = (V, E) be an m-uniform hypergraph. Recall a walk W in G of length l is a nonempty alternating sequence
of vertices and edges in G such that {v i , v i+1 } ⊆ e i for all i = 1, · · · , l. A path cover C of G is a set of disjoint paths in G which together cover all vertices of G. The path cover number of G, denoted by pc(G), is defined as the minimum cardinality of the path covers C of G. If m = 2, the above notions of path, path cover and path cover number are consistent with those of simple graphs respectively.
By the following lemma, the path cover number of G can be defined equivalently as the the maximum number of edges appeared in the path covers C of G.
Lemma 4.11. Let G be a connected uniform hypergraph on n vertices and C = {P 1 , P 2 , · · · , P t } be a path cover of G. Let e(C) be the number of edges appeared in C. Then e(C) = n − t.
Proof. For each path P i : v i1 , e i1 , v i2 , · · · , v in i , e in i , v in i +1 containing at least one edge, we construct a simple path (as simple graph) by linking a simple edge between v i k and v i k+1 for k = 1, . . . , n i , and get a simple path P i . Clearly, P i and P i have the same number of edges. By definition, P 1 , P 2 , · · · , P t are disjoint to each other, and their union contain all the vertices of G. So,
where e(P ) denotes the number of edges in P .
Example 4.12. Let G be a 3-uniform hypergraph in Figure 4 .4. There exists a path cover consisting of a path covering the vertices 1, 2, . . . , 8, a path covering the vertices 9, 10, and 7 trivial paths which are 11, 12, . . . , 17 respectively. The path cover number of G is 9. 
Proof. Let B G be the incidence matrix of G. Let C be a path cover of G with minimum cardinality pc(G). By relabeling the vertices and edges of the paths in C, we can get a square submatrixB of B G with rows indexed by the edges appeared in C, which is a upper triangular matrix with 1's on the main diagonal. So B G has at least e(C) unit invariant divisors. So, by Corollary 3.7 and Lemma 4.11,
where n is the number of vertices of G.
Recall a matching of a uniform hypergraph G = (V, E) on n vertices is a set of independent edges of G, and the matching number of G is the maximum cardinality of matchings of G, denoted by µ(G). Let M be a matching of G with cardinality µ(G). Then M together with some singletons consists a path cover C of G. By Lemma 4.11,
with equality if and only if the edge set E consists of disjoint edges; otherwise there exists one edge outside M intersecting with edges of M, which yields a path cover with one more edges than C; a contradiction to Lemma 4.11. So, if G is connected with more than one edge, then µ(G) ≤ n − pc(G) − 1, and hence pc(G) ≤ n − µ(G) − 1. Similarly, if letting d(G) be the maximum length of the paths in G, then pc(G) ≤ n − d(G). So by Theorem 4.13, we get the following results directly.
Corollary 4.14. Let G be a connected m-uniform connected hypergraph on n vertices with matching number µ(G), which contains more than one edge. Then
Corollary 4.15. Let G be a connected m-uniform connected hypergraph on n vertices, and let d(G) be the maximum length of the paths in G.
Example 4.16. We will illustrate the above bounds for the stabilizing index and stabilizing dimension are all tight. We only consider the stabilizing dimension here. The stabilizing index can be discussed similarly. Let P m n be the hyperpath as in Example 4.3. We find that γ(P 
implying the upper bounds in Theorem 4.13 and Corollary 4.15 hold as equalities for P m n . Consider the generalized squid S(m, t) in Example 4.5. The edges e 1 , . . . , e t consists of a matching of S(m, t), and µ(S(m, t)) = t as S(m, t) has tm + m − t vertices and the maximum cardinality of matchings of H is at most ⌊ tm+m−t m
implying the upper bound in Corollary 4.14 holds as equality for S(m, t).
For the result in this subsection, if an m-uniform hypergraph G has a prime order, i.e. m is prime, then cl(m) = 1. So we can get more brief formulas for the above upper bounds.
Remark
Let A be a tensor of order m. Chang et.al [4] define the geometric multiplicity of an eigenvalue λ of A as the maximum number of linearly independent eigenvectors in V λ though we know V λ is not a linear space in general. Li et.al [11] give a new definition of geometric multiplicity based on nonnegative irreducible tensors and two-dimensional nonnegative tensors. Hu and Ye [10] define the geometric multiplicity of an eigenvalue λ of A to be the dimension of V λ as an affine variety, and try to establish a relationship between the algebraic multiplicity and geometric multiplicity of an eigenvalue of A.
If A is a nonnegative combinatorial symmetric weakly irreducible tensor, the projective eigenvariety V ρ(A) contains finite points, and has dimension 0 as its irreducible subvarieties are singletons. If considering the affine eigenvariety V ρ(A) , it has dimension 1. By any one of the above definitions of geometric multiplicity, we cannot get useful information of the eigenvariety V ρ(A) or V ρ(A) . In this paper, from the algebraic viewpoint, we prove that V ρ(A) admits a Z m -module, whose structure can be characterized explicitly by solving the Smith normal of the incidence matrix of A. Furthermore, such algebraic structure is only determined by the combinatoric structure of A, i.e. the support of A. So A is diagonal similar to e −iθ1 A, which implies they have the same spectra. Then A has eigenvalues ρ(A)e itθ1 for any positive integer t. But A only has k eigenvalues of modulus ρ(A), so θ 1 = 
