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1. INTRODUCTION 
The purpose of this paper is to study the units in an algebraic number 
field K where Gal(K/Q) = G % C, x C, , the Klein Cgroup, and Kis totally 
real. By Dirichlet’s theorem there are three independent units which, with - 1, 
generate all units of K. The group of units, which we denote U, is a G-module. 
The main results of this paper concern determining the possible G-modules 
that occur, and deriving means of telling when two unit groups are G- 
isomorphic. As corollaries to this we show how to actually compute a gener- 
ating set of units in K given the fundamental units in the quadratic subfields. 
Certain aspects of this problem have been studied by other researchers. 
Cohn [l] investigated fields Kin which all the quadratic subfields have units 
of norm - 1. He developed means for computing a generating system of 
units for U. He actually proved a general theorem which shows that, in our 
notation given below, d/$&Is is a square in K for some rational integer d. 
In an appropriate sense, d is unique. Whether d is a square in Q or not 
determines whether there are more units in U than those generated by the 
units from the quadratic subfields. In our Theorem 7, we see that whether 
there are, or are not, units in U not generated from the subfields determines 
the G-isomorphism class of U. In Section 3, we give another computational 
method for determining which case occurs, and which determines Cohn’s d 
as well. 
Kubota, in [3], studied the general case, including K totally complex, 
in order to prove class number relations. As with Cohn, he classified unit 
groups U according to how many square roots of units generated from the 
quadratic subfields are in U. As we will show, more is needed to actually 
determine the G-isomorphism class of U. 
In this paper, the problem of classifying the G-modules U is reduced to 
classifying the cohomology groups H(G, U). A result of Iwasawa, [2], relates 
the first cohomology group to principal factorizations, in a more general 
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context. We derive an explicit form of this result which gives a ready means 
of computing H(G, U). Cohn’s results [l] concern whether or not a new 
principal factorization is obtained in K, other than those from the quadratic 
subfields. Throughout this paper, we will use the following notation. K, U, G 
as above. 
nontrivial elements of G. 
the fixed field of Si . Ki = Q[mi’“], mi > 0 
is a square free integer 
the units of Ki 
the norm from Kt to Q 
the norm from K to Ki 
the direct product as G-modules 
WG, u> 
@(GIGi , Vi) where Gi = { 1, &} 
elements of H of order 1 or 2 
(ul , u2 , us) E v: N,(u~ = N,(u& = N&us) = 
sgn(u,u&) where sgn is the signum function 
on K for some embedding K C R. 9 does not 
depend on the choice of embedding 
the group homomorphism from U to V 
defined by du) = Mu), ~2(4~~3W 
T(U). It is easy to see that ~3 is a subgroup 
of 3 
xSjifxoKiandi#j 
fundamental unit of Ki in the case that Ki 
has a unit of norm -1 
pt2 if pi is defined; otherwise, a generator of 
the units of norm 1 in Ki chosen so that 
oli > 0 
01~ and 161 are not determined uniquely by these definitions. The results and 
definitions of this paper do not depend on the choices made, subject to the 
above constraints. In the proof of Theorem 2, the p; of a field K’ are adjusted, 
but this could have been avoided by using a more complicated definition of 
the homomorphisms fi . Each ai determines a cocycle in Hi which we will 
call the positive element of Hi . The cocycle determined by -01~ will be called 
the negative element. As is easily checked, the negative element of Hi is 
trivial if and only if Ki has a unit of norm - 1. Throughout, we will denote a 
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second field by K’ and distinguish all of its associated objects by a prime. 
We will call a group isomorphism f: U rs’ U’ a GG’-isomorphism if there is 
an isomorphism g: G 3 G’ such that f(u3 = f(u)“(r) for all u E U, T E G. 
f will be called a positive isomorphism if, for some real embeddings of K 
and K’, it sends positive elements to positive elements. Given a GG’- 
isomorphismf, we will always assume that g(SJ = S; and so that f 1 Vi = h , 
f;: Ui r U: . f will also induce isomorphisms f *: H % H’ and f I*: Hi 9’ H; . 
If f is positive, so will be the f f*. That is, they will map the positive and 
negative elements of Hi to those of Hj , respectively. We can now state out 
main result: 
THEOREM 1. Given two jieldr K, K’ and a group isomorphism f *: H % H’. 
Suppose that f * I Hi = f T is, for each i, a positive isomorphism. Then, there 
is a positive GG’-isomorphism f: U q U’ which induces f * andf T. 
Theorem 1 is proved in two main steps. 
First, f * is restricted to the H, 3 Hi and lifted from there to a GG’- 
isomorphism F: Y Y V’. Second, F is lifted to a positive GG’-isomorphism 
U 3 U’. The two steps are contained in Theorems 2 and 3. A GG’-iso- 
morphism I;: U Y U’ clearly induces an isomorphism f *: H 3 H’. It is easy 
to see that if F is positive, then so is f *. 
THEOREM 2. There is a surjective homomorphism IIz 9 -+ H,, with 
kernel &%. Given a group isomorphism 
f*: H r H’ which induces positive isomorphisms 
f;: Hi r H; there is a positive GG’-isomorphism 
F: V% V’ with the following properties. 
F=fix.fixfi where fi: Vi 3 U; is a positive, GG’- 
isomorphism, 
F 1 9: B 3 97, F I&%?: L% r 8’, and l7F = f *II when restricted to 9. 
Clearly, f * induces an isomorphism H, 3 Hh . 
THEOREM 3. A GG’isomorphism F: V % V’ such that F = fi x fi x fs , 
where J;.: Ui r U; is a GG’-isomorphism, and which induces F IL%: &Y r a 
lifts to a GG’-isomorphism f: U %’ U’ such that f 1 Vi = fi . If all the 1; are 
positive, f can be chosen to be positive. 
The groups Hi, embedded by inflation into H, have elements only of 
order 1 and 2, and so must actually lie in H, . In the proof of Theorem 2, 
we will see that the construction of F only depends on an isomorphism 
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f*: H, 9 HL which restricts to positive isomorphisms f T on Hi . We may 
state a stronger form of Theorem 1 as 
THEOREM 1’. Given two fields K, K’ and a group isomorphism f *: H, r HI 
which induces a positive isomorphism f t: Hi 3 Hi for each i, then there is a 
positive GG’-isomorphism f. U 3 U’ which induces f *. 
In the following theorem, we see that H, = H,H& unless all the qua- 
dratic subfields of k have units of norm - 1. If not all the units are of norm 
- 1, then, the G-isomorphism class of U can be determined from H,H,H, . 
THEOREM 4. (a) The index of H, in H is 1 or 2. It is 2 if and only if 2 is 
totally ramified in K/Q and there are integral xi E Ki such that 
(b) The index of H,H,N, in H, is 1 or 2. It is 2 if and only ifall the 
fields Ki have units of norm - 1 and U = U, U,U, . 
We distinguish four cases in our considerations: M, , M1 , M, , M, 
according as 0, 1, 2 or 3 of the subfields Ki have units of norm - 1. In the 
cases M, , M1 , M, , we can, as noted before, determine the G-isomorphism 
class of U by examining H,H,H, . We introduce some ideas which relate 
H,H,H, to principal factorizations in the Ki/Q and facilitate the computation 
of this group. A principal factor in KJQ, say, is an integral principal ideal 
of K1 which is composed entirely of ramified primes but is not generated by 1 
or rn:“. These exist if and only if the fundamental unit of K1 has norm 1. 
Given a unit of norm 1 in K1 , say u1 , let xl/X, = u1 . x1 may be replaced 
by xx, where x E Q*. By choosing x appropriately, it can be arranged that 
x1 be integral and contain only ramified primes. In particular, if u1 is 
fundamental, x1 would generate a principal factor. We note that x1.$2 E Q* 
is well defined, modulo Q*2, as a function of u1 . We define p: 9 --+ Q*/Q*z 
which will piece these homomorphisms together. Let (ul , u2, ug) E 9. We 
are restricting ourselves to cases M, , Ml , M, , so at least one of the ui , 
and so all, must have norm 1. Let Xi E Ki be chosen so that xi/Xi = U, for 
i = I, 2, 3. Define p(q , u2, us) = x,X,x,&x.& mod Q*2. We have: 
THEOREM 5. If K is of type Mi for i = 0, 1, or 2, de$ne p: 9 -+ Q*/Q*z 
as above. Then ker(p) = S? so H, = H,H,H, =$ p(S). Also, p(ul , us, us) E 
Q *2 imp&es that u,u,u, is a square in U. 
We note that the converse to the last part of Theorem 5 does not hold. 
This is basically the difference between Kubota’s results concerning U and 
ours. ~(97) can be determined as follows. Consider p(aI , 1, 1). This is x1X, 
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TABLE I 
A B CDEFG Remarks 
MO 
1 
2 
3A 
3B 
4 
SA 
SB 
6A 
6B 
7A 
7B 
8A 
8B 
9 
1OA 
1OB 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20A 
20B 
21 
22 
23 
24 
1 
6 
3 
3 
6 
1 
3 
6 
6 
6 
6 
1 
i 
3 
3 
2 
3 
6 
3 
6 
2 
Ml 
M2 
32 1 1 1 See Table II 
16 1 I 2 See Table XI 
16 1 1 2 See Table II 
16 1 1 2 See Table II 
16 1 1 2 See Table II 
16 1 1 2 See Table II 
16 1 1 2 See Table II 
8 1 1 4 See Table II 
8 1 1 4 See Table II 
8 1 1 4 See Table II 
a 1 1 4 See Table II 
8 1 2 4 (14,103, 1442) 
8 1 2 4 See Table II 
8 1 1 4 See Table II 
8 1 1 4 (14, 146, 511) 
8 1 1 4 (6, 34,511 
8 1 1 4 See Table II 
8 1 1 4 Cannot occur 
8 1 1 4 Cannot occur 
8 1 1 4 Cannot occur 
4 1 1 8 Cannot occuc 
4 1 1 8 Cannot occur 
16 1 1 1 See Table II 
8 1 1 2 See Table II 
8 1 1 2 See Table II 
8 1 1 2 See Table II 
8 1 1 2 See Table II 
8 1 1 2 See Table II 
4 1 2 4 See Table II 
4 1 2 4 See Table II 
4 1 1 4 cannot occar 
25 CL1 2Pa - 3 8 1 1 1 (5, 82,410) 
26 Pl , Pa I +LQ a3 6 4 1 1 2 (2, 17, 34) 
27 - - - 4 2 1 1 (10, 17, 170) 
28 &/%A - 4 1 1 2 (2, 5, 10) 
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TABLE II 
mod 8 
I, 
1 5 
2 7 
3A 7 
3B I 
4 7 
5A 3 
5B 7 
6A 7 
68 7 
7A 3 
7B 3 
8B 3 
9 3 
11 3 
17 1 
18 5 
19 5 
20A 1 
20B 1 
21 5 
22 3 
23 7 
q r s (q/P) (r/p> (r/q) (s/p) (s/d (sir) (4 , m2 , mJ 
7 
7 
7 
7 
7 
7 
3 
7 
3 
7 
3 
3 
7 
7 
5 
7 
I 
7 
3 
7 
3 -7 -1 
3 +1 
7 -1 
3 -1 
3 -1 
3 -1 
7 -1 
-1 
-1 
-1 
-1 
il 
-1 
+1 
7 -1 
-1 
+1 
-1 
-1 
-1 
-1 -1 -1 i-1 +t 
+1 --I 
+1 -1 
-1 -1 
+1 -1 
+1 -1 
+1 -1 
-1 +1 
Cm, w  pw) 
(P, qr, 44 
(P, qr, mr) 
(P, qr, mr) 
(p, w7 m-1 
(P, qr, w) 
(P, qr, w-1 
(P, 4, Pd 
(P, 4, P4) 
(PB Q9 Pd 
(P. 4, Pd 
(P, 4.2Pd 
(P, 4.2Pd 
(P> 4r 2Pq) 
(m v, pr) 
(2P, 2q,Pd 
(P, 49 PC?) 
(P, 49 Pd 
(P, 4, P4) 
(P,P%Pd 
(2, PI 2P) 
(2, P> 2P) 
where x1/X1 = 01~ , xl E Kl . p(cr, , -1, - 1) is xlZ,m,m, . Now 17 maps 
(01~ , 1, 1) to the positive element of IfI and (01~ , - 1, - 1) to the negative 
element. We will prove in Lemma A below that the elements of 9, (01~ , 1, l), 
(12 CQ, l), (1, 1, OL&, (-1, -1, 1) and (1, -1, -1) generate 3 in all but case 
M3 . Thus, knowing the principal factors in each KJQ, or indeed just their 
norms, p(q can be determined, and so the class of U can be determined. 
To systematize the discussion of the structure of H, in cases MO , MI , M2, 
we introduce the group X. Define 93+ to be the subgroup of 9, and of ~$7, 
generated by (ala, 1, l), (1, q2, l), (1, 1, 01~~). Define X = 9/S?+ and 
Y = S/g+. By Lemma A again, X 3 CZ5. We define X, to be the image of 
(aI , 1, l), p1 to be the image of (+ , - 1, -1) and similarly for pLz, h, , 
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~1~ , & .17 and p induce homomorphisms from X onto H, , p(9), respectively, 
with kernel Y. We denote hi, pi as the positive and negative elements of X, ’ 
respectively. Given two fields K, K’ not of class M3 , we say that Y and Y’ are 
positively isomorphic if the isomorphism X Y x’ that maps hi to /\; and pi 
to & maps Y onto Y’. We then have: 
THEOREM 6. (a) For two Jieldr K, K’ not of class .M, , U and U’ are 
positively GG’isomorphic zyand only if Y and Y’ are positively isomorphic. 
(b) p1~zp3h,&h, = 1. Y does not contain hi or pi& for any i. Y contains 
pi if and only if Ki has a unit of norm - 1. 
Table I lists all the possibilities for Y consistent with Theorem 6(b). 
Subgroups Y are not listed which differ from one listed in the table only by 
permutation of subscripts. The table indicates whether that subgroup Y will 
actually occur for some particular field K. The table is more fully described 
in Section 4. 
In the case M3, we have observed that H,H&J3 may not equal H, . This is 
the deciding factor in determining the G-module structure of U: 
THEOREM 7. If K is type M3 then 1 H,: H1H2H3 ) . 1 U: U,U,U, 1 = 2. 
If K’ is also type M3 then H and H’ are positively isomorphic if and only if 
1 Hu: H1H2H3 1 = 1 H;: H;H;H; /. 
In Section 4, the positive GG’-isomorphism classes are given, as well as 
examples of fields in each class. These results are detailed in Tables I and II. 
Also, the GG’-isomorphism classes are determined. 
2. PROOFS OF THEOREMS l-4 
In the proofs, the following Lemma will be useful. 
LEMMA A. In cases MO , M1 , M, , 9 is generated by (cxl , 1, l), (1, 0~~ , I), 
(1, 1, CY~), (-1, -1, I), (1, -1, -1). In case MS, 9 is generated by these 
elements along with (-/3, , --/$ , -t!$). (Assuming /& chosen so that /3J3& > 0 
in some real embedding of K). 
Proof. If (ul , uz, us) E 9 and N&J = 1 then, by the definition of (Y~ ,
ui = &cQ for i = 1,2, 3. In cases M, , M1, MS since at least one of ui 
must have norm 1, all must if (ur , uz, u3) E 9. The choice of f signs must 
include an even number of - signs because of the sign condition in 99. The 
first statement is now plain. In case M, if (ul , a2 , Us) E 9’ and Ni(ai) = -1 
then (--&ul , -&.+ , -&a,) E 9 and Ni(-/3,ui) = 1. The second part is 
clear. 
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Proof of Theorem 2 
Let x = (x1 , x2, x8) E 9. Define y = Ni(xi) and ai = Ni(xi) x~(x~x~.&-~. 
It is straightforward to check that Si I-+ ai, 1 c, 1 defines a 1-cocycle of G 
in U. Let IIx be the element of H represented by this cocycle. If 17x is trivial, 
then there is some b E U such that Vi-l = oi , i = 1, 2, 3. But then, 
xi = bItSi so x E 9. Indeed, let zi = bl+s+~~l. Then Zjz, = NK,&) y-r 
for j + k. From zlzs = zlzs = zg3, we see that z, = z2 = z, . Since 
N,,,(b) = il, y = &l, we have NKIO(b) = y and zi = il. But z1zg3 = 
IV,,&) b2~;1~;1~;’ and sgn(x,x& = y = N,,,(b) so z,z~~ = 1. Thus 
q = z2 --_ - L3 = 1, which proves that x E 9I. Conversely, if x E 5%, then there 
is a b E U such that bl+s* = xi for i = 1,2, 3. Then ai = bS<-l, ai as defined 
above. Thus 17x is trivial. So, 99 = ker(lT) as desired. 
Suppose x = (x1, x2, x3) E 8, then x2 E 8. Indeed, let b = x,x+xX,. It is 
easily checked that bSi+l = xt2. So, 17(Q) C H, . Suppose that Si ti ai is a 
cocycle representing an element of H, . There are b E K* and u E U such that 
ai = bs*-l and ui2 = $-I for i = 1,2, 3. Then b2 = cu for some c E Q. 
By replacing u by &u, we may assume c > 0. Letting xi = bSi+l, yi = usi+l, 
we have x.2 = b2S*+2 = c2yi. Since yz E lJi , zi = C-lXi E Ui . We claim that 
-- (zl v1 ZJ E 9 and I7z is the class represented by Si ++ a, . Now, 
k,(z$) 2 ~‘~N,,Q(b) and zlzg2 = c-‘b’lvi(zi) for i = 1,2, 3. Since c > 0, 
this shows that z E 8. A straightforward calculation shows that Ni(Z<) x 
z,(z,z,z,)-’ = ai . So 17 maps B onto H, . 
Suppose that a group isomorphism f *: H, r HL is given which restricts 
to positive isomorphisms ff = f* 1 Hi: Hi % Hi’ . Since Ki has a funda- 
lental unit of norm -1 if and only if Hi has order 2, Vi and U; are GG’- 
isomorphic for i = 1,2, 3 by fi: cyi i--t a; or f$: & I-+ /$ if pi is defined. 
F = fi x fi x f3 evidently is a GG’-isomorphism V 3 v’. Suppose 
(Xl 3 xf , x,) E 9, say N,(xJ = E and sgn(x,x& = E. fi preserves norms, so 
Nj(x;) = E for i = 1,2,3. The fi preserve sgn under some real embeddings 
of K and K’ so sgn(x~x;lx3 = sgn(xlx+J. Thus, F maps 9 into 59’. Plainly 
9 maps onto 8’. 
To show that F maps a onto @, we need to show that f *II = II’F on $9. 
We do this by examining generators of 9. 17(01, , 1, 1) and II’ ,l 1) are 
the positive elements of HI and Hi , respectively. By assumption, these are 
mapped to each other by f*. We defined F(a, , 1, 1) = (a;, 1, 1) above. 
Similarly, f*fl(a, , -1, -1) = n’F(a!, , -1, - 1). By Lemma A, we have 
only to check (--/II, -/!&, -&,) in case M3 . In case M3, it may be necessary 
to change theh , or what is the same, change the choice of the /3; . Observe 
that A, = 17(1, 1, l), A, = I7(1, -1, -1) A, = 17(-l, 1, -l), A, = &A, 
are the four elements of HIHa . Indeed, since none of (- 1, - 1, l), 
(I, - 1, -I), (-I, 1, -I) is in 99, the Ai must be distinct; and each Ai maps 
onto the nontrivial element of Ifi for i = 1, 2, 3. Thus, B, = I?(--fil , --Be , 
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-$,) and Bi = AtBo for i = 1, 2, 3 are all distinct. Consider, first, the case 
B, E H,H,H, . Thus, f *B,, = P(--pi , -& , -&) for appropriate choice of 
$ , by applying the same construction to K’. In the other case, B, 4 H,H,H, , 
we have H, is order 8, H, = (1, Al, A,, A,, B, , Bl , B2, B3} and the Bi are 
the elements of H, not in H,H,H, . Now, HL # HiHiHi and f * must map 
B,, to an element of HL not in HiHiHA . We may again choose the $ so that 
f *BO = n’(+?; , -& , -&). W e can thus assure f *17 = l7’F in any case. 
Finally, since 9 = ker(n) and g’ = ker(l7’), and f * and F are isomor- 
phisms, we must have F: .%Y r a’. This completes the proof of Theorem 2. 
Proof of Theorem 3 
Given a GG’-isomorphism R V 3 V’ induced by&f;,: Vi 3! U; and restric- 
ting to an isomorphism .9 r 9 we will define a group isomorphism f: 
U q U’ SO thatf 1 Vi = fi and v’f = F~I. From this, we will deduce thatf is 
a GG’-isomorphism. We begin by defining a group isomorphism g: U 3 U’ 
which is not, however, necessarily GG’. Note that if u E U and v(u) = 
(ul , us, us) E %Y then u1uzu3 = z?N,,,(u) = u2N,(u,) so v(u) determines u 
up to sign. Given u E U, then g(u) is defined as the unique u’ E U’ such that 
I’ = F(y(u)) and sgn(u’) = sgn( u in some fixed real embeddings of K ) 
and K’. g-r can be constructed in a similar manner from F-l, showing g to 
be l-l, onto. Since T, q’, F and both sgn’s are homomorphisms, g is a 
homomorphism of groups. Suppose u1 E U, and let u; = f&). We want 
to show that g(ul) = fu; . Now, I = (u12, e, e), where e = N,(u,) = 
f I. Since f2 , f3 are isomorphisms, f2(e) = h(e) = e. Since fi is a GG’- 
isomorphism, f,(iV,(u,)) = Ni(ui) = e. I n sum, F(&)) = tp’(u;) so g(q) = 
*ui as desired. This shows that g / U, = g, is an isomorphism of groups 
U, 5 U; . Similarly for g, , g, . 
This argument has shown that fi and gi differ by a homomorphism 
ei: Ui -+ {*II}. We wish to extend these to a homomorphism e: U + {&l} 
and then define f = eg. Explicitly, e&J = sgn(uJ sgn(j&)) for Ui E Ui . 
Since&(-l) = -1 andfa(1) = 1, ei(-1) = e<(l) = 1. From this, it is easy 
to see that the ei can be patched together to define a homomorphism 
e,,: U,U,U, -+ {f 1) which restricts to ei on Vi . Suppose h: A -+ {il} is a 
homomorphism defined on a subgroup A of U containing U,U,U, such that 
h I U,U,U, = e, . If A f U, we can extend h to a larger subgroup of U. 
Indeed, let u E U - A. Let v(u) = (u, , u, , us). Then, u2 = sgn(ulu2u,) ulu2uQ E 
KU2U3 . du”) = el(ul) e2(lcz) e2W = wW24 sgnti(u)fa(u)f3(u)). But, 
QP(W~U~) = WA> = W..h(ul)) = sgnti(ul)f2(uz)fS(u3)) since CfiW, 
f2(u,),f3(u,)) E &9’ C 9’. Thus, e,(u,) = 1. We extend h to A, = A u Au by 
h,(v) = h(u) if v E A, h,(v) = h(v,) if v = uur with til E A. Checking that hl 
is a homomorphism is straightforward, depending on e,,(u2) = 1. A simple 
application of Zorn’s lemma shows that e, can be extended to all of U. 
Now, define f = eg. Since sgn( g(u)) = sgn(u) by construction,f I Vi = h . 
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Now, f -l(u’) = e( g-‘(u’)) g-l@‘) defines the inverse to J Indeed f(e( g-l@‘)) 
g-l(d)) = e(e(g-+4’)) g-‘(d)) g(e( g-‘(d)) g”(d)) = e( g-l(d)) e( g-l(u’))u’ = 
U’ since e(g-l(u’)) = f 1, e(&l) = 1, and g(f1) = f 1. Similarly, 
4 g-Y f(4)) g-Y f(u)) = U. Finally, let u E U, v,(u) = (ul, us, ug). Then 
$i = &u-l. Let f(u) = a’. Then f(z@) = f(uiu-‘) = fi(ui) a’-l. Now, 
&f(4) = ~~vw) since f(u) = &g(u) so A(ui) = u: , where I’ = 
(u; , U; , ~3. Thus,f(@) = z&P = o’er, sofis a GG’-isomorphism. 
If thefi are positive, then ei E 1 andf = g. g is positive by construction, 
sofmay be taken positive if theJ1: are. This completes the proof of Theorem 3. 
Theorem 1 is immediate from Theorems 2 and 3. 
Proof of Theorem 4 
(a) We define a super-group g* of 3 and an extension of 17 which will 
be onto H. g* is defined to be a subgroup of K$ x K$ x Kg. (xl , x2, XJ E 9* 
if and only if N,(xJ = y for some y E Q and all i = 1, 2, 3 and yx;‘x;’ E U 
for distinct i, j. Define a cocycle by Si H yxi(xlx&-‘. It is straightforward 
to check that this is indeed a cocycle of G in U and that on P?, this map has 
the same effect as n. We call this new map 17 also, I? is still a homomorphism. 
Note that 17(xx,, xx,, xxQ) = U(x,, x2, x3) for any XE Q*. Now, let 
Si H ui define a 1-cocycle of G in U. Since this also defines a 1-cocycle in K*, 
there is a b E K* such that ui = bs{-l for i = 1,2,3. Defining xi = bSirl, 
Ni(xi) = N,,,(b) = y and ui = ~x~(x~x,x,)-~ so (x, , x2, x3 E 9* and 
17(x, , x2 , x3 is the given cocycle, so 17 is onto H. Keeping ui , xi as before, 
we want to find x E Q* so that (xx1 , xx2 , xxJ E Q actually. This would 
show that the cocycle S, H ui is actually in H, . 
Let v be a finite valuation on K*, written additively. Let p be the rational 
prime such that v(p) = e > 1, where e is the ramification index of a / Q. 
Let (x1 , x2, x3) E g*, y = N,(x,) E Q*. Since vx;‘x;-’ E U, we have 
u(xJ + v(xJ = a( JJ) for distinct j and k so u(xJ = +u( y) for i = 1,2, 3. 
Suppose u(p) = 1, that is Y is unramified. Then u(y) is even and so y = pzay, , 
where u( y,) = 0. Now, u(x,p-“) = 0 so replacing xi by xipva we may assume 
u(xi) = 0 for i = 1,2, 3. We may assume, then, that u(xJ = 0 for any 
unramified valuation u. Suppose v(p) = 2. Then u is ramified over some Ki , 
and unramified in KJQ, say i = 3. But, x3 E K3 so u(x& is even, so 4 divides 
u( JJ). Again, y = p2ayl and by replacing xi by ~~p-~ we may assume u(x$) = 0. 
Suppose, finally, that u(p) = 4 so u is totally ramified and p = 2 necessarily. 
Since u is ramified in each K/Ki , u(xi) must be even and 4 divides u(y). If 8 
actually divided u(y), then y = 22ay, , as before and we could arrange that 
u(xJ = 0. Otherwise, y = 2 2a+1yl and we can only assume u(xi) = 2. In 
this case, however, if we have chosen the xi to have 0 valuation at all other 
valuations, we have that xi is integral and iV,(x,) = N,(x.J = N3(xg) = 12. 
If 2 is not totally ramified in K/Q or if no integral xi E Ki exist all with 
norm -&2 the above argument shows that any cocycle in H is the image of 
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(x1 , x2, x9) E 9* where xa E Vi . Replacing each xi by -xi if necessary, 
(x1, xg , x3) E 9 actually, and so the cocycle is in H, . The above argument 
makes clear, also, that even if 2 is totally ramified and such xi exist, then the 
index I H : H, I is no more than 2. Now, assume that 2 is totally ramified in 
K and that xl, x2, x3 are integral all with norm f2. We want to show that 
fl(x, , x2, x3) is not in H, , so I H: H, I is 2 in this case. Assume that 
.Lr(xl , x2 , x3) is in H, , so n(+xX2, *x22, )x33 is trivial. But, (*x12, &xxa2, 3x33 E 
B so this implies that there is a u E U such that +xi2 = z&+1 for i = 1,2,3. 
Now ~x~~x,~x,~ = u2NKlo(u) = u2 so xlxfi3 = -f2(2)1/2 u, so 2112 E K. 
Suppose 21J2 E Kl = Q(21/2). Then zPs+l = --Qx~~, a contradiction. 
This completes (a). 
(b) Given a unit u1 E U, of norm 1, this represents a cocycle in Hl . 
The inflation to H is represented by S, t-+ 1, S, e a1 , S, I-+ u1 which is 
J3ul, 1, 1) or W-u,, -1, - 1) according as u1 > 0 or u1 < 0. Similar 
computations for H2 and H, show that HlH2H3 is the image, under 17, of 
the subgroup of Y generated by (q , 1, l), (1, 01~ , 1), (1, 1, as), (1, - 1, - l), 
and (-1, 1, -1). By Lemma A, this subgroup is all of Q except in case MS . 
Thus, the index 1 H,: HlH2H3 1 = 1 except, possibly, in case MS , and then 
only if 17(-a, --p2, -fi3) is not in HlH2H3. Even in that case, 
C-P1 9 --I32 ? -82)” = (a 1, a2, as) so U((--I%, -P2, -19~)~) e HlH2H3 and 
the index 1 H, : HlH2H3 1 is no larger than 2. 
Assume that K is type MS . Suppose u E U - U,U,U, . We claim that 
iVKI&) = - 1. If not, then each ui = &u) E Ui has norm 1 and so a2 = eiut2, 
where ei = fl and vi E Vi . SO u2 = u1u2u3 = v12u32v32 (ele2e3 = 1 
necessarily) and thus u = *vlu2~L E U,U,U, , a contradiction. Thus 
(ul , u, , us) E 9? and N&) = -1 for i = 1, 2, 3. This means that 
Ni(-fiiUi) = 1 and SO fl(-/&u,, -fi3u2, -/33u3) is in HlH2H3 ; SO also, 
m-l%, -fi2, -p3) is in HlH3H3 and H, = H,H,H, if U # U,U,U, . 
Assume, conversely, that H, = H,H,H, . In the proof of Theorem 2, we 
saw that in this case some one of n( -J-p1 , i-/3, , &:a) is trivial. Assume & is 
chosen so that l7(-/?, , -/3,, -p3) is trivial. Let u E U be such that vi(u) = 
-/3i . Then NK,o(u) = - 1 SO u 4 UlU2U3 . Indeed, any v E U~U3U3 must 
have K/Q norm 1. We have, then, in case MS, that H, = HlH2H3 if and only 
if U # U,U&J, . Otherwise, the index 1 H, : HlH2H3 1 is 2. 
This completes (b). 
In Table I, the indices I H, : H,H,H, I and I H : H, 1 are given for each 
isomorphism class. 
3. THEOREMS FOR M,, , Ml , M2 
Proof of Theorem 5 
Throughout this proof, let (u, , u2, us) E B and let xi E Ki be chosen SO 
that X,/Zi = ui . Define ri = Xi~i . Then, u,u2u3 = (xlax22x3a)/(rlr2r3). NOW, 
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P(u~, a*, uJ = rlrg8, so the second assertion of the theorem is immediate. 
Suppose r,rg, = A2, A E Q. Defhre u = A-lxlxsa. A simple computation 
shows that z&+l = ui for i = 1,2,3. Now NKIO(u) = N,(u,) = 1 so 
u2 = u,uy, and u E U. Thus (ul , u2, u8) = v(u) E 8. 
Conversely, if (u 1, u 2, us) EL%, let u E U so that y(u) = (ul, u2, us). 
Then u2 = u,u,u, so r,rg, = (x~x~~u-~)~. A simple computation shows that 
(x,x~+-~)~~ = x,x$+-l for i = 1,2, 3. That is, r1r2r3 E Q*” so 
p(u, , u2 , u8) = 1. This completes Theorem 5. 
The following method can be used to determine generators of U, given 
fundamental units in each Ki and assuming K is type M,, , M1 , or M, . Given 
cyi as defined in the Introduction, determine xi, yi so that xi/Xi = 01~ ,
ri/ji = -01~ and let pi = N,(xJ, n$ = -Ni( yi). The ni and pi generate p(S). 
For each i = 1,2,3 let ri = 1, pi , ni , or mi . Choose yi , zi depending on 
the choice of ri as follows: yi = 1, oli , ai , 1, respectively: zi = 1, xi , yi , 
m:‘2, respectively. Now, suppose that r,rg8 = A2, A E Q*. Then y1y2ya = 
(z~z~&-~)~ and so z,z~J-l E U. The various elements ~(z~z&-~) of g 
obtained in this way generate L@ over a+. Thus, the various units z~z~&-~ 
obtained will, along with - 1, (Ye , 01~ , olg, generate U. Note that if pi is 
defined, then ni = 1 so pi would be constructed as one of the z,zgJ-l. 
Following the proof of Theorem 6, we show how to pick out enough relations 
rlvs E Q *2 to get the generators of U. 
Proof of Theorem 6. 
(a) If U, U’ are positively isomorphic, then isomorphisms from Hi 
to Hi and HlH2H3 to HiHiHA are induced, which must be positive. By 
Theorem 2, these isomorphisms are induced by a positive isomorphism 
Q % 9’ carrying a onto 9’. Clearly, B+ is carried onto B’+. This means 
that Y is positively isomorphic to Y’. If Y and Y’ are positively isomorphic, 
then so are H, = H,H,H, and Hh = HiHiHA and so are U and U’. 
(b) Consider p(a12, -1, -1). cx12 = cyJ&, , -1 = m1~2/-m1~2, -1 = 
m1/2/-m1/2 so p(a12, -1, -1) = m.gn, . In other words, p(pJ,) = m2m3 . 
Since m1m2m3 is a square, and m, is not, plhl $ Y. Also, p(&l&2&J = 
(mlm2ms)2 EQ *2* so Plbd P 2 &E Y. Now, p(h,) E Q*” if and only if 
T.44 = (a 1 , 1, 1) for some u E U. But this implies us2 = u-l = usa so 
Us1 = u E U, , and u2 = 01~ . This implies that u = &j?, . But then, 
us2 = ---u--~ a contradiction. So, h, +! Y. Similarly, &) E Q*2 implies 
011 = /$” so Kl has a unit of norm - 1 in this case. Conversely, if /3, is defined 
then d.P1) = (al, - 1, - 1) so cc1 E Y. Similar remarks apply to p&2 , EL.& , 
h, , h, , p2, and ps . This completes (b). 
If, for a given field K, generators of Y have been determined, then the 
relations r,rg3 to which the previous construction for generating units should 
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be applied can be chosen as follows. Let pi = 1, &, pi, or hipi and suppose 
p1pg3 is a generator of Y. Then choosing ri = 1, pi , nl , mi , respectively, 
depending on ri , r,r,r, E Q*“. In this way, a set of generators of @ over 9+ 
can be picked out. 
4. THEOREMS FOR hf3 
Proof of Theorem 7 
In this case, each Hi r C, , the positive element is nontrivial, and the 
negative element is trivial. Suppose that K and K’ are type M, and that H, 
and HI have the same order. Since both are thus isomorphic to Czn for the 
same n, there is an isomorphism H, 3r H: sending each Hi to Hi. Indeed, 
in case MS, H,HJ& r C2e. An isomorphism H, % Hh sending Hi to Hi 
is automatically positive. Thus I H, : 11 =IH::l/ifandonlyifUandU 
are positively isomorphic. Since I H,H&& : 1 I = I H;HiHi : 1 1 = 4 in case 
M3 , I H, : H,H2H3 j = I HL : H;HiHA 1 if and only if U and U’ are positively 
isomorphic. 
Given two fields K, K’ type MS, if H, = HIH&, and H: = HiHiHi then 
U q U’ positively, by the preceding paragraph. On the other hand, if 
H, # HlH2H3 , Hh # HiHiHj then U = U,iJ,U, and u’ = U;Ui U; by 
Theorem 4, and it is trivial to check that U !% U’ in this case. So, there are 
just two M3 type isomorphism classes. 
Suppose H, # H,H,H, . In the notation used in the proof of Theorem 2, 
B,, , B1 , B, , B3 are the elements of H, not in H,H,H, which is order 4. So, 
I H, : H,H,H, I = 2 if U = U,U,U, . Suppose H, = H,H,H, . Clearly, 
only one u E U is needed to generate U over U,U,U, , namely, u such that 
9x4 = Wl 3 A332 9 93) f or some choice of signs. So, I U : U, U&J, I = 2 
if H, = H,H,H, . This completes Theorem 7. 
We mention here a method for determining which isomorphism class 
occurs in a field of type Ms. A l-cocycle of G in U is given by 
& F+ -/@J&J& . Let y E K* such that ysd-l = -~#&J~i . Then it is 
easily checked that (/3,/32~sy2)s~ = pJ32/3sy2 for i = 1,2,3. Now, U # 
U,U,U, if and only if /31/32/33 is a square in K* if and only if /@,&y2 is a 
square in K*. The only rational numbers which are squares in K* are in the 
group generated by ml, m2, m3, and Q*“. If the /$ are known, the following 
can be used to compute /31/3.$3y2. Suppose pi2 = A&i + 1, where Ai E 2. 
We may take y = 1 - klE1 - ,&‘/z?;~ - El&‘. Then ,81&$3y2 = 
+(A1A2A3 + KA12 + 4)(A22 + 4K432 + 4)11/2> - 2@1 + A2 + A3). 
The examples quoted in Table I (lines 27 and 28) are taken from Cohn’s 
table [l, p. 1551. Here is how they work out with the above method. 
m, = 10, m2 = 17, m3 = 170. Then, & = 3 + 101i2, p2 = 4 + 171j2, 
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/3, = 13 + 1701/a, A, = 6, A, = 8, A, = 26. So, ~J3&?& = 1224 = 
2 * 62 * 17. Now, 2 is not in the subgroup of Q* generated by 10,17, and Q*a, 
so /3&?,/& is not a square in K* so U = U,U,U, . 
For m, = 2, m2 = 5, m3 = 10 we have & = 1 + 2112, /& = (1 + 51/2)/2, 
p3 = 3 + 1O1/2 so Al = 2, A, = 1, A, = 6. Then /3J3&y2 = 8. 
so, u f UlUJJ, and 2(2)lj2(1 - EIE1 - @j3;l - Br’&‘)-l = 
$(3 + 21i2 + SJ2 + 101i2) is a unit which generates U over U,U,U, . 
5. TABLES AND EXAMPLES 
As indicated before, Table I was constructed to give one representative 
of each positive isomorphism class for the subgroup Y consistent with 
Theorem 6. Column A of Table I gives generators for Y in that positive 
isomorphism class. Column B gives products of ai’s which become squares 
in K. Column C gives the number of distinct subgroups Y obtained from the 
given one by permutation of subscripts. Columns D, E, F, G list #(H,H,H,), 
1 H, : H,H,H, 1, I H : H, 1, and 1 U : U,U,U, I, respectively. We note that 
#W,H,Hd = 32/#(Y) in cases M,, , Ml, M2, I U : U,U,U, j * #(H,H,H,) = 
25-i in case Mi for i = 0, 1,2. 1 H, : H,H,H, 1 is immediate from Theorem 4. 
To show how / H : H, j was determined and to lay the groundwork for the 
subsequent discussion, we consider again the numbers ni , pi defined following 
the proof of Theorem 5. These are integers such that p(&) = pi and p(pJ = yli 
mod Q*2. Now they may be (uniquely) chosen to be square-free integers. 
In this case, we can easily check that any prime dividing pini is ramified in 
KJQ. Further, nipi = mi (mod Q*3 and so gcd(ni ,pJ = 1 or 2. 
Now, suppose K is type M,, and / H : H, / = 2. By Theorem 4,p, = p2 = 
p3 = 2 or n, = n2 = n3 = 2. Indeed, the only norms of integers of K which 
are composed entirely of ramified primes are 1, -mi , pi , --ni . If mi = 2, 
K is not type M, . Now, this means that X,X, and h& or p1p2 and p2pz are 
in Y, that is, cases 8A and 8B. Conversely, in case 8A, p1 = p2 = p3, so 
any prime dividing pi must ramify in all KJQ; so p1 = pz = ps = 2 and 
/ H : H, / = 2. Similarly, case 8B implies / H : H, j = 2. Now, if K is type 
Ml and 1 H : H, I = 2, then some Ki = Q[21j2], say Kl = Q[21j2]. But then 
m, = p1 = p2 = p3 = 2 or m, = p1 = n, = n2 = 2 which means either 22 
or 23. An argument similar to the preceeding shows, indeed, that 
/ H : H, / = 2 in cases 22 and 23. 
There are no fields in some of the isomorphism classes, namely, 12, 13, 
14, 15, 16, and 24. In 12, p1 = p2 = m3 so p1 = p2 = m3 = 2 which 
contradicts case M,, . 13 and 14 are similarly disposed of. In 15, n, = ps , 
n, = n3, p1 = m3. From m1m2m3 E Q*2, we deduce m3 = p2. So, again, any 
prime dividing m3 must totally ramify in K/Q. Thus, m3 = 2, a contradiction. 
Class 16 is similar. (Note: If ab E Q*2 and a, b are square free integers, then 
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a=b.)In24wehaven,=l,p,=m,=m,,p,=m,=m,.Asbefore, 
we have m, = 2 and ma = 2m,, say, where m, is odd. Now, 2 ramifies in 
KS/Q, so m2 M 3 (mod 4) so some prime q M 3 (mod 4) divides m2. But this 
contradicts the solvability of both x2 - m2y2 = 2 = pz and ~2 - 2m2y2 = 
-2 = -n3. 
In the remaining cases, we give examples of fields K in each isomorphism 
class. For some classes (8A, IOA, IOB, 25, 26, 27, 28) we give only a specific 
numerical example in the “Remarks” column of Table I. This is given as a 
triple (m, , m2 , m3). In the other cases, Table II gives for each a class of 
examples. The notation in Table II is that p, q, r, s are primes to be chosen 
with the indicated residue classes modulo 8 and with the quadratic character 
values given. This allows, in each case, the principal factors of such Ki to be 
deduced and so p(9) and Y to be computed. 
For example, consider case 6A. It is required that p 3 q z 7 (mod 8) and 
(q/p) = -1. Now, the principal factors of Q(p112) are 2, -2p, or 2p, -2. 
Since (-2/p) = - 1, we must have pi = 2, ni = 2p, if mi = p. Similarly, 
p2 = 2, n2 = 2 q i m2 = q. As 2 does not ramify in KJQ, K, = Q[(pq)‘/“], f 
we must have the principal factors to be p, -q, or q, -p. Since (q/p) = - 1, 
we must have p3 = p, n3 = q. p(9) is generated by 2, p, q (mod Q*3 so Y is 
order 4. Two evident generators are )clh2 and hzp2p-d3 (fromp, * pa = (2)(2) = 4 
and p+gz, = (2)(2q)(q) = 4q2). This is 6A, as desired. 
We turn, finally, to the questions of GG’-isomorphism classes as opposed 
to positive GG’-isomorphism classes. Given two fields K and K’ such that U 
and U’ are GG’-isomorphic, it is evident that such an isomorphism induces 
a GG’-isomorphism from V to V’ which maps .5% to 8’. The converse is 
provided by Theorem 2. As 27 and 28 are nonisomorphic, we consider only 
cases MO , Ml , M, . To determine possible GG’-isomorphic unit groups to 
a given U, we consider the effects of homomorphismsf;:: Ui + Ui such that 
j&) = -&y. Knowledge of what happens to the ai is sufficient to 
determine the image of @ (see Lemma A). The $1 exponent has no effect 
on the image of g since (cY’~, 1, l), etc., are in 8’ already. The choice of f 
sign is restricted only by 9?’ C %‘, even though Q may not map onto 9’. 
For example, consider 6A again. 99 is generated by (a1 , 01~ , l), (1, - 1, - &, 
(1, a22, 1). If OIi tt E&X; , where l i = f 1 then ele2 = 1, Ed = 1, e22 = 1 so 
we have e1 = e2 . Taking Ed = e2 = - 1, &9 maps to the group generated by 
t-4 2 -4, I), (1, -1, -4, (1, cyp, 1) which implies that Y’ is generated 
by t-& and t&&, case 6B. E~ = ~~ = 1, of course, results in 6A again. 
In this way, the AB pairs in Table I are seen to be isomorphic. A quick way 
to check is to notice that a GG’-isomorphism must induce a homomorphism 
from X to X’ which, besides permuting subscripts, may change the “parity” 
of individual hi’s (that is, hi to r-l; and pi to hi). However, the “parity” of 
elements in Y must be the same as that of their images. Thus, for example, 
in 23, p1 can only go to & so X, to hi. Then X2 must go to hi and h, to h; . 
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That is, a CC’-isomorphism of K with K’ and K type 23 implies that K’ is 
type 23, so there must be a positive CC’-isomorphism. In some cases 
(9,21, 11,4) there are nonpositive GG’-isomorphisms of a field with itself. 
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