Current benchmarks for optical flow algorithms evaluate the estimation either directly by comparing the predicted flow fields with the ground truth or indirectly by using the predicted flow fields for frame interpolation and then comparing the interpolated frames with the actual frames. In the latter case, objective quality measures such as the mean squared error are typically employed. However, it is well known that for image quality assessment, the actual quality experienced by the user cannot be fully deduced from such simple measures. Hence, we conducted a subjective quality assessment crowdscouring study for the interpolated frames provided by one of the optical flow benchmarks, the Middlebury benchmark. It contains interpolated frames from 155 methods applied to each of 8 contents. For this purpose, we collected forced choice paired comparisons between interpolated images and corresponding ground truth. To increase the sensitivity of observers when judging minute difference in paired comparisons we introduced a new method to the field of full-reference quality assessment, called artifact amplification. From the crowdsourcing data (5887 participants, 3720 comparisons of 50 votes each) we reconstructed absolute quality scale values according to Thurstone's model. As a result, we obtained a re-ranking of the 155 participating algorithms w.r.t. the visual quality of the interpolated frames. This re-ranking not only shows the necessity of visual quality assessment as another evaluation metric for optical flow and frame interpolation benchmarks, the results also provide the ground truth for designing novel image quality assessment (IQA) methods dedicated to perceptual quality of interpolated images. As a first step, we proposed such a new fullreference method, called WAE-IQA. By weighing the local differences between an interpolated image and its ground truth WAE-IQA performed slightly better than the currently best FR-IQA approach from the literature.
Introduction
As one of the basic video processing techniques, frame interpolation, namely computing interpolated in-between images in image sequences, is a necessary step in numerous applications such as temporal up-sampling for generating slow motion videos [14] , nonlinear video re-timing in special effects movie editing [20] , and frame rate conversion between broadcast standards [22] . One of the main concepts in frame interpolation is motion compensation. In this context, required frames are obtained by interpolating the image content along the path of motion. Thereby, the apparent motion in terms of the so-called optical flow can be derived in various ways. Typical approaches for this task include block matching techniques [10], frequency-based approaches [22] , variational methods [26] or convolutional neural networks [2, 14] .
Since the quality of the interpolated frames heavily depends on the underlying optical flow algorithm, the evaluation of the results is a critical issue. However, currently, there is only one optical flow benchmark that offers the assessment of interpolated frames: the Middlebury benchmark [1] . Regarding the quality of the motion estimation, it considers angular and endpoint errors between the estimated flow and the ground truth flow. More importantly, it also offers a direct evaluation of the corresponding motion-compensated interpolation results between frame pairs, which is based on the root mean squared error (RMSE) and the gradient normalized RMSE between the interpolated image and the ground truth image.
In general, the direct evaluation of the frame interpolation results is useful, since the accuracy of the motion estimation is not always directly related to the quality of the motion-compensated frame interpolation. For example, motion errors in low-textured regions are less noticeable in the interpolation result than motion errors in highly-textured regions. However, specifically designed error measures such as the gradient normalized RMSE even revert this relation and penalize interpolation errors in high-textured regions less severely which adapts the error measure to the shortcomings of motion-based frame interpolation techniques instead of trying to assess the frame interpolation quality adequately. Moreover, it is well known that even the standard mean square error can be misleading and may not reliably reflect image quality as perceived by the human visual system (HVS) [36] . This fact also becomes obvious from the Middlebury web-page, where some of the interpolated images have the same RMSE but exhibit obvious differences in image quality (see Fig. 1 ). Evidently, there is a clear need to improve the assessment of motion-compensated interpolation results. Therefore, we propose to change the quality assessment in such a way that the evaluation of the results takes perceived visual quality assessment into consideration.
Regarding visual quality assessment methods, we take full-reference image quality assessment (FR-IQA) into consideration, since ground truth in-between images are available in the Middlebury benchmark. There are several FR-IQA methods that consider the HVS, which were designed to estimate image quality degradation due to common artifacts, namely the ones caused by processing such as data compression or by losses in data transmission. However, the artifacts induced by optical flow algorithms lead to interpolated images with different specific distortions (see Fig. 2 ). In this article we show that seven of the most popular objective FR-IQA methods have rather low correlations with the evaluations made by human observers, regardless of whether the methods are based on the HVS or just on pixelwise errors such as RMSE; see Table 3 (in Section 7). The VSI [42] method is one of the best FR-IQA methods. When trained and tested on the LIVE database it yields a Spearman rank-order correlation coefficient (SROCC) of 0.952 w.r.t. ground truth consisting of mean opinion scores (MOS) from a controlled lab study [29] . However, even VSI only gave a SROCC of 0.6577 w.r.t. MOS reconstructed from paired comparisons when applied to the interpolated images by optical flow algorithms. This demonstrates that current FR-IQA methods are not able to cope with the specific distortion types that arise in interpolated frames produced by optical flow algorithms. Therefore, a new FR-IQA method specifically designed for such images is needed. However, before the research in such FR-IQA methods can proceed, ground truth data, namely subjective quality scores of such images need to be collected, a first set of which is provided by our study.
Regarding the subjective quality evaluation, lab-studies are well established due to their reliability. In particular, the experimental environment and the evaluation process can be controlled. However, it is time consuming and costly, which severely limits the number of images to be assessed. In contrast, crowdsourcing studies can be less expensive. Moreover, the reliability of crowdsourcing has been proven to be acceptable, if the setup is appropriate and the crowd workers are trained [28] .
In our preliminary work, [21] , with the help of crowdsourcing, we have implemented paired comparisons to collect subjective quality scores of the interpolated images in the Middlebury benchmark, denoted as StudyMB 1.0. However, the limitation of StudyMB 1.0 is that the quality differences between some of the images are hardly visible. Even though in the instructions we had highlighted the main degraded parts according to our visual observation, still some of the image pairs could not be well judged by the subjects. For instance, both of the images shown in Fig. 3 , which were displayed as a pair in StudyMB 1.0, were assigned the same quality score, although the quality differences between them become obvious when inspected in detail.
Thus, we improved the design of the subjective study in the following two ways. (1) Artifact zooming: We help users identify the degradation by providing zoomed image portions that contain the most noticeable artifacts. (2) Artifact amplification: We increase the local contrast of the images without significantly changing the average color properties of the images in the changed areas.
In this paper, we implemented this improved paired comparisons of interpolated images given by optical flow algorithms in the Middlebury interpolation benchmark and reranked them accordingly (denoted as StudyMB 2.0). Comparing the old ranking according to RMSE in the Middlebury benchmark and the re-ranking according to our improved subjective study then allows us to judge the suitability of existing quality metrics.
The outcome of our study is clear. It demonstrates that current FR-IQA methods are not suitable for assessing the perceived visual quality of interpolated frames that have been created by using optical flow algorithms. Therefore, using the collected subjective scores as ground truth, we propose a novel FR-IQA method. It is based on a weighted absolute error (WAE) which locally assigns different weights to absolute errors between the interpolated image and its ground truth. The average result of the leave-one-out (LOO) cross validation shows that WAE-IQA offers a slightly better performance for the interpolated Middlebury images than the currently best FR-IQA method from the literature.
Summarizing, compared to [21] , the contribution of the current journal paper is threefold:
-We provide better subjective quality scores via artifact amplification and zooming, which serve as a basis for the development and evaluation of new FR-IQA methods. -Based on the new scores, we reveal the poor performance of existing FR-IQA methods when predicting the quality of motion compensated frame interpolation. -We further propose a weighted error based FR-IQA method, which is specifically designed for the frame interpolation with motion compensation. Fig. 3 A pair of images that obtained the same average score in StudyMB 1.0. However, quality differences exist, especially in the zoom-in parts (see the portions in black rectangles).
Related Work
As the recent literature on frame interpolation shows, there is mainly one benchmark that is considered for evaluating the performance of frame interpolation methods: the Middlebury benchmark. Originally designed for the evaluation of optical flow algorithms, this benchmark also offers an evaluation of motion-based frame interpolation results based on the calculated optical flow. To this end, it compares the interpolated frames with the ground truth in-between images that have been obtained by recording or rendering the original image sequence with a higher frame rate. Hence, despite of its original focus on evaluating optical flow methods, in the last few years this benchmark has become the de facto standard for the evaluation and comparison of frame interpolation algorithms; see e.g. [22, 23, 26] . Apart from the Middlebury benchmark, there are also two other datasets that are, however, less frequently considered for evaluation. While some interpolation algorithms like [9, 17] use the UCF 101 dataset [30] for training and testing, others like [8, 40] considered the videos from [33, 34] .
Regarding the assessment of the interpolation quality, both the Middlebury benchmark and the other data sets rely on standard metrics, such as MSE, PSNR, or SSIM to measure the differences between the interpolated result and the ground truth in-between image. However, to the best of our knowledge, there have been no attempts so far to analyze how useful these metrics actually are to measure the quality of motion-compensated frame interpolation.
Regarding the amplification of artifacts we applied pixel value range expansion. This method was so far only adopted in reverse tone mapping operators (rTOMs), aiming to give low dynamic range images (LDR) the appearance of a higher dynamic range (HDR) without annoying artifacts [35] . The general technique of rTOM first identifies the brightest areas of the image, yielding a certain kind of expansion map. Those bright areas are then expanded to a significant extent using different dynamic range expansion functions, whereas the rest of the pixels of the image are kept unchanged or only slightly modified [19] . To the best of our knowledge, such idea of amplifying the pixel value range for increasing the error visibility was not adopted in any subjective image quality assessment study so far.
Prior Knowledge

Subjective Study
Absolute Category Rating (ACR) is a type of subjective testing where the test items are presented one at a time and are rated independently on one of five possible ordinal scales, i.e., Bad-1, Poor-2, Fair-3, Good-4, and Excellent-5 [13] .
ACR is easy and fast to implement, however, it has several drawbacks [4] . Participants may be confused when the categories of the rating scale have not been explained sufficiently well. They may also have different interpretations of the ACR scale, in particular in crowdsourcing experiments because of the wide range of cultural backgrounds and perceptual experiences of the crowd workers.
Moreover, the perceptual distances between two consecutive scale values, e.g., between 1 and 2, should ideally be the same. However, in practice this can hardly be achieved [12] . Also it is not easy to detect when a participant intentionally or carelessly gives false ratings. Alternatively, paired comparisons (PC) can solve some of the problems of ACR. In a PC test, items to be evaluated are presented as pairs. In a forced choice setting, one of the items must be chosen as the preferred one. The main advantage of this strategy is that it is highly discriminatory, which is very relevant when test items have nearly the same quality.
However, when implemented naively, comparing N items would require N 2 comparisons, too many to be prac-tical, when N is on the order of 100, for example. In our case, for each of the 8 sequences, we would have to compare N = 155 images, giving a total of 95,480 pairs. A practical solution to this problem is to resort to the concept of randomly paired comparisons that is based on randomly choosing a fraction of all possible paired comparisons. This strategy is not only more efficient, it also has been proven to be as reliable as full comparisons [38] . After obtaining results from these comparisons, subjective scores have to be reconstructed. This can be done based on Thurstone's model [18, 31] or the Bradley-Terry model [3] .
Thurstone's Model
Thurstone's model provides the basis for a psychometric method for assigning scale values to options on a 1-D continuum from paired comparisons data. It assumes that an option's quality is a Gaussian random variable, thereby accommodating differing opinions about the quality of an option. Then each option's latent quality score is revealed by the mean of the corresponding Gaussian.
The result of a paired comparison experiment is a square count matrix C denoting the number of times that each option was preferred over any other option. More specifically, for n comparisons of option A i with option A j , C i, j gives the number of times A i was preferred over A j . Similarly, C j,i in the count matrix denotes the number of times that A j was preferred over A i , and we have C i, j +C j,i = n.
According to Thurstone's Case V, subjective qualities about two options A and B are modelled as uncorrelated Gaussian random variables A and B with mean opinions µ A , µ B and variances σ A 2 , σ B 2 , respectively. When individuals decide which of the two options is better, they draw realizations from their quality distributions, and then choose the option with higher quality. More specifically, they choose option A over option B if their sample from the random variable
is greater than 0. Therefore, the probability of a subject to prefer option A over B is:
where Φ(·) is the standard normal cumulative distribution function (CDF).
Thurstone proposed to estimate P(A > B) by the empirical proportion of people preferring A over B, which can be derived from the count matrix C as:
The estimated quality differenceμ AB can be derived from inverting Eq. 1, giving:
known as Thurstone's Law of Comparative Judgment, where Φ −1 (·) is the inverse standard normal CDF, or z-score. Least-squares fitting or maximum likelihood estimation (MLE) can be then applied to estimate the scale values µ A for all involved stimuli A. For more details we refer to [32] .
4 Subjective Quality Assessment: StudyMB 2.0
Data and Study Design
In order to re-rank the methods in the Middlebury benchmark, we implemented paired comparisons based on Thurstone's model with least-squares estimation to obtain subjective judgments of the image qualities. In the benchmark, there are 8 sets of 155 interpolated images each, most of which had been generated by optical flow methods. 1 . To run a complete set of possible comparisons would require collecting ratings for 8 × 155 × 154/2 pairs, which is too many for practical purposes. However, it is sufficient to compare only a subset of these pairs. Therefore, we randomly sample pairs within each of the 8 sets, such that the 155 images form a random sparse graph with a vertex degree of 6 i.e., each image was to be randomly compared to exactly 6 other images, which resulted in 465 × 8 = 3720 pairs of images. We ran the experiment using the Figure Eight platform [7] . In total there were 47 tasks in the job, each consisting of one page. Each page we showed 10 sequences of 8 pairs of images. In each sequence one pair of images from each of the 8 contents of the benchmark were selected (i.e., 8 pairs of images starting from Mequon until Evergreen). Payments were initiated for each completed page. For each pair of images to be compared, we collected 50 votes from the crowd workers. In total there are 5887 crowd workers participated in the eight jobs.
In order to increase the sensitivity of the subjective detection of minute differences between two interpolated images, we applied two methods.
(1) Artifact amplification. Interpolated images in the benchmark differ from the ground truth images. The pixel-wise differences w.r.t. the ground truth images were artificially increased for display and judgment. (2) Artifact zooming. Artifacts due to interpolation based on optical flow tend to be localized in images, for example nearby edges of moving objects. To steer the attention of the crowd workers towards these most heavily degraded image portions, these regions were displayed also enlarged below the full image above.
The crowdsourcing interface for one comparison as shown in Fig. 4 . It contains the zoomed image regions with the most severe distortions for each of the images to be compared and additionally the ground truth image, in full size and with the zoomed portion. In the next two subsections we give the details for these two methods. 
Artifact Amplification by Local RGB Transformation
Since the human visual system is not sensitive enough to reliably detect the quality differences for many of the interpolated images [21], we artificially emphasized the defects by linearly scaling up the differences relative to the ground truth. Following Weber's law [6] , given an interpolated image, we basically enlarged the RGB pixel differences for all pixels linearly, followinĝ
where v is an original RGB (ground truth) component value, and α ≥ 1 is a fixed amplification factor. For 24 bit color images, the transformed RGB component values should not be outside the range [0, 255], which could be achieved by common clamping. However, clamping is a nonlinear operation which might actually remove differences in artifacts between two interpolated images. Therefore, we propose to reduce the amplification factor α at pixels where the linear RGB transformation would require clamping, to the maximal α without requiring clamping. See Algorithm 1 for the details.
Algorithm 1 Pixel-wise Artifact Amplification 1: α:= default value, e.g.,4 ;
else 10: αmax r = α; 11:
end if 12: end for 13: for g, b components do 14:
same as above for r component; 15: end for 16: α := min(α, αmax r , αmax g , αmax b );
As shown in Fig. 5 , before the pixel value range amplification, it is extremely hard to distinguish the quality differences between the original pair of images. After the amplification the differences become much more obvious and thus easier for participants in our experiment to provide reliable annotations.
Artifact Zooming
In addition to boosting pixel value differences, we also zoomed into the relevant regions that have the most noticeable degradation. Such regions of each set of images were extracted via the following steps (see Fig. 6 ):
-Step 1: Gaussian Smoothed Average Error Image
For the n-th image I n of 155 interpolated images from the same scene, the absolute error compared to the ground truth image I 0 was first computed, giving an absolute error image E n = |I n − I 0 |.
The mean of all 155 absolute error images is
A Gaussian filter (standard deviation of 20) was applied to the average error image E avg , resulting in the Gaussian smoothed average error image,Ẽ avg .
-Step 2: Segmentation
Using Otsu's method [24] , the smoothed average error imageẼ avg was segmented into two or more parts. The most noticeable degraded portions were then extracted by bounding boxes around the segmented parts.
Quality Assurance and Quality Control
Before the actual paired comparison, there was a training session, in which workers were instructed how to compare the quality of images. Since the visual differences between some images are not that obvious, we explained in the instructions how to compare the image quality; see Fig. 7 .
In order to assure the reliability of the crowd workers, the unreliable ones need to be detected and disallowed to continue. This was done by requiring crowd workers to answer test questions. For the test questions we chose image pairs with the ground truth in-between image as one of the images, and the other image of bad quality. Then the expected, correct answer, was obviously given by choosing the ground truth image as the one with a better quality.
Before crowd workers were allowed to start a job, they had to pass a quiz which was composed entirely of test questions. This ensures that only capable crowd workers that proved to be able to work on the subject matter of the job, would be able to enter the job. Crowd workers that failed the quiz were permanently disqualified from working on the job. After passing the quiz, crowd workers were admitted to start the real job. During the job, they had to answer further hidden test questions. Once a crowd worker failed more than 30% of the hidden test questions, he or she was disqualified and removed from the job. Only crowd workers who passed the quiz and showed an accuracy above 70% on the hidden test questions were regarded as reliable.
Re-ranking Results
In our study we chose to compare image pairs only within each of the eight sets of 155 images. Using the collected comparative judgments we reconstructed absolute quality scale values for each image using Thurstone's model and the code provided by [32] . However, because we did not have cross-set comparisons available, the range of values reconstructed for each set are independent of each other. We propose a simple procedure to align the reconstructed scales, by introducing virtual anchors. We added two fictitious images as anchors. One of them represents the worst quality among all the images, and the other one is like the ground truth image, with a quality that is better than that of all the other images.
After reconstruction of the scale values for the 155+2 images in each set, we linearly rescaled the quality scores such that the quality of the virtual worst quality image became 0, and that of the ground truth image became 1. In this way, we rescaled the reconstructed scores to the interval [0, 1]. All reconstructed quality values, accompanied by their corresponding rankings, are shown in Table 4 and 5. The differences between the re-ranking (ranked according to subjective study) and their corresponding ranking in the Middlebury benchmark (ranked according to RMSE) are shown in Table 6 and 7.
Each set was scaled and ranked separately. Then the average qualityofamethod was obtained by taking the mean of the (scaled) quality values of the 8 sets, which resulted in an overall rank. Fig. 8 shows the histogram of the reconstructed quality scores of all the 8 sets of images. Besides, the histogram of the average quality scores of 155 methods is depicted in Fig. 9 . The best three methods ranked by the subjective study, i.e., CtxSyn [23], CyclicGen [16], and SuperSlomo [14], ranked 2nd, 1st, and 3rd in the Middlebury benchmark, respectively. Overall, as shown in Fig. 10 , 49 methods showed (average) rank differences up to 10, and 45 methods gave (average) differences of more than 30 between their rerankings and the rankings in the Middlebury benchmark. 2 As an overall analysis, Table 1 shows the bootstrapped (after 1000 iterations) SROCC values accompanied by the 95% confidence intervals (CI) between the ranking in the Middlebury benchmark (i.e., ranking according to RMSE) and the re-ranking according to our subjective study. Note that the CI of SROCC was computed by transforming the rank correlation score into an approximate z-score using the Fisher transform [27] . In a nutshell, a CI of probability p is given by tanh(arctan r ± Φ −1 (p)/ √ n − 3), where r denotes the estimated SROCC, n is the sampling size, and Φ −1 is the inverse of the standard normal CDF. In order to visualize the result, we computed the disagreement level as 1 − SROCC as shown in Fig. 11 . As mentioned before, we implemented StudyMB 1.0 in our preliminary work [21] . Similar as StudyMB 2.0, in 2 Some methods are specifically tailored for frame interpolation (e.g., SuperSlomo) and some are only tailored for optical flow estimation (e.g., DeepFlow2). StudyMB 1.0, we also used paired comparisons and crowdsourcing to collect subjective quality scores of the interpolated images in the Middlebury benchmark. However, there exist a number of differences between these two experiments, leading to differences in the subjective scores obtained.
Differences in Data
In StudyMB 1.0, we evaluated the interpolation performances of 141 optical flow methods. 14 more methods were added in StudyMB 2.0, resulting in 155 optical flow methods. Note that for later comparisons between these two experiments, we ignored those 14 more methods in StudyMB 2.0 to make them comparable.
Regarding the scale of the subjective study, in StudyMB 2.0, we collected 20 more votes from each crowd worker than that in StudyMB 1.0 (i.e., we collected 30 votes in StudyMB 1.0 and 50 votes in StudyMB 2.0). This leads to an increase of the precision of the subjective study.
Differences in Study Design
The first difference regarding study design is that, instead of launching eight separate jobs (in StudyMB 1.0), each of which consists of the same contents, we mixed all the eight sets as one job in StudyMB 2.0. This avoided the phenomenon of semantic satiation [5, 25] which can occur not only in text but also in images.
The other difference is that in the instructions of StudyMB 2.0, we did not only highlight degraded parts as in StudyMB 1.0, but we also amplified the pixel value range of the interpolated images for increasing the visibility of the quality differences and zoomed the most noticeable parts, in order to draw attention to the regions of interest and make it easier for participants to perform their task. 
Sensitivity to Quality Differences
As described in Equation 2, the probability P(A > B) in the count matrix C denotes the empirical proportion of people preferring A over B. Thus, P = 0.5 illustrates that options A and B got exactly the same number of votes in the subjective study (i.e., A and B are of the same quality), whereas P = 0 or P = 1 depicts the fact that either A or B obtained all the votes whereas the other one got no vote (i.e., A or B is much better than the other one). Therefore, the distribution of the probabilities in the count matrices can properly reveal the sensitivity to quality differences of the subjective study. To this end, we computed the cumulative distribution function (CDF) of the aggregated probabilities in all the count matrices (of all the eight sets) for both of the two experiments, and fitted their CDFs to probability density function (PDF). As shown in Fig. 12 , the PDF of StudyMB 1.0 approaches to a normal distribution with a peak at probability 0.5, which illustrates that for most of the image pairs in the experiment, their quality differences are hardly distinguishable. The PDF of StudyMB 2.0 appears almost complementary to that of StudyMB 1.0, having the form of a Beta distribution (α = β = 0.5, approximately), indicating that for most of the image pairs in the experiment, their quality differences are obvious. Comparing the PDFs between these two experiments shows that the study design of StudyMB 2.0 leads to a much higher sensitivity to image quality differences for the subjects than that of StudyMB 1.0. 
Scale of Quality Scores
As described before, subjective qualities about two options A and B are modelled as uncorrelated Gaussian random variables A and B with means µ A , µ B and variances σ A 2 , σ B 2 , respectively. According to Thurstone's Case V, all options have equal variance and zero correlations, which is commonly approached by assuming σ A 2 = σ B 2 = 1. Conversely, for each reconstructed MOS, its corresponding Gaussian distribution can be plotted using Thurstone's Case V model. As shown in Fig. 13 , 10 out of 141 Gaussian distributions correspond to their respective MOS were sorted from the worst to the best. It is obvious that the spreads of the Gaussian distributions in StudyMB 2.0 are much wider than the ones in StudyMB 1.0, which indicates that the subjective scores obtained in StudyMB 2.0 are better scaled than those in StudyMB 1.0.
Differences in Subjective Scores
The differences in data and study design between StudyMB 1.0 and StudyMB 2.0 lead to the differences of subjective scores obtained for the interpolated images. In this regard, we investigated the correlations of MOS and re-ranking results between these two experiments.
MOS Correlations
We computed Pearson's linear correlation coefficient (PLCC), SROCC, and Kendall's rank-order correlation coefficient (KROCC) between the subjective scores obtained in StudyMB 1.0 and 2.0. As shown in Table 2 , the aforementioned three correlations between these two experiments are 0.65 (PLCC), 0.56 (SROCC) and 0.41 (KROCC) on average, which indicates an obvious difference of the subjective quality scores obtained for the same images. It can be seen that, on average, there are 8 methods whose re-rankings differ up to 20 places, and 50 methods differ up to 30 places. There are 52 methods having re-ranking differences up to 40 places, and 21 methods showing differences up to 50 places. For the remaining 10 methods, their re-rankings differ more than 50 places. Overall, the re-ranking differences further illustrate that there exist large differences of the quality scores obtained for the same interpolated images between these two experiments. In summary, the main difference between StudyMB 1.0 and 2.0 is that we adopted artifact amplification as well as artifact zooming in StudyMB 2.0, which increased the sensitivity of the subjective study to a large extent. This gives rise to more precise and better scaled subjective quality scores of the interpolated images than the ones obtained in StudyMB 1.0.
Re-ranking Differences
7 Weighted Absolute Error as FR-IQA As described in Section 5, the re-ranking result of our subjective study shows that RMSE cannot reveal the perceptual quality of interpolated frames well. In fact, besides RMSE, most of the current FR-IQA methods cannot cope with the specific distortions that arise in interpolated frames produced by optical flow algorithms. As shown in Table 3 For example, VSI, one of the best FR-IQA methods based on saliency, yielded an SROCC of 0.952 when trained and tested on the LIVE database. However, when we applied the same method to the interpolated images by optical flow algorithms, VSI gave an SROCC of only 0.6577. This is likely due to two reasons:
-The artifacts induced by optical flow algorithms lead to interpolated images that exhibit different, task-specific distortions that are not sufficiently taken into account in the IQA method. -Saliency based methods like VSI focus on the most salient image regions. However, these may be just those that are not the most severely distorted parts, as shown in Fig. 15b and c.
Furthermore, we extracted the saliency map for the same image using GBVS [11], one of the most widely used saliency detection methods. It can be seen from Fig. 15d that the resulting saliency map differs from the smoothed average error image to a large extent as well.
The other FR-IQA methods mainly rely on a global difference between the distorted image and its ground truth. Let us consider for example SSIM, MAD, FSIM, and GMSD. SSIM and MAD mainly compare the similarity of luminance and contrast between the distorted image and the ground truth. The other two, GSIM and GMSD, are based on the similarity of gradient magnitude. As shown in Fig.  16 , the main regions of the errors extracted by these four methods are to some extent similar and consistent with the most noticeable portion as shown in Fig. 6 . However, they still could not estimate the perceptual quality of motioncompensated interpolated images well (giving an average SROCC of 0.6701, 0.6212, 0.6602 and 0.6628, respectively). This may be caused by localized distortions, while FR-IQA methods typically make comparisons globally.
To overcome this problem, we propose a method based on weighted absolute error (WAE-IQA). It computes the differences between an interpolated image and its ground truth for each pixel. Only pixels with a sufficiently large interpolation error are fully weighted and pixels with small errors are discounted. In addition a mild nonlinear scaling allows to shape weighted average error for better performance.
The proposed method WAE proceeds as follows (see Fig. 17, 18, and 19 ).
-Images are converted from RGB to 8-bit grayscale, giving an interpolated grayscale imageÎ and the corresponding grayscale ground truth image I.
-The pixelwise absolute errors ofÎ are computed and normalized to 1, which gives the normalized absolute error image I :
-For normalized absolute errors x ∈ [0, 1] we define a weight w(x) ∈ [0, 1] by the logistic function
where the slope s ∈ [0, ∞) and the shift t ∈ [0, 1] are parameters to be chosen.
-Normalized absolute errors x ∈ [0, 1] also nonlinearly scaled using a polynomial of degree 3,
where a 1 , a 2 , a 3 ∈ [0, ∞) are parameters to be chosen. -The weighted absolute error is
We selected the parameters s,t, a 1 , a 2 , a 3 optimally in terms of SROCC on the training sets in an 8-fold leaveone-out (LOO) cross-validation. We made use of the 155 ×8 interpolated images in the Middlebury benchmark together with their MOS obtained in our subjective study. For each LOO cross-validation, we used 7 sets for training, and the other set as the test set.
The SROCC results on the test set for each crossvalidation is shown in Table 3 . On average, WAE-IQA performed slightly better than RMSE. WAE-IQA performed best among all tested FR-IQA methods on three out of eight sets.
Conclusion and Future Work
We have adopted a well designed visual quality assessment to the Middlebury benchmark for frame interpolation based mostly on optical flow methods. Using artifact amplification, the sensitivity of our subjective study was increased significantly. Our study confirms that only using RMSE as an evaluation metric for image interpolation performance is not representative of subjective visual quality. Also current FR-IQA methods do not provide satisfying results on those interpolated images. This is due to the fact that such images, especially the ones generated by optical flow algorithms have specific distortions that are quite different from artifacts commonly addressed by conventional IQA methods. Hence, we proposed a novel FR-IQA method based on a weighted absolute error (WAE-IQA). While this approach outperformed the best FR-IQA method from the literature, the absolute ranking performance only improved slightly. This illustrates that the quality assessment for motion-compensated frame interpolation is a difficult task and there is still plenty of room for improvement.
In the future, we plan to make use of flow fields as side information to further improve the performance of evaluating the perceptual quality of motion-compensated interpolated images. Besides, in order to deal with the specific artifacts caused by motions in such images, we will investigate adopting video saliency detection methods as well as video quality assessment methods based on spatio-temporal information on such images. Furthermore, we will investigate adopting artifact amplification to I/VQA methods in order to improve their performances universally. Table 5 Subjective Quality Values and the Re-ranking of the Middlebury Benchmark (Part II) Table 6 Re-ranking of the Middlebury Benchmark. new: re-ranking given by subjective study. old: ranking in the Middlebury benchmark (Part I). Table 7 Re-ranking of the Middlebury Benchmark. new: re-ranking given by subjective study. old: ranking in the Middlebury benchmark (Part II).
