ABSTRACT Radio frequency interference (RFI) has become a critical issue to radio astronomy system (RAS) due to fast-expanding active wireless systems. A recent solution based on a coexistence paradigm offers some RFI-free durations for RAS but further expansion of RAS observation needs to cope with strong RFI. To enhance spectrum access opportunities for both wireless communications and RAS, we explore a new approach where both the systems simultaneously access the spectrum for some durations and RAS exploits RFI cancellation. The main challenge is the nonlinear distortion caused by strong RFI. We develop a signal model incorporating the nonlinearity effect and study its impact on RAS observation performance. We propose an auxiliary receiver assisted nonlinear-RFI cancellation scheme and a modified RAS signal detection scheme. Furthermore, we develop two channel estimators (unscented Kalman filter-based approach and nonlinear-to-linear mapping approach) for nonlinear systems which we apply in our RFI cancellation scheme. Analytical and numerical performance evaluation results show substantial performance advantage of our proposed methods and illustrate importance of incorporating nonlinearity in the channel estimation, RFI cancellation, and RAS signal detection.
I. INTRODUCTION
Radio spectrum is one of the most valuable natural resources and its usage can be divided into active and passive categories. The active one includes wireless transmission systems such as cellular wireless communications (CWC), Wi-Fi and satellite communications. The passive one corresponds to receive-only systems such as radio astronomy system (RAS). RAS detects astronomical signals from the space and its signal to noise ratio (SNR) can be as low as −60 dB [1] . Thus, RAS is very sensitive to radio frequency interference (RFI) and receiver noise. To cope with the noise sensitivity, very low-noise amplifiers (LNAs) have been developed for RAS [2] - [8] . To avoid RFI, RAS receivers are located in remote areas, typically surrounded by radio quiet zones. However, phenomenal growth of active wireless systems causes less spectrum access opportunities for RAS due to increasing RFI across time, frequency, and space. Due to the importance of RAS to science and society, the international telecommunication union (ITU) allocated some frequency bands to RAS and set some regulations and recommendations to protect RAS [1] , [9] - [12] . However, RAS generally needs astronomical observations in almost all available atmospheric windows ranging from 2 MHz to 1000 GHz and above. Thus, the issue of conflicting spectrum needs becomes more critical as both active and passive wireless systems expand.
Since both types of wireless services provide benefits to the society, their growth and coexistence are important. In view of such needs and conflicts, recently [13] and [14] proposed a shared spectrum access paradigm between CWC and RAS. With some coordination between the two systems, a threephase time division spectrum access is developed within a shared spectrum access zone, where both systems can geographically coexist without requiring radio quiet zones. This scheme uses three time intervals for CWC only phase, CWC+RAS phase, and RAS only phase within each time frame. The CWC+RAS phase has two main purposes -i) for absorbing different propagation times of active wireless transmitters so that no RFI occurs during the RAS only phase and ii) for fine tuning of the shared spectrum access zone/frame structure and synchronization. For better spectrum utilization, the three phases can be designed with different intervals across time according to the time-dependent average wireless traffic statistics of CWC. However, as spectrum needs of both systems increase, more aggressive strategies beyond the above time division sharing will be needed in the future. Exploiting tremendous advances in signal processing capabilities, a plausible approach for obtaining further spectrum access opportunities for RAS is to develop a system with advanced RFI cancellation under simultaneous spectrum access scenarios. It can be applied during the CWC only phase of the scheme in [13] and [14] or at specific RAS receivers where RFI cancellation is needed due to planned or unplanned RFI.
RFI mitigation plays an important role for RASs [15] - [17] . In [18] a new approach is introduced that uses an auxiliary receiver to detect the interference, and then by using a least mean square (LMS) filter, it removes the interference. In [19] the same technique is used on a different application with a larger filter length. In [20] a post correlation cancellation is introduced instead of a pre-correlation cancellation. All of these existing RFI mitigation methods do not consider nonlinearity at the low noise amplifier (LNA). Even in the current paradigm, sometimes unintentional strong RFI could enter into RAS receiver. For our explored scenario of simultaneous spectrum access between CWC and RAS, RFI would be much stronger, thus driving the RAS's LNA into a non-linear region. This creates a much more challenging RFI mitigation problem due to the non-linearity, and the existing approaches would not be effective. In this paper, we propose an efficient solution to such problem.
Our contributions are summarized below. 1) We develop a new signal model which incorporates non-linearity effects of LNA and analyze how RFI in the LNA non-linear region affects the performance of the RAS signal power detection using an existing detector. 2) We propose a nonlinear-RFI cancellation scheme and a modified RAS signal power detection scheme based on the above analytical development. 3) With the aid of a reference/auxiliary receiver, we develop an unscented Kalman filter (UKF) based approach [21] - [23] to estimate the channel of the interference to RAS under nonlinearity, which is to be used in the RFI cancellation and detection schemes. 4) For the above channel estimation task in the same system setting, we develop another novel channel estimator based on a nonlinear-to-linear mapping (NL-L). 5) We derive closed-form analytical expressions which characterize the performance of the proposed RAS signal detector under nonlinearity. 6) We conduct numerical performance comparisons of the proposed and existing approaches for channel estimation and RAS signal detection under nonlinearity effects and illustrate the performance advantage of the proposed approaches under different channel models and RFI modulations. We presented an earlier development covering the first three contributions in a conference paper [24] .
The paper is organized as follows. Section II describes the RAS system model with linear and nonlinear LNA and shows the effects of nonlinearity. Section III presents our proposed method for compensating the non-linearity effects and interference estimation using UKF and the new NL-L mapping with excision. Section IV includes a detailed analysis for the performance of the proposed RAS signal power detection. Section V covers numerical performance evaluation results and discussions. Section VI draws conclusions.
Throughout the paper the superscripts T and H represent the transpose and conjugate transpose operations. The subscripts bb, r and i refer to the baseband equivalent, real part and imaginary part, respectively. {X } and {X } denote the real and imaginary parts of X . The time averaging for
andx means the estimate of x. For the convenience of reading, we list abbreviations in Table 1 . 
II. SYSTEM MODEL
Radio astronomy systems detect the power of an astronomical signal in a desired bandwidth. The main challenge is that the signal is extremely weak, much below noise level, and is highly sensitive to RFI that comes from different radio sources. RFI negligible to CWC could be strong enough to disrupt RAS observations. Unintended RFI due to an imperfect system design or faulty devices could yield strong RFI to RAS. Similarly, in a simultaneous spectrum access scenario between CWC and RAS, RFI to RAS will be strong. Thus, we consider scenarios with strong RFI. We use an auxiliary (reference) receiver assisted RAS receiver similar to [18] , but the difference is the incorporation of nonlinearity effects in our work. Fig. 1 shows the composition of such an RAS receiver, where the auxiliary receiver assists the main receiver in the RFI cancellation process. The reference receiver antenna is steered toward the direction of interference in order to improve the detection performance of the interference signal, which is used in the main RAS receiver's RFI cancellation process. In this section, we describe the signal detection (power estimation) mechanism of the RAS and evaluate its performance when the LNA operates in linear and nonlinear regions. 
A. RAS SIGNAL DETECTION IN A LINEAR SYSTEM
In this subsection, we present the RAS signal detection when the system behaves linearly. From Fig. 1 , the received signal at the main receiver contains an RAS signal s(t) and an RFI signal I 1 (t). The RAS receiver adds a noise n(t) to the received signal (I 1 (t) + s(t)). Thus, the LNA input is given by
where n(t) is composed of the additive noise before the LNA as well as the input referred noise of the LNA and the devices afterwards. For a linear LNA with gain a 1 , the LNA output is given by
Then, after the quadrature base-band conversion and sampling, the received signal becomes
Suppose that the reference receiver provides an estimate of the transmitted interference signal which is input to the interference estimation block at the main receiver whose output is an estimate of the main receiver interference a 1Î1,bb [k] . After the interference estimation, which will be discussed in details in Section III, the cancellation block removes the estimated interference from the received signal, yielding the remaining signal
where
is the residual interference. We call (4) a ''first-order interference removal". Typically, in order to detect the RAS signal power, the RAS performs a calibration phase to obtain an estimate of the noise powerP n . Then, the RAS signal power is estimated by using the detector in [25] aŝ
and we call this detector ''Conventional Detector''. From (5), the time-averaged RAS signal power estimate becomes
where 
By substituting (9) in (6), we obtain
Equation (10) shows that the performance of the RAS signal power estimation depends mainly on the RFI cancellation through the third term and on the noise estimation through the second term.
B. RAS SIGNAL POWER ESTIMATION IN A NONLINEAR SYSTEM
In this subsection, we develop a signal model for RAS signal detection when the system behaves nonlinearly, and analyze nonlinearity's effects on the conventional signal detector.
In the presence of strong RFI, an LNA would operate in its nolinear region. The typical approximate equation used to define an LNA input-output relation is
where we assume a differential output for the LNA, so the second order harmonic is suppressed. By considering a single tone input signal x(t) = A cos (wt), the input 1-dB compression point (A 1dB ) is given by [26] 
The input 1-dB compression point is defined as the input level at which the gain drops by 1 dB. Throughout this paper we use a 1 = 1 and a 3 = −72.5 to obtain P 1dB = A 2 1dB 2 at 0dBm. Now, consider the LNA input signal as
and A 2 (t) = {s bb (t) + I 1,bb (t) + n bb (t)}.
By using (11), the LNA output becomes
From (16) , the output has two carrier frequencies at w and 3w, where the latter is removed by filtering since it is located outside the band of interest. Hence, the passband output is given by
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and
After down conversion to the baseband and sampling, we get
For notation simplicity, we remove the sampling index. Define s bb s r + j s i , I 1,bb I r + j I i and n bb n r + j n i . Thus, by substituting from (14) and (15) into (18) and (19), we obtain y r = βs (22) where
with α = a 1 and β = (21) and (22) are approximated as (29) and
By expanding C + 3 and D + 3 , we get
It is noticed from (31) that most of the interference terms are multiplied by noise terms. Thus, it is impossible to eliminate them instantaneously except the three terms αI r , βI 3 r and βI r I 2 i , which we can estimate and remove instantaneously. Similarly, in (32) we can estimate the terms αI i , βI 3 i and βI i I 2 r , and then remove them instantaneously. By removing the estimates of these terms from (29) and (30), the real and imaginary parts of the remaining signal are defined as
We call this kind of interference removal ''higher order interference removal". To proceed, we need to calculate z 2 r and z 2 i . By squaring (34) and (36), we obtain
Then, by averaging over m samples, we obtain
where ζ r,res and ζ i,res are the residual errors due to the finite sum of z 2 r and z 2 i samples respectively. Next, from (23), (26), (24), (27) , (38) and (40), we obtain the following terms:
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Note that the errors due to the finite averaging window in
and D 2 3 are included in ζ r,res and ζ i,res . Now, by using the ''Conventional Detector" given in (6), we show the effect of nonlinearity on the performance of the RAS signal power estimation. For simplicity, for this part only, we assume the following:
1) The received interference at the main receiver is estimated perfectly (i.e,Î r = I r andÎ i = I i ), thus ξ r,res = ξ i,res = 0. 2) The averaging process is done over a very large number of samples. Hence, I 2 r = I 2 i , I 4 r = I 4 i , n 2 r = n 2 i = σ 2 n , n 4 r = n 4 i = 3σ 4 n , n 6 r = n 6 i = 15σ 6 n , s 2 r = s 2 i = σ 2 s , and ζ r,res = ζ i,res = 0.
Using these assumptions, we find that
, we obtain
By using the ''Conventional Detector'' given in (6), we obtain the RAS signal power estimate aŝ
We define the absolute normalized error in the RAS signal power detection as
Thus, by substituting (53) into (55), we obtain
Due to the two assumptions mentioned above, (56) leaves out the contributions from interference estimation and time averaging and shows the error performance of the conventional FIGURE 2. Plot of (56) that shows the effect of the system nonlinearity on the RAS signal detection.
detector caused by nonlinearity only. We plot (56) in Fig. 2 to show the effect of nonlinearity on the conventional detector with higher order interference cancellation. It is obvious that when the interference level increases the absolute normalized error (e norm ) increases significantly, and becomes even worse when the RAS signal level decreases.
III. A NEW DETECTOR UNDER NONLINEAR RFI
In the last section, we showed that the conventional detector fails when the LNA operates in a nonlinear region. This failure occurs as the conventional detector does not consider the system nonlinearity. In this section, we propose a new detector based on the signal model that captures the effects of an LNA nonlinearity on the received signal, which is derived in the last section. From (45) and (46) and by defining r ξ 2 r,res + ζ r,res and i ξ 2 i,res + ζ i,res , we can write a new signal model for RAS signal detection as
. (57) Then, we can obtain the least square estimate of p aŝ
and then the RAS signal power aŝ
The superiority of this detector over the conventional one in (6) is established through its ability to incorporate nonlinearity-induced terms.
To reduce the RAS detection error (e norm ), we need reliable estimatesĜ andn new which in turn require good estimates of
. Furthermore, should be suppressed too. These can be accomplished by a good system calibration to deduce the noise power correctly, an averaging process over a large window of samples, and a reliable interference estimation. Throughout this paper, we assume a perfect estimation of the noise power (i.e.,P n = P n ). Hence, to obtain good signal detection performance, our focus is to estimate the interference reliably.
Consider the received interference sample at time k at the reference antenna given by
is the channel impulse response (CIR) for the reference receiver and
is a vector that contains the transmitted samples of the CWC. Similarly, the received interference sample at time k at the main receiver antenna is
is the CIR for the main receiver and
is a vector that contains the transmitted samples of the CWC. In this paper, we assume that {u[k]} are detected correctly at the reference receiver and then passed to the main receiver. Accordingly, our objective is to perform a reliable estimation of the channel for the main receiver so that accurate interference signal can be reconstructed for RFI cancellation. In this section, we present two methods to estimate the main receiver channel when the system operates in a nonlinear region. In the first method, we use a modified Kalman filter called the ''Unscented Kalman Filter'' (UKF) [21] - [23] that performs well with nonlinear systems. In the second method, we propose a new approach based on a nonlinear-to-linear mapping.
A. UNSCENTED KALMAN FILTER-BASED CHANNEL ESTIMATION
Kalman filter [27] is an iterative minimum mean square error filter used to estimate the states of a linear system. To cope with nonlinear systems, Julier et al. [21] - [23] introduced the unscented Kalman filter. The nonlinear state space model of a system that the UKF operates on is given in [28] as
where (66) 
are the states vector, the outputs vector, the states noise vector and the outputs noise vector, respectively, at time k. f 1 (·) : R n×1 → R n×1 and g(·) : R n×1 → R m×1 are generally nonlinear and timevariant functions.
For our system, we define a state space model with states that depend on the channel taps values, and outputs that are related to the LNA outputs. Accordingly, (63) is reorganized as
where (69)- (71) are shown at the bottom of this page and N = 2L. By omitting the insignificant terms from (21) and (22) and substituting (68) into them, we approximate the real and imaginary parts of the lowpass-equivalent LNA outputs as
Since our purpose is to estimate the channel taps, now given in h new , we consider the states as
In addition, the model outputs are assigned as
Since h new is fixed over the period that we estimate on, the states equation becomes
By substituting (76) into (73) and (75), we obtain the output equations as
(69)
(70)
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and we can write these equations as
Now, after defining the state space model, we perform an UKF algorithm described as follows:
i) Obtain (2N + 1) points as in (85) 
ii) Update those samples using the state equation in (79) on the samples to obtain
with the estimated mean
and the estimated covariance matrix
where w m (i) = w c (i) = + . Note that c 2 , w m (0) and are constants and they are adjusted as in [23] .
iii) Apply the output equation (84) on the samples to get the estimated samples of observations given by
iv) Calculate the estimated cross-covariance matrix of the states and the observations as
v) Define the error between the actual observation and the estimated one as ν[k] θ (k) −θ [k|k − 1] and compute its covariance matrix P νν [k|k − 1] ∈ R 2×2 as
where R n ∈ R 2×2 is the covariance matrix of ν n [k].
vi) Compute the Kalman filter gain to filter the estimated states vector as
vii) Update the states mean and the states covariance matrix aŝ
After applying that filter on µ samples, we obtain an estimateĥ new asĥ
Then, the estimated interference at the main receiver at time k is constructed aŝ
Note that at the beginning of the UKF algorithm, we need initial estimates for the states mean vector x(0|0) and the states covariance matrix P xx (0|0). In particular, a good initial value of x(0|0) is needed, otherwise the state estimation at high interference power will diverge from the optimal solution. We will discuss how to obtain this initial value x(0|0) =ĥ new,int later in this section. 
B. NONLINEAR TO LINEAR MAPPING METHOD
In this subsection, we propose a new method to estimate the channel in a nonlinear system. We propose a nonlinear mapper that maps the LNA output, which depends nonlinearly on the channel, into a linear output that depends linearly on the channel. This means that the LNA together with the mapper act equivalently as a linear system as in Fig. 3 . After we implement that equivalent system, it becomes straightforward to estimate the channel using a least square method. The mapping process is done in two stages. The first stage determines all the possible solutions for the LNA nonlinear output. The second stage decides for each sample which solution is the best choice. To implement the first stage, we consider the LNA output from the last section and we neglect the RAS signal as it is insignificant. Then by substituting (14) and (15) in (18) and (19) , the real and imaginary parts of the lowpassequivalent LNA output at time k become
. Then, (98) and (99) become
(100)
By dividing (101) by (100), we obtain
which yields
Substituting (103) in (100) gives
Let
Then
By rearranging (106), we get
To solve the third order equation (107), we use the Cardano's method in [29] which gives the roots as
2 and κ 4 = κ. Now, the second stage of the mapping has to decide which root is the best one. From (108), the three available roots could be all real or one real and two complex conjugate roots. Since x r [k] is real, then in the latter case we pick the real root and discard the two complex ones. On the other hand, if the three roots are real, then we pick the root as follows:
1) Obtain an initial estimate for the channel tapsĥ int (will be discussed later in this section), with an average mean square error MSE int = E h int,err 2 .
2) Calculatê
3) Determine the distance betweenx int x r,int +jx i,int and the three roots of (108) as
where l = 1, 2, 3. 4) Choose the root corresponding to the smallest distance as
At a high input power, it is very probable that two roots become very close, and hence the wrong one could be picked. To cope with that problem, first we define the square of the distance between the nearest two roots tox int as the sample will be excised. ρ is a factor that we choose to excise the bad samples. To make the estimation more robust, we use ρ = 5. Additionally, if we find for a given frame of µ samples that more than 10% of the frame samples should be removed, we excise the whole frame. Now, the equivalent linear system is given by
Suppose we use µ samples to estimate the channel. Then
Finally, the least square estimation of h is given bŷ
C. MECHANISM TO OBTAIN AN INITIAL ESTIMATE OF THE CHANNEL
Previously, we have mentioned that the UKF filter and the NL-L mapping algorithm need to have an initial estimate for the channel. Hence, we present two approaches to find an initial estimate of the channel.
In the first approach, we consider the proposed scenario in [13] which assumes a coordination between the RAS and the CWC system. Based on that coordination, we suggest that the CWC system can send a small packet of samples (say 1000 samples) at the beginning of each long transmission packet. This packet power is small, in order for the LNA to operate in its linear region. Thus, the RAS main receiver can simply obtain a good initial estimate of the channel.
In the second approach, we insert an auxiliary receiver chain and a switching mechanism to the main receiver such that the switch connects the main RAS antenna to either the auxiliary or the main receiver chain according to the switching control signal. The auxiliary receiver's LNA is designed to have a wider linear range so that during the phase of channel initial estimation, a reliable initial channel estimate is obtained from the auxiliary receiver chain. During normal RAS observation intervals, the switch connects the main RAS antenna to the main receiver.
IV. PERFORMANCE ANALYSIS FOR THE PROPOSED DETECTOR UNDER STRONG RFI AND CHANNEL ESTIMATION ERROR
In the last section, we have proposed a new detector to estimate the RAS signal power under the effect of the LNA nonlinearity. In this section, we provide a detailed performance analysis for the proposed detector. Throughout this section, we use the following assumptions/settings:
1) The time averaging is done over a very large number of samples. Thus, the averaging process approaches expectation.
2) The channel is a frequency-flat Rayleigh fading channel, i.e, h = h r + jh i ∼ CN (0, 1). Then, the odd moments are zeros,
3) A least-square channel estimation based on µ samples is assumed wherê
with E h 2 e,r = E h 2 e,i = P e = ≈ 0 and E h r h e,r = E h i h e,i = 0. 4) The noise is a complex Gaussian noise with a constant power 2σ 2 n = −50dBm. Thus, E n 2
n , E n 4 r = E n 4 i = 3σ 4 n and E n 6 r = E n 6 i = 15σ 6 n . 5) The interference has an average power P I . Thus, from the previous assumption the interference to noise ratio (INR) is INR(dB) = P I (dBm) − 50. Any increase in the interference power makes the same increase in the INR. Based on the above settings, we deduce that
2 and E ξ 2 r,res = E ξ 2 i,res . Consequently, (57) becomes
Then, the estimated RAS signal power in (59) can be expressed aŝ
and α e = 2E ξ 2 r,res
So,P s is affected by the interference power level and the estimated channel since they affect α nl , α n and α e .
Additionally, the interference at time instant k becomes
Thus, the moments of the real and imaginary parts of the received interference are derived as
. P u is the same for QPSK and 16-QAM and equal to P I 2 , but P u, 4 and P u,6 are given by
To determine the effects of the interference power level (P u ) and the estimation block length (µ) on the RAS signal power estimation, we investigate how α nl , α e and α n are affected by P u and µ. First, we examine the effects of P u and µ onĜ 1 , since it is a common term in all the terms we need to check. By applying the assumptions, and substituting (130), (131) and (132) into (47) and (49), we obtain
where Fig. 4 shows howĜ 1 changes with the interference power under perfect channel estimation (i.e., P e = 0, hence ω res = 0) and the RFI modulation of QPSK or 16-QAM. At low interference power,Ĝ 1 is almost constant since the first term of G 1 namely α 2 dominates. With an increased interference power, the value ofĜ 1 begins to reduce due to the increasing magnitude of the second term beside 8αβ, where β is negative, in G 1 . As the interference power increases further, the third term of G 1 , beside 10β 2 , begins to yield some effect. Since this term is positive, it reduces the effect of the second term. This effect can be easily noticed in the 16-QAM case since P u,4 is higher in the 16-QAM than in the QPSK. As a result, the third term effect in the 16-QAM case appears earlier than in the QPSK case. Fig. 5 reveals that µ has no effect onĜ 1 , even by changing the interference power. This can be easily explained since ω res is dominated by P u P e = σ 2 n 2µ which is negligible compared to G 1 . Thus,Ĝ 1 becomes constant with µ at the same interference level. Fig. 6 demonstrates the effect of different values of µ on α nl in (128) at different interference power values and the results are the same for QPSK and 16-QAM modulations. We observe that µ has almost no effect on α nl which is constant at 1. This result was expected since we showed that µ has almost no effect onĜ 1 , henceĜ 1 ≈ G 1 and α nl ≈ 1. So, for the rest of this section we considerĜ 1 ≈ G 1 .
Next, we discuss the effect of P u and µ on α e in (128). By squaring (41), taking the expectation, and then substituting (130), (131), (132) and (133) Then, α e is given by (140) for QPSK and (141) for 16-QAM, both shown at the bottom of this page.
FIGURE 7.
Effect of the interference power and µ on α e in a flat fading channel using QPSK. Fig. 7 shows the effect of µ and interference power on α e for QPSK modulation. It is clear that the interference level has no effect on α e but µ affects α e . We can explain this from (140), where at low INR the terms with αβ and β 2 are very small and can be neglected, thus α e = 4P u P e . At high INR, we can neglect the noise power σ 2 n , hence α e = 4P u P e as in the low INR case. Since INR = P u σ 2 n , then α e = 2σ 2 n µ , which is independent of the interference power and is inversely proportional to µ. The corresponding results for 16-QAM are similar to the QPSK case and the results are presented in a different setting in Fig. 8 which illustrates an inversely linear relationship of α e on µ. A slight difference between the QPSK and 16-QAM cases is shown in Fig. 9 where α e for 16-QAM has a slight dip at very high INR which could be ascribed to different peak-to-average ratio characteristics of 16-QAM.
Finally, we show the effect of α n on the detection process of the RAS signal power. Using (130), (131) and (132) in (47), we obtain
Then, α n = 2γ res G 1
. In case of QPSK, γ res becomes
From (145), we observe that α n is inversely proportional to µ like α e is. In addition, we notice that α n is proportional to σ 2 n 2 while α e is proportional to σ 2 n . Hence, α n can be neglected. The same conclusion is valid for the 16-QAM case.
Based on this analytical evaluation, we conclude that α e is the main effective parameter in the detection process, and we will show that by numerical results in the next section.
V. NUMERICAL RESULTS
In this section, we present some numerical results to illustrate the effectiveness of our proposed methods for channel estimation and RAS signal power detection. Throughout this section, we use the same LNA parameters that was mentioned in section II-B, where a 1 = 1 and a 3 = −72.5. The noise power is P n = |n bb [k]| 2 = −50 dBm and interference power is P I = |I 1,bb [k]| 2 . Hence, P I (dBm) = INR(dB) − 50 where INR is the interference to noise ratio. In our simulations, we consider a quasi-static Rayleigh fading environment, where the channel is considered constant over a frame of µ samples. In the simulations, we use two different channel models. The first is a flat fading channel (one tap) that we call ''channel (a)'', while the other is a six-tap channel with a 3-dB per tap decaying exponential power delay profile, which we call ''channel (b)''. For the detection of the RAS signal power, we perform our simulations by considering a signal power at 10 dB below the noise power and an averaging window of 10 7 samples.
A. CHANNEL ESTIMATION PERFORMANCE IN A NONLINEAR SYSTEM
In this subsection, we compute the average mean square error for the estimate of the interferene channel at the main receiver
, when the received signal suffers from the LNA nonlinearity. We evaluate three methods: UKF, NL-L mapping and a least square method (LS) [27] . The results of these techniques are compared with the ideal case, where the LNA is linear (i.e, a 3 = 0) and we use an LS to estimate the channel. For both UKF and NL-L mapping methods, we deduce an initial channel estimation with 1000 samples at INR = 30 dB. Additionally, we neglect the RAS signal since it is much below the noise level. Fig. 10, Fig. 11, Fig. 12 and Fig. 13 exhibit the MSE h of the channel estimates for the two channels and two modulations. We observe that at low transmitted power, the MSE h of the channel estimates using UKF, NL-L mapping and LS are the same as the MSE h of the ideal case. When the INR increases, the MSE h of the LS channel estimate begins to diverge and increases dramatically. On the other hand, the MSE h of the two proposed estimators coincide with the MSE h of the ideal case. When the interference power reaches near the 1-dB compression point, the MSE h of the UKF method begins to deviate from the ideal MSE h . On contrary, we notice that the MSE h of the NL-L mapping approach is almost the same as the MSE h of the ideal case. From these results, we can conclude that our proposed NL-L mapping outperforms the least square and the UKF and it is robust at high interference power.
B. RAS SIGNAL DETECTION PERFORMANCE IN A NONLINEAR SYSTEM
In this subsection, we present the robustness of our RAS signal power detection in the presence of a high-level interference, which shifts the LNA to its non-linear region. In order to focus on the effect of the RAS signal power detection method, we assume that we have perfectly estimated the channel VOLUME 6, 2018 at the receiver. Barnbaum and Bradley [18] used the LMS filter to estimate and remove the interference, followed by a conventional detector as in (6) . Since the channel is known, the Weiner filter can be used instead of the LMS. Since the system is nonlinear, we have developed a formula for the Weiner filter coefficients which is shown in (150). By using these coefficients, (34) and (36) become
In this subsection, we investigate the behavior of the absolute mean normalized error (e norm ) with respect to the RFI power in four cases. These cases vary in the type of the LNA used (Linear or Nonlinear), the interference cancellation scheme used and the RAS signal power detector. In case 1 (ideal case), we use a linear LNA, while in the other cases we use a nonlinear LNA. In case 2 and 3, we excise the higher order interference terms as in (34) and (36). In case 1, we remove the first order interference term since the system is linear, while in case 4 we remove the interference using the derived Weiner filter as in (146) and (147). Finally for the RAS signal power detector, we use the conventional detector (6) in cases 1, 3 and 4, while we use our proposed one (58) in case 2. The four cases are summarized in Table 2 . The results for e norm are presented in Fig. 14, Fig. 15 , Fig. 16, and Fig. 17 for the two channel models and two modulation schemes.
We observe that at low INR, e norm of the four cases are almost the same. As INR increases, e norm of cases 3 and 4 begin to diverge from the ideal case and increase drastically. On the other hand, e norm of case 2 coincides with the result of the ideal case as INR increases. When INR reaches a very high region, the e norm of case 2 slightly diverges from the ideal case. The reason for that slight divergence is that in the ideal case the averaging error (ζ res ) is divided by α 2 which is always constant, while in case 2 it is divided by G 1 which is slightly decreased by inducing more interference power. From these results we can conclude that our proposed RAS signal power detection scheme almost reaches the ideal detector performance.
C. COMBINED CHANNEL ESTIMATION AND RAS SIGNAL DETECTION PERFORMANCE
In the previous subsections, we have concluded that the NL-L mapping based channel estimator yields the best practical performance and the proposed RAS signal power detector outperforms the conventional one. In this subsection, we evaluate the performance of our proposed RAS signal power detector using our NL-L mapping channel estimation technique. Fig. 18 shows the average normalized error for the estimated RAS signal power (e norm ) with channel (a) and by using QPSK and 16-QAM as RFI modulations, where the channel is constant over µ = 1000 samples only. We can observe that α e is the dominant error, where e norm behavior with respect to the interference level is almost the same as α e 's behavior in Fig. 9 . Although the effect of that error can be decreased by increasing µ, the integration window in real RAS receivers is larger than what we used in our simulations. Thus, we can conclude that the residual interference is the dominant one in the RAS signal power detection.
VI. CONCLUSIONS
To mitigate an increasing conflict of spectrum access between RAS and CWC, we have explored a more aggressive spectrum access scenario where both CWC and RAS systems coordinate and simultaneously access the spectrum for some duration of time, and RAS is equipped with RFI cancellation. We have developed a new signal model under strong RFI and analyzed corresponding RAS signal detection performance.
VOLUME 6, 2018
Our study shows that strong RFI causes nonlinear distortions and severely degrades the performance of the conventional RAS signal power estimator. We also proposed an auxiliary receiver assisted nonlinear-RFI cancellation scheme, two channel estimators, and a modified RAS signal power estimator for the scenario with strong RFI. Our performance evaluation results clearly demonstrate substantial performance advantage of the proposed approaches over the existing approaches, and the need for incorporating nonlinear system model into the channel estimation, interference cancellation, and the RAS signal power estimation.
