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In Memoriam Bernd Streitberg 
*18.12.1946 t 28.9.1991 
Bernd Streitberg wurde am 18.12.1946 in Bad Kissingen geboren. Er entstammte einem 
alten fränkischen Geschlecht und fühlte sich als "echter" Franke, auch wenn sein bevor-
zugter Aufenthaltsort die Stadt Berlin War, in der er mit kurzen Unterbrechungen seit 
seiner Studienzeit lebte. In diese Studienzeit fiel die 68er Studentenbewegung, deren 
Verlauf und deren Auswirkungen auf das Leben in Berlin er mit Enthusiasmus auf-
nahm. Durch sein Studium am Institut für Soziologie der Freien Universität Berlin und 
seinen Wohnort im Studentendorf Schlachtensee befand er sich mitten im Zentrum des 
Geschehens. Wegen seiner großen Begeisterung für verschiedene Weltsichten und für 
brilliante Argumentationen gleich welcher Herkunft war er allerdings politisch kaum 
einzubinden. 
Im Nebenfach entdeckte er seine besondere Leidenschaft und Befähigung zur Mathe-
matik. Dabei reichte sein Spektrum von der ange~andten Statistik über die Beschäfti-
gung mit Differentialgleichungen bis zur abstrakten Algebra. Angeregt durch die empiri-
sche Sozialforschung ließ er sich schon frühzeitig auf die damals noch in den Anfängen 
befindliche Computerwelt ein und hatte somit niemals Mühe, aus großen theoretischen 
Ansätzen praktische Taten folgen zu lassen. 
Als Hochschulassistent am "Corrensplatz", dem Institut für Angewandte Statistik im 
Fachbereich Wirtschaftswissenschaften, war er prägend am Zustandekommen einer 
großen Gemeinschaft junger dynamischer Wissenschaftler beteiligt, für die die nächte-
lange Beschäftigung mit Mathematik, Angewandter Statistik und der damals neuen Pro-
grammiersprache APL zur Lebensweise wurde. Einige gut bekannte Wissenschaftler 
sind aus diesem Institut hervorgegangen. Eine entscheidende Rolle spielte Bern Streit-
berg für den Zusammenhalt dieser Gruppe vor allem wegen seiner großen FJ:eundlich-
keit und Hilfsbereitschaft und seiner außerordentlichen Geduld mit Leuten, die ihn um 
Rat fragten. 
In einer der zahlreichen Vorlesungen, die er in dieser Zeit hielt und die sich durch eine 
ungewöhnliche Mischung von großer Anschaulichkeit bei gleichzeitig hohem mathema-
tischen Niveau auszeichneten, traf er einmal einen besonders begabten Studenten, der 
sogar ab und zu Fragen stellte, die er selbst nicht auf Anhieb beantworten konnte. Bei 
einem Bierchen entpuppte sich der Student als Mathematikprofessor. Das Tandem 
Streitberg/Röhmel war geboren, dem wir zahlreiche neue Ergebnisse zu Nichtparametri-
schen Verfahren verdanken, insbesondere den Shift-Algorithmus. 
In die Zeit am Corrensplatz fielen auch zahlreiche Arbeiten zur Zeitreihenanalyse, die 
schließlich zur Abfassung eines Lehrbuches zusammen mit Rainer Schlittgen führten, 
das heute das Standardlehrbuch zu diesem Thema in deutscher Sprache ist. 
1983 wurde Bernd Streitberg Professor für Statistik und EDV am Institut für Statistik 
und Ökonometrie der Universität Hamburg. Es begann eine unermüdliche Veröffentli-
chungs-, Gutachter-, Vortrags- und Lehrtätigkeit mit einer beispiellosen thematischen 
Breite. Seine Vorträge waren inhaltlich, formal und im Unterhaltungswert Höhepunkte 
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manchen Kongresses, insbesondere auch manchen Biometrischen Colloquiums. Er 
wurde mit der Breite seines Wissens und seiner methodischen Fähigkeiten, mit seiner 
Offenheit ftir neue Ansätze und alternative Betrachtungsweisen zum Vorbild gerade der 
jüngeren Wissenschaftler. Folgerichtig wurde er als erster Wissenschaftler seiner Gene-
ration 1990 zum Vorsitzenden der Deutschen Region der Biometrisehen Gesellschaft 
gewählt. Als Vorsitzender versuchte er, durch großen persönlichen Einsatz entschärfend 
im Generationskonflikt zu wirken und frischen Wind in die etablierten Riten unserer 
stetig wachsenden Gesellschaft zu bringen. Über seinen Erfolg wird die Zukunft ent-
scheiden. 
Beeindruckend war die Vielzahl der Arbeiten, die unter seiner Betreuung an vielen ver-
schiedenen Instituten verfaßt wurden. Seine Popularität als Betreuer war nicht nur auf 
seine hervorragenden fachlichen Fähigkeiten zurückzuftihren, sondern auf seine Fähig-
keit, beinahe jedes Problem "spannend" zu finden und damit zu motivieren. Dabei blieb 
er häufig im Hintergrund, steuerte viele Ideen ungenannt bei, wobei er gleichzeitig 
selbst stets sehr genau mit Zitaten war, Urheber von Ideen stets mit vollem Namen 
nannte. 
Sein Interesse war im übrigen nicht nur auf die Mathematik und Statistik beschränkt. Er 
beschäftigte sich auch ausftihrlich mit Philosophie (Feyerabend), Physik und Musik 
(Kompositionsprogramme, Beiträge zur Musiktheorie, akustische Zeitreihenanalyse). 
Dabei verstand er es insbesondere, die Mathematik in andere Bereiche einzuftihren, 
ohne daß sie als Fremdkörper erschien. 
Bernd Streitberg hinterläßt einen überbordenden Schreibtisch voller nicht zu Ende 
geftihrter Vorhaben. Eine Veröffentlichung mit Samuel Kotz für die Annals, die ihm 
sehr am Herzen lag, konnte er noch abschließen, anderes wird wohl leider unveröffent-
licht bleiben. 
Bernd Streitberg starb am 28.9.1991 nach einem brilFanten Vortrag auf dem Geburts-
tags-Symposium von Professor Kubicki an einem Herzinfarkt. Er hinterläßt seine 
Lebensgerahrtin Kati lauhiainen-Denzin und seine dreijährige Tochter Ionna, viele ver-
waiste Freunde, Schüler und Weggenossen. Sein Andenken wird in uns weiterleben. 
Karl Wegscheider 
Gisela Arndt 
Rainer Schlittgen 
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Alternatives to Fisher's Exact Test? 
Bernd Streitberg t, Joachim Roehmel 
Summary 
RICE (1988, Biometrics 44, 1-22) has proposed a test procedure for the difference of two pro-
portions in situations where Fisher's exact test is usually applied. We show that his procedure 
is not a correct test in the Neyman-Pearson sense and propose a simple correct alternative 
procedure. The test, however, is only applicable under rather strict assumptions about the 
underlying stochastic model. We show that Fisher's exact test is the correct test to use in 
those controlled clinical trials, where these strict assumptions are not valid. 
Key words: 
Binomial proportions; Comparative trials; Fisher's exact test; Permutation tests; p-values. 
Zusammenfassung: 
RICE hat eine Alternative zu Fisher's exaktem Test vorgestellt. Wir zeigen, daß sein Veifah-
ren nicht korrekt ist und geben eine Variante, die unter Ho das Niveau einhält. Sowohl das 
Veifahren von Rice als auch unsere Variante sindjedoch nur unter sehr engen Voraussetzun-
gen anwendbar, die in klinischen Prüfungen oft nicht gegeben sind. 
1.lntroduction 
The paper by RIeB (1988) on alternatives to Fisher's exact test has generated a heated 
debate. While we enjoy epistemological arguments, we will not enter into this somewhat 
philosophical discussion. We shall instead focus initially on the following three points: 
(1) a precise mathematical statement of the basic statistical model (henceforth called 
modell) and the testing problem under discussion. 
(2) a proof that Rice's approach does not yield a correct test in the Neyman-Pearson 
sense, i.e. it does exceed the specified level a for the probability of an incorrect rejection 
ofHo. 
(3) the construction of an appropiate p-value for the testing problem. The proposed pro-
cedure is part of large class of possible procedures, all built upon the same fundamental 
idea. 
While the new test is less conservative than Fisher's test under modell, there are, in our 
opinion, very good reasons to stick to Fisher's exact test in most situations encountered 
in biomedical practice. In the concluding section we detail. (4) an extended model 
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(model 2) und er which only Fisher's test and none ofthe alternative procedures is valid. 
Whenever any doubt upon the assumption of exactly identical "success probabilities" 
within treatment groups exists, the extended model should be entertained and Fisher's 
exact test consequently be applied. 
2. Model 1 (independent binomials) 
We consider comparative trials with binary outcomes in two treatment groups with pre-
determined sample sizes ll1 and 02. The endpoint is binary (say 1 = success and ° = fai-
lure), i.e. the combined data are an observation of a random vector Y = (Yl, Y2, ... ,YN) 
with N = ll1 + 02, where Yi is Bernoulli [ni] - distributed with P[Yi = 1] = ni and P[Yi = 
0] = 1- ni for i = 1,2, ... , N. 
Assumptions: 
(1) The components ofY are stochastically independent. 
(2) The components ofY are identically distributed within treatment groups, i.e. nl = 7r2 
= ... = nnl: = fh and nnl+l = nnl +2 = ... = nN =: 82. 
Given these assumptions the data can be reduced to the sufficient statistic (SI ,S2), where 
Sj, the number of successes in group j = 1,2 is Binomial (nj, 8j) and SI = Yl + .. . + Ynl 
and S2 = Y nl + 1 + ... Y N are stochastically independent. 
The sampie space ofthe model is 
S = {(SI,S2): SI = 0,1, ... ,ll1; S2 = 0,1, ... ,02}, 
the parameter space is 
e = {(eI, e2): el B [0,1]; e2 B [0,1]}. 
Each (81, 82) Beinduces a probability distribution on the sample space with 
( 1 8 8) [nI] 8s1 (1 8 nI-sI [n2] 8 S2 (1 8 nZ-S2 pSI, S2 1, 2 = SI I - D S2 2 - 2) . 
The null hypothesis is the diagonal ofthe parameter space 
Ho = {(81, 82): 81- 82 = O}. 
and can conveniently be parametrized by the common value 8 B [0,1] of the probabilities 
8 = 81 = 82 und er the null model of equal treatment effects. We consider one-sided alter-
native hypotheses, e.g. 81- 82 >0. 
3. On Rice's construction of a p-value 
While one can regard a p-value as a purely heuristic device, we prefer the more formal 
view that a p-value n describes a /amiliy 0/ nested level-a tests. Given a predetermined 
value a for the maximal allowable probability of incorrectly rejecting Ho (error of the 
first kind), the test afforded by n will reject Ho for all SBS with n(s) sa. A p-value there-
fore is a measurable map n: S-+ [0,1] which satisfie the level condition: 
P(n sa 18) S a for all aB [0,1], 8B [0,1], 
where 
P (nsa 1 8): = I I I (n(sl, S2) sa) p (SI, s21 8, 8). 
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Here I ( ) denotes an indicator function, i.e. the sum extends over all pairs (SI, S2) with 
n (SI, S2) ~a . 
Now Rice proposes a p-value defined as follows: 
~ ~ Xl X2 SI S2 * n(sl,s2):=~ ~ I(---z- --)p (X1,X2IS1+s2), 
Xl = 0 X2=O n1 112 111 112 
i.e. probabilities P*(X1,X2 1 SI +S2) are summed over all (X1,X2) that yield a difference of 
relative success frequencies which is not smaller than the actually observed difference. 
The probabilitiy distribution p* is determined by a fascinating, albeit heuristic, semi-
bayesian argument: if one assurnes a uniform prior p(8) on [0,1], the posterior p(8 I CI) 
for 8 obtained after looking only at the marginal success frequency Cl = SI + S2 is used 
for weighting the different p (Xl, x2 1 8,8), i.e. 
* [ [ N 1 SI + S2 N-S I-s2dB P (X1,X2Is1+S2)OC) p(X1,X218,8) S!+S2 8 (1-8) . 
If the integral is evaluated, a combinatorial formula for p * results, which has been given 
by Rice in his paper. 
One example is sufficient in order to show that Rice's construction does not define a 
p-value in the technical sense of the word, i.e. does not satisfy the level-condition. We 
also use this example in order to illustrate the rather intricate construction of Rice. We 
hope this will be in the interest of potential readers, because one might have a few diffi-
culties initially to understand the details ofRice's method. 
Table 1 gives these details for the counterexample 111 = 4, 112 = 2. The first row s = 4,0 to 
s = 0,2 lists all possible points in the sampie space. For any given observed vector of suc-
cess frequencies (e.g. for s = 4,0) the bayesian probability distribution p* (Xl, x21 SI +S2) 
is given in the corresponding column for all possible values of X = (Xl, X2) [rom X = 4,0 
to X = 0,2. As it should, p * does only depend on the sum SI + S2, with the consequence 
that e.g. the distributions for s = 4,0 and s = 2,2 are equal. All probabilities are given 
after multiplication by 10000 and rounding to the nearest integer. The p-value n (SI, S2) 
does depend on the observed difference sll4-s2/2 of relative frequencies, i.e. equiva-
lently on sl-2s2, recorded in the row labeled "difP'. The p-value n (SI, S2) according to 
Rice then is obtained by summing all p * (Xl, X2 1 SI + s2)-entries in the relevant s-column 
Table 1: A counterexample for Rice's procedure 
Counterexample tor RICE-test nl,n2=4,2 
$= 4 0 $= 3 0 $= 2 0 $= 4 1 $= 1 0 $= 3 1 $= 0 0 $= 2 1 $= 4 2 $= 1 1 $= 3 2 $= 0 1 $= 2 2 $= 1 2 $= 0 2 
x= 4 0 163 136 87 147 41 163 11 136 82 87 147 41 163 136 87 
x= 3 0 408 466 408 261 261 408 98 466 98 408 261 261 408 466 408 
x= 2 0 524 816 979 245 881 524 490 816 65 979 245 881 524 816 979 
x= 4 1 734 435 204 979 70 734 14 435 897 204 979 70 734 435 204 
x= 1 0 408 870 1469 140 1958 408 1795 870 27 1469 140 1958 408 870 1469 
x= 3 1 1305 1088 699 1175 326 1305 87 1088 653 699 1175 326 1305 1088 699 
x= 0 0 163 490 1224 41 2692 163 5385 490 6 1224 41 2692 163 490 1224 
x= 2 1 1224 1399 1224 783 783 1224 294 1399 294 1224 783 783 1224 1399 1224 
x= 4 2 1224 490 163 2692 41 1224 6 490 5385 163 2692 41 1224 490 163 
x= 1 1 699 1088 1305 326 1175 699 653 1088 87 1305 326 1175 699 1088 1305 
x= 3 2 1469 870 408 1958 140 1469 27 870 1795 408 1958 140 1469 870 408 
x= 0 1 204 435 734 70 979 204 897 435 14 734 70 979 204 435 734 
x= 2 2 979 816 524 881 245 979 65 816 490 524 881 245 979 816 524 
x= 1 2 408 466 408 261 261 408 98 466 98 408 261 261 408 466 408 
x= 0 2 87 136 163 41 147 87 82 136 11 163 41 147 87 136 163 
di ff 4 3 2 2 1 1 0 0 0 ·1 ·1 ·2 -2 -3 ·4 
p- vaLue 163 602 1678 1632 3537 3543 8178 6189 7506 8170 8747 9592 9505 9864 10000 
P: T HET A=2J3 219 439 329 878 110 1756 14 1317 878 439 1756 55 1317 439 55 
ALPHA 219 658 1866 1866 3731 3731 5940 5940 5940 8134 8134 9506 9506 9945 10000 
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that belong to (X1,x2)-combinations with xl-2x2 ~ diff. The result is recorded in the row 
labeled "p-value". 
This p-value has to satisfy the level condition for each 8c:[0,1] under Ho. For the counter-
example, we take 8 = 2/3. The probabilities of all possible (SI, s2)-combinations under 
the parameter (2/3, 213) are given in the row below the p-value. The true level for the 
probability of a type 1 error at this parameter connected with a nominal level n' then is 
determined by summing these probabilities for all (SI, s2)-combinations whose p-value 
n (SI, S2) is not greater than n'. For the discrete values of n found in this problem this has 
been done in the final row labeled "ALPHA". The simplest case already proves that 
Rice's construction does not hold the specified level a. We have n (4,0) = 0.0163, while 
P (n :s; 0.0163) = 0.0219 under this particular value of 8. All computations for this coun-
terexample can easily be done by hand and with any desired degree of exactness. 
One should note that this is not an isolated example. Indeed we found many instances 
for the anticonservativism of Rice's procedure. At least for adherents of the strict Ney-
man-Pearson creed, Rice's procedure is not an acceptable statistical test procedure. 
While we found Rice's procedure in general to be more powerful then its contenders 
under most parameter constellations, a comparison of the power functions of anticonser-
vative procedures with those of procedures which satisfy the level condition would, in 
our opinion, not be fair to the latter. 
4. An alternative procedure 
There is a general and canonical construction for obtaining a p-value, whenever a funda-
mental test statistic T: S -+ IR is agreed upon. T serves as a direction along which deviati-
ons from Ho are desired to be detected. We follow Rice in so far that we believe that a 
c1inicically relevant statistic is often given by the difference 
of success rates in the treatment groups (for two-sided problems the absolute value is 
used). We want to reject Ho in favour of H1 ("treatment 1 is more effective than treat-
ment 2"), whenever T is "Iarge". A p-value gives an objective quantification for the "I ar-
geness" of T. 
Let I:! = T (SI, S2) be the observed value of T. If the value 8 c: [0,1] of the Ho parameter 
were known, the Ho-probability of observing a value of T not smaller than I:! could be 
computed as 
ll j ll2 Xl X2 
ne (Sl,S2): = 17 17 1( - - - ~ I:!) p(X1, X21 8,8). 
X j = 0 X2=O 111 112 
In order to obtain a valid p-value n (SI, S2) for unknown 8, one must have 
n (SI, S2) ~ ne (SI, S2) 
for all 8 c: [0,1], (SI, S2) c:S. It is then obviously necessary that n should be chosen by 
n (Sl,S2): = sup ne (SI, S2). 
8 dO,I] 
Any other p-value based on T is at least as large as this n , i.e. n is the most powerjul 
p-value in the direction specified by T. By choosing another direction, the same principle 
gives again a most powerful p-value in this direction. One should note that an arbitrary 
p-value no is also a statistic of the type considered here. For example, choosing T = 1 -
no and no = no (SI, S2) the p-value ofFisher's exact test, one obtains with our procedure a 
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precise definition of the procedure of McDoNALD et al. [1977]. In our opinion, the main 
criterion for choosing between different directions T should be the interpretability of the 
chosen statistic. 
The proposed p-value can easily be determined by numerical computations. The fo11o-
wing table 2 gives n for the most common situation of equal sampie sizes nl = 112 = n. 
Tahlc 2: p-values für 111 = 11 ] = 11 al1d d = SI - s] 
p-values for observed difference d in two binomial sampLes both of size n 
d= 1 d= 2 d= 3 d= 4 d= 5 d= 6 d= 7 d= 8 d= 9 d=10 d=11 d=12 d=13 d=14 d=15 d=16 d=17 d=18 d=19 d=20 
n= 1 2500 
n= 2 3125 625 
n= 3 3438 1094 157 
n= 4 3633 1446 352 40 
n= 5 3770 1719 547 108 10 
n= 6 3873 1939 730 193 32 3 
n= 7 3953 2120 898 287 65 10 
n= 8 4019 2273 1051 385 107 21 3 
n= 9 4073 2404 1190 482 155 38 7 
n=10 4120 2518 1316 577 207 60 13 3 
n=11 4160 2618 1432 670 263 85 22 5 
n= 12 4195 2707 1538 758 320 114 34 8 2 
n=13 4226 2786 1635 844 378 145 47 13 3 
n=14 4253 2858 1725 925 436 179 63 19 5 
n=15 4278 2924 1808 1003 494 214 81 27 8 2 
n=16 4301 2984 1886 1077 551 251 101 36 11 3 
n=17 4321 3038 1958 1148 608 289 122 46 15 5 
n= 18 4340 3089 2026 1215 663 327 145 57 20 6 2 
n=19 4358 3136 2089 1280 717 365 168 70 26 9 3 
n=20 4374 3180 2148 1341 770 404 193 83 33 12 4 
n=21 4389 3220 2204 1400 821 443 218 98 40 15 5 2 
n=22 4402 3258 2257 1457 871 481 244 114 48 19 7 2 
n=23 4415 3294 2307 1510 920 520 271 130 57 23 9 3 
n=24 4428 3328 2355 1562 968 558 298 147 67 28 11 4 2 
n=25 4439 3360 2400 1612 1014 595 325 165 77 34 14 5 2 
n=26 4450 3390 2443 1659 1059 632 352 183 88 39 16 6 3 
n=27 4460 3418 2484 1705 1102 669 380 202 100 46 20 8 3 
n=28 4470 3445 2523 1749 1145 705 408 221 112 53 23 10 4 2 
n=29 4479 3471 2560 1791 1186 741 435 240 124 60 27 12 5 2 
n=30 4488 3495 2595 1832 1226 776 463 260 137 68 32 14 6 2 
n=31 4496 3518 2629 1871 1265 810 490 280 151 76 36 16 7 3 
n=32 4504 3540 2662 1909 1303 844 518 300 164 85 41 19 8 4 2 
n=33 4511 3562 2693 1946 1340 877 545 321 178 94 47 22 10 4 2 
n=34 4518 3582 2724 1981 1375 910 572 341 193 103 52 25 11 5 2 
n=35 4525 3602 2753 2015 1410 942 599 362 207 113 58 28 13 6 3 
n=36 4532 3620 2780 2048 1444 973 625 382 222 123 64 32 15 7 3 2 
n=37 4538 3638 2807 2080 1478 1004 651 403 237 133 71 36 17 8 4 2 
n=38 4544365628332111 1510 1034 677 424 253 144 78 40 20 9 4 2 
n=39 4550 3672 2858 2142 1541 1064 703 444 268 154 85 44 22 11 5 2 
n=40 4556 3688 2883 2171 1572 1093 729 465 284 165 92 49 25 12 6 3 
n=41 4561 3704 2906 2199 1602 1122 754 486 300 177 100 54 28 14 7 3 2 
n=42 45673719 2929 2227 1631 1150 779 506 315 188 107 59 31 15 8 4 2 
n=43 4572 3733 2951 2253 1660 1177 803 527 331 200 115 64 34 17 9 4 2 
n=44 4576 3747 2972 2279 1687 1204 828 547 347 212 124 69 37 19 10 5 2 
n=45 4581 3761 2993 2304 1715 1231 852 567 363 223 132 75 41 21 11 5 3 
n=46 4586 3774 3013 2329 1741 1257 875 587 379 236 141 81 44 24 12 6 3 2 
n=47 4590 3786 3032 2353.1767 1283 899 607 395 248 149 87 48 26 13 7 3 2 
n=48 4594 3799 3051 2376 1792 1308 922 627 411 260 158 93 52 28 15 8 4 2 
n=49 4599 3811 3069 2399 1817 1333 945 647 428 272 167 99 56 31 16 9 4 2 
n=50 4603 3822 3087 2421 1842 1357 967 667 444 285 1Tl 105 61 34 18 9 5 3 
n=51 4606 3834 3104 2443 1865 1381 989 686 460 298 186 112 65 37 20 10 5 3 2 
n=52 4610 3844 3121 2464 1888 1404 1011 705 476 310 195 119 70 39 22 12 6 3 2 
n=53 4614 3855 3138 2484 1911 1427 1033 724 492 323 205 126 74 43 24 13 7 4 2 
n=54 4618 3865 3154 2504 1933 1449 1054 743 508 336 215 133 79 46 26 14 7 4 2 
n=55 4621 3876 3169 2524 1955 1472 1075 762 524 348 224 140 84 49 28 15 8 4 2 
n=56 4624 3885 ' 3184 2543 1976 1493 1096 781 539 361 234 147 89 53 30 17 9 5 3 
n=57 4628 3895 3199 2562 1997 1515 1117 799 555 374 244 154 95 56 32 18 10 5 3 2 
n=58 4631 3904 3214 2580 2018 1536 1137 818 571 387 254 162 100 60 35 20 11 6 3 2 
n=59 4634 3913 3228 2598 2038 1557 1157 836 587 400 264 169 105 64 37 21 12 6 3 2 
n=60 4637 3922 3242 2615 2058 1577 1177 854 602 413 274 177 111 67 40 23 13 7 4 2 
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The test statistic T is, in this situation, equivalent to the difference d = SI - S2. Table 2 
re cords n (SI, S2) for given positive d and n. The entries are given after multiplication by 
10000 and rounding upwards to the next largest integer. Assume, as an example, that n = 
8 and that (SI, S2) = (7,2) had been observed. We find, under n = 8 and d = 7 - 2 = 5, the 
entry 107, i.e. Ho can be rejected at the level 0.0107. Empty entries or entries not found in 
the table are either 1 (e.e. n < 0.0001) or correspond to impossible (n, d)-combinations. 
Asymptotic p-values can be determined very simply, because under Ho the statistic T = 
(Sl/nI) - (S2/02) is asymptotically normal with expectation 0 and variance 8 (1-8) ((11m) 
+ (1/02)). Since the variance is maximized for 8 = 0.5, the p-value is asymptotically 
equal to: 
where !:l is the observed value of T and ([J is the distribution function of the standard 
normal distribution. A continuity correction should be applied to !:l. 
It is possible to prove, using a result by HOEFFDING (1956), that for equal-sized groups 
(lll = 02), the maximum is always attained at 8 = 0.5. 
We also like to direct the attention ofthe reader to a paper by BASLER (1987), where ano-
ther alternative test procedure for model 1 is described. In this paper arguments are 
given which show that the usual derivation ofFisher's exact test as an UMPU (uniformly 
most powerful unbiased) procedure under modell is not particularily relevant whenever 
a non-randomized version ofthe test is applied. We agree with these arguments and also 
with Rice's opinion about another derivation of Fisher's test as a conditional test, given 
the observed marginal success frequency. Under modell, there certainly is no need for 
conditioning and therefore also no good reason for the application of an unnecessarily 
conservative procedure like Fisher's exact test. 
5. Why Fisher's exact test should still be preferred 
The main application of Fisher's exact test is the analysis of randomized c1inical trials 
with binary outcomes. For these problems we would practically always prefer Fisher's 
procedure and use our own test only in extremely exceptional circumstances. In the light 
of our conc1uding remarks in section 4 this might appear somewhat surprising. The rea-
son, of course, is that we do not believe modell to be a valid model for randomized cli-
nical trials. In our opinion, a different model 2 has to be postulated, of which modell is 
merely a very special case. Model 2 enforces the use of a permutation test procedure and 
Fisher's exact test is identical to the Fisher-Pitman permutation test for 0-1 data. 
For simplicity of exposition we assume nl = n2 = 2 (although the argument is comple-
tely general) and immediately turn to the Ho situation of equal treatment effects. Under 
Ho, modell implies that all N = 4 patients have exactly identical probabilities of success 
(e.g. ofrecovery from an illness). The parameter vector (nI, n2, n3, n4) therefore is equal 
to (8, 8, 8, 8), where 8 is an unknown probabilitiy of recovery which is common to all 
4 patients. 
In our opinion, such an assumption is grossly unrealistic and thoroughly unjustified. We 
feel much more comfortable with the following description of the Ho situation: N = 4 
patients are selected, usually in a quite arbitrary way, from a pool of patients which 
satisfy certain inc1usion and exc1usion criteria. Let us call these patients A, B, C, D. These 
patients are different individuals and not merely particular instances of identical atoms 
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or molecules. Therefore they will have, in general, different probabilities of recovery, say 
BA, BB, Be, BD. These probabilities are unknown to uso 
In any respectable c1inical trial the assignment of these patients to the two treatment 
groups is done not haphazardly but via a randomization prozedure. If model 1 were 
indeed assumed to be true, such a procedure could rightly be regarded as a pointless 
ritual. After randomization the parameter vector (1/:1, n2, n3 , n4) is equal to one of the 
following 24 = 4! possibilities: 
(B A, BB, Be, BD) 
(B A, BB, BD, Be) 
(B A, Be, BB, BD) 
If the (simple) randomization procedure was conducted properly, all possibilities occur 
with equal probability 1/24. After completion ofthe trial the random vector Y = (Yl, Y2, 
Y3, Y4) has been observed, i.e. one of the 24 zero-one vectors y = (Yl, Y2, Y3, Y4) with 
Yi e { 0,1} for i = 1,2,3,4 has been recorded. What is the probability P (Y = y) of this 
event? 
One easily derives, under our assumptions about the randomization procedure, that 
P(y=y)=214 B~l B:2 B~3 B~4 (I-BA/-Yl(I-BB)1-Y\I-Be/-Y\I-BD/-Y4 
+ ... + 214 B~l B~2 B:3 Bt (I_BD)1-Yl(I_Be)1-Y2(I_BB)1-Y\I_BA/-Y4 
It follows that the random variables Yl, ... ,Y4 are, in general, not stochastically indepen-
dent. To see this, assume for instance BA = 1 and BB = Be = BD = O. once, say, Y3 = 1 is 
observed it is known that Yl = Y2 = Y4 = O. 
However, the random variables are identically distributed. Indeed a much stronger pro-
perty holds: Y is permutation invariant (exchangeable), i.e. (Yl, Y2, Y3, Y4) has the same 
distribution as (Yi, Yj, Yk, YI) for each permutation (i,j , k, 1) ofl, 2, 3, 4). 
The permutation invariance of Y is the key for the construction of Fisher's exact test. A 
maximal invariant under the action of the permutation group is the marginal frequency 
Cl = Yl + Y2 + Y3 + Y4· It follows that one should condition on the observed value of Cl 
and compute the p-value in this conditional distribution, where all 24 not necessarily dif-
ferent permutations (Yl, yj, Yk, yI) of the observed (Yl, Y2, Y3, Y4) have the same probability 
1/24 under all possible parameter constellations BA, BB, Be, BD. Obviously, this proce-
dure of the "Fisher-Pitman"-type is merely an alternative description of Fisher's exact 
test. Introductions to permutation tests and algorithms for determining their exact distri-
bution can be found in STREITBERG, ROEHMEL (1984, 1986, 1987, 1990). 
While Fisher's exact test is therefore also correct (but conservative) in the very special 
case BA = BB = Be = BD (i.e. modell), the alternative procedures discussed above are 
c1early incorrect in the general model of non-identical success probabilities. 
A possible surrogate for randomization procedures is a random selection procedure. If 
patients are randomly drawn from a pool of patients with possibly different success pro-
babilites, a model analogous to model 2 will result. Again Fisher's exact test gives an 
appropiate test procedure. In the absence of either a randomization or a random samp-
ling procedure, we see no rational basis for the application of confirmatory statistical 
methods unless exact homogeneity of experimental subjects is guaranteed. 
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6. Conclusions 
1. Fisher's test is conservative under the binomial model 1. It is, however, never anti-
conservative. 
2. Rice's test is not appropiate under the binomial modell, because it can be anti-con-
servative under certain parameter constellations. 
3. Instead the test described in section 4 of this paper or Basler's test should be applied 
whenever modell can be assumed to be true. 
4. In most randomized clinical trials, however, modell is not true, because it is implausi-
ble that success probabilities should be exact1y identical for different individuals. Here 
the permutation invariant model 2 is appropiate and Fisher's exact test should be applied 
if a correct randomization. procedure has been followed. 
5. Without such a randomization procedure we see no rational basis for the application 
of test procedures whatsoever, whenever patients ar chosen arbitrarily from a pool of 
patients with possibly non-identical individual success probabilities. 
We strict1y warn against the indiscriminate use of either Rice's OI Basler's or our own 
procedure whenever the homogeneity of experimental subjects can be questioned. 
These tests can, in inhomogeneous situations, be arbitrarily anticonservative and com-
pletely misleading. Here Fisher's exact test is the only appropiate method known to uso 
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Bounds for the Upper Tail Probabilities of the 
Multivariate Disjoint Test 
J. Krauth 
Summary 
The scan statistic is used in epidemiology and other fields of research for testing the null 
hypothesis ofuniformity against clustering alternatives. One alternative to the scan statistic is 
the disjoint statistic. As with the scan statistic, the exact distribution of the disjoint statistic 
can be computedfor moderate sampIe sizes only. For the tail probabilities ofthe multivariate 
disjoint statistic, upper and lower bounds of degrees one and two are derived. These upper 
and lower bounds, which in fact represent bounds for the distribution of the maximum of a 
multinomial distribution, are easy to compute and arefound to be very closefor common sig-
nificance levels. 
Keywords: 
Disjoint statistic, clustering alternatives, bounds, epidemiology. 
Zusammenfassung 
In der Epidemiologie und anderen Forschungsgebieten wird die Scan-Statistik verwendet, um 
die Nullhypothese einer Gleichverteilung gegen Clusteralternativen zu testen. Eine A lternative 
zur Scan-Statistik ist die Disjoint-Statistik. Ebenso wie für die Scan-Statistik ist die exakte 
Verteilung der Disjoint-Statistik nur für kleine Stichprobenumjänge berechenbar. Hier werden 
deshalb obere und untere Schranken vom Grad 1 und 2 für die oberen P-Werte der multiva-
riaten Disjoint-Statistik hergeleitet. Diese oberen und unteren Schranken, die tatsächlich 
Schranken für die Verteilung des Maximums einer Multinomialverteilung darstellen, lassen 
sich leicht berechnen und sind näherungsweise gleich für die üblichen Signifikanzniveaus. 
Schlüsselwörter: 
Disjoin t-Statistik, Clusteralternativen, Schranken, Epidemiologie 
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1.lntroduction 
The sean statistie is defined as 
N(d) = sup N(x, x + d) 
O:S; x :S; l-d 
(1) 
where N(x, x + d) denotes the number of r.v.'s from a random sampie Xl, .. . ,Xn from 
the unit interval (0, 1) that are in the window (x, x + d) for 0 ::;; x ::;; 1 - d. This statistie is 
used for testing the null hypothesis that Xl, ... , Xn are uniformly distributed against 
clustering alternatives. 
The sean statistie has been applied in epidemiology and many other areas (NEFF and 
NAUS, 1980; GLAZ, 1989). NEFF and NAUS (1980) presented tables of seleeted values ofthe 
probability PrjN(d) 2': m j under the null hypothesis for small values of n (n ::;; 25). BER-
MAN and EAGLESON (1985) pointed out that there is also some practieal interest in using 
the sean statistie for sampie sizes between 100 and 500. Beeause the formulas for 
PrjN(d) 2': mj, for m ::;; nl2 and d ::;; 112, are based on partitions of n into nonnegative 
integers, the ealculations are very eomplieated and beeome impractieal when n is large. 
For this reason, several approximations of PrjN(d) 2': mj have been derived (GLAZ, 1989; 
BERMAN and EAGLESON, 1985). A simple upper bound was proposed by BERMAN and 
EAGLESON (1985) and improved by KRAUTH (1988) and GLAZ (1989), GLAZ (1989) also 
derived a lower bound whieh, however, is diffieult to evaluate for large sampie sizes. 
NAUS (1966) studied a generalization of the univariate sean statistic to k dimensions for 
testing the null hypothesis of a uniform distribution on the k-dimensional unit eube 
against clustering alternatives. Here, the window was a k-dimensional rectangular solid 
with sides oriented parallel to the sides of the unit cu be. Asymptotie results were derived 
for deereasing windows in the general ease. In the bivariate ease, upper and lower 
bounds for the tail probabilities were derived for whieh it is assumed that the eorre-
sponding probabilities for the univariate statistie are known (NAUS, 1965). For small 
sampie sizes, some values of the probabilities for the bivariate statistie are listed in Table 
5 in NAUS (1966), based on the bounds and on simulations. 
To avoid the diffieulties whieh arise when ealculating approximations or bounds for the 
tail probabilities of the multivariate sean statistie, we study the multivariate disjoint sta-
tistic instead. 
Consider n independent identieally distributed k-dimensional random veetors XI, ... ,Xn 
with a distribution that is eoneentrated on a bounded Borel set B in the k-dimensional 
Euclidean spaee. Under the null hypothesis Ho we assume a uniform distribution, i.e. a 
distribution with a eonstant density over B. This null hypothesis is to be tested against 
clustering alternatives. We assume a disseetion of B into L 2': 2 disjoint Borel sub sets or 
eells Cl, ... , CL, of whieh the probabilities pI, ... , PL with PI + ... + PL = 1 are known 
under Ho. Let Ni denote the number of random veetors observed in eell Ci for 
i = 1, . .. , L. Then the disjoint statistie is defined by 
M=maxNi. 
l :S; i :S; L 
(2) 
The multivariate disjoint test was introdueed by NAUS (1966), who eompared this test 
with the multivariate sean test. NAUS (1966) restrieted his analysis to the ease where B is 
the k-dimensional unit eube and the eells Cl, ... ,CL are equal sized k-dimensional ree-
tangular solids with sides that are oriented parallel to the sides of the unit eube. For this 
situation, it was proved that the sean test is more powerful than the disjoint test against 
all alternative hypotheses with eontinuous density funetions on the k-dimensional unit 
eube if the size for a single eell is sufficiently small. 
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Though the above result might seem to indicate that there is little interest in applying 
the disjoint test, there is a number of reasons that justify its use. First, it was observed 
(NAUS, 1966) in a preasymptotic comparison of the univariate disjoint and sean tests for 
the alternative F(x) = x2 that for a given window width d, the ratio of the powers of the 
scan test and of a disjoint test of the same level increases monotonically as d decreases 
and finally exceeds one, as stated above. However, this also means that if n is large 
enough, the ratio is smaller than one for a wide range of values of p. Moreover, for a 
given value ofp, the ratio increases at first and then decreases as n increases. This means 
that for a given p, the disjoint test is more powerful than the scan test for large n. 
Another reason for preferring the disjoint test to the scan test arises from its greater 
applicability. At least in theory, the scan statistic should only be used for continuously 
measured observations. Continuous measurements could be assumed approximately if, 
for instance, information was available regarding the hour in which somebody became 
ill, or the house in which a person died. In reality, however, we often mere1y know the 
number of people who became ill in a certain month or year, or how many deaths occur-
red in a certain census tract. In these cases, only a lower bound for the value of the scan 
statistic can be derived. 
If continuous measurements are available, one good reason for applying the scan test 
instead ofthe disjoint test is that the disjoint test might fail to detect clusters concentrat-
ing around the common boundaries of different cells. However, because feasible results 
are lacking for the multivariate scan statistic, the researcher might have to use the simple 
bounds for the disjoint test described here even in the case of continuous measure-
ments. 
This disjoint test can be applied in all cases in which it is possible to use the scan test. 
For example, the univariate disjoint test might be applied to test the null hypothesis of 
no clusters in the numbers of childhood leukemia cases among Connecticut residents in 
five successive years (EDERER, MYERS and MANTEL, 1964). An example for the applica-
tion of the bivariate disjoint test could be the detection of clusters of bismuth-214 ano-
malies in the Lubbock, Texas region (CONOVER, BEMENT and IMAN, 1979). Finally, the 
trivariate disjoint test could be used to detect clusters of childhood leukemia in the Buf-
falo, N.Y., area dissected into census tracts during the years 1943 through 1956 (PINKEL 
and NEFZGER, 1959). 
A possible generalization ofthe disjoint test would be a test for detecting clusters in, say, 
r neighboring cells. This would lead to overlapping windows as in the case of the scan 
test. Such a test was proposed by WALLENSTEIN, WEINBERG and GOULD (1989) for the 
univariate situation with a modification for seasonal event data. 
In Section 2 for the upper tail probabilities of the multivariate disjoint test, simple upper 
and lower bounds are derived. These are sufficiently close for all conventional signifi-
cance levels, so that the test can be performed without difficulty. Some numerical results 
are presented in Section 3. Section 4 illustrates the use of the bounds for two examples 
using real data. 
2. Upper and lower bounds tor the upper tail proabilities ot the multivariate 
disjoint statistic 
The distribution of the L cell frequencies NI, ... ,NL und er Ho is given by the multi-
nomial distribution 
{ I n! nl nL Pr Nl=lll, ... ,NL=nL = PI ···PL 
lll! ... nL! 
(3) 
o ~ lll, ... ,nL ~ n, III + ... + nL = n, PI + ... + PL = 1. 
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With the events Ai = I Ni ;?: m I, i = 1, ... , L, we derive 
Pr iM;?: m l = prL~1 Ai I, m = 0,1, . .. ,n. (4) 
It is known that Ni has the binomial distribution with parameters n and Pi for i = 1, ... ,L 
and that (Ni, Nj) has the trinomial distribution with parameters n, Pi and pj for i, j = 
1, ... ,L, i =1= j. It also holds (MALLOWS, 1968; JOGDEO and PATIL, 1975) that 
Thus, it holds that 
qi:=Pr IAd=i ( ~)Pi (1_pj)n-s, i=I, . .. ,L, 
s=m 
qij : = PrlAi n Aj l = 0 for 2m > n, 
n - m n-s n! 
qij = L L 'tl ( _ _ t)' pi pJ (1 - Pi - pj)n-s-t, 
s~m t~ m s .. n s . 
i, j = 1, ... ,L, i =t= j, 2 m :::;; n. 
In particular, for 2 m > n we have the exact result 
Pr lM>ml = r qi . 
- i=l 
(5) 
(6) 
(7) 
(8) 
(9) 
First, we consider the case of equal probabilities Pi = lIL, i = 1, ... ,L. This case is ofpar-
ticular interest because the power of the test can then be expected to be rather high with 
respect to alternatives with a high peak of the density in a small region of B. Whenever 
possible, the cells should therefore be chosen so that the corresponding probabilities are 
equal under Ho. However, this is not always possible because, for example, neither 
months nor years have exact1y the same lengths, and census tracts are also of different 
sizes. 
For equal probabilities the events Al, ... ,AL are exchangeable, from which it follows 
that 
qi = ql, qij = q12, i, j = 1, ... ,L, i =t= j. 
KOZELKA (1956) applied the BONFERRONI inequalities 
L L i-I 1 L I L i~1 Pr lAd - i~2 j~1 Pr lAi n Aj l :::;; P i~l Ai :::;; i~1 Pr lAd (10) 
to derive 
Lql - 0.5 L (L - l)q12 :::;; Pr IM ;?: m l :::;; Lql. (11) 
By applying (5), KOZELKA (1956) weakened the lower BONFERRONI bound of degree two 
to derive the lower bound Lql - 0.5 L (L - l)qi of degree one. 
To derive upper bounds for Pr IM ;?: m l, we consider the BONFERRONI bound 
(12) 
of degree one and the bound 
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U2 = min 11, Lql - (L - l)qd (13) 
of degree two. The bound U I is the best linear upper bound of degree one, and the 
bound U2 is the best linear upper bound of degree two (KOUNIAS and MARIN, 1974). 
To derive lower bounds for Pr iM ~ m l, we consider 
L 
L2 = k(k + 1) (2kql - (L - l)q12), k = 1 + [(L-l)q12 / qll (14) 
where [xl denotes the integer part of x. The bound L2 is the best linear lower bound of 
degree two (KOUNIAS and MARIN, 1974). 
From GALAMBOS (1977) it can be concluded that the expression for L2 with arbitrary 
positive integer values of k gives lower bounds for Pr IM ~ m l. Thus, by considering (5) 
and (14), we derive the lower bound 
L 
LI = k(k + 1) (2kql - (L - l)qD, k = 1 + [(L - l)qll (15) 
of degree one. 
For the general case where the probabilities pI, .. . ,PL are not necessarily equal, we 
define 
L Li- I L 
SI = I qi S2 = I I qj' SI = (S2 - I q2)/2. 
i=l' i=2 j= l h 2 1 i= l 1 (16) 
The best linear upper bound of degree one for Pr IM ~ ml is given by 
(17) 
(KOUNIAS and MARIN, 1974). 
If only the values of SI and S2 are known, the best linear upper bound of degree two is 
given by 
(18) 
(KWEREL, 1975, Corollary to Theorem 5). 
However, because we assume that the probabilities qij are known, we prefer the upper 
bound 
L U~ =rninll, SI-max .I qikl l :;;k:;;L ,~ I 
i:J: k 
of degree two (KOUNIAS, 1968) which is superior to the KWEREL bound (18). 
In KWEREL (1975) it was proved that the bound 
(19) 
* 2 L2 = k(k + 1) (kSI - S2), k = 1 + [2S2/Sll (20) 
is the best linear lower bound of degree two for Pr iM ~ m l if only the values of SI and 
S2 are known. By using inequality (5), and for the same reasons given for deriving (15) 
we obtain the lower bound 
L~ = k(k2+ I) (kSI - Si), k = 1 + [2SVSIl 
of degree one. 
(21) 
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3. Numerical examples 
The computations were carried out on a DELL System 325 using Turbo C2.0. All bino-
mial and trinomial probabilities were calculated on a logarithmic scale. Only cases with 
2m S n were considered, because in all other cases the bounds Ui, U2 and L2 or u7, U~ 
and L; are identical to the exact values. In Tables land 11 the values of L (5, 20, 100), n 
(20, 100, 500, 1000) and mare varied for the eqUirrobable case. The values of m were 
chosen so that small and large values ofPr lM sm resulted. (As far as possible, probabi-
lities dose to .01, .05, .10, .15 and .50 were considered.) In Table III the case with L = 4 
and Pi = .4, P2 = .1, P3 = .3, P4 = .2 was considered for various values of n (20, 100, 500, 
1000) and m. In each case the upper and lower bounds of degrees one and two were 
given for Pr IM > ml. 
It can be seen that for Pr IM ;::::: ml s .2, the bounds of degree two are so dose that they 
are near to the exact values. For Pr IM ;::::: ml s .05 this also holds for the very simple 
bounds of degree one. The bounds are even doser for different values of Pi, ... ,PL, as 
can be seen in Table 111. 
4. Applications 
Figure 1 in CONOVER, BEMENT and IMAN (1979) shows a two-dimensional rectangular 
map ofbismuth-214 anomalies observed as part ofthe National Uranium Resource Eva-
luation Pro gram in the Lubbock, Texas region. Though this is not an example from epi-
Table I. Comparison ofbounds for Pr iM ~ ml in the equiprobable case 
n L m LI 'VI L2 V2 
(15) (12) (14) (13) 
20 5 6 .595615 .978961 .798332 .9067l0 
7 .358307 .433463 .4164l7 .426645 
8 .150382 .l607l3 .160000 .l60428 
9 .048913 .049909 .049899 .049905 
10 .012907 .012974 .012974 .012974 
20 4 .269987 .318031 .293704 .315598 
5 .050220 .051479 .051115 .051442 
6 .006565 .006586 .006583 .006586 
100 3 .095372 .100358 .097250 .100295 
4 .004253 .004262 .004258 .004262 
100 5 25 .484229 .656766 .587441 .629036 
28 .159095 .170758 .l69026 .170065 
29 .096093 .100101 .099720 .099948 
30 .054979 .056245 .056173 .056216 
32 .015551 .015648 .015647 .015648 
20 10 .412796 .563766 .461084 .553498 
11 .204441 .229448 .214720 .227975 
12 .082013 .085484 .083762 .085311 
13 .028880 .029287 .029122 .029270 
14 .009225 .009265 .009252 .009264 
100 5 .284917 .343232 .294828 .342264 
6 .052039 .053453 .052391 .053432 
7 .007083 .007108 .007092 .007108 
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Table I1. Comparison ofbounds for P IM ;:::. ml in the equiprobable case 
n L m L j U j L2 U2 
(15) (12) (14) (13) 
500 5 112 .401317 .502199 .465447 .487498 
118 .127470 .134731 .133598 .134278 
122 .045367 .046221 .046158 .046196 
126 .013502 .013576 .013574 .013575 
20 34 .516412 .908236 .610095 .878422 
36 .319548 .392858 .342427 .387815 
38 .142066 .153216 .146412 .152536 
39 .088084 .092115 .089816 .091885 
40 .052633 .054019 .053284 .053946 
43 .009375 .009417 .009400 .009415 
100 12 .386542 .520804 .401569 .518420 
13 .172171 .190049 .174672 .189742 
14 .062567 .064635 .062920 .064600 
16 .006127 .006146 .006132 .006146 
1000 5 215 .471996 .631526 .563983 .604509 
223 .179687 .194878 .191715 .193613 
227 .092437 .096134 .095647 .095939 
230 .052527 .053679 .053577 .053638 
238 .009051 .009084 .009083 .009084 
20 65 .333192 .414998 .357507 .409249 
67 .190513 .211826 .197990 .210443 
69 .097216 .102175 .099229 .101880 
71 .045574 .046606 .046050 .046550 
74 .012873 .012952 .012916 .012949 
100 19 .454489 .690499 .477105 .686232 
21 .138563 .149648 .140042 .149456 
22 .063079 .065183 .063404 .065147 
24 .010849 .010908 .010861 .010907 
demiology, it is obviously of the same structure as many epidemiological problems. We 
dissected the map into L = 40 equal sized rectangular windows ofwidth .2 degrees longi-
tude (representing about 6 miles) and of .25 degrees latitude (representing ab out 17 
miles). The total number of anomalies was n = 77. We tried to identify the number of 
anomalies for each ofthe 40 cells C1,l, ... ,ClO,4 and obtained N1,1 = 0, N1,2 = 0, N1,3 = 2, 
N1,4 = 1, N1,5 = 1, N1,6 = 1, N1,7 = 1, N1,8 = 0, N1,9 = 0, N1,10 = 2, N2,l = 0, N2,2 = 0, N2,3 
= ° N24 = 4 N25 = 5 N26 = 2 N27 = 1 N28 = 1 N29 = ° N2 10 = ° N31 =1 N32 = 2 N3 ,~ = i, N3,; = 2, N3,; = 14, N3,~ = 4, N3,; = i, N3,; = 3, N3,; = ( N3,1O' = 3: N4,~ = 4, N4,~ 
= 0, N4,3 = 3, N4,4 = 0, N4,5 = 7, N4,6 = 6, N4,7 = 1, N4,8 = 0, N4,9 = 1, N4,10 = 0. The 
maximum is given by M = 14. In this example all upper and 10wer bounds yielded the 
same result. 
LI = U1 = L2 = U2 = 2.84311 X 10-7, 
which can be considered to be the exact tail probability, indicating the existence of clu-
sters. It is remarkable that in this case, the bounds of degree one are as precise as the 
bounds of degree two. This is due to the smal1 values of q1 = 7.1 X 10-9 and q12 « 10-15). 
In EDWARDS (1961) the numbers of first-born anencepha1ics in Birmingham (1940 -1947) 
are given for the L = 12 months ofthe year. Starting with January, the observed frequen-
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Table III. Comparison of bounds for Pr IM ~ ml in the case of L = 4 cells with probabilities .4, .1, 
.3, and .2 
n m L~ vi L; v; 
(21) (17) (20) (19) 
20 7 .835137 1 .954738 .967779 
10 .282731 .295227 .295110 .295110 
100 35 .890879 1 .928132 .928134 
40 .547625 .558917 .557628 .557628 
45 .238146 .239646 .238645 .238645 
46 .131557 .131627 .131627 .131627 
48 .063899 .063907 .063907 .063907 
50 .027121 .027121 .027121 .027121 
500 170 .997586 1 .998474 .998474 
200 .516989 .516989 .516989 .516989 
210 .192710 .192710 .192710 .192710 
215 .093155 .093155 .093155 .093155 
220 .038012 .038012 .038012 .038012 
225 .013006 .013006 .013006 .013006 
1000 380 .907413 .907413 .907413 .907413 
400 .512015 .512015 .512015 .512015 
410 .269431 .269431 .269431 .269431 
420 .104279 .104279 .104279 .104279 
430 .028779 .028779 .028779 .028779 
435 .013234 .013234 .013234 .013234 
eies are NI = 10, N2 = 19, N3 = 18, N4 = 15, Ns = 11, N6 = 13, N7 = 7, Ns = 10, N9 = 13, 
NlO = 23, Nll = 15, Nl2 = 22. This results in a total ofn = 176 cases with a maximum of 
M = 23 . Taking into consideration the fact that the months do not have equal numbers 
of days and that 1940 and 1944 were leap-years, we assumed the probabilities 
PI = P3 = PS = P7 = PS = PlO = PI2 = .084873, P2 = .077344, P4 = P6 = P9 = Pll = .082136. 
This resulted in the bounds 
L~ = .230443, U~ = .261676, L~ = .245824, U; = .259034. 
While the bounds L7 and u7 of degree one are not so dose, the bounds L~ and U~ of 
degree two indicate a p-value of about .25. This seems to show that no seasonal effect 
can be observed in the numbers of first-born anencephalics. However, if we add up the 
numbers of anencephalics born in a quarter of a year, this results in 
L = 4, n = 176, PI = .247091, P2 = .249144, P3 = .251882, P4 = .251882, NI = 47, N2 = 39, 
N3 = 30, N4 = 60, M = 60. 
This leads to the bounds 
L7 = .017623, u7 = .017740, L~ = .017739, U~ = .017740. 
The fOUf bounds do not differ much in this case, and it can be assumed that the exact 
value is Pr iM ~ ml = .01774. This gives strong evidence for the existence of a seasonal 
effect. 
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Depending on how the problem for the anencephalics example is formulated, it might 
seem more reasonable to use another method for calculating the cell probabilities 
PI, ... ,Pl2 or PI, . .. ,P4, respectively. It might, for instance, seem more appropriate to 
choose these probabilities in proportion to the total number of births in a month (or a 
quarter of a year) if this information were available. 
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Structural Equation Models 
Applications in Biological Monitoring 
H.-P. Bäumer1l, A. van der Linde2l , G.-P. Zauke3l 
Abstract 
In biological monitoring, the potential influences of biological attributes of organisms on 
their in corpora ted concentration ofpollutants have to be scrutinized. 
With regard to a case study, a scheme of hypothesized influences related to variables con-
cerning biological attributes on variables of incorporated concentration of heavy metals was 
transferred to a structural equation model. The PLS as weil as the LISREL approach are 
applied in the simultaneous estimation of model parameters appropriate to the multivariate 
problem. Mathematical premises, identification, assessment of models, model modifications, 
and the problem of nonlinearity of relations are discussed. Pros and cons of these approa-
ches in biological application are emphasized. 
On the basis of interpretation of the outcomes in structural modelling, changes in the experi-
mental design are suggested to eliminate certain potential effects of biological attributes on 
incorporated concentration of the heavy metals Cd, Pb, Ni, and Cu. 
Zusammenfassung 
Im biologischen Monitoring sind die Einflüsse biologischer Eigenschaften der Monitor-Orga-
nismen auf inkorporierte Konzentrationen von Schadstoffen sehr genau zu untersuchen, um 
ein adäquates experimentelles Design zu entwickeln. 
Ein konzeptioneller Entwwf wurde im Rahmen einer Fallstudie operationalisiert und in ein 
Strukturgleichungsmodell übertragen. Der PLS- und der LISREL-Ansatz werden angewandt, 
um Modellparameter simultan zu schätzen. Mathematische Voraussetzungen, die Identifika-
tion der Modellparameter, Modellbewertung und -modifikation und das Problem der Nichtli-
nearität von Einflüssen werden bezogen auf die Fallstudie diskutiert. Vor- und Nachteile die-
ser Ansätze im Kontext biologischer Anwendungen werden hervorgehoben. 
Aufgrund der Interpretation der Resultate in der ModelIierung werden Veränderungen im 
experimentellen Design vorgeschlagen, um mögliche Effekte biologischer Eigenschaften auf 
die inkorporierte Konzentration der ausgewählten Schwermetalle Cd, Pb, Ni und Cu zu kon-
trollieren. 
1) Universität Oldenburg, Hochschulrechenzentrum, Postfach 2503, 2900 Oldenburg 
2) Bremer Institut rur Präventionsforschung und Sozialmedizin (BIPS), GrÜnenstr. 120, 2800 Bremen 
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1.lntroduction 
Scientific programmes using aquatic organisms as sentineis of heavy metals in the envi-
ronment are frequently adopted (s.a.FuRNESS & RAINBOW (1990». However, before the 
incorporated portion of heavy metals can be regarded as an indicator of the bioavailable 
. supply of the environment, the potential influence of biological attributes of the orga-
nisms on bioaccumulation has to be scrutinized. Different approaches are available, 
namely (a) bioaccumulation experiments under laboratory and in-situ conditions, (b) dif-
ferential analyses of metals in appropriate subgroups of field collections of organisms or 
(c) random sampling and application of multivariate analysis to study the influence of 
biological attributes on incorporated concentrations of heavy metals. A research project 
on the aspects mentioned above was performed using benthic crustacea and algae from 
the EIbe, Weser, and Ems estuary, N.W. Germany (ZAUKE et al. (1985), (1986), (1987), 
(1988a), (1988b». 
In this paper we focus on the application of different techniques of multivariate analysis, 
whereas practical implications for the monitoring programme will be outlined elsewhere. 
An important feature of the present approach is to regard concentrations of particular 
heavy metals in organisms as indicators of their 'body burden' and particu1ar biological 
attributes as indicators of their 'biological characteristic'. Latent variables are regarded as 
an adequate representation of this approach. Therefore, we focus on modelling of struc-
tural relationships. These models have been applied mainly in econometric and psycho-
metrie studies but have also gradually become attractive in natural sciences (e.g. 
KOWALSKI et al. (1982» and particularly in ecology (e.g. NORDGREN et al. (1983» . Differ-
ent structural equation models will be considered, and the question of potential linear 
effects of the 'biological characteristic' on the 'body burden of heavy metals' will be dis-
cussed. 
Several software packages as well as specific programmes make these techniques of the 
so-called second generation of multivariate analysis (s.a. FORNELL (1982a» easily access-
ible; LISREL (with SPSS-X) (JÖRESKOG & SÖRBOM (1989); s.a. JÖRESKOG (1990», EQS 
(with BMDP) (BENTLER (1889); s.a. BENTLER (1990b», Proc CALIS (with SAS) s.a. 
HARTMANN (1990», (LV)PLS (LOHMÖLLER (1984» , LINCS (SCHOENBERG (1989); s.a. 
ARMINGER & SCHOENBERG (1990», and further software products. 
First, approaches applied in the analysis of structural equation models and their relations 
to well established techniques in multivariate analysis, like principal component analysis 
and factor analysis, are briefly described. Next, the case study is introduced. Then, stand-
ard elementary analyses and the limitations of the conventional approach are exempli-
fied with regard to the case study. The analysis of structural equation models begins with 
application of the statistically less restrictive PLS approach to vary the basic model 
hypo thesis guided by substantive as well as statistical reasoning. Taking the distribu-
tional premises into account, maximum likelihood estimation of parameters in factor-
analytic as well as structural equation models is applied and significance of model para-
meters is scrutinized. Finally, the model hypothesis advanced in applying maximum 
likelihood estimation is re-examined by PLS estimation. 
The results in modelling suggest a further substantive discussion mainly in relation to 
experimental design of the monitoring programme. 
2. Features of Structural Equation Models 
2.1 Latent Variables 
Modelling in structural equations has the fundamental objective of combining and con-
fronting theory with data or more precisely linking theoretical and empirica1 variables. 
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Research schemes in ecotoxicology often include several fields, such as exposure, biolo-
gical and effect monitoring (s.e.g. Zauke et al. (1986), p. 4 ff. and SMEETS (1978), p. 144 ff.). 
In biological monitoring, the influence of the 'biological characteristic' of organisms on 
their 'body burden of heavy metals' is studied. Neither 'biological characteristic' nor 
'body burden of heavy metals' are empirical variables, but conceptual constructs. How-
ever, each of these constructs is related to empirical variables which are assumed to be 
indicators in a substantive meaning. The variable 'incorporated concentration of Cd' in 
benthic crustacea, for example, is regarded as an indicator of the construct 'body burden 
of heavy metals' in benthic crustacea. This theoretical variable represents the concept of 
'body burden of pollutants' in biological monitoring. With preference to a nontechnical 
description such a conceptual construct will be called latent variable in the following (s.a. 
BOLLEN (1989), p. 180 ff.). However, the term latent variable is controversial to some ex-
tent. Distinguishing between unmeasured, but measurable and unmeasurable variables 
(s.e.g. BENTLER (1980), p. 289) or between defined variables like components and indeter-
minate variables like factors (s.e.g. FORNELL (1982a), p. 5 ff.), different meanings are attri-
buted to latent variable. Consequently, different methodic approaches were evolved 
which will be outlined below. 
In this application-oriented context an unmeasured variable, even if measurable as a 
linear combination of observed variables, will be called a latent variable (s.a. LOHMÖLLER 
(1989), p. 81 ff.). 
2.2 Linear Structural Equation Models 
The linear relations between latent variables are formulated in a linear equation system 
including an additive random variable of residua in each equation. Imposing further con-
ditions on the linear equation system constitutes the structural equations. The linear 
relations between latent variables and their indicators are described in measurement 
models. These basic parts in the structural equation model are closely related to well-
known models in multivariate analysis like those applied in principal component analysis 
(PCA) and factor analysis (FA). Therefore, linear structural equation models are classi-
fied in two categories: factor-analytic and component structural equation models (s.a. 
FORNELL (1982a), p. 1). 
2.3 Construction and Interpretation 0/ Latent Variables in Structural Equation Models 
The fundamental ideas in the construction and interpretation of latent variables are pre-
sented e.g. in FORNELL (1982a). 
Preparatory to the case study, only some characteristics of the techniques PCA and FA 
are briefly reviewed to point out differences in quantifYing latent variables and their rela-
tions in structural equation models. 
PCA is a technique to be applied with the aim of replacing p measured variables 
Xl, ... ,Xp by a few linear combinations of these p variables. Principal components pro-
vide optimal predictors of the measured variables Xi (s.a. KsHIRSAGAR (1972), p. 432 ff.). 
Within the case study, results in the application of PCA are reported in section 3.1 and 
3.2. 
In the factor-analytic model, each Xi is constituted by a linear combination of q common 
factors FI, ... ,Fq with q « p and a unique factor Ei. Thus, the measured variables are 
not completely reconstructed by the q common factors in general. Common factors are 
not uniquely determined and different random variables that satisfy the factor-analytic 
model may be correlated only weakly. This indeterminacy implies difficulties in the sub-
stantive interpretation of common factors in exploratory analyses (s.a. McDoNALD & 
MULAIK (1979), p. 298 ff.). Within the case study, an orthogonal factor-analytic model 
with restricted matrix offactor loadings is discussed in section 3.7. 
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These ideas of constructing latent variables differ in the status of a latent variable and 
the relation of measured variables to a latent variable. In the case of a latent variable as 
an aggregation of measured variables, such as a principal component, it has the status of 
a measurable variable. In contrast, a common factor is modelled as an unmeasurable 
variable. In FA the observed variable reflects the carresponding latent variable. There-
fore, measured variables reflecting a latent variable are called reflective indicators in 
structural equation models. In PCA the observed variables constitute the corresponding 
latent variable. Thus, in the case of measured variables constituting ar contributing to a 
latent variable they are called formative indicators in structural equation models (s.a. 
FORNELL (1982a), p. 7 ff.). Furthermare, PCA and FA differ in the amount of theory pre-
sumed in the research field. PCA is commonly regarded as a tool for exploratory analy-
ses. Substantive interpretation of the mathematically constructed variables may support 
the specification of research hypotheses. Tao often FA is applied in this sense even 
though indeterminacy of common factars may cause difficulties in substantive interpre-
tation. FA is recognized to be more appropriate as a tool for confirmatory analyses of 
carefully specified models (s.a. VAN DER LINDE (1988)). Thus, the factor-analytic and the 
component structural equation model are two fundamentally different approaches (s.a. 
FORNELL (1982a), p. 15). 
The software systems available far the analysis of structural equation models represent 
these differences to same extent. Therefore, two approaches accessible as software sys-
tems are concisely characterized preparatory to the case study. 
The structural equation model proposed by JÖRESKOG and his associates, called LISREL 
model as an abbreviation ofLInear Structural RELationships, rests on the assumption of 
multivariate normality ofthe indicators. The LISREL model is a factor-analytic approach 
and a covariance structure model. Essentially, the LISREL estimation procedure aims at 
fitting the population covariance matrix implied by the specified model to the sample 
covariance matrix. The software system LISREL is recognized as suitab1e for testing 
carefully specified model hypotheses. 
The approach advocated by WaLD and his co-workers, called PLS model as an abbrevia-
tion of Partial Least Squares, essentially rests on the assumption of linearity of condi-
tional expectations (s.a. WaLD (1982), p. 8 ff. and LOHMÖLLER (1989), p. 63 ff. and p. 202) 
which follows from multivariate normality of the observed variables (s.e.g. FAHRMEIR & 
HAMERLE (1984), p. 26 ff.). The PLS model is a component approach and a data structure 
model (s.a. LOHMÖLLER (1989), p. 200 ff.). The PLS estimation procedure aims at predic-
tive optimality. In minimizing the residual variances, the PLS approach is also called pre-
dictive or soft modelling in which random sampling is not presumed. But convergence 
properties are not completely proven (s.a. WOLD (1982), p. 24). In PLS model specifica-
tion, the measurement model is also called outer model part and analogously the struc-
tural equations inner model ar inner model part. The observed variables have to be par-
titioned into usually disjunct subsets related to one or more latent variables. Such a sub-
set of observed variables is also caHed a block. The (LV)PLS programm system is com-
monly judged to be appropriate for application in complex, interdisciplinary research 
fields, in which thearetical knowledge is limited. 
Basic differences between structural and predictive modelling are discussed e.g. in LOH-
MÖLLER (1989). However, for ease of readibility, the notion analysis of covariance struc-
tures will also be used in the following with regard to both approaches. 
In structural and predictive modelling, the linear relations of measured to latent varia-
bles as weH as among latent variables specified in the model are considered simulta-
neously. The specified relations among latent variables thereby influence the estimation 
of parameters in the associated measurement models tao, and, consequently, also the 
construction and substantive meaning assigned to a latent variable. Conventionally, a 
two stage procedure was applied. First, component scores were computed in a principal 
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component analysis, and then a multivariate regression model between components was 
scrutinized. 
Within the case study, results in applying the conventional approach are discussed in 
section 3.2, for reasons of comparison. Soft modelling is selected as a starting point in 
the analysis of covariance structures. (LV)PLS applications are presented in sections 3.3 
to 3.4 and 3.9. LISREL outcomes are reported in section 3.8. The notation corresponding 
to LOHMÖLLER (1984) will be employed for presenting (LV)PLS applications. Analo-
gously, LISREL notation will be utilized (s.a. JÖRESKOG & SÖRBOM (1984), p. I.5 ff.). 
2.4 Indices to assess results in modelling with structural equations 
In the assessment of results obtained in structural equation analyses, several points of 
view have to be taken into account which are classified according to substantive, numeri-
cal, and statistical aspects. For an evaluation from the statistical standpoint, various indi-
ces are available in structural as well as in predictive modelling. 
Concerning the PLS approach, fit indices and some advice on how to assess the model 
fit are presented e.g. in LOHMÖLLER (1989). Two reliability coefficients are proposed to 
facilitate comparison to LISREL outcomes (s.a. LOHMÖLLER (1989), p. 53 ff. and BENTLER 
(1990a), p. 239 ff.). Furthermore, Stone-Geisser's cross validation criterion (s.a. STONE 
(1974) and GEISSER (1974)) is adapted to provide predictive relevance measures, also cal-
led blindfolding relevance measures. As a by-product of blindfolding, jackknife means 
and standard deviations of.parameter estimates as well as of the scores of the latent vari-
able under scrutiny are obtained (s.a. WOLD (1982), p. 30 ff. and LOHMÖLLER (1984), 
p. 5 - 09 ff.). 
With regard to LISREL applications, several measures are proposed to assess the ade-
quacy of the specified structural equation model for adescription of the sample covari-
ance matrix. To evaluate the fit of the entire model, three indices are provided; the chi-
square (CSQ) measure, the goodness-of-fit index (GFI and AGFI) and the root mean 
square residual (RMR) to be applied in the comparision of the fit of two different 
models to the same data. In the case of an unsatisfactory fit it is recommended that the 
normalized residuals are scrutinized and the modification indices are consulted as statis-
tical guides in model modification (s.e.g. JÖRESKOG & SÖRBOM (1982) p. 407 ff. and JÖRES-
KOG & SÖRBOM (1984), p. 1.36 ff.). 
3. Ca se Study in Biological Monitoring 
Heavy metal concentrations as well as biological attributes of total field collections were 
analyzed regarding benthic crustaceans of the genus Gammarus (Amphipoda) from the 
Weser estuary. Sampling sites, techniques applied as well as distribution of species 
within this estuary are described in detail in MEURS & ZAUKE (1988). Therefore, only 
some ofthese aspects are mentioned briefly. First of all it has to be emphasized that ran-
dom sampling of gammarids from microhabitats within the Weser estuary was not poss-
ible, for example due to fortification of river banks or inaccessibility of the shoreline. 
Therefore, 7 sampling sites were selected, mainly on the basic of pragmatic reasons. At 
some of these sites artificial substrates were used. Organisms were collected nonran-
domly at each site. Such a collection of gammarids will be regarded as the unit of obser-
vation in the following. During the months of June and July 1985, 45 collections of the 
amphipods were sampled within the brackish water region of the Weser estuary. Each 
field collection consisted of nearly 80 individuals. 
The following sets of variables were analyzed (abbreviations in round brackets denote 
identifiers used in the following); 
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• Species composition of each coUection 
Percentage of Gammarus salinus (GSAL), G. zaddachi (GZAD), G. duebeni and 
Chaetogammarus marinus 
• Composition of sexes within each collection 
Percentage ofmale adults (ADM), female adults (ADW) andjuveniles 
• Fecundity of females 
Percentage of females without setae on oostegites (WOOB), of females with setae on 
oostegites but without eggs or brood (WMOB), of females bearing eggs (WMEI), and 
of females bearing brood 
• Status of growth 
Mean body length of gammarids in each collection (MLAE) given in [mm] 
• Incorporated heavy metal concentrations in each collection 
Cadmium (CD), lead (PB), nickel (NI), and cop per (CU) given in [mmollkg (dry 
weight)]. 
Thus, in the following 12 observed variables of ratio scale will be regarded. 
At the present state of knowledge, consideration of latent variables seems to be a para-
digm appropriate for further statistical analyses. Therefore, the following investigations 
aim at modelling linear structural relationships, but start with an elementary exploratory 
analysis of covariance structures. The 8 variables corresponding to biological attributes 
are regarded as observed with respect to the latent variable 'biological characteristic of 
collection' and the 4 variables concerning incorporated concentration of particular heavy 
metals as observed with respect to the latent variable 'body burden of heavy metals in 
collection'. 
3.1 Elementary Analyses 
The sampie correlation matrix for the 12 random variables already provided some hints 
far possible linear relationships between the observed variables concerning biological 
attributes on the one hand and incorporated concentration of heavy metals on the other. 
Estimated correlations between variables of species composition as well as of composi-
tion of sexes and variables of incorparated concentration of Pb, partially also of Ni, were 
assessed to be significantly different from zero, taking Fisher's Z transformation into 
account. 
Starting the analyses of covariance structures with the investigation of sampie principal 
components should be understood as the first step in an elaborate procedure, as com-
monly accepted (s.a. JOHNSON & WIeHERN (1988), p. 340). For reasons of scale invariance 
of this technique, standardized variables were considered. The estimated correlations 
between the first component and the variables ADW, GSAL, GZAD, ADM and PB 
were, in that order, descending from 0.9 to 0.6 in absolute value. The second component 
correlated primarily with WMEI, MLAE, and WOOB, whereas the estimated values 
were about 0.7, disregarding sign. Correlation of NI and CD with the third component 
was estimated to about 0.5, but almost every other variable also correlated with an esti-
mate larger than 0.25 in absolute value. Taking the Kaiser criterion into account, a fourth 
component was selected. The correlation with CD was estimated to be about 0.8 and 
with CU to be about - 0.5. 
3.2 The Conventional Approach 
For reasons of comparison to simultaneous estimation in structural equation models, 
the conventional two stage procedure was applied. 
Two further principal component analyses were carried out. The 12 observed variables 
were separated into two groups corresponding to the latent variables under considera-
tion. Far the biological variables two principal components were selected as well as for 
the variables corresponding to incorporated concentration of heavy metals. The out-
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comes of the principal component analysis on the variables concerning biological attri-
butes were similar to the results mentioned above, apart from assigning variable PB to 
the first component due to the grouping of variables. However, separation of CD from 
PB, NI, and CU seemed to be more pronounced. The correlation of CD with the second 
principal component was estimated to be about 0.9, whereas the variables PB, CU, and 
NI correlated to the first component with estimated values of about 0.8. 
The principal component analyses were computationally executed by procedure P4M 
included in BMDP, Version 87 and numerically validated by procedure F ACTOR inte-
grated in SPSS-X, Release 3.0. 
Proceeding stepwise, principal component scores were calculated and utilized as input to 
a multivariate regression analysis. With two independent variables, called HlBI08, 
H2BI08 and two dependent variables, called H1SM4, H2SM4, the regression model was 
[HlSM4J = [Yll Y12] [H1BI08] + [(1] H2SM4 Y2l Y22 H2BI08 (2' 
whereas cov(O was assumed to be diag(var((I), var((2)). Considering standardized varia-
bles, the estimated value of Yll equalled 0.31 and - 0.28 for Yl2. In contrast to the estima-
tes of Y21 and Y22, they were assessed to be significantly different from zero. 
At first sight, this result indicates that the incorporated concentration of Cd in collection 
might by linearly unrelated to the Qiological attributes under consideration. 
The variances var((I) and var((2) were estimated as ab out 0.83 and 1.0 respectively. The 
chi-square (CSQ) statistic was computed to 0.04 with 1 degree of freedom and the good-
ness-of-fit index (GFI) was calculated to 1.0 providing two measures for the assessment 
of the overall fit of the model. As these values were evaluated as less important than the 
estimated amount of the residual variances (s.a. JÖRESKOG & SÖRBOM (1982), p. 409), the 
model was assessed to be unsatisfactory. 
The multivariate regression analysis was computationally executed by LISREL, Version 
6.4 and numerically validated by pro..cedure P6R ofBMDP, Version 87. 
Thus, the conventional approach did not provide further details in describing dependen-
ces of the incorporated concentration of heavy metals in collection on biological attribu-
tes und er consideration. Additionally, the previous analysis has the disadvantage of gain-
ing estimates of model parameters in a two stage procedure. This drawback will be elimi-
nated in applying structural equation models, which are considered next. 
A further disadvantage of these analyses might be the restriction to linear models, but 
the present status of theoretical knowledge in biological monitoring does not allow spe-
cification of nonlinear equations. 
3.3 The Basic Structural Equation Model App1ying Partial Least Squares 
Among the tools available for the analysis of structural equation models, two supple-
mentary techniques were applied; LISREL and (LV)PLS. As the PLS approach is reco-
gnized to be more appropriate for modelling in complex research areas without elabo-
rated theory, the analysis of covariance structures is continued with its application, in 
spite of some unsolved problems (s.a. DIJKSTRA (1981), p. 38 ff.). 
In the construction of a soft model, the knowledge available has to be structured in the 
specification of latent variables and their relations which are then estimated by PLS algo-
rithm. Substantive reasons implied a partition ofthe observed variables corresponding to 
biological attributes into three groups concerning species, composition of sexes, and 
fecundity as well as growth. Results of the previous statistical analyses suggested a subdi-
vision of the observed variables corresponding to incorporated concentration of heavy 
metals into two groups, taking the separation ofvariable CD into consideration. The first 
soft model tried out included every relationship permissible in the relational sequence of 
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the latent variables and is considered basic for further analysis of structural equation 
models. The following latent variables were introduced, already ordered in their rela-
tional sequence (abbreviations in round brackets denote identifiers used in the follow-
ing); 
• Species composition (ARTEN) 
Exogenous latent variable with GSAL and GZAD as formative indicators 
• Composition of sexes (GESCHL) 
Endogenous latent variable with ADM and ADW as formative indicators 
• Fecundity and growth (FEKUND) 
Endogenous latent variable with WOOB, WMOB, WMEI, and MLAE as formative 
indicators 
• Body burden of heavy metals (SMETALl) 
Endogenous latent variable with CD and NI as reflective indicators 
• Body burden of heavy metals (SMETAL2) 
Endogenous latent variable with PB and CU as reflective indicators. 
Structural equation models are commonly depicted in path diagrams. In these, a latent 
variable is represented by the terminal outline for flow diagrams, an indicator by a 
rectangle and the direction of a linear relation by an arrow. A reflective indicator is mar-
ked by an arrow pointing from the latent to the measured variable and vice versa for a 
formative indicator. 
Figure 1: Basic Structural Equation Model Applying PLS Estimation 
ADM v. 
ADW 0'-- E9 
0'-- ElO 
~'--EI1 
G'--E12 
vs 
< > Estimate of Total Effect 
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The foHowing analyses were numerically executed by (LV)PLS, Version 1.8. 
The basic structural equation model is depicted in Figure 1 as a path diagram containing 
the estimated value of model parameters. The values of the total effect summarizing 
direct as weH as indirect linear effects of a latent variable on another latent variable are 
integrated within the diagram as weH, although not model parameters. The notion effect 
usual in the analysis of structural equation models will be utilized in the sense of a linear 
relation being directed to a latent variable, but not in a causal sense. 
In different runs, starting with randomly chosen numerical values of model parameters, 
the number of iteration cycles performed varied from 86 to 112. As the same numerical 
outcomes were provided in each run the estimation procedure was assumed to be nume-
ricaHy stable regarding the basic structural equation model. For an interpretation of the 
results, some of the values of several fit indices provided by (L V)PLS are summarized in 
Table 1. 
Focussing on the numerical values of communality and redundancy coefficient of the 
observed variables, the sampie variance of variables WMEI and CD reproduced was less 
than 0.2. Correspondingly, the outer residual variance relating to variable WMEI 
amounted to about 0.97 and 0.88 concerning CD. The cov (ck,c]), k,1 = 9, ... , 12 and k < I, 
were estimated to be zero as weH as the elements ofthe sub diagonal of cov (v). The esti-
mates ofthe elements of cov (c,v) were judged to be small. But the unreproduced part of 
the variance of the latent variables was assessed to be large, whereas the redundancy 
coefficient was judged to be small. Blindfolding techniques were applied providing jack-
knife means and standard deviations of parameter estimates as values of predictive rele-
vance measures, based on an omission distance chosen as 10. The results of the applica-
tion of blindfolding techniques provided by (LV)PLS are verbaHy summarized. Some 
values of the predictability measure for each case were regarded as unsatisfactory apply-
ing Stone-Geisser's criterion. Lack of predictive relevance of the PLS proxies for the 
proxy of the latent variable SMETALl as weIl as for its reflective indicators CD and NI 
was revealed by the corresponding values of Stone-Geisser's criterion. However, predic-
tive relevance of the PLS proxies for the proxy of SMETAL2 and especially of its reflec-
Table 1: Basic Structural Equation Model Applying PLS Estimation 
Communality (C) and Redundancy (R) Coefficients 
Variable 
GSAL GZAD ADM ADW WOOB WMOB WMEI MLAE CD NI PB CU 
C 1.00 0.95 0.45 0.98 0.72 0.29 0.03 0.32 0.12 1.00 0.82 0.67 
R 0.0 0.0 0.31 0.67 0.36 0.15 0.02 0.16 0.01 0.11 0.37 0.31 
Selected Fit Indices 
with Regard to the Measurement Model 
unreproduced part ofthe variance ofthe observed variables 0.39 
unreproduced part ofthe covariances ofthe observed variables 0.33 
communality coefficient within outward directed block of SMETALl, SMETAL2 0.65 
with Regard to the Structural Equations 
unreproduced part ofthe variance ofthe latent variables 0.65 
unreproduced part ofthe covariances ofthe latent variables 0.0 
with Regard to the Entire Model 
redundancy coefficient 0.20 
Bentler-Bonett Reliability Index 0.61 
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tive indicator PB was indicated. Referring to the intractable distributional properties of 
Stone-Geisser's criterion within the PLS approach (s.a. DIJKSTRA (1981), p. 112 ff.), inter-
pretation of its numerical values has to be considered preliminary. From a statistical 
viewpoint, the fit of the measurement model was judged to be acceptable. But with 
regard to the estimate of the unreproduced part of the variance of the latent variables as 
weH as of the redundancy coefficient, the fit of the structural equations was assessed to 
be insufficient. 
As a consequence of these results, the influence of the elimination of those 5 cases 
which were extremely unreproducible and of the elimination of the numericaHy irrelev-
ant, direct relations between latent variables were studied in turn. After the removal of 
5 cases which proved to be extremely unreproducible in the statistical analysis of the 
basic model, this model was scrutinized again. Two different sets of estimates of model 
parameters were computed by program PLSC of (L V)PLS in dependence of starting 
values chosen, in contrast to PLSX designed for raw data analysis. This program worked 
computationaHy in a stable manner and provided estimates which corresponded to one 
result obtained by PLSC which is designed for covariance matrix analysis. With respect 
to estimates, these outcomes were similar to the results taking the complete sample into 
account. Consequently, it was decided to retain the 5 cases in the sample for further ana-
lysis. A restricted inner model was then derived by elimination of each linear relation in 
the basic model corresponding to an estimated value of a direct effect less than 0.2. The 
analysis of the confined model essentiaHy provided the results obtained with respect to 
the basic model. But directing special attention to the values ofblindfolding communal-
ity and redundancy coefficients, the result was regarded as an improvement in the pre-
dictive relevance of the predictor proxies of the latent variable SMETAL2 with regard to 
PB. 
3.4 The Modified Structural Equation Model Applying Partial Least Squares 
From the viewpoint of biological monitoring, the confined as weH as the basic model 
itself were judged unsatisfactory because incorporated concentration of Cd in coHection 
is insuffiently reflected by PLS estimation. Therefore, the basic model was modified. By 
an appropriate specification of the design matrix of the inner model the direct effect of 
SMETALl on SMETAL2 was eliminated. Furthermore, variable NI was assumed to be a 
reflective indicator of SMETALl as weH as of SMETAL2. Considering CD as dependent 
on SMETAL1, this linear relation in the outer model was estimated to be about 0.97. 
Estimated values of communality and redundancy coefficient of CD amounted to about 
0.93 and 0.11 respectively. Thus, the primary aim of an enhancement of the reflection of 
variable CD in the model by PLS estimation was achieved. Some further results are dis-
played in Figure 2. 
With respect to the modified model, the estimation procedure proved to be numerically 
stable. The number of iteration cycles performed was reduced to about 50. Values of fit 
indices deviated slightly from the scores summarized in Table 1 with the exception of the 
estimated variance of the outer residual of CD which was reduced to 0.07. The estimated 
covariance of the inner re si duals of SMETALl and SMETAL2 amounted to about 0.3. 
Comparing direct effects estimated in the modified as weH as the basic model, the scores 
for the direct effect of ARTEN on SMETAL1 as weH as of GESCHL and of FEKUND 
on SMETAL2 rose in absolute value by about 0.2. Focussing on total effects, the estima-
tes for direct as weH as indirect effects of GESCHL on SMETALl and of FEKUND on 
SMETAL2 increased and the estimate of GESCHL on SMETAL2 decreased in absolute 
value by about 0.2. 
Again, a restricted inner model was derived. In the case of an estimate of a parameter in 
the structural equations less than 0.2, the inner design matrix was specified to nuHifY the 
corresponding linear relation in the modified model. Comparing the outcomes essen-
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Figure 2: Modified Structural Equation Model Applying PLS Estimation 
tially represented in Figure 2 to the results obtained by restricting the inner model, only 
small differences in PLS estimates of model parameters occurred. 
A shortcoming in the utilization of the modified model was the fact that the blindfolding 
procedure in (LV)PLS was not applicable. Although, viewed from the substantive stand-
point, the modified model is to be favoured, its assessment by statistical means is consi-
derably limited. 
3.5 Preliminary Interpretation 
At this stage of the analysis of soft models, the statistical results obtained have to be 
embedded in the context of biological monitoring. Therefore, a preliminary interpreta-
tion concerning substantive aspects is briefly presented. In the discussion of possible 
impacts of biological attributes on incorporated concentration of heavy metals, attention 
is directed to the estimates of direct and total effect of a latent variable on another latent 
variable in a soft model under consideration. As in soft modelling no statistical tool is 
available to test null hypotheses on the significance of model parameters, interpretation 
ofthe estimates of direct as well as total effects is exploratory. 
Preferring the modified or restricted modified model from the viewpoint of biological 
monitoring, the hypothesis of a linear effect of composition of sexes on incorporated con-
centration of heavy metals is proposed as a suggestion for further research or as a reason-
able working assumption in the specification of an appropriate experimental design. 
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3.6 Distributional Premises/or Maximum Likelihood Estimation and Hypothesis Testing 
Proceeding with the application of maximum likelihood estimation in the analysis of 
covariance structures, mathematical premises on the multivariate distribution of the 
observed variables had to be considered. The LISREL approach premises multivariate 
normality of the observed variables. Furthermore, especially in the case of small sampie 
sizes, it has to be taken into account that properties of maximum likelihood estimators 
are valid asymptotically. Even for factor-analytic models, effects on estimates potentially 
occur in the case of sampie sizes less than or equal to 50 (s.a. BOOMSMA (1983), p. 99). 
Investigations commenced by examining the hypothesis of univariate normality of each 
observed variable. Marginal normality was to be rejected as had been expected, particu-
larly with regard to observed variables describing portions of species like GSAL or 
GZAD. 
But in confirmatory factor analysis, maximum likelihood estimation may be properly 
applied even in the case of observed variables which are not multivariate normal. If 
sampie size is large and some model properties, such as independence ofunique factors, 
seem to be justifiable with regard to the case study, inferences on factor loadings may 
remain valid (s. ANDERSON & AMEMIYA (1988), p. 766 ff.). Maximum likelihood estimation 
was applied in confirmatory factor analysis. Results will be considered in the next sec-
tion. 
In the analysis of covariance structures, pseudo maximum likelihood estimation may be 
applied if multivariate normality does not hold (s. ARMINGER & SCHOENBERG (1989), 
p.412 ff.). For computation of pseudo maximum likelihood estimates the program 
LINCS (s.a. p.157) is available. However, the analysis will be carried on with the base 
lines in structural equation models, the PLS and the LISREL approach discussed in sec-
tion 2.3. 
For an appropriate application of LISREL, multivariate normality of the observed varia-
bles may be ensured by transformations and hypothesis testing. But with transforma-
tions some disadvantages may occur. The main objective has to be to maintain the cova-
riance structures to be analyzed in structural equation models. However, difficulties may 
arise, because in general, nonlinear transformations do not leave covariance structures 
unaltered (s.a. BROWNE (1982), p. 111). Additionally, it may be unavoidable to eliminate 
some observed variables with extreme estimate of skewness from further analysis (s.a. 
BOOMSMA (1983), p. 195 -196). Finally, transformations possibly cause difficulties in the 
assignment of substantive meaning to transformed variables as well as in the comparison 
of results obtained by various analyses of covariance structures. 
Continuing with the hypothesis of multivariate normality, univariate as well as multivari-
ate Box-Cox transformations were tried. Multivariate estimates were preferred for fur-
ther analysis, but applying univariate Box-Cox transformations is often judged to be suf-
ficient in the multivariate case, too (JOHNSON & WICHERN (1988), p. 159 ff.). With regard 
to maximum likelihood estimation in the analysis of covariance structures, kurtosis is of 
particular importance (s.a. BROWNE (1982), p. 110 ff.). Therefore, Mardia's test on multiva-
riate skewness and kurtosis was applied. Two-sided tests on the null hypotheses were 
carried out taking different test statistics into account (MARDIA (1974), p. 123 ff.). 
For ease of readability, a transformed pendant of each variable will be denoted by prefix 
TR in the following. Among the random vectors for which the null hypotheses concern-
ing multivariate skewness and kurtosis were not to be rejected, the decision was taken to 
prefer X(l) with components TRADW, TRWOOB, TRWMEI, TRMLAE, and TRCD, 
TRNI, TRPB, TRCU for further analysis. The decision was based on statistical outcomes 
as well as on substantive reasons. The influence of species on the incorporated concen-
tration of the heavy metals under consideration had been examined in separate investi-
gations with the preliminary result that the composition in species has no significant 
effect (ZAUKE et al. (1987), p. 49 ff. , p. 71 and ZAUKE et al. (1988a), p. 284). With reference 
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to the approach common in population dynamics of focussing on females, variable 
ADW was favoured to remain in discussion. Eliminating variable WMOB from further 
analyses was considered not to be serious taking statistical results into account. 
Fulfilling mathematical premises is not to be confused with applying tests as statistical 
tools. Therefore, it was merely assumed that maximum likelihood estimation will be 
applicable in the analysis of covariance structures of random vector X(1). 
The maximum likelihood estimation of transformation parameters and estimation of test 
statistics in Mardia's test were computationally performed by procedures UVBOXCOX, 
MVBOXCOX and MULNOR of a library of specific FORTRAN77 programmes in 
applied statistics (s.a. BÄUM ER (1987». Estimates of the test statistics of univariate tests 
were calculated by procedure NPAR TESTS ofSPSS-X, Version 2.2 as well as by P2D of 
BMDP, Version 1987. Correlation estimates were provided by procedure P4M ofBMDP, 
Version 1987 as well as by FACTOR of SPSS-X, Version 2.2. Principal component analy-
ses were computationally executed by P4M of BMDP, Version 1987 and results were 
numerically validated by F ACTOR of SPSS-X, Version 2.2. 
3.7 A Factor-Analytic Model with Restricted Matrix 0/ Factor Loadings 
The analysis of covariance structures based on maximum likelihood estimation was 
started with the application of factor analysis. The factor-analytic model was derived 
from substantive interpretation of previous results obtained by statistical analyses. A 
potential linear effect of composition of sexes on incorporated concentration of Pb in 
collection was extracted from substantive interpretation of outcomes in soft modelling. 
The idea of a possible linear effect of mean body length on incorporated concentration 
of Cd resulted from inspection of sampie correlations as well as from outcomes in princi-
pal component analyses. Arguing substantively, plausible reasons for both effects could 
be stated. But, with special regard to the last metioned relation, the possibility of an arte-
fact had to be scrutinized, because the estimate of correlation between variable MLAE 
and CD had been increased from 0.25 to 0.35 after transformation of these variables. 
To adopt these suggestions in a factor-analytic model, each of the two variables which 
are supposed to be related to one another is specified to be a reflective indicator of the 
same construct which leads to the following equations; 
TRADW All 0 ,113 (51 
TRWOOB ,121 0 0 62 
TRWMEI A31 0 0 [~f 63 TRMLAE ,141 A42 0 + 64 TRCD 0 A52 0 65 
TRNI 0 ,162 ,163 66 
TRPB 0 0 ,173 67 
TRCU 0 0 ,183 68 
Model specification was not aimed at assigning a substantive meaning to common fac-
tors. Even if effects of the applied transformations were negligib1e, the mergence of 
transformed variables corresponding to biological attributes, such as TRADW, with 
transformed variables corresponding to incorporated concentration of heavy metals, 
such as TRPB, in the same common factor would not allow a substantive interpretation 
of this construct. Furthermore, the possible ambiguity in the interpretation of common 
factors has to be taken into account. Thus, substantively, progress was not to be 
expected by application of factor-analytic means. But with regard to generating hypothe-
ses on structural equation models as weIl as with reference to the comparison of conven-
tional and advanced approaches, an orthogonal factor-analytic model with restricted 
Biometrie und Informatik in Medizin und Biologie 4/1991 
BÄUMER, VAN DER LINDE, ZAUKE, Structural Equation Models. 169 
matrix of factor loadings was tentatively considered. In detail, the following properties of 
common and unique factors were required. Different unique factors were assumed to be 
mutually uncorrelated, the correlation matrix of common factors to be equal to the iden-
tity matrix, unique factors to be uncorrelated with common factors, and expectation of 
each unique as well as common factor was assumed to be zero. Due to the decomposi-
tion of the covariance matrix of the random vector under consideration, 23 equations in 
the 19 model parameters were available. With 19 appropriately selected equations, a uni-
que solution for the 11 squared factor loadings and the 8 variances of the unique factors 
was obtained presupposing 9 factor loadings to be unequal to zero. Furthermore, the 11 
factor loadings were uniquely determined with the exception of column sign. With the 
remaining 4 equations, certain squared factor loadings were overdetermined. In addition, 
the matrix of the factor loadings was unique under orthogonal transformation, except for 
column sign (s.a. AWINA (1980), p. 395 ff. and DUNN (1973), p. 142). 
With reference to corollary 3 in ANDERSON & AMEMIYA (1988), the analogous model was 
studied for the corresponding original variables. 
The results of maximum likelihood estimation differed only slightly in comparisons bet-
ween modelling with transformed and original variables. The estimate of the chi-square 
statistic, regarded as a measure of overall fit of the model (s.a. DILLON & GOLDsTErN 
(1984), p.479), as well as the values of the goodness-of-fit index indicated a reasonable 
overall fit. For all transformed as well as for all original variables jointly, the coefficient 
of determination was calculated to be about 0.99. Examination of normalized residuals 
as well as correlations of estimates provided no suggestion of an unsatisfactory fit in spe-
cific relationships. The null hypo thesis that a loading equals zero was to be rejected for 
each factor loading. Therefore, the direct effect of a latent variable on TRADW and 
TRPB was indicated to be significant as in the case of ADW and PB. The analogous 
result was obtained for TRMLAE and TRCD as well as MLAE and CD. A few values of 
squared multiple correlation were relatively small, especially with respect to TRCU, 
TRWMEI, and TRWOOB. Comparing corresponding estimates numericaIly, only the 
estimated values of squared multiple correlation of WOOB and TRWOOB differed 
remarkably. 
To sum up, the model was assessed as an adequate description of the transformed as 
weIl as the original submatrix of data by factor-analytic means. The feasibility of a sub-
stantive interpretation of the factors extracted was denied. An advantage in the applica-
tion of structural equation models was expected with respect to substantive interpreta-
tion of latent variables ensured by an adequate assignment of indicators. 
Computations were performed by LISREL, Version 6.4. 
3.8 Structural Equation Models Applying Maximum Likelihood Estimation 
Guided by the results obtained in the investigation of the orthogonal factor-analytic 
model with restricted matrix of factor loadings, a corresponding hypothesis of a structu-
ral equation model was devised. The model hypothesis is partially pictured as a path dia-
gram in Figure 3. 
The estimates in particular of squared multiple correlation of the dependent latent varia-
bles as well as of total coefficient of determination for structural equations indicated 
some unsatisfactory properties of the model fit. Furthermore, values of squared multiple 
correlation ofTRADW, TRMLAE, and TRWMEI were relatively small. Therefore, from 
a substantive and statistical point of view, modifications of this model had to be conside-
red, concerning the specification of structural equations as weIl as of the measurement 
model of exogenous variables. 
Disregarding the potential influence of the nonlinear transformations for the moment 
and combining substantive reasons with the suggestions obtained in statistical analyses, 
model hypotheses were proposed giving priority to the separation of linear effects of 
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O.zz Maximum Likelihood Estimate 
O.zz· Estimate Assessed To Be Insignificantly Different from Zero 
Figure 3: Initial Structural Equation Model Applying ML Estimation 
variables TRADW and TRMLAE in structural equation models. At first, variable 
TRADW was specified as a single reflective indicator of an exogenous latent construct, 
and an additional endogenous latent variable with TRWOOB, TRWMEI, and TRMLAE 
as reflective indicators was adopted. 
The linear effect of TRADW on the endogenous latent variable with TRNI, TRPB, and 
TRCU as reflective indicators was judged to be significantly different from zero. As the 
loadings of variable TRWOOB as weH as TRMLAE were assessed to be insignificantly 
different from zero, estimates of squared multiple correlation of TRWMEI as weH as 
TRMLAE were smaH, and, correspondingly, estimates of error variances large, the endo-
genous latent construct added to the model was decided to be insufficiently established. 
In addition, the loading of TRCD was also judged to be insignificant. The value of the 
total coefficient of determination for structural equations indicated that the linear rela-
tionships specified between the latent variables were insufficiently accounted for by 
structural equations. Examination of the values of normalized residuals led to the suspi-
cion that misspecification in the model was potentiaHy related to variables TRMLAE 
and TRCD. 
In stepwise modification, variable TRMLAE and, subsequently, variables TRMLAE and 
TRCD were identified to single-indicator constructs in the structural equation model. 
The last mentioned model hypothesis is described graphicaHy in Figure 4. Results in 
maximum likelihood estimation of model parameters are summarized in Table 2. 
With the computational results summarized in Table 2, the fit of the entire model to the 
data was assessed as acceptable. But the estimates of squared multiple correlation of the 
dependent latent variables as weH as the value of the coefficient of determination for aH 
structural equations jointly were relatively small. Therefore, the fit of the structural 
equations was assessed as not convincing. 
Next, numerical stability in the maximum likelihood estimation of model parameters 
and identification was studied. Starting with different vectors in the parameter space to 
iterate maximum likelihood estimates of the 19 model parameters, the same numerical 
values were obtained. From the decomposition ofthe covariance matrix ofthe 8 random 
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variables under consideration 36 equations in the 19 unlmown model parameters were 
derived. The variance (hll was uniquely determined to be zero by the single equation 
resulting from decomposition of the part of the covariance matrix concerning the inde-
pendent variable. This parameter was already set to zero in model specification. Select-
ing 19 of the remaining equations, a unique solution was obtainable introducing 7 condi-
tions on the elements of the covariance matrix. These restrictions were derived from the 
necessity of denominators in the representation of unlmowns to be unequal to zero. 
Model parameters AY21, AY54, and AY64 were overdetermined taking the 16 remaining equa-
tions into account. 
Finally, the direct effect of TRMLAE on the latent variable with TRNI, TRPB, and 
TRCU as reflective indicators was eliminated in model specification. Estimated values of 
model parameters were almost identical. The model fit was not improved. 
3.9 Proposition 0/ a Structural Equation Model and Its Re-Examination Applying Partial 
Least Squares 
The foregoing elaborate discussion of model specifications was not intended to exem-
plify a systematic specification search (s.e.g. MAcCALLUM (1986), p. 118 ff. and LUUBEN & 
BOOMSMA (1988), p. 337). The purpose was to illustrate the potentials of some prominent 
approaches in the analysis of covariance structures for generating model hypotheses. 
Substantive arguments and equally statistical reasoning led to the model specified above. 
Evaluating the results in maximum likelihood estimation, this model hypothesis was 
suggested for further substantive discussion. 
However, the observed variables in the model resulted from nonlinear transformations 
which had been introduced in scrutinizing the null hypothesis of multivariate normality. 
Figure 4: Modified Structural Equation Model Applying ML Estimation 
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Table 2: Modified Structural Equation Model Applying ML Estimation (s.a. Figure 4) 
Standardized Variables 
TRADW 
TRWOOB, TRWMEI, TRMLAE, and TRCD, TRNI, TRPB, TRCU Called TRYi, i = 1, ... ,7 
Measurement Model for Independent Variable 
TRADW=';1 
Measurement Model for Dependent Variables 
XYil XYi2 XYiJ h4 SMC(TRYi) 
TRWOOB 1.00 0 0 0 0.52 
TRWMEI -0.57 0 0 0 0.17 
TRMLAE 0 1.00 0 0 1.0 
TRCD 0 0 1.00 0 1.0 
TRNI 0 0 0 1.52 0.55 
TRPB 0 0 0 1.70 0.69 
TRCU 0 0 0 1.00 0.24 
Structural Equations Pkl Pk2 P kJ Yjl SMC(17i) 
171: TRFEKUND -0.37 
<-0.37> 
172: TRMLAE -0.78 0 
<-0.78> <0.29> 
m: TRCD 0.82* 0.68 0 
<0.29> <0.68> <-0.11> 
174: TRSMETAL2 0 - 0.12* 0.14* 0.24 
<0.14> <-0.03> <0.14> <0.19> 
Total Coefficient of Determination for Structural Equations 0.40 
XYii 
SMC(TRYi) 
Estimator ofLoading ofTRYi on 17i , i = 1, .. . ,7, j = 1, ... ,4 
Estimator ofSquared Multiple Correlation ofTRYi, i = 1, ... ,7 
Estimator ofvar(t:;), i = 1, ... ,7 
0.26 
0.32 
0.36 
0.24 
B Bii 
0.48 
0.83 
O. 
O. 
0.45 
0.31* 
0.76 
Xii 
0.39* 
0.68 
0.64 
0.18* 
B§ii 
Yil 
Pki 
SMC(17i) 
I{tii 
Estimator ofDirect Effect of Latent Variable'; I on Latent Variable 17i, j = 1, ... ,4 
Estimator ofDirect Effect ofLatent Variable 17i on 17k, j = 1, ... ,4, k>j 
Estimator of Squared Multiple Correlation of 17i, j = 1, ... ,7 
Estimator of var( (i) 
Estimate ofTotal Effect < > 
o 
O.zz* 
Loading Set at Zero or Direct Effect Set at Zero 
Estimate Assessed To Be Insignificantly Different from Zero 
Measures of Overall Fit 
Chi-Square (CSQ) Statistic CH = 22.69 with 17 Degrees ofFreedom (df) and 
P(CH<Xdf) = 0.16, X df CSQ-distributed random variable with df = 17 
Goodness-of-Fit Index (GFI) 
Adjusted Goodness-of-Fit Index (AGFI) 
0.90 
0.78 
Therefore, this model was re-examined with transformed as weH as with original varia-
bles applying PLS estimation. For reason of comparison, computational outcomes con-
cerning the estimate of model parameters as weH as their jackknife mean and standard 
deviation resulting from application ofblindfolding techniques are summarized in Table 3. 
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Table 3: Re-Examination ofthe Modified Structural Equation Model Applying PLS Estimation 
(s.a. Figure 4) 
Direct Effects 
Jackknife Mean (M) and Standard Deviation (SD) for Direct Effects on SMETAL2, TRSMETAL2 
ADW 
TRADW 
FEKUND -0.34 
<0.38> 
MLAE 
CD 
SMETAL2 0.49 
<0.44> 
SMETAL2M 0.48 
<0.43> 
SMETAL2 SD 0.03 
<0.03> 
Estimate of Model Parameters 
Weights and Loadings 
FEKUND 
TRFEKUND 
0.65 
<0.45> 
0.59 
<0.41> 
MLAE 
TRMLAE 
-0.64 
< -0.53> 
0.28 
<-0.25> 
-0.27 
< -0.24> 
0.05 
<0.05> 
CD 
TRCD 
0.24 
< -0.22> 
0.22 
< 0.21> 
0.04 
< 0.05> 
Jackknife Mean (M) and Standard Deviation (SD) for NI, PB, CU, and their Transformed Pendants 
ADW FEKUND MLAE 
TRADW TRFEKUND TRMLAE 
ADW 1.0 
<1.0> 
WOOB -0.92 
<0.92> 
WMEI 0.75 
<-0.61> 
MLAE 1.0 
<-1.0> 
CD 
NI 
NIM 
NISD 
PB 
PBM 
PB SD 
CU 
CUM 
CUSD 
CD 
TRCD 
-1.0 
<1.0> 
SMETAL2 
TRSMETAL2 
0.85 
<0.84> 
0.79 
<0.77> 
0.04 
<0.06> 
0.89 
<0.88> 
0.84 
<0.83> 
0.07 
<0.06> 
0.73 
<0.68> 
0.68 . 
<0.65> 
0.12 
<0.08> 
Outcomes in the Case ofTransformed Variables Are Shown in Pointed Brackets 
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Comparing modelling with transformed variables to modelling with original variables 
only small differences in estimated values were observed. With regard to the models dis-
cussed previously applying PLS estimation, the number of iteration cycles was reduced 
considerably, indicating beUer suitability of the last mentioned model. But the fit of the 
model was assessed to be similar to the case of ML estimation. Applying PLS estima-
tion, the unreproduced part of the variance of the latent variables was relatively large and 
the value of the redundancy coefficient relatively small. Therefore, the fit of the structu-
ral equations was still assessed to be unsatisfying, However, these outcomes encourage 
substantive discussion of the model hypo thesis proposed. 
For maximum likelihood estimation LISREL, Version 6.4 and for PLS estimation 
(LV)PLS, Version 1.8 were applied. In the identification problem the pro gram MAPLE, 
Version 4.2 was a convenient tool for symbolic computations. 
4. Discussion 
First of all it has to be pointed out that the possibility of a one-to-one transfer of a theor-
etical scheme in biological monitoring into a hypothesized structural equation model is 
rather limited due to distributional premises and assumed linearity of relationships. In 
biological applications, rejection of the null hypothesis of marginal normality is the rule. 
To apply LISREL, the mathematical premise of multivariate normality of the observed 
variables has to be met. In particular, the identification problem has to be solved for 
most ofthe structural equation models under scrutiny. A programme for symbolic mani-
pulation may be a valuable tool to deal with the identification problem. If multivariate 
normality may not be assumed, pseudo maximum likelihood estimation should be pre-
ferred to transformation ofthe original variables for the reasons mentioned in section 3.6. 
Applying (LV)PLS, linearity of conditional expectation is premised which follows from 
multivariate normality of the observed variables. The identification problem is claimed 
to be solved. But in fact, identifiability is only proven in general if applications are res-
tricted to a class of rather simply structured models (s.a. LOHMÖLLER (1989), p. 222 ff.). 
Substantive interpretation of the results is based on the mutual validation of the model 
represented in Figure 4 applying ML estimation and PLS estimation with regard to 
transformed and original variables respectively. Ensuring that transformations do not 
essentially influence the relationships in the structural equation model, substantive inter-
pretation mayaiso refer to original variables. In this case, the substantive interpretation of 
relationships is supported by the outcomes of significance tests obtained by LISREL. 
It should be noted that for the model represented in Figure 4, when re-examined by PLS 
estimation the fit is not substantially improved compared to the fit of the PLS model 
represented in Figure 2, which was achieved as a result of the investigations of the basic 
structural equation model. However, the modified structural equation model re-exami-
ned by PLS estimation is proposed for further substantive discussion for the following 
reasons. The two models differ in taking into account the influence of species composi-
tion which could however be neglected, as argued in section 3.6. They differ further in 
the way in which fecundity is related to variable MLAE. From the substantive viewpoint, 
separation of fecundity and status of growth related to the indicator variable MLAE is 
preferable. To argue from the position of soft modelling MLAE did not contribute 
greatly to the latent variable FEKUND neither in the basic structural equation model 
(s.a. Figure 1) nor in the modified structural equation model (s.a. Figure 2). Further-
more, the possibility of referring to results obtained by application of LISREL supports 
the assessment of the strength of relationships in the model proposed. Finally, with 
regard to the PLS model presented in Figure 2, the observed variables concerning incor-
porated concentration of heavy metals are partitioned into overlapping subsets. In the 
Biometrie und Informatik in Medizin und Biologie 4/1991 
BÄUM ER, VAN DER LINDE, ZAUKE, Struetural Equation Models. 175 
estimation of loadings and residuals in the corresponding part of the measurement 
model, problems potentially occur (s.a. LOHMÖLLER (1989), p. 206). 
As to substantive conc1usions, the following interpretation is suggested. The preliminary 
result of a linear effect of composition of sexes on incorporated concentration of heavy 
metals mentioned in section 3.5 is emphasized, especially with regard to Ni, Pb, and Cu. 
Furthermore, linear effects are mediated by fecundity and consequently by status of 
growth specified as a single indicator construct by variable MLAE, especially concerning 
Cd. But taking total effects into account, mean body length is also assessed to have a sig-
nificant effect on the incorporated concentration of Cd. With regard to the assessment of 
fit of the structural equations of the model proposed, nonlinear functional r elationships 
between observed variables are to be investigated separately, e.g. in applying nonlinear 
regression analysis with stochastic independent variable MLAE and response variable 
CD. Intervals of mean body length could then be specified referring to at least approxi-
mately piecewise linearity taking into account the functional relationship ensured by 
regression analysis. In order to eliminate these potential effects in monitoring, an experi-
mental design is suggested according to which only females are collected and further 
investigations are restricted to 1 or perhaps 2 carefully specified intervals of mean body 
length of collections. 
The linear effects assessed to be significant in structural modelling may have serious 
implications for the biological monitoring programme. Within the life-cyc1e of the estua-
rine amphipods under consideration, variability of biological attributes is large-scale. 
Such variability in the composition of sexes, in fecundity and/or status of growth of col-
lections of gammarids will potentially enlarge variability in incorporated concentration of 
heavy metals in collection. Consequently, the spatial and temporal comparison of moni-
toring data concerning amphipods of different aquatic systems will be affected. Con-
straining monitoring to a defined interval of mean body length of collections is easily 
achieved. But restriction to females requires considerable effort because the sex of each 
individual collected has to be identified with binocular. 
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Korrektur: 
Zur Berechnung verteilungsfreier Konfidenz-
intervalle über Permutationstests 
(Biometrie u. Informatik in Medizin und Biologie 22 (1990) 32 - 38) 
P. Roebruck 
Der Aufsatz hat die algorithmische Berechnung der von LEHMANN (1986) angegebenen 
offenen Konfidenzschranken und -intervalle für Schiftparameter durch Inversion von 
Permutationstests zum Gegenstand. Allerdings hat der Autor übersehen, daß die Herlei-
tung dieser Konfidenzbereiche nur dann korrekt ist, wenn sämtliche Werte der jeweili-
gen Pivotstatistik verschieden sind. Dies ist bei stetig verteilten Effekten der Beobach-
tungseinheiten oder der Beobachtungen selbst zwar fast sicher der Fall, in der Anwen-
dung muß man aber wegen der Meßungenauigkeiten und vor allem wegen der für die 
Berechnungen notwendigen Transformation auf ganzahlige Beobachtungen ebenfalls 
fast sicher mit Bindungen rechnen. 
Indem man die Argumentation analog zu der von LEHMANN aufbaut, aber statt von der 
Annahme der Nullhypothese von ihrer Ablehnung ausgeht, kann man zeigen, daß die 
Intervalle generell gültig bleiben, wenn man sie abschließt. Alle offenen Konfidenzberei-
che der Arbeit sollten also durch abgeschlossene (außer bei ±oo) ersetzt werden. 
Diese Korrektur ist für die Anwendung kaum von Bedeutung, hat aber Auswirkung auf 
die Berechnung der Überschreitungswahrscheinlichkeiten der Permutationstests, falls 
der hypothetische Parameterwert 150 (z.B. in der Hypothese Hl: 15 :S (50) in den Werten 
15 (l), . .. , 15 (M) der Pivotstatistik vorkommt. In Abschnitt 3.4 der Arbeit ist beschrieben, 
wie man die einseitigen p-Werte aus der entsprechenden Schar einseitiger Konfidenz-
intervalle erhält. Die dort angegebenen p-Werte müssen um 1I(M+1) erhöht werden, 
falls 150 aus b(l), ... , b(M) ist. Dies entspricht wegen der Bindungen der bei) nicht exakt der 
Inversion der Intervallschar, liefert aber dieselben p-Werte, die man aus der unmittel-
baren Berechnung der Permutationsverteilung erhält. Der letzte Absatz von Abschnitt 
3.4 muß also lauten: 
Zur Berechnung: b(u) und 15(0) seien durch b(u-l) <150 :S b(u) und 15(0) :S 150< 15(0+1) be-
stimmt. Dann ergeben sich als p-Werte für 15 :S 150 gegen 15 > 150: au = I { i: bei) :S b(u) } I / 
(M+1) + ku und für 15 ~ 150 gegen 15 < 150: ao = I {i: bei) ~ 15(0) } I / (M+1) + ko, wobei kj = 
l/(M+ 1) für 150 = 15m und kj = 0 sonst, j e I u, 0 I. 
Da 1/M+1) mit wachsendem Stichprobenumfang schnell verschwindet, ist diese Kor-
rektur nur für sehr kleine Stichprobenumfänge von Bedeutung. 
TRITCHLER (1984) gibt auf der Basis derselben theoretischen Sachverhalte einen anderen 
Algorithmus an. Auch die dortigen Konfidenzbereiche sollten demnach als abgeschlos-
sen gelesen werden. 
Literatur: 
LEHMANN, E.L. (1986): Testing statistical hypotheses. John Wiley & Sons, New York, 2nd edition. 
TRITCHLER, D. (1984): On inverting permutation tests. JASA 79, 200 - 207. 
Anschrift des Verfassers: Prof. Dr. P. Roebruck, Institut rur Medizinische Biometrie und Informatik, Universität Heidelberg, 
Im Neuenheimer Feld 305, 6900 Heidelberg. 
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6 Literatur 
1 Einleitung 
1.1 Bedarf an Bildung und Ausbildung in Medizinischer Informatik 
Im Gesundheitswesen und in der Medizin besteht zur Zeit ein immenser Bedarf an 
einem systematischen Einsatz von Methoden der Informationsverarbeitung und an dem 
Einsatz von Computern. Mit einer weiteren Zunahme dieses Bedarfs in den kommen-
den Jahren ist zu rechnen. Als Beispiele genannt seien an dieser Stelle der zunehmende 
Einsatz von bildgebenden und bildverarbeitenden Anwendungssystemen, der Ausbau 
rechnergestützter Informationssysteme für die ambulante und stationäre Versorgung 
und die Verwendung wissensbasierter Systeme mit dem Ziel der weiteren Verbesserung 
von Diagnostik und Therapie. 
Für eine systematische Verarbeitung von Informationen im Gesundheitswesen und 
in der Medizin müssen gut ausgebildete Wissenschaftler und Fachkräfte zur Verfügung 
stehen. Sie sollen durch ihre Bildung und Ausbildung in der Lage sein, die vorhandenen 
Aufgaben der Informationsverarbeitung in der Medizin fachgerecht zu bearbeiten und 
neben den technischen Möglichkeiten der Informationsverarbeitung auch die Auswir-
kungen auf die Patienten und auf die Mitarbeiter des Gesundheitswesens angemessen 
berücksichtigen. 
Es hat sich gezeigt, daß der Bedarf an solchen Fachkräften durch die zur Zeit vorhan-
denen Ausbildungsgänge bei weitem nicht gedeckt werden kann. Es zeigte sich auch, 
daß aufgrund der Vielfalt der Aufgaben der Informationsverarbeitung in der Medizin 
und aufgrund der unterschiedlichen, teilweise sehr hohen Komplexität der zur Lösung 
der Aufgaben notwendigen Erkenntnisse, Methoden und Werkzeuge auf mehreren Aus-
bildungsebenen eigenständige Ausbildungsgänge in Medizinischer Informatik sowie 
Ausbildungsteile in Medizinischer Informatik in verschiedenen Ausbildungsgängen not-
wendig sind. 
Die Deutsche Gesellschaft für Medizinische Informatik, Biometrie und Epidemiolo-
gie möchte mit den vorliegenden Empfehlungen zur Bildung und Ausbildung in Medizi-
nischer Informatik diesem Bedarf an Ausbildung qualifizierter Fachkräfte für Theorie 
und Praxis Rechnung tragen. Sie möchte mit den Empfehlungen zu einer Vereinheitli-
chung der teilweise sehr unterschiedlich aufgebauten Ausbildungsgänge und Ausbil-
dungsteile beitragen. Selbstverständlich soll diese Vereinheitlichung nicht die Bildung 
insbesondere hochschulspezifischer Ausbildungsschwerpunkte beeinträchtigen. Sie soll 
vielmehr die unterschiedlichen Ziele und Inhalte der Ausbildungsgänge und Ausbil-
dungsteile transparenter machen, die Anerkennung von Studien- und Prüfungsleistun-
gen verbessern helfen und die Notwendigkeit unterschiedlicher Qualifikationen entspre-
chend der genannten Vielfalt der Aufgaben verdeutlichen. Soweit möglich, wurde bei 
den Empfehlungen die Einbettung in das europäische Bildungssystem berücksichtigt, 
insbesondere hinsichtlich gegenseitiger Anerkennung von Ausbildungsabschlüssen. 
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Nicht zuletzt möchte die Deutsche Gesellschaft flir Medizinische Informatik und 
Epidemiologie den notwendigen weiteren Ausbau der Ausbildung in Medizinischer 
Informatik und des Fachgebietes Medizinische Informatik und Leh re in der Bundes-
republik Deutschland fördern und damit einen Beitrag leisten zu einer positiven Weiter-
entwicklung der Medizin und des Gesundheitswesens in der Bundesrepublik Deutsch-
land auf hohem internationalem Niveau. 
1.2 Stand der Ausbildung in Medizinischer Informatik 
Für das Bildungswesen in der Bundesrepublik Deutschland sind, auf grund der föderalen 
Struktur, die einzelnen Bundesländer zuständig und verantwortlich. Zusätzlich gibt es 
neben den Gemeinschaftsaufgaben von Bund und Ländern auch eine Gesetzgebungszu-
ständigkeit des Bundes, der z.B. das Hochschulrahmengesetz erläßt. Die Hochschulen 
gliedern sich u.a. in Wissenschaftliche Hochschulen, in Gesamthochschulen und in 
Fachhochschulen. 
Aus der reichen Länder- und Hochschulvielfalt resultiert ein breit gefächertes Studien-
angebot, das durch den Fachschulbereich noch weiter ausgeweitet wird. ' 
Den gegenwärtigen Stand der Ausbildungsmöglichkeiten in Medizinischer Informatik 
vermittelt Abbildung 1. Nähere Ausführungen hierzu sind in dem Praxis-, Studien- und 
Forschungsflihrer Medizinische Informatik, Biometrie und Epidemiologie enthalten [12]. 
1.3 Empfohlene Struktur der Ausbildung in Medizinischer Informatik für die 
Neueinrichtung von Ausbildungsgängen 
Aufgrund der vorliegenden Erfahrungen über die Vielfalt an Aufgaben der Informa-
tionsverarbeitung im Gesundheitswesen und in der Medizin über den Bedarf an quali-
fizierten Wissenschaftlern und Fachkräften und auf grund der Erfahrungen mit den der-
zeit vorhandenen Ausbildungsmöglichkeiten hält die Deutsche Gesellschaft flir Medizi-
nische Informatik, Biometrie und Epidemiologie in bezug auf die Neueinrichtung von 
Abbildun g 1: Derzeitige Au sbildungsmögli chkeiten in Medi zini scher Inform atik. 
AUsbildungs-. ~ 
Anwendungsfach ebenen Nebenfach Medizin 
Medizinische im Studiengang Med. Informatik im Wissenschaftl. Informatik Informatik Studiengang Hochschule als Studien- (z.B. TU München) Informatik gang (Univ. Hildesheirn/ 
MH Hannover) 
-
(Univ. Heidel-
Fachhoch- bergl 
schule 
FH Heilbronn) Biowissenschaftliche Medizinischer Dokumentation 
(FH Hannover) Dokumentar (z .B. Schule f. 
Med . Dok. 
-
Fachschule Medizinischer Dokumentationsassistent Ulm, Gießen) 
(z.B. Schule f. Med. Dok. Ass. Ulm) 
Ausbildungsgange bzw. -teile in Medizinischer Informatik 
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Abbildung 2: Von der Deutschen Gesellschaft fLir Medizinische Informatik, Biometrie und Epide-
miologie für die Neueinrichtung von Ausbildungsgängen empfohlene Struktur der Ausbilidung in 
Medizinischer Informatik. 
Ausbildungsgängen ein abgestuftes Ausbildungskonzept mit Ausbildungsgängen bzw. 
Ausbildungsteilen in drei Ausbildungsebenen für geeignet (vgl. Abbildung 2). 
Im einzelnen sind dies 
- auf Fachschulebene Ausbildungsgänge in Medizinischer Dokumentation, 
- aufFachhochschulebene Studiengänge in Medizinischer Dokumentation und Informatik. 
- Auf der Ebene Wissenschaftlicher Hochschulen sind, in Abhängigkeit der Ausbil-
dungsziele, unterschiedliche Möglichkeiten der wissenschaftlichen Bildung und Aus-
bildung notwendig: 
- ein Studium der Medizinischen Informatik in speziellen Studiengängen rur Medizini-
sche Informatik, 
- ein Studium der Medizinischen Informatik im Rahmen eines Anwehdungs- bzw. 
Nebenfaches Medizinische Informatik innerhalb eines Studiengangs Informatik, 
- ein Studium der Grundlagen der Medizinischen Informatik innerhalb eines Studien-
gangs Medizin. 
- Für Hochschulabsolventen der Informatik mit einem anderen Neben- bzw. Anwen-
dungsfach als Medizinische Informatik und für Hochschulabsolventen fachverwand-
ter Studiengänge sowie für Ärzte, die eine Ausbildung mit Studienabschluß in 
Medizinischer Informatik absolvieren wollen, sind Aujbaustudiengänge in Medizini-
scher Informatik erforderlich. 
Aufgrund des Ausbildungsschwerpunktes in Medizinischer Dokumentation auf Fach-
und in eingeschränktem Maße auf Fachhochschulebene wird für diese Ausbildungs-
gänge die explizite Nennung der Medizinischen Dokumentation empfohlen. 
Diese Empfehlungen unterscheiden sich vom derzeitigen Stand im wesentlichen darin, 
daß eine Vermengung von verschiedenen Ausbildungsebenen vermieden wird und daß 
Aufbaustudiengänge in Medizinischer Informatik vorgesehen werden. 
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Als Modell für ein eigenständiges wissenschaftliches Hochschulstudium der Medizini-
schen Informatik (vgl. Abbildung 2) wird dennoch - im Hinblick auf Struktur und 
Inhalte der Ausbildung - der in Abbildung 1 aufgeführte Studiengang Medizinische 
Informatik der Universität Heidelberg/Fachhochschule Heilbronn gesehen. Dieser Stu-
diengang - gegründet 1972 und bezüglich seiner Studieninhalte seitdem mehrfach über-
arbeitet - hat sich mit bisher ca. 550 Absolventen als erfolgreich erwiesen ([10]) und 
international neue Ausbildungskonzepte in Medizinischer Informatik beeinflußt. 
Auf Fachhochschulebene kann der Studiengang Biowissenschaftliche Dokumentation 
als Modell des empfohlenen Fachhochschulstudiengangs Medizinische Dokumentation 
und Informatik angesehen werden. Bis zur Neueinrichtung weiterer Fachhochschulstu-
diengänge sollten die bewährten Ausbildungsgänge zum Medizinischen Dokumentar in 
der bisherigen Form weitergeführt werden, weil hierfür ein großer Bedarf besteht, der 
nur zu einem Bruchteil durch die zur Zeit verfügbaren Kapazitäten der bestehenden 
Schulen abgedeckt werden kann. Die Ausbildungsgänge kommen an einigen dieser Aus-
bildungsstätten schon heute den für das empfohlene zukünftige Fachhochschulstudium 
formulierten Ausbildungszielen nahe. 
1.4 Gliederung der Empfehlungen 
Die in Abschnitt 1.3 genannten, von der Deutschen Gesellschaft für Medizinische Infor-
matik, Biometrie und Epidemiologie empfohlenen Ausbildungsgänge und Ausbildungs-
teile werden in Abschnitt 2 näher erläutert. 
In Abschnitt 3 folgen allgemeine Empfehlungen zur Ausbildung mit Bezug zu der der-
zeitigen Ausbildungssituation. 
Obwohl sich die vorliegenden Empfehlungen auf die Ausbildung beziehen, soll auf 
geeignete Fort- und Weiterbildungsmöglichkeiten in Abschnitt 4 hingewiesen werden. 
2 Rahmenempfehlungen für Ausbildungsgänge und Ausbildungsteile 
in Medizinischer Informatik 
2.1 Ausbildungsgänge an Fachschulen 
2.1.1 Allgemeine Empfehlungen 
Bei Ausbildungsgängen an Fachschulen mit Bezug zur Medizinischen Informatik han-
delt es sich um Ausbildungsgänge für Assistenzberufe. 
Ziel einer solchen Ausbildung ist es, Wissen und praktische Kenntnisse zu vermitteln 
zur Durchführung von Routineaufgaben der Medizinischen Informatik, insbesondere 
auf dem Gebiet der Medizinischen Dokumentation. Aufgrund des Ausbildungsschwer-
punktes in Medizinischer Dokumentation sollte rür einen solchen Ausbildungsgang die 
Bezeichnung 'Medizinische Dokumentation' gewählt werden. Absolventen eines sol-
chen Ausbildungsganges wirken bei der Führung von Dokumentationen, dem Erstellen 
von Statistiken und bei dem Einsatz der Datenverarbeitung in der Medizin mit. Schwer-
punkte der Berufstätigkeit sind Patientenaufnahme und andere patientennahe Datenver-
waltung, Krankenaktenarchivierung, allgemeine Diagnosendokumentation, Datenerfas-
sung und Datenkontrolle, Pflege großer Datenbestände, deskriptive statistische Auswer-
tungen, Literaturbetreuung und zahlreiche andere Aufgaben der Dokumentation und 
Datenverarbeitung in Krankenversorgung, Gesundheitseinrichtungen und in der Phar-
mazeutischen Industrie. 
Literatur: vgl. [3], [7]. 
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Ausbildungsgänge an Fachschulen gliedern sich in eine zweijährige Ausbildung, für die 
als Abschlußbezeichnung 'Medizinischer Dokumentationsassistent' bzw. 'Medizinische 
Dokumentationsassistentin' empfohlen wird und in eine dreijährige Ausbildung, für die 
als Abschlußbezeichnung 'Medizinischer Dokumentar' bzw. 'Medizinische Dokumenta-
rin' empfohlen wird. 
Medizinischer Dokumentationsassistent/Medizinische Dokumentationsassistentin 
Die zweijährige Ausbildung sollte 18 Monate theoretischen Unterricht und mehrere 
Praktika im Umfang von ca. 6 Monaten umfassen. Ein Teil der Praktika sollte während, 
ein Teil am Ende der Ausbildung erfolgen. Zulassungsvoraussetzung ist der Realschul-
abschluß oder eine vergleichbare Vorbildung. 
Ausbildungsinhalte 
Die Ausbildung sollte sich folgendermaßen gliedern: 
- Medizin (Anatomie, Physiologie, Pathologie, Terminologie, Pharmakologie) ca. 20 % 
der Ausbildung). 
- Dokumentation (Medizinische Dokumentation, Ordnungslehre, Literaturdokumenta-
tion) (ca. 20%), 
- Statistik (beschreibende Statistik, graphische Datenpräsentation) (ca. 10%), 
- Datenverarbeitung (Textverarbeitung, Datenerfassung, Einführung in die Program-
mierung, Benutzung von Betriebssystemen, Datenbanksystemen und Statistischen 
Auswertungssystemen) (ca. 30 %) sowie 
- Organisation (Krankenhausorganisation, Berufs- und Gesetzeskunde, Maschinen-
schreiben, Englisch) (ca. 20%). 
Medizinischer Dokumentar/Medizinische Dokumentarin 
Die Ausbildung sollte drei Jahre dauern, einschließlich mehrerer Praktika im Gesamt-
umfang von ca. 12 Monaten. Die Hälfte der Praktika sollte während der Ausbildung 
absolviert werden. Am Ende der Ausbildung ist ein halbjähriges Berufspraktikum vorzu-
sehen, das durch eine schriftliche Praktikumsarbeit mit Kolloquium abgeschlossen wird. 
Zulassungsvoraussetzung ist die Fachhochschulreife bzw. der Realschulabschluß mit 
mindestens zweijähriger Berufstätigkeit. 
Ausbildungsinhalte 
Die Ausbildung sollte sich folgendermaßen gliedern: 
- Medizin (Anatomie, Physiologie, Pathologie, Terminologie, Medizinische Systematik, 
Onkologie, Pharmakologie) (ca. 20 % der Ausbildung), 
~ Dokumentation (Medizinische Dokumentation, Ordnungslehre, Literaturdokumenta-
tion) (ca. 10 %), 
- Statistik (mathematische Grundlagen, beschreibende und schließende Statistik, klini-
sche Studien, Statistische Auswertungssysteme, Repräsentationstechnik) (ca. 20 %), 
- Datenverarbeitung (Standard-Betriebs- und Anwendungssysteme, Programmiertechni-
ken für 3-GL- und 4-GL-Sprachen, Datenbanksysteme, LAN-Management, Klinische 
Datenverarbeitung, Krankenhausinformationssysteme) (ca. 35 %) sowie 
- Organisation (Gesundheitswesen und Krankenhaus, Grundlagen der Krankenhausbe-
triebswirtschaft, Berufs- und Gesetzeskunde, Maschinenschreiben, Englisch) (ca. 
15%). 
Sobald genügend Absolventen von Fachhochschulstudiengängen in Medizinischer 
Dokumentation und Informatik (vgl. Abschnitt 2.2.2) zur Verfügung stehen sowie falls 
die Ausbildungsdauer in anderen Assistenzberufen im Rahmen der EG-Harmonisierung 
auf drei Jahre erhöht wird, sollten die Ausbildungsgänge in Medizinischer Dokumenta-
tion nochmals überarbeitet werden. 
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2.2 Studiengänge an Fachhochschulen 
2.2.1 Allgemeine Empfehlungen 
Bei Fachhochschulstudiengängen mit Bezug zur Medizinischen Informatik handelt es 
sich um anwendungsbezogene Studiengänge, die der unmittelbaren Vorbereitung auf 
die spätere berufliche Tätigkeit dienen. Zulassungsvoraussetzung ist die Fachhochschul-
reife. 
Ziel eines solchen Studiums ist es, Fachwissen auf dem Gebiet der Medizinischen Infor-
matik sowie die praxisorientierte Anwendung des erlernten Fachwissens zu vermitteln. 
Im Vergleich zu entsprechenden Studiengängen an Wissenschaftlichen Hochschulen 
enthält das Studium einen wesentlichen Ausbildungsanteil in Medizinischer Dokumen-
tation. Aufgrund des im Vergleich zu Informatikstudiengängen an Fachhochschulen 
geringeren Informatikanteils und aufgrund der aufgabenbedingt notwendigen stärkeren 
Betonung der Medizinischen Dokumentation sollte flir einen solchen Ausbildungsgang 
die Bezeichnung 'Medizinische Dokumentation und Informatik' gewählt werden. 
Bei einem Fachhochschulstudium der Medizinischen Dokumentation und Informatik 
handelt es sich um eine praxisbezogene Ausbildung, die dazu befähigen soll, Fachwis-
sen auf dem Gebiet der Medizinischen Informatik dem Stand des Wissens entsprechend 
in praktisches Handeln umzusetzen. Gegenüber der umfassenden Vermittlung formaler 
methodischer Grundlagen tritt die praxisorientierte Anwendung in den Vordergrund. 
Literatur: vgl. [2], S. 200-212, [4], [6], [7], [13]. 
2.2.2 Studiengänge in Medizinischer Dokumentation und Informatik 
Allgemeine Charakteristika 
Die Ausbildung soll 8 Semester dauern, einschließlich zweier Praxissemester und einem 
Semester mit Schwerpunkt Diplomarbeit. Das Studium unterteilt sich in ein zweise-
mestriges Grundstudium und in ein Hauptstudium. Für Praxissemester bieten sich das 
4. und das 7. Semester, flir die Diplomarbeit das 8. Semester an. Der Unterrichtsumfang 
(ohne die genannten Praxissemester) sollte im Grundstudium ca. 60 Semesterwochen-
stunden (SWS) und im Hauptstudium ca. 110 SWS betragen. Das Studium sollte teil-
weise projektorientiert erfolgen. 
Aufgrund des Umfangs an Informatik ist ein Studiengang Medizinische Dokumentation 
und Informatik entsprechend den Empfehlungen der Gesellschaft flir Informatik als 
Fachhochschulstudiengang mit Schwerpunkt Informatik zu werten ([2], S. 202-203). Der 
Studiengang könnte Fachhochschulen mit Studiengängen in Informatik oder Biomedizi-
nischer Technik oder den geplanten Fachhochschulen flir Krankenpflege und Gesund-
heitsberufe angegliedert werden. 
Als Abschlußbezeichnung wird 'Diplom-Dokumentar der Medizin (F H)' bzw. 'Diplom-
Dokumentarin der Medizin (FH)' empfohlen. 
Studieninhalte 
Das Studium umfaßt das Fachgebiet der Medizinischen Informatik mit Schwerpunkt in 
Medizinischer Dokumentation. Bei der Informatikkomponente, die sich an den Empfeh-
lungen der Gesellschaft flir Informatik orientieren sollte ([2], S. 203-208), dominiert auf-
grund der Anwendungsorientierung die Praktische Informatik. Die Medizinische Infor-
matik ist von Anfang an integraler Bestandteil des Studiums. 
Das Studium sollte sich folgendermaßen gliedern: 
Grundstudium: 
- Grundlagen der Informatik (ca. 10 SWS), 
- Grundlagen der Medizinischen Informatik (z.B. Einflihrung in die Medizinische Infor-
matik, Einflihrung in die Medizinische Dokumentation, Organisation des Gesund-
heitswesens, Krankenhausorganisation) (ca. 15 SWS), 
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- Grundlagen der inhaltlichen Erschließung und Informationsvermittlung (ca. 10 SWS), 
- Statistik (Mathematik, Wahrscheinlichkeitsrechnung, beschreibende Statistik, graphi-
sche Datenpräsentation) (ca. 15 SWS), 
- Medizin (Grundlagen der Humanmedizin, medizinische Versorgungssysteme) ca. 10 
SWS). 
Hauptstudium: 
- Informatik (ca. 35 SWS), 
- Dokumentation (z.B. inhaltliche Erschließung, Informationsvermittlung) (ca. 15 SWS), 
- Medizinische Informatik (ca. 30 SWS), 
- Medizinische Biometrie und Epidemiologie (einschl. Grundlagen der schließenden 
Statistik, Statistische Auswertungssysteme) (ca. 15 SWS), 
- ärztliche Schweigepflicht und Datenschutz (ca. 3 SWS) sowie ein 
- Wahlpflichtteil (ca. 12 SWS). 
Der Ausbildungsteil Medizinische Informatik im Hauptstudium sollte praktische Kennt-
nisse in Teilgebieten der Medizinischen Informatik vermitteln, z.B. in Teilgebieten wie 
Ordnungssysteme in der Medizin, Dokumentation im Krankenhaus, Medizinische Spe-
zialdokumentationen, Informationssysteme im Gesundheitswesen, Wissensbasierte 
Systeme in der Medizin, Bildverarbeitung in der Medizin, Qualitätssicherung. 
Zur individuellen Spezialisierung sollten im Hauptstudium Schwerpunkte im Wahl-
pflichtteil angeboten werden, beispielsweise Informations- und Wissensverarbeitung in 
der Medizin, Organisation im Gesundheitswesen, Medizinische Ordnungs systeme, 
Informationsvermittlung, Klinische Statistik, Pharmakologie, Biometrie und Epidemio-
logie. 
Das Thema der Diplomarbeit sollte aus dem Gebiet der Medizinischen Informatik, ins-
besondere der Medizinischen Dokumentation oder aus dem Gebiet der Medizinischen 
Biometrie gewählt werden, nicht aus angrenzenden Gebieten. 
Durchlässigkeit 
Absolventen der Fachschulausbildung zum Medizinischen Dokumentar sollten zum 
Studium der Medizinischen Dokumentation und Informatik zugelassen werden. 
2.3 Studiengänge an Wissenschaftlichen Hochschulen 
2.3.1 Allgemeine Empfehlungen 
Einleitung 
Bei Studiengängen mit Bezug · zur Medizinischen Informatik an Wissenschaftlichen 
Hochschulen steht sowohl das umfassende Vermitteln methodischer Grundlagen für die 
Medizinische Informatik als auch das Vermitteln der Methoden der Medizinischen 
Informatik selbst, beides auf formalem Niveau, im Vordergrund. Zulassungsvorausset-
zung ist die Hochschulreife. Bei dem in Abschnitt 2.3.5 beschriebenen Aufbaustudium 
in Medizinischer Informatik wird als Zulassungsvoraussetzung in der Regel ein Studium 
der Informatik an einer Wissenschaftlichen Hochschule oder ein Studium der Medizin 
als erforderlich erachtet. 
Ziel eines solchen Studiums ist es, eine wissenschaftlich geprägte Bildung zu vermitteln, 
die Theorie, Fachwissen und praktische Kenntnisse einschließt. Sie soll es Absolventen 
ermöglichen, sich neben der praxisorientierten Anwendung von Methoden und Werk-
zeugen der Medizinischen Informatik eigenständig an der Forschung und an der metho-
dischen Weiterentwicklung auf dem Gebiet der Medizinischen Informatik zu beteiligen. 
Gegenüber einem Fachhochschulstudium steht insbesondere der höhere Grad an for-
maler Durchdringung und Abstraktion sowie die erwähnte Befähigung von Absolventen 
zur eigenständigen methodischen und wissenschaftlichen Weiterentwicklung im Vor-
dergrund. Dies macht ein vergleichsweise längeres Studium erforderlich. 
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Die Ausführungen gelten nicht für die in Abschnitt 2.3.4 beschriebene Ausbildung in 
Grundlagen der Medizinischen Informatik in Medizinstudiengängen. 
Literatur: vgl. [1], [2], [5], [8], [10], [11], [12]. 
An Wissenschaftlichen Hochschulen sind auf grund der genannten Vielfalt an Aufgaben 
der Informationsverarbeitung im Gesundheitswesen und in der Medizin unterschied-
liche Zugänge zur Medizinischen Informatik notwendig. 
Informatikbezogener Zugang zur Medizinischen Informatik 
Ziel eines informatikbezogenen Zugangs zur Medizinischen Informatik ist es, Aufgaben 
der Informationsverarbeitung im Gesundheitswesen und in der Medizin anzugehen, die 
fundierte Kenntnisse in Medizinischer Informatik, in Mathematik und in Theoretischer, 
Praktischer und Technischer Informatik erfordern, bei denen die medizinische Proble-
matik jedoch in intensiver Zusammenarbeit mit Ärzten oder anderen Mitarbeitern des 
Gesundheitswesens erarbeitet werden kann. Gegenüber Kenntnissen in Medizin treten 
hier Kenntnisse in Informatik in den Vordergrund. 
Bei einem informatikbezogenen Zugang ist, je nach Schwerpunkt des Studiums, ein 
eigenständiges Studium der Medizinischen Informatik (vgl. Abschnitt 2.3.2) oder ein 
Studium der Medizinischen Informatik im Rahmen eines Neben- bzw. Anwendungs-
faches Medizinische Informatik in einem Informatikstudium (vgl. Abschnitt 2.3.3) sinn-
voll. 
- Bei einem eigenständigen Studium der Medizinischen Informatik sollen Fachwissen 
und praktische Kenntnisse in dem Fachgebiet Medizinische Informatik in seiner gan-
zen Breite vermittelt werden. Die Ausbildungsteile in Mathematik, Theoretischer, 
Praktischer und Technischer Informatik und in anderen Fachgebieten orientieren sich 
an dieser Ausrichtung. 
- Bei einem Studium der Medizinischen Informatik als Neben- bzw. Anwendungsfach 
Medizinische Informatik sollen neben einer Ausbildung in Theoretischer, Praktischer 
und Technischer Informatik Fachwissen und praktische Kenntnisse in mehreren Teil-
gebieten der Medizinischen Informatik vermittelt werden. Die vermittelten Teil-
gebiete orientieren sich an den hochschulspezifischen Schwerpunkten. 
Medizinbezogener Zugang zur Medizinischen Informatik 
Ziel eines medizinbezogenen Zugangs zur Medizinischen Informatik ist es, Aufgaben 
der Informationsverarbeitung im Gesundheitswesen und in der Medizin anzugehen, die 
neben Kenntnissen in Medizinischer Informatik medizinische Kenntnisse (sowohl theo-
retische als auch praktische) in einem Umfang erfordern, der nur im Rahmen einer ärzt-
lichen Ausbildung vermittelt werden kann. Gegenüber Kenntnissen in allgemeiner 
Informatik treten hier Kenntnisse in Medizin in den Vordergrund. 
Bei einem medizinbezogenen Zugang sollen innerhalb eines Medizinstudiums Grund-
lagen der Medizinischen Informatik vermittelt werden (vgl. Abschnitt 2.3.4), die später 
im Rahmen eines Aufbaustudiums der Medizinischen Informatik bei gleichzeitiger prak-
tischer ärztlicher Weiterbildung in Medizinischer Informatik zu vervollständigen sind. 
Diese Art der Ausbildung ergibt sich aus der zur Zeit gültigen Approbationsordnung für 
Ärzte ([1]), die nur die Vermittlung von Grundlagen der Medizinischen Informatik (und 
selbst diese nur in eingeschränktem Umfang) ermöglicht. 
2.3.2 Studiengänge in Medizinischer Informatik 
Allgemeine Charakteristika 
Die Ausbildung soll 9 Semester dauern, einschließlich der im 9. Semester anzufertigen-
den Diplomarbeit. Das Studium unterteilt sich in 2 Studienabschnitte zu 4 und 5 Seme-
stern. Praktika sollten auf freiwilliger Basis während der vorlesungsfreien Zeit empfohlen 
werden. Der Unterrichtsumfang sollte im ersten Studienabschnitt ca. 90 Semester-
wochenstunden (SWS), im zweiten Studienabschnitt ca. 80 SWS betragen. Das Studium 
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sollte teilweise projektorientiert erfolgen und Möglichkeiten für Vertiefungsfächer bie-
ten. 
Aufgrund der expliziten Ausrichtung an den Aufgaben der Informationsverarbeitung in 
der Medizin handelt es sich bei einem Studiengang Medizinische Informatik entspre-
chend den Empfehlungen der Gesellschaft für Informatik um ein Studium mit großem 
Informatikgehalt, nicht um einen reinen Informatikstudiengang ([2], S. 99-100). 
Als Abschlußbezeichnung wird 'Diplom-Informatiker der Medizin' bzw. 'Diplom-Infor-
matikerin der Medizin' empfohlen. 
Studieninhalte 
Das Studium umfaßt das Fachgebiet der Medizinischen Informatik in seiner ganzen 
Breite. Es beschränkt sich nicht auf ausgewählte Teilgebiete der Medizinischen Informa-
tik. Die Informatikkomponente sollte sich an den Empfehlungen der Gesellschaft für 
Informatik ([2], S.98-103) und des Fakultätentags Informatik orientieren. Dabei domi-
niert die Praktische Informatik gegenüber der Theoretischen und der Technischen Infor-
matik. Die Medizinische Informatik ist hier, wie auch im Neben- bzw. Anwendungsfach 
Medizinische Informatik, von Anfang an integraler Bestandteil des Studiums. 
Das Studium sollte sich folgendermaßen gliedern: 
Erster Studienabschnitt (Grundstudium): 
- Mathematik (einschließlich Grundlagen der formalen Logik und der Stochastik) (ca. 
30 SWS), 
- Grundzüge der Informatik (mit Betonung der Praktischen Informatik) (ca. 30 SWS), 
- Grundzüge der Medizinischen Informatik (ca. 15 SWS), 
- Medizin (ca. 10 SWS), 
- Grundlagen der Betriebswirtschaftslehre (mit Schwerpunkt Krankenhausbetriebswirt-
schaftslehre) (ca. 5 SWS). 
Zweiter Studienabschnitt (Hauptstudium): 
- Medizinische Informatik (ca. 15 SWS), 
- Medizinische Biometrie (ca. 5 SWS), 
- Informatik (ca. 35 SWS) sowie ein 
~ Studienschwerpunkt und Vertiefungsfächer auf einem oder mehreren Teilgebieten der 
Medizinischen Informatik (ca. 25 SWS). 
Das Thema der Diplomarbeit sollte aus dem Gebiet der Medizinischen Informatik 
gewählt werden. 
Eine Übersicht über die Ausbildungsstruktur vermittelt Abbildung 3. 
Der Ausbildungsteil Medizin (1. Studienabschnitt) sollte die Vermittlung von Grund-
lagen der Humanmedizin (z.B. Medizinische Terminologie, Aufbau und Funktion des 
menschlichen Organismus, allgemeine Krankheitslehre, diagnostische Maßnahmen, the-
rapeutische Maßnahmen, Labordiagnostik) und Grundkenntnisse medizinischer Fach-
disziplinen (z.B. Innere Medizin, Chirurgie, usw., einschließlich Krankenhausverwal-
tung, Krankenhausökonomie und öffentlichem Gesundheitswesen) enthalten. 
Die Grundzüge der Medizinischen Informatik (1. Studienabschnitt) sollten Unterrichts-
einheiten zu Fächern wie beispielsweise Einführung in die Medizinische Informatik, 
Struktur des Gesundheitswesens, Grundlagen der Medizinischen Dokumentation, 
Grundlagen der Biosignalverarbeitung, Methodologie ärztlichen Handeins und Informa-
tionssystemplanung im Gesundheitswesen umfassen. 
Der Ausbildungsteil Medizinische Informatik (2. Studienabschnitt) sollte Kenntnisse in 
wichtigen Teilgebieten der Medizinischen Informatik vermitteln. Als wichtige Teilge-
biete, die in diesem Ausbildungsteil notwendig sind, werden erachtet: 
- Biosignalverarbeitung, 
- Informationssysteme des Gesundheitswesens, 
- Medizinische Bildverarbeitung, 
- Medizinische Dokumentation, 
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Grundstudium Hauptstudiu m 
Mathematik Medizinische Studienschwer-
Informatik punkt sowie Ver-
tiefungsfächer 
Grundzüge auf einem oder 
der Med. Biometrie mehreren Teil-
Informatik gebieten der 
Medizinischen 
Grundzüge der Informatik Informatik 
Med. Informatik 
Medizin 
BWL 
Abbildung 3: Ausbildungsstruktur eines Studiengangs Medizinische Informatik an einer Wissen-
schaftlichen Hochschule. 
- Medinische Linguistik und 
- Wissensbasierte Methoden und Systeme in der Medizin. 
Die Teilgebiete können fakultativ ergänzt werden z.B. durch Unterrichtseinheiten zu 
Biokybernetik, molekularbiologischer Informationsverarbeitung, Qualitätssicherung in 
der Medizin oder zu weiteren Teilgebieten. 
Zur Bildung individueller Studienschwerpunkte sollen in dem zweiten Studienabschnitt 
Möglichkeiten der Vertiefung eines oder mehrerer der genannten Teilgebiete angeboten 
werden. Als Schwerpunkte können beispielsweise Betriebswirtschaft und Organisation 
des Gesundheitswesens, Medizinische Bild- und Signalverarbeitung, Methoden und 
Systeme zur Informations- und Wissensverarbeitung in der Medizin und mathematisch-
informatische Modelle in der Medizin angeboten werden. 
Durchlässigkeit 
Bei Studienwechsel sollten Studenten der Medizin und Studenten der Informatik einer 
Wissenschaftlichen Hochschule eine Anrechnung entsprechender Studien- und Prü-
fungsleistungen erhalten. Absolventen eines Fachhochschulstudienganges Medizinische 
Dokumentation und Informatik sollten eine Anrechnung von Studien- und Prüfungslei-
stungen innerhalb des ersten Studienabschnittes in den Ausbildungsteilen Grundzüge 
der Medizinischen Informatik und Medizin ermöglicht werden. Die Studienordnungen 
der einzelnen Universitäten in den verschiedenen Ländern regeln Einzelheiten. 
2.3.3 Anwendungs- bzw. Nebenfach Medizinische Informatik in Informatik-
studiengängen 
Allgemeine Charakteristika 
Zur Ausbildung in Informatik sei auf die Empfehlungen des Fakultätentags Informatik 
und der Gesellschaft rur Informatik zur Ausbildung von Diplom-Informatikern an Wis-
senschaftlichen Hochschulen verwiesen ([2], S.98-103). Das Nebenfach unterscheidet 
sich vom Anwendungsfach durch geringere Integration und geringere Eigenständigkeit. 
Eine Ausbildung im Neben- bzw. Anwendungsfach Medizinische Informatik ist wäh-
rend des gesamten Studiums erforderlich. In Abweichung von den Empfehlungen der 
Gesellschaft rur Informatik sollte der Unterrichtsumfang im ersten Studienabschnitt ca. 
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15 Semesterwochenstunden (SWS), im zweiten Studienabschnitt ca. 25 SWS betragen. 
Das Studium sollte teilweise projektorientiert erfolgen. 
Aufgrund der Ausrichtung des Studiums an Mathematik, Theoretischer, Praktischer und 
Technischer Informatik sollen, wie erwähnt, im Anwendungs- bzw. Nebenfach Theorie, 
Fachwissen und praktische Kenntnisse in mehreren Teilgebieten der Medizinischen 
Informatik und in Grundlagen der Medizin vermittelt werden. Die Schwerpunkte der 
Medizinischen Informatik sollten sich an den hochschulspezifischen Schwerpunkten der 
Informatik, der Medizinischen Informatik und der Medizin orientieren. 
Als Bezeichnung des Neben- bzw. Anwendungsfachs für Diplom-Informatiker bzw. 
Diplom-Informatikerinnen wird 'Medizinische Informatik' empfohlen. 
Studien inhalte 
Im ersten Studienabschnitt ist die Vermittlung von 
- Grundlagen der Medizin und von 
- Grundlagen der Medizinischen Informatik, 
wie in Abschnitt 2.3.2 beschrieben, gegebenenfalls in reduziertem Umfang, erforderlich. 
In Abhängigkeit von der hochschulspezifischen Ausrichtung empfiehlt sich auch eine 
Einführung in Grundlagen der Betriebswirtschaftslehre und eine Einführung in Kran-
kenhausbetriebswirtschaftslehre (Krankenhausökonomie). 
Im zweiten Studienabschnitt wird empfohlen, Kenntnisse zu 
- Informationssystemen des Gesundheitswesens und zu 
- weiteren Teilgebieten der Medizinischen Informatik (vgl. Abschnitt 2.3.2), 
zu vermitteln, die gleichzeitig den in 2.3.2 genannten Studienschwerpunkten entspre-
chen sollen. Eine Ausbildungskomponente in Medizinischer Biometrie wird ebenfalls 
für erforderlich gehalten. 
Durchlässigkeit 
Gilt entsprechend zu den Ausführungen in Abschnitt 2.3.2. 
2.3.4 Studienfach Grundlagen der Medizinischen Informatik im Medizinstudium 
Allgemeine Charakteristika 
Zur Ausbildung in Medizin sei auf die Approbationsordnung für Ärzte verwiesen ([1]). 
Die Ausbildung in Grundlagen der Medizinischen Informatik kann im Rahmen des 
Ökologischen Stoff gebietes , üblicherweise im 4. klinischen Semester, erfolgen. Für die 
Vermittlung der Grundlagen werden 2 Semesterwochenstunden (SWS) (scheinpflichtig), 
einschließlich praktischer Übungen, empfohlen. Auf freiwilliger Basis sollte, über das 
gesamte Studium verteilt, vertiefender Unterricht im Umfang von ca. 8 SWS angeboten 
werden. Hierbei bieten sich, neben Vorlesungen, praktische Übungen (z.B. am Rechner) 
und gemeinsame Veranstaltungen mit einem klinischen oder einem anderen medizi-
nisch-theoretischen Fach an. 
Der Unterricht sollte die Möglichkeit der Anwendung von Methoden und Werkzeugen 
der Medizinischen Informatik betonen. Herausgearbeitet werden sollte der Nutzen der 
Systeme und Methoden rür den Patienten und für den Arzt. Demgegenüber entfällt die 
Vermittlung von technischem oder formalem Grundlagenwissen, soweit dies für das 
genannte Lehrziel nicht unbedingt erforderlich ist. 
Es ist offensichtlich, daß diese Grundlagen der Medizinischen Informatik nicht ver-
gleichbar sind mit den in den Abschnitten 2.3.2 und 2.3.3 beschriebenen Ausbildungen. 
Allerdings sollte für Ärzte die Möglichkeit bestehen, die Ausbildung in Medizinischer 
Informatik durch ein Aufbaustudium der Medizinischen Informatik bei gleichzeitiger 
praktischer ärztlicher Weiterbildung in Medizinischer Informatik zu vervollständigen. 
Die Ausbildung muß in bezug gesehen werden zu der Möglichkeit der ärztlichen Wei-
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terbildung mit dem Ziel der Erlangung der ärztlichen Zusatzbezeichnung 'Medizinische 
Informatik'. Hierfür sind die Ärztekammern der einzelnen Länder zuständig. 
Studien inhalte 
Die Grundlagen der Medizinischen Informatik sollten z.B. Unterrichtseinheiten zu The-
men wie Grundbegriffe der Informatik, Medizinische Dokumentation, Anwendungs-
systerne in der Medizin, Daten- und Wissensbanken in der Medizin, Informationssy-
steme in der Medizin umfassen. 
Durchlässigkeit 
Bei Absolventen von Hochschulgängen der Medizinischen Informatik, der Informatik 
mit Neben- bzw. Anwendungsfach Medizinische Informatik und von Fachhochschulstu-
diengängen der Medizinischen Dokumentation und Informatik sollten eine Anrechnung 
von Studien- und Prüfungsleistungen bei den Grundlagen der Medizinischen Informatik 
erfolgen. Die jeweiligen Studienordnungen sind maßgebend. 
2.3.5 Autbaustudiengänge in Medizinische Informatik 
Allgemeine Charakteristika 
Die Ausbildung soll 4 Semester dauern, einschließlich einer Studienarbeit, die in der 
zweiten Hälfte des 4. Semesters angefertigt werden sollte. Praktika sollten auffreiwilliger 
Basis während der vorlesungsfreien Zeit empfohlen werden. Der Unterrichtsumfang 
sollte ca. 70 Semesterwochenstunden (SWS) betragen. Das Studium sollte teilweise pro-
jektorientiert erfolgen. 
Als Eingangsvoraussetzung wird, wie erwähnt, in der Regel ein Studium der Informatik 
an einer Wissenschaftlichen Hochschule oder ein Studium der Medizin als erforderlich 
erachtet. 
Hochschulabsolventen von Studiengängen, die zur Informatik fachverwandt sind, soll-
ten ebenfalls aufgenommen werden können. 
Das Aufbaustudium soll die jeweilige vorherige Ausbildung berücksichtigen und bewußt 
die Medizinische Informatik entweder informatikbezogen oder medizinbezogen vermit-
teln. Dies entspricht dem in Abschnitt 2.3.1 genannten komplementären, informatik-
oder medizinbezogenen Zugang zur Medizinischen Informatik und den dort genannten 
Ausbildungszielen. 
Die komplementäre Ausbildung in allgemeiner Informatik für Ärzte wie auch in Medi-
zin für Informatiker beansprucht nicht, Ersatz für das jeweilige Vollstudium zu sein. Für 
Ärzte sollte das Aufbaustudium im Zusammenhang mit der ärztlichen Weiterbildung 
zur Erlangung der ärztlichen Zusatzbezeichnung 'Medizinische Informatik' angeboten 
werden. Eine Abstimmung der jeweiligen Wissenschaftlichen Hochschule und der 
zuständigen Landesärztekammer erscheint im Hinblick auf die Zusatzbezeichnung 
erforderlich zu sein. 
Studieninhalte 
Für Informatiker und Ärzte gemeinsam soll das Studium die in Abschnitt 2.3.2 genann-
ten Ausbildungsteile 
- Grundzüge der Medizinischen Informatik (ca. 15 SWS), 
- Grundlagen der Betriebswirtschaftslehre (mit Schwerpunkt Krankenhausbetriebswirt-
schaftslehre) (ca. 5 SWS) 
sowie 
- Medizinische Informatik (ca. 20 SWS) und 
- Medizinische Biometrie (ca. 5 SWS) 
umfassen. 
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Komplementär gibt es für Informatiker Veranstaltungen in 
- Medizin (ca. 10 SWS, vgl. Abschnitt 2.3 .2) und einen Wahlpflichtteil mit einem 
- Studienschwerpunkt zur Vertiefung eines oder mehrerer Teilgebiete der Medizini-
schen Informatik (ca. 15 SWS, vgl. ebenfalls Abschnitt 2.3.2). 
Für Ärzte besteht die komplementäre Ausbildung aus Veranstaltungen in 
- Grundlagen der Informatik (mit Betonung der Praktischen Informatik, ca. 15 SWS) 
und einen Wahlpflichtteil mit einem 
- Studienschwerpunkt zur Vertiefung eines oder mehrerer Teilgebiete der Medizini-
schen Informatik (ca. 10 SWS, vgl. Abschnitt 2.3.2). 
Für eine adäquate Hochschulausbildung ist es erforderlich, daß die Veranstaltungen in 
den komplementären Studienteilen auf den jeweiligen Kenntnissen in allgemeiner Infor-
matik bzw. in Medizin aufbauen. Dies bedeutet insbesondere, daß für Mediziner und 
Informatiker in den Studienschwerpunkten unterschiedliche Veranstaltungen anzubie-
ten sind. 
Das Thema der Studienarbeit ist aus dem Gebiet der Medizinischen Informatik zu wäh-
len. 
3 Weitere Empfehlungen zur Bildung und Ausbildung in Medizinischer Informatik 
3.1 Einrichtung von Studiengängen in Medizinischer Dokumentation und Informatik an 
Fachhochschulen 
Mit Bezug zu derzeitigen Ausbildungsgängen ist zu erwähnen, daß die Deutsche Gesell-
schaft für Medizinische Informatik, Biometrie und Epidemiologie auf grund der bisheri-
gen Erfahrung mit den dreijährigen Ausbildungsgängen zum Medizinischen Dokumen-
tar empfiehlt, diejenigen Ausbildungsgänge, die das entsprechende Niveau haben, mög-
lichst als Fachhochschulstudiengänge für Medizinische Dokumentation und Informatik 
weiterzuführen. Verwiesen sei hier auf die am Ende von Abschnitt 1.3 gemachten Aus-
führungen. Durch entsprechende Fachhochschulstudiengänge würden Fakten legiti-
miert, ein der Qualifikation entsprechender formaler Abschluß erreicht und die derzeit 
bestehenden Probleme der tariflichen Einstufung im öffentlichen Dienst vermieden. 
Wie in Abschnitt 2.1.2 erwähnt, sollten die Ausbildungsgänge in Medizinischer Doku-
mentation nochmals überarbeitet werden, sobald genügend Absolventen von Fachhoch-
schulstudiengängen in Medizinischer Dokumentation und Informatik zur Verfügung 
stehen sowie falls die Ausbildungsdauer in anderen Assistenzberufen im Rahmen der 
EG-Harmonisierung auf drei Jahre erhöht wird. 
3.2 Studiengänge und Ausbildungsteile an Wissenschaftlichen Hochschulen, 
Einrichtung von Aufbaustudiengängen in Medizinischer Informatik 
Medizinische Informatik als Studiengang oder als A nwendungs- oder Nebenfach im Stu-
diengang Informatik? 
Die Parallelität des empfohlenen Ausbildungsangebots an Wissenschaftlichen Hoch-
schulen, ein Studium der Medizinischen Informatik sowohl im Rahmen eines Anwen-
dungs- bzw. Nebenfaches Medizinische Informatik in einem Informatikstudium als auch 
als ein eigenständiges Studium der Medizinischen Informatik durchfuhren zu können, 
erscheint durchaus als sinnvoll. Diese auch faktisch in dem derzeitigen Ausbildungsan-
gebot vorhandene Parallelität hat ihr Äquivalent beispielsweise in einem Studium der 
Statistik entweder in einem eigenständigen Hochschulstudiengang oder als Studien-
schwerpunkt in einem Studium der Mathematik. Auch hier haben sich beide Ausbil-
dungsarten bewährt und möglicherweise aufgrund von im positiven Sinne vorhandener 
Konkurrenz gegenseitig befruchtet. 
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Bezeichnung des Anwendungs- oder Nebenfaches: Medizinische Informatik oder Medizin? 
Als Bezeichnung eines Anwendungs- bzw. Nebenfachs in einem Informatikstudium an 
einer Wissenschaftlichen Hochschule wurde in den vorliegenden Empfehlungen bewußt 
Medizinische Informatik anstelle der zur Zeit üblichen Bezeichnung Medizin gewählt. 
Diese Bezeichnung betont, daß ein reines Unterrichtsangebot in medizinischen Grund-
lagen dem Nebenfach nicht gerecht wird. Die von der Gesellschaft rur Informatik emp-
fohlene Zahl an Semesterwochenstunden für Nebenfächer ([2], S. 99-100), im 1. Studien-
abschnitt 10 und im 2. Studienabschnitt 18 Semsterwochenstunden, reicht für ein Neben-
bzw. Anwendungsfach Medizinische Informatik nicht aus. 
Fakultätsübergrei/ende Institutionalisierung der Medizinischen Informatik 
Studiengänge in Medizinischer Informatik bzw. Informatikstudiengänge mit Anwen-
dungs- bzw. Nebenfach Medizinische Informatik an Wissenschaftlichen Hochschulen 
sollten auf grund der Interdisziplinarität des Fachs gemeinsam von Fakultäten bzw. 
Fachbereichen für Informatik und für Medizin getragen werden. Die Durchführung sol-
cher Studiengänge allein durch eine der genannten Fakultäten wird nicht für sinnvoll 
erachtet. Beispielsweise sollte die Medizinausbildung immer in der Verantwortung einer 
Fakultät für Medizin sein. Aus diesen Ausführungen ergibt sich auch die Zuordnung 
von Professuren für Medizinische Informatik an Wissenschaftlichen Hochschulen. Je 
nach inhaltlichem Schwerpunkt können sie beiden der genannten Fakultäten angehö-
ren. Eine Kooptierung in der jeweils anderen Fakultät sollte erfolgen. 
Aujbaustudiengänge in Medizinischer Informatik 
Aufbaustudiengänge in Medizinischer Informatik existieren in der Bundesrepublik 
Deutschland zur Zeit nicht. Aufgrund des zu Beginn erwähnten nicht gedeckten Bedarfs 
an qualifizierten Wissenschaftlern und Fachkräften und aufgrund der Notwendigkeit, 
neben einem informatikbezogenen Zugang auch einen medizinbezogenen Zugang zur 
Ausbildung in Medizinischer Informatik zu ermöglichen, wird die Einrichtung solcher 
Aufbaustudiengänge empfohlen. Da noch keine Erfahrungen mit solchen Aufbaustu-
diengängen vorliegen können, empfiehlt sich zunächst eine zeitlich begrenzte Einrich-
tung. 
Alternativ zu Aufbaustudiengängen werden international rein projektorientierte Weiter-
bildungsprogramme für Ärzte in Medizinischer Informatik diskutiert. Diese Programme 
fügen sich allerdings nicht gut in den vorgegebenen Rahmen der ärztlichen Weiterbil-
dung in der Bundesrepublik Deutschland ein. 
Doppelstudium Medizin und (Medizinische) Informatik 
Eine weitere Möglichkeit der Ausbildung in Medizinischer Informatik bietet ein Doppel-
studium der Medizin einerseits und der Medizinischen Informatik bzw. Informatik mit 
Nebenfach Medizinische Informatik andererseits. Diese Möglichkeit kann nur in 
begründeten Ausnahmefällen empfohlen werden, da auch bei weitestgehender gegensei-
tiger Anrechnung von Studien- und PfÜfungsleistungen mit einer unverhältnismäßig 
langen Studien dauer gerechnet werden muß. 
Ausbildungsebenen in Medizinischer Informatik 
Im übrigen hält die Deutsche Gesellschaft für Medizinische Informatik, Biometrie und 
Epidemiologie die empfohlenen Ausbildungsgänge auf den drei genannten Ausbil-
dungsebenen für ausreichend. Insbesondere sollte bei der Neueinrichtung von Ausbil-
dungsgängen darauf geachtet werden, daß keine Vermengung von verschiedenen Aus-
bildungsebenen erfolgt. 
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4 Fort- und Weiterbildung in Medizinischer Informatik 
4.1 Möglichkeiten akademischer und beruflicher Weiterqualifikation in Medizinischer 
Informatik 
Eine Übersicht über die von der Deutschen Gesellschaft für Medizinische Informatik, 
Biometrie und Epidemiologie empfohlenen Möglichkeiten akademischer und beruf-
licher Weiterqualifikation in Medizinischer Informatik vermittelt Abbildung 4. 
4.2 Akademische Weiterqualifikation 
Promotionen und Habilitationen in Medizinischer Informatik sollten, in Abhängigkeit 
des thematischen Schwerpunktes der Arbeiten, sowohl von Fakultäten für Informatik als 
auch von Fakultäten für Medizin vergeben werden können. Voraussetzung hierfür ist, 
daß Professuren für Medizinische Informatik eingerichtet sind. Aufgrund der Interdiszi-
plinarität des Faches empfiehlt es sich, in der Regel Zweitgutachter aus der jeweils ande-
ren Fakultät zu bestellen. 
Ein einheitlicher Doktorgrad auf hohem wissenschaftlichem Niveau sollte angestrebt 
werden. Zur Zeit existieren neben Promotionsgraden wie Dr. med., Dr. rer.nat., Dr.-Ing. 
oder Dr. rer.pol. für Nichtmediziner an Medizinischen Fakultäten die Grade Dr. biol.-
horn., Dr. rer. biol.hum., Dr. rer. medic., Dr. rer. physiol., Dr. rer. med. und Dr. sc. hum .. 
4.3 Berufliche Weiterqualifikation 
Zur beruflichen Weiterqualifikation vergibt die Deutsche Gesellschaft für Medizinische 
Informatik, Biometrie und Epidemiologie gemeinsam mit der Gesellschaft für Informa-
tik das Zertifikat Medizinischer Informatiker ([9]). Das Zertifikat bescheinigt eine ausrei-
chende Qualifikation in Medizinischer Informatik sowohl hinsichtlich der akademischen 
Aus- bzw. Weiterbildung in Medizinischer Informatik als auch bezüglich einer 5jährigen 
Abbildung 4: Möglichkeiten berufsbegleitender akademischer und beruflicher Weiterbildung in 
Medizin ischer Informatik. 
4 ~ Akademische Berufliche 
Ebenen der WeiterqualIfikation WeiterqualIfikatIon 
akademischen 
und Habilitation 
beruflichen in Medizinischer Informatik 
Weiter- Zertifikat der GMDS: 
qualifikation 'Medizi nischer Informatiker' 
für Absolventen Promotion Für Ärzte : Zusatz-Wissenschaft/. 
Hochschulen in Medizinischer Informatik bezeichnung 'Med. Informatik' 
der Landesärztekammern 
t Studium an einer Wissenschaftlichen Hochschule (vgl. Abb. 1) t 
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erfolgreichen beruflichen Tätigkeit (operationale Qualifikation). Als ausreichende akade-
mische Ausbildung wird ein wissenschaftliches Hochschulstudium in Medizinischer 
Informatik, ein Studium der Informatik mit Neben- bzw. Anwendungsfach Medizini-
sche Informatik oder ein Aufbaustudium in Medizinischer Informatik erachtet. Ver-
gleichbar mit dem Zertifikat Medizinischer Informatiker existierte in der ehemaligen 
DDR eine fünfjährige postgraduale Weiterbildungsmöglichkeit in Medizinischer Infor-
matik. 
Für Ärzte besteht ferner die Möglichkeit der Erlangung der ärztlichen Zusatzbezeich-
nung 'Medizinische Informatik'. Die Zusatzbezeichnung wird vergeben durch die 
zuständigen Landesärztekammern. Die Richtlinien können den entsprechenden Weiter-
bildungsordnungen und den Richtlilien über den Inhalt der Weiterbildung entnommen 
werden. Die Deutsche Gesellschaft für Medizinische Informatik, Biometrie und Epide-
miologie hält es für erforderlich, daß die zur Erlangung der Zusatzbezeichnung nötigen 
Kenntnisse in Medizinischer Informatik und in allgemeiner Informatik sich an den in 
Abschnitt 2.3.5 beschriebenen Kenntnissen des Aufbaustudienganges Medizinische 
Informatik orientieren. Diese Kenntnisse sollten in der Regel an Wissenschaftlichen 
Hochschulen erworben werden. Ärzten, welche die Zusatzbezeichnung 'Medizinische 
Informatik' erworben haben, wird empfohlen, im Anschluß auch das bezüglich ihrer 
Qualifikation einer Gebietsbezeichnung entsprechende Zertifikat Medizinischer Infor-
matiker nach entsprechender theoretischer und praktischer Weiterbildung zu erwerben. 
4.4 Verbesserung des Angebots an Fort- und Weiterbildung in Medizinischer 
Informatik 
Das derzeitige Angebot an Fort- und Weiterbildung in Medizinischer Informatik im 
Hinblick auf die Erlangung des Zertifikats Medizinischer Informatik aber auch im Hin-
blick auf Weiterbildungsangebote für die Erlangung der ärztlichen Zusatzbezeichnung 
Medizinische Informatik muß noch weiter verbessert werden. Die Einrichtung von Fort-
und Weiterbildungsakademien zur Verbesserung des Fort- und Weiterbildungsangebots 
wird empfohlen. 
5 Notwendiger Ausbau der Aus-, Fort- und Weiterbildung in Medizinischer 
Informatik 
Aufgrund des genannten Bedarfs an Absolventen in Medizinischer Informatik wird von 
der Deutschen Gesellschaft für Medizinische Informatik, Biometrie und Epidemiologie 
zur Zeit besonders die Einrichtung von 
- Fachhochschulstudiengängen für Medizinische Dokumentation und Informatik, von 
- Aufbaustudiengängen in Medizinischer Informatik und von 
- Fort- und Weiterbildungsakademien in Medizinischer Informatik 
mit entsprechenden Professuren für Medizinische Informatik und angemessener Aus-
stattung als vordringlich erachtet. 
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BUCHBESPRECHUNG/BOOKREVIEWS 
RASCH, D. und HERREN DÖRFER, G. 
Handbuch der Populationsgenetik und Züchtungsmethodik 
Deutscher Landwirtschaftsverlag Berlin 
ISBN 3-331-00432-4· Preis: gebunden 154,- DM 
Das Studium der genetischen Struktur von Populationen und ihre Änderung im Laufe der Genera-
tionen ist gleichermaßen für Mathematiker wie für Genetiker von Interesse. Der Züchter nutzt die 
Erkenntnisse der Populationsgenetlk für die Entwicklung von Zuchtschemata und die Abschätzung 
des Selektionserfolges. Dabei muß berücksichtigt werden, daß die Struktur züchterisch bearbeiteter 
Populationen stark von natürlichen Populationen abweicht. In der Pflanzenzüchtung wurde z.B. 
durch die Einführung von Hybridsorten ein Populationstyp geschaffen, der natürlicherweise nicht 
vorkommt. 
Das vorliegende Handbuch, an dem zahlreiche Wissenschaftler aus den ehemaligen Ostblockstaa-
ten mitgearbeitet haben, möchte sich gleichermaßen an mathematisch orientierte Populationsgene-
tiker wie an Züchter wenden. Das ist ein schwieriges Unterfangen, da sich die theoretische Popula-
tionsgenetik der mathematischen Darstellungsweise bedient, die dem Züchter weitgehend fremd 
ist. Das wird gleich im ersten Kapitel über die Grundbegriffe der Genetik deutlich. Die Genetik 
wird wie ein Gebiet der Mathematik in Form von Definitionen abgehandelt. Ganz ähnlich ist auch 
das sechste Kapitel über Züchtungsmethodik behandelt. In bei den Kapiteln werden zahlreiche 
experimentelle Untersuchungen angeführt, die zum überwiegenden Teil aus dem Bereich des frü-
heren Ostblocks stammen. 
Die mittleren Kapitel behandeln populationsgenetische Modelle, die Selektion, die Schätzung 
genetischer Parameter und die Zuchtwertbestimmung. Aus der Reihenfolge der Kapitel geht die 
mathematisch-deduktive Betrachtungsweise deutlich hervor. Zunächst werden verschiedene 
Modelle der Populationsgenetik vorgestellt, es wird aber keine Begründung für die Notwendigkeit 
der Modellvielfalt gegeben. Bei der Behandlung der Selektionswirkung wird der Ansatz, daß eine 
Selektion eine Verteilungsveränderung nach sich zieht, an den klassischen Selektionsproblemen 
(Ein- und Mehrstufenselektion, Selektion auf ein und mehrere Merkmale) dargestellt. Erst im 
Anschluß daran folgen Verfahren zur Schätzung der für die Vorhersage des Selektionserfolges not-
wendigen genetischen Parameter. Dabei werden für quantitative Eigenschaften Zuchtwertschät-
zungen und für qualitative Eigenschaften Allelfrequenzen behandelt. 
Insgesamt unterscheidet sich das Handbuch deutlich von anderen Büchern über Populationsgene-
tik. Es ist eine wertvolle Quelle für das Auffinden experimenteller Untersuchungsergebnisse aus 
dem mittel- und osteuropäischen Bereich. Als Lehrbuch für Studenten in der Fachrichtung Züch-
tung erscheint es weniger geeignet. Das lag aber wohl auch nicht in der Absicht der Autoren dieses 
Handbuches. 
Die Darstellung der vielen Modelle und Verfahren ist nicht immer leicht verständlich. Dazu trägt 
auch bei, daß am Anfang des Handbuches nur ein Teil der Symbole erläutert wird. In der quantita-
tiven Genetik benutzen verschiedene Schulen unterschiedliche Symbole für die gleichen Effekte. 
Das Handbuch hält sich nach Möglichkeit an die originalen Bezeichnungsweisen, auch wenn 
dadurch die gleichen Symbole mehrere Bedeutungen erlangen. Auffallend ist auch, daß sich die 
Autoren konsequent jeder Bewertung enthalten. 
W. E. Weber, Hannover 
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