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SYMMETRIC POLYNOMIALS VANISHING ON THE SHIFTED
DIAGONALS AND MACDONALD POLYNOMIALS
B. FEIGIN, M. JIMBO, T. MIWA AND E. MUKHIN
Abstract. For each pair (k, r) of positive integers with r ≥ 2, we consider an ideal
I
(k,r)
n of the ring of symmetric polynomials. The ideal I
(k,r)
n has a basis consisting
of Macdonald polynomials Pλ(x1, · · · , xn; q, t) at t
k+1qr−1 = 1, and is a deformed
version of the one studied earlier in the context of Jack polynomials. In this paper
we give a characterization of I
(k,r)
n in terms of explicit zero conditions on the k-
codimensional shifted diagonals of the form x2 = tq
s1x1, · · · , xk+1 = tq
skxk.
The ideal I
(k,r)
n may be viewed as a deformation of the space of correlation func-
tions of an abelian current of the affine Lie algebra ŝlr. We give a brief discussion
about this connection.
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1. Introduction
Recall that integrable representations of Kac-Moody Lie algebras can be character-
ized in terms of vanishing ideals. Let us formulate this fact for the current algebra ŝlr.
Denote by eij(z) (i 6= j) the currents corresponding to root vectors eij of slr. A rep-
resentation of ŝlr in category O is integrable if and only if eij(z)
k+1 acts as 0 for some
i 6= j, where k is a non-negative integer called the level. In this case eij(z)
k+1 = 0 holds
for all i 6= j. Actually there are more relations which follow from these. Consider the
commutative currents e12(z), e13(z), · · · , e1r(z). On level k integrable representations
they satisfy the relations
e12(z)
ν1e13(z)
ν2 · · · e1r(z)
νr−1 = 0 (1.1)
for all ν1, · · · , νr−1 ∈ Z≥0 such that ν1 + · · ·+ νr−1 = k + 1.
Let us combine them into a single abelian current
e(z) = e12(z
r−1) + z−1e13(z
r−1) + · · ·+ z−r+2e1r(z
r−1) (1.2)
=
∑
i∈Z
eiz
i.
If we fix a primitive root of unity τ of order r − 1, then the relations (1.1) can be
rewritten in terms of e(z) as follows.
e(z)ν1e(τz)ν2 · · · e(τ r−2z)νr−1 = 0
(ν1, · · · , νr−1 ∈ Z≥0, ν1 + · · · + νr−1 = k + 1). (1.3)
Using (1.3), one can obtain a monomial basis of integrable representations [P]. For
simplicity, let us consider the vacuum representation L of level k with highest weight
vector v such that eiv = 0 for i ≤ 0. We call W = C[e1, e2, · · · ]v ⊂ L the principal
subspace of L. Then the following set of monomials constitutes a basis of W :
ea11 e
a2
2 · · · e
al
l (l ∈ Z≥0), (1.4)
where ai ∈ Z≥0, ai + ai+1 + · · · + ai+r−1 ≤ k for all i ≥ 1.
We present here a deformation of the relations (1.3) which preserves the structure of
the monomial basis (1.4). Namely, let q, t be complex numbers such that tk+1qr−1 = 1.
Consider an abelian current e(z) =
∑
i∈Z eiz
i satisfying the relations
e(z)e(tqs1z) · · · e(tkqskz) = 0 (1.5)
for all 0 ≤ s1 ≤ · · · ≤ sk ≤ r − 2.
For t = 1 and q = τ we get back to the relations (1.3). If we replace e(z) by
∑
i≥1 eiz
i
in (1.5), then the Fourier coefficients of the left hand side are well defined elements of
C[{ei}i≥1]. Let J(q, t) be the ideal generated by them. In this paper we prove that
the quotient C[{ei}i≥1]/J(q, t) has the same set (1.4) as a monomial basis, if q, t are
‘generic’ (see (2.9), (2.10) below for the precise condition). From this fact it follows
that the current e(z) of ŝlr acting on L can be deformed to a current satisfying the
relations (1.5). We also give an analogous result for integrable representations of ŝlr
other than the vacuum module.
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From a slightly different point of view, our result can be described as follows. Let
D be an element of the Weyl group of ŝlr such that DeiD
−1 = ei+r. Then, on
level k integrable representations of ŝlr, we have an action of the algebra Ek,r =
C[D,D−1] ⋉ C[{ei}i∈Z]/J˜(τ, 1), where J˜(q, t) denotes the ideal of C[{ei}i∈Z] generated
by the Fourier coefficients of the left hand side of (1.5). (To be precise a completion
is necessary, but we do not discuss such details here.) It is possible to show that
each level k integrable irreducible representation of ŝlr remains irreducible upon re-
striction to Ek,r. (Actually Ek,r has more irreducible representations than ŝlr, but
their classification is not known. ) Our result shows that for generic q, t the algebra
Ek,r(q, t) = C[D,D
−1] ⋉ C[{ei}i∈Z]/J˜(q, t) has irreducible representations which are
‘deformations’ of representations of ŝlr.
The relations of the type (1.5) can be put in more general context as follows. Fix
a function λ(x, y) in two variables. Following [FO] we define two associative algebras
S and A. The algebra S is a graded algebra S = ⊕n≥0Sn, each graded component Sn
being the space of symmetric functions in n variables. For F ∈ Sm and G ∈ Sn, the
product F ∗G ∈ Sm+n is defined by the formula
F ∗G(x1, · · · , xm+n) =
Sym
(
F (x1, · · · , xm)G(xm+1, · · · , xm+n)
∏
1≤i≤m
m+1≤j≤m+n
λ(xi, xj)
)
. (1.6)
In (1.6), the symbol Sym stands for the symmetrization. The algebra A = ⊕n≥0An
is defined similarly, where An consists of anti-symmetric functions in n variables and
symmetrization in (1.6) is replaced by anti-symmetrization. Let K ⊂ C×C be the set
of zeroes of the function λ(x, y).
We say that F ∈ Sn (or F ∈ An) satisfies the wheel condition if the following holds:
F = 0 whenever (x1, x2), · · · , (xl, xl+1), (xl+1, x1) ∈ K for some 1 ≤ l ≤ n. (1.7)
If F,G satisfy the wheel condition, then so does F ∗G. Therefore, functions satisfying
the wheel condition (1.7) constitute a subalgebra Sw ⊂ S (resp. Aw ⊂ A). Note that
the subalgebra generated by S1 (resp. A1) in S (resp. A) is contained in S
w (resp.
Aw).
Set
λ(x, y) =
(x− t1y) · · · (x− tsy)
(x− y)s
where S = {t1, · · · , ts} is a set of non-zero complex numbers. We will refer to S as the
wheel set.
Let B(S) consist of rational functions of the form
F (x1, · · · , xn) =
f(x1, · · · , xn)∏
1≤i<j≤n(xi − xj)
s−1
,
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where f(x1, · · · , xn) is a symmetric Laurent polynomial satisfying
f(x1, · · · , xn) = 0
if
x2
x1
= ti1 , · · · ,
xl+1
xl
= til ,
x1
xl+1
= til+1 for some i1, · · · , il+1 . (1.8)
Then B(S) is a subalgebra of Sw if s is odd and of Aw if s is even.
Note that the wheel condition is non-trivial only when the parameters t1, · · · , ts
satisfy
tκ11 t
κ2
2 · · · t
κs
s = 1
for some integers κ1, · · · , κs. We call such an equation a resonance condition.
Returning to the abelian current e(z) and (1.5), we take s = r, l = k, and the wheel
set
S = {t, tq, · · · , tqr−1} (1.9)
where tk+1qr−1 = 1 is assumed. Then the relation (1.5) coincides with (1.7) in the
following sense.
Suppose we have a representation W of the current e(z) satisfying (1.5). (For the
relations (1.5) to make sense, we consider only such representations that for any vector
v ∈W there is an integer N satisfying eiv = 0 for i < N .) Then the matrix elements
f(z1, · · · , zn) = 〈v
∨, e(z1) · · · e(zn)v〉, (1.10)
where v ∈ W and v∨ ∈ W ∗, are Laurent polynomials satisfying the wheel condition
(1.9).
Therefore the study of the representation W is closely related to that of the algebra
B(S). Now letW = C[e1, e2, · · · ]/J(q, t), v = 1 mod J(q, t) and eiv = 0 (i ≤ 0).
1) Then
the dual space W ∗ can be identified with the space J (k,r) = ⊕n≥0J
(k,r)
n of all symmetric
polynomials satisfying the wheel condition relative to (1.9). Here J
(k,r)
n denotes the
subspace of n variables.
We use the theory of symmetric functions to find a basis in J (k,r). Namely, let I
(k,r)
n
be spanned by Macdonald polynomials Pλ(x; q, t), where q, t satisfy t
k+1qr−1 = 1, and
λ ranges over a set of (k, r, n)-admissible (see (2.11) for the definition) partitions. Our
main result is that for ‘generic’ q, t we have I
(k,r)
n = J
(k,r)
n . In other words, the above
Macdonald polynomials constitute a basis of J
(k,r)
n .
We do not understand well the reason why the particular choice (1.9) of the wheel
set is exactly what we need to deform the integrability condition (1.1) for ŝlr.
This paper is organized as follows. In Section 2, we review known facts about Mac-
donald polynomials. We discuss briefly their regularity properties when the parameters
q, t satisfy the relation qatb = 1 with some a, b ∈ Z≥1, following the work [FJMM] on
Jack polynomials. Our main result is stated as Theorem 2.4. Section 3 is devoted to its
proof. In Section 4 we give a monomial base for the analogs of (non-vacuum) integrable
representations of ŝlr. In Section 5, we discuss an expected link between the present
work and representations of Wk algebras.
1)In the main text, we shift the index of ei by one and consider a quotient space of C[e0, e1, · · · ].
SYMMETRIC POLYNOMIALS 5
2. Macdonald polynomials and wheel condition
2.1. Preliminaries. In this subsection, we review basic facts about the Macdonald
polynomials which we use in the text. Our basic reference is Macdonald’s book [M].
Let n be a non-negative integer. The Macdonald operators {Drn}0≤r≤n are mutu-
ally commuting q-difference operators acting on the ring of symmetric polynomials
C(q, t)[x1, · · · , xn]
Sn , where Sn stands for the symmetric group on n letters. Explicitly
they are given by the formula
Drn =
∑
|I|=r
AI(x; t)TI , (2.1)
where I ⊂ {1, · · · , n} runs over subsets of cardinality r,
AI(x; t) = t
r(r−1)/2
∏
i∈I
j 6∈I
txi − xj
xi − xj
,
TI =
∏
i∈I
Tq,xi,
and (Tq,xif)(x1, · · · , xn) = f(x1, · · · , qxi, · · · , xn). Let Dn(X; q, t) =
∑n
r=0D
r
nX
r be
their generating function.
Denote by πn the set of partitions λ = (λ1, . . . , λn), where λi are non-negative
integers satisfying λi ≥ λi+1 (1 ≤ i ≤ n − 1). The Macdonald polynomials {Pλ}λ∈πn
constitute a unique C(q, t)-basis C(q, t)[x1, · · · , xn]
Sn characterized by the following
defining properties.
Dn(X; q, t)Pλ =
n∏
i=1
(1 +Xqλitn−i) · Pλ, (2.2)
Pλ = mλ +
∑
µ<λ
uλµmµ (uλµ ∈ C(q, t)). (2.3)
In the second line, mλ =
∑
α∈Snλ
xα11 · · · x
αn
n stands for the monomial symmetric func-
tion. The dominance ordering µ < λ on πn is defined by µ 6= λ and µ1 + · · · + µi ≤
λ1 + · · ·+ λi for all i = 1, · · · , n.
Along with (2.1), we also consider the following operators [L]. For m ≥ 0, set
Em =
n∑
i=1
xmi Ai(x; t)
∂
∂qxi
, (2.4)
where Ai(x; t) = A{i}(x; t) and
∂
∂qxi
=
1
(q − 1)xi
(Tq,xi − 1) .
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For m = 1, (2.4) is related to D1n by (q − 1)E1 = D
1
n − (1 − t
n)/(1 − t). Set further
e1 =
∑n
i=1 xi. Then we have
e1Pλ =
ℓ(λ)+1∑
j=1
ψ′
λ(j)/λ
Pλ(j) , (2.5)
E0Pλ =
ℓ(λ)∑
j=1
ψ′′λ/λ(j)Pλ(j) , (2.6)
E2Pλ =
tn−1
1− q
ℓ(λ)+1∑
j=1
(1− qλj t1−j)ψ′
λ(j)/λ
Pλ(j) . (2.7)
Here λ(j) (resp. λ(j)) denotes the partition obtained by adding one node to (resp.
removing one node from) the j-th row of λ, and ℓ(λ) = max{j | λj > 0} signifies the
length of λ. The coefficients are given by
ψ′
λ(j)/λ
=
j−1∏
i=1
1− qλi−λj−1tj−i+1
1− qλi−λj tj−i
1− qλi−λj tj−i−1
1− qλi−λj−1tj−i
,
ψ′′λ/λ(j) =
1− tn−jqλj
1− q
n∏
i=j+1
1− qλj−λi−1ti−j+1
1− qλj−λiti−j
1− qλj−λiti−j−1
1− qλj−λi−1ti−j
.
When λj = λj−1 and thus λ
(j) is not defined, the corresponding term is absent in the
right hand sides of (2.5),(2.7), because ψ′
λ(j)/λ
= 0. The same remark applies to (2.6).
Eq.(2.5) is a special case of the Pieri formula ([M], eq.(6.24)), while (2.6),(2.7) are due
to [L].
2.2. Regularity of Macdonald polynomials. The coefficients uλµ in (2.3) are ra-
tional functions of q and t. For a partition λ ∈ πn, denote by λ
′ the conjugate partition.
It is known [Int] that if we set
cλ(q, t) =
∏
(i,j)∈λ
(1− qλi−jtλ
′
j−i+1),
then cλPλ is a polynomial in q, t. In particular, all possible poles of uλµ are of the form
qatb = 1 (a, b ∈ Z, a ≥ 0, b > 0). (2.8)
For given n and q, t satisfying (2.8), it is natural to ask which Pλ remain well defined.
We have studied a sufficient condition in [FJMM] in the limit t = qβ, q → 1, where
Macdonald polynomials reduce to Jack polynomials. As we show below, the results of
[FJMM] have straightforward extensions to the setting of Macdonald polynomials.
Throughout this paper, we fix integers k, r where k ≥ 1 and r ≥ 2. As opposed
to [FJMM], we do not assume that k + 1, r − 1 are coprime. Let m be the greatest
common divisor of k + 1 and r − 1, and let ω be a primitive m-th root of unity. Let
further ω1 ∈ C be such that ω
(r−1)/m
1 = ω. For an indeterminate u we consider the
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specialization
t = u
r−1
m , q = ω1u
− k+1
m , (2.9)
so that t
k+1
m q
r−1
m = ω. For integers a, b ∈ Z, we have then
qatb = 1 if and only if a = (r − 1)s, b = (k + 1)s for some s ∈ Z. (2.10)
As in [FJMM], we say that a partition λ ∈ πn is (k, r, n)-admissible if
λi − λi+k ≥ r (i = 1, · · · , n− k). (2.11)
The following two Lemmas can be verified by noting (2.10) and repeating the working
of Lemma 2.1–2.3 in [FJMM].
Lemma 2.1. Suppose 1 ≤ i < j ≤ n and λ ∈ πn is (k, r, n)-admissible. Then
qλi−λj tj−i 6= 1,
qλi−λj−1tj−i+1 6= 1,
qλi−λj−1tj−i 6= 1.
If in addition λj < λj−1, then
qλi−λj tj−i−1 6= 1.
Lemma 2.2. If λ is (k, r, n)-admissible, then ψ′
λ(j)/λ
is well defined. It is zero if and
only if λj−1 = λj.
Lemma 2.3. Assume either λ is (k, r, n)-admissible, or else λ is obtained from a
(k, r, n)-admissible partition by adding or removing one node. Then Pλ has no pole at
(t, q) = (u
r−1
m , ω1u
− k+1
m ).
Proof. In the context of Jack polynomials, an analogous statement is given as Proposi-
tion 2.6 in [FJMM]. The same proof applies by using (2.10), Lemma 2.1 and the formula
(2.2) for the eigenvalue of the Macdonald operators. We omit further details. 
In the rest of this paper, we fix the specialization of t, q as in (2.9).
2.3. Statement of the result. We set Λn = K[x1, · · · , xn]
Sn , where the ground field
is K = C(u). Define a subspace I
(k,r)
n of Λn by
I(k,r)n = spanK{Pλ(x1, · · · , xn; q, t) | λ is (k, r, n)-admissible}.
Our goal is to characterize this space in terms of the wheel condition.
Consider the subspace J
(k,r)
n ⊂ Λn of all symmetric polynomials f(x1, · · · , xn) satis-
fying the wheel condition (1.8) relative to the wheel set S = {t, tq, · · · , tqr−1}. Equiva-
lently, f ∈ Λn belongs to J
(k,r)
n if and only if
f = 0 if xi = t
i−1qs1+···+si−1x1 (2 ≤ i ≤ k + 1)
for all s1, · · · , sk+1 ∈ Z≥0 satisfying s1 + · · ·+ sk+1 = r − 1. (2.12)
Here we require the vanishing of f on the wheel of length k + 1. Since we have the
resonance of the form (2.10), we have wheels of larger length of a multiple of k + 1.
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However, the vanishing of f for such a wheel follows from (2.12) because the larger
wheel necessarily contains a wheel of length k + 1.
The following is our main result.
Theorem 2.4. For all n ≥ 0 we have an equality of ideals of symmetric polynomials
I(k,r)n = J
(k,r)
n . (2.13)
Moreover these ideals are stable under the action of D(X; q, t) and Em (m ≥ 0).
For r = 2, the condition (2.12) simplifies to
f = 0 if xj = t
j−1x1 for j = 1, · · · , k + 1.
Theorem 2.4 in this case was stated in [FJMM]. 2)
The next Section is devoted to the proof of Theorem 2.4.
3. Proof of Theorem 2.4
3.1. Stability by Macdonald type operators. From the proof of Proposition 3.4–
3.6 in [FJMM] we see that, if λ is (k, r, n)-admissible, then the formulas (2.5)–(2.7)
remain valid if only admissible partitions are retained in the right hand side. In par-
ticular, the space I
(k,r)
n is invariant under the action of the operators Dn(X; q, t), Em
(m = 0, 1, 2) and multiplication by e1. We will prove that an analogous statement holds
also for J
(k,r)
n .
Lemma 3.1. The ideal J
(k,r)
n is invariant under the action of the operators Dn(X; q, t),
Em (m ≥ 0).
Proof. We show that for any f ∈ J
(k,r)
n and I ⊂ {1, · · · , n}, AI(x; t)(TIf)(x) satisfies
the condition (2.12). The assertion of the lemma is a corollary of this fact.
Let xi, si be as in (2.12). Because of (2.10), the denominator of AI(x; t) does
not vanish. Set x˜i = qxi if i ∈ I and x˜i = xi otherwise. Then x˜i+1/x˜i = tq
s˜i for
1 ≤ i ≤ k + 1, where i = i (1 ≤ i ≤ k + 1), k + 2 = 1, and
s˜i =


si + 1 (i 6∈ I, i+ 1 ∈ I),
si − 1 (i ∈ I, i+ 1 6∈ I),
si ( otherwise ).
If we have si = 0 and i ∈ I, i+ 1 6∈ I for some 1 ≤ i ≤ k + 1, then txi − xi+1 = 0 and
AI(x; t) = 0. Otherwise s˜i ≥ 0 for all i and
∑k+1
i=1 s˜i = r−1. Hence the wheel condition
(2.12) implies (TIf)(x) = f(x˜) = 0. 
2) In [FJMM], 5 lines above Theorem 4.4, the condition ‘ xj = t
j−1’ should read ‘ xj = t
j−1x1’.
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3.2. Proof of an inclusion relation. In this subsection we prove the inclusion
I(k,r)n ⊂ J
(k,r)
n . (3.1)
If n ≤ k, then both sides are equal to Λn. Hence it suffices to consider the case n ≥ k+1.
a) The case n = k+1. For i = 1, · · · , k+1, let us call (Ci) the following statement:
λ1 − λk+1 ≥ r, ℓ(λ) ≤ i =⇒ Pλ ∈ J
(k,r)
k+1 .
We prove (Ci) by induction on i.
In the case i = 1, λ has only one row. The corresponding Macdonald polynomials
have a generating function given by a special case of the Cauchy identity (eq.(4.13),
[M])
∑
l≥0
P(l)(x1, · · · , xn; q, t)
(t; q)l
(q; q)l
yl =
n∏
i=1
(txiy; q)∞
(xiy; q)∞
, (3.2)
where (z; q)m =
∏m−1
i=0 (1−zq
i). Let s1, · · · , sk+1 ∈ Z≥0 be integers satisfying s1+ · · ·+
sk+1 = r − 1. Let xi, si be as in (2.12), and specialize (3.2) accordingly, taking n =
k + 1. The right hand side becomes
∏k+1
i=1 (t
iqs1+···+si−1x1y; q)si , which is a polynomial
of degree r−1 in y. This implies that P(l) for l ≥ r vanishes under the condition (2.12).
Suppose that for some i such that 2 ≤ i ≤ k + 1, the condition (Ci−1) is true. We
show (Ci) by induction on λi > 0. Let λ be as in (Ci) and set µ = λ(i), ν = µ
(i+1).
We have Pµ ∈ J
(k,r)
k+1 by the induction hypothesis. From the formulas (2.5), (2.7) and
(Ci−1), we have modulo J
(k,r)
k+1
e1Pµ ≡ ψ
′
λ/µPλ + ψ
′
ν/µPν ,
cE2Pµ ≡ (1− q
µit1−i)ψ′λ/µPλ + (1− t
−i)ψ′ν/µPν ,
where c = tn−1/(1− q). By Lemma 3.1, the left hand sides belong to J
(k,r)
k+1 . By Lemma
2.2 we have ψ′λ/µ 6= 0, and 1− q
µit1−i 6= 1− t−i by (2.10). We conclude that Pλ belongs
to J
(k,r)
k+1 .
b) The case n ≥ k + 2. Let
ρ : Λn → Λn−1, ρ(f)(x1, · · · , xn−1) = f(x1, · · · , xn−1, 0)
denote the specialization map. To prove (3.1) for n ≥ k + 2, it suffices to show that
f ∈ I(k,r)n =⇒ ρ(∂
j
nf) ∈ J
(k,r)
n−1 (j ≥ 0), (3.3)
where ∂n = ∂/∂xn.
Since Pλ(x1, · · · , xn−1, 0; q, t) = Pλ(x1, · · · , xn−1; q, t), (3.3) holds for j = 0. Suppose
it is true for j − 1. Set
∂j−1n E0f =
n∑
i=1
Xi, (3.4)
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where
Xi = A
′
i∂
j−1
n
(
txi − xn
xi − xn
∂f
∂qxi
)
, A′i =
∏
l(6=i,n)
txi − xl
xi − xl
,
Xn = ∂
j−1
n
(
An
∂f
∂qxn
)
.
Since E0I
(k,r)
n ⊂ I
(k,r)
n , by induction hypothesis the image by ρ of the left hand side of
(3.4) belongs to J
(k,r)
n−1 .
Consider the terms with i ≤ n− 1,
ρ(Xi) =
j−1∑
s=0
(
j − 1
s
)
ρ
(
∂j−1−sn
txi − xn
xi − xn
)
A′i
∂
∂qxi
ρ(∂snf).
Since g = ρ(∂snf) belongs to J
(k,r)
n−1 , A
′
i
∂
∂qxi
g satisfies (2.12), as we have seen in the proof
of Lemma 3.1. This shows that ρ(Xi) ∈ J
(k,r)
n−1 (i ≤ n− 1). Noting that
ρ
(
∂s−1n
∂f
∂qxn
)
= asρ(∂
s
nf)
with as = (1− q
s)/(s(1 − q)), we find
ρ(Xn) =
j−1∑
s=0
(
j − 1
s
)
ρ(∂j−1−sn An)ρ
(
∂sn
∂f
∂qxn
)
≡ ajρ(∂
j
nf) mod J
(k,r)
n−1 .
The assertion (3.3) follows from these.
3.3. Comparison of dimensions. In this subsection we finish the proof of Theorem
(2.4) by comparing dimensions.
Counting deg xi = 1 for all i, we denote by Λn,d ⊂ Λn the subspace of polynomials of
homogeneous degree d. The spaces J (k,r), I(k,r) are homogeneous with respect to the
bi-grading of Λ = ⊕Λn,d. We set J
(k,r)
n,d = J
(k,r) ∩ Λn,d, I
(k,r)
n,d = I
(k,r) ∩ Λn,d. Let also
πn,d be the set of partitions λ ∈ πn satisfying
∑n
i=1 λi = d. We denote by C
(k,r)
n the set
of (k, r, n)-admissible partitions, and C
(k,r)
n,d = C
(k,r)
n ∩ πn,d.
Let us specialize the parameters further to t = 1, q = τ , where τ is a primitive
(r − 1)-th root of unity. Under this specialization, the wheel condition (2.12) becomes
f = 0 if xi = τ
pix1 for all pi ∈ Z (2 ≤ i ≤ k + 1). (3.5)
We consider the corresponding polynomial space J
(k,r)
= ⊕n≥0J
(k,r)
n , where
J
(k,r)
n = {f ∈ C[x1, · · · , xn]
Sn | f satisfies (3.5) }.
Let us determine the character of J
(k,r)
. For this purpose it is convenient to pass to
the dual space. Let R = C[e0, e1, · · · ] be the polynomial ring in indeterminates {ei}i≥0,
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equipped with the bi-grading deg ei = (1, i). Let e(ζ) =
∑
i≥0 eiζ
i be the generating
series. Consider the ideal J ⊂ R generated by the Fourier coefficients of
e(ζ)e(τp2ζ) · · · e(τpk+1ζ), (3.6)
where p2, · · · , pk+1 run through arbitrary integers. A standard argument shows (see
e.g. [FJMMT], Lemma 3.3) that there is a non-degenerate coupling
(R/J)× J
(k,r)
→ C,
through which each homogeneous component (R/J)n,d is isomorphic to
(
J
(k,r)
n,d
)∗
.
In the below, we write
eλ = eλ1eλ2 · · · eλn
for a partition λ = (λ1, · · · , λn) ∈ πn.
Proposition 3.2. The space R/J is spanned by the set of monomials
B = {eλ | λ ∈ C
(k,r)
n }. (3.7)
Proof. We use the lexicographic ordering µ ≻ λ defined by µ1 = λ1, · · · , µi−1 =
λi−1, µi > λi for some i.
If we write
e(ζ) =
r−2∑
j=0
ζje1 j+2(ζ
r−1), e1 j+2(z) =
∑
l≥0
e(r−1)l+jz
l,
then the defining relations (3.6) for the ideal J can be stated equivalently as
e12(z)
ν0e13(z)
ν1 · · · e1r(z)
νr−2 ≡ 0 mod J. (3.8)
Here ν = (ν0, · · · , νr−2) runs over non-negative integers νj ∈ Z≥0 such that
∑r−2
j=0 νj =
k + 1. Hence J is generated by elements of the form
∑
µ∈Kd(ν)
Cµeµ, where Cµ are
positive integers and
Kd(ν) = {µ ∈ πk+1,d | ♯{i | µi ≡ a mod r − 1} = νa (0 ≤ a ≤ r − 2)}.
It is easy to see that, for each d and ν, the set Kd(ν) is either empty or contains a
unique element λ satisfying λ1 − λk+1 ≤ r− 1. If µ ∈ Kd(ν) with µ 6= λ, then we have
µ ≻ λ. Moreover, any (k, r, k+1)-non-admissible partition λ is the minimal element of
some Kd(ν). Therefore, for such λ, eλ belongs to the linear span of B.
Let us consider the general case λ ∈ πn,d. Suppose λi − λi+k ≤ r− 1 for some i. Set
µ = (λi, · · · , λi+k), and let λ˜ be the partition obtained from λ by deleting µ. We have
eλ = eλ˜eµ.
Rewriting eµ as a linear span of elements of B, we obtain
eλ =
∑
ν∈pin,d
ν≻λ
cλνeν (cλµ ∈ C).
If non-admissible ν appears in the right hand side, then we can repeat the same pro-
cedure for ν. Since πn,d is a finite set, this process terminates after a finite number of
steps, giving eλ as a linear span of B. 
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Let us return to the proof of Theorem 2.4.
From the definition of I
(k,r)
n , it is clear that
♯C
(k,r)
n,d = dimK I
(k,r)
n,d . (3.9)
The inclusion (3.1) implies
dimK I
(k,r)
n,d ≤ dimK J
(k,r)
n,d . (3.10)
Since the defining relations (3.5) are obtained by specializing (2.12), we have
dimK J
(k,r)
n,d ≤ dimC J
(k,r)
n,d . (3.11)
From Proposition 3.2 we find
dimC J
(k,r)
n,d = dimC(R/J)n,d ≤ ♯C
(k,r)
n,d . (3.12)
Combining (3.9)–(3.12) we conclude that the equality takes place in (3.10). Proof of
Theorem 2.4 is now complete.
Corollary 3.3. The set B is a basis of R/J. We have
dimK J
(k,r)
n,d = dimC J
(k,r)
n,d = ♯C
(k,r)
n,d .
4. Monomial basis
In [P], a monomial base of the form (3.7) was constructed for arbitrary irreducible
integrable representations of ŝlr. As we mentioned in Introduction, the space R/J is
a principal subspace of an integrable representation. We have given, for this special
case, an alternative proof of the result of [P] and its deformation at the same time.
In this Section we present a counterpart of the monomial basis for general integrable
representations of ŝlr.
Let R = K[{ei}i≥0]. For an array (b0, · · · , br−2) of non-negative integers satisfying
0 ≤ b0 ≤ · · · ≤ br−2 ≤ k, introduce the quotient space
Wb0,b1,··· ,br−2 = R/Ib0,b1,··· ,br−2 ,
where Ib0,b1,··· ,br−2 denotes the ideal of R generated by
the Fourier coefficients of e(z)e(tqs1z) · · · e(tqskz) (si ≥ 0,
k∑
i=1
si ≤ r − 1),(4.1)
ea00 e
a1
1 · · · e
ar−2
r−2 , a0 + · · ·+ ai > bi for some 0 ≤ i ≤ r − 2. (4.2)
The space Wb0,b1,··· ,br−2 is bi-graded. We set
χWb0,b1,··· ,br−2(v, z) =
∑
n,d
dim
(
Wb0,b1,··· ,br−2(v, z)
)
n,d
vdzn.
In order to parameterize the monomial basis in general, we find it convenient to
represent a partition λ by the numbers ai of parts i of λ, where we set ai = 0 for
i > λ1. We have a sequence of non-negative integers a = (ai)
∞
i=0 with ai = 0 for i large
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enough. Let Cb0,b1,··· ,br−2 denote the set of all such sequences satisfying the following
conditions.
ai + ai+1 + · · · + ai+r−1 ≤ k (i ≥ 0),
a0 ≤ b0, a0 + a1 ≤ b1, · · · a0 + · · · + ar−2 ≤ br−2.
Define its character by
χCb0,b1,··· ,br−2(v, z) =
∑
a∈Cb0,b1,··· ,br−2
v
∑
i≥0 iaiz
∑
i≥0 ai .
Our aim is to show the following.
Proposition 4.1. The space Wb0,b1,··· ,br−2 has a monomial basis
Bb0,b1,··· ,br−2 = {
∞∏
i=0
eaii | a = (ai)
∞
i=0 ∈ Cb0,b1,··· ,br−2}. (4.3)
From Corollary (3.3) we know that Wk,k,··· ,k has the set (3.7) as monomial basis.
Therefore the space Wb0,b1,··· ,br−2 is spanned by the monomials (4.3), and we have
χWb0,b1,··· ,br−2(v, z) ≤ χ
C
b0,b1,··· ,br−2(v, z). (4.4)
Here and in what follows, for two formal series f =
∑
n,d fn,dq
dzn and g =
∑
n,d gn,dq
dzn,
we write f ≤ g to mean fn,d ≤ gn,d for all n, d.
The following Lemma is immediate.
Lemma 4.2. We have the recursion relation
χCb0,b1,··· ,br−2(v, z)
= χCb0−1,b1,··· ,br−2(v, z) + z
b0χCb1−b0,··· ,br−2−b0,k−b0(v, vz). (4.5)
Lemma 4.3. We have an exact sequence
Wb1−b0,··· ,br−2−b0,k−b0
ϕ
−→Wb0,b1,··· ,br−2
π
−→Wb0−1,b1,··· ,br−2 −→ 0.
Here π is the canonical surjection and ϕ(u) = eb00 T (u), where T : R → R is a homo-
morphism of algebras defined by T (ei) = ei+1.
Proof. Let us show that ϕ is well defined. Abusing the notation we use the same
letter for the map ϕ : R → R defined by the formula above. Noting that T (e(z)) =
z−1(e(z) − e0), we have
ϕ
( k∏
i=0
e(tqsiz)
)
= z−k−1eb00
k∏
i=0
(
e(tqsiz)− e0
)
≡ z−k−1eb00
k∏
i=0
e(tqsiz)
≡ 0 mod Ib0,··· ,br−2 .
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Similarly, if a0 + · · · + ai−1 > bi − b0 for some i (where we set br−1 = k), then
ϕ
(r−2∏
i=0
eaii
)
= eb00
(r−1∏
i=1
e
ai−1
i
)
≡ 0 mod Ib0,··· ,br−2 .
This shows that ϕ(Ib1−b0,··· ,br−2−b0,k−b0) ⊂ Ib0,··· ,br−2 .
Clearly Ib0−1,··· ,br−2/Ib0,··· ,br−2 is spanned by e
b0
0
∏
i≥1 e
ai
i with b0 + a1 + · · ·+ ai ≤ bi
for 1 ≤ i ≤ r − 1. The exactness follows from this. 
Proposition 4.1 is a consequence of the following.
Proposition 4.4. We have
χWb0,b1,··· ,br−2(v, z) = χ
C
b0,b1,··· ,br−2(v, z).
Proof. Lemma 4.3 implies that
χWb0,b1,··· ,br−2(v, z)
≤ χWb0−1,b1,··· ,br−2(v, z) + z
b0χWb1−b0,··· ,br−2−b0,k−b0(v, vz).
Taking b0 = l, b1 = · · · = br−2 = k we find for 0 < l ≤ k that
χWl,k,··· ,k(v, z) ≤ χ
W
l−1,k,··· ,k(v, z) + z
lχWk−l,k−l,··· ,k−l(v, vz)
≤ χCl−1,k,··· ,k(v, z) + z
lχCk−l,k−l,··· ,k−l(v, vz)
= χCl,k,··· ,k(v, z).
In the last line we used (4.5). From Corollary 3.3 we have
χWk,k,··· ,k(v, z) = χ
C
k,k,··· ,k(v, z). (4.6)
Using (4.6) as a base of induction on l = k, k − 1, · · · , 0, we obtain
χWl,k,··· ,k(v, z) = χ
C
l,k,··· ,k(v, z),
χWk−l,··· ,k−l(v, z) = χ
C
k−l,··· ,k−l(v, z).
Arguing similarly, we find by induction that
χWb,··· ,b,bs,··· ,br−2(v, z) = χ
C
b,··· ,b,bs,··· ,br−2(v, z)
for all 1 ≤ s ≤ r − 2 and 0 ≤ b ≤ bs ≤ · · · ≤ br−2 ≤ k. 
5. Discussions
In this Section we discuss a possible connection between this paper and the repre-
sentations of the Wk algebra associated with ŝlk.
Recall the following well-known phenomenon in representation theory of ŝl2. Let L
be an irreducible integrable representation of ŝl2 of level k. Let ĥ be the Heisenberg
subalgebra of ŝl2. Then we have a decomposition L = ⊕α∈Zπα ⊗ Sα, where πα are
irreducible representations of ĥ and Sα are irreducible representations of theWk algebra
in the minimal series (k + 1, k + 2). In other words, we have on L an action of Wk
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commuting with ĥ. Therefore, in some sense ŝl2 on level k is an “extension” of the
product Wk × ĥ.
We suggest a possible generalization of this construction. Consider a Wk minimal
series representation labeled by relatively prime integers (p, q). We will write them
in the form (p, q) = (k + s, k + r). There is a special set of primary fields ϕ0(z) =
id, ϕ1(z), · · · , ϕk−1(z) with the operator product expansion
ϕα(z)ϕβ(w) = (z − w)
∆αβϕγ(w) + · · · .
Here γ ≡ α+ β mod k, ∆αβ are some rational numbers, and the higher terms denoted
by the dots involve the descendants of ϕγ(w). The operators {ϕα(z)} constitute a gen-
eralization of the parafermion algebra [LW]. Now consider a one-component Heisenberg
algebra ĥ which commutes with Wk. Let V+(z), V−(z) be vertex operators for ĥ with
the properties
V±(z)V±(w) = (z − w)
−∆11 : V±(z)V±(w) :,
V±(z)V∓(w) = (z − w)
∆11 : V±(z)V∓(w) : .
Set
e(z) = V+(z)ϕ1(z),
f(z) = V−(z)ϕk−1(z).
It is easy to see that [e(z), e(w)] = 0, [f(z), f(w)] = 0, and that [e(z), f(w)] = 0 for
z 6= w.
Let Akk+s,k+r be the vertex operator algebra generated by e(z), f(z). We view s, r
as parameters of the algebra and k as the level of the representation. For instance,
the algebra Akk+1,k+2 is ŝl2 acting on integrable representations of level k. Not much is
known about this algebra in general.
When k is a non-negative integer, we can impose some additional integrability con-
ditions. The integrability conditions can be reformulated as a statement about the
matrix elements of the current e(z).
For example, consider a level k integrable representation L of ŝl2. The matrix ele-
ments of e(z),
P (z1, · · · , zn) = 〈v
∨, e(z1) · · · e(zn)v〉 (v ∈ L, v
∨ ∈ L∗), (5.1)
are symmetric Laurent polynomials in (z1, · · · , zn) satisfying
P = 0 if z1 = · · · = zk+1. (5.2)
The integrable irreducible representations can be realized in a space of symmetric Lau-
rent polynomials in infinite set of variables satisfying the zero condition (5.2) [FS].
Therefore, for ŝl2, we can start from the relation e(z)
k+1 = 0 and reconstruct the level
k vacuum representation. It is possible further to find the structure of a vertex operator
algebra on it.
For general Akk+s,k+r, the matrix elements are also symmetric Laurent polynomials
with some zero conditions on the diagonal of codimension k + 1. As in the case of ŝl2,
one expects that these zero conditions determine the integrable representations, and
even the algebra Akk+s,k+r itself. When we try to establish these facts, the first obstacle
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is that the integrability conditions are not known. In the special case Akk+1,k+r, we
have presented in [FJMM] a conjectural description of the integrability condition in
the language of matrix elements. More precisely, we considered certain subspaces (in
fact, ideals) of symmetric Laurent polynomials which are spanned by Jack polynomials.
We expect that they coincide with the space of all matrix elements of the current e(z)
in integrable representations of Akk+1,k+r.
In this paper, we found some evidence that all this can and should be ‘q-deformed’.
An obvious counterpart of Wk would be its elliptic deformation. We conjecture that the
algebra Akk+s,k+r can be q-deformed, in such a way that the currents e(z), f(z) remain
commutative: [e(z), e(w)] = 0, [f(z), f(w)] = 0. In the undeformed case, the matrix
elements of e(z) and f(z) have the structure
〈w∨, e(z1)f(z2)w〉 = F (z1, z2)(z1 − z2)
−m,
where F is a Laurent polynomial. If s = 1, then m = r. After deformation, we expect
that they take the form F (z1, z2)
∏m
i=1(z1 − qiz2)
−1 with some q1, · · · , qm.
In this paper we have found an explicit description of the integrability condition for
the current e(z) itself in the special case s = 1. The analogue description is only implicit
in the undeformed case, see [FJMM]. This is one of the advantages of considering the
q-deformation.
Note that for a special value of the parameters (q, t) = (τ, 1), the algebra Akk+1,k+r
is known - somewhat surprisingly, it is ŝlr at level k.
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