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Abstract: Kozek and Trzmielak-Stanislawska (1987) proposed and theoretically justified some modifications of the M- 
and R-algorithms for zero-finding by Bus and Dekker (1975), called MM and MR, respectively. The modifications 
depend on some control variable ctr for which optimal critical values CTR based on a stochastic model of calculations 
were proposed. A comparative study of MR-, MM-algorithms with different values of CTR, and of the Bus-Dekker 
M- and R-algorithms was made, to support the theoretical conclusions. The present paper contains the results of this 
study and some supplementary conclusions. 
Keywords: Zero-finding algorithm. 
1. The aim of the study 
In 1976, Nerincks and Haegemans [4] published results of a comparative study for a number 
of commonly used omnibus algorithms for zero-finding. From this study it follows that Bus and 
Dekker (1975) M- and R-algorithms are very competitive to other algorithms considered. 
However, M- and R-algorithms do not behave satisfactorily in cases of ‘nonregular’ functions, 
for which the analysis of Bus and Dekker [l] justifying their algorithms is no longer valid. 
Therefore, Kozek and Trzmielak-Stanislawska [2] proposed a stochastic model of calculations 
which leads to a modification of the Bus-Dekker algorithms, the results of which are called MM 
and MR. The modifications are based on a control variable ctr which for ctr > CTR switches the 
iteration process to bisection. An optimal choice CTR = 2 was motivated by an assumed 
stochastic model. In the present paper we report (Tables l-4) the results of a comparison of our 
modifications with the original Bus-Dekker algorithms for the set of functions considered by 
Nerincks and Haegemans [4]. The study shows that MM- and MR-algorithms very precisely 
recognise ‘regular’ functions from ‘nonregular’ ones. For the optimal value CTR = 2 they require 
the same number of iterations as M- and R-algorithms for regular functions, but a considerably 
smaller number of iterations for nonregular ones. In total, MM- and MR-algorithms save about 
25-30 per cent of iterations. Moreover, in Section 3 we discuss the correctness of the localization 
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Table 1 
Number of function evaluations for CTR = 0, 1, 2, 60, for MR-algorithm and for the Bus-Dekker R-algorithm. 
e =10-r, T= 6, 8,lO 
Function T=6 T=8 T=lO 
CTR R CTR R CTR R 
0 1 2 60 0 1 2 60 0 1 2 60 
la 20 8 8 8 8 27 9 9 9 9 33 9 9 9 9 
lb 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
IC 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 
Id 18 8 8 8 7 25 8 8 8 8 32 9 9 9 8 
le 18 8 8 8 7 25 9 9 9 8 31 9 9 9 8 
If 18 8 8 8 8 25 9 9 9 8 31 9 9 9 9 
2a 7 7 7 7 7 8 8 8 8 8 8 8 8 8 8 
2b 20 9 9 9 8 27 9 9 9 9 33 10 10 10 9 
2c 22 8 8 9 8 28 9 9 9 9 35 9 9 9 9 
3 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 
4 8 8 8 8 7 9 9 9 9 8 9 9 9 9 8 
5a 7 7 7 7 6 7 7 7 7 7 8 8 8 8 7 
5b 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
5c 21 9 9 9 8 28 9 9 9 9 35 9 9 9 9 
6a 22 12 12 12 12 29 12 12 12 12 36 13 13 13 13 
6b 24 25 14 14 16 30 32 16 16 16 37 38 16 16 17 
7 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5 
8 7 7 7 7 7 8 8 8 8 8 8 8 8 8 8 
9 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
10 4 4 4 4 4 6 6 6 6 6 6 6 6 6 6 
11 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 
12 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
13 20 9 9 9 8 27 9 9 9 8 33 9 9 9 8 
14 4 4 4 4 4 5 5 5 5 5 5 5 5 5 5 
15 20 9 9 9 9 26 10 10 10 10 33 10 10 10 13 
16 19 8 8 8 8 26 9 9 9 8 33 9 9 9 9 
17 18 9 9 9 9 25 11 11 11 11 32 11 11 11 11 
18 20 8 8 8 7 27 9 9 9 8 33 9 9 9 8 
19 4 4 4 4 4 5 5 5 5 5 5 5 5 5 5 
20 8 8 8 8 7 8 8 8 8 7 9 9 9 9 8 
21 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 
22a 4 4 4 4 4 4 4 4 4 4 6 6 6 6 5 
22b 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 
22c 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 
22d 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 
23a 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 
23b 7 7 7 7 6 7 7 7 7 7 7 7 7 7 7 
23c 6 6 6 6 6 7 7 7 7 6 7 7 7 7 7 
24a 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 
24b 6 6 6 6 6 7 7 7 7 6 7 7 7 7 7 
24c 8 8 8 8 7 8 8 8 8 8 9 9 9 9 8 
25a 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
25b 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 
2% 6 6 6 6 5 6 6 6 6 6 6 6 6 6 6 
26a 4 4 4 4 4 6 6 6 6 5 6 6 6 6 5 
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Table 1 (continued) 
Function T = 6 T=8 T=lO 
CTR R CTR R CTR R 
0 1 2 60 0 1 2 60 0 1 2 60 
26b 5 
26~ 6 
27a 5 
27b 5 
27~ 4 
27d 4 
28a 23 
28b 23 
28c 23 
28d 20 
29a 5 
29b 5 
29c 4 
29d 4 
30a 27 
30b 27 
3oc 27 
30d 27 
30e 21 
30f 18 
31 10 
32 19 
Total 768 
5 5 5 
6 6 6 
5 5 5 
5 5 5 
4 4 4 
4 4 4 
25 14 14 
25 14 14 
23 13 13 
10 10 10 
5 5 5 
5 5 5 
4 4 4 
4 4 4 
31 35 39 
31 35 68 
31 35 87 
31 35 92 
25 29 71 
21 25 56 
14 18 21 
22 25 55 
650 638 873 
5 
6 
5 
5 
4 
4 
15 
14 
12 
10 
5 
5 
4 
4 
39 
68 
87 
92 
71 
57 
21 
49 
- 
875 
6 6 
7 7 
6 6 
5 5 
5 5 
4 4 
30 32 
30 31 
29 30 
27 10 
6 6 
5 5 
5 5 
4 4 
33 37 
33 37 
33 37 
33 37 
21 25 
18 21 
10 14 
26 29 
943 739 
6 6 6 6 6 
7 7 7 7 7 
6 6 6 6 6 
5 5 5 6 6 
5 5 5 5 5 
4 4 4 4 4 
15 15 16 36 38 
15 15 15 36 38 
13 14 13 36 36 
10 11 10 33 11 
6 6 6 6 6 
5 5 5 5 5 
5 5 5 5 5 
4 4 4 4 4 
41 52 52 40 44 
41 91 91 40 44 
41 114 114 40 44 
41 124 124 36 40 
29 76 76 21 25 
25 56 57 18 22 
18 21 21 10 14 
32 55 67 33 36 
_~_~_ 
704 1025 979 1103 812 
6 
7 
6 
6 
5 
4 
15 
15 
14 
11 
6 
5 
5 
4 
48 
48 
48 
44 
29 
25 
18 
39 
752 
6 6 
7 7 
6 6 
6 6 
5 5 
4 4 
15 16 
15 15 
14 13 
11 11 
6 6 
5 6 
5 5 
4 4 
64 64 
139 139 
139 139 
137 137 
61 62 
56 57 
21 21 
69 93 
- ~ 
1139 1158 
of the true zero, because from [4] it follows that M- and R-algorithms (as well as some other 
commonly used algorithms) may incorrectly localize the zero of a function. 
2. Test functions 
For comparison of the algorithms, the set of test functions was taken from [4] (except of 
function no. 32). To avoid the unnecessary repetition of the long list of the test functions we keep 
the ordering of Nerincks and Haegemans and refer to their paper for the explicit formulas. The 
only additional test function no. 32 is of the form: 
i 
1 if x>O, 
f(x) = 0 if x=0, 
-1 if x<O. 
on the interval [ -0.3, 0.71. 
Thus, functions l-20 correspond to functions A 1-A 20 of Nerinckx and Haegemans [4] 
functions 21-26 correspond to functions B I 1 - B I 6, functions 27-29 correspond to functions B 
II 1-B II 3, function 30 equals function B III and function 31 equals function B IV of the quoted 
paper. 
112 A.S. Kozek, A. Trzmielak-Stanisiawska/ Zero-finding algorithm 
Table 2 
Number of function evaluations for CTR = 0, 1, 2, 60 for MM-Algorithm and for Bus-Dekker’s M-Algorithm. 
e=10-=, T=6,8,10 
Function T=6 T=8 T=lO 
CTR M CTR M CTR M 
0 1 2 60 0 1 2 60 0 1 2 60 
la 20 9 9 9 9 27 10 10 10 10 33 11 11 11 10 
lb 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 
lc 7 7 7 7 7 7 7 7 7 7 8 8 8 8 8 
Id 18 8 8 8 7 25 8 8 8 I 32 9 9 9 8 
le 18 8 8 8 8 25 9 9 9 8 31 9 9 9 9 
If 18 8 8 8 9 25 9 9 9 10 31 10 10 10 11 
2a 7 I 7 7 7 7 7 I 7 7 7 7 7 7 7 
2b 7 7 7 7 7 7 7 7 7 7 8 8 8 8 8 
2c 22 8 8 8 9 28 8 8 8 9 35 8 8 8 9 
3 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
4 21 9 9 9 8 28 10 10 10 9 35 10 10 10 9 
5a 20 8 8 8 7 27 8 8 8 7 33 9 9 9 8 
5b 21 5 5 5 9 27 5 5 5 9 34 5 5 5 10 
5c 21 9 9 9 8 28 9 9 9 8 35 10 10 10 9 
6a 21 12 12 12 16 28 13 13 13 16 35 14 14 14 17 
6b 23 24 15 15 18 29 30 15 15 18 36 37 16 16 19 
I 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
8 22 8 8 8 10 29 9 9 9 10 35 9 9 9 11 
9 7 7 7 7 7 8 8 8 8 8 9 9 9 9 9 
10 25 5 5 5 5 32 I 7 7 7 38 7 7 7 7 
11 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 
12 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 
13 20 8 8 8 8 27 9 9 9 9 33 10 10 10 9 
14 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 
15 20 10 10 10 11 26 10 10 10 11 33 11 11 11 12 
16 19 9 9 9 9 26 10 10 10 10 33 10 10 10 11 
17 18 19 11 11 11 25 26 12 12 12 32 32 12 12 13 
18 20 8 8 8 8 27 9 9 9 9 33 9 9 9 9 
19 4 4 4 4 4 5 5 5 5 5 6 6 6 6 6 
20 21 9 9 9 8 28 9 9 9 8 34 10 10 10 9 
21 20 7 7 7 6 26 8 8 8 7 33 9 9 9 7 
22a 21 5 5 5 5 27 6 6 6 6 34 7 7 7 6 
22b 6 6 6 6 7 6 6 6 6 7 7 7 7 7 8 
22c 6 6 6 6 8 7 7 I I 8 8 8 8 8 9 
22d 7 7 7 7 8 8 8 8 8 8 8 8 8 8 9 
23a 5 5 5 5 6 6 6 6 6 6 6 6 6 6 7 
23b 6 6 6 6 6 7 7 7 7 7 7 7 7 I 7 
23c 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
24a 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 
24b 20 8 8 8 7 27 8 8 8 7 34 9 9 9 8 
24c 20 9 9 9 7 27 10 10 10 8 34 10 10 10 8 
25a 6 6 6 6 7 7 7 7 7 8 7 7 7 7 8 
25b 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
25c 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5 
26a 21 6 6 6 6 27 7 7 7 6 34 7 7 7 7 
Table 2 (continued) 
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Function T = 6 T=8 T=lO 
CTR M CTR M CTR M 
0 1 2 60 0 1 2 60 0 1 2 60 
26b 6 6 6 6 5 6 6 6 6 6 7 7 7 7 6 
26~ 6 6 6 6 6 7 7 7 7 7 8 8 8 8 7 
27a 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
27b 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 
27~ 4 4 4 4 4 5 5 5 5 5 5 5 5 5 5 
27d 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 
28a 22 25 26 16 18 29 31 33 17 19 35 38 40 17 19 
28b 22 24 15 15 14 29 31 15 15 14 36 37 16 16 15 
28~ 22 23 13 13 13 29 30 14 14 14 35 36 14 14 14 
28d 20 10 10 10 11 27 11 11 11 12 33 12 12 12 13 
29a 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 
29b 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 
29c 4 4 4 4 4 5 5 5 5 5 5 5 5 5 5 
29d 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 
30a 26 29 32 63 63 32 35 38 85 85 39 42 45 106 106 
30b 26 29 32 71 71 32 35 38 90 90 39 42 45 113 113 
3oc 26 29 32 73 73 32 35 38 95 95 39 42 45 117 117 
30d 26 29 32 73 13 33 35 38 95 95 35 38 41 109 109 
30e 20 23 25 61 61 20 23 26 61 61 20 23 26 57 57 
30f 17 20 23 53 53 17 20 23 53 53 17 20 22 50 50 
31 9 12 14 17 17 9 12 14 17 17 9 12 14 17 17 
32 19 19 19 19 19 26 26 26 26 26 33 33 33 33 33 
Total 910 656 640 851 865 1148 753 714 979 988 1376 843 780 1088 1098 
The input of the algorithms consists of the end points of an interval containing one or more 
zeros and a tolerance c. The algorithms stop when the root is localized in an interval with end 
points b, c and of lenght 2e(l + 1 b I). In Tables 1-6 we refer to E = 10-T for T = 6, 8, 10. 
3. Concluding remarks 
Tables 1 and 2 give the number of function evaluations for MR- and R-algorithms, and for 
MM-, M-algorithms, respectively, for CTR = 0, 1,2 and 60. Tables 3 and 4 give the total number 
of function evaluations for algorithms MR and MM for CTR = 0, 1, 2, 3, 4, 60 and T = 6, 8, 10 
and for Bus-Dekker R- and M-algorithms. 
Although the frequency of functions of different level of complexity for zero-finding in the set 
of 67 considered functions only vaguely resembles the frequency distribution considered in [2], 
we can conclude from Tables l-4 that value CTR = 2 deserves recommendation for everyday 
use. Let us point out that both in the theoretical model and in the set of 67 considered functions 
the functions of high computational complexity of zero-finding form about 10 per cent of the 
whole population. Since for regular functions algorithms MM- and MR with CTR = 2 require 
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Table 3 
Total number of function evaluations for MR- and R-algorithms 
CTR T 
6 8 10 
0 768 943 1103 
1 650 739 812 
2 638 * 704 * 752 + 
3 668 704 783 
4 694 761 810 
60 873 1025 1139 
R 875 979 1158 
the same number of iterations as algorithms M- and R, the gain of 25-30 per cent in total 
number of iterations follows from a considerable better behaviour of the former algorithms for 
nonregular functions. Hence it is very safe to use the modifications MR and MM instead of the 
original versions M- and R. Moreover, the a priori distribution applied by Kozek and 
Trzmielak-Stanislawska [2] to get the optimal value of the control parameter CTR seems to lead 
to a very reasonable bayesian model of calculation, also for other algorithms. This topic is 
however beyond the scope of the present note. 
Procedures MR and MM stop with value TRUE only when either f( 6,) < 0, f(c,) > 0 or 
f( b,) > 0, f( c7) < 0 hold, where b,, c, stand for the end-points of the final interval containing a 
root p of f. Then, clearly, for f continuous or monotone, p is localized correctly. The procedures 
yield FALSE either when f is of equal signs at the initial points b = b, and c = c,, or when f( b,) 
equals the machine zero. In the former case value FALSE is natural. In the latter one p may be 
localized incorrectly. This may happen in practice. Table 5-6 contain lists of functions for which 
procedures stop with value FALSE. With stars are indicated functions for which p was correctly 
localized whereas a question mark denotes functions for which we cannot guarantee the 
localization of p in an interval of a given length. All nonindicated functions are those for which 
the zero was localized incorrectly and motivate the warning use of FALSE. Algorithms R and M 
localize p incorrectly as well. This also explains a local maximum of function evaluations in 
Table 4 
Total number of function evaluations for MM- and M-algorithms 
CTR T 
6 8 10 
0 910 1148 1376 
1 656 753 843 
2 640 * 714 * 780 
3 652 719 778 * 
4 666 736 795 
60 851 979 1088 
M 865 988 1098 
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Table 5 Table 6 
Functions for which algorithm MR yields FALSE (CTR 
= 2) 
Functions for which algorithm MM yields FALSE (CTR 
= 2) 
T=6 
30e * 
30f 
31 
T=8 
la * 
le * 
4* 
6b * 
lo? 
15 ? 
18 ? 
24a ? 
27c * 
29c * 
30d * 
30e * 
30f 
31 
T=lO 
la * 
Id * 
le * 
4% 
5a * 
6a * 
6b * 
10 ? 
15 ? 
18 ? 
21 * 
22a ? 
23b * 
24a * 
27c * 
29b 
29c * 
3oc * 
30d * 
30e 
30f 
31 
T=6 
5b * 
30e * 
30f 
31 
T=8 
le * 
5b * 
29c * 
30e 
30f 
31 
T=lO 
la * 
lb * 
lc * 
Id * 
le * 
If * 
5a * 
5b * 
6a * 
6b * 
9? 
15 ? 
21 * 
22c ? 
27c * 
29c * 
30d * 
30e 
30f 
31 
Table 4 of [4] whereas functions become more complex for the algorithms. Let us note that in 
Table VI of Le [3] one can observe a similar effect. 
The tests have been performed on the ODRA 1305 computer of the Computing Centre of the 
Wroclaw University with a simple precision (approximately 11 decimal digits). The algorithms 
were written in ALGOL 4/5. 
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