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LÉVY PROCESSES WITH VALUES IN LOCALLY CONVEX
SUSLIN SPACES
FLORIAN BAUMGARTNER
Abstract. We provide a Lévy-Itô decomposition of sample paths of Lévy
processes with values in complete locally convex Suslin spaces. This class
of state spaces contains the well investigated examples of separable Banach
spaces, as well as Fréchet or distribution spaces among many others. Suffi-
cient conditions for the existence of a pathwise compensated Poisson integral
handling infinite activity of the Lévy process are given.
1. Introduction
The present paper is concerned with Lévy processes with infinite-dimensional
state spaces beyond Banach spaces. We assume the state space to be a complete
locally convex Suslin space. A fundemental result in the analysis of Lévy pro-
cesses is the decomposition of sample paths into independent diffusion and jump
components. As a main result of this paper we obtain this so-called Lévy-Itô de-
composition:
Theorem (Lévy-Itô-decomposition). Let X be a Lévy process in a locally convex
Suslin space E with characteristics (γ,Q, ν,K) and let the Lévy measure ν be
locally reducible with reducing set K. Then there exist an E-valued Wiener process
(Wt)t∈T with covariance operator Q, an independently scattered Poisson random
measure N on T × E with compensator λ ⊗ ν and a set Ω0 ∈ F with P(Ω0) = 1
such that for all ω ∈ Ω0 one has
Xt(ω) = γt + Wt(ω) +
∫
[0,t]×K
xdN˜(s, x)(ω) +
∫
[0,t]×Kc
xdN(s, x)(ω)(1.1)
for all t ∈ T . Furthermore, all the summands in (8.1) are independent and the
convergence of the first integral in the sense of (7.8) is a.s. uniform in t on bounded
intervals in EK and E.
Additionally, if the compact sets of E admit a fundamental system of compact
separable Banach disks, then there exists a separable compactly embedded Banach
space F ⊆ E such that the first three summands in the Lévy-Itô decomposition
take values in F a.s.
A compact separable Banach disk K is a compact set such that its linear hull
is a separable Banach space with respect to the closed unit ball K. The crucial
notion of local reducibility and the precise definition of all terms in the theorem
will be given and investigated in this paper.
This theorem extends and unifies almost all known results of Lévy processes with
values in topological vector spaces. Lévy processes with values in Rd [32, 3] and in
Banach spaces [1, 2, 31, 42, 13] have been well-established but beyond the Banach
space case little is known.
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Nevertheless, much can be found regarding more general stochastic processes or
special cases of Lévy processes in topological vector spaces: Wiener processes with
values in locally convex spaces [15, 6] or Markov processes in completely regular
Suslin spaces [35] were considered; K. Itô presents a theory of stochastic processes
with values in distribution spaces in order to solve abstract Cauchy problems, cf.
[21]. In different settings, SPDEs with solution processes in nuclear and duals of
nuclear spaces have been investigated by various authors, cf. [26, 27, 39, 24, 25, 8,
9, 28, 18].
Returning to Lévy processes, Üstünel presented a Lévy-Itô decomposition in a class
of Suslin nuclear duals of nuclear spaces [40]. However, the decomposition had
some shortcomings, as missing independence of components and an L2-converging
integral not allowing to claim a desireable pathwise decomposition. Recently, C.
Fonseca Mora was able to both enlarge the class of state spaces by new methods, cf.
[16] and prove a satisfactory Lévy-Itô decomposition for duals of reflexive nuclear
spaces.
In this paper, a different approach based on the works of Dettweiler and Tortrat on
infinitely divisible Radon measures on locally convex spaces, cf. [11, 38], allows to
drop any nuclearity assumptions on the state space E. This extends and unifies the
results of Üstünel (in the nuclear setting) and Dettweiler [13] (for Banach spaces).
For example, this approach allows to treat a Lévy process in the locally convex
direct sum Lp([0, 1]) ⊕ D(Rn) which is obviously neither a Banach nor a nuclear
space but a locally convex Suslin. Also, projecting on the components does not
work in general as they might not be independent (as in the finite-dimensional
case). So, even in this simple example, a unified approach is necessary.
The main technique is the reduction of the small jumps to a compactly embedded
separable Banach subspace EK of E – if possible, i.e., if the Lévy measure ν is
locally reducible, cf. Definition 4.7. This will guarantee a.s. uniform convergence of
a Poisson integral representing the small jumps of a Lévy process:
Theorem. Let ν be locally reducible with reducing set K. For t ∈ T , the quantity
Jt :=
∫
(0,t]×K
xdN˜(s, x) :=
∞∑
n=1
J([0, t]× Cn)(1.2)
is a series of independent random variables in EK =
⋃
n∈N nK and converges almost
surely in EK and E. The convergence is uniform in t on bounded intervals of T .
Finally, (Jt)t∈T is a càdlàg Lévy process in E with characteristics (0, 0, ν|K ,K).
In Section 4 we investigate this reduction technique and characterise locally
reducible Lévy measures (Theorem 4.9). It should be pointed out that this result
is even a little better than in [13, Proof of Theorem 2.1], as the series is converging
a.s. uniformly without any subsequence arguments.
On the other hand, a zero-one law for generalised Poisson exponentials by Janssen
[22] will allow us to impose a simple and natural condition to the state space ob-
taining the following useful result:
Theorem. If the compact sets of E admit a fundamental system of compact
separable Banach disks, then every Lévy measure on E is locally reducible.
This property is simpler to check and satisfied e.g. by separable Fréchet and all
common distribution spaces.
Another peculiarity happens taking into account the possibly uncountable neigh-
bourhood bases of E. Measurability problems in connection with limits can be
overcome introducing a weak metric on E and exploiting the Suslin property of E
which is essential in this approach, cf. Section 5.
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The paper is organised as follows. After some preliminaries on spaces and measures,
vector valued Lévy processes will be defined in Section 3. Section 4 is dedicated
to the reduction of the small jumps to the Banach subspace, Section 5 deals with
càdlàg functions with Suslin space values, Section 6 with Wiener processes. The
main results are Theorem 7.5 in Section 7 and the Lévy-Itô decomposition, Theo-
rem 8.1, in Section 8.
2. Preliminaries
2.1. Spaces. Throughout this paper, we will make the following assumption on
the state space E (unless explicitly stated differently):
(S1) E is a real locally convex space,
(S2) E complete, and
(S3) E is a Suslin space.
A complete locally convex space has the property that every Cauchy net has a limit.
A Suslin space is a Hausdorff (topological) space which is a surjective continuous
image of a polish space. We denote by E′ the topological dual of E and B(E) is the
Borel-σ-algebra of E. The cylindrical σ-algebra E(E) is generated by the elements
of E′. The above assumptions guarantee the following frequently used properties:
E is separable, Hausdorff and completely regular (i.e. a point and a closed set can be
separated by a continuous function), E(E) = B(E) and (E,B(E)) is a measurable
vector space, i.e., addition and scalar multiplication are measurable. Furthermore,
there exists a sequence of elements in E′ separating the points of E and therefore
one has a continuous metric on E.
The following essential result is due to L. Schwartz:
Proposition 2.1 (Corollary 2, p. 101 of [34]). Let τ1 and τ2 two comparable Suslin
topologies on a set F . Then, the respective Borel-σ-algebras coincide.
2.2. Measures. The set of (nonnegative) Borel measures on E is denoted by
M(E), its subset of bounded, resp. probability measures by Mb(E), M1(E), re-
spectively. A measure µ ∈Mb(E) is called Radon, if for B ∈ B(E) and ε > 0 there
exists a compact set K ⊆ B such that µ(B \K) < ε. Every finite Borel measure
on any Suslin space is Radon [34, Thm. 10, p. 122]. The Fourier transform of a
measure µ ∈ Mb(E) is given by
µ̂ : E′ → C µ̂(a) :=
∫
E
ei〈x,a〉 dµ(x).
Any two finite measures with equal Fourier transform coincide, cf. [41, Theo-
rem 2.2, p. 200]. For µ, ν ∈ M(E) the convolution is defined by
µ ∗ ν(B) = (µ⊗ ν)α(B) = µ⊗ ν(α
−1(B)),
where α : E × E → E, (x, y) 7→ x+ y, cf. [6, Appendix, p. 373f].
For A ∈ B(E), the restriction of a measure µ ∈ M(E) to A is defined by
µ|A(B) := µ(B ∩ A), B ∈ B(E). Note that µ|A ∈ M(E). If µ|A is only considered
on B(A), we denote it by µ‖A ∈ M(A).
2.3. Infinitely divisible measures. A measure µ ∈ M1(E) is called Poissonian
provided that there exists ν ∈ Mb(E) such that its Fourier transform satisfies
µ̂(a) = e
∫
E(e
i〈x,a〉−1) dν(x).
For a measure ν ∈Mb(E) its Poisson exponential can be defined by
e(ν) := e−ν(E)
∞∑
n=0
ν∗n
n!
,(2.1)
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with a setwise converging series. In this case, e(ν) is indeed a Poissonian measure
with associated measure ν, cf. [11, p. 288]. A measure ̺ ∈M1(E) is calledGaussian
if for any a ∈ E′ the measure ̺ ◦ a−1 is Gaussian. A measure µ ∈M1(E) is called
infinitely divisible provided that for every n ∈ N there exists a measure µn ∈M1(E)
such that µ = µ∗nn . Gaussian and Poisson measures are infinitely divisible. The set
I(E) of infinitely divisible measures on E is closed inM1(E) in the weak topology,
cf. [11, Korollar 1.10].
A setM ⊆Mb(E) of finite measures on E is uniformly tight if supµ∈M µ(E) <∞
and if for all ε > 0 there exists a compact set K ⊆ E such that µ(Kc) < ε for all
µ ∈ M . The set M is called shift tight, if for every µ ∈ M there exists an xµ ∈ E
such that the familiy (µ ∗ δxµ)µ∈M is uniformly tight.
The following definition is from [11, 38].
Definition 2.2. A measure ν ∈ M(E) is called Lévy measure if it satisfies
(1) ν({0}) = 0;
(2) there exists an upwards directed set of finite measures (w.r.t. ≤) {µi ∈
Mb(E) : i ∈ I} with µi ≤ ν and supi µi = ν (setwise) and such that the
family of Poisson measures (e(µi))i∈I is shift tight.
If E is a separable Banach space, this definition coincides with the following
characterisation of a Lévy measure: ν({0}) = 0, ν(Bcδ) < ∞ for all δ > 0 and
where Bδ is the ball with radius δ, and for each positive sequence δn ց 0, the set
{e(ν|Bc
δn
), n ∈ N} is shift tight, cf. [19, Theorem 3.4.9]. The above definition is thus
indeed an extention of well-known concepts.
There exists a Lévy-Khintchine-decomposition of infinitely divisible measures:
Theorem 2.3 (Dettweiler, [11, Satz 2.5]). For µ ∈ I(E) there exist γ ∈ E, a linear
symmetric and positive definite operator Q : E′ → E, an absolutely convex and
compact set K ⊆ E and a Lévy measure ν such that the characteristic function of
µ has the form
µ̂(a) = exp
(
i〈γ, a〉 −
1
2
〈Qa, a〉+
∫
E
(
ei〈x,a〉− 1− i〈x, a〉1K(x)
)
dν(x)
)
for every a ∈ E′. ν and Q are uniquely determined by µ, γ is unique after the
choice of K.
Conversely, every measure µ ∈ M1(E) with a Fourier transform of this type is
infinitely divisible.
One says that µ has characteristics (γ,Q, ν,K) if µ admits the above decompo-
sition. The covariance operator is symmetric in the sense that 〈Qa, b〉 = 〈Qb, a〉 for
a, b ∈ E′.
Lemma 2.4 (Dettweiler [11], Lemma 1.5/Proof of Satz 2.5). Let µ ∈ I(E). Then
there exists a unique Lévy measure ν associated to µ and some absolutely convex
and compact set K such that ν(Kc) <∞.
Definition 2.5. Let ν be a Lévy measure and xµ ∈ E be chosen in a way such that
the family (e(µ) ∗ δxµ)µ≤ν is uniformly tight. The generalised Poisson exponential
e˜(ν) is an accumulation point of this family.
The generalised Poisson exponential is unique up to translations [11, p. 288]. We
will sometimes use e˜(ν) in relations like
e˜(ν) = e˜(ν|K) ∗ e(ν|Kc)
meaning that choosing certain representatives of the generalised Poisson exponen-
tial, the equality holds up to a convolution with a Dirac measure on one side.
By Prokhorov’s theorem, cf. [41, Theorem I.3.6], the mentioned family is weakly
relatively compact which justifies the definition as an accumulation point. We will
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use the fact that for a Lévy measure, its generalised Poisson exponential e˜(ν) is
infinitely divisible. This follows from I(E) being closed in M1(E).
Corollary 2.6. For a measure ν ∈M(E) the following assertions are equivalent:
(1) ν is a Lévy measure on E.
(2) There exists a measure ε ∈ M1(E) such that its Fourier transform equals∫
E
ei〈x,a〉 dε(x) = exp
(∫
E
(
ei〈x,a〉 − 1− i〈x, a〉1K(x)
)
dν(x)
)
, a ∈ E′
for some absolutely convex and compact set K ⊆ E.
Proof. (2) =⇒ (1): If ε̂ has the above form, ε ∈ I(E) and ν is the unique Lévy
measure corresponding to ε by Theorem 2.3.
(1) =⇒ (2): If ν is a Lévy measure, it follows from the proof of the Lévy-Khintchine
decomposition that there exists a generalised Poisson exponential ε with the given
Fourier transform (end of point 1 in the proof of Satz 2.5, [11], where this measure
is called ν0 ∗ e(F0)). 
3. Lévy processes in locally convex spaces
An E-valued random vector X on a probability space (Ω,F ,P) is a measurable
mapX : (Ω,F)→ (E,B(E)). An E-valued stochastic process (Xt)t∈T is a collection
of E-valued random vectors over the parameter space T = [0, tmax] with tmax > 0
or T = [0,∞). If there is no risk of confusion, we will omit the emphasis that a
process is E-valued and call it simply a stochastic process.
A family (µt)t∈T of probability measures on (E,B(E)) is called a convolution
semigroup, if µt+s = µt ∗ µs for all s, t, s + t ∈ T and µ0 = δ0. It is weakly
continuous, if µt converges to δ0 for tց 0 in the weak topology of measures.
Definition 3.1 (Lévy processes). An E-valued stochastic process (Xt)t∈T on a
probability space (Ω,F ,P) with distributions µt := PXt is a Lévy process, if
(L1) Xt −Xs is independent of Fs := σ(Xr : r ≤ s) for any 0 ≤ s < t;
(L2) the distributions of Xt+s −Xt and Xs are equal for all t;
(L3) X0 = 0 a.s.; and
(L4) the family (µt)t∈T is a weakly continuous convolution semigroup.
If E = Rd, the above definition yields the notion of a Lévy process in law, cf.
[32, Definition 1.6], where (L4) is substituted by the equivalent property (cf. [3,
Proposition 1.4.1]) of stochastic continuity.
Proposition 3.2. Let µ ∈ I(E).
(1) The n-th root µ1/n ∈M1(E) is unique.
(2) Let η : E′ → C be the characteristic exponent of µ in Theorem 2.3. Then,
µ̂t(a) = e
tη(a), a ∈ E′, t ∈ T .
(3) There is a unique convolution semigroup µt := µ∗t embedded into µ such
that µ1 = µ.
Proof. (1): On a locally convex Suslin space, E(E) = B(E), therefore µ is
uniquely determined on the generating π-system of cylindrical sets of the form
C = (a−11 , . . . , a
−1
d )(B) with B ∈ B(R
d) and a1, . . . , ad ∈ E′. So, let ̺1 and
̺2 be two different n-th roots of µ. Then, there exist a1, . . . , ad ∈ E′ such that
̺1 ◦ (a1, . . . , ad)−1 6= ̺2 ◦ (a1, . . . , ad)−1. These are two different n-th roots of
µ ◦ (a1, . . . , ad)−1 ∈ I(Rd), a contradiction.
(2) and (3): From (1) it follows that µq := µ∗q is unique and definable for all
rational q by setting µ∗q1/q2 := µ∗q11/q2 . For a ∈ E
′, the measure µ∗qa := µ
∗q ◦ a−1
is infinitely divisible, and from the one-dimensional case it follows that its Fourier
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transform is ϕqa(u) = e
qηa(u) = eqη(ua), where η : E′ → C is the characteristic expo-
nent of µ, i.e. µ̂(a) = eη(a). This follows from νa being a Lévy measure on R (cf.
[19, Theorem 3.4.9]).
For q ց t, the Fourier transforms ϕqa(u) → ϕ
t
a(u) for all u ∈ R, which yields
(2). In other words, µ̂∗q(a) → µ̂∗t(a) for all a ∈ E′. The family (µ∗q)q∈Q, t≤q≤t0
is uniformly tight by [36, Satz 6.4] and therefore weakly relatively compact by
Prokhorov’s theorem cf. [41, Theorem I.3.6]. This is sufficient to apply [41, Theo-
rem IV.3.1] and obtain weak convergence of the net µ∗q, q ∈ Q, q ≥ t for q ց t. 
The previous proposition allows to keep the characteristics of a Lévy process
over time. The following existence theorem is proved in [4] and relies on the results
of [35].
Proposition 3.3. Let (µt)t∈T be a weakly continuous convolution semigroup on E.
Then, there exists a Lévy process (Xt)t∈T on some probability space (Ω,F ,P) with
values in E and such that PXt = µt for all t ∈ T . Furthermore, one can choose a
probability space such that the set of cádlág paths has probability one.
From now on, we assume that an E-valued Lévy process X = (Xt)t∈T is always
given on a complete probability space (Ω,F ,P) such that almost all paths of X are
càdlàg .
Let Ω0 := {ω ∈ Ω: t 7→ Xt(ω) is càdlàg}. For ω ∈ Ω0 we define
Xt−(ω) := lim
sրt
Xs(ω) and ∆Xt(ω) := Xt(ω)−Xt−(ω).
For ω ∈ Ωc0, one sets ∆Xt(ω) := 0 for all t ∈ T .
4. Separable Banach subspaces
In this section, suitable conditions on the Lévy measure, allowing a reduction of
the small jumps part to a Banach subspace, will be investigated.
For the functional analytic background of the following cf. [23]. A disk in a locally
convex space is a bounded and absolutely convex set. We define the sets B0(E, τ)
resp. K0(E, τ) of closed and compact disks, respectively. If there is no risk of
confusion we omit the dependency on E or its topology. For B ∈ B0 (and therefore
K0) the linear hull
EB :=
⋃
n∈N
n · B
is a Banach space with respect to the gauge function ‖x‖B := inf{ρ > 0: x ∈ ρ ·B},
x ∈ EB. By boundedness of B in E, the canonical injection ı : EB →֒ E is continuous
(for B ∈ K0 even a compact mapping).
4.1. Measures on different underlying topologies. We give some lemmas on
certain types of measures with respect to different topologies.
Lemma 4.1. Let τ denote the given topology on E and let τ ′ be another com-
parable locally convex Suslin topology on E. τ and τ ′ need not be complete. A
measure ̺ is a Gaussian measure with respect to (E, τ) if and only if it is a Gaussian
measure with respect to τ ′.
Proof. Let ̺ be Gaussian on B(Eτ ) = E(E,E′τ ). By [6, Proposition 2.2.10], this is
equivalent to the statement that for the map ψ : X ×X → X , defined by (x, y) 7→
x sinϕ+y cosϕ it holds that (̺⊗̺)(ψ−1(B)) = ̺(B) for all B ∈ B(Eτ ) = B(Eτ ′) =
E(E,E′τ ′). This means, ̺ is Gaussian on Eτ ′ . 
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Lemma 4.2. Let τ denote the given topology on E and let τ ′ be another com-
parable locally convex Suslin topology on E. τ and τ ′ need not be complete. A
measure µ ∈ M1(E) is a Poisson measure with respect to τ if and only if it is a
Poisson measure with respect to τ ′.
Proof. As recalled above, the Borel-σ-algebras of both topological spaces coincide
and one obtains the result by considering the setwise converging series (2.1) which
only depends on the Borel structure. 
Lemma 4.3. Let τ denote the given topology on E and let τ ′ be another compa-
rable locally convex Suslin topology on E. A measure ν is a Lévy measure with
respect to (E, τ) if and only if it is a Lévy measure with respect to τ ′.
Proof. Without loss of generality assume τ ′ ⊇ τ . If ν is a Lévy measure on (E, τ ′),
it follows from shift tightness of the defining family of the Poisson measures in
(E, τ ′) and thus (E, τ) that it is a Lévy measure on (E, τ).
Conversely, if ν ∈ M(E) is a Lévy measure with respect to τ , then there exists
an infinitely divisible measure µ := e˜(ν) ∈ M1(E). Now we consider τ ′ as under-
lying topology. Note that infinite divisibility depends only on the Borel structure.
Because µ is infinitely divisible, the Lévy-Khintchine decomposition (w.r.t. τ ′)
(Theorem 2.3) provides a unique Lévy measure ν′. It follows from the converse
implication that ν′ = ν. 
4.2. Restriction to a subspace. We begin with some lemmas, introduce the
notion of local reducibility and a fundamental system of compact separable Banach
disks and present the main result of this section, Theorem 4.9.
Lemma 4.4. (1) Let K be a Borel-measurable disk. The subspace EK is a
Suslin space with the induced topology.
(2) Let K be a closed disk such that (EK , ‖ · ‖K) is a separable Banach space.
Then,
E(EK) = B(EK) = B(E) ∩ EK = E(E) ∩EK
where B(EK) is induced by the norm topology in EK and E(EK) :=
E(EK , EK
′), where EK
′ denotes the linear and continuous functionals on
EK with respect to the norm topology
Proof. (1) follows from EK being Borel and every Borel subset of a Suslin space is
Suslin [34, Thm. 3, p. 96].
(2): EK is a Suslin space due to its separability, thus B(EK) = E(EK), the
same is true for the induced topology on EK which is Suslin by (1). Finally, two
comparable Suslin topologies have the same Borel sets by Proposition 2.1. 
Lemma 4.5. Let M ⊆M1(E) be a family of measures with the following proper-
ties:
(1) There is a measurable linear subspace L ⊆ E such that µ(L) = 1 for all
µ ∈M .
(2) M is shift tight, i.e. for ε > 0 there is a compact set K ⊆ E such that for
all µ ∈M there exist xµ ∈ E with
µ ∗ δxµ(K) > 1− ε.
Then, there exist x0µ ∈ L such that
µ ∗ δx0µ(2K
◦◦) > µ ∗ δx0µ(2(K
◦◦) ∩ L) > 1− ε,
where K◦◦ denotes the bipolar of K (the the closed absolutely convex hull of K).
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Proof. Without loss of generality we can assume that K is absolutely convex as
the absolutely convex hull of a compact set in a complete locally convex space is
compact, cf. [23, Proposition 6.7.2]. We have that µ(L) = 1 for every µ ∈ M and
therefore, µ ∗ δxµ(L− xµ) = 1. We define
Kµ := (L− xµ) ∩K, and Kµ := −Kµ = (L+ xµ) ∩K
and obtain µ ∗ δxµ(Kµ) = µ ∗ δxµ(K) > 1 − ε. We show that there exists a
u ∈ Kµ with xµ − u ∈ L. This follows from 1 − ε < µ ∗ δxµ(Kµ) = µ(xµ +Kµ) =
µ((xµ+Kµ)∩L). So, for every µ, one can find such an element, we call it uµ ∈ Kµ
such that x0µ := xµ − uµ ∈ L. The following properties hold for every µ ∈M :
(1) µ ∗ δxµ−uµ(Kµ + uµ) > 1− ε.
(2) Kµ + uµ ⊆ 2K = K +K.
(3) Kµ + uµ ⊆ L, because uµ +Kµ ⊆ uµ − xµ + L = L by definition of Kµ.
In particular, µ ∗ δx0µ(2K ∩ L) ≥ µ ∗ δx0µ(Kµ + uµ) > 1− ε for all µ ∈M . 
Lemma 4.6. Let µ ∈ I(E) and L a linear subspace of E with µ(L) = 1. Then,
µ1/n(L) = 1. In particular, µ‖L is infinitely divisible on L.
Proof. Set ̺ = µ1/n and assume a set C ∈ B(E) with C ∩ L = ∅ and ̺(C) > 0.
Then, ̺∗j(C + . . . + C) ≥ ̺(C)j > 0 for every j ∈ N. We set C1 := C. If
̺∗j((Cj−1 +C)∩L) = 0 define Cj := (Cj−1 +C) \L and carry on by induction. If
j = n we obtain a contradiction.
If there is a k ∈ {1, . . . , n} such that ̺∗k((Ck−1 +C) ∩L) > 0 we have that also
̺∗k(L) > 0.
Now, let n = kl+m for m < k and some integer l. By construction, Cm ∩L = ∅
and ̺∗m(Cm) > 0 holds, in particular, (Cm + L) ∩ L = ∅. We obtain
µ(Cm + L) = ̺
∗m ∗ (̺∗k)∗l(Cm + L) ≥ ̺
∗m(Cm)
(
̺∗k(L)
)l
> 0,
a contradiction. 
Definition 4.7. (1) We denote by
Bs0 := B
s
0(E) := {B ∈ B0(E) : EB separable with respect to ‖ · ‖B},
and Ks0 := K
s
0(E) := B
s
0(E) ∩ K0(E). The elements of B
s
0 (K
s
0) are called
(compact) separable Banach disks.
(2) If for every K ∈ K0(E) there exists B ∈ Bs0(E) (resp. K
s
0(E) such that
K ⊆ B, the system Bs0(E) (resp. K
s
0(E) is said to be fundemental (for
K0(E)). In this case, E is said to possess a fundamental family of separable
Banach disks (resp. compact separable Banach disks).
(3) A Lévy measure ν ∈M(E) is called locally reducible if there exists a com-
pact set K ∈ Ks0 with ν(K
c) < ∞ such that there exists a generalised
Poisson exponential of ν|K with e˜(ν|K)(EK) = 1. In this case, K is called
ν-reducing. An infinitely divisible distribution is locally reducible if its cor-
responding Lévy measure has this property.
In Appendix A we give sufficient conditions and examples for spaces with a
fundamental system Bs0(E). Concerning local reducibility, we immediately get:
Lemma 4.8. If ν is locally reducible and K ∈ Ks0 is ν-reducing, then every H ∈ K
s
0
with H ⊇ K is ν-reducing.
Theorem 4.9. Let µ ∈ I(E) and ν ∈M(E) its corresponding Lévy measure. The
following assertions are equivalent.
(1) µ is locally reducible.
(2) e˜(ν|K)(EK) = 1 for some K ∈ Ks0(E) with ν(K
c) < ∞, i.e. ν is locally
reducible.
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(3) The function
ϕ(a) = exp
(∫
EK
ei〈x,a〉 − 1− i〈x, a〉1K(x) dν(x)
)
, a ∈ E′
is a Fourier transform of some probability measure on B(EK) for some
K ∈ Ks0(E) with ν(K
c) <∞.
(4) The restriction of ν|K to the subspace (EK , ‖ · ‖K) is a Lévy measure for
some K ∈ Ks0(E) with ν(K
c) <∞.
(5) The restriction of ν|K to the subspace (EK , τ) is a Lévy measure for some
K ∈ Ks0(E) with ν(K
c) <∞.
(6) For some K ∈ Ks0(E) with ν(K
c) < ∞ the following holds: There are
x̺ ∈ E such that for every ε > 0 there exists an n ∈ N such that for all
̺ ≤ ν|K one has
e(̺) ∗ δx̺(n ·K) > 1− ε.
Furthermore, if there is K ∈ Ks0(E) such that one of the assertions (2)–(6) holds,
one can take the same set also in all other assertions.
Proof. (1) ⇔ (2) holds by definition, and (4) ⇔ (5) follows by taking a suitable
compact set K by Lemma 4.3.
(3) ⇒ (4): In a Banach space, ν‖EK is a Lévy measure if and only if ϕ is the
characteristic functional of a some probability measure, cf. [19, Theorem 3.4.9],
where ϕ is evaluated in all a ∈ EK
′. The set E′|EK separates the points of EK
and therefore, ϕ uniquely determines a measure on B(EK) = E(EK , E′|EK ). This
implies that ν‖EK and hence (ν|K)‖EK is a Lévy measure on EK , assertion (4).
(4) ⇒ (3): Again using [19, Theorem 3.4.9], it suffices to note E′|EK ⊆ EK
′ and
ν(Kc) <∞.
(2) ⇒ (3): By assumption, e˜(ν|K)(E \EK) = 0 and e˜(ν|K) and e˜(ν|K)
∥∥
EK
have
the same Fourier transform if we use the set of continuous functionals E′ generating
B(E) and B(EK). One obtains
̂e˜(ν|K)
∥∥
EK
(a) = exp
(∫
EK
ei〈x,a〉 − 1− i〈x, a〉1K dν|K(x)
)
, a ∈ E′|EK
which yields (3) if one takes the convolution of this measure with the Poisson
measure of (ν|EK\K)‖EK ∈M
b(EK).
(4)⇒ (6): If ν′ := (ν|K)‖EK is a Lévy measure on EK , there exist x̺ ∈ EK ⊆ E
such that the familiy (e(̺) ∗ δx̺)̺≤ν′ is uniformly tight, i.e., for every ε there exists
a ‖ · ‖K-norm compact set Hε with (e(̺) ∗ δx̺)(H
ε) > 1− ε for all ̺ ≤ ν′. As every
compact set is bounded, there exists an n(ε) ∈ N with Hε ⊆ n(ε) ·K which implies
assertion (6).
(6) ⇒ (2): If ν is finite, e(ν)(E \ EK) = 0 because ν∗n(E \ n · K) = 0, due
to n · K ⊆ EK . So let ν be a Lévy measure which is not finite. The measure
ν|K is a Lévy measure on E. By assumption, there exist x̺ ∈ E such that the
familiy of shifted Poisson measures satisfies the n ·K-tightness condition in (6). By
Lemma 4.5, the shifts x̺ can be taken in EK without loss of generality. As e˜(ν|K)
is an accumulation point of the family (e(̺) ∗ δx̺)̺≤ν|K , for all ε > 0, all f ∈ Cb(E)
and all ̺0 there exists a measure ̺ ≥ ̺0 such that∣∣˜e(ν|K)(f)− e(̺) ∗ δx̺(f)∣∣ < ε.(4.1)
Assuming that there exists a Borel set B ⊆ E \ EK with positive measure e˜(ν|K),
we find also compact set C ⊆ B with positive measure. There exists a continuous
function g : E → [0, 1] such that g = 0 on the closed set n · K and g = 1 on the
compact set C due to complete regularity of E. We have e˜(ν|K)(g) ≥ e˜(ν|K)(C) >
0. Furthermore, we see that e(̺)∗ δx̺(EK \n ·K) ≤ ε for n large enough which can
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be chosen independently of ̺ and x̺ by assumption. But for all ε > 0 one finds a
̺ and n ∈ N such that
|˜e(ν|K)(g)| =
∣∣˜e(ν|K)(g)− e(̺) ∗ δx̺(g) + e(̺) ∗ δx̺(g)∣∣
≤
∣∣˜e(ν|K)(g)− e(̺) ∗ δx̺(g)∣∣+ ∣∣e(̺) ∗ δx̺(g)∣∣ ≤ ε+ ε(4.2)
for g constructed as above. This is a contradiction to the claim that the generalised
Poisson measure of E \ EK was positive and the proof is complete. 
The null extension of µ ∈ M(EK) to E is defined by µ0(B) := µ(B ∩ EK)
for B ∈ B(E). By the previous lemmas we can identify Gaussian, Poissonian and
infinitely divisible measures on EK and E by restriction resp. extension provided
that E \EK has measure zero and K ∈ Bs0(E). Furthermore, we can identify Lévy
measures on EK and E if there is a ν-reducing set K ∈ Ks0 by Theorems 4.9.
A locally reducible Lévy measure has a simpler characterisation than in Corol-
lary 2.6:
Proposition 4.10. K ∈ Ks0(E) is ν-reducing for a Lévy measure ν ∈M(E) if and
only if the following is satisfied:
(i) ν({0}) = 0,
(ii) ν
∣∣
(αK)c
∈Mb(E) for some (all) α > 0, and
(iii) the family
{
e
(
ν
∣∣
K\δnK
)∥∥
EK
: n ∈ N
}
is shift tight (w.r.t. EK) for every
(some) positive null sequence (δn)n.
Proof. =⇒: If K is ν-reducing, (ν|K)‖EK is a Lévy measure on the sep-
arable Banach space EK by Theorem 4.9. By [19, Proposition 3.4.9] and
Prokhorov’s theorem, we have that (ν|K)‖EK satisfies (i) (ν|K)‖EK ({0}) = 0, (ii)
(ν|K)‖EK ((δK)
c) < ∞ and (iii) for all (some) null sequences δ := (δn)n the set
M(δ,K) is shift tight w.r.t. EK . The assertion follows from taking null extensions
to the original space and ν(Kc) <∞.
⇐=: Let ν satisfy (i)-(iii), then (ν|K)‖EK is a Lévy measure on EK by [19, Proposi-
tion 3.4.9]. In particular, M(δ,K) := {e(ν|K\δnK)‖EK : n ∈ N} is shift tight in EK
and, a fortiori w.r.t. (EK , τ) thus E. We note that M ′ := M(δ,K)0 ∗ e(ν|Kc) (ele-
mentwise convolution) is shift tight in E: If for ε ∈ (0, 1) the set Kε/2 ∈ K0(EK) ⊆
K0(E) satisfies µ0(E\Kε/2) = µ(EK \Kε/2) < ε/2 for all µ ∈M , andHε/2 ∈ K0(E)
satisfies e(ν|Kc)(Hcε/2) < ε/2, then
µ ∗ e(ν|Kc)
(
(Kε/2 +Hε/2)
c
)
< 1− µ(Kε/2)e(ν|Kc)(Hε/2) < ε.
Furthermore, ν = supµ∈M ′ µ ∈M(E) which proves that ν is a Lévy measure on E.
The first remark gives local reducibility of ν to EK with reducing set K. 
4.3. Zero-One Laws and Reducibility. We show that in spaces with a funda-
mental system of separable Banach disks, every Lévy measure is locally reducible.
For convenience, we quote a key result of Janssen.
Theorem 4.11 (Janssen, [22, Theorem 9]). Let ν ∈M(E) be a Lévy measure and
µ := e˜(ν) its generalised Poisson exponential. If H is a measurable linear subspace
of E with ν(Hc) = 0 and x ∈ E, then µ(x+H) ∈ {0, 1}.
The following simple fact can be straightforwardly checked.
Lemma 4.12. If K1,K2 ∈ Ks0(E) then K1 +K2 ∈ K
s
0(E).
Proposition 4.13. If E admits a fundamental system of compact separable Banach
disks one has:
(1) For every generalised Poisson measure µ with Lévy measure ν satisfying
ν(Kc0) = 0, K0 ∈ K0(E), there exists K ∈ K
s
0(E) such that µ(EK) = 1.
(2) Every infinitely divisible measure µ ∈ I(E) is locally reducible.
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Proof. (1) Let µ = e˜(ν). As E has a fundamental system of compact separable
Banach disks and µ is tight, we have that there exists K1 ∈ Ks0(E) with µ(EK1) ≥
µ(K1) > 0. Furthermore, there exists a set K2 ∈ Ks0(E) with K0 ⊆ K2 such that
ν(Kc2) = 0. We set K := K1 + K2 ∈ K
s
0(E) by Lemma 4.12. Then, we have
that ν(EcK) ≤ ν(K
c
2) = 0 and µ(EK) ≥ µ(K1) > 0. Theorem 4.11 implies that
µ(EK) = 1. In other words, µ is locally reducible.
(2) Let µ be infinitely divisible with Lévy measure ν. According to (1), there exists
K0 ∈ K0(E) such that ν|Kc0 is a finite measure, and a set K ⊇ K0 with K ∈ K
s
0(E)
such that e˜(ν|K0)(EK) = 1. Noting that
e˜(ν|K)(EK) = e(ν|K\K0) ∗ e˜(ν|K0)(EK + EK) ≥ e(ν|K\K0)(EK )˜e(ν|K0)(EK) = 1
we obtain the assertion. 
Theorem 4.14. If E admits a fundamental system of separable Banach disks,
every infinitely divisible measure µ ∈ I(E) is locally reducible.
Let ν be the Lévy measure of µ and K ∈ K0(E) with ν(Kc) < ∞. Without
loss of generality assume that µ = e˜(ν). As K1 + K2 ∈ K0(E) for K1,K2 ∈ K0
by continuity of addition, we can assume that e˜(ν|K)(EK) > 0 as in the proof of
Proposition 4.13, (2). Let now B ∈ Bs0(E) with B ⊇ K which exists by assumption.
We obtain that µB := e˜(ν|B)(EB) > 0 and ν(Bc) <∞. In particular, µB(EB) = 1
and µB‖EB ∈ I(EB) by Theorem 4.11 and Lemma 4.6 with Lévy measure νB = ν‖B
by uniqueness of the Lévy measure. As in the separable Banach space EB there
is a a fundamental family of ‖ · ‖B-compact separable Banach disks Ks0(EB), we
obtain that µB is locally reducible on EB, i.e. there exists H ∈ Ks0(EB) with
e˜((νB)|H)(EH) = 1 and νB(EB \H) <∞. The assertion follows by H ∈ Ks0(EB) ⊆
Ks0(E) and noting that µ = µB ∗ e(ν|Bc).
The theorem above states in particular that this property depends only on the
duality 〈E,E′〉.
Example 4.15. The following complete locally convex Suslin spaces have a fun-
damental system of compact separable Banach disks: All separable Fréchet and
Banach spaces, furthermore, the well-known spaces of test functions and distribu-
tions D,D′, E , E ′,OM ,O′M ,OC ,O
′
C ,S,S
′, cf. [34, pp. 115-177 and 233] and Appen-
dix A. A separable Banach or Fréchet space with the weak topology satisfies the
condition of Theorem 4.14 as the property of sets being bounded only depends on
duality. Furthermore, finite direct sums and closed subspaces of spaces with a fun-
damental system of (compact) separable Banach disks share the same property, cf.
Appendix A.
Open questions. If E has a fundamental system of separable Banach disks, then
all µ ∈ I(E) are locally reducible. However, the converse implication is not known.
We assume for the rest of the paper that PX1 = µ1 is locally reducible.
5. Cádlág functions in Suslin spaces
Before we begin our investigations on random measures we present some results
for càdlàg functions with values in locally convex Suslin spaces. The results are sim-
ilar to those in [5, Chapter 3]. But due to the possibly uncountable neighbourhood
bases, they are not standard.
We denote by D(T ;E) the space of càdlàg functions ξ : T → E. This space will
always be endowed with the σ-algebra FD of cylinder sets on D(T ;E) which are
generated by the coordinate functions xt : D(T ;E) → E defined by xt(ξ) := ξ(t),
t ∈ T . For t ∈ T the left limit mapping xt− : D(T ;E)→ E is defined by xt−(ξ) :=
limsրt xs(ξ) and the jump function by ∆ξt := xt(ξ)− xt−(ξ), t ∈ T .
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Given a dense subset T0 ⊆ T , càdlàg functions are defined as follows: ξ : T0 → E
is càdlàg if and only if for all increasing or decreasing Cauchy sequences (tn)n∈N
in T0 the limits of ξ(tn) exist and if tn ց t ∈ T0 the limit equals ξ(t). As above,
D(T0;E) denotes the set of such càdlàg functions. ξ ∈ D(T0;E) is said to have a
jump in s ∈ T , if the limits
ys := lim
rցs
r∈T0
ξ(r) and ys− := lim
rրs
r∈T0
ξ(r)
are different. ∆ξ(s) := ys − ys− is the jump size in s and s 7→ ∆ξ(s) is the jump
function corresponding to ξ.
Lemma 5.1. Let T0 ⊆ [0, tmax] be dense. For a càdlàg function ξ ∈ D(T0;E), a
continuous seminorm p and ε > 0 there exist finitely many points 0 = t0 < t1 <
. . . < tn = tmax such that
sup{p(ξ(t)− ξ(s)) : s, t ∈ [ti−1, ti) ∩ T0} < ε, i = 1, . . . , n.(5.1)
Furthermore, for any weaker metric d on E, there are finitely many points with
sup{d(ξ(t), ξ(s)) : s, t ∈ [ti−1, ti) ∩ T0} < ε, i = 1, . . . , n.
Proof. Let π : E → E/p−1({0})) be the canonical projection associated to p which
is continuous. Furthermore, π ◦ ξ ∈ D(T ;E/p−1({0}) and all the limits exist by
completeness of E. The target space is normed, but not necessarily complete. The
expression in (5.1) remains the same if the càdlàg function is projected onto the
quotient space. Exactly as in [5, Chapter 3, Lemma 1, p. 110], where completeness
is not needed, one obtains the first assertion.
If d is a continuous metric on E, id : (E, τ) → (E, d) is continuous and by the same
reasoning as above the assertion follows. 
Lemma 5.2. A càdlàg function with values in a complete locally convex Suslin
space has at most countably many jumps.
Proof. Let (E, τ) be the Suslin space with the original topology and (E, d) a metric
space, where d is a weaker metric. Let id : (E, τ) → (E, d) be the continuous
identity map. If ξ ∈ D(T0;E) has a jump in t0 ∈ T then id ◦ ξ has a jump in t0.
Thus, id ◦ ξ has at least as many jumps as ξ and is càdlàg as well by continuity of
the identity map. Furthermore, if ξ is continuous in t0, this carries over to id ◦ ξ,
thus the jumps of ξ and id ◦ ξ are the same. But for càdlàg functions with values
in metric spaces it is well-known that there are at most countably many jumps [14,
Lemma 4.5.1]. 
Given ξ ∈ D(T ;E) one can number the jumps of ξ in the following way: Choose
the metric d of the proof above and measure the jumps as above by d(ξt, ξt−). Then,
by Lemma 5.1, there are only finitely many jumps on bounded intervals if d(ξt, ξt−)
is larger than 1. Therefore, one can denote these jump times by t1,1(ξ), t1,2(ξ), . . .
(setting t1,k+1(ξ) = t1,k+2(ξ) = . . . := ∞ if there are k jumps larger than 1) and
obtain thus a numbering. If d(ξt, ξt−) ∈ ( 1n+1 ,
1
n ] for some n ≥ 1, we can do the
same procedure using tn,1(ξ), tn,2(ξ), . . . and so on.
Lemma 5.3. Given n and j, the map tn,j : D(T ;E)→ T ∪{∞} is FD-measurable.
The proof is exactly the same as in [32, Proof of Lemma 20.9] replacing the
modulus by d which is a continuous metric on E.
Lemma 5.4. For t ∈ T , t > 0, the left limit mapping xt− : D(T ;E) → E is
FD − B(E)-measurable.
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Proof. Let d be a weaker metric on E. We note that B(E, τ) = B(E, d) and
the Borel sets are generated by open d-balls Bx(ε) := {y ∈ E : d(x, y) < ε},
x ∈ E due to (E, d) being a separable metric space and therefore second countable.
Furthermore, the σ-algebra FD on D(T ; (E, τ)) only depends on B(E) and not
the precise topology generating it. We define xdt−(ξ) := d − limsրt xs(ξ) for ξ ∈
D(T ; (E, τ)) and show that xdt−(ξ) = xt−(ξ). But this follows from (E, d) being
Hausdorff and the continuity of the injection (E, τ) →֒ (E, d) and therefore
xt−(ξ) = lim
sրt
xs(ξ) = d− lim
sրt
xs(ξ) = x
d
t−(ξ) for ξ ∈ D(T ; (E, τ)).
We test measurability on a generator of B(E) and obtain
(xt−)
−1(Bx(ε)) = (x
d
t−)
−1(Bx(ε))
=
{
ξ ∈ D(T ; (E, τ)) : ∃n ∈ N ∀q ∈ Q ∩ (0, 1/n) : xt−q(ξ) ∈ Bx(ε)
}
∈ FD,
which proves the lemma. 
Lemma 5.5. The maps x : D(T ;E) × T → E defined by (ξ, t) 7→ xt(ξ) and
x : D(T ;E)×T → E defined by (ξ, t) 7→ xt−(ξ) are FD⊗B(T )−B(E)-measurable.
Proof. For all t ∈ T the map xt : D(T ;E) → E is FD − B(E)-measurable. Using
right-continuity of ξ in the d-topology we obtain that the FD ⊗ B(T )-measurable
maps
x(n)s (ξ) :=
2n−1∑
k=0
xtmax(k+1)2−n(ξ)1
(
tmaxk
2n ,
tmax(k+1)
2n
](s), if s ∈ T = [0, tmax]
or
x(n)s (ξ) :=
4n−1∑
k=0
x(k+1)2−n(ξ)1( k
2n ,
(k+1)
2n
](s), if s ∈ T = [0,∞),
respectively, converge to xs(ξ) in the τ - and the d-topology as n tends to infinity.
The latter convergence yields the desired measurability of the joint map.
For x the proof is exactly the same taking the left endpoints xtmaxk2−n resp. xk2−n
in the approximating sums. 
6. Wiener processes in locally convex spaces
We consider Gaussian random variables with values in a locally convex space
E. Probably the most comprehensive monograph concerning Gaussian measures
on locally convex topological vector spaces is [6], the following concepts are taken
mainly from chapters 2 and 3. See also e.g. [5, 29]. A random variable X : Ω→ E
is called Gaussian, if for all a ∈ E′ the real valued random variables 〈X, a〉 = a(X)
are Gaussian. Let ̺ be a Gaussian measure. A mapping q : E → R+ is a ̺-
measurable seminorm if there exists a B(E)-measurable linear subspace E0 ⊆ E
with ̺(E0) = 1 and such that the restriction q|E0 is a seminorm on E0. Obviously,
‖ · ‖K is a ̺-measurable seminorm if ̺(EK) = 1.
Lemma 6.1 (Zero-one law for Gaussian measures, [6, Theorem 2.5.5]). Let E0 ⊆ E
be a B(E)-measurable affine subspace and ̺ a Gaussian measure. Then, ̺(E0) ∈
{0, 1}.
For later use, we formulate a proposition about Gaussian measures which can be
reduced to a separable Banach subspace.
Proposition 6.2. Let ̺ be a centered Gaussian measure on a locally convex Suslin
space E. If there exists a set K ∈ Ks0(E) of positive measure, one has
(1) ̺(EK) = 1,
(2) ̺ is a Gaussian measure on EK and
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(3) there exists α > 0 such that
∫
EK
eα‖x‖K d̺(x) <∞.
In particular, if E has a fundamental system of compact separable Banach disks,
every Gaussian measure on E has a Banach support.
The assertions follow from the above cited zero-one law, Lemma 4.1 and by Fer-
nique’s theorem for measurable seminorms, [6, Theorem 2.8.5]. The last assertion
guarantees the existence of all moments of Gaussian random variables, whenever
there exists a compact set of positive measure. But this follows from E being a
Suslin, thus a Radon space.
Let wt be a real-valued standard Brownian motion, σ ≥ 0 and γ ∈ R. We
consider every real-valued process of the form yt = σwt + γt a one-dimensional
Brownian motion.
Definition 6.3. A continuous Lévy process with values in E is called Wiener
process.
We provide the following theorem characterising Wiener processes in E.
Theorem 6.4. For a stochastic process (Wt)t with values in E the following
assertions are equivalent:
(1) (Wt)t is a Wiener process.
(2) (Wt)t is a continuous process with independent increments such that
〈Wt, a〉t is a (possibly degenerate) one-dimensional Brownian motion for
all a ∈ E′.
(3) (Wt)t is a càdlàg Lévy process with Gaussian distributed increments.
(4) (Wt)t is a càdlàg Gaussian process determined by the mean γ ∈ E (i.e.
γ satisfies E〈Wt, a〉 = 〈γ, a〉 for all a ∈ E′) and a symmetric, positive
semidefinite operator Q ∈ L(E′, E), where E′ is equipped with the Mackey
topology τµ(E′, E), such that
E〈Wt − γt, a〉〈Ws − γs, b〉 = 〈Qa, b〉min{s, t}
for all s, t ∈ T and a, b ∈ E′.
Proof. (1) =⇒ (2): If W is a continuous Lévy process, the same holds for 〈W,a〉
and it is well-known that a continuous Lévy process in R is a Brownian motion with
drift of the form σawt+ γat with σa ≥ 0 and γa ∈ R and w = (wt)t is a real-valued
standard Brownian motion.
(2) =⇒ (3): If W is continuous, it is cádlág. For the stationary increments
property we note that the distribution ofWt−Ws equals the distribution ofWt−s on
the π-system of cylindrical sets, thus on E(E) = B(E). Furthermore, for all a ∈ E′
we have that P〈Wt,a〉 is real-valued Gaussian which means that Wt is Gaussian
distributed for all t. Gaussian distributed increments follow from stationarity.
(3) =⇒ (4) If Wt obeys a Gaussian law, there exists an element γt ∈ E and a
continuous operator Qt : E′ → E (where E′ is equipped with the Mackey topology)
such that 〈γt, a〉 = E〈Wt, a〉 and 〈Qta, b〉 = E〈Wt−γt, a〉〈Wt−γt, b〉 for all a, b ∈ E′
by cf. [6, Lemma 3.2.1].
For simplicity, assume for the following that γ = 0. The independent increments
property yields
E〈Wt, a〉〈Ws, b〉 = E〈Wt −Ws, a〉〈Ws, b〉+ E〈Ws, a〉〈Ws, b〉 = 〈Qsa, b〉
and one obtains the equality
〈Qta, b〉 = n〈Qt/na, b〉
for every n ∈ N and t ∈ T by writing Wt as a telescoping sum over an equidistant
time net and using independent and stationary increments. Finally, one obtains
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Qt = tQ1 = tQ by Wt being càdlàg and using
〈Qta, a〉 = lim
s∈Q,sցt
E〈Ws, a〉〈Ws, a〉 = lim
s∈Q,sցt
s〈Qa, a〉 = t〈Qa, a〉
and polarisation. Similarly one obtains γt = tγ1 = tγ.
(4) =⇒ (3): It suffices to check independent and stationary increments of the
given process, but this follows immediately by the covariance structure of the oc-
curing Gaussian vectors.
(3) =⇒ (1): In the sequel, let
SQ :=
{
(S ∩Q) ∪ {maxS} maxS exists,
S ∩Q else
for some interval S ⊆ [0,∞). Let ̺t := PWt and H ⊆ E be an absolutely convex
compact set with ̺1(H) > 0. Without loss of generality we assume that EWt = 0
for all t, i.e. all Gaussian distributions are centered. Then, the zero-one law for
Gaussian measures, cf. [6, Theorem 2.5.5.], implies that ̺1(EH) = 1, where EH is
the linear hull of H . Furthermore, for every m ∈ N, one has
̺m(EH) = ̺
∗m
1 (EH) = ̺
∗m(EH + . . .+ EH) ≥ ̺(EH)
m ≥ 1,
which implies together with Lemma 6.5 below that ̺t(EH) = 1 for all t ∈ T . The
compact sets n ·H ⊆ E are metrizable, [6, Propositions A.1.7 and A.3.16] and we
denote by dn a metric inducing the same topology on n ·H .
We take T = [0, t0], t0 ≥ 0. If the claim holds on all bounded intervals, it is true
on R+. First, let us prove that P(Wt ∈ EH , t ∈ T ) = 1. As PWt(EH) = ̺t(EH) = 1
for every t ∈ T , one has P(Wt ∈ EH : t ∈ TQ) = 1. For an ω in this set of full measure
we consider the trajectory t 7→ Wt(ω). We follow [6, Proof of Proposition 7.2.3]
and show that there exists an n(ω) ∈ N such that {Wt(ω) : t ∈ TQ} ⊆ n(ω) · H .
To this end, we define the (possibly infinity-valued) process ηt := ‖Wt‖H . Let d
be a metric on E inducing a weaker topology. Defining the continuous function
id : (E, τ)→ (E, d), the set Q := id(H) is compact and absolutely convex in (E, d).
The measurable seminorm ‖ · ‖Q on (E, d) satisfies ‖ · ‖Q = supi∈N ai with ai ∈
(E, d)′ ⊆ E′, cf. [6, Problem A.3.27]. Furthermore, ‖x‖H = ‖id(x)‖Q for all x ∈ E.
As in [6, Proof of Proposition 7.2.3] one deduces from ai(Wt) being a real-valued
martingale that η is a submartingale.
Due to Doob’s inequality and Fernique’s theorem (cf. [6, Theorem 2.8.5]) one
has
E sup
t∈TQ
η2t ≤ 2Eη
2
t0 = 2
∫
E
‖x‖2H d̺t0(x) <∞
which implies for ω ∈ Ω0, a set of measure one, that supt∈TQ ‖Wt(ω)‖H <∞. But
this yields the existence of an n(ω) ∈ N with Wt(ω) ∈ n(ω) ·H for all t ∈ TQ. The
limit
Wt(ω) = lim
sցt
s∈TQ
Ws(ω)
is an element of n(ω) · H by completeness. It follows that {Wt(ω) : t ∈ T } ⊆
n(ω) ·H ⊆ EH for ω in a set of measure one.
The second part of the proof follows an idea of [17, Proposition A.1]. In [15,
Proposition 5] a probability space (Ω′,F ′,P′) and a process (Xt)t∈T are constructed
such that the latter has the same finite-dimensional distributions as W and contin-
uous trajectories in E. As above, it is argued that they are almost surely in EH ,
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where H ∈ K0(E) with ̺1(H) > 0. Let
Ω′0 := {ω ∈ Ω
′ : {Xt(ω) : t ∈ [0, t0]Q} ⊆ EH} and
Ω′n := {ω ∈ Ω
′ : {Xt(ω) : t ∈ [0, t0]Q} ⊆ n ·H} , n = 1, 2, . . .
The latter sets form an ascending chain Ω′n ⊆ Ω
′
n+1 and their union equals Ω
′
0. By
hypothesis, t 7→ Xt(ω) is continuous for ω ∈ Ω′0 and it is uniformly continuous as a
mapping from [0, t0] to n(ω) ·H . In particular, its restriction to [0, t0]Q is uniformly
continuous as well. The set
O′n :=
∞⋂
k=1
∞⋃
m=1
⋂
s,t∈[0,t0]Q
|s−t|< 1
m
{
ω ∈ Ω′n : dn(Xt(ω), Xs(ω)) ≤
1
k
}
∈ F ′
equals Ω′n and thus P
′(O′n) = P
′(Ω′n). This property depends only on the distribu-
tion of the process. Setting
Ωn :=
{
ω ∈ Ω: {Xt(ω) : t ∈ [0, t0]Q} ⊆ n ·H
}
, n = 1, 2, . . .
one obtains that
On :=
∞⋂
k=1
∞⋃
m=1
⋂
s,t∈[0,t0]Q
|s−t|< 1
m
{
ω ∈ Ωn : dn(Wt(ω),Ws(ω)) ≤
1
k
}
∈ F
has the same measure, P(On) = P′(O′n) and the sets are increasing. Let O0 :=⋃∞
n=1On the set of uniformly continuous paths from [0, t0]Q to EH . Then,
P(O0) = lim
n→∞
P(On) = lim
n→∞
P′(O′n) = P
′(Ω′0) = 1,
therefore, W (ω) is uniformly continuous on [0, t0]Q for almost all ω ∈ Ω. One
can define a unique continuous extension of the uniformly continuous function
W (ω) : [0, t0]Q → n(ω) ·H to the closure [0, t0] of its domain by setting
W˜t(ω) :=

Wt(ω), t ∈ Q ∩ [0, t0], and ω ∈ O0,
lim
s∈Q∩[0,t0],
s→t
Ws(ω), t ∈ Qc ∩ [0, t0], and ω ∈ O0,
0, else.
But as
Wt−(ω) = lim
s∈[0,t0]Q
sրt
Ws(ω) = lim
s∈[0,t0]Q
s→t
Ws(ω) = W˜t(ω) = lim
s∈[0,t0]Q
sցt
Ws(ω) = Wt(ω)
for ω ∈ O0 and for every t by the càdlàg property of W , one obtains that W has
already a.s. continuous sample paths. 
Lemma 6.5. Let (̺t)0≤t≤1 be a semigroup of Gaussian measures on E. Then,
(1) ̺t(H) ≥ ̺1(H) for every measurable absolutely convex set H and t ∈ [0, 1].
(2) If H is bounded and ̺1(H) > 0, ̺t(EH) = 1 for all t.
Proof. By the semigroup property we have ̺t ∗ ̺1−t = ̺1. Therefore,
̺1(H) = ̺t ∗ ̺1−t(H) =
∫
E
∫
E
1H(x + y) d̺t(x) d̺1−t(y)
=
∫
E
̺t(H − y) d̺1−t(y)
≤
∫
E
̺t(H) d̺1−t(y) = ̺t(H),
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because for a Gaussian measure µ, a ∈ E and every absolutely convex set A one
has µ(A + a) ≤ µ(A) by [6, Theorem 2.8.10]. The second assertion immediately
follows by the zero-one law for linear subspaces, cf. [6, Theorem 2.5.5.]. 
7. Jump processes and random measures
Let X be a Lévy process in E and ν ∈M(E) the Lévy measure of µ1 = PX1 and
locally reducible. Let K ∈ Ks0 be a ν-reducing set. In particular, the properties
of Proposition 4.10 are valid. The main results of this section will be Theorem 7.5
and Proposition 7.11.
7.1. A constructed process. We begin with some general facts about Poisson
random measures, which can be found in [32, Chapters 19 and 20]. Given a σ-finite
measure space (Θ,B, ρ) one can define a Poisson random measure {N ′(B), B ∈ B}
on some probability space (Ω′,F ′,P′) with intensity measure ρ. For now, we choose
this measure space to be the finite measure space (T×E,B(T×E), λ⊗ν|Kc). Then,
for ω ∈ Ω′0 ∈ F
′ with P′(Ω′0) = 1, the measure N
′(·, ω) is supported on a finite
number of points of mass 1 on all bounded intervals, and N ′({s}×E,ω) has values
in {0, 1} for all s ∈ T , cf. [32, Lemma 20.1].
Definition 7.1. Let B ∈ B(E). The Poisson integral with respect to N ′ is defined
by
Yt(B)(ω) :=
∫
(0,t]×B
xdN ′(s, x)(ω), ω ∈ Ω′0(7.1)
and Yt(ω) := 0 for ω ∈ Ω′c0 . If B = E, we write Yt := Yt(E).
Proposition 7.2. (1) For t ∈ T , B ∈ B(E), the random variable Yt(B) defined
in (7.1) is finite.
(2) (Yt(B))t is a càdlàg Lévy process in E and P′Yt(B) has distribution
e(tν|Kc∩B). In particular, its characteristics are (0, 0, tν|Kc∩B,K).
(3) N ′(B)(ω) = #{s : (s,∆Ys(ω)) ∈ B \ {0}}
Proof. (1) follows from the property that N ′(·, ω) is a.s. supported on a finite num-
ber of points.
(2) This essentially follows from [32, Proposition 19.5]. For convenience, we adapt
the situation to ours: The functional a ∈ E′ is measurable. We consider the real-
valued random variable
Y at (B)(ω) := 〈Yt(B)(ω), a〉 =
∫
[0,t]×B
〈x, a〉dN ′(s, x)(ω),
which has Fourier transform
EeizY
a
t (B) =exp
(
t
∫
E
(
eiz〈x,a〉 − 1
)
dν|Kc∩B(x)
)
=exp
(∫
[0,t]×E
(
eiz〈x,a〉1B(x) − 1
)
dλ⊗ ν|Kc(s, x)
)
, z ∈ R.
Since this holds for arbitrary a ∈ E′, the E-valued random variable Yt(B) has
distribution e(tν|Kc∩B) on E. Independent increments follow from N ′ being in-
dependently scattered, stationary increments from the structure of the intensity
measure. The map t 7→ e(tν|Kc∩B) = PYt(B) is a convolution semigroup. Weak
18 FLORIAN BAUMGARTNER
continuity of the semigroup of distributions of Yt follows from∣∣[e(tν|Kc)− δ0](f)∣∣ ≤
∣∣∣∣∣e−tν|Kc (E)
∞∑
n=1
tnν|Kc(E)nMn
n!
∣∣∣∣∣
= e−tν|Kc (E)
[
etν|Kc (E)M − 1
]
→ 0 for tց 0,
where f ∈ Cb(E) and im(f) ⊆ [−M,M ]. Weak continuity of PYt(B) is shown
analogously substituting Kc by Kc ∩B in the previous calculation.
(3) If s ∈ T such that N ′({s} × E,ω) = 0, then ∆Ys(ω) = 0. If there is an
x ∈ B \ {0} such that N ′({(s, x)}, ω) = 1, then ∆Ys(ω) = x. 
For A ∈ B(T × E) satisfying A ⊆ T × (K \ εK) for some ε ∈ (0, 1) define the
Bochner integral ∫
A
xd(λ ⊗ ν)(t, x).(7.2)
Indeed, (λ ⊗ ν)|A is finite and concentrated on (a subset of) T × K. The map
ψ : T × K → EK , (t, x) 7→ x, satisfies the conditions of Bochner integrability:
It takes values in a Banach space EK ⊆ E and is Bochner measurable (which is
equivalent to being measurable in separable Banach spaces); for Bochner integrals in
locally convex spaces cf. [37, Definition 5, p. 75]. Therefore, (7.2) can be considered
as a Bochner integral in EK or in E.
The measure λ ⊗ ν is σ-finite on B(T × E) using the partition E =
⋃
n Cn
with C0 = Kc and Cn := 1nK \
1
n+1K for n = 1, 2, . . .. Indeed, ν(Cn) < ∞ by
Proposition 4.10 (ii). By σ-finiteness of λ⊗ ν, one can construct a Poisson random
measure N ′ on a probability space (Ω′,F ′,P′) with intensity measure λ⊗ ν, cf. [32,
Proposition 19.4]. Without loss of generality, N ′ from above is just the restriction
of this new Poisson random measure to T ×Kc.
Let B ∈ B(E), B ⊆ Cn and t ∈ T . Analogously as in (7.1) the Lévy processes
Yt(B)(ω) :=
∫
[0,t]×B
xdN ′(s, x)(ω)
are finite for almost all ω ∈ Ω′, contained in EK for n 6= 0 and Poisson distributed
on E and EK by Lemma 4.2.
Definition 7.3. Let B ∈ B(E) with B ⊆ Cn and t ∈ T . The compensated Poisson
integral is defined by
J ′([0, t]×B) :=
∫
[0,t]×B
xdN˜ ′(t, x) :=
∫
[0,t]×B
xdN ′(t, x)−
∫
[0,t]×B
xd(λ ⊗ ν)(t, x).
Definition 7.4. Let Zn : T × Ω → E, n = 1, 2, . . . be càdlàg stochastic processes.
They are said to converge almost surely uniformly on bounded intervals of T , if
there exists a set Ω0 of measure one, such that for all ω ∈ Ω0, for all seminorms p
generating the topology τ on E and all bounded intervals T0 ⊆ T one has that
sup
t∈T0
p (Znt (ω)− Z
m
t (ω)) < ε
for every ε > 0 and n,m ∈ N large enough.
Theorem 7.5 (Compensated Poisson integral). With the notation from above, for
t ∈ T , the quantity
J ′t :=
∫
(0,t]×K
xdN˜ ′(s, x) :=
∞∑
n=1
J ′([0, t]× Cn)(7.3)
LÉVY PROCESSES WITH VALUES IN LOCALLY CONVEX SUSLIN SPACES 19
is a series of independent random variables in EK and converges almost surely in
EK and E. The convergence is uniform in t on bounded intervals of T . Finally,
(J ′t)t∈T is a càdlàg Lévy process in E with characteristics (0, 0, ν|K ,K).
Remark 7.6. We understand the process J ′t in the following sense: J
′
t(ω) takes the
value of the right-hand side for all t ∈ T , if ω ∈ Ω′2 such that the series converges
uniformly on bounded intervals of T in ω; and J ′t := 0 for ω ∈ Ω
′c
2 .
Proof. Define xn := −
∫
Cn
xdν(x) ∈ EK ⊆ E. The summands J ′([0, 1]× Cn) have
distributions e(ν|Cn) ∗ δxn on E or, by restriction e(ν|Cn)‖EK ∗ δxn ∈ M
1(EK).
Their sums converge weakly to e˜((ν|K)‖EK ) ∈ M
1(EK), cf. proof of [19, Theo-
rem 3.4.9]. By the same arguments as in [13, Proof of Theorem 2.1], convergence
in distribution of the partial sums of the independent random variables yields a.s.
convergence in EK (cf. [19, Theorem 3.1.6]). Similarly, it converges for every t ∈ T .
(J ′t)t∈T is a Lévy process in EK with characteristics (0, 0, (ν|K)‖EK ,K). Indeed,
the independent and stationary increments follow from the definition of N ′. The
semigroup of distributions equals t 7→ e˜(t(ν|K)‖EK ) and is weakly continuous, cf.
[19, Theorem 2.3.9].
By Lemma 4.4 we have that all random elements on EK are also measurable with
respect to B(EK). As K is bounded and closed, the injection ı : EK →֒ E is
continuous and thus the series converges a.s. in E. In order to establish uniform
convergence on bounded intervals of T , we fix t ∈ T , t > 0 and again use the
injection ı. Continuity implies p(ı(x)) ≤ cp‖x‖K for all x ∈ EK and all seminorms
p generating τ and suitable constants cp > 0. Therefore,
sup
s∈[0,t]
p
(
ı
(
J ′s −
N∑
n=1
J ′([0, s]× Cn)
))
≤ cp sup
s∈[0,t]
∥∥∥∥∥J ′s −
N∑
n=1
J ′([0, s]× Cn)
∥∥∥∥∥
K
where the right hand side converges in probability by [13, Proof of Thm. 2.1] and
due to the fact that J ′ is a Lévy process in EK .
Applying [32, Lemma 20.4] (which can be proven in exactly the same way for
Banach spaces) yields a.s. uniform convergence on bounded intervals of the sequence
of processes in EK , a càdlàg limiting process J ′ in EK asD([0, t];EK) is closed under
uniform convergence. The inequality yields uniform convergence in E and càdlàg
functions in E as well injecting the D([0, t];EK) functions into D([0, t];E) by virtue
of ξ 7→ ı ◦ ξ. It remains to state that J ′ is a Lévy process in E. Continuity of ı
implies weak continuity of the semigroup t 7→ e˜(tν|K), the null extension of the
familiy of distributions on EK and the proof is complete. 
As mentioned above, the generalised Poisson exponential is unique up to a con-
volution. From now on we will use a certain representative given by the construc-
tion above in order to avoid ambiguities: We define e˜(ν|K) as the weak limit of
e˜(ν|Cn) ∗ δxn with xn from the previous proof.
Given an infinitely divisible distribution ̺ with characteristics (γ,Q, 0,K) on a
locally convex Suslin space, where Q : E′ → E is a covariance operator associated
to a Gaussian measure ̺, one can define a Wiener processW ′t on a probability space
(Ω′,F ′,P′) such thatW ′t ∼ ̺
∗t, cf. [15, Proposition 5]. The stochastic process (W ′t )t
is continuous, has values in E and
E〈W ′t − γt, a〉〈W
′
s − γs, b〉 = min{s, t}〈Qa, b〉.
For details, we confer to Theorem 6.4.
Proposition 7.7. LetX ′t = J
′
t+L
′
t+W
′
t , t ∈ T , be defined on a complete probability
space (Ω′,F ′,P′) where L′t := Yt(K
c) is defined as in (7.1), and let the summands
be constructed in a way such that they are independent. Then,
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(1) (X ′t)t∈T is a càdlàg Lévy process and
(2) X ′1 has characteristics (γ,Q, ν,K).
(3) The random measure N ′ satisfies N ′(B) = #{s : (s,∆X ′s) ∈ B \ {0}} for
B ∈ B(T × E).
Proof. (1) is clear. (2) One obtains the characteristics by convolution of the ingre-
dients and noting that e˜(ν1) ∗ e(ν2) = e˜(ν1 + ν2) (as can be seen using the Fourier
transform) for a Lévy measure ν1 and ν2 ∈ Mb(E). In our situation, ν1 = ν|K ,
ν2 = ν|Kc .
(3) This property holds for each ε > 0 if B ∩ (T × εK) = ∅. Observing
B \ {0} =
∞⋃
n=0
(T × Cn) ∩B
with Cn, n ∈ N∗, as defined above (and C0 := E \K), one has
N ′(B) =
∞∑
n=0
N ′((T × Cn) ∩B), a.s.
and the assertion follows. 
7.2. Definitions on the original space. This section is following the ideas of
Sato in [32, Section 20] for the proof of the Lévy-Itô decomposition of finite di-
mensional Lévy processes. Extra considerations for measurability issues have been
carried out in lemmas 5.4 and 5.5 above.
Definition 7.8. Let B ∈ B(T × E) and X = (Xt)t∈T the (original) Lévy process
given on (Ω,F ,P). Let ξ ∈ D(T ;E) be a càdlàg function and ∆xt(ξ) := xt(ξ) −
xt−(ξ). For ω ∈ Ω resp. ξ ∈ D(T ;E) define
N(B,ω) := #
{
s : (s,∆Xs(ω)) ∈ B \ {0}
}
resp.
n(B, ξ) := #
{
s : (s,∆xt(ξ)) ∈ B \ {0}
}
and for all sets B with λ⊗ ν(B) <∞ set
N˜(B,ω) := N(B,ω)− (λ⊗ ν)(B)(7.4)
n˜(B, ξ) := n(B, ξ)− (λ⊗ ν)(B).
N is called the Poisson random measure associated to X and N˜ the compensated
Poisson random measure corresponding to X .
Let (Ω,F ,P) be the original probability space and (Ω′,F ′,P′) the probability
space of the constructed process of the previous section. Both processes X and X ′
consist of càdlàg paths only by construction. We define the following maps to the
space of càdlàg functions:
ψ : Ω→ D(T ;E), ψ(ω) := X·(ω),
ψ′ : Ω′ → D(T ;E), ψ′(ω) := X ′· (ω).
One obtains P ◦ ψ−1 = P′ ◦ (ψ′)−1, where this measure, call it PD, is defined on
FD. This is due to equality of distributions of X ′t and Xt on E and therefore of X
′
and X on D(T ;E). The following lemma shows that λ ⊗ ν is the compensator of
N and n.
Lemma 7.9. Let B ∈ B(T × E) with λ⊗ ν(B) <∞. Then,
PN(B) = P
′
N ′(B) = P
D
n(B).
In particular, N and n are a Poisson random measures with intensity measure λ⊗ν.
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Proof. We follow the proof of Sato, cf. [32, p. 132]. We have that n(B,ψ(ω)) =
N(B,ω) and n(B,ψ′(ω)) = N ′(B,ω) and furthermore they are equal in law, pro-
vided that they are FD-measurable. But this follows from lemmas 5.3 and 5.4 and
the fact that xtn,j(ξ)(ξ) and xtn,j(ξ)−(ξ) are FD-measurable due to Lemma 5.5, thus
G(m, j) :=
{
ξ ∈ D(T ;E) : tm,j <∞ and ∆xtm,j(ξ)(ξ) ∈ B
}
∈ FD.
Noting that n(B, ξ) can be written as the m, j-series over indicator functions of
G(m, j) yields the assertion. 
For a Borel set A ∈ B(E) let Ω0 be the intersection of all subsets Ωm0 of Ω of
full measure such that N([0,m] × A,ω) < ∞, m ∈ N, if T = [0,∞). In the case
T = [0, tmax], the set Ω0 consists of all ω ∈ Ω such that N([0, tmax] × A,ω) < ∞.
For ω ∈ Ω0 define
Xt(A)(ω) :=
∑
0≤s≤t
∆Xs(ω)1A\{0}(∆Xs(ω))(7.5)
and if ω ∈ Ωc0 we set the trajectory X·(A)(ω) to zero. Furthermore, carrying out
the same construction with n instead of N , one can define
xt(A)(ξ) :=
∑
0≤s≤t
∆xs(ξ)1A\{0}(∆xs(ξ)),
for ξ ∈ D0 of full measure PD and also X ′t(A)(ω) on a set Ω
′
0 ∈ F
′ with P′(Ω′0) = 1
setting the whole trajectories to zero on the complements Dc0 and Ω
′c
0 .
Then, for all ω ∈ Ω and ω′ ∈ Ω′, it holds that
Xt(A)(ω) = xt(A)(ψ(ω)) and X ′t(A)(ω
′) = xt(A)(ψ
′(ω′)).
Letting
Lt := Xt(K
c) and lt := xt(Kc)(7.6)
we have
Lt(ω) = lt(ψ(ω)) and L′t(ω) = lt(ψ
′(ω)) for all ω ∈ Ω, ω′ ∈ Ω′.(7.7)
Lemma 7.10. Let Lt be defined as in (7.6) and the random measures N and n be
defined as in Definition 7.8. Then, for almost all ω ∈ Ω and ξ ∈ D(T ;E) one has
Lt(ω) =
∫
(0,t]×Kc
xdN(s, x)(ω) and lt(ξ) =
∫
(0,t]×Kc
xdn(s, x)(ξ)
and Lt and lt are càdlàg Lévy processes with characteristics (0, 0, ν|Kc ,K).
Proof. From λ ⊗ ν([0, t] ×Kc) < ∞ we deduce N([0, t] ×Kc, ω) < ∞ for ω ∈ Ωt1
for some Ωt1 ∈ F with P(Ω1) = 1 by Lemma 7.9. For such ω ∈ Ω
t
1, there are
s1(ω), . . . , sm(ω)(ω) ∈ [0, t] with N({sk(ω)} ×Kc, ω) = 1 and for all other s ∈ [0, t]
one has that N({s} ×Kc, ω) = 0. Therefore one obtains∫
[0,t]×Kc
xdN(s, x)(ω) =
m(ω)∑
k=1
∆Xsk(ω)(ω) =
∑
s∈[0,t]
∆Xs(ω)1Kc(∆Xs(ω)).
If
ω ∈ Ω1 :=
∞⋂
m=1
Ωm1 ,
the above expression exists for every t ∈ T = [0,∞). If T = [0, tmax], Ω1 := Ω
tmax
1 .
By (7.7) the same follows for lt taking ξ ∈ D1 with PD-measure one.
The distributions of Lt, lt and L′t are the same by (7.7). So the weakly con-
tinuous semigroup of distributions of L′ carries over to L and l. Therefore, the
finite-dimensional distributions on the path space of (Lt)t∈T , (lt)t∈T and (L′t)t∈T
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coincide which implies that the processes L and l have independent and stationary
increments. Furthermore, Lt is càdlàg by construction. 
Also the compensated integral with respect to N resp. n can be constructed
analogously as above by setting
J([0, t]× Cm) :=
∫
(0,t]×Cm
xdN(s, x) −
∫
(0,t]×Cm
xd(λ ⊗ ν)(s, x) resp.
j([0, t]× Cm) :=
∫
(0,t]×Cm
xdn(s, x) −
∫
(0,t]×Cm
xd(λ ⊗ ν)(s, x)
for m ∈ N. Again,
J([0, t]× Cm)(ω) = j([0, t]× Cm)(ψ(ω)) and
J ′([0, t]× Cm)(ω
′) = j([0, t]× Cm)(ψ
′(ω′))
for all ω ∈ Ω resp. ω′ ∈ Ω′.
Proposition 7.11. Defining
Jt :=
∫
(0,t]×K
xdN˜(s, x) :=
∞∑
m=1
J([0, t]× Cm) resp.(7.8)
jt :=
∫
(0,t]×K
xdn˜(s, x) :=
∞∑
m=1
j([0, t]× Cm)(7.9)
one has the following:
(1) The series (7.8) resp. (7.9) converge almost surely in EK (thus in E) uni-
formly in t on bounded intervals.
(2) Jt(ω) = jt(ψ(ω)) and J ′t(ω
′) = jt(ψ
′(ω′)) for almost all ω ∈ Ω resp. ω ∈ Ω′.
(3) Jt and jt are càdlàg Lévy process with characteristics (0, 0, ν|K ,K).
Proof. Analogously to Lemma 7.10, one obtains that the processes
Jmt :=
m∑
k=1
J([0, t]× Ck), j
m
t :=
m∑
k=1
j([0, t]× Ck), and (J
′
t)
m :=
m∑
k=1
J ′([0, t]× Ck)
are equal in distribution, where it has been proved above that the distributions of
(J ′t)
m, m = 1, 2, . . . converge to an infinitely divisible measure with characteristics
(0, 0, tν|K ,K) for m→∞ and t ∈ T .
(1) Let Ω′2 be the set of full P
′-measure such that the series (7.3) for J ′t converges
in Theorem 7.5. It equals the intersection over all sets Ω′2(N) of P
′-measure one
(N = 1, 2, . . .) where
Ω′2(N) :=
{
ω ∈ Ω′ : lim
m→∞
sup
l,k≥m
sup
t∈[0,N ]
∥∥(J ′t)l(ω)− (J ′t)k(ω)∥∥K = 0}.
Let D2 resp. Ω2 be the intersection of sets D2(N) resp. Ω2(N) from above with Ω′
replaced by D(T ;E) resp. Ω and J ′ by j and J , respectively. Then,
1 = P′(Ω′2) = P
D(D2) = P(Ω2)
as it only depends on the distribution of the processes. This yields a.s. uniform
convergence on bounded intervals of jt and Jt in EK and consequently in E.
(2) For all ω ∈ Ω′2 and all n ∈ N we have (J
′
t)
n(ω) = jnt (ψ(ω)). As the left-hand side
and therefore the right-hand side converges uniformly we obtain that ψ(ω) ∈ D2
and jnt (ψ(ω)) → jt(ψ(ω)) uniformly in t on bounded intervals by definition of D2
and therefore J ′(ω) = j(ψ′(ω)) for ω ∈ Ω′2. The same arguments hold for J on Ω.
(3) J is càdlàg by uniform convergence and J and j are Lévy processes by equality
of their finite dimensional distributions with those of J ′. 
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Finally, we set Yt(ω) := Xt(ω)− Lt(ω)− Jt(ω) and yt(ξ) := xt(ξ)− lt(ξ)− jt(ξ)
and Y ′t (ω) := X
′
t(ω) − L
′
t(ω) − J
′
t(ω) = W
′
t (ω) + γt. From the equality of finite-
dimensional distributions of (J, L, Y ), (j, l, y) and (J ′, L′, Y ′) we obtain:
Proposition 7.12. The three processes (Jt, Lt, Yt)t∈T are independent.
8. Lévy-Itô-decomposition
Theorem 8.1 (Lévy-Itô-decomposition). Let X be an E-valued Lévy process with
characteristics (γ,Q, ν,K) and ν locally reducible with reducing set K. Then there
exist an E-valued Wiener process (Wt)t∈T with covariance operator Q, an indepen-
dently scattered Poisson random measure N on T ×E with compensator λ⊗ ν and
a set Ω0 ∈ F with P(Ω0) = 1 such that for all ω ∈ Ω0 one has
Xt(ω) = γt + Wt(ω) +
∫
[0,t]×K
xdN˜(s, x)(ω) +
∫
[0,t]×Kc
xdN(s, x)(ω)(8.1)
for all t ∈ T . Furthermore, all the summands in (8.1) are independent and the
convergence of the first integral in the sense of (7.8) is a.s. uniform in t on bounded
intervals in EK and E.
Proof. As the distribution µ1 ofX1 is locally reducible with reducing setK ∈ Ks0(E)
it holds that ν(Kc) <∞ and ν|K is a Lévy measure on EK .
Let Lt and Jt be defined as in (7.6) and (7.8), respectively. By means of the map-
pings ψ and ψ′ from Section 7.2, the processes (Xt, Lt, Jt)t∈T and (X ′t, L
′
t, J
′
t)t∈T
have the same finite-dimensional distributions. Therefore, the process Z = (Zt)t∈T
defined by Zt := Xt − Lt has the same distribution as X ′t − L
′
t = J
′
t + W
′
t + γt
and is therefore a Lévy process. The process (Zt)t∈T has jumps of a size in K
and its characteristics are (γ,Q, ν|K ,K), which is obtained by the characteristics
of X ′t − L
′
t.
A.s. uniform convergence of the series in (7.8) and the fact that for every jump of
Zt there exists an n ∈ N such that the jump exceeds n−1 ·K imply that for almost
all ω ∈ Ω the trajectory Yt(ω) := Zt(ω) − Jt(ω) is continuous as all jumps are
erased. The distribution of Jt equals e˜(tν|K) on E by Theorem 7.5. Furthermore,
Yt has characteristics (γ,Q, 0,K), namely the same as those of X ′t − L
′
t − J
′
t .
In addition, the continuous process Yt has stationary and independent incre-
ments, thus it is a continuous Lévy process, a Wiener process with drift in E by
Theorem 6.4. The element γ ∈ E satisfies E〈Y1, a〉 = 〈γ, a〉 for all a ∈ E′. This is
nothing else than γ = EY1 in the Pettis sense. Setting Wt := Yt − γt we obtain a
centered Wiener process Wt.
Independence of the summands follows from Proposition 7.12. 
We can even strengthen the result and let the process X0t := γt+Wt + Jt live
in a Banach space EK . In order to obtain this, we use Lemma 4.12.
Corollary 8.2. Let E have a fundamental system of separable Banach disks. Then,
there exists K ∈ Ks0 such that Xt = X
0
t + Lt and additionally,
(1) X0t has values in EK for all t ∈ T a.s. and
(2) X0t is Bochner integrable and square integrable in EK for every t ∈ T .
Proof. Define K := K1 + K2 + K3, where K1 ∈ Ks0 is ν-reducing which exists
due to Theorem 4.14, the set K2 ∈ Ks0 has positive (centered) Gaussian measure
and the whole trajectory of W stays in EK2 by the same arguments as in the
proof of Theorem 6.4. Indeed, K2 exists, as there must be K ′ ∈ K0 of positive
measure, therefore B ∈ Bs0 with B ⊇ K
′ as Bs0 is fundamental. The separable
Banch space EB has full Gaussian measure. As Ks0(EB) is fundamental in EB ,
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there exists K2 ∈ Ks0(EB) ⊆ K
s
0(E) of positive Gaussian measure, therefore EK2
has full Gaussian measure.
The set K3 is the absolutely convex hull of γ ∈ E and EK3 ∼= R is clearly sepa-
rable. Lemma 4.12 yields that K ∈ Ks0. Note that K is ν-reducing by Lemma 4.8,
K has positive centered Gaussian measure (and therefore measure one by [6, The-
orem 2.5.5]) and γ ∈ K. Therefore, X0t has values in EK a.s. and can be actually
considered as a process in the Banach space EK by analogous arguments as above.
(Square) integrability follows from Proposition 6.2 and [30, Corollary 3.4]. 
Proposition 8.3. Let E be a space with a fundemental system of separable Banach
disks and (Xt)t∈T a Lévy process with values in E and characteristics (γ,Q, ν,K).
The following assertions are equivalent:
(1) There exists a t0 ∈ T \ {0} such that Xt0 takes values a.s. in a separable
Banach space E1 with closed unit ball compact in E.
(2) There exists a t0 ∈ T \ {0} such that PXt0 has a Banach support E1 with
closed unit ball compact in E.
(3) For all t ∈ T one has Xt ∈ E1 a.s. for a separable Banach space E1 with
closed unit ball compact in E.
(4) For all t ∈ T the distribution PXt has a Banach support E1 with closed
unit ball compact in E.
(5) ν has a Banach support E2 with closed unit ball compact in E.
Given (5), one can choose E1 = EK +E2+E3+Rγ, where E3 is a suitable Banach
support of the Gaussian part of X and K is ν-reducing.
Proof. The equivalence of (1) and (2) resp. (3) and (4) and the implication (4) ⇒
(1) are obvious and (2) ⇒ (4) follows from Lemma 4.6.
(2) ⇒ (5): If (2) holds, PXt0 is infinitely divisible on the Banach space E1
and thus, there exists a Lévy measure ν′ on E1. Injecting E1 into E, finding the
null extensions of PXt0 and ν
′ and using Theorem 4.9 and uniqueness of the Lévy
measure of an infinitely divisible distribution, one obtains ν′0 = ν and therefore, ν
has Banach support E1. One can choose E2 = E1 and obtain assertion (5).
(5)⇒ (2): Let K ∈ Ks0 be ν-reducing. Then, e˜(ν) = e˜(ν|K)∗e(ν|Kc) has Banach
support EK + E2. Let K2 ∈ Ks0 be the closed unit ball of E2. The Gaussian part
̺ has Banach support E3 = EH for some H ∈ Ks0 and δγ has Banach support
Rγ. Put K ′ := K + K2 + H + [−1, 1] · γ which is in Ks0 by Lemma 4.12. Then,
µ := e˜(ν) ∗ ̺ ∗ δγ has Banach support E1 := EK′ = EK + E2 + E3 + Rγ and
as µ‖E1 is infinitely divisible on E1, there exists a root (µ‖E1)
∗t0 = (µ∗t0)‖E1 by
Lemma 4.6. Therefore, PXt0 = µt0 = µ
∗t0 also has Banach support E1 which is the
assertion. 
Appendix A. Some functional analysis
In this appendix we investigate conditions for Ks0(E) or B
s
0(E) being fundamental
in K0(E).
Proposition A.1. In Fréchet spaces Ks0(E) is fundamental in K0(E).
Proof. The proof is essentially given in [6, Theorem 3.6.5] but presented here for
convenience: If K ∈ K0 there exists A ∈ K0 such that K is compact in EA, cf. [20,
Lemma p.18]. Again, in EA there exists C ∈ K0(EA) ⊆ K0(E) with K compact
in EC and C is compact in EA. A factorisation lemma of Davis-Fiegel-Johnson-
Pelchińsky [10, Corollary 1] for weakly compact operators provides a Banach space
Y which is reflexive and continuously embedded into EA and C is bounded in Y .
This continuity of EC → Y yields that K is compact in Y . Taking the closure L
in Y of the linear hull of K yields a reflexive subspace of Y which is separable as
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it is the closure of the image of the compact mapping J : EK → Y , where J is the
natural embedding). By blowing up by a suitable factor, the closed unit ballK0 of L
can be chosen such that K is contained in K0 by continuity. Finally, K0 is compact
in E as reflexivity implies that K0 is weakly compact in L and therefore weakly
compact in E by continuity of the natural embedding. But this implies that K0 is
weakly closed and by convexity and precompactness in E we have K0 ∈ K0(E). 
The following example establishes the connection of our approach to the work
of Üstünel, cf. [40], who considered Lévy processes with values in strong duals of
nuclear spaces which are nuclear and Suslin. In these spaces Ks0 is fundamental in
K0.
Example A.2. Let E′ be a nuclear Suslin space and a strong dual of a separable
barreled nuclear space E. Then, if K is a compact set in E′, there exists an
absolutely convex compact set S ⊃ K such that E′S is a separable Hilbert space.
Thus, Ks0(E
′) is fundamental in K0(E′).
Proof. In a nuclear space there exists a neighbourhood base U such that for all
U ∈ U the completion of the space E/p−1U ({0}) is a separable Hilbert space E(U).
Its dual space can be identified with E′U◦ , where U
◦ is the polar of U . Define
K′ := {U◦ : U ∈ U} which is a fundamental system of closed bounded sets in
E′ because E is barreled, cf. [33, 5.2, p.141]. As E′ is nuclear, all bounded sets
are precompact, cf. [33, p. 101, Corollary 2] and K′ consists of compact sets only.
Choosing a compact set K in E′ one finds an S ∈ K′ with S = U◦, U ∈ U , such that
K ⊆ S. Consequently, K ⊆ E′S ∼= (E(U))
′ which is a separable Hilbert space. 
Remark A.3. Üstünel claims in his proof of Theorem III.1 [40] that in his setting
for a given K ∈ K0(E′) one can always choose S ∈ K′ such that K ⊆ S. This
means K′ is a fundemental system of bounded sets, which is only the case if E is
barreled. But this assumption is missing in the mentioned paper.
One easily verifies the following stability properties:
Lemma A.4. (1) If E1, . . . , En have fundamental systems of Banach disks, so
does the locally convex direct sum E1 ⊕ . . .⊕ En.
(2) If E has a fundamental system of Banach disks, so does every closed sub-
space F .
A.1. A sufficient condition for Ks0(E) being fundamental. The construction
in Proposition A.1 is only known for Fréchet spaces. If for every compact disk K in
E one can find a larger compact disk B with compact embeddings EK →֒ EB →֒ E
one obtains a similar result.
Proposition A.5. LetK ∈ K0(E). If there exists a compact disk B ⊆ E containing
K and such that the canonical injection J : EK → EB is compact, then there is
also a compact disk K0 ∈ Ks0(E) containing K.
Proof. First we note that K is compact in EB as it is precompact by definition and
closed by virtue of continuity of EB →֒ E. The Banach space EB allows to find the
desired compact set K0 ∈ Ks0(EB) ⊆ K
s
0(E) by Proposition A.1. 
In the literature, e.g. [20, 23], the notion of a co-Schwartz space is well-
established. Let S be a system of bounded absolutely convex sets in E. A lo-
cally convex Hausdorff space E is an S-co-Schwartz space if for every B ∈ S there
exists C ⊇ B, C ∈ S such that the natural embedding of the normed spaces
JBC : EB → EC admits a compact extension (to the completions). If S is the
space of closed disks, E is called a co-Schwartz space. In the following, we choose
S = K0(E). By Proposition A.5 we obtain:
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Corollary A.6. In K0-co-Schwartz spaces the family Ks0(E) is fundamental.
Corollary A.7. Let K ∈ K0(E). If there exists a bounded closed disk B ⊆ E
containing K and such that the canonical injection J : EK → EB is compact, then
there is also a compact disk K0 ∈ Ks0(E) containing K.
Proof. In view of Proposition A.1, K is compact in some Banach space EB, B ∈
B0(E) and there is a compact disk K0 ∈ Ks0(EB) ⊆ K
s
0(E) with K0 ⊇ K. 
The property of B being a Banach disk only depends on duality. In fact, the
factorisation theorem in Proposition A.1 tells that the property of E being a K0-
co-Schwartz space only depends on duality as the compact operator ı : EK →֒ EB
can be factored by two consecutive compact operators EK →֒ EK0 →֒ EB and K
is compact in EK0 . This yields
Corollary A.8. Let (E, τ) be a locally convex space and E′ = (E, τ)′. If on E there
is a K0-co-Schwartz locally convex topology τ ′ which is compatible with duality
〈E,E′〉, then (E, τ) is K0-co-Schwartz. In this case, the family Ks0(E) is fundamen-
tal. Furthermore, then one can always choose compact sets from Ks0(E, µ(E,E
′)),
i.e., separable compact Banach disks in the Mackey topology.
Corollary A.9. Fréchet spaces are K0-co-Schwartz.
Proposition A.10. Co-Schwartz spaces are K0-co-Schwartz.
Proof. If E is a co-Schwartz space, it is quasi-complete, cf. [20, Chapter 1, The-
orem (4d)]. Let K ∈ K0(E). It suffices to show that there exists B ∈ K0(E)
such that the canonical embedding JKB is compact. For K one finds a larger (not
necessarily compact) disk C such that the extension of the canonical embedding
JKC is compact. Without loss of generality C is closed (e.g. take the closure of a
suitable disk), so we assume that C be closed, thus complete by quasi- completeness
of E. Its linear hull EC is a Banach space. In particular, it is K0-co-Schwartz by
Corollary A.9. Therefore, one finds a compact disk B ⊇ K in EC (and therefore in
E) and the assertion follows. 
Remark A.11. Interestingly, although we need our assumptions for different pur-
poses, Dettweiler posed essentially the same two conditions in [12, Section 3]: In E
there should exist a fundamental system KsH of KH of compact Hilbert disks (EK
is a separable Hilbert space for all K ∈ KsH). A second condition requests that for
every K ∈ KsH there is an L ∈ K
s
H , K ⊆ L, such that ı : EK → EL is compact, i.e.,
it is a KsH -co-Schwartz space.
Acknowledgements. I want to express my deepest gratitude to my PhD supervisor
Stefan Geiss for all the fruitful discussions and for his careful reading and valuable
contributions to this work.
References
[1] S. Albeverio and B. Rüdiger. Stochastic Integrals and Lévy-Itô decomposition on separable
Banach spaces. In 2nd MaPhySto Lévy Conference, 2002.
[2] D. Applebaum. Lévy Processes and Stochastic Integrals in Banach Spaces. Probab. Math.
Statist., 27:75–88, 2007.
[3] D. Applebaum. Lévy Processes and Stochastic Calculus. Cambridge University Press, Cam-
bridge, 2nd edition, 2009.
[4] F. Baumgartner. Stochastic Analysis for Lévy Processes. PhD thesis, Universität Innsbruck,
2015.
[5] P. Billingsley. Convergence of probability measures. John Wiley & Sons, New York, 2 edition,
1999.
[6] V. I. Bogachev. Gaussian measures. Number 62 in Mathematical Surveys and monographs.
American Mathematical Society, Rhode Island, 1991.
LÉVY PROCESSES WITH VALUES IN LOCALLY CONVEX SUSLIN SPACES 27
[7] V. I. Bogachev. Gaussian measures on linear spaces. J. Math. Sci., 79(2):933–1034, 1996.
Analysis, 8.
[8] T. Bojdecki and L. G. Gorostiza. Langevin equations for S′-valued Gaussian processes and
fluctuation limits of infinite particle systems. Probab. Theory Relat. Fields, 73(2):227–244,
1986.
[9] T. Bojdecki and J. Jakubowski. The Girsanov theorem and weak solutions of stochastic
differential equations in the dual of a nuclear space. Stochastic Anal. Appl., 9(4):401–428,
1991.
[10] W. J. Davis, T. Figiel, W. B. Johnson, and A. Pelczynski. Factoring weakly compact opera-
tors. J. Functional Analysis, 17:311–327, 1974.
[11] E. Dettweiler. Grenzwertsätze für Wahrscheinlichkeitsmaße auf Badrikianschen Räumen.
Probability Theory and Related Fields, 34:285–311, 1976.
[12] E. Dettweiler. Stabile Maße auf Badrikianschen Räumen. Math. Z., 146(2):149–166, 1976.
[13] E. Dettweiler. Banach space valued processes with independent increments and stochastic
integration. In Probability in Banach spaces IV (Oberwolfach 1982), volume 990 of Lectures
Notes in Mathematics, pages 54–83, 1983.
[14] S. N. Ethier and T. G. Kurtz.Markov processes. Wiley Series in Probability and Mathematical
Statistics: Probability and Mathematical Statistics. John Wiley & Sons, Inc., New York, 1986.
Characterization and convergence.
[15] D. Feyel and A. de La Pradelle. Brownian processes in infinite dimension. Potential Anal.,
4(2):173–183, 1995.
[16] C. A. Fonseca Mora. Stochastic Partial Differential Equations with Lévy Noise in Duals of
Nuclear Spaces. PhD thesis, The University of Sheffield, 2015.
[17] S. Geiss and Y. Ylinen. Decoupling on the Wiener space and applications to BSDEs. preprint,
2015. arXiv:1409.5322.
[18] L. G. Gorostiza, R. Navarro, and E. R. Rodrigues. Some long-range dependence processes
arising from fluctuations of particle systems. Acta Appl. Math., 86(3):285–308, 2005.
[19] H. Heyer. Structural Aspects in the Theory of Probability. World Scientific, Singapore, 2nd
edition, 2010.
[20] H. Hogbe-Nlend and V. B. Moscatelli. Nuclear and conuclear spaces, volume 52 of North-
Holland Mathematics Studies. North-Holland Publishing Co., Amsterdam, 1981. Introductory
course on nuclear and conuclear spaces in the light of the duality “topology-bornology”, Notas
de Matemática [Mathematical Notes], 79.
[21] K. Itô. Foundations of stochastic differential equations in infinite-dimensional spaces, vol-
ume 47 of CBMS-NSF Regional Conference Series in Applied Mathematics. Society for In-
dustrial and Applied Mathematics (SIAM), Philadelphia, PA, 1984.
[22] A. Janssen. Zero-one laws for infinitely divisible probability measures on groups. Z. Wahrsch.
Verw. Gebiete, 60(1):119–138, 1982.
[23] H. Jarchow. Locally convex spaces. Teubner, Stuttgart, 1981.
[24] G. Kallianpur and V. Pérez-Abreu. Stochastic evolution equations driven by nuclear-space-
valued martingales. Appl. Math. Optim., 17(3):237–272, 1988.
[25] G. Kallianpur and V. Pérez-Abreu. Weak convergence of solutions of stochastic evolution
equations on nuclear spaces. In Stochastic partial differential equations and applications, II
(Trento, 1988), volume 1390 of Lecture Notes in Math., pages 119–131. Springer, Berlin,
1989.
[26] G. Kallianpur and J. Xiong. Diffusion approximation of nuclear space-valued stochastic-
differential equations driven by Poisson random measures. Ann. Appl. Probab., 5(2):493–517,
1995.
[27] G. Kallianpur and J. Xiong. Stochastic differential equations in infinite-dimensional spaces.
Institute of Mathematical Statistics Lecture Notes—Monograph Series, 26. Institute of Math-
ematical Statistics, Hayward, CA, 1995. Expanded version of the lectures delivered as part of
the 1993 Barrett Lectures at the University of Tennessee, Knoxville, TN, March 25–27, 1993,
With a foreword by Balram S. Rajput and Jan Rosinski.
[28] R. Kumar. Current fluctuations for independent random walks in multiple dimensions. J.
Theoret. Probab., 24(4):1170–1195, 2011.
[29] J. Maas. Analysis of Infinite Dimensional Diffusions. PhD thesis, Technische Universiteit
Delft, 2009.
[30] V. Pérez-Abreu and A. Rocha-Arteaga. Lévy processes in Banach spaces: distributional prop-
erties and subordination. In Stochastic models (Mexico City, 2002), volume 336 of Contemp.
Math., pages 225–235. Amer. Math. Soc., Providence, RI, 2003.
[31] M. Riedle and O. van Gaans. Stochastic integration for Lévy processes with values in Banach
spaces. Stochastic Process. Appl.
28 FLORIAN BAUMGARTNER
[32] K. Sato. Lévy Processes and Infinitely Divisible Distributions. Cambridge University Press,
Cambridge, 1999.
[33] H. H. Schaefer and M. P. Wolff. Topological vector spaces, volume 3 of Graduate Texts in
Mathematics. Springer-Verlag, New York, second edition, 1999.
[34] L. Schwartz. Radon measures on arbitrary topological spaces and cylindrical measures. Pub-
lished for the Tata Institute of Fundamental Research, Bombay by Oxford University Press,
London, 1973. Tata Institute of Fundamental Research Studies in Mathematics, No. 6.
[35] L. Schwartz. Processus de Markov et désintégrations régulières. Ann. Inst. Fourier (Greno-
ble), 27(3):xi, 211–277, 1977.
[36] E. Siebert. Einbettung unendlich teilbarer Wahrscheinlichkeitsmasse auf topologischen Grup-
pen. Z. Wahrscheinlichkeitstheorie und Verw. Gebiete, 28:227–247, 1973/74.
[37] G. E. F. Thomas. Integration of Functions With Values in Locally Convex Suslin Spaces.
Transactions of the American Mathematical Society, 212:pp. 61–81, 75.
[38] A. Tortrat. Sur la structure des lois indéfiniment divisibles (classe t(X)) dans les espaces
vectoriels X sur le corps réel). Z. Wahrscheinlichkeitstheorie und Verw. Gebiete, 11:311–326,
1969.
[39] A. S. Üstünel. Stochastic Integration on Nuclear Spaces. Annales de l’Istitut Henri Poincaré,
18(2):165–200, 1982.
[40] A. S. Üstünel. Additive Processes on Nuclear Spaces. Ann. Probab., 12(3):858–868, 1984.
[41] N. N. Vakhania, V. I. Tarieladze, and S. A. Chobanyan. Probability distributions on Banach
spaces, volume 14 of Mathematics and its Applications (Soviet Series). D. Reidel Publish-
ing Co., Dordrecht, 1987. Translated from the Russian and with a preface by Wojbor A.
Woyczynski.
[42] G. Ziglio and B. Rüdiger. Itô formula for stochastic integrals w.r.t. compensated Poisson
random measures on separable Banach spaces. Stochastics, 78(3):377–410, 2006.
