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Re´sume´ – Nous proposons dans cette communication d’e´valuer le potentiel des me´thodes de Compressed Sensing re´cemment
introduites, a` travers leur application a` quelques proble`mes importants en astrophysique observationelle. Apre`s avoir rapidement
de´crit les bases mathe´matiques de ces approches, des exemples sont de´veloppe´s dans la cadre de la variabilite´ stellaire, de la
reconstruction d’images satellitaire et enﬁn dans le cadre plus prospectif des futures possibilite´s oﬀertes par les grands projets
d’interfe´rome`tres a` multiples bases pour l’imagerie directe dans le plan de Fourier.
Abstract – We investigate in this communication how recently introduced “ Compressed Sensing” methods can be applied to
some important problems in observational Astronomy. The mathematical background is ﬁrst outlined. Some examples are then
described in stellar variability and in image reconstruction for space-based observations. We ﬁnally illustrate the interest of such
techniques for direct imaging through stellar interferometry.
1 Introduction
Enregistrer et compresser un signal requiert classique-
ment de l’e´chantillonner a` la fre´quence de Nyquist, d’en
calculer la repre´sentation dans une certaine base (transfor-
mation), et de retenir les coeﬃcients les plus signiﬁcatifs
apre`s transformation. Ce processus conduit a` un double
gaspillage : en terme d’e´chantillonnage (on fait l’acquisi-
tion de tout le signal) et en terme de complexite´ (on traite
tout le signal pour n’en retenir que quelques coeﬃcients).
Les travaux re´cents [3, 4, 8] autour du Compressed Sensing
(CS, qu’on pourrait traduire par Acquisition compresse´e
de donne´es ) permettent de lever ces de´savantages en mo-
diﬁant le cadre de l’acquisition des donne´es1 . L’approche
exploite le fait que les signaux ayant une repre´sentation
e´parse dans une certaine base Ψ (le cas de la plupart des
signaux physiques) peuvent eˆtre reconstruits a` partir d’un
nombre limite´ de projections sur une deuxie`me base Φ, in-
cohe´rente avec la premie`re. La base Φ est dite incohe´rente
avec Ψ si aucune de ses lignes n’admet de repre´sentation
e´parse sur la base Ψ2. De fac¸on tre`s inte´ressante, les pro-
jections ale´atoires constituent des bases incohe´rentes avec
toutes les bases ﬁxes (cas par exemple ou` Ψ est la ma-
trice Identite´, la matrice de la transforme´e de Fourier,...).
Conside´rons un signal x repre´sente´ par ses e´chantillons
x (x est un vecteur N×1) et une base Ψ. Ψ est une matrice
N × N avec Ψ = [Ψ1...ΨN ]. Le signal x a une repre´sen-
tation e´parse dans une base Ψ si chaque vecteur x peut
eˆtre approxime´ par x ≈
∑K
i=1 θiΨi, ou` les θi sont les coef-
ﬁcients de x dans Ψ, et ou` K << N .
Conside´rons aussi une matrice M ×N dite de mesure ,
Φ, avec M < N et dont les lignes sont incohe´rentes avec
1cf http ://www.dsp.ece.rice.edu/cs/ pour re´fe´rences et algo-
rithmes permettant une recherche reproductible.
2Le degre´ de cohe´rence entre deux bases Ψ1 et Ψ2 peut eˆtre de´ﬁni
comme maxi=j Ψ1i ∗Ψ2j [7].
les colonnes de Ψ. Comme mentionne´ ci-dessus, les coeﬃ-
cients de Φ peuvent eˆtre par exemple des variables ale´a-
toires inde´pendantes et identiquement distribue´es, des 0
et des 1 ale´atoirement re´partis, etc. Les mesures y sont
obtenues par y = Φx, ou` y est M × 1 et M < N (donc de
dimension re´duite par rapport a` x). Les travaux ci-dessus
[8] montrent que pour un vecteur x donne´, il existe un fac-
teur c > 1 tel que seulement cK mesures de x sont ne´ce´s-
saires pour reconstruire x presque suˆrement. En d’autres
termes, cK mesures sont suﬃsantes pour capter toute l’in-
formation contenue dans le signal x. Les applications sont
vastes puisque de nombreux signaux naturels ont une
repre´sentation e´parse. Pour imposer que les signaux re-
construits soient e´pars, une approche naturelle est d’im-
poser que le support (ou le nombre de composantes non
nulles, ou encore la norme L0) des signaux reconstruits
soit minimal. Malheureusement, cette contrainte me`ne a`
des algorithmes NP complets, dont la complexite´ expo-
nentielle rend l’usage impraticable pour des valeurs re´a-
listes de N [9]. Cependant, la contrainte sur L0 peut eˆtre
relaxe´e en imposant que la norme L1 des signaux recons-
truits soit minimale3. Pour des signaux K-e´pars et sous
certaines conditions sur Φ et Ψ, on montre que les solu-
tions obtenues en minimisant les normes L1 et L0 sont
les meˆmes ( relaxation convexe [7]). La reconstruc-
tion de x est obtenue a` travers des me´thodes d’optimi-
sation sous contraintes, qui admettent des solutions en
programmation line´aire. Nous imposons donc que la solu-
tion recherche´e soit a` la fois e´parse et en accord avec les
donne´es, et nous recherchons un ensemble de coeﬃcients
θ∗ = [θ∗1 θ
∗
2 ... θ
∗
M ]
t tels que
θ∗ = argmin |θ|1 , sous la contrainte ΦΨθ
∗ = y, (1)
et le signal reconstruit s’exprime alors x̂ = Ψθ∗.
3La norme Lp de x = [x1 ... xN ]
t est |x|p = [
∑N
i=1
|xi|
p]
1
p .
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La Sec. 2 formalise sans entrer dans les de´tails le proble`me
tel qu’il peut s’appliquer a` l’e´tude de variabilite´ stellaire.
Les avantages que peut apporter le CS pour la reconstruc-
tion de certaines images satellitaires (a` travers l’exemple
de Gaia) sont illustre´s en Sec. 3. La dernie`re section se
penche sur les aspects lie´s a` la reconstruction d’images
interfe´rome´triques, avec des mesures dans le plan de Fou-
rier.
Il faut souligner que des me´thodes prenant en compte de
fac¸on re´aliste la complexite´ des donne´es astrophysiques ne´-
ce´ssitent clairement un traitement plus approfondi que les
re´sultats pre´sente´s ici. Ce papier constitue essentiellement
une bre`ve synthe`se de re´sultats existants dans le domaine,
et un aperc¸u de leur potentiel pour des applications en
astronomie. Pour les applications pre´sente´es il s’agit donc
surtout d’une de´monstration de principe. Les algorithmes
de reconstruction utilise´s utilisent des me´thodes de pro-
grammation line´aire imple´mente´es dans l’outil l1-magic
disponible a` http ://www.dsp.ece.rice.edu/cs/.
2 CS et variabilite´ stellaire
Le proble`me est dans ce cas de de´tecter si un signal
e´chantillonne´ irre´gulie`rement dans le temps contient ou
non un signal pe´riodique. Pour des observations au sol,
l’e´chantillonnage irre´gulier est duˆ par exemple a` des in-
tempe´ries, ou a` des contraintes lie´es aux coordonne´es ge´o-
graphiques des sites d’observations ne permettant pas une
couverture temporelle continue. Pour des observations spa-
tiales, l’e´toile a` observer peut passer dans le champ du te´-
lescope a` des dates ale´atoires (ce sera par exemple le cas
d’un satellite comme Gaia [10]). Ce proble`me peut-eˆtre
reformule´ dans le cadre du CS : les inconnues x sont dans
ce cas le signal pe´riodique x = [x1 ... xN ]
t obtenu par un
e´chantillonnage re´gulier a` des dates t, t +∆t, ..., t + N∆t,
ou` la re´solution temporelle ∆t est arbitrairement e´leve´e.
Ce signal e´tant pe´riodique, il admet une repre´sentation
e´parse, par exemple dans la base de Fourier (Ψ est dans
ce cas la matrice de transformation de Fourier inverse). Les
donne´es y (les courbes de lumie`re ) peuvent eˆtre vues
comme un e´chantillonnage de x (plus du bruit) correspon-
dant aux dates auxquelles les observations ont e´te´ eﬀec-
tue´es, i.e. a` un sous-ensemble de M dates t+n1∆t, ..., t+
nM∆t. Dans ce cas y = Φx, ou` Φ est une matrice de 0 et
de 1 avec Φi,j = δj,ni .
Pour la reconstruction, on recherche alors un ensemble de
coeﬃcients θ∗ dans l’espace de Fourier ayant une norme L1
minimale, sous la contrainte ΦΨθ∗ = y (ou |ΦΨθ∗− y|2 <
b). Cette application ne sera pas plus de´taille´e ici ; men-
tionnons seulement qu’il est inte´ressant de resituer des tra-
vaux de´veloppe´s en analyse de variabilite´ stellaire (par ex.
[14]) par rapport au cadre du CS : en eﬀet, ces travaux
s’appuient sur un algorithme de Matching Pursuit, qui est
une me´thode exploitant le caracte`re e´pars des signaux.
3 Reconstruction d’images pour le
satellite Gaia
Gaia est un satellite qui fera une cartographie comple`te
des objets ce´lestes jusqu’a` des objets tre`s peu brillants (≈
magnitude 20 dans le visible4), en 3D et avec une pre´cision
astrome´trique jamais atteinte (lancement ﬁn 2011). Le
4Sirius, l’e´toile la plus brillante du ciel a une magnitude apparente
de 1.46. La diﬀe´rence de magnitude ∆m entre deux e´toiles de ﬂux F1
et F2 e´tant ∆m = −2.5 log10
F2
F1
, Gaia observera des e´toiles ≈ 10−8
fois moins brillantes que Sirius.
grand nombre de donne´es enregistre´es (1 milliard d’e´toiles
en 5 ans, chacune observe´e en moyenne 80 fois) ne permet
pas de transmettre au sol des images a` haute re´solution.
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Fig. 1 – a) Image originale, et images seuille´es en ne
retenant que les 214 (b), 144 (c) et 100 (d) pixels de plus
forte intensite´. L’e´toile centrale est de magnitude 18, les
autres de magnitude 20.
Chacune de ces 80 images repre´sentera par conse´quent
une version basse re´solution d’un meˆme champ centre´ au-
tour de la meˆme e´toile, convolue´ par la fonction d’e´tale-
ment de Gaia. De plus, a` cause du mouvement propre du
satellite, chaque image subira d’une prise a` l’autre une ro-
tation et un de´centrage ala´toires. On peut montrer [5] que
le me´canisme d’acquisition de ces images peut eˆtre mode´-
lise´ comme y = Φx+b, ou` x est l’image (vectorise´e) a` haute
re´solution recherche´e, et ou` Φ est une matrice prenant en
compte les eﬀets de la fonction d’e´talement, de rotation
et de translation ale´atoires, et ﬁnalement de la coaddition
de pixels par paquets avant transmission au sol.
Nous illustrons ici le potentiel de me´thodes base´es sur une
minimisation L1 pour un syste`me d’acquisition de don-
ne´es proches de celui de Gaia. Dans le cas conside´re´ ici,
la matrice Φ est une matrice ale´atoire a` coeﬃcients gaus-
siens identiquement distribue´s. L’image recherche´e x est
l’image a` haute re´solution pre´sente´e dans la Fig. 1 en haut
a` gauche. L’image originale (100 x 100 pixels, N = 10000)
correspond a` ce que le satellite Gaia enregistrerait avec des
pixels carre´s de 59 mas de coˆte´ (sans bruit). Elle montre un
champ d’e´toiles (pics de Dirac convolue´s par la PSF) d’en-
viron 6 arcsec de coˆte´. Ces images sont clairement e´parses
dans l’espace direct. Pour quantiﬁer cette proprie´te´, on
peut conside´rer les images obtenues en ne retenant qu’une
fraction des pixels de plus forte intensite´. D’apre`s la Fig.
1, l’information originale est contenue sur K ≈ 100 coeﬃ-
cients (l’information est concentre´e sur ≈ 1% des pixels).
Comme mentionne´ en Sec. 1, il faut s’attendre a` ce que
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Fig. 2 – Images reconstruites a` partir d’images vectorise´es
y = Φx˜. de dimensions 300, 600, 1200 et 2400 points.
des techniques base´es sur le Compressed Sensing ne´ces-
sitent des donne´es de dimension cK pour reconstruire les
images, ou` c est un facteur de´pendant du signal qui reste
a` de´terminer.
Les sce`nes ce´lestes observe´es par Gaia e´tant pour la plu-
part e´parses par nature (la grande majorite´ d’entre elles
comportant une e´toile pre`s du centre de l’image et une ou
deux autres a` quelques pixels), il est pertinent d’exploi-
ter une minimisation en norme L1. La Fig. 2 montre les
images reconstruites en utilisant des projections ale´atoires
de dimensions 300 a` 2400 a` partir de versions bruite´es x˜ de
l’image originale. Le bruit simule´ ici est le bruit (Poisso-
nien) de de´tection lie´ a` la nature quantique de la lumie`re
(bruit dominant pour les faibles ﬂux conside´re´s). La me´-
thode se re´sume donc a` rechercher un ensemble de coeﬃ-
cients θ∗ = x∗ de l’espace direct posse´dant une norme L1
minimale, sous la contrainte Φx˜∗ = y.
Les re´sultats de la Fig. 2 montrent que les objets seraient
de´tectables de`s lors que l’on dispose d’environ 600 points
de mesure. Par ailleurs des tests ont montre´ que la re-
construction est peu sensible au bruit dans ce cas. Ces
re´sultats situent empiriquement le facteur c mentionne´ en
Sec. 1 autour de 6 (pour des me´thodes base´es sur la pro-
grammation line´aire, une valeur indicative pour la recons-
truction exacte est c ≈ log2(1 +
N
K
) soit c ≈ 7 dans notre
cas [12]). La reconstruction est de bonne qualite´ au-dela`
de 1200 points.
A` titre de comparaison, les images Gaia comprendront ty-
piquement 60 points de mesures chacune. La Fig. 2 est par
conse´quent comparable a` une reconstruction du champ
x re´alise´e en utilisant les informations de 5, 10, 20 et
40 images. Ne´anmoins ces re´sultats ne sont qu’indicatifs
puisque dans le cas de Gaia Φ ne sera pas exactement
un matrice ale´atoire (mais elle en sera proche en raison
du me´canisme d’acquisition des donne´es). Une approche
base´e sur la minimisation L1 est donc tre`s prometteuse,
et son adaptation pre´cise au cas de Gaia est a` l’e´tude.
Les re´sultats seront compare´s a` une me´thode re´gularise´e
de type Tykhonov de´ja` de´veloppe´e pour Gaia (moindres
carre´s re´gularise´s avec contrainte de douceur, voir [5, 6]).
L’eﬀet du bruit (principalement le fond de ciel, le bruit
Poissonien de de´tection et le bruit Gaussien de lecture lie´
a` la came´ra CCD) sur la reconstruction est e´videmment
un aspect important que l’e´tude devra couvrir.
Nous avons conside´re´ ci-dessus uniquement des objets ponc-
tuels (champs d’e´toiles) parce que ce sera le cas le plus fre´-
quents, mais un grand nombre d’objets e´tendus (galaxies,
ne´buleuses plane´taires, etc...) sera e´galement observe´. La
me´thode de reconstruction visant une solution compacte
est aussi exploitable dans ce cas : on cherche alors a` expri-
mer l’objet e´tendu x comme x = Ψθ, ou` Ψ correspond par
exemple a` une base d’ondelettes, ou dans le cas ge´ne´ral a`
une concate´nation de dictionnaires adapte´s a` la repre´sen-
tation compacte des objets astronomiques conside´re´s. La
reconstruction est obtenue par l’eq. (1).
4 CS et interfe´rome´trie
En interfe´rome´trie stellaire, les donne´es sont compose´es
de points (u, v) de l’espace de Fourier re´partis en fonc-
tion de la conﬁguration ge´ome´trique de la base interfe´ro-
me´trique. L’e´chantillonnage ainsi re´alise´ est proche d’eˆtre
ale´atoire, menant a priori a` une base de mesure univer-
selle. Les images e´tant la` encore dans de nombreux cas
e´parses (e´toiles dans un champ), on peut chercher a` ex-
ploiter une contrainte sur la norme L1 pour la reconstruc-
tion. Dans ce cas les donne´es obtenues peuvent s’e´crire
comme y = ΦΨx, ou` Φ exprime les conditions expe´rimen-
tales (ge´ome´triques) de l’acquisition, et ou` Ψx est dans
ce cas la transforme´e de Fourier de l’image a` reconstruire.
Le proble`me e´tant de reconstruire les images dans l’es-
pace direct, on cherche x∗ = argmin |x|1 sous la contrainte
ΦΨx∗ = y .
La Fig. 3 illustre ces conside´rations. L’image x a` recons-
truire est la meˆme qu’en Fig. 1 a). Dans le cas des deux
vignettes du haut, l’ image mesure´e est obtenue a` par-
tir de l’image d’origine projete´e dans l’espace de Fourier,
puis sous-e´chantillonne´e quasi-ale´atoirement (ou de fac¸on
irre´gulie`re) : on impose que les points de mesure se si-
tuent sur des lignes radiales dans le plan de Fourier. Le
nombre total de points de mesure correspondant a` ces
lignes est indique´. Les deux vignettes du haut sont les
images reconstruites en minimisant la variation totale D
(i.e. la somme du gradient, e´value´e a` une dimension par
D(x) =
∑
i
√
(xi+1 − xi)2). Cette contrainte, qui revient
a` favoriser les solutions constantes par morceaux, est par-
fois utilise´e dans la litte´rature comme une solution alter-
native pour trouver des solutions compactes [11]. Il appa-
raˆıt sur les vignettes de droite de la Fig. 3 que la recons-
truction est acceptable avec un sous-e´chantillonnage d’un
facteur ≈ 25. Au-dela`, des arte´facts apparaissent. Ceux-ci
sont lie´s au type d’e´chantillonnage conside´re´ : dans le cas
de lignes, la Fig. 3 a) comprend deux lignes oriente´es a`
90 degre´s l’une de l’autre, structure qui se retrouve dans
l’image reconsruite. De telles structures n’apparaissent pas
dans le cas de points ale´atoirement distribue´s (Fig. 3 c) ).
Ce dernier cas montre aussi que les e´toiles environnantes
sont de´tectables alors qu’on a peu de donne´es.
Il est important de souligner que ces mesures multiples
dans le plan (u, v) ne seraient facilement re´alisables
que dans l’hypothe`se d’interfe´rome`tres multiples spatiaux.
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Dans le cas d’observations interfe´rome´triques a` bases mul-
tiples au sol, les perturbations de front d’onde induites par
la pre´sence de turbulence atmosphe´rique ne permettent
pas d’acce´der facilement a` la phase de la visibilite´ com-
plexe dans le plan (u, v). Les relations de cloˆtures de phases
de´termine´es pour chaque triplet de te´lescopes (un triplet
permet de former trois bases) permettent d’identiﬁer
(Ntel−1)(Ntel−2)
2 e´quations inde´pendantes sur les phases des
C2Ntel visibilite´s mesurables dans le plan (u, v), avec un
ensemble de Ntel te´lescopes. Les mesures de phases dif-
fe´rentielles re´cemment propose´es par ex. dans [13] four-
nissent un second ensemble d’e´quations de contraintes sur
ces phases, permettant d’envisager l’identiﬁcation de l’en-
semble des phases. Les variances d’estimations de ces der-
nie`res (dont l’e´tude est entame´e dans [13]) s’expriment
alors comme autant de perturbations sur les mesures e´parses
disponibles, et devront eˆtre soigneusement analyse´es dans
les travaux a` venir.
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Fig. 3 – Images reconstruites pour un e´chantillonnage sur
des lignes radiales (ligne du haut) et des points (lignes
du bas), pour un sous-e´chantillonnage de 50 (colonne de
gauche) et de 25 (colonne de droite) par rapport a` la Fig.
1 a) ou` N = 10000.
5 Conclusions et perspectives
Les e´tudes envisage´es ici ont en commun de ne pas of-
frir de degre´s de liberte´ en ce qui concerne la conception
du processus d’acquisition. Nous nous sommes limite´s au
cas ou` le processus d’acquisition re´alise un e´chantillonnage
ale´atoire (ou irre´gulier) d’un signal qui posse`de une re-
pre´sentation e´parse dans un espace transform´e. Ces ide´es
rejoignent le cadre des proble`mes inverses ou` le carac-
te`re e´pars des signaux est exploite´. Les re´sultats pre´sente´s
montrent le fort potentiel du CS pour des applications va-
rie´es en astronomie, meˆme si ces e´tudes demandent a` eˆtre
adapte´es plus ﬁnement aux contraintes expe´rimentales. De
plus, la complexite´ des me´thodes de minimisation L1 reste
en ge´ne´ral e´leve´e (cubique en N dans le cas de la program-
mation line´aire). Des me´thodes approche´es gloutonnes
(greedy) de type Matching Pursuit sont moins complexes
mais ne´cessitent un nombre d’observations M plus e´leve´.
La nature du compromis complexite´/qualite´ de la recons-
truction, ainsi que celle des arte´facts e´ventuels dans la
reconstruction devront eˆtre e´value´s suivant le type d’ap-
plication.
D’un point de vue de l’instrumentation, les e´tudes sur la
the´orie du CS ouvrent aussi des perspectives inte´ressantes
pour la conception d’instruments astronomiques (par ex-
emple un satellite qui n’enregistrerait qu’une projection
ale´toire et sous-e´chantillonne´e des signaux, voir l’exploi-
tation d’une came´ra monopixel [2] ou d’une lentille
ale´atoire [1]). De plus, les missions d’interfe´rome´trie spa-
tiale a` venir oﬀrent la possibilite´ de de´ﬁnir des conﬁgu-
rations de bases arbitraires re´alisant un e´chantillonnage
irre´gulier et peu dense du plan de Fourier de l’image re-
cherche´e.
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