Details of a method for the numerical simulation of stellar pulsations and instabilities in the non-linear regime are presented. Important properties of the method are intrinsic mass and energy conservation. These are indispensable if the connection between stellar pulsations and mass loss is to be investigated. A prescription for the construction of initial models is given, which allows for the study of the linear regime of exponential growth of instabilities and a comparison with independent linear stability analyses. The dependence on numerical parameters of the simulations is investigated in detail. As a result, the acoustic luminosity generated by strange mode instabilities in a massive star is found to depend sensitively on the numerical viscosity necessary to handle shock waves. The values derived have to be regarded as lower limits and reach the order of magnitude of the kinetic luminosities observed in the winds of corresponding objects. This result is taken as further indication for a connection between strange mode instabilities and stellar mass loss.
I N T RO D U C T I O N
To determine the ultimate fate of unstable stars, the evolution of their instabilities has to be followed into the non-linear regime by numerical simulations. Only then can observable quantities, such as periods, luminosity variations and photospheric velocities, be predicted and compared with the observed values. Although certain quantities such as periods can also be calculated from the linear analysis, they are affected by non-linear coupling effects and the non-linearly computed periods might differ significantly from the linear ones. Furthermore, the final velocity amplitudes of the stellar pulsations are not directly connected to the linearly determined growth rates of the underlying instabilities. Rather, other parameters (e.g. the global stellar structure) seem to have a considerable influence on the final form of the stellar dynamics. It is therefore highly questionable to draw conclusions directly from the results of a linear analysis. For example, the mass-loss rate parametrization used in Langer et al. (1994) , which uses a fit to the linearly determined growth rates of Kiriakidis, Fricke & Glatzel (1993) , has to be used with caution. For reliable predictions of mass-loss rates, non-linear computations have to be carried out.
The non-linear simulations are usually restricted to stellar envelope models for two reasons. One is that instabilities that are driven by the -mechanism in the stellar core grow on time-scales which E-mail: mgrott@uni-sw.gwdg.de are comparable to the evolutionary time-scale of the models considered (see, for example, , for an analysis of the -mechanism on the main sequence). Another justification for disregarding the stellar core is the increase of the sound speed towards the stellar centre, which leads to a complete reflection of sound waves and prevents pulsations from penetrating into the core. Therefore, the influence of the core is accounted for by imposing suitable boundary conditions for the stellar envelope.
Up to now no dynamical calculations including both the envelope and the stellar atmosphere have been performed. Depending on the objects considered, dust formation in cool atmospheres and line driving in hot atmospheres would then have to be modelled adequately. Therefore, only simulations with decoupled atmosphere and envelope have been performed so far. In some calculations considering the dynamics of stellar atmospheres, envelope pulsations have been accounted for by periodic inner boundary conditions. However, interaction and feedback between atmosphere and envelope have never been investigated. The study of stellar winds would very much benefit from a consistent treatment of both stellar envelope and atmosphere.
Another unsolved problem in the field of stellar pulsations is the interaction between convection and the pulsations. Some authors argue (see, for example, Saio & Wheeler 1985) that disregarding the convective flux is acceptable, as long as only a small fraction of the total flux is transported by convection. A different approach for the treatment of convection is based on an analysis of the timescales involved. If the turnover time-scale of the convective elements
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τ conv is large compared to the dynamical time-scale τ dyn on which the pulsations are taking place, the convective flux for each mass element can be regarded to be constant during the pulsation. This so-called frozen-in approximation was first proposed by Baker & Kippenhahn (1965) and offers a prescription to treat convection in stellar pulsation calculations for selected stellar models.
The study of the final fate of unstable stellar models crucially relies on a correct treatment of the different forms of energy contained in the stellar envelope. While the major part of the energy is stored in the form of internal and potential (gravitational) energy, the final pulsation amplitudes strongly depend on the kinetic energy, which is typically only a tiny fraction of the total energy of the system. Because Wolf-Rayet stars and massive stars reach pulsation velocities close to their escape velocity (Glatzel et al. 1999; Dorfi & Gautschy 2000) , mass loss may sensitively depend on the treatment of energy conservation. The requirement of total energy conservation poses severe restrictions on the choice of admissable difference schemes. In general, schemes related to that proposed by Fraley (1968) are used (e.g. Glatzel et al. 1999) .
Almost all non-linear hydrodynamical calculations require sophisticated tools to handle steep gradients (especially in ionization regions) and shock waves. To resolve these regions properly, adaptive grid algorithms (e.g. Dorfi & Feuchtinger 1991) or grid reconstruction procedures (Chernigovski, Grott & Glatzel 2004 ) are used. However, these introduce an extra dissipation into the numerical scheme whose influence is difficult to estimate and to control. It may lead to a loss of kinetic energy and thus to damping of the pulsation amplitudes. Contrary to the use of artificial viscosity, the energy lost by dissipation is not necessarily transferred to the internal energy of the system. Therefore, these techniques do not satisfy the requirement of energy conservation.
Another problem encountered when simulating stellar pulsations is the relaxation of hydrostatic initial models. Artificial perturbations are introduced by transferring the models from the hydrostatic mesh to the grid used for the dynamical calculations, because the difference schemes are usually not compatible. Techniques to handle this problem include dissipation and viscosity or a pseudo time evolution of the grid (Dorfi & Drury 1987; Dorfi & Feuchtinger 1991) . However, when using these techniques the stellar models have to be perturbed externally to trigger the physical instability and envelope pulsations. Then typically initial velocity amplitudes of the order of 10 km s −1 amounting to 10 per cent of the local sound speed are required (see, for example, Dorfi & Gautschy 2000) . Apart from the fact that the evolution of the physical instability can no longer be followed from hydrostatic equilibrium, the energy balance of the system is significantly disturbed.
In this paper we present a consistent method to simulate nonlinear evolution of stellar instabilities and pulsations. It allows for the study of the evolution of instabilities from hydrostatic equilibrium into the non-linear regime. The method is based on the Fraley scheme (Fraley 1968) and focuses on the aspects of energy conservation and the relaxation of initial models. No adaptive grid or grid reconstruction algorithms are used. The basic equations and assumptions are introduced in Section 2. The details of the numerical treatment are presented in Section 3. Section 4 is dedicated to the construction and relaxation of initial models, and the method is validated in Section 5. As an application, the non-linear pulsations of a massive main-sequence star are studied in Section 6, and the dependence of the results on the choice of numerical parameters, such as grid resolution and artificial viscosity, is investigated there. Our conclusions follow.
BA S I C E Q UAT I O N S A N D A S S U M P T I O N S

Equations
The non-linear evolution of stellar instabilities and pulsations is followed by solving the equations of mass conservation, momentum conservation, energy conservation and the diffusion equation for energy transport together with equations of state and a prescription for the opacity.
We choose a Lagrangian approach, i.e. the independent variables are the time t and the mass m r inside a sphere of radius r. We assume spherical symmetry, include self-gravity and neglect rotation and magnetic fields. Convection is treated in the standard frozen-in approximation (Baker & Kippenhahn 1965) . Under these assumptions, the equations to be solved are given by (see, for example, Cox 1980)
Here ρ, p, p rad , r , v and denote density, gas pressure, radiation pressure, radius, velocity and specific internal energy, respectively. v Q and Q are the viscous momentum transfer and energy generation rate. d/dt is the substantial time derivative, and G is the gravitational constant. F rad and F con are the radiative and convective flux, respectively. The latter is kept constant during the evolution and equal to its initial value. The diffusion coefficient θ is given by
where c is the speed of light and κ is the opacity. The velocity v is defined by
For a complete list of all symbols used in Section 2, we refer to Table 1 .
Equations of state and opacity
The system of equations (1) is closed by a thermal equation of state, a caloric equation of state and a prescription for the opacity. For the equations of state and the opacity, the tables provided by the OPAL project are used. They are described in detail in (opacity) and Rogers, Swenson & Iglesias (1996) (equation of state). The tables also provide derivatives of the thermodynamic quantities both using the thermodynamical basis (ρ, T ) and (p, T), which are needed for the Newton-Raphson method described in Section 3.5. We choose (ρ, p rad ) as the thermodynamic basis, which avoids a highly non-linear dependence on temperature of the diffusion coefficient θ. The basis can be changed using the relation where T is the temperature and a is the radiation constant. We thus obtain the thermal equation of state, the caloric equation of state and the Rosseland mean of the opacity from the tabulated values:
Boundary conditions
Being of fourth order in space, the system of partial differential equations (1) requires four spatial boundary conditions. The stellar core is not affected by the pulsations and its existence is modelled by two boundary conditions for the bottom of the stellar envelope. Thus, the core fixes the radius r c and the luminosity at the bottom boundary of the envelope:
If the bottom boundary of the envelope is situated sufficiently deep in the star, both the boundary condition and the position of the boundary are entirely irrelevant. r c is determined by a cut-off temperature of 10 7 K. Independence of the linear stability analysis of various boundary conditions and depths proves that this choice provides a suitable definition of r c . During the simulations, perturbations at the bottom of the envelope remain in the linear regime.
The remaining two boundary conditions are posed at the photosphere. Their choice is ambiguous because the boundary of the model does not coincide with the physical boundary of the corresponding object. We require the gradient of the compression to vanish there:
Furthermore, no heat is to be stored at the outer boundary:
These boundary conditions appear to allow outgoing shocks to pass the boundary without reflection. Equations (8) and (9) imply boundary values for the density ρ and radiation pressure p rad .
N U M E R I C A L M E T H O D
The reliability of the results of stellar pulsation calculations strongly depends on the correct treatment of the different forms of the energy. In particular, the final dynamics of the systems considered is sensitive to the calculation of the kinetic energy stored in the pulsation. It is typically several orders of magnitude smaller than either the internal or the gravitational energy. In particular, the amount exchanged between internal and gravitational energy by far exceeds the kinetic energy. It is therefore indispensable to use a fully conservative difference scheme. For these reasons, we adopt here a numerical scheme based on a method proposed by Fraley (1968) and Samarskii & Popov (1969) , which is Lagrangian, fully implicit in time and conserves energy intrinsically.
Artificial viscosity
In the non-linear regime, strong shock waves are expected to develop. To handle these shocks, the discontinuities have to be spread out over several mass zones to avoid the large gradients naturally associated with these phenomena. This is usually done by introducing an artificial viscosity Q having the following properties:
(i) Q is sensitive only to compression; (ii) Q is large on the shock and negligible elsewhere; (iii) Q smears out the discontinuities over several mass zones. The viscosity constructed in this way leads to a viscous momentum transfer v Q and a viscous energy generation rate Q . Many stellar pulsation codes use the artificial tensor viscosity proposed by Tscharnuter & Winkler (1979) . It is formulated in analogy to the general form of the stress tensor for the molecular viscosity of a Newtonian fluid as a tensor of rank two (see Tscharnuter & Winkler 1979) . A motivation for this choice is the fact that tensor viscosity vanishes for homologous contraction. However, at least in one dimension, this property can also be incorporated into other formulations of the artificial viscosity by, for example, using limiters (Harten 1983; Caramana, Shashkov & Whalen 1998) . Although the tensor formulation gives superior results when considering the Noh shock tube problem (Noh 1987) , it was found to give similar results as other formulations when solving the full set of stellar pulsation equations including energy transport and self-gravitation (see Section 7).
We obtained the best results for artificial quadratic volume viscosity similar to the von Neumann-Richtmyer form (von Neumann & Richtmyer 1950) . Having the additional advantage that it allows for a straightforward implementation of the viscous terms, it is defined by
with
and ν 0 > 0. Viscous momentum transfer and energy generation rate are then given by
Discretization
The spatial discretization of the system together with the boundary conditions is achieved on a staggered mesh such that the vector valued quantities radius r, velocity v and flux F are defined on the nodes of the grid, whereas the thermodynamic quantities density ρ and (radiation) pressure p ( p rad ) are defined in the grid cells. The mass of each node/cell is denoted by m and m, respectively. They are connected by the relation m i = (1/2)(m i+1 +m i ). At the boundaries m 1 = (1/2)m 2 and m N = (1/2)m N −1 . We use N nodes and N − 1 cells. The discretized system of equations then reads
where quantitiesr and r refer to the next and the current time-step, respectively. The subscript i denotes the number of the cell/node, t is the derivation with respect to time, m is the gradient of cell and m is the divergence of node quantities. The superscripts (α), (σ ) and (0.5) refer to the time weighting of the corresponding quantities (see below). m r,i is the mass inside a sphere of radius r i :
The derivatives with respect to mass are defined by
Note that there is no time weighting in the diffusion equation.
For a consistent definition of the product θ · p rad,m the cell quantity θ has to be mapped to the nodes of the grid. For this operation we take the geometrical mean between neighbouring cells, i.e. the mean diffusion coefficient θ is given by
The scheme is implicit with respect to time and time derivatives are defined by
where quantitiesẑ i and z i refer to the time t n+1 and t n , respectively. (t n+1 = t n + τ , τ is the variable integration time-step.) α and σ ∈ [0, 1] are free weight parameters, and time averaging is performed according to
In the presented simulations, the values α = σ = 1 have been adopted. Special attention has to be paid to the time averaging of the velocity v and the radius r. These are fixed by energy and mass conservation: The velocity has to be averaged with weight 0.5. The time averaging of the radius has to be done according to
For a derivation of the correct time averaging we refer to Sections 3.3 and 3.4, respectively. The system is closed by the definition of the velocity v
For a complete list of all symbols used in Section 3 we refer to Table 2 .
Energy equation
The difference scheme described in Section 3.2 is fully conservative (for details, see Samarskii & Popov 1969; Samarskii 2001) . This implies that, apart from a finite iteration accuracy, the total energy of the system is conserved intrinsically and the main relations satisfied by the differential equations are mapped and also satisfied by the difference equations. The consistent forms of kinetic, gravitational and internal energy are derived from momentum and energy conservation. To demonstrate this, we consider the momentum conservation equation. Multiplying it with v (0.5) i m i and rearranging, we obtain 1 2τ
The left-hand side of this equation corresponds to the time derivative of the kinetic energy E kin,i of node i, and the last term on the righthand side to the time derivative of its potential (gravitational) energy E pot,i . Note that for full conservativity the time weighting of the gravitational term is fixed to the form given (see, for example, Fraley 1968) . Multiplying the energy conservation equation with m j yields
The left-hand side is the time derivative of the internal energy E in, j of cell j. The energy balance for the total stellar envelope is computed by adding equations (21) and (22) and summing over the grid, i.e. for i = 1, . . . , N and j = 1, . . . , N − 1. We use the definitions of the derivatives, rearrange and are left with
where L is the luminosity 4πR 2 (F (σ ) rad + F con ) and L A is the acoustic luminosity 4πR 2 p (α) v (0.5) . Equation (23) is the familiar form of total energy conservation, and states that the energy content of the configuration is changed by the energy fluxes across its surface.
Continuity equation
By adopting a Lagrangian description, mass is both locally and globally conserved. In addition, full conservativity requires the continuity equation to be consistent with the definition of the specific volume. In particular, the relation
must follow from the continuity equation, where the volume V i is given by
This consistency requirement implies a prescription for the time averaging of the radius. The specific volume is given by
Taking the grid time derivative and using the relations ( pq) t = pq t + qp t and r t = v (0.5) , we obtain
Comparing this to the right-hand side of the continuity equation, we are left with
This relation defines how the consistent time weighting of the radius R has to be chosen in order to guarantee mass conservation in the form (24).
Implicit solution by Newton-Raphson iteration
The system (14) is solved implicitly together with the boundary conditions (6)-(9) using a Newton-Raphson method. The implicit treatment makes the numerical scheme much more robust. Moreover, the time-step is in principle not restricted by the Courant-FriedrichsLewy (CFL) condition (Courant, Friedrichs & Lewy 1928) , which in gas dynamics has to be used when solving the system explicitly. The solution of the resulting algebraic system involves the inversion of a block-diagonal matrix, which can, for example, be achieved using the Henyey method (Henyey, Vardya & Bodenheimer 1965) . With respect to a forthcoming application to multidimensional simulations, our approach consists of splitting the system of equations into two groups comprising its mechanical (continuity and momentum conservation equations) and thermal (energy conservation equation and the diffusion equation for energy transport) parts (see, for example, Samarskii 2001) . Each group then contains threediagonal matrices, which can be inverted using the Gauss elimination method. The solution of the complete system is then obtained by an iteration cycle switching between the thermal and mechanical parts.
Dynamical group
The dynamical group is solved for prescribed radiation pressure p rad and consists of the equations
where the index i has been dropped for readability. The viscous momentum transfer is given by
For given values of the variables at time t n , the task of finding their values at time t n+1 is equivalent to finding the roots of the equations
which is done using a Newton-Raphson iteration. The system (30) is linearized with respect to v and ρ without perturbing the radius r and the viscosity ν. Performing a Taylor expansion of the pressure, we are left with the following linearized equations
where δv and δρ are the changes of velocity v and density ρ between two subsequent iteration steps. Their coefficients, F 1 and F 2 , have to be taken from the last iteration step. The algebraic system is solved for δv by taking the spatial derivative of the second equation and substituting the result into the first equation. We are thus left with the equations
for the changes δv i of the velocities v i . For given initial guesses of the variables at iteration step k, new values for the velocity v, density ρ and radius r are computed from
the continuity equation and the definition of the velocity.
Energy group
The solution procedure for the energy group is identical to that applied to the dynamical equations. The energy group is solved at constant ρ, v and comprises the equations
where the diffusion coefficient θ depends on the thermodynamic properties of two neighbouring cells. (Again, the index i has been dropped for readability.) The viscous energy generation rate is given by
We emphasize that, in this formulation, Q 0. The values of the variables at time t n+1 are obtained by calculating the roots of the equations
Linearization is carried out at constant ρ, v. We perform a Taylor expansion of the internal energy , the pressure p and the diffusion coefficient θ and are left with
This algebraic system is solved for δp rad by taking the spatial derivative of the second equation and inserting the result into the first equation. This yields the equations
for the changes of the radiation pressure δ p rad,i . New values of the radiative flux F rad are then computed from the diffusion equation of energy transport.
Convergence and time-step control
Once the values of the variables at time t n are known, the integration of the split system proceeds in two loops. In the inner loop, the dynamical and energy group are solved and new approximations at time t n+1 for the velocity v, density ρ and radius r are obtained separately from the radiation pressure p rad and radiative flux F rad .
In the outer loop, this procedure is repeated until all equations are satisfied simultaneously to within prescribed accuracy. Error bounds ε D , ε E and ε T are specified for convergence control in the dynamical group, the energy group and the outer loop, respectively. In the dynamical group, we require the continuity equation to be satisfied and the variations of the density δρ to be become smaller than the predefined threshold:
In the energy group, the energy conservation equation has to be satisfied and the changes of the radiative flux δ F rad must become smaller than prescribed limit:
Here, the first maximum is to be taken over all cells, the second over all nodes.
Convergence of the outer loop is checked by comparing the pressure gradient p m,i at the beginning and the end of the inner loops. If the changes to the pressure induced in the energy group are sufficiently small, they have no significant influence on the dynamical group and the system has converged. We require the relation
to hold. For the accuracies ε D , ε E and ε T we choose values ∼10 −9 . The method has been implemented allowing for a variable integration time-step τ . The size of τ is chosen such that the number of iterations in each group lies within specified limits. If the number of iterations approaches this limit, the time-step τ is reduced by 10 per cent. If convergence is good and less than 70 per cent of the allowed number of iterations are needed, the time-step is increased by 10 per cent.
At the beginning of a simulation, when the perturbations are in the linear regime, the time-step is usually much larger than the CFL time-step. Once shocks are formed, the time-step is decreased and may drop to 10 per cent of the CFL time-step when the shocks reach their maximum amplitudes.
I N I T I A L M O D E L S A N D R E L A X AT I O N
The generation of initial models proceeds in three steps. First, a hydrostatic envelope is constructed for given mass M, effective temperature T eff , luminosity L and chemical composition X , Y , Z by integration of the initial value problem posed by the equations of hydrostatic equilibrium, mass conservation and energy transport. This is done by standard envelope integration where convection is treated in the standard mixing-length approach with 1.5 pressure scaleheights for the mixing length. The onset of convection is determined by the Schwarzschild criterion. The integration is carried out from the photosphere inwards. The photospheric radius R and pressure p eff are fixed by the boundary conditions
where M is the stellar mass, κ eff is the opacity at the photosphere and σ SB is the Stefan Boltzmann constant. Because κ eff = κ eff ( p eff ) (42) is an implicit equation for the photospheric pressure, it has to be solved iteratively. The envelope model thus obtained provides a spatial distribution of grid points that is not compatible with the numerical scheme used in the dynamical calculations. Moreover, the number of grid points is too high. Therefore, the hydrostatic envelope model and its dependent variables have to be adapted to a grid suitable for the dynamical calculations. Otherwise the numerical errors may induce perturbations with amplitudes in the non-linear regime.
In the second step, a numerical grid suitable for the subsequent dynamical calculation is defined. The mesh size is determined by the condition of constant sound travel time across cells. Starting from the stellar core radius r core , subsequent nodes are defined by
where N is the number of nodes (typically ∼ 500) and τ Cour is the sound travel time across the envelope. The convective flux computed in the envelope integration is defined on the new grid by interpolation. Because the luminosity is constant in the envelope, the radiative flux is defined by
In the last step, the stellar envelope is reintegrated using the difference scheme applied for the dynamical calculations (compare Chernigovski et al. 2004 ). This approach ensures that hydrostatic equilibrium is satisfied to within round-off errors, rather than to O(1/N ), which is the difference between incompatible difference schemes. In the difference scheme chosen, the equations of mass conservation, hydrostatic equilibrium and energy transport read
The system is closed by the equation of state P(ρ, p rad ) and the opacity K(ρ, p rad ). This initial value problem is integrated from the photosphere inwards. Given ρ N −1 , p rad,N −1 the values ρ N −2 , p rad,N −2 are defined by the system (45). Special attention has to be paid to the definition of the values ρ N and p rad,N , which represent the boundary values of the dynamical calculation and are defined on node N. They are obtained by integrating the system (45) outwards from cell N − 1 by half a cell.
After the reintegration, the model is used as an initial condition for the dynamical calculation. No damping of artificial numerically induced perturbations is required. Physical instabilities and stellar pulsations then develop without any further (unphysical) external perturbation from numerical noise, which (for the models considered here) corresponds to velocities of the order of 10 −5 cm s −1 .
VA L I DAT I O N O F T H E M E T H O D
A major problem connected with numerical simulations is the validation of the code, in particular the tuning of numerical parameters such as, for example, the number of grid points N or the artificial viscosity ν 0 . The latter is needed to handle shocks, but at the same time it also leads to a damping of the physical instability, thus possibly introducing artefacts into the numerical simulation. As shown by Chernigovski et al. (2004) , a sufficient resolution and an appropriate choice of the artificial viscosity parameter ν 0 are crucial for the reliability of numerical simulations of stellar pulsations. We require the code to reproduce correctly the results of an independent linear stability analysis, which consists of the solution of the boundary eigenvalue problem posed by the radial perturbation equations (Baker & Kippenhahn 1962) . The system is solved using the Riccati method (Gautschy & Glatzel 1990 ), yielding frequencies ω r and growth rates ω i of the radial pulsation modes.
Once the code is given an unstable hydrostatic stellar model as an initial condition, the result of the integration of equations (1) has to be a growing mode (or a superposition thereof), without any additional external perturbation of the system (except for the inevitable numerical noise). As long as the amplitudes are sufficiently small (in the phase of exponential growth), the growth rates ω i and periods ω r of the unstable modes derived from the numerical simulation have to be identical to the corresponding eigenvalues determined independently by the linear stability analysis. This requirement guarantees that the solution is caused by the physical instability and not by a numerical one or by inconsistencies in the initial condition.
As an independent test, the code was given a stable hydrostatic envelope model as initial condition. No pulsations develop and the dynamics of the system then consists of random velocity fluctuations of the order of 10 −5 cm s −1 . These depend on discretization, but their Fourier transform does not contain significant contributions from normal modes of the physical system for the grid used here.
R E S U LT S
Pulsations of a massive main-sequence star
As an application of our method, we consider a stellar envelope model having the parameters M = 45 M , T eff = 33 890 K, L = 537 × 10 3 L and the chemical composition X = 0.7, Y = 0.28, Z = 0.02. This has been chosen for two reasons. First, the linear non-adiabatic stability analysis provides a dominant unstable mode with period = 0.623 d and growth rate ω i = 0.605 d −1 , which facilitates the comparison with the non-linear simulation and its validation. A second unstable mode with similar frequency = 0.586 d but much smaller growth rate ω i = 0.020 d −1 is expected to have only a small influence on the linear regime of exponential growth. Secondly, this model has been studied previously by Dorfi & Gautschy (2000) and been denoted M45 by them. Although slightly different opacity tables and equations of state have been used in their study, our results may still be compared with those obtained with the Vienna radiation hydrodynamics code. Dorfi & Gautschy (2000) found that M45 reaches a stable limit cycle and pulsates regularly with velocity amplitudes reaching 15 per cent of the escape velocity at the stellar surface. We refer to this model as M45 in the following. Fig. 1 shows the results of simulation of the instabilities of model M45. The calculation was carried out using 500 grid points, the iteration accuracy was 10 −9 and the artificial viscosity parameter was chosen to be ν 0 = 10. In Fig. 1(a) the velocity v of the outermost grid point is given as a function of time. Starting from velocity perturbations of the order of 10 −5 cm s −1 , the velocity amplitude grows exponentially with a growth rate ω I = 0.64 d −1 , thus deviating from the linearly determined growth rate by 5 per cent. After ∼50 d, the velocity amplitude saturates and reaches 19 per cent of the escape velocity (v esc = 897 km s −1 ). A stable limit cycle is reached and regular stellar pulsations prevail.
The variation of the bolometric magnitude m bol is given in Fig. 1(b) . Whereas luminosity variations are small in the linear regime, they become significant after the stable pulsation cycle has been reached. The amplitude of the variability is 0.28 mag and thus 25 per cent smaller than that reported by Dorfi & Gautschy (2000) .
Figs 1(c) and (d) demonstrate the conservativity of the difference scheme. The total energy E tot and the time-integrated luminosities (L + L A ) dt are shown as solid and dotted lines in Fig. 1(c) , respectively. The energy of the system is conserved, if the sum of these two vanishes. The latter is shown in Fig. 1(d) , which demonstrates that the errors are six orders of magnitude smaller than the constituent terms. With respect to an iteration accuracy of 10 −9 and ∼300 000 computed time-steps, this is a remarkable result. Fig. 1(e) shows the velocity at the photosphere as a function of time for two periods of the final pulsation. Amplitudes of ∼200 km s −1 corresponding to 20 per cent of the escape velocity are reached in the expansion phases when shocks reach the photosphere (at ∼64.9 and ∼65.5 d). In the compression phase, a second shock wave slows down the compression process and reaches the photosphere at ∼64.7 and ∼65.3 d. As shown in Fig. 1(f) , these events coincide with the maximum luminosity, brightening the object by 0.2 mag. The arrival of the strong shocks at the photosphere is connected to only minor luminosity variations. In Figs 1(g) and (h), the distributions of the different forms of energy involved in the stellar pulsation are given as a function of time for two periods of the limit cycle. The main energy exchange is taking place between the internal (solid) and potential (gravitational) energy (dotted), as demonstrated in Fig. 1(g) . The imbalance between these energies is of the order of a few per cent and mainly due to variations of the objects luminosity. The sum of the time-integrated acoustic and bolometric luminosity (L + L A ) dt is given as the dotted line in Fig. 1(h) ; the solid line corresponds to the kinetic energy of the system. From Fig. 1(h) , we deduce that the kinetic energy of the stellar pulsation is only a tiny fraction, amounting to 0.3 per cent of the total energy exchanged.
With respect to a possible connection between stellar instabilities and pulsationally driven mass loss, the mechanical energy transferred to the star's atmosphere is relevant. It is present in the form of density waves and shocks and may be measured in terms of the acoustic energy flux. Fig. 1(i) shows the time integral L A dt as a function of time. In the compression phase up to t ∼ 64.9 d, the time integral of the acoustic flux decreases, i.e. the acoustic flux is directed inwards. Once the outgoing shocks reach the photosphere, the direction of the flux is reversed until compression sets in again at ∼65.2 d. In each pulsation period, a small amount of energy is thus transferred to the stellar atmosphere. For the simulation shown, the associated luminosity amounts to 4.64 × 10 34 erg s −1 . However, this value strongly depends on the choice of the artificial viscosity parameter. A detailed study of the acoustic luminosities and their dependence on different viscosity parameters is presented in Section 6.3.
Dependence on numerical parameters
We have carried out several simulations of model M45 to test the dependence on the choice of numerical parameters. The results are summarized in Table 3 , where the linear and non-linear periods R,lin and R,nl , the growth rates ω I , the maximum photospheric velocities in units of the escape velocity v max /v esc , the variation of the bolometric magnitude m bol and the acoustic luminosity L A are given for models with different numbers of grid points N, iteration accuracies ε E , ε T and artificial viscosity parameters ν 0 . For comparison, the results of an independent linear stability analysis (LNA) and those obtained by Dorfi & Gautschy (2000) are also shown.
Models 1, 2 and 3 have been computed using 500 grid points and an iteration accuracy 10 −9 but with different viscosities ν 0 . Because the viscosity acts predominantly in the non-linear regime, we do not expect any dependence on this parameter, as long as the perturbations of the model with respect to the hydrostatic initial model are sufficiently small. In fact, from Table 3 we deduce that linear periods and growth rates are identical. Compared to the linearly determined Table 3 . Linear and non-linear periods , growth rates ω I , the maximum velocities normalized to the escape velocity, the bolometric luminosity variation, the acoustic flux L A , the number of grid points N, the integration accuracy and the artificial viscosity parameter ν 0 for the models studied. For comparison, the results of an independent, linear, non-adiabatic stability analysis (LNA) and those obtained by Dorfi & Gautschy (2000) , M45, are also given. quantities, we obtain differences of a few per cent. Because a second (much less) unstable mode with similar frequency was identified in the linear analysis, perfect agreement cannot be expected. However, the differences are sufficiently small and, more important, they do not depend on the choice of the artificial viscosity parameter. With respect to quantities determined in the non-linear regime, small differences are found for the velocity amplitudes, whereas those for the bolometric magnitude variations m bol are even negligible. The most sensitive quantity with respect to ν 0 is the acoustic luminosity L A , which for the models considered varies by two orders of magnitude. This is discussed in detail in Section 6.3.
The results obtained are slightly different from those obtained by Dorfi & Gautschy (2000) . This may at least partly be attributed to the fact that not identical equations of state and opacities have been used, leading to differences already in the linear analysis. Furthermore, Dorfi & Gautschy (2000) neglect the convective flux, whereas we have chosen to adopt the frozen-in approximation. Quantities determined in the non-linear regime differ considerably. Velocity amplitudes in our computations are higher than those of Dorfi & Gautschy (2000) ; the opposite is true for the luminosity variation. However, with respect to the rather different methods (Dorfi & Gautschy 2000 adopt a moment equation approach to solve the energy transport equations and use an adaptive grid) the agreement is satisfactory.
Models 4 and 5 have been calculated using N = 250 and N = 1000 grid points, respectively. To save computing time, an iteration accuracy of 10 −7 was adopted. The numerical viscosity parameter was chosen to be ν 0 = 10. The influence of grid resolution on the results of dynamical simulations has been studied previously (Chernigovski et al. 2004) , indicating a strong dependence of the growth rate ω I on N. This result is reconfirmed here, showing a difference in ω I of 10 per cent between models 4 and 5. Other quantities are not significantly affected.
In models 6 and 7 the influence of the iteration accuracy on the results of the computations has been studied. These models have to be compared to model 2, which was computed with accuracy 10 −9 , whereas models 6 and 7 have been calculated with ε D , ε E , ε T = 10 −7 and 10 −11 , respectively. Except for the acoustic luminosities L A the results are largely independent of the iteration accuracy. L A increases with decreasing ε D , ε E and ε T . We note that model 7 is marginally feasible because a further increase in the iteration accuracy is inhibited by machine accuracy. Because a considerable speed up is obtained if the accuracy is set to 10 −7 , we have used this value for the following parameter study examining the influence of the artificial viscosity parameter on the results of the numerical simulations.
Influence of the artificial viscosity parameter
In this section we study the influence of the artificial viscosity parameter ν 0 on the numerical simulations. It is a necessary numerical ingredient to prevent cell collapse and numerical instability. However, the artificial viscosity generates a viscous pressure during compression phases, i.e. in the phases of outgoing shocks (compression on the shock front) and the subsequent recollapse of the envelope on to the stellar core (global compression phase). Moreover, it introduces a physically not present dissipation and damps the amplitudes of the stellar pulsations. Therefore, the adequate choice of the artificial viscosity parameter ν 0 deserves a careful study.
Figs 2(a1)- (a3) show the bolometric luminosity variations of models 1, 2 and 3 (corresponding to ν 0 = 1, 10 and 100, respectively) as a function of time for two periods of the final pulsation. Although the gross behaviour is very similar, the computation with ν 0 = 1 shows numerical oscillations when shocks approach the photosphere. They occur in the post-shock regime and are well known from related problems, e.g. the Noh shock tube problem (see, for example, Noh 1987; Buchler & Whalen 1990; Caramana et al. 1998 ). For higher viscosity parameters ν 0 (see Figs 2a2 and a3 ) the oscillations vanish. Thus, for numerical stability at least ν = 10 has to be chosen in the model considered. Many recipes to suppress postshock oscillations have been proposed. These include the addition of a linear viscosity term, which vanishes less rapidly than quadratic terms behind the shock front (Caramana et al. 1998) .
The dissipation introduced by the artificial viscosity considerably affects the acoustic flux generated. This is demonstrated in Figs 2(b1)-(b3) , where the time integral of the acoustic flux L A dt is given as a function of time for models 1, 2 and 3. In the non-linear regime (after t ∼ 45 d), the acoustic energy leaving the stellar envelope in the expansion phases exceeds the amount retransferred in the compression phases. A constant amount of energy per period is transferred from the envelope to the atmosphere and the time integral of the acoustic flux (averaged over the period) grows linearly. Thus, a net energy transfer per second (i.e. the acoustic luminosity of the model) may be derived from this linear growth. For model 1, it amounts to 3.1 × 10 35 erg s −1 , corresponding to 2 × 10 −4 of the total stellar luminosity L.
Considering the stellar wind of a typical hot supergiant with a mass-loss rate ofṀ = 10 −6 M yr −1 and a terminal wind velocity of v ∞ = 10 3 km s −1 , the wind implies a kinetic luminosity of (1/2)Ṁv 2 ∞ = 3 × 10 35 erg s −1 . The comparison with the acoustic luminosities provided by the stellar instabilities studied here suggests a connection between the stellar instabilities and the observed mass loss: the energy needed to sustain the wind could easily be provided by the acoustic waves propagating into the atmosphere.
However, the amount of acoustic flux produced strongly depends on the choice of the artificial viscosity parameter ν 0 . As shown in Figs 2(b2) and (b3), the amount of energy transferred to the stellar atmosphere is reduced strongly when ν 0 is increased to 10 and 100, respectively. Although the flux remains comparable to that obtained for ν 0 = 1 in the early non-linear phase at t ∼ 45-50 d, the acoustic luminosity drops to 4.6 × 10 34 and 2.2 × 10 33 erg s −1 , respectively, when the final stationary pulsation (limit cycle) has been established.
The effect of decreasing acoustic luminosity with increasing artificial viscosity parameter ν 0 may be explained by considering the new mean model around which the envelope oscillates when the limit cycle has been reached. Figs 2(c1)-(c3) show the photospheric radius in units of the initial radius as a function of time for models 1, 2 and 3. After the transition interval between t ∼ 45 and 50 d, a new mean radius of 1.03, 1.05 and 1.08 R 0 is found for ν 0 = 1, 10 and 100, respectively. Associated with this increase in radius is a decrease of the photospheric temperatures and densities. Because the pressure at the photosphere is dominated by radiation, the temperature drop significantly reduces the pressure there. On the other hand, we deduce from Figs 2(d1)-(d3), which show the photospheric velocity as a function of time for the three models considered, that the expansion velocities remain largely unaffected by the viscosity ν 0 . Therefore, the acoustic luminosity 4πR 2 v (0.5) p (α) decreases with growing ν 0 . The change of the mean structure is caused by the action of the artificial viscosity in the compression phases. As shown in Figs 2(d1)-(d3), the compression velocities are decreased for growing ν 0 , whereas the expansion velocities are comparable for all models. Thus, the artificial viscosity leads to an increased mean radius. This problem occurs for all forms of the artificial viscosity considered in the following section. Even if no shocks are present, the artificial viscosity operates because the contraction is not homologous.
E X P E R I M E N T S W I T H A RT I F I C I A L V I S C O S I T Y
Motivated by the unsatisfactory strong dependence on the artificial viscosity parameter ν 0 of the acoustic luminosity L A , we have tried other forms of the viscous pressure. The idea was to obtain a photospheric pressure which is less dependent on ν 0 by minimizing the effects of viscosity in the global compression phases. Table 4 . Linear and non-linear periods , growth rates ω I , the maximum velocities normalized to the escape velocity, the bolometric luminosity variation m bol , the acoustic flux L A and the artificial viscosity parameter ν 0 for various models. For comparison, the results of an independent, linear, non-adiabatic stability analysis (LNA) and the results obtained by Dorfi & Gautschy (2000) , M45, are added. Contemporary stellar pulsation codes usually use the artificial tensor viscosity proposed by Tscharnuter & Winkler (1979) , which is given as a second rank tensor in analogy to the general form of the stress tensor of a Newtonian fluid. In the one-dimensional spherical case and in Lagrangian coordinates, it reads
and ν 0 > 0. In our difference scheme, viscous momentum transfer and energy generation are then given by
This viscosity vanishes for homologous contraction (i.e. for v ∝ r ). It has been used for tests and comparison. Another method of constructing viscous pressures, which vanish for homologous contraction, consists in using limiters (Harten 1983; Caramana et al. 1998 ). However, these involve the multiplication of the viscous pressure with quantities depending on the derivatives of the velocity field, which in general are not sufficiently smooth to maintain reasonable convergence properties.
In addition to the tensor viscosity, we have therefore considered viscosities similar to the artificial volume viscosity
which vanish for homologous contraction. They are given by
ν 3 may be regarded as the geometrical mean of ν 1 and ν 2 .
As mentioned in Section 6.3, low values of the artificial viscosity parameter lead to numerical oscillations behind shock fronts. This holds for any form of the artificial viscosity discussed above, including tensor viscosity. All simulations using ν 0 = 1 suffer from these numerical instabilities. Concerning purely hydrodynamical problems, as for example the Noh shock tube problem (Noh 1987) , the use of tensor viscosity considerably improves the results. However, no such improvement was found when solving the full set of stellar pulsation equations including self-gravity and the diffusion equation for energy transport.
The results of the computations are summarized in Table 4 . To save computing time, only 500 grid points and an iteration accuracy of 10 −7 have been used. In models ν 1,1 − ν 1,50 artificial volume viscosity is used and ν 0 is varied between 1 and 50. Concerning the acoustic luminosity L A and its dependence on ν 0 , the results of Section 6.3 are confirmed: with increasing viscosity, L A decreases monotonically.
With respect to the other forms of the viscous pressure, the same behaviour is found. An increase of ν 0 from 1 to 10 reduces the emitted acoustic luminosity L A by approximately one order of magnitude. This implies that the acoustic fluxes determined by the numerical simulations have to be regarded as lower limits. Due to the numerical instabilities discussed, computations with ν 0 < 1 cannot be performed.
C O N C L U S I O N S
We have presented a method for the simulation of stellar pulsations where the aspects of mass and energy conservation and the correct representation of the linear regime of exponential growth of instabilities are of particular interest. Details of the numerical procedure including the construction of hydrostatic initial models and the implementation of appropriate boundary conditions have been presented. Instead of inverting five-diagonal matrices using the Henyey method, we split the system of equations and obtain threediagonal matrices, which may be efficiently inverted using a Gauss elimination. Criteria for convergence control have been discussed.
Compared to the Vienna radiation hydrodynamics code (Dorfi & Feuchtinger 1991) , the approach chosen here differs in two important points. Dorfi & Feuchtinger (1991) focus on solving the resolution problem, which is achieved by an adaptive grid and adding a grid equation to the system of radiation hydrodynamical equations. This advantage is achieved at the cost of the conservativity of the difference scheme. The study of pulsationally driven mass loss requires the strict conservation of mass and energy. Otherwise, the acoustic flux transferred to the stellar atmosphere cannot be computed even approximately.
The method has been validated using the model of a massive main-sequence star, which has been studied previously by Dorfi & Gautschy (2000) . In the linear regime, the results agree satisfactorily with those obtained by an independent linear stability analysis. Even in the non-linear regime, the total energy of the envelope model is conserved to within a relative error smaller than 10 −8 . In this context, the transfer of energy between its different forms (internal, potential, kinetic, etc.) has been discussed in detail.
We have studied the dependence on the choice of numerical parameters. The iteration accuracy was found to have only negligible influence when varied between 10 −7 and 10 −11 . The number of grid points N used is important in the linear regime, leading to considerably decreased growth rates when using less than 500 grid points. However, in the non-linear regime, the influence of N was found to be small for the model considered.
The artificial viscosity parameter ν 0 has considerable influence on the stability of the numerical scheme. Values of ν 0 < 10 lead to numerical oscillations behind shock fronts and imply unphysical luminosity variations (see Fig. 2a ). On the other hand, the acoustic luminosity L A produced at the photosphere is highly sensitive to the value of ν 0 , which suggests we choose ν 0 as small as possible. The adequate choice of ν 0 depends on the physical question to be answered: if luminosity variations have to be determined, a value of ν 0 = 10 or higher appears to be appropriate. If, however, a possible connection between stellar pulsations and mass loss is to be investigated, the acoustic luminosity L A is the crucial quantity. Then ν 0 has to be reduced as far as possible. We emphasize that the acoustic luminosity computed here has to be regarded as a lower limit because for numerical reasons ν 0 could not be reduced below ν 0 = 1. Whether the treatment of the outer boundary is crucial for the strong dependence on artificial viscosity of the acoustic flux requires a careful investigation. However, such a study is beyond the scope of the present paper.
For the massive main-sequence star considered, a significant amount of energy is transferred to the atmosphere in the form of acoustic waves. The fact that the observed kinetic energy flux in the stellar winds of corresponding objects is of the same order as the acoustic energy flux determined in the numerical simulations may be taken as an indication for a connection between strange-mode instabilities and stellar mass loss. Therefore, it is of major interest to study the evolution of the shock waves entering and travelling through the stellar atmosphere. In a first step, this might be done using purely hydrodynamical models. The results of the present nonlinear computations would then be used as the lower boundary conditions in computations similar to those performed by Bertschinger & Chevalier (1985) .
Another effect occurring in the optically thin atmosphere, which has not yet been included in the numerical simulations, consists of line driving, which is found in expanding atmospheres (Castor, Abbot & Klein 1975) . This might be accounted for by an extra force term in the momentum equation. On the other hand, the ansatz by Castor et al. (1975) is only valid if the velocity field in the atmosphere is monotonic, because otherwise the applied Sobolev approximation breaks down. In principle, the more realistic approach as proposed by Rybicki & Hummer (1978) should be used then. However, the more compact force multiplier parametrization by Castor et al. (1975) contains all the essential physics and may be useful for a first investigation.
A P P E N D I X A : C O E F F I C I E N T S F O R T H E N E W TO N -R A P H S O N I T E R AT I O N A1 Dynamical group
Linearization of the dynamical equations (28) yields the three point equations (32) . To obtain δv i the matrix is inverted using the Gauss elimination method.
A2 Energy group
Linearization of the energy equations (34) yields the three point equations (38) for the changes of the radiation pressure δ p rad between consecutive steps of the Newton-Raphson iteration. They are defined in the cells of the grid. However, the boundary condition (9) is defined on the outermost grid node. Therefore, the system (38) is extended to include δ p rad,N by combining the energy and continuity equations with the boundary conditions at node N. It may then be written in a form similar to equation (A1).
For i = 1, the coefficients A i , B i , C i and i are determined by the boundary condition (7), for 2 i N − 1 by the system (37) and for i = N by the condition (9). At the outer boundary, we substitute v 
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