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Abstract
The aim of this paper is to inter-relate several algebraic and ana-
lytic objects, such as real-type algebraic curves, quadrature domains,
functions on them and rational matrix functions with special proper-
ties, and some objects from Operator Theory, such as vector Toeplitz
operators and subnormal operators. Our tools come from operator
theory, but some of our results have purely algebraic formulation. We
make use of Xia’s theory of subnormal operators and of the previous
results by the author in this direction. We also correct (in Section 5)
some inaccuracies in the works of [59], [60] by the author.
Keywords: Klein surface, quadrature domain, subnormal operator, an-
alytic vector Toeplitz operator, Schottky double
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0 Introduction
In this paper, we discuss the inter-relations between the following objects:
(1) Separated real algebraic curves in C2;
(2) Algebraic curves in C3 of special type, which we will call Ahlfors type
curves;
(3) Quadrature domains;
(4) Rational matrix functions of a certain class;
(5) The corresponding (analytic) Toeplitz operators on vector Hardy
spaces H2m, m ∈ N;
(6) Subnormal operators with finite rank self-commutators and isometries
that commute with them.
Each of the objects we discuss depends on a finite number of real pa-
rameters, and some of the connections we speak about are given by explicit
formulas (see, for instance, §7).
Here, in the Introduction, we will define these objects and formulate some
of our main results. More background and more explanations will be given
in next sections.
A polynomial Q(z, w) will be called of real type if it has a form
Q(z, w) =
n∑
j=0
n∑
k=0
ajkz
jwk, (1)
where n ≥ 1 is an integer, ajk ∈ C, and
akj = a¯jk, 0 ≤ j, k ≤ n. (2)
The linear invertible substitution z = x + iy, w = x − iy, x, y ∈ C
transforms each real-type polynomial into a real polynomial in variables x,
y (the converse also is true).
Consider the algebraic curve
∆ =
{
(z, w) ∈ C2 : Q(z, w) = 0}
that corresponds to Q. Since Q(w¯, z¯) = Q(z, w), the anti-analytic involution
δ = (z, w) 7→ δ∗ def= (w¯, z¯) (3)
maps ∆ onto itself. We will call ∆ a real-type algebraic curve if it is given by
an equation in the form (1), subject to (2). Equivalently, an algebraic curve
in C2 is of real type if its equation is invariant under the involution (3).
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The polynomial Q admits a unique decomposition Q =
∏T
j=1Q
kj
j into a
product of irreducible polynomials [21]; we will call algebraic curves ∆j =
{Qj = 0} in C2 the irreducible pieces of the curve Q and write symbolically
∆ = ∆k11 ∪ · · · ∪ ∆kTT . Each of ∆j essentially is a compact (unbordered)
Riemann surface of finite genus. That is, there is only a finite number of
singular points on ∆j , where
∂Qj
∂z
=
∂Qj
∂w
= 0, and by picking out these points
from ∆j and adding a finite number of new (“ideal”) points one gets a com-
pact (unbordered) abstract Riemann surface ∆̂j. This procedure is unique,
and this surface is called a desingularization of ∆j (see [21]). Coordinate
functions z, w are globally meromorphic functions on ∆̂j .
We assume the desingularizations ∆̂1 . . . ∆̂k to be disjoint. The formula
δ 7→ (z(δ), w(δ)) defines a continuous “projection” of ∆̂ onto ∆. The involu-
tion (3) is also defined on ∆̂.
We put ∆̂R =
{
δ ∈ ∆̂ : δ = δ∗} to be the real part of ∆̂. (In general,
a point of a compact Riemann surface with anti-analytic involution is called
real if it is invariant under the involution.)
Definitions. 1) A component ∆j of ∆ is called degenerate if it has either
the form (z − a)kj = 0 or (w − a¯)kj = 0, and non-degenerate in all other
cases.
We put ∆̂deg to be the union of all degenerate components of ∆̂, and
∆̂ndeg to be the union of all its non-degenerate components (with their mul-
tiplicities).
2) An irreducible real-type algebraic curve ∆̂ will be called separated if the
real part ∆̂R separates ∆̂ in the topological case. We will say that a real-type
algebraic curve is separated if all its non-degenerate pieces are separated.
3) Let ∆̂ be a separated real-type algebraic curve. We call ∆̂ pole definite
if no pole of z(·) lies on the real part of ∆̂ and for each non-degenerate
irreducible piece ∆̂j of ∆̂, all poles of z(·) belong to the same connected
component of ∆̂j\∆̂R.
If ∆̂ is separated, then the involution (3) maps each of its non-degenerate
irreducible pieces onto itself. The general theory [32] of Klein surfaces (Rie-
mann surfaces with anti-analytic involution) implies that in this case, for
any piece ∆̂j of ∆̂ndeg, the complement ∆̂j\∆̂R has exactly two connected
components. In the case when ∆̂ is pole definite, we will call these connected
components ∆̂+j and ∆̂
−
j , assuming that z(∆̂
+
j ) is bounded and z(∆̂
−
j ) is not.
The involution interchanges ∆̂+j with ∆̂
−
j , so that they can be called “halves”
of the piece ∆̂j .
The coordinate function δ 7→ z(δ) is bounded and analytic on ∆̂+j .
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We put
∆̂± =
⋃
∆̂±j ,
so that we have a disjoint union
∆̂ndeg = ∆̂+ ∪ ∆̂− ∪ ∆̂R.
Quadrature domains. Suppose Ω is a bounded domain in C and there
are points zk in Ω and complex constants cjk such that an identity∫∫
Ω
f dx dy =
s∑
k=1
rk−1∑
j=0
cjkf
(j)(zk) (4)
holds for all analytic functions f in L1(Ω). Then Ω is called a quadrature
domain. We will call points zk the nodes and the coefficients cjk the weights
of our domain Ω.
Quadrature domains possess many interesting and intriguing properties.
After the pioneering work [3] by Aharonov and Shapiro, in the last 20 -
30 years, quadrature domains have been related with such diverse fields as
algebraic geometry [3], [23]–[25], potential theory and different problems in
fluid dynamics [39], [10]–[12], [38], moment problems [36], [37], [22], extremal
problems for univalent functions (studied by Aharonov, Shapiro and Solynin,
see [4] and references therein). They also have close relations with subnormal
and hyponormal operators “of finite type” [50]–[57], [25], [36], [59]–[61]. We
refer to the recent book [17] for more information.
A function w(z) on closΩ is called a Schwartz function of Ω if w is holo-
morphic on Ω, except for finitely many poles, continuous on the boundary of
Ω and satisfies w(z) = z¯, z ∈ ∂Ω. It has been known since the work [3] that
Ω is a quadrature domain if and only if it possesses a a Schwartz function.
Moreover, in this case the nodes of Ω coincide with the poles of the function
w. If the poles are simple, only the weights c0k are present in (4), and they
are proportional to the residues of w(z) at points z = zk.
The following result relates algebraic curves of the above form with quadra-
ture domains.
Theorem A (Aharonov and Shapiro [3], Gustafsson [23]). If ∆ is an ir-
reducible separated real-type algebraic curve and the coordinate function z
is injective on ∆̂+, then the image z(∆̂+) is a quadrature domain. Each
quadrature domain is formed in this way.
In the situation of this theorem, the Schwartz function w(z) on Ω coincides
with the coordinate w on our curve. More precisely, the Schwartz function is
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w
(
(z|∆̂+)−1
)
. The Riemann surface ∆̂ can be constructed from the domain
Ω as follows. Take one more copy Ω˜ of Ω and endow it with the conformal
structure, provided by the function z¯. Then ∆̂ is isomorphic as a compact
Riemann surface to the so-called Schottky double of Ω, which is obtained by
welding Ω and Ω˜ together along ∂Ω. We refer to [23] for more details. The
irreducibility of the curve ∆̂ follows from the fact that the Schottky double
is always a connected topological space.
Rational matrix functions. Suppose F is a continuous m×m matrix
function on the unit circle T. Then eigenvalues of F (t) depend continuously
on the point t ∈ T, that is, there are continuous functions ζ1(θ), . . . , ζm(θ),
θ ∈ [0, 2π] such that for each θ, F (eiθ) has eigenvalues ζ1(θ), . . . , ζm(θ),
counted with their multiplicities. In general, ζj(0) 6= ζj(2π). For a point
z0 ∈ C such that det(F (t) − z0I) does not vanish for t ∈ T, we define the
winding number of the matrix function F around z0 as the sum of the incre-
ments of the argument of ζj(·)− z0:
windF (z0) =
1
2π
m∑
j=1
∆[0,2π] arg
(
ζj(·)− z0
)
. (5)
The number windF (z0) equals to the winding number of the scalar function
θ 7→ det (F (eiθ)− z0I) around the origin. Hence it does not depend on the
choice of continuous branches of eigenvalues ζ1, . . . , ζm.
We need some special classes of symbols.
Definitions. Let F be a square matrix function on the (open) unit disc D.
Function F will be called
- analytic, if F is bounded and analytic on D;
- normal, if the matrix F (t) is defined and is normal for almost every
t ∈ T;
- non-degenerate, if for any constant c in C, the determinant
det(F (t)− cI)
is not identically zero on D.
We denote by NDRNm the class of all non-degenerate rational normal ma-
trix functions of size m×m, and by NDARNm the class of all non-degenerate
analytic rational normal matrix functions of size m×m (so that NDARNm
is a subclass of NDRNm).
If F is rational, then it is non-degenerate iff for any c, the above deter-
minant is not identically zero on C. A scalar rational function on D without
poles on closD is non-degenerate iff it is not constant.
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We say that a domain Ω in C is p-connected (or has connectivity p) if the
homology group H1(Ω,Z) is isomorphic to Zp. A simply connected domain
has connectivity 0 and a domain with one hole has connectivity 1. Sometimes
the use of this term is different.
Aharonov and Shapiro also proved in [3] the following result.
Theorem B (Aharonov and Shapiro). A simply connected domain Ω is
a quadrature domain if and only if there is a (scalar) rational function g,
which is analytic on the closed unit disc, univalent in the open unit disc D
and satisfies g(D) = Ω.
In the situation of this theorem, equations z = g(t), w = g(t¯−1), t ∈ D
define implicitly the Schwartz function on Ω. If {tk} are the poles of g on the
Riemann sphere, then the nodes of Ω are exactly the points g(t¯−1k ). Here we
denote by z both the meromorphic function z(δ) on ∆̂ and the independent
variable of the z-plane; it should not confuse the reader.
Our first result extends Theorem B to the multiply connected case.
Theorem 1. A bounded domain Ω in C is a quadrature domain if and only
if there is a natural number m and a function F ∈ NDARNm with continuous
branches ζ1(θ), . . . , ζm(θ) of eigenvalues of F (e
iθ), θ ∈ [0, 2π] such that
(1) ∂Ω =
⋃
j ζj([0, 2π]);
(2) windF (z) = 1 for z ∈ Ω;
(3) windF (z) = 0 for z ∈ C\ clos Ω.
If Ω has connectivity p, then one can find a function F with these properties
in NDARNp+1.
If Ω and F are related as in this theorem, we will say that the matrix
function F generates the domain Ω.
In fact, in §1 we will associate with any function F ∈ NDARNm an alge-
braic curve ∆(2)(F ) in C
2 and an algebraic curve ∆(3)(F ) in C
3. Theorem 3
and its Corollary assert that an algebraic curve ∆ in C2 is admissible, pole
definite and separated iff ∆ = ∆(2)(F ) for some F ∈ NDARNm (for a certain
m). Theorem 1 can be considered as a particular case of this result. For the
reader’s convenience, we will prove Theorem 1 independently of Theorem 3.
Now let us pass to the operator theory objects we will need.
Analytic vector Toeplitz operators. Let m ≥ 1 be an integer. The
vector Hardy space is
H2m
def
=
{
f(t) =
∑
n≥0
ant
n : an ∈ Cm, ‖f‖2 def=
∑
n≥0
‖an‖2 <∞
}
;
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it is a Hilbert space of Cm-valued analytic functions in the unit disc D. A
function f(t) in H2m can also be considered as a C
m-valued L2 function on
the unit circle; its values on the circle are radial limits of its values on D a.e.
In this interpretation, the space H2m becomes a closed subspace of L
2(Cm),
and in the above formula an are the Fourier coefficients of f .
For m = 1, H2m is a classical scalar-valued Hardy space H
2; in general,
H2m =
⊕m
j=1H
2. We refer to [16] for basic properties of Hardy spaces Hp.
The classH∞ consists of all bounded analytic functions in D; it is equipped
with the supremum norm. We denote by H∞m×k the class of m × k matrix
functions on the unit disc, whose entries are in H∞. These matrix functions,
certainly, also have boundary limit values a.e. on T.
Let F ∈ H∞m×m. The analytic vector Toeplitz operator on the vector
Hardy space H2m with the symbol F is in fact a multiplication operator,
which acts by the formula
TF g(t) = F (t)g(t), g ∈ H2m
(the general definition of a vector Toeplitz operator will be given in §3).
Subnormal operators. Let H be a Hilbert space. Throughout the
article, we will deal only with separable complex Hilbert spaces and bounded
linear operators. We denote by L(H1, H2) the set of linear operators acting
from H1 to H2 and write L(H) instead of L(H,H).
Definitions. A linear operator S acting on a Hilbert space H is called sub-
normal if there exist a larger Hilbert space K, K ⊃ H and a normal operator
N in L(K) such that NH ⊂ H and S = N |H . In this case, we call N a
normal extension of S. We will say that S has no point masses if it has a
normal extension N that has no non-zero eigenvectors. We call S pure if it
has no nonzero invariant subspace, on which it is normal.
We will say that a subnormal operator S is of finite type if it is pure and
its self-commutator [S∗, S]
def
= S∗S − SS∗ has finite rank.
Subnormal operators have been much investigated; we refer to the book
[13] for a background.
In a general setting, a kind of the spectral theory of subnormal operators
was developed by Xia in [50]–[53]. In author’s previous work [59], [60], an
alternative exposition of Xia’s theory for subnormal operators of finite type
was given. A strong two-sided relationship between subnormal operators
of finite type and pole definite real-type algebraic curves was revealed. A
discriminant curve of a subnormal operator of finite type was defined there;
it is an algebraic curve of real type such that all its non-degenerate irreducible
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pieces are real-type pole definite (see formulas (16), (17) below). It was shown
in [52], [60] that a subnormal operator can be modeled as a multiplication
operator by the coordinate z on a direct sum of certain (vector) Hardy classes
over the + parts of the irreducible pieces of the curve. The converse statement
also is true (see [60] and Theorem E in §3 below). In §§6, 7 of the present
work, we will make use of these results. All necessary definitions will be
repeated. We also make some small corrections to the formulations in [59],
[60].
Theorem 2. An operator S is a subnormal operator of finite type without
point masses if and only if it is unitarily equivalent to a vector Toeplitz op-
erator TF for some symbol F of class NDARNm for some m.
It will follow from the proof that the function F is not determined uniquely.
Any scalar rational nonconstant function F on D without poles in closD
belongs to NDARN1. Since the analytic Toeplitz operator TF on H
2 has a
normal extension, which is the operator of multiplication by F on L2(T), TF
is subnormal. Since this normal extension has no non-zero eigenvectors, TF
has no point masses. As it follows from formula (11), for any such F , TF is of
finite type. This illustrates one of implications in Theorem 2 for this simple
case.
The logic of our exposition is as follows. In §1, we discuss a special class
of algebraic curves in C3, which we call Ahlfors type curves. We formulate
Theorem 3, which gives a relationship between rational matrix functions in
NDARNm, pole definite curves in C
2 and Ahlfors type curves in C3. In §2,
among other things, we define vector Hardy spaces H2 of a bordered Riemann
surface. In §3, we formulate Theorem 4, which characterizes commuting pairs
of operators (S, V ) such that S is a subnormal of finite type without point
masses and V is a pure isometry. Theorems 1 and 4 are proven in §4, Theorem
2 in §5 and Theorem 3 in §6. The proof of Theorem 3 is based on Theorem
4 and the existence of a pure isometry V , which commutes with a given
subnormal S of finite type. This is the assertion of Lemma 6, which plays a
crucial role. This lemma is derived from the structure result for subnormal
operators of finite type from [52], [60].
Note that Theorem 3 has purely algebraic formulation, but our method
of proving it relies on Operator Theory.
A subnormal operator of finite type is determined uniquely by two ma-
trices. In §7, we calculate these matrix parameters of a subnormal operator
S without point masses in terms of a function F in NDARNm such that S
is unitarily equivalent to TF . In §8, we describe a method for constructing
matrices of classes NDRNm, NDARNm. Some references to related fields are
given in the final §9.
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Some of our arguments resemble the constructions by S. Fedorov and B.
Pavlov [18], [19], [34] and by Abrahamse and Bastian [1].
Acknowledgements. The author is grateful to the referee for his/her
suggestions, which helped to improve the article.
1 Ahlfors type functions, Ahlfors type curves,
and rational matrix functions of classes
NDRNm, NDARNm.
Definition. Suppose that ∆ is a real-type algebraic curve in C2, all whose
irreducible pieces are nondegenerate (that is, ∆̂ = ∆̂ndeg). We call a function
ξ on ∆̂ an Ahlfors type function if ξ is globally meromorphic on each irre-
ducible piece of ∆ and for δ ∈ ∆̂, |ξ(δ)| = 1 if and only if δ belongs to the
real part ∆̂R of ∆̂.
Let ∆̂j be an irreducible piece of ∆̂. It follows that ∆̂R divides ∆̂j into a
union of two disjoint open sets, namely, {|ξ(δ)| < 1} and {|ξ(δ)| > 1}. Since
∆̂j\∆̂R has at most two connected components, these components are exactly
these two subsets. We conclude that if ∆̂ has an Ahlfors type function, then
∆̂ is separated.
By the Schwartz reflection principle, every Ahlfors type function satisfies
ξ(δ∗) = ξ¯(δ)−1, δ ∈ ∆̂.
For any irreducible piece ∆̂j of ∆̂, the function ξ, restricted to the com-
ponent {δ ∈ ∆̂j : |ξ(δ)| < 1} is a branched covering of the unit disc.
As proved Ahlfors in 1950, for any compact bordered Riemann surface Ω
there exists a branched covering ξ : Ω→ D, where D is the unit disc, see [5],
Theorem 10. The proof made use of a certain extremal problem. If Ω has
p handles and q boundary contours, then [5] the degree N of the extremal
Alhfors function satisfies q ≤ N ≤ 2p+ q.
Let ∆̂ be a separated real type algebraic curve without degenerate pieces,
∆̂j one of its irreducible pieces, and ∆̂
+
j (any) of the connected components
of the complement ∆̂j\∆̂R. Let ξ : ∆̂+j → D be a branched covering. Then,
by the Schwartz reflection, ξ continues to an Ahlfors type function on ∆̂. We
come to the following
Proposition 1. A real type algebraic curve has an Ahlfors type function if
and only if it is separated.
According to our definition, a general Ahlfors type function needs not to
be related to an extremal problem, so that its degree needs not to satisfy the
Real algebraic curves and operator theory 11
above bounds. We refer to [20], Chaper 5, and to [62] and references therein
for more information.
Definition. Let ∆3 be an algebraic curve in C
3 and ∆̂3 its desingularization.
We call it an Ahlfors type curve if
a) The coordinate functions (denoted by z, w, t it the sequel) are non-
constant on each irreducible piece of ∆3;
b) ∆3 is invariant under the anti-analytic involution (z, w, t) 7→ (w¯, z¯, t¯−1);
c) Every point in ∆̂3 with |t| = 1 is a fixed point of this involution.
Let ∆3 be an Ahlfors type curve. then the complement of the set |t| = 1
in any of irreducible pieces of ∆3 is not connected. By the general theory
of Klein surfaces, each of irreducible pieces of ∆̂3 is separated, and the set
|t| = 1 divides it into exactly two components, defined, respectively, by the
inequalities |t| < 1 and |t| > 1. The following properties are straightforward.
Proposition 2. 1) If ∆3 is an Alhfors type curve in C
3, then its projection
onto the plane zw is a real-type separated algebraic curve in C2. All its
irreducible pieces are non-degenerate.
2) Conversely, let ∆ be a real-type non-degenerate algebraic curve in C2
without degenerate components, and let ξ be an Ahlfors type function on it.
Then the graph curve{
(z, w, ξ((z, w))) ∈ C3 : (z, w) ∈ ∆}
is an Ahlfors type curve.
If the projection of ∆3 onto the zw plane is pole definite, then we call ∆3
a pole definite Ahlfors type curve. We remark that in general, the degrees of
this projection on irreducible pieces of ∆3 can be greater than one. If ∆3 is
pole definite Ahlfors type curve and ∆3,j is one of its pieces, then we define
its “halves” ∆±3,j as in the Introduction, by requiring that z has no poles on
the + part. Then |t| < 1 on one of the halves and |t| > 1 on the other. We
put
(
∆3
)
± = ∪j ∆±3,j .
Let F be a matrix function in NDRNm (see the Introduction). Let P be
the set of poles of F , and put
∆0(3)(F ) =
{
(z, w, t) ∈ C3 : t 6= 0, t, t¯−1 /∈ P and
∃ϕ ∈ Cm, ϕ 6= 0 : (F (t)− zI)ϕ = (F ∗(t¯−1)− wI))ϕ = 0}.
We put ∆(3)(F ) to be the closure of ∆
0
(3)(F ) in C
3 and
∆(2)(F ) =
{
(z, w) ∈ C2 : ∃t ∈ C : (z, w) ∈ ∆(3)(F )
}
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(so that ∆(2)(F ) is the projection of ∆(3)(F ) onto the zw-plane). It is easy
to see that ∆(3)(F ) and ∆(2)(F ) are algebraic curves.
For a fixed t, there are finitely many pairs (z, w) such that (z, w, t) ∈
∆(3)(F ). Hence ∆(2)(F ) and ∆(3)(F ) always have complex dimension one.
The projection (z, w, t) 7→ t maps any irreducible piece of ∆(3)(F ) onto
the whole t-plane C. For all but finitely many (z, w, t) in ∆(3)(F ),
Ker
(
F (t)− zI) = Ker (F ∗(t¯−1)− wI)
(because it is so for points of ∆(3)(F ) with |t| = 1), and the dimension of these
eigenspaces is positive. This dimension defines an integer-valued multiplicity
function ν(δ) of a point δ = (z, w, t) ∈ ∆(3)(F ). It follows that ∆(3)(F ) is
always an Alhfors type curve.
The desingularization of ∆(3)(F ) is a finite union of irreducible pieces ∆̂j .
There exist positive integers αj such that ν(δ) ≡ αj on ∆j (except for a finite
number of points).
Theorem 3. Let ∆ be an algebraic curve in C3. Then ∆ is a pole definite
Ahlfors type algebraic curve such that |t| < 1 on ∆+ if and only if there
is a non-degenerate analytic rational normal matrix function F such that
∆ = ∆(3)(F ).
Corollary. An algebraic curve ∆ in C2 is real-type, separated and pole def-
inite if and only if there exist m ≥ 1 and a matrix function F ∈ NDARNm
such that ∆ = ∆(2)(F ).
This follows at once from the Theorem and from Propositions 1 and 2.
If F ∈ NDRN1, then ∆(3)(F ) coincides with the image of the map t 7→(
t, F (t), F (t¯−1)
)
, t ∈ C. If, moreover, F is analytic and univalent on D, then
the quadrature domain F (D) equals to the z-projection of ∆(3)(F ).
It would be interesting to see an algebraic proof of Theorem 3 and to
extend this result to functions F in NDRNm. We will give an operator
theoretic proof. The “if” part of Theorem 3 is straightforward.
It is common in the algebraic geometry to consider algebraic curves in Cℓ
as imbedded in the projective space Pℓ(C), see [21]. Here we do not make an
explicit use of this point of view.
2 Pure Isometries and Vector Hardy Spaces
We recall that an operator V on a Hilbert space H is called an isometry if
‖V h‖ = ‖h‖ for all h ∈ H . If V is an isometry, it does not follow that V ∗
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also is; if it does, then V is a unitary operator. An isometry V is called pure
if it does not have a non-zero invariant subspace H1 ⊂ H such that V |H1 is
unitary.
Let m ≥ 1. An example of a unitary operator is given by the operator of
the forward shift operator on the space l2(Z,Cm) of two-sided vector-valued
sequences:
U{an}n∈Z = {an−1}n∈Z, {an} ∈ Cm.
The Fourier transform
F : {an} ∈ l2(Z,Cm) 7→ f(t) =
∑
n∈Z
ant
n ∈ L2(T,Cm) (6)
is a unitary isomorphism of l2(Z,Cm) onto L2(T,Cm). This transform is in
fact a spectral representation of U in the sense that
FUF−1f(t) = tf(t), f ∈ L2(T,Cm).
We put Z+ = {n ∈ Z : n ≥ 0}, Z− = {n ∈ Z : n < 0}. It is easy to see that
l2(Z+,C
m) is an invariant subspace of U , and V = U |l2(Z+,Cm) is a pure
isometry. In the spectral representation of U , operator V takes the form
FUF−1f(t) = tf(t), f ∈ H2m.
We will also need the Hardy space
H2−,m = F l2(Z−,Cm).
One has an orthogonal sum decomposition L2(T,Cm) = H2−,m⊕H2m. Formula
(6) permits one to interpret functions inH2−,m as boundary values of functions
f(t), analytic on Ĉ\ closD with f(∞) = 0 (here Ĉ = C∪{∞} is the Riemann
sphere).
Definition. Let H be a Hilbert space and V : H → H an isometry. Let
m ∈ N. An operator R : H → H2m will be called a Kolmogorov-Wold
representation of V if R is a unitary operator, which transforms V into the
multiplication operator by the independent variable:
RV R−1f(t) = tf(t), f ∈ H2m.
The following statement is a particular case of the Kolmogorov - Wold
lemma, see [33].
Proposition 3 (Kolmogorov-Wold). Let H be a Hilbert space and V :
H → H an isometry. Then there exists a Kolmogorov-Wold representation
R : H → H2m of V if and only if V is pure and dim(H ⊖ V H) = m.
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Vector Hardy Spaces. Let Ω be a non-compact Riemann surface with
piecewice smooth boundary ∂Ω (we assume that clos Ω = Ω∪ ∂Ω is compact
and is embedded into a larger Riemann sufrace without boundary and that Ω
equals to the interior of clos Ω). Then the Dirichlet problem in Ω is uniquely
solvable, that is, for any f ∈ C(∂Ω) there is a unique h ∈ C(closΩ), which
is harmonic in Ω and satisfies h|∂Ω = f . Pick a point p0 ∈ Ω. Since the dual
space to C(∂Ω) equals to the space of finite Borel measures on ∂Ω, it follows
that there is a unique measure dω = dωp0 such that the formula
h(p0) =
∫
f dω
holds for all functions f and h, related as above. The measure dω is positive
and is called the harmonic measure for ∂Ω at p0.
Assume that p0 is fixed. Let W be a k × k measurable matrix valued
weight on ∂Ω. We say thatW is admissible ifW > 0 andW , W−1 are essen-
tially bounded. The corresponding weighted Hardy class H2k(W,Ω) consists
of analytic vector-valued functions f : Ω→ Ck such that the function ‖f(·)‖2
has a harmonic majorant in Ω. Each such function f has boundary values
a.e. on ∂Ω. The norm
‖f‖2 def=
∫
∂Ω
〈Wf, f〉dω
makes H2k(W,Ω) a Hilbert space (see [26], [20] or [60], §9 for more details).
For any function g ∈ H∞(Ω), the operator of multiplication by g on
H2k(W,Ω) is subnormal. (In general, we denote by MG the operator of mul-
tiplication by a function G: MGf = G · f). In particular, this applies to any
bounded domain Ω in C with piecewise smooth boundary.
It is shown in the general theory of subnormal operators [13] that every
subnormal operator S : H → H has a minimal normal extension N : K →
K, K ⊃ H , in the sense that N has no invariant subspace K1, H ⊂ H1 ( K
such that the restriction ofN toK1 is normal. The minimal normal extension
is unique up to the unitary equivalence.
The relationship between subnormal operators of finite type and quadra-
ture domains is seen from the following result.
Theorem C (McCarthy, Yang [30] ). Let Ω be a bounded finitely connected
domain in C and ρ a scalar admissible weight on ∂Ω. Then the operator
Mzf(z) = zf(z)
on H2(ρ,Ω) satisfies rank(M∗zMz−MzM∗z ) <∞ if and only if Ω is a quadra-
ture domain.
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It is also easy to show (see, for instance, [60], Lemma 9.2) that the above
operatorMz onH
2(ρ,Ω) is pure subnormal and its minimal normal extension
is the operator Mz on L
2(∂Ω, dω).
In the next section, we will need the following notation. Let Ω be a
bordered Riemann surface as above, let λ ∈ C and let τ : Ω → C be a
non-constant holomorphic function. We put
indλ(τ,Ω) = ♯{δ ∈ Ω : τ(δ) = λ}, (7)
where the solutions δ of the equation τ(δ) = λ are counted with their mul-
tiplicities. If τ is continuous on closΩ and analytic in Ω, then the function
λ 7→ indλ(τ,Ω) is locally constant on C\τ(∂Ω).
3 Vector Toeplitz operators and subnormal
operators
Here we introduce some extra notation and formulate Theorem 4, which will
be used in the proof of Theorem 3.
For a linear operator T on a Banach space H , consider an open set
ρl(T ) =
{
λ ∈ C : ∃ε > 0 : ‖(T − λI)x‖ ≥ ε‖x‖, x ∈ H}.
For λ ∈ ρl(T ), the image (T − λI)H is closed in H . The function indT :
ρl(T )→ Z+ ∪ {∞}, defined by
indT (λ) = dim
(
H ⊖ (T − λI)H)
is locally constant on ρl(T ).
Take any matrix-valued function F in L∞(T,Cm×m). We define the (vec-
tor) Toeplitz operator TF in L(H2m) and the (vector) Hankel operator ΓF in
L(H2m, H2−,m) by
TFx = P+(F · x), ΓFx = P−(F · x).
The function F is called the symbol of these operators. If F ∈ H∞m×m, then
TF =MF .
Let F be a function in H∞m×m, which is continuous on the closed unit disc
(that is, we assume that the entries of F are in the disc algebra). Choose the
curves ζj as in Theorem 1, and let
γ(F ) =
⋃
j
ζj([0, 2π]) =
⋃
s∈[0,2π]
σ
(
F (eis)
)
. (8)
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It is known [9] that for a function F ∈ H∞m×m, continuous on the closed unit
disc,
ρl(TF ) = C\γ(F ), indTF (λ) = windF (λ), λ ∈ ρl(TF ). (9)
Many much more general facts about different types of spectrum of scalar
and vector Toeplitz operators are known, see, for instance, [9] and [33].
The next fact is also well-known.
Proposition 4. A bounded operator T on H2m commutes with the shift op-
erator Mt on H
2
m if and only if T = TF for some symbol F ∈ H∞m×m.
It is clear that for any normal symbol F ∈ H∞m×m, operator TF on H2m is
subnormal (not necessarily pure), and operator MF on L
2
m(T) is its normal
extension.
The next three lemmas will be proven in the next section.
Lemma 1. A vector Toeplitz operator TF with symbol F ∈ H∞m×m has a finite
rank self-commutator iff F is normal and rational.
Lemma 2. Let F ∈ H∞m×m be a normal symbol. The operator TF is pure
subnormal if and only if F is non-degenerate. If this condition is fulfilled,
then the operator MF on L
2
m(T) is the minimal normal extension of TF .
Lemma 3. Let F ∈ NDARNm, and define γ(F ) by (8). Let λ /∈ γ(F ). Then
windF (λ) = dim
(
H2m ⊖ (MF − λ)H2m
)
= indλ
(
z,∆+(3)(F )
)
, (10)
where the last index is defined in (7).
Lemma 4. A vector Toeplitz operator TF with symbol F ∈ H∞m×m is a sub-
normal operator of finite type without point masses if and only if its symbol
F belongs to NDARNm.
Proof. The “only if” part follows directly from Lemmas 1 and 2. Conversely,
suppose that F ∈ NDARNm. Then, by the same lemmas, TF is pure subnor-
mal and has finite rank self-commutator. It is clear that for any c ∈ C, the
set of points t ∈ T such that det(F (t) − cI) = 0 has zero measure. Hence
the operator MF on L
2
m(T) has no non-zero eigenvectors. By Lemma 2, this
operator is the minimal normal extension of TF . Therefore TF has no point
masses.
Theorem 4. Let V : H → H be a pure isometry with codimV H = m <∞,
and let S : H → H be a bounded operator. Let R : H → H2m be the
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Kolmogorov–Wold representation of V . Then the following conditions are
equivalent:
(1) S is a pure subnormal operator without point masses of finite type
and operators S and V commute;
(2) RSR−1 = TF for some m×m matrix symbol F of class NDARNm.
Operators S and V that satisfy part (1) of this theorem are a very par-
ticular example of n-tuples of commuting subnormal operators. We refer to
works by Xia [53], [55] and others for a general study of n-tuples of commut-
ing subnormal and hyponormal operators.
4 Proofs of Theorems 1 and 4 and of auxiliary
lemmas
First we will prove the theorems modulo Lemmas 1–3.
Proof of Theorem 1. a) Let Ω be a quadrature domain. Let τ = τ(z) be
an Ahlfors type function in Ω, and fix some admissible weight ρ on ∂Ω.
Notice that by [5], Theorem 10, one can find τ , whose degree equals to the
connectivity number of Ω. Consider operators S = Mz and V = Mτ on
H2(Ω, ρ). Then S is a pure subnormal operator of finite type (see Theorem
A), V is an isometry, and these operators commute. Let m be the degree of
τ , then it is easy to see that
dim
(
H2(Ω, ρ)⊖ τH2(Ω, ρ)) = m.
Let R : H2(Ω, ρ) → H2m be the Kolmogorov – Wold representation of V .
Put T = RSR−1. Then T commutes with the shift operator Mt on H2m (we
denote by z the independent variable in Ω and by t the independent variable
in D). Hence T = TF for some symbol F = F (t) ∈ H∞m×m. It follows from
Theorem C and Lemma 2 that F ∈ NDARNm.
Notice that Mz − λI is left invertible for all λ /∈ ∂Ω, and that
indMz(λ) =
{
1, λ ∈ Ω
0, λ /∈ closΩ.
Since TF is unitarily equivalent to the multiplication operatorMz onH
2(Ω, ρ),
formula (9) implies that assertions 2) and 3) of Theorem 1 hold. By (5), 1)
is a consequence of 2) and 3).
b) Conversely, suppose that F is in NDARNm and Ω is related with F
by means of conditions 1)–3). Consider the separated real-type algebraic
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curve ∆2 = ∆(2)(F ) in C
2. Then, by (10), the projection onto the z plane
is one-to-one on ∆2 and Ω = z(∆̂+). By Theorem A, Ω is a quadrature
domain.
Proof of Theorem 4. Let us prove that (1) implies (2). Put T = RSR−1.
Since T commutes with Mt on H
2
m, it follows that T = TF for a matrix
function F = F (t) ∈ H∞m×m. We remind that R is an isometric isomorphism.
Hence TF has the same operator properties as the operator S. By Lemma 4,
F ∈ NDARNm.
The converse implication also follows easily from Lemma 4.
Proof of Lemma 3. The first equality follows from (9). Let us prove the
second one. Suppose first that λ satisfies the following assumption: the
eigenspace and the root space of F (t) that correspond to eigenvalue λ coincide
for all t ∈ D. It is clear that windF (λ) equals to the number of zeros of
the function f(t) = det
(
F (t) − λI) in D, counted with multiplicities. The
extreme right term equals to the sum∑
t∈D
dimKer
(
F (t)− λI).
This implies (10) for points λ with the above property.
For all but a finite number of points t in the unit disc, F (t) has no
non-trivial Jordan blocks. Hence only a finite number of values of λ were
excluded from our consideration. Since all terms in (10) are locally constant
on C\γ(F ), the general case follows.
Proof of Lemma 1. We will use the known formula
T ∗FTF − TFT ∗F = Γ∗F ∗ΓF ∗ + TF ∗F−FF ∗, F ∈ H∞m×m. (11)
To prove it, notice that for any G ∈ L∞m×m(T), T ∗G = TG∗ , and
TG∗G − T ∗GTG = Γ∗GΓG.
Then (11) is obtained by putting G = F and G = F ∗ and taking into account
that ΓF = 0.
Fix any x = x(t) in H2m. It is easy to see that t
nx tends weakly to
zero and that ‖ΓF ∗(tnx)‖ → 0 as n→∞. By general properties of Toeplitz
operators (see [33]) and (11), ‖(F ∗F−FF ∗)x‖ = limn→∞ ‖TF ∗F−FF ∗tnx‖ = 0.
Therefore F ∗F−FF ∗ ≡ 0 a.e. on T, so that F is a normal symbol. Applying
(11) once again, we get that ΓF is a finite rank operator. By Kronecker’s
lemma, F is rational (see [33], p. 183 for the scalar case; the vector case has
the same proof).
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Before proving Lemma 2, we will need one more fact.
Lemma 5. Let F , θ, G be m × m, m × s and s × s constant matrices,
respectively, where 1 ≤ s ≤ m. If F is normal, θ∗θ = I and F ∗θ = θG, then
G is normal and Fθ = θG∗.
Proof. For any polynomial p, p(F ∗)θ = θp(G). Since F is normal, we can
find a polynomial p with simple roots such that p(F ∗) = 0. It follows that G
also has no non-trivial Jordan blocks.
Let a1, . . . , as ∈ Cs be a complete family of eigenvectors ofG and λ1, . . . , λs
the corresponding eigenvalues. We assume that if λj = λk and j 6= k, then
〈aj , ak〉 = 0.
We have
(F ∗ − λjI)θaj = θ(G− λjI)aj = 0.
Therefore if λj 6= λk, then 〈aj, ak〉 = 〈θaj , θak〉 = 0. Hence a1, . . . , as form
an orthogonal basis, so that G is normal. From the normality of F and G
we get
Fθaj = λ¯jθaj = θG
∗aj, j = 1, . . . , s,
which implies that Fθ = θG∗.
Recall that a function Φ(t) ∈ H∞m×s is called inner if its boundary values
on T are isometries a.e. (then it follows that s ≤ m).
Proof of Lemma 2. Suppose first that F is degenerate, that is, there is a
constant c ∈ C such that det(F (t)− cI) ≡ 0 for t ∈ D. Then the same holds
for a.e. t ∈ T. Put
L
def
=
{
x ∈ H2m : Fx = cx a.e. on T
}
=
{
x ∈ H2m : F ∗x = c¯x a.e. on T
}
.
Note that (F−cI)x ≡ 0 a.e. on T iff (F−cI)x ≡ 0 in D. Put X = (F−cI)∼,
where (F−cI)∼ is the transpose associate matrix to F−cI. Then X ∈ H∞m×m
and (F − cI)X ≡ 0. If X 6≡ 0, then L 6= 0. If X ≡ 0, then there exists an
integer k, 0 ≤ k < m and a k × m submatrix G of F − cI such that for a
vector x in H2m, (F − cI)x ≡ 0 in D if and only if Gx ≡ 0 in D. We take
the smallest possible k. Let G′ be any matrix in H∞(m−k)×m such det J 6≡ 0,
where J
def
= ( GG′ ). Then it is easy to see that x
def
= J∼(0, . . . , 0, 1)T 6≡ 0 is in L.
It follows that in all cases, the subspace L is non-zero, closed and is
invariant both for TF and T
∗
F = P+MF ∗ . Hence TF is not pure.
Let us prove the converse. Suppose that F is non-degenerate. In general,
if S ∈ L(H) is a subnormal operator (not necessarily pure) and N ∈ L(K)
Real algebraic curves and operator theory 20
its normal extension, then the maximal invariant subspace of S on which S
is normal is given by H1 =
{
x ∈ H : N∗kx ∈ H ∀k ∈ N} (see [13]). So in
our case,
H1 =
{
x ∈ H2m : F ∗kx ∈ H2m ∀k ∈ N
}
and we have to prove that H1 = 0. We remark that H1 is a closed Mz-
invariant subspace of H2m. If H1 6= 0, then by the Beurling–Lax–Halmos
theorem (see [33]), there exists a natural s, 1 ≤ s ≤ m and a matrix function
θ ∈ H∞m×s such that θ(t) is an isometry for a.e. t ∈ T and H1 = θH2s . For all
r ∈ Cs, F ∗θr ∈ H2s . Therefore there exists a function G in H∞s×s such that
F ∗θ = θG a.e. on T. (12)
For any complex c, we can replace F , G by F − cI, G − c¯I. We will
assume without loss of generality that detG(0) = 0.
Lemma 5 yields
Fθ = θG∗ a.e. on T. (13)
The matrix θ has a s× s minor whose determinant is not identically zero on
T. Therefore there exists a constant s×m matrix ρ such that det(ρθ) 6≡ 0.
Note that det(ρθ) ∈ H∞. By (13),
ρF nθ = ρθG∗n a.e. on T (14)
for all n ∈ N. Put g = detG, then g ∈ H∞. By (14),
g¯n det(ρθ)|T ∈ H∞ (15)
for all n ∈ N. We obtain from the Nevanlinna factorization that g¯ = ϕ−1h on
the unit circle, where h ∈ H∞ and ϕ is inner. It follows that for every n, the
function hn det(ρθ) has an inner multiple ϕn. This implies that ϕ divides h.
Therefore g¯ = h1 on T for some h1 in H
∞, so that g = const. Since g(0) = 0,
we get that g ≡ 0.
Let a(t) ∈ KerG(t) for t ∈ T, a(t) 6= 0, a.e. t ∈ T. By (12), F ∗(θa) ≡ 0
on T, which yields detF (t) ≡ 0. This contradicts to our assumption that F
is non-degenerate. We have proved that H1 = 0, that is, that S is pure.
At last, suppose that det(F − cI) 6≡ 0 on T for all c ∈ C, and let us check
that MF is a minimal normal extension of TF . We have to prove that the
subspace
K
def
= span{F ∗nH2m : n ≥ 0}
of L2m(T) coincides with L
2
m(T). Suppose that for some y in L
2
m(T), we have
〈y, F ∗nx〉 = 0 for all x in H2m and all n ≥ 0. Then y is in H2m,−.
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The formula x̂(t) = t¯x(t¯) defines a symmetry on L2m(T), which maps H
2
m
onto H2−,m and H
2
−,m onto H
2
m. Put F̂ (t) = F
∗(t¯), then F̂ is also in H∞m×m.
Applying the symmetry x 7→ xˆ, we get 〈F̂ ∗nyˆ, u〉 = 0 for all u def= xˆ in H2m,−.
Therefore F̂ ∗nyˆ ∈ H2m for all n ≥ 0. Since F̂ has the same properties as F ,
we conclude from the above that yˆ = 0. Hence K = L2m(T).
5 Discriminant curve of a subnormal opera-
tor. Proof of Theorem 2
Let S be a subnormal operator of finite type. Put
M
def
= RangeS∗S − SS∗;
C = C(S)
def
= S∗S − SS∗|M, Λ = Λ(S) = (S∗|M)∗. (16)
It is known that C > 0 and S∗M ⊂M . In [50], [51], Xia discovered the role
of operators C, Λ in the study of the spectral structure of the operator S.
In [50]–[56], he constructed and studied an analytic model of a subnormal
operator with the help of these operators and a certain projection-valued
function, analytic outside the spectrum of the minimal normal extension of
S (“Xia’s mosaic”). One of the consequences of Xia’s results is that the pair
(C,Λ) of operators on M completely determines a pure subnormal operator
S.
In our context of the study of subnormal operators of finite type we
associate with any operators C = C∗ and Λ on a finite dimensional space M
the discriminant surface, given by
∆ =
{
(z, w) ∈ C2 : det(C − (w − Λ∗)(z − Λ)) = 0} (17)
It always is an algebraic curve of real type.
If in (17), C and Λ correspond to a finite type subnormal operator S,
then we will write ∆ = ∆(S).
In [59], conditions on ∆ that are necessary and sufficient for the existence
of S with C = C(S), Λ = Λ(S) were given. The formulations in [59] contain
certain inaccuracies. The corrections are as follows.
Let ∆ be given by (17). Define, as in [59], a meromorphic L(M)-valued
function Q by
Q(δ)
def
= Πw(C(z − Λ)−1 + Λ∗), δ = (z, w) ∈ ∆ \ z−1
(
σ(Λ)
)
,
where Πw(A) is the Riesz projection onto the root space of a matrix A corre-
sponding to the eigenvalue w. The values Q(δ), δ ∈ ∆ are parallel projections
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in M . Let ∆s be the (finite) set of singularities of ∆. Then Theorem 1 in
[59] has to be formulated as follows (we conserve the numeration of formulas
of [59]).
Theorem D ([59], Theorem 1). Let M be a finite-dimensional Hilbert
space and C, Λ operators on M with C > 0. Define ∆, Q as above. Then
there exists a subnormal operator S satisfying C = C(S) and Λ = Λ(S) if
and only if the following conditions hold:
i) ∆ is separated and pole definite;
ii) Put
µ(z) =
∑
w:(z,w)∈∆+
Q
(
(z, w)
)
, z ∈ C \ (σ(Λ) ∪ γ ∪ z(∆s)). (4.1)
Then there exists a positive L(M)-valued measure de(·) such that
(Λ− z)−1(1− µ(z)) =
∫
de(u)
u− z , z ∈ C \
(
σ(Λ) ∪ γ ∪ z(∆s)
)
(4.2)
and (
C − (u¯− Λ∗)(u− Λ))de(u) ≡ 0. (4.3)
If (i), (ii) hold, then the measure de(·) is connected with the operator S by
the formula (1.1) (from [59]), and µ is Xia’s mosaic of S.
In Theorem 2 in [59], one just has to replace item i’) by the following:
i’) ∆ is separated and pole definite.
Proposition 1 in [59] is erroneous, namely, it may happen that ∆ is sep-
arated and pole definite, but the set {∣∣dw
dz
∣∣ = 1} is strictly larger than ∆̂R.
One has to define ∆̂+ and ∆̂− only for separated pole definite curves ∆ (as
we do in the present paper). Then in the proof of Theorem D formula (5.10)
(see [59]) can just be taken as a definition of ∆̂±. It follows from [59], Lemma
1 that ∆ is pole definite.
We remark that for a subnormal operator S of finite type, ∆(S) is always
separated, but can have degenerate pieces (even if S has no point masses).
The paper [60] explains how to construct the operator S, starting from
the corresponding C and Λ; this paper was based on previous work by Xia.
The model of the operator S was formulated in [60] in terms of weighted
analytic functional classes H2 of the + halves of the components ∆̂j of the
curve ∆(S). Slight modifications are to be done also in this paper. Namely,
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in Lemma 11.4 and Theorem 11.5 one has to replace the word “separated”
by “separated pole definite”. Then Lemma 11.1 is not necessary.
LetN be the minimal normal extension of S. As Xia proves, the spectrum
of the minimal normal extension N of S coincides with the z-projection of
the real part ∆̂R of the discriminant curve (17) (with a possible exception of
a finite number of points). That is,
σ(N) ∼= {z ∈ C : det(C − (z¯ − Λ∗)(z − Λ)) = 0}; (18)
here A ∼= B means that sets A, B differ in a finite number of points.
In what follows, we repeat briefly the results of [52], [60] that will be used
in the sequel.
Let ∆ = ∆(S), then ∆ is a separated pole definite real type algebraic
curve. Let ∆ndeg =
⋃
∆
kj
j (∆ may have degenerate components). Sup-
pose we have admissible matrix-valued weights Wj on the boundaries ∂∆̂
+
j .
For simplicity of notation, we denote by W the collection of matrix weights
(W1, . . . ,Wk), and put
H2(W, ∆̂+ndeg) = ⊕j H2kj (Wj, ∆̂+j ).
For any choice of a non-degenerate separated pole definite curve ∆ndeg and
a weight W , the multiplication operator
(Mzf)(δ) = z(δ)f(δ)
is pure subnormal of finite type; moreover, its discriminant surface coincides
with
⋃
j ∆
kj
j ([60], Lemma 11.4). Subnormal operators that are unitarily
equivalent to these ones were called simple in [60].
Theorem E (see [52], [60]). Let S be a subnormal operator without point
masses. and let
⋃
∆
kj
j be the non-degenerate part of its discriminant surface
∆(S). Then there are kj × kj admissible matrix weights Wj on ∂∆̂+j and a
subspace
Ĥ1 ⊂ H2(W, ∆̂+ndeg)
of finite codimension such that Ĥ1 is invariant under operator Mz and S is
unitarily equivalent to operator Mz, restricted to Ĥ1.
Conversely, for any separated pole definite curve ∆ =
∏
∆
kj
j without
degenerate components, any kj × kj matrix weights Wj and any subspace
Ĥ1 of H
2(W, ∆̂+ndeg) with the above properties, the operator Mz on Ĥ1 will
be subnormal of finite type, and the non-degenerate part of the discriminant
surface ∆(Mz) will be exactly equal to
⋃
∆
kj
j .
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A subspace Ĥ1 of H
2(W, ∆̂+ndeg) has the above two properties iff it has a
form
Ĥ1 =
{
x ∈ H2(W, ∆̂+ndeg) : 〈x, ψjλk〉 = 0, 1 ≤ k ≤ r, 0 ≤ j ≤ mk
}
(19)
where (not necessarily distinct) points λk, 1 ≤ k ≤ r belong to
⋃
j z(∆
+
j )
and {ψjλk}
mk
j=0 are corresponding Jordan chains of generalized eigenvectors:(
M∗z − λ¯k
)
ψ0λk = 0,
(
M∗z − λ¯k
)
ψjλk = ψ
j−1
λk
, j = 1, . . . , mk. See [60], Theorem
12.3.
Lemma 6. For every subnormal operator S of finite type without point
masses, there exists an isometry V as in Theorem 4 such that SV = V S.
Proof. We apply Theorem E. Let ∆ be the discriminant surface of S, and
fix an Ahlfors type function ϕ on its non-degenerate part ∆̂ndeg such that
|ϕ| < 1 on ∆̂+ndeg. Replacing S by a unitarily equivalent operator, we can
assume that Sf(δ) = z(δ)f(δ), f ∈ Ĥ1, where Ĥ1 is a subspace of H2(W,∆+)
of finite codimension for some admissible matrix weightsWj . Representation
(19) implies that there exists a natural N such that
ΨN ·H2(W, ∆̂+ndeg) ⊂ Ĥ1 ⊂ H2(W, ∆̂+ndeg), (20)
where
Ψ(δ) =
∏
k
(
z(δ)− λk
)
.
Consider the finite Blaschke product B(ξ) =
∏
j
ξ−ϕ(δj)
1−ϕ(δj)ξ , where {δj} are all
points of ∆+ whose z-projection coincides with one of λk. Set ϕ1 = B
N1 ◦ϕ,
where N1 is a natural number. If B is constant, then we put ϕ1 = ϕ. Then
ϕ1 is also an Ahlfors type function on ∆̂ndeg. If N1 is large enough, then,
moreover, (20) implies that
ϕ1Ĥ1 ⊂ ΨNH2(W, ∆̂+ndeg) ⊂ Ĥ1.
In particular, the operator of multiplication by ϕ1 acts on Ĥ1. Denote this
operator by V . It is obviously a pure isometry, and the codimension of V Ĥ1
in Ĥ1 is finite (every function in Ĥ1, which has zeros of sufficiently high order
in zeros of ϕ1 belongs to V Ĥ1). The equality SV = V S holds, because both
are multiplication operators by scalar functions.
Remark. If S is simple in the sense of [60], then one can take Ĥ1 =
H2(W, ∆̂ndeg). It follows that in this case one can put ϕ1 = ϕ. The de-
gree of ϕ1 on each piece ∆̂j of ∆̂ndeg does not exceed 2pj + qj, where pj
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stands for the number of handles and qj stands for the number of boundary
contours of ∆̂j. If S is not simple, then the minimal possible degrees of ϕ1
on irreducible pieces of ∆̂ndeg can be much higher.
Proof of Theorem 2. (1) If F ∈ NDARNm, then by Lemmas 1 and 2, TF is
a subnormal operator of finite type without point masses, and the same is
true for any operator unitarily equivalent to TF .
(2) Conversely, let S be a subnormal operator of finite type without point
masses. By Lemma 6, there exists a pure isometry V that commutes with S.
Now Theorem 4 provides a desired matrix symbol F in NDARNm (for some
m) such that S and TF are unitarily equivalent.
The construction of the isometry V is far from unique. Hence the symbol
F in Theorem 2 is also determined in a non-unique way.
6 Proof of Theorem 3
Let Pz, t be the projection of C
3 onto its coordinate subspace zt:
Pz, t(z, w, t) = (z, t), (z, w, t) ∈ C3.
Lemma 7. Let ∆3 be an Ahlfors type curve in C
3 (not necessarily pole def-
inite). Then there is finite subset Φ of ∆3 such that Pz, t is one-to-one on
∆3\Φ.
Proof. The image Pz, t∆3 is an algebraic curve in C
2. Let P̂z, t∆3 and ∆̂3 be
the desingularizations of the curves Pz, t∆3, ∆3. Then Pz, t|∆̂3 is a branched
covering of P̂z, t∆3. The number of preimages of a point of ∆̂3 under this
covering (counted with multiplicities) is constant on each irreducible piece
of P̂z, t∆3. Take an irreducible piece K of P̂z, t∆3. It is a projection of (at
least one) irreducible piece of ∆̂3. Hence the set of solutions of the equation
|t| = 1 on K is a finite union of closed curves, in particular, it is infinite. Any
generic point (z, t) of this set has only one preimage on ∆̂3, namely, (z, z¯, t)
(see the definition of an Ahlfors type curve in §1). Therefore, in general,
all but finite number of points of K have only one preimage on ∆̂3. The
assertion of Lemma follows.
It follows from this lemma that every Ahlfors type curve ∆3 restores in a
unique way from its projection onto the plane zt.
Lemma 8. Let r(·, ·) be a polynomial in two variables and F be a matrix
function in NDRNm for some m. Then r(MF ,Mt) = 0 if and only if r(z, t) ≡
0 on ∆(3)(F ).
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Proof. Put ∆3 = ∆(3)(F ). For t ∈ T,
Cm =
⊕
(z,t)∈Pz, t∆3
Ker
(
F (t)− zI). (21)
It follows that the same is true for all but a finite number of points t ∈ closD.
Consider the vector bundle F over the open subset {|t| < 1} of Pzt∆3 with
fibers
F((z, t)) = Ker (F (t)− zI), |t| < 1
(the dimension kj of the fiber can be different on different irreducible pieces
of Pz, t∆3).
For any meromorphic cross-section η of F , put(
Pη
)
(t) =
∑
z: (z, t)∈Pz, t∆3
η
(
(z, t)
)
, |t| < 1.
It follows from (21) that for any h ∈ H2m, there exists a unique meromorphic
cross-section h♯ of F such that
Ph♯ = h.
The function h♯ can have poles in points (z, t) such that |t| < 1 and (21) is
violated in t; the orders of these poles are bounded by a constant that only
depends on the geometry of F . If h 6≡ 0, then h♯ 6≡ 0.
It is easy to see that
r(MF ,Mt)h = r(MF ,Mt)Ph
♯ = P
(
r(z, t)h♯
)
, h ∈ H2m. (22)
Therefore r(z, t) ≡ 0 on ∆(3)(F ) implies that r(MF ,Mt) ≡ 0. Conversely,
if r(z, t) 6≡ 0, then (22) implies that r(MF ,Mt)h 6≡ 0 for any non-zero h in
H2m.
Proof of Theorem 3. (1) Let m ≥ 1 and F ∈ NDARNm. Then ∆(3)(F ) is
an Ahlfors type curve. Eigenvalues of matrices F (t), |t| ≤ 1 are uniformly
bounded. Therefore ∆(3)(F ) is a pole definite Ahlfors type curve and z is
bounded on the subset {|t| < 1} of ∆(3)(F ). It follows that the + part of
∆(3)(F ) coincides with the subset of ∆(3)(F ) where |t| < 1.
(2) Conversely, let ∆ be an Ahlfors type curve in C3, meeting the hy-
potheses of the theorem. Decompose it into irreducible curves: ∆ =
⋃
∆
kj
j .
We can define “halves” ∆̂j+ of irreducible pieces ∆̂j of ∆̂ so that on ∆̂
j
+, z is
bounded and |t| < 1. Consider the functional class
H2(W, ∆̂+) =
N⊕
j=1
H2kj(Wj , ∆̂
j
+),
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where kj × kj admissible matrix weights Wj are chosen in an arbitrary
way. Consider (bounded) multiplication operators S = Mz and V = Mt
on H2(W, ∆̂+). Then V is a pure isometry and S is a pure subnormal oper-
ator and V S = SV . By Theorem 4, there exists an integer m ≥ 1, a matrix
function F ∈ NDARNm and an isometric isomorphism R : H2(W, ∆̂+)→ H2m
such that RSR−1 = MF , RV R−1 = Mt. We are going to prove that
∆(3)(F ) = ∆, that is, that these curves have the same irreducible pieces,
and that their multiplicities also coincide.
Let us use the notation of Lemmas 7–8. Take any polynomial r(z, t) in
two variables. Applying Lemma 8 and the above isomorphism, we get that
r vanishes on ∆ if and only if r(MF ,Mt) = 0 if and only if r vanishes on
∆(3)(F ). This implies that ∆(3)(F ) consists of the same irreducible compo-
nents as ∆: ∆(3)(F ) = ∆
k′j
j for some numbers k
′
j ≥ 1.
Choose a complex constant α ∈ C such that the images of the real parts
of the irreducible pieces of ∆ under the function z+αt all are different. It is
easy to show that it is possible (for any two fixed pieces, the set of α’s such
that these images coincide has empty interior). We can also suppose that
α is chosen so that the matrix function F (t) + αtI is non-degenerate; then
F (t) + αtI ∈ NDARNm.
We apply Lemma 3 to this matrix function. Since R transforms the pair
of operators (Mz,Mt) on H
2(W, ∆̂+) into the pair (MF ,Mt) on H
2
m, we get
indλ(z + αt, ∆̂+) = codim
(
(MF (t)+αtI )H
2
m
)
= indλ
(
z + αt, ∆̂+(3)(F )
)
for all λ /∈ (z + αt)(∂∆̂+) = (z + αt)(∂∆̂+(3)(F )). By comparing the jump of
these indices on (z + αt)- images of the components of the curve ∂∆̂+(3)(F ),
we deduce that kj = k
′
j, j = 1, . . . , N .
Remarks. (1) Suppose that operators S and TF as in Theorem 2 are uni-
tarily equivalent. It can be proved by the same argument as above that
∆2(F ) = ∆ndeg(TF ) = ∆ndeg(S),
and multiplicities of irreducible components are equal.
(2) Recall that if S : H → H is a subnormal operator and N its minimal
normal extension, then S ′ = N∗|K ⊖ H also is subnormal; this operator is
called dual to S [13].
Let S : H → H be a subnormal operator of finite type without point
masses and N : K → K its minimal normal extension. Let TF : H2m → H2m
be a Toeplitz operator unitarily equivalent to S as in Theorems 2 and 4 and
R : H → H2m the corresponding isometric isomorphism such that RSR−1 =
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TF . Then R extends to a unitary isomorphism U˜ : K → L2m(T) such that
U˜NU˜−1 = MF . One has U˜H ′ = H2m,− and U˜N
∗ = MF ∗U˜ . It follows that
the dual operator S ′ is unitarily equivalent to TF̂ , where F̂ (t) = F
∗(t¯).
It follows from the remark after the proof of Lemma 6 and from the above
proof that if ∆ is a pole definite Ahlfors type curve in C3, then ∆ = ∆(3)(F )
for some F in NDARNm, with
m ≤
∑
j
kj(2pj + qj),
where ∆̂ =
⋃
∆̂
kj
j and pj, qj denote the number of handles and of boundary
contours of ∆̂+j , respectively.
7 Characterization of matrix parameters
Here we will describe matrix parameters (C,Λ) of a finite type subnormal
operator S without point masses (see (16)) in terms of a matrix symbol F
such that TF is unitarily equivament to S. First let us discuss Blaschke-
Potapov products.
A Blaschke factor is a scalar function of the form b(t) = ξ t−a
1−a¯t , where
a ∈ D and ξ ∈ T are constants.
A matrix function B ∈ H∞m×k is called inner if B(t) is an isometry for a.e.
t ∈ T (then it follows that k ≤ m). It is known [35] that an m ×m matrix
function B is rational and inner iff it can be represented as
B(t) = v
M∏
n=1
(
bn(t)Pn + (I − Pn)
)
,
where v is an m ×m unitary constant matrix, bn are Blaschke factors, and
Pn are orthogonal projections in C
m. Matrix functions B of this class are
called finite Blaschke–Potapov products. In particular, a scalar function B
is rational and inner iff it is a finite Blaschke product: B(t) = v
∏M
n=1 bn(t),
where v is a complex unimodular constant.
Definition. Let α, h be rational matrix functions in H∞m×m. We call these
functions right coprime if equalities α = α1B, h = hB, where B is a finite
Blaschke–Potapov product and α1, h1 are in H
∞
m×m imply that B is a unitary
constant.
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Assume that detα 6≡ 0, det h 6≡ 0 in D. It is easy to see that in this case
α, h are right coprime iff
Kerα(t) ∩Ker h(t) = 0, t ∈ D.
Lemma 9. Let G be a rational m×m matrix function such that detG 6≡ 0.
1) There is anm×m finite Blaschke–Potapov product α such that KerΓG =
αH2m.
2) The above representation of Ker ΓG is equivalent to a factorization
G = hα−1,
where h, α ∈ H∞m×m are rational, α is a finite Blaschke–Potapov product and
h, α are right coprime.
3) The factorization G = hα−1 of the above form is unique, up to a
substitution h 7→ hu, α 7→ αu, where u is a unitary constant.
We remark that the factorization G(t) = h(t)α−1(t) in C is equivalent to
G(t) = h(t)α∗(t), t ∈ T.
Proof. 1) It is a standard fact that Ker ΓG is invariant under the shift op-
erator x = x(t) 7→ tx(t) on H2m. By the Beurling-Lax-Halmos theorem [33],
there is an integer k, 0 ≤ k ≤ m and a matrix inner function α of size m× k
such that Ker ΓG = αH
2
k . In our case of rational G, it is easy to find a finite
scalar Blaschke product ϕ such that Ker ΓG ⊃ ϕH2m. It follows that ϕI = αβ,
where β is a matrix inner function of size k ×m. Therefore k = m, Ker ΓG
has finite codimension in H2m, and α is a finite Blaschke–Potapov product.
2) Let Ker ΓG = αH
2
m. Then GαH
2
m ⊂ H2m, hence h def= Gα ∈ H∞m×m.
If h and α were not right comprime, that is, h = h1B, α = α1B for a
nonconstant rational inner function B ∈ H∞m×m, then G = hα−1 = h1α−11
would give Ker ΓG ⊂ α1H2m, a contradiction.
Conversely, the same arguments show that a right coprime factorization
G = hα−1 implies that Ker ΓG = αH2m.
Statement 3) follows from the Beurling-Lax-Halmos theorem.
For any m and any matrix function F in NDARNm, detF does not
vanish identically. Note that F ∗(t) coincides for t ∈ T with a rational matrix
function, namely, with the function F̂ (t−1), where F̂ (t) = F ∗(t¯). By applying
(11) and the above Lemma, we deduce the following statement.
Theorem 5. Suppose F be a matrix function in NDARNm, where m ≥ 1.
Let
F ∗(t) = h(t)α−1(t), t ∈ T
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be the right coprime factorization of F ∗ on T, where α is a Blaschke – Potapov
product in D. Then the space M and matrix parameters C and Λ of the
subnormal operator S = TF (see (16)) can be calculated by the formulas
M = H2m ⊖ αH2m, Λ∗ = TF ∗|M, C = Γ∗F ∗ΓF ∗|M. (23)
In particular, a pair (C,Λ) of operators on a finite dimensional space M
gives rise to a subnormal operator of finite type without point masses iff this
pair is unitarily equivalent to a pair (C,Λ), given by the above formulas.
It is easy to write down an explicit orthonormal basis of the space H2m ⊖
αH2m (see the Malmquist-Walsh lemma in [33] and also Example 1 below).
This permits one to calculate matrices C and Λ explicitly.
Notice that if F is a m × m rational matrix function in H∞m×m with
detF 6≡ 0 and F = αh∗ on the unit circle, where α, h are right coprime
and α is a Blaschke–Potapov product, then the symbol F is normal (that is,
F ∗F = FF ∗ on the unit circle) if and only if F = hθ, where θ is a m × m
rational function, which is unitary on T, but not necessarily analytic in D.
8 A method of constructing rational matrix
functions of classes NDRNm and NDARNm
Let B be a Blaschke–Potapov product, and let ψ(t, η) be a scalar rational
function of two variables. Put
F (t) = ψ
(
t, B(t)
)
, (24)
and suppose that F is well-defined as a meromorphic function on the complex
plane. Since B is unitary on the unit circle, F is a rational normal matrix
function. For a fixed B and “most” functions ψ, F is non-degenerate, hence
a function of class NDRNm. If, moreover, F is analytic on the closed unit
disc, then F belongs to NDARNm. So (24) can be useful in the construction
of separated real-type algebraic curves and quadrature domains.
In fact, it is more than an example: it can be proved that, basically, any
function in NDRNm can be obtained in the above way. This topic will be
treated in more detail elsewhere.
For functions F , obtained by this rule, the Ahlfors type curve ∆3(F ) is
closely related to the study of the separated algebraic curve
ρ(B) = {(t, η) ∈ C2 : det (B(t)− ηI) = 0} (25)
Real algebraic curves and operator theory 31
with the anti-analytic involution
δ = (t, η) 7→ δ∗ = (t¯−1, η¯−1) (26)
(in general, it can be reducible). The real part ρR(B) of this curve is defined
by the equation |t| = 1; it has a real dimension one. The equality |η| = 1
also holds true on ρR(B).
Define the meromorphic function z = ψ(t, η) on ρ(B). Then the “image”
γ(F ) of the matrix function F (t) on the unit circle T, which was defined by
(8), equals to the z-image of the real part ρR(B) of the curve ρ(B). These
notions will be exploited in Example 2 of the next section.
9 Concrete examples
We put bλ(t) =
t−λ
1−λ¯t
.
Example 1 (matrix parameters of a simply connected quadrature
domain). Take a, β ∈ C with |a| > 1 and β 6= 0, and put
F (t) = t+
β
t− a, Ω = F (D).
Then F ∈ NDARN1. Assume that F is univalent on D (for a fixed a, it always
can be achieved by taking a small β). Then Ω is a quadrature domain by
the Aharonov–Shapiro Theorem B. It corresponds to the analytic Toeplitz
operator S = TF on the scalar H
2, which, as we know, is a subnormal
operator of finite type without point masses. We are going to calculate the
matrix parameters (C,Λ) of this subnormal operator.
By Lemma 9 and Theorem 5, the space M = Range(S∗S − SS∗) can be
calculated as
M =
(
Ker ΓF¯
)⊥
.
The function F¯ coincides on T with the rational function
F∗(t) = F (t¯−1) = t
−1 +
β¯t
1− a¯t .
This function has poles 0 and a¯−1 in D of order one. It is easy to see that
Ker ΓF¯ = {x ∈ H2 : x(0) = x(a¯−1) = 0}. Hence M = H2 ⊖ αH2, where
α(t) = b0(t)ba¯−1(t), and dimM = 2.
Next, put M− = RangeΓF¯ ⊂ H2−. Then dimM− = 2. Choose some
orthonormal bases {e1, e2} in M and {h1, h2} in M−. Then P−F∗ej ∈ M−,
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j = 1, 2. Since S∗M ⊂ M , P+F∗ej ∈ M for j = 1, 2. Hence there are
expansions
F∗e1 = r11h1 + r21h2 + ν11e1 + ν21e2,
F∗e2 = r12h1 + r22h2 + ν12e1 + ν22e2.
Introduce an operator R = ΓF ∗
∣∣M : M → M−, then by Theorem 5, C =
R∗R. By (23), R ∼
(
r11 r12
r21 r22
)
and Λ∗ ∼
(
ν11 ν12
ν21 ν22
)
in the bases {e1, e2}
and {h1, h2}. In particular, one can take e1 = 1, e2 = kt(1−a−1t)−1, h1 = t−1,
h2 = kt
−1(t − a¯−1)−1, where k = √1− |a|−2. After calculating coefficients
rjs, νjs (using residues), one gets
Λ∗ =
(
− β¯
a¯
k − β¯
a¯2k
0 1
a
− β¯
a¯k2
)
, R =
(
1− β¯
a¯2
− β¯
ka¯3
− β¯
ka¯3
− β¯
k2a¯4
)
. (27)
Eigenvalues of Λ coincide with the nodes of the quadrature domain Ω (which
are the points F (0) and F (a¯−1)). It is also known from the theorem by
Helton–Howe and Carey–Pincus (see [31]) that
Area(Ω) = π trace(C).
In [59], we called Λ and C1/2 the matrix center and the matrix radius of S.
By Lemma 2, the operator of multiplication by F on L2(T) is the minimal
normal extension of the analytic Toeplitz operator TF . Since σ(TF ) = F (T),
the curve γ(F ) = F (T) = ∂Ω can be described alternatively by the equation
(18).
Representations of the boundary of a quadrature domain by an equation
like (18) have been also considered in the series of papers by Putinar and
Gustafsson, see [36], [25] and earlier papers. See also Xia [54], [57] and
others. These papers deal with hyponormal operators, instead of subnormal
ones. The domain need not be simply connected. The difference with the
subnormal case is that one can always find a pair (C,Λ) that give rise to a
quadrature domain so that rankC = 1. In our setting, C has always a full
rank. The advantage of matrix parameters of a quadrature domain in the
sense of Putinar and Gustafsson is that they are always determined uniquely.
If a quadrature domain is not simply connected, there are many subnormal
operators that correspond to it, and they give rise to different pairs (C,Λ).
The ambiguity is codified by the so-called characters [20], [19], [60].
Example 2 (A one-connected quadrature domain). Consider a finite
Blaschke product in C2 of degree two:
B(t) =
(
I −Q1 + bλ(t)Q1
)(
I −Q2 + b−λ(t)Q2
)
,
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where Q1, Q2 are two different rank one projections in C
2 and λ is a fixed
point in D with Reλ 6= 0. Assume (without loss of generality) that Qj =
ℓj ⊗ ℓj, where ℓ1 = (1, 0), ℓ2 = (c, a), with a > 0, c ≥ 0, a2 + c2 = 1. Put
p(t) = 1− λ¯2t2, r(t) = t2 − λ2, (28)
q(t) = c2(1− λ¯2)t2 + 2a2(1− |λ|2)t+ c2(1− λ2), (29)
and
ψ(t, η) =
2p(t)η − q(t) + L(t− γ1)
2p(t)η − q(t)− L(t− γ1) , (30)
where L 6= 0 is a complex constant, and γ1 is a root of the polynomial
D(t) = q2(t)− 4p(t)r(t) with |γ1| < 1. We assert that there is a continuum
of parameters a, c, λ, γ1, L such that the matrix function
F (t) = ψ(t, B(t)) (31)
belongs to NDARN2 and gives rise to a one-connected quadrature domain
according to the rule of Theorem 1. It is so, in particular, if one chooses
λ = 0.8i, a = 5
13
, c = 12
13
, L = i, and the corresponding root γ1 ≈ 0.0729 −
0.6467i of D. Figure 1 shows the shape of the curve γ(F ) for these concrete
parameters. The explicit parametrization of the two parts of this curve is
z = z±(t), t ∈ T; the functions z±(t) will be defined in (33), (34).
In what follows, we will motivate this example and give more comments
and details about this quadrature domain.
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A direct calculation shows that the algebraic curve (25) for our choice of
B has the form
ρ(B) : p(t)η2 − q(t)η + r(t) = 0. (32)
Obviously, D(t) is the discriminant of this quadratic equation in η. One
observes that r(t¯−1) = t−2p(t), q(t¯−1) = t−2q(t), which implies that D(t¯−1) =
t−4D(t). Hence the roots of D are symmetric with respect to the unit circle.
Denote them as γ1, γ2, γ¯
−1
1 , γ¯
−1
2 . We assume that all these roots are distinct
and that γ1, γ2 ∈ D. The algebraic curve (32) is irreducible, and by taking
its normalization we can regard it as a compact Riemann surface. Since the
formula of the solution of (32) is η± =
q(t)±
√
D(t)
2p(t)
and p, q are single-valued
functions, the surface ρ(B) coincides with the Riemann surface of the multi-
valued function
t 7→
√
D(t) = K ·
√
(t− γ1)(t− γ2)(t− γ¯−11 )(t− γ¯−12 ).
Hence ρ(B) is an elliptic curve and is homeomorphic to a torus.
Inequalities |t| < 1 and |t| > 1 define the two “halves” of the curve
ρ(B), which we denote as ρ+(B) and ρ−(B), respectively. Then ρ+(B) is
homeomorphic to the Riemann surface of the function
√
(t− γ1)(t− γ2),
defined on the disc |t| < 1. It is a two-sheeted branched covering of the
unit disc, and thus is homeomorphic to a sphere with two holes (or to a
one-connected domain).
Following B. Gustaffson [23], pages 224–225, we can search a meromorphic
function z(·) on ρ(B), which has no poles on clos ρ+(B) and is univalent on
ρ+(B). The image of ρ+(B) under any such function z will be a one-connected
quadrature domain.
Consider the meromorphic function z(·) = ϕ(t(·), η(·)) on ρ(B). Note
that
z = ψ(t, η) =
σ + L(t− γ1)
σ − L(t− γ1) , (33)
where
σ
def
= 2p(t)η − q(t) = ±
√
D(t). (34)
By considering the local parameter σ on the curve ρ+(B) in a neighborhood
of the branching point t = γ1, one gets that z(δ) has no pole at this point.
There are two global continuous branches of
√
D(t) on the unit circle.
Define the functions z+(t), z−(t) on T by putting in (33) σ = ±
√
D(t),
respectively.
The parameters a, c, λ, γ1, L lead to a quadrature domain Ω
def
= z
(
ρ+(B)
)
if and only if the following two conditions hold. The first condition is that
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the function z(δ) should have no poles on ρ+(B). The second one is that z(·)
should be univalent on ρ+(B) (or, equivalently, that functions ζ1(θ) = z−(eiθ),
ζ2(θ) = z+(e
iθ) should satisfy the topological condition of Theorem 1). If
these two conditions are valid, then Ω is a quadrature domain. In this case,
we can agree that when t runs over the unit circle, z+(t) traverses the outer
boundary curve of Ω and z−(t) traverses the inner one. One gets from (33)
that z−(t) · z+(t) = 1 for |t| = 1.
To verify the second condition for a concrete set of values of parame-
ters, it suffices to check, for instance, that arg z+(e
iθ) strictly increases for
θ ∈ [0, 2π]. The author has checked both conditions numerically for the pa-
rameters indicated above. It follows that close values of parameters also give
a quadrature domain.
In fact, the author does not know whether the first necessary condition
implies the second one.
Formulas (33), (34) were found by the analogy with the inverse Zhukovsky
function.
Since the meromorphic function z = ψ(t, η) has no poles on clos ρ+(B),
it follows that F is analytic on |t| < 1. Hence F ∈ NDARN2. Notice that for
t ∈ T, z±(t) = ψ(t, η±), where η± are the two roots of the quadratic equation
(32). Hence F (t) has eigenvalues z+(t) and z−(t) for |t| = 1. It follows that,
whenever our choice of parameters produces a quadrature domain Ω, function
F generates the same quadrature domain. The spectrum of TF coincides with
the closure of Ω.
The Schwartz function and the nodes. The defining equation
Suppose that our parameters λ, a, c, L, γ1 are admissible, that is, they give
rise to a quadrature domain Ω. Then the Schwartz function is given by
w(z) = ψ(δ(z)∗), z ∈ closΩ
where δ(z) is the function inverse to the function z|ρ+(B). Function w(z)
has three poles, which are the nodes of the quadrature domain (the points
zj in the formula (4)). The positions of these three nodes are indicated on
Fig. 1.
It is possible (in principle) to write down explicitly the polynomial defin-
ing equation of this quadrature domain. Namely, one can derive a polynomial
relation Xz(t) ≡
∑K
j=1Xj(z)t
j = 0 between the functions t, z on the curve
ρ(B) (here Xj are polynomials of one variable). Next, one can write down a
similar polynomial relation Yw(t) ≡
∑K
j=1 Yj(w)t
j = 0 between the functions
t, w on ρ(B). Then one has an explicit equation
Res(Xz, Yw) = 0,
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which satisfy the meromorphic “coordinates” z, w on ρ(B) and which is
polynomial in z, w. Here Res(M,N) is the resultant of polynomials M(t),
N(t), see [49]. We recall that Res(M,N) vanishes iff M and N have a
common root. It is not completely clear, however, whether this equation is
a minimal one (it might have extra factors of the form z − z0 or w − w0).
Numerical experiments show that for different values of admissible param-
eters, the quadrature domain obtained has a form of three merged circular
drops, and the nodes of the domain are situated approximately in the centers
of these drops. This justifies the following
Conjecture. If the above method leads to a quadrature domain, then this
domain can be obtained alternatively as a final domain at a time T0 > 0
from a Hele–Shaw flow with three sources, situated in the three nodes of the
domain (with no liquid at the starting time T = 0).
We refer to the book [39] for a discussion of the Hele–Shaw flows and to
[45] for a good elementary introduction to the subject. In [10]–[12], [38], one
can find more recent results.
A general characterization of one-connected quadrature domains was given
by M. Putinar in [37], Theorem 1.3. However, he did not give concrete ex-
amples.
Example 3 (A matrix function of class NDARN3). One can try to use
the same ideas in order to obtain more complicated examples. For any m,
it is easy to get many examples of functions in NDARNm. For instance, put
Qj = ℓj ⊗ ℓj, where ℓ1 = (1213 , −513 , 0), ℓ2 = (0, 1213 , −513 ), ℓ3 = (−513 , 0, 1213). Put
ε1 = i and ε2 = exp(
2
3
πi). Let λ = 1
10
∈ D. Take the matrix Blaschke
product
B(t) =
(
I −Q1 + ε1bλ(t)Q1
)(
I −Q2 + ε2b−λ(t)Q2
)(
I −Q3 + tQ3
)
and the function ψ(t, η) = t + η. It is easy to see that the matrix function
F (t) = ψ(t, B(t)) is in NDARN3. The corresponding curve γ(F ) is shown on
Fig. 2. It can be deduces from this picture that the real part of the algebraic
curve ρ(B) has three components. One can number the three eigenvalues of
F (eiθ) so that when θ runs over [0, 2π], each of these eigenvalues traverses its
own component of the curve γ(F ) in the positive direction. This function B
can be thought of as a perturbation of the case when {ℓj} are an orthonormal
basis. In the latter case, ρ(B) has three irreducible pieces, and γ(F ) consists
of three concentric circles.
If we had taken ε2 =
−1+i√
2
, without changing other data, then ρR(F )
would have only two components.
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In general, it is not so easy to find out the topological types of curves
ρ(B). If ρ+(B) is homeomorphic to a multiply connected domain, one could
try to construct meromorphic functions z = ψ(t, η) on ρ(B), which give rise
to quadrature domains. It is unclear by now how to do it explicitly. It would
be desirable to have some general results about possible topological types of
ρ(B), depending on the size and the degree of a Blaschke–Potapov product
B.
A general method of constructing multiply connected quadrature domains
has been suggested recently by Crowdy [11], [10], by Crowdy and Marshall
in [12] and by Richardson in [38]. In particular, the work by Crowdy and
Marshall contains many examples of calculation of quadrature domains of
different connectivity. The method by Crowdy involves Schottky–Klein prime
functions, defined as an infinite product. Richardson’s method uses Poincare´
series. Both methods require to solve certain systems of nonlinear equations.
It would be interesting to find relations between the methods by Crowdy,
Marshall and Richardson and the results of the present article.
10 Further perspectives
One can try to apply our results to several neighboring fields. There are
many unanswered questions about quadrature domains, see the collection of
problems in the recent book [17]. Our Theorem 1, combined probably with
some new ideas, could occasion some progress. Let us indicate two concrete
problems in this connection.
1) As it is proven in [23], Thm. 12, for any p ≥ 1, there is a family of p-
connected domains that satisfy the same quadrature identity (4) and depend
on at least p real parameters. It would be interesting to find a more or less
explicit parametrization of all quadrature domains of a given connectivity
satisfying the same quadrature identity.
It is not known whether there is uniqueness when one considers only
simply connected domains; see [40] for a partial result.
2) A point z0 of a quadrature domain Ω is called special if w(z0) = z¯0,
where w(z) is the Schwartz function. If Ω is generated by a matrix function F
of class NDARN, then z0 has to be an eigenvalue of F (t0) and z¯0 an eigenvalue
of F ∗(t¯−10 ) for a point t0 in D. It is interesting to estimate the number of
special points of a quadrature domain; see [24] and [41] for some results in
this direction. We remark that special points play an important role in the
connection between subnormal and hyponormal operators attached to Ω, see
[61], Thms. 1, 2 and the proof of Lemma 3.
The connection between hyponormal operators and quadrature domains
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has been exploited in works by Gustafsson, Putinar and Xia, see [37], [36],
[25], [57], [61] and references therein.
Certainly, a better understanding of ways to construct multiply connected
quadrature domains would be very desirable. A concrete construction of
Ahlfors functions on a multiply connected domain has been given by S. Fe-
dorov in [18].
It is also interesting to look for numerical applications of quadrature do-
mains. They depend on a finite number of parameters and can approximate
an arbitrary bounded domain, see [22] for a discussion. Our results might
help in constructing conceptually simple algorithms of dealing with quadra-
ture domain.
There are many topics that are related to the subject of this work,
which we did not touch. Hyponormal Toeplitz operators with finite rank
self-commutator were studied in [14], [27] and other papers; a relationship
between Toeplitz operators with rational symbol and Riemann surfaces was
exploited in [58]. Multiplication operators by the independent variable and
by an analytic matrix function were studied in [48], [26], [2], [43], [44], [58]
and others.
Vector bundles over real algebraic curves were used here very little. The
topic of Section 7, in fact, is related to the so-called determinantal represen-
tations of vector bundles of real algebraic curves and characters. See [2], [46],
[47] and the references therein.
Real algebraic curves and vector bundles over them appear naturally in
the theory of commuting nonselfadjoint operators and discrete and contin-
uous linear systems with multidimensional time, which is being developed
by Livsˇic, Alpay, Ball, Vinnikov and others. We refer to [6], [7] (and the
references therein) and to the book [29]. As it was shown in [6], there are
advantages in defining spaces H2 as spaces of differentials of order 1/2 in-
stead of spaces of functions. Some algebraic and computational aspects of
this theory were developed in [42].
Curves as in (25), whose anti-analytic involution has the form (t, µ) 7→
(t¯−1, µ¯−1) appear in the theory of commuting contractions, see [8].
In a series of works, Pavlov and Fedorov developed the harmonic analysis
on multiply connected domains (see [18], [19] and others). Such topics as
analogues of Muckenhoupt condition and of Carleson condition, Ahlfors type
functions that generate the uniform analytic algebra in the domain, coinvari-
ant subspaces and corresponding semigroups were studied by these authors.
One of the aims of this program is to develop a kind of the Lax-Phillips
approach to the investigation of resonances for a selfadjoint operator with
band spectrum, see [34].
Algebraic curves also appear systematically in the study of integrable
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dynamical system, which is a very vast area; we only mention the review
[15]. As the work [28] suggests, this topic also has strong connections with
the theory of commuting nonselfadjoint linear operators.
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