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Abstract
Orientation acuity was measured with circular patches of sinusoidal gratings of various sizes. Threshold estimates were lowest
(acuity highest) for the largest size patch, and increased as the stimulus size was reduced, consistent with the results of many
researchers using line stimuli. These results are compared with the predictions of a simple and widely accepted model of spatial
vision whereby the output of independent feed-forward filters are combined to produce threshold estimates. Specifically, the
rectified output of a number of independent filters (i.e. Gabors) spanning the stimulus space (i.e. orientation) are combined via
Bayesian decision theory. This model cannot account quantitatively for the relatively low thresholds estimated for the small sized
stimuli when compared to the thresholds measured with larger patches. Application of a comparable analysis, with preliminary
measurements of neuronal responses from primary visual cortex replacing the response rectified Gabor filter’s responses, provides
a more reasonable account of behavioral acuity. This indicates a fundamental inadequacy of the feed-forward filter model in
accounting for V1 neurons’ role in perception. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction
It is a widely held belief that contours play a funda-
mental role in visual processing. Indeed, neurons in the
early visual pathway respond robustly to contour stim-
uli; in particular neurons in primary visual cortex (V1)
respond preferentially to contours of a particular orien-
tation (Hubel & Wiesel, 1962). A general model for
spatial vision has emerged to account for orientation as
well as other spatial sensitivities, whereby the retinal
image is filtered in parallel by units band-pass in size
(spatial frequency), position, and orientation (Graham,
1989). The mechanisms underlying behavioral acuities
deduced by interpretation of psychophysics with this
model have a remarkable correspondence to measured
physiological properties of visual neurons (Bradley,
Skottun, Ohzawa, Sclar, & Freeman, 1987; Hawken &
Parker, 1987; DeValois & De Valois, 1988; Parker &
Hawken, 1988).
According to a dominant model of visual perception,
the properties of the visual system measured psycho-
physically have a direct correspondence to the physio-
logical activity of neurons in the visual pathways. Thus
it is often supposed that the analogy that is observed
between visual neurons and behavior is a manifestation
of a direct correspondence between the linear filter
model and the response properties of individual V1
neurons. Such ‘convolution kernel’ models of spatial
vision are consistent with the general rationale of the
feed-forward model originally proposed by Hubel and
Wiesel (1962) to account for the emergence of orienta-
tion selectivity in the cortex from the non-selective
afferent input originating in the lateral geniculate nu-
cleus (LGN) of the thalamus. Hubel and Wiesel’s intu-
itively appealing model generates orientation selectivity
via convergence of LGN units whose receptive fields
(RFs) are geometrically aligned in visual space. In its
simplest form (simple summation of LGN output) this
scheme cannot in fact account for the orientation selec-
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Fig. 1. Acuity for orientation as a function of stimulus size. (A–C) Threshold estimates, , versus stimulus size, s, for three observers. (D) the
average threshold as function of stimulus size. Vertical lines show  one standard error from the mean value.
tivity of V1, chiefly owing to the non-linearity intro-
duced by the rectification in the LGN output at moder-
ately high stimulus contrasts (Tolhurst & Dean, 1990;
Shapley, 1994). However, the notion of summation of
inputs in a feed-forward manner is implicit in both the
convolution filter model of spatial vision and many
models proposed to account for V1 orientation selectiv-
ity (Parker & Hawken, 1985; Spitzer & Hochstein,
1985; Jones & Palmer, 1987; Heeger, Simoncelli, &
Movshon, 1996).
This study re-examines a classical observation of
behavioral orientation acuity-that orientation acuity
(typically for a line or bar) increases as the stimulus is
elongated (Andrews, 1967; Scobey, 1982; Orban, Van-
denbussche, & Vogels, 1984; Paradiso & Carney, 1988;
Heeley & Buchanan-Smith, 1998 and others.). This
increase in sensitivity (decrease in threshold) with stim-
ulus size asymptotes as the size exceeds that of a typical
visual receptive field size. The interpretations of this
result have typically been interpreted physiologically as
a summation over geometrically aligned regions: either
LGN afferents within a single V1 neuron’s receptive
field, or a recruitment of multiple geometrically aligned
feed-forward V1 units (Orban et al., but cf. Heeley &
Buchanan-Smith, 1998, for an alternative consider-
ation.) These interpretations place the emphasis on the
long line end of the ‘line length summation’ curve
where performance asymptotes, while little attention
has been paid to the striking sensitivity for orientation
that remains even as the stimuli became vanishingly
small (for a notable exception, cf. Andrews, 1967).
There are several reasons why examining thresholds
obtained for small stimuli could provide insight into the
properties of the underlying neural system. First and
foremost, the stimuli could isolate individual hyper-
columns, thought to be the fundamental computation
module of the cortex (Hubel & Wiesel, 1968). Second,
the small stimuli will have a correspondingly small
projection of activity onto the cortex (Paradiso & Car-
ney, 1988; Zanker, 1998), providing very constrained
input to any model requiring simple summation of
aligned feed-forward input.
Here we report that orientation acuity measured with
circular patches of sinusoidal gratings produces results
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Fig. 2. Diagram of the model. At the far left of the figure are representative stimuli corresponding to the psychophysical stimuli (s=2.0, 0.6, 0.45
and 0.3, from top to bottom). The response is calculated by aligning the Gabor filter with the center of the stimulus, and taking the sum of the
product of the Gabor and the stimulus (dot product). This value is half-wave rectified, yielding a response value corresponding to a stimulus of
a particular size and orientation. For each stimulus size, the collection of responses to the range of orientations produce an orientation tuning
curve, to which our descriptive function Eq. (3) is fit to, and threshold estimates can be derived. This procedure yields a family of orientation
tuning curves, from which threshold estimates will be derived, parametric on stimulus size.
consistent with the classical studies with non-periodic
line stimuli as a function of stimulus size/length (see
also Westheimer, 1997). We sought to determine
whether a passive feed-forward filter model could ac-
count for this classic observation that orientation acuity
depends on the size of the stimulus. In order to assess
this, we implement a straightforward linear feed-for-
ward filter model using Gabor filters as the basic com-
putational element. We find a fundamental failure of
the feed-forward model to account quantitatively for
the change in orientation discrimination thresholds with
stimulus size, a conclusion consistent with those of a
recent study using blurred line stimuli of different sizes
(Heeley & Buchanan-Smith, 1998). This failure indi-
cates that static linear filters do not provide an ade-
quate model to account for the processing of
orientation in early stages of the visual system.
2. Methods
2.1. Stimuli
All stimuli were generated using a Silicon Graphics
Elan R400 computer. The monitor was 343 mm wide
(1280 pixels) and 274 mm high (1024 pixels), with a
resolution of 3.73 pixels/mm, and a refresh rate of 60
Hz. Subjects viewed the display monocularly from a
distance of 60 cm. (one pixels equals 1.54 min of visual
arc). Mean luminance was 59 cd/m2. The stimuli con-
sisted of circular patches of 1.5 cyc/deg sinusoidal
gratings of various sizes (diameters: 2, 0.6, 0.45 and 0.3°
of visual angle), presented at 99% of the maximum
contrast available from the display. The phase of each
grating was constrained such that a zero crossing (mean
luminance) was present in the center of the circular
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patch. This phase constraint was introduced to ensure
that for the smallest sized circular patches, which con-
tain only a fraction of a grating cycle, there was some
Fig. 5. Thresholds predicted using a population of responses derived
from measured response properties of V1 neurons. The dotted line
shows the thresholds derived from a population of N=2500 neurons.
The dashed line shows the thresholds derived from a population of
neurons where the number of active neurons scales with stimulus size.
The behavioral acuity is plotted as black dots connected by the solid
line.
Fig. 3. Discrimination thresholds as a function of stimulus size.
Thresholds predicted from a single Gabor filter model (K=1.8,
 =14) are plotted as the solid thin line. Threshold predictions
derived from a population of Gabor filters (K=1.8, N=0.0031) are
shown as a dotted line for a N=2500 population and as a dashed
line for a population of Gabor filters whose number of active
components scales with stimulus size (dashed line). The measured
behavioral acuity is plotted for reference as black dots connected by
a solid line.
oriented contrast. Pilot data collected with a random
phase procedure (not presented) has negligible effect on
thresholds for the larger stimulus sizes. However, at the
small stimulus sizes individual stimuli do not appear to
have any orientation for many phases. Orientation
thresholds in this case were artificially high, were
difficult to measure, and were thus avoided.
Stimuli were presented at 5° lateral to a fixation
cross, in the nasal visual hemifield. The thresholds were
measured at 5° eccentricity for three main reasons. The
first reason was that at the fovea there is a floor effect
on the thresholds which we sought to avoid by simply
moving to the near periphery. In fact all subjects per-
formed a comparable set of observations at fixation,
yielding very similar results (see footnote 3). Second,
the physiological measurements in the database were
collected at approximately this eccentricity. Third, at
this eccentricity the stimuli evoked responses in cortex
are thought to be confined roughly to a single V1
hypercolumn.
The spatial frequency of the stimuli was chosen such
that they would be stimulating approximately the most
sensitive channels at this eccentricity.
2.2. Procedure
Orientation acuity was estimated using a two alterna-
tive forced choice (2AFC) procedure, and method of
constant stimuli. Subjects viewed two successively pre-
sented stimuli, and reported whether the second stimu-
Fig. 4. Measured orientation tuning for a macaque V1 neuron at
three different stimulus sizes. The neuron was determined to be
located in layer 4B based on histology. The optimal stimulus size
(s=1.6) was determined in a separate summation experiment using
stimuli of optimal orientation, spatial frequency, and temporal fre-
quency.
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lus was rotated clockwise, or counterclockwise with
respect to the first by pressing the right or left mouse
button, respectively. Stimuli were presented for 200 ms,
with an inter-stimulus interval of 1000 ms. A set of
pilot trials was performed by each observer in order to
familiarize the subject with the procedure, to provide
sufficient practice, and to determine a suitable range of
angles (difference in orientation), , for the test set. A
test set consisted of six s presented as a pair of stimuli
symmetrically offset from vertical by an angle 1/2. On
each trial, one grating was rotated clockwise and the
other was rotated counterclockwise from vertical. The
order in which the two stimuli were presented was
chosen randomly in each trial, and the order in which
the particular s were tested was randomized within a
block of trials. Feedback was given in the form of an
audible tone following incorrect decisions.
The 2AFC procedure was employed here chiefly be-
cause it is the dominant method by which the filter
properties of the early visual system have been deduced.
Secondly, it avoids requiring an internal reference ori-
entation, which would have an unknown representa-
tion. The major concern that the 2AFC procedure
introduces is the addition of a memory component to
the decision process. We assume that the memory re-
quired in the task will have a constant effect across all
stimulus sizes and hence will not present a problem in
our analysis.
The particular choice of procedure also introduces a
second potential problem. There is some concern that
the subjects actually perform the task as a discrimina-
tion between the two successive stimuli, or instead
make the discrimination with respect to an internal
vertical. Subjects were explicitly directed to signal
whether the second stimulus was rotated clockwise or
counterclockwise with respect to the first stimulus. They
were not informed that the stimuli would be symmetri-
cally oriented around vertical, and were further told
that such a discrimination would ‘not be reliable’. One
subject (the author, JAH) was tested during pilot exper-
iments in an otherwise identical procedure where the
stimuli were symmetrically offset a randomly chosen
small angle (1°) for each stimulus set. The thresholds
measured by this randomized procedure (not presented)
were only slightly higher in value than those presented
here, and fell off with decreasing stimulus size in a way
directly comparable to the data presented here.
Typically, subjects performed blocks organized into
10 repeats of six s (total of 60 choices per block). The
order of these 60 trials was randomized within a block.
For each stimuli size, at least six blocks total were run,
yielding a total 60 trials per . Testing was performed
over several days, with the observer typically running
only two blocks of 60 trials per sitting.
2.3. Analysis
At least 60 observations of each  were used to
estimate the probability of correct decision for each .
Psychometric functions were then calculated from the
probability correct for each of the six s. Quick func-
tions, of the form p()=1−0.5 exp{− (/th)}, th
and 0, were fitted to the data using parametric
maximum likelihood estimation (Watson, 1978). Here,
th is the point where estimated performance reaches
threshold (81.6%), and  is the slope of the function at
that point.
The Quick function was chosen simply for the ease of
fitting function to the data. Other methods for estimat-
ing thresholds (i.e. logistic function fit, or linear inter-
polation) from the data yielded curves of nearly
identical shape, with only displacements in absolute
threshold from each other. To reiterate, it is the shape
of the threshold versus stimulus size curve that is of
interest here, not the threshold values (in fact the
logistic function fit’s thresholds are slightly lower than
those derived from the Quick function).
2.4. Model
Orientation selective units were modeled as 2-D
Gabor filters (Marcelja, 1980; Daugman, 1985; Jones &
Palmer, 1987), G, of the form:
G(x, y)=sin(2 fx) exp

−0.5
 x
h
2
+
 y

2
. (1)
Because the stimuli in the psychophysical study were
confined to have zero-crossings at the center, the Gabor
filter was chosen to be in sine phase. However, it should
also be noted that a model consisting of a set of filters
in quadrature phase produces indistinguishable results,
as does a model consisting of cosine phase Gabors and
stimuli. The spatial frequency, f, of the filter was
matched to the spatial frequency of the psychophysical
stimuli (i.e. f=1.5 cpd), and the space constant in the
vertical direction, v, of the Gaussian envelope was
chosen to match the size of the largest stimulus used,
2.0°. The aspect ratio was chosen to be 3:1, thus, h and
v were set to 1/3 of a degree and 1°, respectively. This
choice of filter size produces asymptotic responses qual-
itatively similar to psychophysical results; that is, only a
modest (fraction of a degree) improvement for stimuli
larger than 2.0°. Virtually identical results of all simula-
tions can be obtained for circularly symmetric Gaussian
envelopes. Responses as a function of stimulus size and
orientation were calculated by taking the dot product
of the filter and stimulus aligned in space, and half-
wave rectifying the output.
R(s, )=

S(s, ) G(x, y) dx dy
+
, (2)
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where, {·}+ represents half-wave rectification (or sets
all integral values 0–0), S(s, ) is a patch of sinusoid
grating of size (diameter) s and orientation , and G is
the Gabor filter specified in space as in Eq. (1). Eq. (2)
can be interpreted equivalently as the response, R, to
stimulus size s of a Gabor filter having preferred orien-
tation . In some cases, merely for convenience, R has
been calculated in this manner and the meaning will be
used interchangeably. All numerical calculations were
performed using Matlab 5.1. A family of orientation
tuning curves were generated by calculating a response
of the filter to stimulus gratings of various orientations
with circular apertures of different sizes. In order to
simplify the derivation of threshold estimates for these
filters, the following three parameter (  assumed to be
vertical) equation was fit to the tuning curves generated
from each size stimulus:1
r()=a exp

−0.5
(− )

2
+b, (3)
This equation is typical of the form used to fit
physiological data, and is simply a Gaussian of ampli-
tude a and variance  centered at   riding on a
baseline response b. Note that in most cases b will be
very small.
By using Bayesian decision theory (ideal-observer),
just noticeable difference thresholds were calculated
from the filter response functions. This required some
assumptions to be made regarding the variance of
response. It was assumed that the variance of the
response is proportional to the response magnitude, r.
This property has been widely reported for visual corti-
cal neurons (Tolhurst, Movshon, & Dean, 1983; Gur,
1997; Vogels, Spileers, & Orban, 1990; Geisler & Al-
brecht, 1997; Mechler, 1997). Typically this is modeled
as 2=kr , but because k and  are highly correlated,
the simple proportionality, given by
2=Kr, (4)
provides a much simpler and adequate model for the
variance (Geisler & Albrecht). Values of K measured
for cortical neurons typically range from 1.0 to 2.0
(Tolhurst et al.; Vogels et al.; Geisler & Albrecht;
Mechler). For all calculations, the value of K was
chosen to be 1.8. Calculations for a range of K between
1.0 and 2.0 produced little qualitative change in the
threshold estimates as a function of stimulus size for a
single filter, hence the particular choice of 1.8 is a
somewhat arbitrary, but reasonable, value.
The discriminability of two signals, in this case the
difference in the response of orientation selective units
to oriented stimuli, depends on the separation of the
signals and the spread of each signal. The measure
typically used is d-prime (d ) which corresponds to the
ratio between the separation and the spread of signals.
Here we define d  as the absolute value of the difference
in means divided by the standard deviation, which,
using Eq. (3) can be written as (Geisler & Albrecht,
1997):
d =
r(+)−r()
0.5 K(r(+)+r())
. (5)
By setting d =1, which corresponds to a threshold
performance on a two-interval forced-choice task, it is
possible to solve for . Thus,  is directly compara-
ble to the psychophysical thresholds, th.
It should be noted that the reference orientation,  ,
which yields the best performance (minimum  for
d =1) is not the orientation that produces peak filter
response, peak. Because d  is sensitive to the difference
in response magnitude, d , will be most sensitive in
regions of the response curve which have a steep slope.
The minimum  was found for a single Gabor filter
for each stimulus size. This peak changed considerably
with size, and produced thresholds which did not fall
off quite as dramatically as thresholds calculated with a
constant peak.
A key reason for choosing Bayesian decision theory
to compute a threshold metric from the filter responses
is the ease with which it can be applied to a population
of filters. The population d  for N filters is given by
Geisler & Albrecht (1997) as:
d =

N 	
N
i=1
d i2, (6)
where N is an efficiency parameter, and d i is the d  of
the ith unit in the population, given by Eq. (5). Like the
single unit model, this d  may be solved for d =1,
yielding a , which will be the just noticeable differ-
ence of the pooled response. It should be noted that Eq.
(6) is not strictly correct. The equation as written
applies to additive rather than multiplicative noise;
however as noted by Geisler and Albrecht (1997) this
equation is in practice accurate for multiplicative noise
as well.2
Finally, a word about the efficiency parameter, N.
The value of the efficiency parameter, N, used to
calculate threshold estimates in Eq. (6) for the response
of a population of filters is chosen such that the
threshold estimate matches the thresholds measured
psychophysically at the largest size tested (i.e. 2.0°). The
particular value of N is critically dependent on the
value of the noise parameter, K (from Eq. (4)), and the
number of units in the population. For any particular
1 Using the actual Gabor filter responses, rather than the descrip-
tive function for subsequent analysis produces indistinguishable re-
sults.
2 Using an alternate ‘optimal’ threshold estimation procedure based
on the Fisher information of the population response which is strictly
correct, yields indistinguishable results.
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values of K and N, which are reasonable, N can be
found such that the measured and predicted threshold
curves coincide at s=2.0°. Because a plausible estimate
was available for K, we fixed this parameter. Regarding
N, we were able to make a ball park estimate, however,
since we were less confident about this value, and in
some instances N will be allowed to vary, we chose to
attach the subscript N to  to indicate more explicitly its
dependence on N. Thus special care should be used in
interpreting the values reported for N, and only with
respect to N and K.
2.5. Subjects
The authors (JAH, and RMS), and one subject
(EPB) naive to the purpose of the study participated in
the experiments. All have normal, or corrected to nor-
mal vision, and are experienced psychophysical observ-
ers. It should be noted that one additional naive subject
(NSB) performed on most of the tests, but the data will
not be presented because this subject did not complete
the experiment at the smallest size. Where tested, the
data for this subject are completely consistent with the
other observers.
2.6. Physiological methods
Physiological data described below were obtained on
single neurons in macaque V1, using the methods of
Sceniak, Ringach, Hawken, and Shapley (1999).
3. Results and discussion
The psychophysical results presented in Fig. 1 show a
10-fold increase in the orientation discrimination
threshold, as the size of the stimulus is reduced to a
fraction of the largest size.
Thresholds well below 90° are found at the smallest
size tested (around 12° for a stimulus subtending 0.3° of
visual angle) and settle quickly to near maximal perfor-
mance (3°, for stimuli bigger than 1°). In fact this
curve is a straight line when plotted on log– log coordi-
nates, with a slope of approximately −0.8.
This curve is consistent with the values obtained with
line stimuli as a function of length (Andrews, 1967;
Orban et al., 1984; Vandenbussche, Vogels, & Orban,
1986; Paradiso & Carney, 1988; Makela, Whitaker, &
Rovamo, 1993; Heeley & Buchanan-Smith, 1998). The
threshold values for the largest size stimulus are com-
parable with the thresholds reported by a variety of
researchers using sinusoidal gratings of similar spatial
parameters measured para-foveally with similar psycho-
physical techniques (Burbeck & Regan, 1983; Burr &
Wijesundra, 1991; Snowden, 1992; Heeley, Buchanan-
Smith, & Heywood, 1993; Lee, Itti, Koch, & Braun,
1999).3
Intuition alone predicts an increase in orientation
discrimination thresholds which diverges as the stimuli
become undetectable; however, this intuition does not
address the issue of where or how quickly these
thresholds should diverge. In order to assess how one
might expect orientation thresholds to change with
stimulus size according to the dominant paradigm of
spatial vision, we will compare the psychophysical re-
sults with the output of a single Gabor filter. Because
Gabor filters possess the desired bandpass properties in
several key dimensions, including orientation, many
researchers have compared these filters’ properties with
the measured response properties of V1 cells (Marcelja,
1980; Daugman, 1985; Jones & Palmer, 1987). Further-
more, Gabor filters are favored by most psychophysical
models as the fundamental computational unit (Gra-
ham, 1989). Though other roughly equivalent linear
filter representations can provide more precise quantita-
tive descriptions of V1 cells (i.e. difference of Gaussians
(Parker & Hawken, 1988)), and other types of filters
have been used (derivatives of Gaussians, wavelets,
etc.), the Gabor filter provides a compact and conve-
nient description. All of the conclusions drawn here are
dependent on the filter properties which all these de-
scriptions share (i.e. linearity), not on the particular
choice of a Gabor filter. Fig. 2 shows a cartoon of the
scheme used here to compute orientation tuning curves
for a stimulus matched Gabor filter. Note that the
tuning curves derived for the Gabor filter both decrease
in maximum response as stimulus size decreases, and
become more responsive to non-optimally oriented
stimuli relative to the preferred orientation. This is the
general behavior of this type of filter as a function of
orientation and size, nearly independent of the choice
of spatial frequency or aspect ratio. For decreasing
sizes the maximum magnitude of the response decreases
and the width of the tuning increases. Hence, simply by
inspection, the orientation selectivity of such a filter
decreases with size, consistent qualitatively with the
psychophysical result.
Orientation discrimination thresholds derived from
the output of a single Gabor filter injected with physio-
logically consistent noise (Eqs. (4) and (5)), shown in
Fig. 3 as the thin line, qualitatively follow the measured
thresholds (dots connected by the solid line). However,
there is a marked quantitative disparity between the
two estimates for small stimulus sizes. One could won-
der, given the rough similarity in the threshold func-
tions, if the Gabor filter model could be made to fit the
data satisfactorily, by extending the model in a reason-
able way.
3 Pilot data collected at other eccentricities and spatial frequencies
(not presented) produce similar results. In fact, all the data points fall
on a single curve when scaled according to the corticl magnification
factor (Rovamo & Virsu, 1979).
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A population of Gabor filters can produce threshold
estimates somewhat more consistent with the measured
orientation acuity as a function of size than the single
filter model described above. Many researchers have
argued that a stimulus dimension, in this case orienta-
tion, is encoded in the response of a population of units
which span the stimulus space (Paradiso, 1988; Vogels,
1990; Shadlen, Britten, Newsome, & Movshon, 1996).
Unfortunately it is not obvious, on physiological or
anatomical grounds, what is a reasonable number of V1
cells to think of as contributing to the psychophysical
result. However, a rough calculation yields a rough
estimate of N=2500 neurons.4 Hence, we will consider
a population of these N neurons, identical except for
their preferred orientations,  , evenly distributed
across all possible orientations (180°). Solving Eq. (6)
for N, so that the model curve coincides with the data
point measured at the largest stimulus size tested psy-
chophysically, yields an efficiency parameter of 0.0031,
which will be used throughout. In Fig. 3, the thresholds
of this population as a function of size are plotted as a
dotted line. Again, there is a fundamental failure to
account for the acuity at the small sizes, but the popu-
lation yields a better fit than for the single Gabor filter
(thin line).
There are two important points to consider in this
population scheme. The first is that as the stimulus size
is reduced there is a decrease in the area of the retina
stimulated, and this should cause the size of the cortical
population activated by the stimulus to decrease pro-
portionally. For a given eccentricity, there is a simple
relationship between the extent of the image falling on
the retina, and the induced activity in the cortex. The
‘cortical image’ is simply proportional to the retinal
image in spatial extent (Rovamo & Virsu, 1979; and cf.
Zanker, 1998 for an interesting consideration of this
mapping in an orientation detection experiment).
Therefore, given this additional assumption one would
expect the acuity estimate from the population of
Gabor filters to be even worse at the small stimulus
sizes than shown in Fig. 3 for the population of 2500
Gabor filters. Indeed, the dashed line in Fig. 3 show the
thresholds derived from a population of Gabor filters in
which the number of neurons in the population is
proportional to the size (diameter) of the stimulus. This
curve diverges from the psychophysical thresholds
much faster than the dotted line curve which is based
on a fixed population of cortical filters. The efficiency
parameters, N, and the number of units in the popula-
tion at the largest size tested behaviorally (N=2500
and s=2) are identical for both population curves.
Additionally, there is a concern that as the stimuli
become smaller, some of the energy ‘leaks’ to higher
frequencies because of the hard edge of the circular
aperture. In particular, units having a peak sensitivity
to higher spatial frequencies may begin to respond to
the stimuli as they become smaller. However, imple-
menting a population which spans not only orientation
but some range of spatial frequencies, yields an only
marginally better account of the behavioral thresholds.
We observe that the quasi-linear receptive field model
which has been used to explain many psychophysical
results in the past cannot account for the observed
acuity for orientation as a function of stimulus size. In
order to understand why this model fails to account for
behavior, it is useful to consider this model as consist-
ing of two parts: first the computational unit (here a
Gabor filter); and second, the threshold estimator. It is
possible that discrepancy in the measured thresholds
and the thresholds derived from the model could be
attributed to a too simplistic or fundamentally flawed
method of threshold estimation. Alternately, the dis-
crepancy observed here could be attributed to a funda-
mental inadequacy in the classic static receptive field
model to describe the true behavior of the neurons in
primary visual cortex. We favor the latter explanation,
in part because the threshold estimation methods used
here have been successful at linking sensory responses
to behavioral decisions (Shadlen et al., 1996), but
mostly because there is reason to believe that a linear
filter approximation of visual neurons doing the com-
putation may be too simplistic.
Recently, more advanced models of visual function
and physiology have been proposed (Ben-Yishai, Bar-
Or, & Sompolinsky, 1995; Somers, Nelson, & Sur,
1995; Carandini, Heeger, & Movshon, 1997; Troyer,
Krukowski, Priebe, & Miller, 1998; Lee, Itti, Kock, &
Braun, 1999; McLaughlin, Shapley, Shelley, &
Wielaard, 2000 etc.). In these schemes, some non-linear
interactions between the individual computational ele-
ments modify an initially feed-forward nearly linear
signal. These models can account for some more subtle
and complex visual phenomena which the static ‘convo-
lution kernel’ vision models cannot explain, chiefly the
non-linearities in response related to changes in stimu-
lus contrast. The invariance of orientation selectivity
with stimulus contrast provides a particularly good
example of contrast-related non-linear properties of the
visual system. In fact, it is a stated goal of most
4 At 5° eccentricity at 2° diameter stimulus would activate approx-
imately 5 mm2 of cortex (Rovamo & Virsu, 1979). In the macaque
there are approximately 240000 excitatory neurons per mm2 in su-
perficial layers II/III (Beaulieu, Kisvarday, Somogyi, Cynader, &
Cowey, 1992). The macaque number will be used for human cortex as
well. Then we will estimate 100000 of these are pyramidal (projec-
tion) neurons to pertinent extrastriate areas of cortex. However, only
a fraction (say 25%) of these roughly 105 neurons in layer II/III are
well tuned for orientation (Hawken et al., unpublished data). We will
further speculate that some small fraction, say 10%, of these well
tuned neurons would also have characteristics appropriate (i.e. spatial
frequency, spatial phase, and temporal parameters) for the stimuli
and actually contribute to a behavioral response.
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modeling attempts to account for this particular behav-
ior (e.g. Somers et al.; Ben-Yishai et al.; Troyer et al.).
In the orientation domain, recent research suggests
dynamic non-linear interactions which may be similar
to the contrast non-linearities. For instance, Ringach
(1998) studied psychophysically the dynamics of orien-
tation perception, and found strong evidence for dy-
namical interactions between orientation selective units
of different orientations. Furthermore, the ‘footprint’ of
the interactions and the dynamic aspects were similar to
V1 physiological data (Ringach, Hawken, & Shapley,
1997) measured with the same technique. This physio-
logical finding bears directly on the assertion above,
that the discrepancy between the psychophysics and the
model reflects a deficiency in the description of sensory
units as static semi-linear filters. It remains to be seen
whether a model allowing for interactions among such
initially linear filters could qualitatively account for the
apparent ‘over-acuity’ seen for small spatial stimuli.
This will remain for future work.
One more advanced model which we have tested with
small stimuli is a model which incorporates feed-for-
ward inhibition in order to produce contrast invariant
orientation selectivity. While we were able to reproduce
the contrast invariance in our implementation of the
‘conceptual model’ described by Troyer et al. (1998),
this model behaved very much like the Gabor filter
model as a function of stimulus size. Quantitatively, the
increase in orientation bandwidth with decreasing stim-
ulus size and decrease in response was not as steep as
for the Gabor filter for moderately small stimulus sizes;
however, this model exhibited a threshold for stimulus
size of around one third the optimal size, beyond which
predicted thresholds quickly diverged from the data as
the stimulus size became smaller.
We report that several implementations of a simple
static linear filter model for visual function fail to
adequately explain the manner in which orientation
acuity diminishes with stimulus size (Andrews, 1967;
Scobey, 1982; Orban et al. 1984; Paradiso & Carney
1988; Heeley & Buchanan-Smith, 1998). Recent find-
ings by Sceniak et al. (1999) indicate that the area of
summation within a receptive field changes depending
on certain aspects of stimulus content-in this case con-
trast. In the face of the failure of the feed-forward filter
model, and this recent observation that a neuron’s
receptive field size is not invariant for different stimulus
conditions, it seems appropriate to look at the corre-
sponding ‘real’ computational units in visual cortex,
and to examine whether their activity could account for
orientation discrimination.
Application of the threshold estimation procedures
described above to the measured responses of visual
neurons as a function of stimulus size and orientation
can begin to account for behavioral orientation acuity.
A limited set of data exists in a database of experiments
on monkey V1 neurons (Hawken, Sceniak, Ringach, &
Shapley, unpublished data) in which the orientation
selectivity of V1 neurons at sub-optimal sizes was mea-
sured. In these experiments, orientation tuning curves
were measured using stimuli of various sizes. Fig. 4
shows an example from this data set of tuning curves
measured for a neuron located in layer 4B at three
different stimulus sizes (s=0.4, 0.8 and 1.6, where s=
1.6 is the optimal stimulus size) of drifting gratings of
optimal spatial frequency for the cell ( f=2.1). This
provides an example of a trend observed in this data set
that at least some cells remain well tuned for orienta-
tion as stimulus size decreases. Included in this analysis
were cells for which there was at least one tuning curve
measured for smaller than optimal sizes, and a mea-
surement for greater than or equal to the optimal size.
Optimal size was measured by an area summation
experiment (Sceniak et al., 1999). The same descriptive
function used to quantify the Gabor filter’s tuning (Eq.
(3)) was fit to the physiological data points for each
stimulus size tested. It was assumed that the orientation
selectivity would not change much for stimuli bigger
than optimal, so the tuning curves measured at greater
than optimal sizes were taken as equivalent to having
been measured at the optimal size. (The available data
in the database indicates this to be roughly true.)
A total of 34 example cells were found in the data-
base for which a sufficient range of stimulus size was
tested, were well tuned for orientation as measured with
the optimal size stimulus, and remained adequately
responsive for smaller stimuli. These data bear directly
on the problem thus far discussed, and the following
analysis was carried out. For each cell, the change of
the three key parameters of the descriptive function-
amplitude, a, bandwidth, , and background firing
rate, b, (from Eq. (3)) — were estimated as a function
of stimulus size by linear regression. The amplitude and
bandwidth parameters were constrained to 125 and
90% of the values measured at optimal size, meaning
that the maximum firing rate could not get much bigger
for the large stimulus sizes compared to the optimal
stimulus size, and the minimum standard deviation
could not get much more narrow. The change in the
tuning functions as a function of size is qualitatively
similar to the changes described above for the Gabor
filter. That is, there was a decrease in response with
size, and an increase in bandwidth; however, the magni-
tude of the change was not as great as for the Gabors.
Finally, in order to make a direct comparison of the
experimental with the psychophysical thresholds, the
stimulus sizes used to measure the orientation selectiv-
ity in the V1 experiments were normalized by the
preferred spatial frequency of the cell, and multiplied
by 1.5 (the spatial frequency used in the psychophysical
testing). A population was simulated by randomly se-
lecting (with replacement) 2500 ‘cells’ from this collec-
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tion of tuning curves, and distributing them uniformly
across preferred orientation space. Just as with the
Gabor units, population discrimination thresholds
could be calculated as a function of size, which are
shown in Fig. 5 as the dashed curve. Contrary to the
Gabor filter analysis, the computed thresholds as a
function of size did not rapidly diverge to indiscrim-
inability as the stimuli got smaller. In fact, the simu-
lated thresholds remained less for small stimuli than the
psychophysical data (repeated in Fig. 5 as black dots
connected by a solid line).
The non-correspondence of the neuronally derived
thresholds with psychophysical thresholds should not
be immediately interpreted as a failure of the neuron-
derived data to account for the psychophysical observa-
tion. The methods employed to derive threshold
estimates from the tuning curves provide a lower bound
for a perfect, noiseless decision mechanism operating
on the output of these neurons at constant efficiency;
thus changes in the representation subsequent to V1 but
prior to the decision could distort the information
related to the small size stimuli, or the the efficiency of
the decision mechanism could depend on the stimulus
size. More importantly, is the fact (mentioned above)
that there is good reason to believe that the number of
units in the population contributing to a decision would
not be invariant with stimulus size. In fact, it is reason-
able to believe that the number of cells should be
roughly proportional to stimulus size (Rovamo &
Virsu, 1979). Consistent with this point is the fact that,
in formulating the population model for ‘real’ cell data,
the population was limited to cells which continued to
respond to stimuli smaller than measured to be optimal.
Many cells were explicitly excluded from the analysis
because they stopped responding when the stimuli were
reduced to a fraction of the optimal size.
The dashed line curve in Fig. 5 shows the just
noticeable difference thresholds derived for a popula-
tion of V1 units as described above, except that in this
calculation the number of units is proportional to the
stimulus size. The number of units in the population
used to derive thresholds for each stimulus size were
identical to the corresponding population analysis for
Gabor filters shown in Fig. 3. Because each population
is made up of families of tuning curves chosen ran-
domly with replacement from the 34 V1 cells, the
thresholds plotted here for each stimulus size represent
the average over a number of random populations,
each having the same number of cells. This prediction
approaches the measured psychophysical thresholds,
although the predicted performance is still better than
observed psychophysically. This may indicate that the
exact relationship of the number of active units in the
cortex to stimulus size is not a simple proportionality,
or that our data overestimate the invariance with which
single cells can signal orientation for different stimulus
sizes, or both. Again, we wish to point out that these
data are preliminary, and they are highly selected,
noisy, and based on orientation tuning curves measured
at only a few stimulus sizes.
In summary, we show that the classically observed
relation between line length and orientation acuity is
naturally generalizable to periodic stimuli viewed
through apertures. This observation is to a first approx-
imation consistent with the model of the visual system
as acting as parallel bank of linear filters. However,
there is a fundamental failure in this model to account
quantitatively for behavioral performance as the stimuli
become very small. Furthermore, the available single
cell data, when cast into a population model predict
thresholds as a function of size which match the mea-
sured behavioral acuity in a much more consistent
manner. We interpret these findings as evidence that the
early visual system does not act simply as a bank of
passive linear filters. Rather these findings are consis-
tent with the notion that individual elements in the
visual system seem to be part of a dynamical interacting
network whose response properties are contingent not
exclusively on the local stimulus properties, but condi-
tional on the activity of the other elements of their
network (Ben-Yishai et al., 1995; Somers, Nelson, &
Sur, 1995; McLaughlin, Shapley, Shelley, & Wielaard,
2000). One consequence of this neuronal network orga-
nization is that it can discriminate the orientation of
even very short lengths of contour.
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