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Approximating Pathwidth for Graphs of Small Treewidth
Carla Groenland∗ Gwenaël Joret† Wojciech Nadara‡ Bartosz Walczak§
Abstract
We describe a polynomial-time algorithm which, given a graph G with treewidth t, approxi-
mates the pathwidth of G to within a ratio of O(t
√
log t). This is the first algorithm to achieve
an f(t)-approximation for some function f .
Our approach builds on the following key insight: every graph with large pathwidth has large
treewidth or contains a subdivision of a large complete binary tree. Specifically, we show that
every graph with pathwidth at least th+ 2 has treewidth at least t or contains a subdivision of a
complete binary tree of height h+ 1. The bound th+ 2 is best possible up to a multiplicative
constant. This result was motivated by, and implies (with c = 2), the following conjecture of
Kawarabayashi and Rossman (SODA’18): there exists a universal constant c such that every
graph with pathwidth Ω(kc) has treewidth at least k or contains a subdivision of a complete
binary tree of height k.
Our main technical algorithm takes a graph G and some (not necessarily optimal) tree
decomposition of G of width t′ in the input, and it computes in polynomial time an integer h, a
certificate that G has pathwidth at least h, and a path decomposition of G of width at most
(t′ + 1)h+ 1. The certificate is closely related to (and implies) the existence of a subdivision of a
complete binary tree of height h. The approximation algorithm for pathwidth is then obtained
by combining this algorithm with the approximation algorithm of Feige, Hajiaghayi, and Lee
(STOC’05) for treewidth.
1 Introduction
Tree decompositions and path decompositions are fundamental objects in graph theory. For
algorithmic purposes, it would be highly useful to be able to compute such decompositions of
minimum width, that is, achieving the treewidth and the pathwidth of the graph, respectively.
However, both these problems are NP-hard, and remain so even when restricted to very specific
graph classes [1, 3, 15, 16, 18, 19, 20].
For treewidth, a relatively good approximation can be found in polynomial time thanks to a
classic algorithm of Feige, Hajiaghayi, and Lee [13]. Their algorithm computes a tree decomposition
of an input graph G whose width is within a ratio of O(
√
log tw(G)) of the treewidth tw(G) of G.
For pathwidth, however, not much seems to be known. The treewidth algorithm of Feige et al. can
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be modified to output a path decomposition with width within a ratio of O(logn
√
log tw(G)) of
the pathwidth pw(G) of G, using the fact that tw(G) 6 pw(G) 6 (tw(G) + 1) log2 n when G has n
vertices [13]. This seems to be the best known approximation algorithm for pathwidth.
In this paper we describe a polynomial-time algorithm approximating pathwidth to within a
ratio of O(tw(G)
√
log tw(G)), thus replacing the logn factor in the previous approximation ratio
with a tw(G) factor. To our knowledge, this is the first approximation algorithm achieving an
approximation factor of f(tw(G)) or f(pw(G)) for some function f with no dependence on n.
Our approach builds on the following key insight: every graph with large pathwidth has large
treewidth or contains a subdivision of a large complete binary tree.
Theorem 1.1. Every graph G with treewidth t − 1 has pathwidth at most th + 1 or contains a
subdivision of a complete binary tree of height h+ 1.
The bound th+ 1 is best possible up to a multiplicative constant (see Section 5). We note that
Theorem 1.1 was originally motivated by the following result of Kawarabayashi and Rossman [17]
about treedepth, which is an upper bound on pathwidth: every graph with treedepth Ω(k5 log2 k)
has treewidth at least k, or contains a subdivision of a complete binary tree of height k, or contains a
path of order 2k. The bound Ω(k5 log2 k) was recently lowered to Ω(k3) by Czerwiński, Nadara, and
Pilipczuk [10], who also devised an O(tw(G) log3/2 tw(G))-approximation algorithm for treedepth.
Kawarabayashi and Rossman [17] conjectured that the third outcome of their theorem, the path of
order 2k, could be avoided if one considered pathwidth instead of treedepth: they conjectured the
existence of a universal constant c such that every graph with pathwidth Ω(kc) has treewidth at
least k or contains a subdivision of a complete binary tree of height k. Theorem 1.1 implies their
conjecture with c = 2, which is best possible (see Section 5). Both Theorem 1.1 and the treedepth
results [17, 10] are a continuation of a line of research on excluded minor characterizations of graphs
with small values of their corresponding width parameters (pathwidth/treedepth/treewidth), which
was started by the seminal Grid Minor Theorem [21] and its improved polynomial versions [8, 9].
Every subdivision of a complete binary tree of height h has pathwidth dh/2e [22]. Hence, such a
subgraph can be used to certify that the pathwidth of a given graph is large. The following key
concept provides a stronger certificate of large pathwidth, more suitable for our purposes. Let
(Th)∞h=0 be a sequence of classes of graphs defined inductively as follows: T0 is the class of all
connected graphs, and Th+1 is the class of connected graphs G that contain three pairwise disjoint
sets of vertices V1, V2, and V3 such that G[V1], G[V2], G[V3] ∈ Th and any two of V1, V2, and V3 can
be connected in G by a path avoiding the third one. Every graph in Th has the following properties:
• it has pathwidth at least h (see Lemma 2.1), and
• it contains a subdivision of a complete binary tree of height h (see Lemma 2.2).
Theorem 1.1 has a short and simple proof (see Section 3). It proceeds by showing that every
graph with treewidth t− 1 has pathwidth at most th+ 1 or belongs to Th+1. The stronger assertion
allows us to apply induction on h. Unfortunately, this proof is not algorithmic.
To obtain the aforementioned approximation algorithm, we prove the following algorithmic
version of Theorem 1.1. Its proof is significantly more involved (see Section 4).
Theorem 1.2. For every connected graph G with treewidth at most t− 1, there is an integer h > 0
such that G ∈ Th and G has pathwidth at most th+1. Moreover, there is a polynomial-time algorithm
to compute such an integer h, a path decomposition of G of width at most th+ 1, and a subdivision
of a complete binary tree of height h in G given a tree decomposition of G of width at most t− 1.
Since every graph in Th has pathwidth at least h, combining Theorem 1.2 with the aforementioned
approximation algorithm for treewidth of Feige et al. [13], we obtain the following approximation
algorithm for pathwidth.
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Corollary 1.3. There is a polynomial-time algorithm which, given a graph G of treewidth t and
pathwidth p, computes a path decomposition of G of width O(t
√
log t · p). Moreover, if a tree
decomposition of G of width t′ is also given in the input, the resulting path decomposition has width
at most (t′ + 1)p+ 1.
We remark that if we consider graphs G coming from a fixed class of graphs with bounded
treewidth, then we can first use an algorithm of Bodlaender [4] to compute an optimal tree
decomposition of G in linear time, and then use the above algorithm to approximate pathwidth
to within a ratio of roughly tw(G) + 1. We note the following two precursors of this result in
the literature (with slightly better approximation ratios): Bodlaender and Fomin [6] gave a 2-
approximation algorithm for computing the pathwidth of outerplanar graphs (a subclass of graphs of
treewidth at most 2), and Fomin and Thilikos [14] gave a 3-approximation algorithm for computing
the pathwidth on Halin graphs (a subclass of graphs of treewidth at most 3).
We conclude this introduction with a remark about parameterized algorithms, even though our
focus in this paper is approximation algorithms with running time polynomial in the size of the input
graph. Bodlaender [4] (see also [5]) designed a linear-time FPT algorithm for computing pathwidth
when parameterized by the pathwidth. That is, for an n-vertex input graph G, his algorithm
computes the pathwidth pw(G) and an optimal path decomposition of G in f(pw(G)) · n time for
some computable function f . Bodlaender and Kloks [7] considered the problem of computing the
pathwidth when the input graph has small treewidth. They devised an XP algorithm for computing
pathwidth when parameterized by the treewidth: given an n-vertex graph G, the algorithm computes
pw(G) and an optimal path decomposition of G in nf(tw(G)) time for some computable function f .
It is an old open problem whether pathwidth is fixed-parameter tractable when parameterized by
the treewidth, that is, whether there exists an algorithm to compute the pathwidth of an n-vertex
input graph G in f(tw(G)) · nO(1) time for some computable function f . This question was first
raised by Dean [11]. Fomin and Thilikos [14] pointed out that even obtaining an approximation of
pathwidth when parameterized by treewidth is open. Our approximation algorithm is a solution
to the latter problem (in a strong sense—with polynomial dependence of the running time in the
parameter) and can be seen as a step in the direction of Dean’s question.
2 Preliminaries and Tools
2.1 Basic Definitions
Graphs considered in this paper are finite, simple, and undirected. We use standard graph-theoretic
terminology and notation. We allow a graph to have no vertices; by convention, such a graph is not
connected and has no connected components. The vertex set of a graph G is denoted by V (G). A
vertex v of a graph G is considered a neighbor of a set X ⊆ V (G) if v /∈ X and v is connected by an
edge to some vertex in X. The neighborhood (thus defined) of a set X in G is denoted by NG(X).
A tree decomposition of a graph G is a pair (T, {Bx}x∈V (T )) where T is a tree and {Bx}x∈V (T )
is a family of subsets of V (G) called bags, satisfying the following two conditions:
• for each vertex v of G, the set of nodes {x ∈ V (T ) : v ∈ Bx} induces a non-empty subtree of T ;
• for each edge uv of G, there is a node x in T such that both u and v belong to Bx.
The width of a tree decomposition (T, {Bx}x∈V (T )) is maxx∈V (T ) |Bx| − 1. The treewidth of a graph
G is the minimum width of a tree decomposition of G. A path decomposition and pathwidth are
defined analogously with the extra requirement that the tree T is a path. The treewidth and the
pathwidth of a graph G are denoted by tw(G) and pw(G), respectively. We refer the reader to [12]
for background on tree decompositions.
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A complete binary tree of height h is a rooted tree in which every non-leaf node has two children
and every path from the root to a leaf has h edges. Such a tree has 2h+1 − 1 nodes. A complete
ternary tree of height h is defined analogously but with the requirement that every non-leaf node
has three children. A subdivision of a tree T is a tree obtained from T by replacing each edge uv
with some path connecting u and v whose internal nodes are new nodes private to that path.
2.2 Witnesses for Large Pathwidth
Recall that (Th)∞h=0 is the sequence of classes of graphs defined inductively as follows: T0 is the class
of all connected graphs, and Th+1 is the class of connected graphs G that contain three pairwise
disjoint sets of vertices V1, V2, and V3 such that G[V1], G[V2], G[V3] ∈ Th and any two of V1, V2, and
V3 can be connected in G by a path avoiding the third one.
A Th-witness for a graph G ∈ Th is a complete ternary tree of height h of subsets of V (G) defined
inductively following the definition of Th. The T0-witness for a connected graph G is the tree with
the single node V (G), denoted by 〈V (G)〉. A Th+1-witness for a graph G ∈ Th+1 is a tree with root
V (G) and with three subtrees W1,W2,W3 of the root that are Th-witnesses of G[V1], G[V2], G[V3]
for some sets V1, V2, V3 as in the definition of Th+1; it is denoted by 〈V (G);W1,W2,W3〉.
It clearly follows from these definitions that every graph in Th has at least 3h vertices and every
Th-witness of an n-vertex graph has O(n) nodes. The next two lemmas explain the connection of Th
to pathwidth and to subdivisions of complete binary trees.
Lemma 2.1. If G ∈ Th, then pw(G) > h.
Proof. The proof goes by induction on h. The case h = 0 is trivial. Now, assume that h > 1 and
the lemma holds for h − 1. Since G ∈ Th, there are sets V1, V2, V3 ⊆ V (G) interconnected as in
the definition of Th, such that G[Vi] ∈ Th−1 and thus pw(G[Vi]) > h− 1 for i = 1, 2, 3. Let P be a
path decomposition of G. With bags restricted to Vi, it becomes a path decomposition of G[Vi]. It
follows that for i = 1, 2, 3, there is a bag Bi in P such that |Bi ∩ Vi| > h. Assume without loss of
generality that B1, B2, B3 occur in this order in P . Since G[V1] and G[V3] are connected, there is a
path that connects B1 ∩ V1 and B3 ∩ V3 in G avoiding V2. This path must have a vertex in B2, so
|B2 r V2| > 1 and thus |B2| > h+ 1. This proves that pw(G) > h.
The proof of Lemma 2.1 generalizes the well-known proof of the fact that (a subdivision of) a
complete binary tree of height h has pathwidth at least dh/2e. Actually, it is straightforward to
show that such a tree belongs to Tdh/2e.
Lemma 2.2. If G ∈ Th, then G contains a subdivision of a complete binary tree of height h as a
subgraph. Moreover, it can be computed in polynomial time from a Th-witness for G.
Proof. We prove, by induction on h, that every graph G ∈ Th contains the following structure: a
subdivision S of a complete binary tree of height h with some root r and a path P from v to r such
that V (P )∩V (S) = {r}. This is trivial for h = 0. For the induction step, assume that h > 1 and the
statement holds for h− 1. Let G ∈ Th and v ∈ V (G). Let V1, V2, V3 ⊆ V (G) be as in the definition
of Th. Assume without loss of generality that v ∈ V3 or v can be connected with V3 by a path in G
avoiding V1 ∪ V2. For i = 1, 2, since G[V3] is connected and G has a path connecting Vi with V3
and avoiding V3−i, there is also a path in G from v to some vertex vi ∈ Vi avoiding V1 ∪ V2 r {vi}.
These paths can be chosen so that they first follow a common path P from v to some vertex r in
G− (V1 ∪ V2) and then they split into a path Q1 from r to v1 and a path Q2 from r to v2 so that r
is the only common vertex of any two of P,Q1, Q2. For i = 1, 2, the induction hypothesis provides
an appropriate structure in G[Vi]: a subdivision Si of a complete binary tree of height h− 1 with
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root ri and a path Pi from vi to ri such that V (Pi) ∩ V (Si) = {ri}. Connecting r with S1 and S2
by the combined paths Q1P1 and Q2P2, respectively, yields a subdivision S of a complete binary
tree of height h with root r in G. The construction guarantees that V (P ) ∩ V (S) = {r}.
Clearly, given a Th-witness for G, the induction step described above can be performed in
polynomial time, and therefore the full recursive procedure of computing a subdivision of a complete
binary tree of height h in G works in polynomial time.
2.3 Combining Path Decompositions
The following lemma will be used several times in the paper to combine path decompositions.
Lemma 2.3. Let G be a graph and (T, {Bx}x∈V (T )) be a tree decomposition of G of width t− 1.
(1) If q ∈ V (T ) and every connected component of G−Bq has pathwidth at most `, then there is a
path decomposition of G of width at most `+ t which contains Bq in every bag.
(2) If Q is the path connecting x and y in T and every connected component of G−⋃q∈V (Q)Bq
has pathwidth at most `, then there is a path decomposition of G of width at most `+ t which
contains Bx in the first bag and By in the last bag.
In either case, there is a polynomial-time algorithm to construct such a path decomposition of G
from the path decompositions of the respective components C of width at most `.
Proof. In case (1), the path decomposition of G is obtained by concatenating the path decompositions
of the connected components of G−Bq (which have width at most `) and adding Bq to every bag.
Now, consider case (2). For every node q of Q, let Tq be the subtree of T induced on the nodes z
such that the path from q to z in T contains no other nodes of Q, and let Vq =
⋃
z∈Tq Bz. Apply
case (1) to the graph G[Vq], the tree decomposition (Tq, {Bz}z∈Tq) of G[Vq], and the node q ∈ V (Tq)
to obtain a path decomposition of G[Vq] of width at most `+ t containing Bq in every bag. Then,
concatenate the path decompositions thus obtained for all nodes q of Q (in the order they occur on
Q) to obtain a requested path decomposition of G.
3 Proof of Theorem 1.1
By Lemma 2.2, every graph in Th contains a subdivision of a complete binary tree of height h, so
Theorem 1.1 is a direct corollary to the following statement.
Theorem 3.1. For every h ∈ N, every connected graph with treewidth at most t− 1 has pathwidth
at most th+ 1 or belongs to Th+1.
Proof. The proof goes by induction on h. The statement is true for h = 0: if a connected graph G
has a cycle or a vertex of degree at least 3, then G ∈ T1, and otherwise G is a path, so pw(G) 6 1.
For the rest of the proof, assume that h > 1 and the statement is true for h− 1.
Let G be a connected graph and (T, {Bx}x∈V (T )) be a tree decomposition of G of width at most
t − 1. Thus |Bx| 6 t for every node x of T . Every edge xy of T splits T into two subtrees: Tx|y
containing x and Ty|x containing y. For every oriented edge xy of T , let Vx|y be the set of vertices of
G contained only in bags of Tx|y (i.e., vertices belonging to no bag of Ty|x), and let Gx|y = G[Vx|y]. As
long as T has and edge xz such that Gx|z is disconnected, we modify (T, {Bx}x∈V (T )) by replicating
the subtree Tx|z into one distinct copy (connected to z) for each connected component C of Gx|z
with bags restricted to V (C) ∪Bz. This makes (T, {Bx}x∈V (T )) satisfy the following:
for every node z of T and every connected component C of G−Bz,
the node z has a distinct neighbor x in T such that Gx|z = C.
(∗)
5
If T has a node z such that Gx|z /∈ Th for every neighbor x of z in T , then the induction hypothesis
gives pw(Gx|z) 6 t(h − 1) + 1 for every such x, and Lemma 2.3 (1) applied with q = z yields
pw(G) 6 th+ 1. For the rest of the proof, assume that no such node z exists.
Let D be the set of oriented edges zx of T such that Gx|z ∈ Th. By the assumption above, at
least one oriented edge zx going out of every node z of T belongs to D. Therefore, |D| > |V (T )|, so
T has at least one edge xy such that xy, yx ∈ D. Since supergraphs of graphs in Th also belong to
Th, zx ∈ D implies yz ∈ D for every neighbor y of z other than x. Therefore, the edges xy of T
with xy, yx ∈ D form a subtree K in T , while the other edges in D “point towards K” in T . Let Z
be the set of leaves of K. Since K has at least one edge, |Z| > 2.
Suppose |Z| > 3. Choose any distinct z1, z2, z3 ∈ Z. For i ∈ {1, 2, 3}, let Vi = Vzi|xi , where xi is
the unique neighbor of zi in K. It follows that G[V1], G[V2], G[V3] ∈ Th and, by the property (∗),
the subgraphs Gx1|z1 , Gx2|z2 , and Gx3|z3 are connected, which implies that any two of V1, V2, and
V3 can be connected by a path avoiding the third one. Thus G ∈ Th+1.
Now, suppose |Z| = 2. It follows that K is a path x1 . . . xm, where Z = {x1, xm}. For every node
xi of K and every neighbor y of xi in T −K, the induction hypothesis gives a path decomposition of
Gy|xi of width at most t(h− 1) + 1. Lemma 2.3 (2) applied with Q = K yields pw(G) 6 th+ 1.
4 Proof of Theorem 1.2
By Lemma 2.2, every graph in Th contains a subdivision of a complete binary tree of height h, which
can be computed in polynomial time from a Th-witness of G. Therefore, Theorem 1.2 is a direct
corollary to the following statement, the proof of which is presented in this section.
Theorem 4.1. There is a polynomial-time algorithm which, given a connected graph G and a tree
decomposition of G of width at most t− 1, computes
• a number h ∈ N such that G ∈ Th and pw(G) 6 th+ 1,
• a Th-witness for G,
• a path decomposition of G of width at most th+ 1.
4.1 Normalized Tree Decompositions
Let G be a graph with a fixed rooted tree decomposition (T ′, {B′x}x∈V (T ′)) of width at most t− 1,
which we call the initial tree decomposition of G. For a node x of T ′, let T ′x be the subtree of T ′
consisting of x and all nodes of T ′ lying below x, and let V ′x be the set of vertices of G contained
only in bags of T ′x (i.e., in no bags of T ′ − T ′x). We show how to use (T ′, {B′x}x∈V (T ′)) to define a
normalized tree decomposition of G, which will have some additional desired properties.
For an induced subgraph H of G, let CC(H) denote the family of connected components of H
(which is empty when H is the empty graph). Let
Sub(G) =
⋃
x∈V (T ′)
CC(G[V ′x]).
For a connected graph G, the set Sub(G) will be the node set of the normalized tree decomposition
of G, which we are to define shortly. We will use Greek letters α, β, etc. to denote members of
Sub(G) (nodes of the normalized tree decomposition of G). Here are some easy consequences of
these definitions and the assumption that (T ′, {B′x}x∈V (T ′)) is a tree decomposition of G.
Lemma 4.2. The following holds for every graph G and for Sub(G) defined as above.
(1) If G is connected, then G ∈ Sub(G).
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(2) If α, β ∈ Sub(G), then V (α) ⊆ V (β), or V (β) ⊆ V (α), or V (α) ∩ V (β) = ∅.
(3) If α, β ∈ Sub(G) and V (α) ∩ V (β) = ∅, then no edge of G connects V (α) and V (β).
Now, assume that G is a connected graph. By Lemma 4.2, the members of Sub(G) are organized
in a tree T with root G and with the following properties for any α, β ∈ Sub(G):
• if β is a descendant of α (i.e., α lies on the path from the root to β), then V (β) ⊆ V (α);
• if neither of α and β is a descendant of the other, then V (α) and V (β) are disjoint and non-
adjacent in G.
For each α ∈ Sub(G), let Aα be the set of vertices v for which α is the minimum member of Sub(G)
such that v ∈ V (α), and let Bα = Aα ∪NG(V (α)). Recall that NG(V (α)) ⊆ V (G)r V (α).
Lemma 4.3. The following holds for every connected graph G.
(1) {Aα}α∈Sub(G) is a partition of V (G) into non-empty sets.
(2) (T, {Bα}α∈Sub(G)) is a tree decomposition of G.
(3) |Bα| 6 t for every α ∈ Sub(G).
Proof. It is clear from the definition that ⋃α∈Sub(G)Aα = V (G). Let α ∈ Sub(G). Since α is
connected and the vertex sets of the children of α in T are pairwise disjoint and non-adjacent, at
least one vertex of α is not a vertex of any child of α and thus belongs to Aα. This shows (1).
For the proof of (2), let α ∈ Sub(G) and v ∈ Aα. Then v ∈ Bα. If v ∈ Bβ for some other
β ∈ Sub(G), then v must be a neighbor of V (β) in G, which implies that β is a descendant of α
in T . In that case, v is also a neighbor of V (γ) (and thus v ∈ Bγ) for every internal node γ on
the path from α to β in T . This shows that the nodes β of T such that v ∈ Bβ form a non-empty
connected subtree of T . It remains to show that any two adjacent vertices u and v of G belong to a
common bag Bα. Let α be a minimal member of Sub(G) containing at least one of u and v; say, it
contains v. Then v ∈ Aα. If u /∈ Aα, then u /∈ V (α), by minimality of α, so u is a neighbor of V (α)
in G. In either case, u, v ∈ Bα.
For the proof of (3), let α ∈ Sub(G), and let x be the lowest node of T ′ such that α ∈ CC(G[V ′x]).
Every vertex v ∈ Aα belongs to B′x; otherwise it would belong to V ′y for some child y of x in T ′,
and the connected component of G[V ′y ] containing v would be a proper induced subgraph of α,
contradicting v ∈ Aα. Now, let v be a neighbor of V (α) in G. Thus v is a neighbor of some vertex
u ∈ V (α) while v /∈ V (α). It follows that u ∈ V ′x while v /∈ V ′x, which implies that v belongs to some
bag of T ′ − T ′x as well as some bag of T ′x (as uv is an edge of G), so it belongs to B′x. This shows
that Bα ⊆ B′x, so |Bα| 6 |B′x| 6 t.
We call (T, {Bα}α∈Sub(G)) the normalized tree decomposition of G. By Lemma 4.3, it has at
most |V (G)| nodes and its width is at most t − 1. It depends on the choice of the initial tree
decomposition for G. In the algorithm, the graphs G considered above are induced subgraphs of a
common input graph Gin given with an input tree decomposition (T in, {Binx }x∈V (T in)), and the initial
tree decomposition (T ′, {B′x}x∈V (T ′)) of G considered above in the definition of Sub(G) is the input
tree decomposition of Gin with appropriately restricted bags (some of which may become empty):
(T ′, {B′x}x∈V (T ′)) = (T in, {Binx ∩ V (G)}x∈V (T in)).
The fact that the normalized tree decompositions for all induced subgraphs G of Gin considered
in the algorithm come from a common input tree decomposition of Gin has the following easy
consequences, which will be used in the complexity analysis of the algorithm in Subsection 4.3.
Lemma 4.4. The following holds for every induced subgraph G of the input graph Gin.
7
(1) If α ∈ Sub(G) and V (α) ⊆ X ⊆ V (G), then α ∈ Sub(G[X]).
(2) If α, β ∈ Sub(G), then α ∈ Sub(β), or β ∈ Sub(α), or V (α) ∩ V (β) = ∅.
(3) If α ∈ Sub(G), then Sub(α) = {β ∈ Sub(G) : V (β) ⊆ V (α)}.
(4) If α ∈ Sub(G), X ⊆ V (G), and γ ∈ CC(α[X]), then γ ∈ Sub(G[X]).
Proof. Let T inx and V inx be defined like T ′x and V ′x but for the tree decomposition (T in, {Binx }x∈V (T in))
of Gin. For every induced subgraph G of Gin, we have
Sub(G) =
⋃
x∈V (T in)
CC
(
Gin[V inx ∩ V (G)]
)
.
If α ∈ Sub(G) and V (α) ⊆ X ⊆ V (G), then the fact that α is a connected component of
Gin[V inx ∩V (G)] for some node x of T in implies that it is also a connected component of Gin[V inx ∩X],
which in turn implies α ∈ Sub(G[X]). This shows (1).
If α, β ∈ Sub(G) and V (α) ⊆ V (β), then property (1) with X := V (β) yields α ∈ Sub(β). This
implies (2) by Lemma 4.2 (2), and it also implies the “⊇” inclusion in (3) (with α and β interchanged).
For the converse inclusion in (3), let α ∈ Sub(G) and β ∈ Sub(α). Thus V (β) ⊆ V (α). Let x and
be a node of T in such that α is a connected component of Gin[V inx ∩V (G)]. Since V (α) ⊆ V inx , there
is a node y in T inx (implying V iny ⊆ V inx ) such that β is a connected component of Gin[V iny ∩ V (α)].
It follows that β is a connected component of Gin[V iny ∩ V (G)], so β ∈ Sub(G).
Finally, if α ∈ Sub(G), X ⊆ V (G), and γ ∈ CC(α[X]), then α is a connected component of
Gin[V inx ∩ V (G)] for some node x of T in, whence it follows that γ is a connected component of
Gin[V inx ∩X] and thus γ ∈ Sub(G[X]). This shows (4).
4.2 Main Procedure
The core of the algorithm is a recursive procedure solve(G, b), where G is a connected graph with
tw(G) 6 t− 1 and b ∈ N ∪ {∞} is an upper bound request. It computes the following data:
• a number h = h(G, b) ∈ N such that h 6 b,
• a Th-witness W (G, b) of G,
• only when h < b: a path decomposition P (G, b) of G of width at most th+ 1.
The algorithm uses memoization to compute these data only once for each pair (G, b). A run of
solve(G,∞) produces the outcome requested in Theorem 4.1.
The purpose of the upper bound request is optimization—we tell the procedure that if it can
provide a Tb-witness for G, then we no longer need any path decomposition for G. This allows the
procedure to save some computation, perhaps preventing many unnecessary recursive calls. Our
complexity analysis of the algorithm will heavily rely on this optimization.
Below, we present the procedure solve(G, b) for a fixed connected graph G and a fixed upper
bound request b ∈ N ∪ {∞}. The procedure assumes access to the normalized tree decomposition
(T, {Bα}α∈Sub(G)) of G of width at most t − 1, obtained from some initial tree decomposition of
G in the way described in Subsection 4.1. In the next subsection, we show that if the normalized
tree decompositions for all graphs G considered in the algorithm come from a common input tree
decomposition of an input graph Gin as described in Subsection 4.1, then a full run of solve(Gin,∞)
makes recursive calls to solve(G, b) for only polynomially many distinct pairs (G, b).
If b = 0, then we just set h(G, 0) = 0 and W (G, 0) = 〈V (G)〉. Assume henceforth that b > 1.
Suppose T has only one node, that is, Sub(G) = {G}. Since V (G) is the bag of that node,
|V (G)| 6 t. If G has a cycle or a vertex of degree at least 3, then it has three vertices v1, v2, v3 such
that any two of them can be connected by a path in G avoiding the third one. In that case, we
set h(G, b) = 1 and W (G, b) = 〈V (G); 〈{v1}〉, 〈{v2}〉, 〈{v3}〉〉, and (if b > 1) we let P (G, b) be the
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path decomposition of G consisting of the single bag V (G), which has width at most t− 1. If G
has no cycle or vertex of degree at least 3, then it is a path. In that case, we set h(G, b) = 0 and
W (G, b) = 〈V (G)〉, and we let P (G, b) be any path decomposition of G of width 1.
Assume henceforth that T has more than one node. For each node α ∈ Sub(G)r {G}, we run
solve(α, b) to compute h(α, b), W (α, b), and P (α, b) when h(α, b) < b. We call these recursive calls
to solve primary. If any of them leads to h(α, b) = b, we just set h(G, b) = b and W (G, b) = W (α, b),
and we terminate the procedure. Assume henceforth that h(α, b) < b for every α ∈ Sub(G)r {G}.
Let k be the maximum value of h(α, b) for α ∈ Sub(G) r {G}. Thus k < b. We will consider
several further cases, each leading to one of the following two outcomes:
(A) We set h(G, b) = k. In that case, we let W (G, b) be W (α, b) for any node α ∈ Sub(G)r {G}
such that h(α, b) = k, and we only need to provide an appropriate path decomposition P (G, b).
(B) We set h(G, b) = k + 1. In that case, if k + 1 < b, we let P (G, b) be the path decomposition of
G of width t(k + 1) + 1 obtained by applying Lemma 2.3 (1) with q the root of T , and we only
need to provide an appropriate Tk+1-witness W (G, b).
Let K be the subtree of T consisting of the root G and those nodes ξ ∈ Sub(G)r {G} for which
h(ξ, b) = k. Let Z be the set of minimal nodes in K. Suppose |Z| = 1, say, Z = {ζ}. Let Q be
the path from the root to ζ in T , and let BQ =
⋃
ξ∈V (Q)Bξ. Every connected component γ of
G−BQ is a node in T −Q; in particular, γ ∈ Sub(G)r {G} and h(γ, b) < k, so P (γ, b) is a path
decomposition of γ of width at most t(k − 1) + 1. We set h(G, b) = k and apply Lemma 2.3 (2) to
obtain a path decomposition P (G, b) of G of width at most tk + 1.
Assume henceforth that |Z| > 2. Let U = V (G)r⋃ζ∈Z V (ζ). The definition of Z and properties
of the normalized tree decomposition (T, {Bα}α∈Sub(G)) of G imply the following.
(1) The sets V (ζ) with ζ ∈ Z are pairwise disjoint and non-adjacent in G. For each ζ ∈ Z, all
nodes α of T such that Bα ∩ V (ζ) 6= ∅ are descendants of ζ in T .
(2) For each ζ ∈ Z, the neighborhood of V (ζ) in G is Bζ ∩ U .
Let any path in G with all internal vertices in U be called a U -path. Consider an auxiliary graph
H with vertex set Z where ζξ is an edge if and only if there is a U -path connecting V (ζ) and V (ξ).
The graph H is connected, because so is G. Suppose that H has a cycle or a vertex of degree at
least 3. Then there are ζ1, ζ2, ζ3 ∈ Z such that any two of them can be connected by a path in H
avoiding the third one. This and connectedness of the induced subgraphs ζ ∈ Z r {ζ1, ζ2, ζ3} imply
that any two of the sets V (ζ1), V (ζ2), V (ζ3) can be connected by a path in G avoiding the third one.
We set h(G, b) = k + 1 and W (G, b) = 〈V (G);W (ζ1, b),W (ζ2, b),W (ζ3, b)〉.
Assume henceforth that H has no cycle or vertex of degree at least 3, that is, H is a path
ζ1 . . . ζm with m = |Z| > 2. We call this the key case of the procedure solve(G, b). For convenience of
notation, let ζ0 = ζm+1 = G. Every vertex in U is connected by a U -path to one or two consecutive
sets among V (ζ1), . . . , V (ζm). Define subsets U0,1, U1,2, . . . , Um,m+1 of U as follows:
• U0,1 is the set of vertices in U connected by a U -path to V (ζ1) but not to V (ζ2);
• for 1 6 i < m, Ui,i+1 is the set of vertices in U connected by a U -path to V (ζi) and V (ζi+1);
• Um,m+1 is the set of vertices in U connected by a U -path to V (ζm) but not to V (ζm−1).
For 1 6 i 6 m, let Bi = Bζi , let Ui be the set of vertices in U r
⋃m
j=0 Uj,j+1 connected by a U -
path to V (ζi), and let Vi = V (ζi) ∪ Bi ∪ Ui. In particular, U1 = Um = ∅, so V1 = V (ζ1) ∪ B1 and
Vm = V (ζm) ∪Bm. The sets Ui (1 < i < m) and Ui,i+1 (0 6 i 6 m) form a partition of U , and the
sets Vi (1 6 i 6 m) and Ui,i+1 (0 6 i 6 m) cover V (G). These definitions imply the following.
(3) For 1 6 i 6 m, the following sets are subsets of Bi: Ui−1,i ∩ Vi, the neighbors of Ui−1,i in Vi,
Vi ∩ Ui,i+1, and the neighbors of Ui,i+1 in Vi. Any two non-consecutive sets in the sequence
U0,1, V1, U1,2, . . . , Vm, Um,m+1 are disjoint and non-adjacent.
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For 0 6 i 6 m, let Qi,i+1 be the path from ζi to ζi+1 in T , and let Bi,i+1 = Ui,i+1 ∩⋃ξ∈V (Qi,i+1)Bξ.
Let Γ be the family of connected components of G[Vi] − Bi for 1 6 i 6 m and of connected
components of G[Ui,i+1] − Bi,i+1 for 0 6 i 6 m. Suppose that for each γ ∈ Γ, we have a path
decomposition Pγ of γ of width at most t(k − 1) + 1. Then we apply
• Lemma 2.3 (1) to G[Vi], the tree decomposition (T, {Vi ∩ Bα}α∈Sub(G)) of G[Vi] and the node
ζi to obtain a path decomposition Pi of G[Vi] of width at most tk + 1 containing the set Bi in
every bag, for 1 6 i 6 m;
• Lemma 2.3 (2) to G[Ui,i+1], the tree decomposition (T, {Ui,i+1 ∩Bα}α∈Sub(G)) of G[Ui,i+1] and
the path Qi,i+1 to obtain a path decomposition Pi,i+1 of G[Ui,i+1] of width at most tk + 1
containing Ui,i+1 ∩Bi in the first bag and Ui,i+1 ∩Bi+1 in the last bag, for 0 6 i 6 m.
We set h(G, b) = k, and we concatenate these path decompositions P0,1, P1, P1,2, . . . , Pm, Pm,m+1 to
obtain a path decomposition P (G, b) of G of width at most tk + 1, as shown by the following claim.
Claim 4.5. The concatenation of P0,1, P1, P1,2, . . . , Pm, Pm,m+1 is a path decomposition of G.
Proof. If v ∈ V (G)r⋃mi=1Bi, then v belongs to exactly one set among U0,1, V1, U0,2, . . . , Vm, Um,m+1,
so it belongs to the bags in exactly one of P0,1, P1, P1,2, . . . , Pm, Pm,m+1, where the corresponding
nodes form a non-empty subpath. Now, suppose v ∈ Bi where 1 6 i 6 m. Thus v ∈ Vi, possibly
v ∈ Ui−1,i or v ∈ Ui,i+1, and v belongs to no other sets among U0,1, V1, U0,2, . . . , Vm, Um,m+1. Since
Ui−1,i ∩Bi is contained in the last bag of Pi−1,i, Bi is contained in every bag of Pi, and Ui,i+1 ∩Bi
is contained in the first bag of Pi,i+1, the nodes whose bags contain v form a non-empty subpath in
the concatenation. Now, consider an edge uv of G. If u, v ∈ Vi where 1 6 i 6 m, then both u and
v belong to a common bag of Pi. Similarly, if u, v ∈ Ui,i+1 where 0 6 i 6 m, then both u and v
belong to a common bag of Pi,i+1. By (3) and the fact that Bi ⊆ Vi for 1 6 i 6 m, these two cases
exhaust all the edges of G, showing that every edge is realized in some bag of the concatenation.
It remains to provide the path decompositions Pγ for all γ ∈ Γ or to deal with the cases where
we cannot provide them. Recall that K is the subtree of T consisting of the root G and those nodes
ξ ∈ Sub(G)r {G} for which h(ξ, b) = k.
Claim 4.6. If γ is a connected component of G[Vi]−Bi where 1 6 i 6 m, then either
(a) γ is a node in T −K that is a child of ζi in T , or
(b) V (γ) ∩ V (ζi) = ∅ and NG(V (γ)) ⊆ Ui ∩Bi, which is possible only when 1 < i < m.
If γ is a connected component of G[Ui,i+1]−Bi,i+1 where 0 6 i 6 m, then either
(a) γ is a node in T −K that is a child in T of a node from Qi,i+1, or
(b) V (γ) ∩ V (ξ) = ∅ for every node ξ of Qi,i+1 and NG(V (γ)) ⊆ Ui,i+1 ∩Bi,i+1, which is possible
only when 0 < i < m.
Proof. For the proof of the first statement, let γ be a connected component of G[Vi] − Bi where
1 6 i 6 m. Since (T, {Vi∩Bα}α∈Sub(G)) is a tree decomposition of G[Vi], there is a unique component
T ′ of T − ζi whose bags contain vertices of γ. Let ν be the node in T ′ that is a neighbor of ζi in T .
Suppose that ν is a child of ζi in T . Then ν is a node in T −K (because ζi is a minimal node in
K). The definition of the bags yields Bα rBi ⊆ V (ν) for α ∈ V (T ′) and (Bα rBi) ∩ V (ν) = ∅ for
α ∈ V (T − T ′). Therefore, we have V (γ) ⊆ V (ν) ⊆ V (ζi)r Bi ⊆ Vi r Bi. Since γ is a connected
component of G[Vi r Bi] and V (γ) ⊆ V (ν) ⊆ Vi r Bi, we have γ = ν (as ν is connected). This
shows (a). Now, suppose that ν is the parent of ζi in T . Since every vertex in V (ζi) belongs to Bα
for some descendant α of ζi in T , we have V (γ) ∩ V (ζi) = ∅, so V (γ) ⊆ Ui. This is possible only
when 1 < i < m, because U1 = Um = ∅. The definition of Vi and the fact that NG(V (ζi)) ⊆ Bi
imply NG(Ui rBi) ⊆ Ui ∩Bi and thus NG(V (γ)) ⊆ Ui ∩Bi. This shows (b).
10
For the proof of the second statement, let γ be a connected component of G[Ui,i+1] − Bi,i+1
where 0 6 i 6 m. Since (T, {Ui,i+1 ∩ Bα}α∈Sub(G)) is a tree decomposition of G[Ui,i+1], there is a
unique component T ′ of T −Qi,i+1 whose bags contain vertices of γ. Let ξ be the node in Qi,i+1
and ν be the node in T ′ such that ξν is an edge of T . Suppose that ν is a child of ξ in T . We have
V (γ) ⊆ V (ν) ⊆ V (ξ)rBξ just like before. Since neither ζi nor ζi+1 is in an ancestor-descendant
relation with ν in T , the set V (ν) is disjoint from and non-adjacent with both V (ζi) and V (ζi+1).
This, connectedness of ν, and the fact that Ui,i+1 ∩ V (ν) ⊇ V (γ) 6= ∅ imply V (ν) ⊆ Ui,i+1 (by the
definition of Ui,i+1). This implies that no node from Z lies in T ′, as Ui,i+1 ∩ V (ζ) = ∅ for every
ζ ∈ Z. Thus ν is a node in T −K. Since γ is a connected component of G[Ui,i+1 r Bi,i+1] and
V (γ) ⊆ V (ν) ⊆ Ui,i+1 rBi,i+1, we have γ = ν (as ν is connected). This shows (a). Now, suppose
that ν is the parent of ξ (in particular, ξ is the highest node of Qi,i+1 in T ). Thus V (γ) ∩ V (ξ) = ∅
just like before; this is possible only when 0 < i < m, because ξ = G (the root of T ) when i ∈ {0,m}.
The fact that V (γ) ⊆ Ui,i+1, NG(V (ζi)) ⊆ Bi, NG(V (ζi+1)) ⊆ Bi+1, and Ui,i+1∩(Bi∪Bi+1) ⊆ Bi,i+1
implies NG(Ui,i+1rBi,i+1) ⊆ Ui,i+1∩Bi,i+1 and thusNG(V (γ)) ⊆ Ui,i+1∩Bi,i+1. This shows (b).
Let a component γ ∈ Γ be called a child component when case (a) of Claim 4.6 holds for γ and
a parent component when case (b) of Claim 4.6 holds for γ. Case (a) of Claim 4.6 implies that for
every child component γ, there has been a primary recursive call to solve(γ, b) and h(γ, b) < k, so
Pγ = P (γ, b) is a path decomposition of γ of width at most t(k − 1)− 1.
For each parent component γ, we run solve(γ, k) to compute h(γ, k), W (γ, k), and P (γ, k) when
h(γ, k) < k. We call these recursive calls secondary. If every secondary call leads to h(γ, k) < k,
then P (γ, k) is a requested path decomposition of γ of width at most t(k − 1) + 1 for every parent
component γ. If some secondary call leads to h(γ, k) = k, then we set h(G, b) = k+1 and letW (G, b)
be the Tk+1-witness provided by the following claim, while P (G, b) is constructed in the default way
for the case h(G, b) = k + 1; in particular, we do not need any explicit path decomposition of γ.
Claim 4.7. If γ is a parent component and h(γ, k) = k, then the following is a Tk+1-witness for G:
• 〈V (G);W (ζi−1, b),W (γ, k),W (ζi+1, b)〉 when γ ∈ CC(G[Vi]−Bi) with 1 < i < m;
• 〈V (G);W (ζi, b),W (γ, k),W (ζi+1, b)〉 when γ ∈ CC(G[Ui,i+1]−Bi,i+1) with 1 6 i < m.
Proof. If γ ∈ CC(G[Vi]−Bi) with 1 < i < m, then there is a path in G connecting
• V (ζi−1) with V (γ) via Ui−1,i ∪ Vi, thus avoiding V (ζi+1),
• V (γ) with V (ζi+1) via Vi ∪ Ui,i+1, thus avoiding V (ζi−1),
• V (ζi−1) with V (ζi+1) via Ui−1,i ∪ V (ζi) ∪ Ui,i+1, thus avoiding V (γ), because V (γ) ∩ V (ζi) = ∅
by case (b) of Claim 4.6.
If γ ∈ CC(G[Ui,i+1]−Bi,i+1) with 1 6 i < m, then there is a path in G connecting
• V (ζi) with V (γ) via Ui,i+1, thus avoiding V (ζi+1),
• V (γ) with V (ζi+1) via Ui,i+1, thus avoiding V (ζi),
• V (ζi) with V (ζi+1) via V (ξ) avoiding V (γ), where ξ is the highest node of Qi,i+1 in T ; this is
because ξ is connected, V (ζi)∪V (ζi+1) ⊆ V (ξ), and V (γ)∩V (ξ) = ∅ by case (b) of Claim 4.6.
This completes the description of the procedure solve(G, b). Since all recursive calls of the form
solve(γ, c) that it makes are for proper connected induced subgraphs γ of G (and for c 6 b), the
procedure terminates and correctly computes the requested outcome.
4.3 Complexity Analysis
In this subsection, we let G denote the input graph previously denoted by Gin. The algorithm
consists in running solve(G,∞) on the input graph G. It makes further recursive calls to solve(β, b)
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for various connected induced subgraphs β of G and upper bound requests b. Let every pair (β, b)
such that solve(β, b) is run by the algorithm (somewhere in the recursion tree) be called a subproblem.
We show that if G has n vertices, then there are only O(n logn) subproblems.
A key subproblem is a subproblem (β, b) for which the procedure solve(β, b) enters the key case,
that is, |Z| > 2 and H is a path. For a key subproblem (β, b), we let
B(β, b) = B0,1 ∪B1 ∪B1,2 ∪ · · · ∪Bm ∪Bm,m+1,
M(β, b) = (B1,2 ∪B2 ∪B2,3 ∪ · · · ∪Bm−1 ∪Bm−1,m) ∩ U,
where the sets Bi, Bi,i+1, and U are as defined in the description of solve(β, b). For every subproblem
(β, b), we let level(β, b) be the maximum of 0 and the values h(γ, b) over all γ ∈ Sub(β) r {β}.
In particular, level(β, b) = k for the cases where k is defined in the description of solve(β, b). It
follows that level(β, b) 6 b for every subproblem (β, b) and level(β, b) < b for every key subproblem
(β, b). For every k ∈ N, let Mk be the union of the sets M(β, b) over all key subproblems (β, b) with
level(β, b) = k.
Lemma 4.8. The following holds for any key subproblems (α, a) and (β, b) such that α ∈ Sub(β)
and max{level(α, a), level(β, b)} < min{a, b}.
(1) level(α, a) 6 level(β, b).
(2) If level(α, a) < level(β, b), then V (α) ∩M(β, b) = ∅.
(3) If level(α, a) = level(β, b), then M(α, a) ⊆ V (α) ∩M(β, b) ⊆ B(α, a).
Proof. First, observe that if level(α, a) = k < a, then level(α, c) = k for every c greater than k,
because the runs of solve(α, a) and solve(α, c) perform identical operations. In particular, under the
assumptions of the lemma, we have level(α, a) = level(α, b) and level(β, a) = level(β, b).
Statement (1) now follows directly from the definition of level and from Lemma 4.4 (3). State-
ment (2) follows from the fact that when level(α, b) < level(β, b), then none of the nodes from the
set Z considered by solve(β, b) lie below α in T (by the definition of level), so there is a node ζ ∈ Z
such that V (α) ⊆ V (ζ), while M(β, b) ⊆ V (β)r⋃ζ∈Z V (ζ).
For the proof of (3), assume level(α, b) = level(β, b), and let Z, m, ζi, Bi, U , Ui,i+1, and Bi,i+1 be
defined with as in solve(α, b) or solve(β, b) with a respective superscript α or β. We have Zα ⊆ Zβ
and V (ζ)∩V (α) = ∅ for ζ ∈ ZβrZα by Lemma 4.4 (2), and thus Uα = Uβ∩V (α). For each ζ ∈ Zα,
since α is connected, there is a Uα-path connecting a vertex v ∈ V (α) with V (ζ) in α if and only if
there is a Uβ-path connecting v with V (ζ) in β. Therefore, there is s ∈ {0, . . . ,mβ − 2} such that
• for 1 6 i 6 mα, we have ζαi = ζβs+i and Bαi = Bβs+i ∩ V (α);
• for 0 6 i 6 mα, we have Uαi,i+1 ⊇ Uβs+i,s+i+1 ∩ V (α) and Bαi,i+1 ⊇ Bβs+i,s+i+1 ∩ V (α);
• for 0 < i < mα, we have Uαi,i+1 = Uβs+i,s+i+1 ∩ V (α) and Bαi,i+1 = Bβs+i,s+i+1 ∩ V (α).
This yields M(α, a) = M(α, b) ⊆M(β, b) ∩ V (α) ⊆ B(α, b) = B(α, a).
Lemma 4.9. For every k ∈ N ∪ {∞}, every subproblem (γ, k) satisfies γ ∈ Sub(G−⋃i>kMi).
Proof. First, we prove the lemma for k =∞, that is, we prove that every subproblem (γ,∞) satisfies
γ ∈ Sub(G). Consider a subproblem (γ,∞), and assume without loss of generality that the claim
holds for all proper supergraphs of γ. We have G ∈ Sub(G), and if γ 6= G, then every call to
solve(γ,∞) is a primary call from solve(β,∞) where γ ∈ Sub(β) r {β}, and since β is a proper
supergraph of γ, the assumption yields β ∈ Sub(G), which implies γ ∈ Sub(G) by Lemma 4.4 (3).
For k finite, we prove the following two statements by a common downward induction on k:
(1) Every subproblem (γ, k) satisfies γ ∈ Sub(G−⋃i>kMi).
(2) Every subproblem (α, a) with a > k > level(α, a) satisfies α ∈ Sub(G−⋃i>kMi).
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For k greater than the maximum finite upper bound request used by the algorithm, both statements
come down to the claim that every subproblem (γ,∞) satisfies γ ∈ Sub(G) proved above. For the
induction step, assume that both statements hold for numbers greater than k.
For statement (1), consider a subproblem (γ, k), and assume without loss of generality that (1)
holds for all subproblems (β, k) with V (γ) ⊂ V (β). As before, if a call to solve(γ, k) is a primary call
from solve(β, k) where γ ∈ Sub(β)r {β}, then β ∈ Sub(G−⋃i>kMi) implies γ ∈ Sub(G−⋃i>kMi)
by Lemma 4.4 (3). The remaining case is that the algorithm makes a secondary call to solve(γ, k)
from solve(α, a) where a > k = level(α, a). By the induction hypothesis, α ∈ Sub(G−⋃i>kMi).
We claim that V (α) ∩ Mk ⊆ B(α, a). To prove this claim, let v ∈ V (α) ∩ Mk. Let (β, b)
be a subproblem with b > k = level(β, b) such that v ∈ M(β, b) (which exists by the definition
of Mk). By the induction hypothesis, β ∈ Sub(G −
⋃
i>kMi). The fact that v ∈ V (α) ∩ V (β)
and Lemma 4.4 (2) yield α ∈ Sub(β) or β ∈ Sub(α). If α ∈ Sub(β), then Lemma 4.8 (3) yields
v ∈ V (α) ∩M(β, b) ⊆ B(α, a). If β ∈ Sub(α), then Lemma 4.8 (3) (with α and β interchanged)
yields v ∈M(β, b) ⊆M(α, a) ⊆ B(α, a). This completes the proof of the claim.
Since γ is a parent component in solve(α, a), it follows from cases (b) of Claim 4.6 and the defini-
tions of B(α, a) and M(α, a) that γ is a connected component of α−B(α, a) and the neighborhood
of V (γ) in α is contained in M(α, a). This and the fact that M(α, a) ⊆ V (α) ∩Mk ⊆ B(α, a) yield
γ ∈ CC(α−Mk). Since α ∈ Sub(G−
⋃
i>kMi), Lemma 4.4 (4) applied to G := G−
⋃
i>kMi and
X := V (G)r⋃i>kMi yields γ ∈ Sub(G−⋃i>kMi).
For statement (2), let (α, a) be a subproblem with a > k > level(α, a). If a = k, then α ∈
Sub(G−⋃i>kMi) by (1), so assume a > k. The induction hypothesis yields α ∈ Sub(G−⋃i>kMi).
Suppose there is a vertex v ∈ V (α)∩Mk. As before, let (β, b) be a subproblem with b > k = level(β, b)
such that v ∈ M(β, b). By the induction hypothesis, β ∈ Sub(G − ⋃i>kMi). The fact that
v ∈ V (α) ∩ V (β) and Lemma 4.4 (2) yield α ∈ Sub(β) or β ∈ Sub(α). If α ∈ Sub(β), then
Lemma 4.8 (2) (with α and β interchanged) yields V (α) ∩M(β, b) = ∅, which is a contradiction.
If β ∈ Sub(α), then Lemma 4.8 (1) yields level(β, b) 6 level(α, a), which is again a contradiction.
Thus V (α) ∩Mk = ∅, which implies α ∈ Sub(G−
⋃
i>kMi) by Lemma 4.4 (1).
Let n = |V (G)|. Lemma 4.3 (1) implies that |Sub(G[X])| 6 |X| 6 n for every X ⊆ V (G). This
and Lemma 4.9 imply that there are at most n subproblems of the form (γ, k) for every k ∈ N∪{∞}.
Every finite upper bound request k used in the algorithm is O(logn), because it occurs on some
secondary call to solve(γ, k) from solve(α, a) where α has a Tk-witness, so |V (α)| > 3k. Therefore,
the total number of subproblems is O(n logn). Since the operations performed in a single run of
solve (excluding the recursive calls) clearly take polynomial time, we conclude that the full run of
solve(G,∞) takes polynomial time. This completes the proof of Theorem 4.1.
5 Tightness
Theorem 1.1 asserts that every graph with pathwidth at least th + 2 has treewidth at least t or
contains a subdivision of a complete binary tree of height h+ 1. While this statement is true for
all positive integers t and h, we remark that the interesting case is when h > log2 t − 2. Indeed,
if h 6 log2 t − 2, then the second outcome is known to always hold; this follows from a result of
Bienstock, Robertson, Seymour, and Thomas [2].1 We now show that Theorem 1.1 is tight up to a
multiplicative factor when h > log2 t− 2.
1In [2], it is proved that for every forest F , graphs with no F minors have pathwidth at most |V (F )| − 2. In
particular, if G contains no subdivision of a complete binary tree of height h+ 1, then pw(G) 6 2h+2 6 t < th+ 2.
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Theorem 5.1. For any positive integers t and h, there is a graph with treewidth t and pathwidth at
least t(h+1)−1 that contains no subdivision of a complete binary tree of height 3 max(h+1, dlog2 te).
Fix a positive integer t. For a tree T , let T (t) be a graph obtained from T by replacing every
node of T with a clique on t vertices and replacing every edge of T with an arbitrary perfect
matching between the corresponding cliques. For h ∈ N, let Th be a complete ternary tree of height
h. The following three claims show that the graph T (t)h satisfies the three conditions requested in
Theorem 5.1, thus proving that Theorem 5.1 holds for T (t)h .
Claim 5.2. If T is a tree on at least two vertices, then tw(T (t)) = t.
Proof. For each node x of T , let Bx be the clique of t vertices in T (t) corresponding to x. A tree
decomposition of T (t) of width t is obtained from T by taking Bx as the bag of every node x of T
and by subdividing every edge xy of T into a path of length t+ 1 with the following sequence of
bags, assuming that the vertices u1, . . . , ut in Bx are matched to v1, . . . , vt in By, respectively:
{u1, . . . , ut}, {u1, . . . , ut} ∪ {v1}, {u2, . . . , ut} ∪ {v1, v2}, . . . , {ut} ∪ {v1, . . . , vt}, {v1, . . . , vt}.
This way, for every matching edge uivi with 1 6 i 6 t, there is a bag containing its two endpoints.
Consequently, this is a valid tree decomposition of T (t) with bags of size at most t+ 1.
For the proof that tw(T (t)) > t, let xy be an edge of T , and assume that the vertices u1, . . . , ut
of Bx are matched to v1, . . . , vt in By, respectively, as before. In any tree decomposition of T (t),
there is a node x′ whose bag contains the clique Bx and a node y′ whose bag contains the clique By.
Walk on the path from x′ to y′ and stop at the first node whose bag contains some vertex in By.
This bag must also contain all of Bx, so it has size at least t+ 1.
Claim 5.3. For every h ∈ N, we have pw(T (t)h ) > t(h+ 1)− 1.
Proof. We define the root clique of T (t)h as the clique in T (t)h corresponding to the root of Th. We
prove the following slightly stronger statement, by induction on h: in every path decomposition of
T (t)h , there are a bag B of size at least t(h+ 1) and t vertex-disjoint paths in T (t)h each having one
endpoint in the root clique and the other endpoint in B.
For the base case h = 0, the graph T (t)0 is simply a complete graph on t vertices, and the
statement is trivial. For the induction step, assume that h > 1 and statement is true for h − 1.
Let R be the root clique of T (t)h . Let (P, {Bx}x∈V (P )) be a path decomposition of T (t)h of minimum
width. The graph T (t)h −R has three connected components C1, C2, and C3 that are copies of T (t)h−1
with root cliques R1, R2, and R3, respectively. For each i ∈ {1, 2, 3}, the induction hypothesis
applied to the path decomposition (P, {Bx ∩ V (Ci)}x∈V (P )) of Ci provides a node xi of P such that
• |Bxi ∩ V (Ci)| > th, and
• there are t vertex-disjoint paths in Ci between Bxi ∩ V (Ci) and the root clique Ri of Ci.
Assume without a loss of generality that the node x2 occurs between x1 and x3 on P . We prove the
induction statement for B := Bx2 .
For each i ∈ {1, 2, 3}, we take the t vertex-disjoint paths from Bxi to Ri in Ci and extend them
by the matching between Ri and R to obtain t vertex-disjoint paths from Bxi to R in T (t)h [R∪V (Ci)].
In particular, there are t vertex-disjoint paths from Bx2 to R in T (t)h , as required in the induction
statement. Since |R| = t, the t paths from Bx1 to R and the t paths from Bx3 to R together
form t vertex-disjoint paths from Bx1 to Bx3 in T (t)h [V (C1) ∪ R ∪ V (C3)], which therefore avoid
V (C2). Since x2 lies between x1 and x3 on P , the set Bx2 r V (C2) must contain at least one vertex
from each of these t paths. Thus |Bx2 r V (C2)| > t. Since |Bx2 ∩ V (C2)| > th, we conclude that
|Bx2 | > t(h+ 1), as required in the induction statement.
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Claim 5.4. For any h ∈ N, the graph T (t)h contains no subdivision of a complete binary tree of
height 3 max(h+ 1, dlog2 te).
Proof. A simple calculation shows that Th has 3
h+1−1
2 nodes. Thus |V (T (t)h )|+ 1 6 3h+1t and so
log2
(|V (T (t)h )|+ 1) 6 log2(3h+1t) 6 3 max(h+ 1, dlog2 te).
If a graph G contains a subdivision of a complete binary tree of height c, then |V (G)| > 2c+1 − 1
and so log2(|V (G)|+ 1) > c+ 1. Therefore, T (t)h cannot contain a subdivision of a complete binary
tree of height 3 max(h+ 1, dlog2 te).
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