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Abstract
We propose the study of mathematical ludology, which
aims to formally interrogate questions of interest to
game studies and game design in particular. The
goal is to extend our mathematical understanding
of complex games beyond decision-making—the typ-
ical focus of game theory and artificial intelligence
efforts—to explore other aspects such as game me-
chanics, structure, relationships between games, and
connections between game rules and user-interfaces,
as well as exploring related gameplay phenomena and
typical player behavior. In this paper, we build a basic
foundation for this line of study by developing a hier-
archy of game descriptions, mathematical formalism
to compactly describe complex discrete games, and
equivalence relations on the space of game systems.
1 Introduction
The art of game design has advanced tremendously in
recent years, fueling and being fueled by a modern re-
naissance in tabletop and video gaming. The methods
and vocabulary used by designers and presented in
game design schools has become increasingly sophisti-
cated, as efforts have been made to systematize our
understanding of game design elements and process
(e.g., [1–5]). Games are designed and used to enter-
tain, train, educate, tell stories, sell products, study
psychology, and simulate war, to name a few of their
roles. They are also advancing as experimental tools,
probing real-world questions through the design and
play of publicly accessible board and video games [6].
However, little mathematical attention has been
given to questions of game design. Games are dis-
tinct among artistic media in that the interactive
systems underlying them can often be precisely de-
fined. This has enabled great mathematical progress
in understanding game-centric decision-making pro-
cesses, through efforts in game theory and artificial
intelligence (AI) (e.g., [7]), but this progress has been
largely isolated from other, “softer” subfields of game
studies and design [8, 9]. This definability of games,
however, could also be used to formally explore ques-
tions of interest to those softer subfields: What makes
a game broken, or balanced, or hyper-competitive?
How much does a game mechanic matter for overall
gameplay? How are these two games related? What’s
the best user interface to reflect the underlying rules?
What makes this game hard to learn? Can we predict
behavior or strategy in one game based on data from
a similar game?
Designers and players can have strong intuitions for
questions like these and others, and those intuitions
often draw upon the precisely definable underlying
game systems. This is an opportunity to complement
existing game design discourse with mathematically
formal underpinnings. We thus propose the study of
“Mathematical Ludology”: a mathematical exploration
of the space of games and their properties in order to
better understand game design principles, gameplay
phenomena, and player behavior in complex games.
The goal of the present paper is to lay groundwork for
this exploration by developing some basic perspectives
and accompanying mathematical framework through
which complex games can be precisely and compactly
described, and their design interrogated.
Mathematical ludology will be unavoidably experi-
mental at some level, since we are chiefly interested in
human interactions with games. Observational data,
such as human gameplay data, will be important for
developing and testing analytical models. Simulations
using AI agents may provide useful approximations
[10] of human play—indeed, some progress has already
been made on simulation-based measurements of game
design properties [11]. Ultimately, our goal is to dis-
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cover how much we can describe games and predict
their gameplay before players sit down to play, using
analytical methods inspired from such measurements—
perhaps even enabling back-of-the-envelope approxi-
mations usable by ludologers or designers on the fly.
In this sense, mathematical ludology can be viewed as
an experimental science of complex games, using real-
world observations and formal methods to develop
descriptive and predictive models of games.
We think there is great potential benefit to this
formal exploration, even beyond game design. Identi-
fying important mechanics or inter-game relationships
could be useful for training general gameplaying AI
agents, or developing approximate game theoretic solu-
tions. Learning to derive a user interface from logical
game rules could be useful in varied applications of
interactive system design. Understanding facets of
typical player behavior in complex games could help
interpret gameplay data from simulation games (e.g.,
[6]), making it more possible to isolate laboratory ef-
fects (behavior unique to gameplaying) from behavior
that reflects real-world responses.
By the same token, mathematical ludology will
necessarily be a multidisciplinary effort (like most of
game studies), and will benefit from existing research
in game theory, general gameplaying, cognitive science,
psychology, interactive system design, wargaming, and
other fields, not to mention game design. Two espe-
cially notable companion fields are game design efforts
towards “game grammar,” building formal methods
to atomize and diagram games (e.g., [3, 12–14]); and
recent computational efforts in digital archaeoludol-
ogy [15], building on prior work in automated game
design [11]. These are the two research areas which,
to our knowledge, are most similarly interested in
mathematical questions of game design and structure,
and we will discuss them more later on.
The rest of this paper proceeds as follows: In Sec. 2,
we describe a hierarchy of game descriptions that will
help frame and contextualize different questions of
interest. In Sec. 3, we define our lowest level formal
description of a discrete game system, which will serve
as a foundation for further study. We also discuss
why existing formal descriptions are insufficient for
our purposes. We discuss how to build and interpret
game trees and automata in Sec. 4. Using these game
trees, we develop equivalence relations on the space
of game systems in Sec. 5, with App. A containing
the technical details. Sec. 6 builds on the formal
description of Sec. 3, offering more powerful notation
to ease the expression and analysis of complex games.
We discuss the relationship of our work to formal
methods in game design and digital archaeoludology
in Sec. 7, and wrap up with discussion in Sec. 8.
Underlying Game System
Perceived Game System
Game Representation
Game Actualization
Figure 1: The game description hierarchy. We focus on
Underlying Game Systems in this paper.
2 Game Description Hierarchy
In order to isolate some of the facets that make up a
game, and contextualize the work of this paper, we
propose a four-tier hierarchy of game descriptions. We
will illustrate these tiers by contrasting the following
two games: standard chess, played by two people
moving black and white pieces on a checkered board;
and blindfold chess, played by two people dictating
their moves (e.g., “knight to c3”), and each having
to remember the game state, without any external
record of it.
At the lowest tier, there is the underlying game
system (UGS), or simply game system when there is
no risk of confusion. This will be the focus of the
present paper. A UGS describes the underlying rules
and mechanics of the game,1 the logic of a game,
without any specification of the user interface or the
information given to (or hidden from) the players.
Specifically, a UGS provides:
• Who is playing the game
• A way to describe the current game state
• How the game may be set up at the beginning
• The choices each player may make at each state
• The consequences of those choices, which alter
the game state
• The results of a finished game, like who won or
lost, or the final score
Standard and blindfold chess can be described with
identical underlying game systems, since they share
the same logical rules.
The second tier is a perceived game system (PGS).
This builds on a UGS by adding an information layer,
specifying what players are told (and not told) about
the UGS and its state, other players’ information,
and how player knowledge might interact with the
UGS rules (e.g., to describe how players obtain new
information, or to describe epistemic games [16]). A
PGS is needed to account for hidden game states (e.g.,
1Comparable to the “constituative rules” of [1].
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a secret hand of cards) or hidden game rules (e.g.,
Betrayal at House on the Hill [17], the card game
Mao, or Gloomhaven [18]). In a PGS for a perfect
information game, like standard chess, every aspect of
the UGS and its state are common knowledge among
the players. In blindfold chess, the UGS rules, initial
state, and each move are common knowledge, but
the game state is otherwise hidden. We find this
information layer useful to separate from the UGS
for two reasons: first, because the UGS is interest-
ing to study in its own right, and second, because
information specification can be very recursive and
complicated (e.g., “I know that you know that I don’t
know whether we’re playing this game or that game”),
and it is useful to have a separate object to ground
this specification. We offer some brief suggestions on
how hidden information might be treated in Sec. 3.3,
for instance by employing intervals on the space of
UGSs.
Note it is useful to distinguish between information
given to players, which is explicitly revealed through
the game, and knowledge that players have, which
may additionally include memories or inferences. For
instance, the current game state in blindfold chess
is never given as information (after the initial state),
but it may be part of player knowledge (if each player
can remember how it has evolved). A perceived game
system specifies information given to players, while
inference and memory are left to player models (see
below).
The third tier description is a game representation.
A game representation builds on a PGS by additionally
specifying the game’s user interface, which should
respect the rules and hidden information described
in the PGS. Standard chess uses pieces on a board
as its interface, while blindfold chess uses a purely
audio interface with certain accepted utterances. It
is useful to separate the interface from earlier tiers,
because two game representations might have identical
PGSs and yet very different interfaces (e.g., versions
of tic-tac-toe, see Ex. 4), or identical interfaces but
very different PGSs or UGSs (e.g., Go and Gomoku).
This interface specification may need varying levels of
fidelity or abstraction for different research questions.
It may suffice to describe a graph resembling the board
shape, for instance, with symbols that can be placed
on graph nodes to represent pieces on squares, but for
understanding various gameplay effects it might also
be useful to distinguish piece shapes, card iconography,
where players are sitting [19], etc.
And finally, the fourth tier is a game actualization.
This has all the elements of a game representation,
while also including means of communicating to each
player the appropriate information, providing a real-
ization of the user interface, and providing means of
actually playing the game. Game actualizations are
the “real-world games” that people actually play and
interact with. A physical chess set with a rulebook
could be an actualization of standard chess, while
just a rulebook might suffice for blindfold chess; an
appropriate piece of software could also function as
an actualization for either.
In contrast to game theoretic game descriptions,
we do not include player preferences or payoffs in the
description of the game at any of these levels. We
relegate these and everything else about each player
into a player model, including their preferences, skill
level, play style, faculties of memory and inference,
personal familiarity with the game, grudges against
other players, or anything else that might be relevant
for the question of interest. These will be key to study-
ing player behaviors and gameplay phenomena, and
will likely benefit from existing research and methods
in other fields, like game theory and cognitive science.
3 Underlying Game Systems
The focus of the present paper will be on mathematiz-
ing underlying game systems and investigating some
of their properties. Specifically, we will focus on games
that are discrete in time and space and that have a
finite state space; Def. 1 can describe the game sys-
tem of any such game. This captures the majority
of board and card games, and many video games. It
can approximate real-time or continuous-space games,
but only insofar as they can be discretized into a fi-
nite state space. A different formalism will be needed
to describe improvisational games, like tabletop role-
playing games or nomic games, where game rules are
created and modified in unforeseeable ways during
the course of play.2
The formalism (Def. 1) we develop in this paper
is not the only way to describe a game system, but
we capture here those minimal elements essential to
the logic of a game, while also making clear what
agency each player has versus what is outside their
control. It will provide our foundation on which to
begin formalizing games:
Definition 1 An (underlying) game system G with
n players is a 9-tuple G = 〈P, T ,S0,D,A, C, L,O,Ω〉,
where:
• P = (1, . . . , n) is a list of players, agents which
may make decisions in the game.
2Such a formalism will at least need an alternative form of
state space, perhaps related to suggestions in [20].
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• T = (T1, . . . , Tm) is a finite list of finite sets,
called substate tracks. The set of game states S
is given by S = T1 × · · · × Tm.
• S0 ⊂ S is a set of initial conditions.
• D is a set of decisions, the choices which players
may make in order to influence (but not directly
change) the game state. This is extended with
the null decision 0 /∈ D to form D0 ≡ D ∪ {0}.
• A is a set of actions a : S→ S, which can directly
modify the game state.
• C is a consequence function C(dn0 , s) which takes
a decision tuple dn0 ∈ Dn0 (i.e., one possibly null
decision per player) and state s ∈ S and returns
a nonempty set of consequences: a set of pairs
(pa, a), where pa ∈ (0, 1] is a non-zero probability
and a is an action or product of actions. The sum
of probabilities in the set must equal 1. These
are the consequences of decisions, which may be
outside any one player’s control.
• L : P × D → 2S is a legality function, which
returns a (possibly empty) subset of S for each
player p ∈ P and decision d ∈ D, reflecting when
that player can make that decision. The legal
set of decisions for player p at state s is the
set Lp(s) ≡ {d ∈ D : s ∈ L(p, d)}. A decision
d ∈ Lp(s) is legal for p at s, and illegal otherwise.
• O is the set of outcomes that can result from the
game.
• Ω is an outcome function Ω : Ster → O, where
Ster ≡ {s ∈ S : Lp(s) = ∅ for all p ∈ P} is the
set of terminal game states. Intuitively, Ster is
the set of game states at which no legal decisions
can be made, so the game ends and the result is
computed by Ω.
The collection of all such objects G forms the space
of game systems G.
Def. 1 provides all the elements necessary for a game
system (see bulleted list in Sec. 2): players (P), the
game state space (S, factorized via T ), initial game
states (S0), decisions available to players (D), when
those decisions are legal (L), the possible consequences
of those decisions (C), how the game state is changed
as a result (A), and possible game outcomes (O,Ω).
It allows for mixed sequential and simultaneous play,
deterministic or nondeterministic, and makes no addi-
tional assumptions about the content of games, not
even presuming the existence of boards and pieces.
The separation of decisions (player choices) from ac-
tions (changes to the game state) via consequence func-
tions provides a formal separation between what indi-
vidual players can and cannot control. Consequence
functions are necessary to handle random chance and
simultaneous play. In both cases, each player can in-
fluence play by their chosen decision, but the ultimate
effect on the game state (the consequent action) is
determined probabilistically and/or after considering
the simultaneous decisions of other players (see Def. 2
and Ex. 1). In sequential, deterministic games, it is
possible to have a one-to-one mapping between de-
cisions and actions—individual players can directly
determine game state changes—and so consequence
functions are superfluous (see Ex. 2).
Note we have included randomness in the game
description itself in order to allow a total conceptual
separation of game system and player models—in con-
trast to typical game theory or general gameplaying
formalisms, which relegate randomness to an extra
fictional player who behaves randomly [21–23]. (There
are also other reasons we have not used one of these
existing formal game descriptions, see Sec. 3.5.)
The following algorithm can be used (by players)
to play any game with an underlying game system
described by Def. 1:
Definition 2 (Gameplay Algorithm)
1. All players must agree on some s0 ∈ S0. Let the
current state be s′ = s0.
2. Each player p must select one decision from their
respective legal set Lp(s′) at the current state. If
Lp(s′) = ∅ for a player p, that player is assigned
the null decision: dp = 0.
3. If dp = 0 for all p, the game is over. Go to step
6.
4. Compute the set of consequences from the
decision tuple and the current state: c =
C((d1, . . . , dn), s′) = {(p1, a1), . . . , (pm, am)}.
Randomly select a single consequent action from
c, where aj is selected with probability pj .
5. Compute the new game state s′′ = ajs′. Repeat
from step 2, with the new current state s′ = s′′.
6. The current state is a terminal state, s′ ∈ Ster.
Compute the outcome Ω(s′).
This algorithm can be used to describe which game
systems are playable, and to distinguish between legal
and illegal play (see Sec. 3.4). It is also closely related
to the construction of game trees (see Sec. 4).
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3.1 Basic Notation
Before we proceed to examples, let us introduce some
basic notation for use with Def. 1. Here and through-
out, we choose to use fairly compact symbolic nota-
tion, for instance “L(P1,flip) = (−)coin” which means
“Player ‘P1’ can legally choose decision ‘flip’ when the
track ‘coin’ takes value ‘−’.” This has the benefit of
efficiency, but may take some practice to read and
write fluently. We include commentary with each
example to build familiarity. We will introduce addi-
tional structured notation in Sec. 6, which will help to
improve readability, compactness, and ease of analysis
for more complex game descriptions.
Regarding game states. We write (v)t to express
that track Tt takes value v.
These may be combined using product, sum, and
overline notation (for Boolean AND, OR, and NOT,
respectively) to express a subset (or “slice”) of state
space S. For instance: u = (1)a(2)b+(3)c is the subset
of S such that ((Ta takes value 1 AND Tb takes value
2) OR (Tc does NOT take value 3)).
Regarding actions. By a : S 7→ (v1)1 · · · (vk)k, we
mean that for any state in the slice S ⊂ S, the action a
changes the value of track T1 to v1, and so on to track
Tk, acting as the identity on any tracks not appearing
on the right-hand side. It also acts as the identity on
any state s /∈ S. E.g., if a : S 7→ (1)a and we have
some state s = (2)a(3)b, then a · s = (1)a(3)b.
Regarding outcome functions. We take Ω : S 7→ ω
to mean Ω(z) = ω for all terminal states z ∈ S.
3.2 Basic Examples
Here are two examples of very simple games. Their
respective game trees are illustrated in Figs. 2 and 3.
We will see examples of more complicated games after
introducing richer notation in Sec. 6.
Example 1 (Flipping a coin) Two players face off
and flip a coin once. The first player wins on heads,
the second on tails.
P = {P1,P2}
T : Tcoin = {−,heads, tails}
S0 = (−)coin
D = {flip}
L(P1,flip) = L(P2,flip) = (−)coin
C((flip,flip)) = {(1/2, Aheads), (1/2, Atails)}
A = {Aheads, Atails}, Ac : (−)coin 7→ (c)coin
O = {P1 win,P2 win}
Ω : (heads)coin 7→ P1 win, (tails)coin 7→ P2 win
The lines roughly divide the setup, gameplay, and
ending portions of the system. From the initial condi-
tion, both players can only legally choose the decision
“flip.” As a consequence of this joint decision, the value
of track Tcoin becomes heads or tails with a 50-50
chance. The game then ends, with no more legal
decisions available, and the winner is declared.
Remember at this point that all of the symbols used
for players, decisions, actions, etc. (e.g., “P1”, “flip”,
or “Acoin”) are only labels—we could have just as well
used pictographs. We treat these labels as semanti-
cally void so far as the game system is concerned (see
coordinates in Def. 6 for contrast), though they may
certainly become relevant as part of a game represen-
tation, where aesthetic description and theming may
matter for the user interface.
Example 2 (Guessing game) One player chooses
a number between one and five. A second player tries
to guess the number, winning if they guess it correctly
and losing otherwise.
P = {P1,P2}
T : TP1 = TP2 = {−, 1, 2, 3, 4, 5}
Tpicked = Tguessed = {no, yes}
S0 = (−)P1(−)P2(no)picked(no)guessed
D ∼ A (C : trivial)
A = {1P1, 1P2, . . . , 5P1, 5P2},
iP1 : S 7→ (i)P1(yes)picked
iP2 : S 7→ (i)P2(yes)guessed
L(P1, iP1) = (no)picked
L(P2, iP2) = (yes)picked(no)guessed
L(p, d) = ∅, otherwise
O = {P2 win,P2 lose}
Ω : (1)P1(1)P2 + · · ·+ (5)P1(5)P2 7→ P2 win,
otherwise 7→ P2 lose
This is a sequential, deterministic game, with a
one-to-one mapping between decisions and actions
(denoted D ∼ A). Thus we only need to list out
the actions, instead of the decisions as well. The
consequence function just maps each decision to its
corresponding action with probability 1, regardless of
state; we denote this with (C : trivial).
In this game P1 picks a number by choosing one of
the decisions {1P1, . . . , 5P1}, while P2 is forced to pick
the null decision because no legal options are available.
Then P2 guesses a number by choosing a decision
{1P2, . . . , 5P2}, while P1 picks the null decision. The
game then ends, since no one can legally make another
decision.
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This is a prime example where the underlying game
system is not sufficient to capture the real world ex-
perience. In particular, this game is only interesting
if P2 can’t see P1’s guess. A perceived game system
would specify this hidden information, in particular
hiding TP1 from P2 while still letting them see Tpicked
so they know when to guess. The underlying game
system is only concerned with the game logic below
this information layer.
Alternatively, an equivalent underlying game sys-
tem could do away with Tpicked and Tguessed alto-
gether, replacing the legality function mappings with
L(P1, iP1) = (−)P1 and L(P2, iP2) = (−)P1(−)P2.
A corresponding perceived game system would then
selectively reveal to P2 whether the current state
s ∈ (−)P1 or not, instead. We say more about what
we mean by “equivalent” in Sec. 5.
3.3 Hidden Information
We will not treat hidden information carefully here,
but here are some brief suggestions on how it could
be approached for perceived game systems built on
Def. 1 as the underlying game system.
Many games only hide aspects of the current state
from the players, for instance the cards in an oppo-
nents hand, or which number player one has guessed.
Players otherwise have full common knowledge of the
rules and game system. Such hidden state informa-
tion can be specified simply by flagging which track
values are visible or invisible to each player, as in the
comments following Ex. 2. These flags could even be
included as additional tracks in T as part of the game
state. (This is essentially how Ludii manages hidden
information [23].)
However, it is also very possible for other aspects
of the game system to be hidden. This is necessary to
model story-based games, like many video games or
modern campaign or legacy board games (e.g., [18]),
where future scenarios and rules are unknown until
they are reached. It is also important for modeling
and understanding the dynamics of tutorial games:
games where the rules are revealed to players a bit
at a time, often as a method for teaching first-time
players.
Games like these, with partially hidden systems,
could be modeled by specifying intervals on the space
of underlying game systems G, representing all of the
possible games that each player is told they might be
playing. This would also require appropriate maps
from each of these possible games (and their states,
and the information available to other players) to
the true game (and its actual state, and the actual
information available to other players).
3.4 Complete Games and Legal Play
The gameplay algorithm Def. 2 provides our first tech-
nical distinction between kinds of gameplay: Any
gameplay which strictly follows the gameplay algo-
rithm is said to be legal play, and a game state is said
to be legally accessible if it can be produced in some
application of this algorithm. Gameplay which devi-
ates from the algorithm constitutes illegal play: for
instance, starting the game at some s /∈ S0, neglecting
the legality function when choosing decisions, ignoring
the probabilities when selecting a consequent action,
modifying the game state in a way not given by a
consequent action, etc. It will be interesting in future
work to explore the effects of illegal play, intentional
and accidental—especially to understand the effects
of accidental rule-breaking (common in some complex
games, e.g., Mage Knight [24]), and how to make the
designer’s goals of gameplay robust against it. For
the remainder of this paper, however, we will assume
legal play.
The gameplay algorithm additionally furnishes a
sense of when a game description is complete:
Definition 3 We call a game system G complete or
playable if the algorithm Def. 2 can always be faithfully
performed. That is, if P,S,S0,D,A are all nonempty,
the legality function L is uniquely defined for all player-
decision pairs, and the consequence function C is
uniquely defined at all legally accessible decision tuples
(dn0 ∈ Dn0 ) and states. If any terminal states are legally
accessible, then we also require O to be nonempty
and the outcome function Ω to be uniquely defined
on all legally accessible terminal game states.
It may in general be difficult to confirm if a game
system is playable, because determining which game
states are legally accessible is a nontrivial problem [25].
The simplest way to ensure a game system is playable
is to make it overcomplete: with the consequence
function C uniquely defined for every decision tuple
(except possibly the all-null tuple) and state, and the
outcome function Ω uniquely defined on all terminal
game states, in addition to L uniquely defined on all
player-decision pairs, and nonempty P,S,S0,D,A,O.
In fact, such a game is guaranteed to play faithfully
from any arbitrary state s ∈ S, not just s ∈ S0, which
may be interesting for exploring illegal play.
All examples in this paper are complete, though
none of them are overcomplete. Ex. 1 does not define
consequences for the tuple (flip, 0), for instance.
3.5 Other Game Formalisms
Let us now address why we have developed a new
formal game description, rather than using an exist-
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ing one—besides the issue of randomness mentioned
above (including it in-system rather than as a fictional
player). The likely candidates are formal descriptions
from game theory, general gameplaying, and formal
methods in the game design community.
Game theoretic descriptions are too limited in the
games they can practically express. There are two
issues in view here: first, game theoretic descriptions
are unable to faithfully describe mixed sequential
and simultaneous play. Strategic- and extensive-form
games respectively describe simultaneous and sequen-
tial games well, but lose important nuance when trying
to mix the two [26, 27].
Second, complex game descriptions are intractable
with game theoretic formal descriptions. Generally,
either the full game can be written explicitly as a
strategic, extensive, or combinatorial game (all in-
tractable, e.g., for chess), or else game theorists rely
on ad hoc natural language description and reader fa-
miliarity to communicate the rules before proceeding
to analysis (e.g., [28]). We want a way to formally,
and tractably, describe game rules even for complex
games.
We also find general gameplaying descriptions inad-
equate for our purposes. GDL and its extensions [16,
22, 29] are currently able to express the widest variety
of games, but through code that is often intractably
verbose, and from which it is difficult to extract struc-
tural features of games [23]. Def. 1 bears some formal
similarity GDL-II without hidden information, and we
think is just as expressive, though we offer a simpler
specification of state space, a different treatment of
randomness, and prefer more compact and extensible
notation.
More recent entrants on the field, RBG [30] and
Ludii [23] more closely reflect the goals of mathe-
matical ludology, with Ludii in particular being con-
cerned with questions of game structure and design
(see Sec. 7). However, both require the construction of
a game board tightly integrated with the rules, distin-
guishing them as game representations (Tier 3 game
descriptions). The underlying game systems [23, 30]
are related to Def. 1 (Ludii more than RBG), but de-
signed for use with particular software and associated
code bases, and with particular classes of games in
mind. We desire something general and self-contained
that we can develop to study any discrete game, with
the flexibility to relate to such projects and software
while not being beholden to them.
There have also been formal descriptions and dia-
gramming methods developed within the game design
community (e.g., [3, 14, 31]), but they are built mostly
as tools for high level design or analyzing subsystems
within games. They are unable to compactly capture
the full detail of a game’s rules, as we require. See
Sec. 7 for further discussions on these and Ludii as
related work.
4 Game Trees and Automata
A complete game system from Def. 1 can be used to
generate a (possibly infinite) game tree or a finite (pos-
sibly nondeterministic) game automaton. These are
useful for visualizing and analyzing the game systems,
as well as for making connection with existing work in
game theory and AI. They are graphical representa-
tions of the algorithm Def. 2: each playthrough from
that algorithm can be identified as a path from an
initial node to a terminal node in one of these objects.
We will focus on game trees, rather than automata, in
this paper. Examples are illustrated in Figs. 2 and 3,
and also Figs. 7 to 9 (in App. A).
Definition 4 The game trees τ(G) of a complete
game system G is a set of game trees τ(G) ≡ {τ(G, s0) :
s0 ∈ S0}, one for each initial condition. Each game
tree τ(G, s0) is given by the following construction:
1. Draw a root node, assigned the initial state s0.
2. For each terminal node w in the current tree, with
assigned state s(w) but no assigned outcome, do
the following:
(a) If s(w) ∈ Ster, assign the outcome Ω(s(w))
to the terminal node w, then stop for node
w. If s(w) /∈ Ster, then proceed:
(b) Generate the set of all legal decision tuples
at this state from the legal set Lp(s) for each
player: Dn0 (s(w)) ≡ {(d1, . . . , dn) : dp =
0 if Lp(s(w)) = ∅, else dp ∈ Lp(s(w))}
(c) For each tuple dn0 ∈ Dn0 (s(w)), draw a new
child node w′ with a directed edge from w
to w′. Assign dn0 to this edge.
(d) For each child node w′ of w, do the following:
i. Compute the set of consequences c′ =
C(dn0 , s(w)).
ii. If |c′| = 1, i.e. c′ = {(1, a)}, assign the
state a · s(w) to w′. Otherwise:
iii. For each probability-action pair
(pi, ai) ∈ c′, draw a new child node w′′
with a directed edge from w′ to w′′.
Assign pi to this edge, and the state
ai · s(w) to w′′.
3. If all terminal nodes in the current tree have out-
comes assigned to them, stop: this tree τ(G, s0)
is finished. Otherwise, repeat from step 2 with
the current tree.
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(−)coin
(heads)coin
Ω: P1 win
(tails)coin
Ω: P2 win
(flip,flip)
1/2 1/2
Figure 2: The game tree for the coin flipping game system
in Ex. 1, with all nodes and edges fully labeled: the root
state node with state (−)coin, the decision edge with tuple
(flip, flip), the chance edges both with probability 1/2, and
the terminal state nodes (heads)coin (outcome: P1 win)
and (tails)coin (outcome: P2 win). Solid nodes are state
nodes, while the open node is a chance node.
In summary, each resulting tree has the following
structure: State nodes have assigned states and out-
going decision edges, which have assigned decision
tuples. These decision edges lead to either new state
nodes, or to unlabeled chance nodes which have out-
going chance edges labeled with probabilities. These
chance edges lead to new state nodes. State nodes
may be further subdivided into single-player nodes, in
which only a single player has legal decisions available;
multiplayer nodes, in which multiple players have legal
decisions available; and terminal state notes, which
correspond to terminal states and have outcomes as-
signed to them. Single-player nodes can be said to
belong to the appropriate player.
It is worth noting that these game trees are not
guaranteed to be finite, even if the game in practice
would end in finite time. Consider a game of rock-
paper-scissors, for instance, where the two players can
in principle keep tying forever. In cases like these, it
might be more practical to consider game automata
instead of game trees. These would be similarly de-
fined, except each game state would only appear once.
If a newly drawn edge would lead to a state that ex-
ists elsewhere in the automaton, it would be directed
to the existing state node instead of drawing a new
one. Because the state space always has a finite size
by virtue of Def. 1, and any non-determinism follows
specific probabilities, the game automaton would be
most similar to a probabilistic automaton [32].3
A game tree generated by Def. 4 is close to the clas-
sic game theoretic extensive form game, for instance as
given in [21], except without any information sets. In
3 The 4-tuple 〈D,A, C, L〉 ⊂ G, which determines the
moment-to-moment gameplay rules, could be combined into a
single stochastic transition function δ(s, dn0 ) that takes a state
and decision tuple and returns all possible subsequent states
with corresponding probabilities. (Illegal transitions would
have probability 0.) A probabilistic automaton could use this
transition function, with state space S and input alphabet Dn0 .
(−)P1(−)P2(no)picked(no)guessed
(1P
1
,0)
(0
,1
P
2
) (0
,5
P
2 )
(2
P
1
,0
)
(3P1,0)
(4
P
1 ,0)
(5
P1 ,0)
(1)P1(yes)picked
×(−)P2(no)guessed
(1)P1(yes)picked
×(1)P2(yes)guessed
Ω: P2 win
(1)P1(5)P2(yes)picked(yes)guessed
Ω: P2 lose
Figure 3: The game tree for the guessing game sys-
tem in Ex. 2, with only a few state nodes and decision
edges labeled, for brevity. Each of the five bottom sub-
trees have the same five decision tuples on their edges:
(0, 1P2), (0, 2P2), . . . , (0, 5P2). There are no chance nodes;
this is a deterministic game.
this sense, a game system might almost be considered
a grammar to generate extensive form games without
hidden information. The notable exception is how
we handle simultaneous play. Unlike extensive form
games, some nodes in the tree (so-called multiplayer
nodes) require multiple players to make a decision at
the same time. This avoids the ambiguities inherent
in the information set construction of simultaneous
play in extensive form games [33], which relies on
sequential moves with hidden information, and can be
experimentally different from true simultaneous play
[26, 27].
With this difference, it would be more accurate to
consider a game tree by our definition as a hybrid
between game theoretic extensive form and strategic
form games. A game tree with no multiplayer nodes
is simply an extensive form game, in which a single
player has control of each node and chooses one of
the outgoing edges to follow, ultimately producing
an outcome at a terminal node. In a game tree with
multiplayer nodes, however, each multiplayer node
acts as a strategic form game: several players must si-
multaneously make a decision, which is then evaluated
by an umpire to choose an outgoing edge to follow.
(We describe this strategic form game with a decision
matrix, see Def. A.5.) With this understanding, we
could use our game tree Def. 4 along with a single
marker as a user interface in a game representation,
for playing any game without hidden information.
5 Agency Equivalence
The game system Def. 1 is deliberately flexible, to act
as a foundation for a wide variety of game descrip-
tions. However, it’s flexibility means that there are
several ways to express the same game system. A
key goal in mathematical ludology will be to measure
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distances between different games, so here we take a
first step: what does it mean for two game systems to
be equivalent? We will develop two important senses
of this, game tree equivalence (up to relabeling) and
agency equivalence. We describe them heuristically
here, leaving the technical details for App. A.
Game tree equivalence up to relabeling (Def. A.8)
matches game systems if they produce the same game
trees, with some differences in aesthetic labeling—e.g.,
the names of decisions or states can differ, but the
probabilities cannot. Two such game systems will be
very similar in their formal descriptions.
Agency equivalence (Def. 5) matches game systems
if they offer players the same agency, that is, if the
systems offer players the same sorts of meaningful
choices with the same sorts of consequences. We will
define this by performing a series of reductions on
game trees to prune spurious differences, declaring
two game systems equivalent if their reduced trees
match. There are four main kinds of difference that
we consider spurious for this purpose: bookkeeping
subtrees, single-player subtrees, symmetry-redundant
subtrees, and decision matrix redundancies. Recall
throughout that we are talking about underlying game
systems (Tier 1 game descriptions), so differences due
to hidden information and user interfaces are not in
view right now.
A bookkeeping subtree (Def. A.10) is a portion of a
game tree where there is only one decision available
at each state. Though there may be randomness
involved, play continues on the subtree inevitably,
without any chance for player influence. Perhaps a
game has a cleanup phase, for instance, where players
must discard all cards and end their turn. One game
system may lump these together, while another might
include a state where players must discard, followed
by another state where they must end their turn. We
do not consider these different from the standpoint of
player agency.
A single-player subtree (Def. A.11) is a portion of
the game tree where the same single player makes
several deterministic decisions in a row. There is
no difference in options or outcomes if the player
makes these decisions one at a time or all at once.
Consider pawn promotion in chess. One game system
might have a player choose to advance a pawn to the
final row, then from that state choose what piece to
promote it into. Another might include move-and-
promote-into-queen, move-and-promote-into-knight,
etc., all as lumped decisions with no intermediate
state. We do not consider these different from the
standpoint of player agency.
A symmetry-redundant subtree (Def. A.12) is a por-
tion of the game tree that is unnecessary because it
duplicates a sibling subtree. Consider the first move in
a game of tic-tac-toe. Although there are technically
nine options, there are in practice only three: center,
corner, or side. Playing on the right side does produce
a different game state than playing on the left side,
but because of the symmetry of the game board the
substance of the remaining decisions is identical. If
players were restricted to only play in the center, left-
middle side, or bottom-left corner on the first turn,
we would consider this identical to tic-tac-toe from
the standpoint of meaningful player agency.
Finally, a decision matrix redundancy (Def. A.13)
occurs when a player has two decisions at a state that
would have identical results—it really does not matter
which one they pick. This player would have the
same agency if they had only one of those decisions
available.
Putting these together:
Definition 5 We say two game systems G and G′ are
agency equivalent if their respective game trees can be
made equivalent up to relabeling (A.8) by performing
the following reductions, as many times as necessary,
in any order:
• Bookkeeping subtree reduction (A.10)
• Single-player subtree reduction (A.11)
• Symmetry-redundant subtree reduction (A.12)
• Decision matrix redundancy reduction (A.13)
Note this definition can only be usefully applied
for finite game trees, though infinite trees could be
truncated at a certain depth and similarly compared.
Practically speaking, establishing equivalence will
probably be easiest by transforming and subsequently
comparing the game system grammars, not the game
trees. This definition gives intuitive and technical
guidance on what those transformations must accom-
plish.
6 Structured Notation
The game system Def. 1 is sufficient for describing the
game system of any finite discrete game, but writing
down complex games with only the basic notation of
Def. 1 and Sec. 3.1 could be intractably verbose. The
basic notation also does little to expose game mechan-
ics or related rules that might appear in many games,
like the n-in-a-row victory condition of Tic-tac-toe
and Connect Four, or the sliding movement of a queen
in Chess and Amazons. Relatedly, the labels given to
tracks, decisions, etc. are semantically void so far as
the formal description is concerned, being only conve-
nient monikers to the ludologer writing them; integer
9
labels need not respect addition or multiplication on
the integers, for instance.
In order to express games in a form most appropri-
ate for their analysis, it will be helpful to use structured
notation. By this we simply mean notation for ex-
pressing game systems (Def. 1) besides or in addition
to the basic notation introduced earlier, especially
which emphasizes structural patterns within game
descriptions. We expect such structured notations
will be critical for developing distance metrics on the
space of game systems G, for instance, since human
intuitions for game similarity tend to rely strongly
on high-level patterns in game designs. In this paper
we use formal grammar-like notations, but different
structured notations like diagrammatic methods or
the ludeme-tree code of Ludii could be useful in other
contexts (see Sec. 7).
So without further ado, let us introduce a few key
additional features that will ease the expression and
analysis of a wide variety of games:
Definition 6 (Sample structured notations)
The following notational features may be used along
with the basic notation of Def. 1 and Sec. 3.1, to
express game systems:
1. A set of ending states E ⊂ S may be provided, at
which the game should end even if legal decisions
would otherwise be available.
Partial legality functions Lˆi(p, d) may be de-
fined on subsets of P × D (returning subsets
of S), and a single player-decision pair (p, d)
may appear in multiple partial legality functions
Lˆ1(p, d), . . . , Lˆm(p, d). Each Lˆ adds additional
restrictions on the legality of (p, d).
The overall legality function for (p, d) is then
given by L(p, d) = Lˆ1(p, d) ∩ · · · ∩ Lˆm(p, d) ∩ E.
2. Each element of P, T ,D,A,O, as well as each
substate value v ∈ T ∈ T , may be assigned one
or more
(a) coordinates φ: an element of some mathe-
matical object Φ, with all the structure of
that object available for manipulations on
φ. For instance, Φ may be a group or graph
and φ may be a group element or node of a
graph, so that group addition or node adja-
cency are well-defined notions inherited from
Φ that can be used in the game description.
(b) tags t: a label used to group related ele-
ments. Those elements of the same type
(players, substate tracks, track values, de-
cisions, actions, outcomes) which share the
same tag may be referred to collectively by
the tag name. E.g., (t)p is a set of players
which share the same tag t, and similarly
(t)t, (t)v, (t)d, (t)a, (t)o for the other types,
respectively.
3. Any element of the game description may be de-
fined through the use of auxiliary ludemic func-
tions. These may take as arguments any element
of the game description or current game state,
including associated tags and coordinates, and re-
turn whatever is useful (e.g., state slices, a choice
from a list, . . . ).
Each of these features captures and highlights a
different kind of structure in a game description. Lu-
demic functions are particularly flexible, intended
to capture atomic patterns in a game’s design (see
Sec. 7), like the movement pattern of a chess piece
or the probability distribution of an opposed dice roll
in Risk [34]. They may be defined for an individual
game description, but will be most useful when col-
lected in a catalog, for portable use in different games
that share those same patterns of game logic. Using
ludemic functions from this catalog may improve read-
ability and analysis of game descriptions, but with
the trade-off of requiring reader familiarity with each
function used.4
Functions in this catalog may be related to each
other: for instance, a chess queen’s movement function
is a special case of a 2D translation, which is a special
case of an nD translation. It even relates to the n-in-
a-row pattern found in tic-tac-toe, since there must
be n-in-a-row blank spaces for a queen to move n+ 1
spaces. Such relationships could be used to build
distance metrics on the catalog of ludemic functions,
which would then be useful in building metrics on the
space of game systems. We leave this catalog and
related metrics to future work, though we illustrate a
couple examples of ludemic functions in Exs. 3 and 4.
Additional kinds of structured notation will likely
be useful for different classes of games. For instance,
some games involve a stack or some other kind of finite
“memory” of past states (e.g., Magic: The Gathering
[37], or chess stalemate rules). Similarly, some games
like chess employ “foresight,” determining the legality
of a move now based on what moves might become
legal as a result (e.g., the “check” mechanic). Defining
a special kind of “memory” substate alongside the
4An extreme example of this is Ludii, in which every as-
pect of the game description must be drawn from a library
of “ludemes” [35], a kind of computational cousin to a catalog
of ludemic functions (see Sec. 7 for further discussion). This
can result in compact and readable descriptions for a variety
of games [36], but requires outside knowledge of every ludeme
used.
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usual substate tracks, or a “foresight” legality function,
might be useful for such games.
We emphasize that not every kind of structure is ad-
missible here. Any game with an unbounded memory
requirements would still not be possible, for instance,
because that would require an unbounded state space.
Describing games of that sort would require more
fundamental modifications of Def. 1.
6.1 Boolean brackets
Before we proceed to examples, let us see how we
can use these new features to express subsets of state
space, adding to our structured notation. Note we will
use φ(e) to refer to the coordinate of a game element
e, and T (s) to refer to the value of track T at state s.
We can describe state slices by leveraging Boolean
relations on coordinates and tags. We delineate these
Boolean calculations by square brackets. For instance,
[φ(T ) > 5] is either S if the track T has integer coor-
dinate greater than 5, or ∅ otherwise. If an element
has multiple coordinates, we denote the intended by
subscripts, for instance [φi(T ) > 5], [φ(T ) >i 5], or
[φ(T ) > 5]i for the ith coordinate. (Recall that tracks
can have coordinates independent from their values.)
To extend this to track values, we let [B(v(T ))] ≡
{s | B(T (s))} for Boolean relation B and state s ∈ S.
For instance, [v(T ) ∈ (b)v] = {s | T (s) ∈ (b)v} ⊂ S is
the set of all states where the track T takes some value
that has tag b. These will usually return nonempty
proper subsets of S.
We might call this bracket notation “Boolean slice
functions” or “Boolean brackets.” They could be con-
sidered a special case of ludemic functions, though it
may be useful to conceptually distinguish them when
considering atomic elements of games (see Sec. 7).
We’ll illustrate Boolean brackets along with other new
notation through the following examples.
6.2 Examples with Structured Nota-
tion
We now present three examples—Rock-Paper-Scissors,
Tic-Tac-Toe, and the hand game Chopsticks—to il-
lustrate this structured notation, describing each to
explain new shorthand and build familiarity with in-
terpreting the formalism.
Example 3 (Rock-Paper-Scissors) Two players
play rock-paper-scissors; best two out of three wins.
P = (P1,P2), O = P
T : P ← [0, 2]
S0 = (0)P1(0)P2
D = {rock,paper, scissors} ∼ Z3
A : P 3 p : S 7→ (+1)p; 1 : S 7→ S
C : (d1, d2) 7→ RPS((d1, d2),1,P1,P2)
Lˆ(p, d) = S
E = EP1 ∪ EP2, Ep = (2)p, p ∈ T
Ω : Ep 7→ p
Let’s unpack the notation a bit:
There are no tags in this example. We reuse the
list P as track names, so P ← [0, 2] means we have
two tracks, P1 and P2, which each take the values
[0, 2] = {0, 1, 2}. We implicitly take these values to
have integer coordinates—on the ring Z, with the
usual addition and multiplication—inferred from the
integer interval notation. (We will use the interval
notation [a, b] to refer to integers by default, rather
than reals.)
The decisions, by contrast, have coordinates on
Z3 (the ring of integers modulo 3) with φ(rock) = 0,
φ(paper) = 1, and φ(scissors) = 2, and respecting
modular arithmetic (e.g., 1 − 2 = −1 mod 3 = 2).
Note we use ∼ to associate coordinates to sets, draw-
ing correspondence from the written or canonical or-
dering of each.
Two of the actions are labeled by the players, P1
and P2, and increment the corresponding track by
1. Note we’ve leveraged a coordinate operator as a
nice shorthand: a : S 7→ (+1)T is shorthand (see also
Sec. 3.1) for a : s 7→ (φ(T (s)) + 1)T , s ∈ S. The third
action 1 is the identity function.
The consequence function uses the ludemic function
RPS((d1, d2), a0, a1, a2). This takes a tuple of two de-
cisions with coordinates on Z3,5 and returns the action
ai if φ(d1) − φ(d2) = i. Note here we’ve effectively
written the consequence function as C : dn0 7→ a. This
is shorthand for C(dn0 , s) = {(1, a)} for all s ∈ S.
The partial legality function Lˆ adds no restrictions:
any decision is legal for any player at any state that
isn’t an ending state (s /∈ E).
The ending states are those states where either
track takes value 2—which track determines the out-
come (winner), though we have been lazy and defined
the outcomes as O = {P1,P2} instead of the more
descriptive {P1 wins,P2 wins}. In either case, it’s
up to the players to determine how they value each
outcome, according to their player models.
It is interesting to note that the outcome function Ω
is not uniquely defined on all terminal game states: the
5Since the null decision hasn’t been given a coordinate on
Z3, the RPS function is only well-defined on non-null decisions
in this example.
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state z = (2)P1(2)P2 is a terminal state (since z ∈ E),
but since z ∈ EP1 and z ∈ EP2, it is ambiguous which
outcome results. The state z is not legally accessible,
however, so the game system is still complete and
playable. If this ambiguity were not present, and if
C were also defined on the partially null tuples (d, 0)
and (0, d), this system would be overcomplete.
Example 4 (Arithmetic Tic-tac-toe) Two play-
ers take turns claiming numbers from the set
{−4,−3,−2,−1, 0, 1, 2, 3, 4}. Each number can only
be chosen once, and a player wins by gathering any
three numbers that can add to 0. The game ends
when either a player wins or all numbers have been
claimed, at which point the game ends in a draw if
nobody has a triple that sums to 0.
P = (P1,P2), O = P ∪ {draw}
T : (numbers) [−4, 4] ← P ∪ {−}
turn ← P ∼ Z2
S0 = (−)(numbers)(P1)turn
D ∼ A (C : trivial)
A = P × (numbers) 3 (p, n) : S 7→ (p)n(+1)turn
Lˆ(p, (p′, n)) = (−)n(p)turn[p = p′]
E = EP1 ∪ EP2,
Ep = TripleSumsToZero((numbers), p)
Ω : Ep 7→ p, Ster \ E 7→ draw
This is our first example with tags, and coordinates
on track values, so let’s again unpack this a bit.
There are ten tracks here, which in basic notation
we might write T−4, T−3, . . . , T4, Tturn. The first nine
tracks have integer names, and also (implicitly by
means of the integer interval notation) correspond-
ing integer coordinates. They are grouped into the
tag set (numbers)t, and each track takes the values
{P1,P2,−}. The tenth track has name “turn,” and its
values have coordinates on Z2: φ(P1) = 0, φ(P2) = 1.
We use the tags to compactly express the initial
condition. In general, we can reference a set of tracks
to define a slice: e.g., if tracks T1, T2 both have tag t
and possible value v, then (v)(t) = (v)1(v)2 ⊂ S.
There are eighteen actions, named as pairs with one
member p from P and one member n from (numbers).
As we have here, we will often drop the type super-
script on tag sets where there is no risk of confusion,
just writing (numbers) instead of (numbers)t. Each
action marks the number n as claimed by player p,
and toggles the turn.
Each player p can legally claim number n for player
p′ (i.e., make decision (p′, n)) if the number n isn’t
taken, it is p’s turn, and they are claiming it for
themselves ([p = p′]).
The ending states are defined via the ludemic func-
tion TripleSumsToZero(K, v), which takes a set K
of tracks t with integer coordinates φ(t) ∈ Z and
possible value v ∈ t, and returns the union of all
slices (v)t1(v)t2(v)t3 such that φ(t1) + φ(t2) + φ(t3) =
0. E.g., TripleSumsToZero((numbers)t,P1) =
(P1)−4(P1)0(P1)4 + (P1)−4(P1)1(P1)3 + · · · .
Note that this is essentially the same game system
we would use to describe tic-tac-toe:
−3 2 1
4 0 −4
−1 −2 3
Figure 4: “Magic square” correspondence between the
arithmetic and grid-based versions of tic-tac-toe.
To replicate the more familiar grid-based thinking, we
could replace the integer coordinates [−4, 4] of the nine
(numbers)t tracks with 2D coordinates [1, 3]2 ⊂ Z2,
and replace the ending states with an analogous func-
tion Ep = ThreeInARow((numbers), p), for instance
using the definition of n-in-a-row on Zd from [28].
These two game systems would be game tree equiva-
lent up to relabeling, and with identical players and
outcomes. The version with tracks on Z2 might be
easier to compare to a 4x4 version of tic-tac-toe (e.g.,
extended with tracks [1, 4]2 and everything else the
same), but the arithmetic version might be easier to
compare to a version with extended tracks [−5, 5],
which has no clear grid-based analog. Which struc-
tured expression is more useful will depend on the
question being asked.
This is also interesting case study in technical game
atoms (see Sec. 7): here we see how different game
descriptions might use different ludemic functions,
reflecting different atomic game concepts, and yet
describe the same game system.
Example 5 (Chopsticks) From Wikipedia:
“Chopsticks is a hand game for two players in which
players extend a number of fingers from each hand and
transfer those scores by taking turns to tap one hand
against another” [38]. A full natural language rules
description can be found there, and is implemented
and explained here:
P = (P1,P2), O = P
T : (hands, P1) {1L, 1R} ← [0, 4] ∼ Z5, [0, 4]
(hands, P2) {2L, 2R} ← [0, 4] ∼ Z5, [0, 4]
turn ← P ∼ Z2
S0 = (1)(hands)(P1)turn
12
D ∼ A (C : trivial)
A = (add)a ∪ (transfer)a
Lˆ1(p,D) = (p)turn
(add)a = (hands)× (hands) 3
(h, g) : (v)h(v′)g 7→ (v′ +1 v)g(+1)turn
Lˆ2(p, (h, g)) = [h ∈ (hands, p)] (0)h(0)g
(transfer)a = (hands)× (hands)× [1, 4] 3
(h, g, n) : (v)h(v′)g 7→ (v −2 n)h(v′ +2 n)g(+1)turn
Lˆ2(p, (h, g, n)) = [h, g ∈ (hands, p)] [v(h) > n]2
× [v(g) + n < 5]2 [v(h)− v(g) 6= n]2
Ω : (0)(P1) 7→ P2, (0)(P2) 7→ P1
This is a more involved example, with a more mathe-
matical game, to illustrate more uses of coordinates.
It also illustrates how our notation can compactly
express some complex games even without any lu-
demic functions (though with ample use of Boolean
brackets).
Here we have five tracks, named 1L, 1R, 2L, 2R,
(reflecting players’ hands, with five fingers each) and
turn. We have three tags: hands, P1, and P2. In
general, we will notate the intersection of two tag-sets
(t)y, (t′)y of the same type y by the comma-separated
(t, t′)y, so we see for instance that the track 1L has
two tags: hands and 1.
The turn track has values {P1,P2}, and coordinates
on Z2, a cyclic turn track like in Ex. 4. This is a turn-
based game, because the partial legality function Lˆ1
prevents any player from acting out of turn, and every
action advances the turn track.
The (hands)t tracks have integer values [0, 4], but
because we see the ∼ coordinate assignment we will
not implicitly assume these have just integer coordi-
nates: instead we see they have two sets of coordinates,
first Z5 (coordinate 1) and second [0, 4] ⊂ Z (coordi-
nate 2). The order matters here, because we will need
to refer to them later on.
We have grouped the actions with tags for readabil-
ity, but notice how each uses the coordinates: The
(add) actions allow a player to tap a hand h against
another hand g, using modular arithmetic (coord. 1)
to add the number on h to the number on g. Play-
ers can legally tap one of their own not-empty hands
against any other non-empty hand, as long as it’s
their turn.
The (transfer) actions allow a player to tap a hand
h against another hand g, using integer arithmetic
(coord. 2) to transfer 1–4 points from h to g. Players
can legally transfer between their own hands on their
turn, as long as neither hand ends up empty (with
zero or five fingers: [v(h) > n]2, [v(g) + n < 5]2) and
the hands don’t just switch values ([v(h)−v(g) 6= n]2).
The game starts with 1 finger on each hand, and
ends when one player has both hands empty, with the
other player winning. Notice we don’t need to specify
additional ending states (we can take E = ∅), because
the partial legality functions are already sufficient: no
legal decisions can be made when it reaches the turn
of a player with two empty hands.
7 Related work
As mentioned in the Introduction, there are many
other lines of research that may be relevant to progress
in mathematical ludology. Here we discuss the two
which, to our knowledge, share the most particular
kinship.
The first is an effort within the game design com-
munity, launched especially by Benjamin Cousins [12]
and Raph Koster [13], to formally break down games
into their constituent atoms and develop notation to
diagram them, as a means to improve the critical
study and design of games. This has produced several
notational systems and notions of game atoms, each
best suited to unpacking different kinds of features
from different kinds of board games and video games
(e.g., [2, 3, 12, 14, 31]). Most of these notations have
been developed by game designers for game designers,
and as such prioritize higher-level concepts in order
to better survey, iterate, and improve game designs.
Even the most detailed of these notational systems
(“machination diagrams” [3]) would struggle to pro-
vide the level of rule detail needed to build a game
tree, like we require from Def. 1 for careful analysis.
It may be interesting to build structured notations
(beyond Def. 6) which leverage these game diagram-
ming methods, in order to probe higher-level analysis
questions and visualizations. It will also will be inter-
esting to formally understand and build technical ana-
logues (e.g., ludemic functions) for the various game
atoms and constituents that have been proposed by
designers before and after Cousins and Koster: choice
molecules [1], primary elements [12], ludemes [2, 11,
39, 40], mechanisms (e.g., as compiled in [5]), and
others.
Another, more recent research direction is digital
archaeoludology, spearheaded by the Digital Ludeme
Project (DLP) [15]. The DLP aims to bring computa-
tional attention and AI methods to historical studies
of traditional strategy games. As a key part of this,
games are modeled and their designs studied in Ludii,
a software program under development which provides
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a means to digitally describe and play games [23].
The game properties and relationships of particular
interest to the DLP, e.g., strategic depth or phylo-
genetic distance [15], are interesting case studies in
our more general interest in game metrics, and will
need to overcome similar challenges. For instance, the
same game can be described many ways in Ludii code,
and we think this flexibility should not be allowed
to unduly affect phylogenetic distance measurements
when they are developed—similar to our considera-
tions around agency equivalence, and an issue for any
game comparison method.
Ludii is intended as a general-purpose tool with
AI capabilities [23, 36] and we may find it useful,
e.g., for game description testing, gameplay data col-
lection, and automating certain game measurements
(especially via simulations). Ludii has chosen a par-
ticular game atom for its descriptions, the ludeme,6
somewhat related to ludemic functions and bringing
similar benefits and challenges (see Sec. 6). It will
be interesting to explore its meaning and use along-
side other candidate game atoms. Ludii will also be
interesting as a case study for Tiers 3 and 4 of our
game description hierarchy. In our terms, Ludii pro-
vides game representations and actualizations (see
Sec. 2), since hidden information and interface speci-
fication are woven into Ludii game descriptions, and
the software provides means of playing the described
games [23]. We will be well-positioned to study the
structure of Ludii game descriptions after studying
the more primitive underlying and perceived game
systems (Tiers 1 and 2), like we have begun in this
paper. For instance, Ludii uses a tree structure to
arrange the atoms of its game descriptions [15, 23], a
kind of structured notation which our approach could
enable us to generalize beyond Ludii code, and to
probe its uses and limitations.
8 Discussion
We have proposed a new line of game studies research,
mathematical ludology, which aims to formally explore
the space of games and their properties in order to
better understand game design principles, gameplay
phenomena, and player behavior in complex games.
In this paper we have developed some basic mathe-
matical formalism that allows the compact description
6The ludeme of Ludii [35], and its predecessor Ludi [11], is
rather different from the ludeme of Koster [2], and includes both
smaller and larger structures: every part of a Ludii description
is a Ludii-ludeme, from a solitary Boolean AND function to
the entire game itself [35]. See [40] for discussion of the ori-
gins and pre-Ludi(i) uses of “ludeme,” or [2, 39] for an early
understanding of Koster’s ludeme.
of complex, finite discrete games, with notation that
helps to expose their structure for later comparison
and analysis. We have focused mostly on underlying
game systems, the first tier of our game description
hierarchy: much work still remains to flesh out the
specification of hidden information and user interfaces.
Existing progress in game theory and general game-
playing may be helpful for some of those next steps,
since these efforts have typically begun at the second
tier and higher.
We have also begun developing equivalence relations
on the space of game systems, a first step in learning
to formally compare games. It will be interesting next
to develop a variety of distance metrics on the space of
games, each highlighting different aspects of game de-
scriptions. This will require a careful understanding of
game structure, as well as an understanding of which
differences are not meaningful, in the same way that
many game system differences were not meaningful
in establishing agency equivalence. It will be useful
to develop distance metrics on the space of ludemic
functions, ludemes, or other technical game atoms,
as part of this effort. Taken together, these metrics
will enable formal taxonomies of games, and provide
a reference point for comparing gameplay trends or
strategies in related games.
A natural next step will be to consider the distinct
properties of common structures in game rules, for
instance game phases, resources, or decks as common
(and perhaps uniquely identifiable) kinds of substates
in underlying game systems. This could be a stepping
stone towards comparing games, building user inter-
faces, or generating natural language descriptions of
rules. For instance, we have a method under develop-
ment to derive user interface graphs from underlying
game systems, which may benefit from understanding
such structures [41].
Great progress has already been made in the study,
design, and application of games, thanks to the efforts
of academics and practitioners in both mathematical
and non-mathematical disciplines. As game studies
continues to be a multidisciplinary effort, we hope
that progress in mathematical ludology might help
to bridge some of the gap between mathematical and
game design experts, enriching the work of both.
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A Agency Equivalence: Techni-
cal Definitions
Here we will flesh out the component definitions for
agency equivalence, Def. 5. There are two main parts
to this: formalizing the necessary correspondences
to establish game tree equivalence up to relabeling,
and then formalizing the tree reductions to remove
spurious differences unrelated to player agency.
A.1 Game Tree Correspondences and
Equivalence
To start, let’s strip a game tree of all labels and
consider what it means to match what’s left:
Definition A.1 A stripped game tree, denoted 〈T 〉,
is a game tree T with all labels removed; only the
arrangement of nodes and edges remains.
Definition A.2 (Structural equivalence) Two
game trees T, T ′ (or game systems G,G′) are struc-
turally equivalent if the stripped trees are equal
〈T 〉 = 〈T ′〉 (or if the sets of stripped game trees are
equal 〈TrG〉 = 〈TrG′〉).
This establishes a bijective structural correspon-
dence f : n 7→ n′, similarly f : e 7→ e′, between the
labelled nodes and edges of corresponding trees T and
T ′ (or t ∈ TrG and t′ ∈ TrG′). Several such corre-
spondences may be possible (e.g., because a tree is
symmetric).
This is sufficient to say that the arrangement of
nodes and edges is the same, but some of the labels do
contain important content that distinguishes one game
system from another in substance, not just aesthetics.
In particular, we want to see that the corresponding
probabilities are the same, players have the same kinds
of choices to make at each state node, and that the
outcomes are similarly distinct.
Comparing probabilities and outcomes is formally
straightforward:
Definition A.3 (Matching probabilities) For
each chance edge e in a game tree, let p(e) be the
assigned probability. Two structurally equivalent
game trees T, T ′ (or game systems G,G′) with
structural correspondence f : T → T ′ are said to
have matching probabilities if p(e) = p(f(e)) for all
chance edges e ∈ T (∈ TrG).
Definition A.4 (Similarly distinct outcomes)
Take two structurally equivalent game trees T, T ′ (or
game systems G,G′) with correspondence f , and let
O and O′ be the sets of all distinct outcomes assigned
to their respective terminal nodes. We say T and T ′
(or G and G′) have similarly distinct outcomes if there
exists a bijective map o : O → O′ (or if there exists
such a map between the outcomes of every T ∈ TrG
and T ′ = f(T ) ∈ TrG′).
Note that the set of distinct outcomes O assigned
to terminal nodes may be different than the set of all
possible outcomes O, if a game system contains possi-
ble outcomes that are never reached in a particular
tree.
Confirming that players have the same kinds of deci-
sions along the way is more involved, at least formally.
We want single-player nodes to still be single-player
nodes with the same number of choices, and multi-
player nodes to still be multiplayer nodes with the
same interaction between each player’s simultaneous
decisions. In essence, we want the same strategic form
game to be played at each internal state node, as
described in Sec. 4. First let us define the decision
matrix, which is the strategic form game at each node:
Definition A.5 (Decision matrix) Let w be a
non-terminal state node in a game tree with assigned
state s and outgoing decision edges E. There is a
nonempty set of active players {p1, . . . , pk} ⊆ P that
can make legal decisions at this state, i.e., they have
nonempty legal sets Lpi(s). The decision matrix at
node w is a map Dw : Lp1(s) × · · · × Lpk(s) → E of
active decision tuples to edges.
Game tree reductions or transformations may adjust
the domain of Dw (e.g., see Defs. A.11 and A.13).
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More generally, each active player p has a set of legal
choices `p(w) they can select to influence the edge
followed, such that Dw : `p1(w) × · · · × `pk(w) → E.
A game tree produced freshly from Def. 4 has `p(w) =
Lp(s).
Some sample decision matrices are illustrated in
Figs. 5 to 7.
In a game tree or reduced game tree where each
edge e ∈ E is labeled with a set of one or more
unique decision tuples, Dw simply maps each active
decision tuple dk = (dp1 , . . . , dpk) to the edge with
its corresponding decision tuple dn0 (in which each
active player pi chooses dpi , and non-active players
are assigned the null decision.) An edge can obtain
multiple decision tuples, even though the game tree
construction Def. 4 only assigns one to each edge,
due to something like a symmetry-redundant subtree
reduction (see Def. A.12).
To illustrate, here is a sample decision matrix with
outgoing edges as it might appear in a reduced game
tree, for a 3-player game with P = (P1,P2,P3). Play-
ers P1 and P3 are the active players:
P3
d2 d3 d4
P1 d1
d2
{(d1, 0, d2),
(d1, 0, d4)} (d2, 0, d3)
{(d1, 0, d3),
(d2, 0, d2),
(d2, 0, d4)}
Figure 5: Sample illustration of a decision matrix.
An alternative labeling might make the structure
of the joint decisions more clear:
P3
c d e
P1 a α γ α
b γ β γ
α β γ
Figure 6: Relabeling of the decision matrix in Fig. 5.
Colloquially, we want to say that two decision ma-
trices match (in the context of a game tree) if there is
a self-consistent way to relabel the players, decisions,
and edges such that the relabeled players making
the relabeled decisions lead to the relabeled edges.
Formally:
Definition A.6 (Matching decision matrices)
Take two game trees T and T ′ that are structurally
equivalent with structural correspondence f : T → T ′.
Let w ∈ T and w′ = f(w) ∈ T ′ be corresponding
non-terminal state nodes, with states s, s′, decision
matrices Dw, Dw′ , and sets of active players P, P ′,
respectively.
If possible, define a bijective active player corre-
spondence g : P → P ′ between the sets of active
players, with associated bijective maps hg,p : `p(w)→
`g(p)(w′), p ∈ P , between each pair of legal choices
that correspond in the different games. Taken to-
gether, these furnish a unique map between the active
decision tuples hg : dk 7→ d′k, i.e., between the do-
mains of Dw and Dw′ .
The decision matrices Dw and Dw′ are said to
match, denoted Dw ∼ Dw′ , if there exists at least
one such g and set {hg,p} such that the matrices map
to corresponding edges: i.e., Dw(dk) = e ∈ T and
Dw′(hg(dk)) = f(e) ∈ T ′ for all dk in the domain of
Dw.
See Fig. 7 for examples. Figs. 5 and 6 could also be
said to match, since they only differ in choice labeling,
if the node and edges were placed to correspond in
two structurally equivalent trees. Note that we may
relabel the decisions for each player separately. If two
active players choose the same decision in one matrix
(e.g., (d2, d2) in Fig. 5), but different decisions in a
matching matrix (e.g., (b, c) in Fig. 6), we do not care
as long as the resulting edges correspond. Those are
unimportant differences in labeling.
Note also that if an overall player correspondence
pi : P → P ′ is given between all the players of two
trees, this fixes a unique active player correspondence
g at any given node. We use this to generalize be-
yond individual decision matrices to game trees and
systems:
Definition A.7 (Trees with matching decision
matrices) Take two structurally equivalent game
trees T, T ′ (or game systems G,G′) with structural
correspondence f : T → T ′ and sets of players P and
P ′. We say these trees (or systems) have matching
decision matrices if there exists at least one bijec-
tive player correspondence pi : P → P ′ such that all
corresponding decision matrices match with respect
to pi—i.e., Dw ∼ Df(w) for all internal state nodes
w ∈ T (∈ G) with each active player correspondence
g fixed by pi. (See Def. A.6. The associated decision
mappings {hg,p} need not be compatible across all
nodes in the tree.)
That is, whatever relabeling we have to do to see
that the decision matrices match, we want at least
the player relabeling to be consistent across all the
decision matrices. This is illustrated in Fig. 7. We do
not demand the same for the decision relabelings: the
decision d may be relabeled (by hg,p) to d′1 for player
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P1
d1 d2
P2
d3 α β
d4 β γ
o3
P1
d7 d8 d9
α β γ
o2 o1 o1
o1
P2
d5 d6
α β
o2 o3
α
1/3 2/3
α β γ
β
γ
α β
A
B
C D
agency∼
p2
a b
p1
a β γ
b α β
p2
a
α
o1
p2
a b c
α γ β
o3 o2 o3
o1
p2
b c
p1
b α α
c β β
o1 o2
α
1/3
α
2/3
α γ β
β
γ
α β
A′
B′
C′
D′
Figure 7: These are two full game trees, with state labels suppressed, outcomes oi on each terminal node, probabilities
(1/3 and 2/3) on chance edges, and decision edges labeled with decision matrix outcomes instead of sets of decision
tuples, for brevity (e.g., as Fig. 6 relabels Fig. 5). All decision matrices are illustrated on non-terminal state nodes.
Some (but not all) of the decision matrices match: A ∼ A′, B 6∼ B′, C ∼ C′, and D 6∼ D′. However, all of them
match after reduction by Def. A.13: in particular, B red.∼ B′, D red.∼ D′ (the blank matrix B is a decision matrix with
empty domain). In fact, B (D) is the reduced form of B′ (D′), after some relabeling. Thus, after these reductions, the
trees have matching decision matrices (Def. A.7) under the player correspondence P1 ↔ p2 and P2 ↔ p1. Incidentally,
because the probabilities also correspond and the outcomes are similarly distinct, these trees are equivalent up to
relabeling (Def. A.8) after appropriate reductions: i.e., the two trees are agency equivalent (Def. 5).
p at one node, but to d′2 6= d′1 at another, and that is
fine as long as Def. A.6 is satisfied at each.
Finally, let us put all of this together to give a
broadly useful sense of equivalence between game
trees:
Definition A.8 (Equivalence up to relabeling)
We say that two game trees T, T ′ are equivalent
up to relabeling (or that game systems G,G′ are
game tree equivalent up to relabeling) if T and T ′
(G and G′) are structurally equivalent and have
matching probabilities, matching decision matrices,
and similarly distinct outcomes, all with respect to
the same structural correspondence f .
This sense of equivalence for game trees or systems
respects everything about them except for the specific
labels chosen to represent players, states, decisions,
and outcomes.
If some of those labels are additionally identical, we
might say (using outcomes as an example) that two
trees t and t′ are equivalent up to relabeling and with
identical outcomes. This means that if t and t′ have
structural correspondence f : t → t′ and ω(z) gives
the outcome assignment of terminal node z ∈ t, then
ω(z) = ω(f(z)) for all z.
If all labels additionally happen to be identical, then
we might simply call the game trees equivalent, or the
game systems game tree equivalent.
It is worth noting that Def. A.8, in not distinguish-
ing between the content of outcome labels, does not
distinguish between whether an outcome might be
good or bad for a player—we have chosen to leave
such value judgments up to the player models (see
Sec. 2). The normal and mise`re versions of a game
have opposite win/lose conditions, for instance, but
would be considered equivalent up to relabeling.
A.2 Game Tree Reductions
To establish agency equivalence from Def. 5, we need
to prune those differences between trees that are not
meaningful from the standpoint of player agency. Here
we describe how to perform the relevant transforma-
tions to reduce bookkeeping subtrees, single-player
subtrees, symmetry-redundant subtrees, and decision
matrix redundancies, as heuristically described in
Sec. 5.
The following notion will be useful for these defini-
tions:
Definition A.9 A (partial) legal game trajectory is
a path along directed edges between any two nodes
in a game tree. It is called full instead of partial if it
extends from the root node to a terminal node.
Each full legal game trajectory captures a
playthrough that may be generated by the gameplay
algorithm Def. 2.
Now, on to the reductions, which are also illustrated
in Figs. 7 to 9:
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s1 s2 s3
s4 s5 s6 s7
p1 p2
p3 p4 p5 p6
Case 1
Case 2b
Case 2a
s1
s2 s3
s4 s5 s6 s7
p1
p2p3
p2p4 p5 p6
Figure 8: Bookkeeping subtree reduction example. Dotted lines highlight the bookkeeping subtrees before and after
being reduced, exemplifying the different cases in Def. A.10. Solid dots are state nodes, circles are chance nodes,
and chance edges are labeled with probabilities pi. The labels on most state nodes and all decision edges have been
omitted. Dashed lines connect to other parts of the game tree.
Definition A.10 A bookkeeping subtree is a subtree
of a game tree rooted at a state node r and with
state nodes as leaves, which has exactly one decision
edge proceeding out of r and each interior state node.
Players are unable to influence play in this subtree.
A bookkeeping subtree may be reduced as follows:
Case 1: If there are no chance nodes in the subtree:
1. There is only a single leaf, with state s. Replace
the entire subtree with a state node with state s.
Case 2: If there are chance nodes in the subtree:
1. Let G be the set of all partial game trajectories
from r to the subtree leaves. Let l(g) be the final
state node in each g ∈ G (i.e., the leaves).
2. Assign each trajectory g a probability p(g) given
by the product of the probabilities on the chance
edges in g.
3. Then, if the parent r′ of the subtree root r is . . .
(a) Case 2a: . . . a state node: Replace r with a
new chance node c.
(b) Case 2b: . . . a chance node c : proceed to
step 4. (Note r has an incoming chance edge
with probability pr.)
(c) Case 2c: . . . nonexistent (r is the root of the
game tree): Replace the child of r with a
new chance node c.
4. Delete all nodes and edges between c and the
leaves, non-inclusive.
5. Draw new chance edges between c and each leaf
l(g), labeled by the corresponding probabilities
p(g), or pr · p(g) in Case 2b.
Bookkeeping reductions are illustrated in Fig. 8.
Definition A.11 A single-player deterministic sub-
tree is a subtree of a game tree rooted at a state node
r and with state nodes as leaves, without any chance
nodes, in which all nodes belong to a single player
(except perhaps the leaves). Only that player has any
meaningful decisions in this subtree, and they could
just as well be made all at once. Such a subtree may
be reduced as follows:
1. Let G be the set of all partial game trajectories
from r to its leaves. Let l(g) be the final state
node in each g ∈ G (the leaves).
2. Delete all nodes and edges between r and the
leaves, non-inclusive.
3. Draw a new decision edge between r and each leaf
l(g), labeled by the sequence of decision tuples
in g.
A single-player subtree reduction is illustrated in
Fig. 9.
This reduction also changes the domain of the deci-
sion matrix Dr at r (see Def. A.5): The legal choices
`p(r) available to the single active player p at r are
now taken to be the set of decision tuple sequences for
each g ∈ G (i.e., the set of labels on the new decision
edges proceeding from r), not the canonical legal set
Lp.
Definition A.12 A symmetry-redundant subtree is a
subtree t of a game tree rooted at a state or chance
node r and extending to all its descendants, that is
equivalent up to relabeling, and with identical out-
comes, to a subtree t′ rooted at a sibling node r′ (and
extending to all of its descendants).
A lone terminal node z is also considered a symme-
try redundant subtree if its outcome ω(z) is identical
to one of its siblings.
The symmetry redundant subtree t may be reduced
as follows:
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s1 s2 s3 s4
s5 s6
s7
d1
d1 d2 d3
d2
d4 d5
d1 d3
d6
s1 s2 s3 s4 s5 s6 s7
d1d
1
d1
d2
d 1
d 3
d
2
d
4
d
2 d
5 d
1
d
2d
5d
3
d6
Figure 9: Single-player subtree reduction example, illustrating Def. A.11. All state nodes, except possibly the leaves,
belong to the same player. Internal state node labels have been omitted. Edges have been labeled only with this
player’s decisions, for brevity, since all other players take the null decision everywhere. Dashed lines connect to other
parts of the game tree.
1. Let e, e′ be the edges ingoing to r, r′, respectively.
If e and e′ are . . .
(a) Case 1: . . . decision edges with assigned tu-
ples sets d(e) and d(e′) (if only one tuple,
consider it a set of size 1). Replace the tuple
set on e′ with d(e′) ∪ d(e).
(b) Case 2: . . . chance edges with assigned prob-
abilities p(e) and p(e′): Replace the proba-
bility on e′ with p(e′) + p(e).
2. Delete the entire subtree t rooted at r, and the
edge e.
3. (For Case 2:) If e′ now has assigned probability
1, this chance edge is superfluous, as is the chance
node parent c′ of r′. Delete e′, and replace c′ by
moving r′ (with subtree attached) into its place.
Note symmetry-redundant subtrees may commonly
occur when the sibling nodes r and r′ are assigned
the same state, e.g., when two different decisions from
the parent state lead to the exact same game state.
Several decision tuples may end up on a single edge
(e.g., Fig. 5) because of symmetry-redundant subtree
reductions, which may lead to redundancies in deci-
sion matrices—if they were not redundant already.
To establish agency equivalence, we wish to eliminate
meaningless redundancies in decision matrices. Con-
sider Fig. 6, for instance, which relabels Fig. 5. From
this it is clear that P3 gains no additional agency by
having choice e available in addition to choice c. Sim-
ilarly, a decision matrix in a bookkeeping subtree (a
matrix with only one outgoing edge) would be trivial
for all players; it should not matter which player(s)
are given the task of executing the bookkeeping.
We can reduce these decision matrices by removing
duplicate rows and columns:
Definition A.13 A decision matrix redundancy oc-
curs when a decision matrix Dw : `p1 × · · · × `pk → E
contains more than one choice for some player
p which lead to the same result. That is, when
there exist distinct choices a, b ∈ `pi for some
pi such that Dw(d1, . . . , di−1, a, di+1, . . . , dk) =
Dw(d1, . . . , di−1, b, di+1, . . . , dk) for all possible
choices dj ∈ `pj . The choices a and b are redundant.
A reduced decision matrix can be produced as fol-
lows to eliminate redundancies and unnecessary book-
keeping distinctions:
1. If there exist two redundant choices a, b ∈ `pi for
some pi, delete one: `pi → `pi \{b}. Repeat until
no redundancies remain for any player.
2. If any player p has only one choice remaining
(|`p| = 1), remove them from the active players:
P → P \ p.
3. If no active players remain (P = ∅), there must
only be a single edge e in the image of Dw. Define
Dw : ∅→ {e}.
Any two corresponding decision matrices with empty
domains are said to match in the sense of Def. A.6.
An example of reduced matrix matching is illus-
trated in Fig. 7.
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