In this paper we re-examine the partnership formation problem, which is a generalization of the classical assignment game. We show that the former problem can be transformed into the latter one in some sense; more precisely, we demonstrate that using an equilibrium in an associated assignment game, we can find an equilibrium in the partnership formation problem if it exists. Based on this, we devise an algorithm to compute an equilibrium of the partnership formation problem, and show that the proposed algorithm can be seen as a variant of the one by Andersson et al. (2014b) .
INTRODUCTION
In this paper we reconsider the partnership formation problem as studied by Talman & Yang (2011) . In such a problem, there is a group of agents, and each agent works alone or works together with another agent. If an agent works alone, then the agent generates a value for himself, and if an agent works with a partner, then the agent and his partner generate a joint value, which is shared by them in an appropriate way. The goal of the partnership formation problem is to find an equilibrium, where no agent has incentive to change his partner, to break up an existing partnership to become alone, associated assignment game has various properties that are useful in finding an equilibrium of the partnership formation problem. In particular, we show that an equilibrium in the partnership formation problem corresponds to an equilibrium in the associated assignment game satisfying a certain condition (Theorems 3.3 and 3.4) . Then, it is shown that using an equilibrium payoff in the associated assignment game, the problem of finding an equilibrium in the partnership formation problem can be reduced to the problem of finding a matching among the agents such that each agent is matched to one of his favorite agents (Theorem 3.5). Base on this property, we devise an algorithm for computing an equilibrium of the partnership formation problem.
It is observed that our algorithm is similar to the algorithm by Andersson et al. (2014b) . Indeed, the starting point of our current research is to better understand the behavior of their algorithm. In Section 4 we discuss the connection between our algorithm and the one by Andersson et al. (2014b) , and show that our algorithm can be seen as a variant of the algorithm by Andersson et al. (2014b) with more flexibility.
We finally note that our approach by using an associated assignment game is not totally new, and similar approach is already used in Biró et al. (2012) and Chiappori et al. (2014) . Indeed, Biró et al. (2012) and Chiappori et al. (2014) associate certain assignment games with a given partnership formation problem, and use the maximum weight of a matching in the associated assignment games to characterize the existence of an equilibrium in the partnership formation problem. Based on the characterization, Biró et al. (2012) and Chiappori et al. (2014) propose algorithms for checking the existence of an equilibrium in partnership formation problem. A drawback of their algorithms is that the information about the joint values of agents pairs are needed to compute the maximum weight of a matching.
In contrast, the associated assignment game used in this paper is similar to but different from the ones in Biró et al. (2012) and Chiappori et al. (2014) (see Section 3.1 for more discussion on the difference of the associated assignment games). This difference makes it possible to obtain a characterization for the existence of an equilibrium in terms of demand correspondences of agents. This characterization is useful in designing an adjustment process for checking the existence of an equilibrium, which does not require the information about the joint values of agents pairs. partnership formation problem (N, E, v) if the following conditions hold: 1 p i + p j ≥ v(i, j) (∀(i, j) ∈ E), (2.1) p µ(i) + p i = v(µ(i), i) (∀i ∈ N with µ(i) = i), (2.2)
3) p i = 0 (∀i ∈ N with µ(i) = i).
(2.4)
An equilibrium in the partnership formation problem may not exist (see, e.g., Chiappori et al. (2014) ; Talman & Yang (2011) ). For example, it is easy to see that the partnership formation problem with N = {1, 2, 3}, E = {(1, 2), (2, 3), (1, 3)}, and v(i, j) = 1 for every (i, j) ∈ E has no equilibrium.
A matching (resp., a payoff) in an equilibrium is called an equilibrium matching (resp., an equilibrium payoff ). The partnership formation problem is called the matching game in Biró et al. (2012) , where the set of equilibrium payoffs in the partnership formation problem is called the core, while an equilibrium payoff is called a core allocation.
The conditions (2.1)-(2.4) for an equilibrium can be simply rewritten as follows:
(∀(i, j) ∈ E), (2.5) p µ(i) + p i = v(µ(i), i) (∀i ∈ N), (2.6) where v(i, i) = 0 (i ∈ N), E = E ∪ {(i, i) | i ∈ N}.
Note that the pair (N, E) can be seen as an undirected graphs with a self-loop at each vertex. The conditions (2.5) and (2.6) can be further rewritten in terms of demand correspondences. For an agent i ∈ N and a payoff p ∈ R N , we define the demand correspondence D i (p) ⊆ N as the set of agents j ∈ N that maximize v(i, j) − p j , i.e.,
We consider the following two conditions, which are shown to be equivalent to (2.5) and (2.6); the first condition means that the partner of each agent is one of his favorite agents, and the second condition means that the payoff of each agent i ∈ N is equal to the maximum of the value v(i, j) − p j among all possible partners j ∈ N.
Proposition 2.1. Let µ : N → N and p ∈ R N be a matching and a payoff, respectively, in the partnership formation problem (N, E, v). Then, the pair (µ, p) is an equilibrium in (N, E, v) if and only if it satisfies the conditions (2.7) and (2.8).
Proof. The conditions (2.5) and (2.6) hold if and only if
which is equivalent to the combination of (2.7) and (2.8).
So far we consider characterizations of equilibria in the partnership formation problem. We then present necessary and sufficient conditions for the existence of an equilibrium by using the following dual pair of linear programming problems:
Recall that E is a set of distinct (unordered) pairs of agents in N. Problem (P) is a linear programming relaxation for the problem of finding a maximum-weight matching in (N, E, v) , where the weight of a matching µ : N → N is given by ∑ i∈N v(µ(i), i). By the duality theorem for linear programming problems, the optimal value of (P) is equal to the optimal value of (D).
Proposition 2.2 (cf. Talman & Yang (2011); Biró et al. (2012) ). For the partnership formation problem (N, E, v), the following three conditions are equivalent.
(a) There exists an equilibrium in (N, E, v).
(b) Problem (P) has an integral optimal solution.
(c) The maximum weight of a matching in (N, E, v) is equal to the optimal value of (P) (or the optimal value of (D)).
From Proposition 2.2, we can obtain the following properties; the last property (iii) means that a matching and a payoff in an equilibrium can be chosen independently of each other.
Proposition 2.3 (cf. Talman & Yang (2011) ). Suppose that there exists an equilibrium in the partnership formation problem (N, E, v). Let µ : N → N be a matching and p ∈ R N be a payoff. (i) µ is an equilibrium matching if and only if it is a maximum-weight matching in (N, E, v).
(ii) p is an equilibrium payoff if and only if it is an optimal solution of the linear programming problem (D). (iii) If µ is an equilibrium matching and p is an equilibrium payoff, then (µ, p) is an equilibrium. Example 1. To illustrate our results shown in this paper, we will use the following example of the partnership formation problem (N, E, v) such that
and the values v(i, j) for (i, j) ∈ E are given by the following table:
i \ j 1 2 3 4 5 1 0 5 4 1 2 2 5 0 2 4 1 3 4 2 0 3 1 4 1 4 3 0 1 5 2 1 1 1 0
This problem has an equilibrium; indeed, the two matchings µ a , µ b : N → N given by
are equilibrium matchings. By Proposition 2.3 (i), they are maximum-weight matchings in (N, E, v) with the weight equal to 8. The set of equilibrium payoffs is given as
By Proposition 2.3 (iii), a pair (µ, p) of a matching µ : N → N and a payoff p ∈ R N is an equilibrium in (N, E, v) if and only if µ ∈ {µ a , µ b } and p ∈ P.
Remark 2.4. Problem (P) is known as the fractional matching problem in the literature of combinatorial optimization (see, e.g., Schrijver (2003, Chapter 30) ). The optimal value of problem (P) as well as an optimal solution can be computed by solving the maximum-weight matching problem on a bipartite graph (see, e.g., Nemhauser & Trotter (1975) , Pulleyblank (1987) , Schrijver (2003, Chapter 30) ; see also Biró et al. (2012) ). The bipartite graph used for solving the problem (P) is given as follows. Let N be a copy of the set N, and denote by i ∈ N the copy of i ∈ N, i.e., N = {i | i ∈ N}. Let us consider the bipartite graph (N, N ; F 0 ) with vertex set N ∪ N and edge set F 0 given by
(2.11) Therefore, for each (i, j) ∈ E with i = j, set F 0 contains two edges (i, j ) and ( j, i ), and for each i ∈ N, there is no edge between the vertices i ∈ N and i ∈ N . For (i, j ) ∈ F 0 , we define the edge weight w(i, j ) by w(i, j ) = v(i, j). Then, the half of the weight of a maximum-weight matching in the bipartite graph (N, N ; F 0 ) is equal to the optimal value of the problem (P). Moreover, for a maximum-weight matching
both of (i, j ) and ( j, i )), 1/2 (if M contains exactly one of (i, j ) and ( j, i )), 0 (otherwise, i.e., M contains neither of (i, j ) and ( j, i ))
is an optimal solution of (P).
In the following sections we will use a bipartite graph similar to (N, N ; F 0 ) to reveal the connection between the partnership formation problem and the assignment game.
Assignment Game
The assignment game is a special case of the partnership formation problem, where the set of agents N is partitioned into two disjoint sets A and B corresponding to sellers and buyers, respectively, and any two distinct sellers (buyers) cannot be a pair.
In the following, we represent an instance of the assignment game by a tuple (A, B, F, w), where (A, B; F) is a bipartite graph and w : F → R + is an edge weight function taking non-negative real numbers. The vertex sets A and B represent the sets of sellers and buyers, respectively, and F ⊆ A × B is the set of possible pairs of sellers and buyers, i.e., buyer i and seller j can be a pair if and only if (i, j) ∈ F. For (i, j) ∈ F, w(i, j) represents the joint values generated by pairs of agents i ∈ A and j ∈ B. Note that the original model of the assignment game coincides with the case with F = A × B = {(i, j) | i ∈ A, j ∈ B}, i.e., any seller and buyer can be a pair.
For notational convenience, we consider a dummy seller, denote by 0, and regard each buyer j ∈ B with no partner as a pair (0, j) with the dummy seller. We assume that the joint value generated by a pair with the dummy seller is zero (i.e., w(0, j) = 0 for all j ∈ B), and the dummy seller can be a pair with an arbitrary number of buyers. A matching in the assignment game (A, B, F, w) is a function η : B → A ∪ {0} satisfying the following conditions:
(η( j), j) ∈ F for every j ∈ B with η( j) = 0 (i.e., every pair (η( j), j) is "feasible"), for each i ∈ A there exists at most one j ∈ B with η( j) = i (i.e., every seller can be a pair with at most one buyer).
Vectors q = (q i | i ∈ A) ∈ R A and r = (r j | j ∈ B) ∈ R B are called sellers' payoff and buyers' payoff, respectively. A seller's payoff is sometimes called a price vector. The pair (q, r) is simply called a payoff.
The concept of equilibrium in the partnership formation problem is specialized to the assignment game as follows. The tuple (η, q, r) of a matching η and a payoff (q, r) is called an equilibrium in the assignment game (A, B, F, w) if the following conditions hold with q 0 = 0:
, (2.13)
14)
Every assignment game has an equilibrium (Shapley & Shubik, 1971 ). The conditions (2.12) and (2.13) can be rewritten in terms of demand correspondences. For a vector of sellers' payoff q ∈ R A and a buyer j ∈ B, we define the demand correspondence D j (q) ⊆ A ∪ {0} of buyer j by
We consider the following conditions: 18) where q 0 = 0.
Proposition 2.5. Let η : B → A ∪ {0} be a matching in the assignment game (A, B, F, w), and (q, r) ∈ R A × R B be a payoff. Then, the tuple (η, q, r) is an equilibrium if and only if it satisfies the conditions (2.14), (2.15), (2.17), and (2.18).
A matching η and a payoff (q, r) in an equilibrium (η, q, r) are called an equilibrium matching and an equilibrium payoff, respectively. Equilibrium matching and payoff can be characterized as optimal solutions of certain optimization problems (see, e.g., Shapley & Shubik (1971) ; Roth & Sotomayor (1990) ). In addition, any combination of an equilibrium matching and an equilibrium payoff gives an equilibrium.
Proposition 2.6. Let η : B → A ∪ {0} be a matching in the assignment game (A, B, F, w), and (q, r) ∈ R A × R B be a payoff. (ii) (q, r) is an equilibrium payoff if and only if it is an optimal solution of the following linear programming problem:
(iii) If η is an equilibrium matching and (q, r) is an equilibrium payoff, then (η, q, r) is an equilibrium.
If we regard q ∈ R A as a price vector of sellers' goods, then H 0 can be seen as the set of equilibrium price vectors in the assignment game. Hence, a minimal vector in the set H 0 is uniquely determined (see, e.g., Shapley & Shubik (1971) ). It is known that if an equilibrium price vector q ∈ H 0 is fixed, then the corresponding buyers' payoff r in an equilibrium payoff (q, r) is uniquely determined by (2.18).
Proposition 2.7. Let (q, r) ∈ R A × R B be a payoff in the assignment game (A, B, F, w). Then, (q, r) is an equilibrium payoff if and only if q ∈ H 0 and r is given by (2.18).
An equilibrium matching can be characterized by using demand correspondences.
Proposition 2.8. Let η : B → A ∪ {0} be a matching in the assignment game (A, B, F, w), and q ∈ R A be a vector with q ∈ H 0 . Then, η is an equilibrium matching if and only if η and q satisfy (2.15) and (2.17).
Proof. We define a vector r ∈ R B by (2.18). By Proposition 2.7, (q, r) is an equilibrium payoff, and therefore it satisfies the condition (2.14). This fact, together with Proposition 2.6 (iii), implies that η is an equilibrium matching if and only if (η, q, r) is an equilibrium. By Proposition 2.5, (η, q, r) is an equilibrium if and only if η is a matching satisfying (2.15) and (2.17).
Finally, we present a price adjustment process (also known as a dynamic auction) for computation of a vector in H 0 . It is known that the unique minimal vector in H 0 can be obtained by an ascending-type price adjustment process, which is explained below.
For a vector q ∈ R A + and a set Y ⊆ A, we define
The set O(Y, q) consists of buyers who only demand sellers in Y at price q, while U(Y, q) is the set of buyers who demand some seller in Y at price q.
It is known that a maximal set in excess demand is uniquely determined (Mo et al. (1988); Sankaran (1994) ). Moreover, the maximal set X in excess demand is an overdemanded set that maximizes the value | O(X, q)| − |X| ). An ascending-type price adjustment process due to Mo et al. (1988) and Sankaran (1994) , which is a variant of the one in Demange et al. (1986) , is described as follows. We here assume that the values w(i, j) ((i, j) ∈ F) are non-negative integers; this assumption implies that the minimal vector in H 0 is integral.
Algorithm VICKREYENGLISH
Step 0: Set q ∈ Z A by q := (0, 0, . . . , 0).
Step 1: Collect the demand correspondences D j (q) for j ∈ B.
Step 2: If | O(S, q)| ≤ |S| holds for every S ⊆ A, then output q and stop.
Step 3: Find the unique maximal set S * ⊆ A in excess demand at payoff q, update q by q i := q i + 1 (i ∈ S * ), and go to Step 1. 2
Proposition 2.9. For the assignment game (A, B, F, w), assume that the values w(i, j) ((i, j) ∈ F) are non-negative integers. Then, the algorithm VICK-REYENGLISH outputs the unique minimal vector in H 0 (i.e., the unique minimal equilibrium price vector).
For more price adjustment processes for computing an equilibrium price vector, see Appendix and also Andersson et al. (2010) , Andersson & Erlanson (2013) and Mishra & Parkes (2009) .
REDUCTION OF PARTNERSHIP FORMATION PROBLEM TO
ASSIGNMENT GAME
As mentioned in Section 2.2, the assignment game is a special case of the partnership formation problem. Hence, if we can compute an equilibrium in the partnership formation problem, then we can also compute an equilibrium in the assignment game.
In this section, we show that the converse is also true in some sense, i.e., if we can compute an equilibrium in the assignment game, then we can also compute an equilibrium in the partnership formation problem if it exists. For this, we associate an assignment game with the partnership formation problem in Section 3.1, and present its fundamental properties in Section 3.2. In Section 3.3 we present the main theorems on the relationship between the partnership formation problem and the associated assignment game. Based on these theorems, we propose an algorithm for computing an equilibrium in the partnership formation problem. Proofs are given in Section 3.4.
Assignment Game Associated with Partnership Formation Problem
For the partnership formation problem (N, E, v), we associate the assignment game (N, N , F, w) as follows, where F 0 is given by (2.11).
We see that the associated assignment game (N, N , F, w) is similar to the bipartite graph (N, N ; F 0 ) in Remark 2.4.
Example 2. To illustrate the associated assignment game defined above, we consider the partnership formation problem (N, E, v) in Example 1. The associated assignment game (N, N , F, w) is given by
and values w(i, j ) for (i, j ) ∈ F are given by the following table: The assignment game (N, N , F, w) has two equilibrium matchings η a , η b :
The set of equilibrium payoffs is given as
By Proposition 2.6 (iii), a tuple (η, q, r) is an equilibrium in the assignment game (N, N , F, w) if and only if η ∈ {η a , η b } and (q, r) ∈ P.
Assignment games associated with the partnership formation problem are also considered in Biró et al. (2012) and Chiappori et al. (2014) , which are similar to ours, but different in the use of pairs {(i, i ) | i ∈ N}. In the following, we discuss the difference among the three assignment games. While the difference is subtle, it is crucial to our main results.
The associated assignment game in Biró et al. (2012) is obtained from ours by deleting the pairs {(i, i ) | i ∈ N} from F, i.e., the set F is replaced with F 0 given by (2.11). Hence, the assignment game in Biró et al. (2012) is given by the bipartite graph (N, N ; F 0 ) in Remark 2.4. Biró et al. (2012) use the maximum weight of a matching in the associated assignment game to characterize the existence of an equilibrium in the partnership formation problem (N, E, v) (see Proposition 2.2 and Remark 2.4).
The associated assignment game in Chiappori et al. (2014) uses the pairs {(i, i ) | i ∈ N} as in ours, but for a different purpose. Chiappori et al. (2014) consider a more general model of the partnership formation problem, where each i ∈ N corresponds to a type of agents and there are multiple agents of the same type. Each pair (i, i ) in the assignment game of Chiappori et al. (2014) is used to represent a pair of agents of the type i ∈ N. In contrast, in our assignment game, each pair (i, i ) corresponds to a single agent i ∈ N with no partner. Chiappori et al. (2014) use the associated assignment game to provide a necessary and sufficient condition for the existence of an equilibrium in their general model, in a similar way as in Biró et al. (2012) .
Properties of Equilibria in the Associated Assignment Game
The associated assignment game (N, N , F, w) defined in Section 3.1 is "symmetric" in the sense that (i, j ) ∈ F holds if and only if ( j, i ) ∈ F, and the pairs (i, j ) and ( j, i ) have the same weight. Due to the symmetric structure, various nice properties of equilibria in (N, N , F, w) can be obtained. In the following discussion, we often identify the set N with N through the natural one-to-one correspondence, and regard a vector in R N (resp., R N ) as a vector in R N (resp., R N ).
We consider a matching in (N, N , F, w) such that every agent in N ∪ N has a partner. We call such a matching a perfect matching, following the graph theory terminology. Note that a perfect matching indeed exists in (N, N , F 
The next proposition shows that the assignment game (N, N , F, w) has an equilibrium matching that is a perfect matching. It should be noted that this property does not hold for general assignment games.
Proposition 3.1. There exists an equilibrium matching η : N → N ∪ {0} in the assignment game (N, N , F, w) such that η is a perfect matching.
Proof. Proof is given in Section 3.4.1.
In the following discussion, we consider a perfect matching whenever we refer to a matching in (N, N , F, w) . Use of a perfect matching is a key to obtain the main results of this paper.
For the assignment game (N, N , F, w) and a sellers' payoff q ∈ R N , we have defined the demand correspondence D j (q) ⊆ N ∪ {0} of buyer j ∈ N by (2.16), i.e.,
By the definition of the weight w(i, j ), we have
For the assignment game (N, N , F, w), we have defined the set H 0 ⊆ R N of equilibrium price vectors by (2.19), i.e., H 0 is given as
We show that the definition and characterizations (Propositions 2.7 and 2.8) of an equilibrium (η, q, r) in the associated assignment game (N, N , F, w) can be simplified if we restrict η to a perfect matching. Recall that an equilibrium in the assignment game is defined by the four conditions (2.12)-(2.15).
Lemma 3.2. Let η : N → N and (q, r) ∈ R N × R N be a perfect matching and a payoff in the assignment game (N, N , F, w), respectively. (i) (η, q, r) is an equilibrium in (N, N , F, w) if and only if the following conditions hold:
(ii) (q, r) is an equilibrium payoff in (N, N , F, w) if and only if q ∈ H 0 and r is given by
Hence, the formula (3.5) can be rewritten as H 0 = {q ∈ R N | the pair (q, r) of q and r ∈ R N given by (3.9)
is an equilibrium payoff in (N, N , F, w)}. (3.10) (iii) Suppose that q ∈ H 0 holds. Then, we have D j (q) \ {0} = / 0 (∀ j ∈ N). Moreover, η is an equilibrium matching in (N, N , F, w) if and only if
Proof. Proof is given in Section 3.4.2.
Theorem and Algorithm for Partnership Formation Problem
We first present a characterization of equilibria in the partnership formation problem (N, E, v) in terms of the associated assignment game (N, N , F, w).
Note that η µ is a perfect matching in (N, N , F, w).
Theorem 3.3. Let µ : N → N and p ∈ R N be a matching and a payoff in the partnership formation problem (N, E, v), respectively. Also, let η µ : N → N be the (perfect) matching in the associated assignment game (N, N , F, w) given by (3.11). Then, the following three statements are equivalent:
is an equilibrium in (N, N , F, w) for some payoff (q, r) ∈ R N × R N with (1/2)(q + r) = p.
Proof. Proof is given in Section 3.4.3.
The next theorem clarifies the relationship between equilibrium matchings (resp., payoffs) in the partnership formation problem (N, E, v) and equilibrium matchings (resp., payoffs) in the associated assignment game (N, N , F, w) . (i) For a matching µ : N → N in the partnership formation problem (N, E, v), let η µ : N → N be the (perfect) matching given by (3.11) in the associated assignment game (N, N , F, w) . Then, µ is an equilibrium matching in (N, E, v) if and only if η µ is an equilibrium matching in (N, N , F, w) .
(ii) Suppose that there exists an equilibrium in (N, E, v) . Then, a payoff p ∈ R N is an equilibrium payoff in (N, E, v) if and only if there exists an equilibrium payoff (q, r) ∈ R N × R N in (N, N , F, w) such that (1/2)(q + r) = p.
Proof. Proof is given in Section 3.4.4.
We finally show that an equilibrium in the partnership formation problem (N, E, v) can be obtained by using an equilibrium payoff in the associated assignment game (N, N , F, w), provided that an equilibrium exists in (N, E, v).
Theorem 3.5. Let µ : N → N be a matching in the partnership formation problem (N, E, v), and q ∈ R N be a payoff with q ∈ H 0 . (i) µ is an equilibrium matching in (N, E, v) if and only if
(ii) Suppose that µ is an equilibrium matching in (N, E, v). Define p ∈ R N by
Then, p is an equilibrium payoff in (N, E, v).
Proof. Proof is given in Section 3.4.5.
Example 3. To illustrate the statements of Theorem 3.5, we consider the partnership formation problem (N, E, v) in Example 1. We have
For every q ∈ H 0 , it holds that
It is observed that the (equilibrium) matchings µ a , µ b : N → N given by (2.9) and (2.10), respectively, satisfy the condition µ a ( j),
by Theorem 3.5 (i).
For the matching µ = µ a and the payoff q = (2, 3, 2, 1, 0) ∈ H 0 , the vector p ∈ R N given by (3.13) is equal to (2, 3, 2, 1, 0), which is an equilibrium payoff in (N, E, v) by Theorem 3.5 (ii).
Theorem 3.5 implies that an equilibrium in the partnership formation problem (N, E, v) can be found by the following algorithm. The idea of the algorithm is as follows. Let q ∈ R N be a vector in H 0 , which can be computed by finding an equilibrium in the associated assignment game (N, N , F, w) (see Remark 3.6). By Theorem 3.5 (i), there exists an equilibrium matching in (N, E, v) if and only if there exists a matching µ : N → N in (N, E, v) satisfying the condition (3.12). Therefore, it suffices to check the existence of a matching satisfying the condition (3.12), which can be done by finding a maximumcardinality matching on a certain undirected graph (see Remark 3.7).
Algorithm COMPUTEEQUILIBRIUM
Step 1: Find a vector q ∈ H 0 .
Step 2: If there exists no matching µ : N → N in (N, E, v) satisfying (3.12), then assert that "no equilibrium exists in (N, E, v)" and stop.
Step 3: Find a matching µ : N → N in (N, E, v) satisfying (3.12), and let p ∈ R N be a vector given by (3.13). Output (µ, p) as an equilibrium of (N, E, v).
Remark 3.6. We discuss the computation of a vector q ∈ H 0 in Step 1. If the information of the demand correspondences D j (q) ( j ∈ N ) is available, then a vector q ∈ H 0 can be computed by the algorithm VICKREYENGLISH in Section 2.2 or other price adjustment processes (see Appendix). In the case where the information of the sets D j (q) ( j ∈ N) is available, a vector q ∈ H 0 can be computed by an adjustment process by Andersson et al. (2014b) ; see Section 4 for details.
Remark 3.7. Computation of a matching µ in (N, E, v) satisfying (3.12) can be reduced to finding a maximum-cardinality matching in an undirected graph with vertex set N and the edge set given by {(i, j) | i, j ∈ N, i ∈ D j (p)} (see Andersson et al. (2014b) ). A maximum-cardinality matching in an undirected graph can be found in strongly polynomial time, i.e., the time required to find a maximum-cardinality matching can be bounded by a polynomial in n = |N| (see, e.g., Schrijver (2003) ).
Remark 3.8. The algorithm COMPUTEEQUILIBRIUM requires the information about the joint values of agents pairs only in the computation of an equilibrium payoff p in Step 3, and other steps can be performed by using demand correspondences only. This means that the information about the joint values of agents pairs is not needed when we just check the existence of an equilibrium and find an equilibrium matching (if it exists).
Proofs

Proof of Proposition 3.1
We prove the claim by a graph-theoretic argument. Let us consider a bipartite graph G = (N, N ; F) with vertex set N ∪ N , edge set F, and edge weight
Recall that a matching in the graph G is a set M ⊆ F of edges such that for each vertex i ∈ N ∪ N there exists at most one edge in M incident to i. It is easy to see that matchings in the assignment game (N, N , F, w) have a natural one-to-one correspondence with matchings in G; moreover, Proposition 2.6 (i) implies that a matching in (N, N , F, w) is an equilibrium matching if and only if its corresponding matching in G is a maximum-weight matching. Hence, to prove Proposition 3.1 it suffices to show that there exists a maximum-weight matching in G that is a perfect matching. Let M ⊆ F be a maximum-weight matching in G. We assume that M is not a perfect matching. Due to the symmetry of the graph G,
is also a maximum-weight matching in G.
Using the two matchings M and M , we define an edge set X as follows. For a vertex i in the graph G, we denote by deg X (i) the number of edges in X incident to i. We initially set X = M ∪ M . Then, we have deg X (i) = deg X (i ) ≤ 2 for i ∈ N. For each i ∈ N, if deg X (i) = deg X (i ) = 1 then we add to X (one copy of) the edge (i, i ), and if deg X (i) = deg X (i ) = 0 then we add to X two copies of the edge (i, i ). Then, the resulting edge set X satisfies deg X (i) = deg X (i ) = 2 for each i ∈ N. This implies that X can be decomposed into two perfect matchings, which are denoted as X 1 and X 2 . Moreover, the total weight of the edge set X is twice the weight of a maximum-weight matching since X contains all edges in M ∪ M and each edge (i, i ) has zero weight. Hence, both of the matchings X 1 and X 2 are maximum-weight matchings that are perfect matchings.
Proof of Lemma 3.2
[Proof of (i)] By definition, the tuple (η, q, r) is an equilibrium if and only if it satisfies the conditions (3.6)-(3.8) and an additional condition that q i = 0 holds for all i ∈ N \ {η( j ) | j ∈ N }. Since η is a perfect matching, the set N \ {η( j ) | j ∈ N } is empty, and therefore the additional condition holds immediately. Hence, the claim (i) holds.
[Proof of (ii)] By Proposition 2.7, (q, r) is an equilibrium payoff in (N, N , F, w) if and only if q ∈ H 0 and r is given by
To derive the equation (3.9), it suffices to show that for q ∈ H 0 we have
(3.15) Assume that η is an equilibrium matching in (N, N , F, w) that is a perfect matching; such η exists by Proposition 3.1. By Proposition 2.6 (iii), (η, q, r) is an equilibrium in (N, N , F, w) , and therefore we have (3.7) and (3.8), implying that
Therefore, (3.15) holds.
[Proof of (iii)] By (3.15), the set D j (q) \ {0} is nonempty for all j ∈ N . It follows from the proof of (i) and Proposition 2.8 that η is an equilibrium matching if and only if η( j ) ∈ D j (q) holds for all j ∈ N . Since η( j ) = 0, we have η( j ) ∈ D j (q) if and only if η( j ) ∈ D j (q) \ {0}.
Proof of Theorem 3.3
We first prove the equivalence of (a) and (b), and then the equivalence of (b) and (c).
[Proof of (a)⇔(b)] Recall that (µ, p) is an equilibrium in (N, E, v) if and only if it satisfies the conditions (2.5) and (2.6). By the definitions of F, w, and η µ , the conditions can be rewritten in terms of the assignment game (N, N , F, w) as
The condition (3.16) implies p i ≥ 0 for i ∈ N since 2p i = p i + p i ≥ w(i, i ) = 0 for i ∈ N. By Lemma 3.2 (i), the conditions (3.16) and (3.17) hold if and only if (η µ , p, p) is an equilibrium in (N, N , F, w) .
[Proof of (b)⇔(c)] The implication "(b)⇒(c)" is easy to see by setting q = r = p. The converse can be shown as follows.
By assumption, η µ and (q, r) are an equilibrium matching and an equilibrium payoff in (N, N , F, w), respectively. Due to the symmetric structure of (N, N , F, w), we can easily observe that the tuple ( η, r, q) with the matching η : N → N given by
is an equilibrium in (N, N , F, w) . Hence, (r, q) is also an equilibrium payoff in (N, N , F, w) . By Proposition 2.6 (ii), the set of an equilibrium payoffs in (N, N , F, w) is given as a convex polyhedron. Hence, the payoff (p, p) = (1/2)[(q, r) + (r, q)] is also an equilibrium payoff in (N, N , F, w) . By Proposition 2.6 (iii), (η µ , p, p) is an equilibrium in (N, N , F, w).
Proof of Theorem 3.4
The claim (i) can be shown by the following chain of equivalence:
µ is an equilibrium matching in (N, E, v) ⇐⇒ (µ, p) is an equilibrium in (N, E, v) for some payoff p ∈ R N (by the definition of equilibrium matchings) ⇐⇒ (η µ , q, r) is an equilibrium in (N, N , F, w) for some payoff (q, r) ∈ R N × R N (by Theorem 3.3) ⇐⇒ η µ is an equilibrium matching in (N, N , F, w) (by the definition of equilibrium matchings).
The claim (ii) can be also shown in a similar way. Let µ : N → N be an equilibrium matching in (N, E, v) ; the existence follows from the assumption of the claim (ii). Then, the claim (i) shown above implies that the matching η µ : N → N in (N, N , F, w) given by (3.11) is an equilibrium matching in (N, N , F, w) . Therefore, we obtain the following chain of equivalence:
p is an equilibrium payoff in (N, E, v) ⇐⇒ (µ, p) is an equilibrium in (N, E, v) (by the definition of equilibrium payoffs and Proposition 2.3 (iii)) ⇐⇒ (η µ , q, r) is an equilibrium in (N, N , F, w) for some payoff
⇐⇒ there exists an equilibrium payoff (q, r) ∈ R N × R N in (N, N , F, w) such that (1/2)(q + r) = p (by the definition of equilibrium payoffs and Proposition 2.6 (iii)).
Proof of Theorem 3.5
Let η µ : N → N be the matching in (N, N , F, w) given by (3.11). By Theorem 3.4 (i), µ is an equilibrium matching in (N, E, v) if and only if η µ is an equilibrium matching in (N, N , F, w) , which is in turn equivalent to the condition
by Lemma 3.2 (iii). Since the set D i (q) \ {0} is nonempty by Lemma 3.2 (iii), we have D i (q) \ {0} = D i (q) for i ∈ N. We also have µ(i) = η µ (i ) = 0 for i ∈ N, which implies that the condition (3.18) can be rewritten as µ(i) ∈ D i (q) (∀i ∈ N). This concludes the proof of (i). We then prove the claim (ii). Define a vector r ∈ R N by
We will show below that (q, r) is an equilibrium payoff in (N, N , F, w) . Since p = (1/2)(q+r) holds, it follows from Theorem 3.4 (ii) that p is an equilibrium payoff in (N, E, v) . We now show that (q, r) is an equilibrium payoff in (N, N , F, w). Since η µ (i ) = µ(i) for i ∈ N and v(i, j) = w(i, j ) for (i, j) ∈ E, the equation (3.19) can be rewritten as
Since η µ is an equilibrium matching in (N, N , F, w), the condition (3.18) follows from the proof of the claim (i). Hence, we have
Since q ∈ H 0 , this equation and Lemma 3.2 (ii) imply that (q, r) is an equilibrium payoff in (N, N , F, w) .
CONNECTION TO THE ALGORITHM OF ANDERSSON ET AL.
Theorems
We consider the algorithm by Andersson et al. (2014b) for finding an equilibrium in the partnership formation problem, and discuss the connection with our algorithm COMPUTEEQUILIBRIUM. The difference between the two algorithms is in the choice of a vector q; while q is selected from the set H 0 in our algorithm, it is computed by a certain price adjustment process in the algorithm by Andersson et al. (2014b) . In the following, we show that the vector q used in Andersson et al. (2014b) is the unique minimal vector in H 0 . This implies that the algorithm in Andersson et al. (2014b) can be viewed as a specific implementation of our algorithm. We also discuss the relationship between the price adjustment process used in the algorithm of Andersson et al. (2014b) and the algorithm VICKREYENGLISH for the assignment game in Section 2.2. We first explain the algorithm by Andersson et al. (2014b) . In this section, we assume that the values v(i, j) are integers, as in Andersson et al. (2014b) . For a payoff p ∈ R N and a set S ⊆ N of agents, we denote by O(S, p) the set of agents j ∈ N such that all of j's best (possible) partners under the payoff p are contained in the set S, and by U(S, p) the set of agents j ∈ N such that at least one of j's best (possible) partners of j under the payoff p is contained in S. That is,
A set S ⊆ N is said to be overdemanded if |O(S, p)| > |S|, and underdemanded if |U(S, p)| < |S|. If some set S ⊆ N is overdemanded, then it is impossible to assign distinct partners in S to all agents in O(S, p), implying that there exists no matching µ : N → N such that µ(i) ∈ D i (p) (∀i ∈ N). Similarly, if an underdemanded set exists, then there exists no matching µ with µ(i) ∈ D i (p) (∀i ∈ N). We say that S is in excess demand at payoff p if the following condition holds:
It is known (see Andersson et al. (2010 ; Mo et al. (1988) ) that a set in excess demand exists if an overdemanded set exists (i.e., |O(S, p)| > |S| holds for some S ⊆ N), and a maximal set in excess demand is uniquely determined. We describe below the algorithm by Andersson et al. (2014b) in its variant given in Andersson et al. (2014a) . The difference between the algorithm PARTNERSHIPFORMATION and our algorithm is only in the choice of a vector q in Step 1.
Algorithm PARTNERSHIPFORMATION
Step 1: Compute a vector q ∈ R N by the algorithm PROCESSAEGHK given below.
Algorithm PROCESSAEGHK
Step 0: Set q ∈ Z N by q := (0, 0, . . . , 0).
Step 1: Collect the demand correspondences D j (q) for j ∈ N.
Step 2: If |O(S, q)| ≤ |S| holds for every S ⊆ N, then output q and stop.
Step 3: Find the unique maximal set S * ⊆ N in excess demand at payoff q, update q by q i := q i + 1 (i ∈ S * ), and go to Step 1.
We denote by q * the output of the algorithm PROCESSAEGHK, i.e., q * is the vector q used in PARTNERSHIPFORMATION. We also denote by q the unique minimal vector in H 0 . We will show that q * = q ∈ H 0 holds. Hence, the algorithm PROCESSAEGHK can be seen as a specific implementation of
Step 1 in our algorithm.
Theorem 4.1. The vector q * found in the algorithm PROCESSAEGHK is equal to the unique minimal vector q in H 0 .
Proof. For q ∈ R N , we define a vector r ∈ R N by
To prove the equation (4.3), we will show the following equivalence:
q ∈ H 0 if and only if q ∈ H and r j ≥ 0 for all j ∈ N .
We first prove the "only if" part of this equivalence, and then the "if" part.
[Proof of "only if" part] Let q ∈ H 0 . Then, the pair (q, r) is an equilibrium payoff in the associated assignment game (N, N , F, w) by Lemma 3.2 (ii), and therefore we have
To prove q ∈ H , we need to show that |O(S, q)| ≤ |S| holds for every S ⊆ N since q i ≥ 0 holds for all i ∈ N. Let η : N → N be an equilibrium matching in the associated assignment game (N, N , F, w) such that η is a perfect matching. Since q ∈ H 0 , we have η( j ) ∈ D j (q) \ {0} = D j (q) for j ∈ N by Lemma 3.2 (iii). Therefore, it holds that
where the last inequality is by D j (q) ⊆ S for j ∈ O(S, q).
[Proof of "if" part] Suppose that q ∈ H and r j ≥ 0 for all j ∈ N . To prove q ∈ H 0 , it suffices to show that there exists a perfect matching η : N → N in the associated assignment game (N, N , F, w) such that (η, q, r) is an equilibrium in (N, N , F, w) .
It follows that for every S ⊆ N,
We also have U(S, q) = N \ O(N \ S, q). Hence, it holds that
where the inequality holds by q ∈ H . By the well-known Hall's theorem in graph theory (see, e.g., Schrijver (2003) ), the condition | U(S, q)| ≥ |S| (∀S ⊆ N) implies the existence of a perfect matching η :
. Then, it is not difficult to see that (η, q, r) satisfies the conditions (3.6), (3.7), and (3.8), i.e., (η, q, r) is an equilibrium by Lemma 3.2 (i). Thus, we have q ∈ H 0 by the definition of H 0 .
We now prove Theorem 4.1.
Proof of Theorem 4.1. By Lemma 4.4, it holds that q ∈ H 0 ⊆ H . This implies that q * ≤ q since q * is the unique minimal vector in H . Therefore, for every j ∈ N it holds that
where the last inequality is by q ∈ H . Hence, we have q * ∈ H 0 by Lemma 4.4. From the minimality of q in H 0 , we have q * ≥ q, implying that q * = q.
Proof of Theorem 4.2
We assume that the trajectory of the vector q is the same until the k-th iteration of the two algorithms, and show that q remains the same in the (k + 1)-st iteration. For this, we will prove that the set S * in Step 3 of the k-th iteration in PROCESSAEGHK is the same as the set S * in Step 2 of the k-th iteration in VICKREYENGLISH. Recall that S * and S * are defined by using demand correspondences of different kinds.
We consider the vector q at the beginning of the k-th iteration in PRO-CESSAEGHK (and in VICKREYENGLISH). Since q * and q are outputs of PROCESSAEGHK and VICKREYENGLISH, respectively, we have q ≤ q * = q, where the equality is by Theorem 4.1.
To prove S * = S * , we show that the following conditions hold:
The proofs of (4.5)-(4.8) are given later. We first show that S * ⊆ S * holds. Since S * is the maximal set in excess demand with respect to the demand correspondences D j (q), it suffices to show that S * is a set in excess demand with respect to the demand correspondences D j (q). For each Y with / 0 = Y ⊆ S * , we have
where the equality is by (4.6) and (4.7), and the inequality is by the definition of S * . This shows that S * is a set in excess demand with respect to the demand correspondences D j (q). By the maximality of S * , we have S * ⊆ S * . Since S * is the maximal set in excess demand with respect to the demand correspondences D j (q), we can show the inclusion S * ⊇ S * in the same way as above by using (4.6) and (4.8). Hence, we have S * = S * .
To conclude the proof, we show that the conditions (4.5)-(4.8) hold. We first prove (4.5). Since q ≤ q, we have 9) where the last inequality is by q ∈ H 0 and Lemma 4.4. Therefore, we have
for j ∈ N, from which (4.5) follows. The equation (4.6) can be obtained from (4.5) as follows:
We finally prove (4.7) and (4.8). By (4.5), we have D j (q) ⊆ D j (q) for all j ∈ N, from which follows that
for every Y ⊆ N. Hence, it suffices to show that
In the following, we prove the latter only; the former can be proven similarly.
To prove the inclusion O(S * , q) ⊆ O(S * , q), we show that j ∈ O(S * , q) holds for every j ∈ O(S * , q).
Let j ∈ O(S * , q). Then, D j (q) ⊆ S * holds by the definition of O(S * , q). If 0 ∈ D j (q), then (4.5) implies that D j (q) = D j (q) ⊆ S * , i.e., j ∈ O(S * , q) holds. We assume, to the contrary, that 0 ∈ D j (q) and derive a contradiction.
Since 0 ∈ D j (q) and D j (q) \ {0} = D j (q) = / 0, we have
Letq ∈ Z N be a vector given bȳ
That is,q is the vector q in the (k + 1)-st iteration in PROCESSAEGHK. Since q ≤q ≤ q * = q, we have
where the equality is by (4.10) and the last inequality is by (4.9). Hence, we have max{w(i, j ) −q i | i ∈ N, (i, j ) ∈ F} = max{w(i, j ) − q i | i ∈ N, (i, j ) ∈ F}. (4.11) It holds that max{w(i, j ) −q i | i ∈ S * , (i, j ) ∈ F} = max{w(i, j ) − (q i + 1) | i ∈ S * , (i, j ) ∈ F} = max{w(i, j ) − q i | i ∈ S * , (i, j ) ∈ F} − 1 ≤ max{w(i, j ) − q i | i ∈ N, (i, j ) ∈ F} − 1. (4.12)
We also have 13) where the inequality is by the facts that D j (q) \ {0} ⊆ S * and w(i, j ) and q i are integer-valued. It follows from (4.12) and (4.13) that max{w(i, j ) −q i | i ∈ N, (i, j ) ∈ F} = max max{w(i, j ) −q i | i ∈ S * , (i, j ) ∈ F}, max{w(i, j ) −q i | i ∈ N \ S * , (i, j ) ∈ F} ≤ max{w(i, j ) − q i | i ∈ N, (i, j ) ∈ F} − 1 < max{w(i, j ) − q i | i ∈ N, (i, j ) ∈ F}, a contradiction to (4.11). This concludes the proof of (4.8).
A. APPENDIX: REVIEW OF PRICE ADJUSTMENT PROCESSES FOR ASSIGNMENT GAMES
We review price adjustment processes for the assignment game (A, B, F, w). A price adjustment process is an algorithm (a mechanism, more precisely) for finding an equilibrium price vector of the assignment game (i.e., a vector in H 0 ) by iteratively updating the price vector, where the information of buyers' demand correspondences are used. We have already presented the algorithm VICKREYENGLISH in Section 2.2 as an example of a price adjustment process. We present some other price adjustment processes based on Lyapunov function minimization. For buyer j ∈ B, we define the indirect utility function V j : R A + → R by V j (q) = max{w(i, j) − q i | i ∈ A ∪ {0}} (q ∈ R A + ).
We also define the Lyapunov function L : R A → R by
Throughout this section, we assume that the values w(i, j) ((i, j) ∈ F) are non-negative integers. It is known (Ausubel (2006) , Murota et al. (2016) ) that the set of minimizers of the Lyapunov function L coincides with the set of equilibrium price vectors in the assignment game. Moreover, the integrality of values w(i, j) implies the existence of an integral minimizer of the Lyapunov function L; in particular, the unique minimal and maximal minimizers of the Lyapunov function L are integral vectors. Based on this fact, we can compute an equilibrium price vector by finding an integral minimizer of the Lyapunov function L.
The following ascending-type price adjustment process finds a minimizer of the Lyapunov function (Ausubel (2006) ). For a set S ⊆ A, we denote by χ S ∈ {0, 1} A the characteristic vector of S, i.e., (χ S ) i = 1 (if i ∈ S), 0 (otherwise).
Algorithm ASCENDMINIMAL
Step 0: Set q := q • , where q • ∈ Z A + is an arbitrary vector that is a lower bound of the minimal vector in H 0 (e.g., q • = (0, 0, . . . , 0)).
Step 2: Find the unique minimal set S ⊆ A minimizing L(q + χ S ).
Step 3: If L(q + χ S ) = L(q), then output q and stop.
Step 4: Update q by q := q + χ S , and go to Step 1.
It should be noted that computation of a set S ⊆ A minimizing L(q + χ S ) in
Step 2 can be done by using the demand correspondences D j (q) ( j ∈ B) since it holds that L(q + χ S ) − L(q) = |S| − | O(S, q)| (S ⊆ A).
It is shown in Murota et al. (2016) that the behavior of the algorithm ASCEND-MINIMAL is exactly the same as the algorithm VICKREYENGLISH in Section 2.2. In particular, the set S computed in Step 2 of each iteration is equal to the the maximal set in excess demand at payoff q. We consider a variant of the algorithm ASCENDMINIMAL, called AS-CENDMAXIMAL, where the initial vector q • is chosen to be a lower bound of the unique maximal vector in H 0 in Step 0, and the unique maximal set S ⊆ A minimizing L(q + χ S ) is used in Step 2.
Each of the algorithms ASCENDMINIMAL and ASCENDMAXIMAL finds an equilibrium price vector of the assignment game. Moreover, ASCENDMIN-IMAL (resp., ASCENDMAXIMAL) finds the unique minimal (resp., maximal) equilibrium price vector.
Theorem A.1 (Ausubel (2006) ; Murota et al. (2016) ). For the assignment game (A, B, F, w), the algorithm ASCENDMINIMAL (resp., ASCENDMAXI-MAL) outputs the unique minimal (resp., maximal) price vector in the set H 0 given by (2.19).
