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Finite-difference method (FDM) is a dominant approach in the solution of differential equations
by numerical means. It is ubiquitous in the solution of a large variety of problems in science and
technology. Here, we present a procedure to obtain upper and lower bounds to the spectrum of the
time-independent atomic-molecular-optical Hamiltonian utilizing the FDM. The procedure combines
two FDM approaches with the same representation of the Laplacian. The standard FDM fixes the
box size and increases the grid density with the number of grid points. In contrast, the second
approach keeps the grid density constant and increases the box size with the number of points. The
estimation of the error in the computation of the spectrum can be increased simply by calculating
the upper and lower bounds. A number of illustrative numerical examples are given, involving the
calculation of the spectra of known analytical solutions. The relevance of our finding to other grid
methods is discussed.
I. INTRODUCTION
Numerical approaches for the analysis of physical sys-
tems can be classified into two prominent categories: the
grid and basis set approaches [1–7]. The grid based meth-
ods, naturally represent the potential energy in the cho-
sen grid range, while approximating the kinetic energy.
These are commonly used in solving differential equations
in a large variety of fields in science and technology. [8–
11]. The basis set methods are equivalent to the use of
an approximate representation of the identity operator.
As a result, they are accurate in a regime where the basis
set represents the system states reliably.
A disadvantage of the grid based approach, in compar-
ison to the basis set approach, is the lack of a variational
principle [12]. Commonly, the calculated spectrum of
the Hamiltonian under study converges from below to
the exact values with increasing grid density. This typ-
ical characteristic behaviour prevents the estimation of
the error based on minimization of the total energy.
Reference [13] introduced a novel Laplacian represen-
tation that provides a rigorous upper bound estimate of
the true kinetic energy and its properties were illustrated
by an analysis of the quantum harmonic oscillator.
The purpose of this paper is to show that upper bounds
to the spectrum of any given Hamiltonian can be ob-
tained without the modifying the Laplacian representa-
tion (as was achieved in Ref. [13]) and by by using the
same set of coupled equations as are used in the standard
FDM that gives lower bounds to the spectrum. These
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two FDM calculations can then be combined, utilizing
the upper and lower bounds to obtain a more accurate
spectrum of the Hamiltonian without increasing the nu-
merical efforts.
The strategy of the paper is as follows. First, we de-
scribe the two FDMs procedures which produce the lower
and upper bounds to the spectrum of the Hamiltonian
under study. We then show how the spectrum can be esti-
mated with improved accuracy. Next, we present the nu-
merical results, obtained for several problems, for which
the discrete spectrum is analytically known. Finally, we
conclude, emphasizing the generality of our approach.
II. THE METHOD
The Hamiltonian operator Hˆ is represented by a N×N
dimensional matrix,
H = T + V , (1)
in a discretized position basis. The N ×N matrix T rep-
resents the kinetic energy operator, where m = 2j + 1;
j = 1, 2... grid points are used to evaluate the Laplacian
(second-order derivative). The maximum number of grid
points is Nmax = N , such that, Lmax = x (Nmax)− x (1)
is the size of the box which discretizes the kinetic energy
spectrum. The discretized spectrum of the kinetic energy
operator is given by En = c(n/Lmax)
2 where n ∈ N, and
the proportionality constant c is problem dependent. In
the solution of the time-independent Schrodinger equa-
tion (TISE), utilizing the FDM, the proportionality con-
stant equals to ~2/(2µ) where ~ is the reduced Planck’s
constant and µ is the particle mass. The matrix rep-
resenting the potential energy is diagonal, where V (xi)
values lie on the diagonal.
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2For the sake of clarity we give below a short description
of the derivation of the kinetic energy matrix, calculated
using m = 2j + 1 grid points. Consider a 1dimensional
evenly spaced grid made up of N nodal points with total
length L. The spacing between adjacent nodal points is
∆x = LN−1 . Here xi and ψi denote the coordinate of the
ith nodal point and the approximated wavefunction value
at this point, e.g. ψi = ψ (xi). We wish to approximate
the second order derivative of ψ (x) at x = xi. For this
purpose we write the truncated Taylor series expansion
around xi using n nodal steps, explicitly written as
ψi+n =
m−1∑
k=0
(n∆x)
k
k!
dkψ
dxk
∣∣∣∣
xi
, (2)
where n ∈ [−j, j]. This results in a linear system of
equations which relates the vector of the nodal values of
the function ~ψ and the vector of its derivatives ~ψ(D)
~ψ = {ψi+n}jn=−j , ~ψ(D) =
{
(∆x)
k d
kψ
dxk
∣∣∣∣
xi
}m−1
k=0
.
(3)
Notice that the first (resp. last) element of ~ψ is ψi−j
(resp. ψi+j). The nodal values and its derivatives
are related through the matrix Am×m, with elements
An+j+1,k+1 = n
k/k!:
~ψ = A~ψ(D) . (4)
By inverting equation (4), we isolate the second order
derivative, which is proportionate to the third element
of ~ψ(D). This leads to a linear combination of the nodal
values, with weights wn = A
−1
3,n+j+1. The derivative is
then explicitly written as
(∆x)
2 d
2ψ
dx2
∣∣∣∣
xi
=
j∑
n=−j
wnψi+n . (5)
This relation determines the matrix elements of the
(2j + 1)-diagonal matrix T whose elements are given by
Ti,i+n = − ~
2wn
2µ (∆x)
2 , n ∈ [−j, j] , (6)
while 0 otherwise and i = 1, 2, . . . , N . Table I gives the
coefficients for different values of m. We emphasize that
the coefficients are symmetric wn = w−n; this entails
that the kinetic energy matrix is symmetric and real,
e.g. positive definite.
Such method for the approximation of the second or-
der derivative shows significant effect on the eigenvalues
of the kinetic energy operator. Figure 1 demonstrates
that for a fixed value of N , increasing m provides a curve
which approached the exact solution from below, and
hence the value of m has a major influence on the deriva-
tion of the upper and lower bounds within a specific po-
tential.
wn w0 w1 w2 w3 w4 w5
m = 3 −2 1
m = 5 − 5
2
4
3
− 1
12
m = 7 − 49
18
3
2
− 3
20
1
90
m = 9 − 205
72
8
5
− 1
5
8
315
− 1
560
m = 11 − 5269
1800
5
3
− 5
12
5
126
− 5
1008
− 1
3150
TABLE I: The weights wn in (5) for different values of
m. Here we present only wn for n ≥ 0 as the weights
remain symmetric for every n, e.g. wn = w−n.
0 50 100 150 200
0
5
10
15
20
FIG. 1: Scaled eigenvalues of the kinetic energy
operator for N = 201 as a function of the quantum
number n for increasing accuracy of the second order
derivative, e.g. increasing m. Note that this figure is
given for illustration reasons and is not novel (see for
example Fig.1 in Ref. [13]).
This approach (standard FDM) bounds the spectrum
of the Hamiltonian under study from below, for suf-
ficiently large box a number of grid points. In this
method the number of grid points N determines the grid-
difference, ∆x(N) = Lmax/N . The plot of the eigen-
values of the N × N matrix T in increasing order, pro-
vides a curve which approaches the parabolic function
y(n) = c(n/Lmax)
2 from below, see Fig 2. As N ap-
proaches the maximal value Nmax the deviation of the n
first lowest eigenvalues of T from an exact parabolic be-
havior, converges to the numerical accuracy of the com-
putations, and are therefore considered as numerical ex-
act results.
Alternatively, the FDM can also provide an upper
bound to the spectrum of the Hamiltonian. When the
grid-difference is held fixed, δx ≡ ∆x (Nmax), while in-
creasing the box-size with N : L (N) = δxN , for a prop-
erly defined range, the numerical result converges from
above towards the exact spectrum. In this case, as seen
in Fig 2, the eigenvalues of the N ×N matrix T , ordered
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FIG. 2: Eigenvalues of the kinetic energy operator. Red
curves for fixed value of L = 16 for growing number of
grid points N , and blue curves ∆x = δx, for m = 3. It
is evident that both methods provide upper and lower
bounds for the kinetic energy spectrum for every n ≥ 0.
by the values from the lowest value to the largest one,
provide a curve which approaches the parabolic function
y(n) = c(n/Lmax)
2 from above. As N approaches the
maximal value Nmax, the obtained spectrum approaches
the same converged numerical result of the kinetic energy,
leading to the converged Hamiltonian spectrum.
The convergence from above can be understood from
simple observation that the eigenenergies of a particle
confined to a restricted space, with no further external
force scale as 1/L2. Therefore, as the box size L increases
1/L2 approaches 1/L2max from above, which is taken as
the numerically exact value.
III. ILLUSTRATIVE NUMERICAL EXAMPLES
To demonstrate how the two FDM schemes can be
combined together to evaluate the system spectrum, we
compare the FDM results to the analytical solution for
two cases: the Harmonic and Rosen-Morse potentials.
The Harmonic potential, VHO (x) =
1
2µω
2x2, includes an
infinite number of bounded states with energies En =
~ω
(
n+ 12
)
, where n = 0, 1, 2, ..., µ is the particle mass
and ω is the oscillator frequency. In contrast, the Rosen
Morse has finite number of bounded states nmax with
energies
En = −~
2a2
2µ
[
− (1 + 2n) +
√
1 +
8µV0
a2~2
]
,
with n ≤ nmax, and the potential is of the form VRM =
−V0/cosh2 (ax) [14].
The calculation is performed by the following proce-
dure: First, we evaluate the maximum box size Lmax uti-
FIG. 3: Error of the energy eigenvalues for the
harmonic potential. Red curves for fixed value of
L = 36 for growing number of grid points N (numbered
in the figure), and blue curves ∆x = δx. The
parameters values are: ω = µ = ~ = 1 and the kinetic
energy is evaluated utilizing m = 7 grid points.
lizing a semi-classical approximation. The semiclassical
bound state function is well described when box quan-
tization condition is imposed on the quantum solution,
such that r = | exp
(
− ∫ Lmax
0
√
2µ (V (x)− Emax)dx
)
| ≈
0, where the eigenenergies of interest lie in the range
[minx (V (x)) , Emax] This evaluation is equivalent to em-
ploying the WKB method in order to recast the wave-
function in an exponential form [15–17]. This approxi-
mation is valid for large action relative to ~ and smooth
potentials, nevertheless, it produces a sufficient evalua-
tion for Lmax. In our calculations we take r ≈ 10−7.
Next, we calculate the eigenenergies with a varying
number of grid points N by the two FDM schemes.
The standard procedure (L = const), typically, pro-
duces a lower bound while keeping the grid density con-
stant with increasing grid size gives an upper bound
to the spectrum. This can be observed in Figs. 3
and 4 , which present the energy error, error (En) =(
Enumericaln − Eexactn
)
/|Eexactn |, as a function of quantum
number n for the harmonic and Rosen-Morse potentials.
The two cases demonstrate the varying convergence be-
haviour. In the case of the harmonic potential, the stan-
dard FDM shows a faster convergence from below rela-
tive to the constant grid density method. In contrast, the
later method shows a rapid convergence for the Rosen-
Morse potential from above. This demonstrates the util-
ity of applying both methods, and combining them to
evaluate the exact spectrum.
This method is advantageous as it satisfies a quasi-
variational principle. The exact ground state eigenvalue
is embedded in between the numerical result obtained
by the FDM and by the minimum of the potential well.
For sufficiently large number of grid points the eigenvalue
4FIG. 4: Error of the energy eigenvalues for the
Rosen-Morse potential. Red curves for fixed value of
L = 36 for growing number of grid points N (numbered
in the figure), and blue curves ∆x = δx. The
parameters values are: V0 = 10, a = µ = ~ = 1 and the
kinetic energy is evaluated utilizing m = 7 grid points.
associated with the n-th exact excited state is bounded
from above by the n-th numerical eigenvalue, and from
below by the (n− 1)th numerical eigenvalue.
Combining the lower and upper bounds, we estimate
the spectrum of the Hamiltonian with an improved ac-
curacy. The exact n’th eigen energy is given by the
weighted average:
Eexactn = WnE
U
n + (1−Wn)ELn , (7)
for every n (specific values depend on the potential)
where E
U/L
n are the upper and lower bounds of the en-
ergy by the two FDMs that respectively provide upper
and lower bounds to the spectrum. The question is how
to estimate the weight factor Wn. In Fig. 5 we plot Wn
vs n for the HO and Rosen-Morse potentials. As one can
see the weight factors show a smooth functional behav-
ior that enable the predictions of Wn for large n from the
values obtained.
IV. CONCLUDING REMARKS
The two convergence behaviours can be understood
by recalling the Hylleraas Undheim MacDonald (HUM)
variational principle for excited states [18–20]. The upper
bound results from the fact that the Hamiltonian matrix
for N basis functions is included in the larger matrix con-
structed by M > N basis functions. The FDM we utilize
here, for which the box size L is linearly proportional to
N , is similar to applying a basis set of sinc functions,
φn(x) = sin(x−xn)/(x−xn) where xn−xn−1 = ∆x. In
contrast, the standard FDM where the box size L is held
FIG. 5: Weight as a function of the quantum number
for the harmonic oscillator potential for varying number
of grid points (numbered in the figure). Model
parameters are given in the caption of Fig. 3.
fixed and ∆x is linearly proportional to 1/N is equiva-
lent to the use of sinc basis functions where xn = Lmax/N
and the N×N Hamiltonian matrix is not included in the
larger M ×M Hamiltonian matrix and therefore HUM
proof does not hold. In such a case the diagonalization
of the Hamiltonian matrix will provide a spectrum that
will converge from below and not from above as usual.
We emphasize that the analogy between the basis
set (utilizing sinc basis functions) and the non-standard
FDM method is not perfect, since the matrix representing
the kinetic energy is not exact. As a result, the conver-
gence from above is not bounded by a variational princi-
ple. Nevertheless, if an appropriate grid size and density
are chosen a convergence from above is expected, leading
to a quasi-variational principle. As pointed out here it is
worth while to calculate the upper and lower limits to the
spectrum as have been demonstrated here and find out
which method converged faster to the exact spectrum.
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