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ABSTRACT
Academic papers contain both text and citation links. Representing such data is crucial
for many downstream tasks, such as classification, disambiguation, duplicates detection,
recommendation and influence prediction. The success of Skip-gram with Negative Sam-
pling model (hereafter SGNS) has inspired many algorithms to learn embeddings for words,
documents, and networks. However, there is limited research on learning the representation
of linked documents such as academic papers.
This dissertation first studies the norm convergence issue in SGNS and propose to use
an L2 regularization to fix the problem. Our experiments show that our method improves
SGNS and its variants on different types of data. We observe improvements upto 17.47% for
word embeddings, 1.85% for document embeddings, and 46.41% for network embeddings.
To learn the embeddings for academic papers, we propose several neural network based
algorithms that can learn high-quality embeddings from different types of data. The algo-
rithms we proposed are N2V (network2vector) for networks, D2V (document2vector) for
documents, and P2V (paper2vector) for academic papers. Experiments show that our mod-
els outperform traditional algorithms and the state-of-the-art neural network methods on
various datasets under different machine learning tasks.
With the high quality embeddings, we design and present four applications on real-world
datasets, i.e., academic paper and author search engines, author name disambiguation, and
paper influence prediction.
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CHAPTER 1
Introduction
Academic papers contain rich information and attract increasing attention from industry
and academia. The size of academic papers is large in real-world, making it challenging to
study and analyze. In the past few years, embeddings techniques become a popular method
to represent different types of data such as words [Mikolov et al., 2013b, Pennington et al.,
2014], documents [Le and Mikolov, 2014] and networks [Perozzi et al., 2014, Tang et al.,
2015b, Grover and Leskovec, 2016]. It has been proven effective for many downstream tasks
such as classification [Zhou et al., 2016], clustering [Viegas et al., 2019] etc. This dissertation
focuses on how to learn high quality embeddings from academic papers. This chapter first
gives an overview of the research topic in this dissertation. It outlines the main challenges in
learning embeddings for academic papers. Then, the main contributions of this dissertation
are summarized and the structure of the remaining chapters will be introduced.
1.1 Introduction
Scientific publications, especially academic papers, have become crucial resources in both
academia and industry. In addition to text content, academic papers also link to each
other via citation links. Meanwhile, there are other entities in a paper, such as keyword(s),
author(s), institution(s), publication year, and venue etc. Figure 1.1 shows a screenshot of
a paper. There are multiple entities on the first page as shown in Panel (a). After the main
content, including text, figures, and tables, the paper cites existing works as illustrated in
Panel (b). Thus, academic papers are more complex than pure documents with plain text
such as news, books and webpages, or networks with nodes and edges only.
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(a) First page. (b) Last page.
FIGURE 1.1: A screenshot of an academic paper. The first page in Panel (a) has multiple
entities marked in different colors. Here authors are yellow, institutions are blue, keywords
are red, venue is purple and publication year is green. This paper also links to other related
papers via citation links as illustrated in Panel (b).
The complex structure of academic papers contains rich information. By studying aca-
demic papers, we can develop tools such as search engine to help scientists improve the
quality and productivity of their academic research. In fact, the industry has developed
services such as Google Scholar1 and Semantic Scholar2. Measuring the similarity between
authors and papers can also be very useful. By checking the similarity between authors,
we can design a search engine to help researchers find potential collaborators in the same
research field. The similar paper search engine can also be used to help researchers search
related works. Meanwhile, we can predict the influential researches by mining the scholarly
data, which can be used to help institutions and governments to follow the trend of the
science and technology and allocate the research fundings.
There are substantial works [Yang et al., 2018, Mu¨ller, 2017] using machine learning
techniques to extracting information from academic papers. Unlike humans, computers can
not understand the words, authors, or citations naturally. Therefore, we need to represent
the text and links in a way that computers can understand, which are vectors. This proce-
1http://scholar.google.ca/
2https://www.semanticscholar.org/
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dure is commonly known as data representation [Goodfellow et al., 2016]. Taking words as
an example, word representation is traditionally dealt with bag of words model [Manning
et al., 2010]. The bag of words model treats every word independently so that the similarity
between every two words are the same. Suppose we have three words ‘cat’, ‘dog’, and ‘com-
puter’ in the vocabulary. The bag of words model uses binary vector to represent them. Let
the vector representations for them be (1, 0, 0), (0, 1, 0), and (0, 0, 1), respectively. Then for
any two words, the Euclidean distance between their representations is
√
2 and the cosine
similarity is 0. In natural language, words have semantic meanings. Thus, we can improve
the performance of Neural Language Models (NLM) by giving similar words similar rep-
resentations. It can be done by learning word embeddings using word2vec [Mikolov et al.,
2013b] algorithms. Different from the long sparse vectors, embeddings are short dense vec-
tors. They can be obtained by applying dimensionality reduction algorithms on the sparse
vectors [Yang et al., 2015, Zhang et al., 2016], or learned by embedding algorithms such as
word2vec [Mikolov et al., 2013b] for words, Paragraph Vector [Le and Mikolov, 2014] for
documents, or DeepWalk for networks [Perozzi et al., 2014].
1.2 Challenges
Representing academic papers is challenging. One issue is the large size of scholarly data.
It was estimated that there are hundreds of millions of academic papers [Khabsa and Giles,
2014], and at least 6,000 more are added to the stack everyday [Gibney, 2014]. As of the
end of 2018, ArnetMiner [Tang et al., 2008] contains 2.7 million papers in the domain of
Computer Science with 25 million citations. There are 46 million papers and 528 million
citation links in MAG (Microsoft Academic Graph) [Sinha et al., 2015]. The Health data,
which are provided by our industry parter 3, have 46 million papers, 13 million authors,
and 479 million citation links. Traditional methods are often computational expensive and
can not scale to large datasets. Therefore, an efficient method is needed to represent such
data.
The second challenge is that academic papers are complicated. They contain not only
plain text, such as titles and abstracts, but also link to each other through citations. Repre-
senting text has been widely studied in the past. Traditional techniques, such as n-grams and
3https://www.meta.org
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Term Frequency-Inverse Document Frequency (TF-IDF) [Rajaraman and Ullman, 2011],
are widely used. However, these methods suffer from the high dimensionality problem. To
reduce the dimension of these representations, researchers have proposed various models,
such as Latent Dirichlet Allocation (LDA) [Blei et al., 2003] and Latent Semantic Analysis
(LSA) [Dumais, 2005]. However, these methods are computationally expensive [Cai et al.,
2008] and can not scale to large datasets. In 2013, Mikolov et al. [2013b] proposed skip-gram
with negative sampling model (hereafter SGNS) that can efficiently learn high-quality word
embeddings from a large corpus. It has the state-of-the-art performance and inspires many
algorithms to learn embeddings from different types of data. Le and Mikolov [2014] extend
word2vec to learn document embeddings and propose Paragraph Vector (PV). Meanwhile,
researchers apply different sampling strategies on SGNS to learn node representations from
networks, such as DeepWalk [Perozzi et al., 2014], LINE [Tang et al., 2015b], and node2vec
[Grover and Leskovec, 2016].
Academic papers are more complicated than plain text or networks. Utilizing link infor-
mation in document representation has been studied in several ways. A naive method is to
train document embeddings from text and network embeddings from links independently,
then concatenate them together. Yang et al. [2015] propose Text-Associated DeepWalk
(TADW) that generates paper embeddings by factorizing the DeepWalk matrix with TF-
IDF matrix. Another approach treats texts and links equally by forming the data into a
heterogeneous network, then applies network embedding algorithms to retrieve the paper
embeddings [Wang et al., 2018, Ganguly and Pudi, 2017]. In 2016, Wang et al. [2016b]
propose LDE, a supervised model that can learn the embeddings from labeled linked docu-
ments. They split the data into three components and design the objective function for each
component. Then they optimize these multiple objectives together to get the embeddings
for labeled linked documents.
1.3 Contributions
This dissertation aims to learn high quality embeddings from academic papers. We sum-
marize our main contributions from five aspects:
• Norm convergence issue of SGNS: SGNS is the state-of-the-art word embedding
algorithms [Mikolov et al., 2013b]. It inspires many algorithms to learn embeddings
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from different types of data such as networks [Perozzi et al., 2014, Tang et al., 2015b,
Grover and Leskovec, 2016], documents. We observed that the performance of SGNS
based network embedding algorithms degenerates over iteration. By monitoring the
training process of SGNS based network embedding algorithms, we show that SGNS
and its variants suffer from the norm convergence issue. This problem can be fixed
by adding a L2 regularization. We also verify our method on words and documents.
• Fast implementation for SGNS-based models: Our proposed methods are built
on top of SGNS. We re-implement the SGSN model from scratch using Python, Cython
and Basic Linear Algebra Subprograms (BLAS). Our implementation is optimized
for modern CPUs and is faster than most existing implementations [Mikolov et al.,
2013b, Rˇeh˚urˇek and Sojka, 2010, Ji et al., 2019]. The source code is available on
our webpage http://zhang18f.myweb.cs.uwindsor.ca/p2v.
• Network Embeddings: Most of the data in real-world are in the form of networks.
Thus, network embeddings algorithms are also covered in this dissertation. We de-
signed an author paper network (APN) to learn the embeddings for authors. Existing
methods are designed for undirected graphs. This dissertation addresses the problems
and solutions for directed graphs. We also propose a new network embedding algo-
rithm called N2V (network2vector). Experiment shows that N2V improves existing
methods and has state-of-the-art performance in many tasks.
• Document Embeddings: PV-DBOW (Paragraph Vector – Distributed Bag-of-
words) [Le and Mikolov, 2014] is one of the most widely used document embedding
algorithm. However, it does not capture word semantics directly in the training pro-
cess. Existing work suggests using pre-trained SGNS model can improve the quality
of document embeddings. We propose a novel method called D2V (document2vector)
to improve PV-DBOW with word semantics. In D2V, the word semantic relations
and document embeddings are learned simultaneously. The weights of words are con-
trolled by a hyper-parameter to suit different datasets. Experimental results show
that D2V can improve PV-DBOW on the classification task. We also show that word
meanings have different impacts on different types of datasets by examining the weight
hyper-parameter.
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• Paper Embeddings: There is limited research on learning the representation of
linked documents such as academic papers. In this dissertation, we propose a new
neural network based algorithm, called P2V (paper2vector), to learn high-quality
embeddings for academic papers on large-scale datasets. We compare our model with
traditional non-neural network based algorithms and state-of-the-art neural network
methods on datasets of various sizes. The largest dataset we used contains 46.64
million papers and 528.68 million citation links. Experimental results show that P2V
achieves state-of-the-art performance in many tasks such as paper classification, paper
similarity, and paper influence prediction task.
• Applications: Academic papers contains rich information. In this dissertation, we
build four applications using embeddings techniques. We first propose author paper
network to learn embeddings for authors. Then we build a website to search similar
authors in Computer Science, where scientists can use our website to find the poten-
tial collaborators. The second application we build is a paper search engine for the
domain of Computer Science. Our search engine can find the most similar papers
in term of content and citations. Experimental results suggest our search engine has
higher accuracy than existing services such as Google Scholar and Semantic Scholar.
Embeddings generated from academic papers can be used as the input of subsequence
tasks. Therefore, we demonstrate how to use paper embeddings to solve real-world
problem such as author name disambiguation and paper influence prediction.
1.4 The structure of the dissertation
The rest of this dissertation is organized as follows. We first review the existing literature
in Chapter 2. It covers the related works and background knowledge from four aspects. 1)
Word embeddings. 2) Document embeddings. 3) Network embeddings. 4) Linked document
embeddings. Our proposed methods are based on SGNS model. Hence, we also introduce
the implementation details of SGNS.
Chapter 3 first proposes ShortWalk that improves DeepWalk in directed graphs. Then
it addresses the norm convergence issue in SGNS, which can be fixed by L2 regulariza-
tion. Furthermore, it presents a new method N2V for network embeddings. Extensive
experiments are conducted to validate our methods.
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After that, we present a new document embedding method D2V in Chapter 4. Our D2V
improves PV-DBOW with word semantics and achieves the state-of-the-art performance in
most datasets.
The focus of this dissertation is learning embeddings for academic papers. In Chapter
5, we present P2V by combining D2V and N2V. We validate our model on seven datasets
with various sizes, where the largest one contains 46.6 million papers. Four applications are
proposed and discussed in Chapter 6, including author search engine, similar paper search
engine, author name disambiguation, and paper influence prediction. The conclusions of
the dissertation along with future works will be presented in Chapter 7.
7
CHAPTER 2
Background and Related Works
This chapter discusses the background knowledge of embeddings. We first start with word
embeddings in Section 2.1. Then we introduce document embedding algorithms in Section
2.2. Section 2.3 and Section 2.4 review existing works for network and linked document
embeddings. The summary is in Section 2.5. Before going into the details, we summary
the notations used throughout this dissertation in Table 2.1.
2.1 Word embeddings
Representing words has been studied for many years. The most straightforward method
is to encode a word into a one-hot vector, where 1 indicates the index of the word in the
vocabulary. This method treats every word equally but ignores the relation between words.
However, word has semantic meanings which computers can not understand naturally. In
1996, Lund and Burgess [1996] found that the context of a word can reflect its semantic
meaning. Therefore, they propose to use the word-context co-occurrence matrix to represent
words. Recently, Mikolov et al. [2013b] propose word2vec that can learn word embeddings
from a large corpus. They capture the word-context co-occurrence information via a sliding
window where the closer context will have more weight than the further ones. Word2vec
learns the embeddings via a shallow neural network. It has two models – Continuous Bag-
of-Words Model (CBOW) and Skip-gram with negative sampling Model (SGNS). CBOW
takes the average of context words representations to predict the center word, while SGNS
takes the embedding of a word to predict its context. The experiments show that word2vec
has the state-of-the-art performance on both the similarity task and analogy task. Different
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TABLE 2.1: Summary of the notations.
Notation Meaning
v Embedding vector
u Output vector
d Dimension of the embeddings
w Window size
λ Weight of regularization
η Learning rate
di i-th paper/document in a dataset
ni i-th node in a graph
wi i-th word in a dataset/corpus
V Vocabulary
N Number of documents
T Length of corpus
S Number of training pairs
K Number of negative samples
Pn Noise distribution
‖x‖2 L2 norm of vector x
σ(·) Sigmoid function σ(x) = 11+exp(−x)
Ex ∼ Pf(x) Expectation of f(x) with respect to P (x)
from word2vec, Pennington et al. [2014] propose Global Vectors for Word Representation
(GloVe), which generates word embeddings by factorizing the word-word co-occurrence
matrix. These works are proved as a variant of factorization over a specific matrix [Levy
and Goldberg, 2014], i.e., SGNS is implicitly factorizing a shifted weighted Pointwise Mutual
Information matrix (PMI), and GloVe is factorizing the biased word-context co-occurrence
count matrix. Experiments [Baroni et al., 2014, Levy et al., 2015] show that the predict-
based models such as SGNS are superior to the count-based model (GloVe).
2.1.1 Co-occurrence matrix
Word co-occurrence has been widely applied for capturing the word semantic meanings in
word representation. The simplest way is to use the raw count of the word co-occurrence.
Figure 2.1 and Table 2.2 show an example. Suppose we have a corpus that consists a set
of words in a specific order {w1, w2, w3, w4, w5, w6, w7, w8, w9}, when the window size is 5,
we move the window from left to right over the corpus. The window captures five words
at each time. For every pair of the words occurred in that window, we add the count for
that word-context pair into the co-occurrence matrix as shown in Table 2.2. In this matrix,
9
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w1w2w3w4w5w6w7w8w9position=1
w1w2w3w4w5w6w7w8w9position=2
w1w2w3w4w5w6w7w8w9position=3
w1w2w3w4w5w6w7w8w9position=4
w1w2w3w4w5w6w7w8w9position=5
FIGURE 2.1: An example of a basic sliding window when capturing word-context co-
occurrence information. The corpus is a set of words in a specific order. Suppose window
size C = 5, the window moves from left to right and captures 5 words at each time. Every
two words appeare in that window count as one co-occurrence. We can record the co-
occurrence count in a matrix listed in Table 2.2.
c1 c2 c3 c4 c5 c6 c7 c8 c9
w1 0 1 1 1 1 0 0 0 0
w2 1 0 2 2 2 1 0 0 0
w3 1 2 0 3 3 2 1 0 0
w4 1 2 3 0 4 3 2 1 0
w5 1 2 3 4 0 4 3 2 1
w6 0 1 2 3 4 0 3 2 1
w7 0 0 1 2 3 3 0 2 1
w8 0 0 0 1 2 2 2 0 1
w9 0 0 0 0 1 1 1 1 0
TABLE 2.2: The word-context co-occurrence matrix retrieved from Figure 2.1. Row i
denotes word wi and column j is context cj . Each entry Mi,j is the co-occurrence between
word wi and context cj , which is the count of wi and cj appears in the same sliding window.
each row i corresponds to word wi and each column j represent a context cj . When the
window reaches to the end of the corpus, we will have a word-context co-occurrence matrix
M. Each entry Mi,j is the frequency of wi and cj appears in the sliding window.
This method and its variants are widely applied to capture the word semantic meanings.
For example, in Hyperspace Analogue to Language (HAL) [Lund and Burgess, 1996], the
authors move a sliding window on the corpus and calculate the weighted count of each word
pair presented in that window. They test the similarities between the word representations
by analyzing the nearest neighbors of a set of words. They also visualize the embeddings
and demonstrate the words categories. However, HAL uses the raw count of the words in
the co-occurrence matrix so that the weight of the words is generally large. COALS [Rohde
et al., 2006] further improves HAL by replacing the raw count with Pearson’s correlation
coefficient between two words. It also ignores the negative values in the matrix. The authors
10
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test COALS on 17 datasets and observed significant improvement (overall 148.92%) over
HAL.
The existing works give us a good overview of the effectiveness of word co-occurrence
matrix [Lund and Burgess, 1996, Jarmasz and Szpakowicz, 2004, Rohde et al., 2006]. Yet,
the efficiency of generating such representation remains an issue. In a real-world dataset,
the corpus is usually large, resulting to a large vocabulary. In the co-occurrence matrix, each
row represents a word in that vocabulary. Therefore, the size of the co-occurrence matrix
will be huge. Despite the matrix is sparse, building such a matrix is still computationally
expensive. The dimension of the word representation is also large, making it hard to apply to
downstream applications such as classification, clustering, recommendation etc. Therefore,
it is common to see researchers such as Rohde et al. [2006] to apply dimensional reduction
techniques such as SVD (Singular Value Decomposition) [Manning et al., 2010] to transform
the long sparse representation into short dense vectors – embeddings.
2.1.2 Word2vec
Word2vec is a set of models proposed by Mikolov et al. [2013b]. It has two models – Contin-
ues Bag-of-words (CBOW) and Skip-Gram with Negative Sampling (SGNS). Embeddings
generated by word2vec have many advantages compared to traditional methods [Mikolov
et al., 2013a] and can easily scale to large corpus with billions of words. These algorithms
take a large corpus as input and produces dense d-dimensional vectors where each word is
assigned to a unique vector in that vector space. The similarity between two words can be
measured by cosine similarity defined as
similarity(A,B) =
A ·B
‖A‖‖B‖ =
n∑
i=1
AiBi√
n∑
i=1
A2i
√
n∑
i=1
B2i
, (2.1)
where Ai and Bi are elements of n-dimensional vectors A and B. In word2vec, the spatial
distance between two embeddings corresponds to the word similarity. For example, the
similarity between embeddings of Canada and China is larger than the similarity between
embeddings of Canada and cheese. Moreover, the displacement between two words rep-
resents the word relationship. For example, the distance between Canada and China is
similar to the one between Ottawa and Beijing. Thus, we can do the analogy deduction on
11
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w1w2w3w4w5w6w7w8w9iteration=1,c=randint(C)=2
w1w2w3w4w5w6w7w8w9iteration=2,c=randint(C)=3
w1w2w3w4w5w6w7w8w9iteration=3,c=randint(C)=1
w1w2w3w4w5w6w7w8w9iteration=4,c=randint(C)=4
FIGURE 2.2: An example of skip-gram window in word2vec. The corpus is a set of words
in a specific order. Let C = 4 be the window size, w5 be the center word, which is the
target word we want to learn the embedding for in this example. Function randint(C)
returns a random integer in a range of (0, C). In each iteration, we generate a window size
c = randint(C) and collect the (word,context) pairs within the window. For example, in
the third iteration, c is 1, we take 1 neighbor left and right to the center word w5. The
(word,context) pairs generated in this step is (w5, c4), (w5, c6).
w1 w2 w3 w4 w5 w6 w7 w8 w9
w5 1 2 3 4 0 4 3 2 1
TABLE 2.3: The word-context co-occurrence for w5 retrieved from Figure 2.2.
the words. For instance, when knowing the capital of China is Beijing, we can infer the
capital of Canada by calculating the most similar word embeddings to Beijing - China +
Canada.
Skip-gram window
The semantic meaning of a word relates to its neighbors in the corpus, also known as
context. Context with further distance is usually less related to the current word. Based on
this assumption, word2vec captures the word-context co-occurrence using a sliding window
c, where c is a random integer in a range of (0, C) [Mikolov et al., 2013a]. Figure 2.2 shows an
example of this process. Suppose we have a corpus {w1, w2, w3, w4, w5, w6, w7, w8, w9} and
the window size C is 5, our goal is to capture the context for word w5. In the first iteration,
the skip-gram window size c is 2, so we take two context left to w5, and two context right
to w5. The window size is generated randomly in each iteration. After four iterations, the
word-context co-occurrence information for w5 is (1, 2, 3, 4, 0, 4, 3, 2, 1) as shown in Table
2.3.
12
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w1w2w3w4w5w6w7w8w9
(a) Capture context for word w5.
w5, w3, w4, w6, w7
(b) Training sample derived from (a).
Input Layer
Hidden Layer
Output Layer
w10
w20
w31
w41
w50
w61
w71
w80
w90
h1
h2
hd
......
w1 0.10 0
w2 0.05 0
w3 0.11 0
w4 0.20 0
w5 0.95 1
w6 0.24 0
w7 0.14 0
w8 0.05 0
w9 0.20 0
predict
label
true
label
error
Back Propagation
(c) Training procedure.
FIGURE 2.3: CBOW as Neural Network with one hidden layer.
Continues Bag-of-words (CBOW)
The first model proposed in word2vec is Continues Bag-of-words, also known as CBOW.
Given a corpus, the context of a word provides the information that defines the semantic
meaning of this word. For example, in the sentence “a cat sits on the mat”, the semantic
meaning of “sit” is defined by its context “a, cat, on, the, mat”. Based on this assumption,
word2vec learns embeddings by using the average/summation of the context representations
to predict the missing word. The authors name this model as Continues Bag-of-words, also
known as CBOW. Figure 2.3 shows an example. For each word in the corpus, w5 for ex-
ample, CBOW uses skip-gram window to capture the context (w3, w4, w6, w7) as illustrated
in Panel (a). Then it generates the training sample as shown in Panel (b). CBOW can be
explained as a shallow neural network with one hidden layer as illustrated in Panel (c). It
averages or sums the contexts’ embeddings into the hidden layer. In our example, the in-
put is (0, 0, 1, 1, 0, 1, 1, 0, 0), which sums the embeddings of context (w3, w4, w6, w7) into the
hidden layer. Then the model predicts the missing word w5 with softmax function. For ex-
ample, the predict label from output layer is (0.10, 0.05, 0.11, 0.2, 0.95, 0.24, 0.14, 0.05, 0.20),
where each element is the probability of the corresponding word as the output. We can
see that there is an error between the predicted label and true label. Then we update
Neural Network weights using this error via back propagation algorithm. After optimizing
the model, we can use the weight matrix between input layer and hidden layer as word
13
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w1
0
w2
0
w3
0
w4
0
w5
1
.... w9
0
(a) Softmax
θ1
θ2
θ3
w2
w4 w6 w5 w3
w1 w9 w7 w8
(b) Hierarchical Softmax
FIGURE 2.4: Comparison between Softmax and Hierarchical Softmax. Panel (a) illustrates
the multi-class classification using Softmax. Panel (b) shows the Hierarchical Softmax. It
solves the multi-class classification problem via multiple binary classifiers where labels are
the binary code of the target on the Huffman tree. In this example, w5 is the target word
and the corresponding binary code on the Huffman tree is (1,0,0).
embeddings. More formally, the objective function of CBOW is
O =
1
T
T∑
i=1
log p(wi|wi−c, ..., wi+c), (2.2)
where T is the length of the corpus, c is the window size, p(wj |wi−c, ..., wi+c) is the probabil-
ity of giving the average/summation of a set of words (wi−c, ..., wi+c) that observes context
wi. It is defined by the softmax function:
p(u|v) = exp(u · v)∑V
n=1 exp(u · v)
, (2.3)
where V is the size of the vocabulary. v is the embedding of the input word and u is the
output vector of the context.
However, calculating the softmax function directly is not practical due to the large
vocabulary size V . For example, the smallest dataset we have is Text8 1 [Mahoney, 2011].
The corpus size is 17,005,207 and the vocabulary size is 253,854. Such a small dataset
will generate about 17 million training samples. Applying softmax function will need to
calculate exp(u · v) 17, 005, 207 × 253, 854 = 4.3 × 1012 times per iteration. To reduce
1http://mattmahoney.net/dc/text8.zip
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w1w2w3w4w5w6w7w8w9
(a) Capture context for word w5.
w5, w3
w5, w4
w5, w6
w5, w7
(b) Training sample derived from (a).
Input Layer
Hidden Layer
Output Layer
w10
w20
w30
w40
w51
w60
w70
w80
w90
h1
h2
hd
......
w1 0.10 0
w2 0.05 0
w3 0.11 0
w4 0.95 1
w5 0.21 0
w6 0.24 0
w7 0.14 0
w8 0.05 0
w9 0.20 0
predict
label
true
label
error
Back Propagation
(c) Training procedure.
FIGURE 2.5: SGNS as Neural Network with one hidden layer.
the computation time, the authors use Hierarchical Softmax (HS) proposed by Mnih and
Hinton [2009] to replace softmax. More specifically, the output layer in Figure 2.3 Panel(c)
is replaced as a binary Huffman tree. The tree is built based on the word frequency, where
each leaf represents a word. In this binary Huffman tree, the more frequent a word is, the
faster we can reach it. Then, we can convert the multi-class classification problem into a
multiple binary classification problem where the output is the binary code of the target as
demonstrated in Figure 2.4. In this example, we use vector v to predict w5. Panel (a) treats
this procedure as a multi-class classification problem that has nine outputs, where w5 is 1
and others are 0. In Panel (b), HS treats it as three binary classification problems. The
expected outputs are (1,0,0), which are the Huffman binary code from root to w5. More
specifically, HS trains three binary classifiers. Each classifier has its own parameters. For
example, the root classifier has parameter θ1 and the expected output is 1. The second
classifier has parameter θ2 and the expected output is 0. HS reduces the time complexity of
Softmax function exponentially – from O(n) to O(log2 n). The difference is more significant
in NLP tasks where the vocabulary size is usually large.
Skip-gram with Negative Sampling (SGNS)
Another model proposed in word2vec is Skip-gram with Negative Sampling, also known as
SGNS. It has the state-of-the-art performance [Baroni et al., 2014]. It first captures the
word-co-occurrence information as word-context pairs. Figure 2.5 is an example. Panel
(a) shows an example of the corpus. Suppose we want to train the embedding for w5,
15
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w1
0
w2
0
w3
0
w4
1
w5
0
.... w9
0
(a) Softmax
w1
0
w2 w3
0
w4
1
w5 .... w9
(b) Negative Sampling
FIGURE 2.6: Comparison between Softmax and Negative Sampling. Panel (a) illustrates
the multi-class classification using Softmax. Panel (b) shows the Negative Sampling in
which the negative samples are retrieved randomly via noise distribution.
we first capture the context for w5 with skip-gram window introduced in Section 2.1.2.
The corresponding training samples are [(w5, w3), (w5, w4), (w5, w6), (w5, w7)]. Panel (c)
shows the training process. For training sample (w5, w4), we take the embedding of w5
to predict the context representation of w4. More formally, given a sequence of training
corpus {w1, w2, ..., wT }, the objective function is maximizing the average log probability of
all observed (word,context) pairs:
O =
1
S
T∑
i=1
∑
−c≤j≤c,j 6=0
log p(wi+j |wi), (2.4)
where S is the total number of observed training pairs, T is the length of the corpus, c is
the window size. p(wj |wi) is the probability of giving a word wi that observes context wj ,
which is defined using softmax function:
p(wj |wi) =
exp(uwj · vwi)∑V
n=1 exp(uwn · vwi)
. (2.5)
Here wj is the context and wi is the word, vwi is the vector representation of wi and uwj is
the vector representation of context wj , V is the size of the vocabulary.
To reduce the computation time, the authors propose Negative Sampling (NS) to replace
the softmax function. Instead of calculating over the entire vocabulary, NS draws k negative
samples according to a noise distribution Pn. Figure 2.6 shows a comparison between
Softmax and NS. Panel (a) is the softmax multi-class classification. It takes one vector as
the input and produces multiple output values. Each value represents the probability of the
corresponding output. Therefore, the time complexity is O(V ) in SGNS. With the same
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input, NS in Panel (b) has only one output. Additional to the true label w5 provided in the
training sample, NS also draws k negative samples via a noise distribution Pn, which are w1
and w3 in this example. Then the model can learn from these negative samples by treating
them as false labels. Intuitively, NS simplifies the multi-class classification problem into a
binary classification problem on a small sample. It uses the embedding of the observed word
to distinguish the observed context (true) and k negative samples (false) drawn according
the noise distribution Pn. The authors choose the word frequency raises to
3
4 as the noise
distribution:
Pn(w) =
U(w)3/4
Z
(2.6)
where U(w) denotes unigram distribution of word w, Z =
∑
w∈V U(w)
3/4 denotes the nor-
malization term. This noise distribution reduces the possibility of choosing a frequent word
as the negative sample, and is used in most related works and implementations [Mikolov
et al., 2013a,b, Rˇeh˚urˇek and Sojka, 2010]. Therefore, the local objective function for an
observed training pair (wi, wj) is:
log σ(uwj · vwi) +
K∑
k=1
Ewk∼Pn log σ(−uwk · vwi). (2.7)
Here, σ(x) = 11+exp(−x) is the sigmoid function. K is the number of negative samples. v is
the embedding vector and u is the context vector.
Existing works use Stochastic Gradient Descent (SGD) to optimize the local objective
function for each observed training pair [Mikolov et al., 2013b]. The gradient is calculated by
Back propagation, which is commonly used by the gradient descent optimization algorithm
to adjust the weight by calculating the gradient of the loss function [Goodfellow et al., 2016].
Given a specific training pair (wi, wj), the derivative of Eq 2.7 regarding to the word vector
vwi is:
∂O(wi, wj)
∂wi
=
∂{log σ(uwj · vwi) +
∑K
k=1 Ewk∼Pn [log σ(−uwk · vwi)]}
∂vwi
=
∂ log σ(uwj · vwi)
∂vwi
+
K∑
k=1
Ewk∼Pn
∂ log σ(−uwk · vwi)
∂vwi
(2.8)
17
2. BACKGROUND AND RELATED WORKS
It can be rewritten into
∂O(wi, wj)
∂wi
=
∂ log σ(uwj · vwi)
∂σ(uwj · vwi)
· ∂σ(uwj · vwi)
∂uwj · vwi
· ∂uwj · vwi
∂vwi
+
K∑
k=1
Ewk∼Pn
∂ log σ(−uwk · vwi)
∂σ(−uwk · vwi)
· ∂σ(−uwk · vwi)
∂ − uwk · vwi
· ∂ − uwk · vwi
∂vwi
(2.9)
Since ∂ log(x)∂x =
1
x ,
∂σ(x)
∂x = σ(x) · (1− σ(x)), and ∂a·x∂x = a, the above formula falls into
∂O(wi, wj)
∂wi
=
1
σ(uwj · vwi)
· σ(uwj · vwi)(1− σ(uwj · vwi)) · uwj
+
K∑
k=1
Ewk∼Freq(u)
1
σ(−uwk · vwi)
· σ(−uwk · vwi)(1− σ(−uwk · vwi)) · −uwk
(2.10)
We can simplify it into
∂O(wi, wj)
∂wi
=(1− σ(uwj · vwi)) · uwj +
K∑
k=1
Ewk∼Pn − (1− σ(−uwk · vwi)) · uwk
=(1− σ(uwj · vwi)) · uwj +
K∑
k=1
Ewk∼Pn − (1− (1− σ(uwk · vwi))) · uwk
=(1− σ(uwj · vwi)) · uwj +
K∑
k=1
Ewk∼Pn − σ(uwk · vwi) · uwk
(2.11)
Similarly, for a specific observed pair (wi, wj), the derivative of Eq2.7 regarding to the
context word wj is:
∂O(wi, wj)
∂wj
=
∂{log σ(uwj · vwi) +
∑K
k=1 Ewk∼Pn(w)[log σ(−uwk · vwi)]}
∂uwi
=
∂ log σ(uwj · vwi)
∂uwj
=
∂ log σ(uwj · vwi)
∂σ(uwj · vwi)
· ∂σ(uwj · vwi)
∂uwj · vwi
· ∂uwj · vwi
∂uwj
=
1
σ(uwj · vwi)
· σ(uwj · vwi)(1− σ(uwj · vwi)) · vwi
=(1− σ(uwj · vwi)) · vwi
(2.12)
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For a specific observed pair (wi, wj), the derivative of Eq2.7 regarding a negative sampling
context word wk is:
∂O(wi, wj)
∂wk
=
∂{log σ(uwj · vwi) +
∑K
k=1 Ewk∼Pn(w)[log σ(−uwk · vwi)]}
∂uwk
=
∂ log σ(−uwk · vwi)
∂uwk
=
∂ log σ(−uwk · vwi)
∂σ(−uwk · vwi)
· ∂σ(−uwk · vwi)
∂ − uwk · vwi
· ∂ − uwk · vwi
∂uwk
=
1
σ(−uwk · vwi)
· σ(−uwk · vwi)(1− σ(−uwk · vwi)) · −vwi
=(1− (1− σ(uwk · vwi))) · −vwi
=− σ(uwk · vwi) · vwi
(2.13)
Moreover, we can summarize the derivative of context wj and negative sample wk into
(t− σ(uwj · vwi)) · vwi (2.14)
where t = 1 when wj is a context and t = 0 when wj is a negative sample. Thus, the update
equations for SGNS model are:
vwi ← vwi + η[(1− σ(uwj · vwi)) · uwj +
K∑
k=1
Ewk∼Pn − σ(uwk · vwi) · uwk ]
uwj ← uwj + η[t− σ(uwj · vwi) · vwi ],
(2.15)
where t = 1 when wj is a context word, and t = 0 when wj is a negative sample. η is
the learning rate, which decays linearly from 0.025 to 0.0001 in most related works and
implementations [Rˇeh˚urˇek and Sojka, 2010, Mikolov et al., 2013b, Tang et al., 2015b,
Goyal and Ferrara, 2018].
In theory, Levy and Goldberg [2014] proved SGNS implicitly factorizes a weighted shifted
word-context PMI (Pointwise Mutual Information) matrix M. In this matrix, row i cor-
responds to word wi and column j corresponds to context cj . Each entry of Mi,j is the
Pointwise word-context co-occurrence log
P (wi,cj)
P (wi)·P (cj) − log k. Let #(·) denotes the frequency
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of an item, then we have:
#(w) =
∑
c∈Vc
#(w, c)
#(c) =
∑
w∈Vw
#(w, c)
(2.16)
We first begin with rewriting SGNS into:
∑
w∈Vw
∑
c∈Vc
#(w, c) [log σ(~w · ~c) + k · EcN∼Pn log σ(−~w · ~cN )]
=
∑
w∈Vw
∑
c∈Vc
#(w, c) log σ(~w · ~c) +
∑
w∈Vw
∑
c∈Vc
#(w, c) [k · EcN∼Pn log σ(−~w · ~cN )]
(2.17)
w is word, c is context, ~w and ~c is the corresponding vector representation, Vw and Vc is
the word context vocabulary respectively
According to Eq 2.16, it equals to:
∑
w∈Vw
∑
c∈Vc
#(w, c) log σ(~w · ~c) +
∑
w∈Vw
#(w) [k · EcN∼Pn log σ(−~w · ~cN )] (2.18)
When using unigram distribution as the noise distribution, we can write the negative
sampling part into
EcN∼Pn log σ(−~w · ~cN )
=
∑
cN∈Vc
#(cN )
T
log σ(−~w · ~cN )
=
#(c)
T
log σ(−~w · ~c) +
∑
cN∈Vc\{c}
#(cN )
T
log σ(−~w · ~cN )
(2.19)
here T is the size of corpus. Combining Eq 2.18 and 2.19, then the local objective for a
specific (w, c) pair is
#(w, c) · log σ(~w · ~c) + k ·#(w) · #(c)
T
· log σ(−~w · ~c) (2.20)
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To optimize the objective, we define x = (~w · ~c) and take the derivative of Eq 2.20
#(w, c) · σ(−x)− k ·#(w) · #(c)
T
· σ(x) (2.21)
Let the derivative equals to zero, we will have
e2x −
(
#(w, c)
k ·#(w) · #(c)T
− 1
)
ex − #(w, c)
k ·#(w) · #(c)T
= 0 (2.22)
And the only valid solution is
x = ~w · ~c = log
(
#(w, c) · T
#(w) ·#(c)
)
− log k
= log
(
#(w,c)
T
#(w)
T · #(c)T
)
− log k
= log
P (w, c)
P (w) · P (c) − log k
(2.23)
Thus, SGNS factorizes this matrix M into embeddings matrix V|V |×d and context matrix
U|V |×d, e.g.
M⇒ V ×U>
2.1.3 Implementation details of SGNS
SGNS has the state-of-the-art performance and can easily adopts to large datasets. This
dissertation focuses on learning embeddings for different types of data. Therefore, it is
necessary to have an efficiency and accuracy implementation of SGNS. In this work, we
reimplemented SGNS from scratch using Python, Cython and Basic Linear Algebra Sub-
programs (BLAS). Python is an interpreted, high-level, general-purpose programming lan-
guage. Benefit from the rich third-party libraries, it is widely used for researchers and
scientists to quickly develop, verify and analyze their ideas. Cython is an optimizing static
compiler for both the Python programming language and the extended Cython program-
ming language. It allows users to write C/C++ extensions for Python for better perfor-
mance. Optimizing SGNS requires extensive vector computation. BLAS provides common
linear algebra operations such as dot production, matrix multiplication. These functions
are optimized specifically for modern CPUs. Alias Table Method [Walker, 1977] is used to
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Algorithm 1 SGNS
1: function SGNS(corpus T , window size C, learning rate η, number of negative samples K, embeddings
dimension d, word min count min, subsampling threshold t)
2: Generate the vocabulary V from T
3: Calculate the word distribution P from T
4: Trim V with word min count min
5: for word wi in vocabulary V do
6: Initialize vwi ← uniform(− 0.5d , 0.5d ) for each dimension of vwi
7: Initialize uwi ← 0 for each dimension of uwi
8: Calculate subsampling probability pwi = max(0, 1−
√
t
P (wi)
)
9: Calculate noise distribution Pn(wi) =
P (wi)
0.75∑
wj∈V P (wj)
0.75
10: end for
11: for each iteration do
12: for next word wi in corpus T do
13: Window c ← random integer ∈ (0, C)
14: for each context wj captured by window c do
15: if pwi < uniform(0, 1) then
16: Update context vector uwj according to Eq. 2.15
17: Draw k negative samples according to noise distribution Pn.
18: for each negative sample wk do
19: Update context vector uwk according to Eq. 2.15
20: end for
21: Update embedding vector vwi according to Eq. 2.15
22: Decay learning rate η
23: end if
24: end for
25: end for
26: end for
27: return embeddings v
28: end function
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...
In American Major League Baseball, the Oakland Athletics are often simply referred to as the “A’s”.
...
Orignal text:
...
in american major league baseball the oakland athletics are often simply referred to as the a s
...
Tokens:
...
[26, 259, 286, 3605, 3606, 15, 3607, 3608, 64, 606, 417, 1481, 29, 2, 15, 3, 344]
...
Encoded tokens:
FIGURE 2.7: Preprocessing Subsampling of the raw text.
draw a random variable from the same discrete distribution with time complexity of O(1).
The library is wrapped in Python for easy access. Our implementation can perform up to
10 million updates per second per thread on Text8 dataset on a with 3.40GHz i7 CPU.
Our implementation is faster than most existing implementations [Mikolov et al., 2013b,
Rˇeh˚urˇek and Sojka, 2010, Ji et al., 2019]. We also use multi-thread to boost the training
speed. The source code is available online 2.
Algorithm 1 shows the pseudocode of our implementation. We begin with initializing
the model. We first scanning the raw text to build the vocabulary V and count the cor-
responding frequency Freq of each word w ∈ V . Each word is mapped into an integer
that represents the location of that token in that vocabulary. Therefore, each sentence is
represented by an array of integers. Figure 2.7 shows an example extracted from Text8.
Text8 is a small corpus that has been widely used for benchmarking and demonstrating
word embeddings. In this example, the original text is first tokenized into unigrams. Then
they are further encoded into integers where each integer represents the index of that token
in the vocabulary. For each word w, the corresponding embedding vector vw are initialized
randomly. Each dimension i of vw is a uniform random float in range of (−0.5d , 0.5d ). The
context vectors are initialized to 0. We also calculate and cache some reusable variables
such as subsampling probability and noise distribution to avoid them compute them re-
peatedly. Now, SGNS is prepared and ready to train. In the training process, we scan the
corpus to generate the training samples. For each word wi in the corpus, we first generate
the skip-gram window size c in range of 0 to C. Then we collect c words left to wi and c
words right wi and get 2× c contexts. For each context wc, we generate a training sample
pair (wi, wc) and update the model according to Equation 2.15. Then the learning rate η
2http://zhang18f.myweb.cs.uwindsor.ca/p2v
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decays. The training procedure stops after I iterations.
In some large datasets, frequent words can easily appear hundreds of millions times.
Therefore, there are more training samples for frequent words than rare ones. To avoid
this phenomenon, Mikolov et al. [2013b] propose subsampling, which randomly drops the
training samples of words more frequent than threshold t with probability of
max(0, 1−
√
t
f
), (2.24)
where f is the frequency of the word. In most related works, t is set to 10−3 to 10−5
depending on the size of the corpus. Subsampling reduces the number of training samples
for frequent word and has no impact for rare words. For example, the most frequent
word in Text8 dataset is word “the”. The frequency is 0.062. It has more than 5 million
training pairs which contribute 6.2% of the total training samples. When we set t =
10−5, the subsampling probability for “the” is max(0, 1 −
√
10−5
0.062) = 0.987. It means the
probability that discard training samples for word “the” is as high as 98.7%. In practice,
the number of training samples drops to 0.067 million. For the rare word such as “diggers”,
the number of training samples before subsampling is 25. Since the frequency of this word
is smaller than the threshold, all these 25 samples are kept during the training. Moreover,
subsampling reduces the total number of training sample pairs. For instance, the total
number of samples per iteration for Text8 reduces 32.5% from 80 million to 26 million.
This will also accelerate the training speed, which is important for large datasets with
billion of tokens. The probability of a word been subsampled relies on its frequency. Thus,
we can preprocess this probability to avoid heavy computation during the training.
Training
After preprocessing the corpus, we need to initialize embeddings and the context vectors.
We here follow the existing implementations[Rˇeh˚urˇek and Sojka, 2010, Mikolov et al.,
2013a, Tang et al., 2015b]:
vi = random(−0.5
d
,
0.5
d
), (2.25)
where random(l, h) is the function that returns a real number in a range of [l, h]. d is the
dimension of embeddings. We initialize the context vectors to zero. Next, we scan the
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in american major league baseball the oakland athletics are often simply referred to as the ...
26 259 286 3605 3606 15 3607 3608 64 606 417 1481 29 2 15 ...
FIGURE 2.8: An example of preprocessing. The sentence is retrieved from Text8 dataset.
corpus and capture the word-context pairs. For each training word-context pair, we draw
k negative samples according to the noise distribution Pn and update the model according
to Eq. 2.15.
Figure 2.9 shows an example retrieved from the training process in Text8 dataset. To-
kens are mapped into integers that represent the index of the word in the vocabulary. For
example, the first token “in” is the 26th word in the vocabulary. The center word is “amer-
ican” and the corresponding context word is “major”. Therefore, we have the embedding
vamerican, and the vector representation umajor. According to Eq. 2.15, the updating weight
for vamerican is
η[(1− σ(umajor · vamerican)) · umajor +
K∑
k=1
Ewk∼Pn − σ(uwk · vamerican) · uwk ], (2.26)
where η is the learning rate. It decays linearly from 0.025 to 0.0001 during the training.
Similarly, we update the context vector for “major” and k negative samples. The model
updates continuously until converge. Figure 2.9 shows the change of embeddings for words
“british”,“american”,“one”,“zero”. Panel (a) is the snapshot after initialization. We can
see that words randomly assigned in the vector space. Panel (b) is the snapshot token after
5 × 104 samples been trained. We can see that “zero” has been pushed to the left and
“british” is moving to the right towards “american”. Panel(c) is the snapshot after 105
samples been trained. Words are separated into two groups by their semantic meanings.
For instance, words “one” and “zero” which represent numbers are grouped at the upper
left corner, while “british” and “american” are pushed to the lower right corner. For
each training sample, SGNS only updates the corresponding word, true context, and K
negative context vectors. Therefore, in most implementations, people perform parallelizing
Stochastic Gradient Descent [Recht et al., 2011] for better training speed.
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−0.2 −0.1 0.0 0.1 0.2 0.3
0.00
0.25
0.50
0.75
1.00
british
american
one
zero
(c) 105 sampled been trained
FIGURE 2.9: A snapshot of embeddings in Text8 during the training. Panel (a) is the
snapshot after initialization. We can see that words randomly assigned in the vector space.
Panel (b) is the snapshot token after 5×104 samples been trained. “zero” has been pushed to
the left and “british” is moving to the right towards “american”. Panel(c) is the snapshot
after 105 samples been trained. Words are separated into two groups by their semantic
meanings.
2.1.4 GloVe
Pennington et al. [2014] propose Glove ( short for Global Vectors for Word representation )
to learn the word representation. It is a count based model compared with word2vec, which
is also known as predict-based models [Baroni et al., 2014]. It seeks to represent each word
w ∈ VW and each context c ∈ VC as a d-dimensional vectors ~w and ~c such that
~w · ~c+ bw + bc = log(#(w, c)) ∀(w, c) ∈ D, (2.27)
where bw and bc are word/context biases that are also parameters to be learned additional
to ~w and ~c. D is the collection of observed word-context pairs generated from corpus
T . Although the authors claim that GloVe can outperform word2vec in their experiment,
many other works suggest contrarily, such as [Levy et al., 2015] and [Baroni et al., 2014].
The experiments show that SGNS outperforms GloVe in all tasks. The trend persists
when scaling up to a larger corpus and vocabulary [Levy et al., 2015]. Moreover, Levy
et al. [2015] summarize word2vec and GloVe as variants of matrix factorization. They also
compare word2vec and GloVe with SVD, which is popularly used to factorize the matrix
into three components. Their experiments show that SGNS is a robust baseline. It performs
similarly to SVD, but more efficiently.
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2.2 Document embeddings
Document representation has been studied for decades. The traditional methods such as
n-grams and Term Frequency-Inverse Document Frequency (TF-IDF) are widely discussed
[Rajaraman and Ullman, 2011]. However, these methods suffer from the high dimensionality
problem, also known as the curse of dimensionality [Bellman, 2003]. To reduce the dimension
of these representations, researchers have proposed a variety of techniques, such as Latent
Dirichlet Allocation (LDA) [Blei et al., 2003] and Latent Semantic Analysis (LSA) [Dumais,
2005]. However, these methods are computationally expensive [Cai et al., 2008] and not
scalable on large datasets. Inspired by SGNS, Le and Mikolov [2014] propose Paragraph
Vector (PV) to learn document embeddings. Similar to word2vec, Paragraph Vector has
two models – Paragraph Vector – Distributed Memory (PV-DM) and Paragraph Vector –
Distributed Bag-of-Words (PV-DBOW). Experiments show that PV-DBOW is superior to
traditional methods in many tasks such as Similarity Search [Lau and Baldwin, 2016], and
Information Retrieval [Ai et al., 2016b].
2.2.1 Traditional methods
Traditional methods are widely studied in the past. One common technique is to represent
the corpus in a set of features called n-gram, also known as shingles [Broder et al., 1997]. It
is a contiguous sequence of n items from a given sample of text. For example, the bi-gram
for text “a cat sits on the mat” is “a cat”, “cat sits”, “sits on”, “on the”, and “the mat”.
N-gram retains more information than unigram and is widely applied in many downstream
applications such as clustering, classification. After transforming the text into features, we
can use the Term Frequency (TF) to represent a document [Rajaraman and Ullman, 2011].
TF is the frequency of a term t occurred in a document d defined as following:
tf(t, d) =
Term t frequency in document d
Total words in document d
. (2.28)
In the natural language, some terms, such as “this” and “the”, are very common and
may occur in almost every document. TF of such term contributes large weight in the
representation of documents. Yet, those words usually provide no semantic meaning. In
some applications, such as classification, we can not classify the documents correctly based
on these terms. Hence, an inverse document frequency factor is incorporated by reducing
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the weight of terms that occur very frequently in every document and increasing the weight
of terms that occur rarely. This method is commonly known as Inverse Document Frequency
(IDF), which is defined as
idf(t) = log
Total documents
Documents with term t
. (2.29)
Intuitively, frequent terms will have smaller IDF and rare terms will have larger values. In
some cases, the document that contains a certain term is 0. A common solution is to add
1 to the denominator. Thus, the TF-IDF of a term t occurs in document d is the product
of TF and IDF:
tfidf(t, d) =
Term t frequency in document d
Total words in document d
× log Total documents
Documents with term t+ 1
. (2.30)
TF-IDF generates the embeddings by giving different weight to the words according to its
frequency. It maps the document into a sparse document in high dimension. Therefore,
it is expected to apply dimensional reduction technique on TF-IDF to retrieve short dense
vectors. For example, Latent Semantic Analysis (LSA) applies SVD (Singular Value De-
composition) on TF-IDF matrix [Dumais, 2005]. TF-IDF and its variants are widely used
in many research domains.
Another popular category of document representation is topic modeling, such as Prob-
abilistic latent semantic analysis (PLSA) [Hofmann, 1999] and Latent Dirichlet allocation
(LDA) [Blei et al., 2003]. LDA is an improvement of PLSA. It considers documents as a
mixture of various topics where each document is considered to have a set of topics assigned
via LDA. By learning the probability of words in a topic, LDA transforms a document into
a d dimensional vector where each dimension represents a topic, and the value represents
the probability that document falls into the corresponding topic.
2.2.2 Paragraph Vector
To learn the document embeddings, a naive method is to average or concatenate all the
word embeddings within that document. However, previous works show that such strategy
does not perform well in many tasks [Le and Mikolov, 2014, Dai et al., 2015]. Inspired by
word2vec, Le and Mikolov [2014] propose Paragraph Vector (PV) that learns the embeddings
for documents. Paragraph Vector has two models: Paragraph Vector – Distributed Memory
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(PV-DM) model and Paragraph Vector – Distributed Bag-of-Words (PV-DBOW) model,
corresponding to CBOW and SGNS models in word2vec.
Distributed Memory
PV-DM is an extension of CBOW. It treats the document embedding as an additional
context during the training. Suppose document d is make up a set of words w1, ..., w9 in
a specific order, PV-DM scans the document using the same strategy in CBOW. For each
training sample pair, PV-DM add the document embedding as the additional context to
predict the missing context. The objective function of PV-DM is
1
T
T∑
i=1
log p(wi|wi−j , ..., wi+j , dk), (2.31)
where T is the length of the corpus. The probability of given context u that observe v is
defined via Hierarchical softmax introduced in CBOW.
Distributed Bag-of-Words
PV-DBOW is an extension of SGNS. It uses a document vector to predict the words within
it directly. The objective function is to maximize the average log probability:
Odw =
1
T
N∑
i=1
∑
wj∈di
log p(wj |di), (2.32)
where T is the size of the corpus, N is the number of document. The log probability of
given document di that observes context wj is defined via negative sampling introduced in
Section 2.1.2. Lau and Baldwin [2016] evaluate the performance of PV-DM and PV-DBOW
on different datasets. They point out PV-DBOW works better than PV-DM in many tasks.
They also find using pre-trained word-embeddings with PV-DBOW will generate better
embeddings.
2.2.3 Other approaches
There are some works focusing on improving Paragraph Vectors. In [Lau and Baldwin,
2016], the authors argue that it is hard to reproduce the results in [Le and Mikolov, 2014].
Therefore, they perform an empirical evaluation of Paragraph Vector. They compare the
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PV-DM and PV-DBOW side-by-side on Forum Question Duplication and Semantic Textual
Similarity tasks. The impact of different hyper-parameters in these two models are also
discussed. Based on the experiment, the authors suggest that PV-DBOW is superior to
PV-DM consistently on all datasets. They also find that using a pre-trained SGNS model
to initialize the PV-DBOW can improve document embeddings. Doc2VecC is proposed
in [Chen, 2017]. It samples some words from a document and uses the average of their
corresponding word embeddings to replace the document embeddings in PV-DM. PTE is
a semi-supervised document embeddings algorithm for labeled data [Tang et al., 2015a].
It transforms the relationship between words, documents, and labels into a heterogeneous
text network, which contains word-word network Eww, word-document network Ewd, and
word-label network Ewl. For each bipartite subnetwork, PTE adopts the second-order
LINE [Tang et al., 2015b], a network embedding algorithm based on edge sampling, to
learn the embeddings. To optimize the model, two strategies are proposed. The first one is
joint training, which trains the model with the word-word, word-document and word-label
networks simultaneously. The second one is to pre-train the word-word, word-document
network first, then fine-tune with the word-label network.
2.3 Network embeddings
Inspired by word2vec, many algorithms are proposed to learn embeddings from a network,
such as DeepWalk [Perozzi et al., 2014], LINE [Tang et al., 2015b], and node2vec [Grover
and Leskovec, 2016]. Given a network G = (V,E), where V is a set of nodes and E is a set
of edges, an embedding is a dense d-dimension vector vi for a node ni ∈ V . The embedding
vi should retain the information of node ni in the network such as similarity and structure.
To learn the embeddings from a network, for each node n in the network, we can generate
node-neighborhood pairs by a sampling strategy N+(n). Then the embeddings are learned
by maximizing the objective function:
O =
1
S
∑
ni∈V
∑
nj∈N+(ni)
[log σ(uj · vi) +
K∑
k=1
Enk∼Pn log σ(−uj · vi)], (2.33)
where S is the number of observed training pairs. vi is the embedding vector for node ni. uj
is the output vector for node nj . Pn is a noise distribution which is the frequency of nodes
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FIGURE 2.10: Random walk in DeepWalk.
raised to the power of 0.75. Therefore, the core of a network embedding algorithms is the
sampling method. Existing works use two different types of sampling methods: random edge
and random walk. More specifically, LINE [Tang et al., 2015b] uses random edge. While
DeepWalk [Perozzi et al., 2014] and node2vec [Grover and Leskovec, 2016] use uniform or
biased random walk to generate the walking path. Then the training samples are retrieved
from these paths by treating the paths as sentences and feed them into word2vec.
2.3.1 DeepWalk
DeepWalk [Perozzi et al., 2014] is the first work that adopts word2vec to learn network
embeddings. It transforms the network into corpus via random walk, where the walking
paths can be treated as the “sentences” and node as the “words”. Figure 2.10 shows an
example of a random walk. Panel (a) is the original graph that contains 9 nodes and 11
edges. For each node, DeepWalk starts a walker that randomly visit one of the neighbors
from the current location. For example, in Panel (b), the walker starts on n2, it randomly
walks to one of neighbors of n2, say n3 as shown in Panel (c). The walker now records
the new position then continue walking. The walker stops after l steps. Then we will have
a walking path of (n2, n3, n1, n7, n8, n9) as shown in Panel (h). After DeepWalk gathered
all walking paths, it treats these paths as the corpus where each path is a “sentence”
and each node on the path as a “word”. Intuitively, DeepWalk transforms the network
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FIGURE 2.11: An example of biased random walk probability in node2vec.
into a “fake corpus”. Then the embedding can be learn via word2vec. The authors test
DeepWalk on three datasets. The experiment shows that DeepWalk is superior to traditional
methods such as Spectral Clustering [Tang and Liu, 2011], Modularity [Tang and Liu,
2009a], EdgeCluster [Tang and Liu, 2009b] on multi-label classification tasks.
2.3.2 Node2vec
Node2vec is another popular random walk based algorithm that learns embeddings via
SGNS. Different from DeepWalk, node2vec uses the biased random walk to generate the
“fake sentences”. It uses two parameters to control the walks: the return parameter p
controls the likelihood of revisiting a node on the path. While the in-out parameter q
controls how far or close the walker goes. More formally, given an edge (t, v), the walker
now resides at node v, the unnormalized transition probability pivx = αpq(t, x) for edge
(v, x) is
αpq(t, x) =

1
p if dtx = 0
1 if dtx = 1
1
q if dtx = 2,
(2.34)
where dtx denotes the shortest path distance between nodes t and x and dtx must be one
of {0, 1, 2}. Intuitively, the walker has the unnormalized probability of 1/p going backward
one step, and the unnormalized probability of 1 to go to the common neighbor of t and v,
and the unnormalized probability goes to other neighbors of v is 1/q.
Figure 2.11 shows an example of the random walk procedure in node2vec. The walker
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just walked from n3 to n1 via the edge colored in red. Then the walker now resides at node v
and evaluates the next step. According to Eq 2.11, the unnormalized transition probability
of going back to n3 is 1/p. The unnormalized probability of going to n2 is 1, which is the
common neighbor of n1 and n3. The unnormalized probability of going to one of the other
neighbors of v1 is 1/q. Intuitively, the higher p is, the lower chance the walker will go back to
the previous node. Therefore, the walker will tend to perform Depth-First Search. On the
other hand, the lower q is, the higher chance the walker will perform Breadth-First Search
on the graph. If we set p and q to 1, the node2vec performs uniform random walk like
DeepWalk. Node2vec uses the same strategy as DeepWalk to learn embeddings. It saves all
the random walk paths and treats them as “fake corpus”. Then the embeddings are learned
via SGNS. The authors compared node2vec with DeepWalk and other implementations on
the node classification task and link prediction task. They claim node2vec is superior to
DeepWalk across all datasets.
2.3.3 LINE
LINE (Large-scale Information Network Embedding) is proposed in [Tang et al., 2015b].
It is network embeddings algorithm based on edge sampling. LINE learns the network in
two aspects: first-order and second-order. The first-order is the local pairwise proximity
between two nodes. Given two nodes ni and nj in a network, if there is a link between them,
then first-order between ni and nj is the weight of that edge wuv; If no edge is observed,
then the first-order between them is 0. The second-order between two nodes measures the
similarity between their neighborhood network structures. For ni and nj in the network, the
similarity between them can be measured by the number of shared neighbors between them.
To model the first-order proximity, for each edge (ni, nj), the joint probability between ni
and nj is
p1(ni, nj) = σ(vj · vi), (2.35)
where σ(x) = 11+exp(−x) is the sigmoid function. vi, vj is the vector representation for node
ni and nj . Then the first-order model maximizes the average log probability of
O1 =
∑
(i,j)∈E
wij log p1(ni, nj), (2.36)
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where E is the set of edges in the network, wij is the weight between nodes ni and nj .
To model the second-order proximity, they assume that the nodes with similar neighbors
share similar distributions. Thus, for each edge (ni, nj), the joint probability between ni
and nj is defined using softmax function
p2(vj |vi) = exp(uj · vi)∑|V |
k=1 exp(uk · vi)
, (2.37)
where vi is the input vector representation of node ni and uj is the output vector of node
nj . Then the second-order model maximizes the average log probability of
O2 =
∑
i∈V
wij log p2(vj |vi). (2.38)
Similar to word2vec, such objective function is computationally expensive so that the au-
thors adopt negative sampling on Equation 2.38.
Since LINE proposes two models to preserve the first-order and second-order proximity
of a network, one needs to concatenate the embeddings from these two models to get the
embeddings with both proximities. Note that the embeddings need to be normalized before
concatenation. The authors test LINE on Language Network, Social Network, and Citation
Network respectively. Their experiment shows LINE can outperform DeepWalk and other
baselines such as Graph Factorization. They also visualize the difference between DeepWalk
and LINE on Co-author network.
2.3.4 Other approaches
There are some other approaches to learn network embeddings. Matrix Factorization is used
by GraRep [Cao et al., 2015]. It applies SVD on kth-order proximity matrix to generate
the network embeddings. Similarly, HOPE [Ou et al., 2016] uses similarity matrix with
generalized SVD to extract embeddings for directed graph. Deep neural network also plays
an important rule in this area. For example, SDNE [Wang et al., 2016a] and DNGR [Cao
et al., 2016] use the neighborhood information of each node as the input of the Deep Neural
Network to generate the embeddings.
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FIGURE 2.12: An example of academic papers.
2.4 Linked document embeddings
Academic papers contain text, and each paper is linked to others via citations, making
it harder to represent. Figure 2.12 illustrates an example of a set of academic papers,
where {d1, d2, ..., d5} are papers and {w1, w2, ..., w8} are words. Papers contain not only
text information but also connect to others through citations. For example, paper d1 has a
set of words {w8, w1, w6} and links to paper d3 and d4 through citations or references. Note
that the citation networks are mostly acyclic – papers only cite papers in the past, not the
ones to be published in the future. Additional to citation links, there are many other types
of links between different entities, such as venues, affiliations, keywords, and authors. These
relations are widely used in studying Knowledge Graphs. However, most datasets do not
provide valid or fully-disambiguated entities, such as authors and affiliations. Evaluations
on such datasets are also complicated. Thus, we do not consider those entities and links at
this stage of the study.
There are substantial works on learning representations for a variety types of data,
including words [Mikolov et al., 2013b, Pennington et al., 2014], documents [Le and Mikolov,
2014, Tang et al., 2015a], networks [Grover and Leskovec, 2016, Tang et al., 2015b, Perozzi
et al., 2014], and labeled data [Tang et al., 2015a, Wang et al., 2016b]. Such techniques
are widely used when studying academic papers. For example, Zhao et al. [2018] use word
embeddings to represent the keywords of a paper for reviewer recommendation. Mu¨ller
[2017] uses word embeddings on Author Name Disambiguation. Palumbo et al. [2017] learn
the embeddings from Knowledge Graphs for item recommendation.
Matrix factorization is widely used to reduce the dimensionality of document repre-
sentations, in particular, Latent Semantic Analysis (LSA). Hence, it is natural to see some
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FIGURE 2.13: The structure of TADW. M is the DeepWalk co-occurrence matrix. W T is
embedding matrix, T is the text information matrix. H connects W and T.
extensions to include links in matrix factorization, such as Linked content Matrix Factoriza-
tion [Zhu et al., 2007], Text-Associated DeepWalk (TADW) [Yang et al., 2015], Homophily,
Structure, and Content Augmented Network Representation Learning (HSCA) [Zhang et al.,
2016]. Topic modeling, such as Latent Dirichlet Allocation (LDA), is also a popular ap-
proach to obtain short representations for documents. Therefore, there are linked document
representation algorithms based on topic modeling, such as PLANE [Le and Lauw, 2014].
However, most of these algorithms require complex computation, making them infeasible
to apply on large datasets. For example, LDA has O(mnt+ t3) time complexity, where m
is the number of samples, n is the number of features and t = min(m,n) [Cai et al., 2008].
The success of SGNS [Mikolov et al., 2013b], a state-of-the-art word embedding algo-
rithm, inspires a flurry of works on representing texts [Le and Mikolov, 2014] and links
[Perozzi et al., 2014, Tang et al., 2015b, Grover and Leskovec, 2016]. Yet, few works focus
on the linked documents such as academic papers. To adopt SGNS for such data, one
simple approach is to train document embedding from text and links independently, then
concatenate them together. However, Yang et al. [2015] shows that it improves embeddings
slightly, and is not adequate for some applications that demand the text and links in a
consistent vector space such as Recommendation System.
2.4.1 TADW
TADW (Text-associated DeepWalk) is a matrix factorization approach to generate embed-
dings for linked documents. It proves that DeepWalk is matrix factorization over kth-order
proximity co-occurrence matrix. Then the authors propose to add TF-IDF matrix as one
of the factorized matrices as illustrated in Figure 2.13. Matrix M is the DeepWalk Matrix
where row i represents node ni and column j represents node nj , each entry of Mij records
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the co-occurrence between ni and nj . T is the TF-IDF matrix. Matrix W represents em-
beddings. H connects W and T. After learning parameters in W and H, we can use row
i in matrix W to represent the linked document di. The experiment is conducted on three
small datasets. Cora [McCallumzy et al., 1999] contains 2,708 papers in Machine Learning,
CiteSeer [Lu and Getoor, 2003] has 3,312 papers, and Wiki [Yang et al., 2015] has 2,405
papers in 19 classes. The authors compare TADW with link only method (DeepWalk),
context only method (PLSA), concatenation of link representation and context representa-
tion, and linked document representation (NetPLSA). The experiment shows that TADW
outperforms the baselines on the classification task.
2.4.2 LDE
LDE learns embeddings for linked documents with labels. For the text part, LDE-Doc
improves PTE [Tang et al., 2015a] by introducing the word-document network with word
orders within a window when capturing the word-document relationship. It models two
relation in the academic papers – word-word-document relation for document embeddings
and document-document relation for network embeddings. Then they optimize these two
relations together to learn the paper embeddings. More formally, they maximize the average
log probability of
1
|P|
∑
(wi,wj ,dk)∈P
logP (wj |wi, dk), (2.39)
where wj is the words other than the center word in a window, P is the set of triplets
(wi, wj , dk) generated from the word-document relationship. This approach can be treated
as a variant of averaging word embeddings.
For the network information, LDE-link uses random edge sampling. At each step, LDE-
link randomly takes an edge from the citation graph and learns the embeddings from it.
This is the same strategy used in 1st-order LINE. It means two papers are similar only if
there is a direct edge between them. The sampling strategy is used in the document-label
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network. Therefore, the objective function of LDE is to maximize the probability of
O =
1
N
∑
(wi,wj ,dk)∈N
logP (wj |wi, dk)
+
1
E
∑
(di,dj)∈E
logP (dj |di)
+
1
Y
∑
(di,yj)∈Y
logP (yj |di)
− λ
|V |∑
i=1
‖vwi‖22 − λ
N∑
i=1
‖vdi‖22,
(2.40)
where N is the number of samples from word-word-document pairs, E is the number of
edges, Y is the number of labels. λ is the weight for regularization.
The authors tested LDE on two datasets and compared with a various document, link,
and linked document representation methods. However, most comparison methods are not
designed for classification tasks where labels are not learned. The only comparison method
that considers the label information is PTE, where the link information is missing during
the learning.
2.4.3 Paper2vec
Paper2vec[Ganguly and Pudi, 2017] is a method that can learn the representation for aca-
demic papers. It first pre-trains the document embeddings using PV-DM model, then
expands the citation network by linking each paper with their k-similar neighbors retrieved
by PV-DM. This step requires pair-wise computation on embeddings. Therefore, the time
complexity is O(N2), where N is the number of papers. Then it learns from the expanded
citation network by predicting a paper’s direct neighbors on top of the pre-trained PV-DM
model. The authors tested Paper2vec on two datasets. Cora dataset with enriched text
information that contains titles, abstracts and cited context. Another dataset is DBLP, in
which the context is extracted from CiteSeerX. The authors claim very high F1s on Cora
dataset, yet we failed to reproduce the results in our experiment. The algorithm is also very
sensitive to the value of k as reported by the authors.
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2.5 Summary
SGNS is the state-of-the-art model for word embeddings, which is also been modified to
learn embeddings from different types of data. This chapter covers the existing works, espe-
cially SGNS based algorithms, from four aspects: word embeddings, document embeddings,
network embeddings and linked document embeddings. We reimplement the SGNS model
and explain the details in this Chapter. It will be used throughout this dissertation for
learning embeddings from different types of data. We hope this chapter can give readers
a comprehensive overview of current works in this area. These works, especially SGNS
based algorithms, are also important to provide us a guidance to build our own embedding
methods for academic papers.
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CHAPTER 3
Network Embeddings
3.1 ShortWalk – Directed graph embeddings
Most network embedding algorithms, e.g., DeepWalk[Perozzi et al., 2014] and node2vec
[Grover and Leskovec, 2016], are based on the well-known word-embedding algorithm [Mikolov
et al., 2013b], in particular, the Skip-Gram with Negative Sampling model (SGNS). Hence,
a crucial step in a network embedding algorithm is transforming the network to a ‘text’
by a graph traversing method. DeepWalk uses long random walks. node2vec improved
DeepWalk with biased random walks. Long random walks in DeepWalk and node2vec are
necessary to produce ‘text’ so that subsequent SGNS can be applied. In undirected graphs,
it is reported that the best performance is achieved when random walk length reaches 100
in most relevant papers, such as in [Grover and Leskovec, 2016] and [Dong et al., 2017].
However, random walks are normally not that long. The well-known PageRank algo-
rithm uses random walks that restart at a probability ranging between 0.15 to 0.2 [Brin
and Page, 1998, Zhao et al., 2019], resulting in an average walk length of five to six. Note
that there are two crucial differences between random walk in PageRank and the random
walk in DeepWalk: in PageRank, every path can be of different length, not a fixed length
as in DeepWalk and node2vec; and the average path length is much shorter in PageRank.
There is a reason for choosing a shorter length in PageRank: a long random walk may
be trapped in a small region, and some nodes could be visited repeatedly in the trapped
area [Sen and Chaudhary, 2017]. To avoid these traps, PageRank introduces damping factor
that allows the walker teleports to another node randomly. There is also a reason for long
random walks in DeepWalk and node2vec: long random walks resemble paragraphs in text,
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hence SGNS can be run on the ‘text’. If paragraph lengths were only five on average,
running SGNS would be meaningless since the window size is usually set from 5 to 10 [Tang
et al., 2015b, Perozzi et al., 2014].
To solve the dilemmas in directed graph embedding algorithms, we propose a new
method called ShortWalk. It performs short random walks that have frequent restarts,
resulting in short random walk traces. Then, instead of applying SGNS directly on the
traces, ShortWalk obtains the training pairs with the pair-wise combination of the nodes
in the short random walk traces. We validate our method on eight directed graphs. Ex-
perimental results suggest ShortWalk outperforms DeepWalk consistently on all datasets in
both classification and link prediction tasks.
3.1.1 The Dilemma
The Problem of Long Random Walks
Long random walk is never an option in PageRank-like algorithms. The reason is obvious:
enclosed loops may occur and nodes could be visited repeatedly in long random walks, hence
the visiting probability can be enhanced tremendously. For instance, if two webpages link
each other only, each would be visited 50 times if the walk length is 100. The ‘importance’
of the nodes are amplified by roughly 50 times, compared with the nodes that connect
well with others. To overcome this problem, PageRank-like algorithms introduce frequent
random jumps, say, random jump with a probability of 0.15, resulting in average random
walk length of around six. Thus, the importance of the mutually linked webpages would be
amplified by 6/2=3 on average, instead of 50 in long random walks.
TABLE 3.1: Top visited webpages in WebGoogle. Webpages are sorted by their occurrence
in DeepWalk100.
URL
Degree DeepWalk100 DeepWalk5
In-degree Out-degree count/total PageRank(α = 0.99) count/total PageRank(α = 0.8)
http://www.google.com/googleblog/ 203 1 0.103 0.101 0.002 0.004
http://www.google.com/advanced search 11,397 11 0.065 0.054 0.082 0.064
http://www.google.com/support/talk 5 1 0.056 0.076 0.001 0.002
http://www.google.com/holidaylogos.html 7,730 15 0.047 0.037 0.046 0.037
http://www.google.com/terms of service.html 3,384 10 0.020 0.028 0.015 0.020
http://www.google.com/intl/en/about.html 270 9 0.016 0.011 0.012 0.009
http://www.google.com/intl/en/ads/ 98 15 0.015 0.012 0.012 0.010
http://www.google.com/intl/en/services/ 49 17 0.015 0.011 0.011 0.009
http://www.google.com/webmasters/ 1,036 21 0.014 0.016 0.010 0.011
http://www.google.com/options/ 3,679 5 0.013 0.013 0.017 0.016
Long random walks indeed cause such unfair weighting in real applications, in various
kinds of graphs. We illustrate this phenomenon with a real webpage datasets crawled from
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http://google.com/ [Palla et al., 2007]. Table 3.1 lists the occurrences for top 10 visited
webpages. The superscript of DeepWalk represents the maximum length of the traces.
Webpages are sorted by their occurrence in DeepWalk with walking path l = 100. DeepWalk
uses random walk with fixed length to generate the traces. It can be treated as a variant of
PageRank with α = 1−1/l. Therefore, we also list the corresponding PageRank value in the
table. From the table, we can see that Google Blog occupies 10.3% occurrence in the walk
traces. Therefore, it will have massive training pairs in SGNS. However, this webpage has a
very small in-degree and out-degree – 203 and 1. We notice that this node has a very high
PageRank value calculated by α = 0.99, which is very close to its occurrence. Moreover, the
Pearson’s Correlation Coefficient between a node appears in the walking traces generated
by DeepWalk100 and its corresponding PageRank value by α = 0.99 is 0.97. The high
PageRank value is caused by the self-loop – this page has only one out-link pointing to
itself. When setting α = 0.8, the PageRank value of Google Blog becomes 25 times smaller
than α = 0.99. Thus, it is expected to see the occurrence obtained by DeepWalk5 decreases
to 0.2%, which is 51.5 times less than long traces.
We then further explore the impact of path length l with Figure 3.1. When l is large,
the gap between top occurred nodes and lower frequent nodes are big. It means that lower
frequent node will have less training pairs than frequent ones. In this case, some nodes may
not have enough training pairs, resulting in low-quality embeddings. On the other hand,
the gap is much smaller when l = 5.
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FIGURE 3.1: Distribution of occurrence by different l in DeepWalk.
.
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The Problem of Running SGNS on Short Random Walks
Since short random walks are more robust and reflect the node importance better, we may
be tempted to run SGNS directly on traces of short random walks. The result is not
satisfactory as demonstrated in the later section. This is caused by the strategy in SGNS
for generating the training pairs. Given a typical short trace of length six n0n1n2n3n4n5.
Suppose that five epochs are run and the window length is five as in a typical SGNS setting.
When the center word is n0, it will be used as the input of SGNS and pairs with n1, n2, ...
and n5 with different frequencies, on average they are 5, 4, 3, 2, 1 times respectively. When
the center word moves forward, n0 will be paired as output with n1 5 times, with n2 4 times,
and so on. Hence, altogether, n0 occurs 5 + 4 + 3 + 2 + 1 = 15 times as the input/output on
average. On the other hand, nodes in the middle of the trace will have higher occurrences.
For instance, n2 will be used as input 4 + 5 + 5 + 4 + 3 = 21 times, much higher than that
of n0 (15). As a result, n2 will be updated 1.4 times more than n0 on average.
Those nodes should have equal importance – if they were in a long trace, they would
have the same occurrences. The long trace was chopped down to shorter pieces for better
visiting probability, but we should not penalize the nodes at the ends of a trace.
To summarize, node occurrence count in training pairs depends on two factors, one is the
node visiting probability in random walks, the other is the scanning/sampling algorithm.
When we change to short random walks to cater for more reasonable visiting probability,
we also need to change the pair sampling algorithm to cope with the short trace.
3.1.2 Our method
Pair-wise Combination
To understand our solution, let us fall back to the word embedding problem in SGNS
momentarily. Let us suppose that the text is continuous without paragraph or document
breaks to simplify the discussion. Our problem is reduced to the following word embedding
problem: If we scramble the text into short pieces, say each of length 5. With the long
trace gone, what is the method to generate the training pairs from the scrambled pieces
(5-grams)?
In this case, running SG on k-grams is not the right choice as we explained in the
previous section. Instead, we should use co-occurrences Lund and Burgess [1996] that was
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used to capture word relations. Interestingly, the co-occurrence count in k-grams is actually
proportional to the SG count on long text. More specifically,
Theorem 1. Given a long text and a pair of words wi, wj. Let fc(wi, wj) denote the
co-occurrence frequency of (wi, wj) obtained from k-grams of the text, and fs(wi, wj) is
the frequency obtained by Skip-Gram. fc(wi, wj) is proportional to the expectation of the
fs(wi, wj), i.e.,
f c(wi, wj) ∝ E(fs(wi, wj)) (3.1)
Proof. Suppose that wi and wj co-occur in a k-gram with x positions apart from each other,
for x < k − 1. They will co-occur in other neighbouring k − x k-grams. In SG, when wi is
the centre word, (wi, wj) will be trained with probability (k − x)/k. Hence, the expected
number of pairs in SG is proportional to (k − x), supposing that k is a constant.
To support Theorem 1, we run SGNS and pair-wise combination on text8. Text8 is
widely used to demonstrate word embedding algorithms, e.g., in [Pennington et al., 2014].
It is the first 108 bytes of a clean dump from English Wikipedia [Chelba et al., 2013]. We
set the window size to 5 in SGNS and sum the word pair occurrence of five runs. Then we
compare the occurrence with the ones obtained by pair-wise combination in Figure 3.2. The
x-axis is the rank of the training pairs and the y-axis is the corresponding occurrence. We
can see that these two lines are matched perfectly with Pearson’s Correlation Coefficient of
1 − 2 × 10−6. For instance, the most frequent word pair is (of, the). It appears 2,082,562
times in SGNS and 2,082,590 times in pair-wise combination.
ShortWalk Algorithm
Pair-wise combination gives equal weight for all nodes in the short traces. Thus, we can
combine it with short random walks to generate the training pairs. Algorithm 2 describes
our method. ShortWalk takes a graph G = (V,E) as the input and initializes the SGNS
model. It also initializes a walker that starts walking from a random node. At each step of
a random walk, the walker randomly traverses to one of the current location’s neighbors.
If the current location has no out-going edge, or the length of current trace excess the
threshold l, it will teleport to a random node. Meanwhile, ShortWalk will generate the
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FIGURE 3.2: Comparison of SGNS and pair-wise combination. The Pearson’s Correlation
Coefficient between them is 1− 2× 10−6.
training pairs by taking the pair-wise combination of all nodes occurred in that trace to
update SGNS. The algorithm stops when the number of training pairs been updated meets
the preset sampling budget S.
The differences between ShortWalk and DeepWalk are: 1) ShortWalk uses a smaller l
to generate the walking traces than DeepWalk. In most DeepWalk applications, l is set to
a large value up to 100. In ShortWalk, l is the highest proximity we want to reserve of the
graph, which can be treated as the window size in DeepWalk. 2) ShortWalk generates the
training pairs by taking pair-wise combination of all nodes occurred in the walking path
(line 9,10 in Algorithm 2). Compared with DeepWalk, which uses SGNS to generate the
training pairs, ShortWalk gives equal weight to all nodes in the same path.
3.1.3 Experiments
ShortWalk improves DeepWalk from two aspects: shorter traces and balanced training
pairs. To demostrate the effectiveness of our method, we use the following two methods in
our experiments:
DeepWalk: The first SGNS based network embedding algorithm proposed in [Perozzi
et al., 2014]. It converts a network into ‘text’ using random walk with fixed length. The
training pairs are obtained via SGNS. We use two different l in our experiment. DeepWalk100
follows the recommended setting and uses l = 100 to generate long path. DeepWalk5
generates short traces by setting l to 5.
ShortWalk: The proposed method. It performs short random walk with DeepWalk5
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Algorithm 2 ShortWalk algorithm
1: function ShortWalk(Graph G = (V,E); maximum walk length l; embedding size d; sampling budget
S) Initialize SGNS;
2:
3: while number of trained pair < S do
4: currentNode = a random node from V ;
5:
6: trace = (currentNode);
7:
8: while length(trace) < l & currentNode has neighbors do
9: currentNode = a random neighbor of currentNode;
10:
11: append currentNode to trace;
12:
13: end while
14: for i = 0; i < len(trace); i+ + do
15: for j = 0; j < len(trace); j + + do
16: if i 6= j then
17: Update SGNS with (trace[i], trace[j])
18: end if
19: end for
20: end for
21: end while
22: end function
and generates training pairs with pair-wise combination.
For each method, we set the number of negative samples per training pair to 5, the
dimension of embeddings to 100. The learning rate decays from 0.025 to 0.0001. These
are the common settings for SGNS based algorithms [Tang et al., 2015b, Mikolov et al.,
2013b]. However, the iteration time was rarely discussed in the previous works. In our
work, we optimize the models with the same number of training pairs per dataset for a fair
comparison. For each dataset, we set the sampling budget to 2 ∗ 100 ∗ |V | ∗ 10. Intuitively,
it is the size of parameters of SGNS model multiplied by 10. The preliminary experiment
suggests the model will converge and give a good result with this value. For DeepWalk, the
window size is set to 5. Thus, the maximum walking path length l for ShortWalk is set to
5 to capture the same structures of the graphs.
We implement all algorithms in Cython from scratch. BLAS (Basic Linear Algebra
Subprograms) is used to accelerate the vector computation. Our implementation can per-
form up to 5.8 million updates per second per thread. We also use multi-thread to boost
the training speed. It is faster than most existing implementations [Mikolov et al., 2013b,
Rˇeh˚urˇek and Sojka, 2010, Ji et al., 2019]. Experiments are conducted on a server with 24
cores and 256 GB memory. The source code is available online 1.
1anonymous url
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TABLE 3.2: Statistics of datasets. We also list average shortest paths and number of
triangles for smaller graphs to understand their structure. The average shortest path and
number of triangles are not reported for AMinerV8 due to its large size.
Dataset # Nodes # Edges Avg degree Avg shortest path # Triangles # Labels
CiteSeer 2,110 3,757 1.78 1.52 1,083 6
Cora 2,485 5,209 2.10 4.57 1,558 7
wiki Vote 7,066 103,663 14.67 3.34 608,389 –
WebGoogle 15,763 171,206 10.86 6.33 591,156 2
PubMed 19,717 44,338 2.25 4.32 12,520 3
Cora Citation 23,166 91,500 3.95 13.82 78,791 10
Web BerkStan 654,782 7,499,425 11.45 13.75 64,520,617 –
AMinerV8 766,059 4,181,905 5.46 – – 11
Datasets
We tested all the directed labeled graphs used in the survey paper [Zhang et al., 2017a].
These datasets fall into three categories. Cora, CiteSeer, PubMed, Cora Citation, and
AMinerV8 are citation networks extracted from digital libraries. Each node represents an
academic paper and each directed link is a citation. Some papers also have label information
indicating the corresponding research fields. These datasets are widely used to benchmark
the embedding algorithms. We also select three well-known directed graph from SNAP
[Leskovec and Krevl, 2014] and KONECT [Kunegis, 2013]. For example, Wiki Vote is a
social network that contains the voting data of Wikipedia before January 2008. It is used by
[Sun et al., 2018] to evaluate ATP which is a network embedding algorithm that can preserve
the asymmetric transitivity. PageRank is originally proposed to measure the importance
of webpages. Thus we also experiment with two webpages datasets: WebGoogle and Web
BerkStan. Webpages in WebGoogle are split by services. We use the two largest services
(intl and univ) as the ground-true labels. We clean the graphs and only use the largest
weakly connected component (WCC) in our experiment. The statistics of the datasets are
list in Table 3.2. The smallest dataset only contains 2,110 nodes and the largest one has
over 0.77 million nodes linked by 4.18 million edges.
Classification
Classification is widely used to evaluate network embeddings [Grover and Leskovec, 2016,
Tang et al., 2015b, Perozzi et al., 2014]. Embedding algorithms produce different embed-
dings in each run. To eliminate the effect of randomness, we run five models for each
algorithm. Then for each model, we train a Logistic Regression classifier implemented in
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TABLE 3.3: Performance of classification task. Scores are averaged from 5 models. Each
model produce one micro F1 score by 10-fold cross validation.
Dataset DeepWalk100 DeepWalk5 ShortWalk
CiteSeer 0.264 0.415 0.593
Cora 0.310 0.550 0.742
WebGoogle 0.838 0.966 0.986
PubMed 0.599 0.597 0.745
Cora Citation 0.444 0.513 0.718
AMinerV8 0.441 0.488 0.718
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FIGURE 3.3: Performance of classification task. Each model produce one micro F1 score by
10-fold cross validation. Panel(a) reports the F1 score averaged from 5 models. The shaded
area indicate the standard deviation. Panel(b) shows the corresponding improvement using
DeepWalk as the baseline. . so the traces should not be very different from ShortWalk.
the scikit-learn toolkit with default hyper-parameters. The classifier takes an embedding
as the input, then predicts the corresponding label of that node. We perform 10-fold cross-
validation for each model and take the average micro F1 score as performance. Therefore,
each model will have one performance score. Then we report the average and standard
deviation of these five scores.
Table 3.3 and Figure 3.3 show the results, from which we have observations as follow:
1) Overall, ShortWalk outperforms DeepWalk100 and DeepWalk5 in classification task con-
sistently. The highest performance is reported on WebGoogle. F1 for ShortWalk is 0.986.
DeepWalk100 is 15% lower (0.838). 2) DeepWalk5 has better performance than DeepWalk100
on all datasets except PubMed. This indicates that shorter walking traces indeed can im-
prove the quality of embeddings. However, the result is not satisfactory. For instance, the
improvement is very small for large graphs such as PubMed, Cora Citation, and AMinerV8.
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3) ShortWalk further improves DeepWalk5 by generating training pairs using the pair-wise
combination. The improvement is significant. For example, ShortWalk has 24.4%, 61.7%,
62.8% improvements against DeepWalk5 in PubMed, Cora Citation, and AMinerV8. 4)
Embeddings are stable in different runs. The standard deviation of the F1s is too small
to observe in the plot. For instance, AMinerV8 has the smallest standard deviations of
0.003 and 0.001 for ShortWalk and DeepWalk. 5) The improvements are various for differ-
ent datasets. The largest improvement of ShortWalk over DeepWalk100 is 139% in Cora.
CiteSeer also receives 125% improvement.
Link Prediction
In a graph, nodes interact with each other via links. Such links may be inaccurate or
incomplete. Link prediction is a task to predict the missing links in a network [Liben-
Nowell and Kleinberg, 2007]. It is another popular benchmark of the network embeddings
[Grover and Leskovec, 2016, Goyal and Ferrara, 2018]. In this task, each node has an
embedding. Then the relation between two nodes can be represented by their embeddings
using the Hadamard operator proposed in Grover and Leskovec [2016].
To evaluate embeddings in this task, for each dataset, we use 70% proportion edges to
learn embeddings and use the rest 30% edges as test data. In the evaluation phase, we treat
the link prediction task as a regression task that calculates the probability of two nodes is
linked by an edge in the network. Therefore, the true examples are the edges we removed
before (the 30% proportion edges), and an equal amount of false examples are generated
randomly. A Logistic Regression is used in this task. The output value is in the range of
0 to 1. Zero means very unlikely that two nodes are linked by an edge. One means these
nodes are expected to be linked together. Then the performance is calculated by the Area
Under the Curve (AUC) of the Receiver Operating Characteristic Curve (ROC) [Hanley
and McNeil, 1982]. This is the same strategy used in [Zhou et al., 2017, Goyal and Ferrara,
2018]. We run five models for each algorithm, then report the average AUC scores.
Table 3.4 and Figure 3.4 are the results. The x-axis shows the datasets sorted by
the graph size. The y-axis denotes the AUC scores. Overall, ShortWalk outperforms
DeepWalk100 and DeepWalk5 consistently on all datasets. Web BerkStan has the best per-
formance in this task. The AUC scores are 0.99, 0.91, and 0.66 for ShortWalk, DeepWalk5,
and DeepWalk100, respectively.
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TABLE 3.4: AUC score of link prediction. 10-fold cross-validation. 5 embeddings per
dataset per method.
Dataset DeepWalk100 DeepWalk5 ShortWalk
CiteSeer 0.491 0.529 0.653
Cora 0.489 0.544 0.647
Wiki Vote 0.682 0.636 0.809
WebGoogle 0.718 0.868 0.934
PubMed 0.620 0.566 0.891
Cora Citation 0.596 0.631 0.927
Web BerkStan 0.664 0.905 0.993
AMinerV8 0.901 0.904 0.986
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FIGURE 3.4: Performance of Link Prediction task. Each model produce one AUC score by
10-fold cross validation. Then the reported AUC score is averaged from 5 models. Panel(a)
shows the AUC score of ShortWalk and DeepWalk. The shaded area indicate the standard
deviation. Panel(b) shows the corresponding improvement using DeepWalk5 as the baseline.
Case Studies
ShortWalk improves DeepWalk from two aspects. It uses the shorter walk traces as the ‘text’
and uses pair-wise combination to generate the training pairs. Next, we study two datasets
to understand the impact of these two improvements. We first take a look at the impact of
the path length. Figure 3.5 shows the length of the traces retrieved by DeepWalk100 and
DeepWalk5. Panel (a) shows the WebGoogle dataset. When l = 100, the distribution of
the trace length resembles a power-law. Most paths are short and few of them are long.
However, we can see a peak at the end of the plot (length of 100). This is caused by
self-loops in the directed graph. It contributes 9.17% of the total paths. When limiting
the length to 5, we can minimize the impact of these loops. This explains why DeepWalk5
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has higher performance than DeepWalk100 in both classification and link prediction tasks.
We plot the embeddings of WebGoogle Figure 3.6. Panel (a) shows the layout of the
network generated by Atlas Force 2 [Jacomy et al., 2014]. Panel (b), (c), and (d) illustrate
embeddings generated by DeepWalk100, DeepWalk5, and ShortWalk, respectively. We use
t-SNE [Van Der Maaten, 2014] to reduce the dimensionality from 100 to 2. In WebGoogle,
DeepWalk100 can not separate two classes well. There are many nodes mixed in the upper
right corner. When walking path is short, embeddings start to capture the structure of the
graph as indicated in Panel (c). ShortWalk shows a clear structure of the nodes. The orange
cluster roughly falls into four groups. Thus, it has a very high F1 in the classification task.
On the other hand, the walking paths in PubMed are all short as illustrated in Figure
3.7 Panel (b). The longest length is only 11. This is because PubMed is a citation graph
where papers only cite old ones. Hence, there is no loop in PubMed. It is expected to
see that DeepWalk100 and DeepWalk5 have similar performance in classification and link
prediction tasks. Their 2D plots are also very similar as shown in Figure 3.7 Panel (b) and
(c). The only difference between DeepWalk5 and ShortWalk is the way they generate the
training pairs. As we discussed in Section 3.1.1, SGNS gives more weights to the nodes
located in the center of the paths. By using pair-wise combination, each node on the same
trace receives equal weighs, leading to better embeddings.
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FIGURE 3.5: Length distribution of walk traces generated by DeepWalk with different l.
3.1.4 Conclusion
SGNS based network embedding algorithms are widely discussed and applied in real-world
applications. However, these algorithms are designed for undirected graphs, where long
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FIGURE 3.6: 2D plot of WebGoogle. Only the labeled 14,555 nodes are plotted.
(a) Atlas Force 2 (b) DeepWalk100 (c) DeepWalk5 (d) ShortWalk
FIGURE 3.7: 2D plot of PubMed.
random walks are used to capture the structure of the network. Porting these algorithms
on directed graphs can be problematic. This paper reveals two problems when applying
random walk on directed graphs. Different from the undirected graph, long random walks
can be trapped. Moreover, applying SGNS directly on these short traces will interrupt the
node occurrence.
To overcome these problems, this paper proposes a novel but effective method called
ShortWalk to learn embeddings from directed graphs. ShortWalk limits the length of ran-
dom walk paths so that the impact of traps can be minimized. Instead of applying SGNS
directly on the paths, we take the pair-wise combination to generate training pairs from the
traces. This ensures all nodes in the same path will have equal weight during the learning
process. We compare our approach with DeepWalk on 8 datasets. Experimental results
show that ShortWalk outperforms DeepWalk consistently in both classification and link
prediction tasks.
3.2 Norm convergence issue
In Chapter 2, we reviewed some SGNS based network embeddings such as LINE [Tang
et al., 2015b], DeepWalk [Perozzi et al., 2014], and node2vec [Grover and Leskovec, 2016].
Despite the popularity of these algorithms, the repeatability of the experiments is a common
problem. For example, the macro-F1 of multi-label classification on BlogCatalog, a widely
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FIGURE 3.8: Performance degeneration on network embedding algorithms.
used dataset for benchmarking network embeddings, is reported as 0.273 in [Perozzi et al.,
2014], but is 0.211 in [Grover and Leskovec, 2016]. It is partially due to the randomness of
the algorithms when numerous hyper-parameters are involved, but also suggests that the
performance of SGNS may not be stable in some cases. In this section, we address the norm
convergence issue discovered in these three algorithms.
3.2.1 Performance degeneration over iteration
The number of iterations is one of many hyper-parameters in SGNS. It is the number of
times to scan the data to train the model. We observe that with the increase of iteration,
the performance first increases to a peak, then decreases consistently for these algorithms
on various datasets. Figure 3.8 shows such phenomenon. The micro and macro F1 scores
of node classification are plotted. To ameliorate the variation caused by the randomness
of the algorithms, for each algorithm, we train five models independently and report the
mean of their performance. For better observation, we set the learning rate to a fixed value
of 0.025 instead of a decaying learning rate. During the training, when every 106 samples
have been trained, we take a snapshot of the model and evaluate embeddings on different
tasks. From the plot, we can see that performance for these algorithms rises to the peak
after 5 iterations, then drops down continuously. The experiment suggests that the best
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performance can be found somewhere during the training, but will degenerate over iteration.
More importantly, we may need different iterations for different tasks. In practice, we can
perform grid-search to find the best iteration time for each dataset and task. However, a
better solution is needed for producing a stable result.
3.2.2 Norms of embeddings
Next, we examine the evolution of the vectors’ length by recording the L2 norms of the
vector. Given a n dimensional vector v, the L2-norm ‖v‖2 is define as :
‖v‖2 =
√√√√ n∑
i
v2i (3.2)
where vi is the i-th element of the vector v. L2-Norm measures the length of the vector
in the Euclidean space. Thus, it is sometime known as Euclidean norm. Overall, vectors’
norms will increase over iterations. Intuitively, frequent items should have larger norms so
that they can have higher impact during the training [Gao et al., 2018]. To observe the
evolution of vectors’ norms, we sample four categories of items according to their degrees.
The smallest nodes are the ones with a degree between one and four. The second smallest
nodes have degrees between 22 + 1 and 24. The third category has degrees between 24 + 1
and 28, and the largest nodes have degrees greater than 28 + 1.
For each group, we randomly select 25 items and record their average L2-norms. Figure
3.9 shows the evolution of L2-norms for words, documents and networks over training
iterations. Row one is for embedding rectors and row two is for output vectors. All three
algorithms (LINE, DeepWalk, node2vec) have the similar phenomena. Large nodes converge
quickly in few iterations and norms for small nodes keep growing during the learning. After
the cross-point, the performance degenerates as shown in Figure 3.8.
3.2.3 Network embeddings with L2 regularization
Given a network G = (V,E), where V is a set of nodes and E is a set of edges. An embedding
is a dense d-dimension vector v for a node n ∈ V , where d |V |. The embedding v should
retain the information of node n in the network such as similarity and structure.
To learn embeddings from a network, for each node n in the network, existing works
train the SGNS model with a specific sampling strategy N+(n) that captures the node-
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FIGURE 3.9: L2-norm of vectors – BlogCatalog.
neighborhood information. More specifically, DeepWalk and node2vec use the skip-gram
window on the uniform and biased random walk paths, and LINE uses random edge sam-
pling. In our work, we add L2 regularization in the model to improve the embeddings. The
objective function is:
O =
1
S
∑
ni∈V
∑
nj∈N+(ni)
[log σ(uj · vi) +
K∑
k=1
Enk∼Pn log σ(−uk · vi)]
−λ
|V |∑
i=1
‖vi‖22 − λ
|V |∑
i=1
‖ui‖22, (3.3)
where S is the number of observed training pairs. vi is the embedding vector for node ni. uj
is the output vector for node nj . λ is the regularization weight. |V | is the number of nodes
in the network. N+(ni) is the sampling strategy used to generate training pairs for node
ni. Pn is a noise distribution which is the frequency of nodes raised to the power of 0.75
[Mikolov et al., 2013b]. Note that for LINE, this frequency follows the degree distribution,
while in DeepWalk and node2vec, it is the frequency of a node in the training examples.
These works use SGD to update their models. Thus the model updated immediately when a
training pair arrives as we discussed in Chapter 2 Section 2.1.2. To ensure a smooth update,
we distribute the regularization weight λ into each training sample pair by frequency. More
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specifically, for each training sample (ni, nj), the local objective is:
log σ(uj · vi) +
K∑
k=1
Enk∼Pn log σ(−uk · vi)
−λ1‖vi‖22 − λ2‖uj‖22 −
K∑
k=1
Enk∼Pnλ3‖uk‖22.
(3.4)
Here λ1, λ2 and λ3 are the regularization weight for embedding vector vi, output vector uj
and negative sample uk derived from λ, which are defined as below:
λ1 =
λ
Freqi(ni)
,
λ2 =
λ
Freqo(nj) + Freqn(nj)
,
λ3 =
λ
Freqo(nk) + Freqn(nk)
.
(3.5)
Here Freqi(·), Freqo(·) and Freqn(·) denote the frequency of an item trained as an input,
output and negative sample per training iteration, respectively. To update the model, we
take the derivative of Equation 3.4 for a specific training pair (ni, nj). The update equations
are:
vi ← vi + η[(1− σ(uj · vi)) · uj +
K∑
k=1
Enk∼Pn − σ(uk · vi) · uk − 2λ1vi]
uj ← uj + η[(1− σ(uj · vi)) · vi − 2λ2uj ]
uk ← uk + η[(−σ(uk · vi)) · vi − 2λ3uk],
(3.6)
where η is the learning rate which is decays from 0.025 to 0.0001 in most related works.
Then we can use SGD to update the model to retrieve the embeddings.
In most real-world datasets, the frequency of an item follows power law distribution.
Therefore, frequent items will have more training samples. In word embeddings, existing
work adopts the subsampling strategy to reduce the training samples for frequent items
[Mikolov et al., 2013b] as introduced in Chapter 2 Section 2.1.3. In our experiment, we
find that network embedding algorithms are sensitive to subsampling. Thus, we discard
subsampling in our experiment and keep all observed training samples. One can easily
adopt subsampling and search for the best parameter to improve embeddings and training
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FIGURE 3.10: Sigmoid function. The output is in range of (0, 1)
speed. The implementation is provided on our webpage 2.
3.2.4 L2 regularization on embedding vectors
Our regularization restricts both embedding vectors and output vectors. It is necessary to
compare with approaches that regularizes the embedding vectors only [Gao et al., 2018, Ai
et al., 2016a]. According to the update equation 3.6, embeddings are updated according to
σ(u · v) and u. Training with unrestricted u will also lead to larger update weight during
the training. For example, assume that there is a training sample pair (ni, nj), vi and uj
are the corresponding embedding vector and output vector. Without the regularizer, the
updating weight for vi is
(1− σ(uj · vi)) · uj +
K∑
k=1
Enk∼Pn − σ(uk · vi) · uk.
The first term is the weight that learned from the output sample nj . When uj is an
unrestricted vector with large L2-norm, uj · vi can be larger or smaller than expected. The
output of sigmoid function is in range of (0, 1) as shown in Figure 3.10. Larger uj · vi
will case the sigmoid value σ(uj · vi) closer to 1. Moreover, when uj is unrestricted, the
final update weight could also be larger than expected. Thus, we argue that applying L2
regularization on embedding vectors is insufficient.
To support our claim, we train the network embedding algorithms by setting λ2 and λ3
to 0, which leaves the output vector unrestricted. This equals to the LogSig model proposed
in [Gao et al., 2018]. The experiment results are illustrated in Figure 3.11. We can see that
the norms for embedding vectors are restricted. However, norms for output vectors are still
2http://zhang18f.myweb.cs.uwindsor.ca/n2v_r
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FIGURE 3.11: Norms of the vectors in network embeddings – L2 regularization on embed-
ding vectors only.
growing, even larger than before. For example, norms for small nodes in LINE increase
from 80.29 to 115.97. After we applying regularization on embedding vectors, there is a
small peak in the early stage of the training for the embedding vectors. After the peak, the
norms drop and become stable.
Overall, we can see that applying regularization on embeddings will stabilize the em-
bedding vectors, but the convergence problem still exists for output vectors, even severer
than before. Compared with our model, as shown in Figure 3.12, we can see norms of
embeddings and output vectors converge for all three algorithms. Intuitively, the norm of
a vector reflects the importance of the corresponding node. Large norms will bring large
update weights. By adding the regularization properly, norms of small nodes are restricted
and smaller than large nodes as expected.
3.3 N2V
3.3.1 Scalability issue
The key difference of SGNS based network embeddings algorithms is the sampling strategy,
which captures the node-neighborhood co-occurrence information of the network. Random
walk is a popular approach. It is used by DeepWalk [Perozzi et al., 2014] and node2vec
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FIGURE 3.13: An example of random walk based network embedding algorithms. It uses a
walker to generate the walking paths. Training pairs are captured by a skip-gram window,
and are learned by SGNS.
59
3. NETWORK EMBEDDINGS
[Grover and Leskovec, 2016]. These algorithms turn a network into a ’text’ by traversing the
network in a certain way, and regarding the visiting path as the text. Then SGNS algorithm
is applied to the paths. Figure 3.13 shows the process. In this example, a walker starts
walking from n2 and visits other nodes in the network. At each step, the walker makes
decision for next node by different sampling strategies. For example, DeepWalk chooses
the walker’s next location randomly from the neighbors of current position, while node2vec
calculates the next location by taking consideration of the shortest path between nodes.
Panel(a) to (e) shows the procedure of a random walk. Unlike PageRank algorithm [Brin
and Page, 1998], in which the walker has a probability to randomly jump to other nodes,
the walker in DeepWalk and node2vec does not teleport. Instead, the walker starts on each
node and stops when the walking path meets the designed length l, which is set to 6 in
this example. When the walker stops, the path is (n2, n3, n1, n7, n8, n9). When all walkers
finished walking, all paths will be save as a large corpus. To capture the global structure
of the network, DeepWalk and node2vec start a walker from every node. These paths are
saved in memory or hard drive before feeding into SGNS. Therefore, both DeepWalk and
node2vec perform offline sampling. However, the space complexity for storing these “fake
corpus” is O(|V | × l × k), where l denotes the length per path, k denotes the iteration
time (number of walking paths per node). In most implementations, k is set to 10, and l
is set to 40 to 100 [Grover and Leskovec, 2016, Perozzi et al., 2014]. In real life dataset,
the number of nodes can be very large. For example, in Microsoft Academic Graph (MAG)
[Sinha et al., 2015], there are over 46.64 million nodes in the citation graph. The SGNS
model needs two representation for each node. Therefore, it needs O(2×|V |×d) to store the
vectors. In our experiments, we set d to 100 in all experiments. Therefore, MAG requires
2× 46.64× 106 × 100 ≈ 9.32× 109 variables to hold the vectors. Suppose each variable is a
32-bit float, we need 34.7 GB memory to run SGNS. Similarly, when l = 100, k = 10, the
random walk paths will consume minimum 180 GB memory. Moreover, node2vec requires
additional space to save the pre-computed transition probability with space complexity of
O(4〈d〉2|V |) on undirected graph and is O(〈d〉2|V |) on directed graph, where 〈d〉 is the
average degree of nodes and |V | is the number of nodes in the network. It means we need
another 92 GB memory for node2vec on MAG. Saving such intermedia data requires lots
of memory and is not practical for most commodity computers.
Another method to generate training examples is random edge, which is used by LINE
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FIGURE 3.14: An example of LINE. It uses random edge sampling to generate the training
samples.
[Tang et al., 2015b]. Figure 3.14 shows an example. Suppose we have an undirected network
illustrated in Panel(a), where each edge is unweighted undirected. LINE randomly selects
an edge from the network , say e = (n1, n3) as shown in Panel (b). This edge contains
the information that n1 has a neighbor n3. Therefore, the corresponding training sample
is (n1, n3). Embeddings are learned from such samples via SGNS as illustrated in Panel
(c). LINE initialize SGNS model using the information from graph directly. The model
can be updated immediately when an edge been sampled. Therefore, it performs online
sampling. Since random edge only considers two nodes are similar only if they share the
same neighbors, which reserves the 2nd-order proximity of the network [Tang et al., 2015b].
Therefore, it learns less information from the graph, and has lower performance than random
walk based algorithms in many tasks [Goyal and Ferrara, 2018]. In our work, we propose a
random walk based online sampling method called N2V to generate training pairs.
3.3.2 Our method
In our work, we propose a random walk based sampling strategy – N2V. Algorithm 3 shows
the pseudo code of N2V, and Figure 3.15 illustrates an example. There are 9 nodes in the
graph. Suppose there is a walker travels on the network randomly. The walker randomly
starts on node according to the degree distribution. Here, n1 has been selected. Then we
initialize the walker with three states: root node nr, current position ni, the distance l
between nr and ni as shown in Panel (a). At each step, the walker has two options: walking
to a node via an edges, or jump to another random node. The probability for random jump
is defined as 1 − pl, where p = 0.85 is a hyper-parameter. In Panel (b), the walker resides
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FIGURE 3.15: An example of N2V sampling. The red node represents the start node. Blue
line is the visited path. Red lines represent the current walking path and the dashed line
represents the random jump.
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Algorithm 3 N2V
1: function N2V(network G, walking probability p, total number of training pairs S)
2: Calculate the degree distribution Pd from G
3: Initialize walker’s root ← random select a node from G according to Pd
4: Initialize walk path length l = 0
5: Initialize walker’s current position position = root
6: while total pairs been trained < S do
7: if random(0, 1) < pl then
8: nextPos← select one of position’s neighbors with equal probability
9: position = nextPos
10: l = l + 1
11: Train SGNS with training pair (root, position)
12: else
13: root ← random jump to a node in G with probability proportional to Pd
14: l = 0
15: position = root
16: end if
17: end while
18: end function
on the root (l = 0). Therefore, the jump probability is 0. Next, the walker will randomly
go to one of n1’s neighbors and update the state accordingly as shown in Panel (c) and (d).
In this state, the walker will generate a training pair (nr, ni) to update SGNS. Different
from DeepWalk and node2vec, walker in N2V only generates the training pair for the root
node. Panel (e) shows an example. Note that the probability of random jump increase
exponentially with l. Intuitively, the deeper the walker goes, the more likely it will jump
to another location. Therefore, N2V gives more weight to the lower-order proximity than
higher-order proximity. The sampling procedure repeats until the number of trained pairs
reach the threshold S.
We also give the formal definition of the random walk in N2V. Suppose a walker starts
travelling on the network from root nr and now reside on ni, the walking probability α of
the walker travels to next node nx is
α =

pl
di
∀ni, nx ∈ E
dx(1−pl)∑
nj∈V dj
∀nx ∈ V
, (3.7)
where di is the degree of node ni and l denotes the distance between nr and ni. p is the
walking probability.
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3.3.3 Compare with existing methods
In this section, we demonstrate the difference between N2V and three existing methods –
DeepWalk, node2vec, and LINE. We start with a small social network Karate Club dataset
introduced in [Zachary, 1977]. Figure 3.16(a) shows the graph. It contains 34 nodes and
nodes are interacting with 78 edges. These nodes are divided into two groups, namely “Mr.
Hi” (green on the right) and “John A” (red on the left). In Panel (a), the size of the node
reflects its degree. We first collect all training pairs for each algorithm. Then for each pair
of nodes (ni, nj) in the graph, we calculate the probability that nj is a training sample of
ni and illustrate the result in Panel (b) - (u). Node with red color represents the input
node, e.g. v in the SGNS. The node size and depth of the color reflect the probability that
a node is selected as an output. For example, in Panel (b), we want to generate training
samples (n1, nx) to update the embeddings for n1, the probability of n2 is higher than other
nodes such as n8. Intuitively, the size and color of the nodes represent the contribution
to the embedding of n1. From Panel (b) to (e), we observe n2 contributes more weight in
N2V and DeepWalk than node2vec. In LINE, n1 learns equal weight from all its neighbors,
without considering the node structure in the graph. For instance, node n32 is connected
to n1 directly, but they are from different clusters as illustrated in Panel (a). While in
random walk based algorithms, n32 contributes less weight for the target n1. Moreover, we
also notice that N2V and DeepWalk tend to select more important nodes, n2 for example,
as the training samples compared to node2vec.
We then switch to another target node n3 in Panel (f) – (i). N2V and DeepWalk share
almost same distribution for n3. Both algorithms collect more samples from “John A”
group. However, node2vec slightly favors “Mr. Hi” group. For instance, n34 is the center
hub of “Mr. Hi” group and n1 is the center of “John A”. The probabilities that n34 is
selected are 8.14% in N2V, 7.97% in DeepWalk, and 9.44% in node2vec. While the values
for n1 is 10.09%, 9.88%, and 6.98% in N2V, DeepWalk and node2vec respectively. For
the node in out-layer of the network, such as n17, there is no significant difference for four
algorithms, except random walk based methods have few samples with higher proximity
as shown in Panel (j) - (m). Finally, we study the samples for important nodes in Panel
(r) to (u). n34 is the largest node in the graph and is also the center of “Mr. Hi” group
. N2V and DeepWalk again show similar behaviors. They give more weight from another
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important node n33, which is also the center hub of group “Mr. Hi”. Node2vec, however,
shows a different trend that has less weight from n33.
We further study the relationship between N2V and existing methods on three datasets.
We take a sample of 100 nodes randomly from the network. Then for each node ni in the
network, we denote pi,j the probability that each node nj in the network is the output of ni.
Then we calculate the pair-wised Pearson’s correlation coefficient of these four algorithms,
and illustrated in Figure 3.17. The algorithms falls into two categories – random walk
based algorithms N2V, DeepWalk, node2vec, and random edge based algorithm LINE. In
the small graph, the random walk based algorithms act very similar. The correction is
in range of 0.976 to 0.998 in Karate Club. The score is higher in Cora – 0.992 to 0.998.
This means N2V can generate similar training samples as DeepWalk and node2vec. The
correlation between LINE and N2V also high in small dataset such as Karate Club. Then
the correlation gets smaller when the graph size grows. In BlogCatalog, LINE roughly
shares 0.05 correlation with random walk based algorithms. When comparing random walk
based methods, N2V is very similar to DeepWalk and node2vec. The correlation is above
0.96 on all three datasets.
3.4 Experiments
3.4.1 Datasets
We test our method on 33 networks with various size. Table 3.5 lists the statistics of
these networks. The table includes the number of nodes, edges, average degree and the
number of classes if exist. Datasets are sorted by the number of nodes in the network. The
corresponding degree distribution is plotted in Figure 3.18. We can see that most graphs
follow power law where large nodes appear less frequently than small nodes. For some
datasets, the curve of degree distribution is not smooth. e.g. Douban, Hyves, and Libimseti.
The smallest data is WebKB, which contains only 877 nodes and 1,608 edges, and the largest
graph, Wiki Japanese, has over 112 million edges. In our experiment, we treat all datasets
as undirected unweighted graph. There are 8 webpages datasets, i.e. WebKB [Craven
et al., 1998], Slashdot Zoo [Kunegis et al., 2009], Web Stanford [Leskovec et al., 2009],
Web Berkeley [Leskovec et al., 2009], YouTube [Tang and Liu, 2009a,b], Trec wt10g [Bailey
et al., 2003], Hudong [Niu et al., 2011], and Baidu [Niu et al., 2011]. In these datasets, each
65
3. NETWORK EMBEDDINGS
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
1734
15
16 19
21
23
24
26
30
25
27
(a) Ground True
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(b) N2V
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(c) DeepWalk
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(d) node2vec
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(e) LINE
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(f) N2V
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(g) DeepWalk
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(h) node2vec
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(i) LINE
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(j) N2V
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(k) DeepWalk
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(l) node2vec
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(m) LINE
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
1734
15
16 19
21
23
24
26
30
25
27
(n) N2V
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
1734
15
16 19
21
23
24
26
30
25
27
(o) DeepWalk
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(p) node2vec
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
1734
15
16 19
21
23
24
26
30
25
27
(q) LINE
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
1734
15
16 19
21
23
24
26
30
25
27
(r) N2V
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
1734
15
16 19
21
23
24
26
30
25
27
(s) DeepWalk
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
1734
15
16 19
21
23
24
26
30
25
27
(t) node2vec
1
2
3
4
5
6
7
8
9
11
12
13
14
18
20 22
32
31
10
28
29
33
17
34
15
16 19
21
23
24
26
30
25
27
(u) LINE
FIGURE 3.16: Comparison between different sampling strategies in Karate Club. Panel(a)
shows the original network with ground true labels. Panel (b) to (u) show the training
sample pairs generated for different target nodes by different sampling strategies. The red
node indicates the training target ( the input node ). The green nodes are the corresponding
neighbors. The color and size reflect the probability that a green node is selected as an
output of the red node.
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FIGURE 3.17: Pearson’s correlation coeefficiant of different sampling strategies.
node represents a web page, and the edge between two nodes is the hyper-link between two
pages. The smallest dataset is WebKB, which only contains 877 web pages. The largest one
is Baidu. It has 2,140,198 nodes and 34,029,892 edges. The average degree also varies, from
1.83 to 15.90. The citation networks describe the relationship between academic papers.
Each node is a paper. An edge presents a paper cites another one. We have 3 citation graphs,
i.e. CiteSeer [Lu and Getoor, 2003], Cora [McCallumzy et al., 1999], and PubMed [Namata
et al., 2012]. We also use three collaboration networks collected by Leskovec et al. [2007],
consisting of CA GrQc, CA CondMat, and AstroPh. They contain the relationship between
authors in different scientific domains. Social networks are also studied. We use Wiki Vote
[Leskovec et al., 2010], BlogCatalog [Tang and Liu, 2009b], Douban [Zafarani and Liu, 2009],
Epinions [Richardson et al., 2003], Facebook [Viswanath et al., 2009], Gowalla [Cho et al.,
2011], Digg [Choudhury et al., 2009], Livemocha [Zafarani and Liu, 2009], Hyves [Zafarani
and Liu, 2009], Flickr [Tang and Liu, 2009b], Prosper [Kunegis, 2013], Actor [Baraba´si
and Albert, 1999], Catster [Kunegis, 2013], Libimseti [Kunegis et al., 2012], Pokec [Takac
and Zabovsky, 2012], and Hollywood [Etemadi and Lu, 2017], 16 in total. The last group
contains three authorship networks Kunegis [2013]. They are extracted from Wikipedia
in three different languages – Portuguese, English, and Japanese. They contain users and
pages from the open web, connected by edit events. Each edge represents an edit.
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FIGURE 3.18: Degree distribution of 33 networks.
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TABLE 3.5: Statistics of 33 networks.
No. Dataset # Nodes # Edges Avg Degree # Labels
1 WebKB 877 1,608 1.83 5
2 Cora 2,708 5,429 2.00 7
3 CiteSeer 3,319 4,722 1.42 6
4 CA GrQc 5,241 28,968 5.53 –
5 Wiki Vote 7,115 201,524 28.32 –
6 BlogCatalog 10,312 333,983 32.39 39
7 AstroPh 18,771 396,100 21.10 –
8 PubMed 19,717 44,338 2.25 3
9 CA CondMat 23,133 186,878 8.08 –
10 Facebook 63,731 1,634,070 25.64 –
11 Epinions 75,879 811,480 10.69 –
12 Slashdot Zoo 79,116 935,462 11.82 –
13 Flickr 80,513 5,899,882 73.28 195
14 Prosper 89,269 6,660,044 74.61 –
15 Livemocha 104,103 4,386,166 42.13 –
16 Douban 154,908 654,324 4.22 –
17 Gowalla 196,591 1,900,654 9.67 –
18 Libimseti 220,970 34,466,284 155.98 –
19 Digg 279,630 3,096,252 11.07 –
20 Web Stanford 281,903 3,985,272 14.14 –
21 Actor 382,219 30,076,166 78.69 –
22 Catster 623,748 31,390,332 50.33 –
23 Web Berkeley 685,230 13,298,940 19.41 –
24 YouTube 1,138,499 5,980,886 5.25 47
25 Hyves 1,402,673 5,554,838 3.96 –
26 Trec wt10g 1,601,787 133,58,496 8.34 –
27 Wiki Portuguese 1,603,222 77,266,858 48.19 –
28 Wiki Japanese 1,610,637 112,463,220 69.83 –
29 Pokec 1,632,803 44,603,928 27.32 –
30 Wiki En 1,870,709 73,065,062 39.06 –
31 Hudong 1,974,655 28,856,764 14.61 –
32 Hollywood 1,985,296 48,675,284 24.52 –
33 Baidu 2,140,198 34,029,892 15.90 –
3.4.2 Experiment setup
We implemented the network embedding algorithms. For a fair comparison, all algorithms
are implemented in the same framework introduced in Chapter 2 Section 2.1.3. The code and
data are available on our webpage3. The learning rate decays from 0.025 to 0.0001 linearly
during the training. The dimension of embeddings is 100. The number of negative samples
for each training example is set to 5. Node2vec has extra parameters p and q to control the
biased random walk. Our goal is to measure the influence of the regularizer instead of the
performance. Besides, the pre-process in node2vec requires heavy computation. Therefore,
We here use p = 0.25 and q = 0.25 in our experiment, which is the best parameters for
BlogCatalog reported in [Grover and Leskovec, 2016]. The window size is set to 5 for
DeepWalk and node2vec. The walking probability is 0.85. It gives k-th order similar weight
as DeepWalk shown in Figure 3.19. We set λ = 1 for LINE and λ = 5 for DeepWalk and
node2vec. The difference in λ is necessary because DeepWalk and node2vec take five times
more pairs per iteration due to the window size.
3http://zhang18f.myweb.cs.uwindsor.ca/n2v_r/
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FIGURE 3.19: Comparison between walking probability in N2V and window size in Deep-
Walk.
3.4.3 Classification task
Seven datasets are provided with labels for every node, including WebKB [Craven et al.,
1998], CiteSeer [Lu and Getoor, 2003], Cora [McCallumzy et al., 1999], PubMed [Namata
et al., 2012], BlogCatalog, Flickr, and YouTube [Tang and Liu, 2009b]. Therefore, we
can test embeddings on classification tasks. These three datasets are also widely used
to evaluating the performance of network embeddings in classification tasks [Grover and
Leskovec, 2016, Tang et al., 2015b, Perozzi et al., 2014, Goyal and Ferrara, 2018]. We
evaluate the embeddings using the same method used in [Grover and Leskovec, 2016, Tang
et al., 2015b, Perozzi et al., 2014, Goyal and Ferrara, 2018]. We first learn the network
embeddings from the network. Then each node can be represented by an embeddings.
Then we randomly split the nodes into two parts: r proportional embeddings as the training
data, and 1− r proportional nodes embeddings as the test data. Then we train a Logistic
Regression classifier [Fan et al., 2008] with the training data and test the performance using
the test data. The training time for Logistic Regression grows linearly with the size of the
training data. To avoid heavy computation, we set r = 8% for Flickr and YouTube and
r = 80% for the rests in our experiment.
BlogCatalog, Flickr, and YouTube are multi-labeled, which means each node can have
more than one label. For example, in BlogCatalog, a node is assigned to one or multiple
labels from 39 groups. One-vs-all classifier [Bishop, 2006] is used to perform the multi-label
classification in our experiment. Thus, we measure the performance using micro and macro
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WebKB Cora CiteSeer BlogCatlog PubMed Flickr YouTube
F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%)
LINE 0.511 – 0.596 – 0.382 – 0.370 – 0.719 – 0.336 – 0.385 –
LINERE 0.555 8.44 0.645 8.24 0.414 8.29 0.381 3.05 0.721 0.31 0.335 -0.29 0.383 -0.44
LINER 0.576 12.67 0.788 32.14 0.545 42.73 0.385 4.00 0.809 12.61 0.342 1.55 0.389 1.04
DeepWalk 0.403 – 0.808 – 0.554 – 0.392 – 0.796 – 0.351 – 0.406 –
DeepWalkRE 0.441 9.30 0.801 -0.81 0.559 0.83 0.407 3.97 0.800 0.51 0.352 0.54 0.407 0.25
DeepWalkR 0.447 10.70 0.829 2.65 0.576 3.87 0.415 5.80 0.802 0.85 0.355 1.14 0.410 1.13
node2vec 0.438 – 0.799 – 0.554 – 0.403 – 0.797 – – – – –
node2vecRE 0.434 -0.78 0.795 -0.51 0.549 -0.76 0.405 0.62 0.799 0.27 – – – –
node2vecR 0.488 11.43 0.821 2.68 0.573 3.43 0.417 3.51 0.807 1.22 – – – –
N2V 0.569 – 0.837 – 0.621 – 0.415 – 0.810 – 0.367 – 0.417 –
TABLE 3.6: Micro-F1 on classification task, training ratio is 8% for Flickr and YouTube
and 80% for the resets.
WebKB Cora CiteSeer BlogCatlog PubMed Flickr YouTube
F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%) F1 Imp(%)
LINE 0.329 – 0.582 – 0.341 – 0.219 – 0.696 – 0.176 – 0.317 –
LINERE 0.348 5.84 0.632 8.57 0.377 10.59 0.232 6.06 0.701 0.64 0.183 3.96 0.314 -0.82
LINER 0.346 5.27 0.774 32.90 0.500 46.41 0.238 8.54 0.795 14.19 0.194 10.28 0.320 0.91
DeepWalk 0.222 – 0.796 – 0.503 – 0.254 – 0.781 – 0.210 – 0.338 –
DeepWalkRE 0.270 21.76 0.793 -0.42 0.510 1.38 0.270 6.17 0.785 0.57 0.216 2.92 0.341 0.91
DeepWalkR 0.292 31.79 0.824 3.55 0.526 4.67 0.281 10.57 0.789 1.13 0.217 3.17 0.342 1.09
node2vec 0.270 – 0.791 – 0.503 – 0.264 – 0.782 – – – – –
node2vecRE 0.257 -4.95 0.788 -0.41 0.496 -1.28 0.272 3.15 0.784 0.26 – – – –
node2vecR 0.287 6.17 0.812 2.62 0.518 3.04 0.288 9.05 0.794 1.55 – – – –
N2V 0.351 – 0.826 – 0.577 – 0.282 – 0.798 – 0.230 – 0.360 –
TABLE 3.7: Macro-F1 on classification task, training ratio is 8% for Flickr and YouTube
and 80% for the resets.
F1, which are defined as
micro-F1 = 2 ∗ precision× recall
precision+ recall
macro-F1 =
∑
l∈L F1(l)
|L| .
(3.8)
Here L is the set of labels, F1(l) is the F1 metric for label l. The precision and recall for
multi-label data are defined as
precision =
∑
l∈L tp(l)∑
l∈L(tp(l) + fp(l))
recall =
∑
l∈L tp(l)∑
l∈L(tp(l) + fn(l))
.
(3.9)
Intuitively, micro-F1 evaluates the overall performance for all labels, while macro-F1 takes
the unweighted mean of F1 for each class. Due to the randomness of the algorithms, for the
five smaller datasets, we train five models for each algorithm on each dataset and report
the average performance. In the experiment, we test the original LINE, DeepWalk, and
node2vec, and compare them with their regularized counterparts. Methods with subscript
R are our regularized versions, methods with subscript RE regularize embedding vectors
only.
Table 3.6 and Table 3.7 list the micro and macro F1 in this task. The improvement
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FIGURE 3.20: Micro-F1 and Macro-F1 of node classification task. First row shows the
performance, Second row is the improvement.
of A over B is defined as A/B − 1. We use subscription RE to represent the model with
regularization on embedding vectors only, and use R to represent our approach. We first
take the look at the performance of LINE, LINERE, and LINER. Figure 3.20 shows the
corresponding plot. Overall, smaller datasets gain more improvement compared with larger
datasets. The biggest improvement is LINER on CiteSeer. LINER improves embeddings by
42.7330% for micro-F1 and 46.4132% for macro-F1 over LINE. While LINERE gains 8.2938%
and 10.5868% improvement. YouTube is the largest dataset. In this dataset, LINER im-
proves the micro and macro-F1 by 1.04% and 0.91%. On the other hand, the micro-F1
and macro-F1 of LINERE drops 0.44% and 0.82 compared with LINE. Similar phenomenon
is found for DeepWalk and node2vec. Except the improvement is not large compared to
LINE. Regularization gives WebKB 10% improvement in DeepWalk and node2vec. When
the network becomes large, the improvement drops to 1% to 3%. On the other hand, RE
only gives noticeable improvement for DeepWalk on WebKB and BlogCatalog. Node2vec
does not scale to large datasets so that we can not report the performance for it on Flickr
and YouTube. From the view of algorithms, LINE benefits from the regularization most,
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especially on CiteSeer. Meanwhile, DeepWalk and node2vec also receive around 1-10%
improvements in both small and large networks.
Next, we compare N2V with other algorithms. From the tables and plots, we have
the following observations: 1) From the global view, N2V outperforms other algorithms
consistently on seven datasets with various size. It has 30% higher macro-F1 than node2vec
and 60% higher macro-F1 DeepWalk on WebKB. The biggest improvement compared with
LINE is found in CiteSeer. When the size of the network gets larger, the improvement
becomes smaller. 2) LINE performs random edge sampling that only preserves the 2nd-
order proximity of the network. It is expected to see LINE has a lower performance than
random walk based algorithms (N2V, DeepWalk, and node2vec) in this task. 3) DeepWalk
and node2vec generate samples from random walk paths and have the similar results. In
[Grover and Leskovec, 2016], the authors of node2vec claim that node2vec is superior to
DeepWalk and LINE in BlogCatalog dataset. More specifically, in their experiment, when
r = 50%, the macro-F1 for node2vec is 0.2581, DeepWalk is 0.2110, and LINE only has
0.0784. Our experiment reported from five instances shows differently – when r = 80%,
the macro-F1 is 0.288 for node2vec, 0.281 for DeepWalk and 0.238 for LINE. In fact, the
performance between node2vec and DeepWalk is still questionable. Node2vec is slightly
better than DeepWalk in some datasets, but has lower F1s on Cora. One reason is the
training pairs generated by DeepWalk and node2vec do not differ too much as discussed
in Section 3.3.3. Another cause may due to that we did not perform grid search for best
hyper-parameters for node2vec. Instead, we use the recommended hyper-parameters for
BlogCatalog reported by the authors. The last but very important reason is that all other
methods ignore the norm convergence issue, and N2V has the L2 regularization to restrict
the norm of vectors.
Figure 3.35 shows an example of mis-classified papers in Cora. Left plot shows embed-
dings generated by LINE and right is for LINER. We use t-SNE to reduce 100 dimension
embeddings into 2 dimension. The orange dots represent papers in “Reinforcement Learn-
ing” and green dots are “Case Based” papers. In the left figure, Red dots such as paper
with id 295, 343, and 197 are “Reinforcement Learning” papers. They belongs to the class
located at the right lower corner of the plots. However, LINE classifies them correctly.
Similarly, blue dots are misclassified “Case based” papers and are correctly identified by
our method. Moreover, we can see that groups generated by LINER show better structure
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FIGURE 3.21: An example of mis-classified papers in Cora. Left plot shows embeddings
generated by LINE and right is for LINER. We use t-SNE to reduce 100 dimensional
embeddings into 2 dimensions.
Dataset Group 1 Group 2 Group 3 Group 4
WebKB 456 [0, 21] 239 (21, 22] 130 (22, 23] 52 (23,∞)
Cora 1,038 [0, 21] 929 (21, 22] 578 (22, 23] 163 (23,∞)
CiteSeer 2,110 [0, 21] 701 (21, 22] 370 (22, 23] 128 (23,∞)
BlogCatalog 1,366 [0, 22] 3,177 (22, 24] 5,293 (24, 28] 476 (28,∞)
PubMed 12,451 [0, 22] 2,498 (22, 24] 1,871 (24, 28] 2,897 (28,∞)
Flickr 7,486 [0, 22] 15,321 (22, 24] 46,011 (24, 28] 11,695 (28,∞)
YouTube 936,966 [0, 22] 151,909 (22, 24] 47,949 (24, 28] 1,674 (28,∞)
TABLE 3.8: Statistics of 4 Groups in different datasets.
than LINE. For example, in the left figure, green dots are distributed evenly on the left.
However, these papers are grouped into few small groups in LINER. We can see three clear
groups on the upper right in the figure, indicating that LINER can capture better structures
of the network.
Impact of degree
Previous experiments suggest that the convergence issue is related to the frequency of an
item. In the network, the frequency is the degree of a node. Small nodes should have
small impact in the network, therefore should have small norms. Similarly, the large nodes
should have big norms that reflect the importance in the network. In this section, we
evaluate the impact of L2 regularization on network embedding with different frequency.
We split the nodes into 4 groups according to their degree with the same strategy introduced
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FIGURE 3.22: Improvements for RE and R for 7 datasets in classification task. Panel(a)
is the improvement for small nodes and Panel (b) is for large nodes.
in Section 3.2.2. Table 3.8 shows the statistics of 4 groups in each dataset. Figure 3.22
shows the improvement for Group 1 and Group 4. We can see that our method always
improves the performance for both small and large nodes. On the other hand, regularization
on embeddings (RE) improves on some datasets, but not stable. Panel (a) shows the
details for group 1. LINER has the biggest improvements on both micro-F1 and macro-F1,
especially on Cora and CiteSeer. LINERE gains small improvements on some datasets, but
the performance is lower than LINE on Cora and YouTube. In BlogCatalog, the micro-F1 for
LINERE increases by 8.57%, but the macro-F1 decreases by 4.79%. The improvements are
also unstable in DeepWalk and node2vec compare with our method. We also demonstrate
the improvement of our method and RE on large nodes – group 4 in Panel (b). We can
see that the improvements is larger on small nodes compared to the large nodes. When
comparing LINER with LINERE, the improvements on WebKB, BlogCatalog and Flickr
are larger than the one in the small nodes. In Flickr, the improvement of macro-F1 for
our method is significant – 152.25% compared with 21.97% on small nodes. Similarly, the
improvement in WebKB is around 5 times larger than in small nodes.
3.4.4 Link prediction task
In a graph, nodes interact with each other via links. Such links may be inaccurate or incom-
plete. Link prediction is a task to predict the missing links in a network [Liben-Nowell and
Kleinberg, 2007]. It is another popular benchmark of the network embeddings [Grover and
Leskovec, 2016, Goyal and Ferrara, 2018]. In this task, each embedding represents a node
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in the graph. Then the relation between two nodes can be represented by their embeddings
accordingly. Grover and Leskovec [2016] propose four operators named average, Hadamard,
weighted-L1, and weighted-L2. Existing works suggest that average and Hadamard have
good performance in various applications. In our work, we use these two operators to rep-
resent the relation between two nodes. More formally, given two nodes n1, n2 and their
embeddings v1, v2, the relation between n1 and n2 is defined by
average(n1, n2) =
v1 + v2
2
Hadamard(n1, n2) =v1 × v2.
(3.10)
To evaluate embeddings in this task, for each dataset, we use 90% proportion edges to
train embeddings and use the rest 10% edges to test the performance. In the evaluation
phase, we treat the link prediction task as a regression task that calculate the probability of
two nodes are linked by an edge in the network. Therefore, the true examples are the edges
we removed before (the 10% proportion edges), and equal amount of false examples are
generated randomly. A Logistic Regression is used for this task. The output value is from
0 to 1. Zero means very unlikely that two nodes are linked by an edge. One means these
nodes are expected to be linked together. Then the performance is calculated as the Area
Under the Curve (AUC) of the Receiver Operating Characteristic Curve (ROC) [Hanley
and McNeil, 1982]. To eliminate the randomness on the small graphs, we run five individual
instances of embeddings for each method on WebKB, CiteSeer, Cora, CA GrQc, PubMed,
and CA CondMat, and one instance for other networks.
Figure 3.23 shows the results for LINE. The x-axis is datasets sorted by size (number of
edges in the graph), and the y-axis is the performance. Panel (a) shows the AUC score with
Hadamard operator. LINE on WebKB has the lowest performance of 0.68, while LINER
and LINERE achieve 0.76 and 0.78. LINERE and LINE have nearly the same performance
on all networks except for the two smallest networks (WebKB and CiteSeer). It suggests
that regularization on embedding vectors is not efficient. Compared with LINERE, LINER
receives noticeable improvement on networks that are smaller than Digg. The performance
raises and exceeds 0.9 when graphs become larger. After that, the effect of regularizer
becomes smaller. Next, we plot the improvement in Panel (b). For the small graphs, such
as WebKB, CiteSeer, and Cora, LINER has 10% to 17% improvements. LINERE also has
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FIGURE 3.23: AUC of Link prediction task – Hadamard operator.
some improvements. But the improvements become smaller when the graph gets larger.
In some cases, regularization may hurt the performance a little, but not over 1%. Panel
(c) shows the performance with average operator. Most AUC scores are exceeds 0.9 except
for small networks and Prosper. All three methods have similar performance on large
networks. The improvement of regularization is smaller than the Hadamard operator, only
around 10%-15% for small networks.
Figure 3.24 illustrates the results for DeepWalk. Figure (a) and (b) are performance
using Hadamard operator and the corresponding improvements over DeepWalk. The lowest
performance for Deepwalk is around 0.7 on WebKB, where the F1s for regularized version
is around 0.76. The performance raises when graphs become larger. The advantage of
regularization becomes negligible for graphs larger than Facebook. From Panel (b) we can
see that DeepWalkR still outperforms DeepWalk on the large graphs except for Libimseti,
Pokec, Hollywood and Wiki En. In Panel (c), the difference between three methods be-
comes smaller. Regularizer improves noticeable range on WebKB, CiteSeer, BlogCatalog
and Libimseti. On WebKB, DeepWalkRE has the best performance at around 0.78. The
improvements are very small in Panel (d). However, the regularization barely hurts the
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FIGURE 3.24: AUC of Link prediction task – average operator.
performance in this task. This is also a good evidence that regularization is robust.
3.4.5 Optimum number of training pairs
Reasoning the optimum number of training pairs S for a dataset can be complex. Many
factors are involved such as the size of the data, the number of nodes in the network,
learning rate etc. Our experiment is conducted on 33 networks with different sizes. In our
experiment, we grid search the optimum number of training pairs with exponential interval
– (1 × 107, 5 × 107, 1 × 108, 5 × 108, 1 × 109, 5 × 109). We found S is highly related to the
number of parameters in SGNS. Based on empirical results, we suggest the total number of
training pairs for network embeddings is related to
S = 2 ∗ |V | ∗ dimension ∗ iter, (3.11)
where dimension is the dimension of the embeddings, iter is the empirical factor in range
of 5 to 50. Figure 3.25 shows the optimum training pairs found in classification task and
link prediction task. In Panel (a), the optimum S for seven datasets reside near the line
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FIGURE 3.25: Optimum training examples for different datasets.
with iter = 20. Panel (b) contains the optimum S for 33 datasets in link prediction task.
3.4.6 Analysis
In this section, we plot the embeddings of Cora, PubMed, and WebKB for LINE, DeepWalk,
node2vec, and N2V. The dimension of the embeddings is 100. In our work, we use t-SNE
[Van Der Maaten, 2014] to reduce the dimension to 2 so that they can be plotted. Figure
3.26 plots the embeddings for LINE, DeepWalk, node2vec, and N2V on Cora. Each dot
represents a node and the color of the node reflects its class. For example, the red dots
represent the Genetic Algorithms. In LINE, the embeddings are loosely distributed over
the vector space. We can see some basic structure of the network. In random walk based
algorithms, these papers are splited into two groups. The structure of the network is more
clear than LINE. We can clearly see the small partition within each class. N2V has better
view of the structures. The same trend can be found in the larger graph as illustrated in
Figure 3.27, where three labels are marked in green, blue and orange.
The previous experiments show that LINE receives significant improvement with the
regularization. Here we plot the embeddings for LINE, LINERE, and LINER on 6 datasets.
The dimension of embeddings is 100. Therefore, we use t-SNE to reduce the dimension
into 2 for visualization. Figure 3.26 visualizes embeddings of Cora for LINE, LINERE, and
LINER. Each dot represents a node and the color reflects its class. For example, the red
dots represent the Genetic Algorithms. In LINE, embeddings are loosely distributed. With
LINERE, we can see some basic structure of the network. While in LINER, the nodes within
the same label sit together tightly. The structure of the network is more clear than before.
We can clearly see the small partition within each class.
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(a) LINE (b) LINERE (c) LINER
(d) DeepWalk (e) DeepWalkRE (f) DeepWalkR
(g) node2vec (h) node2vecRE (i) node2vecR
(j) N2V
FIGURE 3.26: Visualization on Cora. Red dots represent papers in Genetic Algorithms.
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FIGURE 3.27: Visualization on PubMed.
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Corpus |Voc| #tokens(×106) Size in MB
Text8 253,854 17 96
News2010 1,952,790 136 789
Wikipedia 9,111,933 2,435 14,376
TABLE 3.9: Statistics of the corpora for word embeddings. |Voc| is the vocabulary size.
(a) Text8 (b) News2010
(c) Wikipedia
FIGURE 3.28: Word frequency distribution of Text8, News2010, and Wikipedia.
3.5 L2 regularization on word and document embeddings
3.5.1 Word embeddings
Datasets
We use three corpora in different sizes to train the word embeddings – Text8, News2010
and Wikipedia. Table 3.9 shows the statistics. Text8 is widely used in word embedding
algorithms, e.g., in [Pennington et al., 2014]. It is the first 108 bytes of a clean dump
from English Wikipedia on March 3rd, 2006 [Chelba et al., 2013]. News2010 contains text
extracted from online news [Koehn, 2005], which is one of WMT14 Machine Translation
datasets. It is also used by other researchers to evaluate the word embeddings such as
[Bojanowski et al., 2017]. Wikipedia contains millions of articles contributed by anony-
mous. We take all English articles from 20180201 Wikipedia dump. Texts are extracted by
WikiCorpus utils 4 provided in gensim [Rˇeh˚urˇek and Sojka, 2010].
The word frequency distributions of these datasets follow power law as shown in Figure
4https://radimrehurek.com/gensim/corpora/wikicorpus.html
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Test Cases Number of Pairs
WS353 similarity 203
WS353 relatedness 252
MEN 3,000
MTurk 287
RW 2,034
Simlex999 999
TABLE 3.10: Summary of similarity test cases.
3.28. There are lots of words appear only a few times and very few words appear millions
times. For example, in Text8, there are 118,519 words appear only once. On the other hand,
the most frequent word, which is “the”, appears 1,061,396 times. This suggests that we can
reduce the time and space complexity of word embeddings by limiting the vocabulary. A
common approach is to remove the words that appear less than a threshold [Mikolov et al.,
2013b, Rˇeh˚urˇek and Sojka, 2010]. In our work, we limit the vocabulary for large corpora
Wikipedia. More specifically, we remove the words appear less than 100 times, leaving a
vocabulary of 319,591 words.
Several benchmarks are developed for testing word similarity and analogical relations.
[Faruqui et al., 2016] gives a good summary of the similarity tests for word embeddings. We
test our method extensively on all the available test cases. The statistics of the test cases
are listed in Table 3.10. Each dataset consists of a set of word pairs. Each pair has a score
indicating their semantic relations. Each score is given manually by human, and aggregated
from a group of people. They are commonly regarded as the ground truth of similarities or
relatedness between words. WS353 is originally proposed by Finkelstein et al. [2001]. Then
Agirre et al. [2009] split it into two subsets: similarity and relatedness. Each pair of words
is evaluated by more than 10 near-native English speakers. The score is on a scale of 0-10,
where 0 is very dissimilar, 10 is highly similar. MEN Test Collection [Bruni et al., 2012]
consists of 3,000 word pairs that are randomly selected from the frequent words in four
different corpora. A human judged score in a range of 1 to 5 is collected by crowdsourcing
using Amazon Mechanical Turk. MTurk [Radinsky et al., 2011] contains 287 questions. It
is evaluated by 10 people and the score is in a range of 1-5. RW (Rare word) [Luong et al.,
2013] has 2,034 word pairs. These words have low frequency in Wikipedia. The score is
scaled from 0 to 10. Simlex999 [Hill et al., 2015] is a set of test cases that focuses on similarity
rather than relatedness or association. It has 999 pairs of words. In the experiment, we
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first learn embeddings from each dataset separately. Then for each word pair (A,B) in the
test cases, we calculate the cosine similarity of their representations vA and vB. Then the
performance can be evaluated by the Spearman’s correlation coefficient between the cosine
similarities of their embeddings and the corresponding ground true values. Given two lists
X and Y , the Spearman’s correlation coefficient ρX,Y is defined as the Pearson correlation
coefficient between the rank variables [Myers and Well, 2005] as follow.
ρX,Y =
∑n
i=1(R(xi)−R(x)) · (R(yi)−R(y))√∑n
i=1(R(xi)−R(x))2 ·
∑n
i=1(R(yi)−R(y))2
, (3.12)
where xi is the i-th element in list X, R(xi) is the rank of xi in list X. If the rank of two
list are the same, then the Spearman’s correlation coefficient ρX,Y will be 1.
Analogy task measures the relations between two pairs of words, such as “good” is to
“best” as “smart” is to “smartest”. We use Google and MSN analogy test cases, both are
used in [Mikolov et al., 2013a] and many other works. Google analogy dataset contains
19,544 pairs of questions in 14 sections. There are relations such as capital common coun-
tries, capital world, currency, city in state, family. Another set of questions is related to
the english grammar, such as adjective to adverb, opposite, comparative, superlative, present
participle, nationality adjective, past tense, plural, plural verbs. MSR [Mikolov et al., 2013c]
covers 8 categories of analogical relations: Base v.s. Comparative, Base v.s. Superlative,
Comparative v.s. Superlative for adjectives, Singular v.s. Plural, Non-possessive v.s. Pos-
sessive, Base v.s. Past for Nouns, Base v.s. 3rd Person Singular Present, Past v.s. 3rd
Person Singular Present. Each category contains 1,000 test cases, 8,000 in total.
Each test case contains four words and describes the relationship of A − B ≈ C − D,
which means A is related to B as C is related to D. Therefore, we expect to see D ≈
C −A+B. For instance, in the country-capital test cases, we have “Beijing” is the capital
for “China” as shown in 3.29 Panel (a). In this example, embeddings for China and Beijing
are vChina = [−1.63, 0.26] and vBeijing = [−1.03, 0.35]. Then given a country’s embedding,
Japan vJapan = [−1.88, 0.56] for example in Panel (b), we expect that the embedding for
Japan’s capital is vJapan − vChina + vBeijing = [−1.28, 0.65]. Vector q in blue represents
such expected embeddings for capital of Japan. Then we look up the embedding space
and find the nearest word to q as illustrated in Panel (d). Among three nearest candidates
‘Moscow’, ‘Shanghai’, and ‘Tokyo’, ‘Tokyo’ is the closest one to q. For each test case, we
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FIGURE 3.29: An example of analogy test. The figures use the relation of ‘Beijing’ is the
capital of ‘China’ to infer the capital for ‘Japan’.
Task
Text8 News2010 Wikipedia
W2V W2VR Imp(%) W2V W2VR Imp(%) W2V W2VR Imp(%)
Similarity
WS353-similarity 0.693 0.718 3.54 0.712 0.713 0.24 0.747 0.753 0.82
WS353-relateness 0.646 0.659 2.03 0.522 0.525 0.53 0.611 0.600 -1.76
MEN 0.646 0.650 0.62 0.645 0.644 -0.16 0.695 0.689 -0.89
MTurk 0.665 0.662 -0.56 0.610 0.610 0.12 0.668 0.663 -0.79
RW 0.333 0.391 17.47 0.423 0.423 0.11 0.404 0.396 -1.93
Simlex999 0.280 0.306 9.32 0.303 0.304 0.18 0.311 0.312 0.39
Analogy
Google 0.447 0.463 3.58 0.588 0.590 0.31 0.604 0.621 2.81
MSR 0.506 0.507 0.32 0.578 0.571 -1.21 0.535 0.568 6.25
TABLE 3.11: Comparison of W2V and W2VR on Text8, News2010 and Wikipedia. The
performance is obtained when the iteration is 50 for Text8, 10 for News2010, and 2 for
Wikipedia. Each data cell is an average of five independent runs.
use the same method to perform the analogy test. We score 1 for the correct inference
and mark 0 otherwise. Then the average of test results reveals the performance of word
embeddings on this test cases. Note that some words in the test cases may not present in
a corpus. Therefore, we evaluate the analogy pairs only if all fours words present in the
vocabulary.
Table 3.11 summarizes the comparison between original SGNS model and our method
on three training data sets and 8 sets of test cases. Here, W2V is the original SGNS model
and W2VR is our proposed method. The performance is the Spearman correlation with
human labeled data for similarity task and hit rate for analogy task. The improvement of
A over B is calculated by
Imp(A,B) =
A−B
B
(3.13)
Small corpus
From Table 3.11 we can see that, for both similarity and analogy tasks, W2VR outperforms
W2V consistently except MTurk. In some cases, the improvement is very high, reaching
17.47% for RW and 9.32% for Simlex999 when the iteration is 50. However, the whole
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FIGURE 3.30: Comparison of W2V and W2VR on similarity and analogy task. Training
data is Text8.
picture is more complex. We use Figure 3.30 to understand the change of the performance
over iterations. Because there is a significant variation among data points, we smooth the
plot with a moving window of size 50 so that the trend can be revealed. The mean and the
range are taken from five independent runs. First, we can see that Similarity and Analogy
tasks are very different in the convergence speed. Similarity tasks almost always converge
around 10-20 iterations, just as the default recommended iteration count. However, it is very
interesting to see that, for analogy tasks, the performance continues to grow, even after 100
iterations. Secondly, the performance drops for W2V. The dropping is especially obvious for
WS353 - similarity, RW, and Simlex999. It explains why the iteration parameter is essential
for W2V – we need to iterate the right number of times to achieve the best performance.
And it also necessitates the introduction of regularization. Thirdly, the peak point of each
test set is different for W2V. For example, the peak points for WS353-sim and RW are
14 iterations and 10 iterations respectively, indicating that we can not get the best word
embeddings for frequent words and rare words at the same time. W2VR, on the other hand,
performs very stable and gives proper embeddings for all words regardless of the frequency.
Finally, W2VR does not perform well at the beginning. The benefit of regularization is that
the performance is almost a monotonic function of the iterations. Thereby, in practice, we
no longer consider the iteration parameter. Instead, we simply run the training as long as
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FIGURE 3.31: Comparison of W2V and W2VR. Examples are traken randomly from
Google Analogy test case – Country-capital.
the computing resources allow us. Eventually, W2VR will surpass W2V.
Figure 3.31 shows the comparison between W2V and W2VR. Examples are taken ran-
domly from Google Analogy Country-capital test case. The dimension of embeddings are
reduced from 100 to 2 using PCA. We can see that countries locate at the top of both figures
and their corresponding capitals sit below them. In both plots, countries and capitals for
Asia, such as Japan, Tokyo, China and Beijing, locate at the right side. The ones for Europe
are on the left. It also demonstrates that regularization improves embeddings by aligning
the analogy relations better, in particular for Canada – Ottawa. The relation between this
pair generated by W2V does not align well compared to W2VR. We also notice that the
displacement between each pair in W2VR is better than W2V.
Large corpora
For larger corpora News2010 and Wikipedia, we run ten iterations for News2010 and two
iterations for Wikipedia. It is computationally expensive because Wikipedia is the complete
dump with billions of words, and especially we need to capture the intermediate results
and run multiple times. The difference between W2V and W2VR is not obvious for both
similarity and analogy tasks as shown in Table 3.11. Note that we only evaluate the test
cases, which only contain a few thousands of words. When corpus size grows, the rare words
in the test cases are not ‘rare’ anymore so that they do not gain much improvement from
the regularization. For example, word “digger” appears only 9 times in Text8, 107 times in
News2010, but occurs 5,361 times in Wikipedia. Therefore, the embedding of word “digger”
is more likely to be overfitted in Text8 than Wikipedia. Although the performance does not
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FIGURE 3.32: L2-norm of the word and context embeddings during the training on
News2010 and Wikipedia.
improve much for semantic tasks, we observe 2.81% and 6.25% improvement in Analogy
task on Wikipedia. Meanwhile, when we look at the vectors’ norms, we again observe the
norm g issue for infrequent words. Figure 3.32 illustrates the evolution of norms during the
training on News2010 and Wikipedia. Frequent words converge very quickly in the first few
iterations, especially on Wikipedia. However, the norms for rare words continue growing
and eventually surpass the frequent ones. This verifies the necessity of regularization. With
the regularization, the norms for rare words are restricted.
3.5.2 Document embeddings
Datasets
We test our method on 8 datasets with different types, sizes, and length. The document
length also varies. Table 3.12 lists the statistics of the datasets. It shows the number of
documents, size of vocabulary, the average length of the documents, and the number of
available labels. Figure 3.33 shows the distribution of the datasets for a broader view.
The first column shows the distribution of document length, the second column is the
corresponding rank distribution. The third and fourth columns are word distribution and
the distribution of word rank. We can see that the distribution of document length is very
different from the word frequency. The later follows power-law and have a long tail in the
plot.
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FIGURE 3.33: Document length distribution and word frequency distribution of different
datasets.
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We evaluate our method on eight datasets. Some datasets are widely used for evalu-
ate the performance of Paragraph Vector. For example, Le and Mikolov [2014] evaluate
Paragraph Vector in the classification task using IMDB. The same dataset is also used for
demonstration, such as [Rˇeh˚urˇek and Sojka, 2010]. We also choose some datasets that had
been widely used for text classification task such as FullMR (Full Movie Review) [Parikh
et al., 2018], Yelp [Zhang et al., 2015], AGNEWS [Zhang et al., 2015], 20 News Groups
[Li and Shindo, 2015], arXiv2016 [Zhou et al., 2016]. We also collected the latest arXiv
dataset in our experiments. The datasets are categorized into three types: internet posts,
news, and academic papers. IMDB, FullMR, and Yelp are created by other researchers.
Each document is a positive or negative review of an anonymous user on the Internet.
For instance, IMDB takes movie reviews from the online databases of movies. It contains
100,000 movie reviews. Documents are divided into three parts: 25,000 train data, 25,000
test data, and 50,000 unlabeled data. The classes are balanced in both training and test set.
In IMDB, each document contains 119.11 words on average. This dataset has been used
to evaluate the performance of Paragraph Vectors [Le and Mikolov, 2014]. FullMR (Full
Movie Review) is another similar dataset which consists of 2,000 full-length movie reviews.
It is three times longer than IMDB on average. The longest document has 1,387 tokens.
Yelp has 598,000 reviews. The documents are divided into positive and negative reviews
evenly. The XReligion dataset is extracted from 20 Newsgroups dataset [Lang, 1995]. Doc-
uments are labeled into 20 different groups. In our experiment, we use 1,985 documents
from 2 categories “comp.windows.x” and “soc.religion.christian” in our experiment. Most
documents have less than 100 words. The longest document has 8,514 words.
Another type of document is news. AGNEWS [Zhang et al., 2015], which contains mil-
lions of news articles. Each document has a title and a short description. In our experiment,
we use 4 groups, which are Business, Sports, World, and Sci/Tech.
arXiv is an open-access academic papers library operated by Cornell University Library
5. It has millions of articles in physics, mathematics, computer science, statistics, etc. Each
paper is labeled by the authors/providers. In our work, we focus on papers in Computer
Science (CS). Therefore, we divide the papers into CS and non-CS. arXiv2016 is created in
2016 and is used by [Zhou et al., 2016]. It contains 80,000 CS papers and 80,000 non-CS
papers. Each paper has a title and an abstract. In our experiment, we also generate two
5https://arXiv.org/about
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subset from arXiv websites. arXiv2019 is created in 2019. It contains 120,000 CS paper and
120,000 non-CS papers. Each paper has a title. arXiv long is longer in length compared
with the previous two subsets. It has 100,000 CS papers and an equal amount of non-CS
papers. Papers are extracted from the latex source files and contain titles, abstracts, and
introductions.
TABLE 3.12: Statistics of the document datasets.
Dataset # Doc # Words |Voc| Avg length # Class
XReligion 1,985 276,971 24,930 139.53 2
FullMR 2,000 702,424 38,737 351.21 2
IMDB 100,000 11,911,412 137,570 119.11 2
AGNEWS 127,600 3,298,457 63,008 25.85 4
arXiv2016 160,000 14,160,600 149,731 88.50 2
arXiv2019 240,000 22,325,491 161,068 93.02 2
arXiv long 200,000 149,440,234 1,599,799 747.20 2
Yelp 598,000 41,033,101 221,333 68.62 2
Experiment Setup
We evaluate document embeddings on classification task. We train a Logistic Regression
classifier with default parameters using scikit-learn in Python. The classifier takes embed-
dings as the input, and calculate the probability that the corresponding document falls into
a certain class. In the experiment, we take 80% of document to train the classifier, then use
the rest 20% to test the classifier. The performance is evaluated by precision, recall, and
micro-F1, which is defined as
precision =
tp
tp+ fp
recall =
tp
tp+ fn
F1 = 2× precision× recall
precision+ recall
,
(3.14)
where tp, fp, and fn are true positive, false positive, and false negative, respectively.
Intuitively, precision measures how many retrieved documents are correct. Recall measures
how many related documents are retrieved. F1 balances these two metrics and gives a
comprehensive evaluation.
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FIGURE 3.34: Comparison between PV-DBOW and PV-DBOWR on document classifica-
tion task.
Results and analysis
Due to the randomness of the algorithms, we train ten models for each algorithm on each
dataset, and report the average performance. We use PV-DBOW as the original algorithm
and add subscription R for the proposed model. Table 3.13 lists the results. Overall,
documents are well separated with very high F1s. For instance, the PV-DBOW achieves F1
of 0.972 on XReligion dataset, where PV-DBOWR gains 1.2% improvements. The lowest
F1 is 0.854 on FullMR. PV-DBOWR improves PV-DBOW in most datasets except Yelp.
Dataset
PV-DBOW PV-DBOWR Improvement(%)
precision recall F1 precision recall F1 precision recall F1
XReligion 0.983 0.960 0.972 0.984 0.967 0.976 0.116 0.789 0.441
FullMR 0.845 0.868 0.854 0.861 0.878 0.868 1.852 1.210 1.610
IMDB 0.883 0.890 0.886 0.885 0.890 0.887 0.185 -0.031 0.091
AGNEWS 0.855 0.855 0.855 0.859 0.859 0.859 0.458 0.458 0.458
arXiv2016 0.928 0.911 0.919 0.928 0.912 0.920 0.014 0.186 0.094
arXiv2019 0.922 0.942 0.931 0.923 0.943 0.932 0.147 0.086 0.121
arXiv long 0.959 0.944 0.952 0.960 0.945 0.952 0.043 0.066 0.054
Yelp 0.903 0.901 0.902 0.903 0.901 0.902 -0.056 -0.015 -0.038
TABLE 3.13: Comparison between PV-DBOW and PV-DBOWR on document classification
task.
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FIGURE 3.35: An example of mis-classified documents in IMDB. Left plot shows embed-
dings generated by PV-DBOW and right is for PV-DBOWR. We use t-SNE to reduce 100
dimensional embeddings into 2 dimensions.
The biggest improvement is found in FullMR. The precision increases from 0.845 to 0.861 by
1.852%, the recall raises from 0.868 to 0.878 by 1.210%, and the F1 is improved by 1.160%
from 0.854 to 0.868. However, in Yelp, all three metrics in PV-DBOWR are slightly lower
(0.015% to 0.056%) than PV-DBOW. And the recall of PV-DBOWR on IMDB is slightly
lower than PV-DBOW. The content of IMDB and Yelp is informal language with a lot of
rarely appeared words, e.g. movie titles, names of actor/actress, and addresses. We suspect
this may be the reason that word meanings can not give a significant improvement in IMDB
and Yelp. We further plot the performance and the corresponding improvement in Figure
3.34. The x-axis is sorted by the size of datasets. We can see that regularization gains
more improvements on recall over precision in XReligion and arXiv2016. However, IMDB
and arXiv2019 have larger precision with L2 regularization. The previous experiment on
word embeddings suggests that the regularization has more impact on low–frequent items.
Therefore, it is expected to see that with the size growing, the improvements get smaller.
The trend is noticeable for recall. The results from arXiv2016 and arXiv long also confirm
this phenomenon. Note that arXiv datasets are very similar except the difference on the
average length of documents.
Figure 3.35 shows an example of mis-classified documents in IMDB. We use t-SNE
to reduce 100 dimensional embeddings into 2 dimensions. Left plot shows embeddings
generated by PV-DBOW and the right one is for PV-DBOWR. The orange dots represent
positive reviews and green dots are negative comments for a movie. In the left figure, PV-
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FIGURE 3.36: The content of IMDB document with id 40906 corresponding to Figure 3.35.
This document is classified as a positive review in PV-DBOW but correctly identified by
PV-DBOWR.
DBOW puts the positive reviews into the negative group. For example, 40906 is identified
as positive review in PV-DBOW. In the plot, it is in the blur area surrendered by more
positive samples than negative ones. Figure 3.36 shows the content of this document. The
review is rated as 1 out of 10. Similarly, we also find some negative reviews that been
incorrectly classified as positive documents. With the regularization, embeddings in the
same class are grouped closer, resulting into a higher F1.
3.6 Summary
Most of the data in real-world can be represented as a network. This chapter studies
the norm convergence problem of SGNS based network embedding algorithms. Due to
the unrestricted weight of the vectors, the L2 norm of small nodes will continue growing
during the training. Insufficient regularization in the previous works does not fix the issue.
Our experiment shows that the improper regularization will make the embeddings worse in
some cases. Based on our observations, we apply the L2 regularization on both input and
output vectors to improve the embeddings. We verify our model on seven datasets in size of
hundreds to millions. Next, we present a new SGNS based network embeddings algorithm
called N2V. By performing random walk, N2V captures the higher order proximity of the
network than random edge approaches. The online sampling strategy makes it easily scale
to large graphs with billions edges. The experiment suggests N2V has the best performance
on node classification compared with all other baselines. It also has a good performance on
the link prediction task.
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CHAPTER 4
Document Embeddings
4.1 Introduction
Representing text has been studied for years. Traditional methods such as Bag-of-words
representations and TF-IDF techniques have been applied to many applications such as
classification [Zhou et al., 2016] and clustering [Hotho et al., 2003]. But they suffer from
the high dimensionality problem as the vocabulary grows with the size of datasets. Topic
modeling algorithms, such as Latent Dirichlet Allocation (LDA) [Blei et al., 2003] and
Latent Semantic Analysis (LSA) [Dennis et al., 2003], can represent a document with a
fixed length vector, but very computationally expensive [Cai et al., 2008]. The success
of Skip-gram Negative Sampling model (SGNS) [Mikolov et al., 2013b] has inspired many
works for document embeddings. One of the most popular models is Paragraph Vector
(PV) [Le and Mikolov, 2014]. It has two models namely PV-DBOW (Paragraph Vector
- Distributed Bag-of-words) and PV-DM (Paragraph Vector – Distributed Memory) that
can learn document embeddings from large datasets. Previous works suggest that PV-
DBOW has good performance in many tasks such as classification [Le and Mikolov, 2014],
Information Retrieval [Ai et al., 2016a], duplicate detection [Zhang et al., 2017b], and
Semantic Similarity [Lau and Baldwin, 2016].
Many efforts have been made to improve Paragraph Vector models for better docu-
ment embeddings. One popular approach is to inject the word semantic meanings when
learning document embeddings. Empirical experiments show that using pre-trained word
representation can improve the quality of document embeddings [Lau and Baldwin, 2016].
Intuitively, the pre-trained word embeddings contain semantic relations between words so
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that similar words will have similar representations. Therefore, we can improve the docu-
ment embeddings by grouping the similar word together. For example, Lau and Baldwin
[2016] use pre-trained SGNS model to initialize document embeddings. On the other hand,
PTE [Tang et al., 2015a] turns documents into a text-document heterogeneous network with
label information and learns the supervised embeddings for the classification task. In 2016,
Wang et al. [2016b] proposed LDE to lean the word-word-document relations from linked
text.
In our work, we present D2V to improve PV-DBOW with word semantic relations.
Different from previous works, our model learns word-word and document-word relations
simultaneously. The weight learned from two relations are controlled by a weight hyper-
parameters. Empirical experiments suggest that our model can adopt different types of
datasets by tuning the hyper-parameter. We further summarize our contributions as fol-
lows: 1) We proposed D2V that combines SGNS and PV-DBOW to learn document embed-
dings from large datasets. D2V improves PV-DBOW model by learning word embeddings
jointly. 2) The weight for word semantic meanings is controlled by hyper-parameters. 3)
We test D2V on eight datasets. Experimental results suggest D2V improves PV-DBOW in
most datasets. 4) By examining the weight hyper-parameter, we show that word semantic
meanings have different impacts on different types of datasets. For instance, the word se-
mantic meaning does not help document embedding on the review datasets such as IMDB
and Yelp. On short academic data such as document contains paper title and abstract,
increase the weight for word will improve the document embeddings.
4.2 Related works
Document representation is traditionally dealt with Bag-of-words representations. TF-IDF
gives more weights to the tokens that appear more in a certain document than others. The
dimension of such representations is the size of the vocabulary, which is usually on the scale
of millions or billions in large datasets. Latent Semantic Analysis (LSA), also known as La-
tent Semantic Indexing (LSI) [Dennis et al., 2003], reduces the dimension of TF-IDF matrix
via Singular Value Decomposition (SVD). These methods do not consider word semantic
similarity. In 2013, Mikolov et al. [2013b] proposed word2vec to learn word embeddings
from text. The learned embeddings contain not only semantic similarity between words
96
4. DOCUMENT EMBEDDINGS
but also analogy relations. Therefore, it is expected to see some works use word embed-
dings to improve the document representation. For example, GPU-DMM [Li et al., 2016b]
combines word embeddings with Topic Modeling in the text classification task. CluWords
[Viegas et al., 2019] combines pre-trained word embeddings with TF-IDF to generate better
document representations.
Inspired by word2vec, Le and Mikolov [2014] propose Paragraph Vector. Two models are
proposed: PV-DM (Paragraph Vector – Distributed Memory) and PV-DBOW (Paragraph
Vector – Distributed Bag-of-Words). PV-DM is generally treated as a variant for averaging
word embeddings into a document embedding. PV-DBOW can be explained as optimizing a
variant of TF-ICF Matrix (Term Frequency – Inverse Corpus Frequency) [Reed et al., 2006,
Ai et al., 2016a]. Existing works evaluate and report the performance of PV-DM and PV-
DBOW on different datasets. Empirical experiments show that PV-DBOW outperforms
PV-DM in many tasks such as semantic textual similarity tasks[Mesnil et al., 2014].
This work focuses on improving document embeddings by considering word semantic
meanings. Existing work [Lau and Baldwin, 2016] use pre-trained SGNS model to improve
PV-DBOW. More specifically, the authors initialize the output weight of PV-DBOW using
SGNS model. The authors first treat document content as corpus and optimize SGNS
model on it. The output weight (also known as context vectors in SGNS) is learned in this
process. Next, they reuse the weight and optimize PV-DBOW for documents. The authors
claim that optimizing PV-DBOW with pre-trained vectors will never hurt the performance.
However, in our experiment, we find the performance is not stable. The detail will be
discussed later in Section 4.4.
4.3 Our method
Most existing algorithms treat the word and document embeddings as two separate enti-
ties. For example, SGNS learns the word embeddings from their co-occurrence neighbors
and disregards in which document the word occurs. In real-world datasets, documents
can also provide useful information for the words – a document, especially the scientific
literature such as academic papers, usually focuses on describing one topic in a specific
domain so that words in the same documents may sit closer than the words in different
documents. Meanwhile, documents will also gain more information when considering the
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FIGURE 4.1: The structure of D2V.
semantic meaning of words. For instance, in PV-DBOW, each token is identical and has
no connection with others. In real-world datasets, multiple terms in the same domain may
share the same or similar meanings. e.g. in some academic papers, term ‘word2vec’ refer
to one of SGNS or CBOW models so that they often occur in the same context. There-
fore, we expect to see that documents containing ‘word2vec’, ‘SGNS’, and ‘CBOW’ to have
similar embeddings. Lau and Baldwin [2016] show that pre-trained word embeddings can
improve document embeddings in some datasets. However, our experiment indicates that
performance is not stable. Sometimes the quality of embeddings is worse than before. One
reason is the randomness of the algorithm. Another explanation is that the pre-trained
information is lost during training. For instance, the model maximizes the SGNS objective
first. Then the model will overwrite the output weight during optimizing the objective of
PV-DBOW. Therefore, the word semantic meaning is fading.
In our work, we want to preserve the word semantic meaning and document-word infor-
mation. Therefore, we propose D2V that combines the objective of SGNS and PV-DBOW.
The two objectives are learned simultaneously so that we can capture the document-word
information without losing the word meanings. Figure 4.1 illustrates the structure of D2V.
We use SGNS to generate word-word pairs to capture the word co-occurrence information.
The document embeddings are learned from document-word pairs. Two objective functions
share the same output weight so that word-word and document-word relation are connected
together during the learning. After we collect the training pairs, we adopt the SGNS model
and maximize the average log probability of all observed training pairs. More formally, we
define the objective function for D2V as following:
O =
1
T + T × C [
T∑
i=1
∑
−c≤j≤c,j 6=0
log p(wi+j |wi) +
N∑
i=1
∑
wj∈di
log p(wj |di)], (4.1)
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where T is the length of the corpus. N is the number of documents. V is vocabulary. c
is the skip-gram window size for words, which is a random integer in range of (0, C]. The
log probability log p(j|i) of given an item i that observes an item j is defined via negative
sampling [Mikolov et al., 2013b]:
log σ(uj · vi) +
K∑
k=1
Ewk∼Pn log σ(−uk · vi). (4.2)
Here, σ(x) = 11+exp(−x) is the sigmoid function. K is the number of negative samples. v is
the embedding vector and u is the word output vector. Pn is the noise distribution, which
is defined by unigram distribution raised to the power of 0.75.
SGNS uses the skip-gram window to capture training pairs, where the window size c is a
random integer range from 1 to C. Therefore, the total number of training pairs for words
is T × C. However, in PV-DBOW, the number of document-word pairs is T . This means
word will have C times more training pairs than documents. Therefore, the model will learn
more information for words than documents. Thus, the previous objective is unbalanced.
We name this version of the model as D2V unweighted. To balance the weight from these
two components, we define the D2V equal weighted model as following:
O =
1
T × C
T∑
i=1
∑
−c≤j≤c,j 6=0
log p(wi+j |wi)
+
1
T
N∑
i=1
∑
wj∈di
log p(wj |di)],
(4.3)
where T × C is the total number of training pairs generated from word-co-occurrence, and
T is the total number of training pairs generated from document-word relations.
In practice, we find that the performance of these two models is not stable. They
sometimes perform similarly, but one can be better than another in some other datasets. It
may due to the difference convergence speed of these two components. In word embeddings,
existing works show that smaller datasets such as text8 will need up to 20 iterations to
converge, and the convergence speed is much faster for larger dataset such as Wikipedia that
contains billions of tokens [Rengasamy et al., 2017]. Therefore, we want to further control
the weight learned from two components to suit different datasets. More specifically, for
each word-word pair, we give it a weight of α. Similarly, each document-word pair carries a
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weight of 1− α during the training. We name this model as D2V weighted version. Thus,
the objective function is:
O =
α
T × C
T∑
i=1
∑
−c≤j≤c,j 6=0
log p(wi+j |wi)
+
1− α
T
N∑
i=1
∑
wj∈di
log p(wj |di)].
(4.4)
Our model controls the weight of word semantic meanings via a hyper-parameter α.
Larger α will give more weight to the word-word pairs. Similarly, if we set a lower α, the
model will learn more weight from document-word pairs. Therefore, the D2V eqweighted
model is a special case of D2V when α = 1− α = 0.5. Similarly, in the unweighted model,
we have αT×C =
1−α
T . Therefore, the unweighted model is a special case of D2V when
α = T×CT×C+T =
C
C+1 . When α = 0, D2V equals to PV-DBOW.
In the implementation, we treat the weight as the number of a training pair been trained.
Intuitively, train a pair with weight w equals to train it w times. Then the local objective
function for a specific word-word pair is
O(wi, wj) = log σ(uwj · vwi)
+
K∑
k=1
Ewk∼Pn [log σ(−uwk · vwi)].
(4.5)
Similarly, the local objective function for a specific document word pair is
O(di, wj) = log σ(uwj · vdi) +
K∑
k=1
Ewk∼Pn [log σ(−uwk · vdi)], (4.6)
where v is the embedding vector and u is the output vector (also known as context vector
in SGNS). σ(x) = 1
1+e−x is the sigmoid function. Pn is the noise distribution. K is the
number of negative samples. By taking the derivative of Eq. 4.5, we can get the update
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equations for word-word training pair (wi, wj):
vwi ← vwi + η[(1− σ(uwj · vwi)) · uwj
−
K∑
k=1
Ewk∼Pnσ(uwk · vwi) · uwk ]
uwj ← uwj + η[1− σ(uwj · vwi) · vwi ]
uwk ← uwk + η[−σ(uwk · vwi) · vwi ],
(4.7)
where η is the learning rate. Similarly, we can get the update equations for document-word
training pair (di, wj):
vdi ← vdi + η[(1− σ(uwj · vdi)) · uwj
−
K∑
k=1
Ewk∼Pnσ(uwk · vdi) · uwk ]
uwj ← uwj + η[1− σ(uwj · vdi) · vwi ]
uwk ← uwk + η[−σ(uwk · vdi) · vwi ].
(4.8)
Algorithm 4 shows the pseudocode of our implementation. We first initialize the model.
In this step, we first scan the documents and build the vocabulary. Then for each word in
the vocabulary, we calculate the noise distribution Pn for negative sampling. The word and
document embeddings are initialized to a very small random value and the word output
vectors are initialized to zero. At each step of training, we first use the weight hyper-
parameter α to decide the component we should learn from. A training pair from the
selected component is then generated so that the model can be updated.
4.4 Experiments
We implemented D2V in Cython and Basic Linear Algebra Subprograms (BLAS). Our
implementation can perform up to 5.8 million updates per second per thread. It is faster
than most existing implementations [Mikolov et al., 2013b, Rˇeh˚urˇek and Sojka, 2010]. We
also use multi-thread to boost the training speed. The source code and datasets is available
1 for reproducing the results.
1http://zhang18f.myweb.cs.uwindsor.ca/d2v/
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Algorithm 4 D2V
1: function D2V(Corpus of documents T , number of negative samples K, total training pairs S, embed-
dings dimension d, learning rate η, weight hyper-parameter α)
2: Generate the vocabulary V ← T
3: Calculate the word distribution P ← T
4: for each word wi in vocabulary V do
5: Initialize vwi ← uniform(− 0.5d , 0.5d ) for each dimension of vwi
6: Initialize uwi ← 0 for each dimension of uwi
7: Calculate noise distribution Pn(wi) =
P (wi)
0.75∑
wj∈V P (wj)
0.75
8: end for
9: for each document di do
10: Initialize vdi ← uniform(− 0.5d , 0.5d ) for each dimension of vdi
11: end for
12: while the number of pairs been trained < S do
13: if random < α then
14: Generate a (word,word) training pair
15: else
16: Generate a (document,word) training pair
17: end if
18: vi ← embedding vector for the input
19: uj ← output vector for the output
20: Update output vector uj according to Eq 4.7 and 4.8
21: Draw K negative samples according to noise distribution Pn
22: for each negative sample wk do
23: Update the corresponding output vector uk according to Eq 4.7 and 4.8
24: end for
25: Update embedding vector vi according to Eq 4.7 and 4.8
26: Decay learning rate η linearly
27: end while
28: return embeddings v
29: end function
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4.4.1 Experiment setup
We compare our method with other approaches on the same datasets introduced in Chapter
3 Section 3.5.2, including XReligion, Full Movie Review, IMDB, AG’s news, arXiv 2016,
arXiv 2019, arXiv long, and Yelp Review. We compare D2V with the following methods:
LDA (Latent Dirichlet Allocation): A topic modeling algorithm proposed by Blei et al.
[2003].
LSA: Latent Semantic Analysis [Dumais, 2005] is a traditional technique that uses SVD
to decompose the relationship between a set of documents and terms.
PV-DM: The Distributed Memory model proposed in Paragraph Vector [Le and Mikolov,
2014]. PV-DBOW: The Distributed Bag-of-words model proposed in Paragraph Vector
[Le and Mikolov, 2014].
SG+PV-DBOW: PV-DBOW with pre-trained SGNS model [Lau and Baldwin, 2016].
D2V unweighted: The proposed model with α = CC+1 ≈ 0.83 where C = 5 is the
window size. It gives all training pairs equal weights during the training.
D2V eqweighted: The proposed model with α = 0.5. It learns equal weights for
word-word and document-word information.
D2V: The proposed model. For each dataset, we grid search the best α and list the
result in Table 4.1. When α = 0.5, D2V learns equal weight from word and documents.
When α is larger than 0.5, D2V learns more weight from words. Similarly, when α is smaller
than 0.5, D2V learns more weight from documents.
For LDA and LSA, we use the implementation provided in scikit-learn [Pedregosa et al.,
2011]. For PV-DM, we adopt the implementation from Gensim toolkit [Rˇeh˚urˇek and
Sojka, 2010]. PV-DBOW, SG+PV-DBOW, and D2V are implemented by us under the
same framework.
For each method, we set the dimensionality of the embeddings to 100. For Neural
Network based algorithms, we set the window size to 5, the number of negative samples
per training pair to 5. The learning rate η decays linearly from 0.025 to 0.0001. These are
the default settings used in most SGNS-based algorithms such as [Mikolov et al., 2013b],
[Tang et al., 2015b] and [Tang et al., 2015a]. For a fair comparison, for all Neural Network
based algorithms, we learn the model using the same number of document-word training
pairs for each dataset. For example, in XReligion, we train PV-DBOW with 100 million
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TABLE 4.1: Best weight hyper-parameters for D2V.
Dataset α
XReligion 0.1
FullMR 0.15
IMDB 0.45
AGNEWS 0.8
arXiv2016 0.9
arXiv2019 0.9
arXiv long 0
Yelp 0.3
training pairs. Therefore, there are 100 million document-word pairs are learned. Then in
D2V eqweighted, we also optimize the model with 100 million document-word pairs, plus
100 million word-word training pairs in the experiment. This ensures document embeddings
getting equal weights from the text information.
The Neural Network based methods are initialized with random weights thus produce
different embeddings in each run. To eliminate the effect of randomness of algorithms, we
run ten models per dataset. For each model, we evaluate the embeddings in the classification
task. Follow by the same setting in [Li et al., 2016a], we take 80% of documents as the
training data, then use the rest to test the performance. We use a Logistic Regression
classifier implemented in the scikit-learn toolkit with default hyper-parameters in this task.
The classifier takes a document embedding as the input, then predict the corresponding
label. The performance is evaluated by the F1 score. AGNEWS has multiple classes. We
use micro-F1 to evaluate the performance. Therefore, each model will have one F1 score.
Thus, 10 F1 scores are collected for each dataset. Then we report the average and standard
deviation of the 10 F1 scores.
4.4.2 Results and analysis
TABLE 4.2: F1 scores in the document classification task.
method AGNEWS FullMR IMDB XReligion arXiv2016 arXiv2019 arXiv long Yelp
D2V 0.886 0.875 0.889 0.980 0.931 0.942 0.952 0.903
D2V eqweighted 0.870 0.864 0.889 0.976 0.922 0.933 0.951 0.900
D2V unweighted 0.884 0.853 0.876 0.973 0.929 0.940 0.950 0.869
PV-DBOW 0.855 0.854 0.886 0.972 0.919 0.931 0.952 0.902
SG+PV-DBOW 0.846 0.860 0.888 0.972 0.918 0.931 0.956 0.904
PV-DM 0.522 0.784 0.673 0.942 0.715 0.730 0.777 0.622
LSA 0.873 0.812 0.864 0.977 0.927 0.936 0.943 0.880
LDA 0.691 0.648 0.763 0.965 0.864 0.916 0.941 0.748
Table 4.2 list the result. From the table we have the following observations: 1) Overall,
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FIGURE 4.2: F1 scores and improvements of PV-DBOW based methods.
D2V outperforms other methods on most datasets except on long documents such as arXiv
Long and Yelp, where the F1s of SG+PV-DBOW are 0.004 and 0.001 higher than D2V.
2) PV-DBOW based algorithms, including D2V models and SG+PV-DBOW, have better
performance than traditional methods such as LDA and LSA. LSA is better than LDA
consistently on all eight datasets. For instance, in AGNEWS, PV-DM has the lowest F1
of 0.522. The F1 for LDA is 0.691, and LSA has F1 of 0.873. 3) Despite the authors of
Paragraph Vectors claim that PV-DM is superior to PV-DBOW[Le and Mikolov, 2014],
our experiment suggests contrarily. Existing work also supports our observation [Lau and
Baldwin, 2016]. Yet, it is surprising to see PV-DM has lower performance than traditional
methods across all datasets.
Our goal is to improve the PV-DBOW model by adding the semantic meanings of words.
Figure 4.2 shows improvement of different methods using PV-DBOW as the baseline. The
x-axis lists the datasets and the y-axis denotes the average F1 score and the shaded area
illustrates the standard derivation. SG+PV-DBOW learns document embeddings on the
pre-trained SGNS model. The pre-trained model contains words semantic meanings. Exper-
iments show that it will improve the performance of PV-DBOW on some datasets. However,
the performance decreases in AGNEWS. In D2V, words and documents are learned simul-
taneously. It has a weight hyper-parameter to balance the weight learned from word and
documents. We can see that the weighted version is better than the unweighted and equal
weighted ones consistently. Some dataset is sensitive to the weight hyper-parameters such as
Yelp and FullMR. The improvement is small in arXiv Long dataset, where D2V eqweighted
and D2V unweighted is only 0.146% and 0.251% lower than D2V. D2V unweighted improves
PV-DBOW on AGNEWS, arXiv2016, and arXiv2019. However, the performance is lower
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FIGURE 4.3: Impact of weight in D2V. The x-axis is weight hyper-parameter α. The
smaller α is, the less weight learned from the word-word pairs. The red dot indicates the
best hyper-parameter. The green triangle is the performance of D2V eqweighted. The blue
diamond represents the D2V unweighted model.
than PV-DBOW in other datasets, especially on Yelp, where the improvement for D2V
unweighted model against PV-DBOW is -4%. D2V eqweighted model balances the weights
learned from words and document. The performance improves on most datasets except
Yelp. After we grid search the best weight hyper-parameter α, the improvement becomes
larger in all eight datasets.
4.4.3 Impact of weight
Next, we study the impact of weight hyper-parameter α in D2V. α controls the weight
learned from word. The smaller α is, the less weights word-word pairs have. When α = 0,
D2V equals to PV-DBOW. For each α, we learn 10 models of D2V. For each model, we
evaluate the performance using the same strategy discussed in 4.4.1. Therefore, there are 10
F1 scores for each α per dataset. We take the average the these 10 F1 scores and illustrated
in figure 4.3. The x-axis shows weight hyper-parameter α and the y-axis is the F1 score. The
shaded area shows the standard derivation. We can see that different datasets need different
α. For example, in XReligion, FullMR, and Yelp, D2V will have better performance if we
set a lower α. This indicates that the model does not benefit from the semantic meaning
of words in these datasets. On the other hand, we can see that AGNEWS, arXiv2016, and
arXiv2019 prefer higher α. After a certain point, the performance starts decaying. It is
interesting to see three arXiv datasets act differently. arXiv2016 and arXiv2019 contain
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FIGURE 4.4: Document embeddings in arXiv2019. We use PCA to reduce the dimension
of document embeddings from 100 to 2. Documents are split into three groups. Each color
represents a group.
title and abstract. The performance improves around 1-3% with larger α. On the other
hand, arXiv long has more text from the introduction part of a paper and prefers smaller
α. The sensitivity of the weight is also varied across the datasets. The gap between highest
and lowest performance is relevant small in arXiv datasets. For instance, in arXiv2019, the
best performance is 0.942 when α = 0.9 and the lowest F1 is only 0.01 less when α = 0.3.
While, in arXiv long, the difference is smaller – only 0.002, despite that the trend of the
ratio is totally different. We also notice that for arXiv long, the best performance occurs
when α = 0. It means adding word semantic meaning does not help document embeddings
at all. However, in the largest dataset Yelp, the F1 goes as high as 0.9 when we learn less
weight from words. However, the performance drops very fast when we set a higher α. In
theory, we can further study the property of different datasets to explain the impact of
the word meanings on document embeddings. In practice, we need to grid search the best
hyper-parameter for a specific dataset to generate better embeddings.
4.5 Case study
In this section, we study the embeddings generated by different methods. We select seven
documents from arXiv2019. The documents are split into three research domains. We
use PCA to reduce the dimension of the embeddings from 100 to 2 and plot them in
Figure 4.4. Panel (a), (b), and (c) are embeddings generated by PV-DBOW, SG+PV-
DBOW, and D2V, respectively. Each color represents a research topic. DeepWalk, LINE,
and node2vec are three network embedding algorithms. They form a small group and are
colored in orange. TensorFlow and MXNet are two Deep Learning frameworks. Their
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FIGURE 4.5: Pair-wised cosine similarity of seven documents in arXiv2019.
embeddings are marked as green. Blue dots are two papers for word2vec. PV-DBOW
and SG+PV-DBOW have same F1 scores (0.931) in the classification task. Therefore, the
displacement of their embeddings is similar as expected. The F1 score of D2V is 0.942.
We can see the embeddings of D2V are different from PV-DBOW and SG+PV-DBOW.
For example, two blue dots locate closely on the upper right corer in Panel (c). However,
these two documents are placed far away from each other in Panel (a) and Panel (b).
To quantify the similarity between these documents, we calculate the pair-wised cosine
similarity between these document and illustrate the result in Figure 4.5. Panel (a) shows
the similarities retrieved from PV-DBOW. There are two groups in the plot. The similarity
between TensorFlow and MXNet is 0.56, and the similarities between network embedding
algorithms are around 0.6. However, two word2vec papers share only 0.41 similarities. In
SG+PV-DBOW, the similarity between two word2vec papers increases to 0.56. We can see
a clear structure between these two papers. For the network embedding algorithm group,
the average similarity is 0.55, which is 0.05 lower than in PV-DBOW. Panel (c) shows
the similarities generated by D2V. The plot shows a clear structure between groups. The
similarities within each group exceed 0.83. Note that arXiv2019 contains not only Computer
Science papers, but also papers from other domain such as mathematics and physics. The
selected documents are all from the domain of Machine Learning in Computer Science.
Therefore the smallest similarity is 0.64. It also explains why D2V achieves better F1. Note
that the ground labels of documents in arXiv2019 are CS and non-CS.
Word embeddings are also learned in D2V. It is necessary to compare the word embed-
dings between D2V and word2vec. Figure 4.6 shows seven words generated by D2V and
word2vec. Blue dots are two models proposed in word2vec. Both D2V and word2vec place
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FIGURE 4.6: Word embeddings in arXiv2019. We use PCA to reduce the dimension of
words embeddings from 100 to 2. Words are split into three groups. Each color represents
a group.
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FIGURE 4.7: Pair-wised cosine similarity of seven words in arXiv2019.
109
4. DOCUMENT EMBEDDINGS
them together in the upper left corner as expected. Orange group shows three machine
learning terms namely classification, clustering and regression. In D2V, these three words
are highly related. They are placed in the upper right corner. However, the distance be-
tween regression and classification is large in word2vec. Green group shows two terms from
a different research area – security and privacy. The distance between this group and others
is further in D2V than in word2vec. When looking at the cosine similarities between words
in Figure 4.7, the difference is more obvious. In Panel (a), words in D2V fall into three
groups clearly. Similarities between words in the area of machine learning are above 0.44.
In word2vec, the similarity between sgns and classification is 0.64. In D2V, the similarities
within each group are larger than the ones in word2vec. This is another evidence that D2V
will bring the words in the same domain closer than word2vec.
4.6 Summary
Document representation is traditionally dealt with Bag-of-words model. Words are treated
independently and the semantic meaning is omitted. PV-DBOW is a state-of-the-art neural
network based document embedding algorithm that has been proven to be useful in many
tasks. This chapter presents D2V to improve PV-DBOW by learning the word semantic
meaning and document representation simultaneously. The weight learned from words
and documents are controlled by a weight hyper-parameter. Experiments show that word
semantic meaning has different impacts on different datasets. By grid searching the best
hyper-parameter, D2V improves PV-DBOW on eight datasets consistently and achieves the
best performance in most datasets.
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CHAPTER 5
Paper Embeddings
5.1 Introduction
Scientific publications have become crucial resources in both academia and industry. People
are working on summarizing and reasoning the knowledge from such data. Researchers
in this area are working on solving problems such as classification [Zhou et al., 2016],
disambiguation [Mu¨ller, 2017], duplicates detection [Zhang and Lu, 2016], recommendation
[Zhao et al., 2018] and influence prediction [Bai et al., 2019], etc. Meanwhile, by extracting
the relations between papers, the industry is also developing tools such as Google Scholar1
and Semantic Scholar2 to help researchers find related literature or potential collaborators.
Data representation is a crucial component when studying academic papers. Represent-
ing academic papers is challenging. One common issue is that the size of such data is often
large. For example, ArnetMiner [Tang et al., 2008] now contains 2.7 million papers in the
domain of Computer Science with 25 million citations. There are 46 million papers and 528
million citation links in Microsoft Academic Graph (MAG) [Sinha et al., 2015], an academic
graph published by Microsoft. Therefore, an efficient method is needed to represent such
data.
Academic papers are complicated. They contain not only plain text, such as titles
and abstract, but also links to each other through citations. Representing text has been
widely studied in the past. Traditional techniques, such as n-grams and Term Frequency
- Inverse Document Frequency (TF-IDF), are widely discussed [Rajaraman and Ullman,
1http://scholar.google.ca/
2https://www.semanticscholar.org/
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2011]. However, these methods suffer from the high dimensionality problem. To reduce
the dimension of these representations, researchers have proposed a variety of techniques,
such as Latent Dirichlet Allocation (LDA) [Blei et al., 2003] and Latent Semantic Analysis
(LSA) [Dumais, 2005]. However, these methods are computationally expensive [Cai et al.,
2008] and not scalable for large datasets.
As we disccussed in the previous chapters, there are many algorithms adopt SGNS to
learn embeddings from words, documents, and networks. However, academic papers are
more complicated than plain text or networks. Utilizing link information in document
representation has been studied in several ways. A naive method is to train document em-
beddings from text and links independently, then concatenate them together. In 2015, Yang
et al. [2015] propose Text-Associated DeepWalk (TADW) that generates paper embeddings
by factorizing the DeepWalk matrix with TF-IDF matrix. Another approach is to treat
the text or links equally by forming the data into a heterogeneous network, then apply the
network embedding algorithms to retrieve the embeddings [Wang et al., 2018, Ganguly and
Pudi, 2017]. More recently, Wang et al. [2016b] propose LDE, a supervised model that can
learn the embeddings from labeled linked documents. They split the data into three com-
ponents and design an objective function for each component. Then they optimize these
multiple objectives together to get the embeddings for labeled linked documents.
In this chapter, we present P2V, a model that can learn high-quality paper embeddings
from text and citation links. We consider three types of relations in academic papers and
design multiple objective functions for each component, where the weights learned from
each component are controlled by hyperparameters. Benefited from our online sampling
strategy N2V, P2V can scale to large datasets that contain millions of papers, billions of
words and links. We validate our model on four datasets with various sizes, where the
largest one contains 46.6 million papers. We demonstrate the performance of our model in
classification task and clustering task.
5.2 Our method
Academic papers are more complex than plain text or links. Figure 5.1(a) illustrates an
example of a set of academic papers, where {d1, d2, ..., d5} are papers and {w1, w2, ..., w8}
are the words. Papers not only contain text information but also connect to others through
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w4w5w7d4 w1w3w6d5
(a) An example of academic papers.
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d3, d1
d3, d2
d3, d4
d3, d5
(b) Training samples for three components.
FIGURE 5.1: An example of three components in academic papers. Panel (a) shows an
example of academic papers. Five papers connected by citation links. {d1, d2, ..., d5} are
papers; {w1, w2, ..., w8} are corpus in the papers. Papers contain words and connect to
others by citation links. Panel (b) shows training samples retrieved from three components.
citations. For example, paper d1 has a set of words {w8, w1, w6} and links to paper d3
and d4 through citations. Note that the citation networks are mostly acyclic – papers only
cite papers in the past, not the ones to be published in the future. Here, we consider two
linked papers are highly related regardless of the weight and direction. In theory, removing
the direction of the edges will bring more information to the old papers, especially the
highly cited ones. In practice, we find that removing the edge direction improves the
classification performance by 6.16% on Cora dataset. Additional to citation links, there are
many other types of links between different entities, such as venues, affiliations, keywords,
and authors. These relations are widely used in studying Knowledge Graphs. However,
most datasets do not provide valid or fully-disambiguated entities, such as authors and
affiliations. Evaluations on such dataset are also complicated. Thus, we do not consider
those entities and links at this stage of the study. Unlike other works [Tang et al., 2015a,
Wang et al., 2016b], we do not learn the labels, e.g., categories, for papers, due to that most
real-world academic papers do not have ground-true labels. Therefore, we only consider
three types of relations: word-context, paper-content, and paper-paper relations.
Existing works [Mikolov et al., 2013a, Baroni et al., 2014] suggest that SGNS shows
great advantages in representing words over traditional methods. It can be explained as a
predicting model that learns the representation by using the embeddings to predict the co-
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occurrence information [Baroni et al., 2014]. SGNS inspires numerous algorithms to learn
the embeddings on different types of data such as documents and networks by predicting
the co-occurrence generated by a specific sampling strategy. In our work, we consider three
types of relationships. Therefore, three sampling strategies are proposed.
The word-context relation provides the semantic meanings for words. Here we use SGNS
to capture the word-context co-occurrence information. The top figure in Figure 5.1 Panel
(b) illustrates the procedure. The context for word w3 is {w7, w6, w8}. Thus, the training
sample pairs are (w3, w7), (w3, w6) and (w3, w8). When training the corpus multiple times,
(w3, w6) will appear more times than (w3, w8). To capture the paper-content relation, we
borrow the idea from PV-DBOW that uses the document vector to predict its content as
illustrated in the middle of Figure 5.1 Panel (b). The training samples for d3 is (d3, w7),
(d3, w3), (d3, w6) and (d3, w8). As to the paper-paper relations, we use N2V introduced
in Chapter 3 to generate training samples from the citation network as illustrated at the
bottom in Panel (b).
After we gather the training samples, we learn the embeddings via SGNS model by
maximizing the weighted log probability of the samples retrieved from each component.
More formally, the objective function of P2V is:
O =
α
Sw
T∑
i=1
∑
−c≤j≤c,j 6=0
log p(wi+j |wi) (5.1)
+
β
Sd
N∑
i=1
∑
wj∈di
log p(wj |di) (5.2)
+
γ
Sn
N∑
i=1
∑
dj∈N+(di)
log p(dj |di), (5.3)
where α, β, and γ are three hyperparameters to control the weight learned from each
component, which will be discussed in Section 5.2.1. Sw, Sd and Sn is the number of observed
word-context pairs, paper-content pairs, and paper-paper pairs per iteration, respectively.
T is the size of corpus, N is the number of papers. c is the skip-gram window size for
capturing word-context relations. N+(di) is the online sampling strategy N2V that returns
a set of neighbors of paper di. The log probability of given i that observes j is defined
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# word-context # paper-content # paper-paper
Cora 12,613,805 2,522,761 10,858
arXiv T 24,868,185 4,973,637 8,141,482
arXiv T+A 286,058,110 57,211,622 8,141,482
arXiv T+A+I 2,019,417,530 403,883,506 8,141,482
AMinerV8 27,178,155 5,435,631 8,383,046
AMinerV10 1,156,993,715 231,398,743 50,333,988
MAG 2,011,519,245 402,303,849 1,057,364,578
TABLE 5.1: The number of training samples per iteration. Window size is 5.
through negative sampling:
log σ(uj · vi) +
K∑
k=1
Enk∼Pn [log σ(−uk · vi)], (5.4)
where σ(x) = 1
1+e−x is the sigmoid function. vi is the embedding of i, uj is the output vector
of j. Enk∼Pn draw a negative item nk according to the distribution. Here nk is a word or
a document depending on different components. Note that when γ = 0, the model equals
to D2V introduced in Chapter 4. When α = β = 0, the model equals to N2V discussed in
Chapter 3.
5.2.1 Weight of components
The highlight of our model is to use three hyperparameters to control the weight learned
from each component. More specifically, α controls the weight learned from word-context
information, β controls the weight for paper-content, and γ is the weight for citation net-
work. In SGNS, the objective is to maximize the average log probability of all observed
training samples. It treats every training sample equally during the learning. This is a
special case when setting α = Sw, β = Sd and γ = Sn in our model. We call this model
P2V-unweighted.
However, in most datasets, the training sample size for text and citation network is
unbalanced. Table 5.1 lists the number of training samples for each component in seven
different datasets. On Cora dataset, when the window size equals to five, we will generate
12.61 × 106 samples from word-context relations, 2.52 × 106 samples from paper-content
relations but only 0.01× 106 samples for paper-paper relations per iteration, which is 1,260
times less than the number in word-context relations. If we treat every sample equally,
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(a) Learn from word-context sample (w3, w8).
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(b) Learn from paper-context sample (d3, w3).
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(c) Learn from paper-paper sample (d3, d5).
FIGURE 5.2: P2V as Neural Networks. Panel (a) (b) and (c) illustrate the learning proce-
dure of sample (w3, w8), (d3, w3), and (d3, d5) respectively. The training samples are derived
from Figure 5.1.
the model will learn more information from the text than links. However, in MAG, the
citation network provides twice more training samples than the text. To solve this issue, we
normalize the updating weight for each component according to its training sample sizes.
by setting α = β = γ = 1. In this case, three components will contribute equal weight
toward the global objective. We call this model P2V-eqweighted.
In some applications, we may need to further control the weight for each component to
improve embeddings. For example, when doing paper disambiguation or duplicate detection,
the text may provide more information than citations and references. It is necessary to set
a larger β over γ in this scenario. While in the citation prediction task, we may want
more weight from the citation network by setting a larger γ. Therefore, we can tune these
hyperparameters to improve the performance of embeddings for different tasks.
Our model can be explained as a Three Layers Shallow Neural Network as illustrated in
Figure 5.2. Panel (a) illustrates the training procedure for a word-context sample (w3, w8).
The model takes a one hot vector as the input, which projects the embeddings of w3 into the
hidden layer. Then the model performs binary classification to predict the true output w8 as
1 and others as 0. Next, we update the model with a weight of α/Sw through backpropaga-
tion algorithm. Similarly, Panel (b) and (c) show the training procedure for paper-content
training sample (d3, w3) and paper-paper training sample (d3, d5), respectively.
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(a) Performance degeneration during the training.
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(b) Norms of vectors grow continuously during the training.
FIGURE 5.3: Norm convergence issue on Cora dataset. Panel (a) shows the performance
of embeddings during the training. Panel(b) shows the mean of vectors’ L2 norms in each
group. Each group contains 25 samples. 100 samples in total.
5.2.2 Regularization and optimization
In Chapter 3, we addressed the norm convergence problem in SGNS. We find that L2 norms
of vectors do not converge but increase continually during the training. This will draw down
the performance of embeddings. We train P2V on Cora, a small dataset that contains 2,708
papers. During the training, when every 105 samples have been trained, we take a snapshot
of the model and evaluate embeddings’ performance on the classification task. Panel (a)
in Figure 5.3 shows the results. The Micro-F1 score first raises to the peak of 0.85 when
107 samples have been trained, then drops continuously. We exam the norms of vectors in
Panel (b). We split the words and papers into four groups by the weighted frequency in the
training sampling. Group one contains the top 25% frequent items. Group two contains
the top 25%-50% frequent items. Group three and four contain the top 50%-75% and 75%-
100% frequent items respectively. We can see that the norms of vectors are continually
growing during training, and finally, the norms for low-frequent items surpass the large
ones. Interestingly, the cross points of group one and group two are both at 107 samples.
The norm convergence issue can be avoided by early-stop strategy but can be fixed with L2
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regularization introduced in Chapter 3.
The highlight of our model is to use three hyperparameters to control the weight learned
from each component. There are two ways to interpret the weights. The most straightfor-
ward way is to multiply the weight for each training sample during the learning, such as
previous work [Tang et al., 2015b]. However, due to the imbalance of the training samples,
this will bring big update steps for samples from the component with less training samples,
especially under a decaying learning rate. The second way is to treat the weight as the
number of training pairs been sampled. Intuitively, train a sample with weight w equals to
train it w times. When optimizing the mode, we randomly select a sample from one of these
three components according to the un-normalized weight α, β and γ. Then each training
sample contributes equal weight during the training. As to the L2 regularization, each vec-
tor should receive the same amount of regularization weight per iteration. So we split the
regularization weight λ evenly into the local objective function. This scheme smooths the
updating weight towards the global optima during the training. Thus, the local objective
function for a specific training pair is
O(wi, wj) = log σ(uwj · vwi)− λwi‖vwi‖22 − λwo‖uwj‖22
+
K∑
k=1
Ewk∼Pnw [log σ(−uwk · vwi)− λwo‖uwk‖22],
(5.5)
O(di, wj) = log σ(uwj · vdi)− λdi‖vdi‖22 − λwo‖uwj‖22
+
K∑
k=1
Ewk∼Pnw [log σ(−uwk · vdi)− λwo‖uwk‖22],
(5.6)
O(di, dj) = log σ(udj · vdi)− λdi‖vdi‖22 − λdo‖udj‖22
+
K∑
k=1
Edk∼Pnd [log σ(−udk · vdi)− λdo‖udk‖2
2],
(5.7)
where v is the embedding vector and u is the output vector (also known as context vector
in SGNS). σ(x) = 1
1+e−x is the sigmoid function. P is the noise distribution, which is the
item’s frequency raise to the power of 0.75. K is the number of negative samples drawn
from the noise distribution. λwi , λwo , λdi and λdo are the regularization weight for word
embedding vw, word output vector uw, paper embedding vd and paper output vector ud
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respectively, which are defined as follows:
λwi =
λ
fiw2v(wi)
λwo =
λ
fow2v(wj) + fnw2v(wj) + β/α[fod2v(wj) + fnd2v(wj)]
λdi =
λ
fid2v(di) + γ/βfin2v(di)
λdo =
λ
fon2v(dj) + fnn2v(dj)
.
(5.8)
Here fi(·), fo(·) and fn(·) denote the frequency of an item trained as an input, output
and negative sample per training iteration respectively. To obtain the update equation,
for a specific word-context training sample (wi, wj), we take the derivative of Equation 5.5
regarding input wi, output wj and negative sample wk. Then update equation is:
vwi ← vwi + η[(1− σ(uwj · vwi)) · uwj +
K∑
k=1
Ewk∼Pnw − σ(uwk · vwi) · uwk − 2λwivwi ]
uwj ← uwj + η[(1− σ(uwj · vwi))− 2λwouwj ]
uwk ← uwk + η[(−σ(uwk · vwi))− 2λwouwk ]
(5.9)
where η is the learning rate. Similarly, the update equation for a specific paper-content
training sample (di, wj) is:
vdi ← vdi + η[(1− σ(uwj · vdi)) · uwj +
K∑
k=1
Ewk∼Pnw − σ(uwk · vdi) · uwk − 2λdivdi ]
uwj ← uwj + η[(t− σ(uwj · vdi))− 2λwouwj ]
uwk ← uwk + η[(−σ(uwk · vdi))− 2λwouwk ]
(5.10)
And the update equation for a specific document-document training sample (di, dj) is:
vdi ← vdi + η[(1− σ(udj · vdi)) · udj +
K∑
k=1
Edk∼Pnd − σ(udk · vdi) · uwk − 2λdivdi ]
udj ← udj + η[(t− σ(udj · vdi))− 2λdoudj ]
udk ← udk + η[(−σ(udk · vdi))− 2λdoudk ]
(5.11)
Figure 5.4 shows the norm of vectors when L2 regularization is applied. With the
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(a) Performance of embeddings with L2 regularization.
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(b) Norms of vectors with L2 regularization.
FIGURE 5.4: Norm and performance with L2 regularization on Cora. The plots are gener-
ated under the same strategy as Figure 5.3.
regularization, the norms of the vectors are converged. The norms of low-frequent items
are restricted, thus stabilize the embeddings. The frequent vectors have larger norms than
rare ones as expected. Intuitively, a larger norm will contribute larger update weight during
the learning. Thus, it can be treated as the importance of a node. Most importantly, the
performance of embeddings improves. The peak of micro-F1 improves from 0.86 to 0.88
and the best macro-F1 increases from 0.85 to 0.86.
Implementation
Algorithm 5 describes the P2V algorithm. We adopts the implementation introduced in
Chapter 2 in our experiment. The data and code is available in our webpages 3.
5.2.3 Compare with existing works
There are many works learn embeddings from linked documents such as academic papers.
Thus, distinguishing our model from others is necessary. TADW is a state-of-the-art matrix
factorization approach in this area [Yang et al., 2015]. It factorizes DeepWalk matrix with
3http://zhang18f.myweb.cs.uwindsor.ca/p2v
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Algorithm 5 P2V
1: function P2V(Corpus of papers T , Network G, number of negative samples K, total training samples S, embeddings dimension d,
learning rate η, word-context weight α, paper-content weight β, document-document weight γ)
2: Generate the vocabulary V ← T
3: Calculate the word distribution Pw ← T
4: Calculate the document degree distribution Pd ← G
5: for each word wi in vocabulary V do
6: Initialize vwi ← uniform(− 0.5d , 0.5d ) for each dimension of vwi
7: Initialize uwi ← 0 for each dimension of uwi
8: Calculate noise distribution Pnw (wi) =
Pw(wi)
0.75∑
wj∈V Pw(wj)
0.75
9: end for
10: for each paper di do
11: Initialize vdi ← uniform(−
0.5
d
, 0.5
d
) for each dimensionof vdi
12: Initialize udi ← 0 for each dimension of udi
13: Calculate noise distribution Pnd (di) =
Pd(di)
0.75∑
dj∈G Pd(dj)
0.75
14: end for
15: while the number of samples been trained < S do
16: Randomly select one component proportional to α, β, and γ
17: Generate a training sample pair (input,output) from the selected component
18: vi ← embedding vector for the input
19: uj ← output vector for the output
20: Update output vector uj according to the update equations
21: Draw K negative samples according to noise distribution Pn.
22: for each negative sample wk or dk do
23: Update the corresponding output vector uk according to the update equations
24: end for
25: Update embedding vector vi according to the update equations
26: Decay learning rate η
27: end while
28: return embeddings v
29: end function
TF-IDF matrix. In a citation network, the average shortest path is usually small. For
example, the average shortest path in AMinerV8 is 6. It means for each node in the graph,
we only need to take 6 steps to reach all other nodes. Therefore, the DeepWalk matrix
is dense, which would use up to 260 GB of memory in AMinerV8. Therefore, TADW
can not scale to large datasets. Paper2vec [Ganguly and Pudi, 2017] uses pre-trained
document embeddings to expand the citation graph, then use the 2nd-order LINE to learn
the paper embeddings. However, it needs to calculate the pair-wised similarities between
all documents, which is unfeasible for large data.
w7w3w6w8d3
d3, w3, w7
d3, w3, w6
d3, w3, w8
w10
w31
w80
...
...
...
...
d10
d31
d50
...
...
...
...
h1
h2
hd
...
same weight
w1 0
w3 0
w8 1
...
...
...
...
d1
d3
d5
...
...
Back Propagation
(a) LDE-Doc.
d3
d1
d4
d2
d5
[d3, d1]
w1
w3
w8
...
...
d10
d31
d50
...
...
...
...
h1
h2
hd
...
same weight
w1
w3
w8
...
...
d1 1
d3 0
d5 0
...
...
...
...
Back Propagation
(b) LDE-Link.
FIGURE 5.5: The structure of LDE. Panel (a) is LDE-doc and Panel (b) shows LDE-link.
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LDE [Wang et al., 2016b] is a strong competitor in this field. It models the academic
papers into two relations – word-word-document relation and document-document relation.
The structure of LDE is illustrated in Figure 5.5. For the text part, LDE uses a variant of
PV-DM, namely LDE-Doc. Panel (a) shows an example. It first captures the word-context
pairs appeared in a window. Then it uses the center word wi and document vector dk to
predict other words. The training samples in LDE-Doc are (word,word,document) triplets.
In this example, the input of LDE-Doc is (d3, w3) and the output is w8. Compared with
LDE-Doc, our model D2V is an enhanced version of PV-DBOW, which is proven better
than PV-DM [Lau and Baldwin, 2016]. LDE-Link is proposed to capture the structure of
the network. LDE-link uses random edge to generate the training sample as shown in Panel
(b). In this example, the model takes d3 as the input and d1 as the output. It only considers
the first-order proximity between two nodes, which is a variant of the 1st-order LINE. It
means two papers are similar only if there is a direct edge between them. Compared with
LDE-Link, our N2V performs random walk based sampling, which is generally considered
better at capturing the structure of network [Goyal and Ferrara, 2018]. Moreover, LDE
learns equal weights from text and links. Our model learns from text and links at the
same time and the weights for each component are controlled by three hyperparameters.
Another difference is that in LDE, the embedding vectors and context vectors are identical.
Therefore, the structure of LDE-Doc is a folded Neural Network where the weights between
the hidden layer and input, output layer are the same.
5.2.4 Other approaches
Concatenation
There are many other approaches to retrieve paper embeddings. The simplest method is
to train document embeddings from text and network embeddings from links separately,
then concatenate them together. This can be treated as a baseline. Existing works show
that concatenated embeddings improve embeddings obtained from text or citation network
slightly. However, it is not adequate for some applications that demand the text and links in
the same vector space such as clustering. Moreover, the performance of embeddings highly
relies on both parts. In practice, existing works concatenate DeepWalk embeddings with
text features or PV-DM embeddings as a baseline for paper embeddings [Yang et al., 2015,
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FIGURE 5.6: An example of vector concatenation.
Ganguly and Pudi, 2017]. In our work, we also use the concatenated embeddings as the
baseline. First, we learn the D2V and N2V separately. Then we normalize the vectors by
their l2 norms so that text and links contribute the same weight in the concatenated vector.
More formally, given a document di, and its corresponding document embedding vdi and
network embeddings vni retrieved by D2V and N2V, the paper embedding for vpi is
vpi = vdi ++ vni . (5.12)
Figure 5.6 shows an example. Suppose the D2V embedding for document di is [0, 1, 2, 3, 4]
and the N2V embedding for di is [5, 6, 7, 8, 9]. Then we can concatenate the embeddings
retrieved by D2V and N2V as the paper embedding i.e. [0, 1, 2, 3, 4, 5, 6, 7, 8, 9].
Retrofitting
Another strategy is to retrofit the network information into document embeddings. This
strategy is original proposed to improve the word embeddings [Faruqui et al., 2014]. In our
work, we expand the concept to learn paper embeddings. We first obtain the embeddings
from text (D2V). Then for each paper, we retrofit a paper embedding according to its
neighbors in the citation graph as well as its document embeddings learned from text. The
objective is to minimize
N∑
i=1
[‖vi − vˆi‖2 +
∑
(di,dj)∈E
1
degree(di)
‖vi − vj‖2], (5.13)
where v is the paper embedding we want to learn, vˆ is the document embedding retrieved
via D2V, (di, dj) ∈ E are all edges that contain paper di is the citation network, degree(di)
is the degree of paper di in the citation network. Intuitively, a paper embedding vi is close
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v1 v2
v3
v4 v5
vˆ1 vˆ2
vˆ3
vˆ4 vˆ5
FIGURE 5.7: An example of retrofitting. Papers connect to each other through links. Each
paper di is associated with its document embeddings vˆi retrieved from D2V and a paper
embedding vi. In this example, we learn the paper embedding v1 for paper d1 using vˆ1, v3
and v4.
to its corresponding document embeddings vˆi as well as its neighbors vj in the citation
graph. Figure 5.7 is an example. For each paper in the dataset, we first generate the
document embedding vˆ. Then for paper d1, its corresponding paper embeddings v1 is
learned from its document embedding vˆ1 and its neighbors’ paper embedding v3 and v4.
After the optimization, we will have v1 =
1
2(vˆ1 +
1
2(v3 + v4)).
5.3 Experiments
5.3.1 Datasets
We evaluate the algorithms on seven datasets: Cora [Ganguly and Pudi, 2017], AMinerV8,
AMinerV10 [Tang et al., 2008], and Microsoft Academic Graph (hereafter MAG) [Sinha
et al., 2015]. We also experiment arXiv dataset that contains three subsets. One is made
up with title only. The other contains title and abstract. The largest one have title,
abstract, and introduction. The size of the datasets is from 2.7 thousand to 46.6 million.
For each dataset, we clean the data to guarantee every paper contains text and has at
least one link in the citation network. We use NLTK [Bird, 2006] to pre-process raw text
with following processes: 1) tokenize the text by removing all non-alphabetic characters; 2)
convert each character into lower-case; 3) stem the word using Porter stemming algorithm
[Porter, 1980]; 4) remove the English stop words provided in NLTK Stopwords Corpus.
After pre-processing, we tabulate the statistics of these datasets in Table 5.2. For the text
information, AMinerV8 and MAG have titles only, while AMinerV10 has title and abstract.
We use the Cora dataset provided by Ganguly and Pudi [2017], where the authors collected
the titles, abstracts, and citing content. Labels are provided in Cora and AMinerV8 by
the data provider. However, AMinerV10 and MAG do not have any label. Instead, each
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Dataset # Docs # Voc # Words Avg length # Links Avg Degree # Labels
Cora 2,708 25,955 2,522,761 931.60 5,429 2.00 7
arXiv T 687,011 67,629 4,973,637 7.24 4,070,741 5.93 3
arXiv T+A 687,011 278,984 57,211,622 83.28 4,070,741 5.93 3
arXiv T+A+I 687,011 2,340,105 403,883,506 587.89 4,070,741 5.93 3
AMinerV8 777,262 69,606 5,435,631 6.99 4,191,523 5.39 10
AMinerV10 2,725,523 588,303 231,398,743 84.90 25,166,994 9.23 14
MAG 46,642,396 2,475,973 402,303,849 8.6253 528,682,289 11.33 2
TABLE 5.2: Statistics of datasets.
paper has the venue information to show the journal or conference the paper published at.
Thus, we select some top venues and use them as the labels in the classification. More
specifically, in AMinerV10, we use top 14 arXiv venues where papers are labeled manually
by their authors. In MAG, we use two top conferences in two different domains (“AAAI”
and “ICASSP”) as the label.
Experiment setup
P2V learns embeddings from both text and links. Therefore, we split the classification
task into three sub-tasks: Text only, links only and linked text. First, we learn the paper
embeddings for each dataset per task. For the SGNS-based models, we set negative samples
K = 5, window size c = 5, learning rate decays linearly from 0.025 to 0.0001. We perform
grid search for the other parameters such as α, β, and γ for each dataset. To evaluate the
embeddings, we use a Logistic Regression classifier with default parameters via scikit-learn
toolkit [Pedregosa et al., 2011]. We take 80% proportion of nodes to train the classifier and
use the rest 20% nodes to test the performance, which is evaluated by Micro-F1. Please note
that Cora only contains 2,708 papers so that the performance is not stable. To eliminate
the randomness of the algorithms, we train ten instances with different random seeds, then
report the average Micro-F1.
5.3.2 Text only
In the text only task, we learn the embeddings with the following algorithms:
LDA (Latent Dirichlet Allocation): A topic modeling algorithm proposed by Blei et al.
[2003].
LSA (Latent Semantic Analysis): LSA performs SVD on TF-IDF matrix, which is
introduced in [Dumais, 2005].
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Parameter Cora arXiv T arXiv T+A arXiv T+A+I AMinerV8 AMinerV10 MAG
α / β 0.5 10 5 0.1 5 5 10
TABLE 5.3: Best parameters for D2V.
Algorithm Cora arXiv T arXiv T+A arXiv T+A+I AMinerV8 AMinerV10 MAG
LDA 0.840 0.753 0.913 0.940 0.514 0.669 –
LSA 0.867 0.852 0.918 0.938 0.590 0.710 –
PV-DM 0.812 0.762 0.824 0.870 0.498 0.642 0.822
LDE-Doc 0.846 0.857 0.898 0.940 0.660 0.720 0.885
PV-DBOW 0.858 0.864 0.924 0.950 0.625 0.726 0.901
SG+PV-DBOW 0.870 0.866 0.922 0.952 0.643 0.722 0.914
D2V-unweighted 0.852 0.881 0.918 0.938 0.667 0.747 0.912
D2V-eqweighted 0.869 0.876 0.949 0.949 0.654 0.731 0.913
D2V 0.872 0.882 0.949 0.951 0.667 0.749 0.914
TABLE 5.4: Micro-F1 of paper classification – Text only task. LDA and LSA do not scale
to MAG dataset so we can not report the performance.
PV-DM (Paragraph Vector – Distributed Memory): An extension of word2vec CBOW
model proposed by Le and Mikolov [2014].
LDE-Doc: The word-word-document model in LDE [Wang et al., 2016b]. It can be
treated as a variant of PV-DM.
PV-DBOW: A SGNS-based algorithm proposed in [Le and Mikolov, 2014].
SG+PV-DBOW: A variant of PV-DBOW model proposed in [Lau and Baldwin, 2016].
It uses SGNS to initialize the context vectors for PV-DBOW.
D2V-unweighted: The proposed model with α = Sw, β = Sd, γ = 0. Each sample
has equal weight during the training.
D2V-eqweighted: The proposed model with α = 1, β = 1, γ = 0. The word-context
relation and paper-content relation contribute equal weight toward the global objective.
D2V: The proposed model with γ = 0. We grid search the best α and β for each
dataset, which is listed in Table 5.3.
For a fair comparison, we implement all the SGNS-based algorithms in the same frame-
work except for traditional methods LDA and LSA, which are obtained via scikit-learn
toolkit. PV-DM is obtained via gensim [Rˇeh˚urˇek and Sojka, 2010], a popular Python
implementation for word2vec and Paragraph Vector. Table 5.4 records the Micro-F1s of
text only task. Figure 5.8 is the corresponding plots. The x-axis is the datasets in order of
the size and the y-axis is the performance. From the table and figure, we have the following
observations.
First of all, D2V outperforms all other methods in text only task as shown in Figure 5.8
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(b) D2V v.s. predict based methods
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FIGURE 5.8: Performance on Text only task corresponding to Table 5.4. Panel (a) shows
the overall performance. Panel (b) compares D2V with LDE-Doc, PV-DBOW, and PV-DM.
Panel (c) illustrates the effect of weight in D2V models.
Panel (a). Meanwhile, we notice that traditional methods (LDA and LSA) have lower per-
formance than others, and LSA is better than LDA continuously except on arXiv T+I+A,
where LDA is 0.213% better than LSA. Most predicting models surpass the traditional
methods except PV-DM, which has the lowest performance in all datasets. On the other
hand, PV-DBOW has higher F1 than LDA consistently. It also surpasses LSA on AMin-
erV8 and AMinerV10 by 5.9% and 2.25%. The trend is more obvious when the dataset
becomes larger. Here we further support our claim by referring to previous work [Baroni
et al., 2014], in which the same phenomenon is observed for word embeddings. We also
want to point out that LDA and LSA could not finish within one day for MAG dataset.
Therefore, we can not report the performance for them. Note that the experiment is con-
ducted on a powerful machine. On the other hand, predict based methods can handle large
datasets with millions of words efficiently as shown in Panel (b). This is important because
the academic paper dataset is usually large. The computation efficiency should be taken
into consideration when learning from such data.
Another observation is that word semantic meanings help to generate better document
embeddings. For instance, SG+PV-DBOW improves PV-DBOW by 1.40%, 0.23%, 0.21%,
2.88%, and 1.33% on Cora, arXiv T, arXiv T+A+I, AMinerV8, and MAG respectively.
However, the improvement is not stable – the F1 decreased by 0.22% and 0.55% on arXiv
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T+A and AMinerV10, respectively. It may due to that SG+PV-DBOW use SGNS to
initialize the context vectors. However, optimizing PV-DBOW will change these vectors.
Therefore, the word semantic meanings learned from SGSN are fading during optimizing
the PV-DBOW. Meanwhile, the LDE-Doc, a variant of PV-DM with consideration of word
semantic meanings, is better than PV-DM on all datasets. On the other hand, PV-DBOW
and its variants are better than PV-DM, which is also verified in [Lau and Baldwin, 2016].
In fact, PV-DM has the lowest performance among all methods. Thus, it is expected to see
that LDE-Doc has lower F1s than SGNS based algorithms in this task. More specifically,
LDE-Doc is worse than PV-DBOW except on AminerV8.
Compared with LDE-doc, D2V is an SGNS-based model. It trains the SGNS and
PV-DBOW simultaneously. This schema retains both word-context and paper-content in-
formation at the same time. Moreover, D2V uses two parameters α and β to control the
weight learned from each component, which can further improve the performance as shown
in the Panel (c). Finally, we want to highlight that D2V outperforms LDE-Doc by 2.6% on
Cora and 2.9% on AMinerV10, where the datasets contain long documents.
We also visualize the embeddings generated by all methods in Figure 5.9. The embed-
dings are obtained from Cora dataset. The dimension of embeddings is reduced by t-SNE
[Van Der Maaten, 2014]. We see that LDA splits the papers tightly into small groups be-
cause LDA representations are sparse and contain lots of zeros. If two papers do not share
common topics, the similarity between them will be zero. We also notice that, in PV-DM
and LDE-doc, papers are mixed together in the center of the plots. In PV-DBOW, the pa-
pers are well separated by their corresponding domains. SG+PV-DBOW further improves
the embeddings by introducing the semantic meanings of the words. D2V models also show
a clear structure of the papers.
5.3.3 Link only
In the link only task, we learn the network embeddings using:
LDE-Link: The paper-paper model in LDE [Wang et al., 2016b]. It is a variant of
1st-order LINE [Tang et al., 2015b] with regularization, which considers two papers are
similar only if there is a link between them.
LINE(2nd-order): A network embedding model proposed in [Tang et al., 2015b]. The
2nd-order model considers the nodes are similar if they share the common neighbors. This
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(a) LDA. (b) LSA. (c) PV-DM.
(d) LDE-doc. (e) PV-DBOW. (f) SG+PV-DBOW.
(g) D2V-unweighted. (h) D2V-eqweighted. (i) D2V.
FIGURE 5.9: 2D plot of Cora for text-only task. The dimension of embeddings is reduced
from 100 to 2 by t-SNE.
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Dataset Cora arXiv T AMinerV8 AMinerV10 MAG
p 0.85 0.85 0.9 0.85 0.85
TABLE 5.5: Best parameters for N2V.
Algorithm Cora arXiv AMinerV8 AMinerV10 MAG
LINE(2nd-order) 0.596 0.851 0.716 0.776 0.818
LDE-Link 0.765 0.838 0.699 0.779 0.801
DeepWalk 0.808 0.876 0.744 0.784 –
node2vec 0.799 0.880 0.746 – –
N2V 0.837 0.907 0.745 0.785 0.827
TABLE 5.6: Micro-F1 of paper classification – Link only task.
equals to N2V with random walk probability p = 0 and regularization weight λ = 0.
DeepWalk: A network embedding model proposed in [Perozzi et al., 2014], which uses
uniform random walk paths as a sentence to train the SGNS model. We set the walking
path l = 100 in the experiment.
node2vec: A network embedding algorithm proposed [Grover and Leskovec, 2016]. It
uses a biased random walk path as the corpus. In our experiment, we set the walking path
l = 100, return parameter p = 4 and in-out parameter q = 0.25.
N2V: The proposed network embedding model discussed in Chapter 3. We grid search
for the best walking probability p for each dataset. Table 5.5 lists the best hyper-parameters.
Table 5.6 and Figure 5.10 show the results. N2V outperform others on all datasets
except AMinerV8, where node2vec is 0.13% better than N2V. Next, we compare the N2V
with others in detail. The baselines can be separated into two categories: One is the
random walk based – DeepWalk and node2vec. We compare N2V with them in Panel (b).
The performance is very similar on AminerV8 and AminerV10 except on Cora, where the
gap between N2V and others is obvious. Please note that DeepWalk and node2vec do not
scale to large graphs such as MAG, which has over 528 million edges and 46 million papers.
Benefit from online sampling strategy, N2V can handle MAG efficiently and receives f1
of 0.827. Another category is random edge sampling methods – LINE and LDE-Link. We
compare N2V with them in Panel (c). Different from DeepWalk and node2vec, random edge
sampling algorithms do not save intermedia data and are efficient on large graphs. However,
the F1s of them are lower. We can see that N2V has the best performance consistently on
all datasets. It performs random walk that captures a better structure of the network. On
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(b) N2V v.s. Random walk based methods
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(c) N2V v.s. Random edge based methods
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FIGURE 5.10: Performance on Link only task corresponding to Table 5.6. Panel (a) shows
the overall performance of each method. Panel (b) compares the N2V with random walk
based methods. Panel (c) compares the performance between N2V and random edge based
methods.
the other hand, LDE-link reserves first order proximity and LINE reserves second order
proximity of the network. Therefore, they have similar performance on large networks. For
the small graph, LDE-link archives higher F1 than LINE. This is because LDE-link uses
regularization, which guarantees the norm convergence.
We also visualize the embeddings generated by these algorithms on Cora in Figure
5.11. The top three subfigures (a), (b) and (c) show the random walk based algorithms.
They capture a better structure of the network than the random edge based algorithms as
shown in panel (d) and (e). For example, LINE puts papers loosely in the vector space.
While the displacement in DeepWalk and node2vec is more clear. Papers are split into
different domains and there are gaps between clusters. Moreover, LDE-Link and N2V use
the L2 regularization to restrict the norm of vectors. From the plot, we can see that, with
L2 regularization, the embeddings are well split by domains except few mixed up in the
middle. N2V, DeepWalk and node2vec use random walk to generate the training samples.
We can see that figures generated by DeepWalk and node2vec are identical but very different
from N2V. More specifically, N2V captures better structures of clusters than DeepWalk and
node2vec. The gap between the groups are larger and papers are sit closer to each other
within each group. When comparing LDE-link with N2V, the paper groups in N2V are
clearer than the ones in LDE-link. For example, green group at the top is cut into two
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(a) N2V. (b) Deepwalk. (c) node2vec.
(d) LDE-link. (e) LINE.
FIGURE 5.11: 2D plot of network embeddings on Cora. The dimension of embeddings are
reduced from 100 to 2 by t-SNE.
separate parts but is connected together in N2V. The red group located in the left corner is
mixed with other colors in LDE-link, but is isolated in N2V. The number of mixed papers
is also much less in N2V than LDE-Link.
5.3.4 Linked text
For the linked text, we first compare P2V with Concatenation and Retrofitting, two baselines
introduced in Section 5.2.4. Additional to these two baselines, we also learn the paper
embeddings using the following algorithms:
TADW: A matrix factorized algorithm proposed by Yang et al. [2015]. We use the
implementation provided by the authors4.
LDE: A predicting model proposed by Wang et al. [2016b]. Since our model is unsu-
pervised, labels are not learned for the fair comparison.
P2V-unweighted: The proposed model with α = Sw, β = Sd, γ = Sn. This gives
equal weight to each sample during training.
P2V-eqweighted: The proposed model with α = 1, β = 1, γ = 1. Each component
contributes equal weight towards to the objective.
P2V: The proposed paper embedding model. We grid search the best α, β, and γ for
4https://github.com/thunlp/TADW
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Parameter Cora arXiv T arXiv T+A arXiv T+A+I AMinerV8 AMinerV10 MAG
α 1 10 0.1 0.1 10 5 5
β 1 1 1 1 1 1 1
γ 0.2 10 5 0.1 10 15 10
p 0.7 0.85 0.85 0.85 0.85 0.85 0.5
TABLE 5.7: Best parameters for P2V, p is walk probability.
Algorithm Cora arXiv T arXiv T+A arXiv T+A+I AMinerV8 AMinerV10 MAG
Concatenation 0.876 0.931 0.954 0.957 0.784 0.784 0.913
Retrofitting 0.886 0.924 0.952 0.959 0.747 0.791 0.817
Paper2vec 0.841 – – – 0.690 – –
TADW 0.867 – – – – – –
ANRL 0.863 – – – – – –
TG-SG 0.834 – – – – – –
TG-DM 0.797 – – – – – –
LDE 0.868 0.917 0.929 0.944 0.784 0.786 0.934
P2V-unweighted 0.857 0.908 0.924 0.942 0.754 0.757 0.928
P2V-eqweighted 0.887 0.922 0.946 0.956 0.785 0.792 0.946
P2V 0.895 0.938 0.949 0.957 0.801 0.807 0.947
TABLE 5.8: Micro-F1 of paper classification – Linked text task.
each dataset. Table 5.7 lists the best hyper-parameters.
The results are recorded in Table 5.8 and further plotted in Figure 5.12. P2V out-
performs all other methods on all datasets consistently except on arXiv T+A, where
Retrofitting is slightly better than P2V. We compare P2V with other approaches in sub-
figure (b). Concatenation is the most straightforward method to get paper embeddings.
However, It does not always improve document or network embeddings. In fact, the F1
for Cora 0.93% lower than using document embeddings alone. Retrofitting outperforms
concatenated vectors on long documents (Cora and AminerV10) but has lower F1s than
concatenated vectors on AminerV8 and MAG. TADW is the state-of-the-art matrix factor-
ization method on linked documents. However, it only scales to small data such as Cora.
From the table, we can see that the performance of TADW has similar performance to LDE,
and slightly better than Concatenation and P2V-unweighted. LDE is another state-of-the-
art method to represent linked data. In our experiment, It has similar performance with
concatenated vectors except on MAG. P2V surpasses LDE consistently. It is better than
LDE by 3.00%, 2.29%, 0.22%, 1.38%, 2.17%, 2.67%, and 1.39% from small to large datasets.
This is because: 1) Our model learns better document embeddings from the text, especially
on long documents such as Cora and AMinerV10. 2) LDE uses random edge sampling to
learn the network information, while P2V uses a random walk based strategy, which re-
serves higher-order proximity of the network. Therefore, our model captures better citation
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(b) P2V v.s. others
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(c) P2V models
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FIGURE 5.12: Performance on Linked Text task corresponding to Table 5.8. Panel (a)
shows the overall performance. Panel (b) compares P2V with LDE, Retrofitting and Con-
catenation methods. Panel (c) illustrates the effect of weight in P2V.
information of papers. 3) P2V controls the weight learned from different parts. In LDE,
text and links contribute same weight for embeddings. However, P2V-eqweighted model
outperforms LDE consistently on all datasets. The improvement becomes larger when we
further tune the weight as illustrated in Panel (c). P2V-unweighted does not consider the
weight between text and links. Therefore, it performs worst among three P2V algorithms.
When the weight learn from text and links is equal, P2V improves 4.32%, 6.23%, 6.61%
and 2.05% on four datasets respectively. The F1s keep growing when we further tune the
weight hyperparameters α, β and γ.
Figure 5.13 shows the 2D plots for each algorithm on Cora dataset. Each color represents
a category and each dot is a paper. For some algorithms, such as retrofitting, TADW,
LDE and P2V-unweighted, we can see that the orange plots (Neural Networks) are loosely
connected and sometimes mixed with other domains. In P2V and P2V-eqweighted, these
papers are grouped into small clusters. Moreover, the structure of green dots (Genetic
Algorithms) is more clear in P2V than others. The plots suggest P2V is superior to others
on reversing the information from text and links.
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(a) P2V. (b) P2V-eqweighted. (c) P2V-unweighted.
(d) Concatenated. (e) Retrofitting. (f) LDE.
(g) TADW. (h) ANRL. (i) Paper2vec.
(j) metapath2vec.
FIGURE 5.13: 2D plots of paper embeddings on Cora. The dimension of embeddings are
reduced from 100 to 2 by t-SNE.
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Conference Paper ID Degree Title
VLDB
6757 8 MEET DB2: automated database migration evaluation
8859 83 Speed up kernel discriminant analysis
ICSE
8768 8 InstantApps: A WYSIWYG model driven interpreter for web applications
3842 4 A Model of Smart Learning System Based on Elastic Computing
TABLE 5.9: Information of the highlighted papers in Figure 5.14.
5.4 Compare with concatenation
In this section, we compare P2V with Concatenation embeddings. We select papers from
two different research domains in AminerV10. More specifically, we use papers published
in VLDB (Very Large Data Bases) and ICSE (International Conference on Software En-
gineering). We plot the embeddings in Figure 5.14. The figure contains four embeddings
learned by different algorithms – D2V, N2V, Concatenation and P2V. Each dot represents
a paper. The orange papers are published in ICSE, and the blue ones are VLDB papers.
Table 5.9 list the information of the highlighted papers. Embeddings generated by D2V
have some overlapping in the middle of the picture, while the structure of N2V is very clear.
We select four papers that are mis-classified by D2V. For example, paper 6757 in red is a
paper published in VLDB. The title of this paper is “MEET DB2: automated database
migration evaluation”. It describes a tool for Database Migration Evaluation. However,
the focus for this paper is still on evaluating databases and is more related to VLDB than
ICSE. We refer to N2V embeddings to support our claim. N2V places this paper at the
border between two conferences but slightly prefer VLDB. The concatenated embeddings
combine D2V and N2V so that the embedding for 6757 moves to the right a little as shown
in the lower left picture. Our method P2V learns from the document and network simul-
taneously. The weights for text and link are proportional to hyperparameters β and γ. In
this example, β = 1 and γ = 15. The plot in the lower right shows P2V can separate these
papers by conference names correctly.
5.5 Impact of weight
In P2V, the weight learned from text and network is controlled by hyperparameters. The
word-context weight α controls the weight for word semantic meanings, β controls the
weight of document embeddings and γ is the weight for citation network. In this section,
we analyze how these hyperparameters affect the embeddings using Figure 5.15. The x-axis
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FIGURE 5.14: An example of mis-classified papers in AminerV10. Embeddings are gen-
erated by D2V, N2V, Concatenation and P2V. We use t-SNE to reduce 100 dimensional
embeddings into 2 dimension. The orange dots represent papers published in ICSE. Blue
dots are VLDB papers. Red and blue dots are papers misclassified by D2V and Concate-
nation.
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FIGURE 5.15: Impact of α, β, and γ on Cora.
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FIGURE 5.16: Impact of α, β, and γ on arXiv title.
is the hyper-parameter and the y-axis is the micro F1 score of paper classification. Each
data point is collected by 10 instances so we can see the variance of the model. P2V have
three hyperparameters, it is time consuming to report all possible combinations. In our
experiment, we only report one hyper-parameter at a time. For example, the first row
shows the effect of α when β = 1 and γ = 1. The left plot shows the mean of micro F1s and
the corresponding box plot is on the right. We can see the model is not very sensitive to
α, especially in range of (0, 1]. Experiment in Chapter 4 suggests some data may not gain
any improvement from the word-context information. On Cora, when α = 0, P2V does not
learn from word-context pairs. But the performance is still around 0.885. However, the
performance starts decaying when α get larger and eventually gives us micro F1 around
0.875 at 10. The second row shows the impact of β when α and γ is 1. When β = 0,
the paper only learns from the network, regardless of α. It equals to N2V model that
learns embeddings from network only. Note here we use the best walk probability for P2V,
which is 0.7 instead of 0.85 for N2V as discussed in Section 5.3.4. The performance is only
0.818. When β increase to 0.1, which means the weight for network is 10 times larger than
documents, we observe significant improvement compared with β = 0. The performance
grows to 0.888 when β = 2. After that point, the performance starts dropping slowly and
arrives around 0.88 when β = 10. The last row of Figure 5.15 shows the effect of γ. P2V
learns from documents only when set γ to 0. It gives us micro F1 of 0.869. More network
weight is learned when we increase γ and the peak is found at 0.2 where the micro F1 is
0.890. Then the performance drops quickly to 0.863 at γ = 10.
The impact of weight is also depend on the dataset. We apply the same method on
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arXiv Title in Figure 5.16. Different from Cora, turning α from 0 to 0.1 gives us some
improvement (0.921 to 0.925). However, the micro F1 drops rapidly. The highest F1 is
0.925 when α = 0.1. We want to highlight that when α = 1 the F1 (0.922) is still higher
than α = 0 (0.921). It suggests that even the dataset sensitive to α, a small amount weight
of word-context will still improve the embeddings. Similar observation is found for β in the
second subplot. When β = 0, the model equals to N2V. The performance is 0.907. When
adding small amount of document weight using β = 0.1 to the model, the performance
increases to the peak of 0.937 then drops continuously. It suggests that in this dataset,
P2V can learn good embeddings by taking more weight from the network than documents.
The third plot also verifies the trend. We also want to highlight that on arXiv title, N2V
has higher F1 than D2V. Consequently, P2V gives better paper embeddings with larger γ.
However, on Cora, F1 in D2V is higher than N2V. Then we see P2V prefers larger β than
γ. In practice, the hyperparameters also may be different for other tasks. Therefore, we
encourage people grid search the best α, β, and γ for different datasets and tasks.
5.6 Paper clustering
We also evaluate P2V on clustering task. For each dataset, we select papers from two differ-
ent groups. Next, we use K-means algorithm [Arthur and Vassilvitskii, 2007] implemented
in scikit-learn to split these papers into two clusters. Then the performance is evaluated by
Normalized Mutual Information (NMI). Let I(X,Y ) be the Mutual Information of X and
Y :
I(X,Y ) =
∑
i
∑
j
P (Xi ∩ Yj) log P (Xi ∩ Yj)
P (Xi)P (Yj)
, (5.14)
where P (Xi), P (Yj) and P (Xi, Yj) are the probability of a random paper falls into cluster
Xi, Yj , and the intersection of Xi and Yj , respectively. Let H be the entropy defined as:
H(X) = −
∑
i
P (Xi) log(P (Xi)) (5.15)
The Normalized Mutual Information (NMI) is defined as the Mutual Information between
predict cluster assignments X and ground true labels Y divide by the geometric mean of
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Dataset label # papers
AMiner
VLDB 4,327
ICSE 5,305
arXiv
CS 62,472
Math 176,997
TABLE 5.10: Statistics of the labels in the paper clustering task.
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FIGURE 5.17: Normalized Mutual Information of the paper clustering task.
their entropies [Strehl and Ghosh, 2002]:
NMI(X,Y ) =
I(X,Y )√
H(X)H(Y )
. (5.16)
The NMI score scales the Mutual Information between 0 (no mutual information) and 1
(perfect correlation).
In our experiment, we test k-means on four datasets – AMinerV10, arXiv Title, arXiv
Title+Abstract, and arXiv Title+Abstract+Introduction. For AMinerV10 dataset, we eval-
uate papers published in VLDB and ICSE. For arXiv datasets, we use Computer Science
(CS) papers and Mathematics (Math) Papers. The statistics of the labels is in Table 5.10.
Figure 5.17 shows the results. Panel (a) is the NMI of P2V, D2V and N2V. We first
analyze the arXiv datasets. The different between three datasets are the length of the
content. ArXiv T has title only and the average length is 7.24. The average length for
arXiv T+A is 83.28 and the length increases to 587.89 when we add Introduction in arXiv
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T+A+I. With more text information, the NMI score for D2V on arXiv datasets increases
from 0.4081 to 0.5239. It is consistently higher than N2V, which only has NMI of 0.1282.
Since the network provides very few information in arXiv, the gap between P2V and D2V
is insignificant. On the other hand, N2V has higher score than D2V on AMinerV10. The
network information produces NMI of 0.7844 compared with 0.5879 in D2V. P2V learns
embeddings from both sides. The NMI is 0.8351. We then compare P2V with LDE in Panel
(b). Overall, LDE does not perform well in this task. For the document part, LDE-Doc
has very low performance. Moreover, NMI for LDE-Link is only 0.0925. LDE learns from
both sides simultaneously. In the classification discussed in Section 5.3.4, LDE achieves
higher performance than LDE-Doc and LDE-Link. It is surprising to see the performance
of LDE is lower than LDE-Doc on arXiv T+A and AMinerV10 in the clustering task. Since
LDE does not control the weight from each component, we also make a comparison between
LDE and P2V-eqweighted model. P2V-eqweighted model outperforms LDE consistently on
all datasets. The advantage of P2V-eqweighted is significantly. Next, we use Panel (c) to
compare P2V with other baselines – Retrofitting and Concatenation. Retrofitting model
has similar performance to P2V on arXiv datasets. However, the performance is not good
on AMinerV10 dataset. It has the similar NMI score with LDE. Concatenated vectors is
better than LDE in all datasets. We also notice that Concatenation shows similar trend
with LDE, because they both take same weight from document and network to generate
paper embeddings. Finally, we exam the impact of weight in Panel (d). We can see that
P2V-unweighted has a better performance than P2V-eqweighted model on arXiv T, where
the documents only contain titles. When the documents get longer, P2V-eqweighted model
achieves higher NMI. P2V has the best performance on all datasets. The best weight hy-
perparameters are listed in Table 5.11. On arXiv T and arXiv T+A+I, P2V generates
high quality embeddings by giving more weight to the document. However, arXiv T+A
and AMinerV10 prefer more information from the citation network. We want to highlight
that the best hyper-parameter for arXiv T and AMinerV10 is different to the ones we
found in the classification task as shown in Table 5.7. It indicates that different tasks will
need different hyperparameters. Therefore, controlling the weight is important when using
embeddings to solve real-world problems.
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Parameter arXiv T arXiv T+A arXiv T+A+I AMinerV10
α 0.1 0.1 0.1 1
β 1 1 1 1
γ 0.1 5 0.1 5
p 0.85 0.85 0.85 0.5
TABLE 5.11: Best parameters for P2V in clustering task, p is walk probability.
5.7 Analysis
LDE has the closest performance to P2V in classification task, making it a strong competitor
in representing papers. To future explore the difference between P2V and LDE, we take
nine popular papers from four research domains from AMinerV10 and illustrate them into
Figure 5.18 via PCA (Principal Components Analysis). Each color represents a research
topic. Panel (a) shows the embeddings retrieved by P2V. Embeddings are well split into
four groups. The first group colored in blue contains two papers describing dropout method
in Deep Neural Networks. The second group is two Deep Neural Network Framework. The
green cluster is made up by three papers that describe the network embedding algorithms.
The last group in the lower right corner is two papers for word2vec. We can see that the
papers in each group sit closely together. And the displacement of each group also shows
the relations between them – Deep Neural Networks techniques and its implementation are
at the top and the algorithms are at the bottom. As a comparison, LDE in Panel (b) also
shows the same trend. However, the pairwise distance is larger within each group compared
with P2V. For example, in P2V, papers in the green group (network embedding algorithms)
sit closely to each other. While in LDE, the distance between those papers are larger. We
also notice that TensorFlow is closer to word2vec than dropout. The later one is a build-
in feature in TensorFlow and is widely applied in different applications. This is another
evidence that P2V can capture a better global structure of the data.
Next, we show a map of Computer Science in Figure 5.19, which is generated by P2V on
AminerV10. The figure is built by a uniform random sample of 10,000 papers. Each color
represents one of nine categories in Computer Science. Each domain forms a cluster in the
figure. Within each cluster, papers are split into smaller groups where each one represents a
research topic in that area. Interestingly, some groups sit closer than others. For example,
Image Processing is closer to Machine Learning than Network and Software Engineering.
It makes sense since many works apply Machine Learning techniques in Image Processing.
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FIGURE 5.18: Nine papers retrieved from P2V and LDE. The dimension of vectors is
reduce from 100 to 2 via PCA. Nine papers are split into four groups manually according
to the research topic. Each color represents a group of papers.
FIGURE 5.19: Map of Computer Science on AminerV10. Each data point represents a
paper and each color represents a category. The dimensionality of embeddings is reduced
into 2 by t-SNE.
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5.8 Summary
Representing academic papers is challenging. Better representation will improve the per-
formance of the downstream tasks such as classification, clustering, similarity check, infor-
mation retrieval etc.. This chapter proposes P2V to learn the representation for academic
papers, which contain plain text and citation links. We adopt SGNS model and propose
different sampling strategies to capture the information from papers. We introduce three
weight hyperparameters to control the weight learned from text and links. By tuning the
hyperparameters, we can improve embeddings for different tasks. We test our model on
seven datasets in various sizes. Experiments show that our algorithm captures better em-
beddings from both text and links, resulting in better paper embeddings. We compare our
model with existing approaches on classification, clustering tasks. The impact of weight
hyper parameters are also studied.
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CHAPTER 6
Applications
6.1 Author embeddings on Heterogeneous Networks
6.1.1 Introduction
Author is an important entity in the scholarly data. By studying the authors in scholarly
data, we can help researchers improve the quality and quantity of their research by seeking
similar authors and potential collaborators.
Despite that the heterogeneous network contains richer information than homogeneous
network [Shi et al., 2017], Existing work such as [Ganguly et al., 2016] studies authors
embeddings on the homogenous networks. However, in real-world datasets, authors are
connected to each other via collaboration and further linked together by citation links
between papers, forming into a heterogeneous network. This paper presents the problem of
representing authors from scholarly data. We highlight our contributions as follows: 1) We
compare two homogenous author networks with the Author Paper heterogeneous Network
(hereafter APN). APN is smaller in terms of the number of edges and can easily scale to
large datasets. 2) We present two real-world networks. The author embeddings are difficult
to evaluate due to the lack of ground true labels. In this paper, we manually labeled the
influential authors whose research field is widely recognized by academia. 3) We evaluate
the author embeddings learned from three types of networks. Experiments suggest that
APN performs similarly as homogeneous networks in the classification task, but is better
in clustering task. 4) We build a similarity search engine to find the most similar authors
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in Computer Science. The code and data is publicly available on our webpage 1.
6.1.2 Heterogeneous Author Paper Network
To preserve the author information, three networks are usually used, i.e. ACN (Author
Citation Network)[Radicchi et al., 2009], ACCN (Author Citation+Coauthor Network),
and APN (Author Paper Network)[Zhao et al., 2019].
Definition 1. (ACN) Given a set of authors A = {a1, a1, . . . , am}. Let E denote the
citation links between authors. The author citation network is a graph G = (A, E).
Author citation relations are derived from paper citation relations. Author ai cites
author aj if one of ai’s papers cites any of aj ’s papers.
Besides the citation relations, coauthorship is also an important relation in scholarly
data. To preserve the co-author information, the naive method is to add co-authorship
relations into ACN, resulting in a larger network ACCN.
Definition 2. (ACCN) Given a set of authors A = {a1, a1, . . . , am}. Let E denote the
citation links between authors; E′ denote the coauthor links. The author citation+coauthor
network is a graph G = (A, E ∪ E′).
ACN is a subgraph of ACCN. For a paper that has n authors, there are n(n−1) co-author
relations. Each author is connected with his/her every coauthor.
A more comprehensive network is APN [Zhao et al., 2019], short for Author-Paper
Network, which contains both papers and authors.
Definition 3. (APN) Given a set of authors A = {a1, a2, . . . , am} and a set of papers
P = {p1, p2, . . . , pn}. Let EPP denote the citation links between papers; EPA denote the
authorship relation between a paper and an author. APN is a heterogeneous network defined
as G = (A ∪P, EPP ∪ EPA).
Figure 6.1 Panel(a) shows an example of an academic network. There are five papers in
this figure. Each paper contains its author(s). For example, p1 is written by a1, a2, a3. Blue
lines are citation relations. p1 → p2 indicates that p1 cites p2. To build the corresponding
APN, we first reserve the citation links (blue lines). Then for each paper, we add undirected
links between the paper and its authors. Figure Panel(b) shows the APN retrieved from
1anonymous url
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FIGURE 6.1: An example of three networks. Panel(a) is the original network, consisting
of 5 papers and 8 authors. Panel(b), (c), and (d) are the corresponding APN, ACN, and
ACCN, respectively.
Panel (a). Taking p1 as an example, it has 3 authors a1, a2 and a3, so 3 undirected links
(red lines) will be created. Although authors are not connected directly, an author can
access his/her coauthors according to the co-authored papers. Panel (c) illustrates the
ACN for comparison. Consider the paper p1, written by three authors a1, a2 and a3, which
cites a paper p3, written by two authors a4 and a5, 6 (3×2) links are created from each of
the citing authors(a1,a2,a3) to each cited authors(a4,a5). ACN is a subgraph of ACCN, as
shown in Panel (d). Besides the author citation links, coauthors are connected directly.
Although the three networks are derived from the same academic relations, their sizes
are different. APN is a heterogeneous network that contains authors and papers. Thus,
people may mistakingly think that it is larger than ACN, which contains authors only. On
the contrary, ACN is actually much bigger in terms of the number of edges. We should note
that it is the edge count, not the node count, that dominates the complexity of RandomWalk
based algorithms [Bianchini et al., 2005]. While ACCN is even larger by adding the coauthor
links. In real-world datasets, some papers may have many authors. For example, in our
Health dataset, the paper entitled “Guidelines for the use and interpretation of assays for
monitoring autophagy (3rd edition)” has 2,467 authors. This paper will generate 2, 467 ×
2, 466 = 6, 083, 622 ≈ 6 × 106 coauthor links. Hence, ACCN may be useful for very small
datasets, but not practical when analyzing large datasets. In Health dataset, the proposed
APN only has 274.7 million links and is much easier to process. While there are about 4.2
billion edges in ACN and 5.7 billion edges in ACCN, which are ten times larger than APN.
Processing such networks exceeds the capacity of most commodity computers.
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6.1.3 Datasets
We conduct the experiments on two real-world datasets: AMiner [Tang et al., 2008] and
Health data [Zhao et al., 2019]. For a fair comparison among three networks, we first remove
all papers that have no authors. Then we create the APN, ACN and ACCN networks and
further clean the data by taking the largest WCC (weakly connected component) in our
experiment. Table 6.1 lists the statistics of the datasets after pre-processing. AMiner
dataset contains academic papers in Computer Science. It contains 2.27 million nodes,
where 1.27 million are papers and 1.00 million are authors. There are 11.41 million links
in the AMiner APN network. There are 38 million edges in ACN and 39 million edges in
ACCN. Health data is provided by our industry partner 2. The dataset contains research
papers in biomedical science and includes full coverage of PubMed and bioRxiv. It has
14.81 million papers and 12.36 million authors. There are 207.13 million citation links and
67.52 million authorship relations. The estimated number of edges of ACN and ACCN are
4.2 billion and 5.7 billion.
Health data contains papers and authors working in the domain of biomedical sci-
ence. In [Zhao et al., 2019], we first get official full names for Nobel Prize Winners in
Chemistry and Physiology or Medicine from the Nobel website3. Then for each full name,
we match it with all names in the dataset and generate some candidates, whose last name
and first name initial are the same as the full name. Last we get the best candidate for each
full name by choosing the most highly ranked candidate identified by Zhao et al. [2019].
315 Nobel Award Winners are finally matched. Since they are in the areas of Chemistry
and Physiology or Medicine, thus we use the area as their labels.
In AMiner, we crossmatched 777 ACM fellows and 60 Turing Award winners using the
same method as we did for the Health dataset. In our work, we manually labeled these
authors into one of seven categories based on their citation to the Computer Science provided
on ACM website 4. These categories are Architecture, Machine learning (ML), Network,
Graphics, Theory, Software Engineer (SE), and Database (DB). For example, David M
Blei’s citation description is ”For contributions to the theory and practice of probabilistic
topic modeling and Bayesian machine learning”, therefore we labeled him as ML. Similarly,
2https://meta.org
3https://www.nobelprize.org/prizes/lists/all-nobel-prizes
4https://awards.acm.org/fellows/award-winners
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TABLE 6.1: Statistics of AMiner and Health datasets.
AMiner
Health APN
APN ACN ACCN
# author 998,795 998,795 998,795 12,357,864
# paper 1,274,838 - - 14,811,517
# edge 11,414,063 38,001,191 39,292,117 274,653,137
Avg degree 5.02 38.05 39.34 12.59
Size in MB 241 605 626 5,191
TABLE 6.2: Statistics of ACM fellows, Turing Award Winners, and Nobel Prize Winners.
AMiner Health
ACM Turing Nobel
# labels 7 6 2
# author 777 60 315
# papers 64,212 3,898 28,337
# citations 1,080,820 100,890 1,902,820
we manually label the 60 Turing Award winners into 6 areas. The statistics of labeled
authors is listed in Table 6.2.
6.1.4 Author Embeddings
To generate the author embeddings, we apply several network embedding methods on the
directed APN network. There are two widely used network embedding methods, node2vec
and DeepWalk. Both of them can achieve good performance. While node2vec needs extra
space to calculate and save the probabilities between edges, leading to it cannot scale to large
graphs [Zhang et al., 2018]. Thus in our experiment, we use DeepWalk as the embedding
method. It captures the network structure using random walks with fixed length. Then it
treats the walking traces as ‘text’ so that word2vec can be used to learn the embeddings
for nodes.
We implement DeepWalk in Cython from scratch. BLAS (Basic Linear Algebra Subpro-
grams) is used to accelerate the vector computation. Our implementation can perform up
to 5.8 million updates per second per thread. We also use multi-thread to boost the training
speed. It is faster than most existing implementations [Mikolov et al., 2013b, Rˇeh˚urˇek and
Sojka, 2010, Ji et al., 2019]. Experiments are conducted on a server with 24 cores and 256
GB memory. In our experiment, we set the dimensionality of the embeddings to 100. The
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FIGURE 6.2: Performance of classification on different networks.
number of negative samples per training pair is 5. The learning rate η decays linearly from
0.025 to 0.0001. These are the default settings used in most SGNS-based algorithms such
as [Mikolov et al., 2013b], [Tang et al., 2015b] and [Tang et al., 2015a].
Author Embeddings in Computer Science
Author embeddings can be used to determine the author’s research field. It can be treated as
a classification task. Here we use a Logistic Regression classifier implemented in the scikit-
learn toolkit with default hyper-parameters in this task. The classifier performs binary
classification for each class. More specifically, it takes an author embedding as the input,
then predicts whether the author falls into a certain category. The performance is evaluated
via the F1 score. The Neural Network-based methods produce different embeddings in each
run. To eliminate the effect of randomness, we run five models for AMiner. For each model,
we obtain 10 F1 scores by performing 10-fold cross-validation. Then we report the average
and standard deviation of all F1 scores.
We first evaluate the embeddings of ACM fellows. Table 6.3 along with Figure 6.2 show
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TABLE 6.3: Average F1 scores of binary classification for ACM Fellows on different net-
works.
Class
ACN ACCN APN
DeepWalk N2V DeepWalk N2V DeepWalk N2V
DB 0.940 0.945 0.939 0.938 0.935 0.940
ML 0.927 0.934 0.930 0.931 0.921 0.933
SE 0.848 0.841 0.846 0.844 0.826 0.841
Architecture 0.857 0.852 0.859 0.858 0.848 0.858
Graphics 0.965 0.966 0.965 0.962 0.962 0.963
Network 0.937 0.933 0.937 0.935 0.934 0.938
Theory 0.890 0.885 0.885 0.886 0.876 0.892
the average F1. In the figure, the x-axis is the class and y-axis is the average F1 score.
The shaded area represents the standard deviation of the F1 scores. From the table and
plot we have the following observations: 1) It is very efficient to use author embeddings
to determine whether an author belongs to a category or not. All three networks have
good performance. The lowest F1 is 0.826 on APN when classifying author in Software
Engineering (SE). Authors working in Graphics can be identified with high F1 – 0.96. 2)
Despite that ACCN has 3.4% more edges than ACN, their performance is similar. The
difference is not significantly indicated by pairwise t-test. The smallest p-value is 0.578 for
Machine Learning (ML) and the largest p-value is 0.999 for Network. 3) Although APN
has fewer edges than ACN and ACCN, the performance of APN is similar to ACN and
ACCN. The difference is not significant except SE, where the p-values are 0.010 for ACN
and 0.017 for ACCN.
We plot these 777 ACM fellows in Figure 6.3. The dimension of embeddings is reduced
to 2 by t-SNE [Van Der Maaten, 2014]. Each dot represents an ACM fellow and the color
denotes to his/her corresponding research field. We can see that the authors are well split
by their research domains. For example, the red dots in the lower left is Graphics. It has
the highest F1 in the classification tasks. All authors are closely connected except a few
outliers. We also notice that Graphics is very close to Machine learning. It makes sense
that many researchers apply Machine Learning techniques to solve Graphics problems.
Author embeddings can also be used to cluster authors. In our work, we use author
embeddings to cluster 60 Turing Award Winners. We first use K-means to evaluate the
performance in this task, where K = 6. For each model, we perform K-means algorithm 10
times to eliminate the randomness. The performance is evaluated by Normalized Mutual
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FIGURE 6.3: 2D plot of ACM Fellows.
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FIGURE 6.4: NMI of clustering for 60 Turing Award Winners.
Information (NMI). Figure 6.4 shows the results. Similar to classification, the performance
of ACN and ACCN are close. The NMI scores are 0.490 and 0.486 for ACN and ACCN.
However, the NMI for APN is 0.576, which is much higher than ACN and ACCN.
In a real-world application, it is hard to obtain the ground-true label of an author. Next,
we explore the relationship between Turing Award winners using HAC (Hierarchical Ag-
glomerative Clustering). Different from K-means, HAC algorithm does not need the ground
true number of clusters. Instead, each author starts in its own cluster. At each step, HAC
merges the most closed two clusters until all authors end up in the same cluster. We first
train the model and obtain embeddings for each Turing Award Winner, then their distance
can be measured by the cosine similarity of their corresponding embeddings. Complete
linkage function is used to merge two groups. Figure 6.5 shows the dendrograms and the
corresponding heat maps. The authors are split into multiple groups by their research
domains. For example, Ole Johan Dahl and Kristen Nygaard are the first pair of authors
grouped by HAC. They proposed ideas for object-oriented programming and received Tur-
ing Award together in 2011. Thus they are very similar. More specially, the similarity
between them is 0.90. They also been merged with Peter-Naur, who is also a Turing Award
winner working on programming language.
Author Embeddings in Health data
Health data is much larger than AMiner. As we discussed in Section 6.1.2, homogeneous
networks (ACN and ACCN) are dense. The estimated number of edges in ACN and ACCN
is 4.2 billion and 5.7 billion. DeepWalk is designed on top of RandomWalk so that the time
153
6. APPLICATIONS
0.0 0.2 0.4 0.6 0.8
Ronald-L.-Rivest
A-Shamir
M.-Hellman
Michael-O.-Rabin
Shafi-Goldwasser
Silvio-Micali
Manuel-Blum
Andrew-C.-Yao
L.-G.-Valiant
Juris-Hartmanis
S-Cook
L-M-Adleman
D.-Scott
Leslie-Lamport
Amir-Pnueli
Robin-Milner
Joseph-Sifakis
E.-M.-Clarke
E.-A.-Emerson
Judea-Pearl
Richard-M.-Karp
Robert-Endre-Tarjan
John-Hopcroft
R-E.-Stearns
Raj-Reddy
R.-E.-Kahn
Marvin-Minsky
John-McCarthy
Edward-Feigenbaum
Allen-Newell
Herbert-A.-Simon
Donald-E.-Knuth
John-Cocke
Frances-Allen
Robert-W.-Floyd
J-Backus
K-E-Iverson
Richard-W.-Hamming
J.-H.-Wilkinson
W.-Kahan
Frederick-P.-Brooks
I.-E.-Sutherland
Ole-Johan-Dahl
Kristen-Nygaard
Niklaus-Wirth
Alan-J.-Perlis
Peter-Naur
B-Liskov
E.-W.-Dijkstra
C.-A.-R.-Hoare
Maurice-Wilkes
B.-Lampson
Chuck-Thacker
Vinton-Cerf
D.-M.-Ritchie
K-Thompson
E.-F.-Codd
Charles-W.-Bachman
James-N.-Gray
Michael-Stonebraker
deepwalk
M
ich
ae
l-S
to
ne
br
ak
er
Ja
m
es
-N
.-G
ra
y
Ch
ar
le
s-
W
.-B
ac
hm
an
E.
-F
.-C
od
d
K-
Th
om
ps
on
D.
-M
.-R
itc
hi
e
Vi
nt
on
-C
er
f
Ch
uc
k-
Th
ac
ke
r
B.
-L
am
ps
on
M
au
ric
e-
W
ilk
es
C.
-A
.-R
.-H
oa
re
E.
-W
.-D
ijk
st
ra
B-
Lis
ko
v
Pe
te
r-N
au
r
Al
an
-J.
-P
er
lis
Ni
kl
au
s-
W
irt
h
Kr
ist
en
-N
yg
aa
rd
Ol
e-
Jo
ha
n-
Da
hl
I.-
E.
-S
ut
he
rla
nd
Fr
ed
er
ick
-P
.-B
ro
ok
s
W
.-K
ah
an
J.-
H.
-W
ilk
in
so
n
Ri
ch
ar
d-
W
.-H
am
m
in
g
K-
E-
Iv
er
so
n
J-B
ac
ku
s
Ro
be
rt-
W
.-F
lo
yd
Fr
an
ce
s-
Al
le
n
Jo
hn
-C
oc
ke
Do
na
ld
-E
.-K
nu
th
He
rb
er
t-A
.-S
im
on
Al
le
n-
Ne
we
ll
Ed
wa
rd
-F
ei
ge
nb
au
m
Jo
hn
-M
cC
ar
th
y
M
ar
vi
n-
M
in
sk
y
R.
-E
.-K
ah
n
Ra
j-R
ed
dy
R-
E.
-S
te
ar
ns
Jo
hn
-H
op
cr
of
t
Ro
be
rt-
En
dr
e-
Ta
rja
n
Ri
ch
ar
d-
M
.-K
ar
p
Ju
de
a-
Pe
ar
l
E.
-A
.-E
m
er
so
n
E.
-M
.-C
la
rk
e
Jo
se
ph
-S
ifa
ki
s
Ro
bi
n-
M
iln
er
Am
ir-
Pn
ue
li
Le
sli
e-
La
m
po
rt
D.
-S
co
tt
L-
M
-A
dl
em
an
S-
Co
ok
Ju
ris
-H
ar
tm
an
is
L.
-G
.-V
al
ia
nt
An
dr
ew
-C
.-Y
ao
M
an
ue
l-B
lu
m
Si
lv
io
-M
ica
li
Sh
af
i-G
ol
dw
as
se
r
M
ich
ae
l-O
.-R
ab
in
M
.-H
el
lm
an
A-
Sh
am
ir
Ro
na
ld
-L
.-R
iv
es
t
Michael-Stonebraker
James-N.-Gray
Charles-W.-Bachman
E.-F.-Codd
K-Thompson
D.-M.-Ritchie
Vinton-Cerf
Chuck-Thacker
B.-Lampson
Maurice-Wilkes
C.-A.-R.-Hoare
E.-W.-Dijkstra
B-Liskov
Peter-Naur
Alan-J.-Perlis
Niklaus-Wirth
Kristen-Nygaard
Ole-Johan-Dahl
I.-E.-Sutherland
Frederick-P.-Brooks
W.-Kahan
J.-H.-Wilkinson
Richard-W.-Hamming
K-E-Iverson
J-Backus
Robert-W.-Floyd
Frances-Allen
John-Cocke
Donald-E.-Knuth
Herbert-A.-Simon
Allen-Newell
Edward-Feigenbaum
John-McCarthy
Marvin-Minsky
R.-E.-Kahn
Raj-Reddy
R-E.-Stearns
John-Hopcroft
Robert-Endre-Tarjan
Richard-M.-Karp
Judea-Pearl
E.-A.-Emerson
E.-M.-Clarke
Joseph-Sifakis
Robin-Milner
Amir-Pnueli
Leslie-Lamport
D.-Scott
L-M-Adleman
S-Cook
Juris-Hartmanis
L.-G.-Valiant
Andrew-C.-Yao
Manuel-Blum
Silvio-Micali
Shafi-Goldwasser
Michael-O.-Rabin
M.-Hellman
A-Shamir
Ronald-L.-Rivest
0.2
0.4
0.6
0.8
1.0
(a) DeepWalk
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Frederick-P.-Brooks
I.-E.-Sutherland
Allen-Newell
Herbert-A.-Simon
Edward-Feigenbaum
John-McCarthy
Marvin-Minsky
Raj-Reddy
R.-E.-Kahn
J.-H.-Wilkinson
W.-Kahan
Frances-Allen
John-Cocke
Richard-W.-Hamming
Maurice-Wilkes
K-E-Iverson
J-Backus
Niklaus-Wirth
Alan-J.-Perlis
Peter-Naur
E.-F.-Codd
Charles-W.-Bachman
Michael-Stonebraker
James-N.-Gray
B-Liskov
Kristen-Nygaard
Ole-Johan-Dahl
Vinton-Cerf
Chuck-Thacker
B.-Lampson
K-Thompson
D.-M.-Ritchie
L-M-Adleman
A-Shamir
M.-Hellman
Ronald-L.-Rivest
Michael-O.-Rabin
Silvio-Micali
Shafi-Goldwasser
Manuel-Blum
Andrew-C.-Yao
Joseph-Sifakis
Amir-Pnueli
E.-M.-Clarke
E.-A.-Emerson
Robin-Milner
Leslie-Lamport
C.-A.-R.-Hoare
E.-W.-Dijkstra
Judea-Pearl
L.-G.-Valiant
Richard-M.-Karp
John-Hopcroft
S-Cook
Juris-Hartmanis
R-E.-Stearns
D.-Scott
Robert-Endre-Tarjan
Donald-E.-Knuth
Robert-W.-Floyd
n2v
Ro
be
rt-
W
.-F
lo
yd
Do
na
ld
-E
.-K
nu
th
Ro
be
rt-
En
dr
e-
Ta
rja
n
D.
-S
co
tt
R-
E.
-S
te
ar
ns
Ju
ris
-H
ar
tm
an
is
S-
Co
ok
Jo
hn
-H
op
cr
of
t
Ri
ch
ar
d-
M
.-K
ar
p
L.
-G
.-V
al
ia
nt
Ju
de
a-
Pe
ar
l
E.
-W
.-D
ijk
st
ra
C.
-A
.-R
.-H
oa
re
Le
sli
e-
La
m
po
rt
Ro
bi
n-
M
iln
er
E.
-A
.-E
m
er
so
n
E.
-M
.-C
la
rk
e
Am
ir-
Pn
ue
li
Jo
se
ph
-S
ifa
ki
s
An
dr
ew
-C
.-Y
ao
M
an
ue
l-B
lu
m
Sh
af
i-G
ol
dw
as
se
r
Si
lv
io
-M
ica
li
M
ich
ae
l-O
.-R
ab
in
Ro
na
ld
-L
.-R
iv
es
t
M
.-H
el
lm
an
A-
Sh
am
ir
L-
M
-A
dl
em
an
D.
-M
.-R
itc
hi
e
K-
Th
om
ps
on
B.
-L
am
ps
on
Ch
uc
k-
Th
ac
ke
r
Vi
nt
on
-C
er
f
Ol
e-
Jo
ha
n-
Da
hl
Kr
ist
en
-N
yg
aa
rd
B-
Lis
ko
v
Ja
m
es
-N
.-G
ra
y
M
ich
ae
l-S
to
ne
br
ak
er
Ch
ar
le
s-
W
.-B
ac
hm
an
E.
-F
.-C
od
d
Pe
te
r-N
au
r
Al
an
-J.
-P
er
lis
Ni
kl
au
s-
W
irt
h
J-B
ac
ku
s
K-
E-
Iv
er
so
n
M
au
ric
e-
W
ilk
es
Ri
ch
ar
d-
W
.-H
am
m
in
g
Jo
hn
-C
oc
ke
Fr
an
ce
s-
Al
le
n
W
.-K
ah
an
J.-
H.
-W
ilk
in
so
n
R.
-E
.-K
ah
n
Ra
j-R
ed
dy
M
ar
vi
n-
M
in
sk
y
Jo
hn
-M
cC
ar
th
y
Ed
wa
rd
-F
ei
ge
nb
au
m
He
rb
er
t-A
.-S
im
on
Al
le
n-
Ne
we
ll
I.-
E.
-S
ut
he
rla
nd
Fr
ed
er
ick
-P
.-B
ro
ok
s
Robert-W.-Floyd
Donald-E.-Knuth
Robert-Endre-Tarjan
D.-Scott
R-E.-Stearns
Juris-Hartmanis
S-Cook
John-Hopcroft
Richard-M.-Karp
L.-G.-Valiant
Judea-Pearl
E.-W.-Dijkstra
C.-A.-R.-Hoare
Leslie-Lamport
Robin-Milner
E.-A.-Emerson
E.-M.-Clarke
Amir-Pnueli
Joseph-Sifakis
Andrew-C.-Yao
Manuel-Blum
Shafi-Goldwasser
Silvio-Micali
Michael-O.-Rabin
Ronald-L.-Rivest
M.-Hellman
A-Shamir
L-M-Adleman
D.-M.-Ritchie
K-Thompson
B.-Lampson
Chuck-Thacker
Vinton-Cerf
Ole-Johan-Dahl
Kristen-Nygaard
B-Liskov
James-N.-Gray
Michael-Stonebraker
Charles-W.-Bachman
E.-F.-Codd
Peter-Naur
Alan-J.-Perlis
Niklaus-Wirth
J-Backus
K-E-Iverson
Maurice-Wilkes
Richard-W.-Hamming
John-Cocke
Frances-Allen
W.-Kahan
J.-H.-Wilkinson
R.-E.-Kahn
Raj-Reddy
Marvin-Minsky
John-McCarthy
Edward-Feigenbaum
Herbert-A.-Simon
Allen-Newell
I.-E.-Sutherland
Frederick-P.-Brooks
0.30
0.45
0.60
0.75
0.90
(b) N2V
FIGURE 6.5: Dendrogram and the corresponding heatmaps for 60 Turing Award Winners.
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FIGURE 6.6: 2D plot of Nobel Prize Winners. We use t-SNE to reduce the dimension of
embeddings from 100 to 2.
complexity is dominated by the number of edges [Bianchini et al., 2005]. Thus, learning
embeddings from such data requires lots of memory and is not practical for most commodity
computers. On the other hand, APN is a heterogeneous network. After preprocessing
Health data into APN, APN contains 12 million authors, 14 million papers and 275 million
edges. It takes only 30GB memory to train the DeepWalk model.
Figure 6.6 shows the 2D plots for author embeddings. We use t-SNE to reduce the
dimension of embeddings from 100 to 2. Orange represents the Chemistry Nobel Prize
Winners and blue dots are Physiology or Medicine Nobel Prize Winners. Most blue dots
are concentrated on the top of the figure and Chemistry authors are in the bottom. There
are only a few authors misplaced in the plot. The F1 score for 10-fold classification is
0.802.
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FIGURE 6.7: A screenshot of Similar Author Search Engine
6.1.5 Author Search Engine
Searching for similar authors can be used to help researchers seeking similar authors and
potential collaborators. Based on the generated author embeddings, we build an author
search engine5 for Computer Science. We first index all the authors using Apache Solr
[Smiley et al., 2015]. Solr is an open-source enterprise-search platform. It uses the Lucene
[McCandless et al., 2010] for full-text indexing and search. It also has many APIs that
make it easy to integrate with other programming languages. The HTTP server is built
by Flask [Grinberg, 2018], a lightweight WSGI web application framework in Python. The
webpages are built by Vue.js [Freeman, 2018], a popular JavaScript framework for building
UI on the web. The server side received the query from UI and search the most similar
authors using author embeddings. Figure 6.7 shows a screenshot of our search engine. It
shows the searching result for Jiawei Han. As we can see from the figure, Jian Pei is the
most similar author to Jiawei Han. They are both highly influential Computer Scientists in
the domain of Data Mining and co-authored many papers. The similarity between them is
0.788.
6.1.6 Conclusions
This paper discusses author embeddings on the heterogeneous network. The real-world
scholarly data is large. It is important to learn the embeddings from such data in an
effective way. The interaction between authors in scholarly data is traditionally dealt with
5Anonymous URL
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homogeneous networks such as ACN and ACCN. These graphs convert the citation links
into the author-author relations, resulting in dense graphs. Such graphs may be small
in terms of the number of nodes, but has much more edges than the heterogenous APN.
Therefore, it is not practical to learn embeddings from the homogeneous networks on large
datasets. By representing authors using a heterogeneous network, we can efficiently obtain
the author embeddings for a large dataset that contains over 27 million nodes and 274
million edges. Experiments show that author embeddings obtained from APN have similar
performance as two homogeneous graphs in the classification task and has higher NMI in
the clustering task. We further build a search engine to find similar authors in Computer
Science.
6.2 Author name disambiguation
6.2.1 Introduction
The industry is trying to provide platform for researchers by building Digital libraries such
as Google Scholar and AMiner. The academic papers can be collected from the publishers
or from the open web such as arXiv. These data are usually provided in raw text formatted
in PDF files. Different from plain text, academic papers contain many entities such as
authors, institutions, keywords, etc. Some entities are unambiguous, such as keywords.
Generally speaking, the name of a term in academic does not change a lot. Extracting and
linking those entities in a digital library is easy. On the other hand, some entities can be
very ambiguous and hard to match. Author name is one of them. Given a string of an
author’s name, it is impossible to match it to the correct person without considering other
informations such as the topic of the paper, the name of the institution, the email address
of the author etc. Thus, most approaches for author name disambiguation rely on extra
information about the authors and their scientific work to distinguish between authors. In
our work, we use the paper embeddings to solve the author name disambiguation problem.
The ambiguity of author names happens in a collection of publications when sev-
eral authors are under same or similar names. Author name disambiguation is a task
that map those names into the correct authors. More formally, author name disam-
biguation problem can be defined as follows: Let P = {p1, p2, ..., pn} be a set of papers
A = {a1, a2, ..., am}beasetofauthors. Given a paper pi, our goal is to match each author of
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the paper in A. Considerable research has been conducted to do disambiguation [Ferreira
et al., 2012]. Machine Learning is a popular approach in this field. Both classic model
[Treeratpituk and Giles, 2009] and deep learning based approach [Tran et al., 2014] are pro-
posed. Vector representation is a crucial component in Machine Learning models. Thus, it
is expecting to see people use embeddings to do disambiguation. For instance, Mu¨ller [2017]
use word embeddings to represent paper titles. Xu et al. [2018] use network embeddings to
connect the biographical information such as citations, afflictions etc. In our work, we learn
the embeddings for paper that contains information of text and link to represent the data.
6.2.2 Experiment setup
Our experiment is conducted on Health data extracted by our industry partner6. We clean
the data to make sure each paper contains title and at least one edge in the citation graph.
After preprocessing, the dataset contains 15,660,195 papers and 213,037,221 edges. Evalu-
ating the performance of author name disambiguation is difficult due to the lack of ground
true labels. Existing work [Tang et al., 2012] manually label the author groups. However,
their method heavily rely on human efforts thus the dataset contains only 1,723 ground true
labels. Our dataset is too large so that manually label is not practical. Fortunately, some
papers have ORCID ( Open Researcher Contributor Identification) for authors. ORCID is a
nonproprietary alphanumeric code to uniquely identify academic authors. It is uploaded by
the author(s) of a paper thus can be treated as ground true labels. In our dataset, there are
140,266 authors have papers with ORCIDs. We then split these papers into 1,132 canopies.
Each canopy contains authors who share the same last name and first name initial. The
dataset is available publicly online7.
We use classification to solve the author name disambiguation problem. We first rank
the authors by the number of papers. Then we use the top 20 authors in our experiment.
For each author, we use the papers for this author as true examples. Then equal number
of false examples are selected randomly from the same canopy. For example, there are
11 authors (unique ORCIDs) in canopy ‘A-Cheng’. These authors contribute 636 papers.
Among these authors, ‘Ann-Lii Cheng’ (ORCID 0000-0002-9152-6512) has 265 mentions and
ranked at the first place. We use these 265 mentions as the true examples and randomly
6https://www.meta.org/
7http://zhang18f.myweb.cs.uwindsor.ca/and/
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FIGURE 6.8: F1 scores of author name disambiguation.
TABLE 6.4: F1 scores of author name disambiguation. It also shows the improvement of
P2V against LDE.
name LDE P2V imp(%)
M-Roberts 0.9243 0.9810 6.134
D-Richardson 0.9399 0.9867 4.979
C-Yu 0.9271 0.9695 4.573
G-Lewis 0.9507 0.9891 4.039
J-Nielsen 0.9406 0.9761 3.774
M-Wu 0.9027 0.9360 3.689
A-Cheng 0.9144 0.9469 3.554
K-Jones 0.9531 0.9867 3.525
S-Chang 0.9500 0.9828 3.453
M-Hidalgo 0.9635 0.9958 3.352
P-Matthews 0.9629 0.9906 2.877
C-Nogueira 0.9633 0.9865 2.408
X-Li 0.9647 0.9876 2.374
M-Parker 0.9533 0.9749 2.266
R-Smith 0.9553 0.9757 2.135
L-Xiao 0.9830 0.9933 1.048
M-Andersen 0.9798 0.9900 1.041
R-Ross 0.9920 0.9973 0.534
C-Torres 0.9864 0.9898 0.345
R-Reis 0.9848 0.9865 0.173
select 265 mentions from the same canopy ‘A-Cheng’ as negative samples. Thus, we can
train a classifier to identify ‘Ann-Lii Cheng’ among all authors who in canopy ‘A-Cheng’.
The input of the classifier is a set of features that can represent the characters of an author.
Intuitively, a scientific researcher mainly focus on few research fields so that the published
papers are highly related than others. Since the focus of this dissertation is embeddings, we
do not use any additional feature such as affiliation, email address, venue, publishing years
etc. In real-world applications, we can combine paper embeddings with these features to
improve the performance in this task.
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6.2.3 Experiment and results
We use Logistic Regression classification to disambiguate the paper-author mention pairs.
Paper embeddings are learned by P2V and LDE. Since Health data is too large, we only
learn one model per algorithm. For each author group, we perform 10 fold cross validation
and report the average F1 scores in Table 6.4. Figure 6.8 shows the corresponding plot.
We have the following observations from the results: 1) All author groups have F1 score
larger than 0.9. ‘M-Hidalgo’ has the largest F1 of 0.9958. It suggests that author name
disambiguation problem can be solved by classification efficiently. In our experiment, we use
paper embeddings only. We can add more features to further improve the performance in
the real-world application. 2) P2V outperforms LDE consistently on all 20 author groups.
The largest improvement is found in ‘M-Roberts’ group. The F1 for LDE is 0.9243. P2V
improves LDE by 6.134%. The smallest improvement is 0.173 in ‘R-Reis’ group.
6.3 Similar paper search engine
6.3.1 Introduction
Finding a paper’s most similar neighbors is very useful for many tasks such as information
retrieval, duplicate detection, and paper/venue recommendation. In this section, we intro-
duce our similar paper search engine build on top of P2V. The search engine is integrated
with 2.7 million Computer Science papers provided in AMinerV10. AMinerV10 covers 2.7
million Computer Science papers. We first index all the papers using Apache Solr [Smiley
et al., 2015]. Solr is an open-source enterprise-search platform. It uses the Lucene [Mc-
Candless et al., 2010] for full-text indexing and search, and has many APIs that make it
easy to integrate with other programming languages. The HTTP server is build by Flask
[Grinberg, 2018], a lightweight WSGI web application framework in Python. The webpages
are build by Vue.js [Freeman, 2018], a popular JavaScript framework for building UI on the
web. The server side received the query from UI and search the most similar papers using
P2V. Fig. 6.9 shows the screenshot of our website. It shows the most similar papers to
[Mikolov et al., 2013b] retrieved by P2V. The most similar paper is [Mikolov et al., 2013a].
These two works are often cited together therefore have similarity of 0.944. Users can also
search similar papers by D2V and N2V for comparison.
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FIGURE 6.9: A screenshot of Similarity Search Engine. It shows the most similar papers
to [Mikolov et al., 2013b] retrieved by P2V. The paper introduces “word2vec” algorithm .
User can also search similar papers by D2V and N2V for comparison.
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FIGURE 6.10: The precision at k on GIST dataset.
6.3.2 Experiment
Unlike classification task where each paper is associated with a label, similarities are often
difficult to evaluate. To quantify the performance on this task, we use a collection from
the Group in Software Testing (hereafter GIST) at Nanjing University 8. This collection
contains a list of papers that are highly related to a small area called Combinatorial Testing.
The dataset contains 706 papers as of August 2018. Each paper is reviewed by multiple
researchers working in that area.
We use embeddings from AMinerV10 dataset to evaluate the performance. The dataset
contains 27 million papers published in Computer Science. We first cross match GIST
papers with AMinerV10. In total, we have 451 matches. For each paper, we treat all other
papers in the dataset as candidates and rank them by cosine similarity. Then we calculate
the precision at k used in [Goyal and Ferrara, 2018]:
Pr@k =
|Ppred(1 : k) ∩ Ptrue|
k
. (6.1)
Here Ppred(1 : k) are the top k candidates and Ptrue are the papers in GIST. For example,
suppose p is a paper in GIST when k = 10. We first calculate the similarities between p and
all other papers in AminerV10. Then we get the top 10 most similar candidates. Suppose
eight of them appear in the GIST, then the Pr@10 is 8/10=0.8. Intuitively, the precision
at k measures the fraction of related papers among top k candidates.
Fig. 6.10 shows the performance of P2V and LDE. For each paper, we calculate the
Pr@k, where k is range from 1 to 400. We can see that P2V outperforms LDE consistently.
When k = 1, P2V has Pr@k of 0.701. This means for each paper in GIST, the probably that
8http://gist.nju.edu.cn/
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TABLE 6.5: Comparison with Google Scholar and Semantic Scholar.
top k P2V Google Scholar Semantic Scholar
1 0.960 0.918 0.895
2 0.960 0.883 0.858
3 0.943 0.871 0.838
4 0.932 0.862 0.810
5 0.936 0.849 0.796
1 2 3 4 5
top k
0.8
0.9
a
cc
u
ra
cy
P2V
Google Scholar
Semantic Scholar
FIGURE 6.11: Comparison with Google Scholar and Semantic Scholar.
the most similar paper retrieved from 27 million candidates is collected in GIST is 70.1%.
LDE also achieves Pr@k of 0.690, which only 1.6% lower than P2V. The performance is
declining when k is growing. However, the performance of LDE decays much faster than
P2V. When k = 400, the Pr@k for LDE drops to 0.249 compared with 0.469 in P2V.
Therefore, the biggest improvement for P2V over LDE is 88.35% in this task.
6.3.3 Compare with Google Scholar and Semantic Scholar
We also compare our model with existing web services. We collect top 100 most cited papers
from AMinerV10. Then for each paper, we collect the top-5 similar papers generated by
P2V, Google Scholar and Semantic Scholar. We manually check if the candidates are
related or not. Table 6.5 and Fig. 6.11 show the results. In the plot, the x-axis is the rank
of candidates and y-axis is the corresponding accuracy, which evaluates the percentage of
relevant papers among retrieved ones. P2V outperforms others consistently. When k = 1,
the accuracy for P2V is 0.960, 0.918 for Google Scholar, and 0.895 of Semantic Scholar.
The accuracy is decaying when k get larger. But we can see that the accuracies for Google
Scholar and Semantic Scholar decay faster than P2V. More specifically, when k = 5, the
accuracies decay by 2.56%, 8.13% and 12.44% in P2V, Google Scholar and Semantic Scholar,
respectively.
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TABLE 6.6: Top 5 similar papers to Support Vector Networks in AMinerV10. The high-
lighted paper is irrelevant to SVM. Citation count is retrieved via Google Scholar on Sept
2018.
Method # Citations Paper Title
P2V
10,190 A training algorithm for optimal margin classifiers
19,855 A Tutorial on Support Vector Machines for Pattern Recognition
7,858 A comparison of methods for multiclass support vector machines
38,259 LIBSVM: A library for support vector machines
13,615 Learning with Kernels: Support Vector Machines, Regularization, Optimization, and Beyond
Google Scholar
49,682 The nature of statistical learning theory
38,259 LIBSVM: a library for support vector machines
36,055 An overview of statistical learning theory
10,190 A training algorithm for optimal margin classifiers
19,855 A tutorial on support vector machines for pattern recognition
Semantic Scholar
160 Japanese Dependency Structure Analysis Based on Support Vector Machines
93 Sequential Support Vector Classifiers and Regression
3 Support Vector Machines Basics – An Introduction Only
778 Extracting Support Data for a Given Task
275 Support Vector Learning for Fuzzy Rule-Based Classification Systems
TABLE 6.7: Top 5 similar papers to Linked document embedding for classification in AMin-
erV10. Citation count is retrieved in Google Scholar.
Method # Citations Paper Title
P2V
2 PNE: Label Embedding Enhanced Network Embedding.
16 A Paper2vec: Combining Graph and Text Information for Scientific Paper Representation.
1 A Hierarchical Mixed Neural Network for Joint Representation Learning of Social-Attribute Network.
7 Paired Restricted Boltzmann Machine for Linked Data
1 Comprehensive Graph and Content Feature Based User Profiling
Google Scholar
7 Paired Restricted Boltzmann Machine for Linked Data
48 Signed network embedding in social media
57 Unsupervised Sentiment Analysis for Social Media Images.
6 Exploiting hierarchical structures for unsupervised feature selection
22 Exploiting emotional information for trust/distrust prediction
Semantic Scholar
24 Learning Word Representations for Sentiment Analysis
210 PTE: Predictive Text Embedding through Large-scale Heterogeneous Text Networks
30 Efficient Vector Representation for Documents through Corruption
40 Attributed Social Network Embedding
19 Pre-Trained Multi-View Word Embedding Using Two-Side Neural Network
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2015, green data represents the snapshot of 2016, and red is the snapshot of 2017.
To demonstrate the difference between P2V and existing web services. We collect the
top-5 most similar papers of a well-known classification algorithm ‘SVM’ with the title of
‘Support Vector Networks’ for P2V from AMinerV10. Then we retrieve the top-5 most
similar papers from Google Scholar and Semantic Scholar on September 2018. The results
are listed in Table 6.7. Documents retrieved by P2V are highly related to SVM. Compared
with Google Scholar, only three papers (the second, fourth and fifth) are highly related to
SVM. There is an irrelevant paper from Semantic Scholar, which is highlighted in the table.
We also list the citation count for each candidates. In Google Scholar, the rank of the
candidates are highly associated with citation count. P2V also prefers highly cited papers,
but the rank is not associated with citation count. For instance, the most cited paper is
“LIBSVM” with 38,259 citations, which ranks in third place in the results. On the other
hand, Semantic Scholar prefers lower ranked papers. The most-cited paper only has 778
citations.
6.4 Paper influence prediction
Predicting the influence of a paper is also studied by other researchers [Bai et al., 2019,
Fu and Aliferis, 2010]. A paper’s embedding contains text that reflects its research topic
and the relation between other works. This information can is useful when predicting the
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and next year’s is 0.8734.
trend of science and a paper’s influence in the future. There are many ways to measures
the influence of a paper, such as citation count [Wu and Wolfram, 2011], PageRank [Brin
and Page, 1998, Zhao et al., 2019]. In this scenario, we use embeddings to predict a paper’s
citation count for the next coming year. Fig. 6.12 shows the workflow in this task. The
experiment is conducted on AminerV10. Each color represents a snapshot of a specific
year in the dataset. In the training phase, suppose pi is a paper published in 2015. We
first learn embedding vi for pi on the snapshot of 2015 colored in blue. Then we train a
regressor to predict its citation count yi, which is retrieved from the snapshot of 2016 in
green. The regressor is a four-layer fully connected feed forward neural network. After the
training parse, we will have a trained P2V model and trained regressor. Next, we apply
the trained model to predict the citation counts for new papers. Suppose pj is a paper
published in 2016. We infer the embedding vj by freeze the output vectors of the P2V
model obtained from the training phase. It guarantees the new paper embeddings are in
the same vector space as the old ones. Then we predict the future citation count yj via the
trained regressor. The performance is measured by Pearson’s correlation coefficient between
the predicted citations and ground true citations obtained from the snapshot of 2017.
Fig. 6.13 shows the performance. We also report LDE for comparison. We first compare
P2V and LDE using Panel (a). It shows the Pearson’s correlation between ground trues
and predicted values by embeddings only. Embeddings retain the textual and citations of
papers. Intuitively, papers published in the hot topic will attract more citation count in the
next year. Therefore, the predicted citation count is positively related to the ground trues
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as expected. The plot shows P2V has a great advantage in this task compared with LDE.
It outperforms LDE by 123.19% (0.29 v.s. 0.13).
We also find the correlation between current citation count and future citation count
is very high (0.8734). Therefore, we can use current citation count as an extra feature.
It can give us better performance in this task. and could be a guideline to build the real
world application. The result is illustrated in Panel (b). The best performance is 0.9216
when combining P2V and citation feature. Note that the performance of using embeddings
only is lower than using citation feature. Therefore, the regressor will give more weights to
the citation feature than embeddings. As a result, the difference between P2V and LDE
becomes smaller than using embeddings only. Despite the difference is small, P2V still
outperforms LDE in this task.
6.5 Summary
Scholarly data contains rich information. More and more researchers are working on sum-
marizing and extracting the knowledge from it. In this chapter, we demonstrate four appli-
cations on academic papers using embeddings.
We build an author search engine to search similar authors in Computer Science using
author embeddings. The second application is a paper search engine. It covers 2.7 million
papers in domain of Computer Science. Our search engine can find the most similar papers
in term of text and citations. Experimental results suggest our search engine has higher
accuracy than existing services such as Google Scholar and Semantic Scholar. Embeddings
generated from academic papers can be used as the input of subsequence tasks. Therefore,
we demonstrate how to use paper embeddings to solve real-world problems such as author
name disambiguation and paper influence prediction.
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Conclusions and Future Directions
Academic papers have become valuable resources and attract more and more attentions of
academia and industry. Numerous researchers are working on reasoning and extracting the
rich information from this particular type of data. This chapter summarizes what has been
accomplished in this dissertation. We will also discuss several possible future directions in
this research field.
7.1 Discussions and conclusions
The last decade has seen the emergence of large scholarly datasets, providing new oppor-
tunities and challenges to researchers. Machine learning is an effective tool to extract rich
information from such data. This dissertation starts with introducing the challenges of
representing academic papers. The first challenge is data representation, which is tradi-
tionally dealt with statistic-based methods, such as word-cooccurrence representation for
words, bag-of-words models for documents and adjacency matrix for networks. The success
of SGNS gives us a different view of representing the data. Algorithms derived from SGNS
have been widely studied, tested, and applied for different types of data since 2013. Dur-
ing the literature reviewing, we notice that SGNS may have a performance issue. More
specifically, the performance for the same method reported by different researchers does
not consist. This phenomenon raises our interest. In Chapter 3, we discover the norm con-
vergence issue in SGNS and its variants by monitoring the training process of SGNS-based
algorithms. We propose to add L2 regularization to deal with the norm convergence issue.
Our method is tested on 3 datasets for words embeddings, 8 datasets for documents, and
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33 datasets for network embeddings. The experiment shows our method can produce more
stable embeddings and improve the performance for small datasets.
The second part of the dissertation focuses on learning representation from academic
papers, which contain both text and citation links. Hence, Chapter 3 and 4 propose new
methods called N2V and D2V to improve existing approaches. N2V uses efficiency sampling
method to generate the training pairs and D2V improves document embeddings by injecting
word semantics during the training. With better network and document embeddings, we
then propose P2V for paper embeddings in Chapter 5. It combines D2V and N2V thus gives
better paper embeddings. In the real-world data, the information from each component may
be unbalanced, e.g. more text information than links, or the other way around. Therefore,
we introduce weight hyper-parameters to control the information learned from different
parts.
Last but not least, we demonstrate four applications using embeddings in Chapter
6. Authors are important entities in the scholarly data. We use network embeddings
to learn embeddings for authors. Then an author search engine is developed for searching
similar authors in the area of Computer Science. The paper search engine provides a new
view for researchers to access the most related works. The experiment shows our website
has higher accuracy than existing services when searching for similar papers. By using
embeddings as the inputs, we can solve real-world problems such as author name disam-
biguation. The influence of a paper can also be predicted with high accuracy when using
paper embeddings.
7.2 Future directions
Learning embeddings for academic papers is challenging. Not only because it contains
more information than plain text or links, but the size of such data is also huge. This
dissertation proposes a series of SGNS-based approaches and achieves good performance.
However, there are many possible directions we can pursue.
1. Further study of SGNS model. SGNS is widely used in the past few years. There
are some directions we can follow to improve the model. One approach is to investigate
the hyper-parameters such as the threshold for subsampling. Subsampling randomly
drops frequent words that appear more than a threshold. This hyper-parameter is
169
7. CONCLUSIONS AND FUTURE DIRECTIONS
chosen by empirical experiment in most related works. When setting the subsampling
threshold properly, it will not only speed up the training process but also improve
the quality of embeddings. In our work, we notice that some datasets or tasks are
sensitive to this hyper-parameter, especially for network embeddings. Therefore, it is
worth investigating this hyper-parameter to improve SGNS and its variants.
2. Embeddings for directed graphs. Represent undirected graphs is widely dis-
cussed. However, the direction of an edge is not always bidirectional in real-world
datasets. For instance, for the application of friends recommendation in the social
network like Twitter, a celebrity is usually to be followed by his/her fans while it is
not true the other way round. However, there are only a few works on preserving the
asymmetric proximity of a directed graph [Zhou et al., 2017].
3. Injecting more information into the model. Beside text and links, there are
many other entities present in academic papers, such as authors, institutions, key-
words, categories, venues etc. One direction is to inject those entities into the datasets
and learns the embeddings for each entity. P2V can be modified to learn from such
heterogeneous data by designing a different sampling strategy for each relation. The
weighting schema is also important in this scenario.
4. Different embedding approaches. More recently, Devlin et al. [2018] proposed a
new pre-trained language representation model called BERT (Bidirectional Encoder
Representations from Transformers). It shows a great advantage in multiple down-
stream tasks compared with existing methods. By applying the bidirectional training
of the transformers, BERT captures the word relations via attention mechanisms
[Vaswani et al., 2017]. The model is pre-trained with general language corpus, then
can be fine-tuned for downstream tasks such as classification, question answering, etc.
The authors demonstrate the performance of BERT on 11 natural language processing
tasks and achieve state-of-the-art performance. Papers are more than plain text. Yet
we can use the same strategy to transform other information such as citations into
the ‘fake text’ via random walk based sampling strategy, for example, N2V sampling.
It would be interesting to port the model to learn paper embeddings.
5. Applying paper embeddings in more down-stream applications. This dis-
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sertation shows some prototypes of possible applications and achieves good results.
Therefore, one possible future direction is to use paper embeddings to develop new
applications or improve the performance of existing ones.
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