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NAVIER–STOKES EQUATIONS IN A CURVED THIN DOMAIN,
PART III: THIN-FILM LIMIT
TATSU-HIKO MIURA
Abstract. We consider the Navier–Stokes equations with Navier’s slip bound-
ary conditions in a three-dimensional curved thin domain around a given closed
surface. Under suitable assumptions we show that the average in the thin di-
rection of a strong solution to the bulk Navier–Stokes equations converges
weakly in appropriate function spaces on the limit surface as the thickness of
the thin domain tends to zero. Moreover, we characterize the limit as a weak
solution to limit equations, which are the damped and weighted Navier–Stokes
equations on the limit surface. We also prove the strong convergence of the av-
erage of a strong solution to the bulk equations towards a weak solution to the
limit equations by showing estimates for the difference between them. In some
special case our limit equations agree with the Navier–Stokes equations on a
Riemannian manifold in which the viscous term contains the Ricci curvature.
This is the first result on a rigorous derivation of the surface Navier–Stokes
equations on a general closed surface by the thin-film limit.
1. Introduction
1.1. Problem settings. In this paper, as a continuation of [57, 58], we consider
the Navier–Stokes equations with Navier’s slip boundary conditions
∂tu
ε + (uε · ∇)uε − ν∆uε +∇pε = f ε in Ωε × (0,∞),
div uε = 0 in Ωε × (0,∞),
uε · nε = 0 on Γε × (0,∞),
[σ(uε, pε)]tan + γεu
ε = 0 on Γε × (0,∞),
uε|t=0 = uε0 in Ωε.
(1.1)
Here Ωε is a curved thin domain in R
3 with small thickness of order ε > 0 given by
Ωε := {y + rn(y) | y ∈ Γ, εg0(y) < r < εg1(y)},(1.2)
where Γ is a given closed surface in R3 with unit outward normal vector field n and
g0 and g1 are functions on Γ satisfying
g := g1 − g0 ≥ c on Γ
with some constant c > 0. Also, ν > 0 is the viscosity coefficient independent of ε.
We define the inner and outer boundaries Γ0ε and Γ
1
ε of Ωε by
Γiε := {y + εgi(y)n(y) | y ∈ Γ}, i = 0, 1
and write Γε := Γ
0
ε ∪ Γ1ε and nε for the whole boundary of Ωε and its unit outward
normal vector field. Moreover, γε ≥ 0 is the friction coefficient given by
γε := γ
i
ε on Γ
i
ε, i = 0, 1(1.3)
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with nonnegative constants γ0ε and γ
1
ε depending on ε and
σ(uε, pε) := 2νD(uε)− pεI3, [σ(uε, pε)nε]tan := Pε[σ(uε, pε)nε]
are the stress tensor and the tangential component of the stress vector on Γε, where
I3 is the 3× 3 identity matrix,
D(uε) :=
∇uε + (∇uε)T
2
, Pε := I3 − nε ⊗ nε
are the strain rate tensor and the orthogonal projection onto the tangent plane of
Γε, and nε ⊗ nε is the tensor product of nε with itself. Note that
[σ(uε, pε)nε]tan = 2νPεD(u
ε)nε
is independent of the pressure pε and thus the slip boundary conditions reduce to
uε · nε = 0, 2νPεD(uε)nε + γεuε = 0 on Γε.(1.4)
In what follows, we mainly refer to (1.4) as the slip boundary conditions. Under
the conditions (1.4) the fluid slips on the boundary with velocity proportional to
the tangential component of the stress vector. The slip boundary conditions were
introduced by Navier [62]. These conditions are considered as an appropriate model
for flows with free boundaries and for flows past chemically reacting walls (see [89]).
They also appear in the study of the atmosphere and ocean dynamics [48–50] and in
the homogenization of the no-slip boundary condition on a rough boundary [25,35].
The aim of this paper is to study the behavior of a solution uε to (1.1) as ε→ 0.
Our goal is to derive limit equations on Γ for (1.1) by showing the convergence
of uε as ε → 0 and characterizing its limit as a solution to the limit equations.
Such a problem is a kind of singular limit problem since Ωε degenerates into the
lower dimensional set Γ as ε→ 0. The study of a singular limit problem for partial
differential equations (PDEs) in thin domains is important for a good understanding
of the effects of the thin and other directions on those PDEs. There are many works
on a singular limit problem for reaction-diffusion equations in thin domains around
lower dimensional sets (see e.g. [24,69,70,91]). Also, a few researchers have studied
a singular limit problem for the Navier–Stokes equations in flat thin domains in R3
around two-dimensional domains [29, 32, 86] and in a thin spherical shell between
two concentric spheres [87]. However, there has been no result on a curved thin
domain around a general closed surface in the study of the Navier–Stokes equations.
1.2. Outline of main results. Let us briefly state the main results of the series
of our study (see Section 2 for details of the main results of this paper).
In the first part [57] we studied the Stokes operator Aε for Ωε under the slip
boundary conditions (1.4) and derived the uniform norm equivalence
c−1‖u‖Hk(Ωε) ≤ ‖Ak/2ε u‖L2(Ωε) ≤ c‖u‖Hk(Ωε), u ∈ D(Ak/2ε ), k = 1, 2(1.5)
and the uniform difference estimate for Aε and −ν∆ of the form
‖Aεu+ ν∆u‖L2(Ωε) ≤ c‖u‖H1(Ωε), u ∈ D(Aε)(1.6)
with a constant c > 0 independent of ε. Using them and average operators in the
thin direction we established in the second part [58] the global-in-time existence of
a strong solution uε to (1.1) for large data uε0 and f
ε in the sense that
‖uε0‖H1(Ωε), ‖f ε‖L∞(0,∞;L2(Ωε)) = O(ε−1/2)
when ε is sufficiently small. We also derived estimates for uε of the form
‖uε(t)‖2Hk(Ωε) ≤ c(ε−2k+1+α + ε−k+β),∫ t
0
‖uε(s)‖2Hk+1(Ωε) ds ≤ c(ε−2k+1+α + ε−k+β)(1 + t),
t ≥ 0, k = 0, 1(1.7)
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with constants c, α, β > 0 independent of ε under additional conditions on uε0 and
f ε (see Theorem 2.5). In this paper, based on the results of [57, 58], we study the
behavior as ε→ 0 of the average in the thin direction of uε given by
Muε(y, t) :=
1
εg(y)
∫ εg1(y)
εg0(y)
uε(y + rn(y), t) dr, (y, t) ∈ Γ× (0,∞).
Under suitable assumptions we show that the normal and tangential components
Muε · n, Mτuε :=Muε − (Muε · n)n
of the average converge strongly to zero on Γ and weakly to a tangential vector field
v on Γ, respectively, and characterize v as a unique weak solution to limit equations
on Γ (see Theorem 2.6). We also establish the strong convergence of Mτu
ε to v by
estimating their difference (see Theorem 2.7).
1.3. Limit equations in the simplest case. When g ≡ 1 and γε = 0, i.e. the
thickness of Ωε is ε and we impose the perfect slip boundary conditions
uε · nε = 0, 2νPεD(uε)nε = 0 on Γε,(1.8)
our limit equations given in Theorem 2.6 are of the form
∂tv +∇vv − 2νPdivΓ[DΓ(v)] +∇Γq = f, divΓv = 0 on Γ× (0,∞)(1.9)
for a tangential vector field v on Γ with initial condition. Here ∇Γ and divΓ denote
the tangential gradient and the surface divergence on Γ. Also, ∇vv is the covariant
derivative of v along itself and
P := I3 − n⊗ n, DΓ(v) := P
(∇Γv + (∇Γv)T
2
)
P
are the orthogonal projection onto the tangent plane of Γ and the surface strain
rate tensor (see Section 3.1 for details). When g 6≡ 1 and γε 6= 0, we have a damped
and weighted version of (1.9) (see (2.12) for the precise form of the limit equations).
Formally, if Γ = T2 is the flat torus, then the limit equations (1.9) reduce to the
usual two-dimensional Navier–Stokes equations on T2.
The limit equations (1.9) are a priori extrinsic in the sense that they are written
in terms of a fixed coordinate system of the ambient space R3, since we use the
3×3 matrices P and DΓ(v) to describe the viscous term of (1.9). However, it turns
out (see Remark 2.9) that the limit equations (1.9) are equivalent to
∂tv +∇vv − ν{∆Bv +Ric(v)} +∇Γq = f, divΓv = 0 on Γ× (0,∞),(1.10)
where ∆B and Ric are the Bochner Laplacian on Γ and the Ricci curvature of Γ (see
Appendix C), and all terms in (1.10) are intrinsic, i.e. independent of an embedding
of Γ into R3. Thus our limit equations (1.9) are in fact intrinsic.
The limit equations (1.9) and their equivalent form (1.10) are closely related to
the Navier–Stokes equations on surfaces and manifolds. Recently, the Navier–Stokes
equations on an evolving surface in R3 were derived in [36,40,55]. Those equations
reduce to (1.9) if a surface is stationary. Moreover, the equations (1.10) agree with
the Navier–Stokes equations on a Riemannian manifold introduced in [18, 53, 84].
We emphasize that this paper presents the first result on a rigorous derivation of
(1.10) by the thin-film limit when a manifold is a closed surface in R3. Our results
also justify the result of [55] which derived the surface Navier–Stokes equations by
formal calculations of the thin-film limit.
Let us also compare our limit equations (1.10) with limit equations derived in [87]
under different boundary conditions when Γ = S2 is the unit sphere in R3. Temam
and Ziane [87] studied the Navier–Stokes equations in a thin spherical shell
Ωε = {x ∈ R3 | 1 < |x| < 1 + ε} (Γ = S2, g0 ≡ 0, g1 ≡ 1)
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around the unit sphere under the Hodge (or de Rham) boundary conditions
uε · nε = 0, curluε × nε = 0 on Γε,(1.11)
which were called the free boundary conditions in [87], and derived limit equations
on S2 which were described in spherical coordinates. In terms of our notations the
limit equations derived in [87] are of the form (see Remark 2.10)
∂tv +∇vv − ν(∆Bv − v) +∇Γq = f, divΓv = 0 on S2 × (0,∞).(1.12)
On the other hand, since the Ricci curvature of S2 is equal to the Gaussian curvature
K = 1 of S2, i.e. Ric(X) = X on S2 for a tangential vector field X on S2 (see
Lemma C.1), our limit equations (1.10) read
∂tv +∇vv − ν(∆Bv + v) +∇Γq = f, divΓv = 0 on S2 × (0,∞).(1.13)
Here the sign of the zeroth order term v in our limit equations (1.13) is opposite to
that of the same term in the limit equations (1.12) derived in [87]. This is due to
the fact that the boundary conditions (1.8) and (1.11) for the original problem are
different by the nonzero curvatures of the limit surface S2. Indeed, if a vector field
u on Ωε satisfies u · nε = 0 on Γε, then (see [51, Section 2] and [57, Lemma B.10])
2PεD(u)nε − curlu× nε = 2Wεu on Γε,
where Wε is the Weingarten map (or the shape operator) of Γε that represents the
curvatures of Γε (see Section 3.2). Moreover, since the unit outward normal vector
field of the boundary Γε = Γ
0
ε ∪ Γ1ε of the thin spherical shell is of the form
nε(x) =
{−x, x ∈ Γ0ε = {z ∈ R3 | |z| = 1},
x
1 + ε
, x ∈ Γ1ε = {z ∈ R3 | |z| = 1 + ε},
we observe that, under the condition u · nε = 0 on Γε,
Wεu = u on Γ
0
ε, Wεu = −
u
1 + ε
≈ −u on Γ1ε,
2PεD(u)nε − curlu× nε = 2Wεu ≈ ±2u on Γε.
Therefore, roughly speaking, the perfect slip boundary conditions (1.8) differ from
the Hodge boundary conditions (1.11) by 2u and this difference results in the differ-
ence 2v of our limit equations (1.13) from the limit equations (1.12) derived in [87].
For further discussions on (1.12) and (1.13), see Remark 2.10.
1.4. Main ideas and outline of the proofs. To prove the main results of this
paper (Theorems 2.6 and 2.7) we use the results of the first and second parts [57,58]
of our study. So let us first explain main ideas used in [57, 58] and then give the
outline of the proofs of Theorems 2.6 and 2.7.
In [57] we derived (1.5), (1.6), and other basic inequalities on Ωε such as Poincare´
and trace type inequalities. The important point of [57] was to verify that constants
in those inequalities are independent of ε or depend explicitly on ε, since our aim is
to study properties of a solution to (1.1) related to the smallness of ε. To achieve
that we carefully analyzed surface quantities of Γε such as curvatures and carried
out calculations by using the change of variables formula (here J is the Jacobian)∫
Ωε
ϕ(x) dx =
∫
Γ
∫ εg1(y)
εg0(y)
ϕ(y + rn(y))J(y, r) dr dH2(1.14)
for a function ϕ on Ωε and a change of variables formula for an integral over Γε.
We also analyzed the behavior on Γε of a vector field on Ωε in order to prove (1.5)
with k = 2. For that purpose we usually take a local coordinate system of Γε or
transform a part of Γε into the boundary of the half space, but in our case these
methods would cause too complicated calculations since we were required to deal
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with the second order derivatives of a vector field. Instead, we employed the Gauss
formula for tangential vector fields X and Y on Γε of the form
(Y · ∇)X = ∇εYX + (WεX · Y )nε on Γε
which expresses the directional derivative (Y ·∇)X in R3 by the covariant derivative
∇εYX on Γε and the second fundamental form (WεX ·Y )nε of Γε. Using this formula
and other formulas for the covariant derivative we carried out calculations on Γε in
a fixed coordinate system of the ambient space R3.
In [58] we proved the global existence of a strong solution uε to (1.1) and obtained
the estimates (1.7) for uε by a standard energy method. The main ingredient for
the proof was the following estimate for the trilinear term:
(1.15)
∣∣∣((u · ∇)u,Aεu)L2(Ωε)∣∣∣ ≤
(
1
4
+ d1ε
1/2‖A1/2ε u‖L2(Ωε)
)
‖Aεu‖2L2(Ωε)
+ d2
(
‖u‖2L2(Ωε)‖A1/2ε u‖4L2(Ωε) + ε−1‖u‖2L2(Ωε)‖A1/2ε u‖2L2(Ωε)
)
for u ∈ D(Aε) with positive constants d1 and d2 independent of ε. To derive (1.15)
we decomposed u into the almost two-dimensional average part ua and the residual
part ur. Based on a detailed study of the average operators M and Mτ we proved
a good product estimate for ua of the form∥∥ |ua|ϕ∥∥
L2(Ωε)
≤ cε−1/2‖ϕ‖1/2L2(Ωε)‖ϕ‖
1/2
H1(Ωε)
‖u‖1/2L2(Ωε)‖u‖
1/2
H1(Ωε)
, ϕ ∈ H1(Ωε)
with a similar one for ∇ua and a good L∞(Ωε)-estimate for ur of the form
‖ur‖L∞(Ωε) ≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
)
.
We applied these estimates, the uniform estimates (1.5) and (1.6) for Aε, and other
inequalities for M and Mτ to obtain (1.15), but the actual proof involved long and
careful calculations of vector fields on Ωε and Γ.
Now let us explain the outline of the proofs of our main results (Theorems 2.6
and 2.7). For the global strong solution uε to (1.1) satisfying (1.7), we consider the
normal and tangential components Muε · n and Mτuε of the average separately.
First we note that, since uε satisfies the impermeable boundary condition
uε · nε = 0 on Γε,
the strong convergence ofMuε ·n to zero on Γ as ε→ 0 easily follows from (1.7) and
a property ofM (see Lemma 5.5). Thus our main task is to analyze the behavior of
Mτu
ε as ε→ 0. We first show that Mτuε satisfies a weak formulation of the limit
equations with a residual term that converges to zero as ε → 0 (see Lemma 7.8).
Using that weak formulation we next derive an energy estimate for Mτu
ε and an
estimate for its time derivative with bounds independent of ε (see Lemmas 7.13
and 7.17). These estimates implies the weak convergence of a subsequence of Mτu
ε
in appropriate function spaces on Γ, and we show that the limit v is a weak solution
to the limit equations by sending ε→ 0 in the weak formulation for Mτuε. We can
also prove the uniqueness of a weak solution to the limit equations as in the case of
the two-dimensional Navier–Stokes equations. By this uniqueness result we obtain
the weak convergence of the full sequence of Mτu
ε to v as ε→ 0, which completes
the proof of Theorem 2.6 (see Section 7.5). To show the strong convergence ofMτu
ε
towards v (Theorem 2.7), we derive an energy estimate for the difference between
Mτu
ε and v by using the weak formulations for them (see Section 7.6).
The proof of Theorem 2.6 outlined above seems similar to that of the existence of
a weak solution to the Navier–Stokes equations by standard approximation methods
such as the Galerkin and Yosida methods (see e.g. [8, 14, 82, 85]), but in the actual
proof we encounter some new difficulties arising from the complicated geometry of
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the curved thin domain Ωε and its limit surface Γ. In the first step of the proof of
Theorem 2.6 (Section 7.2) we substitute a test function η ∈ H1(Γ)3 for the limit
equations satisfying
η · n = 0, divΓ(gv) = 0 on Γ(1.16)
in a weak formulation of (1.1) satisfied by uε in order to derive the weak formulation
forMτu
ε. To this end, we need to extend η to an appropriate test function for (1.1),
i.e. a vector field ηε ∈ H1(Ωε)3 close to η in an appropriate sense and satisfying
div ηε = 0 in Ωε, ηε · nε = 0 on Γε.(1.17)
If Γ is flat and g ≡ 1, we have such a test function just by extending η constantly
in the normal direction of Γ. In our case, however, the constant extension of η does
not necessarily satisfy (1.17) since Γ has nonzero curvatures and g 6≡ 1. To get an
appropriate test function for (1.1), we first employ an impermeable extension Eεη
of η to Ωε satisfying
Eεη · nε = 0 on Γε(1.18)
given in Section 4.3 and apply the Helmholtz–Leray decomposition
Eεη = ηε +∇ϕε in Ωε, (ηε,∇ϕε)L2(Ωε) = 0(1.19)
in which the solenoidal part ηε satisfies (1.17). Then we can show (see Lemma 7.3)
that ηε is close to η by (1.16) and good estimates for Eεη and the difference Eεη−ηε
shown in Sections 4.3 and 4.4. Hence we can take ηε in (1.19) as an appropriate test
function for (1.1). Here we note that the impermeable boundary condition (1.18)
for Eεη is essential for the estimate of Eεη − ηε (see Lemma 4.16).
After substituting a test function for the limit equations in the weak formulation
of (1.1), we transform the resulting equality into the weak formulation forMτu
ε by
applying the change of variables formula (1.14). In this step we need to show that
the residual term in the weak formulation forMτu
ε converges to zero as ε→ 0, since
we intend to obtain a weak formulation of the limit equations as a limit of the weak
formulation for Mτu
ε as ε→ 0. For this purpose, we give good approximations of
bilinear and trilinear forms in the weak formulation of (1.1) by those for the weak
formulation of the limit equations (see Lemmas 7.6 and 7.7) and use the estimates
(1.7) for uε shown in [58]. Here we note that the H2(Ωε)-estimate for u
ε is required
for the good approximation of not only the trilinear form but also the bilinear
form. This is essentially due to the fact that the limit equations are described only
in terms of intrinsic quantities of the embedded surface Γ in R3 (see Remark 2.9),
while the bulk equations (1.1) contain extrinsic quantities of Γ. The intrinsic part
of (1.1) with respect to Γ is approximated by the limit equations, but the extrinsic
part is just estimated by the H2(Ωε)-norm of u
ε. In other words, the H2-regularity
of a solution to (1.1) compensates for lack of the extrinsic information of Γ in the
limit equations.
We also have difficulties in the second step of the proof of Theorem 2.6. In that
step we derive the energy estimate for Mτu
ε with a uniform bound in ε. We might
easily get it from the weak formulation for Mτu
ε if we could take Mτu
ε itself as a
test function, but we cannot do that since Mτu
ε does not necessarily satisfy (1.16).
To overcome this difficulty, we apply the weighted Helmholtz–Leray decomposition
Mτu
ε = vε + g∇Γqε on Γ, (vε, g∇Γqε)L2(Γ) = 0
in which the weighted solenoidal part vε satisfies (1.16) (see Theorem 6.12). Using
various estimates for the differenceMτu
ε−vε shown in Section 6.3 we derive a weak
formulation for vε from that for Mτu
ε (see Lemma 7.11). Then since vε satisfies
(1.16), we can take vε as a test function for its weak formulation to get an energy
estimate for vε (see Lemma 7.12), which implies the energy estimate forMτu
ε when
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combined with estimates for Mτu
ε − vε (see Lemma 7.13). We also use vε to show
the energy estimate for the difference between Mτu
ε and the weak solution v to
the limit equations (see Theorem 7.27 and Lemma 7.28).
1.5. Literature overview. PDEs in thin domains appear in many applications in
solid mechanics (thin rods, plates, shells), fluid mechanics (lubrication, meteorology,
ocean dynamics), etc. Many researchers have studied PDEs in thin domains, mainly
reaction-diffusion and the Navier–Stokes equations, since the pioneering works [23,
24] by Hale and Raugel on damped wave and reaction-diffusion equations.
The study of the Navier–Stokes equations in a three-dimensional thin domain was
initiated by Raugel and Sell [71], who considered a thin product domain Q×(0, ε) in
R
3 with a rectangle Q and a sufficiently small ε > 0. Under the purely periodic or
mixed Dirichlet-periodic boundary conditions they established the global existence
of a strong solution for large data depending on the smallness of ε by dilating the
thin domain Q×(0, ε) and analyzing scaled equations in Q×(0, 1) as a perturbation
of the two-dimensional Navier–Stokes equations. Temam and Ziane [86] generalized
the result of [71] to a thin product domain ω × (0, ε) in R3 around a bounded
domain ω in R2 under combinations of the Dirichlet, periodic, and Hodge boundary
conditions. By analyzing the average of a strong solution in the thin direction and
the residual term separately, they proved the global existence of the strong solution
without dilating the thin domain. Moreover, they observed that the average of the
strong solution under suitable boundary conditions converges to a solution of the
two-dimensional Navier–Stokes equations in ω as ε→ 0. We refer to [29–31,59,60]
and the references cited therein for further studies of the Navier–Stokes equations
in thin product domains in R3.
Thin product domains studied in the above cited papers are flat in the sense that
they have flat top and bottom boundaries and their limit sets are domains in R2. In
physical problems, however, there are many kinds of nonflat thin domains (see [72]
for examples of nonflat thin domains), so it is not only mathematically challenging
but also important for applications to generalize the shape of a thin domain. There
are a few works on the Navier–Stokes equations in nonflat thin domains. The first
study was done by Temam and Ziane [87], who dealt with a thin spherical shell
{x ∈ R3 | a < |x| < a+ εa}, a > 0
in order to give a mathematical justification of derivation of the primitive equations
for the atmosphere and ocean dynamics (see [48–50]). As in their previous work [86]
on the thin product domain, they used an average operator in the thin direction to
prove the global existence of a strong solution and the convergence of its average
towards a solution of limit equations on a sphere as ε→ 0. A flat thin domain with
nonflat top and bottom boundaries
{(x′, x3) ∈ R3 | x′ ∈ (0, 1)2, εg0(x′) < x3 < εg1(x′)}, g0, g1 : (0, 1)2 → R
was also considered by Iftimie, Raugel, and Sell [32] (with g0 ≡ 0), Hoang [26], and
Hoang and Sell [27]. They obtained the global existence of a strong solution under
the laterally periodic and vertically slip boundary conditions by analyzing average
operators in detail. Moreover, Iftimie, Raugel, and Sell [32] compared the strong
solution with a solution to limit equations on (0, 1)2. Two-phase flows in a flat thin
domain with nonflat top and bottom boundaries were also studied by Hoang [28].
In the series of [57, 58] and this paper we deal with the curved thin domain Ωε
around the closed surface Γ of the form (1.2). PDEs in curved thin domains have
been studied in various contexts. In elasticity, the theory of thin shells has been
developed over the years (see [12, 13] and the references cited therein). There are
several works on the asymptotic behavior of eigenvalues of the Laplace operator on
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a curved thin domain around a hypersurface (see e.g. [37,43,77,90]). In [69,70,91]
the authors studied reaction-diffusion equations in curved thin domains around
lower dimensional manifolds. Curved thin domains around evolving surfaces were
also considered in the study of the heat equation [54] and of an advection-diffusion
equation [19]. However, there has been no literature on the Navier–Stokes equations
in a curved thin domain in R3 around a general closed surface due to difficulties
in analyzing vector fields arising from the complicated geometry of the curved thin
domain and its boundary. In the series of our study we present mathematical tools
for dealing with such difficulties and investigate the effect of the geometry of the
curved thin domain and its limit surface on the original and limit equations.
The aim of our study is not just to further generalize the shape of a thin domain
in the study of the Navier–Stokes equations, but to give a rigorous derivation of the
surface Navier–Stokes equations by the thin-film limit. As mentioned in Section 1.3
(see also Remark 2.9), our limit equations in the spacial case g ≡ 1 and γε = 0 agree
with the Navier–Stokes equations on surfaces and manifolds. Fluid flows on surfaces
and manifolds have attracted interest of many researchers in various fields. The
Navier–Stokes equations on a Riemannian manifold were introduced in [18, 53, 84]
and have been studied over the years (see e.g. [9, 15, 39, 42, 52, 61, 67, 68]). When a
manifold is a stationary surface in R3, numerical methods for the surface Navier–
Stokes and Stokes equations have been developed in the recent works [64,65,73–75].
The Navier–Stokes equations on an evolving surface in R3 were also derived recently
by the local conservation laws of mass and momentum [36], a global energetic
variational approach [40], and the formal thin-film limit [55]. In this paper we give
the first result on a rigorous derivation of the Navier–Stokes equations on a general
closed surface in R3 by the thin-film limit, which justifies the result of [55] when a
limit surface is stationary in time.
Finally, let us also mention our new result on the Helmholtz–Leray decomposition
for a vector field on the closed surface Γ. To prove the main results of this paper
we show the weighted Helmholtz–Leray decomposition for a tangential vector field
on Γ and related results in Section 6. As an easy consequence of those results, we
derive in Section 6.4 the Helmholtz–Leray decomposition
v = vσ +∇Γq + qHn on Γ, (vσ ,∇Γq + qHn)L2(Γ) = 0(1.20)
for a not necessarily tangential vector field v ∈ L2(Γ)3, where the solenoidal part
vσ satisfies divΓvσ = 0 on Γ and H is the mean curvature of Γ (see Theorem 6.24).
Moreover, we obtain the uniqueness of the scalar potential q in (1.20), not up to a
constant, by the fact that Γ is closed (see Lemma 6.20). The decomposition (1.20)
was already found in [40] (see also [41]), but the uniqueness of q is a new result of
this paper. Although we do not apply (1.20) and the other results of Section 6.4 in
the proof of our main results, we expect that they will play an important role in the
future study of the Navier–Stokes equations on an evolving surface (see [36,40,55]).
1.6. Organization of this paper. The rest of this paper is organized as follows.
In Section 2 we present the main results of this paper. Section 3 fixes notations on a
closed surface and a curved thin domain and gives their basic properties. We show
fundamental inequalities for functions on the closed surface and the curved thin
domain in Section 4. Section 5 deals with average operators in the thin direction.
We derive useful estimates for the average operators and use them to approximate
bilinear and trilinear forms for functions on the curved thin domain by those for
functions on the closed surface. In Section 6 we consider weighted solenoidal spaces
on the closed surface. The purpose of Section 6 is to show the weighted Helmholtz–
Leray decomposition for a tangential vector field on the closed surface and related
results. In Section 7 we study a singular limit problem for (1.1) as the thickness of
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the curved thin domain tends to zero and establish the main results. Appendix A
fixes notations on vectors and matrices. In Appendix B we give auxiliary results on
the closed surface and prove Lemmas 3.6–3.8. Appendix C provides formulas for
differential operators on the closed surface related to the viscous term in the surface
Navier–Stokes equations. In Appendix D we explain the outline of construction of
a weak solution to limit equations on the closed surface by the Galerkin method.
Most results of this paper were obtained in the doctoral thesis of the author [56].
However, we add the new condition (A3) in Assumption 2.2 to consider some curved
thin domains excluded in [56] by showing new results on a uniform Korn inequality
and the axial symmetry of a curved thin domain in the first part [57] of our study.
The most important example of a curved thin domain excluded in [56] but included
in this paper is the thin spherical shell
Ωε = {x ∈ R3 | 1 < |x| < 1 + ε}
under the perfect slip boundary conditions (1.8). As mentioned in Section 1.3, this
kind of curved thin domain was studied by Temam and Ziane [87] under different
boundary conditions (see also Remarks 2.8 and 2.10). We also add Appendix C to
derive some new formulas for differential operators on a closed surface. Using them
we compare our limit equations with the Navier–Stokes equations on a Riemannian
manifold and limit equations derived in [87] (see Remarks 2.9 and 2.10).
2. Main results
In this section we state the main results of this paper after we fix some notations
and make assumptions (see also Section 3 for notations). The proofs of the main
results (Theorems 2.6 and 2.7) are presented in Section 7.
Let Γ be a closed (i.e. compact and without boundary), connected, and oriented
surface in R3 with unit outward normal vector field n. Also, let g0, g1 ∈ C4(Γ). We
assume that Γ is of class C5 and there exists a constant c > 0 such that
g := g1 − g0 ≥ c on Γ.(2.1)
Note that we do not assume g0 ≤ 0 or g1 ≥ 0 on Γ. For a sufficiently small ε ∈ (0, 1]
let Ωε be the curved thin domain in R
3 of the form (1.2) and L2σ(Ωε) the standard
L2-solenoidal space on Ωε given by
L2σ(Ωε) := {u ∈ L2(Ωε)3 | div u = 0 in Ωε, u · nε = 0 on Γε}.
In the second part [58] of our study we proved the global existence and estimates of
a strong solution to (1.1), which are fundamental for the study of a singular limit
problem for (1.1) as ε→ 0 carried out in this paper. To state the results of [58] we
define function spaces and make assumptions as follows.
We denote by
R := {w(x) = a× x+ b, x ∈ R3 | a, b ∈ R3, w|Γ · n = 0 on Γ}(2.2)
the space of all infinitesimal rigid displacements of R3 whose restrictions on Γ are
tangential. It is of finite dimension and describes the axial symmetry of the closed
surface Γ, i.e. R 6= {0} if and only if Γ is invariant under a rotation by any angle
around some line (see [57, Lemma E.1]). We define subspaces of R by
Ri := {w ∈ R | w|Γ · ∇Γgi = 0 on Γ}, i = 0, 1,
Rg := {w ∈ R | w|Γ · ∇Γg = 0 on Γ} (g = g1 − g0),(2.3)
where ∇Γ is the tangential gradient operator on Γ (see Section 3.1). By the above
definitions we immediately get R0 ∩R1 ⊂ Rg. It is also shown in [57, Lemmas E.6
and E.7] that the curved thin domain Ωε is axially symmetric around the same line
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for all ε ∈ (0, 1] if R0 ∩ R1 6= {0}, while Ωε is not axially symmetric around any
line for all ε > 0 sufficiently small if Rg = {0}.
Next let
P := I3 − n⊗ n, (∇Γv)S := ∇Γv + (∇Γv)
T
2
on Γ
the orthogonal projection onto the tangent plane of Γ and the symmetric part of
the tangential gradient matrix of a (not necessarily tangential) vector field v on Γ
(see Section 3.1 for details). We define the surface strain rate tensor by
DΓ(v) := P (∇Γv)SP on Γ
and function spaces of tangential vector fields on Γ by
K(Γ) := {v ∈ H1(Γ)3 | v · n = 0, DΓ(v) = 0 on Γ},
Kg(Γ) := {v ∈ K(Γ) | v · ∇Γg = 0 on Γ}.
(2.4)
Then v ∈ K(Γ) satisfies
∇Xv · Y +X · ∇Y v = 0 on Γ
for all tangential vector fields X and Y on Γ, where ∇Xv is the covariant derivative
of v alongX (see Section 3.1). A tangential vector field on Γ satisfying this property
generates a one-parameter group of isometries of Γ and is called a Killing vector
field on Γ (see [38, 66] for details). Direct calculations show that
R|Γ := {w|Γ | w ∈ R} ⊂ K(Γ).
The sets K(Γ) and R|Γ describe the intrinsic and extrinsic infinitesimal symmetry
of Γ, respectively. It is known (see [57, Lemma E.3]) that R|Γ = K(Γ) when Γ is
axially symmetric. The same relation holds for a closed and convex surface by the
Cohn-Vossen rigidity theorem (see [83]). However, it is not known whether this
relation is valid for closed but nonconvex and not axially symmetric surfaces in R3.
We make the following assumptions on the closed surface Γ, the functions g0 and
g1, and the friction coefficients γ
0
ε and γ
1
ε appearing in (1.3).
Assumption 2.1. There exists a constant c > 0 such that
γ0ε ≤ cε, γ1ε ≤ cε(2.5)
for all ε ∈ (0, 1].
Assumption 2.2. Either of the following conditions is satisfied:
(A1) There exists a constant c > 0 such that
γ0ε ≥ cε for all ε ∈ (0, 1] or γ1ε ≥ cε for all ε ∈ (0, 1].
(A2) The space Kg(Γ) contains only a trivial vector field, i.e. Kg(Γ) = {0}.
(A3) The relations
Rg = R0 ∩R1, Rg|Γ := {w|Γ | w ∈ Rg} = Kg(Γ)
hold and γ0ε = γ
1
ε = 0 for all ε ∈ (0, 1].
These assumptions are imposed only in this section, Section 4.5, and Section 7.
In Remark 2.8 below we give a few examples for which Assumption 2.2 is satisfied.
For further discussions on Assumption 2.2 we refer to [57, Remarks 2.9 and 2.10].
Under Assumptions 2.1 and 2.2 we define subspaces of L2(Ωε)
3 and H1(Ωε)
3 by
Hε :=
{
L2σ(Ωε) if the condition (A1) or (A2) is satisfied,
L2σ(Ωε) ∩R⊥g if the condition (A3) is satisfied,
Vε := Hε ∩H1(Ωε)3,
(2.6)
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where R⊥g is the orthogonal complement of Rg in L2(Ωε)3. Here we consider vector
fields in Rg defined on R3 as elements of L2(Ωε)3 just by restricting them on Ωε.
Note that R0∩R1 ⊂ L2σ(Ωε) (see [57, Lemma E.8]). Thus Rg is a finite dimensional
subspace of L2σ(Ωε) under the condition (A3). Also,Hε and Vε are closed in L2(Ωε)3
and H1(Ωε)
3. We denote by Pε the orthogonal projection from L
2(Ωε)
3 onto Hε.
The function spaces Hε and Vε play a fundamental role in the study of (1.1).
By integration by parts we see that the bilinear form for the Stokes problem in Ωε
under the slip boundary conditions is of the form
aε(u1, u2) := 2ν
(
D(u1), D(u2)
)
L2(Ωε)
+
∑
i=0,1
γiε(u1, u2)L2(Γiε)
for u1, u2 ∈ H1(Ωε)3 (see Section 4.5). In the first paper [57] we showed that aε is
bounded and coercive on Vε uniformly in ε.
Lemma 2.3 ([57, Theorem 2.4]). Under Assumptions 2.1 and 2.2, there exist
constants ε0 ∈ (0, 1] and c > 0 such that
c−1‖u‖2H1(Ωε) ≤ aε(u, u) ≤ c‖u‖2H1(Ωε)(2.7)
for all ε ∈ (0, ε0] and u ∈ Vε.
By Lemma 2.3 and the Lax–Milgram theorem we see that aε induces a bounded
linear operator Aε from Vε into its dual space. We consider Aε as an unbounded
operator onHε with domainD(Aε) and call it the Stokes operator onHε. In [57] we
derived several estimates forAε which was essential mainly for the second paper [58].
We briefly review basic properties of Aε in Section 4.5.
Remark 2.4. Assumptions 2.1 and 2.2 and the assumptions on the regularity of Γ,
g0, and g1 are required mainly for the study of the Stokes operator Aε carried out
in [57]. We employ the conditions of Assumptions 2.1 and 2.2 in Section 7, but do
not use the regularity of Γ, g0, and g1 explicitly in this paper.
Based on the results of [57] we studied in [58] the abstract evolution equation
∂tu
ε +Aεu
ε + Pε(u
ε · ∇)uε = Pεf ε on (0,∞), uε|t=0 = uε0(2.8)
inHε and established the global existence of a strong solution to (1.1) and estimates
for it with constants explicitly depending on ε. For a vector field u on Ωε let
Mu(y) :=
1
εg(y)
∫ εg1(y)
εg0(y)
u(y + rn(y)) dr, Mτu(y) := P (y)Mu(y), y ∈ Γ
be the average of u in the thin direction and the averaged tangential component of
u (see Section 5). Also, we denote by H−1(Γ, TΓ) the dual space of
H1(Γ, TΓ) := {v ∈ H1(Γ)3 | v · n = 0 on Γ},
which is a Hilbert space equipped with inner product of H1(Γ)3 (see Section 3.1).
Theorem 2.5 ([58, Theorem 2.7]). Under Assumptions 2.1 and 2.2, let ε0 be the
constant given in Lemma 2.3. Also, let c1, c2, α, and β be positive constants. Then
there exists a constant ε1 ∈ (0, ε0] such that the following statement holds: for
ε ∈ (0, ε1] suppose that the given data
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
satisfy
‖uε0‖2H1(Ωε) + ‖Pεf ε‖2L∞(0,∞;L2(Ωε)) ≤ c1ε−1+α,
‖Mτuε0‖2L2(Γ) + ‖MτPεf ε‖2L∞(0,∞;H−1(Γ,TΓ)) ≤ c2ε−1+β .
(2.9)
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If the condition (A3) of Assumption 2.2 is imposed, suppose further that f ε(t) ∈ R⊥g
for a.a. t ∈ (0,∞). Then there exists a global-in-time strong solution
uε ∈ C([0,∞);Vε) ∩ L2loc([0,∞);D(Aε)) ∩H1loc([0,∞);Hε)
to (1.1). Moreover, there exists a constant c > 0 independent of ε and uε such that
‖uε(t)‖2L2(Ωε) ≤ c(ε1+α + εβ),∫ t
0
‖uε(s)‖2H1(Ωε) ds ≤ c(ε1+α + εβ)(1 + t)
(2.10)
for all t ≥ 0 and
‖uε(t)‖2H1(Ωε) ≤ c(ε−1+α + ε−1+β),∫ t
0
‖uε(s)‖2H2(Ωε) ds ≤ c(ε−1+α + ε−1+β)(1 + t)
(2.11)
for all t ≥ 0.
The estimates (2.10) and (2.11) for the strong solution uε to (1.1) are important
for the study of a singular limit problem for (1.1) as ε→ 0 carried out in Section 7.
Note that the assumption f ε(t) ∈ R⊥g for a.a. t ∈ (0,∞) under the condition (A3)
is required to recover the momentum equations of (1.1) from the abstract evolution
equation (2.8) in Hε properly. For details, we refer to [58, Remark 2.8].
Now let us present the main results of this paper. We define function spaces of
tangential vector fields on Γ by
L2(Γ, TΓ) := {v ∈ L2(Γ)3 | v · n = 0 on Γ},
Hg := {v ∈ L2(Γ, TΓ) | divΓ(gv) = 0 on Γ},
Vg := Hg ∩H1(Γ, TΓ),
where divΓ is the surface divergence operator on Γ (see Sections 3 and 6).
Theorem 2.6. Under Assumptions 2.1 and 2.2, let ε0 be the constant given in
Lemma 2.3 and
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
for ε ∈ (0, ε0]. Suppose that the following conditions hold:
(a) There exist constants c > 0, ε2 ∈ (0, ε0], and α ∈ (0, 1] such that
‖uε0‖2H1(Ωε) + ‖Pεf ε‖2L∞(0,∞;L2(Ωε)) ≤ cε−1+α
for all ε ∈ (0, ε2].
(b) There exist v0 ∈ L2(Γ, TΓ) and f ∈ L∞(0,∞;H−1(Γ, TΓ)) such that
lim
ε→0
Mτu
ε
0 = v0 weakly in L
2(Γ, TΓ),
lim
ε→0
MτPεf
ε = f weakly-⋆ in L∞(0,∞;H−1(Γ, TΓ)).
(c) For i = 0, 1 there exists a constant γi ≥ 0 such that
lim
ε→0
γiε
ε
= γi.
If the condition (A3) of Assumption 2.2 is imposed, suppose further that f ε(t) ∈ R⊥g
for all ε ∈ (0, ε2] and a.a. t ∈ (0,∞). Then there exists a constant ε3 ∈ (0, ε2] such
that a global-in-time strong solution
uε ∈ C([0,∞);Vε) ∩ L2loc([0,∞);D(Aε)) ∩H1loc([0,∞);Hε)
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to (1.1) exists for each ε ∈ (0, ε3] and
lim
ε→0
Muε · n = 0 strongly in C([0,∞);L2(Γ)).
Moreover, there exists a vector field
v ∈ C([0,∞);Hg) ∩ L2loc([0,∞);Vg) ∩H1loc([0,∞);H−1(Γ, TΓ))
such that
lim
ε→0
Mτu
ε = v weakly in L2(0, T ;H1(Γ, TΓ))
for each T > 0 and v is a unique weak solution to
g
(
∂tv +∇vv
)
− 2ν
{
PdivΓ[gDΓ(v)]− 1
g
(v · ∇Γg)∇Γg
}
+(γ0 + γ1)v + g∇Γq = gf on Γ× (0,∞),
divΓ(gv) = 0 on Γ× (0,∞),
v|t=0 = v0 on Γ
(2.12)
with an associated pressure q.
Here ∇vv is the covariant derivative of the tangential vector field v on Γ along
itself and DΓ(v) is the surface strain rate tensor (see Section 3.1).
We give the definition of a weak solution to (2.12) and the proof of Theorem 2.6
in Section 7.5. Note that the weak limit v0 of Mτu
ε
0 in the condition (b) actually
belongs to Hg, while Mτuε0 does not so in general (see Lemma 7.26). Also, we do
not divide the first equations of (2.12) by g since we derive the term g∇Γq in those
equations from a weak formulation of (2.12) in Lemma 7.25 by using the weighted
de Rham theorem related to the weighted Helmholtz–Leray decomposition
v = vg + g∇Γq in L2(Γ, TΓ), vg ∈ Hg, g∇Γq ∈ H⊥g(2.13)
for a tangential vector field v ∈ L2(Γ, TΓ) (see Theorems 6.6 and 6.12). We further
note that the Helmholtz–Leray decomposition for a not necessarily tangential vector
field on Γ is given in this paper (see Remark 2.11).
If the weak and weak-⋆ convergence of Mτu
ε
0 and MτPεf
ε are replaced by the
strong convergence, then we get the strong convergence of Mτu
ε.
Theorem 2.7. Under Assumptions 2.1 and 2.2, let ε0 be the constant given in
Lemma 2.3 and
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
for ε ∈ (0, ε0]. Suppose that the assumptions of Theorem 2.6 are satisfied with the
condition (b) replaced by the following condition:
(b’) There exist v0 ∈ L2(Γ, TΓ) and f ∈ L∞(0,∞;H−1(Γ, TΓ)) such that
lim
ε→0
Mτu
ε
0 = v0 strongly in L
2(Γ, TΓ),
lim
ε→0
MτPεf
ε = f strongly in L∞(0,∞;H−1(Γ, TΓ)).
Then the statements of Theorem 2.6 hold. Moreover, for each T > 0 we have
lim
ε→0
Mτu
ε = v strongly in C([0, T ];L2(Γ, TΓ)) ∩ L2(0, T ;H1(Γ, TΓ)).
In Section 7.6 we establish Theorem 2.7 by showing an energy estimate for the
difference between Mτu
ε and v (see Theorem 7.27). We also derive estimates in Ωε
for the difference between uε and the constant extension of v in the normal direction
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of Γ (see Theorem 7.29). It is worth noting that, if we define the derivative of uε
in the normal direction of Γ by
∂nu
ε(x, t) :=
d
dr˜
(
uε(y + r˜n(y), t)
)∣∣∣
r˜=r
, x = y + rn(y) ∈ Ωε,
then ∂nu
ε is close to a surface vector field of the form (see Theorem 7.30)
−W (y)v(y, t) + 1
g(y)
{v(y, t) · ∇Γg(y)}n(y), (y, t) ∈ Γ× (0,∞).
HereW is the Weingarten map (or the shape operator) of the surface Γ representing
the curvatures of Γ (see Section 3.1). Thus, when Γ is not flat, the velocity uε of the
bulk fluid is not constant in the normal direction of Γ even though it is approximated
by the constant extension of the velocity v of the surface fluid.
Finally, we give remarks on Assumption 2.2, the limit equations (2.12), and the
Helmholtz–Leray decomposition for not necessarily tangential vector fields on Γ.
Remark 2.8. The following examples satisfy the conditions of Assumption 2.2.
(A1) We can take any closed surface Γ when at least one of the friction coefficients
γ0ε and γ
1
ε in (1.3) is bounded from below by ε. In this case, however, either
of the constants γ0 and γ1 in the limit equations (2.12) must be positive.
(A2) It is known (see e.g. [79, Proposition 2.2]) that K(Γ) = {0}, i.e. Γ does not
admit any nontrivial Killing vector field if its genus is greater than one. In
this case Kg(Γ) = {0} for any g = g1 − g0 and we assume only that γ0ε and
γ1ε are nonnegative (and bounded above by ε).
(A3) A typical but an important example satisfying the condition (A3) is a thin
spherical shell around the unit sphere S2 in R3 of the form
Ωε = {x ∈ R3 | 1 < |x| < 1 + ε} (Γ = S2, g0 ≡ 0, g1 ≡ 1).
In this case we consider only the perfect slip boundary conditions
u · nε = 0, 2νPεD(u)nε = 0 on Γε.(2.14)
The Navier–Stokes equations in the thin spherical shell were studied in [87]
under boundary conditions different from (2.14) (see Remark 2.10 below).
Remark 2.9. If g ≡ 1 and γ0 = γ1 = 0 in (2.12), then we have
∂tv +∇vv − 2νPdivΓ[DΓ(v)] +∇Γq = f, divΓv = 0 on Γ× (0,∞).(2.15)
The equations (2.15) agree with the Navier–Stokes equations on an evolving surface
in R3 derived in [36, 40, 55] when a surface is stationary in time. In particular, the
paper [55] derived the equations by the thin-film limit based on formal calculations.
Hence Theorems 2.6 and 2.7 justify the result of [55] for a stationary surface. Also,
we observe in Lemma C.11 that
2PdivΓ[DΓ(X)] = ∆BX +∇Γ(divΓX) + Ric(X) on Γ(2.16)
for a tangential vector field X on Γ, where ∆B and Ric are the Bochner Laplacian
on Γ and the Ricci curvature of Γ (see Appendix C). Note that the Ricci curvature
agrees with the Gaussian curvature K of Γ (see Section 3.1), i.e.
Ric(X) = KX on Γ(2.17)
for a tangential vector field X on Γ since Γ is two-dimensional (see Lemma C.1).
By (2.16) we observe that the equations (2.15) are equivalent to
∂tv +∇vv − ν{∆Bv +Ric(v)} +∇Γq = f, divΓv = 0 on Γ× (0,∞).(2.18)
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Note that these equations are described only by intrinsic quantities of the embedded
surface Γ. Also, the equations (2.18) can be expressed as
∂tv +∇vv − ν{∆Hv + 2Ric(v)} +∇Γq = f, divΓv = 0 on Γ× (0,∞)(2.19)
by the Weitzenbo¨ck formula for a tangential vector field X on Γ (see Lemma C.7)
∆BX = ∆HX +Ric(X) on Γ.
Here ∆H is the Hodge Laplacian on Γ (see Appendix C). The equations (2.18) are
the Navier–Stokes equations on a Riemannian manifold introduced by Ebin and
Marsden [18], Mitsumatsu and Yano [53], and Taylor [84] and studied by many
authors (see e.g. [9,15,39,42,52,61,67,68]). Theorems 2.6 and 2.7 provide the first
result on a rigorous derivation of (2.18) by the thin-film limit when a manifold is a
general two-dimensional closed surface in R3. We also show in Lemma C.9 that
PdivΓ[gDΓ(X)] = −Def∗(gDef X) on Γ
for a function g and a tangential vector fieldX on Γ, where Def X is the deformation
tensor for X and Def∗ is the formal adjoint of Def (see Appendix C). Here the right-
hand side is intrinsically defined and thus the limit equations (2.12) are described
only by intrinsic quantities of Γ. Also, since the equations (2.15) are equivalent to
(2.18), we can consider (2.12) as the damped and weighted Navier–Stokes equations
on a Riemannian manifold. Note that the damping term (γ0+ γ1)v and the weight
function g in (2.12) come from the friction term γεu
ε in the slip boundary conditions
(1.4) and the thickness εg of the curved thin domain Ωε, respectively.
Remark 2.10. As mentioned in Remark 2.8, Temam and Ziane [87] considered the
Navier–Stokes equations in the thin spherical shell
Ωε = {x ∈ R3 | 1 < |x| < 1 + ε} (Γ = S2, g0 ≡ 0, g1 ≡ 1)
around the unit sphere under the Hodge (or de Rham) boundary conditions
u · nε = 0, curlu× nε = 0 on Γε.(2.20)
The authors of [87] called (2.20) the free boundary conditions and mentioned that
these conditions were equivalent to the perfect slip boundary conditions (2.14), but
this is valid only when the boundary Γε is flat. Indeed, it is shown in [51, Section 2]
and [57, Lemma B.10] that under the condition u · nε = 0 on Γε we have
2PεD(u)nε − curlu× nε = 2Wεu on Γε,
where Wε is the Weingarten map (or the shape operator) of Γε that represents the
curvatures of Γε (see Section 3.2). Moreover, this difference affects the form of limit
equations on S2 derived from the Navier–Stokes equations in Ωε. When
Γ = S2, g0 ≡ 0, g1 ≡ 1, γ0ε = γ1ε = 0,
the condition (A3) of Assumption 2.2 is satisfied and our limit equations (2.12) are
equivalent to (2.18) by g ≡ 1 and γ0 = γ1 = 0 (see Remark 2.9). Moreover, since
the Gaussian curvature of S2 is K = 1, the equations (2.18) read
∂tv +∇vv − ν(∆Bv + v) +∇Γq = f, divΓv = 0 on S2 × (0,∞)(2.21)
by (2.17). On the other hand, the limit equations derived in [87] are of the form
∂tv +∇vv − ν∆2v +∇Γq = f, divΓv = 0 on S2 × (0,∞).(2.22)
Here ∆2v is the tangential vector Laplacian of v on S
2 expressed in the spherical
coordinate system (see [87, Appendix]). In Lemma C.8 we see that
∆2X = ∆HX = ∆BX −X on S2(2.23)
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for a tangential vector field X on S2. Thus the equations (2.22) read
∂tv +∇vv − ν(∆Bv − v) +∇Γq = f, divΓv = 0 on S2 × (0,∞).(2.24)
Here the sign of the zeroth order term v in our limit equations (2.21) is opposite
to that of the same term in the limit equations (2.24) derived in [87]. Due to this
fact the structure of (2.21) such as the stability of a solution is quite different from
that of (2.24). In particular, for an arbitrary nonzero vector a ∈ R3 if we set
v(y) := a× y, q(y) := 1
2
|v(y)|2, y ∈ S2,
where × denotes the vector product in R3, then direct calculations show that
DΓ(v) = 0, ∆Bv + v = 2PdivΓ[DΓ(v)] = 0,
∇vv +∇Γq = 2DΓ(v)v = 0, divΓv = 0 on S2
and v is not the tangential gradient of a function on S2 by the last relation. Hence
v is a stationary solution to (2.21) with f = 0 but does not satisfy (2.24) (note that
the above v is a Killing vector field on S2). Also, the limit equations (2.22) derived
in [87] can be rewritten as
∂tv +∇vv − ν∆Hv +∇Γv = f, divΓv = 0 on Γ× (0,∞)(2.25)
with Γ = S2 by (2.23). Note that we can consider (2.25) on a general Riemannian
manifold Γ. There are several works on the equations (2.25) (see e.g. [33,34,46,88]),
but they were called the “wrong” Navier–Stokes equations in [84] since the viscous
term in (2.25) is not equal to the divergence of the deformation tensor which gives
the viscous term in (2.18). We refer to [10] for discussions on the choice of the
viscous term in the Navier–Stokes equations on a Riemannian manifold.
Remark 2.11. In Section 6.4 we show the Helmholtz–Leray decomposition for a not
necessarily tangential vector field v ∈ L2(Γ)3 of the form
v = vσ +∇Γq + qHn in L2(Γ)3, vσ ∈ L2σ(Γ), ∇Γq + qHn ∈ L2σ(Γ)⊥(2.26)
as an easy consequence of the results in Section 6 used for the proof of the tangential
Helmholtz–Leray decomposition (2.13) (see Theorem 6.24). Here
L2σ(Γ) := {v ∈ L2(Γ)3 | divΓv = 0 on Γ}
and H is the mean curvature of Γ (see Section 3.1). The decomposition (2.26) was
already found in [40] (see also [41]), but here we further prove the uniqueness of the
scalar potential q in (2.26) by using the fact that Γ is closed (see Lemma 6.20). Note
that this result does not hold for (2.13) in which the scalar potential is determined
only up to a constant (see Theorem 6.12). In Remark 6.25 we also observe that the
decomposition (2.26) for a tangential vector field on Γ may be different from (2.13)
with g ≡ 1. Although we do not use (2.26) in the proofs of Theorems 2.6 and 2.7, it
is fundamental for the future study of the Navier–Stokes equations on an evolving
surface in which the pressure term is of the form ∇Γq + qHn (see [36, 40]).
3. Preliminaries
We fix notations on a closed surface and a curved thin domain and provide some
basic results used in the sequel.
In what follows, we fix a coordinate system of R3 and write xi, i = 1, 2, 3 for the
i-th component of a point x ∈ R3 in this coordinate system. Moreover, we denote
by c a general positive constant independent of the parameter ε. Other notations
on vectors and matrices are given in Appendix A.
Throughout this paper we omit the proofs of the results established in the first
and second parts [57, 58] of our study unless otherwise stated.
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3.1. Closed surface. Let Γ be a closed, connected, and oriented surface in R3 of
class Cℓ with ℓ ≥ 2. We denote by n, d, and κ1 and κ2 the unit outward normal
vector field of Γ, the signed distance function from Γ increasing in the direction of
n, and the principal curvatures of Γ, respectively. The Cℓ-regularity of Γ implies
n ∈ Cℓ−1(Γ)3, κ1, κ2 ∈ Cℓ−2(Γ)
and thus κ1 and κ2 are bounded on the compact set Γ. By this fact there exists a
tubular neighborhood of Γ of the form
N := {x ∈ R3 | dist(x,Γ) < δ}, δ > 0
such that for each x ∈ N we have a unique point π(x) ∈ Γ satisfying
x = π(x) + d(x)n(π(x)), ∇d(x) = n(π(x))(3.1)
and d and π are of class Cℓ and Cℓ−1 on N (see [22, Section 14.6]). We may also
assume that
c−1 ≤ 1− rκi(y) ≤ c for all y ∈ Γ, r ∈ (−δ, δ), i = 1, 2(3.2)
by taking δ > 0 sufficiently small.
Let us define differential operators on Γ and surface quantities of Γ. We write
P (y) := I3 − n(y)⊗ n(y), Q(y) := n(y)⊗ n(y), y ∈ Γ
for the orthogonal projections onto the tangent plane of Γ and the normal direction
of Γ. They are of class Cℓ−1 on Γ and satisfy |P | = 2, |Q| = 1, and
I3 = P +Q, PQ = QP = 0, P
T = P 2 = P, QT = Q2 = Q,
|a|2 = |Pa|2 + |Qa|2, |Pa| ≤ |a|, Pa · n = 0, a ∈ R3
on Γ. These relations are used frequently in the sequel. For η ∈ C1(Γ) we define
the tangential gradient and the tangential derivatives of η by
∇Γη(y) := P (y)∇η˜(y), Diη(y) :=
3∑
j=1
Pij(y)∂j η˜(y), y ∈ Γ, i = 1, 2, 3(3.3)
so that ∇Γη = (D1η,D2η,D3η)T . Here η˜ is a C1-extension of η to N with η˜|Γ = η.
From the definition of ∇Γη it follows that
P∇Γη = ∇Γη, n · ∇Γη = 0 on Γ.(3.4)
Note that ∇Γη defined by (3.3) agrees with the gradient on a Riemannian manifold
expressed under a local coordinate system (see Lemma B.2). Hence the values of
∇Γη and Diη do not depend on the choice of an extension η˜. In particular, for the
constant extension η¯ := η ◦ π of η in the normal direction of Γ we have
∇η¯(y) = ∇Γη(y), ∂iη¯(y) = Diη(y), y ∈ Γ, i = 1, 2, 3(3.5)
since ∇π(y) = P (y) for y ∈ Γ by (3.1) and d(y) = 0. From now on, we always use
the notation η¯ with an overline for the constant extension of a function η on Γ in
the normal direction of Γ. For η ∈ C2(Γ) we define the tangential Hessian matrix
of η and the Laplace–Beltrami operator on Γ by
∇2Γη := (DiDjη)i,j , ∆Γη := tr[∇2Γη] =
3∑
i=1
D2i η on Γ.(3.6)
Let v = (v1, v2, v3)
T ∈ C1(Γ)3 be a (not necessarily tangential) vector field on Γ.
We define the tangential gradient matrix and the surface divergence of v by
∇Γv :=
D1v1 D1v2 D1v3D2v1 D2v2 D2v3
D3v1 D3v2 D3v3
 , divΓv := tr[∇Γv] = 3∑
i=1
Divi on Γ(3.7)
18 T.-H. MIURA
and the surface strain rate tensor for v by
DΓ(v) := P (∇Γv)SP on Γ, (∇Γv)S = ∇Γv + (∇Γv)
T
2
.(3.8)
For v ∈ C1(Γ)3 and η ∈ C(Γ)3 we set
(η · ∇Γ)v :=
η · ∇Γv1η · ∇Γv2
η · ∇Γv3
 = (∇Γv)T η on Γ.
Note that for any C1-extension v˜ of v to N with v˜|Γ = v we have
∇Γv = P∇v˜, (η · ∇Γ)v = [(Pη) · ∇Γ]v = [(Pη) · ∇]v˜ on Γ.(3.9)
When v ∈ C1(Γ)3 and η ∈ C(Γ)3 are tangential on Γ (i.e. v · n = η · n = 0 on Γ),
we define the covariant derivative of v along η by
∇ηv := P (η · ∇Γ)v = P (∇Γv)T η on Γ.
If v ∈ C2(Γ)3, then we write
|∇2Γv|2 :=
3∑
i,j,k=1
|DiDjvk|2, ∆Γv :=
∆Γv1∆Γv2
∆Γv3
 on Γ.
For a matrix-valued function A ∈ C1(Γ)3×3 of the form
A = (Aij)i,j =
A11 A12 A13A21 A22 A23
A31 A32 A33

we define the surface divergence of A as a vector field
divΓA :=
[divΓA]1[divΓA]2
[divΓA]3
 , [divΓA]j := 3∑
i=1
DiAij on Γ, j = 1, 2, 3.
Note that divΓ[∇Γv] = ∆Γv on Γ for v ∈ C2(Γ)3 in the above notations. We further
define the Weingarten map W , (twice) the mean curvature H , and the Gaussian
curvature K of Γ by
W := −∇Γn, H := tr[W ] = −divΓn, K := κ1κ2 on Γ.(3.10)
They are of class Cℓ−2 and thus bounded on Γ by the Cℓ-regularity of Γ.
Lemma 3.1. The Weingarten map W is symmetric and
Wn = 0, PW =WP =W on Γ.(3.11)
If v ∈ C1(Γ)3 is tangential, i.e. v · n = 0 on Γ, then
(∇Γv)n =Wv, ∇Γv = P (∇Γv)P + (Wv)⊗ n on Γ.(3.12)
Also, the surface divergence of P is of the form
divΓP = Hn on Γ.(3.13)
Proof. We deduce from (3.1), (3.5), and |n|2 = 1 on Γ that
W = −∇n¯ = −∇2d, Wn = −(∇Γn)n = −1
2
∇Γ(|n|2) = 0 on Γ.
Thus we have WT =W on Γ and (3.11).
If v ∈ C1(Γ) satisfies v · n = 0 on Γ, then
0 = ∇Γ(v · n) = (∇Γv)n+ (∇Γn)v = (∇Γv)n−Wn on Γ,
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which shows the first equality of (3.12). By I3 = P +Q on Γ and (3.4) we also have
∇Γv = (∇Γv)P + (∇Γv)Q = P (∇Γv)P + {(∇Γv)n} ⊗ n on Γ.
Thus the second equality of (3.12) follows from the first one.
Let us show (3.13). Denoting the Kronecker delta by δij we have
[divΓP ]j =
3∑
i=1
Di(δij − ninj) =
3∑
i=1
(Wiinj +Wijni) = tr[W ]nj + [W
Tn]j
on Γ for j = 1, 2, 3 and thus divΓP = tr[W ]n+W
Tn on Γ. To the right-hand side
of this equality we apply (3.10) and WTn =Wn = 0 on Γ to obtain (3.13). 
The Weingarten map W appears in the exchange of the tangential derivatives.
Lemma 3.2 ([57, Lemma 3.2]). For η ∈ C2(Γ) we have
DiDjη −DjDiη = [W∇Γη]inj − [W∇Γη]jni on Γ, i, j = 1, 2, 3.(3.14)
Here [W∇Γη]i is the i-th component of the vector field W∇Γη for i = 1, 2, 3.
By (3.11) we see that W has the eigenvalue zero associated with the eigenvector
n. Its other eigenvalues are the principal curvatures κ1 and κ2 and thus H = κ1+κ2
on Γ (see e.g. [22, 45]). From this fact, (3.2), and (3.11) the next lemma follows.
Lemma 3.3 ([57, Lemma 3.3]). The matrix
I3 − d(x)W (x) = I3 − rW (y)
is invertible for all x = y + rn(y) ∈ N with y ∈ Γ and r ∈ (−δ, δ). Moreover,
{I3 − rW (y)}−1P (y) = P (y){I3 − rW (y)}−1(3.15)
for all y ∈ Γ and r ∈ (−δ, δ) and there exists a constant c > 0 such that
c−1|a| ≤
∣∣{I3 − rW (y)}ka∣∣ ≤ c|a|, k = ±1,(3.16) ∣∣I3 − {I3 − rW (y)}−1∣∣ ≤ c|r|(3.17)
for all y ∈ Γ, r ∈ (−δ, δ), and a ∈ R3.
We also have the following relations by (3.1), (3.4), (3.5), and (3.15)–(3.17).
Lemma 3.4 ([57, Lemma 3.4]). Let η ∈ C1(Γ) and η¯ = η ◦ π. Then
∇η¯(x) = {I3 − d(x)W (x)}−1∇Γη(x), x ∈ N(3.18)
and there exists a constant c > 0 independent of η such that
c−1
∣∣∇Γη(x)∣∣ ≤ |∇η¯(x)| ≤ c ∣∣∇Γη(x)∣∣ ,(3.19) ∣∣∇η¯(x) −∇Γη(x)∣∣ ≤ c ∣∣d(x)∇Γη(x)∣∣(3.20)
for all x ∈ N .
Let us define the Sobolev spaces on Γ. For a C1 tangential vector fieldX on Γ, by
a standard localization argument and a local expression of divΓX (see Lemma B.3)
we observe that the surface divergence theorem∫
Γ
divΓX dH2 = 0(3.21)
holds (here H2 is the two-dimensional Hausdorff measure). By this formula we have
the following integration by parts formulas.
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Lemma 3.5 ([57, Lemma 3.5]). For v ∈ C1(Γ)3 we have∫
Γ
divΓv dH2 = −
∫
Γ
(v · n)H dH2.(3.22)
Also, for η, ξ ∈ C1(Γ) and i = 1, 2, 3,∫
Γ
(ηDiξ + ξDiη) dH2 = −
∫
Γ
ηξHni dH2.(3.23)
Based on (3.23), for p ∈ [1,∞] and i = 1, 2, 3 we say that η ∈ Lp(Γ) has the i-th
weak tangential derivative if there exists ηi ∈ Lp(Γ) such that∫
Γ
ηiξ dH2 = −
∫
Γ
η(Diξ + ξHni) dH2(3.24)
for all ξ ∈ C1(Γ). We write Diη for this ηi and define the Sobolev space on Γ by
W 1,p(Γ) := {η ∈ Lp(Γ) | Diη ∈ Lp(Γ) for all i = 1, 2, 3},
‖η‖W 1,p(Γ) :=

(
‖η‖pLp(Γ) + ‖∇Γη‖pLp(Γ)
)1/p
if p ∈ [1,∞),
‖η‖L∞(Γ) + ‖∇Γη‖L∞(Γ) if p =∞.
Here ∇Γη := (D1η,D2η,D3η)T is the weak tangential gradient of η ∈ W 1,p(Γ),
which is consistent with (3.3) for a C1 function on Γ. Let us give basic properties
of functions in W 1,p(Γ).
Lemma 3.6. Let p ∈ [1,∞] and η ∈W 1,p(Γ). Then
∇Γη = 0 in Lp(Γ)3, i.e Diη = 0 in Lp(Γ), i = 1, 2, 3
if and only if η is constant on Γ.
Lemma 3.7. Let p ∈ [1,∞]. Then the embedding W 1,p(Γ) →֒ Lp(Γ) is compact.
We also have Poincare´’s inequality on the closed surface Γ.
Lemma 3.8. Let p ∈ [1,∞]. There exists a constant c > 0 such that
‖η‖Lp(Γ) ≤ c‖∇Γη‖Lp(Γ)(3.25)
for all η ∈W 1,p(Γ) satisfying ∫Γ η dH2 = 0.
Lemmas 3.6 and 3.7 are proved by a standard localization argument. Also, the
proof of Lemma 3.8 is the same as in the case of a flat domain. In Appendix B we
give the proofs of Lemmas 3.6–3.8 for the completeness.
For p ∈ [1,∞] we define the second order Sobolev space on Γ by
W 2,p(Γ) := {η ∈W 1,p(Γ) | DiDjη ∈ Lp(Γ) for all i, j = 1, 2, 3},
‖η‖W 2,p(Γ) :=

(
‖η‖pW 1,p(Γ) + ‖∇2Γη‖pLp(Γ)
)1/p
if p ∈ [1,∞),
‖η‖W 1,∞(Γ) + ‖∇2Γη‖L∞(Γ) if p =∞
and the higher order Sobolev space Wm,p(Γ) with m ≥ 2 similarly, and write
W 0,p(Γ) := Lp(Γ), Hm(Γ) :=Wm,2(Γ), p ∈ [1,∞], m ≥ 0.
In the above, we set ∇2Γη := (DiDjη)i,j for η ∈ W 2,p(Γ). Note that Wm,p(Γ) is a
Banach space. In particular, H1(Γ) is a Hilbert space equipped with inner product
(η, ξ)H1(Γ) := (v, η)L2(Γ) + (∇Γη,∇Γξ)L2(Γ), η, ξ ∈ H1(Γ).
Moreover, a density result on Wm,p(Γ) holds as in the case of a flat domain.
Lemma 3.9 ([57, Lemma 3.6]). Let m = 0, 1, . . . , ℓ and p ∈ [1,∞). Then Cℓ(Γ) is
dense in Wm,p(Γ).
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For a function space X (Γ) such as Cm(Γ) and Wm,p(Γ) we denote by
X (Γ, TΓ) := {v ∈ X (Γ)3 | v · n = 0 on Γ}
the space of all tangential vector fields on Γ whose components belong to X (Γ).
Then Wm,p(Γ, TΓ) is a closed subspace of Wm,p(Γ)3 for m ≥ 0 and p ∈ [1,∞], and∫
Γ
divΓv dH2 = −
∫
Γ
(v · n)H dH2 = 0(3.26)
for v ∈ W 1,p(Γ, TΓ) with p ∈ [1,∞] by (3.24) with ξ ≡ 1 (note that ∇Γξ = 0 on Γ
when ξ is constant). Also, we have the following density result on Wm,p(Γ, TΓ).
Lemma 3.10 ([57, Lemma 3.7]). Let m = 0, 1, . . . , ℓ − 1 and p ∈ [1,∞). Then
Cℓ−1(Γ, TΓ) is dense in Wm,p(Γ, TΓ) with respect to the norm ‖ · ‖Wm,p(Γ).
Next we fix notations on the dual spaces of the Sobolev spaces on Γ. Let H−1(Γ)
and 〈·, ·〉Γ be the dual space of H1(Γ) and the duality product between H−1(Γ) and
H1(Γ). We consider η ∈ L2(Γ) as an element of H−1(Γ) by setting
〈η, ξ〉Γ := (η, ξ)L2(Γ), ξ ∈ H1(Γ).(3.27)
Then by Lemma 3.7 we have the compact embeddings
H1(Γ) →֒ L2(Γ) →֒ H−1(Γ).
Let H−1(Γ)3 be the dual space of H1(Γ)3. We use the same notation 〈·, ·〉Γ for the
duality product between H−1(Γ)3 and H1(Γ)3. For f ∈ H−1(Γ)3 and i = 1, 2, 3 we
define fi ∈ H−1(Γ) by
〈fi, η〉Γ := 〈f, ηei〉Γ, η ∈ H1(Γ),
where {e1, e2, e3} is the standard basis of R3. Then we can consider f ∈ H−1(Γ)3
as a vector field on Γ with components in H−1(Γ) and write
〈f, v〉Γ =
3∑
i=1
〈fi, vi〉Γ, f =
f1f2
f3
 ∈ H−1(Γ)3, v =
v1v2
v3
 ∈ H1(Γ)3.
Let η ∈W 1,∞(Γ) and ξ ∈ H−1(Γ). Since
|〈ξ, ηϕ〉Γ| ≤ ‖ξ‖H−1(Γ)‖ηϕ‖H1(Γ) ≤ c‖η‖W 1,∞(Γ)‖ξ‖H−1(Γ)‖ϕ‖H1(Γ)
for ϕ ∈ H1(Γ), we can define ηξ ∈ H−1(Γ) by
〈ηξ, ϕ〉Γ := 〈ξ, ηϕ〉Γ, ϕ ∈ H1(Γ).(3.28)
Let A ∈W 1,∞(Γ)3×3. When v, w ∈ L2(Γ)3 we have
(Av,w)L2(Γ) =
3∑
i,j=1
(Aijvj , wi)L2(Γ) = (v,A
Tw)L2(Γ).
Based on this equality, for f ∈ H−1(Γ)3 we define Af ∈ H−1(Γ)3 by
〈Af, v〉Γ := 〈f,AT v〉Γ, v ∈ H1(Γ)3.(3.29)
Note that for i = 1, 2, 3 the i-th component of Af is
[Af ]i =
3∑
j=1
Aijfj in H
−1(Γ).
Let η ∈ L2(Γ). Based on (3.24) we define Diη ∈ H−1(Γ), i = 1, 2, 3 by
〈Diη, ξ〉Γ := −(η,Diξ + ξHni)L2(Γ), ξ ∈ H1(Γ).(3.30)
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This definition makes sense since n and H are bounded on Γ. We consider the weak
tangential gradient ∇Γη as an element of H−1(Γ)3 satisfying
〈∇Γη, v〉Γ = −(η, divΓv + (v · n)H)L2(Γ), v ∈ H1(Γ)3.(3.31)
Also, the surface divergence of v ∈ L2(Γ)3 is given by
〈divΓv, η〉Γ = −(v,∇Γη + ηHn)L2(Γ), η ∈ H1(Γ).(3.32)
Let H−1(Γ, TΓ) be the dual space of H1(Γ, TΓ) and [·, ·]TΓ the duality product
between H−1(Γ, TΓ) and H1(Γ, TΓ). As in (3.27), we set
[f, v]TΓ := (f, v)L2(Γ), f ∈ L2(Γ, TΓ), v ∈ H1(Γ, TΓ)
to consider L2(Γ, TΓ) as a subspace of H−1(Γ, TΓ). Let us show that H−1(Γ, TΓ)
is homeomorphic to a quotient space of H−1(Γ)3.
Lemma 3.11. For f ∈ H−1(Γ)3 we define an equivalence class
[f ] := {f˜ ∈ H−1(Γ)3 | Pf = P f˜ in H−1(Γ)3}.
Then the quotient space Q := {[f ] | f ∈ H−1(Γ)3} is homeomorphic to H−1(Γ, TΓ).
Note that Q is a Banach space equipped with norm
‖[f ]‖Q := inf
f˜∈[f ]
‖f˜‖H−1(Γ).
For details, we refer to [76].
Proof. Let f1, f2 ∈ H−1(Γ)3. If Pf1 = Pf2 in H−1(Γ)3, then
〈f1, v〉Γ = 〈f1, Pv〉Γ = 〈Pf1, v〉Γ = 〈Pf2, v〉Γ = 〈f2, Pv〉Γ = 〈f2, v〉Γ
for all v ∈ H1(Γ, TΓ) by Pv = v and PT = P on Γ and (3.29). Hence we can define
a linear operator L from Q to H−1(Γ, TΓ) by
[L[f ], v]TΓ := 〈f˜ , v〉Γ, [f ] ∈ Q, v ∈ H1(Γ, TΓ),
where f˜ is any element of [f ]. By this definition we also observe that
‖L[f ]‖H−1(Γ,TΓ) ≤ inf
f˜∈[f ]
‖f˜‖H−1(Γ) = ‖[f ]‖Q.
Hence L is bounded. Moreover, if L[f1] = L[f2] in H
−1(Γ, TΓ), then
〈Pf1, v〉Γ = 〈f1, Pv〉Γ = [L[f1], Pv]TΓ = [L[f2], Pv]TΓ = 〈f2, Pv〉Γ = 〈Pf2, v〉Γ
for all v ∈ H1(Γ)3 and thus Pf1 = Pf2 in H−1(Γ)3, which means that [f1] = [f2]
and L is injective. To show its surjectivity, let F ∈ H−1(Γ, TΓ). Since H1(Γ, TΓ)
is a Hilbert space equipped with inner product of H1(Γ)3, there exists a tangential
vector field vF ∈ H1(Γ, TΓ) such that
[F, v]TΓ = (vF , v)H1(Γ) =
3∑
i,j=1
{(vjF , vj)L2(Γ) + (DivjF , Divj)L2(Γ)}
for all v ∈ H1(Γ, TΓ) by the Riesz representation theorem, where aj stands for the
j-th component of a vector a ∈ R3. Then setting
fF := vF −
3∑
i=1
D2i vF ∈ H−1(Γ)3
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we observe by (3.27), (3.30), and n · ∇ΓvjF = 0 on Γ for j = 1, 2, 3 that
[F, v]TΓ =
3∑
i,j=1
{(vjF , vj)L2(Γ) + (DivjF , Divj)L2(Γ)}
=
3∑
i,j=1
〈vjF −D2i vjF , vj〉Γ −
3∑
i,j=1
(Div
j
F , v
jHni)L2(Γ)
= 〈fF , v〉Γ −
3∑
j=1
(n · ∇ΓvjF , vjH)L2(Γ)
= [L[fF ], v]TΓ
for all v ∈ H1(Γ, TΓ). Thus F = L[fF ] in H−1(Γ, TΓ) and L : Q → H−1(Γ, TΓ) is a
bounded, injective, and surjective linear operator. Since its inverse is also bounded
by the open mapping theorem, Q is homeomorphic to H−1(Γ, TΓ). 
In what follows, we identify the equivalence class [f ] for f ∈ H−1(Γ)3 with the
functional L[f ] ∈ H−1(Γ, TΓ) given in the proof of Lemma 3.11. We further identify
[f ] with its representative Pf and write
[Pf, v]TΓ = 〈f, v〉Γ, v ∈ H1(Γ, TΓ)
to consider Pf ∈ H−1(Γ)3 as an element ofH−1(Γ, TΓ). When Pf = f inH−1(Γ)3,
we take f as a representative of [f ] instead of Pf . For example, if η ∈ L2(Γ), then
〈∇Γη, v〉Γ = −(η, divΓv + (v · n)H)L2(Γ) = −
(
η, divΓ(Pv)
)
L2(Γ)
= 〈P∇Γη, v〉Γ
for all v ∈ H1(Γ)3 and thus P∇Γη = ∇Γη in H−1(Γ)3. In this case we have
[∇Γη, v]TΓ = −(η, divΓv)L2(Γ), η ∈ L2(Γ), v ∈ H1(Γ, TΓ).(3.33)
For η ∈ W 1,∞(Γ) and f ∈ H−1(Γ, TΓ) we can define ηf ∈ H−1(Γ, TΓ) by
[ηf, v]TΓ := [f, ηv]TΓ, v ∈ H1(Γ, TΓ)(3.34)
since ηv ∈ H1(Γ, TΓ). In Section 6 we give the characterization of the annihilators
in H−1(Γ)3 and H−1(Γ, TΓ) of solenoidal spaces on Γ.
Since Γ is not of class C∞, the space C∞(Γ) does not make sense and we cannot
consider distributions on Γ. To consider the time derivative of functions with values
in function spaces on Γ we introduce the notion of distributions with values in a
Banach space (see [47, 82, 85] for details). For T > 0 let C∞c (0, T ) be the space of
all smooth and compactly supported functions on (0, T ). Also, let X be a Banach
space. We define D′(0, T ;X ) as the space of all continuous linear operators from
C∞c (0, T ) (equipped with locally convex topology described in [76, Definition 6.3])
into X . For p ∈ [1,∞] we consider
Lp(0, T ;X ) ⊂ D′(0, T ;X )
by identifying f ∈ Lp(0, T ;X ) with a continuous linear operator
fˆ(ϕ) :=
∫ T
0
ϕ(t)f(t) dt ∈ X , ϕ ∈ C∞c (0, T ).
Let f ∈ D′(0, T ;X ). We define the time derivative ∂tf ∈ D′(0, T ;X ) of f by
∂tf(ϕ) := −f(∂tϕ) ∈ X , ϕ ∈ C∞c (0, T ).
Note that, if f ∈ Lp(0, T ;X ) with p ∈ [1,∞], then
∂tf(ϕ) = −f(∂tϕ) = −
∫ T
0
∂tϕ(t)f(t) dt ∈ X , ϕ ∈ C∞c (0, T ).(3.35)
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Let p ∈ [1,∞]. For f ∈ Lp(0, T ;X ) if there exists ξ ∈ Lp(0, T ;X ) such that
∂tf(ϕ) = ξ(ϕ), i.e. −
∫ T
0
∂tϕ(t)f(t) dt =
∫ T
0
ϕ(t)ξ(t) dt in X
for all ϕ ∈ C∞c (0, T ), then we write ∂tf = ξ ∈ Lp(0, T ;X ) and define
W 1,p(0, T ;X ) := {f ∈ Lp(0, T ;X ) | ∂tf ∈ Lp(0, T ;X )}.
We also write H1(0, T ;X ) :=W 1,2(0, T ;X ). Note that
W 1,p(0, T ;X ) ⊂W 1,1(0, T ;X ) ⊂ C([0, T ];X ), p ∈ [1,∞].
When q ∈ L2(0, T ;L2(Γ)) we have
∇Γq ∈ L2(0, T ;H−1(Γ, TΓ)), ∂t(∇Γq) ∈ D′(0, T ;H−1(Γ, TΓ)).
Also, since ∂tq ∈ D′(0, T ;L2(Γ)), we can consider the weak tangential gradient of
∂tq(ϕ) = −
∫ T
0
∂tϕ(t)q(t) dt ∈ L2(Γ)
in H−1(Γ, TΓ) for ϕ ∈ C∞c (0, T ). Let us show that the time derivative commutes
with the weak tangential gradient in an appropriate sense.
Lemma 3.12. Let q ∈ L2(0, T ;L2(Γ)). Then
∇Γ[∂tq(ϕ)] = [∂t(∇Γq)](ϕ) in H−1(Γ, TΓ)
for all ϕ ∈ C∞c (0, T ).
Proof. For all v ∈ H1(Γ, TΓ) we have
[∇Γ[∂tq(ϕ)], v]TΓ = (q(∂tϕ), divΓv)L2(Γ) =
∫ T
0
∂tϕ(t)(q(t), divΓv)L2(Γ) dt
= −
∫ T
0
∂tϕ(t)[∇Γq(t), v]TΓ dt =
[
[∂t(∇Γq)](ϕ), v
]
TΓ
by (3.31) and (3.35). Hence the claim is valid. 
Let q ∈ L2(0, T ;L2(Γ)). Based on Lemma 3.12, we set
[∇Γ(∂tq)](ϕ) := ∇Γ[(∂tq)(ϕ)] = [∂t(∇Γq)](ϕ) ∈ H−1(Γ, TΓ)
for ϕ ∈ C∞c (0, T ) to define ∇Γ(∂tq) ∈ D′(0, T ;H−1(Γ, TΓ)) and consider
∇Γ(∂tq) = ∂t(∇Γq) in D′(0, T ;H−1(Γ, TΓ)).(3.36)
We use this relation in construction of an associated pressure in the limit equations
(see Lemma 7.25).
3.2. Curved thin domain. From now on, except for Section 6, we assume that
Γ is of class C5, g0 and g1 are C
4 functions on Γ, and g := g1 − g0 satisfies (2.1).
For ε ∈ (0, 1] we define a curved thin domain Ωε in R3 by (1.2), i.e.
Ωε := {y + rn(y) | y ∈ Γ, εg0(y) < r < εg1(y)}.
The boundary of Ωε is denoted by Γε := Γ
0
ε ∪ Γ1ε, where Γ0ε and Γ1ε are the inner
and outer boundaries given by
Γiε := {y + εgi(y)n(y) | y ∈ Γ}, i = 0, 1.
Since g0 and g1 are bounded on Γ, there exists ε˜ ∈ (0, 1] such that ε˜|gi| < δ on Γ
for i = 0, 1, where δ > 0 is the radius of he tubular neighborhood N of Γ given in
Section 3.1. We assume ε˜ = 1 by replacing gi with ε˜gi for i = 0, 1. Then Ωε ⊂ N
and we can apply the lemmas given in Section 3.1 in Ωε for all ε ∈ (0, 1].
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Let τ iε and n
i
ε be vector fields on Γ given by
τ iε(y) := {I3 − εgi(y)W (y)}−1∇Γgi(y),(3.37)
niε(y) := (−1)i+1
n(y)− ετ iε(y)√
1 + ε2|τ iε(y)|2
(3.38)
for y ∈ Γ and i = 0, 1. Then τ iε is tangential on Γ by (3.4) and (3.15), and
|τ iε(y)| ≤ c for all y ∈ Γ(3.39)
with a constant c > 0 independent of ε by (3.16) and the C4-regularity of gi on Γ.
Let nε be the unit outward normal vector field of Γε and
Pε(x) := I3 − nε(x)⊗ nε(x), x ∈ Γε.
Note that |Pε| = 2 on Γε. It is shown in [57, Lemma 3.9] that
nε(x) = n¯
i
ε(x), x ∈ Γiε, i = 0, 1,(3.40)
where n¯iε = n
i
ε◦π is the constant extension of niε. By this equality we easily observe
that nε and Pε are close to the constant extensions of n and P .
Lemma 3.13 ([57, Lemma 3.10]). For x ∈ Γiε, i = 0, 1 we have∣∣nε(x) − (−1)i+1 {n¯(x)− ε∇Γgi(x)}∣∣ ≤ cε2,(3.41) ∣∣Pε(x)− P (x)∣∣ ≤ cε,(3.42)
with a constant c > 0 independent of ε.
As in Section 3.1, for ϕ ∈ C1(Γε) we denote by
∇Γεϕ := Pε∇ϕ˜, Dεiϕ :=
3∑
j=1
[Pε]ij∂jϕ˜ on Γε, i = 1, 2, 3
the tangential gradient and the tangential derivatives of ϕ, where ϕ˜ is an arbitrary
C1-extension of ϕ to an open neighborhood of Γε with ϕ˜|Γε = ϕ. Also, let
∇Γεu :=
Dε1u1 Dε1u2 Dε1u3Dε2u1 Dε2u2 Dε2u3
Dε3u1 D
ε
3u2 D
ε
3u3
 on Γε
for u = (u1, u2, u3)
T ∈ C1(Γε)3. Note that
∇Γεu = Pε∇u˜ on Γε
for any C1-extension u˜ of u to an open neighborhood of Γε with u˜|Γε = u. We set
Wε := −∇Γεnε on Γε
and call Wε the Weingarten map of Γε.
Let us give a change of variables formula for an integral over Ωε. For functions
ϕ on Ωε and η on Γ
i
ε, i = 0, 1 we use the notations
ϕ♯(y, r) := ϕ(y + rn(y)), y ∈ Γ, r ∈ (εg0(y), εg1(y)),(3.43)
η♯i (y) := η(y + εgi(y)n(y)), y ∈ Γ.(3.44)
We define a function J = J(y, r) for y ∈ Γ and r ∈ (−δ, δ) by
J(y, r) := det[I3 − rW (y)] = {1− rκ1(y)}{1− rκ2(y)}.(3.45)
Then it follows from (3.2) and κ1, κ2 ∈ C3(Γ) that
c−1 ≤ J(y, r) ≤ c, |J(y, r)− 1| ≤ c|r|(3.46)
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for all y ∈ Γ and r ∈ (−δ, δ). In particular,
|J(y, r)− 1| ≤ cε for all y ∈ Γ, r ∈ [εg0(y), εg1(y)].(3.47)
For a function ϕ on Ωε the change of variables formula∫
Ωε
ϕ(x) dx =
∫
Γ
∫ εg1(y)
εg0(y)
ϕ(y + rn(y))J(y, r) dr dH2(y)(3.48)
holds (see e.g. [22, Section 14.6]). By (3.46) and (3.48) we observe that
c−1‖ϕ‖pLp(Ωε) ≤
∫
Γ
∫ εg1(y)
εg0(y)
|ϕ♯(y, r)|p dr dH2(y) ≤ c‖ϕ‖pLp(Ωε)(3.49)
for ϕ ∈ Lp(Ωε), p ∈ [1,∞). By this inequality, (2.1), and (3.19) we easily get the
following lemma for the constant extension η¯ = η ◦ π of a function η on Γ.
Lemma 3.14 ([57, Lemma 3.12]). For p ∈ [1,∞) we have η ∈ Lp(Γ) if and only if
η¯ ∈ Lp(Ωε), and there exists a constant c > 0 independent of ε and η such that
c−1ε1/p‖η‖Lp(Γ) ≤ ‖η¯‖Lp(Ωε) ≤ cε1/p‖η‖Lp(Γ).(3.50)
Moreover, η ∈W 1,p(Γ) if and only if η¯ ∈W 1,p(Ωε).
We also have a change of variables formula for an integral over Γiε, i = 0, 1.
Lemma 3.15 ([57, Lemma 3.13]). For ϕ ∈ L1(Γiε), i = 0, 1 we have∫
Γiε
ϕ(x) dH2(x) =
∫
Γ
ϕ♯i(y)J(y, εgi(y))
√
1 + ε2|τ iε(y)|2 dH2(y),(3.51)
where τ iε and ϕ
♯
i are given by (3.37) and (3.44). Moreover, if ϕ ∈ Lp(Γiε), p ∈ [1,∞),
then ϕ♯i ∈ Lp(Γ) and there exists a constant c > 0 independent of ε and ϕ such that
c−1‖ϕ‖Lp(Γiε) ≤ ‖ϕ
♯
i‖Lp(Γ) ≤ c‖ϕ‖Lp(Γiε).(3.52)
4. Fundamental inequalities
This section provides fundamental inequalities for functions on Γ and Ωε.
4.1. Inequalities on a closed surface. Let us give two basic inequalities on Γ.
Lemma 4.1 ([58, Lemma 4.1]). There exists a constant c > 0 such that
‖η‖L4(Γ) ≤ c‖η‖1/2L2(Γ)‖∇Γη‖
1/2
L2(Γ)(4.1)
for all η ∈ H1(Γ).
The inequality (4.1) is Ladyzhenskaya’s inequality on the two-dimensional closed
surface Γ. Next we show Korn’s inequality for a tangential vector field on Γ.
Lemma 4.2. There exists a constant c > 0 such that
‖∇Γv‖2L2(Γ) ≤ c
(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)
)
(4.2)
for all v ∈ H1(Γ, TΓ). Here DΓ(v) is the surface strain rate tensor given by (3.8).
Proof. Since C2(Γ, TΓ) is dense in H1(Γ, TΓ) by Lemma 3.10, it is sufficient to
show (4.2) for v ∈ C2(Γ, TΓ) by a density argument. First we derive
‖∇Γv‖2L2(Γ) ≤ 2‖(∇Γv)S‖2L2(Γ) + c‖v‖2L2(Γ).(4.3)
Since 2|(∇Γv)S |2 = |∇Γv|2 +∇Γv : (∇Γv)T on Γ, we have
‖∇Γv‖2L2(Γ) = 2‖(∇Γv)S‖2L2(Γ) −
∫
Γ
∇Γv : (∇Γv)T dH2.(4.4)
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To the last term we apply (C.30) with X = Y = v ∈ C2(Γ, TΓ) to get
−
∫
Γ
∇Γv : (∇Γv)T dH2 =
∫
Γ
v · {∇Γ(divΓv) + (HW −W 2)v} dH2.
Moreover, it follows from (3.23) and v · n = 0 on Γ that∫
Γ
v · ∇Γ(divΓv) dH2 = −
∫
Γ
{divΓv + (v · n)H}(divΓv) dH2
= −‖divΓv‖2L2(Γ) ≤ 0.
We deduce from the above relations and the boundedness of W and H on Γ that
−
∫
Γ
∇Γv : (∇Γv)T dH2 ≤
∫
Γ
|v|(|HWv|+ |W 2v|) dH2 ≤ c‖v‖2L2(Γ).
Applying this inequality to (4.4) we obtain (4.3).
Next we observe by (3.12) and PT = P on Γ that
(∇Γv)S = P (∇Γv)SP + 1
2
{(Wv)⊗ n+ n⊗ (Wv)}
= DΓ(v) +
1
2
{(Wv)⊗ n+ n⊗ (Wv)}
on Γ. Hence by the boundedness of W and |n| = 1 on Γ we get
|(∇Γv)S | ≤ |DΓ(v)|+ |Wv||n| ≤ |DΓ(v)| + c|v| on Γ
and thus
‖(∇Γv)S‖2L2(Γ) ≤ c
(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)
)
.
We apply this inequality to (4.3) to conclude that (4.2) is valid. 
4.2. Consequences of the boundary conditions. In this subsection we present
estimates for a vector field u on Ωε satisfying the impermeable boundary condition
u · nε = 0 on Γε(4.5)
or the slip boundary conditions
u · nε = 0, 2νPεD(u)nε + γεu = 0 on Γε.(4.6)
Here ν > 0 is the viscosity coefficient independent of ε and γε ≥ 0 is the friction
coefficient on Γε given by (1.3). Moreover, we write
D(u) := (∇u)S = ∇u+ (∇u)
T
2
for the strain rate tensor. First we give an inequality related to (4.5).
Lemma 4.3 ([58, Lemma 4.5]). There exists c > 0 independent of ε such that
‖u · n¯‖Lp(Ωε) ≤ cε‖u‖W 1,p(Ωε)(4.7)
for all u ∈W 1,p(Ωε)3 with p ∈ [1,∞) satisfying (4.5) on Γ0ε or on Γ1ε.
Next we provide two estimates for a vector field satisfying (4.6). For a function
ϕ on Ωε and x ∈ Ωε we define the derivative of ϕ in the normal direction of Γ by
∂nϕ(x) := (n¯(x) · ∇)ϕ(x) = d
dr
(
ϕ(y + rn(y))
)∣∣∣
r=d(x)
(y = π(x) ∈ Γ).(4.8)
Note that the constant extension η¯ = η ◦ π of η ∈ C1(Γ) satisfies
∂nη¯(x) = (n¯(x) · ∇)η¯(x) = 0, x ∈ Ωε.(4.9)
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Lemma 4.4 ([58, Lemma 4.7]). Let p ∈ [1,∞). Suppose that the inequalities (2.5)
are valid. Then there exists a constant c > 0 independent of ε such that∥∥P∂nu+Wu∥∥Lp(Ωε) ≤ cε‖u‖W 2,p(Ωε)(4.10)
for all u ∈W 2,p(Ωε)3 satisfying (4.6) on Γ0ε or on Γ1ε.
Lemma 4.5. Let p ∈ [1,∞). Suppose that the inequalities (2.5) are valid. Then
there exists a constant c > 0 independent of ε such that∥∥PD(u)n¯∥∥
Lp(Ωε)
≤ cε‖u‖W 2,p(Ωε)(4.11)
for all u ∈W 2,p(Ωε)3 satisfying (4.6) on Γ0ε or on Γ1ε.
To prove Lemma 4.5 we use the following Poincare´ and trace type inequalities.
Lemma 4.6 ([57, Lemma 4.1]). There exists c > 0 independent of ε such that
‖ϕ‖Lp(Ωε) ≤ c
(
ε1/p‖ϕ‖Lp(Γiε) + ε‖∂nϕ‖Lp(Ωε)
)
,(4.12)
‖ϕ‖Lp(Γiε) ≤ c
(
ε−1/p‖ϕ‖Lp(Ωε) + ε1−1/p‖∂nϕ‖Lp(Ωε)
)
(4.13)
for all ϕ ∈W 1,p(Ωε) with p ∈ [1,∞) and i = 0, 1.
Proof of Lemma 4.5. Let u ∈ W 2,p(Ωε)3 satisfy (4.6) on Γiε with i = 0 or i = 1.
By (4.9) with η = n, P and |n| = 1, |P | = 2 on Γ we have∣∣∣∂n[PD(u)n¯]∣∣∣ ≤ c|∇2u| in Ωε.
We apply (4.12) to PD(u)n¯ and use the above inequality to get∥∥PD(u)n¯∥∥
Lp(Ωε)
≤ c
(
ε1/p
∥∥PD(u)n¯∥∥
Lp(Γiε)
+ ε‖u‖W 2,p(Ωε)
)
.(4.14)
Moreover, since u satisfies (4.6) on Γiε, we have
PD(u)n¯ = (−1)i+1PεD(u)nε + PεD(u){n¯− (−1)i+1nε}+
(
P − Pε
)
D(u)n¯
= (−1)i γε
2ν
u+ PεD(u){n¯− (−1)i+1nε}+
(
P − Pε
)
D(u)n¯
on Γiε. Applying (2.5), (3.41), (3.42), and |Pε| = 2 on Γiε to the last line we get∣∣PD(u)n¯∣∣ ≤ cε(|u|+ |∇u|) on Γiε.
From this inequality and (4.13) we deduce that∥∥PD(u)n¯∥∥
Lp(Γiε)
≤ cε (‖u‖Lp(Γiε) + ‖∇u‖Lp(Γiε)) ≤ cε1−1/p‖u‖W 2,p(Ωε).
We apply this inequality to (4.14) to obtain (4.11). 
4.3. Impermeable extension of surface vector fields. When we deal with a
vector field on Γ in the analysis of (1.1), it is convenient to extend it to a vector
field on Ωε satisfying the impermeable boundary condition (4.5). Let τ
0
ε and τ
1
ε be
the vector fields on Γ given by (3.37) and
Ψε(x) :=
1
g¯(x)
{(
d(x) − εg¯0(x)
)
τ¯1ε (x) +
(
εg¯1(x) − d(x)
)
τ¯0ε (x)
}
, x ∈ N,(4.15)
where η¯ = η ◦ π is the constant extension of a function η on Γ. We define
Eεv(x) := v¯(x) + {v¯(x) ·Ψε(x)}n¯(x), x ∈ N(4.16)
for a tangential vector field v on Γ. Then Eεv satisfies (4.5).
Lemma 4.7. For all v ∈ C(Γ, TΓ) we have Eεv · nε = 0 on Γε.
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Proof. It follows from (3.38), (3.40), and v · n = 0 on Γ that
v¯ · nε = (−1)i εv¯ · τ¯
i
ε√
1 + ε2|τ¯ iε|2
, n¯ · nε = (−1)
i+1√
1 + ε2|τ¯ iε|2
on Γiε, i = 0, 1.
By these equalities and Ψε = ετ¯
i
ε on Γ
i
ε we obtain Eεv ·nε = 0 on Γiε for i = 0, 1. 
Moreover, Eεv belongs to W
m,p(Ωε) if v ∈Wm,p(Γ, TΓ).
Lemma 4.8 ([58, Lemma 4.10]). There exists c > 0 independent of ε such that
‖Eεv‖Wm,p(Ωε) ≤ cε1/p‖v‖Wm,p(Γ)(4.17)
for all v ∈Wm,p(Γ, TΓ) with m = 0, 1, 2 and p ∈ [1,∞).
Let us estimate the difference between Eεv and v¯.
Lemma 4.9. There exists a constant c > 0 independent of ε such that
‖Eεv − v¯‖Lp(Ωε) ≤ cε1+1/p‖v‖Lp(Γ)(4.18)
for all v ∈ Lp(Γ, TΓ) with p ∈ [1,∞).
Proof. From (3.39) and
0 ≤ d(x) − εg¯0(x) ≤ εg¯(x), 0 ≤ εg¯1(x)− d(x) ≤ εg¯(x), x ∈ Ωε
we deduce that |Ψε| ≤ cε in Ωε and thus
|Eεv − v¯| = |(v¯ ·Ψε)n¯| ≤ cε|v¯| in Ωε.
By this inequality and (3.50) we obtain
‖Eεv − v¯‖Lp(Ωε) ≤ cε‖v¯‖Lp(Ωε) ≤ cε1+1/p‖v‖Lp(Γ).
Thus (4.18) is valid. 
We also derive estimates for the gradient and divergence of Eεv.
Lemma 4.10. There exists a constant c > 0 independent of ε such that∥∥∥∇Eεv − F (v)∥∥∥
Lp(Ωε)
≤ cε1+1/p‖v‖W 1,p(Γ)(4.19)
for all v ∈W 1,p(Γ, TΓ) with p ∈ [1,∞), where
F (v) := ∇Γv + 1
g
(v · ∇Γg)Q on Γ.(4.20)
Proof. Since p ∈ [1,∞), C1(Γ, TΓ) is dense in W 1,p(Γ, TΓ) by Lemma 3.10. Hence
by a density argument it is sufficient to show (4.19) for v ∈ C1(Γ, TΓ). For such a
v, we proved in our second paper [58, Lemma 4.11] that∣∣∣∇Eεv − F (v)∣∣∣ ≤ cε (|v¯|+ ∣∣∇Γv∣∣) in Ωε.
By this inequality and (3.50) we get∥∥∥∇Eεv − F (v)∥∥∥
Lp(Ωε)
≤ cε
(
‖v¯‖Lp(Ωε) +
∥∥∇Γv∥∥Lp(Ωε))
≤ cε1+1/p (‖v‖Lp(Γ) + ‖∇Γv‖Lp(Γ))
≤ cε1+1/p‖v‖W 1,p(Γ).
Hence (4.19) holds. 
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Lemma 4.11. Let p ∈ [1,∞). There exists c > 0 independent of ε such that∥∥∥∥div(Eεv)− 1g¯divΓ(gv)
∥∥∥∥
Lp(Ωε)
≤ cε1+1/p‖v‖W 1,p(Γ)(4.21)
for all v ∈W 1,p(Γ, TΓ). In particular, if v satisfies divΓ(gv) = 0 on Γ, then
‖div(Eεv)‖Lp(Ωε) ≤ cε1+1/p‖v‖W 1,p(Γ).(4.22)
Proof. Since tr[Q] = n · n = 1 on Γ,
tr[F (v)] = tr[∇Γv] + 1
g
(v · ∇Γg)tr[Q] = divΓv + 1
g
(v · ∇Γg) = 1
g
divΓ(gv)
on Γ. From this equality and (4.19) we deduce that∥∥∥∥div(Eεv)− 1g¯divΓ(gv)
∥∥∥∥
Lp(Ωε)
=
∥∥∥tr[∇Eεv − F (v)]∥∥∥
Lp(Ωε)
≤ cε1+1/p‖v‖W 1,p(Γ).
Hence (4.21) is valid. 
4.4. Helmholtz–Leray decomposition on a curved thin domain. Let
C∞c,σ(Ωε) := {u ∈ C∞c (Ωε)3 | div u = 0 in Ωε}
and L2σ(Ωε) be the norm closure of C
∞
c,σ(Ωε) in L
2(Ωε)
3. It is known (see [8,21,85])
that L2σ(Ωε) is characterized by
L2σ(Ωε) = {u ∈ L2(Ωε)3 | div u = 0 in Ωε, u · nε = 0 on Γε}
and the Helmholtz–Leray decomposition L2(Ωε)
3 = L2σ(Ωε)⊕G2(Ωε) holds with
G2(Ωε) = L
2
σ(Ωε)
⊥ = {∇p ∈ L2(Ωε)3 | p ∈ H1(Ωε)}.
By Lε we denote the Helmholtz–Leray projection from L
2(Ωε)
3 onto L2σ(Ωε). Here
we use the nonstandard notation Lε to avoid confusion of the Helmholtz–Leray
projection with the orthogonal projection Pε from L
2(Ωε)
3 onto Hε given by (2.6).
For u ∈ L2(Ωε)3 its solenoidal part is given by Lεu = u −∇ϕ, where ϕ ∈ H1(Ωε)
is a weak solution to the Neumann problem of Poisson’s equation
∆ϕ = div u in Ωε,
∂ϕ
∂nε
= u · nε on Γε
Moreover, if u ∈ H1(Ωε)3, then the elliptic regularity theorem (see [20, 22]) yields
ϕ ∈ H2(Ωε), Lεu = u−∇ϕ ∈ H1(Ωε)3.
The goal of this subsection is to establish a uniform H1(Ωε)-estimate of u−Lεu for
u ∈ H1(Ωε)3 satisfying the impermeable boundary condition (4.5). First we derive
the uniform Poincare´ inequality on Ωε.
Lemma 4.12. There exist constants εσ ∈ (0, 1] and c > 0 such that
‖ϕ‖L2(Ωε) ≤ c‖∇ϕ‖L2(Ωε)(4.23)
for all ε ∈ (0, εσ] and ϕ ∈ H1(Ωε) satisfying
∫
Ωε
ϕdx = 0.
We prove Lemma 4.12 by contradiction. To this end, we transform integrals over
Ωε into those over Ω1 with fixed thickness by using the next lemma (note that we
assume Ω1 ⊂ N by scaling g0 and g1, see Section 3.2).
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Lemma 4.13 ([57, Lemma 5.4]). For ε ∈ (0, 1] let
Φε(X) := π(X) + εd(X)n¯(X), X ∈ Ω1.(4.24)
Then Φε is a bijection from Ω1 onto Ωε and for a function ϕ on Ωε we have∫
Ωε
ϕ(x) dx = ε
∫
Ω1
ξ(X)J(π(X), d(X))−1J(π(X), εd(X)) dX,(4.25)
where ξ := ϕ ◦ Φε on Ω1 and J is given by (3.45). Moreover, if ϕ ∈ L2(Ωε), then
ξ ∈ L2(Ω1) and there exist constants c1, c2 > 0 independent of ε and ϕ such that
c1ε
−1‖ϕ‖2L2(Ωε) ≤ ‖ξ‖2L2(Ω1) ≤ c2ε−1‖ϕ‖2L2(Ωε).(4.26)
If in addition ϕ ∈ H1(Ωε), then ξ ∈ H1(Ω1) and
ε−1‖∇ϕ‖2L2(Ωε) ≥ c
(∥∥P∇ξ∥∥2
L2(Ω1)
+ ε−2‖∂nξ‖2L2(Ω1)
)
,(4.27)
where ∂nξ = (n¯ · ∇)ξ on Ω1 and c > 0 is a constant independent of ε and ϕ.
Proof of Lemma 4.12. Assume to the contrary that there exist a sequence {εk}∞k=1
of positive numbers convergent to zero and ϕk ∈ H1(Ωεk) such that
‖ϕk‖2L2(Ωεk ) > k‖∇ϕk‖
2
L2(Ωεk )
,
∫
Ωεk
ϕk dx = 0, k ∈ N.(4.28)
For each k ∈ N let Φεk be the bijection from Ω1 onto Ωεk given by (4.24) and
ξk := ϕk ◦ Φεk ∈ H1(Ω1).
We divide both sides of the first inequality of (4.28) by εk and use (4.26) and (4.27)
to deduce that
‖ξk‖2L2(Ω1) > ck
(∥∥P∇ξk∥∥2L2(Ω1) + ε−2k ‖∂nξk‖2L2(Ω1)) .
Since ‖ξk‖L2(Ω1) > 0, we may assume that
‖ξk‖L2(Ω1) = 1(4.29)
by replacing ξk with ξk/‖ξk‖L2(Ω1) and thus∥∥P∇ξk∥∥2L2(Ω1) < ck−1, ‖∂nξk‖2L2(Ω1) < cε2kk−1.(4.30)
Then {ξk}∞k=1 is bounded in H1(Ω1) by (4.29), (4.30), and
|∇ξk|2 =
∣∣P∇ξk∣∣2 + ∣∣Q∇ξk∣∣2 , ∣∣Q∇ξk∣∣ = |n¯⊗ ∂nξk| = |∂nξk| in Ω1.
By this fact and the compact embedding H1(Ω1) →֒ L2(Ω1) we see that {ξk}∞k=1
converges (up to a subsequence) to some ξ ∈ H1(Ω1) weakly inH1(Ω1) and strongly
in L2(Ω1). Hence by (4.29) we get
‖ξ‖L2(Ω1) = lim
k→∞
‖ξk‖L2(Ω1) = 1.(4.31)
Moreover, the weak convergence of {ξk}∞k=1 to ξ in H1(Ω1) and (4.30) imply that
P∇ξ = 0, ∂nξ = 0 in Ω1.(4.32)
Let η(y) := ξ(y+g0(y)n(y)) for y ∈ Γ. Then ξ = η¯ is the constant extension of η by
the second equality of (4.32) and thus η ∈ H1(Γ) by ξ ∈ H1(Ω1) and Lemma 3.14.
Also, by (3.4), (3.15), (3.18), and the first equality of (4.32) we see that
0 = P∇ξ = P
(
I3 − dW
)−1
∇Γη =
(
I3 − dW
)−1
∇Γη in Ω1,
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which yields ∇Γη = 0 in Ω1, i.e. ∇Γη = 0 on Γ. Thus Lemma 3.6 implies that η is
constant on Γ. Now we apply (4.25) to the second equality of (4.28) to have∫
Ω1
ξk(X)J(π(X), d(X))
−1J(π(X), εkd(X)) dX = 0.(4.33)
Moreover, since {ξk}∞k=1 converges to ξ = η¯ strongly in L2(Ω1) and
|J(π(X), εkd(X))− 1| ≤ cεk|d(X)| ≤ cεk → 0 as k →∞
uniformly in X ∈ Ω1 by (3.46) and |d| ≤ c in Ω1, we send k →∞ in (4.33) to get∫
Ω1
η(π(X))J(π(X), d(X))−1 dX = 0.
Noting that η is constant on Γ, we apply (3.48) to this equality to find that
η
∫
Γ
∫ g1(y)
g0(y)
J(y, r)−1J(y, r) dr dH2(y) = η
∫
Γ
g(y) dH2(y) = 0.
From this equality and (2.1) we deduce that η = 0 on Γ and thus ξ = η¯ = 0 in Ω1,
which contradicts with (4.31). Therefore, the uniform inequality (4.23) is valid. 
Next we consider the Neumann problem of Poisson’s equation
−∆ϕ = ξ in Ωε, ∂ϕ
∂nε
= 0 on Γε(4.34)
for ξ ∈ H−1(Ωε) satisfying 〈ξ, 1〉Ωε = 0, where 〈·, ·〉Ωε denotes the duality product
between H−1(Ωε) and H
1(Ωε). By the Lax–Milgram theory there exists a unique
weak solution ϕ ∈ H1(Ωε) satisfying
(∇ϕ,∇ζ)L2(Ωε) = 〈ξ, ζ〉Ωε for all ζ ∈ H1(Ωε),
∫
Ωε
ϕdx = 0.(4.35)
Moreover, by the elliptic regularity theorem, if ξ ∈ L2(Ωε) then ϕ ∈ H2(Ωε) and
‖ϕ‖H2(Ωε) ≤ cε‖ξ‖L2(Ωε)(4.36)
with a constant cε > 0 depending on ε. In this case, the equation (4.34) is satisfied
in the strong sense. Let us show that cε in (4.36) can be taken independently of ε.
Lemma 4.14. Let εσ be the constant given in Lemma 4.12. For ε ∈ (0, εσ] suppose
that ξ ∈ L2(Ωε) satisfies
〈ξ, 1〉Ωε =
∫
Ωε
ξ dx = 0.(4.37)
Then there exists a constant c > 0 independent of ε and ξ such that
‖ϕ‖H2(Ωε) ≤ c‖ξ‖L2(Ωε),(4.38)
where ϕ ∈ H2(Ωε) is a unique solution to (4.34) with source term ξ.
A key tool for the proof of Lemma 4.14 is the following estimate shown in our
first paper [57] based on a careful analysis of surface quantities of Γε.
Lemma 4.15 ([57, Lemma 4.3]). There exists a constant c > 0 such that∣∣∣∣∫
Γε
(u · ∇)u · nε dH2
∣∣∣∣ ≤ c(‖u‖2L2(Ωε) + ‖u‖L2(Ωε)‖∇u‖L2(Ωε))(4.39)
for all ε ∈ (0, 1] and u ∈ C1(Ωε)3 ∪H2(Ωε)3 satisfying (4.5).
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Proof of Lemma 4.14. Let ϕ ∈ H2(Ωε) be a unique solution to (4.34) with source
term ξ ∈ L2(Ωε) satisfying (4.37). Since ϕ satisfies the second equality of (4.35),
we can apply (4.23) to ϕ to get
‖ϕ‖H1(Ωε) ≤ c‖∇ϕ‖L2(Ωε)
with a constant c > 0 independent of ε. We set ζ = ϕ in the first equality of (4.35)
and use the above inequality to get
‖∇ϕ‖2L2(Ωε) = 〈ξ, ϕ〉Ωε ≤ ‖ξ‖H−1(Ωε)‖ϕ‖H1(Ωε) ≤ c‖ξ‖H−1(Ωε)‖∇ϕ‖L2(Ωε).
Hence
‖ϕ‖H1(Ωε) ≤ c‖∇ϕ‖L2(Ωε) ≤ c‖ξ‖H−1(Ωε) ≤ c‖ξ‖L2(Ωε)
and it is sufficient for (4.38) to show that
‖∇2ϕ‖L2(Ωε) ≤ c
(‖∆ϕ‖L2(Ωε) + ‖ϕ‖H1(Ωε)) = c (‖ξ‖L2(Ωε) + ‖ϕ‖H1(Ωε))(4.40)
with some constant c > 0 independent of ε (note that −∆ϕ = ξ a.e. in Ωε).
Since C∞c (Ωε) is dense in L
2(Ωε), we can take a sequence {ξk}∞k=1 of functions
in C∞c (Ωε) that converges strongly to ξ in L
2(Ωε). For each k ∈ N let ϕk ∈ H1(Ωε)
be a unique weak solution to (4.34) with source term
ξ˜k(x) := ξk(x) − 1|Ωε|
∫
Ωε
ξk(z) dz, x ∈ Ωε
(
〈ξ˜k, 1〉Ωε =
∫
Ωε
ξ˜k dx = 0
)
.
Here |Ωε| is the volume of Ωε. Since ξ˜k ∈ C∞(Ωε) and Γε is of class C4, the elliptic
regularity theorem yields ϕk ∈ H3(Ωε). Moreover,
lim
k→∞
∫
Ωε
ξk dx = lim
k→∞
(ξk, 1)L2(Ωε) = (ξ, 1)L2(Ωε) =
∫
Ωε
ξ dx = 0
by the strong convergence of {ξk}∞k=1 to ξ in L2(Ωε) and thus
‖ξ − ξ˜k‖L2(Ωε) ≤ ‖ξ − ξk‖L2(Ωε) +
1
|Ωε|1/2
∣∣∣∣∫
Ωε
ξk dx
∣∣∣∣→ 0 as k →∞.(4.41)
Since ϕ− ϕk is a unique solution to (4.34) for the source term ξ − ξ˜k,
‖ϕ− ϕk‖H2(Ωε) ≤ cε‖ξ − ξ˜k‖L2(Ωε) → 0 as k →∞
by (4.36) and (4.41) (note that the constant cε does not depend on k). Hence we
can derive (4.40) by showing the same inequality for ϕk and sending k →∞.
From now on, we fix and suppress the subscript k. Hence we suppose that ϕ is
in H3(Ωε) and satisfies (4.34) in the strong sense. In particular, we have
∇ϕ · nε = ∂ϕ
∂nε
= 0 on Γε.(4.42)
By the regularity of ϕ we can carry out integration by parts twice to get
‖∇2ϕ‖2L2(Ωε) = ‖∆ϕ‖2L2(Ωε) +
∫
Γε
[{(∇ϕ · ∇)∇ϕ} · nε − (∇ϕ · nε)∆ϕ] dH2
= ‖∆ϕ‖2L2(Ωε) +
∫
Γε
{(∇ϕ · ∇)∇ϕ} · nε dH2.
Here the second equality is due to (4.42). Moreover, since ∇ϕ ∈ H2(Ωε)3 satisfies
(4.42), we can apply (4.39) with u = ∇ϕ to the last term to obtain
‖∇2ϕ‖2L2(Ωε) ≤ ‖∆ϕ‖2L2(Ωε) + c
(
‖∇ϕ‖2L2(Ωε) + ‖∇ϕ‖L2(Ωε)‖∇2ϕ‖L2(Ωε)
)
≤ ‖∆ϕ‖2L2(Ωε) + c‖∇ϕ‖2L2(Ωε) +
1
2
‖∇2ϕ‖2L2(Ωε),
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where we also used Young’s inequality in the second inequality. Hence (4.40) follows
and we conclude that (4.38) is valid. 
Finally, we use Lemma 4.14 to derive a uniform H1(Ωε)-estimate for u− Lεu.
Lemma 4.16. Let εσ be the constant given in Lemma 4.12. For ε ∈ (0, εσ] let Lε
be the Helmholtz–Leray projection from L2(Ωε)
3 onto L2σ(Ωε). Then there exists a
constant c > 0 independent of ε such that
‖u− Lεu‖H1(Ωε) ≤ c‖div u‖L2(Ωε)(4.43)
for all u ∈ H1(Ωε)3 satisfying (4.5).
Proof. Let ξ := −div u ∈ L2(Ωε). Since u satisfies (4.5), we see that
〈ξ, 1〉Ωε =
∫
Ωε
ξ dx = −
∫
Γε
u · nε dH2 = 0
by the divergence theorem. Hence the uniform estimate (4.38) holds for the unique
solution ϕ ∈ H2(Ωε) to (4.34) with source term ξ = −div u by Lemma 4.14. From
this fact and Lεu = u−∇ϕ we deduce that
‖u− Lεu‖H1(Ωε) = ‖∇ϕ‖H1(Ωε) ≤ c‖ξ‖L2(Ωε) = c‖div u‖L2(Ωε)
with a constant c > 0 independent of ε. Hence (4.43) is valid. 
4.5. Stokes operator under the slip boundary conditions. Let us give basic
properties of the Stokes operator for Ωε under the slip boundary conditions used
in Section 7. Throughout this subsection we impose Assumptions 2.1 and 2.2 and
fix the constant ε0 given in Lemma 2.3.
For u1 ∈ H2(Ωε)3 and u2 ∈ H1(Ωε)3 we have∫
Ωε
{∆u1 +∇(div u1)} · u2 dx
= −2
∫
Ωε
D(u1) : D(u2) dx+ 2
∫
Γε
[D(u1)nε] · u2 dH2
by integration by parts (see [57, Lemma 7.1]). Hence if u1 satisfies div u1 = 0 in Ωε
and the slip boundary conditions (4.6) and u2 satisfies the impermeable boundary
condition (4.5), then it follows that
ν
∫
Ωε
∆u1 · u2 dx = −2ν
∫
Ωε
D(u1) : D(u2) dx−
∑
i=0,1
γiε
∫
Γiε
u1 · u2 dH2.
By this equality we see that the bilinear form for the Stokes problem
−ν∆u+∇p = f in Ωε,
div u = 0 in Ωε,
u · nε = 0 on Γε,
2νPεD(u)nε + γεu = 0 on Γε
is of the form
aε(u1, u2) := 2ν
(
D(u1), D(u2)
)
L2(Ωε)
+
∑
i=0,1
γiε(u1, u2)L2(Γiε)(4.44)
for u1, u2 ∈ H1(Ωε)3. Let Hε and Vε be the function spaces given by (2.6) and Pε
the orthogonal projection from L2(Ωε)
3 onto Hε. For each ε ∈ (0, ε0] the bilinear
form aε is uniformly bounded and coercive on Vε by Lemma 2.3. Hence it induces
a bounded linear operator Aε from Vε into its dual space V ′ε such that
V′ε〈Aεu1, u2〉Vε = aε(u1, u2), u1, u2 ∈ Vε
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by the Lax–Milgram theorem. Here V′ε〈·, ·〉Vε is the duality product between V ′ε andVε. Moreover, if we consider Aε as an unbounded operator on Hε with domain
D(Aε) = {u ∈ Vε | Aεu ∈ Hε},
then the Lax–Milgram theory implies that Aε is positive and self-adjoint on Hε and
thus its square root A
1/2
ε is well-defined on D(A
1/2
ε ) = Vε and
aε(u1, u2) = (Aεu1, u2)L2(Ωε) = (A
1/2
ε u1, A
1/2
ε u2)L2(Ωε)(4.45)
for all u1 ∈ D(Aε) and u2 ∈ Vε (see [8,82]). By a regularity result for a solution to
the Stokes problem (see [2, 5, 81]) we also observe that
D(Aε) = {u ∈ Vε ∩H2(Ωε)3 | 2νPεD(u)nε + γεu = 0 on Γε}
and Aεu = −νPε∆u for u ∈ D(Aε). We call Aε the Stokes operator for Ωε under
the slip boundary conditions or simply the Stokes operator on Hε.
In our first paper [57] we derived several kinds of uniform estimates for Aε based
on a careful analysis of surface quantities of Γε. They were essential mainly for the
proof of the global existence of a strong solution to (1.1) carried out in our second
paper [58]. In this paper we just use the following estimates.
Lemma 4.17 ([57, Lemma 2.5]). There exists a constant c > 0 such that
c−1‖u‖H1(Ωε) ≤ ‖A1/2ε u‖L2(Ωε) ≤ c‖u‖H1(Ωε)(4.46)
for all ε ∈ (0, ε0] and u ∈ Vε.
Lemma 4.18 ([57, Corollary 2.8]). There exists a constant c > 0 such that
‖u‖H1(Ωε) ≤ c‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
(4.47)
for all ε ∈ (0, ε0] and u ∈ D(Aε).
5. Average operators in the thin direction
We introduce average operators in the thin direction and study their properties
which are essential for the study of a singular limit problem for (1.1). In our second
paper [58] we derived various kinds of estimates for the average operators to show
the global existence of a strong solution to (1.1). We give some of them and related
results in Sections 5.1–5.3. Also, we consider the average of bilinear and trilinear
forms for functions on Ωε in Section 5.4.
Throughout this section we assume ε ∈ (0, 1] and write η¯ = η◦π for the constant
extension of a function η on Γ in the normal direction of Γ. We also denote by
∂nϕ = (n¯ · ∇)ϕ the derivative of a function ϕ on Ωε in the normal direction of Γ.
5.1. Definition and basic properties of the average operators.
Definition 5.1. We define the average operator M as
Mϕ(y) :=
1
εg(y)
∫ εg1(y)
εg0(y)
ϕ(y + rn(y)) dr, y ∈ Γ(5.1)
for a function ϕ on Ωε. The operatorM is also applied to a vector field u : Ωε → R3
and we define the averaged tangential component Mτu of u by
Mτu(y) := P (y)Mu(y) =
1
εg(y)
∫ εg1(y)
εg0(y)
P (y)u(y + rn(y)) dr, y ∈ Γ.(5.2)
Let us give basic properties of M and Mτ .
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Lemma 5.2 ([58, Lemma 6.2]). There exists c > 0 independent of ε such that
‖Mϕ‖Lp(Γ) ≤ cε−1/p‖ϕ‖Lp(Ωε)(5.3)
for all ϕ ∈ Lp(Ωε) with p ∈ [1,∞).
Lemma 5.3 ([58, Lemma 6.3]). There exists c > 0 independent of ε such that
‖Mτu‖Lp(Γ) ≤ cε−1/p‖u‖Lp(Ωε)(5.4)
for all u ∈ Lp(Ωε)3 with p ∈ [1,∞).
Lemma 5.4 ([58, Lemma 6.4]). There exists c > 0 independent of ε such that∥∥ϕ−Mϕ∥∥
Lp(Ωε)
≤ cε‖∂nϕ‖Lp(Ωε),(5.5) ∥∥ϕ−Mϕ∥∥
Lp(Γiε)
≤ cε1−1/p‖∂nϕ‖Lp(Ωε), i = 0, 1(5.6)
for all ϕ ∈W 1,p(Ωε) with p ∈ [1,∞).
Lemma 5.5 ([58, Lemma 6.5]). There exists c > 0 independent of ε such that
‖Mu · n‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε)(5.7)
for all u ∈W 1,p(Ωε)3 with p ∈ [1,∞) satisfying (4.5) on Γ0ε or on Γ1ε.
Lemma 5.6 ([58, Lemma 6.6]). There exists c > 0 independent of ε such that∥∥u−Mτu∥∥Lp(Ωε) ≤ cε‖u‖W 1,p(Ωε)(5.8)
for all u ∈W 1,p(Ωε)3 with p ∈ [1,∞) satisfying (4.5) on Γ0ε or on Γ1ε.
5.2. Derivatives of averaged functions. Next we show formulas and estimates
for the tangential and time derivatives of the average of a function on Ωε.
Lemma 5.7 ([58, Lemma 6.8]). For ϕ ∈ C1(Ωε) we have
∇ΓMϕ =M(B∇ϕ) +M
(
(∂nϕ)ψε
)
on Γ,(5.9)
where the matrix-valued function B and the vector field ψε are given by
B(x) :=
{
I3 − d(x)W (x)
}
P (x),
ψε(x) :=
1
g¯(x)
{(
d(x) − εg¯0(x)
)∇Γg1(x) + (εg¯1(x)− d(x))∇Γg0(x)}(5.10)
for x ∈ N .
Remark 5.8. Since ∇Γg0 and ∇Γg1 are bounded on Γ and
0 ≤ d(x) − εg¯0(x) ≤ εg¯(x), 0 ≤ εg¯1(x) − d(x) ≤ εg¯(x), x ∈ Ωε,
there exists a constant c > 0 independent of ε such that
|ψε| ≤ cε in Ωε.(5.11)
Lemma 5.9 ([58, Lemma 6.10]). There exists c > 0 independent of ε such that
‖Mϕ‖Wm,p(Γ) ≤ cε−1/p‖ϕ‖Wm,p(Ωε)(5.12)
for all ϕ ∈Wm,p(Ωε) with m = 1, 2 and p ∈ [1,∞).
Lemma 5.10 ([58, Lemma 6.11]). There exists c > 0 independent of ε such that
‖Mτu‖Wm,p(Γ) ≤ cε−1/p‖u‖Wm,p(Ωε)(5.13)
for all u ∈Wm,p(Ωε)3 with m = 1, 2 and p ∈ [1,∞).
Lemma 5.11 ([58, Lemma 6.12]). There exists c > 0 independent of ε such that∥∥P∇ϕ−∇ΓMϕ∥∥Lp(Ωε) ≤ cε‖ϕ‖W 2,p(Ωε)(5.14)
for all ϕ ∈W 2,p(Ωε) with p ∈ [1,∞).
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Lemma 5.12 ([58, Lemma 6.13]). There exists c > 0 independent of ε such that
‖Mu · n‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε)(5.15)
for all u ∈W 2,p(Ωε)3with p ∈ [1,∞) satisfying (4.5) on Γ0ε or on Γ1ε.
Lemma 5.13 ([58, Lemma 6.15]). There exists c > 0 independent of ε such that
‖divΓ(gMτu)‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε)(5.16)
for all u ∈W 1,p(Ωε)3 with p ∈ [1,∞) satisfying div u = 0 in Ωε and (4.5).
By (5.14) and an Lp(Γ)-estimate for divΓ(gMu) similar to (5.16) shown in [58]
we also have the next estimate for the normal component of ∂nu = (n¯ · ∇)u.
Lemma 5.14 ([58, Lemma 6.16]). There exists c > 0 independent of ε such that∥∥∥∥∂nu · n¯− 1g¯Mτu · ∇Γg
∥∥∥∥
Lp(Ωε)
≤ cε‖u‖W 2,p(Ωε).(5.17)
for all u ∈W 2,p(Ωε)3 with p ∈ [1,∞) satisfying div u = 0 in Ωε and (4.5).
For u ∈ L2(Ωε)3 we can consider divΓ(gMτu) as an element ofH−1(Γ) by (3.32).
Moreover, we have an H−1(Γ)-estimate for it similar to (5.16) when u ∈ L2σ(Ωε).
Lemma 5.15. There exists a constant c > 0 independent of ε such that
‖divΓ(gMτu)‖H−1(Γ) ≤ cε1/2‖u‖L2(Ωε)(5.18)
for all u ∈ L2σ(Ωε).
Proof. We use the notation (3.43) and suppress the arguments of functions. Let η
be an arbitrary function in H1(Γ). By (3.32) and Mτu · n = 0 on Γ we have
〈divΓ(gMτu), η〉Γ = −
∫
Γ
gMτu · ∇Γη dH2.(5.19)
Let us estimate the right-hand side. By Mτu · ∇Γη =Mu · ∇Γη on Γ and (5.1),∫
Γ
gMτu · ∇Γη dH2 = ε−1
∫
Γ
∫ εg1
εg0
u♯ · ∇Γη dr dH2.
From this equality and the change of variables formula (3.48) it follows that∣∣∣∣ε−1 ∫
Ωε
u · ∇η¯ dx−
∫
Γ
gMτu · ∇Γη dH2
∣∣∣∣ ≤ ε−1(J1 + J2),
where η¯ = η ◦ π is the constant extension of η and
J1 :=
∣∣∣∣∫
Ωε
u ·
(
∇η¯ −∇Γη
)
dx
∣∣∣∣ , J2 := ∣∣∣∣∫
Γ
∫ εg1
εg0
(u♯ · ∇Γη)(J − 1) dr dH2
∣∣∣∣ .
To J1 we apply (3.20) with |d| ≤ cε in Ωε, Ho¨lder’s inequality, and (3.50) to get
J1 ≤ cε‖u‖L2(Ωε)
∥∥∇Γη∥∥L2(Ωε) ≤ cε3/2‖u‖L2(Ωε)‖∇Γη‖L2(Γ).
We also have the same inequality for J2 by (3.47), (3.49), and (3.50). Hence∣∣∣∣ε−1 ∫
Ωε
u · ∇η¯ dx−
∫
Γ
gMτu · ∇Γη dH2
∣∣∣∣ ≤ ε−1(J1 + J2)
≤ cε1/2‖u‖L2(Ωε)‖∇Γη‖L2(Γ).
(5.20)
Moreover, noting that η¯ ∈ H1(Ωε) by η ∈ H1(Γ) and Lemma 3.14, we have∫
Ωε
u · ∇η¯ dx = 0
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by u ∈ L2σ(Ωε) and ∇η¯ ∈ L2σ(Ωε)⊥. Thus by (5.19) and (5.20) we get
|〈divΓ(gMτu), η〉Γ| =
∣∣∣∣∫
Γ
gMτu · ∇Γη dH2
∣∣∣∣ ≤ cε1/2‖u‖L2(Ωε)‖∇Γη‖L2(Γ).
Since this inequality holds for all η ∈ H1(Γ), the inequality (5.18) is valid. 
We also observe that M and Mτ commute with the time derivative.
Lemma 5.16. For T > 0 let ϕ ∈ H1(0, T ;L2(Ωε)). Then
Mϕ ∈ H1(0, T ;L2(Γ)), ∂tMϕ =M(∂tϕ) in L2(0, T ;L2(Γ))(5.21)
and there exists a constant c > 0 independent of ε and ϕ such that
‖∂tMϕ‖L2(0,T ;L2(Γ)) ≤ cε−1/2‖∂tϕ‖L2(0,T ;L2(Ωε)).(5.22)
Also, if u ∈ H1(0, T ;L2(Ωε)3), then
Mτu ∈ H1(0, T ;L2(Γ, TΓ)), ∂tMτu =Mτ (∂tu) in L2(0, T ;L2(Γ, TΓ)),
and (5.22) holds with ∂tϕ and ∂tMϕ replaced by ∂tu and ∂tMτu.
Proof. First note that M(∂tϕ) ∈ L2(0, T ;L2(Γ)) and
‖M(∂tϕ)‖L2(0,T ;L2(Γ)) ≤ cε−1/2‖∂tϕ‖L2(0,T ;L2(Ωε))(5.23)
by ∂tϕ ∈ L2(0, T ;L2(Ωε)) and (5.3). The relations (5.21) are formally trivial since
the definition (5.1) ofM is independent of time. To verify them rigorously we prove∫ T
0
∂tξ(t)Mϕ(t) dt = −
∫ T
0
ξ(t)[M(∂tϕ)](t) dt in L
2(Γ)
for all ξ ∈ C∞c (0, T ). Since L2(Γ) is a Hilbert space, this is equivalent to∫ T
0
∂tξ(t)(Mϕ(t), η)L2(Γ) dt = −
∫ T
0
ξ(t)([M(∂tϕ)](t), η)L2(Γ) dt(5.24)
for all ξ ∈ C∞c (0, T ) and η ∈ L2(Γ). We define a function ηˇ on Ωε by
ηˇ(x) :=
η(π(x))
εg(π(x))J(π(x), d(x))
, x ∈ Ωε.
Then ηˇ ∈ L2(Ωε) by (2.1), (3.46), and (3.50). Also, by (3.48) and (5.1) we have
(ϕ(t), ηˇ)L2(Ωε) =
∫
Γ
(
1
εg
∫ εg1
εg0
ϕ♯(t) dr
)
η dH2 = (Mϕ(t), η)L2(Γ)(5.25)
for a.a. t ∈ (0, T ). Noting that ϕ ∈ H1(0, T ;L2(Ωε)) and ηˇ ∈ L2(Ωε) is independent
of time, we deduce from (5.25) that∫ T
0
∂tξ(t)(Mϕ(t), η)L2(Γ) dt =
∫ T
0
∂tξ(t)(ϕ(t), ηˇ)L2(Ωε) dt
= −
∫ T
0
ξ(t)(∂tϕ(t), ηˇ)L2(Ωε) dt.
Moreover, the last term is equal to the right-hand side of (5.24) by (5.25) with ϕ(t)
replaced by ∂tϕ(t). Hence (5.24) is valid and we obtain (5.21). Also, (5.22) follows
from (5.23). The statements for u ∈ H1(0, T ;L2(Ωε)3) are shown by (5.2) and (5.4)
in the same way. 
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5.3. Decomposition of a vector field into the average and residual parts.
In the second part [58] of our study we established the global existence of a strong
solution to (1.1) by showing a good estimate for the trilinear term, i.e. the L2(Ωε)-
inner product of the convection and viscous terms. A key tool for the proof of that
estimate was a good decomposition of a vector field on Ωε. Using the operators Eε
andMτ given by (4.16) and (5.2) we decomposed a vector field on Ωε into the almost
two-dimensional average part and the residual part, and derived good estimates for
them separately. Let us recall the definitions of the average and residual parts.
Definition 5.17. For a vector field u on Ωε we define the average part of u by
ua(x) := EεMτu(x) =Mτu(x) +
{
Mτu(x) ·Ψε(x)
}
n¯(x), x ∈ N,(5.26)
where Ψε is the vector field given by (4.15) and Mτu is the averaged tangential
component of u given by (5.2). We also call ur := u− ua the residual part of u.
By Lemmas 4.8, 5.3, and 5.10 the average and residual parts belong to the same
Sobolev space that an original vector field belongs to.
Lemma 5.18. There exists a constant c > 0 independent of ε such that
‖ua‖Wm,p(Ωε) ≤ c‖u‖Wm,p(Ωε), ‖ur‖Wm,p(Ωε) ≤ c‖u‖Wm,p(Ωε)
for all u ∈Wm,p(Ωε)3 with m = 0, 1, 2 and p ∈ [1,∞).
Since ua is close to a vector field on the two-dimensional surface Γ, we can show
a good L2(Ωε)-estimate for the product of u
a and a function on Ωε by applying the
next product estimate on Ωε similar to a two-dimensional one.
Lemma 5.19 ([58, Lemma 6.19]). There exists c > 0 independent of ε such that
‖η¯ϕ‖L2(Ωε) ≤ c‖η‖1/2L2(Γ)‖η‖
1/2
H1(Γ)‖ϕ‖
1/2
L2(Ωε)
‖ϕ‖1/2H1(Ωε)(5.27)
for all η ∈ H1(Γ) and ϕ ∈ H1(Ωε).
Lemma 5.20 ([58, Lemma 6.20]). For ϕ ∈ H1(Ωε), u ∈ H1(Ωε)3, and ua given
by (5.26) we have∥∥ |ua|ϕ∥∥
L2(Ωε)
≤ cε−1/2‖ϕ‖1/2L2(Ωε)‖ϕ‖
1/2
H1(Ωε)
‖u‖1/2L2(Ωε)‖u‖
1/2
H1(Ωε)
(5.28)
with a constant c > 0 independent of ε, ϕ, and u.
For the residual part ur the following L∞(Ωε)-estimate holds as a consequence
of an anisotropic Agmon inequality on Ωε (see [58, Lemma 4.3]) and Poincare´ type
inequalities for ur and ∇ur (see [58, Lemmas 6.21 and 6.22]).
Lemma 5.21 ([58, Lemma 6.23]). Suppose that the inequalities (2.5) are valid and
u ∈ H2(Ωε)3 satisfies div u = 0 in Ωε and (4.6). Then
‖ur‖L∞(Ωε) ≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
)
(5.29)
for ur = u− ua, where c > 0 is a constant independent of ε and u.
Using (5.28) and (5.29) we estimate the L2(Ωε)-norms of u⊗ u and (u · ∇)u.
Lemma 5.22. Suppose that the inequalities (2.5) are valid and u ∈ H2(Ωε)3 sat-
isfies div u = 0 in Ωε and (4.6). Then
(5.30) ‖u⊗ u‖L2(Ωε) ≤ c
(
ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)
+ε1/2‖u‖L2(Ωε)‖u‖H2(Ωε) + ‖u‖3/2L2(Ωε)‖u‖
1/2
H2(Ωε)
)
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and
(5.31) ‖(u · ∇)u‖L2(Ωε) ≤ c
(
ε−1/2‖u‖1/2L2(Ωε)‖u‖H1(Ωε)‖u‖
1/2
H2(Ωε)
+ε1/2‖u‖H1(Ωε)‖u‖H2(Ωε)
)
with a constant c > 0 independent of ε and u.
Proof. By the assumptions of the lemma we can use (5.28) and (5.29) to get
‖ua ⊗ u‖L2(Ωε) ≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε),
‖ur ⊗ u‖L2(Ωε) ≤ ‖ur‖L∞(Ωε)‖u‖L2(Ωε)
≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
)
‖u‖L2(Ωε).
Applying these inequalities to the right-hand side of
‖u⊗ u‖L2(Ωε) ≤ ‖ua ⊗ u‖L2(Ωε) + ‖ur ⊗ u‖L2(Ωε)
we obtain (5.30). From (5.28) and (5.29) we also deduce that
‖(ua · ∇)u‖L2(Ωε) ≤ cε−1/2‖u‖1/2L2(Ωε)‖u‖H1(Ωε)‖u‖
1/2
H2(Ωε)
,
‖(ur · ∇)u‖L2(Ωε) ≤ ‖ur‖L∞(Ωε)‖u‖H1(Ωε)
≤ c
(
‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
+ ε1/2‖u‖H2(Ωε)
)
‖u‖H1(Ωε).
Noting that 1 ≤ ε−1/2 by ε ≤ 1, we apply these estimates to
‖(u · ∇)u‖L2(Ωε) ≤ ‖(ua · ∇)u‖L2(Ωε) + ‖(ur · ∇)u‖L2(Ωε)
to get (5.31). 
5.4. Average of bilinear and trilinear forms. In Section 7 we transform a weak
formulation of the bulk equations (1.1) into that of the limit equations (2.12) with
a residual term satisfied by the averaged tangential component of a strong solution
to (1.1). To this end, we consider approximation of bilinear and trilinear forms for
functions on Ωε by those for functions on Γ and the average operators.
In what follows, we use the notations (3.43) and (3.44) for functions on Ωε and
Γiε, i = 0, 1 and suppress the arguments of functions.
First we deal with the L2-inner products on Ωε and Γ
i
ε, i = 0, 1.
Lemma 5.23. There exists a constant c > 0 independent of ε such that∣∣∣∣∫
Ωε
ϕη¯ dx− ε
∫
Γ
g(Mϕ)η dH2
∣∣∣∣ ≤ cε3/2‖ϕ‖L2(Ωε)‖η‖L2(Γ)(5.32)
for all ϕ ∈ L2(Ωε) and η ∈ L2(Γ).
Proof. By the formula (3.48) and the definition (5.1) of M ,∫
Ωε
ϕη¯ dx− ε
∫
Γ
g(Mϕ)η dH2 =
∫
Γ
∫ εg1
εg0
ϕ♯η(J − 1) dr dH2.
Moreover, by (3.47), (3.49), Ho¨lder’s inequality, and (3.50) we have∣∣∣∣∫
Γ
∫ εg1
εg0
ϕ♯η(J − 1) dr dH2
∣∣∣∣ ≤ cε ∫
Γ
∫ εg1
εg0
|ϕ♯||η| dr dH2 ≤ cε
∫
Ωε
|ϕ||η¯| dx
≤ cε‖ϕ‖L2(Ωε)‖η¯‖L2(Ωε) ≤ cε3/2‖ϕ‖L2(Ωε)‖η‖L2(Γ).
Thus (5.32) follows. 
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Lemma 5.24. There exists a constant c > 0 independent of ε such that∣∣∣∣∣
∫
Γiε
ϕη¯ dH2 −
∫
Γ
(Mϕ)η dH2
∣∣∣∣∣ ≤ ε1/2‖ϕ‖H1(Ωε)‖η‖L2(Γ), i = 0, 1(5.33)
for all ϕ ∈ H1(Ωε) and η ∈ L2(Γ).
Proof. Let J♯i (y) := J(y, εgi(y)) for y ∈ Γ and
K1 :=
∫
Γ
ϕ♯iη
(
J♯i
√
1 + ε2|τ iε|2 − 1
)
dH2, K2 :=
∫
Γ
(ϕ♯i −Mϕ)η dH2.
Then by the change of variables formula (3.51) we have∫
Γiε
ϕη¯ dH2 −
∫
Γ
(Mϕ)η dH2 = K1 +K2.(5.34)
By the mean value theorem for the function
√
1 + s, s ≥ 0 and (3.39) we see that
0 ≤
√
1 + ε2|τ iε|2 − 1 ≤
ε2
2
|τ iε|2 ≤ cε2 on Γ.
This inequality, (3.39), and (3.47) imply that∣∣∣J♯i√1 + ε2|τ iε|2 − 1∣∣∣ ≤ |J♯i − 1|√1 + ε2|τ iε|2 + (√1 + ε2|τ iε|2 − 1) ≤ cε
on Γ. From this inequality, (3.52), and (4.13) we deduce that
|K1| ≤ cε‖ϕ♯i‖L2(Γ)‖η‖L2(Γ) ≤ cε‖ϕ‖L2(Γiε)‖η‖L2(Γ) ≤ cε1/2‖ϕ‖H1(Ωε)‖η‖L2(Γ).
Also, noting that
Mϕ(y) =Mϕ(y + εgi(y)n(y)) =
(
Mϕ
)♯
i
(y), y ∈ Γ,(5.35)
we observe by (3.52) and (5.6) that
|K2| ≤ ‖ϕ♯i −Mϕ‖L2(Γ)‖η‖L2(Γ) ≤ c
∥∥ϕ−Mϕ∥∥
L2(Γiε)
‖η‖L2(Γ)
≤ cε1/2‖ϕ‖H1(Ωε)‖η‖L2(Γ).
Applying the above estimates for K1 and K2 to (5.34) we obtain (5.33). 
Next we consider bilinear forms including the strain rate tensor
D(u) = (∇u)S = ∇u + (∇u)
T
2
for a vector field u on Ωε.
Lemma 5.25. There exists a constant c > 0 independent of ε such that∣∣∣∣∫
Ωε
D(u) : Adx− ε
∫
Γ
gDΓ(Mτu) : AdH2
∣∣∣∣ ≤ cε3/2‖u‖H1(Ωε)‖A‖L2(Γ)(5.36)
for all u ∈ H1(Ωε)3 satisfying (4.5) on Γ0ε or on Γ1ε and A ∈ L2(Γ)3×3 satisfying
PA = AP = A on Γ.(5.37)
Here DΓ(Mτu) is the surface strain rate tensor given by (3.8).
Proof. By (5.37) and PT = P on Γ,
PM
(
D(u)
)
P : A =M
(
D(u)
)
: A on Γ.
From this equality, (5.32), and ‖D(u)‖L2(Ωε) ≤ c‖u‖H1(Ωε) it follows that∣∣∣∣∫
Ωε
D(u) : Adx − ε
∫
Γ
gPM
(
D(u)
)
P : AdH2
∣∣∣∣ ≤ cε3/2‖u‖H1(Ωε)‖A‖L2(Γ).(5.38)
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Next we observe by PT = P and P∇ΓMu = ∇ΓMu on Γ that
PM
(
D(u)
)
P −DΓ(Mu) = [PM(∇u)P − P (∇ΓMu)P ]S
= [{PM(∇u)−∇ΓMu}P ]S
on Γ, where BS = (B +B
T )/2 for a 3× 3 matrix B. Moreover,
|PM(∇u)−∇ΓMu| ≤
∣∣∣M(dW∇u)∣∣∣ + |M(ψε ⊗ ∂nu)| ≤ cεM(|∇u|)
on Γ by (5.9)–(5.11) and |d| ≤ cε in Ωε. Hence we get (note that |P | = 2 on Γ)∣∣PM(D(u))P −DΓ(Mu)∣∣ ≤ |{PM(∇u)−∇ΓMu}P | ≤ cεM(|∇u|) on Γ.
This inequality, the boundedness of g on Γ, and (5.3) imply that
(5.39)
∣∣∣∣∫
Γ
gPM
(
D(u)
)
P : AdH2 −
∫
Γ
gDΓ(Mu) : AdH2
∣∣∣∣
≤ cε‖M(|∇u|)‖L2(Γ)‖A‖L2(Γ) ≤ cε1/2‖u‖H1(Ωε)‖A‖L2(Γ).
Now we use Mu = (Mu · n)n+Mτu and −∇Γn =W on Γ to get
∇ΓMu = ∇Γ(Mu · n)⊗ n− (Mu · n)W +∇ΓMτu on Γ.
By this equality,
(a⊗ n)P = a⊗ (PTn) = a⊗ (Pn) = 0 on Γ
for a ∈ R3, and (3.11) we see that
P (∇ΓMu)P − P (∇ΓMτu)P = −(Mu · n)PWP = −(Mu · n)W on Γ.
Since W is bounded on Γ, it follows from the above equality that
|DΓ(Mu)−DΓ(Mτu)| ≤ |P (∇ΓMu)P − P (∇ΓMτu)P | ≤ c|Mu · n| on Γ.
By this inequality and (5.7) (note that u satisfies (4.5) on Γ0ε or on Γ
1
ε) we get∣∣∣∣∫
Γ
gDΓ(Mu) : AdH2 −
∫
Γ
gDΓ(Mτu) : AdH2
∣∣∣∣ ≤ c‖Mu · n‖L2(Γ)‖A‖L2(Γ)
≤ cε1/2‖u‖H1(Ωε)‖A‖L2(Γ).
Combining this inequality, (5.38), and (5.39) we obtain (5.36). 
Lemma 5.26. There exists a constant c > 0 independent of ε such that∣∣∣∣∫
Ωε
(
D(u) : Q
)
η¯ dx− ε
∫
Γ
(Mτu · ∇Γg)η dH2
∣∣∣∣ ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ)(5.40)
for all u ∈ H1(Ωε)3 satisfying (4.5) and η ∈ L2(Γ).
Proof. By the change of variables formula (3.48) we have∫
Ωε
(
D(u) : Q
)
η¯ dx−
∫
Γ
(∫ εg1
εg0
D(u)♯ : Qdr
)
η dH2
=
∫
Γ
(∫ εg1
εg0
D(u)♯ : Qdr
)
η(J − 1) dH2.
We apply (3.47), |Q| = 1 on Γ, and (3.49) to the right-hand side and use Ho¨lder’s
inequality and (3.50) to get
(5.41)
∣∣∣∣∫
Ωε
(
D(u) : Q
)
η¯ dx−
∫
Γ
(∫ εg1
εg0
D(u)♯ : Qdr
)
η dH2
∣∣∣∣
≤ cε
∫
Ωε
|D(u)||η¯| dx ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ).
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Next we compute the integral of
D(u)♯(y, r) : Q(y) = D(u)(y + rn(y)) : Q(y)
with respect to r. Since Q(y) = n(y)⊗ n(y) is symmetric,
D(u)(y + rn(y)) : Q(y) = ∇u(y + rn(y)) : n(y)⊗ n(y)
= [(n(y) · ∇)u](y + rn(y)) · n(y)
=
∂
∂r
(
u(y + rn(y))
)
· n(y)
for all y ∈ Γ and r ∈ (εg0(y), εg1(y)). Thus∫ εg1(y)
εg0(y)
D(u)♯(y, r) : Q(y) dr =
{∫ εg1(y)
εg0(y)
∂
∂r
(
u(y + rn(y))
)
dr
}
· n(y)
= {u(y + εg1(y)n(y))− u(y + εg0(y)n(y))} · n(y)
for all y ∈ Γ. We use the notation (3.44) to write the above equality as∫ εg1
εg0
D(u)♯ : Qdr = u♯1 · n− u♯0 · n =
∑
i=0,1
(−1)i+1u♯i · n on Γ.
Moreover, since u satisfies (4.5), we have u♯i · n♯ε,i = 0 on Γ for i = 0, 1 and thus
(−1)i+1u♯i · n = u♯i · {(−1)i+1(n− ε∇Γgi)− n♯ε,i}+ ε(−1)i+1u♯i · ∇Γgi
on Γ for i = 0, 1. By the above two equalities and g = g1 − g0 on Γ we see that∫ εg1
εg0
D(u)♯ : Qdr =
∑
i=0,1
u♯i · {(−1)i+1(n− ε∇Γgi)− n♯ε,i}
+ ε
∑
i=0,1
(−1)i+1(u♯i −Mu) · ∇Γgi + εMu · ∇Γg
on Γ. Hence by applying (3.41) to the first term on the right-hand side we get∣∣∣∣∫ εg1
εg0
D(u)♯ : Qdr − εMu · ∇Γg
∣∣∣∣ ≤ cε ∑
i=0,1
(ε|u♯i |+ |u♯i −Mu|) on Γ
and it follows from this inequality and Ho¨lder’s inequality that∣∣∣∣∫
Γ
(∫ εg1
εg0
D(u)♯ : Qdr
)
η dH2 − ε
∫
Γ
(Mu · ∇Γg)η dH2
∣∣∣∣
≤ cε
∑
i=0,1
(
ε‖u♯i‖L2(Γ) + ‖u♯i −Mu‖L2(Γ)
)
‖η‖L2(Γ).
Moreover, noting that the relation (5.35) holds, we have
ε‖u♯i‖L2(Γ) + ‖u♯i −Mu‖L2(Γ) ≤ c
(
ε‖u‖L2(Γiε) +
∥∥u−Mu∥∥
L2(Γiε)
)
≤ cε1/2‖u‖H1(Ωε)
by (3.52), (4.13), and (5.6). Thus we obtain
(5.42)
∣∣∣∣∫
Γ
(∫ εg1
εg0
D(u)♯ : Qdr
)
η dH2 − ε
∫
Γ
(Mu · ∇Γg)η dH2
∣∣∣∣
≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ).
Here Mu · ∇Γg = Mτu · ∇Γg on Γ since ∇Γg is tangential on Γ. Therefore, (5.40)
follows from (5.41) and (5.42). 
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Lemma 5.27. Let u ∈ H2(Ωε)3 and v ∈ L2(Γ, TΓ). Suppose that the inequalities
(2.5) are valid and u satisfies (4.6) on Γ0ε or on Γ
1
ε. Then we have∣∣∣∣∫
Ωε
D(u) : v¯ ⊗ n¯ dx
∣∣∣∣ ≤ cε3/2‖u‖H2(Ωε)‖v‖L2(Γ),(5.43)
where c > 0 is a constant independent of ε, u, and v.
Proof. Since v is tangential on Γ,
D(u) : v¯ ⊗ n¯ = tr[D(u)T (v¯ ⊗ n¯)] = (D(u)T v¯) · n¯ = v¯ · (D(u)n¯) = v¯ · PD(u)n¯
in Ωε. Hence by (3.50) and (4.11) we see that∣∣∣∣∫
Ωε
D(u) : v¯ ⊗ n¯ dx
∣∣∣∣ ≤ c ∥∥PD(u)n¯∥∥L2(Ωε) ‖v¯‖L2(Ωε) ≤ cε3/2‖u‖H2(Ωε)‖v‖L2(Γ).
Here we used the inequalities (2.5) and the condition on u to apply (4.11). 
Now let us derive estimates for trilinear forms.
Lemma 5.28. Let u1 ∈ H2(Ωε)3, u2 ∈ H1(Ωε)3, and A ∈ L2(Γ)3×3. Suppose
that the inequalities (2.5) are valid, u1 satisfies div u1 = 0 in Ωε and (4.6), and A
satisfies (5.37). Then
(5.44)
∣∣∣∣∫
Ωε
u1 ⊗ u2 : Adx− ε
∫
Γ
g(Mτu1)⊗ (Mτu2) : AdH2
∣∣∣∣
≤ cRε(u1, u2)‖A‖L2(Γ),
where c > 0 is a constant independent of ε, u1, u2, and A and
(5.45) Rε(u1, u2) := ε‖u1‖H1(Ωε)‖u2‖H1(Ωε)
+
(
ε‖u1‖H2(Ωε) + ε1/2‖u1‖1/2L2(Ωε)‖u1‖
1/2
H2(Ωε)
)
‖u2‖L2(Ωε).
Proof. In what follows, we write
ui,τ (x) := P (x)ui(x), x ∈ Ωε, i = 1, 2.
By (5.37) and PT = P on Γ we have
u1 ⊗ u2 : A = P (u1 ⊗ u2)P : A = u1,τ ⊗ u2,τ : A in Ωε.
Using this equality we decompose the difference∫
Ωε
u1 ⊗ u2 : Adx− ε
∫
Γ
g(Mτu1)⊗ (Mτu2) : AdH2 = J1 + J2(5.46)
into
J1 :=
∫
Ωε
u1,τ ⊗ u2,τ : Adx−
∫
Ωε
(
Mτu1
)
⊗ u2,τ : Adx,
J2 :=
∫
Ωε
(
Mτu1
)
⊗ u2,τ : Adx− ε
∫
Γ
g(Mτu1)⊗ (Mτu2) : AdH2.
Let ua1 be the average part of u1 given by (5.26) and u
r
1 := u1 − ua1 . Since
u1,τ −Mτu1 = Pu1 − Pua1 = Pur1, u2,τ = Pu2 in Ωε
and |Pa| ≤ |a| on Γ for a ∈ R3,
|J1| =
∣∣∣∣∫
Ωε
(
Pur1
)
⊗ u2,τ : Adx
∣∣∣∣ ≤ c‖ur1‖L∞(Ωε)‖u2‖L2(Ωε) ∥∥A∥∥L2(Ωε) .
We apply (3.50) and (5.29) to the right-hand side to obtain
|J1| ≤ c
(
ε‖u1‖H2(Ωε) + ε1/2‖u1‖1/2L2(Ωε)‖u1‖
1/2
H2(Ωε)
)
‖u2‖L2(Ωε)‖A‖L2(Γ).(5.47)
NAVIER–STOKES EQUATIONS IN A CURVED THIN DOMAIN, PART III 45
Here we used the inequalities (2.5) and the conditions on u1 to apply (5.29).
Let us estimate J2. By Mτu2 =Mu2,τ on Γ, (3.48), and (5.1) we have
J2 =
∫
Γ
(Mτu1)⊗
(∫ εg1
εg0
u♯2,τ (J − 1) dr
)
: AdH2.
To the right-hand side we apply (3.47), (3.49),
|Mτu1| = |PMu1| ≤ |Mu1| on Γ, |u2,τ | =
∣∣Pu2∣∣ ≤ |u2| in Ωε,
and Ho¨lder’s inequality to deduce that
|J2| ≤ cε
∫
Ωε
∣∣Mτu1∣∣ |u2,τ | ∣∣A∣∣ dx ≤ cε ∥∥ ∣∣Mu1∣∣ |u2| ∥∥L2(Ωε) ∥∥A∥∥L2(Ωε) .
Moreover, from (5.3), (5.12), and (5.27) it follows that∥∥ ∣∣Mu1∣∣ |u2| ∥∥L2(Ωε) ≤ c‖Mu1‖1/2L2(Γ)‖Mu1‖1/2H1(Γ)‖u2‖1/2L2(Ωε)‖u2‖1/2H1(Ωε)
≤ cε−1/2‖u1‖1/2L2(Ωε)‖u1‖
1/2
H1(Ωε)
‖u2‖1/2L2(Ωε)‖u2‖
1/2
H1(Ωε)
.
We apply this inequality and (3.50) to the above estimate for J2 to get
|J2| ≤ cε‖u1‖1/2L2(Ωε)‖u1‖
1/2
H1(Ωε)
‖u2‖1/2L2(Ωε)‖u2‖
1/2
H1(Ωε)
‖A‖L2(Γ).
≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖A‖L2(Γ).
(5.48)
By (5.46)–(5.48) we obtain (5.44) with Rε(u1, u2) given by (5.45). 
Lemma 5.29. Let u1, u2 ∈ H1(Ωε)3 and v ∈ H1(Γ)3. Suppose that u2 satisfies
(4.5) on Γ0ε or on Γ
1
ε. Then there exists a constant c > 0 independent of ε, u1, u2,
and v such that∣∣∣∣∫
Ωε
u1 ⊗ u2 : v¯ ⊗ n¯ dx
∣∣∣∣ ≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖v‖H1(Γ).(5.49)
Proof. By u1 ⊗ u2 : v¯ ⊗ n¯ = (u1 · v¯)(u2 · n¯) in Ωε, (4.7), and (5.27) we have∣∣∣∣∫
Ωε
u1 ⊗ u2 : v¯ ⊗ n¯ dx
∣∣∣∣ ≤ ‖u1 · v¯‖L2(Ωε)‖u2 · n¯‖L2(Ωε)
≤ cε‖u1‖1/2L2(Ωε)‖u1‖
1/2
H1(Ωε)
‖v‖1/2L2(Γ)‖v‖
1/2
H1(Γ)‖u2‖H1(Ωε)
≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖v‖H1(Γ).
Here we used the condition on u2 to apply (4.7) to ‖u2 · n¯‖L2(Ωε). 
6. Weighted solenoidal spaces on a closed surface
The purpose of this section is to study weighted solenoidal spaces
Xgσ(Γ, TΓ) = {v ∈ X (Γ, TΓ) | divΓ(gv) = 0 on Γ}, X = L2, H1
on a closed surface Γ with a given function g on Γ. These function spaces play an
important role in the study of a singular limit problem for (1.1).
Throughout this section, let Γ be a two-dimensional closed, connected, and ori-
ented surface in R3 of class C2. We use the notations given in Section 3.1.
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6.1. Necˇas inequality on a closed surface. Let q ∈ L2(Γ). We consider q and
its weak tangential gradient in H−1(Γ) and H−1(Γ, TΓ) by (3.27) and (3.33). Then
it immediately follows that
|〈q, ξ〉Γ| ≤ ‖q‖L2(Γ)‖ξ‖H1(Γ), |[∇Γq, v]TΓ| ≤ c‖q‖L2(Γ)‖v‖H1(Γ)
for all ξ ∈ H1(Γ) and v ∈ H1(Γ, TΓ), and thus
‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ) ≤ c‖q‖L2(Γ).(6.1)
For bounded Lipschitz domains in Rm, m ∈ N the inverse inequality is also valid
and known as the Necˇas inequality (see [8, Theorem IV.1.1] and [63, Chapter 3,
Lemma 7.1]). Let us show the Necˇas inequality on the closed surface Γ.
Lemma 6.1. There exists a constant c > 0 such that
‖q‖L2(Γ) ≤ c
(‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ))(6.2)
for all q ∈ L2(Γ).
To prove Lemma 6.1 we employ a localization argument. In Appendix B we give
auxiliary lemmas for calculations under a local coordinate system of Γ. We also
apply the Necˇas inequality on R2. Let H−1(R2) be the dual space of H1(R2) (via
the L2(R2)-inner product) and 〈·, ·〉R2 the duality product between H−1(R2) and
H1(R2). We consider q♭ ∈ L2(R2) in H−1(R2) by
〈q♭, ξ〉R2 := (q♭, ξ)L2(R2), ξ ∈ H1(R2)
and define ∇sq♭ ∈ H−1(R2)2 by
〈∇sq♭, ϕ〉R2 := −(q♭, divsϕ)L2(R2), ϕ ∈ H1(R2)2.
Here divs is the divergence operator with respect to s ∈ R2, i.e.
divsϕ := ∂s1ϕ1 + ∂s2ϕ2 on R
2, ϕ =
(
ϕ1
ϕ2
)
.
Then we have the following Necˇas inequality on R2 as an easy consequence of the
characterization of H−1(R2) by the Fourier transform.
Lemma 6.2. There exists a constant c > 0 such that
‖q♭‖L2(R2) ≤ c
(
‖q♭‖H−1(R2) + ‖∇sq♭‖H−1(R2)
)
(6.3)
for all q♭ ∈ L2(R2).
For the proof of Lemma 6.2 we refer to [8, Proposition IV.1.2] (see also the proof
of [63, Chapter 3, Lemma 7.1]). Now we are ready to prove Lemma 6.1.
Proof of Lemma 6.1. First we note that it suffices to show (6.2) when q is compactly
supported in a relatively open subset of Γ on which we can take a local coordinate
system. To see this, let q ∈ L2(Γ) and η ∈ C2(Γ). For ξ ∈ H1(Γ) we have
|〈ηq, ξ〉Γ| = |〈q, ηξ〉Γ| ≤ ‖q‖H−1(Γ)‖ηξ‖H1(Γ) ≤ c‖η‖W 1,∞(Γ)‖q‖H−1(Γ)‖ξ‖H1(Γ),
where c > 0 is a constant independent of q, η, and ξ. Also,
[∇Γ(ηq), v]TΓ = −(ηq, divΓv)L2(Γ) = −
(
q, divΓ(ηv)
)
L2(Γ)
+ (q,∇Γη · v)L2(Γ)
= [∇Γq, ηv]TΓ + 〈q,∇Γη · v〉Γ
for all v ∈ H1(Γ, TΓ) by (3.33) (note that ηv ∈ H1(Γ, TΓ)) and thus
|[∇Γ(ηq), v]TΓ| ≤ ‖∇Γq‖H−1(Γ,TΓ)‖ηv‖H1(Γ) + ‖q‖H−1(Γ)‖∇Γη · v‖H1(Γ)
≤ c‖η‖W 2,∞(Γ)
(‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ)) ‖v‖H1(Γ).
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From the above inequalities it follows that
‖ηq‖H−1(Γ) ≤ c‖η‖W 1,∞(Γ)‖q‖H−1(Γ),
‖∇Γ(ηq)‖H−1(Γ,TΓ) ≤ c‖η‖W 2,∞(Γ)
(‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ)) .
Hence if we localize q by a partition of unity on Γ consisting of functions in C2(Γ)
(such functions exist by the C2-regularity of Γ) and prove (6.2) for each localized
function, then we can get (6.2) for q by the above inequalities.
Now we assume that q ∈ L2(Γ) is supported in µ(K), where µ : U → R2 is a C2
local parametrization of Γ with an open set U in R2 and K is a compact subset of
U . Let θ = (θij)i,j be the Riemannian metric of Γ given by (B.2) and θ
−1 = (θij)i,j
its inverse. We define q♭ := q ◦ µ on U . Then q♭ ∈ L2(U) by Lemma B.4 and thus
we extend q♭ to R2 by setting zero outside U to get q♭ ∈ L2(R2). Hence it follows
from (6.3) and (B.6) that
‖q‖L2(Γ) ≤ c‖q♭‖L2(U) = c‖q♭‖L2(R2) ≤ c
(
‖q♭‖H−1(R2) + ‖∇sq♭‖H−1(R2)
)
.(6.4)
Let us estimate the right-hand side of (6.4) by that of (6.2). We first prove
‖q♭‖H−1(R2) ≤ c‖q‖H−1(Γ).(6.5)
To this end, for all ξ ∈ H1(R2) we show that
|〈q♭, ξ〉R2 | = |(q♭, ξ)L2(R2)| ≤ c‖q‖H−1(Γ)‖ξ‖H1(R2).(6.6)
Since C1c (R
2) is dense in H1(R2), it is sufficient to show (6.6) for all ξ ∈ C1c (R2).
Moreover, we may assume that ξ is supported in K since q♭ is so. Let η be a function
on µ(K) ⊂ Γ defined by
η(µ(s)) :=
ξ(s)√
det θ(s)
, s ∈ K.(6.7)
We extend η to Γ by setting zero outside µ(K). Then η ∈ C1(Γ) ⊂ H1(Γ) by (B.3)
and the fact that ξ ∈ C1c (R2) is supported in K. Moreover,
〈q♭, ξ〉R2 = (q♭, ξ)L2(R2) =
∫
K
q♭
(
ξ√
det θ
)√
det θ ds
=
∫
µ(K)
qη dH2 = (q, η)L2(Γ) = 〈q, η〉Γ
and thus
|〈q♭, ξ〉R2 | = |〈q, η〉Γ| ≤ ‖q‖H−1(Γ)‖η‖H1(Γ).(6.8)
Let us estimate the H1(Γ)-norm of η. Since η is supported in µ(K),
‖η‖2L2(Γ) =
∫
K
|η ◦ µ|2
√
det θ ds =
∫
K
|ξ|2√
det θ
ds
≤ c‖ξ‖2L2(K) = c‖ξ‖2L2(R2)
(6.9)
by (B.3). Also, differentiating (6.7) with respect to si and using (B.3) we get
|∂si(η ◦ µ)(s)| ≤ c(|ξ(s)| + |∂siξ(s)|), s ∈ K, i = 1, 2.
We apply this inequality, (B.1), and (B.3) to (B.4). Then we have
|∇Γη(µ(s))| ≤ c(|ξ(s)|+ |∇sξ(s)|), s ∈ K,
where∇sξ := (∂s1ξ, ∂s2ξ)T is the gradient of ξ in s ∈ R2. Noting that η is supported
in µ(K), we deduce from this inequality and (B.3) that
‖∇Γη‖2L2(Γ) =
∫
K
|(∇Γη) ◦ µ|2
√
det θ ds ≤ c‖ξ‖2H1(K) = c‖ξ‖2H1(R2).
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Applying this inequality and (6.9) to (6.8) we get (6.6). Hence (6.5) is valid.
Next we derive the estimate
‖∇sq♭‖H−1(R2) ≤ c
(‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ)) .(6.10)
For this purpose, we show that, for all ϕ = (ϕ1, ϕ2)
T ∈ H1(R2)2,
|〈∇sq♭, ϕ〉R2 | ≤ c
(‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ)) ‖ϕ‖H1(R2).(6.11)
By a density argument we may assume ϕ ∈ C1c (R2)2. Let ξ ∈ C2c (R2) satisfy
K ⊂ C := supp ξ ⊂ U, ξ = 1 on K.
Then since q♭ is supported in K,
〈∇sq♭, ϕ〉R2 = −(q♭, divsϕ)L2(R2) = −(q♭, divsϕ)L2(K) = −(q♭, ξ divsϕ)L2(K)
= −(q♭, divs(ξϕ))L2(K) + (q♭,∇sξ · ϕ)L2(K).
Moreover, since ξ ∈ C2c (R2), we have ∇sξ · ϕ ∈ H1(R2) and
|(q♭,∇sξ · ϕ)L2(K)| = |〈q♭,∇sξ · ϕ〉R2 | ≤ ‖q♭‖H−1(R2)‖∇sξ · ϕ‖H1(R2)
≤ c‖q‖H−1(Γ)‖ϕ‖H1(R2)
by (6.5). Hence it follows that
|〈∇sq♭, ϕ〉R2 | ≤
∣∣∣(q♭, divs(ξϕ))L2(K)∣∣∣+ c‖q‖H−1(Γ)‖ϕ‖H1(R2).(6.12)
Let us estimate the first term on the right-hand side. Since C = supp ξ is a compact
subset of U , the inequalities (B.1) and (B.3) are also valid on C with a different
constant c > 0. Hereafter we use this fact without mention. We define a tangential
vector field X on µ(C) ⊂ Γ by
X(µ(s)) :=
ξ(s)√
det θ(s)
2∑
i=1
ϕi(s)∂siµ(s), s ∈ C
and extend it to Γ by setting outside of µ(C). Then
X ∈ C1(Γ, TΓ) ⊂ H1(Γ, TΓ)
by (B.3), ϕ ∈ C1c (R2)2, and the fact that ξ ∈ C2c (R2) is supported in C. Moreover,
2∑
j=1
θij(s)∂sjµ(s) ·X(µ(s)) =
ξ(s)√
det θ(s)
2∑
j,k=1
θij(s)θjk(s)ϕk(s) =
ξ(s)ϕi(s)√
det θ(s)
for s ∈ C and i = 1, 2 and thus
divΓX(µ(s)) =
1√
det θ(s)
2∑
i=1
∂si
(
ξ(s)ϕi(s)
)
=
divs(ξϕ)(s)√
det θ(s)
, s ∈ C
by (B.5). Noting that K ⊂ C, we see by this equality and (3.33) that(
q♭, divs(ξϕ)
)
L2(K)
=
∫
K
q♭{(divΓX) ◦ µ}
√
det θ ds =
∫
µ(K)
q divΓX dH2
= (q, divΓX)L2(Γ) = −[∇Γq,X ]TΓ.
Therefore, ∣∣∣(q♭, divs(ξϕ))L2(K)∣∣∣ = |[∇Γq,X ]TΓ| ≤ ‖∇Γq‖H−1(Γ,TΓ)‖X‖H1(Γ).(6.13)
Let us estimate the H1(Γ)-norm of X . By (B.1), (B.3), and ξ ∈ C2c (R2) we have
|X(µ(s))| ≤ c|ϕ(s)|, s ∈ C.
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Since X is supported in µ(C), the above inequality and (B.3) show that
‖X‖2L2(Γ) =
∫
C
|X ◦ µ|2
√
det θ ds ≤ c‖ϕ‖2L2(C) ≤ c‖ϕ‖2L2(R2).(6.14)
For m = 1, 2, 3 the m-th component of X in R3 is of the form
Xm(µ(s)) =
ξ(s)√
det θ(s)
2∑
i=1
ϕi(s)∂siµm(s), s ∈ C.
Differentiating both sides in sk and using (B.1), (B.3), and ξ ∈ C2c (R2) we have
|∂sk(Xm ◦ µ)(s)| ≤ c(|ϕ(s)| + |∇sϕ(s)|), s ∈ C, k = 1, 2,
where ∇sϕ := (∂siϕj)i,j is the gradient matrix of ϕ. We apply this inequality,
(B.1), and (B.3) to (B.4) with η = Xm to get
|∇ΓXm(µ(s))| ≤ c(|ϕ(s)|+ |∇sϕ(s)|), s ∈ C, m = 1, 2, 3
and thus, by (B.3) and the fact that X is supported in µ(C),
‖∇ΓX‖2L2(Γ) =
3∑
m=1
‖∇ΓXm‖2L2(Γ) =
3∑
m=1
∫
C
|(∇ΓXm) ◦ µ|2
√
det θ ds
≤ c‖ϕ‖2H1(C) ≤ c‖ϕ‖2H1(R2).
From this inequality, (6.13), and (6.14) we deduce that∣∣∣(q♭, divs(ξϕ))L2(K)∣∣∣ ≤ c‖∇Γq‖H−1(Γ,TΓ)‖ϕ‖H1(R2)
and combining this inequality and (6.12) we obtain (6.11). Hence (6.10) holds and
the inequality (6.2) follows from (6.4), (6.5), and (6.10). 
Based on (6.2) we prove Poincare´’s inequality for q ∈ L2(Γ). First we show that
∇Γq vanishes in H−1(Γ, TΓ) if and only if q is constant on Γ.
Lemma 6.3. Let q ∈ L2(Γ). Then
∇Γq = 0 in H−1(Γ, TΓ)
if and only if q is constant on Γ.
Proof. Suppose first that q is constant on Γ. Then by (3.26) and (3.33) we have
[∇Γq, v]TΓ = −q
∫
Γ
divΓv dH2 = 0
for all v ∈ H1(Γ, TΓ). Hence ∇Γq = 0 in H−1(Γ, TΓ).
Conversely, suppose that ∇Γq = 0 in H−1(Γ, TΓ). We show that q ∈ H1(Γ) and
Diη = 0 in L
2(Γ), i = 1, 2, 3.(6.15)
For η ∈ C1(Γ) and i = 1, 2, 3 we define v := ηPei on Γ, where {e1, e2, e3} is the
standard basis of R3. Then v ∈ H1(Γ, TΓ) since P is of class C1 on Γ. Moreover,
divΓv = ∇Γη · Pei + η(divΓP · ei) = Diη + ηHni on Γ
by PT = P on Γ, (3.4), and (3.13). From this equality we deduce that
0 = [∇Γq, v]TΓ = −(q, divΓv)L2(Γ) = −(q,Diη + ηHni)L2(Γ)
for all η ∈ C1(Γ) and i = 1, 2, 3. Hence q ∈ H1(Γ) and the equality (6.15) holds
by the definition of the weak tangential derivative in L2(Γ) (see (3.24)). From this
fact and Lemma 3.6 it follows that q is constant on Γ. 
Next we estimate q ∈ L2(Γ) in H−1(Γ) by its weak tangential gradient.
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Lemma 6.4. There exists a constant c > 0 such that
‖q‖H−1(Γ) ≤ c
(∣∣∣∣∫
Γ
q dH2
∣∣∣∣+ ‖∇Γq‖H−1(Γ,TΓ))(6.16)
for all q ∈ L2(Γ).
Proof. Assume to the contrary that there exists qk ∈ L2(Γ) such that
‖qk‖H−1(Γ) > k
(∣∣∣∣∫
Γ
qk dH2
∣∣∣∣+ ‖∇Γqk‖H−1(Γ,TΓ))
for each k ∈ N. Replacing qk with qk/‖qk‖H−1(Γ) we may assume that
‖qk‖H−1(Γ) = 1,
∣∣∣∣∫
Γ
qk dH2
∣∣∣∣+ ‖∇Γqk‖H−1(Γ,TΓ) < k−1.(6.17)
From the second inequality it follows that
lim
k→∞
∫
Γ
qk dH2 = lim
k→∞
(qk, 1)L2(Γ) = 0, lim
k→∞
‖∇Γqk‖H−1(Γ,TΓ) = 0.(6.18)
Also, {qk}∞k=1 is bounded in L2(Γ) by (6.2) and (6.17). By this fact and the compact
embedding L2(Γ) →֒ H−1(Γ) we see that {qk}∞k=1 converges (up to a subsequence)
to some q ∈ L2(Γ) weakly in L2(Γ) and strongly in H−1(Γ). Then
‖q‖H−1(Γ) = lim
k→∞
‖qk‖H−1(Γ) = 1(6.19)
by (6.17). Moreover, {∇Γqk}∞k=1 converges to ∇Γq weakly in H−1(Γ, TΓ) by (3.33)
and the weak convergence of {qk}∞k=1 to q in L2(Γ). Hence by (6.18) we get∫
Γ
q dH2 = (q, 1)L2(Γ) = 0, ‖∇Γq‖H−1(Γ,TΓ) = 0.
These equalities and Lemma 6.3 imply that q = 0 on Γ. Thus ‖q‖H−1(Γ) = 0, which
contradicts with (6.19). Therefore, (6.16) is valid. 
Combining (6.2) and (6.16) we obtain Poincare´’s inequality for q ∈ L2(Γ).
Lemma 6.5. There exists a constant c > 0 such that
‖q‖L2(Γ) ≤ c
(∣∣∣∣∫
Γ
q dH2
∣∣∣∣+ ‖∇Γq‖H−1(Γ,TΓ))(6.20)
for all q ∈ L2(Γ).
6.2. Annihilator of a weighted solenoidal space. Let g ∈ C1(Γ) satisfy
g ≥ c on Γ(6.21)
with some constant c > 0. We define a weighted solenoidal space on Γ by
H1gσ(Γ, TΓ) := {v ∈ H1(Γ, TΓ) | divΓ(gv) = 0 on Γ}.
Clearly, H1gσ(Γ, TΓ) is closed in H
1(Γ, TΓ). If q ∈ L2(Γ), then
[g∇Γq, v]TΓ = −
(
q, divΓ(gv)
)
L2(Γ)
= 0 for all v ∈ H1gσ(Γ, TΓ)
by (3.33) and (3.34). Let us prove the converse of this statement for an element of
H−1(Γ, TΓ), which is a weighted version of de Rham’s theorem.
Theorem 6.6. Suppose that f ∈ H−1(Γ, TΓ) satisfies
[f, v]TΓ = 0 for all v ∈ H1gσ(Γ, TΓ).
Then there exists a unique q ∈ L2(Γ) such that
f = g∇Γq in H−1(Γ, TΓ),
∫
Γ
q dH2 = 0.
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Moreover, there exists a constant c > 0 independent of f such that
‖q‖L2(Γ) ≤ c‖f‖H−1(Γ,TΓ).(6.22)
We give auxiliary lemmas for Theorem 6.6.
Lemma 6.7. There exists a constant c > 0 such that
c−1‖∇Γq‖H−1(Γ,TΓ) ≤ ‖g∇Γq‖H−1(Γ,TΓ) ≤ c‖∇Γq‖H−1(Γ,TΓ)(6.23)
for all q ∈ L2(Γ).
Proof. Since g ∈ C1(Γ) satisfies (6.21), we have g−1 ∈ C1(Γ) and thus
|[∇Γq, v]TΓ| =
∣∣[g∇Γq, g−1v]TΓ∣∣ ≤ ‖g∇Γq‖H−1(Γ,TΓ)‖g−1v‖H1(Γ)
≤ c‖g∇Γq‖H−1(Γ,TΓ)‖v‖H1(Γ)
for all v ∈ H1(Γ, TΓ). Hence the left-hand inequality of (6.23) holds. Similarly, we
can show the right-hand inequality of (6.23). 
Lemma 6.8. The subspace
X := {g∇Γq ∈ H−1(Γ, TΓ) | q ∈ L2(Γ)}(6.24)
is closed in H−1(Γ, TΓ).
Proof. Let {qk}∞k=1 be a sequence in L2(Γ) such that
lim
k→∞
g∇Γqk = f strongly in H−1(Γ, TΓ)(6.25)
with some f ∈ H−1(Γ, TΓ). Replacing qk with
qk(y)− 1|Γ|
∫
Γ
qk(z) dH2(z), y ∈ Γ,
where |Γ| is the area of Γ, we may assume that∫
Γ
qk dH2 = 0
without changing g∇Γqk in H−1(Γ, TΓ) for each k ∈ N (see Lemma 6.3). Then
‖qk − ql‖L2(Γ) ≤ c‖g∇Γqk − g∇Γql‖H−1(Γ,TΓ) → 0 as k, l→∞
by (6.20) and (6.23). Hence {qk}∞k=1 is a Cauchy sequence in L2(Γ) and converges
to some q strongly in L2(Γ). From this fact, (6.1), and (6.23) we deduce that
‖g∇Γq − g∇Γqk‖H−1(Γ,TΓ) ≤ c‖q − qk‖L2(Γ) → 0 as k →∞.(6.26)
By (6.25) and (6.26) we get f = g∇Γq ∈ X . Thus X is closed in H−1(Γ, TΓ). 
To prove Theorem 6.6 we use basic results of functional analysis. Let B and B′
be a Banach space and its dual space. We denote by B′〈·, ·〉B the duality product
between B′ and B. For a subset X of B we define the annihilator of X by
X⊥ := {f ∈ B′ | B′〈f, v〉B = 0 for all v ∈ X}.
Lemma 6.9. For subsets X and Y of B, if X ⊂ Y in B then Y⊥ ⊂ X⊥ in B′.
Lemma 6.10. If B is reflexive and X is a closed subspace of B, then (X⊥)⊥ = X .
Lemma 6.9 is an immediate consequence of the definition of the annihilator and
Lemma 6.10 follows from the Hahn–Banach theorem (see e.g. [76, Theorem 4.7]).
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Proof of Theorem 6.6. First note that H−1(Γ, TΓ) is reflexive, since it is the dual
space of the Hilbert space H1(Γ, TΓ). Let X be the subspace of H−1(Γ, TΓ) given
by (6.24) and v ∈ X⊥ ⊂ H1(Γ, TΓ). Then
0 = [g∇Γq, v]TΓ = −
(
q, divΓ(gv)
)
L2(Γ)
for all q ∈ L2(Γ) by g∇Γq ∈ X , (3.33), and (3.34), and thus
divΓ(gv) = 0 on Γ, i.e. v ∈ H1gσ(Γ, TΓ).
Hence X⊥ ⊂ H1gσ(Γ, TΓ) in H1(Γ, TΓ) and it follows from Lemma 6.9 that
H1gσ(Γ, TΓ)
⊥ ⊂ (X⊥)⊥ in H−1(Γ, TΓ).
Moreover, since X is closed in H−1(Γ, TΓ) by Lemma 6.8, we have
(X⊥)⊥ = X in H1(Γ, TΓ)
by Lemma 6.10. Thus
H1gσ(Γ, TΓ)
⊥ = {f ∈ H−1(Γ, TΓ) | [f, v]TΓ = 0 for all v ∈ H1gσ(Γ, TΓ)} ⊂ X
in H−1(Γ, TΓ), i.e. for each f ∈ H1gσ(Γ, TΓ)⊥ there exists q ∈ L2(Γ) such that
f = g∇Γq in H−1(Γ, TΓ).
Moreover, replacing q with
q(y)− 1|Γ|
∫
Γ
q(z) dH2(z), y ∈ Γ
we may assume that ∫
Γ
q dH2 = 0
without changing g∇Γq in H−1(Γ, TΓ) (see Lemma 6.3). Hence the existence part
of the theorem is valid. To prove the uniqueness, suppose that q ∈ L2(Γ) satisfy
g∇Γq = 0 in H−1(Γ, TΓ),
∫
Γ
q dH2 = 0.
Then it follows from (6.20) and (6.23) that
‖q‖L2(Γ) ≤ c
(∣∣∣∣∫
Γ
q dH2
∣∣∣∣+ ‖g∇Γq‖H−1(Γ,TΓ)) = 0.
Thus q = 0 on Γ and the uniqueness follows. We also have the estimate (6.22) by
(6.20) with
∫
Γ
q dH2 = 0 and (6.23). 
6.3. Weighted Helmholtz–Leray decomposition on a closed surface. The
purpose of this subsection is to prove the weighted Helmholtz–Leray decomposition
for a tangential vector field on Γ. We also derive several estimates for the difference
between a tangential vector field on Γ and its weighted solenoidal part.
As in Section 6.2, let g ∈ C1(Γ) satisfy (6.21). For v ∈ L2(Γ)3 we consider the
surface divergence of gv in H−1(Γ) by (3.32). Then
|〈divΓ(gv), η〉Γ| = |(gv,∇Γη + ηHn)L2(Γ)| ≤ c‖v‖L2(Γ)‖η‖H1(Γ)
for all η ∈ H1(Γ) since n, H , and g are bounded on Γ. Hence
‖divΓ(gv)‖H−1(Γ) ≤ c‖v‖L2(Γ)(6.27)
for all v ∈ L2(Γ)3. We define a subspace of L2(Γ, TΓ) by
L2gσ(Γ, TΓ) := {v ∈ L2(Γ, TΓ) | divΓ(gv) = 0 in H−1(Γ)}.
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Then L2gσ(Γ, TΓ) is closed in L
2(Γ, TΓ) by (6.27) and the orthogonal decomposition
L2(Γ, TΓ) = L2gσ(Γ, TΓ)⊕ L2gσ(Γ, TΓ)⊥(6.28)
holds. Let us give the characterization of the orthogonal complement L2gσ(Γ, TΓ)
⊥.
Lemma 6.11. The orthogonal complement of L2gσ(Γ, TΓ) is of the form
L2gσ(Γ, TΓ)
⊥ = {g∇Γq ∈ L2(Γ, TΓ) | q ∈ H1(Γ)}.(6.29)
Proof. We denote by X the right-hand side of (6.29). By (3.32) we have
(v, g∇Γq)L2(Γ) = −〈divΓ(gv), q〉Γ = 0 for all v ∈ L2gσ(Γ, TΓ), q ∈ H1(Γ).
Thus X ⊂ L2gσ(Γ, TΓ)⊥. Conversely, let f ∈ L2gσ(Γ, TΓ)⊥. Since f = Pf on Γ,
〈f, v〉Γ = (f, v)L2(Γ) = (Pf, v)L2(Γ) = 〈Pf, v〉Γ for all v ∈ H1(Γ)3.
Hence f = Pf in H−1(Γ)3 and we can consider f in H−1(Γ, TΓ) (see Section 3.1).
Moreover, since
f ∈ L2gσ(Γ, TΓ)⊥, H1gσ(Γ, TΓ) ⊂ L2gσ(Γ, TΓ),
as an element of H−1(Γ, TΓ) the vector field f satisfies
[f, v]TΓ = (f, v)L2(Γ) = 0 for all v ∈ H1gσ(Γ, TΓ).
Hence by Theorem 6.6 there exists a unique q ∈ L2(Γ) such that
f = g∇Γq in H−1(Γ, TΓ),
∫
Γ
q dH2 = 0.(6.30)
Let us show q ∈ H1(Γ). For η ∈ C1(Γ) and i = 1, 2, 3 let v := g−1ηPei on Γ, where
{e1, e2, e3} is the standard basis of R3. Then v ∈ H1(Γ, TΓ) by the C1-regularity
of P and g on Γ and (6.21). Moreover, by PT = P on Γ, (3.4), and (3.13),
divΓ(gv) = ∇Γη · Pei + η(divΓP · ei) = Diη + ηHni on Γ.
By this equality, (3.33), (3.34), (6.30), and PT f = Pf = f on Γ we obtain
−(q,Diη + ηHni)L2(Γ) = −
(
q, divΓ(gv)
)
L2(Γ)
= [g∇Γq, v]TΓ
= [f, v]TΓ = (f, v)L2(Γ) = (g
−1fi, η)L2(Γ)
for all η ∈ C1(Γ) and i = 1, 2, 3, where fi is the i-th component of f . Thus
Diq = g
−1fi ∈ L2(Γ), i = 1, 2, 3
by the definition of the weak tangential derivative in L2(Γ) (see (3.24)) and
q ∈ H1(Γ), f = g∇Γq ∈ X .
Hence H1gσ(Γ, TΓ)
⊥ ⊂ X and the relation (6.29) holds. 
Now we obtain the weighted Helmholtz–Leray decomposition in L2(Γ, TΓ).
Theorem 6.12. For each v ∈ L2(Γ, TΓ) we have the orthogonal decomposition
v = vg + g∇Γq in L2(Γ, TΓ), vg ∈ L2gσ(Γ, TΓ), g∇Γq ∈ L2gσ(Γ, TΓ)⊥.(6.31)
Here q ∈ H1(Γ) is determined uniquely up to a constant.
Proof. The decomposition (6.31) is an immediate consequence of (6.28) and (6.29).
If q1, q2 ∈ H1(Γ) satisfy g∇Γq1 = g∇Γq2 in L2(Γ, TΓ), then
∇Γ(q1 − q2) = 0 in L2(Γ)3
by (6.21) and thus q1 − q2 is constant on Γ by Lemma 3.6. Hence q ∈ H1(Γ) in
(6.31) is determined uniquely up to a constant. 
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Note that here we proved the weighted Helmholtz–Leray decomposition without
introducing the notion of differential forms. The decomposition (6.31) with g ≡ 1
was also shown in the recent work [73] without calculus of differential forms, where
the solenoidal part is further decomposed into the curl of some function and a
harmonic field whose surface divergence and curl vanish.
Next we consider approximation of vector fields in L2gσ(Γ, TΓ). In general,
divΓ
(
g(ηv)
)
= η divΓ(gv) + g∇Γη · v = g∇Γη · v
does not vanish in H−1(Γ) for v ∈ L2gσ(Γ, TΓ) and η ∈ C1(Γ). Hence we cannot
apply standard localization and mollification argument with a partition of unity on
Γ to approximate a vector field in L2gσ(Γ, TΓ) by smooth weighted solenoidal vector
fields on Γ. Instead, we use a solution to Poisson’s equation on Γ.
Lemma 6.13. For each η ∈ H−1(Γ) satisfying 〈η, 1〉Γ = 0 there exists a unique
weak solution q ∈ H1(Γ) to Poisson’s equation
−∆Γq = η on Γ,
∫
Γ
q dH2 = 0(6.32)
in the sense that
(∇Γq,∇Γξ)L2(Γ) = 〈η, ξ〉Γ for all ξ ∈ H1(Γ).(6.33)
Moreover, there exists a constant c > 0 such that
‖q‖H1(Γ) ≤ c‖η‖H−1(Γ).(6.34)
If in addition η ∈ L2(Γ), then q ∈ H2(Γ) and
‖q‖H2(Γ) ≤ c‖η‖L2(Γ).(6.35)
The existence and uniqueness of a weak solution to (6.32) and the estimate (6.34)
follow from Poincare´’s inequality (3.25) and the Lax–Milgram theorem. Also, the
H2-regularity of a weak solution and (6.35) are proved by a localization argument
and the elliptic regularity theorem. For details, see [17, Theorems 3.1 and 3.3].
Lemma 6.14. The space H1gσ(Γ, TΓ) is dense in L
2
gσ(Γ, TΓ).
Proof. Let v ∈ L2gσ(Γ, TΓ). Since Γ is of class C2, we can take a sequence {v˜k}∞k=1
in C1(Γ, TΓ) that converges to v strongly in L2(Γ, TΓ) by Lemma 3.10. Then
‖divΓ(gv˜k)‖H−1(Γ) = ‖divΓ[g(v˜k − v)]‖H−1(Γ) ≤ c‖v˜k − v‖L2(Γ)(6.36)
for each k ∈ N by divΓ(gv) = 0 in H−1(Γ) and (6.27). Let
ηk := −divΓ(gv˜k) ∈ C(Γ) ⊂ L2(Γ).
Then by gv˜k ∈ C1(Γ, TΓ) and (3.21) we have
〈ηk, 1〉Γ = −
∫
Γ
divΓ(gv˜k) dH2 = 0
and thus there exists a unique solution qk ∈ H2(Γ) to (6.32) with source term ηk
by Lemma 6.13. Moreover, by (6.34) and (6.36),
‖qk‖H1(Γ) ≤ c‖ηk‖H−1(Γ) = c‖divΓ(gv˜k)‖H−1(Γ) ≤ c‖v − v˜k‖L2(Γ).
Hence vk := v˜k − g−1∇Γqk ∈ H1gσ(Γ, TΓ) for each k ∈ N and
‖v − vk‖L2(Γ) ≤ ‖v − v˜k‖L2(Γ) + c‖qk‖H1(Γ) ≤ c‖v − v˜k‖L2(Γ) → 0 as k→∞
by (6.21) and the strong convergence of {v˜k}∞k=1 to v in L2(Γ, TΓ). 
Let Pg be the orthogonal projection from L
2(Γ, TΓ) onto L2gσ(Γ, TΓ). We call it
the weighted Helmholtz–Leray projection. Let us estimate the difference v − Pgv.
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Lemma 6.15. There exists a constant c > 0 such that
‖v − Pgv‖L2(Γ) ≤ c‖divΓ(gv)‖H−1(Γ)(6.37)
for all v ∈ L2(Γ, TΓ). If in addition v ∈ H1(Γ, TΓ), then Pgv ∈ H1gσ(Γ, TΓ) and
‖v − Pgv‖H1(Γ) ≤ c‖divΓ(gv)‖L2(Γ).(6.38)
Proof. Let v ∈ L2(Γ, TΓ) and η := −divΓ(gv) ∈ H−1(Γ). Since
〈η, 1〉Γ = (gv,Hn)L2(Γ) =
∫
Γ
g(v · n)H dH2 = 0
by (3.32) and v · n = 0 on Γ, we observe by Lemma 6.13 that there exists a unique
weak solution q ∈ H1(Γ) to (6.32) with source term η. Then
Pgv = v − 1
g
∇Γq ∈ L2gσ(Γ, TΓ)
by the uniqueness of the weighted Helmholtz–Leray decomposition (6.31) and
‖v − Pgv‖L2(Γ) ≤ c‖q‖H1(Γ) ≤ c‖η‖H−1(Γ) = c‖divΓ(gv)‖H−1(Γ)
by (6.21) and (6.34). Thus (6.37) holds.
If v ∈ H1(Γ, TΓ), then η = −divΓ(gv) ∈ L2(Γ) and Lemma 6.13 implies that
q ∈ H2(Γ), Pgv = v − 1
g
∇Γq ∈ H1gσ(Γ, TΓ).
Moreover, by g ∈ C1(Γ), (6.21), and (6.35) we have
‖v − Pgv‖H1(Γ) ≤ c‖q‖H2(Γ) ≤ c‖η‖L2(Γ) = c‖divΓ(gv)‖L2(Γ).
Hence (6.38) is valid. 
Lemma 6.16. There exists a constant c > 0 such that
‖Pgv‖Hk(Γ) ≤ c‖v‖Hk(Γ)(6.39)
for all v ∈ Hk(Γ, TΓ), k = 0, 1 (note that H0 = L2).
Proof. If k = 0, then (6.39) holds with c = 1 since Pg is the orthogonal projection
from L2(Γ, TΓ) onto L2gσ(Γ, TΓ). Also, since
‖divΓ(gv)‖L2(Γ) ≤ c‖v‖H1(Γ)
for v ∈ H1(Γ)3, the inequality (6.39) for k = 1 follows from (6.38). 
Next we derive an estimate for the time derivative of v − Pgv. To this end, we
consider the time derivative of a weak solution to Poisson’s equation (6.32).
Lemma 6.17. Let T > 0. Suppose that η ∈ H1(0, T ;H−1(Γ)) satisfies
〈η(t), 1〉Γ = 0 for all t ∈ [0, T ].
For each t ∈ [0, T ] let q(t) ∈ H1(Γ) be a unique weak solution to (6.32) with source
term η(t). Then q ∈ H1(0, T ;H1(Γ)) and there exists a constant c > 0 such that
‖∂tq‖L2(0,T ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ)).(6.40)
Moreover, for a.a. t ∈ (0, T ) the time derivative ∂tq(t) ∈ H1(Γ) is a unique weak
solution to (6.32) with source term ∂tη(t).
Note that, since the inclusion
H1(0, T ;H−1(Γ)) ⊂ C([0, T ];H−1(Γ))
holds, η(t) ∈ H1(Γ) is well-defined for all t ∈ [0, T ] if η ∈ H1(0, T ;H−1(Γ)).
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Proof. First note that q ∈ L2(0, T ;H1(Γ)) by η ∈ L2(0, T ;H−1(Γ)) and (6.34). Let
us show ∂tq ∈ L2(0, T ;H1(Γ)) by means of the difference quotient. Fix δ ∈ (0, T/2)
and h ∈ R \ {0} with |h| < δ/2. For t ∈ (δ, T − δ) we define
Dhq(t) :=
q(t+ h)− q(t)
h
∈ H1(Γ), Dhη(t) := η(t+ h)− η(t)
h
∈ H−1(Γ).
Note that these definitions make sense since t+ h ∈ (δ/2, T − δ/2). Moreover,∫
Γ
Dhq(t) dH2 = 0, 〈Dhη(t), 1〉Γ = 0, t ∈ (δ, T − δ)
since q(t) and η(t) satisfy the same equalities for all t ∈ [0, T ]. For each ξ ∈ H1(Γ)
we subtract (6.33) for q(t) from that for q(t+ h) and divide both sides by h to get
(∇ΓDhq(t),∇Γξ)L2(Γ) = 〈Dhη(t), ξ〉Γ.(6.41)
Hence Dhq(t) is a unique weak solution to (6.32) with source term Dhη(t) and
‖Dhq(t)‖H1(Γ) ≤ c‖Dhη(t)‖H−1(Γ), t ∈ (δ, T − δ)
by (6.34), where c > 0 is a constant independent of t, δ, and h. Thus
‖Dhq‖L2(δ,T−δ;H1(Γ)) ≤ c‖Dhη‖L2(δ,T−δ;H−1(Γ)).
Moreover, since η ∈ H1(0, T ;H−1(Γ)),
‖Dhη‖L2(δ,T−δ;H−1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ))
with a constant c > 0 independent of h and δ (see [20, Section 5.8, Theorem 3 (i)]).
Combining the above two estimates we obtain
‖Dhq‖L2(δ,T−δ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ))
for all h ∈ R \ {0} with |h| < δ/2. Since the right-hand side of this inequality is
independent of h, it follows that ∂tq ∈ L2(δ, T − δ;H1(Γ)) and
‖∂tq‖L2(δ,T−δ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ))
for all δ ∈ (0, T/2) (see [20, Section 5.8, Theorem 3 (ii)]). Thus ∂tq(t) ∈ H1(Γ) for
a.a. t ∈ (0, T ) and, since the right-hand side of the above inequality is independent
of δ, the monotone convergence theorem yields
‖∂tq‖L2(0,T ;H1(Γ)) = lim
δ→0
‖∂tq‖L2(δ,T−δ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ)).
Hence ∂tq ∈ L2(0, T ;H1(Γ)) and the inequality (6.40) is valid.
Next we show that ∂tq(t) is a unique weak solution to (6.32) with source term
∂tη(t) for a.a. t ∈ (0, T ). Let ξ ∈ H1(Γ) and ϕ ∈ C∞c (0, T ). We may assume that
ϕ is supposed in (δ, T − δ) with some δ ∈ (0, T/2). Moreover, we extend ϕ to R by
setting zero outside of (0, T ). For h ∈ R\{0} with |h| < δ/2 we multiply both sides
of (6.41) by ϕ(t), integrate them over (δ, T − δ), and make the change of a variable∫ T−δ
δ
ψ(t+ h)ϕ(t) dt =
∫ T−δ+h
δ+h
ψ(s)ϕ(s− h) ds
for ψ(t) = (∇Γq(t),∇Γξ)L2(Γ) and ψ(t) = 〈η(t), ξ〉Γ to get
−
∫ T
0
(∇Γq(t),∇Γξ)L2(Γ)D−hϕ(t) dt = −
∫ T
0
〈η(t), ξ〉ΓD−hϕ(t) dt,(6.42)
where (note that ϕ is supported in (δ, T − δ) and |h| < δ/2)
D−hϕ(t) :=
ϕ(t− h)− ϕ(t)
−h , t ∈ (0, T ).
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Let h→ 0 in (6.42). Then since D−hϕ converges to ∂tϕ uniformly on (0, T ),
−
∫ T
0
(∇Γq(t),∇Γξ)L2(Γ)∂tϕ(t) dt = −
∫ T
0
〈η(t), ξ〉Γ∂tϕ(t) dt
for all ϕ ∈ C∞c (0, T ). By this equality, η ∈ H1(0, T ;H−1(Γ)), and
q ∈ H1(0, T ;H1(Γ)), ∂t(∇Γq) = ∇Γ(∂tq) a.e. on Γ× (0, T )
we obtain
([∇Γ(∂tq)](t),∇Γξ)L2(Γ) = 〈∂tη(t), ξ〉Γ
for all ξ ∈ H1(Γ) and a.a. t ∈ (0, T ). In the same way we can show∫
Γ
∂tq(t) dH2 = 0 for a.a. t ∈ (0, T )
since q(t) satisfies the same equality for all t ∈ [0, T ]. Hence ∂tq(t) is a unique weak
solution to (6.32) with source term ∂tη(t) for a.a. t ∈ (0, T ). 
Lemma 6.18. For T > 0 let v ∈ H1(0, T ;L2(Γ, TΓ)). Then
Pgv ∈ H1(0, T ;L2gσ(Γ, TΓ))
and there exists a constant c > 0 such that
‖∂tv − ∂tPgv‖L2(0,T ;L2(Γ)) ≤ c‖divΓ(g∂tv)‖L2(0,T ;H−1(Γ)).(6.43)
Proof. Since v ∈ H1(0, T ;L2(Γ, TΓ)) and g and P are independent of time,
η := −divΓ(gv) ∈ H1(0, T ;H−1(Γ)), ∂tη = −divΓ(g∂tv) ∈ L2(0, T ;H−1(Γ)).
Note that P appears in the definition of the tangential derivatives. Also,
〈η(t), 1〉Γ = (gv(t), Hn)L2(Γ) =
∫
Γ
g{v(t) · n}H dH2 = 0
for all t ∈ [0, T ] by (3.32) and v(t) ·n = 0 on Γ. For each t ∈ [0, T ] let q(t) ∈ H1(Γ)
be a unique weak solution to (6.32) with source term η(t) = −divΓ[gv(t)]. Then
q ∈ H1(0, T ;H1(Γ)), ∂t(∇Γq) = ∇Γ(∂tq) a.e. on Γ× (0, T )
by Lemma 6.17 and thus
Pgv = v − 1
g
∇Γq ∈ L2(0, T ;L2gσ(Γ, TΓ)) ∩H1(0, T ;L2(Γ, TΓ)),
∂tPgv = ∂tv − 1
g
∇Γ(∂tq) a.e. on Γ× (0, T ).
(6.44)
Moreover, we observe by Lemma 6.17 that ∂tq(t) ∈ H1(Γ) is a unique weak solution
to (6.32) with source term ∂tη(t) = −divΓ[g∂tv(t)] for a.a. t ∈ (0, T ). Thus
Pg(∂tv) = ∂tv − 1
g
∇Γ(∂tq) a.e. on Γ× (0, T ).
By this equality and (6.44) we obtain
∂tPgv = Pg(∂tv) ∈ L2(0, T ;L2gσ(Γ, TΓ)), Pgv ∈ H1(0, T ;L2gσ(Γ, TΓ)).
To prove (6.43) we observe by (6.40) that
‖∂tq‖L2(0,T ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ)) = c‖divΓ(g∂tv)‖L2(0,T ;H−1(Γ)).
From this inequality, (6.21), and (6.44) we deduce that
‖∂tv − ∂tPgv‖L2(0,T ;L2(Γ)) ≤ c‖∂tq‖L2(0,T ;H1(Γ)) ≤ c‖divΓ(g∂tv)‖L2(0,T ;H−1(Γ)).
Hence (6.43) is valid. 
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6.4. Solenoidal spaces of general vector fields. In this subsection we briefly
study solenoidal spaces of general (not necessarily tangential) vector fields on Γ.
Although the results of this subsection are not used in the sequel, we expect them
to be useful for the future study of surface fluid equations including fluid equations
on an evolving surface (see [36,40,55]). For the sake of simplicity, we only consider
the case g ≡ 1 and give a remark on the case g 6≡ 1 at the end of this subsection.
Let q ∈ L2(Γ). By (3.27) and (3.31) we have
〈∇Γq + qHn, v〉Γ = −(q, divΓv)L2(Γ)(6.45)
for all v ∈ H1(Γ)3 and thus
‖∇Γq + qHn‖H−1(Γ) ≤ c‖q‖L2(Γ).(6.46)
Moreover, 〈∇Γq + qHn, v〉Γ = 0 for all v in the solenoidal space
H1σ(Γ) := {v ∈ H1(Γ)3 | divΓv = 0 on Γ}.
Let us show that each element of the annihilator of H1σ(Γ) is of the form
∇Γq + qHn, q ∈ L2(Γ).
To this end, we give a few properties of a functional of this form.
Lemma 6.19. For all q ∈ L2(Γ) we have
‖∇Γq‖H−1(Γ,TΓ) ≤ ‖∇Γq + qHn‖H−1(Γ).(6.47)
Proof. By (3.33) and (6.45) we see that
|[∇Γq, v]TΓ| = |〈∇Γq + qHn, v〉Γ| ≤ ‖∇Γq + qHn‖H−1(Γ)‖v‖H1(Γ)
for all v ∈ H1(Γ, TΓ). Thus (6.47) is valid. 
Lemma 6.20. Let q ∈ L2(Γ). Then
∇Γq + qHn = 0 in H−1(Γ)3
if and only if q = 0 on Γ.
Proof. Suppose that q ∈ L2(Γ) satisfies ∇Γq + qHn = 0 in H−1(Γ)3. Then
∇Γq = 0 in H−1(Γ, TΓ)
by (6.47) and thus q is constant on Γ by Lemma 6.3. Moreover, for each ξ ∈ H1(Γ)
we set v := ξn ∈ H1(Γ)3 in (6.45) (note that n ∈ C1(Γ)3) and use
divΓ(ξn) = ∇Γξ · n+ ξ divΓn = −ξH on Γ
by (3.4) and (3.10) to get
0 = 〈∇Γq + qHn, ξn〉Γ = −
(
q, divΓ(ξn)
)
L2(Γ)
= q
∫
Γ
ξH dH2.
Since H ∈ C(Γ) ⊂ L2(Γ) and H1(Γ) is dense in L2(Γ) by Lemma 3.9, we observe
by the above equality and a density argument that
q
∫
Γ
H2 dH2 = 0.
Moreover, since Γ is a closed surface in R3, we have (see (16.32) in [22])∫
Γ
(
H
2
)2
dH2 ≥ 4π, i.e.
∫
Γ
H2 dH2 ≥ 16π > 0
and thus q = 0 (note that the mean curvature of Γ is defined as H/2 in [22]).
Conversely, if q = 0 on Γ, then ∇Γq + qHn = 0 in H−1(Γ)3 by (6.45). 
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Lemma 6.21. There exists a constant c > 0 such that
‖q‖L2(Γ) ≤ c‖∇Γq + qHn‖H−1(Γ)(6.48)
for all q ∈ L2(Γ).
Proof. By the Necˇas inequality (6.2) and (6.47) we have
‖q‖L2(Γ) ≤ c
(‖q‖H−1(Γ) + ‖∇Γq + qHn‖H−1(Γ))(6.49)
for all q ∈ L2(Γ). Thus it is sufficient to show that
‖q‖H−1(Γ) ≤ c‖∇Γq + qHn‖H−1(Γ).(6.50)
Assume to the contrary that there exists a sequence {qk}∞k=1 in L2(Γ) such that
‖qk‖H−1(Γ) > k‖∇Γqk + qkHn‖H−1(Γ)
for all k ∈ N. Replacing qk with qk/‖qk‖H−1(Γ) we may assume that
‖qk‖H−1(Γ) = 1, ‖∇Γqk + qkHn‖H−1(Γ) <
1
k
, k ∈ N.(6.51)
Then since {qk}∞k=1 is bounded in L2(Γ) by (6.49) and (6.51) and the embedding
L2(Γ) →֒ H−1(Γ) is compact, we see that {qk}∞k=1 converges (up to a subsequence)
to some q ∈ L2(Γ) weakly in L2(Γ) and strongly in H−1(Γ). Hence
‖q‖H−1(Γ) = lim
k→∞
‖qk‖H−1(Γ) = 1(6.52)
by the first equality of (6.51). Moreover, by the weak convergence of {qk}∞k=1 to q
in L2(Γ) and (6.45) we have
lim
k→∞
(∇Γqk + qkHn) = ∇Γq + qHn weakly in H−1(Γ)3
and thus it follows from the second inequality of (6.51) that
‖∇Γq + qHn‖H−1(Γ) ≤ lim inf
k→∞
‖∇Γqk + qkHn‖H−1(Γ) = 0,
i.e. ∇Γq + qHn = 0 in H−1(Γ)3. Hence q = 0 on Γ by Lemma 6.20 and we obtain
‖q‖H−1(Γ) = 0, which contradicts with (6.52). Therefore, (6.50) is valid. 
Now we obtain de Rham’s theorem for the annihilator of H1σ(Γ).
Theorem 6.22. Suppose that f ∈ H−1(Γ)3 satisfies
〈f, v〉Γ = 0 for all v ∈ H1σ(Γ).
Then there exists a unique q ∈ L2(Γ) such that
f = ∇Γq + qHn in H−1(Γ)3, ‖q‖L2(Γ) ≤ c‖f‖H−1(Γ)
with a constant c > 0 independent of f .
Proof. Using (6.46) and (6.48) we can show as in the proof of Lemma 6.8 that
X := {∇Γq + qHn ∈ H−1(Γ)3 | q ∈ L2(Γ)}
is closed in H−1(Γ)3. Moreover, X⊥ ⊂ H1σ(Γ) in H1(Γ)3 by (6.45). Since the dual
space H−1(Γ)3 of the Hilbert space H1(Γ)3 is reflexive, we have
H1σ(Γ)
⊥ = {f ∈ H−1(Γ)3 | 〈f, v〉Γ = 0 for all v ∈ H1σ(Γ)} ⊂ (X⊥)⊥ = X
in H−1(Γ)3 by Lemmas 6.9 and 6.10. Hence the existence part of the theorem is
valid. Also, the uniqueness and the estimate immediately follow from (6.48). 
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Next we derive the Helmholtz–Leray decomposition in L2(Γ)3. Let
L2σ(Γ) := {v ∈ L2(Γ)3 | divΓv = 0 in H−1(Γ)}.
Then we have the orthogonal decomposition
L2(Γ)3 = L2σ(Γ)⊕ L2σ(Γ)⊥(6.53)
since L2σ(Γ) is a closed subspace of L
2(Γ)3 by (6.27).
Lemma 6.23. The orthogonal complement of L2σ(Γ) in L
2(Γ)3 is of the form
L2σ(Γ)
⊥ = {∇Γq + qHn ∈ L2(Γ)3 | q ∈ H1(Γ)}.(6.54)
Proof. The proof is similar to that of Lemma 6.11. We denote by X the right-hand
side of (6.54). Then
(v,∇Γq + qHn)L2(Γ) = −〈divΓv, q〉Γ = 0 for all v ∈ L2σ(Γ), q ∈ H1(Γ)
by (3.32) and thus X ⊂ L2σ(Γ)⊥. Conversely, let f ∈ L2σ(Γ)⊥. Since
〈f, v〉Γ = (f, v)L2(Γ) = 0 for all v ∈ H1σ(Γ) ⊂ L2σ(Γ),
we observe by Theorem 6.22 that there exists a unique q ∈ L2(Γ) such that
f = ∇Γq + qHn in H−1(Γ)3.
To prove q ∈ H1(Γ), let {e1, e2, e3} be the standard basis of R3 and v := ηei on Γ
for η ∈ C1(Γ) and i = 1, 2, 3. Then since v ∈ H1(Γ)3 and divΓv = Diη on Γ,
−(q,Diη)L2(Γ) = −(q, divΓv)L2 = 〈∇Γq + qHn, v〉Γ
= 〈f, v〉Γ = (f, v)L2(Γ) = (fi, η)L2(Γ),
where fi is the i-th component of f . From this equality we deduce that
−(q,Diη + ηHni)L2(Γ) = (fi − qHni, η)L2(Γ)
for all η ∈ C1(Γ). Hence
Diq = fi − qHni ∈ L2(Γ), i = 1, 2, 3
by the definition of the weak tangential derivative in L2(Γ) (see (3.24)) and
q ∈ H1(Γ), f = ∇Γq + qHn ∈ X .
Thus L2σ(Γ)
⊥ ⊂ X and (6.54) holds. 
A similar result to Lemma 6.23 was given in [40, Lemma 2.7], where the authors
showed that, when Γ is smooth, each element of the annihilator in L2(Γ)3 of
{η ∈ C∞(Γ)3 | divΓη = 0 on Γ}
is of the form ∇Γq + qHn with q ∈ H1(Γ) (see also [41, Theorem 1.1]). Note that
here we only assume that Γ is of class C2 and the proof of Lemma 6.23 is different
from those of [40, Lemma 2.7] and [41, Theorem 1.1].
Theorem 6.24. For each v ∈ L2(Γ)3 we have the orthogonal decomposition
v = vσ +∇Γq + qHn in L2(Γ)3, vσ ∈ L2σ(Γ), ∇Γq + qHn ∈ L2σ(Γ)⊥.(6.55)
Here q ∈ H1(Γ) is determined uniquely.
Proof. The decomposition (6.55) follows from (6.53) and (6.54). Also, if
∇Γq + qHn = 0 in L2(Γ)3
for q ∈ H1(Γ), then the same equality holds in H−1(Γ)3 by (3.27) and thus q = 0
on Γ by Lemma 6.20. Hence q ∈ H1(Γ) in (6.55) is determined uniquely. 
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The Helmholtz–Leray decomposition (6.55) in L2(Γ)3 was stated in [41] without
an explicit formulation (see a remark after [41, Theorem 1.1]), but the uniqueness
of q in (6.55) is established first in this paper.
Remark 6.25. For a vector field in L2(Γ, TΓ), the decomposition (6.55) in L2(Γ)3
is not necessarily the same as the decomposition (6.31) in L2(Γ, TΓ) with g ≡ 1.
To see this, suppose that Γ is strictly convex and thus the mean curvature H of Γ
does not vanish on the whole surface, i.e. H 6= 0 on Γ. Let v ∈ L2(Γ, TΓ) satisfy
divΓv 6= 0 in H−1(Γ).
Then by (6.55) there exist unique vσ ∈ L2σ(Γ) and q ∈ H1(Γ) such that
v = vσ +∇Γq + qHn on Γ.
Moreover, since v · n = 0 and H 6= 0 on Γ and q 6≡ 0 on Γ by divΓv 6= 0 in H−1(Γ),
0 = vσ · n+ qH, i.e. vσ · n = −qH 6≡ 0 on Γ.
Thus the solenoidal part vσ of v in (6.55) is not tangential on Γ, while the solenoidal
part vg of the same v in (6.31) with g ≡ 1 must be tangential on Γ.
Remark 6.26. The vector field ∇Γq+ qHn appears in the Navier–Stokes equations
v˙ − 2µsdivΓ[DΓ(v)] +∇Γq + qHn = 0, divΓv = 0(6.56)
on an evolving surface Γ(t) in R3 (see [36,40]). Here v, q, and µs denote the velocity
of a fluid on Γ(t) including the normal velocity, the surface pressure, and the surface
shear viscosity, respectively. Also, v˙ := ∂tv+(v ·∇)v denotes the material derivative
of v along itself andDΓ(v) is the surface strain rate tensor given by (3.8). We expect
that the Helmholtz–Leray decomposition (6.55) will play a fundamental role in the
future study of (6.56). Also, for a function q on Γ we have
divΓ(qP ) = P
T∇Γq + q divΓP = ∇Γq + qHn on Γ
by (3.4), (3.13), and PT = P on Γ, and thus (6.56) can be written as
v˙ − divΓSΓ = 0, divΓv = 0 on Γ(t).
Here SΓ is the Boussinesq–Scriven surface stress tensor given by
SΓ := −qP + (λs − µs)(divΓv)P + 2µsDΓ(v)
with the surface dilatational viscosity λs, which was introduced by Boussinesq [7]
to describe the motion of the interface of a two-phase flow and then generalized by
Scriven [78] to an arbitrary curved moving interface (see also [3,80]). For the study
of two-phase flows with Boussinesq–Scriven surface fluids we refer to [4, 6, 64].
Finally, we give a remark on the case g 6≡ 1. Let g ∈ C1(Γ) satisfy (6.21). Then
〈g(∇Γq + qHn), v〉Γ = −
(
q, divΓ(gv)
)
L2(Γ)
, q ∈ L2(Γ), v ∈ H1(Γ)3,
〈divΓ(gw), η〉Γ = −
(
w, g(∇Γη + ηHn)
)
L2(Γ)
, w ∈ L2(Γ)3, η ∈ H1(Γ)
by (3.28), (3.31), and (3.32). Moreover, as in Lemma 6.7 we see by (6.21) that
c−1‖∇Γq + qHn‖H−1(Γ) ≤ ‖g(∇Γq + qHn)‖H−1(Γ) ≤ c‖∇Γq + qHn‖H−1(Γ)
for q ∈ L2(Γ). Using these relations, (6.46), and (6.48), we can prove the following
weighted versions of Theorems 6.22 and 6.24 for the weighted solenoidal spaces
L2gσ(Γ) := {v ∈ L2(Γ)3 | divΓ(gv) = 0 in H−1(Γ)},
H1gσ(Γ) := {v ∈ H1(Γ)3 | divΓ(gv) = 0 on Γ}
as in the proofs of Theorems 6.22 and 6.24.
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Theorem 6.27. Suppose that f ∈ H−1(Γ)3 satisfies
〈f, v〉Γ = 0 for all v ∈ H1gσ(Γ).
Then there exists a unique q ∈ L2(Γ) such that
f = g(∇Γq + qHn) in H−1(Γ)3, ‖q‖L2(Γ) ≤ c‖f‖H−1(Γ)
with a constant c > 0 independent of f .
Theorem 6.28. For each v ∈ L2(Γ)3 we have the orthogonal decomposition
v = vg + g(∇Γq + qHn) in L2(Γ)3, vg ∈ L2gσ(Γ), g(∇Γq + qHn) ∈ L2gσ(Γ)⊥.
Here q ∈ H1(Γ) is determined uniquely.
7. Singular limit problem as the thickness tends to zero
In this section we study a singular limit problem for the Navier–Stokes equations
(1.1) as ε→ 0 and establish Theorems 2.6 and 2.7 and related results.
Throughout this section we impose Assumptions 2.1 and 2.2 and fix the constant
ε0 given in Lemma 2.3. For ε ∈ (0, ε0] let Hε and Vε be the function spaces defined
by (2.6), Pε the orthogonal projection from L
2(Ωε)
3 onto Hε, and Aε the Stokes
operator on Hε given in Section 4.5. Also, let M and Mτ be the average operators
given in Definition 5.1. We further denote by
Hg := L2gσ(Γ, TΓ), Vg := H1gσ(Γ, TΓ)
the weighted solenoidal spaces on Γ given in Section 6, by η¯ = η ◦ π the constant
extension of a function η on Γ in the normal direction of Γ, and by ∂nϕ = (n¯ · ∇)ϕ
the derivative of a function ϕ on Ωε in the normal direction of Γ.
7.1. Estimates for a strong solution to the bulk equations. In order to prove
Theorem 2.6 we study the behavior of the average of a strong solution to (1.1) as
ε→ 0. To this end, we first show several estimates for the strong solution.
Lemma 7.1. Let c1 and c2 be positive constants, α ∈ (0, 1], β = 1, and ε1 ∈ (0, ε0]
the constant given in Theorem 2.5. For ε ∈ (0, ε1] suppose that the given data
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
satisfy (2.9). If the condition (A3) of Assumption 2.2 is imposed, suppose further
that f ε(t) ∈ R⊥g for a.a. t ∈ (0,∞). Then there exists a global strong solution
uε ∈ C([0,∞);Vε) ∩ L2loc([0,∞);D(Aε)) ∩H1loc([0,∞);Hε)
to (1.1). Moreover, there exists a constant c > 0 independent of ε and uε such that
‖uε(t)‖2L2(Ωε) ≤ cε,
∫ t
0
‖uε(s)‖2H1(Ωε) ds ≤ cε(1 + t),
‖uε(t)‖2H1(Ωε) ≤ cε−1+α,
∫ t
0
‖uε(s)‖2H2(Ωε) ds ≤ cε−1+α(1 + t)
(7.1)
for all t ≥ 0 and ∫ t
0
‖[uε ⊗ uε](s)‖2L2(Ωε) ds ≤ cε(1 + t),(7.2) ∫ t
0
‖∂tuε(s)‖2L2(Ωε) ds ≤ cε−1+α(1 + t)(7.3)
for all t ≥ 0.
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Proof. The existence of a global strong solution uε to (1.1) is due to Theorem 2.5.
Also, the estimates (7.1) follow from (2.10) and (2.11), since β = 1 and ε ≤ εα by
α ∈ (0, 1] and ε ∈ (0, 1].
Let us show (7.2). We suppress the argument s in integrals with respect to time.
Since uε(t) ∈ D(Aε) satisfies the conditions of Lemma 5.22 for a.a. t ∈ (0,∞),
(7.4)
∫ t
0
‖uε ⊗ uε‖2L2(Ωε) ds ≤ c
(
ε−1
∫ t
0
‖uε‖2L2(Ωε)‖u‖2H1(Ωε) ds
+ε
∫ t
0
‖uε‖2L2(Ωε)‖uε‖2H2(Ωε) ds+
∫ t
0
‖uε‖3L2(Ωε)‖uε‖H2(Ωε) ds
)
for all t ≥ 0 by (5.30). Moreover, we deduce from (7.1) that∫ t
0
‖uε‖2L2(Ωε)‖uε‖2H1(Ωε) ds ≤ cε2(1 + t),(7.5) ∫ t
0
‖uε‖2L2(Ωε)‖uε‖2H2(Ωε) ds ≤ cεα(1 + t).(7.6)
Also, Ho¨lder’s inequality and (7.1) imply that∫ t
0
‖uε‖3L2(Ωε)‖uε‖H2(Ωε) ds ≤ cε3/2t1/2
(∫ t
0
‖uε‖2H2(Ωε) ds
)1/2
≤ cε1+α/2(1 + t).
(7.7)
Applying (7.5)–(7.7) to (7.4) and noting that εα, εα/2 ≤ 1 we obtain (7.2).
To derive (7.3) we observe by (4.47) and (5.31) that
‖(u · ∇)u‖L2(Ωε) ≤ c
(
ε−1/2‖u‖L2(Ωε) + ε1/2‖u‖H1(Ωε)
)
‖u‖H2(Ωε)
for all u ∈ D(Aε) and thus∫ t
0
‖(uε · ∇)uε‖2L2(Ωε) ds ≤ c
∫ t
0
(
ε−1‖uε‖2L2(Ωε) + ε‖uε‖2H1(Ωε)
)
‖uε‖2H2(Ωε) ds
for all t ≥ 0. Moreover, by (7.1) we have∫ t
0
‖uε‖2H1(Ωε)‖uε‖2H2(Ωε) ds ≤ cε−2+2α(1 + t).
From the above two estimates and (7.6) it follows that∫ t
0
‖(uε · ∇)uε‖2L2(Ωε) ds ≤ cε−1+α(1 + t).(7.8)
Now we take the L2(Ωε)-inner product of ∂tu
ε with
∂tu
ε +Aεu
ε + Pε[(u
ε · ∇)uε] = Pεf ε on (0,∞)(7.9)
and use (4.45) and Young’s inequality to deduce that
‖∂tuε‖2L2(Ωε) +
d
dt
‖A1/2ε uε‖2L2(Ωε) ≤ c
(
‖(uε · ∇)uε‖2L2(Ωε) + ‖Pεf ε‖2L2(Ωε)
)
on (0,∞). Hence for all t ≥ 0 we have∫ t
0
‖∂tuε‖2L2(Ωε) ds+ ‖A1/2ε uε(t)‖2L2(Ωε)
≤ ‖A1/2ε uε0‖2L2(Ωε) + c
∫ t
0
(
‖(uε · ∇)uε‖2L2(Ωε) + ‖Pεf ε‖2L2(Ωε)
)
ds
and to the right-hand side we apply (2.9), (4.46), and (7.8) to get (7.3). 
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7.2. Average of a weak formulation of the bulk equations. The aim of this
subsection is to derive a weak formulation for the averaged tangential component
of a strong solution to (1.1).
Let ε1 and εσ be the constants given in Theorem 2.5 with α ∈ (0, 1] and β = 1
and in Lemma 4.12. In what follows, we suppose that
0 < ε ≤ min{ε1, εσ}
and the conditions of Lemma 7.1 are satisfied, and denote by uε the global strong
solution to (1.1) given in Lemma 7.1.
Our starting point is a weak formulation of (1.1) satisfied by the strong solution
uε. Let aε be the bilinear form given by (4.44), i.e.
aε(u1, u2) = 2ν
(
D(u1), D(u2)
)
L2(Ωε)
+ γ0ε (u1, u2)L2(Γ0ε) + γ
1
ε (u1, u2)L2(Γ1ε)
for u1, u2 ∈ H1(Ωε)3 and bε is a trilinear form defined by
bε(u1, u2, u3) := −(u1 ⊗ u2,∇u3)L2(Ωε)(7.10)
for u1, u2, u3 ∈ H1(Ωε)3. Note that u1 ⊗ u2 ∈ L2(Ωε)3×3 for u1, u2 ∈ H1(Ωε)3 by
the Sobolev embedding H1(Ωε) →֒ L4(Ωε) (see [1]).
Lemma 7.2. Let uε be as in Lemma 7.1. Then∫ T
0
{(∂tuε, ϕ)L2(Ωε) + aε(uε, ϕ) + bε(uε, uε, ϕ)} dt =
∫ T
0
(Pεf
ε, ϕ)L2(Ωε) dt(7.11)
for all T > 0 and ϕ ∈ L2(0, T ;Vε).
Proof. We take the L2(Ωε)-inner product of ϕ with (7.9), apply (4.45) and
(Pε[(u
ε · ∇)uε], ϕ)L2(Ωε) =
(
(uε · ∇)uε, ϕ)
L2(Ωε)
= bε(u
ε, uε, ϕ)
by ϕ ∈ Hε, integration by parts, div uε = 0 in Ωε, and uε · nε = 0 on Γε, and then
integrate the resulting equality over (0, T ) to obtain (7.11). 
We transform (7.11) into a weak formulation for Mτu
ε in which we take a test
function from the weighted solenoidal space Vg. To this end, we substitute an
element of Vg for (7.11) and apply the results of Section 5. Since an element of Vg
is defined on Γ, we need to extend it to Ωε appropriately in order to substitute it
for (7.11). For this purpose, we use the impermeable extension operator Eε given
by (4.16) and the Helmholtz–Leray projection Lε from L
2(Ωε)
3 onto L2σ(Ωε).
Lemma 7.3. Let η ∈ Vg. Then
ηε := LεEεη ∈ L2σ(Ωε) ∩H1(Ωε)3
and there exists a constant c > 0 independent of ε and η such that
‖ηε − η¯‖L2(Ωε) +
∥∥∥∇ηε − F (η)∥∥∥
L2(Ωε)
≤ cε3/2‖η‖H1(Γ),(7.12)
‖ηε − η¯‖L2(Γε) ≤ cε‖η‖H1(Γ),(7.13)
where F (η) is the 3× 3 matrix-valued function on Γ given by (4.20), i.e.
F (η) = ∇Γη + 1
g
(η · ∇Γg)Q on Γ.
Note that under the condition (A3) of Assumption 2.2 we may have
Vε 6= L2σ(Ωε) ∩H1(Ωε)3 (Vε ⊂ L2σ(Ωε) ∩H1(Ωε)3)
by (2.6). In this case we cannot take the above ηε as a test function in (7.11).
We deal with this problem at the first step of derivation of a weak formulation for
Mτu
ε (see Lemma 7.8 below).
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Proof. By η ∈ H1(Γ, TΓ) and Lemma 4.8 we have (see also Section 4.4)
Eεη ∈ H1(Ωε)3, ηε = LεEεη ∈ L2σ(Ωε) ∩H1(Ωε)3.
Let us show (7.12). By (4.18) and (4.19) we have
‖Eεη − η¯‖L2(Ωε) +
∥∥∥∇Eεη − F (η)∥∥∥
L2(Ωε)
≤ cε3/2‖η‖H1(Γ).(7.14)
Since Eεη ∈ H1(Ωε)3 satisfies (4.5) by Lemma 4.7, we have
‖ηε − Eεη‖H1(Ωε) ≤ c‖div(Eεη)‖L2(Ωε)
by (4.43) with u = Eεη and Lεu = ηε. Noting that η ∈ Vg satisfies divΓ(gv) = 0
on Γ, we further apply (4.22) to the right-hand side to deduce that
‖ηε − Eεη‖H1(Ωε) ≤ cε3/2‖η‖H1(Γ).(7.15)
Combining (7.14) and (7.15) we obtain (7.12). To prove (7.13) we see that
‖ηε − η¯‖L2(Γε) ≤ c
(
ε−1/2‖ηε − η¯‖L2(Ωε) + ε1/2‖∂nηε − ∂nη¯‖L2(Ωε)
)
≤ c
(
ε‖η‖H1(Γ) + ε1/2‖ηε‖H1(Ωε)
)
by (4.13), (7.12), and ∂nη¯ = 0 in Ωε. Moreover, by (4.17) and (7.15) we get
‖ηε‖H1(Ωε) ≤ ‖Eεη‖H1(Ωε) + ‖ηε − Eεη‖H1(Ωε) ≤ cε1/2‖η‖H1(Γ)
and thus the estimate (7.13) follows from the above two inequalities. 
Next we consider approximation of aε and bε by bilinear and trilinear forms for
tangential vector fields on Γ. Let γ0 and γ1 be nonnegative constants. We define
(7.16) ag(v1, v2)
:= 2ν
{(
gDΓ(v1), DΓ(v2)
)
L2(Γ)
+
(
1
g
(v1 · ∇Γg), v2 · ∇Γg
)
L2(Γ)
}
+ (γ0 + γ1)(v1, v2)L2(Γ)
for v1, v2 ∈ H1(Γ, TΓ), where DΓ(v1) is given by (3.8), and
bg(v1, v2, v3) := −(g(v1 ⊗ v2),∇Γv3)L2(Γ)(7.17)
for v1, v2, v3 ∈ H1(Γ, TΓ). Note that for v1, v2 ∈ H1(Γ)3 we have
v1, v2 ∈ L4(Γ)3, v1 ⊗ v2 ∈ L2(Γ)3×3
by Ladyzhenskaya’s inequality (4.1). Let us give their basic properties.
Lemma 7.4. There exists a constant c > 0 such that
|ag(v1, v2)| ≤ c‖v1‖H1(Γ)‖v2‖H1(Γ)(7.18)
for all v1, v2 ∈ H1(Γ, TΓ) and
‖∇Γv‖2L2(Γ) ≤ c
{
ag(v, v) + ‖v‖2L2(Γ)
}
(7.19)
for all v ∈ H1(Γ, TΓ).
Proof. The inequality (7.18) immediately follows from (2.1) and (7.16). Also,
‖∇Γv‖2L2(Γ) ≤ c
(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)
)
≤ c
(
2ν‖g1/2DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)
)
≤ c
{
ag(v, v) + ‖v‖2L2(Γ)
}
by (2.1) and Korn’s inequality (4.2) for v ∈ H1(Γ, TΓ). Thus (7.19) is valid. 
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Lemma 7.5. There exists a constant c > 0 such that
|bg(v1, v2, v3)| ≤ c‖v1‖1/2L2(Γ)‖v1‖
1/2
H1(Γ)‖v2‖
1/2
L2(Γ)‖v2‖
1/2
H1(Γ)‖v3‖H1(Γ)(7.20)
for all v1, v2, v3 ∈ H1(Γ, TΓ). Moreover,
bg(v1, v2, v3) = −bg(v1, v3, v2), bg(v1, v2, v2) = 0(7.21)
for all v1 ∈ Vg and v2, v3 ∈ H1(Γ, TΓ).
Proof. By Ho¨lder’s inequality and Ladyzhenskaya’s inequality (4.1) we have
|bg(v1, v2, v3)| ≤ c‖v1‖L4(Γ)‖v2‖L4(Γ)‖∇Γv3‖L2(Γ)
≤ c‖v1‖1/2L2(Γ)‖v1‖
1/2
H1(Γ)‖v2‖
1/2
L2(Γ)‖v2‖
1/2
H1(Γ)‖v3‖H1(Γ).
Thus (7.20) is valid and we further get
|bg(v1, v2, v3)| ≤ c‖v1‖H1(Γ)‖v2‖H1(Γ)‖v3‖H1(Γ).(7.22)
Let us show (7.21) for v1 ∈ Vg and v2, v3 ∈ H1(Γ, TΓ). By Lemma 3.10 we can
take sequences {v2,k}∞k=1 and {v3,k}∞k=1 in C1(Γ, TΓ) such that
lim
k→∞
‖vi − vi,k‖H1(Γ) = 0, i = 2, 3.(7.23)
Then since
|bg(v1, v2, v3)− bg(v1, v2,k, v3,k)|
≤ c‖v1‖H1(Γ)
(‖v2 − v2,k‖H1(Γ)‖v3‖H1(Γ) + ‖v2,k‖H1(Γ)‖v3 − v3,k‖H1(Γ))
by (7.22) and the right-hand side converges to zero as k →∞ by (7.23), we have
lim
k→∞
bg(v1, v2,k, v3,k) = bg(v1, v2, v3).
Thus it is sufficient to prove (7.21) for v2, v3 ∈ C1(Γ, TΓ). For a ∈ R3 and i = 1, 2, 3
we denote by ai the i-th component of a. Then
g(v1 ⊗ v2) : ∇Γv3 =
3∑
i,j=1
gvi1v
j
2Div
j
3
=
3∑
i,j=1
{Di(gvi1vj2vj3)− vj2vj3Di(gvi1)− gvi1vj3Divj2}
= divΓ[g(v2 · v3)v1]− (v2 · v3)divΓ(gv1)− g(v1 ⊗ v3) : ∇Γv2
on Γ and v1 ∈ Vg satisfies divΓ(gv1) = 0 on Γ. Hence
bg(v1, v2, v3) = −
∫
Γ
divΓ[g(v2 · v3)v1] dH2 − bg(v1, v3, v2).
Moreover, since g(v2 · v3)v1 ∈ H1(Γ, TΓ) by v1 ∈ Vg and the C1-regularity of g, v2,
and v3 on Γ (in fact g ∈ C4(Γ)), we observe by (3.26) that∫
Γ
divΓ[g(v2 · v3)v1] dH2 = 0.
Thus the first equality of (7.21) is valid. Also, we get the second equality of (7.21)
by setting v3 = v2 in the first one. 
We approximate aε and bε by ag and bg by using the results of Section 5.
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Lemma 7.6. Let u ∈ H2(Ωε)3 satisfy the slip boundary conditions (4.6) and
η ∈ Vg, ηε := LεEεη ∈ L2σ(Ωε) ∩H1(Ωε)3.
Then there exists a constant c > 0 independent of ε, u, and η such that
|aε(u, ηε)− εag(Mτu, η)| ≤ cRaε (u)‖η‖H1(Γ),(7.24)
where
Raε (u) := ε
3/2‖u‖H2(Ωε) + ε1/2‖u‖L2(Ωε)
∑
i=0,1
∣∣∣∣γiεε − γi
∣∣∣∣ .(7.25)
Proof. Let F (η) be the 3× 3 matrix-valued function on Γ given by (4.20),
J1 :=
(
D(u), D(ηε)
)
L2(Ωε)
−
(
D(u), F (η)
)
L2(Ωε)
,
and
J2 :=
(
D(u), F (η)
)
L2(Ωε)
− ε
{(
gDΓ(Mτu), DΓ(η)
)
L2(Γ)
+
(
Mτu · ∇Γg, 1
g
(η · ∇Γg)
)
L2(Γ)
}
.
We also define
K1 :=
∑
i=0,1
γiε{(u, ηε)L2(Γiε) − (u, η¯)L2(Γiε)},
K2 :=
∑
i=0,1
γiε{(u, η¯)L2(Γiε) − (Mτu, η)L2(Γ)},
K3 :=
∑
i=0,1
(γiε − εγi)(Mτu, η)L2(Γ)
so that
aε(u, ηε)− εag(Mτu, η) = 2ν(J1 + J2) +K1 +K2 +K3.
Let us estimate each term on the right-hand side. Since D(u) is symmetric,
D(u) : D(ηε) = D(u) : ∇ηε in Ωε.
By this equality and (7.12) we have
|J1| ≤ ‖D(u)‖L2(Ωε)
∥∥∥∇ηε − F (η)∥∥∥
L2(Ωε)
≤ cε3/2‖u‖H1(Ωε)‖η‖H1(Γ).(7.26)
Next we deal with J2. Since η · n = 0 on Γ, we can apply (3.12) to ∇Γη to get
F (η) = A+ v ⊗ n+ ξQ, A := P (∇Γη)P, v :=Wη, ξ := 1
g
(η · ∇Γg)
on Γ. Using this decomposition we split J2 = J
1
2 + J
2
2 + J
3
2 into
J12 :=
(
D(u), A
)
L2(Ωε)
− ε(gDΓ(Mτu), DΓ(η))L2(Γ),
J22 :=
(
D(u), ξQ
)
L2(Ωε)
− ε(Mτu · ∇Γg, ξ)L2(Γ),
J32 := (D(u), v¯ ⊗ n¯)L2(Ωε).
Since PT = P on Γ, we have DΓ(η) = (A+A
T )/2 on Γ and thus
DΓ(Mτu) : DΓ(η) =
1
2
DΓ(Mτu) : (A+A
T ) = DΓ(Mτu) : A on Γ
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by the symmetry of DΓ(Mτu). Hence
J12 =
(
D(u), A
)
L2(Ωε)
− ε(gDΓ(Mτu), A)L2(Γ)
and, since u and A satisfy the conditions of Lemma 5.25, we can use (5.36) to get
|J12 | ≤ cε3/2‖u‖H1(Ωε)‖A‖L2(Γ) ≤ cε3/2‖u‖H1(Ωε)‖η‖H1(Γ).
Noting that u satisfies (4.5), we apply (5.40) to J22 and use (2.1) to deduce that
|J22 | ≤ cε3/2‖u‖H1(Ωε)‖ξ‖L2(Γ) ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ).
Also, since u satisfies (4.6), v =Wη belongs to L2(Γ, TΓ), and the inequalities (2.5)
are valid by Assumption 2.1, we can apply (5.43) to obtain
|J32 | ≤ cε3/2‖u‖H2(Ωε)‖v‖L2(Γ) ≤ cε3/2‖u‖H2(Ωε)‖η‖L2(Γ).
From the above three estimates it follows that
|J2| ≤ |J12 |+ |J22 |+ |J32 | ≤ cε3/2‖u‖H2(Ωε)‖η‖H1(Γ).(7.27)
Let us estimate K1, K2, and K3. To K1 we apply (2.5), (4.13), and (7.13) to get
|K1| ≤ cε‖u‖L2(Γε)‖ηε − η¯‖L2(Γε) ≤ cε3/2‖u‖H1(Ωε)‖η‖H1(Γ).(7.28)
Also, since η is tangential on Γ, we have Mτu · η =Mu · η on Γ and thus
|K2| ≤ cε
∑
i=0,1
∣∣(u, η¯)L2(Γiε) − (Mu, η)L2(Γ)∣∣ ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ)(7.29)
by (2.5) and (5.33). To K3 we just use (5.4) to obtain
|K3| ≤ cε−1/2‖u‖L2(Ωε)‖η‖L2(Γ)
∑
i=0,1
|γiε − εγi|
= cε1/2‖u‖L2(Ωε)‖η‖L2(Γ)
∑
i=0,1
∣∣∣∣γiεε − γi
∣∣∣∣ .(7.30)
Finally, we deduce from (7.26)–(7.30) that
|aε(u, ηε)− εag(Mτu, η)| ≤ c(|J1|+ |J2|+ |K1|+ |K2|+ |K3|)
≤ cRaε (u)‖η‖H1(Γ),
where Raε (u) is given by (7.25). Hence (7.24) is valid. 
Lemma 7.7. Let u1 ∈ H2(Ωε)3, u2 ∈ H1(Ωε)3, and
η ∈ Vg, ηε := LεEεη ∈ L2σ(Ωε) ∩H1(Ωε)3.
Suppose that u1 satisfies div u1 = 0 in Ωε and (4.6) and u2 satisfies (4.5) on Γ
0
ε or
on Γ1ε. Then there exists a constant c > 0 independent of ε, u1, u2, and η such that
|bε(u1, u2, ηε)− εbg(Mτu1,Mτu2, η)| ≤ cRbε(u1, u2)‖η‖H1(Γ),(7.31)
where
(7.32) Rbε(u1, u2) := ε
3/2‖u1 ⊗ u2‖L2(Ωε) + ε‖u1‖H1(Ωε)‖u2‖H1(Ωε)
+
(
ε‖u1‖H2(Ωε) + ε1/2‖u1‖1/2L2(Ωε)‖u1‖
1/2
H2(Ωε)
)
‖u2‖L2(Ωε).
Proof. Let F (η) be the 3× 3 matrix-valued function on Γ given by (4.20). Since∣∣∣∣bε(u1, u2, ηε) + (u1 ⊗ u2, F (η))L2(Ωε)
∣∣∣∣ ≤ ‖u1 ⊗ u2‖L2(Ωε) ∥∥∥∇ηε − F (η)∥∥∥L2(Ωε)
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by (7.10), we apply (7.12) to the right-hand side to get∣∣∣∣bε(u1, u2, ηε) + (u1 ⊗ u2, F (η))L2(Ωε)
∣∣∣∣ ≤ cε3/2‖u1 ⊗ u2‖L2(Ωε)‖η‖H1(Γ).(7.33)
Noting that η is tangential on Γ, we use (3.12) to decompose F (η) into
F (η) = A+ v ⊗ n, A := P (∇Γη)P, v :=Wη + 1
g
(η · ∇Γg)n on Γ.
Since u1 and A satisfy the conditions of Lemma 5.28, we see by (5.44) that
(7.34)
∣∣∣∣(u1 ⊗ u2, A)L2(Ωε) − ε(g(Mτu1)⊗ (Mτu2), A)L2(Γ)
∣∣∣∣
≤ cRε(u1, u2)‖A‖L2(Γ) ≤ cRε(u1, u2)‖η‖H1(Γ).
Here Rε(u1, u2) is given by (5.45). Also, since u2 satisfies (4.5) on Γ
0
ε or on Γ
1
ε and
v ∈ H1(Γ)3, we can use (5.49) to get
|(u1 ⊗ u2, v¯ ⊗ n¯)L2(Ωε)| ≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖v‖H1(Γ)
≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖η‖H1(Γ).
(7.35)
Noting that F (η) = A+ v ⊗ n on Γ we deduce from (7.33)–(7.35) that∣∣bε(u1, u2, ηε) + ε(g(Mτu1)⊗ (Mτu2), A)L2(Γ)∣∣ ≤ cRbε(u1, u2)‖η‖H1(Γ)(7.36)
with Rbε(u1, u2) given by (7.32). Now we observe that
(Mτu1)⊗ (Mτu2) : A = (Mτu1)⊗ (Mτu2) : ∇Γη on Γ
by A = P (∇Γη)P , PT = P , and PMτui =Mτui on Γ for i = 1, 2. Hence
(g(Mτu1)⊗ (Mτu2), A)L2(Γ) = −bg(Mτu1,Mτu2, η)
by (7.17) and the inequality (7.31) follows from (7.36). 
Now we are ready to derive a weak formulation for Mτu
ε from (7.11).
Lemma 7.8. Let uε be as in Lemma 7.1. Then
Mτu
ε ∈ C([0,∞);H1(Γ, TΓ)) ∩H1loc([0,∞);L2(Γ, TΓ))
and for all T > 0 and η ∈ L2(0, T ;Vg) we have
(7.37)
∫ T
0
{(g∂tMτuε, η)L2(Γ) + ag(Mτuε, η) + bg(Mτuε,Mτuε, η)} dt
=
∫ T
0
(gMτPεf
ε, η)L2(Γ) dt+R
1
ε(η).
Here R1ε(η) a residual term satisfying
|R1ε(η)| ≤ c
εα/4 + ∑
i=0,1
∣∣∣∣γiεε − γi
∣∣∣∣
 (1 + T )1/2‖η‖L2(0,T ;H1(Γ))(7.38)
with a constant c > 0 independent of ε, uε, η, and T .
Proof. The space-time regularity of Mτu
ε follows from that of uε and Lemmas 5.3,
5.10, and 5.16. Let us show (7.37). For η ∈ L2(0, T ;Vg), T > 0 let
ηε := LεEεη ∈ L2(0, T ;L2σ(Ωε) ∩H1(Ωε)3).(7.39)
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Hereafter we sometimes suppress the argument t ∈ (0, T ). We first show that
(7.40)
∫ T
0
{(∂tuε, ηε)L2(Ωε) + aε(uε, ηε) + bε(uε, uε, ηε)} dt
=
∫ T
0
(Pεf
ε, ηε)L2(Ωε) dt.
If the condition (A1) or (A2) of Assumption 2.2 is imposed, then ηε ∈ L2(0, T ;Vε)
by (2.6) and we can take ηε as a test function in (7.11) to get (7.40). Suppose that
the condition (A3) is imposed. Let Rg be the function space given by (2.3) and
R⊥g the orthogonal complement of Rg in L2(Ωε)3. If Rg = {0}, then
Hε = L2σ(Ωε) ∩R⊥g = L2σ(Ωε), Vε = Hε ∩H1(Ωε)3 = L2σ(Ωε) ∩H1(Ωε)3
and thus we can still take ηε ∈ L2(0, T ;Vε) as a test function in (7.11) to get (7.40).
On the other hand, if Rg 6= {0}, then
Hε = L2σ(Ωε) ∩R⊥g 6= L2σ(Ωε), Vε = Hε ∩H1(Ωε)3 6= L2σ(Ωε) ∩H1(Ωε)3
and we cannot substitute ηε for (7.11). In this case, however, Rg is a finite dimen-
sional subspace of L2σ(Ωε) by the assumption Rg = R0 ∩R1 (see [57, Lemma E.8]).
Thus we can take an orthonormal basis {w1, . . . , wk0} of Rg in L2σ(Ωε) such that
wk(x) = ak × x+ bk, x ∈ R3(7.41)
with some ak, bk ∈ R3 for k = 1, . . . , k0. Then setting
wε(t) :=
k0∑
k=1
(ηε(t), wk)L2(Ωε)wk ∈ Rg
we have the orthogonal decomposition
ηε(t) = Pεηε(t) + wε(t) in L
2
σ(Ωε), Pεηε(t) ∈ Hε, wε(t) ∈ Rg
for a.a. t ∈ (0, T ). Moreover, since wk is independent of time and
wk ∈ H1(Ωε)3, (ηε(·), wk)L2(Ωε) ∈ L2(0, T ), k = 1, . . . , k0
by (7.39) and (7.41), we have wε ∈ L2(0, T ;H1(Ωε)3) and thus
Pεηε = ηε − wε ∈ L2(0, T ;Hε ∩H1(Ωε)3) = L2(0, T ;Vε).
Hence we can substitute Pεηε for (7.11). Moreover,
(∂tu
ε, wε)L2(Ωε) = (Pεf
ε, wε)L2(Ωε) = 0
by ∂tu
ε,Pεf
ε ∈ Hε and wε ∈ Rg ⊂ H⊥ε . Also, since
γ0ε = γ
1
ε = 0, D(wε) =
k0∑
k=1
(ηε, wk)L2(Ωε)D(wk) = 0 in Ωε
by the condition (A3) and (7.41), we see that
aε(u
ε, wε) = 2ν
(
D(uε), D(wε)
)
L2(Ωε)
= 0.
We further observe by direct calculations and (7.41) that
uε ⊗ uε : ∇wk = uε · (uε · ∇)wk = uε · (ak × uε) = 0 in Ωε
for all k = 1, . . . , k0 and thus
bε(u
ε, uε, wε) =
k0∑
k=1
(ηε, wk)L2(Ωε)bε(u
ε, uε, wk) = 0.
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Hence all terms including wε vanish in (7.11) with ϕ = Pεηε = ηε −wε and we get
(7.40) under the condition (A3) with Rg 6= {0}. Therefore, (7.40) holds under any
condition of (A1), (A2), and (A3).
Now we divide both sides of (7.40) by ε and replace each term of the resulting
equality by the corresponding term of (7.37). Then we get (7.37) with
R1ε(η) := ε
−1(J1 + J2 + J3 + J4),
where
J1 := −
∫ T
0
(∂tu
ε, ηε)L2(Ωε) dt+ ε
∫ T
0
(g∂tMτu
ε, η)L2(Γ) dt,
J2 := −
∫ T
0
aε(u
ε, ηε) dt+ ε
∫ T
0
ag(Mτu
ε, η) dt,
J3 := −
∫ T
0
bε(u
ε, uε, ηε) dt+ ε
∫ T
0
bg(Mτu
ε,Mτu
ε, η) dt,
J4 :=
∫ T
0
(Pεf
ε, ηε)L2(Ωε) dt− ε
∫ T
0
(gMτPεf
ε, η)L2(Γ) dt.
Let us estimate these differences. First note that
(g∂tMτu
ε, η)L2(Γ) = (gMτ (∂tu
ε), η)L2(Γ) = (gM(∂tu
ε), η)L2(Γ)
by Lemma 5.16 and η · n = 0 on Γ. Thus, by (5.32) and (7.12),
|(∂tuε, ηε)L2(Ωε) − ε(g∂tMτuε, η)L2(Γ)|
≤ |(∂tuε, η¯)L2(Ωε) − ε(gM(∂tuε), η)L2(Γ)|+ ‖∂tuε‖L2(Ωε)‖ηε − η¯‖L2(Ωε)
≤ cε3/2‖∂tuε‖L2(Ωε)‖η‖L2(Γ).
From this inequality, Ho¨lder’s inequality, and (7.3) it follows that
|J1| ≤ cε3/2‖∂tuε‖L2(0,T ;L2(Ωε))‖η‖L2(0,T ;L2(Γ))
≤ cε1+α/2(1 + T )1/2‖η‖L2(0,T ;L2(Γ)).
(7.42)
In the same way, we apply (5.32) and (7.12) to J4 and then use (2.9) to get
|J4| ≤ cε1+α/2T 1/2‖η‖L2(0,T ;L2(Γ)).(7.43)
Next we deal with J2. By (7.24) we see that
|J2| ≤ c
(∫ T
0
Raε (u
ε)2 dt
)1/2
‖η‖L2(0,T ;H1(Γ)),
where Raε (u
ε) is given by (7.25). Moreover, by (7.1) we have∫ T
0
Raε (u
ε)2 dt ≤ c
(
ε3
∫ T
0
‖uε‖2H2(Ωε) dt+ εγ(ε)2
∫ T
0
‖uε‖2L2(Ωε) dt
)
≤ cε2{εα + γ(ε)2}(1 + T )
with γ(ε) :=
∑
i=0,1 |ε−1γiε − γi|. Therefore,
|J2| ≤ cε{εα/2 + γ(ε)}(1 + T )1/2‖η‖L2(0,T ;H1(Γ)).(7.44)
Let us estimate J3. By (7.31) we have
|J3| ≤ c
(∫ T
0
Rbε(u
ε, uε)2 dt
)1/2
‖η‖L2(0,T ;H1(Γ)),
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where Rbε(u
ε, uε) is given by (7.32). To estimate the right-hand side, we see that∫ T
0
‖uε‖4H1(Ωε) dt ≤
(
sup
t∈(0,T )
‖uε(t)‖2H1(Ωε)
)∫ T
0
‖uε‖2H1(Ωε) dt ≤ cεα(1 + T )
by (7.1). Using this inequality, (7.2), (7.6), and (7.7) we deduce that∫ T
0
Rbε(u
ε, uε)2 dt
≤ c
(
ε3
∫ T
0
‖uε ⊗ uε‖2L2(Ωε) dt+ ε2
∫ T
0
‖uε‖4H1(Ωε) dt
+ε2
∫ T
0
‖uε‖2L2(Ωε)‖uε‖2H2(Ωε) dt+ ε
∫ T
0
‖uε‖3L2(Ωε)‖uε‖H2(Ωε) dt
)
≤ cε2(ε2 + εα + εα/2)(1 + T ) ≤ cε2+α/2(1 + T ).
Note that ε2, εα ≤ εα/2 by ε, α ∈ (0, 1]. Hence we obtain
|J3| ≤ cε1+α/4(1 + T )1/2‖η‖L2(0,T ;H1(Γ)).(7.45)
Finally, we observe by (7.42)–(7.45) that
|R1ε(η)| ≤ ε−1
4∑
k=1
|Jk| ≤ c{εα/4 + εα/2 + γ(ε)}(1 + T )1/2‖η‖L2(0,T ;H1(Γ))
and thus (7.38) holds by γ(ε) =
∑
i=0,1 |ε−1γiε − γi| and εα/2 ≤ εα/4. 
7.3. Energy estimate for the average of the strong solution. Next we derive
the energy estimate for Mτu
ε. We would easily get the energy estimate if we could
takeMτu
ε itself as a test function in (7.37). However, we cannot do that sinceMτu
ε
is not in Vg, i.e. the surface divergence of gMτuε does not vanish on Γ in general.
To overcome this difficulty we use the weighted Helmholtz–Leray projection
Pg : L
2(Γ, TΓ)→ Hg = L2gσ(Γ, TΓ)
given in Section 6.3 and replace Mτu
ε in (7.37) by PgMτu
ε.
Lemma 7.9. Let u ∈ L2σ(Ωε). Then PgMτu ∈ Hg and there exists a constant
c > 0 independent of ε and u such that
‖Mτu− PgMτu‖L2(Γ) ≤ cε1/2‖u‖L2(Ωε).(7.46)
Moreover, if u ∈ L2σ(Ωε) ∩H1(Ωε)3, then PgMτu ∈ Vg and
‖Mτu− PgMτu‖H1(Γ) ≤ cε1/2‖u‖H1(Ωε).(7.47)
Proof. By u ∈ L2σ(Ωε) and Lemma 5.3 we have
Mτu ∈ L2(Γ, TΓ), PgMτu ∈ Hg.
Also, we apply (6.37) to v =Mτu and use (5.18) to get (7.46).
If u ∈ L2σ(Ωε) ∩H1(Ωε)3, then Lemmas 5.10 and 6.15 imply that
Mτu ∈ H1(Γ, TΓ), PgMτu ∈ Vg.
We also have (7.47) by applying (6.38) to v =Mτu and using (5.16). 
Lemma 7.10. For T > 0 let u ∈ H1(0, T ;L2σ(Ωε)). Then
PgMτu ∈ H1(0, T ;Hg)(7.48)
and there exists a constant c > 0 independent of ε and u such that
‖∂tMτu− ∂tPgMτu‖L2(0,T ;L2(Γ)) ≤ cε1/2‖∂tu‖L2(0,T ;L2(Ωε)).(7.49)
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Proof. By u ∈ H1(0, T ;L2σ(Ωε)) and Lemma 5.16 we have
Mτu ∈ H1(0, T ;L2(Γ, TΓ)), ∂tMτu =Mτ (∂tu) in L2(0, T ;L2(Γ, TΓ)).
Hence (7.48) holds by Lemma 6.18 and we observe by (6.43) that
‖∂tMτu− ∂tPgMτu‖L2(0,T ;L2(Γ)) ≤ c‖divΓ(g∂tMτu)‖L2(0,T ;H−1(Γ))
= c‖divΓ[gMτ (∂tu)]‖L2(0,T ;H−1(Γ)).
Moreover, since ∂tu ∈ L2(0, T ;L2σ(Ωε)), we can use (5.18) to get
‖divΓ[gMτ(∂tu)]‖L2(0,T ;H−1(Γ)) ≤ cε1/2‖∂tu‖L2(0,T ;L2(Ωε)).
Combining the above two inequalities we obtain (7.49). 
Using Lemmas 7.9 and 7.10 we replace Mτu
ε in (7.37) by PgMτu
ε.
Lemma 7.11. Let uε be as in Lemma 7.1. Then
vε := PgMτu
ε ∈ C([0,∞);Vg) ∩H1loc([0,∞),Hg)
and there exists a constant c > 0 independent of ε and uε such that
‖Mτuε(t)− vε(t)‖2L2(Γ) ≤ cε2,∫ t
0
‖Mτuε(s)− vε(s)‖2H1(Γ) ds ≤ cε2(1 + t)
(7.50)
for all t ≥ 0. Moreover, for all T > 0 and η ∈ L2(0, T ;Vg) we have
(7.51)
∫ T
0
{(g∂tvε, η)L2(Γ) + ag(vε, η) + bg(vε, vε, η)} dt
=
∫ T
0
(gMτPεf
ε, η)L2(Γ) dt+R
1
ε(η) +R
2
ε(η),
where R1ε(η) is given in Lemma 7.8 and R
2
ε(η) satisfies
|R2ε(η)| ≤ cεα/2(1 + T )1/2‖η‖L2(0,T ;H1(Γ))(7.52)
with a constant c > 0 independent of ε, vε, η, and T .
Proof. The space-time regularity of vε follows from Lemmas 7.8–7.10. We also have
(7.50) by (7.1), (7.46), and (7.47). For η ∈ L2(0, T ;Vg) we define
J1 := −
∫ T
0
(g∂tMτu
ε, η)L2(Γ) dt+
∫ T
0
(g∂tv
ε, η)L2(Γ) dt,
J2 := −
∫ T
0
ag(Mτu
ε, η) dt+
∫ T
0
ag(v
ε, η) dt,
J3 := −
∫ T
0
bg(Mτu
ε,Mτu
ε, η) dt+
∫ T
0
bg(v
ε, vε, η) dt.
Then by (7.37) we have (7.51) with
R2ε(η) := J1 + J2 + J3.(7.53)
Let us estimate J1, J2, and J3. For J1, we observe by (7.3) and (7.49) that
|J1| ≤ c‖∂tMτuε − ∂tvε‖L2(0,T ;L2(Γ))‖η‖L2(0,T ;L2(Γ))
≤ cε1/2‖∂tuε‖L2(0,T ;L2(Ωε))‖η‖L2(0,T ;L2(Γ))
≤ cεα/2(1 + T )1/2‖η‖L2(0,T ;L2(Γ)).
(7.54)
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Also, we use (7.18) and (7.50) to get
|J2| ≤ c‖Mτuε − vε‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ))
≤ cε(1 + T )1/2‖η‖L2(0,T ;H1(Γ)).
(7.55)
To estimate J3 we observe by
bg(Mτu
ε,Mτu
ε, η)− bg(vε, vε, η)
= bg(Mτu
ε,Mτu
ε − vε, η) + bg(Mτuε − vε, vε, η)
and (7.20) that
|bg(Mτuε,Mτuε, η)− bg(vε, vε, η)| ≤ cK1K2‖η‖H1(Γ),
where
K1 := ‖Mτuε‖1/2L2(Γ)‖Mτuε‖
1/2
H1(Γ) + ‖vε‖
1/2
L2(Γ)‖vε‖
1/2
H1(Γ),
K2 := ‖Mτuε − vε‖1/2L2(Γ)‖Mτuε − vε‖
1/2
H1(Γ).
Moreover, we apply (6.39) to vε and then use (5.4) and (5.13) to get
K1 ≤ c‖Mτuε‖1/2L2(Γ)‖Mτuε‖
1/2
H1(Γ) ≤ cε−1/2‖uε‖
1/2
L2(Ωε)
‖uε‖1/2H1(Ωε).
We also deduce from (7.46) and (7.47) that
K2 ≤ cε1/2‖uε‖1/2L2(Ωε)‖u
ε‖1/2H1(Ωε).
Hence it follows from the above inequalities that
|bg(Mτuε,Mτuε, η)− bg(vε, vε, η)| ≤ c‖uε‖L2(Ωε)‖uε‖H1(Ωε)‖η‖H1(Γ)
and we use this inequality and (7.5) to get
|J3| ≤ c
(∫ T
0
‖uε‖2L2(Ωε)‖uε‖2H1(Ωε) dt
)1/2
‖η‖L2(0,T ;H1(Γ))
≤ cε(1 + T )1/2‖η‖L2(0,T ;H1(Γ)).
(7.56)
Applying (7.54)–(7.56) and ε ≤ εα/2 to (7.53) we obtain (7.52). 
Let us derive the energy estimate for vε from (7.51).
Lemma 7.12. Let uε be as in Lemma 7.1 and vε = PgMτu
ε. Then
max
t∈[0,T ]
‖vε(t)‖2L2(Γ) +
∫ T
0
‖∇Γvε(t)‖2L2(Γ) dt ≤ cT(7.57)
for all T > 0, where cT > 0 is a constant depending on T but independent of ε.
Proof. For t ∈ [0, T ] let 1[0,t] : R → R be the characteristic function of [0, t] ⊂ R.
Since vε belongs to C([0,∞);Vg), we can substitute
η := 1[0,t]v
ε ∈ L2(0, T ;Vg)
for (7.51). Then using (7.21) we get
(7.58)
∫ t
0
{(g∂svε, vε)L2(Γ) + ag(vε, vε)} ds
=
∫ t
0
(gMτPεf
ε, vε)L2(Γ) ds+R
1
ε(v
ε) +R2ε(v
ε),
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where R1ε(v
ε) and R2ε(v
ε) satisfy (7.38) and (7.52). We compute each term of (7.58).
Since g is independent of time and nonnegative by (2.1),∫ t
0
(g∂sv
ε, vε)L2(Γ) ds =
1
2
∫ t
0
d
ds
‖g1/2vε‖2L2(Γ) ds
=
1
2
‖g1/2vε(t)‖2L2(Γ) −
1
2
‖g1/2vε(0)‖2L2(Γ).
(7.59)
Also, we see by (7.19) that∫ t
0
‖∇Γvε‖2L2(Γ) ds ≤ c
∫ t
0
{
ag(v
ε, vε) + ‖vε‖2L2(Γ)
}
ds.(7.60)
We consider MτPεf
ε = PMτPεf
ε in H−1(Γ, TΓ) (see Section 3.1) to get∣∣∣∣∫ t
0
(gMτPεf
ε, vε)L2(Γ) ds
∣∣∣∣ = ∣∣∣∣∫ t
0
[MτPεf
ε, gvε]TΓ ds
∣∣∣∣
≤
∫ t
0
‖MτPεf ε‖H−1(Γ,TΓ)‖gvε‖H1(Γ) ds
≤ c
∫ t
0
‖MτPεf ε‖H−1(Γ,TΓ)‖vε‖H1(Γ) ds.
(7.61)
To estimate the residual terms, we see that ε−1γ0ε and ε
−1γ1ε are bounded by (2.5).
Hence by (7.38) and (7.52) (with T replaced by t) we obtain
|R1ε(vε)|+ |R2ε(vε)| ≤ c(1 + t)1/2
(∫ t
0
‖vε‖2H1(Γ) ds
)1/2
.(7.62)
Now we deduce from (7.58)–(7.62) that
‖g1/2vε(t)‖2L2(Γ) +
∫ t
0
‖∇Γvε‖2L2(Γ) ds
≤ c
{
‖g1/2vε(0)‖2L2(Γ) +
∫ t
0
(
‖vε‖2L2(Γ) + ‖MτPεf ε‖H−1(Γ,TΓ)‖vε‖H1(Γ)
)
ds
}
+ c(1 + t)1/2
(∫ t
0
‖vε‖2H1(Γ) ds
)1/2
.
Noting that
‖vε‖2H1(Γ) = ‖vε‖2L2(Γ) + ‖∇Γvε‖2L2(Γ),
we apply Young’s inequality to the last two terms of the above inequality to get
‖g1/2vε(t)‖2L2(Γ) +
∫ t
0
‖∇Γvε‖2L2(Γ) ds
≤ c
{
‖g1/2vε(0)‖2L2(Γ) +
∫ t
0
(
‖vε‖2L2(Γ) + ‖MτPεf ε‖2H−1(Γ,TΓ)
)
ds+ 1 + t
}
+
1
2
∫ t
0
‖∇Γvε‖2L2(Γ) ds.
Then we make the last term absorbed into the left-hand side and apply (2.1),
‖g1/2vε(0)‖L2(Γ) ≤ c‖vε(0)‖L2(Γ) ≤ c‖Mτuε(0)‖L2(Γ) = c‖Mτuε0‖L2(Γ)
by (6.39) with k = 0 and uε(0) = uε0 in Vε, and (2.9) with β = 1 to obtain
‖vε(t)‖2L2(Γ) +
∫ t
0
‖∇Γvε‖2L2(Γ) ds ≤ c
(
1 + t+
∫ t
0
‖vε‖2L2(Γ) ds
)
(7.63)
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for all t ∈ [0, T ]. From this inequality we deduce that
‖vε(t)‖2L2(Γ) + 1 ≤ c
{
1 +
∫ t
0
(
‖vε‖2L2(Γ) + 1
)
ds
}
, t ∈ [0, T ]
and thus Gronwall’s inequality yields
‖vε(t)‖2L2(Γ) + 1 ≤ cect ≤ cecT , t ∈ [0, T ].
Applying this inequality to (7.63) with t = T we also get∫ T
0
‖∇Γvε‖2L2(Γ) dt ≤ c(1 + T + ecT ).
Hence we conclude that (7.57) holds with cT := c(1 + T + e
cT ), where c > 0 is a
constant independent of ε and T . 
By (7.50) and (7.57) we obtain the following energy estimate for Mτu
ε.
Lemma 7.13. Let uε be as in Lemma 7.1. Then
max
t∈[0,T ]
‖Mτuε(t)‖2L2(Γ) +
∫ T
0
‖∇ΓMτuε(t)‖2L2(Γ) dt ≤ cT(7.64)
for all T > 0, where cT > 0 is a constant depending on T but independent of ε.
7.4. Estimate for the time derivative of the average. By (7.64) we see that
Mτu
ε converges weakly in appropriate function spaces on Γ as ε→ 0. However, for
the convergence of the trilinear term in (7.37) we need to apply the Aubin–Lions
lemma to get the strong convergence of Mτu
ε. To this end, we estimate the time
derivative of Mτu
ε. We first construct an appropriate test function.
Lemma 7.14. For w ∈ H1(Γ, TΓ) there exist unique η ∈ Vg, q ∈ H2(Γ) such that
w = gη + g∇Γq on Γ,
∫
Γ
q dH2 = 0.(7.65)
Moreover, there exists a constant c > 0 independent of w such that
‖η‖H1(Γ) + ‖q‖H2(Γ) ≤ c‖w‖H1(Γ).(7.66)
Proof. Let w ∈ H1(Γ, TΓ) and ξ := −divΓw ∈ L2(Γ). Then
(ξ, 1)L2(Γ) = −
∫
Γ
divΓw dH2 = 0
by (3.26). Also, for all q ∈ H1(Γ) satisfying ∫
Γ
q dH2 = 0 we have
‖q‖L2(Γ) ≤ c‖∇Γq‖L2(Γ) ≤ c‖g1/2∇Γq‖L2(Γ)(7.67)
by (2.1) and Poincare´’s inequality (3.25). Hence by the Lax–Milgram theorem there
exists a unique weak solution q ∈ H1(Γ) to the problem
−divΓ(g∇Γq) = ξ on Γ,
∫
Γ
q dH2 = 0
in the sense that
(g∇Γq,∇Γϕ)L2(Γ) = (ξ, ϕ)L2(Γ) for all ϕ ∈ H1(Γ).(7.68)
From this equality with ϕ = q and (7.67) we deduce that
‖q‖H1(Γ) ≤ c‖ξ‖L2(Γ) = c‖divΓw‖L2(Γ) ≤ c‖w‖H1(Γ).(7.69)
Moreover, replacing ϕ by g−1ϕ in (7.68) we get
(∇Γq,∇Γϕ)L2(Γ) =
(
1
g
(ξ +∇Γg · ∇Γq), ϕ
)
L2(Γ)
for all ϕ ∈ H1(Γ),
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which combined with (3.25) shows that q is a unique weak solution to
−∆Γψ = ζ := 1
g
(ξ +∇Γg · ∇Γq) ∈ L2(Γ),
∫
Γ
ψ dH2 = 0.
Note that (ζ, 1)L2(Γ) = 0 by (7.68) with ϕ = g
−1. Hence q ∈ H2(Γ) by Lemma 6.13.
Moreover, it follows from (2.1), (6.35), and (7.69) that
‖q‖H2(Γ) ≤ c‖ζ‖L2(Γ) ≤ c
(‖ξ‖L2(Γ) + ‖∇Γq‖L2(Γ)) ≤ c‖w‖H1(Γ).(7.70)
Now we observe by q ∈ H2(Γ) and divΓ(g∇Γq) = −ξ = divΓw on Γ that
η :=
1
g
w −∇Γq ∈ Vg
and that η and q satisfy (7.65). We also deduce from (2.1) and (7.70) that
‖η‖H1(Γ) ≤ c
(‖w‖H1(Γ) + ‖∇Γq‖H1(Γ)) ≤ c‖w‖H1(Γ).
By this inequality and (7.70) we obtain (7.66).
To prove the uniqueness of η and q satisfying (7.65), suppose that
gη + g∇Γq = 0 on Γ,
∫
Γ
q dH2 = 0
for η ∈ Vg and q ∈ H2(Γ). Then
‖g1/2∇Γq‖2L2(Γ) = (g∇Γq,∇Γq)L2(Γ) = −(gη,∇Γq)L2(Γ) = −(η, g∇Γq)L2(Γ) = 0
by η ∈ Hg and g∇Γq ∈ H⊥g (see Lemma 6.11) and thus q = 0 on Γ by (7.67). By
this fact and (2.1) we also get η = 0 on Γ. Hence the uniqueness is valid. 
By the proof of Lemma 7.14 we observe that the mapping
H1(Γ, TΓ) ∋ w 7→ (η, q) ∈ Vg ×H2(Γ),
where η and q are unique functions satisfying (7.65), is linear and bounded. Hence
we have the following time-dependent version of Lemma 7.14.
Lemma 7.15. For w ∈ X (0, T ;H1(Γ, TΓ)) with X = Cc, L2 there exist unique
η ∈ X (0, T ;Vg), q ∈ X (0, T ;H2(Γ))
such that, for all (or a.a.) t ∈ (0, T ),
w(t) = gη(t) + g∇Γq(t) on Γ,
∫
Γ
q(t) dH2 = 0.
Moreover, there exists a constant c > 0 independent of w such that
‖η(t)‖H1(Γ) + ‖q(t)‖H2(Γ) ≤ c‖w(t)‖H1(Γ) for all (or a.a.) t ∈ (0, T ).
As in Section 7.3, we derive an estimate for the time derivative of vε = PgMτu
ε
and then use it to estimate the time derivative of Mτu
ε.
Lemma 7.16. Let uε be as in Lemma 7.1 and vε = PgMτu
ε. Then
‖∂tvε‖L2(0,T ;H−1(Γ,TΓ)) ≤ cT(7.71)
for all T > 0, where cT > 0 is a constant depending on T but independent of ε.
Note that we estimate ∂tv
ε in the dual space H−1(Γ, TΓ) of H1(Γ, TΓ), not in
the dual space of the weighted solenoidal space Vg (see Remark 7.18 below).
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Proof. Let w ∈ L2(0, T ;H1(Γ, TΓ)). Then by Lemma 7.15 there exist
η ∈ L2(0, T ;Vg), q ∈ L2(0, T ;H2(Γ))
such that w(t) = gη(t) + g∇Γq(t) on Γ for a.a. t ∈ (0, T ) and
‖η‖L2(0,T ;H1(Γ)) ≤ c‖w‖L2(0,T ;H1(Γ)).(7.72)
Since ∂tv
ε(t) ∈ Hg and g∇Γq(t) ∈ H⊥g for a.a. t ∈ (0, T ) by Lemmas 6.11 and 7.11,∫ T
0
(∂tv
ε, g∇Γq)L2(Γ) dt = 0.
By this equality and gη = w − g∇Γq we have∫ T
0
(g∂tv
ε, η)L2(Γ) dt =
∫ T
0
(∂tv
ε, gη)L2(Γ) dt =
∫ T
0
(∂tv
ε, w)L2(Γ) dt.
We substitute η = g−1w −∇Γq for (7.51) and use the above equality. Then
(7.73)
∫ T
0
(∂tv
ε, w)L2(Γ) dt = −
∫ T
0
ag(v
ε, η) dt−
∫ T
0
bg(v
ε, vε, η) dt
+
∫ T
0
(gMτPεf
ε, η)L2(Γ) dt+R
1
ε(η) +R
2
ε(η),
where R1ε(η) and R
2
ε(η) are given in Lemmas 7.8 and 7.11. To the first term on the
right-hand side we apply (7.18), (7.57), and (7.72) to get∣∣∣∣∣
∫ T
0
ag(v
ε, η) dt
∣∣∣∣∣ ≤ c‖vε‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ)) ≤ cT ‖w‖L2(0,T ;H1(Γ)).
Here and in what follows we denote by cT a general positive constant depending
on T but independent of ε. Also, by (7.20), (7.57), and (7.72),∣∣∣∣∣
∫ T
0
bg(v
ε, vε, η) dt
∣∣∣∣∣ ≤ c
∫ T
0
‖vε‖L2(Γ)‖vε‖H1(Γ)‖η‖H1(Γ) dt
≤ c‖vε‖L∞(0,T ;L2(Γ))‖vε‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ))
≤ cT ‖w‖L2(0,T ;H1(Γ)).
For the other terms we proceed as in the proof of Lemma 7.12 (see (7.61)–(7.62))
and use (2.9) with β = 1 and (7.72). Then we get∣∣∣∣∣
∫ T
0
(gMτPεf
ε, η)L2(Γ) dt
∣∣∣∣∣ ≤ c
∫ T
0
‖MτPεf ε‖H−1(Γ,TΓ)‖η‖H1(Γ) dt
≤ cT 1/2‖η‖L2(0,T ;H1(Γ)) ≤ cT 1/2‖w‖L2(0,T ;H1(Γ))
and
|R1ε(η)|+ |R2ε(η)| ≤ c(1 + T )1/2‖η‖L2(0,T ;H1(Γ)) ≤ c(1 + T )1/2‖w‖L2(0,T ;H1(Γ)).
Applying these inequalities to the right-hand side of (7.73) we obtain∣∣∣∣∣
∫ T
0
(∂tv
ε, w)L2(Γ) dt
∣∣∣∣∣ ≤ cT ‖w‖L2(0,T ;H1(Γ))
for all w ∈ L2(0, T ;H1(Γ, TΓ)). Hence (7.71) holds. 
Lemma 7.17. Let uε be as in Lemma 7.1. Then
‖∂tMτuε‖L2(0,T ;H−1(Γ,TΓ)) ≤ cT(7.74)
for all T > 0, where cT > 0 is a constant depending on T but independent of ε.
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Proof. Let vε = PgMτu
ε. Noting that
∂tMτu
ε − ∂tvε ∈ L2(0, T ;L2(Γ, TΓ)) ⊂ L2(0, T ;H−1(Γ, TΓ))
by Lemmas 7.8 and 7.11 (see also Section 3.1), we use (7.3) and (7.49) to get
‖∂tMτuε − ∂tvε‖L2(0,T ;H−1(Γ,TΓ)) ≤ ‖∂tMτuε − ∂tvε‖L2(0,T ;L2(Γ))
≤ cε1/2‖∂tuε‖L2(0,T ;L2(Ωε))
≤ cεα/2(1 + T )1/2.
By this inequality, (7.71), and εα/2 ≤ 1 we obtain (7.74). 
Remark 7.18. In construction of a weak solution to the Navier–Stokes equations,
we usually estimate the time derivative of an approximate solution in the dual space
of a solenoidal space. However, in Lemma 7.16 we estimate ∂tv
ε in H−1(Γ, TΓ),
not in the dual space V ′g of Vg. This is due to the fact that we multiply ∂tvε by the
function g in (7.51). When f ∈ V ′g we cannot define a functional gf on Vg by
V′g〈gf, v〉Vg := V′g 〈f, gv〉Vg , v ∈ Vg
since gv 6∈ Vg in general (here V′g〈·, ·〉Vg is the duality product between V ′g and Vg).
To avoid this problem, we consider ∂tv
ε and ∂tMτu
ε in H−1(Γ, TΓ) (see (3.34)).
7.5. Weak convergence of the average and characterization of the limit.
The goal of this subsection is to establish Theorem 2.6. We proceed as in the case
of a bounded domain in R2 (see e.g. [8,14,82,85]). First we give the definition of a
weak solution to the limit equations (2.12) based on (7.37).
Definition 7.19. For T > 0 and given data
v0 ∈ Hg, f ∈ L2(0, T ;H−1(Γ, TΓ)),
we say that a vector field
v ∈ L∞(0, T ;Hg) ∩ L2(0, T ;Vg) with ∂tv ∈ L1(0, T ;H−1(Γ, TΓ))
is a weak solution to the equations (2.12) on [0, T ) if it satisfies∫ T
0
{[g∂tv, η]TΓ + ag(v, η) + bg(v, v, η)} dt =
∫ T
0
[gf, η]TΓ dt(7.75)
for all η ∈ Cc(0, T ;Vg) and v|t=0 = v0 in H−1(Γ, TΓ).
Definition 7.20. For given data
v0 ∈ Hg, f ∈ L2loc([0,∞);H−1(Γ, TΓ)),
we say that v is a weak solution to (2.12) on [0,∞) if it is a weak solution to (2.12)
on [0, T ) for all T > 0.
A weak solution v to (2.12) on [0, T ) with T > 0 satisfies
v ∈ W 1,1(0, T ;H−1(Γ, TΓ)) ⊂ C([0, T ];H−1(Γ, TΓ))
and thus the initial condition v|t=0 = v0 in H−1(Γ, TΓ) makes sense. Moreover, it
is continuous on [0, T ] with values in Hg.
Lemma 7.21. For T > 0 let f ∈ L2(0, T ;H−1(Γ, TΓ)). Suppose that
v ∈ L∞(0, T ;Hg) ∩ L2(0, T ;Vg) with ∂tv ∈ L1(0, T ;H−1(Γ, TΓ))
satisfies (7.75) for all η ∈ Cc(0, T ;Vg). Then
v ∈ C([0, T ];Hg), ∂tv ∈ L2(0, T ;H−1(Γ, TΓ)),
and (7.75) is valid for all η ∈ L2(0, T ;Vg).
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Note that here the initial condition v|t=0 = v0 in H−1(Γ, TΓ) is not imposed.
Proof. We estimate ∂tv as in the proof of Lemma 7.16, where we used ∂tv
ε(t) ∈ Hg
for a.a. t ∈ (0, T ). This is not valid for ∂tv, but we have∫ T
0
[∂tv, g∇Γq]TΓ dt = 0 for all q ∈ Cc(0, T ;H2(Γ)).(7.76)
To see this, we first take functions qk ∈ C∞c (0, T ;H2(Γ)), k ∈ N such that
lim
k→∞
‖q − qk‖L∞(0,T ;H2(Γ)) = 0
by mollifying q ∈ Cc(0, T ;H2(Γ)) with respect to time. Then since∣∣∣∣∣
∫ T
0
[∂tv, g∇Γq]TΓ dt−
∫ T
0
[∂tv, g∇Γqk]TΓ dt
∣∣∣∣∣
≤ ‖∂tv‖L1(0,T ;H−1(Γ,TΓ))‖g∇Γq − g∇Γqk‖L∞(0,T ;H1(Γ))
≤ c‖∂tv‖L1(0,T ;H−1(Γ,TΓ))‖q − qk‖L∞(0,T ;H2(Γ))
and the last term converges to zero as k →∞, it is sufficient to show (7.76) for qk
instead of q. We suppress the subscript k of qk. Then since
q ∈ C∞c (0, T ;H2(Γ)), ∂t(∇Γq) = ∇Γ(∂tq) in C∞c (0, T ;H1(Γ, TΓ))
and g is independent of time, it follows that∫ T
0
[∂tv, g∇Γq]TΓ dt = −
∫ T
0
[v, g∂t(∇Γq)]TΓ dt = −
∫ T
0
[v, g∇Γ(∂tq)]TΓ dt.
Moreover, since v ∈ L∞(0, T ;Hg) and q ∈ C∞c (0, T ;H2(Γ)), we have
v(t) ∈ Hg for a.a. t ∈ (0, T ), g[∇Γ(∂tq)](t) ∈ H⊥g for all t ∈ (0, T )
by Lemma 6.11 and thus (see also Section 3.1)∫ T
0
[v, g∇Γ(∂tq)]TΓ dt =
∫ T
0
(
v, g∇Γ(∂tq)
)
L2(Γ)
dt = 0.
Hence we obtain (7.76) by the above two equalities.
Now let w ∈ Cc(0, T ;H1(Γ, TΓ)). By Lemma 7.15 we can take
η ∈ Cc(0, T ;Vg), q ∈ Cc(0, T ;H2(Γ))
such that w(t) = gη(t) + g∇Γq(t) on Γ for all t ∈ (0, T ) and (7.72) holds. Then∫ T
0
[∂tv, w]TΓ dt =
∫ T
0
(
[∂tv, gη]TΓ + [∂tv, g∇Γq]TΓ
)
dt =
∫ T
0
[g∂tv, η]TΓ dt
by (7.76). We substitute η for (7.75). Then using the above equality,∣∣∣∣∣
∫ T
0
ag(v, η) dt
∣∣∣∣∣ ≤ c‖v‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ)),∣∣∣∣∣
∫ T
0
bg(v, v, η) dt
∣∣∣∣∣ ≤ c‖v‖L∞(0,T ;L2(Γ))‖v‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ))
(7.77)
by (7.18) and (7.20), and (7.72) we calculate as in the proof of Lemma 7.16 to get∣∣∣∣∣
∫ T
0
[∂tv, w]TΓ dt
∣∣∣∣∣ ≤ c‖w‖L2(0,T ;H1(Γ)) for all w ∈ Cc(0, T ;H1(Γ, TΓ)).
Since Cc(0, T ;H
1(Γ, TΓ)) is dense in L2(0, T ;H1(Γ, TΓ)), this inequality implies
∂tv ∈ L2(0, T ;H−1(Γ, TΓ)).(7.78)
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By this property and
v ∈ L2(0, T ;Vg) ⊂ L2(0, T ;H1(Γ, TΓ))
we can apply the interpolation result of Lions–Magenes [47, Chapter 1, Theorem 3.1]
(see also [85, Chapter III, Lemma 1.2]) to v to get
v ∈ C([0, T ];L2(Γ, TΓ)).
Moreover, since v ∈ L∞(0, T ;Hg), we have v(t) ∈ Hg for a.a. t ∈ (0, T ) and, in
particular, for all t in a dense subset of [0, T ]. Hence, by the continuity of v(t) on
[0, T ] in L2(Γ, TΓ) and the fact that Hg is closed in L2(Γ, TΓ), we have
v(t) ∈ Hg for all t ∈ [0, T ], i.e. v ∈ C([0, T ];Hg).
Finally, since Cc(0, T ;Vg) is dense in L2(0, T ;Vg) and both sides of (7.75) are linear
and continuous for η ∈ L2(0, T ;Vg) by (7.77), (7.78), and the assumption on f , the
equality (7.75) is also valid for all η ∈ L2(0, T ;Vg). 
By Lemma 7.21 the initial condition for a weak solution to (2.12) makes sense
in Hg. Let us prove the uniqueness of a weak solution.
Lemma 7.22. For T > 0 and given data
v0 ∈ Hg, f ∈ L2(0, T ;H−1(Γ, TΓ)),
there exists at most one weak solution to (2.12) on [0, T ).
Proof. Let v1 and v2 be weak solutions to (2.12) and w := v1 − v2. Then
w ∈ C([0, T ];Hg) ∩ L2(0, T ;Vg), ∂tw ∈ L2(0, T ;H−1(Γ, TΓ))(7.79)
and w|t=0 = 0 inHg by Lemma 7.21. Moreover, by the same lemma we can subtract
the equality (7.75) for η ∈ L2(0, T ;Vg) with v = v2 from that with v = v1 to get∫ T
0
{[g∂tw, η]TΓ + ag(w, η) + bg(w, v1, η) + bg(v2, w, η)} ds = 0.(7.80)
For t ∈ [0, T ] let 1[0,t] be the characteristic function of [0, t] ⊂ R and
η := 1[0,t]w ∈ L2(0, T ;Vg).
We substitute this η for (7.80) and use (7.19),∫ t
0
[g∂sw,w]TΓ ds =
1
2
∫ t
0
d
ds
‖g1/2w‖2L2(Γ) ds
=
1
2
‖g1/2w(t)‖2L2(Γ) −
1
2
‖g1/2w(0)‖2L2(Γ)
≥ c
(
‖w(t)‖2L2(Γ) − ‖w(0)‖2L2(Γ)
)(7.81)
by (7.79) and the fact that g is bounded on Γ and satisfies (2.1), and
|bg(w, v1, w)| = |bg(w,w, v1)| ≤ c‖w‖L2(Γ)‖w‖H1(Γ)‖v1‖H1(Γ)
and bg(v2, w, w) = 0 by v2, w ∈ Vg and (7.20)–(7.21) to obtain
‖w(t)‖2L2(Γ) +
∫ t
0
‖∇Γw‖2L2(Γ) ds
≤ c
{
‖w(0)‖2L2(Γ) +
∫ t
0
(
‖w‖2L2(Γ) + ‖w‖L2(Γ)‖w‖H1(Γ)‖v1‖H1(Γ)
)
ds
}
.
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We further apply Young’s inequality to the last term to deduce that
‖w(t)‖2L2(Γ) +
∫ t
0
‖∇Γw‖2L2(Γ) ds
≤ c
{
‖w(0)‖2L2(Γ) +
∫ t
0
(
1 + ‖v1‖2H1(Γ)
)
‖w‖2L2(Γ) ds
}
+
1
2
∫ t
0
‖∇Γw‖2L2(Γ) ds.
Then we make the last term absorbed into the left-hand side and use w|t=0 = 0 in
Hg to get (we omit the time integral of ‖∇Γw‖2L2(Γ) on the left-hand side)
‖w(t)‖2L2(Γ) ≤ c
∫ t
0
ξ‖w‖2L2(Γ) ds, ξ(t) := 1 + ‖v1(t)‖2H1(Γ) for all t ∈ [0, T ].
Since ξ ∈ L1(0, T ), we can apply Gronwall’s inequality to this inequality to obtain
‖w(t)‖2L2(Γ) = 0 for all t ∈ [0, T ].
Hence v1 = v2 and the uniqueness of a weak solution to (2.12) holds. 
Next we construct an associated pressure in (2.12) from (7.75) after giving two
auxiliary results. Recall that we identity H−1(Γ, TΓ) with the quotient space
Q = {[f ] | f ∈ H−1(Γ)3}, [f ] = {f˜ ∈ H−1(Γ)3 | Pf = P f˜ in H−1(Γ)3}
and take Pf (or f when Pf = f in H−1(Γ)3) as a representative of the equivalence
class [f ] to write [Pf, v]TΓ = 〈f, v〉Γ for v ∈ H1(Γ, TΓ) (see Section 3.1).
Lemma 7.23. Let A ∈ L2(Γ)3×3 satisfy AT = PA = AP = A on Γ. Then(
A,DΓ(η)
)
L2(Γ)
= −[PdivΓA, η]TΓ(7.82)
for all η ∈ H1(Γ, TΓ).
Proof. The assumption on A yields
A : DΓ(η) = A : ∇Γη, ATn = 0 on Γ.
Using these equalities and (3.30) and noting that η ∈ H1(Γ, TΓ) we get(
A,DΓ(η)
)
L2(Γ)
= (A,∇Γη)L2(Γ) =
3∑
i,j=1
(Aij , Diηj)L2(Γ)
= −
3∑
i,j=1
{〈DiAij , ηj〉Γ + (AijHni, ηj)L2(Γ)}
= −{〈divΓA, η〉Γ + (HATn, η)L2(Γ)} = −[PdivΓA, η]TΓ.
Hence (7.82) holds. 
Lemma 7.24. Let v ∈ H1(Γ, TΓ). Then
∇vv = P (v · ∇Γ)v ∈ L4/3(Γ, TΓ)
and we can consider ∇vv as an element of H−1(Γ, TΓ) by[
∇vv, η
]
TΓ
:=
∫
Γ
∇vv · η dH2, η ∈ H1(Γ, TΓ).
Moreover, if v ∈ Vg, then
bg(v, v, η) =
∫
Γ
g∇vv · η dH2 =
[
g∇vv, η
]
TΓ
(7.83)
for all η ∈ H1(Γ, TΓ) and∥∥g∇vv∥∥H−1(Γ,TΓ) ≤ c‖v‖L2(Γ)‖v‖H1(Γ)(7.84)
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with a constant c > 0 independent of v.
Proof. Let v ∈ H1(Γ, TΓ). By Ho¨lder’s inequality and (4.1),∥∥∇vv∥∥L4/3(Γ) ≤ ‖v‖L4(Γ)‖∇Γv‖L2(Γ) ≤ c‖v‖1/2L2(Γ)‖v‖3/2H1(Γ).
Hence ∇vv ∈ L4/3(Γ, TΓ). We again use Ho¨lder’s inequality and (4.1) to get∣∣∣∣∫
Γ
∇vv · η dx
∣∣∣∣ ≤ ∥∥∇vv∥∥L4/3(Γ) ‖η‖L4(Γ) ≤ c ∥∥∇vv∥∥L4/3(Γ) ‖η‖H1(Γ)
for all η ∈ H1(Γ, TΓ) and thus ∇vv ∈ H−1(Γ, TΓ). Now let v ∈ Vg. Then
bg(v, v, η) = −bg(v, η, v) =
∫
Γ
g(v ⊗ η) : ∇Γv dH2
for η ∈ H1(Γ, TΓ) by (7.21). To the last term we apply
v ⊗ η : ∇Γv = (v · ∇Γ)v · η = {P (v · ∇Γ)v} · η = ∇vv · η on Γ
by η · n = 0 on Γ to get (7.83). Moreover, by (7.20) and (7.83) we see that∣∣∣[g∇vv, η]
TΓ
∣∣∣ = |bg(v, v, η)| ≤ c‖v‖L2(Γ)‖v‖H1(Γ)‖η‖H1(Γ)
for all η ∈ H1(Γ, TΓ). Thus (7.84) follows. 
Lemma 7.25. For T > 0 and given data
v0 ∈ Hg, f ∈ L2(0, T ;H−1(Γ, TΓ)),
let v be a weak solution to (2.12) on [0, T ). Then there exists a unique
qˆ ∈ C([0, T ];L2(Γ))
such that
∫
Γ qˆ(t) dH2 = 0 for all t ∈ [0, T ] and
(7.85) g
(
∂tv +∇vv
)
− 2ν
{
P divΓ[gDΓ(v)]− 1
g
(v · ∇Γg)∇Γg
}
+ (γ0 + γ1)v + g∇Γq = gf in D′(0, T ;H−1(Γ, TΓ))
with q := ∂tqˆ ∈ D′(0, T ;L2(Γ)) (see Section 3.1).
Proof. Let v be a weak solution to (2.12) on [0, T ) and
Agv := −2ν
{
PdivΓ[gDΓ(v)]− 1
g
(v · ∇Γg)∇Γg
}
+ (γ0 + γ1)v,
Bg(v, v) := g∇vv.
(7.86)
Then by g ∈ C4(Γ), (2.1), (7.84), and v ∈ L∞(0, T ;Hg) ∩ L2(0, T ;Vg) we have
Agv,Bg(v, v) ∈ L2(0, T ;H−1(Γ, TΓ)).
Since the given data f also belongs to the same space, the functions
Âgv(t) :=
∫ t
0
Agv(s) ds, B̂g(v, v)(t) :=
∫ t
0
Bg(v(s), v(s)) ds,
fˆ(t) :=
∫ t
0
f(s) ds, t ∈ [0, T ]
are continuous on [0, T ] with values in H−1(Γ, TΓ). Moreover,
v ∈ W 1,1(0, T ;H−1(Γ, TΓ)) ⊂ C([0, T ];H−1(Γ, TΓ))(7.87)
by Definition 7.19. Hence
F := gv − gv0 + Âgv + B̂g(v, v)− gfˆ ∈ C([0, T ];H−1(Γ, TΓ)).(7.88)
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We show that F satisfies the condition of Theorem 6.6. Let η ∈ L2(0, T ;Vg). Then
since (7.75) holds for η by Lemma 7.21, we have∫ T
0
(
[g∂tv, η]TΓ + [Agv, η]TΓ + [Bg(v, v), η]TΓ
)
ds =
∫ T
0
[gf, η]TΓ ds(7.89)
by applying (7.82) with A = gDΓ(v) and (7.83) to (7.75). For t ∈ [0, T ] and ξ ∈ Vg
let 1[0,t] be the characteristic function of [0, t] ⊂ R and
η(s) := 1[0,t](s)ξ, s ∈ [0, T ], η ∈ L2(0, T ;Vg).
We substitute this η for (7.89). Then since g and ξ are independent of time and∫ t
0
∂sv(s) ds = v(t)− v0 in H−1(Γ, TΓ)
by (7.87), for each t ∈ [0, T ] we have
F (t) ∈ H−1(Γ, TΓ), [F (t), ξ]TΓ = 0 for all ξ ∈ Vg.
Hence by Theorem 6.6 there exists a unique qˆ(t) ∈ L2(Γ) such that
F (t) = −g∇Γqˆ(t) in H−1(Γ, TΓ),
∫
Γ
qˆ(t) dH2 = 0.
Moreover, by (6.22) and F ∈ C([0, T ];H−1(Γ, TΓ)) we see that
qˆ ∈ C([0, T ];L2(Γ)) ⊂ L2(0, T ;L2(Γ))
and thus q := ∂tqˆ ∈ D′(0, T ;L2(Γ)) is well-defined. Now we have
0 = −
∫ T
0
∂tϕ(t){F (t) + g∇Γqˆ(t)} dt =
∫ T
0
ϕ(t){∂tF (t) + g∂t(∇Γqˆ)(t)} dt
in H−1(Γ, TΓ) for all ϕ ∈ C∞c (0, T ), which means that
∂tF (t) + g∂t(∇Γqˆ)(t) = 0 in D′(0, T ;H−1(Γ, TΓ)).
This implies (7.85) since
∂t(∇Γqˆ) = ∇Γq, ∂tF = g∂tv +Agv +Bg(v, v)− gf
in D′(0, T ;H−1(Γ, TΓ)) by (3.36) and (7.88) (see also (7.86)). 
Now let us prove Theorem 2.6. First we present an auxiliary result on the weak
limit of the averaged tangential component of a vector field in L2σ(Ωε).
Lemma 7.26. For ε ∈ (0, 1] let uε ∈ L2σ(Ωε). Also, let v ∈ L2(Γ, TΓ). If
lim
ε→0
Mτu
ε = v weakly in L2(Γ, TΓ)(7.90)
and there exist ε′ ∈ (0, 1], c > 0, and α > 0 such that
‖uε‖2L2(Ωε) ≤ cε−1+α(7.91)
for all ε ∈ (0, ε′], then v ∈ Hg.
Proof. By (3.32) and (7.90) we see that
lim
ε→0
divΓ(gMτu
ε) = divΓ(gv) weakly in H
−1(Γ).
Moreover, we apply (5.18) to uε ∈ L2σ(Ωε) and use (7.91) to get
‖divΓ(gMτuε)‖H−1(Γ) ≤ cε1/2‖uε‖L2(Ωε) ≤ cεα/2
for all ε ∈ (0, ε′] with α > 0. Hence
‖divΓ(gv)‖H−1(Γ) ≤ lim inf
ε→0
‖divΓ(gMτuε)‖H−1(Γ) = 0
and divΓ(gv) = 0 in H
−1(Γ), which means that v ∈ Hg. 
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Proof of Theorem 2.6. Suppose that the assumptions of Theorem 2.6 are satisfied.
Then by the conditions (a) and (b) there exist constants
c1, c2 > 0, ε˜2 ∈ (0, ε2], α ∈ (0, 1]
such that for each ε ∈ (0, ε˜2] the given data
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
satisfy (2.9) with β = 1. Let ε1 and εσ be the constants given in Theorem 2.5 with
the above constants c1, c2 > 0, α ∈ (0, 1], and β = 1 and Lemma 4.12, and let
ε3 := min{ε1, εσ, ε˜2} ∈ (0, ε2].
Then for each ε ∈ (0, ε3] there exists a global-in-time strong solution uε to (1.1)
satisfying (7.1)–(7.3) by Lemma 7.1 and all results in Sections 7.1–7.4 apply to uε.
Moreover, we see by (5.7) and (7.1) that
sup
t∈[0,∞)
‖Muε(t) · n‖L2(Γ) ≤ cε1/2 sup
t∈[0,∞)
‖uε(t)‖H1(Ωε) ≤ cεα/2 → 0
as ε→ 0. Thus {Muε · n}ε converges to zero strongly in C([0,∞);L2(Γ)).
Now let us consider the averaged tangential component Mτu
ε. First note that
the weak limit v0 of {Mτuε0}ε in L2(Γ, TΓ) actually belongs to Hg by Lemma 7.26
since uε0 satisfies (7.91) by the condition (a). For a fixed T > 0 we observe by (7.64)
and (7.74) that
• {Mτuε}ε is bounded in L∞(0, T ;L2(Γ, TΓ)) ∩ L2(0, T ;H1(Γ, TΓ)),
• {∂tMτuε}ε is bounded in L2(0, T ;H−1(Γ, TΓ)).
Hence there exist a sequence {εk}∞k=1 in (0, ε3] and a vector field
v ∈ L∞(0, T ;L2(Γ, TΓ)) ∩ L2(0, T ;H1(Γ, TΓ))
with ∂tv ∈ L2(0, T ;H−1(Γ, TΓ)) such that limk→∞ εk = 0 and
lim
k→∞
Mτu
εk = v weakly-⋆ in L∞(0, T ;L2(Γ, TΓ)),
lim
k→∞
Mτu
εk = v weakly in L2(0, T ;H1(Γ, TΓ)),
lim
k→∞
∂tMτu
εk = ∂tv weakly in L
2(0, T ;H−1(Γ, TΓ)).
(7.92)
Moreover, by the Aubin–Lions lemma (see e.g. [8, Theorem II.5.16]) there exists a
subsequence of {Mτuεk}∞k=1, which we denote by {Mτuεk}∞k=1 again, such that
lim
k→∞
Mτu
εk = v strongly in L2(0, T ;L2(Γ, TΓ)).(7.93)
Then v(t) ∈ Hg for a.a. t ∈ (0, T ) by (7.1) and Lemma 7.26 and thus
v ∈ L∞(0, T ;Hg) ∩ L2(0, T ;Vg).
Let us show that v is a weak solution to (2.12) on [0, T ). First we see that v satisfies
the weak formulation (7.75) for all η ∈ Cc(0, T ;Vg). In what follows, we write c for
a general positive constant that may depend on v, η, and T but is independent of
εk and u
εk . We consider the weak formulation (7.37) for Mτu
εk :
(7.94)
∫ T
0
{[g∂tMτuεk , η]TΓ + ag(Mτuεk , η) + bg(Mτuεk ,Mτuεk , η)} dt
=
∫ T
0
[gMτPεkf
εk , η]TΓ dt+R
1
εk
(η).
Here ∂tMτu
εk and MτPεkf
εk are considered as elements of H−1(Γ, TΓ) (see Sec-
tion 3.1). Let k →∞ in (7.94). Then noting that
η ∈ Cc(0, T ;Vg) ⊂ Lp(0, T ;H1(Γ, TΓ)), p ∈ [1,∞],
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we observe by the condition (b), (3.34), and (7.92) that
lim
k→∞
∫ T
0
[g∂tMτu
εk , η]TΓ dt =
∫ T
0
[g∂tv, η]TΓ dt,
lim
k→∞
∫ T
0
ag(Mτu
εk , η) dt =
∫ T
0
ag(v, η) dt,
lim
k→∞
∫ T
0
[gMτPεkf
εk , η]TΓ dt =
∫ T
0
[gf, η]TΓ dt.
(7.95)
Also, it follows from (7.38), the condition (c), and α > 0 that
|R1εk(η)| ≤ c
εα/4k + ∑
i=0,1
∣∣∣∣γiεkεk − γi
∣∣∣∣
 (1 + T )1/2‖η‖L2(0,T ;H1(Γ)) → 0(7.96)
as k →∞. To show the convergence of the trilinear term, we set
Jk1 :=
∫ T
0
bg(Mτu
εk ,Mτu
εk , η) dt−
∫ T
0
bg(v,Mτu
εk , η) dt,
Jk2 :=
∫ T
0
bg(v,Mτu
εk , η) dt−
∫ T
0
bg(v, v, η) dt.
Since ‖η(t)‖H1(Γ) is bounded on [0, T ] by η ∈ Cc(0, T ;Vg), we see by (7.20) that
|Jk1 | ≤ c
∫ T
0
‖Mτuεk − v‖1/2L2(Γ)‖Mτuεk − v‖
1/2
H1(Γ)‖Mτuεk‖H1(Γ)‖η‖H1(Γ) dt
≤ c‖Mτuεk − v‖1/2L2(0,T ;L2(Γ))‖Mτuεk − v‖
1/2
L2(0,T ;H1(Γ))‖Mτuεk‖L2(0,T ;H1(Γ)).
Applying (7.64) and (7.93) to the last line we obtain
|Jk1 | ≤ c‖Mτuεk − v‖1/2L2(0,T ;L2(Γ)) → 0 as k →∞.(7.97)
For Jk2 , we consider the linear functional
Φ(ξ) :=
∫ T
0
bg(v, ξ, η) dt, ξ ∈ L2(0, T ;H1(Γ, TΓ)).
By (7.20) and the boundedness of ‖η(t)‖H1(Γ) on [0, T ] we get
|Φ(ξ)| ≤ c‖η‖L∞(0,T ;H1(Γ))‖v‖L2(0,T ;H1(Γ))‖ξ‖L2(0,T ;H1(Γ))
for all ξ ∈ L2(0, T ;H1(Γ, TΓ)). Hence Φ is bounded on L2(0, T ;H1(Γ, TΓ)) and
lim
k→∞
Jk2 = lim
k→∞
{Φ(Mτuεk)− Φ(v)} = 0
by the second line of (7.92). Combining this equality with (7.97) we obtain
lim
k→∞
∫ T
0
bg(Mτu
εk ,Mτu
εk , η) dt =
∫ T
0
bg(v, v, η) dt.(7.98)
Thus we send k → ∞ in (7.94) and apply (7.95), (7.96), and (7.98) to find that v
satisfies (7.75) for all η ∈ Cc(0, T ;Vg). We also observe that
v ∈ C([0, T ],Hg)
and (7.75) is valid for all η ∈ L2(0, T ;Vg) by Lemma 7.21.
Next we show that v satisfies the initial condition v|t=0 = v0 in Hg. For ξ ∈ Vg
and ϕ ∈ C∞([0, T ]) satisfying ϕ(0) = 1 and ϕ(T ) = 0 let
η(t) := ϕ(t)ξ, t ∈ [0, T ], η ∈ C∞([0, T ];Vg) ⊂ L2(0, T ;Vg).
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We substitute this η for (7.75) and (7.94) and carry out integration by parts with
respect to time for the terms including ∂tv and ∂tMτu
εk . Then we get
(gv(0), ξ)L2(Γ) = J∞, (gMτu
εk
0 , ξ)L2(Γ) = Jk(7.99)
by ϕ(0) = 1 and ϕ(T ) = 0 (note that g and ξ are independent of time), where
J∞ := −
∫ T
0
∂tϕ(gv, ξ)L2(Γ) dt+
∫ T
0
{ag(v, η) + bg(v, v, η)} dt−
∫ T
0
[gf, η]TΓ dt
and
Jk := −
∫ T
0
∂tϕ(gMτu
εk , ξ)L2(Γ) dt+
∫ T
0
{ag(Mτuεk , η)+bg(Mτuεk ,Mτuεk , η)} dt
−
∫ T
0
[gMτPεkf
εk , η]TΓ dt−R1εk(η).
We send k →∞ in the second equality of (7.99). Then the left-hand side converges
to (gv0, ξ)L2(Γ) by the condition (b). Also, since
η ∈ C∞([0, T ];Vg) ⊂ Lp(0, T ;H1(Γ, TΓ)), p ∈ [1,∞],
we can apply (7.95), (7.96), (7.98), and
lim
k→∞
∫ T
0
∂tϕ(gMτu
εk , ξ)L2(Γ) dt =
∫ T
0
∂tϕ(gv, ξ)L2(Γ) dt
by (7.93) to find that limk→∞ Jk = J∞. Therefore,
(gv(0), ξ)L2(Γ) = J∞ = (gv0, ξ)L2(Γ) for all ξ ∈ Vg.
This equality is also valid for all ξ ∈ Hg since Vg is dense in Hg (see Lemma 6.14).
Thus we can set ξ := v(0)− v0 ∈ Hg in the above equality to get
(g{v(0)− v0}, v(0)− v0)L2(Γ) = ‖g1/2{v(0)− v0}‖2L2(Γ) = 0,
which gives v|t=0 = v0 in Hg when combined with (2.1). Hence v is a unique weak
solution to (2.12) on [0, T ) (here the uniqueness follows from Lemma 7.22).
Now let us prove the convergence of the full sequence
lim
ε→0
Mτu
ε = v weakly in L2(0, T ;H1(Γ, TΓ)).(7.100)
Let {εl}∞l=1 be an arbitrary sequence in (0, ε3] convergent to zero. Then we see by
the same arguments as above that {Mτuεl}∞l=1 has a subsequence {Mτuεk}∞k=1 that
converges to the same limit v, which is the unique weak solution to (2.12) on [0, T ),
in the sense of (7.92) and (7.93). Thus we obtain (7.100).
Since the strong solution uε to (1.1) exists globally in time for all ε ∈ (0, ε3], by
the above arguments we get a unique weak solution
vT ∈ C([0, T ];Hg) ∩ L2(0, T ;Vg) ∩H1(0, T ;H−1(Γ, TΓ))
to (2.12) on [0, T ) satisfying (7.100) for all T > 0. Moreover, if T < T ′ then
vT = vT ′ on [0, T ] by the uniqueness of a weak solution. Hence we can define
v ∈ C([0,∞);Hg) ∩ L2loc([0,∞);Vg) ∩H1loc([0,∞);H−1(Γ, TΓ))
by v := vT on [0, T ] for each T > 0, which is a unique weak solution to (2.12) on
[0,∞) and satisfies (7.100) for all T > 0. 
As a consequence of Theorem 2.6 we obtain the existence of a weak solution to
(2.12) when the initial velocity v0 and the external force f are the weak and weak-⋆
limits of {Mτuε0}ε and {MτPεf ε}ε, respectively. For general data
v0 ∈ Hg, f ∈ L2loc([0,∞);H−1(Γ, TΓ))
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we can construct a weak solution to (2.12) by the Galerkin method as in the case
of the Navier–Stokes equations in a bounded domain in R2 (see e.g. [8,14,85]). We
give the outline of construction of a weak solution to (2.12) by the Galerkin method
in Appendix D.
7.6. Strong convergence of the average and error estimates. In this subsec-
tion we prove Theorem 2.7 by showing an energy estimate for the difference between
the averaged tangential component of a strong solution to (1.1) and a weak solution
to (2.12). We also give estimates in Ωε for the difference between a strong solution
to (1.1) and the constant extension of a weak solution to (2.12).
Theorem 7.27. Let c1 and c2 be positive constants, α ∈ (0, 1], β = 1, and ε1 and
εσ the constants given in Theorem 2.5 and Lemma 4.12. Under the condition
0 < ε ≤ min{ε1, εσ}
and the assumptions of Lemma 7.1, let uε be the global-in-time strong solution to
(1.1) given in Lemma 7.1. Also, for given data
v0 ∈ Hg, f ∈ L∞(0,∞;H−1(Γ, TΓ))
let v be a weak solution to (2.12) on [0,∞). Then for all T > 0 we have
(7.101) max
t∈[0,T ]
‖Mτuε(t)− v(t)‖2L2(Γ) +
∫ T
0
‖∇ΓMτuε(t)−∇Γv(t)‖2L2(Γ) dt
≤ cT
{
δ(ε)2 + ‖Mτuε0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))
}
,
where cT > 0 is a constant depending only on T and
δ(ε) := εα/4 +
∑
i=0,1
∣∣∣∣γiεε − γi
∣∣∣∣ .(7.102)
As in Section 7.3, we first compare the auxiliary vector field vε = PgMτu
ε with
v and then derive (7.101) by using the estimates (7.50) for Mτu
ε − vε.
Lemma 7.28. Under the assumptions of Theorem 7.27, let vε = PgMτu
ε be the
vector field given in Lemma 7.11. Then for all T > 0 we have
(7.103) max
t∈[0,T ]
‖vε(t)− v(t)‖2L2(Γ) +
∫ T
0
‖∇Γvε(t)−∇Γv(t)‖2L2(Γ) dt
≤ cT
{
δ(ε)2 + ‖vε(0)− v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))
}
,
where cT > 0 is a constant depending only on T and δ(ε) is given by (7.102).
Proof. For the sake of simplicity, we set
wε := vε − v, wε0 := vε(0)− v0 = PgMτuε0 − v0, F ε :=MτPεf ε − f.
Let T > 0. By Lemmas 7.11 and 7.21 we see that
wε ∈ C([0, T ];Hg) ∩ L2(0, T ;Vg), ∂twε ∈ L2(0, T ;H−1(Γ, TΓ)),
and wε|t=0 = wε0 in Hg, and (7.51) and (7.75) are valid for all η ∈ L2(0, T ;Vg). We
subtract both sides of (7.75) from those of (7.51) to get
(7.104)
∫ T
0
{[g∂swε, η]TΓ + ag(wε, η) + bg(wε, vε, η) + bg(v, wε, η)} ds
=
∫ T
0
[gF ε, η]TΓ ds+R
1
ε(η) +R
2
ε(η),
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where R1ε(η) and R
2
ε(η) are given in Lemmas 7.8 and 7.11. For t ∈ [0, T ] let 1[0,t]
be the characteristic function of [0, t] ⊂ R. We substitute
η := 1[0,t]w
ε ∈ L2(0, T ;Vg)
for (7.104) and calculate as in the proofs of Lemmas 7.12 and 7.22 by using (7.19)–
(7.21), (7.38), (7.52), (7.81), and Young’s inequality. Then we get
(7.105) ‖wε(t)‖2L2(Γ) +
∫ t
0
‖∇Γwε‖2L2(Γ) ds
≤ c
{
‖wε0‖2L2(Γ) +
∫ t
0
(
1 + ‖vε‖2H1(Γ)
)
‖wε‖2L2(Γ) ds
+
∫ t
0
‖F ε‖2H−1(Γ,TΓ) ds+ δ(ε)2(1 + t)
}
for all t ∈ [0, T ]. Here the constant δ(ε) of the form (7.102) comes from (7.38) and
(7.52) (note that εα/2 ≤ εα/4). Thus setting
ξ(t) := δ(ε)2 + ‖wε(t)‖2L2(Γ), ϕ(t) := 1 + ‖vε(t)‖2H1(Γ), t ∈ [0, T ]
we observe by (7.105) that
ξ(t) ≤ c
{
ξ(0) +
∫ t
0
(
ϕξ + ‖F ε‖2H−1(Γ,TΓ)
)
ds
}
for all t ∈ [0, T ]
and we apply Gronwall’s inequality to this inequality to get
ξ(t) ≤ c
(
ξ(0) +
∫ t
0
‖F ε‖2H−1(Γ,TΓ) ds
)
exp
(
c
∫ t
0
ϕds
)
, t ∈ [0, T ].
From this inequality and the estimate (7.57) for ‖vε‖2H1(Γ) we deduce that
‖wε(t)‖2L2(Γ) ≤ cT
{
δ(ε)2 + ‖wε0‖2L2(Γ) + ‖F ε‖2L∞(0,∞;H−1(Γ,TΓ))
}
for all t ∈ [0, T ], where cT > 0 is a constant depending only on T . Applying this
inequality and (7.57) to (7.105) we also get∫ t
0
‖∇Γwε‖2L2(Γ) ds ≤ cT
{
δ(ε)2 + ‖wε0‖2L2(Γ) + ‖F ε‖2L∞(0,∞;H−1(Γ,TΓ))
}
for all t ∈ [0, T ] with another constant cT > 0 depending only on T . Therefore, the
inequality (7.103) is valid. 
Proof of Theorem 7.27. Let vε = PgMτu
ε. Since v0 ∈ Hg and Pg is the orthogonal
projection from L2(Γ, TΓ) onto Hg, we have
‖vε(0)− v0‖L2(Γ) = ‖Pg(Mτuε0 − v0)‖L2(Γ) ≤ ‖Mτuε0 − v0‖L2(Γ).
By this inequality, (7.50), and (7.103) we obtain (7.101) (note that ε2 ≤ δ(ε)2). 
Now we see that Theorem 2.7 is an immediate consequence of Theorem 7.27.
Proof of Theorem 2.7. Since the condition (b’) of Theorem 2.7 implies the condition
(b) of Theorem 2.6, the statements of Theorem 2.6 are valid under the assumptions
of Theorem 2.7. Moreover, for each T > 0 we see that
lim
ε→0
{
δ(ε)2 + ‖Mτuε0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))
}
= 0
by (7.102), α > 0, and the conditions (b’) and (c). Hence
lim
ε→0
Mτu
ε = v strongly in C([0, T ];L2(Γ, TΓ)) ∩ L2(0, T ;H1(Γ, TΓ))
by (7.101). 
90 T.-H. MIURA
Next we consider the difference between uε and the constant extension of v in
Ωε. Recall that we denote by η¯ = η ◦ π the constant extension of a function η on Γ
in the normal direction of Γ.
Theorem 7.29. Under the assumptions of Theorem 7.27, we have
(7.106) max
t∈[0,T ]
‖uε(t)− v¯(t)‖2L2(Ωε) +
∫ T
0
∥∥P∇uε(t)−∇Γv(t)∥∥2L2(Ωε) dt
≤ cT ε
{
δ(ε)2 + ‖Mτuε0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))
}
for all T > 0, where cT > 0 is a constant depending only on T and δ(ε) is given by
(7.102). In particular,
lim
ε→0
ε−1‖uε − v¯‖2C([0,T ];L2(Ωε)) = limε→0 ε
−1
∥∥P∇uε −∇Γv∥∥2L2(0,T ;L2(Ωε)) = 0
for all T > 0 provided that
lim
ε→0
‖Mτuε0 − v0‖2L2(Γ) = limε→0 ‖MτPεf
ε − f‖2L∞(0,∞;H−1(Γ,TΓ)) = 0,
lim
ε→0
γiε
ε
= γi, i = 0, 1.
(7.107)
Proof. Let T > 0. In what follows, we suppress the argument t ∈ [0, T ], denote by
cT a general positive constant depending only on T , and set
Rε := δ(ε)
2 + ‖Mτuε0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ)).
Let us estimate uε − v¯. Noting that uε ∈ D(Aε) ⊂ H2(Ωε)3 satisfies (4.5) and
uε − v¯ =
(
uε −Mτuε
)
+
(
Mτuε − v¯
)
in Ωε,
we apply (3.50) and (5.8) to the right-hand side to get
‖uε − v¯‖2L2(Ωε) ≤ cε
(
ε‖uε‖2H1(Ωε) + ‖Mτuε − v‖2L2(Γ)
)
.
Hence we see by (7.1), (7.101), and εα ≤ δ(ε)2 that
‖uε(t)− v¯(t)‖2L2(Ωε) ≤ cT ε(εα +Rε) ≤ cT εRε for all t ∈ [0, T ].(7.108)
Next we consider the second term on the left-hand side of (7.106). Let
J1 :=
∥∥P∇uε −∇ΓMuε∥∥L2(Ωε) ,
J2 :=
∥∥∇ΓMτuε −∇Γv∥∥L2(Ωε) ,
J3 :=
∥∥∥∇Γ[(Muε · n)n]∥∥∥
L2(Ωε)
.
Then we apply (5.14) to J1 and (3.50) to J2 to get
J1 ≤ cε‖uε‖H2(Ωε), J2 ≤ cε1/2‖∇ΓMτuε −∇Γv‖L2(Γ).
Also, since |n| = 1 and W = −∇Γn is bounded on Γ,
|∇Γ[(Muε · n)n]| = |[∇Γ(Muε · n)]⊗ n− (Muε · n)W |
≤ c (|Muε · n|+ |∇Γ(Muε · n)|)
on Γ. Thus the inequalities (3.50) and (5.15) imply that
J3 ≤ cε1/2‖Muε · n‖H1(Γ) ≤ cε‖uε‖H2(Ωε).
By these inequalities and Muε =Mτu
ε + (Muε · n)n on Γ we see that∥∥P∇uε −∇Γv∥∥L2(Ωε) ≤ J1 + J2 + J3
≤ cε1/2
(
ε1/2‖uε‖H2(Ωε) + ‖∇ΓMτuε −∇Γv‖L2(Γ)
)
.
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Hence it follows from (7.1), (7.101), and εα ≤ δ(ε)2 that∫ T
0
∥∥P∇uε −∇Γv∥∥2L2(Ωε) dt ≤ cε
∫ T
0
(
ε‖uε‖2H2(Ωε) + ‖∇ΓMτuε −∇Γv‖2L2(Γ)
)
dt
≤ cT ε(εα +Rε) ≤ cT εRε.
Combining this inequality and (7.108) we obtain (7.106). 
We also compare the derivative of uε in the normal direction of Γ and the constant
extension of v. Recall that for a function ϕ on Ωε and x ∈ Ωε we set
∂nϕ(x) = (n¯(x) · ∇)ϕ(x) = d
dr
(
ϕ(y + rn(y))
)∣∣∣
r=d(x)
(y = π(x) ∈ Γ)
and call ∂nϕ the derivative of ϕ in the normal direction of Γ.
Theorem 7.30. Under the assumptions of Theorem 7.27, let ∂nu
ε be the derivative
of uε in the normal direction of Γ. Then
(7.109)
∫ T
0
(∥∥P∂nuε(t) +Wv(t)∥∥2L2(Ωε) +
∥∥∥∥∂nuε(t) · n¯− 1g¯ v¯(t) · ∇Γg
∥∥∥∥2
L2(Ωε)
)
dt
≤ cT ε
{
δ(ε)2 + ‖Mτuε0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))
}
for all T > 0, where cT > 0 is a constant depending only on T and δ(ε) is given by
(7.102). Therefore, setting
V := −Wv + 1
g
(v · ∇Γg)n on Γ× (0,∞)
we have (note that Wv is tangential on Γ)
lim
ε→0
ε−1
∥∥∂nuε − V ∥∥2L2(0,T ;L2(Ωε)) = 0
for all T > 0 provided (7.107).
Proof. We fix T > 0 and suppress the argument t ∈ [0, T ]. Noting that
P∂nu
ε +Wv =
(
P∂nu
ε +Wuε
)
−
(
Wuε −WMτuε
)
−
(
WMτuε −Wv
)
in Ωε, we define
J1 :=
∥∥P∂nuε +Wuε∥∥L2(Ωε) ,
J2 :=
∥∥Wuε −WMτuε∥∥L2(Ωε) ,
J3 :=
∥∥WMτuε −Wv∥∥L2(Ωε) .
Since uε ∈ D(Aε) ⊂ H2(Ωε)3 satisfies (4.5), we can use (4.10) to J1 to find that
J1 ≤ cε‖uε‖H2(Ωε).
Also, noting that W is bounded on Γ, we apply (5.8) to J2 and (3.50) to J3 to get
J2 ≤ c
∥∥uε −Mτuε∥∥L2(Ωε) ≤ cε‖uε‖H1(Ωε), J3 ≤ cε1/2‖Mτuε − v‖L2(Γ).
From these inequalities we deduce that∥∥P∂nuε +Wv∥∥L2(Ωε) ≤ J1 + J2 + J3
≤ cε1/2
(
ε1/2‖uε‖H2(Ωε) + ‖Mτuε − v‖L2(Γ)
)
.
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We also observe by (2.1), (3.50), and (5.17) that∥∥∥∥∂nuε · n¯− 1g¯ v¯ · ∇Γg
∥∥∥∥
L2(Ωε)
≤
∥∥∥∥∂nuε · n¯− 1g¯Mτuε · ∇Γg
∥∥∥∥
L2(Ωε)
+
∥∥∥∥1g¯(Mτuε − v¯) · ∇Γg
∥∥∥∥
L2(Ωε)
≤ cε1/2
(
ε1/2‖uε‖H2(Ωε) + ‖Mτuε − v‖L2(Γ)
)
.
Hence we get (7.109) by integrating the square of the above inequalities over (0, T )
and using (7.1) and (7.101) as in the proof of Theorem 7.29. 
Remark 7.31. In the estimate (7.109) for the derivative ∂nu
ε of the velocity of
the bulk fluid in the normal direction of Γ, the Weingarten map W represents the
curvatures of the limit surface Γ. On the other hand, the functions g0 and g1 with
g = g1 − g0 are used to define the inner and outer boundaries of the curved thin
domain Ωε. Therefore, roughly speaking, the tangential component (with respect
to Γ) of ∂nu
ε depends only on the shape of Γ, while the geometry of the boundaries
of Ωε affects only the normal component of ∂nu
ε.
Appendix A. Notations on vectors and matrices
In this appendix we fix notations on vectors and matrices. Form ∈ N we consider
a vector a ∈ Rm as a column vector
a =
 a1...
am
 = (a1, · · · , am)T
and denote the i-th component of a by ai or sometimes by a
i or [a]i for i = 1, . . . ,m.
A matrix A ∈ Rl×m with l,m ∈ N is expressed as
A = (Aij)i,j =
A11 · · · A1m... ...
Al1 · · · Alm
 .
For i = 1, . . . , l and j = 1, . . . ,m the (i, j)-entry of A is denoted by Aij or sometimes
by [A]ij . We writeA
T for the transpose ofA. When l = m, we denote the symmetric
part of A by AS := (A +A
T )/2 and the m×m identity matrix by Im. We define
the tensor product of a ∈ Rl and b ∈ Rm with l,m ∈ N by
a⊗ b := (aibj)i,j =
a1b1 · · · a1bm... ...
alb1 · · · albm
 , a =
a1...
al
 , b =
 b1...
bm
 .
For three-dimensional vector fields u = (u1, u2, u3)
T and ϕ on an open set in R3 let
∇u :=
∂1u1 ∂1u2 ∂1u3∂2u1 ∂2u2 ∂2u3
∂3u1 ∂3u2 ∂3u3
 , |∇2u|2 := 3∑
i,j,k=1
|∂i∂juk|2
(
∂i :=
∂
∂xi
)
,
(ϕ · ∇)u :=
ϕ · ∇u1ϕ · ∇u2
ϕ · ∇u3
 = (∇u)Tϕ.
We define the inner product of 3× 3 matrices A and B and the norm of A by
A : B := tr[ATB] =
3∑
i=1
AEi · BEi, |A| :=
√
A : A,
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where {E1, E2, E3} is an orthonormal basis of R3. Note that A : B does not depend
on a choice of {E1, E2, E3}. In particular, taking the standard basis of R3 we get
A : B =
3∑
i,j=1
AijBij = B : A = A
T : BT , AB : C = A : CBT = B : ATC
for A,B,C ∈ R3×3. Also, for a, b ∈ R3 we have |a⊗ b| = |a||b|.
Appendix B. Auxiliary results on a closed surface
The purpose of this subsection is to provide auxiliary results used in the proof
of Lemma 6.1 and to establish Lemmas 3.6–3.8. We assume that Γ is a C2 closed,
connected, and oriented surface in R3 and use the notations in Section 3.1.
First we give auxiliary lemmas for calculations under a local coordinate system of
Γ. Lemmas B.1–B.4 below are shown by direct calculations of differential geometry.
For the precise proofs of them we refer to our first paper [57].
Lemma B.1 ([57, Lemma B.1]). Let U be an open set in R2, µ : U → Γ a C2 local
parametrization of Γ, and K a compact subset of U . Then there exists a constant
c > 0 such that
|∂siµ(s)| ≤ c, |∂si∂sjµ(s)| ≤ c for all s ∈ K, i, j = 1, 2.(B.1)
We define the Riemannian metric θ = (θij)i,j of Γ by
θ(s) := ∇sµ(s){∇sµ(s)}T , s ∈ U, ∇sµ :=
(
∂s1µ1 ∂s1µ2 ∂s1µ3
∂s2µ1 ∂s2µ2 ∂s2µ3
)
(B.2)
and denote by θ−1 = (θij)i,j the inverse matrix of θ. Then
|θk(s)| ≤ c, |∂siθk(s)| ≤ c, c−1 ≤ det θ(s) ≤ c(B.3)
for all s ∈ K, i = 1, 2, and k = ±1.
From now on, we always write θ = (θij)i,j and θ
−1 = (θij)i,j for the Riemannian
metric given by (B.2) and its inverse matrix.
Lemma B.2 ([57, Lemma B.2]). Let U be an open set in R2 and µ : U → Γ a C2
local parametrization of Γ. For η ∈ C1(Γ) let η♭ := η ◦ µ on U . Then
∇Γη(µ(s)) =
2∑
i,j=1
θij(s)∂siη
♭(s)∂sjµ(s), s ∈ U,(B.4)
where ∇Γη is the tangential gradient of η defined by (3.3).
Lemma B.3 ([57, Lemma B.3]). Let U be an open set in R2 and µ : U → Γ a C2
local parametrization of Γ. For X ∈ C1(Γ, TΓ) let
X i(s) :=
2∑
j=1
θij(s)∂sjµ(s) ·X(µ(s)), s ∈ U, i = 1, 2.
Then the surface divergence of X defined by (3.7) is locally of the form
divΓX(µ(s)) =
1√
det θ(s)
2∑
i=1
∂si
(
X i(s)
√
det θ(s)
)
, s ∈ U.(B.5)
Note that Lemmas B.2 and B.3 are not trivial since the tangential gradient and
the surface divergence on Γ are defined under the fixed coordinate system of R3.
94 T.-H. MIURA
Lemma B.4 ([57, Lemma B.4]). Let U be an open set in R2, µ : U → Γ a C2 local
parametrization of Γ, and K a compact subset of U . For p ∈ [1,∞] if η ∈ Lp(Γ) is
supported in µ(K), then η♭ := η ◦ µ ∈ Lp(U) and
c−1‖η♭‖Lp(U) ≤ ‖η‖Lp(Γ) ≤ c‖η♭‖Lp(U).(B.6)
If in addition η ∈W 1,p(Γ), then η♭ ∈W 1,p(U), (B.4) holds in Lp(U)3, and
c−1‖∇sη♭‖Lp(U) ≤ ‖∇Γη‖Lp(Γ) ≤ c‖∇sη♭‖Lp(U).(B.7)
Here ∇sη♭ = (∂s1η♭, ∂s2η♭)T is the gradient of η♭ in s ∈ R2.
Next we present the proofs of Lemmas 3.6–3.8.
Proof of Lemma 3.6. Let p ∈ [1,∞] and η ∈ W 1,p(Γ). Suppose first that η is
constant on Γ. Then for all v ∈ C1(Γ)3 we observe by (3.22) and (3.24) that∫
Γ
∇Γη · v dH2 = −η
∫
Γ
{divΓv + (v · n)H} dH2 = 0.
Hence ∇Γη = 0 in Lp(Γ)3.
Next we prove that η is constant on Γ if∇Γη = 0 in Lp(Γ)3. Since Γ is closed and
connected, it is sufficient to show that η is constant on some open neighborhood in
Γ of each y ∈ Γ. Let U be an open set in R2 and µ : U → Γ a local parametrization
of Γ such that y ∈ µ(U). Then we can take a bounded open subset U1 of U and a
function ξ♭ ∈ C1c (U) such that
y ∈ µ(U1), U1 ⊂ K := supp ξ♭ ⊂ U, ξ♭ = 1 on U1.
Note that K is compact in U . We set ξ(µ(s)) := ξ♭(s) for s ∈ U and extend ξ to Γ
by setting zero outside of µ(U). Then
ξ ∈ C1(Γ), supp ξ = µ(K) ⊂ µ(U), ξ = 1 on µ(U1),
and ξη ∈W 1,p(Γ) and it is supported in µ(K). Hence Lemma B.4 implies that
(ξη)♭ := (ξη) ◦ µ ∈ W 1,p(U)
and (B.4) holds in Lp(U)3 with η and η♭ replaced by ξη and (ξη)♭. Moreover, since
∇Γ(ξη) = η∇Γξ + ξ∇Γη = 0 on µ(U1), i.e. {∇Γ(ξη)} ◦ µ = 0 on U1
by ξ = 1 on µ(U1) and ∇Γη = 0 on Γ, it follows from (B.4) that
0 = [{∇Γ(ξη)} ◦ µ] · ∂skµ =
2∑
i,j=1
θijθjk∂si(ξη)
♭ = ∂sk(ξη)
♭ on U1
for k = 1, 2. Hence (ξη)♭ is constant on U1, i.e. ξη is constant on µ(U1). By this
fact and ξ = 1 on µ(U1) we conclude that η is constant on the open neighborhood
µ(U1) in Γ of y ∈ Γ. 
Proof of Lemma 3.7. Let p ∈ [1,∞] and {ηk}∞k=1 be a bounded sequence inW 1,p(Γ).
Since Γ is closed, we can take a finite number of bounded open sets in R2 and local
parametrizations of Γ
Uj ⊂ R2, µj : Uj → Γ, j = 1, . . . , j0
such that {µj(Uj)}j0j=1 is an open covering of Γ. Let {ξj}j0j=1 be a partition of unity
on Γ subordinate to {µj(Uj)}j0j=1. Also, for j = 1, . . . , j0 let Kj be a compact subset
of Uj such that ξj is supported in µj(Kj). For j = 1, . . . , j0 and k ∈ N we set
ηj,k(y) := ξj(y)ηk(y), y ∈ Γ, η♭j,k(s) := ηj,k(µj(s)), s ∈ Uj .
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Then {ηj,k}∞k=1 is bounded in W 1,p(Γ) for each j = 1 . . . , j0. Moreover, since
supp ηj,k ⊂ µj(Kj), i.e. supp η♭j,k ⊂ Kj ⊂ Uj , k ∈ N,
we see by Lemma B.4 that {η♭j,k}∞k=1 is bounded inW 1,p0 (Uj). Hence by the compact
embedding W 1,p0 (Uj) →֒ Lp(Uj) and a diagonal argument we can take a strictly
increasing sequence {k(l)}∞l=1 in N and functions η♭j ∈ Lp(Uj), j = 1, . . . , j0 such
that
lim
l→∞
‖η♭j − η♭j,k(l)‖Lp(Uj) = 0 for all j = 1, . . . , j0.(B.8)
Moreover, since η♭j,k is supported in Kj for all k ∈ N,
‖η♭j‖Lp(Uj\Kj) = ‖η♭j − η♭j,k(l)‖Lp(Uj\Kj) → 0 as l →∞
and thus η♭j = 0 on Uj \ Kj , i.e. η♭j is supported in Kj for each j = 1, . . . , j0. Now
we define a function ηj on µj(Uj) ⊂ Γ by
ηj(µj(s)) := η
♭
j(s), s ∈ Uj
and extend it to Γ by setting zero outside µj(Uj) for j = 1, . . . , j0. Then since
‖ηj‖pLp(Γ) =
∫
Uj
|η♭j |p
√
det θj ds =
∫
Kj
|η♭j |p
√
det θj ds, p 6=∞,
‖ηj‖L∞(Γ) = ‖η♭j‖L∞(Uj),
where θj := ∇sµj(∇sµj)T on Uj , we have ηj ∈ Lp(Γ) by (B.3) and η♭j ∈ Lp(Uj) for
all j = 1, . . . , j0. Hence η :=
∑j0
j=1 ηj ∈ Lp(Γ) and, since
η − ηk(l) =
j0∑
j=1
(ηj − ηj,k(l)) on Γ, supp ηj , supp ηj,k(l) ⊂ µj(Kj),
we observe by (B.6) and (B.8) that
‖η − ηk(l)‖Lp(Γ) ≤
j0∑
j=1
‖ηj − ηj,k(l)‖Lp(Γ) =
j0∑
j=1
‖ηj − ηj,k(l)‖Lp(µj(Uj))
≤ c
j0∑
j=1
‖η♭j − η♭j,k(l)‖Lp(Uj) → 0 as l→∞.
Thus {ηk}∞k=1 has a subsequence {ηk(l)}∞l=1 that converges strongly in Lp(Γ). 
Proof of Lemma 3.8. Let p ∈ [1,∞]. We prove (3.25) by contradiction. Assume to
the contrary that there exists a sequence {ηk}∞k=1 in W 1,p(Γ) such that
‖ηk‖Lp(Γ) > k‖∇Γηk‖Lp(Γ),
∫
Γ
ηk dH2 = 0, k ∈ N.
Replacing ηk with ηk/‖ηk‖Lp(Γ) we may assume ‖ηk‖Lp(Γ) = 1 and
‖∇Γηk‖Lp(Γ) <
1
k
,
∫
Γ
ηk dH2 = 0, k ∈ N,(B.9)
and thus {ηk}∞k=1 is bounded in W 1,p(Γ). Then we see by Lemma 3.7 that {ηk}∞k=1
converges (up to a subsequence) to some η ∈ Lp(Γ) strongly in Lp(Γ) and thus
‖η‖Lp(Γ) = lim
k→∞
‖ηk‖Lp(Γ) = 1.(B.10)
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Let p′ ∈ [1,∞] satisfy 1/p+ 1/p′ = 1. Then, for ξ ∈ C1(Γ) and i = 1, 2, 3,∣∣∣∣∫
Γ
η(Diξ + ξHni) dH2 −
∫
Γ
ηk(Diξ + ξHni) dH2
∣∣∣∣
≤ c‖η − ηk‖Lp(Γ)‖ξ‖W 1,p′(Γ) → 0 as k →∞
by the strong convergence of {ηk}∞k=1 to η in Lp(Γ) and∣∣∣∣∫
Γ
ηk(Diξ + ξHni) dH2
∣∣∣∣ = ∣∣∣∣∫
Γ
(Diηk)ξ dH2
∣∣∣∣
≤ ‖Diηk‖Lp(Γ)‖ξ‖Lp′(Γ)
≤ ‖∇Γηk‖Lp(Γ)‖ξ‖Lp′(Γ) → 0 as k →∞
by (3.24) and the first inequality of (B.9). Hence∫
Γ
η(Diξ + ξHni) dH2 = 0
for all ξ ∈ C1(Γ) and i = 1, 2, 3. From this equality and the definition of the weak
tangential derivative in Lp(Γ) (see (3.24)) it follows that η ∈W 1,p(Γ) and
Diη = 0 in L
p(Γ), i = 1, 2, 3.
Thus η is constant on Γ by Lemma 3.6. Moreover, since∫
Γ
η dH2 = lim
k→∞
∫
Γ
ηk dH2 = 0
by the strong convergence of {ηk}∞k=1 to η in Lp(Γ) and the second equality of (B.9)
(note that Γ is compact), we obtain η = 0 on Γ. This contradicts with (B.10) and
thus (3.25) is valid. 
Appendix C. Formulas related to the viscous term in the surface
Navier–Stokes equations
We present formulas for differential operators on a closed surface in R3 related
to the viscous term in the surface Navier–Stokes equations. The formulas given in
this appendix, except for (C.42) and the second equality of (C.12), are also valid for
a hypersurface in a higher dimensional Euclidean space with easy modifications of
the proofs. Some results in this appendix were also shown in [16], where the authors
expressed the Lame´ operator and related differential operators on a hypersurface
globally in a fixed coordinate system of the ambient Euclidean space. Here we try
to give more simple proofs than those in [16].
Throughout this appendix we assume that Γ is a closed, connected, and oriented
surface in R3 of class C3 and employ the notations in Section 3.1. In what follows,
we sometimes abuse notations from differential geometry and use expressions which
may be not standard in differential geometry in order to carry out calculations on
Γ in the fixed coordinate system of R3.
C.1. Notations from differential geometry. We introduce some notations from
differential geometry. For details, we refer to [44, 45].
Let TyΓ and T
∗
yΓ be the tangent and cotangent spaces of Γ at y ∈ Γ and
TΓ =
∐
y∈Γ
TyΓ, T
∗Γ =
∐
y∈Γ
T ∗y Γ
the tangent and cotangent bundles of Γ. Here we consider TyΓ as a two-dimensional
subspace of R3 for each y ∈ Γ. Also, let T ∗yΓ⊗ T ∗y Γ be the tensor product of T ∗yΓ
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with itself, which is identified with the space of all bilinear forms on TyΓ, and
T ∗Γ⊗ T ∗Γ =
∐
y∈Γ
T ∗y Γ⊗ T ∗yΓ
the bundle of (0, 2)-tensors on Γ. As in Section 3.1, for m = 0, 1, 2 we denote by
Cm(Γ, TΓ) = {X ∈ Cm(Γ)3 | X(y) ∈ TyΓ for all y ∈ Γ}
the space of all Cm tangential vector fields on Γ. We also say that
ω ∈ Cm(Γ, T ∗Γ), S ∈ Cm(Γ, T ∗Γ⊗ T ∗Γ)
if ω and S are mappings ω : Γ→ T ∗Γ and S : Γ→ T ∗Γ⊗ T ∗Γ satisfying
ω(y) ∈ T ∗yΓ, S(y) ∈ T ∗yΓ⊗ T ∗yΓ for all y ∈ Γ,
ω(·)(X(·)), S(·)(X(·), Y (·)) ∈ Cm(Γ) for all X,Y ∈ Cm(Γ, TΓ).
In other words, ω and S are Cm sections of T ∗Γ and T ∗Γ⊗ T ∗Γ. We write ωy and
Sy instead of ω(y) and S(y) for the values of ω and S at y ∈ Γ in the sequel.
Let θ be the Riemannian metric of Γ induced by the Euclidean metric of R3, i.e.
θy(Xy, Yy) := Xy · Yy, Xy, Yy ∈ TyΓ ⊂ R3
for y ∈ Γ. We use the same notation θ for the metrics on T ∗Γ and T ∗Γ⊗ T ∗Γ, i.e.
we define inner products on T ∗yΓ and T
∗
yΓ⊗ T ∗yΓ for y ∈ Γ by
θy(ωy, ζy) :=
2∑
i=1
ωy(τi)ζy(τi), ωy, ζy ∈ T ∗yΓ,
θy(Sy, Ty) :=
2∑
i,j=1
Sy(τi, τj)Ty(τi, τj), Sy, Ty ∈ T ∗yΓ⊗ T ∗yΓ,
(C.1)
where {τ1, τ2} is an orthonormal basis of TyΓ. Note that the above definitions are
independent of a choice of {τ1, τ2}.
Let O be a relatively open subset of Γ. If O is sufficiently small, then we can take
C2 vector fields τ1 and τ2 on O such that {τ1(y), τ2(y)} is an orthonormal basis of
TyΓ for all y ∈ Γ by the C3-regularity of Γ. We call the pair {τ1, τ2} of such vector
fields a local orthonormal frame for TΓ on O.
For y ∈ Γ and Xy ∈ TyΓ we define Θy(Xy) ∈ T ∗yΓ by
Θy(Xy)(Yy) := θy(Xy, Yy) = Xy · Yy, Yy ∈ TyΓ.
Then Θy : TyΓ→ T ∗yΓ is a linear operator and its inverse is given by
Θ−1y (ωy) :=
2∑
i=1
ωy(τi)τi, ωy ∈ T ∗yΓ,
where {τ1, τ2} is an orthonormal basis of TyΓ. We easily observe that
θy(Xy, Yy) = θy(Θy(Xy),Θy(Yy)), Xy, Yy ∈ TyΓ,
θy(ωy, ζy) = θy(Θ
−1
y (ωy),Θ
−1
y (ζy)), ωy, ζy ∈ T ∗yΓ.
(C.2)
Also, for X ∈ C(Γ, TΓ) and ω ∈ C(Γ, T ∗Γ) we define
[Θ(X)]y := Θy(X(y)) ∈ T ∗yΓ, [Θ−1(ω)](y) := Θ−1y (ωy) ∈ TyΓ, y ∈ Γ.
Then we can consider Θ and Θ−1 as operators
Θ: Cm(Γ, TΓ)→ Cm(Γ, T ∗Γ), Θ−1 : Cm(Γ, T ∗Γ)→ Cm(Γ, TΓ), m = 0, 1, 2
by taking a local orthonormal frame for TΓ on a relatively open subset of Γ.
Next we introduce notations related to differential forms. Let
Λ2T ∗y Γ := {Sy ∈ T ∗yΓ⊗ T ∗yΓ | Sy(Xy, Yy) = −Sy(Yy, Xy) for all Xy, Yy ∈ T ∗yΓ}
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be the space of all skew-symmetric bilinear forms on TyΓ for y ∈ Γ and
Λ2T ∗Γ =
∐
y∈Γ
Λ2T ∗y Γ (⊂ T ∗Γ⊗ T ∗Γ)
the bundle of skew-symmetric (0, 2)-tensors on Γ. For m = 0, 1, 2 we define
Cm(Γ,Λ0T ∗Γ) := Cm(Γ), Cm(Γ,Λ1T ∗Γ) := Cm(Γ, T ∗Γ)
Cm(Γ,Λ2T ∗Γ) := {S ∈ Cm(Γ, T ∗Γ⊗ T ∗Γ) | S(y) ∈ Λ2T ∗yΓ for all y ∈ Γ}
and for k = 0, 1, 2 we call an element of Cm(Γ,ΛkT ∗Γ) a k-form (of class Cm). Let
y ∈ Γ and {τ1, τ2} be an orthonormal basis of TyΓ. Then since
Sy(τ1, τ1) = S(τ2, τ2) = 0, Sy(τ2, τ1) = −Sy(τ1, τ2)
for Sy ∈ Λ2T ∗yΓ, the restriction on Λ2T ∗yΓ of the inner product of T ∗yΓ⊗ T ∗yΓ is
θy(Sy, Ty) = 2Sy(τ1, τ2)Ty(τ1, τ2), Sy, Ty ∈ Λ2T ∗yΓ.
Based on this equality, we introduce a new metric θˆ on Λ2T ∗Γ by, for each y ∈ Γ,
θˆy(Sy, Ty) := Sy(τ1, τ2)Ty(τ1, τ2), Sy, Ty ∈ Λ2T ∗yΓ.(C.3)
Note that, if we define the wedge product ωy ∧ ζy ∈ Λ2T ∗y Γ of ωy, ζy ∈ T ∗yΓ by
(ωy ∧ ζy)(Xy, Yy) := ωy(Xy)ζy(Yy)− ζy(Xy)ωy(Yy), Xy, Yy ∈ TyΓ,
then we observe by direct calculations that
θˆy(ω
1
y ∧ ω2y, ζ1y ∧ ζ2y ) = det
[(
θ(ωiy, ζ
j
y)
)
i,j
]
, ω1y, ω
2
y, ζ
1
y , ζ
2
y ∈ T ∗y Γ.
Hence θˆ agrees with the standard metric on Λ2T ∗Γ used in differential geometry.
For k = 0, 1, 2 we define an inner product of k-forms by
〈η, ξ〉0 := (η, ξ)L2(Γ), η, ξ ∈ C(Γ,Λ0T ∗Γ) = C(Γ),
〈ω, ζ〉1 :=
∫
Γ
θ(ω, ζ) dH2, ω, ζ ∈ C(Γ,Λ1T ∗Γ) = C(Γ, T ∗Γ),
〈S, T 〉2 :=
∫
Γ
θˆ(S, T ) dH2, S, T ∈ C(Γ,Λ2T ∗Γ).
(C.4)
Let dΓ be the exterior derivative on Γ. We consider dΓ as a mapping
dΓ : C
1(Γ,ΛkT ∗Γ)→ C(Γ,Λk+1T ∗Γ), k = 0, 1
locally defined as follows: let U be an open set in R2 and µ : U → Γ a C3 local
parametrization of Γ. For s = (s1, s2) ∈ U let {(dΓs1)µ(s), (dΓs2)µ(s)} be the dual
basis for the basis {∂s1µ(s), ∂s2µ(s)} of Tµ(s)Γ, i.e.
(dΓs
i)µ(s) ∈ T ∗µ(s)Γ, (dΓsi)µ(s)(∂sjµ(s)) = δij , i, j = 1, 2,(C.5)
where δij is the Kronecker delta. Then for η ∈ C1(Γ,Λ0T ∗Γ) = C1(M) we set
(dΓη)µ(s) :=
∑
i=1,2
∂(η ◦ µ)
∂si
(s)(dΓs
i)µ(s), s ∈ U.(C.6)
Also, when ω ∈ C1(Γ,Λ1T ∗Γ) = C1(Γ, T ∗Γ) is locally of the form
ωµ(s) =
∑
i=1,2
ωi(s)(dΓs
i)µ(s), s ∈ U,
where ωi(s) := ωµ(s)(∂siµ(s)) for i = 1, 2, then
(dΓω)µ(s) :=
(
∂ω2
∂s1
(s)− ∂ω1
∂s2
(s)
)
(dΓs
1)µ(s) ∧ (dΓs2)µ(s), s ∈ U.(C.7)
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We denote by d∗Γ : C
1(Γ,Λk+1T ∗Γ)→ C(Γ,ΛkT ∗Γ) the formal adjoint of dΓ, i.e.
〈d∗Γω, η〉k := 〈ω, dΓη〉k+1, ω ∈ C1(Γ,Λk+1T ∗Γ), η ∈ C1(Γ,ΛkT ∗Γ)(C.8)
for k = 0, 1.
C.2. Curvatures. For X ∈ C1(Γ, TΓ) and Y ∈ C(Γ, TΓ) let
∇YX = P (Y · ∇Γ)X ∈ C(Γ, TΓ)
be the covariant derivative of X along Y . Then since
(Y · ∇Γ)X · n = Y · ∇Γ(X · n)−X · (Y · ∇Γ)n = X ·WTY =WX · Y on Γ
by X · n = 0 and W = −∇Γn on Γ, we have
(Y · ∇Γ)X = ∇YX + (WX · Y )n on Γ,(C.9)
which is called the Gauss formula (see e.g. [11, 45]). Moreover, the mapping
∇ : C1(Γ, TΓ)× C(Γ, TΓ)→ C(Γ), (X,Y ) 7→ ∇YX
is the Riemannian (or Levi-Civita) connection on Γ, i.e. the following formulas are
valid on Γ (see [57, Lemma D.2] for the proof):
• For X ∈ C1(Γ, TΓ), Y, Z ∈ C(Γ, TΓ), and η, ξ ∈ C(Γ),
∇ηY+ξZX = η∇YX + ξ∇ZX.
• For X ∈ C1(Γ, TΓ), Y ∈ C(Γ, TΓ), and η ∈ C1(Γ),
∇Y (ηX) = (Y · ∇Γη)X + η∇YX.
• For X,Y ∈ C1(Γ, TΓ) and Z ∈ C(Γ, TΓ),
Z · ∇Γ(X · Y ) = ∇ZX · Y +X · ∇ZY.
• For X,Y ∈ C1(Γ, TΓ) and η ∈ C2(Γ),
X · ∇Γ(Y · ∇Γη)− Y · ∇Γ(X · ∇Γη) =
(
∇XY −∇YX
)
· ∇Γη.
Note that the last formula stands for the torsion-free condition
[X,Y ] := XY − Y X = ∇XY −∇YX,
where [X,Y ] is the Lie bracket of X and Y .
Using the Riemannian connection ∇ we define the curvature tensor R by
R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇∇XY−∇Y XZ on Γ
for X,Y ∈ C1(Γ, TΓ) and Z ∈ C2(Γ, TΓ). It is known that
R(X1, X2)Y1 · Y2 = R(X2, X1)Y2 · Y1 = R(Y1, Y2)X1 ·X2 on Γ(C.10)
for X1, X2, Y1, Y2 ∈ C2(Γ, TΓ) (see e.g. [45, Proposition 7.12]), which also follows
from the formula (C.11) given below. The Ricci curvature Ric is defined by
Ric(X,Y ) := tr(Z 7→ R(Z,X)Y ) on Γ
for X ∈ C1(Γ, TΓ) and Y ∈ C2(Γ, TΓ). More precisely, for a relatively open subset
O of Γ and a local orthonormal frame {τ1, τ2} for TΓ on O we set
Ric(X,Y ) =
∑
i=1,2
R(τi, X)Y · τi on O.
Then for X,Y ∈ C2(Γ, TΓ) we observe by (C.10) that
Ric(X,Y ) =
∑
i=1,2
R(X, τi)τi · Y =
∑
i=1,2
R(τi, Y )X · τi = Ric(Y,X) on O.
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Based on the first equality, we also define Ric(X) ∈ C(Γ, TΓ) locally by
Ric(X) :=
∑
i=1,2
R(X, τi)τi on O
forX ∈ C1(Γ, TΓ). The vector fieldsR(X,Y )Z and Ric(X) are defined intrinsically,
but we can express them in the fixed coordinate system of R3.
Lemma C.1. Let X,Y ∈ C1(Γ, TΓ) and Z ∈ C2(Γ, TΓ). Then
R(X,Y )Z = (WZ · Y )WX − (WZ ·X)WY on Γ.(C.11)
Also, for all X ∈ C1(Γ, TΓ) we have
Ric(X) = (HW −W 2)X = KX on Γ.(C.12)
The formula (C.12) was proved in [16, Theorem 6.2], where the authors used an
equality equivalent to (C.11) following from the Gauss equation for a hypersurface
in Rk, k ≥ 2 (see e.g. [45]) and the fact that Rk has zero curvature. We show (C.11)
by applying (3.14) and (C.9) and then use it to get (C.12) below.
Proof. We define ξY :=WZ · Y and carry out calculations on Γ. Since
∇Y Z = (Y · ∇Γ)Z − ξY n =
3∑
l=1
YlDlZ − ξY n
by (C.9), we apply X · ∇Γ =
∑3
k=1XkDk to both sides to get
(X · ∇Γ)∇Y Z =
3∑
k,l=1
{Xk(DkYl)(DlZ) +XkYlDkDlZ}
− (X · ∇ΓξY )n− ξY (X · ∇Γ)n.
We further multiply both sides by P and use
Pn = 0, P (X · ∇Γ)n = −PWTX = −WX,
3∑
k,l=1
Xk(DkYl)(DlZ) = [{(X · ∇Γ)Y } · ∇Γ]Z =
(
∇XY · ∇Γ
)
Z,
where the last equality follows from (3.9), to deduce that
∇X∇Y Z = P (X · ∇Γ)∇Y Z
= P
(
∇XY · ∇Γ
)
Z + ξYWX + P
3∑
k,l=1
XkYlDkDlZ
= ∇∇XY Z + ξYWX + P
3∑
k,l=1
XkYlDkDlZ.
In the same way we get
∇Y∇XZ = ∇∇Y XZ + ξXWY + P
3∑
k,l=1
YkXlDkDlZ,
where ξX :=WZ ·X , and thus
R(X,Y )Z = ξYWX − ξXWY + P
3∑
k,l=1
(XkYl − YkXl)DkDlZ.(C.13)
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Moreover, for m = 1, 2, 3 the m-th component of
3∑
k,l=1
(XkYl − YkXl)DkDlZ =
3∑
k,l=1
XkYl(DkDlZ −DlDkZ)
is of the form
3∑
k,l=1
XkYl(DkDlZm −DlDkZm) =
3∑
k,l=1
XkYl([W∇ΓZm]knl − [W∇ΓZm]lnk)
= (X ·W∇ΓZm)(Y · n)− (X · n)(Y ·W∇ΓZm)
= 0
by (3.14) and X · n = Y · n = 0. Thus the last term of (C.13) vanishes and we
obtain (C.11) (note that ξX =WZ ·X and ξY =WZ · Y ).
Next we derive (C.12). Let {τ1, τ2} be an orthonormal frame for TΓ on a rela-
tively open subset O of Γ. Then
H = tr[W ] =
∑
i=1,2
Wτi · τi +Wn · n =
∑
i=1,2
Wτi · τi on O
since {τ1, τ2, n} is an orthonormal basis of R3 and Wn = 0 on Γ. Noting that WX
is tangential on Γ and {τ1, τ2} is an orthonormal frame for TΓ, we deduce from the
above equality, (C.11), and WT =W on Γ that
Ric(X) =
∑
i=1,2
R(X, τi)τi =
∑
i=1,2
{(Wτi · τi)WX − (Wτi ·X)Wτi}
= tr[W ]WX −W
∑
i=1,2
(WX · τi)τi = HWX −W 2X
on O. Thus the first equality of (C.12) is valid. To show the second equality we fix
and suppress y ∈ Γ. Since the real symmetric matrix W has the eigenvalues zero,
κ1, and κ2 with Wn = 0, there exists an orthonormal basis {τ1, τ2, n} of R3 such
that Wτi = κiτi for i = 1, 2. Then since X is tangential on Γ, we have
X =
∑
i=1,2
(X · τi)τi, W kX =
∑
i=1,2
κki (X · τi)τi, k = 1, 2.
From these equalities, H = κ1 + κ2, and K = κ1κ2 it follows that
(HW −W 2)X = (κ1 + κ2)
∑
i=1,2
κi(X · τi)τi −
∑
i=1,2
κ2i (X · τi)τi
= κ1κ2
∑
i=1,2
(X · τi)τi = KX.
Hence the second equality of (C.12) holds. 
C.3. Laplace operators. In this subsection we give formulas for Laplace operators
on Γ. First we show that the restriction on Γ of the Laplace operator on R3 agrees
with the Laplace–Beltrami operator on Γ in an appropriate sense.
Lemma C.2. For η ∈ C2(Γ) we have
∆η¯ = ∆Γη on Γ,(C.14)
where η¯ = η ◦ π is the constant extension of η in the normal direction of Γ.
Proof. For x ∈ N let R(x) be the inverse matrix of I3 − d(x)W (x) so that
∇η¯(x) = R(x)∇Γη(x), x ∈ N(C.15)
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by (3.18). Note that R ∈ C1(N)3×3 by the C3-regularity of Γ. We differentiate
R(x)
{
I3 − d(x)W (x)
}
= I3, x ∈ N
with respect to xi, i = 1, 2, 3 and set x = y ∈ Γ. Then
∂iR(y)− ni(y)W (y) = 0, i.e. ∂iR(y) = ni(y)W (y), y ∈ Γ
by d(y) = 0, ∂id(y) = ni(y), and R(y) = I3. Also, we observe by (3.5) that[
∂i
(
∇Γη
)]
(y) = [Di(∇Γη)](y), y ∈ Γ.
We differentiate both sides of (C.15) with respect to xi, i = 1, 2, 3, set x = y ∈ Γ,
and use the above two equalities and R(y) = I3 to obtain
[∂i(∇η¯)](y) = ni(y)W (y)∇Γη(y) + [Di(∇Γη)](y), y ∈ Γ.
From this equality and WTn =Wn = 0 on Γ it follows that
∆η¯(y) =
3∑
i=1
∂2i η¯(y) =
3∑
i,j=1
ni(y)Wij(y)Djη(y) +
3∑
i=1
D2i η(y)
= [WTn](y) · ∇Γη(y) + ∆Γη(y) = ∆Γη(y)
for all y ∈ Γ. Thus (C.14) is valid. 
Next we deal with Laplace operators acting on tangential vector fields on Γ. Let
∆H : C
2(Γ,Λ1T ∗Γ)→ C(Γ,Λ1T ∗Γ), ∆H := −(dΓd∗Γ + d∗ΓdΓ)
be the Hodge Laplacian on Γ (here we take the minus sign). Using the operator
Θ: Cm(Γ, TΓ)→ Cm(Γ, T ∗Γ) = Cm(Γ,Λ1T ∗Γ), m = 0, 1, 2
and its inverse Θ−1 we define
∆˜H : C
2(Γ, TΓ)→ C(Γ, TΓ), ∆˜H := Θ−1∆HΘ
and identity ∆H with ∆˜H to apply ∆H to tangential vector fields on Γ. We consider
the Riemannian connection ∇ as an operator
∇ : C1(Γ, TΓ)→ C(Γ, T ∗Γ⊗ T ∗Γ)
which maps X ∈ C1(Γ, TΓ) to ∇X ∈ C(Γ, T ∗Γ⊗ T ∗Γ) given by(
∇X
)
(Y, Z) := ∇ZX · Y on Γ, Y, Z ∈ C(Γ, TΓ)(C.16)
and write ∇∗ : C1(Γ, T ∗Γ⊗ T ∗Γ)→ C(Γ, TΓ) for the formal adjoint of ∇, i.e.∫
Γ
θ
(
∇∗S,X
)
dH2 :=
∫
Γ
θ
(
S,∇X
)
dH2(C.17)
for S ∈ C1(Γ, T ∗Γ⊗ T ∗Γ) and X ∈ C1(Γ, TΓ). Then we define
∆B : C
2(Γ, TΓ)→ C(Γ, TΓ), ∆B := −∇∗∇
and call ∆B the Bochner Laplacian on Γ. Note that ∆H and ∆B are defined
intrinsically and map tangential vector fields on Γ to tangential ones. We can also
consider the componentwise Laplace–Beltrami operator
∆Γ : C
2(Γ)3 → C(Γ)3, v =
v1v2
v3
 7→ ∆Γv =
∆Γv1∆Γv2
∆Γv3
 .
Here ∆ΓX is not tangential on Γ in general even if X ∈ C2(Γ, TΓ). Indeed,
∆ΓX · n = ∆Γ(X · n) + divΓ(WX) +W : ∇ΓX on Γ
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and only the first term on the right-hand side vanishes by X · n = 0 on Γ. Let us
establish relations between ∆H , ∆B, and ∆Γ after giving three auxiliary lemmas.
Lemma C.3. For η ∈ C1(Γ) = C1(Γ,Λ0T ∗Γ) we have
dΓη = Θ(∇Γη) on Γ.(C.18)
Let X ∈ C1(Γ, TΓ). Then Θ(X) ∈ C1(Γ, T ∗Γ) = C1(Γ,Λ1T ∗Γ) and
[dΓΘ(X)](Y, Z) = ∇YX · Z − Y · ∇ZX on Γ(C.19)
for all Y, Z ∈ C(Γ, TΓ). We also have
d∗ΓΘ(X) = −divΓX on Γ.(C.20)
Proof. It is sufficient to show (C.18) and (C.19) on µ(U), where U is an open set
in R2 and µ : U → Γ is a C3 local parametrization of Γ.
First we prove (C.18) for η ∈ C1(Γ). Let s = (s1, s2) ∈ U and Xµ(s) ∈ Tµ(s)Γ.
Since {∂s1µ(s), ∂s2µ(s)} is a basis of Tµ(s)Γ, we can write
Xµ(s) = X
1∂s1µ(s) +X
2∂s2µ(s), X
1, X2 ∈ R.
Hence it follows from (C.5) and (C.6) that
(dΓη)µ(s)(Xµ(s)) =
2∑
i,j=1
Xj
∂(η ◦ µ)
∂si
(s)(dΓs
i)µ(s)(∂sjµ(s)) =
∑
i=1,2
X i
∂(η ◦ µ)
∂si
(s).
Moreover, denoting by η¯ = η ◦π the constant extension of η in the normal direction
of Γ, we observe by (3.5) with y = µ(s) ∈ Γ that
∂(η ◦ µ)
∂si
(s) =
∂
∂si
(
η¯(µ(s))
)
= ∂siµ(s) · ∇η¯(µ(s)) = ∂siµ(s) · ∇Γη(µ(s))(C.21)
for i = 1, 2. Hence
(dΓη)µ(s)(Xµ(s)) =
∑
i=1,2
X i∂siµ(s) · ∇Γη(µ(s)) = Xµ(s) · ∇Γη(µ(s))
= [Θ(∇Γη)]µ(s)(Xµ(s))
for all s ∈ U and Xµ(s) ∈ Tµ(s)Γ, which yields (C.18) on µ(U).
Next we prove (C.19). For X = (X1, X2, X3)
T ∈ C1(Γ, TΓ) and s ∈ U let
(∂siµ(s) · ∇Γ)X(µ(s)) :=
∂siµ(s) · ∇ΓX1(µ(s))∂siµ(s) · ∇ΓX2(µ(s))
∂siµ(s) · ∇ΓX3(µ(s))
 , i = 1, 2
and
Φ(s) := (∂s1µ(s) · ∇Γ)X(µ(s)) · ∂s2µ(s)− (∂s2µ(s) · ∇Γ)X(µ(s)) · ∂s1µ(s).
Also, let Y, Z ∈ C(Γ, TΓ) be locally of the form
Y (µ(s)) =
∑
i=1,2
Y i(s)∂siµ(s), Z(µ(s)) =
∑
i=1,2
Zi(s)∂siµ(s), s ∈ U(C.22)
with Y i(s), Zi(s) ∈ R, i = 1, 2. Then since Y and Z are tangential on Γ, we have[
∇YX · Z
]
(µ(s)) = [(Y · ∇Γ)X · Z](µ(s))
=
2∑
i,j=1
Y i(s)Zj(s)(∂siµ(s) · ∇Γ)X(µ(s)) · ∂sjµ(s)
and a similar equality for Y · ∇ZX . Hence[
∇YX · Z − Y · ∇ZX
]
(µ(s)) = Φ(s){Y 1(s)Z2(s)− Y 2(s)Z1(s)}(C.23)
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for s ∈ U . On the other hand, let
ωi(s) := [Θ(X)]µ(s)(∂siµ(s)) = X(µ(s)) · ∂siµ(s), s ∈ U, i = 1, 2.
Then since [Θ(X)]µ(s) =
∑
i=1,2 ωi(s)(dΓs
i)µ(s), we have
[dΓΘ(X)]µ(s) =
(
∂ω2
∂s1
(s)− ∂ω1
∂s2
(s)
)
(dΓs
1)µ(s) ∧ (dΓs2)µ(s), s ∈ U
by (C.7). Also, it follows from (C.21) with η replaced by Xk, k = 1, 2, 3 that
∂ωi
∂sj
(s) = (∂sjµ(s) · ∇Γ)X(µ(s)) · ∂siµ(s) +X(µ(s)) · ∂sj∂siµ(s)
for s ∈ U and i, j = 1, 2. By this equality and ∂sj∂siµ(s) = ∂si∂sjµ(s) we get
∂ω2
∂s1
(s)− ∂ω1
∂s2
(s) = Φ(s), [dΓΘ(X)]µ(s) = Φ(s)(dΓs
1)µ(s) ∧ (dΓs2)µ(s)
for s ∈ U . Moreover, since (dΓs1)µ(s) ∧ (dΓs2)µ(s) is a bilinear form on Tµ(s)Γ and
[(dΓs
1)µ(s) ∧ (dΓs2)µ(s)](∂siµ(s), ∂siµ(s)) = 0, i = 1, 2,
[(dΓs
1)µ(s) ∧ (dΓs2)µ(s)](∂s1µ(s), ∂s2µ(s)) = 1,
[(dΓs
1)µ(s) ∧ (dΓs2)µ(s)](∂s2µ(s), ∂s1µ(s)) = −1,
by (C.5), it follows from (C.22) that
[(dΓs
1)µ(s) ∧ (dΓs2)µ(s)](Y (µ(s)), Z(µ(s))) = Y 1(s)Z2(s)− Y 2(s)Z1(s)
and thus
[dΘ(X)]µ(s)(Y (µ(s)), Z(µ(s))) = Φ(s){Y 1(s)Z2(s)− Y 2(s)Z1(s)}(C.24)
for s ∈ U . Therefore, we obtain (C.19) on µ(U) by (C.23) and (C.24).
Now let us show (C.20). For X ∈ C1(Γ, TΓ) and η ∈ C1(Γ) we have
〈d∗ΓΘ(X), η〉0 = 〈Θ(X), dΓη〉1 = 〈Θ(X),Θ(∇Γη)〉1 =
∫
Γ
θ(Θ(X),Θ(∇Γη)) dH2
by (C.8) and (C.18). We apply (C.2) to the last term and use (3.23) to get
〈d∗ΓΘ(X), η〉0 =
∫
Γ
θ(X,∇Γη) dH2 =
∫
Γ
X · ∇Γη dH2
= −
∫
Γ
{divΓX + (X · n)H}η dH2 = 〈−divΓX, η〉0,
where the last equality follows from X · n = 0 on Γ. Hence (C.20) holds. 
Lemma C.4. Let O be a relatively open subset of Γ and {τ1, τ2} a local orthonormal
frame for TΓ on O. Then for X,Y ∈ C1(Γ, TΓ) we have
∇ΓX : ∇ΓY =
∑
i=1,2
∇iX · ∇iY +WX ·WY,(C.25)
(∇ΓX)T : ∇ΓY =
2∑
i,j=1
(
∇iX · τj
)(
∇jY · τi
)
(C.26)
on O, where ∇i := ∇τi for i = 1, 2.
Proof. Throughout the proof we carry out calculations on O. Since Pn = 0,
(∇ΓX)Tn = (n · ∇Γ)X = [(Pn) · ∇Γ]X = 0(C.27)
by (3.9). Also, noting that τi is tangential, we deduce from (C.9) that
(∇ΓX)T τi = (τi · ∇Γ)X = ∇iX + (WX · τi)n, ∇iX · n = 0, i = 1, 2.(C.28)
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Since {τ1, τ2, n} is an orthonormal basis of R3, we see by (C.27) and (C.28) that
∇ΓX : ∇ΓY = (∇ΓX)T : (∇ΓY )T
=
∑
i=1,2
(∇ΓX)T τi · (∇ΓY )T τi + (∇ΓX)Tn · (∇ΓY )Tn
=
∑
i=1,2
{
∇iX + (WX · τi)n
}
·
{
∇iY + (WY · τi)n
}
=
∑
i=1,2
∇iX · ∇iY +
∑
i=1,2
(WX · τi)(WY · τi).
Here the last term is equal to WX ·WY since WX and WY are tangential and
{τ1, τ2} is a local orthonormal frame for TΓ. Hence (C.25) follows.
To prove (C.26) we observe by (C.28) and τi · n = 0 that
(∇ΓY )τi · τj = τi · (∇ΓY )T τj = τi · ∇jY, i, j = 1, 2.
Since (∇ΓY )τi = P (∇ΓY )τi is tangential and {τ1, τ2} is a local orthonormal frame
for TΓ, it follows from the above equality that
(∇ΓY )τi =
∑
j=1,2
{(∇ΓY )τi · τj}τj =
∑
j=1,2
(
∇jY · τi
)
τj , j = 1, 2.
We deduce from this equality, (C.27), (C.28), and τj · n = 0 that
(∇ΓX)T : ∇ΓY =
∑
i=1,2
(∇ΓX)T τi · (∇ΓY )τi + (∇ΓX)Tn · (∇ΓY )n
=
2∑
i,j=1
{
∇iX + (WX · τi)n
}
·
{(
∇jY · τi
)
τj
}
=
2∑
i,j=1
(
∇iX · τj
)(
∇jY · τi
)
.
Hence (C.26) is valid. 
Lemma C.5. Let X ∈ C2(Γ, TΓ) and Y ∈ C1(Γ, TΓ). Then∫
Γ
∇ΓX : ∇ΓY dH2 = −
∫
∆ΓX · Y dH2,(C.29) ∫
Γ
(∇ΓX)T : ∇ΓY dH2 = −
∫
Γ
{∇Γ(divΓX) + (HW −W 2)X} · Y dH2.(C.30)
Proof. We observe by (3.23) that∫
Γ
∇ΓX : ∇ΓY dH2 =
3∑
i,j=1
∫
Γ
(DiXj)(DiYj) dH2
= −
3∑
i,j=1
∫
Γ
{D2iXj + (DiXj)Hni}Yj dH2
= −
∫
Γ
∆ΓX · Y dH2 −
3∑
j=1
(∇ΓXj · n)HYj dH2.
Since ∇ΓXj · n = 0 on Γ for j = 1, 2, 3, we obtain (C.29) by the above equality.
Let us prove (C.30). We again use (3.23) to deduce that∫
Γ
(∇ΓX)T : ∇ΓY dH2 =
3∑
i,j=1
∫
Γ
(DjXi)(DiYj) dH2 = J1 + J2,(C.31)
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where
J1 := −
3∑
i,j=1
∫
Γ
(DiDjXi)Yj dH2, J2 := −
3∑
i,j=1
∫
Γ
(DjXi)HniYj dH2.
To J1 we apply (3.14) and
3∑
i,j=1
[W∇ΓXi]injYj = (Y · n)tr[W∇ΓX ] = 0,
3∑
i,j=1
[W∇ΓXi]jniYj = {W (∇ΓX)n} · Y =W 2X · Y
on Γ by Y · n = 0 on Γ and (3.12). Then
J1 = −
3∑
i,j=1
∫
Γ
(DjDiXi + [W∇ΓXi]inj − [W∇ΓXi]jni)Yj dH2
= −
∫
Γ
{∇Γ(divΓX)−W 2X} · Y dH2.
Moreover, we use (3.12) to J2 to get
J2 = −
∫
Γ
H{(∇ΓX)n · Y } dH2 = −
∫
Γ
H(WX · Y ) dH2.
Applying the above two equalities to (C.31) we obtain (C.30). 
Lemma C.6. For X ∈ C2(Γ, TΓ) we have
∆HX = P (∆ΓX) + (2W
2 −HW )X on Γ,(C.32)
∆BX = P (∆ΓX) +W
2X on Γ.(C.33)
Proof. Let X ∈ C2(Γ, TΓ). By a localization argument with a partition of unity on
Γ we may assume that X is supported in a relatively open subset O of Γ on which
we can take a local orthonormal frame {τ1, τ2} for TΓ.
First we prove (C.32). Let Y ∈ C1(Γ, TΓ). Noting that we identify
∆H = −(dΓd∗Γ + d∗ΓdΓ) : C2(Γ,Λ1T ∗Γ)→ C(Γ,Λ1T ∗Γ)
with ∆˜H = Θ
−1∆HΘ: C
2(Γ, TΓ)→ C(Γ, TΓ), we observe by (C.2) that∫
Γ
∆HX · Y dH2 =
∫
Γ
θ(Θ−1(∆HΘ(X)), Y ) dH2
=
∫
Γ
θ(∆HΘ(X),Θ(Y )) dH2 = J1 + J2,
(C.34)
where (note that d∗Γ is the formal adjoint of dΓ given by (C.8))
J1 := −〈dΓd∗ΓΘ(X),Θ(Y )〉1 = −〈d∗ΓΘ(X), d∗ΓΘ(Y )〉0,
J2 := −〈d∗ΓdΓΘ(X),Θ(Y )〉1 = −〈dΓΘ(X), dΓΘ(Y )〉2.
We apply (C.20) to J1 and then use (3.23) and Y · n = 0 on Γ to deduce that
J1 = −
∫
Γ
(divΓX)(divΓY ) dH2 =
∫
Γ
{∇Γ(divΓX) + (divΓX)Hn} · Y dH2
=
∫
Γ
∇Γ(divΓX) · Y dH2.
(C.35)
To compute J2 we observe that dΓΘ(X) is supported in O since X is so. Hence
J2 = −
∫
O
θˆ(dΓΘ(X), dΓΘ(Y )) dH2 = −
∫
O
[dΓΘ(X)](τ1, τ2)[dΓΘ(Y )](τ1, τ2) dH2
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by (C.3) and (C.4). Moreover, it follows from (C.19) that
[dΓΘ(X)](τ1, τ2) = ∇1X · τ2 − τ1 · ∇2X on O,
where ∇i := ∇τi for i = 1, 2, and thus
[dΓΘ(X)](τ1, τ2)[dΓΘ(Y )](τ1, τ2)
=
2∑
i,j=1
(
∇iX · τj
)(
∇iY · τj
)
−
2∑
i,j=1
(
∇iX · τj
)(
∇jY · τi
)
=
∑
i=1,2
∇iX · ∇iY −
2∑
i,j=1
(
∇iX · τj
)(
∇jY · τi
)
on O (note that ∇iX and ∇iY are tangential and {τ1, τ2} is a local orthonormal
frame for TΓ on O). We further apply (C.25) and (C.26) to the last line to get
[dΓΘ(X)](τ1, τ2)[dΓΘ(Y )](τ1, τ2) = ∇ΓX : ∇ΓY −WX ·WY − (∇ΓX)T : ∇ΓY
on O. Hence we obtain (note that X is supported in O)
J2 = −
∫
Γ
∇ΓX : ∇ΓY dH2 +
∫
Γ
WX ·WY dH2 +
∫
Γ
(∇ΓX)T : ∇ΓY dH2
=
∫
Γ
{∆ΓX −∇Γ(divΓX) + (2W 2 −HW )X} · Y dH2
(C.36)
by (C.29), (C.30), and WT =W on Γ. From (C.34)–(C.36) we deduce that∫
Γ
∆HX · Y dH2 =
∫
Γ
{∆ΓX + (2W 2 −HW )X} · Y dH2
for all Y ∈ C1(Γ, TΓ). Setting Y := Pv in this equality we further get∫
Γ
∆HX · v dH2 =
∫
Γ
{P (∆ΓX) + (2W 2 −HW )X} · v dH2
for all v ∈ C1(Γ)3 since ∆HX and (2W 2 −HW )X are tangential on Γ. Hence we
obtain (C.32) by the fundamental lemma of the calculus of variations.
Next let us show (C.33). For Y ∈ C1(Γ, TΓ) we see by (C.17) that∫
Γ
∆BX · Y dH2 = −
∫
Γ
θ
(
∇∗∇X,Y
)
dH2 = −
∫
Γ
θ
(
∇X,∇Y
)
dH2.
Moreover, since X is supported in O and
θ
(
∇X,∇Y
)
=
2∑
i,j=1
(
∇X
)
(τi, τj)
(
∇Y
)
(τi, τj) =
2∑
i,j=1
(
∇jX · τi
)(
∇jY · τi
)
=
∑
j=1,2
∇jX · ∇jY = ∇ΓX : ∇ΓY −WX ·WY
on O by (C.1), (C.16), and (C.25), it follows that∫
Γ
∆BX · Y dH2 = −
∫
Γ
∇ΓX : ∇ΓY dH2 +
∫
Γ
WX ·WY dH2.
To the right-hand side we apply (C.29) and WT =W on Γ to obtain∫
Γ
∆BX · Y dH2 =
∫
Γ
(∆ΓX +W
2X) · Y dH2
for all Y ∈ C1(Γ, TΓ), and thus (note that ∆BX and W 2X are tangential on Γ)∫
Γ
∆BX · v dH2 =
∫
Γ
{P (∆ΓX) +W 2X} · v dH2
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for all v ∈ C1(Γ)3. Therefore, (C.33) is valid. 
Lemma C.7. For X ∈ C2(Γ, TΓ) we have
∆BX = ∆HX +Ric(X) on Γ.(C.37)
Proof. By (C.32) and (C.33) we have
∆BX = ∆HX + (HW −W 2)X on Γ.
Applying (C.12) to the last term we obtain (C.37). 
Note that (C.37) contains only intrinsic quantities unlike (C.32) and (C.33). The
formula (C.37) is called the Weitzenbo¨ck formula (see e.g. [38,66]). Lemma C.6 was
also shown in [16, Theorem 6.3] for a hypersurface in Rk, k ≥ 2, where the authors
first proved (C.33) by identifying ∇X with a k × k matrix for a tangential vector
field X on Γ and then combined (C.33) and (C.37) to obtain (C.32). Here we proved
both of (C.32) and (C.33) directly without identifying ∇X with a 3× 3 matrix.
Finally, let us consider a vector Laplace operator on a sphere
Γ = S2a := {x ∈ R3 | |x| = a}, a > 0
introduced in [87] (see also [48, 49]). Let
µa(ϑ, ϕ) := (a sinϑ cosϕ, a sinϑ sinϕ, a cosϑ), (ϑ, ϕ) ∈ [0, π]× [0, 2π]
be a parametrization of S2a in spherical coordinates and
eϑ = eϑ(ϑ, ϕ) :=
cosϑ cosϕcosϑ sinϕ
− sinϑ
 , eϕ = eϕ(ϕ) :=
− sinϕcosϕ
0
 .
Note that {eϑ, eϕ} is an orthonormal basis of TyS2a with y = µa(ϑ, ϕ). Also, let
∆µξ(ϑ, ϕ) :=
1
a2 sinϑ
{
∂
∂ϑ
(
sinϑ
∂ξ
∂ϑ
)
+
1
sinϑ
∂2ξ
∂ϕ2
}
(C.38)
for a C2 function ξ = ξ(ϑ, ϕ), which is an expression of the scalar Laplace–Beltrami
operator ∆Γ on S
2
a in spherical coordinates. For X ∈ C2(S2a, TS2a) of the form
X(µa(ϑ, ϕ)) = Xϑ(ϑ, ϕ)eϑ +Xϕ(ϑ, ϕ)eϕ(C.39)
the tangential Laplacian of X on S2a introduced in [87] is defined by
∆2X(µa(ϑ, ϕ)) := (∆2X)ϑ(ϑ, ϕ)eϑ + (∆2X)ϕ(ϑ, ϕ)eϕ(C.40)
for (ϑ, ϕ) ∈ [0, π]× [0, 2π], where
(∆2X)ϑ := ∆µXϑ − Xϑ
a2 sin2 ϑ
− 2 cosϑ
a2 sin2 ϑ
∂Xϕ
∂ϕ
,
(∆2X)ϕ := ∆µXϕ − Xϕ
a2 sin2 ϑ
+
2 cosϑ
a2 sin2 ϑ
∂Xϑ
∂ϕ
(C.41)
on [0, π]× [0, 2π] with ∆µXϑ and ∆µXϕ given by (C.38).
Lemma C.8. For a > 0 let X ∈ C2(S2a , TS2a). Then
∆2X = ∆HX = ∆BX − 1
a2
X on S2a.(C.42)
The formula (C.42) can be shown by calculations of differential forms in spherical
coordinates, but here we prove it by using Lemmas C.2 and C.6.
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Proof. For a sufficiently small δ > 0 let
Na := {x ∈ R3 | a− δ < |x| < a+ δ}
be a tubular neighborhood of S2a and
Ψ(r, ϑ, ϕ) := (r sinϑ cosϕ, r sinϑ sinϕ, r cosϑ),
(r, ϑ, ϕ) ∈ (a− δ, a+ δ)× [0, π]× [0, 2π]
be a parametrization of Na in spherical coordinates. Also, let
er = er(ϑ, ϕ) :=
sinϑ cosϕsinϑ sinϕ
cosϑ
 , (ϑ, ϕ) ∈ [0, π]× [0, 2π].
Note that {er, eϑ, eϕ} is an orthonormal basis of R3 and
er(ϑ, ϕ) = n(µa(ϑ, ϕ)), (ϑ, ϕ) ∈ [0, π]× [0, 2π],(C.43)
where n(y) = y/a, y ∈ S2a is the unit outward normal vector field of S2a. We set
∆Ψζ(r, ϑ, ϕ) :=
1
r2
∂
∂r
(
r2
∂ζ
∂r
)
+
1
r2 sinϑ
{
∂
∂ϑ
(
sinϑ
∂ζ
∂ϑ
)
+
1
sinϑ
∂2ζ
∂ϕ2
}
(C.44)
for a C2 function ζ = ζ(r, ϑ, ϕ), which is an expression of the scalar Laplace operator
on R3 in spherical coordinates. Then for u = (u1, u2, u3)
T ∈ C2(Na)3 of the form
u(Ψ(r, ϑ, ϕ)) = ur(r, ϑ, ϕ)er + uϑ(r, ϑ, ϕ)eϑ + uϕ(r, ϑ, ϕ)eϕ
the vector Laplacian ∆u = (∆u1,∆u2,∆u3)
T is expressed as
∆u(Ψ(r, ϑ, ϕ)) = (∆u)r(r, ϑ, ϕ)er + (∆u)ϑ(r, ϑ, ϕ)eϑ + (∆u)ϕ(r, ϑ, ϕ)eϕ(C.45)
for (r, ϑ, ϕ) ∈ (a− δ, a+ δ)× [0, π]× [0, 2π], where
(∆u)r := ∆Ψur − 2ur
r2
− 2
r2 sinϑ
∂(uϑ sinϑ)
∂ϑ
− 2
r2 sinϑ
∂uϕ
∂ϕ
,
(∆u)ϑ := ∆Ψuϑ − uϑ
r2 sin2 ϑ
+
2
r2
∂ur
∂ϑ
− 2 cosϑ
r2 sin2 ϑ
∂uϕ
∂ϕ
,
(∆u)ϕ := ∆Ψuϕ − uϕ
r2 sin2 ϑ
+
2
r2 sinϑ
∂ur
∂ϕ
+
2 cosϑ
r2 sin2 ϑ
∂uϑ
∂ϕ
(C.46)
on (a− δ, a+ δ)× [0, π]× [0, 2π] with ∆Ψur, ∆Ψuϑ, and ∆Ψuϕ given by (C.44).
Let X ∈ C2(S2a, TS2a) be of the form (C.39) and its constant extension
X(x) = X(π(x)) = X
(
ax
|x|
)
, x ∈ Na
be expressed in spherical coordinates (r, ϑ, ϕ) ∈ (a− δ, a+ δ)× [0, π]× [0, 2π] as
X(Ψ(r, ϑ, ϕ)) = Xr(r, ϑ, ϕ)er +Xϑ(r, ϑ, ϕ)eϑ +Xϕ(r, ϑ, ϕ)eϕ.(C.47)
Then since X(Ψ(r, ϑ, ϕ)) = X(µa(ϑ, ϕ)), we observe by (C.39) and (C.47) that
Xr(r, ϑ, ϕ) = 0, Xϑ(r, ϑ, ϕ) = Xϑ(ϑ, ϕ), Xϕ(r, ϑ, ϕ) = Xϕ(ϑ, ϕ).
From these equalities, (C.38), (C.41), (C.44), and (C.46) it follows that ∆ΨXλ(a, ϑ, ϕ) = ∆µXλ(ϑ, ϕ),(∆X)
λ
(a, ϑ, ϕ) = (∆2X)λ(ϑ, ϕ),
λ = ϑ, ϕ(C.48)
for (ϑ, ϕ) ∈ [0, π]× [0, 2π]. Moreover,
P (µa(ϑ, ϕ))er = 0, P (µa(ϑ, ϕ))eϑ = eϑ, P (µa(ϑ, ϕ))eϕ = eϕ(C.49)
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by (C.43) and the fact that {er, eϑ, eϕ} is an orthonormal basis of R3. Noting that
Ψ(a, ϑ, ϕ) = µa(ϑ, ϕ) ∈ S2a, (ϑ, ϕ) ∈ [0, π]× [0, 2π],
we deduce from (C.40), (C.45), (C.48), and (C.49) that
P (µa(ϑ, ϕ))
(
∆X
)
(µa(ϑ, ϕ)) = P (µa(ϑ, ϕ))
(
∆X
)
(Ψ(a, ϑ, ϕ))
=
(
∆X
)
ϑ
(a, ϑ, ϕ)eϑ +
(
∆X
)
ϕ
(a, ϑ, ϕ)eϕ
= (∆2X)ϑ(ϑ, ϕ)eϑ + (∆2X)ϕ(ϑ, ϕ)eϕ
= ∆2X(µa(ϑ, ϕ))
for all (ϑ, ϕ) ∈ [0, π]× [0, 2π]. By this fact and (C.14) we have
∆2X = P
(
∆X
)
= P (∆ΓX) on S
2
a.(C.50)
Now we consider the extension n˜(x) := x/a, x ∈ Na of the unit outward normal
vector field n of S2a to get
W (y) = −∇Γn(y) = −P (y)∇n˜(y) = −1
a
P (y), y ∈ S2a.
Thus the principal curvatures of S2a are κ1 = κ2 = −1/a and
H = κ1 + κ2 = −2
a
, WX = −1
a
X, W 2X =
1
a2
X, (2W 2 −HW )X = 0
on S2a. By these equalities, (C.32), (C.33), and (C.50) we obtain (C.42). 
C.4. Deformation operator. For X ∈ C1(Γ, TΓ) and Y, Z ∈ C(Γ, TΓ) let
Def X(Y, Z) :=
1
2
(
∇YX · Z + Y · ∇ZX
)
on Γ,(C.51)
i.e. Def X is the symmetric part of ∇X . We call
Def : C1(Γ, TΓ)→ C(Γ, T ∗Γ⊗ T ∗Γ), X 7→ Def X
the deformation operator and Def X the deformation tensor for X . Also, let
Def∗ : C1(Γ, T ∗Γ⊗ T ∗Γ)→ C(Γ, TΓ)
be the formal adjoint of Def given by∫
Γ
θ(Def∗S,X) dH2 :=
∫
Γ
θ(S,Def X) dH2(C.52)
for S ∈ C1(Γ, T ∗Γ ⊗ T ∗Γ) and X ∈ C1(Γ, TΓ). We show that the viscous term in
the limit equations (2.12) is written in terms of Def and Def∗.
Lemma C.9. Let g ∈ C1(Γ) and X ∈ C2(Γ, TΓ). Then
PdivΓ[gDΓ(X)] = −Def∗(gDef X) on Γ.(C.53)
Proof. By a localization argument with a partition of unity on Γ we may assume
that X is supported in a relatively open subset O of Γ on which we can take a local
orthonormal frame {τ1, τ2} for TΓ. For Y ∈ C1(Γ, TΓ) we have∫
Γ
Def∗(gDef X) · Y dH2 =
∫
Γ
θ(Def∗(gDef X), Y ) dH2
=
∫
Γ
θ(gDef X,Def Y ) dH2
(C.54)
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by (C.52). Moreover, letting ∇i := ∇τi for i = 1, 2 we see by (C.1) that
θ(gDef X,Def Y ) = g
2∑
i,j=1
Def X(τi, τj)Def Y (τi, τj)
=
g
2
2∑
i,j=1
{(
∇iX · τj
)(
∇iY · τj
)
+
(
∇iX · τj
)(
∇jY · τi
)}
=
g
2
∑
i=1,2
∇iX · ∇iY +
2∑
i,j=1
(
∇iX · τj
)(
∇jY · τi
)
on O. Hence we apply (C.25) and (C.26) to the last line to get
θ(gDef X,Def Y ) =
g
2
{∇ΓX : ∇ΓY + (∇ΓX)T : ∇ΓY −WX ·WY }(C.55)
on O. We also observe by (3.8), (3.12), and PT = P on Γ that
(C.56)
1
2
{∇ΓX : ∇ΓY + (∇ΓX)T : ∇ΓY }
= DΓ(X) : ∇ΓY + 1
2
{(WX)⊗ n+ n⊗ (WX)} : ∇ΓY on O.
Moreover, since {τ1, τ2, n} is an orthonormal basis of R3,
{(WX)⊗ n+ n⊗ (WX)} : ∇ΓY
=
∑
i=1,2
{(WX)⊗ n+ n⊗ (WX)}τi · (∇ΓY )τi
+ {(WX)⊗ n+ n⊗ (WX)}n · (∇ΓY )n
on O. To the right-hand side we apply (∇ΓY )n =WY by (3.12) and
{(WX)⊗ n+ n⊗ (WX)}τi = (n · τi)WX + (WX · τi)n = (WX · τi)n,
{(WX)⊗ n+ n⊗ (WX)}n = (n · n)WX + (WX · n)n =WX
and use the fact that (∇ΓY )τi = P (∇ΓY )τi is tangential on O for i = 1, 2 to get
{(WX)⊗ n+ n⊗ (WX)} : ∇ΓY =WX ·WY on O.
Applying this equality and (C.56) to the right-hand side of (C.55) we find that
θ(gDef X,Def Y ) = g{DΓ(X) : ∇ΓY } on O.
Noting that X is supported in O, we deduce from this equality and (C.54) that∫
Γ
Def∗(gDef X) · Y dH2 =
∫
Γ
g{DΓ(X) : ∇ΓY } dH2.(C.57)
Moreover, for A = (Akl)k,l ∈ C1(Γ)3×3 and v = (v1, v2, v3)T ∈ C1(Γ)3 we have∫
Γ
A : ∇Γv dH2 =
3∑
k,l=1
∫
Γ
Akl(Dkvl) dH2 = −
3∑
k,l=1
∫
Γ
(DkAkl +AklHnk)vl dH2
= −
∫
Γ
(divΓA+HA
Tn) · v dH2
by (3.23). Applying this equality with A = gDΓ(X) and v = Y to (C.57) and using
DΓ(X)
Tn =
1
2
P{∇ΓX + (∇ΓX)T}Pn = 0 on Γ
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by (3.8) and PT = P on Γ, we obtain∫
Γ
Def∗(gDef X) · Y dH2 = −
∫
Γ
divΓ[gDΓ(X)] · Y dH2
for all Y ∈ C1(Γ, TΓ). Hence∫
Γ
Def∗(gDef X) · v dH2 = −
∫
Γ
PdivΓ[gDΓ(X)] · v dH2
for all v ∈ C1(Γ)3 (note that Def∗(gDef X) ∈ C(Γ, TΓ)) and (C.53) follows. 
When g ≡ 1 we have another form of the right-hand side of (C.53).
Lemma C.10. For X ∈ C1(Γ, TΓ) we have
2Def∗Def X = −∆BX −∇Γ(divΓX)− Ric(X) on Γ.(C.58)
Proof. We may assume that X is supported in the relatively open subset O of Γ
given in the proof of Lemma C.9. Then by (C.54) and (C.55) with g ≡ 1 we have∫
Γ
2Def∗Def X · Y dH2 =
∫
Γ
{∇ΓX : ∇ΓY + (∇ΓX)T : ∇ΓY −WX ·WY } dH2.
We apply (C.29), (C.30), WT =W on Γ to the right-hand side to get∫
Γ
2Def∗Def X · Y dH2 = −
∫
Γ
{∆ΓX +∇Γ(divΓX) +HWX} · Y dH2
for all Y ∈ C1(Γ, TΓ) and thus∫
Γ
2Def∗Def X · v dH2 = −
∫
Γ
{P (∆ΓX) +∇Γ(divΓX) +HWX} · v dH2
for all v ∈ C1(Γ)3 since Def∗Def X , ∇Γ(divΓX), and WX are tangential on Γ. By
this equality, (C.12), and (C.33) we find that
2Def∗Def X = −P (∇ΓX)−∇Γ(divΓX)−HWX
= −∆BX −∇Γ(divΓX)− Ric(X)
on Γ. Thus (C.58) is valid. 
By (C.53) with g ≡ 1 and (C.58) we also have the following formula.
Lemma C.11. For X ∈ C2(Γ, TΓ) we have
2PdivΓ[DΓ(X)] = ∆BX +∇Γ(divΓX) + Ric(X) on Γ.(C.59)
Note that the right-hand side of (C.59) is intrinsic although the left-hand side is
defined componentwisely in the fixed coordinate system of R3. Also, if divΓX = 0
on Γ, then (C.59) reduces to
2PdivΓ[DΓ(X)] = ∆BX +Ric(X) on Γ
and the right-hand side gives the viscous term in the Navier–Stokes equations on a
Riemannian manifold (see [84]).
Appendix D. Construction of a weak solution to the limit equations
In this appendix we explain the outline of construction of a weak solution to the
limit equations (2.12) for given data
v0 ∈ Hg = L2gσ(Γ, TΓ), f ∈ L2loc([0,∞);H−1(Γ, TΓ))
by the Galerkin method (see also the case of the usual Navier–Stokes equations in
a bounded domain in R2 explained in [8,14,85]). We assume that Γ is a C5 closed,
connected, and oriented surface in Γ but do not impose Assumptions 2.1 and 2.2.
Also, we use the notations in Sections 3, 6, and 7.
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D.1. Countable basis of the weighted solenoidal spaces. We define a bilinear
form on H1(Γ, TΓ) by
a˜g(v1, v2) := ag(v1, v2) + (v1, v2)L2(Γ), v1, v2 ∈ H1(Γ, TΓ).
Then a˜g is bounded, coercive, and symmetric on Vg = H1gσ(Γ, TΓ) by (7.19). Since
Vg is a closed subspace of H1(Γ, TΓ), the Lax–Milgram theorem implies that a˜g
induces a bounded linear operator A˜g from Vg into its dual space V ′g. We consider
A˜g as an unbounded operator on Hg equipped with inner product
(v1, v2)L2g(Γ) := (g
1/2v1, g
1/2v2)L2(Γ), v1, v2 ∈ Hg,
which is equivalent to the canonical L2(Γ)-inner product by (2.1). Then as in the
case of the Stokes operator for a bounded domain (see e.g. [8, Theorem IV.5.5])
we can show that there exists a sequence {wk}∞k=1 of eigenvectors of A˜g that is an
orthonormal basis of Hg equipped with inner product (·, ·)L2g(Γ) and an orthogonal
basis of Vg equipped with inner product a˜g(·, ·). In particular,
(gwi, wj)L2(Γ) = (wi, wj)L2g(Γ) = δij , i, j ∈ N,(D.1)
where δij is the Kronecker delta.
D.2. Approximate problem. For a fixed T > 0 let
FT (t) :=
{
f(t), t ∈ (0, T ),
0, t ∈ R \ (0, T ).
Then FT ∈ L2(R;H−1(Γ, TΓ)) by the assumption on f . For k ∈ N let
fk(t) :=
1
εk
∫ ∞
−∞
ρ
(
t− s
εk
)
FT (s) ds, t ∈ R
(
εk :=
1
k
)
be the regularization of FT , where ρ is a standard mollifier on R. Then
fk ∈ C∞c (R;H−1(Γ, TΓ)),
‖fk‖L2(0,T ;H−1(Γ,TΓ)) ≤ ‖FT ‖L2(R;H−1(Γ,TΓ)) = ‖f‖L2(0,T ;H−1(Γ,TΓ))
for all k ∈ N. Moreover, since FT = f on (0, T ),
lim
k→∞
fk = f strongly in L
2(0, T ;H−1(Γ, TΓ)).
For k ∈ N let Vkg be the linear span of {wi}ki=1. We look for a vector field
vk ∈ C1([0, T ];Vkg ), vk(t) =
k∑
i=1
ξi(t)wi, t ∈ [0, T ]
with ξi ∈ C1([0, T ]), i = 1, . . . , k satisfying the approximate problem
(D.2) (g∂tvk(t), ηk)L2(Γ) + ag(vk(t), ηk) + bg(vk(t), vk(t), ηk)
= [gfk(t), ηk]TΓ, t ∈ (0, T )
for all ηk ∈ Vkg with initial condition
vk(0) =
k∑
i=1
(v0, wi)L2g(Γ)wi.(D.3)
This problem is equivalent to the system of ordinary differential equations
k∑
i=1
(gwi, wj)L2(Γ)
dξi
dt
(t) = Pj(ξ(t)) + [gfk(t), wj ]TΓ, t ∈ (0, T ),
ξj(0) = (v0, wj)L2g(Γ)
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for j = 1, . . . , k, where P1, . . . ,Pk are polynomials of ξ = (ξ1, . . . , ξk)T ∈ Rk. Using
(D.1) we see that this system reduces to
dξj
dt
(t) = Pj(ξ(t)) + [gfk(t), wj ]TΓ, t ∈ (0, T ),
ξj(0) = (v0, wj)L2g(Γ)
for j = 1, . . . , k, which we can solve locally by the Cauchy–Lipschitz theorem. Also,
setting ηk = vk(t) ∈ Vkg in (D.2) and applying (7.19) and (7.21) we can derive the
energy estimate for the approximate solution vk of the form
(D.4) max
t∈[0,Tk]
‖vk(t)‖2L2(Γ) +
∫ Tk
0
‖∇Γvk(t)‖2L2(Γ) dt
≤ cT
(
‖v0‖2L2(Γ) + ‖f‖2L2(0,T ;H−1(Γ,TΓ))
)
as in the proof of Lemma 7.12, where Tk ∈ (0, T ] is the maximal existence time of
vk and cT > 0 is a constant depending only on T . By this estimate we further get
Tk = T since the right-hand side is independent of Tk.
D.3. Time derivative of the approximate solution. The energy estimate (D.4)
implies the weak convergence of (a subsequence of) {vk}∞k=1 in appropriate function
spaces on Γ. To get the strong convergence of {vk}∞k=1 by the Aubin–Lions lemma
we estimate ∂tvk in H
−1(Γ, TΓ) as in Section 7.4 (see also Remark 7.18).
Let w ∈ H1(Γ, TΓ). By Lemma 7.14 there exist η ∈ Vg and q ∈ H2(Γ) such that
w = gη + g∇Γq on Γ, ‖η‖H1(Γ) ≤ c‖w‖H1(Γ).
Since {wk}∞k=1 is an orthogonal basis of Vg equipped with inner product a˜g(·, ·),
η =
∞∑
i=1
a˜g(η, w˜i)w˜i in Vg, w˜i := wi
ag(wi, wi)1/2
.
Then for ηk :=
∑k
i=1 a˜g(η, w˜i)w˜i ∈ Vkg , k ∈ N we have
‖ηk‖H1(Γ) ≤ c‖η‖H1(Γ) ≤ c‖w‖H1(Γ)
by the equivalence of a˜g(·, ·) to the canonical H1(Γ)-inner product on Vg. Also,
(g∂tvk, ηk)L2(Γ) = (g∂tvk, η)L2(Γ) = (∂tvk, gη)L2(Γ)
= (∂tvk, w − g∇Γq)L2(Γ) = (∂tvk, w)L2(Γ),
where the first equality is due to (D.1) and the last equality follows from
∂tvk ∈ Vkg ⊂ Hg, g∇Γq ∈ H⊥g
by Lemma 6.11 (note that here we take the canonical L2(Γ)-inner product). Thus,
substituting ηk for (D.2) and using (7.19)–(7.21) and the above relations, we can
show as in the proof of Lemma 7.16 that
‖∂tvk(t)‖H−1(Γ,TΓ) ≤ c
{(
1 + ‖vk(t)‖L2(Γ)
) ‖vk(t)‖H1(Γ) + ‖fk(t)‖H−1(Γ,TΓ)}
for all t ∈ (0, T ). By this inequality and (D.4) we get
‖∂tvk‖L2(0,T ;H−1(Γ,TΓ)) ≤ c = c(T, ‖v0‖L2(Γ), ‖f‖L2(0,T ;H−1(Γ,TΓ)))(D.5)
for all k ∈ N, where the constant c > 0 on the right-hand side is independent of k.
Now we observe by (D.4) and (D.5) that
• {vk}∞k=1 is bounded in L∞(0, T ;Hg) ∩ L2(0, T ;Vg),
• {∂tvk}∞k=1 is bounded in L2(0, T ;H−1(Γ, TΓ)).
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Moreover, {vk(0)}∞k=1 converges to v0 strongly in Hg since vk(0) is given by (D.3)
and {wk}∞k=1 is an orthonormal basis of Hg equipped with inner product (·, ·)L2g(Γ).
Hence we can show that {vk}∞k=1 converges to a unique weak solution vT to (2.12)
on [0, T ) as in the proof of Theorem 2.6. Setting v := vT on [0, T ) for each T > 0
we obtain a unique weak solution v to (2.12) on [0,∞).
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