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We present the detailed analyses of magneto-conductivities in a Weyl semimetal within Born
and self-consistent Born approximations. In the presence of the charged impurities, the linear
magnetoresistance can happen when the charge carriers are mainly from the zeroth (n=0) Landau
level. Interestingly, the linear magnetoresistance is very robust against the change of temperature,
as long as the charge carriers mainly come from the zeroth Landau level. We denote this parameter
regime as the high-field regime. On the other hand, the linear magnetoresistance disappears once
the charge carriers from the higher Landau levels can provide notable contributions. Our analysis
indicates that the deviation from the linear magnetoresistance is mainly due to the deviation of
the longitudinal conductivity from the 1/B behavior. We found two important features of the self-
energy approximation: 1. a dramatic jump of σxx, when the n = 1 Landau level begins to contribute
charge carriers, which is the beginning point of the middle-field regime, when decreasing the external
magnetic field from high field; 2. In the low-field regime σxx shows a B
−5/3 behavior and results
the magnetoresistance ρxx to show a B
1/3 behavior. The detailed and careful numerical calculation
indicates that the self-energy approximation (including both the Born and the self-consistent Born
approximations) does not explain the recent experimental observation of linear magnetoresistance
in Weyl semimetals.
I. INTRODUCTION
Properties of gapless Dirac fermions attract much at-
tention in the community, since the successful fabrica-
tion of monolayer graphene [1]. Its dispersion spectrum
is characterized by two Dirac points at which the con-
duction band and valance band touch. Importantly, The
Dirac points in graphene are stabilized by symmetries
with a ±pi Berry phase, as long as both the time reversal
and inversion symmetry are present. Due to the Dirac
dispersion spectrum, graphene has been a novel platform
to explore interesting physics in two-dimension, such as
the novel properties of collective modes [2], unconven-
tional effects of interactions and disorders [2–4], and the
exciting properties under magnetic field [5, 6].
Very recently, three-dimension Dirac Fermions are pre-
dicted [7, 8] to be harbored in Na3Bi and Cd3As2, and
it was verified later in the angle-resolved photoemis-
sion spectroscopy (ARPES) experiments [9]. The Dirac
semimetal phase in these materials is stabilized by the
time reversal and the inversion symmetry together with
crystalline symmetry [10], so the low energy physics
around the Dirac point is described at least by a 4×4 ma-
trix and the conduction and valence bands are two-fold
degeneracy. When the time reversal or inversion sym-
metry is broken, the two Dirac points in these materials
would be split into two pairs of Weyl points with opposite
chirality. In this sense, the Weyl semimetal is robust and
does not depends on any symmetry (except for the trans-
lation symmetry in the crystal). Recently, ARPES exper-
∗Electronic address: palee@mit.edu
iments had identified the Weyl semimetal phase in TaAs
[11] and NbAs [12]. In addition to materials belong to the
same family of TaAs and NbAs [13], the pyrochlore iri-
dates [14] and topological insulator heterostructures [15]
are predicted to harbor Weyl femrions. To conserve the
total chirality, the Weyl points should appear in pairs
with opposite chirality, which thus leads to the chiral
anomaly (or the Adler-Bell-Jackiw anomaly) [16, 17]. It
indicates that the electrons can be pumped from one node
to the other with opposite chirality at a rate proportional
to ~E · ~B [18–21], when applying the electric field paral-
lel to the external magnetic fields. Therefore, the ob-
servation of the negative magnetoresistance is expected
to be a signature of chiral anomaly [22]. However, there
are unexpected phenomena under external magnetic field
in addition to the chiral anomaly. Very strikingly and
interestingly, in the recent experiments [23–26], in the
configuration that the magnetic field is perpendicular to
the electric field, a linear and non-saturated magnetore-
sistence is observed in the Dirac semimetals. This is in
contrast to the standard relaxation time analysis of the
Boltzmann equation, where the resistivity saturates for
ωcτ  1. In the above ωc is the cyclotron frequency and
τ is the relaxation time.
The early work of Abrikosov was among the few ex-
amples where linear magnetoresistance was predicted in
a single band system [27]. Abrikosov showed that in a
Dirac electronic spectrum, when the chemical potential
coincides with the zeroth Landau level, linear magne-
toresistance is obtained in the Born approximation in
a model with long range changed impurities scattering.
Recent papers [28, 30] have re-examined this problem in
details with the self-consistent Born approximation. In
particular, ref.[28] showed that Coulomb impurity is cru-
ar
X
iv
:1
60
7.
04
94
3v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
6 O
ct 
20
17
2cial for the linear magnetoresistance found by Abrikosov.
Meanwhile, Song et al [29] approached the problem from
the point of view of the classical motion of guiding center
in the case of random potential which is slowly varying
in space. In the case where the cyclotron orbit size is
smaller than the distance scale of the variation of the
random potential, they showed that linear magnetoresis-
tance is obtained even when the chemical potential is far
away from the Dirac neutrality point.
Motivated by these experimental observations and the
theoretical progresses [31], in this work we calculate the
magneto-conductivities in a Weyl semimetal in the pres-
ence of charged impurities, which are crucial for the
appearance of linear magnetoresistance within the self-
energy approximation adopted here [27, 28, 30]. Different
from the previous work [28, 30], where the authors focus
on the discussion of the case with µ = 0 and the role
played by the zeroth Landau level, we focus on the situ-
ation that the chemical potential is away from the µ = 0
neutrality point to answer the question whether the lin-
ear magnetoresistance can happen in this regime within
the self-energy approximations. We have to notice that
in experiments the chemical potential in Weyl semimetal
samples is usually away from 0, and thus not only the ze-
roth Landau level but also the higher Landau levels with
index n ≥ 1 should play important roles. Consequently,
to understand the roles played by the higher Landau lev-
els with n ≥ 1 is central for our study. For this purpose,
we assume that the system is with a given carrier den-
sity, and then the chemical potential can be tuned by
the external magnetic field. When the magnetic field is
large enough, the chemical potential locates in the zeroth
Landau level. In this parameter regime, the charge car-
riers are mainly from the zeroth Landau level, and the
system enters the so-called quantum limit regime. Our
calculations shows that both Hall and longitudinal con-
ductivities are inversely proportional to magnetic field
(1/B behaviors), and thus the system shows the linear
magnetoresistance. This result is consistent with the pre-
vious studies by using both Born and self-consistent Born
approximations[27, 28]. Moreover, we show that the 1/B
behaviors of the conductivities are very robust against
the change of temperature, as long as the chemical po-
tential is kept in this regime. On the other hand, by
decreasing the magnetic field, the chemical potential can
cross higher Landau levels. When this happens, the Hall
conductivity shows a slight deviation from the 1/B be-
havior. In the contrast, the change of longitudinal con-
ductivity is dramatic and temperature dependent. When
the temperature is low (much smaller than the typical
gap between Landau levels T  √v2eB/c), the change
of the longitudinal conductivity with the decreasing mag-
netic field shows a ‘step-like’ structure. Moreover, due to
the high density of states at the edges of Landau levels,
a local maximum in longitudinal conductivity appears
accordingly. When the temperature is comparable to√
v2eB/c, the longitudinal conductivity shows a univer-
sal monotonous power law increasing with the decreasing
magnetic field (∼ B−5/3). Consequently, the magnetore-
sistance shows a B1/3 behaviors in this parameter regime.
However, for the experimental situations the chemical po-
tential is generally far from the neutrality point, and the
magnetoresistance ρxx increases with the magnetic field
with the scaling ∼ B monotonously (small deviations
from ∼ B may happen in measurements). We therefore
conclude that the self-energy approximation can not ex-
plain the experimental observations of linear magnetore-
sistance in Weyl semimetals. Presumably the results of
Song et al [29] are in a limit where the Born approxima-
tion is not valid, thus explaining the different conditions
of the two different approaches.
Our discussions would be divided into three sections.
In the following sectoin (section II), we will describe a
general model of a Weyl semi-metal. Based on the anal-
ysis of the model Hamiltonian, we introduce the Born
and self-consistent Born approximations to handle the
charged impurities. The key point in the calculation of
the self-energy is to correctly evaluate the overlapping in-
tegrals between Landau levels. This is only done approx-
imately in the existing literatures [27, 28, 30]. Their ap-
proximations are only valid, when few Landau levels are
involved. Therefore, to achieve our purpose, we propose
a general scheme to evaluate the overlapping integral to
the desired accuracy. The formulation of conductivities
and chemical potential are outlined in the last parts of
the section. In the section III, we first present the nu-
merical results for the behaviors of µ and the Hall con-
ductivity σxy, which are independent of the self-energy
approximation. Then we discuss the longitudinal con-
ductivity σxx. In the last part of this section, we make
a comparison between the calculated magnetoresistance
and an available experimental data to show where the
self-energy approximation fails. In the last section of the
manuscript (section IV), a summary of our findings is
concluded.
II. MODEL AND APPROXIMATIONS
Our discussion begins with the low energy effective
Hamiltonian for a single Weyl node. In this section,
we explain the theoretical model of the Weyl semi-metal
and how the self-energy approximations are applied to
study the magnetoresistance. First we give explanations
for the Hamiltonian of the system. In the literatures,
for this model two different representations are usually
used, one of them is adopted by Abrikosov [27], and
the other is adopted recently by Klier et al and others
[28, 30]. We explicitly demonstrate that the two differ-
ent representations are identical, and thus the choice of
the representation is just for convenience. Further we de-
scribe the machinery of self-energy approximations (in-
cluding both Born and self-consistent Born approxima-
tions) to treat the charged impurities. Finally, we briefly
describe the formulas for the calculations of the magneto-
conductivities.
3A. Hamiltonian and Matsubara Green’s functions
Usually the Weyl nodes should appear in pairs, but it is
still valid to consider only one Weyl node at a time, if the
energy scale of interest is much lower than the Lifshitz
point. Then under the external magnetic field the system
is described by the following effective Hamiltonian:
H
(
~k
)
=
∫
d3rψ† (~r) v~σ ·
(
~k − e
c
~A
)
ψ (~r) , (1)
where ~σ is the Pauli matrices, ~A is the vector poten-
tial induced by the external magnetic field, and v is the
Fermi velocity. We assume that the external magnetic
field is along the z-direction, and choose the gauge that
the vector potential takes the form ~A = (0, Bx, 0).
There are two different representations for the Green’s
function of the model. The first one is to construct the
Green’s function from the eigenstates of the Hamiltonian
Eq.(1) [27]. Actually, from the Hamiltonian Eq.(1) the
Landau level energies can be solved:
E±n = ±v
√
k2z + 2n/`
2
B , (2)
where we have defined the magnetic length as `B =
(eB/c)−1/2. The corresponding Landau level wave func-
tions are given by:
ψ+n =
√
1
2
(
χ+n
(
kz, `
−2
B
)
φn
−iχ−n
(
kz, `
−2
B
)
φn−1
)
,
ψ−n =
√
1
2
(
χ−n
(
kz, `
−2
B
)
φn
iχ+n
(
kz, `
−2
B
)
φn−1
)
, (3)
where 
χ+n
(
kz, `
−2
B
)
=
√(
1 + kz√
k2z+2n`
−2
B
)
,
χ−n
(
kz, `
−2
B
)
=
√(
1− kz√
k2z+2n`
−2
B
)
,
(4)
and φn (x˜) is the usual eigenfunction of harmonic oscil-
lator and of the form:
φn (x˜) =
√
`−1B
(2nn!)
√
pi
exp
(−`−2B
2x˜2
)
Hn
(
`−1B x˜
)
. (5)
In the above, we have defined x˜ = x − ky`2B . Then we
can define the Matsubara Green’s function as [27]:
G˜(E) (kz, ky, x, x
′, ωm)
=
∑
n,γ=±
ψγn
(
x− ky`2B
)
ψγ †n
(
x′ − ky`2B
)
iωm + µ− Eγn (kz) , (6)
where G˜(E) denotes taht the Green’s function matrix is
under the representation of the eigenstates of the original
Hamiltonian.
On the other hand, The Green’s function can be ex-
pressed under the basis of the wave-function of Landau
levels, for example:
|Φn〉 = 1√
2
( |φn〉
|φn−1〉
)
, (7)
where 〈x˜|φn〉 = φn(x˜) is defined in Eq.(5). Then Green’s
function under this representation is just as:
Gˆ(L)(iωn) =
∑
n,m
|Φn〉〈Φn| 1
iωn − Hˆ
|Φm〉〈Φm|, (8)
where Gˆ(L) is to denote that the Green’s function
under the representation of Laudau levels. Actually,
〈Φn| 1iωn−Hˆ |Φm〉 in the equation above can be evaluated
explicitly as:
〈Φn| 1
iωn − Hˆ
|Φm〉
=
(
(iωn − vkz)δn,m − i
√
2nv
`B
δn,m−1
i
√
2nv
`B
δn−1,m (iωn + vkz)δn−1,m−1
)−1
. (9)
At the same time, we notice that 〈Ψn| 1iωn−Hˆ |Ψm〉 can be
diagonalized by:
|Ψn,+〉 = 1√2
(
χ+n (kz, `B) 0
0 −iχ−n (kz, `B)
)
|Φn〉
=Mn,+|Φn〉,
|Ψn,−〉 = 1√2
(
χ−n (kz, `B) 0
0 −iχ+n (kz, `B)
)
|Φn〉
=Mn,−|Φn〉,
and 〈x˜|Ψn,±〉 = ψ±n , which are defined in Eq.(3). Thus,
the two representations are related by unitary transfor-
mations defined by matrices Mn,±. Using the transfor-
mations, it can be shown explicitly:
Gˆ(L)(iωm) =
∑
n
〈x, ky|Φn〉〈Φn|iωn −H|Φn〉〈Φn|x, ky〉
=
ψ+n (x˜)ψ
+ †
n (x˜)
iωm + µ− E+n
+
ψ−n (x˜)ψ
− †
n (x˜)
iωm + µ− E−n
. (10)
This is explicitly identical to Eq.(6), and thus the two
representations are identical. The identification between
the two representations gives us the freedom to choose
either of them to do the calculation for the convenience.
B. Self-energy approximations
Here we are only interested in the presence of the
charged impurities, because in the previous studies the
linear magnetoresistance happens only with this kind of
4G  (k)
~
0 G  (p)
~
0 G  (k)
~
0
u(
p-
k)
u(k-p)
G  (k)
~
0
G  (k)
~
0
v σ
i i v σ
j j
(a) (b)
FIG. 1: (a) the diagrammatic expression of self-energy ap-
proximation due to the charge impurities; (b) the diagram-
matic expression of the magneto-conductivity σij . In the fig-
ure, the solid line denotes the Green’s function, the dashed
line denotes the impurity scattering, and the dot denotes the
velocity vertex.
impurities. In this case, the impurity scattering potential
is given by:
u
(
~k
)
=
4pie2
ε∞ (k2 + κ2)
, (11)
where ε∞ indicates the background dielectric constant,
and the inverse of the screening length κ is given by:
κ2 =
4pie2
ε∞
1
V
∑
n,λ
∫ β
0
dτ
〈
Tτ%
λ
n (τ) (%
λ
n)
† (0)
〉
=
2e2β
piε∞
∑
n,λ
∫
dkz
dnλn (vkz)
dµ
, (12)
where %λn is the density operator for the λn Landau level,
and nλn (vkz) is the Fermi-Dirac distribution for the λn
Landau level. The effect of the disorder would enter the
self-energy of the Green’s functions. We have to note
that at the neutrality point (µ = 0) the screening length
is possibly affected by the external magnetic field [30].
However, in the present work we focus on the situation µ
away from the neutrality point, and also the strength of
disorder is assumed to be small (much smaller than the
thermal energy). Therefore, we expect that the modifi-
cation of the screening length is not important.
To account this effect, we adopted so-called Born ap-
proximation, which can be represented by the diagram
shown in Fig.1(a). It can be generally written as:
Σn(kz, iωn) =
∑
m
∫
dqz
2pi
In,m(qz)G˜(0)m (iωn, kz + qz),
(13)
in real space. In the above, In,m(qz) describes the over-
lapping integral between different Landau levels or dif-
ferent eigenstates, and G˜
(0)
m is the single-particle Green’s
function under either representation mentioned above.
This Born approximation can be improved by further
requiring the self-consistency. This self-consistent Born
approximation is done by substituting the single-particle
Green’s function G˜
(0)
m in Eq.(13) by the full Green’s func-
tion:
G˜(F )m (iωn) =
(
(G˜(0)m (iωn))
−1 + Σm(iωn)
)−1
. (14)
Since the two representations are related by a unitary
transformations, we just need to work out the case under
the Landau level representation. Under this representa-
tion, the overlapping integral is written as:
In,m(qz) = 1
8pi2`2B
∫
|q|≤1
dq˜xdq˜y|U(q)|2 |Jn,m(q˜x, q˜y) + Jn−1,m−1(q˜x, q˜y)|2 , (15)
where:
Jn,m(q˜x, q˜y) =
∫
dx˜φn(x˜)e
iq˜xx˜φm(x˜− q˜y). (16)
In Eq.(15) and (16), we already normalize the in-plane
momentum with respect to the magnetic length. In the
literature, people are interested in the situation where
only few Landau levels play roles, and Eq.(15) can be
evaluated approximately. For example, Abrikosov [27]
assumed that only the neighbored Landau level have non-
vanishing In,m, while Klier [28] assumed that the over-
lapping integral is a quantity independent of Landau level
index.
For our purpose, we have to evaluate the overlapping
integrals as accuracy as possible so that we can still ob-
tain the self-energy correctly, when there are many Lan-
dau levels playing roles. To solve this problem, based
on the structure of Eq.(15), we can expand the integral
with respect to the (normalized) in-plane momentum q˜x
and q˜y. The expansion is converging when the expansion
order is high enough. This procedure finally arrive at a
very convenient expression:
In,m(q˜z) = 2e
4`2B
2∞
∑
j,l,g,h
[
1
2(q˜2z + κ˜
2)(1 + (q˜2z + κ˜
2))
−
uF21 [1, 2+u2 , 4+u2 ,− 1q˜2z+κ˜2 ]
2(2 + u)(q˜2z + κ˜
2)
]
Cj+g;l+hn,m Dj+g,l+h, (17)
5where F21 is the hypergeomentric function, j, l, g, h denote
the expansion order with respect to the in-plane momen-
tum, u = j + l+ g + h is an integer, and the expressions
of C and D can be found in Appendix A, where all the
details about the deviation of Eq.(17) are summarized.
C. Formulation of Magneto-conductivities
As usual, the conductivities can be related to the
Q-matrix, which can be diagrammatically expressed as
Fig. 1(b). In terms of Green’s function, the Q-matrix is
given by:
Qij (iω)
=
2e2v2T
c
∑
m
∫
dkydkz
4pi2
dx′Tr
[
σiGˆ
(0) (ωm + ω)
σjGˆ
(0) (ωm)
]
,
(18)
where Gˆ(0) can be under either of the representations.
Then the static conductivities can be obtained from:
σij = lim
ω→0
icQRij (ω)
ω
, (19)
where the superscript R denotes to take the retarded part
of the Q-matrix.
Notice that the Green’s functions under two different
representations are related by unitary transformations,
and this difference would be removed, once we take the
trace in Eq.(15). Thus, the conductivities calculated
from two different representations are identical. This is
actually expected, because the physical quantities (con-
ductivities) should be independent of the representation
chosen.
D. chemical potential
In this work, we are interested in a general situation
where the chemical potential is not zero. In other words,
there are finite charge carriers in the system. Then when
we change the external magnetic field, the occupation of
Landau levels changes, which thus changes the chemical
potential of the system. Supposing the carrier density is
n0, the chemical potential can be determined from the
following equation:
1
pi`2B
[
µ
v
+
∑
n=1
∫ ∞
−∞
dkz
(
n+n (vkz) + 1− n−n (vkz)
)]
= n0,
(20)
where nλn(vkz) is the Fermi-Dirac distribution for the λn
Landau level. In this way, the system of interested is just
determined by the carrier density and external magnetic
field.
III. THE NUMERICAL RESULTS
For the convenience of calculations, we choose the ther-
mal energy T as the energy unit and normalize all the
quantities with respect to the thermal energy T . Then
we have a set of dimensionless normalized quantities:
k˜ = vkz/T , µ˜ = µ/T and β˜ = 2v
2/(T 2`2B). We will
consider both the high and low temperature cases, which
is determined by the ratio between T and v/`B .
β∼
µ∼
n=2
n=1
n=0
FIG. 2: The normalized chemical potential µ˜ as a function of
the normalized magnetic field β˜ ∼ B. The number n denotes
the highest Landau level crossed by the chemical potential
within the color highlighted region. The normalized carrier
density is set to be n˜0 = 10
7.
A. Chemical potential and Hall conductivity
Chemical potential and Hall conductivity is indepen-
dent of the self-energy approximations. In this section
we would first understand the properties of these two
quantities. By using these dimensionless quantities, the
equation determining the chemical potential becomes:
β˜
[
µ˜+
N∑
n=1
∫ ∞
−∞
dk˜z
(
n+n (k˜) + 1− n−n (k˜)
)]
= n˜0, (21)
where n˜0 =
2piv3n0
T 3 and the energies appearing in n
λ
n are
scaled with respect to T already. Similarly, the Hall con-
ductivity with these dimensionless quantities can be ob-
tained from Eq.(B1):
6σxy =
−e2β˜T
16pi2v
∫
dk˜
∑
γ,γ′
∑
n=1
tanh E˜γ′n−1
(
k˜
)
− µ˜
2
− tanh
E˜γn
(
k˜
)
− µ˜
2

(
χ−γn
(
k˜
))2 (
χγ
′
n−1
(
k˜
))2
(
E˜γ
′
n−1
(
k˜
)
− E˜γn
(
k˜
))2 . (22)
Based on Eq.(21) and (22), we calculate the chemical
potential and Hall conductivity in different parameter
regimes and analyze their properties.
σ
e
2
T
1
6
pi
2
v
(
x
y
)
β
(a) (b)
∼
T
T
T
1
2
3
σ
e
2
T
1
6
pi
2
v
(
x
y
)
β∼
FIG. 3: (a) the plot of the three terms in Eq.(24) composing
the Hall conductivity σxy as functions of β˜; (b) the Hall con-
ductivity σxy as a function of β˜. The red solid line is obtained
numerically based on Eq.(22), while the black curve with open
circles is obtained under the low temperature approximation
Eq.(24). The black dashed line presents the 1/B scaling.
1. The low temperature case T √2v2/`2B
We are interested in the properties of the Landau lev-
els with small index n. To make the magnetic field to
be large, we assume the normalized carrier density as
n˜0 = 10
7. Then the chemical potential can be determined
first by Eq.(21). On the other hand, since the tempera-
ture is low, the integral over the Fermi distribution func-
tions can be evaluated by substituting the Fermi distri-
bution by the Heaviside step function ( 1
e(E
+
n (k˜z,β˜)±µ˜)+1
≈
Θ(E+n (k˜z, β˜) ∓ µ˜)). Then we obtain the equation deter-
mining the chemical potential as:
β˜
[
µ˜+
N∑
n=1
2
√
µ˜2 − nβ˜
]
= n˜0, (23)
where N is the highest Landau level below the chemical
potential.
In Fig. 2, the chemical potential determined by Eq.(23)
is shown by the black curve with open circles. For
the comparison, the numerical results based on Eq.(21),
which has accounted the effect of temperature are pre-
sented by the red curve in the same figure. It turns out
that µ˜ changes with β˜ non-monotonously, and a clear in-
crement of µ˜ at the bottom of each Landau level is seen.
The two methods give consistent results, except for some
obvious temperature corrections at the bottom of each
Landau level due to the high density of states.
Similarly, when T is small in compared with
√
β˜, the
Hall conductivity σxy can be further simplified to:
σxy = T1 + T2 + T3, (24)
where:
T1 =
e2β˜T
8pi2v
N+1∑
n=1
b
∫ kµn−1
kµn
dk˜
(
χ−n
(
k˜
))2 (
χ+n−1
(
k˜
))2
(
E˜+n−1
(
k˜
)
− E˜+n
(
k˜
))2 ,
(25)
T2 =
e2β˜T
8pi2v
N+1∑
n=2
∫ kµn−1
kµn
dk˜
(
χ−n
(
k˜
))2 (
χ−n−1
(
k˜
))2
(
E˜−n−1
(
k˜
)
− E˜+n
(
k˜
))2 ,
(26)
and
T3 =
e2β˜T
8pi2v
N+1∑
n=1
∫ kµn−1
kµn
dk˜
(
χ+n
(
k˜
))2 (
χ+n−1
(
k˜
))2
(
E˜+n−1
(
k˜
)
− E˜−n
(
k˜
))2 .
(27)
In the above N denotes the highest Landau level crossed
by the chemical potential, kµn means the Fermi wave vec-
tor for the n Landau level, b = 1 for n = 1, and b = 2
for other cases. The first term in Eq.(24) contains the
process between positive Landau levels, while the last
two terms involve the processes between the positive and
negative Landau levels.
In Fig. 3(a), we plot the three parts of σxy as functions
of β˜. When only the lowest Landau level is relevant, the
second term simply gets vanishing, while both the first
term and the third term provide significant contribution
to the Hall conductivity σxy. Based on Eq.(24), with the
chemical potential under this condition, the Hall conduc-
tivity σxy can be written as:
7σxy =
e2β˜T
8pi2v
∫ kµ0
0
dk˜
(
χ−1 (k˜)
)2 (
χ+0 (k˜)
)2
(
E˜+0
(
k˜
)
− E˜+1
(
k˜
))2 + ∫ kµ0
0
dk˜
(
χ+1 (k˜)
)2 (
χ+0 (k˜)
)2
(
E˜+0
(
k˜
)
− E˜−1
(
k˜
))2
 , (28)
where the first term is the approximation taken by
Abrikosov [27] containing the processes between the pos-
itive Landau levels, and the second term is from T3 in
Eq.(24) containing the processes between the positive
and negative Landau levels. When k˜2  β˜, χ−1 (k˜) ≈
χ+1 (k˜), and the chemical potential is very close to the
neutrality point, which means E+1 − µ ≈ −(E−1 − µ) or
particle-hole symmetry preserves approximately. There-
fore, when k˜2  β˜, the first term is equal to the sec-
ond term in Eq.(28), and the Abrikosov’s approximation
misses a factor 2 in the final result of σxy. Accordingly, in
Fig. 3(a) with the increasing of β˜, the difference between
T1 and T3 becomes smaller and smaller.
In Fig. 3(b), the Hall conductivity σxy obtained by the
low temperature approximation (Eq.(24)) is shown by
the black curve with circle symbols. The Hall conduc-
tivity σxy obtained by the direct numerical evaluation
of Eq.(22) is shown by the red curve in the same figure
for the comparison. It turns out that both methods give
very good consistency. Moreover, a precise 1/B behavior
is shown, when the condition µ 
√
2v2β, which was
proposed in the seminar work by Abrikosov, is fulfilled.
When β˜ is not large enough, the behavior of σxy deviates
from 1/B slightly.
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FIG. 4: (a) the normalized chemical potential µ˜ versus β˜:
the red dashed line denotes the boundary between n = 0
and n = 1 Landau levels. When the magnetic field is larger
than the position denoted by the blue dashed line, the ∼ 1/B
behavior of the longitudinal conductivity σxx appears (see
Fig.7). (b) the plot of the Hall conductivity σxy as a function
of β˜. We notice that within this parameter regime, the Hall
conductivity follows the 1/B behavior well. In the above
calculations, the normalized carrier density is n˜0 = 2× 103.
2. The high temperature limit T ∼√2v2/`2B
To reduce the difficulties in numerical calculation, the
normalized carrier density is set to be n˜0 = 2 × 103.
With this carrier density,
√
2v2/`2B is about 2 times of
T at the smallest magnetic field. The relation between
the normalized chemical potential µ˜ and β˜ ∼ B can be
obtained from Eq.(21) and is plotted in Fig. 4(a). With
the decreasing magnetic field, the chemical potential is
found to increase accordingly, except for the regime with
β˜ ∈ [100, 200], where the chemical potential shows os-
cillations. This is because the temperature is not high
enough to smear out the effect of high density states at
the Landau level bottom. We also notice that when the
magnetic field is smaller than β˜ = 100, the oscillation due
to the high density of states at the Landau level bottom
is smeared out by the temperature, which is already on
the same order with
√
2v2/`2B . When the magnetic field
approaches to β˜ = 0, the normallized chemical potential
gets saturated as expected. According to Eq.(21), the
low-temperature boundary between the n = 0 Landau
level and the n = 1 Landau level is about β˜ ≈ 160 (see the
red dashed line in Fig. 4(a)). However, according to the
results to be presented in the next part (see Fig.7), the
∼ 1/B behavior of longitudinal conductivity σxx begins
to deviate, when β˜ is smaller than the position denoted
by the blue dashed line. Under the situation T ∼
√
v2β0,
the Hall conductivity σxy can be calculated by Eq.(22)
numerically, and the relation between σxy and β˜ is plot-
ted in Fig. 5(b). It turns out that the Hall conductivity
shows the 1/B behavior over the whole parameter regime.
Comparing with its low-temperature behavior shown in
Fig. 3(b), the temperature effect further smears out the
non-1/B behaviors.
B. Longitudinal conductivity
After understanding the properties of chemical poten-
tial and Hall conductivity, we consider the longitudinal
conductivity σxx in this part. To be compatible with
the discussion of chemical potential and Hall conductiv-
ity, we also consider low-temperature T √2v2/`2B and
high-temperature limit T ∼ √2v2/`2B . When the tem-
perature is low, there are only the lowest few Landau
levels playing important roles. Therefore, the approxi-
mation made by Abrikosov for the overlapping integral
is valid. We will follow Abrikosov’s method to study
the longitudinal conductivity in this limit. On the other
hand, the more experimental relevant situation is when
the temperature is high. In this case the conductivity is
determined by many Landau levels, and we have to use
the method outlined in the last section to calculate the
8overlapping integral accurately.
1. low-temperature limit T √2v2/`2B
Notice that in this limit the thermal effect is very
small, and the approximation by Abrikosov is valid. We
first calculate the self-energy, which defines the relaxation
time as 1τn,λ = −=Σn,λ. Then we can follow Abrikosov to
calculate the longitudinal conductivity under the eigen-
state representation (see Appendix B for details). Here
we assume that the carrier density is n˜0 = 10
7, under
which µ˜ and σxy were studied in the section III A.
Based on the expression of the relaxation time given
by Eq.(B4), with the dimensionless parameters defined at
the beginning of this section we can rewrite the inverse
of the relaxation time as:
1
τ˜n,λ(k˜)
=
1
τλn ((k˜))T
= N˜
∑
ζ=±1
∑
γ=±
∫
dk˜′
{
1(
µ˜− E˜γn+ζ
(
k˜′
))2
+ 1
4(Bn+ζ,γn,λ
(
k˜, k˜′
)
)2
β˜2
+ (An+ζ,γn,λ
(
k˜, k˜′
)
)2

×
(
ln
β˜/2 + K˜2(k˜, k˜′)
K˜2(k˜, k˜′)
+
K˜2(k˜, k˜′)
β˜/2 + K˜2(k˜, k˜′)
− 1
)}
, (29)
where N˜ = v3Ni/(ε
2
∞T
3) is the dimensionless param-
eter describing the density of impurities, K˜(k˜, k˜′) =
v2/T 2
[
(kz − k′z)2 + κ2
]
, and the expressions of the pa-
rameters Am,γn,λ
(
k˜, k˜′
)
and Bm,γn,λ
(
k˜, k˜′
)
are given by
Eq.(B5) and Eq.(B6) in the Appendix B.
By using the dimensionless parameters defined at the
beginning of this section, we can also rewrite the expres-
sion of longitudinal conductivity given by Eq.(B2) and
(B3) in Appendix B into the following form:
σxx =
e2T
v
β˜
2pi
∫
dω˜
2pi
dk˜
2pi
cosh−2
ω˜
2
F˜
(
ω˜, k˜
)
, (30)
where
F˜
(
ω˜, k˜
)
=
1
4
∑
n,γ,γ′
(χ−γn (k˜))
2/τ˜γn (k˜)(
ω˜ + µ˜− E˜γn
(
k˜
))2
+ 1
(τ˜γn (k˜))2
(χγ
′
n−1(k˜))
2/τ˜γ
′
n−1(k˜)(
ω˜ + µ˜− E˜γ′n−1
(
k˜
))2
+ 1
(τ˜γ
′
n−1(k˜))2
. (31)
In Fig. 5, the longitudinal conductivity σxx obtained
numerically from Eq.(30) is plotted as a function of β˜.
The conductivity shows a non-monotonous behavior, and
at around the bottom of each Landau level a maximum
in conductivity appears due to the high density of states.
When the temperature is low and the chemical poten-
tial crosses only the lowest Landau level, the expression
of σxx can be simplified from Eq.(30):
σxx ≈ e
2T β˜
4pi2v
(χ−1 (k˜
µ˜
0 ))
2/τ˜+1 (k˜
µ˜
0 )
(E˜+1 (k˜
µ˜
0 )− E˜+0 (k˜µ˜0 ))2
+
e2T β˜
4pi2v
(χ+1 (k˜
µ˜
0 ))
2/τ˜−1 (k˜
µ˜
0 )
(E˜−1 (k˜
µ˜
0 )− E˜+0 (k˜µ˜0 ))2
, (32)
where k˜µ0 is the Fermi energy for the n = 0 Landau level,
and τ˜±1 is the reduced scattering time for the n = ±1
Landau level, which can be obtained from Eq.(29) under
the same approximations:
1
τ˜±1 (k˜
µ˜
0 )
≈ piN˜
β˜
(χ±1 (k˜
µ˜
0 ))
2
(
ln
β˜ + κ˜2
κ˜2
+
κ˜2
β˜ + κ˜2
− 1
)
,
(33)
where κ˜ = vκ/T . Combining Eq.(32) and Eq.(33), we ar-
rive at the expression of longitudinal conductivity under
the conditions mentioned above:
σxx ≈ e
2TN˜
8piv
1
β˜
4(k˜µ˜0 )
2 + 2β˜
(k˜µ˜0 )
2 + β˜
(
ln
β˜ + κ˜2
κ˜2
+
κ˜2
β˜ + κ˜2
− 1
)
.
(34)
It is easy to check that when µ 
√
2v2β, the longi-
tudinal conductivity σxx is proportional to 1/β˜ ∝ 1/B.
Together with the 1/B behavior of σxy, the linear mag-
netoresistance is expected under these conditions, which
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FIG. 5: The plot of the calculated longitudinal conductiv-
ity σxx versus the reduced magnetic field β˜. The number
n denotes the highest Landau level crossed by the chemical
potential within the color highlighted region.
is consistent with the observation of Abrikosov [27]. To
support the correctness of the above analysis, we focus
on the n = 0 case and plot σxx obtained by Eq.(34) in
the red dashed line in the Fig. 5. It turns out that the
comparison with the numerical result based on Eq.(30)
is very good.
2. The high temperature limit T ∼√2v2/`2B
When the temperature is high, the charge carriers from
the higher Landau levels can always play roles due to
the non-negligible thermal energy. Importantly, this is
the usual situation for the experiments. Therefore, to
calculate the longitudinal conductivity correctly, we have
to use the scheme outlined in the section II B to evaluate
the self-energy to the desired accuracy within the self-
consistent Born approximation.
In the above discussion, we claimed many times that
the approximations made by Arikosov [27] and Klier [28]
are inaccurate, when the charge carriers from the higher
Landau levels play important roles. Here we first demon-
strate this point numerically.
The value of the overlapping integral Eq.(17) is largely
determined by the value of
In,m =
∑
j,l,g,h
Cj+g;l+hn,m Dj+g;l+h, (35)
given the fact that the hypergeometric function slowly
varies with u = j+g+l+h and the other terms in Eq.(17)
are independent of the Landau level index. We explicitly
evaluate the correlation matrix In,m between different
Landau levels, and the results are shown in Fig.6. Indeed,
we find that when the Landau level index is smaller, the
correlation is really short-ranged, meaning that the cor-
relation with |m − n| > 1 can be assumed to be 0. This
is actually the approximation made by Abrikosov [27].
However, with the increment of the Landau level index,
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FIG. 6: The plot of correlation matrix In,m between Landau
levels. The position with white color means that the corre-
lation between the Landau level is 0. In our calculation the
upper limit of the expansion order is set to be N = 50. Higher
order terms with j, g, h, l larger than N = 50 are also tested,
and they do not have much influence on the result above.
the range of non-vanishing correlations increases. There-
fore, the approximation by Abrikosov would break down
under this situations. Moreover, we notice that the cor-
relation matrix is not independent of the Landau level
index, so the approximation by Klier et al also breaks
down.
The results shown in Fig.6 thus demonstrate the ad-
vantages of the present method in the calculation of self-
energy. With the help of this, we calculate the longi-
tudinal conductivity with the self-energy obtained from
self-consistent Born approximation introduced in section
II B. In terms of the dimensionless parameters, the lon-
gitudinal conductivity σxx can be written as:
σxx =
e2β˜2T
4piv
∫
dω˜
2pi
cosh−2
(
ω˜
2
)∑
n
∫
dk˜z
2pi
ImG˜L11(ω˜, n, k˜z)ImG˜
L
22(ω˜, n+ 1, k˜z), (36)
where GLnm is to denote the (m,n) component of the Green’s function under the Landau level representation.
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Here we choose the Landau level representation, be-
cause it is much convenient for the performance of self-
consistent calculations. In the calculations below, we as-
sume that charge carrier density is n˜0 = 2×103, which is
also used in the last part to study the chemical potential
and Hall conductivity in the high-temperature limit.
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FIG. 7: The plot of longitudinal magneto-conductivity σxx
as a function of β˜. The behavior of the conductivity can be
divided into three regimes: 1. the large field (the red shielding
region), where σxx shows the 1/B behaviors, which is the
same with that obtained in the low-temperature limit; 2. the
middle regime (the orange shielding region), where σxx shows
the non-monotonic behavior; 3. the low field regime (the
green shielding region), where σxx shows the B
−5/3 behavior.
The calculation involves the lowest 100 Landau levels.
In Fig.7 we plot the longitudinal conductivity σxx as a
function of the magnetic field β˜. Obviously, the behav-
ior of the longitudinal conductivity σxx can be divided
into three regimes. When the magnetic field is large,
the longitudinal conductivity shows the ∼ 1/B behavior
(the red shielding region in Fig.7), because the charge
carriers are mainly from the zeroth Landau level. When
the magnetic field is smaller but still much larger than
the thermal energy T , the non-monotonic behavior (see
the orange shielding region in Fig.7) similar with the low
temperature limit (see Fig.5) can be seen. This is due to
the fact that the small thermal energy does not yet sup-
press the effect caused by the high density of states at
the Landau level bottoms. Interestingly, the longitudi-
nal conductivity σxx shows the ∼ B−5/3 behavior in the
low-field regime (see the blue shielding region in Fig.7).
This universal ∼ B−5/3 behavior of σxx is a very im-
portant feature of self-energy approximation in the high-
temperature limit.
To further understand the properties of σxx, we plot
the integrand of Eq.(36) at some typical values of mag-
netic field in Fig.8. When the magnetic field is high,
there is only one branch of singularities (the red curves
in Fig.8(a)) contributing to σxx, which is due to the ze-
roth (n = 0) Landau level. Decreasing the magnetic field
to β˜ = 280, the n = 1 Landau level begins to contribute
to σxx (see Fig.8(b)). However, we have to note that the
deviation from the 1/B behavior does not immediately
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FIG. 8: The log plot of the integrand of Eq.(36): (a) for
β˜ = 480; (b) for β˜ = 280; (c) for β˜ = 180; (d) for β˜ = 90. The
red dashed-dotted circle in (b) is to highlight the resonance
of the n = 1 Landau level. This indicates that the n = 1
Landau level begins to contribute to σxx.
happens at this magnetic field. The further reduction of
magnetic field would make more and more Landau level
to be involved. One can expect that when the magnetic
field is very small, the singularities of the integrand would
form a Weyl node shape.
Due to the chiral property of the zeroth Landau level,
there is only one branch of singularities for it. However,
for the higher Landau levels, there are two branches.
Therefore, when the n = 1 Landau level begins to
play non-negligible roles, the extra branch of singularity
breaks the total chiral property and provides a dramatic
jump of σxx around β˜ = 200, which is another important
feature of the self-energy approximation applied for Weyl
semimetal.
3. Comparison with experimental data
Before we close the section, let us compare our results
with an available experimental data. We focus on the
experimental relevant high-temperature limit. From the
Hall and longitudinal conductivity obtained in the last
parts, we can extract the magnetoresistance:
ρxx =
σxx
σ2xx + σ
2
xy
. (37)
The calcaulated magnetoresistance ρxx is shown in
Fig.9(a). When the field is low, we notice that σxy 
σxx, so the magnetoresistance shows the B
1/3 behavior.
In the middle-field regime, due the to small thermal en-
ergy, the non-monotonic behavior of ρxx is caused by the
high density of states at the Landau level edges. In the
high-field regime, we find the linear magnetoresistance.
11
e
2
T
1
6
pi
2
v
(
)
ρ x
x
10
-3
10
-4
10
-5
10
-6
10
-7
10 100
β∼
ρ 
 (µ
Ω 
c
m
)
x
x
B (T)
(b)
I
II
III
~B
I
~B
II
III
~B
1/3
(a)
(b)
FIG. 9: The comparison of magnetoresistance: (a) the magne-
toresistance ρxx obtained from the numerical calculations as
a function of magnetic field; (b) the experimental measured
magnetoresistance ρxx as a function of magnetic field [26].
Both data can be divided into three regimes: the low-field
power law regime, the middle-field oscillation regime, and the
high-field ∼ B regime.
For the comparison, the experimental measured mag-
netoresistance is shown in Fig.9(b). The main difference
between the results obtained from the self-energy approx-
imation and those from measurements are: 1. in the low
field the exponents of power law from the experiment
data is larger than that from our calculation; 2. in the
middle field regime, the oscillation amplitude from our
calculation is too large in comparison with that of exper-
imental data.
IV. DISCUSSION AND CONCLUSION
In this work, we studied the magneto-transport based
on a low-energy effective model of a single Weyl node
within the self-energy approximation for charged impu-
rities. Actually, the Weyl nodes should appear in pairs.
However, as long as we focus on the bulk and is not in-
terested in the interplay between different nodes, a single
node model is enough to obtain reasonable results. Under
this situation, the effect of multi-node can be accounted
simply by multiplying the results of single node model
by the number of nodes. The results present here are
valid, when the sample is clean with τ 
√
v2β0 and
the smearing of Landau level caused by disorder can be
ignored.
In the low-temperature limit (T 
√
v2β0), within
the self-energy approximation, the chemical potential
varies with the change of external magnetic field non-
monotonously. In this limit, the Hall conductivity basi-
cally follows the 1/B behavior except for a small deriva-
tion when chemical potential crosses a Landau level band
bottom. For the longitudinal magneto-conductivity, the
following magnetic field dependence appears: it shows
1/B behavior, if the charge carriers are contributed
mainly by the n = 0 Landau level; On the other hand,
the longitudinal magneto-conductivity shows the ‘step-
like’ structure and is with steep increasing at the edges
of Landau levels due to the high density of states, when
the the chemical potential locates at n ≥ 1 Landau levels.
When the temperature is comparable with the gap be-
tween Landau levels (T ∼
√
v2β0), the chemical poten-
tial increases with the decreasing external magnetic field
and gradually saturates to the β˜ = 0 value, and the Hall
conductivity within this parameter regime shows nicely
the 1/B behavior. In this parameter regime, the mag-
netic field dependence behavior of longitudinal magneto-
conductivity can be divided into three regimes. The same
with the low temperature case, the 1/B behavior ap-
pears, when the charge carriers are mainly from the n = 0
Landau level. Therefore, within the self-energy approx-
imation, no matter the temperature is high or low, the
linear magneto-resistance can appear robustly. In the
middle field regime σxx shows non-monotonic behavior,
while in the low-field regime the longitudinal conductiv-
ity shows a B−5/3 behavior with the change of the exter-
nal magnetic field. Consequently, in the low-field regime,
the self-energy approximation predicts the B1/3 behav-
ior for the magnetoresistance.
The major failure of self-energy approximation is that
it predicts a dramatic change of σxx, when the n = 1
Landau level begins to play roles. Consequently, this
leads to the non-monotonic change of the magnetoresis-
tance with the external magnetic field and a relatively
large oscillation amplitude in comparison with the ex-
periment data [26]. Moreover, in experiments the mag-
netoresistance appears to be almost linear and associ-
ated with quantum oscillations [23, 26], which indicates
that the linear magneto-resistance can appear even when
the chemical potential intersects with higher Landau lev-
els. However, the self-energy approximation predicts a
B1/3 scaling of the magnetoresistance in this parameter
regime. We conclude that the self-energy approximation
of this model does not explain the linear magnetoresis-
tance appeared at the low field in experiments. The al-
most linear magnetoresistance associated with quantum
oscillations observed in the experiments really calls for a
quantum approach to understand. Given the success of
the semi-classical picture of guiding center motion in de-
scribing the linear magnetoresistance in Weyl semi-metal
[29], it is very interesting to see whether it can be ex-
tended to a quantum version so that we can understand
better about the associated quantum oscillations.
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Appendix A: The scheme to evaluate the
overlapping integrals
In this appendix, we outline the general scheme to cal-
culate the overlapping integrals. For the clarity, we just
use the Landau level representation, and this procedures
can be also applied to eigenstate representation.
Let us consider impurities in real space described by
the following scattering potential:
Vimp(~r) =
∑
i
U(~r − ~ri), (A1)
where ~ri denotes the position of an impurity in space.
From the second order correction to the bare Green’s
function, we can extract the form of self-energy, which
can be generally written as:
Σν(iω) =
∑
χ
∣∣∣∣(∫ d3rVimp(~r)ϕ†ν(~r)ϕχ(~r))∣∣∣∣2G(0)χ (iωn),
(A2)
in real space. For our present case, we have to first write
down the impurity scattering potential in the Fourier
space, then insert real space representation to the Green’s
function defined in Eq.(6) or (10), and finally integrate
out d3r and d3r′ to find that:
Σn(iωn) = Nimp
∫
d3q
(2pi)3
∑
m
|U(~q)|2
∣∣∣∣∫ dxΦ†n(x− ky`2B)eiqxxΦm(x− (ky + qy)`2B)∣∣∣∣2 G˜(0)m (iωn, kz + qz), (A3)
which can be rearranged into Eq.(13) in the main text
above. In what follows, we explicitly use the Landau level
representation. The same procedure can be also applied
to the eigenstate representation. Then, the overlapping
integral is expressed as:
In,m = 1
8pi2`2B
∫
|q˜|≤1
dq˜2|U(~˜q)|2 |Jn,m + Jn−1,m−1|2 ,
(A4)
where:
Jn,m(q˜x, q˜y) =
∫
dx˜φn(x˜)e
iq˜xx˜φm(x˜− q˜y). (A5)
In the above, x˜ = (x − ky`2B)/`B and q˜x,y = qx,y`B are
dimensionless parameters respect to the magnetic length
`B .
Given the fact that |q˜| ≤ 1, we can expand the over-
lapping integral with respect to the in-plane momentum,
and this gives:
Jn,m(q˜x, q˜y) =
∑
j,l
(iq˜x)
j
j!
(−q˜y)l
l!
∫
dx˜φn(x˜)x˜
j∂lx˜φm(x˜).
(A6)
This equation can be numerically tested, and the right-
hand side is almost equal to the left, once the expansion
reaches high enough order, which depends on the index
of Landau level n and m.
The integral in Eq.(A6) can be evaluated by using the
ladder operators. For example, the position and momen-
tum operator can be written by the ladder operators:{
x˜ = 1√
2
(
aˆ† + aˆ
)
,
∂x˜ =
1√
2
(
aˆ− aˆ†) . (A7)
Under the Landau level representation, the ladder oper-
ator can be expressed as the following matrix form:
aˆ† =

0 0 0 0 · · ·
1 0 0 0
. . .
0
√
2 0 0
. . .
0 0
√
3 0
. . .
...
. . .
. . .
. . .
. . .

= A+, (A8)
and
aˆ =

0 1 0 0 · · ·
0 0
√
2 0
. . .
0 0 0
√
3
. . .
0 0 0 0
. . .
...
. . .
. . .
. . .
. . .

= A−. (A9)
The dimension of the matrix would be determined by the
accuracy. This matrix form is very useful and reduces
the integral becomes an element of the product of matrix
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following the identities below:
∫
dx˜φn(x˜)x˜
jφm(x˜) =
(
1√
2
)j [
(A+ +A−)j
]
n+1,m+1
,∫
dx˜φn(x˜)∂
j
x˜φm(x˜) =
(
1√
2
)j [
(A− −A+)j
]
n+1,m+1
,
(A10)
where the subscript n + 1 means the n + 1th row of the
matrix, and m + 1 indicates the m + 1th column of the
matrix. This labeling is to account that there is the ze-
roth Landau level.Then it is convenient to define:
Jj,ln,m =
(
1√
2
)j+l [
(A+ +A−)j(A− −A+)l
]
n+1,m+1
.
(A11)
Therefore, with these elements we can write:
|Jn,m + Jn−1,m−1|2 =
∑
j,l,g,h
Cj+g,l+hn,m q˜j+gx q˜l+hy , (A12)
where
Cj+g,l+hn,m =
(i)j+g(−1)l+h+g
j!l!g!h!
×
(
Jj,ln,m + J
j,l
n−1,m−1
)(
Jg,hn,m + J
g,h
n−1,m−1
)
,
(A13)
The expression above has a great advantage, because ex-
cept for q˜j+gx q˜
l+h
y the others are just coefficients and inde-
pendent of momentum. Insert q˜j+gx q˜
l+h
y into the integral
over q˜x and q˜y,∫
q˜≤1
dq˜xdq˜y|U(q˜)|2q˜j+gx q˜l+hy
=
∫ 1
0
dq˜|U(q˜)|2q˜j+g+l+h+1
∫ 2pi
0
dθ cosj+g(θ) sinl+h(θ).
(A14)
We denote the angle integral by Dj+g,l+h
Dj+g,l+h =
∫ 2pi
0
dθ cosj+g(θ) sinl+h(θ). (A15)
Then take the charged impurity scattering potential as:
U(q˜, q˜z) =
4pie2`2B
ε∞
1
q˜2 + q˜2z + κ˜
2
, (A16)
and we find that the radial integral gives:
∫ 1
0
dq˜|U(q˜)|2q˜u+1
=
8pi2e4`4B
ε2∞(q˜2z + κ˜2)
[
1
(1 + (q˜2z + κ˜
2))
− uF
2
1
(2 + u)
]
, (A17)
where u = j + g + l + h, and we omit the argument of
hypergeometric function F21 = F21 [1, 2+u2 , 4+u2 ,− 1q˜2z+κ˜2 ].
Taking Eq.(A12), (A15) and (A17) into Eq.(A4), we re-
cover Eq.(17) in the main text.
Appendix B: Abrikosov’s method
In this section, we derive the explicit expressions of the
relevant quantities by following Abrikosov’s method [27].
Our starting point is the Q-matrix given by Eq.(18) in
the main text. Based on it, we can obtain the expres-
sion of conductivities from the Green’s function under
the eigenstate representation. Under this representation,
the Hall conductivity σxy is given by:
σxy =
−e2v2β0
4pi
∫
dkz
2pi
∑
γ,γ′
∑
n=1
[
tanh
Eγ
′
n−1 (kz)− µ
2T
− tanh E
γ
n (kz)− µ
2T
]
(χ−γn (kz))
2
(
χγ
′
n−1 (kz)
)2
(
E+n−1 (kz)− E+n (kz)
)2 , (B1)
while the longitudinal conductivity is given by:
σxx =
2e2v2
T
β0
2pi
∫
dω
2pi
dkz
2pi
cosh−2
ω
2T
F (ω, kz) , (B2)
where
F (ω, kz) =
1
4
∑
γ,γ′
∑
n
(χ−γn (kz, B))
2
/τγn
(ω + µ− Eγn (kz))2 + 1(τγn )2
(
χγ
′
n−1 (kz, B)
)2
/τγ
′
n−1(
ω + µ− Eγ′n−1 (kz)
)2
+ 1
(τγ
′
n−1)2
. (B3)
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In the approach of Abrikosov, the only non-vanishing overlapping integral is from the neighbored Landau levels. Then
the relaxation time is given by:
1
τλn (kz)
=
e4
ε2∞
Ni
v
∑
ζ=±1
∑
γ=±
∫
d(vk′z)
{
T(
µ− Eγn+ζ (k′z)
)2
+ T 2
[
(Bn+ζ,γn,λ (kz, k′z))2
β20
+ (An+ζ,γn,λ (kz, k′z))2
]
×
(
ln
β0 +K
2(kz, k
′
z)
K2(kz, k′z)
+
K2(kz, k
′
z)
β0 +K2(kz, k′z)
− 1
)}
, (B4)
where T = kBT presents the thermal energy, Ni is the density of charge impurities, µ is the chemical potential, and
we have defined K2(kz, k
′
z) = (kz − k′z)2 + κ2 for the convenience.
In the above derivation, we have used the thermal en-
ergy T to regularize the singularity of the Matsubara
Green’s function and account the effect of temperature
around the Fermi surface. The functions A and B are
defined as following:
Am,γn,λ (kz, k′z) =
∫
dx
(
ψλn
)†
xψγm, (B5)
Bm,γn,λ (kz, k′z) =
∫
dx
(
ψλn
)†
∂xψ
γ
m, (B6)
where ψλn is the wave function of the Landau level E
λ
n
given in Eq.(3).
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