Abstract. We prove the existence of infinitely many periodic solutions for periodically forced radially symmetric systems of second order ODE's, with a singularity of repulsive type, where the nonlinearity has a superlinear growth at infinity. These solutions have periods which are large integer multiples of the period of the forcing, and rotate exactly once around the origin in their period time, while having a fast oscillating radial component. Analogous results hold in the case of an annular potential well.
Introduction
We consider the systemẍ = − g(|x|) + e(t, |x|)
where g : ]a, b[ → R is a continuous superlinear function, with 0 ≤ a < b ≤ +∞, and e : R× ]a, b[ → R is a Carathéodory bounded function, T -periodic in its first variable. Here, and in the following, |x| denotes the Euclidean norm of x ∈ R N .
The solutions x(t) ∈ R N are functions which never attain the singularity set, in the sense that |x(t)| ∈ ]a, b[ , for every t ∈ R .
There is a large literature on this kind of problems. The case a = 0, b = +∞ has been studied, mainly by the use of variational methods, assuming that 0 is a singularity, which can be either of attractive or repulsive type. A classical model for the attractive case is the Newton equation describing the motion of a body in a gravitational central field. Starting with Gordon [25] , many attempts have been done in order to deal with periodically perturbed systems of this type, even without radial symmetry. See, e.g., [1, 8, 12, 36] and the references therein, for the variational approach, and [9, 26, 29, 38] , where topological methods were employed, instead. The repulsive case, modelling the Coulomb equation governing the motion of electrical charges, has been treated, e.g., in [10, 16, 26, 37] .
Recently, exploiting the radial symmetry of system (1), the existence of infinitely many periodic solutions was proved in [18, 19, 20, 21] , both in the attractive and in the repulsive case. The main idea there was to split the system into its radial and angular component, and to consider the (scalar) angular momentum as a parameter. A rather precise description of the structure of the solution set was also obtained in [22] .
In the above quoted references, having in mind, as a model, the Newton or the Coulomb equations, the nonlinearity was always assumed to be of sublinear type, or having at most a linear growth at infinity. In this situation, it is often possible to obtain some a priori bounds on the periodic solutions of the system, and to recover the compactness which is usually required in order to apply the standard variational or topological methods.
In this paper, we assume that the nonlinearity is of superlinear type. In order to explain what we mean, let us first focus on what happens at b. Let G : ]a, b[ → R be a primitive of g, e.g.,
wherer is a fixed value in ]a, b[. If b = +∞, we will assume the standard superlinear condition
which, by de l'Hôpital's rule, also yields lim r→+∞ G(r) r 2 = +∞ .
We recall that there have been many papers dealing with scalar superlinear equations without singularities (see, e.g., [5, 13, 14, 27, 30, 33] ), which can be motivated by physical models involving nonlinear elasticity (see, e.g., [40] ), or Bose-Einstein condensates in periodic lattices (see, e.g., [34] ). The main feature of these equations is that the large-amplitude solutions exhibit very fast oscillations. As observed in [17] , when b < +∞, in order to have the same type of fast oscillations of the solutions which come close to the singularity, conditions (4) and (5) 
Similarly, the condition to be assumed at a will be lim r→a + g(r) = −∞ , lim r→a + G(r) = +∞ .
Notice that, with these assumptions, we have a singularity of repulsive type at a, and we are dealing with a potential well. More general types of potential wells have been considered, e.g., in [3, 11, 15] , where variational methods have been used to prove the existence of periodic solutions.
A major difficulty when dealing with such kind of equations is that there is no a priori bound on the periodic solutions' set, so that more subtle arguments need to be developed. In order to overcome this lack of compactness, when dealing with the scalar equation, the method proposed in [5] and developed in [4, 6, 7, 23] was to distinguish the solutions by their number of oscillations: as it is well-known, the set of periodic solutions having a prescribed number j of oscillations is indeed bounded. In this paper, we will combine this method with a perturbation argument introduced in [20] , to find infinitely many periodic solutions of (1) with a prescribed number of oscillations. In order to do this, we will need to assume that the function e(t, r) is even in t, so to reduce the study of the radial equation to a Neumann problem, for which the topological degree will be proved to be different from zero.
Let us now describe our main result, in the case a = 0 and b = +∞. The solutions we find have a planar orbit and rotate slowly around the origin. At the same time, these solutions have a fast oscillating radial component. Precisely, our solutions will be denoted by x k,j , where k is a large integer telling us that the time needed to make a complete revolution around the origin is exactly kT , and the integer j is used to distinguish the solutions by counting the number of their radial oscillations. (H4) There is η ∈ L 1 (0, T ) such that |e(t, r)| ≤ η(t) , for a.e. t ∈ [0, T ] and every r > 0 ;
(H5) The function e(t, r) is even in t, i.e., e(−t, r) = e(t, r) , for a.e. t ∈ R and every r > 0 .
Letr be a fixed number in ]0, +∞[ . Then, for every integer N ≥ 1 there exists a k N ≥ 1 such that, for every integer k ≥ k N , system (1) has at least N periodic solutions x k,1 (t), x k,2 (t), . . . , x k,N (t), with minimal period kT , which make exactly one revolution around the origin in the period time kT . Moreover, these solutions have the following properties: (i) the function |x k,j (t)| is T -periodic and even; (ii) there is an integer J ≥ 1 such that the equality |x k,j (t)| =r holds for exactly J + j values of t in [0,
for every t ∈ R, every j = 1, 2, . . . , N , and every k ≥ k N ;
(iv) if µ k,j denotes the angular momentum associated to x k,j (t), then
The solutions found in Theorem 1 thus have a periodic radial component of the same period T of the forcing term e(t, r), which oscillates rapidly in the period time T . They remain confined in a bounded annulus, and have a small angular momentum.
The proof of Theorem 1 will be given in Section 2. We will show in Section 3 how to improve the above statement in order to obtain indeed two families of solutions, distinguished by having the value |x k,j (0)| either smaller, or larger thanr (see Theorem 2) . We will also show that, in the general situation where 0 ≤ a < b ≤ +∞, a completely analogous result holds, as stated in Theorem 3.
Proof of Theorem 1
In this section, we provide a detailed proof of Theorem 1. Since the system is radially symmetric, the orbits of the solutions lie on a plane (see, e.g., [18, Appendix A]), so we will assume, without loss of generality, that N = 2.
For simplicity, we taker = 1.
We can assume, without loss of generality, that g(r)(r − 1) > 0 , for every r = 1 .
Let us explain why. First of all, by (H1) and (H3), there is a α > 1 such that g(r) ≤ −1 for every r ∈ ]0,
], and g(r) ≥ 1 for every r ≥ α. We can now easily construct a functionĝ(r), which coincides with g(r) on ]0, +∞[ , and satisfies (8) . Settingê(t, r) = e(t, r) +ĝ(r) − g(r), we have thatĝ andê still verify all the assumptions of Theorem 1.
By this construction, the function g can also be assumed, without loss of generality, to be continuously differentiable in a neighbourhood of the point 1, with
After these modifications, by (8) , the point 1 is a minimum point for G. We can assume, defining G as in (3), withr = 1, that G(1) = 0.
We may write the solutions of (1) in polar coordinates:
and (2) is satisfied if ρ(t) > 0, for every t. Equation (1) is then equivalent to the system (S)
where µ is the (scalar) angular momentum of x(t). Recall that µ is constant in time along any solution, as
[ρ 2 (t)φ(t)] = 0 for every t, cf. [2] . In the following, when considering a solution of (S), we will always implicitly assume that µ ≥ 0 and ρ > 0. The case µ ≤ 0 is completely similar, and would lead to a symmetric class of solutions rotating around the origin in the opposite sense.
We will look for solutions for which ρ(t) is T -periodic. More precisely, we consider the Neumann problem
By (H5), and by the periodicity of e(t, x) in t, every solution of (P µ ) can be extended to the whole real line to a T -periodic solution, with ρ(t) = ρ(−t).
The strategy of the proof is to consider µ as a parameter. We first study the case µ = 0, introduce a further parameter λ ∈ [0, 1] and consider the Neumann problem
By the use of degree theory, we will be able to develop a double continuation argument: first, for µ = 0 and λ going from 0 to 1; then, for λ = 1 and µ moving from 0 to some small positive value.
Let us remark that exploiting the symmetry of the forcing term to find periodic solutions through the Neumann problem is a classical idea, which has been used by many authors. Recently, e.g., Llibre and Ortega have developed in [31] continuation arguments for the Neumann problem in order to obtain periodic orbits of the Sitnikov problem with a prescribed number of zeros.
Since it has to be ρ(t) > 0, when considering the phase plane, we are led to the set
We introduce the function N : S → R, defined by
It is easy to see that min N = N (1, 0) = √ 2.
Since we are not assuming the uniqueness of the solutions to the Cauchy problems associated to our differential equations, some care will be needed, in the following, in order to obtain uniform estimates on all the possible solutions.
then ρ λ (t) is globally defined, and
Proof Let us define the function V : S → R as
As a consequence, we see that it has to be ]t 
]. Since, by (H2) and (H3),
there is a c 2 > 0 such that, for (u, v) ∈ S,
for every t ∈ [0, T 2 ], thus completing the proof.
As an immediate consequence of Lemma 1, for the Cauchy problem
we have the following.
In such a case, we can use polar coordinates
In particular, there is aᾱ
The above limits are uniform with respect to λ ∈ [0, 1] and to the set of all possible solutions of the Cauchy problem (CP λ ), with v 0 = 0.
Proof Property (a) is a direct consequence of Lemma 2. Let us prove (b).
Consider the problem
We see that a solution of (CP λ ) is given by
Notice that u λ is the same as ρ λ . By (H4), for every continuous function u : [0,
so that the difference of v λ fromρ λ is bounded. Hence, by (a),
, β[ , the solution, which we denote by (u λ (t), v λ (t)) for simplicity, can be written in polar coordinates
We have
]. We will show that
i.e., that for every Θ > 0 there is a d ≥β such that, if
Fix Θ > 0 and set
We will evaluate the angular velocity outside a suitable rectangle in S, containing (1, 0). The construction of such a rectangle is made in two steps.
By (H1) and (H3), there is a
Hence, as long as u λ (t) ∈ ] (12), we get
for almost every such t. Hence, for almost every
We have thus constructed the rectangle R = [
Being N continuous, it is bounded on R. Hence, by (13) , there is a
]. Therefore,θ λ (t; u 0 , 0) < 0 for almost every t ∈ [0, T 2 ]. Hence, since ϑ λ (· ; u 0 , 0) is absolutely continuous, it has to be strictly decreasing.
We are now ready to evaluate ϑ(
Analogously, let t 2 > t 1 be such that v λ (t 2 ) = 0 and v λ (t) > 0 for every
Continuing in this way, we find t 1 < t 2 < . . . < t m ≤ T 2 < t m+1 , such that v λ (t i ) = 0 and v λ has a constant sign on ]t i , t i+1 [ , for i = 1, 2, . . . , m. Hence,
The same conclusion is reached, analogously, if u 0 ∈ ]0,
We have thus proved (14) . Since ρ λ (t) = u λ (t) and |ρ λ (t) − v λ (t)| ≤ η 1 , for every t ∈ [0, T 2 ], using (14) we conclude that (b) holds, as well.
Let us consider now the case λ = 0, corresponding to the autonomous equationρ + g(ρ) = 0, for which the energy 1 2ρ 2 (t) + G(ρ(t)) remains constant in t. The solution ρ 0 (t; u 0 , v 0 ) to the Cauchy problem (CP 0 ) is unique, and it is periodic. When considered in the phase plane, its orbit rotates clockwise around the point (1, 0). Let us denote by τ (u 0 , v 0 ) the minimal period of ρ 0 (t; u 0 , v 0 ), for (u 0 , v 0 ) = (1, 0). By Lemma 3,
and, by (9),
For every integer j ≥ 1, we choose ε j > 0 in such a way that
and consider the set
By (15) and (16), since τ (·, ·) is a continuous function, the set G j must be nonempty, for every j ≥ 1, and it is bounded, and bounded away from the line {u 0 = 0}. It has a finite, or at most countable number of connected components, which are disjoint open annuli.
We are going to apply a duality principle from [28] in order to evaluate the topological degree associated to our problem. To this aim, we define the function U : S → R 2 , as
In the following lemma, we compute the Brouwer degree of I − U on the set G j .
Lemma 4 For every j ≥ 1,
Proof We first verify that the degree is well-defined. Indeed,
; u 0 , 0)) = 0, so that the corresponding solution is T -periodic, and it has to be τ (u 0 , v 0 ) = T j . Hence, 0 ∈ (I −U)(∂G j ).
Let us denote the connected components of G j by G 1 j , G 2 j , . . . . We claim that we can find a finite number m j of them so that
Indeed, since 0 ∈ (I − U)(∂G j ), by continuity there is a δ > 0 such that
Since G j is bounded, there will be an integer m j such that, if k > m j , then all points
The claim then follows by the excision property of the degree.
We can assume that the sets G 
In order to compute the degree, it is convenient to introduce the function F : S → R 2 , defined as
Then,
We want to evaluate
Notice that F = (F 1 , F 2 ), with
Let us compute the degree d B (F, G − ε j , so that, in the time T , the solution vector (ρ 0 (t;ǔ k j , 0), ρ 0 (t;ǔ k j , 0)) rotates around the point (1, 0) more than j times, and less than j + 1 times. Since, by symmetry, the time to make half a rotation is exactly half of the time needed to perform a complete rotation, we have that, in the time T 2 , the solution vector makes more than j half-rotations, and less that j + 1 half-rotations.
Assume first that j is odd. Then, 
, the solution makes more than j −1 half-rotations, and less that j half-rotations. We are in the opposite situation with respect to what happens on the outer boundary, so we can conclude that the winding number is −1 if j is odd, and +1 if j is even.
Combining this information, and using the additivity property of the degree, we conclude that, if τ equals − ε j on the inner boundary, and
Analogously, one sees that, if τ has the same values on the inner and outer boundaries, then d B (F, G k j ) = 0 . So, without loss of generality, for the computation of the degree, we can assume that on each annulus G k j the values of τ at the inner and outer boundaries are different. Assuming this, we now claim that, for j large enough, the number m j is odd.
Let us start taking u 0 near the point 1. Then, by (16) , τ (u 0 , 0) is larger than 2T . Letting u 0 increase, when we meet the first annulus G The opposite situation is encountered for G 2 j : there is an entrance point at which the value of τ is T j − ε j , and an exit point at which the value of τ is T j + ε j . So, by (15) , it cannot be that m j = 2. It has to be m j ≥ 3.
This alternating behaviour is repeated for every G k j . In particular, the value of τ at the exit point is T j − ε j if k is odd, and T j + ε j if k is even. But, by (15) , at the exit point of G m j j the value of τ must be T j − ε j . Hence, m j has to be odd.
Consequently,
Combining this with (19), we have the conclusion.
]), and set
Define the linear operator
and the Nemytzkii operator
ρ(t)) .
Taking σ ∈ R not belonging to the spectrum of L, we have that (P λ ) can be translated to the fixed point problem
Define the set Ω j = {ρ ∈ X + : (ρ(t),ρ(t)) ∈ G j , for every t ∈ [0,
This is an open and bounded set in X, and its closure is contained in X + . We want to compute the Leray-Schauder degree d LS of I −(L−σI) −1 (N (·, 0)−σI) on the set Ω j . We will use the notation
coming from the coincidence degree theory, cf. [24] .
Proof It is readily seen that the sets Ω j and G j have a common core with respect to the Neumann problem (P 0 ), cf. [28] . This means that
(iii) the set of those (u 0 , v 0 ) ∈ G j such that U(u 0 , v 0 ) = (u 0 , v 0 ) coincides with the set of initial values (ρ(0),ρ(0)) of the functions ρ ∈ Ω j which are solutions of Lρ =N (ρ, 0).
The conclusion follows, by Lemma 4.
We now use the approach introduced in [5] and developed in [4, 6, 7] . Let us define the function κ :
It is a continuous function. By the properties of N , there is a constant
, for every t ∈ [0, T 2 ], so that
) .
By the definition of the function N , the following two implications are easy to verify:
and
As a consequence of (20), if ρ λ solves the Neumann problem (P λ ), with
then κ(ρ λ , λ) counts the number of half-rotations around (1, 0) of (ρ λ (t),ρ λ (t)), in the phase-plane, as t varies from 0 to
Lemma 6 There is a κ 1 > 0 such that, if ρ λ ∈ X + is a solution of (CP λ ) with
Proof By Lemma 1, there is a
]. By the Carathéodory conditions, there is a ∈ L 1 (0,
for almost every t ∈ [0, T 2 ]. Taking κ 1 = 1 π 1 , we have the conclusion.
Lemma 7
There is a constant C j > 0 such that, if ρ λ solves the Neumann problem (P λ ), with λ ∈ [0, 1] and κ(ρ λ , λ) = j, then
Proof By Lemma 3, there is a c j > 0 such that, if . On the other hand, by Lemma 1, there is a
Taking into account thatρ λ (0) = 0, we have, as in (21) , that ρ λ (0) ∈ ] 1 c j , c j [ , hence the conclusion.
Define the set
and N (ρ(t),ρ(t)) < C j , for every t ∈ [0, T 2 ] . After noticing that
let us fix an integer J > max{κ 1 , T /τ }, where κ 1 is given by Lemma 6.
Lemma 8 If j ≥ J and ρ λ solves the Neumann problem (P λ ), with λ ∈ [0, 1]
]. Being ρ λ a solution of (P λ ), by the choice of d 2 we know that κ(ρ λ , λ) is an integer which counts the number of half-rotations around (1, 0) of (ρ λ (t),ρ λ (t)), in the phase-plane, as t varies from 0 to T 2 . Hence, it has to be κ(ρ λ , λ) = j. Therefore, by Lemma 7, N (ρ λ (t),ρ λ (t)) < C j , for every t ∈ [0, T 2 ]. Since j > κ 1 , by Lemma 6, it has to be N (ρ λ (0),ρ λ (0)) > d 2 √ 2, hence, sinceρ λ (0) = 0, by (21) we have that
We have thus shown that 0 
Proof We claim that, if ρ is a solution of (P 0 ), then, for j ≥ J,
Indeed, if ρ ∈ O 0 j , since it solves the Neumann problem, it has to be κ(ρ, 0) = j. Recall that a solution of (P 0 ) can be naturally extended to a T -periodic and even function. Hence, extending ρ in such a way, it has minimal period T j , so that the orbit (ρ(t),ρ(t)) belongs to G j , for every t. This means that ρ ∈ Ω j .
On the other hand, if ρ ∈ Ω j , then the periodic extension of ρ has minimal period
for every t, so that it has to be κ(ρ, 0) = j. By Lemma 7, N (ρ λ (t),ρ λ (t)) < C j , for every t ∈ [0, T 2 ]. So, ρ ∈ O 0 j . Having proved this, we then have that
The conclusion follows, by Lemma 5.
So, in particular, we have that
We now follow the argument in [20, Theorem 2] . Let
ρ(t)) .
Problem (P µ ) is then equivalent to
Taking σ ∈ R not belonging to the spectrum of L, we have that (24) can be translated to the fixed point problem
Since O 1 j is uniformly positively bounded below, the closure of O 1 j is contained in X + . We first prove that there exists a constant M j > 0 such that for every µ ∈ [0, M j ] there is no solution of (24) on the boundary ∂O 1 j . Indeed, by contradiction, assume there are two sequences (µ n ) n and (ρ n ) n such that µ n → 0, ρ n ∈ ∂O 1 j , and
Then, (ρ n ) n and (1/ρ n ) n are uniformly bounded, so that (
→ X a compact operator, there exists a subsequence, still denoted by (ρ n ) n , for which (L − σI) −1 (N µn − σI)ρ n converges to someρ ∈ X. Hence ρ n →ρ, as well, and, being ∂O 
] as an even function, with ρ(−t) = ρ(t), and then extend it further to the whole real line, by T -periodicity. Then, the first equation in (S) is satisfied, for all t ∈ R. Let us consider the function Φ :
It is continuous and defined on a compact and connected domain, so its image is a compact interval. Since Φ(0, ρ) = 0, and Φ is not identically zero, this interval is of the type [0, θ j ], for some θ j > 0.
the second equation in (S) is also satisfied and
for every t ∈ R. Then, for every θ ∈ [0, θ j ], the solution of system (S) found above provides, through (10), a solution to system (1) such that
for every t ∈ R (for briefness we used here the complex notation).
In particular, if θ = 2π k for some integer k ≥ 1, then x(t) is periodic with minimal period kT , and rotates exactly once around the origin in the period time kT . Hence, for every j ≥ J and every integer k ≥ 2π/ θ j , we have such a kT -periodic solution, which we denote by x k,j (t). Let (ρ k,j (t), ϕ k,j (t)) be its polar coordinates, and µ k,j be its angular momentum. By the above construction, (µ k,j , ρ k,j , ϕ k,j ) verify system (S), (µ k,j , ρ k,j ) ∈ C j , and
Since ρ k,j ∈ O 
Given a positive integer N , taking
for every integer k ≥ 2π/ θ N there will be at least N periodic solutions
of minimal period kT , which rotate exactly once around the origin in their period time. Setting
the proof is readily completed, after relabeling the indices of x k,j .
Remark 1
The solutions satisfying (25) are quasi-periodic with T -periodic radial component, and mean angular velocity, on every time interval of length T , equal to θ/T .
Refinements of Theorem 1
In this section, we will show how to improve the information on the topological degree, in order to obtain the existence of two distinct families of solutions with the properties listed in the statement of Theorem 1. We will prove the following result.
Theorem 2 Let the assumptions (H1)-(H5) hold. Letr be a fixed number in ]0, +∞[ . Then, for every integer N ≥ 1 there exists a k N ≥ 1 such that, for every integer k ≥ k N , system (1) has at least 2N periodic solutions x
k,N (t), with i ∈ {1, 2}, having minimal period kT , which make exactly one revolution around the origin in the period time kT . These solutions have the properties (i)-(iv) stated in Theorem 1 and, moreover,
k,j (0)| >r .
Proof As in the previous section, we assumer = 1, and we introduce the sets G j , as in (17) . Recall that they are the finite or at most countable union of open annuli in R 2 . As seen in Lemma 5, for every j ≥ 1, setting
We now define the sets
Since there are no solutions of (P 0 ) in Ω j with ρ(0) = 1, we have that
We will now show that these two last degrees have the same value.
Lemma 10 For every j ≥ 1,
Proof Let us denote by P 1 G j the projections of the sets G j on the horizontal axis:
We consider the open sets
We want to compute the degree of the function f : ]0, +∞[ → R, defined by
where F is the function defined in (18) .
In order to compute the degrees d B (f, P 1 G ± j ), one can use an argument similar to the one developed in the proof of Lemma 4. Let us summarize it briefly. The sets P 1 G − j and P 1 G + j are the finite or at most countable union of open intervals. However, the computation of the degree can be reduced to the case when there are only a finite number of them, and the function f changes sign at their end points. In this situation, since f (u 0 ) = F 1 (u 0 , 0), the same argument used to compute the degree of F in Lemma 4 shows that the number m j of such intervals must be odd, and one proves that
It is readily seen that the sets Ω Hence, using [6, Theorem 3] (see also [5] , for the periodic problem), the following equalities hold true:
The proof is thus completed.
Consider the set O j , introduced in (22) , and define
These are open and bounded sets in X × Let us fix an integer J > max{κ 1 , T /τ }, where κ 1 is given by Lemma 6 and τ is defined in (23) . We now concentrate on the set O − j , i.e.,
and N (ρ(t),ρ(t)) < C j , for every t ∈ [0, T 2 ] .
Lemma 11 If j ≥ J and ρ λ solves the Neumann problem (P λ ), with λ ∈ [0, 1]
and N (ρ λ (t),ρ λ (t)) ≤ C j , for every t ∈ [0, T 2 ]. Being ρ λ a solution of (P λ ), by the choice of d 2 we know that κ(ρ λ , λ) is an integer which counts the number of half-rotations around (1, 0) of (ρ λ (t),ρ λ (t)), in the phase-plane, as t varies from 0 to T 2 . Hence, it has to be κ(ρ λ , λ) = j. By Lemma 7, it has to be N (ρ λ (t),ρ λ (t)) < C j , for every t ∈ [0, T 2 ]. Since j ≥ J > κ 1 , by Lemma 6, it has to be N (ρ
Indeed, if ρ ∈ O 0,− j , since it solves the Neumann problem and ρ(0) <
, it has to be κ(ρ, 0) = j. Recall that a solution of (P 0 ) can be naturally extended to a T -periodic and even function. Hence, extending ρ in such a way, it has minimal period T j , so that the orbit (ρ(t),ρ(t)) belongs to G j , for every t. This means that ρ ∈ Ω − j . On the other hand, if ρ ∈ Ω j , then the periodic extension of ρ has minimal period T j . Since j ≥ J > T /τ , we have that ρ(0) <
for every t, so that it has to be κ(ρ, 0) = j. By Lemma 7, N (ρ λ (t),ρ λ (t)) < C j , for every t ∈ [0, T 2 ]. So, ρ ∈ O 0,− j . Having proved this, we then have that An analogous argument can be used for O + j , so we can conclude, using the same notations, that k,N (t), with i ∈ {1, 2}, having minimal period kT , which make exactly one revolution around the origin in the period time kT . Moreover, these solutions have the following properties:
(i) the function |x
k,j (t)| is T -periodic and even; (ii) there is an integer J ≥ 1 such that the equality |x 
Proof We just give a sketch, since, in view of [17] , the arguments are completely analogous to the ones in the proofs of Theorems 1 and 2. In the phase plane, we work in the set S = {(u, v) ∈ R 2 : a < u < b} , Recall that, in the case a = 0, b = +∞, we have chosenr = 1, for simplicity. This will not be the case now (unless we perform a change of variable, so to have that a < 1 < b). Moreover, we have often made use of intervals of the type I d = [ The sets G j are defined as in (17) , and Lemma 4 is proved exactly as before.
The set X + will now be defined as X + = {ρ ∈ X : a < min ρ ≤ max ρ < b} , so that, again, Ω j = {ρ ∈ X + : (ρ(t),ρ(t)) ∈ G j , for every t ∈ [0, 2 (t) + (g(ρ(t)) − λe(t, ρ(t)))(ρ(t) −r) max{(ρ(t) −r) 2 +ρ 2 (t) , 1 4 min{r − a, b −r} } dt .
The two implications (20) and (21) [ , ρ(0) < min I d 2 ,
and N (ρ(t),ρ(t)) < C j , for every t ∈ [0, [ , ρ(0) > max I d 2 ,
and denote by O The proof is concluded following the lines of the proof of Theorem 1, thus obtaining, like in Theorem 2, two branches of solutions for (1), with small angular momentum.
Remark 2 Notice that, in particular, when 0 < a < b < +∞, we are in the situation of an annular potential well. The existence of periodic solutions in the case of a potential well for more general domains in R N has been proved by the use of variational methods by several authors, see, e.g., [3, 11, 15] .
