This paper establishes relationships between elliptic functions and Riordan arrays leading to new classes of Riordan arrays which here are called elliptic Riordan arrays. In particular, the case of Riordan arrays derived from Jacobi elliptic functions which are parameterized by the elliptic modulus k will be treated here. Some concrete examples of such Riordan arrays are presented via a recursive formula. Furthermore, some applications of these Riordan arrays corresponding to the solutions of the PDE modelling nonlinear wave phenomena for shallow water waves and nonlinear electric line transmission are highlighted.
Introduction
Riordan arrays were originally put forward by Shapiro et al.(1991) [15] as a novel approach of representing certain classes of infinite lower triangular matrices having properties similar to the Pascal triangle in terms of their column generating functions. In addition, these Riordan arrays were found to form a group which was referred to as the Riordan group. They were so named in honour of the 20 th century combinatorialist John Riordan [13] . The theory of Riordan arrays was initially identified as a useful tool in solving combinatorial sum inversions [17, 4] , proof of combinatorial identities [18, 19] and in the combinatorial enumeration of lattice paths [17, 3, 16] . The two main types of Riordan arrays are the ordinary and the exponential Riordan arrays which are constructed from ordinary and exponential generating functions respectively. This paper will primarily focus on the exponential Riordan arrays. An exponential Riordan array [2] is an infinite lower triangular array consisting of a pair of formal power series of order 0 and 1 respectively represented by their exponential generating functions given by
h n (t n /n!)
with the generic element associated with the coefficients of column k evaluated by
It is denoted as [d(t), h(t)] . The bivariate generating function of exponential Riordan arrays is given by
The case for x = 1 in (1) results in the explicit formula for the row sum of a Riordan array. The most basic non-trivial exponential Riordan array is the Pascal triangle represented by [e t , t] having as its generic element
An alternative way of defining a Riordan array is using its recursive formula. The two main recursive rules for the formation of all the elements of a Riordan array excluding the element located on its first row are based on the A and Z sequence characterization of Riordan arrays [6, 8, 14] . The most suitable approach of quickly determining the explicit A and Z generating functions of Riordan arrays is derived from their corresponding production matrices. A production matrix P of the the Riordan array D = [d(t), h(t)] is defined by P = D −1 ·D whereD represents the matrix corresponding to the top row of D deleted so thatD = D n+1,k [5, 6] . The recursive relations [6] derived from the Riordan
The A and Z generating functions from the theory of production matrices are explicitly given by
and
Here,h(t) = Rev(h)(t) denotes the series reversion of h(t), which is the solution u(t) of the equation h(u) = t that satisfies u(0) = 0. Furthermore, the bivariate generating function of the matrix P is given by 
The multiplication operation ( * ) determines the basis for a Riordan array to form a group. The multiplication rule for two Riordan arrays
[1, t] corresponds to the identity element of [d(t), h(t)]. The inverse element is given by
,h(t) .
We note that for a power series h(t) = ∞ n=0 h n t n with h(0) = 0, we define the reversion or the compositional inverse of h to be the power series h (t) such that h(h(t)) =h(h(t)) = t. It can sometimes be denoted simply ash or Rev h. The main subgroups of Riordan arrays [8] 
is an even generating function and h(t) is an odd generating function, Derivative [h (t), h(t)], where h (t) denotes the first derivative of h(t).
Similar to Riordan arrays, elliptic functions which are complex valued meromorphic and doubly periodic functions can be defined in terms of a reversion technique [10, 20] . The origins of the main theory of elliptic functions can be traced back to the 19th century work on integral calculus by the famous mathematician Niels H. Abel (1802−1829) [9] . His most remarkable achievement in this area was implementing the main technique of inverting elliptic integrals which led to elliptic functions. An elliptic integral can be written in the form R(x, p(x))dx where R(x, w) is a rational function in two variables and p(x) is a polynomial of degree 3 or 4 having no repeated roots. During the same period when Abel put forward his work on the inversion of elliptic integrals another mathematician Carl G. Jacobi(1804−1851) also worked in the same area. In 1829, Jacobi introduced the Jacobi elliptic functions denoted sn u, cn u, dn u. A key characteristic of these functions is that they satisfy the equation describing quartic elliptic curves given by
The Jacobi elliptic functions may be explicitly defined by first defining sn u ≡ sn(x, k) such that
We can also set m = k 2 . The parameter k where −1 ≤ k ≤ 1 is called the modulus of the elliptic integral. The complementary modulus is k = √ 1 − k 2 . The first six terms of the coefficients of the Taylor series expansion of sn(x, k) are 0, 1, 0, k 2 + 1, 0, 3 3k 4 + 2k 2 + 3 , 0 .
We note that we can find the power series coefficients of sn(x, k) in the first column of the inverse Riordan array
An alternative method for defining sn(x, k) is to start with the function
The Legendre form of the elliptic integral which is an alternative definition of elliptic sn(x, m) is given by
The equivalence of these two approaches to the definition of sn(x, m) follows from a change of variables which can be determined using the substitution
We then revert the function F to get the amplitude function
Finally we define
The elliptic integral (4) is known as the incomplete elliptic integral. On the other hand the complete elliptic integrals are given by
with its complete complementary elliptic integral K (m) defined in a similar manner but with m in K(m) replaced with 1 − m such that
The basic elliptic functions satisfy the equation
Thus,
All three functions sn(x, k), cn(x, k) and dn(x, k) are doubly periodic.
In addition, the three basic forms of the Jacobi elliptic function determine the other 9 forms of Jacobi elliptic functions (, nc, dc, ns, cs, ds, nd, cd, sd) such that the definitions are quotients of any of these three. . The Jacobi elliptic function are considered a generalization of the trigonometric functions from which the basic properties are defined. The basic properties of the Jacobi elliptic functions are:
In the limit we have,
If x = sn(u; m) y = cn(u; m) z = dn(u; m) we get the differential system :
satisfying the initial conditions
Elliptic functions derived from the A and Z generating functions of Riordan arrays
For the inverse exponential Riordan array
, we have
, and
.
We can express the array [g, f ] in terms of A = A M and Z = Z M as follows.
Alternatively, we can write
Now we recall that an integral is called an elliptic integral if it is of the
where P (x) is a polynomial in x of degree three or four and R is a rational function of its arguments.
Thus if 1 A(t)
= R(t, P (t)), then the above exponential Riordan array can be said to be defined by an elliptic integral.
As we have seen, elliptic functions are defined as the inverses of elliptic integrals. Thus the expression Rev = R(t, P (t)). In this case we will have
It is therefore natural to call an exponential Riordan array
where R is a rational function and P (t) is a polynomial of degree three or four.
Lagrange showed that any elliptic integral can be written in terms of the following three fundamental or normal elliptic integrals.
These integrals are called elliptic integrals of the first, second and third kind, respectively.
As an example of elliptic functions, the Jacobi elliptic functions may be defined by first defining sn(x, k) as follows,
involving the elliptic integral of the first kind, and then we define
Thus if 1
then we obtain an exponential Riordan array with
Jacobi Riordan arrays
We shall refer to the first type of elliptic Riordan arrays which will be derived from Jacobi elliptic functions as Jacobi Riordan arrays. We can generate Jacobi Riordan arrays from either the formal power series of Jacobi elliptic functions or by the A and Z generating functions. In general an exponential Riordan array [g(x), f (x)] can be expressed in terms of its A and Z generating functions such that
Then Rev
The coefficient array of e sin −1 (sn(x)) , sn(x) is given by
Remark The row sums of A at m = 0 corresponds to A009282 having e,g,f e (x+sin(x)) .
Example Let us consider the exponential Riordan array
where we suppress the parameter k. We then havef (x) = sn −1 (x).
We also have g (x) = cn (x) = − sn(x) dn(x), so that we obtain
Thus for the exponential Riordan array [cn(x, k), sn(x, k)] we have
This means in particular that the bivariate generating function of the production matrix of [cn(x), sn(x)] is given by
In this case, we have
as expected.
To calculate the inverse array [cn(x), sn(x)] we have
and so
Example We next look at the exponential Riordan array
, sn(x) .
We once again have
, and we find that
We then get
Thus the bivariate generating function for the production matrix of
, sn(x) is given by
We note that for k 2 = 1, we get the exponential Riordan array
, tanh(x) .
The inverse matrix is calculated as follows.
, sn(x)
Example Our next example is the exponential Riordan array
We do not immediately know what the inverse function of
is, so we use the theory of Riordan arrays to continue the analysis.
Thus we note that
where the second Riordan array in the product is related to the Laguerre polynomials.
Taking inverses, we obtain
This gives us
Thus in particular, we have that
or by the change of variable y = t 1+t
, we get
We can generalize this to the following. We assume given two exponential Riordan arrays, M = [g, f ], and N = [u, v]. We assume that M is an elliptic Riordan array, with
We consider the product
Knowing that
we wish to find an "elliptic" characterisation of v(f ). For this, we look at the inverse
,f .
so we obtain
Thus we have that
To put this in an "elliptic" form, we use the change of variable
in the integral. This gives us
When t =v(x), we have y = v(t) = v(v(x)) = x, and so we have
Thus we have
Example In this example, we seek to write the elliptic function
as the reversion of an integral whose limits are 0 to x. For this, we consider the elliptic Riordan array [cn(x), sn(x)] and the transformation given by the exponential Riordan array
1−x . Thus we have the product
Here,
In particular,v
Also,
In the next examples that follow we examine some Jacobi Riordan arrays based on their coefficient and production matrices representations. 
• The row sums for m = 0 form the sequence (1, 1, 0, −3, −8, −3, 56, ...) which has e.g.f cos(z)e sin(z) .
• The row sums for m = 1 form the sequence (1, 1, 0, −4, −8, 32, 216, ...) corresponds to A009265 with e.g.f
The production matrix of A in terms of m :
The production matrices from C for m=-1,0,1 associated to the Riordan arrays in D are as follows:
Remark: The production matrix in E at m = 1 is tridiagonal which indicates that the inverse of [cn(z, 1), sn(z, 1)] = [sech(z), tanh(z)]
is the coefficient array of a family of orthogonal polynomials. The three term recurrence relation for the family of orthogonal polynomials is given by P n+1 (z) = zP n (z) + n 2 P n−1 (z), ∀n ≥ 1 with P 0 (z) = 1, P 1 (z) = z.
The coefficient array of 
Remark:
• The coefficient matrix of
sn(z, m), sn(z, m) forms a palindromic Riordan array.
• The row sums of A for m = 0 form the sequence (1, 1, 0, −3, −8, −3, 56, ...) which has the e.g.f cos(z)e sin(z) .
• The row sums of A for m = 1 form the sequence (1, 1, −1, −7, −3, 97, 275, ...) which has the e.g.f sech 2 (z)e tanh(z) .
• The non-zero entries of the first column of A corresponds to the matrix
By multiplying the matrix
where n is the column number s.t n = 0, 1, 2, ... we get the matrix 
The production matrices of B in terms of m = −1, 0, 1 are as follows:
REMARK:
The tridiagonal production matrix for m = 1 in D which is associated to the Riordan array sech 2 (z), tanh(z) in C forms an orthogonal polynomial sequence for sech
represents the coefficient matrix of the family of orthogonal polynomials. The three term recurrence relation for these polynomials is given by
The A and Z sequences corresponding to the production matrix of B and D are listed as follows:
The coefficient array Remark:
• For m = 0 we have
• The row sums of A for m = 1 form the sequence (1, 1, 0, −3, −4, 21, 80, ...) corresponding to A012123 with e.g.f e sin −1 (tanh(z)) = e gd(z) where gd(z) is the Gudermannian function such that
• The non zero elements of the first column of the matrix A generated from the derivative of the Jacobi amplitude function forms the coefficient matrix 
Remark: We note that
has an ordinary generating function given by 
Remark: We note that the generating function of the matrix D at m = 1 is e xy (− sin(x) + y cos(x)).
Application
We shall highlight here two important wave-like phenomenon whose solutions can be represented using Jacobi Riordan arrays. These are: the solutions of the KdV nonlinear wave equation and that of the nonlinear low pass wave propagation in electrical transmission lines. Both of these applications admits travelling wave solutions of the form u(x, t) = f (x ± ct).
The KdV nonlinear wave equation
The presence of solitary water waves moving for a considerable distance down a narrow channel was first observed and reported by John Scott Russell, a Scottish naval engineer back in 1834. This was followed up by Korteweg and de Vries(1895) mathematical formulation of a third order nonlinear PDE referred to as the KdV equation [11] . The role of this KdV equation which admits traveling wave solutions was to determine an approximate theory to model the evolution of the propagation of nonlinear shallow water waves.
There are several different variants of the KdV equation. The standard form of the KdV equation is given by
In the KdV equation, the variable t denotes the time, the variable x denotes the space coordinate along the canal and the function to be determined denoted u = u(x, t) represents the elevation of the fluid above the bottom of the canal [1] .
In 1965 Kruskal and Zabusky showed that the KdV equation admits analytic solutions known as "Solitons" [21] . Solitons can be described as propagating pulses or solitary waves which are stable by maintaining their shape and do not disperse with time. One way of solving the KdV equation is to assume the cnoidal traveling wave solution of the form u(ξ) = a + bcn 2 (ξ, m) where ξ = x − ct such tthat a, b and c are constants to be determined [7] . By applying differentiation and expansion techniques using the properties of elliptic functions it can be verified with the aid of the symbolic computational tool Mathematica that the soliton solutions are u(x, t) = −2 sech 2 (4t − x) and u(x, t) = is such that its first generating function cn(ξ, m) 2 and its second generating function cn(ξ, m) 2 dξ determine the solution of the KdV PDE 5.
Wave propagation in nonlinear electric transmission lines
In this section we establsh the relationship between Jacobi Riordan arrays defined by sn and the nonlinear fourth order PDE which governs wave propagation in nonlinear low-pass electrical lines . This nonlinear PDE is given by
where α, β, δ are constants, V (x, t) is the voltage of the transmission lines such that x is the propagation distance and t is the slow time [22] . The proposed travel wave solution of (6) where ξ = x − ct is given by
where z(ξ) satisfies (z (ξ)) 2 = a + bz 2 (ξ) + cz 4 (ξ)
with the goal of determining the constants a, b, c, g 0 , g i , f i (i = 1, .., N ) such that g N = 0 or f N = 0. Based on Kirchoff's law for the physical derivation of (6) , N represents the total number of voltages measured. In particular, for the case z(ξ) = sn(ξ) which corresponds to a = 1, b = −(1 + m 2 ) and c = m 2 we determine that V (ξ) is expressible in terms of a Riordan array by setting j = i − 1 in (7). This leads to , equation (8) then becomes equivalent to
Moreover, if we setd(ξ) = d(ξ) f j+1 ∈ F 0 with h(ξ) ∈ F 1 then using the definition of the generic element of a Riordan array we get
Rewriting (9) in terms of (10) gives
A similar approach can be used for the case z(ξ) = ns to rewrite V (ξ) in terms of the Jacobi Riordan array.
