Abstract
Introduction
A fundamental limiting factor in the performance of digital communication systems is the intersymbol interference (ISI) which causes each transmitted symbol to be extended over a much longer interval than its original duration [l]. IS1 may be caused by bandlimiting (as, for example, in telephone channels), or by frequency selectivity (fading or multipath propagation), as in digital microwave radio and in mobile communication systems [I] . In several situations the adaptive equalizers may have to start up (or "restart") without a training sequence: blind equalization [7] ,[16] [17] . Several blind equalizers that do not require a training sequence have been proposed in the literature beginning with Sato [6] ; see [3] , [7] - [12] , [15] , [17] - [19] and references therein. In general, a blind equalizer must be capable of getting close to the desired global solution ("open-eye" pattern) from an arbitrary initialization; once we have an open-eye pattern, a decision-directed (conventional) equalizer can take over. Recent results [14] have shown that some of the widely used blind equalizers are not globally convergent.
In this paper we propose a novel approach to the problem of blind channel impulse response estimation for data communication systems, including telephone channels as well as digital radio channels. No training sequence is assumed to be available. We exploit the higher order cu- mulant statistics of the data. The estimated channel impulse response is then used for channel equalization. The problem falls under the general framework of FIR (finite impulse response) system identification [4] .
In [2] and [3] higher-order statistics have been explicitly used for channel estimation and for blind equalization. In [2] tricepstrum of the fourth-order cumulants has been used to estimate the channel impulse response. Instead of directly estimating the channel impulse response coefficients, [2] estimates the coefficients of two (truncated) series expansion of the minimum phase and the maximum phase parts, respectively, of the channel impulse response. No (statistical) convergence results have been given in [2] ; for example, parameter identifiability issues have not been addressed although the simulation results given there are quite good. It is not clear how the approach of [2] will perform for channels with deep spectral nulls (e.g., fading/ multipath channels) for which, strictly speaking, tricepstrum does not exist. Note that [2] exploits only the fourth-order cumulants of the data, and it ignores the second-order statistics of the received signal. In [3] a nonrecursive iterative method is presented and analyzed for FIR model fitting using the correlations and a partial set of fourth-order moments of the received signal. Again no convergence results have been presented in [3] . Also [3] assumes the knowledge of the system order. Moreover, as has been shown in [4] the linear approach of [3] is not necessarily consistent, therefore, it may fail to provide a reliable initial guess for the nonlinear approach of (31.
Recursive 
Model Assumptions
The following equivalent discrete-time white-noise filter model [ l , Sect. 6.31 will be assumed for a typical digital communication system. Assume perfect carrier and symbol synchronization at the receiver. A baseband equivalent model is then given by
where {9k) is a white Gaussian noise sequence; {Ik} is the information sequence, possibly complex, taking values from a finite set; and { f k } is an FIR (finite impulse response) linear filter (with possibly complex coefficients) that represents the combined effect of the transmitting filter, the channel, the matched filter, the sampler, and the discrete-time noise whitening filter [1], [2] . To eliminate scale and sign ambiguities, assume that f i , = 1 for some 0 5 io 5 L. Finally, {yk} is the (possibly complex) baseband equivalent received signal. T h e information sequence {zk} is typically assumed to be an i.i.d. (independent and identically distributed) sequence.
Linear Estimator
In this section we propose a new linear method for consistent estimation of the parameters of an FIR model without requiring knowledge of the model order. The resulting estimator is, however, in general, not quite statistically efficient; therefore, we use a nonlinear cumulant matching approach (following The above equation is a generalization of [20] to complex data, as well as it is an extension of [20] in that [20] uses (4) for only 7 1 = L.
In practice, true cumulants of the d a t a are unknown. Therefore, we replace them with their consistent estimates. Let C 4~( i , j , k) denote an estimate of C,(i, j,k) obtained from (2) by replacing the moments in (2) by their respective sample averages based upon the N d a t a samples; see [5] for more details. Then we have (6) In our case there is no guarantee that f~ # 0 in Pick that value of L as the correct FIR order which leads t o a maximum correlation coefficient (8) ; denote it by L L .
Repeat ( 
Quadratic Cumulant Matching
Since in the linear estimator discussed in Section 3 we have used only a fraction of the relevant statistics, accuracy of the above estimator is likely to be poor. Using the above estimates as the initial guess, the next step is to refine the channel estimates by minimizing a quadratic cumulant matching criterion [ 5 ] . Let 
denote the upper bound on the FIR model order
as in Section 3. Let 6 ' denote the vector of all unknown system parameters given by function is not used at all. This may be preferable if the (Gaussian) measurement noise has high variance or if it is colored. We note that an optimal weighting method is available in [3] where the weights are dependent upon the estimated channel coefficients.
The initial guess for minimization of (12) 
Linear Equalizer
Given the channel impulse response, an optimal FIR linear equalizer of specified length (transversal taps) can be designed following [21, pp. 205-2171 (see also [3] ). In this paper we follow a computationally cheaper but suboptimal approach. Let IJYw)l' + 6 where 6 > 0 is "small". T h e quantity 6 may be interpreted as the noise-to-signal ratio where the signal refers t o the information sequence, noise is the white measurement noise, and the system model is such that f;, = 1 for some i o ; see [3] , [21] and [22] . When one uses estimated channel response, there may be a need to increase 6 t o regularize the inverse [22] ; for instance, such a need may arise when the estimated channel zeros are very close to or on the unit circle. To obtain a linear equalizer { g k } of a specfied length T , we first compute a 256 point regularized inverse via the F F T algorithm, and then we pick a subsequence of T consecutive points that has the maximum energy as the desired linear equalizer.
For a measure of performance of the blind equalizer, we use the (residual) IS1 at the output of the equalizer as the performance measure. Following [12] , the IS1 at the w := A0 E:,=, ~~~= o~~~= o 
Simulation Example
In this section we present a simulation example to illustrate the proposed approach to blind equalization and channel estimation. The channel considered is taken from [3] and it may be thought of as being representative of a multipath channel. In all of the simulations performed in this section, we took XO = 1 in (13) and 6 = 0.001 in (14). The channel impulse response is taken as { 2-j0.4, 1.5Sj1.8, l., 1.2-j1.3, 0.8+jl.6 } and it is shown in Fig. 1 . 11 it is seen that excellent performance has been obtained without resorting to weighted least-squares approach of [3] which is computationally far more intensive than the approach considered in this paper. It is interesting to note that 91-tap equalizer based upon the channel estimate obtained from nonlinear cumulant matching approach yields much superior performance (lower residual ISI) than the "optimal" approach of [3] combined with a 65-tap linear equalizer (cf. [3, Fig. 11 ). Note also that unlike [3] , knowledge of the true FIR order was not assumed. Fig. 4 shows the mean residual IS1 for various SNR's for 4-QAM signals using a record length of 6000 symbols. It is seen that the performance is fairly robust to SNR changes down to 10 d B SNR. The various parameters (model order, equalizer length etc.) were as for Fig. 3 . Table 1 shows the residual IS1 for various rectangular QAM constellations. For higher order QAM signals there is a loss in performance which can be partially compensated for by using a longer FIR equalizer. Once again we used 6th order FIR model instead of the true order of four.
Finally, Figs. 5-7 show the received (unequalized) and equalized symbol constellations for a single simulation run for 4, 16 and 64-QAM signals, respectively, with SNR = 40 dB. In Figs. 5-7 only 1500 symbols have been plotted. Notice the rotation of the equalized constellation due t o the inherent scale and sign ambiguities. The equalized constellation can be made to look "right" by rotating and scaling it by a complex-valued gain factor which can be calculated from the equalized data by following the approach given in [15, Appendix E].
6th order FIR channel model and 127-tap equalizer), which is slightly lower than the mean residual IS1 of -15.48 d B shown in Table 1 . Finally, the residual IS1 after equalization of 64-QAM signal in Fig. 7 is -22.49 
