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Abstract
In this paper we study the relation between long cycles and Bose-Condensation in the
Infinite range Bose-Hubbard Model with a hard core interaction. We calculate the
density of particles on long cycles in the thermodynamic limit and find that the exis-
tence of a non-zero long cycle density coincides with the occurrence of Bose-Einstein
condensation but this density is not equal to that of the Bose condensate.
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11 Introduction
In 1953, Feynman analysed the partition function of an interacting Bose gas in terms of
the statistical distribution of permutation cycles of particles and emphasized the roles of
long cycles at the transition point [7]. Then Penrose and Onsager, pursuing Feynman’s
arguments, observed that there should be Bose condensation when the fraction of the to-
tal particle number belonging to long cycles is strictly positive [12]. These ideas are now
commonly accepted and also discussed in various contexts in systems showing analogous
phase transitions such as percolation, gelation and polymerization (see e.g. [4], [15], [14]),
though it has been recently argued by Ueltschi [19] that in fact the hypothesis is not always
valid. To our knowledge, there had not appeared a precise mathematical and quantitative
formulation of the relation between Bose condensate and long cycles until the work of Su¨to¨
[16] and its validity has been checked only in a few models: the free and mean field Bose gas
in [16], (see also Ueltschi [18]) and the perturbed mean field model of a Bose gas studied in
[5]. In these models it is shown that the density of particles in long cycles is equal to the
Bose condensate density. The purpose of this paper is test the validity of the hypothesis in
yet another model of a Bose gas, the Infinite range Bose-Hubbard Model with a hard core.
Here we calculate the density of particles on long cycles in the thermodynamic limit and
find that though the existence of a non-zero long cycle density coincides with the occurence
of Bose-Einstein condensation, this density is not equal to the Bose condensate density.
The main simplifying feature in this model is the following. In general the density of particles
on cycles of length q for n particles can be expressed (apart from normalization) as the trace
(see for example Proposition 3.1) of the exponential of the Hamiltonian for n − q bosons
and q distinguishable particles (no statistics). In terms of the random walk representation
(cf [17]), the particles in this model are allowed to hop from one site to another with equal
probability. We can prove (Proposition 3.2) that in the thermodynamic limit we can neglect
the hopping of the q particles so that bosons have to avoid each other and the fixed positions
of the distinguishable particles. This is equivalent to a reduction of the lattice by q sites.
Moreover the q particles are on a cycle of length q. For q > 1, this means for example, that
the position of the second particle at the beginning of its path is same as the position of
the first particle at the end of its path. But since they do not hop this is impossible by
the hard core condition and therefore among the short cycles only the cycle of unit length
contributes. Since the sum of all the cycle densities gives the particle density, this means
that in the thermodynamic limit the sum of the long cycle densities is the particle density
less the one-cycle contribution. The one-cycle density, apart from some scaling and the
normalization, is then the partition function for the boson system with one site removed
from the lattice, which can be calculated.
The model without a hard-core will be treated in another paper. There we can again neglect
the hopping of the q distinguishable particles. However in that case cycles of all lengths
contribute to the long-cycle density. It is relatively easy to see that when there is no con-
densation the long-cycle density vanishes but we do not yet know what happens when there
is Bose-Einstein condensation.
In Section 2 we first describe the model and recall its thermodynamic properties as stated by
Penrose [13] (see also To´th [17] and Kirson[9]). We then apply the general framework for cycle
statistics described in [5], following [11]. Using standard properties of the decomposition of
permutations into cycles, the canonical sum is converted into a sum on cycle lengths. This
2makes it possible to decompose the total density ρ = ρshort + ρlong into the number density
of particles belonging to cycles of finite length (ρshort) and to infinitely long cycles (ρlong) in
the thermodynamic limit. It is conjectured that when there is Bose condensation, ρlong is
different from zero and identical to the condensate density. The main purpose of the paper is
to check the validity of this conjecture in our model. At the end of Section 2 we state in the
main theorem describing the relation between Bose-Einstein condensation and the density
of long cycles for our model.
In Section 3 we prove the main theorem and in Section 4 we discuss briefly Off-diagonal
Long-Range Order.
2 The Model and Results
The Bose-Hubbard Hamiltonian is given by
HBH = J
∑
x,y∈ΛV :|x−y|=1
(a∗x − a∗y)(ax − ay) + λ
∑
x∈ΛV
nx(nx − 1) (2.1)
where ΛV is a lattice of V sites, a
∗
x and ax are the Bose creation and annihilation operators
satisfying the usual commutation relations [a∗x, ay] = δx,y and nx = a
∗
xax. The first term with
J > 0 is the kinetic energy operator and the second term with λ > 0 describes a repulsive
interaction, as it discourages the presence of more than one particle at each site. This model
was originally introduced by Fisher et al. [8].
The infinite-range hopping model is given by the Hamiltonian
H IR =
1
2V
∑
x,y∈ΛV
(a∗x − a∗y)(ax − ay) + λ
∑
x∈ΛV
nx(nx − 1). (2.2)
This is in fact a mean-field version of (2.1) but in terms of the kinetic energy rather than the
interaction. In particular as in all mean-field models, the lattice structure is irrelevant and
there is no dependence on dimensionality, so we can take ΛV = {1, 2, 3, . . . , V }. The non-
zero temperature properties of this model have been studied by Bru and Dorlas [3] and by
Adams and Dorlas [1]. We shall study a special case of (2.2), introduced by To´th [17] where
λ = +∞, that is complete single-site exclusion (hard-core). The properties of this model
in the canonical ensemble were first obtained by To´th using probabilistic methods. Later
Penrose [13] and Kirson [9] obtained equivalent results. In the grand-canonical ensemble the
model is equivalent to the strong-coupling BCS model (see for example Angelescu [2]). Here
we recall the thermodynamic properties of the model in the canonical ensemble as given by
Penrose.
For ρ ∈ (0, 1), let
g(ρ) =

1
1− 2ρ ln
(
1− ρ
ρ
)
if ρ 6= 1/2,
2 if ρ = 1/2.
For each β ≥ 2 the equation β = g(ρ) has a unique solution in (0, 1/2] denoted by ρβ (see
Fig.1). We define ρβ := 1/2 for β < 2.
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Figure 1: Definition of ρβ
Theorem 2.1 (Penrose [10], Theorem 1)
The free energy per site at inverse temperature β as a function of the particle density ρ ∈
[0, 1], fβ(ρ), is given by
fβ(ρ) =

ρ+
1
β
(ρ ln ρ+ (1− ρ) ln(1− ρ)) if ρ ∈ [0, ρβ] ∪ [1− ρβ , 1],
ρ2 + ρβ(1− ρβ) + 1
β
(ρβ ln ρβ + (1− ρβ) ln(1− ρβ)) if ρ ∈ [ρβ, 1− ρβ ].
The density of particles in the ground state in the thermodynamic limit is given by
ρcβ = lim
n,V→∞
n/V=ρ
1
V 2
∑
x,y∈ΛV
〈a∗xay〉 (2.3)
where 〈 · 〉 denotes the canonical expectation for n particles. Penrose showed that for certain
values of ρ and β, Bose-Einstein condensation occurs, that is, ρcβ > 0. The Bose-condensate
density is given in the following theorem.
Theorem 2.2 (Penrose [10], Theorem 2)
The Bose-condensate density, ρcβ at inverse temperature β as a function of the particle density
ρ ∈ [0, 1], is given by
ρcβ =
{
0 if ρ ∈ [0, ρβ] ∪ [1− ρβ, 1],
(ρ− ρβ)(1− ρ− ρβ) if ρ ∈ [ρβ , 1− ρβ ].
We note that both fβ(ρ) − ρ and the condensate density ρcβ are symmetric about ρ = 1/2.
This can easily seen by interchanging particles and holes. The Boson states being symmetric
can be labelled unambiguously by the sites they occupy but equivalently they can be labelled
by the sites they do not occupy (holes).
4Before proceeding to the study of cycle statistics we need to define the n-particle Hamiltonian
more carefully. The single particle Hilbert space isHV := CV and on it we define the operator
HV = I − PV
where PV is the orthogonal projection onto the unit vector
gV =
1√
V
(1, 1, . . . , 1) ∈ HV .
In terms of the usual basis vectors of HV , {ei | i = 1 . . . V }, PV is given by
PV ei =
1
V
V∑
j=1
ej.
Thus HV is the orthogonal projection onto the subspace orthogonal to gV . For an operator
A on HV , we define A(n) on H(n)V = HV ⊗HV ⊗ · · · ⊗ HV︸ ︷︷ ︸
n times
by
A(n) = A⊗ I ⊗ . . .⊗ I + I ⊗A⊗ . . .⊗ I + . . .+ I ⊗ I ⊗ . . .⊗ A.
With this notation we can define the non-interacting n-particle Hamiltonian H
(n)
V acting on
the unsymmetrised Hilbert space H(n)V as:
H
(n)
V = I
(n) − P (n)V
= n− PV ⊗ I ⊗ · · · ⊗ I − I ⊗ PV ⊗ I ⊗ · · · ⊗ I − · · · − I ⊗ I ⊗ · · · ⊗ PV .
For bosons we have to consider the symmetric subspace of H(n)V . The symmetrisation pro-
jection σn+ on H(n)V is defined by
σn+ =
1
n!
∑
π∈Sn
Uπ (2.4)
where Uπ : H(n)V 7→ H(n)V is the unitary representation of the permutation group Sn on H(n)V
defined by
Uπ(φ1 ⊗ φ2 ⊗ · · · ⊗ φn) = φπ(1) ⊗ φπ(2) ⊗ · · · ⊗ φπ(n), φj ∈ HV , j = 1, . . . , n; pi ∈ Sn.
Then the symmetric n-particle subspace is H(n)V ,+ := σn+H(n)V .
When H
(n)
V is restricted to H(n)V ,+, we obtain
1
2V
∑
x,y∈ΛV
(a∗x − a∗y)(ax − ay).
We introduce the hard-core interaction by applying a projection to H(n)V to forbid more than
one particle from occupying each site. Let {ei}Vi=1 be the usual orthonormal basis for HV .
We then define the hard core projection Phcn on H(n)V by
Phcn (ei1 ⊗ ei2 ⊗ · · · ⊗ ein) =
{
0 if eik = eik′ for some k 6= k′,
ei1 ⊗ ei2 ⊗ · · · ⊗ ein otherwise.
(2.5)
5We shall call Hhcn,V := Phcn H(n)V the unsymmetrised hard-core n-particle space and
Hhcn,V ,+ := Phcn H(n)V ,+ the symmetric hard-core n-particle space. Note that as [Uπ,Phcn ] = 0
for all pi ∈ Sn, Phcn commutes with the symmetrisation and so Hhcn,V ,+ = σn+Hhcn,V .
The hard-core n-particle Hamiltonian is then
Hhcn,V := Phcn H(n)V Phcn (2.6)
acting on the hard-core n-particle space Hhcn,V . Therefore the Hamiltonian for the infinite-
range Bose-Hubbard model with hard-core is (2.6) acting on the symmetric hard-core
n-particle space Hhcn,V ,+.
We shall now analyse the cycle statistics of this model.
Using (2.4), the canonical partition function for the hard-core boson model may be written
as
Zβ(n, V ) = traceHhcn,V ,+
[
e−βH
hc
n,V
]
= traceHhcn,V
[
σn+e
−βHhcn,V
]
=
1
n!
∑
π∈Sn
traceHhcn,V
[
Uπe
−βHhcn,V
]
.
Following [5], we define a probability measure on the permutation group Sn by
P
n
V (pi) =
1
Zβ(n, V )
1
n!
traceHhcn,V
[
Uπe
−βHhcn,V
]
. (2.7)
From the random walk formulation (see for example [17]) one can see that the kernel of
e−βH
hc
n,V is positive and therefore the righthand side of (2.7) is positive.
Each permutation pi ∈ Sn can be decomposed uniquely into a number of cyclic permutations
of lengths q1, q2, . . . , qr with r ≤ n and q1+ q2+ · · ·+ qr = n. For q ∈ {1, 2, . . . , n}, let Nq(pi)
be the random variable corresponding to the number of cycles of length q in pi. Then the
expectation of the number of q-cycles in the canonical ensemble is:
E
n
V
(Nq) =
n∑
r=1
rPn
V
(Nq=r)
and the average density of particles in q-cycles for the system of n bosons is
cn
V
(q) =
q En
V
(Nq)
V
. (2.8)
This brings us then to the following definition.
Definition 1 The expected density of particles on cycles of infinite length is given by
ρlong
β
= lim
Q→∞
lim
n,V→∞
n/V=ρ
n∑
q=Q+1
cn
V
(q). (2.9)
For the free Bose gas, the mean field and the perturbed mean field Bose gas, it has been
shown that ρlongβ = ρ
c
β
, the condensate density. For our model, the situation is different.
Below we state the main result of this paper:
6Theorem 2.3 The expected density of particles on cycles of infinite length, ρlongβ , at inverse
temperature β as a function of the particle density ρ ∈ [0, 1], is given by
ρlong
β
=
{
0 if ρ ∈ [0, ρβ] ∪ [1− ρβ, 1],
ρ− ρβeβ(ρ−ρβ) if ρ ∈ [ρβ, 1− ρβ].
We note that (see Fig.2):
• ρlongβ = 0 if and only if ρcβ = 0.
• ρlongβ is not symmetric with respect to ρ = 1/2. As mentioned above the symmetry
of the model about ρ = 1/2 is due to the particle-hole symmetry. But the equivalent
labelling of states by sets of occupied or unoccupied sites (particles and holes) cannot
be used for distinguishable particles. We shall see (Proposition 3.1) that the q-cycle
occupation density cnV (q) involves q distinguishable particles and n − q bosons and
therefore the particle-hole symmetry is broken.
• When ρcβ > 0, ρlongβ starts below ρcβ since its slope at ρβ is equal to 1− 2ρβ while ρcβ has
slope 1− βρβ and β > 2. Conversely, ρlongβ finishes above ρcβ since its slope at 1− ρβ is
less than that of ρc
β
.
0.2 0.4 0.6 0.8
ρβ
long
cρβ
1 - ρβ
1.00.0 ρ
ρβ
Figure 2: ρcβ and ρ
long
β for β > 2
3 Proof of the Main Result
In this section we shall prove Theorem 2.3. First we note that if n/V = ρ, then
n∑
q=1
cnV (q) = ρ, (3.1)
7so that if we define
ρshortβ = lim
Q→∞
lim
n,V→∞
n/V=ρ
Q∑
q=1
cnV (q)
we have
ρlong
β
= ρ− ρshort
β
.
For ρshortβ we can interchange the sum over q and limn,V→∞
n/V=ρ
,
ρshort
β
= lim
Q→∞
Q∑
q=1
lim
n,V→∞
n/V=ρ
cn
V
(q),
making it much easier to calculate. In fact we shall prove that:
ρshort
β
=
{
ρ if ρ ∈ [0, ρβ] ∪ [1− ρβ, 1],
ρβe
β(ρ−ρβ ) if ρ ∈ [ρβ, 1− ρβ].
(3.2)
The proof is in four steps. The first step is to obtain a convenient expression for cn
V
(q),
the mean density of particles belonging to a cycle of length q. We shall denote the unitary
representation of a q-cycle by Uq : H(q)V →H(q)V , that is
Uq(φi1 ⊗ · · · ⊗ φin) = φi2 ⊗ . . . φiq ⊗ φi1.
When there is no ambiguity we shall use the same notation Uq for Uq ⊗ I(n−q) : H(n)V → H(n)V
where I is the identity operator. Note that [Uq,Phcn ] = 0 and [Uq, σn+] = 0.
Proposition 3.1
cn
V
(q) =
1
Zβ(n, V )
1
V
traceHhcq,n,V
[
Uqe
−βHhcn,V
]
where Hhcq,n,V := Phcn (H(q)V ⊗H(n−q)V ,+ ).
Note that though we write this proposition for our special case, in fact cn
V
(q) can be expressed
in this form for any Boson model with a symmetric Hamiltonian.
By using cycle statistics, we split our symmetric hard-core Hilbert space Hhcn,V ,+ into a tensor
product of two spaces, an unsymmetrised q-particle space H(q)V and a symmetric n−q particle
space H(n−q)V ,+ , with the hard-core projection applied. Writing
A(q) := A(q) ⊗ I(n−q) and A(n−q) := I(q) ⊗A(n−q)
for any operator A on HV , we can express our Hamiltonian (2.6) on Hhcq,n,V as follows:
Hhcn,V = Phcn
(
n− P (q)V − P (n−q)V
)
Phcn .
Let P˜
(q)
V = Phcn P (q)V Phcn and define the following reduced Hamiltonian
H˜hcq,n,V = Phcn
(
n− P (n−q)V
)
Phcn , (3.3)
8so that
Hhcn,V = H˜
hc
q,n,V − P˜ (q)V .
The next step is to estimate the effect of neglecting the action of the P˜
(q)
V term (equivalent
to the hopping of the q particles) in the unsymmetrised space. Let
c˜ nV (q) =
1
Zβ(n, V )
1
V
traceHhcq,n,V
[
Uqe
−β eHhcq,n,V
]
, (3.4)
and define
Zβ(λ, n, V ) = traceHhcn,V ,+
[
e−βH
hc
λ,n,V
]
where
Hhcλ,n,V = Phcn
(
n− λP (n)V
)
Phcn . (3.5)
Then we have the following estimate.
Proposition 3.2
|c nV (q)− c˜ nV (q)| ≤
(1− e−βq)
V
Zβ(
V−q
V
, n− q, V − q)
Zβ(n, V )
.
In the third step we obtain the limit of the ratio on the righthand side of the last inequality:
Proposition 3.3
lim
n,V→∞
n/V=ρ
Zβ(
V−q
V
, n− q, V − q)
Zβ(n, V )
=
{
ρq eβq if ρ ∈ [0, ρβ] ∪ [1− ρβ, 1],
ρq
β
eβq(1+ρ−ρβ) if ρ ∈ [ρβ, 1− ρβ].
(3.6)
The final step is a simple proposition where we check the following:
Proposition 3.4 c˜ n
V
(q) = 0 if q > 1 and
lim
n,V→∞
n/V=ρ
c˜ n
V
(1) =
{
ρ if ρ ∈ [0, ρβ] ∪ [1− ρβ, 1],
ρβ e
β(ρ−ρβ) if ρ ∈ [ρβ, 1− ρβ].
(3.7)
Using these four results the main result, Theorem 2.3 follows very easily. From Propositions
3.2 and 3.3 we have
lim
n,V→∞
n/V=ρ
c n
V
(q) = lim
n,V→∞
n/V=ρ
c˜ n
V
(q).
Since by Proposition 3.4, c˜ n
V
(q)=0 if q > 1, it follows that
ρshort
β
= lim
n,V→∞
n/V=ρ
c n
V
(1) =
{
ρ if ρ ∈ [0, ρβ] ∪ [1− ρβ, 1],
ρβe
β(ρ−ρβ) if ρ ∈ [ρβ, 1− ρβ]
which is the required result.
In the next four subsections we prove the results stated above.
93.1 Proof of Proposition 3.1
We recall the following facts on the permutation group.
• The decomposition into cycles leads to a partition of Sn into equivalence classes of per-
mutations with the same cycle structure Cq, where q = [q1, q2, . . . , qr] is an unordered
r-tuple of natural numbers with q1 + q2 + · · ·+ qr = n.
• Two permutation pi′ and pi′′ belong to the same class if and only if they are conjugate
in Sn, i.e. if there exists a pi ∈ Sn such that
pi′′ = pi−1pi′pi. (3.8)
• The number of permutations belonging to the class Cq is
n!
nq!(q1q2 . . . qr)
(3.9)
with nq! = n1!n2! . . . nj ! . . . and nj is the number of cycles of length j in q.
We observe that since our Hamiltonian is symmetric ([Hhcn,V , Uπ] = 0, pi ∈ Sn) and therefore
for pi′, pi′′ ∈ Cq, one has by (3.8)
traceHhcn,V
[
Uπ′′e
−βHhcn,V
]
= traceHhcn,V
[
U−1π Uπ′Uπe
−βHhcn,V
]
= traceHhcn,V
[
U−1π Uπ′e
−βHhcn,V Uπ
]
= traceHhcn,V
[
Uπ′e
−βHhcn,V
]
.
(3.10)
For q ∈ N, let Nq(pi) be the number of cycles of length q in pi.
Let rj denote the number of cycles of length j. Then
∑
j jrj = n and the corresponding
number of permutations this cycle structure is n!/
∏
j j
rjrj! (from (3.9)). Denote (rj) the
class of permutations with such a cycle structure. Then
P
n
V
(Nq=r) =
1
Zβ(n, V )
1
n!
∑
(rj)
rq=r
∑
π∈(rj)
traceHhcn,V
[
Uπe
−βHhcn,V
]
=
1
Zβ(n, V )
1
n!
∑
(rj)
rq=r
n!∏
j≥1 j
rjrj!
traceHhcn,V
[
Uπ˜e
−βHhcn,V
]
where p˜i is any permutation with cycle distribution (rj). Suppose that r ≥ 1 and consider
a permutation where the first q indices belong to the same cycle of length q. Let pi′ denote
the permutation of the remaining n− q indices. We have
Uπ = Uq ⊗ Uπ′
10
and pi′ has cycle structure (rj − δjq). Then
P
n
V (Nq=r) =
1
Zβ(n, V )
1
n!
∑
(rj),
P
jrj=n−q
rq=r−1
(n− q)!∏
j≥1 j
rjrj!
n!
qr(n− q)!traceHhcn,V
[
(Uq ⊗ Uπ′)e−βHhcn,V
]
=
1
Zβ(n, V )
1
qr(n− q)!
∑
π′∈Sn−q
traceHhcn,V
[
(Uq ⊗ Uπ′)e−βHhcn,V
]
Then the canonical expectation of the number of q-cycles is found to be
E
n
V (Nq) =
∞∑
r=0
rPnV (Nq = r)
=
1
Zβ(n, V )
1
q(n− q)!
∑
π′∈Sn−q
traceHhcn,V
[
(Uq ⊗ Uπ′)e−βHhcn,V
]
=
1
Zβ(n, V )
1
q(n− q)!
∑
π′∈Sn−q
trace
H
(n)
V
[
Phcn (Uq ⊗ Uπ′)e−βH
hc
n,V Phcn
]
=
1
Zβ(n, V )
1
q
trace
H
(q)
V ⊗H
(n−q)
V ,+
[
Phcn (Uq ⊗ I(n−q))e−βH
hc
n,V Phcn
]
=
1
Zβ(n, V )
1
q
trace
Phcn (H
(q)
V ⊗H
(n−q)
V ,+ )
[
(Uq ⊗ I(n−q))e−βHhcn,V
]
.
Since
cnV (q) =
q En
V
(Nq)
V
we have proved Proposition 3.1.
3.2 Proof of Proposition 3.2
To prove Proposition 3.2 we have to obtain an upper bound for∣∣∣traceHhcq,n,V [Uqe−βHhcn,V ] − traceHhcq,n,V [Uqe−β eHhcq,n,V ]∣∣∣
In order to do this we first shall introduce some notation and make some remarks before
proceeding.
Let Λ
(n−q)
V+ be the family of sets of n− q distinct points of ΛV . For k = {k1, k2, . . . , kn−q} ∈
Λ
(n−q)
V+ let
|k〉 := σn−q+ (ek1 ⊗ ek2 ⊗ · · · ⊗ ekn−q).
Then {|k〉 |k ∈ Λ(n−q)V+ } is an orthonormal basis for Hhc(n−q),V ,+ := Phcn−qH(n−q)V+ .
Similarly let Λ
(q)
V be the set of ordered q-tuples of distinct indices of ΛV and for i =
(i1, i2, . . . , iq) ∈ Λ(q)V let
|i〉 := ei1 ⊗ ei2 ⊗ · · · ⊗ eiq .
11
Then {|i〉 | i ∈ Λ(q)V } is an orthonormal basis for Hhcq,V := Phcq H(q)V .
If k ∈ Λ(n−q)V+ and i ∈ Λ(q)V we shall write k ∼ i if {k1, k2, . . . , kn−q} ∩ {i1, i2, . . . , iq} = ∅ and
we shall use the notation
|i;k〉 := |i〉 ⊗ |k〉.
Then a basis forHhcq,n,V may be formed by taking the tensor product of the bases of Hhc(n−q),V ,+
and Hhcq,V where we disallow particles from appearing in both spaces simultaneously. Thus
the set {|i;k〉 |k ∈ Λ(n−q)V+ , i ∈ Λ(q)V , k ∼ i} is an orthonormal basis for Hhcq,n,V .
We shall need also the following facts. For simplicity we shall write H˜ and P˜ for H˜hcq,n,V and
P˜
(q)
V respectively, as defined in equation (3.3).
Let P(n−q)i be the projection of Hhc(n−q),V ,+ onto a space with none of the n − q particles at
the points i1, i2, . . . , iq (so there are V − q available sites for n − q particles) and not more
than one particle at any site. Then
Remark 3.1 For i ∼ k, if s > 0
e−β
eHs|i;k〉 = |i; e−βHisk〉e−βqs (3.11)
where H i = P(n−q)i ((n− q)− P (n−q)V )P(n−q)i .
This can be seen as follows: For i ∼ k,
H˜|i;k〉 = Phcn (n− P (n−q)V )Phcn |i;k〉
= qPhcn |i;k〉+ Phcn |i; ((n− q)− P (n−q)V )k〉
= q|i;k〉+ |i;P(n−q)i ((n− q)− P (n−q)V )k〉
= q|i;k〉+ |i;H ik〉.
Remark 3.2 For i ∼ k,
H i|k〉 = (n− q)|k〉 − 1
V
n−q∑
l=1
∑
j /∈ i∪k\{kl}
|(k1, k2, . . . , k̂l, j, . . . , kn−q)〉 (3.12)
where the hat symbol implies the term is removed from the sequence, while from (3.5), for
k ∈ H(n−q)V−q,+ we have
Hhcλ,n−q,V−q|k〉 = (n− q)|k〉 −
λ
V − q
n−q∑
l=1
V−q∑
j=1
j /∈k\{kl}
|(k1, k2, . . . , k̂l, j, . . . , kn−q)〉. (3.13)
Thus H i is unitarily equivalent to Hhc(V−q)/V , n−q,V−q and
traceHhcq,n,V
[
P(n−q)i e−β eH
iP(n−q)i
]
= Zβ ((V−q)/V, n−q, V−q) . (3.14)
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Remark 3.3 For s, α ∈ R(
P(n−q)i e−s eH
iP(n−q)i
)α
= P(n−q)i e−sα eH
iP(n−q)i .
We expand
traceHhcq,n,V
[
Uqe
−βHhcn,V
]
= traceHhcq,n,V
[
Uqe
−β( eH− eP )
]
in a Dyson series in powers of P˜ . If m ≥ 1, the mth term is
Xm := β
m
∫ 1
0
ds1
∫ s1
0
ds2 . . .
∫ sm−1
0
dsm traceHhcq,n,V
[
e−β
eH(1−s1)P˜ e−β
eH(s1−s2)P˜ · · ·
· · · P˜ e−β eH(sm−1−sm)P˜ e−β eHsmUq
]
.
Recall that P˜ := Phcn P (q)V Phcn where
P
(q)
V = PV ⊗ I ⊗ · · · ⊗ I + I ⊗ PV ⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ I ⊗ PV (3.15)
has q terms, so in the above trace we have m instances of this form. Let P
(q)
r = I ⊗ · · · ⊗
PV︸︷︷︸
rth place
⊗ · · · ⊗ I, and let P˜r = Phcn P (q)r Phcn .
Then we can write
Xm = β
m
∫ 1
0
ds1
∫ s1
0
ds2 . . .
∫ sm−1
0
dsm
q∑
r1=1
· · ·
q∑
rm=1
× traceHhcq,n,V
[
e−β
eH(1−s1)P˜r1e
−β eH(s1−s2)P˜r2 · · · P˜rm−1e−β eH(sm−1−sm)P˜rme−β eHsmUq
]
.
In terms of the basis of Hhcq,n,V we may write the expression for Xm as
Xm = β
m
∫ 1
0
ds1
∫ s1
0
ds2 . . .
∫ sm−1
0
dsm
q∑
r1=1
· · ·
q∑
rm=1
∑
k0,... ,km
∑
i0∼k0
· · ·
∑
im∼km
〈i0;k0|e−β eH(1−s1)P˜r1|i1;k1〉〈i1;k1|e−β eH(s1−s2)P˜r2 |i2;k2〉 · · ·
· · · 〈im−1;km−1|e−β eH(sm−1−sm)P˜rm |im;km〉〈im;km|e−β eHsmUq|i0;k0〉 (3.16)
where it is understood that the i summations are over Λ
(q)
V and the k summations are over
Λ
(n−q)
V+ . Note that for i ∼ k
P˜r|i;k〉 = 1
V
∑
l=1...V
l /∈k; l 6=i1...bir ...iq
|(i1, · · · , îr, l, · · · , iq);k〉 (3.17)
where again the hat symbol implies that the term is removed from the sequence.
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Consider one of the inner products in the expression (3.16) for Xm, using (3.11) and (3.17)
above. For i ∼ k and j ∼ k′:
〈i;k | e−βs eHP˜r|j;k′〉 = e
−βqs
V
∑
l=1...V
l /∈k′; l 6=j1,...bjr,...jq
〈i | (j1, · · · , ĵr, l, · · · , jq)〉〈k | e−βsHi|k′〉
=
e−βqs
V
∑
l=1...V
l /∈k′; l 6=j1,..., bjr,...,jq
δi1j1 . . . δ̂irjr δirl . . . δiqjq〈k|e−βsH
i |k′〉.
In summing over l we replace l by ir and the result is non-zero only if ir /∈ k′ and ir 6=
j1, . . . , ĵr, . . . , jq. However this last condition is not necessary because if ir = js (s 6= r) then
js 6= is and we get zero. Also if for some s 6= r, is ∈ k′ then once again js 6= is. We can
therefore replace the condition ir /∈ k′ by i ∼ k′. Using I for the indicator function, we have
〈i;k | e−βs eHP˜r|j;k′〉 = e
−βqs
V
δi1j1 . . . δ̂irjr . . . δiqjq〈k|e−βsH
i |k′〉I(i∼k′)
=
e−βqs
V
δi1j1 . . . δ̂irjr . . . δiqjq〈k|P(n−q)i e−βsH
iP(n−q)i |k′〉
Now if we sum over j ∼ k′, with i ∼ k and for a fixed r:∑
j∼k′
〈i;k|e−β eHsP˜r|j;k′〉〈j;k′| = e
−βsq
V
〈k|P(n−q)i e−βH
isP(n−q)i |k′〉
×
∑
jr=1...V
jr /∈k′∪i\{ir}
〈(i1, . . . , ir−1, jr, ir+1, . . . , iq);k′|.
It is convenient to define the operation [r, x](i) which inserts the value of x in the rth
position of i instead of ir. So for example taking the ordered triplet i = (5, 4, 1), then
[2, 8](i) = (5, 8, 1). For brevity we shall denote the composition of these operators as
[rk, xk; . . . ; r2, x2; r1, x1] := [rk, xk] ◦ · · · ◦ [r2, x2] ◦ [r1, x1].
Thus the final term in the above expression may be rewritten as 〈[r, jr](i);k′|.
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Performing two summations for fixed r1 and r2 we get:∑
i1∼k1
∑
i2∼k2
〈i0;k0|e−βs eHP˜r1|i1;k1〉〈i1;k1|e−βt eH P˜r2|i2;k2〉〈i2;k2|
=
e−βq(s+t)
V 2
∑
i1r1 /∈k
1∪i0\{i0r1}
∑
i2r2 /∈k
2∪[r1,i1r1 ](i
0)\{i0r2}
〈k0|Pi0 e−βsHi
0 Pi0 |k1〉
× 〈k1|P[r1,i1r1 ](i0) e
−βtH
[r1,i
1
r1
](i0) P[r1,i1r1 ](i0)|k
2〉〈[r1, i1r1 ; r2, i2r2](i0);k2|
=
e−βq(s+t)
V 2
∑
i1r1 /∈i
0\{i0r1}
∑
i2r2 /∈k
2∪[r1,i1r1 ](i
0)\{i0r2}
〈k0| Pi0 e−βsHi
0 Pi0 |k1〉
× 〈k1| P[r1,i1r1 ](i0) e
−βtH
[r1,i
1
r1
](i0) P[r1,i1r1 ](i0) |k
2〉〈[r2, i2r2 ; r1, i1r1](i0);k2|
due to the fact that P[r1,i1r1 ](i0)|k1〉 = 0 if i1r1 ∈ k1. We may apply this to all inner product
terms of (3.16) except the final one. Note we sum over the V sites of the lattice, with certain
points excluded in each case.
For the final inner product of (3.16) we obtain:
〈[rm, imrm; . . . ; r2, i2r2 ; r1, i1r1](i0);km|e−βsm
eHUq|i0;k0〉
= e−βqsm〈[rm, imrm ; . . . ; r2, i2r2 ; r1, i1r1](i0);km|e−βsmH
[rm,i
m
rm ; ... ;r2,i
2
r2
;r1,i
1
r1
](i0)
Uq|i0;k0〉
= e−βqsm〈km|e−βsmH[rm,i
m
rm
; ... ;r2,i
2
r2
;r1,i
1
r1
](i0)|k0〉 〈[rm, imrm ; . . . ; r2, i2r2 ; r1, i1r1](i0)|Uqi0〉
= e−βqsm〈km|P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)e
−βsmH
[rm,i
m
rm
; ... ;r2,i
2
r2
;r1,i
1
r1
](i0)P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)|k
0〉
× 〈[rm, imrm ; . . . ; r2, i2r2; r1, i1r1](i0)|Uqi0〉.
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Applying this to the whole tracial expression of (3.16) we obtain
Xm = e
−βq β
m
V m
∑
k0...km
∑
i0
∑
i1r1 /∈i
0\{i0r1}
∑
i2r2 /∈[r1,i
1
r1
](i0)\{i1r2}
· · ·
∑
imrm /∈[rm−1,i
m−1
rm−1
; ... ;r2,i2r2 ;r1,i
1
r1
](i0)\{im−1rm }
〈k0|Pi0e−β(1−s1) eHi
0Pi0|k1〉
〈k1|P[r1,i1r1 ](i0)e
−β(s1−s2) eH[r1,i
1
r1
](i0)P[r1,i1r1 ](i0)|k
2〉
〈k2|P[r2,i2r2 ;r1,i1r1 ](i0)e
−β(s2−s3) eH[r2,i
2
r2
;r1,i
1
r1
](i0)P[r2,i2r2 ;r1,i1r1 ](i0)|k
3〉
· · ·
〈km|P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)e
−βsm eH[rm,i
m
rm
; ... ;r2,i
2
r2
;r1,i
1
r1
](i0)P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)|k
0〉
〈[rm, imrm ; . . . ; r2, i2r2; r1, i1r1](i0)|Uqi0〉
= e−βq
βm
V m
∑
i0
∑
i1r1 /∈i
0\{i0r1}
∑
i2r2 /∈[r1,i
1
r1
](i0)\{i1r2}
· · ·
∑
imrm /∈[rm−1,i
m−1
rm−1
; ... ;r2,i2r2 ;r1,i
1
r1
](i0)\{im−1rm }
〈[rm, imrm ; . . . ; r2, i2r2; r1, i1r1](i0)|Uqi0〉
traceHhc
(n−q),V ,+
[
Pi0e−β(1−s1) eHi
0Pi0Pi1r1 (i0)e
−β(s1−s2) eHi
1
r1
(i0)Pi1r1 (i0) · · ·
· · · P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)e
−βsm eH[rm,i
m
rm
; ... ;r2,i
2
r2
;r1,i
1
r1
](i0)P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)
]
.
From the Ho¨lder inequality (see Manjegani [10]), for finite dimensional non-negative matrices
A1, A2, . . . , Am+1 we have the inequality
∣∣trace (A1A2 . . . Am+1)∣∣ ≤ trace ∣∣A1A2 . . . Am+1∣∣ ≤ m+1∏
k=1
(
traceApkk
) 1
pk
where
∑m+1
k=1
1
pk
= 1, pi > 0.
Set p1 =
1
1−s1
, p2 =
1
s1−s2
, . . . , pm =
1
sm−1−sm
, pm+1 =
1
sm
. Taking the modulus of the above
trace∣∣∣∣∣traceHhc(n−q),V ,+
[
Pi0e−β eHi
0
(1−s1)Pi0P[r1,i1r1 ](i0)e
−β eH[r1,i
1
r1
](i0)
(s1−s2)P[r1,i1r1 ](i0) · · ·
· · · P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)e
−β eH[rm,i
m
rm
; ... ;r2,i
2
r2
;r1,i
1
r1
](i0)
(sm)P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)
]∣∣∣∣∣
≤ traceHhc
(n−q),V ,+
[
Pi0e−β eHi
0Pi0
]1−s1
traceHhcn−q,V
[
P[r1,i1r1 ](i0)e
−β eH[r1,i
1
r1
](i0)P[r1,i1r1 ](i0)
]s1−s2
· · ·
···traceHhc
(n−q),V ,+
[
P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)e
−β eH[rm,i
m
rm ; ... ;r2,i
2
r2
;r1,i
1
r1
](i0)P[rm,imrm ; ... ;r2,i2r2 ;r1,i1r1 ](i0)
]sm
.
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Since the trace is independent of the V − q sites {i0, [r1, i1r1](i0), . . . , [rm, imrm ; . . .
; r2, i
2
r2 ; r1, i
1
r1](i
0)}, and therefore using Remark 3.3, the product of all the trace terms above
is equal to
traceHhc
(n−q),V ,+
[
Ple−β eHlPl
]
with l = {V − q + 1, V − q + 2, . . . , V } and from Remark 3.2,
traceHhc
(n−q),V ,+
[
Ple−β eHlPl
]
= Zβ ((V−q)/V, n−q, V−q) . (3.18)
Consider the sum∑
i0
∑
i1r1 /∈i
0\{i0r1}
∑
i2r2 /∈[r1,i
1
r1
](i0)\{i1r2}
· · ·
· · ·
∑
imrm /∈[rm−1,i
m−1
rm−1
; ... ;r2,i2r2 ;r1,i
1
r1
](i0)\{im−1rm }
〈[rm, imrm ; . . . ; r2, i2r2 ; r1, i1r1](i0)|Uqi0〉. (3.19)
If {r1, r2, . . . , rm} 6= {1, 2, . . . , q}, then |[rm, imrm ; . . . ; r2, i2r2 ; r1, i1r1](i0)〉 is of the form
|j1, j2, . . . , jn1, i0n1+1, . . . , i0n2, jn2+1, . . . , jn3 , i0n3+1, . . . , i0n4 , jn4+1, . . . . . .〉
where {n1, n2, . . . } is a non-empty ordered set of distinct integers between 0 and q. This
state is clearly orthogonal to Uqi
0 for any q. Note that this situation does not arise if q = 1.
Note also that this is always the case if m < q.
We may bound the remaining sum corresponding to terms for which {r1, r2, . . . , rm} =
{1, 2, . . . , q} by
≤
∑
i0
V∑
i1r1=1
V∑
i2r2=1
· · ·
V∑
imrm=1︸ ︷︷ ︸
where [rm, i
m
rm
; . . . ; r2, i
2
r2
; r1, i
1
r1
]
has distinct indices
〈[rm, imrm ; . . . ; r2, i2r2; r1, i1r1 ](i0)|Uqi0〉.
Observe that in this case |[rm, imrm ; . . . ; r2, i2r2; r1, i1r1 ](i0)〉 is independent of i0 so we may take
it to be
|[rm, imrm ; . . . ; r2, i2r2 ; r1, i1r1](s0)〉
where s0 = (1, 2, 3, . . . , q). Then we can interchange the i0 summation with the others, and
for each choice of i1r1, i
2
r2
, . . . , imrm there exists only one possible i
0 ∈ Λ(q)V such that
〈[rm, imrm ; . . . ; r2, i2r2; r1, i1r1](i0)|Uqi0〉 6= 0
So we may conclude that∑
i0
∑
i1r1 /∈i
0\{i0r1}
∑
i2r2 /∈[r1,i
1
r1
](i0)\{i1r2}
· · ·
· · ·
∑
imrm /∈[rm−1,i
m−1
rm−1
; ... ;r2,i2r2 ;r1,i
1
r1
](i0)\{im−1rm }
〈[rm, imrm ; . . . ; r2, i2r2 ; r1, i1r1](i0)|Uqi0〉 ≤ V m. (3.20)
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Applying this, we see that the modulus of the integrated mth term of the Dyson series may
bounded above by
|Xm| ≤ e−βqβ
m
m!
1
V m
Zβ ((V−q)/V, n−q, V−q)
q∑
r1=1
· · ·
q∑
rm=1
×
∑
i0
∑
i1r1 /∈i
0\{i0r1}
∑
i2r2 /∈[r1,i
1
r1
](i0)\{i1r2}
· · ·
· · ·
∑
imrm /∈[rm−1,i
m−1
rm−1
; ... ;r2,i2r2 ;r1,i
1
r1
](i0)\{im−1rm }
〈[rm, imrm ; . . . ; r2, i2r2 ; r1, i1r1](i0)|Uqi0〉.
≤ e−βqβ
m
m!
1
V m
Zβ ((V−q)/V, n−q, V−q)
q∑
r1=1
· · ·
q∑
rm=1
V m
= e−βq
qmβm
m!
Zβ ((V−q)/V, n−q, V−q) .
Noting that the zeroth term of the Dyson series is
X0 = traceHhcq,n,V
[
Uqe
−β eH
]
,
we may re-sum the series to obtain∣∣∣∣∣traceHhcq,n,V [Uqe−βHhcn,V ]−traceHhcq,n,V [Uqe−β eH]
∣∣∣∣∣ ≤ e−βqZβ ((V−q)/V, n−q, V−q)
∞∑
m=1
qmβm
m!
.
Thus
|cn
V
(q)− c˜n
V
(q)| = 1
V
∣∣∣∣∣∣
traceHhcq,n,V
[
Uqe
−βHhcn,V
]
− traceHhcq,n,V
[
Uqe
−β eH
]
Zβ(n, V )
∣∣∣∣∣∣
≤ e
−βq
V
Zβ ((V−q)/V, n−q, V−q)
Zβ(n, V )
∞∑
m=1
qmβm
m!
=
e−βq
V
(eβq − 1)Zβ ((V−q)/V, n−q, V−q)
Zβ(n, V )
.
3.3 Proof of Proposition 3.3
Recall that we have
Zβ(n− q, V − q) = traceHhcn−q,V−q,+ [e
−βHhcn−q,V−q ] = e−β(n−q) traceHhcn−q,V−q,+
[
eβP
hc
n−qP
n−q
V−qP
hc
n−q
]
(3.21)
while
Zβ ((V−q)/V, n−q, V−q) = traceHhcn−q,V−q,+[e
−βHhc
(V−q)/V,n−q,V−q ]
= e−β(n−q) traceHhcn−q,V−q,+
[
eβ(
V−q
V
)Phcn−qP
n−q
V−qP
hc
n−q
]
. (3.22)
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Comparison of (3.21) and (3.22) yields
Zβ ((V−q)/V, n−q, V−q) = e−β
q
V
(n−q) Zβ(V−q
V
)(n− q, V − q)
and thus we have to analyse the following ratio:
e−β
q
V
(n−q)Zβ(V−q
V
)(n− q, V − q)
Zβ(n, V )
. (3.23)
Penrose in [13] gave an explicit expression for Zβ(n, V ):
Zβ(n, V ) =
min(n,V−n)∑
r=0
z(r, n, V, β),
where
z(r, n, V, β) :=
(
V − 2r + 1
V − r + 1
)(
V
r
)
exp
{
− β
V
[
V r − r2 + r + n2 − n]} .
He also proved that if hV : [0,min(ρ, 1− ρ)]→ R converges uniformly in [0,min(ρ, 1− ρ)] as
V →∞ to a continuous function h : [0,min(ρ, 1− ρ)]→ R, then
lim
n,V→∞
n/V=ρ
1
Zβ(n, V )
min(n,V−n)∑
r=0
hV (
r
V
) z(r, n, V, β) =

h(ρ), if ρ ∈ [0, ρβ],
h(ρβ), if ρ ∈ [ρβ , 1− ρβ ],
h(1− ρ), if ρ ∈ [1− ρβ, 1].
(3.24)
We wish to express the ratio in (3.23) in the form of the lefthand side of (3.24). We have
Zβ(V−q
V
)(n− q, V − q) =
min(n−q,V−n)∑
r=0
(
V − q − 2r + 1
V − q − r + 1
)(
V − q
r
)
× exp
{
− β
V
[
r(V − q)− r2 + r + (n− q)2 − (n− q)]}
For the case ρ > 1
2
, for large V , n − q > V − n we must sum from zero to V − n and a
straightforward calculation then gives
e−β
q
V
(n−q)Zβ(V−q
V
)(n− q, V − q) =
V−n∑
r=0
hV (
r
V
) z(r, n, V, β)
where
hV (x) =
(
1− 2x− (q − 1)/V
1− 2x+ 1/V
)(
1− x+ 1/V
1− x− (q − 1)/V
)
×
q−1∏
s=0
(
1− x− s/V
1− s/V
)
exp {βq [x+ ρ− 1/V ]} . (3.25)
Therefore
h(x) = lim
V→∞
hV (x) = (1− x)q eqβ(x+ρ). (3.26)
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It is clear that the convergence is uniform since hV (x) is a product of terms each of which
converges uniformly on [0, 1− ρ] for ρ > 1
2
. Thus
lim
n,V→∞
n/V=ρ
e−β
q
V
(n−q)Zβ(V−q
V
)(n− q, V − q)
Zβ(n, V )
=
{
(1− ρβ)q eqβ(ρβ+ρ) if ρ ∈ (1/2, 1− ρβ],
ρqeβq if ρ ∈ (1− ρβ, 1].
Note that using the relation
β =
1
1− 2ρβ ln
(
1− ρβ
ρβ
)
we get
(1− ρβ)q eqβ(ρβ+ρ) = ρqβ eqβ(1+ρ−ρβ)
and therefore we have proved Proposition 3.3 for ρ > 1
2
. For the case ρ ≤ 1
2
we have that
n− q < V − n, the sum for e−β qV (n−q)Zβ(V−q
V
)(n− q, V − q) is up to n− q, and therefore we
need to shift the index by q to get it into the required form. After shifting we get
e−β
q
V
(n−q)Zβ(V−q
V
)(n− q, V − q) =
n∑
r=q
z(r, n, V, β)
(
V + q − 2r + 1
V − 2r + 1
)
× r(r − 1)(r − 2) · · · (r − q + 1)
V (V − 1)(V − 2) · · · (V − q + 1) exp
{
βq
V
[V + n− r]
}
.
Note that summand is zero if we put r = 0, . . . , q − 1. Thus we may sum from zero to n to
get as before
e−β
q
V
(n−q)Zβ(V−q
V
)(n− q, V − q) =
n∑
r=0
hV (
r
V
) z(r, n, V, β)
where this time
hV (x) =
(
1− 2x+ (q + 1)/V
1− 2x+ 1/V
) q−1∏
s=0
(
x− s/V
1− s/V
)
exp {βq [1 + ρ− x]} (3.27)
so that
h(x) = lim
n,V→∞
n/V=ρ
hV (x) = x
q exp{βq(1 + ρ− x)}.
Convergence is again uniform on [0, ρ] for ρ < 1
2
and therefore
lim
n,V→∞
n/V=ρ
e−β
q
V
(n−q)Zβ(V−q
V
)(n− q, V − q)
Zβ(n, V )
=
{
ρqeβq if ρ ∈ [0, ρβ),
ρqβ e
qβ(1+ρ−ρβ) if ρ ∈ [ρβ, 1/2),
proving Proposition 3.3 for ρ < 1
2
. The case ρ = 1
2
is more delicate because the first term in
(3.27) does not converge uniformly. We can write (taking V = 2n)
h2n(r/2n) = h˜2n(r/2n) +
q
2(n− r) + 1 h˜2n(r/2n)
where
h˜2n(x) =
q−1∏
s=0
(
x− s/2n
1− s/2n
)
exp {βq [3/2− x]} .
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Clearly h˜2n(x) converges uniformly on [0, 1/2] and therefore
lim
n→∞
1
Zβ(n, 2n)
n∑
r=0
h˜2n(
r
2n
) z(r, n, 2n, β) = ρq
β
eβq(3/2−ρβ).
We thus have to show that
lim
n→∞
1
Zβ(n, 2n)
n∑
r=0
h˜2n(
r
2n
)
2(n− r) + 1 z(r, n, 2n, β) = 0.
Since h˜2n(x) is bounded, by C say,
lim
n→∞
1
Zβ(n, 2n)
∑
r<n−n1/4
h˜2n(
r
2n
)
2(n− r) + 1 z(r, n, 2n, β) ≤ limn→∞
C
2n1/4
= 0.
On the other hand one can prove that for n− 2n1/2 ≤ r ≤ n− n1/2 and r′ ≥ n− n1/4
ln z(r, n, 2n, β)− ln z(r′, n, 2n, β) > 1
8
lnn
for n large, so that z(r′, n, 2n, β)/z(r, n, 2n, β) < 1. Therefore
lim
n→∞
1
Zβ(n, 2n)
∑
r≥n−n1/4
h˜2n(
r
2n
)
2(n− r) + 1 z(r, n, 2n, β) ≤ limn→∞C
∑
r≥n−n1/4
z(r, n, 2n, β)
∑
n−2n1/2≤r≤n−n1/2
z(r, n, 2n, β)
≤ lim
n→∞
C
n1/4
max
r≥n−n1/4
z(r, n, 2n, β)
min
n−2n1/2≤r≤n−n1/2
z(r, n, 2n, β)
≤ lim
n→∞
C
n1/4
= 0.
3.4 Proof of Proposition 3.4
Recall that
c˜ n
V
(q) =
1
Zβ(n, V )
1
V
traceHhcq,n,V
[
Uqe
−β eHhcq,n,V
]
.
Considering the trace overHhcq,n,V , expanding it in terms of its basis {|i;k〉} and using Remark
3.1 above, where i ∼ k
traceHhcq,n,V
[
Uqe
−β eHhcq,n,V
]
=
∑
k
∑
i∼k
〈i;k|Uqe−βPhcn (n−P
(n−q)
V )P
hc
n |i;k〉
= e−βq
∑
k
∑
i∼k
〈Uqi;k|e−βHi |i;k〉 = e−βq
∑
k
∑
i∼k
〈Uqi|i〉〈k|e−βHi |k〉.
For q > 1, an element of the basis of the unsymmetrised q-space H(q)V may be written as an
ordered q-tuple i = (i1, i2, . . . , iq) where the il’s are all distinct. Then we may write
〈Uqi|i〉 = 〈Uq(ei1 ⊗ ei2 ⊗ · · · ⊗ eiq) | ei1 ⊗ ei2 ⊗ · · · ⊗ eiq〉
= 〈ei2 ⊗ ei3 ⊗ · · · ⊗ eiq ⊗ ei1 | ei1 ⊗ ei2 ⊗ · · · ⊗ eiq〉 = 0.
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Hence c˜ n
V
(q) is non-zero only if q = 1.
For the second statement, note that we may re-express c˜ n
V
(1) as follows:
c˜ nV (1) =
1
Zβ(n, V )
1
V
trace
Phcn (H
(1)
V ⊗H
(n−1)
V ,+ )
[
e−β
eHhc1,n,V
]
=
e−β
Zβ(n, V )
1
V
V∑
i=1
∑
k /∋ i
〈k|e−βHi |k〉
=
e−β
Zβ(n, V )
1
V
V∑
i=1
traceHhcn−1,V ,+
[
Pie−βHiPi
]
= e−β
Zβ(
V−1
V
, n− 1, V − 1, )
Zβ(n, V )
and the result follows from Proposition 3.3.
4 ODLRO
The one-body reduced density matrix for x, x′ ∈ ΛV may be defined as
Dβ,n,V (x, x
′) := 〈a∗xax′〉 =
1
Zβ(n, V )
traceHhcn,V ,+
[
K
(n)
x, x′e
−βHhcn,V
]
. (4.1)
where for φ ∈ HV , Kx, x′φ = 〈ex′|φ〉ex.
Penrose showed that for x 6= x′,
lim
n,V→∞
n/V=ρ
Dβ,n,V (x, x
′) = ρcβ,
that is, whenever Bose-Einstein condensation occurs, there is Off-diagonal long-range order
as defined by Yang [20]. It has been argued and proved in some cases (see for example [18]
and [5]) that in the expansion of Dβ,n,V (x, x
′) in terms of permutation cycles, only infinite
cycles contribute to long-range order. Here we are able to show this explicitly.
By the proposition in Appendix A, we have
Dβ,n,V (x, x
′) =
n∑
q=1
Cn
V
(q;Kx, x′)
where
Cn
V
(q;Kx, x′) =
1
Zβ(n, V )
traceHhcq,n,V
[
(Kx, x′ ⊗ I ⊗ I ⊗ . . .⊗ I)Uqe−βHhcn,V
]
. (4.2)
Note that this is equivalent to the expansion of σρ(x) in equations (2.14) and (2.16) in [18].
Applying the argument in Subsections 3.2 and 3.3, we can show that
lim
n,V→∞
n/V=ρ
Cn
V
(q;Kx, x′) = lim
n,V→∞
n/V=ρ
C˜n
V
(q;Kx, x′) (4.3)
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where we take
C˜nV (q;Kx, x′) =
1
Zβ(n, V )
traceHhcq,n,V
[
(Kx, x′ ⊗ I ⊗ I ⊗ . . .⊗ I)Uqe−β eHhcq,n,V
]
.
The only difference is that instead of equation (3.19), we obtain∑
i0
∑
i1r1 /∈i
0\{i0r1}
∑
i2r2 /∈[r1,i
1
r1
](i0)\{i1r2}
· · ·
∑
imrm /∈[rm−1,i
m−1
rm−1
; ... ;r1,i1r1 ](i
0)\{im−1rm }
〈[rm, imrm; . . . ; r2, i2r2 ; r1, i1r1 ](i0)|(Kx,x′ ⊗ I ⊗ · · · ⊗ I)Uqi0〉 (4.4)
whose treatment is similar but slightly more complicated, as detailed below.
Let q > 1 and consider the case {r1, r2, . . . , rm} 6= {1, 2, . . . , q}. When 1 /∈ {r1, r2, . . . , rm}
we obtain inner products of the form:
〈i01|Kx,x′i02〉〈j2, j3, . . . , jq|i03, i04, . . . , i0q, i01〉
where jk 6= i01 for all k by the hard-core condition, implying the second term is zero as
jq 6= i01. On the other hand, when 1 ∈ {r1, r2, . . . , rm}, then there exists at least one
l /∈ {r1, r2, . . . , rm}, yielding an inner product of the form
〈j1|Kx,x′i02〉〈j2, . . . , jl−1, il, jl+1, . . . , jq|i03, i04, . . . , i0q, i01〉
which also results in the second term being zero as 〈il|il+1〉 = 0. Note that the above cases
do not occur for q = 1.
For the case {r1, r2, . . . , rm} = {1, . . . , q}, as before, the remaining sum may be bounded by
a similar expression whose summations have slightly relaxed restrictions. Also the left hand
side of the inner product is independent of i0, so again denoting s0 = (1, 2, 3, . . . , q), we have
(4.4) ≤
V∑
i1r1=1
V∑
i2r2=1
· · ·
V∑
imrm=1︸ ︷︷ ︸
where [rm, i
m
rm
; . . . ; r2, i
2
r2
; r1, i
1
r1
](s0)
has distinct indices
∑
i0
〈[rm, imrm ; . . . ; r2, i2r2; r1, i1r1 ](s0)|(Kx,x′i02), i03, . . . , i0q, i01〉
and as there is only one possible value for each i01, i
0
3, i
0
4, . . . , i
0
q giving a non-zero summand,
we can bound above by
≤
V∑
i1r1=1
V∑
i2r2=1
· · ·
V∑
imrm=1
V∑
i02=1
〈ikrk |Kx,x′i02〉 = V m−1
V∑
ikrk
=1
V∑
i02=1
〈ikrk |Kx,x′i02〉 = V m−1
where k ∈ [1, m] is the smallest number such that rk = 1, and for any x, x′ ∈ ΛV . Thus the
entire sum (4.4) is bounded above by V m−1. Therefore one can conclude the argument of
Subsection 3.3, proving (4.3).
Moreover, following the reasoning in Subsection 3.4, we can then check that for q ≥ 1 and
x 6= x′, C˜n
V
(q;Kx, x′) = 0, since for q = 1, 〈ei|Kx,x′ei〉 = 0, and for q > 1
〈(Kx,x′ ⊗ I ⊗ · · · ⊗ I)Uqi|i〉 = 〈(Kx,x′ei2)⊗ ei3 ⊗ · · · ⊗ eiq ⊗ ei1 | ei1 ⊗ ei2 ⊗ · · · ⊗ eiq〉 = 0
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as the il’s are all distinct. So we have that
lim
n,V→∞
n/V=ρ
CnV (q;Kx, x′) = 0
and that
lim
Q→∞
lim
n,V→∞
n/V=ρ
∞∑
q=Q+1
CnV (q;Kx, x′) = lim
n,V→∞
n/V=ρ
Dβ,n,V (x, x
′) = ρcβ.
A Appendix: Expectation of Operator in Terms of Cycle Lengths
Proposition A.1 Given an operator A on HV , the expectation of A may be expressed in
terms of cycle lengths
〈A(n)〉 =
n∑
q=0
Cn
V
(q;A) (A.1)
where
Cn
V
(q;A) =
1
Zβ(n, V )
traceHhcq,n,V
[
(A⊗ I ⊗ . . .⊗ I)Uqe−βHhcn,V
]
. (A.2)
Note that cn
V
(q) = Cn
V
(q; I)/V where cn
V
(q) is as defined in Proposition 3.1.
Proof:
〈A(n)〉 = 1
Zβ(n, V )
traceHhcn,V ,+
[
A(n)e−βH
hc
n,V
]
=
1
Zβ(n, V )
1
n!
∑
π∈Sn
traceHhcn,V
[
A(n)Uπe
−βHhcn,V
]
using the facts that [Uπ, H
hc
n,V ] = 0, [Uπ,Phcn ] = 0 and by the cyclicity of the trace. Note we
can simplify this expression by the following method:
traceHhcn,V
[
A(n)Uπe
−βHhcn,V
]
= traceHhcn,V
 n∑
i=1
(I ⊗ · · · ⊗ A︸︷︷︸
ith position
⊗ · · · ⊗ I)Uπe−βHhcn,V

= traceHhcn,V
[
n∑
i=1
U(1i)(A⊗ I ⊗ · · · ⊗ I)U(1i)Uπe−βHhcn,V
]
where U(1i) represents the transposition (1 i), so using cyclicity of the trace again
= traceHhcn,V
[
n∑
i=1
(A⊗ I ⊗ · · · ⊗ I)U(1i)Uπe−βHhcn,V U(1i)
]
= traceHhcn,V
[
n∑
i=1
(A⊗ I ⊗ · · · ⊗ I)U(1i)UπU(1i)e−βHhcn,V
]
= n traceHhcn,V
[
(A⊗ I ⊗ · · · ⊗ I)Uπ′e−βHhcn,V
]
where pi′ = (1 i) pi (i 1) using (3.10). Thus
〈A(n)〉 = 1
Zβ(n, V )
1
(n− 1)!
∑
π∈Sn
traceHhcn,V
[
(A⊗ I ⊗ · · · ⊗ I)Uπe−βHhcn,V
]
. (A.3)
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Given distinct indices i2, . . . , iq, let
Sqn(i2, i3, . . . iq) =
{
pi ∈ Sn : pi(im) = im+1, 1 ≤ m < q with i1 = pi(iq) = 1
}
.
Then for any pi ∈ Sqn(i2, i3, . . . iq), there exists a pi′ ∈ Sn−q so that one can write
traceHhcn,V
[
(A⊗ I ⊗ · · · ⊗ I)Uπe−βH
]
= traceHhcn,V
[
(A⊗ I ⊗ · · · ⊗ I)(Uq ⊗ Uπ′)e−βH
]
.
The set Sqn(i2, i3, . . . iq) form a partition of the set of permutations where 1 belongs to a cycle
of length q. There are (n−1)!
(n−q)!
such sets. Then
〈A(n)〉 = 1
Zβ(n, V )
1
(n− 1)!
∑
π∈Sn
traceHhcn,V
[
(A⊗ I ⊗ · · · ⊗ I)Uπe−βHhcn,V
]
=
1
Zβ(n, V )
1
(n− 1)!
n∑
q=1
(n− 1)!
(n− q)!
∑
π′∈Sn−q
traceHhcn,V
[
(A⊗ I ⊗ · · · ⊗ I)(Uq ⊗ Uπ′)e−βHhcn,V
]
=
1
Zβ(n, V )
n∑
q=1
1
(n− q)!
∑
π′∈Sn−q
traceHhcn,V
[
(A⊗ I ⊗ · · · ⊗ I)(Uq ⊗ Uπ′)e−βHhcn,V
]
=
1
Zβ(n, V )
n∑
q=1
trace
Phcn (H
(q)
V ⊗H
(n−q)
V ,+ )
[
(A⊗ I ⊗ · · · ⊗ I)Uqe−βHhcn,V
]
and recall that Hhcq,n,V := Phcn (H(q)V ⊗H(n−q)V ,+ ). 
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