Conjecture de l'inertie mod\'{e}r\'{e}e de Serre by Caruso, Xavier
ar
X
iv
:m
at
h/
05
09
68
5v
1 
 [m
ath
.N
T]
  2
9 S
ep
 20
05
Conjeture de l'inertie modérée de Serre
Xavier Caruso
Septembre 2005
Abstrat
Let K be a loal eld of mixte harateristis. We assume that the residue eld is
perfet. Let XK be a proper smooth sheme over K admitting an integer model X whih
is proper and semi-stable. In this artile, we prove a period isomorphism linking the étale
ohomology of XK¯ with oeients in Z/p
nZ and the log-rystalline ohomology of the
speial ber of X. Nevertheless, we have a restrition on the absolute ramiation of K
and the degree of the ohomologies.
We apply the theory to dedue a omplete proof of the Serre onjeture on the tame
inertia.
Résumé
On onsidère K un orps omplet pour une valuation disrète, de aratéristique nulle
et dont le orps résiduel est supposé parfait de aratéristique p. On appelle OK l'anneau
des entiers de K, et K¯ une lture algébrique. Soit XK un shéma propre et lisse sur K
admettant un modèle propre et semi-stable X sur OK . Dans et artile, on démontre un
isomorphisme de périodes reliant le r-ième groupe de ohomologie étale deXK¯ à oeients
dans Z/pnZ et un r-ième groupe de ohomologie log-ristalline de la bre spéiale de X.
Nous avons toutefois la restrition er < p − 1 (et une restrition légèrement plus forte si
n > 1) où e désigne l'indie de ramiation absolu de K.
On en déduit une preuve omplète de la onjeture de Serre sur l'inertie modérée (voir
[Ser72℄).
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1 Introdution
Tout au long de et artile, on onsidère p un nombre premier et k un orps parfait de
aratéristique p. On note W = W (k) l'anneau des veteurs de Witt à oeients dans k et K0
son orps des frations. On note σ le Frobenius sur k, sur W et sur K0. On onsidère K une
extension totalement ramiée de K0 de degré e. On xe π une uniformisante de K et on note
E (u) son polynme minimal sur K0. Il s'agit d'un polynme d'Eisenstein. On note de plus OK
l'anneau des entiers de K. Le orps résiduel OK/π s'identie à k.
On xe K¯ (resp. k¯) une lture algébrique de K (resp. de k) et on dénit GK (resp. Gk)
omme le groupe de Galois absolu de K (resp. de k). On désigne par Knr (resp. Kmr) l'extension
maximale non ramiée (resp. modérément ramiée) de K et I omme (resp. Is) le groupe
d'inertie (resp. d'inertie sauvage), 'est-à-dire le groupe de Galois de K¯ sur Knr (resp. sur
Kmr). Le quotient It = I/Is est le groupe d'inertie modérée.
Le but de et artile est de omparer, lorsque X est un shéma propre et semi-stable sur
OK , la ohomologie log-ristalline (dénie par Kato  voir [Kat89℄) de la bre spéiale de X et
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la ohomologie étale de XK¯ = X ×OK K¯. Ces théorèmes de omparaison s'insrivent dans une
grande lignée amorée par Grothendiek, Tate et Raynaud et poursuivie par Fontaine, Messing,
Faltings, Kato, Tsuji, Breuil... Nous nous intéressons partiulièrement aux as des oeients
de torsion. Préisément nous obtenons le théorème :
Théorème 1.1. On garde les notations préédentes et on xe r un entier vériant er < p− 1.
Si Xn = X ×OK OK/p
n
, on a un isomorphisme anonique de modules galoisiens :
H i
ét
(XK¯ ,Z/p
nZ)(r) = T
st⋆(H
i
log-ris
(Xn/(S/p
nS)))
pour tout i < r (et aussi i = r si n = 1).
Dans e théorème S et T
st⋆ désignent respetivement une ertaine W -algèbre, et un ertain
fonteur d'une atégorie de S-modules de torsion Mr vers la atégorie des Zp-représentations
galoisiennes, tous deux introduits par Breuil dans [Bre97a℄ (pour le as e = 1) et [Bre99℄ (pour
le as général), et étudiés dans [Car℄.
Comme onséquene du théorème 1.1 et des résultats de [Car℄, nous donnons une réponse
armative à une question formulée par Serre dans le paragraphe 1.13 de [Ser72℄ :
Théorème 1.2. On garde les notations préédentes et on xe r un entier quelonque. Soient V
la restrition au groupe d'inertie I de la Fp-représentation Hr
ét
(XK¯ ,Z/pZ)
∨
(où 
∨
 signie
que l'on prend le Fp-dual) et V ss la semi-simpliée de V . Alors les poids de l'inertie modérée
sur V ss sont tous ompris entre 0 et er.
Cet artile s'artiule omme suit. Les deux hapitres qui suivent ette introdution se bornent
à présenter les prinipaux objets : le hapitre 2 est onsaré aux objets d'algèbre linéaire (l'an-
neau S, les atégories Mr et les fonteurs T ⋆
st
et T
st⋆), alors que le hapitre 3 plus géométrique
introduit le site log-syntomique et les faiseaux Ostn et J
[s]
n , ainsi que ertaines variantes, qui
s'avèreront ruiaux pour la preuve du théorème 1.1.
Dans le hapitre 4, on prouve que le groupe de ohomologie Hr
log-ris
(Xn/(S/p
nS)) peut être
muni de strutures supplémentaires qui en font un objet de la atégorie Mr (auquel on peut
alors appliquer le fonteur T
st⋆). La démonstration se déoupe en deux parties : en premier lieu,
on montre le résultat lorsque n = 1, puis on l'étend à tout n par un dévissage.
Finalement, dans le hapitre 5, on étudie la ohomologie étale et on prouve le théorème 1.1,
d'où nous déduisons diretement le théorème 1.2.
Ce travail a été aompli dans le adre de ma thèse de dotorat en mathématique que
je prépare sous la diretion de Christophe Breuil. Je tiens à le remerier vivement ii pour les
onseils, les expliations et les réponses qu'il a toujours su me fournir, ainsi que pour la releture
patiente des versions préliminaires de e texte.
2 Les objets d'algèbre linéaire
2.1 La atégorie Mr
On reprend les notations du début de l'introdution et on xe dans tout e hapitre un
entier r positif ou nul vériant l'inégalité er < p − 1. On rappelle que e désigne le degré de
l'extension K/K0, 'est-à-dire l'indie de ramiation absolue de K.
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2.1.1 L'anneau S
Soit W [u] l'anneau des polynmes en une indéterminée u à oeients dans W . Par déni-
tion, S est le omplété p-adique de l'enveloppe aux puissanes divisées de W [u] par rapport à
l'idéal prinipal engendré par E (u) ompatibles aux puissanes divisées anoniques sur pW [u].
Conrètement, S est la sous-W -algèbre de K0 [[u]] suivante :
S =
{
∞∑
i=0
wi
(E (u))i
i!
, wi ∈ W [u] , lim
i→∞
wi = 0
}
ou enore :
S =
{
∞∑
i=0
wi
ui
q (i)!
, wi ∈ W, lim
i→∞
wi = 0
}
où q (i) désigne le quotient de la division eulidienne de i par e.
On munit S d'un Frobenius φ déni omme l'unique appliation σ-semi-linéaire vériant
φ(ui/q(i)!) = upi/q(i)! et d'un opérateur de monodromie N déni omme l'unique appliation
W -linéaire vériant N(ui/q(i)!) = −iui/q(i)!. On munit également S d'une ltration : pour tout
entier positif ou nul n, on dénit Fil nS omme le omplété p-adique de l'idéal engendré par les
éléments
(E(u))i
i!
pour i > n. On a Fil 0S = S, Fil nS ⊂ Fil n−1S,
⋂
n∈N Fil
nS = 0, et ertaines
ompatibilités vis-à-vis des opérateurs à savoir N (Fil nS) ⊂ Fil n−1S et, pour 0 6 n 6 p − 1,
φ (Fil nS) ⊂ pnS. Cela permet de dénir, pour 0 6 n 6 p−1, l'appliation φn =
φ
pn
: Fil nS → S.
L'élément φ1 (E (u)) est une unité de S, on le notera c par la suite.
On note Sn = S/p
nS. Le Frobenius, l'opérateur de monodromie et la ltration passent au
quotient et dénissent des strutures analogues sur Sn.
2.1.2 Dénition des atégories
Par dénition, un objet de la atégorie Mr est la donnée :
1. d'un S-module M isomorphe à une somme direte (nie) de Sn pour des entiers n on-
venables ;
2. d'un sous-module Fil
rM de M ontenant Fil rS ·M ;
3. d'une èhe φ-semi-linéaire φr : Fil
rM→M vériant la ondition :
φr (sx) =
1
cr
φr (s)φr ((E (u))
r x)
pour tout élément s ∈ Fil rS et tout élément x ∈ M et telle que imφr engendre M en
tant que S-module ;
4. d'une appliation W -linéaire N :M→M telle que :
 pour tout s ∈ S et tout x ∈M, N (sx) = N (s)x+ sN (x)
 E (u)N (Fil rM) ⊂ Fil rM
 le diagramme suivant ommute :
Fil
rM
φr //
E(u)N

M
cN

Fil
rM
φr //M
4
Une èhe entre deux objets M et M′ de ette atégorie est un morphisme S-linéaire de
M dans M′ respetant la ltration et ommutant aux appliations φr et N .
Nous renvoyons à [Car℄ pour l'étude de la atégorie Mr. Il y est prouvé en partiulier que
Mr est une atégorie abélienne et artinienne.
2.2 Les objets tués par p
Dans e paragraphe, nous nous intéressons à la sous-atégorie pleine de Mr formée des
objets tués par p. Cette dernière atégorie est équivalente à une atégorie d'objets sur k [u] /uep
plus simple à manipuler que les objets deMr (voir [Car℄). Cependant, nous aurons besoin d'une
desription enore diérente utilisant des objets sur k [u] /up, et 'est elle-i que nous allons
détailler dans e paragraphe.
On ommene par rappeler le résultat suivant :
Lemme 2.2.1. Soit M un objet de Mr tué par p. Alors l'appliation :
S1 ⊗k[u]/ue Fil rM/E(u)Fil rM
id⊗φr //M
est un isomorphisme (où S est vu omme un k [u] /ue-module via le Frobenius φ : ui 7→ upi).
Démonstration. Le as général est similaire au as e = 1 traité dans [Bre97a℄ (orollaire
2.2.2.2). 
On déduit diretement de e lemme le orollaire suivant :
Corollaire 2.2.2. Soient M et N deux objets de Mr tués par p. Soit f : M → N une
appliation S1-linéaire telle que f(Fil
rM) ⊂ Fil rN . Alors il existe une unique appliation
S1-linéaire g :M→N faisant ommuter le diagramme suivant :
Fil
rM
f //
φr

Fil
rN
φr

M
g // N
Soit S˜ = k [u] /up. On munit S˜ d'un Frobenius φ, unique appliation σ-semi-linéaire vériant
φ(ui) = uip, et d'un opérateur de monodromieN , unique appliation k-linéaire vériant N(ui) =
−iui. On dénit également une ltration sur S˜ en posant pour tout entier n, Fil nS˜ = uenS˜. On
dispose d'un morphisme d'anneaux S1 → S˜ qui envoie u sur u et toutes les puissanes divisées
ui/q(i)! sur 0 pour i > p.
On dénit la atégorie M˜
r
en adaptant la dénition de la atégorie Mr. Un objet de M˜
r
est la donnée suivante :
1. un S˜-module M˜ libre de rang ni ;
2. un sous-module Fil
rM˜ de M˜ ontenant Fil rS˜ · M˜ = uerM˜ ;
3. une èhe φ-semi-linéaire φr : Fil
rM˜ → M˜ telle que l'image de φr engendre M˜ en tant
que S˜-module ;
4. une appliation k-linéaire N : M˜ → M˜ telle que :
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 pour tout λ ∈ S˜ et tout x ∈ M˜, N (λx) = N (λ)x+ λN (x)
 ueN(Fil rM˜) ⊂ Fil rM˜
 le diagramme suivant ommute :
Fil
rM˜
φr //
ueN

M˜
cpiN

Fil
rM˜
φr // M˜
où cπ est la rédution de c dans S˜.
Les morphismes entre deux objets de M˜
r
sont les appliations S˜-linéaires qui respetent le Fil r
et ommutent au Frobenius et à l'opérateur de monodromie.
On dispose pour les objets de M˜
r
de la proposition suivante, fort utile pour les manipula-
tions :
Proposition 2.2.3. Soit M˜ un objet de M˜
r
. Alors il existe (e1, . . . , ed) une S˜-base de M˜ et
des entiers n1, . . . , nd ompris entre 0 et er tels que :
Fil
rM˜ =
d⊕
i=1
unik [u] /up · ei.
Une telle famille (e1, . . . , ed) est appelée une base adaptée de M˜.
Démonstration. C'est une onséquene direte du théorème de struture des modules de type
ni sur un anneau prinipal (l'anneau étant ii k [u]). 
Par ailleurs, on dispose d'un fonteur T de la sous-atégorie pleine deMr formée des objets
tués par p dans la atégorie M˜
r
déni de la façon suivante. SoitM un objet de Mr tué par p.
C'est en partiulier un S1-module libre de rang ni et le produit tensoriel M˜ =M⊗S1 S˜ est un
S˜-module libre de rang ni. On dispose d'une projetion anoniqueM→ M˜. On dénit Fil rM˜
omme l'image de Fil
rM par ette projetion, et on vérie failement que les opérateurs φr et
N dénis sur M passent au quotient pour fournir respetivement des opérateurs Fil rM˜ → M˜
et M˜ → M˜ enore notés φr et N .
Notons κ = ker (S1 → S˜) et prouvons un lemme onernant e noyau :
Lemme 2.2.4. On suppose r 6= 0, 'est-à-dire 1 6 er 6 p−2. Alors κ ⊂ Fil rS1, φr(κ) ⊂ Fil rS1
et φr ◦ φr(κ) = 0.
Démonstration. On onstate que κ est l'idéal engendré par les ui/q(i)! pour i > p. En parti-
ulier, on a bien κ ⊂ Fil rS1. Par ailleurs, puisque r > 0, on a, pour i > p :
φr
(
ui
q(i)!
)
= φr
(
uer
ui−er
q(i)!
)
= φr (u
er)φ
(
ui−er
q(i)!
)
= cr
up(i−er)
q(i)!
. (1)
Comme er 6 p − 2, on a p(i − er) > 2p et don φr(κ) est inlus dans κ′, l'idéal engendré par
les ui/q(i)! pour i > 2p. En partiulier, φr(κ) ⊂ Fil rS1.
D'autre part, si i > 2p, on a p(i − er) > i + ep et vp((p(i − er))!) > vp(q(i)!) d'où par la
formule (1) φr(u
i/q(i)!) = 0 (dans S1). Ainsi φr(κ
′) = 0, d'où φr ◦ φr(κ) = 0. 
On a alors la proposition suivante qui permet de réduire l'étude de la atégorie Mr à elle
de la atégorie M˜
r
et à des dévissages.
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Proposition 2.2.5. Le fonteur T est une équivalene de atégories
Démonstration. Il faut traiter à part le as trivial r = 0 qu'on laisse au leteur. On suppose
à partir de maintenant 1 6 er 6 p− 2.
Prouvons la pleine délité du fonteur T . Soient M et M′ deux objets de Mr tués par p
et f :M→N un morphisme entre es objets. On suppose que f vaut 0 dans M˜
r
, 'est-à-dire
que f(M) ⊂ κN . En partiulier, f(Fil rM) ⊂ κN et don :
f ◦ φr(Fil
rM) = φr ◦ f(Fil
rM) ⊂ φr(κ)N .
Par hypothèse φr (Fil
rM) engendre toutM, et don f(M) ⊂ φr(κ)N . En réitérant l'argument,
et puisque φr ◦ φr(κ) = 0 (lemme 2.2.4), on obtient f(M) = 0 et don f = 0, e qui assure la
délité du fonteur.
Considérons à présentM et N deux objets deMr tués par p. Notons M˜ et N˜ leurs images
respetives dans la atégorie M˜
r
. Soit f˜ : M˜ → N˜ un morphisme de la atégorie M˜
r
. On veut
montrer qu'il existe un morphisme (néessairement unique) de la atégorie Mr, f : M → N
tel que f ≡ f˜ (mod κN ). On onstruit f par approximations suessives. On onsidère dans
un premier temps f0 :M→N un relevé S1-linéaire quelonque de f˜ . Comme κN ⊂ Fil rN , le
relevé f0 est automatiquement ompatible à Fil
r
et les appliations f0 et φr ommutent modulo
κN . Par le orollaire 2.2.2, il existe une unique appliation S1-linéaire f1 : M → N faisant
ommuter le diagramme suivant :
Fil
rM
f0 //
φr

Fil
rN
φr

M
f1 // N
On vérie diretement que f0 ≡ f1 (mod κN ), e qui implique d'une part que f1 respete les
Fil
r
et d'autre part, par un argument analogue à elui utilisé pour la délité, que φr◦f0 ≡ φr◦f1
(mod φr(κ)N ). Ainsi f1 et φr ommutent modulo φr(κ)N . On onstruit de même f2 à partir
de f1, et elui-i onvient.
Il reste à prouver que f2 ommute automatiquement à N . Il s'agit à nouveau d'un argument
analogue. Pour plus de préisions, on pourra onsulter la n de la preuve du lemme 6.1.3 de
[Car℄.
Montrons pour nir l'essentielle surjetivité. Soit M˜ un objet de la atégorie M˜
r
. Consid-
érons (e1, . . . , ed) une base adaptée de M˜ pour les entiers n1, . . . , nd. Notons M le S1-module
engendré par des éléments eˆ1, . . . , eˆd et dénissons :
Fil
rM = Fil rS1 · M+
d∑
i=1
uniS1 · eˆi ⊂M.
Soit pr :M→ M˜ l'appliation S1-linéaire dénie par pr(eˆi) = ei pour tout i. Elle est surjetive
et respete les Fil
r
. Pour tout i, notons xˆi un relevé (i.e. un antéédent par pr) de φr (ei) et
dénissons φr(eˆi) = xˆi. On prolonge φr à tout Fil
rM (de façon à respeter les onditions de
la atégorie Mr) obtenant ainsi une appliation φr : Fil rM→M, dont il est faile de vérier
que l'image engendre tout M.
Il reste à dénir un opérateur de monodromie sur M. Pour ela, on proède à nouveau par
approximations suessives. On ommene par dénir N0 en imposant la ondition de Leibniz
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et que N0(eˆi) soit un relevé de N(ei). On vérie immédiatement que E(u)N0(Fil
rM) ⊂ Fil rM
et que le diagramme suivant :
Fil
rM
φr //
E(u)N0

M
cN0

Fil
rM
φr //M
ommute modulo κM. Une variante du orollaire 2.2.2 assure que l'on peut onstruire une
appliation N1 vériant la ondition de Leibniz et faisant ommuter le diagramme suivant :
Fil
rM
φr //
E(u)N0

M
cN1

Fil
rM
φr //M
Mais alors N1 est un autre relevé de N , e qui implique que E(u)N1(Fil
rM) ⊂ Fil rM. Et par
ailleurs, le diagramme :
Fil
rM
φr //
E(u)N1

M
cN1

Fil
rM
φr //M
ommute modulo φr(κ)M. L'appliation N2 obtenue à partir de N1 de la même façon que N1
a été obtenue à partir de N0 répond nalement à la question. 
Remarque. Contrairement à e qui se passe pour les objets modulo uep, il n'est, à notre on-
naissane, pas possible de dérire un quasi-inverse du fonteur T par une simple formule.
2.3 Fonteurs vers les représentations galoisiennes
Il existe deux versions du fonteur vers les représentations galoisiennes. La première, que
nous notons T
st⋆, est ovariante et la seonde, T
⋆
st
, est ontravariante. Nous sommes dans l'obli-
gation de présenter ii les deux fonteurs et d'établir les liens qui les relient, ar pour e que
nous voulons faire, il sera plus ommode d'utiliser la version ovariante, mais nous aurons égale-
ment besoin d'utiliser les résultats de [Car℄ où seulement la version ovariante est présentée et
étudiée.
2.3.1 Un anneau de périodes
Avant de pouvoir dénir es fonteurs, il faut introduire l'anneau de périodes Aˆ
st
. Cet anneau
a une interprétation ohomologique que nous passons sous silene pour l'instant.
Pour tout entier n, on onsidère l'appliation :
θˆn : Wn(OK¯/p) → OK¯/p
n
(a0, a1, . . . , an−1) 7→ aˆ
pn
0 + paˆ
pn−1
1 + · · ·+ p
n−1aˆpn−1
où aˆi ∈ OK¯/p
n
est un relevé quelonque de ai. On note Wn(OK¯/p)
DP
l'enveloppe aux puis-
sanes divisées de Wn(OK¯/p) par rapport à ker θˆn (et ompatibles ave les puissanes divisées
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anoniques sur pWn(OK¯/p)). Les Wn(OK¯/p)
DP
forment un système projetif pour les applia-
tions de transition données par le Frobenius sur les veteurs de Witt. On note A
ris
la limite
projetive de e système. On voit failement que le Frobenius sur les veteurs de Witt induit
une appliation φ : A
ris
→ A
ris
. En outre, on dénit sur A
ris
une ltration obtenue à partir des
ltrations données par les puissanes divisées surWn(OK¯/p)
DP
. Si t < 0, on pose par onvention
Fil
tA
ris
= A
ris
. Par ailleurs, A
ris
est muni d'une ation du groupe de Galois GK .
Par dénition Aˆ
st
est le omplété p-adique de A
ris
〈X〉. On munit Aˆ
st
d'une ltration en
posant :
Fil
tAˆ
st
=
{
∞∑
i=0
ai
X i
i!
, lim
i→∞
ai = 0, ai ∈ Fil
t−iA
ris
}
pour tout entier t. On étend le Frobenius à Aˆ
st
en imposant φ(X) = (1 +X)p − 1. On vérie
que φ(Fil tAˆ
st
) ⊂ ptAˆ
st
, e qui permet de dénir une appliation φt = φ/p
t : Fil tAˆ
st
→ Aˆ
st
.
D'autre part, on dénit sur Aˆ
st
une dérivation A
ris
-linéaire, par la formule :
N
(
X i
i!
)
= (1 +X)
X i−1
(i− 1)!
.
On étend également l'ation de GK à tout Aˆst. Pour ela, on ommene par xer
1 π = (πn) un
système ompatible de raines pn-ièmes de π. Soit g ∈ GK . On dénit εn(g) omme l'unique
élément de OK¯ vériant g(πn) = εn(g)πn. La famille des (εn(g)) forme un système ompatible de
raines pn-ièmes de l'unité et par suite un élément [ε(g)] ∈ A
ris
obtenu à partir des représentants
de Teihmüller [εn(g)] ∈ Wn(OK¯/p). L'ation de g sur X est alors donnée par la formule
g(X) = [ε(g)](1 +X)− 1. On étend ette ation à tout Aˆ
st
par semi-linéarité.
L'anneau S n'est pas sans rapport ave Aˆ
st
. Si l'on note [π] l'élément de Aˆ
st
déni à partir du
système (πn) xé préédemment, Aˆst peut être vu omme une S-algèbre via l'unique morphisme
W -linéaire S → Aˆ
st
qui envoie u sur [π]
1+X
. Ce morphisme est injetif et identie S aux invariants
de Aˆ
st
sous l'ation du groupe GK .
2.3.2 La version ontravariante
Nous ommençons par la version ontravariante qui est plus simple à dénir. Soit M un
objet de Mr. On pose :
T ⋆
st
(M) = Hom(M, Aˆ
st,∞)
où par dénition Aˆ
st,∞ = Aˆst⊗WK0/W et où le Hom préédent signie que l'on ne onsidère que
les morphismes S-linéaires, ompatibles à Fil r, à φr et à N . L'objet T
⋆
st
(M) est un Zp-module
de torsion (de type ni) qui hérite d'une ation de GK . On a don ainsi bien déni un fonteur
de Mr dans la atégorie des Zp-représentations (de torsion) du groupe GK .
Ce fonteur est étudié en détail dans [Bre97a℄ (pour le as e = 1) et dans [Car℄. Le théorème
suivant résume ses propriétés :
Théorème 2.3.1. Le fonteur T ⋆
st
est exat, pleinement dèle, d'image essentielle stable par
quotients et par sous-objets. De plus, siM est un objet deMr isomorphe en tant que S-module
à Sn1⊕· · ·⊕Snd , alors la représentation galoisienne T
⋆
st
(M) est isomorphe en tant que Zp-module
à Z/pn1Z× · · · × Z/pndZ.
1
Ainsi Aˆ
st
dépend a priori de e hoix. Cependant, on peut montrer qu'il n'en dépend pas à isomorphisme
anonique près.
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On dispose en outre d'une desription plus simple du fonteur T ⋆
st
pour les objets tués par
p. Considérons pour ela l'anneau A˜ = Aˆ
st
/p⊗S1 S˜. Comme dans le paragraphe 2.3 de [Car℄, on
montre que A˜ s'identie à (OK¯/π) 〈X〉. Il est possible de dérire les strutures supplémentaires
sur (OK¯/π) 〈X〉. Exatement, Fil
t(OK¯/π) 〈X〉 est l'idéal engendré par les π
e(t−i)
1
Xi
i!
. La mon-
odromie est l'unique opérateur OK¯/π-linéaire envoyant
Xi
i!
sur (1 + X) X
i−1
(i−1)!
. Il faut toutefois
faire attention à φt ar si x ∈ OK¯ est un multiple de π
et
1 et si x¯ désigne la rédution modulo π
de x, alors φt(x¯) est la rédution modulo π de (−1)t
xp
pt
(et pas
xp
pt
). On a ensuite la proposition
suivante :
Proposition 2.3.2. Soit M un objet de Mr tué par p. Alors :
T ⋆
st
(M) = Hom(T (M), A˜)
où Hom signie que l'on onsidère les morphismes S˜-linéaires et ommutant à Fil r, à φr et à
N .
Démonstration. La tensorisation par S˜ au-dessus de S1 fournit une appliation :
T ⋆
st
(M)→ Hom(T (M), A˜).
On vérie diretement que ette appliation ommute à l'ation de Galois.
Soit ψ ∈ T ⋆
st
(M) qui s'envoie sur 0 par l'appliation préédemment dénie. On a alors un
diagramme ommutatif :
M
ψ //

Aˆ
st
/pAˆ
st

T (M)
0 // A˜
où les èhes vertiales sont déduites de la projetion S1 → S˜. Ainsi, en reprenant les notations
du lemme 2.2.4, on a imψ ⊂ κAˆ
st
/pAˆ
st
. Or ψ ommute par dénition à φr, d'où on déduit
ψ ◦φr(Fil
rM) = φr ◦ψ(Fil
rM) ⊂ φr(κ)Aˆst/pAˆst. Comme par hypothèse, φr(Fil
rM) engendre
M, il vient imψ ⊂ φr(κ)Aˆst/pAˆst. En appliquant à nouveau l'argument, et en utilisant φr ◦
φr(κ) = 0, on obtient imψ = 0 et don ψ = 0. Cei démontre l'injetivité de la èhe.
Pour la surjetivité, on proède par approximations suessives. Soit ψ˜ : T (M) → A˜ un
morphisme S˜-linéaire ompatible aux strutures. On note ψ : M → Aˆ
st
/pAˆ
st
un morphisme
S1-linéaire faisant ommuter le diagramme :
M
ψ //

Aˆ
st
/pAˆ
st

T (M)
ψ˜ // A˜
Dans un premier temps, on vérie qu'automatiquement ψ respete le Fil r et ommute à φr
modulo κAˆ
st
/pAˆ
st
. D'après une variante du orollaire 2.2.2, il existe une unique appliation
S1-linéaire ψ1 faisant ommuter le diagramme :
Fil
rM
ψ //
φr

Fil
rAˆ
st
/pAˆ
st
φr

M
ψ1 // Aˆ
st
/pAˆ
st
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L'appliation ψ1 respete enore le Fil
r
et ommute à φr modulo φr(κ)Aˆst/pAˆst. De même, à
partir de ψ1, on onstruit ψ2, qui respete le Fil
r
et ommute à φr sans restrition.
Par un argument analogue (voir la n de la preuve du lemme 6.1.2 de [Car℄), on montre que
ψ2 ommute également à N . 
2.3.3 La version ovariante
On ommene par une dénition, déjà présente dans [Bre98℄ (dénition 3.2.1.1) :
Dénition 2.3.3. SoitM un objet deMr (resp. de M˜
r
). On appelle ltration admissible deM
toute ltration déroissante (FiltM)06t6r par des sous-S-modules (resp. des sous-S˜-modules)
vériant :
1. Fil
0M =M et Fil rM est  le  Fil rM de M ;
2. pour tous 0 6 t 6 t′ 6 r, Fil t
′−tS · Fil tM⊂ Fil t
′
M (resp. Fil t
′−tS˜ · Fil tM⊂ Fil t
′
M) ;
3. pour tout 1 6 t 6 r, N(Fil tM) ⊂ Fil t−1M.
Si (FiltM)06t6r est une ltration admissible de M, on dénit des opérateurs φt : Fil tM→M
par φt(x) = c
t−rφt(E(u)
r−tx).
SoitM un objet deMr. On onsidère le produit tensoriel Aˆ
st
⊗SM. Il s'agit d'un Aˆst-module
de torsion naturellement muni d'une ation de GK (en regardant son ation sur le premier
fateur). On le munit en outre d'un opérateur de monodromie N : Aˆ
st
⊗S M→ Aˆst ⊗S M en
posant N(a⊗ x) = N(a)⊗ x+ a⊗N(x).
On onsidère sur M une ltration admissible quelonque2. On peut alors dénir, pour tout
s ompris entre 0 et r :
Fil
s(Aˆ
st
⊗S M) =
s∑
t=0
Fil
tAˆ
st
⊗ Fil s−tM.
C'est un sous-Aˆ
st
-module de Aˆ
st
⊗SM qui dépend de la ltration admissible hoisie. On dénit
nalement φs : Fil
s(Aˆ
st
⊗S M) → Aˆst ⊗S M omme l'unique appliation additive vériant
φs(at ⊗ xt) = φt(at)⊗ φs−t(xt) pour at ∈ Fil tAˆst et xt ∈ Fil s−tM.
On pose nalement :
T
st⋆(M) = Fil
r(Aˆ
st
⊗S M)
φr=1
N=0
où la notation signie que l'on ne retient que les x ∈ Fil r(Aˆ
st
⊗S M) pour lesquels N(x) = 0
et φr(x) = x. On obtient alors un Zp-module galoisien qui dépend a priori du hoix d'une
ltration admissible. Toutefois, nous allons prouver dans la suite que e n'est pas le as (voir
la remarque faisant suite au orollaire 2.3.8).
Enore une fois, T
st⋆(M) a une desription plus simple lorsque M est tué par p. Pour
la donner, posons M˜ = T (M) et notons pr : M → M˜ la projetion anonique. On vérie
failement que si (Fil tM) est une ltration admissible deM, alors (pr(Fil tM)) est une ltration
admissible de M˜. En reopiant les onstrutions préédentes, on dénit le Zp-module galoisien :
Fil
r(A˜⊗S˜ M˜)
φr=1
N=0
et on a alors la proposition suivante :
2
Il en existe toujours : on peut par exemple prendre Fil
tM = {x ∈M /E(u)r−tx ∈ Fil rM}.
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Proposition 2.3.4. Si M est un objet de Mr tué par p alors :
T
st⋆(M) = Fil
r(A˜⊗S˜ T (M))
φr=1
N=0 .
Démonstration. SiM est tué par p, le Aˆ
st
-module Aˆ
st
⊗SM l'est également. Il s'identie au
Aˆ
st
/pAˆ
st
-module Aˆ
st
/pAˆ
st
⊗S1 M, et on dispose d'une appliation anonique :
Aˆ
st
/pAˆ
st
⊗S1 M→ A˜⊗S˜ T (M).
Cette appliation est lairement surjetive, et en reprenant les notations du lemme 2.2.4, son
noyau s'identie à κ(Aˆ
st
/pAˆ
st
⊗S1M). En outre, on vérie diretement qu'elle induit une èhe
ompatible à l'ation de GK :
Ψ : Fil r(Aˆ
st
/pAˆ
st
⊗S1 M)
φr=1
N=0 → Fil
r(A˜⊗S˜ T (M))
φr=1
N=0 .
Reste à prouver que ette dernière appliation est un isomorphisme. Soit x ∈ kerΨ. On a
x ∈ Fil r(Aˆ
st
/pAˆ
st
⊗S1 M)
φr=1
N=0 et don φr(x) = x. Par ailleurs, on a x ∈ κ(Aˆst/pAˆst ⊗S1 M),
d'où on déduit x = φr(x) ∈ φr(κ)(Aˆst/pAˆst ⊗S1 M) puis x = φr(x) = 0, puisque φr ◦ φr(κ) = 0
(lemme 2.2.4). L'appliation Ψ est don injetive.
Passons à la surjetivité. Considérons x ∈ Fil r(A˜⊗S˜ T (M))
φr=1
N=0 et notons xˆ ∈ Aˆst/pAˆst⊗S1
M un relevé quelonque de x. On vérie alors que xˆ ∈ Fil r(Aˆ
st
/pAˆ
st
⊗S1M) et que φr(xˆ) = xˆ+y
pour un ertain y ∈ κ(Aˆ
st
/pAˆ
st
⊗S1 M). Posons xˆ1 = xˆ + y ∈ Fil
r(Aˆ
st
/pAˆ
st
⊗S1 M). On a
xˆ1 ∈ Fil r(Aˆst/pAˆst⊗S1M) et φr(xˆ1) = xˆ1+ y
′
pour un ertain y′ ∈ φr(κ)(Aˆst/pAˆst⊗S1M). On
pose alors xˆ2 = xˆ1 + y
′ ∈ Fil r(Aˆ
st
/pAˆ
st
⊗S1 M)
φr=1
. On vérie nalement que N annule xˆ2, e
qui assure que xˆ2 est un antéédent par Ψ de x. 
2.3.4 Lien entre les fonteurs T ⋆
st
et T
st⋆
Fixons ε une suite de raines pn-ièmes de l'unité et dénissons t = log ([ε]) ∈ A
ris
où le log
est donné par la série usuelle. On a φ (t) = pt et plus exatement l'ensemble des solutions dans
A
ris
de φ (t) = pt est le Zp-module engendré par t. C'est un Zp-module libre de rang 1 isomorphe
à Zp (1) en tant que représentation galoisienne. Autrement dit (Fil rAˆst)
φr=1
N=0 = (Fil
rA
ris
)φr=1
est isomorphe en tant que représentation galoisienne à Zp(r). De même, la représentation ga-
loisienne (Fil rAˆ
st,∞)
φr=1
N=0 est isomorphe à Qp/Zp(r).
On ne sait toujours pas que le fonteur T
st⋆ est bien déni mais si M est un objet de M
r
muni d'une ltration admissible xée, on peut dénir une appliation :
Ψ : T
st⋆(M)→ T
⋆
st
(M)∨(r)
où par dénition T ⋆
st
(M)∨(r) est la représentation galoisienne Hom(T ⋆
st
(M),Qp/Zp(r)). En ef-
fet, soient x =
∑
i ai ⊗ xi ∈ Fil
r(Aˆ
st
⊗S M)
φr=1
N=0 , et f :M→ Aˆst,∞ ompatible aux strutures.
On pose Ψ(x)(f) =
∑
i aif(xi). C'est un élément de (Fil
rAˆ
st,∞)
φr=1
N=0 soit, en vertu de l'isomor-
phisme dérit préédemment, un élément de Qp/Zp(r). On vérie immédiatement que Ψ est un
morphisme Zp-linéaire ommutant à l'ation de Galois.
On veut démontrer que Ψ est un isomorphisme pour tout objet M ∈ Mr et pour ela on
suit la démonstration du paragraphe 3.2.1. de [Bre98℄ (qui onerne le as e = 1) : la méthode
onsiste à prouver que Ψ est un isomorphisme pour les objets tués par p, à démontrer que le
fonteur T
st⋆ est bien déni et exat, puis à onlure à l'aide d'un dévissage.
On rappelle, dans un premier temps, que les objets simples de Mr ont une struture rela-
tivement simple (proposition 4.1.1 de [Car℄) :
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Proposition 2.3.5. Soit M un objet simple de Mr. Alors M est tué par p et admet une base
adaptée (e1, . . . , ed) pour des entiers n1, . . . , nd. De plus N(ei) = 0 pour tout i et il existe une
(unique) matrie G inversible à oeients dans k telle que : φr(u
n1e1)
.
.
.
φr(u
nded)
 = tG
 e1..
.
ed
 .
On introduit les modules suivants :
Fil
t
XAˆst =
{
m∑
i=t
ai
X i
i!
, m ∈ N, at ∈ Aris
}
(2)
et on démontre (omme dans le lemme 3.1.2.1. de [Bre98℄) que Fil
t
X(Aˆst/p
n) = (Fil tXAˆst)/p
n
est plat sur Sn. Si M est un objet de M
r
et (FiltM) est une ltration admissible de M, on
dénit pour tout s ompris entre 0 et r :
Fil
s
X(Aˆst ⊗S M) =
s∑
t=0
Fil
t
XAˆst ⊗S Fil
s−tM.
On a les deux lemmes suivants :
Lemme 2.3.6. SoitM un objet deMr et (Fil tM) une ltration admissible deM. Alors, pour
tout s ompris entre 0 et r, on a Fil sX(Aˆst⊗SM) = Fil
s(Aˆ
st
⊗SM) et si s > 1, on a une suite
exate :
0 //
s⊕
t=1
Fil
t
XAˆst ⊗S Fil
s+1−tM //
s⊕
i=0
Fil
t
XAˆst ⊗S Fil
s−tM // Fil s(Aˆ
st
⊗S M) // 0
où la première èhe est la somme des appliations suivantes :
Fil
t
XAˆst ⊗S Fil
s+1−tM → Fil t−1X Aˆst ⊗S Fil
s+1−tM ⊕ Fil tXAˆst ⊗S Fil
s−tM
xt ⊗ ys+1−t 7→ xt ⊗ ys+1−t ⊕ −xt ⊗ ys+1−t
Démonstration. La preuve est une adaptation de elle du lemme 3.2.1.2 de [Bre98℄. Pour la
première assertion, on a déjà lairement Fil
s
X(Aˆst ⊗S M) ⊂ Fil
s(Aˆ
st
⊗S M).
On a une desription alternative de A
ris
(voir [Fon94a℄). Si on note R = lim←−n∈NOK¯/p pour
les appliations de transitions données par le Frobenius, on peut dénir un morphisme :
θˆ : W (R) → OCp
(a0, a1, . . . , an, . . .) 7→
∑
n>0 p
nxˆ
(n)
n
où Cp désigne le omplété p-adique de K¯ et où xˆ
(n)
n est la limite quand m tend vers l'inni d'une
suite (aˆ
(n+m)
n )p
m
, aˆ
(j)
i ∈ OK¯ désignant un relevé quelonque de a
(j)
i . L'anneau Aris s'identie
alors à l'enveloppe aux puissanes divisées de W (R) relativement à ker θˆ (et ompatibles aux
puissanes divisées anoniques sur pW (R)). On vérie failement que [π] ∈ A
ris
(déni à la
n du paragraphe 2.3.1) orrespond bien au représentant de Teihmüller de π (déni au même
endroit). Par ailleurs, on montre (voir [Fon94a℄) que ker θˆ est un idéal prinipal, engendré par
E([π]).
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Ainsi, si x ∈ Fil s(Aˆ
st
⊗S M), il s'érit omme une somme de termes de la forme :
aγj(E([π]))γk(X)⊗m
(où γj(x) =
xj
j!
) ave a ∈ A
ris
, m ∈ Fil s−tM et j + k > t. Mais [π] = u(1 + X) et don
E([π])−E(u) est un multiple de uX . On peut don érire E([π]) = E(u)+uXb pour un ertain
b ∈ Aˆ
st
puis :
γj(E([π])) =
j∑
ℓ=0
γj−ℓ(E(u))(ub)
ℓγℓ(X).
En réinjetant ette expression dans x, on obtient bien x ∈ Fil sX(Aˆst ⊗S M).
Pour la deuxième partie du lemme, la démonstration est exatement la même que elle de
[Bre98℄. 
Lemme 2.3.7. Soit M un objet de Mr. Pour tout s ompris entre 0 et r, on a une suite
exate :
0 // Fil s(Aˆ
st
⊗S M)N=0 // Fil s(Aˆst ⊗S M)
N //
Fil
s−1(Aˆ
st
⊗S M) // 0
où par onvention Fil
−1(Aˆ
st
⊗S M) = Aˆst ⊗S M.
Démonstration. La démonstration est la même que elle du lemme 3.2.1.3 de [Bre98℄. Toute-
fois, on se ramène à la n, non pas à un objet de MF f,rk (en reprenant les notations de l'artile),
mais à un objet simple de la atégorieMr dont la struture est onnue par la proposition 2.3.5.
Le même argument s'applique alors. 
On déduit des deux lemmes préédents le orollaire suivant :
Corollaire 2.3.8. Soit M un objet de Mr. Alors Fil r(Aˆ
st
⊗S M)N=0 ne dépend pas de la
ltration admissible hoisie et si :
0 //M′ //M //M′′ // 0
est une suite exate dans Mr, alors la suite induite :
0 // Fil r(Aˆ
st
⊗S M′)N=0 // Fil r(Aˆst ⊗S M)N=0 // Fil r(Aˆst ⊗S M′′)N=0 // 0
est également exate.
Démonstration. C'est la même que elle de la proposition 3.2.1.4 de [Bre98℄, en remplaçant
à nouveau MF f,rk par la sous-atégorie de M
r
formée des objets tués par p, et en utilisant la
proposition 2.3.5 qui donne la struture de tels objets. 
Remarque. On prouve de même que si 0 //M′ //M //M′′ // 0 est une suite exate
dans Mr, alors la suite :
0 // (Aˆ
st
⊗S M′)N=0 // (Aˆst ⊗S M)N=0 // (Aˆst ⊗S M′′)N=0 // 0
l'est aussi.
D'autre part, le orollaire préédent prouve en partiulier que T
st⋆(M) ne dépend pas de la
ltration hoisie. Ainsi le fonteur T
st⋆ est bien déni.
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Lemme 2.3.9. Si M est un objet de Mr, on a une suite exate :
0 // Fil r(Aˆ
st
⊗S M)
φr=1
N=0
//
Fil
r(Aˆ
st
⊗S M)N=0
φr−id // (Aˆ
st
⊗S M)N=0 // 0 .
Démonstration. Il sut de montrer que φr − id est surjetive. De même que dans le lemme
3.2.1.6 de [Bre98℄, on se ramène au as d'un objet simple de Mr.
Soit M un objet simple de Mr. D'après la proposition 2.3.5, on peut érire M = S1e1 ⊕
· · · ⊕ S1ed où e1, . . . , ed sont tels que N(ei) = 0 et Fil rM est le sous-module de M engendré
par Fil
pS · M et les un1e1, . . . un1ed pour ertains entiers ni ompris entre 0 et er. On a alors
diretement :
Aˆ
st
⊗S M = Aˆst/pAˆst · e1 ⊕ · · · Aˆst/pAˆst · ed
(Aˆ
st
⊗S M)N=0 = Aris/pAris · e1 ⊕ · · ·Aris/pAris · ed
Fil
r(Aˆ
st
⊗S M)N=0 =
p∑
i=1
(A
ris
/pA
ris
· unie1 + Fil
pA
ris
/pA
ris
· ei).
On note G l'unique matrie inversible à oeients dans k telle que : φr(u
n1e1)
.
.
.
φr(u
nded)
 = tG
 e1..
.
ed

et on onlut de même que dans le lemme 3.2.1.6 de [Bre98℄. 
Corollaire 2.3.10. Le fonteur T
st⋆ est exat.
On déduit nalement de ette étude le théorème suivant :
Théorème 2.3.11. L'appliation Ψ dénie préédemment induit une transformation naturelle
inversible entre les fonteurs T
st⋆ et (T
⋆
st
)∨(r).
Démonstration. Comme la atégorie Mr est artinienne, et que les fonteurs T ⋆
st
et T
st⋆ sont
exats, il sut de montrer le résultat lorsque M est un objet simple de Mr.
Si M est un objet simple de Mr, la proposition 2.3.5 nous assure dans un premier temps
que M est tué par p. On a don :
T ⋆
st
(M) = Hom(T (M), A˜) et T
st⋆(M) = Fil
r(A˜⊗S˜ T (M))
φr=1
N=0 .
Par ailleurs la même proposition fournit une desription expliite de T (M) et de ses strutures
supplémentaires. Préisément, il existe des entiers ni tels que :
T (M) = S˜e1 ⊕ · · · ⊕ S˜ed
Fil
rT (M) = S˜un1e1 ⊕ · · · ⊕ S˜u
nded
ave de surroît N(ei) = 0 pour tout i. Par ailleurs, quitte à passer à une extension non ramiée
de K, on peut supposer (voir théorème 4.3.2 de [Car℄) que φr est donné par φr(u
niei) = ei+1,
les indies étant onsidérés modulo d.
Des desriptions préédentes, on déduit failement :
Fil
r(A˜⊗S˜ T (M))N=0 = π¯
n1
1 OK¯/π · e1 ⊕ · · · ⊕ π¯
n1
1 OK¯/π · ed
où π¯1 est la rédution modulo π de π1 (qui, on le rappelle, est une raine p-ième de π xée).
L'opérateur φr agit sur e module par φr(π¯
ni
1 ei) = ei+1. Tout élément de Fil
r(A˜⊗S˜ T (M))N=0
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s'érit de façon unique x =
∑d
i=1 ai⊗ ei ave ai = π
ni
1 xi et un tel élément appartient à Tst⋆(M)
si, et seulement si :
xpi = π¯
ni+1
1 xi+1
pour tout indie i ∈ Z/dZ.
Par ailleurs, se donner un élément de T ⋆
st
(M) revient à se donner l'image bi de haun
des ei, es images devant vérier N(bi) = 0, u
nibi ∈ Fil rA˜ et ommuter à φr. La première
ondition impose bi ∈ OK¯/π. La deuxième ondition assure que bi = π
mi
1 yi pour mi = er − ni
et yi ∈ OK¯/π. Finalement, la ommutation à φr impose les relations :
(−1)rypi = π¯
mi+1
1 yi+1.
On est nalement ramené à prouver que l'aouplement :
(a1, . . . , ad)× (b1, . . . , bd) 7→
d∑
i=1
aibi
déni sur les ouples de d-uplets solutions des systèmes préédents et à valeurs dans (OK¯/π)
φr=1
.
Ce dernier espae est enore t¯Fp (ou t¯ est la rédution modulo π d'une raine (p− 1)-ième de
pr) est non dégénéré. Or par le lemme 5.1.2 de [Car℄3, si on hoisit η une raine (ph − 1)-ième
de π, si on note η¯ sa rédution modulo π, et si on pose :
si = nip
d−1 + ni+1p
d−2 + · · ·+ ni+d−1
ti = mip
d−1 +mi+1p
d−2 + · · ·+mi+d−1
les solutions de es systèmes s'érivent :
ai = a
pi η¯si et bi = (−1)
ribp
i
η¯ti
où a dérit Fq (q = pd), l'ensemble des raines dans k¯ de l'équation xq = x, et où b dérit
l'ensemble des raines dans k¯ de l'équation xq = (−1)rdx.
Si rd est pair,
∑d
i=1 aibi = TrFq/Fp(ab) · η¯
v
où v = si + ti = er ·
q−1
p−1
est indépendant de i, et
on onlut en remarquant que la trae de Fq à Fp est une forme bilinéaire non dégénérée.
Si rd est impair, on note ε ∈ k¯ une raine (p − 1)-ième de −1, on vérie que
∑d
i=1 aibi =
εTrFq/Fp(ab/ε) · η¯
v
et on onlut omme dans le as préédent. 
En vertu de e théorème, tous les résultats démontrés sur le fonteur T ⋆
st
se transposent au
fonteur T
st⋆. On obtient ainsi un équivalent du théorème 2.3.1 :
Théorème 2.3.12. Le fonteur T
st⋆ est exat, pleinement dèle, d'image essentielle stable par
quotients et par sous-objets. De plus, si M est un objet de Mr isomorphe en tant que S-
module à Sn1⊕· · ·⊕Snd, alors la représentation galoisienne Tst⋆(M) est isomorphe en tant que
Zp-module à Z/pn1Z× · · · × Z/pndZ.
3
Dans ette référene, on travaillait non pas modulo π mais modulo p. Cependant, on vérie sans mal que la
méthode marhe dans les deux as.
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3 Les faiseaux sur le site log-syntomique
3.1 Rappels et préliminaires
3.1.1 Log-shémas et sites usuels
On renvoie à [Kat89℄ pour la dénition et les propriétés des log-shémas et des morphismes
de log-shémas (en partiulier des morphismes log-lisses ou log-étales). Tous les log-shémas
onsidérés dans e papier sont intègres. Si S est un log-shéma, on note S˙ le shéma sous-jaent.
Si M est un monoïde, on note Mgp le groupe assoié, 'est-à-dire l'ensemble des éléments de
la forme ab−1 pour a et b dans M où deux éléments ab−1 et cd−1 sont identiés s'il existe
s ∈ M tel que sad = sbc (i.e. simplement ad = bc si M est intègre). Si M est un monoïde et
G un sous-groupe de Mgp, on dénit le quotient M/G omme le quotient de M par la relation
d'équivalene x ∼ y ↔ xy−1 ∈ G.
Si S est un log-shéma n dont le shéma sous-jaent est tué par un entier non nul et muni
d'un idéal à puissanes divisées et si X est un log-shéma n sur T auquel les puissanes divisées
s'étendent, on note (X/S)
ris
le petit site (log-)ristallin n (déni dans [Kat89℄, hapitre 5)
et (X/S)
CRIS
le gros site (log-)ristallin n (déni dans [Bre96℄, hapitre 3). On note OX/S le
faiseau strutural sur es sites, JX/S son idéal à puissanes divisées et J
[n]
X/S les puissanes
divisées suessives de JX/S.
De même, si S est un log-shéma n, on note S
ét
= S˙
ét
le petit site (log-)étale de S : 'est
la atégorie des log-shémas X pour lesquels X˙ est étale sur S˙ et la log-struture sur X est
induite par elle de S, les reouvrements étant les reouvrements étales usuels (sur les shémas
sous-jaents). On note également S
ÉT
le gros site (log-)étale de S déni omme la atégorie des
log-shémas ns loalement de type ni sur S et munie de la topologie étale. On note OX le
faiseau strutural sur haun de es deux sites.
3.1.2 Topologie log-syntomique
On rappelle la dénition d'un morphisme de log-shémas log-syntomiques, due à Kato (voir
[Kat89℄) :
Dénition 3.1.1. Un morphisme de log-shémas ns f : Y → X est dit log-syntomique s'il est
intègre, si f˙ : Y˙ → X˙ est loalement de présentation nie, et si f peut s'érire étale loalement
omme la omposée d'un morphisme log-lisse ave une immersion fermée exate dont l'idéal est
engendré en haque point par une suite transversalement régulière relativement à X.
On montre (voir [Bre96℄) que les morphismes log-syntomiques sont stables par hangement
de base et par omposition. En outre, on dispose de la propriété remarquable suivante :
Proposition 3.1.2. Si Y → X est une immersion fermée exate dénie par un nil-idéal, on
peut étale-loalement relever les morphismes log-syntomiques sur Y en des morphismes log-
syntomiques sur X.
Il est de plus possible de donner une desription loale très expliite des morphismes log-
syntomiques. Préisément, si f : Y → X est un morphisme log-syntomique, alors il existe une
arte (loale pour la topologie étale) sur laquelle f prend la forme suivante :
P ⊕ Nr
G
// (A⊗Z[P ] Z[(P ⊕ N
r)G][X1, . . . , Xs]
I
P //
f
OO
A
f
OO
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où A est un anneau, P est un monoïde intègre, r et s des entiers, G un sous-groupe de P gp⊕Zr
et I un idéal ontenant les [g] − 1 (pour g ∈ G) et engendré par une suite transversalement
régulière relativement à A.
Si S est un log-shéma n, on note S
SYN
le gros site (log-)syntomique sur X , 'est-à-
dire la atégorie des log-shémas ns loalement de type ni sur X munie de la topologie
log-syntomique : une famille (fi : Xi → X) reouvre X si tous les morphismes fi sont log-
syntomiques et si topologiquement X˙ =
⋃
i fi(X˙i). De même on dénit le petit site (log-
)syntomique S
syn
en se restreignant à la atégorie des log-shémas log-syntomiques sur S.
3.1.3 Plusieurs bases
Pour la suite, on sera amené à onsidérer plusieurs bases qui sont :(
N → OK/pn
1 7→ π
)
;
(
N → Sn
1 7→ u
)
;
(
N → S˜
1 7→ u
)
;
(
N → k
1 7→ 0
)
On note simplement Tn la première, En la deuxième, E˜ la troisième et E¯ = T¯ la quatrième. Ces
quatre bases sont munies de puissanes divisées : sur Tn, elles sont prises par rapport à l'idéal
engendré par p, sur En et E˜ par rapport à l'idéal engendré par les
E(u)i
i!
pour i > 1 et sur la
dernière par rapport à l'idéal nul. On a un diagramme :
T1
  //
t T




 j
0
00
00
0
T2
  //
 _

· · · 
 // Tn
 _

  // · · ·
E˜ 
 // E1
  // E2
  // · · · 
 // En
  // · · ·
où tous les morphismes sont des épaississements, les èhes vertiales étant obtenues en envoyant
u sur π.
Les bases En, E˜ et E¯ sont munies d'un relèvement du Frobenius : 'est la multipliation par
p sur les monoïdes, l'élévation à la puissane p sur S˜ et k et le Frobenius déni au paragraphe
2.1.1 sur Sn.
3.2 Les faiseaux Ostn et J
[s]
n
Dans e paragraphe, on dénit des faiseauxOstn et J
[s]
n sur le site syntomique qui permettent
de aluler la ohomologie ristalline. On donne ensuite une desription loale expliite de es
faiseaux, tehnique mais ruiale pour mener à bien les aluls.
3.2.1 Dénition et desription loale
Pour tout entier n et tout entier (relatif) s, on dénit sur (Tn)SYN les préfaiseaux J
[s]
n par
la formule :
J [s]n (U) = H
0((U/En)ris,J
[s]
U/En
) = H0((U/En)CRIS,J
[s]
U/En
)
où U sur Tn est vu sur En via l'épaississement du paragraphe 3.1.3. On pose Ostn = J
[0]
n . On
montre (voir [Bre96℄) que les J [s]n sont des faiseaux et qu'ils alulent la ohomologie log-
ristalline dans le sens où :
H i(X
syn
,J [s]n ) = H
i(X
SYN
,J [s]n ) = H
i((X/En)ris,J
[s]
X/En
) = H i((X/En)CRIS,J
[s]
X/En
)
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pour tout entier i et tout log-shéma X n loalement de type ni sur En.
Soit U un log-shéma log-syntomique sur la base Tn. On a vu qu'étale-loalement, on peut
trouver une arte du morphisme U → Tn qui prend la forme :
Nx0 ⊕ Nx1 ⊕ · · · ⊕ Nxr
G
α // OK/p
n[(Nx0 ⊕ Nx1 ⊕ · · · ⊕ Nxr)G][X1, . . . , Xs]
([x0]− π, f1, . . . , ft)
Nx0 //
OO
OK/pn
OO
où G est un sous-groupe de Zr+1 et ([x0]−π, f1, . . . , ft) est une suite transversalement régulière
relativement à OK/p
n
et telle que l'idéal engendré ontienne tous les [g]− 1, pour g ∈ G.
Notons Q = Nx0⊕Nx1⊕· · ·⊕Nxr, P = Q/G et A =
OK/p
n[QG][X1,...,Xs]
([x0]−π,f1,...,ft)
, de sorte que (étale-
)loalement U = (SpeA, P ). Dérire loalement (pour la topologie syntomique) les faiseaux
Ostn et J
[s]
n serait par exemple donner des formules expliites pour les modules Ostn (SpeA, P ) et
J [s]n (SpeA, P ). Cependant, on ne sait donner de telles formules que si le Frobenius est surjetif
sur A et sur P , e qui n'est a priori pas le as ii. Nous allons don devoir onsidérer des
ouverts enore plus petits (toujours pour la topologie syntomique) pour forer ette ondition
de surjetivité.
Notons Qi = Nxp
−i
0 ⊕ Nx
p−i
1 ⊕ · · · ⊕ Nx
p−i
r , P
i = Qi/G et Ai =
OK/p
n[QiG][Xp
−i
1 ,...,X
p−i
s ]
([x0]−π,f1,...,ft)
. On
a des morphimes de log-shémas (SpeAi+1, P i+1)→ (SpeAi, P i) qui sont des reouvrements
log-syntomiques, et le Frobenius devient surjetif sur la limite de es reouvrements. On est
amené à dérire expliitement les objets suivants :
Ostn (A
∞, P∞) = lim−→
i
Ostn (SpeA
i, P i) et J [s]n (A
∞, P∞) = lim−→
i
J [s]n (SpeA
i, P i).
Notons Q∞ = Nx1/p
∞
0 ⊕Nx
1/p∞
1 ⊕· · ·⊕Nx
1/p∞
r , P∞ = Q∞/G et A∞ =
OK/p
n[Q∞G][X
1/p∞
1 ,...,X
1/p∞
s ]
([x0]−π,f1,...,ft)
.
Par ailleurs, si M est un monoïde et n un entier, posons :
M (n) =
{
x ∈Mgp / xp
n
∈M
}
.
Si de plus M est muni d'un morphisme de monoïdes N→ M , on dénit N⊕(φn),N M omme la
limite indutive du diagramme N N
pnoo //M . Posons :
W stn (A
∞, P∞) = Wn(A
∞/pA∞)⊗Z[P∞] Z[(N⊕(φn),N P
∞)(n)].
On dispose d'un morphisme anonique surjetif :
W stn (A
∞, P∞) → A∞
(a0, . . . , an−1)⊗ [h] 7→ (aˆ
pn
0 + · · ·+ p
n−1aˆn−1) · α(hp
n
)
où aˆi ∈ A
∞
désigne un relevé quelonque de ai. On note nalement W
st,DP
n (A
∞, P∞) l'en-
veloppe aux puissanes divisées relativement à l'ideal noyau (et ompatible aux puissanes
divisées anoniques sur l'idéal (p)). On munit W st,DPn (A
∞, P∞) d'une struture de Sn-module
en envoyant u sur l'élément 1⊗[1⊕(0, . . . , 0)]. Comme dans l'appendie D de [Bre98℄, on montre
la proposition suivante :
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Proposition 3.2.1. Ave les notations préédentes, il existe un isomorphisme Sn-linéaire anon-
ique :
Ostn (A
∞, P∞)
∼ //W st,DPn (A
∞, P∞) .
Il existe une autre desription loale qui a l'avantage d'être légèrement plus simple, mais
l'inonvénient d'être non anonique. Notons pour ela :
W risn (A
∞, P∞) = Wn(A
∞/pA∞)⊗Z[P∞] Z[(P
∞)(n)]
et W ris,DPn son enveloppe à puissanes divisées par rapport à l'idéal noyau de l'appliation
(a0, . . . , an−1) ⊗ [h] 7→ (aˆ
pn
0 + · · · + p
n−1aˆn−1)α(h
pn) où aˆi ∈ A∞ désigne un relevé quelonque
de ai. On a alors le lemme suivant qui établit un lien entre les anneaux W
ris,DP
n (A
∞, P∞) et
W st,DPn (A
∞, P∞) :
Lemme 3.2.2. On garde les notations préédentes et on note g ∈ P∞ l'image de x0. Soit
h ∈ P∞ une raine pn-ième de g. Alors l'appliation W ris,DPn (A
∞, P∞) 〈X〉 → W st,DPn (A
∞, P∞)
qui envoie X sur (1⊗ (1⊕ h))− 1 est un isomorphisme.
On en déduit diretement la proposition :
Proposition 3.2.3. Ave les notations préédentes, il existe un isomorphisme Sn-linéaire :
Ostn (A
∞, P∞)
∼ //W ris,DPn (A
∞, P∞) 〈X〉
où la struture de Sn-module est donnée sur W
ris,DP
n (A
∞, P∞) 〈X〉 par u
i
i!
7→ T
i
0
i!
1
1+X
où T0
désigne une raine pn-ième de [x0]. En outre, et isomorphisme est ompatible à la ltration
donnée à gauhe par les J [s]n (A∞, P∞) et à droite par les puissanes divisées.
Remarque. Attention l'isomorphisme préédent n'est pas anonique : il dépend du hoix d'une
raine pn-ième de g, image de x0 dans P
∞
.
3.2.2 Les opérateurs φs et N
La desription préédente permet de prouver la proposition suivante importante :
Proposition 3.2.4. Le faiseau Ostn est plat sur Sn et les faiseaux J
[s]
n sont plats sur Wn.
Démonstration. L'argument est le même que elui de la proposition 2.1.2.1 de [Bre98℄. 
Si n et m sont deux entiers ave n 6 m, on a un épaississement i : Tn →֒ Tm. Ainsi pour
tout faiseau F sur (Tn)syn, on peut former le faiseau i⋆F sur (Tm)syn. Le fonteur i⋆ est exat
('est une onséquene de la propriété 3.1.2) et, par abus, on note enore F le faiseau i⋆F .
L'exatitude assure qu'il revient au même de aluler les ohomologies de F sur les sites (Tn)syn
et (Tm)syn.
Les desriptions loales données préédemment permettent failement de prouver l'exati-
tude des deux suites de faiseaux (sur (Tm)syn) suivantes :
0 // Osti
pn // Ostn+i // O
st
n
// 0
0 // J [s]i
pn // J [s]n+i
// J [s]n // 0
pour tout entier i tel que n + i 6 m. D'autre part, toujours pour n + i 6 m, la multipliation
par pi identie sur le site (Tm)syn les faiseaux Ostn et p
iOstn+i. Comme la base En est munie d'un
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relèvement du Frobenius (voir paragraphe 3.1.3), les groupes Ostn (U) = H
0((U/En)ris,OU/En)
héritent d'un opérateur de Frobenius φ qui s'étend immédiatement en un morphisme de fais-
eaux φ : Ostn → O
st
n .
Par ailleurs, on vérie diretement en utilisant la platitude et la desription loale que pour
tout entier s, on a l'inlusion φ(J [s]n ) ⊂ psOstn . Les suites exates préédentes permettent alors de
dénir un morphisme de faiseaux φs sur le site (Tm)syn (pour m > n+ s) omme la omposée :
J [s]n J
[s]
n+s/p
n∼oo φ // psOstn+s O
st
n
∼
ps
oo
après avoir vérié que φ passe au quotient.
Remarque. Les faiseaux J [s]n et Ostn sont dénis sur le site (Tn)syn mais φs n'est, lui, déni que
sur (Tn+s)syn.
Finalement on peut munir Ostn d'un opérateur N qui sur la desription loale (voir propo-
sition 3.2.3) est simplement déni omme l'unique appliation W ris,DPn (A
∞, P∞)-linéaire qui
envoie
Xi
i!
sur (1+X) X
i−1
(i−1)!
(ette appliation ne dépend pas d'un hoix d'une raine pn-ième de
g, elle est don anoniquement dénie et peut se reoller).
3.3 Le as de la aratéristique p
Dans e paragraphe, on se onentre sur le as n = 1 et on donne des desriptions plus failes
à manipuler des faiseaux préédemment introduits. En eet, par la suite, nous proéderons
systématiquement par dévissages et don le as n = 1 aura toujours un statut partiulier.
3.3.1 Une nouvelle desription des faiseaux Ost1 et J
[s]
1
On reprend la desription donnée par la proposition 3.2.3 dans le as n = 1 :
Ost1 (A
∞, P∞) = W ris,DP1 (A
∞, P∞) 〈X〉 .
Un alul faile prouve que le morphisme qui envoie π sur [x0] identie W
ris,DP
1 (A
∞, P∞) à :(
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ]
([x0]e, f1, . . . , ft)
)
DP
où l'on nomme enore de façon abusive fi ∈ k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ] l'image de fi ∈
OK/p[Q∞G][X1, . . . , Xs] et où par dénition G1/p désigne le sous-groupe de (Q∞)gp formé des
x tels que xp ∈ G. On remarque en outre que la suite ([x0]e, f1, . . . , ft) est enore régulière dans
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ].
Soit ψi ∈ k[Q∞G][X
1/p∞
1 , . . . , X
1/p∞
s ] vériant ψ
p
i = fi. En expliitant les puissanes divisées,
on voit que Ost1 (A
∞, P∞) s'identie à :⊕
m0,...,mt+1∈N
B · γpm0(u
e)γpm1(ψ1) · · · γpmt(ψt)γpmt+1(X) (3)
où u =
[x
1/p
0 ]
1+X
et où on a posé :
B =
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ][X ]
([x0]e, f1, . . . , ft, Xp)
. (4)
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La desription préédente fournit également une desription loale des faiseaux J [s]1 :
J [s]1 (A
∞, P∞) s'identie au sous-B-module de Ost1 (A
∞, P∞) engendré par les :
γm0(u
e)γm1(ψ1) · · ·γmt(ψt)γmt+1(X) ave m0 + · · ·+mt > s.
Les quotients J [s]1 /J
[s+1]
1 ont également une ériture sympathique :
J [s]1 (A
∞, P∞)
J [s+1]1 (A
∞, P∞)
=
⊕
∑
mi=s
(B/(ue, ψ1, . . . , ψt, X)) · γm0(u
e)γm1(ψ1) · · · γmt(ψt)γmt+1(X). (5)
Si s < p, don en partiulier pour s 6 r, la dernière desription se simplie légèrement et
donne :
J [s]1 (A
∞, P∞)
J [s+1]1 (A
∞, P∞)
=
⊕
∑
mi=s
(B/(ue, ψ1, . . . , ψt, X)) · u
em0ψm11 · · ·ψ
mt
t X
mt+1
(6)
Comme es quotients ne sont pas tués par u, on introduit de nouveaux faiseaux intermé-
diaires :
Dénition 3.3.1. Soit q un nombre rationnel de la forme t
e
où t est un entier positif ou nul.
Si t = se + δ est la division eulidienne de t par e, on pose :
J [q]1 = u
δJ [s]1 + J
[s+1]
1 .
On peut à nouveau évaluer les quotients suessifs omme le résume la proposition suivante :
Proposition 3.3.2. Soit 0 6 q < p un nombre rationnel de la forme t
e
pour un ertain entier
t. Notons t = se + δ la division eulidienne de t par e. Alors, en reprenant les notations
préédentes :
J [q]1 (A
∞, P∞)
J [q+1/e]1 (A
∞, P∞)
=
⊕
∑
mi=s
C · uem0+δψm11 · · ·ψ
mt
t X
mt+1
(7)
où :
C =
B
(u, ψ1, . . . , ψt, X)
=
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ]
([x
1/p
0 ], ψ1, . . . , ψt)
. (8)
Démonstration. Il est lair que
J
[q]
1 (A
∞,P∞)
J
[q+1/e]
1 (A
∞,P∞)
s'identie à
uδ(J [s]1 (A
∞, P∞)/J [s+1]1 (A
∞, P∞))
uδ+1(J [s]1 (A
∞, P∞)/J [s+1]1 (A
∞, P∞))
.
D'après la formule (6), il sut de montrer que si l'on pose B = B/(ue, ψ1, . . . , ψt, X), l'appli-
ation de multipliation par uδ induit un isomorphisme de C = B/uB dans uδB/uδ+1B. La
surjetivité est laire.
Montrons l'injetivité. Soit B′ = k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ]. Il sut de montrer que s'il
existe un entier δ 6 e et des éléments x, y, y1, . . . , yt de B
′
tels que :
uδx = uey + y1ψ1 + · · ·+ ytψt (9)
alors, il existe y′1, . . . , y
′
t ∈ B
′
tels que :
x = ue−δy + y′1ψ1 + · · ·+ y
′
tψt.
Nous allons prouver e résultat par réurrene sur t. On rappelle que la famille (ψ0, ψ1, . . . , ψt)
est une suite régulière de B et que, dans B, on a ue = ψ0 (puisque X est nul).
L'initialisation de la réurrene provient simplement du fait que u n'est pas diviseur de 0
dans B (puisque ue ne l'est pas). Pour l'hérédité, on suppose que l'équation (9) est vériée.
Cela entraîne uδx ≡ ytψt (mod ue, ψ1, . . . , ψt−1) et don ue−nδytψt ≡ 0 (mod ue, ψ1, . . . , ψt−1).
Puisque la suite (ue, ψ1, . . . , ψt) est régulière, il vient u
e−δyt ≡ 0 (mod ue, ψ1, . . . , ψt−1), et don
il existe z, z1, . . . , zt−1 ∈ B tels que :
ue−δyt = zu
e + z1ψ1 + · · ·+ zt−1ψt−1.
En appliquant l'hypothèse de réurrene, on obtient l'existene d'éléments z′, z′1, . . . , z
′
t−1 dans
B tels que :
yt = z
′uδ + z′1ψ1 + · · ·+ z
′
t−1ψt−1.
En réinjetant dans (9), il vient :
uδ(x− z′yt) = u
ey + (y1 + z
′
1yt)ψ1 + · · ·+ (yt−1 + z
′
1yt−1)ψt−1
et une nouvelle appliation de l'hypothèse de réurrene permet de onlure. 
Remarque. Sur les quotients de la proposition qui préède, la struture de A∞-module est simple
à dérire. En eet, es quotients sont tués par u et par tous les ψi, et don la struture de A
∞
-
module se fatorise en une struture de C-module, qui est dérite de façon transparente sur la
somme direte préédente.
Finalement, remarquons que si s 6 p− 1 et si p > 3, il est possible de donner une dénition
alternative de φs : J
[s]
1 → O
st
1 qui est déjà valable sur le site (T2)syn. On remarque pour ela que
φ1 s'annule sur J
[2]
1 et qu'il dénit ainsi par passage au quotient un morphisme de faiseaux
(sur le site (T2)syn) J
[1]
1 /J
[2]
1 → O
st
1 . En outre, on a le lemme suivant :
Lemme 3.3.3. Le morphisme de faiseaux anoniques SymO1J
[1]
1 /J
[2]
1 → J
[s]
1 /J
[s+1]
1 est un
isomorphisme.
Démonstration. Ave les desriptions préédentes, 'est une onséquene direte de l'alinéa
I.3.4.4 de [Ber74℄. 
On vérie que l'appliation φs s'obtient omme la omposée :
J [s]1 // J
[s]
1 /J
[s+1]
1
Sym
sφ1 // Ost1 .
Cette dernière formule assure, au moins pour s 6 p− 1 et p > 3, que φs ne dépend que de φ1
et peut être déni sur (T2)syn.
3.3.2 Les faiseaux O˜st, J˜ [q]
Lorsque n = 1, on dénit des versions simpliées des faiseaux Ost1 et J
[s]
1 en remplaçant la
base E1 par la base E˜ (voir le paragraphe 3.1.3 pour la dénition).
Si U est un log-shéma sur T1, on dénit pour tout entier s :
J˜ [s](U) = H0((U/E˜)
ris
,J [s]
U/E˜
) = H0((U/E˜)
CRIS
,J [s]
U/E˜
)
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et O˜st = J˜ [0]. Comme préédemment, les préfaiseaux J˜ [s] sont des faiseaux sur le gros site
syntomique (T1)SYN et alulent la ohomologie log-ristalline :
H i(X
syn
, J˜ [s]) = H i(X
SYN
, J˜ [s]) = H i((X/E˜)
ris
, J˜ [s]
X/E˜
) = H i((X/E˜)
CRIS
,J [s]
X/E˜
).
De même que préédemment, on pose pour q = s+ δ
e
où s > 0 et 0 6 δ < e sont des entiers :
J˜ [q] = uδJ˜ [s] + J˜ [s+1].
Il est enore possible de donner une desription loale très expliite de es faiseaux. En
reprenant les arguments utilisés pour les faiseaux Ost1 et J
[s]
1 , et en reprenant les notations des
paragraphes 3.2.1 et 3.3.1, on aboutit à :
O˜st(A∞, P∞) =
⊕
m1,...,mt+1∈N
B˜ · γpm1(ψ1) · · · γpmt(ψt)γpmt+1(X) (10)
ave :
B˜ =
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ][X ]
([x0], f1, . . . , ft, Xp)
=
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ][X ]
(up, f1, . . . , ft, Xp)
. (11)
et, pour q = s+ δ
e
< p
e
(par exemple si q 6 r) :
J˜ [q](A∞, P∞)
J˜ [q+1/e](A∞, P∞)
=
⊕
∑
mi=s
C˜ · uem0+δψm11 · · ·ψ
mt
t X
mt+1
(12)
où C˜ = C. La struture de A∞-module sur e dernier quotient se fatorise en une struture de
C˜-module, qui est elle qui orrespond à l'ériture sous forme de somme direte.
En omparant les formules (7) et (12), on en déduit la proposition suivante :
Proposition 3.3.4. Pour q ∈ 1
e
N, q < p
e
, la projetion anonique induit un isomorphisme de
faiseaux :
J [q]1 /J
[q+1/e]
1
∼ // J˜ [q]/J˜ [q+1/e] .
Par ailleurs, pour tout entier s < p
e
, l'opérateur φs : J
[s]
1 → O
st
1 induit par passage au
quotient un morphisme φs : J
[s]
1 /J
[s+1/e]
1 → O
st
1 /u
pOst1 . D'autre part, la projetion anonique
Ost1 → O˜
st
s'annule sur upOst1 et don fournit un morphisme de faiseaux O
st
1 /u
pOst1 → O˜
st
(attention, e n'est pas un isomorphisme). Tout ela, ave la proposition préédente, permet de
dénir un opérateur φ˜s omme la omposée :
J˜ [s] // J˜ [s]/J˜ [s+1/e] J [s]1 /J
[s+1/e]
1
∼oo φs // Ost1 /u
pOst1 // O˜
st .
Enore une fois, le morphisme φ˜s n'est pas déni sur (T1)syn, mais a priori simplement sur
(Ts+1)syn.
Finalement, on munit le faiseau O˜st d'un opérateur N˜ , après avoir remarqué que l'opérateur
N : Ost1 → O
st
1 passe au quotient puisque N(u
pOst1 +
∑
i>p γi(u)O
st
1 ) ⊂ u
pOst1 +
∑
i>p γi(u)O
st
1 .
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3.3.3 Les faiseaux O¯st et J¯ [s]
On reopie les dénitions préédentes en se plaçant désormais sur la base E¯ (voir paragraphe
3.1.3) : pour tout entier s et tout U ∈ (T1)SYN, on pose
J¯ [s](U) = H0((U¯/E¯)
ris
,J [s]
U¯/E¯
) = H0((U¯/E¯)
CRIS
,J [s]
U¯/E¯
)
où U¯ = U ×T1 E¯. On obtient ainsi des faiseaux sur le site (T1)SYN qui, omme préédemment,
alulent la ohomologie log-ristalline. On pose en outre O¯st = J¯ [0].
On dispose enore d'une desription loale du faiseau O¯st. En gardant les mêmes notations,
on a :
O¯st(A∞, P∞) =
⊕
m1,...,mt+1∈N
B¯ · γpm1(ψ1) · · · γpmt(ψt)γpmt+1(X) (13)
ave :
B¯ =
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ][X ]
(u, f1, . . . , ft, Xp)
. (14)
L'élément u est nul par hypothèse dans E¯ et don également dans O¯st. On ne dénit don
pas les faiseaux intermédiaires J¯ [q] pour q rationnel, mais, si s est un entier, on a toujours une
desription expliite du quotient :
J¯ [s](A∞, P∞)
J¯ [s+1](A∞, P∞)
=
⊕
∑
mi=s
C¯ · γm1(ψ1) · · ·γmt(ψt)γmt+1(X) (15)
où C¯ = C˜ = C. Il est enore une fois possible de dérire la struture de A∞-module sur e
quotient : elle se fatorise par la struture de C¯-module naturelle sur la somme direte. Finale-
ment, en omparant les formules (7) et (15), on voit que le morphisme naturel J [s]1 /J
[s+1/e]
1 →
J¯ [s]/J¯ [s+1] est un isomorphisme pour s < p. Cela permet de dénir un opérateur φ¯s omme la
omposée :
J¯ [s] // J¯ [s]/J¯ [s+1] J [s]1 /J
[s+1/e]
1
∼oo φs // Ost1 /u
pOst1 // O¯
st .
3.3.4 Les faiseaux Oar1 , O˜
ar
et O¯ar
Sur un log-shéma de aratéristique p, on dénit le Frobenius absolu de la façon suivante :
'est le Frobenius absolu lassique sur le shéma sous-jaent et la multipliation par p sur le
monoïde (à supposer qu'il soit noté additivement).
Soit U un log-shéma n (loalement de présentation nie) sur T1. On voit U sur E1 grâe à
l'épaississement T1 →֒ E1. On note U ′ = U ×E1 E1 où E1 est vu sur lui-même par le morphisme
de Frobenius absolu. Le Frobenius absolu sur U se fatorise par U ′ et fournit don un morphisme
U → U ′ appelé Frobenius relatif fU .
Dans la terminologie de Kato (voir [Kat89℄, paragraphe 4.9), la èhe fU est faiblement
purement inséparable et d'après le théorème 4.10 de lo. it., elle se fatorise de façon unique
sous la forme :
fU : U → U
′′ → U ′
où le premier morphisme est purement inséparable et le seond est log-étale. On dénit alors,
omme dans le paragraphe 2.2.1 de [Bre98℄ :
Oar1 (U) = Γ(U
′′,OU ′′).
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On prouve (voir appendie B de [Bre98℄) que l'on dénit ainsi un faiseau Oar1 sur le gros
site syntomique (T1)SYN. Par ailleurs, d'après les résultats de [Kat89℄, si U = (SpeA, P ), on a
simplement :
Oar1 (U) = (S1 ⊗(φ),k A/πA)⊗Z[N⊕(φ),NP ] Z[(N⊕(φ),N, P )
(1)].
Ave les notations introduites préédemment, ei se réérit :
Oar1 (A
∞, P∞) =
⊕
m0∈N
B · γpm0(u
e) (16)
où on rappelle que B est déni par la formule (4).
On dénit de même sur le site (T1)SYN les faiseaux O˜ar et O¯ar en remplaçant la base E1
respetivement par les bases E˜ et E¯. Comme préédemment, on peut donner une desription
expliite des faiseaux obtenus. On obtient :
O˜ar(A∞, P∞) = B˜ et O¯ar(A∞, P∞) = B¯ (17)
où les anneaux B˜ et B¯ sont dénis respetivement par les formules (11) et (14).
Pour nir, mentionnons que la struture de A∞-module sur l'objet O˜ar(A∞, P∞) est don-
née par l'appliation A∞ → B˜ déduite du Frobenius. En partiulier, on onstate que ette
appliation se fatorise par C = C˜ = C¯. Il en va de même pour O¯ar(A∞, P∞).
4 Calul de la ohomologie ristalline
On montre dans ette partie omment assoier à un log-shéma X propre et log-lisse sur
la base T = (N → OK , 1 7→ π) dont la rédution modulo p est du type de Cartier (voir
dénition 4.8 de [Kat89℄) sur X ×T T1, et à un entier n des objets des atégories M
r
tués par
pn. Préisément, il s'agit, pour tout i < r, des quadruplets :
(H i((Xn)syn,O
st
n ), H
i((Xn)syn,J
[r]
n ), φr, N)
où par dénition Xn = X ×T Tn. On fait remarquer une fois de plus que le morphisme φr
n'est déni que sur (Xn+r)syn. Toutefois, l'ériture préédente du quadruplet est légitime ar on
dispose d'isomorphismes anoniques entre (H i((Xn)syn,Ostn ) et (H
i((Xn+r)syn,Ostn ) d'une part
et H i((Xn)syn,J
[r]
n ) et H i((Xn+r)syn,J
[r]
n ) d'autre part.
On ommene par traiter le as n = 1 (sous-partie 4.1) : alors, l'élément de Mr est tué par
p et peut-être don vu dans M˜
r
. On proède ensuite par dévissage avant de passer un passage
à la limite projetive pour proposer une version entière (sous-partie 4.2).
4.1 En aratéristique p
On se donne ii, un log-shéma n X1 propre et log-lisse sur la base T1 (voir paragraphe
3.1.3). En partiulier, le morphisme strutural X1 → T1 est log-syntomique. On suppose que
X1 est du type de Cartier et qu'il admet un relèvement X2 n et log-lisse sur T2. Ce relèvement
est automatiquement log-syntomique sur T2.
Le but, ii, est de prouver que le quadruplet (H i((X1)syn,Ost1 ), H
i((X1)syn,J
[r]
1 ), φr, N)
dénit un objet de la atégorie Mr pour tout i 6 r. On montre d'abord l'énoné équiva-
lent ave la base E˜, i.e. que le quadruplet (H i((X1)syn, O˜st), H i((X1)syn, J˜ [r]), φ˜r, N˜) dénit un
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objet de M˜
r
. Le point le plus diile est la liberté du S˜-module H i((X1)syn, O˜st). Les deux
paragraphes 4.1.1 et 4.1.2 y sont onsarés. Dans le paragraphe 4.1.3, on explique omment on
termine la preuve pour la base E˜ avant d'en déduire dans le paragraphe 4.1.4, le théorème sur
la base E1.
4.1.1 Des isomorphismes sur les faiseaux
On suit pratiquement à la lettre la méthode initiée par Fontaine et Messing ([FM87℄) et
développée par Breuil ([Bre98℄) dans le as qui nous intéresse. Pour tout entier s > 1, on
note J 〈s〉1 le noyau du morphisme omposé O
st
s+1
φ // Osts+1 // O
st
s . On note νs : J
〈s〉
1 → O
st
1 la
rédution modulo p et on dénit fˆs : J
〈s〉
1 → O
st
1 par fˆs(x) = y si φ(x) = p
syˆ où yˆ est une
setion (loale) du faiseau Osts+1.
On dénit ensuite F sOst1 = im νs et FsO
st
1 = im fˆs. Ce sont deux sous-faiseaux d'anneaux
de Ost1 . On montre failement que la suite (F
sOst1 ) est déroissante alors que la suite (FsO
st
1 )
est roissante. En outre, le morphisme fˆs se fatorise en un isomorphisme :
fs : F
sOst1 /F
s+1Ost1
∼ // FsOst1 /Fs−1O
st
1 .
On note F ars O
st
1 le sous-faiseau de O
ar
1 -algèbre de O
st
1 engendré par F
sOst1 et F
ar
s O˜
st
(resp.
F ars O¯
st
) l'image de F ars O
st
1 dans O˜
st
(resp. dans O¯st). On note également F sO¯st la rédution
de F sOst1 dans O¯
st
.
Soient O1 le faiseau strutural sur le site (T1)SYN, et O¯ sa rédution modulo π. On a, en
reprenant les notations du paragraphe 4.1, les desriptions loales suivantes :
O1(A
∞, P∞) = A∞ et O¯(A∞, P∞) = A∞/π. (18)
On dispose de èhes naturelles O1 → Oar1 , O¯ → O˜
ar
et O¯ → O¯ar qui loalement sur les
desriptions préédentes sont données par l'élévation à la puissane p. Ces èhes se fatorisent
toutes les trois par C.
Proposition 4.1.1. i) Pour tout entier s, on a F sO¯st = J¯ [s].
ii) On a
⋃
s∈N F
ar
s O
st
1 = O
st
1 ,
⋃
s∈N F
ar
s O˜
st = O˜st et
⋃
s∈N F
ar
s O¯
st = O¯st.
iii) Pour tout entier s, l'isomorphisme fs se fatorise en des isomorphismes de faiseaux sur
(E¯)
syn
:
Oar1 ⊗O1 J¯
[s]/J¯ [s+1]
∼ // F ars O
st
1 /F
ar
s−1O
st
1
O˜ar ⊗O1 J¯
[s]/J¯ [s+1]
∼ // F ars O˜
st/F ars−1O˜
st
O¯ar ⊗O1 J¯
[s]/J¯ [s+1]
∼ // F ars O¯
st/F ars−1O¯
st
Démonstration. Elle est entièrement analogue à elle de la proposition 2.2.2.2 de [Bre98℄.
Signalons toutefois une subtilité peut-être insusamment soulignée dans lo. it. : une fois
prouvés i) et ii), on est amené à évaluer, pour le premier isomorphisme de iii), le produit
tensoriel :
Oar1 (A
∞, P∞)⊗A∞
J¯ [s](A∞, P∞)
J¯ [s+1](A∞, P∞)
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qui d'après les desriptions préédentes s'identie à :
Oar1 (A
∞, P∞)⊗A∞
 ⊕∑
mi=s
C¯ · γm1(ψ1) · · · γmt(ψt)γmt+1(X)
 .
Il faut alors se souvenir que haun des fateurs du produit tensoriel est tué par u et tous les
ψi, de sorte que la struture de A
∞
-module sur es deux fateurs se fatorise en une struture
de C¯-module. Ayant onstaté ela, le produit tensoriel se réérit :
Oar1 (A
∞, P∞)⊗C¯
 ⊕∑
mi=s
C¯ · γm1(ψ1) · · ·γmt(ψt)γmt+1(X)

et don vaut bien : ⊕
∑
mi=s
Oar1 (A
∞, P∞) · γm1(ψ1) · · · γmt(ψt)γmt+1(X)
omme annoné dans lo. it. La n de la preuve reste inhangée. 
Notons qu'au passage la preuve de [Bre98℄ donne des desriptions loales expliites pour les
faiseaux F ars , qui sont (toujours en gardant les mêmes notations) :
F ars O
st
1 =
⊕
m0∈N
mi+···+mt+16s
B · γpm0(u
e)γpm1(ψ1) · · ·γpmt(ψt)γpmt+1(X)
F ars O˜
st =
⊕
m1+···+mt+16s
B˜ · γpm1(ψ1) · · ·γpmt(ψt)γpmt+1(X)
F ars O¯
st =
⊕
m1+···+mt+16s
B¯ · γpm1(ψ1) · · ·γpmt(ψt)γpmt+1(X).
De es desriptions expliites, on déduit le théorème suivant :
Théorème 4.1.2. Soit s < p
e
un entier (si p = 2 et e = 1, on impose s = 0). On a alors des
isomorphismes de faiseaux sur le site (T2)syn :
O˜ar ⊗O¯ J
[s]
1 /J
[s+1/e]
1 = O˜
ar ⊗O¯ J˜ [s]/J˜ [s+1/e]
∼
id⊗φs
// F ars O˜
st
O¯ar ⊗O¯ J
[s]
1 /J
[s+1/e]
1 = O¯
ar ⊗O¯ J˜ [s]/J˜ [s+1/e]
∼
id⊗φs
// F ars O¯
st.
Démonstration. Enore une fois, la preuve est identique à elle du théorème 2.2.2.3 de [Bre98℄.
Notons toutefois que la subtilité mentionnée dans la preuve de la proposition préédente appa-
raît à nouveau ii. 
Remarque. On démontre de façon tout à fait identique que l'on a également les isomorphismes
suivants, pour s 6 p
e
− 1 :
Oar1 ⊗O1 J
[s]
1 /J
[s+1]
1
∼
id⊗φs
// F ars O
st
1
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O˜ar ⊗O1 J
[s]
1 /J
[s+1]
1 = O˜
ar ⊗O1 J˜
[s]/J˜ [s+1] ∼
id⊗φs
// F ars O˜
st
O¯ar ⊗O1 J
[s]
1 /J
[s+1]
1 = O¯
ar ⊗O1 J˜
[s]/J˜ [s+1] ∼
id⊗φs
// F ars O¯
st.
ertainement plus prohes de eux de [Bre98℄ (rappelons que O˜ar et O¯ar sont tués par π).
Par ailleurs, si l'on ne se préoupe que de la version  J1  et pas de la version  J˜ , les
isomorphismes préédents sont valables pour tout s 6 p− 1.
4.1.2 Des isomorphismes sur les groupes de ohomologie
Nous aimerions à présent déduire du théorème 4.1.2 des isomorphismes sur les groupes de
ohomologie et, pour ela, nous allons projeter es faiseaux sur le site étale : l'intérêt est que
sur e site le faiseau O˜ar (resp. O¯ar) se réduit simplement à S˜ ⊗(φ),k O¯ (resp. à S¯ ⊗(φ),k O¯).
Soit X un log-shéma n loalement de type ni sur une des trois bases E1, E˜ ou E¯. On
dispose dans es onditions d'un morphisme de topoï :
α : X˜
SYN
→ X˜
ét
déni de la façon suivante : si F est un faiseau sur X
SYN
, on dénit α⋆F omme la restrition
de F au site X
ét
, et on vérie que l'on obtient ainsi un faiseau pour la topologie étale. Ré-
iproquement si F est un faiseau sur X
ÉT
, on dénit α⋆F omme le faiseau assoié (pour la
topologie syntomique) au préfaiseau F .
Si Γ
SYN
(resp. Γ
ÉT
) désigne le fonteur des setions globales pour la topologie syntomique
(resp. étale), on a évidemment la relation Γ
SYN
= Γ
ÉT
◦ α⋆ d'où RΓSYN = RΓ
ÉT
◦ Rα⋆. Ainsi
pour aluler la ohomologie syntomique d'un faiseau, il sut de aluler le Rα⋆ de e faiseau
puis de déterminer l'hyperohomologie étale du omplexe obtenu. C'est e que nous allons faire.
Calul des Rα⋆ de plusieurs faiseaux Pour aluler les Rα⋆ des faiseaux préédemment
introduits, on aimerait utiliser les résolutions de Berthelot et Kato. Cependant, elles-i sont
valables sur le site ristallin et non sur le site syntomique. Il nous faut don faire un pont
entre ohomologie ristalline et ohomologie syntomique, pont qui passe par la ohomologie
ristalline-syntomique.
Soit X un log-shéma n loalement de type ni sur une des trois bases E1, E˜ ou E¯.
Reprenant les notations de [Bre98℄ auquel on aura besoin de se référer par la suite, on note Υ
la base retenue.
On dénit le site ristallin-syntomique sur X/Υ en munissant la atégorie sous-jaente au
site ristallin sur X/Υ de la topologie syntomique : il s'agit don d'une atégorie de ouples
(U →֒ T ) et on onvient qu'une famille de ouples (Ui →֒ Ti) reouvre (U →֒ T ) si les Ti forment
un reouvrement syntomique de T et si les diagrammes :
Ui //

Ti

U // T
sont artésiens.
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Bien entendu, selon que l'on onsidère la atégorie sous-jaente au petit site ristallin sur
X/Υ ou au grand, on obtient respetivement les petit et grand sites ristallin-syntomiques sur
X/Υ. On les note (X/Υ)
syn-ris
et (X/Υ)
SYN-CRIS
. Par les résultats de [Bre96℄ (lemme 3.3.1), on
a des morphismes de topoï entre les diérents atégories de faiseaux sur les sites préédents
omme le résume le arré ommutatif suivant :
(X˜/Υ)
SYN-CRIS
v //
w

(X˜/Υ)
CRIS
u

X˜
SYN
α // X˜
ét
Par ailleurs, il est possible de dénir, omme en 3.3.4, sur le site (X/Υ)
SYN-CRIS
(resp
(X/Υ)
syn-ris
) des faiseaux Oar1 , O˜
ar
et O¯ar en posant Oar1 (U →֒ T ) = O
ar
1 (U) (où le deux-
ième Oar1 est elui déni préédemment
4
) et des formules analogues pour les autres faiseaux.
(Attention, dans [Bre98℄, es faiseaux sont notés respetivement Oar,E1X , O
ar,E˜1
X et O
ar,E¯1
X .) De
même, es faiseaux vivent également sur les sites (X/Υ)
CRIS
(resp. (X/Υ)
ris
) et X
ÉT
(resp.
X
ét
).
Soit F un faiseau sur un des sites (X/Υ)
CRIS
, (X/Υ)
ris
, (X/Υ)
SYN-CRIS
ou (X/Υ)
syn-ris
.
Pour tout T apparaissant dans un ouple de la forme (U →֒ T ), on sait que F dénit un faiseau
F|U →֒T sur Tét. On dit que F est à omposantes quasi-ohérentes si tous les faiseaux F|U →֒T
sont des OT -modules quasi-ohérents.
On montre (en adaptant la preuve du lemme 3.3.2 de [Bre96℄) que si F est un faiseau à
omposantes quasi-ohérentes sur (X/Υ)
SYN-CRIS
, alors Riv⋆F = 0 pour tout i > 1. Autrement
dit Rv⋆F ≃ v⋆F . De même, par un alul de Ceh, on prouve (voir [Bre98℄, appendie C.1) que
Rw⋆F ≃ w⋆F (toujours en supposant que F est à omposantes quasi-ohérentes).
On dispose d'un résultat de omparaison entre ohomologie log-ristalline et ohomologie de
de Rham (théorème 6.4 de [Kat89℄) qui donne ave les rappels préédents le théorème suivant :
Théorème 4.1.3. Soit X un log-shéma n loalement de type ni sur Υ. On suppose que l'on
a une Υ-immersion fermée X →֒ Y ave Y log-lisse sur Υ. Soit D l'enveloppe aux puissanes
divisées de X dans Y (voir paragraphe 6.n de [Kat89℄ pour une dénition). Alors, pour tout
entier s :
 si Υ = T1 :
Rα⋆J
[s]
1 = J
[s]
D → J
[s−1]
D ⊗OY ω
1
Y/T1
→ J [s−2]D ⊗OY ω
2
Y/T1
→ · · ·
 si Υ = T˜ :
Rα⋆J˜
[s] = J [s]D → J
[s−1]
D ⊗OY ω
1
Y/T˜
→ J [s−2]D ⊗OY ω
2
Y/T˜
→ · · ·
 si Υ = T¯ :
Rα⋆J¯
[s] = J [s]D → J
[s−1]
D ⊗OY ω
1
Y/T¯ → J
[s−2]
D ⊗OY ω
2
Y/T¯ → · · ·
et :
4
Notez que si U →֒ T est un objet de (X/Υ)
SYN-CRIS
, alors U → X est étale et don en partiulier log-
syntomique.
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 si Υ = T1 :
Rα⋆
(
J [s]1 /J
[s+1]
1
)
=
J [s]D
J [s+1]D
→
J [s−1]D
J [s]D
⊗OY ω
1
Y/T1 →
J [s−2]D
J [s−1]D
⊗OY ω
2
Y/T1 → · · ·
 si Υ = T˜ :
Rα⋆
(
J˜ [s]/J˜ [s+1]
)
=
J [s]D
J [s+1]D
→
J [s−1]D
J [s]D
⊗OY ω
1
Y/T˜
→
J [s−2]D
J [s−1]D
⊗OY ω
2
Y/T˜
→ · · ·
 si Υ = T¯ :
Rα⋆
(
J¯ [s]/J¯ [s+1]
)
=
J [s]D
J [s+1]D
→
J [s−1]D
J [s]D
⊗OY ω
1
Y/T¯ →
J [s−2]D
J [s−1]D
⊗OY ω
2
Y/T¯ → · · ·
Remarque. En gardant les notations du théorème, si on suppose en plus X log-lisse sur Υ, on
peut hoisir Y = X et alors J [s]D = OX si s 6 0 et J
[s]
D = 0 sinon. Les expressions des Rα⋆ se
simplient alors onsidérablement. Par exemple, dans le as où Υ = T¯ , on obtient :
Rα⋆J¯
[s] = 0→ · · · → 0→ ωsX/T¯ → ω
s+1
X/T¯
→ ωs+2
X/T¯
→ · · ·
Rα⋆
(
J¯ [s]/J¯ [s+1]
)
= 0→ · · · → 0→ ωsX/T¯ → 0→ · · · .
Retenons es résolutions que l'on sera amené à réutiliser par la suite.
On peut montrer également (voir appendie B de [Bre98℄) un ranement du théorème
préédent qui permet de tenir ompte des faiseaux Oar1 :
Théorème 4.1.4. Soit X un log-shéma n loalement de type ni sur T1. On suppose que l'on
a une T1-immersion fermée X →֒ Y ave Y log-lisse sur T1. Soit D l'enveloppe aux puissanes
divisées de X dans Y . Alors, pour tout entier s :
Rα⋆
(
Oar1 ⊗
SYN
O1
J
[s]
1 /J
[s+1]
1
)
=
Oar1 ⊗OX
J
[s]
D
J
[s+1]
D
→
(
Oar1 ⊗OX
J
[s−1]
D
J
[s]
D
)
⊗OY ω
1
Y/T1
→
(
Oar1 ⊗OX
J
[s−2]
D
J
[s−1]
D
)
⊗OY ω
2
Y/T1
→ · · ·
où  ⊗SYN  signie que l'on prend le faiseau assoié au faiseau produit tensoriel pour la
topologie syntomique sur X.
On a d'autre part des versions analogues ave les bases T˜ et T¯ .
Remarque. Si X est de plus du type de Cartier, le faiseau Oar1 sur Xét s'identie à Σ⊗(φ),kOX
où Σ est l'anneau de Υ. Dans e dernier as, on obtient une résolution plus simple.
Intéressons-nous maintenant à un analogue du théorème 4.1.3 pour les faiseaux J [q]1 , J˜
[q]
et J¯ [q] où q n'est pas forément un entier. Soit q ∈ 1
e
N. Si X/Υ est omme préédemment un
log-shéma n, loalement de type ni, on ommene par dénir des faiseaux J [q]X/Υ sur les sites
(X/Υ)
CRIS
et (X/Υ)
SYN-CRIS
en posant :
J [q]X/Υ = u
δJ [s]X/Υ + J
[s+1]
X/Υ
si eq = es + δ est la division eulidienne de eq par e. (On remarque que lorsque Υ = E¯, on a
u = 0 et don le premier terme de la somme n'intervient que si δ = 0).
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On s'intéresse partiulièrement au quotient J˜ [s]/J˜ [q]. Par dénition, on a immédiatement :
J˜ [s]/J˜ [q] =
J˜ [s]/J˜ [s+1]
uδ(J˜ [s]/J˜ [s+1])
et une égalité analogue pour les faiseaux J [·]X/Υ. Du fait que Rv⋆F = v⋆F (resp. Rw⋆F = w⋆F)
si F est un faiseau à omposantes quasi-ohérentes, on déduit :
Rv⋆
(
J [s]
X/T˜
/J [q]
X/T˜
)
= J [s]
X/T˜
/J [q]
X/T˜
(resp. Rw⋆
(
J [s]
X/T˜
/J [q]
X/T˜
)
= J˜ [s]/J˜ [q]).
En vériant soigneusement que la démonstration de l'appendie B de [Bre98℄ s'applique
enore dans e ontexte, on obtient le théorème suivant :
Théorème 4.1.5. Ave les notations préédentes, on a :
Rα⋆
(
J˜ [s]/J˜ [q]
)
=
J [s]D /J
[s+1]
D
uδ(J [s]D /J
[s+1]
D )
→
J [s−1]D /J
[s]
D
uδ(J [s−1]D /J
[s]
D )
⊗OY ω
1
Y/T˜
→
J [s−2]D /J
[s−1]
D
uδ(J [s−2]D /J
[s−1]
D )
⊗OY ω
2
Y/T˜
→ · · ·
et :
Rα⋆
(
O˜ar ⊗O1 J˜
[s]/J˜ [q]
)
=
O˜ar ⊗OX
J [s]D /J
[s+1]
D
uδ(J [s]D /J
[s+1]
D )
→
(
O˜ar ⊗OX
J [s−1]D /J
[s]
D
uδ(J [s−1]D /J
[s]
D )
)
⊗OY ω
1
Y/T˜
→ · · ·
.
Remarque. Bien évidemment, on a des versions analogues pour les bases T1 et T¯ . En outre, il
est possible d'érire des résolutions de e type pour beauoup d'autres faiseaux. Cependant,
pour et artile, nous aurons seulement besoin de elle-i.
Des isomorphismes à la Deligne-Illusie On reprend les notations et les hypothèses du
début de paragraphe 4.1 : X1 désigne un log-shéma propre, log-lisse et du type de Cartier sur
T1 et on suppose qu'il admet un relèvement n et log-lisse X2 sur T2.
Théorème 4.1.6. On garde les notations que l'on vient de rappeler. Alors, pour tout 0 6 i 6
s < p
e
, on a :
S˜ ⊗(φ),k H i((X1)syn, J˜ [s]/J˜ [s+1/e])
∼
id⊗φs
// H i((X1)syn, O˜st1 )
H i((X1)syn, J˜ [s]/J˜ [s+1/e])
∼
φs
// H i((X1)syn, O¯st1 )
et des versions équivalentes en remplaçant  J˜  par  J1 .
Démonstration. Comme les deux faiseaux O˜ar et J˜ [s]/J˜ [s+1/e] sont tués par π, le produit
tensoriel O˜ar ⊗O1 J˜
[s]/J˜ [s+1/e] est isomorphe à O˜ar ⊗O¯ J˜
[s]/J˜ [s+1/e].
Comme X1 est supposé du type de Cartier, le faiseau O˜ar sur le site (X1)ét s'identie à
S˜ ⊗(φ),k O¯. Dans es onditions, le théorème 4.1.5 assure que la èhe anonique :
S˜ ⊗(φ),k Rα⋆(J˜
[s]/J˜ [s+1/e])→ Rα⋆(O˜
ar ⊗O¯ J˜
[s]/J˜ [s+1/e]) = Rα⋆(O˜
ar ⊗O1 J˜
[s]/J˜ [s+1/e]) (19)
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est un isomorphisme (α désigne le morphisme de topoï ˜(X1)SYN → (˜X1)ét). Par le théorème
4.1.2, on a un nouvel isomorphisme :
Rα⋆(O˜
ar ⊗O1 J˜
[s]/J˜ [s+1/e]) ≃ Rα⋆(F
ar
s O˜
st). (20)
D'autre part, en ombinant la proposition 4.1.1 et le théorème 4.1.4, on obtient pour tout
entier t :
Rα⋆(F
ar
t O˜
st/F art−1O˜
st) ≃ S˜ ⊗(φ),k Rα⋆(J¯
[t]/J¯ [t+1]) = S˜ ⊗(φ),k ω
t
X¯/T¯ [−t]
où X¯ = X ×T1 T¯ . On en déduit que :
τ6t−1Rα⋆(F
ar
t O˜
st) ≃ τ6t−1Rα⋆(F
ar
t−1O˜
st)
et puis par une réurrene immédiate :
τ6sRα⋆(F
ar
s O˜
st) ≃ τ6sRα⋆(F
ar
t O˜
st)
pour tout entier t > s. Le théorème déoule alors de la propriété
⋃
t∈N F
ar
t O˜
st = O˜st (proposition
4.1.1) et des isomorphismes (19) et (20).
On traite de manière exatement similaire le as de  J1 . 
Remarque. En utilisant l'isomorphisme donné par la remarque qui suit le théorème 4.1.2, on
obtient des isomorphismes analogues qui s'érivent :
S˜ ⊗(φ),OK/p H
i((X1)syn, J˜ [s]/J˜ [s+1])
∼
id⊗φs
// H i((X1)syn, O˜st1 )
k ⊗(φ),OK/p H
i((X1)syn, J˜ [s]/J˜ [s+1])
∼
id⊗φs
// H i((X1)syn, O¯st1 )
où Σ = k ou S˜ est vu omme une OK/p-algèbre par la omposée OK/p→ k → Σ, la première
èhe étant la projetion anonique et la seonde le Frobenius. En partiulier, mis ensemble es
isomorphismes impliquent que le morphisme naturel :
H i((X1)syn, J˜ [s]/J˜ [s+1])
u ·H i((X1)syn, J˜ [s]/J˜ [s+1])
−→ H i((X1)syn, J˜
[s]/J˜ [s+1/e])
est un isomorphisme pour tout i 6 s < p
e
.
4.1.3 Fin de la preuve
On garde les notations et les hypothèses introduites au début du paragraphe 4.1.
Au vu du théorème 4.1.6, il reste à prouver, pour s'assurer que le quadruplet :
(H i((X1)syn, O˜
st), H i((X1)syn, J˜
[r]), φr, N)
est un objet de M˜
r
, les deux hoses suivantes :
1. la èhe anonique H i((X1)syn, J˜
[r])→ H i((X1)syn, J˜
[r]/J˜ [r+1/e]) est surjetive,
2. la èhe anonique H i((X1)syn, J˜ [r])→ H i((X1)syn, O˜st) est injetive,
les autres propriétés de ompatibilité étant laires.
Si F est un faiseau sur (X1)syn, nous notons simplement H i(F) pour H i((X1)syn,F) et si
e dernier est un espae vetoriel de dimension nie sur k, nous notons hi(F) sa dimension.
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Propriétés de nitude. Pour la suite, nous aurons besoin de raisonner sur les dimensions
de ertains groupes de ohomologie. Il nous faut don prouver dans un premier temps qu'ils
sont de dimension nie. Nous ommençons par donner un résultat agréable sur les faiseaux
ukO˜st :
Proposition 4.1.7. Pour tous entiers k et i < p
e
(on impose i = 0 si p = 2 et e = 1), les
k-espaes vetoriels H i(ukO˜st) sont de dimension nie et égaux à ukH i(O˜st).
Démonstration. En premier lieu, on remarque que si k > p, tout est nul et don la proposition
est trivialement vériée. Montrons que H i(O˜st) est de dimension nie sur k. Le log-shéma
X¯ = X1 ⊗T1 T¯ est log-lisse sur T¯ = E¯ par hangement de base et don, par la remarque qui
suit le théorème 4.1.3, Rα⋆O¯st = OX¯/E¯ → ω
1
X¯/E¯
→ · · · . Comme X¯ est propre, les ωj
X¯/E¯
sont
de dimension nie, et il en est don de même de H i(O¯st). Le théorème 4.1.6 permet alors de
onlure.
Prouvons désormais la proposition par réurrene sur i. En érivant la suite exate longue
assoiée à :
0 // ukO˜st // O˜st u
p−k
// up−kO˜st // 0
et en appliquant l'hypothèse de réurrene, on prouve que la èhe H i(ukOst) → H i(Ost) est
injetive. Ainsi H i(ukO˜st) est de dimension nie ar inlus dans H i(O˜st). Par ailleurs, on vérie
failement que l'on dispose d'une suite exate de faiseaux, pour tout entier k 6 p− 1 :
0 // up−1O˜st // ukO˜st u // uk+1O˜st // 0 .
Par l'hypothèse de réurrene, la suite exate longue assoiée prend la forme :
0 // H i(up−1O˜st) //H i(ukO˜st) // H i(uk+1O˜st)
et fournit une inégalité sur les dimensions à savoir hi(ukO˜st) 6 hi(uk+1O˜st) + hi(up−1O˜st). Or
up−1O˜st ≃ O¯st, d'où en additionnant les inégalités préédentes pour k variant de 0 à p, on
obtient hi(O˜st) 6 phi(O¯st). Or le théorème 4.1.6 prouve qu'il y a en fait égalité entre les deux
nombres préédents. Cela implique que toutes les inégalités sommées sont des égalités et par
suite que l'on a des suites exates ourtes :
0 // H i(up−1O˜st) // H i(ukO˜st) //H i(uk+1O˜st) // 0 .
Si k 6 p, le morphisme de multipliation par uk se fatorise par H i(Ost) → H i(ukOst) →
H i(Ost). D'après e qui préède, la première èhe est surjetive et la seonde est injetive. On
en déduit le résultat annoné. 
Intéressons-nous à présent aux faiseaux ukJ˜ [q] et ommençons par un lemme qui les relie
entre eux :
Lemme 4.1.8. Soient k ∈ {0, . . . , p− 1} et q ∈ 1
e
N. Notons s la partie entière de q. Alors on
a une suite exate :
0 // uk+1J˜ [q] // ukJ˜ [q+1/e] // J¯ [s+1] // 0 .
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Démonstration. Commençons par préiser les èhes qui apparaissent dans la suite exate. La
première uk+1J˜ [q] → ukJ˜ [q+1/e] est simplement l'inlusion naturelle entre deux sous-faiseaux
de O˜st. La seonde èhe est légèrement plus subtile. Remarquons en premier lieu, que si l'on
note K le noyau de la projetion (multipliation par uk) J˜ [s+1] → ukJ˜ [s+1], on dispose d'un
diagramme omme suit :
0 // K
>
>>
>>
>>
>
// J˜ [s]

uk // ukJ˜ [s] // 0
J¯ [s]
La èhe diagonale omposée est nulle : en eet, d'après les desriptions loales, tout élément
de K est un multiple de u (au moins dans O˜st) et don s'annule lorsqu'on le projette dans
J¯ [s]. On en déduit un morphisme de faiseaux ukJ˜ [s] → J¯ [s] (qui orrespond moralement à la
division par uk). Par ailleurs, on dispose d'une inlusion J˜ [q+1/e] → J˜ [s] et la seonde èhe de
la suite exate est la omposée ukJ˜ [q+1/e] → ukJ˜ [s] → J¯ [s].
Il reste à vérier que la èhe préédente tombe en fait dans J¯ [s+1] et que la suite obtenue
ainsi est bien exate. Montrons dans un premier temps un résultat analogue sur les faiseaux
 J1 , à savoir que la suite :
0 // uJ [q]1 // J
[q+1/e]
1
// J¯ [s]
est exate et que l'image de la dernière èhe est J¯ [s+1]. Notons f : uJ [q]1 → J
[q+1/e]
1 et
g : J [q+1/e]1 → J¯
[s]
les appliations qui interviennent. Il est lair que f est injetive et que
g ◦ f = 0. Notons q = s + δ
e
ave 0 6 δ < e. En reprenant les notations du paragraphe 3.3, un
élément de J˜ [q+1/e](A∞, P∞) s'érit omme une somme de multiples de termes d'une des deux
formes suivantes :
i) uem0+δ+1ψm11 · · ·ψ
mt
t X
mt+1
ave m0 + · · ·+mt+1 > s ;
ii) uem0ψm11 · · ·ψ
mt
t X
mt+1
ave m0 + · · ·+mt+1 > s+ 1.
On vérie diretement que les éléments du premier type s'envoient sur 0 par g et que les
éléments du seond type s'envoient dans J¯ [s+1]. Finalement l'appliation g tombe bien dans
J¯[s+1] omme annoné. En outre, un élément de J˜ [s+1] s'érit omme une somme de multiples
de uem0ψ
m1
1 · · ·ψ
mt
t X
mt+1
ave m0 + · · ·+mt+1 > s+ 1, et admet don un antéédent par g.
Il ne reste qu'à vérier l'exatitude au milieu. Soit x ∈ J [q+1/e]1 (A
∞, P∞) tel que g(x) = 0.
La èhe uJ [q]1 /J˜
[s+1] → J [q+1/e]1 /J˜
[s+1]
résultant de l'inlusion anonique est un isomorphisme
et don, quitte à modier x, on peut supposer qu'il est élément de J [s+1]1 (A
∞, P∞). Notons x¯
l'image de x dans :
J˜ [s+1](A∞, P∞)
J˜ [s+2](A∞, P∞)
=
⊕
∑
mi=s+1
(B/(ue, ψ1, . . . , ψt, X)) · u
em0γm1(ψ1) · · ·γmt(ψt)γmt+1(X).
Le fait que g(x) = 0 implique que dans la somme direte préédente, x¯ n'a des omposantes
non nulles que sur les (B/(ue, ψ1, . . . , ψt, X)) · uem0ψ
m1
1 · · ·ψ
mt
t X
mt+1
ave m0 > 0. Il s'ensuit
x ∈ uJ [s+1]1 + J
[s+2]
1 ⊂ uJ
[q]
1 + J
[s+2]
1 . Quitte à faire une nouvelle modiation, on peut don
supposer x ∈ J [s+2]1 (A
∞, P∞), et par une réurrene immédiate x ∈ J [Np]1 (A
∞, P∞) pour un
ertain entier N qu'il reste à hoisir.
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Par ailleurs, on dispose d'une déomposition de Ost1 (A
∞, P∞) (formule 10)) :
Ost1 (A
∞, P∞) =
⊕
m1,...,mt+1∈N
B˜ · γpm1(ψ1) · · · γpmt(ψt)γpmt+1(X)
et d'une déomposition analogue de O¯st(A∞, P∞) :
O¯st(A∞, P∞) =
⊕
m1,...,mt+1∈N
B¯ · γpm1(ψ1) · · ·γpmt(ψt)γpmt+1(X).
On vérie diretement que g respete es déompositions. On peut don supposer que x est
élément de l'un des termes orrespondant à un uplet (m0, . . . , mt+1) de la première somme
direte. De plus omme x ∈ J˜ [Np](A∞, P∞), on vérie que si x 6= 0, alorsm = m0+· · ·+mt+1 >
N − t − 2. Mais alors l'hypothèse g(x) = 0 implique x ∈ uJ [mp]1 (A
∞, P∞) ⊂ uJ [q]1 (A
∞, P∞) si
N est hoisi susamment grand.
Pour en déduire le lemme, on raisonne à partir du diagramme ommutatif suivant :
uJ [q]1
f //
uk

J [q+1/e]1
g
((RR
RRR
RRR
RR
uk

J¯ [s]
uk+1J˜ [q]
fk // ukJ˜ [q+1/e]
gk
66lllllllll
où les multipliations par uk sont surjetives. On en déduit dans un premier temps im gk =
im g = J¯ [s+1]. Par ailleurs l'injetivité de la èhe fk et le fait que gk ◦ fk = 0 sont immédiats.
Une hasse au diagramme faile permet alors de onlure. 
En orollaire, on en déduit enn la proposition suivante :
Proposition 4.1.9. Pour tout entier k, tout q ∈ 1
e
N et tout entier i, l'espae vetorielH i(ukJ˜ [q])
est de dimension nie sur k.
Démonstration. Pour k > p, l'assertion est évidente puisque ukJ˜ [q] = 0.
Par ailleurs, omme X¯ = X1 ×T1 T¯ est log-lisse sur T¯ = E¯, on a par la remarque qui suit le
théorème 4.1.3, Rα⋆J¯ [s] = 0→ · · · → 0→ ωsX¯/E¯ → ω
s+1
X¯/E¯
→ · · · , et don puisque X¯ est propre
sur E¯, les groupes H i(J¯ [s+1]) sont de dimension nie pour tous entiers i et s. Si k 6 p − 1,
le lemme 4.1.8 assure que H i(ukJ˜ [q+1/e]) est de dimension nie si et seulement si H i(uk+1J˜ [q])
l'est. On se ramène ainsi à k = p ou q = 0. Le premier as est traité préédemment et le seond
par la proposition 4.1.7. 
Surjetivité de H
i((X1)syn, J˜ [r])→ Hi((X1)syn, J˜ [r]/J˜ [r+1/e]). On ommene par prouver
un lemme :
Lemme 4.1.10. Soient i ∈ N et q ∈ 1
e
N. Supposons 0 6 i 6 q < p
e
(et i = q = 0 si p = 2 et
e = 1). On a des suites exates ourtes :
0 // H i(O¯st) // H i(J˜ [q]) // H i(uJ˜ [q]) // 0 .
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Démonstration. Montrons tout d'abord que la suite :
0 // O¯st // J˜ [q] u // uJ˜ [q] // 0
est exate. La première èhe résulte de l'inlusion O¯st = up−1O˜st ⊂ J˜ [q] et don est injetive.
La surjetivité est également laire. Par ailleurs, le noyau de la multipliation par u sur O˜st est
up−1O˜st et don le noyau de J˜ [q] → uJ˜ [q] s'identie à (up−1O˜st ∩ J˜ [q]) = up−1O˜st.
En érivant la suite exate longue assoiée à la suite exate ourte préédente, on obtient déjà
l'exatitude au milieu dans la suite de l'énoné du lemme. Pour l'injetivité, on remarque que
d'après la proposition 4.1.7, on a H i(O¯st) = up−1H i(O˜st) et don la èhe omposée H i(O¯st)→
H i(J˜ [q]) → H i(O˜st) est injetive. Il en est don de même de la èhe H i(O¯st) → H i(J˜ [q]). La
surjetivité déoule de l'injetivité ar les èhes de bord sont nulles. 
La surjetivité de H i(J˜ [r]) → H i(J˜ [r]/J˜ [r+1/e]) résulte diretement de la proposition plus
générale suivante :
Proposition 4.1.11. Soient i un entier et q ∈ 1
e
N vériant 0 6 i 6 q < p
e
(et i = q = 0 si
p = 2 et e = 1). On a des suites exates ourtes :
0 // H i(J˜ [q+1/e]) // H i(J˜ [q]) // H i(J˜ [q]/J˜ [q+1/e]) // 0 .
En outre, si s désigne la partie entière de q, on a également un début de suite exate :
0 // Hs+1(J˜ [q+1/e]) // Hs+1(J˜ [q]) // Hs+1(J˜ [q]/J˜ [q+1/e]) .
Démonstration. La preuve résulte d'un alul de dimension. Préisément, on va prouver que
pour tout 0 6 i 6 q < p
e
, on a hi(J˜ [q]) = hi(J˜ [q+1/e]) + hi(J˜ [q]/J˜ [q+1/e]). On déduira alors la
proposition par une réurrene immédiate sur i.
D'après le lemme préédent, on a déjà hi(J˜ [q]) = hi(O¯st)+hi(uJ˜ [q]). La formule (12) montre
que la multipliation par ue(q−s) induit un isomorphisme entre les faiseaux J˜ [s]/J˜ [s+1/e] et
J˜ [q]/J˜ [q+1/e]. Le théorème 4.1.6 implique alors hi(O¯st) = hi(J˜ [q]/J˜ [q+1/e]). D'autre part, on a
la suite exate (lemme 4.1.8) :
0 // uJ˜ [q] // J˜ [q+1/e] // J¯ [s+1] // 0 .
Or, puisque Rα⋆J¯
[s+1] = 0 → · · · → 0 → ωs+1
X¯/E¯
→ ωs+2
X¯/E¯
→ · · · (par la remarque qui suit le
théorème 4.1.3), on a Hj(J¯ [s+1]) = 0 pour tout j 6 s. On en déduit Hj(uJ˜ [s]) = Hj(J˜ [s+1/e])
pour tout j 6 s. En partiulier hi(uJ˜ [s]) = hi(J˜ [s+1/e]) e qui onlut la démonstration. 
Injetivité de H
i((X1)syn, J˜ [r])→ Hi((X1)syn, O˜st). Commençons par énoner le lemme
suivant :
Lemme 4.1.12. Pour tout i < p
e
, l'appliation H i(up−eiJ˜ [i])→ H i(J˜ [p/e]) est injetive.
Démonstration. Par un raisonnement analogue à elui utilisé pour la preuve du lemme 4.1.8,
on montre que l'on a une suite exate :
0 // up−eiJ˜ [i] // J˜ [p/e] u
ei
// ueiJ˜ [p/e] // 0 .
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Il sut don de prouver que H i−1(ueiJ˜ [p/e]) = 0. Par le même argument que elui utilisé dans
la preuve de la proposition 4.1.11, on montre que Hj(ueiJ˜ [p/e]) = Hj(J˜ [i+p/e]) pour tout j 6 p
e
et don a fortiori pour tout j 6 i. Posons q = i+ p
e
et notons s la partie entière de q. On a une
suite exate :
0 // J˜ [q] // J˜ [s] // J˜ [s]/J˜ [q] // 0 .
Étale-loalement, on peut relever X1 et un log-shéma Y1 log-lisse (auquel on étend les puis-
sanes divisées) sur E˜. Par les théorèmes 4.1.3 et 4.1.5, la èhe Rα⋆J˜ [s] → Rα⋆(J˜ [s]/J˜ [q])
s'érit expliitement :
J [s]Y1
//

J [s−1]Y1 ⊗OX1 ω
1
Y1/E˜
//

J [s−2]Y1 ⊗OX1 ω
2
Y1/E˜
//

· · ·
J
[s]
Y1
/J
[s+1]
Y1
uδ(J
[s]
Y1
/J
[s+1]
Y1
)
//
J
[s−1]
Y1
/J
[s]
Y1
uδ(J
[s−1]
Y1
/J
[s]
Y1
)
⊗OX1 ω
1
Y1/E˜
//
J
[s−2]
Y1
/J
[s−1]
Y1
uδ(J
[s−2]
Y1
/J
[s−1]
Y1
)
⊗OX1 ω
2
Y1/E˜
// · · ·
où δ est le reste de la division eulidienne de p par e. Or, si j < i, on a s−j > p
e
et don γs−j(u) =
0. Il s'ensuit J [s−j]Y1 = 0. On montre de même que J
[s−i]
Y1
est tué par uδ. Ainsi Hj(J˜ [s]) =
Hj(J˜ [s]/J˜ [q]) = 0 pour j < i et la èhe H i(J˜ [s]) → H i(J˜ [s]/J˜ [q]) est un isomorphisme. La
nullité de H i−1(ueiJ˜ [p/e]) (et don le lemme) résulte alors d'une ériture de la suite exate
longue assoiée à la suite exate ourte :
0 // J˜ [q] // J˜ [s] // J˜ [s]/J˜ [q] // 0 .

Proposition 4.1.13. Pour tout i et q ∈ 1
e
N tels que q 6 i 6 r, l'appliation H i(J˜ [i]) →
H i(J˜ [q]) est injetive.
Démonstration. Si p = 2, on a néessairement q = i = r = 0 et le résultat est évident.
Supposons don p > 3.
On raisonne par réurrene desendante sur q. Le résultat est trivial pour q = i. Supposons-
le vrai pour un ertain q et démontrons-le pour q− 1
e
. On vérie failement que l'on a des suites
exates ourtes de faiseaux :
0 // ueiO˜st // J˜ [i]

up−ei // up−eiJ˜ [i]

// 0
0 // ueiO˜st // J˜ [q−1/e] u
p−ei
// up−eiJ˜ [q−1/e] // 0
qui donnent lieu à de nouvelles suites exates :
H i(ueiO˜st) // H i(J˜ [i])

// H i(up−eiJ˜ [i])

0 // H i(ueiO˜st) // H i(J˜ [q−1/e]) // H i(up−eiJ˜ [q−1/e])
La deuxième suite est exate à gauhe ar la èhe omposée H i(ueiO˜st) → H i(J˜ [q−1/e]) →
H i(O˜st) est injetive (voir preuve de la proposition 4.1.7). On veut montrer que la èhe vertiale
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du milieu est injetive, et une hasse au diagramme laissée au leteur assure que pour ela, il
sut de prouver que la èhe vertiale de droite l'est.
Or, on peut former le arré ommutatif suivant :
H i(up−eiJ˜ [i])

// H i(J˜ [p/e])

H i(J˜ [i])

H i(up−eiJ˜ [q−1/e]) // H i(J˜ [q])
La èhe du haut est injetive d'après le lemme 4.1.12 et elles de droite le sont également
respetivement d'après la proposition 4.1.11 et l'hypothèse de réurrene. On en déduit que
elle de gauhe l'est aussi omme on le souhaitait. 
On a nalement le théorème :
Théorème 4.1.14. Pour tout i 6 r, le quadruplet (H i((X1)syn, O˜st), H i((X1)syn, J˜ [r]), φr, N)
dénit un objet de la atégorie M˜
r
.
Démonstration. Il restait à prouver la surjetivité de H i(J˜ [r])→ H i(J˜ [r]/J [r+1/e]) et l'inje-
tivité de H i(J˜ [r])→ H i(O˜st). Le premier point est une onséquene immédiate de la proposition
4.1.11. Pour le seond point, on remarque que le morphisme H i(J˜ [r]) → H i(O˜st) se fatorise
par H i(J˜ [r]) → H i(J˜ [i]) → H i(O˜st). La première des deux èhes préédentes est injetive
par la proposition 4.1.11 et la seonde est aussi injetive par la proposition 4.1.13. Cei lt la
démonstration. 
4.1.4 Reformulation sur la base E1
On montre dans e paragraphe que le quadruplet :
(H i((X1)syn,O
st
1 ), H
i((X1)syn,J
[r]
1 ), φr, N)
est un objet de la atégorieMr pour tout i 6 r. Pour ela, on ommene par reopier à la lettre
les arguments des paragraphes 4.1.2 et 4.1.3 pour obtenir un équivalent du théorème 4.1.6 qui
s'énone omme suit :
Théorème 4.1.15. Pour 0 6 i 6 s 6 p − 1 (et seulement pour i = s = 0 si p = 2), on a un
isomorphisme :
S1 ⊗(φ),k[u]/ue H i((X1)syn,J
[s]
1 /J
[s+1]
1 )
∼
id⊗φs
// H i((X1)syn,Ost1 ) .
Dans un premier temps, il nous faut montrer que H i((X1)syn,Ost1 ) est un S1-module libre
et pour ela il sut de prouver que H i((X1)syn,J
[r]
1 /J
[r+1]
1 ) est un k[u]/u
e
-module libre par le
théorème 4.1.15. C'est évident si e = 1. À partir de maintenant et jusqu'à la n de ette partie,
on suppose e > 2.
Dans e as, on est tenté de omparer les deux faiseaux J [r]1 /J
[r+1]
1 et J˜
[r]/J˜ [r+1] puisque
la version  ˜  a déjà été étudiée. Cependant, en regardant les desriptions expliites, on se
rend ompte qu'il n'est pas vrai en général que es deux faiseaux sont isomorphes ; 'est le as
simplement lorsque er 6 p− e.
La solution onsiste à introduire une nouvelle atégorie d'objets modulo u2p et à proéder
en deux étapes : on passe des objets modulo up aux objets modulo u2p puis de es derniers aux
objets de Mr.
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Les objets modulo u2p On rappelle que tout au long de e paragraphe, on suppose e > 2.
On introduit une nouvelle atégorie, notée M˜
r
(2) dont la dénition est très prohe des autres
atégories déjà introduites. On pose S˜(2) = k [u] /u
2p
. C'est un anneau muni d'un Frobenius φ
semi-linéaire envoyant ui sur upi et d'un opérateur de monodromie N k-linéaire envoyant ui sur
−iui. Un objet de M˜
r
(2) est la donnée de :
1. un S˜(2)-module M˜ libre de rang ni ;
2. un sous-module Fil
rM˜ de M˜ ontenant uerM˜ ;
3. une èhe φ-semi-linéaire φr : Fil
rM˜ → M˜ telle que l'image de φr engendre M˜ en tant
que S˜(2)-module ;
4. une appliation k-linéaire N : M˜ → M˜ telle que :
 pour tout λ ∈ S˜(2) et tout x ∈ M˜, N (λx) = N (λ) x+ λN (x)
 ueN(Fil rM˜) ⊂ Fil rM˜
 le diagramme suivant ommute :
Fil
rM˜
φr //
ueN

M˜
c(2),piN

Fil
rM˜
φr // M˜
où c(2),π est la rédution de c dans S˜(2).
Les morphismes de M˜
r
(2) sont les appliations S˜(2)-linéaires qui ommutent à toutes les stru-
tures.
On prouve omme dans le paragraphe 2.2 que les atégories Mr, M˜
r
(2) et M˜
r
sont toutes
les trois équivalentes via les fonteurs de rédution modulo u2p et modulo up.
Pour tout rationnel q ∈ 1
e
N, on dénit sur le site (T1)SYN un faiseau J˜
[q]
(2) par la formule :
J˜ [q](2) =
J˜ [q]
J˜ [q] ∩ u2pO˜st
.
On dénit également O˜st(2) = J˜
[0]
(2). Finalement, on vérie que les appliations φs et N passent
au quotient et dénissent des opérateurs enore notés φs et N sur es nouveaux faiseaux.
Remarque. On peut vérier que si l'on note E˜(2) la rédution de la base E1 modulo u
2p
, on a :
J˜ [s](2)(U) = H
0((U/E˜(2))ris,J
[s]
U/E˜(2)
) = H0((U/E˜(2))CRIS,J
[s]
U/E˜(2)
)
pour tout entier s et tout log-shéma U n et loalement de type ni sur T1. En outre, on a
également :
H i(X
syn
,J [s](2)) = H
i(X
SYN
,J [s](2)) = H
i((X/E˜(2))ris,J
[s]
X/E˜(2)
) = H i((X/E˜(2))CRIS,J
[s]
X/E˜(2)
)
pour tout entier i et tout log-shéma X n loalement de type ni sur En. On a également la
relation J˜ [q](2) = u
δJ˜ [s](2) + J˜
[s+1]
(2) si eq = es+ δ est la division eulidienne de eq par e.
Il est alors possible, de manière analogue à e que nous avons fait dans le paragraphe 3.3, de
donner des desriptions loales très expliites des faiseaux préédents. On retiendra simplement
un équivalent de la proposition 3.3.4 :
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Proposition 4.1.16. Supposons r > 0. Sur le site (T1)syn les projetions anoniques induisent
des isomorphismes de faiseaux :
J˜ [r](2)/J˜
[r+2/e]
(2)
∼ // J˜ [r]/J˜ [r+2/e] et J [r]1 /J
[r+1]
1
∼ // J˜ [r](2)/J˜
[r+1]
(2) .
Démonstration. Elle est tout à fait analogue à elle de la proposition 3.3.4. Remarquons
ependant que l'hypothèse er 6 p − 2 est ruiale pour le premier isomorphisme. Le seond,
quant à lui, utilise la majoration moins ne (ar on a supposé r > 0) er + e 6 2p. 
Un objet de la atégorie M˜
r
(2) Nous nous proposons de prouver, ii, que le quadruplet :
(H i((X1)syn, O˜
st
(2)), H
i((X1)syn, J˜
[r]
(2)), φr, N)
est un objet de la atégorie M˜
r
(2). On suppose à partir de maintenant que r > 0.
On reopie enore une fois les arguments des paragraphes 4.1.2 et 4.1.3 an obtenir le
théorème suivant :
Théorème 4.1.17. Pour 0 6 i 6 s 6 2p−2
e
(pour i = s = 0 si p = 2), on a un isomorphisme :
S˜(2) ⊗(φ),k[u]/u2 H
i((X1)syn, J˜
[s]
(2)/J˜
[s+2/e]
(2) )
∼
id⊗φs
// H i((X1)syn, O˜st(2)) .
Comme préédemment, pour simplier, si F est un faiseau sur (X1)syn, on note H
i(F) pour
H i((X1)syn,F) et si et espae est de dimension nie sur k, on note hi(F) sa dimension. On a
alors :
Théorème 4.1.18. Pour tout i 6 r, le groupe de ohomologie H i(O˜st(2)) est libre de rang ni
sur S˜(2).
Démonstration. D'après le théorème 4.1.17, il sut de montrer que H i(J˜ [r](2)/J˜
[r+2/e]
(2) ) est libre
de rang ni sur k[u]/u2. Or on a un isomorphisme J˜ [r](2)/J˜
[r+2/e]
(2) ≃ J˜
[r]/J˜ [r+2/e] (proposition
4.1.16). Il sut don de prouver que H i(J˜ [r]/J˜ [r+2/e]) est libre de rang ni sur k[u]/u2.
Notons M = H i(O˜st), 'est un k[u]/up-module libre de rang ni, disons d, d'après le
théorème 4.1.14. Pour tout q ∈ 1
e
N, q > r, le morphisme H i(J˜ [q])→M est injetif d'après les
propositions 4.1.11 et 4.1.13. Notons Fil
qM son image. On obtient ainsi une suite déroissante
de sous-S˜-modules de M.
Puisque la multipliation par u se fatorise par Fil rM → Fil r+1/eM → Fil rM, on a
uFil rM ⊂ Fil r+1/eM. Par ailleurs, à nouveau la proposition 4.1.11 nous dit que le quo-
tient Fil
rM/Fil r+1/eM est un k-espae vetoriel de dimension d. Or il en est de même de
Fil
rM/uFil rM. Il en résulte que les k-espaes vetoriels Fil r+1/eM et uFil rM ont même
dimension. L'inlusion trouvée préédemment prouve alors qu'ils sont égaux.
De même en remplaçant r par r + 1/e (et en vériant que la proposition 4.1.11 s'applique
enore), on obtient Fil
r+2/eM = uFil r+1/eM = u2Fil rM. L'inégalité er 6 p− 2 et l'inlusion
uerM ⊂ Fil rM assurent que le quotient Fil rM/Fil r+2/eM = Fil rM/u2Fil rM est libre de
rang d sur k[u]/u2.
Par ailleurs, on a une suite exate longue :
H i(J˜ [r+2/e]) // H i(J˜ [r]) // H i(J˜ [r]/J˜ [r+2/e]) // H i+1(J˜ [r+2/e]) // H i+1(J˜ [r])
41
et d'après la proposition 4.1.11 les première et dernière èhes sont injetives. On en déduit
que H i(J˜ [r]/J˜ [r+2/e]) s'identie au quotient Fil rM/Fil r+2/eM et don qu'il est libre de rang
ni sur k[u]/u2. 
Remarque. La preuve préédente implique hi(O˜st(2)) = ph
i(J˜ [r+2/e]/J˜ [r]) = 2phi(J˜ [r+1/e]/J˜ [r]) =
2phi(O¯st).
Ave ette dernière égalité, on peut refaire la démonstration de la proposition 4.1.7 et obtenir
ainsi :
Proposition 4.1.19. Pour tous entiers k et i < 2p
e
(on impose i = 0 si p = e = 2), on a
H i(ukO˜st(2)) = u
kH i(O˜st(2)).
Sans surprise, on dispose d'un analogue de la proposition 4.1.11 dans ette nouvelle situa-
tion :
Proposition 4.1.20. Soient i un entier et q ∈ 1
e
N vériant 0 6 i 6 q < E(p
e
)+1 (et i = q = 0
si p = 2 et e = 1) où E(p
e
) désigne la partie entière de p
e
. On a des suites exates ourtes :
0 // H i(J˜ [q+1/e](2) )
//H i(J˜ [q](2))
// H i(J˜ [q](2)/J˜
[q+1/e]
(2) )
// 0 .
En outre, si s désigne la partie entière de q, on a également un début de suite exate :
0 // Hs+1(J˜ [q+1/e](2) )
// Hs+1(J˜ [q](2))
// Hs+1(J˜ [q](2)/J˜
[q+1/e]
(2) ) .
Démonstration. La démonstration est très prohe de elle de la proposition 4.1.11.
On ommene par remarquer que puisque r > 0, on a e 6 p − 2 et E(p
e
) + 1 6 2p−2
e
.
Cela implique que si s désigne la partie entière de q, on a les identiations J˜ [q](2)/J˜
[q+1/e]
(2) ≃
J˜ [s](2)/J˜
[s+1/e]
(2) ≃ J˜
[s]/J˜ [s+1/e]. Ainsi, on obtient hi(J˜ [q](2)/J˜
[q+1/e]
(2) ) = h
i(J˜ [s]/J˜ [s+1/e]) = hi(O¯st)
pour tout entier i. (La dernière égalité résulte du théorème 4.1.6.)
Par ailleurs, une adaptation simple du lemme 4.1.10 fournit la suite exate :
0 // H i(O¯st) //H i(J˜ [q](2))
u // H i(uJ˜ [q](2))
// 0
et don l'égalité hi(J˜ [q](2)) = h
i(uJ˜ [q](2))+h
i(O¯st). De même en adaptant le lemme 4.1.8, on obtient
la suite exate de faiseaux :
0 // uJ˜ [q](2)
// J˜ [q+1/e](2)
// J¯ [s+1] // 0
et puisque Rα⋆J¯ [s+1] = 0 → · · · → 0 → ω
s+1
X¯/E¯
→ ωs+2
X¯/E¯
→ · · · , on a Hj(J¯ [s+1]) = 0 pour
tout j 6 s puis H i(uJ˜ [s]) = H i(J˜ [s+1/e]). En partiulier hi(uJ˜ [s]) = hi(J˜ [s+1/e]) d'où il vient
hi(J˜ [q](2)) = h
i(J˜ [q+1/e](2) )+h
i(J˜ [q](2)/J˜
[q+1/e]
(2) ). On termine alors la démonstration en raisonnant par
réurrene sur i. 
On a nalement la proposition :
Proposition 4.1.21. Pour tout i 6 r, l'appliation H i(J˜ [r](2))→ H
i(O˜st(2)) est injetive.
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Démonstration. Il est possible d'adapter la démonstration de la proposition 4.1.13, mais
nous pouvons également déduire l'énoné de la proposition 4.1.13. En eet, on a le diagramme
suivant :
H i(upO˜st(2))
// H i(J˜ [r](2))
//

H i(J˜ [r])

0 // H i(upO˜st(2))
// H i(O˜st(2))
// H i(O˜st) // 0
et la suite du bas est exate d'après la proposition 4.1.19 (notez que la multipliation par up sur
O˜st(2) identie O˜
st
et upO˜st(2)). Par la proposition 4.1.13, la èhe vertiale de droite est injetive.
On vérie failement qu'il en est alors forément de même de la èhe vertiale entrale. D'où
la proposition. 
On en déduit nalement le théorème :
Théorème 4.1.22. Pour tout i 6 r, le quadruplet (H i((X1)syn, O˜st(2)), H
i((X1)syn, J˜
[r]
(2)), φr, N)
dénit un objet de la atégorie M˜
r
(2).
Un objet de la atégorie Mr On veut ii enn prouver que (H i(Ost1 ), H
i(J [r]1 ), φr, N) est
un objet de Mr pour tout i 6 r. Pour ela, on reprend à nouveau les arguments préédents.
On ommene par prouver que H i(Ost1 ) est un module libre (de rang ni) sur S1. D'après
le théorème 4.1.15, il sut de prouver que H i(J [r]1 /J
[r+1]
1 ) est libre sur k[u]/u
e
. Or le fais-
eau J [r]1 /J
[r+1]
1 s'identie à J˜
[r]
(2)/J˜
[r+1]
(2) (proposition 4.1.16) et il sut don de prouver que
H i(J˜ [r](2)/J˜
[r+1]
(2) ) est libre de rang ni sur k[u]/u
e
. Pour ela, on adapte failement les arguments
de la preuve du théorème 4.1.18 en remplaçant les référenes aux propositions 4.1.11 et 4.1.13
respetivement par des référenes aux proposition 4.1.20 et 4.1.21.
Lemme 4.1.23. Pour tous entiers i et s tels que 0 6 i 6 s < p
e
, la èhe H i(J [s]1 )→ H
i(J˜ [s](2))
est surjetive.
Démonstration. On raisonne par réurrene sur s. Pour le as s = 0, on a les isomorphismes
suivants :
H i(Ost1 ) ≃ S1 ⊗(φ),k[u]/ue H
i(J [i]1 /J
[i+1]
1 )
H i(O˜st(2)) ≃ S˜(2) ⊗(φ),k[u]/u2 H
i(J˜ [i](2)/J˜
[i+2/e]
(2) ).
On vérie que la èhe H i(Ost1 ) → H
i(O˜st(2)) s'obtient à partir de la projetion S1 → S˜(2)
et le morphisme naturel H i(J [i]1 /J
[i+1]
1 ) → H
i(J˜ [i](2)/J˜
[i+2/e]
(2) ). Il sut don de prouver que e
dernier morphisme est surjetif. Or, d'une part, le faiseau J [i]1 /J
[i+1]
1 s'identie à J˜
[i]
(2)/J˜
[i+1]
(2)
(proposition 4.1.16) et, d'autre part, on a le diagramme ommutatif suivant :
0 // H i(J˜ [i+1](2) )
//

H i(J˜ [i](2))
// H i(J˜ [i](2)/J˜
[i+1]
(2) )
//

0
0 // H i(J˜ [i+2/e](2) )
// H i(J˜ [i](2))
// H i(J˜ [i](2)/J˜
[i+2/e]
(2) )
// 0
où les lignes sont exates : l'injetivité provient de la proposition 4.1.20 et la surjetivité provient
de l'injetivité analogue sur les H i+1 (toujours onséquene de la même proposition). On en
déduit diretement la surjetivité de la èhe vertiale de droite, e qui onlut le as s = 0.
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On proède ensuite par réurrene sur s. On onsidère le diagramme ommutatif :
H i(J˜ [s+1]1 ) //

H i(J˜ [s]1 ) //

H i(J˜ [s]1 /J˜
[s+1]
1 )
0 // H i(J˜ [s+1](2) )
// H i(J˜ [s](2))
// H i(J˜ [s](2)/J˜
[s+1]
(2) )
La èhe vertiale de droite est un isomorphisme par la proposition 4.1.16. La èhe vertiale du
milieu est surjetive par hypothèse de réurrene. Une hasse au diagramme prouve failement
que la èhe vertiale de gauhe est aussi surjetive, e qui onlut. 
Remarque. Le lemme est également vrai pour s ∈ 1
e
N, 0 6 i 6 s < E(p
e
) + 1. Ce ranement se
démontre de manière analogue en hoisissant un pas de
1
e
(au lieu de 1) dans la réurrene.
On parvient nalement au but de tout e paragraphe :
Théorème 4.1.24. Pour tout i 6 r, le quadruplet (H i((X1)syn,Ost1 ), H
i((X1)syn,J
[r]
1 ), φr, N)
dénit un objet de la atégorie Mr.
Démonstration. Comme préédemment, il ne reste plus qu'à prouver que la èhe H i(J [r]1 )→
H i(J [r]1 /J
[r+1]
1 ) est surjetive et que la èhe H
i(J [r]1 )→ H
i(Ost1 ) est injetive.
Pour le premier point, on onsidère le arré ommutatif suivant :
H i(J [r]1 ) //

H i(J [r]1 /J
[r+1]
1 )

H i(J˜ [r](2))
//H i(J˜ [r](2)/J˜
[r+1]
(2) )
La èhe de droite est un isomorphisme (proposition 4.1.16). La èhe de gauhe est surjetive
(lemme 4.1.23), et elle du bas l'est également (proposition 4.1.20). On en déduit que elle du
haut l'est aussi.
Pour le seond point, on reprend les arguments de la preuve de la proposition 4.1.21. On
raisonne à partir du diagramme suivant :
0 // K // J [r]1 //

J˜ [r](2)
//

0
0 // K // Ost1 // O˜
st
(2)
// 0
où K = upOst1 et où les deux suites horizontales sont exates. Il donne lieu à un nouveau
diagramme :
H i(K) // H i(J [r]1 ) //

H i(J˜ [r](2))

0 // H i(K) // H i(Ost1 ) // H
i(O˜st(2))
La suite du bas est exate à gauhe ar, par le lemme 4.1.23, la èhe H i−1(Ost1 )→ H
i−1(O˜st(2))
est surjetive. Mais la èhe vertiale de droite est injetive (proposition 4.1.21). On en déduit
que la èhe vertiale du milieu l'est également. Cei termine la preuve. 
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4.1.5 Le as r = 0
Lorsque r = 0, la ondition er 6 p − 2 est automatique et n'impose auune borne sur e.
Pour obtenir le théorème 4.1.24, dans e as, on a besoin d'introduire plus de atégories-étapes.
Plan de la preuve On reprend les onstrutions du début du paragraphe 4.1.4 en remplaçant
 (2)  par  (t) .
Pour tout entier 1 6 t 6 e, on ommene par dénir une atégorie M˜
r
(t) d'objets modulo u
tp
.
On onsidère pour ela l'anneau S˜(t) = k [u] /u
tp
que l'on munit d'un Frobenius φ semi-linéaire
envoyant ui sur upi et d'un opérateur de monodromie k-linéaire envoyant ui sur −iui. Un objet
de M˜
r
(t) est la donnée de :
1. un S˜(t)-module M˜ libre de rang ni ;
2. un sous-module Fil
rM˜ de M˜ ontenant uerM˜ ;
3. une èhe φ-semi-linéaire φr : Fil
rM˜ → M˜ telle que l'image de φr engendre M˜ en tant
que S˜(t)-module ;
4. une appliation k-linéaire N : M˜ → M˜ telle que :
 pour tout λ ∈ S˜(t) et tout x ∈ M˜, N (λx) = N (λ) x+ λN (x)
 ueN(Fil rM˜) ⊂ Fil rM˜
 le diagramme suivant ommute :
Fil
rM˜
φr //
ueN

M˜
c(t),piN

Fil
rM˜
φr // M˜
où c(t),π est la rédution de c dans S˜(t).
Les morphismes de M˜
r
(t) sont les appliations S˜(t)-linéaires qui ommutent à toutes les stru-
tures. On prouve omme dans le paragraphe 2.2 que les atégories M˜
r
(t) sont toutes équivalentes
à Mr via les fonteurs de rédution modulo utp.
D'autre part, pour tout rationnel q ∈ 1
e
N, on dénit sur le site (T1)SYN un faiseau J˜
[q]
(t) par :
J˜ [q](t) =
J˜ [q]
J˜ [q] ∩ utpO˜st
.
On pose O˜st(t) = J˜
[0]
(t) et on vérie que les appliations φs et N passent au quotient et dénissent
des opérateurs enore notés φs et N sur es nouveaux faiseaux.
On va prouver par réurrene sur t la proposition suivante (on rappelle qu'ii r = 0) :
Proposition 4.1.25. Pour tout t 6 e, le quadruplet (H0(O˜st(t)), H
0(O˜st(t)), φ0, N) dénit un objet
de la atégorie M˜
0
(t) et la suite :
0 // H0(J˜ [q+1/e](t) )
// H0(J˜ [q](t))
// H0(J˜ [q](t)/J˜
[q+1/e]
(t) )
// 0
est exate pour q ∈ 1
e
N, q 6 t
e
.
On déduira ensuite du as t = e un équivalent du théorème 4.1.24 à savoir :
Théorème 4.1.26. Pour tout t 6 e, le quadruplet (H0(Ost1 ), H
0(Ost1 ), φ0, N) dénit un objet
de la atégorie M0.
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La réurrene Le but de ette sous-partie est de prouver la proposition 4.1.25. Pour ela,
omme nous l'avons déjà dit, on raisonne par réurrene sur t et on suit pas à pas la démon-
stration de la partie Un objet de la atégorie M˜
r
(2) du paragraphe 4.1.4. On redonne rapidement
les grandes étapes.
On onsidère un entier t ompris entre 2 et e. Les ompatibilités entre les opérateurs ne
posant pas de problème, il sut de montrer que H0(O˜st(t)) est libre de rang ni sur S˜(t) et
que l'image de φ0 engendre tout H
0(O˜st(t)). Or omme préédemment, on dispose du théorème
suivant :
Théorème 4.1.27. Ave les notations préédentes, on a un isomorphisme :
S˜(t) ⊗(φ),k[u]/ut H
0(O˜st(t)/J˜
[t/e]
(t) )
∼
id⊗φ0
// H0(O˜st(t)) .
Il sut don de prouver que H0(O˜st(t)/J˜
[t/e]
(t) ) est libre de rang ni sur k[u]/u
t
et que la suite :
0 // H0(J˜ [q+1/e](t) )
// H0(J˜ [q](t))
// H0(J˜ [q](t)/J˜
[q+1/e]
(t) )
// 0
est exate pour q ∈ 1
e
N, q 6 t. (On remarque que seule la surjetivité n'est a priori pas laire).
On dispose d'un équivalent de la proposition 4.1.16 qui se démontre de façon tout à fait
analogue :
Proposition 4.1.28. Sur le site (T1)syn la projetion anonique induit un isomorphisme de
faiseaux :
O˜st(t)/J˜
[t/e]
(t)
∼ // O˜st(t−1)/J˜
[t/e]
(t−1) .
Remarque. Pour la preuve de la proposition préédente, on utilise l'inégalité t 6 p(t − 1) qui
est bien vériée lorsque t > 2.
Lemme 4.1.29. Le module H0(O˜st(t)) est libre de rang ni sur S˜(t).
Démonstration. Elle est assez semblable à la preuve du théorème 4.1.18.
Il sut de démontrer que H0(O˜st(t)/J˜
[t/e]
(t) ) est libre sur k[u]/u
t
. Par ailleurs d'après la propo-
sition préédente, le faiseau O˜st(t)/J˜
[t/e]
(t) s'identie à O˜
st
(t−1)/J˜
[t/e]
(t−1).
On utilise à e niveau l'hypothèse de réurrene qui assure que M = H0(O˜st(t−1)) muni de
ses strutures supplémentaires est un objet de M˜
0
(t−1). C'est en partiulier un S˜(t−1)-module
libre de rang ni, disons d. Notons, pour q ∈ 1
e
N, Fil qM = H0(J˜ [q](t−1)). Ils forment une suite
déroissante de sous-S˜(t−1)-modules de M.
Par ailleurs, on a uM ⊂ Fil 1/eM, et enore l'hypothèse de réurrene fournit la suite
exate :
0 // Fil 1/eM //M // H0(O˜st(t−1)/J˜
[1/e]
(t−1))
// 0 .
Par ailleurs on vérie que pour tout q ∈ 1
e
N, q < t
e
, la multipliation par uq induit un isomor-
phisme entre les faiseaux O˜st(t−1)/J˜
[1/e]
(t−1) et J˜
[q]
(t−1)/J˜
[q+1/e]
(t−1) . On en déduit :
dimkH
0(O˜st(t−1)/J˜
[1/e]
(t−1)) =
1
t
dimkH
0(O˜st(t−1)/J˜
[t/e]
(t−1)) = d
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la dernière égalité étant une onséquene du théorème 4.1.27 appliqué pour t− 1. D'autre part,
dimk(M/uM) = d d'où il vient Fil
1/eM = uM. On montre de même par réurrene que
Fil
qM = ueqM pour tout q ∈ 1
e
N, q 6 t
e
.
Finalement, on a une suite exate longue :
0 // H0(J˜
[t/e]
(t−1))
// H0(O˜st(t−1))
// H0(O˜st(t−1)/J˜
[t/e]
(t−1))
// H1(J˜
[t/e]
(t−1))
// H1(O˜st(t−1)) .
D'après l'hypothèse de réurrene, toutes les èhes H1(J˜ [q+1/e](t−1) ) → H
1(J˜ [q](t−1)) sont inje-
tives pour q 6 t−1
e
et don la èhe H1(J˜ [t/e](t−1)) → H
1(O˜st(t−1)) l'est aussi. On en déduit que
H0(O˜st(t−1)/J˜
[t/e]
(t−1)) s'identie à M/Fil
t/eM =M/utM qui est un bien un k[u]/ut-module libre
de rang ni (en l'ourrene d). 
Les propositions 4.1.19 et 4.1.20 ont des équivalents transparents dans e nouveau ontexte
qui se démontrent de façon analogue. On onlut omme ela la réurrene.
La n de la preuve Pour déduire le théorème 4.1.26 du as t = e de la proposition 4.1.25,
on dégage tout d'abord le lemme suivant (preuve analogue à elle de la proposition 3.3.4) :
Lemme 4.1.30. Sur le site (T1)syn la projetion anonique induit un isomorphisme de fais-
eaux :
Ost1 /J
[1]
1
∼ // O˜st(e)/J˜
[1]
(e) .
En ombinant e préédent lemme au théorème 4.1.15, on prouve la liberté sur S1 deH
0(Ost1 ).
Par suite, on démontre que la èhe H0(Ost1 )→ H
0(O˜st(e)) est surjetive en utilisant les mêmes
arguments que eux présentés dans l'étape d'initialisation de la réurrene du lemme 4.1.23.
Finalement, en reopiant la première partie de la preuve du théorème 4.1.24, on parvient à
prouver la surjetivité du morphisme H0(Ost1 ) → H
0(Ost1 /J
[1]
1 ). Cela onlut la preuve du
théorème 4.1.26.
4.2 Dévissages
Le but de ette partie est de déduire à partir du as n = 1 traité préédemment le as
n quelonque. Exatement, si Xn désigne un log-shéma propre et log-lisse sur Tn, et que
X1 = Xn ×Tn T1 est du type de Cartier (si n = 1, on suppose en outre que X1 admet un
relèvement propre et log-lisse sur T2), nous allons démontrer le théorème suivant :
Théorème 4.2.1. Pour tout i < r et tout entier n, le quadruplet :
(H i((Xn)syn,O
st
n ), H
i((Xn)syn,J
[r]
n ), φr, N)
dénit un objet de la atégorie Mr.
Remarque. On rappelle que le morphisme φr n'est pas déni sur (Xn)syn mais seulement sur
(Xn+r)syn mais que ela n'est pas grave du fait des identiations anoniques H
i((Xn)syn,Ostn ) ≃
H i((Xn+r)syn,O
st
n ) et H
i((Xn)syn,J
[r]
n ) ≃ H i((Xn+r)syn,J
[r]
n ).
Démonstration. On raisonne par réurrene sur n. L'initialisation est donnée par le théorème
4.1.24. Pour l'hérédité, on onsidère les suites exates ourtes suivantes :
0 // J [r]1
pn // J [r]n+1 // J
[r]
n
// 0
0 // Ost1
pn // Ostn+1 // O
st
n
// 0.
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Elles fournissent deux suites exates longues de ohomologie qui s'insèrent dans le diagramme
ommutatif suivant :
H i−1(J [r]n ) //
φr

H i(J [r]1 ) //
φr

H i(J [r]n+1) //
φr

H i(J [r]n ) //
φr

H i+1(J [r]1 )
φr

H i−1(Ostn ) // H
i(Ost1 ) //H
i(Ostn+1) // H
i(Ostn ) // H
i+1(Ost1 )
où tous les groupes de ohomologie sont alulés sur le site (Xn)syn. Par hypothèse de réur-
rene, les deux quadruplets (H i−1(Ostn ), H
i−1(J [r]n ), φr, N) et (H
i(Ost1 ), H
i(J [r]1 ), φr, N) sont des
objets de la atégorie Mr. Comme elle-i est abélienne, il en est de même de leur image
que l'on note (M′,Fil rM′, φr, N). De même, les deux quadruplets (H i(Ostn ), H
i(J [r]n ), φr, N)
et (H i+1(Ost1 ), H
i+1(J [r]1 ), φr, N) sont des objets de M
r
, le premier en vertu de l'hypothèse de
réurrene et le seond par le théorème 4.1.24. Leur noyau (M′′,Fil rM′′, φr, N) est don aussi
objet de Mr.
En outre, on dispose d'un diagramme :
0 // Fil rM′ //
φr

H i(J [r]n+1) //
φr

Fil
rM′′ //
φr

0
0 //M′ // H i(Ostn+1) //M
′′ // 0
où les deux lignes horizontales sont exates. Une adaptation direte du lemme 2.3.1.2 de [Bre98℄
entraîne alors que (H i(Ostn+1), H
i(J [r]n+1), φr, N) est un objet deM
r
, e qui ahève la réurrene.

Remarque. Il est fort probable que le théorème préédent reste vrai lorsque i = r, mais e as
partiulier éhappe à la preuve que l'on vient de donner.
Le as entier
Après avoir obtenu un théorème modulo pn pour tout entier n, il est tentant de passer à la
limite projetive. Préisément, posons, au moins pour i < r :
M = lim←−
n>1
H i((Xn)syn,O
st
n )
Fil
rM = lim←−
n>1
H i((Xn)syn,J
[r]
n ).
Les appliations φr et N passent à la limite pour nir respetivement des appliations Fil
rM→
M et M→M que l'on note enore φr et N .
SoitM
tors
l'ensemble des éléments de M tué par une puissane de p, etM
free
=M/M
tors
.
On munit sans problème es modules d'un Fil
r
, d'un φr et d'un N , et en opiant les arguments
du paragraphe 4.1 de [Bre98℄, on obtient le théorème suivant :
Théorème 4.2.2. i) Le module M
tors
muni des strutures supplémentaires est un objet de
Mr.
ii) Le module M
free
muni des strutures supplémentaires est un module fortement divisible
5
5
Pour une dénition, on pourra se reporter à [Bre99℄.
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5 Calul de la ohomologie étale
On xe toujours un entier r vériant er < p−1. On se donne de plus XK un shéma (au sens
lassique) propre et lisse sur K et on suppose que XK admet un modèle propre et semi-stable
X sur l'anneau des entiers OK . Le diviseur donné par la bre spéiale fait de X un log-shéma
déni sur la base T = (SpeOK ,OK \{0}) propre, log-lisse, et dont la bre spéiale est du type
de Cartier. Nous sommes don en situation d'utiliser les résultats de la partie préédente. En
partiulier, si Xn = X ×T Tn, le théorème 4.2.1 s'applique et assure que pour tout n et pour
tout i 6 r le quadruplet :
(H i((Xn)syn,O
st
n ), H
i((Xn)syn,J
[r]
n ), φr, N)
est un objet deMr. D'autre part, par le théorème 4.1.24, le résultat demeure pour i = r lorsque
n = 1.
Le but de ette partie est de démontrer le théorème 1.1, dont nous préisons l'énoné :
Théorème 5.0.3. Pour tout entier r tel que er < p−1, pour tout entier n et pour tout 0 6 i < r
(et aussi i = r si n = 1), on a un isomorphisme anonique de modules galoisiens :
H i((XK¯)ét,Z/pnZ)(r)
∼ // T
st⋆(H
i((Xn)syn,Ostn ), H
i((Xn)syn,J
[r]
n ), φr, N) .
Fixons avant tout quelques notations. Si L est une extension algébrique de K, dénissons
TL = (SpeOL,OL\{0}) et si n est un entier et Y est un log-shéma sur T , posons Yn = Y ×T Tn,
YL = Y ×T TL et Yn,L = Yn ×T TL = YL ×T Tn.
Le premier (et prinipal) ingrédient de la preuve est un résultat de Kato et Tsuji qui s'énone
omme suit :
Théorème 5.0.4. Pour 0 6 i 6 s 6 p− 2, on a des isomorphismes anoniques ompatibles à
l'ation de Galois :
H i((Xn,K¯)ét, s
log
n,XK¯
(s))
∼ // H i((XK¯)ét,Z/pnZ)(s) .
Dans le théorème préédent, slogn,XK¯(s) désigne un ertain omplexe de faiseaux étales sur Xn,K¯
onstruit par Kato (voir [Kat87℄). Par ailleurs, Breuil démontre (lemme 3.2.4.3 de [Bre98℄ 
la démonstration est érite dans le as non ramié, mais elle fontionne de la même façon dans
le as général) le théorème suivant :
Théorème 5.0.5. Pour tout entier i, et tout s ∈ {0, · · · , p − 1}, on a des isomorphismes
anoniques ompatibles à l'ation de Galois :
lim−→
L
H i((Xn+s,L)syn,S
s
n)
∼ // H i((Xn,K¯)ét, s
log
n,XK¯
(s))
où la limite indutive est prise sur toutes les extensions nies L de K.
Ii, Ssn désigne un ertain faiseau sur le site log-syntomique dont le rappel de la dénition est
l'objet du paragraphe 5.1. Forts de ela, il ne reste plus pour onlure qu'à prouver :
Proposition 5.0.6. Pour 0 6 i < r (et aussi i = r lorsque n = 1), on a des isomorphismes
anoniques ompatibles à l'ation de Galois :
lim−→
L
H i((Xn+r,L)syn,S
r
n)
∼ // T
st⋆(H
i((Xn)syn,Ostn ), H
i((Xn)syn,J
[r]
n ), φr, N) . (21)
La démonstration de ette proposition est l'objet du paragraphe 5.2. Finalement, le paragraphe
5.3 qui termine ette partie explique omment on déduit des résultats préédents le théorème
1.2.
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5.1 Les faiseaux Ssn
On note T trivn le log-shéma SpeOK/p
n
muni de la log-struture triviale. Comme on avait
déni les faiseaux J [s]n sur le site (Tn)syn (voir paragraphe 3.2.1), on dénit sur le site (T trivn )syn
des faiseaux J ris,[s]n en posant :
J ris,[s]n (U) = H
0((U/T trivn )ris,J
[s]
U/T trivn
) = H0((U/T trivn )CRIS,J
[s]
U/T trivn
)
pour tout U log-syntomique sur T trivn . On pose également O
ris
n = J
ris,[0]
n .
Le morphisme naturel Tn → T trivn est log-syntomique, et don les faiseaux préédents
dénissent par restrition des faiseaux sur le site (Tn)syn enore notés J
ris,[s]
n et Orisn . On
dispose de desriptions expliites loales des faiseaux préédents :
Proposition 5.1.1. En reprenant les notations (A∞, P∞ et W ris,DPn (A
∞, P∞)) du paragraphe
3.2.1, on a un isomorphisme anonique :
Orisn (A
∞, P∞)
∼ //W ris,DPn (A
∞, P∞) .
Par ailleurs, et isomorphisme respete la ltration donnée à gauhe par les J ris,[s]n (A∞, P∞)
et à droite par la ltration anonique par les puissanes divisées.
Comme dans le as  st , on dénit pour s 6 p − 1, des appliations φs : J
ris,[s]
n → Orisn .
Finalement, on appelle Ssn le noyau de l'appliation φs − id.
La proposition suivante réunit deux suites exates importantes à propos des faiseaux in-
troduits préédemment :
Proposition 5.1.2. Pour tous entiers n et s, on a une suite exate ourte de faiseaux sur le
site (Tn)syn :
0 // J ris,[s]n // J
[s]
n
N // J [s−1]n // 0 .
Pour tout entier n et tout s ∈ {0, . . . , p− 1}, on a une suite exate ourte de faiseaux sur le
site (Tn+s)syn :
0 // Ssn // J
ris,[s]
n
φs−id // Orisn // 0 .
Démonstration. La première suite exate résulte des desriptions préédentes si l'on se rap-
pelle que :
N
(
X i
i!
)
= (1 +X)
X i−1
(i− 1)!
.
On pourra onsulter la preuve de la proposition 3.1.3.1 de [Bre98℄ pour plus de détails.
Pour la seonde suite exate, il sut de prouver la surjetivité de φs − id et ave les de-
sriptions loales préédentes, on onstruit expliitement un antéédent (loal pour la topologie
log-syntomique) à tout élément de Orisn (A
∞, P∞). Exatement, la preuve est identique à elle
de la proposition 3.1.4.1 de [Bre98℄, sauf le dernier argument qui est remplaé par elui du
lemme 2.3.6. 
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5.2 La preuve
Le but de e hapitre est de donner une preuve de la proposition 5.0.6, e qui est susant
omme nous l'avons expliqué, pour démontrer le théorème 1.1. On suit enore une fois de très
près la démonstration de [Bre98℄ valable pour le as e = 1.
On noteM = H i((Xn)syn,Ostn ). Pour tout entier s, on a un morphisme (pas néessairement
injetif) H i((Xn)syn,J
[t]
n ) →M et on note Fil tM son image. On vérie que l'on obtient ainsi
une ltration admissible (voir dénition 2.3.3) sur M. Par dénition (voir paragraphe 2.3.3),
le membre de droite de l'isomorphisme 21 s'identie à :
Fil
r(Aˆ
st
⊗S M)
φr=1
N=0
ave :
Fil
r(Aˆ
st
⊗S M) =
r∑
t=0
Fil
t
XAˆst ⊗S Fil
s−tM
où on rappelle que les Fil
t
X sont dénis par la formule (2) et qu'ils sont plats sur Sn. On rappelle
également que l'on dispose du lemme 2.3.6 qui permet de voir le module Fil
r(Aˆ
st
⊗SM) omme
le onoyau d'un morphisme.
La preuve de la proposition 5.0.6 passe par les aluls suessifs des modules Fil
r(Aˆ
st
⊗S
M), Fil r(Aˆ
st
⊗S M)N=0 et nalement Fil r(Aˆst ⊗S M)
φr=1
N=0 = Tst⋆(M). Ceux-i sont traités
respetivement dans les paragraphes 5.2.2, 5.2.3 et 5.2.4. Le paragraphe 5.2.1, quant à lui,
rappelle quelques préliminaires néessaires pour la gestion des limites indutives.
5.2.1 Le fonteur j⋆
Dans e paragraphe, on rappelle omment onstruire des faiseaux sur le site (Xn)syn dont
la ohomologie s'identie à lim−→LH
i((Xn,L)syn,J
[s]
n ).
Si L est une extension de K, on a un morphisme anonique jL : TL → T . On montre
(lemme 3.1.1.1 de [Bre98℄) qu'il est log-syntomique et don qu'il induit un morphisme de topoï
(T˜n,L)syn → (T˜n)syn. Soit F un faiseau de groupes abéliens sur (Tn)syn. Pour tout L, on onsidère
le faiseau jL⋆j
⋆
LF et on remarque que si L
′
est une extension nie de L, on a un morphisme
jL⋆j
⋆
LF → jL′⋆j
⋆
L′F . On pose nalement :
j⋆F = lim−→
L
jL⋆j
⋆
LF .
C'est un faiseau sur (Tn)syn et on montre (orollaire 3.1.1.4 de [Bre98℄) que l'on a une identi-
ation anonique :
lim−→
L
H i((Xn,L)syn,J
[s]
n ) = H
i((Xn)syn, j⋆J
[s]
n )
pour tout entier s.
5.2.2 Le alul de Fil
r(Aˆ
st
⊗S M)
Le but de e paragraphe est de donner une desription en terme de onoyau (analogue à
elle du lemme 2.3.6) de Fil
r(Aˆ
st
⊗S M). Pour ela, on ommene par rappeler que l'anneau
Aˆ
st
admet une interprétation ohomologique inarnée par l'isomorphisme anonique suivant :
Aˆ
st
/pn = lim−→
L
H0((Tn,L)syn,O
st
n )
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où la limite indutive est prise sur les extensions nies L de K. Il existe aussi un isomorphisme
analogue pour dérire la ltration sur Aˆ
st
qui est :
Fil
t(Aˆ
st
/pn) = Fil tAˆ
st
/pn = lim−→
L
H0((Tn,L)syn,J
[t]
n ).
Ces isomorphismes permettent de onstruire une appliation anonique :
Fil
tAˆ
st
/pn ⊗Sn H
0((Xn)syn,J
s−t
n )→ lim−→
L
H0((Xn,L)syn,J
[s]
n ) = H
0((Xn)syn, j⋆J
[s]
n )
et don un morphisme de faiseaux :
s⊕
t=0
Fil
t
XAˆst/p
n ⊗Sn J
[s−t]
n →
s⊕
t=0
Fil
tAˆ
st
/pn ⊗Sn J
[s−t]
n → j⋆J
[s]
n .
On a alors le lemme suivant, à mettre en parallèle ave le lemme 2.3.6 :
Lemme 5.2.1. Pour tout entier s 6 r, on a un diagramme ommutatif :
0 //
s⊕
t=1
Fil
t
X
Aˆ
st
/p
n
⊗Sn H
i
(J
[s+1−t]
n
)

//
s⊕
t=0
Fil
t
X
Aˆ
st
/p
n
⊗Sn H
i
(J
[s−t]
n
) //

Hi(j⋆J
[s]
n ) //

0
0 //
s⊕
t=1
Fil
t
X
Aˆ
st
/p
n
⊗Sn Fil
s+1−t
M //
s⊕
t=0
Fil
t
X
Aˆ
st
/p
n
⊗Sn Fil
s−t
M // Fil s(Aˆ
st
⊗S M) // 0
où tous les morphismes respetent l'ation de Galois, et où les deux lignes sont exates et les
èhes vertiales surjetives. (Notez que tous les groupes de ohomologie sont alulés sur le site
(Xn)syn.)
Démonstration. Tout d'abord, préisons les èhes. Dans la suite exate du haut, la première
èhe a déjà été dénie dans l'énoné du lemme 2.3.6. La èhe orrespondante dans la suite
exate du bas a une dénition tout à fait analogue. Les autres èhes ne posent pas de problème,
à part a priori la èhe vertiale de droite. Cependant, elle n'en posera plus lorsque l'on aura
prouvé l'exatitude des deux suites (puisque e sera alors simplement la èhe induite sur les
onoyaux).
L'exatitude de la ligne du haut n'est autre que l'objet du lemme 2.3.6. Les surjetivités des
deux premières èhes vertiales sont immédiates. Il ne reste don plus qu'à prouver l'exatitude
de la suite exate du bas (de laquelle résultera diretement la surjetivité de la èhe vertiale
de droite).
On ommene par prouver que la suite de faiseaux sur le site (Tn)syn :
0 //
s⊕
t=1
Fil
t
XAˆst/p
n ⊗Sn J
[s+1−t]
n
//
s⊕
t=0
Fil
t
XAˆst/p
n ⊗Sn J
[s−t]
n
// j⋆J
[s]
n
// 0
est exate. Par un dévissage, on se ramène dans un premier temps au seul as n = 1. De plus,
en reopiant les arguments de la preuve de la proposition 3.1.2.3 de [Bre98℄, on se ramène au
as s = 0. Il s'agit don de montrer que Aˆ
st
/pn⊗SnO
1
st
≃ j⋆Ost1 . C'est à nouveau un alul loal
pour la topologie log-syntomique, en tout point analogue à elui mené dans la démonstration
du lemme 3.1.2.2 de [Bre98℄. 
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5.2.3 Le alul de Fil
r(Aˆ
st
⊗S M)N=0
Le but de ette partie est de démontrer le lemme suivant qui onstitue la deuxième étape
de la preuve.
Lemme 5.2.2. On a des isomorphismes de modules galoisiens :
lim−→
L
H i((Xn,L)syn,O
ris
n )
∼ // (Aˆ
st
⊗S M)N=0
lim−→
L
H i((Xn,L)syn,J
ris,[r]
n )
∼ //
Fil
r(Aˆ
st
⊗S M)N=0
Démonstration. La démonstration est identique à elle du orollaire 3.2.3.5 de [Bre98℄. Nous
redonnons simplement les grandes lignes. Tout d'abord, on montre omme dans le lemme 3.1.1.2
de [Bre98℄ la nullité de lim−→LR
ijL⋆j
⋆
LJ
[s]
n d'où on déduit, à partir de la première suite exate de
la proposition 5.1.2, une suite exate de faiseaux :
0 // j⋆J
ris,[s]
n
// j⋆J
[s]
n
N // j⋆J
[s−1]
n
// 0
de laquelle on déduit une suite exate ourte sur les groupes de ohomologie :
0 //H i(j⋆J
ris,[s]
n ) // H i(j⋆J
[s]
n )
N // H i(j⋆J
[s−1]
n ) // 0
où tous les groupes de ohomologie sont alulés sur le site (Xn)syn (l'argument est le même
que elui utilisé pour la proposition 3.2.3.1 de [Bre98℄).
La suite de la preuve onsiste à reprendre le diagramme du lemme 5.2.1 et à proéder à une
étude relativement ne des noyaux des èhes vertiales. Préisément, si on note :
Kt = ker (H i(J [t]n )→ H
i(Ostn )) = ker (H
i(J [t]n )→ Fil
tM)
K¯t = ker (H i(j⋆J
[t]
n )→ Fil
t(Aˆ
st
⊗S M))
on peut ompléter le diagramme de la façon suivante :
0

0

0

0 //
s⊕
t=1
Fil
t
X
Aˆ
st
/p
n
⊗Sn K
s+1−t

//
s⊕
t=0
Fil
t
X
Aˆ
st
/p
n
⊗Sn K
s−t //

K¯s //

0
0 //
s⊕
t=1
Fil
t
X
Aˆ
st
/p
n
⊗Sn H
i
(J
[s+1−t]
n
)

//
s⊕
t=0
Fil
t
X
Aˆ
st
/p
n
⊗Sn H
i
(J
[s−t]
n
) //

Hi(j⋆J
[s]
n ) //

0
0 //
s⊕
t=1
Fil
t
X
Aˆ
st
/p
n
⊗Sn Fil
s+1−t
M //

s⊕
t=0
Fil
t
X
Aˆ
st
/p
n
⊗Sn Fil
s−t
M //

Fil
s(Aˆ
st
⊗S M) //

0
0 0 0
L'opérateur N induit un morphisme entre le diagramme préédent et son équivalent lorsque
l'on remplae s par s − 1 (en partiulier, il induit une appliation N : K¯s → K¯s−1 pour tout
s ∈ {0, . . . , r} en onvenant que K−1 = K0). La suite exate du haut implique en prenant s = 0
que K¯0 = 0. Par ailleurs, une étude un peu minutieuse de ette même suite exate (voir lemmes
3.2.3.3 et 3.2.3.4 de [Bre98℄) montre que l'appliation N : K¯r → K¯r−1 est un isomorphisme.
En onsidérant la suite exate de droite, ei implique que pour s = 0 et s = r, on a des
isomorphismes :
lim−→
L
H i((Xn,L)syn,J
ris,[s]
n ) = H
i((Xn)syn, j⋆J
ris,[s]
n )
∼ //
Fil
s(Aˆ
st
⊗S M)N=0
e qui termine la preuve du lemme. 
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5.2.4 Le alul de Fil
r(Aˆ
st
⊗S M)
φr=1
N=0
Il n'est plus diile à présent de terminer la preuve de la proposition 5.0.6. En eet, la
deuxième suite exate de la proposition 5.1.2 nous fournit une suite exate longue :
· · · // H i((Xn+r)syn,S
r
n)
// H i((Xn)syn,J
ris,[r]
n )
φr−id //// H i((Xn)syn,O
ris
n )
// · · ·
et puis, omme le fonteur lim−→L est exat (la limite est ltrante) on obtient une nouvelle suite
exate longue :
· · · // lim−→
L
H i((Xn+r)syn,S
r
n)
// lim−→
L
H i((Xn)syn,J
ris,[r]
n )
φr−id //// lim−→
L
H i((Xn)syn,O
ris
n )
// · · · .
Par ailleurs, la èhe φr − id : lim−→LH
i((Xn)syn,J
ris,[r]
n )→ lim−→LH
i((Xn)syn,Orisn ) s'identie via
les isomorphismes du lemme 5.2.2 à la èhe :
Fil
r(Aˆ
st
⊗S M)N=0
φr−id // (Aˆ
st
⊗S M)N=0
et on sait par le lemme 2.3.9 que elle-i est surjetive. On en déduit que la suite exate longue
se oupe en suites exates ourtes :
0 // lim−→
L
H i((Xn+r)syn,S
r
n)
// lim−→
L
H i((Xn)syn,J
ris,[r]
n )
φr−id //// lim−→
L
H i((Xn)syn,O
ris
n )
// 0
e qui termine la preuve.
5.3 Une onjeture de Serre
On montre dans e paragraphe omment la théorie développée au long de et artile per-
met de résoudre omplètement la onjeture de l'inertie modérée de Serre formulée dans le
paragraphe 1.13 de [Ser72℄.
Avant de rappeler l'énoné de la onjeture, faisons quelques préliminaires et protons-en
pour xer les notations (pour plus de préisions, voir le paragraphe 1 de [Ser72℄). Soit V une
Fp-représentation de dimension nie irrédutible du sous-groupe d'inertie I de groupe de Galois
absolu de K. Par un résultat lassique de théorie des groupes, du fait que V a pour ardinal
un multiple de p, le sous-groupe d'inertie sauvage (qui est un pro-p-groupe distingué) agit
trivialement. Ainsi l'ation de I se fatorise à travers une ation du groupe d'inertie modérée
It.
Par ailleurs, puisque V est supposée irrédutible, l'anneau E des endomorphismes équiv-
ariants de V est un orps ni et V hérite d'une struture d'espae vetoriel de dimension 1
sur e orps. La représentation de départ fournit un aratère ρ : It → E⋆. Notons q = ph le
ardinal de E et Fq le sous-orps de k¯ formé des solutions de l'équation xq = x. On dispose de
l'appliation suivante appelée aratère fondamental de niveau h :
θh : It → µq−1(K¯) ≃ F⋆q
g 7→ g(η)
η
où η désigne une raine (q − 1)-ième de l'uniformisante π.
Les orps E et Fq sont nis de même ardinal et don isomorphes (non anoniquement).
Si l'on ompose θh par un tel isomorphisme f , on obtient une appliation θh,f : It → E⋆ et
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on montre failement (voir la proposition 5 du paragraphe 1 de [Ser72℄), que ρ = θnh,f pour un
ertain entier n ompris entre 0 et q− 2. L'entier n dépend de l'isomorphisme f hoisi mais les
hires de son ériture en base p, eux, n'en dépendent pas. Ce sont par dénition les exposants
de l'inertie modérée de la représentation V .
La onjeture de Serre s'énone alors omme suit :
Théorème 5.3.1. Soit X un shéma propre et lisse sur K à rédution semi-stable sur OK
et soit r un entier. Les exposants de l'inertie modérée sur un quotient de Jordan-Hölder de
la restrition au groupe d'inertie de la représentation galoisienne Hr
ét
(XK¯ ,Z/pZ)
∨
(où  ∨ 
désigne le dual) sont ompris entre 0 et er.
Démonstration. On remarque dans un premier temps que le résultat est évident si er > p−1
(des hires en base p sont néessairement inférieurs ou égaux à p− 1). On peut don supposer
er < p− 1 et appliquer les résultats de et artile.
Par le théorème 1.1, la représentation galoisienne V = Hr
ét
(XK¯ ,Z/pZ) est dans l'image
essentielle du fonteur T
st⋆. Puisque ette image essentielle est stable par sous-objets et quotients
(théorème 2.3.1), tout quotient de Jordan-Hölder de V est également dans l'image essentielle
de T
st⋆. Par ailleurs, un tel quotient de Jordan-Hölder est par dénition irrédutible et don ne
peut être l'image par T
st⋆ que d'un objet simple.
Le théorème résulte à e niveau du théorème 5.2.2 de [Car℄. 
Remarque. On a un résultat équivalent ave les groupes de ohomologie H i
ét
(XK¯ ,Z/p
nZ)∨
lorsque i < r et er < p− 1 (ou autrement dit lorsque i < E((p− 2)/e), E(·) désignant la partie
entière).
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