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Abstract
Agents that buy and sell goods or services in an
electronic market need to adapt to the environment’s
prevailing conditions if they are to be successful.
Here we propose an on-line, continuous learning
mechanism that is especially adapted for agents to
learn how to behave when negotiating for resources
(goods or services). Taking advantage of the specific
characteristics of the price adaptation problem, where
the different price states are ordered, we propose a
specific reinforcement learning strategy that
simultaneously allows good stability and fast
convergence. Our method works by positively
reinforcing all the lower value states if a particular
state is successful and negatively reinforcing all the
higher value states when a failure occurs. The
resulting adaptive behaviour proved, in several
different market situations, to perform better than
non-adaptive agents and led to Nash equilibrium
when faced with other adaptive opponents .
Introduction
In dynamic markets where agents can appear and
disappear, where strategies can be continuously modified,
and where external conditions can be unexpectedly
changed, it is extremely difficult, sometimes impossible, to
define a priori the best strategies to be used by buyer or
seller agents. Consequently, agents need to be endowed
with the ability to quickly adapt their behaviour in
accordance with dynamic market changes. Such
capabilities should also include responses to changes in the
other agents’ behaviour. Whether these reactions can be
dealt with in the same manner as any other environmental
factor or whether they should be dealt with in a special
way, is an open issue. This controversy can be seen as a
debate between model-based learning (to compute the
agent’s next action by taking into account a model of its
acquaintances) and direct learning (to directly learn, from
past experience, the expected utility of the agent’s action in
a given state) (Parkes and Ungar 1997).
Once the dynamics of the market-place are considered,
the difficulties associated with learning increase still
further. This is because an agent also has to determine how
other agents in the market may also change their strategies
through some learning capability. This possibility gives
another dichotomy between what can be called “myopic
learning agents” (Vidal and Durfee 1997) that use a
simple, short-term learning model and strategic learning
agents that consider a long-term model including, in their
own model, the learning process of other agents.
The work described in this paper follows the former
approach and aims to endow agents in electronic markets
with simple and effective learning capabilities. Such agents
need to adapt to the changing conditions whether they are
buyers or whether they are sellers. We believe this feature
is essential if agents are to be successful. In our
experiments, agents offering their own resources (time
availability) in response to the announcement of future
tasks to be executed, apply a reinforcement learning
algorithm to determine the most appropriate price to bid
under current market conditions (including the amount of
possible future work). Therefore, we propose an on-line,
continuous learning mechanism that is especially adapted
for agents to learn how to behave when negotiating
resources (goods or services). The aim of this work is then
to give a contribution to enhance, through the agents’
adaptivity, their performance in the electronic market
environment.
In the following section, we discuss the learning process
in multi-agent systems with a special focus on who, how
and what can be learned in this kind of systems. In the
third section, we present the learning algorithm and
highlight the adaptations that were specifically required for
this scenario. In the fourth section, a variety of illustrative
experiments and respective results are presented and
discussed. In particular, we sought to investigate the
following issues: Does an adaptive agent, using an
algorithm that includes exploratory stages, perform well
when competing with other fixed strategy agents in the
electronic market environment? Is this true independently
of what is really changing in the market? (either the other
agents’ behaviour or the external market conditions). Can
we still verify the theory concerning the tendency to reach
the Nash equilibrium when all the seller agents use the
very same selling strategy? The fifth section reviews the
research background and related work. Finally we present
our conclusions and pinpoint avenues of future work.
How, who and what to learn
We view agent-mediated electronic markets as a particular
kind of multi-agent system. Due to the dynamics of the
market, where different agents (both in number and in
nature) may offer or ask for services (goods, resources)
that are more or less scarce, agents should adapt their bids
to the current situation in order to be more competitive. In
the context of a multi-agent system, we may distinguish
whether the learning process:
i) should be performed by an agent (or each one of
them) in order to improve its own utility, or
ii) should be performed through the co-operative activity
of several agents in order to increase the overall utility
function.
The former case can be further sub-divided into those
situations where an agent learns with its own experience
and those where it learns taking into account the actions
(or both actions and states) of the other agents playing in
the same scenario. In either case, this is still an isolated
agent learning capability. As an example of learning in a
multi-agent context, (Prasad and Lesser 1999) present the
co-operative selection of the most appropriate pre-existing
co-ordination strategy. However, more than just selecting
from among pre-existing strategies, learning in multi-agent
environments should imply that agents collaborate in
learning something they are not able to learn alone. This
capability still encompasses two different possibilities:
either agents have a limited scope about the environment
(it could be the search space or the other agents’ actions)
or they have different and uncertain perspectives about the
entire environment (either the search space or all the
available information on the other agents’ actions). In
either case, however, the problem can be formulated as:
how to design a procedure that facilitates a kind of meta-
learning that makes it possible to coherently integrate
partial perspectives into common, generally available
knowledge, that lead the agents to the satisfaction of an
overall goal. The question now becomes: can we identify a
joint goal and, consequently, the need for joint learning in
an Electronic Commerce scenario? This is not what usually
happens with buyers and sellers. However, we may look at
the market itself as having a global goal: to promote as
many deals as possible (perhaps because a small fee is
collected for each accomplished deal). Therefore, all the
multi-agent system – here the agents selling/buying in the
market and the market-place (another agent) itself (!) –
may learn from all the past agents’ joint actions. These
joint actions are in fact also reflected in the existence (or
not), as well as in the specific conditions, of the final deals.
Moreover, procedures for selecting agents’ interaction
protocols could also be learned and made available at the
multi-agent system level. Focusing now on what a buyer
agent can learn, we can say that the buyer agent can learn
about the market-place in which it operates in order to
better select which auction protocol to use and about which
negotiation partners (sellers) to negotiate with. If an agent
has little experience about the market, it has to specify the
product or service it is looking for with a high degree of
tolerance in order to maximise the number of proposals it
receives. Whenever a large number of proposals is
expected, a multiple round negotiation protocol (such as
the English auction) is more appropriate than a single offer
protocol because this way the buyer can stimulate the
negotiation between the different bidders and obtain better
proposals than when a single offer protocol is used.
However, if the agents are well informed about the market,
they can use a single-offer protocol because they have the
knowledge to describe and send out a more detailed
product specification. This will reduce the time spent in
communication. Moreover, if the buyer already has
adequate knowledge about the most promising sellers, it
can restrict its announcement to those specific agents
(instead of broadcasting it to the entire community). Thus,
it can be seen that learning can save both communication
overhead and time. However, trying to learn too much can
also be dangerous. If a buyer agent trusts its current
acquired knowledge too much, it may disregard market
evolution and miss important changing market
characteristics. In order to avoid this problem, the learning
algorithm must provide ways to explore the market and
test less promising solutions in order to verify whether
they have become adequate. Failure to explore new
possibilities can lead to important losses but, on the other
hand, exploration also involves potential losses, therefore
it must be employed carefully.
The choice between the different negotiation protocols
can also be influenced by strategic factors if the buyer
agent has good knowledge about the market conditions.
For example, when a change occurs in the market and new
agents appear, it is expected that direct competition
between those agents will provide some advantages to the
buyer. Therefore, in such situations, iterated protocols are
preferable to single-offer auctions. In situations where
agents that are usually very competitive quit or become
inactive, single offer protocols can take advantage of less
aware sellers that keep trying to beat non-existent rivals. It
is of course also true, that this type of strategic behaviour
implies risks that must always be taken into account.
 Learning can also be useful on the vendor’s side
because it can enable these agents to continuously improve
their competitiveness. Depending on the protocol adopted
by the buyer, a seller can take different advantages from a
good knowledge about the market in which it is competing.
Here we focus our attention on two possible alternative
negotiation protocols: the English and the First-price
sealed bid auctions (Sandholm 1996). If an English auction
is adopted, the seller can improve its negotiation efficiency
by reducing the number of offers. This saves both on
processing time and communication overhead. Bids with
very low probability of being accepted will be avoided by
using a priori knowledge about the market. If the buyer
adopts a First-price sealed bid auction, the single offer that
sellers are allowed to make is extremely important since it
cannot subsequently be changed. Therefore, the most
appropriate value has to be calculated based only on the
vendor’s knowledge and constraints. The ideal value for
this bid would be one that is slightly better than all other
bids in order to beat them. As it is the case for the buyer,
the vendor’s knowledge must also be continuously updated
in order to keep track of the changes in the market.
Learning about the current market conditions can make a
significant impact on the achievement of better deals.
We have so far identified some of the issues that can be
learned in the multi-agent based Electronic Market
framework. The problem now becomes how to make
agents learn. In agent-based electronic markets, learning is
usually based on the results of each agent’s previous
experiences. As already discussed, the learning process
must be continuous in order to allow the agents to adapt
themselves to a possibly evolving market. Thus, the
sporadic testing of different possibilities, even when they
do not appear to be the most promising action, should be
encouraged by the decision making process. Such
exploration is the only way of trying out new possible and
non-obvious solutions, evaluate them and find out either
new potential attitudes or have poorly scored experiences
confirmed. However, this exploration needs to be well
balanced with exploitation to ensure the potential losses
introduced by the former are not unacceptably heavy.
In the context of this work, we chose reinforcement
learning (RL) (Sutton and Barto 1998) techniques to allow
agents to adapt to dynamic market conditions. Although
different learning algorithms such as C4.5 (Quilan 1993),
CART (Breiman et al. 1984), Case Based Reasoning
(Kolodner et al. 1985) and many others could be applied to
this problem, we have chosen RL because it is naturally a
continuous and incremental process where exploration is a
native concept. These characteristics mean RL is well
suited to dynamic environments. However, unlike dynamic
programming methods, RL does not require a model of the
environment’s dynamics, nor the next state probability
distribution function.
In this section we have proposed several different goals
for agent learning in the context of a multi-agent based
market. However, in our work, we focus specifically on the
seller’s bidding policy adaptation to an unknown market
where buyers do not reveal any information about their
opponents’ offers or the market demands. The sellers must
infer the correct behaviour based only on their success or
failure in successive negotiation episodes. As it is the case
in real markets, the simulated market is dynamic;
unpredictable changes occur both in the market demand
and in the opponents’ strategies. This scenario was chosen
because realistic Electronic Markets will be open and the
agents’ performance will highly depend on their capability
to respond to those dynamic changes. To demonstrate the
applicability of the reinforcement learning method in this
scenario, a single criterion negotiation scenario, where just
the price of a good is negotiated between one buyer and a
group of selling agents, was simulated. A first-price sealed
bid auction protocol was adopted for testing the algorithms
because this is the most demanding situation in terms of
knowledge required about the market. The challenge for
the buyer agents is, therefore, to learn the most
appropriated price to bid in an unknown, dynamic market.
The reinforcement learning algorithm
Reinforcement learning is based on rewarding actions that
turn out to be positive and punishing those that are
negative. To deal with the learning problems described
above, classical RL techniques were adopted. However,
some particular characteristics of the Electronic Market
scenarios were exploited in order to improve efficiency.
When using RL, the value associated to the outcome of
each possible action is a key measure. It is usually
calculated by the following formula (Sutton and Barto
1998):
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This formula can be rewritten in order to eliminate the
need to store all the results from the beginning of the
learning process:
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The coefficient 1/ka determines the decreasing influence
of the estimation error as experience grows. Although in
static scenarios this is a desirable characteristic, in
dynamic situations the past experience must be partially
forgotten in order to correctly consider new experiences.
This is achieved by adapting the equation in the following
manner:
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It can be proved that Qk converges to its true value if
and only if:
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Notice that, if a is constant, the second equation is not
satisfied. However, this is not a problem in our case
because we are dealing with a dynamic scenario where the
true value of the actions can be continuously changing. It
is like a kind of a moving target that must be followed.
The choice of which action to adopt in each situation is
another important problem in RL. Suppose that several
alternatives can be adopted in a particular situation: greedy
behaviour can be achieved by always choosing the most
promising one. This is a very simple behaviour that does
not allow any exploration to be performed. However, too
much exploration is a disadvantage because it means the
learner may make too many poor choices. To this end, the
Softmax action selection policy is commonly adopted:
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pt(a) is the probability of choosing action a and t is a
positive parameter usually called temperature. When a
high temperature value is used, all actions are chosen with
approximately equal probability. With low temperature
values, more highly evaluated actions are favoured and a
zero temperature corresponds to greedy behaviour.
The stated goal of our experiments is to study the
agents’ price value adaptation to market conditions. The
problem was modelled by defining N possible actions ai
with 1£i£N with associated prices  Pr(ai), from the
minimum acceptable price to the maximum possible price.
The goal of the learning process is to choose the most
adequate action (and consequently the most adequate
price) to bid in each situation. The initial value for each
action was set to the expected profit from selling at that
price P(ai). This means that the higher the price, the higher
the initial expected Q value for the corresponding action. It
was also decided to initialise the agents’ in the state
corresponding to their average price and let them explore
the market.
In order to optimise the agents’ economic performance
in our scenario, the learning algorithm has been slightly
adapted. In fact, when an agent makes a deal at a particular
price, there is no point in exploring lower prices or in
trying much higher prices. Thus the exploration possibility
is limited to the next stage (higher price) and only when
the agent receives a positive reward. Therefore, instead of
exploring all possible states with some probability
(calculated with Softmax or any other formula) we decided
to explore only the next state, with a pre-defined
probability, whenever an agent receives a positive
reinforcement. The usual state transitions, performed by
exploitation, were also limited to two situations: a) when
the agent receives a negative reward and the previous state
has higher quality than the current one or b) when the
agent receives a positive reward and the next state has a
higher expected quality. Again, this is due to the fact that if
the agent is making deals at a specific price, there is no
point in reducing it. In a similar way, if an agent is failing
to get deals at its current price, there is no reason to raise
the price even if the corresponding state seems more
promising.
In order to obtain a faster convergence of the learning
algorithm and produce more stable agent behaviour, some
improvements have been introduced in the reward/penalty
policy. If an agent does not make a deal at state ac (in our
scenario, it loses one or more announced tasks for a given
period) because it is biding too high, a penalty is given to
the current state and to all the states corresponding to
higher prices. The idea is that if the current price is
unacceptably high, all the higher prices will also be
unacceptable. Because penalties are calculated based on
the loss L caused by unemployment, the same penalty
value is imposed to all the penalised states. In a similar
fashion, if a deal is obtained at state ac the corresponding
positive reward is given to that state and to all the states
corresponding to lower prices. The idea is now that, if a
customer accepts a price it would also accept any lower
price. In this situation, the profit P(ai) obtained by a deal at
the price corresponding to each state ai is used as the value
for the positive reinforcement.
The learning algorithm was designed the following way:
- sellers bid according to the price defined for their current
state Pr(ac).
- when a seller gets a task at state ac this state and all the
lower price states receive a positive reinforcement:
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If the next state (next higher price) has a higher expected
value (Q(ai+1)>Q(ai)) it is immediately adopted.
Otherwise exploration is performed with a probability s.
- when an unemployment period is reached and there were
task announcements for that period, the current state ac
and all the higher price states receive a negative
reinforcement corresponding to the losses suffered:
[ ])()()( 11 ikikikci aQLaQaQ --³ -+=" a
If the previous stage promises more than the current one
(Q(a-1)>Q(a))  it is immediately adopted. Otherwise the
current state is maintained.
In our case, both a and s were set as system parameters
for each adaptive agent. As we will see later, both
parameters determine the stability of the agents’ behaviour.
If a higher learning rate a is used, the agents have a faster
reaction to market changes but they are unstable because
they tend to over react to sporadic, but insignificant,
episodes. A low learning rate makes the agents too slow in
changing their beliefs. A high exploration probability s
determines that the agents make numerous testing bids,
leading to significant losses (especially in stable markets).
However, a high exploration probability gives the agents
the ability to react faster to market changes because they
lose less time in detecting new situations. Therefore, a
good compromise, usually depending on the scenario, must
be found for each situation in order to obtain the best
performance for the adaptive agents.
Simulation results
To demonstrate that an agent endowed with learning
capabilities can successfully adapt itself to an unknown,
competitive market, exhibiting an optimal (or nearly
optimal) behaviour, several simulations were made. In
these simulations, different agents (sellers) try to sell their
services (available time) to different buyers (announcing
tasks to be executed at a particular time in the future) using
a first-price sealed bid auction. Sellers can only serve one
customer at a time. Therefore, they must sell their services
at the highest possible price, while trying to avoid periods
of unemployment. To do this, seller agents must
distinguish between an “adverse defeat” and a “favourable
defeat”. The former occurs when an agent loses an
announced task and has no other alternative for the same
period. The latter occurs when an agent loses an
announced task but subsequently wins an alternative one.
Our simulation scenario is inspired by a real-world
application in which several physical resources such as
excavators, trucks, workers, etc, compete to win tasks in an
open electronic market (Oliveira, Fonseca, and Garção
1997).
The first experiment compares two different types of
selling agents: a fixed-price agent and an adaptive one. The
fixed-price agent offers its services for a constant price of
2200 units. The adaptive agent is configured with a large
negotiation margin between a minimum price of 350 and a
maximum price of 3200. Its initial price is set at an average
value of 1700. The adaptive agent tries to learn, online
during the session, how to obtain the maximum profits
(using a=0.15 and s=0.1). In this scenario, the amount of
work the buyer agent announces in the market is sufficient
to guarantee approximately 90% occupancy to both sellers.
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Figure 1 – Adaptive versus fixed-price agents in a high
occupancy scenario.
Figure 1 shows that the learning agent performs
considerably better than the fixed-price agent (compare the
cash flows). As there is a high amount of work launched
on the system, the adaptive agent realises, through its
learning capability, that there is no need to be competitive
and fight with the other agent. Therefore, it quickly raises
its price to its maximum value (3200). Notice that for a
short period at the beginning of the simulation, the
adaptive agent obtains worse results. This is a consequence
of its initial adaptation period when it is using prices that
are too low.
The second experiment examined the case where a
lower amount of work (smaller number of tasks,
guaranteeing around 40% occupancy for each agent) was
launched on the system. The other scenario characteristics
are as before. Figure 2 shows that after a short period of
uncertainty, caused by the delay between the task
announcements and the periods of unemployment, the
adaptive agent realises that the best solution is to set a
price just lower than its opponent. Notice that the adaptive
agent has no knowledge either about how many
competitors are in the market or what their strategies are.
Once again, during the learning period the adaptive agent
performs worse than the fixed price agent. However this
fact is compensated in the long term. The periods where
the adaptive agent sets higher prices than the fixed-price
agent (see the oscillations in the upper graphic of figure 2.)
are due to exploration and market instability. Exploration
because, from time to time, the adaptive agent bids with a
higher price in order to test the market. Market instability
because the volume of work launched in the system has a
stochastic time distribution and sporadic concentrations of
announcements induce incorrect conclusions in the
adaptive agent. Again, in this experiment, the conclusion is
clearly drawn from the cash flow results: the adaptive
agent performed best.
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Figure 2 - Adaptive versus fixed-price agents in a low
occupancy scenario.
In the third experiment, the adaptive agent, using
different a values, is confronted with a “step changing
price agent” (SCPA) in order to study the influence of this
parameter on its adaptive behaviour. Figure 3 shows the
performance of the same agent when using different alpha
values (a=0.05, 0.1, 0.25, 0.5). As predicted, a lower value
for a leads to a slower reaction to market changes and a
higher value for a leads to a faster reaction. However, a
fast reaction does not automatically mean better results.
Actually, the results of the different adaptive agents are
broadly similar but the agent using a=0.25 obtains the best
cash flow results. Initially, and after each SCPA change,
the a=0.5 agent obtains the best results (highest slope on
the cashflow curve) because it is the fastest to propose the
ideal price. However in the long run, its over reaction in
the face of sporadic positive or negative results leads to
losses that are caused by inappropriate bids.
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Figure 3 – Comparison between different adaptation
coefficients.
In our fourth example (Figure 4), the dynamics of the
market come from the varying number of buying agents
(or task announcements). We now compare the reactions
of two different agents (one using an adaptive strategy and
the other using a fixed-price strategy) when the amount of
available (announced) work is dynamically changed (not
displayed in the figure). In the first weeks (approximately
until week 150) the amount of work is low and the
adaptive agent keeps its price slightly under its opponent’s
price. It occasionally explores higher prices. After week
150, the amount of work is raised (introducing new buyers
in the market) and the adaptive agent realises that it can
raise its price up to its maximum. At week 670 the extra
buyers are removed from the market, re-establishing the
initial scenario conditions. Consequently, the adaptive
agent lowers its price until it achieves a value lower than
its opponent. Looking at the cash-flow chart, we can see
that the adaptive agent always gets better results than its
fixed-price counterpart. It steadily increases the gap
between their respective cash-flows, except around weeks
670 to 750 (period A in the figure) where the cashflow
curve slope of the fixed-price agent is slightly higher than
that of the adaptive agent. This is caused by the adaptive
agent asking a too high price until it adapts itself to the
new situation (what happens around week 750).
Our final simulation considers a market exclusively
composed of four adaptive agents with similar price
bidding and learning characteristics (figure 5). This
simulation was carried out in order to test the convergence
of the proposed learning algorithm as well as the validity
of the agent’s behaviour when compared with predictions
coming from economic theory.
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Figure 4 – Influence of the market changes on the agent’s
economic behaviour.
When a market is composed of a limited number of
competitive agents, where price is the only competitive
factor, it is called an oligopolistic market (Pindyck and
Rubinfeld 1995). In such markets, if the agents have
similar price characteristics, it is expected that agents reach
the Nash equilibrium at their reservation price. Indeed this
is exactly what happens in our experimental market (see
figure 5). Because the agents do not get any profits when
they are unemployed, and just a small profit is obtained
when selling near the reservation price, the cashflows of all
the agents tend to the horizontal. This “collective suicide”
tendency is easily explained. Suppose that an agent is
bidding with exactly the same price as all its competitors.
In this case, it will obtain a share of the market
approximately equal to all the others. However, if it lowers
its price a small fraction, it can obtain a significant extra
share that more than compensates for the reduction on the
per unit profits. Unfortunately, all the other agents will
follow the same policy and their shares will become equal
again, but now at a lower price value for everyone. This
process continues until all agents reach their reservation
price (350 in this experiment).
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Figure 5 – An oligopolistic market with four adaptive
agents.
Related work
Learning in multiple agent systems is a relatively new field
of endeavour that has already achieved significant
importance both in the distributed artificial intelligence
and the machine learning communities (Weiss 1997). This
is so because, since complete knowledge about the
preferences and rationality of other agents is rarely
available, learning can be used as a way for the agents to
adapt themselves to new and unpredictable situations.
Following Claus and Boutilier (1998), learners can be
called independent when learning from tuples <a i,r>
(where ai is the action of the agent i and r is the following
reward) and joint learners when learning from tuples <a,r>
(where a is the joint actions of all the agents). This is
equivalent to saying that isolated learning is performed by
an agent taking into account its own environment which
can include other agents that act – and even learn – in that
environment. Moreover, a number of papers consider
exactly what should be learnt about other agents. Durfee
and Vidal (1997) introduce the notion (or the terminology)
of K-level agents. A 0-level agent, although being
adaptive, does not model the underlying behaviour of other
agents. Rather it selects its next action by using a function
of the other agents’ actions (a -i) (not states). In fact, 0-level
just estimate other agents’ actions at time t, ajt, as a linear
function of previous observations:. A 1-level agent models
the other agents’ actions in a deeper way (a -i). It attempts
to learn the relationship between an agent’s  action at time t
and its corresponding state sjt, a
j
t=f
j(sjt,  a
-j
t). Of course, 1-
level agents consider that the other agents have a stationary
function fj. We can understand by means of recursion what
a k-level agent is for any k. Nevertheless, several
simulations lead to the conclusion (Hu and Wellman 1998)
that, under uncertainty (even if it is as little as 5%) about
the other agents’ behaviour, the best policy for a learning
agent is to stay at the 0-level. Thus agents should avoid
sophisticated reasoning about their acquaintances.
Nevertheless it has been shown that although learning
agents with minimal assumptions about the others tend to
perform better than agents that associate too much
sophistication to their counterparts, when such attributes
are warranted, agents can do better by learning more
sophisticated models (Hu and Wellman 1998).
Alternatively, Carmel and Markovitch (1998) propose a
“model based learning agent” that instead of holding a
model, maintains a distribution over a set of models that
reflects its uncertainty about its opponent’s strategy. It then
uses reinforcement learning to update its knowledge.
Instead of using sophisticated strategic-learning agents, we
have also opted for the myopic-learning type of agents that
use a simple, short-term learning model.
The growing importance of Electronic Commerce and
negotiating agents has led to many different negotiation
strategies (Rosenschein and Zlotkin 1994; Kraus 1997;
Matos, Sierra and Jennings 1998), to argumentation-based
negotiation (Sierra et al. 1998). In such scenarios, where
intelligent agents represent buyers and sellers that try to
maximise their own benefits in a completely selfish way,
no co-operation is expected and no global optimisation is
usually achievable.
Having learnt the lessons from the previous authors’
work, we have here advocated, for the Electronic Market
environment, the use of an online incremental learning
algorithm for 0-level type of Agents. Our slightly adapted
Q-learning algorithm showed to be adequate for selling
agents’ automatic bidding adaptation in a market with a
varying number of competitors with unknown behaviours.
Conclusions and future work
This paper has discussed a number of different
opportunities for buyers and sellers to automatically adapt
their negotiation behaviours in dynamic, competitive
markets in order to maximise their profits. Moreover, we
have proposed what we believe to be an appropriate
learning strategy (reinforcement Q-learning) for such
application domains. Taking advantage of the ordering
characteristics of the price adaptation problem, we
proposed a specific reinforcement learning strategy that
simultaneously allows good stability and fast convergence.
The resulting adaptive behaviour proved, in several
different dynamic market situations, to perform better than
their competitors and it led to Nash equilibrium when
faced similar opponents.
As future work, we aim to study the influence of the
different (Q-Learning algorithm) parameters on the agent’s
behaviour. We also want to examine adaptive parameter
setting in order to speed up the agent’s reactions without
compromising their efficiency. The comparison of our
learning algorithm with different adaptation strategies is
another interesting line of research that we intend to
pursue. At this time, we have shown that our adaptive
agents are efficient against agents with static or nearly
static policies, as well as against agents that adapt in a
similar fashion. However, our adaptation strategy should
also be compared with other strategies that may be more
efficient in some (or even in all) situations. Finally we
would like to explore the full potential of the Q-learning
algorithm by updating the Q values several times during
each episode. To do so, we have to determine whether it is
feasible to have feedback (to compute rewards) from some
intermediate negotiation steps and update our estimates
accordingly.
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