In the presence of missing data, variable selection methods need to be tailored to missing data mechanisms and statistical approaches used for handling missing data. We focus on the mechanism of missing at random and variable selection methods that can be combined with imputation. We investigate a general resampling approach (BI-SS) that combines bootstrap imputation and stability selection, the latter of which was developed for fully observed data. The proposed approach is general and can be applied to a wide range of settings. Our extensive simulation studies demonstrate that the performance of BI-SS is the best or close to the best and is relatively insensitive to tuning parameter values in terms of variable selection, compared with several existing methods for both low-dimensional and high-dimensional problems. The proposed approach is further illustrated using two applications, one for a low-dimensional problem and the other for a high-dimensional problem.
INTRODUCTION
Variable selection has been extensively investigated for fully observed data and existing approaches include classical methods based on AIC (Akaike, 1974) and modern regularization methods such as lasso (Tibshirani, 1996) . Compared with fully observed data, new challenges arise for variable selection in the presence of missing data. In particular, there are different missing data mechanisms and for each mechanism there are different statistical approaches for handling missing data. As a result, methods for variable selection need to be tailored to the missing data mechanism and the statistical approach used. Little and Rubin (2002) and Tsiatis (2006) , together, provide a comprehensive review of existing statistical approaches for handling missing data. In the current paper, we focus on the mechanism of missing at random (MAR). Under MAR, variable selection has been investigated in combination with three commonly used statistical approaches for handling missing data.
Variable selection after imputation

597
The first approach for handling missing data includes inverse probability weighting (IPW) and its extensions including augmented IPW (AIPW); see Tsiatis (2006) and references therein. This approach has been combined with generalized estimation equations to handle missing data in semiparametric models. Johnson and others (2008) proposed a general approach of penalized estimating functions for variable selection and Wolfson (2011) proposed an EEBoost approach for variable selection based on estimating equations. Both can be applied to IPW and AIPW estimating equations for monotone missingness but are difficult to extend to general missing data patterns that are not monotone.
The second approach is to use likelihood-based methods; see Little and Rubin (2002, Section 8) . One option for maximum likelihood estimation in this approach is to use the expectation-maximization (EM) algorithm. To conduct variable selection in this approach, others (2009, 2010) proposed to incorporate SCAD and adaptive lasso penalties into the EM algorithm to maximize the penalized observed data likelihood function in the presence of missing data.
The third approach is to conduct imputation for missing values; cf. Little and Rubin (2002, Sections 4 and 5) . Imputation methods can be conducted using existing software packages (Buuren and Groothuis-Oudshoorn, 2011; Raghunathan and others, 2001; Su and others, 2011) in a wide range of settings. When multiple imputation (MI) is used, it is natural and often not difficult to apply an existing variable selection method to each imputed data set, likely resulting in different sets of selected predictors from say M imputed data sets. However, it is challenging to combine results on variable selection across M imputed data sets in a principled framework. Heymans and others (2007) , Wood and others (2008) , and Lachenbruch (2011) investigated methods in which predictors are deemed important if they are selected in at least π M imputed data sets (0 < π 1). Heymans and others (2007) and Wood and others (2008) focused on classical methods, whereas Lachenbruch (2011) also considered the least angle regression (Efron and others, 2004) . The difficulty with these methods is that variable selection results can be sensitive to the threshold value π and there is no clear guideline on how to choose π . Alternatively, Yang and others (2005) proposed to combine MI with a Bayesian stochastic search variable selection (SSVS) procedure (George and McCulloch, 1997) , either sequentially where Rubin's rule is used to combine variable selection results, or simultaneously where imputation is implemented-similar to a data augmentation step-as part of the MCMC algorithm that also includes an SSVS step. Chen and Wang (2013) proposed to treat the estimated regression coefficients of the same variable across all imputed datasets as a group and apply the group LASSO penalty for variable selection to the combined multiply imputed dataset.
In this paper, we investigate a variable selection method that can be combined with imputation; the method is applicable to general missing data patterns and to both low-dimensional and high-dimensional problems and draws strength from two seminal works, bootstrap imputation (Efron, 1994) and stability selection (Meinshausen and Buhlmann, 2010) . Stability selection, a general subsampling/resampling approach for variable selection developed for fully observed data, entails the following steps: random subsampling or resampling of the observed data, then applying the randomized lasso to each random sample, and finally selecting important predictors based on the variable selection results from all random samples using a threshold π . Stability selection has two notable strengths. First, variable selection results using stability selection are not very sensitive to the amount of regularization and the threshold value π . Second, and more importantly, Meinshausen and Buhlmann (2010) showed that stability selection with the randomized lasso is consistent in variable selection under a condition on the design that is considerably weaker than the irrepresentable condition that is (almost) necessary for the consistency of lasso. While originally proposed for fully observed data, the attractive features of stability selection make it an ideal variable selection procedure to be combined with bootstrap imputation.
Our proposed approach has several advantages compared with the existing methods. First, it can handle high-dimensional problems ( p > n), noting that all existing works only investigated low-dimensional problems ( p < n) including their numerical studies. In particular, the methods proposed by Yang and others 598 Q. LONG AND B. A. JOHNSON (2005) and others (2009, 2010) all use a standard (unpenalized) regression model for imputing missing values, which is problematic for high-dimensional problems. Second, our approach can deal with general missing data patterns. It can be argued that the tools currently available to working biostatisticians make it considerably easier to conduct imputation for a general missing data pattern than a custom estimating equations-based or likelihood-based approach. Third, our approach avoids the well-known issues associated with IPW such as unstable weights, in particular when the number of complete cases is small. For comparison, we also consider combining bootstrap imputation with a bootstrapped lasso (Bolasso) approach proposed by Bach (2008) . Bolasso is similar to stability selection in that it involves bootstrapping observed data and then applying lasso to each bootstrap sample. However, while Bolasso, similar to stability selection, achieves variable selection consistency when p < n under weaker conditions compared with the original lasso, it is very sensitive to the amount of regularization and its operating characteristics when p > n are not fully understood (Bach, 2009 ).
METHODOLOGY
We consider a linear regression model for an outcome of interest, y,
T is a set of p predictors, β is the vector of p regression coefficients, and is the random error term. Suppose that the data consist of n observations and define y = (y 1 , . . . , y n ) T and
where y is fully observed and X has missing values. The missing data indicator matrix for X is defined as = (δ i j ) such that δ i j = 1 if x i j is missing. Let Z = (y, X) denote the complete data, Z obs denote the observed components of Z, and Z mis denote the missing components. While we focus on variable selection for Model (2.1) in the presence of missing data in X, the proposed method can be readily extended to settings where y also has missing values and to other types of regression analyses for which imputation is applicable. Throughout, we assume that data are MAR, i.e. f ( |Z, φ) = f ( |Z obs , φ), where φ denotes the set of parameters associated with the missing data mechanism and φ and β are distinct, resulting in ignorable missingness. We denote by S 0 the true active set in Model (2.1), that is, the set of variables for which the true regression coefficients are non-zero and by |S 0 | the size (or cardinality) of S 0 .
Bootstrap imputation
We propose to first conduct bootstrap imputation on Z in the spirit of Efron (1994) before variable selection. An outline of the bootstrap imputation procedure is as follows. 
Several remarks are in order. The bootstrap step is used because stability selection or Bolasso requires resampling of the observed data. When p < n, we can use standard imputation programs such as the R packages mi and mice or the stand-alone software IVEware (Raghunathan and others, 2001) to conduct a single imputation for each bootstrap sample; these software packages are applicable to general missing data patterns. When p is less than n but close to n, the existing software packages are applicable but may not perform well as shown in Zhao and Long (2013) . When p > n, the existing software packages are not Zhao and Long (2013) that the Bayesian lasso regression or its extensions are preferred for imputing missing values since it has been shown to achieve better performance compared with several alternative imputation methods in the case of p > n. We follow this recommendation in our bootstrap imputation step for high-dimensional problems.
Stability selection combined with bootstrap imputation
Given the bootstrap imputed data sets {Z
(b)
I , b = 1, . . . , B}, our proposed approach incorporates the strategy of stability selection within bootstrap imputation, which is referred to as BI-SS. An outline of the BI-SS approach is as follows.
1. Using the bth bootstrap imputed data set Z (b) I , b = 1, . . . , B, we obtain the randomized lasso estimatê β (b) λ for Model (2.1) as follows:
where w (b) j 's are independently identically distributed random variables in [α, 1] with α ∈ (0, 1). In practice, w j 's can be drawn from a uniform distribution or defined as w j = α with probability p w and w j = 1 with probability 1 − p w ; our numerical studies suggest that they perform similarly. In addition, α can be chosen in the range of (0.2, 0.8) following the recommendation by Meinshausen and Buhlmann (2010) ; in our numerical studies, we set α = 0.5. We computeβ (b) λ for all λ ∈ , where denotes a set of feasible values for λ. We denote byŜ
(the set of non-zero parameter estimates), also known as the estimated active set.
We repeat
Step (1) for all b = 1, . . . , B bootstrap imputed data sets and obtain {β
The final estimated active set is defined aŝ
and π ∈ (0, 1) is a threshold for selecting a predictor and is often set to between 0.6 and 0.9 in practice as suggested by Meinshausen and Buhlmann (2010) . This threshold value is evaluated in our numerical studies. 3. While our focus is variable selection, we consider a straightforward approach for estimation of β.
denotes the design matrix that includes only the variables inŜ π , and then compute the final parameter estimates aŝ βŜ
To estimate the variance ofβŜ π , a naive approach is to use the sample
BI-SS uses bootstrap samples rather than subsampling without replacement which is used in the original stability selection method (Meinshausen and Buhlmann, 2010) . As noted in Meinshausen and Buhlmann (2010) , bootstrap would behave similarly as their proposed subsampling approach. In the presence of missing data, the sharply reduced sample size in a random subsample, say, of size n/2, is expected to have major adverse effect on the performance of imputation given that we need to fit imputation models based on only observed data. As a result, we choose to use bootstrap over the original subsampling scheme.
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Bolasso combined with bootstrap imputation
For comparison, we investigate another variable selection approach that incorporates lasso with bootstrap imputation, referred to as BI-BL, which is similar in spirit to Bolasso (Bach, 2008 (Bach, , 2009 ). This also mimics the approach for variable selection under MI using the bootstrap by Heymans and others (2007) ; of note, we use lasso for variable selection, which is preferred to the automatic backward selection used in Heymans and others (2007) . An outline of the BI-BL procedure is as follows.
1. Using the bth bootstrap imputed data set, b = 1, . . . , B, we obtain the lasso estimateβ
where λ (b) opt is an optimal value of the tuning parameter selected based on cross-validation for each bootstrap imputed data set. We denote the support ofβ (b) byŜ (b) . 2. We repeat the above step for all b = 1, . . . , B bootstrap imputed data sets and then intersect allŜ (b) s to obtain the final estimated active set,Ŝ
3. For estimation of β, we adopt an approach similar to the one for BI-SS. We fit Model (2.1) through say, least squares, using (y (b) , X As with the original Bolasso approach (Bach, 2008 (Bach, , 2009 , we choose to use the intersection of the supports of the estimated active set across all bootstrap imputed data sets, which is justified by their asymptotic results for low-dimensional problems ( p < n). However, in finite samples, it is of interest to investigate the impact of different threshold values, similar to what is described in Section 2.2. Specifically, we com-
, where I (·) is the indicator function. It follows that j represents the proportion of the bootstrap imputed data sets in whichβ j is not zero. Subsequently, we define the final estimated active set asŜ
where 0 < π 1 is a pre-specified threshold value andŜ π with π = 1 is equivalent toŜ, intersecting the supports of the estimated active sets across B bootstrap imputed data sets. Following Bach (2008), we investigate π = 0.9 in our numerical studies.
Outline of operating characteristics
Assuming that S 0 is sparse (i.e. the support of S 0 is less than n and |S 0 | log p = o(n)) and the design X satisfies the conditions as specified in Meinshausen and Buhlmann (2010) , stability selection is shown to achieve consistent variable selection for model (2.1) using fully observed data, where p is allowed to go to ∞ as n goes to ∞. In addition, their method is not very sensitive to the tuning parameter π in terms of variable selection. While theoretical results are not provided for the proposed BI-SS method, our simulation studies demonstrate that BI-SS achieves good performance in variable selection in a variety of settings for both low-dimensional and high-dimensional problems when the imputation model is correctly specified.
Using fully observed data, Bach (2008 Bach ( , 2009 showed in the case of p < n that intersecting supports of lasso estimates from bootstrap imputed data sets {Z (b) , b = 1, . . . , B} (i.e. Bolasso) achieves consistent variable selection as n → ∞. Bach (2009) noted that in the case of n > p Bolasso using the paired bootstrap procedure does not lead to good selection performance whereas Bolasso using a residual bootstrap procedure does; however, no theoretical results were provided for either approach in the case of n > p. BI-BL, using the paired bootstrap approach, is shown in our numerical studies to achieve inferior performance. It is of future interest to adapt the residual bootstrap procedure in our setting where predictors have missing values. In addition, variable selection results from Bolasso are quite sensitive to the tuning parameter π and π = 1 does not achieve good performance in finite samples, which is a major weakness of Bolasso and BI-BL.
SIMULATION STUDIES
We evaluate in three sets of simulation studies the performance of the proposed approach BI-SS in comparison with BI-BL and other existing methods as appropriate. As mentioned before, BI-BL mimics the approach for variable selection under MI using the bootstrap by Heymans and others (2007) . We consider different threshold values (π ) for BI-BL and BI-SS to assess their sensitivity to π . We summarize the simulation results over 1000 Monte Carlo (MC) data sets in the first two sets of simulations and 250 MC data sets in the third set of simulations. To evaluate performance in variable selection, we calculate the number of false negatives (FNs) (the number of predictors in the true active set S 0 that are not selected) and the number of false positives (FPs) (the number of noise predictors that are selected) for each MC data set and we report mean FN and FP. To evaluate prediction performance, we calculate the model error defined as
for each MC data set and we report the median model error (MME).
Monotone missingness: comparison with penalized estimating functions
In the first set of simulations, we compare the proposed method with BI-BL and the approach of penalized estimation functions (Johnson and others, 2008) and use a setup similar to what was used in Johnson and others (2008, Section 5.2) . Specifically,
, is generated independently from a multivariate normal distribution, x i ∼ MVN(0, ), where the ( j, k)th component of is ρ | j−k| with ρ ∈ (0, 1]. Given x i , the outcome variable, y i , is generated from y i = β T x i + i , where β = (1, 1, 0, 0, 1, 1, 1, 0, 0, 1) T and i ∼ N (0, σ 2 ) is random noise and independent of x i . It follows that the true active set is S 0 = {1, 2, 5, 6, 7, 10} and |S 0 | = 6. Missing data are generated using the same models described in Johnson and others (2008, Section 5 .2), resulting in a monotone missing data pattern in x i1 and x i2 and approximately 40% of observations having missing values. For each MC data set, imputation is conducted using the R package mice on each of 100 bootstrap data sets in BI-BL and BI-SS. In addition, we apply the approach of penalized estimation functions with different penalties, namely, SCAD (PEF-S), hard thresholding (PEF-HT), lasso (PEF-L), adaptive lasso (PEF-AL), and elastic net (PEF-EN). We conduct simulations for different correlation among the predictors (ρ = 0.1, 0.5, and 0.9) and for different levels of noise (σ = 1 and 2). Table 1 summarizes the results from the first set of simulations. In all cases, the best performance achieved by BI-SS is similar to or slightly worse than the best results from the PEF methods. Similar to the results in Johnson and others (2008) , there is no single best PEF method that outperforms the other PEF methods in all settings. The performance of BI-SS is similar when π ∈ (0.6, 0.8), confirming that BI-SS is not very sensitive to different values of π in the recommended region. When correlation is low to moderate (ρ = 0.1 or 0.5), BI-SS with π = 0.9 leads to slightly lower MME and a lower sum of FN and FP than the other π values; when ρ = 0.9 BI-SS achieves best performance when π ∈ (0.6, 0.8). When correlation increases from 0.1 to 0.5, BI-SS achieves slightly better performance, likely due to the fact that there is limited information for imputation when ρ = 0.1. When correlation increases from 0.5 to 0.9, the comparisons are mixed, noting that high correlation (ρ = 0.9) likely leads to better performance for imputation but it is also known to be associated with worse performance in variable selection. In all cases, BI-BL achieves worse performance than BI-SS and is fairly sensitive to the threshold value (π ), evidenced by a considerable increases in FP when π decreases from 1 to 0.9. When correlation is low to moderate (ρ = 0.1 or 0.5), BI-BL with a threshold of π = 1 leads to slightly better MME without sacrificing sensitivity. However, when correlation is high (ρ = 0.9), BI-BL with a threshold of π = 1 tends to lead to worse MME, in particular when noise level is high (σ = 2). As the noise in the data (σ ) increases, the variable selection performance of all methods deteriorates.
General missing data pattern
In the second set of simulations, we investigate a general missing data pattern and a larger number of predictors ( p = 40) compared with the first set of simulations. In the presence of a general missing data pattern, it is challenging to derive inverse weighted estimating functions. Furthermore, a general missing data pattern often results in a small number of complete cases and consequently unstable parameter estimates when estimating functions with inverse weighting are used. As a result, the PEF approach is not directly applicable or suitable in this set of simulations. We compare BI-SS with four other methods, namely, BI-BL, one naive method denoted by Lasso which applies lasso to the subset of complete cases, MI-Lasso which applies lasso to each of M multiply imputed data set and defines the estimated active set as the set of variables that are selected from π M imputed data sets, and MI-Stacked which applies lasso to one large data set that stacks the M imputed data sets together. MI-Lasso is the same as a method investigated by Lachenbruch (2011) and similar to the method S2 in Wood and others (2008) , in both of which π = 0.5 is used. MI-Stacked is similar to the method W1 used in Wood and others (2008) with the stepwise procedure replaced by lasso. In this set of simulations, x i = (x i1 , . . . , x i,40 ), i = 1, . . . , 200, is generated independently from x i ∼ MVN(0, ), where the ( j, k)th component of is ρ | j−k| with ρ ∈ (0, 1]. The outcome variable, y i , is generated from y i = 1 + β T x i + i , where β j = 0.5 or 1 if j ∈ {1, 2, 5, 6, 10} representing the effect size (ES) and β j = 0 if otherwise, and ∼ N (0, 1) is random noise and independent of X. It follows that the true active set is S 0 = {1, 2, 5, 6, 10} and its size is |S 0 | = 5. Missing values are generated in x i1 , x i2 , and x i3 using the following models for the corresponding missing indicators, δ i1 , δ i2 , and δ i3 , logit(Pr(δ i1 )) = −1 − x i4 + x i5 + x i7 + 1.5y i , logit(Pr(δ i2 )) = −3 − x i4 + x i5 + x i7 + y i , and logit(Pr(δ i3 )) = −2 − x i4 + x i5 + x i7 + y i , resulting in a general missing data pattern and approximately 46% of observations having missing values. For each MC data set, imputation is conducted using the R package mice on each of 100 bootstrap data sets in BI-BL and BI-SS. Similar to Section 3.1, we conduct simulations for different correlation among the predictors and for different ESs as measured by the value of non-zero β j , ES = 0.5 or 1. Table 2 summarizes the results in the second set of simulations. When comparing performance between BI-BL and BI-SS and between different π , the results in Table 2 are consistent to what are observed in Table 1 . In particular, BI-SS outperforms BI-BL in all cases and leads to small to negligible FN and FP. BI-SS again achieves similar performance in variable selection as π varies in (0.6, 0.8). As ρ increases from 0 to 0.5, its performance improves; as ρ increases from 0.5 to 0.9, its performance in variable selection deteriorates and the comparisons in terms of MME are mixed. When correlation is close to 0, BI-SS with a lower π value achieves best performance; as correlation increases, BI-SS with a lower π value achieves better performance. BI-BL has substantially higher FP as π decreases from 1 to 0.9. The impact of π on BI-BL is even more pronounced in this setting; e.g. as π decreases from 0.9 to 0.6 in the case of ES = 0.5 and ρ = 0.1, FP increases from 11.963 to 24.219 for BI-BL but only from 0.465 to 2.185 for BI-SS. In addition, Lasso, MI-Lasso, and MI-Stacked all have considerably to substantially worse performance compared FN, average number of false negatives; FP, average number of false positives; MME, median model error; BI-SS, bootstrap imputation combined with stability selection; Lasso, applying lasso to the subset of complete cases; BI-BL, bootstrap imputation combined with Bolasso; MI-Lasso, applying lasso to each of M multiply imputed data set and defining the active set as the set of variables that are selected from π M imputed data sets; MI-stacked, applying lasso to one large data set that stacks the M imputed data sets together.
with BI-SS particularly in terms of FP. As the ES increases, FN decreases and MME increases for all methods.
High-dimensional setting
In the third set of simulations, we investigate the case of high-dimensional data (n = 200 and p = 400). In this setting, the PEF methods are not directly applicable. Similar to previous two settings,
, is generated independently from x i ∼ MVN(0, ), where the ( j, k)th component of is ρ | j−k| with ρ ∈ (0, 1]. The outcome variable, y i , is generated from y i = 1 + β T x i + i , where β j = 1 or 0.5 for j ∈ S 0 and β j = 0 if otherwise and ∼ N (0, 1) is random noise and independent of X. The true active set is S 0 = {1, 2, 5, 6, 10, 11, 12, 15, 16, 20, 21, 22, 25, 26, 30, 31, 32, 35, 36, 40} with |S 0 | = 20. Missing values are generated in x i1 using the following model for the corresponding missing indicator, δ i1 , logit(Pr(δ i1 )) = −1 − x i4 + x i5 + x i7 + 1.5y i , resulting in approximately 50% of observations having missing x i1 . For each MC data set, imputation is conducted using the Bayesian lasso imputation approach proposed by Zhao and Long (2013) on each of 100 bootstrap data sets. Similar to Section 3.2, we compare BI-SS with the naive approach Lasso and two existing methods MI-Lasso and MI-Stacked for different correlation among the predictors and for different ESs. BI-BL is not included since BoLasso is not expected to perform well in this setting (Bach, 2009) .
The simulation results are summarized in Table 3 . In this setting, BI-SS with π = 0.6 gives similar or better results compared with the other threshold values, in particular, in terms of the sum of FN and FP. BI-SS with π = 0.9, in some cases π = 0.8 and 0.7 as well, leads to a substantially larger MME and higher number of FNs compared with smaller threshold values, in particular when ES = 0.5, whereas BI-SS with π = 0.4, in some cases π = 0.5 as well, selects considerably more FPs. It follows that BI-SS is more sensitive to π for high-dimensional problems particularly in terms of MME and BI-SS with π = 0.6 is likely preferred in similar high-dimensional problems. As ρ increases, MME improves for BI-SS with π = 0.6, likely the result of improved imputation; though its performance in variable selection deteriorates. In addition, similar to the simulation results for low-dimensional problems in Section 3.2, Lasso and MI-Lasso select a large number of predictors, most of which are FPs.
DATA EXAMPLES
We conduct two data analyses, one for the case of low-dimensional data and the other for the case of high-dimensional data.
Stroke registry data
We first analyze a data set from the pilot Paul Coverdell National Acute Stroke Registry. This registry collects demographic, quantitative, and qualitative factors related to acute stroke care in four prototype states: Georgia, Massachusetts, Michigan, and Ohio. Its primary goal is to improve the quality of acute stroke care in the United States through a better understanding of factors associated with stroke. The Georgia prototype registry contains a sample of n = 1807 patients with hemorrhagic or ischemic stroke and missing data are present with a general missing data pattern. Previously, Johnson and others (2008) selected a subset of 800 patients for their analysis to ensure a monotone missing data pattern so that their methods were directly applicable. Using our proposed approaches based on bootstrap imputation, we are able to analyze the entire sample of n = 1807 patients.
The data set has 13 variables including a hospital length of stay (LOS), defined as the number of days from hospital admission to hospital discharge, which is considered as the outcome variable of interest in our analysis. The other variables are considered predictors of interest including age, gender (1 if male), race π is the threshold value. FN, average number of false negatives; FP, average number of false positives; MME, median model error; BI-SS, bootstrap imputation combined with stability selection; Lasso, applying lasso to the subset of complete cases; MI-Lasso, applying lasso to each of M multiply imputed data set and defining the active set as the set of variables that are selected from π M imputed data sets.
(1 if white), serum albumin, creatinine, glucose, Glasgow coma scale (GCS; 3-15, with 15 representing excellent health), whether or not the patient was admitted to the intensive care unit (ICU; 1 if yes), stroke subtype (stroke; 1 if hemorrhagic and 0 if ischemic), family history (FH; 1 if yes), use of EMS (EMS; 1 if yes), and admitted to emergency room (ER; 1 if yes). Only three variables (EMS, ER, and stroke) are fully observed; the amount of missing data in the other variables ranges between 0.4% in gender to Full, a full model applied to the subset of complete cases; Lasso, lasso applied to the subset of complete cases; MI-Lasso, MI combined with lasso; BI-BL, bootstrap imputation combined with Bolasso; BI-SS, bootstrap imputation combined with stability selection.
50.6% in albumin. Only 23.2% of the patients are complete cases that have observed data for all variables. Similar to Johnson and others (2008) , we find that the missing data mechanism in the full data is unlikely to be missing completely at random. Similar to the simulation studies, we apply five methods to the data set, namely, the proposed BI-SS (π = 0.6), BI-BL (π = 0.9), Lasso, MI-Lasso (π = 0.5), and a naive full model that is applied to the set of complete cases and does not do variable selection. Of note, π = 0.5 is used for MI-Lasso following Lachenbruch (2011) . For BI-BL and BI-SS, 1000 bootstrap data sets are generated and the R package mice is used for imputation. We only provide SEs for the naive full model. Table 4 presents the results of our analyses. Compared with the naive full model, both BI-SS and BI-BL drops EMS, and BI-BL drops five additional predictors, including gender, FH, ER, stroke, and creatinine; in addition, the estimated effect of gender using BI-SS is opposite of the estimated effect using the naive full model. When π is changed from 0.6 to 0.8, BI-SS drops only one additional predictor, ER; however, when π is changed from 0.9 to 1.0, BI-BL drops four additional predictors, GCS, glucose, albumin, and age, again showing that BI-BL is substantially more sensitive to π than BI-SS. When using only complete cases, Lasso selects eight predictors excluding gender, FH, EMS, and ER and MI-Lasso selects the same set of predictors as BI-SS except for ER.
There are some differences between our results and the results in Johnson and others (2008) , likely a consequence of using more data and more variables in our analysis. Specifically, while our BI-SS approach selects both gender and glucose, gender was not selected by any PEF method and glucose was only selected by PEF-lasso and PEF-EN in Johnson and others (2008) . For predictors selected by both our methods and the PEF methods, their effects estimated using our methods are consistent with those in Johnson and others (2008) , though the effect of age in our analysis is considerably smaller. For predictors that were not analyzed by Johnson and others (2008) , BI-SS shows that FH and ER are associated with longer LOS.
Prostate cancer data
The second data set is from a prostate cancer study (GEO GDS3289). It contains 104 samples, including 34 benign epithelium samples and 70 non-benign samples. Missing values are present for some genomic biomarkers. To illustrate the methods, we consider a binary outcome (y) defined as y = 1 if it is a benign sample and y = 0 if otherwise and we choose a subset of biomarkers for our analysis. Specifically, we The number inside parentheses represents the proportion of being selected in 1000 bootstrap imputations. π is the threshold value. Lasso, lasso applied to the subset of complete cases; MI-Lasso, MI combined with lasso; BI-BL, bootstrap imputation combined with Bolasso; BI-SS, bootstrap imputation combined with stability selection.
choose one biomarker (EFCAB6) that has about 50% missing values and use all of the 1894 biomarkers that do not have any missing values. Our goal is to conduct variable selection in a logistic regression of y on the set of 1000 biomarkers. Similar to Section 4.1, we apply four methods to the prostate cancer data except for the naive full model which is no longer applicable. For BI-BL and BI-SS, 1000 bootstrap data sets are generated and the Bayesian lasso imputation approach suggested by Zhao and Long (2013) is used for imputation. In addition,
Step 1 as described in Sections 2.2 and 2.3 is adapted to fit penalized logistic regression in this data analysis. Table 5 presents the results on variable selection for the prostate cancer data. Based on our simulation results, both Lasso and MI-Lasso tend to select a large number of FPs with low specificity, which seems to be consistent with the patterns in Table 2 with Lasso and MI-Lasso selecting 14 and 17 genomic biomarkers, respectively. By comparison, BI-SS (π = 0.6) selects 5 gene biomarkers, of which 3 are also selected by both Lasso and MI-Lasso. EFCAB6 that has missing values is selected by BI-SS but not by the other methods, possibly suggesting that BI-SS is more likely to identify important predictors that have missing values. For BI-SS, 2 predictors are dropped when π increases to 0.8, which is consistent with our simulations results in Section 3.3. BI-BL (π = 0.9) selects only one biomarker, noting that the validity of the bootstrap lasso investigated in this work is questionable for high-dimensional problems (Bach, 2009 ).
DISCUSSION
We investigate a general resampling approach for variable selection in the presence of missing data. Our numerical results show that BI-SS with π = 0.6 achieves good performance for both low-dimensional and high-dimensional problems. While we focus on regression analysis, the proposed approach can be readily applied to other types of analyses such as graphical modeling. Attaching standard errors to parameter estimates in the setting of our interest is a challenging task. One approach is to apply existing methods for obtaining standard errors to the original data restricted to the predictors chosen by the variable selection process, similar to the naive approach in Section 2.2. However, this approach fails to account for the uncertainty of variable selection and hence likely understates the true sampling variance. Future research in this direction may include extending the work of Chatterjee and Lahiri (2011) .
In order for BI-SS to achieve good performance, adequate imputation methods are needed and imputation models need to be carefully constructed, which is substantially more challenging in the presence of high-dimensional data. Particularly, while Zhao and Long (2013) suggested some ideas on imputation for general missing data patterns in the case of p > n, such imputation methods have not been fully developed Variable selection after imputation 609 and validated. Further research in this direction is an ongoing interest of ours but beyond the scope of the current paper.
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