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Abstract
We study the self-dual Yang-Mills equations in split signature. We
give a special solution, called the basic split instanton, and describe the
ADHM construction in the split signature. Moreover a split version of
t’Hooft ansatz is described.
1 Introduction
Self-dual Yang-Mills equations (SDYM for short) are well-known equations
in dimension 4. They were introduced in the last century and many beau-
tiful applications of them in other areas of mathematics have been found
since then, for their applications in four dimensional geometry see [6, 8].
These equations are defined using a metric on a four dimensional manifold.
It turns out that there are two possible choices for the signature of the met-
ric to obtain real valued solutions, namely Euclidean and split signatures.
Much of the research has been focused on the Euclidean case. In this paper
we would like to study these equations in the split signature, for their ap-
plications in integrable systems see [13].
The starting point for us to study the split SDYM equations is the exis-
tence of a very special solution in the split signature which is quite similar
to the basic instanton. The existence of this solution shows that the split
SDYM equations might be as important as they are in the Euclidean case.
On the other hand the split SDYM equations are not as rigid as the ones
in the Euclidean signature. More precisely, as it is well-known, the SDYM
equations in the Euclidean signature are of elliptic type which confirms the
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finite dimensionality of the moduli space. In contrast to the Euclidean sig-
nature, in the split signature, the equations are not of elliptic type and one
cannot hope to have a finite dimensional moduli space of solutions. In fact
L.J. Mason has recently shown that there is a one to one correspondence
between SDYM solutions in the split signature over S2×S2 and certain data
on the complex projective space CP3, see [12]. The data consists of a holo-
morphic and a smooth part which shows that the moduli space cannot be
finite dimensional. Therefore in the split case, we have a lot more freedom.
But in order to obtain a finite dimensional moduli space of solutions in the
split case we have to impose some conditions on the set of solutions. For
the simplest case, i.e. when the structure group is O(2) and the ”charge” is
±1 we introduce an extra condition on the solutions. With this extra con-
dition, the moduli space becomes isomorphic to SO0(3, 3)/SO(3) × SO(3)
in parallel with the classical result that the moduli space of instantons of
charge 1 is isomorphic to SO0(5, 1)/SO(5).
Another analogy between these two signatures is the existence of Atiyah-
Drinfeld-Hitchin-Manin (ADHM for short) construction in the split case. It
is well-known that all the solutions of SDYM equations on S4 are given by
the ADHM construction which is basically an algebraic construction, see [4].
In fact it is easy to show that this construction produces solutions but it is
much harder to prove that the ADHM construction yields all the solutions.
It turns out that there is an analogous construction for the solutions of
SDYM equations in the split signature. More precisely we give a construc-
tion similar to the ADHM construction which produces solutions of SDYM
equations on the conformal compactification of R2,2 with the split signature
metric ds2 = dx21 + dx
2
2 − dx23 − dx24.
Another motivation to study the split SDYM equations comes from Repre-
sentation Theory. One can use the moduli space of instantons to realize a
family of representations of certain infinite dimensional Lie algebras geomet-
rically, see [14] and references therein. However, for this application, one has
to ”compactify” the moduli space of instantons in a suitable manner and
consider the so-called ”ideal” instantons. It would be nice to realize ideal
instantons as genuine solutions! Because there is no room in the Euclidean
picture, one is led to consider the split SDYM equations. As we will see,
there is a family of O(2)-SDYM solutions in the split case whereas there is
no non-trivial Euclidean U(1)-instanton.
Here is an outline of the paper . In the first part, we first review the construc-
tion of the basic instanton and then we introduce the basic split instanton.
Finally we explain a close relation between these two special solutions in
Euclidean and split signatures.
In the second part, we deal with the moduli problem in the split case. We
show that the whole moduli space of O(2)-SDYM solutions of topological
charge 1 is infinite dimensional. But if we just consider the solutions which
have a large symmetry group, then the restricted moduli space is finite di-
2
mensional and is isomorphic to SL(4,R)/SO(4).
In the third part, we introduce the split t’Hooft ansatz. Historically, the
first SDYM solutions in the Euclidean signature were given by the so-called
t’Hooft ansatz. This ansatz starts with a solution f of the Laplacian equa-
tion on some region in S4 and construct a solution of the Euclidean SDYM
equations, say A. A priori, the solution A is nonsingular on the same re-
gion, but it could happen that the solution A has less singularity than f .
In fact since there is no nontrivial solution to the Laplacian equation on the
4-sphere, the only way to construct global solutions from the t’Hooft ansatz
is to start from the local solutions of the Laplacian equation and hope that
the ansatz gives a global solution. For this reason we refer to this ansatz as
the local t’Hooft ansatz. We show that we also have a version of the t’Hooft
ansatz in the split signature as well. One only needs to start from a solution
to the ultra-hyperbolic equation. Since in the split signature there is plenty
of global solutions, given any global solution of the ultra-hyperbolic equa-
tion, we can construct a global ASDYM solution. We call this ansatz, the
global t’Hooft ansatz. The global t’Hooft ansatz only produces GL(2,R)-
ASDYM solutions. Some of these solutions are in fact O(2) solutions. We
also show that, all the anti-instantons (defined in part two) can be obtained
via the global t’Hooft ansatz.
Finally, in the last part, we present the split ADHM construction. It turns
out that there is a complex version of the ADHM construction as well. The
complex ADHM construction gives rise to holomorphic vector bundles on
Gr(2,C4). It is an analog of ”monad” construction of holomorphic vector
bundles on complex projective spaces, see [15].
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2 Basic Euclidean and Split Instantons
There is a very special SU(2)-SDYM solution on S4 which is called the basic
instanton. It has a very nice description using the algebra of quaternions.
It turns out that there is a special O(2)-SDYM solution in the split case as
well which is quite similar to the basic instanton. It also has a very nice
description in terms of the algebra of split quaternions. We call this solution
the basic split instanton by analogy. In this section we review the construc-
tion of the basic instanton and describe the basic split instanton. Moreover
we show that there is a surprising relation between the basic instanton and
the basic split anti-instanton by passing to the complex picture.
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2.1 Preliminaries
By the C-algebra of complex quaternions, denoted by HC, we just mean the
C-algebra of two by two complex matrices. So
HC := {Z =
(
z11 z12
z21 z22
)
|zij ∈ C}
Given Z =
(
z11 z12
z21 z22
)
, we set
Zt :=
(
z11 z21
z12 z22
)
Z˜ :=
(
z22 −z12
−z21 z11
)
Z∗ :=
(
z¯11 z¯21
z¯12 z¯22
)
Identifying HC with C4 as a complex manifold, we consider the following
(holomorphic) metric and volume form on HC
ds2 := 2(dz11dz22 − dz12dz21) = 2det dZ
dV = dz11 ∧ dz21 ∧ dz12 ∧ dz22
Therefore we have the Hodge ∗-operator
∗ : Ω2(HC)→ Ω2(HC)
where Ωn(HC) is the sheaf of holomorphic n-forms on HC. We recall that
for 2-forms α and β we have
α ∧ ∗β = (α, β)dV
It is easy to see that ∗2 = 1. A 2-form ω on HC is called self-dual (or SD for
short) if ∗ω = ω and it is called anti-self-dual (or ASD) if ∗ω = −ω. The
space of SD 2-forms is generated by
dz11 ∧ dz21, dz12 ∧ dz22, dz11 ∧ dz22 + dz12 ∧ dz21
and the space of ASD 2-forms is generated by
dz11 ∧ dz12, dz21 ∧ dz22, dz11 ∧ dz22 − dz12 ∧ dz21
We have the following simple algebraic lemma concerning SD and ASD 2-
forms on HC
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Lemma 2.1. Let A ∈ HC. Then
(a) The HC-valued 2-form dZ ∧AdZt is SD if and only if A = At.
(b) The HC-valued 2-form dZt ∧AdZ is ASD if and only if A = At.
(c) The HC-valued 2-form dZ ∧AdZ˜ is ASD if and only if A ∈ C.
(d) The HC-valued 2-form dZ˜ ∧AdZ is SD if and only if A ∈ C.
where dZ =
(
dz11 dz12
dz21 dz22
)
and the same for dZt and dZ˜.
Having defined SD and ASD 2-forms, we can consider the self-dual and
anti-self-dual Yang-Mills equations (or SDYM and ASDYM equation for
short) on HC. The solutions are (holomorphic) connections (defined on a
holomorphic vector bundle on HC) whose curvature is SD or ASD. We briefly
recall the notion of connection and the related concepts, for the details see
[10] for example. A connection on a holomorphic vector bundle V on HC is
a C-linear morphism
∇ : OV → Ω1(V )
which satisfies
∇(fs) = ∂f ⊗ s+ f∇s
for any holomorphic function f and a holomorphic section s of V . Here
OV is the sheaf of holomorphic sections of V and Ωn(V ) is the sheaf of
holomorphic V -valued n-forms. In the local frame u = (s1, ..., sn) of the
vector bundle V of rank n, a connection can be written as ∂+A where A is
an n by n matrix of 1-forms called the connection potential of ∇ in the local
frame u. More precisely, for an n by 1 matrix f of holomorphic functions
we have
∇(uf) = u(∂f +Af)
If u1 is another local frame for V , then u1 = ug for some g, called a gauge
transformation, which is an n by n matrix of holomorphic functions. Then
it is easy to see that the connection potential of ∇ in this new local frame
is given by
g−1∂g + g−1Ag
It is well-known that ∇ has a natural extension
∇1 : Ω1(V )→ Ω2(V )
defined by ∇1(s ⊗ α) = ∇(s) ∧ α + s ⊗ ∂α where s is a section of OV and
α is a holomorphic 2-form. The curvature C of this connection is defined to
be ∇1 ◦ ∇. It is easy to see that C is a bundle homomorphism and hence
it defines a section of Ω2(End(V )). In the local frame u, the curvature is
given by an n by n matrix of 2-forms F , called the connection 2-form,
F = ∂A+A ∧A
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Moreover under the gauge transformation g, F is transformed to g−1Fg.
The SDYM and ASDYM equations are ∗C = C and ∗C = −C respectively
where ∇ is a connection defined on a vector bundle V and C is its curvature.
If
A = A11dz11 +A12dz12 +A21dz21 +A22dz22
is the connection potential of ∇ in some local gauge, then the SDYM equa-
tions are
F11,12 = F21,22 = F11,22 − F12,21 = 0
where Fij,kl :=
∂Akl
∂zij
− ∂Aij
∂zkl
+ [Aij, Akl]. Similarly the ASDYM equations are
F11,21 = F12,22 = F11,22 + F12,21 = 0
Obviously the whole discussion so far has a counterpart in the category of
smooth manifolds which we use as well. There are two real forms of HC that
we are interested in. The first one is the Euclidean real form
H := {
(
z11 z12
z21 z22
)
∈ HC|z22 = z¯11, z12 = −z¯21}
which is the R-algebra of quaternions. The other one is the split real form
HR := {
(
z11 z12
z21 z22
)
∈ HC|zij ∈ R}
which is the R-algebra of split quaternions. we have the following simple
lemma concerning these real forms of HC
Lemma 2.2. Let A ∈ HC. Then
(a) A ∈ H if and only if A∗ = A˜
(b) A ∈ HR if and only if A∗ = At.
The restrictions of the metric of HC to these real forms have different
signatures. As the names suggest, the restriction of the metric to H is
Euclidean and its restriction to HR has the split signature (+,+,−,−). We
can also consider the restriction of SDYM and ASDYM equation on these
real form. We are interested in SDYM and ASDYM equations on these
real forms and their corresponding conformal compactifications which we
introduce next. Consider
S := {(Z,W ) ∈ H2C| ∄A ∈ HC \ {0} s.t. ZA =WA = 0}
Two elements (Z,W ), (Z1,W1) ∈ S are called equivalent if there is an in-
vertible element q ∈ HC such that Z1 = Zq,W1 = Wq. Let HCP1, called
the complex quaternionic projective line, be the set of equivalence classes of
elements in S. The equivalence class of (Z,W ) ∈ S in HCP1 is denoted by
[Z : W ]. It is easy to see that HCP1 is a complex manifold isomorphic to
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Gr(2,C4), the Grassmannian of complex 2-planes in C4. One isomorphism
is given by sending [Z :W ] to the 2-plane generated by
z11
z21
w11
w21
 and

z12
z22
w12
w22

where
Z =
(
z11 z12
z21 z22
)
andW =
(
w11 w12
w21 w22
)
We identify {[Z : 1]|Z ∈ HC} with HC. Then one can see that the conformal
structure on HC (given by the metric ds2 as above) and its volume form
extend to HCP1. Hence we can consider the ASDYM and SDYM equations
on HCP1 as the extensions of those on HC because these equations are con-
formally invariant in dimension four.
In the similar way we can define the quaternionic and split quaternionic
projective lines which we denote by HP1 and HRP1 respectively. These are
totally real sub-manifolds of HCP1 of real dimension four. It is easy to see
that
HP1 ∼= S4 and HRP1 ∼= Gr(2,R4)
as smooth manifolds. Here Gr(2,R4) is the Grassmannian of real 2-planes
in R4. In this paper we mainly deal with SDYM and ASDYM equations on
HRP1.
Finally we explain the notion of G-SDYM and G-ASDYM solutions. If
G is a Lie group, then by a G-SDYM (or G-ASDYM) solution we mean a
vector bundle with a G-structure and an SDYM (or ASDYM) connection
compatible with the G-structure.
2.2 Basic (Euclidean) instanton
The (A)SDYM equations in the Euclidean case have been studied intensively
over the past years. Here we just review some of the basic facts in the
Euclidean case, see [2].
We identify H with R4 via
x := (x1, x2, x3, x4) 7→
(
x1 + ix4 x2 + ix3
−x2 + ix3 x1 − ix4
)
We see that under this isomorphism the operator Z → Z˜ becomes
x 7→ x¯ := (x1,−x2,−x3,−x4)
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In these new coordinates, the metric is just the Euclidean metric ds2 =
2(dx21+dx
2
2+dx
2
3+dx
2
4) and the volume form is dV = −4dx1∧dx2∧dx3∧dx4.
It is easy to see that the space of SD 2-forms is spanned by the following
two forms
dx1 ∧ dx2 − dx3 ∧ dx4,
dx1 ∧ dx3 + dx2 ∧ dx4,
dx1 ∧ dx4 − dx2 ∧ dx3
and the space of ASD 2-forms is spanned by the following 2-forms
dx1 ∧ dx2 + dx3 ∧ dx4,
dx1 ∧ dx3 − dx2 ∧ dx4,
dx1 ∧ dx4 + dx2 ∧ dx3
It is easy to see that the SDYM equations on the connection potential A =
A1dx1 + A2dx2 + A3dx3 + A4dx4 of a connection (where Ai : R4 → g are
smooth functions and g is the Lie algebra of some Lie group G) are equivalent
to the following system of partial differential equations:
F12 + F34 = F13 − F24 = F14 + F23 = 0
where Fij =
∂Aj
∂xi
− ∂Ai
∂xj
+ [Ai, Aj ]. Also, the ASDYM equations are given by
F12 − F34 = F13 + F24 = F14 − F23 = 0.
Following Atiyah, see [2], we consider the following H-valued 1-form on H
A = (1 + x¯x)−1x¯dx =
x¯dx
1 + x¯x
(2.1)
which is considered to be the connection potential of a connection on H. It
is easy to see that the curvature 2-form of this connection, F = dA+A∧A,
is given by
F = (1 + x¯x)−1dx¯ ∧ (1 + xx¯)−1dx = dx¯ ∧ dx
(1 + xx¯)2
which is SD by lemma 2.1 part (d). Hence this gives an H∗-SDYM solution
on R4. This solution is known as the basic instanton. This solution is in fact
an Sp(1)-SDYM solution. To see this, we identify Sp(1) with quaternions of
norm 1, i.e. quaternions x such that ||x||2 = xx¯ = 1. Then its Lie algebra,
sp(1), is identified with the purely imaginary quaternions, i.e. quaternions
with x1 = 0. Let g(x) = (1 + x¯x)
−1
2 . Under this gauge transformation, A is
transformed to g−1Ag + g−1dg. It is easy to see that
g−1Ag + g−1dg = (1 + x¯x)−
1
2 x¯dx(1 + x¯x)−
1
2 + (1 + x¯x)
1
2 d(1 + x¯x)
−1
2
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= Im{ x¯dx
1 + xx¯
}
where Im(x) = x−x¯2 = (0, x2, x3, x4). Hence g
−1Ag + g−1dg is an Sp(1)-
connection. This means that this solution is reducible to an Sp(1)-solution.
We also recall that we have a topological invariant for Sp(1)-SDYM solutions
in the Euclidean signature called the topological charge of the solution. It
is defined to be (identifying Sp(1) and SU(2))
k =
−1
8pi2
∫
R4
tr(F ∧ F )
The charge of the basic instanton is
k =
−1
8pi2
∫
R4
−12
(1 + x21 + x
2
2 + x
2
3 + x
2
4)
4
dV
= − 6
pi2
∫
R4
dx1 ∧ dx2 ∧ dx3 ∧ dx4
(1 + x21 + x
2
2 + x
2
3 + x
2
4)
4
= − 6
pi2
∫ ∞
0
∫
S3
1
(1 + r4)2
r3dσS3dr
= −12
∫ ∞
0
r3
(1 + r4)2
dr = −1
It is well-known that this solution extends to an Sp(1)-ASDYM solution on
HP1. Finally we recall that the basic anti-instanton is defined by (1 + xx¯)−1xdx¯
and its topological charge is 1.
2.3 Basic split instanton
In this section, using the algebra of split quaternions, we construct an O(2)-
(A)SDYM solution on HR. This construction is quite analogous to the con-
struction of the basic (anti-)instanton as explained above.
Consider the following connection potential on HR
A = (1 +XXt)−1XdXt
where X =
(
x11 x12
x21 x22
)
∈ HR. This defines an H∗R-connection on HR. Here
H∗R is the group of invertible split quaternions. Hence H
∗
R is just GL(2,R).
One can compute the curvature, F = dA + A ∧ A, of this connection as
follows
d[(1 +XXt)−1X] ∧ dXt + (1 +XXt)−1XdXt ∧ (1 +XXt)−1XdXt =
−(1 +XXt)−1d(XXt)(1 +XXt)−1X ∧ dXt + (1 +XXt)−1dX ∧ dXt+
(1 +XXt)−1XdXt ∧ (1 +XXt)−1XdXt =
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−(1 +XXt)−1dX ∧Xt(1 +XXt)−1XdXt + (1 +XXt)−1dX ∧ dXt =
(1 +XXt)−1dX ∧ (1−Xt(1 +XXt)−1X)dXt
which is simply
F = (1 +XXt)−1dX ∧ (1 +XtX)−1dXt
This, by lemma 2.1 part (a), is SD. We show that this solution is reducible
to an O(2)-solution. To see this, note that we have
O(2) = {X ∈ HR|XXt = XtX = 1}
Then its Lie algebra is
o(2) = {X ∈ HR|X +Xt = 0}
Let g = (1 +XXt)
−1
2 . Under this gauge transformation, A is transformed
to g−1Ag + g−1dg which is just
(1 +XXt)−
1
2XdXt(1 +XXt)−
1
2 + (1 +XXt)
1
2 d[(1 +XXt)−
1
2 ]
It is easy to see that this defines an O(2)-connection. Moreover the curvature
2-form in this new gauge is
g−1Fg = (1 +XXt)−
1
2dX ∧ (1 +XtX)−1dXt(1 +XXt)− 12
which is equal to
dX ∧ (1 +XtX)−1dXt√
det(1 +XXt)
Following the Euclidean picture we define the topological charge of the basic
split instanton to be
−1
8pi2
∫
HR
tr(F ∧ F ) (2.2)
Then we have
Proposition 2.3. The topological charge of the basic split instanton is 1.
Proof. We have
k =
−1
8pi2
∫
HR
tr(F ∧ F ) = 1
4pi2
∫
HR
det(F ) =
1
2pi2
∫
HR
dV
det(1 +XX ′)2
Using the change of variables
(x1, x2, x3, x4) = (
x11 + x22
2
,
x21 − x12
2
,
x12 + x21
2
,
x22 − x11
2
)
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we have
k =
2
pi2
∫
R4
dx1 ∧ dx2 ∧ dx3 ∧ dx4
(1 + x21 + x
2
2 + x
2
3 + x
2
4 + (x
2
1 + x
2
2 − x23 − x24)2)2
Using polar coordinates on (x1, x2) and (x3, x4) we can rewrite the integral
as
k = 8
∫ ∞
0
∫ ∞
0
rs
(1 + 2(r2 + s2) + (r2 − s2)2)2 drds
Using change of variables x = r2, y = s2 we have
k = 2
∫ ∞
0
∫ ∞
0
1
(1 + 2(x+ y) + (x− y)2)2 dxdy
The change of variables z = x+ y and w = x− y gives
k =
∫
|w|≤z
dzdw
(1 + 2z + w2)2
=
∫ ∞
0
∫ z
−z
dw
(1 + 2z + w2)2
dz
which is
k =
∫ ∞
0
z
(1 + 2z)(z + 1)2
+
arctan( z√
1+2z
)
(1 + 2z)
3
2
dz
and finally
k =
−1
z + 1
−
arctan( z√
1+2z
)
√
1 + 2z
]∞0 = 1
As we will see, the basic split instanton extends to an O(2)-SDYM solu-
tion on HRP1.
It is easy to show that (1 +XtX)−1XtdX satisfies the ASDYM equations
which we call the basic split anti-instanton. Its curvature is given by
(1 +XtX)−1dXt ∧ (1 +XXt)−1dX
This solution is an O(2)-ASDYM solution with topological charge −1 and
it extends to HRP1.
2.4 Geometrical constructions and a unifying picture
As one can see, the basic Euclidean instanton and basic split instanton are
very much similar. However, it can be seen that the analytic continuations
of these solutions are singular on the other real form. Nevertheless there is
a close relation between these two solutions that we describe in this section.
Consider the following smooth HC-valued 1-form on HC
A = (1 + Z∗Z)−1Z∗dZ
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This defines a smooth connection on HC. Similar to the split case one can
see that the curvature of this connection, F = dA+A ∧A, is
F = (1 + Z∗Z)−1dZ∗ ∧ (1 + ZZ∗)−1dZ
Note that the curvature is a 2-form of type (1, 1) and hence defines a holo-
morphic structure on its associated 2-vector bundle. Moreover one can see
that this connection is reducible to a U(2)-connection (similar to the real
cases, see previous sections). Now, thanks to lemma 2.2, we have the fol-
lowing interesting proposition
Proposition 2.4. The restriction of the connection
A = (1 + Z∗Z)−1Z∗dZ
to H gives the basic Euclidean instanton and its restriction to HR gives the
basic split anti-instanton.
Therefore the above connection unifies the basic solutions in the different
real forms. Next we explain this relation geometrically. As we saw, HCP1 is
isomorphic to Gr(2,C4) as a complex manifold. Therefore we can consider
the universal vector bundle on HCP1 which we denote by P. More precisely,
the fiber of P at [Z : W ] is the 2-plane generated by
z11
z21
w11
w21
 and

z12
z22
w12
w22

where
Z =
(
z11 z12
z21 z22
)
andW =
(
w11 w12
w21 w22
)
So P is a vector sub-bundle of the trivial bundle with fibers C4. Let ( , )
be the standard Hermitian product on C4, i.e.
(

a1
a2
a3
a4
 ,

b1
b2
b3
b4
) = a1b¯1 + a2b¯2 + a3b¯3 + a4b¯4
We consider the trivial (smooth) connection D on HCP1×C4. The projection
of D onto P gives us a connection ∇ on P. Clearly ∇ is compatible with
the Hermitian structure on P hence ∇ is an U(2)-connection. Now we have
Proposition 2.5. The restriction of (P,∇) to H is the basic Euclidean
instanton and its restriction to HRP1 is the basic split anti-instanton.
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Proof. On {[Z : 1]|Z ∈ HC}, we have the following frame for P
u :=

z11 z12
z21 z22
1 0
0 1

One can see that the connection potential of ∇ in this local frame u is given
by (see [2])
A = (u∗u)−1u∗du
where
u∗ =
(
z¯11 z¯21 1 0
z¯12 z¯22 0 1
)
This implies that
A = (1 + Z∗Z)−1Z∗dZ.
Now proposition 2.4 finishes the proof. Note that the structure group of P
reduces to Sp(1) on H and to O(2) on HR.
3 Moduli space of split anti-instantons of topolog-
ical charge −1
It is well-known that the moduli space of (Euclidean) instantons (i.e. Sp(1)-
SDYM solutions on HP1 ∼= S4) of topological charge −1 is isomorphic to
SL(2,H)/Sp(2), see [2] for example. The proper conformal group of HP1
is SL(2,H)/{±1}. Hence SL(2,H) acting on the basic instanton produces
solutions of topological charge −1. It is well-known that the subgroup of
SL(2,H) which fixes the basic instanton (up to gauge transformation) is
Sp(2), i.e. the maximal compact subgroup of SL(2,H). It is well-known
that all Sp(1)-SDYM solutions of topological charge 1 on HP1 can be ob-
tained this way and hence we have that the moduli space of Sp(1)-SDYM
solutions of topological charge −1 on HP1 is isomorphic to SL(2,H)/Sp(2).
In this section we want to consider the moduli problem in the split case.
As we will see the moduli space of O(2)-ASDYM solutions of topological
charge −1 on HRP1 is infinite dimensional. Nevertheless, we will see that by
imposing a condition on the solutions we obtain a finite dimensional space of
solutions which is isomorphic to SL(2,HR)/SO(4) ∼= SL(4,R)/SO(4). This
is in complete parallel with the Euclidean case because the proper confor-
mal group of HRP1 is SL(4,R)/{±1} and SO(4) is the maximal compact
subgroup of SL(4,R).
3.1 Preliminaries
First we briefly explain the classification of O(2) principal bundles (or equiv-
alently real orthogonal vector bundles of rank 2) on HRP1.
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The split quaternionic projective line has a double cover denoted by H˜RP1
which is isomorphic to the Grassmannian of oriented 2-planes in R4. More
precisely on
S := {(Z,W ) ∈ H2C| ∄A ∈ HC \ {0} s.t. ZA =WA = 0}
we define a weaker equivalence relation. Two elements (X,Y ), (X1, Y1) ∈ S
are called equivalent if there is an element q ∈ HR with positive determi-
nant such that X1 = Xq, Y1 = Y q. Let H˜RP1, called the oriented split
quaternionic projective line, be the set of equivalence classes of elements in
S. The equivalence class of (X,Y ) ∈ S in H˜RP1 is denoted by {X : Y }. It is
well-known that H˜RP1 is a smooth manifold diffeomorphic to S2 × S2. We
have an obvious map pi : H˜RP1 → HRP1. Moreover we have the following
isomorphism σ : H˜RP1 → H˜RP1 given by
σ({X : Y }] = {XJ : Y J}
where J :=
(
0 1
1 0
)
. Clearly we have pi ◦ σ = pi.
It is well-known that real line bundles on any manifold M are classified
by their first Stiefel-Whitney class w1 ∈ H1(M,Z2). Likewise complex line
bundles on M are classified by their first Chern class c1 ∈ H2(M,Z).
For O(2)-principal bundles or equivalently real orthogonal vector bundles of
rank 2, the first invariant is the Stiefel-Whitney class w1 ∈ H1(M,Z2).
This invariant is zero iff the vector bundle is orientable or equivalently
the principal O(2)-bundle is in fact a principal SO(2)-bundle. Therefore
if H1(M,Z2) = 0, every principal O(2)-bundle is induced by a principal
SO(2)-bundle. Set H¯2(M,Z) = H2(M,Z)/ ∼ where a ∼ b if and only if
a = b or a = −b (note that H¯2(M,Z) is not a group).
Proposition 3.1. Suppose that H1(M,Z2) = 0. Then there is a 1-1 corre-
spondence between the isomorphism classes of principal O(2)-bundles on M
and H¯2(M,Z).
Proof. Since H1(M,Z2) = 0, the isomorphism classes of principal SO(2)-
bundles on M are in 1-1 correspondence between pairs (E, o) where E is a
real orthogonal vector bundle on M of rank two and o is an orientation on
E. Principal SO(2)-bundles P on M are classified by c1(P ) ∈ H2(M,Z).
Moreover c1(E,−o) = −c1(E, o) where −o is the opposite orientation to o.
Hence principal O(2)-bundles on M are classified by
c1(E) := c1(E, o) ∈ H¯2(M,Z)
where o is an orientation on E.
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For a real orthogonal vector bundleE of rank two onM withH1(M,Z2) = 0,
we call c1(E) := c1(E, o) the first Chern class of E.
The cohomology groups of HRP1 have been computed by Ehresmann, see
[7] or [5], as follows
H1(HRP
1,Z2) ∼= H2(HRP1,Z) ∼= Z2
Therefore, up to isomorphism, there are only two real line bundles on HRP1,
namely the trivial one ε and the nontrivial one which we denote by ε˜. We
always realize ε˜ as the line bundle on HRP1 whose sheaf of sections is the
real-valued smooth functions on H˜RP1 such that f(σ(x)) = −f(x), i.e. odd
functions. Similarly, up to isomorphism, there are only two complex line
bundles on HRP1, namely εC and the nontrivial one which we denote by L.
In fact, under the isomorphism H1(HRP1,Z2)→ H2(HRP1,Z) coming from
the exact sequence 0→ Z→ Z→ Z2 → 0, we have c1(L) = w1(ε˜) and hence
L = ε˜C = ε˜⊗ C
Up to isomorphism, there are only two orientable real orthogonal vector
bundle of rank two on HRP1 namely the trivial one and ε˜⊕ ε˜. Now suppose
that E is a real orthogonal vector bundle of rank 2 on HRP1. Then pi∗E is a
real orthogonal vector bundle of rank 2 on H˜RP1. Since H1(H˜RP1,Z2) = 0,
we can consider c1(pi
∗E). Using the isomorphism
H2(HRP
1, Z˜)→ H2(H˜RP1,Z)
we can assign an element c˜1(E) in H¯
2(HRP1, Z˜) to E which corresponds to
c1(pi
∗E). We call it the first twisted Chern class of E. In order to state the
classification result we need the following definition
Definition 3.1. Real vector bundles E and F on HRP1 are called T-isomorphic
if E is isomorphic to F or F˜ := F ⊗ ε˜.
For more on twisting sheaves see [1].
Proposition 3.2. The T-isomorphism classes of real orthogonal vector bun-
dles of rank two on HRP1 are in 1-1 correspondence with H¯2(HRP1, Z˜). The
correspondence is given by E 7−→ c˜1(E).
Proof. Since HRP1 ∼= H˜RP1/Z2, it is well-known that the isomorphism
classes of real orthogonal vector bundles of rank two on HRP1 are in 1-1
correspondence with pairs (F,α) where F is a real orthogonal vector bundle
on H˜RP1 and α : F → σ∗F is an isomorphism such that α(σ(x))α(x) = 1
for any x, see [3]. One can see that for each real orthogonal vector bundle
of rank 2 on H˜RP1 there are exactly two maps α1 and α2 with this property
up to isomorphism. Moreover if (F,α1) induces E on HRP1, then (F,α2)
induces E˜. Hence E 7−→ c˜1(E) gives a 1-1 correspondence.
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We have
H2(HRP
1, Z˜) = Z⊕ Z
so the T-isomorphic classes of real orthogonal vector bundles of rank two on
HRP1 are classified by c˜1(E) ∈ Z⊕ Z/ ∼.
From now on suppose that V is a real orthogonal vector bundle of rank
2 on HRP1. As far as we are concerned with SDYM equations, there is
no difference between these equations on V and the ones on V˜ . Hence
we just consider V up to T-isomorphism. Let gV be the sub-bundle of
End(V ) consisting of elements which are anti-symmetric with respect to the
orthogonal structure of V . Therefore gV is just a real line bundle. It is easy
to see that gV is trivial if and only if V is trivial (up to T-isomorphism). We
assume that V is not trivial and hence gV is not trivial and hence isomorphic
to ε˜. Choosing an orientation o on pi∗V gives a canonical isomorphism f :
g(pi∗V,o) → εH˜RP1 . If we change the orientation, this canonical isomorphism
changes to −f . These isomorphisms descend to HRP1. Therefore, if V is
not orientable, we have an isomorphism gV → ε˜ which is canonical up to
a negative sign. Under this isomorphism we have the twisted de Rham
complex on HRP1
0→ Λ0(gV ) d→ Λ1(gV ) d→ Λ2(gV ) d→ Λ3(gV ) d→ Λ4(gV )→ 0 (3.1)
where Λi(gV ) is the space of smooth gV -valued i-forms on HRP1. To V we
can associate two invariants namely its first twisted Chern class c˜1(V ) ∈
H˜2(HRP1, Z˜) and its first Pontryagin class p1(V ) ∈ H4(HRP1,Z). Then we
have the following proposition relating these two invariants
Proposition 3.3. (a) Suppose that ∇ is an O(2)-connection on E and
C ∈ Λ2(gV ) is its curvature. Then C is closed as an element in Λ2(gV ).
Moreover [C] ∈ H¯2DRT in the second cohomology group of the twisted exact
sequence (sequence 3.1) is a well-defined element which only depends on V
and [ C2pi ] = c˜1(E) under the natural isomorphism
H¯2(HRP
1, R˜)→ H¯2DRT
(b) The cup product c˜1(V ) ∪ c˜1(V ) ∈ H4(HRP1,Z) is well defined and we
have p1(V ) = −c˜1(V ) ∪ c˜1(V ).
Proof. (a) It is enough to prove the corresponding statement for a real or-
thogonal vector bundle V of rank 2 on H˜RP1. Let ∇ be an O(2)-connection
on V . We fix an orientation on V . Then ∇ is also an SO(2)-connection. We
can consider a complex structure on V compatible with the orientation and
the orthogonal structure. Then V becomes a complex line bundle and the
curvature of ∇ as an U(1)-connection is a purely imaginary 2-form ω under
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the canonical isomorphism gV → iR. We also have the canonical isomor-
phism gV → R as discussed above. These two isomorphisms are the same up
to multiplication by i. The proof is complete by noting that [ i2piω] = c1(V ).
(b) If we define c˜1(V ) ∪ c˜1(V ) using isomorphism f or −f we get the
same answer so we have a well-defined cohomology class c˜1(V ) ∪ c˜1(V ) ∈
H4(HRP1,Z). It is easy to see that c˜1(V ) ∪ c˜1(V ) = [−tr(C∧C)8pi2 ]. On the
other hand
p1(E) = [
− det(C)
4pi2
]
We claim that tr(C ∧ C) = −2 det(C). In fact in an orthogonal frame
the curvature is given by
(
0 −α
α 0
)
where α is just a 2-form. Then it is
easy to see that tr(C ∧ C) = −2 det(C) = −2α ∧ α. Therefore we have
p1(V ) = −c˜1(V ) ∪ c˜1(V )
Moreover we have the following observation relating the topological charge
and the first Pontryagin class.
Proposition 3.4. The topological charge of an O(2)-SDYM solution on
HRP1 is just the negative of the first Pontryagin class of its vector bundle
evaluated on the fundamental class of HRP1.
3.2 O(2)-ASDYM Solutions of topological charge −1
Suppose that V is a real orthogonal vector bundle of rank 2 on HRP1. We
want to describe the moduli space of O(2)-solutions on V . Let GV be the set
of all gauge transformations of V , i.e. the group of all bundle isomorphisms
f : V → V which preserve the orthogonal structure. Let AV be the space
of O(2)-connections on V . It is well-known that AV is an affine space on
Λ1(gV ). The group of gauge transformations acts on AV via g.∇ := g∇g−1.
We assume that V admits an O(2)-ASDYM solution and let BV ⊂ AV be
the space of all O(2)-solutions on V . It is easy to see that GV preserves BV .
By the moduli space of O(2)-solutions on V we meanMV := BV /GV . Since
the structure group, namely O(2), is not connected, GV is not also connected
and we have GV = G
+
V ∪G−V where G±V is the set of gauge transformations
with determinant ±. We set M+V := BV /G+V . We would like to describe
M+V := BV /G+V . We note that G+V is a commutative group. Let G+V be
the sheaf of gauge transformations with determinant 1. Then we have an
exponential map exp : gV → G+V coming form the pointwise exponential
map. It is easy to see that the following sequence of sheaves
0→ R˜→ gV exp→ G+V → 0
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is exact. The corresponding exact sequence of global sections and the fact
that H1(HRP1, R˜) = 0 implies that exp : Λ0(gV ) → G+V is onto. Now
suppose that g ∈ G+V and ∇ ∈ AV . Then g = exp(−h) for some h ∈ Λ0(gV )
and hence we have
g.∇ = ∇+ gdg−1 = ∇+ dh
in other words two O(2)-connections on V are gauge equivalent (under the
action of G+V ) if and only if their difference is an exact gV -valued one form.
This implies that AV /G+V is isomorphic to Λ1(gV )/dΛ0(gV ). Moreover if
we fix ∇0 ∈ BV then ∇0 + α is ASD if and only if α ∈ Λ1(gV ) is ASD.
Therefore M+V is isomorphic to Λ1ASD(gV )/dΛ0(gV ) where Λ1ASD(gV ) is the
space of gV -valued 1-forms α for which dα is ASD. Therefore it is important
to consider Λ2ASD(gV ) the space of closed ASD gV -valued 2-forms. In other
words we are led to consider (twisted) Maxwell’s equations on HRP1. A
description of the solutions is given by Guilleman and Sternberg [9]
Theorem 3.5. There is an SL(4,R)-equivariant transformation
R : Λ3RP3 → Λ2ASD(gV )
which is a bijection onto the space of closed ASD gV -valued 2-forms. More-
over the space of exact 3-forms is mapped onto the space of exact ASD
2-forms. Here RP3 is the real projective 3-space and Λ3
RP3
is the space of
3-forms on it.
This theorem implies the following
Theorem 3.6. Suppose that BV is not empty. Then there is an isomorphism
M+V ∼= Λ3RP3,exact
where Λ3
RP3,exact
is the space of exact 3-forms on RP3. In particular the
moduli space of O(2)-ASDYM solutions on V is infinite dimensional.
Proof. Since the action of G+V on the curvature C∇ of a connection ∇ ∈ AV
is trivial, we obtain a well-defined map
φ :M+V → Λ2(gV )
by sending ∇ to C∇. As we saw, C∇ is independent of ∇ up to addition by
an exact ASD gV -valued 2-form and it only depends on V . Using theorem
3.5, we obtain the isomorphism.
The above two theorems give a restriction on the twisted Chern class
of V . More precisely, since H3(RP3,R) ∼= R we see that not every twisted
Chern class is possible for real orthogonal vector bundles of rank two which
admit an O(2)-ASDYM solution. In particular we see that the topological
charge of the solution as defined by 2.2 determines the vector bundle up to
T-isomorphism. Therefore we can restate the last theorem as
18
Theorem 3.7. The moduli space of O(2)-ASDYM solutions of charge −1
on HRP1 is isomorphic to Λ3RP3,exact.
Proof. Note that the basic split anti-instanton has topological charge −1.
3.3 Moduli space of split anti-instantons of topological charge
−1
As we saw in the last section, the moduli space of O(2)-ASDYM solutions
of topological charge −1 on HRP1 is infinite dimensional. However the basic
split anti-instanton is a very special O(2)-ASDYM solution as we will see.
Let us recall the geometrical construction of the basic split anti-instanton
on HRP1. Let P be the universal vector bundle on HRP1. Setting X =(
x11 x12
x21 x22
)
and Y =
(
y11 y12
y21 y22
)
, then the fiber of P at [X : Y ] is the plane
in R4 spanned by

x11 x12
x21 x22
y11 y12
y21 y22
. Then consider the standard inner product
( , ) on R4, i.e.
(

a1
a2
a3
a4
 ,

b1
b2
b3
b4
) = a1b1 + a2b2 + a3b3 + a4b4.
Finally let ∇ be the projection of the trivial connection on R4 onto P.
Then (P,∇) is the basic split instanton which is an O(2)-ASDYM solution
of topological charge −1. Since the ASDYM equations are conformally in-
variant, the pull back of any ASDYM solution under a conformal map of
HRP1 is again an ASDYM solution. It is known that the proper conformal
group of HRP1 is isomorphic to SL(4,R)/{±1}. More precisely, given any
g =
(
a b
c d
)
∈ SL(4,R) with a, b, c, d ∈ HR the map
g([X : Y ]) := [aX + bY : cX + dY ]
is a conformal map and all the proper conformal maps of HRP1 are achieved
in this way. Hence g acting on the basic split anti-instanton gives another
solution of O(2)-ASDYM of topological charge −1. It is easy to see the
action of g on (P,∇) geometrically. Consider the sub-bundle of the trivial
bundle on HRP1 with fibers R4 whose fiber at [X : Y ] is spanned by
g
(
X
Y
)
=
a
(
x11 x12
x21 x22
)
+ b
(
y11 y12
y21 y22
)
c
(
x11 x12
x21 x22
)
+ d
(
y11 y12
y21 y22
)

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Then the projection of the trivial connection on R4 to this vector bundle is
the solution obtained from the action of g on the basic split anti-instanton.
From this construction it is clear that if g ∈ SO(4) then the solution is gauge
equivalent to the basic anti-split instanton. In other words the basic split
anti-instanton has a big symmetry group. This is a property which is very
restrictive for a solution. We define anti-instantons of topological charge −1
as follows
Definition 3.2. A split anti-instanton of topological charge −1 is an O(2)-
ASDYM solution of topological charge −1 on HRP1 which is invariant (up to
gauge transformation) under some maximal compact subgroup of SL(4,R).
The main result of this section is that the moduli space of split anti-
instantons of topological charge −1 is finite dimensional and it is isomorphic
to SL(4,R)/SO(4). First we show the following
Proposition 3.8. The subgroup of SL(4,R) which leaves the basic split
anti-instanton invariant (up to gauge transformation) is SO(4).
Proof. Suppose that g fixes the basic split anti-instanton. Using the action
of SO(4) we can assume that c = 0 and a, b are upper-triangular. Com-
putations similar to the basic split anti-instanton show that the connection
potential of this solution (in suitable local coordinates and local frame, see
2.5) is given by
Ag = [d
td+ (aX + b)t(aX + b)]−1(aX + b)tadX
In order to compute the curvature we need the following lemma
Lemma 3.9. For any two elements a, b ∈ HR such that b is invertible we
have
1− a(ata+ btb)−1at = (1 + a(btb)−1at)−1
Proof. We simply have
(1−a(ata+btb)−1at)(1+a(btb)−1at) = 1+a(btb)−1at−a(ata+btb)−1at(1+a(btb)−1at)
= 1 + a(btb)−1at − a(ata+ btb)−1at − a(ata+ btb)−1ata(btb)−1at =
1+a(btb)−1at−a(ata+btb)−1at−a(ata+btb)−1(ata+btb)(btb)−1at+a(ata+btb)−1at
which simplifies to 1. Hence we have the formula.
From this lemma and computations similar to the ones for the curva-
ture of the basic split anti-instanton, we find the following formula for the
curvature Fg of Ag
Fg = [d
td+(aX+b)t(aX+b)]−1dXt∧at[1+(aX+b)(dtd)−1(aX+b)t]−1adX
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This formula implies that
det(Fg) =
2det(a)2dV
det[dtd+ (aX + b)t(aX + b)] det[1 + (aX + b)(dtd)−1(aX + b)t]
Therefore the field strength
√
(det(Fg),det(Fg)) (the induced metric on the
the vector bundle of 4-forms is always positive) attains its maximum at the
point X = −a−1b (the center) and its value is 2 det(a)2 det(d)−2 (the scale).
For example the center of the basic split anti-instanton is the origin and its
scale is 2.
Since det(Fg) is gauge invariant (so are the center and the scale) and g
fixes the basic split anti-instanton we must have b = 0 and can assume that
det(a) = det(d) = 1. With this assumption det(Fg) becomes
det(Fg) =
2dV
det[dtd+XtataX] det[1 + aX(dtd)−1Xtat]
=
2dV
det[1 + aXd−1(aXd−1)t]2
So if g fixes the basic split anti-instanton, then we have
det[1 + aXd−1(aXd−1)t] = det[1 +XXt]
for any X ∈ HR. This is equivalent to the following
det[1 + aX(aX)t] = det[1 +Xd(Xd)t](∗)
for any X ∈ HR. Set
a =
(
a11 a12
0 a−111
)
, d =
(
d11 d12
0 d−111
)
Then (*) implies that
(a11x11 + a12x21)
2 + (a11x12 + a12x22)
2 + (a−111 x21)
2 + (a−111 x21)
2
= (d11x11)
2 + (d12x11 + d
−1
11 x12)
2 + (d11x21)
2 + (d12x21 + d
−1
11 x22)
2
Comparing the coefficients implies that a = d = ±1. Hence g ∈ SO(4).
Using this proposition we have
Theorem 3.10. The moduli space of split anti-instantons of topological
charge −1 is isomorphic to SL(4,R)/SO(4).
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Proof. Suppose that ∇ is an O(2)-ASDYM solution of topological charge −1
which is invariant under a maximal compact subgroup of SL(4,R). Since all
maximal compact subgroups of SL(4,R) are conjugate, we may assume that
∇ is invariant under the action of SO(4). Thanks to theorem [9] and the
fact that the action of the gauge transformation on the curvature is ±, we
deduce that ω ∈ Λ3
RP3
goes to ±ω under the action of SO(4) where C∇, the
curvature of ∇, is equal to R(ω), see theorem [9]. It is easy to see that there
is only one nonzero ω0 ∈ Λ3RP3 (up to multiplication by scalars) with this
property and it is in fact invariant under the action of SO(4). This implies
that ∇ has to be the basic split anti-instanton up to gauge transformation.
Now proposition 3.8 finishes the proof of the theorem.
4 t’Hooft ansatz
t’Hooft ansatz gives a way to produce ASDYM solutions in the Euclidean
case by starting from solutions of the Laplacian on four variables, see [13].
Even though it does not produce the whole set of solutions in general, it
does produce all instantons of topological charge −1. In this section we
give the analog of t’Hooft ansatz in the split case and show that every split
anti-instanton can be obtained via split t’Hooft ansatz.
4.1 Grassmannian of 2-planes in R4
As we saw, HRP1 is isomorphic to the Grassmannian of 2-planes in R4. Since
we want to do calculations in local coordinates in this section, we work with
the Grassmannian of 2-planes in R4. We denote the Grassmannian of 2-
planes in R4 by Gr. We denote elements of Gr by
p =
∣∣∣∣∣∣∣∣
a11 b11
a21 b21
a31 b31
a41 b41
∣∣∣∣∣∣∣∣
which means
p = R

a11
a21
a31
a41
+ R

b11
b21
b31
b41

Therefore, ∣∣∣∣∣∣∣∣
a11 b11
a21 b21
a31 b31
a41 b41
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
c11 d11
c21 d21
c31 d31
c41 d41
∣∣∣∣∣∣∣∣
22
if and only if 
a11 b11
a21 b21
a31 b31
a41 b41
 =

c11 d11
c21 d21
c31 d31
c41 d41
 g
for some g ∈ GL(2,R). We introduce the following local coordinates on Gr.
For any g ∈ SL(4,R), we define Ψg :M2(R)→ Gr by
Ψg(A) =
∣∣∣∣ g11A+ g12g21A+ g22
∣∣∣∣
where g =
(
g11 g12
g21 g22
)
with gij ∈ M2(R). This defines local coordinates
(Ug,Ψg) on Gr where Ug = Ψg(M2(R)). The change of local coordinates
from Ug to Uh is given by
Ψg,h(A) = (k11A+ k12)(k21A+ k22)
−1
where h−1g =
(
k11 k12
k21 k22
)
with kij ∈ M2(R). Note that the domain of
Ψg,h is Ug,h = {A|det(Ak12 + k22) 6= 0}.
First we summarize some of the properties of these changes of coordinates.
(1)Tangent space: We identify the tangent space toM2(R) at any point with
M2(R) via
∑
ij aij
∂
∂xij
→
(
a11 a12
a21 a22
)
Then it is easy to see that
Lemma 4.1. TXΨg,h :M2(R)→M2(R) is given by
TXΨg,h(A) = (k11 − (k11X + k12)(k21X + k22)−1k21)A(k21X + k22)−1
In particular this shows that Gr is orientable. We take the orientation
on Gr which in local coordinates Ug is given by
dx11 ∧ dx21 ∧ dx12 ∧ dx22
(2) For a function f :M2(R)→ R we define
∂f
∂X
=
(
∂f
∂x11
∂f
∂x21
∂f
∂x12
∂f
∂x22
)
Then one can see that
Lemma 4.2. For any f :M2(R)→ R we have,
∂(f ◦Ψg,h)
∂X
= (k21X+k22)
−1 ∂f
∂X
◦Ψg,h(k11−(k11X+k12)(k21X+k22)−1k21)
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(3) For a function f :M2(R)→M2(R), we define
df :=
∑
ij
∂f
∂xij
dxij
as an M2(R)-valued 1-form. For example
dX =
(
dx11 dx12
dx21 dx22
)
It is easy to see that
Lemma 4.3.
Ψ∗g,h(dX) = (k11 − (k11X + k12)(k21X + k22)−1k21)dX(k21X + k22)−1.
(4) Conformal structure on Gr: Consider the following metric onM2(R),
ds2 = 2(dx11dx22 − dx12dx21) = 2det(dX).
Proposition 4.4. The metric changes under the change of coordinates as
Ψ∗g,h(ds
2) =
1
det(k21X + k22)2
ds2
Proof. This follows from lemma 3.3 and the fact that
det(k21X + k22)
−1 = det(k11 − (k11X + k12)(k21X + k22)−1k21)
This proposition implies that we have a conformal structure on Gr which
on Ug is given by the above metric. Using this conformal structure and the
orientation we can consider ASDYM equations on Gr which in local coordi-
nates are just split ASDYM equations. We need to have some information
about vector bundles on Gr. First of all we have the universal vector bundle
on Gr. We denote the universal vector bundle on Gr by P as before. It is
the vector sub-bundle of the trivial bundle Gr × R4 whose fiber at p ∈ Gr
is p itself. On each Ug, we have the following trivialization
Ug × R2 → P
(p,
(
x
y
)
)→ (p, g
(
A
I
)(
x
y
)
)
where Ψg(A) = p. Note that the transition functions of P are given by
k21X + k22.
We denote ∧2P by ε[−1]. Hence the transition functions of ε[−1] are given
by det(k21X + k22). We have a locally constant line bundle on Gr whose
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transition functions are given by det(k21X+k22)|det(k21X+k22)| . We denote this line bundle
by ε˜. For any n ∈ Z and any vector bundle E on Gr we set ε[n] = ε[−1]−n,
E[n] := E ⊗ ε[n] and E˜ = E ⊗ ε˜.
On each Ug we have the following second order differential operator
2,2 =
∂2
∂x11∂x22
− ∂
2
∂x12∂x21
One can check that under the change of local coordinates we have, see [11],
2,2(|det(k21X + k22)|−1f ◦Ψg,h) = |det(k21X + k22)|−32,2(f) ◦Ψg,h
This means that we have a global differential operator from ε˜[−1] to ε˜[−3]
which in each local coordinates Ug is given by 2,2. We also denote this
global differential operator by 2,2.
4.2 t’Hooft ansatz
Using our notation we rewrite the famous t’Hooft ansatz. For any smooth
function f : HR → R, we define the local t’Hooft ansatz to be
A(f) = −
∂f
∂X
f
dX
which is an HR-valued 1-form. Then we have the following famous result
Proposition 4.5. (Local t’Hooft ansatz) The curvature
F (f) = dA(f) +A(f) ∧A(f)
of the connection potential A(f) is ASD if and only if f satisfies
2,2f :=
∂2f
∂x11∂x22
− ∂
2f
∂x12∂x21
= 0
For the global picture, we need to know how A(f) is transformed under
the change of coordinates. we have
Proposition 4.6. We have
Ψ∗g,h(A(f)) = (k21X + k22)A(f ◦Ψg,h)(k21X + k22)−1
We would like to obtain a global version of t’Hooft ansatz. Note that
if f : U → R is a smooth nowhere vanishing function on an open subset of
M2(R) then the t’Hooft ansatz A(f) gives a smooth solution of GL(2,R)-
ASDYM equations on U . However t’Hooft ansatz depends on the local
coordinates. Nevertheless if we pass to appropriate line bundles we obtain
a global version of the t’Hooft ansatz. More precisely
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Theorem 4.7. (1) (Global t’Hooft ansatz) There is a unique map
φ : Γ(Gr, ε˜[−1])∗ → A(P)
such that on local coordinates it is given by local t’Hooft ansatz. Here
Γ(Gr, ε˜[−1])∗ is the space of nowhere vanishing sections of ε˜[−1] and A(P)
is the space of connections on P.
(2) For s ∈ Γ(Gr, ε˜[−1])∗, the curvature of φ(s) is ASD if and only if
2,2s = 0.
Proof. First we recall that constructing a connection on a vector bundle E
with local trivializations E|Ui = Ui×Rn and transition functions (Ui, piij) is
the same as giving Mn(R)-valued 1-forms Ai on Ui such that
Aj = pi
−1
ij Aipiij + pi
−1
ij dpiij
on Ui ∩ Uj .
We denote the transition functions of P by pigh.
(1) We just need to check that the different local definitions of t’Hooft ansatz
match to give a global map φ. This is equivalent to proving that we have
A(fg) = pi
−1
gh Ψ
∗
gh(A(fh))pigh + pi
−1
gh dpigh
when fh ◦Ψg,h = |det(k21X + k22)|fg. From proposition [?] we have,
Ψ∗g,h(A(fh)) = pighA(fh ◦Ψg,h)pi−1gh
So we need to prove that
A(|det(k21X + k22)|) + pi−1gh dpigh = 0 (∗∗)
Clearly A(|det(k21X+k22)|) = A(det(k21X+k22)) and a simple computation
shows that
∂det(k21X + k22)
∂X
= det(k21X + k22)(k21X + k22)
−1k21
so
A(det(k21X + k22)) = −(k21X + k22)−1k21dX = −pi−1gh dpigh
which proves (∗∗).
(2) This follows form the local t’Hooft ansatz.
Therefore in order to produce ASDYM solutions on P we only need to
start form a solution of 2,2s = 0 on ε˜[−1]. Fortunately there is a classical
result which produce all the global solutions. More precisely, it is well-known
that there is a bijection
Γ(RP3, ε(−2))→ ker(2,2 : Γ(Gr, ε˜[−1])→ Γ(Gr, ε˜[−3]))
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This transform is known as the X-ray transform [1, 16]. One can Iden-
tify Γ(RP3, ε(−2)) with homogeneous functions on R4 − {0} of degree −2.
Now, the simplest homogeneous functions on R4 − {0} of degree −2 is
1
x2
1
+x2
2
+x2
3
+x2
4
. Under the X-ray transform this function goes to a solution
f0 ∈ Γ(Gr, ε˜[−1])∗of 2,2 which in local coordinates is given by
f0(X) =
1√
det(1 +XtX)
see [16]. As we saw this solution of 2,2s = 0 gives a solution to the ASDYM
equations on Gr. In local coordinates this solution is just A(f0). A simple
computation shows that
A(f0) =
−1
2
A(det(1 +XtX)) = (1 +XtX)−1XtdX
which is just the basic split anti-instanton. We just summarize this discus-
sion in the following corollary
Corollary 4.8. The t’Hooft ansatz applied to 1
x2
1
+x2
2
+x2
3
+x2
4
yields the ba-
sic split anti-instanton. Moreover all the split anti-instantons of topological
charge −1 can be obtained via the t’Hooft ansatz.
If we start with any positive quadric form Q on R4, then 1
Q(x) gives a
global section of ε(−2). One can see that the t’Hooft ansatz applied to this
section gives a split anti-instanton of topological charge −1. On the other
hand SL(4,R) acting on the standard positive quadric form on R4 gives all
the positive quadratic forms and SO(4) leaves it invariant. In summary, we
see that the t’Hooft ansatz provides an SL(4,R)-equivariant isomorphism
between the space of of positive quadratic forms on R4 and the moduli space
of split anti-instantons of topological charge −1.
Finally, we note that similar formulas give rise to the Euclidean t’Hooft
ansatz. But there is a big difference between the two signatures. In the
Euclidean case we have to start with singular solutions and the topological
charge of the solution depends on the kind of singularity of the solution. In
the split case, we start with global solutions and the topological charge is
always −1.
5 Split ADHM construction
In the Euclidean case, the so-called ADHM construction gives all the solu-
tions to Sp(n)-(A)SDYM equations. The similarity between our construc-
tion of the basic split instanton and basic instanton suggests that the ADHM
construction of multi-instantons must have a counterpart in the split case
and in fact this is the case. In this section we explain the split ADHM con-
struction.
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First we recall the ADHM construction of multi-instantons of charge k and
structure group Sp(n), see [2]. Given n + k by k quaternionic matrices A
and B we consider the following H-linear maps
v(X,Y ) = AX +BY : Hk → Hk+n
Moreover we have a non-degeneracy condition which is
v(X,Y ) has maximal rank for any (X,Y ) 6= (0, 0)
This non-degeneracy condition implies that the co-kernels of these maps de-
fine a quaternionic vector bundle E on HP1. Consider the following quater-
nionic inner product on Hk+n,
(

a1
a2
...
an+k
 ,

b1
b2
...
bn+k
) = b¯1a1 + b¯2a2 + · · ·+ b¯n+kan+k.
Using this inner product we can consider the projection of the trivial con-
nection onto E where we identify E with the orthogonal complement of the
image bundle of v(X,Y ). Then we have the following observation:
The projection of the trivial connection onto E is ASD if and only if for any
X ∈ H
[(AX +B)∗(AX +B)]−1
is real, where A∗ is defined by (A∗)ij = A¯ji. This condition is equivalent
to the condition that B and A∗A + B∗B are symmetric as matrices over
quaternions. Furthermore all the solutions are of this form.
The split ADHM construction is basically the same construction except the
quaternionic conjugation operation is replaced by matrix transpose opera-
tion. More precisely, given n + k by k split quaternionic matrices A and B
we consider maps
v(X,Y ) = AX +BY : R2k → R2k+2n
Note that here we identify an m by n matrix of split quaternions with a 2m
by 2n matrix over real numbers under the realization HR =M2(R). We now
impose the following non-degeneracy condition
v(X,Y ) has maximal rank for any [X : Y ] ∈ HRP1.
Then the images of v(X,Y ) which only depend on [X : Y ] ∈ HRP1 define
a vector subbundle of the trivial bundle on HRP1. Consider the usual inner
product on R2n+2k which is
(

a1
a2
...
a2n+2k
 ,

b1
b2
...
b2n+2k
) = a1b1 + a2b2 + · · ·+ a2n+2kb2n+2k.
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We denote the orthogonal complement of the vector bundle defined by the
images of v(X,Y ) by E. Finally, we say a ∈ HR is split real if at = a
Proposition 5.1. The projection of the trivial connection onto E is an
O(2n)-SD connection if and only if for any X ∈ HR,
[(AX +B)T (AX +B)]−1
is split real, i.e. its entries are split real quaternions. Here AT is defined as
(AT )ij = A
t
ji, in other words A
T is just the transpose of A considered as a
2n+ 2k by 2k real matrix.
Proof. The proof is essentially the same as the Euclidean case, see [2]. In
fact if u (which is considered to be a 2n + 2k by 2n real matrix) is a local
frame for E and v (which is considered to be a 2n + 2k by 2k real matrix)
is a local frame for the orthogonal complement of E then one can see that
the matrix of the curvature of the connection on E in the local frame u is
given by
F = (uTu)−1uT (dv ∧ (vT v)−1dvT )u
Now on local coordinates {[X : 1]|X ∈ HR} we can choose v = AX + B.
Therefore
F = (uTu)−1uT (d(AX +B) ∧ (vT v)−1d(XtAT +BT ))u
= (uTu)−1uTA(dX ∧ (vT v)−1dXt)ATu
This implies that F is SD if and only if
(vT v)−1 = [(AX +B)T (AX +B)]−1
is split real for any X.
A few remarks are in order. We note that the condition to obtain solu-
tions is that [(AX + B)T (AX + B)]−1 is split real for any X. In contrast
with the Euclidean case we cannot conclude that [(AX +B)T (AX +B)] is
split real for every X (except when k = 1). It does not seem to be easy to
simplify this condition to some conditions on A and B as in the Euclidean
case. Moreover, it is not clear if there are matrices A and B with this prop-
erty. Nevertheless, we note that, for k = 1, this condition is always fulfilled.
In particular, n = k = 1, the above theorem yields all the basic instantons
of topological charge 1.
There are many questions remain to be answered here. Two main ones are
(1) What is the moduli space of the solutions obtained via the split ADHM
construction?
(2) How can one characterize the solutions coming from the split ADHM
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construction?
The split ADHM construction has a complex analog. More precisely, Given
n+ k by k complex quaternionic matrices A and B we consider maps
v(X,Y ) = AX +BY : C2k → C2k+2n
Note that here we identify an m by n matrix of complex quaternions with a
2m by 2n matrix over complex numbers under the realization HC =M2(C).
We now impose the following non-degeneracy condition
v(X,Y ) has maximal rank for any [X : Y ] ∈ HCP1.
Then the images of v(X,Y ) which only depend on [X : Y ] ∈ HCP1 de-
fine a holomorphic vector sub-bundle of the trivial bundle on HRP1. We
consider the standard Hermitian product on C2k+2n. We denote the or-
thogonal complement of the vector bundle defined by the images of v(X,Y )
by E(A,B). Let ∇(A,B) be the projection of the trivial connection on
C2k+2n onto E(A,B). Computations similar to the above proposition shows
that the curvature of ∇ is of type (1, 1). Therefore there is a holomorphic
structure on E(A,B) defined by ∇0,1. Therefore the complex ADHM con-
struction gives rise to a family of holomorphic vector bundles equipped with
a unitary structure. We see that the holomorphic structure and the unitary
structure uniquely determine ∇(A,B) because it is well-known that if we
have a unitary structure on a holomorphic vector bundle V then there is a
unique smooth connection V which is compatible with both the holomor-
phic structure and unitary structure, see [2]. The importance of the complex
picture is that it relates the Euclidean SDYM equations and split ASDYM
equations. Here we explain this connection for the case n = k = 1 but we
believe that a similar picture holds higher ranks and charges. Suppose that
V is a holomorphic vector bundle on HCP1. We denote the moduli space
of unitary structures on V by UV where to unitary structure considered to
be equivalent if there is a holomorphic isomorphism of V sending one of
them to the other one. Let P be the universal vector bundle of HCP1 and
Q := C4/P. Then we can embed the moduli space of anti-instantons of
topological charge 1 and the moduli space of split instantons of topological
charge −1 into UQ in a natural way. To see this, we just use the ADHM
construction in all cases.
This already relates the (A)SDYM equations with the theory of holomorphic
vector bundles on complex 4-manifolds. This also opens a way to find a fi-
nite dimensional moduli space of solutions in the split case. Even though UV
is infinite dimensional, it seems possible to find a finite dimensional moduli
space of unitary structures in a natural way. In any case, it seems that there
is a deep relation between the Euclidean, split and Complex pictures which
needs to be studied thoroughly.
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