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Abstract
In recent years, various means of efficiently detecting changepoints in the univariate setting
have been proposed, with one popular approach involving minimising a penalised cost func-
tion using dynamic programming. In some situations, these algorithms can have an expected
computational cost that is linear in the number of data points; however, the worst case cost
remains quadratic. We introduce two means of improving the computational performance of
these methods, both based on parallelising the dynamic programming approach. We establish
that parallelisation can give substantial computational improvements: in some situations the
computational cost decreases roughly quadratically in the number of cores used. These paral-
lel implementations are no longer guaranteed to find the true minimum of the penalised cost;
however, we show that they retain the same asymptotic guarantees in terms of their accuracy
in estimating the number and location of the changes.
Keywords: Changepoint detection; Dynamic programming; Parallelisation; PELT
1 Introduction
The challenge of changepoint detection has received considerable interest in recent years (see,
for example, Rigaill et al. (2012), Chen and Nkurunziza (2017) and Truong et al. (2018) and
references therein). In particular, there has been a significant focus on the important issue of
developing computationally efficient methods to detect multiple changes. This article makes a new
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contribution to this area by focusing on the problem of parallelising a penalised cost approach to
provide a significant computational advantage without compromising on statistical efficiency.
The common changepoint problem setting considers the analysis of a data sequence, y1, ..., yn,
which is ordered by some index, such as time or position along a chromosome. We use the notation
ys:t = (ys, . . . , yt) for t ≥ s. Our interest is in segmenting the data into consecutive regions; such
a segmentation can be defined by the changepoints, 0 = τ0 < τ1 < . . . < τm < τm+1 = n, where
throughout we take m as fixed, but unknown. Thus the set of changepoints splits the data into
m+ 1 segments, with the jth segment containing data-points yτj−1+1:τj .
Several approaches can be used to identify the locations of these changes. Within this article, we
focus on a class of methods which involve finding the set of changepoints that minimise a given
cost. The cost associated with a specific segmentation consists of two important specifications. The
first of these is C(.), the cost incurred from a segment of the data. Common choices for C(.) include
quadratic error loss, Huber loss and the negative log-likelihood (for an appropriate within-segment
model for the data); see Yao and Au (1989), Fearnhead and Rigaill (2017) and Chen and Gupta
(2000) for further discussion. For example, using quadratic error loss gives:
C(ys:t) =
t∑
i=s
yi − 1
t− s+ 1
t∑
j=s
yj
2 . (1)
Note that in the case of a piecewise constant signal observed with additive Gaussian noise, (1) is
equivalent to twice the negative log-likelihood. The second specification is β, the penalty incurred
when introducing a changepoint into the model. Common choices for β include the Akaike Infor-
mation Criterion, Schwarz Information Criterion and modified Bayesian Information Criterion; see
Rigaill et al. (2013), Haynes et al. (2017) and Truong et al. (2017) and references therein for further
discussion. Finally, it is assumed that the cost function is additive over segments. The objective is
then to find the segmentation which minimises the cost. In other words, we wish to find:
arg min
1≤τ1<...<τm≤n−1
m+1∑
i=1
[C(yτi−1+1:τi) + β] . (2)
Dynamic programming methods exist which are guaranteed to find the global minimum of (2).
Optimal Partitioning, due to Jackson et al. (2005), uses dynamic programming to solve (2) exactly
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in a computation time of O(n2). Killick et al. (2012) introduce the PELT algorithm, which also
solves (2) exactly, and can have a substantially reduced computational cost. In situations where the
number of changepoints increases linearly with n, Killick et al. (2012) show that PELT’s expected
computational cost can be linear in n. However, the worst case cost is still O(n2), suggesting that
significant computational savings are still desirable in practice.
Parallel computing techniques are an increasingly popular means of doing precisely this. The
application of parallelisation is vast, with use in such areas as meta-heuristics, cloud computing
and biomolecular simulation, as discussed in Alba (2005), Mezmaz et al. (2011), Schmid et al. (2012)
and Wang and Dunson (2014) among many others. Some methods are more easily parallelisable in
that it is plain how to split a search space or other task between different nodes. These problems
are often described as ‘Embarrassingly Parallel’. For the changepoint detection problem, some
existing methods may be described as such. These include Binary Segmentation, due to Scott and
Knott (1974), and its related approaches, notably the Wild Binary Segmentation (WBS) method
of Fryzlewicz (2014). However, it is not so straightforward to parallelise dynamic programming
methods such as PELT. This shall be the focus of this paper.
One of our approaches to parallelising algorithms such as PELT will use the fact that (2) can
still be solved exactly when we restrict the changepoints to an ordered subset B = {b1, . . . , bk} ⊂
{1, . . . , (n− 1)}. Let F (u) denote the minimum of (2) when we restrict changepoints to B and
consider data only up to time u; in addition let (τ1, . . . , τm′) be an ordered set of (estimated)
changepoints, so that, for t < s:
F (bs) = min
m′, (τ1,...,τm′ )⊆{b1,...,bs−1}
m′+1∑
i=1
[C(xτi−1+1:τi) + β] ,
= min
t
{
min
m′, (τ1,...,τm′ )⊆{b1,...,bt−1}
m′+1∑
i=1
[C(xτi−1+1:τi) + β]+ C(xbt+1:bs) + β
}
,
= min
t
{F (bt) + C(xbt+1:bs) + β} .
Using the initial condition F (0) = 0, this gives a means of recursively calculating F (bk).
The general format of this paper is as follows: Section 2 introduces two means of parallelising
dynamic programming methods for solving (2), which we refer to as Chunk and Deal. In each case,
we provide a description of the proposed algorithm with practical suggestions for implementation,
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followed by a short discussion of the theoretical justifications behind these choices. We devote
Section 3 to examining this latter aspect in detail. In particular, we establish the asymptotic
consistency of Chunk and Deal in a specific case with recourse to the asymptotic consistency of
the penalised cost function method. Section 4 compares the use of parallelisation to other common
approaches in a number of scenarios involving changes in mean. We conclude with a short discussion
in Section 5. The proofs of all results may be found in the appendices and supplementary materials.
2 Parallelisation of Dynamic Programming Methods
In this section, we introduce Chunk and Deal, two methods for parallelising dynamic programming
procedures for changepoint detection. For convenience, we shall herein refer to this exclusively as
the parallelisation of PELT.
We introduce the notation PELT (yA,B) when referring to applying PELT to a dataset yA but
only allowing candidate changepoints to be fitted from within the set B. Note that we trivially
require B ⊆ A. The general setup for the parallelisation procedure then takes the following form:
• (Split Phase) We divide the space {1, . . . , (n− 1)} into (not necessarily disjoint) subsets
B1, . . . ,BL(n), where L(n) is the number of computer cores available;
• Each of the cores i = 1, . . . , L(n) then performs PELT (yAi ,Bi), returning a candidate set,
τˆi, of changes, which are returned to the parent core;
• (Merge Phase) The parent core then performs PELT (y1:n,∪L(n)i=1 τˆi), and the method returns
τˆ , the set of estimated changes found at this stage.
Note that in the above we require ∪L(n)i=1 Ai = {1, . . . , n}.
2.1 Chunk
The Chunk procedure consists of dividing the data into continuous segments and then handing
each core a separate segment on which to search for changes. This splitting mechanism is shown
in Figure 1. One problem with this division arises from changes which can be arbitrarily close to,
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or coincide with, the ‘boundary points’ of adjacent cores. This necessitates the use of an overlap
- a set of points which are considered by both adjacent cores for potential changes, also shown
in Figure 1. For a time series of length n, we choose an overlap of size V (n) either side of the
boundary for each core. The full procedure for Chunk is detailed in Algorithm 1.
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Figure 1: The time series is split into continuous segments by the Chunk procedure, in this case
with 5 cores (l). An overlap is specified between the segments such that points within are considered
by both adjacent cores (r).
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Data: A univariate dataset, y1:n.
Result: A set of estimated changepoint locations τˆ1, . . . , τˆmˆ.
Step 1: Split the dataset into the subsets B1, . . . ,BL(n) such that
B1 =
{
1, . . . ,
⌊
n
L(n)
⌋
+ V (n)
}
, BL(n) =
{
(L(n)− 1)
⌊
n
L(n)
⌋
− V (n), . . . , n
}
,
Bi =
{
(i− 1)
⌊
n
L(n)
⌋
− V (n), . . . , i
⌊
n
L(n)
⌋
+ V (n)
}
∀i ∈ {2, . . . , L(n)− 1};
for i = 1, . . . , L(n) do
On core i, find τˆi = PELT (yBi ,Bi);
end
Step 2: Sort ∪L(n)i=1 τˆi into ascending order;
Step 3: Calculate and return (τˆ1, . . . , τˆmˆ) = PELT
(
y1:n,∪L(n)i=1 τˆi
)
.
Algorithm 1: Chunk for the PELT procedure
Given that Algorithm 1 executes PELT multiple times, it is not immediate that Chunk represents
a computational gain. We therefore briefly examine the speed of the procedure from an intuitive
perspective. Taking the worst case computational cost of PELT to be O(|B|2), where B is the
candidate set of changepoints, then the worst case cost of the split phase will be O
((
n
L(n)
)2)
.
The cost of the merge phase is dependent on the total number of estimated changes generated in
the split phase. If we can estimate changepoint locations to sufficient accuracy, then as each change
appears in at most two of the ‘chunks’, the number of returned changes ought to be at most 2m.
Thus the merge phase has a cost that is O(m2). This intuition is confirmed later, in Corollary 3.3.1.
In order to guarantee that the method does not overestimate the number of changes, some knowledge
of the location error inherent in the PELT procedure is needed. This motivates the results of
Section 3, which in turn imply various practical choices for the length of the overlap region, V (n).
In particular, using V (n) =
⌈
(log n)2
⌉
will give an effective guarantee of the accuracy of the method.
Other sensible choices for V (n) can be made based on the trade-off between accuracy and speed
(see Section 3 for details).
2.2 Deal
The Deal procedure relies on distributing points to the computing cores in the same manner as a
playing card dealer. Define Qa(b, c) as the largest integer such that Qa(b, c) × b + (a mod b) < c.
The split phase then partitions {1, . . . , (n− 1)} as follows:
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B1 = {1, L(n) + 1, 2L(n) + 1, . . . , Q1(L(n), n)L(n) + 1},
B2 = {2, L(n) + 2, 2L(n) + 2, . . . , Q2(L(n), n)L(n) + 2},
. . .
BL(n) = {L(n), 2L(n), 3L(n), . . . , QL(n)(L(n), n)L(n)}.
This splitting mechanism is shown in Figure 2. On the kth core, the objective function to be
minimised then becomes:
min
m,τ1,...,τm∈Bk
m+1∑
i=1
{C(y(τi−1+1):τi) + β},
as discussed in Section 1. The full procedure for Deal is detailed in Algorithm 2.
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Figure 2: Points coloured differently are processed by different cores. In the above case 5 cores are
used. A core may fit changes only in locations of a given colour.
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Data: A univariate dataset, y1:n.
Result: A set of estimated changepoint locations τˆ1, . . . , τˆmˆ.
Step 1: Split the dataset into subsets B1, . . . ,BL(n) such that
Bi = {i, L(n) + i, . . . , Qi(L(n), n) + (i mod L(n))};
for i = 1, . . . , L(n) do
On core i, find τˆi = PELT (y1:n,Bi);
end
Step 2: Sort ∪L(n)i=1 τˆi into ascending order;
Step 3: Calculate and return (τˆ1, . . . , τˆmˆ) = PELT
(
y1:n,∪L(n)i=1 τˆi
)
.
Algorithm 2: Deal for the PELT procedure
As for the Chunk procedure, the implementation of Deal leads to computational gains. By the
previous section, the worst case computational time of the split phase of Deal will be O
((
n
L(n)
)2)
.
The speed of the merge phase is again dependent on the number of changes detected at the split
phase. We demonstrate in the proof of Corollary 3.3.1 that the number of changes detected by each
core is at most 2m, meaning that the worst case performance of the merge phase is O (L(n)2).
For both procedures, using the standard SIC penalty gives a maximum location error of O(log n)
in the asymptotic setting, see Theorems 3.2 and 3.3 for details. With the Deal procedure, however,
an additional lower bound constraint is enforced on the number of cores required for this location
error (see Theorem 3.3); we therefore recommend setting L(n) to be as large as the number of cores
available in most practical settings.
We remark that while the Chunk and Deal procedures do not inherit the exactness of PELT in
finding the optimal solution to (2), they nevertheless track the true optimum very closely, as seen
by the empirical results in Section 4.
3 Consistency of Parallelised Approaches
As exactness with respect to minimising (2) cannot be assumed for the two methods, we must
verify that they retain the desirable properties of PELT. To this end, we now turn to consider the
consistency of the parallel procedures for a change in mean setting.
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We now stipulate that a time series y1, ..., yn has changepoints corresponding to proportions θ1, ..., θm,
for some fixed m, such that, for a given n, the changepoints τ1, ..., τm are defined as τi = bθinc ∀i.
For the asymptotic setting we consider, take θ1:m to be fixed.
With this framework in place, we note that the consistency results for Chunk and Deal we develop
in Section 3.1 require one particular result not provided by Killick et al. (2012), namely consistency
of PELT for the change in mean setting.
Proposition 3.1. We consider the change in mean setting for the univariate time series:
Yi = i + µk, for τk−1 + 1 ≤ i ≤ τk and k ∈ {1, ...,m+ 1}, (3)
where µk 6= µk+1, for k ∈ {1, ...,m} and (1, ..., n) are a set of centered, independent and identically
distributed Gaussian random variables. Take a series with m changes and true changepoint locations
τ1, ..., τm (where 0 < τ1 < ... < τm < n). Apply the PELT procedure, minimising squared error loss,
with a penalty of β = (2 + ) log n, for any  > 0, to produce an estimated set of change locations
0 < τˆ1 < ... < τˆmˆ < n, some number of estimated changes mˆ. Then, for any α > 0, P(Eαn )→ 1 as
n→∞, where:
Eαn =
{
mˆ = m; max
i=1,...,m
|τˆi − τi| ≤
⌈
(log n)1+α
⌉}
.
Proof : See Section B of the Supplementary Materials.
This result also extends naturally to the multivariate setting, with a penalty of (d+ 1) (1 + ) log n
(see Section B of the Supplementary Materials for details). For the univariate case, the proof of
Proposition 3.1 follows a similar pattern to that of Yao (1988), though we relax Yao’s condition
that an upper bound on the estimated number of changes is specified a priori.
3.1 Consistency and Computational Cost of Chunk and Deal
We now extend the consistency result in the unparallelised setting to obtain equivalent results
for Chunk and Deal. These results not only give a bound on the maximum location error of an
estimated changepoint, but also provide some insight into the best setting of, for instance, L(n)
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and V (n), which we can use in turn to provide a theoretical result on the computational power of
the new methods.
Theorem 3.2. For the change in mean setting specified in (3), assume that for a data series of
length n we have L(n) cores across which to parallelise a changepoint detection procedure. Defining
Eαn as for the previous results for any α > 0, then additionally assuming that L(n) = o(n) with
L(n) → ∞ gives that, under the Chunk procedure for parallelising a procedure which minimises
least squared error under a penalty of β = (2 + ) log n, P(Eαn )→ 1 as n→∞.
Proof : See Appendix.
Note that the definition of the event Eαn is as for Proposition 3.1, meaning that the maximum
asymptotic location error under the Chunk procedure is O(log n). This error suggests that we can
choose V (n) to be small compared to nL(n) , the number of data points on a core. For instance,
setting V (n) =
⌈
(log n)2
⌉
ensures accuracy in probability for large n with negligible computational
impact relative to V (n) = d(log n)e.
In addition, we remark that the conditions on L(n) for Chunk are relatively weak, and are in place
to avoid segments of fixed size for n → ∞. For most practical values of n, we advise setting L(n)
such that the length of the segments is at least 2V (n) to avoid intersecting overlaps.
Theorem 3.3. The same result as for Theorem 3.2 holds with the Deal parallelisation procedure,
assuming in addition that L(n) ≥
⌈
(log n)1+α
⌉
.
Proof : See Appendix.
Note that the conditions on L(n) are stronger for Deal than for Chunk, with a lower bound corre-
sponding with the maximum location error inherent in the event Eαn . We believe the constraint on
L(n) is an artefact of the proof technique. Intuitively we would expect the statistical accuracy of
Deal to be larger for smaller L(n); as, for example, L(n) = 1 corresponds to optimally minimising
the cost. Practically, setting L(n) = d(log n)e is unlikely to be problematic for typical values of n,
a notion which we confirm empirically in Section 4.
Finally, given these results, we are now in a position to give a formal statement on the worst case
computational cost for both Chunk and Deal, when the computational cost of setting up a parallel
environment is assumed to be negligible.
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Corollary 3.3.1. Under the change in mean setting outlined in Proposition 3.1, with probability
tending to 1 as n → ∞, the computational cost for Chunk when parallelising the PELT procedure
using L(n) computer cores is O
(
max
((
n
L(n)
)2
,m2
))
, while for Deal the cost is
O
(
max
((
n
L(n)
)2
, (L(n))2
))
, compared to a cost of O(n2) for unparallelised PELT.
Proof : See Appendix.
We remark that setting L(n) ∼ n 12 in Corollary 3.3.1 guarantees a worst case computational cost
of O(n) for both Chunk and Deal, no matter the performance of PELT. In addition, we note that
we achieve a computational gain which is quadratic with L(n) in the best case. We emphasise
again that this result ignores the cost of setting up a parallel environment, which can lead to PELT
performing better computationally for small n. Therefore, we now conduct a simulation study in
order to understand the likely practical circumstances in which parallelisation is a more efficient
option.
4 Simulations
We now turn to consider the performance of these parallelised approximate methods on simulated
data.
While these suggested parallelisation techniques do speed up the implementation of the dynamic
programming procedure underlying, say, PELT, the exactness of PELT in resolving (2) is no longer
guaranteed. We therefore compare parallelised PELT with Wild Binary Segmentation (WBS), pro-
posed by Fryzlewicz (2014), a non-exact changepoint method which has impressive computational
speed.
Simulated time series with piecewise normal segments were generated. Five scenarios, with changes
at particular proportions of the time series, were examined in detail in the study. For a time series
length of 100000, these scenarios are shown in Figure 3.
Different lengths of series for each of the five scenarios, keeping the proportionate change sets the
same, were used to examine the statistical power of PELT, Chunk, Deal and WBS under a number
of replications for the error terms (n = 200 in all cases). In addition, four change magnitudes (0.25,
0.5, 1 and 2) were used to examine the behaviour of the algorithms in each of the scenarios as ∆µ
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Figure 3: Five scenarios under examination in the simulation study. Clockwise from top left are
scenarios A, B, C, E and D with 2, 3, 6, 14 and 9 changes respectively.
was increased.
The number of false positives (which were counted as the number of estimated changes more
than dlog ne points from the closest true change) and missed changes (the number of true changes
with no estimated change within dlog ne points), as well as the maximum observed location error
and average location error across all repetitions were measured. Finally, the average cost of the
segmentations (using mean squared error) generated by the methods relative to the optimal given
by PELT were recorded.
As can be seen from Tables 1 - 3, Chunk and Deal closely mirror PELT in statistical performance in
finding approximately the same number of changes in broadly similar locations. The performance
of WBS was generally worse across these measures, although WBS did mirror PELT moderately
closely and did occasionally perform better, particularly in certain scenarios for average location
error. However, as the number of changes was increased, WBS was generally outperformed by both
Chunk and Deal.
From Table 4, we note that, in practice, Deal often outperforms Chunk in terms of computational
speed for a given number of cores. This is due to the fact that the Deal procedure will rarely
perform at the worst case computational speed during the split phase (which typically dominates
the computation time), as one of the candidates around a true change is very likely to be chosen
as a candidate changepoint (see the proof of Theorem 3.3). This means that more candidates for
the most recent changepoint are pruned than for Chunk. PELT was observed to be the fastest
method for the smallest value of n across all scenarios. It was at the larger values of n where the
quadratic gains in speed of Chunk and Deal became apparent, as can also be seen in Figure 4,
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which shows the relative computational gain for Scenario C when ∆µ = 1 and n = 100000 across
multiple different values of L(n).
Finally, from Table 5, both Chunk and Deal are seen to track PELT very closely in terms of the
final cost of the model. In particular, Deal seems to perform well for smaller values of ∆µ, while
Chunk in general appears to find solutions of a very similar global cost to the PELT algorithm for
larger ∆µ. Caution should be exercised, however, as only the value of L(n) = 4 was tested.
Figure 4: Relative computational gain for Chunk and Deal across a differing number of cores under
Scenario C with ∆µ = 1 and n = 100000. The line y = x is shown for comparison, demonstrating
the super-linear computational gain.
5 Discussion
We have proposed two new methods for changepoint detection, Chunk and Deal, each based on
parallelising an existing method, PELT. These methods represent a substantial computational gain
in many cases, particularly for large n. In addition, by establishing the asymptotic consistency
of PELT, we have been able in turn to show the asymptotic consistency of the Chunk and Deal
13
Average False Alarms Length = 103 Length = 104 Length = 105
Scenario Method 0.25 0.5 1 2 0.25 0.5 1 2 0.25 0.5 1 2
A PELT 0.69 0.77 0.26 0.05 1.36 0.74 0.15 0.01 1.28 0.59 0.10 0.00
(2 changes) Chunk4 0.70 0.87 0.26 0.05 1.50 0.74 0.16 0.01 1.29 0.59 0.10 0.00
Deal4 0.68 0.73 0.26 0.05 1.37 0.74 0.15 0.01 1.37 0.74 0.15 0.01
WBS 0.54 0.66 0.29 0.08 1.20 0.66 0.16 0.00 1.26 0.59 0.10 0.00
B PELT 0.17 0.29 0.14 0.04 0.76 0.46 0.17 0.02 0.98 0.83 0.09 0.00
(3 changes) Chunk4 0.14 0.23 0.17 0.04 0.72 0.46 0.15 0.01 0.98 0.53 0.09 0.00
Deal4 0.16 0.27 0.16 0.02 0.77 0.46 0.17 0.01 0.77 0.46 0.17 0.01
WBS 0.15 0.25 0.19 0.07 0.55 0.45 0.12 0.02 0.97 0.93 0.24 0.10
C PELT 0.92 1.31 0.76 0.09 3.08 2.10 0.38 0.01 3.94 1.89 0.20 0.00
(6 changes) Chunk4 0.91 1.25 0.79 0.08 2.84 2.12 0.38 0.01 3.96 1.88 0.19 0.00
Deal4 0.88 1.29 0.74 0.08 3.07 2.17 0.39 0.01 3.07 2.17 0.39 0.01
WBS 0.86 1.23 1.07 0.23 2.73 2.40 0.66 0.08 4.11 2.17 0.53 0.11
D PELT 1.03 1.47 0.85 0.10 3.72 2.88 0.58 0.04 5.28 2.76 0.43 0.01
(9 changes) Chunk4 1.09 1.42 0.82 0.10 3.38 2.85 0.57 0.02 5.26 2.75 0.43 0.01
Deal4 1.03 1.41 0.87 0.08 3.73 2.89 0.60 0.03 3.73 2.89 0.60 0.03
WBS 0.97 1.27 1.01 0.17 3.20 3.10 0.90 0.20 5.42 3.26 0.79 0.17
E PELT 1.04 1.72 1.20 0.13 4.39 4.12 0.88 0.01 8.22 4.12 0.55 0.00
(14 changes) Chunk4 1.09 1.66 1.21 0.12 4.25 4.13 0.89 0.01 4.38 4.12 0.55 0.00
Deal4 1.04 1.66 1.20 0.10 4.32 4.07 0.86 0.01 4.32 4.18 0.86 0.01
WBS 1.01 1.67 1.24 0.24 3.86 4.23 1.24 0.18 8.14 4.50 1.08 0.18
Table 1: The average number of false alarms recorded across all 200 repetitions for each of the 5
scenarios A, B, C, D and E. A false alarm is defined as an estimated changepoint which is at least
d(log n)e points from the closest true changepoint.
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Average Num. Missed Length = 103 Length = 104 Length = 105
Scenario Method 0.25 0.5 1 2 0.25 0.5 1 2 0.25 0.5 1 2
A PELT 1.77 1.10 0.22 0.01 1.38 0.72 0.14 0.00 1.28 0.59 0.10 0.00
(2 changes) Chunk4 1.94 1.30 0.21 0.01 1.55 0.72 0.15 0.00 1.29 0.59 0.10 0.00
Deal4 1.77 1.09 0.22 0.01 1.39 0.73 0.15 0.00 1.30 0.58 0.10 0.00
WBS 1.84 1.29 0.22 0.01 1.45 0.66 0.16 0.00 1.26 0.59 0.10 0.00
B PELT 2.62 2.04 1.17 1.00 2.47 1.94 1.06 0.00 2.45 0.86 0.09 0.00
(3 changes) Chunk4 2.65 2.12 1.20 1.01 2.48 1.95 1.06 0.00 2.45 0.86 0.09 0.00
Deal4 2.65 2.08 1.19 1.02 2.50 1.94 1.14 0.00 2.48 0.87 0.09 0.00
WBS 2.65 2.13 1.29 0.91 2.51 1.95 1.06 0.01 2.43 1.02 0.16 0.01
C PELT 5.53 4.55 0.74 0.04 4.79 2.08 0.37 0.00 3.94 1.89 0.20 0.00
(6 changes) Chunk4 5.65 4.71 0.83 0.04 4.91 2.10 0.37 0.00 3.96 1.88 0.19 0.00
Deal4 5.53 4.62 0.73 0.04 4.86 2.15 0.39 0.00 3.96 1.01 0.19 0.00
WBS 5.57 4.71 1.22 0.08 4.90 2.36 0.56 0.03 4.05 2.08 0.48 0.04
D PELT 8.20 6.63 2.13 0.81 7.45 4.32 0.72 0.02 6.38 2.75 0.43 0.00
(9 changes) Chunk4 8.36 6.74 2.20 0.83 7.62 4.29 0.71 0.01 6.37 2.75 0.43 0.00
Deal4 8.22 6.68 2.23 0.84 7.50 4.34 0.77 0.02 6.39 2.73 0.45 0.00
WBS 8.22 6.66 2.65 0.66 7.79 4.57 1.07 0.07 6.48 3.21 0.67 0.02
E PELT 13.0 11.0 5.18 1.20 12.0 6.70 2.07 0.00 9.85 4.26 0.55 0.00
(14 changes) Chunk4 13.2 11.2 5.25 1.24 12.2 6.79 2.10 0.00 9.90 4.25 0.55 0.00
Deal4 13.0 11.1 5.40 1.29 12.0 6.68 2.09 0.00 9.88 4.33 0.58 0.00
WBS 13.1 11.2 6.09 1.53 12.3 7.46 2.51 0.16 10.2 5.00 0.97 0.04
Table 2: The average number of missed changes across all 200 repetitions for each of the 5 scenarios
A, B, C, D and E. A missed change is defined as a true changepoint for which no estimated change
lies within d(log n)e points.
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Average Location Error Length = 103 Length = 104 Length = 105
Scenario Method 0.25 0.5 1 2 0.25 0.5 1 2 0.25 0.5 1 2
A PELT 64.1 21.8 7.43 5.96 70.0 24.7 16.1 14.4 46.0 11.7 3.21 1.26
(2 changes) Chunk4 48.3 21.9 7.63 5.67 89.5 12.4 3.63 1.24 47.4 11.7 3.21 1.26
Deal4 59.1 20.7 7.59 5.65 56.8 12.0 3.33 1.19 46.7 11.7 3.20 1.22
WBS 86.2 34.7 12.7 10.7 52.4 12.3 3.40 1.20 46.0 12.1 3.18 1.26
B PELT 69.7 31.2 17.8 15.7 75.9 42.8 26.4 17.1 47.5 12.1 3.00 1.27
(3 changes) Chunk4 76.5 37.1 18.3 15.7 72.4 41.6 25.3 16.3 47.0 10.8 3.00 1.27
Deal4 50.4 22.5 17.8 10.0 74.8 41.2 25.9 16.4 47.8 12.4 3.00 1.26
WBS 59.9 38.7 17.4 13.8 32.2 11.0 3.25 1.52 47.4 14.4 5.82 3.07
C PELT 29.1 17.2 5.42 3.22 71.1 16.4 7.19 5.14 50.3 12.5 3.04 1.23
(6 changes) Chunk4 31.3 18.5 4.94 2.61 64.1 16.4 6.64 4.59 50.7 12.4 3.01 1.24
Deal4 28.1 16.7 4.75 2.67 69.2 16.1 6.78 4.69 50.2 11.5 2.96 1.18
WBS 21.8 14.1 5.87 2.51 65.1 17.7 5.79 1.88 80.7 24.0 5.62 1.93
D PELT 19.3 12.2 4.37 2.80 57.3 15.0 7.98 3.20 85.5 11.8 3.33 1.26
(9 changes) Chunk4 22.3 12.6 4.67 2.48 59.5 14.6 7.68 2.77 86.2 11.7 3.32 1.26
Deal4 19.4 12.0 4.08 2.40 55.1 14.7 4.95 2.80 85.8 11.8 3.42 1.28
WBS 17.6 10.4 4.41 4.12 58.3 20.0 5.29 1.76 199 20.4 6.47 2.39
E PELT 14.1 9.72 3.83 2.09 52.0 12.5 4.06 1.71 51.1 12.2 3.29 1.27
(14 changes) Chunk4 15.3 9.36 3.96 1.97 63.4 13.0 4.07 1.71 53.6 12.2 3.29 1.29
Deal4 14.2 9.88 3.87 1.70 51.6 12.5 4.03 1.75 51.1 12.5 3.33 1.27
WBS 13.7 9.67 4.20 2.58 56.9 17.1 9.05 1.64 70.6 36.3 5.18 1.90
Table 3: The average location error between those true changes which were detected by the algo-
rithms and the corresponding estimated change across all 200 repetitions for each of the 5 scenarios.
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Mean Computational Gain Length = 103 Length = 104 Length = 105
Scenario Method 0.25 0.5 1 2 0.25 0.5 1 2 0.25 0.5 1 2
A Chunk4 0.05 0.05 0.05 0.05 2.47 2.66 2.82 2.84 12.2 10.0 12.9 14.9
(2 changes) Deal4 0.05 0.05 0.05 0.05 2.97 3.09 3.25 3.30 21.4 24.2 21.4 22.7
B Chunk4 0.05 0.05 0.05 0.05 2.75 2.78 2.74 2.68 13.4 8.55 14.4 10.7
(3 changes) Deal4 0.05 0.05 0.05 0.05 2.98 3.20 3.09 3.11 14.2 14.0 34.8 36.3
C Chunk4 0.06 0.04 0.05 0.06 2.72 2.97 2.79 2.77 7.65 11.1 17.6 10.7
(6 changes) Deal4 0.06 0.05 0.05 0.05 3.05 3.33 3.32 3.16 26.0 32.0 14.8 10.7
D Chunk4 0.05 0.06 0.05 0.08 3.17 2.96 3.22 2.96 7.91 8.21 10.2 10.7
(9 changes) Deal4 0.05 0.06 0.06 0.08 3.59 3.95 3.56 3.87 24.3 31.5 26.8 33.2
E Chunk4 0.06 0.05 0.06 0.05 3.10 2.94 2.69 2.48 7.00 7.09 19.8 21.4
(14 changes) Deal4 0.06 0.05 0.07 0.05 3.75 3.61 3.22 3.22 14.1 17.0 12.6 16.4
Table 4: The average relative computational speed of the Chunk and Deal procedures compared to
PELT using 4 cores.
methods, such that the error inherent to all three is O (log n) in terms of the maximum location
error of an estimated change relative to the corresponding true change.
We have demonstrated empirically that an implication of this is that Chunk and Deal, while not
inheriting the exactness of PELT, do perform well in finding changes in practice.
6 Acknowledgments
Tickle is grateful for the support of the EPSRC (grant number EP/L015692/1). The authors also
acknowledge British Telecommunications plc (BT) for financial support, and are grateful to Kjeld
Jensen and Dave Yearling in BT Research & Innovation for helpful discussions.
Appendix
The following results will be stated with respect to a general α > 0. Theoretically, this means that
any α > 0 can be used in Algorithm 1 or Algorithm 2, however in the simulation study detailed in
Section 4,
⌈
(log n)2
⌉
was used as the overlap length (for Chunk), while the cutoff value for closeness
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Average Cost - Optimal Length = 103 Length = 104 Length = 105
Scenario Method 0.25 0.5 1 2 0.25 0.5 1 2 0.25 0.5 1 2
A Chunk4 1.69 1.12 0.03 0.02 3.07 0.05 0.01 0.00 0.03 0.00 0.01 0.00
(2 changes) Deal4 0.10 0.21 0.29 0.19 0.10 0.18 0.34 0.41 0.07 0.14 0.24 0.19
WBS 1.70 1.76 0.63 0.65 1.63 0.09 0.08 0.06 0.00 0.10 0.10 0.10
B Chunk4 0.13 0.59 0.16 0.10 0.14 0.01 0.01 0.01 0.00 0.00 0.00 0.00
(3 changes) Deal4 0.10 0.23 0.53 2.35 0.13 0.23 0.62 2.52 0.09 0.28 0.49 0.52
WBS 1.04 1.60 1.67 2.18 1.23 1.01 2.09 1.93 2.00 2.00 2.80 2.80
C Chunk4 1.47 1.33 0.26 0.16 3.39 0.18 0.02 0.00 0.05 0.01 0.00 0.00
(6 changes) Deal4 0.19 0.49 1.40 4.73 0.22 0.58 1.25 4.48 0.26 0.46 0.64 0.66
WBS 2.12 3.79 4.14 3.72 7.01 3.51 4.18 3.97 4.30 4.80 4.30 4.50
D Chunk4 1.99 1.11 0.39 0.29 3.68 0.05 0.01 0.01 0.05 0.01 0.00 0.00
(9 changes) Deal4 0.22 0.54 1.32 2.98 0.31 0.77 1.69 4.97 0.37 0.76 1.82 5.42
WBS 2.09 5.01 5.38 5.26 9.03 6.12 5.94 5.94 6.60 6.60 6.30 5.10
E Chunk4 1.96 1.75 0.49 0.29 5.93 0.53 0.04 0.01 0.09 0.01 0.00 0.00
(14 changes) Deal4 0.21 0.72 2.08 4.79 0.42 1.16 3.19 12.0 0.58 1.16 2.79 7.49
WBS 3.06 6.38 8.95 8.04 9.76 9.84 7.52 9.37 11.8 11.0 11.2 9.00
Table 5: The average cost, calculated using the log likelihood of the segments, resulting from
executing each procedure. This is adjusted according to the equivalent cost computed by PELT
(which is optimal).
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detailed in the merge phase (Step 3) of both procedures was taken as d(log n)e.
Proof of Theorem 3.2: It is necessary to establish that:
(I): Each change is detected by the core in which it is present.
(II): At the merge phase, only one estimated change per core is kept.
Proof of (I): Taking L(n) = o (n), then
⌈
n
L(n)
⌉
+V (n)→∞ as n→∞. Thus, the Chunk procedure
will inherit the asymptotic consistency of the base procedure providing no change consistently falls
arbitrarily close to the boundary between two cores. In which case, for V (n) =
⌈
(log n)1+α
⌉
, the
segment length would be reduced from O(n) to O (⌈(log n)1+α⌉) (although the smallest possible
segment length is
⌈
(log n)1+α
⌉
). As such a segment length violates the condition on fixed values for
θi = bτinc outlined in Section 3, it is therefore necessary to establish that a true change positioned
at a point within
⌈
(log n)1+α
⌉
of either the beginning or the end of the series will be detected
with probability 1 as n → ∞. It is sufficient to extend Corollary A.2.1 (see Section A of the
Supplementary Materials) to the case where the first true change is at location
⌈
(log n)1+α
⌉
.
However, as the minimum segment length is at least O(n), then by the argument of the proof of
Corollary A.2.1 each changepoint is detected by at least one core to which it is given in probability
for increasing n. Formally, one can consider the difference:
Diff : = RSS(y1:n; τˆ1:mˆ)− RSS
(
y1:n; τ1 +
⌈
(log n)1+α
⌉
, τ2:m, τˆ1:mˆ
)
,
and it can be shown that Diff = O((log n)1+α). In particular, Diff > 2m log n, so the Chunk
procedure will detect a change at the boundary with a segment length of
⌈
(log n)1+α
⌉
.
Proof of (II): We examine all segmentations, τˆ1:m, such that |τˆi − τi| ≤ K log logn, for fixed
K > 0, ∀i. Then if ∆µk := |µk − µk+1|:
RSS(y1:n; τˆ1:m)− RSS(y1:n; τ1:m) ≤
m+1∑
i=1
 1τi − τi−1
 τi∑
j=τi−1+1
Zj
2 − 1
τˆi − τˆi−1
 τˆi∑
j=τˆi−1+1
Zj
2
+K
m∑
k=1
(∆µk)
2 log log n+G,
where G ∼ N
(
0, 4σ2K
∑m
k=1 (∆µk)
2 log log n
)
.
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With recourse once more to the result of Laurent and Massart (2000) (see equation (6) in Section A
of the Supplementary Materials for the general result), if U ∼ χ2m+1 then:
P(U ≥ d log logn) ≤ exp
(
−d
2
log logn+
√
(2d log logn− (m+ 1)) (m+ 1)/2
)
≤ (log n)− d2+δ ,
for any δ > 0, providing that log log n > m+12d . As there are (2K log logn)
m possibilities for the
segmentation τˆ1:m, then uniformly across all segmentations, taking d = 2m for example, gives that
the difference in the residual sum of squares is uniformly op (log n).
Now from the proof of Proposition 3.1 (see Section B of the Supplementary Materials) we know
that in probability any segmentation with more than m changes will have a greater cost than the
true segmentation if a penalty of 2 (1 + /2) log n is used. Therefore, across all segmentations under
consideration here, the cost is at least /2 log n greater than the cost of the true segmentation if a
penalty of 2 (1 + ) log n is used. 
Proof of Theorem 3.3: Recall that L(n) ≥
⌈
(log n)1+α
⌉
and L(n) = o(n). The idea will be
to show that the core which is ‘dealt’ a particular true change, τi, will always return this true
change as a candidate changepoint for the merge phase. By Yao (1988), letting τˆ1:m be a set of
estimated changes which miss the true change τi by at least
⌈
(log n)1+α
⌉
, then again by the proof
of Corollary A.2.1 the cost of this segmentation is strictly worse than the cost of also fitting changes
at the points τi − L(n) and τi + L(n). By then considering the difference:
Diff := RSS(y1:n; τˆ1:m, τi − L(n), τi + L(n))− RSS(y1:n; τˆ1:m, τi − L(n), τi, τi + L(n)),
in a similar fashion to the proof of Corollary A.2.1, it can be shown that in probability:
Diff
L(n)
→ (∆µi−1)2 ,
where again ∆µi−1 is the absolute change in mean at the changepoint τi. 
Proof of Corollary 3.3.1: It is sufficient to prove the following Claim regarding the number of
candidate changes each core returns.
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Claim: In probability, and for any candidate set given to the cores in accordance with the conditions
of Theorem 3.2 and Theorem 3.3:
(I): under the Chunk procedure, the maximum number of points returned for the merge phase
is bounded above by 2m,
(II): under Deal, the maximum number of points recorded as estimated changes is bounded above
by 2m for each core.
Proof of Claim:
Proof of (I): We note that when L(n) is constant, the result is immediate from the proof of
Lemma 3.1.
When L(n) → ∞, it suffices to show that across all cores which are given no true changes, the
probability of any of these cores returning a true change converges to 0. Given that the number
of cores which are given a change is fixed (and bounded above at 2m - as each change could fall
inside an overlap), the result is then immediate from the proof of Theorem 3.2.
Considering a single core with no true changes, we adapt the argument from the proof Proposi-
tion 3.1. For a quantity Uk+1 which is distributed according to a χ
2
k+1 distribution, then by Laurent
and Massart (2000):
P(Uk+1 ≥ d log n) ≤ n−
d
2
+δ, for any δ > 0.
Fitting k > 0 changes across a core will give that the residual sum of squares relative to a fit of no
changes across the same core follows a χ2k+1 distribution. Therefore, following the application of a
Bonferroni correction across all possible placings of k changes gives that the difference between the
null fit and the best possible fit of k changes is then bounded in probability as:
P(Diff ≥ d log n) ≤ n− d2+δ ×
(
n
L(n)
)k
.
In particular, setting d = 2 (1 + ) and δ = /2 as before, gives that:
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n/L(n)∑
k=1
P(Uk ≥ 2k (1 + ) log n) ≤
n/L(n)∑
k=1
n−
(2k−1)
2
(L(n))k
=
n−

2
L(n)
(
1− n− nL(n)L(n)− nL(n)
1− n−L(n)−1
)
→ 0, ∀ > 0,
and so scaling this by L(n):
P(A core with no true changes overfits)→ 0 ∀ > 0.
Therefore, the computation time of the merge phase of Chunk is O(m2) in the worst case, which
along with the worst case cost from the split phase ofO
((
n
L(n)
)2)
gives the worst case computation
time for the whole procedure.
Proof of (II): Define, for a given core under the Deal procedure:
S2 =
{
s
(1)
1 , s
(2)
1 , s
(1)
2 , s
(2)
2 , . . . , s
(1)
m , s
(2)
m
}
,
where s
(1)
i is the final point given to the core which is strictly before τi, and s
(2)
i is the first point
given to the core which is after τi. In the same way as for the proof of Proposition 3.1, we examine
the best possible segmentations which include S2 as a subset of the estimated changepoints for a
core, and show that all are rejected in favour of S2 in probability. We then show that this is true
across all cores in probability.
For a given core, suppose S3 is a set of points estimated as changes under the Deal procedure such
that S2 ⊂ S3. By construction of S2, all points in S3 ∩ Sc2 must lie in a region between two points
of S2 which also does not contain any true changes. We can therefore apply the same argument as
for Proposition 3.1 to the difference:
Diff := RSS(yA;S2)− RSS(yA;S3),
where A refers to any such region between two consecutive points of S2 which contains a point
found only in S3. Uniformly across such regions, and supposing k > 0 such estimated changes are
found within A, it can be seen that the positive term in the expression of the difference above is
distributed as χ2k+1. Thus letting n˜ =
n
L(n) and again with recourse to the Bonferroni correction
argument as in Proposition 3.1, for a given  > 0:
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n˜∑
k=1
P(Diff ≥ 2k (1 + ) log n) ≤
n˜∑
k=1
n−
(2k−1)
2
(L(n))k
=
n−

2
L(n)
(
1− n−n˜L(n)−n˜
1− n−L(n)−1
)
→ 0, ∀ > 0.
Note that this argument does not consider segmentations which do not contain S2 as a proper
subset. In order to extend this argument, we define the following three sets of segmentations (with
respect to a given core):
GS2 = {τˆ : |τˆ | = 2m; τˆ2t−1 ≤ τt, τˆ2t > τt,∀t ∈ {1, ...,m}} ,
GS1 = {τˆ : |τˆ | ≤ 2m; |τˆ ∩ {τt + 1, ..., τt+1}| ≥ 1,∀t ∈ {0, ...,m} ; |τˆ ∩ {τt + 1, ..., τt+1}| = 1, some t /∈ {0,m}} ,
GS0 = {τˆ : |τˆ | ≤ 2m; |τˆ ∩ {τt + 1, ..., τt+1}| = 0, some t} .
Note that S2 ∈ GS2 and that the argument showing that any segmentation S3 containing S2
is rejected uniformly in favour of S2 may be extended to any element of GS2 to show that any
segmentation with more than 2m estimated changes in total and which has at least two estimated
changes between each true change is uniformly dominated by a corresponding element of GS2.
In the same way, let us now consider extensions from a general element, T1 ∈ GS1, where here
an extension is defined as a superset of T1 which also contains additional estimated changes from
regions between two estimated changes within T1 not containing a true change. Letting, for example:
T1 =
{
s
(1)
1 , s
(2)
1 , ..., s
(2)
i−1, s
(k)
i , s
(1)
i+1, ..., s
(2)
m
}
⊂ S2,
for some k ∈ {1, 2} and i ∈ {1, ...,m}. Then any extensions of T1 consists of placing any further
estimated changes in any of the regions between the changes above with the exception of either (if
k = 1) the region
(
s
(1)
i , s
(1)
i+1
)
or (if k = 2) the region
(
s
(2)
i−1, s
(2)
i
)
. Let T ′1 be an arbitrary such
extension, and again let A be any region between two consecutive points of T1 which contains a
point found only in T ′1 . As before, uniformly across such regions, and supposing again that k > 0
such estimated changes are found within A, letting:
Diff := RSS(yA; T1)− RSS(yA; T ′1 ),
then again Diff is distributed as χ2k+1. With recourse to the same argument as before (noting again
that any such region A will have at most n˜ = nL(n) candidate points for the extension - no matter
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which base element of GS1 we pick), and extending to other elements of GS1, we conclude that
any segmentation with more than 2m estimated changes which places just one estimated change
between two true changes in at least one case will be rejected uniformly (and for all cores) in favour
of an element of GS1.
Finally, we consider all segmentations with more than 2m changes which place no estimated changes
between two true changes in at least one case. We again compare with T0 ∈ GS0. Letting, for
example:
T0 =
{
s
(1)
1 , s
(2)
2 , . . . , s
(2)
i−1, s
(1)
i+1, . . . , s
(2)
m
}
,
for some i ∈ {1, . . . ,m}. Then any extensions of T0 consists of placing any further estimated changes
in any of the regions between the changes above with the exception of the region
(
s
(2)
i−1, s
(1)
i+1
)
. Let
T ′0 be an arbitrary such extension, and again let A be any region between two consecutive points
of T0 which contains a point found only in T ′0 . Then again letting:
Diff := RSS(yA; T0)− RSS(yA; T ′0 ),
then for k > 0 changes in the region A, Diff is distributed as χ2k+1. We can again extend this
argument to extensions of other elements of GS0 to conclude that segmentations with more than
2m changes which have no estimated changepoints between two consecutive true changes in at least
one case will be uniformly rejected in favour of an element of GS0.
Therefore, as any segmentation with more than 2m changes for any core is an extension of an
element of GS0, GS1 or GS2 (as such a segmentation must contain a region between two consecutive
true changes with at least three estimated changes), then across all cores, a segmentation must be
picked from within one of the classes GS0, GS1 or GS2 in probability. Thus, the maximum number
of estimated changepoints that a core can return in the Deal procedure is 2m.
The number of candidates returned for the merge phase of the Deal procedure is therefore bounded
in probability by 2mL(n), so that the maximum computation time of the merge phase isO
(
(L(n))2
)
in the worst case, giving the total worst case computation time for the whole procedure. 
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A Yao’s Results and Extension
The following two lemmas are due to Yao (1988).
Lemma A.1. Suppose Z1, ..., Zn ∼i.i.d. N(0, σ2). Then for any  > 0 as n→∞:
P
(
max
0≤i<j≤n
(Zi+1 + ...+ Zj)
2
(j − i) > 2 (1 + )σ
2 log n
)
→ 0. (4)
Lemma A.2. Let mU be an upper bound on the number of changes, and let (τˆ1, ..., τˆmˆ) be the set of
estimated changes generated (by Yao’s procedure). For every mˆ s.t. m < mˆ ≤ mU and 1 ≤ r ≤ m,
P((τˆ1, ..., τˆmˆ) ∈ B2i (n))→ 0
as n→∞, where:
Bδi (n) = {(ξ1, ..., ξt) : 0 < ξ1 < ... < ξt < n and |ξs − τr| ≥
⌈
(log n)δ
⌉
for 1 ≤ s ≤ mˆ}.
Corollary A.2.1. Lemma A.2 can be extended to B1+αi (n), for any α > 0.
Proof of Corollary A.2.1: The argument for the location accuracy being (logn)2 in Yao (1988)
comes from showing that the residual sum of squares for a segmentation that misses a change by
more than this amount can be reduced by an amount that is greater than 3 (2 + ) log n with proba-
bility tending to 1 as n increases, by adding three changes at the changepoint plus or minus (log n)2.
Thus such a segmentation cannot be optimal as the penalised cost for the latter segmentation will
be less than the original one. We therefore need only show that this argument holds if we replace
an accuracy of (log n)2 with (log n)1+α for any α > 0.
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To do this it suffices to show that a segmentation τˆ1, ..., τˆmˆ which misses a particular change τi
by at least
⌈
(log n)1+α
⌉
has a residual sum of squares between the points τi −
⌈
(log n)1+α
⌉
and
τi +
⌈
(log n)1+α
⌉
which when normalised by the true fit has term of leading order
⌈
(log n)1+α
⌉
.
For a segmentation τˆ1:mˆ define RSS(ys:t; τˆ1:mˆ) to be the residual sum of squares obtained if we fit
the changepoints to the subset of data ys:t. Note that this will only depend on the changepoints, if
any, that lie between timepoints s and t. Then for any τˆ1:mˆ ∈ B1+αi (n):
RSS(y1:n; τˆ1:mˆ) ≥ RSS
(
y1:n; τˆ1:mˆ, τ1, . . . , τi−1, τi −
⌈
(log n)1+α
⌉
, τi +
⌈
(log n)1+α
⌉
, τi+1, . . . , τm
)
.
(5)
As Yao (1988) remarks, RHS of (5) can be decomposed as:
RSS(y1:τ1 ; T1) + . . .+ RSS
(
yτi−1+1:τi−d(logn)1+αe; Ti
)
+ RSS
(
yτi−d(logn)1+αe+1:τi+d(logn)1+αe; ∅
)
+RSS
(
yτi+d(logn)1+αe+1:τi+1 ; Ti+1
)
+ . . .+ RSS (yτm+1:n; Tm+1),
where Th is the subset of τˆ1:mˆ which falls inside the corresponding segment of the univariate time
series. By Lemma A.1, each term in this decomposition involving Th is such that:
RSS(ya+1:b; Th) =
b∑
j=a+1
Z2j +Op(log n),
while, if without loss of generality we assume that the mean at the changepoint τi changes from 0
to µ, then letting c
(α)
n =
⌈
(log n)1+α
⌉
:
RSS
(
y
τi−c(α)n +1:τi+c(α)n ; ∅
)
=
τi+c
(α)
n∑
j=τi−c(α)n +1
(
Yi − Y¯
(
τi − c(α)n + 1, τi + c(α)n
))2
=
τi+c
(α)
n∑
j=τi−c(α)n +1
Z2j +
µ2
2
c(α)n −
1
2c
(α)
n
 τi+c(α)n∑
j=τi−c(α)n +1
Zj

2
+D,
where D ∼ N
(
0, 2σ2c
(α)
n µ2
)
. Therefore:
28

τi+c
(α)
n∑
j=τi−c(α)n +1
Z2j − RSS
(
y
τi−c(α)n +1:τi+c(α)n ; ∅
) /c(α)n = µ
2
2
− 1
2
(
c
(α)
n
)2
 τi+c(α)n∑
j=τi−c(α)n +1
Zj

2
+D/c(α)n
→ µ
2
2
by Lemma A.1.
In particular, ∀τˆ1:mˆ ∈ B1+αi (n):
RSS(x1:n; τˆ1:mˆ, τ−i1:n, τi − c(α)n , τi + c(α)n )−
n∑
j=1
Z2j
 /c(α)n → µ22 .
Thus, as any segmentation from B1+αi (n) is strictly worse than a corresponding segmentation,
which in turn is worse (in probability) than fitting the truth under a penalty of β = 2 (1 + ) log n,
uniformly in B1+αi (n), P(τˆ1:mˆ ∈ B1+αi (n))→ 0. 
B Unparallelised Consistency Results
Proof of Proposition 3.1: Let mˆ be the number of changes estimated by the procedure. The
aim is firstly to show that:
(a): P(mˆ > m)→ 0,
(b): P(mˆ < m)→ 0.
Proof of (a): Under Corollary A.2.1, for mˆ > m, with probability 1 as n→∞ it must be the case
that m of the estimated changes are within (log n)1+α, some α > 0, of the true changes. We will
now show that with probability tending to 1 these segmentations cannot be optimal.
To do this we will compare the penalised cost of any such segmentation with the penalised cost of the
true segmentation. The latter cost can be bounded above by
n∑
t=1
Z2t +m (2 + ) log n. Our approach
is to split the comparison of the residual sum of squares of a segmentation τˆ1:mˆ with
n∑
t=1
Z2t into
comparisons for a fixed number of regions of data. To do this, define c
(α)
n =
⌈
(log n)1+α
⌉
, u0 = 0,
lm+1 = n, and for i = 1, . . . ,m, li = τi − c(α)n and ui = τi + c(α)n . We can partition the time points
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1, . . . , n into regions Bi = {ui−1 + 1, . . . , li}, for i = 1, . . . ,m + 1 and regions Li = {li + 1, . . . , τi}
and Ri = {τi + 1, . . . , ui} for i = 1, . . . ,m. These can be viewed as regions more than c(α)n from a
changepoint, and regions of length c
(α)
n that are respectively left and right of a changepoint.
It is straightforward to show that for any segmentation:
RSS(y1:n; τˆ1:mˆ) ≥
m+1∑
i=1
RSS(yBi ; τˆ1:mˆ) +
m+1∑
i=1
RSS(yLi ; τˆ1:mˆ) +
m+1∑
i=1
RSS(yRi ; τˆ1:mˆ).
The proof proceeds by showing that on each region Bi if we have k = k(τˆ1:mˆ) changepoints that lie
within this region then with probability tending to 1:
max
τˆ1:mˆ
{
RSS(yBi ; τˆ1:mˆ) + 2 (1 + /2) k log n−
li∑
t=ui+1
Z2t
}
> −4 log log n.
Then we show that on each region Li (and similarly each region Ri) that if there are k = k(τˆ1:mˆ)
changepoints, then with probability tending to 1:
max
τˆ1:mˆ
{
RSS(yLi ; τˆ1:mˆ)−
li∑
t=ui+1
Z2t
}
> −4 (k + 1) log log n.
Taken together we have, with probability tending to 1, a uniform bound on the difference in cost
between any segmentation with more than m changepoints, that has one change within c
(α)
n of each
true change, and the true segmentation. As such a segmentation can only have, at most, mˆ −m
changes in regions Bi this difference is bounded by:
(mˆ−m) log n− 4(2m+ 3) log log n >  log n− 4(2m+ 3) log log n,
which is positive for large enough n.
Note that on each region Bi,Li,Ri there are no true changes so any estimated changes we do fit
inside these regions will involve fitting changes to the noise. Take a generic region of length n˜ which
contains no true changes. We examine the reduction in the residual sum of squares when we add
0 and k > 0 estimated changes. Note that in the former case it is true that:
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−RSS(yAi ; τˆ1:mˆ) +
ai+n˜∑
t=ai+1
Z2t =
1
n˜
(
ai+n˜∑
t=ai+1
Zt
)2
,
where A is used as a placeholder to refer to any of the three types of region such that Ai =
{ai + 1, . . . , ai + n˜}. Thus, the negative of the expression of interest is distributed according to χ21.
Therefore, for sufficiently large n, the probability that this quantity is greater than 4 log log n tends
to 0.
So we need focus only on the case where k > 0. Label, without loss of generality, the estimated
changes which lie in the region Ai as τˆ1, . . . , τˆk, and let:
Diff = RSS(yAi ; τˆ1:mˆ)−
ai+n˜∑
t=ai+1
Z2t .
Then:
Diff =
1
τˆ1 − ai
(
τˆ1∑
t=ai+1
Zt
)2
+ . . .+
1
ai + n˜− τˆk
 ai+n˜∑
t=τˆk+1
Zt
2
We demonstrate that this difference is less than 2k(1+) log n˜, for any  > 0. Note that, collectively,
the positive terms in the expression follow a χ2k+1 distribution. By Laurent and Massart (2000),
for any quantity U which follows a chi-squared distribution with D degrees of freedom, then for
any x > 0:
P
(
U −D ≥ 2
√
Dx+ 2x
)
≤ exp(−x). (6)
Letting D = k + 1 and x =
d log n˜−
√
(2d log n˜−(k+1))(k+1)
2 , for some d > 0 such that n˜ ≥ e
k+1
2d . In
practice d > k (see below) so almost all positive integer values of n˜ will be sufficient. With this
choice of x, the LHS of (6) corresponds to P(U > d log n˜), and for large enough n˜ (6) becomes:
P(U ≥ d log n) ≤ n˜− d2+δ, for any δ > 0 (7)
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There are then
(
n˜
k
)
possible segmentations of these (incorrectly) fitted changes in this region. Given
that
(
n˜
k
)
< n˜
k
k! then by employing a Bonferroni correction, for the best segmentation involving k
changes in the region:
P(Diff ≥ d log n˜) ≤ n˜− d2+δn˜k
= n˜k+δ−
d
2 → 0 for d = 2k(1 + ), if we set, for example, δ = /2.
(For d = 2k(1 + ), if δ = /2 - as (7) permits any strictly positive value of δ - then k + δ − d2 =
− (2k − 1) /2 < 0.)
Note that this establishes the appropriate bound only in the case where k is fixed and positive. To
obtain the uniform bound over all k, we must sum over all k = 1, ..., n˜.
So for a given n˜ and :
n˜∑
k=1
P(Diff ≥ 2k (1 + ) log n˜) ≤
n˜∑
k=1
n˜−(2k−1)/2
=
n˜−/2
(
1− n˜−n˜)
1− n˜− → 0, ∀ > 0.
This establishes the required results for both regions of type Bi and Li (Ri) by substituting n˜ = λn,
λ ≤ 1 and n˜ =
⌈
(log n)1+α
⌉
(for α < 1 to obtain the constant 4 in the two initial statements)
respectively.
Hence P(mˆ > m)→ 0.
Proof of (b): Now have that mˆ < m. For n sufficiently large, it is guaranteed that there is at
least one true change (which shall be labelled τ) such that the closest estimated change is at least⌈
(log n)1+α
⌉
time points away. Thus, by the proof of Corollary A.2.1, given that a change has been
missed by this error, adding in estimated changes to the model at the points τ −
⌈
(log n)1+α
⌉
, τ ,
τ +
⌈
(log n)1+α
⌉
gives that the reduction in the RSS is greater than the incurred penalty for adding
3 changes. Thus, the original segmentation was not optimal.
Hence P(mˆ < m)→ 0.
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Lastly, we need to establish that when mˆ = m, the event that each of the estimated changes
is within
⌈
(log n)1+α
⌉
of a true change tends to 1. Suppose we have a segmentation with mˆ =
m which contains a true change, τi, with no estimated changes within
⌈
(log n)1+α
⌉
. Then by
comparing this segmentation to an equivalent segmentation which also fits estimated changes at
τi −
⌈
(log n)1+α
⌉
, τi, τi +
⌈
(log n)1+α
⌉
, we again obtain a saving of greater than the cost of adding
3 changes by Yao (1988) and Corollary A.2.1. 
Note that this result extends naturally to a multivariate analogue:
Lemma B.1. Take a procedure which exactly minimises the squared error loss for the multivariate
problem:
Yi = i + µk, for τk−1 + 1 ≤ i ≤ τk, and k ∈ {1, ...,m+ 1}, (8)
where Yi =
(
Y
(1)
i , ..., Y
(d)
i
)T
, ∀i ∈ {1, ..., n}; µk 6= µk+1, ∀k ∈ {1, ...,m}; i ∼i.i.d. Nd
(
0, σ2I
)
,
some d. In addition, take the penalty for fitting a change to be (d+ 1) (1 + ) log n, for any  > 0.
Then defining Eαn as for Lemma 3.1 for any α > 0 again gives that P(Eαn )→ 1 as n→∞.
Proof of Lemma B.1: We define the natural extension of the residual sum of squares in the
multivariate case as:
RSS(y1:n; τˆ1:mˆ) =
τˆ1∑
i=1
(yi − µˆ1)T (yi − µˆ1) + ...+
n∑
i=τˆmˆ+1
(yi − µˆmˆ+1)T (yi − µˆmˆ+1)
=
mˆ+1∑
j=1
τˆj∑
i=τˆj−1+1
d∑
k=1
(yi,k − µˆj,k)2 , with µˆj,k = 1
τˆj − τˆj−1
τˆj∑
i=τˆj−1+1
yi,k = y¯j,k.
Using this, we proceed along the same trajectory as for the previous proof. Suppose that mˆ changes
are detected by the procedure. Then we first show that:
(a): P(mˆ > m)→ 0,
(b): P(mˆ < m)→ 0.
Proof of (a): Again let c
(α)
n =
⌈
(log n)1+α
⌉
. Note first that an equivalent result to Corollary A.2.1
holds in the multivariate case as the residual sum of squares between the points τi−c(α)n and τi+c(α)n
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(where τi is some true change missed by the procedure as before) satisfies:
RSS
(
y
τi−c(α)n +1:τi+c(α)n ; ∅
)
−
d∑
k=1
τi+c
(α)
n∑
j=τi−c(α)n +1
Z2j,k
c
(α)
n
=
d∑
k=1
(
µ
(i)
k − µ(i+1)k
)2
2
− 1
2c
(α)
n
d∑
k=1
∑
j
Zj,k
2
+
Dk
c
(α)
n
→
d∑
k=1
(
µ
(i)
k − µ(i+1)k
)2
2
as n→∞,
where Dk is normally distributed with a variance equivalent to the deterministic term scaled by
4σ2.
Hence, as per the previous proof, we can compare the residual sum of squares of the fit of a set of
estimated changes with mˆ > m across (equivalent) regions Bi,Li,Ri to the null fit. Across a region
bounded by the points (a, b) containing estimated changes τˆ1, ..., τˆp, the relevant difference term is:
Diff =
d∑
k=1
 1
τˆ1 − a
 τˆ1∑
j=a+1
Zj,k
2 + ...+ 1
b− τˆp
 b∑
j=τˆp+1
Zj,k
2 ,
giving that Diff ∼ χ2d(p+1). A similar argument to before then gives that:
P(Diff ≥ p (d+ 1) (1 + ) log n)→ 0,
and in particular:
n∑
p=1
P(Diff ≥ p (d+ 1) (1 + ) log n)→ 0.
Hence P(mˆ > m)→ 0.
Proof of (b): This follows immediately from considering the multivariate equivalent to Corollary
A.2.1 shown above, inferring the presence of a missed change, τi, and fitting three estimated changes
34
at τi −
⌈
(log n)1+α
⌉
, τi, τi +
⌈
(log n)1+α
⌉
. This segmentation will produce a lower residual sum of
squares than the original with probability approaching 1.
Hence P(mˆ < m)→ 0.
All that remains is to show that this correct number of changes falls within
⌈
(log n)1+α
⌉
. However,
this again follows the same line of reason as for the univariate case by the result established above.

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