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THE INDEPENDENCE OF p
OF THE LIPSCOMB’S L(A) SPACE FRACTALIZED IN lp(A)
Radu MICULESCU and Alexandru MIHAIL
ABSTRACT. In one of our previous papers we proved that, for an infinite
set A and p ∈ [1,∞), the embedded version of the Lipscomb’s space L(A) in
lp(A), p ∈ [1,∞), with the metric induced from lp(A), denoted by ωAp , is the at-
tractor of an infinite iterated function system comprising affine transformations
of lp(A). In the present paper we point out that ωAp = ω
A
q , for all p, q ∈ [1,∞)
and, by providing a complete description of the convergent sequences from ωAp ,
we prove that the topological structure of ωAp is independent of p.
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1. INTRODUCTION
No¨beling’s classical imbedding theorem (see [3] and [7]) states that a n-
dimensional separable metric space can be topologically imbedded in the prod-
uct I2n+1 of 2n + 1 copies of the one-dimensional unit interval I. Lipscomb’s
space L(A) was introduced in order to solve the long standing problem of find-
ing an analogue to No¨beling’s theorem. More precisely, all finite-dimensional
metric spaces of weight |A| ≥ ℵ0 are modeled as subspaces of finite products of
L(A) (see [2] and [3]).
On one hand, J. C. Perry (see [8]) embedded L(A) in the Tikhonov cube IA
and showed that this set with the topology induced by IA is the attractor of an
iterated function system containing an infinite number of affine transformations
of IA. In this way, L(A) arguably provided the first notable example where an
infinite IFS plays a key role.
On the other hand, S. L. Lipscomb and J. C. Perry (see [1]) showed that
L(A) can be embedded in l2(A). R. Miculescu and A. Mihail (see [4]) showed
that the imbedded version of L(A) endowed with the l2(A)-induced topology is
the attractor of an infinite iterated function system comprising affine transfor-
mations of l2(A).
In [6], by using some results concerning the shift space for an infinite IFS
(see [5]), we proved that the embedded version of L(A) in lp(A), p ∈ [1,∞), with
the metric induced from lp(A), denoted by ωAp , is the attractor of an infinite
iterated function system comprising affine transformations of lp(A).
In the present paper we give a complete description of the convergent se-
quences from ωAp . As it turns out that ω
A
p = ω
A
q , for all p, q ∈ [1,∞), by using
the above mentioned description we infer that the topological structure of ωAp
is independent of p.
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2. PRELIMINARIES
Definition 2.1. Let (X, dX) and (Y, dY ) be two metric spaces. A family of
functions (fi)i∈I from X to Y is called bounded if the set
⋃
i∈I
fi(A) is bounded,
for every bounded subset A of X.
Theorem 2.1. If (X, d) is a complete metric space, then (B∗(X), h) is a
complete metric space, where h is the Hausdorff-Pompeiu distance and B∗(X)
is the set of non-empty bounded closed subsets of X.
Definition 2.2. An infinite iterated function system (IIFS) on X consists
of a bounded family of contractions (fi)i∈I on X such that sup
i∈I
Lip(fi) < 1 and
it is denoted by S = (X, (fi)i∈I).
One can associate to an infinite iterated function system S = (X, (fi)i∈I)
the function FS : B
∗(X)→ B∗(X) given by
FS(B) =
⋃
i∈I
fi(B),
for all B ∈ B∗(X).
Therefore, since Lip(FS) ≤ sup
i∈I
Lip(fi), FS is a contraction and using the
Banach’s contraction theorem, one can prove the following:
Theorem 2.2. Given a complete metric space (X, d) and an IIFS S =
(X, (fi)i∈I), there exists a unique A(S) ∈ B
∗(X) such that
FS(A(S)) = A(S).
The set A(S) is called the attractor associated to S.
In the following N denotes the natural numbers and N∗= N−{0}. Given two
sets A and B, by BA we mean the set of functions from A to B. By Λ = Λ(B) we
mean the set BN
∗
and by Λn = Λn(B) we mean the set B
{1,2,...,n}. The elements
of Λ = Λ(B) = BN
∗
are written as infinite words ω = ω1ω2...ωmωm+1... and
the elements of Λn = Λn(B) = B
{1,2,...,n} are written as words ω = ω1ω2...ωn.
Hence Λ(B) is the set of infinite words with letters from the alphabet B and
Λn(B) is the set of words of length n with letters from the alphabet B. By Λ
∗ =
Λ∗(B) we denote the set of all finite words Λ∗ = Λ∗(B) =
⋃
n∈N∗
Λn(B) ∪ {λ},
where by λ we mean the empty word. If ω = ω1ω2...ωmωm+1... ∈ Λ(B) or if
ω = ω1ω2...ωn ∈ Λn(B), where m,n ∈ N
∗, n ≥ m, then the word ω1ω2...ωm is
denoted by [ω]m.
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For a nonvoid set I, on Λ = Λ(I) = (I)N
∗
, we consider the metric
dΛ(α, β) =
∞∑
k=1
1− δβkαk
3k
,
where
δyx =
{
1, if x = y
0, if x 6= y
.
Let (X, d) be a metric space, S = (X, (fi)i∈I) be an IIFS on X and A
not
=
A(S) its attractor. For ω = ω1ω2...ωm ∈ Λm(I), we consider fω
not
= fω1 ◦ fω2 ◦
. . . ◦ fωm and, for a subset H of X , Hω
not
= fω(H). In particular Aω = fω(A).
We also consider fλ = Id and Aλ = A.
The following result is part of Theorem 4.1 from [5].
Theorem 2.3. Then, for every a ∈ A and every ω ∈ Λ, the set
⋂
m∈N∗
A[ω]m
consists on a single element denoted by aω and
lim
m→∞
f[ω]m(a) = aω.
In the framework of the above theorem, the function pi : Λ→ A, defined by
pi(ω) = aω,
for every ω ∈ Λ (which is called the canonical projection from the shift space on
the attractor of the IIFS) is continuos.
Let A be an arbitrary infinite set and single out a point z of A. Let us
consider the set A
′
= A − {z}. For a given p ∈ [1,∞), the points of lp(A)
are collections of real numbers indexed by points of A
′
. If E is the set of real
numbers, then x ∈ lp(A) means x = {xa} ∈ E
A
′
such that xa = 0 for all
but countable many a ∈ A
′
and
∑
a
|xa|
p
converges. The topology of lp(A) is
induced from the metric dp(x, y) =
(∑
a
|xa − ya|
p
) 1
p
, where we think xa as the
a-th coordinate of x. By ‖x‖p we mean dp(x, 0).
Let us also consider, for the case when A is an arbitrary set with the discrete
topology, the Baire space N(A) which is the topological product of countably
many copies An of A. Hence the points of N(A) consist of all sequences v =
a1a2...an..., with an ∈ A. Moreover N(A) is a metric space with the metric
d(v,v
′
) =
{ 1
k
, if k is the first index where ai 6= a
′
i
0, if v=v
′
.
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Let us note that N(A) = Λ(A) and that the metrics d and dΛ are equivalent.
Lipscomb’s space L(A) is a quotient space of N(A) such that each equiva-
lence class consists of either a single point or two points. Those classes with two
points come from identifying the point a1a2...ak−2ak−1akak... with the point
a1a2...ak−2akak−1ak−1..., where ak−1 6= ak. Therefore Lipscomb’s space L(A)
is obtained via a projection or identification map p : N(A)→ L(A).
For p ∈ [1,∞), let us consider the function pp : N(A) → l
p(A) given by
pp(α) = (αb)b∈A′ , where α = a1a2.... ∈ N(A) and
αb =

∑
k with ak=b
1
2k
, if there exists k such that ak = b
0, if there exists no k such that ak = b
.
Moreover, we consider the function sp : L(A) → l
p(A) given by sp(α̂) =
pp(α), for every α̂ ∈ L(A).
Let us note that sp is well-defined.
Indeed, let us consider α, β ∈ N(A) which are equivalent. We want to
prove that pp(α) = pp(β). If α = β there is nothing to prove. If α =
a1a2...ak−2ak−1akak... and β = a1a2...ak−2akak−1ak−1..., where ak−1 6= ak,
then:
i)
αb = βb = 0,
if b /∈ {a1, a2, ..., ak−2, ak−1, ak};
ii)
αak−1 =
∑
i with ai=ak−1
1
2i
=
∑
i∈{1,2,...,k−2} with ai=ak−1
1
2i
+
1
2k−1
=
=
∑
i∈{1,2,...,k−2} with ai=ak−1
1
2i
+
∞∑
i=k+1
1
2i
= βak−1 ;
iii)
αak =
∑
i with ai=ak
1
2i
=
∑
i∈{1,2,...,k−2} with ai=ak
1
2i
+
∞∑
i=k
1
2i
=
=
∑
i∈{1,2,...,k−2} with ai=ak
1
2i
+
1
2k−1
= βak ;
iv)
αb = βb =
∑
i∈{1,2,...,k−2} with ai=b
1
2i
,
if b ∈ {a1, a2, ..., ak−2} − {ak−1, ak}.
Hence, sp is well-defined.
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Proposition 2.1. sp is injective.
Proof. Let us consider α = a1a2...an... and β = b1b2...bn... two arbitrary
elements of N(A) such that
sp(α̂) = sp(β̂),
i.e.
αb = βb,
for each b ∈ A
′
.
We want to prove that α and β are equivalent.
Let us suppose that a1 6= b1. In this case, let us note that if a1 6= z, then tak-
ing into account that αa1 = βa1 , we get
1
2 ≤
∑
k with ak=a1
1
2k
=
∑
k with bk=a1
1
2k
=∑
k>1 with bk=a1
1
2k
≤
∑
k>1
1
2k
= 12 , which implies that
ak 6= a1 and bk = a1, (*)
for all k > 1. In a similar manner, we obtain that if b1 6= z, then
bk 6= b1 and ak = b1, (**)
for all k > 1. If z /∈ {a1, b1}, then, according to (∗∗) and (∗), we get α =
a1b1...b1... and β = b1a1...a1..., which assure us that α and β are equivalent. If
z ∈ {a1, b1}, we can suppose, without loss of generality, that a1 = z 6= b1. Then,
according to (∗∗), we get α = zb1...b1..., and bk 6= b1, for all k > 1. We claim
that bk = z, for all k > 1. Indeed, if there exists k0 > 1 such that bk0 6= z, the we
get the following contradiction: 0 = αbk0 = βbk0 ≥
1
2k0
. Hence β = b1zz...z...,
and again we infer that α and β are equivalent.
Consequently, if a1 6= b1, then α and β are equivalent.
Therefore we can suppose that α = a1a2...an... and β = a1b2...bn... .
Let us suppose that a2 6= b2. In this case, let us note that if a2 6= z, then
taking into account that αa2 = βa2 , we get
∑
k with ak=a2
1
2k
=
∑
k with bk=a2
1
2k
and
therefore
1
22
≤
∑
k>1 with ak=a2
1
2k
=
∑
k>1 with bk=a2
1
2k
=
∑
k>2 with bk=a2
1
2k
≤
∑
k>2
1
2k
=
1
22
,
which implies that
ak 6= a2 and bk = a2, (***)
for all k > 2. In a similar manner, we obtain that if b2 6= z, then
bk 6= b2 and ak = b2, (****)
for all k > 2. If z /∈ {a2, b2}, then, according to (∗ ∗ ∗∗) and (∗ ∗ ∗), we
get α = a1a2b2b2...b2... and β = a1b2a2a2...a2..., which assure us that α and
β are equivalent. If z ∈ {a2, b2}, we can suppose, without loss of generality,
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that a2 = z 6= b2. Then, according to (∗ ∗ ∗∗), we get α = a1zb2b2...b2...,
and bk 6= b2, for all k > 2. We claim that bk = z, for all k > 2. Indeed, if
there exists k0 > 2 such that bk0 6= z, the we get the following contradiction:
1
2 ≥ αbk0 = βbk0 ≥
1
2k0
. Hence β = a1b2zz...z..., and again we infer that α and
β are equivalent.
Consequently, if a2 6= b2, then α and β are equivalent.
Therefore we can suppose that α = a1a2a3...an... and β = a1a2b3...bn... .
Continuing this procedure, we obtain that α and β are equivalent. 
The set pp(N(A)) = sp(L(A)) is denoted by ω
A
p .
For each a ∈ A, let fa : l
p(A)→ lp(A) be the function given by
fa(x) =
1
2
(x+ ua),
for all x ∈ lp(A), where uz = 0lp(A) ∈ ∆
A
p and, for a ∈ A \ {z}, ua = (αj)j∈A′ ∈
∆Ap is described by αj = 0, for j 6= a and αa = 1.
Let us consider the IIFS S = (lp(A), (fa)a∈A). According to Theorem 2.2,
there exists a bounded closed non-empty subsetM of lp(A), called the attractor
of S, such that
M = FS(M) =
⋃
a∈A
fa(M).
Let us note that N(A) can be seen as the shift space for the IIFS S.
The following result is Theorem 6.1 from [6].
Theorem 2.4. With the above notations ωAp = pp(N(A)) = sp(L(A)) is the
attractor of the IIFS S = (lp(A), (fa)a∈A) and pp : N(A)→ ω
A
p is the canonical
projection from the shift space on the attractor of the IIFS S.
For more details concerning infinite iterated function systems (IIFSs) and
the shift space associated to an IIFS one can consult [5]. Likewise, more details
about ωAp as the attractor of an infinite iterated function system comprising
affine transformations of lp(A) can be found in [6].
3. THE MAIN RESULTS
Proposition 3.1. The equality
ωAp = ω
A
q
is valid for all p, q ∈ [1,∞).
Proof. According to the proof of Theorem 2.4,
0lp(A) ∈ ω
A
p .
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and pp = pi, which implies
ωAp = pp(N(A)) = pi(N(A)).
Taking into account Theorem 2.3, we have
pi(ω) = lim
m−→∞
f[ω]m(0lp(A)),
for each ω ∈ N(A), so
ωAp = { lim
m−→∞
f[ω]m(0lp(A)) | ω ∈ N(A)}.
As all the functions fa from the definition of the IIFS whose attractor is ω
A
p
do not depend on p, we conclude that
ωAp = ω
A
q ,
for all p, q ∈ [1,∞). 
Proposition 3.2. The function pp : N(A)→ l
p(A) is continuous.
Proof. It results from the fact that pp is pi and one can use Theorem 2.3. 
Proposition 3.3. Let (xn)n∈N∗ be a sequence of elements from ω
A
p , where
xn = pp(α
n) = (αna)a∈A′ , with α
n = an1a
n
2 ... ∈ N(A), and x = pp(α) =
(αa)a∈A′ ∈ ω
A
p , where α = a1a2... ∈ N(A).
If for every q ∈ N∗ the sequence (an)n∈N∗ is not constant after the rank q
and
lim
n→∞
||xn − x||p = 0,
then
lim
n→∞
αn = α,
in N(A).
Proof. Let us consider, for m ∈ N∗, the following statement:
P(m): There exists nm such that a
n
k = ak for every n ≥ nm and every
k ∈ {1, 2, ...,m}.
We shall prove, using the method of mathematical induction, that P(m) is
true for every m ∈ N∗.
This implies that
lim
n→∞
αn = α,
in N(A).
Indeed, for every ε > 0 let us choose mε ∈ N
∗ such that 1
mε
< ε. Since
P (mε) is true, there exists nmε
not
= nε such that, for every n ∈ N
∗, n ≥ nε, the
first index k for which ank 6= ak is greater than mε. In other words, for every
ε > 0 there exists nε ∈ N
∗ such that d(αn, α) ≤ 1
mε
< ε, for every n ∈ N∗,
n ≥ nε.
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Let us prove that P(1) is true.
If this is not the case, then for every n ∈ N∗ there exists n′ ∈ N∗, n′ ≥ n,
such that an
′
1 6= a1 and therefore, by passing to a subsequence, we can suppose
that an1 6= a1, for every n ∈ N
∗.
We are going to treat two cases.
In the first one, which is described by the situation that {n ∈ N∗ | an1 6= z}
is infinite, by passing to a subsequence, we can suppose that an1 6= z, for every
n ∈ N∗.
Then, for all n ∈ N∗, with the convention that
∑
k with an
k
=a
1
2k
(respectively∑
k with ak=a
1
2k
) is 0 if there is no k such that ank = a (respectively ak = a), we
have
|αnan
1
− αan
1
| = |
∑
k with an
k
=an
1
1
2k
−
∑
k with ak=an1
1
2k
| =
= |
∑
k with an
k
=an
1
1
2k
−
∑
k>1 with ak=an1
1
2k
| ≥
1
2
−
∑
k>1 with ak=an1
1
2k
. (*)
We claim that the sequence (an)n∈N∗ is constant. This contradicts the fact
that for every q ∈ N∗ this sequence is not constant after the rank q.
The claim is true since otherwise there exist s, t ∈ N∗, s < t, such that
as 6= at. Then let us choose l, n ∈ N
∗ such that s < t < l and
‖xn − x‖p <
1
2m
,
for all m ∈ {1, 2, ..., l}. If for a given m ∈ {1, 2, ..., l} we have am 6= a
n
1 , then,
since ∑
k>1 with ak=an1
1
2k
=
∑
k>1 with ak=an1 and k 6=m
1
2k
< 1−
1
2m
,
we get, using (∗), the following contradiction
1
2m
< 1−
∑
k>1 with ak=an1
1
2k
≤ |αnan
1
− αan
1
| ≤ ‖xn − x‖p <
1
2m
.
Consequently we infer that
a1 = a2 = ... = as = ... = at = ... = al = a
n
1
which contradicts the fact that
as 6= at.
In the second case, which is described by the situation that {n ∈ N∗ | an1 6= z}
is finite, by passing to a subsequence, we can suppose that an1 = z, for every
n ∈ N∗.
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Then, for all n ∈ N∗, with the convention that
∑
k with an
k
=a
1
2k
(respectively∑
k with ak=a
1
2k ) is 0 if there is no k such that a
n
k = a (respectively ak = a), we
have
|αna1 − αa1 | = |
∑
k with an
k
=a1
1
2k
−
∑
k with ak=a1
1
2k
| =
= |
∑
k>1 with an
k
=a1
1
2k
−
∑
k with ak=a1
1
2k
| ≥
1
2
−
∑
k>1 with an
k
=a1
1
2k
. (**)
We claim that for every m ∈ N∗, m ≥ 2, there exists nm ∈ N
∗ such that
an2 = a
n
3 = ... = a
n
m = a1, for every n ∈ N
∗, n ≥ nm.
Then, with the notation β = za1a1...a1..., we have
d(αn, β) ≤
1
m
,
for every n ∈ N∗, n ≥ nm, i.e.
lim
n→∞
αn = β
(in N(A)).
Taking into account Theorem 2.4, we infer that lim
n→∞
pp(α
n) = pp(β), i.e.
lim
n→∞
‖xn − pp(β)‖p = 0.
Since, according to the hypothesis, lim
n→∞
‖xn − x‖p = 0, we infer that x =
pp(β), i.e. pp(α) = pp(β) and therefore
sp(α̂) = sp(β̂).
As sp is injective (see Proposition 2.1), we deduce that α and β are equiv-
alent, which implies the contradiction that the sequence (an)n∈N∗ is constant
after some rank q.
Consequently P(1) is true.
Now let us prove the above claim.
Since lim
n→∞
‖xn − x‖p = 0, for every m ∈ N
∗, m ≥ 2, there exists nm ∈ N
∗
such that
‖xn − x‖p <
1
2m
,
for every n ∈ N∗, n ≥ nm.
Then, by using (∗∗), we get, for every n ∈ N∗, n ≥ nm, the following
inequality
1
2m
> ‖xn − x‖p ≥ |α
n
a1
− αa1 | ≥
1
2
−
∑
k>1 with an
k
=a1
1
2k
,
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i.e.
1
2m
>
1
2
− (
∑
k∈{2,3,...,m}
1
2k
−
∑
k∈{2,3,...,m} with an
k
6=a1
1
2k
+
∑
k≥m+1 with an
k
=a1
1
2k
),
which is equivalent to
1
2m
>
1
2
−
1
2
+
1
2m
+
∑
k∈{2,3,...,m} with an
k
6=a1
1
2k
−
∑
k≥m+1 with an
k
=a1
1
2k
,
from which we get∑
k∈{2,3,...,m} with an
k
6=a1
1
2k
<
∑
k≥m+1 with an
k
=a1
1
2k
≤
∑
k≥m+1
1
2k
=
1
2m
.
If there exists s ∈ {2, 3, ...,m} such that ans 6= a1, then by the above inequal-
ity, we obtain
1
2s
≤
∑
k∈{2,3,...,m} with an
k
6=a1
1
2k
<
1
2m
,
which leads us to the contradiction m < s.
Consequently, the claim is proved.
Now let us prove that P(m) implies P(m+ 1).
If this is not the case, then P(m) is true and P(m+1) is false. Consequently,
for each n ∈ N∗ there exist n
′
∈ N∗, n
′
> n and k ∈ {1, 2, ...,m,m+ 1} such
that
an
′
k
′ 6= ak′ .
Therefore, for each n ∈ N∗, n > nm, there exists n
′
∈ N∗, n
′
> n such that
an
′
m+1 6= am+1 and hence, by passing to a subsequence, we can suppose that
anm+1 6= am+1,
for every n ∈ N∗, n > nm.
If {n ∈ N∗ | anm+1 6= z} is infinite, by passing to a subsequence, we can
suppose that anm+1 6= z, for every n ∈ N
∗.
We claim that the sequence (an)n∈N∗ is constant after the rank m+ 1.
This contradicts the fact that for every q ∈ N∗ this sequence is not constant
after the rank q.
The claim is true since otherwise there exist s, t, l, n ∈ N∗, such that m+1 <
s < t < l, nm < n, as 6= at and
‖xn − x‖p <
1
2q
,
for all q ∈ {m+ 1,m+ 2, ..., l}.
If for a given q ∈ {m+ 1,m+ 2, ..., l} we have
aq 6= a
n
m+1,
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then, since ∑
k>m+1 with ak=anm+1
1
2k
=
∑
k>m+1 with ak=anm+1 and k 6=q
1
2k
<
1
2m+1
−
1
2q
,
we get, the following contradiction
1
2q
<
1
2m+1
−
∑
k>m+1 with ak=anm+1
1
2k
≤
≤
∣∣∣∣∣∣
∑
k>m with an
k
=an
m+1
1
2k
−
∑
k>m+1 with ak=anm+1
1
2k
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
∑
k with an
k
=an
m+1
1
2k
−
∑
k with ak=anm+1
1
2k
∣∣∣∣∣∣ = |αnanm+1 −αanm+1 | ≤ ‖xn − x‖p < 12q .
Consequently we infer that
am+1 = am+2 = ... = as = ... = at = ... = al = a
n
m+1
which contradicts the fact that
as 6= at.
If {n ∈ N∗ | anm+1 6= z} is finite, by passing to a subsequence, we can suppose
that anm+1 = z, for every n ∈ N
∗.
As in the proof of the validity of P(1) we obtain that a1a2...amzam+1am+1...am+1...
and α, where am+1 6= z, are equivalent, which implies the contradiction that
the sequence (an)n∈N∗ is constant after some rank q.
Consequently P(m+ 1) is true. 
Proposition 3.4. Let (xn)n∈N∗ be a sequence of elements from ω
A
p , where
xn = pp(α
n) = (αna)a∈A′ , with α
n = an1a
n
2 ... ∈ N(A), and x = pp(α) =
(αa)a∈A′ ∈ ω
A
p , such that there exist n0 ∈ N
∗, n0 ≥ 2 and a 6= b such that
α = a1a2...an0−1abbb... ∈ N(A).
If
lim
n→∞
||xn − x||p = 0,
then for every m ∈ N∗, m > n0 + 1, there exists lm ∈ N
∗ such that for every
l ∈ N∗, l ≥ lm one of the following situations is valid:
i)
al1 = a1, a
l
2 = a2, ..., a
l
n0−1 = an0−1,
aln0 = a,
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and
aln0+1 = a
l
n0+2 = ... = a
l
m = b.
ii)
al1 = a1, a
l
2 = a2, ..., a
l
n0−1 = an0−1,
aln0 = b,
and
aln0+1 = a
l
n0+2 = ... = a
l
m = a.
Proof. As in the previous proposition one can prove that there exists an
l0 ∈ N
∗ such that
al1 = a1, a
l
2 = a2, ..., a
l
n0−1 = an0−1
for every l ∈ N∗, l ≥ l0.
Let lm be such that lm ≥ max{l0, n0} and
||xn − x||p < 2
− 1
q
1
2m+1
,
for every n ∈ N∗, n ≥ lm, where
1
p
+ 1
q
= 1.
Let us suppose that z /∈ {a, b}. The cases z = a 6= b and z = b 6= a could be
treated in a similar way. The difference between these two cases is the same as
the difference between the two cases that occured when we checked the validity
of P (1) from the proof of Proposition 3.3.
For n as above, using Ho¨lder inequality, with the convention made in the
previous proposition, we have
||xn − x||p = (
∑
A′
|αna − αa|
p)
1
p ≥ (|αna − αa|
p + |αnb − αb|
p)
1
p =
= (|
∑
k with an
k
=a
1
2k
−
∑
k with ak=a
1
2k
|p + |
∑
k with an
k
=b
1
2k
−
∑
k with ak=b
1
2k
|p)
1
p =
= (|
∑
k≥n0 with ank=a
1
2k
−
∑
k≥n0 with ak=a
1
2k
|p+|
∑
k≥n0 with ank=b
1
2k
−
∑
k≥n0 with ak=b
1
2k
|p)
1
p =
= (|
1
2n0
−
∑
k≥n0 with ank=a
1
2k
|p + |
1
2n0
−
∑
k≥n0 with ank=b
1
2k
|p)
1
p =
= 2−
1
q · 2
1
q (|
1
2n0
−
∑
k≥n0 with ank=a
1
2k
|p + |
1
2n0
−
∑
k≥n0 with ank=b
1
2k
|p)
1
p ≥
≥ 2−
1
q (|
1
2n0
−
∑
k≥n0 with ank=a
1
2k
|+ |
1
2n0
−
∑
k≥n0 with ank=b
1
2k
|).
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We claim that
aln0 ∈ {a, b},
for all l ∈ N∗, l ≥ lm.
Indeed, if this is not the case, then, according to the above inequality, we
have
2−
1
q
1
2m+1
> ||xl − x||p >
≥ 2−
1
q (|
1
2n0
−
∑
k>n0 with ank=a
1
2k
|+ |
1
2n0
−
∑
k>n0 with ank=b
1
2k
|) =
= 2−
1
q (
1
2n0−1
−
∑
k>n0 with ank=a or a
n
k
=b
1
2k
) ≥ 2−
1
q (
1
2n0−1
−
1
2n0
) = 2−
1
q
1
2n0
,
so we get the contradiction
n0 ≥ m+ 1.
If
aln0 = a,
we claim that
aln0+1 = a
l
n0+2 = ... = a
l
m = b.
If this is not the case, there exists s ∈ {n0 + 1, n0 + 2, ...,m} such that
als 6= b.
Then
1
2m+1
> ‖xl − x‖p = (
∑
A′
|αla − αa|
p)
1
p ≥ |αlb − αb| =
= |
∑
k with al
k
=b
1
2k
−
∑
k with ak=b
1
2k
| = |
∑
k≥n0 with alk=b
1
2k
−
∑
k≥n0 with ak=b
1
2k
| ≥
≥
1
2n0
−
∑
k>n0 with alk=b
1
2k
≥
1
2n0
− (
1
2n0
−
1
2s
) =
1
2s
and we obtain the contradiction
s ≥ m+ 1.
If
aln0 = b,
in a similar manner we can prove that
aln0+1 = a
l
n0+2 = ... = a
l
m = a. 
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Theorem 3.1. Let (xn)n∈N∗ be a sequence of elements from ω
A
p , where xn =
pp(α
n) = (αna)a∈A′ , with α
n = an1a
n
2 ... ∈ N(A), and x = pp(α) = (αa)a∈A′ ∈
ωAp , where α = a1a2... ∈ N(A).
i) If for every q ∈ N∗ the sequence (an)n∈N∗ is not constant after the rank
q, then the following assertions are equivalent:
a)
lim
n→∞
||xn − x||p = 0;
b)
lim
n→∞
αn = α,
in N(A);
ii) If there exist n0 ∈ N
∗, n0 ≥ 2 and a 6= b such that α = a1a2...an0−1abbb.... ∈
N(A), the following assertions are equivalent:
a)
lim
n→∞
||xn − x||p = 0;
b) for every m ∈ N∗, m > n0 + 1, there exists lm ∈ N
∗ such that for every
l ∈ N∗, l ≥ lm one of the following situations is valid:
α)
al1 = a1, a
l
2 = a2, ..., a
l
n0−1 = an0−1,
aln0 = a,
and
aln0+1 = a
l
n0+2 = ... = a
l
m = b;
β)
al1 = a1, a
l
2 = a2, ..., a
l
n0−1 = an0−1,
aln0 = b,
and
aln0+1 = a
l
n0+2 = ... = a
l
m = a.
Proof.
i) a)⇒ b) results from Proposition 3.3.
b)⇒ a) results from Proposition 3.2.
ii) a)⇒ b) results from Proposition 3.4.
For b) ⇒ a) we divide the sequence (αn)n in (at most) two subsequences
such that the first one is convergent to α = a1a2...an0−1abb...b... in N(A) and
the second one is convergent to β = a1a2...an0−1baa...a... in N(A). Then we
apply Proposition 3.2 for these subsequences of (αn)n and we take into account
the equality pp(α) = sp(α̂) = sp(β̂) = pp(β) which is valid since α and β are
equivalent. 
Remark 3.1. Let us note that, according to the results from this section,
the topological structure of ωAp is independent of p.
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