A new method for federated searching of music archives using a grid-based dynamic feature extraction system is proposed.
OMEN
In the globally networked music archives and libraries, it is clear that the music should be distributed, mirrored, and accessed using P2P (or L2L for Library-to-Library) technologies like BitTorrent. What is not clear is how to model the searching architecture for distributed digital music libraries. There are two basic search models: harvesting and metasearch, which is also known as federated search. In the harvesting model, metadata from various libraries is collected (harvested) periodically to a portal site and the user's query is processed locally at a portal site. In the metasearch model, each user's query is sent out to each library. The harvesting model, which has several successful implementations primarily through the work of OAI (Open Archives Initiative) (e.g., [3] ), works quite well under the assumption that the metadata is relatively small compared to the data itself. This has been historically true in the case of indices and of cataloguing information. Even with full-text search engines, such as Google, the harvested data (index to words) is still smaller than the data (all of the web).
Today, however, the concept of metadata is broadened to include almost anything about the data [4] . In the case of music, it may include multi-level harmonic analysis, metric analysis, timbre analysis, etc. This means that for some applications, the size of the metadata is getting as big as or, in some cases, bigger than the data itself. For example, in text documents, words may be tagged with parts of speech, or in audio files, feature vectors (e.g., FFT coefficients) may be calculated for overlapping series of small windows (e.g., 1024 samples). In these cases, the harvesting model would require an enormous centralized storage space. With the metasearch model, however, there is no requirement for central storage [1] . In fact, the metadata need not even be stored at all but can be calculated on-demand to save storage at the expense of time. This would require that each library provide computing resources to meet the demand [5] . However, each library does not necessarily have to support all of the computing needs if the concept of grid computing is applied [2] .
Academic and public libraries today have a large number of powerful computers to allow walk-in patrons to perform searches, which use a small percentage of the computing power available. Also, at any one time, many computers in libraries around the world sit totally idle while they are closed. This unused global computing power can be harnessed to meet the demands of automatic music analysis and metadata extraction.
The combination of the metasearch model and on-demand metadata extraction with the exploitation of grid-computing technology should provide a robust and scalable infrastructure for applications in music informatics.
To demonstrate this, we are implementing a prototype library server that accepts and responds to requests for content-derived metadata via web services and includes a small grid for processing requests on-demand.
