We investigate the number of periodic points of certain discrete quadratic maps modulo prime numbers. We do so by first exploring previously known results for two particular quadratic maps, after which we explain why the methods used in these two cases are hard to adapt to a more general case.
Introduction
In this thesis we will be investigating certain dynamical systems, by which we mean the behaviour of the elements of a set when we repeatedly apply a fixed mapping on these elements. In order to do so successfully we will first have to define the notions of iteration and periodic point.
By iteration of some map f , defined on some set S, we mean the repeated application of this map f . We define f 0 to be the identity mapping and, for nonnegative integers r, f r+1 = f • f r . This f r we call the r-fold composition of f . We call x ∈ S a periodic point (of f ) if there exists some positive integer n such that f n (x) = x. Further, the smallest such n is the period of x. The dynamical systems we are interested in are the ones we get when iterating quadratic maps on the form f c (x) = x 2 + c, over finite fields F p of p elements, p being prime, meaning that we use addition and multiplication modulo p.
In particular we will be studying the number of periodic points of these dynamical systems for fixed c and p, as well as the asymptotic behaviour of the sum of the number of periodic points for fixed c and primes p less than some N > 2. In doing so we will let T c (p) denote the total number of periodic points of f c over S = F p . We will also define ST c (N ) be defined as This is a problem studied in great detail for c = 0 and c = −2, which turn out to be very similar, however very little is known regarding the number of periodic points for other values of c.
Quadratic maps are of great interest both in number theory and in cryptography. They are used in primality tests such as Lucas-Lehmer and Miller-Rabin, integer factorisation methods like Pollard's ρ method [Po75] , and pseudorandom number generation [BBS86, Section 4] .
Beyond that they are of interest simply because not a great deal is known regarding them, apart from f 0 and f −2 .
Our main contribution in this thesis is to formulate a conjecture regarding ST c (N ), the sum of the number of periodic points for all f c (x) = x 2 + c mod p for p ≤ N and fixed c = 0, −2, which based on empirical evidence appears to behave very nicely, as contrasted by the observed behaviour of individual T c (p).
Should this conjecture prove to be true it would help to shed light on previously observed behaviour of f c by Nilsson in [Ni13, Section 5]. Moreover, much like how the number of periodic points of f 0 and f −2 are known to behave similarly, our conjecture suggests that the number of periodic points of all other f c , c = 0, −2, behave similar to each other! This thesis is organised into two major parts. In Sections 2 and 3 we study and reconstruct, in great detail, previously known results regarding the number of periodic points of f 0 (x) = x 2 mod p and f −2 (x) = x 2 − 2 mod p, respectively, as well as the methods used to arrive at these results, due to Vasiga and Shallit in [VS04] .
In Section 4 we go on to consider the number of periodic points of f c (x) = x 2 + c mod p for other values of c.
Here we discuss what little is known as well as the difficulty in applying the known methods to this problem. Finally we coalesce experimental findings of our own into the conjecture regarding the sum of the number of periodic points of these maps.
We also below provide some basic definitions, theorems, and notation that will be used in the discussion to follow.
Preliminaries
We will first spell out the few definitions mentioned in the previous section. Definition 1.1. Let S be a finite set and let f : S → S be a map on this set.
for nonnegative integers r. We define f 0 to be the identity mapping. The act of this repeated application of f is the iteration of f .
(ii ) We call x a periodic point (of f ) if there exists some positive integer n such that f n (x) = x. Further, the smallest such n is the period of x.
Definition 1.2. Let p be a prime and let S = F p , the field of p elements with respect to addition and multiplication modulo p, and let f c : x → x 2 + c, for a constant c ∈ F p .
(i ) Let T c (p) denote the total number of periodic points of f c .
(ii ) Let ST c (N ) be defined as ST c (N ) = p≤N T c (p), the sum of T c (p) for all primes p less than or equal to N > 2.
We will later require the notions of tail and cycle, which we define in terms of a directed graph. Definition 1.3. Let S be a finite set and let f : S → S be a map on this set.
(i ) Let G f = (V , E ) denote the directed graph with its vertices V being the elements of S and its directed edges E being (x, f (x)) for every x ∈ S.
(ii ) For a given x ∈ S we denote by the orbit of x the directed path in G f starting at x. Further, we let the tail of x be the list of elements x, f (x), f 2 (x), . . ., before we encounter a periodic point, and the orbit of this periodic point we call the cycle of x.
We will also make some of the discussion slightly more concise by using the following notation: Definition 1.4. Let a(n) and b(n) be some maps. We let a(n) ∼ b(n) denote that lim n→∞ a(n)/b(n) = 1. We say that a(n) and b(n) are asymptotically equal as n becomes large.
Out of deference to the reader we will also define and state below some number theoretic and group theoretic concepts and theorems we will require. For proofs of the theorems, consult any book on elementary number theory or abstract algebra.
Definition 1.5 (Primitive root). Let n be a positive integer and γ be an integer. We call γ a primitive root (modulo n) if, for every integer a such that gcd(a, n) = 1, there exists an integer k such that γ k ≡ a (mod n) Definition 1.6 (Euler's totient function). Let n be a positive integer. We write ϕ(n) to denote the number of elements in {1, 2, 3, . . . , n − 2, n − 1, n} that are relatively prime to n.
Theorem 1.7 (Fermat's little theorem). Let p be a prime number and a an integer. Then a p ≡ a (mod p).
Theorem 1.8 (Euler's theorem). Let n and a be relatively prime positive integers, then a ϕ(n) ≡ 1 (mod n).
Definition 1.9. Let G be a cyclic group and let g be an element in G. Then we let ord G (g) denote the order of the element g in G, i.e. the order of the subgroup generated by g. Theorem 1.10 (Lagrange's theorem). Let G be a finite group of order n. Then the order of every subgroup H ≤ G must divide n.
Theorem 1.11. Let G be a cyclic group of order n generated by a. Then the order of a k is n/ gcd(n, k), for all integers k.
In addition to the above we also define the following function which will prove useful to the ideas discussed in this thesis.
Definition 1.12. Let n be an integer. We write τ (n) to denote the greatest integer t such that 2 t | n.
The Riemann hypothesis, as well as its extended namesake referred to on occasion in this thesis, concerns the distribution of prime numbers. More information on this can be found in, for example, [Ap98, Section 13.9], although the details aren't important to this text. Since the meaning of T c (p) is important to the entirety of this thesis we demonstrate it below using an example. Example 1.13. We study the number of periodic points of f c (x) = x 2 + c over the field F 19 for a few different parameters c. In particular we look at c = 0, c = −2, and c = 1 to demonstrate partly how the first two are seemingly more well behaved and partly how T 0 (p) and T −2 (p) are larger than T 1 (p).
In Figure 1 .1 below we show the directed graphs G f0 , G f−2 , and G f1 . Notice how the former two consist of a few nicely behaved cycles and fixed points, whereas the graph of f 1 is made up primarily of a large, complicated looking tree.
Moreover, note how T 0 (19) = 10 and T −2 (19) = 7 (both of which we will learn to compute explicitly later), whereas T 1 (19) = 2, comparatively small. Rogers gives a formula to decompose the graph G f0 into its cyclic components and the trees attached to these cycles, after which Hernández et al. in [He94] study and completely characterise the orbits of f 0 .
Of particular interest to us is the results of [VS04, Section 2], wherein Vasiga and Shallit, amongst other things, derive an explicit formula for T 0 (p), the number of periodic points of f 0 (x) = x 2 over F p , the finite field of p elements, where p is a prime number.
Using this formula for T 0 (p) they then also study the asymptotic behaviour of ST 0 (N ), the sum of T 0 (p) for primes p less than or equal to some N .
In what follows we recapitulate their results, with minor modifications. In particular, when defining T 0 (p), Vasiga and Shallit concern themselves only with whether x ∈ F * p are periodic, however in the interest of consistency we will consider all x ∈ F p , since we will later study the periodic points of quadratic maps where x = 0 doesn't behave as predictably as it does for f 0 (x) = x 2 . In the discussion that follows we will require the following lemma.
Lemma 2.1. For any odd integer ρ, there exists some positive integer n such that ρ | 2 n − 1.
Proof. Since ρ is odd, 2 and ρ are relatively prime, whence we have by Euler's theorem that 2 ϕ(ρ) ≡ 1 (mod ρ), where ϕ(ρ) is the Euler totient function of ρ. The congruence is equivalent to ρ | 2 ϕ(ρ) − 1, whence we take n = ϕ(ρ).
The following theorem gives an explicit expression for T 0 (p).
Theorem 2.2. Let p be an odd prime and let p − 1 = 2 τ · ρ, where ρ is odd. Then T 0 (p) = ρ + 1.
Proof. There are two cases to consider: either x ∈ F * p or x = 0. The latter case is a periodic point since f 0 (0) = 0 2 = 0. To study the former case, first let γ be a primitive root modulo p. We then have that x = γ i for some integer 0 ≤ i < p − 1, since x and p are relatively prime. Therefore x is a periodic point if and only if there exists some positive integer n such that f
If we then multiply by the multiplicative inverse of x, which exists since x ∈ F * p , we get that (γ i )
By Fermat's little theorem this is true if and only if p − 1 | i · (2 n − 1). Recalling that p − 1 = 2 τ · ρ, and by observing that 2 n − 1 is odd, we must have that 2 τ | i and ρ | i · (2 n − 1). However by Lemma 2.1 there must always exist some n that satisfies the second condition, whence we are left with only 2 τ | i. Therefore, since 0 ≤ i < p − 1, it must be of the form i = j · 2 τ for 0 ≤ j < ρ. This means that x must be of the form x = γ i = γ j·2 τ for 0 ≤ j < ρ, of which there are exactly ρ options.
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Recalling the case for x = 0 above we therefore have ρ+1 periodic points.
Having found an expression for T 0 (p) we consider ST 0 (N ), the sum of all T 0 (p) for all primes p less than or equal to N , however to do this we first require the following lemma from analytic number theory.
Lemma 2.3. Let k and l be integers such that gcd(k, l) = 1. Then, assuming the Extended Riemann Hypothesis, we have
The Extended Riemann Hypothesis is a technical assumption used in Lemma 2.3 to get a sufficiently good big-O term. See the reference above for more details.
Theorem 2.4. Assume the Extended Riemann Hypothesis.
Proof. It follows from the definition of ST 0 (N ) and from Theorem 2.2 that
The last sum is simply the number of prime numbers less than N , which by the Prime number theorem is approximately N/ log N for sufficiently large N (see for example [Ko01] ). In other words, p≤N 1 = O(N/ log N ).
We proceed to deal with the other sum, call it S. First we note that
because any given prime p ≤ N will satisfy p ≡ 2 i + 1 (mod 2 i+1 ) exactly once, specifically when i = τ (p − 1). It is sufficient to sum only over i between 1 and log 2 N since log 2 N is the largest possible value τ (p − 1) can attain for p ≤ N .
Next we recall Lemma 2.3 which then yields
where the inner sum is approximately equal to
We have from elementary number theory that ϕ(2 i+1 ) = 2 i , whence we get
We note that the final remaining sum is nothing but a geometric sum, whence we have
which gives us
We observe that
whence the O(N/ log N ) term above is contained in the other big-O term:
) approaches 1 much faster than (1 + O(1/ log N )) does. By combining all of this in Equation (2.1) again we get
By the same reasoning as before in Equation (2.2) the O(N/ log N ) term is contained within the other big-O terms, giving us
Note that Lemma 2.3, and therefore also Theorem 2.4, can be proven without assuming the Extended Riemann Hypothesis (see [CS04] , which in fact derives analogous results for maps f (x) = x e , for all integers e greater than 1), however the methods used therein are beyond us. 
A BBS-like pseudorandom number generator using this map instead of the original f 0 (x) = x 2 has been studied by Durán Díaz and Peinado Domínguez in [DP02] .
Gilbert et al. in [Gi01, Section 5] obtain results regarding the dynamics of this map, and Vasiga and Shallit in [VS04, Section 3] provide a comprehensive algebraic framework for studying the system.
Using this framework Vasiga and Shallit demonstrate that f −2 behaves similar to f 0 . Indeed, they find an expression for T −2 (p) which is very similar to that of T 0 (p), and they also show that ST −2 (N ) and ST 0 (N ) have identical asymptotic bounds.
Below we will construct this framework and derive both the expression for T −2 (p) and the asymptotic behaviour for ST −2 (N ).
The algebraic framework we use to study the dynamics of f −2 (x) = x 2 − 2 is based on introducing, for a given a ∈ F p , the polynomial
This polynomial may or may not be reducible over F p , depending on the choice of a, but it will always be reducible over F p 2 . We thus let α and β be the roots of the polynomial in F p 2 , which means that α + β = a and αβ = 1. Using these two roots we have what turns out to be a very useful way of expressing the nth iterate of f −2 on a.
Proposition 3.1. Let a be an element in F p and let α and β be the roots of
Proof. We prove this using induction. When n = 0 we get f 0 −2 (a) = a = α + β. We then assume that f n −2 (a) = α 2 n + β 2 n holds for some n = k and show that it must then also be true for n = k + 1, by means of some algebraic manipulation:
We now have a means of expressing the nth iterate of the map f −2 as a sum of two reasonably simple powers, both with powers of two as their exponents, similar to how we in Theorem 2.2 expressed the nth iterate of f 0 as one such power. This gives a convenient way of studying the length of tails of the elements in F p .
Theorem 3.2. Let a be an element in F p and let α and β be the roots of u(X) = X 2 − aX + 1 over F p 2 . Then the length of the tail when iterating f −2 on a in F p is the nonnegative integer t such that ord F * p 2 α = 2 t · l, where l is odd.
Proof. First let c ≥ 1 be the length of the cycle in the orbit of a. We then have f t+c −2 (a) = f t −2 (a), where t ≥ 0 and c are as small as possible; this minimality is important. By Proposition 3.1 above we have that this is the same as
which, since αβ = 1 and therefore β = α −1 , is equivalent to
By multiplying by α 2 t+c we get
We then subtract the rightmost side:
This is true if either α By factoring the exponents we get
which is finally in a form useful to us. We have ord F * p 2 α = 2 e ·l for a nonnegative e and an odd l, whence by Lagrange's theorem we must have
Now, since neither 2 c − 1 nor 2 c + 1 are divisible by 2, since c ≥ 1, the factor 2 t must be the one divisible by 2 e , whereby e ≤ t. Moreover, since we have equivalences all the way back to our assumption of the minimality of t, we must in fact have e = t, since otherwise there would exist a smaller t that also satisfied the inequality e ≤ t.
We therefore have the length of the tail when iterating f −2 on a is the nonnegative integer t such that ord F * p 2 α = 2 t · l, where l is odd.
Note that, in particular, if an element a ∈ F p has a tail length of 0 when iterating f −2 on it, it is a periodic point. We may therefore use this to study the number of periodic points.
Lemma 3.3. Let p be an odd prime and let δ be a generator of F * p 2 . Further let θ = δ p−1 and let γ = δ p+1 . Then θ generates the subgroup of (p + 1)th roots of unity of F p 2 and γ is a generator of F * p . Proof. Since F * p 2 is a cyclic group generated by δ, we have by Theorem 1.11 that the order of δ k , k ∈ Z, is
,
Therefore the order of θ = δ p−1 is
and the order of γ = δ p+1 is
Using this and the previous theorem we can study the periodic points of f −2 using similar arguments to those used in Theorem 2.2, though a few more of them.
Theorem 3.4. Let p be an odd prime and let δ be a generator of F * p 2 . Further let θ = δ p−1 and let γ = δ p+1 .
(i) If p ≡ 1 (mod 4), then the periodic points of f −2 (x) = x 2 − 2 in F p are exactly those given by
(ii) If p ≡ 3 (mod 4), then the periodic points of f −2 (x) = x 2 − 2 in F p are exactly those given by
Proof. We let p − 1 = 2 τ · ρ, and p + 1 = 2 τ · ρ , where both ρ and ρ are odd. We have by Theorem 3.2 that the cycle length c and tail length t of an element a ∈ F p must satisfy
where α is a root of u(X) = X 2 −aX +1 over F p 2 , the other root being β = α −1 . Also note that a = α+α −1 . The element a being periodic, i.e. t = 0, is therefore equivalent to there existing some positive integer c such that
We begin by presenting a thorough proof for the first case (i), meaning that p is assumed to be congruent to 1 modulo 4. Since the second case (ii) is very similar we will then only indicate the minor differences between the two. There are now two different, though similar, scenarios to consider: either u(X) is reducible over F p , or u(X) is irreducible over F p .
If u(X) is reducible, meaning that α ∈ F * p -since αβ = 1, we must have α = 0-then there exists an integer 0 ≤ i < p − 1 such that α = γ i , recalling from Lemma 3.3 that γ generates F * p . We substitute this in Equation (3.1) and get the equivalent statement 
By an argument similar to that in the proof of Theorem 2.2 we must therefore have 2 τ | i and at least one of ρ | i(2 c − 1) or ρ | i(2 c + 1). We know from Lemma 2.1 that there must exist a c such that satisfies ρ | 2 c − 1, leaving us with only 2 τ | i. We must therefore have τ ≤ τ (i), so that i contains at least as many factors of 2 as 2 τ . Therefore the tail length of a is 0 if and only if a = γ i +γ
Moreover, since γ p−1 = 1, we have
, meaning that with 0 ≤ i < p − 1 we're getting two of every possible a, except for the middlemost member of the set, since 0 ≤ i < p − 1 contains an odd amount of integers i. To rectify this we halve the range of possible i. Therefore, the tail length of a is 0 if and only if a = γ
Next we consider the case when u(X) is irreducible over F p . Then by similar reasoning we must have α = θ j for some 1 ≤ j < p + 1, j = (p + 1)/2; we exclude the latter since θ p+1 = 1 implies that θ (p+1)/2 = −1, whence u(X) = X 2 + 2X + 1 = (X + 1)(X + 1), which is reducible over F p . This gives us θ
which by Lagrange's theorem, since ord F *
Thus by the now familiar argument we have that a has a tail length of 0 if and only if a = θ j + θ −j for 1 ≤ j < p + 1, j = (p + 1)/2, and τ (j) ≥ τ . However-again-since θ p+1 = 1, we have θ j + θ −j = θ p+1−j + θ −(p+1−j) , whence we halve the interval for j to avoid the duplicates: 1 ≤ j ≤ (p − 1)/2. Note that we go up to and including j = (p−1)/2 in order to satisfy j = (p+1)/2 once and for all.
Finally, if we wish to later count these periodic points, it is desirable to show that all of a = γ i + γ −i , 0 ≤ i ≤ (p − 1)/2, and a = θ j + θ −j , 1 ≤ j ≤ (p − 1)/2, are distinct. We check these one case at a time:
We have the following:
Subtract the righthand side,
Factor the lefthand side,
The former implies that j = j , whereas the latter is impossible since 2 ≤ j + j ≤ p − 1.
Lastly we consider
Recalling that γ = δ p+1 and θ = δ p−1 , we have
From Theorem 2.4 we have that
Similarly, we find that
since we get the same terms except for the signs of the N/(log N ) term, which we contain within the big-O expression. Therefore we have
Note that the asymptotic behaviour of ST −2 (N ) is identical to that of ST 0 (N ).
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4 The periodic points of f c (x) = x 2 + c
Unfortunately, it is difficult to apply the above methods to the case of f c for c = 0, −2. Observe that for both the cases of T 0 (p) and T −2 (p) the techniques boil down to expressing the nth iterate of the maps on some a ∈ F p as the sum of terms of the form η 2 n i , for some cleverly chosen η i (a itself in the case of f 0 , the roots of a carefully designed polynomial in the case of f −2 ).
Ultimately, Vasiga and Shallit's pivotal result was finding this polynomial that enables the expression of the nth iterate of f −2 as the sum of such powers. To our knowledge, there is currently no other c for which an analogous method is known.
Since we don't know of any such methods-nor indeed any other kind of approach to the problem-we are unable to find expressions for the periodic points of f c , whence we're similarly unable to find explicit expressions for T c (p).
Having said that, there are things we know about T c (p). In We demonstrate the unpredictable behaviour of T c (p) for c = 0, −2 in Figure  4 .1 by comparing plots of them with plots of T 0 (p) and T −2 (p). It is plain to see that T 0 (p) and T −2 are much more well behaved. Note also that the magnitudes of T 0 (p) and T −2 (p) are far, far greater than that for the other c.
The plots of other T c (p), c = 0, −2, look similar to that of T 1 (p) and T 5 (p).
The asymptotic behaviour of ST c (N )
Despite this lack of knowledge and the difficulty in describing the behaviour of T c (p) for c = 0, −2, there are interesting observations to be made. By being inspired by the previous investigations of the asymptotic behaviour of ST 0 (N ) and ST −2 (N ), we compute T c (p) for consecutive primes p and using these we compute ST c (N ) for N up to and including the last of these primes. We do so quite naïvely by means of the following algorithm: The motivation for this algorithm, which we implemented in Mathematica, is rather straight forward: if, at any point, two elements in the list are equal, there is no sense in continuing to iterate on both; since they are equal, their orbits are also equal. We therefore discard one of them. Further, for the number of elements in the list to remain constant, we must have that no two of the remaining elements map to the same element (because then the length of the list would decrease). Since all the remaining elements must map to different elements, we must be stuck in cycles. We compute T c (p) for each c = −5, −4, . . . , 4, 5, for the first fifty thousand primes p.
It is worth noting that this is by no means a particularly fast algorithm, though it is fast enough for our purposes. Computing T c (p) for the first fifty thousand primes for a fixed c took in the order of half a day on an ordinary personal computer. Since the algorithm needs to store a list of all the elements of F p it also requires a considerable amount of memory for large primes p. Both the running time and the memory requirements could be improved upon by implementing a tortoise and hare algorithm for finding cycles, like Floyd's cycle finding algorithm [Fl67] or Brent's algorithm [Br80] .
Remark 4.1. Note that if c ≥ p, c will be reduced modulo p. Therefore, for example T 3 (5) = T −2 (5) since 3 ≡ −2 (mod 5). Because of this there's a certain amount of double counting when considering ST c (N ), since for example ST 3 (N ) and ST −2 (N ) for N ≥ 5 will include the same term T 3 (5). As N increases, this will of course become less and less significant. For the fifty thousand data points collected, it appears as though these ratios all approach 1. Indeed, though not all are shown in Figure 4 .2, all of the plots of this type approach 1 as N increases, for any combination of c and c where c, c ∈ {−5, −4, −3, −1, 1, 2, 3, 4, 5}.
Since ST c (p N ) and ST c (p N ), for c, c = 0, −2, appear to be asymptotically equal, it is natural to ask what they might be equal to. We arrive at what might potentially be an answer to this question by dividing ST c (p N ) by √ p N and finding that this ratio appears linear. We show this plot for c = 1, and c = 5 in Figure 4 .3.
That both of these plots should look very similar is of course to be expected: we have already seen in Figure 4 .2 that different ST c (p N ) appear to be very close to equal for c = 0, −2 as N grows larger.
Furthermore, since the plot of ST c (p N )/ √ p N appears linear, the obvious next step is to try to decide the slope of this line. It varies slightly, although not very much, for our different c, the smallest being roughly 0.803 for c = 1 and the largest being approximately 0.811 for c = 2. The former appears to be rather stable around 0.81, whereas the latter seems to be increasing. We observe this by plotting the slope of the linear approximation for ST between 1 and 100, for the first ten thousand primes p, with which we then compute ST c (p 10000 ), p 10000 = 104729 being the ten thousandth prime, for c between 1 and 100. All of these one hundred values are between 2570000 and 2638000. Since there aren't any outliers, it would appear as though they all behave roughly the same. For reference it is worth noting that ST 0 (p 10000 ) and ST −2 (p 10000 ), contrary to the sums above, are in the order of 165500000.
Note that Figure 4 .3 suggests that
where p N is the N th prime number and k is some constant that Figure 4 .4 suggests is close to 4/5. Further note that since p N is the N th prime number, N is the number of primes less than or equal to p N . We know from the Prime number theorem (see [Ko01] ) that this is approximately equal to p N / log(p N ). We therefore have This leads us finally to the formulation of our conjecture regarding the asymptotic behaviour of ST c (N ) for c = 0, −2.
