The equation y = / + Ky is considered in a separable Hubert space H, with K assumed compact and linear. It is shown that every approximation to y of the form yXn = £nanl«. (where {u-} is a given complete set in H, and the an¡, 1 < / < n, are arbitrary numbers) is less accurate than the best approximation of the form y2n = f + ZnbnjKUj, if ii is sufficiently large. Specifically it is shown that if y Xn is chosen optimally (i.e. if the coefficients an¡ are chosen to minimize \\y -yXn II), and if y2n is chosen to be the first iterate of yXn, i.e. y2n = f + KyXn, then || v -y2" II < <*" \\y -yXn II, with an -» 0. A similar result is also obtained, provided the homogeneous equation x = Kx has no nontrivial solution, if instead y, is chosen to be the approximate solution by the Galerkin or Galerkin-Petrov method. A generalization of the first result to the approximate forms y3n, y¿\n, ■ ■ ■ obtained by further iteration is also
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Abstract. The equation y = / + Ky is considered in a separable Hubert space H, with K assumed compact and linear. It is shown that every approximation to y of the form yXn = £nanl«. (where {u-} is a given complete set in H, and the an¡, 1 < / < n, are arbitrary numbers) is less accurate than the best approximation of the form y2n = f + ZnbnjKUj, if ii is sufficiently large. Specifically it is shown that if y Xn is chosen optimally (i.e. if the coefficients an¡ are chosen to minimize \\y -yXn II), and if y2n is chosen to be the first iterate of yXn, i.e. y2n = f + KyXn, then || v -y2" II < <*" \\y -yXn II,
with an -» 0. A similar result is also obtained, provided the homogeneous equation where {u¡} is some suitable complete set of linearly independent elements of H, and the ani are real or complex coefficients. Indeed, many numerical methods [2] , [4] for the approximate solution of integral equations (e.g. Galerkin method, collocation, least squares and variational methods) make use of an approximate solution of the form (2), differing from each other only in the choice of the coefficients.
The main purpose of the present paper is to show that the alternative form
is always capable of better accuracy than (2), if n is sufficiently large. Specifically, let y*n and y*n denote the best possible approximations of the forms (2) and (3), i.e. y*n and y*n are the approximations that minimize the respective Hubert space error norms \\y ~ yXn II and \\y -y2n ||. Then it is shown in the following section (Theorem 1) that H.V ~^|"ll < a"\\y ~ y\n "' wnere an -* Q-Indeed, it is shown that even the choice y2n = f + Ky*n (which is of the form (3), but not in general optimal) satisfies Wy ~y2n II ^ anWy ~y*n "' w'tn an -* Q' ln omer words, the best approximation of the form (2) is always improved by iteration (unless, of course, it is already exact), if zz is sufficiently large. z\n explicit expression for an is given in the theorem; hence information is avaüable, in principle, on how large zz needs to be in any particular case for the improvement to be significant.
An extension of the result to the still more highly iterated approximate forms y un-y An' ■ ■ ■ > given by yin=f+Kf+ZcniK\, etc., i=i is given in Theorem 2. The essential result is that the optimal approximation of the zzzth kind yimn is always improved by a single iteration, if zz is sufficiently large, provided (for zzz > 1) that the range of K is dense in H, or what is equivalent, that the nuU space of K* is trivial.
For the various practical methods of the first kind, the solutions yXn that arise are of course generally not optimal. For each such method, an interesting practical question is suggested by Theorem 1, namely: is it true that yXn is necessarily improved by an iteration, if zz is sufficiently large? In the present work (Theorem 3) this question is answered in the affirmative for the Galerkin-Petrov method, thereby extending a result previously obtained [6], in the course of a study of degenerate-kernel methods for integral equations, for the ordinary Galerkin (or Bubnov-Galerkin) method.
The result for the Galerkin methods, that iteration necessarily improves the accuracy if zz is sufficiently large, is of practical importance, because the required iteration can be carried out without extra work, since the Galerkin methods already require the calculation of the quantities Ku¡, i = 1, . . . , zz. The fact that iteration of the Galerkin solution is sometimes beneficial has been observed previously [2] , on the basis of practical experience. It is apparent from some recent calculations [7] that the benefit obtainable by the iteration can be very striking indeed, even in cases where \\K\\» 1.
2. Principal Result. Let Un be the subspace of H spanned by ux, . . . , un, and let Pn be the orthogonal projection operator onto Un. Then Pn has the properties P2 = P" = P*, \\Pn II = 1. The sequence {u¡} is assumed to be complete in H, hence
Pnx -► x for all x G H.
The best approximation \oy of the form (2), i.e. the element yXn £ Un that minimizes lb-^ln II, is [1] (4)
Similarly, since y -y2n can be written, with the aid of Eqs. (1) and (3), as y-y2n=Ky-ZbniKui, i=i it is seen that ||>> -y2n || is minimized by choosing Y,bniKui to be the orthogonal projection of Ky onto KUn (the span of Kux, . . . , Kun). Thus, the best approximation toy of the form (3) is
where P2n is the orthogonal projection operator onto KUn. The following theorem asserts that the approximate solution by the Galerkin-Petrov method is necessarily improved by an iteration for zz sufficiently large, provided that 1 is not an eigenvalue of K. ,477 explicit expression for ßn is given by Eq. (26). It also foUows from (19) that WnPn = Pn and that ß"II" = ß"; hence I ~ Un can be written in either of the forms (2i) / -n" = (/ -n")(/ -p") = (i-Qn)(i -n"). hence we obtain (25) \\y -y2n ll < ||(/ -Arn,,)-1 h H* -Arn,, 11 \\y-Pny II = ßn \\y -y\n II, where (26) ft,-IKz-^rMl HA:-A:n.ii.
The limit ßn -*■ 0 follows from ||(7 -Arnn)_1 II -► 11(7 -AT)-11| and the result 11 AT -ATn"|| -► O proved above.
