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Most contemporary chemists consider quantum mechanics to be the foundational theory of their discipline, although few of the calculations that a strict reduction would seem to require have ever been produced. In this essay 1discuss contemporary algebraic and diagrammatic representations of molecular systems derived from quantum mechanical models, specifically configuration interaction wavefunctions for rrb initio calculations and molecular orbital energy diagrams. My aim is to suggest that recent dissatisfaction with reductive accounts of chemical theory may stem from both the inability of standard accounts of reduction to incorporate the diverse forms of representation found in chemical practice and our philosophical predilection to analyze all connections between theories in terms of logical reduction.
reductive accounts of intertheoretic relations such that they cannot capture meaningfully the connections between chemistry and quantum mechanics.
The present essay sheds light on each of these concerns by examining contemporary representation schemes of molecules, specifically configuration interaction wavefunctions for ab initio calculations and molecular orbital energy diagrams. Following a brief sketch of the early history of quantum chemistry, I examine the structure of each representation scheme, investigating both what and holv it is capable of representing. The ultimate goal is to understand how the representational resources of each scheme may promote or inhibit the robustness of common modes of chemical reasoning. Finally, I return to the issue of reduction, offering some preliminary thoughts on how self-consciousness about representation may inform our understanding of the connections between chemistry and quantum mechanics.
A Brief History of Quantum Calculations.
Schrodinger produced the wavefunction formulation of the new quantum theory in 1926. Scientists immediately grappled with how to apply the theory to molecules, hoping in particular that it might provide the explanation of covalent bonding troublingly absent in existing chemical theory. Yet the stationary state equation provided only an elegant, aloof formalism, Hty = Ety, with no instructions for modeling molecules.
Indeed, the time-independent Schrodinger equation was, and continues to be, uncooperative in several distinct ways. Most obviously, this eigenvalue equation cannot be solved analytically in closed form for multielectronic systems (it is an n-body problem). One can derive only approximate solutions and attempt to evaluate the distance between these solutions and the exact one. In practice, most calculations rely upon the variational principle:
For an arbitrary wavefunction, ty, the expectation value, E, of the Hamiltonian is an upper bound to the lowest eigenvalue, El (which corresponds to the ground state energy of the system). When ty is the exact solution, E = El.
This principle allows approximation of the actual wavefunction, which would supply the lowest energy E,, by minimizing the energy associated with trial wavefunctions containing variable parameters. (For a modern exposition, see McWeeny 1973.) Computational tractability further dictates that approximate Hamiltonians be written for systems of molecular complexity. Almost all treatments use nonrelativistic Hamiltonians, even though some relativistic ef-fects are to be expected in electron behavior, especially in heavy atoms. In addition, the Born-Oppenheimer (1927) approximation, relying on the significant mass differences of nuclei and electrons, produces independence of nuclear and electronic motions. As a result, the molecular wavefunction can be written as a product of electronic and nuclear components that may be factored and solved separately. Finally, electron interactions are exceedingly difficult to evaluate mathematically and thus are often approximated or neglected altogether.
Despite such difficulties, less than a year after the introduction of wave mechanics, Heitler and London (1927) presented a quantum mechanical model of the hydrogen molecule which predicted energetic stabilization significant enough to account qualitatively for the diatomic bond. Quantitatively, their treatment accounted for only approximately 67% of the experimental bond energy, but it did provide some general guidelines for tackling molecular Schrodinger equations. Trial wavefunctions were formed as products of wavefunctions of the individual atoms joined in the molecule. Such an approach meshed nicely with classical structural theory's reliance upon atoms as the primitive constituents of matter. In addition, the mathematical energy expressions generated by this technique suggested a "resonance" mechanism to account for covalent bonding.
Between 1927 and 1935, numerous researchers attempted to produce an empirically adequate calculation of the bond energy of hydrogen, but the calculation that received greatest attention was one by James and Coolidge in 1933 . It predicted the ground state energy of the hydrogen bond with 98% accuracy, a result far outstripping every other calculation to date. The trial wavefunction used by James and Coolidge is given below:
The B,p, and x terms are simple functions of distances between pairs of particles; e.g., x = 2(distance between electrons)/(distance between nuclei). Summation is over positive integral values of m, n, j, k, and p, determining the total number of terms in the wavefunction expansion. For the computation, one chooses a precise value for d, essentially a free parameter, and then varies the nuclear separation distance to minimize ground state energy. While the details of the calculation are not critical for our purposes, recognizing the general complexity of the task is. The computation was daunting: it took the authors more than a year to secure the results for a thirteen term expansion of the wavefunction, and two different sets of errors were discovered only after the results had gone to press in the newly formed Jou~nul of Ckenzical Plzysics. And this was only hydrogen! Given how intellectually expensive this calculation was, it is appropriate to ask what exactly it accomplished. After all, chemists knew by other means, and with great accuracy, the energetics of the ground state for this stable molecule. But they did not know if the stationary state Schrodinger equation could predict these facts precisely and accurately. No doubt this was a significant accomplishment, though more so for quantum theory than for chemistry as such.
This brief history is intended to serve two functions: to provide a context for the discussion that follows and to underscore from the beginning the different functions played by various quantum treatments of molecules. The Heitler-London calculation was sufficient for predicting the existence of a stable covalent bond and the conceptual underpinning of the mathematical techniques employed facilitated a general "explanation" of this bonding while also providing guidelines for the treatment of other molecules. The James-Coolidge calculation, in contrast, was valuable as a confirmational exercise; it demonstrated the new quantum theory's sufficiency for empirically adequate predictions of particular energy states. The calculation is also significant because it eschewed reliance on outside knowledge in solving the Schrodinger equation; it was to be an ab initio calculation. In this respect, the James-Coolidge calculation sits comfortably beside standard deductive accounts of theory reduction. A fact from one domain of inquiry was captured completely by the theoretical structure of another domain.
Ab Znitio
Calculations via Configuration Interaction. Unfortunately, the specific method employed by James and Coolidge has particular computational difficulties which made it practically impossible to extend to new cases. The authors themselves reported "disappointing" results in attempting to apply the method to other light diatomic molecules. However, a more general procedure for composing trial wavefunctions as summations of a large number of simpler functions remains the primary method of solving molecular Schrodinger equations. This approach is called "configuration interaction." The general procedure is outlined below.
(1) Select a basis set of 1-electron wavefunctions. While in principle any basis set of orthonormal functions can be used, we will restrict our discussion to basis sets constructed from the wavefunctions (ground and excited states) of the hydrogen atom, referred to as hydrogenic or Slates-type "orbitals" (Table 1) . Doing so will facilitate comparison with the diagrams discussed in the next section of this essay. 
Z = number of protons in nucleus; R = distance from nucleus; a, (constant) = Bohr radius (3) Let t,v = 2 ciQi where Qi is a configuration function composed of the Molecular Orbitals produced in step (2). A configuration function assigns to each electron a particular molecular orbital and corresponding energy level. In effect, it is a description of a possible electronic state of the total molecular system. Mathematically, it takes the form of a product of the functions formed in step (2). (4) Use the Variation Method to produce a minimal energy solution to the Schrodinger Equation, H~Y = E y , corresponding to the molecule under consideration using the trial wavefunction generated in step (3).
This method is known by its acronym: SCF-LCAO-MO-CI. In principle, if one employed a complete basis set, along with all corresponding configuration functions, the solution generated in step (4) would be an exact solution to the Schrodinger equation for the system represented by the Hamiltonian. (Of course, this solution would still be an approximation to the extent that the Hamiltonian representing the molecule is an idealization.) In practice, a finite and incomplete set of basis functions is selected, truncating what would be, with few exceptions, an infinite series. It is worth noting that the number of configuration functions, Qi, in a given expansion will equal bN, where b is the number of basis functions (atomic orbitals) and N is the number of electrons in the system. Thus, even when the set of basis functions is small, the intricacy of the wavefunction increases rapidly with the number of electrons. Even a simple water molecule, for example, has eighteen electrons. The upshot of all this is straightforward. For their success, ab initio calculations rely on highly flexible trial wavefunctions. This flexibility is achieved by conjoining many component functions, each with coefficients and parameters that may be jointly optimized, into a single long series. Given the necessary computational resources, such a trial wavefunction is likely to produce a good approximation to the actual wavefunction because it has searched a wide-ranging possibility space. The results of modern configuration interaction computations are typically expressed as long streams of optimal coefficient and parameter values (see, e.g., Karplus and Porter 1970, 347, 350, 412) .
Yet a wavefunction is more than an abstract mathematical tool; it is a representation of a physical system. How is information about molecules represented by these wavefunctions? Prior to specification of coefficients and parameters, the trial wavefunction for an ab initio calculation is highly general. Indeed, that is one of its computational virtues; the same functional form is adequate for representing a large class of molecules. At the same time, a number of alternative basis sets can be used to compose the wavefunction. Thus, within the mathematical framework, there is a manyto-one mapping between specific wavefunctions and any physical system coupled with the possibility of representing physical systems with quite different physical and chemical properties with highly similar or identical functional forms.
We extract information, or content, from the wavefunction by manipulating it mathematically, generating expectation values for energy and other measurable properties. For a configuration interaction wavefunction, relevant information can be stored, in principle, in any of the terms of the expansion series. In this sense, it is a "distributed" representation. Combining this fact with the multiplicity of possible basis set functions essentially prohibits rich interpretation of the individual terms of a wavefunction expression. Furthermore, the contribution of one term in a particular basis set wavefunction to the value of some molecular property can be scattered throughout the terms of an alternative basis set formulation.
In short, the syntactic structure of ab initio wavefunctions has significant impact on the semantic structure of wavefunctions as representations of molecules. Several explicit consequences of this representational structure are pertinent to their role in chemical practice.
First, computational complexity restricts the scope of application severely. We need only recall the "dark ages" of computational quantum chemistry, prior to the introduction of computers, when production of elaborate tables of integral evaluations was the epitome of theoretical progress or the vast efforts of the 1950s and 1960s to gain tractability through the adoption of basis sets with favorable convergence properties. (For a survey of these developments, see Schaefer 1984 .) Even today, with mega-computers at full force, only systems with a relatively small number of electrons or high degrees of symmetry can be treated in a rigorous manner; most calculations for larger systems rely upon all manner of semiempirical techniques to coax results. Thus, there is little hope for ab initio calculations guiding contemporary chemical practice in any integrated and overarching fashion.' Second, this same complexity restricts the utility of analyses that are within reach. The series formulation of the wavefunction prohibits easy identification of a molecule within the representation scheme. While in principle a wavefunction is a precise and definite description, it cannot be recognized as such by humans; the information it contains stays coyly out of sight, and sadly out of mind. Nor is this merely a matter of human frailty. Given that actual wavefunctions are truncations of complete series representations, recognizing identity across different basis sets is nontrivial even for a computer.
More important, ab initio calculations comprise a set of unconnected derivations concerning the energetic states of particular molecules. The derivations have the same starting point, the stationary state Schrodinger equation, but are otherwise distinct. As a result, there is no obvious way to capture traditional categories of chemical practice from the set of wavefunctions specified by these calculations. We can perhaps understand via the wavefunction the trends in electronegativity observed across a row of the periodic table; a series of precise predictions can be sufficient here. But what foundation do we have to justify our inferences that one acid can be substituted for another within a chemical reaction, or that halides with highly different numbers of electrons will exhibit similar chemical reactivity? Quantitative specificity thwarts such generalization as does the existence of descriptions whose equivalence cannot be readily recognized. These are practical difficulties but underneath is a more fundamental one, namely whether types, and their tokens, can be explicitly represented in the scheme or whether we are limited to particulars.
With no internal relations among treatments of different systems, there also will be no significant guidance for the representation of new systems. There is no underlying auflau,no line of reasoning to aid further theory development. While chemists can think of CO, and SO, as having significantly related reactive properties, wavefunction representations do not explicitly acknowledge such facts nor is it clear how they might capture this information. If I presented a chemist with the wavefunction for carbon dioxide and asked her to tell me about the wavefunction for sulfur dioxide, there would be very little that she could say., Thus, practitioners have no means of "bootstrapping" new analyses on old ones nor do they have access to any means of troubleshooting for errors in the descriptions, eitation, notably when Foster and Boys (1960) generated unintuitive predictions of the nonlinear geometry of CH, in the absence of existing spectroscopic data. 2. To be fair, some researchers specifically investigate how particular solutions can be used to improve efficient searches for new solutions. But in such cases, it is not clear how the reasoning employed depends upon chemical concepts per se rather than abstract mathematical insights.
ther their own or those of others (recall the unnoticed errors in James and Coolidge's original calculations).
I do not intend to deny the virtues of computational chemistry. Precise predictions are in certain contexts invaluable, not to mention that the types of reliability afforded by automated digital computation make possible methods of inquiry clearly beyond the range of unassisted human cognition. I aim instead to display the insufficiency of principled manipulations of a foundational mathematical theory; standing alone, wavefunctions provide little grip on well-established categories of chemical practice. A recent book on theoretical models in chemistry makes the point this way: Additional problems are represented by molecular wavefunctions provided by the modern high-level computational quantum chemistry methods. They involve, in principle, all the information on a molecular system, but they are so immensely complex that they cannot be immediately understood in simple and physically meaningful terms. Both of these aspects, categorization and interpretation, call for conceptual models. . . . (Maksic 1990, vii) 4. Diagrammatic Molecular Orbitals. In the absence of automated computation, from the James-Coolidge result in 1933 until the mid-1960s few nb initio molecular calculations were even attempted. But within pedagogical contexts in particular, a scheme for portraying molecular bonding diagrammatically emerged as a common representational device in chemistry. This diagrammatic scheme evolved from the very same mathematical structure underlying configuration interaction calculations described in Section 3. Today, these diagrams serve as valuable tools of reasoning for the chemist, allowing various aspects of bonding, energetics, and chemical reactivity to be inferred from the diagrams without reliance on more principled Schrodinger calculations.
In order to see how this is possible, we need to understand how and what the diagrams represent. To do this, let us investigate how they are structured. Start with the spatial electron probability density functions obtained by integrating the spatial portion of the wavefunctions of the hydrogen atom (the functions in Table I ), evaluating J y~* y~d v . These "atomic orbitals" can be represented graphically (Figure 1 ).
These functions have characteristic shapes (determined by the angular momentum quantum numbers I and m,) that are easily identified: s-orbitals are spherical, p-orbitals have a "dumbbell" shape, etc. The quantitatively specific information in a graphical representation of y~' is codified and simplified into these few readily distinguishable shapes, and conventions are established for representing in two dimensions the three-dimensional forms. (Actually the conventions here are parasitic upon the general Figure 1 . Graphical representation of hydrogenic orbitals ones used in all printed media). These basic "units" comprise the alphabet of the diagrammatic scheme. Although these simple shapes maintain the integrity of certain spatial features of the orbitals they represent, they are highly conventional and thus more symbolic than iconic in nature; in this respect there is a significant transformation of representation in moving from graphs of the wavefunction to the schematic diagram elements.
The next step is to specify the spatial interactions allowed between individual orbitals (something actually dictated by underlying, but here invisible, mathematical structure). Because the shapes have been reduced to a few generic types, the set of interactions between them is also relatively small. For example, two p orbitals can overlap end-to-end or side-to-side (Figure 2) .
With the set of allowed interactions articulated, we next represent the interactions of atoms, with their corresponding electron orbitals, via orbital energy diagrams. Overlapping orbitals produce shifts in the total energy of a multi-atomic system; they are the glue of bonding as well as the source of repulsion. In molecular orbital energy diagrams, the scheme of orbital shape interactions is embedded within a graph of energy with respect to nuclear separation distances. The simplest interaction is that between two s orbitals (Figure 3) .
Horizontal distances correspond loosely to internuclear distances while vertical distances represent energy magnitudes. Orbitals in the middle are molecular orbitals resulting from interaction of the atomic orbitals on either side. Interactions are essentially local; orbital overlap occurs only between orbitals at similar vertical locations, i.e. between those with comparable energies, a constraint supplied explicitly by the organization of the diagram. Notice that in Figure 3 two MO's are produced by interacting 1s orbitals, one of lower energy (bonding) and one of higher energy (antibonding) . This is the case with each pair of overlapping orbitals.
The process of diagram construction can be captured by an explicit set of rules. Below is a loose set of instructions for diatomic molecules of the first two rows of the periodic table:
1. Order the orbitals of each atom in the system in terms of increasing energy. 2. Place the orbitals of adjacent atoms side by side, roughly matching energy levels to see which orbitals are capable of significant overlap. 3. For each pair of atomic orbitals with significant overlap, construct the bonding and antibonding molecular orbitals. 4. Order the complete set of molecular orbitals for an interacting pair according to energy. It is helpful to keep in mind that orbital energy generally increases with respect to the number of bond axis nodal planes. 5. Starting from the lowest energy orbital and working upward, fill each molecular orbital with two electrons (of opposite spin). [Electrons are symbolized by arrows pointing up or down for spin.] When there are multiple orbitals with the same energy (degeneracy), keep electrons unpaired as long as possible.
For homonuclear diatomic molecules of the first three rows of the periodic table, this procedure is encapsulated in a general diagram (Figure 4) .3 3. The relative ordering of molecular orbital energy levels varies dependent upon the constituent atoms of the system. Thus, for example, in some cases the degenerate 2x orbitals may be of lower energy than the corresponding 20 orbital while the 2n* will be of higher energy than the 20*.
In this diagram, the actual shapes of the atomic and molecular orbitals have been suppressed. This is possible because orbital interactions produce a small set of predictable outcomes. Diagrams representing more complex systems are constructed piecewise from these simple beginnings. The modeling scheme has an explicit compositional structure such that diagrams for simple systems-small molecules, fragments, or radicals-provide the building blocks for diagrams of increasingly complex molecular structures. While the rules of diagram construction seldom are articulated explicitly, and instead are taught through repeated demonstration and practice, the structure of the diagrammatic scheme would in principle allow algorithmic production.
Once the diagrams have been constructed for a given molecule, various inferences can be made from them. Bond stability is the most common piece of information extracted, but a trained user of the diagrams can infer a great deal more, e.g., spectral properties, molecular geometry, and reaction pathways. In fact, Lennard-Jones (1929) produced one of the first versions of the diagram in Figure 4 to rationalize the paramagnetism of the oxygen molecule, an anomalous fact given the molecule's even number of electrons. The diagram clearly displays two unpaired electrons resulting from degeneracy in the highest occupied molecular orbitals ( Figure 5 ). Further development of the inferential capacity of the diagrams is a continuing enterprise in chemistry. A recent textbook devoted exclusively to the diagrams uses them to predict reaction mechanisms (Jean and Volatron 1993) .
The robustness of molecular orbital diagrams, and thus their capacity to support reasoning, is clearly contingent upon certain facts. Most notably, the relatively wide spacing between energy levels for low quantum numbers insures that the ordering of molecular orbital energy levels in the center of the diagram can be determined with high accuracy. If these energy levels were very close together, drawings would have to be infeasibly precise to be useful. Likewise, the diagrams would be impractical if the shapes of atomic orbitals were significantly more complex spatially or more diverse in kind. There are limits, it seems, to what a diagrammatic practice can achieve; in this regard, it might be productive to compare molecular orbital diagrams to those of Euclidean geometry.
Just as with series expansion wavefunctions, the representational format of this scheme has meaningful consequences. Because there are a finite number of orbital shapes which are readily distinguishable by their rough topological features (so much so that we need not always include the shapes themselves within the diagrams), orbital diagrams can be reliably reproduced and recognized. Unlike the mathematics of wavefunctions, MO diagrams can support individual reasoning effectively and be communicated efficiently. As with the practice of Euclidean geometry, scribbles on the blackboard are easy to manufacture and easy to read. Moreover, we can be skilled users of the representation scheme without knowledge of the quantum theory in which it is grounded. At many universities, students are taught how to generate, use, and manipulate the diagrams long before they study quantum mechanics.
Yet the tractability of the diagrams would be of little value if they could not capture essential theoretical and empirical information. The visual representations embodied by orbital diagrams highlight or bring to the surface certain aspects of the mathematical structure of the underlying quantum theory. Shapes can be inferentially significant precisely because overlap of adjacent electron orbitals largely determines the resulting change in energy levels of the system. Thus, the shapes of molecular orbitals are relatively good predictors of the qualitative energetics of the molecule. But the approximations introduced are nontrivial and justified pragmatically.
At the same time, the representational resources of molecular orbital diagrams preserve categories meaningful in chemical practice. Identification of a molecule by its diagram is a relatively straightforward matter. Likewise, ascriptions of type rest upon identity relations for portions of diagrams. Cl,, Br,, and F, share the same diagrammatic structure for their highest energy orbitals; thus, "halogens" are something that can be recognized explicitly by the scheme. Indeed, in general, similarity classes and groupings of molecules are manifested in various diagrammatic isomorplzisms. Such identifications are possible because the diagrams neglect certain quantitative features of the functions they represent: explicit metrics are replaced by ordering relations in energy levels, and variations in the magnitude and spatial properties of electron density functions are ignored. By abstracting away from these particularities, orbital diagrams gain the ability to represent things that wavefunctions cannot, namely, concepts defining the general types and classes at chemistry's core.
Of course, there is a corresponding loss of information. Molecular or-bital diagrams cannot produce the sharp predictions of wavefunction expectation values. Indeed, many things one can in principle extract from a wavefunction description are simply absent in the diagrams. Yet extra information can be a double-edged sword. Do you recall the chemist handed a wavefunction representing carbon dioxide and asked about the corresponding representation of sulfur dioxide? If handed the CO, energy diagram, she could generate the SO, diagram with ease. Finally, the complexity of molecular structure is made less problematic by the compositionality of the diagrams, which provides at least two distinct advantages: i) the diagrammatic scheme has wide scope not only in principle, but in actual application, because of the quasi-recursive structure of the modeling process; and ii) the fact that wholes function as parts of larger wholes without perturbation supplies a ready means of controlling error. Parts of a diagram can be compared to preexisting, often familiar, diagrams, facilitating the isolation of error. The representation scheme's structure is friendly to such probing, a property critical for the reliable use of the diagrams in novel reasoning.
5. Representation, Reasoning, and Reduction. The most frequently cited example of successful intertheoretic reduction is the connection between modern chemistry and physics. No one expressed the thought more optimistically that Dirac shortly after the introduction of the new quantum theory: "the underlying physical laws for the mathematical theory of a large part of physics and the whole of chemistry are completely known" (1929, 714) . So why the dissatisfaction among philosophers of science, especially those with training in chemistry?
I return briefly to the two possibilities suggested in this essay's introduction. First, some doubt that the laws of physics are sufficient for deriving the structure of chemical theory. Ab initio calculations, like those we have considered, are steps toward this principled reduction. Yet as we have seen, if there is reduction here, it is quite possibly limited to reduction of particulars-tokens ,if you will, without the corresponding types. Admittedly our cursory discussion settles nothing, but attention to the representational characteristics of CI wavefunctions makes the difficulty conspicuous. Ab initio calculations by design begin from scratch and are thus disconnected one from another. Types, classes, general concepts-undoubtedly part of chemical theory-must, it seems, be recovered by other means, by some structure in addition to the Schrodinger equation. The lingering controversy over molecular structure and the Born-Oppenheimer approximation fits this analysis precisely (Woolley 1978 , Weininger 1984 .
I suspect the displeasure of some of my colleagues actually has a different source, one that I rarely have heard articulated, though the point is obvious enough. Traditional accounts of theoretical reduction, though perhaps useful for analyzing confirmation relations for the "reducing" theory, provide few, if any, resources for understanding the value such connections hold for the "reduced" theory. In most accounts the "reduced" effectively disappears. Yet the productiveness achieved by introducing one theoretical domain into another is one of the few robust generalizations in the history of science. Molecular quantum mechanics has seeped into almost every crevice of chemical research and education, connecting the world of the organic lab bench with its presumed foundational theory. It has transformed the discipline (which is why chemists so readily give homage to the theory). Yet principled calculations are few and far between. Reductive derivations are not the source of this transformation.
If we want to understand how intertheoretical relations can be productive in a domain of inquiry, we need more. In particular we need to understand how choices of representation navigate the precarious landscapes in which humans struggle to maintain cognitive control over increasing abstract and complex theory coupled to ever more fine-grained empirical distinguishables. Quantum mechanical wavefunctions are not well-suited to represent the systems, or support the inferences, of greatest interest to chemists. In molecular orbital energy diagrams, we see how a change in representation has allowed chemistry to overcome, at least partially, the intractability of quantum mechanics in generating intelligible descriptions of molecules.
6. Conclusion. Significant aspects of the rationality of science are exhibited only when we are attentive to certain sorts of what might be called "fullblooded" practice. Here the connections between chemistry and quantum mechanics, though well outside the limits of current reductive analysis, are rich indeed. We need a principled account of this richness.
