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MỞ RỘNG TỪ ĐIỂN VIETSENTIWORDNET CHO MIỀN DỮ 
LIỆU THUỘC LĨNH VỰC DU LỊCH SỬ DỤNG PHƯƠNG PHÁP 
DỰA TRÊN TỪ VỰNG 
Lê Văn Hòa* 
Khoa Du lịch – Đại học Huế 
Tóm tắt. Khai phá quan điểm giúp xác định hướng quan điểm (tích cực, tiêu cực) của người 
dùng về một chủ đề, sản phẩm hay dịch vụ. Có một số cách tiếp cận khác nhau về khai phá 
quan điểm, trong đó phương pháp khai phá quan điểm dựa trên từ vựng là khá phổ biến. Độ 
chính xác của phương pháp khai phá quan điểm dựa trên từ vựng phụ thuộc rất nhiều vào 
từ điển được sử dụng, trong đó chứa các từ quan điểm về các lĩnh vực cụ thể. Một bộ dữ liệu 
có thể thực hiện phân lớp tốt trong lĩnh vực này, nhưng lại kém hiệu quả đối với một số lĩnh 
vực khác. VietSentiWordNet là từ điển quan điểm tiếng Việt được sử dụng khá phổ biến hiện 
nay, nhưng thiếu nhiều từ quan điểm cho miền dữ liệu thuộc lĩnh vực du lịch. Bài báo này do 
đó tập trung vào việc mở rộng từ điển VietSentiWordNet với việc làm giàu các từ quan điểm 
thuộc lĩnh vực du lịch, trong đó một mô hình mở rộng từ điển VietSentiWordNet sử dụng 
phương pháp dựa trên từ vựng được đề xuất và một tiến trình tiền xử lý dữ liệu với nhiều 
chức năng được tích hợp cũng được bổ sung nhằm nâng cao hiệu quả phân lớp quan điểm. 
Kết quả thực nghiệm cho thấy rằng việc từ điển VietSentiWordNet được mở rộng đã phân lớp quan 
điểm chính xác hơn đối với các câu quan điểm trong lĩnh vực du lịch. 
Từ khóa: Từ điển VietSentiWordNet; miền dữ liệu du lịch; khai phá quan điểm; phương 
pháp dựa trên từ vựng; hướng quan điểm. 
1 Giới thiệu  
Khai phá quan điểm là một phân nhánh khác của xử lý ngôn ngữ tự nhiên, nghiên cứu về 
thái độ, cảm xúc hoặc tình cảm của con người về một chủ đề, sản phẩm, hàng hóa hoặc dịch vụ 
cụ thể [1]. Lĩnh vực này liên quan đến xử lý ngôn ngữ, ngôn ngữ học tính toán kết hợp với khai 
phá văn bản, bao gồm các kỹ thuật liên quan đến khai phá dữ liệu về quan điểm và cố gắng thu 
thập thông tin có giá trị từ dữ liệu này. Theo W. Medhat và cộng sự [2], khai phá quan điểm có 
thể được tiếp cận theo 3 hướng chính: Học máy (machine-learning), dựa trên từ vựng (lexicon-
based), và lai (kết hợp hai phương pháp trên). Phương pháp dựa trên từ vựng thực hiện việc tìm 
kiếm các từ vựng về quan điểm để phân tích văn bản. Từ vựng về quan điểm tích cực thể hiện 
một số trạng thái mong muốn (như: yêu, thích, …), trong khi từ vựng về quan điểm tiêu cực thể 
hiện một số trạng thái không mong muốn (như: ghét, không thích, …). Ngoài ra, còn có các cụm 
từ vựng về quan điểm và thành ngữ mà sau đây được gọi chung là từ vựng quan điểm. 
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Khai phá quan điểm dựa trên từ vựng thực tế cũng đã thu hút được nhiều nhà khoa học 
quan tâm. Cụ thể, nghiên cứu của C. Bucur [3] đã xây dựng một mô hình khai phá quan điểm, 
trích xuất các đánh giá về khách sạn từ các diễn đàn trên Internet và phân loại chúng dựa vào từ 
điển SentiWordNet [4]; V. Soni và cộng sự [5] sử dụng phương pháp dựa trên từ vựng kết hợp 
từ điển SentiWordNet để tìm ra các khía cạnh tích cực và tiêu cực của sản phẩm điện thoại di 
động trên website Amazon.com; M. Kundi và cộng sự [6] đã đề xuất một mô hình sử dụng 
phương pháp dựa trên từ vựng để phân lớp quan điểm với dữ liệu là các tweet trên mạng xã hội 
Twitter và G. Qiu và cộng sự [7] đã sử dụng phương pháp dựa trên từ điển để xác định các câu 
quan điểm trong quảng cáo theo ngữ cảnh. 
Đối với tiếng Việt, nghiên cứu của Kiều Thanh Bình và cộng sự [8] sử dụng từ điển liên 
quan đến các đặc trưng về cấu hình và kiểu dáng máy tính. Vũ Tiến Thành và cộng sự [9] đã xây 
dựng mô hình khai phá quan điểm khách hàng về các sản phẩm điện thoại di động dựa vào luật 
cú pháp tiếng Việt và từ điển VietSentiWordNet [10]. Rõ ràng, tùy thuộc vào từng lĩnh vực ứng 
dụng mà các nghiên cứu này làm giàu thêm các từ quan điểm cho lĩnh vực đó và kết quả là các 
mô hình khai phá quan điểm dựa trên các từ điển mở rộng này đã nâng cao được hiệu quả phân 
lớp quan điểm. Riêng với lĩnh vực du lịch, chưa có nghiên cứu nào về khai phá quan điểm đối 
với miền dữ liệu tiếng Việt.  
Theo P. Haseena Rahmath [11], thách thức lớn nhất đối với khai phá quan điểm là đặc tính 
phụ thuộc lĩnh vực của các từ quan điểm. Một bộ dữ liệu tại cùng một thời điểm có thể thực hiện 
phân lớp tốt trong lĩnh vực này trong khi thực hiện phân lớp kém hiệu quả đối với các lĩnh vực 
khác. Cùng chung với quan điểm này, Hong Nam Nguyen và cộng sự [12] cho rằng những từ 
điển quan điểm đang tồn tại một số giới hạn nhất định khi áp dụng để phân tích các bình luận 
và đánh giá tiếng Việt trong khai phá quan điểm người sử dụng. Đa số các từ điển được sử dụng 
trong các mô hình khai phá dữ liệu này thiếu khá nhiều từ quan điểm, đặc biệt trong các lĩnh vực 
cụ thể, dẫn đến hiệu quả phân lớp không cao. Từ những lý do đó, chúng tôi đề xuất mở rộng từ 
điển VietSentiWordNet của Vũ Xuân Sơn và cộng sự [10] với việc làm giàu thêm các từ quan 
điểm liên quan đến lĩnh vực du lịch. Để thực hiện điều đó, chúng tôi đề xuất một mô hình mở 
rộng từ điển VietSentiWordNet cho miền dữ liệu thuộc lĩnh vực du lịch sử dụng phương pháp 
dựa trên từ vựng. Ý tưởng xây dựng mô hình này xuất phát từ các nghiên cứu trong [6, 8, 13, 14] 
với dữ liệu vào là các bình luận liên quan đến lĩnh vực du lịch. Thêm vào đó, chúng tôi đề xuất 
một tiến trình tiền xử lý dữ liệu với một số chức năng tích hợp nhằm nâng cao hiệu quả phân 
lớp, như thêm dấu, chuẩn hóa láy âm tiết (đối với những từ thể hiện cảm xúc đặc biệt), chuẩn 
hóa chữ viết tắt, xử lý biểu tượng cảm xúc. Các đề xuất này nhằm hướng đến xây dựng một từ 
điển quan điểm tiếng Việt mà có thể áp dụng cho việc phân lớp quan điểm trong lĩnh vực du lịch. 
Các phần tiếp theo của bài báo gồm: các phân tích về các nghiên cứu liên quan được mô tả 
trong Phần 2; Phần 3 đề xuất phương pháp mở rộng từ điển VietSentiWordNet cho miền dữ liệu 
du lịch, trong đó hai sơ đồ bổ sung từ quan điểm và tiền xử lý dữ liệu được mô tả chi tiết. Phần 
4 là thực nghiệm và phân tích kết quả. Kết luận của bài báo được trình bày trong Phần 5. 
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2 Nghiên cứu liên quan 
Khai phá quan điểm là nhằm phát hiện quan điểm về một đối tượng là tích cực hay tiêu 
cực. Các đặc trưng về đối tượng là được mô tả, đánh giá ở các mức độ khác nhau. Theo B. Liu 
[15], các thành phần cơ bản của một quan điểm bao gồm: 
- Người nêu quan điểm (Opinion holder): là người hoặc tổ chức đưa ra quan điểm về một 
đối tượng. 
- Đối tượng (Object): là một thực thể được phản ảnh bởi người nêu quan điểm đưa ra quan 
điểm. 
- Quan điểm (Opinion): là một ý kiến, tình cảm hoặc sự đánh giá của người nêu quan điểm 
về một đối tượng. 
Tùy theo từng trường hợp và mục đích cụ thể, việc khai phá quan điểm có thể ở các mức 
khác nhau: mức tài liệu, mức câu và mức đặc trưng. Dựa vào nhiệm vụ liên quan đến các mức và 
giả định được thực hiện ở các mức khác nhau, N. Mishra và cộng sự [16] đã đưa ra đánh giá về 
khai phá quan điểm ở các mức khác nhau như được mô tả như trong Bảng 1. 
Bảng 1. Đánh giá về khai phá quan điểm ở các mức khác nhau 
Mức khai phá 
quan điểm 
Giả định được thực hiện Nhiệm vụ liên quan 
Mức tài liệu 1. Mỗi tài liệu tập trung vào một đối 
tượng và chứa quan điểm được đưa ra bởi 
duy nhất một người nêu quan điểm. 
2. Không áp dụng cho bài đăng trên 
blog và diễn đàn vì có thể có nhiều quan 
điểm về nhiều đối tượng trong các nguồn 
đó. 
Nhiệm vụ: Phân loại quan điểm 
đánh giá. 
Các lớp: Tích cực, tiêu cực và trung 
lập. 
Mức câu 1. Một câu chỉ chứa duy nhất một quan 
điểm được đăng bởi duy nhất một người 
nêu quan điểm; điều này không thể đúng 
trong nhiều trường hợp, ví dụ có thể có 
nhiều quan điểm trong câu ghép và câu 
phức. 
2. Ranh giới câu được xác định trong 
tài liệu đã cho. 
Nhiệm vụ 1: Xác định câu đã cho là 
chủ quan hoặc có quan điểm. 
Các lớp: Khách quan và chủ quan 
(có quan điểm). 
Nhiệm vụ 2: Phân loại quan điểm 
của câu đã cho. 
Các lớp: Tích cực, tiêu cực và trung 
lập. 
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Mức khai phá 
quan điểm 
Giả định được thực hiện Nhiệm vụ liên quan 
Mức đặc trưng 1. Nguồn dữ liệu tập trung vào các đặc 
trưng của một đối tượng được đăng bởi 
duy nhất người nêu quan điểm. 
2. Không áp dụng cho bài đăng trên 
blog và diễn đàn vì có thể có nhiều quan 
điểm về nhiều đối tượng trong các nguồn 
đó. 
Nhiệm vụ 1: Xác định và trích xuất 
các đặc trưng đối tượng đã được nhận 
xét bởi người nêu quan điểm. 
Nhiệm vụ 2: Xác định hướng các 
quan điểm về các đặc trưng là tích cực, 
tiêu cực hay trung lập. 
Nhiệm vụ 3: Gom nhóm đặc trưng 
đồng nghĩa. Tạo một bản tóm tắt quan 
điểm dựa trên đặc trưng của nhiều 
đánh giá. 
Đã có một số nghiên cứu liên quan đến khai phá quan điểm sử dụng phương pháp dựa 
trên từ vựng. Cụ thể, nghiên cứu của C. Bucur [3] đã đề xuất một mô hình để trích xuất và phân 
loại các đánh giá khách sạn được đăng bởi người dùng trên các website du lịch. Hệ thống trích 
xuất các đánh giá của khách sạn từ internet và sử dụng kỹ thuật khai phá quan điểm để phân loại 
chúng dựa vào từ điển SentiWordNet [4]. Tuy nhiên, mô hình khai phá quan điểm của tác giả xử 
lý ở nhiều mức (mức từ, mức câu và mức tài liệu) nên sẽ gặp khó khăn khi tổng hợp quan điểm 
đối với các bình luận chứa nhiều quan điểm liên quan đến nhiều đối tượng. Tương tự, nghiên 
cứu của V. Soni và cộng sự [5] cũng đã sử dụng phương pháp dựa trên từ vựng kết hợp với từ 
điển SentiWordNet. Nhóm tác giả tập trung vào việc phân tích quan điểm ở cấp độ khía cạnh để 
tìm ra các khía cạnh tích cực và tiêu cực của sản phẩm điện thoại trên website Amazon.com. Mục 
tiêu chính của phân tích mức khía cạnh là xác định các đặc trưng sẽ được phân tích, trích xuất 
các đặc trưng này và tính toán độ phân cực của nó. Trong nghiên cứu này, nhóm tác giả đã thiết 
kế một bộ từ điển dữ liệu mới cho lĩnh vực điện thoại di động. Tuy nhiên, trong giai đoạn tiền 
xử lý dữ liệu của nhóm tác giả chưa tích hợp các chức năng xử lý chữ viết tắt và biểu tượng cảm 
xúc để tăng ngữ nghĩa cho văn bản. Trong khi đó, nghiên cứu của M. Kundi và cộng sự [6] đã đề 
xuất một mô hình sử dụng phương pháp dựa trên từ vựng để phân lớp quan điểm với dữ liệu là 
các tweet trên mạng xã hội Twitter. Mô hình này dựa trên sự tổng hợp của nguồn dữ liệu là các 
bộ từ vựng và từ điển khác nhau. Nghiên cứu này quan tâm đến việc xử lý tiếng lóng và biểu 
tượng cảm xúc giúp cho việc phân lớp đạt hiệu quả cao. Ngoài ra, nghiên cứu của G. Qiu và cộng 
sự [7] đã sử dụng phương pháp dựa trên từ điển để xác định các câu quan điểm trong quảng cáo 
theo ngữ cảnh. Nhóm tác giả đã đề xuất một chiến lược quảng cáo để cải thiện mức độ phù hợp 
của quảng cáo và trải nghiệm người dùng. Nhóm tác giả cũng đã sử dụng phân tích cú pháp và 
từ điển quan điểm sau đó đề xuất một cách tiếp cận dựa trên các luật để giải quyết vấn đề trích 
xuất chủ đề và nhận dạng thái độ của người tiêu dùng trong trích xuất từ khóa quảng cáo. Kết 
quả của nhóm tác giả đã chứng minh tính hiệu quả của phương pháp đề xuất về trích xuất từ 
khóa quảng cáo và lựa chọn quảng cáo. Tuy nhiên, nhóm tác giả chỉ quan tâm đến việc trích xuất 
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từ khóa quảng cáo mà chưa tích hợp chức năng tiền xử lý dữ liệu để tăng ngữ nghĩa cho dữ liệu 
phân tích. 
Ở trong nước, nghiên cứu của Kiều Thanh Bình và Phạm Bảo Sơn [8] đã đề xuất hệ thống 
khai phá quan điểm cho sản phẩm máy tính từ các bình luận tiếng Việt sử dụng phương pháp 
dựa trên luật để xây dựng các đánh giá tự động quan điểm của người dùng ở mức câu, trong đó 
nhóm tác giả đã sử dụng các từ điển dữ liệu khác nhau để phân lớp các đặc trưng và quan điểm 
như từ điển các từ liên quan đến các đặc trưng cấu hình của máy tính (cấu hình, vi xử lý, hệ 
thống...); từ điển các từ liên quan đến các đặc trưng kiểu dáng (thiết kế, thân máy, màu sắc, kích 
cỡ...); từ điển chứa các từ quan điểm (tích cực, tiêu cực). Tuy nhiên, quá trình tiền xử lý dữ liệu 
của nhóm tác giả chỉ quan tâm đến việc tách từ, gán nhãn từ loại cho câu nhưng chưa quan tâm 
đến việc chuẩn hóa dữ liệu đối với các trường hợp dữ liệu tiếng Việt không dấu hoặc có chứa 
biểu tượng cảm xúc nên hiệu quả phân lớp không cao. Trong khi đó, nghiên cứu của Vũ Tiến 
Thành và cộng sự [9] đã trình bày một phương pháp xây dựng hệ thống khai phá quan điểm của 
khách hàng về đặc trưng của sản phẩm dựa vào luật cú pháp tiếng Việt và từ điển 
VietSentiWordNet. Kết quả, nhóm tác giả xây dựng mô hình khai phá và tổng hợp quan điểm 
dựa trên đặc trưng từ các đánh giá của khách hàng đối với sản phẩm điện thoại di động. Điểm 
hạn chế của mô hình đề xuất là nhóm tác giả chưa quan tâm đến việc xử lý biểu tượng cảm xúc 
và chữ viết tắt trong pha thứ nhất (pha tiền xử lý dữ liệu). Ngoài ra, Hong Nam Nguyen và cộng 
sự [12] đã đề xuất phương pháp khai phá quan điểm văn bản tiếng Việt sử dụng từ điển quan 
điểm cho miền cụ thể để tăng độ chính xác. Từ điển quan điểm được nhóm tác giả xây dựng quan 
tâm đến miền dữ liệu là các sản phẩm điện tử như điện thoại di động và máy tính. Để nâng cao 
hiệu quả phân lớp, nhóm tác giả đã xử lý được trường hợp câu bình luận chứa chữ viết tắt, tiếng 
lóng. Mô hình của nhóm tác giả đề xuất phụ thuộc vào độ chính xác của phần mềm dịch từ tiếng 
Anh sang tiếng Việt, từ tiếng Việt sang tiếng Anh và từ điển Việt – Việt, đây cũng là thách thức 
rất lớn ảnh hưởng đến độ chính xác của hệ thống. Từ các nghiên cứu liên quan ở trên, chúng tôi 
thấy rằng các nghiên cứu này chưa quan tâm đến từ điển dữ liệu cho miền dữ liệu thuộc lĩnh vực 
du lịch. Ngoài ra, một số nghiên cứu chưa quan tâm đến các chức năng tiền xử lý dữ liệu giúp 
cho việc phân lớp có độ chính xác và đạt hiệu quả cao. Với đặc thù nguồn dữ liệu là các câu quan 
điểm được thu thập từ các bình luận, ý kiến đánh giá của khách hàng, và quá trình xây dựng bộ 
từ điển dữ liệu chưa cần quan tâm đến đặc trưng của đối tượng nghiên cứu mà chỉ quan tâm đến 
hướng quan điểm (tích cực, tiêu cực) của câu nên chúng tôi chọn phương pháp khai phá quan 
điểm dựa trên từ vựng ở mức câu là phù hợp với bài toán xây dựng bộ từ điển. 
3 Mô hình mở rộng từ điển VietSentiWordNet cho miền dữ liệu du 
lịch 
Chúng tôi mở rộng từ điển VietSentiWordNet với nhiều bổ sung liên quan đến các từ quan 
điểm thuộc lĩnh vực du lịch dựa vào các nghiên cứu trong [6, 8, 13, 14] là các mô hình phân lớp 
Lê Văn Hoà Tập 129, Số 2A, 2020 
 
20 
quan điểm sử dụng phương pháp dựa trên từ vựng. Hình 1 mô tả mô hình mở rộng từ điển 
VietSentiWordNet cho miền dữ liệu thuộc lĩnh vực du lịch sử dụng phương pháp dựa trên từ 
vựng. Mô hình bao gồm 4 giai đoạn thực hiện như sau: (1) Thu thập dữ liệu (2) Tiền xử lý dữ liệu 
(3) Phân lớp quan điểm (4) Bổ sung và loại bỏ dữ liệu trong từ điển. 
  
Hình 1. Mô hình mở rộng từ điển VietSentiWordNet cho miền dữ liệu thuộc lĩnh vực du lịch  
3.1 Giai đoạn 1: Thu thập dữ liệu 
Để có dữ liệu đưa vào phân tích, chúng tôi tiến hành thu thập các bình luận, ý kiến đánh 
giá từ nhiều nguồn khác nhau như các Fanpage, diễn đàn, website... liên quan đến khách sạn, 
nhà hàng, điểm du lịch, công ty lữ hành. Với mục tiêu thu thập được dữ liệu từ nhiều nguồn khác 
nhau, quá trình thu thập dữ liệu được thực hiện tự động đối với nguồn dữ liệu là các Fanpage 
điểm du lịch và bán tự động đối với các nguồn dữ liệu là các website, diễn đàn. Bảng 2 liệt kê 
hơn 31.630 câu bình luận thu thập được từ nhiều nguồn dữ liệu khác nhau. Từ dữ liệu sau khi thu 
thập, chúng tôi tách ra làm 2 bộ dữ liệu (bộ dữ liệu đầu vào cho quá trình xây dựng từ điển dữ liệu 
và bộ dữ liệu kiểm thử). 
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Bảng 2. Số câu bình luận thu thập được từ nhiều nguồn dữ liệu khác nhau 




1. https://facebook.com/diemdulichhue Điểm du lịch 476 
2. https://facebook.com/assessdestination Điểm du lịch 768 




Điểm du lịch 1.131 
5. https://traveloka.com Khách sạn 698 
6. https://tripadvisor.com.vn Nhà hàng 640 
7. 




https://tripadvisor.com.vn Tour du 
lịch 
819 
9. https://www.shopee.vn Sản phẩm 567 
10. https://www.shopee.vn Du lịch 241 
11. 
https://www.foody.vn/hue 
(Điểm du lịch di tích, nghỉ dưỡng, sinh thái, tham quan) 





(Điểm du lịch sinh thái, tham quan, nghỉ dưỡng, khu vui chơi) 
Điểm du lịch 





(Điểm di tích lịch sử, tôn giáo, hoạt động ngoài trời, tham quan 
ẩm thực) 
Hoạt động 





(Điểm du lịch thiên nhiên, danh lam thắng cảnh, bảo tàng, siêu 
thị) 
Hoạt động 






(Điểm du lịch thiên nhiên, danh lam thắng cảnh, hoạt động 
ngoài trời) 
Hoạt động 
giải trí tại 
TPHCM 
7.975 
3.2 Giai đoạn 2: Tiền xử lý dữ liệu 
Dữ liệu đầu vào của giai đoạn này là các câu bình luận đã thu thập được. Để nâng cao hiệu 
quả phân lớp và chất lượng dữ liệu của từ điển, chúng tôi dựa vào nghiên cứu [6, 17] để tích hợp 
các chức năng tiền xử lý dữ liệu bao gồm thêm dấu, chuẩn hóa láy âm tiết, chuẩn hóa chữ viết 
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tắt, xử lý biểu tượng cảm xúc. Trong chức năng tiền xử lý dữ liệu đầu tiên, chúng tôi tiến hành 
thêm dấu cho câu bình luận đối với các câu tiếng Việt không dấu. Vấn đề thêm dấu được đưa về 
bài toán dịch máy trong đó ngôn ngữ nguồn là tiếng Việt không dấu và ngôn ngữ đích là tiếng 
Việt có dấu. Bài toán dịch máy cụ thể là Sequence-to-Sequence Learning với kiến trúc Encoder-
Decoder đạt hiệu quả cao khi sử dụng mô hình Transformer [18]. Trong chức năng tiền xử lý dữ 
liệu tiếp theo, chúng tôi tiến hành chuẩn hóa dữ liệu tiếng Việt sử dụng các quy tắc trong biểu 
thức chính quy (Regular Expression). Trường hợp thứ nhất: chuẩn hóa láy âm tiết (đối với những 
từ thể hiện cảm xúc đặc biệt), ví dụ: câu bình luận “Chất lượng dịch vụ tuyệt vờiiiiiiii” sẽ được 
chuẩn hóa thành “Chất lượng dịch vụ tuyệt vời” hoặc “Thức ăn ngonnn quá điiiiiiii !!!!!!!!” sẽ được 
chuẩn hóa thành “Thức ăn ngon quá đi !”. Trường hợp thứ hai: chuẩn hóa chữ viết tắt, hệ thống 
thực hiện việc thay thế các từ như: “ko”, “khong” thành từ “không” hoặc “đc”, “dc” thành từ “được” 
hay “ok”, “nice”, “good” thành từ “tốt” để nâng cao hiệu quả xác định hướng quan điểm cho các 
câu bình luận. Ngoài ra, chúng tôi còn dựa vào công cụ Demojize [19] để xử lý biểu tượng cảm 
xúc bằng cách chuyển các biểu tượng cảm xúc này thành văn bản. Bảng 3 mô tả danh sách các 
biểu tượng cảm xúc được chuyển sang dạng văn bản theo quy định của công cụ Demojize. Kết 
thúc giai đoạn này, chúng tôi thu thập được các câu bình luận đã chuẩn hóa và xử lý biểu tượng 
cảm xúc. 
Bảng 3. Danh sách các biểu tượng cảm xúc được chuyển sang dạng văn bản 
STT Biểu tượng  Dạng văn bản  STT Biểu tượng  Dạng văn bản 
1.  
angry_face 8.  loudly_crying_fa
ce 
2.  anguished_face 9.  pensive_face 
3.  broken_heart 10.  red_heart 




103.  smiling_face 
6.  grimacing_face 104.  thumbs_down 
7.  grinning_face 105.  thumbs_up 
3.3 Giai đoạn 3: Phân lớp quan điểm  
Dữ liệu đầu vào của giai đoạn này là các câu bình luận đã qua xử lý. Bước đầu tiên, chúng 
tôi dựa vào công cụ ViTokenizer [20] để thực hiện tách từ trong câu. Công cụ ViTokenizer sử 
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dụng thuật toán Conditional Random Field với độ chính xác hơn 98,50% cho tách từ tiếng Việt. 
Bước tiếp theo của giai đoạn này, chúng tôi dựa vào nghiên cứu [13, 14] để xây dựng quy trình 
phân lớp quan điểm gồm 2 công việc chính: xây dựng bộ từ quan điểm tiếng Việt có trọng số 
(VnOpinionWords) và dựa vào bộ từ quan điểm này để xác định câu quan điểm với trọng số tích 
cực, tiêu cực của từ quan điểm. Công việc đầu tiên, chúng tôi xây dựng bộ từ quan điểm tiếng 
Việt có trọng số VnOpinionWords chứa các từ quan điểm và trọng số (tích cực, tiêu cực) của các 
từ quan điểm. Để xây dựng bộ từ quan điểm này, chúng tôi sử dụng từ điển Việt – Anh để dịch 
bộ từ quan điểm tiếng Việt sang tiếng Anh, sau đó gán trọng số (tích cực, tiêu cực) cho các từ 
quan điểm tiếng Việt dựa vào trọng số của các từ tiếng Anh tương ứng trong từ điển 
SentiWordNet 3.0 [4]. SentiWordNet 3.0 là nguồn từ vựng được tạo ra để hỗ trợ các ứng dụng 
khai phá quan điểm với ngôn ngữ tiếng Anh. Công việc tiếp theo là xác định câu quan điểm với 
trọng số tích cực, tiêu cực của từ quan điểm, chúng tôi sử dụng phương pháp dựa trên từ vựng 
kết hợp với bộ từ quan điểm tiếng Việt có trọng số VnOpinionWords để xác định câu có chứa từ 
quan điểm, sau đó tính trọng số tích cực, tiêu cực cho từ quan điểm trong câu quan điểm. 
3.4 Giai đoạn 4: Bổ sung và loại bỏ dữ liệu trong từ điển  
Dữ liệu của từ điển VietSentiWordNetPlus được mở rộng từ từ điển VietSentiWordNet 
của Vũ Xuân Sơn và cộng sự [10] với khoảng 900 tập từ quan điểm. Hệ thống tự động bổ sung từ 
quan điểm vào bộ từ điển dữ liệu này dựa vào kết quả phân lớp quan điểm câu bình luận ở giai 
đoạn 3 (phân lớp quan điểm). Để đảm bảo dữ liệu trong từ điển không trùng lặp, hệ thống kiểm 
tra sự tồn tại của từ quan điểm trong bộ từ điển, sau đó bổ sung dữ liệu vào từ điển theo đúng 
khuôn dạng được mô tả như trong Bảng 4. Quá trình chạy thực nghiệm đã bổ sung thêm hơn 
1,710 từ quan điểm thuộc lĩnh vực du lịch vào từ điển VietSentiWordNetPlus. Như vậy, số lượng 
từ quan điểm thuộc lĩnh vực du lịch được bổ sung vào từ điển VietSentiWordNetPlus lớn hơn 
gần gấp hai lần (từ 900 lên 2,615) số từ quan điểm đã có trong từ điển VietSentiWordNet. 
Bảng 4. Khuôn dạng từ quan điểm trong từ điển dữ liệu 
STT PosScore NegScore SynsetTerms Gloss 
1. 0,5 0 trong_lành Không khí trong lành 
2. 0,625 0 tuyệt Cảnh vật đẹp tuyệt 
3. 0 0,125 chật_hẹp Không gian chật hẹp lắm 
4. 0,75 0 hùng_vĩ Phong cảnh hùng vĩ 
5. 0 0,875 nghèo_nàn Thức ăn sáng nghèo nàn 
…     
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2612. 1 0 :relieved_face Biển đẹp, đồ ăn lại ngon nữa chứ 
😌😌 
2613. 0 0,625 nguy_hiểm Trời mưa đi nguy hiểm 
2614. 0 0,875 lộn_xộn Biển dạo này đông đúc và lộn xộn 
lắm 
2615. 0 0,625 gồ_ghề Đường kiệt vào khách sạn khá gồ 
ghề 
Ngoài ra, để nâng cao hiệu quả phân lớp của dữ liệu trong từ điển dữ liệu, chúng tôi thực hiện 
giai đoạn loại bỏ dữ liệu nhiễu. Mục đích của giai đoạn này nhằm loại bỏ những từ quan điểm trong 
từ điển phân lớp không chính xác thuộc lĩnh vực du lịch. Trong quá trình chạy thử nghiệm từ điển 
VietSentiWordNet ban đầu, chúng tôi đã phát hiện 12 từ quan điểm phân lớp không chính xác (câu 
tích cực mà hệ thống cho là câu tiêu cực). Bảng 5 mô tả danh sách các từ quan điểm phân lớp 
không chính xác. Bộ từ điển VietSentiWordNetPlus đã khắc phục được hạn chế này giúp cho kết 
quả phân lớp chính xác hơn.  
Bảng 5. Danh sách các từ quan điểm phân lớp không chính xác 
STT Từ quan điểm Ví dụ câu bình luận phân lớp không chính xác 
1. cho Thuận tiện cho việc di chuyển; Địa điểm lí tưởng cho du lịch 
2. lành Không khí rất trong lành 
3. sống Chỗ này sống ảo thì tuyệt vời 
4. mát mẻ Không khí trong lành mát mẻ 
 ....  
11. phong phú Mặt hàng phong phú; Kiến trúc phong phú 
12. xanh Vườn cây xanh mát; Biển đẹp và xanh 
4 Thực nghiệm và phân tích kết quả 
Trong thực nghiệm, có rất nhiều độ đo được sử dụng để đánh giá hiệu suất của bộ phân loại. 
Trong đó, bốn độ đo được sử dụng rộng rãi bao gồm: Accuracy, Precision, Recall, và F1-score [21]. 
Ngoài ra, ma trận Confusion là một công cụ rất hữu ích giúp phân tích mức độ hiệu quả mà bộ 
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phân loại có thể phân loại các mẫu dữ liệu của các lớp khác nhau. Ví dụ về các tham số của ma trận 
Confusion đối với hai lớp tích cực, tiêu cực được minh họa như trong Bảng 6. 
Bảng 6. Ma trận Confusion đối với hai lớp tích cực, tiêu cực 
 
Mẫu dữ liệu thực tế 












Ý nghĩa các tham số trong ma trận Confusion đối với hai lớp tích cực, tiêu cực:  
- True Positive (TP): số mẫu của lớp Positive được bộ phân loại dự đoán chính xác là Positive. 
- True Negative (TN): số mẫu của lớp Negative được bộ phân loại dự đoán chính xác là Negative. 
- False Positive (FP): số mẫu của lớp Negative bị bộ phân loại dự đoán nhầm thành Positive. 
- False Negative (FN): số mẫu của lớp Positive bị bộ phân loại dự đoán nhầm thành Negative. 
Một số độ đo đánh giá hiệu suất của bộ phân loại: 
Độ chính xác tổng quát (Accuracy) xác định hiệu suất của bộ phân loại là tỷ lệ phần trăm mẫu 
được dự đoán chính xác. Accuracy được tính bằng tỷ số giữa số mẫu được dự đoán chính xác (không 
phân biệt Positive hay Negative) trên tổng số mẫu. Công thức tính độ chính xác tổng quát (Accuracy): 
Accuracy =  
(TP +  TN)
(TP +  TN +  FP +  FN)
 
Độ chính xác (Precision) cho biết độ chính xác của bộ phân loại là tỷ lệ phần trăm của tất cả các 
mẫu được dự đoán tính cực thực sự là tính cực. Công thức tính độ chính xác (Precision): 
Precision =  
TP
(TP +  FP)
  
Độ đầy đủ (Recall) thường liên quan đến thước đo mức độ đầy đủ của bộ phân loại là tỷ lệ phần 
trăm mẫu tích cực thực sự được dự đoán chính xác là tích cực. Công thức tính độ đầy đủ (Recall): 
Recall =
TP
(TP +  FN)
 
Độ đầy đủ điều hòa (F-score) là một thước đo phân tích thống kê có tính đến cả độ chính xác và 
mức độ đầy đủ, F-score có giá trị từ 0 đến 1. Giá trị F-score càng gần với 1 thì độ chính xác của bộ phân 
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Một ví dụ minh họa về kết quả đánh giá thực nghiệm của hệ thống phân lớp sử dụng từ 
điển VietSentiWordNetPlus đối với điểm du lịch Đại Nội Huế được mô tả như trong Bảng 7. 
Bảng 7. Kết quả đánh giá thực nghiệm đối với điểm du lịch Đại Nội Huế 
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Từ kết quả đánh giá thực nghiệm trong Bảng 7, chúng ta thấy hiệu suất phân lớp sử dụng 
từ điển VietSentiWordNetPlus đối với điểm du lịch Đại Nội Huế là khá cao. Trong đó, hệ thống 
dự đoán một lớp là Positive có Precision(Positive) là 92,00%, Recall(Positive) là 94,85%, F-
score(Positive) là 93,40%; dự đoán một lớp là Negative có Precision(Negative) là 86,84%, 
Recall(Negative) là 80,49%, F-score(Negative) là 83,54%; độ chính xác tổng quát (Accuracy) là 
90,58%. Như vậy, hiệu suất phân lớp trung bình sử dụng từ điển VietSentiWordNetPlus đối với 
điểm du lịch Đại Nội Huế có độ chính xác tổng quát (Accuracy) là 90,58%, độ chính xác (Precision) 
là 89,42%, độ đầy đủ (Recall) là 87,67% và độ đầy đủ điều hòa (F-score) là 88,47%. 
Chúng tôi thực hiện cài đặt với các thiết lập tương tự như trong hệ thống phân lớp quan 
điểm của Vũ Xuân Sơn và cộng sự để so sánh kết quả thực nghiệm phân lớp quan điểm giữa bộ 
từ điển VietSentiWordNet và bộ từ điển VietSentiWordNetPlus (của chúng tôi mở rộng). Bảng 8 
so sánh hiệu suất xác định hướng quan điểm (theo phương pháp Accuracy và Precision - Recall) 
của 10 điểm du lịch giữa từ điển VietSentiWordNetPlus với từ điển VietSentiWordNet. Kết quả 
đánh giá hiệu suất trung bình xác định hướng quan điểm của bộ từ điển VietSentiWordNetPlus 
về độ chính xác tổng quát, độ chính xác, độ đầy đủ, và độ đầy đủ điều hòa lần lượt là là 87,42%; 
86,32%; 85,41%; 85,63% so với 60,34%; 57,73%; 57,75%; 57,16% của bộ từ điển VietSentiWordNet 
ban đầu. 
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Bảng 8. Hiệu suất xác định hướng quan điểm giữa từ điển VietSentiWordNetPlus và VietSentiWordNet 




Accuracy Precision Recall F-score Accuracy Precision Recall F-score 
1 Đại Nội 146 97/41 52,17% 48,60% 48,38% 47,79% 90,58% 89,42% 87,67% 88,47% 
2 Núi Bạch Mã` 123 77/42 61,34% 58,06% 58,23% 58,12% 85,71% 85,18% 83,01% 83,89% 
3 Suối Thanh Tân 121 84/33 69,23% 62,01% 62,01% 62,01% 84,62% 82,22% 78,25% 79,83% 
4 Biển Thuận An 116 62/51 61,06% 60,52% 59,82% 59,67% 85,84% 86,78% 85,01% 85,43% 
5 Suối Voi 112 59/51 56,36% 55,80% 55,33% 54,87% 82,73% 84,29% 81,90% 82,20% 
6 Chùa Thiên Mụ 109 74/29 54,37% 52,90% 53,56% 51,26% 86,41% 82,93% 84,25% 83,54% 
7 Biển Lộc Bình 106 39/42 62,96% 64,41% 63,46% 62,50% 91,36% 91,34% 91,39% 91,35% 
8 Biển Cảnh Dương 97 69/23 69,57% 61,96% 63,77% 62,47% 83,70% 78.15% 80.43% 79.14% 
9 Đầm Lập An 85 46/34 63,75% 62,83% 62,72% 62,77% 90,00% 90.10% 89.39% 89.68% 
10 Chùa Huyền Không 66 37/22 52,54% 50,18% 50,18% 50,12% 93,22% 92.75% 92.75% 92.75% 
Trung bình 60,34% 57,73% 57,75% 57,16% 87,42% 86,32% 85,41% 85,63% 
Trong đó, VSWN: từ điển VietSentiWordNet, VSWNPlus: từ điển VietSentiWordNetPlus, N: Số câu bình 
luận, Pos/Neg: tỉ lệ số câu tích cực/ tiêu cực, Accuracy là độ chính xác tổng quát, Precision là độ chính 
xác, Recall là độ đầy đủ, F-score là độ đầy đủ điều hòa. 
5 Kết luận 
Trong bài báo này, chúng tôi đã đề xuất một mô hình mở rộng từ điển VietSentiWordNet 
cho miền dữ liệu thuộc lĩnh vực du lịch sử dụng phương pháp dựa trên từ vựng. Cụ thể, chúng 
tôi đã mở rộng từ điển VietSentiWordNet với việc làm giàu thêm các từ quan điểm thuộc lĩnh 
vực du lịch và tích hợp các chức năng tiền xử lý dữ liệu bao gồm thêm dấu, chuẩn hóa láy âm tiết 
(đối với những từ thể hiện cảm xúc đặc biệt), chuẩn hóa chữ viết tắt, xử lý biểu tượng cảm xúc. 
Dựa trên kết quả thực nghiệm, từ điển VietSentiWordNetPlus đã cho kết quả phân lớp quan điểm 
tốt hơn, với trung bình độ chính xác tổng quát, độ chính xác, độ đầy đủ và độ đầy đủ điều hòa 
lần lượt là 87,42%; 86,32%; 85,41%; 85,63% so với 60,34%; 57,73%; 57,75%; 57,16% của bộ từ điển 
VietSentiWordNet ban đầu. Tuy nhiên, việc gán trọng số cho các từ quan điểm để xây dựng bộ 
từ quan điểm tiếng Việt có trọng số (VnOpinionWords) có mức độ chính xác phụ thuộc vào độ 
chính xác của từ điển Việt – Anh, nên cần có nhiều nghiên cứu hơn nữa để nâng cao hiệu quả của 
cách tiếp cận khai phá quan điểm dựa trên từ vựng này. 
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EXPANDING VIETSENTIWORDNET DICTIONARY FOR TOURISM 
DATA DOMAIN USED A LEXICON-BASED APPROACH 
Le Van Hoa* 
School of Hospitality and Tourism – Hue University 
Abstract. Opinion mining helps to determine the semantic orientations (positive, negative) of 
customers about a topic, product or service. There are several different approaches to opinion 
mining, in which the lexicon-based approach to opinion mining is relatively popular. The 
accuracy of the lexicon-based approach to opinion mining is highly dependent on the 
dictionary, in which contains opinion expressing words to specific domains. One data set may 
give very good classification in one domain, but it performs very poor in some other domains. 
Nowadays, VietSentiWordNet is a Vietnamese opinion dictionary that it is used relatively 
popular, but it lacks many opinion words for the tourism data domain. This paper focuses on 
expanding VietSentiWordNet dictionary with enrich opinion words belong to the tourism 
domain. In which a model for expanding VietSentiWordNet dictionary used a lexicon-based 
approach is proposed, and process data preprocessing consist of many functions also added 
to improve the efficiency of opinion classification. Evaluation results show that the expansion 
of VietSentiWordNet dictionary classifies opinion more accurately for opinion sentences in 
the tourism domain. 
Keywords: VietSentiWordNet dictionary; tourism data domain; opinion mining; lexicon-
based approach; semantic orientations. 
 
