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Abstract. Structured elements, such as manually assigned keywords
or key-phrases in scientiﬁc collections, are pervasive in digital libraries.
Special dictionaries or thesauri for the meta-information are not always
available. Our strategy is to compute the similarity of keywords based on
their occurrence in the collection. The resulting keyword space is brought
to bear on a variety of tasks. Combined with an information retrieval
system, we can recover keywords for queries, and thus provide a tech-
nique can be used for automatic classiﬁcation. Moreover, it can be used
to rerank retrieved documents, leading to a signiﬁcant improvement of
retrieval eﬀectiveness in domain-speciﬁc collections. Experimental eval-
uation is done on the German GIRT and French Amaryllis collections,
using the test-suite of the Cross-Language Evaluation Forum (CLEF).
1 Introduction
The wealth of information in today’s digital libraries prompts the need for meth-
ods that can help to organize, cluster and classify information, and improve ways
of accessing it. A distinctive feature of domain-speciﬁc collections is the use of
specialized terminology or jargon [1]. As a result, the eﬀectiveness of standard
information retrieval methods need not carry over from general collections such
as newswire articles. For example, generic dictionaries will not cover the spe-
cialized terminology of the domain. Yet at the same time, special dictionaries or
thesauri are not always available.
Many domain-speciﬁc collections contain meta-information such as manually
assigned keywords and key phrases. We investigate ways to automatically derive
the domain-speciﬁc meaning of these keywords. Our strategy is to compute the
similarity of keywords based on their occurrence in the collection, and explore
whether the resulting keyword space can be used to improve retrieval eﬀective-
ness. We experimented with keyword recovery and document reranking for two
scientiﬁc collections, the GIRT collection of German social science literature,
and the Amaryllis collection containing French scientiﬁc literature.
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(NWO, grant # 400-20-036).The paper is structured as follows. In Section 2, we will provide some details
of the experimental setup. Then, in Section 3 we focus on the keyword usage
in scientiﬁc collections, and discuss how a similarity or distance measure can be
used to obtain low dimensional vectors for the keywords (technical details are
provided in Appendix A). Next, in Section 4, we apply the resulting keyword
space to domain-speciﬁc information retrieval, and investigate the impact of
reranking documents on retrieval eﬀectiveness. In Section 5, we discuss how the
keyword space can be used for automatic classiﬁcation by recovering keywords
for retrieval topics. Finally, in Section 6, we discuss our results and draw some
conclusions.
2 Experimental Setup
All retrieval experiments were carried out with the FlexIR system developed at
the University of Amsterdam [2]. The main goal underlying FlexIR’s design is to
facilitate ﬂexible experimentation with a wide variety of retrieval components
and techniques. FlexIR is implemented in Perl and supports many types of pre-
processing, scoring, indexing, and retrieval tools.
The retrieval model underlying FlexIR is the standard vector space model. All
our runs use the Lnu.ltc weighting scheme [3] to compute the similarity between
a query and a document. For the experiments on which we report in this note,
we ﬁxed slope at either 0.1 or 0.2; the pivot was set to the average number of
unique words per document.
In order to deal with morphological normalization, we used an n-gramming
approach. For each word we stored both the word itself and all possible n-grams
that can be obtained from it without crossing word boundaries. We choose an
n-gram length of 4.
Blind feedback was applied to expand the original query with related terms.
Term weights were recomputed by using the standard Rocchio method [4], where
we considered the top 10 documents to be relevant and the bottom 500 docu-
ments to be non-relevant. We allowed at most 20 terms to be added to the
original query.
3 Keyword Usage in GIRT and Amaryllis
The cross-language evaluation forum (CLEF [5]) addresses four diﬀerent cross-
lingual information retrieval tasks: monolingual, bilingual, multilingual, and
domain-speciﬁc retrieval. For domain-speciﬁc retrieval at CLEF, the scientiﬁc
collections of GIRT and Amaryllis are used. The GIRT collection contains (ab-
stracts of) documents from German social science literature published between
1978 and 1996 [6]. The documents are also classiﬁed by keywords (or phrases)
assigned by human indexers. The average number of keywords in a document is
9.91. The Amaryllis collection contains (abstracts of) documents in French from
various scientiﬁc ﬁelds. The average number of manually assigned keywords (orphrases) in a document is 10.75. Table 1 gives some of the characteristics of
keywords in the collections.
Table 1. Characteristics of the GIRT and Amaryllis collections
GIRT collection Amaryllis collection
76,128 documents
6,745 keywords
755,333 occurrences (704 doubles)
148,688 documents
125,360 keywords
10,274 keywords occur ≥ 25 times
1,599,653 occurrences (562 doubles)
10 most frequent
29,561 Bundesrepublik Deutschland
9,246 Frau
6,133 historische Entwicklung
4,736 Entwicklung
4,451 neue Bundesl¨ ander
3,645 DDR
3,445 ¨ Osterreich
3,341 Entwicklungsland
3,025 Betrieb
3,012 geschlechtsspeziﬁsche Faktoren
10 most frequent
20,514 Homme
17,283 France
7,888 Traitement
6,619 Etude exp´ erimentale
5,987 Etude cas
4,319 Diagnostic
4,179 Mod´ elisation
4,171 Enfant
4,130 Etude comparative
3,954 Article synth` ese
We want to compute the similarity of keywords based on their occurrence
in the collection. We assumed that keywords that are frequently assigned to
the same documents, will have similar meaning. We determined the number of
occurrence of keywords and of co-occurrences of pairs of keywords used in the
collection, and used these to deﬁne a distance metric. The details of the used
distance metric are in Appendix A. Speciﬁcally, we used the Jaccard similarity
coeﬃcient on the log of (co)occurrences, and used 1 minus the Jaccard score as a
distance metric [7]. For creating manageable size vectors for each of the keywords,
we reduced the matrix using metric multi-dimensional scaling techniques [8].
For all calculations we used the best approximation of the distance matrix on
100 dimensions. This resulted in a 100-dimensional vector for each of the 6,745
keywords occurring in the GIRT collection. The Amaryllis collection uses a much
richer set of 125,360 keywords, which we reduced by selecting the most frequent
ones; this resulted in vectors for the 10,274 keywords occurring at least 25 times
in the collection. Thus, we end up with a 100-dimensional vector for 10,274
keywords occurring in the Amaryllis collection.
Figure 1 shows the resulting keywords spaces on two dimensions. The result-
ing keyword space is of interest in its own right for it provides insight in the
main dimensions of research in the collection. For example, the horizontal di-
mension for GIRT appears to relate for the collection frequency of keywords; all
the highly frequent keywords appear on the left-hand side of the keyword space.
Such interpretation of dimensions of research is beyond the scope of this paper.
Note that we can only visualize 2 or 3-dimensional reductions of the still higherFig.1. Keyword spaces for GIRT and Amaryllis
dimensional spaces. On occasion, the observed distance between keywords can
be misleading. For all calculations we take the 100-dimensional keyword spaces
into account.
The keyword space can be used to provide meaningful visualizations for a
variety of tasks. Let us illustrate this by discussing how to map documents
and topics into the keyword space. For each document we collect the assigned
keywords from the collection. We have a vector in the keyword space for each of
the keywords. We deﬁne the vector for the document to be simply the mean score
for each of the keyword vectors. We can also visualize topics, based on which
documents are retrieved by an information retrieval system. For each topic we
consider the top n retrieved documents, and calculate the vector for the topic
to be the weighted mean score of the document vectors. We give each document
a weight corresponding to its retrieval status value (RSV).
Fig.2. Visualization of retrieval result for GIRT topic 051Figure 2 illustrates how the keyword space can be used to provide visualiza-
tions for the ﬁrst GIRT topic. It shows the keywords for the top 10 documents
(unnumbered dots), the document vectors of the 10 documents (numbered 1–10)
as the mean score of the keyword vectors, and the topic vector (numbered 051)
as the weighted mean score over the top 10 documents.
In the rest of this paper, we will experiment with these keywords spaces for
two speciﬁc purposes: keyword recovery and for document reranking.
4 Document Reranking
In this section, we will investigate if the keyword space can be used to improve
retrieval eﬀectiveness. Our strategy is to reranked the documents retrieved in an
initial base run by the distance between the document and topic vectors.
Our base run is using a 4-gram index of the free-text of the documents, i.e. the
titles and body or abstract of articles in the GIRT and Amaryllis collections.
We use the title and description ﬁelds of the CLEF 2002 topics, see Table 2
for examples of GIRT and Amaryllis topics. Blind feedback is used for query
Table 2. GIRT topic 051 and Amaryllis topic 1 (only title and description ﬁelds)
GIRT topic 051
hDE-titlei Selbstbewusstsein von
M¨ adchen
hDE-desci Finde Dokumente, die ¨ uber
den Verlust des Selbstbewusstseins
junger M¨ adchen w¨ ahrend der Pubert¨ at
berichten.
hEN-titlei Self-conﬁdence of girls
hEN-desci Find documents which report
on the loss of self-conﬁdence of young
girls during the puberty.
Amaryllis topic 1
hFR-titlei Impact sur l’environnement
des moteurs diesel
hFR-desci Pollution de l’air par des gaz
d’´ echappement des moteurs diesel et
m´ ethodes de lutte antipollution.
Emissions polluantes (NOX, SO2, CO,
CO2, imbrˆ ul´ es, ...) et m´ ethodes de lutte
antipollution
hEN-titlei The impact of diesel engine
on environment
hEN-desci Air pollution by the exhaust
of gas from diesel engines and methods
of controlling air pollution. Pollutant
emissions (NOX, SO2, CO, CO2,
unburned product, ...) and air pollution
control
expansion with words from the collection. These resulting base runs have a mean
average precision (MAP) of 0.3000 for GIRT and 0.2753 for Amaryllis (see the
results in Table 3).
Next, we use the keyword space to rerank the documents initially retrieved by
the base run. This is done as discussed above. For all the retrieved documents, we
extract the assigned keywords from the collection. Then, we calculate document
vectors for all the documents, by calculating the mean of the vectors for keywords
assigned to them. Finally, we calculate a vector for the topic, by calculatingTable 3. Mean average precision scores for the 4-grams runs, the rerank runs, and the
combined runs, using CLEF 2002 topics. Best scores are in boldface, signiﬁcance based
on a t-test (1-tailed,
? = p < .01,
?? = p < .001)
GIRT Amaryllis
MAP % Change MAP % Change
4-Grams run 0.3000 0.2753
Rerank run 0.2338 -22.1% 0.1920 -30.26%
Combined run 0.3405 +13.5%
? 0.3071 +11.55%
??
the weighted mean of the 10 top-ranked documents. Now we have a vector for
each of the topics, and we can simply rerank all initially retrieved documents
by increasing euclidean distance between the document and topic vectors. This
results in rerank runs with a MAP of 0.2338 for GIRT, and 0.1920 for Amaryllis.
The results of these naive rerank runs are shown in Table 3. Unfortunately, we
see that this naive reranking of documents is resulting in lower scores than the
initial run. Does this mean that the calculated topic vector is not adequately
representing the content of the topics? Or is it a result of our radical reranking
approach?
We investigate this by looking at the combination of the base runs with
the rerank runs. The runs were combined in the following manner. Following
Lee [9], the scores are normalized using RSV 0
i = RSVi−mini
maxi−mini. We assigned new
weights to the documents using the summation function used by Fox & Shaw [10]:
RSVnew = RSV 0
1 + RSV 0
2. The combination results in a third run, in which the
document are less radically reranked. The results of the combined run are also
shown in Table 3: the MAP is 0.3405 for GIRT, and 0.3071 for Amaryllis. The
respective improvements are +13.5% for GIRT with a signiﬁcance of 0.99, and
+11.55 for Amaryllis with a signiﬁcance of 0.999. Figure 3 plots the recall-
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Fig.3. Interpolated recall-precision averages for the 4-grams runs, the rerank runs,
and the combined runs, using CLEF 2002 topics
precision curves for the three runs. We have shown that the reranking strategy,when combined with the original run, leads to a signiﬁcant improvement of
retrieval eﬀectiveness. This also shows that the topic vector can be used to
capture the content of the topic.
5 Keyword Recovery
We want to explore how the keyword space can be used to recover keywords for
the topics as used in domain-speciﬁc information retrieval. Finding appropriate
keywords for such topics is a form of automatic classiﬁcation. Instead of an
information retrieval topic, we could formulate a query based on the title and
abstract of a new document. The resulting keywords may then be assigned to
the document. From the point of view of information retrieval, automatically
assigning keywords is a form of query expansion or feedback.
For keyword recovery, we want to use the initially retrieved documents (also
called the local set of documents), as well as global information based on the
document collection (notably the keyword space). Recall that the keyword space
only gives vectors for keywords. Based on a text-only index, an initial retrieval
run is made. Vectors for documents and topics are based on the initially retrieved
documents.
We experimented with three approaches to keyword recovery:
1. Calculate the topic mean score of n documents, choose the m closest key-
words from those mentioned in the top n documents.
2. Calculate the topic mean score of n documents, choose the m closest key-
words from the entire set of keywords (i.e., all 6,745 keywords in case of
GIRT and the 10,274 keywords occurring at least 25 times in Amaryllis).
3. For all the keywords from those mentioned in the top n documents (includ-
ing double occurrences), calculate the density by their distance to the 10th
nearest neighbor in this set of keywords.1 Select the m keywords with the
highest density.
For the experiments in this paper, we use the top 10 documents (n = 10) and
select the 10 best keywords (m = 10). Table 4 illustrates the three approaches
for the ﬁrst GIRT topic (shown earlier in Table 2). Informal evaluation of the
recovered keywords suggests that each of the three approaches is viable for au-
tomatic classiﬁcation. The recovered keyword are all related to the topics, al-
though, on occassion, there is some topic drift from the precise wording of the
topic. Approach 1, choosing the closest keywords used in the top 10 documents,
seems to generate the best keywords. Approach 3, which does not use a topic
vector, is sometimes superior for multi-faceted topics. Finally, the results for
approach 2 are perhaps the most remarkable. These keywords are the closest to
the topic vector in the full keyword space. Thus, they are a good indication of
the precise topic vector constructed. Since the keywords generated by the second
1 This is a common density estimator for high dimensional space [11].Table 4. Keyword recovery for GIRT topic 051
Girt Topic 051
1. Closest local 2. Closest global 3. Densest local
Selbstbewußtsein Selbstbewußtsein Selbstzerst¨ orung
Pubert¨ at Pubert¨ at Menstruation
k¨ orperliche Entwicklung soziale Anpassung k¨ orperliche Entwicklung
Menstruation Phantasie Jugendliteratur
Erziehungsstil k¨ orperliche Entwicklung Pubert¨ at
Jugendliteratur Menstruation Erziehungsstil
Selbstzerst¨ orung soziale Situation Reﬂexivit¨ at
Lebenssinn Rolleneinnahme Lebenssinn
Reﬂexivit¨ at Verhaltensmuster Selbstbewußtsein
Adoleszenz Rollenzuschreibung Kulturphilosophie
approach are all on-topic, this gives us some conﬁdence in the precise topic vec-
tor constructed, and the ability of the keyword space to capture the semantics
of specialized terminology in the collections.
Note that this does not imply that a human classiﬁer would choose the same
keywords for topics. In fact, in the case of Amaryllis, the topic creators have
also manually assigned keywords to the topics. Table 5 compares the human
Table 5. Keyword recovery for Amaryllis topic 1
Amaryllis Topic 1
Provided Keywords: Recovered Keywords:
Concentration et toxicit´ e des polluants Lutte antipollution air
M´ ecanisme de formation des polluants Consommation carburant
R´ eduction de la pollution Carburant diesel
Choix du carburant Carburant
R´ eglage de la combustion Carburant remplacement
Traitement des gaz d’´ echappement Azote oxyde
L´ egislation et r´ eglementation Moteur diesel
V´ ehicule ´ electrique
Moteur thermique
Moteur combustion interne
assigned keywords with the recovered keywords using the ﬁrst approach, for the
ﬁrst Amaryllis topic (shown earlier in Table 2). The recovered keywords are
clearly relevant for the topic, yet there is no overlap with the manually assigned
ones. This is perhaps not surprising considering that we can choose from no less
than 125,360 keywords for the Amaryllis collection.6 Discussion and Conclusions
Query expansion of feedback methods have a long history in information re-
trieval. This dates back, at least, to the studies of Sparck Jones [12,13] in which
the collection is analyzed to provide a similarity thesaurus of word relationships.
This type of approach is called global feedback in [14], who introduce a local
feedback variant in which the initially retrieved documents are analyzed. There
is mixed evidence on the eﬀectiveness of global feedback. Local feedback meth-
ods are generally more eﬀective, and the combination by using global analysis
techniques on the local document set tends to be most eﬀective [15].
The approach of this paper combines global and local feedback techniques.
Our analysis of keyword usage in the collections, resulting in a low dimensional
keyword space is a global feedback technique. Our approach is very similar to
latent semantic indexing of [16]. Our method is speciﬁcally tailored to domain-
speciﬁc collection in which keywords are manually assigned to the documents.
Although the same technique can be applied, in principle, to all words in the
collections, this would be computationally infeasible in practice. Our strategy
to derive vectors for retrieval topics based on the top ranked initially retrieved
documents is a local feedback technique.
We used the keyword space for a form of automatic classiﬁcation by recover-
ing keywords for the retrieval topics. There has been a lot of attention in query
expansion with keywords for the medical domain. Hersh et. al. [17] investigate
various ways of expanding medical queries with UMLS Metathesaurus terms,
and ﬁnds a signiﬁcant drop in retrieval eﬀectiveness. Srinivasan [18] investigates
automatic query expansion with MeSH terms using the MEDLINE collection,
based on a statistical thesaurus. Her ﬁnding is that query expansion with key-
words leads to improvement, but the eﬀect is overshadowed by standard blind
feedback. Our reranking strategy, in contrast, did show a signiﬁcant improvement
over a baseline run using blind feedback. Others found a mild improvement of
retrieval eﬀectiveness when GIRT queries were expanded using thesaurus terms
[19]. Note that we obtain a signiﬁcant improvement only when our naive rerank-
ing of document is combined with the original based run.
The eﬀectiveness of the combination of a run with a reranking of the same
run is of interest in its own right. This sheds new light on the rationale for the
eﬀectiveness of run combinations. The standard explanation for the eﬀectiveness
of combined runs is due to Lee [20]: the overlap of relevant documents in the
runs is high, whereas the overlap of non-relevant documents is much lower. In
our case, we ﬁnd a signiﬁcant improvement for the combination. However, the
overlap between relevant documents, as well as the overlap between non-relevant
documents is complete—both runs have identical sets of retrieved documents!
Lee’s rationale fails for combinations with rerank runs. This points to additional
factors responsible for the eﬀectiveness of combined runs. An obvious candidate
is the relevance score of documents: relevant documents in the overlap have a
signiﬁcantly better relevance score than non-relevant documents in the overlap.References
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A Technical Details
We analyzed the keyword space using multi-dimensional scaling techniques [8]. The
ﬁrst step is to compute dissimilarities for the keywords.
A natural candidate for measuring the similarity of the keywords is the Jaccard
coeﬃcient. Let |i| denote the number of document having keyword i. For each pair of
keywords i and j, we determine:
J(i,j) =
|i ∩ j|
|i ∪ j|
=
|i ∩ j|
|i| + |j| − |i ∩ j|
Note that for i we have that J(i,i) = 1 and for disjoint i and j we have J(i,j) = 0. From
the Jaccard similarity coeﬃcient, we can make a dissimilarity coeﬃcient by considering
d1(i,j) = (1 − J(i,j)) or d2(i,j) =
p
(1 − J(i,j)). These dissimilarity coeﬃcients have
the following desirable properties, d1 is metric and d2 is both metric and euclidean [7].
The Jaccard scores for the collection give values close to 0 for almost all pairs of
keywords. To allow for greater variation, we use the logarithm of the values, thus we
determine the distance between two keywords i and j as:
Dist(i,j) = 1 −
log10(|i ∩ j|)
log10(|i ∪ j|)
= 1 −
log10(|i ∩ j|)
log10(|i| + |j| − |i ∩ j|)
This, again, gives a value in the range [0,1], a value 1 for terms not appearing in the
same document, a value 0 for terms only occurring in the same documents.
The distances Dist is a metric, i.e, it gives a non-negative number such that
1. Dist(i,j) = 0 if and only if i = j,
2. Dist(i,j) = Dist(j,i), and
3. Dist(i,j) + Dist(j,k) ≥ Dist(i,k).
The third (triangle) inequality will hold due to the fact that all values for distinct i
and j are above 0.5.
Based on the above, we can now construct a squared matrix of dissimilarities
{Dist(i,j)}, of size 6,745 by 6,745 in case of GIRT and of size 10,274 by 10,274 in
case of Amaryllis. Our aim is to ﬁnd a set of points in a low dimensional space such
that each of these points represents one of the keywords, and that the euclidean dis-
tances between points approximate the original dissimilarities as good as possible.For this, we follow the standard procedure of metric multi-dimensional scaling [8,
pp.22–39]. From the dissimilarities, we obtain a matrix A of elements −
1
2(Dist(i,j))
2.
Next, we obtain the double-centered matrix B, build from A by subtracting row and
column mean, and adding matrix mean.
Then spectral decomposition gives
B = VΛV
T
with Λ = diag(λ1,...,λn) the diagonal matrix of eigenvalues and V = (v1,...,vn) the
matrix of corresponding eigenvectors. We assume that the eigenvalues are ordered such
that λi ≥ λi+1, and that the eigenvectors have unit length.
Following [16], we choose to look at the ﬁrst 100 eigenvalues Λ100 = diag(λ1,...,λ100)
and associated eigenvectors V100 = (v1,...,v100). The best approximation of B on 100
dimensions is matrix X100 such that
X100 = V100Λ
1/2
100
The resulting matrix has dimensions 6,745 by 100 in case of GIRT, and 10,274 by 100
in case of Amaryllis. For each keyword, we now have a vector of length 100.