Abstract. An aerosol model was used to simulate the generation and transport of aerosols over Germany during the HD(CP) 2 Observational Prototype Experiment (HOPE) field campaign of 2013. The aerosol number concentrations and size distributions were evaluated against observations, which shows satisfactory agreement in the magnitude and temporal variability of the main aerosol contributors to cloud condensation nuclei (CCN) concentrations. From the modelled aerosol number concentrations, number concentrations of CCN were calculated as a function of vertical velocity using a comprehensive aerosol activation scheme which takes into account the influence of aerosol chemical and physical properties on CCN formation. There is a large amount of spatial variability in aerosol concentrations; however the resulting CCN concentrations vary significantly less over the domain. Temporal variability is large in both aerosols and CCN. A parameterization of the CCN number concentrations is developed for use in models. The technique involves defining a number of best fit functions to capture the dependence of CCN on vertical velocity at different pressure levels. In this way, aerosol chemical and physical properties as well as thermodynamic conditions are taken into account in the new CCN parameterization. A comparison between the parameterization and the CCN estimates from the model data shows excellent agreement. This parameterization may be used in other regions and time periods with a similar aerosol load; furthermore, the technique demonstrated here may be employed in regions dominated by different aerosol species.
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Introduction
The influence that aerosols have on cloud microphysics is relatively well established; however clouds and aerosols continue to contribute the largest uncertainty to the Earth's energy budget in climate simulations (Boucher et al., 2013) . In an effort to realistically capture aerosol cloud interactions and hence reduce these uncertainties, cloud condensation nuclei (CCN) parameterizations have been developed for models. The ability of an aerosol to act as a CCN is determined by its size and composition, so accurately modelling CCN activation necessitates an understanding of these underlying physical and chemical properties.
The hygroscopicity parameter is now commonly used to characterize the chemical properties of a given aerosol species (Petters and Kreidenweis, 2007) ; however for the sake of simplicity, chemical composition can be neglected. Segal and Khain (2006) state that aerosol chemical composition has a relatively small effect and assume all aerosols are composed of NaCl. Some doubt does remain as to the relative importance of the aerosol physical and chemical properties in determining CCN concentrations (Hudson, 2007) ; however most evidence suggests that number concentration and size have the most significant effect (Dusek et al., 2006; Ervens et al., 2007; Feingold, 2003) , since larger particles are more readily activated.
There are numerous possibilities for characterizing the number concentration of aerosols. Early parameterizations, including the seminal work of Twomey (1959) , used a power law to describe the number of activated CCN. A power law can also be employed to describe the aerosol population; however this approach combined with simple expressions for L. B. Hande et al.: Parameterizing CCN during HOPE the number of nucleated drops has drawbacks, since anomalously high droplet number concentrations can be produced. A power law is also employed to define the aerosol size distribution (Khvorostyanov and Curry, 1999) in parameterizations of droplet activation (Morrison et al., 2005) employed by the Weather Research and Forecasting (WRF) model.
Other parameterizations assume a prescribed uniform aerosol size distribution with only one typically log-normal mode (Abdul-Razzak et al., 1998; Segal and Khain, 2006) . Several modes can be used to define the aerosol sizes (AbdulRazzak and Ghan, 2000; Fountoukis and Nenes, 2005; Liu et al., 2012; Shipway and Abel, 2010) , where the parameters of the size distribution are either calculated from an aerosol model or derived from limited observations from a short time period (Rissler et al., 2004) . If coupled to another suitable model, e.g. the CAM-Oslo GCM, the aerosol modes can evolve over time, offering the next degree of complexity. Parameterizations can also employ a sectional representation of the aerosol size distribution (Abdul-Razzak and Ghan, 2002; Nenes and Seinfeld, 2003) , which also allows the size distribution to evolve over time.
Perhaps unsurprisingly, a more complex representation of aerosol properties and processes leads to improvements in simulated aerosol forcing (Bellouin et al., 2013; Mann et al., 2012) , as well as CCN concentrations (Weisenstein et al., 2007) . However these approaches introduce a significant computational burden for simulations, which limits their applicability to short, limited-area simulations. Segal and Khain (2006) point out that an effective parameterization should be as simple as possible, yet encompass all the governing factors affecting aerosol activation. This sentiment has also been echoed by Petters and Kreidenweis (2007) . To this end, we present a parameterization for estimating CCN concentrations which exploits the complexity of an aerosol model to accurately characterize chemical and physical properties of aerosols. All these detailed properties are then represented within a simple mathematical model, which is a function of the vertical velocity and atmospheric pressure. This represents a new approach for parameterizing CCN for use in models. The parameterization is developed for use in the large eddy simulation (LES) version of the ICOsahedral Nonhydrostatic (ICON) model, from modelled aerosol data during the HD(CP) 2 Observational Prototype Experiment (HOPE) campaign. It is suggested the parameterization is suitable for other time periods with a similar aerosol load.
Aerosol simulations
The High Definition Clouds and Precipitation for advancing Climate Prediction (HD(CP) 2 ) project aims at improving our understanding of clouds and precipitation, by building and using a model capable of very high-resolution simulations. An essential component of this project is the use of the ICON Dipankar et al. (2015) . The ICON-LES model has no online aerosol scheme, which motivates the need for the new CCN parameterization developed here. To achieve this, the Consortium for Small-scale Modelling (COSMO) meteorological model coupled to the Multi-Scale Chemistry Aerosol Transport (MUSCAT) (Wolke et al., 2012) model was used to simulate the generation and transport of natural and anthropogenic aerosols to Europe. The time period covers the HD(CP) 2 Observational Prototype Experiment (HOPE) performed in Jülich, Germany, which will provide critical data for model evaluation. The aerosol species simulated were ammonium nitrate, ammonium sulfate, dust (5 sizes), elemental carbon, organic carbon, sea salt (2 sizes), and sulfate. Table 1 shows the chemical and physical properties of the simulated aerosols. The hygroscopicity parameter is κ, the mode standard deviation and mean radius are σ and r respectively, and the density is given by ρ. The hygroscopicity parameter for each aerosol species was taken from Ghan et al. (2001) .
In COSMO-MUSCAT, the meteorological model COSMO, which is the operational forecast model of the German Weather Service (DWD), is coupled online with the chemistry transport model MUSCAT. Meteorological parameters such as humidity and temperature are interpolated and transferred from COSMO-MUSCAT at each advection time step. This ensures that actual meteorological conditions are represented. MUSCAT computes atmospheric transport and chemical transformations of aerosol species and gas phase reactions. The transport processes include advection, turbulent diffusion, sedimentation, and dry and wet deposition. In addition, size-resolved atmospheric particle number concentrations were simulated for Saharan dust aerosol. While the number distribution of secondary aerosol species are particularly important for determining cloud condensation nuclei concentrations, dust particles are efficient ice nuclei. For the model results shown here, the horizontal grid spacing was 28 km, and 32 vertical layers were used. The domain considered in this study is between 48.25-54 • N and 6-15 • E, shown in Fig. 1 . To ensure that the deviations in the modelled meteorological fields from the real atmosphere remain small, COSMO was reinitialized every 24 h. COSMO ran for 48 h at each cycle, and after 24 h MUSCAT was restarted. Then, both models ran parallel for 24 h at each cycle. For the chemical compounds and aerosol species, MUS-CAT computes total mass concentration. The model has been applied and tested for numerous case studies in Germany as well as in annual simulations in the European domain (Wolke et al., 2012) .
For the estimation of the aerosol number size distributions, the mode mean diameter, density, and standard deviation of the log-normal mode have been predefined for each aerosol species. Dust size distributions have been described by Heinold et al. (2011) . Sea salt modes are determined according to Gong (2003) . The simulated mass concentrations were converted to total number concentrations by assuming spherical particles of a certain size and density individually for each component. Assuming a log-normal size distribution with a certain mean diameter and standard deviation, the total number concentration can then be used to estimate the number size distribution for each component. The sum of all individual size distributions results in the total particle size distribution, which can be compared to the observations. The aerosol mixing state can influence aerosol size distribution and hygroscopicity, hence it influences CCN activity. Wang et al. (2010) shows that mixing state assumption is only important when primary organic aerosol and black carbon dominate aerosol volume. Here, aerosol composition is mostly from ammonium nitrate and ammonium sulfate. Sullivan et al. (2009) show that not all chemical reactions that process atmospheric dust aerosols increase CCN activity. Therefore mixing state assumption should not affect the results strongly. Furthermore, Ervens et al. (2010) (Engler et al., 2007; Spindler et al., 2013) , since no specific aerosol measurements were carried out during the campaign at the Jülich site. Therefore, comparisons of modelled and observed aerosol composition size distributions were performed at the Melpitz site. The station is situated on flat terrain, and no larger sources of pollution lie within close proximity to the station. Particle number size distributions at dry conditions were measured using a twin differential mobility particle sizer (TDMPS) (Birmili et al., 1999 (Birmili et al., , 2016 . The major ions and carbon species in the aerosol have been continuously measured from daily filter samples since 2003 (Spindler et al., 2013) .
A comparison of modelled and observed chemical species is shown in Fig. 2 for the time period of the HOPE Melpitz campaign. Only the results of modelled and observed concentrations of the species ammonium sulfate and ammonium nitrate as well as the small sea salt mode are shown, as these species dominate CCN concentrations over the model domain. The agreement between the model results and observations of the mass concentrations of secondary aerosol species as well as the sea salt is very good. Both magnitude and temporal variability of the aerosol concentrations are well matched except for the first few days of the time period, where the model underestimates the observed aerosol species, particularly for ammonium nitrate and to a lesser extent for ammonium sulfate and sea salt. Total PM 2.5 , which is computed as the sum of all aerosol types excluding the supermicron size dust and sea salt fractions, is underestimated by the model by about a factor of 2. This underestimate can likely be tied to an underestimated submicron dust emission or secondary organic aerosol (SOA) that is not considered by the model. Zhao et al. (2015) suggest SOAs have hygroscopicity parameters between 0.03 and 0.1, less than the majority of aerosols considered in this study. Therefore, any underestimate in SOA concentration should not affect CCN concentrations significantly.
The modelled aerosol size distribution resulting from conversion of the simulated bulk aerosol concentration into sizeresolved aerosol concentration at the Jülich site is shown in Fig. 3 for the example day 18 June 2013 at 12:00 UTC. Here, ammonium sulfate contributes the main part to the modelled aerosol number concentrations. These results could not be verified at the Jülich site due to lack of observations. There- fore, comparisons of modelled and observed size distributions were performed at the Melpitz site (Fig. 3b) .
While in the size range between 50 nm and 0.15 µm the model estimated number size distribution matches the observations well, the model underestimates the observations at smaller and larger particle sizes. This is also the case when comparing model results and observations for a full month (Fig. 3c ). For particles between about 10 and 30 nm, the model underestimates the number concentration by 1-2 orders of magnitude for the whole month. A smaller discrepancy is seen for course mode aerosols, where the model suggests about half the concentrations given in the observations for 0.5 µm particles. The underestimation at smaller sizes is due to the fact that the nucleation mode, which is present in the measurements, is not taken into account in the model. However, at this size range such an underestimate is less important for diagnosing CCN concentrations. The underestimate of the model results at larger particle sizes (also reflected in underestimates of PM 2.5 and PM 10 concentrations, not shown) may be more critical; however the number concentrations of the large particles are low. The model deficit may point to an aerosol type that is not included in the model, for example fugitive dust. Natural sea salt and desert dust aerosol are unlikely to be responsible for this deficit at the larger particle sizes, since the sea salt large mode was adjusted to observations, while independent comparisons of dust aerosol size distributions with observations during measurements at independent field campaigns have shown that simulated dust size distributions in the supermi- cron size range match well to ground and airborne dust size observations (Heinold et al., 2011) . Figure 4 shows the temporally averaged median and 85th percentile vertical profiles of the number concentration of all aerosol species and the resulting CCN number concentration at a prescribed vertical velocity of 0.5 m s −1 . To calculate the statistics, the domain-wide median and 85th percentile vertical profiles were first calculated at each time step. Then the mean of these profiles was taken over all time steps.
Aerosol and CCN concentrations during HOPE
According to Fig. 4 , the dominant aerosols in the lower levels are ammonium nitrate and ammonium sulfate, and at higher levels the concentration of sulfate and elemental carbon become more significant. The concentrations of most aerosol species are constant at lower levels, and decrease at higher levels, with the rate of decrease varying between aerosol species. Sulfate is the exception, with concentrations increasing with altitude due to the nucleation of Aitken mode particles in the upper troposphere. In the model, sulfate is formed by the oxidation of SO 2 , which instantly reacts to form ammonium sulfate if ammonium is available (Renner and Wolke, 2010) . In the upper troposphere, less ammonium is available, which leads to the nucleation of sulfate particles. The median dust concentrations are relatively constant with altitude, as already shown by Hande et al. (2015) during a different time period.
The bottom panel of Fig. 4 shows the temporally averaged 85th percentile concentrations of aerosols and CCN at 0.5 m s −1 . Taking the ratio of the 85th percentile concentrations to the median concentrations provides a rough measure of the spatial variability. For example, the 85th percentile for ammonium nitrate is, on average, 5.6 times larger than the median. This increases to 44 times larger for dust, with the smallest difference being 2.1 times for organic carbon. In contrast to this, the 85th percentile for CCN concentrations is only 1.8 times larger than the median concentrations on average. This indicates that, while there may be significant spatial variability in aerosol concentrations, the spatial variability in CCN concentrations is significantly lower.
The spatial variability on shorter timescales, as well as the temporal variability over the course of the HOPE campaign are shown in Fig. 5 . The latitudinal and longitudinal median aerosol number concentrations and the resulting CCN number concentrations, averaged over all pressure levels and time steps for 1 day, 30 April 2013, are shown in the top and middle panel, and the bottom panel shows the temporal variability. For this specific day, ammonium nitrate shows a significant amount of variability in both latitude and longitude. Sea salt aerosols also have a large amount of variability with a strong north-south gradient, consistent with the source region being the oceans north of Germany. Indeed, north of the domain, sea salt becomes the dominant aerosol. The important point is that, while there may be large variability in the spatial distribution of aerosols, the spatial variability in the resulting CCN is significantly lower. Even when individual pressure levels are considered, spatial variability in CCN concentrations remains low. The largest variability is in the north-west of the domain above 400 hPa, where concentrations are up to 7 times higher than the rest of the domain. CCN concentrations at 400 hPa are more than 2 orders of magnitude lower than near the surface; therefore the impact of this error is small. The same conclusion regarding the horizontal homogeneity of CCN number concentrations over Germany can be obtained from analysing other days across the whole campaign time period. The spatial distribution of the aerosols can change significantly, particularly for ammonium nitrate, dust, and sea salt. This is consistent with the findings from analysing the difference between the 85th percentile and the median concentrations, as done above. However the resulting CCN number concentrations are much more homogeneous over the domain. Concentrations typically vary by around a factor of 2 over the domain. The temporal variability over the whole time period, on the other hand, is larger, as shown in the bottom panel of Fig. 5 . However, if shorter time periods of about 1 day are taken, this can be considered to be more constant. Boucher et al. (2013) also notes that there is low confidence in estimates of the anthropogenic fraction of CCN. In an effort to address this, the fraction that each individual aerosol species contributes to the calculated CCN concentrations is shown in Table 2 . Here, CCN concentrations are calculated at a vertical velocity of 0.5 m s −1 and, according to Abdul-Razzak et al. (1998) , this gives an activated fraction of approximately 0.1 for ammonium sulfate aerosols at 10 • C and 800 hPa. The same activated fraction is found at a supersaturation of approximately 0.2 %, which is commonly used by other authors to calculate CCN concentrations (Pierce and Adams, 2009; Wang and Penner, 2009) . Of course this depends on the particular aerosol species, aerosol size, and thermodynamic conditions; however it indicates that the results in Table 2 are roughly comparable to those of other studies. Table 2 indicates that the CCN number concentrations over Germany are dominated by CCN formed on anthropogenic aerosols. Specifically, ammonium sulfate and sulfate dominate CCN production in the upper levels, and ammonium nitrate and ammonium sulfate are the dominant aerosols in the lower levels. Although elemental carbon aerosols have a high concentration throughout the atmosphere, their contribution to CCN is negligible due to the very low hygroscopicity. The sea salt aerosols, which are the most hygroscopic, only play a minor role in CCN production over the continent. Organic carbon and desert dust aerosols have the same hygroscopicity; therefore the differences in CCN production are due to differences in the number concentrations of aerosols.
These results are outside the upper bound of estimates of the global mean anthropogenic fraction of CCN. Boucher et al. (2013) combine numerous studies to suggest the anthropogenic fraction of CCN is between 0.25 and 0.66; however the authors did note the large uncertainties and large regional differences in these estimates. Furthermore, sea salt aerosols would be a larger contributor to the global mean, and this would act to reduce the anthropogenic fraction of CCN compared to the largely continental conditions over Germany. Given that when there are errors in modelled aerosol mass concentrations, the model is biased to lower values compared to the observations, and Table 2 shows the relative contribu- tion of modelled aerosols to total CCN. The errors should not affect these results strongly.
Parameterization development
The previous section demonstrated that the median vertical profile of CCN number concentrations can be considered representative of the conditions over Germany during the HOPE campaign if short time periods of 1 day are considered. Here, a parameterization of CCN concentrations is constructed, which is a function of the atmospheric pressure and the vertical velocity. Using the parameterization provided by Abdul-Razzak and Ghan (2000) , median CCN number concentrations were calculated at 40 different vertical velocities for each time step of modelled aerosol data. The average over all time steps in 1 day was computed, and this was used to define a series of best fit functions. In this way, aerosol physical and chemical properties are included through the use of Abdul-Razzak and Ghan (2000), as well as the important dependence on the vertical velocity at various pressure levels. Figure 6 shows the CCN activation spectrum at each of the 32 pressure levels, for 1 day during HOPE, as well as the average of all data used in this study. Pressure levels closer to the ground have larger CCN number concentrations. The characteristic shape of this activation spectrum can be described at each pressure level by the following relation:
where log(w) is the natural logarithm of vertical velocity in m s −1 . This best fit function for each pressure level is shown as the red lines in Fig. 6 . The fitting was performed by means of a non-linear least squares method, where the data are first approximated by a model, and the model parameters are refined through successive iterations which minimize the errors between the data and model. In Fig. 6 , low vertical velocities correspond to low supersaturations, and as a result very This function provides a very good fit to the modelled activation spectrum, particularly in the range of vertical velocities between 0.01 and 50 m s −1 . At very small vertical velocities, the function can produce negative CCN number concentrations, particularly for pressure levels closer to the ground. This is the largest source of discrepancies between the parameterization and the modelled CCN data. The parameters A, B, C, and D act to control the scale, shape, and position of the curve at each pressure level and have a characteristic variation with pressure themselves, as shown in Fig. 7 .
Curves of the following form can be fit to each of these parameters:
where P is pressure in Pascals. In this series of equations, pressure is used as the vertical coordinate. The shape of these curves is influenced by the structure of the atmosphere, and in some cases a different functional form may be more appropriate than Eqs. (2) to (5). The key to developing a parameterization using this technique is that a function of any type can be fit to these parameters. In some examples examined during HOPE, the fit for the B parameter can be poor. This often occurs when there is a second increase in this parameter above about 700 hPa. However, the influence this parameter has on the final parameterized CCN concentrations is small, and it can be seen from the bottom panels of Fig. 7 , that on average the fit provided by Eqs. (2) to (5) is very good. Combining Eqs. (1) to (5), the CCN number concentrations (m −3 ) are defined as follows:
where the 16 parameters a 1 to d 4 must be defined for each time period. These parameters are provided in Table A1 of Appendix A for each day of HOPE, as well as the mean over the whole time period. Users must first decide which CCN profile suits the needs of their simulation and select the appropriate fit parameters. The domain mean surface pressure, temperature, and vertically integrated specific humidity given in Table A2 may assist in this regard, if users wish to apply them to days not parameterized. The mean CCN profile can be employed for longer simulations not wishing to include daily variability. Figure 8 shows the parameterization compared to CCN number concentrations calculated directly from the modelled aerosol data, at multiple vertical velocities. As can be seen, discrepancies between the parameterized CCN concentrations and those calculated directly from the model data are most significant at vertical velocities less than about 0.02 m s −1 , and pressure levels lower than 800 hPa. However, at vertical velocities greater than about 0.1 m s −1 , the parameterization derived above provides an excellent fit for the modelled CCN concentrations. These larger vertical velocities are most relevant for conditions within clouds. In order to prevent unrealistically low CCN number concentrations, it is recommended to implement a minimum CCN concentration of 10 7 m −3 . This approach to parameterizing CCN concentrations has an advantage over other traditional methods. The CCN parameterization developed by Segal and Khain (2006) assumes a constant CCN concentration up to a specified height, above which the concentration decreases exponentially. This would only be a suitable representation in the case of a wellmixed boundary layer, with no aerosol and, therefore, no CCN production in the upper levels. The parameterization developed above is flexible enough to account for an atypical vertical distribution of CCN. For example, the top panel of Fig. 8 shows no well-mixed region, instead an almost linear decrease in CCN concentrations from the surface through to the mid-troposphere. Furthermore, Fig. 4 implies that sulfate aerosols can be produced in the upper levels; therefore the rate of decrease in CCN number concentrations above the boundary layer may not be exponential. It is suggested that the vertical profile of CCN number concentration obtained through this new parameterization provides a more accurate representation. Figure 9 shows scatter diagrams of the modelled CCN number concentrations against the parameterized CCN number concentrations for 3 pressure levels and 3 vertical velocities. Overall, there is no significant bias in the parameterized CCN number concentrations. At high pressures, the agreement between the parameterized and modelled number concentrations is excellent, but the differences between the two increase with decreasing pressure. At 1.14 m s −1 , the average absolute magnitudes of the difference between the parameterized and modelled number concentrations are 8, 22, and 22 % of the modelled concentrations at 911, 715, and 516 hPa respectively. The three points at 516 hPa and a parameterized number concentrations of 1 × 10 7 m −3 would have very low number concentrations according to Eq. (6), hence the values must be adjusted to a minimum of 1 × 10 7 m −3 . These profiles are from 9 to 11 April 2013.
To further quantify the quality of the fit, the normalized root mean squared error (nRMSE) for each profile was computed, as shown in Table A2 . The maximum nRMSE is 0.1930 for 3 June 2013, the minimum is 0.0127 for 1 April 2013, and the mean nRMSE over all days is 0.0555, which implies mean errors of 5.55 %. A qualitative inspection of the residuals, defined as Abdul-Razzak and Ghan (2000) -Eq. (6), was also made (not shown). The residuals were largest in the lower troposphere, but are still small relative to the maximum concentrations. This indicates that there is a small amount of variability in CCN concentrations that Eq. (6) does not capture. In the upper levels, the residuals are much closer to zero, which indicates that the form of the parameterization is appropriate for capturing the main features in the vertical distribution of CCN.
L. B. Hande et al.: Parameterizing CCN during HOPE 6 Conclusions
The COSMO-MUSCAT model was used to simulate the generation and transport of aerosols to Europe during the HOPE campaign. An evaluation of the modelled aerosol concentrations with available observations shows good agreement. The mass concentrations and temporal variability of ammonium sulfate, ammonium nitrate, and sea salt concentrations are in very good agreement with observations from Melpitz. Total PM 2.5 concentration is underestimated by the model by a factor of about 2. The size distribution from the model also agrees well with observations; however there is a slight underestimate at smaller and larger particle sizes.
From these aerosol concentrations, CCN number concentrations were calculated. The analysis demonstrated that while there may be large variability in aerosol concentrations throughout the domain considered here, the spatial variability of the resulting CCN concentrations is significantly lower, typically only varying by a factor of 2. There is, on the other hand, a larger amount of temporal variability over the time period. This implies that the median vertical profile of CCN number concentrations is most representative of the conditions over Germany if short time periods are considered.
The anthropogenic fraction of CCN was found to be large over continental Germany, at over 90 % near the surface, decreasing to about 80 % in the mid-troposphere. This is larger than estimates of the global mean and demonstrates the significant impact that anthropogenic aerosols have on cloud properties.
A parameterization of CCN number concentrations was developed, using a series of best fit functions to capture the dependency of CCN activation on vertical velocity at different pressure levels. In this parameterization, the influence of aerosol physical and chemical properties on CCN are included through the prior use of a detailed aerosol activation scheme. The parameterized CCN number concentrations compare well to the number concentrations calculated directly from the modelled aerosol data, except at very low vertical velocities and pressure levels close to the ground. This represents a new approach for parameterizing CCN for use in models, which to the authors knowledge has not been demonstrated before. As long as the technique provides adequate fits of all the free parameters in Eq. (6), this technique can be employed to parameterize CCN in other regions and over other time periods.
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