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RÉSUMÉ
Cet article est consacré au problème de la détection de processus à
spectres équivalents. Ces processus sont modélisés par deux modèles
paramétriques : le modèle AR bruité et le modèle ARMA. Deux
détecteurs basés sur la singularité de la matrice des équations de Yule-
Walker d’ordre supérieur sont développés, l’un en mode supervisé,
l’autre en mode non-supervisé. L’effet d’une surestimation de l’ordre
des modèles sur ces détecteurs est ensuite étudié.
ABSTRACT
The detection of Spectrally Equivalent (SE) processes is studied. The
SE processes are modeled by two SE parametric models: the noisy
AR model and the ARMA model. Two detectors based on the Higher-
Order Yule-Walker matrix singularity are developped, in supervised
learning and in unsupervised learning, respectively. The model order
mismatch is then investigated.
1 Introduction
On étudie dans cet article la détection de processus spec-
tralement équivalents (SE). Ce problème peut survenir dans
le traitement de signaux à spectres étalés qui est nécessaire
dans de nombreuses applications, civiles ou militaires, comme
les systèmes de communication mobile, la localisation de vé-
hicules, la sécurité des communications dans un environne-
ment militaire,...[4] La détection de processus SE est égale-
ment d’un grand intérêt en imagerie SAR : la détection de
non-linéarités contenues dans de telles images par des mé-
thodes basées sur les modèles de Volterra peut se ramener à
la comparaison de signaux ayant le même spectre [3]. Ces dif-
férents problèmes de détection de processus SE se prètent dif-
ficilement aux techniques fondées sur les statistiques du se-
cond ordre. Cet article montre que statistiques d’ordre supé-
rieur sont un outil indispensable pour la détection de spectres
SE.
On se propose de modéliser les processus SE par deux
modèles paramétriques SE : le modèle AR bruité et le modèle
ARM A. On montre que ces processus paramétriques ne
peuvent avoir les mêmes statistiques d’ordre supérieur [7].
On se place dans un premier temps dans la situation où
les paramètres de ces modèles sont connus (cas du mode
supervisé). Un détecteur basé sur les Equations de Yule-
Walker d’Ordre Supérieur (EYWOS) est alors élaboré. Plus
précisément, la singularité (ou la régularité) de la matrice
des EYWOS s’avère être un outil efficace pour la détection.
Le cas du mode non-supervisé est ensuite étudié. A l’aide
d’une segmentation du signal, un détecteur s’affranchissant
de l’estimation des paramètres des modèles est étudié. Dans
une dernière partie nous montrons qu’une surestimation de
l’ordre des modèles SE ne détèriore pas les performances du
détecteur, mais au contraire peut les améliorer.
2 Formulation du Problème
L’étude développée dans cet article se restreint aux pro-
cessus stationnaires, ergodiques, dont la densité spectrale de
puissance est symétrique et continue. Le choix de modéliser
les signaux SE par des processus AR bruité et ARM A peut se
justifier par le théorème suivant :
Si S est une fonction positive, symétrique et continue,
il existe un processus AR.p/, un processus MA.q/ et un
processus ARMA.p; q/ dont le spectre approche S avec une
précision aussi fine que souhaitée ([1], p. 132).
Soit un processus aléatoire fy.n/gnD0;::: ;NÄ1 stationnaire
et ergodique. Considérons les deux modèles paramétriques
suivants :
 Un processus AR.p/ noté x.n/, d’entrée e.n/, noyé dans
un bruit additif blanc gaussien b.n/ :
y0.n/ D x.n/C b.n/ avec x.n/ D Ä
pX
jD1
a j x.n Ä j/C e.n/
e.n/ et b.n/ sont supposés indépendants, identiquement
distribués (i.i.d.) et mutuellement indépendants.
 Un processus ARM A.p; p/ non gaussien y1.n/, d’en-
trée g.n/ i.i.d., de même moyenne et de même densité spec-
trale que y0.n/ (sachant que le spectre d’un processus AR.p/
bruité est le spectre d’un processus ARM A.p; p/ [2]), défini
par :
y1 .n/ D Ä
pX
jD1
ea j y1.n Ä j/C pX
jD0
b j g.n Ä j/
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L’équivalence spectrale entre y0.n/ et y1.n/ implique que les
paramètres des modèles AR bruité et ARM A sont liés par
une transformation bijective (en supposant que les modèles
considérés sont stables) [2].
3 Détection en Mode Supervisé (Détec-
teur “MS”)
Le problème de détection peut s’énoncer comme un test
d’hypothèses simples :
H0 :
 
processus
AR bruité
!
y.n/ D y0.n/ , n D 0; : : : ; N Ä 1
H1 :
 
processus
ARM A
!
y.n/ D y1.n/ , n D 0; : : : ; N Ä 1
Pour des processus AR et ARM A non gaussiens, le test opti-
mal de Neyman-Pearson (NP) associé au problème précédent
ne peut s’exprimer simplement car les lois de y0.n/ et de y1.n/
sont difficiles voire impossibles à déterminer. On est donc
amené à considérer des détecteurs sous-optimaux. Dans ce but,
on se propose d’utiliser les Equations de Yule-Walker d’Ordre
Supérieur (EYWOS) pour effectuer la détection. Soit k un en-
tier tel que le spectre d’ordre k du processus non gaussien
y1.n/ soit non-nul (k > 2). On sait qu’un processus AR.p/
vérifie les EYWOS suivantes [5] :
pX
jD0
a j C
x
k .m Ä j; 0; : : : ; 0/ D 0 , 8m > 0 (1)
où Cxk .1; 2; : : : ; kÄ1/ représente le cumulant d’ordre k du
processus AR x.n/ calculé au point  D .1; 2; : : : ; kÄ1/.
Puisque b.n/ est gaussien et indépendant de x.n/, C xk . / D
C
y0
k . / 8 2 RkÄ1, 8k > 2. Soit 1p./ D det.Rp.//, avec :
Rp./ D
2666664
pC1 p : : : 1
pC2
: : :
: : : : : :
: : :
: : :
: : : p
2pC1 : : : : : : pC1
3777775
et  D .1; : : : ; 2pC1/ 2 R2pC1. Posons :
C0k D .C
y0
k .1Ä p; 0; : : : ; 0/; : : : ;C
y0
k .1C p; 0; : : : ; 0//T
(2)
Pour m 2 f1; : : : ; p C 1g, l’équation (1) donne :
Rp.C
0
k/.1; a1; : : : ; ap/
T D 0
d’où :
10k
1D 1p.C0k/ D 0
D’autre part, pour un processus ARM A.p; p/ non gaussien,
(1) est valide pour m > p, mais pas pour m 2 f1; : : : ; pg. Il
est alors légitime de supposer que
11k
1D 1p.C1k/ 6D 0;
où C1k est défini comme dans (2) avec les cumulants du
processus ARM A (cette hypothèse a toujours été confirmée
lors des simulations). On obtient ainsi le test suivant :
H0 : processus AR bruité 1k D 10k D 0
H1 : processus ARMA 1k D 11k 6D 0
(3)
Soit bCk le vecteur obtenu en remplaçant les vrais cumulants
dans (2) par leurs estimés usuels, et soit b1k 1D 1p.bCk/. Le
vecteur bCk est asymptotiquement sans biais, gaussien, et tel
que lim
N!C1
N E[.bCk Ä Cik/.bCk Ä Cik/T =Hi] D 6ik [5]. D’après
([1], p. 211), cette propriété implique que le déterminant
estimé b1k est asymptotiquement sans biais et gaussien, avec :
lim
N!C1
N E[.b1k Ä1ik/2=Hi] D DiTk 6ik Dik 1D  2i (4)
Dans (4), Dik est un vecteur dont le j
Jeme élément est Dik . j/ D
.@1 ./ = @ j/.C
i
k/. On montre alors facilement que
Dik . j/ D
 j X
mD1
.Cof .Rp.C
i
k//m
où
 j  est le nombre de  j dans Rp./ et .Cof .Rp.:///m la
matrice des cofacteurs de Rp.:/ calculée à la m
Jeme occurence
de  j . Le comportement asymptotique de b1k est alors, sous
chacune des deux hypothèses :
H0 : processus AR bruité
p
Nb1k N!C1 N.0;  20 /
H1 : processus ARMA
p
Nb1k N!C1 N.11k ;  21 /
Le test NP associé à ces deux hypothèses s’écrit alors :
H0 rejetée si T
1D N
b12k
 20
Ä N.
b1k Ä11k/2
 21
> k1 (5)
Dans (5), k1 est un seuil dépendant de la Probabilité de Fausse
Alarme (PFA). Sous chaque hypothèse Hi , i 2 f0; 1g, T
peut s’écrire : TDieTi C i où eTi suit une loi du 2 décentré
à 1 degré de liberté et de paramètre de non-centralité i D
 2i 1
2
1=.
2
0 Ä  21 /2. Pour une PFA donnée, la Probabilité de
Détection (PD) est alors donnée par :
 Premier cas :  21 >  20 ,
P D D 1Ä 21 [1]
Ä
0
2
1 [0]
Ä1.1Ä F AP/ C 0 Ä 1

=1

 Second cas :  20 >  21 ,
P D D 21 [1]
Ä
0
2
1 [0]
Ä1.F AP/C 0 Ä 1

=1

où 2d [].:/ et 
2
d []
Ä1.:/ représentent respectivement la fonc-
tion de répartition et la fonction de répartition inverse d’une
loi du 2 décentré à d degrés de liberté et de paramètre de
non-centralité .
4 Détection en Mode Non-Supervisé
(Détecteur “MNS”)
On s’intéresse dans cette section au problème de détec-
tion de processus SE en mode non-supervisé. Les paramètres
des deux modèles sont donc inconnus. Cependant, on suppose
dans un premier temps que l’ordre p des processus AR et
ARM A est connu. L’étude du cas où cet ordre est estimé sera
exposée dans la section suivante. Considérons une segmenta-
tion du signal en M tranches de taille K . Sur chacune de ces
tranches, on calcule le déterminant estimé comme précédem-
ment, ce qui donne M réalisations
b1k; j
jD1;::: ;M
de b1k . La
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segmentation doit être effectuée de façon à ce que les détermi-
nants
b1k; j
jD1;::: ;M
soient indépendants et gaussiens. Suppo-
sons donc que les deux hypothèses suivantes soient vérifées :
.H 1/ La taille K de chaque segment est assez grande pour
que chaque déterminantb1k; j suive approximativement une loi
normale ;
.H 2/ Les segments ne sont pas adjacents mais sont séparés
par un “espace” suffisant pour que les
b1k; j
jD1;::: ;M
soient
approximativement indépendants.
On obtient alors une séquence
b1k; j
jD1;::: ;M
de M va-
riables i.i.d. approximativement gaussiennes. Notons que les
hypothèses .H 1/ et .H 2/ nécessitent d’avoir des signaux de
grande taille. Posons :
T2
4D
p
M Ä 1: 1ks
1
M
MP
jD1
b1k; j Ä1k2
avec 1k D
1
M
MX
jD1
b1k; j
Sous l’hypothèse H0, on a :
p
Kb1k; j  N.0;  20 / 8 j 2
f1; : : : ;Mg. On en déduit alors que [6] :
T2 suit sous H0 une loi de Student
à M Ä 1 degrés de liberté
Ainsi, on connaît la loi de la statistique de test T2 sous H0,
ce qui permet de déterminer un seuil k2 en fonction de la
P F A. Ce seuil est indépendant des paramètres des modèles
AR bruité et ARM A. Ces paramètres n’interviennent dans le
test que pour le calcul de la loi de T2 sous H1, c’est-à-dire
pour le calcul de la probabilité de détection (PD). La loi de T2
sous H1 n’ayant de forme simple, on est amené à déterminer
la Probabilité de Détection en fonction du seuil k2 à l’aide de
simulations de Monte-Carlo.
On peut vérifier que le test du rapport de vraisemblance
généralisé associé aux observations
b1k; j
jD1;::: ;M
conduit à
la même statisitique de test T2.
5 Surestimation de l’Ordre des Mo-
dèles
Supposons que l’ordre p des modèles AR et ARM A est
surestimé. L’équation peut s’écrire :
p0X
jD0
a0j C
x
k .m Ä j; 0; : : : ; 0/ D 0 , 8m > 0 (6)
avec : (
a0j D a j 8 j 2 f1; : : : ; pg
a0j D 0  8 j 2

p C 1; : : : ; p0
p0 est l’ordre surestimé .p0 > p/. Notons C
00
k le vecteur obtenu
en remplaçant p par p0 dans (2). L’équation (6) donne alors :
1p0.C
00
k / D det

Rp0.C
00
k /

D 0
De plus, il est encore légitime de supposer que 1p0.C
01
k / 6D 0.
Ainsi, le test est exactement le même que pour (3), à ceci près
qu’il y a maintenant davantage de cumulants mis en jeu. Par
conséquent, la procédure à adopter est la suivante :
1/ dans un premier temps, on estime l’ordre par les tech-
niques conventionnelles (Akaike,...) ;
2/ on surestime l’ordre issu de 1/ afin d’éviter une sous-
estimation de l’ordre des modèles.
6 Simulations et Résultats
De nombreuses simulations ont été effectuées pour déter-
miner les performances des détecteurs précédents. Dans cet
article sont présentés les résultats obtenus avec un processus
AR.1/ de paramètres [1I Ä0:5] généré par une entrée i.i.d. de
loi exponentielle, de moyenne nulle, et de variance  2e D 1.
D’autres ordres et paramètres ont été testés et ont conduit à
des performances similaires. En faisant varier le Rapport Si-
gnal sur Bruit (RSB D  2e = 2b ), on fait varier les paramètres
du modèle ARM A. Celui-ci est également généré par une en-
trée i.i.d. de moyenne nulle et de loi exponentielle. Les résul-
tats numériques ont été obtenus au moyen de 2000 simulations
de Monte-Carlo.
La figure 1 présente les Courbes Opérationnelles du Récep-
teur (COR) du détecteur MS pour différentes valeurs du RSB.
Dans ce cas, le test s’améliore quand le RSB décroît. En ef-
fet, pour un RSB faible ( 2e   2b ), le processus AR bruité
est quasiment gaussien, alors que le processus ARM A ne l’est
pas, ce qui facilite grandement la détection. Les figures 2 et 3
permettent de comparer les détecteurs MS et MNS en fonction
du nombre d’échantillons N , pour RSB D 8d B . Les perfor-
mances des deux détecteurs sont très similaires. La figure 4
montre que le détecteur MNS s’améliore lorsque l’ordre des
modèles est surestimé. Ceci n’est pas surprenant : en effet, le
nombre de cumulants utilisés dans la fonction test croît avec
p0. Par conséquent, la quantité d’informations concernant la
structure du processus augmente lorsque l’ordre p0 augmente.
7 Conclusion
Les statistiques d’ordre supérieur s’avèrent être un outil ef-
ficace pour la détection des processus spectralement équiva-
lents (SE). Les équations de Yule-Walker d’ordre supérieur
ont permis l’élaboration de deux détecteurs, respectivement
en mode supervisé et en mode non-supervisé. Pour la détec-
tion de processus SE, l’idée de base de ces détecteurs est de
tester la singularité des matrices formées par les équations sus-
mentionnées. Les résultats de simulations ont montré que les
performances des deux détecteurs sont très proches. De plus,
le détecteur en mode non-supervisé se révèle robuste vis-à-vis
de la surestimation de l’ordre des modèles.
Cette étude peut s’étendre à la détection de signaux à
spectre approximativement équivalents, pour laquelle les tech-
niques du second ordre ne sont guère efficaces. D’autre part,
ce papier s’intéresse aux processus modélisables par des pro-
cessus linéaires. La détection de processus spectralement équi-
valents non-linéaires est en cours d’étude.
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FIG. 1 — Figure 1 : COR du Détecteur MS en fonction du
Rapport Signal sur Bruit (N D 10000).
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FIG. 2 — Figure 2 : COR du Détecteur MS en fonction du
nombre d’échantillons N (RSB D 8d B)
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FIG. 4 — Figure 4 : COR du Détecteur MNS pour différentes
valeurs de l’ordre surestimé p0 (SN R D 8d B , N D 500).
