Let {X k , k ∈ Z} be a zero mean d-dimensional stationary process, and let S n,d = (S n,1 , S n,2 , . . . ,
Introduction
The rapid development in many sciences, such as economics, biology, sociology, geology, physics and others, has had a great impact on statistics, and vice versa. In particular, the progress in computer science and hardware technology led to a substantial increase in the amount of data being collected and analyzed. As the size of the data grows, so does often the dimensionality. A fundamental tool in this theory is the multivariate central limit theorem. It allows to deal with important issues such as parameter estimation and model diagnosis. In many cases, d-dimensional parameter estimators may be rewritten or transformed to a vector of normalized partial sums S n,d , where S n,d =  S n,1 , S n,2 , . . . , S n,d  T with S n,h = 1 n  n k=1 X k,h
for appropriate X k,h (up to some negligible bias). Classical time series estimators that fit into this framework are for instance covariance estimators (cf. [1, 7, 27, 30, 47] ) or Yule-Walker estimators (cf. [1, 3, 7, 21] ). A more exotic example is provided by moment and density estimators in the aggregation/disaggregation context; for more details on this subject see [8, 22, 29, 33] and the references there. If the multivariate central limit theorem holds, one can use T -tests, F-tests, Portmanteau-tests or related criteria based on S n,d to decide upon the redundance of various parameters and the model quality (cf. [1, 7, 21] ). Let d = (θ 1 , . . . , θ d ) T ∈ R d . We may then summarize these procedures in the confidence ellipsoids
where  Γ is an estimator of the covariance matrix, and χ 2 1−α (d) the quantile of the χ 2 distribution with d degrees of freedom, corresponding to the confidence level 1−α. Clearly, such an ellipsoid measures the global discrepancy of the parameter d . Instead of (1.1), one may also consider the maximum function
where  γ 2 h,h denotes an estimator of the diagonal elements γ 2 h,h of the covariance matrix Γ . Suppose that we have
for some sequences a d , b d , where G is an extreme value distribution and w − → denotes weak convergence. Then we can formulate the simultaneous confidence band 4) where G 1−α corresponds to the quantile of an extreme value distribution with confidence level 1 − α. In contrast to (1.1), this measure can be considered to assess the local discrepancy. It is natural to ask when (1.3) holds, and what can be said about the relation of n and d. Over the past few years, a number of authors have studied this issue in various different settings, in particular the case where S n,d is connected to covariance or correlation estimation has received much attention. For example, let {Y k } k∈Z be a d-dimensional I.I.D. sequence with
 T , such that the correlation matrix d = Corr (Y k , Y k ) is the identity matrix. In this case, Jiang [25] established an analogue result to (1.3) under the condition d = d n = O (n). This result was then extended in various ways; see [42, 32, 31] and also [26] for related issues and further applications. On the other hand, Wu [47] proposed to study (1.3) , where {Y k } k∈Z is a weakly dependent one-dimensional time series, and S n,h =  φ n,h = (n − h) −1  n k=1+h Y k Y k−h represents the covariance estimators (for simplicity, we assume a zero mean sequence here). This profoundly different setting requires different arguments than in the previous case; for results related to this problem see [27, 30] and in particular Wu and Han [20] , where an almost exhaustive answer is given. On the other hand, empirical results in [28] show that test procedures and criteria based on (1.1) often perform better than those which rely on (1.3). Loosely speaking, this is the case when dealing with global discrepancies. In order to shed more light on this issue, let us reformulate the confidence region E 1 in a manner that is more convenient to compare with E 2 , 5) where
see Theorem 2.6 for details. We refer to E 3 as a Darling-Erdös type region. Now suppose that we wish to test the null hypothesis
against the alternative
If it holds that min |Θ d | > 0, then we have
. Hence a test based on X 2 d will have more power than the one based on V d , in particular if d is large. On the other hand, if we have for instance
Clearly, if such a local discrepancy occurs, then a test based on V d will perform better than the one based on X 2 d . Note that both E 2 , E 3 are particularly useful in the context of order selection. As an example, just consider the case where we would like to know whether for some 1 ≤ k * ≤ d we have θ h = 0 for h > k * or not (cf. [20, 28, 47] ).
Another interesting way to compare E 2 and E 3 is by means of their volume. In many applications, it holds that 6) where λ(.) denotes the Lebesgue measure. On the other hand, if we consider the Darling-Erdös type region E 3 , one may show that
which, as d becomes large, gives the smaller region by volume. Summarizing all these findings, we see that it is of interest to study the asymptotic behavior of the quantity X 2 d , and what we can say about the relation of n and d in this context. We will do so in the remainder of this paper. This paper is organized as follows. The main results alongside some notation and modifications are presented in Section 2, together with some examples. The proofs are then presented in Section 3.
Main results
Let {ϵ k } k∈Z ∈ R Z be a sequence of zero mean I.I.D. random variables, and introduce the filtration
In the sequel, we will consider the array of zero mean random variables
where g h are measurable functions such that X k,h are proper random variables. Note that this implies that
is stationary and ergodic for each fixed h. In principle, X k,h is generated by the same random variables if we do not take the function g h (.) into account. This may be rather restrictive on one hand, but on the other hand it contains the examples previously mentioned in the introduction, some of which are briefly discussed in Examples 2.11 and 2.12. For convenience, we will also write g h (ξ k ), with ξ k = (ϵ k , ϵ k−1 , . . .). The class of processes that fits into this framework is large, and contains a variety of linear and nonlinear processes including ARCH, GARCH and related processes; see for instance [16, 36, 41, 43] . A very nice feature of the representation given above is that it allows to give simple, yet very efficient and general dependence conditions. Following Wu [45] , let
be an independent copy of {ϵ k } k∈Z on the same probability space, and define the 'filters' ξ
k,h . As a dependence measure, one may now consider the quantities
For more complex situations, see Examples 2.11 and 2.12. Dependence conditions of the type of (2.1) are often quite general and easy to verify in many cases; see for instance [4, 11, 13, 46] and the references there. Another useful property is that this concept may be used to provide simple bounds for projective dependence conditions. To this end, we introduce the projection operator P i  X k,h  as
In Examples 2.11 and 2.12 it is shown how the quantity
can be bounded using conditions as in (2.1). For fixed h, we will always express the dependence conditions in terms of
For the sake of simplicity, we will assume throughout this paper that  X k,h  k∈Z is a zero mean stationary process for each fixed 1 ≤ h ≤ d. For 1 ≤ h ≤ d, we denote the partial sums with
and define the k-dimensional vector
In order to state the main results, we require the following additional notation. We formally define the limit covariance
and denote
, where  γ i, j = γ i, j for 1 ≤ i, j ≤ k and  γ i, j = 0 in all remaining cases. This means that
Denote with
, and A
. Then we put
, where  γ
Then we denote with
the operator norm, in particular we denote with |B| 2 the l 2 /l 2 operator norm or spectral radius. A particular aim of this paper is to describe the asymptotic behavior of X 2 d under an explicit relation between the sample size n and the dimension d. To this end, we assume that d = d n is an increasing function in n such that d n → ∞ and
Similarly, introduce a monotone increasing function f : N  → N with 0 ≤ f (h) ≤ h, where we will always assume that
The function f (h) will be important in the dependence assumptions given below. In some sense, it describes how much the index h influences the dependence of
on the past F k−l , 1 ≤ l ≤ ∞. This is indicated in Assumption (ii), given below (see also Examples 2.11-2.13).
The main results concerning X 2 d are derived under the following dependence and regularity conditions. Assumption 2.1. For p ≥ 4 and some absolute constants C > 0, β > 2, it holds that
Remark 2.2. Note that by Jensen's inequality we have
, and it is thus possible to combine Assumptions (ii) and (iii) (neglecting the function f (d n ) for this instance) via condition lim sup
However, evaluating Assumptions (ii) and (iii) separately can lead to better results (see Example 2.12), and thus (2.6) is more restrictive. The reason for this is that due to the possible additional dependence on h, the previous inequality may in fact be poor if the difference |k − h| is not too large; see for instance (2.11), and (2.13) in Example 2.12.
Remark 2.3. Note that Assumption 2.1 implies that γ i, j , 1 ≤ i, j ≤ d exists (cf. Lemma 3.5); more precisely, it holds that
We can now give the main results. We first establish a version of the ellipsoids given in (1.5) without the absolute value.
where A(x) = (2 log x) 1/2 , D(x) = 2 log x + 1/2 log log x − 1/2 log π , and
Note that the normalizing sequences A(x) and D(x) are those which also appear in the classic Darling-Erdös results [10, 14, 15] . Heuristically, this is not surprising, since one can expect that
where {χ 2 k } 1≤k≤d is a sequence of I.I.D. Chi-squared distributed random variables. Hence a rigorous formulation of (2.7) together with Theorem 1 in [10] yields Theorem 2.4. Using a blocking and truncation technique, one may establish (2.7) based on various strong multivariate invariance principles (see for instance [5, 6, 14, [49] [50] [51] and the references there for such strong invariance principles). While such an approach indeed yields a quantitative version of (2.7) with an explicit growth rate for the dimension d n in terms of n, it seems that this requires stronger conditions than those given in Assumption 2.1. In the current setting, an argument based on Berry-Esséen type results seems to be more appropriate; for details, we refer the reader to Section 3.
In order to state the analogue result for Theorem 2.4 in case of absolute values as in (1.5), we need to slightly strengthen the condition regarding the parameter d.
Remark 2.7. The reason for the slightly stronger assumption is that the quantity
is not a convex set in general.
In practice, the covariance matrix d is not known and needs to be estimated. One can expect that Theorem 2.4 is still valid if one replaces
k with the corresponding estimates  −1 k , and indeed this is the case if the following mild condition is imposed on potential covariance estimators  −1 k .
Assumption 2.8.
We then have the following.
Theorem 2.9. Grant the assumptions of Theorem 2.6. If in addition Assumption 2.8 is valid, we have
The literature (cf. [1, 7, 21] ) provides many potential candidates to estimate the long run covariances γ i, j = lim n→∞ E  S n,i S n, j  . A popular estimator is Bartlett's estimator, or more general, estimators of the form
with weight function ω(x), where
Considering the triangular weight function ω(x) = 1 − |x| for |x| ≤ 1 and ω(x) = 0 for |x| > 1, one recovers Bartlett's estimator in (2.8) . One may also use the plain estimate
see for instance [38, 39] . In particular, Wu [47, Proposition 1] (see also [48] ) provides the following result, which we have reformulated for our setting. 
where we require 7d + d max{f, 3/(2β − 4)} < 1.
Consequently, Theorem 2.9 is valid if one uses the variance estimator given in (2.9). An analogue result is also valid for estimators of type (2.8). We now briefly discuss the applicability of the results in the case of some well-known problems in the time series literature.
Example 2.11 (Yule-Walker Estimators). Let {ϵ k } k∈Z be a zero mean I.I.D. sequence. We consider the sequence
This particular sequence plays an important role when analyzing and discussing the asymptotic behavior of Yule-Walker estimators in autoregressive time series. For more details on this subject, see [1, 3, 7, 21] . Suppose now that ∥ϵ k ∥ 8 < ∞. Then clearly Assumption 2.1(i) holds. Moreover, simple computations yield that
We thus conclude that Assumption 2.1(iii) and (iv) are satisfied.
Example 2.12 (Covariance Estimation). As an another example, we reconsider the covariance estimators
By the Cauchy-Schwarz inequality we obtain
Moreover, proceeding in an analogous way as in [47] , it follows that
where
hence we obtain from the above that
Setting τ = β we thus conclude that Assumption 2.1(i)-(iii) are satisfied. Note that relation (2.13) gives a tighter bound than (2.11) if |k −h| is small but k is comparatively large. Concerning Assumption 2.1(iv), it is yet unknown whether general conditions in terms of
can be provided to imply its validity. However, by imposing additional conditions on the time series {Y k } k∈Z (e.g. via a spectral density or linear/autoregressive structure), condition (iv) is known to hold. For details, see for instance [3, 7, 19, 47] and the references there. Example 2.13 (Two-sample Mean Test). We now provide an example where we can choose f (d n ) ≡ 0 and f = 0. For the sake of simplicity, we only consider linear processes here. For e ∈ {1, 2}, let
k,h . Note that in this case the corresponding expression X 2 d is related to Hotelling's two-sample T-squared statistic; see [2, 9] and the references there for extensions and more details on this subject. We make the following assumptions regarding the vectors Y
(2.14)
For each e ∈ {1, 2}, consider the independent arrays  ϵ
, where we assume that the component sequences ϵ 
, e ∈ {1, 2}. We omit the details.
Proofs
In this section, the proofs of Theorems 2.4, 2.6 and 2.9 are presented. As already mentioned, the principle idea is to use a multivariate analogue of Berry-Esséen type results. For a brief description, let µ k ∈ R for 1 ≤ k ≤ d, and define the following sets
Clearly, we then have the relation
Hence in order to establish (2.7) with an appropriate error bound, it suffices to establish that
as n → ∞, where ξ d n is a corresponding d n -dimensional vector of jointly Gaussian random variables. Note that since k is positive definite, we have that
 is a convex set, and consequently, this is also the case for M d (z). This eventually allows us to apply corresponding results from the literature; for details see Section 3.3. Unfortunately, the sets
which correspond to Theorem 2.6, are no longer convex in general, which leads to the slightly stronger condition on the growth rate d.
Since the proofs of Theorems 2.4 and 2.6 go along the same way, we will only provide the proof of Theorem 2.4 in detail, and thus deal with it first. In the proof of Theorem 2.6, only the necessary differences are treated.
The proof of Theorem 2.4 is developed in a series of Lemmas. To this end, we formally introduce the following notation. Let {U k } k∈Z be a stationary process, adapted to the filtration F k . Recall that we defined the projection operator P k (U i ) as
Let us consider the partial sums Λ n =  n i=1 U i . Many of the following results are based on martingale approximations for Λ n . Various different approximating martingale sequences have been proposed in the literature; see for instance [24, 34, 35, 44, 46] and the references there. In our setting, the following approximating sequence of martingales, introduced by Gordin [17] , is appropriate. Define the martingale {M k } k∈Z and the remainder process {R k } k∈Z as
Note that both processes are stationary (if the above series converge), this follows for instance from Lemma 3.84 in [24] . We can now decompose Λ n as
where we note that M 1 = R 0 . We will frequently use the above decomposition for varying underlying processes {U k } k∈Z . We will, however, abuse the notation by always writing M n , R n for the corresponding martingale and remainder process, regardless of the specific process {U k } k∈Z . In addition, we define the martingale differences
Another essential tool will be approximations with m n -dependent random variables. To this end, we introduce the following notation. Let {ϵ k } k∈Z ∈ R Z be a sequence of zero mean I.I.D. random variables. Recall that F k = σ  ϵ j , j ≤ k  , and define in addition the σ -algebra
and for 1 ≤ h ≤ d n the random variables
In addition to the conditional approximations defined above, we denote the corresponding partial sums as
and the random vector
We also introduce the corresponding truncated covariance matrices (≤m) k and its inverses
Throughout the proofs, we will always assume that the sequences m = m n and d = d n satisfy
, where d meets the condition in Theorem 2.4 (resp. Theorem 2.6),
3/(2β−4) n }, χ > 0 sufficiently large. Moreover, we require the following additional notation. For a vector x ∈ R d , we denote with max |x| the maximum norm.
The proof of Theorem 2.4 essentially consists of three steps. In the first step we collect some preliminary results concerning the magnitude of S
, the covariance matrix d and related quantities. The second step consists of various truncation arguments, which essentially allows to consider m n -dependent sequences
Finally, the third step presents an appropriate Gaussian approximation, which allows to apply results from the literature to deduce the result.
Step one-preliminary results
Lemma 3.1. Assume that Assumption 2.1 is valid. Then
Proof of Lemma 3.1.
Using the orthogonality of the martingale increments D k we have
.). Then for any p ≥ 1 we have by the triangular and Jensen's inequality
where we also used the fact that
Moreover, by [45, Theorem 1(iii)] and Assumption 2.1 we have for
Combining these results we thus deduce the bound
Employing this estimate, we further obtain that
We thus conclude that
On the other hand, using (3.12) and similar arguments as above, we have
Piecing everything together, the claim follows. 
Proof of Lemma 3.2. First note that due to Kolmogorov's zero-one law, it follows that
and we thus have the representation
k,h , the claim now follows from Lemma 3.1 and Theorem 1 in [46] . For x ≥ 1, let r x be the solution of the equation
9 exp(x 2 /2).
As x → ∞, one has the expansion r 2 x = 2 log x − (18 + O(1)) log [18] . The following result is a reformulation of Theorem 3 in [47] , which we have adapted for our case. To this end, let
, which is finite due to Lemma 3.1.
Lemma 3.3. Assume that Assumption 2.1 is valid and that
where C is independent of h, n.
The following bound is a frequently used result in the literature (cf. [3, 23, 28, 40] ), we just state it here for the sake of reference.
Lemma 3.4. Let | · | be a sub-multiplicative matrix norm, and suppose that A, B are regular matrices such that |A −1 | < ∞ and
Based on the above lemma, we have the following result.
, and assume that Assumption 2.1 is valid. Then
where κ > 0 may be chosen sufficiently large.
Remark 3.6. Note that the bound on the right hand side of (iii) only depends on d n (and not on m n or f (d n )), which is due to the fact that the lower bound (log n) χ d 3/(2β−4) n of m n is used to derive the estimate. Consequently, the bound in (iii) is not the best possible, but it is sufficient to serve our needs.
Using the orthogonality of martingale differences, it follows from the Cauchy-Schwarz inequality and Assumption 2.1 that
k,h , it follows from the above and (3.13) that
Note that (3.12) implies that max 1≤ j≤d   Y
Hence we obtain via the Cauchy-Schwarz inequality that
Using the above and (3.12), we obtain
which gives (i). Claim (ii) follows directly from the Cauchy-interlacing Theorem and Assumption 2.1(ii), since the operator norm | −1 k | 2 is governed by the minimum eigenvalue of
Setting l = m c n with c = (β − 1/2)/(β − 1), we obtain that the total error is of the magnitude
Since m n = (log n) χ max{d n , d
3/(2β−4) n }, χ > 0, an application of Lemma 3.4 in connection with (ii) yields the claim choosing χ > 0 sufficiently large.
Step two-truncation
In this section, we will derive the necessary truncation results, which in turn allow for an appropriate normal approximation. To this end, recall that m n = (log n)
χ > 0 sufficiently large, and put L n = (log n) α m n d n , α > 8. Also, recall the notation
In addition, we introduce the following sets. For some sequence ϵ n > 0, put
We then have the following result.
Lemma 3.7. Assume that Assumption 2.1 is valid. Then
where ϵ n = (log n) −ν , ν > 1.
Proof of Lemma 3.7. Choose κ such that ν > κ + 1/2 > 1
The Cauchy-Schwarz inequality implies that
≤ C by Lemma 3.5, the above is bounded by
by Lemma 3.1, we obtain from Lemma 3.3 and the fact
(note that this is true for σ j = ∥S (>m n ) n, j ∥ 2 ≥ 0), and
 .
This yields that
, and applying similar arguments, one obtains that
Since we have
We thus obtain
which together with (3.20) yields (i). Property (ii) can be shown in the same manner.
We will now approximate
with an m n -dependent sequence. To this end, let L n = (log n) α m n d n , α > 8. We divide the set of integers {1, 2, . . .} into consecutive blocks H 1 , I 1 , H 2 , I 2 . . .. The blocks are defined by recursion; more precisely, define
Note that unlike to many other authors, we do not use a dyadic (or triadic) scheme, since it turns out that the Gaussian approximation used in Section 3.3 works better with the blocks defined above.
For 1 ≤ j ≤ ⌈n/L n ⌉ we define the random variables 21) and the random vectors
In this spirit, we also define the partial sums as
, i ∈ {1, 2}, and the random vectors
Note that we have the representation
Lemma 3.8. Assume that Assumption 2.1 holds. Then for some C > 0
Proof of Lemma 3.8. For κ > 3/2, we have that
2, we deduce from Lemma 3.3 that
Hence, proceeding as in Lemma 3.7, the claim follows.
Step three-normal approximation
In the sequel, we will be dealing with d-dimensional convex sets. To this end, we define the family of all convex sets in R d with C. In this spirit, we define the Lévy-Prokhorov metric with respect to C as
where U, V are probability distributions, and A ϵ = {x : d(x, A) < ϵ} is the ϵ-neighborhood of a set A, and d(x, A) is the distance between x and the set A, defined as d(x, A) = inf y∈A |x − y| 2 . For a random variable X , we will write P X (A) for the probability P(X ∈ A), and Φ X (A) if the distribution is Gaussian with the same covariance structure as X .
An important tool for estimating convergence rates for the Lévy-Prokhorov metric are the ζ s -metrics (cf. [37, 52] ), which are examples of the so-called ideal metrics. Ideal metrics have the properties of semiadditivity and homogeneity of order s (cf. [37] ), which make deductions of convergence rate estimates very simple. Let s > 0. Then we can represent s as s = m + α, where [s] = m denotes the integer part, and 0 ≤ α < 1. Let F s be the class of all real-valued functions f , such that the m-th derivative exists, is bounded and satisfies
The metric ζ s for two probability measures P, Q is then defined as
Based on the ζ s -metrics, we have the following estimate for the Lévy-Prokhorov metric.
Lemma 3.9. We have
Proof of Lemma 3.9. By inequality [37, 6.4 .3], we have
Using the semi-additivity of the ζ s metric, we obtain
In addition, the homogeneity of the ζ 3 metric implies that
which completes the proof.
Lemma 3.10. If Assumption 2.1 is valid, then
Remark 3.11. Note that this implies that
The proof goes along the lines of [37] ; see also Zolotarev [52] for the original argument.
Proof of Lemma 3.10. Fix any function f ∈ F 3 . Using Taylor's formula with the integral representation for the remainder term, we have.
Using this, we obtain for the expectation given below the estimate
Moreover, using that
An application of the Cauchy-Schwarz inequality now yields
Lemma 3.2 now implies that
In addition, an application of the Cauchy-Schwarz inequality yields
where the last assertion follows from Lemma 3.2. Hence we obtain that
which together with (3.28) yields
Since the function f was arbitrary, the claim follows.
Throughout the remainder of this paper assume that ξ Lemma 3.12. Assume that Assumption 2.1 holds. Then for some C 1 , C 2 > 0 and sufficiently large n, we have that
, where δ > 0.
Proof of Lemma 3.12. Let ν > κ + 1/2 > 1 and put ϵ n = (log n) −ν . Then we have that
An application of Lemma 3.3 yields that
For a Borel-set A ∈ R, we have for x ∈ A, y ∈ A ϵ n \ A via the Cauchy-Schwarz inequality that |(x − y)
k | 2 |x| 2 ; hence, using the same argument as in the proof of Lemma 3.7, we arrive at
for some C > 0. This in turn implies that
Using Remark 3.11, this implies that for sufficiently large n, we have for z ′ = z − C(log n) κ−ν
Applying the same argument as in (3.30), we obtain that for some C > 0
which completes the proof. 
The corresponding result of (3.34) for the absolute value as in (1.5) can also be found in [10] . The rest of the proof remains unchanged.
Proof of Theorem 2.9. One may proceed exactly as in the proof of Lemma 3.13.
