In some interesting applications in control and system theory, linear descriptor singular matrix differential equations of higher order with time-invariant coefficients and non-consistent initial conditions have been used. In this paper, we provide a study for the solution properties of a more general class of the Apostol-Kolodner-type equations with consistent and nonconsistent initial conditions.
Introduction
Linear Time-Invariant LTI i.e., with constant matrix coefficients descriptor matrix differential systems of type 1.1 with several kinds of inputs FX r t AX t BU t , 1.1
where F, A ∈ M n × m; F , B ∈ M n × μ; F , and U ∈ C ∞ F, M μ × m; F , often appear in control and system theory. For instance, 1.1 identifies and models effectively many physical, engineering, mechanical, as well as financial phenomena. For instance, we can provide in economy, the well-known, famous input-output Leontief model and its several important extensions, advice 1, 2 . Moreover, in the beginning of this introductive section, we should point out that singular perturbations arise often in systems whose dynamics
In this paper, as we are going to see in the next paragraph, we consider the case that the pencil is singular. The next definition is very important, since the notion of strict equivalence between two pencils is presented.
Definition 2.2. The pencil sF − G is said to be strictly equivalent to the pencil s F − G if and only if there exist nonsingular P ∈ M n and Q ∈ M m such that P sF − G Q s F − G.
2.1
The characterization of singular pencils requires the definition of additional sets of invariants known as the minimal indices.
Let us assume that r rank Thus, there exists P ∈ M m and Q ∈ M n such that the complex Kronecker form sF k − G k of the singular pencil sF − G is defined as follows: 
where
.., m − r, and 
and I u j and H u j denote the u j × u j identity and nilpotent with index of nilpotency u j matrix, respectively. 0 and e u j 1 · · · 0 0 T are the zero column and the column with element 1 at the first place, respectively. S4-S5 The forth and the fifth normal matrix block is the complex Weierstrass form sF w − G w of the singular pencil sF − G which is defined by
where the first normal Jordan-type element is uniquely defined by the set of finite elementary divisors f.e.d. 
2.15
In the last part of this introductive section, some elements for the analytic computation of e A t−t o , t ∈ t o , ∞ are provided. To perform this computation, many theoretical and numerical methods have been developed. Thus, the interested reader might consult papers in 1, 2, 7-10, 14-16 , and the references therein. In order to obtain more analytic formulas, the following known results should be mentioned. 
2.17
Another expression for the exponential matrix of Jordan block, see 2.18 , is provided by the following lemma. 
2.18
where the f k t − t o , s satisfy the following system of p j equations:
2.19
Solution Space for Consistent Initial Conditions
In this section, the main results for consistent initial conditions are analytically presented for the singular case. The whole discussion extends the existing literature; see, for instance 8 . Now, in order to obtain a solution, we deal with consistent initial value problem. More analytically, we consider the system
with known
where F, G ∈ M n,m where matrix F is singular , and X ∈ C ∞ F, M m,l . From the singularity of s r F − G, there exist nonsingular matrices P ∈ M n and Q ∈ M m such that see also Section 2 
3.4
By using the Kronecker canonical form, we might rewrite system 1.3 , as the following lemma denotes. 
Lemma 3.1. System 1.3 may be divided into five subsystems:
Moreover, we can write Y t as
where And taking into account the above expressions, we arrive easily at 3.5 -3.9 .
Proposition 3.2. For system 3.5 , the elements of the matrix
Proof. Since O h,g , it is profound that any g-column vector can be chosen.
Proposition 3.3. The analytic solution of system
14 is given by the expression
3.15
where 
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or, equivalently, we obtain
Note that ε v i y 1 t is a matrix with v i × v i -elements as follows
Consequently, 3.20 is rewritten as follows: 
3.25
We continue the procedure, for y r v i −1,j t y v i ,j t , and so forth. Thus, we finally obtain 3.15 .
With the following remark, we obtain the solution of subsystem 3.6 .
Remark 3.4. The solution of subsystem 3.6 is given by
where the results of Proposition 3.3 are also considered.
Remark 3.5. Considering the solution 3.14 , and therefore the system 3.6 , it should be pointed out that the solution is not unique, since the last component of the solution vector is chosen arbitrary. Moreover, it is worth to be emphasized here that the solution of the singular system 1.3 is not unique. Proof. Consider that system 3.27 can be rewritten as follows:
for every j h 1, h 2, . . . , m − r. Afterwards, we obtain straightforwardly the following system: 3.31
Thus, we conclude to the following expression:
3.32
Remark 3.7. Consequently, the subsystem 3.7 has also the zero solution. 
3.34
and [14] can be compared with the results of Proposition 3.8, which has been discussed extensively in [5] . 
is also a diagonal matrix with diagonal elements of the eigenvalue λ jk , for j 1, . . . , l.
ii When d j < τ j , then
for j l 1, l 2, . . . , κ, and z j 1, 2, . . . , d j . Hence, the set of consistent initial conditions for system
has the following form:
In more details, since we have considered 3.14 and we can denote 
3.49
Finally, 3.45 is derived.
The next remark connects the solution with the set of initial condition for the system 1.3 .
Remark 3.11. If Q n,p is the existing left inverse of Q n,p , then considering also 3.10
3.50
Finally, the solution 3.45 is given by 
3.52
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0, otherwise

3.53
for j l 1, l 2, . . . , κ, and z j 1, 2, . . . , d j .
Another expression for the exponential matrix of Jordan block, see 2.18 , is provided by the following lemma.
Proposition 3.13. Considering the results of Lemma 2.4, one obtains the expression
X t Q n,g Y g t Q n,v Y v t Q n,p LR ⎡ ⎣ ⎛ ⎝ l j 0 r−1 k 0 e λ jk t−t o I τ jk ⎞ ⎠ ⎛ ⎝ κ j l 1 r−1 k 0 d j z j 1 z j −1 i 0 f i t − t o J z j λ jk i ⎞ ⎠ ⎤ ⎦ × R −1 QΨ t o ,
3.54
where the f k t − t o , s satisfy the following system of z j (for z j 1, 2, . . . , d j ) equations:
and J z j λ jk
Analyzing more the results of this section, see Theorem 3.10 and Lemma 2.3 and 2.4, we can present briefly a symbolical algorithm for the solution of system 1.3 .
Symbolical Algorithm
Step 1. Determine the pencil sF − G.
Step 2. Calculate the expressions 3.3 . Thus, we have to find the f.e.d, i.e.d., r.m.i, c.m.i, and so forth, i.e., the complex Kronecker form sF k − G k of the singular pencil sF − G here; it should be noticed that this step is not an easy task; some parts are still under research .
Step 3. Using the results of Step 2, determine the matrices 
Example 3.14 with consistent initial condition . Consider the 2nd order system
where F, G ∈ M 11 × 12; R , and X ∈ C ∞ R, M 12 × 5; R , with 
3.63
with known consistent initial conditions X t o , X t o .
18
Abstract and Applied Analysis
From the singularity of sF − G, there exist nonsingular matrices 
3.64
Then, using 3.3 , we obtain 
3.66
Considering the transformation 3.10 , that is, X t QY t , we obtain the results of Lemma 2.3 see also J, below : vi With
Combining the above arithmetic results, the analytic solution of system 3.62 is given by considering 3.58 .
Solution Space Form of Nonconsistent Initial Conditions
In this short section, we would like to describe briefly the impulse behaviour of the solution of the original system 1.3 , at time t o , see also [11] [12] [13] . In that case, we reformulate Proposition 3.6, so that the impulse solution is finally obtained. Note that in this part of the paper the condition that X ∈ C ∞ F, M m × l; F does not hold anymore, since we are interesting for solutions with impulsive behaviour again F can be either R or C .
Moreover, we assume that the space of nonconsistent initial conditions is denoted by C * 0 , which is called also redundancy space. Then, considering also Lemma 3.1, and especially 3.7 and 3.9 , we have the nonconsistent initial condition that is In order to be able to find a solution, we use the classical method of Laplace transformation. This method has been applied several times in descriptor system theory; see for instance, 4, 5, 11 .
Proof. Combining the results of Theorem 3.10 and the above discussion, the solution is provided by 4.11 .
Remark 4.5. For t > t o , it is obvious that 3.45 is satisfied. Thus, we should stress that the system 1.3 has the above impulse behaviour at time instant where a nonconsistent initial value is assumed, while it returns to smooth behaviour at time instant t o .
Conclusions
In this paper, we study the class of LTI descriptor singular matrix descriptor differential equations of higher order whose coefficients are rectangular constant matrices. By taking into consideration that the relevant pencil is singular, we get affected by the Kronecker canonical form in order to decompose the differential system into five subsystems. Afterwards, we provide analytical formulas for this general class of Apostol-Kolodner type of equations when we have consistent and nonconsistent initial conditions.
As a future research, we would like to compare more our results with those of the preceding papers of Kolodner 9 , Ben Taher and Rachidi 8, 14 , and Geerts 12, 13 . Analytically, following the work in 9 , we want to investigate whether it is possible to apply our results to find the dynamical solution of LTI matrix descriptor singular differential systems. Moreover, it also our wish to apply some combinatorial method for computing the matrix powers and exponential, as it is appeared in 8 . Finally, it is worth to extend the results of Geerts 13 to the general class of LTI matrix descriptor regular and singular differential systems.
