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This thesis addresses the question of printed document recognition We studied ex
isting systems rst in a general context by making the distinction between physical
and logical structure recognition systems Then we focused on methods specic for
complex layout documents and on methods having a learning aptitude Since there
do not seem to exist learning systems which are able to recognise complex layout
documents we chose to work in this direction
First experiments using simple methods were applied for the physical structure
recognition of newspaper pages They have revealed the specic problems of the
complex layout document analysis in particular the problem of bidimensional or
ganisation of information
With this constatation in mind we conceived  CREM
 
 a general method for
object classication that is specially suited for the recognition of objects that form a
complex layout document Indeed  CREM has the ability to learn incrementally
and enables the description and interpretation of an object in two dimensions an
object is modelled by a conguration ie a characteristic set related to the object
and to its bidimensional neighbourhood The congurations are then compared
to the analysed document model which includes for every object class a set of
reference congurations called patterns The system learns the model by extension
addition of a pattern to the class description and by specialisation addition of a
characteristic to all the patterns of a class
 CREM was implemented and then tested on four of the steps necessary in news
paper image recognition  the line segment recognition the frame recognition the
merger of text lines in blocks and the logical labeling of text blocks We represent the
model the data and the intermediate and nal results by using XML Our experi
ence conrms the choice of XML as a standard for data representation in document
recognition The method was applied on several Los Angeles Times issues The
logical labeling has been tested on  pages which were composed of  objects
in total After around 
	 elementary labeling operations by the user  of the
objects were correctely classied  were not identied  were in conict and 
were confused with another class These results show that  CREM is a relevant
learning method for the recognition of documents with complex layout
Keywords document image analysis  document image segmentation  fonts
recognition  document structural recognition  recognition driven by a model  
document representation  physical and logical structures  documents with com
plex layouts  XML technology  document models  model learning  incremental
learning
 
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R sum 
Cette th se sinscrit dans la problmatique de la reconnaissance de documents im
prims Nous avons tudi les syst mes existants tout dabord de mani re gnrale
en distinguant les syst mes de reconnaissance de la structure physique des syst mes
de reconnaissance de la structure logique Puis nous nous sommes focaliss sur
les mthodes adaptes aux documents complexes ainsi que sur les mthodes doues
dapprentissage A la croise de ces deux axes nous navons rien trouv et choisi
dapporter notre contribution
Des premi res expriences faisant appel  des mthodes simples ont t appliques
pour la reconnaissance de la structure physique des pages de journaux Elles ont
permis de mettre en vidence les probl mes spciques  lanalyse de documents 
structures complexes en particulier le probl me de lorganisation bidimensionnelle
de linformation
Fort de ces constatations nous avons conu  CREM

 une mthode gnrale de
classication dobjets sappliquant particuli rement bien  la reconnaissance des ob
jets qui constituent un document  structure complexe En eet  CREM est doue
dapprentissage incrmental et prvoit la description et linterprtation dun objet
en tenant compte des deux dimensions un objet est modlis en une conguration
un ensemble de caractristiques se rapportant  lobjet et  son voisinage D Les
congurations sont alors compares au mod le du document analys qui comprend
pour chaque classe dobjets un ensemble de congurations de rfrence appeles
patterns Lapprentissage du mod le se fait par extension ajout dun pattern dans
la description de la classe et spcialisation ajout dune caractristique  tous les
patterns dune classe
 CREM a t implmente puis testes dans quatre des phases de la reconnais
sance dimages de journaux  la reconnaissance de lets la reconnaissance de cadres
la fusion des lignes de texte en blocs et ltiquetage logique des blocs de texte Le
mod le les donnes et les rsultats intermdiaires et naux ont t reprsents en
XML Nos expriences ont conrm le choix de XML comme standard de reprsen
tation des donnes dans le domaine de la reconnaissance de documents La mthode
a t applique sur plusieurs exemplaires du Los Angeles Times L!tiquetage lo
gique a t test sur  pages comprenant en tout  objets Apr s environ 
	
oprations dtiquetage lmentaire par lutilisateur  des objets ont t classs
correctement  nont pas t reconnus  taient en conit et  ont t con
fondus avec une autre classe Ainsi nous estimons avoir dmontr la pertinence de
 CREM comme mthode de reconnaissance de structure complexes de documents
qui soit doue dapprentissage incrmental
Motscls analyse dimages de documents  segmentation dimages de documents
 reconnaissance de fontes  reconnaissance structurelle de documents  reconnais

pour Conguration REcognition Model for Complex Reverse Engineering Methods 
CREMCREM   CREM et se prononce  double crme 
ix
sance guide par un mod le  reprsentation de documents  structures physiques
et logiques  documents  structures complexes  technologie XML  mod les de
documents  apprentissage de mod les  apprentissage incrmental
x




Pour accder au sens dun document crit lhumain passe par trois niveaux de per
ception  la vue la reconnaissance et la comprhension De mani re immdiate le
document est peru grace aux organes de la vue A noter que les documents braille
sont une exception lcriture en relief permettant de substituer le sens du toucher
au sens de la vue Dans ce travail lappellation document crit exclura ce type de
document La reconnaissance est lidentication par rapport  un rfrent Elle sap
plique aussi bien  limage enti re " identication du document comme tant une
lettre ou une page de journal " qu des portions de limage " identication dune
zone comme tant du texte ou une illustration Laccession  ce niveau de percep
tion par un humain dpend de son bagage culturel Finalement la comprhension
consiste  donner du sens au document  dcoder le message que lauteur a voulu
transmettre
On peut admettre quune machine est doue du sens de la vue dans la mesure o#
elle peut photographier scanner un document le stocker et le retransmettre  vo
lont par a$chage sur un cran ou par impression La reconnaissance de documents
cherche  donner  la machine la facult de reconnaissance voire de comprhension
Ainsi un document crit pourrait etre scann et retransmis sous un format ddi




X %& Cette th se a pour objet la reconnaissance de
documents imprims  structure complexe Parmi les documents crits on distingue
les documents imprims des documents manuscrits la notion  structure complexe
se rf re  des documents dont la mise en page est particuli rement riche comme
par exemple des pages de journaux De plus nous voulions un syst me qui soit dou
dapprentissage  la reconnaissance nest pas base sur un ensemble de r gles xes
qui dcrivent ce quest un document mais sur la connaissance acquise petit  petit
au travers dexpriences
    Reconnaissance dimages de documents
 Reconnaissance dimages de documents
Dans cette section nous allons situer la reconnaissance par rapport  la production
de documents puis nous parlerons des tapes de la reconnaissance des structures
de documents utilises et des applications de la reconnaissance
    Production et reconnaissance
Un document imprim est le rsultat dun processus de production en plusieurs
tapes La premi re tape est la saisie du contenu Si ldition est structure elle
aboutit  la forme logique du document qui contient des lments textuels ou gra
phiques auxquels on a associ des tiquettes logiques comme titre liste ou ta
bleau La deuxi me tape est une transformation de la forme logique en forme phy
sique appele formattage La forme physique ne contient plus dtiquettes  le sens
vhicul par les tiquettes est traduit en attributs typographiques et dans la mise
en page La restitution est ltape suivante  elle transforme la forme physique du
document en une image Finalement le processus peut se terminer par limpression
an dobtenir un document imprim
Ldition peu structure comme celle que lon pratique si lon utilise le logiciel
Word ne direncie pas la forme logique de la forme physique Un document au
format Word est directement la forme physique du document et la forme image
est accessible par le chargement du document avec le logiciel Word XML %&





X reprsente aussi la forme logique mais de mani re moins rigoureuse
puisque lon peut y spcier des attributs typographiques









X  un chier au format DVI %& Dautres
supports de la forme physique sont les formats PostScript %& ou PDF %&
   tapes de la reconnaissance
La reconnaissance de documents est le processus inverse de la production De la





 illustre de mani re plus dtaille les tapes de la reconnaissance de
documents
Le document papier est saisi  laide dun scanner de mani re  obtenir une
image sous la forme lectronique cestdire une matrice de pixels avec des mta
informations renseignant sur linterprtation des pixels couleur rsolution
Limage lectronique obtenue par scannage est une image partiellement bruite et
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Figure   tapes de la reconnaissance de documents
biaise appele image brute Le bruit peut provenir de distorsions ou de poussi res
accumules  divers endroits de lappareil et le biais est du  une mauvaise position
du document papier Le prtraitement consiste en une srie doprations dont le
but est la correction des imperfections et la prparation aux traitements futurs 
on applique successivement des oprations de ltrage de redressement de lissage
de squelettisation ou de binarisation Dans la littrature on trouve de nombreuses
descriptions de cette tape %
& %& %	&
Le prtraitement fournit une image pure Une image idale est limage obtenue par
restitution lors de la production du document Lobjectif du prtraitement est de
se rapprocher le plus possible de limage idale pour faciliter les traitements futurs
La reconnaissance de la structure physique ou forme physique consiste dune part
en la dtection et la classication des direntes zones de limage en texte graphique
table formule dessin ou photo et dautre part en la dcoupe du texte en colonnes
paragraphes lignes mots et signes A chaque objet de la structure physique est
associ un ensemble dattributs qui dcrit lapparence de lobjet taille fonte ou
    Reconnaissance dimages de documents
position
Finalement la reconnaissance de la structure logique ou forme logique consiste
 associer des tiquettes logiques aux dirents objets de la structure physique et
 rorganiser ces objets conformment au ux de lecture Ltiquetage logique se
fait en fonction des attributs des objets physiques Dans certaines approches le
recouvrement de lordre de lecture prc de ltiquetage logique
   Structures de documents
La gure 

 montre les trois formes lectroniques sous lesquelles un document peut
etre reprsent au cours de sa reconnaissance La forme image du document peut
etre reprsente par nimporte quel format image tel que GIF ou JPEG Le for
mat TIFF Tagged Image File Format  %
& avec une compression selon la norme
CCITT groupe  ou  est particuli rement bien adapt aux documents crits puisque
la compression se fait sans perte Nous nous intressons plus particuli rement aux
formes physiques et logiques car ce sont les structures vises par la reconnaissance
La structure physique dun document dcrit lapparence du document sans faire
dinterprtation sur la smantique de ses objets Elle est parfois dcrite par un arbre
pour transcrire les liens hirarchiques visibles qui existent entre les objets ex 
un mot fait partie dune ligne De plus chaque objet est dcrit par un ensemble
dattributs tels que sa taille sa fonte ou sa position Des formats comme PostScript
PDF ou DVI ne sont pas prvus pour exprimer les rsultats de la reconnaissance
contrairement au format DAFS Document Attribute Format Specication  %
&
Dvelopp par RAF Technology ce dernier format dnit un type abstrait sous
forme de librairie C et spcie un format de chier Dans notre th se nous avons
inaugur lutilisation dun moyen plus ouvert de dcrire la structure physique avec
la norme XML qui permet de spcier nimporte quel format dsir Lexplosion
rcente du nombre doutils librairies Java diteurs ou navigateurs dvelopps en
rapport avec XML rend ce langage particuli rement attractif La gure 
 met en
parall le la reprsentation de la structure physique du document de la gure 
 sous
forme darbre avec notre proposition de reprsentation sous forme XML
La structure logique dun document dcrit son contenu smantique Elle indique quel
est le role de chaque objet dans lexpression du message vhicul par le document
Elle spcie par exemple quun objet est un titre ou un rsum Comme pour la
structure physique la structure logique peut etre reprsente par un arbre et encode
en XML La gure 
 met en parall le la reprsentation de la structure logique du
document de la gure 
 sous forme darbre avec sa reprsentation sous forme XML
Deux documents dirents peuvent avoir des structures plus ou moins ressemblantes
Si leurs structures comportent les memes tiquettes organises hirarchiquement
de mani re similaire on dira que les deux documents appartiennent  la meme
classe Une classe de documents physiques est dcrite par une structure physique
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Figure   Image dune page de document
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a arbre dune structure physique b structure physique sous forme XML
Figure   Structures physiques
appele gnrique de meme une classe de documents logiques est dcrite par une
structure logique gnrique Les structures qui dcrivent une instance de ces classes
un document particulier sont appeles spciques Les structures des gures 
 et

 sont des structures spciques La structure gnrique physique ou logique dune
classe de document est aussi appele modle physique ou logique de cette classe
En XML les structures gnriques sont dcrites par des DTD Document Type
Denition La gure 
 contient des extraits des DTDs des structures physique
et logique du document de la gure 
 La description XML de la gure 
 est
conforme  la DTD de la gure 
a et la description XML de la gure 
 est
conforme  la DTD de la gure 
b













































a arbre dune structure logique b structure logique sous forme XML





 ATTLIST mot fonte NMTOKEN REQUIRED
 ATTLIST mot taille NMTOKEN REQUIRED
 ATTLIST mot contenu NMTOKEN REQUIRED


















a structure physique g
n
rique b structure logique g
n
rique
Figure   Structures g
n
riques sous forme de DTD
   Applications
La reconnaissance de documents peut savrer utile dans trois types de situation  la
rcupration au format lectronique des documents papier produits avant l re infor
matique la rcupration de documents papier produits pendant l re informatique
et la rcupration de documents lectroniques
Lintret de pouvoir convertir des archives papier au format lectronique est ind
niable puisque ainsi ces documents pourraient etre accessibles  tout moment et
immdiatement grace  leur diusion  travers Internet Plus besoin de se rendre
dans une biblioth que et surtout un document peut etre consult par plusieurs per
sonnes simultanment Des documents au format lectronique ont en plus le grand
avantage de pouvoir etre indexs et dautant plus facilement si lon dispose de la
forme logique du document
Mais pourquoi faire de la reconnaissance lorsquon dispose de la forme lectronique
Une part non ngligeable des documents produits de mani re informatique reste
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destine  limpression Il arrive frquemment que lon ne dispose que de la ver
sion papier car la version lectronique nest pas en notre possession ou na pas t
conserve
Finalement il est meme parfois utile de faire de la reconnaissance directement sur
des documents lectroniques Il est excessivement rare de disposer de la forme logique
dun document parce quelle na pas t conserve ou surtout parce quelle na jamais
exist Il est pourtant inniment plus facile et e$cace de faire des recherches  partir
de la forme logique Le classement par auteur date titre ou th me devient alors un
jeu denfant Appliquer la reconnaissance  la forme image de tels documents permet
de retrouver la forme logique
On trouve des applications concr tes de la reconnaissance de documents dans les
domaines du tri postal de la bureautique du traitement des formulaires ou de lar
chivage
Lautomation du tri postal porte principalement sur lacheminement automatique
du courrier grace au dchirage des adresses  elle sattaque  la reconnaissance des
numros postaux des noms ou des numros de rue Une des grandes di$cults du
domaine est la reconnaissance de lcriture manuscrite Les articles suivants dcrivent
des applications de ce domaine %  &
En bureautique on rencontre le probl me de la gestion des divers formats qui co
existent Bien que le courant sou'e dans le sens de la standardisation on nen est
pas encore au format unique Des ltres permettent le passage dun format  lautre
mais cette solution est loin detre idale puisque elle suppose un ltre pour tous
les couples de format et si un format volue les ltres risquent de devenir obso
l tes Bapst %& propose une approche plus gnrale base sur deux ides  dune
part limage est considre comme un format pivot qui peut facilement etre gnr
depuis nimporte quel format et dautre part les techniques danalyse dimages de
documents aident  convertir vers la structure dsire linformation vhicule par
limage
Les formulaires ont la particularit davoir une structure tr s rigide puisquils sont
constitus dune partie primprime identique pour tous les formulaires dune meme
classe Une fois la classe du formulaire connue il est facile disoler les zones dintret
du formulaire pour leur appliquer un traitement Hroux %	& et Robadey %& pro
posent un syst me bas sur la classication de formulaires alors que Xingyuan %&
adopte une mthode qui ne ncessite pas de classication pralable De telles appli
cations permettent dviter les taches fastidieuses et lourdes de lencodage manuel
Nous sommes particuli rement intresss par le domaine de larchivage de journaux
puisquil concerne des documents  structure complexe De nombreux quotidiens ont
maintenant un site Web sur lequel est disponible un extrait des derniers numros
Dautres ne fournissent que la version PDF de leur journal Dans le premier cas
on na acc s qu une slection du quotidien alors que dans le deuxi me cas on
    Reconnaissance de documents textuels  structure complexe
na une information non structure et non indexe A partir dun PDF un outil de
reconnaissance peut retrouver sans frais la forme logique du document et permettre
ainsi lindexation de linformation Soulevons toutefois que cet acc s facilit  une
foule dinformations serait sans doute limit par le probl me des droits dauteur
Avec les outils de reconnaissance lencryptage de linformation dans des documents
PDF ou Postscript ne prot ge plus contre le plaggiat
Lacc s  danciennes parutions produites avant l re informatique nest oert que
par les biblioth ques Si on peut relativement facilement y eectuer des recherches
par date la recherche par sujet est un travail extremement lourd Un service de
salle de lecture virtuelle disponible sur Internet serait prcieux Il permettrait non
seulement lacc s aux articles  domicile mais orirait aussi grace aux technolo
gies dindexation de puissants outils de recherche thmatique Malheureusement
une telle opration suppose une infrastructure considrable pour la digitalisation
des documents On pourrait imaginer solliciter laide des lecteurs  la consultation
darchives serait soumise au scannage de linformation recherche Ainsi toute page
de journal consulte au moins une fois entrerait gratuitement dans le service de salle
de lecture virtuelle
 Reconnaissance de documents textuels  struc
ture complexe
Par documents textuels nous dsignons les documents dont lessentiel de linforma
tion est sous forme de texte structur organis en phrases et en paragraphes Nous
excluons donc les documents de type a$che cartes ou tableaux
Sil est clair que certains documents ont une structure plus complexe que dautres
il nexiste pas de crit res universels pour dcider si un document appartient  la
classe complexe ou non La comparaison des deux premi res images de document de
la gure 
 nous am ne naturellement  classer le document a dans les documents
simples et le document b dans les documents complexes Par contre la classication
du document c se rv le moins vidente
On remarque que ce qui distingue le deuxi me document du premier document est
le nombre de colonnes de texte la prsence dillustrations ou la diversit des types
et tailles de fontes utiliss Dautres crit res permettent de distinguer les documents
a et c du document b comme la variabilit de la largeur des colonnes de texte
le nombre et la diversit des illustrations ou la mani re dont les illustrations sont
intgres au contenu textuel Tous ces crit res permettent de qualier le degr de
complexit de la structure dun document mais ils ne mettent pas le doigt sur une
dirence fondamentale en mati re de reconnaissance Une autre dirence concerne
lordre de lecture Cette dirence dpend des autres crit res  on peut distinguer 
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a structure simple b structure complexe
c structure simple ou
structure complexe
Figure   Images de documents dont la structure a des niveaux de complexit
 di
rents
niveaux de complexit dans les ux de lecture illustrs par la gure 

a trivial b un peu moins trivial c complexe
Figure   Niveaux de complexit
 du ux de lecture
La premi re illustration reprsente le ux de lecture dun document dont le texte
est rparti sur une seule colonne  lordre de lecture y est trivialement de gauche 
droite et de haut en bas Sur la deuxi me illustration linformation est rpartie en
colonnes de taille gale qui occupent toute la hauteur du document si lon exclut le
haut du document o# se trouve lentete et le titre  il existe un ordre implicite entre
les colonnes de gauche  droite et  lintrieur dune colonne le ux de lecture
va de gauche  droite et de haut en bas Finalement sur la derni re illustration
les colonnes ont des tailles et des positions beaucoup plus chaotiques  le ux de
lecture y est non continu et relativement imprvisible Dans la suite de ce travail
lorsque nous parlerons de documents  structure complexe nous ferons rfrence 
des documents dont le ux de lecture est non trivial semblable  celui du document
de la troisi me illustration

	    Systmes dous dapprentissage
En ce qui concerne la reconnaissance la dirence rside dans le fait quune fois
la segmentation dun document  structure simple eectue lordre de lecture peut
etre tabli trivialement Ce nest pas le cas pour les documents  structure complexe
Le recouvrement de lordre de lecture demande une analyse plus pousse qui peut
meme etre traite dans ltape de la reconnaissance de la structure logique Lordre
de lecture tabli le document est linaris et lanalyse se poursuit dans un monde 
une dimension  un objet a du sens par rapport  lobjet qui le prc de et par rapport
 lobjet qui le suit Dans le cas des documents  structure complexe lanalyse se
poursuit dans un monde  deux dimensions  le probl me est donc fondamentalement
dirent La structure physique dun document complexe ne peut etre enti rement
reprsente sous la forme dun arbre On arrive  retrouver les relations hirarchiques
entre objets par exemple la relation qui existe entre un mot et la ligne  laquelle il
appartient mais pas les relations dordre entre objets de meme niveau Comme le
montre la gure 
 la structure physique dun document peut etre reprsente par
un graphe qui a une structure darbre sousjacente
a) résultats de segmentation b) graphe de la structure physique c) structure d’arbre sous−jacente
Figure   Structure physique dun document complexe
Dans les documents  structure complexe tels que nous les avons dnis on trouve
les journaux du type quotidien les revues les catalogues ou les prospectus Les
livres les articles scientiques ou les lettres font partie des documents  structure
simple
 Systmes dou s dapprentissage
Les syst mes de reconnaissance de documents peuvent etre plus ou moins gnraux
Certains sont destins  la reconnaissance de documents bien particuliers comme
par exemple les enveloppes postales dautres sont destins  un spectre plus large de
documents  lextreme tous les documents Les syst mes spcialiss dans la recon
naissance dun type de document particulier sont videmment plus performants et
faciles  raliser Mais lavantage de syst mes plus gnraux est indniable  non
seulement ils ont un plus grand domaine dapplications mais aussi ils ne deviennent
pas obsol tes au moindre changement dans le format des documents analyss
Les syst mes paramtrs par un mod le de documents essaient de proter des avan
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tages respectifs des syst mes spcialiss et gnraux en sparant la partie analyse
dune information spcique  chaque type de document appele modle Les mo
d les sont des donnes qui dcrivent une classe de documents et qui sont interprtes
par la partie analyse Le syst me peut choisir le mod le en fonction du type de docu
ment analys La gure 

	 montre linteraction de la partie analyse avec le mod le












Figure    tapes de la reconnaissance de documents dans un systme qui utilise des
modles
Si avec une telle approche on na plus besoin de raliser un syst me complet pour
chaque application vise il reste le probl me de la constitution des mod les On peut
envisager direntes solutions 
  Le mod le peut etre saisi manuellement par un spcialiste de la reconnaissance
Cette solution est de loin la moins bonne car la tache est longue et di$cile De
plus il est probable que le mod le ainsi cr ne prenne pas en compte tous les
cas particuliers
  Certains syst mes prvoient un module qui dduit automatiquement le mod le
dun chantillon de documents Ce sont les systmes dous dapprentissage
La qualit du mod le dpendra du choix de lchantillon dapprentissage Si
lchantillon nest pas reprsentatif ou si les documents voluent il faudra crer
un nouveau mod le
  Finalement il y a des syst mes dous dapprentissage incrmental o# le mod le
volue en cours dutilisation du syst me Un tel syst me nest pas enti rement
automatique mais assist par un oprateur Le mod le volue en fonction des




 illustre un scnario dinteraction entre un oprateur et un syst me
dou dapprentissage incrmental
La charge dassistance peut para(tre plus lourde avec un syst me dapprentissage
incrmental mais il ne faut pas sy er  les rsultats produits par des syst mes
enti rement automatiques doivent etre corrigs En eet de tels syst mes nattei
gnent jamais un taux de reconnaissance de 
		 La tache de correction est souvent














nario dinteraction entre un op
rateur et un systme dou
 dapprentissage
incr
mental    le systme analyse le document en utilisant le modle  le systme
propose une solution  lutilisateur  lop
rateur prend connaissance de la solution 
lop
rateur corrige la solution 	 le module dapprentissage interprte les corrections faites
par lop
rateur et  le module dapprentissage corrige le modle
ennuyeuse car les syst mes commettent toujours les memes erreurs Une approche
assiste vite au syst me de commettre deux fois la meme erreur  le comportement
du syst me est modi sur la base des erreurs dtectes et de mani re  ce quil
ne les commette plus Le temps et lintret du travail ralis par loprateur dpen
dra fortement du mode de communication hommemachine prvu On privilgiera
les approches o# loprateur a linitiative du traitement aux approches o# cest le
syst me qui conduit la reconnaissance
	 Objectifs de cette thse
Lobjectif de cette th se est la conception la mise au point et lvaluation dune
mthode gnrale de reconnaissance qui 
 sapplique  des documents  structure
complexe et  soit doue dapprentissage incrmental La mthode est gnrale
dans le sens o# elle peut etre utilise pour faire de la reconnaissance aussi bien de
la structure physique que de la structure logique
   Choix en accord avec la philosophie CIDRE
Depuis 
 les travaux de notre groupe de recherche sont orients par le projet
CIDRE
 
%     
 
     & pour Cooperative ) Interactive
Document Reverse Engineering Ce projet est fond sur une rvision de toute la
problmatique en reconnaissance de documents qui sorganise selon les quatre axes
suivants 
Reconnaissance assiste Lide est de minimiser la main doeuvre implique
dans le processus de reconnaissance en autorisant lutilisateur  exercer une
inuence durant la session de reconnaissance et non pas exclusivement dans
 
projet soutenu par le Fonds National de la Recherche Scientique subside no 	


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une phase initiale de conguration et une phase ultrieure de correction des
rsultats Lutilisateur peut ainsi modier le mod le de document en cours
demploi et viter la tache ennuyeuse de corrections des erreurs systmatiques
Ringnierie de documents au sens large Les documents viss ne sont pas
spcis  les plateformes et les outils de reconnaissance dvelopps dans le
cadre du projet CIDRE devraient etre capables de sadapter  toute classe de
document journaux articles scientiques ou formulaires et  nimporte quel
format PDF Postscript ou papier
Role de larchitecture logicielle CIDRE prconise une architecture logicielle
qui encourage la coopration hommemachine et la coopration entre diverses
sources de connaissance  plutot quun syst me complet de reconnaissance on
prf re de petits outils indpendants que lon peut facilement combiner et faire
collaborer en fonction de lapplication vise
Modles de documents Les outils dvelopps dans le cadre de CIDRE devraient
prvoir la possibilit de crer les mod les de documents de mani re incrmen
tale durant la session de reconnaissance interactive
Ces axes de recherche sont plus largement dcrits et motivs dans la th se de Bapst
%& Tout au long de notre travail nous avons essay de rester d le  ces principes
directeurs
  Documents  structure complexe
Lanalyse de documents  structure complexe di re de lanalyse de documents 
structure simple surtout pour la reconnaissance de la structure logique et la partie
fusion des lignes de texte en blocs de la reconnaissance de la structure physique
Nous nous sommes donc tout particuli rement intresss  ces tapes de la recon
naissance Une tude a t mene dans notre groupe de recherche par Rolf Brugger
%
&  elle sintresse  la reconnaissance de la structure logique Elle a abouti  une
mthode de reconnaissance base sur les ngrams gnraliss qui a t teste sur la
documentation du projet Linux disponible sur Internet Comme ces documents ont
une structure relativement simple nous nous sommes demands dans quelle mesure
elle tait applicable  des documents  structure complexe du type page de journal
Notre dmarche est la suivante Dans un premier temps nous utilisons des mthodes
simples pour faire de la segmentation de documents complexes Cette tape permet
dune part de prparer les donnes ncessaires  la reconnaissance de la structure
logique et dautre part dtudier quelle est la spcicit de lanalyse des structures
complexes Nous en avons dduit que le principal d est la prise en compte dune
organisation de linformation dans la deuxi me dimension La mthode de Brugger
nest donc pas applicable telle quelle  des documents complexes cest pourquoi
dans un deuxi me temps nous avons dvelopp une mthode qui rel ve le d

  
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  Apprentissage incrmental
En accord avec la philosophie CIDRE nous voulons une mthode qui donne un
role prpondrant  lutilisateur Nous nous attachons donc  imaginer une archi
tecture logicielle qui le permette Notre tude ne comprend pas la mise au point
dune interface graphique qui facilite la communication  cet axe de recherche est
explor par Oliver Hitz autre collaborateur de notre groupe Lapproche sera donc
compl tement indpendante de linterface graphique
Comme le prconise CIDRE le mod le de document sera construit de mani re in
teractive et incrmentale au cours de la reconnaissance Aucune connaissance sur
le type de documents traits ne fera partie de la mthode Ainsi nous esprons que
le syst me pourra sadapter  toute sorte de documents sans que les sources soient
modies ou sans meme que des param tres soient ajusts

 Organisation en chapitres
La th se est organise en six chapitres
Le chapitre  fait le point sur ltat de lart en reconnaissance de documents Il
contient deux sections gnrales qui traitent de la reconnaissance de la structure
physique respectivement logique Deux sections sont plus cibles sur les principaux
aspects de notre recherche et prsentent des tudes sur la reconnaissance de docu
ments  structure complexe et sur les syst mes dous dapprentissage
Notre tude de la reconnaissance de documents  structure complexe sest faite en
deux temps La premi re partie a consist  dvelopper un systme de reconnaissance
de la structure physique bas sur des mthodes simples et traditionnelles Le chapitre
 dcrit le syst me et discute des probl mes spciques aux documents complexes
qui ne peuvent etre rsolus avec des mthodes simples
La suite de notre recherche a t la mise au point dune mthode appele  CREM

qui soit adapte  la reconnaissance de documents  structure complexe et ne
prsente donc pas les faiblesses des mthodes simples Le chapitre  est consacr 
CREM	 une mthode de reconnaissance structurelle base sur des patterns
Le chapitre  prsente lapplication de CREM  la reconnaissance dimages de
journaux Il dcrit  applications  la reconnaissance des lets la reconnaissance
des blocs la fusion des lignes de texte en blocs et ltiquetage logique des blocs Il
dcrit aussi les outils utiliss pour lextraction des caractristiques ncessaires  ces
applications et prsente les rsultats de tests eectus pour chacune des applications
Enn le chapitre  expose les conclusions de la thse Nous numrons les contribu

pour Conguration REcognition Model for Complex Reverse Engineering Methods 
CREMCREM   CREM et se prononce double crme
Chap    Introduction 

tions scientiques apportes par notre tude ainsi que des extensions qui pourraient
etre approfondies dans des travaux ultrieurs

  
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Au dbut du XX me si cle dj on faisait de la recherche en reconnaissance dimages
de documents En 

 on prsente des inventions pour remplacer les oprateurs des
tlgraphes et pour assister les aveugles  ctait les premiers OCR %& Lhistoire
de la reconnaissance des structures de documents est par contre beaucoup plus r
cente Les premiers syst mes ont t dvelopps pour des taches bien cibles comme
le tri automatique du courrier reconnaissance dadresses ou la reconnaissance de
ch ques postaux Ce nest que rcemment que les syst mes ont intgr des mod les
de documents et sont ainsi devenus plus exibles et meme dous dapprentissage
Dans cette section nous faisons dabord un survol des techniques dveloppes pour
la reconnaissance des structures physiques et logiques puis nous prsentons des
syst mes sattaquant  la reconnaissance de documents  structure complexe et
nalement nous parlons de syst mes dous dapprentissage
 Reconnaissance de la structure physique
Parmi les mthodes de segmentation on trouve des mthodes ascendantes descen
dantes et mixtes Les mthodes ascendantes proc dent par regroupement dlments
en partant des composantes connexes Dans une premi re tape les pixels de limage
de dpart ou dune image transforme par un ltre RLSA %
& par exemple sont
regroups en composantes connexes Une deuxi me tape consiste  extraire des
caractristiques sur ces composantes an de pouvoir les regrouper en zones homo
g nes Dans les articles %& %
& %
& et %	& de telles mthodes sont prsentes
La technique docstrum propose par OGorman %
& proc de aussi de mani re
ascendante Les composantes connexes ne sont pas regroupes en fonction de lho
mognit de leurs propres caractristiques mais en fonction de caractristiques sur
les relations entre des paires de composantes voisines  recherche des k plus proches
voisins des composantes puis analyse de langle et de la distance sparant chaque
paire de voisins
Les mthodes descendantes partent de limage enti re et cherchent  la dcomposer

    Reconnaissance de la structure physique
rcursivement en composantes de plus bas niveaux Beaucoup de ces mthodes ana
lysent le fond de limage zones blanches Chez Gatos %& et Antonacopoulos %&
les direntes zones dintrets sont regroupes grace  lanalyse des zones blanches
de limage et extraites respectivement par une segmentation en composantes con
nexes et par une technique de suivi de contour Krishnamoorthy %	& et Wang %&
appliquent la dcoupe en arbre XY appele aussi dcoupe rcursive en utilisant
le prol de projection Dans ces deux derniers cas la dcoupe est guide par une
connaissance a priori de la structure du document analys Cinque %
& propose plu
sieurs rchantillonages de limage qui ont pour eet la rduction de limage et la
mise en vidence de direntes zones Dans chaque rduction des fenetres 
 x 

pixels de limage de dpart sont remplaces par une caractristique extraite sur cette
fenetre Lextraction entre autres caractristiques de la moyenne et de la variance de
lintensit des pixels produit des images qui combines et seuilles font ressortir le
fond de limage dorigine
Ltiquetage des zones en texte image ou graphique est en principe partie intgrante
de la segmentation il est est guide par la connaissance de la structure gnrique
des direntes zones pouvant constituer limage texte image graphique Dans lap
proche ascendante les composantes connexes sont regroupes en fonction de crit res
spatiaux seules les composantes voisines sont regroupes et de crit res dhomog
nit qui consistent  dterminer  quel type de bloc une composante appartient
La liste de caractristiques frquemment extraites sur les composantes connexes
comprend dimensions coordonnes rapport hauteurlargeur aire du rectangle en
globant densit des pixels noirs longueur moyenne des segments noirs horizontaux
nombre de transitions noir*blanc
Dans les approches descendantes de Gatos et Antonacopoulos % & la classication
des zones nest pas une tape ncessaire  la segmentation La segmentation ne see
ctue que par lanalyse du fond de limage Dans une tape ultrieure Gatos tiquette
les zones en texte*non texte  il applique une FFT Fast Fourier Transform sur la
projection horizontale de la zone an de dtecter les frquences dominantes Une zone
texte est une zone avec une frquence nettement dominante Les approches de Krish
namoorthy %	& et Wang %& qui utilisent la dcoupe en arbre XY ont besoin de la
connaissance du type des zones pour leur segmentation Alors que Krishnamoorthy
travaille sur des grammaires construites  partir du prol de projection horizontal
seuill Wang extrait des statistiques sur direntes combinaisons de segments run
length de la rgion analyse
Azokly %& adopte une approche mixte descendante et ascendante Il combine un
algorithme de dcoupe hirarchique base sur lanalyse de rectangles structurants
rectangles blancs qui constituent le fond de limage avec un algorithme de fusion
de composants gouvern par des r gles dcrivant les structures  reconna(tre
Lapproche descendante utilise souvent un mod le du format du document sorte de
feuille de style inverse qui guide le syst me dans son action de dcomposition %

&
Chap    tat de lart 

Lapproche ascendante ne requiert pas de connaissance sur la prsentation globale
du document une certaine connaissance sur laspect des lments de base su$t
Lapproche descendante sapplique donc bien aux documents dont la feuille de style
est connue car elle est plus rapide et e$cace Par contre lapproche ascendante sera
plus adapte pour analyser des documents dont on ne peut prvoir le format les
documents  structure complexe par exemple
 Reconnaissance de la structure logique
Dans le processus de production de documents le passage de la structure logique
 la structure physique se fait grace  des r gles de prsentation du document Se
lon le syst me ddition ces r gles sont plus ou moins implicites Un diteur peu
structur saisira le contenu et la prsentation du document de mani re non diren
tie Ldition structure synthtise les r gles de prsentation sous la forme dune
feuille de style indpendante du contenu du document et applicable  un ensemble
de documents
En reconnaissance de documents le processus inverse " passage de la structure
physique  la structure logique " ne peut se faire sans la prise en compte l aussi
de mani re plus ou moins implicite des r gles de prsentation En eet meme si
le contenu logique peut etre en partie dduit du contenu textuel il est avant tout
exprim par la prsentation du document fonte ou mise en page A la dirence de
la production de documents la reconnaissance de document guide par des r gles de
prsentation nest pas univoque  plusieurs structures direntes peuvent etre gn
res  partir dune image de documents et dun ensemble de r gles de prsentation
Les mthodes dont les r gles de prsentation font partie du controle sappliquent
 un ensemble restreint de documents  les documents produits en respectant ces
r gles A linverse les mthodes qui isolent ces r gles  lintrieur dun mod le sont
souvent doues dapprentissage et par l sappliquent  une gamme beaucoup plus
large de documents Ces derni res mthodes feront lobjet du point 
La reconnaissance de la structure logique comprend deux tapes  ltiquetage des
blocs et la transformation de la structure physique en structure logique Lordre
dans lequel ces tapes sont eectues dpend des mthodes elles ont meme parfois
lieu simultanment Ltiquetage consiste  attribuer une tiquette logique  un bloc
qui donne une indication sur le role du bloc dans le document Parmi les tiquettes
les plus courantes on trouve titre et texte de base Dans la transformation de la
structure on va principalement fusionner des blocs physiques appartenant  la meme
entit logique et dterminer un ordre de lecture entre les entits logiques La gure

 est une illustration de la transformation de la structure physique Ltiquetage
des blocs quil ait lieu avant apr s ou en meme temps que la transformation de la
structure se fait en deux tapes successives  lextraction des caractristiques et la
	    Reconnaissance de la structure logique
classication
Si lon fait abstraction de la capacit dapprentissage les dirents syst mes de recon
naissance logique dcrits dans la littrature se distinguent par 
 les caractristiques
extraites  la mthode de classication utilise et  la mani re dont la structure est
remanie De plus certains syst mes particuli rement souples permettent la remise





























image des blocs d’un document structures du document
Figure   Exemple de transformation de la structure physique en noir en structure
logique en gris
  Extraction de caractristiques
La plupart du temps les caractristiques sont extraites sur des images binaires du
document Il y a des caractristiques qui se rapportent aux proprits intrins ques
du bloc dautres  son voisinage ou  sa position dans la page On peut classer les
caractristiques qui se rapportent directement au bloc en plusieurs catgories
Les caractristiques morphologiques Les caractristiques les plus frquentes
sont les dimensions du bloc son longation rapport entre la hauteur et la
largeur sa densit rapport entre le nombre de pixels noirs et le nombre total
de pixels Wang et Srihari %& analysent les transitions noirblanc pour chaque
ligne de balayage du bloc
Les caractristiques structurelles Elles sappliquent par exemple aux blocs
textuels et dcrivent lorganisation des lignes de texte qui composent le bloc
par le nombre de lignes la position relative des lignes linterligne et des carac
tristiques typographiques telles que la mise en page des lignes centres jus
ties alignes  droite ou  gauche la fonte dominante la taille de la fonte
dominante ou le style de la fonte dominante soulign italique gras Les
caractristiques structurelles peuvent galement sappliquer aux formules et
aux tableaux
Chap    tat de lart 

Le contenu textuel Il apporte parfois une aide prcieuse  la reconnaissance de
la structure logique Ishitani %& utilise des caract res tels que  + ou 

comme des indices pour reconna(tre une liste et les symboles mathmatiques
comme des indices pour reconna(tre une formule Klink %& qui soccupe de tri
postal recherche des mots ou des suites de mots comme dear Mr
Certaines caractristiques ne se rapportent pas directement au bloc mais  son
voisinage Elles ont pour la plupart trait aux positions relatives ou  ltiquette
logique des blocs A noter que cette derni re caractristique implique une approche
heuristique de la classication car ltiquette logique est prcisment linformation
recherche  nous reparlerons de telles approches plus loin Klink %& recherche des
liens entre le contenu textuel dun bloc et de ses voisins  il formule des r gles
stipulant par exemple que pour se voir assigner une tiquette y un bloc doit avoir
un mot en commun avec un autre bloc Une telle r gle pourrait dcrire la relation
qui existe entre le champ destinataire et salutations dune lettre
Cinque %
& Spitz %& et Bela,d %
	& utilisent la position absolue pour reconna(tre
des blocs tels que les entetes ou les pieds de page
Le tableau 
 classe direntes approches de reconnaissance de la structure logique
en fonction des caractristiques extraites
 Classication
La classication utilise les caractristiques extraites sur les blocs pour leur attribuer
une tiquette Les caractristiques sont interprtes en tenant compte dune certaine
connaissance sur le document analys Cette connaissance correspond aux r gles de
prsentation dont nous avons parl au dbut du point  rappelons quelle peutetre
partie intgrante du controle ou isole dans un mod le La mthode de classication
choisie est souvent lie aux types de caractristiques et  la reprsentation de la
connaissance Beaucoup de mthodes synthtisent la connaissance sous forme de
r gles qui font partie du controle Voici un exemple dune r gle utilise par Cinque
%
&  a Heading has to be composed of at most two rows and must not exceed one
quarter of the vertical dimension of the page
Les caractristiques morphologiques extraites sur un bloc sont souvent reprsentes
sous forme de vecteurs La connaissance consiste en un partitionnement de lespace
form par les caractristiques chaque lment de la partition correspondant  une
classe Parmi les classieurs classiques on trouve les r gles de Bayes ou le k plus
proche voisin Esposito %
& utilise un rseau de neurones dont les poids et les seuils
forment la connaissance sur le type de document analys
Dautres utilisent des mod les statistiques Hroux %& calcule un vecteur moyen
de caractristiques morphologiques pour chaque classe La classication consiste 
choisir la classe dont le vecteur moyen a une distance minimale au vecteur du bloc
    Reconnaissance de la structure logique
auteur M S P LP T LT LE
Bela,d %
	& X X X X
Brugger %
& X X X X
Cinque %
& X X X
Esposito %
& X
Hroux %& X X X
Hu %
& X X X
Ishitani %& X X
Klink %& X X X X
Lam %
& X
Lebourgeois %& X X X X
Niyogi %& X X X
Spitz %& X
Tsujimoto %& X X
Walischewski %& X
Wang %& X







LE lien entre les tiquettes
Tableau   Classication des m
thodes de reconnaissance de la structure logique sur la
base des caract
ristiques extraites
 classer Lebourgeois %& dnit des probabilits dappartenance  une classe en
fonction des caractristiques observes la classication est une heuristique appele
relaxation probabiliste qui consiste  optimiser une solution globale par des modi
cations dcoulant de mesures locales Lalgorithme est appliqu de mani re itrative
Quant  Brugger %
& il a imagin une gnralisation du mod le des ngrams de ma
ni re  ce quon puisse reprsenter non seulement des structures linaires mais aussi
des structures hirarchiques Il peut donc reprsenter le mod le dune classe de do
cuments par ses ngrams gnraliss L aussi la classication est une heuristique
Walischewski %& et Hroux %& reprsentent les relations quentretiennent un bloc
avec son voisinage par un graphe Hroux modlise une classe par le sousgraphe
isomorphe  tous les chantillons dapprentissage et classe un bloc en tenant compte
de la distance qui spare le graphe du bloc et les graphes des classes Cette distance
Chap    tat de lart 
est value  partir du sousgraphe isomorphe aux graphes du bloc et du mod le
Walischewski quant  lui reprsente tout le document par un graphe Le mod le est
une synth se des graphes de lchantillon dapprentissage Il regroupe les noeuds de
lensemble des graphes et leur assigne une probabilit dapparition L aussi la clas
sication consiste en la recherche disomorphismes de sousgraphes Les probabilits
dapparition permettent de classer les direntes alternatives sil y en a
Bela,d %
	& reprsente le mod le de la structure logique par une grammaire qui est
infre automatiquement de plusieurs chantillons de la structure physique ainsi que
dun tiquetage logique fourni par lutilisateur
La mthode de Hu %
& propose un mod le dcrit par une grammaire attribue
horscontexte La structure du document logique gnrique est reprsente par des
r gles de production de la grammaire horscontexte alors que laspect physique des
lments logiques est reprsent par les attributs correspondants Lincertitude est
gre au moyen de la logique oue et le processus est guid par un algorithme de
programmation dynamique
Le tableau  classe direntes approches de reconnaissance de la structure logique
en fonction du type de classication choisi
 Construction de la structure logique  partir de la stru	
cture physique
La plupart des syst mes centrent la reconnaissance sur ltiquetage des blocs et la
transformation de la structure nest quune petite tape terminale Tsujimoto %&
propose un syst me de reconnaissance bas sur la transformation de la structure La
structure physique est reprsente sous la forme dun arbre et grace  quatre r gles de
transformation il obtient larbre de la structure logique Dautres r gles permettent
par la suite dattribuer des tiquettes logiques aux dirents lments de larbre
Ces r gles sont cables dans le controle et par l rendent le syst me rigide Pourtant
lapproche est originale et lgante Les r gles choisies sont le rsultat dune rexion
pousse sur la structure gnrique  la plupart des documents et ainsi le syst me a
un degr de gnralit tonnant Brugger lui aussi part de la transformation dune
structure darbre mais son mod le statistique rend le syst me beaucoup plus souple
que celui de Tsujimoto puisquil permet lapprentissage et la remise en cause de
rsultats %
&
Yamaoka %& et Niyogi %& traitent simultanment la transformation de la structure
et ltiquetage logique mais contrairement au syst me de Yamaoka celui de Niyogi
permet la remise en cause
Lordre dans lequel ltiquetage logique et la transformation de la structure sont
appliqus di re selon les approches Cela montre que la connaissance de ltiquetage
logique est utile  la transformation de la structure et viceversa Cest pourquoi
    Reconnaissance de la structure logique
























P partition de lespace
S mod le statistique
A transformation darbres
I isomorphisme de sousgraphes
G mod le syntaxique grammaire
N rseau de neurones
Tableau  Classication des m
thodes de reconnaissance de la structure logique sur la
base du type de classication adopt

certains syst mes prvoient la remise en cause an de proter au mieux de cette
double source dinformation
 Syst
mes prvoyant la remise en cause
Les syst mes particuli rement bien adapts  la remise en cause sont ceux qui repr
sentent le mod le par des donnes statistiques puisque lide est ditrer le syst me
jusqu obtenir une solution globale qui soit localement acceptable partout Lac
ceptabilit dune solution locale est value grace aux donnes statistiques et  un
seuil Brugger %
& conserve plusieurs alternatives dans un arbre de recherche Seule
la meilleure alternative est explore mais il se rserve la possibilit dexplorer les
autres alternatives en cas dchec
Chap    tat de lart 
Dautres syst mes pratiquent la remise en cause par un controle particuli rement
volu Chez Ishitani %& chaque tape de reconnaissance est encapsule dans un
module ces dirents modules collaborent orchestrs par un module supplmentaire
appel module de modication dobjets Niyogi %& quant  lui fait collaborer ses
modules grace  des r gles de stratgie et de controle isoles dans le mod le de
connaissance
Lebourgeois %& utilise les tiquettes logiques comme caractristique Il pratique
une heuristique qui est proche de la remise en cause appele relaxation probabiliste
Cette mthode a t dcrite par Rosenfeld %& pour la reconnaissance des formes
Elle permet par itrations successives de modier la classication dun objet en
fonction de la compatibilit locale avec les objets voisins jusqu ce quune solution
globale compatible partout localement soit trouve
Le syst me de Ogier %	& prvoit galement la remise en cause Bien quil ait t
appliqu  la reconnaissance de plans cadastraux il peut sappliquer  tout type
de documents dont les composants sont organiss de mani re hirarchique Le sys
t me a dailleurs t repris par Hroux %& et appliqu  des documents crits
Cette approche sinspire du syst me dinterprtation des images chez lhumain qui
est un processus cyclique faisant cooprer les modes de perception syncrtique vi
sion globale et analytique vision locale jusqu lobtention dune interprtation
cohrente de limage Dans son syst me Ogier analyse la cohrence de linterprta
tion dune image  dirents niveaux hirarchiques du bas niveau au haut niveau
La cohrence dun objet dpend de sa cohrence interne value en fonction de ses
composants et de sa cohrence externe value en fonction de son voisinage En
cas dincohrence des solutions remdes sont proposes Un cycle est constitu de
lanalyse de la cohrence de la solution courante et de la proposition de solutions
remdes Les cycles sont itrs jusqu lobtention dune interprtation cohrente
 Reconnaissance de documents  structure com
plexe
Parmi les approches cites jusquici toutes ne sappliquent pas  la reconnaissance
de structures complexes En ce qui concerne le recouvrement de la structure phy
sique le traitement de structures complexes a stimul la recherche sur les trois plans
suivants  la distinction entre les zones texte photo et graphique la dtection et la
reprsentation de zones non rectangulaires et nalement lorganisation des direntes
zones en une structure pas forcment hirarchique
    Reconnaissance de documents  structure complexe
  Classication des zones de limage
Pour classer les zones de limage la plupart des mthodes dont celles de Cinque
%
& Fan %	& Lam %
& ou Williams %	& extraient outre des caractristiques sur la
dimension de la zone des caractristiques sur la rpartition des pixels de la zone 
moyenne densit et surtout variance Sivaramakrishnan %& fait une tude plus ne
mais qui ne sapplique que sur des images binaires en tudiant les runs
 
de la zone
Il extrait le nombre de runs leur longueur moyenne ainsi que leur variance Quant
 Gatos %& il compare la FFT des zones  classer
 Dtection et reprsentation de zones non rectangulaires
Il arrive suivant le type de documents que les zones ne correspondent plus  des
rectangles Chez Antonacopoulos %& Bela,d %
	& et Williams %	& la zone est un
polygone dcrit par une liste de points Lextraction de telles zones est assez labore
Antonacopoulos reprsente le fond de limage les pixels blancs en gnral par un
pavage fait des plus grands rectangles blancs appels rectangles structurants cest
dire des rectangles ayant la plus grande surface possible Ensuite il construit un
graphe dont les noeuds sont les rectangles structurants et les aretes les relations
dadjacence verticale en dessus ou en dessous entre les rectangles Ltude des
cycles du graphe permet de dlimiter les zones de limage En eet les rectangles qui
forment un cycle entourent une zone Antonacopoulos obtient ainsi une description
tr s ne de la forme dune zone Bela,d a imagin une mthode proche de celle
dAntonacopoulos  tude des plages blanches de limage reprsentation sous forme
de graphe et analyse des cycles du graphe Williams utilise une technique toute





pixels cf illustration  A chaque masque correspond un vecteur de
caractristiques  k
 
   dimensions  pour chaque bloc sa variance k
 
 ainsi que
les coordonnes x et y de lorigine du masque  Un rseau de neurones permet
de classer les vecteurs de caractristiques en texte illustration fond limite et autre





      n x k = 21
taille de la fenêtre n = 7
Figure  Masque utilis
 par Williams
 
Les lignes de balayage dune image binaire sont composes dune alternance de segments noirs
et blancs appels runs
Chap    tat de lart 
 Organisation des zones en structure
Lorganisation des composants de limage en une structure est plus di$cile que
pour des documents simples Lam %
& qui adopte une approche ascendante dirige
son regroupement grace  deux seuils prenant chacun trois valeurs direntes en
fonction de la taille des composants traits Ces deux seuils correspondent  les
pacement maximal qui spare deux lettres respectivement deux mots Beaucoup
dapproches sont descendantes et guides par une description gnrique de la stru
cture  reconna(tre Cest le cas de lapproche de Nagy %& Azokly %& utilise aussi
une description gnrique mais son approche est mixte
Pour la reconnaissance de la structure logique les approches qui prennent en compte
les positions relatives des blocs sont souvent les mieux adaptes aux documents com
plexes La plupart des analyseurs de la structure physique retournent une structure














Pourtant une telle structure ne comprend pas toute linformation contenue dans
limage du document Dans des documents  structure complexe la disposition des
blocs les uns par rapport aux autres a une smantique assez riche quil convient din
terprter Pour reprsenter les positions relatives dobjets Klink %& Walischewski
%& et Azokly %& utilisent une extension  deux dimensions des relations de Allen
%
& Ce formalisme permet de dcrire la position relative de deux intervalles  laide
des 
 relations schmatises sur la gure  Pour qualier la position relative de
deux objets on fait une projection verticale et horizontale des rectangles englobants
On obtient ainsi  x  segments  comparer ce qui donne 
 x 
 relations possibles
Klink a enrichi ces relations en leur attribuant une notion de distances ce qui lui
permet dexprimer des r gles du style une lgende doit etre situe sous une table
la distance entre la lgende et la table ne doit pas excder quatre fois la hauteur
de la ligne de la lgende La description de la position relative des blocs fait partie
de la structure physique mais il semble que seules les approches qui traitent de la
reconnaissance logique sen soucie
Niyogi %& Wang %& Lam %
& Tsujimoto %& Ishitani %& et Klink %& dcrivent
tous des syst mes de reconnaissance de la structure logique de documents complexes
Nous allons parler un peu de celui de Tsujimoto qui nous para(t particuli rement
original et intressant Dans ce syst me les positions relatives entre les blocs sont














Figure  Les   intervalles de Allen repr
sent
s par Walischewski
reprsentes par une structure hirarchique dont la smantique est tout  fait inhabi
tuelle On y distingue trois cas  
 si un bloc a un seul autre bloc situ directement
en dessous de lui alors les deux blocs appartiennent au meme noeud de la struc
ture  si un bloc a plus dun bloc situ directement en dessous de lui alors le
bloc dominant devient le p re des autres blocs  si un bloc a plusieurs blocs situs
directement en dessus de lui alors il devient le fr re du p re des blocs dominants








b) représentation de la structure physique sous 























a) page de document segmentée en blocs de texte
Figure  Exemple fourni par Tsujimoto pour illustrer sa repr
sentation de la structure
physique
Bien que ce syst me ne soit pas aussi n que celui de Allen il saisit tr s bien une des
r gles de mise en page implicites les plus gnrales qui sont  lorigine de la repr
sentation de beaucoup de documents  structure complexe Par un lgant processus
de transformation darbres et en tenant compte de sparateurs tels que des lets ou
des cadres Tsujimoto obtient la structure logique du document Malheureusement
Chap    tat de lart 
lapplicabilit de ce syst me reste limite puisquil ne peut traiter les documents de
type mosa,que par exemple
Les syst mes de reconnaissance logique de Niyogi Wang Lam Tsujimoto Ishitani
et Klink sont tous bass sur des r gles xes  ce qui ne permet pas dapprentissage
 et sont donc limits  un certain type de document
	 Systmes dou s dapprentissage
Le dveloppement de syst mes dous dapprentissage pour la reconnaissance de do
cuments a dbut il y a une dizaine dannes avec la prise de conscience que des
syst mes universels sadaptant  tout type de documents taient du domaine de
lillusion Dans les syst mes traditionnels la connaissance relative  un type de do
cument est implicite et contenue dans la partie analyse du syst me Lisolement de
ces connaissances dans un mod le indpendant de lanalyse rend le syst me beaucoup
plus gnral Au lieu de rcrire tout le syst me pour chaque type de document il
su$t dadapter ou de remplacer le mod le Moins le syst me est dou en appren
tissage plus le cout de cration du mod le est lev Si le mod le est enti rement
dcrit par un expert humain la facult dapprentissage est inexistante A lextreme
on a un mod le infr automatiquement  partir dun chantillon dapprentissage
constitu de documents dj reconnus A noter que meme dans ce cas un oprateur
est ncessaire pour constituer lchantillon et son fond de vrit
On distingue plusieurs formes de mod les en fonction de la nature de linformation
qui y est reprsente Lesmodles statistiques sont inspirs comme leur nom lindique
des mthodes statistiques Les valeurs de caractristiques obtenues sur un chantillon
dapprentissage sont combines  laide doprateurs statistiques On peut utiliser
simplement la moyenne vecteur moyen de caractristiques ou des mthodes plus
volues comme les mthodes baysiennes Les modles stochastiques consid rent les
objets  reconna(tre comme une suite dtats Le mod le dcrit ces tats  laide
de probabilits de transitions dtat  tat et de probabilits dobservations par
tat Les modles structurels ou syntaxiques permettent de reprsenter les donnes
structurelles et contextuelles qui se rapportent  un type dobjets Linformation est
reprsente sous forme de graphe ou de grammaire Lorsque le mod le est un graphe
la classication consiste  faire de la comparaison de graphes par contre lorsque le
mod le est une grammaire on vrie si lobjet est une phrase du langage dni par
la grammaire
La plupart des syst mes dvelopps ont trait  la reconnaissance de la structure
logique Des syst mes de reconnaissance de la structure physique dous dapprentis
sage sont moins ncessaires surtout pour des documents  structure simple car les
structures physiques gnriques varient moins dune classe de documents  lautre
que les structures logiques gnriques Cependant on trouve certaines mthodes dans
	  	  Systmes dous dapprentissage
la littrature Le masque de Williams dont nous avons parl dans le point prcdent
en est une bonne illustration Le masque permet dextraire des caractristiques sur
une portion dimage et de les classer grace  un rseau de neurones  ainsi les points
de contour des zones de limage sont dtects Le mod le consiste en les poids et
les seuils du rseau La technique des arbres XY de Nagy %& est guide par une
grammaire qui dcrit les successions de segments noirs et blancs sur la projection de
la page dun document la saisie de cette grammaire est faite par un expert humain
Le syst me peut donc etre adapt  un plus grand nombre de types de documents
mais nest pas rellement dou dapprentissage
Le mod le de Walischewski %& est un graphe dont les noeuds sont un inventaire des
tiquettes logiques apparaissant dans le type de document modlis et les aretes des
probabilits sur la position relative existant entre les deux noeuds relis Rappelons
que la position relative chez Walischewski est dcrite verticalement et horizontale
ment par une des treize congurations de Allen La construction du mod le se fait
 laide dun chantillon de documents reconnus  des r gles  base de probabilits
sont infres
Hroux %& travaille avec un mod le dont les connaissances sont organises de trois
mani res direntes A chaque type dobjets sont associes diverses informations 
une information statistique dcrit lobjet proprement dit sous la forme dun vecteur
moyen de caractristiques une information probabiliste qui est ltiquette de lobjet
parent avec une valeur de conance associe et une information structurelle sous
la forme dun graphe reprsentant lorganisation des ls de lobjet Le mod le est
constitu grace  un apprentissage supervis  le vecteur de caractristiques est
le vecteur moyen de lensemble des vecteurs de caractristiques des objets de la
base dapprentissage ltiquette de lobjet parent est ltiquette la plus frquemment
rencontre dans la base pour ce type dobjets et le graphe est le sousgraphe commun
 tous les graphes reprsentant la structure des objets de la base dapprentissage
La reconnaissance se fait par lintermdiaire de trois classieurs qui correspondent
aux trois formes de connaissance et dont les rsultats sont fusionns Le classieur
statistique retourne la distance entre le vecteur de caractristiques du mod le et celui
extrait sur lobjet  reconna(tre Le classieur probabiliste retourne  si ltiquette
du parent observ ne correspond pas  celle du mod le et la valeur de conance
sinon Quant au classieur structurel il retourne une distance entre le graphe des ls
de lobjet  classer et le graphe du mod le Cette distance est obtenue en combinant
le nombre de noeuds du sousgraphe isomorphe et le nombre de noeuds de chacun
des graphes
Brugger %
& a gnralis le mod le des ngrams pour quil puisse prendre en compte
des structures darbres Son algorithme de reconnaissance logique consiste  cons
truire larbre de la structure logique sur larbre de la structure physique en saidant
des probabilits exprimes par le mod le Les probabilits modlisent aussi bien les
relations entre fr res probabilit quun objet porte ltiquette  tant donnes les
Chap    tat de lart 

tiquettes des deux fr res situs avant dans la structure physique quentre p re
et ls Le mod le est infr automatiquement  partir dchantillons tiquets en
mettant  jour des tables de frquences
Un des avantages des mthodes statistiques est leur prdisposition  lapprentissage
incrmental En eet le mod le tant souvent constitu de moyennes ou de pro
babilits il est facile de le mettre  jour pour prendre en compte un chantillon




La plupart des approches proposes dans la littrature sappliquent  des docu
ments  structure simple Des tudes ont t menes sur lanalyse de documents
 structure complexe Parmi celles que nous avons prsentes toutes mettent des
hypoth ses relativement fortes sur le type de document trait Nous pensons que
pour quune approche soit gnrale elle doit etre adaptative et prvoir un mod le
des documents analyss qui soit indpendant de lanalyse La gnration manuelle de
tels mod les reprsentant un travail considrable nous plaidons pour des syst mes
dous dapprentissage qui soient capables de gnrer plus ou moins interactivement
et automatiquement les mod les Nous navons pas connaissance dapproches appli
quables  des documents  structure complexe et qui soient doues dapprentissage
Cest pourquoi cette th se tente de combler ce manque par la mise au point dune
mthode de reconnaissance de documents complexes doue dapprentissage
  
  Conclusion
Chap    Reconnaissance de documents complexes avec des mthodes simples 
Chapitre 
Reconnaissance de documents
complexes avec des mthodes
simples
Le probl me de la reconnaissance dimages de documents complexes est tudi dans
cette th se en deux temps Dans une premi re tape nous avons dvelopp un
syst me de reconnaissance de la structure physique des pages de journaux %&
Nous nous sommes volontairement limits  lutilisation de mthodes simples le
but ntant pas dobtenir un syst me performant mais une sensibilisation  la spci
cit de lanalyse dimages de journaux Le syst me a galement servi  la production
des donnes ncessaires   CREM
 
 un syst me de reconnaissance de la structure
logique bas sur des patterns  CREM est le rsultat de la deuxi me tape de la
th se et est dcrit dans les chapitres  et 
Lapplication vise est la reconnaissance de pages de documents  structure complexe
de type journaux Elle a t value sur des pages du Los Angeles Times Dans la
premi re section nous prsenterons des applications de la reconnaissance dimages de
journaux et une deuxi me section dcrira les documents choisis pour nos expriences
Ensuite nous prsenterons les algorithmes simples utiliss dans ce premier syst me
pour la segmentation de documents  structure complexe Dans la section suivante
nous parlerons de la reprsentation des donnes  les choix faits se sont rvls
concluants et nous avons gard la meme reprsentation des donnes pour la mthode
 CREM Nous terminerons par une prsentation de rsultats et une conclusion
numrant les probl mes que les mthodes simples ne peuvent rsoudre
 
pour Conguration REcognition Model for Complex Reverse Engineering Methods 
CREMCREM   CREM et se prononce double crme
    Applications de la reconnaissance dimages de journaux
 Applications de la reconnaissance dimages de
journaux
Lav nement dInternet a dmocratis lacc s  linformation Cette information est
constitue entre autres de documents textuels et visuels produits principalement
durant ces quelques trois ou quatre derni res annes Une masse incroyable de do
cuments traitant de tous les sujets possibles et imaginables est disponible instanta
nment et en tout temps Si les documents accessibles par Internet ne couvrent pas
loin de tous les domaines tous les types dinformation ne sont pas disponibles Une
recherche sur des articles de journaux nest pas possible On trouve tout au plus des
articles de lanne courante Comme nous lavons vu dans lintroduction seules les
biblioth ques orent de tels services
Ldition de journal sous format papier est un domaine dans lequel lexprience est
immense et ce mtier a atteint une certaine perfection Malgr limpact toujours
grandissant dInternet les quotidiens continueront  para(tre sous forme papier car
cest la forme qui convient le mieux  la lecture spcialement  la lecture suivie Mais
la diusion sur Internet et la lecture par lintermdiaire dun navigateur comportent
de nombreux atouts Si un navigateur ne convient pas particuli rement bien pour de
la lecture suivie il est idal pour dautres types de lecture  lecture slective survol
recherche dinformation Actuellement chaque diteur conoit son propre site et
diuse soit un PostScript ou un PDF de la version papier soit une slection darticles
sous format HTML*XML avec des liens et des index La mise  disposition sur
Internet de toutes les archives de journaux pourraient se faire grace  la conversion
des images A partir de la forme logique du journal on pourrait facilement gnrer
des indexations intelligentes et des services du genre salle de lecture virtuelle sont
susceptibles dappara(tre Ils proposeraient au lecteur un vaste choix de journaux du
jour et des archives
 Documents cibl s  les exemplaires du Los An
geles Times
Nous eectuons nos expriences aussi bien pour la premi re mthode base sur
des algorithmes simples que pour la mthode  CREM sur la forme lectronique
dexemplaires du Los Angeles Times LAT Ces derniers pouvaient etre tlchargs
depuis Internet sous le format PDF Par une conversion du document PDF au format
TIFF nous obtenons des images synthtiques en tons de gris et dune rsolution de
		 pixels par pouce Nous les appelons images idales puisquelles ne comportent
pas le bruit et les distorsions produites par lopration de saisie dun document 
laide dun numrateur scanner Le but ultime du projet est la reconnaissance de
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la structure logique de ces exemplaires Dans ce chapitre nous traitons la reconnais
sance de la structure physique tape pralable indispensable Le chapitre  traite
de la reconnaissance de la structure logique avec la mthode  CREM prsente
dans le chapitre  Du point de vue de la structure physique la page est lunit 
segmenter
Figure   Exemple dune page du Los Angeles Times
La gure 
 reprsente la partie suprieure de la page de couverture dun exemplaire
du LAT On y voit une structure complexe qui contient des illustrations des lets et
des cadres ainsi que du texte en direntes polices et rparti en colonnes de largeurs
direntes
Dans le LAT on trouve des cadres regroupant plusieurs lments colonnes de texte
ou illustrations et des cadres ne contenant quune illustration Le contenu dun cadre
regroupant plusieurs lments sera dornavant appel encadr Voici la dnition
de la structure physique que nous avons adopte pour le LAT Elle met en vidence
une macrostructure et une microstructure dont les dnitions respectives scartent
un peu de lacception usuelle 
  Une page est une entit appele macrostructure 

















Une macrostructure se dnit rcursivement Elle est compose de rgions de
    Segmentation de documents complexes par des algorithmes simples
dirents types Une rgion est la plus grande portion dimage qui se distingue
clairement des autres parties du document Cette distinction peut se faire par
la texture du contenu mais aussi par un cadre ou un let une rgion texte
non regroupe par un dlimiteur ne comporte quune seule colonne de texte
On obtient ainsi trois types de rgion  des colonnes de texte des illustrations
et des encadrs Une illustration est un lment atomique une colonne est une
microstructure et un encadr est une macrostructure
  Une microstructure se dcompose en lignes parfois il peut y avoir une lettrine
les lignes en mots et les mots en signes Bien quelles ne soient formes que
dun signe les lettrines sont situes dans la hirarchie du document au meme
niveau que les lignes de texte car physiquement elles stalent sur plusieurs
lignes de texte et ne peuvent etre attribues  une ligne et  un mot
 Segmentation de documents complexes par des
algorithmes simples
Dans lintroduction nous avons prsent une classication des mthodes de seg
mentation Nous avons choisi une stratgie mixte pour notre algorithme Il proc de
dune part de mani re ascendante  il part de composantes de base composantes
connexes et reconstitue la structure par fusions successives Dautre part le traite
ment des encadrs se fait de mani re descendante Dans la phase de segmentation
lunit analyse est une page du LAT et notre algorithme comporte trois tapes  

la dtection des lments graphiques et des encadrs  la segmentation des rgions
texte en lignes et en mots et  la fusion des lignes en colonne
Reprenant chaque tape de notre algorithme nous allons dcrire son fonctionnement
les probl mes rencontrs ainsi que des propositions qui visent  leur rsolution
  Dtection des lments graphiques et des encadrs
Le but de cette tape est la dtection des lments graphiques ainsi que la dtection
des encadrs contenu dun cadre Par lments graphiques on entend tous les l
ments non textuels cestdire les cadres les lets et les illustrations A la n de
cette tape deux des trois types de rgions auront t dtects  les illustrations et
les encadrs Il restera  analyser la partie textuelle du document
La dtection des illustrations a dj largement t traite dans la littrature
% 	  
& cest pourquoi nous avons peu investi dans cette direction Nous
formulons lhypoth se que toutes les illustrations sont contenues dans un cadre ne
contenant luimeme pas de cadre et constitues de tons de gris
La dtection des cadres dans une image idale ne pose pas de probl mes majeurs
Chap    Reconnaissance de documents complexes avec des mthodes simples 
Une fois les cadres dtects il sagit de dterminer si leur contenu est un encadr
ou une illustration Les encadrs sont dnis par la ngation des illustrations Sur
la deuxi me image de la gure 
 apparaissent deux types dencadr  lun ne
contient que du texte pas de tons de gris lautre contient une image et du texte
Dapr s notre dnition une illustration est un lment atomique et un encadr est
une macrostructure Lalgorithme de segmentation sera donc appliqu itrativement
 lintrieur de lencadr
La dtection des lets se fait sur une image dont on a dabord limin les cadres et
les illustrations et ensuite extrait les composantes connexes Un let est un segment
noir stalant sur toute la largeur ou sur toute la hauteur dune composante connexe
et tant plus long quun seuil donn lutilisation dun seuil permet dexclure les
petits segments contenus dans les caract res Sur la deuxi me image de la gure 
trois lets nont pas t dtects  ils ne traversent pas compl tement la composante
connexe  laquelle ils appartiennent  cause de la prsence dun quatri me let Nous
rsolvons ce probl me en ltrant les lets dtects puis en itrant la mthode sur
limage obtenue Ce processus est rpt jusqu stabilisation Lexemple de la gure
 montre les tapes ncessaires  la dtection et au ltrage des lets
Figure  Filtrage des lets  deux op
rations de ltrage sont n
cessaires sur la deuxime
image les deux lets verticaux ainsi que le soulign





s car cest un let horizontal qui limite la composante connexe vers le bas
Les techniques dcrites sont tr s simples Elles fonctionnent dans le cas gnral mais
devraientetre a$nes pour traiter tous les cas rencontrs dans le LAT Si la technique
dcrite cidessus pour la dtection des cadres donne 
		 de satisfaction lhypoth se
mise sur les illustrations est rductrice En eet on trouve des illustrations sous
des formes beaucoup plus varies 
  Certaines illustrations ne sont pas contenues dans des cadres Leur ltrage
ncessite des techniques plus volues surtout si limage nest pas de forme
rectangulaire Dans %& on trouve la description dune telle mthode
  Dautres illustrations ne sont pas constitues de tons de gris mais sont binaires
On remarque que la distinction entre des zones de texte et du graphisme nest pas
    Segmentation de documents complexes par des algorithmes simples
aussi triviale que notre algorithme le sugg re notamment lorsquon se trouve face 
des logos ou  des lettrines cf gure 
a logo
b lettrine
Figure  Cas pour lesquels la distinction textegraphisme est plus dicile
Comme nous reconnaissons pour lets les segments noirs stalant sur toute la lar
geur ou la hauteur dune composante connexe nous ne considrons pas les lets
discontinus comme let Cependant nous avons trait ce sujet dans %& Seuls les
lets plus grands quun seuil donn sont retenus La xation de ce seuil est critique
car la taille de certains lets est plus petite que celle des lettrines et des lettres con
tenues dans les gros titres La gure  montre un titre avant et apr s une opration
de ltrage des lets tel que nous le pratiquons
a image originale b image aprs ltrage des lets
Figure  Eet du ltrage des lets sur les caractres de grande taille
Une solution consisterait  conserver les lets qui intersectent une ligne de texte
 Segmentation des rgions texte en lignes et en mots
Cette tape ne concerne que la partie textuelle du document On travaille donc sur
une image dont on a limin les composants graphiques  lets cadres et illustrations
La segmentation en lignes se fait par lapplication dun ltre RLSA Run Length
Smearing Algorithm %
& horizontal et vertical la runion des deux images obtenues
puis lextraction des composantes connexes sur limage rsultante
Cette approche pose les probl mes classiques de xation de seuils Dans RLSA
le seuil dtermine la longueur audessous de laquelle un segment blanc est noirci
Lespace qui spare deux lettres du titre tant plus grand que celui qui spare deux
colonnes de texte contigu-s il nexiste pas un seuil global pour tout le document 
le seuil devrait etre adaptatif et calcul en fonction du contexte
Dans un premier temps nous choisissons un seuil qui soit adapt  la taille de la
fonte la plus reprsente un histogramme de la hauteur des composantes connexes
nous donne une estimation de cette taille Le seuil adopt est en fait la taille de la
fonte la plus reprsente En eet nous avons observ que gnralement lespacement
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intermots est plus petit que la hauteur des lignes alors que lespacement interlignes
est plus grand
Deux catgories derreur apparaissent  la sursegmentation des lignes comportant
des caract res de grande taille les lignes de titre par exemple et la fusion de plu
sieurs lignes en une seule La deuxi me catgorie derreurs est due soit  la prsence
de lettrines soit  la prsence de caract res qui se touchent dune ligne  lautre et
ainsi groupent les lignes en une seule composante connexe sur limage RLSA La
gure  illustre les situations dans lesquelles surviennent ces trois types derreur
a b c
Figure 	 Problmes de segmentation en lignes  a ligne comportant des caractres de
grande taille  sursegmentation b lignes d
butant par une lettrine  soussegmentation
c lignes comportant des caractres se touchant dune ligne  lautre  soussegmentation
Le pas suivant consiste  extraire les signes du texte et  les ajouter  la structure
reconnue en tant que ls des lignes extraites Dans une image idale les signes
correspondent la plupart du temps aux composantes connexes A noter que les petites
composantes du style ponctuation ou signes diacritiques sont limines grace  un
ltre qui supprime toute composante dont la largeur et la hauteur sont plus petites
que six pixels
An de dtecter et corriger les trois types derreurs illustrs par la gure  une
opration de correction est applique au rsultat de segmentation en lignes On
calcule lhistogramme de la hauteur des lignes pour dterminer h la hauteur de
ligne la plus frquente Toutes les lignes dont la hauteur est signicativement plus
grande que h sont considres comme suspectes et ncessitent un posttraitement
Ce posttraitement comprend trois tapes 
Dtection des lettrines Dans un premier temps on cherche  dtecter si la ligne
dbute par une lettrine On rapplique sur la ligne lopration RLSA et la
segmentation en composantes connexes apr s avoir limin le premier signe Si
lon obtient plusieurs composantes on en dduit que le premier signe est une
lettrine La ligne est donc divise en plusieurs lignes et le premier signe est
reconnu comme lettrine et nappartient  aucune des lignes
Dtection des lignes ayant des lettres soudes Si lon obtient une seule com
posante il ne sagit pas du cas des lettrines et nous devons donc dterminer
si deux lettres se touchent provoquant la fusion de deux lignes ou sil sagit
dune ligne qui contient des gros caract res On analyse la hauteur des signes
qui composent la ligne Si la hauteur moyenne est plus petite que le tiers de la
hauteur de la ligne on en dduit quil sagit du cas des lignes fusionnes Ce
	    Segmentation de documents complexes par des algorithmes simples
cas na pas t rsolu automatiquement pour linstant Une tiquette suspect
est attribue  la ligne
Dtection des lignes  gros caractre Si lon ne se trouve dans aucun des deux
cas prcdents on consid re que la ligne est compose de caract res de grande
taille Ces lignes sont regroupes par catgories en fonction de leur hauteur
Pour chaque catgorie on produit une image RLSA avec un seuil adapt  les
pacement des mots estim en fonction de la hauteur des lignes Les lignes sont
fusionnes en fonction du rsultat de lextraction des composantes connexes
sur limage RLSA
Pour lextraction des mots on proc de de la meme mani re que pour la correction des
lignes de grande taille On regroupe les lignes en direntes catgories en fonction de
leur hauteur Pour chaque catgorie on produit une image sur laquelle on applique
RLSA avec un seuil adapt  la hauteur moyenne des lignes de la catgorie Une
segmentation en composantes connexes nous donne la segmentation en mots
Les limites de ces techniques sont les limites de toute technique base sur la xation
de seuils Lutilisation de seuils adaptatifs amliore la situation mais il reste le
probl me des lignes situes  la fronti re de deux catgories leur hauteur est tr s
proche des seuils xant les limites entre catgories
 Fusion des lignes en colonne
Le but de la derni re tape de lalgorithme est la fusion des lignes de texte de
la macrostructure en colonnes A ce stade la structure reconnue contient divers
lments  lignes de texte lets encadrs et illustrations Lalgorithme de fusion
fonctionne de la mani re suivante Soit E lensemble de tous les lments reconnus
qui nont pas encore t traits et C lensemble de tous les lments en construction
Un lment e appartenant  E est fusionn avec un lment c appartenant  C si les
conditions suivantes illustres par la gure  sont remplies 
  parmi les lments appartenant  C et situs directement en dessus de llment
e seul llment c a des coordonnes x qui chevauchent celles de llment e
cas a et b
  parmi les lments appartenant  E situs directement sous llment c seul
llment e a des coordonnes x qui chevauchent celles de llment c cas a et
c
  llment e est de type ligne de texte et llment c est de type colonne
Si les conditions sont remplies e est limin de E et est intgr  c Si les conditions
ne sont pas remplies llment e est limin de lensemble E et devient un nouvel
lment de lensemble des lments en construction C Si e est de type ligne de texte









Figure  Rgles de segmentation  a e est fusionn
e avec c b et c e et c ne sont pas
fusionn
s
il deviendra un lment de type colonne sinon il ne changera pas de type Tous les
lments appartenant  C situs directement en dessus de e et dont les coordonnes x
chevauchent celles de e sont limins de lensemble C car ce ne sont plus des lments
en construction Tous les lments appartenant  E situs directement en dessous de
c et dont les coordonnes x chevauchent celles de c deviennent de nouveaux lments
de lensemble C
Lalgorithme est appliqu itrativement sur tous les lments appartenant  len
semble E dans lordre croissant de leurs coordonnes y puis x cestdire de gauche
 droite et de haut en bas conformment au sens de lecture usuel
A noter que dans cet algorithme de fusion des lignes de texte en blocs les lment
let illustration et encadrs sont pris en compte Ils ont un role de sparateur  deux
lignes de texte spares par un de ces lments nappartiendront pas au meme bloc
de texte
La gure a illustre le cas particulier dun bloc polygonal Notre algorithme de
regroupement des lignes de texte en blocs produit la segmentation illustre par la
gure c  le bloc polygonal est reprsent par trois blocs de forme rectangulaire
a image originale b segmentation en lignes c fusion des lignes en colonnes




Cet algorithme est relativement bien adapt aux pages du LAT puisque comme nous
le montrerons plus tard dans la section Rsultats et conclusion   des colonnes
ont t segmentes correctement Les probl mes dcoulent des tapes prcdentes
ou de cas particuliers Un exemple de cas particulier est illustr par la gure 
Suite  la premi re tape il y a deux colonnes en construction et cinq lignes non
  	  Reprsentation des donnes
traites b et apr s la deuxi me tape c il y a une colonne construite et
trois colonnes en construction Dans les tapes suivantes les deux lignes situes en
bas  droite sont fusionnes  la colonne en construction situe en haut  droite car
la ligne situe au centre de limage nest plus considre comme une lle potentielle
de la colonne puisquelle nappartient plus  lensemble des lments non traits On
voit facilement quelles modications apporter  lalgorithme pour quil aboutisse  la
fusion souhaite e et rsolve ce cas particulier mais il est irraliste de dterminer
a priori tous les cas particuliers









Figure  Cas particulier dans la fusion des lignes en colonnes  les 
l
ments gris sont les
colonnes en construction les 
l
ments noirs sont les 
l
ments non trait
s et les 
l
ments
blancs sont les colonnes construites
	 Repr sentation des donn es
Nous avons choisi XML pour reprsenter nos donnes Dans cette section nous
situons bri vement XML par rapport  dautres formats dans la problmatique de
reprsentation des donnes en reconnaissance de documents puis nous montrons
comment les caractristiques de XML en font un format digne de choix Un dernier
point illustre la mani re dont nous avons utilis XML Le choix de ce format est
galement motiv par Hitz %&
Chap    Reconnaissance de documents complexes avec des mthodes simples 
  XML comme format de reprsentation des donnes
En reconnaissance de documents le probl me de la reprsentation des donnes se
pose sans cesse Avec chaque nouvel algorithme nous sommes confronts au choix du
format le mieux adapt Quelques formats gnraux comme DAFS %
& et beaucoup
de formats ddis  une application particuli re ont t dvelopps Malheureuse
ment aucun nest su$samment gnral et extensible pour convenir  toutes les
situations potentielles Cette diversit dans les formats nuit fortement  lchange
de donnes entre dirents environnements plateformes et meme entre dirents
chercheurs
Nous avons choisi dutiliser la technologie XML car nous pensons quelle rsout les
probl mes de gnralit et dextensibilit XML a eu un impact tonnant dans une
foule de domaines dirents Il permet de reprsenter nimporte quel type dinfor
mation
XML eXtensible Markup Language est un langage de description de documents
structurs Comme HTML il utilise des balises pour structurer linformation A
linstar de SGML dont il est une simplication et contrairement  HTML XML est
un mtalangage qui va permettre dinventer  volont de nouvelles balises pour iso
ler toute information lmentaire ou agrgat dinformations lmentaires Les DTD
Document Type Denition et les schmas sont des formalismes utiliss pour d
nir les balises et la structure des langages respectant la syntaxe XML et ddis  la
description de documents spciques De meme HTML respecte la syntaxe SGML et
est dni  laide dune DTD XML distingue deux classes de documents les docu
ments bien forms et les documents valides Un document est bien form lorsquil
obit aux r gles syntaxiques du langage XML Un document est valide sil est bien
form et sil respecte une structure type dnie explicitement dans une DTD ou un
schma
Avec XML nous reprsentons aussi bien les rsultats naux de reconnaissance que
les rsultats intermdiaires
 Avantages de XML
Nous voyons dirents avantages  lutilisation de XML comme langage de repr
sentation des donnes XML tant prvu pour la reprsentation de documents stru
cturs son utilisation pour la reprsentation de la structure logique des documents
tombe un peu sous le sens Par contre la gnralisation de son utilisation  la repr
sentation de la structure physique ou  la reprsentation de rsultats intermdiaires
requiert une justication Les caractristiques suivantes parlent pour lutilisation de
XML comme format gnral de reprsentation des donnes
Un standard ouvert et largement accept XML est un standard ouvert qui
  	  Reprsentation des donnes
permet la reprsentation de donnes dune mani re simple exible et accessible
aussi bien  la machine qu lhumain Il est largement accept aussi bien du
cot de la recherche que du cot de lindustrie Une quantit dapplications
supportant XML sont dveloppes dans des domaines tr s divers
XML est accompagn dextensions tr s utiles Par exemple XSL %& peut
intervenir dans la visualisation de rsultats de reconnaissance comme le propose
Hitz %& ou XMLQL %& est un langage pour exprimer des requetes sur des
donnes XML dans le style des requetes formules  une base de donnes
Un format simple et unique Avoir un seul et meme mtaformat pour reprsen
ter les donnes facilite la tache du chercheur Le dveloppement ainsi que la
maintenance de dirents rsultats est grandement simpli Dun autre cot
les documents au format XML sont des donnes textuelles manipulables par
des diteurs de texte
Une interface standardise Il existe des interfaces API standardises pour
simplier la manipulation de donnes XML dans les programmes dapplica
tions Le DOM en est une dont des implmentations sont disponibles pour
plusieurs langages de programmation
 Utilisation de XML
Dune part nous utilisons XML pour la reprsentation des rsultats naux et in
termdiaires Lide est de disposer de formats le plus homog nes possible Comme
la structure logique est largement dpendante du contexte de lapplication dnir
une seule DTD Document Type Denition pour la structure logique de nimporte
quel document nest pas possible En annexe se trouve la DTD construite pour la
structure logique du Los Angeles Times Par contre nous pensons quil est possible
de dnir une DTD gnrale pour la reconnaissance de la structure physique de
documents Lef vre avait dj fait une proposition qui utilisait SGML %& Voici
lexemple dun extrait dune DTD XML pour la structure physique ainsi que lex
trait dun document valide pour cette DTD Cette DTD est tr s gnrale et pourrait
convenir  la plupart des documents Sa version intgrale se trouve en annexe
Lutilisation de XML ne garantit pas vraiment un format unique pour toutes les
applications notamment pour reprsenter la structure logique puisque chaque DTD
dnit un autre format Le langage XSLT %& dnit un standard pour transformer
des documents XML en dautres documents Ainsi deux documents XML contenant
le meme type dinformation dans leur propre format peuvent parfois etre transforms
en un seul et meme format qui respecte une DTD donne Par exemple la DTD qui
prc de dnit une structure physique plus simple et gnrale que celle adopte pour
le Los Angeles Times Mais la structure physique dun exemplaire du Los Angeles
Times peut facilement etre transforme de mani re  etre conforme  la DTD  une
macrostructure devient alors un bloc
























































a structure physique g
n
rique b structure physique sp
cique
Figure  Repr
sentation des structures physiques avec XML
Oliver Hitz collaborateur dans notre groupe de recherche imagine une autre utilisa
tion de XML % & Il propose une solution pour la visualisation et la manipulation
de rsultats de reconnaissance de documents Son syst me baptis XMIllum sap
plique  des donnes XML et est congurable par des feuilles de style au format
XSLT Que lon veuille visualiser des rsultats de segmentation de reconnaissance
de la structure logique ou autre lapplication reste la meme Seule une feuille de
style spcie comment les rsultats doivent etre prsents Ainsi on a plusieurs vues
possibles sur un seul document selon le type dinformation que lon veut privilgier
La gure 
	 montre le meme document XML prsent une fois par une mise en
vidence de la segmentation en blocs de texte et une autre fois par une mise en
vidence de la segmentation en lignes de texte
XMIllum prvoit galement la manipulation des donnes et devient ainsi un outil pr
cieux pour faire de la reconnaissance assiste Nous avons largement utilis XMIllum
pour visualiser les rsultats des deux mthodes dveloppes et surtout pour lva
luation de la mthode  CREM qui est base sur un apprentissage incrmental  la
partie interface hommemachine y est donc spcialement critique
  
  Rsultats et conclusion
Figure   Visualisation de r
sultats de reconnaissance avec XMIllum

 R sultats et conclusion
Le but de notre tude tait de mettre en relief les vrais probl mes de segmentation
de documents  structure complexe en saranchissant des probl mes de dgradation
dus  la saisie de limage Nous avons choisi des techniques simples qui fonctionnent
dans le cas gnral Pour certaines des tapes ces techniques donnent de relative
ment bons rsultats pour dautres elles ne sont pas su$santes Des tests ont t
eectus sur 
 pages du LAT Le tableau 
 prsente les rsultats de dtection des
illustrations des lignes de texte et des colonnes
Illustrations Lignes de texte Colonnes









sultats des tests de segmentation r
alis
s sur   pages du LAT
Les mthodes simples utilises pour la dtection des cadres et des lets fonctionnent
bien Parmi les lets seuls les lets non continus ne sont pas reconnus Ce type de
let est tr s rare Quant aux cadres ils ne sont pas reconnus uniquement lorsquils
prsentent un dfaut par exemple lorsquils ne sont pas connexes ou lorsque le
contenu dborde le cadre mais ces cas taient extremement rares dans les documents
analyss
Un investissement minimum a t apport  la dtection des lments graphiques et
en regard des rsultats obtenus il est clair que la technique est insu$sante Sur les

 pages testes 
 illustrations non reconnues ont t dnombres des illustrations
binaires ou non dlimites par un cadre
Pour les lignes de texte nous obtenons un taux de reconnaissance lev Il faut cepen
dant souligner que 
 des 
 pages analyses contenaient des lignes mal segmentes
Les checs sont dus  des erreurs dans la production du document lignes dpassant
le bloc auquel elles appartiennent et tant ainsi fusionnes avec une ligne du bloc
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voisin  un mauvais choix des seuils ou encore  la mthode ellememe En eet
meme avec un choix optimal de seuils la technique ne permet pas de segmenter corre
ctement des lignes en fonte courrier Cette fonte a des espacements intercaract res
sensiblement plus grands que les autres fontes et ses espacements intermots sont
dans certains cas plus grands que les espacements interlignes
Quant  la dtection des colonnes de texte elle pose probl me sur  des 
 pages Les
checs sont tous dus  des cas particuliers tels que prsents dans la gure  La
gure 

 montre le rsultat de la segmentation en blocs dune page du Los Angeles
Times Sur la gure 
 on voit des rsultats de segmentation en blocs errons qui
correspondent  des cas particuliers de congurations des colonnes
Figure    Page du Los Angeles Times segment
e avec lalgorithme de fusion des lignes
de texte en blocs
On remarque sur la gauche de la gure 
b une deuxi me erreur  il sagit dune
erreur de segmentation en lignes qui est rpercute sur la segmentation en blocs
  
  Rsultats et conclusion
a b
Figure   Deux cas o la segmentation en blocs pose problme
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Chapitre 
 CREM  mthode de
reconnaissance structurelle
base sur des patterns
 CREM la mthode que nous avons mise au point est une mthode gnrale qui
est utile  la reconnaissance de la structure physique aussi bien que logique Elle est
galement dcrite dans %& Son but est la classication ou reconnaissance dobjets
physiques tels que les blocs de texte ou les lets Elle proc de par un recensement
de tous les patterns motifs que peut former un objet dune classe donne avec ses
voisins
	 Choix fondamentaux
Notre objectif tait la conception dune mthode pour la reconnaissance des struc
tures qui dune part sapplique  des documents  structure complexe et dautre
part permette un apprentissage incrmental
Rappelons que nous classons dans les documents  structure simple ceux qui sont
organiss physiquement sur une ou deux colonnes et logiquement en titre soustitre
et contenu ex articles scientiques lettres ou livres Les tapes de lanalyse de
tels documents sont les suivantes  
 reconnaissance de la structure physique puis
 analyse de la structure logique La recherche de la structure physique consiste 
dtecter si lon a un document  une ou deux colonnes  isoler les colonnes puis 
dcouper la page en blocs texte ou illustration et les blocs de texte en lignes mots et
signes La reconnaissance logique consiste  mettre en correspondance la structure
physique avec un mod le hirarchique de la structure logique
La richesse des structures change la problmatique Linformation nest plus organi
se de mani re linaire de gauche  droite et de haut en bas mais dans un espace
 deux dimensions Ceci pose le double probl me de lidentication des blocs de
	 	   Choix fondamentaux
texte et de la dtermination de lordre de lecture Un bloc de texte est une rgion
homog ne qui ne comprend quune seule colonne Lhomognit se traduit par une
fonte unique et un interligne constant Pour des documents simples le dcoupage
en blocs se fait par lanalyse des espaces blancs et des fontes On peut facilement
tablir des r gles avec des seuils adaptatifs pour linterprtation des espaces blancs
Avec des documents  structure complexe on ne conna(t ni le nombre ni lemplace
ment des colonnes De plus les blocs peuvent etre de forme non rectangulaire Tous
les dirents cas de structuration physique ne peuvent etre dcrits par des r gles
prdnies  il se prsente toujours de nouveaux cas surtout si lon change de classe
de documents Cest pourquoi une approche avec apprentissage incrmental est par
ticuli rement bien adapte La gure 
 compare la dcoupe en blocs et lordre de
lecture dun document simple et dun document complexe Les pastilles noires con
tiennent un numro ou une lettre qui dsignent lordre dans lequel les blocs doivent
etre lus Les toiles indiquent que lordre est indirent pour le bloc en question On
remarque pour le document  structure complexe plusieurs groupes de blocs ordon
ns entre eux mais indpendants par rapport aux autres syst me de numrotation
dirent
a document  structure simple
b document  structure complexe
Figure   D
coupe en blocs et ordre de lecture
Si comme pour les documents simples on reprsente la structure physique par un
arbre on perd linformation contenue dans les relations de voisinage  cette in
formation est indispensable pour le regroupement des blocs en articles ou pour la
reconnaissance de ltiquette logique dun bloc Nous proposons donc de reprsen
ter la structure physique de documents complexes par un graphe an dy transcrire
les relations de voisinage Il est di$cile de mettre en correspondance un graphe de
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la structure physique avec un mod le hirarchique logique La transformation du
graphe en arbre se fait par le recouvrement de lordre de lecture Cette tape est
implicite dans lanalyse de documents  structure simple puisque lordre de lecture
est connu  de gauche  droite et de haut en bas
A partir de la structure physique il est en fait plus facile de procder  un tiquetage
logique des blocs avant de chercher  retrouver lordre de lecture En eet la fonte
dun bloc de texte est un indice assez able sur son tiquette logique A cela viennent
sajouter des indices intrins ques comme le nombre de lignes et des indices externes
comme le voisinage du bloc sparateurs ou autres blocs Nous avons donc opt
pour un tiquetage logique qui prc de le recouvrement de lordre de lecture Il a
fallu abandonner le mod le hirarchique de la structure au prot dun mod le qui
permette dexprimer la deuxi me dimension et qui reprsente la structure sous la
forme dun graphe Une fois les blocs tiquets le recouvrement de lordre de lecture
est nettement plus ais Rien nempeche ensuite dutiliser un mod le hirarchique de
la structure logique comme moyen de conrmation*remise en cause des tiquettes
logiques Le tableau 
 synthtise les tapes pour la reconnaissance de documents
 structure simples et complexes ainsi que les tapes de la mthode  CREM
structure simple structure complexe
une approche possible  CREM

 reconnaissance de la
structure physique

 reconnaissance de la
structure physique

 reconnaissance de la
structure physique
 mise en correspondan
ce avec un mod le logique
hirarchique
 recouvrement de lor
dre de lecture
 tiquetage logique a
vec un mod le sous forme
de graphe
 mise en correspondan
ce avec un mod le logique
hirarchique
 recouvrement de lor
dre de lecture
 remise en cause * con
rmation avec un mod le
logique hirarchique




	  CREM  une m thode g n rale de classica
tion dobjets
A la base de notre approche de la reconnaissance structurelle il y a un principe gn
ral de classication dobjets qui est simple et naturel Appliqu  la reconnaissance
 	   CREM  une mthode gnrale de classication dobjets
de documents le principe peut para(tre tr s complexe cest pourquoi dans cette
section nous allons le prsenter en faisant abstraction du domaine de la reconnais
sance de documents Nous illustrerons notre propos par des exemples de classication
danimaux
Le but de  CREM est didentier des objets en les associant  une classe tout
en augmentant la capacit didentication Il est important de souligner ce double
objectif de classication et dapprentissage car les deux processus sont intimement
lis et la classication ne peut se comprendre sans la construction de la connaissance
On peut imaginer que la construction de la connaissance chez lhumain se fasse de
la faon suivante On montre un chien  un enfant et on lui dit cest un chien
Si lenfant ne conna(t aucun autre nom danimaux il y a des chances pour quil
identie tous les animaux comme tant des chiens Puis lorsquil dsigne un chat et
lappelle chien on le corrige il semble alors naturel quil recherche la caractristique
qui permette de distinguer le spcimen de chien quil conna(t de ce nouvel animal
Si le spcimen tait un grand chien ce pourrait etre la taille Lenfant a maintenant
deux reprsentations danimaux auxquelles il associe la classe chien respectivement
chat et il sait que pour direncier ces deux classes la taille est une caractristique
pertinente Lorsquil va rencontrer un petit chien il risque de lappeler chat Si on
le corrige il va associer une deuxi me reprsentation  la classe chien et trouver
une nouvelle caractristique pour distinguer les chiens des chats par exemple le cri
.a nest probablement pas exactement le principe de lapprentissage chez lhumain
mais cest le principe de notre mthode
Tout objet se dcrit par une quantit innombrable de caractristiques Il est raison
nable de penser que toute classication " faite aussi bien par un humain que par
une machine " se base sur linterprtation de quelques caractristiques pertinentes
Cest pourquoi dans notre approche nous modlisons lobjet par un ensemble de
caractristiques pertinentes avant de le classer Cette modlisation est appele con
guration Les caractristiques sont pertinentes par rapport au domaine des objets
que lon veut classer Par exemple des caractristiques pertinentes pour la classi
cation dun animal seraient le mode de dplacement la taille le nombre de pattes
ou la couleur alors que pour un polygone on aurait le nombre de cots les angles
ou la relation entre la longueur des cots
Il existe en fait deux niveaux de caractristiques pertinentes  les caractristiques per
tinentes pour un domaine les animaux et les caractristiques pertinentes pour une
classe dobjets les chiens Les caractristiques pertinentes pour une classe dobjets
sont un sousensemble des autres caractristiques Elles sont utilises pour la clas
sication proprement dite alors que les autres caractristiques sont utilises pour la
construction de la conguration Par exemple la couleur serait une caractristique
pertinente pour la classe z bre alors que pour la classe kangourou on aurait le mode
de dplacement
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Dans notre mod le de classication nous avons une partie statique commune 
toutes les classes qui sont les caractristiques pertinentes pour le domaine des objets
 classer et une partie dynamique propre  chaque classe Cette partie est constitue
dun ensemble de congurations de rfrence appeles patterns les patterns corres
pondent aux deux reprsentations de chien qui taient la rfrence pour lenfant et
un ensemble de caractristiques pertinentes par rapport  la classe par exemple la
couleur pour la classe z bre dsignes  laide dun slecteur de caractristiques
Donc pour classer un animal nous allons construire une conguration qui contient
les valeurs des caractristiques numres dans la partie statique puis nous allons
comparer la conguration avec les patterns de chaque classe danimaux connue La
comparaison porte sur les caractristiques propres  chaque classe Par exemple pour
quun animal soit class z bre il faut quil ait la couleur noir et blanc
Si le syst me produit un rsultat erron ce rsultat sera corrig et retourn vers le
syst me Le syst me analysera lerreur et modiera le mod le en consquence Par
exemple si une ch vre noir et blanc est associe  la classe z bre on va oprer les
deux modications suivantes sur le mod le 
  une extension  la conguration de la ch vre devient un pattern supplmentaire
de la classe ch vre et
  une spcialisation  on ajoute une caractristique  la classe z bre de mani re
 ce que la ch vre ne puisse plus y etre classe par exemple la taille
Le mod le peut galement subir une gnralisation  une caractristique est suppri
me dune classe Une telle modication a lieu lorsquune caractristique est inutile
ou lorsquelle est trop discriminante Par exemple la caractristique de la taille nest
nalement pas une bonne caractristique pour la classe chien A noter que dans
nos ralisation la gnralisation na pas t intgre
	  CREM et les approches classiques de la re
connaissance des formes
La reconnaissance des formes a pour but de classer des observations On distingue
gnralement trois tapes  la reconnaissance des formes  
 le prtraitement 
lextraction de caractristiques et  la classication Les quatre approches classiques
les plus connues sont liconographie template matching les mthodes statistiques
les mthodes structurales ou syntaxiques et les rseaux de neurones  CREM ne
peut etre assimile  lune de ces approches mais elle prsente des points communs
avec les trois premi res approches que nous allons bri vement dcrire en nous inspi
rant de %& Ensuite nous allons situer  CREM par rapport  ces approches avant
de passer  une description plus formelle dans le point suivant Ainsi nous esprons
jeter une passerelle entre les notions tr s concr tes de lanalyse de documents et
 	   CREM et les approches classiques de la reconnaissance des formes
un formalisme mathmatique abstrait La gure  est une illustration de notre
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Figure  La m
thode CREM
  Trois approches classiques de la reconnaissance des
formes
Liconographie Elle est plus connue sous son appellation anglaise template mat
ching Le mod le dune classe est un patron template cestdire un proto
type des observations  reconna(tre Une fonction de mise en correspondance
matching retourne une mesure de similitude entre une observation et un
patron
La mthode statistique Dans la mthode statistique chaque observation est re
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prsente par n caractristiques et est donc un point dans un espace  n di
mensions Le but est de trouver les fronti res de dcision de cet espace de
caractristiques an de pouvoir classer les observations Les fronti res sont d
termines par un mod le probabiliste qui est soit spci au dpart soit infr
dune base dapprentissage
La mthode syntaxique Lapproche syntaxique appele aussi structurelle est
particuli rement bien adapte aux observations de nature complexe  elles sont
dcrites comme une composition dlments plus simples appels primitives et
ayant des liens entre eux Ces observations sont souvent reprsentes par des
graphes Les classes sont dcrites par des grammaires et dnissent un langage
auquel les observations doivent appartenir pour etre assimiles  la classe Une
observation est donc une phrase et les primitives forment lalphabet utilis par
les langages des direntes classes
  CREM
Dans notre mthode nous cherchons  reconna(tre les objets physiques dun docu
ment tels que des blocs de texte ou des objets structurant la prsentation du docu
ment lets ou cadres Ces objets simples en euxmemes ne peuvent la plupart du
temps etre reconnus sans lanalyse de leur contexte Cest pourquoi les observations
que nous allons classer seront des modlisations de ces objets physiques et de leur
contexte en entits appeles congurations Ces congurations peuvent etre repr
sentes par des graphes dont les arcs et les sommets sont tiquets Comme dans
lapproche syntaxique on cherche  classer un graphe mais ici lobjet  reconna(tre
nest pas un objet complexe constitu de primitives mais une primitive entoure
dautres primitives
Comme dans lapproche statistique une conguration peut etre vue comme un tuple
de caractristiques si lon dsigne chaque sommet du graphe par sa relation avec
lobjet  reconna(tre Une caractristique sera par exemple la taille de la fonte du
voisin suprieur le plus  droite Nos observations deviennent alors des points dans
un espace de caractristiques La comparaison avec lapproche statistique sarrete ici
car nous nutilisons pas doprateurs statistiques pour construire le mod le
Partant de l nous allons dcrire notre mthode en parlant de lextraction de carac
tristiques du mod le du document de la classication et de lapprentissage
Extraction de caractristiques Les caractristiques dun objet sont 
  ses attributs dimensions fonte       
  les attributs de ses voisins
  ses liens avec ses voisins positions relatives comparaison des tailles res
pectives       
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  les liens entre ses voisins
Chaque objet est reprsent par un ntuple de caractristiques valu tuple
de couples caractristiquesvaleurs ex /taille de la fonte du voisin suprieur
le plus  droite//
/ la conguration A chaque objet correspond un point
dans un espace  n dimensions n est le nombre de caractristiques dont nous
disposons
Modle de document Le mod le est la description des classes dobjets pour un
type de documents Il est compos dune partie statique commune  toutes les
classes dobjets 
  un ensemble de n caractristiques pouvant sappliquer aux objets que lon
veut classer
et dune partie dynamique qui dcrit chaque classe 
  un ensemble de congurations de rfrence pour la classe appeles patterns
dont les caractristiques sont les memes que celles de la partie statique du
mod le un pattern est donc galement un point dun espace de dimension
n
  un ntuple binaire 	 ou 
 pour slectionner les caractristiques de la
partie statique et appel slecteur de caractristiques
Le slecteur de caractristiques dsigne les caractristiques  prendre en con
sidration pour la classication il engendre un espace  m dimensions m
tant le nombre de composantes du slecteur  
 par projection les patterns
deviennent des points dans cet espace Les points de lespace non occups par
un pattern appartiennent  la classe inconnue A noter que le syst me garan
tit quaucun pattern ne se superpose  un autre pattern du mod le  dune
part une conguration devient un nouveau pattern dune classe du mod le
seulement si elle ne se superpose  aucun point pattern de la classe dautre
part toutes les classes du mod le qui ne sont pas la classe de lobjet reprsent
par la conguration et dont un pattern se superpose avec la conguration sont
projetes dans un espace dans lequel aucun de leurs patterns ne se superpose
plus  la conguration
Classication Sont associes  un objet toutes les classes du mod le pour les
quelles il existe un pattern avec la meme projection que la conguration de
lobjet dans lespace engendr par les caractristiques de la classe considre
Apprentissage Lapprentissage se fait par spcialisation ou extension dune classe
dobjets  la spcialisation correspond  lajout dune caractristique et lex
tension  lajout dun pattern
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Dans lapproche statistique le mod le est une partition de lespace de carac
tristiques dtermine par les probabilits Notre mod le ressemble plus  celui de
liconographie avec son patron mais chez nous chaque classe est reprsente par
plusieurs patrons que nous appelons patterns ainsi que par un ensemble de carac
tristiques ces caractristiques font partie de la mise en correspondance puisquelles
spcient les caractristiques  prendre en compte pour la classication Ce mod le
 plusieurs patrons permet un apprentissage incrmental
Lapproche des k plus proches voisins prsente aussi certaines similitudes avec
notre approche Elle consiste  dnir une mesure de distance entre observations
congurations et  regrouper en classes les observations qui sont proches Dans
 CREM nous navons pas de mesure de distance  pour quune conguration se
voie attribuer une classe il faut quelle ait exactement les memes valeurs quun des
patterns de la classe sur un ensemble de caractristiques donn
Sur la gure  on retrouve  CREM avec sa partie statique commune  toutes
les classes et sa partie dynamique propre  chaque classe Lanalyse se fait en  par
tie  lextraction de caractristiques extraction de congurations et la classication
mise en correspondance Lapprentissage se fait par raction aux interventions de
lutilisateur nous sommes rests volontairement vagues sur ce point car une des
cription plus prcise est donne dans la section suivante La communication entre
le syst me et lutilisateur se fait au travers de la solution courante que chacune des
parties peut consulter et modier
		 Formalisation de  CREM
Dans cette section nous allons prsenter notre mthode de mani re formelle Apr s
quelques notions en rapport avec la thorie des graphes nous parlerons de notre mo
dlisation de la structure physique dun document du mod le de notre approche ainsi
que des algorithmes dextraction de caractristiques de classication et dapprentis
sage Une srie dexemples illustrera les principaux points de notre formalisation
  Thorie des graphes
Le but de ce point est de dnir la notion de graphe tiquet et attribu en utilisant
la notion densemble tiquet et attribu Les graphes tiquets et attribus seront
utiliss pour reprsenter la structure physique dun document
 	 	  Formalisation de CREM
Dnition  ensemble tiquet
Soit E un ensemble ni de noms appels tiquettes Soit X un ensemble quelconque
Le couple X avec   X  PE
 
est appel ensemble tiquet par E En r gle
gnrale une seule tiquette est assigne  un lment de X  mais il peut arriver
quil y ait plusieurs tiquettes
Avant de dnir la notion densemble attribu prcisons quun attribut est une paire
0nom valeur1
Dnition  ensemble attribu
Soit D  fd
i













X un ensemble quelconque Le couple X  avec   X  T  o# T est lensemble
des fonctions de D vers V  est appel ensemble attribu par T
Dnition  ensemble tiquet et attribu
Un triplet X  est appel ensemble tiquet par E et attribu par T si X
est un ensemble tiquet par E et X  est un ensemble attribu par T 
Dnition  graphe orient
Soit S un ensemble ni Le couple SA avec A  S  S est appel graphe orient
Les lments de S sont appels sommets et ceux de A sont appels arcs
Dnition  graphe tiquet et attribu



















 est un ensemble darcs tiquet et attribu
 Structure physique dun document
La structure physique dun document pour une application donne sera reprsente
par un graphe tiquet et attribu Les sommets du graphe reprsentent les objets
physiques dont les tiquettes seront par exemple bloc mot caract re illus
tration let       Ces sommets poss dent comme attributs dimension classe de
la fonte nombre de lignes       Les arcs entre les sommets dnotent des relations
de voisinage tiquetes selon lorientation gauche droite suprieure infrieure      
 
Pour un ensemble E P E dsigne lensemble de tous les sous	ensembles de E
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 et poss dent des attributs comme distances positions relatives comparaisons de
tailles      
Voici notre premier exemple  nous allons y proposer quelques abrviations qui seront
reprises dans chaque exemple et nous illustrerons la reprsentation de la structure
physique dun extrait de document sous la forme dun graphe orient tiquet et
attribu
Exemple   structure physique sous forme de graphe tiquet et attribu
Avant de prsenter un exemple de structure physique nous allons numrer les abr	
viations utilises pour cet exemple et les suivants
La table  numre des identicateurs dattributs sur les objets et sur les liens entre






















ID       
CompF
comparaison des tailles de la
fonte de  objets

table 
A noter que Type dsigne en meme temps ltiquette associe aux objets et lun des
attributs associs aux objets alors que Pos dsigne en meme temps ltiquette associe
aux arcs et lun des attributs associs aux arcs Cette redondance sexplique par le fait
que Type et Pos sont dune part des tiquettes permettant de dsigner un objet ou
un groupe dobjets et dautre part des attributs sur un objet ou un couple dobjets
La table  numre quelques abrviations utilises pour les tiquettes des arcs dsi	
gnant les relations de voisinage entre objets 
ID identit dsigne lobjet	meme
V
SG
voisin suprieur gauche dun objet
V
SD
voisin suprieur droit dun objet
V
IG
voisin infrieur gauche dun objet
V
ID
voisin infrieur droit dun objet
V
DS





voisin infrieur gauche du voisin infrieur gauche dun objet
table  
La gure ci	dessous illustre la dirence quil existe entre un voisin suprieur gauche
V
SG
 et un voisin gauche suprieur V
GS
  le rectangle noir reprsente llment de









Les deux gures ci	dessous illustrent la reprsentation de la structure physique dun











 tiquet par E
S


























Nous allons numrer les sommets arcs tiquettes et attributs de la structure phy	
sique en utilisant les abrviations dnies dans lexemple 

























































































































































































































































Noms dattributs sur les sommets 
D
S
 fType Fonte Nbligneg



























































































































 indni  
s

indni indni indni indni
s

 indni  
s

 indni  
 Mod
le
Dans ce point nous dcrivons le mod le  il contient la connaissance du syst me sur
les objets quil doit classer











 tiquet par E
S













 tiquet par E
A






 Soit 	  





Un mod le est dni par un triplet C
 o# 
  C  c












 extraire du graphe de la structure physique pour gnrer une conguration





 est un nom dattribut et c e  E
A
est une tiquette darc
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    f







est un slecteur dsignant quelles carac

















g est un ensemble de patterns cest
dire des congurations de rfrence pour la mise en correspondance valable
pour la classe 
i

Remarquons que C est statique x par lapplication alors que  et 
 voluent
dynamiquement conformment  lalgorithme dapprentissage
Lexemple suivant prsente un mod le qui pourrait convenir au document de
lexemple prcdent
Exemple  modle
Le modle se dnit par rapport  tout objet s  classer Les caractristiques num	
res dans la partie statique nont de sens que par rapport  cet objet Voici un modle
 C qui contient en partie dynamique une seule classe auteur reprsente par

























Partie dynamique uniquement la classe auteur 
 un unique pattern qui est un quadruplet de valeurs correspondant aux













Le premier composant de p
auteur
 
est la valeur blocDeTexte qui correspond
 la premire caractristique TypeID de C  cela signie que lobjet
reprsentatif de la classe auteur sur lequel a t extraite le pattern tait
de type blocDeTexte Le dernier composant de p
auteur
 
est la valeur  ce
qui signie que lobjet avait la meme taille de fonte que son voisin infrieur
gauche












Le er et le me lment de 
auteur
ont la valeur  ce qui signie que les
caractristiques pertinentes pour la classe auteur sont le type et la fonte de
llment Etant donn lunique pattern reprsentatif de la classe auteur
tous les lments de type blocDeTexte et ayant une fonte de la classe moyen
seront attribus  la classe auteur
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 Extraction de caractristiques
Lextraction de caractristiques a pour but de modliser un objet par les carac
tristiques qui sont pertinentes pour sa classication Nous allons maintenant dcrire
la procdure dextraction de caractristiques sur un objet dune structure physique
reprsente par un graphe tiquet et attribu












 tiquet par E
S













 tiquet par E
A







Soit un mod le C
 avec C  c

        c
m
 Lextraction des caractristiques
de lobjet s  S produit une conguration  











































































Par extension s C dsigne la conguration de lobjet s extraite dapr s C et dom
dsigne le domaine de dnition
Lextraction de caractristiques est illustre par lexemple suivant
Exemple  extraction
Extraction de caractristiques sur lobjet s
 
de lexemple  daprs le quadruplet C
















  Fonte ID 
 s
 















Dans ce point nous allons dcrire lalgorithme qui associe un objet  une des classes
du mod le en interprtant la conguration de lobjet
Soit un mod le C
 avec 
    f

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Soit 
 la conguration dun objet s extraite par rapport  C Soit 	  f

        
n
g
lensemble des classes 
 matche la classe 
i
et on note 
  
i
si et seulement si il












        

m
 et   

        
m
 alors 
    x

        x
m
















Trois cas peuvent se prsenter 





 s est class dans 
i






 s ne peut pas etre class de mani re
univoque et une procdure dapprentissage par extension est ncessaire














 s ne peut pas etre class
et une procdure dapprentissage par spcialisation est ncessaire
Dans lexemple suivant nous classons un des objets de la structure physique de
lexemple 
 conformment au mod le de lexemple 
Exemple  classication
La classication consiste  faire une slection sur la conguration de lobjet  classer
et  la comparer avec tous les patterns du modle sur lesquels on a galement opr
une slection A la seule classe du modle de lexemple  est associ un slecteur dont
la re et la me composante sont   Ainsi la conguration  s
 
 C de lexemple























































 CREM est doue dapprentissage incrmental qui se fait par extension et spcia
lisation du mod le Lalgorithme responsable de lapprentissage est dcrit dans ce
dernier point
Soit un mod le M  C
 et soit une conguration 
 associe  un objet s




























chercher un ensemble de caractristiques dicriminantes fc
l
 


























pour tout p  	
k
et pour tout 	
k
 







































Dans lexemple nal nous allons simuler un scnario complet dapprentissage in
crmental Le syst me propose une classication conforme  son mod le Puis un
utilisateur corrige le syst me en indiquant pour les objets mal classs la classe avec
laquelle ces objets devraient matcher Linteraction est rpte jusqu ce que luti
lisateur juge que tous les objets du document analys sont classs correctement
Exemple  Apprentissage
Nous allons classer tous les objets de lexemple  Nous reprenons le modle de
lexemple  mais avec un slecteur de caractristiques pour la classe auteur dont
toutes les composantes sont   Ainsi on peut mieux illustrer le comportement du
systme lorsquil na pratiquement pas de connaissance Nous simulerons les interven	
tions de lutilisateur  chaque intervention de lutilisateur nous montrerons ltat
du modle avec les dernires modications reprsentes en gras
Classication initiale
Le slecteur de caractristique de lunique classe auteur a toutes ses composantes 
 Cela signie quaucune caractristique nest considre pour dterminer lapparte	
nance dun objet  la classe et que tout objet quel que soit lensemble de patterns de
la classe est assimil  cette classe
Premire intervention de l	utilisateur
Lutilisateur fait une premire correction en attribuant la classe titre  lobjet s
 
au
lieu de la classe auteur choisie par le systme il en dcoule les changements suivants
sur le modle 
spcialisation adaptation de la classe auteur en modiant le slecteur de carac	
tristiques 
auteur
de manire  ce que s
 
ne puisse plus y etre class  le
pattern reprsentant la classe auteur et la conguration de s
 
ont des valeurs
direntes pour les caractristiques Type V
IG
 et CompF V
IG
 qui sont
les me et 
me composants de C le systme choisit donc une de ces carac	
tristiques et met la valeur  comme composant correspondant du slecteur Le
choix de la caractristique est dtermin par une heuristique qui sera prsente
dans le point suivant
extension ajout de la classe titre  la conguration de s
 
devient le pattern de la
classe et le slecteur est construit de manire  ce quaucun pattern du modle





  le slecteur ne contiendra
donc que des valeurs  sauf pour le me ou le 
me composant en fonction
de lheuristique adopte
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A chaque changement du modle le systme reclasse les objets du document trait
 s
 
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 s











































































































est class galement titre puisquil a la meme conguration que s


Deuxime intervention de l	utilisateur
Lutilisateur corrige le systme en classant lobjet s

dans la classe souligneur s

avait
t class auteur et titre par le systme Le systme adapte la partie dynamique du















































































sont attribus  la classe titre
alors que lobjet s

est attribu  la classe souligneur
troisime intervention de l	utilisateur
Lutilisateur corrige le systme en classant lobjet s

dans la classe paragraphe Le



































































































Cette fois le systme classe tous les objets correctement
	
 Choix des caract ristiques
Les caractristiques pertinentes pour une classe sont dtermines par  CREM 
elle est amene  choisir des caractristiques pour une classe lors de sa cration et
lors de sa spcialisation
Dans les deux situations il peut exister plusieurs caractristiques ou ensembles de
caractristiques possibles dont le choix va inuencer la qualit du mod le Un bon
ensemble de caractristiques pour une classe se distingue par les deux crit res sui
vants 
Critre de discrimination Soit D le nombre dlments nappartenant pas  la
classe et ayant la meme valeur quun pattern de la classe pour lensemble de
caractristiques valu Un bon ensemble de caractristiques sur le plan de la
discrimination est un ensemble pour lequel D est petit
Critre dhomognit Soit H le nombre densembles de valeurs direntes au
sein des membres de la classe pour lensemble des caractristiques valu Un
bon ensemble de caractristiques sur le plan de lhomognit est un ensemble
pour lequel H est petit
Dans la phase initiale de lapprentissage du mod le on dispose de tr s peu dinfor
mations et on ne peut garantir le choix de bonnes caractristiques Par exemple
lorsquon choisit la premi re caractristique qui permettra de discriminer les deux
premi res classes on ne dispose que dun unique membre de chaque classe Si la
caractristique choisie se rv le mauvaise sur le plan de lhomognit pour lune des
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classes la consquence en sera que les membres de la classe ne seront que rarement
reconnus et que la classe devra sans cesse etre tendue par lajout de patterns Le
syst me ne prvoit pas la suppression de caractristiques Cest pourquoi nous avons
prvu la possibilit de remettre en cause les choix raliss dans la phase initiale de
lapprentissage en recalculant un nouvel ensemble de caractristiques pour une classe
La solution idale serait dessayer toutes les combinaisons de caractristiques et de
choisir celle qui minimise le nombre de patterns ncessaires plus il y de patterns
moins la classe est homog ne tout en nacceptant que les membres de la classe
Malheureusement on assisterait  une explosion combinatoire Nous avons impl
ment un algorithme qui choisit un ensemble de caractristiques pour une classe en
fonction des patterns de la classe des membres de la classe et des non membres
de la classe Dune part il vite lexplosion combinatoire par une classication des
caractristiques selon H et D et dautre part il tend la mthode telle quelle est
dcrite dans la section Formalisation de CREM du chapitre prcdent  en eet
lapprentissage ne se fait plus seulement en fonction dune correction et de ltat cou
rant du mod le mais galement en fonction de congurations La classe de tous les
objets correspondant aux congurations prises en compte a t donne ou conrme
par loprateur
Il y a direntes mani res dintgrer cet algorithme au syst me Nous en parlons
dans le chapitre 
	 Propri t s de  CREM
 CREM a les particularits suivantes  elle est doue dapprentissage incrmental
et son mod le prend en compte une organisation de linformation  deux dimensions
Ces proprits sont deux points forts elles font de  CREM une mthode souple
bien adapte  la reconnaissance de documents  structure complexe
Dans cette section nous allons discuter de deux th mes qui rv lent des extensions
souhaitables  la convergence du mod le et les interactions hommemachine A noter
quun troisi me lment suscite une extension  la sensibilit aux choix des carac
tristiques discriminantes initiales En eet le choix dune caractristique peu ad
quate dans la phase initiale de lapprentissage du mod le aura des consquences
sur la convergence Ce point na pas t dvelopp dans cette section mais dans le
chapitre suivant o# diverses solutions sont proposes pour chacune des applications
  Convergence du mod
le
 CREM est doue dapprentissage incrmental  le mod le est appris en cours
dexploitation sur la base de corrections externes au syst me Au dpart le mod le
ne reconna(t aucun objet et dans lidal on aimerait quapr s une exploitation plus
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ou moins longue il reconnaisse pratiquement tous les objets rencontrs On dira que
la mthode converge si pour un ensemble ni dobjets et moyennant un nombre de
corrections ni elle arrive toujours  construire un mod le capable de classer cor
rectement tous les objets de lensemble Si le choix de caractristiques de la partie
statique est pertinent notre mthode converge Cette a$rmation ne dcoule pas
dune preuve mais de la constatation que pour deux objets qui nappartiennent pas
 la meme classe il existe toujours une caractristique qui permet de les distinguer
Dans le pire des cas chaque classe utilise toutes les caractristiques et chaque ob
jet est reprsent dans le mod le par sa propre conguration devenue pattern de
la classe de lobjet Dans la pratique notre mthode ne converge pas pour deux
raisons 
  on ne dispose pas forcment des caractristiques qui permettent de distinguer
des objets de deux classes direntes
  meme si lon dispose des caractristiques ncessaires on ne peut pas toujours
essayer pour chaque classe tous les sousensembles de caractristiques pour
garantir le choix dun sousensemble qui m nerait  la convergence Une telle
pratique provoquerait rapidement une explosion combinatoire cest pourquoi
nous avons dvelopp lheuristique voque dans le point prcdent
 Interactions homme	machine
 CREM prvoit un type dinteraction hommemachine dont le scnario est extre
mement simple  le syst me propose une solution lhumain eectue une correction
le syst me analyse la correction et adapte son mod le en consquence cestdire
de mani re  ce quil classe correctement lobjet sur lequel porte la correction Pour
linstant lutilisateur na pas la possibilit de conrmer une classe attribue par
le syst me Il peut seulement valider la classication faite sur tout un document
lorsquil estime quil ny a plus derreur Ce procd nest pas idal car il comporte
le risque dun oubli derreur de la part de lutilisateur mais il est su$sant pour
tester notre mthode
Dans une premi re mani re dadapter le mod le nous avions fait un choix qui avait
des consquences importantes sur le fonctionnement du syst me  le mod le futur
tait calcul uniquement en fonction du mod le prsent et de la correction eectue
On ne prenait pas en compte les corrections antrieures eectues par loprateur
Rappelons que lapprentissage se fait par extension et spcialisation du mod le 
  extension  le syst me na pas associ la vraie classe  lobjet la conguration
de lobjet devient un pattern de la classe et on cherche une caractristique
discriminante de faon  ce quaucun pattern des autres classes ne puisse etre
assimil  cette classe
  spcialisation  le syst me a associ une fausse classe  lobjet on ajoute une
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caractristique discriminante  la fausse classe de faon  ce quelle naccepte
plus lobjet
Loption adopte dans un premier temps mod le futur calcul uniquement en fon
ction du mod le prsent avait un eet ngatif sur le plan de linteraction homme
machine  il ny avait aucune garantie quun objet dont le classement avait t corrig
par loprateur soit par la suite toujours reconnu par le syst me Ce mode de fon
ctionnement nuisait  la convivialit car il est tr s dsagrable pour un oprateur
deectuer plusieurs fois la meme correction
Nous avons remdi  ce probl me par la mmorisation de toutes les corrections
eectues par loprateur Le changement  oprer sur la mthode est minime Dans
la phase dextension au lieu de veiller  ce quaucun pattern des autres classes
ne puisse etre assimil  la classe modie on sassure quaucune conguration des
objets ayant t corrigs et nappartenant pas  la classe soit assimil  la classe
Dans la phase de spcialisation on sassure que toutes les congurations des objets
corrigs et appartenant  la classe appartiennent toujours  la classe apr s lajout
dune caractristique Si tel nest pas le cas la conguration de lobjet en question
devient un nouveau pattern de la classe
Outre la mmorisation des corrections nous avons imagin diverses variantes pour
prendre en compte les congurations et non seulement les patterns dans le choix
des caractristiques Ces variantes ainsi que la mmorisation ont t dveloppes et
sont prsentes dans la section  Choix des caractristiques Nous allons dbattre
de diverses autres solutions envisageables dans la conclusion
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Chapitre 
Application de  CREM  la
reconnaissance dimages de
journaux
Le chapitre Reconnaissance dimages de journaux  utilisation de mthodes sim
ples a montr que des mthodes simples bases sur des r gles sont insu$santes
lorsquelles sont appliques  des documents tels que les journaux Nous avons ap
pliqu  CREM  la reconnaissance de la structure physique de haut niveau et 
la reconnaissance de la structure logique des journaux Dans ce chapitre nous allons
montrer que  CREM est beaucoup mieux adapte  lanalyse de tels documents
que les mthodes simples Nous allons dabord parler de la spcicit de lanalyse
dimages de journaux Un des traits caractristiques communs aux documents 
structure complexe est que linformation y est organise de mani re beaucoup moins
linaire  la place dun objet dans la page ainsi que son voisinage sont porteurs de
sens cest pourquoi dans la section  nous prsenterons lextraction et la repr
sentation des caractristiques dun objet en insistant sur la description du voisinage
de cet objet Dans la section suivante nous parlerons du choix des caractristiques
discriminantes en cours dapprentissage  CREM a t teste sur trois applications
direntes  la reconnaissance dlments structurants la fusion des lignes en blocs
et ltiquetage logique Ces applications seront prsentes dans les sections   

 Sp cicit  de lanalyse dimages de journaux
Les journaux font partie dune catgorie de documents que nous avons appels dans
lintroduction documents  structure complexe Ils partagent donc la spcicit de
tous les documents complexes  savoir un ordre de lecture non trivial Dans ce
point nous allons aussi prsenter dautres aspects plus ou moins spciques aux
journaux et qui caractrisent leur analyse  la variabilit intraclasse la dcoupe
en articles lutilisation dobjets structurants les entrelets le mode dintgration
 
   Spcicit de lanalyse dimages de journaux
des illustrations au texte et lorganisation des blocs dans la page Nos expriences
ont t menes sur le Los Angeles Times cest pourquoi dans un dernier point nous
situerons lanalyse de ce quotidien par rapport aux aspects voqus prcdemment
   Ordre de lecture non trivial
Comme vu dans lintroduction si lon reprsente la structure physique de documents
complexes sous une forme hirarchique on perd linformation qui permet de retrou
ver lordre de lecture La position des objets les uns par rapport aux autres nest pas
interprte trivialement cest pourquoi elle doit faire partie de la structure physique
extraite de mani re  donner lieu  une analyse dans ltape de reconnaissance de
la structure logique Ceci implique donc dune part un formalisme pour reprsenter
les positions relatives entre objets et dautre part des outils danalyse qui tiennent
compte de ces positions relatives
Par lanalyse de la structure physique on arrive  retrouver des relations hirar
chiques entre objets mais pas les relations dordre entre objets de meme niveau La
structure physique dun journal est donc reprsente par un graphe qui a une stru
cture darbre sousjacente De plus un phnom ne de renvoi complexie le recou
vrement de lordre de lecture Dans le Los Angeles Times les premi res pages sont
presque toujours le rsum ou le dbut darticles dvelopps sur dautres pages La
portion darticle situe en premi re page se termine alors par un renvoi spciant en
principe la page et le label de la suite de larticle De mani re symtrique la suite de
larticle peut dbuter par une rfrence au dbut de larticle Le syst me de renvoi
est utilis par beaucoup de journaux
  Variabilit intra	classe
Du non dterminisme de lordre de lecture dcoule une plus grande variabilit des
documents appartenant  une classe par exemple une classe regroupe les articles
IEEE produits sur deux colonnes une autre les exemplaires du Los Angeles Times
Le maquettiste a  sa disposition une deuxi me dimension spatiale pour exprimer le
contenu de son message et donc plus de choix Plus de choix en mati re de production
signie plus dincertitude en mati re de reconnaissance
Avec les documents du type journal on assiste  plusieurs phnom nes de variabilit
intraclasse avec des consquences diverses sur la reconnaissance
La diversit des mises en page implique la ncessit dutiliser un plus grand chan
tillon dapprentissage Cependant meme avec un chantillon tr s grand on na pas
toutes les mises en pages possibles et une mise en page non prvue par le mod le peut
survenir en tout temps Cette situation plaide pour un apprentissage incrmental
La diversit peut aussi provenir dune volution de la mise en page au cours du
temps Cette volution se fait parfois de mani re radicale et implique un changement
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de mod le de reconnaissance mais elle peut aussi se faire imperceptiblement et dans
ce cas seul un mod le incrmental peut y faire face
Finalement cette diversit existe aussi entre certaines pages du journal Il y a des
pages spcialises comme lditorial ou le courrier des lecteurs qui mriteraient un
mod le propre car elles ont une mise en page qui se direncie assez nettement de
celle des autres pages
  Organisation en articles
Au haut niveau lobjet principal des journaux est larticle Les articles sont souvent
regroups par th me mais peuvent etre lus totalement indpendemment les uns des
autres On na donc pas un ordre de lecture total sur tous les objets du document
mais plusieurs ordres partiels sur des sousensembles dobjets Une des principales
taches de lanalyse de journaux est la dcoupe en articles
  Utilisation des objets structurants
Les objets structurants sont des lments non textuels qui aident le lecteur  re
trouver la structure logique dun document Comme objets structurants les plus
frquents dans les pages de journaux nous avons identi les lets segments de
droite et les cadres pourtour dun rectangle Ces objets sont galement utiliss
pour structurer le message dans des documents simples mais moins frquemment
Dans les documents simples on trouve des lets dont le role est de souligner des
titres ou disoler le corps du texte dune note de bas de page Les cadres servent en
principe  mettre en vidence une illustration Dans la mise en page de journaux
les objets structurants servent avant tout  aider  retrouver lordre de lecture  ils
mettent en vidence dlimitent les articles ou donnent une certaine indpendance 
une portion de document par rapport  ce qui lentoure La dtection de ces objets
ainsi que linterprtation de leur role est une tape indispensable  lanalyse de pages
de journaux
  Entrelets
Lentrelet est une portion de document qui appartient  un article mais qui conserve
une certaine indpendance par rapport aux autres objets de larticle Il peut etre lu
 nimporte quel moment de la lecture de larticle Il peut sagir comme le montre
les exemples de la gure 
 de citations en rapport avec larticle dun rsum dune
des ides de larticle ou dun renseignement sur la nature de larticle Les entrelets
sont reprables car ils sont rdigs dans une fonte dirente de celle du texte qui les
entoure mais aussi parce quils sont souvent isols  laide dobjets structurants
 





c nature de larticle
Figure 	  Trois types dentrelets
  Intgration des illustrations au contenu textuel
Les documents  structure complexe se direncient aussi par leur plus grande fan
taisie dans le mode dintgration des illustration dans le texte La mani re la plus
simple dinsrer une illustration est de lentourer dun cadre rectangulaire et de lui
faire occuper toute la largeur de la colonne de texte Dans les journaux on trouve
des illustrations non contenues dans un cadre non rectangulaires voire non poly
gonales De plus comme le montre lexemple de la gure  elles noccupent pas
forcment exactement la largeur dune colonne ayant une consquence sur la forme
des blocs de texte La dtection des illustrations et de leur pourtour ncessite des
techniques souvent plus volues pour lanalyse dimages de journaux
Figure 	 Illustration occupant plus que la largeur dune colonne
  Organisation des blocs dans la page
Dans les documents simples les blocs sont en principe rectangulaires Dans les jour
naux par contre on trouve des blocs polygonaux et meme des blocs non polygonaux
La segmentation de tels documents est une tache nettement plus di$cile Sur lex
trait de page de journal de la gure  on voit des blocs non rectangulaires Une
telle structure de bloc est appele structure en mosa
que
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Figure 	 Organisation des blocs en mosaque
  Quelques spcicits du Los Angeles Times
Le LAT prsente comme la plupart des quotidiens une grande diversit dans sa mise
en page On y trouve une structure complexe avec des illustrations des lets et
des cadres ainsi que du texte en direntes polices et rparti en colonnes de largeurs
ingales Il sagit donc dun document composite Lorganisation des blocs est de type
mosa,que les blocs ntant pas toujours de forme rectangulaire Les illustrations
peuvent etre de formes diverses et non contenues dans des cadres Certaines pages
ont une structure qui leur est propre Sur la gure  on voit une premi re page
qui a une structure classique pour le LAT avec une organisation en articles La
deuxi me page reprsente contient lditorial et le courrier des lecteurs Ici la page
nest pas organise en articles mais en lettres
a mise en page classique pour le LAT b mise en page propre  l
ditorial
Figure 	 Deux pages du LAT deux modles
 
   Extraction et reprsentation des caractristiques dun objet
Larbre sousjacent de la structure physique a t dcrit dans le chapitre  En annexe
on trouve une description de la structure logique sous la forme dune DTD XML Le
LAT est compos darticles et dillustrations Un article comprend obligatoirement
un titre et un contenu et peut comprendre aussi un rsum et un auteur Dans le
contenu dun article on peut trouver des entrelets

 Extraction et repr sentation des caract risti
ques dun objet
 CREM est une mthode de classication dont la premi re tape est lextraction de
caractristiques sur les objets  reconna(tre Dans nos quatre applications les objets
 reconna(tre sont respectivement des lments structurants tels que les cadres et
les lets traits ou segments de droite des couples de lignes de texte et des blocs
Nous avons extrait trois catgories de caractristiques direntes 
  des caractristiques propres  lobjet
  des caractristiques se rapportant aux objets voisins et
  des caractristiques bases sur la comparaison entre lobjet et ses voisins ou
entre les voisins
Parmi les caractristiques propres  lobjet on trouve le type de lobjet et pour les
objets textuels des caractristiques se rapportant  la fonte classe et taille de la
fonte et au nombre de lignes Les couples dobjets sont compars sur la base de
leur position relative et pour les objets textuels sur la base de leur fonte et de leur
nombre de lignes
Ces caractristiques impliquant le voisinage dun objet nous avons besoin dune
part dun formalisme pour dcrire les relations de voisinage et dautre part dun
outil pour extraire les voisins dun objet Dans ce point nous parlerons donc de
la description des relations de voisinage de lextraction de voisins mais aussi de
lextraction de caractristiques telles que la classe de la taille de la fonte et la classe
de la fonte
  Description des relations de voisinage
Allen %
& a tudi la comparaison de deux intervalles de temps Il a recens 
 si
tuations direntes Cette tude peut etre tendue pour dcrire la position relative
entre deux objets dans le plan reprsents par leur rectangle englobant On obtient
ainsi les 
x
 situations direntes que Azokly a dcrites %& cf gure 
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Figure 		 Topologies locales de Azokly  les   types de positions relatives entre deux
objets
voisinages disjoints sur laxe des Y Un voisinage entre deux rectangles est donc dit
disjoint si les projections des rectangles sur laxe correspondant sont disjointes
Un rectangle est dcrit par les coordonnes de deux sommets opposs comme le






Figure 	 Description dun rectangle  le rectangle A est d
crit par le couple de coordon
n
es  x   y x  y!
	 
   Extraction et reprsentation des caractristiques dun objet
Nous dnissons le rectangle de voisinage vertical de deux rectangles A et B par 
 maxA x B xminA y B y minA x B xmaxA y B y 
Le rectangle de voisinage horizontal se dnit de mani re analogue Si le voisinage
des rectangles A et B est disjoint sur laxe des X  le rectangle de voisinage nexiste






Figure 	 Le rectangle gris est le rectangle de voisinage vertical de A et B
Dans nos applications nous dcrivons la position relative entre deux objets dans le
plan deux rectangles par le type limmdiatet et la proximit de leur relation de
voisinage Le type dun voisinage est dcrit par lune des 
 topologies de Azokly
Limmdiatet dcrit limplication dautres objets dans le voisinage Un voisinage










 de positions relatives sur laxe des Y   AE! est un voisinage
direct  BE! est un voisinage semidirect alors que  CE! est un voisinage indirect
La position relative des rectangles englobants des deux objets est dite 
  directe selon un axe si le rectangle de voisinage selon cet axe nest intersect
par aucun autre rectangle
  semidirecte selon un axe si elle nest pas directe et sil existe une droite
perpendiculaire  cet axe qui traverse le rectangle de voisinage de ce meme axe
sans intersecter un rectangle tiers et
  indirecte selon un axe sil nexiste pas une droite perpendiculaire  cet axe
qui traverse le rectangle de voisinage de ce meme axe sans intersecter un rec
tangle tiers Cette dsignation sapplique aussi aux couples de rectangles sans
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rectangle de voisinage cestdire avec un voisinage disjoint sur cet axe Les
deux rectangles reprsents sur la gure  ont un voisinage indirect et pas
de rectangle de voisinage
Y
X
Figure 	 Voisinage indirect  les deux rectangles nont pas de rectangle de voisinage et
ont donc un voisinage indirect
Finalement la proximit rend compte de lloignement entre deux objets en fonction
de leur taille respective Direntes fonctions dcrivent la distance horizontale et
verticale Voici la dnition des fonctions pour la distance horizontale 














































 de deux rectangles
Les fonctions qui dcrivent la distance verticale se calculent de mani re analogue
 
   Extraction et reprsentation des caractristiques dun objet
 Extraction de voisins
Notre outil dextraction de voisins retourne quatre listes de voisins pour un objet  les
voisins suprieurs les voisins infrieurs les voisins de gauche et les voisins de droite
Les voisins suprieurs dun objet sont tous les voisins immdiats et intermdiaires
sur laxe des Y situs endessus de lobjet Ils sont ordonns par rapport  leur
coordonne x de gauche  droite Le meme principe est appliqu pour les autres
voisins La gure 






voisins supérieurs de A
voisins de droite de A
voisins inférieurs de A







Figure 	   Les quatre listes de voisins de A
Dans les applications nous utilisons cet outil dune part pour calculer la valeur de
lattribut dobjet nombre de voisins suprieurs ou nombre de voisins infrieurs
et dautre part pour accder aux objets voisin suprieur gauche voisin suprieur
droit voisin infrieur gauche et voisin infrieur droit
 Description de la taille de la fonte
La fonte dun bloc de texte est sans doute le plus prcieux indice sur ltiquette
logique de ce bloc Dans les documents bien structurs  chaque fonte est associe
une signication prcise de plus la fonte est un indice plus facile  interprter
que dautres indices comme les positions relatives Nous avons extrait deux types
dattribut sur des objets textuels en rapport avec la fonte  la classe de la taille de la
fonte et la famille de la fonte Les tailles de fonte classes en catgories permettent par
exemple de reprer les titres principaux La classe de la fonte donne une indication
plus ne  avec certains documents on peut presque trouver une fonction qui apparie
les fontes aux tiquettes logiques de blocs de texte Dans ce point nous allons dcrire
notre outil de classication de taille de fontes alors que la classication des fontes
sera prsente dans le point suivant
La taille de la fonte est un attribut qui se rapporte aux lignes de texte Ce que nous
appelons taille de fonte est en fait simplement la hauteur de la ligne de texte La
taille de fonte dun mot est la hauteur de la ligne  laquelle il appartient et la taille
de fonte dun bloc est la hauteur de la plus haute ligne de texte
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Nous avons conu une mthode de xation automatique de seuils pour classer les
lignes de texte dans des classes en fonction de la taille de leur fonte Le nombre de
classes peut etre choisi en fonction de lapplication et les limites de classes sont ta
blies par apprentissage Un histogramme hist de la hauteur des lignes de lchantillon








On slectionne ensuite les n maxima les plus levs de lhistogramme liss histlisse
n tant le nombre de classes dsir Les limites seront les n minima suivant les n
maxima slectionns La gure 










partition des caractres en  classes selon la taille de la fonte   
  et   et plus
Malheureusement cette mthode sest avre mal adapte  la reconnaissance
dimages de journaux La rpartition des lignes de texte en fonction de la taille
ny est pas rguli re  les petites fontes sont beaucoup plus reprsentes que les
grandes fontes ce qui a pour eet de concentrer les classes dans les petites fontes et
de regrouper toutes les autres fontes moyennes et grandes dans une seule classe
Nous avons donc x nos seuils empiriquement   	 et 
	
La gure 
 est un exemple de la classication des lignes de texte en  catgories
selon la taille de leur fonte On remarque que les titres sont toujours dans la classe
reprsente en gris fonc grosse taille et le texte de base des articles est toujours
dans la classe reprsente en gris clair petite taille Dans la classe qui regroupe les
lignes de taille intermdiaire on trouve les rsums darticle
 Classication des fontes par appariement
Notre outil ne fait pas de reconnaissance de fontes  il est capable de regrouper tous
les caract res de la meme famille typographique direnciation de fontes mais ne
peut identier une fonte comme tant par exemple du timesitaliquegras pt La
direnciation de fonte est su$sante pour faire de ltiquetage logique car limportant
 
   Extraction et reprsentation des caractristiques dun objet
a image dune page du Los Angeles Times
b lignes de texte
Figure 	  Classication des lignes de texte en  cat
gories  en gris fonc
 les lignes de
grande taille en gris moyen les lignes de taille moyenne et en gris clair les lignes de petite
taille
nest pas de conna(tre le nom dune fonte mais de savoir quune telle fonte a t
utilise pour crire le nom de lauteur dun article ou le titre dun paragraphe
Notre outil est largement inspir dune tude typographique propose par Lebour
geois %& il a t dvelopp par David Berthold dans le cadre dun travail de
sminaire %
& Le but est de regrouper tous les caract res de meme taille meme
inclinaison meme graisse et crits dans la meme fonte dans une seule famille typo
graphique Lalgorithme se base sur la double hypoth se suivante 
  tous les caract res composant un mot appartiennent  la meme famille typo
graphique
  chaque caract re dune famille typographique poss de un dessin unique au
pixel pr s
La deuxi me hypoth se est vraie sur les images que nous avons analyses  des
images idales gnres  partir de documents PDF Elle ne se vrie videmment
pas pour nimporte quelle image de documents
Lide de la mthode est illustre par la gure 

Dans un premier temps les caract res doivent etre regroups en classes de carac
t res identiques appeles classes de signes Pour viter de devoir comparer pixel
par pixel chaque paire de caract re nous eectuons une prclassication Ainsi la
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Le coup du lapin
ça doit être terrible
chez la girafe
=>
Le − la − girafe
coup
du − lapin − ça − doit
être − terrible − chez 
Figure 	  Les mots contenant au moins une forme de caractre commune sont class
s
dans la m"eme famille typographique
classication se fait en trois tapes  la prclassication la mise en correspondance
et la classication
prclassication Un arbre de tri permet de classer les caract res dapr s des cri
t res simples comme la hauteur ou la largeur La gure 






















classication des caractres c   c  selon les critres de la largeur et de
la hauteur
Les feuilles de larbre contiennent lensemble des caract res avec les memes
valeurs sur les crit res de tri
mise en correspondance Les caract res contenus dans une feuille de larbre de
prclassication sont compars entre eux pixels par pixels an de les sparer
en classes de signe
classication Un graphe est construit dont les sommets sont les direntes classes
de signe Pour chaque noeud on ajoute une arete vers les classes de signes
dont au moins un signe est contenu dans un meme mot quun signe de la classe
reprsente par le noeud A chaque sousgraphe connexe correspondra ensuite
une classe de fonte
Cette mthode peut etre doue dapprentissage incrmental Apr s la classication
larbre de tri est simpli  on ne garde plus quun spcimen par classe de signe
auquel on associe sa classe de fonte et son image Cet arbre devient un mod le de
classication de fontes qui peut etre enrichi  chaque tape danalyse
 
   Choix des caractristiques
Pour linstant notre mthode dappariement de fontes ne fonctionne que sur des
images idales de document La mise en correspondance que nous pratiquons est
tr s rigide puisquelle exige que deux caract res soient identiques au pixel pr s pour
appartenir  la meme classe Une mise en correspondance plus souple par exemple
base sur les masques ternaires de Ingold %& permettrait dappliquer la mthode
 des documents scanns En eet sur de tels documents deux a gnrs par la
meme fonte ne sont que rarement identiques au pixel pr s Par contre lutilisation
des masques ternaires risquent dassimiler un caract re simple comme le l dans
deux fontes direntes  la meme fonte de tels caract res ne devraient donc pas
etre considrs pour eectuer le recoupement

 Choix des caract ristiques
Le principe de lalgorithme de choix des caractristiques par le syst me a t abord
dans le chapitre prcdent
Rappelons que dans  CREM on a deux ensembles de caractristiques Un ensemble
commun  toutes les classes et dtermin lors de limplmentation dune application
et un ensemble dynamique pour chaque classe sousensemble de lensemble statique
qui comprend les caractristiques discriminantes pour la classe Lensemble dyna
mique est dsign par le slecteur associ  chaque classe et est construit au cours
de lapprentissage du syst me Le syst me est amen  choisir des caractristiques
discriminantes pour une classe lors de sa cration ainsi que lors de sa spcialisation
Rappelons que la spcialisation dune classe survient chaque fois quune congura
tion a t classe  tort dans la classe
En situation de cration de classe le syst me choisit parmi les caractristiques de
lensemble statique un sousensemble minimal de mani re  ce que aucun pattern
du mod le nait les memes valeurs pour toutes les caractristiques choisies que le
premier pattern de la nouvelle classe
Une conguration est classe  tort dans une classe lorsquun pattern de la classe
a les memes valeurs que la conguration pour toutes les caractristiques dsignes
par le slecteur de la classe Dans ce cas le syst me choisit une caractristique pour
laquelle le pattern et la conguration nont pas la meme valeur et il lajoute aux
caractristiques discriminantes de la classe
Dans les deux situations il peut exister plusieurs caractristiques ou ensembles de
caractristiques possibles Le but de lalgorithme de choix de caractristiques pr
sent dans le chapitre prcdent section  est de dterminer par une heuristique
la meilleure caractristique ou ensemble de caractristiques possible
Nous avons implment direntes mani res dutiliser cet algorithme qui combines
entre elles peuvent donner lieu  plusieurs ralisations de  CREM 
Chap  
  Application de CREM  la reconnaissance dimages de journaux 

 Loprateur a la possibilit de valider une classication lorsquil consid re que
tous les lments dun document sont classs correctement Le syst me consti
tue alors pour chaque classe lensemble de ses membres et de ses non membres
et recalcule lensemble de caractristiques discriminantes
 A chaque apprentissage on prend en compte toutes les congurations clas
ses par loprateur durant la session courante le syst me les ayant toutes
mmorises
 Loprateur a aussi la possibilit de fournir au syst me un ensemble de docu
ments correctement classs constituant un chantillon dapprentissage dont
le syst me extrait pour chaque classe lensemble des membres et des non
membres
 En cours dapprentissage le syst me fait des mises  jour locales pour une
classe de lensemble des caractristiques discriminantes Si les congurations
membres respectivement non membres de la classe nont pas t mmorises
elles sont remplaces par les patterns du mod le dcrivant respectivement
ne dcrivant pas la classe La masse de connaissances est videmment moins
grande mais ce procd permet toutefois daugmenter lhomognit sur les
valeurs des caractristiques discriminantes dune classe et par l de diminuer
le nombre de patterns ncessaires  la description de la classe Une mise  jour
locale est lance pour une classe lorsque le nombre de ses patterns dpasse
pour la premi re fois un seuil donn nous avons empiriquement x le seuil 

Lalgorithme propos nest pas le rsultat de recherches pousses et est probablement
loin detre idal Cependant il permet dj damliorer sensiblement le mod le

	 D marche dexp rimentation
Le premier prototype de  CREM a t test sur quatre applications direntes 
la reconnaissance de lets la reconnaissance de cadres la fusion des lignes en blocs
et ltiquetage logique Dans les sections suivantes nous dcrirons chacune des ap
plications ainsi que les rsultats des tests eectus La prsente section prsente les
applications de mani re globale puis explique la stratgie de tests
  Description des applications
Le prototype correspond  la formalisation de base de  CREM  laquelle on a
ajout limplmentation dcrite au numro  de la section  et base sur lal
gorithme prsent dans la section  Par cette implmentation on limine leet
 
 	  Dmarche dexprimentation
pervers du choix initial dune mauvaise caractristique mais non le dsagrment
caus  loprateur par la modication de classes dobjets quil a luimeme attri
bues Chaque application sera dcrite en utilisant le formalisme prsent dans la
section  Dune application  lautre la partie variable de  CREM est le n
uplet C du mod le C
 ensemble de caractristiques statiques parmi lesquelles
on choisira les caractristiques discriminantes pour une classe et la structure phy
sique extraite sur les documents  analyser Rappelons quune structure physique
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sont pour une application donne communs 
toutes les structures physiques Ils dterminent les attributs qui seront extraits sur
chaque document Pour spcier les applications nous allons chaque fois numrer le
contenu de ces ensembles Rappelons que E
S
est lensemble des tiquettes associes
aux sommets et quune tiquette correspond au type de lobjet reprsent par le
sommet Les sommets des graphes de chaque structure physique correspondront





tiquettes associes aux arcs une tiquette correspond aux relations de voisinage qui
existent entre deux objets Les arcs des graphes correspondent aux paires dobjets





des attributs extraits sur les objets et D
A
est lensemble des attributs extraits sur
une paire dobjets










 Stratgie de tests
Nous avons test  CREM sur des pages du Los Angeles Times De ces pages
nous avons exclu les ditoriaux qui ont une structure sensiblement dirente des
autres pages  ils ne sont pas composs darticles mais de lettres De telles pages
ncessiteraient un mod le spar Pour chaque application dcrite dans le point pr
cdent nous avons eectu deux sries de tests La premi re a pour but dvaluer
le processus dapprentissage incrmental  elle met en correspondance le nombre
de manipulations corrections eectues par loprateur avec le taux de reconnais
sance La seconde srie de tests est une valuation du mod le construit par des tests
batch non interactifs
Rappelons que le prototype de  CREM utilis pour nos tests comprend lexten
sion propose dans la section prcdente Choix des caractristiques qui permet au
syst me de faire des remises  jour locales Nous navons pas utilis les trois autres
extensions proposes  validation dun document par loprateur mmorisation des
Chap  
  Application de CREM  la reconnaissance dimages de journaux 
congurations classes par loprateur et utilisation dun ensemble de documents dj
reconnus pour la constitution du mod le Il serait pourtant intressant de comparer
lvolution du taux de reconnaissance avec et sans lutilisation des extensions Cest
pourquoi dans lapplication tiquetage logique nous avons eectu une deuxi me s
rie de tests avec un deuxi me prototype de  CREM Ici nous avons combin les
extensions deux et trois  au cours de la session lapprentissage se fait en prenant
en compte toutes les congurations classes par loprateur et  la n de chaque
session les documents dj reconnus sont fournis au syst me de mani re  ce quil
fasse une mise  jour de son mod le
valuation du processus dapprentissage
Pour valuer le processus dapprentissage nous testons le mod le apr s chaque ma
nipulation de lutilisateur Le mod le est test sur un minimum dune quinzaine de
pages qui constituent lchantillon de test Pour chaque page nous avons construit un
fond de vrit groundtruth en anglais qui est le document reconnu cestdire
contenant la classe correcte de chaque objet  CREM permet la constitution de
fonds de vrit  peu de frais car il nest pas ncessaire de les saisir manuellement A
laide dun mod le rudimentaire construit avec un minimum de manipulations on
op re une premi re classication qui est ensuite corrige interactivement  travers
linterface XMIllum
Dans un premier temps nous avons construit un mod le en sauvant son tat apr s
chaque manipulation Nous avons obtenu ainsi autant de mod les que nous avons
fait de manipulations Un outil calcule ensuite lvolution du taux de reconnaissance
en regard des manipulations eectues Avec chaque mod le construit il eectue une
reconnaissance des pages de tests puis compare les rsultats et les fonds de vrit
valuation dun modle
Bien que  CREM nait pas t conue pour de la reconnaissance enti rement au
tomatique nous avons valu la pertinence des mod les construits par des tests
batch Le mod le a t entra(n sur des pages direntes de celles de lchantillon
de test jusquce quil atteigne une certaine stabilit dans les taux de reconnais
sance cestdire que de nouvelles manipulations namliorent pas sensiblement la
classication La stabilit peut se dtecter en utilisant le meme procd que pour
lvaluation du processus dapprentissage
Soulignons que les rsultats prsents sont lis au mod le utilis Un autre mod le
construit par une personne dirente ou non donnera dautres rsultats surtout si
le nombre de classes et de caractristiques est lev La dirence ne rside pas tel
lement dans le taux de reconnaissance global toute classe confondue mais plutot
dans les classes qui sont confondues Par exemple pour lapplication tiquetage lo
gique des blocs un mod le aura peutetre tendance  confondre les titres et les
	 
 
  Reconnaissance de lets
soustitres alors quun autre mod le confondra les rsums et le texte de base


 Reconnaissance de lets
Les lets sont avec les cadres les principaux objets structurant les pages de jour
naux Dans lapplication nous cherchons  classer les lets en fonction de leur role
de structuration
Pour les lets nous avons identi trois roles de structuration qui correspondent aux
classes auxquelles un let peut appartenir 
  Certains lets permettent de mettre en vidence un objet par rapport aux
autres nous les appellerons les lets souligneurs La plupart du temps ils
indiquent un titre mais ils peuvent aussi indiquer comme le montre lexemple
de la gure 
 un nom de rubrique ou un sujet
  Les lets appels sparateurs externes dlimitent les articles
  Les lets appels sparateurs internes donnent une certaine indpendance 
une partie du contenu dun article par rapport au reste du contenu Il arrive
frquemment que les lets sparateurs internes existent par paire voire tri
pletcf exemple de la gure 
 aligns verticalement de part et dautre
dune portion du document  nous appelons cette portion du document entre
let Le texte situ de part et dautre des deux lets sencha(ne comme si les
lets et lentrelet nexistaient pas
La gure 
 montre les dirents roles de structuration que peut avoir un let
Dans la suite de lanalyse la connaissance du type des lets va etre utile  divers
stades
Les lets sont utiles pour ltiquetage logique des blocs Un objet avec un let souli
gneur situ en dessous de lui sera facilement reconnu comme tant un titre darticle
un titre de rubrique un sujet darticle ou quelque chose de similaire et lobjet si
tu entre deux lets sparateurs comme entrelet De meme les lets sparateurs
externes permettent de dsigner les objets situs en dessus deux comme tant des
objets localiss  la n des articles et les objets situs en dessous deux comme tant
des objets localiss au dbut des articles rduisant ainsi le spectre des possibilits
Les lets sparateurs externes marquent la fronti re entre deux articles et peuvent
donc savrer dune grande aide dans la dlimitation des articles
La connaissance du role dun sparateur interne est indispensable notamment pour
dtecter lencha(nement qui existe entre les blocs de texte situs de part et dautre
dun entrelet sousprobl me du recouvrement de lordre de lecture
Chap  




a r"ole dun let s
parateur    et  sont des s
parateurs internes
alors que  est un s
parateur externe
b r"ole dun let souligneur   met en 
vidence le nom de la rubrique et
 met en 
vidence le sujet trait

Figure 	  R"oles des lets
  Description de lapplication
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g est lensemble des types de positions
relatives considres pour classer un objet let on va considrer lob
jet luimeme ID son voisin infrieur droit V
ID
 son voisin infrieur
gauche V
IG
 son voisin suprieur droit V
SD






 3type	 nbvs	 nbvi	 tailleDeFonte4 est lensemble des attributs ex
traits sur les objets  savoir leur type le nombre de leurs voisins sup
rieurs nbvs le nombre de leurs voisins infrieurs nbvi et la taille de









 nbvs  f 4
t
nbvi
 nbvi  f 4
t
tailleDeFonte
 tailleDeFonte  fpetitmoyen grandg4





  Reconnaissance de lets
D
A
 fposition4 est une description de la position relative attribut





 position NNIIP P g est le domaine
des valeurs de lattribut position de D
A
o# N  f        g reprsente le
type de la position relative par rapport  un axe par les treize intervalles
de Allen I  fdirmidir indirg reprsente limmdiatet de la relation
directe semidirecte ou indirecte par rapport  un axe et P reprsente la
proximit de la relation par rapport  un axe P correspond aux nombres
rels si la relation est non disjointe et aux couples de nombres rels si la
relation est disjointe
Les classes  disposition sont 
   fsouligneur	 sparateurInterne	 sparateurExterneg
La partie statique du mod le C
 comprend la liste de caractristiques suivante 





























les caractristiques extraites sur les objets  classer















Figure 	  volution du modle au cours de lapprentissage  taux de reconnaissance par
rapport au nombre de manipulations de lop
rateur
La gure 
 montre lvolution du mod le au cours de lapprentissage en mettant
en correspondance le nombre de manipulations de loprateur et le taux de recon
Chap  
  Application de CREM  la reconnaissance dimages de journaux 
naissance Apr s une manipulation on a dj un taux de reconnaissance de 	
.a peut para(tre curieux En fait la premi re correction manipulation consistait 
classer un let inconnu dans la classe sparateur externe Comme sparateur ex
terne devient alors la seule classe du mod le et que le slecteur de caractristiques
correspondant ne contient que des 	 gnralit maximale tous les lets sont asso
cis  la classe sparateur externe Dans lchantillon de test il y a 	 des lets
qui sont des sparateurs externes ce qui explique le rsultat obtenu A noter que les
 pages testes contiennent une centaine de lets
Globalement on remarque une progression dans le taux de reconnaissance mais lo
calement on assiste frquemment  une dcroissance Ce phnom ne survient lorsque
lon spcialise une classe  leet escompt est que la classe naccepte plus les lets ne
lui appartenant pas leet de bord est que la classe rejette des lets lui appartenant
et accepts avant la manipulation Vers 	 de reconnaissance le mod le cesse de
progresser  nous en dduisons que les caractristiques extraites sont insu$santes
Les tests batchs ont t eectus sur 
 pages du Los Angeles Times Le tableau

 donne le taux de reconnaissance en spciant si les checs sont le rsultat dune
erreur dun manque de connaissance colonne inconnu ou dun conit On compte
dans la colonne conit les lets qui ont t assigns  plusieurs classes dont la classe
correcte si aucune classe nest trouve on incrmente la colonne inconnu et si on
obtient une ou plusieurs classes fausses on incrmente la colonne erreur
classes nombre reconnus inconnus en mal
total conit classs
sparateurs externes 









 	  	 
Tableau 	  Tests batchs pour la reconnaissance des lets eectu
s sur   pages du Los
Angeles Times les r
sultats sont exprim
s en pourcentage du nombre total de lets dun
type donn

On remarque que les taux de reconnaissance sont bons pour les lets sparateurs
externes et souligneurs Les lets sparateurs internes donnent de moins bons rsul
tats La cause de certains checs est due  linsu$sance des caractristiques de base
comme le montrent les tests dapprentissage Cependant on peut attribuer une par
tie des checs au manque de connaissance situations non apparues dans lchantillon
dapprentissage et esprer quen mode interactif le mod le samliorerait
 
   Reconnaissance des cadres

 Reconnaissance des cadres
Pour les cadres nous avons identi deux roles de structuration correspondant aux
classes auxquelles un cadre peut appartenir 
  Les cadres appels sparateurs externes mettent en vidence un article par
rapport aux autres Ils sont parfois utiliss systmatiquement pour encadrer
certaines rubriques
  Les cadres appels sparateurs internes ont souvent le meme role quune paire
de lets et la portion de document quils isolent est de meme nature quun
entrelet
Lutilisation du role des cadres pour ltiquetage logique est comparable  celle des
lets sparateurs internes et externes
  Description de lapplication
































g est lensemble des types de positions
relatives considres pour classer un objet cadre on va considrer lob
jet luimeme ID son voisin infrieur droit V
ID
 son voisin infrieur
gauche V
IG
 son voisin suprieur droit V
SD






 3type	 nbvs	 nbvi	 tailleDeFonte	 structure4 est lensemble des at
tributs extraits sur les objets  savoir leur type le nombre de leurs
voisins suprieurs nbvs le nombre de leurs voisins infrieurs nbvi la
taille de la fonte des objets textuels tailleDeFonte et la structure des
objets qui sont des cadres structure cestdire une indication sur le









 nbvs  f 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t
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t
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 tailleDeFonte  fpetitmoyen grand4
t
structure
 structure  funiblocmultiblocsg4





 3position4 est une description de la position relative attribut
extrait sur un couple dobjets
Chap  





 position NNIIP P g est le domaine
de lattribut position de D
A
o# N  f        g reprsente le type I
limmdiatet et P la proximit de la relation
Les classes  disposition sont 
   fsparateurInterne	 sparateurExterneg
La partie statique du mod le C
 est 






























les caractristiques extraites sur les objets  classer
 Tests et valuation
Le nombre de cadres sparateurs externes tant nettement plus lev que le nombre
de cadres sparateurs internes lapprentissage converge rapidement
Pour les tests batchs nous avons utilis 

 pages du Los Angeles Times car le
nombre de cadres par pages est tr s faible Les rsultats sont prsents dans le
tableau 
classes nombre reconnus inconnus en mal
total i conit classs
sparateurs externes 
	  	  	
sparateurs internes 	   	 

Tableau 	 Tests batchs pour la reconnaissance des cadres eectu
s sur    pages du
Los Angeles Times les r
sultats sont exprim




 Fusion des lignes de texte en blocs
Nous avons appliqu  CREM  de la segmentation de haut niveau Dans le cha
pitre  nous avons vu quun des probl mes de segmentation les plus spciques aux
documents  structure complexe tait la dtection des blocs de texte Rappelons
 
   Fusion des lignes de texte en blocs
quune colonne est la plus grande portion texte de document  lintrieur de laquelle
les lignes de texte sont alignes verticalement et lordre de lecture se fait triviale
ment de gauche  droite et de haut en bas Les colonnes peuvent etre composes de
plusieurs blocs reprables  la taille de linterligne
Dans les documents  structure complexe le nombre la hauteur et la largeur des co
lonnes est variable ce qui rend la dtection des blocs beaucoup moins aise Comme
la dtection des lignes de texte de documents complexes est relativement similaire
 celle de documents simples il tait naturel dadopter une approche ascendante
Le chapitre  a montr les faiblesses dune approche base sur des r gles xes pour
la fusion des lignes en blocs Lide de lalgorithme de fusion tait danalyser tous
les couples de lignes voisines sur laxe vertical et de dcider sils devaient ou non
fusionner en se rfrant  un ensemble de r gles Cette approche avait une double
faiblesse  elle ne prenait pas en compte le contexte et ncessitait pour ltablisse
ment des r gles une numration exhaustive de toutes les congurations possibles
La mthode des patterns appliques  la fusion des lignes de texte est base sur
le meme principe Les objets  classer sont des couples de lignes de texte voisines
sur laxe vertical et les classes sont fusionpasDeFusion Le syst me constitue par
apprentissage lensemble de toutes les congurations possibles La mthode des pat
terns ne soure pas des faiblesses de la mthode base sur des r gles xes La gure

 compare le rsultat de segmentation en blocs obtenu par les deux mthodes sur
un exemple typique de structure en mosa,que A noter que dans cette application
lensemble de caractristiques discriminantes pour une classe nest pas appris  il
correspond pour les deux classes  lensemble C des caractristiques statiques Nous
mettons lhypoth se que dans le domaine physique les caractristiques discrimi




e sur des rgles
b m
thode bas
e sur les patterns
Figure 	  Fusion des lignes de texte en blocs
Chap  
  Application de CREM  la reconnaissance dimages de journaux 

































g est lensemble des types de positions
relatives considres pour classer un objet couple de lignes de texte
on va considrer lobjet luimeme ID son voisin infrieur droit V
ID

son voisin infrieur gauche V
IG
 son voisin suprieur droit V
SD
 et son





 3type	 nbvs	 nbvi	 positionInterne4 est lensemble des attributs
extraits sur les objets  savoir leur type le nombre de leurs voisins su
prieurs nbvs le nombre de leurs voisins infrieurs nbvi et la position









 nbvs  f g
t
nbvi
 nbvi  f g
t
positionInterne
 positionInterne  N N I  I
P  P g
est le domaine de chaque attribut de D
S
o# N  f        g reprsente
le type I limmdiatet et P la proximit de la relation
D
A
 3position4 est une description de la position relative attribut





 position NNIIP P g est le domaine
de lattribut position de D
A
o# N  f        g reprsente le type I
limmdiatet et P la proximit de la relation
Les classes  disposition sont 
   ffusion	 pasDeFusiong
La partie statique du mod le C
 est 




















caractristiques extraites sur les objets  classer
 
   tiquetage logique
 Tests et valuation
Lvolution du mod le au cours de lapprentissage interactif est reprsent par la
gure 















Figure 	  volution du modle au cours de lapprentissage  taux de reconnaissance par
rapport au nombre de manipulations de lop
rateur
Ici lvolution est progressive  comme les caractristiques pertinentes ne sont pas
apprises on nassiste pas  leet de bord de la spcialisation Lapprentissage illustr
par la gure 
 a t men sur une seule page de document car le nombre de
couples de lignes par page est su$sament grand environ 		 pour avoir des donnes
reprsentatives Par contre lapprentissage du mod le utilis pour conduire les tests
batchs sest fait sur lchantillon dapprentissage habituel qui comprend  pages
du Los Angeles Times
Pour rendre compte de la pertinence du mod le nous avons galement eectu des
tests batchs sur  pages du Los Angeles Times Ici la prsentation des rsultats
di re Au lieu de compter le nombre de couples de lignes classs correctement nous
avons compt le nombre de blocs segments correctement Les rsultats sont tr s
satisfaisants  nous atteignons  de russite puisque sur  blocs seuls six




Finalement la mthode des patterns a t applique  ltiquetage logique des blocs
de texte La varit des tiquettes est tr s grande sur des documents complexes tels
que les journaux Nous avons class les blocs de texte en quatorze classes direntes 
texte de base titre soustitre auteur fonction de lauteur rsum bref curriculum
vitae de lauteur source lgende ancres ancreVers et ancreDe rubrique sujet
Chap  
  Application de CREM  la reconnaissance dimages de journaux 
entrelets entreletTitre et entreletContenu La gure 
 illustre une partie de
ces classes sur une page compl te du Los Angeles Times alors que des exemples des












Figure 	 Classes de blocs de texte  noter la relation entre lancreVers de la cinquime
image et lancreDe de la dernire image
La classe de la fonte est un indice prcieux sur ltiquette  attribuer  un bloc
de texte Malheureusement la fonte utilise pour diter par exemple le texte de
base peut etre identique sur dix documents puis changer La mthode des patterns
est particuli rement bien adapte  ce genre de situation  la classe de la fonte
reste une caractristique dterminante mais pour chaque nouvelle fonte on a un
pattern dirent dans la classe texteDeBase Dans le cas des titres la classe de la
fonte varie trop pour etre une caractristique dterminante la taille de la fonte sera
certainement prfre par le syst me

		 
   tiquetage logique
Figure 	  Quelques 
tiquettes pour les blocs de texte dune page du Los Angeles Times
Chap  
  Application de CREM  la reconnaissance dimages de journaux 
	


































g est lensemble des types de positions
relatives considres pour classer un objet blocDeTexte on va considrer
lobjet luimeme ID son voisin infrieur droit V
ID
 son voisin infrieur
gauche V
IG
 son voisin suprieur droit V
SD






 3type	 nbvs	 nbvi	 tailleDeFonte	 classeDeFonte	 nblignes	 role4
est lensemble des attributs extraits sur les objets  savoir leur type
le nombre de leurs voisins suprieurs nbvs le nombre de leurs voisins
infrieurs nbvi la taille de la fonte tailleDeFonte la classe de la fonte
classeDeFonte le nombre de lignes pour un objet textuel nblignes
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 3positioncompTailleDeFonte4 est une description de la po
sition relative position et une comparaison de la taille de la fonte






 compTailleDeFonte  f g
t
position
 position  N N I  I
P  P g
est le domaine des valeurs de chaque attribut de D
A
o# N  f        g
reprsente le type I limmdiatet et P la proximit de la relation
Les classes  disposition sont 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ristiques extraites sur les objets  classer
   3texteDeBase titre sousT itre auteur fonctionAuteur
rsum	source	lgende	ancreVers	ancreDe	rubrique
sujet entrefiletT itre entrefiletContenu4
La partie statique du mod le C
 est dcrite dans la table  Le slecteur
de caractristiques 
 
  dune classe   	 est construit automatiquement par
apprentissage An dillustrer ce processus nous allons numrer les caractristiques
choisies parmi les  caractristiques disponibles pour les classes texteDeBase et titre




  la taille de fonte du voisin suprieur gauche
  tailleDeFonte	V
IG
  la taille de fonte du voisin infrieur gauche
  classeDeFonte	ID  la classe de la fonte de lobjet
  nbligne	ID  le nombre de lignes de lobjet
  nbligne	V
SD




  le type du voisin suprieur gauche
  type	V
ID
  le type du voisin infrieur droit
  nbvs	ID  le nombre de voisin suprieurs de lobjet
  tailleDeFonte	ID  la taille de fonte de lobjet
Chap  
  Application de CREM  la reconnaissance dimages de journaux 
	
  nbligne	ID  le nombre de lignes de lobjet
  nbligne	V
SD
  le nombre de lignes du voisin suprieur droit
On remarque par exemple que la classe de la fonte est dterminante pour la classe
texteDeBase alors que pour la classe title cest plutot la taille de la fonte La taille
de la fonte des objets voisins dun objet texteDeBase est dterminante alors que
pour la classe title cest plutot le type des objets voisins Si lon se rf re  la gure

 on constate que les blocs entourant le texteDeBase ont une fonte de petite taille
alors que le type du voisin suprieur gauche dun titre est souvent un let
 Tests et valuation
La gure  montre lvolution du mod le en cours dapprentissage Le nombre
de manipulations ncessaire est beaucoup plus grand que dans les applications pr
cdentes car le nombre de classes est nettement plus lev 
 L aussi leet de
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Figure 	 volution du modle au cours de lapprentissage  taux de reconnaissance par
rapport au nombre de manipulations de lop
rateur
Lvaluation du mod le pour ltiquetage logique a t faite sur  documents tant
donn le nombre de classes nous avons choisi de dtailler le rsultat seulement pour
les classes les plus reprsentes  savoir texte de base titre auteur rsum
et source Le rsultat des autres classes est synthtis sous la ligne autres
Sur le tableau  qui prsente les rsultats on remarque que les principaux checs
sont dus dabord  des conits puis  un manque de connaissance Il est tr s rare
que des blocs soient classs faux On peut expliquer que le nombre de conits soit
nettement plus lev que dans les autres applications par le fait que le nombre de
classes est lev Une confusion typique est titre et rubrique ce qui nest pas
vraiment tonnant puisque les objets de la classe rubrique ont physiquement les

	 
   tiquetage logique
classes nombre total reconnus inconnus en conit mal classs






auteurs   
 	 
rsums   	 
 
sources    	 
autres   
  
Tableau 	 Tests batchs pour l
tiquetage des blocs eectu
s sur  pages du Los Angeles
Times les r
sultats sont exprim
s en pourcentage du nombre total de blocs dun type
donn

caractristiques dun titre  ils se trouvent en dbut darticle sont composs de
caract res de taille plus grande que les lments voisins et sont la plupart du temps
souligns
Les memes tests ont t mens avec le deuxi me prototype de  CREM Dans ce
prototype on prend en compte  chaque apprentissage toutes les congurations de la
session correspond en principe  une page de document classes par loprateur A
la n de chaque session une mise  jour du mod le est faite avec tous les documents
qui ont t correctement classs
Les tests dapprentissage ont galement t mns avec le deuxi me prototype Dans
cette ralisation de  CREM  on prend en compte  chaque apprentissage toutes
les congurations de la session classes par loprateur une session correspond 
une page de document A la n de chaque session une mise  jour du mod le est
faite avec tous les documents qui ont t reconnus Les rsultats de ces tests sont
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Figure 	 volution du modle au cours de lapprentissage avec le deuxime prototype de
CREM  taux de reconnaissance par rapport au nombre de manipulations de lop
rateur
Chap  
  Application de CREM  la reconnaissance dimages de journaux 
	
On remarque que les rsultats sont comparables  ceux obtenus avec le premier
prototype Ici aussi il ny a pas convergence du mod le Nous pensons que ceci est
du au nombre lev de classes et  la non pertinence des caractristiques choisies
au niveau de la spcication de lapplication Elles ne permettent pas de distinguer
toutes les classes et des conits apparaissent Lavantage du deuxi me prototype se
manifeste surtout sur le plan de la convivialit du syst me

	 
   tiquetage logique




Ce chapitre tire un bilan sur le travail ralis Un bref rsum permet de rappeler le
contexte de ltude les objectifs et la dmarche adopte Les principales contribu
tions sont exposes dans la section suivante et le travail se termine par une discussion
sur les voies qui pourraient etre approfondies dans lide dune continuation
 R sum 
Le but de cette tude est de mettre au point une mthode de reconnaissance dimages
de documents complexes qui soit doue dapprentissage incrmental Le th me de
la reconnaissance de la structure physique de bas niveau ayant dj donn lieu 
beaucoup de recherches nous nous sommes concentrs sur la reconnaissance de la
structure physique de haut niveau ainsi que sur la reconnaissance de la structure
logique domaines nettement moins traits dans la littrature Notre dmarche a t
la suivante  nous avons travaill sur des images idales synthtises  partir de
documents PDF nous aranchissant par l des probl mes de biais ou de bruit lis 
la saisie du document par un scanner Dans un premier temps nous avons dvelopp
des algorithmes simples de segmentation ce qui nous a permis dune part dobtenir
les donnes pour faire de la reconnaissance de haut niveau et dautre part de nous
familiariser avec les documents  structure complexe an den saisir la spcicit
et den dduire les besoins particuliers en mati re de reconnaissance La deuxi me
tape a t la mise au point de  CREM une mthode de reconnaissance pour les
documents  structure complexe doue dapprentissage incrmental
 Contributions
Notre contribution va de lobservation  lexprimentation en passant par la con
ception et la ralisation dun outil logiciel Dans cette section nous allons rsumer
quelles ont t nos principales contributions

	    Contributions
  tude de la spcicit des documents  structure com	
plexe
Une tude de la spcicit des documents  structure complexe a t mene Son but
tait de dterminer si de tels documents pouvaient etre analyss avec les mthodes
dveloppes pour les documents simples Dans la ngative nous dsirions conna(tre
quels aspects de ces documents changeaient la nature de la tache de reconnais
sance et quelle en tait limplication dans la conception dun outil de reconnaissance
adapt Ltude conclut que les mthodes doivent etre revues  lordre de lecture des
documents complexes nest pas trivial et linformation ne peut etre facilement lina
rise On peut alors imaginer deux mani res de reconna(tre la structure logique dun
document complexe  le recouvrement de lordre de lecture peut prcder ou suivre
ltiquetage logique des objets du document Nous prconisons un tiquetage logique
pralable au recouvrement de lordre de lecture car nous pensons que la structure
physique ne su$t pas  dterminer de mani re univoque un ordre de lecture En
consquence les outils de reconnaissance doivent pouvoir reprsenter et interprter
un voisinage en deux dimensions  un objet ne comporte pas un prcdent et un
suivant comme pour les documents  structure simple mais des voisins dans toutes
les directions
 Mise au point dun concept pour la description de la
position relative de deux objets
Le formalisme utilis par Azokly %& pour lexpression des positions relatives entre
les enveloppes rectangulaires de deux objets a t tendu de mani re  exprimer
linterfrence dun tiers objet et la distance sparant les deux objets La description
du type de position relative par le formalisme de Azokly a t nomme type de la
position relative Une position relative entre deux objets peut etre directe semi
directe ou indirecte sur chacun des axes horizontaux et verticaux en fonction de la
prsence et de la position dun tiers objet entre les deux objets  cette description est
appele immdiatet de la position relative Finalement la proximit est une mesure
de lloignement de deux objets sur un axe en fonction de leurs tailles respectives
Le type limmdiatet et la proximit permettent de rendre compte de la position
relative de lobjet et de chacun de ses voisins et ainsi de dcrire le voisinage dun
objet dans un espace  deux dimensions
 Conception dune mthode de classication
Une mthode gnrale de classication a t conue Elle a t baptise  CREM
et a les proprits suivantes  
 elle tient compte des caractristiques intrins ques
de lobjet  classer aussi bien que des caractristiques des objets qui forment son
voisinage  elle prvoit lexpression et linterprtation du voisinage dun objet dans
Chap    Conclusion 
	
les deux dimensions  elle est doue dapprentissage incrmental Lapprentissage
du mod le se fait  deux niveaux  ce sont non seulement les valeurs que prennent
des caractristiques pour une classe donne qui sont apprises mais aussi les carac
tristiques pertinentes pour une classe La liste des valeurs des caractristiques dun
objet et de son voisinage est appele conguration de lobjet Le mod le est constitu
pour chaque classe dun ensemble de congurations de rfrences appeles patterns
Un objet est attribu  une classe si sa conguration correspond  un des patterns
de la classe
 Implmentation de  CREM
 CREM a t implmente puis applique  la reconnaissance dimages de journaux
dans quatre applications  la reconnaissance de lets la reconnaissance de cadres
la fusion des lignes de texte en blocs et ltiquetage logique des blocs de texte
La diversit de ces quatre applications montre le caract re gnral de la mthode
La dirence entre ces quatre applications rside uniquement dans lextraction de
certaines caractristiques
Le mod le les donnes et les rsultats intermdiaires et naux ont t reprsents
en XML Nos expriences ont conrm que le choix de XML comme standard de
reprsentation des donnes dans le domaine de la reconnaissance de document est
tout  fait justi La visualisation et la manipulation des donnes dans le cadre
de lapprentissage interactif a t possible grace  lutilisation de lenvironnement
XMIllum dvelopp par Oliver Hitz Ladaptation des donnes au format accept par
XMIllum se fait tout simplement par une transformation spcie par une feuille de
style XSLT
 valuation de  CREM
 CREM a t teste pour les quatre applications dcrites dans le chapitre  Deux
types de tests ont t eectus sur des exemplaires du Los Angeles Times Les r
sultats des tests batchs montrent la capacit de reconnaissance du mod le Les
rsultats sont su$samment bons pour conclure  la pertinence de la mthode Les
autres tests valuent le processus dapprentissage du mod le en mettant en parall le
le nombre de manipulations eectues par loprateur et le taux de reconnaissance
Le nombre de manipulations ncessaires pour atteindre un taux de reconnaissance
satisfaisant est tout  fait raisonnable Lapprentissage incrmental a donc le double
avantage de permettre ladaptation du mod le  de lg res modications du docu




	    Extensions
  CREM un outil pour la constitution de fonds de
vrit
Un des grands probl mes non encore rsolus de la reconnaissance dimages de docu
ments est la constitution de fonds de vrit Les fonds de vrit sont des documents
dj reconnus  ils sont ncessaires dune part pour entra(ner certains types de sys
t mes de reconnaissance dautre part pour valuer les rsultats de reconnaissance
 CREM est un syst me dapprentissage incrmental  on peut faire de la recon
naissance meme lorsque le syst me na aucune connaissance sur la classe de docu
ments Le mod le est alors vide et est construit petit  petit par la collaboration de
lutilisateur et du syst me Ainsi la constitution de fonds de vrit est grandement
facilite  au lieu dtiqueter manuellement lensemble des documents constituant
un chantillon lutilisateur fait quelques manipulations sur les premiers documents
de lchantillon
 Implmentation dun outil de classication de fontes
Un outil de classication de fontes par appariement a t implment selon lide
de Lebourgeois %& Cet outil est bas sur le principe suivant  deux caract res
prsents dans le meme mot appartiennent  la meme classe Les classes de fonte
sont ainsi reconstitues par recoupement Loutil fonctionne sur les images idales de
documents car deux caract res sont considrs comme semblables seulement sils sont
identiques au pixel pr s Il est galement dou dapprentissage puisque les spcimens
des direntes classes sont conservs dans un mod le Il a permis lextraction dune
caractristique essentielle pour ltiquetage logique En eet la fonte par son type et
sa taille est un des principaux attributs qui vhiculent la structure logique implicite
des documents  structure complexe
 Extensions
Bien que  CREM ait t implmente et teste elle nest pas intgre  un syst me
complet de reconnaissance Dans cette section nous allons numrer divers points
qui mriteraient un approfondissement
  Dveloppement dun syst
me complet de reconnais	
sance
Lextension la plus intressante du point de vue pratique nous semble le dvelop
pement dun syst me complet de reconnaissance de la structure logique des images
de journaux Bien que les quatre applications dveloppes sur la base de  CREM
fassent un tr s grand pas dans cette direction une tape de recouvrement de lordre




de lecture et de dcoupe en articles doit suivre ltiquetage des blocs de texte Nous
pensons que l aussi  CREM pourrait etre applique un peu de la meme mani re
quelle a t utilise pour la fusion des lignes de texte en blocs Chaque couple de
blocs voisins texte ou illustration pourraient etre class dans une des catgories
dcrivant les trois situations suivantes  
 les deux blocs se suivent dans lordre de
lecture et donc appartiennent au meme article  les deux blocs appartiennent au
meme article mais ne se suivent pas  les deux blocs nappartiennent pas au meme
article Un posttraitement devrait permettre de runir deux blocs qui se suivent
dans lordre de lecture mais ne sont pas physiquement voisins cas plutot rare
 Choix des caractristiques
Dans la section Choix des caractristiques du chapitre  nous avons parl du choix
par le syst me des caractristiques discriminantes pour chaque classe Rappelons que
le seul crit re de discrimination pour le choix dune caractristique supplmentaire
pose le probl me du choix dune mauvaise caractristique cestdire peu homo
g ne pour la classe ou peu discriminante dans la phase initiale de lapprentissage
Cest pourquoi nous avons introduit un algorithme de mise  jour qui recalcule len
semble des caractristiques discriminantes lorsque le mod le est su$samment riche
en connaissance Les crit res de choix sont la discrimination et lhomognit Avec
cet algorithme le syst me ne trouve pas forcment lensemble idal en regard de ces
deux crit res  en eet on ne peut se permettre de tester tous les ensembles possibles
car il y aurait explosion combinatoire Nous avons adopt une solution qui consiste
 eectuer un classement entre les caractristiques toujours en fonction des crit res
de discrimination et dhomognit Peu deort a t investi dans la mise au point
de lalgorithme de choix et nous sommes convaincus quune rexion plus pousse
permettrait damliorer encore les rsultats
 Rvision des interactions homme	machine
Dans le premier prototype de  CREM la seule action propose  loprateur est la
correction des rsultats errons Le syst me interpr te les corrections pour enrichir
son mod le de reconnaissance Lapprentissage du mod le se fait en fonction de
la derni re correction et de ltat courant du mod le sans prendre en compte les
corrections antrieures Rappelons quainsi on ne peut garantir que le syst me ne
modie pas la classe dun objet qui avait t attribue par loprateur ce qui nuit
gravement  la convivialit du syst me Dans cette section nous envisageons deux
solutions  ce probl me
Une premi re solution a t implmente dans le deuxi me prototype  les congura
tions classes par loprateur sont mmorises durant la session et  la n de chaque
session une mise  jour du mod le est lance


    Extensions
Une deuxi me solution permet dviter la mmorisation des congurations Dans
le document en voie de reconnaissance on fait simplement la distinction entre les
classes attribues par le syst me et celles attribues par loprateur Ainsi lors de la
classication le syst me peut viter de changer une classe attribue par loprateur
Par contre si ce procd permet de garantir que la classe attribue par loprateur 
un objet ne change pas au cours dune session lors de lapprentissage le mod le est
modi sans prise en compte des corrections antrieures Si on relance le syst me sur
le meme document il est possible que certains objets classs par loprateur ne soient
plus reconnus par le syst me Lutilisation de lalgorithme que nous avons prsent
dans la section Choix des caractristiques du chapitre  permet de remdier  cette
faiblesse Il su$t apr s chaque session de lancer une remise  jour du mod le en
lui fournissant tous les documents reconnus antrieurement Cette mthode devrait
meme etre plus e$cace que la prcdente puisque le syst me peut ainsi garantir
que non seulement tous les objets classs par loprateur seront reconnus mais que
galement les autres objets dont la classe na pas t corrige se verront toujours
attribuer la meme classe Par contre le risque derreurs de la part de lutilisateur est
plus grand  il peut ne pas avoir repr une erreur dans la classication propose
par le syst me Ce point est dlicat car ainsi le mod le est construit sur la base de
donnes errones
 Remise en cause des rsultats
Durant la classication lorsquune classe est attribue  un objet elle lest dniti
vement  moins dune intervention externe au syst me Certaines mthodes comme
celles de Hroux %& et de Lebourgeois %& prvoient une remise en cause en fonction
de la classication des objets physiquement proches la classication est itre jus
qu lobtention dune certaine stabilit Dans notre cas la remise en cause pourrait
etre intressante notamment pour ltiquetage logique des blocs de texte Ltiquette
dun bloc est fortement prvisible si lon conna(t ltiquette des blocs voisins Lajout
des tiquettes logiques des blocs voisins dans lensemble des caractristiques  dis
position du syst me implique une rvision de larchitecture du syst me de mani re
 ce quil prvoie la remise en cause de ses rsultats Un mod le contenant des don
nes probabilistes permettrait dvaluer globalement une solution Un tel mod le a
t propos par Rolf Brugger %
&  les donnes du mod le sont reprsentes sous
la forme de ngrams gnraliss Elles expriment les probabilits dapparitions dun
vnement qui ne dpendent pas uniquement dvnements prcdents fr res dans
la hirarchie dun document mais aussi dvnements englobant ou contenus pa
rents et enfants dans la hirarchie Son mod le ne permet par contre pas dexprimer
des relations entre objets sorganisant dans un espace  deux dimensions
Notre mod le pourrait assez facilement etre adapt de mani re  ce quil contienne
des donnes probabilistes Rappelons que le processus de classication dun objet
consiste  mettre la conguration de lobjet en correspondance avec les patterns des
Chap    Conclusion 


classes  disposition Un objet est assimil  une classe si pour toutes les carac
tristiques discriminantes de la classe la conguration a les memes valeurs quun
pattern de la classe Au lieu de cela on pourrait retourner pour chaque classe un
indice de plausibilit qui dpendrait du nombre de valeurs identiques par rapport
au nombre de caractristiques discriminantes Lindice de plausibilit global pour
un document ou une portion de document serait alors la somme des indices de
plausibilit des classes choisies pour chaque objet Lide est de trouver le choix de
classes qui maximise lindice de plausibilit global
 Classication des fontes applicables  des documents
non	idaux
Loutil de classication de fontes que nous avons implment ne sapplique qu des
images idales de documents Lalgorithme adopt pour la mise en correspondance
de deux caract res est tr s rigide Deux signes sont considrs comme tant le meme
caract re sils sont identiques au pixel pr s Une mise en correspondance plus souple
base par exemple sur les masques ternaires de Ingold %& permettrait dappliquer
la mthode  des documents scanns
 Tests et application de  CREM
Il serait intressant de tester la mthode sur dautres journaux que le Los Angeles
Times On pourrait par exemple observer dans quelle mesure un mod le appris sur
un journal peut etre rutilis et adapt pour un autre journal La mthode pourrait
aussi etre teste sur dautres types de documents complexes comme des catalogues
Nous pensons que  CREM peut servir  toute reconnaissance dobjets et quelle
est particuli rement bien adapte lorsque les objets sont organiss en deux dimen
sions On peut aussi imaginer tendre  CREM pour quelle prenne en compte une
troisi me dimension si lon dnit un formalisme capable dexprimer des relations
de voisinage dans un tel contexte
	 Bilan g n ral
Cette th se a tudi le probl me de la ringnierie des documents  structure com
plexe Elle a tabli que lorganisation bidimensionnelle de tels documents a des con
squences dterminantes sur le processus de reconnaissance et ncessite des outils
spcialiss cest pourquoi jai invent  CREM  une mthode gnrale de classica
tion doue dapprentissage incrmental et adapte  la reconnaissance dobjets dans
un contexte bidimensionnel Avec lamlioration des techniques de reconnaissance il
est probable que lutilisation des syst mes de ringnierie de documents se banalise
un jour et jesp re que mon travail a fait un pas dans cette direction
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DTDs pour structures de
documents
Dans cette annexe se trouve une DTD XML de structure physique qui se veut su$
samment gnrale pour convenir  la plupart des documents et une DTD spcique
 la structure logique du Los Angeles Times

















































































A DTD de la structure logique du Los Angeles
Times
 ELEMENT LAT articleillustration editorial letters
 ATTLIST LAT day CDATA 	REQUIRED
 ATTLIST LAT weekday CDATA 	REQUIRED
 ATTLIST LAT month CDATA 	REQUIRED
 ATTLIST LAT year CDATA 	REQUIRED
 ELEMENT article title summary author content
illustration citation
 ATTLIST article column CDATA 	IMPLIED
 ATTLIST article subject CDATA 	IMPLIED
 ATTLIST article note CDATA 	IMPLIED
 ELEMENT illustration EMPTY
 ATTLIST illustration illustration CDATA 	REQUIRED
 ATTLIST illustration title CDATA 	IMPLIED
 ATTLIST illustration source CDATA 	IMPLIED




 ATTLIST author firstname CDATA 	REQUIRED
 ATTLIST author rsum CDATA 	REQUIRED
 ATTLIST author position CDATA 	IMPLIED
 ATTLIST author location CDATA 	IMPLIED
 ELEMENT summary 	PCDATA
 ATTLIST summary keyword CDATA 	IMPLIED

 A   DTD de la structure logique du Los Angeles Times
 ELEMENT citation text author
 ELEMENT text 	PCDATA
 ELEMENT content title text interfilet
 ELEMENT interfilet title text sourceauthor
 ELEMENT editorial title content author
 ELEMENT letters title text author
