Recommender systems attract growing attention recently, as they can suggest appropriate choices to users based on intelligent prediction. As one of the most popular recommender system techniques, Collaborative Filtering achieves efficiency from the similarity measurement of users and items. However, existing similarity measurement methods have reduced accuracy due to data correlation and sparsity. To overcome these problems, this paper introduces the Grey Forecast model for recommender systems. Firstly, the Cosine Distance method is used to compute the similarities between items. Then we rank the items, which have been rated by the active user according to their similarities to the target item, which has not yet been rated by the active user and select the first k items' ratings as input to construct a Grey Forecast model and yield prediction. The novelty of the paper is two-fold: less data is required in constructing the model, and the model will become more effective when strong correlations exist among the data. Our approach was evaluated on two public datasets: MovieLens and EachMovie. The experimental results show that the proposed algorithm can significantly overcome the limitation of the data sparsity and cope with data correlation. In particular, the accuracy of the MovieLens dataset has been improved by over 20% in terms of Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), even with small k.
INTRODUCTION
Recommender systems help users cope with information overload in a wide range of Web services and have been broadly adopted in various applications, such as E-commerce (e.g. Amazon 1 ), online video sharing (e.g. YouTube 2 ), and online news aggregators (e.g. Digg 3 Despite its widespread adoption, memory based CF still suffers from several major problems including the data sparsity problem [1] [8] , data correlation problem [5] , and cold start problem [6] [7] . The cold start problem can be regarded as data sparsity problem. Hence, in this paper, we focus on the first two issues. In most recommender systems, each user rates only a small subset of the available items, thus, most of the entries in the rating matrix are empty. In these cases, it is a great challenge to find similar users or items. Consequently, the similarity between two users or items cannot be calculated and the prediction accuracy is very low. Furthermore, the active users always tend to consume similar commodities and the ratings for these items will be close, which produces strong correlations among the ratings. However, the existing similarity measurement methods, such as Cosine Distance and Pearson Correlation, cannot well cope with these issues. Therefore, we can't directly use the similarities for rating prediction. To overcome these problems, some researchers have developed algorithms that use models to generate predictions [9] [10] [11] . However, many models are extremely complex, have ). It presents the most attractive and relevant items to the user based on individual user's characteristics. As one of the most promising recommender techniques [1] , Collaborative Filtering (CF) predicts the potential interests of an active user by considering the opinions of users with similar taste. Compared to other recommender techniques (e.g. content based method [2] ), collaborative filtering technologies have the capability to recommend to users surprising items which aren't similar to those they have seen before, and could work well in domains where the attribute content of items is difficult to parse. Generally, the representative Collaborative Filtering technique, memory based CF, has been widely used in many commercial systems due to its simple algorithm but reasonably accurate recommendation. These capture the user's ratings on different items explicitly by asking the user or implicitly by observing his/her interaction with the systems to store them into a table known as the rating matrix. Then, memory based CF methods use similarity measurement methods to filter users (or items) that are similar to the active user (or the target item) and calculate the prediction from the ratings of these neighbors. Memory based methods can be further classified as user based method [3] or item based method [4] depending on whether the process of defining neighbors by finding similar users or similar items. multiple parameters to estimate and are sensitive to data changes. In practice, many of these theoretical models are not effective.
In this paper, we present novel approaches that aim at overcoming data sparsity limitations and benefiting from the data correlations among the ratings rather than eliminating them. More specifically, the proposed algorithm calculates the similarities between items with the simplest method, Cosine Distance measurement method. Note that, we don't use the exact value of the similarities, but rather just rank the items according to these similarities. Then a Grey Forecast model will be constructed and used for the rating prediction. This has been successfully adopted in many fields, such as finance [12] , integrated circuit industry [13] , the market for air travel [14] , and underground pressure for working surface [15] . We compare the performance of the proposed algorithm with traditional user based and item based methods in terms of two evaluation metrics MAE and RMSE on two datasets MovieLens and EachMovie. Our results provide empirical evidences that the Grey Forecast model indeed can cope well with data sparsity and correlation problems.
The remainder of this paper is organized as follows. Section 2 provides a detailed description of traditional user based CF method, item based CF method, the definition of the problem, and our contributions. Section 3 presents our proposed Grey Forecast model based algorithm in detail. Section 4 describes the experimental study, including experimental datasets, evaluation metrics, methodology, analysis of results, followed by a final section on conclusions and future work.
RELATED WORK
Collaborative Filtering (CF) is one of the most successful recommender techniques [16] , and it includes memory based CF techniques such as similarity based or neighborhood based CF algorithm; model based CF techniques such as clustering CF algorithms; and hybrid CF techniques such as personality diagnosis. As a representative memory based CF technique, similarity based methods represent one of the most successful approaches to recommendation. They have been notably deployed into commercial systems and been extensively studied [1] [17] . This class of algorithm can be further divided into user based and item based methods. The former is based on the basic assumption that people who have similar past preferences tend to agree in their future tastes. Hence, for the target user, the potential interest on an object is predicted according to the ratings from users who are similar to the target user. Differently from user based method, item based method recommends to a user the items that are similar to what the active user has consumed before. In a typical memory based CF scenario, there is a set of n users U= {u 1 , u 2 ,..., u n } and a set of m items I= {i 1 , i 2 ,..., i m }, and the m n × user-item rating matrix. The ratings can either be explicit indications, such as an integer number from 1 to 5, or implicit indications, such as purchases or click-throughs [18] . For example, the implicit user behaviors (Table 1(a)) can be converted to a user-item rating matrix R (Table 1( b) ), where the R(k,l) in k-th row and l-th column of the matrix stands for the k-th user's rating for the l-th item. Would the k-th user have not rated the l-th item yet, the null value is assigned to R(k,l). Thus, the recommendation problem is reduced to predicting the unrated entries (Lily is the active user that we want to make recommendations for in Table 1 (b)). Generally, the process of this type of CF methods consists of two steps: similarity measurement and rating prediction. 
Similarity Measurement
The critical step in memory based CF algorithms is the similarity computation between users or items. In user based CF method (UCF), the similarity s(u x ,u y ) between users u x and u y is found by comparing the items that both have rated. 
Cosine Distance
For Cosine Distance approach, the cosine of the angle between two vectors represents the similarity between them. It can be formulated as:
Where " ⋅ " denotes the dot-product of two vectors, and " " is the vector modulus. where o k and o l can be the pair of u x and u y , or i x and i y . Therefore, the bigger the cosine of the angle (θ ), the more similar the two objects will be.
Pearson Correlation
We should note that, in the computation of similarity, it is necessary to eliminate rating correlations, such as the average rating of the user, to improve the significance of similarity. The Pearson Correlation is one method of this type, which can improve the accuracy of similarity computation to some extent. For UCF, the Pearson Correlation between two users is: Similarly, for ICF, the Pearson Correlation between two items can be formulated as: 
Rating Prediction
The phase of rating prediction aims to predict the value that the active user will give to the target item. The KNN-based method is usually utilized to generate prediction by weighting sum of the ratings that similar users give to the target item or the ratings of the active user on similar items depending on whether one uses UCF or ICF.
User based CF (UCF)
The UCF algorithm is based on the basic assumption that people who share the similar past tastes will be interested in same items. The algorithm uses the following steps: the first step is to compute the similarities between users with the similarity measurement methods introduced in section 2.1; then one produces the prediction for the active user by taking the weighted average of all the ratings of the similar users on a certain item [20] according to the formula in Eq. (4); finally, the items with highest predicted ratings will be recommended to the user. 
Item based CF (ICF)
The ICF algorithm recommends to users the items similar to those already consumed. Similarly, after calculating the similarities between items, the unknown rating of user u on item i can be represented as an aggregation of user u on similar items:
Where i r and j r are the average ratings of all users on item i and item j, respectively; s(j, i) is the similarity between item j and item i calculated using similarity measurement methods given in section 2.1; and I(i) denotes the set of similar items of item i. 
Problem Analysis
After using the co-rated entries as a vector to represent the object, the Cosine Distance measures the similarity between two users or items by computing the cosine of the angle. The bigger the value is, the more similar the two users or items will be. Pearson Correlation takes the rating correlation into consideration to eliminate the influence of average rating. Obviously, this class of similarity measurement method is a variation of Cosine Distance. Taking UCF as an example, we pick the items that both users have rated before, and then use the ratings of each user on these items
where d is the number of co-rated items. If we subtract each element by the average rating of user u, the vector will be changed to ( )
. In this case, the Pearson Correlation is equivalent to Cosine Distance. With Pearson Correlation, the accuracy of similarity computation can be improved to a certain extent. However, it still suffers from many issues.

Data Sparsity. It's difficult to find co-rated entries when the data is sparse. For instance, Bob and Lucy haven't consumed the same items before (Table 1) . Thus, the similarity between them cannot be computed with existing methods given in section 2.1. Furthermore, the similarities between users or items may not be obtained in the same dimensionality. For example, Alice and Lucy both rated milk and cake (Table 1) , the similarity between them is computed in 2-dimensional spaces; while Bob and Lily just have one co-rated entry, bread (Table 1) , the similarity between them is computed in 1-dimensional space. The results are biased.
 Data Correlation. In this paper, data correlation corresponds to the common features hidden in the data coming from the similar attributes among users or items. For instance, people who like Tom Cruise tend to give similar rating to movies "Mission: Impossible III" and "Mission: Impossible 4"; people with same age will have similar taste, so the ratings on the same item will be close. These correlations among the ratings result in the non-orthogonal vector space since the elements in different dimensions are not independent. Although the Pearson Correlation has eliminated the influence of average rating, such rating correlation still exists. Therefore, the similarities computed with these similarity measurement methods are not accurate.
Because of these issues, in practice, the similarity between two users or items computed with Cosine Distance or Pearson Correlation is not accurate. Consequently, if we take a weighted average of the ratings using the similarities to produce the prediction directly, we may not get a good result. To take these problems into consideration, Xie et al. [21] utilized the statistical values of the ratings related to the object to form the vector for the similarity computation, which improved the accuracy of prediction. In this paper, we abstract these problems as data sparsity and data correlation, and use the Grey Forecast model for rating prediction.
Contributions
The process for Grey Forecast to make prediction can be described as: The Cosine Distance method is used to measure the similarity between two items. Then, a m m × similarity matrix will be generated, where m is the number of items. Although the similarity computation is not accurate, as has been discussed in section 2.3, the value can represent the degree of similarity. Thus, in our algorithm, we don't use the exact value of similarity but rather just rank the items according to them. Then, to generate the prediction of the active user u on item i, the k most similar items that have been rated by the active user to item i are chosen. Finally, we use these items as input to construct a Grey Forecast model and predict the rating of the active user u on item i. If user u didn't rate k items, the fixed value will be used to complete k ratings. Empirically, the fixed value can be the median value of rating scale. For example, when the rating scale is 1-to-5, number 3 is selected as the fixed value.
With this method, there are three main contributions in this paper:
 Overcoming Data Sparsity. Although the data is sparse and few items has been rated by each user, only a few neighbors are needed to construct the Grey Forecast model for our algorithm and the experimental results show that the prediction accuracy is still high even when k is equal to 5. Therefore, the proposed algorithm can efficiently address the data sparsity problem.

Benefiting From Data Correlation. The stronger the data correlations are, the more accurate the Grey Forecast model will be. In other words, the proposed algorithm can efficiently benefit from the data correlations rather than eliminate them. 
PROPOSED ALGORITHM
. The experimental results compared with UCF and ICF (with Cosine Distance for similarity measurement) show that our algorithm gets better performance in prediction accuracy. Especially, with the MovieLens dataset, the accuracy has been improved by over 20% in terms of MAE. Moreover, the value of k can be very small without losing in accuracy.
Memory based CF algorithms aggregate ratings of similar users on the target item or ratings of active user on similar items to generate prediction. Consequently, the accuracy of prediction depends mainly on the similarity computation. However, when the data is sparse with strong correlations, existing similarity measurement methods cannot obtain accurate similarities between users or items. In other words, the similarities are not very accurate. Hence, we cannot use the similarities to produce a reliable prediction directly. In this paper, the Grey Forecast model is used for rating prediction. There are two steps: rating preprocessing and rating prediction.
Rating Preprocessing
Since the similarities between items computed by existing similarity measurement methods have value, we use them to preprocess the ratings. Firstly, for simplicity, the Cosine Distance method is utilized to compute the similarity between two items. Then a m m × similarity matrix will be generated, where m is the number of items. If we want to predict the unrated entry of user u on item i in the rating matrix, the k most similar items of item i that have been rated by user u are chosen. Note that, when user u didn't rate k items, the fixed value with lowest similarity will be used to complete k ratings. Finally, the k ratings are sorted according to their similarities to item i to produce a rating sequence, where the rating with the highest similarity will stand last. In the next step, the proposed algorithm will take the rating sequence as input to construct the Grey Forecast model and forecast the rating that user u will give to item i. For instance, a fragment of a rating matrix with ratings in 1-to-5 scale is shown in 4 , and i 9 will be selected, since they have been rated by user u 3 and have higher similarities with item i 1 . Then the rating sequence is (4, 3, 5) . Furthermore, if we set k=7, since the number of items rated by user u 3 is less than 7, all ratings of items rated by user u 3 will be chosen and the median value of rating scale 3 will be used to complete seven ratings with lowest similarity. Then the rating sequence (3, 3, 5, 4, 4, 3, 5) is generated, and the first two numbers are replaced with 3 in the rating sequence. Note that, when two or more ratings have the same similarity but the values are not equal, the order is random. 

The correlations between them are strong, since they are the k most similar items to the target item. The similarities between them will be also very high. Hence, these ratings are regular not random.
This sequence can be regarded as rating sequence sorted by time. The most similar item's rating can be regarded as the latest rating of active user, which will have the biggest contribution to the rating prediction of active user on the target item. This is the reason why we sort the ratings according to their similarities to the target item from low to high.
In these cases, the effective way for rating prediction is to find out the law hidden in the rating sequence and benefit from it.
Rating Prediction
Grey theory was originally developed by Deng in 1982 [22] . It mainly focuses on model uncertainty and information insufficiency in analyzing and understanding systems via research on conditional analysis, prediction and decision making. A recommender system can be regarded as a Grey system and with our algorithm, the Grey Forecast model is used to yield the rating prediction. The Grey Forecast model utilizes accumulated generation operations to build differential equations, which benefit from the data correlations. Meanwhile, it has another significant character of requiring less data so it overcomes data sparsity problem. The rating sequence generated in the phase of rating preprocessing is all that is needed as input for model constructing and future forecasting. These are the reason why we choose the Grey Forecast model for rating prediction, and the GM(1,1) method is adopted in this paper. GM(1,1) indicates a one variable and first order Grey Forecast model. The general procedure for a Grey Forecast model is derived as follows [23] :
Step 1: Assume the original rating sequence to be
corresponds to the original rating of user u on the (k-t+1)-th most similar item or the t-th value of the rating sequence. k is the number of neighbors or the length of the rating sequence and must be equal to or larger than 4.
Step 2: A new sequence ) 1 ( u r is produced by the Accumulated Generating Operation (AGO).
Step 3: Build a first-order differential equation.
) denotes a horizontal developing coefficient. The selecting criterion of α is to yield the smallest prediction error rate. We conducted extensive experiments with different values of α , and find that when 5 . 0 < α , Grey Forecast model based method performs well. Therefore, in our experiments, we set
Step 4: From Step 3, we get the forecasting model GM(1,1):
Where a is the development coefficient, and b is grey action, and
Step 5: Inverse Accumulated Generation Operation (IAGO). Because the Grey Forecast model is formulated using the data of AGO rather than original data, we should use IAGO to convert the data of AGO to an actual rating prediction: Obviously, during the estimate of parameters a and b in Step 4, a matrix inverse operation is needed. Hence, we cannot always forecast the ratings using Grey Forecast model. In these cases, the average of k ratings is used as the rating prediction of the active user on the target item.
EXPERIMENTAL RESULTS
In this section, we present the results of the experimental evaluation of our novel algorithm. We describe the datasets used; the experimental methodology as well as the performance improvement compared to the traditional memory based collaborative filtering methods introduced in section 2.
Datasets
We deployed our proposed algorithm, as well as UCF and ICF methods on two standard datasets: MovieLens [24] and EachMovie [25] . Both of these are publicly available movie rating datasets. MovieLens rating sets were collected by GroupLens research from MovieLens web site (http://movielens.umn.edu). There are three different sizes of available datasets. In this paper, the MovieLens 1M was used, which consists of 1 million ratings (in 1-to-5 star scale) from 6,040 users on 3,952 movies. We also implemented the experiments on the other dataset, EachMovie, which was collected by DEC Systems Research Center. It consists of 2,811,983 numeric ratings of 74,424 users on 1,648 different movies (films and videos). Since the ratings are mapped linearly to the interval [0, 1], for conveniently, we multiplied the ratings by 5, and deleted the records that ratings were zero. Finally, 2,464,792 ratings were obtained, which were in 1-to-5 rating scale. Table 3 summarizes the statistical properties of both datasets. The sparsity level of the dataset is computed as [1] : # # # total entries rating entries sparsity level total entries 
Metrics and Methodology
We perform 5-fold cross validation in our experiments. In each fold we have 80% of data as the training set and the remaining 20% as the test set. Since our work mainly focuses on the algorithm that can accurately predict a user's rating on a specific item, the Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are used in our evaluation. These two metrics are frequently utilized for measuring the differences between predicted ratings and the user's real ratings. MAE [26] and RMSE [27] are defined as:
Where T is the set of all pairs (u, i) in the test set. To evaluate the performance of our proposed algorithm we compare three methods:  Grey Forecast model: The novel rating prediction model adopted in this paper. Using Cosine Distance as the items' similarity measurement.

User based CF: This is well-known user based collaborative filtering method. The Cosine Distance measurement method computes the similarity between two users.

Item based CF:
This is also a memory based approach, which calculates the similarity between two items with Cosine Distance. Figure 1 and Figure 2 show the MAE and RMSE values of all three methods on the MovieLens dataset. The Cosine Distance method is used for the similarity computation between users or items. Then we find k nearest neighbors for them, and k is adopted as 5, 10, 15, 30, 40, and 60, respectively. For Grey Forecast model, we set the horizontal developing coefficient
Experimental Results
. Meanwhile, if certain user didn't rate k items, the fixed value 3 will be used with lowest similarity so that the rating sequence will always have k numbers. The results illustrated in these two figures report that Grey Forecast model based method has the lowest prediction error. Moreover, as the k increases, UCF and Grey Forecast model based method can achieve better performance, while the prediction accuracy of ICF method decreases smoothly. Because the ratings per item are more than the ratings per user (Table 3) , it is easy for UCF method to find users who have rated the specific item in k nearest neighbors. On the contrary, for ICF method, it is difficult to find items which are rated by the active user in the k nearest neighbors. Therefore, UCF method presents higher accuracy than ICF method. Similarly, Figure 3 and Figure 4 illustrate the MAE and RMSE values of all comparison methods on the EachMovie dataset. The experiment design and the parameters selection are the same. These results also show that the Grey Forecast model based method can generate more accurate prediction than other two methods, and UCF method outperforms ICF method as measured by the error metrics. As the k increases, the Grey Forecast model based method and UCF method improve the prediction accuracy, while the performance of ICF method smoothly decreases. For better observation of the slight difference of performance among these three methods, we average the prediction error of different k values. Consequently, the MAE and RMSE values comparison of three methods on two datasets are illustrated in Figure 5 and Figure 6 , respectively. All the results are summarized in Table 4 . Moreover, since the EachMovie dataset is sparser than the MovieLens dataset, the prediction accuracy in the MovieLens dataset outperforms that in the EachMovie dataset. 13.1 15.0 As described above, the Grey Forecast model based method yields more accurate prediction than traditional memory based CF. In our experiments, we also find that Grey Forecast model based method can achieve better performance even when the k value is very small. For the Grey Forecast model based method, we set k equal to 5 (k GF =5), while we set k equal to 100 (k CF =100) for the other two methods, UCF and ICF. The MAE and RMSE values are compared, and Table 5 summarizes the comparison results. GF stands for Grey Forecast model based method.
The results in Table 5 show that the Grey Forecast model based method can generate high accuracy prediction even when the selected neighbors are quite small. Although the number of nearest neighbors reaches up to 100, the UCF and ICF methods still suffer from low accuracy. Moreover, the UCF method outperforms the ICF method on both datasets. 
Time Complexity Analysis
Grey Forecast model has the similar time complexity with that of ICF method in constructing similarity matrix and finding neighbors because both of them compute the similarities between items, while UCF method computes the similarities between users to construct the similarity matrix. As the number of users is much larger than that of items in real systems, UCF method achieves the lowest efficiency in similarity matrix constructing. Furthermore, the similarity matrix constructing work can be done offline in practical applications. Therefore, we only consider about the time complexity of rating prediction. For UCF and ICF methods, the ratings of k CF nearest neighbors are selected to compute the predicted score using Eq. (4) and Eq. (5), respectively, so the time complexities are O(k CF ). However, the Grey Forecast model based method need to construct the model with rating sequences and then generate predictions, which will exhibit high time complexity. It is observed that the rating sequence is very short, and each value is integer. Assume k GF is the length of rating sequence, which is also the number of neighbors used in Grey Forecast model based method. Moreover, we assume the rating scale is s (ratings are from 1 to s). Therefore, there are only GF k s combinations for the rating sequence. Different combination produces unique prediction. In our experiment design, the GF k s predictions are generated offline and stored in memory. When a rating sequence is inputted, the binary search is used to find the result, and the time complexity decreases to O(k GF logs). k GF is much less than k CF and the rating scale is also small, In the experiments, k CF =100, k GF =5, s=5, GF k s =3125, the storage space is less than 1M while O(k GF logs)<<O(k CF ). Therefore, we sacrifice small storage space to achieve better time efficiency so that Grey Forecast model based method does not loss efficiency.
CONCLUSION AND FUTURE WORK
Since the existing similarity measurement methods, such as Cosine Distance and Pearson Correlation, cannot compute the similarities between users or items accurately when the data is sparse and there exists strong data correlations, user based CF and item based CF methods don't perform well in prediction accuracy. In this paper, we used the Grey Forecast model for rating prediction in recommender systems and conducted extensive experiments on two movie datasets, MovieLens and EachMovie. The experimental results demonstrated that Grey Forecast model based method can overcome data sparsity, benefit from data correlations, and outperform traditional memory based CF methods (user based and item based approaches). In particular, even when only 5 nearest neighbors are adopted, the Grey Forecast model based method still reduces the prediction error by over 18% and 30% on the MovieLens and 6% and 10% on the EachMovie in terms of MAE compared to user based and item based methods with 100 nearest neighbors, respectively.
It is a well studied topic to improve the accuracy of recommendation. In this paper, we adopt a mature forecasting model in economics, the Grey Forecast model, to gain high accuracy recommendation. It opens a new era that we can use advanced technologies of other fields to construct novel recommender algorithms, which can well cope with problems in recommender systems, such as data sparsity, data correlation, and cold start. As an effective rating prediction method, the Grey Forecast model still has room for improvement. In our future work, when the user didn't rate enough k items, we will use the average of the user's ratings on all items instead of the fixed value to complete k numbers. Moreover, we will also try to compare the performance with different similarity measurement methods for Grey Forecast model based method.
