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Abstract
The integrability structures of the matrix generalizations of the
Ernst equation for Hermitian or complex symmetric d×d-matrix Ernst
potentials are elucidated. These equations arise in the string theory
as the equations of motion for a truncated bosonic parts of the low-
energy effective action respectively for a dilaton and d × d - matrix
of moduli fields or for a string gravity model with a scalar (dilaton)
field, U(1) gauge vector field and an antisymmetric 3-form field, all de-
pending on two space-time coordinates only. We construct the corre-
sponding spectral problems based on the overdetermined 2d×2d-linear
systems with a spectral parameter and the universal (i.e. solution in-
dependent) structures of the canonical Jordan forms of their matrix
coefficients. The additionally imposed conditions of existence for each
of these systems of two matrix integrals with appropriate symmetries
provide a specific (coset) structures of the related matrix variables.
An equivalence of these spectral problems to the original field equa-
tions is proved and some approach for construction of multiparametric
families of their solutions is envisaged.
Keywords: Ernst equations, string gravity, integrability, spectral prob-
lems, monodromy
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1
Introduction
Integrability properties of various known today integrable reductions
of Einstein’s field equations in General Relativity for the field con-
figurations admitting two-dimensional groups of space-time symme-
tries have been studied using different forms of the reduced dynamical
equations, each found most convenient in different contexts. The con-
struction for these equations of equivalent spectral problems, prolon-
gation structures, representations of the infinite-dimensional algebra
of internal symmetries opened different ways for applications to the
analysis of these equations of various powerful ideas and methods of
the modern theory of nonlinear integrable systems such as the inverse
scattering methods and soliton techniques, group-theoretic approach
and Ba¨cklund transformations, algebro-geometric methods and finite-
gap solutions, etc.
Although the integrability of space-time symmetry reduced Ein-
stein equations was discovered first for vacuum gravitational fields
using a matrix sigma-model-like form of these equations [1], [2], the
Ernst equations (or generalized Ernst equations) represent very com-
pact forms of the dynamical parts of various integrable reductions of
Einstein’s field equations, providing convenient tools for the analysis
of their structures and internal symmetries as well as for development
of various solution generating methods. Originally, the Ernst equation
for stationary axisymmetric vacuum gravitational fields was derived
by F.J. Ernst [3] as a nonlinear equation for a complex scalar potential
E . A similar reduction of electrovacuum Einstein - Maxwell equations
for stationary axisymmetric fields leads to a system of two quasi-linear
equations for two scalar complex Ernst potentials E , Φ [4]. This sys-
tem reduces to the mentioned above vacuum Ernst equation provided
the electromagnetic Ernst potential Φ vanishes. Besides these elliptic
equations, the similar reductions of vacuum Einstein equations and
electrovacuum Einstein - Maxwell equations for the fields depending
on time and one spatial coordinate also lead to the so called hyperbolic
Ernst equations. Farther generalization of these integrable reductions
of the field equations of classical General Relativity had been found for
Einstein - Maxwell - Weyl equations for gravitational, electromagnetic
and massless two-component spinor fields [5].
In the recent years much attention has been attracted by various
low-energy effective string and string gravity models which bosonic
mode dynamics is described by some generalized Einstein equations
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for a system of gravitational and massless scalar, vector and tensor
fields with a very specific coupling between them. In the simplest
models with only some of the bosonic modes of the string considered
to be excited and in the presence of two commuting space-time isome-
tries the reduced dynamical equations of the corresponding truncated
effective field theory have been found equivalent to some matrix gener-
alizations of the vacuum Ernst equation. In particular, for the reduced
dynamical equations of a string model with a scalar (dilaton), d× d -
matrix of moduli fields and vanishing all gauge fields the generalized
Ernst potential is a Hermitian d × d - matrix [6]. In another case, a
gravity model with one scalar field (dilaton), one U(1) gauge vector
field and an antisymmetric 3-form field whose dual is expressed using a
pseudoscalar (axion) field1 is described by generalized (matrix) Ernst
equations for a complex symmetric 2×2 matrix Ernst potential [7, 8].
The similarity of these generalized matrix equations to the vacuum
Ernst equation which is known to be integrable, as well as the large
groups of internal symmetries found for these equations had created
reasonable sureness for many authors that these matrix equations are
also completely integrable. However, it seems that the theory of these
equations has not been developed enough to elucidate their rich (viz.
integrable) internal structure and to use it for constructions of various
nontrivial solutions. The purpose of this paper is to piece out this
shortage and to reformulate the mentioned above generalized Ernst
equations in terms of equivalent matrix spectral problems and to en-
visage a general approach for construction of multiparametric families
of their solutions.
Matrix Ernst equations
For the field configurations depending on two of the four space-time
coordinates the dynamical equations of the string models mentioned
in the Introduction can be reduced to the following complex matrix
1This model is known also as the Einstein - Maxwell - dilaton - axion theory or simply
EMDA model. However, it seems useful to mention that this name and its abbreviature
are as convenient as missleading because, as one can see easily, the field equations of
this model for vanishing axion and dilaton fields don’t reduce to the standard Einstein -
Maxwell equations of General Relativity but to those with essential additional constraints.
3
equations
2Eξη −
1
ξ − η
(Eξ − Eη)− Eξ · (ReE)
−1 · Eη − Eη · (ReE)
−1 · Eξ = 0
(a) E† = E or (b) E∗ = E
(1)
where † denotes the Hermitian conjugation and ∗ is a transposition
of the matrices, E is a complex d× d-matrix Ernst potential which is
Hermitian (case (a)) or symmetric (case (b)). The case (b) with d = 1
corresponds to the original vacuum Ernst equation. The dimension
d of the matrix E should be d = 8 for 2D heterotic string model [6]
or d = 2 for the 4D gravity model with axion, dilaton and one U(1)
vector fields [8], however below we leave this natural (positive integer)
parameter to be unspecified.
The space-time coordinates ξ and η in (1) are real null-cone co-
ordinates in the hyperbolic case (the Ernst potential E and all field
variables in this case are functions of time and one spatial coordi-
nate) or they are complex conjugated to each other in the elliptic case
(the Ernst potential E and all field variables in this case depend on
two spatial coordinates only). To distinguish these cases we use the
parameters ǫ, j:
ǫ =
{
1 – the hyperbolic case,
−1 – the elliptic case,
j =
{
1 for ǫ = 1,
i for ǫ = −1.
The considerations below concern the space of all local solutions
of (1) which are assumed to be holomorphic functions of ξ and η in
some local region near a chosen “initial” or “reference” point (ξ0, η0).
It is assumed also that using the existing gauge freedom the Ernst
potentials at this initial point are reduced to a “standard” value:
E(ξ0, η0) = G0, G0 = diag{ε1, ε2, . . . , εd }, ε
2
k = 1. (2)
Later we assume this “normalization” for all solutions. The choice of
εk (the signature of G0) is the same for all solutions of a given model,
but it can be model-dependent and different for hyperbolic and elliptic
cases.
Spectral problems for d×d-matrix equations (1)
For construction of the spectral problems for the equations (1) we use
a “selfdual” overdetermined linear systems with a spectral parameter
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which generalize a system found for vacuum Einstein equations (in
another context) by Kinnersley [9]. For various integrable reductions
of Einstein’s field equations the systems of this type have been used by
different authors (see, for example, [10], [11], [12] and the references
therein). For the case (b) and d = 2 such form of the spectral problem
was suggested in the paper [13]. Now we consider the most general
spectral problem for 2d× 2d-matrices
Ψ(ξ, η, w), U(ξ, η), V(ξ, η), W(ξ, η, w) (3)
where w is a spectral parameter. This includes the following parts.
The overdetermined linear system. This is the linear system for
Ψ with the condition that its matrix coefficients should possess the
universal (i.e. solution independent) canonical (Jordan) forms:{
2i(w − ξ)∂ξΨ = UΨ,
2i(w − η)∂ηΨ = VΨ
∥∥∥∥ U0 = F−1+ UF+ = diag {i, . . . , i, 0, . . . , 0},V0 = F−1− VF− = diag {i, . . . , i︸ ︷︷ ︸
d
, 0, . . . , 0︸ ︷︷ ︸
d
}.
(4)
where we do not impose any constraints on the transformation ma-
trices F± besides a condition of their existence. We require also the
existence for the system (4) of two matrix integrals of special struc-
tures.
The matrix integrals in the Hermitian case (a). In this case one
of the integrals, denoted farther as K(w), should be symmetric and
satisfy the conditions
Ψ
∗
WΨ = K(w), K∗(w) = K(w),
∂W
∂w
= 4iΩ
(a)
, Ω
(a)
=
(
0 I
I 0
)
,
(5)
while the other integral, denoted below as L(w), is Hermitian and
possessing the structure
Σ(ξ, η, w)Ψ†Ω
(a)
Ψ = L(w), L†(w) = L(w), Σ2 ≡ (w − ξ)(w − η),
(6)
where Ψ†(ξ, η, w) ≡ Ψ∗(ξ, η, w), the matrices K(w) and L(w) are co-
ordinate independent functions of w, Σ is an auxiliary scalar function,
Ω is a symmetric constant matrix and I is a unit d× d-matrix.
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The matrix integrals in the symmetric case (b). In this case, the
first integral should be Hermitian and determined by the expressions
Ψ
†
WΨ = K(w), K†(w) = K(w),
∂W
∂w
= 4iΩ
(b)
(7)
while the second integral should be antisymmetric and it takes the
form
Σ(ξ, η, w)Ψ∗Ω
(b)
Ψ = L(w), L∗(w) = −L(w), Ω
(b)
=
(
0 I
−I 0
)
(8)
where the matrix I and the function Σ are the same as in (5) and (6).
Gauge transformations and normalization of solutions. The spec-
tral problems described above, admit two groups of pure gauge trans-
formations. One of them consists of the transformations of the form
Ψ → ΨC(w), where C(w) is an arbitrary non-degenerate matrix de-
pending on the spectral parameter only. This gauge freedom can be
used for a normalization of the function Ψ at the chosen initial point
(ξ0, η0), where we have normalized the Ernst potential by the condi-
tion (2). Choosing C(w) = Ψ−1(ξ0, η0, w), we achieve without any
loss of generality
Ψ(ξ0, η0, w) = I (9)
where I is a 2d × 2d unit matrix. This specifies the values of the
integrals2:
K(w) =W0(w), L(w) = Σ(ξ0, η0, w)Ω, (10)
where W0(w) is the value of W(ξ, η, w) at the initial point. The
transformations of the second group don’t violate the condition (9).
They are determined by the following actions
Ψ→ AΨA−1,
U→ AUA−1 W→ A†−1WA−1
V→ AVA−1 W0 → A
†−1
W0A
−1 (11)
where a constant 2d× 2d-matrix A should satisfy the invariance con-
ditions A†ΩA = Ω and A∗ΩA = Ω. These imply that the matrix A
2For simplicity, here and below in most expressions we do not supply the matrix Ω and
various functions by the case corresponding suffices (a) or (b).
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should be real and possess for the cases (a) and (b) respectively the
structure
A
(a)
=
(
(L∗)−1 + ω2Lω1 ω2L
Lω1 L
)
, A
(b)
=
(
(L∗)−1 + δ2Lδ1 δ2L
Lδ1 L
)
(12)
where L is an arbitrary non-degenerate real d × d matrix, ω1, ω2 are
real antisymmetric d× d-matrices and δ1, δ2 are real symmetric d× d-
matrices. In accordance with (10) the normalization (9) corresponds
to a special forms of the matrix integrals
(a) : Ψ∗WΨ =W0(w), (b) : Ψ
†
WΨ =W0(w),
Ψ
†
ΩΨ = λ−1+ λ
−1
− Ω Ψ
∗
ΩΨ = λ−1+ λ
−1
− Ω
(13)
where the scalar functions λ+(ξ, w) =
√
(w − ξ)/(w − ξ0), λ−(η,w) =√
(w − η)/(w − η0) and λ+(ξ, w = ∞) = 1, λ−(η,w = ∞) = 1. As
it follows from (5) and (7), the matrix W(ξ, η, w) and therefore, its
initial value W0(w) ≡W(ξ0, η0, w) are linear functions of w with the
case-dependent symmetry:
W = 4i(w − β)Ω +G
W0 = 4i(w − β0)Ω+G0
(a) : G = G∗ (b) : G = G†
G0 = G
∗
0 G0 = G
†
0
(14)
where the terms with β ≡ (ξ + η)/2 and β0 ≡ (ξ0 + η0)/2 were in-
troduced for later convenience. The gauge transformations (11), (12)
can be used for reducing of the matrices G0 to some standard values,
say
(a) : G0 = 4
(
−ǫα20G0, 0
0 G0
)
, (b) : G0 = −4
(
ǫα20G0, 0
0 G0
)
(15)
where α0 = (ξ0−η0)/2j and the d×d-matrix G0 is chosen to coinciding
with the initial value for the Ernst potential defined in (2).
The spectral problems versus the Ernst equa-
tions.
Theorem The spectral problem (3), (4), (5), (6) is equivalent to the
Ernst equation (1) with a Hermitian Ernst potential and the spectral
problem (3), (4), (7), (8) is equivalent to the Ernst equation (1) with
a complex symmetric Ernst potential matrices.
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The condition of existence of the integral L(w). Differentiating (6),
(8) and using (16) and (4) we obtain that the existence of the integral
L(w) leads to the relations3:
(a)
ǫ = 1 :
{
ΩU−U†Ω = iΩ
ΩV −V†Ω = iΩ
ǫ = −1 :
{
ΩU−V†Ω = iΩ
ΩV −U†Ω = iΩ
(b) ǫ = ±1 : ΩU+U∗Ω = iΩ, ΩV+V∗Ω = iΩ
(17)
The condition of existence of the integral K(w). Differentiating (5)
and (7) and using (16), (4), we obtain for the case (a):
∂ξG = 2iΩ− 2ΩU− 2U
∗
Ω, (G+ 4ijαΩ)U = −U∗(G+ 4ijαΩ),
∂ηG = 2iΩ− 2ΩV − 2V
∗
Ω, (G− 4ijαΩ)V = −V∗(G− 4ijαΩ).
(18)
where 2jα = ξ − η. For the case (b) with ǫ = 1 we have the similar
relations
∂ξG = 2iΩ− 2ΩU+ 2U
†
Ω (G+ 4iαΩ)U = U†(G+ 4iαΩ)
∂ηG = 2iΩ− 2ΩV + 2V
†
Ω (G− 4iαΩ)V = V†(G− 4iαΩ)
(19)
and for the case (b) with ǫ = −1 we have
∂ξG = 2iΩ − 2ΩU+ 2V
†
Ω (G− 4αΩ)U = V†(G− 4αΩ)
∂ηG = 2iΩ − 2ΩV + 2U
†
Ω (G+ 4αΩ)V = U†(G+ 4αΩ)
(20)
Structure of G, U, V implied by existence of matrix integrals. If
we express now the products ΩU and ΩV from (17), substitute them
into the corresponding equations (18) or (19), (20) with derivatives of
G and apply a transposition to the equations obtained, taking into
3Differentiating the expressions (6) and (8) with respect to ξ and η we have to take
into account that ξ and η are real in the hyperbolic case and they are complex conjugated
to each other in the elliptic case. Therefore, for ǫ = 1 and ǫ = −1 we obtain respectively{
∂ξ(Ψ
†) = −Ψ†U†/2i(w − ξ)
∂η(Ψ
†) = −Ψ†V†/2i(w − η)
{
∂ξ(Ψ
†) = −Ψ†V†/2i(w − ξ)
∂η(Ψ
†) = −Ψ†U†/2i(w − η)
(16)
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account the symmetries (14) of G, we obtain for both cases (a) and
(b) the relations
ǫ = 1 : ∂ξG = −2Ω(U+U) ǫ = −1 : ∂ξG = −2Ω(U+V)
∂ηG = −2Ω(V +V) ∂ηG = −2Ω(V +U)
(21)
From these relations for ǫ = 1 or using a complex conjugation and
taking into account the rules (16) for ǫ = −1, we arrive at ∂ξ(G−G) =
0 and ∂η(G −G) = 0. In view of (14) and (15) these last conditions
mean the reality of G. Thus, in both cases (a) and (b) we obtain
G = G∗, G = G. (22)
We note now that for the case (a) the equations in the left column
of (18) and in the case (b) the equations in the left column in (19) or
(20) lead to the following expressions for the matrices U and V
(a) : U = −
1
4
Ω ∂ξG+
i
2
I+ iΩX+, V = −
1
4
Ω ∂ηG+
i
2
I+ iΩX−
(b) : U =
1
4
Ω ∂ξG+
i
2
I+ iΩY+, V =
1
4
Ω ∂ηG+
i
2
I+ iΩY−
(23)
whereX± are arbitrary antisymmetric and Y± are arbitrary symmetric
2d× 2d-matrices, and X±, as well as Y±, are real in the case ǫ = 1 or
complex conjugated to each other in the case ǫ = −1.
Now we have to substitute these expressions into the corresponding
algebraic equations of the right hand side columns in (18) and (19),
(20). Then separating the real and imaginary parts of these equations
for the case (a) or taking certain linear combinations of these equations
and their complex conjugations for the case (b) we obtain ∂ξ(GΩG±
16ǫα2Ω) = 0 and ∂η(GΩG ± 16ǫα
2
Ω) = 0, where the upper signs
correspond to the case (a) and the lower ones – to the case (b). Using
the expressions (14) and (15) we obtain from the last conditions the
relations
(a) : GΩG = −16ǫα2Ω, (b) : GΩG = 16ǫα2Ω. (24)
These conditions mean that the matrices G should possess the struc-
tures
G
(a)
= 4
(
−AGA− ǫα2G−1 −AG
G A G
)
, G
(b)
= −4
(
SGS + ǫα2G−1 SG
G S G
)
(25)
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where G, S are symmetric and A is an antisymmetric real d × d-
matrices. From the equations (18), (19), (20) we obtain also
(a) : G− 2jα∂ξG+GΩX+ −X+ΩG = 0,
G− 2jα∂ηG+GΩX− −X−ΩG = 0
(b) : G− 2jα∂ξG+GΩY+ − Y+ΩG = 0,
G− 2jα∂ηG+GΩY− − Y−ΩG = 0,
(26)
The equations (26) can be simplified considerably if we express the
matrices X±, Y± in the form X+ = (∂ξGΩG − GΩ∂ξG)/32jα +
X˜+, X− = (GΩ∂ηG − ∂ηGΩG)/32jα + X˜−, Y+ = (∂ξGΩG −
GΩ∂ξG)/32jα+Y˜+ and Y− = (GΩ∂ηG−∂ηGΩG)/32jα+Y˜−, where
the new matrix variables X˜± are antisymmetric and Y˜± are symmetric
2d × 2d-matrices and all of these matrices are real in the case ǫ = 1,
but in the case ǫ = −1, X˜± as well as Y˜± are complex conjugated to
each other. If we introduce then the matrices h defined as
(a) : h = −
1
4
ΩG, (b) : h =
1
4
ΩG, (27)
the matrices U and V can be expressed in the form
U
(a)
= ∂ξh−
i
jα
h ∂ξh+ iΩ X˜+, U
(b)
= ∂ξh−
i
jα
h ∂ξh+ iΩ Y˜+,
V
(a)
= ∂ηh+
i
jα
h ∂ηh+ iΩ X˜−, V
(b)
= ∂ηh+
i
jα
h ∂ηh+ iΩ Y˜−,
(28)
where the matrices X˜± and Y˜± should satisfy the relations
(a) : GΩ X˜± − X˜±ΩG = 0 (b) : GΩ Y˜± − Y˜±ΩG = 0
(29)
A general solution of these equations can be expressed in terms of the
d× d-matrices introduced in (25):
X˜± =
(
G−1 −A
0 I
)(
−ǫα2ω′± ω
′′
±
ω′′± ω
′
±
)(
G−1 0
A I
)
Y˜± =
(
G−1 S
0 I
)(
ǫα2δ± ω±
−ω± δ
′
±
)(
G−1 0
S I
) (30)
where ω′+, ω
′
−, as well as ω
′′
+, ω
′′
− and ω+, ω− are the pairs of antisym-
metric and δ+, δ− is a pair of symmetric arbitrary real (for ǫ = 1) or
complex conjugated to each other (for ǫ = −1) d× d-matrices. Thus,
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the expressions (25), (28) and (30) for both cases (a) and (b) represent
the general structures of the matrices G, U and V which are neces-
sary and, as one can show this easily, sufficient for the existence for
the linear system (4) of the matrix integrals K(w) and L(w).
The conditions for canonical forms of the matrices U and V. The
constructed above solution for U and V in the case (a) takes the form
U = iL+
(
I + (ω′′+ − ijαω
′
+)G
−1 i(E+ − iω
′
+)
0 G−1(ω′′+ + ijαω
′
+)
)
L
−1
+
V = iL−
(
I + (ω′′− + ijαω
′
−)G
−1 i(E− − iω
′
−)
0 G−1(ω′′− − ijαω
′
−)
)
L
−1
−
where L± =
(
I 0
−A∓ ijαG−1 I
)
,
E+ = Gξ −
i
jα
GAξG,
E− = Gη +
i
jα
GAηG
(31)
and for the case (b) this solution takes a similar form :
U = iL+
(
I − (ω+ + ijαδ+)G
−1 i(E+ − iδ+)
0 −G−1(ω+ − ijαδ+)
)
L
−1
+
V = iL−
(
I − (ω− − ijαδ−)G
−1 i(E− − iδ−)
0 −G−1(ω− + ijαδ−)
)
L
−1
−
where L± =
(
I 0
−S ∓ ijαG−1 I
)
,
E+ = Gξ −
i
jα
GSξG,
E− = Gη +
i
jα
GSηG,
(32)
the suffices ξ and η denote the derivatives, and the properties of d×d-
matrices in the above expressions were defined in the previous subsec-
tion. Consider now the constraints imposed on the above solution by
the condition of a specific structure (4) of its canonical Jordan forms.
For this we consider the characteristic matrix polynomial equation
which should be satisfied by any matrix with such canonical form:
UU− iU = 0, VV − iV = 0
Substituting here the expressions (31) and (32) presented in the forms
U = iL+
(
I + X+G
−1 Y+
0 G−1Z+
)
L
−1
+ ,
V = iL−
(
I + X−G
−1 Y−
0 G−1Z−
)
L
−1
−
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it is easy to find that the equations obtained in this way don’t include
the matrices L± and these equations take the forms
X+G
−1X+ = −X+ X−G
−1X− = −X−
X+G
−1Y+ + Y+G
−1Z+ = 0 X−G
−1Y− + Y−G
−1Z− = 0
Z+G
−1Z+ = Z+ Z−G
−1Z− = Z−
(33)
If we recall now that for the case (a) X± and Z± are antisymmetric,
and for the case (b) X± + Z± and X± − Z± are antisymmetric and
symmetric d×d-matrices respectively, the separation of symmetric and
antisymmetric parts of the equations (33) leads to the conclusion that
X± = Z± = 0. Therefore, the necessary conditions for the matrices U
and V of the forms (31) and (32) to possess the canonical forms (4)
are
ω′± = 0, ω
′′
± = 0, ω± = 0, δ± = 0.
It is easy to see that these conditions are also sufficient, and with these
conditions the matrices (31) and (32) can be factorized as follows:
U = F+
(
iI 0
0 0
)
F−1+ , V = F−
(
iI 0
0 0
)
F−1− , F± = L±
(
I −iE±
0 I
)
.
(34)
The Ernst potentials and the Ernst equations. The integrability con-
ditions of the system (4) consist of two matrix equations
Uη +Vξ +
1
2ijα
[U,V] = 0, Uη −Vξ = 0, (35)
where α ≡ (ξ− η)/2j. The upper right d× d-block of the last of these
equations leads to the condition ∂ηE+ = ∂ξE− and therefore, there
exists the generalized d × d-matrix Ernst potential E(ξ, η) with the
properties
∂ξE = E+, ∂ηE = E−, ReE = G, E(ξ0, η0) = G0.
The expressions (34) can be written more explicitly in the form
U =
(
iI + E+Ω+ −E+
Ω+(iI + E+Ω+) −Ω+E+
)
, V =
(
iI + E−Ω− −E−
Ω−(iI + E−Ω−) −Ω−E−
)
where the d× d matrices Ω± are defined by the expressions
(a) : Ω± = −A∓ ijαG
−1, (b) : Ω± = −S ∓ ijαG
−1.
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The upper right d × d-matrix block of the first equation in (35) for
the matrices U and V given just above and with the use of (31)
and (32) coincides with the generalized Ernst equations (1) with a
Hermitian or symmetric d×d-matrix Ernst potential respectively. On
the other hand, for any solution of the generalized Ernst equations
(1) the integrability conditions (35) are satisfied and there exists a
solution of the corresponding spectral problem. This completes our
proof of equivalence of the spectral problems constructed above to the
corresponding matrix Ernst equations.
Concluding remarks.
The spectral problems constructed above for the generalized Ernst
equations for Hermitian or complex symmetric d×d-matrix Ernst po-
tentials provide a general base for generalizations for these equations
of various approaches developed earlier for the analysis of the inter-
nal structure of other integrable reductions of Einstein‘s field equa-
tions. The monodromy transform approach [14], [11], [15], [16] is the
most general one, which takes into account many features which are
common for all known today integrable reductions of Einstein’s field
equations. This approach admits a natural generalization to the ma-
trix cases considered here. In particular, it can be shown that any
solution of the generalized matrix Ernst equations also can be charac-
terized by a set of functional parameters (depending on the spectral
parameter only) which constitute a complete set of the monodromy
data on the spectral plane of the corresponding fundamental solution
of the linear system (4). However, in contrast to the case of the Ernst
equation for vacuum gravitational fields, in which these monodromy
data can be expressed in terms of a pair of “projective” vectors de-
termined by their affine coordinates in the form k±(w) = {1,u±(w)},
where u±(w) is a pair of scalar functions of the spectral parameter
holomorphic in some local regions of the spectral plane, the mon-
odromy data in the generalized matrix cases are determined by a pair
of holomorphic functions which take their values in the complex Grass-
man space Gd,2d(C) and in the affine coordinates they are determined
by two holomorphic d× d-matrix functions u±(w):
k±(w) =
0
0
 1 . . .
1
∣∣∣∣∣∣∣
u
±
11(w) . . . u
±
1d(w)
...
. . .
...
u
±
d1(w) . . . u
±
dd(w)
 (a) : u±(w) = −u†±(w)
(b) : u±(w) = u
∗
±(w)
13
where the Hermitian conjugation is defined as u†±(w) ≡ u
∗
±(w) in
the hyperbolic case (ǫ = 1) and u†±(w) ≡ u
∗
∓(w) in the elliptic case
(ǫ = −1). The construction of solutions for any given monodromy
data can be reduced to solution of some systems of linear singular
integral equations of a Cauchy type. These equations admit infinite
hierarchies of explicit solutions as, for example, for rational and an-
alytically matched (viz. u+(w) = u−(w) ≡ u(w)) monodromy data.
However, these questions are expected to be a subject of the subse-
quent considerations.
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