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Abstract
 本論文では，極限作業ロボットを対象とした作業プランニングにおいて，その作業環境
を教示する方法を提案する．ロボットの作業プランニングにおいて，作業対象の形状，位
置，姿勢を記述する幾何モデルが必要となる．通常工業製品は物体の形状はデータベース
として保存することが可能であり，与えられた環境より，位置・姿勢を決定すればよい，
極限作業ロボットが作業する実環境は，特殊な状況であり，また高度作業が伴い，失敗が
許されない．不確実性を伴う完全自動による物体の検出よりむしろオペレータの介入によ
り確実かつ効率的なモデリングを行うことが重要である．そこで，本研究では，レンジフ
ァインダを用いて環境の距離データを取得し，オペレータとの対話的処理により，環境内
に存在する物体の位置・姿勢を決定する．あらかじめ，対象物体の形状データはCADモ
デル等で与えられているものとする．物体の形状データから位置・姿勢を決定する面の組
み合わせを考慮した教示ツリーを作成しておく．個々の状況に応じた，物体の位置・姿勢
の教示は次のように行う．対象とする物体を含む環境の距離データを取得したうえ，オペ
レータが教示ツリーの一部を選択することにより，距離データ内にある対応する面・エッ
ジ等の部分を指示する．これによりシステムが物体の位置・姿勢を決定する．本研究にお
いては，面の組み合わせを構造化したツリーにエッジ要素を導入して，オクルージョン等
の望ましくない状況にも対応ができるようにしている．さらに対象物体とその作業内容を
考慮し，ツリーに優先順位を持たせることによって，作業に適したものとすることを可能
にしている．本研究で提案した手法により，極限作業ロボットが作業する特殊な環境にお
いても，従来よりも迅速，かつ効率的で正確な位置・姿勢の教示が可能となり，さらにタ
スクに適した教示ツリーにより，オペレータに対する負担の軽減が可能となる．
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第1章序章
 近年，原子力発電施設関連作業ロボットや海底石油生産施設関連作業ロボット，石油生
産施設関連防災ロボットなどの極限作業ロボットの研究が積極的に進められている．これ
らのロボットは放射線や高水圧，高温といった人間が立ち入ることのできない領域で，プ
ラントの保守・点検・修理や災害の状況把握・拡大防止，さらには救援などの高度な作業
を行うものである．一般にこの種の作業は失敗が許されず，このような実環境でロボット
が自律的に作業を行うためには，センシング，プランニング，マニピュレーションを統合
した作業計画機能が不可欠であり，それらを確実に行うシステムが要求される．それゆえ，
不確実性を含んだ自動化よりも，人間の介入によりミスのない作業を実行することがもっ
とも大切なことである．むしろ重要なことはオペレータに負担をかけずに確実な作業を行
うことである．
 このような背景の中で，ロボットの作業プランニングにおいては作業環境内に存在する
物体の形状や位置・姿勢を記述する幾何モデルが重要な役割をもつ．それゆえ，計算機の
中に幾何モデルが正確に構築されていくことが望ましい．コンピュータビジョンの分野で
は，3次元物体認識技術が急速に発達し，物体の位置・姿勢の決定を同時に自動的に行う
システムが多く開発されてきている［1】一［6］．しかしながら，これらの研究では，環境の3
次元データがほぼ完全に得られており，かなり理想的な状況を対象としている．極限作業
ロボットの作業環境というのは，これとは異なり，一般的に狭い範囲に多くの物体が配置
され，オクルージョンが非常によく発生する．さらに，物体の鏡面反射や三角測量にとも
なう不可計測領域のため，得られるデータはさらに少なくなる．それゆえ，コンピュータ
ビジョンにおいて利用されるそれらの手法を極限作業ロボットの幾何モデリングに直接利
用することは，難しい場合が多い．極限作業ロボットの作業環境の幾何モデリングに関し
ては，正確さ，速さ，効率のためには，オペレータの手助けがいまだ必要なのである．
 一般に，工業製品などの物体の形状はデータベースとして蓄えておくことが可能であ
り，その場合決定するべき要素は位置と姿勢ということになる．原子力発電施設や石油生
産施設等，極限作業に関しても，その条件が当てはまる．また環境を計算機に構築する場
合に作業環境すべてをモデル化するのでは広大な情報量を必要とし，効率のよい幾何モデ
ルとはいえない．ロボットが行うべき作業内容（タスク）に関係した部分だけを必要な情
報とし，モデル化することによって最小限の情報で環境幾何モデルとすることが重要であ
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る．そのため環境の中から作業対象となる物体を抽出し，その位置・姿勢を決定すること
が重要な役割を持つ．原子力用ロボットのビジョンシステムとして，レーザポインタによ
る計測によって正確に位置と姿勢を与えるシステムが提案された［7｝［9］．しかしながら，
このシステムは，最適な位置・姿勢の決定方法の選択，オペレータによるレーザポインタ
のスポッティング制御，物体のエッジや頂点上のスポッティング，単一視点だけからのモ
ニタリングなど，いくつかの間題を持っていた．これらはオペレータに多大な負担をかけ
るものである．
 これらの問題を解決するために，これまでに，レンジファインダを用いた面ベースによ
る対話的な位置姿勢の決定法が提案された［10］・［16］．このシステムでは，レンジファイダ
を使用し，大域かつ綿密な3次元データを獲得するため，オペレータがレーザポインタを
制御する必要はない．また位置・姿勢の決定には，面の組み合わせを表した教示ツリーを
用いている．物体の形状データより位置・姿勢を決定するために，必要かつ最小限の面の
組み合わせを考慮しているため，不定自由度の残ることなく，正確に位置と姿勢を決定す
ることが可能となっている．またオクルージョンや鏡面反射などによって対象物の計測し
た3次元データが，完全に得られない場合においても位置・姿勢を決定するための面の一
部がデータとして得られていることによって，望ましくない状況下においても柔軟に対応
できる．しかしながら，状況によっては，計測によって得られる3次元データに，位置・
姿勢を決定する最小限の面の組み合わせが必ずしも存在するとは限らない．
 そこで，本研究は，位置・姿勢の組み合わせに加え，物体を構成するエッジ要素を用い
る線の3次元情報を教示ツリーに導入する手法を提案する．これまでのツリーに位置・姿
勢を決定するためにデータの獲得状況により不十分となる面の組み合わせを考慮し，その
場合に必要となる各面を構i成するエッジ要素のツリーを構築する．これによってオクルー
ジョン等による望ましくない状況や，センサと対象物の配置から位置・姿勢を決定する面
の組み合わせが計測された3次元データに存在しない場合においても物体の位置・姿勢の
決定が可能で，幾何モデルを生成することができる．また，ロボットに作業を行わせると
いう点での幾何モデルということを考えると，位置・姿勢が，その行うべき作業内容（タ
スク）に準じたものとして決定されることが，プランニングを効率かつスムーズに行うた
めに重要な役割を持つことになる．そこで，本手法では，面やエッジの教示ツリーを生成
する際に，ロボットが行うべき作業内容（タスク）を考慮し，タスクに関係のある面やエ
ッジほどツリーに高い優先順位をつける．優先順位をつけることによって，オペレータが
容易に組み合わせを選択できるとともに，その選択がタスクとのつながりを持っているた
め，作業教示する場合での信頼性という点でも，大変効果がある．
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第2章物体の位置・姿勢の決定法
2．1 面ベースによる位置姿勢の決定
 本研究では，物体の形状データからそれを構成する面成分と，レンジファインダによっ
て得られる3次元データから面データを導出して，その座標と法線ベクトルを用いて照合
することにより対象物体の位置・姿勢を決定する事を基本とする．計測された3次元デー
タからエッジを導出し，エッジベースで物体の位置・姿勢を決定することも考えられる．
しかし，本研究においては，基本となる部分においてはエッジベースによる位置・姿勢の
推定よりも，以下の理由で，面ベースによるそれを優先して考える．
●レンジファインダによって直接得られるデータは，対象物体の表面上のデータであ
る．そのため，面データを用いると，エッジのみのデータを用いるより，データの有
効利用率が格段に高くなる．
●エッジをベースとして位置・姿勢を決定する場合，観測されたレンジデータから，
エッジ要素を導出することになる．そういった場合，実際にロボットが作業する環境
においては，レンジデータのエッジには，物体を構成する実エッジのほかに，オクル
ージョンによって発生する見かけ上のエッジも含まれるため，それらを識別するのが
困難で，効率的なモデリングができない．
 以上のことにより，面ベースでの位置・姿勢の決定法を優先させる．次節において，物
体の形状データと，レンジデータから導出された面データとを比較する場合，対象物体の
位置・姿勢を決定するために必要な面の組み合わせについて説明する．
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2．2 位置・姿勢を決定する面の組み合わせ
 あらかじめ与えられている形状データの面と，レンジデータから導出した面データとを
比較して，その座標と法線ベクトルを用いて物体の位置・姿勢を決定する場合，ひとつの
面のみが一致するだけでは不十分である．このような場合について図を用いて例をあげる．
z
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（b）観測されたデータ
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Y
図1． 一つの面のみが一致する場合
 上図1．（b）のような観測されたデータがあるとして，既知である形状データ図1．（a）の
面Fをその位置と法線ベクトルによって，観測された面データと一致させるとする．する
と図1．（c）のようになり，直方体に3次元座標を対応させると，一つの面Fのみが一致し
た場合，Z軸に平行な回転成分と，XY平面に平行な並進成分の自由度が残ってしまう．面
の一致によって物体の位置・姿勢を決定するためには，このような自由度が残らないよう
にしなければならない．つまり，複数の面を組み合わせることによって，形状データと観
測データの問の不定自由度を無くすことにより，物体の位置・姿勢を決定するということ
である．本節では，形状データと観測データを一致させるときに，不定自由度が残らない，
位置・姿勢を決定するために必要な最小限の面の組み合わせについて，説明する．
 一般的に物体は，平面，円筒，楕円体，円錐，球の各面パッチにより構成されており，
ほとんどの工業製品を，それらの面要素によって表現することができる．さらに，ここで
は，位置・姿勢を決定する面の組み合わせが必ず一つまたはそれ以上存在するものとする．
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また，簡単のために，円筒，楕円体，円錐，球の面要素の内，異なる二種類のものが同時
に位置・姿勢の決定に利用される場合は除くものとする．
2．2．1  平面のみを利用する場合
 平面のみを一致させる場合，法線が一次独立である三つの面が一致することにより，不
定自由度がなくなり，物体の位置・姿勢を決定することができる．
2．2．2  円筒面を利用する場合
（1）円筒面を一つのみ利用する場合
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（a）円筒面
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（b）三種類の平面
y
           図2． 円筒面を一つのみ利用する場合
 対象となる物体の面が円筒面と平面を含む場合を考える．形状データと観測データの
間において円筒面が一致すると図2．（a）に示されるように円筒面は，円筒の中心を軸と
してZ軸に対して平行な軸周りの回転成分とZ軸に対して平行な並進成分の不定自由度
を持つ（もしも，物体が軸周りの回転に関して何の属性も持たなければ，不定自由度は
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Z軸に平行な並進成分に関する1自由度のみとなる）．それらの自由度はその対象物体の
持つ他の平面の計測された3次元データから決定されなければならない．そこで，物体
が円筒面のほかに図3。bに示されるような下記の属性を持つ平面を持つ場合について
考える．
e
e
e
面A：XY平面に平行な面
面B：Z軸に平行な面
面C：面A，B以外の面
上記不定自由度に関する可決定性は表1．に示される．
表1． 自由度の可決定性
並進成分 回転成分
面A 不定 確定
面B 確定 不定
面C 確定 確定
 円筒面のほかに，面Aの属性を持つ面が一致した場合，Z軸に平行な軸周りの回転成
分の自由度は確定するが，Z軸に平行な並進成分は不定となる．逆に面Bの属性を持つ
面が一致した場合，回転成分の自由度は確定するが，並進成分の自由度は確定できない．
またそれ以外の面Cの属性を持つ面が一致すれば，どちらの自由度も確定できるため，
物体の位置・姿勢が決定できる．つまり，一つの円筒面と平面を含む物体の位置・姿勢
は，円筒面が一致するほかに面Cの属性を持つ面，または面Aかつ面Bの属性を持つ
二つの面がそれぞれ一致することによって決定することができる．
（2）複数の円筒面を利用する場合
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図3． 円筒面が複数含まれる場合
   （i）すべての円筒の中心軸が一致している場合
 複数の円筒のうち，任意の二つの円筒は図3．（a）のような関係にある．これは上述
した円筒面を一つ利用する場合と同等になるため（1）にしたがって位置・姿勢の決定を
行う．
   （ii）  すべての円筒の中心軸が平行である場合
 複数円筒のうち二つの円筒は図3．（b）のような関係にある．Z軸に平行な軸周りの
回転成分は，中心軸が一致しない二つの円筒面によって決まる．さらに，図2．（b）の
中の面A，あるいは面Cの属性をもつ面が一致することによって，Z軸に平行な並進
成分の不定自由度をフィックスできる．
   （iii）  円筒軸がすべて平行というわけではない場合
 中心軸が平行でない二つの円筒は図3．（b）のような関係にあり，形状データ，観測
データ間でそれらの二つの円筒面が一致することによって，すべての自由度が決定で
きる．
2．2．3 円錐体を用いる場合
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図4． 円錐体を含む場合
 図4．に示されるような円錐体は底面の中心からZ軸に平行な軸周りに不定自由度が存
在する．この自由度は，そのほかに，2．2．2の（1）の一つの円筒面を利用する場合の図2．
（b）における面B属性を持つ面が一致する，あるいは面Cの属性を持つ面が一致すること
によってフィックスできる．また，複数の円錐体が存在する場合上記2．2．2の（2）のよう
な円筒面を複数利用する場合と同様に面や円錐体軸を用いて一致させることによって決定
できる．
2．2．4 球を利用する場合
（1）球が一つ存在する場合
 対象物が球面を含みその球面を利用して物体の位置・姿勢を決定する場合，回転に関
する何らかの属性が存在すれば，物体の回転は，上述2．2．2の場合と同様に回転方向
をフィックスできる面を一致させることによって決定できる．それ以外の場合，すべて
の自由度は球の面を一致させることによって決定できる．
（2）複数の球が存在する場合
    （i）すべての円筒の中心軸が一致している場合
  球で結ばれた物体の不定自由度を決定する場合は，一つの円錐体を利用する場合の
 それと同等となる．それゆえ，上述2．2．3の同等になる．
（ii）（i）以外の場合
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 上述した（i）以外の場合は，すべでの自由度は，重心がひとつの直線上に含まれない
3つの球面を一致させることによって，不定自由度を確定でき物体の位置・姿勢を決
定することができる．
2．2．5 楕円体を利用する場合
 一楕円体が球，あるいは回転楕円体であれば，それぞれの上述した2．2．3の円錐体を
利用する場合，2．2．4の球を利用する場合と同等になる．それ以外の場合は，楕円体の
面を一致させることによってすべての自由度を決定することができる．
2．3 実環境における望ましくない条件
 前節2．2において，形状データと観測データ問で複数の面を一致させ物体の不定自由
度をなくすことにより物体の位置・姿勢を決定すること，またその位置・姿勢を決定する
ための面の組み合わせについて説明した．実際にセンサを用いて環境のデータを取り込み，
環境中の物体の位置・姿勢を決定する場合，その位置・姿勢を決定できる面の組み合わせ
ば，物体のアスペクト（見え方）の違いによって変化する．その組み合わせば一つのアスペ
クトに対して複数存在することが多い．しかし，望ましくない状況下では，利用できる組
み合わせば減少する．極限作業ロボットなど実環境における環境幾何モデリングは，作業
環境の特殊性ゆえ無視することのできない状況がある．状況によっては，位置・姿勢を決
定するための面が計測で得られる3次元データに反映されていない状況もないとは言えな
い．本節では，レンジファインダを用いて作業環境の3次元データを取得する際，そのよ
うな物体の位置・姿勢の決定に望ましくない条件についていくつか取り上げる．
2．3．1 オクルージョン
 原子力発電所の内部は，パイプ，バルブ，ポンプ等が幾重にも複雑に配置されている．
このように極限作業ロボットが作業を行う領域は，密接して多くの物体が置かれている．
それゆえ，いくつかの物体は他の物体にしばしば隠蔽されてしまう．この場合，隠蔽され
た領域に含まれない可観測データのみで位置・姿勢の決定を実行しなければならない．
2．3．2 鏡面反射
 多くの工業製品は，その素材やコーティングのために光を反射する．レンジウァインダ
のようにレーザ光を照射する測定の場合，そのような面上の3次元データを正確に獲得す
ることは困難である．それゆえ，鏡面反射を起こす面以外のデータを用いて位置・姿勢を
決定しなければならないことになる．また，レンジファインダを用いる場合，反射後の光
と間違えて認識することによる虚偽の3次元位置データにも注意する必要がある．
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2．3．3 三角測量にともなう不可計測領域
 レンジファインダによる3次元計測は三角測量に基づくものであるため，データとして
獲得できるのは，カメラの視点とレーザの照射位置の両方から見える領域だけである．ま
た，その領域の中でも，レーザ・スリット面と物体の表面の接平面とが平行に近ければ，
光量の減少のためその物体の3次元データは獲得できない．さらに，ノイズを除去し精度
の高い測定を行うために，カメラ画像の二値量子化の閾値を高くしたり，カメラのレンズ
の絞りを絞ったりすることにより，獲得できる3次元データの量は一段と減少する．
2．4 エッジ要素の利用
 前節でも触れたとおり極限作業ロボットが作業を行う環境は，狭いスペースに多くの物
体があり，センサ（レンジファインダ）と対象物体が理想的に配置されているとは限らない．
そのため，物体の3次元データが充分に獲得できた場合でも，物体の見え方の角度等など
により，面ベースでの位置・姿勢を決定する際に自由度が残ってしまうような，必要な面
の組み合わせが充分に存在しないデータしか得られないことも往々にして起こりうる．そ
のため本研究では，面ベースで必要な面の組み合わせが存在しない場合に形状データと観
測データ問において面を形成するエッジ成分を一致させることで，より過酷な環境での位
置・姿勢の決定を可能にする．まず，前節までで導出された基礎領域を面の単位とし，エ
ッジ要素の検出を行う．検出されたエッジ要素を，形状データの3次元の位置情報と方向
ベクトル情報によって比較し，面ベースによる一致で残った不定自由度をなくすことによ
って対象の位置・姿勢を決定する．得られている面データと位置・姿勢の組み合わせのた
めに必要なエッジ成分の関係を以下に示す．
   （i）面が一つのみ一致する場合
 計測された3次元データから導出された面データと，形状データの面が一つのみ一
致する場合，物体を構成する2つのエッジが一致することによって対象の位置・姿勢
を決定することができる．
   （ii）面が二つ一致する場合
 レンジデータより導出される面データと，形状データの面が二つ一致し，不定自由
度が残る場合，物体を構成するエッジが一つ一致することで位置・姿勢を決定するこ
とができる．
2．5 処理の手順
ここで，本研究の具体的な実行システムの概略を説明する．
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 レンジファインダによって得られた3次元データに前処理が行われる．はじめにレンジ
データを面素と呼ばれる微小領域に分割する．分割した各面素が近似的に平面であるとみ
なし，各面素について平面方程式を導出する．次に，その方程式のパラメータの類似性に
よって2値画像処理の領域分割に利用するラベリングのアルゴリズムを基に，それらの面
素を領域分割し，いくつかの基礎領域に統合する．本研究の手法においては，物体の各面
に含まれる複数の基礎領域をオペレータが指示することによって物体の位置・姿勢を決定
する．さらにラベル付けされた基礎領域から，領域ごとのエッジ検出を行う．レンジデー
タの取得からエッジ検出までの流れは，3章で詳しく説明する．
 一方で物体の形状データベースより，物体の位置：・姿勢を決定するために使用する面の
組み合わせにエッジ要素を導入し，順付けて並べた教示ツリーをあらかじめ構築しておく．
はじめに，物体のアスペクト（見え方）をデータベースから導く．次に2．2において述べた
不定自由度を残すことなく位置・姿勢を決定できる面の組み合わせを各アスペクトに対し
て導出する．それらの組み合わせを順序付けして並べた教示ツリーを構築する．ツリーの
順序付けは，ロボットの作業内容（タスク）を考慮し，タスクに依存性の強い面ほど優先順
位を高くすることにより，タスク指向の強い，よりロボット作業を重視したモデリングが
できるようになっている．次に観測されたデータに位置・姿勢を決定する面の組み合わせ
が存在しない場合を考慮し，そのときの面の組み合わせにエッジ要素を加えたツリーを再
構築する．教示ツリーについては，4章にて詳しく説明する．
 次に教示ツリーを用いて幾何モデリングを実行する．ここで，2．3で述べた望ましくな
い条件が発生すれば，獲得したレンジデータの状況によって位置・姿勢を決定するのに利
用する面の組み合わせが変化する．そのとき，オペレータは，得られた3次元データと教
示ツリーを比較してツリーの中から，一つの組み合わせを選択する。それゆえ，物体の位
置・姿勢はユニークに決定され，その物体の形状データから，モデルをモニタ上に表示す
ることができる．そのとき，さまざまな誤差のために，導出したモデルとレンジデータが
一致しなければ，オペレータが修正を行う．
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しンジデータ 形状データベース
面素に分割 アスペクトの作成
基礎領域の生成 位置姿勢を決定する
面ロエッジの組合せ
エッジの：算出
タスク指向型
教示ツリー
教示者による組合せの選択
位置・姿勢の決定
幾何モデル
図5． 処理の手順
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作業内容
作業に直接
関係する面
2．6 対象物と作業内容
 実際にロボットが行うべき作業として，本研究においてはバルブに弁を埋め込む作業を
取り上げる．下図6．（a）のようなバルブに対して略図6．（b）のような埋め込み作業を想定
して，以後進めていく．
（a）
o）
図6． バルブとロボットタスク
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第3章3次元データの取得と前処理
3．1 3次元データの取得
 本研究では，作業環境の3次元データの獲得にレンジファインダVIVID 700
（MINOLTA）を用いる．VIVID 700は光学技術， AF技術を用いた非接触の3次元形状入力
装置である（図7．）．基本原理は、レーザビームによる光切断法を採用している．切断法に
よる3次元形状画像入力は，まずシリンドリカルレンズによる水平のスリット光を対象物
に照射する．反射光を，CCDで受光し三角測量原理を用いて，ラインの距離情報を得る．
次に対象物に照射するスリット光をガルバノミラーで上下方向に走査することによって，
シーン全体の3次元画像データを得る（図8．）［17］一［19】．
図7． 3次元計測器VIVID 700
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ガルパノ息ラー
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廿ンプ：ル
レンズ
レーザー
図8． VIVID700における3次元計測の基本原理
 データは200×200の観測点を持ち付属のユーティリティソフトにより40000行からな
っており，各行に観測された点の座標（なければ空行）が記されているASCIIデータフォー
マットに変換できる．バルブの模型をVIVID 700によって3次元データを計測し，ASCII
フォーマントに変換し，二次元に投影して，表示させたものが図．9になる．
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闘凹@ 一∫                 i』 ．
昭
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星星8     ‘
P、蕪
一           ・i；1  一
@    ‘@   蓬1躍弓    へ「    1
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図9． 計測されたバルブの3次元データ
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3．2 面素
 得られたレンジデータの前処理として，まず，面素と呼ばれる微小領域に分割する．前
節で述べたとおりレンジファインダによって計測されたデータは，200×200の2次元配
列で番号付けがされている．その中で3次元のデータ情報を持つ点においては，2次元配
列で見て隣…接する4点同士を統合し，これを面素とする．面素をs、（i＝1，2，3…）と表す．
 分割された各面素は，近似的に平面であると見なし，各面素から平面方程式を導出し，
法線を算出する．とある点Poに着目し，それを含む面素内における他の任意の2点P1，
P2とする．
                        e Pi
Po
Po
一 一．一F
rl 一 ro．
一     一
r2 一 ro
e
Pっ
図10． 3点からの平面の構成
3点の空間ベクトル成分をro，rl，r2とすると平面方程式は，以下のように表す．
              r・po ＝P gi）
 によって3つの線分が構成されるが，このうち2つに着目すると求める平面の法線は線
分rl－ro，r2－roに直行する．そこで求める平面の法線ベクトルは，
                                                づ        づ      
        ρ。＝｛（r2－r。）×¢％）｝／1（r、一r。）×（rl－r。）1     （2）
 から求まる（ここで，×は外積）．これとro，rl，r2のいずれかの値を（1）に入れるこ
とによってρが求まる．
 以上の処理によって3．1で表示した計測された3次元データの各面素から法線データ
を表示したものを図10．に示す．
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図11． 面素分割による法線の算出
3．3 基礎領域の生成
 3．2によって分割した面素を，導出された平面方程式，とりわけ法線ベクトルの角度を
一定の閾値によって類似度の高いものごとに統合し，基礎領域rゴ（ノ＝1，2，3…）を生成する．
 統合の方法は，2値画を領域分割する際に利用される伝播法におけるラベリング手法を
もとにした距離データラベリングによる．2値画像処理における簡単に説明する．
伝播法における2値画像のラベリング
 2値画像において画素値を持つ任意の点の隣接して画素値を持つ点をすべて連結させ
て，その連結成分ごとに異なるラベルを付与することをラベリングという．図11．を例
にあげて伝播法によるラベリングを説明する。まず，画像をラスタ走査し，ラベルのつ
いていない画素値を持つ点aが見つかると，aにラベルをつける．次にaに連結する画
素値を持つ点b，c，dにaと同じラベルをつけるとともに，スタックにこれらの画素を
格納する．続いてスタックの一番上に存在する画素bを取り出し，bに連結する画素値
を持ちラベル付けされていない画素に対して同じ処理をする．この操作を繰り返し行う
と，スタックの画素がなくなったとき，aに連結している画素値を持つ画素はすべてラ
ベルが付与され，連結成分が一つに同定できる．この後次の画素からラスタ操作を再開
して新しい連結成分の開始点を探索し，同様の処理を行う．［21］
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図12． 伝播法による2値画像のラベリング
距離データラベリングによる基礎領域生成
 2値画像の伝播法によるラベリングに基づき，3．2で導出した面素を単位として得ら
れた3次元データをラベリングし，基礎領域を以下の手順で生成する．
    ①レンジデータを，2次元にラスタ走査し（レンジファイダによって観測さ
   れたときに，データは200×200の2次元の番号付けがなされている），3次元デ
   ータを持ちラベル付けがされていない点が見つかると，その点を含む面素をloと
   し面素を含む点にラベルをつける．またこのときの’oを種として格納しておく．
    ②ラベルをつけた点の近傍をすべて探索し，ラベルがついていない3次元デ
   ータを持つ面素がある場合，その面素の法線ベクトルの成分と格納してある種の
   法線ベクトルの成分とを比較し，一定の閾値より低い値を示した場合，その点に
   種loと同じラベルをつける．ラベルをつけた面素は，ラベル付けされた順にスタ
   ックに格納する．
    ③スタックの中から一番早くラベル付けされた面素を取り出し，その面素に
   対して（2）の処理を繰り返す．
    ④（2），（3）の処理をスタックの中の面素がなくなるまで繰り返す．これに
   よって種loに連結し，かつ’oと法線ベクトル成分の類似度の高い面素同士に同一
   のラベルが付与され，基礎領域ryが生成される．
    ⑤一つのラベルを付与し終わると，再びラスタ走査し，（1）から以下の処理
   をすべての面素がラベル付けされるまで繰り返す．
以上の方法によって生成された基礎領域を図13．に示す．
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図13． ラベリングによる基礎領域
 生成された基礎領域rvは観測された3次元データの面データの一部として，オペレータ
が指示することによって物体の位置・姿勢の決定に用いる．物体の各面Fj（ノ＝1，2，3…）に
含まれる複数の基礎領域をオペレータが指示することによって物体の位置・姿勢を決定す
る．このとき，指示は下記にしたがって行う．
     （i）面子に含まれる基礎領域rjが一つの場合
    その基礎領域riを指示する．
     （ii）面乃に含まれる基礎領域riが複数の場合
   その面乃に含まれる一つまたは複数の基礎領域riを指示する．このとき多くの基礎
  領域を指示すれば，物体の位置・姿勢の精度は高くなる．但し，計算量は多くなる．
3．4 エッジ検出
 前節で基礎領域を生成し，領域ごとにラベル付けされたものに対してエッジ要素
ek（k＝1，2，3，…）の検出を行う．処理の手順は，以下に示す．
     ①ラベル付けされた各データ点において，同一ラベルの累積が一定の値より
    少ないものに対してそのラベルを0（領域として無効を意味する）とする．
     ②計測された3次元データを2次元にラスタ走査し，ラベル付けされている
    点が見つかればその近傍にある3次元データを持っている点を探索する．
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 ③近傍の点すべてが同一のラベルを持っている点でなければ，その点が基礎
領域のエッジの要素となる点であると仮定し，その点にエッジ要素ekであるとい
う情報を格納する．
 このようにして基礎領域からエッジ要素である点のみをピックアップし，表示したもの
を図14．に示す．
が姥ll∴へ
1顧繕誕
、o難ぜ
図14．検出されたエッジ要素
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第4章 タスク指向型教示ツリーの
構築と位置・姿勢の教示
 多くの工業製品は，定められた規格に基づいて設計されており，その図面などを基にし
て形状をデータベースとして保存しておくことが可能である．本研究では，その保存され
たデータベースを物体の位置・姿勢の決定に利用する．与えられている形状データベース
から，位置・姿勢を決定するために必要な面，エッジの組み合わせを物体の見え方面にツ
リー構造化する．オペレータは物体の位置・姿勢が決定できる面・エッジの組み合わせを
複数の中から，一つ選択することを行う．ツリーには，優先順位が付けられており，その
順序は，求められる作業内容（タスク）と密接に関連付けられている．これによりオペレ
ータにかかる負担の軽減が実現される．本章では，2．6で触れたバルブのその埋め込み作
業について，物体の形状データから位置・姿勢決定のための教示ツリー構築までの流れを
説明する．
4．1 形状データベース
 本研究では，形状のデータベースは，与えられている図面から，ソリッドモデラ
「SOLVER」というツール［22］・［25】を用いて3次元モデルを作成し，それをデータベース
として保存する．また，保存されたデータは，設計・生産技術において図面データの交換
のために業界標準的に利用されているCADフォーマットであるDXFによって書き出され
る．
4．1．1 SOLVERによる形状データの作成
 ソリッドモデラ，は，“物体認識”（ロボットの視覚）のためにモデルを生成し，計算機
内に任意の立体をつくり表示させるツールである．このツールでは，作成した立体を保存，
回転・並進，合成することが可能である．パラメータを与えることによって基本となる素
立体を作成し，それに対して回転・並進や合成の処理を行うことによって様々な物体の3
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次元形状を作成することができる．「SOLVER」によって生成される基本素立体は，以下
の5つである．
●  直方体
●  球・楕円体
●  回転体
●  凸多面体
●  円錐・円錐台
 本研究で実験に使用するバルブについて，図15．の設計図を基に3次元形状を作成する
過程を以下に記す．
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図15． バルブの設計図
  ドー一一一一一『”6  一一州
 至／二＝τ添＿」．1一
・ξ4ii亨二≒◇ど
．一iI       脚、：  ド．       ，”  レ
          ノ
             ’／’
14。一一?鼈鼈鼈鼈黶u
（1） 素立体（a）～（e）（図16．）を作成する．
1
（a） （b）
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（c） （d）
      （e）
              図16． 素立体の生成 （1）
（2）素立体（f），（g）（図17．）をそれぞれ作成する．
i［！Ellliii）
節
（f） （g）
図17． 素立体の生成 （2）
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（3） （1）において作成した素立体同士を合成（和集合）する（図18．）．
            図18． 合成した（和集合）物体
（4）（3）で合成した物体から（2）において生成した物体をそれぞれ引く（図19。）．
鑑
             図19． （3）から（2）を引いたもの
このようにして作られたバルブの形状データを図20．に示す．
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図20． バルブの形状データ
4．1．2 DXFフォーマットによるデータ表現
 DXF（Drawing Interchange File）は，もともとはオートデスク社製のCADシステム
「AutoCAD」で使用される外部ファイル形式であり，オートデスク社により定められた．
その外部ファイル形式は，2次元および3次元形状をサポートし，他のメーカでも広く利
用されている．DXFはASCIIファイル形式で記述され， CADシステム同士の中間データ
形式として普及している．当初，DXFはAutoCAD間の図面データの互換性などを対象と
しており，異なったCADシステム間のデータ交換用ファイルではなかった．しかしなが
ら，AutoCADが世界中で使用されるようになると，他のCADシステムもAutoCADの図
面データを取り込む機能を備えるようになった．また，他のCADシステムがDXFをサポ
ートできるようにするために，オートデスク社は，積極的に仕様などの情報を公開してい
る．それにより現在では多くのCADシステムで用いられ，中間ファイルフォーマットと
しては，他のフォーマットに比べて、ほぼ業界標準に近い位置にある．
DXFファイルの3次元データ構造
 DXF形式のファイルは， ASCIIコードのテキスト形式のファイルである．その構造は，
大きく分けてヘッダ部，データ記述部，フッタ部の3つからなる．DXFにおいて形状の3
次元データを記述する場合，そのデータは通常4点から構成されるポリゴンパッチを組み
合わせることにより表現される．データ記述部において，一つ一つのポリゴンデータにつ
いて毎回ポリゴン面を記述するための宣言を書いてから，そのポリゴンを構成する座標デ
ータを記述する（図21．）．
31
DXF File
データ記述部
データ記述部 ＼  ポリゴンデータ
／ × 宣言部座標データ部
図21． DXFファイルの全体構造
 本研究において，DXFフォーマットのファイル形式を扱うことに関して，以下のような
利点が考えられる，
● 世界標準となっているデータ交換のためのファイル形式であるため，システ
  ム全体としての汎用性が高くなる．
● 本研究において用いるレンジファインダ（VIVID 700）やSOLVERがDXF
  によるデータの書き出しが可能であるため，データの互換性があり，スムー
  ズなモデリングが可能となる．
● ポリゴンパッチによるデータ記述であるために，面ベースでの位置・姿勢の
  決定には最適である．
● ASCIIファイル形式（テキスト形式）で記述されていて，閲覧やエディタな
  どで簡単に編集ができ，扱いやすい．
 以上のことにより，本研究では，形状データ，距離データの相互のやりとりにDXFフ
ォーマットのファイル形式を用いる．
4．2 アスペクトの導出
 2章で述べた位置・姿勢を決定できる面の組み合わせば，センサと物体の配置から起こ
るデータの獲得状況，つまり，物体の見え方によって変化する．本節では，物体に対して
起こりうる見え方（アスペクト）を，測地ドームを用いたアスペクト法【261によって可能
な限り列挙する方法を説明する［27】．
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4．2．1  測地ドームによるアスペクト法
 測：地ドーム（geodesic do皿e）は，球面を比較的一様な小三角に分割するものである．
分割は，正20面体を基とし，多数の切子面を持つ多面体を作る．
 正20面体は，12個の頂点と，20個の面，30個のエッジを持っている．このとき，そ
の中心がデカルト座標系の原点にあり，かつ，各頂点は中心から単位距離にあるものとす
る．そこで，
                     1＋ Vii
                                      （4．1）    t（黄金分割比）＝                      2
               a＝St． （4．2）
                 5％
               h＝一711T．x （4・3）                 〔刷
                   1
             c＝a＋2b＝＝                   b
                   t％
              d＝a＋b＝ア
           、4ニエッジが原点において張る角度
            ＝＝一町
と定義すると，
半径と一つのエッジの問の角度＝＝ b ＝＝ across（b）
エッジの長さ＝2b
原点からエッジ中心までの距離＝a
             ta原点から面中心までの距離ﾎ
となる．12の頂点は次の位置になる．
                （O，±a，±b）
（4．4）
（4．5）
（4．6）
（±b，O，±a）
（±a，±b，O）
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したがって20面体の面の中心は次のように与えられる．
1／3（±d，±d，±d）
i／3（O，±a，±c）
1／3（±c，O，±a）
1／3（±a，±c，O）
 正20面体の面をさらに細かく分割するための，いくつかの方法から考えられる最も簡
単なやり方は，各エッジをn個に等分してn2個の合同な三角形を作る．そして，それら
を球面の半径方向に押し出して，それらの最後の位置を決めるようにする．
 このようにして本研究では，80の小三角を用意し，胃三角の重心点をビューポイントと
し球の中心にある物体を観測する．
図22． 測地ドーム
 このようにして各ビューポイントからアスペクトを導出する．なお，本研究で実験に利
用するバルブにおいては，弁の埋め込み作業というタスクという観点から，バルブの上半
分のみを考える．さらに，バルブの形状の対称性を考慮し，1／8半球に含まれる小三角の
重心をビューポイントとして扱う．これらのビューポイントから観測されたアスペクト群
を図23．に示す．
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図23． 導出されたアスペクト群
4．2．2  位置・姿勢を決定に利用する面
 ここで，対象物体であるバルブに対して，位置姿勢を決定するために用いる面Fm（m・1，2，
…，6）を選択する（図24．）．
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図24． 教示面の選択
 このような8つの面を位置・姿勢の決定のために選択するとした場合，アスペクトごと
に教示に必要な面がそれぞれ変わってくる．また，同一の面が見えている場合もあり，こ
のとき位置・姿勢の決定には同じ組み合わせを適用することとなる．このような同一の面
が見えている場合は，それらを同じアスペクトグループとして，グループ化することがで
きる（図25．）．このようにアスペクト群をグループ化したものを代表アスペクトとする
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図25． アスペクトグループ
4．3 ツリーの構築
 前節において導出したアスペクトグループに対し，位置・姿勢を決定するために2．2
で述べた面の組み合わせを導入して，教示ツリーを構築する．また，ツリーを構築する際
にタスクとの関連性を考慮し，作業に関係した面に対して優先順位を持たせる．
作業に関連した面
 マニピュレーションプランニングにおいて，環境をモデリングすることは，最初に行わ
れる作業であると考える．ここで重要となるのは，単に物体の位置・姿勢を決定すること
ではなく，与えられた環境から，作業の計画・行動系に対して，抽出すべき情報であるこ
とである．そこで本研究では，ロボットが行うべき作業内容を把握し，教示ツリーを構築
する際にタスクに関連した面に関して優先順位を持たせることによってタスク指向の強い
教示ツリーを構築する．
 2．6において述べた本研究において求められるタスクは，バルブの上面にある孔に弁を
埋め込む「挿入タスク」である．この作業においてタスクに最も関連性の強い面は，図24，
F2ということになる（図25．）．
Fi
曾
蟹↓
図26． タスクに関係する面
以上のことを踏まえ，以下の条件で優先順位を持たせたツリーを構築する．
（ア）タスクに直接関係した面（F2）を含む面の組み合わせを最優先する．
（イ）1．に接している面を含む組み合わせを上位にする（ここでは，F2，F3，F4がそ
  れにあたる）．
38
     （ウ）   教示面の数が少ないものを上位にする．
 この条件のもとで，アスペクトグループと位置・姿勢を決定するための面の組み合わせ
により，構築したタスク指向型教示ツリーを以下に示す．
                     F3
F3
F6
F6
F6
画 tsp2＝｛Fl， F2， F3， FS｝ Asp2   FlKII F2 F3
＠ A，p，＝｛F，，Eii，FStF6｝ ASP3 Kk
＠ Asp4＝｛E3，FS，F6｝Asp4 F3
傷一一｝A・Ps
図27．
F1TXF3XX一
               F3
          F3一 FS
          F4一 IS
面ベースによるタスク指向型教示ツリー
F4
F6
F6
F6
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4．4 エッジ要素
 本研究では，観測された3次元データから前処理を行って導出された基礎領域に，その
物体の位置・姿勢を決定できる組み合わせが含まれなかった場合に，面を構成するエッジ
要素を用いて位置・姿勢を決定する．ここで，4．4．2と同様に実際に教示に利用するエッジ
E，（’＝1，2，3…，15）を選択する．
Eii
×
   コ∠［7・，
       、    3
  Eio
／
Z2 i4 i5
図28． 教示エッジ
4．5 エッジベースツリーの構築
 前節で選択されたエッジ要素を，ツリー構造化する．ここでは，観測された3次元デー
タに4．2．2で選択した面が，最低一つは含まれると仮定して，観測されうる面の組み合わ
せすべてに対して，その場合に位置・姿勢が決定することができるエッジの組み合わせを
考慮し，それを4．3と同様にタスク指向に順序付けをし，ツリーを構築する．
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 図の｛｝内に示されているのは，4．2．2で選択された各面である．レンジファインダによ
って観測された3次元データから基礎領域を導出したものの中で，位置・姿勢を決定でき
る組み合わせが存在しなかった場合に，そのときに起こりうる面の組み合わせが各｛｝内
に示されている．そのとき，位置・姿勢を決定するのに必要なエッジの組み合わせが各ツ
リーに構成されている．構築されたツリーは，4．3において構築した面ベースによるツリ
ーの一部には組み込まれず，面，エッジそれぞれが独立したものとして与えられる．面ベ
ースのツリーにエッジツリーを導入すると，一つのアスペクトに対してツリーの枝葉の部
分が多量になる．実際に位置・姿勢を教示する際，オペレータはツリーの一部を選択する
ため，一つのアスペクトに対してデータの量が増えると，教示を行うオペレータにとって
の負担がその分増大してしまう。面ベースによるツリーとエッジベースのツリーを独立さ
せて構築することは，オペレータにかかかる負担を軽減するという点で意味をもっている．
観測されたデータから形状の位置・姿勢をオペレータとの対話的処理によって教示する具
体的な流れに関しては，次節で説明する．
4．6 教示の流れ
 3章で述べた前処理によって，獲得した3次元データより導出した基礎領域，またはエ
ッジ要素と，4章で述べた形状データより構築した面ベース，エッジベースのそれぞれの
教示ツリーをもちいて，対象物体の位置・姿勢を，システムとオペレータが対話的な処理
を行うことによって教示する．
 まず，レンジファインダによって計測された3次元データをモニタ上に表示する．この
とき3次元データの前処理によって基礎領域，エッジ要素はすでに導出されており，基礎
領域ごとに色付けされたものがモニタに表示され，オペレータは獲得された3次元データ
にどの面がデータとして獲得されているか一目でわかるようになっている．表示されたデ
ータから，オペレータは，その見かけの形状によりあらかじめグループ分けされているア
スペクトのうちどのアスペクトに属するかを判断し，代表アスペクトの中から一つを選択
する．アスペクトが選択されると，システムはそのアスペクトに構築されている面ベース
の教示ツリーを，それにつけられた優先順位の高い順に表示していく．ここでオペレータ
が，表示されたツリーの一つと，獲得されている3次元データに基礎領域として反映され
ている面データとを比較し，面同士の対応が取れているならばそれを位置・姿勢の決定に
用いる面の組み合わせとして選択する．ここでシステムが位置・姿勢を決定できる面がす
べてデータとして観測されているかどうかをオペレータに対して問いかけてくる．もし，
3次元データ上にそれらの面がすべて計測されているならば，そのツリーに示されている
面だけを用いて，エッジツリーは使用せずに面データ（法線ベクトル，位置）の一致のみ
によって物体の位置，姿勢を決定する．物体の位置・姿勢は，ツリーに示されている面デ
ータに対して，それに対応する計測された3次元データから，それに対応する基礎領域r、
（3．3参照）を一つまたは複数指示することによってなされる．これとは異なり，オクルー
ジョン等により計測された3次元データに，ツリーに示されている面のすべてが反映され
ていない場合の処理について考える．このときにはまず，ツリーに示されている面の中で，
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計測された3次元データに基礎領域として導出されているものを，オペレータが判断し，
一つ，もしくは2つの面をシステムに入力する．入力された面によりシステムが，その面
の組み合わせによる場合のエッジツリーをピックアップし，優先順位の高い順にエッジの
組み合わせを表示する．オペレータはその中の一つを選択することによって，位置，姿勢
を決定するための面，エッジの組み合わせが決定される．ここで，先ほど述べた面のみの
位置姿勢の決定同様，ツリーによって示される面，エッジの組み合わせに対応する基礎領
域rノ，エッジekを選択することによって，物体の位置・姿勢が決定される．このような流
れに従って計算機内にあらかじめ保存されている物体の形状デL一一一タの位置・姿勢が決定さ
れると，最初に3次元データを表示したモニタ上に，そのモデルを重ねて表示する．その
とき，観測された3次元データと導出されたモデルが様々な誤差のために完全に一致して
いなければ，オペレータが手作業によりモデルの微調整を行う．
 上述した物体の位置・姿勢を教示する一連の流れを図示すると，以下のようになる．
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計測された3次元データをモニタ上1こ表示
代表アスペクトの選択
面ペースの教示ツリー
  の一・・・…つを選択
位置・姿勢を決定できる
  面がすべて観測
     Yes
 位置・姿勢の決定
モデルをデータ上に表示
 モデルにズレetc，
     Yes
   幾何モデル
No
観測されている面を入力
位置・姿勢の決竈：に必要な
エッジツリーUをビックア・ンブ
 ツリーの一つを選択
No
オベレ 一一タによる修正
幾何モデル
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第5章実験結果
 ここで，本研究において例に挙げたバルブの位置・姿勢をこれまで述べてきた処理の流
れに沿って教示する実験を行う．ここでは，理想的な環境，面による位置・姿勢の決定が
不可能である場合，オクルージョンがある場合の3通りの場合について実験を行い本研究
における手法の有効性を示す．
5．1 理想的な環境における場合
（a）カメラ画像
鑛縫
。亀i．k
（b）3次元データ
Asps ＼；＼毎三；；ii；
F3 一 FS 一一一一一一一一一一一一一一一一一・一一一一一一一 （5）
F4 一 FS 一一一一一一一一一一一一一一一一一一一一一一一 （6）
 （c）対応するアスペクト
図31． 理想的な環境における教示データ
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 まず始めに，障害物などがなく，理想的な状態に配置されている例について処理結果を
示す．図31．（a）の状態は，センサと物体の間にはパイプや他のバルブなどの障害物など
はなくかなり理想的な状態に配置されている．このような状態にある場合にレンジファイ
ンダによって計測された3次元データは，図31．（b）のようになり，鏡面反射を起こして
いることもなく，物体の3次元データも十分に獲得されている．この図31．（b）に表示さ
れたデータと42．2の図24．によって教示に利用する面とを比較して，オペレータは，4．2．2
図25．に示した代表アスペクトの中から，一つを選択する．この場合，図31．（b）に示
された図で計測されていることが確認できるのは，F1， F3， F5， F6である．よって図25．
における代表アスペクトの中でAsp5を選択する．なお，この3次元データの獲得状況に
おいては，代表アスペクトの中でAsp 1を選択することも可能である（Asp2においても
Fi， F3， F6， F6の要素が含まれているため）．このような3次元データの獲得状態によっ
て2つの代表アスペクトが選択可能な場合は，オペレータが任意にどちらか一つを選択す
る．次にオペレータは，Asp 5に構城されてある，教示ツリーにおける面の組み合わせの
中から一つを選択する．図31．（c）においてツリーの各組み合わせに（1）～（6）までの番号
を振り，優先順位は（1）が一番高く，以下（2），（3）…  となっていく．獲得された3次元
データの面（F、，F3， F5， F6）を含み，その中で一番高い優先順位をもつ面の組み合わせ
を考えると，（3）がそれにあたり，物体の位置・姿勢を決定するためにオペレータは（3）
に示された面の組み合わせを選択する．このようにして，選択された面の組み合わせを用
いて，物体の位置・姿勢を決定し，それを3次元データに重ねて表示した結果を，図32．
に示す．
勾 欄“風 ＾ 鰍螺蜷雛毛 ’
図32． 面ベースによる処理結果
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5．2 エッジツリーを用いる場合
mノロ ロくかデ コ  コ ヒ肇
｛
ず：：：1：i：illl 1 縫
：蕪熱感詳
（a）カメラ画像 （b）3次元データ
Asms ”＼；＼毎i三il
F3 一 FS 一一一・一一一一一一一一一一一一一一一一一一一一一一（5）
F4 一 FS 一一一一一一一一一一一一一一一一一一一一一一一一 （6）
  （c）面ベースのツリー
観、illl巽11111羅
（d）エッジツリー
図33． エッジツリーを用いる場合
 ここでは，図33．（a）のような状態にバルブが配置されている場合に関して位置・姿勢
の教示を行う．図33．（b）の獲得された3次元データを見ると，計測されている面は，図
24．においてのF3， F4， F5ということになる．これによって対応する代表アスペクトは
前節同様Asp5ということになる．ここで， Asp5に構i築されている面ベースの教示ツリー
を見ると，3次元データとして見えている面を利用して位置・姿勢が決定できる面の組み
合わせが存在していないことがわかる．これは獲得された3次元データでは，面同士を一
致させたときに物体の位置・姿勢が決定できないことを表している．このとき，オペレー
タは，計測されている面（F3， F4， F5）を含んでいるもので，かつ優先順位の高い面の組
み合わせを選ぶことになる．ここでは図33．（c）において（1）の組み合わせがそれにあ
たる．次に，オペレータは，選択した面の組み合わせの中で，3次元データに面が計測さ
れているものをシステムに入力する，データとして計測されている面のうち，組み合わせ
（1）に含まれるものは，F3， F4である．入力された面を基に，システムが，4．5によって
構築されてあるエッジベースの教示ツリーの中から，それらの面を含むツリーをピックア
ップする．このようにして選択されたエッジベースのツリーから，オペレータが，獲得さ
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れた3次元データに，計測されたエッジ要素を判断し，ツリーにおけるエッジの組み合わ
せの一つを選択する．このとき，面の入力がなされた時点で，モニタ上に3次元データか
ら導出されたエッジ要素が表示され，オペレータは計測されているエソジ要素を容易に判
断できる．この処理において図33．（d）において（ア）のエッジが選択される．このよう
な一連の対話処理によって選択された面・エッジの組み合わせ（F3， F4， E3）を用いてバ
ルブの位置・姿勢を決定する．処理結果を図34．に示す．
”盤
燃    t“OCtzc
牌二柵」雛購醗鎖灘、、 饗雛翫鑑羅懇恥
図34． エッジを用いる処理結果
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5．3 オクルージョンが起こっている場合
（i）
       まお       難
ロまヱあヨ     ゆト  騨響
（a）カメラ画像 （b）3次元データ
（ii）
（a）カメラ画像
 盗譲… 鰹響盛麟膿1評醗灘
（b）3次元デー一一タ
図35． オクルージョンが起こっている場合
 ここでは，3次元データの獲得に望ましくない状況として物体にオクルージョンが起こ
っている場合について考えてみる．図35．（i），（ii）におけるそれぞれのカメラ画像（a）
では，それぞれパイプやバルブによる，求めるバルブが一部分しか見えていないことが確
認できる．このような場合，レンジファンダによって獲得される3次元データは，それぞ
れ（b）のようになり，オクルージョンによってかなりの部分がデータに反映されていな
い．このような場合において，前節までに述べた面ベースの教示ツリー，エッジベースの
教示ツリーを用いた対話処理によってバルブの位置・姿勢の教示を行った場合の結果を図
36．に示す．
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撚盤難舗叢   鮒辮   榊 ず灘幡? |
（i） （ii）
図36． オクルージョンにおける処理結果
 図36．の（1），（il）はそれぞれ図35．における（1）（11）にそれぞれ対応している．図
に示されたとおり，このようなオクルージョンによって対象の3次元データが充分に獲得
されていない場合でも，物体の位置・姿勢は正しく決定される．
50
第6章まとめ
 本研究において，レンジファインダで獲得した物体の3次元データに対して，面ベース，
またエッジベースの教示ツリーを用いて，オペレータとの対話的処理により物体の位置・
姿勢を教示する手法を提案した．本手法は物体の位置・姿勢を決定するために，必要かつ
最小限の面の組み合わせが考慮され，ツリー構造化されている．また望ましくない状況が
起こった場合に，3次元データの獲得状況によって面の組み合わせが不可能になることを
考慮して，その場合の各面の組み合わせごとに，位置・姿勢を決定するために必要かつ最
小限のエッジの組み合わせが，同じくツリー構造化されている．これにより，オクルージ
ョンや鏡面反射等の3次元データ獲得に望ましくない条件下でさえも効果的に物体の位
置・姿勢を決定できる．原子カプラント等での極限作業ロボットの作業環境を考えた場合，
狭い範囲に多くの物体が配置されオクルージョンはかなり発生する．したがって本手法は
このようなロボットの作業環境に適しているといえる．
 また，ロボット作業の一部としてセンシングを行い，物体のモデルを構築する場合，そ
のモデルは，タスクにおける信頼度が重要である．本研究では，ロボットタスクを考慮し，
ツリーの各組み合わせば，タスクに関係した面ほど高い優先順位を持つように順序付けが
施されている．そのため，ツリーの構造がタスクに関して意味をもち，タスク実行上の信
頼性が高くなる．これにより，望ましくない環境と，求められる作業内容の，両方に適し
たモデルを計算機上に構築することができる．
 さらに，本研究では，オペレータとの対話的処理により物体の位置・姿勢を教示する．
極限作業ロボットはセンシングから実行に至るまですべての段階でミスが許されない．そ
のためオペレータの介入は避けられない現状があるが，本手法における対話的処理は，オ
ペレータにかかる負担を少なくすることができ，また，効率的かつ正確に位置・姿勢の教
示を行う点においても有効である．
 本研究では，作業環境の望ましくない条件として，オクルージョンを取り上げたが，鏡
面反射や，三角測量における不可計測領域に関しては，具体的な実験を行うまでには至ら
なかった．今後，このような他の望ましくない状況下においても例を挙げ実験を行うこと
が課題として残る．何か定量的な評価基準を設けて，システムの全体の信頼性や精度を高
めることなども考えられる．ほかに今後の課題としては，オペレータかかる負担をさらに
軽減するためにシステムの自動化を進めること，さらに構築したモデルを基に，仮想環境
51
などを用いて，オフラインで実行プログラムを作ることや，実際にマニピュレーション作
業を行うことが考えられる．
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付録2プログラム
＃include 〈stdio．h＞
＃include 〈stdlib．h＞
＃include 〈X11／Xlib．h＞
＃include 〈X11／Xuti［．h＞
＃include 〈sys／types．h＞
＃include 〈math．h＞
＃define
＃define
＃define
＃define
center
pal
N
K
100
3．141592
40000
10000
statlc
statlc
stat｛c
statIc
statlc
statlc
statlc
statlc
statlc
statlc
Window root，winO，winl；
Display ’disp；
Visual ＊vis：            ’
Colormap cmap；
GC gc；
XSetWindowAttributes atr；
Xlmage ＊image；
roop；
XColor cl，cc；
FILE ＊fpl，＊fp2；
stattc
statlc
statlc
sta“c
statlc
Int
lnt
lnt
double
double
hdp，hd［N］；
r－max， sh－max；
［abe i－num［N］，1b－max；
dx［N］，dy［N］；
xmav，y－av， z”av；
void
void
void
void
void
void
void
win－set O ；
Get－RangeO ；
Get－ShapeO ；
RangemDispO；
Shape－Disp O ；
Shape－Norma1 O ；
Get－teach ing－Face O ；
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void
void
void
void
void
void
void
void
void
void
void
void
Range－Normal O ；
Range－Labe I i ng O；
Getmteaching－Face O ；
Rotate．S2RO；
lnv－Matrix（double m［］［3］，double inv－m［］［3］）；
Prod＿Matrlx（double a［】［3］，double b［］［3］，double prod目［3］）
Rotate（int i，double R［］［3］）；
Point－set（double，double，double，doub［e ＊，double ＊）；
Point－set2（double，doubIe，doubIe，double ＊，double ＊）；
Points－Display（int，doub［e，double）；
Range－Label－Disp O ；
Li nePisplay （doubIe， double， doubIe， double）；
struct pdata（
 doub［e x，y， z；
］；
struct （
  struct
  struct
  Int
lp［N］；
pdata p；
pdata n；
lb；
struct
  struct
  struct
  struct
  struct
  struct
  mt
］face［K］
fdata（
；
pdata pl；
pdata p2；
pdata p3；
pdata p4；
pdata n；
teach－num；
mainO
｛
    lnt ；
Get．Range O ；
Get－Shape O ；
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   Shape．No rma I O ；
   Get－teach ing－Face O ；
   for（i＝O； i〈＝r－max；＋＋i） I
     p［i］．n．x ＝ O．O；
     p［i］．n．y ＝ O．e；
     p［i］．n．z ＝ O．O；
     p［i］． lb ＝ O；
     1abe1－num［i］ ＝ O；
   ｝
   Range－Norma 1 O ；
   Rang e－Labeling O ；
   Rotate－S2R O ；
   win－set O ；
   Range－Disp O ；
   ／＊
   Range－Labe l－D i spO；
   ＊／
   Shape．D i sp O ；
   getchar O ；
｝
void win－set（void）
｛
   static char namesO［］＝1”3D Points”1；
   static char namesl［］＝1”Regions”1；
   static char ＊name－returnO；
   Lnt 1：        ’
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disp ＝ XOpenDisp［ay（NULL）；
root ＝ RootWindow（dtsp，O）；
vis ＝ DefaultVisual（disp，O）；
cmap ＝ DefauItColormap（disp，O）；
gc ＝ XCreateGC（disp， root，O，O）；
atr．backing－store ＝ Always；
XA目ocNamedCo l or（disp，cmap，”wh i te ，＆c1，＆cc）；
winO ＝ XCreateSimpleWindow（disp， root，100，100，400，400，2，0，c1．pixe［）；
XChangeWindowAttributes（disp，winO，CWBackingStore，＆atr）；
XStoreName（disp，winO，namesO）；
XFetchName（disp，winO，＆name－returnO）；
XMapWindow（disp，winO）；
｝
void Get－Range（void）
｛
lnt 1．n：    1 －t7
double ax，ay，az；
char s［256］，fname［50］；
i＝o： n＝o：
   f 1，一V V
ax＝O； ay＝O； az＝O；
target1：
printf（”range－data filname ＝ ？￥n”）；
scanf （” Olos”， fname） ；
fpl＝fopen（fname，”r”）；
if （fpl ＝＝NULL） 1
pr［ntf（”￥n404 File not Found！￥n￥n”）；
goto targetl；
｝
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getcharO；
／＊ レンジデータをp□に取り込む ＊／
while（fgets（s，256， fpl）1＝NULL）（
  if（ s［O］＝＝’＃’ 11 s［O］＝＝’w’ ll s［O］＝＝’h’）continue；
  if（s［O］＝＝’“’ ＆＆ s［1］＝＝’＊’）continue；
  sscanf（s，”O／olf O／elf e／olf”，＆p［i］．p．x，＆p［i］．p．y，＆p［i］．p．z）；
  if （p［i］． p． z！＝O． O） I
    hd［hdp］ ＝ i；
    hdp ＝ ＋＋hdp；
    n ＝ 十十n膠          ’
    ax ＝ ax＋p［1］．p．x；
    ay ＝ ay＋p［i］．p． y；
    az ＝ az＋p［i］．p． z；
  ｝
  r－max ＝ i；
  1 ＝ 十十1：         ’
｝
／＊ レンジデータの（x， y， z）の平均 ＊／
x－av ＝ ax／n；
y－av ＝ ay／n；
z－av ＝ az／n；
／＊
printf（” x－av． ＝ O／olf￥n y－av． ＝ Ololf￥n z．av． ＝ O／olf￥n”，x．av，y－av，z．av）
＊／
｝
void
｛
Get－Shape（vo i d）
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   ［nt 1，1，lmax；
  char s［K］［256］，fname［50］；
   i＝O； j＝O； lmax＝O；
target2：
  printf（”cad－data filname ＝ ？￥n”）；
   scanf（”O／os”，fname）；
   fp2＝fopen（fname，”r”）；
   if（fp2＝＝NULL）［
    printf（”￥n404 FiIe not Found1￥n￥n”）；
    goto target2；
   ｝
  getchar O ；
  ／＊CADデータファイルからを文字列s［］［］に取り込む ＊／
  while（fgets（s［i］，256， fp2）1＝NULL）1
    ／＊
    p r i n t f （” O／os ”， s ［i］ ） ；
     ＊／
     Imax ＝ 1：            ’
     1 ＝ ＋＋1；
   ｝
   ／＊ 文字列s［］［］からCADデータをface［］に取り込む ＊／
   for（i＝O；i〈＝imax；＋＋i）I
     if（s［i］［O］一一’3’ ＆＆ s［i］［1］一＝’D’）I
       i ＝ i＋4：
             ’
      s scanf （s ［i］， ”O／01f”， ＆face ［j］． pl． x） ；
       i ＝ i＋2：
             ’
      sscanf（s［i］，”O／oIf”，＆face［j］．pl．z）；
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i ＝ i＋2；
sscanf （s ［i］， ”O／01f”， ＆f ace ［j］． pl． y） ；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／elf”，＆face［1］．p2． x）；
i ＝ i＋2：
      ’
sscanf（s［日，，，％lf，，，＆face［1］．p2．z）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／o［f”，＆face［j］．p2．y）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／01f”，＆face［1］．p3．x）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／GIf”，＆face［j］．p3．z）；
i ＝ i＋2：
      ’
sscanf（s［i］，”e／olf”，＆face［j］．p3．y）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／olf”，＆face［j］．p4．x）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／01f”，＆face［j］．p4．z）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／olf”，＆face［j］．p4．y）；
／＊
printf（”pl ＝ IO／olf Olelf ％01fl￥n”，face［J］．pl．x，face［j］．pl．y， face［j］．pl．z）；
printf（”p2 ＝ le／olf Ololf O／o［f］￥n”，face［j］．p2．x，face［j］．p2．y， face［j］．p2． z）；
printf（”p3 ＝ （O／olf e／olf Olelf］￥n”，face［j］．p3．x，face［j］．p3．y，face［1］．p3．z）；
p rint f （” p4 ＝ （％lf ％1f OIGIfl ￥n ￥n”， face ［j］． p4． ×， face ［j］． p4． y， face ［j］． p4． z）
＊／
sh．max ＝ j；
J ＝ ＋＋S；
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｝｝
void Shape－Normal（void）
｛
    lnt lロ        ’
   double nx，ny，nz，sp；
   double rlx，rly，rlz，r2x，r2y，r2z；
i＝o；
for（i＝O；i〈＝sh－max；＋＋i）（
rlx ＝ face［i］．p2．x－face［i］．pl．x；
rly ＝ face［i］．p2．y－face［i］．pl．y；
rlz ＝ face［i］．p2．z－face［i］．pl．z；
r2x ＝ face［i］．p3．x－face［i］．pl．x；
r2y ＝ face［i］．p3．y－face［i］．pl．y；
r2z ＝ face［i］．p3．z－face［i］．pl．z；
nx ＝ rly＊r2z 一 rlz＊r2y；
ny ＝ rlz＊r2x 一 rlx＊r2z；
nz ＝ rlx＊r2y 一 rly＊r2x；
sp ＝ sqrt（nx＊nx＋ny＊ny＋nz＊nz）；
face［i］．n． x ＝ 一（nx／sp）；
face［i］．n．y ＝ 一（ny／sp）；
face［i］．n．z ＝ 一（nz／sp）；
if（face［i］．n．x ＝＝ 一〇．O） face［i］．n．x ＝ O．O；
if（face［i］．n．y ＝＝ 一〇．O） face［i］．n．y ＝ O．O；
if（face［i］．n．z ＝＝ 一〇．O） face［i］．n．z ＝ O．O；
／＊
printf（”normal x ＝ O／olf￥t normai y ＝ O／elf normal z ＝ e／elf￥n”，
      face［i］．norma1．x，face［i］．normal．y， face［i］．normal．z）
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     ＊／
   ｝
｝
void Get．teaching－Face（void）
｛
    lnt 1：        ’
    for（i＝O；i〈＝sh－max；＋＋i）
     face［i］．teach－num ＝ O；
    i＝ o：
        ’
    face［i］．teach”num ＝ 1；
    i＝1：        ’
    face［i］．teach－num ＝ 3；
    1＝2；
    face［i］．teach－num ＝ 2；
    i＝4幽        ’
    face［i］．teach－num ＝ 4；
    i ＝ 54；
   while（i〈100）l
     face［i］．teach－num ＝ 5；
      i ＝ 十十1：            ’
     face［i］．teach－num ＝ 5；
      i ＝ i＋3：
            ’
    ｝
    i ＝ 102；
   while（i〈148）1
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  face［i］．teach－num ＝ 5；
  t ＝ ＋＋1；
  face［i］．teach－num ＝ 5；
  i ＝ i＋3：
        ’
｝
i ＝ 56：
     ’
whiIe（i〈＝100）［
  face［i］．teach－num ＝ 6；
  i＝i＋4露        ’
  face［i］．teach－num ＝ 6；
｝
｝
void Range－NormalO
｛
    lnt 1，J；
   double ulx，uly，ulz，u2x，u2y，u2z，u3x，u3y，u3z，u4x，u4y，u4z
   double vlx，vly，vlz，v2x，v2y，v2z；
   double sp，hx，hy，hz；
   for（i＝O；i〈＝hdp；i＝i＋1）（
     j 一 hd［i］；
     ulx ＝ p［j－200］．p．x－p［j］．p．x；
     uly ＝ p［j－200］．p．y－p［j］．p．y；
     ulz ＝ p［j－200］．p．z－p［j］．p．z；
     u2x ＝ p［j－1］．p． x－p［j］．p．x；
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u2y ＝ p［j－1］．p．y－p［j］．p．y；
u2z ＝ p［j－1］．p．z－p［j］．p．z；
u3x ＝ p［j＋1］．p．x－p［j］．p．x；
u3y ＝ p［j＋1］．p．y－p［j］．p．y；
u3z ＝ p［j＋1］．p． z－p［j］．p．z；
u4x ＝ p［j＋200］．p．x－p［」］．p．x；
u4y ＝ p［j＋200］．p．y－p［j］．p．y；
u4z ＝ p［j＋200］．p．z－p［j］．p． z；
vlx ＝ uly＊u2z－ulz＊u2y；
vly ＝ ulz＊u2x－ulx＊u2z；
vlz ＝ ulx＊u2y－uly＊u2x；
v2x ＝ 一（u3y＊u4z－u3z＊u4y）；
v2y ＝ 一（u3z＊u4x－u3x＊u4z）；
v2z ＝ 一（u3x“u4y－u3y＊u4x）；
hx ＝ （vlx＋v2x）／2．0；
hy ＝ （vly＋v2y）／2．0；
hz ＝ （vlz＋v2z＞／2．0；
sp ＝ sqrt（hx“hx＋hy’hy＋hz“hz）；
p［j］．n．x ＝ hx／sp；
p［j］．n．y ＝ hy／sp；
p［jl．n．z ＝ hz／sp；
｝
｝
void Range－LabelingO
｛
    lnt 1，n；
    int u－kin，d－kin，1－kin，r－kin；
    int label，seed，stack［N］，st－check，st．num；
    int ib－tabIe［N］，lb”min；
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double nx－sub，ny－sub，nzmsub， border＝O．6；
label ＝ O；
lbHmin ＝ O；
for（i＝O；i〈＝hdp；＋＋i）
  1b”table［i］＝O；
for（i＝O；i〈＝hdp；＋＋i）（
 n ＝ hd［，］；
  if（p［n］．Ib ＝＝ O）（
   1abe l ＝ ＋＋1abe［；
   p［n］．Ib ＝ ［abei；
   label－num［（abel］ ＝ label－num［label］＋1；
   seed ＝ n；
   st check ＝ O：     一v一一vv一一 一 V J
   st num z 1：     一一1－Js一 ’ t f
   stack［st－check］＝ n；
   wh i Ie（st－check〈stmnum）1
n ＝ stack［st．check］；
u kin ＝ n－200： 一ts一一一 rr 一t s－VVf
1 kin ＝ n－1： ．一slt一 N 一T 一 7
r kin ＝ n＋1： 一一一 Ll一 一 IH  － J
d．kin ＝ n＋200；
if（p［n］．Ib＝＝label）（
  if（（p［u－kin］．p．z）1＝O．O ＆＆ p［u－kin］．［b＝＝O）
   nx－sub ＝ p［u－kin］．n．x－p［seed］．n．x；
   ny－sub ＝ p［u－k i n］．n．y－p［seed］．n．y；
   nz－sub ＝ p［umk i n］．n．z－p［seed］．n．z；
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  if（nx－sub〈O．O） nx－sub ＝ 一nx－sub；
  if（ny－sub〈O．O） ny．sub ＝ 一ny．sub；
  if（nz－sub〈O．O） nz－sub ＝ 一nz－sub；
  if（nx＿sub＜border ＆＆ ny＿subくborder ＆＆ nz＿sub〈border）｛
  p［uffkin］．Ib ＝ label；
  1abe l－num［1abe1］ ＝ I abel”num［labe 1］＋1；
  stack［st－num］＝u－kin；
  st num ＝ st num十1：    一一L－L－L 一 一一一一一一1一一llL － V
  ｝
｝
if（（p［1－kin］．p．z）1＝O．O ＆＆ p［1－kin］．Ib＝＝O）I
  nx．sub ＝ p［1－kin］．n．x－p［seed］．n．x；
  ny－sub ＝ p［1－k i n］．n．y－p［seed］．n．y；
  nz．sub ＝ p［1－kin］．n．z－p［seed］．n．z；
  if（nx－sub〈O．O） nx－sub ＝ 一nx－sub；
  if（ny－sub〈O．O） ny”sub ＝ 一ny－sub；
  if（nz＿subく0．0） nz＿sub ＝ 一nz＿sub；
  if（nx－sub〈border ＆＆ ny．sub〈border ＆＆ nz－sub〈border）I
  p［1－kin］．lb ＝ label；
  labe1＿num［label］ ＝ ＋＋label＿num［label］；
  stack［st．num］＝1－kin；
  st－num ＝ st－num十1；
  ｝
｝
if（（p［r－kin］．p．z）！＝O．O ＆＆ p［r－kin］．Ib＝＝O）（
  nx－sub ＝ p［r－k i n］．n．x－p［seed］．n．x；
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 nyrsub ＝ p［r．kin］．n．y－p［seedl．n．y；
 nz－sub ＝ p［r－kin］．n． z－p［seed］．n．z；
  if（nx－sub〈O．O） nx－sub ＝ 一nx．sub；
  if（ny”sub〈O．O） ny－sub ＝ 一ny－sub；
  if（nz－sub〈O．O） nz－sub ＝ 一nz－sub；
  if（nx＿subくborder ＆＆ ny＿sub＜border ＆＆ nz＿sub＜border）
  p［rmkin］．Ib ＝ 1abe1；
  labe l－num［1abe 1］ ＝ ＋＋1abe l－num［1abe l］；
  stack［stmnum］＝r－kin；
  st－num ＝ st－num十1；
  ｝
｝
if（（p［d－kin］．p．z）！＝O．O ＆＆ p［d－kin］．Ib＝＝O）（
 nx－sub ＝ p［dmk i n］．n．x－p［seed］．n．x；
 ny－sub ＝ p［d．k i n］．n．y－p［seed］．n．y；
 nz－sub ＝ p［d－k i n］．n． z－p［seed］．n．z；
  if（nx－sub〈O．O） nx－sub ＝ 一nx－sub；
  if（ny＿subく0、0） nY＿sub ＝ 一ny＿sub；
  if（nz－sub〈O．O） nz－sub ＝ 一nz－sub；
  if（nx－sub〈border ＆＆ nymsub〈border ＆＆ nz－sub〈border）
  p［d－kin］．1b ＝ label；
  1abe l－num［1abe l］ ＝ ＋＋labe l“num［1abe l］；
  stack［st－num］＝d－kin；
  st－num ＝ st－num＋1；
  ｝
｝
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     st check ＝ ＋＋st＿check；
   ｝
  ｝
｝
for（i＝O；i〈＝hdp；＋＋i）（
 n ＝ hd［i］；
  if（1abe1－num［p［n］．Ib］〈50）I
   p［n］．ib＝O；
   contlnue；
  ｝
 else if（lb－table［p［n］．1b］＝＝O）1
   1b－min ＝ 十十1b－min；
   lb－table［p［n］．［b］ ＝ lb．min；
  ｝
｝
for（i＝O；i〈＝hdp；＋＋ D I
  n ＝ hd［i］；
  if（lb－table［p［n］．lb］！＝O）
   p［n］．lb ＝ 1b－table［p［n］．lb］；
｝
1b－max ＝ lb－min；
printf（”Region ＝ O／ed￥n”，lb－min）；
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void Rotate S2R（void）
｛
    mt 1，n，x，y，z；
   double ac－x，ac－y，ac－z，count，sp；
   double xl，yl，zl，x2，y2，z2，ul，vl，wl，u2，v2，w2i
   double al，a2，a3， a4，bl，b2，b3， b4，cl，c2；
   double alO，beO，gaO，deO，al，be，ga，de；
   double A［3］ ［3］，B［3］ ［3］，C［3］ ［3］；
   double i nvA［3］ ［3］，RO［3］ ［3］，R［3］ ［3］，P［3］；
xl ＝ face［O］．n．x；
yl ＝ face［O］．n．y；
zl ＝ face［O］．n．z；
x2 ＝ face［1］．n．x；
y2 ＝ face［1］．n．y；
z2 ＝ face［1］．n．z；
ac－x ＝ O； ac－y ＝ O； ac－z ＝ O； count ＝ O；
for（i＝O；i〈＝hdp；＋＋i）（
n ＝ hd［i］；
f（p［n］．lb ＝＝ 1）［
ac－x ＝ ac－x ＋ p［n］．n．x；
ac－y ＝ ac－y ＋ p［n］．n．y；
ac－z ＝ ac－z ＋ p［n］．n．z；
count ＝ 十十count：             ’
｝
｝
ul ＝ ac－x／count；
vl ＝ ac－y／count；
wl ＝ ac－z／count；
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sp ＝ sqrt（ul＊ul＋vl＊vl＋wl＊wl）；
ul ＝ ul／sp；
vl ＝ vl／sp；
wl ＝ wl／sp；
ac－x ＝ O．O； ac－y ＝ O．O； ac－z ＝ O； count ＝ O．O；
for（i＝0；i〈＝hdp；＋＋i）｛
n ＝ hd［i］；
f（p［n］．Ib ＝＝ 7）1
ac－x ＝ ac－x ＋ p［n］．n．x；
ac－y ＝ ac－y ＋ p［n］．n．y；
ac－z ＝ ac－z ＋ p［n］．n．z；
count ＝ ＋＋count；
｝
｝
u2 ＝ ac－x／count；
v2 ＝ ac－y／count；
w2 ＝ ac”z／count；
sp ＝ sqrt（u2＊u2＋v2＊v2＋w2＊w2）；
u2 ＝ u2／sp；
v2 ＝ v2／sp；
w2 ＝ w2／sp；
al ＝ wl／sqrt（（double）（1．0－vl“vl））；
a2 ＝ ul／sqrt（1．0－vl＊vl）；
a3 ＝ sqrt（1．0－vl“vl）；
a4 ＝ vl；
A［o］ ［o］ ＝ al；
A［O］ ［1］ ＝ 一（a2“a4）；
A［O］［2］ ＝ a2＊a3；
77
A［1］ ［O］
A［ll［1］
A［1］［2］
A［2］ ［O］
A［2］田
A［2］ ［2］
o．o；
a3；
a4；
一a2：
   ’
一（al＊a4）；
a1＊a3；
printf（”（ul，vl，wl）＊A ＝￥n”）；
printf （”O／olf￥t”， ul ＊A ［e］ ［O］ ＋vl ＊A ［1 ］ ［O］ ＋wl ＊A ［2］ ［O］）
printf （”O／oif￥t”， ul ＊A ［O］ ［1］＋vl ＊A ［1］ ［1 ］ ＋wl ’A ［2］ ［1］）
printf（”O／olf￥n”，ul“A［O］［2］＋vl“A［1］［2］＋wl＊A［2］［2］）
if（zl一＝O．O 11
 bl ＝ 1．0；
else
  bl ＝
yl＊yl＝＝O．O）
zl／sqrt（1－yl＊y1）；
if（xl＝＝O．O 11
 b2 ＝ O．O；
yl＊yl＝＝O．O）
else
b2 ＝ xl／sqrt（1－yl＊yl）；
if（yl＊yl＝＝O．O）
 b3 ＝ 1．0；
else
 b3 ＝ sqrt（1－yl’yl）；
b4 ＝ yl；
B［O］ ［O］
B ［O］ ［1］
B［O］ ［2］
B［1］ ［O］
B田［1］
B［1］ ［2］
B［2］ ［O］
B［2］ ［1］
B［2］ ［2］
bl：
  ’
一（b2＊b4）；
b2＊b3；
o． o；
b3；
b4；
一b2；
一（bl＊b4）；
bl＊b3；
printf（”（xl，yl，zl）＊B ＝￥n”）；
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printf（”％lf￥t’，，x1＊B［0］［0］＋y1＊B［1］［0］＋z1＊B［2］［0］）
printf （”O／elf￥t”， xl ＊B ［O］ ［1］ ＋yl “B ［1］ ［1］＋zl “B ［2］ ［1 ］）
printf （”O／olf￥n”， ×1 ＊B ［O］ ［2］ ＋yl “B ［1］ ［2］ ＋zl ＊B ［2］ ［2］）
alO ＝ x2“bl－z2＊b2；
beO ＝ 一x2“b2“b4＋y2＊b3－z2＊bl＊b4；
gaO ＝ u2＊al－w2＊a2；
deO ＝ 一u2＊a2＊a4＋v2＊a3－w2＊al＊a4；
if（alO＝＝O．O 1［ （alO“aIO＋beO＊beO）＝＝O．O）
  al ＝ O．O；
else
  al ＝ alO／sqrt（a［O＊alO＋beO＊beO）；
if（beO＝＝0．O ll （alO＊aIO＋beO＊beO）＝＝0、0）
  be ＝ O．O：
         ’
else
  be ＝ beO／sqrt（alO＊a IO＋beO＊beO）；
if（gaO＝＝O．O 11 （gaO“gaO＋deO’deO）＝＝O．O）
  ga ＝ O．O；
else
  ga ＝ gaO／sqrt（gaO’gaO＋deO＊deO）；
if（deO＝＝O．O H （gaO＊gaO＋deO＊deO）＝＝O．O）
  de ＝ O．O；
else
  de ＝ deO／sqrt（gaO＊gaO＋deO＊deO）；
；
；
；
cl ＝ a l＊ga＋be＊de；
c2 ＝ 一a l＊de＋be＊ga；
C［O］ ［O］ ＝ cl；
C［O］ ［1］ ＝ 一。2；
C［O］［2］ 一 O．O；
C［1］［O］ ＝ c2；
C［1］［1］ ＝ cl；
C［1］［2］ 一 O．O；
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C［2］ ［O］ 一 O．O；
C［2］ ［1］ 一 O．O；
c［2］［2］ ＝ 1．o；
1nv－Matrix（A， invA）；
ProdmMatrix（B，C，RO）；
Prod－Matrix（RO， invA，R）；
for（i＝O；i〈＝sh－max；＋＋i） （
  Rotate（i，R）；
｝
｝
void
｛
lnv－Matrix（double m［］［3］，double inv．m［］［3］）
double a，b，c，p，q， r，X，Y”Z；
double det；
a ＝ rn ［o］ ［o］ ；
b ＝ m［O］ ［1］；
c ＝ m［O］ ［2］；
p ＝ m［1］ ［O］；
q ＝ m［1］［1］；
r ＝ m［1］［2］；
x ＝ m［2］ ［O］；
y ＝ m［2］ ［1］；
z ＝ m［2］ ［2］；
det ＝ 1／（a＊q＊z－a＊r＊y－p＊b＊z＋p＊c＊y＋x＊b＊r－x＊c＊q）；
inv－m［O］［O］ ＝ det＊（q＊z－r“y）；
inv－m［O］［1］ ＝ det＊（c＊y－b＊z）；
inv－m［O］［2］ ＝ det＊（b“r－c＊q）；
inv－m［1］［O］ ＝ det＊（r“x－p＊z）；
inv－m［1］［1］ ＝ det“（a’z－c’x）；
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inv－m［1］［2］
，nv－m ［2］ ［O］
inv－m ［2］ ［1］
inv－m［2］［2］
＝ det＊（c＊p－a＊r）；
＝ det“（p＊y－q＊x）；
＝ det＊（b“x－a＊y）；
＝ det“（a“q－b＊p）；
｝
void Prod－Matrix（double a［］［3］，doub［e b［］［3］，double prod［］［3］）
｛
    int i，j，k；
for（i ＝ O； i〈3； i＋＋） l
   for（j ＝ O； j〈3； j＋＋） I
       prod［i］［j］ ＝ O．O；
       for（k ＝ 0； k＜3； k＋＋）｛
           prod［i］［j］ ＝ prod［i］［j］ ＋ a［i］ ［k］ ＊ b［k］ ［j］；
       ｝
   ｝
｝
｝
void Rotate（int n，double R［］［3］）
｛
   double a［3］；
a［O］
a［1］
a［2］
＝ R［O］［O］“face［n］．pl．x＋R［1］［O］＊face［n］．pl．y＋R［2］［O］“face［n］．pl．z；
＝ R［O］［1］＊face［n］．pl．x＋R［1］［1］“face［n］．pl．y＋R［2］［1］＊face［n］．pl．z；
＝ R［O］［2］＊face［n］．pl．x＋R［1］［1］＊face［n］．pl．y＋R［2］［2］“face［n］．pl．z；
face［n］．pl．x
face［n］．pl．y
face［n］．pl．z
a［O］
a［1］
a［2］
＝ a［O］ ；
＝ a［1］；
＝ a［2］ ；
R［O］［O］＊face［n］．p2．x＋R［1］［O］＊face［n］．p2．y＋R［2］［O］＊face［n］．p2．z；
R［O］［1］“face［n］．p2．x＋R［1］［1］＊face［n］．p2．y＋R［2］［1］＊face［n］．p2．z；
R［O］［2］＊face［n］．p2．x＋R［1］［1］＊face［n］．p2．y＋R［2］［2］＊face［n］．p2．z；
face［n］．p2．x ＝ a［O］；
face［n］．p2．y ＝ a［1］；
face［n］．p2．z ＝ a［2］；
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a［O］
a［1］
a［2］
＝ R［O］［O］“face［n］．p3．x＋R［1］［e］＊face［n］．p3．y＋R［2］［O］＊face［n］．p3．z；
＝ R［O］［1］＊face［n］．p3．×＋R［1］［1］＊face［n］．p3．y＋R［2］［1］＊face［n］．p3．z；
＝ R［O］［2］＊face［n］．p3．x＋R［1］［1］＊face［n］．p3．y＋R［2］［2］＊face［n］．p3．z；
face［n］．p3．x ＝ a［O］；
face［n］．p3．y ＝ a［1］；
face［n］．p3． z ＝ a［2］；
a［O］
a［1］
a［2］
＝ R［O］［O］＊face［n］．p4．x＋R［1］［O］＊face［n］．p4．y＋R［2］［O］＊face［n］．p4．z；
＝ R［O］［1］＊face［n］．p4．x＋R［1］［1］“face［n］．p4．y＋R［2］［1］“face［n］．p4．z；
＝ R［O］［2］“face［n］．p4．x＋R［1］［1］“face［n］．p4．y＋R［2］［2］＊face［n］．p4．z；
face［n］．p4．x ＝ a［O］；
face［n］．p4．y ＝ a［1］；
face［n］．p4．z ＝ a［2］；
／＊
printf（”i ＝ ％d￥n”，n）；
printf（”pl．x ＝ O／elf￥tpl．y ＝ ％olf￥tpl．z ＝ e／01f￥n”，
      face［n］．pl．x， face［n］．pl．y，face［n］．pl．x）；
printf（”p2．x ＝ O／olf￥tp2．y ＝ O／olf￥tp2．z ＝ O／olf￥n”，
      face［n］．p2．x， face［n］．p2．y，face［n］．p2．x）；
printf（”p3．x ＝ e／olf￥tp3．y ＝ Ololf￥tp3．z ＝ e／Glf￥n”，
      face［n］．p3．x， face［n］．p3．y， face［n］．p3．x）；
printf（”p4．x ＝ O／elf￥tp4．y ＝ O／olf￥tp4．z ＝ O／olf￥n￥n”，
      face［n］．p4．x， face［n］．p4．y， face［n］．p4．x）；
      ＊／
｝
void Range”Disp（void）
｛
   lnt 1，i；
   double px，py；
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for（i＝0；i＜＝（hdp－1）；＋＋i）｛
j ＝ hd［i］；
p［j］．p．x ＝ p［j］．p．x－x－av；
p［j］．p．y ＝ p［j］．p．y－y－av；
p［j］．p． z ＝ p［j］．p． z－z－av；
Point－set（p［j］．p．x，p［i］．p．y，p［J］．P．Z，＆PX，＆PY．）；
Points．Display（j，px，py）；
｝
｝
void Shape－Disp（void）
｛
    lnt 1：        ’
   doub le pxl，pyl，px2，py2，px3，py3，px4，py4；
for（i＝O；i〈＝sh－max；＋＋i）1
Point－set2（face［i］．pl．x， face［i］．pl．y， face［i］．pl．z，＆pxl，＆pyl）
Pointntset2（face［i］．p2．x， face［i］．p2．y， face［i］．p2．z，＆px2，＆py2）
Po int－set2（face［i］．p3．x，face［i］．p3．y， face［i］．p3．z，＆px3，＆py3）
Point－set2（face［i］．p4．x，face［i］．p4．y， face［i］．p4．z，＆px4，＆py4）
Line－Display（pxl，pyl，px2，py2）；
Line－Display（px2，py2，px3，py3）；
LineDispiay （px3， py3， px4， py4）；
Line－Display（px4，py4，pxl，pyl）；
｝
｝
void Point－set（double x，double y，double z，doub［e ＊px，dodble ＊py）
／＊  三次元の距離データを二次元に投影する   ＊／
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｛doubieax ＝ O．O“pa i／180，
ay ＝ O．O＊pa i／180，
az ＝ O．O“pai／180，
vp ＝ 一300．0，
1 ＝ 20．0，
m ＝ 一25．0，
n ＝ 一loo．o，
xl，yl，zl，x2，y2， z2，h
／＊
／＊
／＊
／＊
／＊
／＊
／＊
；
x軸回りの回転角
y軸回りの回転角
z軸周りの回転角
投影中心
x方向の移動量
y方向の移動量
z方向の移動量
＊／
＊／
＊／
＊／
＊／
＊／
＊／
xl ＝
yl ＝
zl ＝
x；
y＊cos（ax）一z＊s l n（ax）l
y＊sin（ax）＋z＊cos（ax）；
x2 ＝ xl＊cos（az）一yl＊sin（az）
Y2＝xl＊sin（az）＋y1＊cos（az）
z2 ＝ zl：
       ’
h ＝ 一x2“sin（ay）／vp＋z2＊ cos（ay）／vp＋n／vp＋1；
＊px ＝ （x2＊cos（ay）＋z2“sin（ay）＋1）／h；
＊py ＝ 一（（y2＋m）／h）；
｝
void
／＊
｛
Point－set2（double x，double y，double z，doubIe “px，doubIe ＊py）
  三次元の距離データを二次元に投影する   ＊／
doubleax ＝ O．O“pa i／180，
ay ＝ O．O“pai／180，
az ＝ O．O’pa i／180，
vp ＝ 一300．0，
1 ＝ 29．0，
m ＝ 一35．0，
n ＝ 一150．0，
xl，yl，zl，x2，y2， z2，h
／＊
／＊
／＊
／＊
／＊
／＊
／＊
；
x軸回りの回転角
y軸回りの回転角
z軸周りの回転角
投影中心
x方向の移動量
y方向の移動量
z方向の移動量
＊／
＊／
＊／
＊／
＊／
＊／
＊／
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   xl ＝ x；
   yl ＝ y＊cos（ax）一z＊sin（ax）；
   zl ＝ y＊sin（ax）＋z＊cos（ax）；
   x2 ＝ xl＊cos（az）一yl＊sin（az）；
   y2 ＝ xl＊sin（az）＋yl＊cos（az）；
   z2 ＝ zl；
   h ＝ 一x2＊s i n（ay）／vp＋z2＊ cos（ay）／vp＋n／vp＋1；
   ＊px ＝ （x2＊cos（ay）＋z2＊sin（ay）＋1）／h；
   ’py ＝ 一（（y2＋m）／h）；
｝
void Points－Display（int i，double px，double py）
｛
    lnt x，y；
   px＝px＋50；
   py＝py＋50；
   x＝3“（doub l e）px；
   y＝3“（doub l e）py；
   dx［i］ ＝ x；
   dy［i］ ＝ y；
   XAllocNamedColor（disp，cmap，”biack”，＆cl，＆cc）
   XSetForeground（disp，gc，cl．pixe1）；
   XDrawPoint（disp，winO，gc，x，y）；
   XFIush（disp）；
｝
void Range－Label－DispO
｛
    int i，j，n，x，y， i ro，1－max＝O；
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for（i＝1；i〈＝lb－max；＋＋i）1
for（j＝0；jく＝hdp；＋＋j）｛
n ＝ hd［j］；
f（p［n］．1b＝＝，）（
x ＝ dx［n］；
y ＝ dy［n］；
iro ＝ p［n］． lb；
while（iro＞12）
  iro ＝ iro－12；
if（iro＝＝1） I
 XAIlocNamedColor（disp， cmap，”red”，＆cl，＆cc）；
 XSetForeground（disp，gc，cl．pixe1）；
｝
if（iro＝＝2）l
 XAllocNamedColor（disp，cmap，”green”，＆cl，＆cc）；
 XSetForeground（disp，gc，cl．pixe1）；
｝
if（iro＝＝3） I
 XAIlocNamedColor（disp，cmap，”blue”，＆cl，＆cc）；
 XSetForeground（disp，gc，cl．pixe1）；
｝
if（i ro＝＝4） （
 XAllocNamedColor（disp，cmap，”yellow”，＆cl，＆cc）
 XSetForeground（disp，gc，cl．pixel）；
｝
if（iro＝＝5） I
 XA目ocNamedCo l or（d i sp，cmap， cyan，，，＆c1，＆cc）；
 XSetForeground（disp，gc，cl．pixel）；
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｝f（iro＝＝6） I
 XA H ocNamedColor （d i sp， cmap， ”magenta”， ＆cl，＆cc）；
 XSetForeground（dtsp，gc，cl．pixel）；
｝
f（iro＝＝7） （
 XAIIocNamedColor（disp，cmap，”gray70”，＆cl，＆cc）；
 XSetForeground（disp，gc，cl．pixel）；
｝
if（iro＝＝8） （
  XAIIocNamedColor（disp，cmap，”red4”，＆cl，＆cc）；
  XSetForeground（disp，gc，cl．pixe1）；
｝
if（iro＝＝9）I
 XAllocNamedColor（disp，cmap，”green4”，＆c1，＆cc）；
 XSetForeground（disp，gc，cl．pixeI）；
 ｝
if（iro＝＝10） I
  XAllocNamedCoIor（disp，cmap，”blue4”，＆cl，＆cc）；
  XSetForeground（disp，gc，cl．pixel）；
｝
if（iro＝＝11） I
 XA［10cNamedColor（disp，cmap，”yeIlow4”，＆cl，＆cc）；
 XSetForeground（disp，gc，cl．pixel）；
｝
f（iro＝＝1 2） I
 XA l［ocNamedCo l or（disp，crnap，”cyan4”，＆cl，＆cc）；
 XSetForeground（disp，gc，cl．pixe1）；
｝
XDrawPoint（disp，winl，gc，x，y）；
XFlush（disp）；
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｝｝
printf（”Region－Number ＝ O／od￥n”， i）；
getchar O ；
｝
｝
void Line－Display（double pxl，double pyl，double px2，double py2）
｛
    int ×1，yl，x2，y2；
px1＝px1＋50；
pyl＝pyl＋50；
px2＝px2＋50；
py2＝py2＋50；
xl＝3＊（double）px1；
yl＝3＊（double）pyl；
x2＝3＊（doub l e）px2；
y2＝3“（doub l e）py2；
XA目ocNamedCo lor（disp，cmap，”red，，，＆cl，＆cc）；
XSetForeground （disp， gc， cl．pixe D ；
XSetLineAttributes（disp，gc，1，LineSolid，CapButt，JoinMiter）；
XDrawLine（disp，winO，gc，xl，yl，x2，y2）；
XFlush（disp）；
｝
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