We present TwoTowers, a tool for analyzing functional and performance properties of concurrent systems expressed as terms in the stochastically timed reward process algebra EMPAr. TwoTowers builds on two existing tools, CWB-NC and MarCA, that have been retargeted to carry out functional and performance analysis (respectively) of EMPAr system specifications. As an example, we describe the application of TwoTowers to the Lehmann-Rabin randomized distributed algorithm for the dining philosopher problem.
INTRODUCTION
The desirability of taking account of the performance aspects of a system in the early stages of its design has been widely recognized [23, 10, 13, 7] . Nevertheless, it often happens that a concurrent system is tested for efficiency only after it has been fully designed and tested for functionality. This results in two problems. On the one hand, the detection of poor performance causes the system to be designed again, so the cost of the project increases. On the other hand, since the performance-related analysis is done on a model of a system extracted from the implementation while the functionality-related analysis is usually performed on a model derived from a system design, great care must be taken to ensure that these models are consistent with one another, i.e. do reflect (different aspects of) the same system.
In order to solve the two problems above, in [3, 4] a two-phase approach for modeling and analyzing both functional and performance characteristics of concurrent systems has been proposed, which is based on stochastically timed process algebras and stochastically timed Petri nets in order to exploit their complementary advantages:
The first phase requires the designer to specify the concurrent system as a term in the stochastically timed process algebra. Because of compositionality, the designer is allowed to develop the algebraic representation of the system in a modular way: every subsystem can be modeled separately, then these models can be put together through the operators of the algebra. The analysis of the algebraic term is then carried out on its underlying integrated interleaving semantic model, which is a transition system labeled with both action types and durations. The integrated interleaving semantic model can be analyzed as a whole by a notion of integrated equivalence or projected on a functional semantic model and a performance semantic model that can be analyzed by means of existing tools.
The second phase consists of deriving from the algebraic representation of the system an equivalent representation in the form of a stochastically timed Petri net. The net representation turns out to be useful whenever a less abstract representation is required highlighting dependencies, conflicts, and synchronizations among system activities, and helpful in detecting some properties that can be easily checked only in a distributed setting. Additionally, the net representation is usually more compact than the integrated interleaving semantic model resulting from the algebraic representation, since concurrency is kept explicit instead of being simulated by alternative computations obtained by interleaving actions of concurrent components. The functional and performance analysis of the net representation can then be undertaken using existing tools.
Since the two phases above are complementary, the choice between them is made according to the adequacy of the related representation with respect to the analysis of the system under consideration and the availability of the corresponding tools. In any case, the designer is suggested to start with an algebraic representation of the system in order to take advantage of compositionalityof algebras and avoid graphical complexity of nets.
This paper describes our efforts to provide tool support for the first phase of this approach through the implementation of a tool called TwoTowers. To use TwoTowers, the designer first specifies the concurrent system as an algebraic term. The algebra adopted in the tool is EMPA r [1] , an extension of the stochastically timed process algebra EMPA [5] allowing for the specification of performance measures based on rewards, which augments the expressive power of a classical process algebra with additional features for expressing probabilities, priorities, and timing characteristics of systems. Because EMPA r supports compositional modeling, the designer may develop the algebraic representation of the system in a modular way; every subsystem can be modeled separately, then combined using the appropriate operators. Another useful feature of EMPA r is that many functional properties of a system may be examined independently of performance properties and vice versa. Our implementation of TwoTowers exploits this fact by using two existing tools (that we have retargeted to EMPA r ) for the analysis of these types of properties. CWB-NC [9] provides a variety of different types of analysis (e.g. model checking, equivalence checking, preorder checking, reachability analysis) of the functional behavior of systems, while MarCA [21] conducts stationary and transient performance analysis, as depicted in Fig. 1.1 . The purpose of TwoTowers is similar to that of other stochastically timed process algebra based tools, such as the PEPA Workbench [11] and the TIPP-tool [14] . However, besides the difference in the expressive power of the algebras used by these tools [5] , the underlying philosophy is quite different. TwoTowers profits from two well-known software tools to carry out the functional and performance analysis. This is advantageous both from the point of view of the implementors and from the point of view of the users. We needed not to write code for implementing the analysis routines, thereby making the development of TwoTowers itself easier and faster, and users are provided with a wide range of automated techniques helping them during the study of systems.
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The remainder of the paper is organized as follows. In the second section we present the language of TwoTowers, i.e. EMPA r . In the third section we present the architecture of TwoTowers. In the fourth section we describe our use of the tool to study the Lehmann-Rabin randomized distributed algorithm for the dining philosopher problem. Finally, in the fifth section we report some concluding remarks about related work and future extensions of TwoTowers.
THE LANGUAGE OF TWOTOWERS: EMPA R
The building blocks of EMPA r [1] are actions. An action is a quadruple <a;~ ;r 1 ;r 2 > where:
a is the type of the action. Types divide actions into external and internal (denoted by action type ) depending on whether they can be seen by an external observer or not.
is the rate of the action, i.e. a concise way to represent the random variable specifying its duration. Based on rates, we have the following classification:
-Exponentially timed actions are actions whose rate is a positive real number. Such a number is interpreted as the parameter of the exponentially distributed random variable specifying the duration of the action.
-Immediate actions are actions whose rate, denoted by 1 l;w , is infinite.
Such actions have duration zero and each of them is given a priority level l 2 N I + and a weight w 2 R I + , useful for expressing prioritized and probabilistic choices respectively.
-Passive actions are actions whose rate, denoted by , is undefined. The duration of a passive action is fixed only by synchronizing it with a nonpassive action of the same type.
The restriction to exponentially distributed durations implies that the semantics can be defined in the interleaving style, thanks to the memoryless property of exponential distributions, and that the underlying performance models are Markov chains. r 1 andr 2 are, respectively, the yield reward and the bonus reward of the action [15] . Both of them are included within actions to allow for a high level specification of the performance measures of interest. The former expresses the speed at which gain is accumulated at the state executing the action, whereas the latter expresses the gain awarded upon executing the action. Performance measures are computed as weighted sums of state probabilities and transition frequencies, where rewards are used as weights.
We denote by Act r = f<a;~ ;r 1 ;r 2 > 2 AType ARate AYReward ABReward j = ()r 1 =r 2 = g the set of actions, where AType is the set of types, ARate = R I + Inf f g, with Inf = f1 l;w j l 2 N I +^w 2 R I + g is the set of rates, AYReward = R I f g is the set of yield rewards, and ABReward = R I f g is the set of bonus rewards. Let Const be a set of constants and ARFun = f' : AType ?! AType j '( ) = ^'(AType ? f g) AType ? f gg be a set of action relabeling functions. The set L r of process terms of EMPA r is generated by the following syntax E ::= 0 j <a;~ ;r 1 ;r 2 >:E j E=L j E '] j E + E j E k S E j A where L; S AType ? f g and A 2 Const. We denote by G r the set of guarded and closed terms of L r .
The null term "0" represents a termination or deadlocked state. The prefix operator "<a;~ ;r 1 ;r 2 >: " denotes the sequential composition of an action and a term. The functional abstraction operator " =L" hides the actions whose type belongs to L by changing their type to . The functional relabeling operator " ']" changes the types of actions according to '. The alternative composition operator " + " expresses a choice between two terms: the choice is resolved according to the race policy whenever exponentially timed actions are involved (the fastest one succeeds) or according to the preselection policy whenever immediate actions are involved (only the actions having the highest priority level are executable and each of these is given an execution probability proportional to its own weight), while the choice is purely nondeterministic whenever passive actions are involved. For a more formal presentation of EMPA r semantics, the interested reader is referred to [1, 2] .
ARCHITECTURE OF TWOTOWERS
The architecture of TwoTowers is depicted in Fig. 1.2 . TwoTowers is composed of a graphical user interface, a tool driver, an integrated kernel, a functional kernel, and a performance kernel. The graphical user interface is written in Tcl/Tk [20] and allows the user to edit EMPA r specifications, compile them, and run the various analysis routines.
The tool driver, which is written in C [17] and uses Lex [19] and YACC [16] , includes routines for parsing EMPA r specifications and performing lexical, syntactic and static semantic (closure, guardedness, finiteness) checks on the specifications. If there are errors, a message indicates the number of errors and a file is generated pinpointing the errors in the specification source file. When there are no errors, the syntax tree of the specification is produced for analysis by the three kernels. The purpose of the integrated kernel is to perform those analyses that require both functional and performance information and therefore cannot be performed by factoring out information to be passed to either the functional or performance kernels. The integrated kernel, which is implemented in C, contains the routines to generate the integrated interleaving semantic model of correct EMPA r specifications. The model generation employs the transition caching strategy proposed in [8] to store certain semantic information during model construction thereby avoiding recomputation of this information and saving time and memory. After generating a model the tool reports the number of states (classified as tangible, vanishing, open, or absorbing) as well as the number of transitions (classified as observable or invisible according to their types, and as exponentially timed, immediate, or passive according to their rates).
Moreover, the integrated kernel contains a routine to check two EMPA r specifications for strong extended Markovian reward bisimulation equivalence [1] , as well as a facility for simulating an EMPA r specification which supports the derivation of performance measures according to the method of independent replications [22] .
The functional kernel, which is written in C, generates the functional semantic model of correct EMPA r specifications. The analysis of the labeled transition systems as well as the terms themselves is then performed by a version of the Concurrency Workbench of North Carolina (CWB-NC) [9] that was retargeted for EMPA r using the Process Algebra Compiler of North Carolina (PAC-NC) [8] . The functional semantics of EMPA r along with a syntactic description of EMPA r were encoded as input to the PAC-NC which then produced the code to retarget the CWB-NC to EMPA r . The
TwoTowers functional kernel therefore comprises all the analysis capabilities of the CWB-NC including interactive simulation of systems, reachability analysis to check safety properties, model checking in the -calculus or CTL, equivalence checking, and preorder checking. Finally, the performance kernel, which is written in C, generates the Markovian semantic model of correct performance closed EMPA r specifications. The analysis of the Markov reward chains is then carried out by means of the Markov Chain Analyzer (MarCA) [21] : transient and stationary probability distributions are calculated, then performance indexes are derived using the rewards expressed in the specifications themselves.
ANALYSIS OF A DISTRIBUTED ALGORITHM
In this section we describe our use of TwoTowers to analyze the Lehmann-Rabin randomized distributed algorithm for the dining philosopher problem, which is characterized as follows. Suppose there are n philosophers P i , 0 i n ? 1, sitting at a round table each with a plate in front of him/her. Furthermore, let there also be n chopsticks C i , 0 i n ? 1, each shared by two neighbor philosophers and used to get the rice at the center of the table. Given that philosophers can be thought of as concurrent processes sharing resources represented by the chopsticks, the mutual exclusive use of the chopsticks must be guaranteed in such a way that no adjacent philosophers are simultaneously eating and deadlock does not occur. A fair and elegant solution to this problem has been proposed in [18] . The idea is that P i flips a fair coin to choose between C i and C i+1 , gets the chosen chopstick as soon as it becomes free, and gets the other chopstick if it is free. If the second chopstick is not available, the philosopher replaces the first one and repeats the procedure. If we denote by " + n " (" ? n ") the addition (subtraction) modulo n, and let think i be the action type "P i is thinking", eat i be "P i is eating", pu i be "C i is being picked up", and pd i be "C i is being put down", this algorithm can be modeled as follows with EMPA r : DP n (P 0 k ; : : :k ; P n?1 ) k fpu i ;pd i j0 i n?1g (C 0 k ; : : :k ; C n?1 ) P i = <think i ; i ; 0; 0>:P 0 where the actions correspond to coin flips with the weights reflecting the respective probabilistic outcomes. It is worth noting that only actions with type think i or eat i are relevant from the performance viewpoint and so they have been given an exponential timing, whereas the time it takes P i to flip the coin or to pick up or put down a chopstick can be neglected so the corresponding actions are immediate. We also point out that priority levels of immediate actions have proven to be quite helpful in the description of the choice between getting the second chopstick and releasing the first one in order to model the fact that, whenever the second chopstick is available, the philosopher does pick it up. This is achieved in the subterms of term P 0 i enclosed in parentheses by assigning priority level 2 to the action with type pu and priority level 1 to the action with type pd. Now, we apply TwoTowers to the algebraic description of the algorithm in order to automatically verify that no adjacent philosophers be simultaneously eating and deadlock be avoided (functional properties ensuring the correctness of the algorithm), and to automatically assess the mean number of philosophers who are simultaneously eating (a performance index reflecting the degree of parallelism of the algorithm). To verify the two functional properties, we can resort to model checking by proving that every state satisfies respectively The mean number of philosophers who are simultaneously eating is instead obtained by summing up the steady state probabilities of any state of the underlying Markov reward chain multiplied by the number of philosophers eating in that state, which is derived by yield reward 1 assigned to action having type eat i in term P 00 i .
In Table 1 .1 we summarize the results we have obtained by varying the number n of philosophers from 3 to 6, where i = 4 and i = 0:75 for any 0 i n ? 1. The columns show, respectively, the number of philosophers, the number of states of the integrated interleaving semantic model, the number of tangible states (which coincides with the number of states of the Markov reward chain), the number of vanishing states, the number of transitions, the number of exponentially timed transitions, the number of immediate transitions, the absence of adjacent philosophers simultaneously eating (verified by means of CWB-NC), the absence of deadlock (verified by means of CWB-NC), and the mean number of philosophers who are simultaneously eating (computed by means of MarCA).
CONCLUSION
In this paper we have presented TwoTowers, a tool based on the stochastically timed reward process algebra EMPA r for the analysis of functional and performance properties of concurrent systems. TwoTowers generates the semantic models of algebraic specifications; then the task of studying such models is transferred to two already existing tools: CWB-NC for functional verification, MarCA for performance evaluation.
Relying on existing tools is advantageous from the point of view of both implementors and users. We needed not to write code for implementing the analysis routines, thereby making the development of TwoTowers easier and faster, and users are provided with a wider range of automated techniques. In this paper we have applied TwoTowers to the Lehmann-Rabin randomized distributed algorithm. More complex systems have been analyzed by means of TwoTowers, such as the alternating bit protocol [4] , CSMA/CD [2] , ATM switches supporting different services [2] , and an adaptive mechanism for trasmitting packetized audio over the Internet [6] . When dealing with larger state spaces, suitable techniques should be employed to reduce the cost of the analysis:
As far as functional verification is concerned, TwoTowers provides the user with the techniques implemented in the CWB-NC, such as on-the-fly model checking and compositional minimization.
From the performance evaluation standpoint, all the techniques implemented in MarCA are available in TwoTowers, together with the support for simulative analysis which allows infinite state systems to be handled. Moreover, in the future capabilities for the detection at the syntax level of product form solutions (see e.g. [12] ) shall be added.
The planned implementation of the second phase of the approach proposed in [4] should help in the analysis, because this would be conducted on truly concurrent models given by stochastically timed Petri nets, instead of interleaving models.
