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Abstract
We consider inference problems for high-dimensional functional data with a dense
number (T ) of repeated measurements taken for a large number of p variables from
a small number of n experimental units. The spatial and temporal dependence, high
dimensionality, and the dense number of repeated measurements all make theoretical
studies and computation challenging. This paper has two aims; our first aim is to
solve the theoretical and computational challenges in detecting and identifying change
points among covariance matrices from high-dimensional functional data. The second
aim is to provide computationally efficient and tuning-free tools with a guaranteed
stochastic error control. The change point detection procedure is developed in the
form of testing the homogeneity of covariance matrices. The weak convergence of
the stochastic process formed by the test statistics is established under the “large
p, large T and small n” setting. Under a mild set of conditions, our change point
identification estimator is proven to be consistent for change points at any location of
a sequence. Its rate of convergence is shown to depend on the data dimension, sample
size, number of repeated measurements, and signal-to-noise ratio. We also show that
our proposed computation algorithms can significantly reduce the computation time
and are applicable to real-world data with a large number of high-dimensional repeated
measurements (e.g. fMRI data). Simulation results demonstrate both finite sample
performance and computational effectiveness of our proposed procedures. We observe
that the empirical size of the test is well controlled at the nominal level, and the
locations of multiple change points can accurately be identified. An application to
fMRI data demonstrates that our proposed methods can identify event boundaries in
the preface of the movie Sherlock. Our proposed procedures are implemented in an R
package TechPhD.
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1 Introduction
The covariance matrix or precision matrix, defined as the inverse of the covariance ma-
trix, is very commonly used in applications to characterize dependence. For example, in
fMRI studies the covariance matrix is often used to quantify relationships between spatially
separated brain regions. Neuroscientists and statisticians use these relationships to better
understand the brain’s functional connectivity. Our work is motivated by an experiment con-
ducted by Chen et al. (2017), where 17 participants watched the same 48-minute segment
of the BBC television series Sherlock. The study cultivated blood-oxygen-level dependent
(BOLD) readings in spatially separated brain regions for all subjects. The goal of the ex-
periment was to understand perception and memory processes in humans as they experience
continuous real-world events, such as watching a movie. Event segmentation theory, posited
by Zacks et al. (2007), suggests that humans may partition a continuous experience into a
series of segmented discrete events for memory storage. Schapiro et al. (2013) has suggested
that these event boundaries from the partitions are created around changes in functional
connectivity. Identifying change points with regards to functional connectivity via the co-
variance matrix provides an objective and meaningful approach to discover event boundaries.
This fosters our understand of how subjects processed the continuous stream of audio and
visual stimuli exposed to them during their viewing of Sherlock.
Assume Yit = (Yit1, . . . , Yitp)
T is a p-dimensional random vector with mean vector µt and
covariance matrix Σt. In a typical fMRI study at the voxel level, Yit (i = 1, . . . , n; t =
1, . . . , T ) represents the p BOLD signal measurements for the i-th individual observed at the
t-th time point, where p, T , and n are at the order of 100,000, 100, and 10, respectively. For
the region of interest (ROI) analysis, p represents the number of spatially separated brain
regions and is at the order of 100. We are dealing with a high dimensional functional data
setting where the dimension of functional curves (p) are comparable or far exceeds T and
n. This setting is different from the classical multivariate functional data setting where p is
fixed and does not grow with n and T . (e.g., Chiou et al, 2014). The goal of this paper is
to develop nonparametric, computationally efficient and tuning-free statistical procedures to
detect and identify change points among covariance matrices in high-dimensional functional
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data with a dense number of repeated measurements (Li and Hsing, 2010). The covariance
change point detection problem can be posed in the form of a statistical hypothesis test as
H0 : Σ1 = · · · = ΣT = Σ versus
H1 : Σ1 = · · · = Στ1 6= Στ1+1 = · · · = Στq 6= Στq+1 = · · · = ΣT , (1)
where τk < T (k = 1, . . . , q < ∞) are the unknown change point locations. If we reject
stationarity among Σt, the second task is to estimate the unknown locations of change
points τks.
In functional data literature, Yit is considered as a realization of p-dimension functional
curves measured with errors observed at time t. Many recently developed inference meth-
ods for low-dimensional (small p) functional data are summarized in Horva´th and Kokoszka
(2012). Most inference methods designed for the low-dimensional cases can not be applied
to our setting because they depend on functional principal components analysis (FPCA) in
the final implementation (Horva´th and Kokoszka, 2012; Hall et al., 2006). FPCA has been
demonstrated to not be reliable for high-dimensional functional data. One reason is that
the smoothing and PCA steps are very computationally expensive, if not infeasible, due to
the high dimensionality and the large number of repeated measurements of Yit (Xiao et al.,
2016). Second, PCA is not consistent when the data dimension p is larger than n (Jung
and Marron, 2009). To overcome these difficulties, we develop a new statistical inference
approach for high-dimensional functional data. Our approach avoids the smoothing and
FPCA steps and provides a computationally efficient and statistically rigorous approach for
high-dimensional functional data. Although we consider a high-dimensional setting, we do
not require a sparsity assumption for Σt, which is commonly used in high-dimensional covari-
ance or precision matrix estimation literature (e.g., Bickel and Levina, 2008; Pourahmadi,
2013). In addition, we admit a general spatiotemporal dependence structure in {Yit}Tt=1, and
stationarity in temporal dependence among {Yit}Tt=1 is not required. Stationarity implies
that the temporal dependence between Yit and Yis is the same as that between Yiu and Yiv
if t− s = u− v 6= 0.
The hypothesis test considered in (1) is also related but significantly different from homo-
geneity tests of covariance matrices in multivariate statistical analysis. For low dimensional
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data with a fixed data dimension p, Anderson (2003) and Muirhead (2005) detailed the clas-
sical likelihood ratio tests. However, the likelihood ratio tests require n to exceed p and are
only applicable to temporally independent samples. The multivariate tests for the homo-
geneity of high-dimensional covariance matrices have received much attention in the past few
years. A partial list includes Schott (2007), Srivastava and Yanagihara (2010), Li and Chen
(2012), Zhang et al. (2018) and Ishii et al. (2016, 2019). Most of the existing research devel-
oped tests under a temporal independence assumption except for Zhong et al. (2019) who
considered high-dimensional longitudinal data with T fixed and small. All existing methods
considered an asymptotic setting with a fixed number of groups or repeated measurements
(i.e., T is fixed and small). It is worthwhile to emphasize that extending finite T results to
diverging T is challenging both theoretically and computationally.
Our proposed methods are naturally connected to covariance change point literature. In
addition to a change point detection method, we propose a method to estimate unknown
locations of change points. Much of the research in high-dimensional covariance change
point identification considers the scenario with temporal independent samples. For instance,
Wang et al. (2017) considered covariance matrix change point identification for T inde-
pendent p-dimensional sub-Gaussian random vectors which requires p < T . Dette et al.
(2018) proposed a two-stage covariance change point identification procedure based on T
independent sub-Gaussian random vectors. In stage one their procedure involved dimension
reduction governed by a regularization parameter. In stage two they used a CUSUM-type
statistic to estimate the locations of change points. Despite these recent advances, none of
the aforementioned change point identification methods are applicable to high-dimensional
functional data. We study the rate of convergence of the proposed change point estima-
tor under an asymptotic setting that is suitable for high-dimensional dense functional data
where p, n, and T all diverge, but we do not require restrictive conditions on the relationships
between p, n and T . Our proposed method is able to consistently estimate change points τk
that occur at any location in a sequence such that τk  T δk for some 0 ≤ δk ≤ 1. This is
more broader than the typical assumption of τk  T in the existing literature.
This paper provides both theoretical and computational contributions. From a theo-
retical perspective, we investigate covariance tests and change point identification for high-
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dimensional functional data, under a setting in which n, p, and T diverge. For T diverging,
the test statistic forms a stochastic process. The convergence of the finite-T distributions
(e.g., Zhong et al., 2019) is not sufficient for weak convergence of a stochastic process with
diverging T . In addition, the complex temporal and spatial dependence must be carefully
addressed. Thus, it is non-trivial to establish weak convergence of our proposed test statis-
tic. We also discover a parameter-free asymptotic distribution under the temporal stationary
assumption, which makes a connection with the classical literature. Furthermore, we derive
the rate of convergence for the change point estimator for change points at any location in
the sequence. Our investigation reveals that the rate of convergence depends on the data
dimension, sample size, number of repeated measurements, and signal-to-noise ratio. The
change point identification estimator is shown to be consistent, even for the change points
that are close to the boundaries, provided the signal strength exceeds the noise. To the best
of our knowledge, the asymptotic framework in which n, p, and T all diverge has not previ-
ously been investigated with regards to change point identification among high-dimensional
covariance matrices.
From a computational perspective, we develop an efficient algorithm for our methods,
and thus make it practical to apply our procedure to fMRI data sets and others with simi-
lar structure. We introduce two recursive relationships and computation efficient formulae
as a way to reduce the computation complexity from O(pn4T 6) to O(pn2T 4). A quantile
approximation technique is shown to further decrease the complexity to the order of pn2T 3.
The approximation technique’s accuracy is demonstrated through simulation studies. These
improvements are included in an R package, TechPhD, an abbreviation of “Tests and Esti-
mation of Covariance cHange-Points for High-dimensional Data” which provides an option
for parallel computing.
From a practical point of view, our proposed method is attractive because it is free
of tuning parameters, and has a guaranteed stochastic error control under very general
assumptions. Researchers in neuroscience have developed various methods to study dynamic
functional brain connectivity for single patients and populations. Most of the existing work
studies dynamic functional connectivity using a sliding window approach (e.g., Monti et
al., 2014) or regularization approach (e.g., Kundu et al., 2018) by directly estimating the
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locations of change points without detecting the existence of change points. Both of the
aforementioned approaches depend on tuning parameters; these are often difficult to select
in practice. In general, these change point identification methods developed in neuroscience
are ad hoc and lack the theoretical rigor to ensure a consistent and robust procedure. Our
proposed procedure is free of tuning parameters and is theoretically rigorous. There do exist
some resampling methods for detecting the existence of change points. However, most of
these methods assume temporal independence or stationary temporal dependence with a
specific structure. For example, vector autoregressive models are applied in Barnett and
Onnela (2016) and Zalesky et al. (2014), and strict stationarity was used in the bootstrap
procedure proposed in Cribben et al. (2013).
The remaining sections of this paper are organized as follows. Section 2 details the
statistical model and our basic setting. Section 3 introduces our proposed test procedures.
The test statistic’s asymptotic distribution is derived under the asymptotic framework in
which n, p, and T diverge. Computation consideration with regards to the test procedure
is provided in Section 4. Section 5 introduces an estimator to identify the locations of
change points should we reject H0 of (1). The estimator’s rate of convergence is studied,
and a binary segmentation procedure is detailed to estimate the locations of multiple change
points. Sections 6 and 7 demonstrate the finite sample performance via simulation and an
application to event segmentation through the motivating example, respectively. All proofs
and technical details are provided in the Supplementary material.
2. Data model and basic setting
Suppose we have n independent individuals that have p variables recorded at each of T
identical time points. Let Yit = (Yit1, . . . , Yitp)
T be an observed p-dimensional random vector,
where Yit (i = 1, . . . , n; t = 1, . . . , T ) is independently and identically distributed for all n
individuals. Assume Yit follows a general factor model, where
Yit = µt + ΓtZi, (2)
and µt is a p-dimensional unknown mean vector, Γt is an unknown p×m matrix such that
m ≥ pT , and Zi’s are independent m-dimensional multivariate standard normal random
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vectors. Since var(Zi) = Im, it follows that for the ith individual, cov(ΓsZi,ΓtZi) = ΓsΓ
T
t .
We define ΓsΓ
T
t as Cst for different time points, s and t, and define ΓtΓ
T
t as Σt. Thus,
for the ith individual, cov(Yis, Yit) = Cst if s 6= t and cov(Yis, Yit) = Σt if s = t for all
s, t ∈ {1, . . . , T}. For individuals i 6= j, cov(Yis, Yjt) = 0. By definition, Cst and Σt are p× p
matrices for all s, t ∈ {1, . . . , T}. No specific structure is required on covariance matrices
Cst and Σt. Their generality allows us to capture the spatiotemporal dependence in and
among the random vectors Yit (i = 1, . . . , n; t = 1, . . . , T ). In the context of fMRI data,
spatial dependence is present among neighboring voxels or nodes and is captured in both
Cst and Σt. Temporal dependence exists for the same voxel or node across time points and
is captured in matrix Cst.
The factor model in (2) includes the commonly used models (e.g., Horva´th and Kokoszka,
2012; Li and Hsing, 2010) in functional data literature as a special case where Yit is assumed
to be generated from the following model:
Yit = µt +Xi(t) + εit, (3)
where Xi(t) is a Gaussian process with mean 0 and covariance function cov{Xi(t), Xi(s)} =
Cx(t, s) and εit are independent normally distributed nugget effects with variance var(εit) =
σ2Ip. Under the model (3), the null hypothesis in (1) is equivalent to test the equivalence
of the covariances Cx(t, t) for t = 1, · · · , T . The model (3) is a special case of model (2), by
defining Γ = (ΓT1 , · · · ,ΓTT )T = (Cx + σ2IpT )1/2 where Cx = {Cx(i, j)}Ti,j=1 is a pT × pT -dim
matrix.
3. Homogeneity tests of covariance matrices
To avoid the inconsistency and uncertainty due to the dimension reduction methods as
in functional PCA, our proposed method directly solves the testing problem by considering
a measure to quantify the differences among the high-dimensional covariances Σt’s. We use
Dt (t = 1, . . . , T −1) to measure the averaged distance of the covariance matrices before and
after time t, where
Dt =
1
w(t)
t∑
s1=1
T∑
s2=t+1
tr{(Σs1 − Σs2)2}, (4)
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and w(t) = t(T t). Let T = {1, . . . , T 1}. The choice ofDt is motivated by the fact that we
can distinguish between H0 and H1 based on the maximum value of Dt for all t 2 T . Under
H0 of (1), maxt2T Dt = 0, and under H1, maxt2T Dt > 0. Moreover, consider redefining the
domain of the function tr{(⌃s1 ⌃s2)2} on {s1, s2} 2 T ⇥T as a function tr{(⌃u1 ⌃u2)2} on
{u1, u2} 2 U ⇥U where U = {1/T, . . . , 1  1/T}. Then, Dt is a discretized approximation of
D(u) =
R u
0
R 1
u
tr{(⌃u1  ⌃u2)2}du1du2 for u = t/T . Although jump changes exist among the
covariance matrices ⌃t (or ⌃u) under H1, D(u) is still a continuous function on [0, 1]. The
continuity property of D(u) can be utilized to simplify the computation complexity, which
will be discussed in detail in Section 4.
A linear combination of U-statistic estimators is used to create an unbiased estimator of
Dt. Our test statistic is constructed in the same manner as those in Zhong et al. (2019).
Let P kn = n!/(n   k)! and let
⇠P
summation notation represent the summation over mu-
tually di↵erent indices. For example,
⇠P
i,j,k means that the summation over i, j, and k
is defined such that i 6= j, j 6= k, and k 6= i. Let U0(s, t, q, r) =
⇠P
i,j Y
T
isYjtY
T
iqYjr/P
2
n ,
U1(s, t, q, r) =
⇠P
i,j,k Y
T
isYjtY
T
iqYkr/P
3
n and U2(s, t, q, r) =
⇠P
i,j,k,l Y
T
isYjtY
T
kqYlr/P
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n be unbiased
estimators of tr{(Crt + µrµTt )(Csq + µsµTq )}, tr{(Csq + µsµTq )µrµTt } and tr(µsµTqµrµTt ), re-
spectively. Then, U(s, t, q, r) = U0(s, t, q, r)   U1(s, t, q, r)   U1(t, s, r, q) + U2(s, t, q, r)
is an unbiased estimator of tr(CsqC
T
tr). The distance measure, Dt, can be expressed as
Dt = w
 1(t)
Pt
s1=1
PT
s2=t+1
{tr(⌃2s1) + tr(⌃2s2)  tr(⌃s1⌃s2)  tr(⌃s2⌃s1)}. To simplify nota-
tion, denote U(s1, s2, s1, s2) as Us1s2 . An unbiased estimator of tr(⌃s1⌃s2) is given by Us1s2
which is
Us1s2 = U0(s1, s2, s1, s2)  U1(s1, s2, s1, s2)  U1(s2, s1, s2, s1) + U2(s1, s2, s1, s2). (5)
Therefore, an unbiased estimator of Dt is
Dˆnt =
1
w(t)
tX
s1=1
TX
s2=t+1
2X
a,b=1
( 1)|a b|Usasb . (6)
The leading order variance of Dˆnt is var(Dˆnt) =  
2
nt{1+o(1)}, where  2nt = w 2(t)(4V0t/n2+
8
8
8V1t/n), and
V0t =
⇤X
s1,s2,
h1,h2
X
u,v,
k,l2{1,2}
( 1)|u v|+|k l|tr2(CsuhkCTsvhl), (7)
V1t =
⇤X
s1,s2,
h1,h2
X
u,k2{1,2}
( 1)|u k|tr{(⌃s1   ⌃s2)Csuhk(⌃h1   ⌃h2)CTsuhk}. (8)
Notation
P⇤
s1,s2,
h1,h2
present in equations V0t and V1t is defined as
Pt
s1=1
PT
s2=t+1
Pt
h1=1
PT
h2=t+1
.
We consider an asymptotic framework where p(n) ! 1 and T (n) ! 1 as n ! 1,
where p and T are both functions of n. A specific functional form is not required, and we
do not require any specific growth rate relationships between p, T , and n. This makes our
asymptotic results applicable to many scenarios such as p > n and p > T , or p > n and
T > p. To establish the limiting distribution of Dˆnt, we assume Conditions C1 - C4. From
C4, f(s) ⇣ g(s) means that f(s) and g(s) are of the same order. Thus, f(s) ⇣ g(s) implies
there exist constants c1 and c2 such that |f(s)|  c1|g(s)| and |g(s)|  c2|f(s)| for every s.
Define A⌦2 = AAT.
C1. tr{( Ts2Cs1h1 h2)⌦2} = o(V0t) for any s1, s2, h1, h2 2 {1, . . . , T}.
C2. tr
⇥{( s1 +  s2)T(⌃s1   ⌃s2)( s1    s2)}⌦2⇤ = o(nV1t) for s1 2 {1, . . . , t} and s2 2
{t+ 1, . . . , T}.
C3.
P⇤
s1,s2,
h1,h2
tr4(CsuhkC
T
svhl
) = o(V 20t), for any u, k, v, l 2 {1, 2}.
C4. There exists a function  (k) such that  (k) > 0 and
P1
k=1  
1/2(k) < 1. For any
s1, s2 2 {1, . . . , T}, tr2(Cs1s2CTs1s2) ⇣  (|s1   s2|)tr2(⌃s1⌃s2).
If all eigenvalues of ⌃t are bounded and the temporal dependence is not too strong,
then Condition C1 holds. Condition C2 is not needed under the null hypothesis. Condition
C3 is a a mild condition. Consider the setting when no temporal dependence exists, then
V0t =
Pt
s1=1
PT
s2=t+1
P
u,v2{1,2} tr
2(⌃su⌃sv). Similarly, the left-hand side of Condition C3 isPt
s1=1
PT
s2=t+1
P
u,v2{1,2} tr
4(⌃su⌃sv). Furthermore, if all eigenvalues of ⌃t are bounded for
all t 2 {1, . . . , T}, then V 20t ⇣ {t(T   t)p2}2. The left-hand side of Condition C3 is of the
order t(T   t)p4. As a result, Condition C3 holds. Condition C4 imposes mild requirements
on the spatiotemporal structure.
The below theorem establishes the asymptotic distribution of Dˆnt.
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Theorem 1. Under Conditions C1 – C3, for any fixed t, as n!1,
  1nt
 
Dˆnt  Dt
  d! N(0, 1),
where  2nt = w
 2(t)(4V0t/n2 + 8V1t/n) and V0t and V1t are given in (7) and (8), respectively.
Under the null hypothesis, it follows that   1nt,0Dˆnt ! N(0, 1) in distribution, where
 2nt,0 = w
 2(t)(4V0t/n2) and only Conditions C1 and C3 are required. To formulate an
appropriate test procedure free of tuning parameters, consider the test statistic Mn, where
Mn = max
t2T
 ˆ 1nt,0Dˆnt, (9)
and  ˆ2nt,0 = 4Vˆ0t/{nw(t)}2. Estimator Vˆ0t can be constructed by replacing tr(CsuhkCTsvhl) in
V0t by U(su, sv, hk, hl).
Let Rn,z be a correlation matrix with (t, q) component defined as Rn,tq = corr(Dˆnt, Dˆnq).
We assume that as n ! 1, Rn,z converges to Rz. Specifically, the leading order of the
cov(Dˆnt, Dˆnq) is w
 1(t)w 1(q)(4V0,tq/n2), where
V0,tq =
tX
s1=1
TX
s2=t+1
qX
h1=1
TX
h2=q+1
X
u,v,
k,l2{1,2}
( 1)|u v|+|k l|tr2(CsuhkCTsvhl). (10)
Thus, Rn,tq = V0,tq/(V0,tV0,q)
1/2. The following theorem establishes the asymptotic distribu-
tion of Mn, where n, p, and T all diverge.
Theorem 2. Under Conditions C1, C3, and C4, H0 of (1), and as n ! 1, Mn has the
same limiting distribution as maxt2T Zt, where Zt is a Gaussian process with mean 0 and
covariance Rz.
Theorem 2 presents the asymptotic distribution of Mn under general conditions. Let
W = maxt2T Zt, where Zt is a Gaussian process with mean 0 and covariance Rz. Define
W↵ as the quantile such that pr(W > W↵) = ↵. By Theorem 2, Mn converges to W in
distribution, and an ↵-level test rejects the null hypothesis in (1) if Mn > W↵.
An estimate of W↵ depends on quantity Rn,z. Therefore, we consider an estimator
for V0,tq, given by Vˆ0,tq, which replaces tr(CsuhkC
T
svhl
) by U(su, sv, hk, hl). Let Rˆn,tq =
Vˆ0,tq/{Vˆ0,tVˆ0,q}1/2 be an estimator for Rn,tq. However, this method is not computationally
10
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e cient because the random variable W depends on Rz, a (T   1)⇥ (T   1) matrix, and one
need to compute Rˆn,tq for each t, q 2 {1, . . . , T 1}. A direct computation is very challenging
because the computation complexity of this approach, in terms of T , is at the order of T 4
for each component. Therefore, total complexity (in terms of T ) is at the order of T 6 to
compute Rˆn,z. As a result, it is computationally ine cient to compute all components of Rˆn,z
exactly when T is large. This lead us to carefully consider a set of recursive formulae and
an approximation procedure in detailed in Section 4. These methods are shown to improve
computation e ciency while maintaining accuracy.
In some special cases, the asymptotic distribution in Theorem 2 can be simplified. In
the following corollary, we consider two important special cases: temporal independence and
temporal stationary. Assume that temporal stationary so that Cst = Cuv for any s   t =
u   v 6= 0, and correspondingly, define C(d) = Cst for s   t = d > 0. The temporal
independent case is a special case of temporal stationary with C(d) = 0 for d > 0. The
technical conditions in C1, C3 and C4 can be simplified and reduced to the following two
conditions:
C10. tr{(C(d)⌃CT(d)⌃} = o{T 3tr2(⌃2)} for any d 2 {1, . . . , T   1}.
C40. There exists a function  (k) such that  (k) > 0 and
P1
k=1  
1/2(k) < 1. For any
d 2 {1, . . . , T   1}, tr2{C(d)CT(d)} ⇣  (d)tr2(⌃2).
Corollary 1. Assume that temporal stationary holds and t/T !   as T ! 1 for 0 
   1. Under Conditions C10, C40 and H0,  ˆ 1nt,0Dˆnt converges to a Gaussian process with
representation Z( ) = {(1    )W ( ) +  (W (1)   W ( ))}/p (1   ), where W ( ) is a
standard Brownian motion.
This result in Corollary 1 may be considered as an extension of Dehling et al. (2013) to
high-dimensional functional data. Under conditions in Corollary 1,
 2nt,0 = 4T
3(1   )  20[tr2(⌃2) +
1X
d=1
tr2{C(d)CT(d)}]/{nw(t)}2.
Thus, the computational cost can be significantly reduced because we do not need to compute
the correlation matrix Rˆn,z in Theorem 2, and the estimation of  
2
nt,0 is not computationally
11
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di cult. However, the results in Corollary 1 is not generally true for a temporal non-
stationary data. Thus, we will consider the computational issues for general case in the next
section.
4. Computation methods and approximations
If a direct computation approach is taken, then the overall computation complexity for the
change point detection procedure in Section 3 is at the order of pn4T 6. This is impracticable
for data sets with large n and T . We introduce multiple methods to reduce this complexity
through recursive formulae and lightweight approximations.
Consider the computation complexity with respect to the sample size n. For given quan-
tities s, t, q, r, if a direct computation is utilized, the computation complexity of U(s, t, q, r)
is at the order of n4. This is from term U2(s, t, q, r) that has computation complexity at
the order of n4. In addition, term U1(s, t, q, r) has computation complexity at the order of
n3. To save computation cost, we can rewrite U1(s, t, q, r) and U2(s, t, q, r) in a computation
e cient form as follows. Consider U1(s, t, q, r), which can be rewritten as
P 3nU1(s, t, q, r) =
nX
i=1
⇣ nX
j=1
Y TisYjt
⌘⇣ nX
k=1
Y TiqYkr
⌘
 
nX
i=1
nX
j=1
Y TisYjtY
T
iqYjr
 
nX
i=1
nX
k=1
Y TisYitY
T
iqYkr  
nX
i=1
nX
j=1
Y TisYjtY
T
iqYjr. (11)
The first term in expression (11), has computation complexity at the order of 2n2. Therefore,
the computation complexity of U1(s, t, q, r) regarding the sample subjects is at the order of
n2, not n3. Quantity Us1s2,2 can be written as
P 4nU2(s, t, q, r) =
⇣ nX
i 6=j=1
Y TisYjt
⌘⇣ nX
k 6=l=1
Y TkqYlr
⌘
  P 3n{U1(s, t, q, r) + U1(s, t, r, q)
+ U1(t, s, q, r) + U1(t, s, r, q)}  P 2n{U0(s, t, q, r) + U0(s, t, r, q)}. (12)
Based on the above expression for U2(s, t, q, r), the computation complexity of U2(s, t, q, r)
regarding the sample subjects can be reduced to the order of n2. In summary, the computa-
tion cost of statistics Us1s2 and U(s, t, q, r), for fixed s, t, q, r, with regard to sample subjects
is at the order of n2.
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We now reduce the computation cost with respect to T . If a direct computation method
is applied, the computation complexity of Dˆnt in (6) in terms of T is at the order T
3. To
reduce the complexity in terms of T , we write Dˆnt recursively. Let f(s1, s2) = (Us1s1+Us2s2 
Us1s2   Us2s1) such that s1, s2 2 {1, . . . , T}. By definition, it follows that for t   2,
Dˆnt =
w(t  1)
w(t)
Dˆn(t 1)   w 1(t)
t 1X
k=1
f(k, t) + w 1(t)
TX
k=t+1
f(t, k). (13)
When t = 1 the computation complexity of Dˆn1 is at the order of T . Therefore by (13), for
each t 2 {1, . . . , T  1} the computation complexity in terms of T is at the order T . Since we
compute Dˆnt for all t 2 {1, . . . , T   1}, the total computation complexity in terms of T is at
the order of T 2 rather than T 3. As a result, the overall computation complexity to compute
Dˆnt for all t 2 {1, . . . , T   1} is at the order of pn2T 2. If parallel computing is available, the
computation time can further be reduced.
The greatest cost in terms of computation is due to Rˆn,tq for all t, q 2 T , where the
complexity is at the order of pn2T 6, provided (11) and (12) are applied. To reduce the
complexity, we express Vˆ0,tq recursively. Let
g(s1, h1, s2, h2) =
X
u,v,
k,l2{1,2}
( 1)|u v|+|k l|U2(su, sv, hk, hl),
h(t, q) =
tX
s1=1
TX
s2=t+1
qX
h1=1
TX
h2=q+1
g(s1, h1, s2, h2).
Thus, n2w(t)w(q)Vˆ0,tq/4 = h(t, q). Suppose quantity h(t, q 1) is known for t 2 {1, . . . , T 2}
and q 2 {2, . . . , T   1}. For a fixed t,
h(t, q) = h(t, q   1) 
q 1X
j=t
TX
k=t+1
g(t, j, k, q) +
TX
j=t+1
TX
k=q+1
g(t, q, j, k). (14)
An analogous recursive formula can be derived to traverse a fixed column where h(t 1, q) is
known, and we want to compute h(t, q). By the definition of Vˆ0,tq, quantities Vˆ0,11, Vˆ0,1(T 1),
Vˆ0,(T 1)(T 1) can each be computed at the computation complexity in terms of T at the order
T 2. If we only compute Vˆ0,tq for t and q that are close to boundaries 1 and T   1, where
min{t, T   t} and min{q, T   q} is finite, then the computation complexity for each Vˆ0,tq is
at the order of n2pT 2. However, if t or q is not close to boundaries 1 and T   1, then the
13
13
computation cost for each Vˆ0,tq is much larger. This motivates us to consider the following
approximations.
To further reduce the computation cost, we will introduce two approximation steps for
computing Rˆn,z. One approximation reduces the computation costs for each term Rˆn,tq for
all t or q not close to boundaries 1 and T   1. Another approximation reduces the total
number of Vˆ0,tq to be computed.
We first consider the approximation of Rˆn,tq for t and q that are not close to the
boundaries. Consider scenarios such that t/T ! u and q/T ! v as T ! 1. Quantity
Rˆn,tq = Vˆ0,tq/(Vˆ0,tVˆ0,q)
1/2 is an approximation of Rˆn(u, v); this is an integration of the func-
tion g⇤(x1, x2, y1, y2) = g(s1, h1, s2, h2), where x1, x2, y1 and y2 are limits of s1/T, s2/T, h1/T
and h2/T , respectively. Let Vˆ0(u, v) =
R u
0
R 1
u
R v
0
R 1
v
g⇤(x1, x2, y1, y2)dy2dy1dx2dx1. We can then
write Rˆn(u, v) as
Rˆn(u, v) = Vˆ0(u, v)/{Vˆ0(u, u)Vˆ0(v, v)}1/2.
If T is large, Rˆn,tq is very close to Rˆn(u, v). We may consider Rˆn(u, v) as a “population”
version of Rˆn,tq that we want to approximation. To reduce the computation cost, we can
reduce the number of summations in approximating Rˆn(u, v). When T is large, instead of
using all grid points {1, · · · , T}, we consider reducing the number to the order of pT so
that the new grid points are J = {t1, · · · , tJ} := {1, J, 2J, · · · , T}, where J = [
p
T ]. Term
Rˆn(u, v) can be approximated by
ˆˆ
Rn(u, v) =
ˆˆ
V0,u⇤q⇤/{ ˆˆV0,u⇤u⇤ ˆˆV0,q⇤q⇤}1/2, where
ˆˆ
V0,u⇤q⇤ =
u⇤X
s1=1
JX
s2=t⇤+1
q⇤X
h1=1
JX
h2=q⇤+1
g(ts1 , th1 , ts2 , th2). (15)
Let u⇤ = tu for tu 2 J such that tu/T is closest to u, and let q⇤ = tv for tv 2 J such that
tv/T is closest v. From this approximation we can e↵ectively reduce the computational cost
for those Rˆn,tq (with t and q that are not close the boundaries) to the order of n
2pT 2.
Next we consider reducing the number of Rˆn,tq terms needed to be computed. Rather
than compute Rˆn,tq for all t, q 2 {1, . . . , T   1}, we can compute h = (b + I) o↵-diagonals
of the matrix and interpolate the remaining values because of the continuity of Rˆn(u, v)
with respect to u and v. Let b be the number of consecutive o↵-diagonals immediately
following the main diagonal, and let I be the number of o↵-diagonals computed at a fixed
interval after the b consecutive o↵-diagonals. Let diag(Rˆn,1,d+1) be the dth o↵-diagonal, where
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d 2 {1, . . . , T   2}. For an e cient approximation of Rˆn,z, first compute Rˆn,1,1. Next, apply
(14) to compute diag(Rˆn,1,2), . . . , diag(Rˆn,1,b) for the corresponding b o↵-diagonals. Lastly,
apply the formula (15) to compute diag(Rˆn,1,I1), . . . , diag(Rˆn,1,II ) that correspond to the I
o↵-diagonals at a fixed interval. Each of these I o↵-diagonals has an initial computation
in terms of T at the order T 2. The overall complexity in terms of T , will be at order
hT 2 to obtain a sparse version of Rˆn,z. Linear interpolation is then used to estimate the
components not computed. Therefore, the computation complexity in terms of T for Rˆn,tq
can be reduced to hT 2, and thus making our change point detection procedure applicable
to high-dimensional functional data. If parallel computing is available, it can be utilized to
start each o↵-diagonal’s computation independently.
Based on our simulations, linear interpolation results in a negligible loss in power, and
the size remains near the nominal level. Figure 1 illustrates Rˆn,1,q for all q 2 {1, . . . , T   1}
and the corresponding interpolated values based on parameters b = 20 and I = 8. The fixed
interval for o↵-diagonals was set to ten. The accuracy of the linear interpolation is evident
under the null and alternative hypotheses. We apply the above computation strategies in
simulation studies in Section 6 and compare the computation times before and after these
improvements.
Figure 1: Accuracy of linear interpolation for Rˆn,tq. Black circles represent Rˆn,1q for all
q 2 {1, . . . , T   1}. Red triangles represent the corresponding interpolated values.
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5. Change point identification
If the data leads us to the conclusion to reject H0 of (1), then a subsequent task is
to identify the time points where changes exist among the T high-dimensional covariance
matrices. We begin this discussion with only one change point under consideration. Let ⌧
be the time point where a single change point exists, and consider the hypotheses
H0 : ⌃1 = · · · = ⌃T versus
H⇤1 : ⌃1 = · · · = ⌃⌧ 6= ⌃⌧+1 = · · · = ⌃T . (16)
Define ⌧ˆ as an estimator for the change point’s location, where
⌧ˆ = argmax
t2T
Dˆnt, (17)
and T = {1, . . . , T   1}. The form of the estimator in (17) is motivated by the fact that Dt
is maximized at time point t = ⌧ when a single change point exists at time ⌧ . The following
theorem establishes the rate of convergence for ⌧ˆ .
Theorem 3. Assume that H⇤1 of (16) is true, and ⌧ ⇣ T   for some 0     1. Under C1 –
C3, it follows that as n!1,
⌧ˆ/⌧   1 = Op
n⌫max
 p
1p
n
p
log(T )
T  
o
,
where ⌫max = maxt2T max(
p
V0t/n,
p
V1t), and  p = tr{(⌃1   ⌃T )2}.
By Theorem 3, change point estimator, ⌧ˆ , is ratio-consistent provided that  p/⌫max  
T  
p
log(T )/n. Quantity  p can be interpreted as the signal, and quantity ⌫max can be
interpreted as the noise. Thus, if ⌫max
p
log(T )/(
p
n pT
 ) ! 0, ⌧ˆ is a ratio-consistent
estimator for ⌧ . In most change point estimator studies the location of change point ⌧ is
assumed to be proportional to T . Theorem 3 permits a general setting, one that allows ⌧
to reside on the boundary of the sequence since   may be zero. Hence, the proposed change
point estimator is consistent even on the boundaries provided the signal-to-noise ratio is
adequate.
Based on the result in Theorem 3, the impact of data dimension and dependence, sample
size and repeated measurements is reflected in quantities in ⌫max/ p, 1/
p
n and
p
log(T )/T  ,
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respectively. Depending on the relationship between  p and ⌫max, the data dimension and
dependence can be a blessing or curse. It is a blessing if most dimensions contribute to the
signal term,  p, but do not inflate the noise, ⌫max, so much so that ⌫max/ p ! 0. However,
if an increased dimension and dependence add more noise than signal so that ⌫max/ p !1,
then the high-dimensional dependent nature of the data has a negative e↵ect.
Next we consider a general scenario with multiple change points as specified in H1 of (1).
There exist many procedures in the literature which extends a single change point identi-
fication procedure to multiple change points. Because of computation e ciency, we apply
a commonly used procedure called binary segmentation (Vostrikova, 1981; Venkatraman,
1992) in this paper, but other procedures such as the wild binary segmentation (Fryzlewicz,
2014) can be also applied.
Let Q = {1  ⌧1 < · · · < ⌧q < T} be the collection of all the q true change points, and
let Qˆ be the estimated set of change points. For time points t1 < t2, let S[t1, t2] be the
quantity or statistic S based on data in time interval t1 through t2. For example, ⌫max[t1, t2]
is the quantity ⌫max defined on data within time interval [t1, t2]. The binary segmentation
algorithm for multiple change points identification is detailed as follows.
Step 1: Compute Mn and compare it with W↵. If Mn > W↵, then ˆ = argmaxt2T Dˆnt is
the estimated change point, and set ˆ = ⌧ˆ1 so Qˆ = {⌧ˆ1}. Partition the full data set
into two intervals: [1, ˆ] and [ˆ + 1, T ] and proceed to step 2. However, if Mn  W↵,
then no change points exist.
Step 2: Perform the detection procedure to test (1) using Y [1, ˆ] and Y [ˆ+ 1, T ]. If H0 is
rejected based on Y [1, ˆ], then identify ˆ1 = argmaxt2[1,ˆ] Dˆnt[1, ˆ] as a change point.
Since ˆ1 < ⌧ˆ1, set ⌧ˆ1 = ˆ1 and ⌧ˆ2 = ˆ so Qˆ = {⌧ˆ1, ⌧ˆ2}. Partition the data Y [1, ˆ] into
two intervals: [1, ˆ1] and [ˆ1 + 1, ˆ]. If H0 is not rejected, then no change points exist
in the interval [1, ˆ]. Repeat this procedure for the data based on interval [ˆ + 1, T ].
Set Qˆ is then updated to contain the ordered change points. If no change points are
detected in either interval, then stop, as ˆ is the only change point that exists.
Step 3: If a change point is identified in at least one interval in step 2, repeat step 2 until
no further change points are detected. At each step update and order set Qˆ.
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At the conclusion of the binary segmentation procedure we can partition the interval [1, T ] so
each sub-interval will consist of end points from the set {1, Qˆ, T}. For example, if no change
point is identified, then the single interval is [1, T ]. If a single change point is identified at
⌧ˆ , then two intervals where no change points exist are [1, ⌧ˆ ] and [⌧ˆ , T ]. To establish the
consistency of Qˆ we first define some interval notation. Let Ik be a time interval such that
Ik = [⌧a + 1, ⌧b], where a + 1 < b such that a 2 {0, . . . , q   1} and b 2 {2, . . . , q + 1}.
Define ⌧0 = 0 and ⌧q+1 = T . Thus, Ik is an interval with at least one change point.
Assume the smallest maximum signal-to-noise ratio among all segments It is defined as
minIk max⌧s2Ik  
 1
n⌧s,0[Ik]D⌧s [Ik], and is denoted as mSNR.
Theorem 4. Let  min,k = min⌧k2Ik  k for any interval Ik, and let qˆ be the number of identified
change points. Assume that ⌧k ⇣ T  k for some 0   k  1; as T diverges, W↵n = o(mSNR)
and ⌫max[Ik]
p
log(T )/(n p[Ik]T
 min,k)! 0 for all intervals Ik. Therefore, under Conditions
C1- C2, and C3, as n!1 and ↵n ! 0, qˆ ! q and, for all k, ⌧ˆk/⌧k ! 1 in probability.
In the existence of change points, the assumption that W↵n = o(mSNR) ensures the
consistency of the proposed test at each phase of binary segmentation. In the absence of
change points, the assumption that ↵n ! 0 ensures no change points will be detected and
binary segmentation will stop on the current interval. The second assumption on the signal-
to-noise ratio ensures that the change point estimator is ratio-consistent.
6. Simulation studies
In this section we present multiple simulation studies to demonstrate finite sample per-
formance of the proposed change point detection and identification procedures in a large
p, large T , and small n framework. In addition, we will also demonstrate the computation
e ciency of our proposed algorithm.
6.1 Simulation settings
All data were generated from a multivariate linear process,
Yit =
LX
h=0
At,h⇠i(t h) (i = 1, . . . , n; t = 1, . . . , T ), (18)
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where At,h is a p× p matrix, and ξi(t−h) are p-dimensional multivariate normally distributed
random vectors with mean 0 and covariance Ip. The data generation scheme given by (18)
permits both spatial and temporal dependence. Spatial dependence occurs among the vector
Yit for a given time point t, and temporal dependence exists among {Yit}Tt=1 at different time
points. By definition of Yit in (18), cov(Yit, Yis) =
∑L
h=t−sAt,hA
T
s,h−(t−s)I(t− s ≤ L) if t ≥ s.
The spatial and temporal dependence is governed by the simulation parameter L.
For both change point detection and identification, we considered n = 40, 50 and 60;
p = 500, 750 and 1000; and T = 50 and 100. We considered an additional case with T = 150
for change point identification. Parameter L was set to be 3. Simulation results reported in
Tables 1, 3 were based on 500 simulation replications, and simulation results in Table 2 were
based on 100 simulation replications.
To evaluate the impact of dependence on the proposed procedures, we considered two
structured types of matrices At,h in order to control the spatial and temporal dependence.
Exponential decay At,h matrices were used for change point detection, and polynomial decay
At,h matrices were used for change point identification.
Define two matrices B1 =
{
(0.6)|i−j|I(|i− j| < p/5)} and B2 = {(0.6 + δ)|i−j|I(|i− j| <
p/5)
}
, where (i, j) represents the ith row and jth column of the p× p matrices B1 and B2.
Let τ1 = bT/2c be the possible true underlying change point among the covariance matrices,
where bxc is the floor function. For all h ∈ {0, . . . , L}, define At,h = B1 for t ∈ {1, . . . , τ1},
and At,h = B2 for t ∈ {τ1 + 1, . . . , T}. Parameter δ in B2 governs the signal strength in
terms of how different the covariance matrices are before and after the change point at time
τ1. When δ = 0, then B1 = B2 and matrices At,h are the same for all t; thus there is no
change point among covariance matrices, and the null hypothesis is true. If δ > 0, then the
null hypothesis is false, and τ1 is the true covariance change point. For the change point
detection simulation results in Table 1, δ was set to 0.00, 0.025, 0.05 and 0.10.
To evaluate the performance of the change point identification procedure and the pro-
posed binary segmentation procedure, consider two change points: τ1 and τ2. Let τ1 = bT/2c,
and let τ2 = τ1 + 2. Define three matrices, B
∗
1 =
{
(|i − j| + 1)−2I(|i − j| < p/5)},
B∗2 =
{
(|i− j|+ δ∗+ 1)−2I(|i− j| < p/5)}, and B∗3 = {(|i− j|+ 2δ∗+ 1)−2I(|i− j| < p/5)},
where (i, j) represents the ith row and jth column of the p× p matrices B∗1 , B∗2 , and B∗3 .
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Thus, for h ∈ {0, . . . , 3}, At,h = B∗1 for t ∈ {1, . . . , τ1}, At,h = B∗2 for t ∈ {τ1 + 1 . . . , τ2}
and A∗t,h = B
∗
3 for t ∈ {τ2 + 1 . . . , T}. Since our purpose is to demonstrate the finite sample
accuracy of change point identification, we chose values of δ to be 0.15, 0.25, and 0.35.
Two measures were considered to evaluate the change point identification procedure’s
efficacy: average true positives and average true negatives. For each simulation replication
there exists two true change points at time points τ1 and τ2, and there exists T − 3 time
points where no change point exists. The average true positives are defined as the average
number of correctly identified change points among 100 simulation replications. Similarly,
the average true negatives are defined as the average number of correctly identified time
points where no covariance change exists among 100 simulation replications.
6.2 Simulation results with exactly computed quantiles
Table 1 demonstrates the empirical size and power of the proposed test procedure at nominal
level 5%. The quantiles were obtained from the zero-mean multivariate Gaussian process,
where every element of correlation matrix Rˆn,tq was computed exactly. We observe that the
empirical size is well controlled for all combinations of n, p, and T . For a fixed p and T ,
as n increases the power increases. Likewise, as δ increases, the power of the change point
detection procedure increases. For a fixed n and p, the power also increases as T increases.
Table 2 provides the average true positives and average true negatives along with their
corresponding standard errors of the proposed identification and binary segmentation pro-
cedure in the large p, large T , and small n setting. For fixed p, n, and T , the average true
positives and average true negatives approach their true values two and T − 3, respectively,
as δ increases. As the sample size increases, the average true positives and average true
negatives approach their maximal values. Our results indicate that the proposed methods
work well under various scenarios and are consistent in locating change points when the
signal-to-noise ratio is increased.
20
Table 1: Empirical size and power of the proposed change point detection test. The numbers
in the table are percentages of simulation replications that reject the null hypothesis at
nominal level 5%.
T = 50 T = 100
δ n/p 500 750 1000 500 750 1000
40 4.4 4.6 3.8 3.6 5.4 4.4
0 (size) 50 4.8 4.0 3.6 2.0 4.6 4.0
60 3.8 4.2 2.8 5.4 3.6 5.6
40 13.4 13.4 10.8 18.0 19.0 18.0
0.025 50 17.0 19.2 17.0 30.6 27.2 30.4
60 26.4 26.0 27.4 47.0 41.6 41.6
40 96.0 97.0 98.0 100 100 100
0.05 50 100 100 100 100 100 100
60 100 100 100 100 100 100
40 100 100 100 100 100 100
0.10 50 100 100 100 100 100 100
60 100 100 100 100 100 100
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Table 2: Average true positives (ATP) and average true negatives (ATN) for identifying
multiple change points using the proposed binary segmentation method. The standard errors
of ATP and ATN are included in the parentheses.
δ=0.15 δ=0.25 δ=0.35
T p n ATP ATN ATP ATN ATP ATN
50
500
40 1.20 (0.40) 46.76 (0.62) 1.68 (0.47) 46.48 (0.52) 1.97 (0.17) 46.62 (0.49)
50 1.41 (0.49) 46.68 (0.53) 1.91 (0.29) 46.42 (0.52) 2.00 (0.00) 46.63 (0.49)
60 1.57 (0.50) 46.58 (0.55) 1.98 (0.14) 46.52 (0.50) 2.00 (0.00) 46.61 (0.55)
750
40 1.30 (0.46) 46.78 (0.42) 1.77 (0.42) 46.51 (0.50) 2.00 (0.00) 46.59 (0.61)
50 1.33 (0.47) 46.66 (0.48) 1.95 (0.22) 46.53 (0.50) 2.00 (0.00) 46.70 (0.46)
60 1.57 (0.50) 46.58 (0.55) 1.99 (0.10) 46.53 (0.56) 2.00 (0.00) 46.64 (0.50)
1000
40 1.27 (0.45) 46.76 (0.55) 1.81 (0.39) 46.61 (0.51) 1.95 (0.22) 46.59 (0.50)
50 1.48 (0.50) 46.67 (0.47) 1.95 (0.22) 46.58 (0.50) 2.00 (0.00) 46.76 (0.43)
60 1.65 (0.48) 46.51 (0.63) 1.99 (0.10) 46.69 (0.47) 2.00 (0.00) 46.59 (0.67)
100
500
40 1.27 (0.45) 96.75 (0.50) 1.74 (0.44) 96.56 (0.50) 1.98 (0.14) 96.54 (0.52)
50 1.31 (0.47) 96.67 (0.47) 1.92 (0.27) 96.54 (0.50) 2.00 (0.00) 96.44 (0.50)
60 1.62 (0.49) 96.70 (0.48) 1.99 (0.10) 96.56 (0.52) 2.00 (0.00) 96.46 (0.54)
750
40 1.22 (0.42) 96.76 (0.50) 1.85 (0.36) 96.59 (0.51) 1.98 (0.14) 96.54 (0.50)
50 1.33 (0.47) 96.59 (0.55) 1.96 (0.20) 96.51 (0.50) 2.00 (0.00) 96.54 (0.50)
60 1.60 (0.49) 96.59 (0.49) 1.99 (0.10) 96.55 (0.50) 2.00 (0.00) 96.42 (0.78)
1000
40 1.20 (0.40) 96.80 (0.43) 1.74 (0.44) 96.52 (0.50) 1.98 (0.14) 96.59 (0.55)
50 1.34 (0.48) 96.64 (0.50) 1.90 (0.30) 96.50 (0.52) 2.00 (0.00) 96.49 (0.50)
60 1.59 (0.49) 96.50 (0.61) 2.00 (0.00) 96.58 (0.50) 2.00 (0.00) 96.44 (0.61)
150
500
40 1.19 (0.39) 146.76 (0.43) 1.73 (0.45) 146.53 (0.56) 1.97 (0.17) 146.48 (0.56)
50 1.34 (0.48) 146.68 (0.47) 1.95 (0.22) 146.55 (0.50) 2.00 (0.00) 146.40 (0.53)
60 1.54 (0.50) 146.51 (0.52) 2.00 (0.00) 146.57 (0.50) 2.00 (0.00) 146.53 (0.52)
750
40 1.16 (0.37) 146.84 (0.40) 1.73 (0.45) 146.58 (0.50) 1.97 (0.17) 146.46 (0.58)
50 1.42 (0.50) 146.64 (0.50) 1.97 (0.17) 146.55 (0.52) 2.00 (0.00) 146.52 (0.56)
60 1.56 (0.50) 146.45 (0.58) 1.98 (0.14) 146.42 (0.52) 2.00 (0.00) 146.55 (0.56)
1000
40 1.20 (0.40) 146.80 (0.40) 1.72 (0.45) 146.49 (0.50) 1.97 (0.18) 146.51 (0.52)
50 1.46 (0.50) 146.70 (0.46) 1.92 (0.27) 146.50 (0.67) 2.00 (0.00) 146.47 (0.63)
60 1.53 (0.50) 146.56 (0.54) 1.99 (0.10) 146.56 (0.52) 2.00 (0.00) 146.51 (0.50)
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6.3 Approximation algorithm and improved computation time
To illustrate the accuracy of the proposed approximation algorithm in Section 4, Table 3
conveys the empirical size and power of the proposed test procedure. Rather than compute
Rˆn,tq for all t, q ∈ {1, . . . , T−1}, we computed the first b off-diagonals and the last w columns
of Rˆn,tq. The remaining values were imputed via linear interpolation. In the simulation
studies, parameter b = 5, and w = 5, 10 and 20. We observe that the sizes of the test based
on the approximated quantiles are well maintained at the nominal level of 0.05, and there
are minuscule differences from the empirical sizes in Table 1. Furthermore, there is only a
minimal difference in power when compared to the corresponding results in Table 1. These
results indicate the proposed approximation maintains accuracy. The simulation results for
cases when b = 10 and 20 are included in the supplementary files.
Table 3: Empirical size and power of the proposed test for T = 100, percentages of simulation
replications that reject the null hypothesis, quantile computed from a correlation matrix that
used proposed approximation in Section 4. The first 5 off-diagonals were computed exactly
as well as the last w components for each row
w = 5 w = 10 w = 20
δ n/p 500 750 1000 500 750 1000 500 750 1000
40 3.4 4.8 4.2 3.4 4.8 4.2 3.4 5.2 4.2
0(size) 50 2.0 4.6 3.8 2.0 4.6 4.0 2.0 4.6 4.0
60 4.8 3.2 5.0 4.8 3.2 5.0 5.2 3.8 5.6
40 17.8 19.0 17.6 17.8 19.0 17.6 17.8 19.0 17.6
0.025 50 30.8 26.2 30.2 30.8 26.6 30.2 30.8 26.6 30.2
60 46.6 40.8 41.0 46.6 40.8 41.0 46.6 41.2 41.0
40 100 100 100 100 100 100 100 100 100
0.050 50 100 100 100 100 100 100 100 100 100
60 100 100 100 100 100 100 100 100 100
40 100 100 100 100 100 100 100 100 100
0.100 50 100 100 100 100 100 100 100 100 100
60 100 100 100 100 100 100 100 100 100
Applying expressions (11) – (14) we evaluate and compare the computation time with
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that of the naive detection method. Our algorithm improves the computation efficiency
with respect to the sample size n and the number of repeated measurements T . To see the
improvements, we isolate these two parameters and consider two cases. In the first case,
we consider p = 1, n = 4 and T = 50, 75, 100, 125, 150 so so we can quantify the affect of
reducing the computation complexity with respect to T . In the second case, we consider
p = 1, T = 2 and n = 30, 60, 90, 120, 150 so that we can evaluate the saved computation time
with respect to n. Figure 2 compares the median computation time of the naive method
and the proposed method using expressions (11) – (14). Each parameter combination was
run for 100 simulation replications. The left plot illustrates the computation time in seconds
as T varies for each method. When T = 150, n = 4 and p = 1, the naive method had a
median run time of 36830.685 seconds; while for the same data and parameter combinations
the proposed method had a median run time of 429.898 seconds. This is equivalent to
10.23 hours versus 7.16 minutes. Similarly, the right plot illustrates the computation time in
seconds as n varies for each method. For n = 150, T = 2 and p = 1 the median run time of
the proposed method is over 266 times faster than the median run time of the naive method.
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Figure 2: Computation time of the naive method and proposed computation method in
Section 4. The left panel is the comparison with respect to T while the right panel is with
respect to n.
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7. An application to event segmentation
Event segmentation theory (Zacks et al., 2007) suggests that humans generate event
boundaries in memory by partitioning a continuous experience into a series of segmented
discrete events. Schapiro et al. (2013) discovered that event boundaries are formed around
changes in functional connectivity. In this section we apply our proposed procedure to detect
and identify change points in covariance matrices in the fMRI data set collected by Chen et
al. (2017) to partition fMRI data into a series of segments with static functional connectivity
within each segment. Time points where functional connectivity changes may represent event
boundaries as suggested in the aforementioned neuroscience literature.
We apply our proposed method to the motivating task-based fMRI experiment (Chen
et al., 2017) introduced in Section 1. The experiment involved 17 participants that each
watched the same 48-minute segment (episode 1: “a study of pink”) of the BBC television
series Sherlock while undergoing an fMRI scan. None of the participants had watched the
series Sherlock prior to the study. A 30-second cartoon was prepended to the movie to allow
the brain time to adjust to new audio and visual stimuli. Including an unrelated cartoon
prior to studies such as this is common practice as it reduces statistical noise. Subjects were
instructed to watch the television episode as they would watch a typical television episode
in their own home. Data were gathered from a Siemens Skyra 3T full-body scanner, and
the fMRI machine acquired an image of each participant’s brain every 1.5 seconds. As a
result, the 48-minute segment of Sherlock resulted in 1,976 repeated measurements. More
details about the experiment and processes of acquiring functional and anatomical images
are provided in Chen et al. (2017).
To demonstrate our proposed methods, we analyzed the first 131 time points of fMRI
data which corresponds to the preface of Sherlock, or equivalently the first three minutes
and 16 seconds of the movie. Let Yit (i = 1, . . . , 17; t = 1, . . . , 131) be the 268-dimensional
random vector containing the BOLD measurements for the 268 nodes of the ith individual
at time t. A node, or region of interest, represents a collection of voxels. The 268 node
parcellation was performed according to Shen et al. (2013), where voxel groupings ensure
functional homogeneity within each node, making it ideal for node network and dynamic
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Figure 3: 268 Shen-node parcellation. This image was obtained from Finn et al. (2015).
functional connectivity analysis. Figure 3 illustrates the 268 Shen node parcellation along
with large-scale node groupings. A node-level analysis, as opposed to a voxel-level analysis,
allows for more interpretable results. For further details on the benefits and processes of
Shen node parcellation, we refer readers to Shen et al. (2013). In summary, the fMRI data
contains p = 268 random variables that are repeatedly measured for T = 131 times from
n = 17 subjects.
Let Σt be the covariance matrix of Yit (t = 1, · · · , 131). Matrix Σt, or its inverse, is a
268×268-dim matrix that represents the functional connectivity among 268 nodes at time t.
The goal of our analysis is to detect if there is any changes among Σt’s. If change point exists,
we further identify the locations of the change points, which will be applied to partition the
movie preface into discrete event segments. We first applied our test procedure proposed in
Section 3 and obtained the test statistic value Mn = 4.433; we rejected H0 of (1) as the
p-value was less than 0.001. This result suggests that the functional connectivity among the
268 nodes changes over time. Accordingly, we applied the proposed binary segmentation to
identify all significant change points among 131 covariance matrices. Our proposed method
identified 20 change points at time points 2, 25, 36, 39, 40, 41, 42, 58, 60, 61, 63, 81, 83,
110, 113, 114, 115, 116, 128 and 130. Based on the identified change points, we observe
that several clusters exist. The first cluster occurred at 39, 40, 41 and 42, the second cluster
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occurred at 58, 60, 61 and 63, the third cluster occurred at 81 and 83, and the last cluster
appeared at 110, 113, 114, 115 and 116. This phenomena indicates that the functional
connectivity changes slowly, rather than abruptly, around these change points, and different
individuals may have slightly different points of change due to individual heterogeneity.
To use these change points for event segmentation, we group the sets of change points
that are close to each other because these sets of change points essentially imply the same
event boundaries. After grouping, the change points used for event segmentation are 2, 25,
36, 42, 58, 83, 113 and 130, where 42, 58, 83 and 113 are representations of their respective
group of event boundaries. Change points 2 and 130 coincide with the beginning of the
stimuli and the end of preface. Therefore, change points 25, 36, 42, 58, 83 and 113 are used
for event segmentation, which corresponds to 38, 54, 63, 87, 125 and 170 seconds in the
movie.
Figure 4: Event segmentation based on the covariance change points in fMRI data detected
and identified by using the proposed approaches. Images were obtained from the movie
Sherlock.
Figure 4 illustrates the final event segmentation using the proposed approach and the
corresponding events in each segment. The event partitions based on the identified change
points coincide with important situations in the television episode Sherlock. The first segment
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Figure 5: Correlation networks based on an average over a time interval in which the co-
variance matrices are homogeneous. Each circle is comprised of 67 Shen nodes. Solid lines
represent a positive correlation, and dashed lines represent a negative correlation. The darker
the line the stronger the correlation between nodes. A correlation threshold value of 0.70 in
absolute values was used.
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is from the beginning to the first change point (38s in the movie), which corresponds to the
cartoon “let us all go to the lobby” prepended to the movie. The second segment, between
38s and 54s, in the movie corresponds to flashbacks of battle scenes. The third segment,
between 54s and 63s, corresponds to the period of Watson, the main character, awakening
from his dream. The fourth segment, between 63s and 87s, is a period where Watson calms
down. Between 87 and 125 seconds is the period that Watson got up and prepared to write
his blog. During the sixth segment, between 125s and 170s, Watson is having a conversation
with a journalist. The final segment, from 170s to the end of the preface, corresponds to the
title and introductory credits.
Figures 5 demonstrates the changes in covariance matrices around the change points used
in Figure 4. Each subplot is the estimated correlation matrix between nodes using the data
between change points. For example, in Figure 5, the correlation network in interval 1 is
estimated based fMRI data between time interval [3, 25]. We observe that the correlation
networks estimated from different intervals are significantly different from each other. This
indicates that the identified change points are consistent with the changes in correlation
networks. Correlation network layouts are structured according to the eight large-scale
node groupings illustrated in Figure 3. The top-centered circle consists of nodes within the
medial frontal group. Moving clockwise on a given sub-plot, the remaining circles represent
frontoparietal, default mode, subcortical-cerebellum, motor, visual I, visual II, and visual
association.
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