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Abstract
We provide improved upper bounds for the simultaneous sketching complexity of edit distance.
Consider two parties, Alice with input x ∈ Σn and Bob with input y ∈ Σn, that share public
randomness and are given a promise that the edit distance ed(x, y) between their two strings is at
most some given value k. Alice must send a message sx and Bob must send sy to a third party
Charlie, who does not know the inputs but shares the same public randomness and also knows k.
Charlie must output ed(x, y) precisely as well as a sequence of ed(x, y) edits required to transform x
into y. The goal is to minimize the lengths |sx|, |sy| of the messages sent.
The protocol of Belazzougui and Zhang (FOCS 2016), building upon the random walk method
of Chakraborty, Goldenberg, and Koucký (STOC 2016), achieves a maximum message length of
Õ(k8) bits, where Õ(·) hides poly(log n) factors. In this work we build upon Belazzougui and
Zhang’s protocol and provide an improved analysis demonstrating that a slight modification of their
construction achieves a bound of Õ(k3).
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1 Introduction
The edit distance ed(x, y) between two strings is defined to be the minimum number of
character insertions, deletions, or substitutions required to transform x into y. It is one
of the most well-studied distance measures on strings, with applications in information
retrieval, natural language processing, and bioinformatics. If x, y are each at most length
n, the textbook Wagner-Fischer algorithm computes ed(x, y) exactly in O(n2) time, with
the only improvement since being by a log n factor due to Masek and Paterson [23]. It
has since been shown that an O(n2−ϵ) time algorithm does not exist for any constant
ϵ > 0 unless the Strong Exponential Time Hypothesis fails [5]. Since the work of [23],
several subsequent works have considered setups beyond offline exact algorithms for edit
distance, such as faster approximation algorithms [4, 2, 12, 11, 21, 3], metric embeddings
[26, 14, 19, 22], smoothed complexity [1, 9], quantum algorithms [8], sublinear time algorithms
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for gap versions [6, 17, 10, 20], and communication complexity and sketching/streaming
[13, 7, 15, 18, 16]. In this work we focus on communication complexity, and specifically
simultaneous communication complexity.
In the communication model, Alice has input string x and Bob has y. They, or a third
party, would like to compute ed(x, y) as well as a minimum length sequence of edits for
transforming x into y. We consider the setting of shared public randomness amongst all
parties. The one-way setting in which Alice sends a single message to Bob, who must then
output ed(x, y), is known as the document exchange problem and has a long history. In
the promise version of the problem for which we are promised ed(x, y) ≤ k, Orlitsky [25]
gave a deterministic protocol in which Alice only sends O(k log(n/k)) bits in the case of
binary strings, which is optimal, with the downside that Bob’s running time to process her
message is exponential. Haeupler recently used public randomness to improve Bob’s running
time to polynomial with the same asymptotic message length, and it is now known that
a polynomial-time recovery algorithm is achievable deterministically if one increases the
message length to O(k log2(n/k)) [15, 18]. Belazzougui and Zhang [7] studied the harder
simultaneous communication model in which Alice and Bob each send messages to a third
party Charlie, who knows neither string but shares knowledge of the public randomness,
and Charlie must output ed(x, y) as well as the edits required to transform x into y. In this
model they gave a protocol in which each player sends O(k8 log5 n) = Õ(k8) bits.1
▶ Definition 1 (Problem Qn,k,δ). Alice and Bob and a referee share public randomness.
Alice (resp., Bob) gets a length-n input string x (resp., y) over alphabet Σ, and then sends
a “sketch” sx ∈ {0, 1}∗ (resp., sy) to the referee. We say the size of the sketch is maximum
length of strings sx and sy. After receiving the sketches sx and sy,
if ed(x, y) ≤ k, the referee needs to compute ed(x, y) as well as an optimal edit sequence
from x to y, with success probability at least 1− δ;
if ed(x, y) > k, the referee needs to report “error”, with success probability at least 1− δ.
Main contribution
We build upon and improve techniques developed in [7] to show that a very slight modification
of their protocol needs a sketch size of only Õ(k3) bits to solve problem Qn,k,δ. More precisely,
the bound is O(k3 log2(n/δ) log n) bits.2
1.1 Proof Overview
We provide a high-level description of the previous results [13, 7] that we build on, and then
briefly describe our new ideas.
CGK random walk
The previous sketching result [7] uses a random walk technique developed in [13]. Given
two input strings x, y of length n, we append them with infinitely many zeros and initialize
two pointers i = 1, j = 1. In each step t, we first append x[i] to Alice’s output tape (and
append y[j] to Bob’s output tape), and then increment i by rt(x[i]) ∈ {0, 1}, and increment
j by rt(y[j]) ∈ {0, 1}, where rt : Σ→ {0, 1} is a random function. The process continues for
1 We use Õ(f) throughout this paper to denote f · polylog(n).
2 We remark that both the algorithm of [7] and our improved algorithm are time-efficient, and work in
the more restrictive setting where Alice and Bob have only poly(k log(n/δ)) memory and receive the
input strings in a streaming fashion.
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3n steps and we consider the evolution of i− j, i.e., the distance between the two pointers
during this random process. Observe that when x[i] ̸= y[j], the change of i− j is a mean-zero
random variable in {−1, 0, +1} (and we call this a progress step); while when x[i] = y[j], the
difference i− j will not change.
The main result of [13] shows that the number of progress steps in this random process
is at least ed(x, y)/2, and at most O(ed(x, y)2) with constant probability. This property
was used to design a sketching protocol (with public randomness for generating rt) for
estimating ed(x, y) up to a quadratic factor error by applying an approximate Hamming
distance sketching protocol to the two strings generated by the random walk (where a progress
step corresponds to a Hamming mismatch between Alice’s and Bob’s output strings).
Previous algorithm
The key idea of [7] is the following. A CGK random walk naturally induces a non-intersecting
matching between the input strings: we view x and y as a bipartite graph, where if (i, j) is
an edge then x[i] = y[j] and i, j are the pointers in some step of the walk. In particular, this
matching can be viewed as an edit sequence where a character is unchanged if it is matched.
Using an exact Hamming sketch protocol (with sketch size near-linear in the number
of Hamming errors), the referee can recover this matching, as well as all the unmatched
characters. Although this matching may not correspond to an edit sequence of optimal
length, [7] shows that if we obtain multiple matchings by running i.i.d. CGK random walks,
then
(a) if the intersection of their matched edges is contained in an optimal matching, then one
can extract enough information from the matchings and unmatched characters to recover
an optimal edit sequence using dynamic programming;
(b) if we generate poly(ed(x, y), log n) many i.i.d. CGK random walks, then the precondition
of Item (a) is satisfied with constant probability.
Our improvements
We obtain our result by improving the dependence on ed(x, y) in Item (b) described above.
In particular, we reduce the number of required random walks. Our improvements come
from two parts.
To obtain the first improvement, we observe that the algorithm of [7] relies on the
following two events happening. The first is that, for every edge that does appear in a (fixed)
optimal matching, there should be one of the sampled CGK random walks that misses this
edge. The second is that the CGK random walks should have few progress steps. In [7], they
pay a union bound over the two events to make sure all CGK random walks are good for
the decoder. This introduces a large dependence on ed(x, y), mainly due to the fact that
the number of Hamming errors in a CGK random walk has a heavy-tailed distribution. We
manage to avoid this by arguing that these two events happen simultaneously (see Lemma 15)
with decent probability, and then modifying the decoding algorithm to only consider those
good CGK random walks.
The second improvement comes from improved analysis for Item (b), which depends
on the following property of the CGK random walk [7, Lemma 16] (see Subsection 3.3
for how this property can be used): informally, if a string X[1..L] has a certain kind of
self-similarity (for example, it is periodic), then with some nontrivial probability, a CGK
random walk on X itself starting with two pointers i = 2, j = 1 will not pass through the state
(i = L, j = L). To be more precise, if there is a non-intersecting matching between X[1..L]
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and itself, where every matched edge (I, J) satisfies I > J , and the number of singletons
(unmatched characters) is at most K, then the CGK random walk will miss (i = L, j = L)
with Ω(1/K2) probability.3
We use a more technical analysis to improve the bound to Ω(1/K) (see Proposition 18).
Now we informally describe our main idea. Starting from the state (i = 2, j = 1), with
at least Ω(1/K) probability it will first reach a state (i, j) with i− j > d0 = Θ(K) before
reaching i − j = 0 (note that i − j can never become negative). Then we will show that
with good probability i− j will remain in the range [d0/2, 3d0/2]. To do this, we show an
O(d20) upper bound on the expected total number of progress steps, and use the fact that
the expected deviation produced by a P -step one-dimensional random walk is O(
√
P ).
To bound the expected total number of progress steps, we divide the evolution of the
state (i, j) into several phases, where in each phase the pointers move from a stable state
(i, j) to another stable state (i′, j′), satisfying j′ ≥ i and i′ ≥ 2j − i. Here, a stable state (i, j)
informally means that we have a good upper bound of ed(X[j..i − 1], X[i..2i − j − 1]) in
terms of the number of singletons in the range [j..2i− j− 1] (for example, if X is “close” to a
string with period p, and i− j is approximately a multiple of p, then (i, j) is a stable state).
We will bound the expected number of progress steps in one phase by O
(
(i− j) · S + S2
)
,
where S denotes the number of singletons in the range [j..i′ − 1]. We can see the sum of S
over all phases is at most 2K since each singleton is counted at most twice. Hence, summing
up over all phases would give the desired O(K2) upper bound, if we assume i− j = Θ(d0).
Although this assumption may lead to circular reasoning, we can get around this issue by a
more careful argument.
Organization
We give several needed definitions in Section 2. In Section 3 we state and analyze our
sketching algorithm, which as mentioned, is mostly similar to [7] but with small modifications.
Section 4 is devoted to our main technical lemma. In comparison with the proof overview,
Section 3 is for the first improvement and Section 4 is for the second improvement. Then we
discuss limits on our approach and further problems in Section 5. The lower bounds and
missing proofs can be found in full version.
2 Preliminaries
In this section we introduce formal definitions.
2.1 Notations
Let [n] denote {1, 2, . . . , n}, and let [l..r] denote {l, l + 1, . . . , r}. Let ◦ denote string
concatenation. Let N denote the set of natural numbers {0, 1, . . .}. We consider sketching
protocols for strings in Σn in this work, where Σ denotes the alphabet. We assume |Σ| ≤
poly(n) and 0 ∈ Σ.4
3 There is a subtle gap in the proof of [7, Lemma 16]. On page 18 of their full version, they bounded the
number of progress steps in two cases: (1) at least one of the pointers is not in any cluster, and (2) both
of the two pointers are in the same cluster. (Their terminology cluster refers to a contiguous sequence
of matched edges with no singletons in-between.) However, they did not analyze the case where the two
pointers are separated in different clusters, and it was not clear to us how to repair that gap using the
techniques developed in [7].
4 For larger alphabet the algorithm still works but some log n terms in the bounds become log |Σ|. For
example, the sketch size will be O
(
k3 log(n|Σ|/δ) log(n/δ) log n
)
. Alternatively, the parties can hash Σ
into a new alphabet of size O(n2/γ) and have no hash collisions on the characters appearing in x, y
with probability at least 1 − γ.
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For a string s ∈ Σn and index 1 ≤ i ≤ n, s[i] (or sometimes si) denotes the i-th character
of s. For 1 ≤ i ≤ j ≤ n, s[i..j] denotes the substring s[i] ◦ s[i + 1] ◦ · · · ◦ s[j]. If i > j then
s[i..j] is the empty string.
2.2 Edit Distance
▶ Definition 2 (Edit distance ed(·, ·)). The edit distance between two strings x and y, denoted
by ed(x, y), is the minimum number of edits (insertions, deletions, and substitutions5) required
to transform x to y.
▶ Definition 3 (Matching induced by edit sequence M(S)). Given strings x, y and an edit
sequence S, we can construct a bipartite graph between x and y, where every character in x
that is not substituted nor deleted is connected by an edge to its counterpart in y. These edges
form a non-intersecting matching, which we denote by M(S). Moreover, when S achieves
optimal edit distance, we say M(S) is an optimal matching.
Though there may be multiple optimal matchings, the following definition specifies a
canonical one.
▶ Definition 4 (Greedy optimal matching M, [7]). Let x, y be two strings. For each edit
sequence S achieving optimal edit distance, let M(S) be the matching induced by S. Then
the greedy optimal matching M is defined to be the smallest M(S) in lexicographical
order. Specifically, we represent M(S) as a sequence of (i, j) pairs then sort the sequence
lexicographically, and the greedy optimal matching is such that this sorted sequence is as
lexicographically small as possible.
2.3 The CGK Random Walk
We review a useful random process called the CGK random walk, which was first introduced
by Chakraborty, Goldenberg, and Koucký [13], and played a central role in the sketching
algorithm of [7].
▶ Definition 5 (CGK random walk λr(s), [13]). Given a string s ∈ Σn, an integer m ≥ 0, and
a sequence of m · |Σ| random coins interpreted as a random function r : [m]×Σ→ {0, 1}, the
m-step CGK random walk is a length-m string λr(s) ∈ Σm defined by the following process:
Append s with infinitely many zeros.
Initialize the pointer p← 1 and the output string s′ ← ∅.
For each step i = 1, . . . , m:
Append s[p] to s′.
Update p← p + r(i, s[p]).
Output s′ =: λr(s).
For a contiguous segment of the output string λr(s), the pre-image of this segment refers
to the corresponding substring in the original input string s (which may also include the
appended trailing zeros if the walk extends beyond s).
5 There is another definition of edit distance, denoted by ed′(x, y), where only insertions and deletions
are allowed. We have ed(x, y) ≤ ed′(x, y) ≤ 2 · ed(x, y), and ed′(x, y) = |x| + |y| − LCS(x, y), where LCS
stands for longest common subsequence. The algorithm in [7], as well as our modification of it, can be
easily adapted to work for this variant of edit distance as well.
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Due to its usefulness in the two-party setting with public randomness, we also frequently
use the term CGK random walk to refer to a pair of random walks (as defined in Definition 5)
performed on two input strings x, y using the shared random string r.
Consider a CGK random walk λ on two input strings x, y. We use pi (resp., qi) to denote
the pointer on string x (resp., y) at the beginning of step i. We refer to the pair (pi, qi) as
the state of λ at the i-th step, and we write (p, q) ∈ λ if λ passes through the state (p, q), i.e.,
there exists some i for which pi = p and qi = q. We say the i-th step of λ is a progress step if
the i-th characters of the output strings λr(x) and λr(y) differ, or equivalently, x[pi] ̸= y[qi].6
We say λ walks through x, y, if in the end the two pointers satisfy pm ≥ |x| and qm ≥ |y|.
The following theorem establishes the connection between CGK random walks and edit
distance. Informally, when ed(x, y) is small, with good probability the number of progress
steps in λ is also small (or equivalently, the Hamming distance between the output strings
λr(x), λr(y) is small). We provide a simpler proof for its Item (3) in full version.
▶ Theorem 6 ([13, Theorem 4.1]). Let λ be an m-step CGK random walk on x, y. Then
(1) if m ≥ 3 ·max {|x|, |y|}, then λ walks through x, y with probability at least 1− eΩ(m);
(2) given λr(x) and r, we can reconstruct the pre-image of λr(x) ;
(3) Pr
[




We frequently relate the CGK random walk to the following one-dimensional random walk.
▶ Definition 7 (One-dimensional unbiased and self-looped random walk). A stochastic process




Xi−1 − 1 w.p., 1/4,
Xi−1 w.p., 1/2,
Xi−1 + 1 w.p., 1/4.
▶ Remark 8. Let λ be a CGK random walk on two strings and (p, q) be its state. Define
∆ = p− q. Then ∆ can be viewed as a one-dimensional unbiased and self-looped random
walk, which makes a transition when and only when λ makes a progress step.
By Remark 8 and the martingale property, we have the following lemma, the proof of
which can be found in full version.
▶ Lemma 9. Consider an ∞-step CGK random walk λ on x, y, where p, q are the pointers on
x, y respectively. Let u be an index and let U, V ≥ u− 1 be any integers. Then the following
holds.
(1) Let T0 be the first time that pT0 ≥ u. Then we have E [|pT0 − qT0 |] ≤ 4·ed(x[1..U ], y[1..V ]).
(2) Let T1 be the first time that (pT1 ≥ u) ∧ (qT1 ≥ u). Then we have E [|pT1 − qT1 |] ≤
4 · ed(x[1..U ], y[1..V ]).
6 Our definition of “progress step” is different from that of [7], which additionally requires at least one of
the two pointers moves forward in that step.
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3 Sketches for Edit Distance
For the rest of the paper, we use the following notational conventions:
n is the length of the input strings; m := 3n is the number of steps in a CGK random
walk.
x, y are the input strings of length n, which is appended with infinitely many zeros; we
are promised ed(x, y) ≤ k.7
when we use (·, ·) to denote a CGK state or an edge between x, y, the first coordinate is
a pointer on x and the second is on y.
M is the greedy optimal matching of x, y.
Our goal is to prove the following theorem.
▶ Theorem 10. There is a sketching algorithm for Qn,k,δ of sketch size O
(
k3 log2(n/δ) log n
)
bits. Moreover, the algorithm has the following properties.
The encoding algorithm used by Alice (resp., Bob) only assumes one-pass streaming access
to the input string x (resp., y). The time complexity per character is poly(k log(n/δ)),
and the space complexity is O
(
k3 log2(n/δ) log n
)
bits. 8
The decoding algorithm used by the referee has time complexity poly(k log(n/δ)).
In Subsection 3.1, we review the general framework of [7]’s sketching protocol, and
highlight our key improvement in Lemma 15. We will prove this key lemma in Subsection 3.2
and Subsection 3.3.
3.1 General Framework
We adopt the definition of effective alignments from [7]. Intuitively, an effective alignment
between two strings x, y contains the information of an edit sequence from x to y, but does
not contain the information of unchanged characters.
▶ Definition 11 (Effective alignment A, [7]). For two strings x, y ∈ Σn, an effective alignment
A between x and y is a triplet (G, gx, gy), where
G = (Vx, Vy, E) is a bipartite matching where nodes Vx = [n], Vy = [n] correspond to
indices of characters in x and y respectively, and every matched edge (i, j) ∈ E satisfies
x[i] = y[j]. Moreover, the matched edges are non-intersecting, i.e., for every pair of
distinct edges (i, j), (i′, j′) ∈ E, we have i < i′ iff j < j′.
gx (resp., gy) is a partial function defined on the set of unmatched nodes Ux ⊆ Vx (resp.,
Uy ⊆ Vy). For each i ∈ Ux (resp., j ∈ Uy), define gx(i) = x[i] (resp., gy(j) = y[j]).
▶ Definition 12 (Effective alignments consistent with a CGK random walk, [7]). Let λ be a
CGK random walk on x, y, where p, q are the pointers on x and y respectively. If λ walks
through x, y, then we say an effective alignment A = (G, gx, gy) is consistent with λ if for
every matched edge (p, q) ∈ G, we have (p, q) ∈ λ.
As mentioned in Subsection 1.1, Alice and Bob use public randomness to instantiate
τ = O(k log(n/δ)) independent CGK random walks λ1, . . . , λτ on x, y. Then, for each CGK
random walk λi, Alice constructs a sketch sxi based on her part of the random walk λi(x),
7 We also analyze the behaviour of our algorithms when ed(x, y) > k in full version.
8 The algorithm may use a large number of shared random bits, which can be reduced using Nisan’s
generator [24]. The main cost, as we can see from the proof, comes from the CGK random walk. We
refer readers to [13] for more details on reducing randomness for the CGK random walk.
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and Bob similarly constructs syi based on his part of the random walk λi(y). The referee
receives sxi, syi, and tries to extract an effective alignment Ai from the sketches. Each sxi
(and syi) has length O(k2 log(n/δ) log n). The properties of this protocol are summarized as
follows.
▶ Construction 13 (Sketch for each random walk, adapting [7]). Let C ≥ 1 be some large
constant and η ∈ (0, 1). There exists an efficient sketching algorithm such that the following
holds. Let λ be an m-step CGK random walk on x (and y). Then,
the sketch size and encoding space are O
(
k2 log(n/η) log n
)
bits;
the encoding time per character and decoding time are both poly(k log(n/η));
for fixed λ, x, y the following hold with success probability at least 1− η:
the decoder either (a) reports “error”, or (b) outputs an effective alignment A consistent
with λ;
when λ walks through x, y and contains at most C · k2 progress steps, (b) occurs.
The formal proof of Construction 13 can be found in full version.
The final sketches are simply sx = sx1 ◦ · · · ◦sxτ and sy = sy1 ◦ · · · ◦syτ . The referee tries
to obtain an effective alignment from every (sxi, syi), and then uses the following lemma to
compute ed(x, y) and recover an optimal edit sequence.
▶ Lemma 14 ([7, Lemma 14 and Lemma 19]). There exists a deterministic algorithm taking
(sx, sy) as input such that the following holds.
The running time of the algorithm is poly(|sx|+ |sy|) = poly(k log(n/δ)).
Let Ai1 , . . . ,Aiw be the effective alignments9 decoded from (sx1, sy1), . . . , (sxτ , syτ ).
If w ≥ 1 and each Aij is consistent with λij , then the algorithm outputs a valid edit
sequence. If, additionally, M goes through all edges that are common to Ai1 , . . . ,Aiw ,
then the edit sequence is optimal.
Now we state our key lemma.
▶ Lemma 15 (Key Lemma). There exist some large constants C1, C2 ≥ 1 such that the
following holds. Let λ be an ∞-step CGK random walk on x, y. Then for any fixed (u, v) /∈
M, x[u] = y[v], we have
Pr
[
(u, v) /∈ λ
∧





Here we reiterate that Lemma 15 summarizes our improvement over the previous work of
[7] in two aspects (as mentioned in Subsection 1.1): (1) The previous work only gave a
lower bound on Pr[(u, v) /∈ λ], while we bound the probability of two events happening
simultaneously; (2) The previous work only gave a bound of Ω(1/k2), while we give an
Ω(1/k) bound. The proof of this Lemma 15 is divided into two parts in Subsection 3.2 and
Subsection 3.3, in which a technical proposition that leads to the improvement in Item (2)
will be proved in Section 4.
Assuming Lemma 15, we can prove Theorem 10.
9 Although we can check if Aij is an effective alignment, we cannot verify (without knowing λij ) if Aij is
an effective alignment consistent with λij . This subtle difference comes from that in Construction 13 we
do not give any guarantee outside the 1 − η success probability, where the decoder might provide some
effective alignment that is not consistent with λij .
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Proof of Theorem 10. Let C3 be a large constant.
For the encoding part, we instantiate τ = C2k ·C3 log(n/δ) = O(k · log(n/δ)) independent
m-step CGK random walks λi, i ∈ [τ ]; and construct each sxi, syi using Construction 13
with parameter C = C1, η = δ/(2τ).
For the decoding part, we run the decoding procedure in Construction 13 to obtain
Ai1 , . . . ,Aiw for Lemma 14. If w = 0 or the edit sequence from Lemma 14 has more
than k edits, we report “error”; otherwise we output the edit sequence together with the
corresponding edit distance.
Bounds on the parameters. By constructing each sxi (and syi) in parallel, the final sketch
size and encoding space are τ · O
(




k3 log2(n/δ) log n
)
(we omit the
space for storing auxiliary information (e.g., pointers) in the calculation, since these are
minor terms). The encoding time per character is τ · poly (k log(n/η)) = poly(k log(n/δ)).
The decoding time follows immediately from Lemma 14.
Analysis of the algorithm when ed(x, y) ≤ k. Let S =
{
(u, v) ∈ [n]2 | (u, v) /∈M, x[u] =
y[v]} and define events
Ei: λi walks through x, y.
E ′i(u, v) for (u, v) ∈ S: (u, v) /∈ λi
∧
#progress steps in λi ≤ C1 · k2.
Then




(1−Pr [¬E1]−Pr [¬E ′1(u, v)])
τ
≥ 1− n2 ·
(
1− eΩ(n) − 1
C2 · k
)τ
(due to Theorem 6 and Lemma 15)
≥ 1− δ2 . (1)
Let λi1 , . . . , λiw be the random walks walking through x, y and containing at most C1 · k2
progress steps. Since η = δ/(2τ) in Construction 13 and by union bound, the decoder, with
probability at least 1− δ/2, for each (sxi, syi) either reports “error”, or outputs an effective
alignment Ai consistent with λi. Conditioning on this, Construction 13 must at least obtain
effective alignments Aij , . . . ,Aiw that are consistent with the corresponding random walks.
Combined with (1), with probability at least 1− δ, for any (u, v) ∈ S there exists some λij
missing it. Then the edit sequence from Lemma 14 is optimal. ◀
3.2 Proof of Lemma 15: Case |u − v| > 100 · k
Proof of Lemma 15: Case |u− v| > 100 · k. Assume without loss of generality u > v. We
stop λ when it meets u. Then by Item (1) in Lemma 9, at this time the state (p, q) satisfies
E[|p− q|] ≤ 4 · k. Hence by Markov’s inequality,
Pr [(u, v) /∈ λ] ≥ Pr [p− q ≤ 100 · k] = 1−Pr [p− q > 100 · k] ≥ 1− 4 · k100 · k = 0.96. (2)
On the other hand, by setting C1 large enough we know from Theorem 6
Pr
[
#progress steps in λ ≤ C1 · k2
]
≥ 0.99.
Hence, by setting C2 large enough, we have
Pr
[
(u, v) /∈ λ
∧
#progress steps in λ ≤ C1 · k2
]
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3.3 Proof of Lemma 15: Case |u − v| ≤ 100 · k
First we need the following definition.
▶ Definition 16 (Stable zone Z, [7]). The stable zone Z of (u, v) consists of substrings
x[u′..u], y[v′..v] of equal length L = u − u′ + 1 = v − v′ + 1, where L ≤ min{u, v} is the
maximum possible length satisfying x[u′..u] = y[v′..v]. In particular, u − v = u′ − v′; and
(u′, v′) ̸= (1, 1) as (u, v) /∈M.
Moreover, we say a state (p, q) enters Z if p ≥ u′ and q ≥ v′.
We will find Claim 17 useful. For completeness we include its proof in full version.
▷ Claim 17 ([7, Claim 21]). Consider an ∞-step CGK random walk λ on x, y, where
p, q are the pointers on x, y respectively. Let T be the first time that λ enters Z, i.e.,
(pT ≥ u′) ∧ (qT ≥ v′). Then Pr [pT − qT ̸= u− v] = Pr [pT − qT ̸= u′ − v′] ≥ 2/3.
We will also rely on the following technical result, the proof of which is in Section 4.
▶ Proposition 18. There exists a universal constant C4 ≥ 1 such that the following holds.
Assume X, Y are two identical length-L strings over alphabet Σ. Assume there exists a size-M
matching (i1, j1), . . . , (iM , jM ) ∈ [L]2 such that
it > jt and X[it] = Y [jt] hold for all t ∈ [M ];
i1 < i2 < · · · < iM and j1 < j2 < · · · < jM .
Let ρ = C4 · (L−M) and (Î , Ĵ) be any state satisfying Î − Ĵ ≥ ρ. Then a CGK random walk
on X, Y starting from (Î , Ĵ) will miss (L, L) with probability at least 0.5.
By symmetry, we derive the following corollary.
▶ Corollary 19. Let C4 ≥ 1 be the same constant in Proposition 18. Assume X, Y are
two identical length-L strings over alphabet Σ. Assume there exists a size-d matching
(i1, j1), . . . , (iM , jM ) ∈ [L]2 such that
it > jt holds for all t ∈ [M ], or it < jt holds for all t ∈ [M ];
X[it] = Y [jt] holds for all t ∈ [M ];
i1 < i2 < · · · < iM and j1 < j2 < · · · < jM .
Let ρ = C4 · (L−M) and (Î , Ĵ) be any state satisfying |Î − Ĵ | ≥ ρ. Then a CGK random
walk on X, Y starting from (Î , Ĵ) will miss (L, L) with probability at least 0.5.
Proof of Lemma 15: Case|u − v| ≤ 100 · k. Let C5 ≥ 1 be a large constant. We will
apply Proposition 18 with parameter M ≥ L − 103 · k; and let ρ = C4 · 103k be the
corresponding bound in it.
We expect λ to have the following three phases:
E1: λ enters Z in a state (p1, q1) within C5 · k2 progress steps, where 0 < |(p1 − q1) −
(u− v)| ≤ 200 · k.
E2: Starting from (p1, q1) and within 2 · ρ2 progress steps, λ reaches a state (p2, q2) where
either (p2, q2) > (n, n) or |(p2 − q2)− (u− v)| ≥ ρ. Also, during the walk from (p1, q1) to
(p2, q2), λ never reaches some state (p, q) satisfying (p− q)− (u− v) = 0.
E3: (u, v) /∈ λ and #progress steps in λ ≤ 2 · ρ2 + C5 ·
(
k2 + (ρ + 301 · k)2
)
.
In fact we have the following claim, the proof of which can be found in full version.
▷ Claim 20. Pr [E1] ≥ 0.5, Pr [E2 | E1] ≥ 1/(2 · ρ), and Pr [E3 | E1 ∧ E2] ≥ 1/4.
Assuming Claim 20, we have the following desired bound
Pr
[
(u, v) /∈ λ
∧
#progress steps in λ ≤ C1 · k2
]
≥ Pr [E3] ≥ Pr [E1 ∧ E2 ∧ E3] ≥
1
C2 · k
by setting C1 = 2 · (103 · C4)2 + C5 ·
(
1 + (301 + 103 · C4)2
)
and C2 = 16. ◀
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4 CGK Random Walks on Self-similar Strings
This section is devoted for Proposition 18. It characterizes CGK random walks on strings of
certain self-similarity, which may be interesting on its own.
▶ Proposition (Proposition 18 restated). There exists a universal constant C4 ≥ 1 such that
the following holds. Assume X, Y are two identical length-L strings over alphabet Σ. Assume
there exists a size-M matching (i1, j1), . . . , (iM , jM ) ∈ [L]2 such that
it > jt and X[it] = Y [jt] hold for all t ∈ [M ];
i1 < i2 < · · · < iM and j1 < j2 < · · · < jM .
Let ρ = C4 · (L−M) and (Î , Ĵ) be any state satisfying Î − Ĵ ≥ ρ. Then a CGK random walk
on X, Y starting from (Î , Ĵ) will miss (L, L) with probability at least 0.5.
We will first provide necessary definitions and state basic properties in Subsection 4.1.
Then present the proof in Subsection 4.2. All missing proofs can be found in full version.
4.1 Stable States
We fix the matching in Proposition 18, so when we say (i, j) is a matched edge it means (i, j)
is an edge in the matching. We extend X, Y to X[−∞..∞], Y [−∞..∞] by adding dummy
characters X[i] = Y [i] = X[L] for all i > L, and X[i] = Y [i] = X[1] for all i < 1. We also
add matched edges (i, i− 1) for all i > L as well as i ≤ 1. Note that all the edges are still
non-intersecting. Though the added characters may not be consistent with the original input
strings x, y, it does not change the probability of the walk missing (L, L). Since X = Y and
the initial state satisfies Î ≥ Ĵ + ρ ≥ Ĵ , any future state (I, J) must still satisfy I ≥ J .
We introduce the notion of stable segment.
▶ Definition 21 (Stable segment). We say [l..r] is a stable segment, if for every matched
edge (I, J) (where we must have I > J), exactly one of the following two conditions hold:
J < l and I ≤ r.
J ≥ l and I > r.
index 0 1 2 3 4 5 6 7 8 9 10
a a c a b c a b a b b
X
. . . . . . . . . . . .
Y
Figure 1 A stable partition for X[1..L] = Y [1..L] = acabcabab (L = 9).
For example in Figure 1, every segment separated by blue dashed lines is a stable segment.
▶ Remark 22. To gain a better intuition of the definition, consider the special case where
the string X[1..L] has period p and every matched edge (I, J) inside segment [1..L] satisfies
I − J = p. In this periodic case, a segment contained in [2..L− 1] is stable if and only if its
length is p.
Our motivation is that, when there are few unmatched characters, using our more
generalized definition we can approximately preserve the nice properties of periodic strings.
For example, when X has period p, the strings X[i..i + tp − 1] and X[i + tp..i + 2tp − 1]
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must be identical. In a non-periodic case, we can similarly prove that X[i..j − 1] and
X[j..j + (j − i)− 1] have small edit distance if [i..j − 1] can be divided into several stable
segments. In the remaining part of the section, readers are encouraged to use the periodic
case for a more intuitive understanding.
▶ Definition 23 (Stable partition P and stable states). Consider a partition P = (Pi)i of
the integers into segments, where Pi = [pi..pi+1 − 1] and pi < pi+1. We say P is a stable
partition if every Pi is a stable segment. Then we say
state (I, J) is a (P, b)-stable state, if there exists some i such that J = pi and I = pi+b;
state (I, J) is a b-stable state, if there exists a stable partition P such that (I, J) is a
(P, b)-stable state;
state (I, J) is a stable state, if there exists some b ≥ 0 such that (I, J) is a b-stable state.
In particular, when I ≥ J > L, (I, J) is always a stable state.
Given a stable partition P, we can define a predecessor function for P as follows.
▶ Lemma 24 (Stable predecessor for a stable partition). Let P = (Pi)i be a stable partition
where Pi = [pi..pi+1 − 1] and pi < pi+1. Then there exists a non-decreasing function
predP : Z→ Z such that the following holds:
For every i, predP(pi+1) = pi.
For every I, we have predP(I) ≤ I − 1, and [predP(I)..I − 1] is a stable segment.
Now we extend the definition to b-stable predecessor.
▶ Definition 25 (b-stable predecessors pred(b)P (·)). Let P be a stable partition. Define
pred(b)P (I) =
{
I b = 0,
predP(pred
(b−1)
P (I)) b ≥ 1.
As an example, in Figure 1 pred(3)P (8) = 1.
We will bound the edit distance between stable states using the number of singletons.
▶ Definition 26 (Singleton). Every unmatched X[i] or Y [j] is called a singleton.
Let singX [l, r) (resp., singY [l, r)) denote the number of singletons in X[l..r − 1] (resp.,
Y [l..r − 1]). Let sing[l, r) := singX [l, r) + singY [l, r).
▶ Lemma 27. Let P be a stable partition. For I < I ′, let J = predP(I), J ′ = predP(I ′).
Then
(a) ed(X[I..I ′ − 1], Y [J..J ′ − 1]) ≤ singX [I, I ′) + singY [J, J ′) ≤ sing[J, I ′);
(b) |(I ′ − J ′)− (I − J)| = |(I ′ − I)− (J ′ − J)| ≤ singX [I, I ′) + singY [J, J ′) ≤ sing[J, I ′).
4.2 Proof of Proposition 18
Before proving Proposition 18, we need the following lemma, which shows a CGK random
walk goes from a stable state to a distant stable state with low cost.
▶ Lemma 28 (From stable to stable). Consider a CGK random walk starting from a stable
state (I0, J0), I0 > J0. Let D be a distance bound satisfying D ≥ I0 − J0.
Consider the first time T > 0 that either IT − JT > D, or the following three conditions
hold simultaneously: JT ≥ I0, and IT ≥ 2I0 − J0, and (IT , JT ) is a stable state. Let P be
the number of progress steps before time T and let S = sing[J0, IT ). Then
E
[
P − 2000 ·
(
S ·D + S2
)]
≤ 0.
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The process of Lemma 28 consists of a “catch-up phase” (i.e., from a stable state to a
distant non-stable state) and then a “stabilization phase” (i.e., from a non-stable state to a
nearby stable state). We describe the latter one as Lemma 29.
▶ Lemma 29 (From non-stable to stable). Consider a CGK random walk starting from a non-
stable state (Ĩ0, J̃0), Ĩ0 > J̃0. Let P be a stable partition and let b′ be such that L̃0 < J̃0 < R̃0
where L̃0 = pred(b
′)
P (Ĩ0), R̃0 = pred
(b′−1)
P (Ĩ0). Let D be a distance bound satisfying D ≥ Ĩ0−J̃0.
Consider the first time T ′ that either (ĨT ′ , J̃T ′) is a stable state or ĨT ′ − J̃T ′ > D. Let P ′ be
the number of progress steps before time T ′ and let S′ = sing[L̃0, ĨT ′). Then
E
[
P ′ − 50 ·
(




Given previous lemmas to control progress steps, we are now ready to prove Proposition 18.
Proof of Proposition 18. Since X[1] and Y [L] are matched to dummy characters after we
extend X, Y , there are K := sing[−∞, +∞) = 2 · (L −M − 1) singletons in total. Let
d := Î − Ĵ be the initial distance between the two pointers and let D := 2 · d. For a state
(I, J), I ≥ J ,
if I = J ≤ L or I − J > D, then we say it is a failure state;
if it is not a failure state and I > L, then we say it is a success state.
We stop the CGK random walk when it reaches a success state or a failure state. The
former case implies that the random walk misses (L, L). So it suffices to prove that we stop
at a success state with probability at least 0.5.
Phases in the CGK random walk. Let I0 = Î , J0 = Ĵ and t0 = 0. Let t1 ≥ 0 be the first
time that either (It1 , Jt1) is a stable state or It1 − Jt1 > D.
For every i ≥ 2, if (Iti−1 , Jti−1) is neither a success state nor a failure state, we know
Jti−1 < Iti−1 ≤ L and Iti−1 − Jti−1 ≤ D. Then we recursively define ti > ti−1 to be the
first time that either Iti − Jti > D, or the following three conditions hold simultaneously:
Iti ≥ 2Iti−1 − Jti−1 , and Jti ≥ Iti−1 , and (Iti , Jti) is a stable state.
Assume we stop at (Itm , Jtm), which is either a success state or a failure state. Let Pi be
the number of progress steps made during the time interval [ti, ti+1). Then P :=
∑m−1
i=0 Pi is
the total number of progress steps before we stop.
Bounds on E [P0]. Let P be an arbitrary stable partition and let b be such that pred(b)P (I0) ≤
J0 < pred(b−1)P (I0). Let L0 = pred
(b)
P (I0), R0 = pred
(b−1)
P (I0). Since X[1] is matched to Y [0],
we know predP(1) = 0. Hence applying Lemma 27 with I ′ = R0, I = 1, we have
(R0 − L0)− (1− 0) ≤ sing[0, R0) ≤ sing[0, I0).
Therefore, let S0 = sing[0, It1) and we have










≤ (sing[0, I0))2 ≤ S20 .
Thus by Lemma 29, we have E
[
P0 − 50 ·
(
2 · S20 + S0 ·D
)]
≤ 0.
Bounds on E [Pi] , 1 ≤ i ≤ m − 1. Let Si := sing[Jti , Iti+1). By Lemma 28, we have
E
[
Pi − 2000 ·
(
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Final bounds. Note that
∑
0≤i<m Si ≤ 2 · sing[0, Itm) ≤ 2 ·K. This is because Jti+1 ≥ Iti
for all i ≥ 1, implying each singleton is counted at most twice. Hence











(SiD + S2i )
]









≤ 8000 · (K · d + K2).
For 1 ≤ j < +∞, let rj be the deviation brought by the j-th progress step.10 Then rj
are i.i.d. random variables with Pr[rj = 0] = 1/2, Pr[rj = +1] = Pr[rj = −1] = 1/4. Hence





























4000 · (K · d + K2).
Observe that in the end we have Itm − Jtm = d +
∑P
j=1 rj . By setting ρ = C4 · (L−M)
for some large enough constant C4, we have d ≥ ρ ≥ C4 ·K/2 and
d ≥ 4 ·
√







Then by Markov’s inequality, with probability at least 0.5 we have |Itm − Jtm − d| ≤ d/2,
which indicates (Itm , Jtm) is not a failure state. Hence we stop at some success state with
probability at least 0.5. ◀
5 Discussion
Building upon [7], we present an improved sketching algorithm for edit distance with sketch
size Õ(k3). Although the algorithm itself is essentially the same as in [7], the analysis is
more involved. We conclude the paper with a few remarks on further problems.
Lower bounds. We conjecture the lower bound for this problem (i.e., Qn,k,δ) is Ω̃(k2),
since Θ(k2) is the distortion of the CGK random walk embedding [13]. However, to the
best of our knowledge, there is no lower bound beyond Ω̃(k). (Since we do not find any
paper formally stating the lower bounds, we present them in Appendix B of full version.)
Edit distance. It is natural to wonder if current framework can be pushed further. For
example, is it possible that we only run τ = O(1) rounds of CGK random walks and there
will be an optimal matching going through all edges that are common to these walks?
Unfortunately this is not true, and we can show τ = Ω(
√
k) with the following example:
x = Ac1c2 · · · ck−1Bc1c2 · · · ck−1 d · · · d︸ ︷︷ ︸
2k
Ac1c2 · · · ck−1,
y = Bc1c2 · · · ck−1 d · · · d︸ ︷︷ ︸
2k
Ac1c2 · · · ck−1Bc1c2 · · · ck−1.
10 Though we will only use r1, . . . , rP , we define it in this way to make the next Cauchy-Schwarz inequality
easier to understand.
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Then with probability 1−Θ(1/
√
k), a CGK random walk walks through (k, k). Note that
ed(x, y) ≤ 2 · k by deleting x[1..k] and inserting y[4k + 1..5k]. However any edit sequence
leaving (k, k) matched will have at least (2 · k + 1) edits, where the one more edit comes
from substituting x[1] with y[1]. Moreover, this example may generalize to the binary
alphabet by replacing each symbol with a short random binary string.
Ulam distance. The Ulam distance is the edit distance on two permutations, i.e.,
x ∈ [n]n (resp., y ∈ [n]n) and xi ̸= xj (resp., yi ̸= yj) for distinct i, j. Our algorithm (as
well as the algorithm in [7]) works for Ulam distance with an improved bound Õ(k2.5).
This comes from the following observation: there is no matched edge in the stable zone,
hence the length of stable zone is at most k, which means we can set ρ = O(
√
L) in
Proposition 18. It would be interesting to improve the algorithm for Ulam distance.
Only the distance. Though our algorithm computes edit distance as well as an optimal
edit sequence, it is reasonable to relax the problem by simply asking for the distance or
even a constant approximation of the distance. However, we are not aware of any result
achieving better sketch size in this setting.
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