Attenuating random noise while preserving edges and structures of seismic signals is of great significance for seismic interpretation and inversion. An edge-preserving and signal-preserving noise reduction method is presented in this paper. The method regards noise reduction problem as an inverse problem based on a Bayesian framework. A priori information that the difference data of seismic signals obey Cauchy distribution, a kind of non-Gaussian distribution, is used as a constraint to control the noise reduction. The performance of the method is mainly dependent on a trade-off parameter and a scale parameter, which make it easier to obtain a relatively perfect signal preservation and noise reduction result. With directional constraints, the method recovers linear events and quasi-linear events without dip steering. In particular, the method can adaptively protect edges of discontinuous events. A synthetic data example and two field post-stack data sets illustrate the effectiveness of the method.
Introduction
An objective of exploration geophysics is to reveal the subsurface structural features and physical properties by using seismic signals. However, the effective seismic signals are always smeared by random noise. Therefore, reducing random noise while preserving useful seismic events, especially for edges of events which often correspond to important geological features such as faults, pinch-outs, channels, lens or fractures, is a critical task of seismic data processing (Luo et al 2002, Bonar and Sacchi 2012) .
In the past decades, a large number of random noise reduction methods have been proposed. For example, f -x deconvolution (Canales 1984) , based on the assumption that signals are predictable in the f -x domain while random 3 Author to whom any correspondence should be addressed. noise is not, is widely used in real seismic data processing. However, this method predicts noise as source noise rather than as additive white noise, and it cannot protect edges of discontinuous events well. Some improved methods, such as f -x projection (Soubaras 1994 ) and f -x ARMA filter (Sacchi and Kuehl 2001) , overcome inconsistency between source noise and additive noise, but they are still not good at the preservation of signal edges.
f -x Cadzow filtering (Trickett 2008 ) is essentially a singular value decomposition (SVD) filtering method in the f -x domain. Compared with local SVD filtering methods in the t-x domain (Lu 2006, Bekara and van der Baan 2007) , f -x Cadzow filtering can perfectly recover conflicting events without dip steering (Yuan and Wang 2011) . However it still fails to preserve edges of discontinuous events, because it is based on the same assumption as f -x deconvolution. Recently, multichannel singular spectrum analysis was presented to simultaneously reduce random noise and reconstruct missing seismic traces (Oropeza and Sacchi 2011) . It is essentially an equivalent algorithm to f -x Cadzow filtering.
The edge-preserving smoothing (EPS) method (Luo et al 2002) focuses on preserving edges, but with an implicit assumption that all seismic events are horizontal (Liu et al 2003) . The dipping events will be strongly distorted if they are directly processed without dip steering (Yuan et al 2012) . In addition, the EPS method pays more attention to edge preservation than signal preservation (Lu and Lu 2009 ), thus it is usually used as a preprocessing stage for seismic data interpretation.
In the earlier work, Yuan et al (2012) introduced an edgepreserving noise reduction method using Bayesian inversion. For this method, a priori information that total variation (TV) data of seismic data satisfy the Laplace distribution, a form of non-Gaussian distribution, is adopted to control the noise reduction. In this paper, we propose an adaptively edgepreserving noise reduction method with directional difference constraints. The method can directly retrieve dipping events and adaptively preserve edges of discontinuous events. With appropriate parameters, the method will achieve a good tradeoff between signal fidelity and noise reduction. Compared with our earlier work, the method we proposed in this paper has three main improvements. Firstly, we use the Cauchy distribution, another kind of non-Gaussian distribution, to control noise reduction, since using TV function as a constraint readily makes peaks and troughs of events blocky or flat. And we change matrix expression and computation into vector expression and computation, since vector form is more straightforward and easier to extend to other kinds of non-Gaussian distribution about directional difference data. Secondly, we extend two directional difference constraints in earlier works to more directional difference constraints. This improvement ensures our method is more flexible and better at protecting dipping events. Lastly, we try to theoretically clarify the motivation behind our method.
We start this paper with theory (section 2), including noise reduction based on Bayesian inversion framework (section 2.1), prior information (section 2.2), edge-preserving noise reduction (section 2.3) and numerical scheme (section 2.4). Then we use a synthetic data example and two field post-stack data sets (section 3) to test the performance of our method. Finally, we give some discussions (section 4) and conclusions (section 5).
Theory

Noise reduction based on Bayesian inversion framework
As we know, the seismic data is often regarded as a superposition of coherent signals and random noise. So the 2D seismic data with m time samples and k traces can be expressed as
where matrices D, S and N denote observed seismic data, effective seismic signals and random noise, respectively.
Because vector form is more straightforward and readily linked to directional difference operator, we change matrix operation into vector operation. By rearranging the elements of 2D matrices D, S and N, we rewrite equation (1) 
Assuming that n is approximated as uncorrelated zero-mean Gaussian noise with variance σ 2 , the likelihood function in equation (3) can be expressed as
where l = m × k is the total sample number of seismic data. By maximizing the above likelihood function (equation (4)), we get the optimum inverted resultŝ = d. In this case, the noise fully remains in the inverted result. Therefore, for the purpose of reducing noise, a priori information about signals must be added. In this section, it is assumed that the prior of signals is written as the following exponent function form
where c is a normalized constant, and ϕ(s) is a function of s. This prior form is usually utilized in seismic inverse problems (e.g. Sacchi and Ulrych 1995) , and also presented as the framework of a Gibbs distribution (e.g. Geman and Geman 1984) .
By substituting equations (4) and (5) 
After taking the negative logarithm for both sides of equation (6), we get
Since the logarithm function is monotonic, the maximization of p(s|d) is identical to the minimization of −log p(s|d). Thus, we wish to minimize the following objective function that establishes a trade-off between signal fidelity and noise reduction
with a positive parameter λ = 2σ 2 . The solution of minimizing equation (8) is the noise reduction result. Obviously, the performance of this method depends on how to set parameter λ and select function ϕ(s). • space direction, time direction and 135
• space direction, respectively.
Prior information
As seen in equation (8), a priori information about signals is necessary for noise reduction. However, how to obtain reasonable prior knowledge is difficult. In this section, we present a kind of non-Gaussian prior information about difference data of seismic signals.
Suppose that seismic signals are composed of smooth signals, separated by edges. The difference data of smooth signals distribute near zero value, while those of edges distribute away from zero. If smooth signals are dominant in a seismic profile, the difference data of seismic signals approximately obey a non-Gaussian distribution. In our earlier work, TV has been successfully applied to noise reduction as a constraint (Yuan et al 2012) , where the prior knowledge we adopted is that TV data of seismic signals obey the Laplace distribution, a kind of non-Gaussian distribution. In this paper, we introduce another kind of non-Gaussian distribution about directional difference data of seismic signals, the Cauchy distribution, as a priori information.
For convenience, we consider difference operation along directions 1, 2, 3 and 4 (figure 1), where 1, 2, 3 and 4 represent horizontal space direction, 45
• space direction, time direction and 135
• space direction, respectively. Along these four directions, we define four difference operators C 1 , C 2 , C 3 and C 4 , respectively. Then we combine them into a large difference operator
T , where α 1 , α 2 , α 3 and α 4 are weights balancing direction constraints. In this paper, we only consider that α u (u = 1, . . . ,4) is 0 or 1. If there are strong coherent signals along or near spatial directions 1, 2 or 4, we set the weight α u of this direction as 1. Otherwise, set α u as 0 and force the corresponding C u to be an empty matrix. Moreover, we always set α 3 = 1 in order to enhance the signals along the time direction and the coherent signals between the time direction and the chosen spatial direction(s).
We use Cs to represent difference data of seismic signals. Assuming Cs can be described by the Cauchy distribution and every element in Cs is uncorrelated with every other, we have
(a) ( b) Figure 2 . The synthetic data. (a) Noise-free synthetic data and (b) noisy data with 50% Gaussian noise. where μ is the location parameter, specifying the location of the peak of the distribution, and γ is the scale parameter.
Considering μ = 0, we can simplify equation (9) as
In fact, equation (10) is a specific form of equation (5) with a constant c = 1/ (πγ ) K and the Cauchy function
Edge-preserving noise reduction
In this section, we try to theoretically clarify motivation for edge-preserving noise reduction by using the Cauchy function as a priori information. By substituting the Cauchy function ϕ(s) (8), we obtain the objective function By letting the first-order derivative of the function with respect to the unknown s be zero, we obtain a necessary condition for solving equation (11) as follows:
where
is a diagonal matrix with diagonal entries composed of vector 1 γ 2 +(Cs) 2 and I is an identity matrix. We can minimize equation (11) and obtain the noise-reduction data by solving equation (12). However, equation (12) is a nonlinear problem, as matrix A contains unknown s. Therefore we transform this nonlinear problem into a series of linear inversion problems. For each linear problem, matrix A is required to be known. That means vector s in matrix A is required to be known. Assuming that the known matrix A is A(s), we describe the linear problem as
where A(s) = I + λB(s), and B(s) = C T diag 1 γ 2 +(Cs) 2 C. The identity matrix I plays a key role in stably solving equation (13), as matrix B is a singular matrix. For convenience, we replace elements ( j−1) * m+i in vector form with elementS i, j in matrix form, where i ∈ {1, m}, j ∈ {1, k}. From equation (13), it can be derived that the sample point D i, j (i ∈ {1, m}, j ∈ {1, k}) is the linearly weighted sum of
wherẽ
, and μ =μ
. For simplicity, we take α u = 0 (u = 2, 3 and 4) and only consider C 1 . Then B(s) in equation (13) can be replaced by C T 1 diag 1 γ 2 +(C 1s ) 2 C 1 . In this case, the sample point D i, j is a linearly weighted sum of points S i, j−1 , S i, j and S i, j+1 . The weights are the elements is small. WhenS i, j+1 −S i, j is infinity, weight μ F 1 vanishes and there is no smoothing in this direction, thus preserving discontinuity in this direction. The same conclusion can be obtained when all directional differences are considered. In this way, discontinuities or large amplitude variations, which often correspond to important geology features, such as faults, pinch-outs, channels, lens or fractures, can be adaptively preserved.
The numerical scheme
In section 2.3, we point out that the solution of equation (12) can be obtained by solving a series of linear problems. In this section, an iteratively reweighted least-squares algorithm (Scales and Gersztenkorn 1988 ) is adopted to solve the equation.
Firstly, we set parameters α u (u = 1, . . . ,4) , λ as well as γ , and choose an starting model s 0 = d. Then we solve equation (13) by using s 0 ass and obtain solution s 1 . After that, using s 1 ass to solve equation (13) again, we obtain solution s 2 . Like this, we iteratively solve equation (13) until convergence condition or maximum number of iterations is achieved. The final iterative solution is the noise-reduction result.
The whole algorithm flow is summarized as follows:
(1) Fix weights α u (u = 1, . . . , 4), tolerance error ε and maximum number of iterations it max , and set the tradeoff parameter λ and the scale parameter γ . (2) The performance of the method is affected by parameters α u (u = 1, . . . , 4), ε, it max , λ and γ . We have introduced how to choose parameter α u in section 2.2. In general, ε and it max are readily determined. In this paper, we set ε = 10 −6 × ||d|| 2 , and it max = 20. As for λ and γ , they play an important role in balancing noise reduction and signal preservation. The larger λ or the smaller γ , the better the noise attenuation, but the worse the signal fidelity and vice versa. Therefore, we should choose large λ and large γ , or small λ and small γ , in order to achieve a good trade-off between noise attenuation and signal fidelity.
Examples
The method is applied to a synthetic data set and two field poststack seismic data sets to test its performance. We also illustrate the influence of trade-off parameter λ and scale parameter γ , as well as different directional constraints, on the noise-reduction result.
Synthetic data
We make a noise-free synthetic seismic data set ( figure 2(a) ), consisting of 50 traces with a sample interval of 1 ms. This profile contains two curved events with different curvatures (A), a quasi-linear discontinuous event (B), an isolated event (C), a broken event (D), a horizontal discontinuous event (E), two conflicting events (F), a event with peak frequency of wavelet changing (G), a event with amplitude variations (H), and a event with phase of wavelet changing (I). In general, the curved events and conflicting events are mainly observed in pre-stack data set, and the other events we designed are always observed in post-stack data set. The main aim for designing the data set is to illustrate the effectiveness of the method for enhancing events with different features.
By adding 50% (the noise-to-signal ratio N/S = 0.5, defined as ||n|| 2 2 /||s|| 2 2 ) white Gaussian noise to the noisefree profile, a noisy profile ( figure 2(b) ) is generated. To quantitatively evaluate the noise-reduction result, we define a relative error Q = ||ŝ − s|| 2 2 /||s|| 2 2 as an evaluation criterion. By taking directions 1 and 3 constraints to control the noise
Figure 7. The difference profiles using different schemes with their optimum parameter pairs. (a) Result by using direction 1 constraint, (b) result by using direction 2 constraint, (c) result by using direction 3 constraint, (d) result by using directions 1, 2 and 3 constraints, and (e) result of conventional EPS. The corresponding relative errors are 17.7%, 17.3%, 18.5%, 12.3% and 34.6%, respectively.
attenuation, we try a large number of values from 0 to 1 with step 0.01 for parameter pair (λ, γ ), in order to test their influence on our method and find the optimum result. Figure 3 is the relative error Q versus λ and γ . When λ = 0.06 and γ = 0.17, we can get the optimum noisereduction result with minimum Q 8.3%. The noise-reduction result and difference profile are shown in figures 4(a) and (b), respectively. As the two subfigures show, the noise is reduced adequately while the signals are preserved well, especially for the discontinuities and amplitude variations, such as B, C, D, E, G and H. For comparison, we also show the results (figures 4(c)-( f )) using two other groups of parameters (0.8, 0.5) and (0.1, 0.7). When (λ, γ ) is (0.8, 0.5), we obtain a very clean profile ( figure 4(c) ), but the signals are strongly affected ( figure 4(d) ), especially for the two curved events (A) and the dipping event (F). When (λ, γ ) is (0.1, 0.7), we obtain a good signal-preserving profile ( figure 4(e) ), but less noise is reduced ( figure 4( f ) ).
In addition, we compare our method (figures 4(a) and (b)) with f -x deconvolution (figures 5(a) and (b)) and conventional EPS filtering (figures 5(c) and (d)). For f -x deconvolution, the noise reduction result is the average of forward and backward prediction filtering with the filter operator length 4. For EPS filtering, we use a 5 × 5 window with nine panels: four hexagonal, four pentagonal and one square. As figures 4(a), (b) and 5 show, our method is better at protecting edges than f -x deconvolution, and better at protecting signals than EPS filtering with lower Q. Although none of the methods accurately retrieve curved events or quasi-linear events, our method has the least signal loss.
Field data
To test the performance of our method for retrieving real seismic signals, we choose a 'clean' profile ( figure 6(a) ), consisting of 160 traces with a sample interval of 1 ms, which has been processed using f -x deconvolution. By adding 50% white Gaussian noise, we get a noisy profile ( figure 6(b) ). We use different parameters and direction constraints to conduct noise attenuation. Since there is no obvious visual difference among the noise-reduction profiles, we only show the difference profiles. Figures 7(a) -(c) are the difference profiles by using single direction constraint (directions 1, 2 and 3) respectively, with their optimum parameter pairs (λ, γ ). Figure 7 (d) is the difference profile by simultaneously using directions 1, 2 and 3 as constraints with its optimum parameter pair. As figures 7(a)-(d) show, the noise-reduction result via direction 3 constraint has the maximum signal loss. The result via direction 1 constraint preserves horizontal or nearly horizontal events well, while that via direction 2 constraint preserves dipping events along or near direction 2 well. Compared with the results via single directional constraint, the noise-reduction result via three directional constraints has the best signal preservation as well as noise reduction. However, slight indications of coherent events also remain in the difference profile, mainly because the noise-reduction result is just the optimum trade-off between noise attenuation and signal fidelity. observed that conventional EPS preserves edges well, but with the lowest signal preservation. Figure 8 is the relative error Q versus λ and γ when directions 1, 2 and 3 are simultaneously used as constraints. Similar to figure 3, it also shows a good trade-off region (denoted by the big oval) between signal fidelity and noise reduction. For example, we can choose small λ and small γ , or large λ and large γ .
Another field post-stack seismic data set (figure 9(a)), consisting of 200 traces with a sample interval of 2 ms, is adopted to test the application potential of our method. The data set mainly includes discontinuous events, dipping events, events with amplitude and phase variations, quasi-linear events and background noise. It is obvious that the signals, especially for the discontinuities and lateral variations of the events, are blurred by random noise. We choose directions 1, 3 and 4 as constraints to implement inversion, as the predominant directions of seismic signals are near directions 1 and 4. Based on the experience from the above two examples (figures 3 and 8), we choose the parameters as λ = 0.4, γ = 0.7 by several trials. Figure 9(b) is the noise-reduction result and figure 9(c) is the difference profile. As figure 9(b) shows, almost all signals are enhanced. The edges of discontinuous events, as well as the amplitude and phase variations of events, become clearer. Moreover, dipping events are perfectly retrieved. In the difference profile (figure 9(c)), there are no obvious indications of coherent events removed.
Discussions
By using Cauchy distribution of directional difference data of seismic signals as a priori information, we propose a noise reduction method based on Bayesian inversion framework. The idea is well used for seismic noise reduction, even though non-smooth regularizations or constraints via nonGaussian distribution have been widely presented for acoustic impedance inversion (e.g. Oldenburg et al 1983) , sparse deconvolution (e.g. Sacchi 1997) , seismic data interpolation (e.g. Herrmann and Hennenfent 2008) , seismic imaging (e.g. Herrmann and Li 2012) and full-waveform inversion (e.g. Guitton 2012) . Besides the Cauchy distribution we utilized in this paper, we do not deny that other non-Gaussian distributions with heavy tails will be appropriate.
Based on our constraint or a priori information (equation (11)), every sample point of seismic signals is implicitly only related to its first-order adjacent points, but the relationship can be passed to any other sample points (equation (13)). It is demonstrated by the fact that when a certain spatial difference constraint is used, the signals along the direction can be perfectly preserved.
The performance of the method mainly depends on parameters λ and γ , as well as weights of directional constraints. We define a relative error as the criterion to get some experience for choosing appropriate parameters λ and γ by a synthetic data example and the first field post-stack data example. In a word, by choosing small λ with small γ , or large λ with large γ , we can obtain a good trade-off result between signal fidelity and noise reduction. If we visually observe that seismic signals are seriously harmed, we guess parameter λ is set too large and parameter γ is set too small. If we visually observe that too much noise still remains in the noise reduction profile, we guess parameter λ is set too small and parameter γ is set too large. As for the weights of directional constraints, they are simply determined as 0 or 1 mainly according to the energy distribution of coherent signals along spatial directions 1, 2 and 4. In general, if there are strong coherent signals along or near a certain spatial direction, the weight α u of this direction is set as 1. Moreover, α 3 is fixed as 1 in order to enhance the signals along the time direction and the coherent signals between the time direction and the chosen spatial direction(s). Although a series of seismic dataset examples in this paper are used to illustrate the effectiveness of multiple direction constraints with weights 0 or 1, further work about the choice of weights and more directional constraints are worth studying in the future.
The method can preserve high-amplitude spike noise, but it does not break down the preservation of signals and does not lead to spurious events. The method can also be directly used to simultaneously reduce spike noise by replacing the first term in equation (11) with functions such as L1 norm (Koko and Jehan-Besson 2010) or Huber norm (Guitton and Symes 2003) . Furthermore, it is easy to be extended to 3D case by changing the difference operator C in equation (11), as an additive 3D synthetic data example (figure 10) shows. The potential 3D method strongly enhances effective signals, especially for perfectly recovering edges of 3D discontinuous events, with the relative error Q 1.2%.
Conclusions
Taking features of seismic data into account, we present a novel random noise reduction method with directional difference constraints. The method can adaptively preserve edges of discontinuous events. It also allows us to achieve a good tradeoff between signal fidelity and noise reduction by properly selecting directional difference operators as well as parameters λ and γ . Moreover, the method can directly preserve dipping events via directional difference constraints, without a dip steering step.
