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ABSTRACT
Millions of people use headphones every day for listening
to music, watching movies, or communicating with oth-
ers. Headphones can be used to present binaural virtual
sounds by filtering a sound with the head-related transfer
functions (HRTFs).  Here,  we discuss  aspects  of  spatial
hearing that are particularly sensitive to listener-specific
HRTFs, that is, sound localization along sagittal planes
(i.e.,  vertical  planes  being  orthogonal  to  the  interaural
axis) and near distances (sound externalization/internal-
ization). We focus on recent findings aiming at predicting
these two spatial audio qualities. We show that sagittal-
plane localization is well understood and its models can
reliably predict the localization performance. In contrast,
more light needs to be shed onto the importance of the di-
versity  of  cues  affecting  sound externalization.  To this
end, we present results from a model-based meta-analysis
of psychoacoustic studies. As potential cues we consider
monaural  and  interaural  spectral-shapes,  spectral  and
temporal fluctuations of interaural level differences, inter-
aural coherences, and broadband inconsistencies between
interaural time and level differences in a highly compara-
ble template-based modeling framework.  Our investiga-
tions revealed that the monaural spectral-shapes and the
strengths of time-intensity trading are potent cues to ex-
plain previous results under anechoic conditions. 
1. INTRODUCTION
The acoustic basis for  spatial  hearing is formed by the
acoustic  filtering  of  sound  sources  by  the  listener’s
anatomy (see Fig. 1a). This filtering can be described by
the listener-specific  HRTFs  [1],  [2].  Acoustically  mea-
sured or numerically calculated HRTFs of a listener can
be used  to  filter  a  signal  of  a  recorded  or  synthesized
sound source in order to create virtual sources to be pre-
sented via headphones (see Fig. 1b). 
When filtered with listener-specific HRTFs, the sounds
presented via headphones can be indistinguishable from
natural  sounds  [3].  In contrast,  without listener-specific
HRTFs, sounds presented via headphones are usually per-
ceived inside the head instead of being localized at a nat-
urally  external  position.  Such  an  unnaturally  perceived
distance of sound sources has been coined “sound inter-
nalization”, as opposed to the sound externalization per-
ceived in natural listening situations [4]. Sound external-
ization is just a single dimension of the 3D sound local-
ization.  The  other  dimensions  consider  lateral  halve
planes (i.e., frontal or rear parts of the horizontal planes)
and sagittal planes (i.e., vertical planes being orthogonal
to the interaural axis), both forming the so-called interau-
ral polar coordinate system [5], in which the direction of
a sound source is described by the lateral and polar angles
(see Fig. 2).
Note that besides 3D sound localization, spatial hear-
ing also involves other perceptual attributes like apparent
source width [6], listener envelopment [7], and the ability
to segregate sounds. 
In this contribution, we will focus on the dimensions of
sound localization  that  are  particularly  sensitive  to  lis-
tener-specific HRTFs, that is, sagittal-plane sound local-
ization and sound externalization. 
2. SAGITTAL-PLANE SOUND LOCALIZATION
The sagittal-plane  localization  process  is    well  under-
stood. The auditory system processes monaural spectral
features focusing on those that depend on the direction of
a sound. Modern models aiming at predicting sound lo-
calization in sagittal planes consider the listener’s HRTFs
[8],  [9].  We  have  recently  developed  a  model  which
mimics the first relevant nucleus of the auditory system
Figure  1. a) natural  listening  condition  with  listener’s
own  ears  (green).  b) binaural  sound  reproduction  by
means of a binaural pair of HRTFs and headphones (red).
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known to process monaural spectral features,  the dorsal
cochlear  nucleus (DCN).  Neuronal  networks within the
DCN have been shown to be sensitive to rising spectral
edges of the incoming sound [10]. Based on a simplifica-
tion of this functionality, we have developed a model of
sound localization in the sagittal planes [9], [11]. The in-
coming signal, after peripheral pre-processing, is mapped
to positive spectral  gradients,  which are then compared
with the templates representing the learned HRTFs (see
Fig. 3). The model outputs the probability of responding
to a polar angle, given an incoming sound and has been
evaluated in various listening conditions. 
As  an  example,  results  from  listening  with  others’
HRTFs are shown in Fig. 4. The actual results are replot-
ted from [12] who tested 11 normal-hearing listeners lo-
calizing 250-ms long Gaussian white noise bursts either
with their  own listener-specific  HRTFs or  with HRTFs
from other listeners. The model predictions were calcu-
lated for 23 listeners by calibrating their individual sensi-
tivity parameter to their individual localization responses
when  listening  to  500-ms  long  Gaussian  white  noise
bursts.  Then,  without  changing  the  model  parameters,
predictions for localizing with others’ HRTFs were calcu-
lated  for  random  target  directions  and  summarized  to
quadrant errors and local polar root-mean-square (RMS)
errors. The statistics of the predicted localization perfor-
mance as represented by means, medians, and percentiles
appear to be quite similar in both conditions, demonstrat-
ing the capabilities of the model. 
The model was further evaluated in conditions like lis-
tening  to  spectrally  modulated  sounds,  band-limited
noises and speech, and others, e.g., [13]–[15]. 
3. SOUND EXTERNALIZATION
In order to be externalized, sounds need to provide cor-
rect spectral features in the direct path [16], [17]. Exter-
nalization of anechoic sounds is not affected by broad-
band approximations of interaural  phase differences  [4]
but may slightly degrade if interaural time delays (ITDs)
and  interaural  level  differences  (ILDs)  are  inconsistent
[18]. Note that while reverberation is essential to accu-
rately estimate the distance of a sound source [19], rever-
beration  alone  is  not  sufficient  to  externalize  a  sound
[20]. 
Figure 2. Sound-source localization within the interaural-
polar coordinate system consisting of the lateral  dimen-
sion (α, left/right), the sagittal dimension (β, up/down and
front/back), and the distance (r).
Figure 3. Structure of the sagittal-plane sound localization model from [9]. The incoming target sound is peripherally
processed and the result is compared to an internal template set. The comparison result is mapped yielding the probabil -
ity for responding at a given polar angle. The blue arrows indicate the free parameters of the corresponding sections, the
DTF set (i.e., the directional part of HRTFs) and the sensitivity (i.e., localization precision of a listener). Figure replot-
ted from [25].
Figure  4. Modeling sagittal-plane sound localization for
listening with own HRTFs and those from others.  Open
symbols:  statistics of  listener  responses  from the actual
sound  localization  experiment  (replotted  from  [12]).
Filled  squares: statistics  of  listener  responses  as  pre-
dicted by the model.  Quadrant errors: rate of hemifield
confusions  (front/back,  top/bottom).  Local  polar  RMS
error: Root-mean-squared error between the listener re-
sponse  within  the  correct  hemifield.  Statistics: Circles
and  squares  denote  averages,  horizontal  lines  represent
25th,  50th,  and 75th percentiles,  the whiskers  represent
5th  and 95th  percentiles,  and  crosses  represent  minima
and maxima. 
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A recent attempt to model sound externalization com-
pared  interaural  spectral  level  differences  (ISLDs)  be-
tween the stimulus and internal reference templates [16].
However,  interaural  spectral  comparisons are in contra-
diction to the current understanding of the monaural pro-
cessing of spectral  localization cues and to experiments
showing that spectral manipulations degrade externaliza-
tion also if ISLDs are preserved  [4]. To clarify this dis-
crepancy,  we  performed  a  model-based  meta-analysis
aiming at shedding light on the perceptual weighting of
spectral  features  in  comparison to  other  acoustic  direc-
tional features.
3.1. Methods
The model architecture is based on the template matching
evaluating various  directional  features  (see  Fig.  5):  the
positive gradients in the spectral shape of magnitude pro-
files (MSG) [11], the spectral shape of ILDs (ISS)  [16],
the spectral standard deviation of ILDs (ISSD)  [21], the
coherence of ITDs and ILDs (ITIC),  the temporal stan-
dard  deviation of  ILDs (ITSD,  [22],  and the  interaural
cross-correlation (IACC)  [“MaxIACCe lp” method from
23] as summarized in Tab. 1. 
3.2. Results
3.2.1. Effects Of Low-frequency Alterations
In  [4], the vowel  /a/ was synthesized as a tone complex
consisting of 38 harmonics of the fundamental frequency
of 125 Hz, yielding a sound band-limited up to 4750 Hz.
This  sound was  presented  via  headphones  and  filtered
with individualized HRTFs. In one experiment, the mag-
nitudes of all harmonics up to a certain harmonic n’ were
set to the interaural average, effectively removing ILDs
up to that harmonic’s frequency. In the other experiment,
the ipsilateral magnitude spectrum was flattened up to n’
while the contralateral magnitudes were shifted in paral-
lel, effectively maintaining the original ILDs but chang-
ing the monaural  spectral  profiles. In both experiments,
the listeners were asked to rate the degree of auditory ex-
ternalization on a continuous metric scale with minimum
values referring to inside-the-head localization and maxi-
mum values referring to localization at the actual loud-
speaker position.
The model predictions show that the IACC and MSG
cues yielded the smallest prediction errors across both ex-
periments, whereby there was a marked difference in pre-
dictive power between the two different experimental ma-
nipulations.  The interaction  term comprising MSG and
ITIC performed best.
3.2.2. Effects Of Spectral Smoothing
In  [16],  Gaussian  white  but  band-limited  (from  50  to
6000 Hz) noises were filtered with individualized BRIRs
(RT60 between  300 and  600 ms)  in  order  to  simulate
sound sources positioned at azimuths of 0° and 50°. As
independent  experimental  variable,  Gammatone  filters
with various equivalent  rectangular  bandwidths  (ERBs)
were  used  to  spectrally  smooth the  direct  path  portion
(until  3.8  ms)  of  the  BRIRs.  Filters  with  larger  ERBs
more strongly smoothed the shape of the magnitude spec-
trum. Listeners rated auditory externalization on a contin-
uous scale as in [4]. 
Model simulations were  based on (anechoic)  HRTFs
because the original BRIRs were not accessible. This is
not critical assuming that only the direct path is relevant
if also only the direct path has been modified during the
experiment. Despite the non-monotonicities of the ISSD
cue, most predictions followed the systematic trend of ex-
ternalization degradation with increasing bandwidth fac-
tor. Moreover, all these cues were consistent with the ac-
tual  results  in  that  they  were  insensitive  to  spectral
smoothing below one ERB. This was particularly inter-
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Figure  5. Structures  of  externalization  models  in  our
meta analysis. Top: Models based on monaural features.
Bottom: Models based on interaural features.
Cue Description
MSG Monaural spectral gradients (c.f., Baumgartner et al., 2014, [9])
ISS Interaural spectral shape (c.f., Hassager et al., 2016, [16])
ISSD Interaural spectral standard deviation(c.f., Georganti et al., 2013, [21])
ITIC Interaural time-intensity trading (ITD vs. ILD)
ITSD Interaural temporal standard deviation(c.f., Catic et al., 2015, [22])
IACC Interaural  cross-correlation  (c.f., Katz and Noisternig, 2014, [23])
Table  1. Acoustic features evaluated by the externaliza-
tion models.
Table 2. Effect of low-frequency alterations up to a har-
monic of a complex tone with a fundamental frequency of
125 Hz. The table shows cue-specific sensitivities for the
externalization  mapping  (Sensitivity),  prediction  errors
(Error), and optimal relative weights (Weight) in order to
best explain the results from [4].
Cue Sensitivity Error Weight
MSG 26.05 0.22 0.49
ISS 0.70 0.35 0.00
ISSD 1.19 0.37 0.00
ITIC 0.77 0.34 0.00
IACC 1.12 0.22 0.51
Comb. 0.15
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esting for the IACC cue, for which the model does not
apply Gammatone filtering. As shown in Tab.  3, the ac-
tual results were best predicted on the basis of MSG and
IACC cues.
In [17], further tests were done for 15 listeners on the
effect  of  spectral  smoothing,  focusing  on  the  high-fre-
quency range between 1 to 16 kHz where the pinna in-
duces the most significant directional spectral variations.
In contrast to the other studies, listeners judged auditory
externalization not absolutely but relatively within paired
comparisons.  Absolute externalization scores  were then
estimated  from  the  paired  judgments  via  probabilistic
model fitting, [24]. Scale estimates for six out of twelve
listeners fulfilled the requirement of proper fitting.
Model  predictions  were  based  on  listener-specific
HRTFs and also assessed against listener-specific results.
As shown in Tab. 4, the IACC cue yielded insufficient re-
sults (negative sensitivity and large prediction error) be-
cause  the  stimuli  were  high-pass  filtered  and  only  fre-
quencies  up  to  3 kHz contribute  to  the  IACC cue.  All
other cues perform quite similarly across the very limited
set of experimental conditions.
3.2.3. Effects Of BRIR Modifications And Stimulus Band-
width
In  [20],  individualized  BRIRs were  used to  simulate  a
talker positioned at  30° azimuth. Externalization ratings
for  in-the-ear  (ITE)  and  behind-the-ear  (BTE)  micro-
phone casings were collected in two conditions:  broad-
band  (BB)  and  6.5-kHz-low-pass  (LP)  filtered  speech
samples, both at various mixing ratios with stereophonic
recordings only providing ITD cues. The amount of re-
verberation remained constant across mixing ratios. 
For  model  simulations,  original  BRIRs  were  only
available for 3 out of 7 (normal-hearing) listeners.  The
simulation results in Tab. 5 show that the current imple-
mentation of the IACC cue clearly failed to predict the
actual results from a reverberant listening condition. The
MSG cue was the second worst  cue mainly because  it
yielded predictions that  overestimate the effect  of low-
pass filtering. All other cues performed similarly well, in-
cluding the ITSD cue that has only been investigated in
this reverberant setting.
4. CONCLUSIONS
Spatial audio quality comprises many aspects of hearing.
Sound localization in the sagittal planes and sound exter-
nalization are the basic qualities strongly depending on
the listener-specific HRTFs. While predictions of a lis-
tener’s sagittal-plane sound localization are already quite
accurate,  sound externalization  with  its  variety  of  con-
tributing acoustic features is far less understood. 
Our meta-analysis of sound externalization studies per-
formed under anechoic conditions showed strong indica-
tions for the relevance of monaural spectral cues (MSGs)
and inconsistencies between ITD and ILD (ITICs).  The
overall picture suggests that listeners base their external-
ization ratings on one of these two cues, probably the one
deviating the most from the reference sound. Under re-
verberant  conditions,  all  interaural  cues  (ISS,  ISSD,
IACC,  ITIC)  yielded  similarly  small  prediction  errors,
slightly favoring the ITIC cue. Future externalization ex-
periments should more clearly disentangle the perceptual
relevance of MSG versus ITIC features.
For both sound externalization and localization, the na-
ture of the processing of the MSG cues by the auditory
system is still poorly understood. The MSG feature im-
plemented here has been motivated by physiological find-
ings in cats and psychoacoustic model simulations in the
context of sagittal-plane sound localization. Hence, future
externalization experiments are required to unveil the de-
tails of the MSG feature, for instance by dissociating pos-
itive versus negative spectral gradients. 
Table 4. Effect of spectral smoothing on the externaliza-
tion of sounds two azimuths (±90° or 0°). Cue-specific
sensitivities (Sensitivity) for the externalization mapping,
prediction  errors  (Error),  and  optimal  relative  weights
(Weight) in order to best explain the results from [17].
Table 3. Effect of spectral smoothing on the externaliza-
tion of sounds presented at the azimuth angles of 0° and
50°. Cue-specific sensitivities (Sensitivity) for the exter-
nalization mapping, prediction errors (Error), and optimal
relative weights (Weight) in order to best explain the re-
sults from [16].
Cue Sensitivity Error Weight
MSG 24.05 0.18 0.37
ISS 2.12 0.25 0.16
ISSD 3.93 0.34 0.17
ITIC 1.75 0.28 0.00
IACC 3.79 0.22 0.29
Comb. 0.13
Cue Sensitivity Error Weight
MSG 33.46 0.35 0.34
ISS 2.51 0.33 0.00
ISSD 1.64 0.34 0.00
ITIC 2.82 0.33 0.66
IACC -3.66 0.45 0.00
Comb. 0.32
Table  5:  Effects  of  BRIR  modifications  and  stimulus
bandwidth. Cue-specific sensitivities (Sensitivity) for the
externalization  mapping,  prediction  errors  (Error),  and
optimal relative weights (Weight) in order to best explain
the results from [20].
Cue Sensitivity Error Weight
MSG 13.00 0.22 0.05
ISS 1.44 0.17 0.14
ISSD 2.91 0.16 0.21
ITSD 3.12 0.15 0.30
ITIC 0.81 0.18 0.25
IACC 0.04 0.46 0.05
Comb. 0.13
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