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I. INTRODUCTION
Space charge limited flow when the dimensions of the anode-cathode (AK) gap are of nanoscale dimensions is of intrinsic theoretical interest given its dependence on electrodynamic, quantum, and even relativistic effects. 1 It is increasingly important in vacuum nanoelectronics devices where quantum mechanical tunneling becomes linked to space charge forces by the latter's effect on the tunneling barrier: in the quantum limit, the relationship between the voltage across a gap and the maximum charge that can be sustained across it departs from the classical Child-Langmuir (CL) relation between anode potential, anode-cathode (AK) gap distance, and the current density. Space charge is commonly understood to reduce emission by reducing the extraction field at the surface of the cathode, eliminating it altogether or even changing its sign so that a potential energy maximum (or, alternately, a potential minimum) appears outside the surface of the cathode: The development of the CL relation assumes that enough charge has been emitted so that the field at the surface vanishes (V(0) and @ x Vð0Þ vanish), so that additional charge creates a barrier.
There is another mechanism related to electron penetration into the tunneling barrier and its creation of a dipole contribution to barrier height that also affects current density and is also field dependent. It is the aim of this study to provide simple models that can account for these effects and assess their relative magnitude.
In a one dimensional (or parallel plate) model, when the charge in the gap is sufficient to suppress the field at the cathode surface, when the electron is emitted from the surface with a vanishing velocity, and when the electron behavior is classical, the limiting current is 
where u a is the anode potential (so that qu a V a is a potential energy), D is the AK separation, and other factors are as defined in Table I . Extensions to account for non-zero initial electron velocities, finite cathode size, and other physical effects are involved but available. 4 When the barrier to emission is such that a tunneling current contribution is possible, a quantum mechanical treatment 1, 5 demonstrates that the CL relation must be modified (when the anode-cathode gap is nanoscale, Lau, et al. found that CL limit can be exceeded), and experimental evidence suggests that the CL relation in fact undergoes modification for "nanogaps". 6 More recently, the 1D CL relation has been extended to treat Coulombblockade, which occurs for nanoscale dimensions in the few electron regime. 7 Theoretically, when tunneling is important (e.g., field emission) the current is very dependent on the surface field with consequences for the maximum field emission current that can be drawn, as shown by exact treatments for field emission in one dimension. 8, 9 Time-dependent phenomena induced by structure on the beam for which space charge is a contributor or a cause is revealed in numerical simulations and experiments for beam parameters characteristic of accelerators and high frequency microstructures. [10] [11] [12] [13] [14] [15] Field emission entails additional complications because fields on the order of GV/m are required. Emission is from two dimensional ("knife-edge") and three dimensional ("conical") structures so as to exploit geometrical field enhancement effects for their attainment. Understanding space charge effects in such circumstances has a long history 16 particularly as such phenomena are thought to relate to breakdown in vacuum nanoelectronic field emitter arrays 18, 19 and because such factors impact the behavior of high brightness beams for particle accelerators and vacuum electronic devices. [20] [21] [22] Although stylized geometries allow for elegant analytical solutions to determine "beta factors" (how much greater the surface field is than the background field) the incorporation of space charge modifications has remained challenging 4, 23 particularly because tractable geometries that can be treated are idealized compared to physical emitters that exhibit nanoscale protrusions, surface contamination, crystal face variation, and asymmetry.
It would be premature to conclude, however, that little of interest remains in the one dimensional model, particularly for small AK gaps and high currents. 6, [24] [25] [26] [27] In almost all the studies, however, the height of the emission barrier (the work function if measured from the Fermi level, or the electron affinity if measured from the conduction band minimum) is treated as a theoretical input parameter, allowing the space charge fields to modify it only by changing the effective field at the surface (thinning the barrier) or via the Schottky factor (lowering the barrier) for the image charge potential used to model metals 28, 29 (Eq. (22) below; Q is modified by a dielectric constant for semiconductors 30 ). Specifically, an effect of purely quantum mechanical origin further affects the emission barrier and is caused by variations in electron density near the surface: 31, 32 It will be described in greater detail separately 33 but the findings shall be used here. The effects on current density will be of importance when barriers are low (low work function or electron affinity), the AK distance is small, the Fermi level small, or combinations thereof. If analytical or semianalytical models are desirable, and they are for developing emission models for beam simulation codes, then there is a need for quantitative models of a simplicity that enables the effects to be jointly considered. Below, a transit time model of space charge dominated current is presented and validated, upon which a dipole modification is considered. The most common electron emission mechanisms of field, thermal, and photoemission are contrasted in the framework of the model.
The organization is as follows. First, a model of the 1D space charge problem that allows for an approximate realization of the CL limit is developed but which provides the basis for the emission analysis, and thermal, field, and photoemission processes are considered in light of it. Second, variations in the electron density that give rise to modifications in the emission barrier are summarized. Third, a self-consistent current density/surface field relationship is determined. Lastly, the model is compared and contrasted with experimental data for thermal and field emission: in the former, the model is shown to match a phenomenological account of the transition from space charge dominated to space charge limited flow for dispenser cathodes, 34 and in the later, the 1D approach is contrasted to a discrete charge 3D model to compare to experimental data from a tungsten wire tip with a low work function coating. 17 A discussion of the utility of the model is given (see Table II ).
II. SPACE CHARGE, FIELD, AND TRANSIT TIME

A. Distribution function
Under equilibrium conditions, the quantum mechanical current density J past a barrier is constant, and the equations describing thermal, field, and photoemission are obtained from a quantum mechanical treatment of transmission over and through the surface barrier. The paradigmatic triangular barrier potential profile considered by Fowler and Nordheim 35 to characterize field emission provides an exact method to treat field (below barrier) and thermal (above barrier) emission using Airy function solutions to Schrödinger's equation, 32 ,36,37 a manner of speaking that shall be retained here even though, as argued by Forbes and Deane, "tunneling" and "fly-over" are far more accurate and likely preferable descriptors. Schottky barrier lowering, which rounds the triangular potential, was treated by Murphy and Good 28 in a formulation of field and thermal emission that remains widely used and useful, upon which modifications can be appended. 38 For all that, an understanding of the transit time model is nevertheless more natural when introduced by a distribution function approach (which is equivalent to approaches to J based on Schrödinger's equation. [39] [40] [41] ) In one dimension, the Wigner distribution f(x, k; t) satisfies
where the function V(x, k À k 0 ) accounts for non-local (and in particular, tunneling) behavior. The zeroth, or k 0 moment, of the distribution function is identified with number density q, whereas the first, or k 1 moment, is related to the (charge) current density J, apart from a coefficient of ðq h=mÞ. An integration over k of Eq. (2) and the antisymmetry in k of V(x, k) results in the continuity equation q@ t q ¼ À@ x J. The average velocity is (compare Eq. (4) below)
Although the Wigner function is good for the evaluation of hvi and q, the reliance on numerical methods to do so undercuts its ability to model J, as current density is related to the asymmetry of a mostly symmetric distribution function (for metals), and therefore the numerical error associated with finite difference methods overwhelms the exponentially small value of J. For current density, then, f(x, k) is more profitably related to the product of the transmission probability D(k) and the supply function f o (k) using the more standard Schrödinger-based methods. Nevertheless, Eq. (3) is useful in understanding transit time.
Transit time refers to the passage of electrons from cathode to anode. As far as time scales are concerned, the emission time associated with tunneling is rapid 27 compared to typical AK transit times. Two limits are relevant. The first is characterized by emission current that is constant over time, and the second by emission current that is pulsed (even though each pulse is long in comparison to the tunneling time, although short compared to the transit time across the AK gap).
B. Constant current transit time
When the distribution of charge, or number density, is constant in time, then by the continuity equation, the current density is spatially constant, or J(x, t) ¼ J o . The term hvi is the mean velocity of the emitted electrons from Eq. (3): it is, for example, estimated for thermal emission at x ¼ 0 by
where E ¼ ð hkÞ 2 =2m. Because tunneling is involved, an equivalent for field emission is more nuanced: as the electron emerges from the tunneling barrier, its kinetic energy is of the size of the Fermi energy l. Compare this initial velocity to the velocity even a short distance away from the cathode surface: the electron acquires an energy comparable to the potential drop near the extraction grid (thermal emission) or gate (field emission) and is therefore larger than several hundred eV. Conditions for photoemission are comparable. It is therefore convenient to neglect the initial velocity in what follows.
Generally, the definition of "transit time" is not unique, but one of two is used here. The ballistic or space-chargefree transit time s o is given by the simple relation
where x þ (E) is the location where the electron of energy E emerges through or over the potential, but which is small compared to D and therefore which shall be treated as negligible. The factor r(x) is defined by
From Poisson's equation, the potential energy V(x) in the gap region subject to the conditions
where N s is of order unity and is defined by
the initial kinetic energy (KE). A simple integration gives
; (10) where F without an argument is the field at the surface, or F F(0). A second integration can be performed to obtain a self-consistent relation, as done in Refs. 8 and 9, but here, the intention is to identify the transit time. If the initial kinetic energy E o ¼ 0, then
and is identical to Eq. (6) 
Observe that, as expected, the transit time decreases as the field at the surface F increases. From Eqs. (6)- (8),
As N s Js is the average charge per unit area within the gap, the form of Eq. (13) is as expected, and it will serve as the defining equation relating transit time to current density. It is dependent on the force exerted by a charged sheet being independent of distance to the charged sheet. In contrast, for 2D and 3D charge distributions, the field varies as the inverse distance to a power and therefore the calculation of a characteristic time s would be more difficult: the transit time introduced by Eq. (13) is applicable only in a planar 1D geometry. 42 Because an exact analytic solution relating J(F) to F exists, 8, 9 N s may be computed, but the present aim is to consider the adequacy of the transit time approximation and how it fares. Therefore, consider a less exact but more intuitive approach. Space charge limited current arises when F in Eq. (13) vanishes, for which J ! J CL . Consequently, N s may be estimated given the transit time approximation used. For s ! s o as in Eq. (5), it follows N s ¼ 9/8, as first found in Ref. 3 . In contrast, if Eq. (12) is used for s, then N s ¼ 3/4 when F ! 0. Certainly, the usage of s o underestimates the influence of space charge, but the F ¼ 0 limit of Eq. (12) overestimates it. Therefore, the usage of both in Eq. (13) serves to easily identify when space charge effects become significant. This shall be more apparent when field emission data is considered below (the thermal emission data is at constant anode potential, and therefore, such considerations are subsumed).
C. Pulsed current transit time
When a large amount of charge is instantaneously injected into the AK gap then the density can be modeled as a delta function, or qðxÞ ¼ ðr=DÞdðx À xðtÞÞ, where x(t) is the location of the charged sheet and r is the charge per unit area of the sheet. Space charge limited flow for such conditions takes on a time-averaged character and simulation is necessary 43 but some assessment can be made of behavior. When charge in the thin sheet is enough to eliminate the field on the cathode, then r ! r o and q 2 r o ¼ Jdt ¼ e o F o , where dt ( s is the very short duration of the laser pulse injecting the charge. Emitted charge density in excess of Jdt will be pushed back to the cathode. The location of the charged sheet is determined by (compare Eq. (1) 
where F À is the field between the cathode surface and the sheet, and F þ between the sheet and anode: the two generally are not equal, but can be related further by applying Gauss's law to the sheet (aka Gaussian pillbox argument). For an arbitrary sheet charge density r we have
wheren are normal to the pillbox surface: on the "À" side, the force and the normal are antiparallel. Solving Eqs. (14) and (15) simultaneously gives
where the arrows correspond to r ! r o .
The force under which x evolves is the average of F þ and F À (not their sum, as perhaps thought: in the limit of vanishing r the fields on each side are equal to F and the field on the sheet is likewise F), and so
with a general solution given by
where
is the space-charge-free transit time. For photoemission from, e.g., metals, the kinetic energy E o of the emitted electron is approximately the difference between the photon energy and the barrier height, or E o ¼ ð1=2Þmv 2 o % hx À / if the electron is excited from the Fermi level, and therefore E o is on the order of a few eV, compared to V a $10 keV. The transit time is then the v o ! 0 transit time from which a small correction is subtracted, or s À ds.
while the correction ds is
V a , so that s À ds is some 20% larger than the space charge free transit time. Estimates using s o therefore are approximately adequate for pulsed emission conditions as well.
III. ELECTRON EMISSION
A. Thermal, field, and photoemission
The current J has not been specified, but thermal, field, and photoemission are candidates. For an image charge barrier defined by
where the second line explicitly shows the quadratic nature of the potential near the location of its maximum at x o and where /(F) is the Schottky lowered barrier height. Note that Eq. (22) is for the quantum mechanical evaluation of the transmission probability that is required for the calculation of current density. V img (x) is not directly equivalent to V(x) appearing in Eq. (10) that governs electron dynamics in the AK gap-an example of the difference being that V img (x) is measured with respect to the conduction band minimum of the metal and is applied to within several nanometers of the surface, whereas V(x) is measured with respect to the grounded cathode surface and is applied between cathode and anode. Electrons can be emitted over the barrier V img (x) by having sufficient thermal energy (Richardson-Laue-Dushman 44 ); through V img (x) by quantum mechanical tunneling if the barrier is sufficiently thin to a Fermi level electron (Fowler Nordheim 35 ); or by being photoexcited ). For the evaluation of current density herein, the General Thermal-Field-Photoemission equation 46, 47 is used (but see Ref. 33 for how it is presently treated). In the appropriate limits it reproduces the more conventional equations, e.g., for thermal emission,
whereas for field emission (after Murphy and Good
28
),
where n ¼ b F /b T is a ratio of energy slope factors found in the transmission probability and supply function, respectively, and v(y) and t(y) are elliptical integral functions for which approximations by Deane and Forbes 48 are convenient. For photoemission,
where I k is the laser intensity (in units of W/cm 2 ), R(x) is the reflectivity, and F k is a factor accounting for losses due to scattering. The factor Pð hxÞ is the probability of emission which is relatable to the functions defining J GTF but which can be reasonably approximated as U½bð hx À /Þ=UðblÞ where UðxÞ % x 2 =2 þ ðp 2 =6Þ is the Fowler-Dubridge function. 45 Although all three are derived from or related to J GTF , each cathode technology entails additional considerations (e.g., crystal face, field enhancement, laser intensity, etc.) in order to compare theory to experiment.
B. Continuous and pulsed classification
Thermal emission is the quintessential example of "constant current emission": electrons are boiled off the surface of the metal, and in the comparatively weak (of order 1 MV/m) fields, F under conditions of "space charge limited current," is either zero or such that a potential hump appears just outside the surface that electrons must surmount to begin their flight to the anode. 2 At the opposite end, photoemission is governed by the profile of the drive laser pulse, which can be high intensity, flattop, exceptionally short (e.g., intensities of GW/cm 2 over durations of < 500 fs, 49 and with high repetition. Some free electron lasers require current densities in excess of kA/cm 2 so that charges from 0.1 to more than 10 nC can be extracted in 100's of fs to 10's of ps. [50] [51] [52] Electrons liberated by photoemission will return to the photocathode if the extraction field is eliminated by space charge: fields associated with a disk containing a nC of charge distributed over mm 2 areas are of the size 113 MV/m, or comparable to the fields supported within an rf photoinjector. Even if emission is not completely suppressed per se, structure will be put on the beam that persists 53, 54 or affects the bunch. 14 Therefore, short duration, high intensity, rapid photoemission bunches are closer to the pulsed emission classification.
Field emission occurs under the highest fields on the order of 4-10 GV/m, with current densities in excess of 10 8 A/cm 2 at the emission site, and so because J FN can be orders of magnitude in excess of J CL , it may be thought that sufficient charge can be injected into the AK gap to suppress the surface field in a fraction of the transit time s. For example, if it is naively assumed that for a small time increment dt over which the emission current J is approximately linear in F, then F is reduced by an amount
That this is misguided is seen as follows. Solving for dt for a fixed dF and adding the increments gives an approximation for F(t), which can be used to examine the behavior of J(t)/ J(0). Doing so for copper-like parameters using Eq. (25) for even a small (10 lm) AK gap shows that most of the current would appear to be emitted early after the anode is instantaneously turned on, as in Fig. 1 . However, an instant turn-on of the anode is unphysical: unlike photoemission, the current density is dictated wholly by the extraction field, and rise/fall times of the fields are therefore limited by the manner in which the field is created (e.g., for arrays, charging and discharging the gate is limited by capacitive effects [55] [56] [57] so that modulation frequencies are limited to be between 10 and 100 GHz frequencies, and rise/fall times are picoseconds in duration).
As field-emitted electrons can span AK gaps of 10's of lm's in under a picosecond, the field at the surface will be reduced by charge distributed throughout the AK gap before the anode potential can be brought to its intended magnitude. Therefore, field emission is well-described by steady state solutions of the 1D field emission problem. 8, 9 The interest in field emission is, first, in its strong dependence on the surface field, well in excess of thermal or photoemission (in other words, field emitter arrays, or FEA's, have a very large transconductance by comparison to thermionic cathodes, 55 and
the dependence of Pð hxÞ / ð hx À U þ ffiffiffiffiffiffiffiffiffi 4QF p Þ 2 on F for photoemission is comparatively weak), and second, the dipole modification to U is most apparent at high fields where field emission dominates. As a result, space charge effects in field emission requires additional considerations.
IV. THERMAL EMISSION ANALYSIS
A. The Longo equation
A well known empirical relation due to Longo 34 used in life-test models of barium dispenser cathodes anticipates the change in behavior that occurs when F ! 0 in the case of thermal emission, and serves to qualify Eq. (13) in the thermal limit. Generalizing from Eqs. (1) and (7) of Ref. 34 , the current density J from dispenser cathodes follows the form
where a was designated by Longo as a "shape factor" (Eq.
(1) of Longo corresponds to a ¼ 1) said to govern how quickly J transitioned from J RLD to J CL and was argued to be based on work function evolution due to coverage. Vaughan 58 was less sanguine about interpretation, asserting, first, that a (his n) had no theoretical justification but was merely a fitting parameter, and second, that "good" cathodes are characterized by 6 a 10. Because J RLD is an exponentially increasing function of temperature, an addition of inverses behavior allows the smallest current to dominate: For low temperatures, it will be the RLD current (source limited), whereas at high temperatures, it will be the CL current (space charge limited). For increasing a, the transition is increasingly sharpened: Therefore, Vaughan argued, its value functions as a fitting factor governing the smoothness of the "knee" of the transition.
Explanations of the "knee" behavior typically include (but are not limited to) variations of three factors: (i) As Longo argued, evolution of the cathode changed the degree of coverage and therefore the work function (as per Gyftopoulos-Levine theory 32, 59 ); (ii) emitted electrons have a thermal spread in launch velocity, whereas initial velocities are neglected in Eq. (12); (iii) sintered dispenser cathodes exhibit a multitude of crystal faces, each of which has a characteristic barium lowered work function and that therefore causes non-uniform current density near the surface of the cathode. Such factors introduce velocity spread into the beam that in turn cause a spread in transit times, by creating changes in the accelerating field near the surface of the cathode.
Two additional observations affect such explanations. First, the length scale of variations in U limits the length scale over which changes in the field near where the cathode occur and therefore are comparable to pore-to-pore separation and crystal grain size (on the order of 10 lm for standard dispenser cathodes for those pores furthest apart, and 6 lm for the average grain size 60 ). Consequently, the length scales over which different surface fields operate below the space charge limit is then of a similar size:
9 compare to the usual AK gap length that is more than 100Â larger. Therefore, spreads in transit time introduced by velocity differences related to nonuniformity do contribute, but because the bulk of the transit trajectory is in regions beyond the influence of nonuniformity, such explanations must likely be augmented to explain the full behavior of the knee region between the thermal and space charge current densities observed in Fig. 2 .
Second, the finite size of the cathode emission area in comparison to the AK gap will matter: the beam cross section will expand and thereby soften the 1D space charge limit dependent on how large the beam diameter is compared to the AK gap (the infinite B-field approximation is used to restrict this effect 61 ). Represent the emission region of the cathode as a disk of radius R at a distance D away. Using the method of images, the equipotential surfaces are represented by the cathode disk plus its image reflected through the anode plane at a distance 2D away. The potential energy on axis qu(z) is approximately a sum of ring charges representing the cathode and its image. Introduce the dimensionless terms r ¼ R/D and (to reflect the symmetry about the anode)
For large r, /(z) is approximately linear in u (and therefore z) but when the radius of the cathode approaches the AK separation (r % 1) non-linear behavior in u is apparent. Thus, acceleration near the anode is smaller than near the cathode, and so the transit time increases compared to the r ! 1 (i.e., 1D) limit. In addition, for electrons emitted off-axis, the path lengths are longer (a portion of the kinetic energy from the potential change is in the transverse components and so the paths acquire an arc-like appearance), indicating that the current density of the beam decreases as the beam expands, an effect which becomes progressively larger as the edge of the cathode is approached. Axial forces associated with space charge will contribute further to the arcing of the trajectories. Consequently, a range of transit times invariably occurs when r . 1. Near the space charge limit, electrons are pushed away from the axis of symmetry, the path lengths increase, and the transit times grow. A correlated effect is the introduction of oscillations within the finite-sized emission pulse that have been revealed in Particle-in-Cell, or PIC, simulations explicitly. 13 These effects depend on how close to the cathode edge the launch site of the electron is. In aggregate, a range of transit times will likely contribute to the softening of the sharp transition implied by Eqs. (13) .
B. Comparison to experiment
The consequences of Eq. (13) are now compared to the Longo empirical model. When
The effect of the extraction field is felt in the changes wrought by the Schottky factor ffiffiffiffiffiffiffiffiffi 4QF p on U. Using J GTF with barium on tungsten material parameters ascertained from the low-T behavior (l ¼ 11 eV, U ¼ 1:98 eV, V a /q ¼ 36.125 Vs, and D ¼ 250 lm, where the last two parameters are typical of dispenser cathodes but not necessarily identical to the (unreported) values of the experiment) under the assumption that 88% of the surface is actively emitting specifies the theoretical model (the factor N s is subsumed in the "active area" approximation).
Predictions of the theoretical model for both transit times are shown alongside Longo's data (closed circles and squares) in Fig. 2 For field emission, charge will always be present in the gap and so the initial field must always be less than F o , making the evaluation of the surface F and therefore s complex. The dependence of the barrier height l þ /(F) on F necessitates an iterative approach (in the present case, a bisection search algorithm is used), complicated further by the fact that U is itself is dependent on the distribution of charge at the surface that induces a dipole contribution that must be evaluated from solutions to Schrödinger's equation. 33 Introducing the displacement factor DðFÞ ¼ 1:4569gðFÞ
where g(F) ¼ 1.1373pFa 0 /l, then the leading order contribution from the dipole in
When U appears in any of the emission equations, therefore, Eq. (32) is required to augment its value to account for the variation of the dipole induced by a shifting electron density at the surface in response to the changing field F.
In a previous study 62 , the effect of emitted charge on field emission was analyzed by summing over the contribution of sequentially emitted electrons and that model was compared to the data of Barbour et al. 17 for a tungsten needle with a micron-scale radius of curvature on which submonolayer coverings of barium were applied. Although the onset of space charge effects in that model were anticipated, the "turn-over" exhibited by the experimental data was softer than that predicted by the sequentially emitted electron model; additionally, the theoretical model did not contain a dipole modification due to electron density variation. The transit time approach is a conceptually different method of attacking the same problem, but it is hampered by being a 1D model when the data is from an explicitly 3D structure.
A qualitative comparison remains possible: although the transit time analysis is 1D and needles are not, when emitted charge from a needle moves more than a few tip radii away from the emission site, the 1/r 2 behavior of Coulomb forces reduces the impact of the space charge fields generated by it, and therefore the fading of the field due to emitted charge crudely mimics an absorbing anode. Consequently, the physical reality of emission from a needle conceptually lies between the sequential emission (3D) model and the transit time (1D) model. To the transit time model's disadvantage, the AK separation is ambiguous when applied to a needle, and because the emitted current from a conical tip scales with current density at its apex, a quantitative comparison inevitably requires the usage of scale factors to compare theory to experiment. This is in contrast to the sequentially emitted electron þ Point Charge Model (PCM) representation of the emitter of Ref. 62 , from which the field enhancement ("beta" factor b o ) and total current allow for a direct comparison. To the transit time model's advantage, it presumes so-called sheets of charge density that are emitted, which gives an effect hard to account for in a PCM approach by spatially distributing the charge to a sheet and thereby softening the turn over signaling the onset of space charge.
In Fig. 3 , theory (Th) relates current density (J) to field (F), whereas experiment (Exp) relates total current (I) to anode potential (V a ). These terms are related by field enhancement factors b o , emission areas, and the AK separation. The experimental x-axis therefore uses the field b o V a , where the experimental b o ¼ 4516q/cm was determined in Ref. 62: Recall that beta factors relating field to voltage have dimensions of charge over length, whereas beta factors relating apex field to background field are dimensionless. A solid theory line uses Eq. (12), whereas a dashed theory line uses Eq. (5)-the difference between them is more consequential due to the greater impact of field on emission.
It is seen that the theoretical and experimental x-axes differ by a scale factor of < 2, whereas the y-axes differ by a scale factor related to the logarithms of the ratio of the putative emission area ( < 2p(364 nm)
2 ) with 1 cm 2 and the fraction of the surface emitting. Nevertheless, once such factors are specified, the good qualitative agreement between the trends in the experimental data and the theoretical predictions, particularly in the transition region and the relative behavior of the different coverage cases, indicate that the space charge forces have a "sheet-like" behavior characteristic of the transit time model and the dipole term increasingly matters. That the experimental data can be bracketed by different transit time models bodes well for the development of theoretical models that can be utilized by Particle-in-Cell codes 12, [63] [64] [65] [66] that benefit from a quantitative field emission þ space charge model in the treatment of dark current, intrinsic emittance and emission non-uniformity that accompany electron beam formation in particle accelerators and photoinjectors.
VI. CONCLUSION AND DISCUSSION
A one-dimensional analysis of the onset of space charge effects was developed in the context of a transit time model augmented with a dipole due to electron density variation. It was compared to experimental data from two different emission sources, thermionic and field emission. These sources fit into a "continuous emission" model in contrast to photoemission, which is describable by a "pulsed emission" model. The experimental measurements exhibiting the onset of space charge were based on (thermal) barium dispenser cathodes and (field) sharpened tungsten wires increasingly coated with barium. The transit time plus dipole model was shown to capture the relevant physics.
The methodology is not presented as a rigorous or exact treatment of space charge effects-it is not, and analytic treatments or simulations which are already exist. The comparison of the transit time model to available experimental data for conventional thermal emission (dispenser cathode) or field emission (tungsten needle) was to show the model's compatibility with measured data, and therefore validate its usage as a point of departure when conditions are more challenging, as anticipated for photoemission, where timedependent oscillations within bunches of emitted charge have appeared in simulation.
In particular, the transit time methodology is expeditious to quantify space charge effects when the emission probability is altered, or when the anode-cathode separation is (or may be approximated as) small, or when the supply of electrons contains a significant thermal component (as occurs when temperatures are high or the electron density in bulk is small by comparison to metals, e.g., semiconductors), with or without band bending. In these cases, an accurate treatment of the transmission probability or resolution of the emission process over the relevant time scales in PIC is computationally prohibitive even as it is recognized that fast fluctuations in the emission current may exist and be unavoidable at high current densities. Such issues are already recognized as a source of difficulty in the proper implementation of the emission equations, particularly those for field emission 12, 21 and photoemission. 13 It is argued that the transit time model will be of greater consequence for theoretical photoemission models in development, as photocathode surfaces are flat but have small barriers associated with high quantum efficiency semiconductors (e.g., GaAs, CsK 2 Sb, and CsTe) for which band bending and dipole modifications similar to Eq. (32) term will matter to a greater extent. Regarding time dependence, the shape of the pulse is controlled by the laser profile rather than the emission process, and the transport of electrons to the surface contain both fast and long time scales correlated to whether scattering complicates the emission process. 67 Other thermal and field effects may be treated as perturbations to the zero temperature or simple triangular barrier limit. Therefore, photoemission constitutes an extension of the analysis with difficult modifications, making the vetting of the transit time approach with traditional thermal and field emission data a necessary part of its validation. In addition to charge within the AK gap, it has been shown that when barrier penetration is significant, the quantum dipole term contributes non-trivially, an observation of greater consequence for photoemission from semiconductors.
