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SIMPLICITY OF ALGEBRAS VIA EPSILON-STRONG SYSTEMS
PATRIK NYSTEDT
University West, Department of Engineering Science, SE-46186 Trollha¨ttan,
Sweden
Abstract. We obtain sufficient criteria for simplicity of systems, that is, rings
R that are equipped with a family of additive subgroups Rs, for s ∈ S, where S
is a semigroup, satisfying R =
∑
s∈S
Rs and RsRt ⊆ Rst, for s, t ∈ S. These
criteria are specialized to obtain sufficient criteria for simplicity of, what we
call, s-unital epsilon-strong systems, that is systems where S is an inverse
semigroup, R is coherent, in the sense that for all s, t ∈ S with s ≤ t, the
inclusion Rs ⊆ Rt holds, and for each s ∈ S, the RsRs∗ -Rs∗Rs-bimodule Rs
is s-unital. As an aplication of this, we obtain generalizations of recent criteria
for simplicity of skew inverse semigroup rings, by Beuter, Goncalves, O¨inert
and Royer, and then, in turn, for Steinberg algebras, over non-commutative
rings, by Brown, Farthing, Sims, Steinberg, Clark and Edie-Michel.
1. Introduction
Steinberg algebras were independently introduced in [9] and [25] and they are
closely related to the constructions in [14]. Steinberg algebras are algebraisations of
Renault’s C∗-algebras of groupoids and can be viewed as a model for discrete inverse
semigroup algebras. Lately, Steinberg algebras have attracted a lot of attention due
to the fact that they include many well-known constructions, such as, the Kumjian-
Pask algebras of [2] and [10] which, in turn, include the Leavitt path algebras of
[28]. Many different properties of Steinberg algebras have been studied, such as
when they are primitive, semiprimitive, artinian or noetherian (see e.g. [26] and
[27]). In this article, we focus on the property of simplicity of Steinberg algebras.
Necessary and sufficient conditions for this was first obtained for complex algebras
in [6]. This result was generalized to algebras over general fields in [26] and in [11]
to algebras over commutative unital rings:
Theorem 1 (Clark and Edie-Michel [11]). If G is a Hausdorff and ample groupoid,
and K is a commutative unital ring, then the Steinberg algebra AK(G) is simple if
and only if G is effective and minimal, and K is a field.
In [8] Clark, Exel, Pardo, Sims and Starling have found necessary and sufficient
criteria for simplicity of the Steinberg algebra AK(G) when K is a field and G is
a second countable, not necessarily Hausdorff, groupoid. In this article, we will,
however, only consider Hausdorff groupoids.
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The class of partial skew group rings were introduced by Dokuchaev and Exel in
[13] as a generalization of classical skew group rings and as an algebraic analogue
of partial crossed product C*-algebras. This class of rings have been studied a lot
mainly since many other constructions, such as the Leavitt path algebras [17] and
ultragraph Leavitt path algebras [18], can be realized as partial skew group rings.
The class of partial skew group rings have been generalized even further with the
definition of skew inverse semigroup rings by Exel and Vieira in [15]. From a result
of Beuter and Goncalves in [5] it follows that every Steinberg algebra can be seen
as a skew inverse semigroup ring. This means that results concerning skew inverse
semigroup rings can be translated to results concerning Steinberg algebras. Such a
translation was recently made by Beuter, Goncalves, O¨inert and Royer in [4] where
they deduce Theorem 1 from the following result.
Theorem 2 (Beuter, Goncalves, O¨inert and Royer [4]). If π is a locally unital
partial action of an inverse semigroup S on an associative, commutative and locally
unital ring A, then the skew inverse semigroup ring A⋊pi S is simple if and only if
A is S-simple and A is a maximal commutative subring of A⋊pi S.
The motivation for the present article is derived from the following remark made
by Beuter and Goncalves in [5, Definition 2.9]. If R = A ⋊pi S is a partial skew
inverse semigroup ring and we for all s ∈ S put Rs = Dsδs, then R is a system in the
sense that R =
∑
s∈S Rs and for all s, t ∈ S the inclusion RsRt ⊆ Rst holds, and R
is coherent in the sense that for all s, t ∈ S with s ≤ t the inclusion Rs ⊆ Rt holds.
This observation prompts the author of the present article to ask the following:
Question 3. Is there a generalization of Theorem 2, valid for coherent systems?
In the main result of this article (see Theorem 4 below), we partially answer
this question. Namely, we provide sufficient conditions for simplicity of coherent
systems. Before we state this result, let us briefly describe the objects involved
in this context. Suppose that A is a subring of R. The centralizer of A in R,
denoted by CR(A), is the set of elements in R that commute with every element of
A. If CR(A) = A, then A is said to be a maximal commutative subring of R. The
set CA(A) is called the center of A and is denoted by Z(A). Let S be an inverse
semigroup and let R be a system. Let E(S) denote the set of all idempotents of
S and put R0 =
∑
e∈E(S)Rs. We say that an ideal I of R is a system ideal if
I =
∑
s∈S I ∩ Rs and we say that R is system simple if R and {0} are the only
system ideals of R. We say that R is a left (right) s-unital epsilon-strong system
if for all s ∈ S the left RsRs∗ -module (right Rs∗Rs-module) Rs is s-unital. Note
that if S is a group and R is S-graded, then R is an epsilon-strong system precisely
when it is epsilon-strongly graded in the sense of Nystedt, O¨inert and Pinedo [24].
Theorem 4. If S is an inverse semigroup and R is a system simple coherent left
(or right) s-unital epsilon-strong system and CR(Z(R0)) ⊆ R0, then R is simple.
We use this result to obtain non-commutative and non-unital generalizations
of Theorem 1 and Theorem 2 (see Theorem 5 and Theorem 6 below). Here is a
detailed outline of the article. In Section 2, we recall some definitions and results
concerning unital, locally unital and s-unital modules that we need in the sequel.
In Section 3, we recall the relevant background on systems and graded rings. We
obtain sufficient conditions for simplicity for systems (see Theorem 23). In Section
4, we define left and right unital (s-unital) epsilon-strong systems (see Definition 25)
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as well as giving some equivalent conditions characterizing them (see Proposition
27 and Corollary 28). At the end of this section, we prove Theorem 4. In Section
5, we recall the definition of skew inverse semigroup rings and we determine when
such rings are left (right) epsilon-strong systems (see Proposition 36). At the end
of this section, using Theorem 4, we prove the following s-unital generalization of
Theorem 2.
Theorem 5. Suppose that π is an s-unital partial action of an inverse semigroup
S on an associative (but not necessarily commutative) s-unital ring A. If A is S-
simple and CA⋊piS(Z(A)) ⊆ A, then A ⋊pi S is simple. If A is commutative, then
A ⋊pi S is simple if and only if A is S-simple and A is a maximal commutative
subring of A⋊pi S.
In Section 6, we recall from [4] the description of Steinberg algebras as partial
skew inverse semigroup rings. We use this description and Theorem 5 to prove the
following non-commutative and s-unital generalisation of Theorem 1.
Theorem 6. Suppose that K is a non-zero and associative (but not necessarily
commutative or unital) ring with the property that Z(K) contains a set of s-units
for K. If G is a Hausdorff and ample groupoid, then the Steinberg algebra AK(G)
is simple if and only if G is effective and minimal, and K is simple.
In Section 7, we specialize the above results to groupoid (and group) graded
rings. In particular, we obtain necessary and sufficient conditions for partial skew
groupoid rings, over commutative rings, to be simple (see Theorem 65).
2. Unital, locally unital and s-unital modules
In this section, we recall some definitions and results concerning unital, locally
unital and s-unital modules that we need in the sequel. Throughout this article all
rings are supposed to be associative, but, unless otherwise stated, not necessarily
commutative or unital. For the remainder of this section, let A and B be rings and
let M be an A-B-bimodule. If X ⊆ A (Y ⊆ B), then we let XM (MY ) denote
the set of all finite sums of elements of the form xm (my), for x ∈ X (y ∈ Y ) and
m ∈M . We let N denote the set of positive integers and we let Z≥0 denote the set
of non-negative integers.
Definition 7. Recall that M is said to be left (right) unital if there exists a ∈ A
(b ∈ B) such that for all m ∈ M the relation am = m (mb = m) holds. In that
case, a (b) is said to be a left (right) identity for M . M is said to be a unital as
an A-B-bimodule, if it is unital both as a left A-module and a right B-module.
The ring A is said to be left (right) unital if it is left (right) unital as a left (right)
module over itself. The ring A is called called unital if it is unital as an A-bimodule
over itself.
Remark 8. Note that if A = B so that M is a unital A-bimodule, then there
is c ∈ A which is simultaneously an left identity and a right identity for M . In
fact, if a ∈ A is a left identity for M and b ∈ A is a right identity for M , then
c = a+ b− ba ∈ A is a two-sided identity for M .
Definition 9. If A = B, then the A-bimodule M is called locally unital if for all
finite subsets X of M there exists an idempotent e in A such that X ⊆ eXe. The
ring A is called locally unital if it is locally unital as a bimodule over itself.
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Example 10. There are lots of examples of locally unital rings. For instance, if
{Ai}i∈I is a family of non-zero unital rings and we let A be the direct sum of the
rings Ai, then A is locally unital. However, A is unital if and only if I is finite.
Definition 11. Following H. Tominaga [29] we say that M is left (right) s-unital
if for all m ∈ M there exists a ∈ A (b ∈ B) such that am = m (mb = m). The
A-B-bimodule M is said to be s-unital if it is s-unital both as a left A-module and
a right B-module. The ring A is said to be left (right) s-unital if it is left (right)
s-unital as a left (right) module over itself. The ring A is said to be s-unital if it is
s-unital as a bimodule over itself.
Example 12. If we let X be a compact Hausdorff topological space, then the ring
C0(X) of compactly supported continuous functions X → R is s-unital. However,
C0(X) is locally unital if and only if X is compact (in which case C0(X) is unital).
Example 13. The following example (inspired by [20, Exercise 1.10]) shows that
there are lots of examples of rings which are left s-unital but not right s-unital.
Let A be a unital ring with a non-zero multiplicative identity 1. Let B denote the
set A × A equipped with componentwise addition, and multiplication defined by
the relations (a, b)(c, d) = (ac, ad), for a, b, c, d ∈ A. It is easy to check that B is
associative. It is clear that any element of the form (1, a), for a ∈ A, is a left identity
for B. However, B is not right unital. Indeed, since (0, 1) /∈ {(0, 0)} = (0, 1)B it
follows that B is not even right s-unital. For each n ∈ N let Cn denote a copy of
B and put C = ⊕n∈NCn. Then C is left s-unital but not left unital. Since none of
the Cn are right s-unital it follows that C is not right s-unital.
Proposition 14. Let M be an A-B-bimodule.
(a) M is left (right) s-unital if and only if for all n ∈ N and all m1, . . . ,mn
in M there is a ∈ A (b ∈ B) such that for all i ∈ {1, . . . , n} the relation
ami = mi (mib = mi) holds.
(b) If A = B, then the A-bimodule M is s-unital if and only if for all n ∈ N
and all m1, . . . ,mn ∈ M there is c ∈ A such that for all i ∈ {1, . . . , n} the
relations cmi = mic = mi hold.
(c) The ring A is s-unital if and only if for all n ∈ N and all a1, . . . , an in A
there is c ∈ A such that for all i ∈ {1, . . . , n} the relations cai = aic = ai
hold.
Proof. (a) This is [29, Theorem 1]. (b) Follows if we use the same argument as in
the unital case in Remark 8. (c) Follows from (b). 
Definition 15. Following A´nh and Ma´rki [1] we say that M is left (right) unitary
if AM =M (MB =M).
3. Systems
In this section, we recall the relevant background on systems and graded rings
and we obtain sufficient conditions for simplicity for systems (see Theorem 23).
Throughout this section, S denotes a semigroup, that is a non-empty set equipped
with an associative binary operation S × S ∋ (s, t) 7→ st ∈ S, and R denotes a
system. Recall, from the introduction, that the latter means that there to every
s ∈ S is an additive subgroup Rs of R such that R =
∑
s∈S Rs and for all s, t ∈ S
the inclusion RsRt ⊆ Rst holds.
EPSILON-STRONG SYSTEMS 5
Definition 16. The ring R is called a strong system if for all s, t ∈ S the equality
RsRt = Rst holds. The ring R is called graded if R = ⊕s∈SRs. If R is graded,
then R is called strongly graded if it is also a strong system. Let E(S) denote the
set of idempotents of S and put R0 =
∑
e∈E(S)Re. We say that R is idempotent
coherent if for all s ∈ S the inclusions R0Rs ⊆ Rs and RsR0 ⊆ Rs hold. In that
case, clearly, R0 is a subring of R.
Now we extend a definition from the group (or groupoid) graded case [12] (or
[23]) to the semigroup system situation.
Definition 17. We say that R is left (right) non-degenerate if for all all s ∈ E(S)
and all non-zero r ∈ Rs, there is t ∈ S such that ts ∈ E(S) (st ∈ E(S)) and Rtr is
non-zero (rRt is non-zero).
Definition 18. In the sequel we will use the function d : R → Z≥0 defined in
the following way. If r = 0, then put d(r) = 0. Now suppose that r 6= 0. Then
there is n ∈ N, s1, . . . , sn ∈ S and non-zero ri ∈ Rsi , for i = 1, . . . , n, such that
r =
∑n
i=1 ri. Amongst all such representations of r, choose one with n minimal.
Put d(r) = n. If I is an ideal and r ∈ I, then we say that r is I-minimal if
d(r) = min{d(r′) | r′ ∈ I \ {0}}.
Definition 19. Suppose that A/B is a ring extension i.e. that A and B are rings
with A ⊇ B. Recall that the centralizer of B in A, denoted by CA(B), is the set
of elements in A that commute with every element of B. If CA(B) = B, then B is
said to be a maximal commutative subring of A. The set CA(A) is called the center
of A and is denoted by Z(A). The ring extension A/B is said to have the ideal
intersection property if every non-zero ideal of A has non-zero intersection with B.
Proposition 20. If R is idempotent coherent and left (right) non-degenerate, then
R/CR(Z(R0)) has the ideal intersection property.
Proof. Take a non-zero ideal I of R and an I-minimal element r. Take n ∈ N such
that d(r) = n. Choose s1, . . . , sn ∈ S and non-zero ri ∈ Rsi , for i = 1, . . . , n, such
that r =
∑n
i=1 ri.
Case 1: R is left non-degenerate. Choose t ∈ S, i ∈ {1, . . . , n} and x ∈ Rt
such that tsi ∈ E(S) and xr 6= 0. Put r
′ = xr. Then d(r′) ≤ d(r) and thus r′ is
I-minimal. Take w ∈ Z(R0). Since r ∈ I, we get that wr′ − r′w ∈ I. However
wr′ − r′w =
∑n
j=1(wxrj − xrjw) =
∑n
j=1, j 6=i(wxrj − xrjw) since xri ∈ RtRsi ⊆
Rtsi ⊆ R0. For each j ∈ {1, . . . , n} with j 6= i it holds that wxrj − xrjw ∈
R0RtRsj +RtRsjR0 ⊆ Rtsj since R is idempotent coherent. Thus d(wr
′ − r′w) <
n = d(r′). From I-minimality of r′ we conclude that wr′ = r′w. Hence r′ ∈
I ∩ CR(Z(R0)).
Case 2: R is right non-degenerate. Similar to the proof of Case 1 and is therefore
left to the reader. 
Definition 21. Let I be an ideal of R. We say that I is a system ideal if I =∑
s∈S I ∩ Rs. We say that R is system simple if R and {0} are the only system
ideals of R.
Remark 22. If R is simple, then, clearly, R is system simple.
Theorem 23. If R is idempotent coherent, system simple, left (or right) non-
degenerate and CR(Z(R0)) ⊆ R0, then R is simple.
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Proof. Let I be a non-zero ideal of R. From Proposition 20 it follows that the
additive group J = I ∩CR(Z(R0)) is non-zero. From the assumption CR(Z(R0)) ⊆
R0 it follows that J ⊆ R0. Thus K = RJR + J is a non-zero system ideal of R.
From system simplicity of R it follows that K = R. Thus R = K = RJR + J ⊆
RIR+ I = I and hence R = I. 
Corollary 24. If R is idempotent coherent, left (or right) non-degenerate and R0
is maximally commutative in R, then R is simple if and only if R is system simple
Proof. This follows from Remark 22 and Theorem 23. 
4. Epsilon-strong systems
At the end of this section, we prove Theorem 4 (see Theorem 31). We introduce
left and right unital (s-unital) epsilon-strong systems (see Definition 25) and ob-
tain some characterizations of these objects (see Proposition 27 and Corollary 28).
Throughout this section, S denotes an inverse semigroup. Recall that this means
that there for all s ∈ S exists a unique t ∈ S such that sts = s and tst = t. We will
use the standard notation and put s∗ = t. There is a partial order ≤ on S defined
by saying that if s, t ∈ S, then s ≤ t if s = ts∗s. For the rest of the section, R
denotes a system. It is easy to see that for all s ∈ S, RsRs∗ is a ring and Rs is an
RsRs∗ -Rs∗Rs-bimodule.
Definition 25. Let P denote either ”unital” or ”s-unital” or ”unitary”. We say
that R is left (right) P epsilon-strong if for all s ∈ S the left RsRs∗ -module (right
Rs∗Rs-module) Rs is P . If R is both left and right P epsilon-strong, then we say
that R is P epsilon-strong.
Remark 26. Note that R is left (or right) unitary epsilon-strong if and only if R
is symmetric in the sense of [7, Definition 4.5], that is if for all s ∈ S, the equality
RsRs∗Rs = Rs holds.
Proposition 27. If P denotes either ”unital” or ”s-unital”, then (i), (ii) and (iii)
below are equivalent.
(i) R is left (right) P epsilon-strong.
(ii) R is symmetric and for all s ∈ S, the ring RsRs∗ is left (right) P.
(iii) • P = unital: for all s ∈ S, there exists ǫs ∈ RsRs∗ (ǫ′s ∈ Rs∗Rs) such
that for all r ∈ Rs, ǫsr = r (rǫ′s = r).
• P = s-unital: for all s ∈ S and all r ∈ Rs, there exists ǫs ∈ RsRs∗
(ǫ′s ∈ Rs∗Rs) with ǫsr = r (rǫ
′
s = r).
Proof. We only show the ”left” parts of the proof. The ”right” parts are shown in
an analogous way and is therefore left to the reader.
• P = unital:
(i)⇒(ii): Take s ∈ S. Since Rs is a unital left RsRs∗ -module it follows immedi-
ately that (RsRs∗)Rs = Rs. Thus R is symmetric. Also since Rs is a unital left
RsRs∗ -module it follows that the ring RsRs∗ is left unital.
(ii)⇒(iii): Take s ∈ S and let ǫs denote a left unit for the ring RsRs∗ . Take
r ∈ Rs. Since R is symmetric there exists n ∈ N and ai, ci ∈ Rs and bi ∈ Rs∗ ,
for i = 1, . . . , n, such that r =
∑n
i=1 aibici. Since aibi ∈ RsRs∗ it follows that
ǫsaibi = aibi and thus ǫsr =
∑n
i=1 ǫsaibici =
∑n
i=1 aibici = r.
(iii)⇒(i): Immediate.
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• P = s-unital:
(i)⇒(ii): Take s ∈ S. The symmetric part follows as in the unital case. To
deduce that the ring RsRs∗ is left s-unital we use Proposition 14.
(ii)⇒(iii): Take s ∈ S and r ∈ Rs. Since R is symmetric there exists n ∈ N
and ai, ci ∈ Rs and bi ∈ Rs∗ , for i = 1, . . . , n, such that r =
∑n
i=1 aibici. Since
aibi ∈ RsRs∗ it follows, from Proposition 14, that there is ǫs ∈ RsRs∗ such that
ǫsaibi = aibi, for i = 1, . . . , n. Thus ǫsr =
∑n
i=1 ǫsaibici =
∑n
i=1 aibici = r.
(iii)⇒(i): Immediate. 
Corollary 28. If P denotes either ”unital” or ”s-unital”, then (i), (ii) and (iii)
below are equivalent.
(i) R is P epsilon-strong.
(ii) R is symmetric and for all s ∈ S, the ring RsRs∗ is P.
(iii) • P = unital: for all s ∈ S, there exists ǫs ∈ RsRs∗ such that for all
r ∈ Rs, ǫsr = rǫs∗ = r.
• P = s-unital: for all s ∈ S and all r ∈ Rs, there exists ǫs ∈ RsRs∗
and ǫ′s ∈ Rs∗Rs with ǫsr = rǫ
′
s = r.
Proof. The case P = unital follows from Proposition 27 if we note that the ring
RsRs∗ is unital and hence has a unique multiplicative identity ǫs. Then the unique
multiplicative identity of Rs∗Rs is ǫs∗ . The case P = s-unital follows immediately
from Proposition 27. 
Definition 29. We say that R is coherent if for all s, t ∈ S with s ≤ t, the inclusion
Rs ⊆ Rt holds. In that case R is idempotent coherent, since for all e ∈ E(S) and all
s ∈ S we have that es ≤ s and se ≤ s (see [4, Section 2]), and thus ReRs ⊆ Res ⊆ Rs
and RsRe ⊆ Rse ⊆ Rs.
Proposition 30. If R is coherent and left (right) s-unital epsilon-strong, then R
is left (right) non-degenerate and R/CR(Z(R0)) has the ideal intersection property.
Proof. We only show the ”left” part of the proof. The ”right” part can be shown
in a similar way and is therefore left to the reader. Take an I-minimal element r
and put d(r) = n. Take s1, . . . , sn and non-zero ri ∈ Rsi , for i = 1, . . . , n, with
r =
∑n
i=1 ri. From Proposition 27 it follows that there exists ǫs1 ∈ Rs1Rs∗1 such
that ǫs1r1 = r1. Then I ∋ r − ǫs1r =
∑n
i=2(ri − ǫs1ri). Since R is idempotent
coherent and s1s
∗
1 ∈ E(S) it follows that ri − ǫs1ri ∈ Rsi , for i = 1, . . . , n. Thus
d(r − ǫs1r) < n. From I-minimality it follows that r = ǫs1r. Since ǫs1 ∈ Rs1Rs∗1 it
follows in particular that there is z ∈ Rs∗
1
with zr non-zero. From Proposition 20
it follows that R/CR(Z(R0)) has the ideal intersection property. 
Now we can state and prove the main result of this section (which in Section 1
was named Theorem 4).
Theorem 31. If R is a system simple coherent left (or right) s-unital epsilon-strong
system and CR(Z(R0)) ⊆ R0, then R is simple.
Proof. This follows from Theorem 23 and Proposition 30. 
Corollary 32. If R is a coherent s-unital epsilon-strong system and R0 is maxi-
mally commutative in R, then R is simple if and only if R is system simple.
Proof. This follows from Remark 22 and Theorem 31. 
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5. Skew inverse semigroup rings
In this section, we recall the definition of skew inverse semigroup rings and
we state some well known facts concerning them that we need in the sequel. We
determine when such rings are left (or right) epsilon-strong systems (see Proposition
36). At the end of this section, we prove Theorem 5 (see Theorem 40). Throughout
this section A denotes an associative, but not necessarily unital, ring, S is an
inverse semigroup and π is a partial action of S on A. Recall that the latter means
that there is a set {Ds}s∈S of ideals of A and a set {πs : Ds∗ → Ds}s∈S of ring
isomorphisms satisfying the following assertions for all s, t ∈ S:
(i) A =
∑
s∈S Ds;
(ii) πs(Ds∗ ∩Dt) = Ds ∩Dst;
(iii) for all x ∈ Dt∗ ∩Dt∗s∗ the equality πs(πt(x)) = πst(x) holds.
We say that π is unital (locally unital, left s-unital, right s-unital) if for every s ∈ S
the ring Ds is unital (locally unital, left s-unital, right s-unital). Recall that an
ideal J of A is called S-invariant if for all s ∈ S the inclusion πs(J ∩ Ds∗) ⊆ J
holds. The ring A is called S-simple if {0} and A are the only S-invariant ideals of
A. Note that if π is a left (right) s-unital partial action of S on A, then for all s ∈ S
and all ideals J of A the equality J ∩Ds = DsJ (J ∩Ds = JDs) holds. Now we will
recall the definition of the skew inverse semigroup ring A⋊pi S defined by π. Let Lpi
be the set of formal finite sums of elements of the form asδs, for s ∈ S and as ∈ Ds.
We equip Lpi with component-wise addition and with a multiplication defined by
the additive extension of the relations (asδs)(btδt) = πs(πs∗(as)bt)δst, for s, t ∈ S,
as ∈ Ds and bt ∈ Dt. Let I be the ideal of Lpi generated by all elements of the form
aδr − aδs, for r, s ∈ S with r ≤ s and a ∈ Dr. The skew inverse semigroup ring
A⋊pi S is defined to be the quotient Lpi/I. It is clear that Lpi is a graded ring and
that A⋊pi S is a system. Note that the product on Lpi is not in general associative.
However, as we shall soon see, in the s-unital case, this is indeed so.
Proposition 33. The ring Lpi, and hence also the ring A ⋊pi S, is a coherent
system.
Proof. Take s, t ∈ S with s ≤ t. From [4, Proposition 2.2] it follows that Ds ⊆ Dt.
Thus Dsδs ⊆ Dtδt and, hence Rs = Dsδs ⊆ Dtδt = Rt. 
Proposition 34. Put R = Lpi and take s ∈ S. The equality RsRs∗ = DsDsδss∗
holds. In particular, the ring RsRs∗ is left (right) s-unital if and only if the ring
DsDs is left (right) s-unital.
Proof. We have thatRsRs∗ = DsδsDs∗δs∗ = πs(πs∗(Ds)Ds∗)δss∗ = πs(Ds∗Ds∗)δss∗
= DsDsδss∗ . From [4, Proposition 2.2] it follows that DsDs ⊆ Ds ⊆ Dss∗ and
πss∗ = idDss∗ , thus the last claim follows. 
Proposition 35. Put R = Lpi. For all s ∈ S the equalities (RsRs∗)Rs = Rs(Rs∗Rs)
= (DsDsDs)δs hold. In particular, R is symmetric if and only if for all s ∈ S the
ring Ds is idempotent.
Proof. Take s ∈ S. Then
(RsRs∗)Rs = (DsδsDs∗δs∗)Dsδs = (πs(πs∗(Ds)Ds∗))δss∗Dsδs =
(πs(Ds∗Ds∗))δss∗Dsδs = DsDsδss∗Dsδs = πss∗(πss∗(DsDs)Ds)δs =
πss∗(DsDsDs)δs = (DsDsDs)δs.
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Note that πss∗ = idDss∗ . And
Rs(Rs∗Rs) = Dsδs(Ds∗δs∗Dsδs) = Dsδs(πs∗(πs(Ds∗)Ds)δs∗s) =
Dsδsπs∗(DsDs)δs∗s = DsδsDs∗Ds∗δs∗s = πs(πs∗(Ds)Ds∗Ds∗)δs =
πs(Ds∗Ds∗Ds∗)δs = DsDsDsδs.
Now we show the last part. Suppose first that R is symmetric. Then, from the
above, it follows that Ds = DsDsDs ⊆ DsDs ⊆ Ds. Hence Ds is idempotent. Now
suppose that Ds is idempotent. Then DsDsDs = DsDs = Ds. Thus, from the
above, it follows that R is symmetric. 
Proposition 36. The ring Lpi is a left (right) s-unital epsilon-strong system if
and only if π is left (right) s-unital. In that case, Lpi, and hence also A ⋊pi S, is
associative.
Proof. The ”if” statement follows from Proposition 27, Proposition 34 and Propo-
sition 35. Now we show the ”only if” statement. Take s ∈ S. From Proposition
35 it follows that DsDs = Ds. From Proposition 34 we get that the ring DsDs is
left (right) s-unital. This, in combination with the equality DsDs = Ds, implies
that Ds is left (right) s-unital as a DsDs-module. Therefore, in particular, Ds is
left (right) s-unital as a ring. For the last statement, suppose that Ds is left (right)
s-unital. We wish to show that R is associative. From [15, Theorem 3.4] this fol-
lows if we can show the equality aπs(πs∗(b)c) = πs(πs∗(ab)c) for all r, s, t ∈ S, all
a ∈ Dr∗ , all b ∈ Ds and all c ∈ Dt. First we show the ”left” part. Since Ds is left
s-unital, there exists d ∈ Ds such that dπs(πs∗(b)c) = πs(πs∗(b)c) and db = b. Then
aπs(πs∗(b)c) = adπs(πs∗(b)c) = πs(πs∗(ad))πs(πs∗(b)c) =πs(πs∗(ad)πs∗(b)c) =
πs(πs∗(adb)c) = πs(πs∗(ab)c). Now we show the ”right” part. Since Ds is right
s-unital, there exists e ∈ Ds∗ such that πs∗(b)e = b and πs∗(ab)e = πs∗(ab). Then
aπs(πs∗(b)c) = aπs(πs∗(b)ec) = aπss∗(b)πs(ec) = abπs(ec) = πss∗(ab)πs(ec) =
πs(πs∗(ab)ec) = πs(πs∗(ab)c). 
Remark 37. In [5, Proposition 3.1] it is shown that if π and A are locally unital,
then the map i : A→ (A⋊pi S)0 defined by sending a =
∑n
i=1 aei , where aei ∈ Dei ,
to
∑n
i=1 aeiδei , is a well defined isomorphism of rings with inverse given by the
restriction to (A ⋊pi S)0 of the map t : A ⋊pi S → A defined by t(
∑n
i=1 aiδsi) =∑n
i=1 ai, for si ∈ S and ai ∈ Dsi . It is clear from the proof given in loc. cit. that
the same conclusions hold when π and A are s-unital.
Proposition 38. If π and A are s-unital, then A⋊pi S is system simple if and only
if A is S-simple.
Proof. Put R = A⋊pi S.
First we show the ”only if” statement. Suppose that A ⋊pi S is system simple.
Let J be a non-zero S-invariant ideal of A. For all s ∈ S put Is = (J ∩Ds)δs and
let I =
∑
s∈S Is. Take s ∈ S. Since Is ⊆ Rs it follows that Is ⊆ I ∩ Rs. Thus
I ⊆
∑
s∈S I ∩Rs. The inclusion I ⊇
∑
s∈S I ∩Rs is trivial. Thus I =
∑
s∈S I ∩Rs.
Now we show that I is an ideal of R. To this end, take s, t ∈ S. Then
Dtδt · (J ∩Ds)δs = πt(πt∗(Dt)(J ∩Ds))δts = πt(Dt∗(J ∩Ds))δts.
Since J is S-invariant, we get that πt(Dt∗(J ∩ Ds)) ⊆ πt(Dt∗ ∩ J) ⊆ J and from
the definition of partial action, we get that πt(Dt∗(J ∩ Ds)) ⊆ πt(Dt∗ ∩ Ds) =
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Dt ∩Dts ⊆ Dts. Thus I is a left ideal of R. Also
(J ∩Ds)δs ·Dtδt = πs(πs∗(J ∩Ds)Dt)δst = πs(J ∩Ds∗ ∩Dt)δts.
Since J is S-invariant, we get that πs(J ∩Ds∗ ∩Dt)δts ⊆ πs(J ∩Ds∗) ⊆ J and from
the definition of partial action, we get that πs(J ∩Ds∗ ∩Dt)δts ⊆ πs(Ds∗ ∩Dt) =
Ds ∩Dst ⊆ Dst. Thus I is a right ideal of R. Since R is system simple, this implies
that I = R. Then t(I) = t(R) =
∑
s∈S Ds = A. On the other hand, from the
construction of I, it follows that t(I) =
∑
s∈S(J ∩Ds) ⊆ J . Thus J = A.
Now we show the ”if” statement. Suppose that A is S-simple. Let I be a non-zero
system ideal of R. We wish to show that I = R. Then t(I) is a non-zero additive
subgroup of A. First we show that t(I) is an ideal of A. Take s, t ∈ S, a ∈ Ds and
b ∈ Dt such that bδt ∈ I. Since Dt is s-unital, there is c ∈ Dt such that cb = bc = b.
Then ab = t(abδt) = t(acbδt) = t(πtt∗(πtt∗(ac)b)δtt∗t) = t(acδtt∗ · bδt) ∈ t(I) and
ba = t(bcaδt) = t(πt(πt∗(b)πt∗(ca))δt) = t(bδt · πt∗(ca)δt∗t) ∈ t(I). Now we show
that t(I) is S-invariant. Take s ∈ S and a ∈ t(I) ∩ Ds∗ . There exists n ∈ N,
tn, . . . , tn ∈ S, bi ∈ Dti , for i = 1, . . . , n, such that
∑n
i=1 biδti ∈ I and
∑n
i=1 bi =
t(
∑n
i=1 biδti) = a. Since Ds∗ is s-unital there is d ∈ Ds such that πs∗(d)a = a.
Then πs(a) = πs(πs∗(d)a) =
∑n
i=1 πs(πs∗(d)bi) =
∑n
i=1 t(πs(πs∗(d)bi)δsti) = t(dδs ·∑n
i=1 biδti) ∈ t(I). Thus t(I) is a non-zero S-invariant ideal of A. From S-simplicity
of A, we hence get that t(I) = A. Take s ∈ S and a ∈ Ds. We wish to show that
aδs ∈ I. Since Ds is s-unital there is b ∈ Ds such that ba = a. Since t(I) = A,
there is n ∈ N, sn, . . . , sn ∈ S, bi ∈ Dsi , for i = 1, . . . , n, such that
∑n
i=1 biδsi ∈ I
and
∑n
i=1 bi = t(
∑n
i=1 biδsi) = b. Since I is a system ideal we may assume that
biδsi ∈ I for i = 1, . . . , n. Take i ∈ {1, . . . , n}. Since Ds∗i is s-unital there is
c ∈ Ds∗
i
such that πs∗
i
(bi)c = πs∗
i
(bi). Then I ∋ biδsi · cδs∗i = πsi(πs∗i (bi)c)δsis∗i =
πsi(πs∗i (bi))δsis∗i = biδsis∗i . Therefore, we may assume that all si are idempotent.
From [5, Proposition 2.2] it follows that πsi = idDsi . Thus, from the definition
of π we get that DsiDs ⊆ Dsi ∩ Ds = πsi(Ds∗i ∩ Ds) = Dsi ∩ Dsis ⊆ Dsis.
Hence, finally, we get that aδs = baδs =
∑n
i=1 biaδs = [sis ≤ s] =
∑n
i=1 biaδsis =
(
∑n
i=1 biδsi)aδs =
∑n
i=1 biδsi · aδs ∈ I. 
Proposition 39. If π is s-unital, and A is commutative and s-unital, then A is
a maximal commutative subring of A⋊pi S if and only if (A⋊pi S)/A has the ideal
intersection property.
Proof. The ”only if” statement follows from Proposition 30 and Proposition 36.
The ”if” statement follows from the first part of the proof of [4, Theorem 3.4]
which holds in the s-unital case also. 
We are now ready to state and prove the main result of this section (which in
Section 1 was named Theorem 5).
Theorem 40. Suppose that π is an s-unital partial action of an inverse semigroup
S on an associative (but not necessarily commutative) s-unital ring A. If A is S-
simple and CA⋊piS(Z(A)) ⊆ A, then A ⋊pi S is simple. If A is commutative, then
A ⋊pi S is simple if and only if A is S-simple and A is a maximal commutative
subring of A⋊pi S.
Proof. The first part follows from Theorem 31 and Proposition 38. The second part
follows from the first part, Proposition 38 and Proposition 39. 
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Remark 41. Since the class of s-unital rings properly contains the class of locally
unital rings (even in the commutative case, see Example 12) it follows that Theorem
40 is a proper generalization of Theorem 2.
For use in subsequent sections, we now introduce a generalization of the concept
of a faithful group action (see e.g. [19, Chapter 1.4]).
Definition 42. We say that π is faithful if for all s ∈ S \ E(S), πs 6= idDs∗ holds.
Proposition 43. Suppose that π and A are s-unital and that for every s ∈ S\E(S)
the ring Ds is non-zero. If CA⋊piS(Z(A)) ⊆ A, then π is faithful.
Proof. Suppose that π is not faithful. Take s ∈ S \ E(S) such that πs = idDs∗ .
Take a non-zero a ∈ Ds and put x = aδs − aδss∗ ∈ (A⋊pi S) \A. We wish to show
that x ∈ CA⋊piS(Z(A)). To this end, take b =
∑n
i=1 bi ∈ Z(A), for some bi ∈ Dei ,
ei ∈ E(S), for i = 1, . . . , n. From Remark 37 we know that
∑n
i=1 biδei commutes
with aδss∗ . Therefore, we only need to show that
∑n
i=1 biδei commutes with aδs.
Now
n∑
i=1
biδei · aδs =
n∑
i=1
biaδeis = [eis ≤ s] =
n∑
i=1
biaδs = baδs = [b ∈ Z(A)] = abδs
and
n∑
i=1
aδs · biδei =
n∑
i=1
πs(πs∗(a)bi)δsei = [sei ≤ s, πs = idDs∗ ] =
n∑
i=1
abiδs = abδs.

Proposition 44. Suppose that π and A are s-unital and that for every s ∈ S\E(S)
the ring Ds is non-zero. If A⋊pi S is simple, then π is faithful.
Proof. Suppose that π is not faithful. Then there is s ∈ S \ E(S) such that πs =
idDs∗ . Take a non-zero a ∈ Ds and consider the non-zero element x = aδs − aδss∗
in A ⋊pi S. Let I denote the non-zero ideal in A ⋊pi S generated by x. We claim
that t(I) = 0. If we assume that the claim holds, then it follows that I is a proper
ideal of A⋊pi S, since e.g. t(aδs) = a 6= 0, and thus A⋊pi S is not simple. Now we
show the claim. Take r, t ∈ S, b ∈ Dr and c ∈ Dt. Then
bδr · x = πr(πr∗(b)a)δrs − πr(πr∗(b)a)δrss∗
and
x · cδt = acδst − acδss∗t
and
bδr · x · cδt = πr(πr∗(b)ac)δrst − πr(πr∗(b)ac)δrss∗t
from which the claim follows. 
6. Steinberg algebras
In this section, we recall from [4] the description of Steinberg algebras as skew
inverse semigroup rings. We use this description and the previous results to prove
Theorem 6 (see Theorem 53). At the end of this section, we specialize this result to
the case when the topology on the groupoid is discrete (se Theorem 57). Note that
we closely follow the presentation from [4], in particular in the proofs of Propositions
49 and Proposition 52.
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Let G be a groupoid. By this we mean that G is a small category in which every
morphism is an isomorphism. The objects of G will be denoted by G0 and the the
set of morphisms of G will be denoted by G1. The domain and codomain of g ∈ G1
will be denoted by d(g) and c(g) respectively. Objects will be identified with the
corresponding units so that in particular, for all g ∈ G1, the identities d(g) = g
−1g
and c(g) = gg−1 hold. Let G2 denote the set of composable pairs of G1, that is, all
(g, h) ∈ G1 × G1 such that d(g) = c(h). We say that G is a topological groupoid
if G1 is a topological space making inversion and composition continuous as maps
G1 → G1 and G2 → G1, respectively, where the set G2 is equipped with the relative
topology induced from the product topology on G1×G1. A bisection of G is a subset
U of G1 such that both c|U and d|U are homeomorphisms. We call G e´tale if G0 is
locally compact and Hausdorff, and d is a local homeomorphism (in that case, c is
also a local homeomorphism). An e´tale groupoid G is said to be ample if G1 has a
basis of compact open bisections. One can show that a Hausdorff e´tale groupoid is
ample if and only if G0 is totally disconnected. A subset U of G0 is called invariant
if d(c−1(U)) = U . The groupoid G is called minimal if G0 and ∅ are the only open
invariant subsets of G0. We let Iso(G) denote the isotropy subgroupoid of G, that
is the set of all g ∈ G1 with d(g) = c(g). If G is Hausdorff and ample, then G is
said to be effective if the interior of Iso(G) is G0, or equivalently, for all compact
open bisections U of G1 \ G0, there exists a ∈ U such that d(a) 6= c(a). We let
Ga denote the set of compact open bisections of G1. The set G
a is an inverse
semigroup under the operations defined by UV = {gh | g ∈ U, h ∈ V, (g, h) ∈ G2}
and U∗ = U−1 = {a−1 | a ∈ U}, for U, V ∈ Ga. The inverse semigroup partial
order in Ga is the inclusion of sets. The set of idempotents E(Ga) is given by the
set of U ∈ Ga such that U ⊆ G0. From now on we assume the following:
• K is a non-zero associative (but not necessarily commutative or unital) ring
and G is a Hausdorff and ample groupoid.
The Steinberg algebra AK(G) is defined to be the set of compactly supported locally
constant functions from G1 to K with pointwise addition, and convolution product,
that is, if f, g ∈ AK(G) and a ∈ G1, then (f ∗ g)(a) =
∑
bc=a f(b)g(c). In [25] it
is shown that AK(G) is associative in the case when K is a commutative unital
ring. It is clear that the associativity AK(G) also holds for general associative
rings K. If k ∈ K and U ∈ Ga, then we let kU : G1 → K denote the function
defined by kU (a) = k, if a ∈ U , and kU (a) = 0, otherwise. The algebra AK(G)
can be realised as the additive span of functions of the form kU , for U ∈ Ga.
Convolution of such functions is nicely behaved in the sense that kU ∗ lV = (kl)UV ,
for k, l ∈ K and U, V ∈ Ga. The product of two subsets U and V of G1 is defined
as UV = {gh | g ∈ U, h ∈ V, (g, h) ∈ G2}.
Now we will describe the translation of Steinberg algebras to skew inverse semi-
group rings from [4]. From now on, let G be a Hausdorff and ample groupoid.
Given U ∈ Ga, define a map θU : d(U)→ c(U) by θU (u) = cU (d
−1
U (u)), for u ∈ U .
Here cU and dU denote the corresponding restrictions of the the maps c and d. The
correspondence U 7→ θU gives a partial action of Ga on G0. Let Lc(G0) denote the
ring of all locally constant, compactly supported, K-valued functions on G0. Given
U ∈ Ga, let DU denote the ideal {f ∈ Lc(G0) | if x ∈ G0 \ c(U), then f(x) = 0} =
Lc(c(U)) of Lc(G0) and define a ring isomorphism πU : DU∗ → DU in the follow-
ing way. If f ∈ DU∗ and x ∈ c(U), then let πU (f)(x) = f(θU∗(x)), if x ∈ c(U),
and πU (f)(x) = 0, otherwise. Define the map α : Lc(G0) ⋊pi G
a → AK(G) by
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α(fδB)(x) = f(c(x)), if x ∈ B, and α(fδB)(x) = 0, otherwise. Define the map
β : AK(G) → Lc(G0)⋊pi Ga in the following way. Let f =
∑n
j=1(kj)Bj ∈ AK(G),
where the Bj are pairwise disjoint compact bisections of G. Then let β(f) =∑n
j=1 (kj)c(Bj)δBj . From [5, Theorem 5.2] it follows that α ◦ β = idAK(G) and
β ◦ α = idLc(G0)⋊piGa .
Definition 45. Let T denote (Lc(G0) ⋊G
a)0, that is the set of all finite sums of
elements in Lc(G0)⋊G
a of the form gδU , for U ∈ E(Ga) and g ∈ Lc(U).
Now we will describe some topological properties of G in terms of algebraical
properties of Lc(G0)⋊pi G
a. We first consider effectiveness.
Proposition 46. The groupoid G is effective if and only if π is faithful.
Proof. Suppose that G is not effective. Then there exists U ∈ Ga \ E(Ga) such
that for all g ∈ U , the relation d(g) = c(g) holds. Then θU = idd(U) = idc(U) and
hence πU = idDU∗ . Thus π is not faithful.
Now suppose that π is not faithful. Then there exists V ∈ Ga \ E(Ga) such
that πV = idDV ∗ . Take g ∈ V
∗. Take a non-zero k ∈ K and define f ∈ DV ∗ by
saying that f(d(g)) = k and f(a) = 0, for a ∈ G0 \ {d(g)}. Then k = f(d(g)) =
πV (f)(d(g)) = f(θV ∗(d(g))) = f(cV ∗(d
−1
V ∗(d(g)))) = f(c(g)) which implies that
c(g) = d(g). Thus G is not effective. 
Proposition 47. If K is s-unital and CLc(G0)⋊Ga(Z(T )) ⊆ T , then G is effective.
Proof. This follows from Proposition 43 and Proposition 46. 
Definition 48. We say that Z(K) contains a set of s-units for K if for all k ∈ K
there exists k′ ∈ Z(K) such that kk′ = k.
Proposition 49. If Z(K) contains a set of s-units for K, then the following are
equivalent:
(i) G is effective;
(ii) π is faithful;
(iii) CLc(G0)⋊Ga(Z(T )) ⊆ T .
Proof. From Proposition 46 it follows that (i)⇔(ii). The implication (iii)⇒(i) fol-
lows from Proposition 47. Now we show the implication (i)⇒(iii). To this end, take
a non-zero f =
∑n
i=1 (ki)c(Ui)δUi ∈ Lc(G0)⋊G
a where the ki ∈ K \ {0} and the Bi
are pairwise disjoint compact bisections of G. Suppose that f ∈ CLc(G0)⋊Ga(Z(T )).
We wish to show that f ∈ T . Since G is effective, it suffices to show that each Bi
is a subset of Iso(G). Seeking a contradiction, suppose that there is l ∈ {1, . . . , n}
and b ∈ Bl such that c(b) 6= d(b). From the Hausdorff property of G it follows
that there is a compact bisection U ⊆ G0 with c(b) ∈ U but d(b) /∈ U . Since
Z(K) contains a set of s-units for K, there exists ǫ ∈ Z(K) such that for all
i ∈ {1, . . . , n}, the equality kiǫ = ki holds. Since, clearly, ǫδU ∈ Z(T ), it follows
that ǫδUf = fǫδU . By mimicking the calculations in the proof of [4, Proposition
4.8], we get that (∗)
∑n
i=1(ki)Ci =
∑n
i=1(ki)Di , where Ci = c
−1
Bi
(U ∩ c(Bi)) and
Di = c
−1
Bi
(c(Bi) ∩ θBi(d(Bi) ∩ U)), for i = 1, . . . , n. By evaluating (*) on b, we get
the equality (kl)Cl(b) = (kl)Dl(b). This equality yields the contradiction kl = 0. 
Next, we consider minimality.
Proposition 50. If Lc(G0) is G
a-simple, then G is minimal.
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Proof. It is clear that the second part of the proof of [4, Proposition 5.4] works in
our generality also. 
Lemma 51. Suppose that K is an s-unital ring. If I is an ideal of Lc(G0) such
that for all k ∈ K and all x ∈ G0 there exists a compact open V ⊆ G0 such that
x ∈ V and the map kV belongs to I, then I = Lc(G0).
Proof. Seeking a contradiction, suppose that I ( Lc(G0). Since every function in
Lc(G0) is a sum of funtions of the form kU , for k ∈ K and compact open subsets
U of G0, it follows that there must exist a non-zero k ∈ K and a non-empty
compact open subset U of G0 with kU /∈ I. Amongst all such maps, we may,
from compactness, choose one kU with U minimal. Since K is s-unital there exists
k′ ∈ K such that kk′ = k. Take x ∈ U . From the assumptions it follows that there
exists a compact open subset V of G0 such that x ∈ V and k′V ∈ I. But then
kU∩V = kU ∗ k′V ∈ I. Since x ∈ U ∩ V it follows, in particular, that U ∩ V 6= ∅.
Thus, from minimality of U , it follows that U ⊆ V . But then kU = kU∩V ∈ I which
is a contradiction. 
Proposition 52. If K is simple and s-unital, then G is minimal if and only if
Lc(G0) is G
a-simple.
Proof. The ”if” statement follows from Proposition 50. Now we show the ”only
if” statement. Let I be a non-zero Ga-invariant ideal of Lc(G0). Define U = {u ∈
G0 | there exists f ∈ I with f(u) 6= 0}. Then, clearly, U is non-empty. We claim
that U is invariant. Assume, for a moment, that the claim holds. From minimality
of G it follows that U = G0. Take x ∈ G0 and f ∈ I with f(x) 6= 0. Then
there is a compact open subset V of G0 with x ∈ V such that f |V = f(x)V . Take
k ∈ K. Since K is simple, there exists n ∈ N and ki, k′i ∈ K, for i = 1, . . . , n, such
that k =
∑n
k=1 kif(x)k
′
i. Then kV =
∑n
i=1(ri)V ∗ f ∗ (r
′
i)V ∈ I. From Lemma
51 it follows that I = Lc(G0). Now we show the claim. Let x ∈ G1 be such
that d(x) ∈ U . Then there exists g ∈ I with g(d(x)) 6= 0. Take a compact open
bisection V with x ∈ V . Take n ∈ N and k1, . . . , kn ∈ K such that the image
of g equals {k1, . . . , kn}. Since K is s-unital there is k ∈ K with kik = ki, for
i = 1, . . . , n. Then h := g ∗ kd(V ) ∈ I ∩ Lc(d(V )). Since I is G
a-invariant it follows
that αV (h) ∈ I. Finally, since αV (h)(c(x)) = h(θV ∗(c(x))) = h(d(c
−1
B (c(x)))) =
h(d(x)) = g(d(x)) 6= 0, we get that c(x) ∈ U and thus that U is invariant. 
We are now ready to state and prove the main result of this section (which in
Section 1 was named Theorem 6).
Theorem 53. Suppose that K has the property that Z(K) contains a set of s-units
for K. If G is a Hausdorff and ample groupoid, then the Steinberg algebra AK(G)
is simple if and only if G is effective and minimal, and K is simple.
Proof. The ”if” statement follows from Theorem 40, Proposition 49 and Proposition
52. Now we show the ”only if” statement. Suppose that K is not simple. Then
there is a nonzero proper ideal J of K. Then AJ (G) is a non-zero proper ideal of
AK(G) and hence AK(G) is not simple. If G is not effective, then, from Proposition
49 it follows that π is not faithful. From Proposition 44 it thus follows that AK(G)
is not simple. Finally, suppose that G is not minimal. From Proposition 52 we get
that Lc(G0) is not G
a-simple. From Propostion 38 it now follows that AK(G) is
not system simple. Thus, from Remark 22, we get that AK(G) is not simple. 
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In the last part of this section, we consider the case when the topology on G is
discrete. It is easy to see [25, Remark 3.10] that the corresponding Steinberg algebra
AK(G) coincides with the classical groupoid ring K[G], of G over K, defined in the
following way. The elements of K[G] are finite sums of formal elements of the form
kg where k ∈ K and g ∈ G1. Addition is defined point-wise i.e. from the relations
(kg) + (k′g) = (k + k′)g, for k, k′ ∈ K and g ∈ G1. Multiplication is defined
by the biadditive extension of the relations defined by (kg)(k′g′) = (kk′)(gg′), if
d(g) = c(g′), and (kg)(k′g′) = 0, otherwise, for k, k′ ∈ K and g, g′ ∈ G1. Before we
can state our result, we need an example and a definition.
Example 54. Suppose that I is a set. Recall that the induced matrix groupoid I,
defined by I, is constructed in the following way. Let I0 = I and I1 = I× I. Given
(i, j) ∈ I × I put d((i, j)) = j and c((i, j)) = i. The groupoid ring K[I] is called
the ring of row and column finite matrices over K defined by I. Note that if n ∈ N
and I = {1, . . . , n}, then K[I] coincides with the ring Mn(K) of square matrices of
size n over K.
Definition 55. The groupoid G is called connected (thin) if for all u, v ∈ G0 there
exists at least (at most) one g ∈ G1 with d(g) = u and c(g) = v.
Lemma 56. If G is a discrete groupoid, then
(a) G is minimal if and only if G is connected;
(b) G is effective if and only if G is thin;
(c) G is minimal and effective if and only if G equals the matrix groupoid
defined by G0.
Proof. (a) Suppose that G is not minimal. Then there is a nonempty invariant
U ( G0 with d(c
−1(U)) = U . Take u ∈ U and v ∈ G0 \U . Seeking a contradiction,
suppose that there is g ∈ G1 with d(g) = v and c(g) = u. Then g ∈ c−1(U) so
that v = d(g) ∈ d(c−1(U)) = U which is a contradiction. Suppose that G is not
connected. Take u ∈ G0 and define U to be the non-empty set of u′ ∈ G0 such that
there exists g ∈ G1 with d(g) = u′ and c(g) = u. Then, clearly, d(c−1(U)) = U
and, since G is not connected, U ( G0. Therefore, G is not minimal.
(b) It is clear that G is effective if and only if Iso(G) = G0 and the latter is
equivalent to G being thin.
(c) It follows from (a) and (b) that G is minimal and effective if and only if G
is connected and thin. In that case, for all u, v ∈ G0 there is precisely one g ∈ G1
with d(g) = u and c(g) = v. This is equivalent to G = G0. 
Theorem 57. Suppose that K is a non-zero and associative (but not necessarily
commutative or unital) ring with the property that Z(K) contains a set of s-units
for K. If G is a discrete groupoid, then the Steinberg algebra AK(G) is simple if
and only K is simple and AK(G) equals the ring of row and column finite matrices
over K defined by the objects G0 of G.
Proof. This follows from Theorem 53 and Lemma 56. 
Remark 58. In the case when K is locally unital, then the ”if” statement in
Theorem 57 follows from the fact that K and AK(G) are Morita equivalent (see [1,
p. 14]).
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7. Groupoid graded rings
In this section, we specialize the results in the previous sections to groupoid
(and group) graded rings. Let G be a groupoid. We assume the same notation
for groupoids as in Section 6. Let R denote a ring. For the rest of this section,
we assume that R is graded by G. Recall from [21] that this means that there to
each g ∈ G1 is an additive subgroup Rg of R such that R = ⊕g∈G1Rg and for
all g, h ∈ G1, the inclusion RgRh ⊆ Rgh holds, if (g, h) ∈ G2, and RgRh = {0},
otherwise. Note that if G only has one object, then G is a group and we recover
the usual notion of a group graded ring (see e.g. [12]). Recall that an ideal I of R
is called graded if R = ⊕g∈G1Rg ∩ I; R is called graded simple if {0} and R are the
only graded ideals of R. The grading on R is called left (right) non-degenerate if
for all g ∈ G1 and all non-zero r ∈ Rg, the relation Rg−1r 6= {0} (rRg−1 6= {0})
holds. The grading on R is called s-unital epsilon-strongly graded if for all g ∈ G1
the RgRg−1 -Rg−1Rg-bimodule Rg is s-unital. Throughout this section, let S denote
the inverse semigroup induced by G. By this we mean that S = G1 ∪ {o}, where
o is a symbol not contained in G1. Put o
∗ = o and if g ∈ G1, then put g∗ = g−1.
The corresponding binary operation on S is defined as follows. Take g, h ∈ S. If
(g, h) ∈ G2, then let gh denote the ordinary multiplication in G1. If (g, h) /∈ G2,
then put gh = o. If we put Ro = {0}, then it is clear that R is graded by S. The
following result is immediate.
Proposition 59. Using the above notations, we get:
(a) E(S) = G0 ∪ {o};
(b) R0 = ⊕e∈G0Re;
(c) Z(R0) = ⊕e∈G0Z(Re);
(d) CR(Z(R0)) = ∩e∈G0CR(Z(Re));
(e) R is idempotent coherent;
(f) R is S-graded simple if and only R is G-graded simple;
(g) R is left (right) non-degenerate as an S-graded ring if and only if R is left
(right) non-degenerate as a G-graded ring.
Proposition 60 (Lundstro¨m and O¨inert [23]). If the grading on R is left (right)
non-degenerate, then R/ ∩e∈G0 CR(Z(Re)) has the ideal intersection property.
Proof. This follows from Proposition 30 and Proposition 59. 
Theorem 61. If R is graded simple, the grading on R is non-degenerate and
∩e∈G0CR(Z(Re)) ⊆ R0, then R is simple.
Proof. This follows from Theorem 31 and Proposition 59. 
Corollary 62. If R is s-unital epsilon-strongly groupoid graded and R0 is a maxi-
mally commutative subring of R, then R is simple if and only if R is graded simple.
Proof. This follows from Remark 22, Proposition 59 and Theorem 61. 
Remark 63. Corollary 62 generalizes [24, Proposition 29] from the group graded
case to the groupoid graded s-unital case.
We will now specialize our previous results to partial groupoid actions on rings.
Definition 64. For the rest of the section, let A be a ring. Recall from [3] that a
partial action of G on A is a collection α = (Ag, αg)g∈G1 , where for each g ∈ G1, Ag
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is an ideal of Ac(g), Ac(g) is an ideal of A, and αg : Ag−1 → Ag is a ring isomorphism
and the following conditions hold
• A =
∑
e∈G0
Ae;
• αe = idAe , for e ∈ G0;
• α−1h (Ag−1 ∩ Ah) ⊆ A(gh)−1 , for g, h ∈ G2;
• αg(αh(x)) = αgh(x), for (g, h) ∈ G2 and x ∈ α
−1
h (Ag−1 ∩ Ah).
The partial action α is called global if αgαh = αgh, for (g, h) ∈ G2. In that case,
Ag = Ac(g), for g ∈ G1. We say that α is s-unital if for every g ∈ G1, the ring Ag
is s-unital. An ideal J of A is said to be G-invariant if for all g ∈ G1 the inclusion
αg(J ∩Ag−1) ⊆ J holds. The ring A is called G-simple if {0} and A are the only G-
invariant ideals of A. To each partial action α on A one can define the associated
partial skew groupoid ring A ∗α G in the following way. As an additive group
A ∗α G is defined as ⊕g∈G1Agδg, for some formal symbols δg. The multiplication
is defined by the relations (agδg)(bhδh) = αg(αg−1(ag)bh)δgh, if (g, h) ∈ G2, and
(agδg)(bhδh) = 0, otherwise, for g, h ∈ G1, ag ∈ Ag and bh ∈ Ah. It is clear that α
defines an induced a partial action π of S on A and that the corresponding skew
inverse semigroup ring A ⋊pi S coincides with A ∗α G. If α is global, then the
multiplication simplifies to (agδg)(bhδh) = agαg(bh)δgh, if (g, h) ∈ G2, and A ∗α G
is called a skew groupoid ring. In that case, if all Ae, for e ∈ G0, coincide with a
ring B, and all αg = idB, for g ∈ G1, then A ∗α G equals the groupoid ring B[G].
Theorem 65. Suppose that α is an s-unital partial action of a groupoid G on an
s-unital ring A. If A is G-simple and CA∗αG(Z(A)) ⊆ A, then A ∗αG is simple. If
A is commutative, then A ∗α G is simple if and only if A is G-simple and A is a
maximal commutative subring of A ∗α G.
Proof. This follows from Theorem 40 and Proposition 59. 
Remark 66. The second part of Theorem 65 generalizes [16, Theorem 2.3] where
the corresponding result for groups G was obtained.
Example 67. We will now apply Theorem 65 to a concrete situation where we
have a global groupoid action. It seems to the author of the present article that
this construction was first introduced in [22]. Namely, let L/K be a finite separable
(not necessarily normal) field extension. Let N denote a normal closure of L/K
and let Gal denote the Galois group of N/K. Furthermore, let L1, . . . , Ln denote
the different conjugate fields of L under the action of Gal. If 1 ≤ i, j ≤ n, then let
Gij denote the set of field isomorphisms from Lj to Li. Let G denote the groupoid
defined in the following way. Put G0 = {1, . . . , n} and let G1 be the union of the
Gij , for 1 ≤ i, j ≤ n. If g ∈ Gij , then we put d(g) = j and c(g) = i. Define A
to be L1 × · · · × Ln and put ei = (0, . . . , 0, 1, 0, . . . , 0), with 1 in the ith position,
for i = 1, . . . , n. Take g ∈ Gij . Put Ag = Aei. Define αg : Aej → Aei in the
following way. If x ∈ Aej , then x = (0, . . . , 0, y, 0, . . . , 0), for some y ∈ Lj in the jth
position. Put αg(x) = (0, . . . , 0, g(y), 0, . . . , 0), where g(y) is in the ith position. It
is clear that α defines a global groupoid action of G on A. The corresponding skew
groupoid ring A ∗α G will, from now on, be denoted by L ∗G. Note that if L/K is
a Galois field extension, then G = Gal and L ∗G is the classical skew group ring.
Theorem 68. If L/K is a finite separable field extension, then the corresponding
skew groupoid ring L ∗G is simple.
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Proof. We wish to use Theorem 65. First we show that A is G-simple. To this
end, suppose that J is a non-zero ideal of A. Since J = J1 = Je1 ⊕ · · · ⊕ Jen
it follows that there is i ∈ G0 with Jei 6= {0}. Since Li is a field it is clear that
Jei = Aei ∋ ei. Take j ∈ {1, . . . , n} and g ∈ Gji. Since A is G-invariant it
follows that ej = αg(ei) ∈ J . Since j was arbitrarily chosen from G0 it follows
that 1 = e1 + · · ·+ en ∈ J . Thherefore J = A. Now we show that A is maximally
commutative in L∗G. First of all, it is clear that A is commutative. Next, let X be
a finite subset of G1. Suppose that z =
∑
g∈X agδg ∈ CL∗G(A) for some non-zero
ag ∈ Lc(g). Since zei = eiz for all i ∈ G0 it follows that d(g) = c(g) for all g ∈ X .
Take h ∈ X and put j = d(h) = c(h). Seeking a contradiction, suppose that h
is not equal to the identity element in the group Gjj . Then there is t ∈ Li such
that h(t) 6= t. From the relation ztδi = tδiz we now get the contradiction h(t) = t.
Therefore z ∈ A and we are done. 
Remark 69. Note that the simplicity of L ∗ G in Theorem 68 also follows from
[22, Theorem 4] where a more general result was obtained, however via different
techniques (separability of ring extensions).
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