Spikes arriving at the synaptic connection produce short-term plastic changes of the synaptic efficacy. Model experiments have shown that paired-pulse facilitation attaining its maximum after a specific interval between a pair of arriving spikes might turn a "weak" plastic synapse attached to an integrate-and-fire neuron to a frequency-tuned device. Resulting computational capabilities create biologically plausible mechanisms of information processing relating to: (i) real-time identification of temporal patterns in a stream of random spiking activity (a recognition problem); and (ii) codetermination of the specific activity routing among neurons (an addressing problem) resulting in definite spatio-temporal patterns of the output activity (an input-output pattern problem).
Introduction
In a steady state, several highly regulated molecular processes in the synaptic connection are in balance, maintaining a basal synaptic weight. Each spike arriving at a chemical synapse perturbs dynamic steady state and sets a network of biochemical reactions into motion. Depending on the type of involved processes and their kinetics, the perturbation can result in an enhancement (facilitation, post-tetanic potentiation) or depression of synaptic efficacy revealed by alterations of the postsynaptic potentials (Psps). Psp changes occurring over short periods of 10-100 ms are referred to as short-term plasticities (Markram & Tsodyks 1996) .
Facilitation is commonly referred to as paired-pulse facilitation (PPF), because it is usually studied by giving a pair of pulses (stimuli) to a synaptic pathway and comparing the amplitude of the second excitatory Psp (Epsp) in the pair with that of the first Epsp (Debanne et al. 1996; Thomson 1997) . The amount of the PPF depends on the interval between stimuli -even small differences in the inter-spike intervals can have a pronounced influence on the synaptic efficiency (Thomson et al. 1993; Dobrunz et al. 1997) .
PPF represents a short lasting "memory" that builds and decays within 50-100 ms in the rat neocortex (Thomson 1997) and decays with a time constant of 100 ms at the CA3 to CA1 synapse in the hippocampus (Koch 1999) . PPF corresponds to a non-associative, ho-mosynaptic learning rule (Baxter & Byrne 1993) that is determined by a spiking activity that unit is receiving (Eccles 1953) . It makes synapses sensitive to temporal microstructure of the input spike trains (spike-timing sensitivity).
What might be the implications of the PPF for neuronal computation? One can speculate that PPF acts as a kind of "burst filter" (Koch 1999 ) that increases probability of the successful trans-synaptic transmission of information by bursts of spikes (Lisman 1997) .
Our simulation experiments indicate that a "weak" plastic synapse equipped with an effective PPF attaining its maximum after a specific interval between a pair of arriving spikes might be capable of transmitting a spiking activity with a narrow frequency band. This offers a biologically plausible basis for computational capabilities relating to the following neurobiological tasks: (i) real-time identification of a temporal pattern in a stream of random spiking activity (a recognition problem); and (ii) co-determination of a specific activity routing among neurons (an addressing problem) resulting in definite spatio-temporal patterns of the output activity (an input-output pattern problem).
(neuroids) without considering their biophysical machinery. From this aspect level it is adequate to use the model of integrate-and-fire neuron (IFN) that remains one of the most influential concepts in neurobiology (Herz et al. 2006) . The applied IFN model has been reported elsewhere (Jančo et al. 1994) .
The characteristics of the model neuron are as follows: (1) Instantaneous membrane potential (Mp). Mp is a dimensionless quantity within the range [-1, 1] . It represents a sum of Psps limited by the non-linear function:
(2) Threshold (TH) set by the experimenter in the interval (0, 1]. If not stated otherwise, the relative TH value was 0.5.
(3) Spikes are emitted if the Epsp or sum of Epsps and inhibitory Psps (Ipsps) exceeds the TH.
(4) The spiking frequency has a linear functional relationship with the Epsp amplitude above TH. The experimenter sets minimal (Imn) and maximal (Imx) inter-spike intervals. The actual inter-spike interval (ISI) is determined as:
(2) The standard value for Imn was 1 ms (an "absolute refractory period"), and Imx ranged from 2 ms to 10 ms (500-100 spikes/s).
Each neuroid can have several synaptic inputs but only one single output. The output can be connected to several synapses in the network. The program treats the synapse as a part of the neuroid. The synapse is characterized by: (a) Input connected to it. (b) Shape of a Psp prototype evoked by a spike arriving at this synapse. The Psp time-course is described by:
The Epsp time-course was simulated with parameters t1 = 1.8 ms and t2 = 4.0 ms that follow the experimental data published by Redman & Walmsley (1983) ; the rising Epsp phase lasts 1.5-2 ms and the decay phase lasts 10-15 ms ( Fig. 1a (1) Linear SW change that depends on frequency (f) and multiplicative coefficient (K) set by the experimenter. The effective frequency interval starts with a minimal frequency (f0) corresponding to the minimal multiplicative coefficient (K(f0) = 1) and ends with an optimal frequency (fext) corresponding to the maximal multiplicative coefficient (K(fext) = 3) that evokes maximal PPF enhancement.
(2) Number of spikes (N) with optimal ISIs defines the interval of the rising phase to the maximal PPF enhancement (text). (3) PPF decay phase (defined in time steps) was set symmetrically to the PPF rising phase. SW is modified by a multiplicative coefficient:
Each plastic synapse is configured to activate plastic changes within the determined interval of input frequencies. The configuration makes a mapping function that links every possible frequency to corresponding multiplicative coefficient. Mapping function is defined by f0 and fext with corresponding multiplication coefficients K(f0) and K(fext). Other values within these limits are linearly interpolated.
Current frequency (f(t)) is calculated from the last ISI. The increase/decrease to the instant value of the multiplicative coefficient is executed by cincr/c decr coefficients. c decr follows the time steps (∆t ) of the simulation time:
cincr comes into effect with the arrival of each spike that follows the preceding one with the ISI belonging to the range of the effective frequencies. Current frequency (the last ISI) is associated with the corresponding multiplicative coefficient. cincr attains the highest value after the arrival of a preset number (N) of spikes with the due ISI. cincr = (K(fext) − K(f0) + ((N − 1) · c decr )/text))/N (6)
The computer program JASTAP has been written in C++ language. The program can define a network by a simple command language and simulate its activity in discrete time intervals (0.5 ms steps). Samples of simulated activity can be displayed in the form of an intracellular recording (1) excited with a sub-threshold intensity (initial safety coefficient = SW/TH was 0.44) via two inputs (IN1 and IN2) through normal (S1) and "weak" plastic synapse (S2). (b) Small vertical bars above 1-5 indicate IN2 stimulation by pulse pairs; the numbers specify the inter-pulse intervals (IPI) in ms. Supra-threshold PPF of the excitatory postsynaptic potentials (Epsps) occurring with 9-10 ms long inter-pulse delays was reported by a spiking activity (3-4). CTR -control Epsps; other symbols and notation are the same as in Fig. 1a . with a microelectrode, or as a raster map of the spike potentials.
Results
Enhancement of the synaptic efficacy induced by a frequency-specific stimulation Figure 2 illustrates the short-term synaptic plasticity in simulation experiments with a paired-pulse stimulation protocol. Two axonal inputs (IN1 and IN2) established two excitatory synaptic endings (S1 and S2) with the neuroid 1 ( Fig. 2a ). One of them (S2) behaved as a "weak" plastic synapse: the first -conditioning pulse arriving at S2 evoked a subthreshold monosynaptic Epsp (a control response - Fig. 2b, 1, CTR) . The second -testing pulse followed the first one with delays that increased from 4 ms to 12 ms in 0.5 ms steps. In the presented simulation runs, the enhancement of the testing Epsp attained its supra-threshold level with 9 and 10 ms long inter-pulse intervals (IPIs) (Fig. 2b, 3 and 4). Shorter and longer IPIs were not optimal and led to diminution of the synaptic efficacy ( Fig. 2b, 1, 2 and 5). Thus, the operational frequency range of the S2 for the transmission of spike trains equaled in this case to 100-111 Hz (Fig. 2d ). Within this "window of plasticity", the enhancement of the tested Epsp amounted to 165% of the control response ( Fig. 2e ). No facilitatory effect was induced when IN1 -S1 was activated ( Fig. 2c -9 ms long IPI). Short-lasting supra-threshold enhancement of the synaptic efficiency induced by pulse pair makes a "weak" plastic synapse "tuned" to a specific pulse frequency. The main point is that the magnitude of facilitation does not monotonously increase/decrease as the IPI is shorter/longer but it attains its supra-threshold level with a specific delay between a pulse pair (an optimal IPI). In such a way, a temporal microstructure of an input spike train might co-determine switchingon or stopping the trans-synaptic transmission of the spike trains.
The next simulation experiments (Fig. 3 ) were aimed to test whether the PPF might represent a mechanism by means of which specific inter-pulse (spike) intervals could be recognized in the pulse trains. Thirteen train-forming pulses ( Fig. 3c -a horizontal line with short vertical bars) arrived at the neuroid 1 through a "weak" plastic synapse S1 ( Fig. 3a) with operational frequency range 100-110 Hz (Fig 3b, S1 ) that corresponds to 9-10 ms long IPIs. Only one pair of them arrived with the "appropriate" -10 ms long IPI ( Fig. 3c , 1, upper simulation run). The neuroid 1 signalized the recognition of the 10 ms long IPI by emitting an action potential; remaining pulses delivered with shorter (5 ms) and longer (20 ms and 13 ms) IPIs did not evoke its spiking activity.
The IPI recognition was associated with an aftereffect -a period of Epsp facilitation, which lasted approximately 65 ms -until 120 th ms of the simulation time. Fig. 3 . Paired-pulse facilitation may serve as a mechanism for recognition of distinct inter-pulse intervals (IPIs) in a pulse train. (a) Two neuroids (1 and 2) excited via two inputs (IN1 and IN2) with plastic synaptic endings (S1 and S2). (b) Horizontal lines indicate frequency ranges producing supra-threshold enhancement of the synaptic gain of the S1 (100-110 Hz that equals to 9-10 ms long IPIs) and S2 (28.5-50 Hz corresponding to the IPI range 20-35 ms). (c) The neuroid 1 reported the recognition of the pulse pair with 10 ms long IPI (1, upper simulation run) by a spike potential; other pulses in the same input train (short vertical bars on a horizontal line) with shorter (5 ms) and longer (13 and 20 ms) IPIs failed to evoke spikes. The IPI recognition had an aftereffect -a period of the sub-threshold facilitation of the excitatory postsynaptic potentials (Epsps) lasting about 65 ms. The facilitatory aftereffect was augmented (1, lover simulation run) by detection of five "appropriate" -10 ms long intervals (denoted by a horizontal line). During this period, there occurred a transient "breakdown" of the S1 frequency "tuning": the neuroid 1 continued to be excited with three following pulses arriving with the "inappropriate" -13 ms long IPIs. For a detailed description, see the Results section. Other symbols and notation are the same as in Figs 1a and 2b,c. (d) Input pulse train (IN2) with random IPIs (IPI = 15 ms, coefficient of variation of the IPI = SD/mean = 0.8) arriving at the neuroid 2. Postsynaptic spikes (2) marked by dots indicate the recognition of intervals (20-35 ms) from the predefined frequency range (28.5-50 Hz). Other symbols and notation are the same as in Figs 1a and 2b, c. The column graph shows the IPI distribution in the IN2; the black columns give the number of the recognized IPIs corresponding with the S2 frequency "tuning" indicated in (b).
The facilitatory effect was augmented ( Fig. 3c, 1 , lower simulation run) when a group of several "appropriate" -10 ms long intervals (five in this case -denoted by a horizontal line) -had been detected. An abrupt lowering of the input frequency (the IPI increase from 10 to 13 ms) during the facilitatory aftereffect did not lead to an immediate extinction of the spike production -the neuroid 1 continued to be excited with three following pulses arriving with the "inappropriate" -13 ms long IPIs. It means that the facilitatory aftereffect destroyed the frequency "tuning" of the neuroid in question during the period that lasted about 40 ms.
The IPI (ISI) recognition by means of the PPF is associated with the facilitatory aftereffect that may cause a transient "breakdown" of the synaptic frequency "tuning". The possible functional meanings of this phenomenon are indicated by the results of the subsequent experiments.
In Figure 3d IN2 shows a random pulse train arriving at the neuroid 2 via synapse S2 (Fig. 3a) . The "weak" plastic synapse S2 was "tuned" to the frequency range of 28.5-50 Hz (Fig. 3b, S2 ) that corresponds to the IPI range from 20 ms to 35 ms. The first spikes in the postsynaptic discharges (denoted by dots) signalized the recognition of the pulse doublets with the "appropriate" IPIs ( Fig. 3d, 2) . The rest of the Fig. 4 . A filter made up of a chain of frequency-tuned plastic synapses may recognize a temporal pattern of the spiking activity with a specific sequence of inter-pulse intervals (IPIs). (a) Neuroids (1-4) were excited through "weak" plastic synapses (S1-S4). (b) Horizontal lines indicate the frequency ranges that caused synaptic gain potentiation in S1 (50-70 Hz), S2 (90-110 Hz), S3 (30-50 Hz) and S4 (90-110 Hz). (c) Input pulse train (IN) was grouped in clusters forming three patterns (P1, P2 and P3); only P3 (denoted by dots) with the IPI sequence 15-10-20-15 ms matched the succession of frequency ranges of the S1-S4. A spike emitted by the output unit (4) reported the presence of the P3. The spiking activity evoked by P1 and P2 did not reach the network output. For detailed description, see the Results section. Other symbols and notation are the same as in Figs 1a and 2b,c. burst made apparent the facilitatory aftereffect; it was formed by spikes delivered with "inappropriate" ISIs that "slipped" through the synaptic connection during the "breakdown" phase. All IPIs of the input train corresponding to S2 frequency "tuning" (6/43) were recognized (Fig. 3d, the column graph) .
Short-lasting PPF might turn a "weak" plastic synapse into frequency filter with a specific band of transmitted frequencies. PPF may be satisfactorily sensitive and selective to reveal "resonant" ISIs and "interesting" frequency spectrum in some time segments of a train with random spike timing. The transient "breakdown" of the frequency "tuning" that follows the ISI recognition may cause that several additional spikes with "inappropriate" ISIs slip through the "unlocked" synapse. A short burst formed in such a way may increase the probability that the message about the ISI recognition will successfully reach the higherlevel analyzers. Some additional functional meaning of the "breakdown" phase implies from the results of the simulation experiments presented in the next section.
Performance of a filter made up of frequency-tuned synapses with a linear arrangement
The term filter means a synaptic network applied to a stream of spiking activity for real-time tracking of the prescribed temporal pattern. By "pattern", we mean a repeating sequence of spikes with the ordered sequence of ISIs. Spiking activity of a definite neuronal group may signalize the pattern recognition.
Four neuroids arranged in a linear chain (Fig. 4a , 1-4) were excited through plastic synapses (S1-S4). The ranges of their frequency "tuning" (S1: 50-70 Hz, S2: 90-110 Hz, S3: 30-50 Hz and S4: 90-110 Hz) ( Fig. 4b) corresponded to the IPI lengths 14-20 ms (S1), 9-11 ms (S2), 20-33 ms (S3) and 9-11 ms (S4). Thus, the synaptic chain was "tuned" to recognize the pattern made up of five pulses with the order of IPI lengths 15-10-20-10 ms. The train of sixteen pulses in 300 ms long simulation run entered the network through a single input (Fig. 4c, IN) . Pulses grouped in three clusters, which formed different temporal patterns (P1, P2 and P3) separated by 40 ms (P1-P2) and 45 ms (P2-P3) long delays. Three IPIs (1 = 15 ms, 2 = 20 Fig. 4a , with slightly modified functional parameters, served as a recognizer of a five-pulse pattern (P). P was the constituent of a random input pulse train (IN, IPI = 30ms, coefficient of variation = 0.8). The network recognized the P if IPI preceding the P (x = 21 ms that corresponds to 48 Hz) was outside the range of the S1 frequency "tuning" (50-70 Hz corresponding with the IPI range 14-20 ms); the recognition was reported by the spiking activity of the output unit (4). The P recognition failed -the activity did not reach the network's output -if the P was preceded by an IPI (y = 15 ms that corresponds to 67 Hz) that was in the range of the S1 frequency "tuning". For a detailed description, see the Results section. Other symbols and notation are the same as in Figs 1a and 2b,c. ms and 3 = 10 ms) with different sequences were used within P1, P2 and P3. Only P3 with the IPI sequence 1-3-2-3 (denoted with dots) corresponded to the succession of frequencies to which S1-S4 were "tuned". Thus, the network represented the recognizer of the pattern P3. The second of five pulses of P3 arrived at the neuroid 1 with 15 ms long delay (66 Hz) after the first one; this IPI corresponded to the operational frequency range of S1. Therefore, the second pulse excited the neuroid 1 with supra-threshold intensity. The IPI recognition induced a breakdown of the frequency "tuning" that lasted for several dozens of ms. During this period three additional input pulses -two of them with "inappropriate" IPIs (10-20-10 ms) -excited the neuroid 1 with a suprathreshold intensity. (Fig. 4c, 1) . At the next synaptic connection the second of four spikes emitted by the neuroid 1 arrived at the neuroid 2 after 10 ms long ISI (100 Hz) that matched the operational frequency range of the neuroid 2. Therefore, the neuroid 2 was excited with suprathreshold intensity (Fig. 4c, 2) . The breakdown of the frequency "tuning" after the ISI recognition made the neuroid 2 respond with two additional action potentials following its first spike with an "inappropriate" (20 ms) and an "appropriate" (10 ms) ISI. At the next level (S3) two of three spikes emitted by the neuroid 2 were transmitted through S3 to the neuroid 4. Finally, the second action potential of the doublet produced by the neuroid 3 excited the neuroid 4 with supra-threshold intensity (Fig. 4c, 3 and 4) . The single output spike produced by the neuroid 4 signalized the recognition of the pattern P3 -it means that the neuroid 4 played the role of a feature detector and its axon represented a coded line. In the case of P1and P2 clusters, the ISI sequences did not correspond with the "tuning" of the linearly organized synaptic filters and thus, the "penetration" of the spiking activity did not reach the network output.
The performance of the slightly modified pattern recognizer shown in Figure 4a (S3 was "tuned" to 30-55 Hz) was tested under more natural conditions: temporal pattern P (five spikes creating a sequence of 15-10-20-10 ms long IPIs denoted as 1-2-3-2) was embedded within 600 ms long randomly timed pulse stream (Fig. 5, IN) . The first pattern P started roughly at the 160 th ms of the simulation time. It followed a pulse pair with 21 ms long IPI (x), which was just outside of the range of the frequency "tuning" of the S1 (50-70 Hz that corresponds to 14-20 ms IPI). Therefore, the (x) induced PPF at the level of the S1 was minimal (if any) -see the corresponding Epsp (Fig. 5, 1) -and the recognition procedure started with the next ("appropriate") 15 ms long IPI (1). The activity was transmitted through the whole network (Fig. 5, 1-4 ) and the spiking activity of the output neuroid (4) signalized the pattern Fig. 6 . Frequency-tuned synapses determine the activity routing and operational modes of a network. (a) A single input (IN) excited the micro-network consisting of the three neuroids (1-3) through five "weak" plastic synapses that were "tuned" to four (S0-S3) distinct frequencies; this is indicated by horizontal lines in (b). (c) Input pulse train (IN, small vertical bars) was grouped in three clusters forming patterns P1, P2 and P3. Frequency "tuning" of the S0-S3 determined specific activity routing and each input pattern evoked a different output activity: P1 elicited synchronized spiking of both output units (1 and 2), P2 produced a protracted discharge in one of them (1), and P3 induced a cyclically alternating activity of the output units (1 and 2). For a detailed description, see the Results section. Other symbols and notation are the same as in Figs 1a and 2b,c. recognition. The second pattern P followed 15 ms long IPI (y) that was of the same length as was the first "appropriate" IPI in the pattern P and it suited the S1 "tuning". In this situation, the set of linearly organized filters started a computation with the first 15 ms long interval (y). But the second 15 ms long IPI (66 Hz) did not match the frequency "tuning" of the second synapse in the chain (S2 was "tuned" to 90-110 Hz that corresponded to 9-11 ms long IPI). Therefore, the activity transmission in the network "collapsed" and the spiking activity did not appear at the output (Fig. 5, 1-4) . It means that a frequency filter made of frequencytuned plastic synapses cannot identify a spiking pattern "masked" by such an "external contamination".
The chains of linearly arranged frequency-tuned plastic synapses might recognize uncued temporal patterns in a real time within the streams of the stochastic spiking activity. The important role in this task is played by a transient breakdown of the frequency "tuning" caused by the recognition of an "appropriate" ISI. It "unlocks" the synapse for several subsequent spikes with "inappropriate" ISIs that are "appropriate" for the next synapses in the chain. The "contamination" of the time segment occupied by a prescribed temporal pattern with a background spiking activity (a "noise") might distort the recognition of the pattern; a low level of noise reduces the probability of the recognition failure from this reason.
Distinct operational modes of a network resulting from a specific activity routing In Figure 6a it is shown a three-neuroid (1-3) micronetwork supplied by a single input (IN); a feed-forward activity flow was transmitted through divergent and convergent excitatory links. The neuroids 1 and 2 represented the input-output units (OUT1 and OUT2); the neuroid 3 played a role of an excitatory interneuron. The arriving spiking activity excited all neuroids with sub-threshold intensity via five terminals ended with plastic synapses resonant to four different frequencies (S0-S3). Their frequency "tuning" (Fig. 6b ) set the network to recognize different temporal patterns of the arriving pulse train (Fig. 6c, IN, P1 , P2 and P3) and it determined the activity routing that resulted in diverse spatio-temporal patterns of the activity at the network's output.
The regular timing of four pulses in P1 with 30 ms long IPIs corresponded to the frequency "tuning" of S0 (28-33 Hz). Therefore, both output neuroids (1 and 2) supplied with this type of synaptic ending emitted synchronized spikes without a phase-lag that copied the frequency of the input (Fig. 6c, 1 and 2) .
The fifteen ms long IPI between two pulses that formed P2 matched to frequency "tuning" of the S3 (60-70 Hz). The second pulse of the P2 elicited an action potential in the neuroid 3 ( Fig. 5c, 3) , which after amplification by a cluster of the non-plastic synaptic endings (S4) evoked a protracted discharge of the neuroid 1 (Fig. 6c, 1) . The temporal microstructure of P3 formed eight pulses with a sequence of regularly alternating 20 and 40 ms long IPIs, which matched to frequency ranges of S1 (22-25 Hz) and S2 (43-50 Hz), respectively. This input pattern produced another output mode -a cyclically alternating activity with a 40 ms long phaselag between the efferent responses of neuroids 2 and 1 (Fig. 6c, 1 and 2) .
The fine frequency "tuning" based on the PPF causes a "weak" plastic synapse to be "unlocked" by a distinct ISI that corresponds to a narrow frequency band. Thus, the PPF may create and shape a dynamic functional connectivity and in this way take part in mechanisms that underlie a specific activity routing (the addressing) and a frequency-to-place coding. Such a mechanism might equip even small networks with a capability to produce a rich repertoire of purposeful operational modes. The presented results draw attention to the fact that even detailed knowledge about the structural properties and synaptic organization of a network (e.g., canonical circuits) may not be enough to guess its function correctly.
Discussion
Synaptic weight -a dynamic spike-timing dependent variable A synapse embedded in a matrix of glial end-feet can be treated as an isolated and multifunctional compartment (Liaw et al. 2000) , where stimulus-activated cascades of molecular processes with specific dynamics take place (Shepherd 1996; Holmes & Rall 1998; Segev 1998; Retting & Neher 2002; Sheng & Kim 2002) .
In the pre-synaptic site, the PPF mechanisms seem to arise from an action of calcium remaining in the axon terminal after the first -conditioning stimulus (Zucker 1989; Sheng & Kim 2002; Zucker & Regehr 2002) . This "residual" calcium continues to activate the Ca 2+ -sensor proteins, which modify transmitter release and synaptic weight (Fernádez-Chacón et al. 2001 ). Involved processes operate on different time-scales (e.g., F1/F2 -rapid/slower PPF phases) and may have cooperative and/or opposing effects on the synaptic weight. It follows that it is reasonable to consider PPF as a complex dynamic state with its occurrence linked with a specific ISI (a distinct frequency) of the arriving spikes. Precise timing of molecular processes forms the basis for creation of the molecular frequency filters (Thomson 2000) , which may turn a neuron to a device that is able to identify distinct ISIs in a millisecond range (Markram et al. 2000) and to prefer a certain resonant frequency of the input (Izhikevich 2001; Izhikevich et al. 2003) .
Frequency filtering occurs at connections from ex-citatory cells to some inhibitory neurons in the slices from rat and cat neocortices (Thomson et al. 1993 ). Pathway-specific sensitivity to paired-pulse stimuli or frequency-selectivity revealed by short trains of stimuli exists in the thalamocortical and corticothalamic systems (Castro-Alamancos & Connors 1996; Connors et al. 2000) . Frequency-dependent synaptic transmission in the neocortex is a prominent property (Markram et al. 2000; Fuhrmann et al. 2002) .
Neuro-computational consequences of the short-term plastic changes of the synaptic weight Rapid changes of the synaptic efficiency to its input (synaptic coding) (Segundo et al. 1998 ) operate in a continuous mode that co-regulate the trans-synaptic transmission in a real time. Mechanisms of frequency filtering create "microscopic learning rule", allowing "reading out" temporal information encoded in the spike timing (Perkel & Bullock 1968; Rieke et al. 1999) . Such a capability provides a larger coding capacity (Singer 1999) and specific handling of temporal information with several computational consequences: (a) Frequency-tuned synapses as a circuit mechanism may optimize information transfer, reduce noise, and prevent saturation as well as bushfire-like activity spreading in a network. (b) Transmission of the spiking activity through synaptic frequency filters might identify a particular temporal pattern. The recognition of the spiking patterns in unspecific (multimodal) pathways might represent a prerequisite for neuronal "decisions" supporting the purposeful behavioural actions. (c) Arrays of synapses with different spike-timing sensitivity attached to diverse neuronal groups may represent inputs with quite different functions; they create an extremely large capacity for the specific activity routing by a dynamic switching of the activity from one input to the other. (d) The same neural message could be different for recipients belonging to the same entity -even if two neurons posses identical morphological features, they may respond to the synaptic input in very different manners due to each cell's intrinsic properties (i.e., two neighbour neurons are not merely redundant).
It implies: (1) The addressing is based on a mechanism, which "assigns" temporal information specifically to different synaptic loci. This is of utmost importance in the brain where anatomical connections are traced from any part to another, although sometimes over many intermediate stations.
(2) There is a permanent temporal-to-spatial conversion of information (separate histories of inputs relate to synapses on appropriate dendritic compartments); this process is essential in learning and memory.
(3) The frequency-tuned synapses may participate in establishing the basis for causal relationships between input and output patterns within behaviourally acceptable time scales.
There exists ample evidence that synapse acts as a computational element (Shepherd 1996) . The frequency "tuning" is a function that equips synapse with the capability to select a subset of information encoded with a particular fraction of a frequency spectrum of the presynaptic activity. This biologically plausible concept offers an extremely large number of dynamic functional trajectories and computing combinations for processing of distinct stimuli in specific ways. Of course, modulation of the information relay by entering signals is only half of the story. The other one concerns further local (e.g., the close functional relationships between synapses and glia cells) and global intrinsic mechanisms involved in information processing and memory. It is reasonable to believe that artificial neural network models will have a substantial influence on the creation of new concepts about the nature of neural computation.
