Speech-enabled dialogue systems have the potential to enhance the ease with which blind individuals can interact with the Web beyond what is possible with screen readers -the currently available assistive technology which narrates the textual content on the screen and provides shortcuts to navigate the content. In this paper, we present a dialogue act model towards developing a speech enabled browsing system. The model is based on the corpus data that was collected in a wizard-of-oz study with 24 blind individuals who were assigned a gamut of browsing tasks. The development of the model included extensive experiments with assorted feature sets and classifiers; the outcomes of the experiments and the analysis of the results are presented.
Introduction
The Web is the "go-to" computing infrastructure for participating in our fast-paced digital society. It has the potential to provide an even greater benefit to blind people who once required human assistance with many of their activities. According to the American Federation for the Blind, there are 21.5 million Americans who have vision loss, of whom 1.5 million are computer users (AFB, 2013) .
Blind users employ screen readers as the assistive technology to interact with digital content (e.g.., JAWS (Freedom-Scientific, 2014) and VoiceOver (Apple-Inc., 2013)). Screen readers serially narrate the content of the screen using textto-speech engines and enable users to navigate in the content using keyboard shortcuts and touchscreen gestures.
Navigating content-rich web pages and conducting online transactions spanning multiple pages requires using shortcuts and this can get quite cumbersome and tedious. Specifically, in online shopping a user typically browses through product categories, searches for products, adds products to cart, logs into his/her account, and finally makes a payment. All these steps require screen-reader users listen through a lot of content, fill forms, and find links and buttons that have to be selected to get through these steps. If users do not want to go through all content on the page, they have to remember and use a number of different shortcuts. Beginner users often use the "Down" key to go through the page line by line, listening to all content on the way (Borodin et al., 2010) . Now suppose that blind users were to tell the web browser what they wanted to accomplish and let the browsing application automatically determine what has to be clicked, fill out forms, help find products, answer questions, breeze through checkout, and wherever possible, relieve the user from doing all the mundane and tedious low-level operations such as clicking, typing, etc. The ability to carry out a dialogue with the web browser at a higher level has the potential to overcome the limitations of shortcut-based screen reading and thus offers a richer and more productive user experience for blind people.
The first step toward building a dialogue-based system is the understanding of what users could say and dialogue act modeling. Although dialogue act modeling is a well-researched topic (with details provided in related work -Section 2), it has remained unexplored in the context of web accessibility for blind people. The commercial speech-based applications have been around for a while and new ones continue to emerge at a rapid pace; however, these are mainly stand-alone (e.g.., Apple's Siri) domain specific systems that are not connected to web browsers, which precludes dialogue-based interaction with the Web. Current spoken input modules integrated with web browsers are limited to certain specific functionalities such as search (e.g.., Google's voice search) or are used as a measure of last resort (e.g.., Siri searching for terms online).
In this paper, we made a principal step towards building a dialogue-based assistive web browsing system for blind people; specifically, we built a dialogue act model for non-visual access to the Web. The contributions of this paper include: 1) a unique dialogue corpus for non-visual web access, collected during the wizard-of-oz user study conducted with 24 blind participants (Section 3); 2) the design of a suitable dialogue act scheme (Section 3); 3) experimentation with classifiers capable of identifying the dialogue acts associated with utterances based on combinations of lexical/syntactic, contextual, and task-related feature sets (Section 4); 4) investigation of the importance of each feature set with respect to classification performance to assess whether simple lexical/syntactic features are sufficient for obtaining an acceptable performance (Section 5).
Related Work
While previous research addressed spoken dialogue interfaces for a domain-specific websites, such as news or movie search (Ferreras and Cardeñoso-Payo, 2005; Wang et al., 2014) , dialogue interface to generic web sites is a novel task. Spoken dialogue systems (SDS) can be classified by the type of initiative: system, user, or mixed initiative (Lee et al., 2010) . In a system-initiative SDS, a system guides a user through a series of information gathering and information presenting prompts. In a user-initiative system, a user can initiate and steer the interaction. Mixed-initiative systems allow both system and user-initiated actions.
Dialogue systems also differ in the types of dialogue manager: finite state based, form based, or agent based (Lee et al., 2010) , (Chotimongkol, 2008) . Finite state and form filling systems are usually system-initiative. These systems have a fixed set of dialogue states and finite set of possible user commands that map to system actions. In contrast, a speech-enabled browsing system proposed in this work is an agent-based system. The set of actions of this system correspond to user actions during web browsing. The domain of possible user commands at each point of the dialogue depends on the current web page that is viewed by a user. The dialogue state in a voice browsing system is compiled at run-time as the user can visit any web page.
While a users dialogue acts in a form-based or finite state system depends primarily on a dialogue state, in an agent-based system with userinitiative, the space of users dialogue acts at each dialogue state is open. To determine dialogue manager action, it is essential for the system to identify users intent or dialogue act. In this work, we address dialogue act modelling for opendomain voice web browsing as a proof of concept for the system. Dialogue act (DA) annotation schemes for spoken dialogue systems follow theories on speech acts originally developed by Searle (1975) . A number of DA annotation schemes have been developed previously (Core and Allen, 1997), (Carletta et al., 1997) . Several of dialogue tagging schemes strive to provide domain-independence (Core and Allen, 1997), (Bunt, 2011) . Bunt (2011) developed a NIST standardized domain-independent annotation scheme which incorporates elements from the previously developed annotation schemes. It is a hierarchical multi-dimensional annotation scheme. Each functional segment (part of an utterance corresponding to a DA) can have a general purpose function, such as Inform, Propositional Question, Yes/No Question, and a dimension-specific function in any number of 10 defined dimensions, such as Task, Feedback, or Time management.
In the analysis of human-computer dialogues, it is common to adopt DA annotation schemes to suit specific domains. Generic domain-independent schemes are geared towards the analysis of natural human-human dialogue and provide rich annotation structure that can cover complexity of natural dialogue. Domain-specific dialogues use a subset of the generic dialogue structure. For example, Ohtake et al. (2009) developed a DA scheme for tourist-guide domain motivated by a generic annotation scheme (Ohtake et al., 2010) , and Bangalore and Stent (2009) created a dialogue scheme for a catalogue product ordering dialogue system. In our work we design DA scheme for Web-Browsing domain motivated by the DAMSL (Core and Allen, 1997) schema for task-oriented dialogue.
We used a Wizard-of-Oz (WOZ) approach to collect an initial dataset of spoken voice com- mands by both blind and sighted users. WOZ is commonly used before building a dialogue system (Chotimongkol, 2008) , (Ohtake et al., 2009) , (Eskenazi et al., 1999) . In previous work on dialogue modelling, Stolcke et al. (2000) used HMM approach to predict dialogue acts in a switchboard human-human dialogue corpus achieving 65% accuracy. Rangarajan Sridhar et al. (2009) applied a maximum entropy classifier on the Switchbord corpus. Using a combination of lexical, syntactic, and prosodic features, the authors achieve accuracy of 72% on that corpus. Following the work of Rangarajan Sridhar et al. (2009), we use supervised classification approach to determine dialogue act on the annotated corpus of human-wizard web-browsing dialogues.
Corpus and Annotation
In this section, we describe the corpus and the associated dialogue act scheme. The corpus was collected using a WOZ user study with 24 blind participants. Exactly 50% of the participants indicated that they were very comfortable with screen readers, while the remaining 50% said they were not comfortable with computers. We will refer to them as "experts" and "beginners" respectively.
The study required each participant to complete a set of typical web browsing tasks (shopping, sending an email, booking a flight, reserving a hotel room, searching for a job and applying for university admission) using unrestricted speech commands ranging from simple commands such as "click the search button", to complex commands such as "buy this product". Unknown to the participants, these commands were executed by a wizard and appropriate responses were narrated using a screen reader. The dialogs were effective; almost every participant was able to complete each assigned task by engaging in a dialogue with the wizarded interface.
As shown in Table 1 , the corpus consists of a total of 96 dialogs collected during the execution of 6 tasks and captures approximately 22 hours of speech with a total of 792 user utterances and 774 system utterances. There is exactly 1 dialogue per task for any given participant. Each user turn consists of a single command that is usually a simple sentence or phrase. Each system turn is either narration of webpage content or information request for the purpose of either form filling or disambiguation. Therefore, each dialogue turn was treated as a single utterance and every utterance was identified with a single associated dialogue act.
The corpus was manually annotated with dialogue act labels and the labeling scheme was verified by measuring the inter-annotator agreement. The rest of this section describes the annotation scheme.
Dialogue Act Annotation
The dialogue act annotation scheme was inspired by the DAMSL scheme (Core and Allen, 1997) for task oriented dialogue. The proposed scheme was also influenced by extended DAMSL tagset (Stolcke et al., 2000) and the DIT++ annotation scheme (Bunt, 2011) . We customized the annotation scheme to suit the non-visual web access domain, thereby making it more relevant to our corpus and tasks. Table 2 lists the dialogue acts for both user and system utterances. The user dialogue act tagset consists of labels representing task related requests (Command-Intention, Command-Task, Command-Multiple, Command-Navigation), inquiries (Question-Task, Help-Task) and information input (Information-Task), whereas the system DA tagset contains labels representing information requests (Prompt), answers to user inquiries (Question-Answer, Help-Response) and other system responses (Short-Response, Long-Response, etc.) to user commands.
Inter-rater agreement values for different tasks in the corpus are presented in Table 3 . The κ values for all tasks are above 0.80, which according to Fleiss' guidelines (Fleiss, 1973) , indicates excellent inter-rater reliability on the DA annotation. Therefore, the DA tagset is generic enough to be applicable for a wide varity of tasks that can be performed on the web. Note that the dialogue act scheme was specially designed for non-visual web access. Insofar as sighted people are concerned, a more elaborate scheme would be required since their utterances are dominated by visual cues, a fact that was confirmed by a parallel user study with sighted participants on the same set of web tasks that were used in the wizard-of-oz study.
Features
This section describes the different feature sets that we experimented with for our classification tasks. The vector representation for training the DA classifiers integrates several types of features (Table 4) : unigrams (U ) and syntactic features (S), context related features (C), task related features (T ), presence of words anywhere in an utterance(P) and presence of words at the beginning of an utterance(B). The last two feature sets are similar to the ones used in Boyer et al. (2010) . Table 3 : Inter-rater agreement measured in terms of Cohen's κ for all tasks in the corpus.
The feature sets C, P, B and S are specific to the domain of non-visual web access and were hand-crafted based on the following three factors: knowledge of the browsing behavior of blind users reported in previous studies, e.g. (Borodin et al., 2010) ; manual analysis of the corpus; mitigate the effect of noise that is usually present in standard lexical/syntactic feature sets such as n-grams and parse tree rules. Each of the features in C, P, B and S were crafted to have a close correspondence to some dialogue act. For example, p nav is closely tied to the Command-Navigation dialogue act.
Unigrams
Unigrams (U in Table 4 ) are one of the commonly used lexical features for training dialogue act classifiers (e.g. (Boyer et al., 2010) , (Stolcke et al., 2000) , (Rangarajan Sridhar et al., 2009) ). Encoding unigrams as features is based on the observation that some words appear more frequently in certain dialogue acts compared to other dialogue acts. For example, approximately 73% of "want" occur in the Command-Intention DA, 100% of "skip" occur in the Command-Navigation DA and approximately 92% of "select" occur in the Command-Task DA. Word-DA corrections can also be automatically identified using SVM classifers trained on unigram features. The utterance begins with word(s) usually associated with help requests. E.g., how, am I Y TASK RELATED FEATURES (T ) t name Name of the task associated with the utterance N Table 4 : Feature set for user dialogue act classification. The complete list of words associated with each feature in P and B is provided in Appendix A.
presents few such correlations. Note that some of the words in Table 5 are task-specific (noise); a consequence of using a small dataset.
Presence of Words in Commands
In constract to unigram features that take into account all possible word-DA correlations, the presence-of-word features (P in Table 4 ) are limited to certain specific words that have strong correlations with the DA types. For each feature p ∈ P, if the presence of certain specific words associated with p occur in an utterance, then p is set to true. The set of words for every p that corresponds to some dialogue act d was contructed by determining the discriminatory words for d using simple statistical analysis of the corpus (e.g. relative frequencies of words) as well as by an examination of the weights of different words learnt by the SVM classifier trained on a development dataset using unigram features alone. e.g.., the words continue and skip occur much more frequently in Command-Navigation than in other dialogue acts (see Table 5 ) and hence are included in p nav . Note however that not all discriminatory words in Table 5 were used. Only generic words, independent of any specific task, were selected (see Appendix A for details).
Syntactic Structure of Commands
The binary syntactic features (S in Table 4 ) were automatically extracted using the Stanford parser (Klein and Manning, 2003) . As in word-DA correlations, some of the syntactic structure-DA correlations were also identified by a manual in- 
Context Related Features
The local context (C in Table 4 ) provides valuable cues to identify the dialogue act associated with a user utterance. It was observed during the study that user utterance is influenced to a large extent by the immediately preceding system utterance. For example, 89.95% of all user utterances immediately following the system Prompt were observed to be Information-Task. In addition, most of the time (probability 87.5%), the first utterance issued for a task was Command-Intention.
Position-of-Word in Commands
Design of feature set B in Table 4 was inspired by an analysis of the corpus which revealed that certain dialogue acts are characterized by the presence of certain words at the beginning of the corresponding utterances. For example, 93.4% of all Command-Navigation utterances begin with a cursor-movement related word (e.g. next, previous, etc. see Appendix A for the complete list).
Task Related Features
Since it is possible for different tasks to exhibit different feature vector patterns for the same dialogue act, incorporating task name (T in Table 4 ) as an additional feature may therefore improve classifi- 
Classification Results
All classification tasks were performed using the WEKA toolkit (Hall et al., 2009 ). The classification experiments were done using Support Vector Machine (frequently used for benchmarking), J48 Decision Tree (appropriate for a small size mostly binary feature set) and Random Forest classifiers.
The model parameters for all classifiers were optimized for maximum performance. In addition, experiments were also performed to assess the utility of each feature set (Table 4) . Specifically, the performance of classifiers with different combinations (Groups 1-8 in Table 6 ) of feature sets was evaluated to assess the importance of each individual feature set. We primarily focussed on domain-specific feature sets (P, B, C and S). Observe that group G6 differs from any of G2 − G5 by exactly one feature set. This lets us to assess the individual utility of P, B, C and S. In addition, we also extended G6 by including U (G7) and T (G8) to determine if there was any noticeable improvement in performance. G1 with only unigram features serves as a baseline. All reported results (Table 7) are based on 5-fold cross validation: 632 instances for training and 158 instances for testing. Table 7 presents the classification results for different feature groups. The DA Self-Talk was excluded from classification due to insufficient number (2) of data points.
Classification Performance
Overall Performance: As seen in Table 7 , the tree-based classifiers (J48 and RF) performed better than SVM in a majority of the feature groups (6 out of 8). The random forest classifier yielded the best performance (91% Precision, 90% Recall) for feature group G6, whereas the G3-SVM combination had the lowest performance (69% Precision, 67% Recall). However, all groups includ- ing G3 did better than G1 with tree-based classifiers. G1 was consistently outperformed by the other groups.
Performance on dialogue acts: In 6/8 feature groups, the performance of SVM with respect to IT dialogue act was significantly worse than that of tree-based classifiers. However, SVM produced consistently good results (> 80% in most cases) for the CI and CT dialogue acts. All classifiers performed very well in case of CN dialogue act (> 80% for 7/8 groups). However, none of the classifiers performed well in case of QT.
Importance of feature sets
From Table 7 , it can be inferred that contextual features (C) do not contribute to improving overall classification performance. In particular, for each classifier, the difference in overall performance between groups G2 (excluding C) and G6 (including C) is very small (worst case: 1% difference in both P and R). However, inclusion of C significantly improved the classification performance of RF for QT and CI dialogue acts (18% improvement in P, 8% improvement in R for QT, 3% improvement in both P and R for CI). Even in case of J48, where group G6 yields the best performance,
Dialogue Act Discriminatory Rules
Command-Intention
Comand-Navigation contextual features were found to be a component of some of the high-confidence, high-support J48 rules (Table 8) for CI and QT. Similar claims can also be made for syntactic features(S), where although there is not much difference in overall performance between groups G5 and G6 (Worst Case: 2% drop in P, 1% drop in R), improvements were observed in case of RF for QT and CI dialogue acts (29% improvement in P, 4% improvement in R for QT, 4% improvement in P, 6% improvement in R for CI). Excluding either word-existential features (P) or word-position related features (B), however, caused a significant drop in overall performance (Worst case: 15% drop in P, 16% drop in R without P, 11% drop in both P and R without B). Table 8 further highlights the importance of feature set P, since over 50% of the high performing J48 rules (Table 8) have at least one feature of type P with true as their truth values.
It can be seen in Table 7 that adding either unigrams or task-name to the existing feature set of G6 does not affect the overall performance. However, the use of unigram features improved results of all the classifiers for the HT DA. No such DA specific improvements were seen with taskname as an added feature to G6. This suggests that the feature values of G6 for all DAs are taskindependent.
Prediction Errors
It is clear from Table 7 that the prediction accuracies of CM, QT and HT are not nearly as good as those of other dialogue acts. Table 9 provides some insights into this issue via illustrative examples from the corpus.
Notice that the errors in case of CI, CM and HT are mostly related to choice of words used in the utterances, whereas mistakes in the prediction of QT are mainly due to inadequate information or the incompleteness of the utterances. Therefore, it is recommended that the speech enabled web dialogue systems enforce a constraint requiring users to express their complete thoughts in each of their corresponding utterances.
Conclusion
Experiments with the dialogue act model described in the paper indicate that with a small set of simple lexical/syntactic features it is possible to achieve a high overall dialogue act recognition accuracy (over 90% precision and recall) using simple and well-known tree-based classifiers such as decision trees and random forests. It is hence possible to build speech-enabled dialoguebased assistive web browsing systems with low computational overhead that, inturn, can result in low latency response times -a critical requirement from a usability perspective for blind users. Finally, a dialogue model for non-visual web access, such as the one described in this paper, can be the key driver of goal-oriented web browsing -a next generation assistive technology that will empower blind users to stay focused on high-level browsing tasks, while the system does all of the low-level operations such as clicking on links, filling forms, etc., necessary to accomplish the tasks. Table 10 lists all the words associated with presence-of-word (P) and position-of-word (B) related features (Table 4 ) used in this work. Notice that all words specified in Table 10 are taskindependent. This ensures that the proposed feature set is generic enough to be applicable for a wide variety of tasks on the web. The proposed list of words can be easily extended by adding synonyms, which can be obtained automatically from publicly available sources like WordNet (Miller, 1995) . As explained earlier, the words in Table 10 were selected by performing simple statistical analysis of corpus and also by examining the word-weights produced by the SVM classifier trained on unigram features alone. In other words, some of the words in Table 10 were borrowed from Table 5 that lists discriminatory unigrams for different dialogue acts. Note that the task-dependent words (e.g. "Stanford", "airplane", etc.) in Table 5 were  ignored while constructing Table 10 . Table 11 presents an example of a dialogue that was collected during the execution of the Shopping task by a participant in the Wizard-Of-Oz study. For deeper understanding, the wizard actions for every user utterance are also listed.
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