ABSTRACT. We introduce a new method for maximizing a concave quadratic function with bounds on the variables. The new algorithm combines conjugate gradients with gradient projection techniques, as the algorithm of Mor e and Toraldo (SIAM J. on Optimization 1, pp. 93-113) and other well-known methods do. A new strategy for the decision of leaving the current face is introduced, that makes it possible to obtain nite convergence even for a singular Hessian and in the presence of dual degeneracy. We present numerical experiments. 
1. Introduction. In this paper, we consider the problem of maximizing a concave quadratic function subject to bounds on the variables. This problem (or its equivalent one: minimizing a convex quadratic function on a box) appears frequently in applications, for instance in nite di erence discretization of free boundary problems (Cea and Glowinski 1983] , O'Leary 1980] ), numerical simulation of friction problems in rigid body mechanics (L otstedt 1984] ), image reconstruction from projections (Herman 1980] ), implementation of robust methods for nonlinear programming (Nickel and Tolle 1989] ), etc.
Many successful algorithms for solving this type of problems are based on active set strategies (see Gill, Murray and Wright 1981] , Fletcher 1987] ). Brie y speaking, an active set method proceeds generating iterates on a face of the feasible polytope until either a maximizer of the objective function on that face or a point on the boundary of the face is reached. In the rst case the iterate is allowed to leave the current face and the algorithm continues working on a face of a higher dimension. Since the function values are strictly increasing, nite convergence is obtained. Many times, nite convergence results are based on the nite termination properties of the Conjugate Gradient Method for quadratic functions (Hestenes and Stiefel 1952] , Golub and Van Loan 1989] ). This classical approach has two main disadvantages: one is that constraints are added one at a time to the working set, a fact that leads to an excessive number of iterations in large scale problems. The other disadvantage is that the exact maximizer on the current working face is required before dropping constraints. Of course, obtaining the exact maximizer may require many conjugate gradient iterations if the dimension of the face is large.
In order to avoid the disadvantages of the active set strategy, a di erent type of algorithm, based on the gradient projection, was proposed by several authors. Bertsekas 1982] used a scaled gradient projection method for minimizing arbitrary functions subject to bound constraints, Dembo and Tulowitzki 1987] proposed the combination of the gradient projection method with conjugate gradients and, more recently, Mor e and Toraldo 1991] introduced an algorithm of the same type that has nite convergence if the problem is strictly convex and the solution is nondegenerate. Other authors, including Yang and Tolle 1986] , and Wright 1989] , followed the ideas of Dembo and Tulowitzki to introduce algorithms whose e ciency is currently under discussion.
In this paper, we present a new algorithm that combines an active set strategy with the gradient projection method. We avoid the necessity of nding an exact maximizer on a face by testing a computable criterion on the current iteration that, if satis ed, guarantees that the next point will have a higher function value than the maximum value of the function on a neighborhood of xed size, restricted to the current face. This property is essential to prove nite convergence for a (not necessarily strictly) concave quadratic without nondegeneracy assumptions. The gradient projection techniques are used to speed up the process of identifying the optimal face, but they play no role in the convergence analysis. Inside each face, we use the conjugate gradient method.
We tested the new algorithm with the Obstacle Problem, for which we obtained results comparable to those reported by Dembo and Tulowitzki and Mor e and Toraldo. Our results seem to be the best in problems with near degenerate solutions. In another collection of randomly generated tests our algorithm showed the same typical performance: few faces are visited before the optimal face is reached, and the behavior is insensitive to degeneracy. We observed the same behavior in a third collection of test problems related to image reconstruction, where the Hessian is always singular.
This paper is organized as follows: In Section 2 we describe the algorithm. In Section 3 we prove the convergence results. In Section 4 and 5 we describe some important features of the computer implementation. In Section 6 we present the computational experiments. Some conclusions and guidelines for future research are given in Section 7.
2. Basic method. We consider the problem of maximizing a concave quadratic funtion with bound constrained variables:
Maximize q(x) s:t: x 2 (2.1) where = fx 2 IR n j` x u;`< ug; q(x) = 1 2 x T Hx + b T x; and H is negative-semide nite.
We denote g(x) rq(x) Hx + b for all x 2 IR n . Let L > 0 be such that jjHjj L. (jj jj denotes the 2-norm of vectors or matrices.)
It is easy to see that
for all x; z 2 IR n .
We de ne an open face of as a set F I such that I is a (possibly empty) subset of f1; 2; : : : ; 2ng such that i and n + i cannot belong simultaneously to I for all i 2 f1; 2; : : : ; ng (2.3) and F I = fx 2 j x i =`i if i 2 I; x i = u i if n + i 2 I;`i < x i < u i otherwiseg:
(2:4) Therefore, the set is divided into 3 n disjoint faces. Let us call F I , the closure of each open face, F I ] the smallest linear manifold which contains F I ; S(F I ) the parallel subspace to F I ] and dim F I the dimension of S(F I ). Clearly, dim F I = n ? #I. For each x 2 let us de ne the projected gradient g P (x) 2 IR n as and so, by (2.5), g P (x) i = 0. The same argument leads to g P (x) i = 0 when x i = u i . Now, if (2.14) holds, we have by (2.9) that @q @x i (x) = 0. Thus, the desired result is proved.
In Lemma 2.1 we proved that a stationary point x for F I , either is a global solution of (2.1), or has a nonnull g C I (x). Thus g C I (x) should be a useful direction for escaping from a nonoptimal face. Observe that x can belong to di erent \closed faces" F I , so di erent vectors g C I (x) (g I (x)) can be de ned at a single point. However, only the vector g C I (x) (g I (x)) that corresponds to the unique open face F I containing x will be used in the algorithms. Now, we are able to de ne the following algorithm:
Algorithm 2.1. Main Model Algorithm. Let L > 0 be such that jjHjj L. Let x 0 2 be a given initial point, > 0. If x k 2 F I (I = I k = I(x k )) is the k-th approximation to a maximizer of q in and g P (x k ) 6 = 0; we de ne I minfu i ?`i j i 2 I or n + i 2 Ig and we obtain x k+1 by the following steps.
Step 1. Test if jjg I (x k )jj is small enough for leaving the face. Step 2. Find a new point not belonging to F I . Compute x k+1 2 ? F I such that q(x k+1 ) > q(x k ) + jjg I (x k )jjD k :
(2:17)
Step 3. 
Remark
In Section 3 we will prove that Algorithm 2.1 is well de ned and that it nds a solution x in a nite number of iterations. Now we intend to clarify the meaning of the steps that de ne the algorithm.
The main property of the algorithm is that, when a closed face F I is abandoned, no future iterate will belong to a ball with center x k and radius D k in F I . Since q is concave, we have that
for all x 2 F I such that jjx ? x k jj D k , and so, the property above follows from the monotonicity of q(x k ). At Step 1, we test su cient conditions for obtaining the required increase at Step 2.
In fact, let us consider the quadratic function de ned by
From (2.2) we have that, for 0,
The unconstrained maximizer of is = 1=L. Moreover, the maximizer of for 2 jjg I (x k )jjD k . If this happens, it turns out that the desired increase can be obtained. Procedures for obtaining this increase will be described in Section 4. However, we will see in the proof of Theorem 3.1 that, for getting the desired increase, it is su cient that, eventually, the choice x k + e jjg C I (x k )jj will be made.
On the other hand, if < jjg I (x k )jjD k , we judge that the set F I should be better explored, and our search for a new point is restricted to this set, with the single requirement that q(x k+1 ) > q(x k ). We are also going to describe in Section 4 the procedure for nding x k+1 when the maximizer along L k does not exist or when it lies outside F I .
The search direction when two consecutive points are in the same open face F I and when the condition for leaving the face is not satis ed is a conjugate gradient direction internal to the face. One of the referees pointed out that a conceptual di erence between Algorithm 2.1 and the other algorithms that combine gradient projection and conjugate gradient techniques is that our algorithm does not try to nd a good feasible point on the current face and move to another face when it is discovered that the face is not optimal. Instead, with the test of Step 1, we determine if a change of face will be bene cial and, in this case, the set I is modi ed and a new face is explored.
Our strategy has two consequences, one of them favors to stay on the current face, and the other favors to abandon it. On one hand, we only abandon the current face if we can guarantee that a point outside exists that has a functional value greater than the maximum of q on a ball of radius D k inside the face. Depending on the sharpness of the bound L, it is possible that the desired increase along g P or g C I could be obtained at the current iteration, even with a failure of the test. On the other hand, when the test recommends to leave the face, it is possible that the desired increase could be obtained inside the face, evidently, at a point x such that jjx?x k jj > D k . The probability of this occurrence decreases as D k increases, and the increase can be obtained only abandoning the face if D k is larger than its diameter . We take the point of view that the comparisons of
Step 1 represent a measure of the relation between the magnitudes jjg P (x k )jj (or jjg C I (x k )jj) and jjg I (x k )jj. If jjg I (x k )jj is small compared to jjg P (x k )jj (or jjg C I (x k )jj) we must abandon the face, and vice versa. The extreme cases are evident: if jjg C I (x k )jj = 0 we stay on the face and, if jjg I (x k )jj = 0 we abandon it. (2.17) and (2.19) give a geometrical meaning for intermediate situations.
We will see that our strategy also has interesting theoretical consequences.
3. Convergence results. In this section we prove the following theorems:
Theorem 3.1.Algorithm 2.1 is well de ned.
Theorem 3.2.If fx k g is a sequence generated by Algorithm 2.1, then fx k g terminates at a solution x of problem (2.1) in a nite number of steps. 
(3:9) Substracting (3.7) from (3.9) we obtain (3.5).
Proof of Theorem 3.1: If x k 2 F I is not a solution of problem (2.1), x k+1 is de ned either at
Step 2 or 4.
We get into Step 2 if
(3:11)
By Lemma 3.1 we have that x k + I ! C I (x k ) 2 ? F I .
If (3.10) holds, by (3.9), we have that If (3.11) holds, de ne = jjg C I (x k )jj=L. Then, by (3.9) and (3.11), we have that:
Therefore, when x k+1 is computed at Step 2, we have that
The objective of Step 2 is to obtain a point that satis es (2.17). By (3.12) we see that such a point exists. In fact, we proved that the maximizer of q(x) on the feasible part of the half-line de ned by g C I (x k ) satis es that inequality. So, any algorithm that eventually computes q at that trial point can be used at Step 2. (3.14)
iii) x k+1 6 2 F I and q(x k+1 ) > q(x) for all x 2 F I such that jjx ? x k jj D k :
(3.15) (A3) If x k 2 F I and F I does not contain a global maximizer of (2.1), there exists`> k such that x`6 2 F I . Proof: A1, A2 and A3 are direct consequences of the previous lemmas and the de nition of Algorithm 2.1. Lemma 3.6 There exists`0 2 IN such that, for all k `0 such that x k is not a global solution of (2.1), either (3.13) or (3.14) hold.
Proof: Suppose, on the contrary, that there exists an in nite set of indices K 1 IN such that for all k 2 K 1 ; x k is not a global maximizer of (2.1) and x k+1 satis es (3.15). Since the number of di erent faces F I is nite, there exists an in nite set K 2 K 1 such that x k belongs to a xed F I for all k 2 K 2 . So, for all k 2 K 2 we have that q(x k+1 ) > q(x) for all x 2 F I such that jjx ? x k jj D k .
But D k > 0. Therefore, q(x k+1 ) > q(x) for all k 2 K 2 ; x 2 F I ; jjx ? x k jj . Hence, for any two di erent k 1 ; k 2 2 K 2 ; k 1 < k 2 , we necessarily have that jjx k 1 ?x k 2 jj > 0. This is impossible, since F I is bounded. Therefore, the desired result is proved.
Proof of Theorem 3.2: By Lemma 3.6 we know that there exist`0 and F I such that x k 2 F I for all k `0. Thus, by (A3), F I contains a global maximizer of (2.1). Let k 0 be the rst index such that x k 2 F I for all k k 0 . Then, d k 0 = g I (x k 0 ) and all the subsequent points are obtained by conjugate gradient iterations inside F I . Thus, by the classical results of Hestenes and Stiefel 1952] and the theorem of Yang and Tolle 1986] for the case where the Hessian is singular, we have that for some k k 0 ; g I (x k ) = 0. But, if g C I (x k ) 6 = 0; x k+1 would be de ned and x k+1 6 2 F I . This is impossible, so g C I (x k ) = 0. Then, by Lemma 2.1, x k is a global maximizer of (2.1).
4. Search on the piecewise linear path. In this section we specify how we e ectively implement the steps 2 and 4 of the Model Algorithm 2.1. Remember that at
Step 2, we require that the new point satis es (2.17), while at Step 4 we only require (2.18). However, both steps will be implemented using a backtracking search along the polygonal path de ned by a search direction. There are only minor di erences between our projected search and the one of Mor e and Toraldo 1991], due to the fact that a singular Hessian may occur in our case, causing unboundedness of q along the corresponding line, and to the fact that we do not use an Armijo condition for stopping the search, as Mor e and Toraldo do.
We de ne the projection P : IR n ! by P(x) i = x i if`i x i u i u i if x i > u ì i if x i <`i: Assume that x k is the current k-th approximation of the solution of the problem and that d k is a feasible ascent direction. Given the search direction d k , the new point x k+1 P(x k + k d k ) is computed by a backtracking search along the polygonal path fP(x k + d k ) j > 0g. If we are at
Step 2 of Algorithm 2.1, we stop the search when q(P(x k + d k )) > q(x k ) + jjg I (x k )jjD k and, if we are at Step 4 of Algorithm 2.1, the stopping criterion of the search is q(P(x k + d k )) > q(x k ).
At
Step 2 of Algorithm 2.1, if we de ne d k = g C I (x k ), we have already seen, in Section 3, that the maximizer of q in the rst segment determined by d k satis es (2.17). Therefore, since in the backtracking search we eventually evaluate q at this point, it turns out that , with this de nition of d k , we obtain in nite time a point x k+1 = P(x k + d k ) that satis es (2.17) . However, numerical experimentation and tradition recommend that we consider the projected gradient as a possible direction for de ning the piecewise linear path. Frequently, the utilisation of the direction g P (x k ) produces a point that satis es (2.17). But, especially in nearly degenerate situations, this is not the case. Therefore, we cannot base our strategy for leaving the face only on the projected gradient, and so, the direction g C I (x k ) should be eventually used. Summing up, let us de ne two possible strategies for leaving the face at Step 2 of Algorithm 2.1. The rst one is based just on g C I (x k ), and the second one tries g C I (x k ) only in the case of a failure with g P (x k ). These two strategies are described in Algorithms 4.1 and 4.2.
Algorithm 4.1. Strategy for leaving the face based on g C I (x k ).
De ne d k = g C I (x k ). Perform the backtracking search and de ne x k+1 = P(x k + d k ).
Algorithm 4.2. Strategy for leaving the face based on g P (x k ) and g C I (x k ).
De ne d k = g P (x k ). Perform the backtracking search.
Else, execute Algorithm 4.1.
5. Strategy for the choice of D k . The parameter D k , which must be chosen at Step 1 of Algorithm 2.1, plays a major role in the overall behavior of the method. By the theory developed in Section 3, we know that, when we escape from the current face at Step 2, then, by (2.17), the ball with center x k and radius D k will never be visited again. Therefore, if D k is greater than the diameter of the face, we guarantee that the whole face will not be visited again. If D k is small, the probability of returning to the current face is much greater. On the other hand, when D k is large, the test for leaving the face is harder to satisfy, and a lot of Conjugate Gradient iterations inside the face could be necessary. If D k is small, the test for leaving the face tends to be satis ed if g C I (x k ) 6 = 0 and so, in general, the face is abandoned if the projected gradient is di erent from the internal gradient g I (x k ). So, if we choose a very small D k for all k = 0; 1; 2; :::
and we use Algorithm 4.2 for leaving the face, the behavior of Algorithm 2.1 will be very similar (at least in nondegenerate situations) to a pure Gradient Projection method with Conjugate Gradient iterations for accelerating the process inside the open faces.
The freedom in the choice of D k , allowed by Algorithm 2.1, can be exploited by many heuristic strategies, that proved to be useful in related methods. In fact, any algorithm that combines projected searches for leaving the face with Conjugate Gradient iterations, necessarily faces the practical problem of giving e cient rules for deciding when to stay in the current face or when leaving it. Our heuristics is an adaptation to our framework of a strategy introduced by Mor e and Toraldo 1991]. The philosophy underlying this heuristics is that when the Conjugate Gradient iteration is making good progress, we should continue doing this type of iterations and, conversely, if the behavior of the C-G method is poor, the criterion for leaving the face should be relaxed with 6. Numerical experiments. In this section, we study the practical behavior of our algorithm.
We implemented our algorithm in double precision FORTRAN. We use Algorithm 2.1, with the interpolatory backtracking projected searches described in Section 4, Algorithm 4.2 as strategy for leaving the face, and the choice of D k described in Section 5. Alternatively, in some experiments, Algorithm 4.1 will be used instead of Algorithm 4.2. In some problems, the matrix H is explicitly available. In these cases, we choose L = jjHjj 1 . In other cases, H is not computed explicitly, but it has the form H = A T A, where A is an m n matrix.
We use L = jjAjj 1 jjAjj 1 in these cases. In any practical situation, we recommend that L should be chosen as the best possible bound for jjHjj that can be obtained with a low cost.
When, in a practical problem, a variable is unbounded (above or below) we impose an articial (upper or lower) bound so that our algorithm can be applied. When both lower and upper bounds are natural, we recommend using a criterion based only on M k to determine D k at each iteration. In other words, in that case we use a very large value of , so that D k = D I =M k for all k. On the other hand, if some of the bounds that determine de diameter of F I are arti cial, it is better to bound the size of the ball that will not be revisited by meaningful values of k since, in this case, D I =M k could be arti cially large. Since all our experiments have natural bounds, we chose 0 = = 10 10 , so that M 0 is the only parameter that essentially determines the ball size D k .
In all our tests the number of function evaluations was practically the same as the number of iterations. So, the computer time of the method in di erent computer environments was roughly proportional to the number of iterations. We used a PC-XT microcomputer with oating point co-processor and the Microsoft Fortran 77 compiler for running the rst two sets of test problems.
In these problems, the results for n = 10000 were obtained using a VAX 785 with the VMS operational system. In the third set of test problems we used a SUN Workstation.
Test Problems
1) The Obstacle Problem. (See Ciarlet 1978, pp. 287 -296] , Dembo and Tulowitzki 1987] , Mor e and Toraldo 1991]). This problem consists of nding the equilibrium position of an elastic membrane which passes through a curve ?. In our study, we considered three problems described by Dembo and Tulowitzki, which correspond to di erent bounds on the solution. We denote u(x; y) and v(x; y) the lower obstacle function and the upper obstacle function respectively. In Problem A we set u(x; y) = p 1 sin(3:2x)sin(3:3y)] p 2 and v(x; y) = 2000. In Problem B, u(x; y) = sin(9:2x)sin(9:3y)] p 2 and v(x; y) = u(x; y) + 0:02. Finally, in Problem C, u(x; y) = 16x(1 ? x)y(1 ? y)] p 1 and v(x; y) = u(x; y) + 0:01.
We used the ve-point nite-di erence approximation to the Laplace operator. After discretization, the Obstacle Problem becomes a quadratic programming problem with box constraints, where the Hessian matrix H is such that jjHjj 8. So, we set L = 8 in the implementation of Algorithm 2.1.
We used the stopping criterion jjg P (x k )jj 10 ?5 . Higher precisions can be obtained, however this is the stopping criterion used in Dembo and Tulowitki 1987] and Mor e and Toraldo 1991].
We ran many tests varying the values of M 0 . The best results were obtained with a large value for M 0 , which favors projected gradient iterations over conjugate gradient iterations. We will see that in other problems this is not the case.
We report the results of the experiments, for M 0 = 10 9 .
We used the following starting points: a) x 0 =`= (`1; :::;`n) T . b) x 0 = 1 = (1; :::; 1) T . c) x 0 = u = (u 1 ; :::; u n ) T 
The results of the experiments are given in Table 1 . In this table, NI represents the number of iterations used to satisfy the convergence criterion and DT is the number of iterations reported by Dembo and Tulowitki for their algorithm CGP. We observe that, in general, our results are better than those reported by Dembo and Tulowitzki . In problem A, with p 1 = 0:3 and p 2 = 1 the performance of the algorithm of Dembo and Tulowitzki is poor. They suggest that the reason for this poor performance is numerical dual degeneracy of the problem. Our algorithm behaved well in this case, perhaps because nondegeneracy is irrelevant for the convergence properties of the algorithm. Mor e and Toraldo report the performance of their algorithm for Problem A, with p 1 = 1, p 2 = 1 and n = 10000, and for other obstacle problems with dimensions di erent from the ones reported here. For this problem, it seems that the overall performance of their algorithm is similar to ours. The spirit of the Mor e -Toraldo method is di erent from ours in that they perform conjugate gradient iterations not only inside a face, but also out of its bounds, in order to nd a suitable \truncated Newton" direction, internal to the current face. It could be argued that in many cases this strategy could take a lot of time wasted with infeasible points, but, in fact, it is not di cult to construct examples where nding the \truncated Newton " direction is more e cient than our strategy. Examples where the opposite behavior occurs are easy to obtain too. In any case, our criteria for leaving the face, which is the central contribution of this paper, can be easily adapted to truncated 2) Random Problems.
We tested our algorithm with a set of random problems described in Mor e and Toraldo 1989], with n = 1000. We call nsing the number of zero eigenvalues of H. In the nonsingular cases, the condition number of H is 10 3 . Degenerate problems depend on a parameter kdeg, which indicates the number of zeros in rq(x ) corresponding to active components of x . Problems with kdeg > 0 are degenerate. If kdeg = 0, the parameter ndeg is a measure of \near -degeneracy". The greater the value of ndeg the more \near degenerate" the problem is. na(x ) and na(x 0 ) represent the number of active bounds at x and x 0 respectively.
The stopping criteria in all tests is jjg P (x k )jj 10 ?10 and we used the obvious bound L = jjHjj. As in the previous cases, we used 0 = = 10 10 , and we tested di erent values for M 0 . Convergence was achieved in all the tests. In about 10 per cent of the tests, searches along g C I (callings to Algorithm 4.1 from Algorithm 4.2) were necessary in order to satisfy the criterion for leaving the face.
In all the nonsingular problems we obtained jjx ?x k jj 10 ?8 , where x k is the nal iteration.
On singular problems the nal x k obtained by our method was always di erent from x .
However, we obtained jq(x ) ? q(x k )j < 10 ?8 in all cases.
We observed that for nonsingular problems, and M 0 2 f1; 100; 1000g the number of iterations shows some sensitivity to degeneracy, while this is not so clear for the number of faces visited, meaning that degeneracy may cause an increase of the work inside each face . In singular problems no essential di erence with the nonsingular case appeared except that NI seems to be less sensitive to degeneracy. For degenerate problems the performance was very similar to that of the case ndeg = 12.
For M 0 = 10 9 , a phenomenon similar to zig-zagging occurred in problems 16 and 18. In these two problems, ndeg = 12, and na(x ) = 900, so that they have a high degree of \near-degeneracy" and a great number of constraints had to be added to the active set. In order to investigate the potentiality of the direction g C I of correcting zig-zagging, we solved problems 16 and 18 with M 0 = 10 9 but using always Algorithm 4.1 (g C I as rst direction tried at Step 2 of Algorithm 2.1) instead of Algorithm 4.2. The results were very impressive. In Problem 16, the number of iterations decreased from 1345 to 810 and the number of faces visited decreased from 489 to 149. In problem 18, convergence was achieved in 1096 iterations after visiting 191 faces when we used Algorithm 4.1, while, using Algorithm 4.2, 2091 iterations and 870 faces were necessary. For M 0 = 10 6 we obtain the best results in terms of number of iterations ( or computer time) . The results are presented in Table 2 . In the column NI we report the number of iterations performed and in the column NF we indicate the number of times a constraint is abandoned. We observed that, in many tests, NF was much lower for M 0 = 10 3 than for M 0 = 10 6 . However, the number of iterations was lower for M 0 = 10 6 , showing that NF is not a good parameter for measuring the e ciency of our algorithm. For M 0 = 10 9 , NI was much greater than for M 0 = 10 6 .
Problem nsing kdeg ndeg na(x ) na(x 0 ) NI NF 1=2 . Therefore, we may use L = 8h for running Algorithm 2.1. Observe that in all the algorithms described, only matrix-vector products Hv are required and so, the matrix H should not be stored explicitly.
In our experiments, we used`= 0 and u = 1. u (x; y) = minf1; u 1 (x; y) + u 2 (x; y)g In all the experiments we used x 0 i = 0 for all i = 1; :::; n, and ndiv = 256. So, the number of variables n is 65536.
The numerical results are given in Table 3 7. Conclusions. The algorithm introduced in this paper seems to be a useful technique for solving quite general very large scale quadratic programming problems subject to bound constraints. There is no necessity of strict concavity and dual nondegeneracy is not required for nite convergence. Matrix factorizations are not used. These features are appealing for very large scale problems. The convergence properties of our algorithm in the presence of dual degeneracy were conrmed by numerical experiments. This seems to be a very attractive feature since many successful algorithms for solving these problems have serious di culties with near -degeneracy (see Coleman and Hulbert 1990] ).
For theoretical reasons, our algorithm should be recommended when we suspect of dual degeneracy or singularity of the Hessian. Clearly, we cannot predict dual degeneracy at the solution of a problem in advance, but singularity can be predicted in many practical situations, for example, when we have a linear m n least squares problem with m < n, as in the case of our third set of experiments. Problems that come from the discretization of ill-posed inverse problems generally have singular or nearly singular Hessians. We are currently applying our algorithm to the regularization of this type of problems, with encouraging preliminary results. We think that for these problems, the strategy of using only feasible points is more e cient than the strategy of truncated Newton iterations inside the face, mentioned in Section 6. As a limit case, if the quadratic is almost linear, truncated Newton iterations would have no advantage at all.
As a general purpose algorithm for large -scale bound constrained quadratic programming, we recommend to set the important parameter M 0 greater than 10 3 . In fact, M 0 = 10 3 is our personal preference, but we were surprised by many tests where the best choice was much greater. This work can be extended in two main directions (See Friedlander and Mart nez 1991] ). First, for nonquadratic concave problems we can prove that the convergence properties of natural generalizations (except nite termination) still hold. Second, the possibility of handling inde nite problems is a matter of current research.
