Orbital formal normal forms for general Bogdanov–Takens singularity  by Stróżyna, Ewa & Żołądek, Henryk
J. Differential Equations 193 (2003) 239–259
Orbital formal normal forms for general
Bogdanov–Takens singularity$
Ewa Stro´
.
zyna and Henryk
.
Zo"a˛dek
Institute of Mathematics, Technical University of Warsaw, Pl. Politechniki 1, 00-661 Warsaw, Poland
Received August 23, 2002; revised March 3, 2003
Abstract
We solve completely the problem of classiﬁcation of germs of complex planar vector ﬁelds
with nilpotent singularity with respect to formal orbital equivalence.
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1. Introduction
Takens [Ta] began the study of germs of vector ﬁelds of the form
’x ¼ y þ?; ’y ¼?; ð1:1Þ
where ‘‘y’’ denote non-linear terms. Such singularities are called Bogdanov–Takens
singularities. In this work we consider the situation with complex equations, i.e.
ðx; yÞAðC2; 0Þ and the time is also complex.
Takens had shown that there exists a formal change of coordinates x; y; which
reduces (1.1) to
’x ¼ y þ aðxÞ; ’y ¼ bðxÞ; ð1:2Þ
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where aðxÞ and bðxÞ are formal power series. Some authors use the following,
equivalent to (1.2), prenormal form (the Lie´nard system):
’x ¼ y; ’y ¼ bðxÞ þ ycðxÞ: ð1:3Þ
The form (1.2), which we call Takens prenormal form, is not the ﬁnal normal form
with respect to the orbital equivalences as well as with respect to the non-orbital
equivalences.
Baider and Sanders [BaSa] have improved the result of Takens. Using non-orbital
equivalences (i.e. changes of x; y but not the time), they have shown that some
coefﬁcients in the series
aðxÞ ¼ arxr þ arþ1xrþ1 þ?; bðxÞ ¼ bs1xs1 þ bsxs þ?; rX2; sX3 ð1:4Þ
can be made equal zero. Their work was continued in the papers [KOW] by Kokubu,
Oka and Wang and [WCW] by Wang, Chen and Wang, but the classiﬁcation is still
not ﬁnished and many cases remain to be studied.
The systematic study of complex nilpotent singularities from the orbital
classiﬁcation point of view has begun with the works of Cerveau and Moussu
[CeMo], Elizarov et al. [EISV], Loray and Meziani [Lo,LoMe,Me] and the authors
[StZo,St]. In particular, in [Lo,StZo] a complete formal orbital normal form was
obtained for the case so2r (see (1.4) with arbsa0), called generalized cusp. In [St] a
complete formal orbital normal form was obtained for the case 2ros; called
generalized saddle node. (It is worth mentioning that the works of Bogdanov [Bo] and
Sadovskii [Sa] were also devoted to such classiﬁcation; however, those results turned
out to be wrong and contradict the results from [Lo,StZo].)
The present work is devoted to orbital classiﬁcation of nilpotent singularities in
the remaining case
s ¼ 2r;
called generalized saddle (in [StZo]).
2. The results
Consider a two-parameter family of vector ﬁelds VH ¼ ðy þ axrÞ@x þ bx2r1@y; i.e.
’x ¼ y þ axr; ’y ¼ bx2r1 ð2:1Þ
in the complex space. We assume that ða; bÞAC2\ð0; 0Þ:
Applying the orbital change x-ax; y-by; dt-g dt; we ﬁnd a new system ’x ¼
ðbg=aÞy þ ðaar1gÞxr; ’y ¼ ðba2r1g=bÞx2r1 and, assuming bg=a ¼ 1; we get a change
ða; bÞ-ðn2a; nbÞ; nAC: Therefore, we shall treat system (2.1) as parametrized by the
elements ½a : b of the (one-dimensional) weighted projective line CP1w :¼
ðC2\ð0; 0ÞÞ=C (with the C-action as above). The representatives of the orbits C 	
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½x : Z can be chosen as follows (for example):
ða; bÞ ¼ ð1; Z=x
2Þ if ½x : Za½0 : 1;
ð0; 1Þ otherwise
(
ð2:2Þ
(note that this section is not continuous at the point ½0 : 1Þ:
Putting z ¼ xr and dividing by xr1; we get from (2.1) the linear system
.
z ¼ raz þ ry; ’y ¼ bz: ð2:3Þ
We call (2.3) principal linear system.
Its eigenvalues are equal
l1;2 ¼ r
2
a7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 4b=r
p 
:
Their ratio
l ¼ a 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 4b=r
p
a þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 4b=r
p ð2:4Þ
is an algebraic function on CP1w:
Proposition 2.1. The critical point z ¼ y ¼ 0 of system (2.3) is
1. ðk : lÞ-resonant node ðl ¼ k
l
; k; l natural) iff
½a : b ¼ ½ðk þ lÞ : klr;
2. ðk : lÞ-resonant saddle ðl ¼ k
l
Þ iff
½a : b ¼ ½ðk  lÞ : klr;
3. a focus ðleRÞ iff
a2=bAC\ðN;4=r\½0;NÞ;
4. a non-resonant node iff
a2=bo 4=r; ½a : ba½ðmþ 1Þ : mr; mAQ;
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5. a non-resonant saddle iff
0pa2=b; ½a : ba½ðmþ 1Þ : mr; mAQ;
6. a saddle node ðl ¼ 0Þ iff
½a : b ¼ ½1 : 0:
Note that the case l ¼ 1 corresponds to a ¼ 0; i.e. the generalized cusp case; we
can treat it as a particular case of a saddle.
Deﬁnition. Two germs V ; V 0 of analytic vector ﬁelds in ðC2; 0Þ are formally
(respectively analytically) orbitally equivalent iff there is a formal (respectively
analytic) diffeomorphism G of ðC2; 0Þ transforming the phase curves of V to the
phase curves of V 0: This means that there is a formal (respectively analytic) function
c; cð0Þa0 such that c 	 V 0 ¼ G1%V3G:
In the following theorems, we present a classiﬁcation of vector ﬁelds of
the form
V ¼ VH þ W ; ð2:5Þ
where VH is given in (2.1) (with the parameters a; b deﬁned by the agreement (2.2))
and W is of higher order with respect to the quasi-homogeneous gradation gdeg
deﬁned by
gdeg x ¼ gdeg @x ¼ 1; gdeg y ¼ gdeg @y ¼ r:
(Thus gdeg VH ¼ r  1:)
Denote also
EH ¼ x@x þ ry@y; ð2:6Þ
the quasi-homogeneous Euler field.
Theorem 2.2. Assume that V in (2.5) is such that the principal linear system (2.2)
corresponding to VH is either non-resonant (cases 3,4 or 5 of Proposition 2.1) or a
ðk : lÞ-resonant node with k; l41 gcdðk; lÞ ¼ 1:
Then it is formally orbitally equivalent to one of the following orbitally non-
equivalent fields:
(i) VH ; or
(ii) the field
VH þ xtð1þ fðxÞÞ@x; ð2:7Þ
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where ta0 ðmod rÞ; t4r and
fðxÞ ¼
X
jatðmod rÞ
ajx
j ð2:8Þ
is a formal power series, fð0Þ ¼ 0:
Two vector fields V and V 0 of the form (2.7) with exponents t; t0 and series f;f0
are orbitally equivalent iff t ¼ t0 and f0ðxÞ  fðaxÞ for some constant a satisfying
atr ¼ 1:
Theorem 2.3. Assume that the principal linear system (2.2) is a ðk : 1Þ-resonant node.
Then V is formally orbitally equivalent to one of the following orbitally non-
equivalent fields:
(i) VH ; or
(ii) the field
V ¼ VH þ xkr@x ð2:9Þ
for k41; or
(iii) the field
V ¼ VH þ cxkr@x þ xtð1þ fðxÞÞ@x; ð2:10Þ
where ta0 ðmod rÞ; t4r; c ¼ 0 for k ¼ 1 and
fðxÞ ¼
X
jatðmod rÞ
jakr
ajx
j:
Two vector fields of the form (2.10) with parameters c; c0 exponents t; t0 and series
fðxÞ;f0ðxÞ are orbitally equivalent iff t0 ¼ t; c0 ¼ aðk1Þrc and f0ðxÞ  fðaxÞ for some
a satisfying atr ¼ 1
The field V with formal orbital normal forms: VH for k ¼ 1; (2.9) and (2.10) with
ca0 have only one analytic separatrix.
Theorem 2.4. Assume that the principal linear system (2.2) is a ðk0 : l0Þ-resonant
saddle with gcdðk0; l0Þ ¼ 1:
Then V is formally orbitally equivalent to one of the following orbitally non-
equivalent fields:
(i) VH ; or
(ii) the field (2.7) with ta0ðmod rÞ; t4r and
fðxÞ ¼
X
jþt ðmod rÞa0 or jþtðmod r0Þ¼r
jðmod r0Þa0
ajx
j;
where r0 ¼ ðk0 þ l0Þr; or
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(iii) the field (2.7) with t ¼ r þ n0r0 for some integer n0 and
fðxÞ ¼ an0r0xn0r0
or
(iv) the field (2.7) with t ¼ r þ n0r0 and
fðxÞ ¼ an0r0xn0r0 þ aj0xj0 þ
X
j4j0
jðmod rÞa0
jaj0þn0r0
ajx
j ;
where aj0a0 for some j040; j0a0ðmod rÞ:
Two fields V ¼ VH þ xtð1þ fðxÞÞ@x and V 0 ¼ VH þ xt0 ð1þ f0ðxÞÞ@x are orbitally
equivalent iff t ¼ t0 and f0ðxÞ ¼ fðaxÞ for some number asatisfying atr ¼ 1:
Remark 2.5. Let us comment on this result and compare it with the result of
[Lo,StZo] concerning the generalized cusp case ½a : b ¼ ½0 : 1: (Here we forget about
the discontinuous section (2.2) to the projection C2\ð0; 0Þ-CP1w:Þ Thus we write the
corresponding ﬁeld from [StZo] as follows:
’x ¼ 2y þ xt þ?; ’y ¼ 2rx2r1 þ?;
where t4r: We have r0 ¼ 2r: (In fact, in [StZo] the exponent r and t are denoted
differently, by k ¼ s=2 and r; respectively.)
The normal forms in [StZo] are the following:
* XH ¼ VH (the Hamiltonian vector ﬁeld with H ¼ y2  x2rÞ;
* XH þ xt1ð1þ fðxÞÞEH ; with ta0ðmod rÞ and fðxÞ ¼
P
ja0;tðmod 2rÞ cjx
j;
* XH þ xt1ð1þ c2n0rx2n0rÞEH ; with t ¼ r þ 2n0r;
* XH þ xt1ð1þ fðxÞÞEH ; with t ¼ r þ 2n0r and fðxÞ ¼ c2n0rx2n0r þ cj0xj0 þ
P
cjx
j ;
where the latter sum runs over j4j0; ja0 ðmod rÞ and jaj0 þ 2n0r:
Note that the condition j þ tðmod rÞa0 or j þ tðmod r0Þ ¼ r (from Theorem 2.4)
for r0 ¼ 2r means the condition ja tðmod 2rÞ: Thus we see that the result of [StZo]
would agree with Theorem 2.4, if one could replace the Euler ﬁeld EH ¼ x@x þ ry@y
(see (2.6)) by the ﬁeld x@x: It is not difﬁcult to show that these two representations
are equivalent; for details see [Lo,StZo].
One can simplify further the forms from Theorem 2.4. Thus the form (ii) can be
replaced by
VH þ xt1
1þ P
0pior0
iatðmod rÞ or i¼rtðmod r0Þ
xifiðHÞ
" #
EH ;
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where fiðHÞ are power series in H: In case (iii) we have the equivalent form
VH þ xr1Hn0ð1þ mHn0Þ1EH :
In case (iv) we can put
VH þ
xr1Hn0þ P
0pior0
ia0ðmod rÞ
xi1fiðHÞ
" #
EH ;
where in the latter sum one additional monomial is absent; it is xi01Hk0þn0 ; where
xi01Hk0 is a monomial of minimal degree in the sum.
Remark 2.6. Although we have assumed r41 (see Eq. (1.4)), the results of
Proposition 2.1 and Theorems 2.2–2.4 hold true also in the case r ¼ 1:
Therefore V is orbitally equivalent to VH ; its linear part, if the point ð0; 0Þ is non-
resonant or is a ðk : lÞ-resonant node with k; l41:
If ð0; 0Þ is a ðk : 1Þ-resonant node, then V is orbitally equivalent either to VH (for
k ¼ 1) or to ðy þ ðk þ 1Þx þ cxkÞ@x  ky@y: For k ¼ 1 the matrix of VH has a two-
dimensional Jordan cell and for k41 the obtained ﬁeld is equivalent to the standard
ﬁeld x1@x1 þ ðkx2 þ cxk1Þ@x2 (see [ArIl]). It is worth noting that in the latter two cases
the reductions use only changes of variables (are non-orbital).
If the origin is a ðk0 : l0Þ-resonant saddle, then the orbital normal form from
Theorem 2.4 is either VH ; or VH þ x1þn0r0ð1þ mxn0r0Þ@x; r0 ¼ k0 þ l0; mAC: The
latter is formally orbitally equivalent to the well-known 1-parameter family x1½k0 þ
wn0ð1þ mwn0Þ@x1  l0x2@x2 ; w ¼ xl01 xk02 (see [ArIl]).
Remark 2.7. It seems that in some situations our normal forms are analytic. This
concerns the cases of Theorem 2.2, when the principal linear system is a focus or a
node, and of Theorem 2.3. Probably estimates, similar to that of proof of analyticity
of the Takens prenormal form from [StZo], would work here. We plan to study this
subject in a separate paper.
Remark 2.8. It would be desirable to compare our formal orbital normal forms (i.e.
also those from [St,StZo]) with the formal non-orbital normal forms obtained in
[BaSa,KOW,WCW]. As expected, in the non-orbital case there remain more non-
zero aj’s and bj ’s in Eq. (1.4) and description of the sets of corresponding indices j’s is
much more complicated.
In [BaSa] a complete classiﬁcation was obtained in the case of generalized saddle
node, but we do not present it here.
In [WCW] the cases r ¼ 2; s ¼ 3 and r ¼ 4; s ¼ 3 (the cusp singularities) were
solved completely. One has aðxÞ ¼PjX2;ja0 ðmod 3Þ ajxj; bðxÞ ¼ x2 þ b3x3 in the ﬁrst
case and aðxÞ ¼PjX4;ja0 ðmod 3Þ ajxj; bðxÞ ¼ x2 þ b3x3 þ b6x6 (with the restriction
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88a5a183b3a4Þ in the second case. In the corresponding orbital normal forms from
[StZo] one has aðxÞ ¼PjX2;ja0;2ðmod 3Þ ajxj; a2 ¼ 1; bðxÞ ¼ x2 and aðxÞ ¼P
jX4;ja0;4ðmod 3Þ ajx
j ; a4 ¼ 1; bðxÞ ¼ x2; respectively.
In [KOW] for r ¼ 2; s ¼ 4 and non-resonant principal linear system the non-
orbital normal form with aðxÞ ¼ x2; bðxÞ ¼PjX3 bjxj was obtained. It is hard to
compare it with Theorem 2.2, where bðxÞ ¼ bx3 and either aðxÞ ¼ x2 or aðxÞ ¼
x2 þ xtð1þPjatðmod 2Þ ajxjÞ:
In, [BaSa] there are also some partial results concerning the generalized cusp and
generalized saddle cases; we do not present them here.
The non-orbital results were obtained in purely algebraic way (Lie algebra of
polynomial vector ﬁelds). Our approach is more analytic (phase portraits, ﬁrst
integrals and integrating factors).
We ﬁnish this section with a discussion on the resolution of the singularity x ¼ y ¼
of the (formal) vector ﬁelds described in Theorems 2.2–2.4. This will partially explain
our results and will be used in further sections.
We use the quasi-homogeneous blowing-up, which means rewriting the vector
ﬁeld V ¼ VH þ W (see Eq. (2.5)) in the variables x; u ¼ y=xr and division by xr1:
We get the system
’x ¼ xðu þ aÞ þ Oðx2Þ; ’u ¼ b  aru  ru2 þ OðxÞ: ð2:11Þ
We have the singular points p1;2 : x ¼ 0; u ¼ u1;2 ¼ 12ða7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 4b=r
p
Þ: Since ba0;
we have u1;2a0;N (which means that our blowing-up is sufﬁcient for qualitative
study of the phase portraits).
The case p1 ¼ p2 occurs when a2 þ 4b=r ¼ 0; what corresponds to the
(1:1)-resonant node in the principal linear system (see Eq. (2.4)). The singular
point p1 ¼ p2 is a saddle node for system (2.11). Its center separatrix is x ¼ 0
and its strong separatrix takes the form u ¼ a
2
þ OðxÞ and is analytic.
It is well known that a saddle node can have at most two analytic
separatrices.
In the case a2 þ 4b=ra0 each point p1;2 has the following eigenvalues: l1ðp1;2Þ ¼
1
2
ða7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 4b=r
p
Þ (in the x-direction) and l2ðp1;2Þ ¼8r
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ 4b=r
p
(in the u-
direction). It follows that when the principal linear system is non-resonant, the
corresponding ratios lðp1;2Þ ¼ ðl2=l1Þðp1;2Þ are also not rational.
In the resonant cases ½a : b ¼ ½ðk þ lÞ : klr; k4jlj and l positive or negative, we
have lðp1Þ ¼ ðklÞrk and lðp2Þ ¼ ðklÞrl :
In the case of resonant saddle of the principal linear system (lo0Þ the points p1;2
are also saddles, each with two analytic separatrices.
In the case of resonant node of the principal linear system ð0olokÞ the point p1 is
a saddle, while p2 is a ððk  lÞr : lÞ-resonant node. When l ¼ 1 the ratio lðp2Þ ¼
ðk  1Þr is natural. It turns out that the term cxkr@x in the vector ﬁeld (2.10) gives the
resonant term rcu2xðk1Þr@u in the local expansion of the vector ﬁeld (2.11) near p2:
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Its presence causes local non-linearizability of (2.11) near p2 and absence of
separatrices (different from the divisor x ¼ 0) of the point p2:
(To be precise, we write (2.11) in the form
du
dx
¼ rðu  u1Þðu  u2Þ  rcx
ðk1Þr þ?
xðu þ a þ cxðk1Þr þ?Þ
and we look for a separatrix in the form u ¼ u2 þ dxðk1Þr þ?: Substituting it into
the above equation gives the following contradiction dðk  1Þr ¼ ðl2d  rcu2Þ=l1 in
the coefﬁcients before xðk1Þr1Þ:
The above arguments give the last statement of Theorem 2.3 (about absence of
two separatrices).
In the other cases of resonant node of the principal linear system there are
two possibilities: either lðp2ÞeN (and there exists a separatrix), or lðp2ÞAN
(e.g. when ljr). In the second case we cannot so quickly answer whether the point p2
has a non-trivial analytic separatrix.
3. Three methods
In the case of generalized cusp the formal normal form was proved in [Lo,StZo] in
two different ways. In [St] another (direct) method was used in the case of
generalized saddle node (i.e. b ¼ 0 in (2.1)). In this section we discuss all those
methods. As the reader will see, only the method from [StZo] is general enough to
give a uniﬁed proof of all Theorems 2.2–2.4.
We begin with the Loray’s method. Loray uses the formalism of differential forms,
but we rewrite it in terms of vector ﬁelds and bivector ﬁelds.
The principal assumption in the Loray’s method is the following:
there exist two analytic separatrices for (2.5).
This assumption holds automatically for all cases when the principal linear system
(2.2) is not resonant or is a resonant saddle, but generally it does not hold in the case
of ðk : 1Þ-resonant node (see the previous section).
Assume that we have the vector ﬁeld (2.5), i.e. V ¼ VH þ W with gdeg W4r  1;
with two analytic separatrices. The resolution of the singularity x ¼ y ¼ 0 shows that
the two separatrices are of the form y  u1xr þ? ¼ 0 and y  u2xr þ? ¼ 0; where
u1;2 are given by the equation ru
2 þ aru  b ¼ 0: The curves y ¼ u1;2xr are the
separatrices of the principal linear vector ﬁeld (2.3).
One can apply an analytic diffeomorphism of ðC2; 0Þ which reduces the
separatrices to
y ¼ u1xr; y ¼ u2xr: ð3:1Þ
Assume then that V is tangent to the curves (3.1).
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Lemma 3.1. We have then
V ¼ f ðx; yÞ 	 VH þ gðx; yÞEH ; ð3:2Þ
where f ðx; yÞ ¼ 1þ? and the function g contains terms of gdeg4r  1:
Proof (We follow [Lo], but using vector ﬁelds). Assume representation (3.2). Then
we have
V4VH ¼ g 	 ðry2 þ aryxr  bx2rÞ@x4@y; ð3:3Þ
V4EH ¼ f 	 ðry2 þ aryxr  bx2rÞ@x4@y: ð3:4Þ
Since V4VH ¼ W4VH has degree 42r  2 and V ; EH ; VH are tangent to the
separatrices, (3.4) is solvable. Similarly we have V4EH ¼ VH4EH þ h:o:t: ¼ ðry2 þ
aryxr  bx2rÞ þ h:o:t: and we get that also f in (3.4) has the desired form. &
Division of V in (3.2) by f leads to the Loray’s representation
V ¼ VH þ Dðx; yÞ 	 EH ; gdeg D4r  1: ð3:5Þ
The next simpliﬁcation in [Lo] is the following
Lemma 3.2. If two vector fields V and V 0 of type (3.5) are orbitally equivalent, then
this equivalence can be chosen in a way that the foliation F0 of ðC2; 0Þ into the curves
u ¼ y=xr ¼ const remains invariant. It means that the coordinate change is of the form
ðx; yÞ-ðx 	 Uðx; yÞ; y 	 Urðx; yÞÞ ð3:6Þ
for some series U (convergent or formal).
Proof. This proof follows the method of [CeMo] of lifting paths (in the divisor x ¼ 0
of the quasi-homogeneous resolution ðx; uÞ-ðx; yÞ) to the phase curves of V along
the leaves u ¼ const: We omit the details. &
Then Loray writes down an equation for the change of D from (3.5) after applying
diffeomorphism (3.6). In this way the two-dimensional problem becomes reduced to
a one-dimensional one.
Let us recall now the method form [St]. One begins with transformation of one
analytic separatrix (which always exists) to the straight line y ¼ 0: Then the analogue
of the Takens prenormal form is
V ¼ ðy  xrÞ@x þ yxr1cðxÞ@y; ð3:7Þ
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where
cðxÞ ¼ c0 þ c1x þ? :
One represents (3.7) as V ¼ VH þ W with
VH ¼ ðy  xrÞ@x þ c0yxr1@y: ð3:8Þ
In the case of generalized saddle node one has c0 ¼ 0 and some other coefﬁcients cj
vanish.
More precisely, in [St] the following classiﬁcation was proved:
(i) V ¼ ðy  xrÞ@x; or
(ii) V ¼ ðy  xrÞ@x þ xsr1ð1þ fðxÞÞ@y with fðxÞ ¼
P
ja0ðmod rÞ cjx
j if n0 :¼ s=r 
2eZ; or
(iii) V ¼ ðy  xrÞ@x þ xsr1ð1þ cn0rxn0rÞ@y for n0AZ; or
(iv) V like in (ii) with fðxÞ ¼ cj0xj0 þ cn0rxn0r þ
P
ja0ðmod rÞ;jat0þn0r cjx
j for n0AZ; if
there exists nonzero coefﬁcient cj0 ; j0a0 ðmod rÞ:
In the proof one applies a change
ðx; y; dtÞ-ðx þ f; y þ c; ð1þ wÞdtÞ ð3:9Þ
to (3.8). It leads to a non-linear operator in ðf;c; wÞ; whose linear partLV ðf;c; wÞ is
split intoLVH ðf;c; wÞ andLW ðf;c; wÞ: The ﬁrst partLVH equals A@x þ B@y where,
for c0 ¼ 0; one has
A ¼ ðy  xrÞfx þ rxr1f c ðy  xrÞw;
B ¼ ðy  xrÞcx: ð3:10Þ
The simple form of B (for c0 ¼ 0) highly simpliﬁes further calculations.
Unfortunately, if c0a0; then one gets
B ¼ ðy  xrÞcx þ c0 yxr1cy  xr1c ðr  1Þyxr2f yxr1w
h i
:
We see that it is not the best method in the general cases.
Let us now present the method from [StZo].
The orbital changes rely on application of conjugations
V-PV ðZÞ :¼ ðAdexp ZÞ%V ð3:11Þ
and multiplications
V-ð1þ wÞV :
Here Z ¼ Z1@x þ Z2@y is a vector ﬁeld (formal or analytic), exp Z is the phase ﬂow
diffeomorphism (after the time 1) and w is a function (formal or analytic).
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Note that if Z is parallel to V ; Z ¼ kðx; yÞV ; then the map exp Z preserves the
phase portrait of V and the ﬁeld PV ðkVÞ is also parallel to V : In order to avoid this
ambiguity, one uses the notion of a bivector ﬁeld introduced by Bogdanov [Bo].
If V ¼ V1@x þ V2@y; then we deﬁne the bivector ﬁeld
Z4V ¼ O@x4@y; ð3:12Þ
where O ¼ V2Z1  V1Z2: One can say that O measures the component of Z
transversal to V : If O ¼ 0 and V has isolated singularity, then Z ¼ kV for some
function k:
This suggests that one should consider the map
Z-
PV ðZÞ4V
@x4@y
; ð3:13Þ
from the space ðC½½x; yÞ2 of formal vector ﬁelds to the space C½½x; y of formal
functions. Since the map Z-PV ðZÞ is non-linear, map (3.14) cannot be factorized
to a map from C½½x; y to C½½x; y; (the authors thank a referee for this remark). But
the linear part of PV ð	Þ equals adV ð	Þ and we have well-deﬁned linear map
LVO ¼ adV Z4V
@x4@y
; O ¼ Z4V : ð3:14Þ
Lemma 3.3 (Stro´
.
zyna,
.
Zo"a˛dek [StZo]). We have
LVO ¼ ’O div V 	 O ð3:15Þ
where ’O ¼ VðOÞ ¼ @O=@V :
We shall prove Theorems 2.2–2.4 using only the linear operatorLV : Of course, we
shall use also the quasi-homogeneous gradation gdeg; we eliminate recursively terms
of growing quasi-homogeneous degree.
If U ¼ U1@x þ U2@y is the part of V (‘transversal’ to V ) devoted to killing, then we
have bivector homological equation
LVOþY ¼ 0; Y ¼ U4V
@x4@y
: ð3:16Þ
Having solved the bivector homological equation, we get some function O: Having
the function O; we ﬁnd the vector ﬁeld from the equation Z1V2  Z2V1 ¼ O;
assuming V1 ¼ y þ axr þ?; V2 ¼ bx2r1 þ? it is seen that the solution exists
(provided that the expansion of O begins from terms ofgdegXr þ 2). The application
of ðAdexp ZÞV destroys U ; leaving only terms of the form sðx; yÞV : The latter will be
reduced using the multiplication ð1 sÞV : The terms non-linear in Z are of higher
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quasi-homogeneous degree and are eliminated in further steps of the recursive
process.
All this indicates that the core of the orbital normal form reduction is the solution
of the bivector homological equation (3.16). So, in the sequel we shall concentrate on
this equation.
The whole algorithm of reduction is divided into three general stages. Firstly, we
approximate the homological operator LV by LVH : we determine its kernel in
C½½x; y and a subspace complementary to its image. Next, we use the operator
LVHþxt@x to O’s from ker LVH to reduce some additional terms; here x
t@x is the ﬁrst
term not reduced in the previous step. In the third and last step we use the operator
LVHþxt@xþconst	xu@x :
(Such approach was used also in the papers [BaSa,KOW,WCW], where they
call it the Nth-order normal form; in [WCW] eighth-order normal form was
investigated.)
Remark 3.4. It seems that our method of derivation of the orbital normal forms
can be applied in seeking the non-orbital normal forms. One should begin
with vector ﬁelds of the form f 	 V0; where V0 is in some orbital normal form
and f is a non-zero function. The problem is to simplify f : One should look
for vector ﬁelds Z such that the diffeomorphisms exp Z preserve the phase
portrait of V0 (Z’s generate continuous symmetries of this phase portrait).
These ﬁelds can be found in the linear approximation by investigation of the kernel
of LV :
4. Polynomial inverse integrating factors
Lemma 4.1. The equation LVO ¼ 0 means that the function O is the inverse
integrating factor for the vector field V i.e.
divðO1VÞ ¼ 0:
Proof. It follows from the relation divð fVÞ ¼ Vð f Þ þ f 	 div V : &
Let us apply this lemma to the case when V ¼ VH and O is a quasi-homogeneous
polynomial of gdeg ¼ mr þ i; where m ¼ 1; 2;y; i ¼ 0; 1;y; r  1: (Note thatgdegOXr þ 2 for gdeg ZX1; see (3.13).)
Thus
O ¼ o0xmrþi þ o1xðm1Þrþiy þ?þ omxiym ð4:1Þ
and LVHO has gdegOþ r  1 ¼ ðm þ 1Þr þ i  1:
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Denote Xm;iECmþ1 the space of polynomials (4.1). We see then the following:
ðaÞ if i40; thenLVH is a linear operator acting between spaces Xm;i and Xmþ1;i1
of dimensions m þ 1 and m þ 2; respectively.
ðbÞ if i ¼ 0; then LVH acts between the spaces Xm;0 and Xm;r1 of the same
dimension m þ 1:
Lemma 4.2. We have:
(a) ker LVH ¼ ðy  u1xrÞkþ1ðy  u2xrÞlþ1 	 C if the linear system (2.2) is ðk : lÞ-
resonant saddle and mr þ i ¼ ðk þ l þ 2Þr; i.e. in Xkþlþ2;0;
(b) ker LVH ¼ ðy  u1xrÞkþ1 	 C if (2.2) is ðk : 1Þ-resonant node and mr þ i ¼
ðk þ 1Þr;
(c) ker LVH ¼ 0 otherwise.
Proof. If O is the inverse integrating multiplier for VH (see Lemma 4.1), then the
ﬁeld XH ¼ VH=O is Hamiltonian with quasi-homogeneous Hamilton function H; i.e.
VH has quasi-homogeneous ﬁrst integral. The unique quasi-homogeneous ﬁrst
integrals take the form
H ¼ ðy  u1xrÞAl2ðy  u2xrÞAl1 ; AAC;
where l1;2 are the eigenvalues of the linear system (2.2). Then
XH ¼ VH 	 ½ðy  u1xrÞ1Al2ðy  u2xrÞ1þAl1 1:
We see that cases (a) and (b) (in the statement of Lemma 4.2) are the only
possibilities that the function O ¼ ðy  u1xrÞ1Al2ðy  u2xrÞ1þAl1 is a polynomial.
&
Corollary 4.3. In case ðaÞ (i.e. i40) we have kerLVH ¼ 0 and ImLVH is of
codimension 1, with xðmþ1Þrþi1 	 C as a complementary subspace to ImLVH :
In case ðbÞ (i.e. i ¼ 0) either kerLVH ¼ 0 and cokerLVH ¼ 0; or kerLVHa0 and
ImLVH is of codimension 1 with x
mrþr1 	 C as a complementary subspace to ImLVH :
Proof. The only fact we have to prove is the statement about complementary
subspaces. On the one hand, it follows from the Bogdanov–Takens prenormal form,
i.e. the reduction to ðy þ aðxÞÞ@x þ bx2r1@y (see [StZo]). One can see it also after
composing LVH with the projection p of Xm;0 onto the m-dimensional subspace of
polynomials divisible by y: In the monomial basis in case ðaÞ the operator p3LVH
becomes upper-triangular with entries jr þ ia0 on the diagonal. In case ðbÞ the left-
down minor of dimension m is upper-triangular with entries jra0 on the
diagonal. &
The polynomials from kerLVH ; which are described in Lemma 4.2, form inverse
integrating factors also for some vector ﬁelds, which are not quasi-homogeneous.
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Example 4.4. (a) Consider the function
Fðx; yÞ ¼ 1
ðy  u1xrÞkðy  u2xrÞl
þ n 	 ln yx
r  u1
yxr  u2
 
; ð4:2Þ
where n is a constant.
It is the ﬁrst integral of the vector ﬁeld
VH þ Z 	 ðy  u1xrÞkðy  u2xrÞlxr1EH ; ð4:3Þ
where Z ¼ nðu2  u1Þ=ðk þ lÞ: The inverse integrating factor is
1
k þ l
 
	 ðy  u1xrÞkþ1ðy  u2xrÞlþ1; ð4:4Þ
the same as in Lemma 4.2(a).
(b) Consider the function
Fðx; yÞ ¼ y  u2x
r
ðy  u1xrÞk
þ n 	 lnðy  u1xrÞ: ð4:5Þ
It is the ﬁrst integral of the vector ﬁeld
VH þ n
k  1 	 ðy  u1x
rÞkð@x þ ru1xr1@yÞ ð4:6Þ
with the inverse integrating factor
1
k  1 	 ðy  u1x
rÞkþ1; ð4:7Þ
the same as in Lemma 4.2(b).
Note that in the above examples the vector ﬁeld consists of two quasi-
homogeneous parts (of degrees r  1 and r  1þ rðk þ lÞ). In Example 4.4(a) the
ﬁrst integral also consists of two quasi-homogeneous parts, of degrees ðk þ lÞr
and 0: In Example 4.4(b) the ﬁrst integral can be written as a sum of three terms
(with u ¼ y
xr
), xðk1Þrðu  u2Þðu  u1Þk (of degree ð1 kÞr), nr lnx and n lnðu  u1Þ
(of degree 0). Note also that the level curves Fðx; yÞ ¼ f ; faN are non-algebraic,
only the curve F ¼N is algebraic.
It turns out that Example 4.4 presents the only situations (in a sense), where a non-
quasi-homogeneous vector ﬁeld has polynomial inverse integrating factor.
Lemma 4.5. Consider a vector field of the form
V ¼ VH þ V1;
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where VH is of the form (2.1) with the principal linear part either a ðk0 : l0Þ-resonant
saddle, where gcdðk0; l0Þ ¼ 1; or ðk : 1Þ-resonant node and V1 is a quasi-homogeneous
field of degree d ¼ gdeg V14r  1 and such that
r[ðd þ 1Þ: ð4:8Þ
Then V does not admit any inverse integrating factor of the form
O0 þ O1 þ 	; ð4:9Þ
where O0AkerLVH ; O1 is a quasi-homogeneous polynomial of degree d  r þ 1 and
‘‘y’’ means higher degree terms.
Proof. Since after quasi-homogeneous blowing-up x; u ¼ y=xr; the perturbation V1
does not contain resonant terms with respect to the point p2; in the case it is a
ððk  1Þr : 1Þ-resonant node (the resonant term is given in (4.6)), we can assume that
V has two analytic separatrices. Thus, following Section 3, we can assume V1 of the
form gðx; yÞ 	 EH :
Then we get the Bernoulli equation
dx
du
¼ u þ arðu  u1Þðu  u2Þx þ
g˜ðuÞ
ðu  u1Þðu  u2Þx
drþ2
with g˜ ¼ gð1; uÞ=r: This equation has the ﬁrst integral
G ¼ 1
ðy  u1xrÞaðy  u2xrÞb
þ c
Z u g˜ðuÞdu
ðu  u1Þaþ1ðu  u2Þbþ1
; ð4:10Þ
where ab ¼ k0l0 (we assume k0 ¼ k; l0 ¼ 1 in the case of resonant node) and ðaþ
bÞr ¼ d þ 1 r:
The Schwarz–Christoffel integral in (4.10) can represent a Darboux function
polynomialðuÞ=ðu  u1Þaðu  u2Þb only when aþ b is integer. This follows from the
Euler formula
R u2
u1
ðv  u1Þa1ðv  u2Þb1 ¼ const 	 GðaÞGðbÞ=Gða bÞ: Since
aþ b ¼ dþ1
r
 1 and r[ðd þ 1Þ; this cannot take place. (It is also clear that, in the
case V1 is not parallel to EH ; the corresponding ﬁrst integral (modulo OðxÞ) differs
from (4.10) by a Darboux function.)
The ﬁrst integral G corresponds to the inverse integrating factor M ¼ ðy 
u1x
rÞaþ1ðy  u2xrÞbþ1 which cannot be polynomial (by our choice of d). Any other
ﬁrst integral for V is a function of the primitive integral G: But taking it in the form
F ¼ Gg we ﬁnd the inverse integrating factor equal M 	 G1g; which cannot be
written in the form (4.9); it would be equal O0 þ O1 þ?; where O1 is not a
polynomial. It is also clear that other forms of ﬁrst integral (like
F ¼ Gg þ const 	 Gd) do not lead to a right inverse integrating factor. &
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Lemma 4.6. For the vector field (4.3) the only possible inverse integrating factor of the
form (4.9) (with O0AkerLVH ; and O1 polynomial) is the function (4.4).
Proof. This proof repeats the last part of the proof of Lemma 4.5. &
5. Proof of Theorem 2.2
Assume that the principal linear system is either non-resonant or is a ðk : lÞ-
resonant node with k[l and l[k: Then by Lemma 4.2 and Corollary 4.3 we have
kerLVH ¼ 0; when we treat LVH as acting on C½½x; y: The complementary
subspace to LVH (in C½½x; y) has the basis
xj; ja 1 ðmod rÞ:
Any latter monomial in O ¼ W4VH=@x4@y corresponds to the term 1b 	 xj2rþ1@x
in W : Therefore there remain the terms V ¼ VH þ ð
P
ka0ðmod rÞ akx
kÞ@x: If all ak ¼ 0;
then we have V ¼ VH : Let at be the ﬁrst nonzero coefﬁcient, otherwise. Then we can
normalize it to at ¼ 1: Thus we get the form (2.7)–(2.8) from Theorem 2.2.
Since any further eventual reductions should use xt@x and O from kerLVH ; we see
that no additional coefﬁcients can be eliminated.
But the choice at ¼ 1 still leaves us some freedom. Note that the ﬁeld ðy þ axr þ
xtÞ@x þ bx2r1@y is invariant with respect to the changes
x-ax; y-ary
and division by ar1; where atr ¼ 1: So the formal ﬁelds VH þ xtð1þ
P
akx
kÞ@x
and VH þ xtð1þ
P
akðaxÞkÞ@x are equivalent. &
6. Proof of Theorem 2.3
Assume that the principal linear system is a ðk : 1Þ-resonant node.
By Lemma 4.2 the operatorLVH applied to the space Xm;i (of quasi-homogeneous
O’s of the form (4.1)) has non-zero kernel only in one case. It occurs when mr þ i ¼
ðk þ 1Þr; i.e.
m ¼ k þ 1; i ¼ 0:
This kernel is one-dimensional and is generated by the polynomial
O0 ¼ ðy  u1xrÞkþ1: ð6:1Þ
The cokernel ofLVH :Xm;0-Xm;r1 is equal 0 for mak þ 1 and is one-dimensional
otherwise. Also coker ðLVH :Xm;i-Xmþ1;i1Þ is one-dimensional for i40:
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If cokerLVHa0; then we can assume that it is generated by a power x
b; b ¼
ðk þ 1Þr þ r  1 or b ¼ ðm þ 1Þr þ i  1 ð0oiorÞ; what corresponds to the ﬁeld (via
Y ¼ W4VH=@x4@y):
xkr@x or x
ðm1Þrþi@x:
Therefore application of the homological operator associated with the leading part
of VH reduces V to
VH þ akþ1;0xkr@x þ
X
mX2
Xr1
i¼1
am;ix
ðm1Þrþi@x; ð6:2Þ
where am;i are complex coefﬁcients.
There are three possibilities: either
* all am;i ¼ 0 (then we have case (i) of Theorem 2.3), or
* akþ1;0a0; but
P
m
P
i  0 (then we have case (ii) of Theorem 2.3), or
*
P
m
P
i am;ix
ðm1Þrþic0:
Assume the third possibility and let t ¼ ðm0  1Þr þ i0; i0a0 be the lowest power
in the sum
P
m
P
i with non-zero coefﬁcient am0;i0 : By a rescaling we can assume that
am0;i0 ¼ 1:
It is possible that tokr and that t4kr: If t4kr; then instead of (6.2) we take the
ﬁeld VH þ nðy  u1xrÞkð@x þ ru1xr1@yÞ þ xtð1þ?Þ@x; where the part VH þ nðy 
u1x
rÞð@x þ ru1xr1@yÞ is the same as in (4.6) with the inverse integrating factor equal
to const 	 O0:
We want to kill some additional terms in (6.2). But, in fact, we can kill only one
such term, because we have only one parameter-sword in our disposal. This is the
coefﬁcient before O0 (see (6.1)).
Assume ﬁrstly that tokr: We use the operator LVH þLxt@x to the function
O ¼ cO0 þ O1;
where O1 is quasi-homogeneous and such that in the sum
LVHO1 þ cLxt@xO0 ð6:3Þ
the both terms have the same quasi-homogeneous degree.
The operator deﬁned by (6.3) acts between spaces of the same dimension and its
surjectivity is equivalent to the triviality of its kernel.
But by Lemma 4.1 the (non-zero) functions cO0 þ O1 from the kernel would
correspond to inverse integrating factors of the vector ﬁeld VH þ xt@x: More
correctly, O ¼ cO0 þ O1 should satisfy the equation divððVH þ xt@xÞ=OÞ ¼ 0 modulo
some higher order terms. Therefore, it is enough to show that the ﬁeld VH þ xt@x
does not have such approximate inverse integrating factors.
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But the latter fact is proved in Lemma 4.5. Its assumptions are satisﬁed, because
d ¼ gdeg xt@x ¼ t  1 and t is not divisible by r:
Assume that t4kr; i.e. that the term W0 ¼ nðy  u1xrÞkð@x þ ru1xr1@yÞ is the
dominating term in the perturbation of VH :
It seems that one should consider the operator LVH þLW0 (instead of
LVH þLxt@x). But LW0O0 has degree gdeg equal ðkr  1Þ þ ðk þ 1Þr: This
means that the action of LVHþW0 on cO0 þ O1 is implied by certain action
of the linear part of the map Z-PVHþW0ðZÞ leading to cancellation of the
term xð2k1Þr@x: Note, however, that this term was cancelled before by use of LVH
only.
Nevertheless, one may suppose that some non-linear terms of the map Z-PV ðZÞ
(see (3.14)) may give a contribution of gdegogdeg ðxt@xÞ; if tbkr this contribution
would be signiﬁcant. The vector ﬁeld Z ¼ Z1@x þ Z2@y corresponding to O0 ¼
bx2r1Z1  ðy þ axrÞZ2AkerLVH is quasi-homogeneous of gdeg Z ¼ ðk  1Þr: Then
PVHþW0ðZÞ contains only quasi-homogeneous terms of degrees jr  1 (like xjr@x).
The latter were killed by means of PVH and application of PVHþW0 does not lead to
new cancellation.
Therefore we should use the operator LVHþW0 þLxt@x : We do this in the same
way as we were doing with the operator LVH þLxt@x presented above.
The other statements of Theorem 2.3 are now easy. &
7. Proof of Theorem 2.4
Recall that the principal linear equation is a ðk0 : l0Þ-resonant saddle and
gcdðk0; l0Þ ¼ 1: As in the proofs of the previous theorems we ﬁnd that, using VH ; we
can reduce V to
VH þ
X
bnH
nxr1EH þ
X
m
Xr1
i¼1
am;ix
mrþi@x; ð7:1Þ
where H ¼ ðy  u1xrÞk0ðy  u2xrÞl0 :
We have three possibilities:
* V ¼ VH ;
* V ¼ VH þ am0;i0xm0rþi0@x þ?; i0a0; am0;i0 ¼ 1;
* V ¼ VH þ bn0Hn0xr1EH þ?; bn0 ¼ 1:
In the second case dominating is the term atx
t@x with t ¼ m0r þ i0a0 ðmod rÞ:
Then, as in the proof of Theorem 2.3, we use the operatorLVH þLxt@x to functions
O ¼ O0 þ O1; O0AkerLVH ;
ARTICLE IN PRESS
E. Str !o’zyna, H. Z˙o!a dek / J. Differential Equations 193 (2003) 239–259 257
to reduce further terms. Here, by Lemma 4.2, O0 ¼ const 	 Hjðy  u1xrÞðy 
u2x
rÞ; j ¼ 1; 2;y and by Lemma 4.5 the corresponding operator deﬁnes isomorph-
ism between suitable spaces (of O’s and of quasi-homogeneous functions Y’s). This
gives point (ii) of Theorem 2.4.
In the third case dominating is the term W0 ¼ Hn0xr1EH ; corresponding to xt@x
with t ¼ r þ n0r0; r0 ¼ ðk0 þ l0Þr (see case (iii) in Theorem 2.4). Thus we apply the
operator
LVH þLW0
to functions of the form O0 þ O1; where O0 ¼ cHjðy  u1xrÞðy  u2xrÞ and O1 is
quasi-homogeneous with gdegO1 gdegO0 ¼ n0r0: Here j ¼ 1; 2;y .
By Example 4.3(b) we see that when j ¼ n0; the corresponding operator has non-
zero kernel ðO0 þ O1Þ 	 C ¼ ðHn0ðy  u1xrÞðy  u2xrÞ þ 0Þ 	 C and the operator is not
surjective. This means that the term xtþn0r0@x ¼ xrþ2n0r0@x (corresponding to
H2n0xr1EH in (7.1)) cannot be killed.
If jan0; then Lemma 4.6 asserts that the corresponding kernel is 0: Therefore, all
the terms xtþjr0@x with jan0 (corresponding to Hn0þjxr1EH in (7.1)) can be killed.
In case (iii) from the thesis of Theorem 2.4, we have the situation where all other
terms am;ix
mrþi@x are equal zero.
If there exists a term W1 ¼ aj0xj0þt@x with j0 not divisible by r; then we use the
operator LVH þLW0 þLW1 applied to
O ¼ const 	 Hn0ðy  u1xrÞðy  u2xrÞ þ O1 þ O2 ¼ O0 þ O2;
where O0AkerLVHþW0 ; in order to kill additional term. This gives case (iv) of
Theorem 2.4.
The remaining part of Theorem 2.4 is standard. &
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