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HOWE DUALITY OF THE SYMMETRIC GROUP AND A MULTISET
PARTITION ALGEBRA
ROSA ORELLANA AND MIKE ZABROCKI
Abstract. We introduce themultiset partition algebra, MPr,k(x), that has bases elements
indexed by multiset partitions, where x is an indeterminate and r and k are non-negative
integers. This algebra can be realized as a diagram algebra that generalizes the partition
algebra. When x is an integer greater or equal to 2r, we show that MPr,k(x) is isomorphic
to a centralizer algebra of the symmetric group, Sn, acting on the polynomial ring on the
variables xij , 1 ≤ i ≤ n and 1 ≤ j ≤ k. We describe the representations of MPr,k(x),
branching rule and restriction of its representations in the case that x is an integer greater
or equal to 2r.
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1. Introduction
Let Vn be an n dimensional vector space, then Schur-Weyl duality is a fundamental
property in representation theory that relates the representations of the general linear
Work supported by NSF grants DMS-1300512 and DMS-1700058, and by NSERC.
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group GLn(C) and the symmetric group algebra CSk as they both act on the tensor space
V ⊗kn = Vn ⊗ Vn ⊗ · · · ⊗ Vn︸ ︷︷ ︸
k times
.
The duality of these actions implies that
(1.1) V ⊗kn
∼=
⊕
λ
W λGLn(C) ⊗W
λ
CSk
where for a group or an algebra A, we use the notation W λA to represent an irreducible
representation of A and the direct sum is over all partitions λ of k.
This duality applies to algebras acting on spaces other than V ⊗kn which centralize each
other. For instance, if we let Vn,k = (C
n)k denote the nk dimensional vector space of
sequences (v1, v2, . . . , vk) where vi ∈ C
n. There is an action of GLn(C) and of GLk(C) on
Vn,k which mutually commute. Let P(V ) be the algebra of polynomial functions on V and
Pr(V ) = {f ∈ P(V ) : f(zv) = zrf(v) for z ∈ C×}
be the homogeneous polynomials of degree r. The GLn(C) × GLk(C) action extends
to Pr(Vn,k) [GW2, Section 5.6.2]. Then the analogous decomposition of P
r(Vn,k) into
GLn(C)×GLk(C)-modules is
(1.2) Pr(Vn,k) ∼=
⊕
λ
W λGLn(C) ⊗W
λ
GLk(C)
where the sum is over all partitions λ of r of length at most min(n, k). It is this duality
that is referred to as ‘Howe duality’ [Ho].
The decompositions in the isomorphisms in Equations (1.1) and (1.2) create a corre-
spondence between representations of one algebra (or group) and the representations of
the dual algebra (or group). In addition, the multiplicities of irreducible representations of
one algebra correspond to dimensions of irreducible representations of the dual algebra.
In the 1990’s, Martin [Mar1] introduced the partition algebra, Pk(n), as a generalization
of the Temperley-Lieb algebra that could be used to study the transfer matrix of certain
statistical mechanics models. In the case that n ≥ 2k the partition algebra is the alge-
bra whose action centralizes the action of Sn ⊆ GLn(C) as the subgroup of permutation
matrices acting on V ⊗kn [Mar4, MR, J].
In this case we also have a decomposition of V ⊗k into CSn×Pk(n) irreducible represen-
tations,
(1.3) V ⊗kn
∼=
⊕
λ
W λCSn ⊗W
λ
Pk(n)
.
One application of this decomposition is that it helps to establish the relationship between
multiplicities occurring in the decomposition of the tensor product of Sn irreducible repre-
sentations (i.e. Kronecker coefficients) to the multiplicities occurring in the restriction of
Pk(n) irreducibles to Young subalgebras [BDO]. The multiplicities for tensor products of
polynomial representations ofGLn are known as the Littlewood-Richardson coefficients and
they are better understood than the Kronecker coefficients. One goal of the research in this
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area has been to develop an understanding of algebras, combinatorics, and the representa-
tion theory associated to Pk(n) to help understand the representation theory of the sym-
metric group in general [COSSZ, E, Mar2, Mar4, ME, Ha, HJ, HL, HR, BH1, BH2, BHH].
In this paper we introduce a multiset partition algebra MPr,k(x) such that, for n ≥ 2r,
MPr,k(n) is the centralizer algebra of the symmetric group Sn ⊆ GLn(C) when it acts on
Pr(Vn,k). That is, if we denote the irreducible representations of this algebra by W
λ
MPr,k(n)
,
then as a CSn ×MPr,k(n) module,
(1.4) Pr(Vn,k) ∼=
⊕
λ
W λCSn ⊗W
λ
MPr,k(n)
.
We begin by introducing the generic multiset partition algebra MPr,k(x) that depends
on a parameter x and uses multiset partitions to index basis elements. We show that
when x = n, an integer greater than or equal to 2r, MPr,k(n) is isomorphic to Ar,k(n) :=
EndSn(P
r(Vn,k)), the centralizer algebra of the action of the symmetric group Sn as the
subgroup of permutation matrices inside of GLn(C) when it acts on P
r(Vn,k).
Our hope is that this algebra can provide some insight into some aspects of the rep-
resentation theory of the symmetric group that are still not well understood. Indeed,
we show that the multiplicities when we restrict an irreducible multiset partition algebra
representation to sums of Young-type subalgebras are equal to the Kronecker coefficients.
A recent paper by Narayanan, Paul and Srivastava [NPS, Pa] describes the centralizer
algebra EndSn(P
α1(Vn)⊗P
α2(Vn)⊗· · ·⊗P
αk(Vn)) for a fixed weak composition α of length
k. This should be isomorphic to a subalgebra of the multiset partition algebra introduced
in this paper, but their product does not precisely agree with ours and so the relationship
is left open.
We did not consider in the definition of this algebra an extension corresponding to
the linear transformations in Hom(Pr(Vn,k),P
s(Vn,k)) where r, s are non-negative integers
which commute with the action of Sn. This centralizer algebra would depend on 4 parame-
ters, r, s, k, n, and is spanned by multiset partitions with r elements from {1, 2, . . . , k} and
s elements from {1, 2, . . . , k}. This adds a bit to the complexity of the presentation, but
we did not have much more to say about it beyond a formula for the dimension (see the
comment in Remark 5.5).
The main results in this paper are:
(1) A definition of the generic multiset partition algebra MPr,k(x) and a proof that the
product is associative (Proposition 3.4).
(2) A definition of the centralizer algebra Ar,k(n) and a proof that MPr,k(n) ∼= Ar,k(n)
when n ≥ 2r (Theorem 4.7).
(3) A generating function formula for the dimension of Ar,k(n) (Corollary 5.4).
(4) A generating function formula for the dimension of an irreducible Ar,k(n) indexed by
a partition λ of n (Proposition 5.2).
(5) A formula for the branching coefficient of an irreducible Ar,k(n) to an Ar−d,k−1(n)-
module (Theorem 5.6).
4 ROSA ORELLANA AND MIKE ZABROCKI
(6) A proof that the multiplicities of an irreducible Ar,k+ℓ(n)-module restricted to a direct
sum of Ad,k(n)⊗Ar−d,ℓ(n)-modules are the Kronecker coefficients (Theorem 5.10).
In Section 2 of this paper, we begin by introducing some of the combinatorial notation
of multisets, multiset partitions, diagrams and colored multiset partitions and diagrams
that we will need to encode the basis elements and their product. Section 3 presents the
definitions of the generic form of the multiset partition algebra. Then in Section 4 we
show that the generic multiset partition algebra is isomorphic to the centralizer algebra
Ar,k(n) when x = n ≥ 2r. In Section 5 we give some enumerative results and formulae
for the dimensions of the irreducible representations of Ar,k(n). In addition, we describe a
branching rule and the show that Kronecker coefficients occur when restricting irreducible
representations to direct sum of Young-type subalgebras.
Acknowledgement: The authors would like to thank Yohana Solomon whose helpful
conversations advanced some of the arguments in this paper.
2. Preliminaries and Definitions
2.1. Multisets and multiset partitions. Amultiset is a collection of unordered elements
and the elements can be repeated. The collection of elements in a multisets will be enclosed
in { , } to differentiate this structure from a set. We say that S is a multiset of [k] :=
{1, 2, . . . , k} of size r if S contains r elements (counting repetitions) from the set [k] (e.g.
{ 1, 1, 3, 3, 3} is a multiset of [3] with 5 elements). The multiset S will sometimes be
represented using exponential notation S = { 1a1 , 2a2 , . . . , kak} where the exponent ai
indicates that the element i occurs with multiplicity ai in S. If the size of the multiset
is r then a1 + a2 + · · · + ak = r. The set of multisets is endowed with the operation of
taking union and if S = { 1a1 , 2a2 , . . . , kak} and T = { 1b1 , 2b2 , . . . , kbk} are multisets, then
S ⊎ T = { 1a1+b1 , 2a2+b2 , . . . , kak+bk} . Multisets (like the monomials that they represent)
are not uniquely totally ordered. To assume a convention, given two multisets S and T we
say that S < T if S is empty and T is not or max(S) < max(T ) or max(S) = max(T ) = m
and S\{m} < T\{m} . We call this the last letter order .
A multiset partition of a multiset S is a multiset of multisets, {S(1), S(2), . . . , S(d)} , such
that S(1) ⊎ S(2) ⊎ · · · ⊎ S(d) = S where each of the S(i) are non-empty multisets. We will
assume the convention that if π = {S(1), S(2), . . . , S(d)} then the parts of π are listed in
last letter order. The nonempty multisets S(i) in a multiset partition are called blocks of
the mulitset partition. The length of a multiset partition is the number of blocks (counted
with multiplicity) and will be denoted by ℓ(π). The content of a multiset partition is
the multiset S that it partitions. For example, { { 1} , { 1, 2} , { 1, 2} , { 3, 3} } is a multiset
partition with content { 13, 22, 32} and length 4.
For a multiset S which is a block of a multiset partition π, let mS(π) represent the
number of times that S occurs in π. If S(1), S(2), . . . , S(r) are the distinct multisets that
appear in the multiset partition π, define
m(π)! = mS(1)(π)!mS(2)(π)! · · ·mS(r)(π)! .
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In this article we are interested in multiset partitions of multisets of the set [k] ∪ [k] :=
{1, 2, . . . , k} ∪ {1, 2, . . . , k} such that r elements come from [k] and r elements come from
[k]. Thus the content of the multiset partition is a multiset of size 2r. A multiset partition
of this type is said to have size r and maximum value k. We will denote the set of multiset
partitions of size r and max value k by Πr,k. The notation Πr,k,n will represent the subset
of Πr,k of multiset partitions with maximum length n.
2.2. Diagrams. The notion of a diagram that we use here comes from diagram algebras
(e.g. the Brauer algebra or partition algebra). This is a graph theoretic representation of
multiset partitions in the same sense that diagrams have classically been used to represent
basis elements of centralizer algebras.
A multiset partition in Πr,k,n can be represented by a graph with two horizontal rows
with r vertices each. The vertices are labeled with the elements in the parts of the multisets
in such a way that the top row has only unbarred labels and the bottom row has only barred
labels and the numbers on both rows are weakly increasing from left to right according to
the order 1 < 2 < . . . < k < 1 < 2 < . . . < k. Two vertices in this graph are connected
by a path if they are in the same block of the same multiset partition. Thus, it follows
that each block of the multiset partition defines a connected component of the graph. We
remark that there are many graphs that can represent the same multiset partition, in fact
any two graphs that are have the same labeled connected components will represent the
same multiset partition. We define the diagram of a multiset partition as the equivalence
class of graphs that satisfy the above conditions. In our examples the blocks of the multiset
partition will be connected by paths or cycles. However, as it is usual in diagram algebras,
we only care that there is a connected component containing the vertices for each block of
the multiset partition and not how they are connected.
Example 2.1. Consider the multiset partition π = { { 1} , { 1, 1} , { 2, 1, 1} , { 4, 2, 4} , { 4} }
of [4] ∪ [4] which is an element of Π5,4 of length 5, i.e., an element in Π5,4,n with n ≥ 5.
This can also be represented by any of the following graphs:
442
42
11
1 1 1
442
42
11
1 1 1
442
42
11
1 1 1
These three graphs all represent the same multiset partition. The first two are isomorphic
as labeled graphs, but the last one is not isomorphic as a graph. All three are equivalent
as multiset partitions as we only care about using the connectivity to represent the blocks
of the multiset partition. We note that there are more labeled graphs that can be used to
represent this multiset partition.
2.3. Colored multiset partitions. In order to define the product in our algebra we will
need colored multiset partitions. Let n be a non-negative integer. A colored multiset
partition is an element in π in Πr,k,n together with an assignment of a label from [n] to
each block of π, such that each block has a different label (these labels are the ‘colors’).
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More precisely, given a multiset partition π = {S(1), . . . , S(d)} ∈ Πr,k,n with S
(i) ≤ S(i+1)
and c = (c1, . . . , cd) ∈ [n]
d and a sequence such that ci 6= cj if i 6= j and ci < ci+1 if
S(i) = S(i+1), then the notation πc = {S
(1)
c1 , . . . , S
(d)
cd } will denote that the color ci was
assigned to block S(i). We remark that a colored multiset partition is a set since the colors
are distinct and so the colored multisets are also distinct. Notice that n ≥ d, otherwise it
is not possible to assign distinct colors to all the parts. We will say that πc is a coloring
of π.
Example 2.2. Let n = 7, π = { { 1} , { 1, 1} , { 2, 1, 1} , { 4} , { 4, 2, 4} } and c = (1, 3, 5, 2, 6),
π(1,3,5,2,6) = {{ 1} 1, { 1, 1} 3, { 2, 1, 1} 5, { 4} 2, { 4, 2, 4} 6} is a colored multiset partition.
This can also be represented using diagrams using bold integers to indicate the colors of
the connected component.
π(1,3,5,6,2) =
442
42
11
1 1 1
3
5
1
6 2
Remark 2.3. If we order the blocks using the last letter order and since c is an ordered
sequence, we get a unique colored multiset partition for each multiset partition in Πr,k,n
and c. However, when we draw the diagram of such a colored multiset partition we could
list the equal blocks colored with different colors in any order.
2111
1111
1 2
3 4
is the same as
2111
1111
1 2
4 3
.
Let π ∈ Πr,k,n and π
c a coloring of π, denote by πctop to be the colored multiset
partition restricted to the entries in [k] while πcbot will be the colored multiset parti-
tion restricted to the entries in [k] and then ignoring the bars. Similarly, we will use
πtop and πbot to represent the corresponding restrictions for uncolored multiset parti-
tions. Consider π(1,3,5,6,2) from Example 2.2, then πctop = { { 1} 1, { 1, 1} 3, { 2} 5, { 4} 6}
and πcbot = { { 1, 1} 5, { 4} 2, { 2, 4} 6} , notice that we have left out the bars in π
c
bot.
We use the notation πc → π if π is obtained from πc by ignoring the colors. That
is, if πc = {S
(1)
c1 , S
(2)
c2 , . . . , S
(d)
cd } for some multisets S
(i) and values ci ∈ [n] then π =
{S(1), S(2), . . . , S(d)} . In this case we also say that π is the underlying multiset partition
of πc.
2.4. Symmetric Functions. A partition is a sequence λ1 ≥ λ2 ≥ · · · ≥ λℓ(λ) where ℓ(λ)
denotes the number of nonzero terms (called parts) of λ. To indicate that λ is a partition
we use the notation λ ∈ Par. If in addition, we have that λ1 + λ2 + · · ·+ λℓ(λ) = n, we say
that λ is a partition of n and we use λ ∈ Parn to indicate that λ is a partition of n. In
general, we use greek letters such as λ and µ to denote partitions.
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To prove the results about the representation theory or our algebra we will use results
from the theory of symmetric functions. For this we need to introduce notation and well
known results in the theory, these results can be found in [Mac], [Sta]. We define the ring
of symmetric functions as the polynomial ring
Λ = Q[p1, p2, p3, . . .]
where for each i ≥ 1, the pi is the power sum generator of degree i. For any partition
λ, pλ = pλ1 · · · pλℓ(λ) . The ring Λ has distinguished bases {pλ}λ∈Par, {eλ}λ∈Par, {hλ}λ∈Par,
{mλ}λ∈Par and {sλ}λ∈Par as the power sum, elementary, complete homogeneous, monomial
and Schur bases respectively. Let zλ =
∏
i≥1 i
mi(λ)mi(λ)! where mi(λ) is the number of
parts of size i in the partition λ. We use the Hall-scalar product on symmetric functions
which is defined so that 〈sλ, sµ〉 = 〈pλ, pµ/zµ〉 = 〈hλ,mµ〉 = δλµ, where δλµ is 1 if λ = µ
and zero otherwise.
In addition to the ring structure of Λ as a polynomial ring, there is a second product
called the Kronecker product defined on the power sum basis by
pµ
zµ
∗ pλ
zλ
= δλµ
pλ
zλ
. It is
defined so that for all λ, µ and ν which are partitions of a positive integer n,
〈sλ ∗ sµ, sν〉 = dim Hom(W
ν
CSn
,W λCSn ⊗W
µ
CSn
) := gλµν .
where W λCSn denotes the irreducible representation of the symmetric group algebra, CSn,
indexed by the partition λ. The coefficients gλµν are known as Kronecker coefficients.
We will make use of ‘plethystic notation’ for some of the symmetric function expressions
(see [LR] for an expository reference). Let E(x1, x2, . . . ; q) = E(X; q) be an algebraic
expression in indeterminates q, x1, x2, . . ., then for an element f ∈ Λ, the evaluation of
a symmetric function at an expression E(X; q) is denoted f [E(X; q)] and is defined by
expanding f in the power sum basis and replacing each pr by E(x
r
1, x
r
2, . . . ; q
r). That is, if
f =
∑
λ cλpλ, then
f [E(X; q)] =
∑
λ
cλ
ℓ(λ)∏
i=1
E(xλi1 , x
λi
2 , . . . ; q
λi) .
We will use X (or Y ) to represent the sum x1 + x2 + x3 + · · · (or y1 + y2 + y3 + · · · ) and
use freely that Q[p1, p2, p3, . . .] ∼= Q[p1[X], p2[X], p3[X], . . .].
The following symmetric function identities will be used to obtain a generating function
expression in Section 5. In the Lemma, for any integer r, the sr denotes the Schur function
indexed by partition consisting of one part r.
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Lemma 2.4. [Mac, Ch. 1, Sec. 4 and 5] Let Ω = 1 + s1 + s2 + s3 + · · · ,
(a) Ω[XY ] =
∏
i≥1
∏
j≥1
1
1− xiyj
=
∑
λ∈Par
sλ[X]sλ[Y ],
(b) 〈Ω[XY ], f [X]〉 = f [Y ],
(c) Ω[X + Y ] = Ω[X]Ω[Y ] or sr[X + Y ] =
r∑
a=0
sa[X]sr−a[Y ] .
3. The generic multiset partition algebra
Let r and k be non-negative integers and x be a nonzero indeterminate. In Section 2.1
we defined Πr,k as the set of multiset partitions of size r and maximum value k. Define
MPr,k(x) to be the C(x)-span of elements indexed by multiset partitions with coefficients
in C(x), i.e, spanC(x){Xπ for π ∈ Πr,k}. We set MP0,0(x) = C(x) and we identify it with
the linear span of the empty multiset partition.
In what follows we will define a product on basis elements, Xπ, where we identify the
diagram for π with the basis element. This product will make MPr,k(x) an associative
algebra over C(x) with an identity element.
For γ ∈ Πr,k, let γ be the multiset partition of [k]∪ [k¯] formed by adding an extra bar to
all the entries of γ. Let A be a set and S a multiset, then let S|A be the restriction of the
multiset S to the elements which are in A (e.g. S|A = { i ∈ S : i ∈ A} ) and for a multiset
partition γ, γ|A is the (possibly empty) multiset partition {S|A : S ∈ γ} , that is γ|A is the
multiset partition γ restricted to the elements in A.
The expression for the product will involve multiset partitions with entries in [k]∪[k]∪[k¯].
Let Γr,k denote the set of multiset partitions with r entries from [k], r entries from [k] and
r entries from [k¯] and let ν be an element of Γr,k. For each distinct multiset S in ν|[k]∪[k¯],
let νS be the multiset partition consisting of the parts T of ν such that T |[k]∪[k¯] = S, that
is,
νS = {T ∈ ν : T |[k]∪[k¯] = S} .
Also let β = {S ∈ ν : ∀i ∈ S, i ∈ [k]} be the (possibly empty) multiset partition with just
the parts of ν which have elements only in [k]. Then define the coefficient
(3.1) aν =
∏
S
ℓ(νS)!/m(νS)!
where the product is over the distinct multisets S which appear in ν|
[k]∪[k¯]
. Also define
(3.2) bν(x) = (x− ℓ(ν|[k]∪[k¯]))ℓ(β)/m(β)!
where (a)r = a(a− 1) · · · (a− r + 1).
Example 3.1. Let r = 9 and k = 2 and consider, for example, the multiset partition ν =
{ { 1} , { 1, 1} , { 1, 2} , { 1, 2} , { 1, 2¯} , { 1, 2, 1¯} , { 1, 2, 1¯, 1¯} , { 1} , { 1} , { 1, 2} , { 1, 2, 1¯} ,
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{ 2¯, 2¯} , { 2¯, 2¯} } . Now ν|[k]∪[k¯] = { { 1} , { 1} , { 1} , { 1} , { 1, 2¯} , { 1, 2, 1¯} , { 1, 2, 1¯, 1¯} ,
{ 1¯} , { 2¯, 2¯} , { 2¯, 2¯} } has 6 distinct multisets and has length 10. Below we list the distinct
multisets S of ν|
[k]∪[k¯]
and the corresponding νS.
S νS
{ 1} { { 1} , { 1, 1} , { 1, 2} , { 1, 2} }
{ 1, 2¯} { { 1, 2¯} }
{ 1, 2, 1¯} { { 1, 2, 1¯} }
{ 1, 2, 1¯, 1¯} { { 1, 2, 1¯, 1¯} }
{ 1¯} { { 1, 2, 1¯} }
{ 2¯, 2¯} { { 2¯, 2¯} , { 2¯, 2¯} }
From this table we conclude that aν = 12 (for the multiset S = { 1} is ℓ(νS)!/m(νS)! =
12, while from each of the other multisets S, ℓ(νS)!/m(νS)! = 1).
The multiset partition β consisting of the parts with only entries in [2] is β = { { 1} ,
{ 1} , { 1, 2} } , and hence bν(x) = (x− 10)(x− 11)(x − 12)/2
Let π and γ be elements of Πr,k, define the product in MPk,r(x) by
(3.3) Xπ ·Xγ =
∑
ν
aνbν(x)Xν|
[k]∪[k¯]
where the sum is over all multiset partitions ν ∈ Γr,k such that ν|[k]∪[k] = π and ν|[k]∪[k¯] = γ
and where, by convention, we consider ν|[k]∪[k¯] to be a multiset partition with entries in
[k] ∪ [k] by removing the second bar on elements in [k¯]. By definition, this product is zero
if π|[k] 6= γ|[k] (that is, if the lower row of π does not have the same multisets as the upper
row of γ).
The following example is relatively small, but shows the dependence on the multiset
partitions in Γr,k.
Example 3.2. Let π = { { 1} , { 1, 1} , { 1} } ∈ Π2,1, then to calculate X
2
π ∈ MP2,1(x),
there are four multiset partitions ν which contribute to the sum with ν|[1]∪[1] = π and
ν|[1]∪[1¯] = π, they are:
{ { 1} , { 1} , { 1¯} , { 1, 1, 1¯} }
{ { 1, 1¯} , { 1} , { 1, 1, 1¯} }
{ { 1} , { 1, 1} , { 1, 1¯} , { 1¯} }
{ { 1, 1¯} , { 1, 1} , { 1, 1¯} }
We construct the following table where each of the three columns contains the diagrams
representing the three multiset partitions ν and data representing their contribution to the
sum in Equation (3.3).
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three row msp ν
11
¯
1
¯
1
11
11
¯
1
¯
1
11
11
¯
1
¯
1
11
11
¯
1
¯
1
11
ν|
[k]∪[k¯]
and [k¯]→ [k]
11
11
11
11
11
11
11
11
coefficient aνbν(x) x− 3 2(x− 2) 4 1
Therefore
X2π = (x− 2)X{ { 1} ,{ 1} ,{ 1,1} } + 2(x− 2)X{ { 1,1} ,{ 1,1} } + 4X{ { 1} ,{ 1} ,{ 1} ,{ 1} } .
Example 3.3. Let r = 4, k = 2 and consider the multiset partitions π = { { 1, 1} , { 1, 2} ,
{ 1, 2, 1, 2} } , and γ = { { 1, 2} , { 1, 1} , { 1, 2, 1, 1} } . There are four multiset partitions ν
with entries in {1, 2, 1, 2, 1¯, 2¯} which contribute to the terms in the product XπXγ .
three row msp ν
2111
¯
1
¯
1
¯
1
¯
1
2121
2111
¯
1
¯
1
¯
1
¯
1
2121
2111
¯
1
¯
1
¯
1
¯
1
2121
2111
¯
1
¯
1
¯
1
¯
1
2121
ν|
[k]∪[k¯]
and [k¯]→ [k]
2111
1111
2111
1111
2111
1111
2111
1111
coefficient aνbν(x) (x− 3) (x− 2) 1 2
Therefore
XπXγ =(x− 3)X{ { 1,1} ,{ 1,1} ,{ 1,2,1,1} } + (x− 2)X{ { 1,1,1,1} ,{ 1,2,1,1} } +X{ { 1,1,1,1} ,{ 1,2} ,{ 1,1} }
+ 2X{ { 1,1} ,{ 1,1} ,{ 1,2} ,{ 1,1} } .
Observe that by definition this product is a well-defined algebra product. In addition,
for any π, γ, τ ∈ Πr,k the coefficient of Xτ in a product XπXγ is always a polynomial in
the variable x.
Proposition 3.4. The product defined in Equation (3.3) is associative.
Proof. Proving associativity of this product directly is difficult since we would need to give
an interpretation to a product of three basis elements. That is, we would have to find a
formula for the coefficients occurring in these triple products. Thus, we show associativity
indirectly using the fact that the algebra MPr,k(x) is isomorphic to an endomorphism alge-
bra Ar,k(n) (see Section 4 for details), for specialized values of x = n with n and integer
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such that n ≥ 2r, see Theorem 4.7. The algebra Ar,k(n) has a basis {Oπ |π ∈ Πr,k} and in
Theorem 4.7 we show that Xπ corresponds to Oπ under the isomorphism.
For any π, γ, ζ, τ ∈ Πr,k, the coefficient of Xτ in (XπXγ)Xζ−Xπ(XγXζ) is a polynomial
in x. For all x = n where n is an integer which is greater than or equal to 2r, by Theorem
4.7 this polynomial evaluates to 0 because
the coefficient of Xτ in (XπXγ)Xζ −Xπ(XγXζ)
= the coefficient of Oτ in (OπOγ)Oζ −Oπ(OγOζ)
and because the product of the Oπ is associative in Ar,k(n). Since this holds for an infinite
number of values if x = n, as a polynomial in x the coefficient must be the 0 polynomial. 
A multiset of [k] ∪ [k] is self-symmetric if replacing i with i and i with i is the same
multiset. A multiset partition is self-symmetric if each of the parts are individually self-
symmetric. For example { { 1, 1, 1, 1} , { 1, 2, 2, 1, 2, 2} , { 1, 1} , { 2, 3, 2, 3} } is self-symmetric,
but for instance, { { 1, 2, 2} , { 2, 1, 2} } is not.
Proposition 3.5. For r, k > 0, the element Ir,k =
∑
πXπ where the sum is over all
self-symmetric multiset partitions π ∈ Πr,k is the identity element of MPr,k(x).
Proof. Fix a γ ∈ Πr,k and to compute Ir,kXγ we know that for any self symmetric π,
XπXγ = 0 unless π|[k] = γ|[k]. Therefore Ir,kXγ = XπXγ where π is the self-symmetric
element of Πr,k such that π|[k] = γ|[k].
The product XπXγ is the sum over all ν such that ν|[k]∪[k] = π and ν|[k]∪[k¯] = γ. Notice
that if we unbar the multisets in ν|[k], the result is the multiset partition ν|[k] it follows
that ν|
[k]∪[k¯]
= γ (if we remove one bar from the double barred elements). Thus, it follows
that ν = {S ⊎ { i : i ∈ S} : S ∈ γ} is the single ν ∈ Γr,k that satisfies this condition.
The multiset {S ∈ ν : ∀i ∈ S, i ∈ [k]} is empty since π is self-symmetric so each multiset
with an i ∈ [k] also contains the corresponding i ∈ [k], therefore bν(x) = 1 by Equation
(3.2). For each multiset S in ν|
[k]∪[k¯]
, the multisets in νS will consist of only the multiset
S⊎{ i : i ∈ S|[k]} (possibly with a multiplicity) and hence ℓ(νS)! = m(νS)! and by Equation
(3.1), aν = 1. It follows that Ir,kXγ = XπXγ = Xγ .
Since the transformation which sends Xπ 7→ Xπ is an algebra antihomomorphism, a
right identity exists and the right and left identity of an algebra must be the same. 
4. MPr,k(n) is a centralizer algebra of CSn
In this section we introduce a centralizer algebra of the symmetric group. Our objective
is to show that this algebra is isomorphic to MPr,k(n).
4.1. An Sn action on polynomials. Let Vn,k = (C
n)k denote the nk dimensional vector
space of sequences (v1, v2, . . . , vk) where vj ∈ C
n. Notice that Vn,k can be identified with
the space of n×k matricesMn,k, where each vj is a column vector. With this identification,
we can define eij as the n× k matrix with 1 in the ij-the entry and zeros everywhere else,
then {eij | 1 ≤ i ≤ n, 1 ≤ j ≤ k} is a basis for Vn,k.
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The entries xij of a matrix X in Mn,k can be viewed as functions on Vn,k. Then P(Vn,k)
is the polynomial ring in the commuting variables
{xij | 1 ≤ i ≤ n, 1 ≤ j ≤ k} .
We will denote by Pr(Vn,k) the space of polynomials of degree r (the symmetric tensor).
This space has as basis the monomials in the xij of degree r, we order the monomials in
weakly decreasing order in such a way that j1 ≤ j2 ≤ . . . ≤ jr and is ≤ it if js = jt.
Assuming this order, then
{xi1j1xi2j2 · · · xirjr | 1 ≤ is ≤ n and 1 ≤ jt ≤ k}
is an ordered basis for Pr(Vn,k). Thus, the dimension of P
r(Vn,k) is
(
nk+r−1
r
)
.
Using the identification of Vn,k with the n × k matrices, then GLn acts on Vn,k via
left multiplication. This action induces an action of GLn on P(Vn,k), for the details of
this action see [GW2], Section 5.6.2. Now the symmetric group, Sn, embeds in GLn as
permutation matrices and thus acts on Vn,k; for σ ∈ Sn and eij a basis element of Vn,k, we
have
σ · ei,j = eσ(i),j .
With the identification of eij as a matrix unit, this action corresponds to permutation of
rows of the matrix or equivalently left multiplication by the permutation matrix σ. Then
by restriction, Sn acts on P(Vn,k), this action of Sn has a simple description on monomials.
For xi1j1xi2j2 · · · xirjr ∈ P
r(Vn,k) and σ ∈ Sn, we have
(4.1) σ · xi1j1xi2j2 · · · xirjr = xσ−1(i1)j1xσ−1(i2)j2 · · · xσ−1(ir)jr .
Remark 4.1. This action decomposes Pr(Vn,k) into invariant subspaces indexed by mul-
tisets of size r with elements from the set {1, . . . , k}. These multisets can be identified
with a weakly increasing sequence (j1, j2, . . . , jr) which correspond to the second index of
the variables xij . In particular, the subspace of monomials with js = s can be identified
with the tensor product (Cn)⊗r and the action of Sn is the diagonal action on tensor space.
Recall that the centralizer of the diagonal action of Sn on tensor space is isomorphic to the
partition algebra when n ≥ 2r [J].
In Section 5, when we describe the branching rule and the restriction to simplify the
presentation we will use the following notation. For a subset S ⊆ {1, 2, . . . , k}, we will
denote Vn,S ⊆ Vn,k where Vn,S is the span of elements (v1, v2, . . . , vk) where vj = 0 if j /∈ S.
That is, Vn,{1,2,...,k} = Vn,k and Vn,S is the span of the basis elements {eij : 1 ≤ i ≤ n, j ∈ S}.
4.2. The centralizer of the action. In this section we are interested in the algebra,
Ar,k(n) := EndCSn(P
r(Vn,k)), of endomorphisms that commute with the action of Sn on
Pr(Vn,k), see Equation (4.1). That is,
Ar,k(n) = {f : P
r(Vn,k)→ P
r(Vn,k) | fσ = σf for all σ ∈ Sn}.
First we want to describe a basis for this algebra. In order to do this, we use the fact
that an operator f ∈ End(Pr(Vn,k)) is determined by a
(
nk+r−1
r
)
×
(
nk+r−1
r
)
matrix A =
(A
(i′,j′)
(i,j) ), where (i, j) = ((i1, j1), . . . , (ir, jr)) satisfying is ∈ [n] and js ∈ [k] ordered such
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that j1 ≤ j2 ≤ . . . ≤ jr and is ≤ it if js = jt. Similarly (i
′, j′) = ((i′1, j1), . . . , (i
′
r, jr)), where
i′a ∈ [n] and jb ∈ [k]. The reason we place an overline is to make sure that we emphasize
that the primed correspond to the column indices. The order for the column indices is
the same as for the unbarred. Abusing notation, we will use j as both a sequence ordered
in weakly increasing order and as a multiset of the set [k] with r elements. Similarly, j′
denotes a multiset of [k] and a weakly increasing sequence.
To simplify notation we set x(i,j) = xi1j1xi2j2 · · · xirjr , in this notation, σx(i,j) = x(σ−1(i),j)
where for σ ∈ Sn, σ
−1(i) = (σ−1(i1), σ
−1(i1), . . . , σ
−1(ir)). Therefore, if A is a matrix
corresponding to an endomorphism in End(Pr(Vn,k)), then
Ax(i,j) =
∑
(i′,j′)
A
(i′,j′)
(i,j) x(i′,j′) .
Lemma 4.2. For r, k, n > 0, the element A ∈ Ar,k(n) if and only if A
(i′,j′)
(i,j) = A
(σ(i′),j′)
(σ(i),j) for
all σ ∈ Sn and (i, j) and (i
′, j′) are as specified above.
Proof. A straightforward computation show that σAx(i,j) =
∑
(i′,j′)A
(i′,j′)
(i,j) x(σ−1(i′),j′) and
Aσx(i,j) =
∑
(i′′,j′′)A
(i′′,j′′)
(σ−1(i),j)
x(i′′,j′′). Since A ∈ Ar,k(n), Aσ = σA. Hence, by equating
coefficients, the claim follows. 
The main consequence of Lemma 4.2 is that A commutes with the action of Sn on
Pr(Vn,k) if and only if the matrix entries of A are equal on Sn-orbits. We now describe
these orbits and relate them to the combinatorics described in the previous sections.
Observe that each fixed pair ((i, j), (i′, j′)) determines a matrix unitE
(i′,j′)
(i,j) ∈ End(P
r(Vn,k))
with 1 in the ((i, j), (i′, j′)) position and zeros everywhere else. Therefore, the elements
in Ar,k(n) can be written as linear combinations of these matrix units. Each fixed pair
((i, j), (i′, j′)) determines a partition of the multiset j ⊎ j′ into at most n blocks obtained
by placing ja and jb in the same block if and only if ia = ib. Two pairs ((i, j), (i
′, j′)) and
((s, t), (s′, t′)) are in the same Sn orbit if they give rise to the same multiset partition.
Recall that in Section 2.3 we introduced the notion of a colored multiset partition. This
is a data structure that encodes the objects which index the matrix units in End(Pr(Vn,k)).
Each pair ((i, j), (i′, j′)) corresponds to a colored multiset partition, where the colors are
determined by the i and i′ and the underlying multiset partition is determined by the j and
j′. This means that each colored multiset partition corresponds to a matrix unit. Hence
we can define Eπc := E
(i′,j′)
(i,j) where the pair ((i, j), (i
′, j′)) is the sequence of pairs encoded
by the colored multiset partition πc.
Example 4.3. If r = 5, k = 4 and n = 7, let (i, j) = ((1, 1), (3, 1), (3, 1), (5, 2), (6, 4)) and
(i′, j′) = ((5, 1), (5, 1), (6, 2), (6, 4), (2, 4)). The pair ((i, j), (i′, j′)) is an index for a matrix
unit which determines a colored multiset partition π(1,3,5,2,6) = { { 1} 1, { 1, 1} 3, { 2, 1, 1} 5,
{ 4} 2, { 4, 2, 4} 6 } of [4] ∪ [4].
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The pair (((2, 1), (4, 1), (4, 1), (1, 2), (3, 4)), ((1, 1), (1, 1), (3, 2), (3, 4), (5, 4))) is another
index corresponding to the colored multiset partition is π(2,4,1,5,3) and has the same under-
lying multiset partition π.
Using the notation that we introduced at the end of Section 2.3, the product of two
matrix units Eπc and Eγc′ is
Eπc · Eγc′ = δτc′′top,πctop
δ
τc
′′
bot
,γc
bot
δ
πc
′′
bot
,γc
′
top
Eτc′′
where δA,B is the Kronecker delta. For a permutation σ ∈ Sn ⊆ End(P
r(Vn,k)) which acts
on Pr(Vn,k), we have that σEπc = Eπσ(c)σ.
Let π be a multiset partition with r elements from [k] and r elements from [k], then
define
(4.2) Oπ :=
∑
πc→π
Eπc
where the sum runs over all colored multiset set partitions πc that give rise to the same
multiset partition π. Notice that since the colors that index the multisets are all in [n],
there can be at most n parts in the set partition π, otherwise the sum is empty and the
element is 0.
Proposition 4.4. (The orbit basis) Recall that Πr,k,n is the set of all multiset partitions
with at most n parts of a multiset with r elements from the set [k] and r elements from [k].
For r, k, n > 0, the set of elements {Oπ |π ∈ Πr,k,n} is a basis of Ar,k(n).
Proof. Since if πc → π, then πσ(c) → π for all σ ∈ Sn, it follows that for all σ ∈ Sn that
σOπ = Oπσ and hence Oπ ∈ Ar,k(n). By Lemma 4.2, we have that for any A ∈ Ar,k(n),
A is a linear combination of the Oπ. Since each Oπ is the sum of a disjoint set of matrix
units, these matrices are linearly independent and therefore the collection is a basis. 
It follows that the dimension of Ar,k(n) is equal to |Πr,k,n|. The number of multiset
partitions has been previously studied and asymptotic formulas have been obtained when
the multiset partitions are counted by type, see [Bend] for details. A generating function
formula for this dimension is given in Corollary 5.4.
4.3. Ar,k(n) is isomorphic to MPr,k(n) for n ≥ 2r. In the previous section we showed
that Ar,k(n) has a basis indexed by the elements in Πr,k,n. If n ≥ 2r, Πr,k,n = Πr,k and
this shows that Ar,k(n) and MPr,k(n) are isomorphic as vector spaces. In this section we
will show that they are isomorphic as algebras.
Lemma 4.5. For positive integers r, k, n and π, γ ∈ Πr,k,n, the product on the orbit basis
can be expressed as
(4.3) Oπ · Oγ =
∑
c:πc→π
∑
c′:γc′→γ
∑
τ∈Πr,k,n
δ
γc
′
top,π
c
bot
δ
πctop,τ
(1,2,...,ℓ(τ))
top
δ
γc
′
bot
,τ
(1,2,...,ℓ(τ))
bot
Oτ .
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Proof. Using Equation (4.2), we expand Oπ and Oγ using colored multiset partitions, we
have
Oπ · Oγ =
∑
c:πc→π
∑
c′:γc′→γ
EπcEγc′
=
∑
c:πc→π
∑
c′:γc′→γ
∑
τ
∑
c′′:τc′′→τ
δ
γc
′
top,π
c
bot
δ
πctop,τ
c
′′
bot
δ
γc
′
bot
,τc
′′
bot
Eτc′′ .
Now since the orbit basis is defined so that the support is disjoint when expressed in the
basis elements {Eπc} of End(P
r(Mn,k)), we only need take a coefficient of a representa-
tive element from the expression. That is, in any expression in EndCSn(P
r(Mn,k)), the
coefficient of Oτ is equal to the coefficient of Eτc for any coloring c. Hence we can take
c = (1, 2, . . . , ℓ(τ)) as a representative element of that orbit, and Equation (4.3) follows. 
Now the following lemma shows that the product in Equation (4.3) can be transformed
as a sum over elements of Γr,k, i.e., multisets with r elements from each in [k], [k] and [k¯].
Recall that a coloring c of a multiset partition π is a sequence with all distinct entries in
[n]. The entries have to be distinct because two blocks of the multiset partition π cannot
have the same color.
Lemma 4.6. Fix positive integers r, k, n and elements π, γ, τ ∈ Πr,k,n. There is a bijection
between pairs of colorings (c, c′) ∈ [n]ℓ(π) × [n]ℓ(γ), each with distinct entries, of π and
γ such that γc
′
top = π
c
bot, π
c
top = τ
(1,2,...,ℓ(τ)) and γc
′
bot = τ
(1,2,...,ℓ(τ)) and pairs (ν, c′′) with
ν ∈ Γr,k, c
′′ ∈ [n]ℓ(ν) with distinct entries such that ν|[k]∪[k] = π, ν|[k]∪[k¯] = γ, ν
c′′ |
[k]∪[k¯]
=
τ (1,2,...,ℓ(τ)).
Proof. Consider a pair of colored multiset partitions (πc, γc
′
) which satisfies γc
′
top = π
c
bot,
πctop = τ
(1,2,...,ℓ(τ)) and γc
′
bot = τ
(1,2,...,ℓ(τ)). This pair of colorings uniquely determines a
multiset partition ν ∈ Γr,k. That is, ν is the unique multiset partition such that there is
a coloring c′′ with νc
′′
|[k]∪[k] = π
c and νc
′′
|
[k]∪[k¯]
= γc
′
. To find ν, start with π and then
add elements of [k¯] to the multisets from π if the multiset from πc shares the same color as
the multiset in γc
′
. The multisets with only elements from [k] in γ correspond to multisets
with only elements in [k¯] in ν and their coloring is determined by γc
′
. That is, the c and
c′ determine c′′, a coloring of ν such that τ (1,2,...,ℓ(τ)) = νc
′′
|[k]∪[k¯]. Moreover, a coloring of
ν also determines the colored multiset partitions πc and γc
′
by reversing the process. 
Theorem 4.7. For positive integers n, k, r such that n ≥ 2r, the algebra MPr,k(n) is
isomorphic to Ar,k(n).
Proof. We need to show that there is a bijective homomorphism. We know that {Xπ |π ∈
Πr,k} is a basis for MPr,k(n) and {Oπ |π ∈ Πr,k,n} is a basis for Ar,k(n) and since n ≥ 2r,
Πr,k = Πr,k,n. Then we define a linear map φ : MPr,k(n)→ Ar,k(n) on the basis φ(Xπ) = Oπ
and extend this map linearly.
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The product of the Oπ’s is just matrix multiplication. We will show that the coefficient
of Oτ in OπOγ is equal to
∑
ν aνbν(n) where the sum is over all set partitions with ν ∈ Γr,k
such that ν|
[k]∪[k¯]
= τ , ν|[k]∪[k] = π and ν|[k]∪[k¯] = γ. By Equation (3.3), this will show
that φ is an isomorphism.
By Lemma 4.5 and the bijection in Lemma 4.6 we have that the coefficient of Oτ in
OπOγ is ∑
c:πc→π
∑
c′:γc′→γ
δ
γc
′
top,π
c
bot
δ
πctop,τ
(1,2,...,ℓ(τ))
top
δ
γc
′
bot
,τ
(1,2,...,ℓ(τ))
bot
=
∑
ν∈Γr,k
∑
c′′:νc′′→ν
δν|[k]∪[k],πδν|[k]∪[k¯],γδνc
′′ |
[k]∪[k¯]
,τ (1,2,...,ℓ(τ)) .
Now fix a ν ∈ Γr,k with ν|[k]∪[k¯] = τ , ν|[k]∪[k] = π and ν|[k]∪[k¯] = γ, and then enumerate
the number of colorings c′′ such that νc
′′
|
[k]∪[k¯]
= τ (1,2,...,ℓ(τ)). As we will see, this expression
is a polynomial in n. We partition ν into two parts: α which consists of the multisets which
contain at least one element from [k] ∪ [k¯], and β which consists of those containing only
elements of [k]. That is, ν = α ⊎ β and ℓ(α) = ℓ(τ). There are aν = ℓ(α)!/m(α)! ways
of coloring α and, once that is completed, there are bν(n) = (n − ℓ(α))ℓ(β)/m(β)! ways of
coloring the parts of β such that νc
′′
|
[k]∪[k¯]
= τ (1,2,...,ℓ(τ)).
This shows that when x = n ≥ 2r, the coefficient of Oτ in OπOγ is equal to the coefficient
of Xτ in XπXγ and hence φ : MPr,k(n)→ Ar,k(n) is an algebra homomorphism. 
5. Irreducible representations of Ar,k(n)
Since Ar,k(n) is isomorphic to the centralizer algebra of CSn acting on P
r(Vn,k) we can
use well known theorems about centralizer algebras to begin to understand the structure
of the irreducible representations. We begin this section with a summary of some general
results about the representations of algebras which are centralizers of each other. Then,
we show how these apply in the case of CSn and Ar,k(n) acting on the space P
r(Vn,k).
Theorem 5.1. [Pr, Section 6.2.5] [GW2, Section 4.2.1] Let A and B be algebras acting on
a module W such that B = EndA(W ). There is a set P (a subset of the index set of the
irreducible representations of A) such that for each x ∈ P , Ex is an irreducible A-module
occurring in the decomposition of W as a A-module. Then if we set Fx = Hom(Ex,W ),
then Fx is an irreducible B-module and the decomposition of W as an A×B-module is
W ∼=
⊕
x∈P
Ex ⊗ Fx .
Moreover, the dimension of Ex is equal to the multiplicity of Fx in W as a B-module and
the dimension of Fx is equal to the multiplicity of Ex in W as a A-module.
In particular, we are allowing A = CSn to act on the polynomial ring P
r(Vn,k) and we
know that the irreducible representations of CSn are indexed by the set of partitions of n.
Denote the irreducible CSn-module indexed by the partition λ by W
λ
CSn
. For given values
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of k and r, it may be the case that for only a subset of the partitions λ will W λCSn occur
with non-zero multiplicity in Pr(Vn,k). Let
(5.1) W λAr,k(n) := Hom(W
λ
CSn ,P
r(Vn,k))
represent the irreducible Ar,k(n)-module indexed by the partition λ.
For any partition λ of n, we define the Reynolds operator Rλ = 1
n!
∑
σ∈Sn
χλ(σ)σ. The
operator Rλ projects a CSn-module to the component of the module consisting of the direct
sum of CSn irreducibles indexed by the partition λ. This means that for a CSn-module
W , we have
(5.2) W ∼=
⊕
λ∈Parn
RλW .
In the case that W = Pr(Vn,k) the action of Ar,k(n) commutes with the Sn action and
RλW is both a CSn and a Ar,k(n)-module and so we have that
(5.3) RλPr(Vn,k) ∼=W
λ
Ar,k(n)
⊗W λCSn .
The following proposition gives the dimension of an irreducible Ar,k(n) representation
in terms of a Schur function evaluated at a series. It also gives precise conditions for when
this dimension is non-zero. The plethystic notation is defined in Section 2.4.
Proposition 5.2. For positive integers n, k, r and λ ∈ Parn,
dimW λAr,k(n) = coefficient of q
r in sλ
[
1
(1− q)k
]
.(5.4)
Moreover, this coefficient is non-zero (that is, the module W λAr,k(n) exists) if and only if
r ≥
∑
j≥1(j − 1) ·
∑tj
i=tj−1+1
λi where td =
(
k+0−1
0
)
+
(
k+1−1
1
)
+ · · ·+
(
k+d−2
d−1
)
and using the
convention that λd = 0 for d > ℓ(λ).
Proof. Considering Pr(Vn,k) = P
r(Vn,{1,2,...,k}) as a GLn-module,
Pr(Vn,{1,2,...,k}) =
⊕
r1+r2+···rk=r
Pr1(Vn,{1})⊗ P
r2(Vn,{2})⊗ · · · ⊗ P
rk(Vn,{k})
where the sum is over all sequences of non-negative integers (r1, r2, . . . , rk) whose sum is
r. The GLn character of a diagonal matrix acting on a basis P
d(Vn,{j}) is equal to sd[Xn]
where the Xn = x1+x2+ . . .+xn are a sum of n variables which can be specialized to the
eigenvalues of the element of GLn. Therefore this decomposition shows that the character
of the action on Pr(Vn,{1,2,...,k}) is (by Lemma 2.4 part (c)),∑
r1+r2+···+rk=r
sr1 [Xn]sr2 [Xn] · · · srk [Xn] = sr[kXn] .
Now Scharf and Thibon’s result [ST, Theorem 4.1] (that, in turn, follows from a the-
orem due to Littlewood [Li, Theorem XI]) states that the multiplicity of an irreducible
representation indexed by λ is equal to 〈sr[kX], sλ[Ω[X]]〉 .
18 ROSA ORELLANA AND MIKE ZABROCKI
When evaluating symmetric functions at expressions in variables q, we consider kq =
q + q + · · ·+ q︸ ︷︷ ︸
k times
then by Lemma 2.4 part (c), Ω[kq] = Ω[q]k = 1
(1−q)k
. Since the coefficient
of qr in Ω[kqX] =
∑
d≥0 q
dsd[kX] is sr[kX], the multiplicity that we have just calculated
is equal to the coefficient of qr in the series:
〈Ω[kqX], sλ[Ω[X]]〉 = sλ[Ω[kq]] = sλ
[
1
(1− q)k
]
(5.5)
where the equalities follow by applying Lemma 2.4 part (b).
Fix a positive integer k and a partition λ of n. To determine if the multiplicity of W λCSn
in Pr(Vn,k) is non-zero for a given r (or equivalently, to determine if there is a module
W λAr,k(n)) we are asking if the coefficient of q
r is non-zero in sλ
[
1/(1− q)k
]
.
Let aλr,k be equal to the number of multiset tableaux of shape λ with r entries from 1
to k. We know by Theorem 3.1 in [OZ4] that this is the multiplicity of W λCSn . There is
an injection of the tableaux enumerated by aλr,k into the tableaux enumerated by a
λ
r+1,k by
adding an extra entry k in the highest corner of the tableau. Hence we can say that if aλr,k
is non-zero, then aλr+1,k is non-zero.
By Equation (5.4), it remains to identify the smallest value of r such that the coefficient
of qr in sλ
[
1/(1− q)k
]
is non-zero. First note that
1/(1 − q)k = 1 + q + q + · · ·+ q︸ ︷︷ ︸
(k+1−11 ) times
+ q2 + q2 + · · · + q2︸ ︷︷ ︸
(k+2−12 ) times
+ q3 + q3 + · · ·+ q3︸ ︷︷ ︸
(k+3−13 ) times
+ · · · .
The expression sλ
[
1/(1 − q)k
]
is equal to the monomial expansion of sλ[X] with x1 = 1, the
variables x2 thought x(k+1−11 )+1
equal to q, the variables x2+(k+1−11 )
through x1+(k+1−11 )+(
k+2−1
2 )
equal to q2, and in general the variables xtj−1+1 through xtj equal to q
j−1. The term of
smallest degree in this expression will be the leading term of sλ[X] which is x
λ1
1 x
λ2
2 · · · x
λℓ(λ)
ℓ(λ)
and that degree will be equal to
∑
j≥1
(j − 1) ·
tj∑
i=tj−1+1
λi .
If r is smaller than this value, then the coefficient of qr in sλ
[
1/(1 − q)k
]
is equal to 0,
otherwise the coefficient is non-zero. 
Remark 5.3. The series on the right hand side of Equation (5.4) is perhaps more explicitly
written as
sλ
[
1
(1− q)k
]
=
∑
γ∈Parn
χλSn(γ)
zγ
ℓ(γ)∏
i=1
1
(1− qγi)k
where χλSn(γ) are the values of the irreducible symmetric group characters indexed by λ at
an element of cycle type γ. The special case when k = 1 is due to Aiken [Aik] and in this
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case the result is the multiplicity of a symmetric group irreducible in the polynomial ring
in a single set of n variables (see [Sta] Example 7.73 for details).
By Theorem 3.1 of [OZ4], if n be a positive integer and λ ∈ Parn, then the dimension
of the irreducible Ar,k(n)-module indexed by λ (assuming that it exists) is equal to the
number of multiset valued tableaux of shape λ with r values from 1 through k (where a
multiset tableaux is a column strict tableaux whose entries are multisets ordered by a total
order).
Corollary 5.4. For positive integers n, k, r, the dimension of Ar,k(n) is equal to the coef-
ficient of znqrtr in
(5.6)
∏
i≥0
∏
j≥0
1
(1− zqitj)(
k+i−1
i )(
k+j−1
j )
.
Remark 5.5. To use this generating function for effective computation of the dimension,
one should take the finite product of 0 ≤ i, j ≤ r and expand the series in z. The
coefficients of zn will be a polynomial in q, t and the coefficient of qrtr will be the dimension
of Ar,k(n). However, like the partition algebra, the dimensions of the algebras grow quickly
in the parameters k and r and stablize for n ≥ 2r (e.g. as a reference point and example,
dimA3,4(3) = 22736, dimA3,4(4) = 33712, dimA3,4(5) = 36912, and dimMP3,4(x) =
dimA3,4(n) = 37312 for n ≥ 6). The other coefficients of q
atb will be the dimension of the
homomorphisms from the degree a polynomials to the degree b polynomials in the variables
xij with 1 ≤ i ≤ n and 1 ≤ j ≤ k which commute with the action of the symmetric group.
Proof. (of Corollary 5.4) It is a consequence of Theorem 5.1, but also by the insertion
described in [COSSZ] there is a bijection between Πr,k,n and pairs of multiset tableaux
that directly show that
(5.7)
∑
λ∈Parn
(
dimW λAr,k(n)
)2
= dimAr,k(n) .
We will build on this equation to prove that the coefficient of znqrtr in Equation (5.6) is
equal to dimAr,k(n).
We have by Lemma 2.4, that
∏
i≥0
∏
j≥0
1
(1− zqitj)(
k+i−1
i )(
k+j−1
j )
= Ω

∑
i,j≥0
(
k + i− 1
i
)(
k + j − 1
j
)
zqitj


= Ω
[
z
(1− q)k(1− t)k
]
=
∑
n≥0
∑
λ∈Parn
znsλ
[
1
(1− q)k
]
sλ
[
1
(1− t)k
]
.
Hence, by Proposition 5.2 the coefficient of znqrtr in the right hand side is equal to∑
λ∈Parn
(
dimW λAr,k(n)
)2
= dimAr,k(n). 
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5.1. The branching rule. The coefficients in the product of Schur functions
sτ (1)sτ (2) · · · sτ (r) =
∑
ν
cν
τ (1)τ (2)···τ (r)
sν
are known as the Littlewood-Richardson coefficients. We will use these coefficients to ex-
press what is known as a branching rule for the multiplicity of an irreducible forAr−d,k−1(n)-
module in an irreducible of Ar,k(n)-module.
Note that the polynomial ring decomposes as
(5.8) Pr(Vn,{1,2,...,k}) ∼=
r⊕
d=0
Pr−d(Vn,{1,2,...,k−1})⊗ P
d(Vn,{k})
where the action of CSn is diagonal on the tensors and we separate the variables with
the second index k and the parameter d represents the total degree of the variables xik
with 1 ≤ i ≤ n. This decomposition of the polynomial ring induces an inclusion φ :
Ar−d,k−1(n) →֒ Ar,k(n) where for π ∈ Πr−d,k−1,n, Oπ ∈ Ar−d,k−1(n) and
φ(Oπ) =
∑
ν
Oν
where the sum is over ν ∈ Πr,k,n with the restriction of the entries of ν to [k − 1] ∪ [k − 1]
is π and when ν is restricted to {k, k} the result is a self symmetric set partition with d
values k and d values k.
Theorem 5.6. For positive integers r, k, n and for all partitions λ, µ ∈ Parn and d ≥ 0,
the multiplicity of W µAr−d,k−1(n) in W
λ
Ar,k(n)
is equal to
dim Hom(W λCSn ,W
µ
CSn
⊗ Pd(Vn,{k})) =
∑
α
∑
τ (∗)
cµ
τ (1)τ (2)···τ (d+1)
cλ
τ (1)τ (2)···τ (d+1)
where the sum is over sequences of non-negative integers α = (α1, α2, . . . , αd+1) such that∑d+1
i=1 (i − 1)αi = d and
∑d+1
i=1 αi = n and τ
(∗) = (τ (1), τ (2), . . . , τ (d+1)) where for each
1 ≤ i ≤ d+ 1, τ (i) is a partition of αi.
When d = 1, the conditions on the sum impose that α = (n−1, 1) and
∑
τ (1)⊢n−1
cµ
τ (1)(1)
cλ
τ (1)(1)
is equal to the number of ways of removing a corner cell from the partition µ and then
adding a corner cell to the result to obtain the partition λ. This is precisely the branching
rule for the partition algebra [Ha, Mar4].
Remark 5.7. Note that the analogous branching rule for GLk-modules would state how
W λGLk for λ ∈ Parr decomposes as a direct sum of modules W
µ
GLk−1
where µ is a partition
of size smaller than or equal to r. In this case (see for instance [GW2, Section 12.2.3]), the
branching rule is known as the Pieri rule and the multiplicity of W µGLk−1 in W
λ
GLk
is 1 if λ
and µ are ‘interlaced’ or ‘differ by a horizontal strip’ and is equal to 0 otherwise. Theorem
5.6 is a formula for the multiplicity of W µAr−d,k−1(n) in W
λ
Ar,k(n)
which could be greater than
1.
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Remark 5.8. In [OZ2, Proposition 21] the authors gave a combinatorial interpretation for
the multiplicity appearing in Theorem 5.6 in terms of tableaux that simultaneously satisfy
two types of lattice conditions. The application of that expression is Theorem 13 of [OZ2]
which is a multiset tableaux interpretation of
dim Hom(W γCSn ,W
λ
CSn
⊗ Pα1(Vn,1)⊗ P
α2(Vn,1)⊗ · · · ⊗ P
αℓ(α)(Vn,1)) .
Proof. (of Theorem 5.6) The subalgebra Ar−d,k−1(n) acts exclusively on the part of the
polynomial ring where the j index of the xij variables has j 6= k, so we have P
r−d(Vn,k−1) =⊕
µW
µ
Ar−d,k−1(n)
⊗W µCSn . Then by Equation (5.1) and (5.8),
W λAr,k(n)
∼=
r⊕
d=0
Hom(W λCSn ,P
r−d(Vn,{1,2,...,k−1})⊗ P
d(Vn,{k}))
∼=
r⊕
d=0
⊕
µ∈Parn
W µAr−d,k−1(n) ⊗Hom(W
λ
CSn
,W µCSn ⊗P
d(Vn,{k})) .
Therefore restricting the action of Ar,k(n) to the action of
⊕r
d=0Ar−d,k−1(n) acting
on W λAr,k(n), the multiplicity of W
µ
Ar−d,k−1(n)
will be equal to the multiplicity of W λCSn in
W µCSn ⊗ P
d(Vn,{k}).
By Proposition 5.2, the multiplicity of W νCSn in P
d(Vn,{k}) is the coefficient of q
d in
sν
[
1
1−q
]
, so then dim Hom(W λCSn ,W
µ
CSn
⊗ Pd(Vn,{k})) is equal to the coefficient of q
d in∑
ν∈Parn
sν
[
1
1−q
]
〈sλ, sµ ∗ sν〉, where ∗ indicates the Kronecker product. Then by a change
of basis calculation,
∑
ν∈Parn
sν
[
1
1− q
]
〈sλ, sµ ∗ sν〉 =
∑
γ∈Parn
mγ
[
1
1− q
]
〈sλ, sµ ∗ hγ〉 .
Since mγ
[
1
1−q
]
is equal to mγ [X] with xi replaced with q
i−1, then
mγ
[
1
1− q
]
=
∑
β
q
∑
i(i−1)βi
where the sum is over sequences β of non-negative integers that are permutations of the
partition γ (with trailing zeros). Therefore the coefficient of qd in this expression follows
by applying [Mac, Example 23(d), p. 130] to show that∑
α
〈sλ, sµ ∗ hα〉 =
∑
α
∑
τ (∗)
cµ
τ (1)τ (2)···τ (d+1)
cλ
τ (1)τ (2)···τ (d+1)
where the sum is over all sequences of non-negative integers α = (α1, α2, . . . , αd+1) that
sum to n such that
∑d+1
i=1 (i−1)αi = d and where the inner sum on the right hand side is over
sequence of partitions τ (∗) = (τ (1), τ (2), . . . , τ (d+1)) where τ (i) ∈ Parαi for 1 ≤ i ≤ d+1. 
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5.2. Restriction of W λAr,k(n). In this section we view Ad,k(n)⊗Ar−d,ℓ(n) as a subalgebra
of Ar,k+ℓ(n). In order to define the embedding we need some notation suppose that γ
is a set partition of a multiset containing only elements in {k + 1, k + 2, . . . , k + ℓ} ∪
{k + 1, k + 2, . . . , k + ℓ}. Then the k-standarization of γ is the multiset partition in Πr,ℓ,n
obtained by subtracting k (resp. k) from all elements in γ.
The embedding of Ad,k(n) ⊗ Ar−d,ℓ(n) in Ar,k+ℓ(n) is defined by mapping the element
Oπ ⊗Oγ ∈ Ad,k(n)⊗Ar−d,ℓ(n), where π ∈ Πd,k,n and γ ∈ Πr−d,ℓ,n, to the sum of elements∑
τ∈Πr,k+ℓ,n
Oτ where the sum ranges over all τ such that the restriction of τ to [k] ∪
[k] is π and the k-standardization of τ restricted to the set {k + 1, k + 2, . . . , k + ℓ} ∪
{k + 1, k + 2, . . . , k + ℓ} is γ.
Example 5.9. Consider the multiset partitions π = { { 1} , { 1} } and τ = { { 1, 1} } , then
Oπ ⊗ Oτ ∈ A1,1(n) ⊗ A1,1(n) as an element of A2,1+1(n) is equal to O{ { 1} ,{ 1} ,{ 2,2} } +
O{ { 1,2,2} ,{ 1} } +O{ { 1} ,{ 2,1,2} } .
The next theorem shows that the multiplicity of a tensor of irreducible multiset partition
algebra modules in the restriction from Ar,k+ℓ(n) to Ad,k(n) ⊗ Ar−d,ℓ(n) is given by the
Kronecker coefficients. Recall that these coefficients are the multiplicities which appear in
the tensor of irreducible symmetric group algebra modules. That is, if we denote gλνγ =
dim Hom(W λCSn ,W
ν
CSn
⊗W γCSn), then we have that the decomposition of the restriction is
given by the following theorem.
Theorem 5.10. Let r, k, ℓ and n be positive integers and λ be a partition of n, then the
restriction of the irreducible W λAr,k+ℓ(n) to
⊕r
d=0Ad,k(n) ⊗ Ar−d,ℓ(n) ⊆ Ar,k+ℓ(n) has the
decomposition
Res
Ar,k+ℓ(n)⊕r
d=0Ad,k(n)⊗Ar−d,ℓ(n)
W λAr,k+ℓ(n)
∼=
r⊕
d=0
⊕
ν∈Parn
⊕
γ∈Parn
(W νAd,k(n) ⊗W
γ
Ar−d,ℓ(n)
)⊕gλνγ .
Proof. Recall from Equation (5.1) and for any d ≥ 0 that Ad,k(n) is the centralizer of CSn
acting on Pd(Vn,{1,2,...,k}), so
(5.9) Pd(Vn,{1,2,...,k}) ∼=
⊕
ν∈Parn
W νCSn ⊗W
ν
Ad,k(n)
.
Therefore as an CSn ⊗Ad,k(n)⊗ CSn ⊗Ar−d,ℓ(n)-module that
Pd(Vn,{1,2,...,k})⊗ P
r−d(Vn,{k+1,k+2,...,k+ℓ})
∼=
⊕
ν∈Parn
⊕
γ∈Parn
(
W νCSn ⊗W
ν
Ad,k(n)
)
⊗
(
W γCSn ⊗W
γ
Ar−d,ℓ(n)
)
.
Now since
Pr(Vn,{1,2,...,k+ℓ}) ∼=
r⊕
d=0
Pd(Vn,{1,2,...,k})⊗ P
r−d(Vn,{k+1,k+2,...,k+ℓ}) ,
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then as a
⊕r
d=0Ad,k(n)⊗Ar−d,ℓ(n)-module,
Res
Ar,k+ℓ(n)⊕r
d=0Ad,k(n)⊗Ar−d,ℓ(n)
W λAr,k+ℓ(n)
∼=
r⊕
d=0
⊕
ν∈Parn
⊕
γ∈Parn
Hom(W λCSn ,W
ν
CSn
⊗W γCSn)⊗W
ν
Ad,k(n)
⊗W γAr−d,ℓ(n) .
The theorem follows since gλνγ is the dimension of Hom(W
λ
CSn
,W νCSn ⊗W
γ
CSn
). 
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