Abstract-In this paper we provide necessary conditions for the existence of multiple equilibrium points for a class of nonlinear cooperative networked systems with saturating interactions which describe models of collective decision-making. The multiple steady states of the dynamics represent the possible outcomes of a decision process, and, except for one positive and one negative, have all mixed signs. The conditions we obtain can be formulated in terms of the algebraic connectivity of the network and are inspired by Perron-Frobenius arguments. It is also shown that the mixed-sign equilibria are contained in a ball of radius given by the norm of the positive equilibrium point and centered in the origin. Numerical examples are given to illustrate the results.
I. INTRODUCTION
Many applications, ranging from collective decisionmaking in animal groups [1] to opinion dynamics in social communities [2] , [3] , from gene regulatory network [4] to neural networks [5] , can be modeled as nonlinear interconnected systems, with nonlinear sigmoidal saturationlike functional forms describing the interactions between the nodes [6] , [5] , [7] . Such saturations avoid divergence of the dynamics but complicate the phase portrait, by inducing complex nonlinear behaviors like periodic orbits or coexistence of multiple (stable or unstable) steady states. If the saturated functional forms are also monotone, then it is possible to exclude the presence of attracting periodic orbits but not of multiple equilibria [8] , [9] . Such conditions indeed occur in neural networks models, like in the so-called Hopfield [6] or Cohen-Grossberg [10] neural networks. The concept that often occurs is that of "multistability", i.e. the presence of multiple stable equilibrium points, which has been intensively investigated in the last years [11] , [12] , [13] , [14] , see also [15] for an overview. The notion this paper is focusing on is that of "multiequilibria", i.e. multiple stable and unstable equilibria for the system.
The class of nonlinear models here considered is described in [1] , [16] , [17] , and it represents bio-inspired collective decision-making processes. The adjacency matrix of the network is nonnegative, i.e. all the interactions between the nodes are "activatory". Furthermore, it is assumed to be symmetric or diagonally symmetrizable and irreducible. The model has a Laplacian-like structure at the origin and * Work supported in part by a grant from the Swedish Research Council (grant n. 2015-04390).
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According to the analysis made in [1] , for small values of the bifurcation parameter the origin is globally stable, as can be easily deduced by (global) diagonal dominance. Above a critical value, the system experiences a pitchfork bifurcation: the origin becomes unstable, and two locally stable equilibria, one positive, the other negative, appear. However, the approach followed by [1] can only capture what happens in a neighborhood of the bifurcation point. The behavior of the system when the bifurcation parameter assumes bigger values is still not understood and its investigation is the task of this paper. In this way we also aim to extend the research of [16] , [17] , where the behavior of the system in the positive orthant is considered, to the entire R n . As already mentioned, the notions of multiequilibria and multistability often occur in the neural networks literature. For neural networks with symmetric adjacency matrices and monotone increasing and sigmoidal nonlinearities describing the interconnections, convergence to stable equilibrium points is known since [6] . The possibility of counting the number of stable steady states is of particular interest and in [11] , [12] , [13] it is shown that the number of such equilibria grows exponentially with the number n of "neurons" for different models. The multiequilibria conditions in this literature are normally tightly depending on the specific form of the dynamics and become inapplicable for the dynamics considered in this paper. The nonnegativity assumption on the adjacency matrix of the network yields two locally invariant regions, the positive and negative orthant, but outside these regions it is not possible to apply Brouwer fixed-point arguments, used to prove the existence of multiple equilibria in some of the papers cited above.
The main contribution of this paper is to investigate the multiequilibria problem using tools from Perron-Frobenius theory and geometrical considerations.
First, we prove that a necessary condition for the existence of equilibria outside R n + , R n − is the existence of a second positive eigenvalue of the adjacency matrix. Equivalently, the value of the algebraic connectivity of the Laplacian of the system determines an interval of values to which the bifurcation parameter has to belong in order to guarantee the absence of mixed-signed equilibrium points. Numerically, it is possible to see that right beyond this value multiple equilibria appear. Second, we prove that for the case of identical nonlinearities the norm of each mixed-sign equilibrium point is less than the norm of the equilibrium point in the positive orthant, i.e., the norm of the positive equilibrium point represents the radius of the ball centered in the origin of R n which must contain all the equilibria. Most proofs of the results, here omitted for lack of space, appear in the extended journal paper [18] .
II. PRELIMINARIES

A. Nonnegative matrices and Perron-Frobenius
The set of all λ ∈ C that are eigenvalues of A ∈ R n×n is called the spectrum of A and is denoted by Λ(A). The spectral radius of A is the nonnegative real number ρ(A) = max{|λ| : λ ∈ Λ(A)}.
A matrix B ∈ R n×n is said to be similar to a matrix A ∈ R n×n , abbreviated B ∼ A, if there exists a nonsingular matrix S ∈ R n×n such that B = S −1 AS. If A and B are similar, then they have the same eigenvalues, counting multiplicity.
A matrix A ∈ R n×n is said to be reducible if either n = 1 and A = 0 or if n ≥ 2, there is a permutation matrix P ∈ R n×n and there is some integer r with 1 ≤ r ≤ n −
n×n is said to be irreducible if it is not reducible. 
B. Symmetric, symmetrizable and congruent matrices
Let A ∈ R n×n be symmetric. Then all the eigenvalues of A are real and S T AS is symmetric for all S ∈ R n×n . A matrix A ∈ R n×n is (diagonally) symmetrizable if DA is symmetric for some diagonal matrix D with positive diagonal entries. The matrix DA is called symmetrization of A and the matrix D is called symmetrizer of A. The eigenvalues of a symmetrizable matrix are real [20] , [21] , [22] . A ∈ R n×n is symmetrizable if and only if it is sign symmetric, i.e.
A matrix B ∈ R n×n is said to be congruent to the matrix A ∈ R n×n if there exists a nonsingular matrix S such that B = SAS T . If B is congruent to A, we say that B can be obtained by a congruence transformation on A. 
C. Cooperative system
Consider the systeṁ
where f is a continuously differentiable function defined on a convex, open set U ⊆ R n . We write x(t, x 0 ) for the forward solution of (3) with initial condition x 0 ∈ R n at t = 0.
The subscript "K" will be dropped in case K = R n + , the nonnegative orthant. System (3) is said to be type-K monotone [9] if whenever x andȳ lie in U and ifx ≤ Kȳ then x(t,x) ≤ K y(t,ȳ) for all t ≥ 0 for which both solutions are defined. In this case we say that the flow of (3) preserves the ordering ≤ K .
If K = R n + then we have the class of cooperative systems. System (3) is said to be cooperative in U ⊂ R n if the differentiable vector field f :
III. MULTIPLE EQUILIBRIA FOR NONLINEAR COOPERATIVE SYSTEMS
The class of nonlinear systems considered in this work is the following [1] , [16] 
where x ∈ R n , π > 0 is a scalar parameter, A = [a ij ] is the weighted adjacency matrix of the network and Δ = diag{δ 1 , . . . , δ n } is the matrix of degradation terms δ i . The matrix A is assumed to be nonnegative with null diagonal, irreducible and symmetrizable. Each δ i value is defined as the ith row sum of the matrix A, that is δ i = j a ij , and from the irreducibility assumption on A it follows that each δ i is strictly positive, δ i > 0. Moreover, the notation
Typical choices for the nonlinear functions are a hyperbolic tangent function, a (modified) Michaelis-Menten function [3] or a (modified) Boltzmann function [5] . The last two are respectively ψ i ( From these assumptions, it follows that the Jacobian matrix of (4), given by −Δ + πA ∂ψ ∂x (x), is Metzler. Therefore, the system (4) is cooperative.
It is convenient to introduce the matrix H := πΔ −1 A. Observe that it satisfies some useful properties:
• It is nonnegative and irreducible, so Theorem 1 applies.
• All the row sums are equal to π, that is H1 n = π1 n .
It follows that (π, 1 n ) is an eigenpair of the matrix H. In the following analysis the matrix H is used to rewrite the system (4) in a different forṁ
We will see below that the existence (and the stability) of multiple equilibria is strictly related to the structure of the spectrum of the matrix H.
A. Existence of multiple equilibria
Consider the system (4) (or (5)) where each nonlinear function ψ i (x i ) satisfies the properties (A.1)÷(A.4). Let us start by recalling what is known for this system when we vary the parameter π. By construction, the origin is always an equilibrium point for (4) (or (5)). When π < 1, x = 0 is the only equilibrium point, it is globally asymptotically stable and locally exponentially stable. This follows from diagonal dominance, and can be easily shown by a Lyapunov argument, see [1] , [16] , [17] , [24] . At π = 1 the system undergoes a pitchfork bifurcation, the origin becomes a saddle point and two more equilibria emerge, x + ∈ R n + and x − ∈ R n − [1] . It follows from the analysis of [16] that, for all π > 1, x = 0 is an unstable equilibrium point, while both x + and x − are locally asymptotically stable with domain of attraction given by the entire orthant. R n + (resp. R n − ) is in fact invariant for the system (4). What happens outside these two orthants is however unknown. When π > 1 and π − 1 sufficiently small, the behavior of the system (4) outside R n + and R n − has been discussed in [1] . Only the three equilibrium points mentioned above are possible, two locally stable [16] and the origin as a saddle point. However, when π > 1 grows, the bifurcation analysis of [1] does not hold anymore.
Our task is therefore to investigate the behavior of the system (4) when π > 1 grows and x ∈ R n (case not described by [16] 
The following theorem introduces a necessary condition that has to be verified in order to have an equilibrium point x in a generic orthant K = R n + , R n − for the system (4).
Theorem 3 Consider the system (4), where each nonlinear function ψ i (x i ) satisfies the properties (A.1)÷(A.4). If the system admits an equilibrium pointx ∈ K, where K is an orthant in
R n and K = R n + , R n − ,
then ∃ λ(A) ∈ Λ(A) such that λ(A) > 0 and λ(A) = ρ(A) for which π λ(A) > δ min .
In order to prove the theorem we need the following auxiliary lemma.
Lemma 2 Consider the system (5) where each nonlinear function ψ i (x i ) satisfies the properties (A.1)÷(A.4). If the system admits an equilibrium pointx ∈ K, where K is an orthant in
then ∃ λ(H) ∈ Λ(H) such that λ(H) > 1 and λ(H) = ρ(H).
Proof. Letx ∈ K be an equilibrium point for (5). Because Δ is diagonal and positive definite, from (5) it follows
First notice that ifx ∈ K also ψ(x) ∈ K because, from (A.1) and (A.2), ψ i (x i ) keeps the same sign of x i for all i = 1, . . . , n. Introduce the diagonal matrix M (x) = diag{m 1 (x 1 ), . . . , m n (x n )} where each element is given by
Sincex > K 0, the ratio is well-posed. The dependence of M (x) fromx will be omitted from now on. From (A.2) and (A.4) one gets |ψ i (x i )| < |x i | ∀i, x i = 0, which leads to
Knowing that ψ(x) = Mx, the matrix M can be used to rewrite (6); moreover, applying the change of coordinates z = M 1/2x leads toz
Equation (7) • Consider the matrixH defined as
By construction it is symmetric, nonnegative, irreducible and similar to H. Because H andH have the same eigenvalues, it is just necessary to prove that ∃ λ(H) ∈ Λ(H) such that λ(H) > 1 and λ(H) = ρ(H).
• The matrices M 1/2 HM 1/2 and M 1/2H M 1/2 are similar. Indeed
Then they have the same eigenvalues and in particular, from equation (7), it follows that (1, D
−1/2
Hz ) is an eigenpair of the matrix
• The matrix M 1/2H M 1/2 is symmetric and M 1/2 is nonsingular so it is possible to apply Theorem 2. There exists a positive real number θ k such that
this implies the existence of an eigenvalue λ(H) ∈ Λ(H) such that λ(H) > 1 and λ(H) = ρ(H). Consequently, since H andH are similar, there exists λ(H) ∈ Λ(H) such that λ(H) > 1 and λ(H) = ρ(H).
Proof. 
whereÃ is defined asÃ
. By construction,H is symmetric, similar to H and congruent toÃ, whileÃ is symmetric, similar to A and congruent to S A . BecauseH andÃ are both symmetric, it is possible to apply Theorem 2. To simplify the notation, letS := √ πΔ −1/2 andH =SÃS T , and the eigenvalues be arranged in a nondecreasing order. Therefore, there exists a positive real number θ k such that the following conditions hold
From Lemma 2, ∃ k = n such that λ k (H) > 1. It follows, by similarity, that λ k (H) > 1. Then the condition (8) where (9), (8) and the result of Lemma 2, it follows that 1 < π δmin λ k (Ã) , i.e., π λ k (Ã) > δ min . ButÃ and A are similar, that is, they have the same eigenvalues. Then π λ k (A) > δ min , which concludes the proof.
Remark 1 Observe that ifx ∈ R
n is any equilibrium point for the system (4) (or (5)), also −x is an equilibrium point as well.
Remark 2
The necessary condition given by Theorem 3 implies that in order to have an equilibrium pointx ∈ K for the system (4), it must be n > 3. Indeed it is easy to show that it is impossible for A to have a second positive eigenvalue which differs from the Perron-Frobenius eigenvalue if n ≤ 3.
B. Geometric interpretation
It is useful to give a geometric interpretation of the necessary conditions of Theorem 3 and Lemma 2. Let us consider the matrix H, for which such an interpretation is easier. Denote H 1 = Δ −1 A the value of H when π = 1, so that H = πH 1 . For H 1 , ρ(H 1 ) = 1 and (1) holds:
This means that the Laplacian L 1 = I − H 1 has all identical Geršgorin disks, all centered at 1 and passing through the origin:
From Geršgorin Theorem [23] , the eigenvalues of L 1 are located in the union of the n disks. By construction, the least eigenvalue λ 1 (L 1 ) is the origin and corresponds to ρ(H 1 ). The other eigenvalues of L 1 are strictly inside the disks because of irreducibility and positive semidefiniteness of L 1 . When π > 1, the Geršgorin disks are still all centered in 1 but have radius π, and all the eigenvalues of H = πH 1 are increased in modulus. If λ n−1 (H 1 ) is the second largest positive eigenvalue of H 1 , i.e., the second leftmost eigenvalue of L 1 (also called algebraic connectivity [25] ), then the necessary condition of Lemma 2 corresponds to requiring that the value of π is big enough so as to allow 1 − πλ n−1 (H 1 ) to be in the left half of the complex plane.For this to happen the radius of all the Geršgorin disks of I − H, π, has to be > If instead we look at system (4) , and at the Laplacian L = Δ − A, then the Geršgorin disks are centered at δ i and have different radii, equal to δ i , when π = 1. However, this cannot be straightforwardly reformulated in terms of ρ(A), as (2) (instead of (1) Let π > 1 andL be defined asL := Δ − πA. In the following discussion we analyzeL, considering the different necessary conditions described by Lemma 2 and Theorem 3 (proofs are omitted for lack of space).
Proposition 2 The condition introduced by Lemma 2 represents the necessary and sufficient condition in order forL to have a second leftmost eigenvalue which is negative.
Proposition 3 The condition introduced by Theorem 3 represents a necessary condition forL to have a second leftmost eigenvalue in the left half of the complex plane. C. Stability properties of multiple equilibria
Theorem 4 Suppose the system (4) admits an equilibrium pointx ∈ K, where K is an orthant in R n and
thenx is locally asymptotically stable. Instead, if
then the equilibrium pointx is unstable.
The proof, omitted for lack of space, is available in [18] .
IV. LOCATION OF THE MIXED-SIGN EQUILIBRIA
In this Section we restrict our analysis to the special case of all identical ψ i (x i ). In this case the equilibrium point in the positive orthant has all identical components as shown in the following lemma, whose proof is omitted for lack of space.
Lemma 3 Consider the system (5) where each ψ i (x i ) satisfies the properties (A.1)÷(A.4) and ψ i (ξ) = ψ j (ξ) ∀i, j and ∀ξ ∈ R. When π > 1 the positive equilibrium point
Perron-Frobenius (right) eigenvector of H.
A more important consequence is that for each value of π the positive equilibrium point x + provides an upper bound on the norm that any mixed-sign equilibriumx can assume. 
The proof is available in [18] .
V. EXAMPLES
In this Section we first look at the special case of adjacency matrices of {0, 1} which are full or nearly full. Then we investigate the width of the interval (1,π) in which no equilibria of (4) other than 0, x + and x − appear, when networks with weighted adjacency matrix are considered.
A. Full or nearly full {0, 1} adjacency matrices
Consider the case of an irreducible symmetric nonnegative matrix A whose nondiagonal elements can assume values only in {0, 1}. Proof. The matrix can be rewritten as A = E − I, where E = 1 n 1 T n . The matrix E has rank 1, that is, it has n − 1 zero eigenvalues; since it is also positive and irreducible, its Perron-Frobenius eigenvalue is given by ρ(E) = n. This implies that ρ(A) = n − 1, while the other n − 1 eigenvalues are all placed in −1. Proof. The matrix A + I has rank 3, that is it has n − 3 zero eigenvalues. Since it is irreducible and nonnegative ρ(A + I) is the Perron-Frobenius eigenvalue and by construction 1 ∈ Λ(A+I). Since its trace is n, it follows that the last nonzero eigenvalue of A+I is given by λ 1 (A+I) = n−ρ(A+I)−1. It is nonpositive since ρ(A+I) ∈ [n−1, n]. As a consequence the matrix A has n − 3 eigenvalues in −1, Perron-Frobenius eigenvalue ρ(A) = ρ(A + I) − 1, one zero eigenvalue and one eigenvalue in λ 1 (A + I) − 1 < 0.
Proposition 4 Let the matrix
If instead the nondiagonal zero elements of the matrix A are more than 2, then the necessary condition of Theorem 3 may be satisfied.
B. Weighted adjacency matrices
Example 1 The necessary condition of Theorem 3 can be used to estimate the range of values of the parameter π for which no mixed-sign equilibria of (4) can appear. It is actually convenient to consider the equivalent system (5) and the condition of Lemma 2. Consider networks of size n = 20 (Erdős-Rényi graphs with edge probability p = 0.1, and edges drawn from a uniform distribution). In the inset of Figure 1 , it can be observed that when π becomes bigger than 1, the second positive eigenvalue of H passes 1 very quickly (values of 200 different realizations of A are shown in the figure), meaning that the interval (1,π) in which the system can have only 0, x + and x − as equilibria is fairly narrow. This reinforces our intuition that the necessary condition of Lemma 2 could be also sufficient. When the result is mapped into the system (4) and the necessary condition of Theorem 3, then we have the distribution of value in the large panel of Fig. 1 . What can be observed in this case is that the condition π > δmin λn−1(A) is never tight ( δmin λn−1(A) is never bigger than 0.5, while π > 1). This is due to the gap appearing in this case between δ min and δ max . 
