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RANDOM DYNAMICAL SYSTEMS WITH JUMPS AND
WITH A FUNCTION TYPE INTENSITY
Joanna Kubieniec
Abstract. In paper [4] there are considered random dynamical systems with
randomly chosen jumps acting on Polish spaces. The intensity of this process
is a constant λ. In this paper we formulate criteria for the existence of an
invariant measure and asymptotic stability for these systems in the case when
λ is not constant but a Lipschitz function.
1. Introduction
In paper [4] there are considered a finite family of dynamical systems with
randomly chosen jumps acting on a given Polish space. It is an example of
a non-diffusion model and is similar to the so-called piecewise-deterministic
Markov process introduced by Davis [1]. In paper [5] author study Markov
process which is a solution of some stochastic differential equations driven by
jump-type process. This process is defined with the help of only one dynamical
system. In contrast to [4] the intensity of the process considered in [5] is not
constant.
In this paper we apply the not constant process intensity to the finite
family of random dynamical systems with jumps. We formulate criteria for
stability and the existence of a stationary measure for these models.
It should be noted that there is a large range of application of dynamical
systems in physics and biology like the short noise [8], the photo conductive
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detectors [8], the growth of the size of structural populations [2], and many
others.
The organization of the paper is as follows. Section 2 contains some no-
tations and definitions from the theory of Markov operators. In Section 3 we
formulate the problem to be considered. The existence of invariant measure
and asymptotic stability of the considered dynamical system is included in
Section 4. At the end of Section 4 we take under consideration some model,
similar to the model of gene expression from [7] and we make some assumption
under which we obtain asymptotic stability for this model.
2. Preliminaries
Let (Y, ρ) be a Polish space. We denote by B(x, r) the open ball with
center at x and radius r. For any set A ⊂ Y , clA, diamρ(A), 1A stand for the
closure, diameter, and indicator function of A, respectively.
We denote by B(Y ) the σ-algebra of Borel subsets of Y , by M = M(Y )
the family of all finite Borel measures on Y , and by Ms the space of all finite
signed Borel measures on Y . We write M1 = M1(Y ) for the family of all
µ ∈M such that µ(Y ) = 1.
We denote by B(Y ) the space of all bounded Borel measurable functions
f : Y → R and C(Y ) the subspace of all continuous functions. Both spaces
are considered with the supremum norm ‖ · ‖0. For f ∈ B(Y ) and µ ∈Ms we
write
〈f, µ〉 =
∫
Y
f(x)µ(dx).
We introduce in Ms the Fortet–Mourier norm ‖ · ‖ρ given by
‖µ‖ρ = sup{|〈f, µ〉| : f ∈ Fρ} for µ ∈Ms,
where Fρ is the set of all f ∈ C(Y ) such that |f(x)| ≤ 1 and |f(x)− f(y)| ≤
ρ(x, y) for x, y ∈ Y.
We say that a sequence {µn}n≥1, µn ∈M , converges weakly to a measure
µ ∈M if
lim
n→∞〈f, µn〉 = 〈f, µ〉 for every f ∈ C(Y ).
We introduce the class Φ of functions ϕ : R+ → R+ satisfying the following
conditions:
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(i) ϕ is continuous and ϕ(0) = 0,
(ii) ϕ is nondecreasing and concave, i.e.
n∑
k=1
αkϕ(yk) ≤ ϕ(
n∑
k=1
αkyk), where αk ≥ 0,
n∑
k=1
αk = 1;
(iii) ϕ(x) > 0 for x > 0 and limx→∞ ϕ(x) =∞.
We denote by Φ0 the family of all functions satisfying (i) and (ii). A
necessary and sufficient condition for a concave function ϕ to be subadditive
on (0,∞) is that ϕ(0+) ≥ 0. From this result we immediately obtain the
triangle inequality for ρϕ = ϕ ◦ ρ. Thus for every ϕ ∈ Φ the function ρϕ is a
metric on Y . We write Fϕ and ‖ · ‖ϕ instead of Fρϕ and ‖ · ‖ρϕ , respectively.
The proof of the following result can be found in [6].
Proposition 2.1. Let a function ω ∈ Φ0 satisfies the Dini condition
(2.1)
∫ 
0
ω(t)
t
dt <∞ for some  > 0.
Let a ∈ [0, 1). Then inequality
ω(t) + ϕ(at) ≤ ϕ(t) for t ≥ 0,
admits a solution in Φ.
We say that a vector (p1, . . . , pN ), where pi : Y → [0, 1], is a probability
vector if
N∑
i=1
pi(x) = 1 for x ∈ Y.
A matrix [pij ]i,j , where pij : Y → [0, 1] for i, j ∈ {1, . . . , N}, is a probability
matrix if
N∑
j=1
pij(x) = 1 for x ∈ Y and i ∈ {1, . . . , N}.
An operator P : M →M is called a Markov operator if
P (λ1µ1 + λ2µ2) = λ1Pµ1 + λ2Pµ2 for λ1, λ2 ∈ R+ and µ1, µ2 ∈M
and
Pµ(Y ) = µ(Y ) for µ ∈M.
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The Markov operator can be extended to the space Ms. A linear operator
U : B(Y )→ B(Y ) is called dual to P if
〈Uf, µ〉 = 〈f, Pµ〉 for f ∈ B(Y ) and µ ∈M.
A Markov operator P is called a Markov–Feller operator if it has a dual
operator U such that
Uf ∈ C(Y ) for f ∈ C(Y ).
An operator P : M →M is called nonexpansive if
‖Pµ1 − Pµ2‖ρ ≤ ‖µ1 − µ2‖ρ for µ1, µ2 ∈M1.
A measure µ is called invariant (or stationary) with respect to P if Pµ = µ.
A Markov operator P is called asymptotically stable if there exists a stationary
measure µ∗ ∈M1 such that
lim
n→∞ ‖P
nµ− µ∗‖ρ = 0 for every µ ∈M1.
Obviously a measure µ∗ satisfying the above condition is unique.
We say that a metric ρ is equivalent to metric ρ if the classes of bounded
sets and convergent sequences in the spaces (Y, ρ) and (Y, ρ) coincide. If (Y, ρ)
is Polish space and ρ, ρ are equivalent, then the space (Y, ρ) is still a Polish
space.
An operator P : M → M is called essentially nonexpansive if there exists
a metric ρ equivalent to ρ such that P is nonexpansive with respect to the
norm ‖ · ‖ρ.
We denote by C(Y ),  > 0, the family of all closed sets C for which
there exists a finite set {z1, z2, . . . , zn} ⊂ Y such that C ⊂
⋃n
i=1B(z1, ).
An operator P is called semi -concentrating if for every  > 0 there exist
C ∈ C(Y ) and θ > 0 such that
lim inf
n→∞ P
nµ(C) > θ for µ ∈M1.
For µ ∈M1 we consider the limit set
L(µ) = {ν ∈M1 : there exists {nk} ⊂ {n} such that lim
k→∞
‖Pnkµ− ν‖ρ = 0}
and
L(M1) =
⋃
µ∈M1
L(µ).
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Let A ∈ B(Y ). We say that a measure µ ∈ M is concentrated on A if
µ(Y \A) = 0. We denote by MA1 the set of all probability measures concen-
trated on A.
An operator P is called globally concentrating if for every  > 0 and every
bounded Borel set A ∈ B(Y ) there exist a bounded Borel set B ∈ B(Y ) and
n0 ∈ N such that
Pnµ(B) ≥ 1−  for n ≥ n0, µ ∈MA1 .
Define
E(P ) = { > 0 : inf
µ∈M1
lim inf
n→∞ P
nµ(A) > 0 for some A ∈ C(Y )}.
Remark 2.2. If a Markov operator P is globally concentrating, then
E(P ) 6= ∅.
Remark 2.3. If inf E(P ) = 0, then P is semi-concentrating.
A continuous function V : Y → [0,∞) is called Lyapunov function if
lim
ρ(x,z0)→∞
V (x) =∞
for some z0 ∈ Y.
3. Formulation of the problem
Let (Y, ρ) be a separable Banach space, R+ = [0,∞) and I = {1, . . . , N},
Θ be a compact metric space. Let Si : R+ × Y → Y, i ∈ I, be a finite sequence
of semidynamical systems, i.e.
Si(0, x) = x for i ∈ I, x ∈ Y
and
Si(s+ t, x) = Si(s, Si(t, x)) for s, t ∈ R+, i ∈ I and x ∈ Y.
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We are given probability vector (p1, . . . , pn), where pi : Y → [0, 1], i, j ∈ I,
a matrix of probabilities [pij ]i,j∈I , pij : Y → [0, 1] and continuous functions
q : Y ×Θ→ Y, λ : Y → (0,∞), such that
λ = inf
x∈Y
λ(x) > 0.
Let (Ω,Σ,prob) be a probability space and {tn}n≥0 be an increasing se-
quence of random variables tn : Ω → R+ with t0 = 0. Let {ηn}n∈N be a
sequence of independent identically distributed random elements with values
in a compact metric space Θ, their distribution will be denoted by κ.
We consider the space X = Y × I endowed with the metric ρ given by
ρ((x, i), (y, j)) = ρ(x, y) + ρc(i, j) for x, y ∈ Y, i, j ∈ I,
where
ρc(i, j) =
{
c if i 6= j,
0 if i = j,
and the constant c will be chosen later on.
We define a new sequence of semidynamical systems
Sk : R+ ×X → X for k = 1, 2 . . .
by
Sk(t, (x, s)) =
{
(x, s) if t = 0,
(Sk(t, x), k) if t > 0.
We define
q(Sk(t, (x, s)), η) := q(Sk(t, x), η)
for k = 1, 2, . . . , t ∈ R+, x ∈ Y , s ∈ I, and η ∈ Θ.
The action of randomly chosen dynamical systems, with randomly chosen
jumps, at random moments tk can be roughly described as follows. We choose
an initial point x0 ∈ Y and randomly select a transformation Sk from the set
{S1, . . . , SN} in such a way that the probability of choosing Sk is equal to
pk(x0), i.e., we define ξ0 : Ω → I such that prob(ξ0 = k|x0 = x) = pk(x). We
obtain pair (x0, k). We define
x1 = q(Sk(t1, x0), η1),
where prob(t1 ≤ t|ξ0 = k and x0 = x) = 1− e−
∫ t
0
λ(Sk(s,x))ds.
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We randomly choose an integer i1 ∈ {1, . . . , N} with probability pki1(x1),
i.e., we define ξ1 : Ω→ I such that prob(ξ1 = i1|x1 = x and ξ0 = k) = pki1(x).
We obtain (x1, i1) and define
x2 = q(Si1(t2 − t1, x1), η2) = q(Si1(t2 − t1, (x1, k)), η2),
where prob(t2 − t1 ≤ t|ξ1 = i1 and x1 = x) = 1− e−
∫ t
0
λ(Si1(s,x))ds. We select
i2 ∈ {1, . . . , N} with probability pi1i2(x2), i.e., we define ξ2 : Ω→ I, such that
prob(ξ2 = i2|x2 = x and ξ1 = i1) = pi1i2(x). We obtain pair (x2, i2). Finally,
given (xn, in), n ≥ 2, we define
xn+1 = q(Sin(tn+1 − tn, xn), ηn+1) = q(Sin(tn+1 − tn, (xn, in)), ηn+1)
where prob(tn+1 − tn ≤ t|ξn = in and xn = x) = 1 − e−
∫ t
0
λ(Sin(s,x))ds.
We select in+1 ∈ {1, . . . , N} with probability pinin+1(xn+1), i.e., we define
ξn+1 : Ω→ I such that prob(ξn+1 = in+1|xn+1 = x and ξn = in) = pinin+1(x).
We obtain (xn+1, in+1).
Above considerations we can describe using congruent sequences of random
variables. Let {ξn}n≥0 be sequence of random variables ξn : Ω→ I. Let
prob(ξ0 = i|x0 = x) = pi(x),
prob(ξn = s|xn = x and ξn−1 = k) = pks(x),
for n ≥ 1, x, y ∈ Y, k, i ∈ I.We assume that {ξn}n≥0 and {ηn}n≥0 independent
of {tn}n≥0 and that for every n ∈ N the variables η1, . . . , ηn−1, ξ1, . . . , ξn−1
are also independent. Given initial random variable x0 and ξ0, the sequence
of the random variables {xn}n≥1, xn : Ω→ Y, is given by
xn+1 = q(Sξn(tn+1 − tn, xn), ηn+1) for n = 0, 1 . . .
where
prob(tn+1 − tn ≤ t|ξn = s and xn = x) = 1− e−
∫ t
0
λ(Ss(z,x))dz.
The integral is well defined, because λ > 0.
We will study the stochastic discrete process {(xn, ξn)}n≥0 (see [3, 4]). The
evolution of the distributions µn on X defined by
µn(A) = prob{(xn, ξn) ∈ A)}
for A ∈ BX can be described by an operator P : M(X)→M(X) such that
µn+1 = Pµn,
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where
(3.1) Pµ(A) =
N∑
s=1
∫
X
∫ ∞
0
∫
Θ
1A(q(Ss(t, x), θ), s)e
−L(t,x,k)
× λ(Sk(t, x))pks(x)dκ(θ)dtdµ(x, k)
and its dual operator U : B(X)→ B(X) by
(3.2) Uf(x, k) =
N∑
s=1
∫ ∞
0
∫
Θ
f(q(Ss(t, x), θ), s)e
−L(t,x,k)
× λ(Sk(t, x))pks(x)dκ(θ)dt,
where L(t, x, k) =
∫ t
0
λ(Sk(z, x))dz.
4. Invariant measure and asymptotic stability of P
Let (Y, ‖ · ‖) be a separable Banach space. In order to get the existence of
invariant measure or asymptotic results for operator P described by (3.1), we
will need the following assumption:
(a) The transformations Si : R+ × Y → Y, i ∈ I are continuous and there
exists x∗ ∈ Y such that∫ ∞
0
‖Ss(t, x∗)− x∗‖e−λtpks(x)dt <∞,(4.1) ∫
Θ
‖q(x∗, θ)‖dκ(θ) <∞.(4.2)
(b) The functions pks : Y → [0, 1], k, s ∈ I satisfy the following conditions
N∑
s=1
|pks(x)− pks(y)| ≤ ψ1(‖x− y‖) for x, y ∈ Y and k ∈ I,
σ = inf{pks(x)} > 0,
(4.3)
where ψ1 ∈ Φ0 satisfy the Dini condition (2.1).
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(c) We assume that there are constants L ≥ 1, α ∈ R and lq > 0, lλ > 0 such
that
N∑
s=1
pks(y)‖Ss(t, x)− Ss(t, y)‖ ≤ Leαt‖x− y‖ for x, y ∈ Y,(4.4)
‖q(x, ·)− q(y, ·)‖L1(κ) ≤ lq‖x− y‖ for x, y ∈ Y,(4.5)
and
|λ(x)− λ(y)| ≤ lλ‖x− y‖ for x, y ∈ Y,
λ = inf
x∈Y
λ(x) > 0, λ = sup
x∈Y
λ(x) <∞.(4.6)
The proofs of presented theorems are based on techniques shown in [4].
Theorem 4.1. Assume that the conditions (4.3)-(4.6) are satisfied. If
(4.7) Llqλ+ α < λ,
then the operator P defined by (3.1) is essentially nonexpansive.
Proof. Let ψ1 ∈ Φ0 be given by condition (4.3). Define ψ : R+ → R by
ψ(t) = ψ2(t) + bt
for some b > 0, where ψ2 = λλψ1. It is easy to see that ψ ∈ Φ0 and satisfies
the hypotheses of Proposition 2.1. There exists ϕ ∈ Φ such that
(4.8) ψ(t) + ϕ(at) ≤ ϕ(t), where a = Llqλ
λ− α < 1.
Since ϕ ∈ Φ we may choose c ∈ R+ such that ϕ(c) > 2. Consider the metric ρˆ
ρˆ((x, i), (y, i)) = ‖x− y‖+ ρc(i, j) for x, y ∈ Y, i, j ∈ I.
Let f ∈ Fϕ. It is evident that Uf ∈ C(X), where U is given by equation (3.2)
and
|Uf(x, k)| ≤
N∑
s=1
∫ ∞
0
∫
Θ
|f(q(Ss(t, x), θ), s)e−L(t,x,k)λ(Sk(t, x))pks(x)|dκ(θ)dt.
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Hence
|Uf(x, k)| ≤
N∑
s=1
∫ ∞
0
e−L(t,x,k)λ(Sk(t, x))dtpks(x)
= −
N∑
s=1
∫ ∞
0
d
dt
e−L(t,x,k)dtpks(x) = 1.
To complete the proof it is enough to show that
|Uf(x, k)− Uf(y, s)| ≤ ϕ(ρˆ((x, k), (x, s)))
for (x, i), (x, j) ∈ X. Since ρc(k, s) = c for k 6= s, ϕ(c) > 2, and |f | < 1, the
above condition is satisfied for k 6= s. For k = s we obtain
|Uf(x, k)− Uf(y, k)|
≤
∑
s=1
∫ ∞
0
∫
Θ
|f(q(Ss(t, x), θ), s)e−L(t,x,k)λ(Sk(t, x))pks(x)
− f(q(Ss(t, y), θ), s)e−L(t,y,k)λ(Sk(t, y))pks(y)|dκ(θ)dt
≤ I1 + I2,
where
I1 =
N∑
s=1
∫ ∞
0
∫
Θ
|f(q(Ss(t, x), θ), s)− f(q(Ss(t, y), θ), s)|
× e−L(t,y,k)λ(Sk(t, y))pks(y)dκ(θ)dt
and
I2 =
N∑
s=1
∫ ∞
0
∫
Θ
|f(q(Ss(t, x), θ), s)|
× |e−L(t,x,k)λ(Sk(t, x))pks(x)− e−L(t,y,k)λ(Sk(t, y))pks(y)|dκ(θ)dt.
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Since f ∈ Fϕ
I1 ≤
∑
s=1
∫ ∞
0
∫
Θ
ϕ(‖q(Ss(t, x), θ)− q(Ss(t, y), θ)‖)(4.9)
× e−L(t,y,k)λ(Sk(t, y))pks(y)dκ(θ)dt
≤ ϕ
(∫ ∞
0
lqLλe
αt‖x− y‖e−λtdt
)
= ϕ
(
Llqλ
λ− α‖x− y‖
)
.
We now calculate I2. We have
I2 ≤
N∑
s=1
∫ ∞
0
|e−L(t,x,k)λ(Sk(t, x))pks(x)− e−L(t,y,k)λ(Sk(t, y))pks(y)|dt
≤
N∑
s=1
∫ ∞
0
e−L(t,x,k)pks(x)|λ(Sk(t, x))− λ(Sk(t, y))|dt
+
N∑
s=1
∫ ∞
0
λ(Sk(t, y))|e−L(t,x,k)pks(x)− e−L(t,y,k)pks(y)|dt.
From the mean-value theorem we obtain that for every fixed t ∈ [0,∞), x, y ∈
Y, and k = 1, . . . , N
|e−L(t,x,k) − e−L(t,y,k)| = e−L1 |L(t, x, k)− L(t, y, k)|,
where L(t, x, k) < L1(t, x, y, k) < L(t, y, k). Since λ > 0, for every t ∈ [0,∞),
x ∈ Y , k = 1, . . . , N we have λt ≤ L(t, x, k). We obtain
|e−L(t,x,k) − e−L(t,y,k)| ≤ e−λt|L(t, x, k)− L(t, y, k)|
for every t ∈ [0,∞), x, y ∈ Y, and k = 1, . . . , N .
We go back to calculate I2. We have
I2 ≤ lλ
∫ ∞
0
e−λt‖Sk(t, x)− Sk(t, y)‖dt
+
N∑
s=1
∫ ∞
0
λ(Sk(t, y))e
−L(t,y,k)|pks(x)− pks(y)|dt
+
∫ ∞
0
λ(Sk(t, y))|e−L(t,x,k) − e−L(t,y,k)|dt.
74 Joanna Kubieniec
Thus
I2 ≤ lλL
σ(λ− α)‖x− y‖+ ψ2(‖x− y‖) +
λlλL
σλ(λ− α)‖x− y‖
= ψ2(‖x− y‖) + b‖x− y‖,
where b = lλL(λ+λ)σλ(λ−α) > 0. We obtain that
(4.10) I2 ≤ ψ2(‖x− y‖) + b‖x− y‖.
From (4.9), (4.10), and (4.8) we obtain
|Uf(x, k)− Uf(y, k)| ≤ ϕ( Llqλ
λ− α‖x− y‖) + ψ(‖x− y‖)
≤ ϕ(‖x− y‖). 
Theorem 4.2. Assume that conditions (4.1)-(4.7) are satisfied. Then op-
erator P given by equation (3.1) is semi-concentrating.
Proof. We show that there exists a, b ∈ R+, a < 1, such that
UV (x, k) ≤ aV (x, k) + b,
where
V (x, k) = ‖x‖,
for (x, k) ∈ X. We have
UV (x, k) ≤
N∑
s=1
∫ ∞
0
∫
Θ
‖q(Ss(t, x), θ)− q(Ss(t, x∗), θ)‖
× e−L(t,x,k)λ(Sk(t, x))pks(x)dκ(θ)dt
+
N∑
s=1
∫ ∞
0
∫
Θ
‖q(Ss(t, x∗), θ)− q(x∗, θ)‖e−L(t,x,k)λ(Sk(t, x))pks(x)dκ(θ)dt
+
N∑
s=1
∫ ∞
0
∫
Θ
‖q(x∗, θ)‖e−L(t,x,k)λ(Sk(t, x))pks(x)dκ(θ)dt.
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Thus
UV (x, k) ≤
N∑
s=1
lq
∫ ∞
0
‖Ss(t, x)− Ss(t, x∗)‖e−L(t,x,k)λ(Sk(t, x))pks(x)dt
+
N∑
s=1
lq
∫ ∞
0
‖Ss(t, x∗)− x∗‖e−L(t,x,k)λ(Sk(t, x))pks(x)dt
+
N∑
s=1
∫ ∞
0
∫
Θ
‖q(x∗, θ)‖e−L(t,x,k)λ(Sk(t, x))pks(x)dκ(θ)dt
≤ Llqλ
λ− α‖x− x∗‖+
N∑
s=1
lqλ
∫ ∞
0
‖Ss(t, x∗)− x∗‖e−λtpks(x)dt
+
λ
λ
∫
Θ
‖q(x∗, θ)‖dκ(θ).
We obtain
UV (x, k) ≤ Llqλ
λ− α‖x− x∗‖+ b
∗ ≤ a‖x‖+ b,
where
a =
Llqλ
λ− α, b = b
∗ + a‖x‖,
b∗ =
N∑
s=1
lqλ
∫ ∞
0
‖Ss(t, x∗)− x∗‖e−λtpks(x)dt+ λ
λ
∫
Θ
‖q(x∗, θ)‖dκ(θ).
From [9, Corollary 2.4.1] it follows that there exists a bounded set A ∈ X
such that
inf
µ∈M1
lim inf
n→∞ P
nµ(A) > 0,
which gives us that
E(P ) = { > 0 : inf
µ∈M1
lim inf
n→∞ P
nµ(A) > 0 for some A ∈ C(X)}
is nonempty. We want to show that inf E(P ) = 0.
Suppose, contrary to our claim, that ε∗ = inf E(P ) > 0. We consider two
cases: α < 0 and α ≥ 0, where α is given by condition (4.4).
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Case 1: α < 0. We may choose z0 ∈ Y and r > 0 such that
inf
µ∈M1
lim inf
n→∞ P
nµ(B(z0, r)× I) > 0.
Fix t∗ > 0 such that
ε = 4rLlqe
αt∗ < ε∗
and set
Cε =
⋃
i∈I
⋃
t∈[t∗,2t∗]
⋃
θ∈Θ
(B(q(Si(t, z0), θ), ε)× I).
Observe that Cε ∈ Cε(Y ). From equation (3.1), for arbitrary µ ∈M1 we have
Pn+1µ(Cε) =
N∑
s=1
∫
X
∫ ∞
0
∫
Θ
1Cε(q(Ss(t, x), θ), s)e
−L(t,x,k)
× λ(Sk(t, x))pks(x)dκ(θ)dtPnµ(dx, k).
For x ∈ B(z0, r) and t > t∗ we define
J(x, t)=
{
j∈I : ‖Sj(t, x)−Sj(t, z0)‖ ≤ 2Leαt‖x−z0‖
}
,
Θ0(x, t)=
{
θ∈Θ: ‖q(Sj(t, x), θ)−q(Sj(t, z0), θ)‖ ≤ 2lq‖Sj(t, x)−Sj(t, z0)‖
}
.
From assumption (4.5) it follows that κ(Θ0(x, t)) ≥ 12 . Since∑
j∈I
pij(x) = 1,
we have, by (4.4), ∑
j∈J(x,t)
pij(x) ≥ 1
2
for i ∈ I.
Let x ∈ B(z0, r), t ∈ [t∗, 2t∗] and θ ∈ Θ0(x, t). Then for every j ∈ J(x, t) we
have
‖q(Sj(t, x), θ)− q(Sj(t, z0), θ)‖ ≤ 2lq‖Sj(t, x)− Sj(t, z0)‖
≤ lq4Leαt‖x− z0‖ < ε.
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This gives (q(Sj(t, x), θ), j) ∈ Cε. Thus
Pn+1µ(Cε)
≥
∫
B(z0,r)×I
∫ 2t∗
t∗
∫
θ∈Θ0
∑
j∈J(x,t)
e−L(t,x,k)λ(Sk(t, x))pkj(x)dtPnµ(dx, k)
≥ 1
4
λe−λt∗(1− e−λt∗)Pnµ(B(z0, r)× I).
From above we conclude
inf
µ∈M1
lim inf
n→∞ P
nµ(Cε) > 0,
which contradicts the fact that ε∗ = inf E(P ). By Remark 2.3, operator P is
semi-concentrating.
Case 2: α ≥ 0. By (4.7) we have
Llq <
λ
λ
− α
λ
,
which implies that
Llq +
α
λ
<
λ
λ
≤ 1.
We have Llq < 1. Choose η, δ, t∗ > 0 such that
(1 + η)(1 + δ)Llqe
αt∗ < 1.
Finally, choose ε0 > ε∗ such that
ε = (1 + η)(1 + δ)Llqe
αt∗ε0 < ε
∗.
By the definition E(P ) there exists A ∈ Cε0 such that
β = inf
µ∈M1
lim inf
n→∞ P
nµ(A) > 0.
Without loss of generality we can assume that
A =
m⋃
k=1
(B(zk, ε0)× I).
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We now define
Cε =
⋃
j∈I
⋃
t∈[0,t∗]
⋃
θ∈Θ
m⋃
k=1
(B(q(Sj(t, zk), θ), ε)× I).
Fix µ ∈M1. It follows that there exists k(n) ∈ {1, . . . ,m} such that
(4.11) Pnµ(B(zk(n), ε0)× I) ≥ β
m
.
For x ∈ B(zk(n), ε0) and t < t∗ we define
J(x, t) =
{
j ∈ I : ‖Sj(t, x)− Sj(t, zk(n))‖ ≤ (1 + δ)Leαt‖x− zk(n)‖
}
Θ0(x, t) =
{
θ ∈ Θ : ‖q(Sj(t, x), θ)− q(Sj(t, zk(n)), θ)‖
≤ (1 + η)lq‖Sj(t, x)− Sj(t, zk(n))‖
}
.
From assumption (4.5), κ(Θ0(x, t)) ≥ η1+η . Similarly to the first case∑
j∈J(x,t)
pij(x) ≥ δ
1 + δ
for i ∈ I.
Fix x ∈ B(zk(n), ε0), t < t∗ and θ ∈ Θ0. We have
‖q(Sj(t, x), θ)− q(Sj(t, zk(n)), θ)‖ ≤ (1 + η)lq‖Sj(t, x)− Sj(t, zk(n)‖
≤ lq(1 + η)(1 + δ)Leαt‖x− zk(n)‖
≤ lq(1 + η)(1 + δ)Leαt∗ε0 = ε.
Thus (q(Sj(t, x), θ), j) ∈ Cε and
Pn+1µ(Cε) ≥
∑
j∈J(x,t)
∫
B(zk(n),ε0)×I
∫ t∗
0
∫
Θ0(x,t)
e−L(t,x,k)λ(Sk(t, x))
× pkj(x)dκ(θ)dtPnµ(dx, dk)
≥ δ
1 + δ
η
1 + η
∫ t∗
0
e−λtλPn(B(zk(n), ε0)× I)
=
δ
λ(1 + δ)
η
1 + η
(1− e−λt∗)Pn(B(zk(n), ε0)× I).
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Combining this with (4.11) gives
lim inf
n→∞ P
nµ(Cε) ≥ ηδβ
mλ(1 + η)(1 + δ)
(1− e−λt∗)Pn(B(zk(n), ε0)× I) > 0,
but µ ∈M1 was arbitrary and ε < ε∗, which is impossible. By Remark 2.3 we
obtain that P is semi-concentrating. 
Theorem 4.3. Assume that (4.1)-(4.7) are satisfied. Then operator P
defined by (3.1) has an invariant probability measure.
Proof. By Theorem 4.1 and 4.2 the operator P is nonexpansive and
semi-concentrating. Using [9, Theorem 5.5] the proof is complete. 
Theorem 4.4. Under the hypotheses of Theorem 4.3, suppose that more-
over for α given by (4.4) one of the following holds
(i) α < 0 and there exists θ0 ∈ Θ such that,
(4.12) κ(θ0) > 0,
(ii) α ≥ 0 and for every θ ∈ Θ
(4.13) κ(θ) > 0.
Then operator P given by (3.1) is asymptotically stable.
Proof. By Theorem 4.3 the operator P admits an invariant measure.
Using [9, Theorems 5.4 and 5.5] it is sufficient to show that for given  > 0
there exists γ > 0 such that for any two measures µ1, µ2 ∈ M1, there exist a
Borel measurable set A ⊂ X with diamρϕ(A) <  and an integer n such that
Pnµk(A) ≥ γ for k = 1, 2.
By [9, Theorem 5.5], the set L(M1) is tight. Thus there exists a compact set
F ⊂ X such that
µ(F ) ≥ 4
5
for every µ ∈ L(M1).
Consider two cases: α < 0 and α ≥ 0.
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Case 1: α < 0. Fix 1 > 0 and i0 ∈ I. There exist ε > 0 such that
ϕ(ε) < 1. Choose t∗ ∈ R+ such that
(4.14)
Llq
σκ(θ0)
eαt∗ diamρ(F ) <

2
.
Define
FY = {x ∈ Y : (x, i) ∈ F for some i ∈ I}.
Clearly FY is a compact subset of Y.
Since q : Y × Θ → Y and Si : R+ × Y → Y, i ∈ I, are continuous, there
exists t > t∗ such that
(4.15) ‖q(Si(t, x), θ0)− q(Si(t∗, x), θ0)‖ < 
8
for every i ∈ I, x ∈ FY , t ∈ [t∗, t], where θ0 is given by condition (4.12). Now
for x ∈ FY we set
(4.16) U(x) = {z ∈ FY : ‖q(Si(t∗, z), θ0)− q(Si(t∗, x), θ0)‖ < 
8
for every i ∈ I}.
By the compactness of FY , we choose z1, . . . , zm0 , such that F ⊂ G, where
G =
m0⋃
l=1
(U(zl)× I).
The set G is an open subset of X. Let µ1, µ2 ∈ M1 be arbitrary. Set µ =
(µ1 + µ2)/2. Since L(µ) 6= ∅, there exist a subsequence {nk} of {n} and
a measure ν ∈ L(µ) such that Pnkµ → ν (weakly). Since ν(F ) ≥ 45 , the
Aleksandrov theorem implies
lim inf
k→∞
Pnkµ(G) ≥ ν(G) ≥ 4
5
.
It follows that there exists n0 ∈ N such that
Pn0µ(G) =
Pn0µ1(G) + P
n0µ2(G)
2
≥ 3
4
.
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Consequently
(4.17) Pn0µk(G) ≥ 1
2
for k = 1, 2.
From the definition of G and (4.17) there exist l1, l2 ∈ {1, . . . ,m0} and
i1, i2 such that
(4.18) Pn0µk(υk) ≥ 1
2m0N
for k = 1, 2,
where
υk = U(zlk)× {ik} for k = 1, 2.
From (4.4) we have
(4.19) ‖Si0(t∗, zl1)− Si0(t∗, zl2)‖ ≤
L
σ
eαt∗‖zl1 − zl2‖.
Set
w1 = Si0(t∗, zl1) and w2 = Si0(t∗, zl2).
From condition (4.5) it follows that
(4.20) ‖q(w1, θ0)− q(w2, θ0)‖ ≤ lq
κ(θ0)
‖w1 − w2‖.
By (4.20), (4.19) and (4.14) we obtain
‖q(w1, θ0)− q(w2, θ0)‖ ≤ lq
κ(θ0)
‖w1 − w2‖ ≤ Llq
σκ(θ0)
eαt∗‖zl1 − zl2‖ ≤

2
.
Define
A = (B(q(w1, θ0),

4
) ∪B(q(w2, θ0), 
4
))× {i0}.
Observe that diamρϕ(A) < 1. For x ∈ U(zl1) and t ∈ [t∗, t] using (4.15) and
(4.16) we have
‖q(Si0(t, x), θ0)− q(w1, θ0)‖ ≤ ‖q(Si0(t, x), θ0)− q(Si0(t∗, x), θ0)‖
+ ‖q(Si0(t∗, x), θ0)− q(Si0(t∗, zl1), θ0)‖ ≤

8
+

8
=

4
.
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This gives
(4.21) (q(Si0(t, x), θ0), i0) ∈ A for x ∈ U(zl1), t ∈ [t∗, t].
Similarly,
(q(Si0(t, x), θ0), i0) ∈ A for x ∈ U(zl2), t ∈ [t∗, t].
Using (4.21) and (4.18), for i = 1, 2 we have
Pn0+1µi(A) =
N∑
s=1
∫
X
∫ ∞
0
∫
Θ
1A(q(Ss(t, x), θ), s)e
−L(t,x,k)
× λ(Sk(t, x))pks(x)dκ(θ)dtPn0µi(dx, dk)
≥
∫
υk
∫ t
t∗
∫
Θ
1A(q(Si0(t, x), θ0), i0)e
−L(t,x,k)
× λ(Sk(t, x))pki0(x)dκ(θ)dtPn0µi(dx, dk)
≥
∫
υk
∫ t
t∗
κ(θ0)e
−L(t,x,k)λ(Sk(t, x))pki0(x)dtP
n0µi(dx, dk)
≥
∫
υk
∫ t
t∗
κ(θ0)e
−λtλσdtPn0µi(dx, dk)
= κ(θ0)
σλ
λ
(e−λt∗ − e−λt) 1
2m0N
= γ.
For i = 1, 2 the constant γ does not depend on µi. The proof of the first case
is completed.
Case 2: α ≥ 0. Let 1 > 0 and i0 ∈ I be fixed. There exist ε > 0, such
that ϕ(ε) < 1. We introduce some further notations
qθ(x) = q(q(q(x, θ1), . . .), θn−1), θn),
(qθ ◦ Si)(τ, x) = q(Sin(τn, q(Sin−1(τn−1, . . . , Si1(τ1, x)), θn−1), θn),
dτ = dτ1 · · · dτn,
dθ = dθ1 · · · dθn.
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Next, for n ≥ 2, consider functions: Pn : Y × In+1 × Rn−1+ × Θn−1 → [0, 1]
given by
Pn(x, k, i1, . . . , in−1, in, τ1, . . . , τn−1, θ1, . . . , θn−1)
= pki1(x)pi1i2(q(Si1(τ1, x), θ1)) · · · pin−1in((qθ ◦ Si)(τ, x)),
Λn : Y × In ×Rn+ ×Θn−1 → (0,∞), where
Λn(x, k, i1, . . . , in−1, τ1, . . . , τn−1, τn, θ1, . . . , θn−1)
= λ(Sk(τ1, x))λ(Si1(τ2, q(Si1(τ1, x), θ1)) · · · λ(Sin−1(τn, (qθ ◦ Si)(τ, x))),
Σn : Y × In ×Rn+ ×Θn−1, where
Σn(x, k, i1, . . . , in−1, τ1, . . . , τn, θ1, . . . , θn−1)
= e−L(τ1,x,k)e−L(τ2,q(Si1(τ1,x),θ1),i1) · · · e−L(τn,(qθ◦Si)(τ,x),in−1),
where θ = (θ1, . . . , θn−1), τ = (τ1, . . . , τn−1), i = (i1, . . . , in−1). From assump-
tion (4.7) we have that lq < 1. Let n ∈ N be such that
(4.22) lnq diamρ(F ) <

2
.
By continuity and compactness there exists δ > 0 such that
(4.23) ‖(qθ ◦ Si)(τ, x)− qθ(x)‖ ≤ 
8
for every i ∈ I, θ ∈ Θn, τ ∈ [0, δ]n and x ∈ FY , where
FY = {x ∈ Y : (x, i) ∈ F for some i ∈ I}.
Given x ∈ Y define
(4.24) U(x) = {z ∈ FY : ‖qθ(x)− qθ(z)‖ < 
8
for θ ∈ Θn}.
Let z1, . . . , zm0 ∈ FY be such that F ⊂ G, where
G =
m0⋃
l=1
(U(zl)× I).
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Let µ1, µ2 ∈ M1. Set µ = (µ1 + µ2)/2. Since L(µ) 6= ∅, there exist a subse-
quence {nk} of {n} and a measure ν ∈ L(µ) such that Pnkµ→ ν. There exist
n0 ∈ N , l1, l2 ∈ {1, . . . ,m0} and i1, i2 such that
(4.25) Pn0µg(υg) ≥ 1
2m0N
for g = 1, 2,
where
υg = U(zlg)× {ig} for g = 1, 2.
From (4.5), there exist θ0,0 such that
‖q(zl1 , θ0,0)− q(zl2 , θ0,0)‖ ≤ lq‖zl1 − zl2‖.
For q(zl1 , θ0,0) and q(zl2 , θ0,0) we choose θ0,1 such that
‖q(q(zl1 , θ0,0), θ0,1)− q(q(zl2 , θ0,0), θ0,1)‖ ≤ lq‖q(zl1 , θ0,0)− q(zl2 , θ0,0)‖
and so on. Thus there exists θ0 = (θ0,0, . . . , θ0,n−1) ∈ Θn such that
(4.26) ‖qθ0(zl1)− qθ0(zl2)‖ ≤ lnq ‖zl1 − zl2‖.
Define
A = (B(qθ0(zl1),

4
) ∪B(qθ0(zl2),

4
))× {i0}.
From (4.26) and (4.22) it follows that diamρϕ(A) < 1. For x ∈ U(zlg), g =
1, 2, i ∈ In and τ ∈ [0, δ]n from (4.23) and (4.24) we have
‖(qθ0 ◦ Si)(τ, x)− qθ0(zlk)‖ ≤ ‖(qθ0 ◦ Si)(τ, x)− qθ0(x)‖
+ ‖qθ0(x)− qθ0(zlk)‖ ≤

4
.
This gives ((qθ0 ◦ Si)(τ, x), i0) ∈ A for x ∈ U(zlg), i ∈ In, g = 1, 2 and τ ∈
[0, δ]n. Combining this with (4.25) and using
Pn0+nµg(A) =
∑
i=(i1,...,in)∈In
∫
X
∫
R+n
∫
Θ=(θ1,...,θn)∈Θn
1A((qθ ◦ Si)(τ, x), in)
× Pn(x, k, i, τ1, . . . , τn−1, θ1, . . . , θn−1)Λn(x, k, i1, . . . , in−1, τ, θ1, . . . , θn−1)
× Σn(x, k, i1, . . . , in−1, τ1, . . . , τn−1)dτκ(θ)Pn0µg(dx, dk),
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we obtain
Pn0+nµg(A) ≥ σnλn
∫
υg
∫
[0,δ]n
1A((qθ0 ◦ Si0)(τ, x), i0)
× e−λ(τ1+...+τn)dτκ(θ)Pn0µg(dx, dk)
≥ (σλ)n
∫
[0,δ]n
e−λ(τ1+...+τn)dτPn0µg(υg)
≥
(
σλ
λ
)n
(1− e−λσ)n
2m0N
= γ.
For g = 1, 2 the constant γ does not depend on µg. The proof of the second
case is completed. 
Example 4.5. In paper [7] there was introduced a model of gene expres-
sion. This model involves three classes of processes: allele activation/inacti-
vation, mRNA transcription/decay, and protein translation/decay process. It
is assumed that, due to binding or dissociation of protein molecules, each of
gene’s alleles may be transformed, independently of the remaining ones, into
an active state or into an inactive state.
In this example we consider similar model like this in [7]. In R2 with norm
‖x‖ = |x1|+ |x2|, we consider Lipschitz function λ : R2 → (0,∞) such that
0 < λ < λ <∞ and λ− 1 < λ.
Set Θ = {1}, let q : R2 × {1} → R2 be such that
‖q(x, 1)− q(y, 1)‖ ≤ lq‖x− y‖ for x, y ∈ R2.
Further, let
p00(x) = p01(x) = p10(x) = p11(x) =
1
2
for all x ∈ R2.
We consider
dxi1
dt
= i− xi1,
dxi2
dt
= r(xi1 − xi2),
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where i ∈ {0, 1} and r ∈ R. The solutions are of the form
xi1(t) = i+ (x1 − i)e−t,
xi2(t) =
{
x2e
−rt + rr−1(x1 − i)(e−t − e−rt) + i(1− e−rt), if r 6= 1,
x2e
−t + (x1 − i)e−tt+ i(1− e−t), if r = 1.
We only consider the case when r > 1. For i = 0 we set
S0(t, x) = (x1e
−t, x2e−rt +
r
r − 1x1(e
−t − e−rt)),
and for i = 1
S1(t, x) = (1 + (x1 − 1)e−t, x2e−rt + r
r − 1(x1 − 1)(e
−t − e−rt) + (1− e−rt)),
where t ≥ 0 and x = (x1, x2). We calculate
‖S0(t, x)− S0(t, y)‖ ≤ e−t|x1 − y1|+ e−rt|x2 − y2|
+
r
r − 1(e
−t − e−rt)|x1 − y1|
= |x1 − y1|(2r − 1)e
−t − re−rt
r − 1 + e
−rt|x2 − y2|
≤ |x1 − y1|(2r − 1)e
−t
r − 1 + e
−rt|x2 − y2|
= |x1 − y1|(2r − 1)e
−t
r − 1 +
(2r − 1)e−t
r − 1 |x2 − y2|
=
(2r − 1)e−t
r − 1 ‖x− y‖
and
‖S1(t, x)− S1(t, y)‖ ≤ e−t|x1 − y1|+ e−rt|x2 − y2|
+
r
r − 1(e
−t − e−rt)|x1 − y1|
≤ (2r − 1)e
−t
r − 1 ‖x− y‖.
We check when the operator P given by (3.1) for the considered functions
λ, q, S0, S1, pks is asymptotically stable. It is easy to check that conditions
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(4.1)-(4.6) are satisfied. Moreover, if lq < (r − 1)/(2r − 1) then (4.7) holds,
because we have L = (2r − 1)/(r − 1), α = −1, and
Llqλ+ α =
(2r − 1)
r − 1 lqλ− 1 < λ− 1 < λ.
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