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Logistic type attraction-repulsion chemotaxis systems with a free
boundary or unbounded boundary. II. Spreading-vanishing
dichotomy in a domain with a free boundary
Lianzhang Bao∗ and Wenxian Shen †
Abstract
The current series of research papers is to investigate the asymptotic dynamics in lo-
gistic type chemotaxis models in one space dimension with a free boundary or unbounded
boundary. Such a model with a free boundary describes the spreading of a new or inva-
sive species subject to the influence of some chemical substances in an environment with a
free boundary representing the spreading front. In this first of the series, we investigated
the dynamical behaviors of logistic type chemotaxis models on the half line R+, which are
formally corresponding limit systems of the free boundary problems. In the second of the
series, we establish the spreading-vanishing dichotomy in chemoattraction-repulsion systems
with a free boundary as well as with double free boundaries.
Key words. Chemoattraction-repulsion system, nonlinear parabolic equations, free bound-
ary problem, spreading-vanishing dichotomy, invasive population.
AMS subject classifications. 35R35, 35J65, 35K20, 92B05.
1 Introduction
The current series of research papers is to study the spreading and vanishing dynamics of
the following attraction-repulsion chemotaxis system with a free boundary and time and space
dependent logistic source,
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a(t, x)− b(t, x)u), 0 < x < h(t)
0 = ∂xxv1 − λ1v1 + µ1u, 0 < x < h(t)
0 = ∂xxv2 − λ2v2 + µ2u, 0 < x < h(t)
h′(t) = −νux(t, h(t))
ux(t, 0) = v1,x(t, 0) = v2,x(t, 0) = 0
u(t, h(t)) = v1,x(t, h(t)) = v2,x(t, h(t)) = 0
h(0) = h0, u(x, 0) = u0(x), 0 ≤ x ≤ h0,
(1.1)
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and to study the asymptotic dynamics of
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a(t, x)− b(t, x)u), x ∈ (0,∞)
0 = v1,xx − λ1v1 + µ1u, x ∈ (0,∞)
0 = v2,xx − λ2v2 + µ2u, x ∈ (0,∞)
ux(t, 0) = v1,x(t, 0) = v2,x(t, 0) = 0,
(1.2)
where ν > 0 in (1.1) is a positive constant, and in both (1.1) and (1.2), χi, λi, and µi (i = 1, 2)
are nonnegative constants, and a(t, x) and b(t, x) satisfy the following assumption,
(H0) a(t, x) and b(t, x) are bounded C1 functions on R× [0,∞), and
ainf := inf
t∈R,x∈[0,∞)
a(t, x) > 0, binf := inf
t∈R,x∈[0,∞)
b(t, x) > 0.
Biological backgrounds of (1.1) and (1.2) are discussed in the first part of the series ([2]).
The free boundary condition in (1.1) is also derived in [2] based on the assumption that, as the
expanding front propagates, the population suffers a loss of constant units per unit volume at
the front, and that, near the propagating front, the population density is close to zero. Formally,
(1.2) can be viewed as the limit system of (1.1) as h(t)→∞.
The objective of this series is to investigate the asymptotic dynamics of (1.2) and the spread-
ing and vanishing scenario in (1.1). In the first part of the series ([2]), we studied the asymptotic
dynamics of (1.2). In this second part of the series, we study the spreading and vanishing sce-
nario in (1.1). To state the main results of the current paper, we first recall some results proved
in [2].
Let
Cbunif(R
+) = {u ∈ C(R+) |u(x) is uniformly continuous and bounded on R+}
with norm ‖u‖∞ = supx∈R+ |u(x)|, and
Cbunif(R) = {u ∈ C(R) |u(x) is uniformly continuous and bounded on R}
with norm ‖u‖∞ = supx∈R |u(x)|. Define
M = min
{ 1
λ2
(
(χ2µ2λ2 − χ1µ1λ1)+ + χ1µ1(λ1 − λ2)+
)
,
1
λ1
(
(χ2µ2λ2 − χ1µ1λ1)+ + χ2µ2(λ1 − λ2)+
)}
(1.3)
and
K = min
{ 1
λ2
(
|χ1µ1λ1 − χ2µ2λ2|+ χ1µ1|λ1 − λ2|
)
,
1
λ1
(
|χ1µ1λ1 − χ2µ2λ2|+ χ2µ2|λ1 − λ2|
)}
. (1.4)
Let (H1)- (H3) be the following standing assumptions.
(H1) binf > χ1µ1 − χ2µ2 +M .
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(H2) binf >
(
1 +
asup
ainf
)
χ1µ1 − χ2µ2 +M .
(H3) binf > χ1µ1 − χ2µ2 +K.
Note that
M ≤ χ2µ2.
Hence binf ≥ χ1µ1 implies (H1). In the case χ2 = 0, we can choose λ2 = λ1, and thenM = 0 and
K = χ1µ1. Hence (H1) becomes binf > χ1µ1, (H2) becomes binf > (1 +
asup
ainf
)χ1µ1, and (H3)
becomes binf > 2χ1µ1. In the case χ1 = 0, we can also choose λ1 = λ2, and then M = χ2µ2 and
K = χ2µ2. Hence (H1) (resp.(H2), (H3)) becomes binf > 0. Biologically, (H1), (H2), and
(H3) indicate that the chemo-attraction sensitivity is relatively small with respect to logistic
damping.
When (H1) holds, we put
M0 =
asup
binf + χ2µ2 − χ1µ1 −M (1.5)
and
m0 =
ainf
(
binf − (1 + asupainf )χ1µ1 + χ2µ2 −M
)
(binf − χ1µ1 + χ2µ2 −M)(bsup − χ1µ1 + χ2µ2) . (1.6)
Note that if (H2) holds, then m0 > 0.
Among those, we proved the following results in [2].
Theorem 1.1. Consider (1.2).
(1) (Global existence) If (H1) holds, then for any t0 ∈ R and any nonnegative function u0 ∈
Cbunif(R
+), (1.2) has a unique solution (u(t, x; t0, u0), v1(t, x; t0, u0), v2(t, x; t0, u0)) with
u(t0, x; t0, u0) = u0(x) defined for t ≥ t0. Moreover,
0 ≤ u(t, x; t0, u0) ≤ max{‖u0‖∞,M0} ∀ t ∈ [t0,∞), x ∈ [0,∞)
(see [2, Theorem 1.1]), and
lim sup
t→∞
sup
x∈R+
u(t, x; t0, u0) ≤M0
(see [2, Lemma 2.3]).
(2) (Persistence, [2, Theorem 1.2])
(i) If (H1) holds, then for any u0 ∈ Cbunif(R+) with infx∈R+ u0(x) > 0, there is m(u0) > 0
such that
m(u0) ≤ u(t, x; t0, u0) ≤ max{‖u0‖∞,M0} ∀ t ≥ t0, x ∈ R+.
(ii) If (H2) holds, then, for any u0 ∈ Cbunif(R+) with infx∈R+ u0(x) > 0, there is T (u0) >
0 such that
m0 ≤ u(t, x; t0, u0) ≤M0 + 1 ∀ t0 ∈ R t ≥ t0 + T (u0), x ∈ R+.
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(3) (Existence of strictly positive entire solution, [2, Theorem 1.3(1)]) If (H1) holds, then (1.2)
admits a strictly positive entire solution (u∗(t, x), v∗1(t, x), v
∗
2(t, x)) (i.e., (u
∗(t, x), v∗1(t, x),
v∗2(t, x)) is defined for all t ∈ R and inft∈R,x∈R+ u∗(t, x) > 0). Moreover, if a(t + T, x) ≡
a(t, x) and b(t + T, x) ≡ b(t, x), then (1.2) admits a strictly positive T -periodic solution
(u∗(t, x), v∗1(t, x), v
∗
2(t, x)) = (u
∗(t+ T, x), v∗1(t+ T, x), v
∗
2(t+ T, x)).
(4) (Stability and uniqueness of strictly positive entire solution, [2, Theorem 1.3(2)])
(i) Assume (H3) and a(t, x) ≡ a(t) and b(t, x) ≡ b(t), then (1.2) admits a unique strictly
positive entire solution (u∗(t, x), v∗1(t, x), v
∗
2(t, x)), and for any u0 ∈ Cbunif(R+) with
infx∈R u0(x) > 0,
lim
t→∞
‖u(t+ t0, ·; t0, u0)− u∗(t+ t0, ·)‖∞ = 0,∀ t0 ∈ R. (1.7)
(ii) Assume (H3). There are χ∗1 > 0 and χ
∗
2 > 0 such that, if 0 ≤ χ1 ≤ χ∗1 and 0 ≤ χ2 ≤
χ∗2, then (1.2) admits a unique strictly positive entire solution (u
∗(t, x), v∗1(t, x), v
∗
2(t, x)),
and for any u0 ∈ Cbunif(R+) with infx∈R+ u0(x) > 0, (1.7) holds.
We remark that the above theorem applies to all the limit equations of (1.2). To be more
precise, let
H(a, b) = cl{(a(t+ ·, ·), b(t + ·, ·))|t ∈ R}
with open compact topology, where the closure is taken under the open compact topology. For
any (a˜, b˜) ∈ H(a, b), consider
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a˜(t, x)− b˜(t, x)u), x ∈ (0,∞)
0 = v1,xx − λ1v1 + µ1u, x ∈ (0,∞)
0 = v2,xx − λ2v2 + µ2u, x ∈ (0,∞)
ux(t, 0) = v1,x(t, 0) = v2,x(t, 0) = 0.
(1.8)
Then Theorem 1.1 also holds for (1.8).
The main results of the current paper are stated in the following theorems. The first theorem
is on the global existence of nonnegative solutions of (1.1).
Theorem 1.2 (Global existence). If (H1) holds, then for any t0 ∈ R, and any h0 > 0 and any
function u0(x) on [0, h0] satisfying
u0 ∈ C2[0, h0], u0(x) ≥ 0 for x ∈ [0, h0], and u′0(0) = 0, u0(h0) = 0, (1.9)
(1.1) has a unique globally defined solution (u(t, x; t0, u0, h0), v1(t, x; t0, u0, h0), v2(t, x; t0, u0, h0),
h(t; t0, u0, h0)) with u(t0, x; t0, u0, h0) = u0(x) and h(t0; t0, u0, h0) = h0. Moreover,
0 ≤ h′(t) ≤ 2νM1C0, (1.10)
0 ≤ u(t, x; t0, u0, h0) ≤ max{‖u0‖∞,M0} ∀ t ∈ [t0,∞), x ∈ [0, h(t; t0, u0, h0)), (1.11)
and
lim sup
t→∞
sup
x∈[0,h(t;t0,u0,h0))
u(t0 + t, x; t0, u0, h0) ≤M0, (1.12)
where M1 is a big enough constant and C0 = max{‖u0‖∞,M0}.
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Assume (H1). For any given t0 ∈ R, and any given h0 > 0 and u0(·) satisfying (1.9), by the
nonnegativity of u(t, x; t0, u0, h0), h
′
(t; t0, u0, h0) ≥ 0 for all t > t0. Hence limt→∞ h(t; t0, u0, h0)
exists. Put
h∞(t0, u0, h0) = lim
t→∞
h(t; t0, u0, h0).
We say vanishing occurs if h∞(t0, u0, h0) <∞ and
lim
t→∞
‖u(t, ·; t0, u0, h0)‖C([0,h(t;t0,u0,h0)]) = 0.
We say spreading occurs if h∞(t0, u0, h0) =∞ and for any L > 0,
lim inf
t→∞
inf
0≤x≤L
u(t, x;u0, h0) > 0.
For given l > 0, consider the following linear equation,{
vt = vxx + a(t, x)v, 0 < x < l
vx(t, 0) = v(t, l) = 0.
(1.13)
Let [λmin(a, l), λmax(a, l)] be the principal spectrum interval of (1.13) (see Definition 2.1). Let
l∗ > 0 be such that λmin(a, l) > 0 for l > l
∗ and λmin(a, l
∗) = 0 (see (2.2) for the existence and
uniqueness of l∗).
Our second theorem is about the spreading and vanishing dichotomy scenario in (1.1).
Theorem 1.3 (Spreading-vanishing dichotomy). Assume that (H1) holds. For any given t0 ∈
R, and h0 > 0 and u0(·) satisfying (1.9), we have that either
(i) vanishing occurs and h∞(t0, u0, h0) ≤ l∗; or
(ii) spreading occurs.
For given t0 ∈ R, and h0 > 0 and u0(·) satisfying (1.9), if spreading occurs, it is interesting
to know whether local uniform persistence occurs in the sense that there is a positive constant
m˜0 independent of the initial data such that for any L > 0,
lim inf
t→∞
inf
0≤x≤L
u(t, x; t0, u0, h0) ≥ m˜0,
and whether local uniform convergence occurs in the sense that limt→∞ u(t, x; t0, u0, h0) exists
locally uniformly. We have the following theorem along this direction.
Theorem 1.4 (Persistence and convergence). Assume that (H1) holds and that h0 > 0 and
u0(·) satisfy (1.9).
(i) (Local uniform persistence) For any given t0 ∈ R, if h∞(t0, u0, h0) = ∞ and (H2) holds,
then for any L > 0,
lim inf
t→∞
inf
0≤x≤L
u(t, x; t0, u0, h0) > m0,
where m0 is as in (1.6).
(ii) (Local uniform convergence) Assume that (H3) holds, and that for any (a˜, b˜) ∈ H(a, b), (1.8)
has a unique strictly positive entire solution (u∗(t, x; a˜, b˜), v∗1(t, x; a˜, b˜), v
∗
2(t, x; a˜, b˜)). Then for
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any given t0 ∈ R, if h∞(t0, u0, h0) =∞, there are χ∗1 > 0, χ∗2 > 0 such that to any 0 ≤ χ1 ≤ χ∗1,
0 ≤ χ2 ≤ χ∗2, for any L > 0,
lim
t→∞
sup
0≤x≤L
|u(t, x; t0, u0, h0)− u∗(t, x; a, b)| = 0. (1.14)
(iii) (Local uniform convergence) Assume that (H3) holds, and that a(t, x) ≡ a(t) and b(t, x) ≡
b(t). Then for any given t0 ∈ R, if h∞(t0, u0, h0) =∞, then for any L > 0,
lim
t→∞
sup
0≤x≤L
|u(t, x;u0, h0)− u∗(t)| = 0,
where u∗(t) is the unique strictly positive entire solution of the ODE
u
′
= u(a(t)− b(t)u) (1.15)
(see [8, Lemma 2.5] for the existence and uniqueness of strictly positive entire solutions of
(1.15)).
We conclude the introduction with the following remarks.
First, in [15], an attraction-repulsion chemotaxis system with constant logistic source u(a−bu)
on the whole space is studied. Assuming b > χ1µ1 − χ2µ2 +M , the authors proved the exis-
tence and uniqueness of globally defined solutions with nonnegative, bounded, and uniformly
continuous initial functions (see [15, Theorem A]). Theorem 1.2 and Theorem 1.1(1) are the
counterparts of [15, Theorem A] for attraction-repulsion chemotaxis systems with time depen-
dent logistic source on environments with a free boundary and on a half space. Furthermore,
the authors of [15] proved the existence, uniqueness, and stability of a strictly positive entire
solution under the assumption b > χ1µ1 − χ2µ2 + K (see [15, Theorem B]). Theorem 1.4(ii),
(iii) and Theorem 1.1 (3), (4) are the counterpart of [15, Theorem B] for attraction-repulsion
chemotaxis systems with time dependent logistic source on environments with a free boundary
and on a half space. Note that the conditions in Theorem 1.1(4) (ii) imply the conditions in
Theorem 1.4(ii).
Second, we became aware of a paper by Zhang et al. [19] that addresses a similar models
to ours after finishing the paper. They investigated the problem with the equations for the
chemoattractant and chemorepulsion being on the whole half space 0 < x < ∞ and the birth
and death damping coefficients in logistic term being constants.
Third, Theorem 1.3 reveals a spreading-vanishing dichotomy scenario for attraction-repulsion
chemotaxis systems with logistic source and with a free boundary. It is seen that, as long as
the species spreads into a region with size greater than l∗, which only depends on a(·, ·), at
some finite time, then the species will eventually spread into the whole space. The spreading-
vanishing dichotomy scenario for (1.1) observed in Theorem 1.3 is a strikingly different spreading
scenario from the following attraction-repulsion chemotaxis system with logistic source on the
whole space,
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a(t, x)− b(t, x)u), x ∈ R
0 = v1,xx − λ1v1 + µ1u, x ∈ R
0 = v2,xx − λ2v2 + µ2u, x ∈ R,
(1.16)
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where a(t, x) and b(t, x) are bounded C1 functions on R×R with ainf := inf(t,x)∈R×R a(t, x) > 0
and binf := inf(t,x)∈R×R b(t, x) > 0. Assuming (H1), it can be proved that spreading always
occurs in (1.16). In fact, it can be proved that, for any 0 < c < 2
√
ainf and u0 ∈ Cbunif(R) with
u0 ≥ 0 and {x |u0(x) > 0} being bounded and nonempty, the unique globally defined solution
(u(t, x;u0), v1(t, x;u0), v2(t, x;u0)) of (1.16) with u(0, x;u0) = u0(x) satisfies
lim inf
t→∞
inf
|x|≤ct
u(t, x;u0) > 0
(see [16, Theorem 1.1] for the proof in the case that a(t) and b(t) are constants and χ2 = 0, the
general case can be proved by the similar arguments of [16, Theorem 1.1]).
Fourth, in the absence of chemotaxis (i.e., χ1 = χ2 = 0), (1.1) reduces to
ut = uxx + u(a(t, x) − b(t, x)u), 0 < x < h(t)
h
′
= −νux(t, h(t))
ux(t, 0) = 0
u(t, h(t)) = 0
h(0) = h0, u(x, 0) = u0(x), 0 ≤ x ≤ h0,
(1.17)
which was first introduced by Du and Lin in [4] to understand the spreading of species. It
is proved in [4] that (1.17) with a(t, x) ≡ a and b(t, x) ≡ b exhibits the following spreading-
vanishing dichotomy: for any given h0 > 0 and either vanishing occurs (i.e. limt→∞ h(t;u0, h0) ≤
l∗, where l∗ is as in Theorem 1.2, and limt→∞ u(t, x;u0, h0) = 0) or spreading occurs (i.e.
limt→∞ h(t;u0, h0) = ∞ and limt→∞ u(t, x; u0, h0) = a/b locally uniformly in x ∈ R+). The
above spreading-vanishing dichotomy has also been extended to the cases with space periodic
logistic source, time periodic logistic source, and time almost periodic logistic source, etc. (see
[5], [6], [10], [11], etc.). Letting χ1 = χ2 = 0, Theorems 1.3 and 1.4 partially recover the existing
results for (1.17).
Finally, the techniques developed for the study of (1.1) can be modified to study the following
double spreading fronts free boundary problem,
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a(t, x) − b(t, x)u), x ∈ (g(t), h(t))
0 = (∂xx − λ1I)v1 + µ1u, x ∈ (g(t), h(t))
0 = (∂xx − λ2I)v2 + µ2u, x ∈ (g(t), h(t))
g′(t) = −νux(g(t), t)
h′(t) = −νux(h(t), t)
u(g(t), t) = v1,x(t, g(t)) = v2,x(t, g(t)) = 0
u(h(t), t) = v1,x(t, h(t)) = v2,x(t, h(t)) = 0,
(1.18)
where a(t, x) and b(t, x) are bounded C1 functions on R×R with ainf := inf(t,x)∈R×R a(t, x) > 0
and binf := inf(t,x)∈R×R b(t, x) > 0.
To be more precise, assume (H1). For any given t0, g0, h0 ∈ R with g0 < h0, and given u0(·)
satisfying
u0 ∈ C2([g0, h0]), u0(g0) = u0(h0) = 0, u0(x) ≥ 0, x ∈ (g0, h0), (1.19)
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by the similar arguments as those of Theorem 1.2, (1.18) has a unique solution (u(t, x; t0, u0, g0, h0),
v1(t, x; t0, u0, g0, h0), v2(t, x; t0, u0, g0, h0), g(t; t0, u0g0, h0), h(t; t0, u0, g0, h0)) defined on [t0,∞)
with u(t0, x; t0, u0, g0, h0) = u0(x), g(t0; t0, u0, g0, h0) = g0, and h(t0; t0, u0, g0, h0) = h0. By the
nonnegativity of u(t, x; t0, u0, g0, h0), g
′
(t; t0, u0, g0, h0) ≤ 0 and h′(t; t0, u0, g0, h0) ≥ 0 for t > t0.
Hence the limits
g∞(t0, u0, g0, h0) := lim
t→∞
g(t; t0, u0, g0, h0), h∞(t0, u0, g0, h0) := lim
t→∞
h(t; t0, u0, g0, h0)
exist. If no confusion occurs, we may put g(t) = g(t; t0, u0, g0, h0), h(t) = h(t; t0, u0, g0, h0),
g∞ = g∞(t0, u0, g0, h0) and h∞ = h∞(t0, u0, g0, h0).
For given l− < l+, consider the following parabolic equation,{
vt = vxx + a(t, x)v, l− < x < l+
v(t, l−) = v(t, l+) = 0.
(1.20)
Let [λmin(a, l−, l+), λmax(a, l−, l+)] be the principal spectrum interval of (1.20) (see Definition
2.2). Let l∗∗ > 0 be such that λmin(a, l−, l+) > 0 for any l− < l+ with l+ − l− > l∗ and
λmin(a, l−, l+) = 0 for some l− < l+ with l+− l− = l∗∗ (see (2.4) for the existence and uniqueness
of l∗∗).
We have the following theorem on the spreading-vanishing dichotomy for (1.18).
Theorem 1.5. (Spreading-vanishing dichotomy with the double free boundaries) Assume that
(H1) holds. For any given t0, g0, h0 ∈ R with g0 < h0 and u0(·) ∈ C2([g0, h0]) satisfying (1.18),
we have either
(i) h∞ − g∞ ≤ l∗∗, and limt→∞ ‖u(t, ·;u0, h0)‖C([g(t),h(t)] = 0; or
(ii) h∞ = −g∞ =∞, and for any L > 0,
lim inf
t→∞
inf
|x|≤L
u(t, x;u0, h0, g0) > 0.
Moreover, if h∞ = −g∞ =∞,(H3) holds, and the following system
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a˜(t, x) − b˜(t, x)u), x ∈ R
0 = (∂xx − λ1I)v1 + µ1u, x ∈ R
0 = (∂xx − λ2I)v2 + µ2u, x ∈ R
(1.21)
has a unique strictly positive entire solution (u∗(t, x; a˜, b˜), v∗1(t, x; a˜, b˜), v
∗
2(t, x; a˜, b˜)), then for any
L > 0,
lim
t→∞
sup
|x|≤L
|u(t, x;u0, h0)− u∗(t, x; a, b)| = 0.
In particular, if h∞ = −g∞ =∞, (H3) holds, and a(t, x) ≡ a(t) and b(t, x) ≡ b(t), then for any
L > 0,
lim
t→∞
sup
0≤x≤L
|u(t, x;u0, h0)− u∗(t)| = 0,
where u∗(t) is the unique positive entire solution of the ODE
u
′
= u(a(t)− b(t)u).
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The rest of this paper is organized in the following way. In section 2, we present some
preliminary lemmas to be used in the proofs of the main theorems in later sections. We study
the local and global existence of nonnegative solutions of (1.1) and prove Theorem 1.2 in section
3. In section 4, we explore the spreading-vanishing dichotomy behaviors of (1.1) and prove
Theorem 1.3. We consider the local uniform persistence and local uniform convergence of (1.1)
and prove Theorem 1.4 in section 5. In section 6, we study spreading- vanishing dichotomy
scenario in (1.18) and prove Theorem 1.5.
2 Preliminary
In this section, we present some preliminary materials to be used in the later sections.
2.1 Principal spectral theory
In this subsection, we recall some principal spectrum theory for linear parabolic equations. We
first recall some principal spectrum theory for the following linear parabolic equation,{
ut = uxx + a(t, x)u, 0 < x < l
ux(t, 0) = u(t, l) = 0,
(2.1)
where l > 0 is a given positive number and a ∈ C1([0,∞)) is bounded and ainf > 0. Let
X(l) = {u ∈ C([0, l]) |ux(0) = u(l) = 0}
with norm ‖u‖X(l) = supx∈[0,l] |u(x)|,
X+(l) = {u ∈ X(l) |u(x) ≥ 0 for 0 ≤ x ≤ l},
and
X++(l) = {u ∈ X(l) |u(x) > 0 for 0 ≤ x < l, ux(l) < 0}.
Let U(t, s; a, l) be the evolution operator of (2.1) on X, that is, for any u0 ∈ X(l),
(U(t, s; a, l)u0)(x) := u(t, x; s, u0),
where u(t, x; s, u0) is the solution of (2.1) with u(s, x; s, u0) = u0(x).
Definition 2.1. [λmin(a, l), λmax(a, l)] is called the principal spectrum interval of (2.1), where
λmin(a, l) = lim inf
t−s→∞
ln ‖U(t, s; a, l)‖
t− s , λmax(a, l) = lim supt−s→∞
ln ‖U(t, s; a, l)‖
t− s .
Let
H(a) = cl{a · t(·, ·) := a(t+ ·, ·) | t ∈ R}
with open compact topology, where the closure is taken under the open compact topology. In
literature, H(a) is called the hull of a(·, ·).
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Lemma 2.1. [λmin(a, l), λmax(a, l)] is a compact interval. Moreover, there is a continuous func-
tion ω : H(a)→ X++(l) such that
‖w(a˜)‖X(l) = 1 ∀ a˜ ∈ H(a),
U(t, 0; a˜, l)ω(b)
‖U(t, 0; a˜, l)ω(b)‖X(l)
= ω(b · t) ∀ t > 0, a˜ ∈ H(a),
and
λmin(a, l) = lim inf
t−s→∞
ln ‖U(t− s, 0; a · s, l)ω(a · s)‖
t− s ,
λmax(a, l) = lim sup
t−s→∞
ln ‖U(t− s, 0; a · s, l)ω(a · s)‖
t− s .
Proof. It follows from [12, Propositions 2.3 and 2.4] and [13, Proposition 4.1.9].
Lemma 2.2. λmin(a, l) and λmax(a, l) are monotone in a and l, that is, for any a1(·, ·) ≤ a2(·, ·)
and 0 < l1 ≤ l2,
λmin(a1, l1) ≤ λmin(a2, l2), λmax(a1, l1) ≤ λmax(a2, l2).
Proof. By comparison principle for parabolic equations,
(U(t− s, 0; a1 · s, l1)ω(a1 · s))(x) ≤ (U(t− s, 0; a2 · s, l2)ω˜(a1 · s))(x) ∀ t ≥ s, 0 ≤ x ≤ l1,
where ω˜(a2 · s)(x) = ω(a1 · s)(x) for 0 ≤ x ≤ l1 and ω˜(a2 · s)(x) = 0 for l1 ≤ x ≤ l2. The lemma
then follows from Lemma 2.1.
Remark 2.1. (1) If a(t, x) ≡ a, then λmin(a, l) = λmax(a, l) and λ(a, l) := λmin(a, l) is the
principal eigenvalue of {
uxx + au = λu, 0 < x < l
ux(0) = u(l) = 0.
In this case, λ(a, l) = − π2
2l2
+ a and ω(a) = cos πx2l . Therefore, liml→0+ λ(a, l) = −∞ and
liml→∞ λ(a, l) = a.
(2) If a(t+T, x) = a(t, x), then λmin(a, l) = λmax(a, l) and λ(a, l) := λmin(a, l) is the principal
eigenvalue of 
−ut + uxx + a(t, x)u = λu, 0 < x < l
u(t+ T, x) = u(t, x), 0 ≤ x ≤ l
ux(t, 0) = u(t, l) = 0.
Lemma 2.3. liml→0+ λmax(a, l) = −∞ and liml→∞ λmin(a, l) ≥ ainf(> 0).
Proof. By Lemma 2.2,
λmin(a, l) ≥ λ(ainf , l), λmax(a, l) ≤ λ(asup, l).
The lemma then follows from Remark 2.1(1).
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By Lemmas 2.2 and 2.3, there is a unique l∗ > 0 such that
λmin(a, l) > 0 ∀ l > l∗, λmin(a, l∗) = 0. (2.2)
Next, we recall some principal spectrum theory for the following parabolic equation,{
vt = vxx + a(t, x)v, l− < x < l+
v(t, l−) = v(t, l+) = 0,
(2.3)
where l− < l+ and a ∈ C1(R) is bounded and ainf > 0. Let
X(l1, l2) = {v ∈ C([l−, l+]) | v(l−) = v(l+) = 0}
with norm ‖v‖ = supx∈[l−,l+] |v(x)|. Let U(t, s; a, l−, l+) be the evolution opperator of (2.3) on
X(l−, l+).
Definition 2.2. [λmin(a, l−, l+), λmax(a, l−, l+)] is called the principal spectrum interval of (2.3),
where
λmin(a, l−, l+) = lim inf
t−s→∞
ln ‖U(t, s; a, l−, l+)‖
t− s , λmax(a, l−, l+) = lim supt−s→∞
ln ‖U(t, s; a, l−, l+)‖
t− s .
Similarly, we have
Lemma 2.4. (1) [λmin(a, l−, l+), λmax(a, l−, l+)] is a compact interval.
(2) If a1(t, x) ≤ a2(t, x), then
λmin(a1, l−, l+) ≤ λmin(a2, l−, l+), λmax(a1, l−, l+) ≤ λmax(a2, l−, l+).
(3) If l2,− ≤ l1,− and l1,+ ≤ l2,+, then
λmin(a, l1,−, l1,+) ≤ λmin(a, l2,−, l2,+), λmax(a, l1,−, l1,+) ≤ λmax(a, l2,−, l2,+).
(4) lim supl+−l−→0 λmax(a, l−, l+) = −∞ and lim inf l+−l−→∞ λmin(a, l−, l+) ≥ ainf(> 0).
By Lemma 2.4, there is a unique l∗∗ > 0 such that{
λmin(a, l−, l+) > 0 ∀ l− < l+ with l+ − l− > l∗
λmin(a, l−, l+) = 0 for some l− < l+ with l+ − l− = l∗∗.
(2.4)
2.2 Fisher-KPP equations on bounded fixed domains
In this subsection, we present some results on the asymptotic behavior of positive solutions of
Fisher-KPP equations on bounded fixed domains. First, consider{
ut = uxx + β(t, x)ux + u(a(t, x) − b(t, x)u), 0 < x < l
ux(t, 0) = u(t, l) = 0,
(2.5)
where l is positive constant and β(t, x) is a bounded C1 function. For given u0 ∈ X(l) with
u0 ≥ 0, let u(t, x;u0, β, a0, b0) be the solution of (2.5) with u(0, x;u0, β, a, b) = u0(x).
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Lemma 2.5. If λinf(a, l) > 0, then there is β0 > 0 such that for any β(t, x) with |β(t, x)| ≤ β0,
there is a unique positive entire solution u∗(t, ·;β, a, b) ∈ X++(l) of (2.5) such that for any
u0 ∈ X+(l) \ {0},
lim
t→∞
‖u(t, ·;u0, β, a0, b0)− u∗(t, ·;β, a, b)‖X(l) = 0.
Proof. Consider {
ut = uxx + β(t, x)ux + a(t, x)u, 0 < x < l
ux(t, 0) = u(t, l) = 0.
(2.6)
Similarly, we can define the principal spectrum interval [λmin(β, a, l), λmax(β, a, l)] of (2.6). By
λ(a, l) > 0 and [13, Theorem 4.4.3], there is β0 > 0 such that for any β(t, x) with |β(t, x)| ≤ β0,
λmin(β, a, l) > 0.
The lemma then follows from the arguments of [7, Corollary 3.4].
Next, consider {
ut = uxx + β(t, x)ux + u(a0 − b0u), l1 < x < l2
u(t, l1) = u(t, l2) = 0,
(2.7)
where a0, b0 are positive constants, l1 < l2, and β(t, x) is a bounded continuous function.
Lemma 2.6. If λ(a0, l1, l2) > 0, then there is β0 > 0 such that for any β(t, x) with |β(t, x)| ≤ β0,
(2.5) has a unique positive entire solution u∗(t, x;β, a0, b0) such that for any u0 ∈ C1([l1, l2])\{0}
with u0(l1) = u0(l2) = 0 and u0(x) ≥ 0 for x ∈ (l1, l2),
lim
t→∞
‖u(t, ·;u0, β, a0, b0)− u∗(t, ·;β, a0, b0)‖C([l1,l2]) = 0,
where u(t, x;u0, β, a0, b0) is the solution of (2.7) with u(0, x;u0, β, a0, b0) = u0(x).
Proof. It can be proved by the similar arguments as those in Lemma 2.5.
3 Existence and uniqueness of globally defined solutions of the
free boundary problems
In this section, we study the existence and uniqueness of globally defined solutions of (1.1) with
nonnegative initial functions and prove Theorem 1.2. To do so, we first prove two lemmas. The
first lemma is on the existence and uniqueness of (local) solutions of (1.1) with nonnegative
initial functions.
Lemma 3.1 (Local existence). For any given h0 > 0, nonnegative u0 ∈ C2([0, h0]) with u′0(0) =
0 and u0(h0) = 0, and α ∈ (0, 1), there is T > 0 such that the system (1.1) admits a unique
solution
(u, v1, v2, h) ∈ C(1+α)/2,1+α(DT )× C(1+α)/2,1+α(DT )× C(1+α)/2,1+α(DT )× C(1+α)/2([0, T ])
with u(0, x) = u0(x) and h(0) = h0. Moreover
‖u‖C(1+α)/2,1+α(DT ) + ‖v1‖C(1+α)/2,1+α(DT ) + ‖v2‖C(1+α)/2,1+α(DT ) + ‖h‖C(1+α)/2([0,T ]) ≤ C (3.1)
where DT = {(t, x) ∈ R2 |x ∈ [0, h(t)], t ∈ [0, T ]}, and C only depends on h0, α, T, and
‖u0‖C2([0,h0]).
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Proof. The lemma can be proved by the similar arguments as those in [4, Theorem 2.1]. But,
due to the presence of the chemotaxis, nontrivial modifications of the arguments in [4, Theorem
2.1] are needed. For the completeness, we provide a proof in the following.
As in [3], we first straighten the free boundary. Let ζ(y) be a function in C3[0,∞) satisfying
ζ(y) = 1 if |y − h0| < h0
4
, ζ(y) = 0 if |y − h0| > h0
2
, |ζ ′(y)| < 6
h0
∀y ≥ 0.
We introduce a transformation that will straighten the free boundary:
(t, y)→ (t, x), where x = y + ζ(y)(h(t)− h0), 0 ≤ y <∞.
As long as
|h(t)− h0| ≤ h0
4
,
the above transformation is a diffeomorphism from [0,+∞) × [0, h0] onto [0,+∞) × [0, h(t)].
Moreover, it changes the free boundary x = h(t) to the fixed boundary y = h0. One easily
computes that
∂y
∂x
=
1
1 + ζ ′(y)(h(t) − h0) ≡
√
A(h(t), y),
∂2y
∂x2
= − 1
[1 + ζ ′(y)(h(t) − h0)]3 ≡ B(h(t), y),
− 1
h′(t)
∂y
∂t
=
ζ(y)
1 + ζ ′(y)(h(t) − h0) ≡ C(h(t), y).
Defining
u(t, x) = u(t, y + ζ(y)(h(t)− h0)) = ω(t, y),
v1(t, x) = v1(t, y + ζ(y)(h(t) − h0)) = z1(t, y),
v2(t, x) = v2(t, y + ζ(y)(h(t) − h0)) = z2(t, y),
then
ut = ωt − h′(t)C(h(t), y)ωy , ux =
√
A(h(t), y)ωy,
uxx = A(h(t), y)ωyy +B(h(t), y)ωy.
Hence the free boundary problem (1.1) becomes
ωt = Aωyy + (B + h
′C)ωy − χ1Aωyz1,y + χ2Aωyz2,y
−χ1ω(λ1z1 − µ1ω) + χ2ω(λ2z2 − µ2ω) + ω(a− bω), y ∈ (0, h0)
0 = Az1,yy +Bz1,y + µ1ω − λ1z1, y ∈ (0, h0)
0 = Az2,yy +Bz2,y + µ2ω − λ2z2, y ∈ (0, h0)
h′(t) = −νωy(t, h0)
ωy(t, 0) = z1y(t, 0) = z2y(t, 0) = 0
ω = z1y(t, h0) = z2y(t, h0) = 0,
(3.2)
where A = A(h(t), y), B = B(h(t), y), and C = C(h(t), y).
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Next, denote h10 = −νu′0(h0), and for 0 < T ≤ [ h08(1+h10) ], define ∆T = [0, T ] × [0, h0],
D1T = {ω ∈ Cα/2,α(∆T ) |ω(0, y) = u0(y), ‖ω − u0‖Cα/2,α(∆T ) ≤ 1},
D2T = {h ∈ C1+α/2([0, T ]) |h(0) = h0, h′(0) = h10, ‖h′ − h10‖Cα/2([0,T ]) ≤ 1}.
It is easily seen that D := D1T ×D2T is a complete metric space with the metric
d((ω1, h1), (ω2, h2)) = ‖ω1 − ω2‖Cα/2,α(∆T ) + ‖h′1 − h′2‖Cα/2([0,T ]).
Let us note that for h1, h2 ∈ D2T , due to h1(0) = h2(0) = h0,
‖h1 − h2‖C([0,T ]) ≤ T 1+α/2‖h′1 − h′2‖Cα/2([0,T ]). (3.3)
We shall prove the existence and uniqueness result by using the contraction mapping theorem.
To this end, we first observe that, due to the choice of T , for any given (ω, h) ∈ D1T ×D2T ,
we have
|h(t)− h0| ≤ T (1 + h10) ≤
h0
8
.
Therefore the transformation (t, y) → (t, x) introduced at the beginning of the proof is well
defined. Applying standard Lp theory, existence theorem (see local existence result in [18], [17]
or semigroup approach developed in [1] (Theorem 5.2.1)) and the Sobolev imbedding theorem
[9], we find that for any (ω, h) ∈ D, the following initial boundary value problem
ωt = Aωyy + (B + h
′C)ωy − χ1Aωyz1,y + χ2Aωyz2,y
−χ1ω(λ1z1 − µ1ω) + χ2ω(λ2z2 − µ2ω) + ω(a− bω) y ∈ (0, h0)
0 = Az1,yy +Bz1,y + µ1ω − λ1z1, y ∈ (0, h0)
0 = Az2,yy +Bz2,y + µ2ω − λ2z2, y ∈ (0, h0)
ωy(t, 0) = z1y(t, 0) = z2y(t, 0) = 0
ω(t, h0) = z1y(t, h0) = z2y(t, h0) = 0
ω(y, 0) = u0(y), 0 ≤ y ≤ h0,
(3.4)
admits a unique solution (ω, z1, z2) ∈ C(1+α)/2,1+α(∆T )× Cα/2,1+α(∆T )× Cα/2,1+α(∆T ), and
‖ω‖C(1+α)/2,1+α(∆T ) ≤ C1, (3.5)
where C1 is a constant depending on h0, α, and ‖u0‖C2[0,h].
Defining
h(t) = h0 −
∫ t
0
νωy(τ, h0)dτ, (3.6)
we have
h
′
(t) = −νωy(t, h0), h(0) = h0, h′(0) = −νωy(0, h0) = h10,
and hence h
′ ∈ C(1+α)/2([0, T ]) with
‖h′‖C(1+α)/2([0,T ]) ≤ C2 := νC1. (3.7)
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Define F : D → C(∆T )× C1([0, T ]) by
F(ω, h) = (ω, h).
Clearly (ω, h) ∈ D is a fixed point of F if and only if it solves (3.4).
By (3.5) and (3.7), we have
‖h′ − h10‖Cα/2([0,T ]) ≤ ‖h
′‖C(1+α)/2([0,T ])T 1/2 ≤ νC1T 1/2,
‖ω − u0‖Cα/2,α(∆T ) ≤ ‖ω − u0‖C(1+α)/2,α(∆T )T 1/2 ≤ C1T 1/2.
Therefor if we take take T 1/2 ≤ min{(νC1)−1, C−11 }, then F maps D into itself.
Next we prove that F is a contraction mapping on D for T > 0 sufficiently small. Let
(ωi, hi) ∈ D(i = 1, 2) and denote (ωi, hi) = F(ωi, hi). Then it follows from (3.5) and (3.7) that
‖ωi‖C(1+α)/2,1+α(∆T ) ≤ C1, ‖h
′
i(t)‖C(1+α)/2([0,T ]) ≤ C2.
Choosing two different solutions (ω1, z
1
1, z
1
2, ω1, h1), (ω2, z
2
1, z
2
2, ω2, h2) and setting U = ω1 −
ω2, Z1 = z
1
1 − z21, Z2 = z12 − z22, we find that U,Z1, and Z2 satisfy
Ut −A(h2, y)Uyy − [B(h2, y) + h′2(t)C(h2, y)]Uy
= [A(h1, y)−A(h2, y)]ω1,yy + [B(h1, y)−B(h2, y) + h′1C(h1, y)− h′2C(h2, y)]ω1,y
+[a− χ1λ1z21 + χ2λ2z22 − (b− χ1µ1 + χ2µ2)(ω1 + ω2)](ω1 − ω2)
+[χ1λ1(z
2
1 − z11) + χ2λ2(z12 − z22]ω1, y ∈ (0, h0)
0 = A(h1, y)Z1,yy + (A(h1, y)−A(h2, y)z21,yy +B(h1, y)Z1,y + [B(h1, y)−B(h2, y)]z21,y
+µ1(ω1 − ω2)− λ1Z1, y ∈ (0, h0)
0 = A(h1, y)Z2,yy + (A(h1, y)−A(h2, y)z22,yy +B(h1, y)Z2,y + [B(h1, y)−B(h2, y)]z22,y
+µ2(ω1 − ω2)− λ2Z2, y ∈ (0, h0)
Uy(t, 0) = Z1y(t, 0) = Z2y(t, 0) = 0
U(t, h0) = Z1y(t, h0) = Z2y(t, h0) = 0
U(0, y) = 0, 0 ≤ y ≤ h0.
Using the Lp estimates for elliptic and parabolic equations and Sobolev’s imbedding theorem,
we obtain
‖Z1‖Cα/2,1+α(∆T ) ≤ C13 (‖ω1 − ω2‖Cα/2,α(∆T ) + ‖h1 − h2‖C α2 ([0,T ])) (3.8)
‖Z2‖Cα/2,1+α(∆T ) ≤ C23 (‖ω1 − ω2‖Cα/2,α(∆T ) + ‖h1 − h2‖C α2 ([0,T ])) (3.9)
‖ω1 − ω2‖C(1+α)/2,1+α(∆T ) ≤ C33 (‖ω1 − ω2‖Cα/2,α(∆T ) + ‖h′1 − h′2‖C α2 ([0,T ])), (3.10)
where Ci3, i = 1, 2, 3 depends on C1, C2, and the functions A,B, and C are in the definitions of
the transformation (t, y)→ (t, x). Taking the difference of the equation for h1, h2 results in
‖h′1 − h′2‖C(1+α)/2([0,T ]) ≤ ν(‖ω1y − ω2y‖C(1+α)/2,0(∆T )). (3.11)
Combining (3.7), (3.10) and (3.11), and assuming T ≤ 1, we obtain
‖ω1 − ω2‖C(1+α)/2,1+α(∆T ) + ‖h
′
1 − h′2‖C(1+α)/2([0, T ])
≤ C4(‖ω1 − ω2‖Cα/2,α(∆T ) + ‖h′1 − h′2‖Cα/2[0,T ])
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with C4 depending on C3 and ν. Hence for
T 1/2 :=
1
2C4
,
we have
‖ω1 − ω2‖Cα/2,α(∆) + ‖h
′
1 − h′2‖Cα([0,T ])
≤ T 1/2‖ω1 − ω2‖C(1+α)/2,1+α(∆T ) + T 1/2‖h
′
1 − h′2‖C(1+α)/2([0,T ])
≤ C4T 1/2(‖ω1 − ω2‖Cα/2,α(∆T ) + ‖h′1 − h′2‖Cα/2([0,T ]))
≤ 1
2
(‖ω1 − ω2‖Cα/2,α(∆T ) + ‖h′1 − h′2‖Cα/2([0,T ])).
The above shows that F is a contraction mapping on D for this T . It follows from the
contraction mapping theorem that F has a unique fixed point (ω, h) in D. In other word,
(ω(t, y), z1(t, y), z2(t, y), h(t)) is a unique local solution of the problem (3.2).
Let (u(t, x;u0, h0), v1(t, x;u0, h0), v2(t, x;u0, h0), h(t;u0, h0)) be the solution of (1.1) with
u(0, ·;u0, h0) = u0(·) ∈ C2([0, h0]) and h(0;u0, h0) = h0(> 0) for t ∈ [0, T ]. The second lemma
is on the estimates of v1 and v2.
Lemma 3.2. Assume (H1) holds. Suppose that (u(t, x), v1(t, x), v2(t, x), h(t)) is a nonnegative
solution of (1.1) on [0, T ] with u(0, ·) = u0(·), which satisfies (1.9). Then
(χ2λ2v2 − χ1λ1v1)(x, t;u0, h0) ≤M‖u(t, ·)‖∞ ∀ t ∈ [0, T ],
where M is as in (1.3). In particular, if ‖u(t, ·)‖∞ ≤ max{‖u0‖∞,M0} for 0 ≤ t ≤ T , then
(χ2λ2v2 − χ1λ1v1)(x, t;u0, h0) ≤M max{‖u0‖∞,M0} ∀ t ∈ [0, T ],
where M0 is as in (1.5).
Proof. It can be proved by the similar arguments as those in [2, Lemma 2.2]. For completeness,
we provide a proof in the following.
Note that v1(t, x) is the solution of{
v1,xx − λ1v1 + µ1u(t, x) = 0, 0 < x < h(t)
v1x(t, 0) = v1x(t, h(t)) = 0
and v2(t, x) is the solution of{
v2,xx − λ2v2 + µ2u(t, x) = 0, 0 < x < h(t)
v2x(t, 0) = v2x(t, h(t)) = 0.
Let T (s) be the semigroup generated by ∂xx on (0, h(t)) with Neumann boundary condition.
Then
vi(t, ·) = µi
∫ ∞
0
e−λisT (s)u(t, ·)ds, i = 1, 2.
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We then have
(χ2λ2v2 − χ1λ1v1)(x, t;u0) = χ2λ2µ2
∫ ∞
0
e−λ2sT (s)u(t, ·)ds − χ1λ1µ1
∫ ∞
0
e−λ1sT (s)u(t, ·)ds
=
(
χ2λ2µ2 − χ1λ1µ1
) ∫ ∞
0
e−λ2sT (s)u(t, ·)ds
+ χ1λ1µ1
∫ ∞
0
(
e−λ2s − e−λ1s)T (s)u(t, ·)ds
≤ (χ2λ2µ2 − χ1λ1µ1)+ ∫ ∞
0
e−λ2sT (s)u(t, ·)ds
+ χ1λ1µ1
∫ ∞
0
(
e−λ2s − e−λ1s)
+
T (s)u(t, ·)ds
Note that
T (s)u(t, ·) ≤ T (s)‖u(t, ·)‖ = ‖u(t, ·)‖∞.
Hence
(χ2λ2v2 − χ1λ1v1)(x, t;u0, h0) ≤
(
χ2λ2µ2 − χ1λ1µ1
)
+
∫ ∞
0
e−λ2s‖u(t, ·)‖∞ds
+ χ1λ1µ1
∫ ∞
0
(
e−λ2s − e−λ1s)
+
‖u(t, ·)‖∞ds
=
‖u(t, ·)‖∞
λ2
(
(χ2λ2µ2 − χ1λ1µ1)+ + χ1µ1(λ1 − λ2)+
)
.
Similarly, we can prove that
(χ2λ2v2 − χ1λ1v1)(x, t;u0, h0) ≤ ‖u(t, ·)‖∞
λ1
(
χ2µ2(λ1 − λ2)+ + (χ2µ2λ2 − χ1µ1λ1)+
)
.
The lemma then follows.
The third lemma is on the estimate of u(t, x;u0, h0).
Lemma 3.3. For given T > 0, h0 > 0, and u0 ∈ C2([0, h0]) with u0(x) ≥ 0 for x ∈ [0, h0],
u
′
0(0) = 0, and u0(h0) = 0, assume that (1.1) has a unique solution (u(t, x), v1(t, x), v2(t, x), h(t))
on t ∈ [0, T ] with u(0, x) = u0(x) and h(0) = h0. Then
‖u(t, ·)‖∞ ≤ max{‖u0‖∞,M0} ∀ 0 ≤ t ≤ T,
where M0 is as in (1.5). If ‖u(t, ·)‖∞ > M0 on [0, T ], then ‖u(t, ·)‖∞ is decreasing in t.
Proof. Let C0 = max{‖u0‖∞,M0} and
E := {u ∈ Cbunif([0, h(t)] × [0, T ]) |u(·, 0) = u0, 0 ≤ u(x, t) ≤ C0, x ∈ [0, h(t)], 0 ≤ t ≤ T}
equipped with the norm
‖u(·, ·)‖ = sup
0≤t≤T,0≤x≤h(t)
|u(t, x)|.
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It is clear that E is closed and convex.
For any given u ∈ E , let Vi(t, x;u) (i = 1, 2) be the solution of{
0 = Vi,xx − λiVi + µiu(t, x), 0 < x < h(t)
Vi,x(t, 0) = Vi,x(t, h(t)) = 0.
Let U(t, x;u) be the solution of
Ut = Uxx − χ1UxV1,x + χ2UxV2,x
+U
(
a− (χ1λ1V1 − χ2λ2V2)− (b− χ1µ1 + χ2µ2)U
)
, 0 < x < h(t)
Ux(t, 0) = U(t, h(t)) = 0
U(0, x) = u0(x), 0 ≤ x ≤ h(0).
By the arguments of Lemma 3.2,
Ut ≤ Uxx − χ1UxV1,x + χ2UxV2,x + U
(
a+MC0 − (b− χ1µ1 + χ2µ2)U
)
, 0 < x < h(t).
Note that
a+MC0 − (b− χ1µ1 + χ2µ2)C0 ≤ 0.
Then by comparison principle for parabolic equations,
U(t, x;u) ≤ C0 ∀ 0 ≤ t ≤ T, 0 ≤ x ≤ h(t).
Hence U(·, ·;u) ∈ E .
By the similar arguments as those in [14, Lemma 4.3], we can prove that the mapping E ∋ u→
U(·, ·;u) ∈ E is continuous and compact. Then there is u∗ ∈ E such that U(t, x;u∗) = u∗(t, x).
This implies that u(t, x) = u∗(t, x) for 0 ≤ x ≤ h(t) and 0 ≤ t < Tmax(u0, h0), and then
u(t, x) ≤ C0 ∀ 0 ≤ t ≤ T, 0 ≤ x ≤ h(t).
Now if ‖u(t, ·)‖∞ > M0 for t ∈ [0, T ], then for any 0 ≤ t1 ≤ t2 ≤ T ,
‖u(t2, ·)‖∞ ≤ max{‖u(t1, ·)‖∞,M0} = ‖u(t1, ·)‖∞.
The lemma is thus proved.
We now prove Theorem 1.2. Without loss of generality, we prove the case that t0 = 0, and
we denote by (u(t, x;u0, h0), v1(t, x;u0, v0), v2(t, x;u0, h0), h(t;u0, h0)) the solution of (1.1) with
u(0, x;u0, h0) = u0(x) and h(0;u0, h0) = h0(x).
Proof of Theorem 1.2. Suppose that [0, Tmax(u0, h0)) is the maximal interval of existence of
the solution (u(t, x;u0, h0), v1(t, x;u0, v0), v2(t, x;u0, h0), h(t;u0, h0)). Let h(t) = h(t;u0, h0),
and (u(t, x), v1(t, x), v2(t, x)) = (u(t, x;u0, h0), v1(t, x;u0, v0), v2(t, x;u0, h0)). Then (u, v1, v2)
satisfies
ut = uxx − χ1uxv1,x + χ2uxv2,x
+u
(
a− (χ1λ1v1 − χ2λ2v2)− (b− χ1µ1 + χ2µ2)u
)
, 0 < x < h(t)
0 = v1,xx − λ1v1 + µ1u, 0 < x < h(t)
0 = v2,xx − λ2v2 + µ2u, 0 < x < h(t)
ux(t, 0) = u(t, h(t)) = v1,x(t, 0) = v1,x(t, h(t)) = v2,x(t, 0) = v2,x(t, h(t)) = 0
u(0, x) = u0(x), 0 ≤ x ≤ h(0).
(3.12)
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First, by Lemma 3.3,
u(t, x) ≤ C0 ∀ t ∈ [0, Tmax), 0 ≤ x ≤ h(t), (3.13)
where C0 = max{‖u0‖∞,M0}.
Next, we show that there is M˜ > 0 such that
h
′
(t) ≤ M˜ ∀ t ∈ [0, Tmax). (3.14)
In order to do so, for given M1 > 0, define
Ω = ΩM1 := {(t, x) | 0 < t < T, h(t)−M−11 < x < h(t)}
and construct an auxiliary function
ω(t, x) = C0[2M1(h(t)− x)−M21 (h(t)− x)2]. (3.15)
From (3.15), we obtain that for (t, x) ∈ Ω,
ωt = 2C0M1h
′(t)(1−M1(h(t)− x)) ≥ 0,
ωx = −2C0M1 + 2M21 (h(t)− x),
−ωxx = 2C0M21
u(a− bu) ≤ aC0.
Compared to (1.1), it follows that
ωt − ωxx + χ1ωxv1,x − χ2ωxv2,x − u(a− (χ1λ1v1 − χ2λ2v2)− χ2µ2u+ χ1µ1u− bu)
≥ 2C0M21 + (χ1v1,x − χ2v2,x)[−2C0M1 + 2M21 (h(t) − x)]
−u(a− (χ1λ1v1 − χ2λ2v2)− χ2µ2u+ χ1µ1u), (3.16)
with |h(t) − x| ≤ M−11 , ‖v1,x‖L∞([0,T ]×Ω) ≤ K˜‖u‖L∞([0,T ]×Ω) ≤ K˜C0, and ‖v2,x‖L∞([0,T ]×Ω) ≤
K˜‖u‖L∞([0,T ]×Ω) ≤ K˜C0 for some constant K˜ > 0. With big enough M1 and Lemma 3.2 we
can obtain that (3.16) is positive and w(0, x) ≥ u0(x) for h0 − 1M1 ≤ x ≤ h0. Note that
w(t, h(t)) = u(t, h(t)) = 0 and w(t, h(t) − 1M1 ) = C0 ≥ u(t, h(t) − 1M1 ). We then can apply the
maximum principle to ω−u over Ω to deduce that u(t, x) ≤ ω(t, x) for (t, x) ∈ Ω. It then would
follow that
ux(t, h(t)) ≥ ωx(t, h(t)) = −2M1C0, h′(t) = −νux(t, h(t)) ≤ M˜ := ν2M1C0,
which is independent of T , which implies (3.14).
We show now that Tmax = ∞. Assume that Tmax < ∞. By the arguments of Lemma 3.1,
(3.13), and (3.14), there exists a τ > 0 depending only on C0 and M˜ such that the solution of
the problem (1.1) with initial time Tmax − τ/2, h(Tmax − τ/2) = 19h016 can be extended uniquely
to the time Tmax + τ/2 and h(Tmax + τ/4) >
5
4h0 with the bounded solutions (u, v1, v2), which
is a contradiction. Hence Tmax =∞.
Finally we prove (1.11) and (1.12) hold. By Lemma 3.3, (1.11) holds. (1.12) can be proved
by the similar arguments as those of [2, Lemma 2.3]. The theorem is thus proved.
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4 Spreading and vanishing dichotomy
In this section, we study the spreading and vanishing scenarios for the chemotaxis free boundary
problem (1.1), and prove Theorem 1.3. To do so, we first prove two lemmas.
Lemma 4.1. Assume that (H1) holds. Let h0 > 0 and u0(·) satisfy (1.9), and (u(·, ·;u0, h0),
v1(·, ·;u0, h0), v2(·, ·;u0, h0), h(t;u0, h0)) be the classical solution of (1.1) with u(·, 0;u0, h0) =
u0(·) and h(0;u0, h0) = h0. Then we have that
‖∂x(χ2v2 − χ1v1)(·, t;u0)‖∞
≤ min
{ |χ2µ2 − χ1µ1|
2
√
λ2
+
χ1µ1|
√
λ1 −
√
λ2|
2
√
λ1λ2
,
|χ1µ1 − χ2µ2|
2
√
λ1
+
χ2µ2|
√
λ2 −
√
λ1|
2
√
λ1λ2
}
‖u(t, ·, ;u0, h0)‖∞
for every t ≥ 0.
Proof. First, define u˜+(t, x) for x ≥ 0 successfully by
u˜+(t, x) = u(t, x;u0, h0) for 0 ≤ x ≤ h(t;u0, h0),
u˜+(t, x) = u˜+(t, 2h(t;u0, h0)− x) for h(t;u0, h0) < x ≤ 2h(t;u0, h0),
and
u˜+(t, x) = u˜+(t, 2kh(t;u0, h0)− x) for kh(t;u0, h0) < x ≤ (k + 1)h(t;u0, h0)
for k = 1, 2, · · · . Define u˜(t, x) for x ∈ R by
u˜(t, x) = u˜+(t, |x|) for x ∈ R.
It is clear that
u˜(t, x) = u˜(t,−x) ∀ x ∈ R.
and
u˜(t, 2h(t;u0, h0)− x) = u˜(t, x) ∀ x ∈ R.
Next, let v˜i(t, x) be the solution of
0 = v˜i,xx(t, x)− λiv˜i(t, x) + µiu˜(t, x), x ∈ R.
Then
0 = v˜i,xx(t,−x)− λiv˜i(t,−x) + µiu˜(t,−x)
= v˜i,xx(t,−x)− λiv˜i(t,−x) + µiu˜(t, x), x ∈ R
and
0 = v˜i,xx(t, 2h(t;u0, h0)− x)− λiv˜i(t, 2h(t;u0, h0)− x) + µiu˜(t, 2h(t;u0, h0)− x)
= v˜i,xx(t, 2h(t;u0, h0)− x)− λiv˜i(t, 2h(t;u0, h0)− x) + µiu˜(t, x), x ∈ R.
It then follows that
v˜i(t, x) = v˜i(t,−x) = v˜i(t, 2h(t;u0, x0)− x) ∀ x ∈ R.
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This implies that {
0 = v˜i,xx − λiv˜i + µiu(t, x;u0, h0) 0 < x < h(t;u0, h0)
v˜i,x(t, 0) = v˜i,x(t, h(t;u0, h0)) = 0.
Therefore,
vi(t, x;u0, h0) = v˜i(t, x) ∀ 0 ≤ x ≤ h(t;u0, h0)
and
vi(t, x;u0, h0) = µi
1
2
√
π
∫ ∞
0
∫ ∞
−∞
e−λ0s√
s
e−
|x−z|2
4s u˜(t, z)dzds (4.1)
for 0 ≤ x ≤ h(t;u0, h0) and i = 1, 2. The lemma then follows from [15, Lemma 4.1].
Lemma 4.2. Assume that (H1) holds. Let h0 > 0 and u0(·) satisfy (1.9), and (u(·, ·;u0, h0),
v1(·, ·;u0, h0), v2(·, ·;u0, h0), h(t;u0, h0)) be the classical solution of (1.1) with u(·, 0;u0, h0) =
u0(·) and h(0;u0, h0) = h0. For every R ≫ 1, there are CR ≫ 1 and εR > 0 such that for any
t > 0 with h(t;u0, h0) > R, we have
|χivi,x(t, ·;u0, h0)|C([0,R
2
]) + |χiλivi(t, ·;u0)|C([0,R
2
])
≤ CR‖u(t, ·;u0, h0)‖C([0,R]) + εRmax{‖u0‖C([0,h0]),M0}, i = 1, 2 (4.2)
with limR→∞ εR = 0, where M0 is as in (1.5).
Proof. It follows from (4.1) and [16, Lemma 2.5].
We now prove Theorem 1.3. Without loss of generality, we also prove the case that t0 = 0,
and we denote by (u(t, x;u0, h0), v1(t, x;u0, v0), v2(t, x;u0, h0), h(t;u0, h0)) the solution of (1.1)
with u(0, x;u0, h0) = u0(x) and h(0;u0, h0) = h0(x).
Proof of Theorem 1.3. Note that we have either h∞ <∞ or h∞ =∞. It then suffices to prove
that h∞ <∞ and h∞ =∞ imply (i) and (ii), respectively.
First, suppose that h∞ <∞. We prove (i) holds.
To this end, we first claim that h′(t;u0, h0)→ 0 as t→∞. Assume that the claim is not true.
Then there is tn →∞ (tn ≥ 2) such that limn→∞ h′(tn;u,h0) > 0. Let hn(t) = h(t+tn;u0, h0) for
t ≥ −1. By the arguments of Theorem 1.2, {h′n(t)} is uniformly bounded on [−1,∞), and then
by the arguments of Lemma 3.1, {h′n(t)} is equicontinuous on [−1,∞). We may then assume
that there is a continuous function L∗(t) such that h′n(t) → L∗(t) as n → ∞ uniformly in t in
bounded sets of [−1,∞). It then follows that L∗(t) = dh∞dt ≡ 0 and then limn→∞ h′(tn;u,h0) = 0,
which is a contradiction. Hence the claim holds.
Second, we show that if h∞ < ∞, then limt→∞ ‖u(t, ·;u0, h0)‖C([0,h(t)]) = 0. Assume that
this is not true. Then by a priori estimates for parabolic equations, there are tn → ∞ and
u∗(t, x) 6= 0 such that ‖u(t + tn, ·;u0, h0) − u∗(t, ·)‖C([0,h(t+tn)] → 0 as tn → ∞. Without loss
of generality, we may assume that the limits limn→∞ a(t + tn, x) and limn→∞ b(t + tn, x) exist
locally uniformly in (t, x). We then have u∗(t, ·) is an entire solution of
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a∗(t, x)− b∗(t, x)u), in (0, h∞)
0 = v1,xx − λ1v1 + µ1u, in (0, h∞)
0 = v2,xx − λ2v2 + µ2u, in (0, h∞)
ux(t, 0) = v1,x(t, 0) = v2,x(t, 0) = 0
u(t, h∞) = v1,x(t, h∞) = v2,x(t, h∞) = 0,
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where a∗(t, x) = limn→∞ a(t+ tn, x) and b
∗(t, x) = limn→∞ b(t+ tn, x). By the Hopf Lemma for
parabolic equations, we have u∗x(t, h∞) < 0. This implies that
lim
n→∞
h′(tn) = − lim
n→∞
νux(tn, h(tn);u0, h0) = −νu∗x(0, h∞) > 0,
which is a contradiction again. Hence limt→∞ ‖u(t, ·;u0, h0)‖C([0,h(t)]) = 0.
Third, we show that h∞ <∞ implies λ(a, h∞) ≤ 0, which is equivalent to h∞ ≤ l∗. Assume
that h∞ ∈ (l∗,∞). Then, for any ǫ > 0, there exists T˜ > 0 such that h(t;u0, h0) > h∞ − ǫ > l∗
and ‖u(t, ·;u0, h0)‖C([0,h(t;u0,h0)]) < ǫ for all t ≥ T˜ . Note that u(t, x;u0, h0) satisfies
ut = uxx − χ1uxv1,x + χ2uxv2,x
+u(a(t, x)− χ1λ1v1 + χ2λ2v2 − (b(t, x)− χ1µ1 + χ1µ2)u), in (0, h∞ − ǫ)
ux(t, 0) = 0, u(t, h∞ − ǫ) > 0
(4.3)
for t ≥ T˜ , where v1(t, x) = v1(t, x;u0, h0) and v2(t, x) = v2(t, x;u0, h0).
Consider 
wt = wxx + β(t, x)wx + w(a˜(t, x)− b˜(t, x)w), in (0, h∞ − ǫ)
wx(t, 0) = 0, w(t, h∞ − ǫ) = 0
w(T˜ , x) = u˜0(x),
(4.4)
where 
β(t, x) = −χ1v1,x(t, x;u0, h0) + χ2v2,x(t, x;u0, h0)
a˜(t, x) = a(t, x)− χ1λ1v1(t, x;u0, h0) + χ2v2(t, x;u0, h0)
b˜(t, x) = b(t, x)− χ1µ1v1(t, x;u0, h0) + χ2µ2v2(t, x;u0, h0),
and
u˜0(x) = u(T˜ , x;u0, h0).
By comparison principle for the parabolic equations, we have
u(t+ T˜ , ·;u0, h0) ≥ w(t+ T˜ , ·; T˜ , u˜0) for t ≥ 0, (4.5)
where w(t+ T˜ , ·; T˜ , u˜0) is the solution of (4.4) with w(T˜ , ·; T˜ , u˜0) = u˜0(·).
By Lemma 3.2,
|χ1λ1v1(t, x;u0, h0)− χ2λ2v2(t, x;u0, h0)| ≤Mǫ ∀ t ≥ T˜ , x ∈ [0, h(t;u0, h0)].
Let
Mχ1,χ2 = min
{ |χ2µ2 − χ1µ1|
2
√
λ2
+
χ1µ1|
√
λ1 −
√
λ2|
2
√
λ1λ2
,
|χ1µ1 − χ2µ2|
2
√
λ1
+
χ2µ2|
√
λ2 −
√
λ1|
2
√
λ1λ2
}
.
By Lemma 4.1,
|χ1v1,x(t, x;u0, h0)− χ2v2,x(t, x;u0, h0)| ≤Mχ1,χ2ǫ ∀ t ≥ T˜ , x ∈ [0, h(t;u0, h0)].
Then by Lemma 2.5, for 0 < ǫ≪ 1,
lim inf
t→∞
‖w(t, ·; T˜ , u˜0)‖C([0,h∞−ǫ]) > 0.
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This together with (4.5) implies that
lim inf
t→∞
‖u(t, ·;u0, h0)‖C([0,h(t;u0,h0)]) > 0,
which is a contradiction. Therefore, h∞ ≤ l∗. (i) is thus proved.
Next, suppose that that h∞ =∞. We prove that (ii) holds.
To this end, fix m≫ l∗ with
2ε2mmax{‖u0‖C([0,h0]),M0} <
ainf
3
,
where ε2m is as in Lemma 4.2 with R = 2m. Note that there is T0 > 0 such that h(t;u0, h0) > 2m
for t ≥ T0. We first prove
Claim 1. For any ǫ > 0, there is δǫ > 0 such that for any t ≥ T0, if sup0≤x≤2m u(t, x;u0, h0) ≥ ǫ,
then inf0≤x≤m u(t, x;u0, h0) ≥ δǫ.
In fact, if the claim does not hold, there is ǫ0 > 0 and T0 ≤ tn →∞ such that
sup
0≤x≤2m
u(tn, x;u0, h0) ≥ ǫ0, inf
0≤x≤m
u(tn, x;u0, h0) ≤ 1
n
.
Without loss of generality, we may assume that u(t+tn, x;u0, h0)→ u∗(t, x), vi(t+tn, x;u0, h0)→
v∗i (t, x) (i = 1, 2), a(t + tn, x) → a∗(t, x), and b(t + tn, x) → b(t, x) as n → ∞. Then u∗(t, x)
satisfies{
ut = uxx −
(
(χ1v
∗
1(t, x) − χ2v∗2(t, x)u
)
x
+ u(a∗(t, x)− b∗(t, x)u), 0 < x < 2m
ux(t, 0) = 0, u(t, 2m) > 0
for all t ∈ R. Note that u∗(t, x) ≥ 0 and sup0≤x≤2m u∗(0, x) ≥ ǫ0. Then by comparison
principle for parabolic equations, u∗(t, x) > 0 for all t ∈ R and 0 < x < 2m. In particular,
inf0≤x≤m u
∗(0, x) > 0, which is a contradiction. Hence the claim 1 holds.
Next, we prove
Claim 2. For any 0 < ǫ ≪ 1, there is ǫ˜ > 0 such that if sup0≤x≤2m u(t, x;u0, h0) ≤ ǫ for
T0 ≤ t1 ≤ t ≤ t2 and sup0≤x≤2m u(t1, x;u0, h0) = ǫ (i = 1, 2), then
sup
0≤x≤2m
u(t, x;u0, h0) ≥ ǫ˜ ∀ t1 ≤ t ≤ t2.
In fact, for given 0 < ǫ ≪ 1, assume sup0≤x≤2m u(t, x;u0, h0) ≤ ǫ for T0 ≤ t1 ≤ t ≤ t2 and
sup0≤x≤2m u(t1, x;u0, h0) = ǫ. Note that u(t, x;u0, h0) satisfies{
ut = uxx + β˜(t, x)ux + u(a˜(t, x) − b˜(t, x)u), 0 < x < m
ux(t, 0) = 0, u(t,m) > 0
(4.6)
for t1 < t < t2, where
β˜(t, x) = −χ1v1,x(t, x;u0, v0) + χ2v2,x(t, x;u0, v0)
a˜(t, x) = a(t, x)− χ1λ1v1(t, x;u0h0) + χ2λ2v2(t, x;u0, h0)
b˜(t, x) = b(t, x)− χ1µ1 + χ2µ2.
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Consider 
wt = wxx + β0wx + w(
ainf
2 − (bsup − χ1µ1 + χ2µ2)w), 0 < x < m
wx(t, 0) = w(t,m) = 0
w(t1, x) = u˜0(x), 0 ≤ x ≤ m,
(4.7)
where
β0 = sup
t1≤t≤t2,0≤x≤m
β˜(t, x)
and u˜0(x) = δǫ cos(
πx
2m ). By Claim 1,
u˜0(x) ≤ u(t1, x;u0, h0), 0 ≤ x ≤ m.
By Lemma 4.1,
0 ≤ β0 ≪ 1, a˜(t, x) ≥ ainf
2
∀ 0 < ǫ≪ 1.
Then by Lemma 2.5, there is ǫ˜ > 0 such that
‖w(t, ·; t1, u˜0)‖C([0,m]) > ǫ˜ ∀ t > t1,
where w(t, ·; t1, u˜0) is the solution of (4.7). Note that u˜′0(x) ≤ 0, by comparison principle for
parabolic equations,
wx(t, x; t1, u˜0) ≤ 0 ∀ t > t1, 0 ≤ x ≤ m
and then
β˜(t, x)wx(t, x; t1, u˜0) ≥ β0wx(t, x; t1, u˜0) ∀ t1 ≤ t ≤ t2, 0 ≤ x ≤ m.
By comparison principle for parabolic equations again,
u(t, x;u0, h0) ≥ w(t, x; t1, u˜0) ∀ t1 ≤ t ≤ t2, 0 ≤ x ≤ m.
This implies that the claim holds.
We now prove
Claim 3.
lim inf
t→∞
inf
0≤x≤m
u(t, x;u0, h0) > 0.
Choose 0 < ǫ≪ ‖u(T0, ·;u0, h0)‖C([0,h(T0;u0,h0)]). Let
I(ǫ) = {t > T0 | ‖u(t, ·;u0, h0)‖C([0,h(t;u0,h0)] < ǫ}.
Then I(ǫ) is an open subset of (T0,∞) and I(ǫ) 6= (T0,∞). Therefore, if I(ǫ) 6= ∅, there are
T0 < sn < tn such that
I(ǫ) = ∪n(sn, tn).
By Claim 1, for any t ∈ [T0,∞) \ I(ǫ),
inf
0≤x≤m
u(t, x;u0, h0) ≥ δǫ.
For any t ∈ I(ǫ), there is n such that t ∈ (sn, tn). Note that ‖u(sn, ·;u0, h0)‖C([0,h(s0;u0,h0)]) = ǫ.
Then by Claims 1 and 2,
inf
0≤x≤m
u(t, x;u0, h0) ≥ δǫ˜.
It then follows that
lim inf
t→∞
inf
0≤x≤m
u(t, x;u0, h0) > 0
and the claim is proved. (ii) thus follows.
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5 Persistence and convergence
In this section, we study the local uniform persistence and convergence of nonnegative solutions
of (1.1) in the case that spreading occurs, and prove Theorem 1.4. We first prove a lemma.
Lemma 5.1. Assume that (H1) holds. Let h0 > 0 and u0(·) satisfy (1.9), and (u(·, ·;u0, h0),
v1(·, ·;u0, h0), v2(·, ·;u0, h0), h(t;u0, h0)) be the classical solution of (1.1) with u(0, ·;u0, h0) =
u0(·) and h(0;u0, h0) = h0. For every R ≫ 1, there are CR ≫ 1 and εR > 0 such that for any
t > 0 with h(t;u0, h0) > 2R and any x0 ∈ (R,h(t;u0, h0)−R), we have
|χivi,x(t, ·;u0, h0)|C([x0−R2 ,x0+R2 ]) + |χiλivi(t, ·;u0)|C([x0−R2 .x0+R2 ])
≤ CR‖u(t, ·;u0, h0)‖C([x0−R,x0+R]) + εRmax{‖u0‖C([0,h0]),M0}, i = 1, 2 (5.1)
with limR→∞ εR = 0, where M0 is as in (1.5).
Proof. Similar to Lemma 4.2, it follows from (4.1) and [16, Lemma 2.5].
Proof of Theorem 1.4. (i) We prove the case that t0 = 0. For given h0 > 0 and u0(·) satisfying
(1.9), let (u(t, x;u0, h0), v1(t, x;u0, h0), v2(t, x;u0, h0), h(t;u0, h0)) be the solution of (1.1) with
u(0, x;u0, h0) = u0(x) and h(0;u0, h0) = h0. Assume that h∞ := limt→∞ h(t;u0, h0) =∞.
Fix 0 < ǫ≪ 1, choose R≫ 1 such that
2εRmax{‖u0‖C([0,h0]),M0} <
ainf
3
.
For any x0 ∈ (R,∞), there is T0 > 0 such that
h(T0;u0, h0) > x0 +R.
We first prove
Claim 1. For any 0 < ǫ≪ 1, there is δǫ > 0 such that for any t ≥ T0, if supx0−R≤x≤x0+R u(t, x;
u0, h0) = ǫ, then infx0−R≤x≤x0+R u(t, x;u0, h0) ≥ δǫ.
It can be proved by the similar arguments as those in the claim 1 of Theorem 1.3.
Next, we prove
Claim 2. lim supt→∞ supx0−R≤x≤x0+R u(t, x;u0, h0) ≥ ǫ.
In fact, assume that lim supt→∞ supx0−R≤x≤x0+R u(t, x;u0, h0) < ǫ. Then there is T1 > T0
such that
u(t, x;u0, h0) < ǫ ∀ t ≥ T1, x0 −R ≤ x ≤ x0 +R.
Note that u(t, x;u0, h0) satisfies{
ut = uxx + β(t, x)ux + u(a˜(t, x)− b˜(t, x)u), x0 − R2 < x < x0 + R2
u(t, x0 − R2 ) > 0, u(t, x0 + R2 ) > 0
(5.2)
for t > T1, where
β(t, x) = −χ1v1,x(t, x;u0, v0) + χ2v2,x(t, x;u0, v0)
a˜(t, x) = a(t, x)− χ1λ1v1(t, x;u0h0) + χ1λ2v2(t, x;u0, h0)
b˜(t, x) = b(t, x)− χ1µ1 + χ2µ2.
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Consider
wt = wxx + β(t, x)wx + w(
ainf
2 − (bsup − χ1µ1 + χ2µ2)w), x0 − R2 < x < x0 + R2
w(t, x0 − R2 ) = w(t, x0 + R2 ) = 0
w(T1, x) = u˜0(x), x0 − R2 ≤ x ≤ x0 + R2 ,
(5.3)
where u˜0(x) = infx0−R≤x≤x0+R u(T1, x;u0, h0) · cos(π(x−x0)R ). Note that
u˜0(x) ≤ u(T1, x;u0, h0), x0 − R
2
≤ x ≤ x0 + R
2
.
By Lemma 5.1, when 0 < ǫ≪ 1,
|β(t, x)| ≪ 1 ∀ t ≥ T1, x0 − R
2
≤ x ≤ x0 + R
2
.
Then by Lemma 2.6,
lim inf
t→∞
‖w(t, x;T1, u˜0)‖C([x0−R2 ,x0+R2 ]) ≥ ǫ,
where w(t, x;T0, u˜0) is the solution of (5.3). By comparison principle for parabolic equations,
u(t, x;u0, h0) ≥ w(t, x;T1, u˜0) ∀ t ≥ T1, x0 − R
2
≤ x ≤ x0 + R
2
provided 0 < ǫ≪ 1. It then follows that
lim inf
t→∞
sup
x0−R≤x≤x0+R
u(t, x;u0, h0) ≥ ǫ,
which is a contradiction. Hence the claims holds.
We then prove
Claim 3. For 0 < ǫ ≪ 1, there is ǫ˜ > 0 such that if supx0−R≤x≤x0+R u(t, x;u0, h0) ≤ ǫ for
T0 ≤ t1 ≤ t ≤ t2 and supx0−R≤x≤x0+R u(t1, x;u0, h0) = ǫ, then
lim inf
t→∞
sup
x0−R≤x≤x0+R
u(t, x;u0, h0) ≥ ǫ˜ ∀ t1 ≤ t ≤ t2.
By the arguments of Claim 2,
u(t, x;u0, h0) ≥ w(t, x; t1, u˜0) ∀ t1 ≤ t ≤ t2, x0 − R
2
≤ x ≤ x0 + R
2
,
where u˜0(x) = δǫ cos(
π(x−x0)
R ). It then follows that there is ǫ˜ > 0 such that the claim holds.
Now we prove
Claim 4. There is m˜0 > 0 such that for any L > 0, lim inft→∞ inf0≤x≤L u(t, x;u0, h0) ≥ m˜0.
In fact, choose 0 < ǫ ≪ 1. For any x0 > R, by Claim 2, there is T1 > T0 > 0 such that
h(T0;u0, h0) > x0 +R and
sup
x0−R≤x≤x0+R
u(T1, x;u0, x0) = ǫ.
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Let
I(ǫ) = {t > T1 | sup
x0−R≤x≤x0+R
u(T1, x;u0, x0) < ǫ}.
Then I(ǫ) is an open subset of (T0,∞). By Claims 1 and 3,
inf
x0−
R
2
≤x≤x0+
R
2
u(t, x;u0, h0) ≥ min{δǫ, δǫ˜} ∀t ≥ T1.
By Theorem 1.3(ii),
lim inf
t→∞
inf
0≤x≤R
u(t, x;u0, h0) > 0.
Let
m˜0 = min{δǫ, δǫ˜, lim inf
t→∞
inf
0≤x≤R
u(t, x;u0, h0)}.
We then have for any L > 0,
lim inf
t→∞
inf
0≤x≤L
u(t, x;u0, h0) ≥ m˜0.
Finally, we prove
Claim 5. For any L > 0, lim inft→∞ inf0≤x≤L u(t, x;u0, h0) ≥ m0.
For any given tn →∞, without loss of generality, we may assume that u(t+ tn, x;u0, h0)→
u∗(t, x), vi(t + tn, x;u0, h0) → v∗i (t, x), and a(t + tn, x) → a∗(t, x), b∗(t + tn, x) → b∗(t, x) as
n → ∞ locally uniformly. Note that inft∈R,0≤x<∞ u∗(t, x) ≥ m˜0 and (u∗(t, x), v∗1(t, x), v∗2(t, x))
is an entire solution of
ut = uxx − χ1(uv1,x)x + χ2(uv2,x)x + u(a∗(t, x) − b∗(t, x)u), 0 < x <∞
0 = v1,xx − λ1v1 + µ1u, 0 < x <∞
0 = v2,xx − λ2v2 + µ2u, 0 < x <∞
ux(t, x) = v1,x(t, 0) = v2,x(t, 0) = 0.
Then by Theorem 1.1(2)(ii),
u∗(t, x) ≥ m0 ∀ t ∈ R, 0 ≤ x <∞. (5.4)
This implies that the claim holds true. Theorem 1.4 (i) is thus proved.
(ii) We prove that for any L > 0,
lim
t→∞
sup
0≤x≤L
|u(t, x;u0, h0)− u∗(t, x; a, b)| = 0. (5.5)
We prove it by contradiction. If (5.5) does not exist, there must be a constant L0 > 0, tn →∞
such that
|u(t+ tn, xn;u0, h0)− u∗(t+ tn, xn; a, b)| ≥ ǫ0, xn ∈ [0, L0].
Without loss of generality, assume that u(t + tn, x;u0, h0) → u˜∗(t, x), vi(t + tn, x;u,h0) →
v˜∗i (t, x), u
∗(t + tn, x; a, b) → u˜∗∗(t, x), v∗i (t, x; a, b) → v˜∗∗i (t, x), and a(t + tn, x) → a˜(t, x),
b(t + tn, x) → b˜(t, x) as n → ∞ locally uniformly (see [2, Theorem 1.3]). Note that by (5.4),
inft∈R,0<x<∞ u˜
∗(t, x) > 0 and inft∈R,0<x<∞ u˜
∗∗(t, x) > 0, and u˜∗(0, x) 6= u˜∗∗(0, x). This implies
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that (1.8) has two strictly positive entire solutions (u˜∗(t, x), v˜∗1(t, x), v˜
∗
2(t, x)) and (u˜
∗∗(t, x), v˜∗∗1 (t, x),
v˜∗∗2 (t, x)), which is a contradiction. Theorem 1.4(ii) is thus proved.
(iii) By Theorem 1.1(4)(i), for any (a˜, b˜) ∈ H(a, b), (1.8) has a unique strictly positive solution
(u∗(t; ,˜b˜), µλu
∗(t; a˜, b˜)), where u(t; a˜, b˜) is the unique strictly positive solution of the ODE
u
′
= u(a˜(t)− b˜(t)u).
(iii) then follows from (ii).
6 Chemotaxis models with double free boundaries
In this section, we consider the spreading-vanishing dynamics of (1.18) and give an outline of
the proof of Theorem 1.5.
Outline of the proof of Theorem 1.5. Without loss of generality, we assume that t0 = 0.
Observe that we have either h∞ − g∞ <∞ or h∞ − g∞ =∞.
Suppose that h∞ − g∞ <∞. By the similar arguments as those in Theorem 1.3(i), we must
have h∞−g∞ ≤ l∗∗ and ‖u(t, ·;u0, g0, h0)‖C([g(t;u0,g0,h0),h(t;u0,g0,h0)]) → 0 as t→∞, which implies
(i).
Suppose that h∞−g∞ =∞. We prove that (ii) holds. We first claim that h∞ = −g∞ =∞. If
the claim does not hold, without loss of generality, we may assume that −∞ < g∞ < h∞ =∞.
By the similar arguments as those in Theorem 1.3(1), we have g′(t) → 0 as t → ∞. by the
arguments of Theorem 1.4(i), for any g∞ < l1 < l+ with l+ − l− ≫ 1,
lim inf
t→∞
inf
l−≤x≤l+
u(t, x;u0, h0, g0) > 0.
Let tn →∞ be such that a(t+tn, x)→ a∗(t, x), b(t+tn, x)→ b∗(t, x), and u(t+tn, x;u0, h0, g0)→
u∗(t, x), vi(t + tn, x;u0, g0, h0) → v∗i (t, x) as n → ∞ locally uniformly. Then u∗(t, x) is the
solution of{
ut = uxx − χ1(uv∗1,x)x + χ2(uv∗2,x)x + u(a∗(t, x)− b∗(t, x)u), g∞ < x <∞,
u(t, g∞) = 0,
and infx∈[l−,l+] u
∗(t, x) > 0. Then by Hopf Lemma for parabolic equations,
u∗x(g∞, t) > 0.
This implies that
g′(t+ tn;u0, h0, g0)→ −νu∗x(g∞, t) < 0,
which contradicts to the fact that g′(t;u0, h0, g0)→ 0 as t→∞. Hence (g∞, h∞) = (−∞,∞).
By the similar argument as those in Theorem 1.3(ii), we have
lim inf
t→∞
inf
|x|≤L
u(t, x;u0, h0, g0) > 0 ∀ L > 0.
The remaining of (ii) follows from the arguments of Theorem 1.4(ii).
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