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Resumen: Este art´ıculo presenta un sistema de identificacio´n de emociones basado
en texto con una arquitectura independiente del idioma. E´ste usa distintas tareas de
procesamiento del lenguaje natural adema´s de un diccionario afectivo. Su principal
novedad es la incorporacio´n de un desambiguador sema´ntico que permite considerar
el significado de la palabra en la frase antes de categorizarla emocionalmente. Los
experimentos muestran la mejora obtenida sobre un corpus de titulares en ingle´s.
Palabras clave: Etiquetado de emociones en textos, ana´lisis gramatical y sema´ntico
de textos, WordNet, desambiguacio´n sema´ntica
Abstract: This paper presents a text-based emotion identification system based
on text implemented by means of a language-independent architecture. The system
includes several natural language processing tasks besides an affective keyword dic-
tionary. The main novelty of the system is the incorporation of a semantic disambi-
guation module which focuses on the meaning of the word within the sentence before
labelling it emotionally. The achived results show the this purpose. The conducted
experiments show the achieved improvement on a corpus of English headlines.
Keywords: Labelling of emotions in texts, grammatical and semantic analysis of
texts, WordNet, word sense disambiguation
1. Introduccio´n
Hoy en d´ıa, las tecnolog´ıas del habla son
un elemento clave para conseguir interfaces
hombre-ma´quina lo ma´s naturales posible.
En lo que se refiere a su etapa de salida, los
Conversores de Texto en Habla (CTH) han
alcanzado una buena inteligibilidad para sis-
temas de propo´sito general y una buena na-
turalidad para sistemas de dominio restrin-
gido. No obstante, todav´ıa se continu´a tra-
bajando para lograr CTH expresivos, debi-
do a la dificultad que supone, por un lado,
generar el mensaje emocionado, y por otro,
extraer la emocio´n del texto directamente.
Para esto u´ltimo, sera´ de gran utilidad apli-
car te´cnicas de Procesamiento del Lenguaje
Natural (PLN) sobre los textos de entrada
ma´s alla´ del t´ıpico ana´lisis de los sistemas de
CTH (normalizacio´n, transcripcio´n y estima-
cio´n proso´dica) (Al´ıas et al., 2008).
Siguiendo con esta idea, en este trabajo se
presenta un primer sistema que pretende ex-
traer automa´ticamente la emocio´n intr´ınseca
del texto basa´ndose en la aplicacio´n de te´cni-
cas de PLN junto con un diccionario afectivo.
El objetivo es que el sistema de CTH pue-
da generar el habla sinte´tica con las carac-
ter´ısticas expresivas adecuadas al contenido
emocional del texto. En la seccio´n 2 se pre-
sentan trabajos relacionados con el sistema
propuesto, descrito en la seccio´n 3. Seguida-
mente, en las secciones 4 y 5, se analiza su
funcionamiento y se discuten los resultados
obtenidos. Finalmente, en la seccio´n 6 se ex-
ponen las conclusiones y las l´ıneas de futuro.
2. Trabajos relacionados
A continuacio´n se presenta un breve re-
sumen sobre la investigacio´n en el a´mbito
de la identificacio´n emocional de textos. Pri-
mero, se describen los modelos psicolo´gicos
emocionales que mejor se adaptan al mun-
do computacional. Seguidamente, se detallan
las te´cnicas ma´s utilizadas para la deteccio´n
automa´tica de emociones a partir de texto.
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2.1. Modelo emocional
A continuacio´n se revisan los modelos
psicolo´gico-computacionales ma´s relevantes
aplicables al a´mbito de este trabajo.
El modelo ma´s intuitivo para representar
emociones es el basado en categor´ıas emo-
cionales, como son: alegr´ıa, tristeza, ira, etc.
(Plutchik y Kellerman, 1980; Ekman, 1993).
Un mejora de e´ste, es el modelo Circumplex
(Schlosberg, 1952), que utiliza una circunfe-
rencia con dos ejes que representan sendas
caracter´ısticas emocionales, dando lugar a di-
ferentes versiones segu´n cuales sean: i) valen-
cia (positivo/negativo) y activacio´n (excita-
do/tranquilo) (Russell, 1980); o ii) positivi-
dad y negatividad (Watson y Tellegen, 1985).
Asimismo, existe un modelo similar al Cir-
cumplex llamado dimensiones emocionales
(Schlosberg, 1954), que cuantifica las dimen-
siones de valencia, activacio´n y control (domi-
nado/dominante) mediante un vector de tres
elementos. Finalmente, y en contraposicio´n a
los modelos anteriores, existe el modelo OCC
(Ortony, Clore, y Collins, 1988), que presen-
ta una jerarqu´ıa cognitiva de las emociones
evitando el uso de categor´ıas y dimensiones.
2.2. Deteccio´n de emociones
Este apartado resume las te´cnicas ma´s
usadas para la deteccio´n de emociones en tex-
tos en funcio´n del enfoque que siguen.
2.2.1. Basados en recuperacio´n de
informacio´n
Una primera te´cnica es hacer un ana´lisis
PMI-IR (Pointwise-Mutual Information and
Information Retrieval) basado en dos itera-
ciones (Read, 2004). Una primera, usada ini-
cialmente por Turney (2002) y denomina-
da SO-PMI-IR (Semantic Orientation using
PMI-IR), que indica la polaridad del texto,
es decir, si es positivo o negativo. Y una se-
gunda, conocida como AO-PMI-IR (Affective
Orientation using PMI-IR), que extrae la di-
mensio´n afectiva predominante del texto.
Otro me´todo es el etiquetado sema´ntico +
miner´ıa web (Lu, Hong, y Cruz-Lara, 2005),
que reduce el texto a dos adjetivos que re-
presentan al nu´cleo del sujeto y del predi-
cado, gracias a un ana´lisis morfosinta´ctico y
sema´ntico. A continuacio´n se buscan los hi-
pero´nimos de ambos adjetivos con una tabla
de conversio´n. Por u´ltimo, usando un conjun-
to de reglas cuyo patro´n es verbo-hipero´ni-
mos, se determina la emocio´n del texto.
2.2.2. Basados en clasificacio´n de
textos
Una de las te´cnicas utilizadas con mayor
e´xito dentro del a´mbito de la clasificacio´n
tema´tica de grandes colecciones de texto es
la basada en Support Vector Machine (SVM)
(Joachims, 1998). En (Leshed y Kaye, 2006)
se presenta un clasificador emocional de blogs
que utiliza SVM.
En (Turney y Littman, 2003) se presenta
un sistema de identificacio´n de la polaridad
del texto basado en Latent Semantic Analy-
sis (LSA). Para saber la polaridad de cada
palabra del texto, se calcula la diferencia en-
tre su similitud con un conjunto de palabras
positivas y otro de palabras negativas.
El problema fundamental de ambas te´cni-
cas radica en el elevado volumen de datos
(entrenamiento y test) necesario para asegu-
rar su buen funcionamiento. En el a´mbito de
los CTH lo ma´s usual es disponer de textos
de entrada reducidos (i.e. una frase) (Al´ıas et
al., 2008). Asimismo, al trabajar con el texto
como si fuera un u´nico elemento, la informa-
cio´n sema´ntica que se puede obtener es poco
precisa, no detectando, p.ej. la polisemia o la
iron´ıa (Liu, Lieberman, y Selker, 2003).
2.2.3. Basadas en diccionario afectivo
Estas te´cnicas se basan en buscar las pala-
bras afectivas que contiene el texto en un dic-
cionario de vocablos afectivos construido pre-
viamente. Destaca Emotional Keyword Spot-
ting (EKS), debido a su sencillez de imple-
mentacio´n. La emocio´n global del texto se
determina a partir de la media de los valores
emocionales de cada una de las palabras clave
detectadas. Un ejemplo de esta te´cnica se pre-
senta en (Francisco, Herva´s, y Gerva´s, 2005),
donde se aplica a la lectura expresiva de cuen-
tos. Una extensio´n de EKS es la denominada
afinidad le´xica, que exporta la emocio´n de las
palabras clave a sus palabras cercanas (Liu,
Lieberman, y Selker, 2003). Ambas son inca-
paces de detectar cambios de polaridad de la
emocio´n debido a elementos del texto, p.ej.
negaciones (Francisco y Gerva´s, 2006).
Estas te´cnicas han sido aplicadas en el
a´mbito de los CTH, especialmente EKS (Su-
gimoto et al., 2004; Hofer, Richmond, y
Clark, 2005), debido principalmente a su ba-
jo coste computacional, esencial para lograr
s´ıntesis en tiempo real.
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Figura 1: Diagrama de bloques del sistema
2.2.4. Otros
Caso aparte es el trabajo de Liu, Lieber-
man, y Selker (2003), que extraen concep-
tos de una voluminosa base de conocimien-
to del sentido comu´n. La ventaja que aporta
este sistema es la capacidad de detectar emo-
ciones en frases donde a priori no hay una
emocio´n definida expl´ıcitamente. Se trata de
una te´cnica compleja debido al tratamiento
sema´ntico que se debe hacer de los elementos
de la base de conocimiento.
Asimismo, Ovesdotter, Roth, y Sproat
(2005) presentan un sistema complejo que in-
corpora te´cnicas de inteligencia artificial para
predecir la emocio´n del texto en el a´mbito de
la lectura de cuentos. E´ste utiliza, adema´s de
palabras afectivas, para´metros del texto co-
mo la tema´tica, la longitud de las frases, etc.
3. Sistema propuesto
El sistema que presentamos utiliza EKS y
sigue una arquitectura base af´ın a la de Fran-
cisco, Herva´s, y Gerva´s (2005), incorpora´ndo-
le un mo´dulo de desambiguacio´n sema´ntica
que permite extender dina´micamente el con-
junto de palabras del texto a buscar en el
diccionario afectivo (ve´ase la figura 1).
A partir de un texto de entrada, el sistema
obtiene como salida el texto etiquetado emo-
cionalmente mediante marcas XML. Hasta el
momento, el sistema se ha disen˜ado para de-
tectar las siguientes emociones: alegr´ıa, sor-
presa, tristeza, enfado y miedo, as´ı como el
estado neutro (sin emocio´n). Asimismo, la ar-
quitectura es independiente del idioma, pre-
sentando en este trabajo su aplicacio´n para
el ingle´s, junto a las primeras adaptaciones
para el espan˜ol (con menores prestaciones1).
1Esta menor prestacio´n es debido a la imposibili-
dad de disponer de WordNet 2.0 en espan˜ol.
En cuanto al modelo emocional, el sistema
utiliza el basado en dimensiones emocionales
debido: i) al uso de los diccionarios afectivos
basados en este modelo —ANEW (Affective
Norms for English Words) (Bradley y Lang,
1999) y ANSW (Affective Norms for Spanish
Words) (Redondo et al., 2007)—; y ii) a su
futura integracio´n dentro de un CTH expresi-
vo, donde trabajar con datos continuos per-
mite generar voz sinte´tica con mayor varie-
dad emocional (Hofer, Richmond, y Clark,
2005; Schro¨der, 2004).
A continuacio´n, se describe cada uno de
los mo´dulos del sistema.
3.1. Analizador lexicogra´fico y
PoS tagger
El primer paso consiste en analizar el tex-
to de entrada mediante un conjunto de ex-
presiones regulares (tokens) que determinan
la grama´tica del idioma de ana´lisis. Como re-
sultado, se obtiene la categorizacio´n grama-
tical ba´sica de las palabras del texto, permi-
tiendo filtrar aquellas sin significado afecti-
vo potencial (stop words), como por ejemplo
los art´ıculos. Despue´s, se procede a desam-
biguar las palabras restantes, que comparten
la misma expresio´n regular, para determinar
su funcio´n gramatical (sustantivos, adjetivos
y verbos). Para ello se utiliza el PoS tagger
proporcionado por la Universidad de Stan-
ford (Toutanova y Manning, 2000) para el
ingle´s, y Qtag2 para el espan˜ol, debido a la
implementacio´n en Java de todo el sistema.
3.2. Desambiguador sema´ntico
Cuando ya se tienen las palabras poten-
cialmente emocionales, junto a sus correspon-
dientes etiquetas gramaticales, se procede a
2www.english.bham.ac.uk/staff/omason/software/qtag.html
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desambiguar el significado de los sustanti-
vos del texto. El objetivo es que el siguien-
te mo´dulo (bu´squeda de synsets) so´lo busque
los sino´nimos, anto´nimos e hipero´nimos del
significado del sustantivo en el texto, redu-
ciendo as´ı la probabilidad de falsa asignacio´n
(p.ej. se asigna a rato´n los valores del diccio-
nario correspondientes al significado de ani-
mal cuando en el texto se refiere a dispositi-
vo electro´nico). En este trabajo se utiliza una
modificacio´n del algoritmomaximum related-
ness disambiguation propuesto por Pedersen,
Banejee, y Patwardhan (2005), aplica´ndolo
a todos los sustantivos del texto y con una
ventana de desambiguacio´n que abarca toda
la frase. En cuanto a la medida de similitud
sema´ntica entre sustantivos, se utiliza la defi-
nida por Jiang y Conrath (1997), implemen-
tada en la librer´ıa Java Similarity Library3.
3.3. Bu´squeda de synsets
Este mo´dulo se encarga de extraer los
sino´nimos, anto´nimos e hipero´nimo ma´s di-
recto de los adjetivos, verbos y sustantivos
(con el significado indicado por el mo´dulo
anterior). De este modo, se ampl´ıa el espa-
cio en la bu´squeda de palabras. As´ı, aunque
una palabra no este´ en el diccionario afecti-
vo, se puede buscar si lo esta´ su sino´nimo,
anto´nimo o hipero´nimo. Para encontrar este
conjunto sema´ntico se utiliza WordNet 2.04.
Al no disponer de WordNet para el espan˜ol,
so´lo se usara´n el desambiguador sema´ntico y
la bu´squeda de synsets para el ingle´s.
3.4. Flexionador
Seguidamente se elimina la flexio´n de las
palabras potencialmente afectivas y de sus
sino´nimos, anto´nimos e hipero´nimo. Al tra-
bajar con la ra´ız de la palabra se consigue
tener una mejor cobertura del idioma. De es-
te modo, no se necesitara´ tener perro y perros
en el diccionario, sino que perr sera´ la repre-
sentacio´n u´nica para ambos vocablos. Esto
resulta fundamental para los idiomas fuerte-
mente flexionadores como el espan˜ol. En con-
secuencia, el flexionador se aplicara´ tanto a
la hora de construir el corpus como en el mo-
mento previo a la bu´squeda de palabras. En
este trabajo se usa el flexionador de Porter
(1980) para el ingle´s, y el que ofrece el pa-





E´ste es el elemento clave de cualquier iden-
tificador de emociones basado en EKS. En es-
te trabajo se utiliza ANEW para el ingle´s y
su adaptacio´n ANSW para el espan˜ol. Am-
bos contienen 1034 palabras puntuadas en
las tres dimensiones (valencia, activacio´n y
control) y normalizadas en este trabajo en-
tre 0 y 10. En el diccionario, las palabras,
adema´s de estar etiquetas emocionalmente,
tambie´n tienen asignada la etiqueta grama-
tical para la cual fueron evaluadas (p.ej. la
palabra kiss so´lo aparece como nombre). Es-
te campo sera´ muy u´til para distinguir casos
como por ejemplo afectar y afecto, que al eli-
minar la flexio´n (se quedan en afect) crear´ıan
ambigu¨edad.
3.6. Bu´squeda de palabras
Este mo´dulo se encarga de buscar en el
diccionario afectivo las palabras junto con sus
sino´nimos, anto´nimos e hipero´nimos, una vez
filtradas y lematizadas. Se trata de un pro-
ceso iterativo que finaliza cuando se encuen-
tra un emparejamiento (coincidencia de ra´ız
y categor´ıa gramatical), o el conjunto de da-
tos queda vac´ıo. En caso de darse un empa-
rejamiento, se le asigna a la palabra del texto
los valores de valencia, activacio´n y control
indicados en el diccionario. En el caso de que
el emparejamiento sea con el anto´nimo, se le
asigna los valores complementarios. Si no hay
e´xito en la bu´squeda, se le asigna el valor -1.
Con este proceso se etiquetara´n emocional-
mente las palabras afectivas del texto.
3.7. Ana´lisis a nivel de frase
Los valores de valencia, activacio´n y con-
trol de cada frase se obtienen del promedio de
los valores de las palabras emocionadas que
forman la frase. Asimismo, se asigna a cada
frase una etiqueta emocional en funcio´n de los
valores promedio obtenidos. Estas etiquetas
son: alegr´ıa, sorpresa, tristeza, enfado, miedo
y estado neutro. Los valores asignados a es-
tas etiquetas han sido establecidos siguiendo
(Albrecht et al., 2005), situando como valores
centroide de cada etiqueta los correspondien-
tes a las palabras ma´s comunes de cada emo-
cio´n, y ajusta´ndolos mediante la realizacio´n
de pequen˜as pruebas (ve´ase el cuadro 1).
El sistema debe tomar en consideracio´n
ciertos feno´menos lingu¨´ısticos que pueden
modificar la emocio´n de la frase, como los
modificadores emocionales y las negaciones.
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Categor´ıa Val. Activ. Control
Sorpresa ≥8.5 ≥6.35 ≥6.5
Alegr´ıa ≥6.445 ≥5.86 ≥5
Tristeza ≤3 ≤4.575 >1.5 y ≤3.75
Enfado ≤3.25 ≥6.25 >3.5 y ≤4.5
Miedo ≤3 <7.5 ≤3.75
Neutro Resto o -1 Resto o -1 Resto o -1
Cuadro 1: Relacio´n entre dimensiones y cate-
gor´ıas emocionales del sistema propuesto.
En este trabajo, para el primero de ellos, so´lo
se toma en consideracio´n la presencia de ad-
verbios de cantidad detectados mediante el
analizador lexicogra´fico. Resaltar que se con-
sideran seis intensidades distintas (tres posi-
tivas y tres negativas). Segu´n la intensidad
asociada, se le asigna un valor fijado expe-
rimentalmente (±0.25, ±0.40 o´ ±0.66) que
incrementara´/decrementara´ la valencia de la
palabra emocional ma´s cercana en el senti-
do adecuado. Para saber ma´s sobre modifi-
cadores de valencia, se recomienda consultar
(Polanyi y Zaenen, 2004).
Por su parte, el efecto causado por las ne-
gaciones se trata con un proceso que asigna a
los emotional keywords valores complemen-
tarios cuando se encuentran despue´s de un
adverbio de negacio´n. Para ello, se ha consi-
derado, de un modo relajado, que la presencia
de una negacio´n no tiene porque´ negar todas
las palabras que la siguen. As´ı pues, el siste-
ma niega todo lo que sigue a la negacio´n hasta
encontrar una conjuncio´n adversativa (p.ej.
sino, pero, etc.), manteniendo los valores que
las siguientes palabras tienen en el dicciona-
rio afectivo. En (Francisco y Gerva´s, 2006)
se presenta otro me´todo ma´s completo basa-
do en el ana´lisis de dependencias sinta´cticas.
3.8. Ana´lisis a nivel de pa´rrafo
Tras tener todas las frases categorizadas
emocionalmente, se analiza el texto a nivel
de pa´rrafo asigna´ndole la media, por separa-
do, de las tres dimensiones de todas las frases
que forman dicha estructura lingu¨´ıstica. Asi-
mismo, se le asigna una etiqueta emocional.
El ana´lisis ma´s exhaustivo de esta estructura
queda abierto para trabajos futuros.
4. Ana´lisis del sistema
En el estudio que se presenta a continua-
cio´n se utiliza un corpus formado por 250
titulares de diarios en ingle´s, cuya emocio´n
ha sido etiquetada manualmente establecien-
do su grado de pertenencia (dentro del rango
[0,100]) a cada una de las categor´ıas conside-
radas: enfado, disgusto, miedo, alegr´ıa, triste-
za y sorpresa (Strapparava y Mihalcea, 2007).
Para poder disponer de unos datos afines con
los de la salida del sistema propuesto, resulta
necesario reetiquetar manualmente las frases
del corpus con la categor´ıa emocional ma´s re-
presentativa. Mencionar que se asigna al titu-
lar la etiqueta enfado si la emocio´n que des-
taca es disgusto, al ser e´sta la emocio´n ma´s
af´ın de las consideradas por nuestro sistema.
El objetivo de este experimento es demos-
trar la mejora sucesiva del sistema a medida
que se incorporan nuevos mo´dulos. Para ello,
se estudia la eficiencia de cuatro configura-
ciones distintas de nuestro sistema:
Simple: sin WordNet ni desambiguacio´n
sema´ntica. So´lo se hara´ una bu´squeda de
las ra´ıces de las palabras potencialmente
emotivas dentro del diccionario afectivo.
WN-Hipero´nimos: incorpora la onto-
log´ıa WordNet para incluir los hipero´ni-
mos en la bu´squeda dentro del dicciona-
rio afectivo. Esta configuracio´n intenta
emular el sistema descrito en (Francisco,
Herva´s, y Gerva´s, 2005), pero sin la pre-
sencia de un diccionario adicional cons-
truido por los autores.
WN-Full: es ide´ntica a la configuracio´n
anterior, pero an˜adiendo en la bu´squeda
los sino´nimos y anto´nimos.
WN-Sem: incorpora el mo´dulo de
desambiguacio´n sema´ntica de sustanti-
vos al WN-Full. De este modo, se bus-
cara´ en el diccionario u´nicamente los
sino´nimos, anto´nimos e hipero´nimos que
so´lo hacen referencia al significado del
sustantivo dentro del texto de entrada.
En la figura 2 se presenta la tasa de acierto
de clasificacio´n de las distintas configuracio-
nes del sistema. De la gra´fica, se puede ob-
servar una mejora absoluta de un 2% entre
el sistema Simple y elWN-Sem, con una tasa
de acierto global significativamente superior
a la de un clasificador aleatorio (16,67% da-
das las 6 categor´ıas). Asimismo, se puede ver
una tendencia creciente (con pequen˜as me-
joras sucesivas) a medida que se incorporan
nuevas prestaciones al sistema. Una vez cons-
tatada esta tendencia global, se estudia el
comportamiento de las cuatro configuracio-
nes para cada una de las emociones de ma-
nera individual (ve´ase la figura 3). Se puede
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Figura 2: Tasa de acierto global de las diferentes
configuraciones del sistema propuesto.
apreciar co´mo la configuracio´n WN-Sem pre-
senta, como mı´nimo, la misma tasa de acier-
to que Simple. Destaca tambie´n la falta de
acierto por parte de todas las configuraciones
sobre las emociones sorpresa y tristeza (a ex-
cepcio´n de un acierto de una frase triste por
parte de WN-Hipero´nimos, siendo la tristeza
la u´nica emocio´n en la que gana a WN-Sem).
En el cuadro 2 se presenta la matriz de con-
fusio´n de la mejor configuracio´n del sistema:
WN-Sem.
Figura 3: Porcentaje de acierto de las cuatro con-
figuraciones para cada emocio´n.
5. Discusio´n
De los resultados obtenidos, se ha obser-
vado la mejora paulatina del sistema a me-
dida que se incorporan nuevos mo´dulos. No
obstante, las reducidas mejoras porcentuales
de la tasa de acierto llevan a analizar cuali-
tativamente el funcionamiento de las distin-
tas configuraciones del sistema mediante ti-
tulares concretos o ejemplos propios. De es-
Eti/Clas Sorp. Ale. Tris. Enf. Mie. Neu.
Sorp. 0% 30% 0% 5% 0% 65%
Ale. 0% 25.37% 0% 0% 2.98% 71.64 %
Tris. 0% 8.19% 0% 4.91% 22.95 % 63.93 %
Enf. 0% 8% 0% 4% 12% 76%
Mie. 0% 4% 8% 0% 28% 60%
Neu. 0% 9.61% 0% 1.92% 3.84% 84.61 %
Cuadro 2: Matriz de confusio´n del sistema para
la configuracio´n WN-Sem.
te ana´lisis se concluye que, en ocasiones, las
distintas versiones del sistema identifican la
emocio´n de la frase correctamente pero por
diferentes motivos. E´ste es el caso de la frase
“This man is glad” (Este hombre esta´ ale-
gre), categorizada por las cuatro configura-
ciones como alegre. Las versiones WN-Sem
y WN-Full tienen en cuenta tanto la palabra
man como glad (ya que encuentran su sino´ni-
mo happy en ANEW), mientras que las otras
dos so´lo utilizan man. Las dos u´ltimas con-
figuraciones aciertan debido a que man por
s´ı solo ya esta´ categorizada como alegr´ıa co-
mo consecuencia de los umbrales estableci-
dos, cuestio´n totalmente subjetiva y discu-
tible. As´ı pues, si en esta frase se cambiara
man por otro vocablo que no estuviera direc-
tamente en ANEW, la clasificacio´n fallar´ıa
para Simple, mientras que WN-Hipero´nimos
fallar´ıa si no estuviera el hipero´nimo de la
nueva palabra. La diferencia principal entre
WN-Sem y WN-Full esta´ en que el primero
identifica la emocio´n del texto siendo conse-
cuente con su sema´ntica, puesto que utiliza
el sino´nimo ma´s adecuado para sustituir la
palabra en funcio´n del contexto. Esto hace
que WN-Sem sea ma´s rico sema´ntica y cuali-
tativamente, aunque a veces WN-Full acierta
igual que WN-Sem debido a los umbrales del
sino´nimo elegido (puede ser el mismo que en
WN-Sem).
Para justificar por que´ la tasa de acier-
to global, aunque significativamente superior
a un sistema aleatorio, sobrepasa escasamen-
te el 27%, se debe decir que existen muchos
titulares cuya sema´ntica es imposible de ex-
traer por cualquiera de los cuatro sistemas.
Esto sucede, sobre todo, en los titulares en
los que aparecen eventos concretos o perso-
najes conocidos. As´ı, la frase “Bush insists
troops stay in Iraq, predicts midterm vic-
tory” (Bush insiste en que las tropas perma-
nezcan en Iraq, predice una victoria a medio
plazo) es identificada por el sistema como po-
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sitiva (debido a la idea de victoria), cuando
las personas, conocedoras de una mayor in-
formacio´n sema´ntica, la podemos interpretar
negativamente (como oposicio´n a dicha deci-
sio´n pol´ıtica). As´ı pues, tanto la subjetividad
como el volumen de conocimiento sema´ntico
de las personas, son factores clave que afectan
a los resultados.
Por u´ltimo, en el cuadro 2 se puede ver
al detalle que´ sucede con la falta de acierto
para sorpresa y tristeza. En el primer caso,
e´sta es confundida con alegr´ıa y neutro. Este
hecho parece lo´gico, puesto que existen dos
tipos de sorpresa: positiva y negativa. Para
el caso positivo, que es el que se considera en
este trabajo, una sorpresa puede ser perfec-
tamente entendida como una alegr´ıa, lo cual
no es un error demasiado cr´ıtico y ma´s, si
en nuestro caso, la futura salida sera´ una voz
emocionada. Suponemos que el 65% asigna-
do a neutro ser´ıa mucho menor si el sistema
clasificara mejor la emocio´n tristeza, puesto
que este porcentaje se repartir´ıa entre am-
bas categor´ıas. Por tanto, el caso ma´s cr´ıtico
es la tristeza, puesto que el hecho de que un
63.93% de las frases se clasifiquen como neu-
tras nos indica que hay que mejorar la clasifi-
cacio´n de oraciones tristes. Destacar tambie´n
que si se hicieran dos grandes grupos entre
las categor´ıas consideradas (sin contar neu-
tro), podr´ıamos obtener positivas (sorpresa
y alegr´ıa) y negativas (el resto). Es decir, el
grupo negativas estar´ıa compuesto por tres
emociones las cuales son muy cercanas entre
s´ı a nivel de valores de las dimensiones (ve´ase
el cuadro 1), pero muy dispares en cuanto a
sema´ntica; mientras que en el primer grupo,
aunque tambie´n cercanas en dimensiones, se
pueden entender como una sola emocio´n tal
y como se ha comentado anteriormente.
6. Conclusiones y trabajo futuro
En este trabajo se presenta un primer paso
para la implementacio´n de un sistema de de-
teccio´n automa´tica de emociones a partir de
un texto cualquiera. A diferencia de otros tra-
bajos similares, el presente art´ıculo presenta
un sistema capaz de detectar emociones para
el ingle´s y el espan˜ol, considerando la sinoni-
mia, antonimia e hiperonimia en funcio´n del
significado de las palabras (desambiguacio´n)
dentro del texto. Aunque la incorporacio´n de
sucesivos mo´dulos de procesamiento del len-
guaje natural ha permitido una mejora suce-
siva de la tasa de acierto global del sistema,
del ana´lisis de los resultados obtenidos por
categor´ıas emocionales se puede observar la
necesidad de continuar trabajando para me-
jorar las prestaciones del sistema.
Adema´s de esto, se desea disponer del sis-
tema completo para el espan˜ol, al no tener la
misma profundidad de ana´lisis que en ingle´s.
Tambie´n se quiere incorporar un ana´lisis de
dependencia sinta´ctica que reconozca los ele-
mentos afectados por un cuantificador o un
negador. Asimismo se desea un mejor ana´lisis
de estructuras lingu¨´ısticas, como: condiciona-
les, adversativas, pa´rrafos, etc. Tambie´n se
quiere, para ambos idiomas, reemplazar el ac-
tual mo´dulo flexionador por un lematizador,
mejorando as´ı el acierto de bu´squeda dentro
del diccionario afectivo. A su vez se pretende
trabajar con distintos diccionarios afectivos
(p.ej. WordNet Affect, etc.)
Por otra parte, para comparar mejor el sis-
tema con otros existentes, se desea crear un
corpus de test multilingu¨e (inicialmente en
ingle´s y espan˜ol) para poder evaluar los sis-
temas de igual manera. Este corpus tambie´n
permitira´ evaluar el comportamiento del sis-
tema para textos en espan˜ol. Finalmente, res-
pecto a su incorporacio´n en un sistema CTH,
se pretende encontrar las primeras relaciones
entre para´metros de texto y de voz.
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