Abstract In this contribution we review in a rigorous, yet comprehensive fashion the assessment of the one-body reduced density matrices derived from the most used single-reference excited states quantumchemical calculation methods in the framework of the equation-of-motion formalism. Those methods are separated into two types: those which involve the coupling of a deexcitation operator to a singleexcitation transition operator, and those which do not involve such coupling. More particularly, we were interested in deriving the elements of the one-body transition and difference density matrices, and to highlight their particular structure. This has been accomplished by applying a decomposition of integrals involving quantum electronic states on which two or three pairs of second quantization operators can act. Such decomposition has been done according to a variant of the generalized Wick's theorem, which is brought in the text in a comprehensive and detailed manner. A comment is also given about the consequences of using the equation-of-motion formulation in this context, and the two types of excited states calculation methods (with and without coupling excitations to deexcitations) are finally compared from the point of view of the structure of their transition and difference density matrices.
Introduction
The theoretical characterization of electronic excited states is the aim of an increasing number of scientific contributions, and the tools used for such analysis involve generally the objects originating directly from the calculation of the excited states. [1] [2] [3] Depending on the methods used for computing the electronic transitions, the objects derived from these calculations will not have the same structure and the same properties. 4 Since the analysis of the nature of the excited states relies on the use of these objects (in particular the transition and difference density matrices, that will both be at the center of this contribution), either from a qualitative point of view using exciton analysis 1-31 or one-particle charge density functions and their corresponding density matrices, 1, 2, 17, [32] [33] [34] [35] [36] or under a quantitative perspective using quantum-topological metrics, 3-5, 22-29, 35-45 a proper knowledge of their structure is required for selecting the right post-processing strategy. Unfortunately, while the structure of the objects derived from the calculations are often known for the most common calculation methods, in most of the cases this structure is given without demonstration. While the demonstration itself can sometimes be long and complicated, in this tutorial we show how we can use a simple formulation of the problem and find rapid routes for assessing the particular objects we target: the one-body reduced density matrices [46] [47] [48] [49] [50] [51] [52] [53] (1-RDM), about which a brief reminder is provided in the text. In this contribution we start by revisiting a known and used tool for assessing integrals involving quantum electronic states on which pairs of second quantization operators have acted, i.e., a variant of the generalized Wick's theorem. [54] [55] [56] [57] [58] [59] Since the application of this theorem can be somehow tedious, we provide here a graphical, yet rigorous, derivation of the integrals one can assess using this tool.
This theorem is then used in the context of the assessment of transition and difference density matrix elements for characterizing excited states originating from equation-of-motion [60] [61] [62] [63] (EOM) calculations performed using two types of methods.
The first class of methods involves a single-excitation transition operator, coupled to a deexcitation one. The basic principles of the EOM formalism are briefly recalled in first quantization, before the transition operator for the first class of methods mentioned above is introduced into this framework. The methods from this first class, i.e., the Random Phase Approximation [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] (RPA), the TimeDependent Hartree-Fock theory 1, 60, 63, 66, [76] [77] [78] [79] [80] [81] (TDHF), the Time-Dependent Density Functional Theory 1, 6, 31, 70, [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] [93] [94] [95] [96] [97] (TDDFT) and the Bethe-Salpeter Equation [98] [99] [100] [101] [102] [103] (BSE), have a central equation with the same structure, and the objects we will use in this contribution have the same physical interpretation within each method.
If the single excitations are not coupled to deexcitations, as in the Configuration Interaction Singles 1, 70, 80, 81, 104 (CIS) or the Tamm-Dancoff Approximation 1, 70, 80, 81, 87, 105 (TDA), we have another class of methods, with objects having different structure and properties. These methods will be discussed in this paper. Note also that the Algebraic Diagrammatic Construction 24, 81, [106] [107] [108] (ADC) involves matrices with similar physical interpretation. They are constructed in the space of the so-called "intermediate states" 106, 107 and lead to density matrices with the same structure as the CIS and TDA ones, but in a different space. Additionally, the Linear Response (LR) variant of the single-reference Coupled Cluster 70, 81, [109] [110] [111] [112] [113] [114] [115] [116] [117] (CC) theory for excited states can be used for producing matrices that can be compared to those from CIS, TDA and ADC, and classified among the second type of methods investigated in this contribution. For ADC, TD-DFRT 82 (where "R" stands for "Response") and LR-CC, an Auxiliary MultiElectron Wave function (AMEW) has been proposed for the assignment of excited states pseudoansatz. 81 For ADC, this has been done in addition to the ansatz already introduced in the intermediate states basis. The three AMEWs are introduced as a linear combination of singly-excited Slater determinants so, after a necessary renormalization, 29 these ansatz can produce transition and difference density matrices that will belong to the second class of matrices we will derive in this tutorial, though the working equations for TD-DFRT (LR-CC) include (un)coupled excitations and deexcitations contributions to the transition energy. They are also mentioned in this report since, according to the results presented below, those pseudo-ansatz for excited states can be formally considered, combined with the single-reference ground electronic state, as a compatible approximation to the EOM projector for producing the matrices of interest to characterize the electronic transition, in the same way the CIS and TDA ansatz do.
The two types of methods (including or not the deexcitation operator) mentioned above will finally be compared, based on the structure of their respective 1-RDMs, but also on the interpretation of the nature of their generating operator, and the consequence of its use in the EOM formalism.
Hypotheses and theoretical background
Our N -electron reference ground state wave function ψ 0 ({s} N ) is a single Slater determinant wave function, written in the local basis of L one-particle wave functions called spinorbitals {ϕ(s)} L (N being singly occupied, L − N being unoccupied and called "virtual") where, since electrons are indiscernible, s represents the four spin-spatial coordinates of any electron.
For a given quantum electronic state |ψ n (n ≥ 0), the N electrons coordinates are gathered into the 4N -dimensional {s} N space, so that ψ n ({s} N ) = {s} N |ψ n . To any |ψ n corresponds a 1-RDM, γ n , in the spinorbitals space. We therefore start by recalling the expression of the γ n elements for any |ψ n , as well as the expression of the transition density matrix (γ 0n ) elements corresponding to the transition from the ground state (n = 0) to any excited state (n = 0). In second quantization, those matrix elements write (γ) rs = ψ n |r †ŝ |ψ n ; (γ 0n ) rs = ψ 0 |r †ŝ
with r and s ranging from 1 to L. Anyq operator (replace here q by r or s for instance) is the annihilation operator when it is acting on a ket placed on its right, and a creation operator when it is acting on a bra placed on its left. On the other hand, anyq † operator is the creation operator when it is acting on a ket placed on its right, and an annihilation operator when it is acting on a bra placed on its left.
Integrals of products of pairs of fermionic creation/annihilation operators
In this section, no restriction has been imposed regarding the attribution of the spinorbitals pointed by the second quantization operators to a given space (e.g., occupied or virtual canonical space).
In this contribution we will solely be dealing with integrals containing products of second quantization operators, such as
with, in this example,
2 being always a creation (annihilation) operator when acting on a given ket:
The integral of an M -pair of creation/annihilation second quantization operators (that we will call Mpair integrals from now on) such as the one in Eq. (2) can be decomposed into a sum of products of one-pair integrals ψ 0
Since we are dealing with fermionic second quantization operators, a sign (−1) m h is attributed to each product entering such sum, and a general M -pair (i.e., Q-operator, with Q = 2M ) integral can be assessed as
where theq operators can be either creation or annihilation operators. The number N Q of possible products of integrals for a given Q-operator, is
The details about the deduction of N Q are given in Appendix A. Since 2k
where "!!" denotes a double factorial. This last result has been deduced by considering the fact that the k th factor in Eq. (6) is the (M − k + 1) th factor in Eq. (5). Since Q = 2M is necessarily even, we can finally write
Note that this result is not restricted to integrals with products of pairs of creation/annihilation operators, but with any product of second quantization operators, given that the total number of these operators is even.
Some simplifications (vide infra) to I due to the structure of the Q-operator lead to a reduced sum
where again, [p]t 1, and [p]t 2, are creation and annihilation operators, respectively. We will see later how the f value can be determined.
Application to 2-and 3-pair integrals
In this section we will expose how the general formalism formulated above can be applied to the decomposition of integrals with 2 and 3 pairs of second quantization operators. These results will then be applied to the computation of matrix elements derived from excited states calculation methods of different types.
2-pair integrals
We start by writing any 2-pair integral as
The u, v, w, and x were randomly chosen and point any spinorbital (occupied or virtual) for the moment.
We put labels on the second quantization operators:
and we schematically write
The decomposition (4) is illustrated in figure 1 , where we highlighted the pairing of operators with colored lines. From the left to the right, if a pairing line arises before another one is closed (as in P 2 for instance), it has to override the unterminated pairing line coming from the left. The sequence between square brackets is the new sequence of operators following the pairing chronological order from the left to the right. The number between parentheses is the number of times a colored line crosses other lines of different colors (m h in Eq. (4)). For instance, in P 2 , the red line crosses once the blue one, while in P 3 it crosses it twice (once when rising up, once when going down to 3). This number also corresponds to the number of times that numbers are superior to other(s) after themselves in the rearranged sequence.
For example, in the sequence (not existing in the decomposition presented in figure 1 since the pairing is done from the left to the right) 4 3 1 2 , 4 is superior to 3, 1 and 2, while 3 is superior to 1 and 2, so in total the number m h of such unexisting decomposition would be 5. In a general 2-pair integral decomposition, we have, according to Eq. (4),
with m 1 = 0, m 2 = 1, m 3 = 2. The case of (9) for example, writes
where we have put the numbers above each operator for each product, as obtained in figure 1 . Since we know that
where n s is the occupation number (1 or 0) of ϕ r in |ψ 0 , it follows that I 2 can be simplified:
i.e.,
In this example we have seen that from 3!! = 3 products one reduces a two-pair integral such as (9) to 2! = 2 products of Kronecker's deltas.
3-pair integrals
For 3-pair integrals, we start again by applying the decomposition from Eq. (4), implying 5!! = 15 products of three 1-pair integrals (See Appendix B) and, following the same considerations as for the 2-pair integrals, we can reduce the sum of fifteen terms to 3! = 6 products of integrals. These six products are reported in figure 2. The sign (−1) f in front of each product is indicated between parentheses, and the reordered labels of the operators are reported between square brackets.
General equation-of-motion derivation of transition properties from first quantization
LetT be a transition operator corresponding to the transition between two quantum states:
with the constraint that the two states are normalized and orthogonal to each other (for example if they are eigenstates of an hermitian Hamiltonian operator)
We have thatT
andTT
It comes that
can be simplified, according to Eqs. (18) and (19) , as
Indeed, we have
and
If, instead of the difference of expectation value between two states for a given operator, we are interested in transition properties, those can be deduced by using
which reduces to
3 Evaluation of one-body density matrices using Wick's theorem
Hypotheses
As we have seen before, the canonical space C is divided into two sub-spaces: the occupied (O) and
From now on, the second quantization operators with the letters i or j will point a spinorbital belonging to O while letters a and b will point those from V , and p, q, r and s will be pointing any spinorbital of the canonical space. In this section, the three-pair integrals (see Eq. (2) with M = 3) we will have to evaluate will involve two pairs of operators with each pair being the product of two operators belonging to two different subspaces (â †î orĵ †b for example) while the remaining pair of operators will be ther †ŝ pair with ϕ r (s) and ϕ s (s) simply belonging to C with no restriction. From this consideration we can state the following theorem:
Theorem 3.1 Any integral with a chain of alternate creation/annihilation operators starting with â p † operator with ϕ p (s) ∈ V is vanishing. Similarly, if the chain is ending by aq second quantization operator with ϕ q (s) ∈ V , the integral is also vanishing.
This rule can be deduced from a quick look at the structure of the products in figures 2 and 4 where we see that every product starts by " 1" and contains at least one integral ending by "6 ". The theorem can be formulated as follows:
Rp †q |ψ 0 = 0
As a direct consequence, the substantial number of combinations of chains of second quantization operators we could meet can be easily sorted without evaluating the decomposition (8) for each, so that only five of them will be useful in the following section. Those are identified in Table 1 , where the only non-vanishing products P from figure 2 are reported and highlighted by a " " symbol. 
EV
Similarly, we have
Therefore, we see that
so actually only the knowledge of the solution to three integrals will be required for evaluating the matrix elements in this section.
3.2 Coupled hole/particle and particle/hole (de)excitations
For this first class of single-reference excited states calculation methods, that we will denote here by a "η" symbol, the transition operator is composed of a sum of single-excitation operators x iaâ †î coupled to the corresponding deexcitations y iaî †â
Since the sum is running over all the possible spinorbitals of each sub-space, i.e., i runs over all the occupied space and a over all the virtual one,T η can be rewritten
The x and y coefficients entering into the composition ofT η are the components of a transition vector satisfying
While replacingÔ in Eq. (22) by the Hamiltonian leads naturally in the first quantization to the transition energy (see Appendix C), the transition operatorT η is sometimes inserted in Eq. (22) as an approximation toT . In this contribution we will be interested in deriving the elements of the matrices (namely, the difference density matrix and transition density matrix) arising from the substitution ofT byT η .
Derivation of the difference density matrix elements
The difference density matrix γ ∆ is simply defined as the difference between two state density matrices, so according to Eq. (1), if the transition operatorT was known exactly, replacingÔ in Eq. (22) byr †ŝ would lead to the determination of the r × s difference density matrix element
Here we will assess the approached value of these elements by insertingr †ŝ andT η into Eq. (22):
The (γ ∆ η ) rs can be decomposed into four contributions, as in Eq. (21) :
leading to four matrix contributions to γ ∆
We will detail each of these four components by using the definition ofT η . For the first one, we have
with
According to theorem 3.1, we see that only the first component of Dr †ŝ I,η , is not vanishing. Indeed, the second component starts byâ † , and the two last components end byb. This consideration leads us to build a simple corollary to Theorem 3.1 that concerns the transition operatorsT x andT y . Since we know thatT x andT † y both start with aâ † orb † operator, with ϕ a (s) ∈ V and ϕ b (s) ∈ V , and thatT y andT † x are ending by aâ or ab operator, we have that This corollary will be very helpful for considerably reducing the number of contributions to the difference density matrix to assess when evaluating Dr †ŝ II,η , Dr †ŝ III,η and Dr †ŝ IV,η later.
Before moving to the assessment of Dr †ŝ II,η , and in order to develop D xx I,rs , we recast the x and y vectors components into a square matrices:
Similarly,
TheX andỸ matrices are in fact composed of four blocks (occupied × occupied (o), virtual × virtual (v), virtual × occupied (vo) and occupied × virtual (ov). Since ϕ i (s) ∈ O and ϕ a (s) ∈ V , the only non-zero elements from these matrices are in the ov block. TheX andỸ matrices have the following structure:
and the zero matrices
We also havẽ
If we take the D xx I,rs integrals, we see that they have the structure of the λ integral in Table 1 , which means that D xx I,rs can be rewritten
If we consider the first term, we have
Since any (X) rq and (X † ) qs matrix element with q ≤ N is zero, we can expand the sum over a to any value between 1 and L without affecting the result
At this stage, we can drop the n r and n s factors since for any r or s superior to N the (XX † ) rs matrix element is zero.
For the second term of Eq. (49), we have
For the same reason as for the first term, we see that any (X) ps and (X † ) rp matrix element with p > N is zero, so we can expand the sum over i to any value between 1 and L without affecting the result
and here the (1 − n r )(1 − n s ) factor can also be dropped since the (X †X ) rs matrix elements are vanishing for any r or s inferior or equal to N .
Finally, the third term in Eq. (49) can be simplified into
Here the n r factor cannot be dropped, as it is preceded by a Kronecker's delta multiplied by a scalar factor, so the n r factor is here to ensure that this scalar factor will be multiplying the identity matrix I o covering the occupied × occupied (o) block in the difference density matrix.
We can therefore conclude from Eqs. (51), (53) and (54) that the first contribution to the difference density matrix writes
which gives the following matrix contribution to γ ∆ :
with the identity matrix spanning the occupied space, I o ∈ R N ×N . We now turn to the evaluation of Dr †ŝ II,η which, according to Eq. (21) in which we shall use againr †ŝ asÔ and substitute againT byT η , writes
This contribution, according to Corollary 3.1, reduces to
so we only have to assess two 3-pair integrals:
with, according to Table 1 ,
so the second contribution to the difference density matrix is, according to Eqs. (33) and (54),
The matrix elements of the third contribution to γ ∆ , Dr †ŝ III,η , writes
From corollary 3.1, it reduces to
so the third contribution to the difference density matrix is, according to Eqs. (33) and (54),
Finally, the matrix elements of the fourth contribution to γ ∆ , Dr †ŝ IV,η , write
which is the following matrix contribution to γ ∆ :
the last equalities being deduced by simply transferring the derivation of Eq. (55) to D yy IV,rs . We finally conclude from Eq. (41), by combining the different results we just derived, that the difference density matrix γ ∆ has the following structure:
Derivation of the transition density matrix elements
According to Eqs. (1) and (26), the transition density matrix elements write
that we can rewrite
Similarly, for Tr †ŝ II,η , we find
The combination of Tr †ŝ I,η and Tr †ŝ II,η leads finally to the transition density matrix
which is non-hermitian.
Comment on the nature of the transition operators
This section gives a comment related to the consequences of substitutingT byT η in the Eq. (22) and (26) . While this substitution is sometimes introduced to approach the transition energy and to derive properties and objects related to the transition, one should be careful about the interpretation given to this substitution. Indeed, in theT η operator, one could interpret the deexcitation partT y as a correction to the full CI truncation that constitutesT x for deriving the properties and objects related above. Due to the substitution ofT byT η for accomplishing such operations, one could also be tempted to interpret T η as being an approximation toT . Indeed, if we consider, in the first quantization, that, in the EOM theory,
and notice that, according to corollary 3.1,
if we also consider that, given that the two states are orthogonal, in the EOM theory, we find
and notice that
which reduces, due to corollary 3.1, to
where x † ·x − y † ·y is known to be equal to unity, due to the non-standard normalization conditions of the x and y couple of vectors, we find quite good similarities between the first quantization EOMT properties and the properties ofT η .
Indeed, putting in parallel results in Eq. (80) with that of Eq. (81), and the one in Eq. (83) with the one from (88), one could be tempted to conclude that the quantum state |ψ n,η we could obtain by operatingT η on |ψ 0 is orthogonal to |ψ 0 and is normalized. However, one immediately sees that when acting on |ψ 0 ,T η is not nilpotent, unlikeT :
We also see that the result of the action ofT η on |ψ 0
is not normalized since we have seen that
Note finally that such application ofT η on |ψ 0 is not number-conserving. Indeed, we see that if we could write a quantum excited state ansatz |ψ n,η from this application, the resulting density matrix, γ n,η , would have the following matrix elements
leading to
As a conclusion, ifT η had to be used as an approximation to theT projector, it would not be nilpotent, nor norm-or number-conserving. It comes of course that such approximation should not occurr, and that, as mentioned before, theT η operator should be seen as a correctedT x (i.e., the full CI truncated to single excitations) in the computation of matrix elements and transition energy. Indeed, while there would be no action of the deexcitation operatorT y ifT η was directly applied on |ψ 0 , the reality of its action in the superoperators from Eqs. (22) and (26) has been seen directly when computing the matrix elements in this section and transition energy in Appendix C.
Switching off the particle/hole deexcitations
If we now switch off the deexcitations, we come to another class of methods (denoted here by a "ζ" symbol) such as CIS or TDA. It has to be noted that while the following spinorbitals-based derivation of the matrices structure is not directly applicable to the ADC method since the ADC ansatz consists in a linear combination of Intermediate States (ISs), the structure of the CIS/TDA density matrices given below is transferrable to this method, but in the IS basis. The following derivations also hold for the TD-DFRT, ADC and LR-CC AMEWs reported in ref.
, 81 but one has to keep in mind that these pseudo-ansatz should be properly renormalized to yield the following matrices, and that in the LR-CC method, the Jacobian (J) is not hermitian, so that there are left (L) and right (R) eigenvectors to it, on which the application of the following derivations might be performed for different purposes. 81 The direct consequence of switching off the deexcitations when going from TDHF or TDDFT to CIS or TDA for instance, is that
From this, we could postulate that there exists a nilpotent transition operatorT ζ
which would be orthogonal to |ψ 0 , norm-and number-conserving (we simply replaceT η byT ζ and ϑ x by one in Eqs. (91) and (93)). Unlike the η-methods, since we actually know the ζ-ansatz from the methods themselves, we also know that theT ζ we would insert in the EOM formulation of the transition energy and the EOM derivation of the transition and difference density matrix elements, is the actual |ψ n,ζ ψ 0 | projector. Note that, in this particular case, we could also derive the difference density matrix directly from the excited state wave function
Knowing that a single-reference ground state has a block-diagonal γ 0 = I o ⊕ 0 v state density matrix (see Appendix D), it simply comes that
For the transition density matrix, we have
leading to the nilpotent matrix
Expectedly, from Eqs. (73), (79), (98) , and (100), we conclude that using directly the excited state ansatz for ζ-type methods to construct their transition and difference density matrices leads to the same results as if we used the EOM formalism, imposing the Y matrix elements (i.e., switching off the deexcitations) to vanish. As we can see from these four equations, the difference density matrix for these two types of methods has a similar shape, while the transition density matrix structure changes considerably when switching off the deexcitations (basically, the matrix becomes nilpotent). Since the difference and transition density matrices are involved in the qualitative and quantitative topological analyses of electronic transitions mentioned in the introduction, the alteration of the structure and content of the matrices, due to the choice of the excited states calculation method, has an important impact on the expression of the quantum-topological metrics that are used to describe the nature of the electronic excited states. Table 2 -Summary of the working equations and the one-particle transition density matrix (1-TDM) and difference density matrix (1-DDM) for the two types of excited states calculation methods investigated in this contribution. † IS-ADC ansatz, or the ADC AMEW; 81 ‡ The LR-CC AMEW; 81 Includes the TD-DFRT AMEW, 81 which produces matrices of the ζ-type though the working equations are of η-type.
Conclusion
We reported a standalone derivation of the one-body density matrices of interest for the most common methods of single-reference electronic excited states calculation methods. We have first revisited in a comprehensive way a variant of the generalized Wick's theorem, an important tool in the second quantization derivation of density matrices in quantum chemistry. Afterward, we have introduced the basic formalism of the equation-of-motion in first quantization, before applying it to two cases of excited states calculation methods: those implying a partial correction to the full CI truncated to single excitations, and those solely implying a linear combination of single excitations. The structure of the difference and transition density matrices was derived, discussed, and compared for the two types of methods.
Finally, we gave a comment on the substitution of the transition projector in the first quantization equation-of-motion formalism by transition operators from the two types of methods discussed in this contribution.
B. 3-pair integral decomposition into a sum of fifteen 1-pair integrals
In figure 4 , we report the different products of integrals that can be constructed for decomposing a 3-pair integral according to Eq. (4). 
C. Application of the EOM formalism to the calculation of the transition energies
We start by applying the Ĥ ,T superoperator to |ψ 0 Ĥ ,T ψ 0 =ĤT |ψ 0 |ψn −TĤ |ψ 0
This result, together with ψ 0 |ψ n = ψ n |ψ 0 = 0, can simplify the assessment of the transition energy when replacingÔ byĤ in Eq. (22):
If instead we used the full development following Eq. (22), we would obtain
and DĤ III = ψ 0 |Ĥ|ψ n ψ n |ψ 0 = 0 = ψ 0 |ψ n ψ 0 |Ĥ|ψ 0 ψ n |ψ 0 = DĤ IV (104) which finally gives 
can be developed along the 1 st line: We have
where, if ψ is the matrix from which √ N ! ψ({s} N ) is obtained by taking its determinant, ψ kr is the matrix obtained by suppressing the k th line and the r th column of ψ. 
so that its trace (r 1 = r 1 ) returns the one-electron charge density function. It is assumed that there exists a 1-RDM, γ, so that the kernel is written as a linear combination of products between the spatial parts (χ k (r)) of spinorbital functions and 1-RDM elements
χ r (r 1 ) (γ) rs χ * s (r 1 ).
Since it is imposed that χ k |χ l = δ kl , we have (γ) rs = dr 1 dr 1 χ * r (r 1 ) χ s (r 1 ) γ(r 1 ; r 1 ).
According to the development of the Slater determinant along the first line given in Eq. (107) 
where det ψ 1i and det ψ 1j † correspond to the determinants that can be used for writing two arbitrary 
According to the fact that the integral over all the space of the product between one wave function and its complex conjugate is equal to one, and that two wave functions differing by at least one spinorbital have a zero spatial overlap, 
Multiplying by N on both sides and summing over σ 1 gives χ i (r 1 )χ * i (r 1 ) = δ ri δ si = δ rs n r n s = δ rs n s = ψ|r †ŝ |ψ ,
