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Abstrakt
Cı´lem te´to pra´ce je implementace komponenty tunelovacı´ho serveru pro Virtlab. Ob-
sahuje analy´zu sta´vajı´cı´ho rˇesˇenı´ a na´vrh rˇesˇenı´ nove´ho. Da´le vy´beˇr vhodne´ho programovacı´ho
jazyka, na´stroju˚ a technologiı´ pouzˇity´ch k implementaci nove´ho rˇesˇenı´. Take´ obsahuje
popis noveˇ implementovane´ho rˇesˇenı´.
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Abstract
Goal of this diploma thesis is to implement network traffic forwarding component for the
Virtlab laboratory. It contains analysis of the current solution and the design of the new
solution. It also describes the selection of the suitable programming language, tools and
technologies used for implementation of the new solution. It also contains a description
of the newly implemented solution.
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Seznam pouzˇity´ch zkratek a symbolu˚
.NET – Sada knihoven pro syste´m Windows
Mono – Multiplatfromnı´ Open Source implementace .NET frame-
worku
Virtlab – Virtua´lnı´ laboratorˇ pocˇı´tacˇovy´ch sı´tı´ VSˇB-TUO
C# – Objektoveˇ orientovany´ programovacı´ jazyk
GRE – Generic Routing Encapsulation - zapouzdrˇujı´cı´ protokol vyv-
inuty´ spolecˇnostı´ Cisco
SNMP – Simple Network Management Protocol - protokol pro
vzda´leny´ management
MTU – Maximum Transmission Unit - maxima´lnı´ velikost PDU
PDU – Protocol Data Unit - datova´ jednotka dane´ho protokolu
VLAN – Virtual Local Area Network - virtua´lnı´ loka´lnı´ sı´t’
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1.1 Virtlab
Projekt Virtlab, neboli virtua´lnı´ laboratorˇ pocˇı´tacˇovy´ch sı´tı´, je zameˇrˇen prˇedevsˇı´m na
vzda´lene´ zprˇı´stupneˇnı´ sı´t’ovy´ch prvku˚ pomocı´ internetu. Vznika´ na katedrˇe informatiky
VSˇB-TUO od roku 2005 a slouzˇı´ jako studijnı´ pomu˚cka studentu˚m, kterˇı´ tak mohou
vyuzˇı´vat pokrocˇila´ sı´t’ova´ zarˇı´zenı´ bez nutnosti jejich zakoupenı´. V poslednı´ verzi je Virt-
lab rˇesˇen jako distribuovany´ projekt, jezˇ zdruzˇuje zarˇı´zenı´ z neˇkolika vzda´leny´ch lokalit
a umozˇnˇuje tak efektivneˇjsˇı´ vyuzˇitı´ sı´t’ovy´ch prvku˚. V syste´mu jsou take´ zastoupeny vir-
tualizovane´ sı´t’ove prvky a stanice.
Virtlab vznika´ prˇedevsˇı´m prostrˇednictvı´m diplomovy´ch a bakala´rˇsky´ch pracı´ a je
tedy rozdeˇlen na jednotlive´ spolupracujı´cı´ cˇa´sti, ktere´ nezbytneˇ nemusı´ sdı´let programovacı´
jazyk [5].
Obra´zek 1: Architektura Virtlabu [5]
61.2 Tunelovacı´ server
Jednou z mnoha klı´cˇovy´ch komponent Virtlabu je tunelovacı´ server. Jeho hlavnı´ funkcı´ je
spojova´nı´ prvku˚, ktere´ jsou umı´steˇny v ru˚zny´ch vzda´leny´ch instancı´ch Virtlabu.
Konkre´tneˇ jde o propojova´nı´ ethernetovy´ch portu˚ dany´ch prvku˚ na 2. vrstveˇ ISO-OSI
modelu. Tunelovacı´ server tedy vytva´rˇı´ jake´si pseudodra´ty, simulujı´cı´ prˇı´me´ propojenı´
prvku˚ kabelem. Jeho cı´lem by take´ meˇlo by´t, aby uzˇivatel nebyl schopen prˇi zevrubne´m
pru˚zkumu tento propoj rozpoznat.
1.3 Cı´le pra´ce
Vzhledem k ne prˇı´lisˇ vydarˇene´mu na´vrhu pu˚vodnı´ho tunelovacı´ho serveru je cı´lem te´to
pra´ce upravit jeho na´vrh a prove´st reimplementaci.
Hlavnı´ cı´le pra´ce jsou na´sledujı´cı´:
• Analy´za soucˇasne´ho stavu
• Provedenı´ nove´ho na´vrhu komponenty
• Zvolenı´ vhodny´ch na´stroju˚ a programovacı´ho jazyka
• Implementace
Dalsˇı´mi cı´li jsou:
• Vyuzˇı´t sta´vajı´cı´ hardwarovou a softwarovou platformu tunelovacı´ch serveru˚
• Implementovat rˇesˇene´ s ohledem na modularitu a jednoduchost
• Zachovat zpeˇtnou kompatibilu s ostatnı´mi cˇa´stmi Virtlabu
• Vyuzˇı´t pouze Open Source technologie
• Vyuzˇı´t existujı´cı´ch (vyzra´ly´ch) na´stroju˚
• Prˇi volbeˇ programovacı´ho jazyka zohlednit budoucı´ mozˇnost reimplementace cele´ho
projektu
1.4 Prˇehled pra´ce
Prvnı´ kapitola te´to pra´ce obsahuje motivaci a cı´le, ktere´ si autor klade. Da´le take´ zevrubny´
popis Virtlabu a vy´znam tunelovacı´ho serveru.
Druha´ kapitola se zaby´va´ analy´zou prostrˇedku˚ a technologiı´ pro rˇesˇenı´ implementace
komponenty a popisuje du˚vody pro jejich konkre´tnı´ vy´beˇr. Da´le rozebı´ra´ pozˇadavky,
kladene´ na vy´sledne´ rˇesˇenı´.
Trˇetı´ kapitola se veˇnuje na´vrhu nove´ho rˇesˇenı´. Take´ popisuje teoreticke´ rˇesˇenı´ jed-
notlivy´ch prˇı´padu˚ uzˇitı´ a vy´ber programovacı´ho jazyka.
Cˇtvrta´ kapitola obsahuje implementaci navrhovany´ch rˇesˇenı´ ze druhe´ kapitoly a je
doplneˇna uka´zkami zdrojove´ho ko´du.
7Pa´ta´ kapitola se zaby´va´ testova´nı´m vy´sledne´ho rˇesˇenı´ a popisuje take´ nutna´ nastavenı´
pro nasazenı´.
Sˇesta´ kapitola popisuje nasazenı´ vy´sledne´ho rˇesˇenı´ a mozˇnosti budoucı´ho rozvoje
vy´sledne´ho rˇesˇenı´
Sedma´ kapitola obsahuje za´veˇr a zhodnocenı´ cele´ pra´ce.
82 Analy´za
2.1 Pozˇadavky
Pozˇadavky na tunelovacı´ server souvisı´ u´zce s jeho hlavnı´ funkcı´, tedy s vytva´rˇenı´m
virtua´lnı´ch propoju˚ mezi instancemi Virtlabu, resp. zarˇı´zenı´mi na´lezˇejı´cı´mi k teˇmto in-
stancı´m.
Mezi nejdu˚lezˇiteˇjsˇı´ pozˇadavky patrˇı´:
• Dobre´ parametry vytvorˇeny´ch virtua´lnı´ch propoju˚ - zejme´na zpozˇdeˇnı´ a vyuzˇitelne´
MTU
• Stabilita propoju˚
Na dalsˇı´ parametry, jako je naprˇı´klad rychlost vytva´rˇenı´ propoju˚, jizˇ nenı´ trˇeba kla´st
prˇehnany´ du˚raz.
2.2 Funkce tunelovacı´ho serveru
Tunelovacı´ server jako takovy´ je se sestava´ ze serveru s OS Linux na neˇmzˇ beˇzˇı´ samotna´
aplikace a ktery´ je propojen skrze internet s ostatnı´mi lokalitami Virtlabu, konkre´tneˇ s
jejich tunelovacı´mi servery.
K tomuto serveru je prˇipojen multiplexer portu˚, sesta´vajı´cı´ se z Multilayer prˇepı´nacˇe,
nakonfigurovane´ho k agregaci linek k jednotlivy´m sı´t’ovym zarˇı´zenı´m do jedne´ trunk
linky, ktera´ nese dı´lcˇı´ VLANy jednotlivy´ch zarˇı´zenı´ k ethernetove´mu rozhranı´ samotne´ho
serveru.
Obra´zek 2: Za´kladnı´ koncept
9Konkre´tnı´ prˇı´klad fuknce tunelovacı´ho serveru ilustruji na jednoduche´m prˇı´kladu.
Uzˇivatel chce vytvorˇit jednoduchou topologii ve tvaru troju´helnı´ku (obra´zek 3), kdy
jsou prvky (v tomto prˇı´padeˇ routery) propojeny ethernetovy´mi kabely.
Obra´zek 3: Uka´zkova´ topologie
Virtlab zajistil pro tuto topologii prvky ze trˇı´ oddeˇleny´ch lokalit. Tunelovacı´ servery
v jednotlivy´ch lokalita´ch tedy musı´ zajistit vytvorˇenı´ virtua´lnı´ch propoju˚, ktere´ budou
simulovat prˇı´me´ propojenı´ prvku˚.
Na obra´zku 4 je uka´za´no jak bude po vytvorˇenı´ propoju˚ tato topologie vypadat z
pohledu Virtlabu.
Obra´zek 4: Uka´zkova´ topologie z pohledu Virtlabu
2.3 Pu˚vodnı´ rˇesˇenı´
Funkce pu˚vodnı´ho rˇesˇenı´ byla zalozˇena na vy´sˇe zmı´neˇne´m za´kladnı´m konceptu. K vytva´rˇenı´
propoju˚ mezi lokalitami se vyuzˇı´valo IPSec tunelu, jı´mzˇ byly navza´jem propojeny vsˇechny
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lokality. Prˇi pozˇadavku na vytvorˇenı´ propoje byly L2 ra´mce z propojovane´ho prvku
zachyta´va´ny na rozhranı´ s prˇipojeny´m multiplexerem. Tyto pak byly encapsulova´ny do
UDP packetu˚ a odesla´ny skrze tunel k cı´love´ lokaliteˇ. V prˇı´padeˇ pozˇadavku na propojenı´
zarˇı´zenı´ v ra´mci jedne´ lokality se prˇeda´valy ra´mce mezi jednotlivy´mi VLANami v ra´mci
trunk linky multiplexeru.
Obra´zek 5: Pu˚vodnı´ rˇesˇene´ tunelovacı´ho serveru
Nevy´hoda spocˇı´vala prˇedevsˇı´m v nutnosti manua´lnı´ho zpracova´va´nı´ jednotlivy´ch
ra´mcu˚ samotnou aplikacı´ a jejich na´sledne´ho odesı´la´nı´ ve fromeˇ UDP packetu˚. Vy´kon
byl tedy za´visly´ na konkre´tnı´ implementaci. Take´ bylo nutno nastavit kazˇdou instanci
Vitlabu samostatneˇ, resp. samotne´ tunelovacı´ servery nemeˇly mozˇnost mezi sebou vy-
jednat propoj. Prˇi loka´lnı´m propojenı´ se take´ zbytecˇneˇ prˇeda´valy ra´mce azˇ v samotne´
aplikaci tunelovacı´ho serveru.
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3 Na´vrh nove´ho rˇesˇenı´
Nove´ rˇesˇenı´ tunelovacı´ho serveru by meˇlo odstranˇovat nedostatky pu˚vodnı´ho rˇesˇenı´ se
zachova´nı´m zpeˇtne´ kompatibility se zbytkem syste´mu.
Kvu˚li uvedeny´m nedostatku˚m, jsem se rozhodl prˇi analyzova´nı´ nove´ho rˇesˇenı´ prˇipustit
mozˇnost nahrazenı´ sta´vajı´cı´ho konceptu encapsulace L2 ra´mcu˚ do UDP packetu˚ prˇi vytva´rˇenı´
propoju˚ vzda´leny´ch lokalit. S ohledem na snahu vyuzˇı´t existujı´cı´ komponenty implemen-
tovane´ pro OS Linux, jsem zameˇrˇil pozornost na tyto protokoly tunelova´nı´ L2 ra´mcu˚:
• GRE
• L2TPv3
Postavenı´m nove´ho rˇesˇenı´ na teˇchto existujı´cı´ch komponentech by se take´ odstranila
u´cˇast samotne´ aplikace na prˇeposı´la´nı´ L2 ra´mcu˚, cozˇ by meˇlo kladny´ vliv na jejı´ vy´kon.
3.0.1 GRE
GRE je protokol vyvinuty´ spolecˇnostı´ Cisco, slouzˇı´cı´ k zapouzdrˇenı´ rˇady protokolu˚ 2. a
3. vrstvy IOS-OSI modelu uvnitrˇ virtua´lnı´ Point-to-Point linky nad IP protokolem. Prˇes
takto vytvorˇeny´ propoj lze tedy tunelovat zejme´na rozsˇı´rˇene´ protokoly Sı´t’ove´ vrstvy IPv4
a IPv6, prˇı´padneˇ i protokol Ethernet pracujı´cı´ na Spojove´ vrstveˇ. Typicke´ pouzˇitı´ je prˇi
vytva´rˇenı´ VPN na zmı´neˇny´ch vrstva´ch. Standard pro tento protokol je definova´n v RFC
2784 a na´sledneˇ rozsˇı´rˇen v RFC 2890 [7]. Podpora pro protokol GRE je integrova´na v
ja´dru veˇtsˇiny distribucı´ operacˇnı´ho syste´mu Linux prostrˇednictvı´m modulu ip gre.
3.0.1.1 Funkce Protokol vytva´rˇı´ dalsˇı´ vrstvu v klasicke´m deˇlenı´ podle ISO-OSI mod-
elu. Tedy vytva´rˇı´ jaky´si separa´tor a rozdeˇluje toto deˇlenı´ da´le na 2 neza´visle´ protokoly,
kdy jeden je nesen druhy´m. Zde za´lezˇı´, zda je neseny´ protokol Spojove´ cˇi Linkove´ vrstvy.
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Obra´zek 6: ISO-OSI model s vlozˇeny´m GRE zapouzdrˇenı´m prˇena´sˇejı´cı´m 2. a 3. vrstvu
Vy´znam jednotlivy´ch cˇa´stı´ hlavicˇky protokolu GRE zobrazene´ na obra´zku 7:
• C - 1 bitova´ znacˇka, oznacˇujı´cı´ prˇı´tomnost kontrolnı´ho soucˇtu (Checksum)
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Obra´zek 7: Hlavicˇka protokolu GRE
• Reserved0 - bity rezervova´ny pro ru˚zne´ dalsˇı´ znacˇky, jejichzˇ pouzˇitı´ musı´ imple-
mentovat jak vysı´lajı´cı´ tak prˇı´jı´majı´cı´ zarˇı´zenı´
• Ver - verze protokolu, v soucˇasne´m standardu musı´ by´t nulova´
• Protocol Type - oznacˇuje typ protokolu, ktere´mu patrˇı´ neseny´ packet (ra´mec)
• Checksum - kontrolnı´ soucˇet hlavicˇky GRE protokolu a nesene´ho packetu (ra´mce)
• Reserved1 - rezervova´n pro budoucı´ pouzˇitı´, v soucˇasne´ verzi musı´ by´t nulovy´
Protokol je pu˚vodneˇ koncipova´n jako plneˇ bezestavovy´. Tedy koncova´ zarˇı´zenı´ tunelu
nemohou zjistit prˇı´padny´ vy´padek zarˇı´zenı´ na druhe´m konci tunelu. V poslednı´ch imple-
mentacı´ch protokolu byla vsˇak prˇida´na mozˇnost odesı´la´nı´ keepalive zpra´v. Tyto odesı´lajı´
zapouzdrˇeny´ GRE IP packet v dalsˇı´m GRE zapouzdrˇenı´ (tedy dvojı´te´ zapouzdrˇenı´). Prˇijı´majı´cı´
strana pouze odstranı´ vneˇjsˇı´ zapouzdrˇenı´ a odesˇle odpoveˇd’ prˇı´mo z fyzicke´ho rohranı´,
cˇı´mzˇ je vyloucˇeno ovlineˇnı´ odpoveˇdi samtnou funkcı´ GRE protokolu. Dalsˇı´ vlastnostı´
teˇchto keepalive zpra´v je neza´vislost jejich zapnutı´ na obou koncı´ch tunelu. Je tedy mozˇne´
zapnout keepalive pouze na jednom konci tunelu (vyuzˇitı´ v prˇı´padeˇ topolofiı´ typu hub-
and-spoke)[7]. Maxima´lnı´ vyuzˇitelne´ MTU je u protokolu GRE 1462 Bytu˚.
3.0.2 L2TPv3
Protokol L2TPv3 je, jak uzˇ na´zev napovı´da´, 3. verzı´ tunelovacı´ho protokolu L2TP. Stejneˇ
jako GRE poskytuje virtua´lnı´ propoje, avsˇak s omezenı´m pouze na protokoly 2. vrstvy
ISO-OSI modelu. Je navrzˇen jako odlehcˇena´ alternativa protokolu MPLS. L2TPv3 je nesen
protokoly UDP nebo IP, pracujı´cı´m na 4. resp. 3. vrstveˇ ISO-OSI modelu. Standard pro
tento protokol je definova´n v RFC 3931 [7]. Podpora pro protokol L2TPv3 je integrova´na
v ja´dru operacˇnı´ho syste´mu Linux prostrˇednictvı´m modulu˚ l2tp eth a l2tp ip. Bohuzˇel
vsˇak veˇtsˇina distribucı´ neobsahuje ja´dro s podporou pro tyto moduly a je tedy nutna´
jeho rekompilace ze zdrojovy´ch ko´du˚.
3.0.2.1 Funkce Protokol opeˇt vytva´rˇı´ dalsˇı´ vrstvu v klasicke´m deˇlenı´ podle ISO-OSI
modelu. Prˇi sve´ funkci vsˇak vyuzˇı´va´ kromeˇ standartnı´ch zpra´v, nesoucı´ch samotna´ data
zapouzdrˇene´ho protokolu, take´ zpra´vy slouzˇı´cı´ k rˇı´zenı´ sve´ funkce.
Vy´znam jednotlivy´ch cˇa´stı´ hlavicˇky rˇı´dı´cı´ zpra´vy protokolu L2tpv3 z obra´zku 8:
• 32 nulovy´ch bitu˚ - Session ID oznacˇujı´cı´ rˇı´dı´cı´ zpra´vu (pouze pro L2tpv3 prˇes IP)
• T - bit oznacˇujı´cı´ rˇı´dı´cı´ zpra´vu
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Obra´zek 8: Hlavicˇka protokolu L2tpv3 - rˇı´dı´cı´ zpra´va
• L - bit znacˇı´cı´ prˇı´tomnost pole s de´lkou zpra´vy
• Ver - verze protokolu, pro L2tpv3 vzˇdy nastavena na hodnotu 3
• Control Connection ID - identifikace konkre´tnı´ho kontrolnı´ho spojenı´
• Nr - sekvencˇnı´ cˇı´slo zpra´vy
• Ns - sekvencˇnı´ cˇı´slo ocˇeka´va´ne´ v na´sledujı´cı´ zpra´veˇ
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Obra´zek 9: Hlavicˇka protokolu L2tpv3 - datova´ zpra´va
Vy´znam jednotlivy´ch cˇa´stı´ hlavicˇky datova´ zpra´vy protokolu L2tpv3 z obra´zku 9:
• Session ID - cˇı´slo relace, k nı´zˇ na´lezˇı´ zpra´va
• Cookie - prˇirˇazuje zpra´vu k dane´ relaci - doplnˇujı´cı´ identifika´tor k session ID
• S - bit oznacˇuje prˇı´tomnost sekvencˇne´ho cˇı´sla
• Sequence Number - sekvencˇnı´ cˇı´slo, urcˇujı´cı´ porˇadı´ zpra´v
Protokol nabı´zı´ prˇedevsˇı´m spolehlivy´ prˇenos dat, dı´ky vyuzˇitı´ kontrolnı´ho soucˇtu
v prˇı´padeˇ vyuzˇitı´ protokolu UDP, v prˇı´padeˇ vyuzˇitı´ IP je tato vlastnost do urcˇite´ mı´ry
suplova´na rˇı´dı´cı´mi zpra´vami. Cenou za to je vysˇsˇı´ zatı´zˇenı´ linek samotny´ch protokolem,
dı´ky vyuzˇitı´ zmı´neˇny´ch rˇı´dı´cı´ch zpra´v. Funkce protokolu je oproti GRE znacˇneˇ pokrocˇilejsˇı´
a jejı´ popis nenı´ cı´lem te´to pra´ce. Maxima´lnı´ vyuzˇitelne´ MTU prˇi pouzˇitı´ tohoto pro-
tokolu je, stejneˇ jako v prˇı´padeˇ GRE, 1462 Bytu˚, v prˇı´padeˇ pouzˇitı´ IP jako transportnı´ho
protokolu [7].
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3.0.3 Porovna´nı´ tunelovacı´ch protokolu˚
Oba vy´sˇe uvedene´ protkoly nabı´zı´ vytva´rˇenı´ tunelu˚, nesoucı´ch protokoly 2. vrstvy ISO-
OSI modelu. U L2TPv3 se navı´c jedna´ o spolehliveˇjsˇı´ a propracovaneˇjsˇı´ vitua´lnı´ spoje.
Maxima´lnı´ MTU je u obou protokolu˚ shodne´.
Pro vyuzˇitı´ v tunelovacı´m serveru Virtlabu byla klı´cˇova´ podpora pro tyto protokoly v
ja´drˇe operacˇnı´ho syste´mu Linux. V prˇı´padeˇ nasazenı´ L2TPv3 by bylo nutne´ rekompilovat
ja´dra sta´vajı´ch tunelovacı´ch serveru˚, cozˇ nebylo zˇa´doucı´. Proto byl pro realizaci zvolen
prtokol GRE. V prˇı´padeˇ budoucı´ potrˇeby, pouzˇı´t L2TPv3 tunelova´nı´, je jeho nasazenı´ do
existujı´cı´ aplikace pomeˇrneˇ jednoduchou za´lezˇitostı´.
3.0.4 Vytva´rˇenı´ vı´cena´sobny´ch propoju˚
Proble´mem, plynoucı´m z nutnosti zachovat sta´vajı´cı´ hardwarovou a softwarovou plat-
formu, byla nutnost vyuzˇı´t 1 verˇejne´ IP adresy na kazˇde´m existujı´cı´m tunelovacı´m serveru.
Dı´ky tomuto omezenı´ bylo mozˇno mezi jednotlivy´mi tunelovacı´mi servery vytvorˇit pouze
jeden tunel. Jako optima´lnı´ rˇesˇenı´ bylo tedy mozˇno zvolit jeden z teˇchto sce´na´rˇu˚:
• Vyuzˇı´t mozˇnosti dvojı´ho zapouzdrˇenı´ a tedy v hlavnı´m GRE tunelu, vytvorˇene´m
mezi lokalitami s pomocı´ jejich verˇejny´ch IP adres, tvorˇit dalsˇı´ GRE tunely s vyuzˇitı´m
adres privatnı´ho rozsahu prˇideˇlene´mu kazˇde´mu tunelovacı´mu serveru 11
• Vyuzˇı´t rozdeˇlenı´ provozu v hlavnı´m GRE tunelu znacˇkova´nı´m L2 ra´mcu˚ pomocı´
standardu IEEE 802.1Q (tzv. VLAN tagging) 10
Vy´hodou VLAN znacˇkova´nı´ je veˇtsˇı´ vyuzˇitelne´ MTU (1462 Bytu˚ oproti 1438 Bytu˚m
u dvojı´ho GRE zapouzdrˇenı´). Naopak nevy´hodou tohoto znacˇkova´nı´ je omezeny´ pocˇet
vytva´rˇeny´ch VLAN. U dvojı´ho zapouzdrˇenı´ je take´ nutne´ nastavit smeˇrova´nı´ tunelo-
vacı´ho serveru s ohledem na dostupnost priva´tnı´ch rozsahu˚ IP adres pouzˇity´ch v os-
tatnı´ch lokalita´ch.
S ohledem na tyto skutecˇnosti jsem zvolil VLAN znacˇkova´nı´. Pro pouzˇitı´ v soucˇasne´m
stavu Virtlabu, je plneˇ dostacˇujı´cı´ maxima´lnı´ mozˇny´ pocˇet VLAN sı´tı´. V prˇı´padeˇ ne-
dostatku je mozˇne´ malou u´pravou prˇejı´t na dvojı´ zapouzdrˇenı´ GRE prˇı´padnı´ na kom-
binaci obou rˇesˇenı´.
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Obra´zek 10: Na´vrh vytva´rˇenı´ propoju˚ pomocı´ technologie 802.1Q
Obra´zek 11: Na´vrh vytva´rˇenı´ propoju˚ s vyuzˇitı´m vı´cena´sobne´ho GRE zapouzdrˇenı´
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3.1 Sce´na´rˇe vytva´rˇenı´ virtua´lnı´ch propoju˚
S ohledem na funkci pu˚vodnı´ho rˇesˇenı´ tunelovacı´ho serveru a pozˇadavek na jejı´ zefek-
tivneˇnı´ jsem dospeˇl k teˇmto sce´na´rˇu˚m vytva´rˇenı´ virtua´lnı´ch propoju˚:
3.1.1 Propoj zarˇı´zenı´ v ra´mci loka´lnı´ instance Virtlabu
Propoj zarˇı´zenı´ v ra´mci loka´lnı´ instance Virtlabu je nutno rˇesˇit ve dvou samostatny´ch
prˇı´padech. V nejjednodusˇsˇı´m prˇı´padeˇ je potrˇeba propojit dveˇ koncova´ zarˇı´zenı´, bez nut-
nosti zachyta´vat provoz na vytvorˇenı´m propoji. Zde lze vycha´zet z faktu, zˇe kazˇde´ zarˇı´zenı´
v soucˇasne´m konceptu prˇipojene´ k instanci Virtlabu ma´ definova´nu svou VLAN. V prˇı´padeˇ
existence vı´ce Multiplexeru˚ v ra´mci jedne´ instance jsou tyto navza´jem propojeny Trunk
linkou, ktera´ nese ra´mce vsˇech VLAN k teˇmto multiplexeru˚m prˇipojeny´ch. Lze tedy jed-
nudusˇe prove´st propojenı´ dvou prvku˚ zmeˇnou VLAN ID, na Multiplexerech prˇipojeny´ch
zarˇı´zenı´, na shodna´.
Obra´zek 12: Propojenı´ loka´lnı´ch zarˇı´zenı´
V prˇı´padeˇ nutnosti zachyta´va´nı´ provozu na dane´m provozu se propojenı´ VLAN dany´ch
zarˇı´zenı´ provede na samotne´m tunelovacı´m serveru. V tomto prˇı´padeˇ lze vyjı´t z konceptu
pu˚vodnı´ implementace, kdy jsou ra´mce VLAN vsˇech zarˇı´zenı´, dane´ instance Virtlabu,
neseny Trunk linkou azˇ na fyzicke´ rozhranı´ tunelovacı´ho serveru. Na tomto rozhranı´ se
vytvorˇı´ rozhranı´ pro kazˇdou z propojovany´ch VLAN. Tyto jsou na´sledneˇ prˇemosteˇny
rozhranı´m typu Bridge, na ktere´m jsou na´sledneˇ zachyta´va´ny ra´mce.
3.1.2 Propoj zarˇı´zenı´ v odle´hle´ instanci se zarˇı´zenı´m v loka´lnı´ instanci Virtlabu
Pokud jsou propojovana´ zarˇı´zenı´ umı´steˇna´ v ru˚zny´ch instancı´ch , je nutne´ vytvorˇit propoj
take´ mezi teˇmito lokalita. Zde se aplikuje, vy´sˇe zmı´nˇena´ metoda, vytva´rˇenı´ VLAN na
GRE tunelu, propojujı´cı´m jednotlive´ instance Virtlabu. Po vytvorˇenı´ patrˇicˇny´ch VLAN
rozhranı´ na obou koncı´ch tunelu, je nutne´ vytvorˇit rovneˇzˇ rozhranı´ pro VLAN propojo-
vany´ch zarˇı´zenı´ na rozhranı´ch s prˇipojenou Trunk linkou k Multiplexeru. Na´sledneˇ jsou
vytvorˇeny prˇemost’ujı´cı´ rozhranı´, pro propojenı´ koncu˚ tunelu˚ a odpovı´dajı´cı´ch VLAN
rozhranı´ pro propojovane´ prvky.
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Obra´zek 13: Propojenı´ loka´lnı´ch zarˇı´zenı´ s mozˇnostı´ zachyta´va´nı´ provozu
Obra´zek 14: Propojenı´ loka´lnı´ho a vzda´lene´ho zarˇı´zenı´
V prˇı´padeˇ potrˇeby zachyta´va´nı´ provozu, je provoz zachyta´va´n na prˇemost’ujı´cı´m rozhranı´
loka´lnı´ instance Virtlabu.
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3.1.3 Propoj zarˇı´zenı´ ve dvou odlehly´ch instancı´ch
V prˇı´padeˇ instance Virtlabu, ktera´ nema´ zˇa´dna´ vlastnı´ loka´lnı´ zarˇı´zenı´, je postup obdobny´
s prˇedchozı´m prˇı´padem. Na vzda´leny´ch instancı´ch, ve ktery´ch se nacha´zejı´ propojovane´
prvky, jsou vytvorˇeny odpovı´dajı´cı´ VLAN rozhranı´ na Trunk linka´ch k Multiplexeru˚m,
tyto jsou pote´ prˇemosteˇny s VLAN rozhranı´mi na koncovy´ch rozhranı´ch propojujı´ch
GRE tunelu˚. Na loka´lnı´ instanci Virtlabu jsou na´sledneˇ prˇemosteˇny koncova´ rozhranı´
teˇchto GRE tunelu˚.
Obra´zek 15: Propojenı´ dvou vzda´leny´ch zarˇı´zenı´
V prˇı´padeˇ potrˇeby zachyta´va´nı´ provozu, je provoz opeˇt zachyta´va´n na prˇemost’ujı´cı´m
rozhranı´ loka´lnı´ instance Virtlabu. V prˇı´padeˇ tohoto sce´na´rˇe je mozˇny´ alternativnı´ postup,
kdy je propoj veden prˇı´mo mezi vzda´leny´mi instancemi. Nenı´ vsˇak pote´ mozˇno zachyta´vat
provoz na loka´lnı´ instanci.
3.2 Vy´beˇr programovacı´ho jazyka, na´stroju˚ a technologiı´
Vy´beˇr programovacı´ho jazyka u kazˇde´ho projektu ovlivnujı´ prˇedevsˇı´m pozˇadavky na
podobu a vlastnosti vy´sledne´ho produktu. Neme´neˇ du˚lezˇity´m krite´riem jsou ovsˇem take´
znalosti programa´tora.
Vzhledem k me´ oblibeˇ programovacı´ho jazyku C#, potazˇmo tedy i platformy .NET,
jsem od pocˇa´tku zvazˇoval implementacaci v tomto jazyku. Vzhledem k nutnosti pouzˇitı´
19
Open Source rˇesˇenı´ a nasazenı´ produktu na platformeˇ Linux jsem nakonec k imple-
mentaci zvolil projekt Mono.
Projekt Mono si klade za cı´l vytvorˇenı´ sady vy´vojovy´ch na´stroju˚ a beˇhove´ho prostrˇedı´,
bitoveˇ kompatibilnı´ho s platformou .NET. Je vyvı´jen od roku 2004 a na jeho vy´voji se
podı´lela spolecˇnost Novell spolecˇneˇ s pocˇetnou komunitou neza´visly´ch vy´voja´rˇu˚. V soucˇasne´
dobeˇ je projekt veden spolecˇnostı´ Xamarin, zalozˇenou pu˚vodnı´m autorem projektu Miguel
de Icaza. Mono je multiplatformnı´, s distribucemi dostupny´mi pro platformy Linux, Win-
dows, MAC OS a dalsˇı´. Podporuje take´ rˇadu programovacı´ch jazyku˚, pocˇı´naje C# a Java
prˇes Python azˇ po Ruby cˇi F#. Jeho cı´lem je v soucˇasne´ dobeˇ prˇedevsˇı´m plna´ imple-
mentace vlastnostı´ .NET Frameworku 4.0. Soucˇa´stı´ tohoto cı´le je take´ implementace API
kompatibilnı´ho s API pu˚vodnı´ho .NET Frameworku spolecˇnosti Microsoft [6].
Po analy´ze projektu jsem musel urcˇit zpu˚soby jaky´mi budou realizova´ny vy´sˇe uve-
dene´ sce´na´rˇe s ohledem na mozˇnosti, ktere´ jazyk C# v tomto projektu nabı´zı´.
3.2.1 Pozˇadavky
Pouzˇity´ jazyk, potazˇmo tedy C# v projektu Mono, musı´ by´t schopen:
• Vytva´rˇet GRE tunely
• Vytva´rˇet rozhranı´ pro jednotlive´ VLAN znacˇkovane´ sı´teˇ
• Prˇemost’ovat jednotliva´ rozhranı´
• Nastavovat konfiguraci Multiplexeru˚
Vytva´rˇenı´ a prˇemost’ova´nı´ jednotlivy´ch rozhranı´ prova´dı´ prˇı´mo ja´dro syste´mu Linux.
Pro komunikaci s ja´drem vyuzˇı´vajı´ programy v uzˇivatelske´m prostoru prˇedevsˇı´m tzv.
Netlink socketu˚. Tyto sockety jsou specia´lnı´ verzi obecny´ch socketu˚ (pouzˇı´va´ AF NETLINK
socket family)[2].
Tento typ socketu˚ bohuzˇel nenı´ v projektu Mono prˇı´mo podporova´n. Jelikozˇ kni-
hovny zodpovı´dajı´cı´ za sockety jsou momenta´lneˇ ve stavu, kdy jejich funkcionalita odpovı´da´
jejich ekvivalentu˚m ve frameworku .NET, je tento fakt pochopitelny´ (syste´m Windows
vyuzˇı´va´ odlisˇne´ho principu komunikace).Rˇesˇenı´ tohoto proble´mu se nabı´dlo v podobeˇ
vyuzˇitı´ externı´ch na´stroju˚, ktere´ budou popsa´ny da´le.
20
Dalsˇı´m pozˇadavkem bylo nastavova´nı´ konfigurace Multilayer prˇepı´nacˇe slouzˇı´cı´ho
jako Multiplexer. Pro tento prˇı´pad lze nejle´pe vyuzˇı´t protokolu SNMP, ktery´ byl k tomutu
u´cˇelu prˇı´mo vytvorˇen. Podpora tohoto protokolu nenı´ prˇı´tomna prˇı´mo v projektu Mono,
avsˇak jsou k dispozici Open Source knihovny pro tento protokol [6].
3.2.2 Pouzˇite´ na´stroje a technologie
Vzhledem k urcˇity´m omezenı´m, dany´m pouzˇity´m programovacı´m jazykem, bylo nutne´
najı´t na´stroje, ktere´ umozˇnı´ dosazˇenı´ ocˇeka´vane´ funkcionality. Prˇi hleda´nı´ jsem se zameˇrˇil
prˇedevsˇı´m na na´stroje intergrovane´ v nejnoveˇjsˇı´ch verzı´ch distribucı´ operacˇnı´ho syste´mu
Linux.
3.2.2.1 Iproute2 Tento na´stroj, integrovany´ ve veˇtsˇineˇ distribucı´ syste´mu Linux, posky-
tuje mozˇnost nastavovat a vytva´rˇet rozhranı´, prˇemost’ovat je a mnoho dalsˇı´ch funkcı´.
Toho dociluje posı´la´nı´m pozˇadavku˚ ja´dru syste´mu prˇes vy´sˇe zmı´neˇne´ Netlink sockety.
Na´stroj v soucˇasne´ dobeˇ vyvı´jı´ Stephen Hemminger. Hlavnı´m cı´lem na´stroje je nahradit
dosud hojneˇ pouzˇı´vane´ na´stroje ifconfig, route, vconfig a dalsˇı´ [10].
Iproute2 je robustnı´ a spolehlivy´ konzolovy´ na´stroj. Nevy´hodou je mnohdy sˇpatna´
dokumentace, cozˇ je ovsˇem prˇı´pad veˇtsˇiny, bourˇliveˇ se rozvı´jejı´cı´ch, Open Source pro-
jektu˚.
Ze schopnostı´ na´stroje uvedu neˇkolik prˇı´padu˚, ktere´ jsem vyuzˇil prˇi realizova´nı´ vy´sˇe
uvedeny´ch sce´na´rˇu˚ vytva´rˇenı´ virtua´lnı´ch propoju˚
• Vytvorˇenı´ VLAN rozhranı´
#ip link add link eth0 type vlan name eth0.20 id 20
Tento prˇı´klad vytvorˇı´ VLAN rozhranı´ s id 20, ktere´ se bude jmenovat eth0.20 a bude
vytvorˇeno nad rozhranı´m eth0.
• Odstraneˇnı´ VLAN rozhranı´
#ip link delete eth0.20 type vlan
Tento prˇı´klad odstranı´ existujı´cı´ VLAN rozhranı´ eth0.20.
• Vytvorˇenı´ GRE tunelu
#ip link add gre1 type gretap local 10.0.0.1 remote 192.0.2.1 ttl 255
Pomocı´ tohoto prˇı´kazu bude vytvorˇen koncovy´ bod tunelu gre1. Tunel bude defi-
nova´n loka´lnı´ IP adresou 10.0.0.1 a vzda´lenou IP adresou 192.0.2.1. Ttl v zapouzdrˇujı´cı´ch
IP packetech tunelu bude nastaveno na hdonotu 255.
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• Osdtraneˇnı´ GRE tunelu
#ip link del gre1 type gretap
Obdobneˇ, jako v prˇı´padeˇ VLAN rozhranı´, provede odstraneˇnı´ rozhranı´ GRE tunelu
gre1.
• Nastavenı´ rozhranı´ do stavu up
#ip link set eth0 up
Nastavı´ rozhranı´ erh0 do stavu up.
• Nastavenı´ MTU dane´ho rozhranı´
#ip link set eth0 mtu 1500
Nastavı´ MTU na rozhranı´ eth0 na hodnotu 1500.
3.2.2.2 Brctl Na´stroj Brctl slouzˇı´ prˇedevsˇı´m k vytva´rˇenı´ logicky´ch rozhranı´ prˇemost’ujı´cı´ch
jina´ rozhranı´. Umozˇnˇuje take´ u´pravu teˇchto rozhranı´ [10].
Tento na´stroj sice nenı´ v beˇzˇny´ch distribucı´ch syste´mu Linux dostupny´ ve vy´chozı´m
stavu, avsˇak je jej mozˇno zı´skat instalacı´ z repozita´rˇu˚ v ra´mci balı´ku bridge-utils pomocı´
prˇı´kazu
#apt-get install bridge-utils
Ze schopnostı´ na´stroje opeˇt uvedu neˇkolik prˇı´padu˚, ktere´ jsem vyuzˇil prˇi realizova´nı´
vy´sˇe uvedeny´ch sce´na´rˇu˚ vytva´rˇenı´ virtua´lnı´ch propoju˚. Nutno dodat, zˇe na´stroj je zameˇrˇen
vy´hradneˇ na mostova´ rozhranı´ a tedy jeho schopnosti jsou omezeny pouze na tato rozhranı´
na rozdı´l od multifunkcˇnı´ho iproute2.
• Vytvorˇenı´ a odstraneˇnı´ rozhranı´ typu Bridge
#brctl addbr br1
Vytvorˇı´ rozhranı´ br1 typu bridge.
#brctl delbr br1
Analogicky toto rozhranı´ odstranı´.
• Prˇı´da´nı´ a odstraneˇnı´ rozhranı´ urcˇeny´ch k prˇemosteˇnı´
#brctl addif br1 eth0
Prˇida´ rozhranı´ eth0 k prˇemost’ujı´cı´mu rozhranı´ br1.
#brctl delif br1 eth0
Odstranı´ toto rozhranı´ z mostnı´ho rozhranı´ br1.
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3.2.2.3 Modprobe Na´stroj modprobe, je kozolova´ aplikace, jejı´mzˇ urcˇenı´m je prˇipojova´nı´
a odpojova´nı´ modulu˚ k ja´dru operacˇnı´ho syste´mu Linux. Autorem je Rusty Russell a v
soucˇasne´ dobeˇ je udrzˇova´n v ra´mci balı´ku module-init-tools Jonem Mastersem[10].
Vyuzˇitı´ na´stroje v aplikaci je omezeno na odstraneˇnı´ VLAN, GRE a mostnı´ch rozhranı´,
prˇi spusˇteˇnı´ programu.
Prˇı´klady pouzˇitı´ na´stroje
• Prˇipojenı´ a odpojenı´ modulu
#modprobe ip_gre
Prˇipojı´ modul ip gre k ja´dru syste´mu.
#modprobe -r ip_gre
Odpojenı´ dane´ho modulu.
3.2.2.4 SNMP Pro u´pravu konfiguraci Multiplexeru˚ jsem vybral protokol SNMP, konkre´tneˇ
jeho nejnoveˇjsˇı´ podobu SNMPv3. Prokol umozˇnˇuje sledovat sı´t’ove´ prvky a meˇnit jejich
konfiguraci. Je definova´n v neˇkolika ru˚zny´ch RFC. SNMPv3 je teˇmito RFC definova´no
jako tzv. Full Standard, cozˇ popisuje RFC s nejvysˇsˇı´m stupneˇm vyzra´losti.
Architektura protokolu je zalozˇena na dvojici Manager - Agent. Agent je software na
spravovane´m zarˇı´zenı´, ktery´ zarˇizuje zı´ska´va´nı´ dat z tohoto zarˇı´zenı´. Manager je soft-
ware pro prˇı´jem, zpracova´nı´ a interpretaci teˇchto dat. Data jsou na spravovane´m zarˇı´zenı´
ulozˇena v tzv. MIB, cozˇ je stromova´ databa´ze jednotlivy´ch OID, tedy promeˇnny´ch, ktere´
mu˚zˇe cˇı´st a upravovat Agent. SNMP pracuje na 7. vrstveˇ ISO-OSI modelu, tedy na vrstveˇ
Aplikacˇnı´. Na Transportnı´ vrstveˇ je prˇena´sˇeno protokolem UDP a vyuzˇı´va´ porty 161 a
162[7].
Pro SNMP je definova´no neˇkolik typu˚ zpra´v. Specifickou vlastnostı´ SNMPv3 je prˇida´nı´
autentizace a zabezpecˇenı´m. Konkre´tneˇ podporuje tyto u´rovneˇ
• noAuthNoPriv - poskytuje autentizaci prˇes uzˇivatelske´ jme´no
• authNoPriv - poskytuje autentizaci pomocı´ MD5 nebo SHA algoritmu˚
• authPriv - poskytuje autentizaci pomocı´ MD5 nebo SHA algoritmu˚ a kryptova´nı´
pomocı´ algoritmu DES
Konkre´tnı´ pouzˇitı´ protokolu SNMP v aplikaci tunelovacı´ho serveru bude popsa´no v
kapitole 4.
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4 Implementace
4.1 Vy´vojove´ prostrˇedı´
Prˇi implementaci bylo jako vy´vojove´ prostrˇedı´ pouzˇito IDE Monodevelop s frameworkem
Mono ve verzi 2.10.8, beˇzˇı´cı´ na operacˇnı´m syste´mu Ubuntu 11.10. Pouzˇity´ jazyk byl jizˇ
zmı´neˇny´ C#. Projekt byl kompilova´n pro nejnoveˇjsˇı´ verzi .NET frameworku 4.0.
Pouzˇite´ IDE je vyvı´jeno v ra´mci projektu Mono. Poskytuje vsˇak mnohdy pouze za´kladnı´
funkcionalitu, oproti IDE Visual Studio spolecˇnosti Microsoft, ktere´ je urcˇeno pro plat-
formu Windows.
4.2 Architektura
Z vy´chozı´ch pozˇadavku˚ a pozˇadavku˚ vyply´vajı´cı´ch z analy´zy, se jevilo zrˇejme´, imple-
mentovat aplikaci jako vı´cevla´knovou. Jako vy´chozı´ na´vrhovy´ vzor pro architekturu jsem
pouzˇil vzor Producent-Konzument.
Obra´zek 16: Na´vrhovy´ vzor Producent - Konzument
Program tedy je rˇesˇen 3 vla´kny, kdy jedno vla´kno je v roli konzumenta a zbyle´ jsou
producenti. Vzhledem k male´mu beˇzˇne´mu vy´konu producentu˚ je toto rˇesˇenı´ dostacˇujı´cı´.
V prˇı´padeˇ potrˇeby je mozˇne´, po maly´ch u´prava´ch, prˇidat vı´ce konzumujı´cı´ch vla´ken pro
veˇtsˇı´ rychlost tunelovacı´ho serveru.
Na obra´zku lze videˇt 2 produkujı´cı´ vla´kna, ktere´ se starajı´ o komunikaci s nadrˇı´zeny´mi
komponentami Virtlabu (pomocı´ protokolu TCP) a tunelovacı´mi servery ve vzda´leny´ch
lokalita´ch (komunikace pomocı´ protokolu UDP).
4.3 Struktura programu
Program se skla´da´ ze 2 projektu˚. Tyto se da´le deˇlı´ podle na´sledujı´cı´ struktury.
• CoreLogic
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Obra´zek 17: Implementovany´ na´vrhovy´ vzor Producent - Konzument
– Comm.cs
– Control.cs
– CustomConfig.cs
– Main.cs
• TunnUtil
– DatabaseUtil.cs
– ExternalToolsCalls.cs
– LogUtil.cs
– ParseUtil.cs
– PcapUtil.cs
– SnmpUtil.cs
– Structs.cs
Tı´mto rozdeˇlenı´m je zarucˇena jista´ modularita programu. Program samotny´ je kon-
cipova´n s urcˇitou mı´rou jednoduchosti, tedy prˇı´lisˇna´ modularita je s tı´mto v prˇı´me´m
rozporu.
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4.4 Ja´dro programu
Ja´dro programu je v architekturˇe kunzumujı´cı´m vla´knem. Je tvorˇeno projektem typu kon-
zolova´ aplikace a jsou v neˇm, kromeˇ hlavnı´ trˇı´dy Main, obsazˇeny take´ trˇı´dy slouzˇı´cı´ ke
komunikaci aplikace s nadrˇı´zeny´mi komponentami Virtlabu a ostatnı´mi tunelovacı´mi
servery.
Je tvorˇeno projektem CoreLogic.
• Comm.cs
• Control.cs
• CustomConfig.cs
• Main.cs
4.4.1 Trˇı´da Main
Za´kladem hlavnı´ trˇı´dy Main, ja´dra aplikace, je nekonecˇna´ smycˇka 1, ktera´ provadı´ vyzveda´va´nı´
u´loh z fronty u´loh a jejich na´sledne´ vykona´va´nı´. Smycˇka za´rovenˇ prˇerusˇuje beˇh vla´kna
v prˇı´padeˇ, kdy nenı´ ve fronteˇ k dispozici u´loha ke zpracova´nı´. U´lohy jsou do fronty
ukla´da´ny z vla´ken urcˇeny´ch pro komunikaci s okolı´m, ktera´ budou popsa´na da´le. Fronta
je typu ConcurrentQueue, tedy neblokujı´cı´, vla´knoveˇ bezpecˇna´ fronta. Tento typ fronty byl
prˇida´n v .NET 4.0.
while (true) {
if (mainQueue.TryDequeue (out tmp)) {
Execute (tmp);
} else {
sig .Reset () ;
sig .WaitOne ();
}
}
Vy´pis 1: Hlavnı´ smycˇka
Tato hlavnı´ trˇı´da take´ obsahuje veˇtsˇinu struktur, slouzˇı´cı´ch k ukla´da´nı´ stavu rozhranı´
tunelovacı´ho serveru. Tyto struktury jsou popsa´ny da´le v te´to kapitole.
Da´le trˇı´da Main obsahuje tyto metody
• public static void Main (string[] args) - Hlavnı´ metoda aplikace, volana´ prˇi spusˇteˇnı´.
Obsahuje prˇedevsˇı´m hlvnı´ smycˇku.
• private static void LoadConfiguration() - Prova´dı´ nacˇtenı´ konfigurace z konfiguracˇnı´ho
souboru do prˇipraveny´ch polı´ a promeˇnny´ch.
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• private static void Execute(Task task) - Zpracova´va´ u´lohu vyzvednutou z fronty a vola´
metody, ktere´ prova´dı´ proces vytvorˇenı´ spojenı´.
– Task task - u´loha, vyzvednuta´ z frotny hlavnı´ smycˇkou programu
• private static void CreateConnection() - Zajisˇt’uje vytvorˇenı´ patrˇicˇny´ch za´zna´mu˚ ve
struktura´ch drzˇı´cı´ch informace o vytvorˇeny´ch propojı´ch. Tato metoda je prˇetı´zˇena.
– private static void CreateConnection(string[] input, Socket socket) - Spousˇtı´ ini-
ciaci procesu vytva´rˇenı´ propoje, v prˇı´padeˇ pozˇadavku ze strany loka´lnı´ in-
stance Virtlabu/uzˇivatele. Zajisˇt’uje take´ overˇenı´ zda dany´ propoj jizˇ existuje a
odesla´nı´ odpoveˇdi uzˇivateli.
∗ string[] input - rozdeˇleny´ vstupnı´ rˇeteˇzec
∗ Socket socket - Socket, prˇes ktery´ je prˇipojen uzˇivatel/nadrˇazena´ kompo-
nenta Virtlabu
– private static void CreateConnection(Msg message, EndPoint ep) Spousˇtı´ iniciaci
procesu vytva´rˇenı´ propoje, v prˇı´padeˇ pozˇadavku ze strany vzda´lene´ instance
Virtlabu.
∗ Msg message - zpra´va odeslana´ vzda´leny´m tunelovacı´m serverem
∗ EndPoint ep - lokace vzda´lene´ho tunelovacı´ho serveru
• private static void ConnectionCreated(Msg message) - Prova´deˇna po potvrzenı´, zaslane´m
vzda´lnou instancı´ Virtlabu. Dokoncˇuje proces vytvorˇenı´ spojenı´.
– Msg message - zpra´va, odeslana´ vzda´leny´m tunelovacı´m serverem, potvrzujı´cı´
vytvorˇenı´ spojenı´
• private static void RemoveConnection()- Zajisˇt’uje zneplatneˇnı´ patrˇicˇny´ch za´zna´mu˚ ve
struktura´ch drzˇı´cı´ch informace o vytvorˇeny´ch propojı´ch. Tato metoda je prˇetı´zˇena.
– private static void RemoveConnection(string[] input, Socket socket) - Spousˇtı´ iniciaci
procesu odstraneˇnı´ propoje, v prˇı´padeˇ pozˇadavku ze strany loka´lnı´ instance
Virtlabu/uzˇivatele. O u´speˇsˇne´m odstraneˇnı´ informuje uzˇivatele.
∗ string[] input - rozdeˇleny´ vstupnı´ rˇeteˇzec
∗ Socket socket - Socket, prˇes ktery´ je prˇipojen uzˇivatel/nadrˇazena´ kompo-
nenta Virtlabu
– private static void RemoveConnection(Msg message, EndPoint ep) Spousˇtı´ iniciaci
procesu vytva´rˇenı´ propoje, v prˇı´padeˇ pozˇadavku ze strany vzda´lene´ instance
Virtlabu.
∗ Msg message - zpra´va odeslana´ vzda´leny´m tunelovacı´m serverem
∗ EndPoint ep - lokace vzda´lene´ho tunelovacı´ho serveru
• private static void ConnectionRemoved(Msg message) - Dokoncˇuje proces odstraneˇnı´
propoje
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– Msg message - zpra´va, odeslana´ vzda´leny´m tunelovacı´m serverem, potvrzujı´cı´
odstraneˇnı´ spojenı´
• private static void ShowConnectionTable(Socket socket) - Vypisuje uzˇivateli obsah tab-
ulky spojeni.
– Socket socket - Socket, prˇes ktery´ je prˇipojen uzˇivatel.
• private static void ShowHelp(Socket socket) - Vypisuje uzˇivateli na´poveˇdu aplikace.
– Socket socket - Socket, prˇes ktery´ je prˇipojen uzˇivatel.
• private static string GenerateID() - Pomocna´ metoda, vytva´rˇejı´cı´ identifika´tor propoje.
• private static int Validate(String input) - Validuje uzˇivatelsky´ vstup a vracı´ druh zadane´ho
prˇı´kazu. Validace je rˇesˇena pouze za´kladnı´m zpu˚sobem, vzhledem k faktu, zˇe s ap-
likacı´ bude komunikovat pouze obsluha Virtlabu, nikoliv beˇzˇny´ uzˇivatel.
• private static void Setup() - Nastavuje u´vodnı´ konfiguraci aplikace. Vola´ metodu
LoadConfiguration(), pro nacˇtenı´ konfigurace. Da´le vytva´rˇı´ objekty pro komunikaci
s okolı´m a pro vola´nı´ externı´ch na´stroju˚. Navazuje take´ GRE tunely, pro kazˇdou
vzda´lenou instanci Virtlabu, nacˇtenou z konfiguracˇnı´ho souboru.
Cˇa´st metody pro vytva´rˇenı´ propoje je mozˇno nale´zt ve vy´pisu 7.
Po spusˇteˇnı´ programu je jako prvnı´ vola´na metoda Main. V te´to je nejprve zavola´na
metoda Setup, ktere´ nastavı´ vsˇe potrˇebne´. Da´le program pokracˇuje pru˚chodem hlavnı´
smycˇky. Pokud cˇeka´ neˇjaka´ u´loha ve fronteˇ, je tato vyzvednuta a vola´nı´m metody Execute
zpracova´na. Prˇi zpracova´nı´ je vyhodnoceno o jaky´ typ u´lohy se jedna´ a na´sledneˇ je za-
vola´na odpovı´dajı´cı´ metoda. Na´sledneˇ se prova´dı´ neˇktery´ ze sce´na´rˇu˚ vytva´rˇenı´ propoje,
prˇı´padneˇ jeho odstraneˇnı´.
Vzhledem k nutnosti, zachova´nı´ kompatibilituy se sta´vajı´cı´m rˇesˇenı´m, bylo nutne´
vyrˇesˇit proble´m vı´cena´sobne´ho vytva´rˇenı´ stejny´ch propoju˚. V pu˚vodnı´m rˇesˇenı´ totizˇ nadrˇazene´
komponenty Virtlabu zası´laly pozˇadavek na vytvorˇenı´ propoje jak na loka´lnı´ tunelo-
vacı´ server tak na tunelovacı´ server vzda´lene´ instance Virtlabu, ktera´ meˇla participo-
vat na vytva´rˇene´m propoji. V nove´ implementaci tunelovacı´ho serveru vsˇak jednotlive´
tunelovacı´ servery vyjedna´vajı´ propoje neza´visle na nadrˇazeny´ch komponenta´ch, tedy
by prˇi inicializaci vprocesu vytva´rˇenı´ propoje na obou praticipujı´cı´ch instancı´ch Virtlabu
docha´zelo k vytvorˇenı´ dvou duplikı´tnı´ch propoju˚. Toto je vyrˇesˇeno porovna´nı´m cˇasu˚ ini-
cializace procesu vytva´rˇene´ho propoje, kdy pozdeˇji vytva´rˇeny´ propoj nenı´ dokoncˇen.
Validace uzˇivatelske´ho vstupu je rˇesˇeno pomeˇrneˇ stroze, vzhledem k vy´lucˇne´mu pouzˇitı´
uzˇivatelske´ho vstupu administra´torem Virtlabu a nadrˇazeny´mi komponentami Virtlabu.
Za´kladnı´ validace je rˇesˇena pomocı´ regula´rnı´ch vy´razu˚. Da´le je osˇetrˇeno navazova´nı´ vı´ce
stejny´ch propoju˚. Dalsˇı´ validace se vzhledem k odbornosti obsluhy, prˇı´padneˇ prˇesnosti
nadrˇazeny´ch komponent Virtlabu, jevı´ zbytecˇna´.
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4.4.2 Trˇı´da CustomConfig
V trˇı´deˇ CustomConfig je definova´na struktura konfiguracˇnı´ho souboru aplikace. Instance
te´to trˇı´dy je vyuzˇita v metodeˇ LoadConfiguration v ra´mci trˇı´dy Main.
V samotne´ trˇı´deˇ jsou definova´ny konfiguracˇnı´ elementy, kolekce teˇchto elementu˚ a
sekce konfiguracˇnı´ho souboru, ve ktery´ch se tyto vyskytujı´.
• Konfiguracˇnı´ element - popis konkre´tnı´ho prvku v kolekci, vcˇetneˇ jeho vlastnostı´.
• Kolekce elementu˚ - popis konkre´tnı´ho prvku v kolekci, vcˇetneˇ jeho vlastnostı´.
• Konfiguracˇnı´ sekce - popis konkre´tnı´ho prvku v kolekci, vcˇetneˇ jeho vlastnostı´.
Prˇı´klad konfiguracˇnı´ho souboru aplikace lze nale´zt v kapitole 5.
4.5 Komunikace
Pro komunikaci se vzda´leny´mi instancemi Virtlabu, loka´lnı´mi nadrˇazeny´mi komponen-
tami a uzˇivatelem, slouzˇı´ trˇı´dy Comm a Control. Instance teˇchto trˇı´d jsou vytvorˇeny prˇi
vola´nı´ metody Setup v hlavnı´ trˇı´deˇ Main.
Koncept komunikace mezi instancemi Virtlabu je zna´zorneˇn na obra´zku 18.
Obra´zek 18: Komunikace mezi tunelovacı´mi servery instancı´ Virtlabu
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4.5.1 Trˇı´da Comm
Tato trˇı´da nabı´zı´ metody pro komunikaci se vzda´leny´mi instancemi Virtlabu. Posı´la´ zpra´vy
vytvorˇene´ pomocı´ trˇı´dy Msg. Odesı´la´nı´ teˇchto zpra´v je realizova´no pomocı´ protokolu
UDP, metodou asynchronous callback, kdy je pro odesla´nı´ vyhrazeno dynamicky vla´kno,
z poolu vla´ken.
Trˇı´da obsahuje tyto metody:
• public Comm(IPEndPoint ep) - Konstruktor trˇı´dy. Provadı´ vytvorˇenı´ UDP socketu a
na´sledne´ sva´za´nı´ s nı´m. Za´rovenˇ se v neˇm spousˇtı´ asynchronı´ nasloucha´nı´ na tomto
socketu.
– IPEndPoint ep - koncovy´ bod tunelovacı´ho serveru loka´lnı´ instance Virtlabu
• public void Send(string data,MsgType type, int vlId, string connId, EndPoint ep) - Vytva´rˇı´
a zahajuje odesla´nı´ zpra´vy vzda´lene´ instanci Virtlabu.
– string data - datova´ cˇa´st zpra´vy, obsahuje string, ktery´ inicoval vytva´rˇenı´ spo-
jenı´
– MsgType type - typ zpra´vy, vı´ce o trˇı´deˇ Msg v cˇa´sti veˇnovane´ struktu˚ra´m
– int vlId - identifika´tor VLAN, ktera´ bude prˇena´sˇet ra´mce spojenı´ prˇes GRE
tunel
– string connId - identifika´tor vytva´rˇene´ho spoje
– EndPoint ep - koncovy´ bod vzda´lene´ instance Virtlabu, na ktery´ bude zpra´va
odesla´na
• private void SendCB(IAsyncResult asr) - Metoda volana´ po dokoncˇenı´ odesla´nı´ zpra´vy.
• private void ReceiveCB(IAsyncResult asr) - Metoda volana´ po prˇijetı´ zpra´vy. Vytva´rˇı´
z prˇijaty´ch bytu˚ instanci trˇı´dy Msg. Da´le vytvorˇı´ instanci trˇı´dy Task, do ktere´ za-
balı´ vytvorˇenou instanci zpra´vy, a zarˇazuje ji do fronty v trˇı´deˇ Main. Inicializuje
take´ pokracˇova´nı´ v beˇhu hlavnı´ho vla´kna. Ihned pote´ pokracˇuje v nasloucha´nı´ na
zadane´m socketu.
4.5.2 Trˇı´da Control
Tato trˇı´da nabı´zı´ metody pro komunikaci s komponentami loka´lnı´ instance Virtlabu,
prˇı´padneˇ uzˇivatelem. Komunikace je realizova´na pomocı´ protokolu TCP. Pouzˇita je opeˇt
metoda asynchronous callback, kdy je pro odesla´nı´ vyhrazeno dynamicky vla´kno, z poolu
vla´ken.
Trˇı´da obsahuje tyto metody:
• public Control (IPEndPoint ep) - Konstruktor trˇı´dy. Provadı´ vytvorˇenı´ TCP socketu,
na´sledne´ sva´za´nı´ s nı´m, a spusˇteˇnı´ asynchronı´ho nasloucha´nı´ na tomto socketu.
– IPEndPoint ep - koncovy´ bod tunelovacı´ho serveru loka´lnı´ instance Virtlabu
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• private void AcceptCB (IAsyncResult asr) - Prˇijme nove´ spojenı´ a okamzˇiteˇ spousˇtı´
opeˇtovne´ nasloucha´nı´ na socketu.
• private void ReceiveCB(IAsyncResult asr) - Metoda volana´ po prˇijetı´ zpra´vy. Vytva´rˇı´
z prˇijate´ho rˇeteˇzce instanci trˇı´dy Task, do ktere´ zabalı´ prˇijaty´ rˇeteˇzec, a zarˇazuje ji
do fronty v trˇı´deˇ Main. Inicializuje take´ pokracˇova´nı´ v beˇhu hlavnı´ho vla´kna. Ihned
pote´ pokracˇuje v nasloucha´nı´ na zadane´m socketu.
• public void Send (Socket tcpclient, String data) - Vytva´rˇı´ a zahajuje odesla´nı´ rˇeteˇzce na
TCP socketu prˇipojene´ho klienta.
– Socket tcpclient - TCP socket klienta
– String data - rˇeteˇzec urcˇeny´ k odesla´nı´
• private void SendCB (IAsyncResult asr) - Vola´na po prˇijetı´ rˇeteˇzce.
• private string Parser(string input) - Odstranuje z prˇijate´ho rˇeteˇzce symboly, souvisejı´cı´
s odesla´nı´m. Zbyly´ rˇeteˇzec je vra´cen k dalsˇı´mu zpracova´nı´.
Zde je nutno zmı´nit, zˇe koncept komunikace mezi instancemi Virtlabu nebyla v pu˚vodnı´m
konceptu implementova´na. K implemntaci toho konceptu vedla prˇedevsˇı´m snaha, o veˇtsˇı´
samostatnost aplikace tunelovacı´ho serveru.
4.6 Zachyta´va´nı´ provozu
Zachyta´va´nı´ provozu nelze rˇesˇit prˇı´mo v Mono projektu, jelikozˇ tento, z nizˇsˇı´ch vrstev
ISO-OSI modelu, nativneˇ podporuje pouze pra´ci s 3. a 4. vrstvou. Tedy bylo nutno hledat
rˇesˇenı´ v podobeˇ knihovny cˇi externı´ho na´stroje.
Prˇi hleda´nı´ jsem se mimo jine´ soustrˇedil i na mozˇne´ implementace knihovny libp-
cap, jezˇ je k zachyta´va´nı´ provozu prˇı´mo urcˇena. Nakonec se podarˇilo najı´t interface pro
komunikaci nebo iplmentaci te´to knihovny pro jazyk C# - knihovnu SharpPcap. Tuto kni-
hovnu vyvı´jı´ Chris Morgan s prˇispeˇnı´m mnoha neza´visly´ch vy´voja´rˇu˚. Je k dispozici jako
Open Source a poskytuje prˇı´stup ke knihovneˇ libpcap prˇı´padneˇ winpcap. Je tedy multiplat-
formnı´m rˇesˇenı´m vhodny´m jak pro pu˚vodnı´ .NET framework tak pro projekt Mono. Kni-
hovna existuje jizˇ ve verzi 4.0.1 a je tedy dostatecˇneˇ vyzra´la´ pro nasazenı´ do provozu[9].
4.6.1 Trˇı´da PcapUtil
Samotna´ trˇı´da, slouzˇı´cı´ k zachyta´va´nı´ provozu, ma´ na´zev Pcaputil a je umı´steˇna v druhe´m
projektu TunnUtil. Trˇı´da je staticka´.
Trˇı´da obsahuje tyto metody
• private static int FindDevice(string deviceName) - Najde zarˇı´zenı´ a vra´tı´ jeho index v
kolekci mozˇny´ch zachyta´vacı´ch zarˇı´zenı´.
– string deviceName - jme´no hledane´ho zarˇı´zenı´
31
• public static void DumpToFile(string deviceName, string capFile) - Metoda spustı´ zachyta´va´nı´
provozu na dane´m zarˇı´zenı´. Data budou ukla´da´ny do zadane´ho souboru. Metoda
nejdrˇı´ve najde rozhranı´ a prˇepne jej do promiskuitnı´ho modu. Na´sledneˇ vytvorˇı´ in-
stanci trˇı´dy CaptureFileWriterDevice, ktera´ slouzˇı´ k samotne´mu za´pisu do souboru.
Nakonec registruje uda´lost device OnPacketArrival, ktera´ bude vesˇkery´ prˇı´chozı´ provoz
zapisovat pomocı´ vytvorˇene´ho zarˇı´zenı´ do souboru.
– string deviceName - jme´no zarˇı´zenı´, na ktere´m se bude zachyta´vat provoz
– string capFile - jme´no souboru, do ktere´ho budou zachycena´ data ulozˇena
• public static void StopDump(string deviceName) - zastavı´ zachyta´va´nı´ na dane´m zarˇı´zenı´
– string deviceName - jme´no zarˇı´zenı´, na ktere´m bude ukoncˇeno zachyta´va´nı´
provozu
• private static void device OnPacketArrival(object sender, CaptureEventArgs e) - Uda´lost
prˇi prˇı´chodu packetu na rozhranı´, tento zapı´sˇe do souboru.
4.7 Databa´ze
Databa´ze v projektu zastupuje pouze urcˇitou formu archivace nava´zany´ch spojenı´. Provoznı´
data jsou ukla´da´ny ve struktura´ch prˇı´mo v pameˇti. Nicme´neˇ v budoucnu bude mozˇno
program rozsˇirˇovat, tak lze pouzˇı´t tento, jizˇ vytvorˇeny´, modul.
V za´jmu vyuzˇitı´ existujı´cı´ databa´ze typu MySQL, jsem hledal vhodne´ ORM s pod-
porou pro tuto databa´zi, v idea´lnı´m prˇı´padeˇ zalozˇene´ na technologii Linq. Bohuzˇel ex-
istujı´cı´ Open Source rˇesˇenı´ nejsou ani zdaleka ve stavu vhodne´m pro nasazenı´ (prik-
lad). Existujı´ vsˇak komercˇnı´ rˇesˇenı´, jezˇ jsou vyzra´la´ a plneˇ funkcˇnı´, avsˇak z podstaty
nepouzˇitelna´ ve vytva´rˇene´m programu (priklad).
Pro demonstraci funkcˇnosti prˇı´stupu do MySQL databa´ze sem tedy zvolil prˇı´stup bez
pouzˇitı´ jake´hokoliv ORM. Pro u´cˇely te´to aplikace, je toto dostacˇujı´cı´ rˇesˇenı´.
4.7.1 Trˇı´da DatabaseUtil
Prˇı´stup k databa´zi rˇesˇı´ trˇı´da DatabaseUtil, ktera´ obsahuje tyto metody
• public DatabaseUtil (string inConnString) - Konstruktor trˇı´dy. Jako vstup ma´ prˇipojovacı´
rˇeteˇzec k databa´zi.
– string inConnString - prˇipojovacı´ rˇeteˇzec k databa´zi
• private void DatabasePrepare() - Vytva´rˇı´ tabulku, pro ukla´da´nı´ archivovany´ch spojenı´.
• public void DatabaseInsert(Connection archivedConn) - Po zavola´nı´ provede vlozˇenı´
archivovane´ho spojenı´ do databa´ze.
– Connection archivedConn - propoj urcˇeny´ k vlozˇenı´ do databa´ze
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4.8 Vola´nı´ externı´ch na´stroju˚
Jednou z nejdu˚lezˇiteˇjsˇı´ch cˇa´stı´ programu, je trˇı´da ExternalToolsCalls. Metody definovane´ v
te´to trˇı´deˇ zajisˇtujı´ vola´nı´ na´stroju˚ popsany´ch v kapitole 2. Samotne´ vola´nı´ teˇchto na´stroju˚
je rˇesˇeno vytvorˇenı´m nove´ho procesu, ve ktere´m se spustı´ dany´ na´stroj. Projekt Mono
prˇevzal postup vytva´rˇenı´ novy´ch procesu˚ z .NET frameworku, ze ktere´ho je odvozen.
V syste´mu Windows je sice prˇı´tomen urcˇity´ druh uzˇivatelsky´ pra´v pro spousˇteˇnı´ pro-
gramu˚, avsˇak nenı´ zdaleka tak nedı´lnou soucˇa´stı´ syste´mu jako v prˇı´padeˇ operacˇnı´ho
syste´mu Linux. Proto nenı´ azˇ tolik prˇekvapive´, zˇe podpora pro spousˇteˇnı´ procesu˚ s pra´vy
roota nenı´ v soucˇasne´ verzi projektu doimplementova´na. Tento nedostatek lze vyrˇesˇit bud
spousˇteˇnı´m cele´ aplikace s patrˇicˇny´mi pra´vy, nebo modifikovat pra´va prˇı´mo jednotlivy´ch
na´stroju˚, jezˇ budou vyuzˇı´va´ny.
4.8.1 Trˇı´da ExternalToolsCalls
Metody trˇı´dy ExternalToolsCalls
• private string CreateVlanInt (string iFace, int vlanId) - Vytvorˇı´ VLAN rozhranı´ s dany´m
ID, na dane´m rozhranı´. Vra´cen je rˇeteˇzec se jme´nem VLAN.
• private void RemoveVlanInt (string iFace, int vlanId) - Odstranı´ VLAN s dany´m ID z
dane´ho rozhranı´.
• private void CreateBrInt (string iFace1,string iFace2, int brId) - Vytvorˇı´ rozhranı´ typu
Bridge s dany´m ID. Na´sledne´ k neˇmu prˇirˇadı´ dveˇ rozhranı´ urcˇena´ k prˇemosteˇnı´.
• private void RemoveBrInt (int brId) - Odstranı´ rozhranı´ typu Bridge s dany´m ID.
• public string CreateGreTunnel (int greId, IPAddress local, IPAddress remote, int ttl) -
Vytvorˇı´ koncove´ rozhranı´ GRE tunel ze zadany´ch parametru˚.
• public void SetDev (string dev, bool flag) - Nastavı´ dane´ rozhranı´ do zadane´ho stavu.
• private void SetMtu (string dev, int mtu) - Dane´mu rozhranı´ nastavı´ zadanou hodnotu
MTU.
• public void MkRemoteLocalConnection (int brId, int locVlId, int tunnVlId, string locI-
face, string tunnIface) - Vytvorˇı´ spojenı´ mezi loka´lnı´m a vzda´leny´m zarˇı´zenı´m. V
ra´mci te´to metody jsou vola´ny metody, zmı´neˇne´ vy´sˇe v popisu te´to trˇı´dy. V prˇı´padeˇ
neu´speˇsˇne´ho vytvorˇenı´ neˇktere´ komponenty spojenı´, jsou jizˇ vytvorˇene´ kompo-
nenty odstraneˇny.
• public void MkRemoteRemoteConnection (int brId, int tunnVlId1, int tunnVlId2, string
tunnIface1, string tunnIface2) - Vytvorˇı´ spojenı´ mezi dveˇma vzda´leny´mi zarˇı´zenı´mi.
V ra´mci te´to metody jsou vola´ny metody, zmı´neˇne´ vy´sˇe v popisu te´to trˇı´dy. V
prˇı´padeˇ neu´speˇsˇne´ho vytvorˇenı´ neˇktere´ komponenty spojenı´, jsou jizˇ vytvorˇene´
komponenty odstraneˇny.
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• public void MkLocalLocalCapConnection (int brId, int locVlId1, int locVlId2, string locIf-
ace1, string locIface2) - Vytvorˇı´ spojenı´ mezi dveˇma loka´lnı´mi zarˇı´zenı´mi s vyuzˇitı´m
zachyta´va´nı´ provozu. V ra´mci te´to metody jsou vola´ny metody, zmı´neˇne´ vy´sˇe v
popisu te´to trˇı´dy. V prˇı´padeˇ neu´speˇsˇne´ho vytvorˇenı´ neˇktere´ komponenty spojenı´,
jsou jizˇ vytvorˇene´ komponenty odstraneˇny.
• public void RmRemoteLocalConnectionint (int brId, int locVlId, int tunnVlId, string locI-
face, string tunnIface, int progress) - Odstranı´ spojenı´ mezi loka´lnı´m a vzda´leny´m
zarˇı´zenı´m. V ra´mci te´to metody jsou vola´ny metody, zmı´neˇne´ vy´sˇe v popisu te´to
trˇı´dy.
• public void RmRemoteRemoteConnection (int brId, int tunnVlId1, int tunnVlId2, string
tunnIface1, string tunnIface2, int progress) - Odstranı´ spojenı´ mezi dveˇma vzda´leny´mi
zarˇı´zenı´mi. V ra´mci te´to metody jsou vola´ny metody, zmı´neˇne´ vy´sˇe v popisu te´to
trˇı´dy.
• public void RmLocalLocalCapConnection (int brId, int locVlId1, int locVlId2, string locIf-
ace1, string locIface2, int progress) - Odstranı´ spojenı´ mezi dveˇma loka´lnı´mi zarˇı´zenı´m
s vyuzˇitı´m zachyta´va´nı´ provozu. V ra´mci te´to metody jsou vola´ny metody, zmı´neˇne´
vy´sˇe v popisu te´to trˇı´dy.
• public void ClearAll () - Provede smaza´nı´ vsˇech rozhranı´ vytvorˇeny´ch aplikacı´.
• private Process initProcess() - Vytvorˇı´ novy´ proces, ktery´ pote´ vyuzˇı´vajı´ dalsˇı´ metody
trˇı´dy.
private void CreateBrInt (string iFace1, string iFace2, int brId)
{
StringBuilder sb = new StringBuilder (”addbr br”);
sb.Append (brId);
Process workerProc = initProcess (”brctl ” , sb.ToString () ) ;
workerProc.Start () ;
workerProc.WaitForExit ();
sb.Clear () ;
sb.Append (”addif br”);
sb.Append (brId);
sb.Append (” ”);
sb.Append (iFace1);
workerProc = initProcess (” brctl ” , sb.ToString () ) ;
workerProc.Start () ;
workerProc.WaitForExit ();
sb.Clear () ;
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sb.Append (”addif br”);
sb.Append (brId);
sb.Append (” ”);
sb.Append (iFace2);
workerProc = initProcess (” brctl ” , sb.ToString () ) ;
workerProc.Start () ;
workerProc.WaitForExit ();
}
Vy´pis 2: Metoda vytva´rˇejı´cı´ rozhranı´ typu bridge
Ve vy´pisu ko´du 2 je videˇt metoda CreateBrInt. V te´to metodeˇ je nejdrˇı´ve vytvorˇen
prˇı´kaz pro externı´ proces, ktery´ vytvorˇı´ rozhranı´ typu bridge pomocı´ na´stroje brctl. Na´sledneˇ
vola´nı´m metody initProcess vra´cena instance reprezentujı´cı´ externı´ process - workerProc.
Tento proces je na´sledneˇ spusˇteˇn a vycˇka´ se na jeho ukoncˇenı´. Da´le je vytvorˇen prˇı´kaz
pro prˇı´da´nı´ rozhranı´ k noveˇ vytvorˇene´mu rozhranı´ typu bridge. Instance procesu worker-
Proc je opeˇtovneˇ spusˇteˇna s jiny´m parametrem. Stejny´m zpu˚sobem je prˇida´no take´ druhe´
prˇemost’ovane´ rozhranı´.
Obdobny´ prˇı´klad pro vytva´rˇenı´ VLAN rozhranı´ je uka´za´n ve vy´pisu 6.
4.9 Logova´nı´
Pro logova´nı´ je podpora integrova´na prˇı´mo v projektu Mono. Vyuzˇı´va´ k tomu prˇı´me´ho
vola´nı´ programu Syslog.
4.9.1 Trˇı´da LogUtil
V te´to trˇı´deˇ jsou obsazˇeny tyto metody:
• public LogUtil (string id) - Kostruktor trˇı´dy. Inicializuje logova´nı´ do souboru defino-
vane´m zadany´m identifika´torem a na´sledneˇ otevı´ra´ logova´nı´.
• public void LogEvent(string msg, SyslogLevel level) - Provede vytvorˇenı´ za´znamu se
zadany´m rˇeteˇzcem a u´rovnı´ logu.
• public void CloseLog() - Uzavrˇe logova´nı´.
public static void LogEvent (string msg, int level)
{
SyslogLevel syslevel;
switch (level ) {
case 1:
syslevel = SyslogLevel.LOG CRIT;
break;
case 2:
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syslevel = SyslogLevel.LOG INFO;
break;
case 3:
syslevel = SyslogLevel.LOG DEBUG;
break;
default:
syslevel = SyslogLevel.LOG CRIT;
break;
}
Syscall.syslog (syslevel , msg);
}
Vy´pis 3: Metoda zapisujı´cı´ uda´losti do syste´move´ho logu
Vy´pis zdrojove´ho kodu 3 ukazuje metodu pro logova´nı´ uda´lostı´. Fuknce metody
spocˇı´va´ ve zjisˇteˇnı´, ktera´ u´roven logu se ma´ prˇi za´pisu zpra´vy pouzˇı´t a na´sledneˇ je vola´n
za´pis do Syslogu. Prˇı´my´ za´pis do Syslogu umozˇnˇuje metoda Syscall, ktere´ umozˇnˇuje neˇkteˇra´
prˇı´ma´ vola´nı´ urcˇeny´ch syste´movy´ch vola´nı´ syste´mu Linux. Tato funkcionalita je imple-
mentova´na v namespace Mono.Unix.Native, ktery´ je vytvorˇen specialneˇ pro projekt Mono
a nenı´ obsazˇen v pu˚vodnı´m .NET frameworku.
4.10 SNMP
Pro pra´ci s protokolem SNMP nenı´ v projektu Mono prˇı´ma´ nativnı´ podpora. Lze ji vsˇak
doimplementovat, dı´ky mozˇnosti pra´ce s protokolem UDP.
Mnohem vy´hodneˇjsˇı´ je vsˇak pouzˇitı´ neˇktere´ z existujı´cı´ch Open Source knihoven,
ktere´ poskytujı´ API k pra´ci s tı´mto protokolem. Pro implementaci byla zvolena knihovna
SharpSNMP. Tuto knihovnu, nebo spı´sˇe sadu knihoven a na´stroju˚, vyvı´jı´ ty´m neza´visly´ch
vy´voja´rˇu˚. Mezi hlavnı´ autory patrˇı´ Malcolm Crowe a Lex Li. Tento multiplatformnı´ pro-
jekt je vyvı´jen jizˇ od roku 2008 a o jeho vyzra´losti, a vhodnosti pro nasazenı´, tedy nenı´
pochyb[8].
4.10.1 Trˇı´da SnmpUtil
V trˇı´deˇ SnmpUtil jsou obsazˇeny tyto metody
• public void PortFlip(string port,bool state) - Nastavı´ dany´ port do zadane´ho stavu.
• public void PortChangeVlan(string port,int vlan) - Nastavı´ VLAN zadane´ho portu na
zadanou hodnotu.
V prˇı´padeˇ obou metod je nejdrˇı´ve zjisˇteˇno ID portu. Nejdrˇı´ve je vra´cen seznam portu˚
pomocı´ SnmpWalk. Vy´sledek je porovna´n se zadany´m jme´nem portu a je zı´ska´no jeho ID.
Na´sledneˇ je nastaven stav portu nebo nastavena hodnota VLAN portu.
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4.11 Struktury
Prˇi implemntaci aplikace bylo nutno vytvorˇit mnoho doplnˇkovy´ch struktur pro zprˇehledneˇnı´
a zjednodusˇenı´ kodu i zjednodusˇenı´ samotne´ implementace. Jedna´ se prˇedevsˇı´m o struk-
turu k ukla´da´nı´ dat, nacˇteny´ch z konfiguracˇnı´ho souboru, da´le pak struktury drzˇı´cı´ data
o vytvorˇeny´ch propojı´ch a v neposlednı´ rˇadeˇ take´ struktury zpra´v a u´loh zası´lany´ch mezi
vla´kny aplikace.
Mezi tyto struktury patrˇı´:
• public class Task - Instance trˇı´dy je vytvorˇena trˇı´dami pro komunikaci a ulozˇena do
fronty, kde ji vyzvedne hlavnı´ trˇı´da Main resp. hlavnı´ vla´kno aplikace. Ve trˇı´deˇ jsou
ve trˇı´deˇ jsou ulozˇeny prˇı´chozı´ data, urcˇena ke zpracova´nı´.
• public class Msg - Trˇı´da reprezentuje zpra´vu, zası´lanou mezi instancemi jednotlivy´mi
tunelovacı´mi servery instancı´ Virtlabu. Metody trˇı´dy slouzˇı´ k vytvorˇenı´ struktury
zpra´vy z prˇijaty´ch bytu˚ a ke zpeˇtne´mu prˇevodu zpra´vy na pole bytu˚.
• public class Device - Zarˇı´zenı´, prˇı´pojene´ k multiplexeru loka´lnı´ instance Virtlabu.
• public class Connection - Informace o jednom konkre´tnı´m propoji. Instance trˇı´dy jsou
ulozˇeny v tabulce propoju˚.
• public class Bridge - Reprezentace rozhranı´ typu most.
• public class Vlan - Rozhranı´ typu VLAN.
• public class TrunkIface - Trˇı´da reprezentuje rozhranı´ k Trunk lince Multiplexeru. Soucˇa´stı´
trˇı´dy je pole instancı´ trˇı´dy Vlan, ktere´ zaznamena´va´ VLAN zachyta´vane´ na tomto
rozhranı´.
• public class TunnIface - Trˇı´da reprezentuje rozhranı´ typu GRE tunel, propojujı´cı´ jed-
notlive´ instance Virtlabu skrze internet. Soucˇa´stı´ trˇı´dy je opeˇt pole instancı´ trˇı´dy
Vlan, ktere´ zaznamena´va´ VLAN zachyta´vane´ na tomto rozhranı´.
• public class Mux - Multiplexer, prˇipojeny´ Trunk linkou k loka´lnı´ instanci Virtlabu.
Trˇı´da obsahuje pole instancı´ trˇı´dy Device, ktere´ urcˇujı´ zarˇı´zenı´ prˇipojena´ ke konkre´tnı´mu
Multiplexeru. Rovneˇzˇ obsahuje instanci trˇı´dy SnmpUtil, slouzˇı´cı´ k spra´veˇ tohoto
Multiplexeru skrze protokol SNMP.
• public class VirtlabInstance - Reprezentuje vzda´lenou instanci Virtlabu.
Ve vsˇech teˇchto struktura´ch resp. trˇı´da´ch, jsou take´ vytvorˇeny kontruktory a beˇzˇne´
sady metod typu Get a Set.
public Msg (byte[] inputData)
{
this . type = (MsgType)BitConverter.ToInt32 (inputData, 0);
int lenghtOfData = BitConverter.ToInt32 (inputData, 4);
int lenghtOfConnId = BitConverter.ToInt32 (inputData, 8);
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int lenghtOfTimeStamp = BitConverter.ToInt32 (inputData, 12);
int lenghtOfEp = BitConverter.ToInt32 (inputData, 16);
this . vlId = BitConverter.ToInt32 (inputData, 20);
this .connId = Encoding.UTF8.GetString (inputData, 24, lenghtOfConnId);
this .data = Encoding.UTF8.GetString (inputData, 24 + lenghtOfConnId, lenghtOfData);
this . timeStamp = DateTime.Parse (Encoding.UTF8.GetString (inputData, 24 +
lenghtOfData + lenghtOfConnId, lenghtOfTimeStamp));
string [] temp = ParseEp (Encoding.UTF8.GetString (inputData, 24 + lenghtOfData +
lenghtOfConnId + lenghtOfTimeStamp, lenghtOfEp));
this .ep = new IPEndPoint (IPAddress.Parse (temp [0]), Int32.Parse (temp [1]));
}
Vy´pis 4: Prˇetı´zˇeny´ konstruktor trˇı´dy Msg
V uka´zkove´m vy´pisu zdrojove´ho ko´du 4 lze videˇt vytvorˇenı´ instance trˇı´dy Msg ze
zadane´ho pole bytu˚. Nejdrˇı´ve jsou vytvorˇeny polozˇky pevne´ de´lky, na´sledneˇ pak polozˇky
s promeˇnnou de´lku, jejichzˇ de´lka je urcˇena v jizˇ vytvorˇeny´ch polozˇka´ch.
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5 Testova´nı´
Pro testova´nı´ byla vytvorˇena na´sledujı´cı´ topologie:
Obra´zek 19: Testovacı´ topologie
Pouzˇita´ PC v rolı´ch tunelovacı´ch serveru˚ meˇla nainstalova´n operacˇnı´ syste´m Ubuntu
ve verzi 11.10. V roli Multiplexeru˚ byly pouzˇity Multilayer prˇepı´nacˇe Cisco 3560.
Po nainstalova´nı´ prostrˇedı´ Mono verze 2.10.8 a MySQL serveru verze 5.1 z repozita´rˇu˚
bylo nutne´ nastavit samotnou aplikaci a Multiplexery.
Pouzˇitı´ protokolu SNMPv3 lze na prˇepı´nacˇi nastavit pomocı´ teˇchto prˇı´kazu˚:
mux(config)#snmp-server group GROUP1 v3 priv
mux(config)#snmp-server user User1 GROUP1 v3 auth md5 pass456 priv des pass456
Na multiplexeru jsou da´le nastaveny porty do patrˇicˇny´ch rezˇimu˚, teˇmto portu˚m prˇirˇazeny
VLAN a zapnuto tunelova´nı´ protokolu CDP.
Na samotne´m stroji tunelovacı´ho serveru je nutne´ upravit spousˇteˇnı´ na´stroju˚ iproute2,
modprobe a brctl. V prˇı´padeˇ, zˇe neˇktery´ z nich nenı´ nainstalova´n, je nutno toto napravit.
Da´le je vhodne´ upravit link ke knihovneˇ libpcap v mapovacı´m souboru knihovny
SharpPcap.
Nutne´ je take´ nastavenı´ Syslogu naprˇı´klad podle instrukcı´ na oficia´lnı´ch stra´nka´ch
projektu Virtlab[5].
Uka´zka vzorove´ho konfiguracˇnı´ho souboru aplikace:
<?xml version=”1.0” encoding=”utf−8”?>
<configuration>
<configSections>
<section name=”vllistsection” type=”CoreLogic.CustomConfigurationSectionLoc, CoreLogic”
requirePermission=”false” />
<section name=”devicelistsection” type=”CoreLogic.CustomConfigurationSectionDev,
CoreLogic” requirePermission=”false” />
<section name=”muxlistsection” type=”CoreLogic.CustomConfigurationSectionMux,
CoreLogic” requirePermission=”false” />
</configSections>
< vllistsection>
<vls>
<add name=”Opava” ip=”10.0.0.2” port=”30000” />
</vls>
</ vllistsection >
<devicelistsection>
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<devices>
<add id=”R1 fe0/0” mux=”MUX1” vlan=”10” iface=”FastEthernet0/1” />
</devices>
</devicelistsection>
<muxlistsection>
<muxes>
<add id=”MUX1” iface=”eth1” ip=”10.0.0.1” snmpsett=”public;1000;0;MD5;pass456;DES;
pass456;User1” />
</muxes>
</muxlistsection>
<connectionStrings>
<add name=”connectionString1” connectionString=”Data Source=mix1;Initial Catalog=DB;
Integrated Security=True” providerName=”System.Data.SqlClient” />
</connectionStrings>
<appSettings>
<add key=”vlLocalName” value=”Ostrava” />
<add key=”localIp” value=”10.0.0.1” />
<add key=”greTtl” value=”255” />
<add key=”tcpCommandPort” value=”40001” />
<add key=”udpComunicationPort” value=”30001” />
<add key=”udpRepeatCount” value=”5” />
<add key=”snmpManIf” value=”eth1” />
<add key=”defaultDebugLevel” value=”0” />
</appSettings>
</configuration>
Vy´pis 5: Prˇı´klad konfiguracˇnı´ho souboru
Spusˇteˇnı´ samotne´ aplikace lze prove´st bud’to jako klasickou konzolovou aplikaci po-
mocı´ prˇı´kazu : mono CoreLogic.exe Alternativneˇ jako mono-service: mono-service CoreLogic.exe
Na´sledneˇ lze aplikaci ovla´dat naprˇı´klad pomocı´ programu telnet na nakonfigurovane´
adrese a portu.
Uka´zka z provozu, zachycene´ho programem Wireshark:
Obra´zek 20: Zachyceny´ ICMP packet
Prˇı´ testova´nı´ bylo zjisˇteˇno :
• aplikace je stabilnı´ prˇi beˇzˇne´m provozu
• vy´kon je dostatecˇny´ pro rozumny´ pocˇet spojenı´ - toto je za´svisle´ na implementaci
pouzˇity´ch modulu˚ ja´dra syste´mu Linux a na pouzˇite´m hardwaru
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• pocˇet nedorucˇeny´ch packetu˚ je mnohem nizˇsˇı´ nezˇ v prˇı´padeˇ pu˚vodnı´ho rˇesˇenı´ -
toto opeˇt za´visı´ prˇedevsˇı´m na pouzˇite´m hardwaru, nicme´neˇ lze konstatovat, zˇe
vytvorˇena´ aplikace je v tomto ohledu vzˇdy vy´koneˇjsˇı´
• rychlost vytva´rˇenı´ propoju˚ je nizˇsˇı´ - toto je ocˇeka´vana´ vlastnost, vzhledem k veˇtsˇı´
slozˇitosti procesu vytva´rˇenı´ propoju˚
• stabilita propoju˚ nenı´ za´visla´ na aplikaci - v prˇı´padeˇ pa´du aplikace zu˚sta´vajı´ propoje
vytvorˇeny azˇ do nove´ho spusˇteˇnı´ aplikace
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6 Nasazenı´ a budoucı´ vy´voj
Nasazenı´ komponenty do rea´lne´ho provozu proka´zalo vy´hody, vytycˇene´ na zacˇa´tku pra´ce.
Vzrostla prˇedevsˇı´m stabilita propoju˚ a u˚cˇinost tunelova´nı´ ra´mcu˚. Proble´mem je mnohdy
komplikovaneˇjsˇı´ nasazenı´, z du˚vodu nutnosti doinstalova´nı´ beˇhove´ho prostrˇedı´ projektu
Mono na jednotlive´ instance Virtlabu resp. jejich tunelovacı´ servery. Take´ pocˇa´tecˇnı´ nas-
tavenı´ konfigurovacı´ho souboru je slozˇiteˇjsˇı´ nezˇ u pu˚vodnı´ho rˇesˇenı´.
Nicme´neˇ komponenta funguje korektneˇ a je mozˇno do budoucna implementovat
verzi Virtlabu, zalozˇenou na projektu Mono, resp. jazyku C#, se za´kladem v te´to kompo-
nenteˇ. Jako optima´lnı´ by se v tomto smeˇru jevilo nahrazenı´ pouzˇity´ch externı´ch na´stroju˚
ko´dem vyuzˇı´vajı´cı´m NETLINK socket, implementovane´m bud’ v jazyku C#, prˇı´padneˇ
C++. Nutnou prerekvizitou je dobre´ zdokumentova´nı´ protokolu NETLINK a modulu˚,
potrˇebny´ch k vytva´rˇenı´ propoju˚.
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7 Za´veˇr
Dı´ky te´to pra´ci jsem se dozveˇdeˇl mnohe´ z fungova´nı´ sı´t’ove´ cˇa´sti operacˇnı´ho syste´mu
Linux. Zjistil jsem nedostatky v dokumentaci, ktere´ vsˇak nelze jednodusˇe napravit a bylo
by potrˇeba vypsa´nı´ samostatne´ pra´ce na toto te´ma.
Da´le jsem analyzoval soucˇasny´ stav komponenty tunelovacı´hi serveru a navrhnul
rˇesˇenı´ nove´. Prˇi hleda´nı´ prostrˇedku˚ pro toto rˇesˇenı´ jsem zbeˇzˇneˇ rozebral nejzna´meˇjsˇı´ tech-
nologie tunelova´nı´ provozu na 2. vrstveˇ ISO-OSI modelu v prostrˇedı´ operacˇnı´ho syste´mu
Linux.
Take´ jsem prozkoumal mozˇnosti a vyzra´lost projektu Mono, prˇedevsˇı´m tedy jeho cˇa´stı´
potrˇebny´ch pro implementaci jezˇ byla cı´lem te´to pra´ce. Vy´sledkem bylo zjisˇteˇnı´, zˇe pro-
jekt Mono je sice relativneˇ vyzra´ly´ a vhodny´ k nasazenı´, nicme´neˇ podpora funkcı´ pseci-
ficky´ch pro syste´m Linux, nenı´ jesˇteˇ kompletnı´.Vyhledem k tomu, zˇe jde o Open Source
projekt, ktery´ nema´, v prˇı´padeˇ soucˇasne´ho tempa vy´voje, sˇanci drzˇet krok s .NET frame-
workem, je tento fakt vcelku pochopitelny´ a tolerovatelny´. Projekt vsˇak dı´ky kompati-
biliteˇ s .NET frameworkem, zı´ska´va´ prˇı´stup k mnozˇstvı´ multiplatformneˇ pouzˇitelny´ch
Open Source knihoven. Dveˇ z teˇchto knihoven jsem take´ vyuzˇil prˇi realizaci pra´ce.
Celkoveˇ lze tedy konstatovat, zˇe rˇesˇenı´ splnilo pozˇadavaky na neˇj kladene´. Za´rovenˇ
mu˚zˇe slouzˇit k popularizaci rozvı´jejı´ho se projektu Mono.
Hlavnı´m prˇı´nosem pro meˇ byla mozˇnost pracovat na projektu Virtlab a za´rovenˇ si
vyzkousˇet, pro meˇ netradicˇnı´ a nezna´my´, vy´voj aplikacı´ pomocı´ jazyku C# na platformeˇ
operacˇnı´ho syste´mu Linux.
Daniel Strˇı´bny´
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A Obsah CD
Na´sledujı´cı´ tabulka popisuje umı´steˇnı´ souboru˚ na CD a jejich popis.
Adresa´rˇ Popis
Dokument Diplomova´ pra´ce ve forma´tu souboru pdf
DokumentLaTeX Zdrojove´ ko´dy diplomove´ pra´ce ve forma´tu souboru tex
TunelovaciServer Spustitelny´ soubor, ktery´ reprezentuje vy´sledny´ program
UserGuied Na´vod k nastavenı´ a pouzˇitı´
Src Zdrojove´ ko´dy diplomove´ pra´ce v jazyku C#
Tabulka 1: Obsah CD
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B Zdrojove´ ko´dy
private string CreateVlanInt (string iFace, int vlanId)
{
string output = null ;
StringBuilder sb = new StringBuilder (” link add link ”) ;
sb.Append (iFace);
sb.Append (” name ”);
sb.Append (iFace);
sb.Append (”.”) ;
sb.Append (vlanId);
sb.Append (” type vlan id ”);
sb.Append (vlanId);
Process workerProc = initProcess (”ip” , sb.ToString () ) ;
workerProc.Start () ;
workerProc.WaitForExit ();
if (workerProc.ExitCode != 1) {
throw new Exception (”Error in external process”);
}
sb.Clear () ;
sb.Append (iFace);
sb.Append (”.”) ;
sb.Append (vlanId);
output = sb.ToString () ;
return output;
}
Vy´pis 6: Vytvorˇenı´ VLAN rozhranı´
private static void CreateConnection (string[] input, Socket socket)
{
Connection newconnection = new Connection ();
newconnection.Id = GenerateID ();
newconnection.VlanId1 = System.Int32.Parse (input [0]);
newconnection.VlanId2 = System.Int32.Parse (input [1]);
newconnection.CreationCommand = string.Join (” ”, input);
if ( input [2] == localIP.ToString () && input [3] != null) {
if (!( connections.Exists (x => x.VlanId1 == newconnection.VlanId1 && x.
ConnectionType == ConnectionType.Local Only)) )
string tmp iface1 = muxes.Find (x => x.Name == (localDevices.Find (y => y.
DeviceVlanId == newconnection.VlanId1).DeviceMux)).Iface;
string tmp iface2 = muxes.Find (x => x.Name == (localDevices.Find (y => y.
DeviceVlanId == newconnection.VlanId2).DeviceMux)).Iface;
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if ( trunkIfaces .Find (x => x.Name == tmp iface1).TrunkVlans.FindIndex (y => y
.Id == newconnection.VlanId1) != −1) {
trunkIfaces .Find (x => x.Name == tmp iface1).TrunkVlans.Find (y => y.Id ==
newconnection.VlanId1).VlanStatus = Status.Active;
} else {
trunkIfaces .Find (x => x.Name == tmp iface1).TrunkVlans.Add (new Vlan (
newconnection.VlanId1, Status.Active));
}
if ( trunkIfaces .Find (x => x.Name == tmp iface2).TrunkVlans.FindIndex (y => y
.Id == newconnection.VlanId2) != −1) {
trunkIfaces .Find (x => x.Name == tmp iface2).TrunkVlans.Find (y => y.Id ==
newconnection.VlanId2).VlanStatus = Status.Active;
} else {
trunkIfaces .Find (x => x.Name == tmp iface2).TrunkVlans.Add (new Vlan (
newconnection.VlanId2, Status.Active));
}
Bridge b;
int tmp br id;
int freeBridgeIndex = bridges.FindIndex (x => x.Status == Status.Inactive) ;
if (freeBridgeIndex == −1) {
b = new Bridge (bridges.Count + 1, tmp iface1, tmp iface2, Status.Active) ;
bridges.Add (b);
tmp br id = b.Id ;
} else {
bridges [freeBridgeIndex].Status = Status.Active;
bridges [freeBridgeIndex].IFace1 = tmp iface1;
bridges [freeBridgeIndex].IFace2 = tmp iface2;
tmp br id = bridges [freeBridgeIndex].Id ;
}
etc.MkLocalLocalCapConnection (tmp br id, newconnection.VlanId1,
newconnection.VlanId2, tmp iface1, tmp iface2);
TunnUtil .PcapUtil.DumpToFile (”br” + tmp br id, newconnection.Id);
newconnection.Bridge = tmp br id;
newconnection.ConnectionStatus = ConnectionStatus.Active;
newconnection.Capture = true;
newconnection.ConnectionType = ConnectionType.Local Only;
newconnection.Created = DateTime.Now;
connections.Add (newconnection);
tcpControl1.Send (socket, ”OK \n”);
}
}
}
}
Vy´pis 7: Cˇa´st metody pro inicializaci procesu vytva´rˇenı´ propoje
