INTRODUCTION
Distributed processing systems are becoming popular and cost-effective as hardware and communication costs are reducing. A distributed computer system consists of a network of processors, each processor having a distinct name. The processors are inter-connected by a communication network which consists of a set of communication links. The communications links are bidirectional-both of the end processors know the existence of the link and messages can be transmitted in either direction. In such a system, a global problem is solved typically by all of the processors. The processors exchange information using the communication network. In most applications, the input to the problem is available distributively-each processor having some part of the input. Thus, a solution to the problem requires executing a distributed protocol.
In distributed processing systems, inferring that a distributed computation has ended is essential so that the results produced by the protocol can be used. Also, in many applications, the problem to be solved is divided into many modules, and the execution of one module cannot begin until the execution of the previous module is completed. In such applications, it is necessary to know when a particular module's execution has ended so that the next module may begin its execution. The algorithm of a typical node can be represented by the loop in table 1. The problem of deciding if a given computation has ended has to be done distributively because no node can decide by itself. Several papers have appeared, and solutions have been presented, for the termination detection problem. Some of these solutions assume the existence of a Hamiltonian circuit [7, 211, or they are inefficient in the number of messages used [12, 15, 261 . Some of them assume special properties about the distributed computation [6, 8, 181 . The algorithms in [14, 201 are uniform algorithms where all of the nodes execute the same algorithm. However, the Rana algorithm [20] assumes the existence of clock synchronization and the algorithm of Hazari et al. [14] assumes that the network is a ring. Francez [ 111 presents an algorithm in which the underlying computation is frozen 0018-9529/89/0400-0103$01 .WO 1989 IEEE when the termination detection algorithm is executed. The algorithm in [ 171 assumes that the communication links are synchronous and the termination detection algorithm starts when the underlying computation begins. The protocol in [3] uses an optimal number of messages. All these protocols assume that the communication network is nonfaulty and all of the processors execute their protocols correctly. If a failure occurs at critical stages of the protocols, then either the problem is solved incorrectly or the protocols never terminate. These are failure-sensitive protocols as their correctness is sensitive to the presence of failures.
A major requirement on a distributed system is its tolerance to failures. As the size of distributed systems grows, so does the probability that some component fails at any given instant. Thus the protocols operating in a distributed environment must be able to cope with failures. Two general classes of failures are studied in the literature-malicious failures [ 161 and clean (fail-stop) failures [23] . Clean failures are the most benign-a component with only clean failure modes fails by simply stopping. A widely accepted approach to the design of resilient distributed systems is to make the protocols resilient to clean failures of components while designing protocols to shield the malicious failures [22, 231. Protocols that work correctly in spite of faults are fault-tolerant protocols. This paper presents fault-tolerant protocols for the termination detection problem. The approach is to keep sufficient information about a processor at some other processor so that the information retained by the processor is available even after it fails. Section 2 describes the computation model and the problem. Section 3 reviews a message-optimal failure-sensitive protocol. Section 4 presents protocols to cope with single node failures. Section 5 considers multiple node failures.
The paper is organized as follows:
COMPUTATION MODEL AND PROBLEM DESCRIPTION
The computer network can be formally represented by an undirected graph G = (V,E) where I/ represents the set of processors or nodes, and E represents the set of communication links. The terms nodes and processors are used interchangeably. In a network, a path is a sequence of links, and a network is connected if a path exists between every pair of nodes. If the network remains connected in spite of the failure of any set of k nodes, then the network is (k + 1)-node connected.
The messages always arrive unchanged, and message ordering is preserved on each link (ie, if a nodep sends two messages to a neighbor q on the same link, then q receives the two messages in the same order in which p sent them). A processor p is a neighbor of q if p and q are connected by a communication link. Processors know the names of their neighbors. Point-to-point communication networks are considered where a processor can generate a set of messages at one time and send them to one or more of its neighbors. Each processor has some local memory which cannot be shared by another processor.
In an asynchronous network, processors and links are asynchronous-they incur an arbitrary but finite amount of time in completing some action [9] . In an asynchronous network, one of the primitive problems in distributed computing, (the consensus problem) cannot be solved in the presence of one faulty processor [9, 101. As the termination detection problem implicitly solves the consensus problem, it clear that no fault-tolerant terminationdetection protocol exists for asynchronous networks. To overcome this problem, the model assumes that : a) when a node fails, each of its neighbors knows of the failure within a finite amount of time, and the network is such that consensus is possible, and b) a message sent to a failed node is returned to the sender as undelivered. Most of the existing networks implement this property in the lower level protocols of the communication system [25] .
The fault model for the nodes is that of a fail-stop model [22, 231 where a processor fails by simply stopping. For simplicity, the failed processor does not restart, the failure of the processor can occur at any time, and the network is not partitioned in spite of node failure(s).
All of the nodes of the system execute the same protocol. At any time during the execution of the protocol, a node can send a message to a neighbor, receive a message from a neighbor, do some local computation, or wait for a message from another node in the network. A node is busy if it is doing any of the first three actions; otherwise it is idle. A node can become idle at any time (this corresponds to the node's completing its local computation); an idle node can be made operational only on the receipt of a message and an idle node cannot send a message to any other node in the network. Thus, only active nodes can send messages to other nodes.
The distributed termination detection problem can be formally stated: The distributed protocol is terminated if every processor in the network is idle-waiting for messages in order to carry out further computations and there are no messages in transit to restart an idle processor. In the distributed termination detection problem, a particular processor (or all of the processors) has to infer when the underlying computation has terminated. There are two computations taking place in the network: 1) the underlying computation whose termination is to be detected by the termination detection algorithm, 2) the termination detection protocol that should execute concurrently with, but not alter the distributed computation. The distributed termination detection protocol may start its execution any time.
The performance of the distributed protocols is measured using the worst case message complexity-the maximum number of messages sent by the protocols over the communication links. To distinguish between the messages of the underlying computation and the messages used by the termination detection protocol, the latter are called control messages. Thus, the performance of the termination detection protocol is measured by counting the number of control messages generated by the termination detection protocol. Messages generated by the protocols place a load on the system and the performance of the system is affected. Thus, it is important to develop protocols that use as few messages as possible.
FAILURE-SENSITIVE TERMINATION DETECTION
This section briefly reviews a message-optimal protocol for detecting termination in a network of processors. The termination detection protocol in [3] for asynchronous nonfaulty networks and a method to make it fault-tolerant are presented. The method can be used to design fault-tolerant protocols for many other problems. The next two sections present fault-tolerant message-efficient protocols.
In the protocol of [3], three types of control messages are used-warning, remove-entry and terminated messages. Initially, all of the nodes in the network are in state NDT (not detecting termination) and all of the links are unmarked. Each bidirectional link is viewed as a pair of unidirectional links going in opposite directions. A special node called the leader always starts the termination detection protocol. If some other node wants to detect termination, it requests the leader to start the protocol.
The protocol assumes that a spanning tree rooted at the leader is available. The leader starts the termination detection protocol by spontaneously changing its state to DT (detecting termination). It then sends a warning message on each of its outgoing links so that the other nodes can start the termination detection protocol. The leader also marks each of its outgoing links. The 2 main reasons behind marking the outgoing links are to ensure that:
1. The messages in transit are received and processed by the receiving nodes before announcing the termination of the underlying computation. This is essential because these messages are not recorded by the sender and hence they should not be recorded by the receiver, but the receiver should process them as normal messages (send and receive the messages in state NDT).
2. The messages sent over the marked links are recorded by the sender and the receiver. This is to ensure that a node does not announce termination of the underlying Computation until all of the actions triggered by every message it sent are complete.
A node p , on receiving a warning message from its neighbor q, marks the incoming edge (q,p). If the node p is in state NDT, its state changes to DT and it sends a warning message on each of its outgoing links. Whenever a node changes its state from NDT to DT, it marks all of its outgoing links.
When a nodep in state DT sends a message (generated by the underlying computation) to its neighbor q, it records this information by pushing the entry TO(q) on its local stack. A node in state DT sends messages over marked links since all of the outgoing links are marked when the node changes its state from NDT to DT.
When a node x receives a message sent by the underlying computation from y on the marked link Q, x), the node x knows that y must have recorded the message in its local storage and y needs an acknowledgement from x. Hence, x records this information by pushing an entry FROMQ) on its local stack. Eventually, every node in the network is in state DTs because the network is connected, and every message in the system is recorded by both the sender and the receiver.
When a node p becomes idle, it examines its stack from the top. For every entry of the form FROM@), it deletes the entry and sends a remove-entry message to the node q. The nodep repeats this until it encounters an entry of the form TO(x) on the stack. Let this operation be called stack-cleanup. The idea behind this step is to inform those nodes that sent a message t o p that the actions triggered by their messages to p are complete.
If x receives a remove-entry message from its neighbor y, then x infers that the operations triggered by its last message toy have been completed and hence it need not store that information any more. Thus, it examines its stack from the top and deletes the first entry of the form TOCy). If x is idle, it also performs the stack-cleanup operation.
A node sends a terminated message to its parent when it is idle, it has received a warning message on each of its incoming links, its local stack is empty, and it has received the terminated message from each of its children (the last rule obviously does not apply to the leaf nodes).
When the leader satisfies all of the above conditions, it concludes that the underlying computation has indeed terminated. The above protocol uses
where IEl is the number of links in the network and M is the number of messages generated by the underlying computation. As shown in [3] and by the result of [5], the protocol uses an optimal number of messages.
Consider the problems that arise when one of the processors fails. If the local stack of the failed processor is not empty, it is clear that some (or all) of its neighbors will be indefinitely waiting for remove-entry messages from the failed processor. Even if the local stack is empty, if the failed processor has not sent the terminated message to its parent, the parent waits indefinitely for a terminated message from the failed processor. Hence, the algorithm never terminates if the failure of a processor occurs at some crucial step of the processor, even though the underlying computation may terminate after some time.
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FAULT-TOLERANT PROTOCOLS FOR SINGLE NODE FAILURES
This section presents fault-tolerant protocols for distributed termination detection. First, a simple but expensive protocol is presented, then it is modified and a more involved but message-efficient protocol is developed. The network can have at most one faulty node and the network is 2-node connected so that the network is not partitioned in spite of the failure of an arbitrary node.
Since the leader itself may fail, another leader is used. Let rl and r2 be the two leaders. The leaders rl and r2 behave identically (they both have the same local algorithm). Any node wishing to detect termination requests the leaders rl and r2 to start the termination detection protocol. From now on, it assumed that one (or both) of the leaders initiates the termination detection protocol.
Let the identities of the two leaders rl and r2 be known to all of the nodes in the network. If the network does not have two leaders or if the leaders are not known to the nodes of the system, the algorithm of [ 131 can be modified slightly to make it fault-tolerant and to elect two leaders.
This algorithm uses @ [ E ( + 1 VJlogl U) messages. Let there be two trees, one rooted at rl and the other rooted at r2.
The algorithm of [13] also constructs a spanning tree.
The main idea behind the protocols is to duplicate the local stack of every node at the leaders rl and rz. Let v be the node that failed. If the local stack of v is available at rl and r2, then the failure-sensitive protocol in section 3 can be run as there will be no more failures (recall that the networks may have at most one faulty processor). The local protocol to be run by v is simulated by rl and r2. Thus, The leaders start the fault-tolerant protocol by sending an initiate message to all of the nodes in the network (procedure init-root in table 2). The initiate message is also sent to the nodes rl and r2. The initiate message is very similar to the warning message discussed in section 3. On receipt of the first initiate message a node p forwards the initiate message to all of its neighbors and initializes its local variables used in the termination detection protocol by executing procedure receiveinitiate (table 3) . It then marks all of the outgoing links. It also infers that the termination detection protocol has been started by at least one of the leaders and it executes its local protocol and changes its state from the initial state NDT (not detecting termination) to DT (detecting termination). Subsequent initiate messages are discarded. Whenever p is in state DT, the messages of the underlying computation sent by p are appended with the field TS (see table 4 ). Thus every message sent by a processor p has an appended field to keep track of the number of acknowledgements (remove-entry messages) to be sent in case the sender or the recipient fails. A node's time stamp gives the total number of messages it sent after it starts the termination detection protocol locally. For example, consider the three nodes r, p and q shown in figure 1 where the vertical lines represent the time (either local time of the individual processors or the global time). First, the node r sends the message m, to p. The TS field of rn, contains the time stamp of r (23,) when rn, was sent. On receipt of this message, p does some local computations and sends a message mp to the node q. Before sending the message, it increases its local variable TS, by one. The TS field of m, contains the current time stamp of p. The time stamp of r is available in the TS field of m,.
Eventually, every node in the network will be in state DT as the network remains connected in spite of a node failure. Thus, every message in the system is recorded by both the sender and the receiver. These messages are stored at rl and r2. Whenever a node x (which is not one of the leaders) receives a message m generated by the underlying computation on the marked link (y, x) from y , the node x records this information (that a message was received) in its local stack by pushing an entry FROM@, m.TS) and then delivers, the message to the local algorithm of the underlying computation. It also informs rl and r2 by a control message received(x, y, m. TS) that the local stack of x has grown by one entry. If the link on which the message is received is not marked, then x infers that y was in state NDT when m was sent and hence x does not alter its local stack. It simply delivers the message to the local algorithm of the underlying computation. If x is one of the leaders, and the message received is sent@, q, t), then x knows that p sent a message to q with time stamp t and hence x pushes the entry T, t) on stack@) to correctly duplicate the stack of p at x . Similarly, if the message received is received(r, s, t) , then x known that r received a message from s with time stamp t and hence it pushes the entry FROM (s, t) on stack(r) to correctly duplicate the stack of p at x. Refer to table 5 for the formal algorithm.
When a node p becomes idle, it examines its stack from the top. For every entry of the form FROM@, t), it deletes that entry, sends a remove-entry(t) message to the node q and sends a remove-entry(q, t) message to rl and r2. Here, t represents the time stamp of q when the message was sent by q to p . The node p repeats this until it encounters an entry of the form T q x , t) on the stack for some x and t. Let this operation be called stack-cleanup (table 6 ). The main idea behind this step is to inform those nodes that sent a message t o p that the actions triggered by their messages are complete. When a node x (which is not one of the leaders) receives a remove-entry(t) message from its neighbor y for some t , the node x infers that the executions triggered by its message to y with a time stamp t have been completed and hence it need not store this information in its stack any FROM(q,t)  send a remove-entry(t) message tosend a remove-entry(p,q,t) longer. Thus, the node x, on receipt of the control message remove-entry(t) from y, deletes the entry form TOO, t). Further, if x is idle, it performs the stack-cleanup operation.
If one of the leaders receives the remove-entry(t) message from a neighbor, it behaves like the other nodes of the network. However, if the message received is a remove-entry(p, q, t) message from p , it is clear that one entry in q's simulated stack at x has to be removed to reflect the fact that q would have removed one entry. Hence it locates the first entry entry of the form TO(p, t) on stack(q) and deletes it.
At any time during the execution of the above pro- neighbors. Any remove-entry(t) message destined for p will be sent to rl and r2 which will simulate the local pro-A node sends the terminated message to the leaders rl and r2 whenever it it is idle, each of its incoming links is marked (it has received an initiate message on each link) or the node at the other end of the link has failed, and its local stack is empty.
When one of the leaders rl and r2 satisfies all of the above conditions and when it has received the terminated message from every non-faulty node in the network and its array of local stacks is empty, it concludes that the underlying computation has terminated. The correctness of the protocol can be proved easily [3] . For brevity, the following theorem is not proved here. the snapshot, all of the messages sent by the failed node or those messages sent to the failed node are forwarded to rl and r2. The leaders rl and r2 receive such messages and properly adjust their stack for the failed node. As an optimization phase, rl and r2 need not store the local stack of the other nodes in their local storage once the faulty node is identified and hence they can be deleted.
Let p be the node that failed. Once the snapshot is taken, any message of the underlying computation sent to p will be ignored by the termination detection protocol asp has failed and hence it will remain idle. Thus, no entry of the form TO(p,t) will be pushed on the stack of any of p's Finally, the following theorem can be proved easily by using the proof of correctness of the algorithm presented in 
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We now analyze the number of control messages generated by our protocol. For each message of the underlying computation, one sent message is sent to the leaders by a broadcast and a message broadcast uses @/El) messages. When there is a node failure, one snapshot of the links incident on the failed link is taken using at most O(l VI) messages. Also, for each message of the underlying computation, one remove-entry message is sent to the sender and one such message is sent to the leaders by a broadcast. For each message of the underlying computation, there are O(lE1) messages generated by our protocol. Finally, every node sends a terminated message to rl and r2 by a broadcast, Thus, the number of messages generated by the protocol is O(IEIM) where M i s the total number of messages generated by the underlying computation.
An Efficient Protocol
We now sketch a method by which our protocol can be made to use less number of messages. The major cost of the protocol comes from the cost of a message broadcast. O(lE1) messages are used to do a broadcast. However, with some one-time preprocessing, it is possible to reduce the complexity of a message broadcast. To do that requires the following steps.
1. Perform a depth first search on the network starting at the two leaders. 2. Construct a subnetwork such that the subnetwork is 2-node connected and the number of links in the subnetwork is O(l VI).
Once such a subnetwork is found, then messages can be broadcast using O(l VI) messages by using only the subnetwork for message passing. Thus the message complexity of the protocol can be reduced to O(1VlM). The details of the preprocessing steps are complex [19] .
A message optimal protocol
It is not necessary to replicate the local stack of a node at the two leaders. Instead, each node p selects one of its neighbors, called rep-neighbor@), at which its local stack will be replicated. Every time p sends a message to q, it sends a sent@, q, m.TS) message to rep-neighbor@). Similarly, when p receives a message on a marked link (q,p) from q, the node p sends a received@, q, m.TS) message to rep-neighbor(p). Thus, the local stack of every node is replicated at one of its neighbors. It is easy to see that if p fails, then the algorithm of p can be simulated by rep-neighbor@).
The message complexity of the modified algorithm can be analyzed as follows: For each message of the underlying computation, one sent (receive) message is sent by the sender (recipient) to one of its neighbors. Thus, the number of sent and receive messages is O(M). Since the underlying computation sends O(M) messages, the average number of messages sent and received by a node is O(M/IVI). When a node fails, its local stack is already available at one of its neighbor, and the size of the stack of the failed node is O(M/I VI). The number of messages used in running the protocol using the replicated stack is O(M) as there are O(M/IVI) entries in the stack and the maximum number of links between two nodes is I VI -1. Thus, the number of messages used by the reliable protocol is O(M+ (El) which is optimal as Q(M+ I VI) messages is a lower bound on the message complexity of the termination detection problem [3] .
A simpler algorithm exists for termination detection in spite of failures. As soon as a node failure is detected, the algorithm of [3] can be run again as there will be no more failures (ignore the current run of the protocol). However, this assumes that the failed node does not recover. In reality, failed nodes often recover, and hence dynamic systems are possible where nodes can fail and recover. Dynamic systems have been studied widely [l, 21. The message-optimal algorithm can be easily run in dynamic systems. Restarting the algorithm for each change (node addition or deletion) will result in an algorithm that uses O(M+KIEI) messages (K is the number of times a change in the network occurs) while the algorithm uses only O(M+KI VI) messages.
. MULTIPLE NODE FAILURES
A sketch of the protocol is provided. There may be at most k faulty nodes in the network and the network remains connected in spite of the failures. In other words, the network is (k+ 1)-node connected. In such a network, we consider the termination detection problem.
Since there may be k node failures, we need k+ 1 leaders in the network. All k + 1 leaders simulate the local stack of all of the nodes in the network. As soon as a failure is detected, a snapshot is taken. If a failure occurs during the execution of the snapshot protocol of [4] , the snapshot is taken again by terminating the current run of the snapshot protocol. Also, the fault-tolerant snapshot protocol of [24] can be used instead. The resulting protocol is very similar to the protocol presented in the previous section and the details are omitted. The message complexity of the resulting protocol is O(IEIM+ IEl I VI). By using the ideas of the previous section, the message complexity can be reduced to O(kM+E). The modified protocols can be run in dynamic systems also with the same complexity.
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