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Résumé
Dans MPI, il est particulièrement ardu de recouvrir correctement les collectives non bloquantes.
Quand ils existent, les mécanismes proposant un recouvrement correct comme les threads de
progression sont particulièrement pénalisants pour les applications. En effet, la cohabitation de
threads applicatifs et MPI est un problème complexe à gérer. Dans cet article, nous proposons
de mesurer et analyser l’attribution d’un cœur dédié à la progression des communications non
bloquantes. Nous mesurerons les gains induits par l’utilisation d’un cœur dédié, recouvrant les
pertes raisonnables du retrait d’un cœur à l’application.
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1. Contexte
Dans le monde du calcul haute performance (HPC), les applications s’exécutent sur de nom-
breux nœuds de calculs ce qui nécessite des communications, le plus souvent réalisées avec
"Message Passing Interface" (MPI). Ces communications peuvent prendre beaucoup de temps.
Pour limiter leur impact sur les performances, il peut être intéressant de les recouvrir, c’est à
dire continuer les calculs de l’application pendant le déroulement des communications. Depuis
sa version 3.0 [6], MPI propose des collectives non bloquantes (NBC) permettant une telle fonc-
tionnalité. Cependant, réussir à faire progresser les communications en arrière plan sans avoir
d’impact sur le calcul est difficile à mettre en place.
Dans cet article nous proposons de prendre un cœur de calcul pour le dédier à la progression
des communications MPI. Nous étudierons ce partage des ressources dans un contexte hybride
en utilisant le modèle de programmation OpenMP pour la parallélisation intra-nœud, associé
à MPI. Nous avons mis en œuvre cette solution au sein de la bibliothèque NewMadeleine [2].
Cet article présentera d’abord une analyse des performances actuelles de bibliothèques MPI,
puis la solution à base de cœurs dédiés. Nous analyserons les résultats obtenus avant de
conclure.
2. Travaux connexes
La progression des communications collectives non bloquantes a déjà été longuement étudiée.Il
existe différentes manières de réaliser cette progression comme l’exécution opportuniste de
tâches de communication [4][13], la progression matérielle [14][12], ou enfin les threads de
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progression [8]. Ce mécanisme, en particulier, a introduit diverses problématiques liées au pla-
cement et aux interactions MPI/application [15].
La mesure des NBC est aussi une nécessité pour évaluer les mécanismes proposés. Mesurer
des communications collectives impliquant plusieurs nœuds pose des problèmes de mesure de
temps, chaque nœud possédant sa propre horloge [9].
3. Attribution de ressources à la progression
3.1. Besoin du processeur pour la progression
Depuis MPI 1.0, il existe des mécanismes de progression pour les communications point-à-
point non bloquantes. La progression mise en place pour les communications collectives non
bloquantes repose sur les mêmes mécanismes. Cependant les communications collectives en-
gendrent plus de messages et nécessitent régulièrement du temps processeur pour progresser.
Simultanément, l’application continue son exécution. Les deux ont donc besoin de temps pro-
cesseur au même moment. Cela peut provoquer des interactions et dégrader les performances.
3.2. Dédier un cœur en contexte hybride
Dans un contexte hybride MPI + OpenMP, il est courant d’avoir un rang MPI par nœud ou
par banc NUMA, et d’occuper tout les cœurs avec des threads OpenMP pour bénéficier de la
mémoire partagée. La progression MPI risque donc d’interagir avec un thread OpenMP.
Nous proposons donc de réduire le nombre de threads OpenMP pour libérer des ressources à
affecter à la progression des communications. Pour un nœud à n cœurs, cela consiste à créer
seulement n− 1 threads OpenMP au lieu de n.
Il est alors possible d’estimer les pertes induites par cette solution en se basant sur la loi d’Am-
dahl [1]. Si l’on représente un temps b, durée séquentielle de la partie parallélisée de l’applica-
tion, et a, durée de la partie non parallélisable, une parallélisation parfaite donnerait un temps
b
n +a. Le temps de la partie parallèle pénalisée d’un cœur de calcul serait
b
n−1 +a. Le temps de
calcul perdu entre l’utilisation de n cœurs et de n− 1 cœurs pour le calcul est donc de : −b
n(n−1) .
Ce temps diminue quadratiquement en fonction du nombre total de cœurs. Plus le nombre de
cœurs est grand, plus il devient "négligeable" de voler un cœur pour faire de la progression.
3.3. Etude sur le passage à l’échelle des applications
La validité de la méthode dépend de la capacité du recouvrement des communications à ab-
sorber cette perte de temps. Il est donc nécessaire que l’application ait une scalabilité linéaire
pour limiter, et pouvoir évaluer, le temps perdu dû au retrait d’un cœur.
Nous souhaitons évaluer notre méthode sur différents benchmarks, tel que Lulesh des bench-
marks Coral [10], miniMD des benchmarks Mantevo [7], et BT-MZ des benchmarks NAS [3].
Avant de tester l’apport de notre méthode sur la progression, nous commençons par évaluer la
scalabilité de ces applications. Nous exécutons ces applications sur un calculateur composé de
nœuds Sandy Bridge de 16 cœurs, en utilisant 8 nœuds pour Lulesh et MiniMD et 16 nœuds
pour BT-MZ. Les tests s’exécutent avec un processus MPI par nœud, et nous faisons varier le
nombre de threads OpenMP de 1 à 16 (nœud complet). Les résultats de scalabilité en fonction
du nombre de thread OpenMP sont présentés en figure 1.
On observe des comportements différents pour les 3 applications. Pour Lulesh, à gauche, on
peut observer un ralentissement en passant de 8 à 9 threads. cela est dû au fait que l’on com-
mence à utiliser le deuxième nœuds NUMA, ce qui provoque des effets NUMA pour cette
application. On observe un résultat plus linéaire sur la deuxième graphe avec l’application mi-
niMD malgré une perte de temps à 16 threads. Enfin, l’application BT-MZ montre la meilleure
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scalabilité, le temps séquentiel est quasiment divisé par le nombre de cœurs ce qui représente
une parallélisation quasi parfaite. C’est typiquement dans ce cas de figure que retirer un cœur
est le plus pénalisant car le gain de n− 1 à n cœurs est optimal.
Sur cette application, on observe analytiquement que sa parallélisation suit le modèle présenté
en Section 3.2, avec a = 2s et b = 58s. Ainsi, pour n = 15, nous obtenons un temps de
2 + 58/15 = 5, 87s, et pour n = 16, un temps de 2 + 58/16 = 5, 56s. La perte est donc es-
timée à environ 5% entre n = 16 et n = 15. Ce résultat implique que pour pouvoir gagner
du temps en retirant un cœur de calcul à l’application, notre mécanisme de progression doit




















































FIGURE 1 – Passage à l’échelle sur Nœud Sandy Bridge, avec 1 rang MPI par nœud (de gauche
à droite) : lulesh/OpenMPI, miniMD/MadMPI et BT-MZ/MPC
4. Performance des collectives non bloquantes
4.1. Mesure des Collectives non bloquantes
Pour gagner en performance, il faut donc que l’on gagne suffisamment de temps sur les com-
munications pour recouvrir le temps de calcul perdu. Il est donc nécessaire de mesurer le re-
couvrement des NBC, ainsi que leur vitesse pour évaluer l’impact de la progression sur les
performances. L’évaluation des NBC se base sur plusieurs critères : le temps de la collective et
l’efficacité du recouvrement de la collective. Lorsque l’on mesure une collective, chaque rang
va mesurer son temps. On définit donc le temps de communication d’une collective comme le
temps du dernier rang à terminer la collective, auquel on soustrait le temps du premier rang
à la lancer : tcoll = max(tfin1..n) − min(tdebut1..n). Dans le cas de collectives inter-nœuds
il est nécessaire d’utiliser des mécanismes de synchronisation d’horloge pour avoir des temps
cohérents.
Le ratio d’overhead [5] est une métrique permettant d’évaluer l’efficacité du recouvrement des
communications point-à-point non bloquantes. Elle peut être adaptée à la mesure des NBC
en prenant en compte les temps des différents rangs MPI. Pour avoir une mesure fiable de
la capacité de recouvrement, il est important que les temps de communications et de calculs
soient similaires. Pour cela nous avons réalisé un petit programme qui permet d’estimer quels
volumes de calcul et de données sont nécessaires pour obtenir un temps de calcul (multiplica-
tion de matrice) et de communication (pour chaque collective) équivalent à la valeur souhaitée.
tmesure est le temps que prends le calcul donnant le temps tcalc et la communication prenant
le temps tcoll en situation de recouvrement. Il est mesuré selon le protocole suivant :
t 1 = gett ime ( ) ;
M P I _ I c o l l e c t i v e ( ) ;
Calcul ( ) ;
MPI_Wait ( ) ;
t 2 = gett ime ( ) ;
tmesure = t2−t 1 ;
t 1 = gett ime ( ) ;
M P I _ I c o l l e c t i v e ( ) ;
MPI_Wait ( ) ;
t 2=gett ime ( ) ;
Calcul ( ) ;
t 3=gett ime ( ) ;
t c a l c = t3 − t 2 ;
t c o l l = t2 − t 1 ;
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Nous avons mis en oeuvre ce protocole sur les deux principales implémentations MPI open-
source OpenMPI 4.0.2 et Mpich 3.3, ainsi que sur MadMPI (implémentation basée sur New
Madeleine développée à L’INRIA Bordeaux). OpenMPI n’a pas d’option pour lancer son
thread de progression, il est donc lancé avec ses options par défaut. MadMPI est aussi
lancé avec ses options par défaut : des threads de progression pouvant migrer sur des
cœurs libres. Ces threads sont volontairement peu actifs pour ne pas perturber l’applica-
tion. Mpich est lancé avec son thread de progression à l’aide de la variable d’environnement
MPICH_ASYNC_PROGRESS=1. Nous exécutons ce benchmark sur 8 nœuds Skylake de 48























































































































































FIGURE 2 – Comparaison du recouvrement de collectives
La figure 2 montre les résultats obtenus. L’axe des abscisses représente le temps de communi-
cation et celui des ordonnées le temps de calcul. Les couleurs représentent le ratio d’overhead
en fonction du temps de collective et du temps de calcul, le nuancier de couleur va de -1.0 à 2.0.
Un ratio de 0.0 (vert) correspond à un recouvrement parfait : tmesure = max(tcoll, tcalc). Un
ratio de 1.0 (jaune) correspond à une exécution séquentielle : tmesure = tcoll+ tcalc. Un ratio
de 2.0 (rouge) correspond à une exécution plus longue : tmesure > tcoll + tcalc. Un ratio de
-1.0 (bleu) implique que : tmesure < max(tcoll, tcalc).
La diagonale où les temps de calculs et de communication sont identiques et sa zone proche
sont les plus représentatifs. Au contraire pour les coins ou les temps de calcul et temps de com-
munications sont très différents (en haut à gauche et en bas à droite), la moindre imprécision
de mesure peut faire varier le ratio vers des valeurs extrêmes et le rendre inexploitable. Cela
explique la présence des parties bleues sur les différents résultats.
Les résultats de la figure 2 montrent une progression quasi inexistante pour MadMPI et
OpenMPI. Mpich en revanche arrive à légèrement recouvrir ses communications. Nous rap-
pelons que les temps de calcul et de communications sont ici fixés. Les performances sont donc
mesurées en quantité de données transmises et calculées pendant ce temps fixe. Par exemple,
pour 1s de calcul, le benchmark va calculer une matrice de 1900x1900 avec OpenMPI, 1891x1891
avec MadMPI et 1573x1573 avec Mpich. Pour Mpich figure 2 à droite, le temps est recouvert en
partie mais la quantité de calcul sur un temps fixe est moindre par rapport aux autres implé-
mentations. Nous avons relancé le benchmark sans le thread de progression de Mpich. Dans
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cette situation, une matrice de 1912x1912 est calculée en 1s. Cependant, il n’y a pas de recou-
vrement des communications.
On peut en déduire que le thread de progression de Mpich est efficace, mais ralentit fortement
les calculs. La question se pose donc de savoir si un cœur dédié permet d’avoir un recouvre-
ment acceptable, sans impacter l’application. Pour être utile, le recouvrement doit permettre
de paralléliser calcul et communications et ainsi de compenser d’éventuels ralentissement du
calcul. Si le calcul est trop ralenti, il est devient impossible de tout recouvrir et donc de gagner
du temps.
5. Progression des communications avec des cœurs dédiés
5.1. Mise en œuvre de la progression à base de cœur dédié
Dans la partie précédente nous avons vu qu’un mécanisme de progression doit être efficace
mais aussi avoir un impact limité sur l’application. Pour cela, nous proposons d’évaluer les
performances d’un cœur dédié aux communications, et nous mettons en œuvre cette stratégie
dans New Madeleine. le cœur 0 est premièrement réservé pour le thread de progression, et on
attache chaque thread OpenMP sur les cœurs suivants, à raison d’un thread par cœur. New
Madeleine organise chaque collective sous forme d’une succession d’évènements. Il est donc
nécessaire d’utiliser une politique d’attente adéquate pour ces évènements. Comme un cœur
est réservé pour faire la progression nous optons pour de l’attente active. Cette méthode est
extrêmement réactive à la soumission d’un nouvel évènement, cependant il est très demandant
en ressource de calcul. Dans notre cas, cela ne pose pas de problème en raison de notre ressource
dédiée. De plus, l’attente active sur une variable impacte très peu la mémoire. Cela ne devrait
pas avoir d’effet visibles sur les autres threads. Nous avons testé l’efficacité de cette politique
de cœur dédié sur le même protocole utilisé en section 4.1. Les résultats sont présentés dans la
figure 3.
On peut observer ici que le recouvrement est efficace sur une grande partie des couples
(tcoll,tcalc) testés. Le calcul n’est pas perturbé sur les cœurs de l’application. En effet, on ob-
serve toujours une matrice de même taille calculée en 1s (1900x1900) sur chaque cœur de calculs
(15 sur 16 sur Sandy et 47 sur 48 pour Skylake).
5.2. Résultat du cœur dédié sur l’application P3DFFT
Nous voulons savoir si le recouvrement des communications permet d’avoir un gain de temps
global, en compensant le retrait d’un cœur pour le calcul. Pour cela nous avons choisi de faire
un test sur une application réelle : P3DFFT [11]. P3DFFT est une bibliothèque numérique réali-
sant des transformées de Fourier en trois dimensions et utilisant des collectives non bloquantes
(MPI_Ialltoall).
Nous comparons ici les différents mécanismes de progression dans New Madeleine : sans
progression, progression par défaut, et politique de cœur dédié. Nous exécutons P3DFFT sur
Sandy avec le même jeu d’entrée représentatif. Les temps observés sont regroupés dans le ta-
bleau 4. On observe que la progression par défaut (thread peu actif et pouvant migrer) est plus
lente que sans progression. Cela est dû à l’ordonnancement opportuniste des threads de pro-
gression sur des cœurs occupés par OpenMP. Dans cette situation le thread OpenMP est ralenti,
ce qui va ralentir toute la section parallèle.
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Progression par défaut 141.71s
Progression cœur dédié 133.40s
FIGURE 4 – Performances de P3DFFT en
fonction des mécanismes de progression
L’application est donc fortement impactée, ce qui augmente le temps d’exécution. La version
"progression avec cœur dédié" est plus performante malgré le retrait d’un cœur à l’application.
Cela est dû aux bonnes performances du recouvrement permettant de compenser l’augmenta-
tion du temps de calcul.
5.3. Quel profil d’applications?
Cette expérience montre qu’il est possible d’avoir un gain de performances sur certaines ap-
plications. Ces applications doivent être hybride (MPI+OpenMP ou autres threads de calcul).
Nous avons utilisé l’application de profiling mpiP [16], pour determiner les caractéristiques
de celles-ci. MpiP nous permet de mesurer quel est le pourcentage de communication MPI au
sein de notre application. Nous avons remplacé les appels non bloquants par leur version blo-
quante afin de mesurer le volume de communication réel. On observe que le volume doit être
conséquent : comme nous avons mesuré une perte théorique d’environ 5% il est impossible de
gagner du temps si le volume de communication est inférieur à 5% du temps total.
L’application doit être conçue pour exécuter suffisamment de calcul pendant ces communica-
tions. Dans le cas contraire, si le calcul est trop court, l’application va perdre du temps dans le
MPI_Wait.
6. Conclusion
Dans cet article, nous nous sommes intéressés à la progression des collectives non bloquantes
en contexte hybride MPI + OpenMP. En particulier, nous avons cherché a obtenir un recouvre-
ment efficace sans trop pénaliser le calcul afin de gagner du temps. Nous avons proposé dans
cet article une méthode de mesure des collectives non bloquantes tenant compte à la fois du
recouvrement des communications, mais aussi de la performance réelle des collectives. Nous
avons pu, à partir de cette méthode, analyser les performances des collectives non bloquantes
pour plusieurs bibliothèques MPI.
Nous avons mis en œuvre un mécanisme permettant d’avoir un taux d’overhead quasi nul, en
particulier pour les collectives, tout en limitant l’impact sur les applications. Nous avons pu vé-
rifier ces expériences dans un cas concret en accélérant l’application P3DFFT. Enfin, nous avons
défini quel type d’application est particulièrement gagnant à l’utilisation de ce mécanisme de
progression. Dédier un cœur à la progression des communications est donc une solution ef-
ficace sur des codes conçus pour le recouvrement. Cependant, les applications conçues pour
utiliser des collectives non bloquantes sont très peu nombreuses. Cette solution est donc un
bon moyen de favoriser le développement de ce type d’applications.
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