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1. Introduction
In a previous paper [12] with almost the same title, two of the authors considered the
Lie powers Ln(V ) of the natural module V for GL(2,p) (where p is prime). For the case
when n is not divisible by p, it was shown there that the indecomposable direct summands
of Ln(V ) are either simple or projective, and two methods were described for calculating
the relevant Krull–Schmidt multiplicities. The hard part of the paper dealt with the case
of n divisible by p, but only under the assumption that p  3: for p  5, this case was left
open.
The purpose of the present paper is to complete this investigation. For background
and motivation, see [12]. The main qualitative result (see Corollary 2.2) is rather more
general: if V is any finite direct sum of simple modules and projective indecomposable
modules for GL(2,p) over a field of characteristic p, then the nonsimple, nonprojective
indecomposable direct summands in any Lie power of V can only be of dimension p − 1
and composition length 2. The proof is constructive, and most of it is of even wider
application: it amounts to a method for calculating Krull–Schmidt multiplicities in Lie
powers of arbitrary finite-dimensional GL(2,p)-modules in characteristic p. (We do not
think that this method improves computation in the cases already covered in [12].) One
may well question how far it is practical to perform the actual calculations, even if one
only wants Lie powers of the natural module, but the qualitative result paraphrased above
demonstrates the penetrating power of this approach.
Remarkably, the claim about the composition length of the nonsimple, nonprojective
indecomposables which occur is equally true for the Lie powers of the natural module
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for the symmetric group Sr in characteristic p, as long as r < 2p. (By the natural
module for Sr in characteristic p, we mean an r-dimensional vector space over a field of
characteristic p, with a basis permuted by Sr in the obvious way. It was shown in [5] that
the nonprojective indecomposable direct summands in the Lie powers of such a module are
either isomorphic or dual to certain Specht modules which are known to have composition
length at most 2.)
The results in [12] for p = 3 were built on an adaptation of the work in [7], which had
dealt with the Lie powers of free modules for the group of order p. The heart of the proof
here consists of a similar adaptation of the much more general results of [6], where Lie
powers of arbitrary modules for the group of order p are elaborated: arguments from [6]
have to be imitated here, with the group of order p replaced by the holomorph of that
group, a Frobenius group of order p(p− 1) which we call H . At first, this adaptation was
based on [6] itself; here we take advantage also of more recent work in the paper [13]
of the third author. The group H is important for GL(2,p) in almost the same way that
it was for the symmetric groups Sr with p  r < 2p in [5]: the normalizer of a Sylow
p-subgroup of GL(2,p) is the direct product ofH with the centre of GL(2,p), so the Green
correspondence relates much of the characteristic p representation theory of GL(2,p) to
that of H .
As before, we make use of the technique known as Lazard elimination. One general
application, which was already implicit in [6] , is the following result (see Theorem 4.1
below): if V is any finite-dimensional module, for any group over any field, then each
Lie power of V is isomorphic to a direct sum of Lie powers of indecomposable direct
summands of tensor powers of V . Our proof of this is also constructive, in the sense that, if
the Krull–Schmidt multiplicities in V and in tensor products of indecomposable modules
are available, we can nominate suitable indecomposablesX1, . . . ,Xm and suitable integers
k1, . . . , km such that
Ln(V )∼= Lk1(X1)⊕ · · · ⊕Lkm(Xm).
(There is no uniqueness implied here.) The point of the result is that, in order to understand
Lie powers of V , we need only understand the Lie powers of indecomposables, and only
the Lie powers of certain indecomposables at that.
It should be acknowledged that, while [6] built on results of Almkvist and Fossum [1]
about the first p symmetric powers of the indecomposable modules for groups of order p,
the calculations discussed here need the corresponding results for Frobenius groups of
order p(p − 1). These were only recently elaborated by Hughes and Kemper, in [11]: we
are grateful to them for a preprint.
The present methods are not applicable to general linear groups other than GL(2,p),
for then the relevant Sylow subgroups are not cyclic: in that direction, we have nothing to
add to the discussion presented in [12].
2. The representation theory
Our main results apply to all primes p, but in a few intermediate technical statements
the case p = 2 is a degenerate exception which can easily be dealt with separately. We
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shall not spell this out. Indeed, for p = 2 and p = 3, the most important special cases of
our main results were already obtained in [12].
Let K be any field of prime characteristic p, and let G be the group GL(2,p). Let P
be the subgroup generated by g = (1 10 1
)
. Choose a positive integer l such that the image
of l under the unique ring homomorphism Z→ K generates the multiplicative group of
nonzero elements in the prime subfield GF(p) of K . We shall not distinguish between l
and its image in K . Define h = (1 00 l
)
and z = (l 00 l
)
. The centre Z of G is generated by z,
and the normalizer N of P is the direct product of Z and the subgroup H of G generated
by g and h. Note that zp−1 = gp = hp−1 = 1 and h−1gh= gl .
Let V be a finite-dimensional KG-module with known Brauer character and known
Krull–Schmidt multiplicities. We shall now describe, modulo results to be obtained in
Section 4, a method for calculating the Krull–Schmidt multiplicities in the Lie powers of V.
Let λ1 be the Brauer character of V . Then the Brauer character λn of the nth Lie
power Ln(V ) is given by the formula [12, (2.11)] (taken from Brandt [3]). Given the
Brauer characters of the nonprojective indecomposables which occur in Ln(V ) and the
relevant Krull–Schmidt multiplicities, one can then obtain the Brauer character of the
largest projective direct summand of Ln(V ). From that, the multiplicities of the projective
indecomposables may also be calculated, using the irreducible Brauer characters of G and
the modular orthogonality relations. In view of this, it suffices to find ways of computing
multiplicities of nonprojective indecomposables in Ln(V ).
Since the Sylow p-subgroup P of G has order p, the very simplest case of the Green
correspondence applies (see Alperin [2, §10], where algebraic closure is assumed but not
used, or Green [10, §15]): the restriction to N of a nonprojective indecomposable KG-
module W is the direct sum of a nonprojective indecomposable W ′ and a projective
module, and then W and W ′ are said to be Green correspondents of each other. The
correspondence so defined is a bijection between isomorphism types of nonprojective
indecomposable KG-modules and nonprojective indecomposable KN -modules.
We need an explicit description of the Green correspondence for G. For this, we find
Glover [9] the only convenient reference, in spite of notational clashes and proofreading
lapses, and in spite of Glover’s restriction to representations over the prime field: this
restriction is unnecessary in the results we use. Where we have upper triangular matrices
in P , [9] had lower triangulars. More unfortunately, b(h) and c(h) were interchanged in the
matrix displayed on p. 434 of [9] and in the line immediately below that display. As a result,
our references to specific items of [9] may at times have to be taken as invitations to imitate
the proof that was given there. What we need from [9] may be paraphrased as follows.
Let Dk stand for the 1-dimensional KG-module on which each element x of G acts as
the scalar (detx)k . In this context, k counts only modulo p − 1, the 1-dimensional trivial
module is D0, and Dk is the kth tensor power of D1. For any positive integer r , let Vr de-
note the (r−1)th symmetric power of the naturalKG-module. Thus the natural module it-
self is V2 and we always have dimVr = r . Make the conventions that V0 = 0 and V1 =D0.
The Vr ⊗ Dk with k = 0,1, . . . , p − 2 and r = 1,2, . . . , p form a complete set
of pairwise nonisomorphic simple KG-modules, and the restrictions (Vr ⊗ Dk)↓P are
uniserial modules: see [9, (6.2) and the proof of (3.1)].
The description of nonprojective indecomposable KG-modules is to be found in [9,
(3.8)]. Each Vm with m prime to p has a direct decomposition Vm = Vm ⊕ V m with the
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first summand a nonprojective indecomposable and the second summand projective, and
the Vm ⊗ Dk with 1  m < p(p − 1), p  m, 0  k  p − 2, form a complete set of
pairwise nonisomorphic nonprojective indecomposableKG-modules. As can be seen from
[9, (3.5)], if the remainder of m on division by p is r , then (Vm⊗Dk)↓N is the direct sum
of a projective module and an indecomposable KN -module of dimension r: just for the
moment, call the latter summand W ′. This W ′ is the Green correspondent of Vm ⊗Dk .
Since W ′ is indecomposable, z must act on W ′ by a scalar and W ′↓H is indecomposable.
Thus W ′ is (isomorphic to) the outer tensor product of the r-dimensional indecomposable
KH -module W ′↓H and a 1-dimensional KZ-module. In order to identify W ′ we need
to identify these two modules. The element z acts on the whole of Vm ⊗Dk as the scalar
l2k+m−1, so we have the second outer tensor factor. By [9, (3.5)],Vm↓H is the direct sum of
a projective KH -module and a copy of Vr↓H . It follows that W ′↓H ∼= (Vr ⊗Dk)↓H , and
we have the first outer tensor factor as well. This completes the description of the Green
correspondence in one direction. In the opposite direction, it is now easy to see that if we
start with a nonprojective indecomposable KN -module which is the outer tensor product
of the KH -module (Vr⊗Dk)↓H and the 1-dimensionalKZ-module on which z acts as ln,
then its Green correspondent is the KG-module Vm⊗Dk where m is the smallest positive
integer such that m≡ r (modp) and m≡ n− 2k+ 1 (modp− 1).
Let W be any nonprojective indecomposable KG-module. By the properties of the
Green correspondence, the multiplicity of W in Ln(V ) is the same as the multiplicity
of the Green correspondent W ′ in Ln(V )↓N . However, Ln(V )↓N ∼= Ln(V↓N). Hence it
remains to describe a method for finding the Krull–Schmidt multiplicities in Ln(V ) for any
finite-dimensional KN -module V with known Krull–Schmidt multiplicities.
The Krull–Schmidt multiplicities in tensor products of indecomposable KH -modules
can be read off from Feit [8, Lemma VIII.2.2 and Theorem VIII.2.7]. From this we
can obtain the Krull–Schmidt multiplicities in tensor products of indecomposable KN -
modules, because every indecomposable KN -module is the outer tensor product of an
indecomposable KH -module and a 1-dimensional KZ-module. Thus the constructive
version of Theorem 4.1 applies to the group N : it will suffice to show how to compute
Krull–Schmidt multiplicities in Lie powers of indecomposable KN -modules.
If X is an indecomposable KN -module on which z acts as lm, then z acts on Ln(X)
as the scalar lmn, so the submodules of Ln(X) may be recognized simply by considering
Ln(X)↓H , that is, Ln(X↓H ). Thus it suffices to show how to calculate Krull–Schmidt mul-
tiplicities in Lie powers of indecomposable KH -modules. This will be done in Section 4,
even without the indecomposability assumption.
This completes what is needed for our method of calculating multiplicities in Lie pow-
ers, but we need a little more from [9] for the qualitative conclusion highlighted at the
beginning of the paper. As we have just seen, the Green correspondents of the (p − 1)-
dimensional indecomposable KN -modules are precisely the KG-modules of the form
Vmp+(p−1) ⊗Dk with 0m p − 2 and 0 k  p − 2. It is a special case of [9, (6.4)]
that each such Vmp+(p−1) ⊗ Dk has a simple submodule Vp−1−m ⊗ Dk+m with quo-
tient Vm⊗Dk . In particular, Vmp+(p−1) ⊗Dk is always of dimension p − 1; it is simple
when m= 0 (because the convention is that V0 = 0), and has composition length 2 when
1m p − 2. (Beware of two of slips in (6.4): Dk+r+1 should be Dk+r+i−1 and k  r
should be k  r .)
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Theorem 4.5 will yield that if an indecomposable direct summand of the nth Lie power
of a finite-dimensional KH -module is not of dimension p − 1, then it is isomorphic
to a direct summand of the nth tensor power. This implies that if a nonprojective
indecomposable direct summand, W say, of the nth Lie power Ln(V ) of a KG-module
V is not the Green correspondent of some (p − 1)-dimensional indecomposable KN -
module, then W is isomorphic to a direct summand of the nth tensor power T n(V ). For,
let the Green correspondent of W be called W ′ and suppose that dimW ′ = p − 1. By
Theorem 4.1 below (which gives a little more detail than its paraphrase in the Introduction
above), for some divisor k of n and some indecomposable direct summand X of T n/k(V ),
W is isomorphic to a direct summand of Lk(X). By Theorem 4.5, W ′↓H is then a direct
summand of the tensor power T k(X)↓H Since z acts on T k(X) as a scalar, the relevant
direct decomposition of T k(X)↓H admits N; as z acts on T k(X) and on W ′ by the same
scalar, we may therefore conclude that W ′ is a direct summand of T k(X)↓N. By the Green
correspondence, W is then a direct summand of T k(X), and hence also of T n(V ).
Of course, as Ln(V ) is a submodule of T n(V ) and projective modules for finite groups
are injective, all projective direct summands of Ln(V ) are automatically direct summands
of T n(V ) as well. Therefore, modulo Theorems 4.1 and 4.5, we have proved the following
result.
Theorem 2.1. If n is a positive integer and V is a finite-dimensional module for GL(2,p)
over a field of characteristic p, then each indecomposable direct summand of Ln(V ) is iso-
morphic either to a direct summand of the tensor power T n(V ) or to some Vmp+(p−1)⊗Dk
with 0m p− 2 and 0 k  p− 2.
It follows from [9, (5.5′)] that tensor powers of direct sums of simple modules and
projective modules have only simple or projective indecomposable direct summands. (Note
a small slip there: comparison with (5.5) shows that, in the first direct sum displayed in
(5.5′), the upper limit of summation was meant to be min{m,n} − 1.) Hence Theorem 2.1
yields our main qualitative result.
Corollary 2.2. If V is a finite direct sum of simple modules and projective indecompos-
able modules for GL(2,p) over a field of characteristic p, then each nonprojective inde-
composable direct summand of a Lie power of V is either simple or isomorphic to some
Vmp+(p−1) ⊗Dk with 1m p− 2 and 0 k  p − 2: in particular, if it is not simple,
it has dimension p− 1 and composition length 2.
Recall that if n is not divisible by p then Ln(V ) itself is a direct summand of T n(V )
(as in [12, Lemma 4.3]), so in this case Theorem 2.1 and Corollary 2.2 say less than what
has been known for quite a while. For any n, if z acts on V by some scalar (as it must
whenever V is indecomposable), then of course it acts on Ln(V ) by the nth power of that
scalar, and a Vmp+(p−1) ⊗ Dk cannot possibly occur in Ln(V ) unless that nth power is
equal to the scalar giving the action of z on Vmp+(p−1) ⊗Dk , namely lm−1+2k . Another
restriction is that if n > 2 and either V is projective or V is simple of dimension p − 1,
then Ln(V ) cannot have a direct summand of dimension smaller than p− 1 (because then,
by [6, Theorems 5.3, 5.4], even Ln(V↓P ) cannot have such a summand).
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We mention without proof some results which go in the opposite direction. One may
deduce from [6, Theorem 5.9] that, if n is large and V is simple but not of dimension 1,
then each nonprojective indecomposable direct summand of T n(V ) is, unless excluded by
the previous paragraph, isomorphic to some direct summand of Ln(V ). Next, suppose only
that V is a finite-dimensional KG-module on which z, but no element of G outside Z,
acts as a scalar. From [4, Theorem 2], one readily sees that for large n each projective
indecomposable direct summand of T n(V ) is isomorphic to a direct summand of Ln(V ).
Using Lazard elimination and Lemma 4.4 below, one can prove also that if n is a large
multiple of p then Ln(V ) has direct summands isomorphic to each of the Vmp+(p−1)⊗Dk
not ruled out by the comments in the previous paragraph.
3. The shifted Lie algebra
In this section we begin the required adaptation of [6], closely following the notation of
that paper. If V is a module for any group over any field, we let L(V ) denote the free Lie
algebra on V , T (V ) the tensor algebra on V , R(V ) the free restricted Lie algebra on V
(in the case where the field has prime characteristic), M(V ) the free metabelian Lie alge-
bra on V and S(V ) the symmetric algebra on V . Furthermore, we write Ln(V ), T n(V ),
Rn(V ), Mn(V ) and Sn(V ) for the respective homogeneous components of degree n. These
are termed the nth Lie, tensor, restricted Lie, metabelian Lie and symmetric power of V ,
respectively.
Let K be a field of prime characteristic p and let H be the subgroup of GL(2,p)
generated by the elements g and h, as in Section 2. We shall, however, abandon some
of the notation used previously in order to move closer to the notation of [6].
It is well known (see [8, Chapters VII and VIII]) that there are, up to isomorphism,
precisely p(p − 1) indecomposable KH -modules, which we denote by Ji,r with i =
0,1, . . . , p− 2 and r = 1,2, . . . , p. In this notation r is the dimension of Ji,r and h acts on
the top composition factor Ji,r/ rad(Ji,r ) as multiplication by the scalar li . (In the previous
section we would have written Ji,r as (Vr ⊗Di)↓H .) It is easy to verify that Ji,r has a ba-
sis Y (i,r) = {y(i,r)1 , y(i,r)2 , . . . , y(i,r)r } such that y(i,r)j g = y(i,r)j + y(i,r)j+1 for j = 1, . . . , r − 1,
y
(i,r)
r g = y(i,r)r and y(i,r)1 h= liy(i,r)1 . Thus y(i,r)1 is an eigenvector for h with eigenvalue li ,
and it is easy to verify that y(i,r)r is an eigenvector for h with eigenvalue li+r−1. We will
assume throughout that the basis Y (i,r) is ordered by y(i,r)1 > · · ·> y(i,r)r . In using the no-
tation Ji,r and y(i,r)j we shall sometimes allow i to go outside the range 0, . . . , p − 2, but
will then assume that it is reduced modulo p− 1.
For r  s there is a KH -module surjection Ji,r → Ji,s satisfying y(i,r)j → y(i,s)j for
j = 1, . . . , s and y(i,r)j → 0 for j = s + 1, . . . , r . For r  2 we define L̂p(Ji,r ) to be the
kernel of the composite map
Lp(Ji,r )→Mp(Ji,r )→Mp(Ji,2), (1)
where the first map is induced by the canonical surjection L(Ji,r )→M(Ji,r ) and the sec-
ond map is induced by the surjection Ji,r → Ji,2. Thus L̂p(Ji,r ) is a KH -submodule of
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Lp(Ji,r ). Furthermore, recall that the left-normed basic commutators [z1, z2, . . . , zn] with
z1, . . . , zn ∈ Y (i,r) and z1 > z2  · · · zn form a basis of Mn(Ji,r ). For n 2, let M˜n(Ji,r )
be the subspace of Mn(Ji,r ) spanned by all such basic commutators with z2 = y(i,r)r and
at most p− 1 of the entries z3, . . . , zn equal to y(i,r)1 . It is easy to verify that M˜n(Ji,r ) is a
KH -submodule of Mn(Ji,r ).
When i and r are fixed, we set xk = y(i,r)1 gk−1 for k = 1,2, . . . , p. We follow [6]
in regarding T (Ji,r ) as the free associative algebra on y(i,r)1 , . . . , y
(i,r)
r , with L(Ji,r ) and
R(Ji,r ) as Lie and restricted Lie subalgebras. Thus L(Ji,r ) is a Lie subalgebra of R(Ji,r ),
and xp1 , . . . , x
p
p ∈ Rp(Ji,r ). We write 〈xp1 , . . . , xpp 〉 for the subspace spanned by xp1 , . . . , xpp .
For r  2, let
L̂(Ji,r )= L2(Ji,r )+L3(Ji,r )+ · · · +Lp−1(Ji,r )+ L̂p(Ji,r )+Lp+1(Ji,r )+ · · · ,
and, for fixed i and r with r  2, let
LS = L̂(Ji,r )+
〈
x
p
1 , . . . , x
p
p
〉
.
It is easily seen that L̂(Ji,r ) and LS are H -invariant Lie subalgebras of R(Ji,r ). In the
terminology of [6],LS is the shifted Lie algebra of L(Ji,r ). We need the following variation
of the main technical results of [6].
Theorem 3.1. Let i and r be fixed, with r  2. For each n  2 there exists a KH -
submodule Un of Rn(Ji,r ) such that
(i) LS is a free Lie algebra of the form LS = L(U), where
U =U2 ⊕U3 ⊕ · · · ,
(ii) for n = p, Un is a direct summand of Ln(Ji,r ),
(iii) Up has the form 〈xp1 , . . . , xpp 〉 ⊕ Vp , where Vp is a direct summand of L̂p(Ji,r ),
(iv) for n < p, Un ∼=Mn(Ji,r ),
(v) for n p, Un is a projective KH -module, and
(vi) LS = L̂(Ji,r )⊕ 〈xp1 , . . . , xpp 〉.
(We note that Vp no longer has the meaning of Section 2.) In the form recorded above,
Theorem 3.1 can be found in [13]. (A corrigendum to [13] is in preparation.) We shall also
make use of the following result, which is a corollary of the proof in [13] and is stated there
in Section 5.2.
Corollary 3.2. There are KH -module isomorphisms
Un ∼=
r⊕
j=2
M˜n(Ji,j ) for all n > p,
Vn ∼=
r⊕
j=3
M˜p(Ji,j ), and
〈
x
p
1 , . . . , x
p
p
〉∼= Ji,p.
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Our next task is to show that the isomorphism types of the modules Un in Theorem 3.1
can be completely identified, that is, we can find recursively the Krull–Schmidt multiplic-
ities of the indecomposable KH -modules in each Un. As mentioned in the Introduction,
we rely on recent work in [11] which allows us to assume that we know the Krull–Schmidt
multiplicities in the symmetric powers Sn(Ji,r ). In fact we only need these for n < p. Also,
as noted in Section 2, the Krull–Schmidt multiplicities in tensor products of indecompos-
able KH -modules are known. Thus we can assume that we know the multiplicities of the
indecomposables in a tensor product whenever we know these for the tensor factors.
We now write Un as U(i,r)n to indicate the dependence on i and r . By Theorem 3.1 and
Corollary 3.2 we have
U(i,r)n
∼=Mn(Ji,r ) for n < p,
U(i,r)p
∼= Ji,p ⊕
r⊕
j=3
M˜p(Ji,j ),
U(i,r)n
∼=
r⊕
j=2
M˜n(Ji,j ) for n > p.
It is therefore sufficient to determine the isomorphism types of the metabelian Lie powers
Mn(Ji,r ), for r  2 and n < p, and the isomorphism types of the modules M˜n(Ji,r ) for
r  2 and n p. For n 2, there is a well-known short exact sequence
Mn(Ji,r ) Ji,r ⊗ Sn−1(Ji,r ) Sn(Ji,r )
which splits whenever (n,p)= 1 (see [6, (2.4)]). In particular, it splits for n= 2, . . . , p−1.
Since the isomorphism types of the modules in the middle and on the right are known, we
obtain the isomorphism types of the relevant metabelian Lie powers Mn(Ji,r ).
Now consider M˜n(Ji,r ). For n 0, let S˜n(Ji,r ) denote the subspace of Sn(Ji,r ) spanned
by all those monomials z1z2 · · ·zn with z1, . . . , zn ∈ Y (i,r) such that at most p − 1 of
z1, . . . , zn are equal to y(i,r)1 . Clearly, S˜
n(Ji,r ) is a KH -submodule of Sn(Ji,r ). For r  2
and n  2, consider the K-linear map from Ji,r−1 ⊗ Ji+r−1,1 ⊗ S˜n−2(Ji,r ) to M˜n(Ji,r )
defined by
y
(i,r−1)
j ⊗ y(i+r−1,1)1 ⊗ z3 · · ·zn →
[
y
(i,r)
j , y
(i,r)
r , z3, . . . , zn
]
for all j ∈ {1, . . . , r − 1} and all z3, . . . , zn ∈ Y (i,r) such that at most p − 1 of z3, . . . , zn
are equal to y(i,r)1 . It is easy to verify that this is an isomorphism of KH -modules. Thus
M˜n(Ji,r )∼= Ji,r−1 ⊗ Ji+r−1,1 ⊗ S˜n−2(Ji,r ) for all r  2, n 2.
It therefore remains to identify the isomorphism type of S˜n(Ji,r ) for r  2 and n p− 2.
For n = p − 2 and n = p − 1 we have S˜n(Ji,r ) = Sn(Ji,r ), and hence the isomorphism
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type is known by [11]. It is straightforward to check that for all r  2 and n 1 there is an
exact sequence of KH -modules
Ji+r−1,1 ⊗ S˜n−1(Ji,r ) S˜n(Ji,r ) S˜n(Ji,r−1), (2)
where the map on the left is given by
y
(i+r−1,1)
1 ⊗ z1z2 · · ·zn−1 → z1z2 · · ·zn−1y(i,r)r
for all z1, . . . , zn−1 ∈ Y (i,r) such that at most p− 1 of z1, . . . , zn−1 are equal to y(i,r)1 , and
the map on the right is induced by the surjection Ji,r → Ji,r−1. By [7, Proposition 3.2],
S˜n(Ji,r−1) is projective provided that n + r − 1  p + 1. It follows that (2) splits when
r  2 and n  p, so that in this case the isomorphism type of the middle term in (2) is
known if we know the isomorphism types of the modules on the left and on the right. But
these may be assumed by induction on n and r , because S˜n(Ji,1)= 0 for all n p. Thus
the isomorphism types of all the modules Un in Theorem 3.1 can be completely identified.
Our final task in this section is to clarify the relationship between L(Ji,r ), L̂(Ji,r ) and
the shifted Lie algebra LS , for fixed i and r with r  2. Recall the definition of L̂p(Ji,r ) as
the kernel of the map (1). This map is the composite of two surjections. The first surjection
splits (see [6, Section 2]), and the kernel of the second is projective (and hence injective)
by [6, (3.9)]. Therefore, there exists a submodule Wp of Lp(Ji,r ) isomorphic to Mp(Ji,2)
such that
Lp(Ji,r )= L̂p(Ji,r )⊕Wp. (3)
It is easy to verify by direct calculation that the (p − 1)-dimensional module Mp(Ji,2) is
generated by [y(i,2)1 , y(i,2)2 , y(i,2)1 , . . . , y(i,2)1 ], and this element is an eigenvector for h with
eigenvalue li+1. Therefore, by [5, Lemma 1],Mp(Ji,2)∼= Ji+1,p−1. HenceWp ∼= Ji+1,p−1.
By (3) and the definition of L̂(Ji,r ) we have
L(Ji,r )= L1(Ji,r )⊕Wp ⊕ L̂(Ji,r ). (4)
Here
L1(Ji,r )∼= Ji,r , Wp ∼= Ji+1,p−1. (5)
On the other hand, by Theorem 3.1(vi) and Corollary 3.2,
LS = L̂(Ji,r )⊕
〈
x
p
1 , . . . , x
p
p
〉
, where
〈
x
p
1 , . . . , x
p
p
〉∼= Ji,p. (6)
By (4) and (6) we see that L(Ji,r ), L̂(Ji,r ) and LS differ only in degree 1 and degree p. In
degree p, L(Ji,r ) has a summand isomorphic to Ji+1,p−1, and this is replaced in LS by a
summand isomorphic to Ji,p .
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4. Decomposition of Lie powers
We continue with the adaptation of [6] in order to establish the results that we used in
Section 2. Let C be a group and K a field. We use notation based on the last section of [6],
although used in [6] only for the special case where C is a cyclic group G, isomorphic
to the group P of the present paper. Let {Iλ: λ ∈ Λ} be a family of finite-dimensional
indecomposable KC-modules consisting of one representative from each isomorphism
class. Let Γ be the Green ring of C over K , which we take to consist of all integral linear
combinations of the Iλ. Let ∆ be the subset of Γ consisting of all such linear combinations
with nonnegative coefficients. For any finite-dimensionalKC-moduleW , write |W | for the
element
∑
mλIλ of ∆ where, for each λ, mλ is the Krull–Schmidt multiplicity of Iλ in W .
Let Γ t denote the ring of all formal power series in an indeterminate t with coefficients
in Γ , and ∆t the subset of Γ t consisting of those power series with coefficients in ∆. Of
particular importance is the subset t∆t consisting of all power series A1t + A2t2 + · · ·
with Aj ∈ ∆ for all j . A power series of the form Iλtn with n  1 will be called an
indecomposable of t∆t . We shall use the symbols f,g,h, . . . to denote power series: this
conflicts slightly with previous notation but we shall have no further need to mention the
elements g and h of H . If A and B are elements of ∆ and A− B ∈ ∆, we say that B is
a summand of A. Similarly, if f,g ∈ t∆t and f − g ∈ t∆t , we say that g is a summand
of f . As in [6], we sometimes write f (t) instead of f for an element of Γ t , and then, for
any positive integer n, f (tn) denotes the element obtained from f (t) by substitution of tn
for t . For f ∈ t∆t and n 1 we write [f ]n for the coefficient of tn in f : thus [f ]n ∈∆.
For f = 0, let o(f ) denote the smallest positive integer n such that [f ]n = 0. We also set
o(0)=∞. If f,f1 ∈ t∆t with f = 0 and n= o(f ) we write f1 < f if o(f1) n, [f1]n is
a summand of [f ]n, and [f1]n = [f ]n.
By a graded KC-module we mean a KC-module V with a distinguished direct
decomposition V = V1 ⊕ V2 ⊕ · · · , where each Vn is finite-dimensional. (We have no
further need for the modules Vn of Section 2.) For each graded module V , where V =
V1 ⊕V2 ⊕ · · · , we define |V | to be the element of t∆t given by |V | = |V1|t + |V2|t2 + · · · .
In this way elements of t∆t correspond to isomorphism classes of graded KC-modules.
For graded modules V and W , there are natural gradings for the modules V ⊕ W and
V ⊗W satisfying |V ⊕W | = |V |+ |W | and |V ⊗W | = |V | |W |. As explained in [6], there
is a natural grading on the free Lie algebra L(V ) on a graded module V . Then, for f ∈ t∆t ,
we define L(f ) ∈ t∆t by setting L(f )= |L(V )|, where V is any graded module such that
|V | = f . As noted in [6], if L(f (t))= h(t) then L(f (tn))= h(tn) for all n 1. The basic
problem is to evaluate L(f ) for an element f of t∆t . In the case where f = |V |t , for a
finite-dimensional KC-module V , the evaluation of L(f ) yields the Lie powers of V up
to isomorphism because L(f )=∑n1 |Ln(V )|tn.
Suppose that f,h ∈ t∆t where h is a summand of f . In [6, (5.7)] a form of ‘Lazard
elimination’ is given which applies equally well here:
L(f )= L(h)+L((f − h)(1+ h+ h2 + · · · )). (7)
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Thus, if Iλtn is an indecomposable summand of f ,
L(f )= L(Iλtn)+L((f − Iλtn)(1+ Iλtn + I 2λ t2n + · · ·
))
. (8)
The use of (8) is called separation of the indecomposable Iλtn.
For f ∈ t∆t , let ∆∗(f ) be the set of all elements g of t∆t such that every
indecomposable summand of g is a summand of f n for some n  1. We shall want to
use ∆∗(f ) in the case f = |V |t where V is a finite-dimensional KC-module. Then, for
g ∈ ∆∗(f ), every indecomposable summand of g has the form Iλtn for some n  1 and
some λ such that Iλ is a direct summand of T n(V ).
Let f ∈ t∆t . If f = 0 write n(1)= o(f ) and let Iλ(1) be an indecomposable summand
of [f ]n(1). By (8) we obtain
L(f )= L(Iλ(1)tn(1))+L(f1),
where f1 is an element of t∆t satisfying f1 < f and f1 ∈ ∆∗(f ). If f1 = 0 write
n(2)= o(f1) and let Iλ(2) be an indecomposable summand of [f1]n(2). By (8) we obtain
L(f1)= L
(
Iλ(2)t
n(2))+L(f2),
where f2 < f1 and f2 ∈ ∆∗(f ). Let n be any positive integer. By repeating the above
procedure sufficiently often we may write
L(f )= L(Iλ(1)tn(1))+ · · · +L(Iλ(k)tn(k))+L(fk), (9)
where Iλ(1)tn(1), . . . , Iλ(k)tn(k) are elements of∆∗(f ) and where o(fk) > n. The coefficient
of tn on the right-hand side of (9) is the sum of those |Ln/n(j)(Iλ(j))| for which n(j)|n.
Applying this to the case f = |V |t where V is a finite-dimensional KC-module we find
that Ln(V ) is isomorphic to the direct sum of the modules Ln/n(j)(Iλ(j)). Furthermore,
Iλ(j) is isomorphic to a direct summand of T n(j)(V ). Thus we have proved the following
result.
Theorem 4.1. If V is any finite-dimensional module, for any group over any field, then
each Lie powerLn(V ) is isomorphic to a direct sum of modules, each of which has the form
Lk(X) for some divisor k of n and some indecomposable direct summand X of T n/k(V ).
Suppose further that the Krull–Schmidt multiplicities in V and in tensor products
of indecomposable modules are known. Then we know |V | as a linear combination of
indecomposables and, in the procedure described above, we can make specific choices of
Iλ(1), Iλ(2), . . . . Thus, in this case, we may explicitly find suitable indecomposables X and
integers k in the expression for Ln(V ) given by Theorem 4.1. This is the constructive proof
referred to in Section 1.
We now consider the case where C = H and K is a field of characteristic p, as in
Sections 1–3. Thus the Krull–Schmidt multiplicities in tensor products of indecomposable
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modules are known. We use the the notation relating to Γ and Γ t introduced above, taking
{Ji,r : i = 0, . . . , p− 2, r = 1, . . . , p} as the basis {Iλ: λ ∈Λ} of Γ .
For i = 0, . . . , p − 2 and r = 2, . . . , p, let U(i,r)2 ,U(i,r)3 , . . . be the KH -submodules of
R(Ji,r ) given by Theorem 3.1. We have seen in Section 3 that we may determine each
|U(i,r)n | as a linear combination of indecomposables. Now define ξi,r (t) ∈ t2∆t by
ξi,r (t)=
∣∣U(i,r)2
∣∣t2 + ∣∣U(i,r)3
∣∣t3 + · · · .
Thus the indecomposable summands of ξi,r (t) may be taken as known. By Theorem 3.1(i),
L(ξi,r (t))= |LS |. Hence, by (6),
L
(
ξi,r (t)
)= ∣∣L̂(Ji,r )∣∣+ Ji,ptp.
Also, by (4) and (5),
L(Ji,r t)= Ji,r t + Ji+1,p−1tp +
∣∣L̂(Ji,r )∣∣.
Thus
L(Ji,r t)+ Ji,ptp = Ji,r t + Ji+1,p−1tp +L
(
ξi,r (t)
)
.
Thus, for r = 2, . . . , p and n 1,
L
(
Ji,r t
n
)= Ji,r tn + Ji+1,p−1tpn − Ji,ptpn +L(ξi,r (tn)). (10)
Of course, for r = 1,
L
(
Ji,1t
n
)= Ji,1tn. (11)
As in [6], the use of (10) or (11) will be called elimination of the indecomposable Ji,r tn.
Let f ∈ t∆t . By the method explained in detail in [6], we can now use a sequence of steps,
each of which consists of separation and elimination of an indecomposable of smallest
degree, to evaluate the coefficients of L(f ) to any required degree. By taking f = |V |t ,
where V is any finite-dimensional KH -module with known Krull–Schmidt multiplicities,
we have a method for evaluating the Krull–Schmidt multiplicities in the Lie powers of V .
For r  2, let ζi,r (t) ∈ t2∆t be defined by
ζi,r (t)=
(
ξi,r (t)− Ji,ptp
)(
1+ Ji,ptp + J 2i,pt2p + · · ·
)
.
By (7),
L
(
ξi,r (t)
)= L(Ji,ptp)+L(ζi,r (t)).
By (10), with n= 1, we obtain
L(Ji,r t)− Ji,r t = Ji+1,p−1tp +L
(
Ji,pt
p
)− Ji,ptp +L(ζi,r (t)).
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Combining this with the corresponding equation for L(Ji,ptp)− Ji,ptp , we deduce
L(Ji,r t)− Ji,r t = Ji+1,p−1tp + Ji+1,p−1tp2 +L
(
Ji,pt
p2)− Ji,ptp2
+L(ζi,r (t))+L(ζi,p(tp)).
Continuing this way we obtain
L(Ji,r t)− Ji,r t = Ji+1,p−1tp + Ji+1,p−1tp2 + Ji+1,p−1tp3 + · · ·
+L(ζi,r (t))+L(ζi,p(tp))+L(ζi,p(tp2))+ · · · .
Hence we have the following analogue of [6, Theorem 5.1].
Theorem 4.2. For n 1 and r  2, we have L(Ji,1tn)= Ji,1tn and
L
(
Ji,r t
n
) = Ji,r tn + Ji+1,p−1tpn + Ji+1,p−1tp2n + Ji+1,p−1tp3n + · · ·
+L(ζi,r(tn))+L(ζi,p(tpn))+L(ζi,p(tp2n))+ · · · .
Recalling the above definition of ∆∗(f ), we now consider ∆∗(Ji,r t), where r  1.
Clearly,
∆∗(Ji,r t)∆∗(Ji,r t)⊆∆∗(Ji,r t).
By imitating the proof of [6, Lemma 5.6], we obtain
Lemma 4.3. If Jj,s tn ∈ ∆∗(Ji,r t) where s  2, then Jj,ptpn ∈ ∆∗(Ji,r t) and ζj,s (tn) ∈
∆∗(Ji,r t).
Then, by the proof of [6, Lemma 5.7], we obtain
Lemma 4.4. Let f ∈∆∗(Ji,r t). Then L(f ) is a sum of elements of the form Jj,1tn, where
Jj,1tn ∈∆∗(Ji,r t), and elements of the form
Jj,s t
n + Jj+1,p−1tpn + Jj+1,p−1tp2n + · · · ,
where s  2 and Jj,s tn ∈∆∗(Ji,r t).
We can now obtain the main result of this section.
Theorem 4.5. Let V be a finite-dimensional KH -module. If W is an indecomposable
direct summand of Ln(V ) which is not of dimension p − 1 then W is isomorphic to a
direct summand of T n(V ).
Proof. Theorem 4.1 allows us to reduce to the case where V is indecomposable: thus V is
isomorphic to some Ji,r . The result follows from Lemma 4.4 by taking f = Ji,r t . ✷
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