Targeted cancer drugs have been developed to interfere with specific molecular targets, which are expected to affect the growth of cancer cells in a way that can be characterized by multi-omics data. The prediction of cancer drug sensitivity simultaneously for multiple drugs based on heterogeneous multi-omics data (e.g., mRNA expression, DNA copy number or DNA mutation) is an important but challenging task. We use joint penalized regression models for multiple cancer drugs rather than a separate model for each drug, thus being able to address the correlation structure between drugs. In addition, we employ integrative penalty factors (IPF) to allow penalizing data from different molecular data sources differently. By integrating IPF with tree-lasso, we create the IPF-tree-lasso method, which can capture the heterogeneity of multi-omics data and the correlation between drugs at the same time. Additionally, we generalize the IPFlasso to the IPF-elastic-net, which combines 1-and 2-penalty terms and can lead to improved prediction performance. To make the computation of IPF-type methods more feasible, we present that the IPFtype methods are equivalent to the original lasso-type methods after augmenting the data matrix, and employ the Efficient Parameter Selection via Global Optimization (EPSGO) algorithm for optimizing multiple penalty factors efficiently. Simulation studies show that the new model, IPF-tree-lasso, can improve the prediction performance significantly. We demonstrate the performance of these methods on the Genomics of Drug Sensitivity in Cancer (GDSC) data.
(β2-AR) is also a molecular marker to affect the efficacy of trastuzumab in breast cancer. The other example is that the drug Vemurafenib targets metastatic melanoma BRAF mutations at codon 600 [29] . But the matrix metalloproteinase-2 (MMP-2) upregulation has been found in vemurafenibresistant melanoma cells [34] . Therefore, exploring the multi-omics data which can characterize the whole biological system is helpful to evaluate drug efficacy. It is also potential to find new cancer therapy solutions. That is, cancer cells with the similar characterization of multi-omics are possibly affected by other drugs. Thus it is valuable to model multiple cancer drugs sensitivity and multi-omics data jointly.
In recent years, several groups and consortia have developed big datasets which include large-scale ex vivo pharmacological profiling of cancer drugs and the genomic information of corresponding cell lines [3, 9, 13, 15, 18] . The genomic data can for example consist of genome-wide measurements of mRNA expression, DNA copy numbers, DNA single-point and other mutations or CpG methylation of cell lines. They reflect different heterogeneous molecular profiles of the cancer cell lines with respect to effects, intra correlations, measurement scales and background noise [17] . The drug sensitivity data for some groups of drugs are expected to be correlated, due to their common targets and similar pharmacodynamic behaviours.
To analyze such data, one straightforward method is to use (penalized) linear regression methods, for example lasso [42] , regressing each drug on all molecular features in a linear manner. Lasso could select a few relevant features with nonzero regression coefficient estimates from a large number of features. But it cannot address the heterogeneity of different molecular data sources. Boulesteix et al. [5] introduced integrative 1 -penalized regression with penalty factors (IPF-lasso) to shrink the effects of features from different data sources with varying 1 -penalties, to reflect their different relative contributions. While lasso or IPF-lasso can be extended to multivariate regression to jointly model multiple drugs sensitivity, the correlation of drugs is not reflected in the peanlization of regression coefficients. Kim and Xing [22] proposed tree-lasso to estimate structured sparsity of multiple response variables assuming a hierarchical cluster structure in the response variables. Each cluster is likely to be influenced by some common features, for which the effects are similar between correlated responses.
In this article, we propose the IPF-tree-lasso which borrows the strength of varying penalty parameters from IPF-lasso and the cluster structure in multivariate regression from tree-lasso. Thus, IPF-tree-lasso can capture the different relative contributions of multiple omics input data sources and the group structure of correlated drug response variables. Since some targeted cancer drugs might have a similar mechanisms, for example the same target gene or signaling pathway, then these drugs are likely to have correlated sensitivities. IPF-tree-lasso is likely to select common relevant molecular features of these correlated drugs, and accordingly to shrink their coefficients with similar penalty parameters.
Elastic net [50] is also compared here, because it considers the grouping effect of correlated features and the 2 -penalty can improve the prediction performance over lasso. Additionally, we also formulate the integrative elastic net with penalty factors (IPF-elastic-net) model to provide a flexible extension of the elastic net with varying complexity parameters λ's as well as varying parameters α's.
However, IPF-tree-lasso and IPF-elastic-net have more complicated penalty terms which might require new optimization algorithms. We use augmented data matrix, so that the original smoothing proximal gradient descent method [22] and cyclical coordinate descent algorithm for lasso [11] can be employed directly. As elastic net and IPF-type methods have multiple penalty parameters to be optimized, the standard grid search [21] is computationally not efficient. Frohlich and Zell [12] proposed an interval-search algorithm, the Efficient Parameter Selection via Global Optimization (EPSGO), which is more efficient. Sill et al. [37] implemented the EPSGO algorithm in elastic net models and developed the R package c060. We have adapted the c060 package for efficient penalty parameters optimization for IPF-tree-lasso and IPF-elastic-net.
The rest of the paper is organized as follows. In Section 2, the standard penalized regression methods and their extensions with structured penalties are introduced briefly. Section 3 describes the simulation scenario based on multivariate responses and different types of features, and then we present the simulation results and discussion. In Section 4, the Genomics of Drug Sensitivity in Cancer [13] data are used to compare the prediction performance of all methods. Lastly, we discuss the main findings and conclude the paper in Section 5.
Structured penalties for multivariate regression.
2.1. Lasso and elastic net. The pharmacological data are collected for n samples (e.g., cell lines or patients) and m response variables (typically drug sensitivity). The response variables are denoted by Y = {y ik } (i ∈ [n] ≡ {1, · · · , n}, k ∈ [m]), where y ik means the response of the ith cell line treated with the kth drug. The high-dimensional (i.e., multi-omics) data contain p features in total, and all p features are available for all samples, denoted by X = {x ij } (i ∈ [n], j ∈ [p]). The linear model mapping from high-dimensional data to multivariate responses is
where 1 n = (1, · · · , 1) is an n-column vector, β 0 = (β 01 , · · · , β 0m ) is the intercept vector corresponding to m response variables, B is a p × m regression coefficients matrix, and E is a n × m noise matrix. (β 0 , B) can be estimated by minimizing the sum of the residual sum of squares and a penalty function as following
where · F is the Frobenius norm. When p is very large, especially n p, and pressuming only a few true relevant features, the 1 -penalized regression, or lasso [42] is a standard method to identify those features by their nonzero coefficient estimates. The multivariate lasso uses the 1 -norm penalty function pen
and λ > 0 is the given penalty parameter that controls the strength of penalizing coefficients.
Another regularization method is elastic net [50] , which takes a biasvariance trade-off between lasso and the continuous shrinkage method ridge regression. The ridge penalty ( 2 -penalty) tends to include or exclude strongly correlated features together. The penalty function of elastic net in (2.2) is 1] gives the compromise between ridge (α = 0) and lasso (α = 1).
IPF-lasso and IPF-elastic-net
Lasso and elastic net penalize all coefficients of features by globally controlling penalty parameters λ and α. In order to distinguish the contributions of heterogeneous data sources, Boulesteix et al. [5] proposed IPF-lasso to analyze multi-omics data. IPF-lasso allows varying penalty parameters to weight the norms of different sources' coefficients. For multivariate responses, the penalty function is pen
· · · . . . B S ] stacks B s by rows and B s is the coefficients matrix corresponding to the sth data source. The IPF-lasso reduces to the lasso problem after transforming the X matrix as follows.
Proposition 1. Given response Y and S data sources X = [X 1 , · · · , X S ] with numbers of features p 1 , · · · , p S respectively, and the corresponding co-
When there are two data sources, i.e., S = 2, Figure 1 shows that the prediction performance as cross-validated MSE CV is convex in versus λ 1 when fixing the two penalty parameters ratio λ 2 /λ 1 .
A simple integrative 1 / 2 -penalty method with penalty factors (sIPFelastic-net) has pen
Given n samples and m responses Y, standardized S data sources X = [X 1 , · · · , X S ] (variance 1 and mean 0 for each column) with numbers of features p 1 , · · · , p S , respectively, and the corresponding coefficients matrix B, let λ = (λ 1 , · · · , λ S ), andβ 0 (λ, α),B(λ, α) be the sIPFelastic-net estimates. Suppose two coefficients β jk and β j k from the sth and s th data sources (j, j ∈ [p], j = j ; s, s ∈ [S]; k ∈ [m]), respectively, and β jk (λ, α)β j k (λ, α) > 0; then
where sample correlation ρ = x s,j x s ,j with x s,j the vector of n samples of the jth feature belonging to the sth data source and
Theorem 1 (proof in Supplementary S1) states that the difference of two nonzero and the same sign coefficient estimates tends to 0 if their corresponding features are highly positively correlated and penalized equally. Therefore, sIPF-elastic-net shows the similar grouping effect as elastic net. The fully flexible version of the IPF-elastic-net has penalty function pen(B) =
). Proposition 2 gives its equivalent lasso problem if α s ∈ (0, 1].
Proposition 2. Given response Y and S data sources X = [X 1 , · · · , X S ] with numbers of features p 1 , . . . , p S respectively, and the corresponding coef-
2.2.
Tree-lasso and IPF-tree-lasso. Kim and Xing [22] proposed the treelasso method which uses a hierarchical tree structure over the response variables in a group-lasso based penalty function. As illustrated in Figure 2 we hypothesize that highly correlated response variables in each cluster are likely to be influenced by a common set of features. The hierarchical tree structure of multiple response variables can be represented as a tree T with a set of vertices V and groups {G ν : ν ∈ V }. It can be given by prior knowledge of the pharmacokinetic properties of the drugs, or be learned from the data, for example by hierarchical clustering. Given the tree T and groups G ν , the penalty function of the tree-lasso is defined as
where β Gν j = {β jk : k ∈ G ν } is the jth row of B associated with response variables in group ν, ω ν is either the weight associated with the height h ν of each internal node in tree T or ω ν = 1 for the leaf node, V int and V leaf are the internal nodes and leaves of the tree, respectively. For example, consider a case with two drugs and a tree of three nodes that consists of two leaf nodes and one root node. It is illustrated as the following subtree of tree T in Figure 2 
Then the penalty function for this tree is (2.4)
We can now define IPF-tree-lasso, where different λ's are employed for different data sources. Its penalty function is defined as follows
where β j,s is the jth row of coefficients corresponding to sth data source.
Proposition 3. Given response Y and S data sources X = [X 1 , . . . , X S ] with numbers of features p 1 , . . . , p S , respectively, and the corresponding co-
Without loss of generality, the proof for the case with three response variables and the tree of five nodes shown in Figure 2 is given in Supplementary S2.
Proposition 4. Generally, the penalized objective function can be formulated as
is the a submatrix of B, q j,g ∈ [1, ∞], λ is a tuning parameter, G contains pre-defined groups and all group weights w g 's are known or can be pre-estimated. The submatrix S g
The corresponding IPF problem
can be transformed into the equivalent original problem
\ N g } and the non-penalized features are remained in the Frobenius-norm loss function. The rows in M g and the columns in N g need not be contiguous, and S g j (B s ) can be overlaping.
The Proposition 4 allows different norms for different submatrices in the penalty term. IPF-lasso and IPF-tree-lasso are special cases of (2.7), that is,
to seek a common subset of a submatrix S g (B), in which selected features will be relevant to multiple response variables simultaneously (Turlach and others, 2005) . The Sparse Group Elastic Net [33] including 1 , 2 and ∞ is also a special case of (2.7). Since the penalty term in (2.7) allows the overlaps of submatrices, it can contain more integrated penalty cases. For example, sparse-group lasso [38] with 1 and 2 penalties actually allows the overlaps of coefficient groups (including singletons). Jacob, Obosinski and Vert [20] proposed group lasso allowing overlaps in combination with graphical lasso. Li, Nan and Zhu [27] proposed the multivariate sparse group lasso, where an arbitrary group structure such as overlapping or nested or multilevel hierarchical structure is considered. All these methods can be extended into corresponding IPF-type methods and be solved by Proposition 4. However, (2.7) doesn't include graphical lasso or fused lasso. If there is a non-identity transformation of the submatrix of B inside of the norm in the penalty term, the augmented matrix will be complicated.
2.3. Implementation. For the implementation, we give an initial decreasing λ sequence, starting at λ max which shrinks all coefficients to zero [11] , for lasso, elastic net, IPF-lasso and sIPF-elastic-net. The multivariate responses Y are vectorized to vec(Y). The interval-search algorithm Efficient Parameter Selection vis Global Optimization (EPSGO) is applied to find the optimal α in elastic net type methods [12, 37] , as well as penalty parameters ratios in IPF-type methods. The EPSGO algorithm updates the tuning parameters through learning a Gaussian process model of the loss function surface from the points which have already been visited. Note that parameter tuning for IPF-elastic-net with varying α's remains challenging even when using the EPSGO algorithm due to the large number of parameters in a non-convex situation. For IPF-tree-lasso, λ 1 is optimized by exploring a given sequence of values, while the EPSGO algorithm is used to determine the optimal penalty parameters ratios λ s /λ 1 (s > 1). The IPF-tree-lasso is implemented based on the equivalent tree-lasso problem, which is more efficient than directly adapting the original tree-lasso algorithm to iterate coefficients of different data sources respectively (see Supplementary S3 ). The tree structure is pre-estimated from the response data by hierarchical agglomerative clustering [14] and only using the nodes with normalized heights larger than a pre-determined threshold ρ to ignore groups with weak correlations between response variables. Optimal penalty parameters are found by minimizing the MSE CV as loss function on the learning data, and independent validation data are used to obtain prediction mean squared errors (MSE val ) to evaluate prediction performance.
Simulations.
3.1. Simulation scenario. We simulate data to demonstrate the prediction performance and variable selection performance of lasso, elastic net, tree-lasso and their corresponding IPF-type methods. We assume multiple responses with m = 24, two data sources of high-dimensional input features (p 1 > n, p 2 > n), and n = 100 samples. The data are simulated according to the linear model
The high-dimensional feature matrixX = [X 1 ,X 2 ] is generated from a multivariate normal distribution with mean 0 and a nondiagonal (p 1 + p 2 ) × (p 1 + p 2 ) covariance matrix Σ as Boulesteix and others (2017) suggested
Further dichotomizing X 2 = 1 {X 2 >0} where 1 {·} is an indicator function and let X = [X 1 , X 2 ]. The second data source is dichotomized to simulate the common situation that one data source represents binary gene mutations.
In the covariance matrix Σ, blocks A p 1 /b (σ) and A p 2 /b (σ) capture the covariances of features among the first and second data source, respectively.
In each data source, there are b latent groups of size (p 1 /b) × (p 1 /b) and (p 2 /b) × (p 2 /b), respectively, represented by blocks B p 1 /b,p 2 /b and B p 2 /b,p 1 /b in which any two features have covariance σ. We set σ = 0.4, b = 10, and the variance of each feature is one. Considering that different data sources might have different numbers of features, we simulate two situations, (p 1 , p 2 ) = (150, 150) and (p 1 , p 2 ) = (500, 150). In (3.1), the noise term
iid ∼ N (0, 1). We assume that multiple responses can be grouped and the group relationships can be addressed by a hierarchical tree structure. In our intended applications, different molecular information may explain different group effects in the drug response variables. In the first simulation scenario, we design two different hierarchical tree effects from the two data sources, as illustrated in Figure 3 . The groups in the first 12 response variables are determined by the first data source, and the second data source determines the groups in the second 12 responses. The two hierarchical structures are generated by the two matrices B 1 and B 2 illustrated in Figure 3 . In a second simulation scenario the two data sources do not determine the drug groups separately, but instead in an overlapping manner. For this we design two very different hierarchical structures with B 1 and B 2 , as illustrated in Figure 4 . In scenario 3, to test the sensitivity to model misspecification, we set a control case which has no tree-structured B 1 and B 2 as shown in Fig Figure 5 correspond to the designed "hotspots" in the simulation by Lewin et al. [25] .
To evaluate the prediction performance of different methods, we calculate MSE val from the simulated validation data X val and Y val which are simulated independently in an identical manner to X and Y. Additionally, we compare the accuracy of variable selection performance, where we use the terms sensitivity to denote the percentage of nonzero coefficients accurately estimated as nonzeros and specificity to denote the percentage of zero coefficients accurately estimated as zeros. Algorithm 1 below summarizes the simulation study setup.
Algorithm 1:
Simulation study setup to compare the prediction performance of penalized regression Input : X, Y and validation data X val , Y val simulated according to simulation scenario 1, 2 or 3 with (p 1 , p 2 ) = (150, 150) or (p 1 , p 2 ) = (500, 150). Output: Prediction performance of the 6 methods, i.e., lasso, elastic net, IPF-lasso, sIPF-elastic-net, tree-lasso, IPF-tree-lasso.
Use hierarchical clustering to obtain a tree T representing the grouping structure in Y. Split data X and Y into K = 5 folds, respectively. X (−k) and Y (−k) exclude the observations of kth fold, and X (k) and Y (k) consist of the observations of kth fold.
for method M = 1, · · · , 6 do for penalty parameters θ M,l (l = 1, · · · , L M ) do
3.2.
Simulation results and discussion. We do 50 simulations and show in Figure 6 the prediction performance of all methods in the different scenarios. When the two data sources have the same number of features (i.e., p 1 = p 2 = 150) and similar trees for B 1 and B 2 as in scenario 1 (Figure 3 ), then lasso, IPF-lasso, elastic net and sIPF-elastic-net have similar prediction performance in terms of MSE val (Figure 6(a) ). But tree-lasso and IPFtree-lasso outperform other methods. However, when the two data sources are more different as in design scenario 2 (Figure 4) , IPF-lasso and sIPFelastic-net are slightly superior to lasso and elastic net in the situation of p 1 = p 2 = 150 ( Figure 6 (c) ). IPF-tree-lasso further improves the prediction. In the control case, Figure 6 (e) (scenario 3), tree-lasso and IPF-tree-lasso still have better prediction.
When the two data sources have different feature numbers (i.e., p 1 = 500, p 2 = 150), IPF-type methods (IPF-lasso, sIPF-elastic-net and IPF-treelasso) have lower MSE val than their corresponding non-IPF-type methods (lasso, elastic net and tree-lasso) respectively in all three scenarios (Figure 6 (b), (d) and (f)). When comparing scenario 2 with scenario 1 in the case (p 1 , p 2 ) = (500, 150), IPF-type methods improve the prediction more significantly in scenario 2. Table 1 displays the accuracy of coefficients matrix estimation and variable selection for scenario 1. According to the averaged absolute errors of estimated coefficients, 1 mp B − B 1 , all methods performe similarly if (p 1 , p 2 ) = (150, 150) but the IPF-type methods perform slightly better for (p 1 , p 2 ) = (500, 150). In both cases, (p 1 , p 2 ) = (150, 150) and (p 1 , p 2 ) = (500, 150), IPF-lasso, sIPF-elastic-net, and IPF-tree-lasso select fewer features and achieve larger specificity than non-IPF-type methods, but they lose sensitivity.
In the simulations, we mainly focus on simulating hierarchically structured drug sensitivity according to the specifically designed coefficient matrices as in Figure 3 (scenario 1) and Figure 4 (scenario 2). In both scenarios 1 and 2, the tree-lasso model improves performance. But even in the case of non-structured Y (scenario 3) tree-lasso still outperforms lasso and elastic net in Figure 6 (e), because some of the correlation structures among response variables can be captured by a tree structure. For example, the nonzero blocks in B in Figure 5 illustrate different response variables that are likely to be similar since these responses can be explained by the same features. Kim and Xing [22] also showed that tree-lasso can take into account such correlations even when the tree structure is not fully realized. Compared to the top three panels of Figure 6 , the bottom three panels reflect a greater contribution to prediction performance of IPF-type methods. In all situations, IPF-tree-lasso achieves the best prediction, at least as good as tree-lasso when p 1 = p 2 = 150, and the IPF-lasso and sIPF-elastic perform quite well when (p 1 , p 2 ) = (500, 150). It is because that IPF-tree-lasso does not only consider the correlations among responses, but also distin-guishes the relative contributions of two data sources with varying penalty parameters λ 1 and λ 2 .
4. Real data analysis. The Genomics of Drug Sensitivity in Cancer (GDSC) database [49] was developed from a large-scale pharmacogenomic study. The drug sensitivity, measured as half-maximal inhibitory concentration (IC 50 ), is estimated by fitting a Bayesian sigmoid model to dose-response curves obtained for a range of drug concentrations corresponding to the 72 hours' effect of drug treatment on cell viability, see Garnett et al. [13] for the modelling details. We use the data from their archived files in ftp://ftp.sanger.ac.uk/pub4/cancerrxgene/releases/release-5.0/, where there are 97 cancer drugs tested for 498 cell lines with complete availability of IC 50 after excluding one cell line with an extremely small estimate for IC 50 = 1.43 × 10 −16 µM . These cell lines are from 13 cancer tissue types. For each cell line, the following genomic data are available as baseline measurements: genome-wide measurement of mRNA expression, copy numbers and DNA single point and other mutations. We preselected 2602 gene expression features with the largest variances over cell lines, which in total explain 50% of the variation. Referring to the Cancer Gene Census (https://cancer.sanger.ac.uk/census), copy number variations for 426 genes and mutations in 68 genes are causally implicated in cancer.
We randomly select 80% cell lines of each cancer tissue type for training data and the other 20% as validation data. A multivariate regression model is fitted to the 80% training data:
where Y is the log e IC 50 to reduce the skewness of IC 50 , β 0 is the intercept vector, X 0 represents the cancer tissue types by dummy variables, and X = [X 1 , X 2 , X 3 ] consists of the log e -transformed gene expression variables (X 1 ), the copy number variables (X 2 ) and mutation (0/1) variables (X 3 ). Let
correspond to the coefficient matrices of the three data sources. Since tissue types are known to have large effects on drug sensitivity and X 0 is low-dimensional, we do not penalize the coefficients B 0 of cancer tissue types when fitting the model (4.1). Supplementary S5 outlines the estimation of non-penalized coefficients in the tree-lasso model. The 20% validation data are used to evaluate prediction performance by MSE val . The implementation procedure of (4.1) by all methods is the same as shown in the simulation Algorithm 1. Additionally, R 2 val is computed as
where X val and Y val are the 20% validation data,Ȳ val is a column vector with averaged log e IC 50 of each drug over the validation data samples. For comparison we also fit two low-dimensional linear regression models: (1) the "NULL" model which only includes an intercept vector, and (2) the "OLS" model which includes the intercept vector and dummies X 0 of the cancer tissue types.
To eliminate the uncertainty of splitting the data randomly into training| validation sets, Table 2 reports the averaged results of 10 different random splits of the GDSC data. When only using the 13 tissue categories as predictors ("OLS" model), the prediction performance is very poor, MSE val =3.199 andR 2 val = 3.64% averaged over the 10 repetitions. However, the genomic information improves the prediction in the lasso and elastic net models as shown in Table 2 . By taking into account the hierarchical group relationship of 97 drugs (tree-lasso and IPF-tree-lasso) and the heterogeneity of different data sources (IPF-type methods), performance can be improved further. IPF-tree-lasso performs best, with prediction MSE val =3.025 and R 2 val = 8.89%. Nevertheless, all methods explain only a limited percentage of variation in the drug sensitivity data when averaging across all drugs. When looking at the individual explained variationR 2 val and MSE val , the results differ widely between drugs. For example, the molecular information via the IPF-tree-lasso model can explain 44.75% variation of Nutlin-3α drug sensitivity ( Figure S2 of Supplementary S6). More prediction results with discussion for individual drugs and tissues can be found in Supplementary S6.
In Table 2 , V S = p j=1 m k=1 10 r=1 1 {β (r) jk =0} ≥ 2 indicates the features selected at least twice over the 10 repetitions. We note that lasso, elastic net and IPF-lasso perform very sparse variable selection with fewer than 860 out of p × m = 300312 (0.29%) nonzero features estimated more than once over 10 repetitions. Although sIPF-elastic-net has better average prediction performance, it results in an almost full dense coefficients matrix with averaged α = 0.39, but elastic net with averaged α = 0.77. Tree-lasso obtains a much larger number of nonzero coefficients for copy number features than IPF-tree-lasso, but only one associated mutation variable: TP53 for drug Nutlin-3α. In contrast, IPF-tree-lasso selects 537 associated mutated gene features, in particular, targeted mutant B-Raf for drugs PLX4720 and SB590885, mutant EGFR/ErbB for BIBW2992 (Afatinib), and the chromosomal rearragement Bcr-Abl for drugs Nilotinib and AP-24534. All these mutations are in target genes of the corresponding drugs and were thus expected to be important for the prediction of drug sensitivity.
Conclusion.
In this study, we used multi-omics data to predict sensitivity of cancer cell lines to multiple drugs jointly. The penalized regression should take into account the heterogeneity in the multi-omics data as well as (hierarchical) relationships between drugs. We extended the tree-lasso to IPF-tree-lasso, which can achieve the two purposes simultaneously. Through weighting the data by the penalty parameters, Proposition 3 makes the implementation of IPF-tree-lasso feasible. In addition, based on IPF-lasso [5] , we formulated the IPF-elastic-net, which is an option to tune the varying penalty parameters λ s and α s (s ∈ [S]) in (2.3), thus allowing differing degrees of sparsity in the different data sources. If one has prior knowledge on the sparsity of the different data sources, IPF-elastic-net can specify some data sources as lasso for instance, i.e., those α's as 1. Proposition 4 provides the transformation from a large class of general IPF-type penalized problems into the equivalent original penalized problems. Furthermore, we demonstrated how the interval-search algorithm EPSGO [12] can be used to optimize multiple penalty parameters efficiently.
To capture the heterogeneity of different features, Bergersen, Gland and Lyng [4] proposed weighted lasso to use external information (i.e., copy numbers) to generate penalty weights. Van de Wiel et al. [44] developed "GRridge" regression to use related co-data (annotation or external p values) to derive group-specific penalties by empirical Bayes estimation; only one global penalty parameter needs to be optimzed by e.g. cross-validation. These methods use other data as auxiliary data to determine (group) weights in the penalty term. However, in IPF-type methods all data information contributes to the outcomes directly. Dondelinger and Mukherjee [10] proposed joint lasso to penalize subgroup-specific (i.e., cancer tissue) coefficients differently with an additional fusion penalty term, but they used the same penalty for high-dimensional features. Klau et al. [23] presented priority-Lasso to construct blocks of multi-omics data sources and regress on each data source sequentially. Wu et al. [48] selectively reviewed multi-level omics data integration methods, but focused on univariate and survival outcomes.
In the GDSC data analysis, the low averagedR 2 val implies the limitation to use genomic information to predict drug sensitivity. Wang et al. [45] and Ali et al. [1] showed proteomes of human cancer cell lines are more representative of primary tumors than genomic profiles alone to predict drug sensitivity. Chambliss and Chan [6] recommended to integrate pharmacoproteomic and pharmacogenomics profiles to identify the right therapeutic regimen. Also, the heterogeneity between cell lines even within one cancer tissue type might be large [2, 30] .
One disadvantage of IPF-type methods is that they cannot address known associations between features in the different data sources, e.g., between gene expression and mutation status of the same gene. However, the sIPF-elasticnet employs a common α for all data sources, which is likely to select the strongly correlated features over all data sources together if α is small (Theorem 1). As for IPF-tree-lasso, specifying similar weights for coefficients of associated internal nodes in (2.5) across different data sources may select correlated features over multiple data sources. Furthermore, using biological pathways of genes related to the cancer may improve the biological interpretation and prediction of drug sensitivity as well. Lee et al. [24] and Li and Li [26] proposed pathway-based approaches to identify biologically relevant pathways related to interesting phenotype. The tree-lasso or IPF-tree-lasso can also be extended to include the pathway-group structure over features in the penalty term besides the hierarchical structure over response variables. The variable selection index V S = p j=1 m k=1 10 r=1 1 {β (r) jk =0} ≥ 2 indicates the features selected at least twice over the 10 repetitions. The NULL model is Y = 1 n β 0 + E. The OLS model only includes the 13 cancer tissue types information as predictors, i.e., Y = 1 n β 0 +X 0 B 0 +E where (β 0 ,B 0 ) are OLS estimates. The number of estimated nonzero coefficients, #{β jk = 0 : j ∈ [p], k ∈ [m]}, corresponds to the mRNA expression, copy numbers and mutation, which are selected at least twice in the 10 repetitions over all drugs. MSE cv is the average of the mean squared error of 5-fold cross-validation based on the 80% training cell lines, and MSE val is the average of the 10 repetitions of predicted mean squared error based on the 20% testing cell lines. The range ofR 2 val is (−∞, 1]. The s.e. is the standard derivation over the 10 repetitions.
