Background
DNA Microarrays allow us to monitor the expression level of thousands of genes simultaneously across a collection of related samples. This technology has been applied to the prediction of cancer considering the gene expression profiles in both, normal and cancer samples. Support Vector Machines (SVM) have been applied to identify cancer samples considering the gene expression levels with encouraging results. This kind of techniques are able to deal with high dimensional and noisy data which is an important requirement in our practical problem.
However, common SVM algorithms rely on the use of the Euclidean distance which does not reflect accurately the proximities among the sample profiles [1] .
This feature favors the misclassification of cancer samples (false negative errors) which is a serious drawback in our application. The SVM has been extended to incorporate non-Euclidean dissimilarities [2] .
Nevertheless, no dissimilarity can be considered superior to the others because each one reflects just different features of the data and misclassifies a different set of patterns.
The false negative errors of individual classifiers can be reduced by combining non-optimal classifiers [3] . To this aim, different versions of the classifier are usually built by bootstrap sampling the patterns or the features.
However, resampling techniques reduce the size of the training set increasing the bias of individual classifiers and consequently the error of the resulting combination [4] .
Our approach
To avoid the bias introduced by resampling techniques, we propose a combination strategy that builds the diversity of classifiers considering a set of dissimilarities that reflect different features of the data. In order to incorporate the dissimilarities into the SVM, they are first embedded in an Euclidean space such that the inter-pattern distances reflect the original dissimilarity matrix. Next, for each dissimilarity a C-SVM is trained. Finally, the resulting classifiers are properly combined using a voting strategy. Our method is able to work directly from a dissimilarity matrix.
Experimental results
The algorithm proposed has been tested using two benchmark datasets, Leukemia [5] and Breast Cancer [6] . 
Conclusion
In this paper, we have proposed an ensemble of classifiers based on a diversity of dissimilarities. Experimental results suggest that the method proposed improves both, misclassification errors and false negative errors of classifiers based on a single dissimilarity.
