Abstract-In this paper, we introduce new, more efficient, methods for training recurrent neural networks (RNNs). These methods are based on a new understanding of the error surfaces of RNNs that has been developed in recent years. These error surfaces contain spurious valleys that disrupt the search for global minima. The spurious valleys are caused by instabilities in the networks, which become more pronounced with increased prediction horizons. The new methods described in this paper increase the prediction horizons in a principled way that enables the search algorithms to avoid the spurious valleys. The paper also presents a new method for determining when an RNN is extrapolating. When an RNN operates outside the region spanned by the training set, adequate performance cannot be guaranteed.
I. INTRODUCTION
The difficulties in training recurrent neural networks (RNNs) have been well-documented (see [1] , [2] ). One of the reasons for these difficulties is the existence of spurious valleys in the error surfaces of RNNs [3] , [4] , [5] . These valleys are not related to the true minimum of the surface, or to the problem the RNN is trying to solve. They are strongly dependent on the input sequence in the training data.
(If the input sequence changes, even though the system being modeled stays the same, the valleys will move significantly.) Any batch search algorithm is very likely to be trapped in these spurious valleys.
Alternate training methods have been developed to mitigate the effects of these spurious valleys [3] , [6] . Because the spurious valleys depend so strongly on the input sequence, one alternate method is to divide the data into multiple subsequences. The subsequences can be alternated during training, which will move the valleys and prevent the algorithm from becoming trapped [3] . Recently, [6] demonstrated a modified procedure, in which the error gradient associated with each subsequence is monitored during training. Large gradient magnitudes indicate that the training algorithm is located within a spurious valley for those subsequences, and so those subsequences can be removed temporarily from the training process.
Another technique that was introduced in [6] was to increase the prediction horizon gradually during the training process. The initial training segment used a one-step-ahead prediction. This was increased at each training segment, until the pre diction horizon during the final training segment covered the full length of the original sequences. This process can require long training times, if the prediction horizon is increased too 978-1-4799-1959-8/15/$31.00 @2015 IEEE slowly, but will fail to converge if the prediction horizon is increased too quickly. This paper introduces a method that searches for an optimal horizon step at each training segment. We demonstrate the process on a practical system identification problem.
Even after a recurrent network has been successfully trained, satisfactory performance can only be ensured if the network inputs are similar to those in the training set. This is also true for feedforward networks, but extrapolation is a more urgent problem for recurrent networks, where, because of feedback connections, responses can become unstable when network inputs (including feedback signals) fall outside the training set. The process of detecting network inputs that are outside the training set is called novelty detection [7] . This paper proposes a type of novelty detection that makes use of self organizing maps (SOMs). We demonstrate that the proposed technique is able to detect incipient network failures and instabilities well before they occur.
Section II will present some basic background material on the general types of recurrent networks that we address in this paper and will describe the spurious valleys that cause training difficulties. Section III will briefly review the recurrent training procedures first introduced in [6] , which will form the foundation for the changes presented in this paper. The new procedures for determining the horizon step size are introduced in Section IV, and the new novelty detection method is presented in Section VI. The new procedures are tested on a practical system identification problem, and the results are shown in Section V. Section VII summarizes the paper and presents some conclusions and suggestions for future work.
II. RECURRENT NETWORKS AND SPURIOUS VALLEYS
This paper considers a very general class of RNN -the Layered Digital Dynamic Network -first introduced in [8] . The net input nm(k ) for layer m of an LOON can be computed nm (k )
where pl(k ) is the lth input to the network at time k, IW m,l is the input weight between input I and layer m, LWm,l is the layer weight between layer I and layer m, bm is the bias vector for layer m, DL m,l is the set of all delays in the tapped delay line between layer I and layer m, I m is the set of indices of input vectors that connect to layer m, and L!n is the set of indices of layers that connect directly forward to layer m.
The output of layer m is (2) for m = I, 2, ... , M, where rn is the transfer function at layer m. The set of M paired equations (1) and (2) describes the LDDN. LDDNs can have any number of layers, any number of neurons in any layer, and arbitrary connections between layers (as long as there are no zero-delay loops). These networks are typically trained using gradient or Jacobian based optimization algorithms, such as variants of conjugate gradient, quasi-Newton and Levenberg-Marquardt [9] . The gradients and Jacobians are computed using dynamic back propagation algorithms, such as backpropagation through time, and real-time recurrent learning (see [8] ). Difficulties in gradient based training occur when spurious valleys appear in the error surface [4] , [5] . These valleys have a number of critical properties. First, they are unrelated to the true minimum of the error surface and are, instead, principally determined by the input sequence. If a different input sequence is used, the spurious valleys will move to different locations. Secondly, the valleys are located in regions where the network response is unstable. The network response is close to zero at the bottom of the valleys, but slight changes in the network weights will cause the response to increase dramatically. Finally, the widths of the valleys become very narrow as the prediction horizon increases.
To illustrate these spurious valleys, consider a single-neuron recurrent network with a linear transfer function, as shown in By accumulating the output using (3), from a zero initial condition, we have
The term inside the bracket is a polynomial in W2, with the input sequence as coefficients. If this polynomial has a root outside the unit circle, then at that root the output is zero, even though the output would increase rapidly for a small change in W2. The interesting thing is that, when this polynomial has a root outside the unit circle at time step k, that root remains the same in the next polynomial at time step k + 1. This phenomenon is called the "frozen root" [4] . As a result, the output is zero for all future time steps for the same W2. Since the output for values of W2 on either side of the root is significantly higher (the system is unstable), a valley appears at the root.
An example cross-section of an error surface for this network is shown in Fig. 2 . This figure shows how the surface changes as the prediction horizon increases. You can see that there is a valley that appears at approximately W2 = -3.8239. (This is because the polynomial in (4) has a root at W2 = -3.8239.) As the prediction horizon increases, the valley becomes narrower.
As the RNNs become larger, with more layers, neurons, or feedback connections, the valleys become more numerous. An aCt) error profile for a practical network is shown in Fig. 3 . The plot shows a cross section of the error surface (the MSE along the gradient direction where a represents the fractional change in the weights). We can see that there are many valleys in such a small range. We want to escape from this region during the training process.
III. SUMMARY OF SEGMENT REMOVAL ALGORITHM
This section will summarize the basic training method introduced in [6] . We begin with some key definitions that are needed to describe the original method, as well as the modifications presented in this paper.
The training data for LDDN networks are sequences of network inputs and target network outputs. The data set can consist of multiple sets of these sequences. When training recurrent networks, the length of the sequence determines the prediction horizon. (If the length of a sequence increases by one, then the prediction horizon increases by one. For example, if the training sequences have a length of 5 time steps, and the maximum number of delays in the network is 2, then training the closed-loop network means that we are doing 3-step-ahead predictions.) For the method introduced in [6] , training begins with short prediction horizons, and then the prediction horizons increase as training proceeds. Short prediction horizons require short sequences, so the original training sequences are divided into multiple subsequences. The network is trained for multiple iterations at a given prediction horizon. We call this a training segment. After the completion of a training segment, the prediction horizon is increased by the horizon step, which requires that the original training sequences be subdivided again.
For the algorithms discussed in this paper, we will need to decide such parameters as the number of iterations for each training segment, the horizon step at each training segment, which subsequences to use at each iteration and the total number of training segments.
We should note that the training algorithm discussed in this paper is a batch algorithm. This means that at each iteration (defined as an update of the network weights) of the algorithm, the gradient is computed for the entire training data set.
The key concept introduced in [6] was that, because the spurious valleys are caused by the input sequence, each training subsequence will have a different set of valleys. If training becomes trapped in a valley, the sequence that owns that valley could then be removed from the training set. In order to determine which sequence to remove, the individual training gradients for each sequence are computed, and the sequence with the largest gradient is removed, since gradients will be highest inside the spurious valleys. To determine when the training algorithm entered a valley, [6] proposed using a feature of the Levenberg-Marquardt (LM) training algorithm [9] , as described below.
The LM update rule for weights Xk at the kt h iteration is (5) where e is the network error and J is the Jacobian matrix of the network errors with respect to the weights. J can be computed using backpropagation. For RNNs, we need to use dynamic backpropagation. Jacobian calculations for a general dynamic network can be found in [8] .
At each iteration, f..l k is increased until the mean square error (MSE) is reduced. If f..l k reaches a large value without reducing the MSE, the training is generally stopped. The modification described in [6] uses large f..l k as an indication that the training has entered a spurious valley. At this point, the gradients associated with each subsequence are computed, and the subsequences with the largest gradients are removed, until training can proceed.
The other approach suggested in [6] was to start the first training segment with one-step-ahead predictions and then to increase the prediction horizon gradually for each successive training segment.
The training procedure from [6] can be summarized as follows:
1) The first training segment uses open-loop training (one step-ahead predictions). All training segments involve maxit iterations of the training algorithm. 2) Closed-loop training with increasing prediction horizon: Do k-step-ahead prediction (k ;::: 2). This includes segmentation of the original long sequences into smaller subsequences. 3) At each iteration of the LM algorithm, if f..l reaches f..l max, remove the sequence with largest gradient. If the MSE does not decrease, keep removing the sequence with next largest gradient until the MSE decreases (the algorithm escapes from the valleys). Add the removed sequences back to the training data before proceeding to next iteration. 4) Increase the prediction horizon k (sequence length).
If all sequences are removed, shorten the prediction horizon and go back to step 2. The prediction horizon was incremented according to a preplanned schedule. The schedule was conservative, with small horizon steps, since it is difficult to know the optimal horizon. Because the schedule was conservative, training times could become quite long. In the next section, we will describe a modification to [6] , in which the best horizon step is determined for each training segment.
IV. NEW PROCEDURE FOR HORIZON STEP SELECTION
A. Rationale Before we describe the procedure for determining the best horizon step, we want to discuss the effect of the prediction horizon on the training process. As shown in [4] and [5] , the spurious valleys appear in regions of the weight space where the network is unstable, even though the network output is very small at the bottom of the valley. Small changes in the weights will result in unstable responses. Fig. 4 illustrates a typical network response when the weights are inside a valley, but not at the bottom. The network response is small, until approxi mately time step 220, when oscillatory behavior begins. With a prediction horizon of less than 220, the oscillation would not have occurred. If the oscillatory behavior only takes place over a small region at the end of the sequence, then training can continue successfully. However, when the oscillations occur over a significant percentage of the sequence, it is difficult for the training to recover a stable response.
We want to increase the prediction horizon as much as possible at each training segment, but we don't want to Relationship between MSE and percent oscillation.
increase it so far that unstable behavior occurs over too large a percentage of any of the subsequences. In order to judge the percentage of oscillation, we will compute the MSE. We have found that there is a linear relationship between MSE and percent oscillation. This is illustrated in Fig. 5 , which is a typical scatter plot of percent oscillation versus MSE for individual subsequences. The slope of the relationship can vary with the problem, but we can set a limit on the MSE that will also set a limit on the percent oscillation.
At the successful completion of each training segment, there should be no unstable behavior in any of the subsequences. If the horizon step for the next training segment is chosen too large, however, oscillations could occur over too long a time interval in the new subsequences to allow successful training. The objective of our proposed horizon step selection method is to find the largest horizon step for which the oscillations occur over a sufficiently small percentage of the sequence. The new procedure will follow the same steps outlined in the previous section, including the use of the LM algorithm, but in the final step, where the prediction horizon is increased, the following procedure will be implemented to determine the horizon step.
Using the weights determined at the completion of the previous training segment, the MSE will be computed for prediction horizons from 1 to maxstep steps ahead of the prediction horizon used in the previous training segment. (For each increment in the prediction horizon, the original training sequences will need to be resampled into new subsequences of the appropriate length.)
At this point, the algorithm will find all local minima of the MSE with respect to the prediction horizon. It will then select the local minimum with the smallest MSE. For example, consider Fig. 6 , which shows MSE versus prediction horizon for a typical problem, in which the prediction horizon for the previous training segment was 240. The local minimum that has the smallest MSE (1.144) occurs at prediction horizon 265, and therefore 265 was chosen for the prediction horizon for the next training segment. This represents an horizon step of 25.
In order to take larger horizon steps, the algorithm can be slightly modified. If the MSE is less than a small threshold (we used 0.03) for some local minima beyond the global minimum, then the furthest of these minima is selected. If no local minima exists, then the furthest prediction horizon with MSE less than the threshold is selected.
The effect of the training is illustrated in Fig. 7 . The top axis shows the response of the network for the prediction horizon of 265 on the worst subsequence, before the next training segment is complete. This subsequence is largely responsible for the MSE of 1.144 mentioned in the previous paragraph; none of the other subsequences had unstable oscillations for the prediction horizon of 265. We can see that the oscillations 
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AMer Next Training Segment only occur over about 10% of the subsequence, which is acceptable. The lower axis shows the response for the same subsequence, after the next training segment is complete. As we can see, the training was able to successfully overcome the oscillatory behavior, because of the limited initial oscillations. When the initial oscillations occur over much more than 10% of the subsequence at the beginning of the training segment, the training will have difficulty producing a good response.
(This corresponded to an MSE of approximately 2, which was the threshold used.) For example, we attempted training the network for the prediction horizon corresponding to the next local minimum, with an MSE larger than 2, but the training was not successful; the oscillation occurred over too large a percentage of the prediction horizon.
V. DEMONSTRATION OF HORIZON STEP SELECTION
In this section, we will demonstrate the training procedure introduced in Section IV for a practical system identification problem.
A. System description
The demonstration problem for the new method is the modeling, or system identification, of a single-link robot arm, driven by a dc motor. The equations of motion of the arm are given by
where Va(t) is the voltage applied to the motor, Ia(t) is the armature current, J is the moment of inertia of the arm, 9 is the gravitational constant, Kb is the back emf constant, Kt is the torque constant, L is the inductance, I is the length of the arm and B is the viscous friction coefficient. Simulation parameters, including the sampling time ts are given in Table  I . The parameters were chosen to make this a challenging problem; the system responds quickly, but the nonlinearity is strong. 
B. Training data
To obtain the training data, we apply random input voltages to the motor drive, consisting of a series of pulses of random amplitude and duration, known as a skyline function [10) . An example of one sequence of the training data is shown in Fig.  8 .
A total of 20 such sequences were generated to produce the entire training data set, in order to cover the full range of required network operation. Fig. 9 shows a histogram of robot arm angles in the training set (in radians), which demonstrates the coverage of the modeling. The robot arm dynamic system is to be modeled as the angle varies in the range from -3Jr to 3Jr and as the motor voltage varies from -12 to +12.
We use a nonlinear autoregressive with exogenous inputs (NARX) network (Fig. 10) to model this system. For this task, we use 4 input delays and 4 feedback delays (so the training begins with the fifth data point) and 25 hidden neurons. In the open-loop (one-step-ahead prediction) training phase, there are '---J \.� ______ --,J \.� ______ --,J Fig. 10 . NARX recurrent network.
--e--One step at a time two inputs to the series-parallel network: the input sequence and the target sequence. Fig. 11 compares the new method, in which an optimal horizon step is selected at each training segment, with a standard method, in which an horizon step of one is used at each training segment. For prediction horizons up to 200, both methods produce similar MSE. However, the new method requires many fewer computations to achieve the same result, because many intermediate horizon steps are skipped. (Each circle in the figure represents an horizon step.) For prediction horizons greater than 200, the single step method is very erratic, with the MSE eventually becoming much larger for the single step method. Notice that for the new method, the MSE does not increase significantly after the prediction horizon is larger than 500. We increased the prediction horizon up to the full sequence length of 10000, and the trend continued. For all 20 of the original training sequences, after training was completed for the maximum prediction horizon, the net work response closely followed the target response. In order to validate the network, it was tested on 20 additional sequences of 10,000 time points, which were not used for training. For 13 of these test sequences, the network response was very accurate. A typical response is shown in Fig. 13 . However, in the other 7 test sequences, there was some oscillation in the response. A typical oscillatory response is shown in Fig. 14. This type of oscillatory response is characteristic of RNNs. The feedback connections allow for the possibility of in stabilities. However, when the network has been accurately trained over the relevant input space, it should be possible to avoid these issues. Our hypothesis was that the instabilities occur when the network inputs fall outside the space spanned by the training data set. In this case, the network would be extrapolating, and reasonable performance could not be guaranteed. In the next section, we will introduce a method to determine when the network is extrapolating. The objective will be to detect pending oscillatory behavior in a trained network, well before the oscillation occurs. 
VI. NOV ELTY DETECTION
When training recurrent networks, it will not be possible to guarantee reasonable network performance if the network inputs move outside the range of the data on which the network is trained. It is important to be able to detect when this extrapolation is occurring. For example, if the RNN is part of a feedback control system, [10] , we would want to disable the RNN when extrapolation occurs, and replace with a conventional controller.
Detecting extrapolation is a form of novelty detection. We want to know when the inputs to the network fall outside the range of the training data. In this section we propose a type of novelty detection for RNNs. A number of approaches to novelty detection are reviewed in [7] . The approach proposed here is a type of clustering method, in which the inputs from the training set are characterized by a small set of prototype vectors. The minimum distance of a new input to the nearest prototype is used to quantify novelty. For example, if the distance from the new input to the nearest prototype is larger than the maximum distance of that prototype to the cluster of training inputs that are assigned to it, then the new input could be considered novel. (One might also use other similar types of threshold distances to indicate novelty.)
The clustering method proposed here for novelty detection is the Self-Organizing Map (SOM) [11] , which is a network for identifying clusters in a data set. This is a topology preserving network, in that neurons within the network have neighbor relationships that are preserved by the training process. The idea in this paper will be to train the SOM on combination vectors that represent the inputs to the network, augmented with the target network output. For example, consider the NARX network in Fig. 10 . The tapped delay lines connected to weights IW 1 , 1 and LW 1 , 2 represent the inputs to the static portion of the network. For our example, each of these tapped delay lines has four elements. If we then combine these eight elements with the target network output, we have a nine element vector. The SOM is then trained on all nine-element vectors in the training set.
The hit histogram of Fig. 15 is a representation of the trained SOM. Each hexagon represents a neuron (cluster center), and the sizes of the hexagons indicate the number of training set input vectors associated with each cluster center of the 20x20 SOM. The larger the hexagon, the more inputs are associated with that cluster. We can see that the inputs are well-distributed throughout the network. Fig. 16 illustrates four of the 400 clusters associated with the trained SOM. (The numbering of the clusters starts with 1 in the lower left of Fig. 15 , and continuing row-by-row to the top right of that figure. ) Each subfigure shows a cluster center as a bold line with circles and the inputs that are associated with that cluster as the thinner lines.
For each cluster, we have calculated the maximum distance between the cluster center and the most distant member of that cluster in the training set. We then use those maximum distances to determine when the RNN is extrapolating. While the RNN is operating, at each time step we create an input vector to the SOM. (When the target output is not available, the last element of the SOM input vector is replaced with the RNN output.) The distance of this SOM input to the nearest cluster center is compared with the maximum distance associated with that cluster. If the current input distance is larger than the maximum distance, there is potential extrapolation under way. Fig. 17 demonstrates the process. The top subfigure shows the network response for a new test sequence, along with the target output. The bottom subfigure shows the extrapolation indication. The extrapolation flag goes high many time steps before oscillation begins in the network output. Sometimes a single input can exceed the maximum distance without producing poor network performance; to reduce the number of false positives, we will flag extrapolation if the input distance exceeds the maximum distance for three suc cessive time steps. We have tested this extrapolation detection algorithm on a set of 20 test sequences containing oscillatory behavior, each with 10,000 time steps. In every case where oscillation occurred, extrapolation was indicated beforehand by an average of 16 time steps. There were also a total of 18 times, out of a total of almost 200,000 time steps, when the algorithm indicated extrapolation, but the network did not go into oscillatory behavior (false positives).
VII. CONCLUSIONS Spurious valleys in the error surface of RNNs cause diffi culties in network training. These valleys become steeper with increased prediction horizon, so we begin with short prediction horizons for the initial training segments. The question is how quickly to increase the prediction horizon. This paper has introduced a new method for selecting the best horizon step at each at each training segment. We tested the method extensively on a practical problem, which demonstrated that the accuracy and speed of training was significantly improved.
After an RNN has been trained, it is only accurate for inputs in the region spanned by the training set. When the inputs move outside this region, RNNs can become unstable, so it is important to be able to detect extrapolation before unstable behavior begins. The process of detecting inputs outside the training set is an example of novelty detection. This paper introduced a novelty detection algorithm that uses SOM networks to cluster the training set and then to indicate when network inputs fall outside the training set. The method was tested on a large data set, and the SOM network was 100% accurate in predicting oscillatory behavior, with a very low false positive rate.
Future work will involve testing these techniques on addi tional practical problems, including feedback control systems.
