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Anotace 
Diplomová práce se zabývá problematikou úložných kapacit serverových disků 
v organizaci Muzeum města Brna. Organizace se dlouhodobě potýká s problémem 
zaplnění těchto disků. Cílem této práce je analyzovat současný stav a na základě 
analýzy navrhnout řešení tohoto problému a následně tato opatření aplikovat.  
 
 
 
 
 
Abstract 
The diploma thesis deals with the problem of storage capacities of server discs in the 
allowance organization of Brno City Museum. The organization has long-lasting 
troubles with insufficient capacity of these discs. The aim of this thesis is to analyse the 
current state and to propose a suitable solution on the basis of the results of this 
analysis. Further, the suggested measures should be applied as well. 
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1 Úvod 
V dnešní době kladou firmy vysoké nároky na kapacitu datových úložišť, na 
kterých ukládají od fotografií a dokumentů až po rozsáhlé databáze a databanky. 
Existuje mnoho možností, jak tuto potřebu uspokojit a které nabízí uživatelům rychlý 
přístup ke sdíleným datům. K těmto účelům lze využít síťové disky, které jsou umístěny 
přímo v serveru, disková pole nebo i jiné způsoby, jako například síťová disková pole 
aj. 
Výhodou takového řešení je především to, že data a databáze nezatěžují prostor 
disků na lokálních stanicích a aktuálnost dat, s kterými pracuje více uživatelů. Další 
výhodou je například pravidelné zálohování uložených dat a jiné výhody.  
Nevýhodou tohoto systému je, že pokud uživatel není připojen do sítě, nemá tato 
data k dispozici.  
Shromažďování a ukládání těchto dat ale vyžaduje určitá pravidla, aby nedošlo 
k zaplnění těchto úložišť a případné zastavení nebo blokování služeb serveru.  
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2 Cíl práce 
Cílem práce je optimalizovat úložné kapacity Muzea města Brna a navrhnout řešení 
problémů, které v této souvislosti vznikají. Tato řešení by měla být jak jednorázová, 
která vyřeší aktuální problém s nedostatkem úložných kapacit, tak i dlouhodobějšího 
charakteru, která se budou zabývat optimalizací chodu serveru a zajištění toho, aby 
k tomuto problému v budoucnosti nadále nedocházelo. 
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3 Analýza současného stavu 
V tomto bodě jsou základní informace o samotné organizaci, které se problém týká, 
analýza obchodních procesů organizace a analýza informačních technologií, které 
organizace využívá. 
3.1 Základní informace o organizaci 
Diplomová práce navrhuje řešení v Muzeu města Brna, které sídlí v prostorách 
Národní kulturní památky hradu Špilberk. Muzeum města Brna je typickou organizací 
státní správy fungující na základě zákonů, vyhlášek, metodik a jiných předpisů. 
3.1.1 Identifikační údaje 
Název  Muzeum města Brna p.o. 
Adresa Špilberk 1, 662 24 Brno 
IČ 00101427 
Statutární orgán PhDr. Pavel Ciprian 
Zřizovatel Statutární město Brno 
Webové stránky http://www.spilberk.cz 
Tabulka 1: Identifikační údaje 
3.1.2 Poslání 
Muzeum města Brna je odbornou institucí, jejímž společenským posláním je 
shromažďovat, trvale uchovávat, odborně spravovat, vědecky vyhodnocovat a 
veřejnosti zpřístupňovat muzejní sbírky, které dokládají historický, stavební a umělecký 
vývoj města Brna případně Moravy. Součástí tohoto poslání je vědeckými metodami 
zejména v historických disciplínách zkoumat prostředí, ze kterého jsou sbírkové 
předměty jako autentické doklady vývoje společnosti získávány a poskytovat služby pro 
informační, výchovné, vzdělávací, studijní a vědecké účely v souladu se zákonem o 
ochraně sbírek muzejní povahy. Muzeum města Brna svou péčí o kulturní dědictví 
v podobě muzejních sbírek i nejvýznamnějších nemovitých kulturních památek, které 
má svěřeny do správy (NKP hrad a pevnost Špilberk, NKP vila Tugendhat), významně 
přispívá k rozvoji kulturního života města Brna. (9) 
 
 11 
 
 
3.1.3 Historie 
Slavnostní otevření městského muzea se konalo v neděli 18. září 1904 
u příležitosti desátého jubilea úřadování brněnského starosty Augustina rytíře Wiesera. 
Muzeum bylo umístěno v historických prostorách bývalého domu moravských stavů 
(dnešní Nové radnice) a navázalo zde na dřívější instalaci městské galerie, vzniklé na 
počátku roku 1896 z odkazu významného brněnského měšťana Heinricha Gomperze, 
která se tak stala součástí muzea. O zřízení vlastního městského muzea rozhodl obecní 
výbor města Brna už 20. března 1900, přestože na území města už po několik desetiletí 
působily dvě další muzejní instituce – Františkovo, pozdější Moravské zemské muzeum 
(zal. 1817) a muzeum uměleckoprůmyslové (1873). 
Slibný počáteční rozvoj nového muzea přibrzdila první světová válka a bez 
problémů nezůstalo ani následující období, v němž moderní Brno prožívalo mohutný 
rozmach. V polovině třicátých let muselo muzeum opustit své původní prostory 
vzhledem k rekonstrukci areálu Nové radnice pro potřeby magistrátu a nalezlo útočiště 
v méně vhodném prostředí tzv. městském dvoru na Šilingrově náměstí. Tehdy také 
došlo ke sloučení muzea s městským archivem – definitivně se obě instituce 
osamostatnily až v roce 1948. Jistou stagnaci a škody způsobené událostmi druhé 
světové války se postupně dařilo překonávat a už během padesátých let můžeme 
zaznamenat postupný nárůst muzejní práce i jejího ohlasu u veřejnosti. 
Zásadní zlom pro rozvoj muzea pak přineslo jeho přestěhování na významnou 
brněnskou památku hrad Špilberk v roce 1960. Také postupný nárůst počtu 
kvalifikovaných odborných i technických pracovníků se zákonitě odrazil na rozsahu 
i kvalitě muzejní činnosti, v růstu muzejních sbírek, v nových výstavách a expozicích 
i v dalších formách vědecké, odborné a kulturní práce. Ani problémy vyvolané 
mnohaletou rozsáhlou (a dosud ne zcela dokončenou) rekonstrukcí sídla muzea 
Špilberku po roce 1984 na tom nemohly příliš změnit.  
Muzeum města Brna se rozsahem i hodnotou svých sbírek a také svou vědeckou, 
odbornou, vzdělávací a kulturní činností, k níž neodmyslitelně patří i prezentace sbírek 
ve výstavách a expozicích, dnes řadí – a svědčí o tom i vysoký počet návštěvníků 
z domova i zahraničí – k předním muzejním institucím u nás. (9) 
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3.2 Obchodní procesy organizace 
3.2.1 Zajištění provozu turistického ruchu 
Zajištěním provozu turistického ruchu se rozumí systém prodeje vstupenek do 
jednotlivých expozic muzea a prodejen suvenýrů návštěvníkům. Tyto dvě složky jsou 
zcela odděleny, prodej vstupenek a suvenýrů pobíhá zvlášť. Obojí je zabezpečeno 
pokladním systémem Money 6, který běží na operačním systému Microsoft DOS. 
Z pohledu laika se může zdát, že tento systém je zastaralý, ale opak je pravdou. Money 
6 v DOS je rychlý a zvládá pokrýt všechny požadavky návštěvníků. Nasazení programů 
pracujících na platformě Windows v jiných podobných organizacích se neukázalo jako 
dobrý nápad. Tyto programy poskytovaly více služeb, ale ukázalo se, že jsou mnohem 
pomalejší a v praxi se u pokladen tvořily větší fronty, než dříve. 
Každá pokladna je vybavena počítačovou stanicí, tiskárnou na tisk vstupenek, 
které jsou částečně předtištěny na traktorovém papíru, záložním zdrojem a terminálem 
pro platební karty. Zdálo se, že tyto platební terminály se nebudou využívat, ale tohoto 
způsobu platby využívají hlavně zahraniční návštěvníci a takových transakcí se 
v průměru provede přes 300 měsíčně. 
Samotný prodej vstupenek probíhá tímto způsobem: Zákazník si vybere typ 
vstupného nebo mu pokladní nabídne optimální variantu (např. cenové zvýhodnění 
rodin apod.), tento typ vstupného najde v databázi programu a tuto položku zvolí. 
Současně se jí začne tisknout vstupenka a otevře pokladní schránka. 
Prodej suvenýrů probíhá stejným způsobem, jako u vstupenek, jen je databáze 
položek rozsáhlejší a pokladní se v ní musí naučit orientovat. Uvažuje se o rozšíření 
systému o čtečku čárových kódů, která by pokladním urychlila samotný prodej a tudíž 
rychlejší odbavení zákazníků. 
Každá pokladní má svoje přístupové heslo a není možné, aby jednu pokladnu 
používalo více zaměstnanců. Pokladní si v programu vede malé účetnictví, na konci 
směny vytiskne celkovou sestavu o tom, kolik vstupenek (nebo zboží) prodala a tuto 
sestavu s pokladnou odevzdá. Data jsou uchovávána na jednotlivých stanicích a 
pravidelně jsou zálohována. Význam těchto dat je značný, avšak časově omezený. 
V okamžiku, kdy posloužila k nutnému vykazování a zaúčtování, omezuje se jejich 
význam pouze jako zálohy v případě selhání odvozených dat (statistiky, účetnictví). 
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3.2.2 Evidence sbírkových předmětů 
Dalším neméně důležitým posláním organizace je shromažďování a evidence 
sbírkových předmětů. V dřívější době byly pro tyto účely používány papírové karty, 
kterých je v muzeu nespočetné množství. Až s nástupem výpočetní techniky začala 
postupná digitalizace těchto dat. Samotná digitalizace je velice zdlouhavý proces a 
přesto, že trvá již necelou desítku let, zdaleka nejsou digitalizovány všechny karty. 
Za tímto účelem je využívám program DEMUS. „Je to počítačový systém pro 
dokumentaci a evidenci muzejních sbírek. Je to kvalitativně vyšší alternativa ke 
kartotékám inventárních (katalogizačních) karet a k přírůstkové knize. Řeší i 
administraci akvizičního procesu, přípravu zápůjček, výstav a publikací, 
konzervátorskou dokumentaci a další specificky muzejní agendy. Textovou dokumentaci 
sbírkových předmětů lze doplnit obrázky, případně zvukem, videosekvencí či jinými 
daty. Podobu a chování základního formuláře si uživatel může upravit dle svých potřeb. 
Demus poskytuje mnoho různých možností tisku. Další tiskové sestavy si uživatel může 
snadno vytvořit sám. Demus je doprovázen podrobnou nápovědou a celou řadou 
"osvětových" textů“.  
Program Demus není určen pro knihovny a proto knihovna muzea využívá pro 
tyto účely program Bach. 
Demus je programová nadstavba nad MS Access a pracuje v prostředí MS 
Windows. Všechny verze pracují na počítačích PC s procesorem alespoň 486, s pamětí 
RAM alespoň 8MB. Program Demus pracuje pouze nad MS Access 97, s jinými 
verzemi nepracuje. 
Demus je členěn do samostatných oborových modulů: 
• Evidence - vedení přírůstkové knihy, centrální inventář, 
• Katalog - univerzální modul jakékoliv sbírky, 
• Fotoarchiv - dokumentární i umělecká fotografie, 
• Výtvarné umění - volné i užité umění, 
• Historie - kombinace muzejního a archivního zpracování, 
• Archeologie, 
• Botanika - včetně mykologie, algologie, 
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• Zoologie - obratlovci, 
• Entomologie,  
• Geologie - vč. mineralogie a paleontologie,  
• KRP - konzervátorsko-restaurátorská (a preparátorská) dokumentace.  
Z těchto zaměstnanci muzea využívají moduly: Evidence, Katalog, Fotoarchiv, 
Výtvarné umění, Historie, Archeologie a modul KRP. 
Demus vyvinulo oddělení informatiky Moravského zemského muzea v Brně 
(nyní CITeM) z pověření Asociace muzeí a galerií, s podporou Ministerstva kultury ČR 
a v souladu s doporučením CIDOC ICOM. Struktura dat plně odpovídá mezinárodnímu 
standardu Object ID. Kvalitu zadání garantují oborové komise AMG. Demus odpovídá 
zákonu č. 122/2000 Sb. o sbírkách.  
Demus je možné používat lokálně na počítačové stanici, tak je i možné umístit 
databáze na vzdálených úložištích. V případě muzea jsou tyto databáze umístěny na 
serveru, každé oddělení má svoji databázi a všichni zaměstnanci daného oddělení 
mohou do databáze nahlížet a zapisovat. (1) 
3.2.3 Systém ostrahy 
Celý areál hradu je monitorován moderním zabezpečovacím a kamerovým 
systémem, který vytváří značná kvanta dat. Zejména záběry kamerového systému 
představují velkou datovou zátěž. Vzhledem k požadavkům na utajení a bezpečnost, 
nelze v této práci přesně specifikovat jednotlivé systémy. V obecné rovině lze uvést, že 
data jak zabezpečovacího systému a kamerového systému jsou uchovávány dlouhou 
dobu a v případě výjimečných akcí jsou navíc tato data zálohována na externí média pro 
archivaci. 
Význam těchto dat je pro organizaci vysoký. 
 
3.2.4 Zajištění provozu IT 
Tato kapitola se zabývá analýzou celkového zajištění provozu informačních 
technologií v organizaci. Jedná se o server, síť a počítačové stanice. 
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3.2.4.1 Server 
Z počátku muzeum využívalo jako server běžný počítač, na kterém „běžel“ 
operační systém Linux, který uživatelům nabízel pouze možnost přihlášení do sítě a 
práci s elektronickou poštou, ale tento starý server byl nahrazen novým a výkonným 
serverem, který nabízí uživatelům široké možnosti využití. 
 
Obrázek 1: Server 
 
Server tvoří počítačová sestava Compaq ProLiant s touto konfigurací: 
  
Procesor Intel Xenon 3GHz s 1 MB cache 
Operační paměť 2048 MB ECC DDR 
Pevné disky 3x HP Ultra Wide SCSI 72,8 GB 
Síťová karta HP Gigabit LAN 
Záložní zdroj APC Smart 1000I NET 
Tabulka 2: Konfigurace serveru 
Celý server spravuje operační systém Microsoft Windows Server 2003 Small 
Business. Klíčovými požadavky na server muzea je především zajištění elektronické 
pošty, zajištění bezpečnosti na síti a správa uživatelských účtů v doméně a tato data 
zálohovat. 
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3.2.4.2 Síť 
V administrativní budově jsou data distribuována strukturovanou kabeláží, která 
splňuje kategorii 5e. Vzhledem k požadavkům uživatelů, aby datový signál byl 
distribuovaný i do jiných míst hradu a vhledem k tomu, že hrad je národní kulturní 
památka a jakékoliv stavební úpravy jsou složité, je tento problém řešen různými 
způsoby, jako například použití VDSL konvertorů, které převádí datový signál na 
telefonní linku a zpět, aniž by tato komunikace jakkoliv narušovala běžný chod na lince. 
Tímto způsobem lze počítač připojit k síti až do vzdálenosti 1 km. Dalším způsobem, 
jak zamezit stavebním zásahům je využívání home-plug konvertorů, které fungují 
podobně, jako VDSL konvertory, jen přenosovým médiem jsou klasické elektrické 
rozvody. Dosah těchto zařízení je ale výrazně nižší. 
V serverovně jsou dva 100 Mbit switche, které umožňují připojení celkem 52 
počítačových stanic a tyto dva switche mezi sebou a serverem komunikují rychlostí 1 
Gbit. Síť je dále rozšiřována lokálně pomocí malých switchů. 
 
3.2.4.3 Počítačové stanice 
Většina stanic je používána jen pro kancelářskou práci, kde není potřeba 
speciální softwarové vybavení. Na těchto stanicích je nainstalovaný operační systém od 
společnosti Microsoft (od Microsoft Windows 95 – XP Professional) a dále jsou 
využívány některé programy z balíčku Office.  
Konfigurace počítačových sestav v organizaci je průměrná. Vyskytují se zde 
sestavy od Celeronu 500 MHz, 128 MB RAM, 40 GB HDD až po Pentia 4, 2,8 GHz, 
512 MB RAM. 
Každoročně se investuje do modernizace výpočetní techniky. Staré funkční 
počítače jsou ještě využívány v expozicích nebo v depozitářích pro zápis do programu 
DEMUS. (9) 
3.2.5 Administrativní provoz 
3.2.5.1 Elektronická pošta 
Veškerá datová interní i externí komunikace organizace spoléhá na otevřené 
protokoly elektronické pošty sítě Internet. Za účelem poskytování těchto služeb svým 
zaměstnancům, stejně tak jako za účelem bezpečného důvěryhodného a plně 
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kontrolovaného poskytování schránek, provozuje organizace tyto služby na svém 
vlastním poštovním serveru.  
 Platformou tohoto serveru je Microsoft Exchange, což je produkt, jehož účel 
sahá daleko za běžnou výměnu poštovních zpráv a je tedy k dispozici pro případná další 
rozšíření jako software pro spolupráci. V současné době hostuje server přes 50 
poštovních schránek zaměstnanců organizace. Server neslouží pouze jako doručovací 
místo nebo distributor pošty, ale také jako centrální úložiště dat poštovních schránek. 
Protože všichni uživatelé používají své poštovní složky v režimu on-line, tj. nemají 
lokální kopie, je v případě tohoto systému zvláště kritická jeho dostupnost, zejména 
v pracovních hodinách. Protože ale byl vysledován mezi zaměstnanci běžný trend 
současné doby, kdy poštovní schránky slouží nejenom pro doručování pošty a její 
dočasné úložiště, ale stávají se pro mnoho uživatelů místem definitivního uložení 
některých informací nebo dokonce i souborů (počínaje zprávami automatizovaných 
systémů o vygenerovaných heslech, zaslanými dokumenty od různých komunikačních 
partnerů konče). 
 Tato data jakkoliv se mohou jevit bezvýznamná a dočasného charakteru, mají 
v případě Muzea města Brna charakter dat kritických. Jejich nedostupnost by uživateli 
byla přijímána s krajní nevolí a za určitých informací by mohlo dojít i k ohrožení 
některých procesů či dokonce mise organizace.  
3.2.5.2 Internetové připojení a bezpečnost sítě 
V rámci svých každodenních aktivit organizace využívá rozsáhlého souboru 
informací, který představuje celosvětová síť internet. Ačkoliv v tomto případě se 
nejedná o data perzistentního charakteru a poskytování služby spočívá pouze 
v poskytování přenosu těchto dat, existují jistá data charakteru nejen ukládaných 
informací, ale také charakteru aplikačního vybavení, v jejichž případě je důležitá 
zejména jejich dostupnost. Těmito daty jsou například provozuschopné programové 
vybavení systému firewallu (Microsoft ISA serveru), vč. záloh jeho aktivní konfigurace, 
atp. 
 
3.2.5.3 Mzdový a personální systém 
Vzhledem k tomu, že Muzeum města Brna je příspěvkovou organizací, řídí se 
jinými zákony a předpisy než běžné kapitálové společnosti. Proto je nutné vybrat 
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dodavatele mzdového a personálního systému, který splňuje veškeré požadavky a jeho 
program je pro tento typ organizace přizpůsoben. Těmto požadavkům odpovídá 
program Pam5 od Ing. Drahomíra Běťáka, který organizace využívá. V tomto programu 
je vedena celá personální a mzdová agenda, program umožňuje funkce jako jiné 
programy toho typu, jako např. tisk do formulářů státních orgánů, exporty dokumentů 
pro elektronické podání aj. Tato data jsou pro organizaci velice důležitá a také tak je 
s nimi zacházeno. Kromě toho, že jsou uložena na lokálním disku počítače, zálohují se 
dále na server a jednou měsíčně jsou také zálohována na datový disk, který je pak 
bezpečně uložen mimo budovu. 
3.2.5.4 Účetní systém 
Stejně jako u mzdového a personálního systému, musí být i účetní systém 
přizpůsoben příspěvkové organizaci. Jako nejlepší je považován program ACEúčto od 
společnosti Ace Design spol. s r.o., který využívá většina podobných organizací na 
území města Brna. 
Tento program je určený především k vedení podvojného účetnictví, ale také 
eviduje závazky a pohledávky, fakturace, pokladnu vč. komunikace s elektronickým 
bankovnictvím a jiné moduly. Uživatel má okamžitě po zaúčtování dokladů k dispozici 
údaje o hospodaření organizace, pohybech a zůstatcích na jednotlivých účtech. 
Z programu je možné vyexportovat různé tiskové sestavy. 
Uživatelé se připojují k datům síťově a veškerá data tohoto programu jsou 
umístěna v databázi Microsoft SQL na serveru a jsou pravidelně zálohována.  
3.2.5.5 Agenda majetku 
Majetek organizace je veden v programu Money S3 od společnosti Cígler 
Software, a.s. Tento software je používán v každodenním provozu v zásadě zřídka z 
hlediska ohrožení mise. Dostupnost jeho dat tedy není kritickým místem, o to více ale je 
důležitá vlastní existence těchto dat. Jejich ztráta či zničení by mohlo ohrozit celou 
evidenci svěřeného mnohamilionového majetku. Ačkoliv tento systém nepracuje s daty 
o majetku nejcennějším (historické sbírky viz podkapitola 3.2.2), přesto je hodnota 
informací o běžném inventáři značná zvláště vzhledem k jejich rozsahu.  
 
 
 
 19 
 
 
 
3.3 Klasifikace dat 
V této kapitole pomocí dotazníků od zaměstnanců zjišťuji a analyzuji, jak 
významná data pro ně jsou a v druhém dotazníku zjišťuji, potřebu různých síťových 
disků a konkrétních složek na disku Share. 
 
3.3.1 Hodnocení dat z pohledu významnosti 
Asi nejdůležitějším kritériem pro hodnocení dat, je jejich významnost. Tato data 
byla hodnocena z pohledu dostupnosti, existence a bezpečnosti. Data dotazníku vychází 
z obchodních procesů organizace. 
Ohodnocením dostupnosti je míněno, jak kritická jsou data pro misi organizace, 
tedy jak jejich nedostupnost v okamžiku, kdy jsou potřeba, může ohrozit provádění 
některých procesů organizace. Naopak existují data, která nejsou potřeba v každodenní 
rutině a pokud jejich vybavení trvá řádově i desítky minut (například dohledání 
v archivu datových nosičů) neznamená to žádné závažnější problémy. 
Pokud se týká ohodnocení existence, jedná se o hodnotu dat jako takových. 
V případě, že by byla tato data poškozena, zničena, kompromitována nebo jakkoliv 
jinak zlikvidována může to mít pro organizaci neblahé následky. To ale není případ 
všech dat – mohou existovat například data s vysokým požadavkem dostupnosti, jejichž 
další existence není potřebná, nebo dokonce není ani žádoucí – k takovýmto datům 
můžeme řadit například telefonní hovor, nebo aplikační data běžící aplikace (v případě 
jejich ztráty či zničení lze aplikaci snadno nainstalovat, avšak zásadní problémy bude 
představovat fakt, že aplikace není dostupná). 
Třetím úhlem pohledu, ze kterého jsou data hodnocena, je hodnocení jejich ceny 
po stránce bezpečnostní. Existují data, jejichž bezpečnostní dopady jsou minimální – 
například evidence vydaných šatnových lístečků má sice vysokou hodnotu dostupnosti 
(až přijdou zákazníci do šatny tak budou své oděvy chtít HNED) avšak tato data později 
již nemusí dále existovat a v případě jejich (nedobrovolného) zveřejnění, odcizení nebo 
kompromitace nedojde k nijak závažným následkům. Jinak tomu ovšem bude u dat 
například evidence zaměstnanců. Taková data jsou významná po stránce bezpečnostní 
ať již z pohledu zákonných (např. zákon o ochraně osobních údajů) nebo dokonce i 
strategických (údaje označené jako např.: tajné, přísně tajné) 
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Dotazník je uveden v Příloha 2 a v následující tabulce jsou zveřejněny výsledky 
dotazníků. Výsledky byly zprůměrovány, hodnoty „0“ nebyly započítány. 
Data Umístění Ohodnocení dostupnosti 
Ohodnocení 
existence 
Hodnocení 
bezpečnosti 
Data pokladní 
evidence 
(provozní data) 
Lokální disky stanic pokladen  4 4 3 
Data pokladní 
evidence (archiv) Lokální disky stanic pokladen 1 2 3 
Evidence 
sbírkových 
předmětů 
(databáze 
DEMUS) 
Serverové diskové pole, logický 
disk  3 5 5 
Data ostrahy (utajeno) 1 4 5 
Serverové 
aplikace 
Serverové diskové pole, logický 
disk  5 1 2 
Serverové 
aplikace – záloha 
konfigurace 
Serverové diskové pole, logický 
disk  2 5 2 
Elektronická 
pošta 
Serverové diskové pole, úložiště 
MS Exchange disk D: 3 4 4 
Mzdový a 
personální systém 
(provozní data) 
Lokální stanice 3 5 5 
Mzdový a 
personální systém 
(archiv) 
- Serverové diskové pole 
- přenosné nosiče 1 3 5 
Účetní systém 
(provozní data) 
Serverové diskové pole, logický 
disk   4 5 5 
Účetní systém 
(archiv) 
Pásková média LTO 1 4 5 
Tabulka 3: Hodnocení dat z pohledu významnosti 
Legenda hodnocení: 1 = minimum; 5 = maximum 
Těmi daty, která musí být bezesporu nejvíce dostupná, jsou kromě dat 
aplikačního charakteru (jedná se tedy o nainstalované programy, které musí být 
například v případě výpadku proudu nebo restartu serveru opět zavedena do operační 
paměti) je evidence dat z pokladních systémů. Jejich byť i krátká nedostupnost znamená 
značné problémy. 
Data, která musejí být rovněž relativně pohotově k dispozici (tj. pokud možno 
okamžitě, ale krátkodobý výpadek lze tolerovat) jsou elektronická pošta, data mzdového 
a personálního systému a evidence sbírkových předmětů. 
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Je rovněž pozitivním zjištěním, že veškerá archivovaná data nemusejí být 
dostupná. Ačkoliv to sice vyplývá už z jejich zařazení (archiv) nemusí tomu tak být 
vždy a i archivovaná data musí být v některých případech okamžitě k dispozici (třebaže 
jen jednou za čas – například při prohledávání rozsáhlých archivů pro kontextové 
informace asi není vhodné zakládat každou pásku ručně). 
Poněkud náročnější je námi zkoumaná organizace na faktickou existenci dat. 
Mezi ty nejdůležitější patří sbírková evidence (s jejíž existencí stojí a padá činnost 
organizace muzea), dále data mzdová a personální (z důvodů zákonných) a z hlediska 
nároků na IT služby i zálohy veškerých konfigurací služeb poskytovaných v rámci 
infrastruktury IT. Veškerá uvedená data musejí být zachována v každém případě. 
Je rovněž pozitivním zjištěním, že v přehledu se takřka nevyskytují data 
„bezvýznamná“, tedy data uchovávaná, ale s marginálním významem, což znamená 
mimo jiné to, že organizace je po této stránce dobře vedena a negeneruje nemístné 
požadavky na archivaci například již zmíněné šatnové evidence. To vyplývá z relativně 
vysokých hodnot (2-4) ostatních typů dat. 
Pokud se týká požadavku na zabezpečení, je situace nejkomplikovanější a na to 
bude v rámci řešení také kladen patřičný důraz. Vzhledem k charakteru organizace 
(složka státní správy) se pracuje s mnoha různými daty, která podléhají různým 
ochranám dle různých právních úprav. Zde je potřeba zmínit například záznamy 
z bezpečnostního systému včetně kamerového (jejichž ochrana dokonce znemožňuje 
jejich detailnější specifikace i v rámci této práce), záznamy týkající se osobních údajů 
(mzdové a účetní systémy) a pochopitelně data o sbírkách, což jsou data, která jsou 
v odborných muzejních kruzích rovněž velmi pečlivě chráněna, neboť jejich získání 
neoprávněnou osobou by mohlo vést k usnadnění trestné činnosti této osoby atp. 
 
3.3.2 Hodnocení dat z pohledu využívání diskové kapacity 
Tato kapitola se zabývá klasifikací konkrétních dat, která jsou uložena na síťových 
discích. Formou dotazníků bude od zaměstnanců zjištěno, která data mají vysokou 
prioritu a je důležité je na serveru zanechat nebo která data jsou na serveru zbytečná a 
stačí je zálohovat mimo server. 
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3.3.2.1 Zajištění informací 
Pro zjištění těchto informací jsem vytvořil dotazník (příloha č. 3), který se dělí do 
tří částí:  
• v první částí zjišťuji, zda zaměstnanci o síťových discích vůbec vědí, zda 
znají jejich základní výhody a  
• druhá část se zaměřuje na to, jak často uživatelé využívají jednotlivé 
síťové disky 
• v poslední části jsou vypsány jednotlivé adresáře disku „Share“ a zvolí 
odpověď buď ano, nebo ne. Pro dotazník jsem vybral složky s kapacitou 
větší než 100 MB. 
3.3.2.2 Způsob vyhodnocení 
Vzhledem k velikosti dotazníku jsem zvolil pro první část dotazníku možné 
odpovědi často – občas – zřídka – nikdy a pro všechny ostatní otázky možné odpovědi 
ANO- NE. Nevýhoda této metody je, že nezískám úplně přesné informace, že tato 
metoda nezjišťuje, např. jak často zaměstnanci danou složku či disk navštěvují, ale 
výhodu vidím v tom, že vzhledem možnosti odpovědí vyplní dotazník celý poctivě a 
nebude je to výrazně zdržovat v práci. 
Kladná odpověď je samozřejmě ohodnocena jedním bodem a záporná žádným 
bodem. Body pro jednotlivé disky či složky se sečtou a budou vyhodnoceny. 
Dotazník vyplnilo 37 zaměstnanců. 
3.3.2.3 Vyhodnocení 
Z vyplněných dotazníků vyplynuly následující informace: 
• Síťové disky využívá 78 % zaměstnanců v organizaci. 57 % dotázaných ví, co to 
síťový disk je a k čemu slouží. 38 % procent zná základní výhody a nevýhody 
tohoto způsobu uložení dat. 95 % zaměstnanců ví, na koho se mají obrátit, pokud 
budou mít problém s funkčností disků nebo nějaký dotaz. 54 % z nich využívá svojí 
osobní síťovou složku a 24 % zná její základní výhody a nevýhody. 
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Obrázek 2: Povědomí pracovníků o síťových discích 
 
• Další výsledky jsou uváděny v Příloha 4. Z těchto vyplývají následující informace: 
 
  často  občas  zřídka  nikdy 
Obecné využívání síťových disku  30%  32%  24%  14% 
Využívání disku K  30%  14%  43%  14% 
Využívání disku L  22%  27%  43%  8% 
Využívání disku M  0%  0%  0%  100% 
Využívání disku R  14%  16%  19%  51% 
Využívání disku Q  32%  22%  22%  24% 
Využívání disku X  0%  3%  5%  92% 
Využívání ostatních síťových disků  27%  0%  0%  73% 
Tabulka 4: Využívání síťových disků 
Dále z analýzy využívání složek síťového disku Q: Share, kde se analyzovaly 
jen složky větší nad 100 MB, vyšlo najevo, že 6% složek nevyužívá nikdo a 27 složek 
využívá méně než 20% uživatelů. Výsledky uvádí Obrázek 3. 
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Obrázek 3: Využívání složek disku Share 
3.4 Klasifikace technických prostředků 
Hodnocení technických prostředků je výsledkem předchozích analýz. Lokální 
disky stanic pokladen jsou hodnoceny v dostupnosti body 1-4, existence 2-4 a 
bezpečnosti 3. Tzn. nižší až průměrnou potřebu dostupnosti, průměrnou potřebu 
existence dat a průměrné požadavky na bezpečnost. Všechny hodnoty serverového 
diskového pole pokrývají celou škálu a jsou zcela průměrné, jen bezpečnost je 
vyžadována vyšší. Data systému ostrahy nevyžadují vysokou dostupnost, ale jejich 
existence je důležitá a bezpečnost nejdůležitější. Dostupnost dat lokálních stanic je 
průměrná, ale existence dat a bezpečnost je hodnocena jako nejvyšší. U páskových 
médií LTO je úzká dostupnost běžná, ale důležitost existence a bezpečí je důležitá. 
Klasifikaci technických prostředků uvádí Tabulka 5. 
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Umístění 
Ohodnocení 
dostupnosti 
Ohodnocení 
existence 
Hodnocení 
bezpečnosti 
Lokální disky stanic 
pokladen  
1-4 2-4 3 
Serverové diskové pole 1-5 1-5 2-5 
Systém ostrahy 1 4 5 
Lokální disky stanic  3 5 5 
Pásková média LTO 1 4 5 
Tabulka 5: Klasifikace technických prostředků 
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4 Teoretická východiska řešení 
4.1 Význam sdílených prostředků 
Sdílené prostředky jsou složky, soubory, zařízení a aplikace zpřístupněné uživateli 
prostřednictvím sítě. 
4.2 Hardwarové možnosti řešení 
Takovéto možnosti řešení představují zakoupení počítačové komponenty nebo 
jiného hardwarového zařízení. 
 
4.2.1 Zařízení dle typu připojení 
4.2.1.1 DAS 
Direct attached storage je ve skutečnosti pouze název pro zálohovací zařízení, 
které je přímo připojeno do hostitelského systému. Nejjednodušším příkladem DAS je 
interní pevný disk serveru. Pod DAS spadají i externí zálohovací zařízení připojená 
přímo k serveru. Tyto externí jednotky jsou dodávány přímo výrobci síťových 
komponent. Jedná se o základní způsob jak rozšířit diskovou kapacitu existujícího 
serveru. Každá externí jednotka má obvykle zabudovaný RAID kontroler, který 
podporuje různé úrovně RAIDu. Při připojení k serveru se jednotka jeví jako jeden 
pevný disk. Jednotky lze připojovat za běhu, jedná se o systém podobný klasickému 
plug and play. 
Komunikace s DAS zařízením probíhá lokálním SCSI řadičem připojeným na 
PCI-X (PCI extended) sběrnici. Tento řadič obsluhuje požadavky na data, které zasílá 
SCSI ovladač v hostitelském systému. 
DAS zařízení lze ovládat a nastavovat přímo z hostitelského počítače. 
Maximálně je nutné nainstalovat do hostitelského počítače balík ovladačů, které jsou 
dodávány s konkrétním zařízením. Některá zařízení disponují LCD displejem a 
skromným ovládáním, kterým je možné zadávat přímo některé základní příkazy. 
Využívání direct attached storage je nejjednodušším, nejlevnějším a 
nejpoužívanějším způsobem, jak uchovávat data v počítačových systémech. V sítích 
kde je potřeba stálého přístupu k uloženým datům (tj. tzv. přístup 24x365), nelze toto 
zařízení doporučit. Jeho spolehlivost při takovém nasazení není dostatečná. 
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4.2.1.2 NAS 
Network attached storage vychází ze starého pojetí file serverů. Jedná se o 
způsob ukládání dat, který využívá speciální zálohovací zařízení, připojená přímo do 
počítačové sítě. Tyto zařízení mají přiřazenou IP adresu a mohou tedy být dostupná 
klientům skrz jiný server, který působí jako brána k datům. V některých případech je 
možné povolit klientům přímý přístup k datům bez serveru jako prostředníka. 
NAS technologie může být nasazena i v prostředí s více servery běžící na 
různých operačních systémech. Uchovávání dat se stává centralizované, stejně jako 
bezpečnost, údržba a backup. Velké množství společností využívá NAS technologii 
pouze se zařízeními jako např. "CD-ROM věže", které jsou připojeny přímo do 
počítačové sítě. 
Hlavní výhodou NAS je rozšiřitelnost. Potřebujeme více diskového prostoru? => 
Pořídíme další NAS zařízení a připojíme ho do počítačové sítě. NAS navíc přináší další 
zabezpečení proti výpadku. V Direct attached storage výpadek serveru, ke kterému bylo 
připojeno DAS zařízení, znamenal nedostupnost dat na tomto zařízení. V NAS jsou data 
po výpadku serveru stále dostupná. 
Data jsou identifikována podle jmen souborů a bytových offsetů. Je možné 
přenášet soubory nebo meta-data souborů, tj. vlastníka, přístupová práva, datum 
vytvoření, atd. NAS hlava sama řídí zabezpečení, autorizovaný přístup a uzamykaní 
souborů. 
NAS zařízení poskytuje stejné možnosti, jako mělo DAS zařízení. Je zde RAID, 
který poskytuje zabezpečení proti ztrátě dat při poškození disku i hot swap 
mechanismus pro výměnu disků za běhu systému. 
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Obrázek 4: Topologie NAS 
 
NAS zařízení se připojuje přímo do switche v počítačové síti - nejčastěji TCP/IP 
síť. Využívá rozhraní a protokoly. Tudíž bývá obvykle součástí TCP/IP LAN sítě 
(Ethernet, FDDI, ATM). Pokud není používán server jako prostředník dat, může 
jakýkoliv klient z této LAN nebo klient vzdáleně připojený přes WAN přistupovat k 
NAS zařízení. Data mohou být přenášena různými protokoly, obvykle se používají 
Common Internet File System (CIFS) pro Windows, Network File System (NFS) pro 
UNIX, Server Message Block (SMB) pro Windows, File Transfer Protocol (FTP), 
Hypertext Transfer Protocol (HTTP) nebo AppleTalk pro Apple. Různorodost 
přenosových protokolů umožňuje sdílení dat mezi různými platformami a různými 
operačními systémy. Disková pole v současné době používají především rozhraní 
Ultra160 SCSI a Ultra320 SCSI. 
Všechen potřebný software je dodáván s konkrétním NAS zařízením přímo od 
výrobce. Většinou se jedná pouze o zabudovaný operační systém v zařízení NAS. 
Ovládat NAS zařízení je možné přes vzdálený přístup nebo přes dodávané utility od 
výrobce. 
Backup v rámci jedné NAS jednotky probíhá zcela interně, data neopustí NAS 
jednotku, a proto nezatěžují počítačovou síť. V případě backupu na jiné zálohovací 
zařízení, které se nachází v jiném místě sítě, jsou všechna zálohovaná data posílána přes 
síť, čímž se snižuje její výkonnost. Ve velkých sítích se backup provádí velmi často. Při 
takovém objemu dat se jako záložní zařízení obvykle používají páskové stroje. Aby při 
backupu nebyla zatěžována počítačová síť, řeší některá NAS zařízení tento problém 
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přímým výstupem na páskový stroj, případně oddělenou sítí s páskovým strojem. Stejně 
jako u DAS se backup provádí po celých souborech. 
NAS je možné používat ve velkých počítačových sítích a s lepšími variantami 
lze docílit požadavku přístup 24x365. Bohužel pro společnosti, pro které je klíčovým 
faktorem maximální výkonnost jejich počítačové sítě, není NAS vhodným kandidátem. 
4.2.1.3 SAN 
Storage area network slouží pro připojení vzdálené externí sdílené paměti k 
počítači (disková pole, pásky a jiná zálohovací zařízení) takovým způsobem, aby s nimi 
operační systém mohl pracovat stejně, jako by byla připojena lokálně. Ačkoli cena 
postupem času klesá a snižuje se složitost této technologie, SAN sítě jsou zatím 
neobvyklé a v běžné praxi je používají pouze velké podniky. 
SAN na rozdíl od network-attached storage využívá protokoly NFS nebo 
SMB/CIFS, které počítají s připojováním síťových jednotek. 
Hnací síla pro SAN trh je prudký vzrůst vysoce transakčních dat a od těch 
požaduje velkou rychlost a blokovou úroveň přístup k pevným diskům (např. data z 
emailových serverů, databází, a vysoké užívání databázových serverů). Historicky 
poprvé byla vytvořena výkonná úložiště SCSI diskových polí. Každé z těchto úložišť 
patřilo jedné aplikaci a bylo viditelné jako řada "virtuálních pevných disků", neboli 
LUNS. 
SAN v podstatě umožňuje spojování skladovacích „ostrovů“ použitím 
vysokorychlostní sítě. Operační systém vidí SAN jak řadu disků a přepokládá, že se 
bude udržovat jeho vlastní souborový systém. Ještě více spolehlivé a zatím 
nejpoužívanější jsou lokální systémy souborů, které nemohou být sdílené mezi 
vícenásobnými hostiteli. Pokud by dva nezávislé místní systémy souborů pracovali se 
sdílenými daty a nevěděli o sobě, mohli by si data navzájem přepisovat. Toto řeší 
pokročilé systémy jako cache synchronizace nebo speciální systém souborů SAN. 
Navzdory takovým problémům, SAN napomáhá tomu, aby se zvýšilo kapacitní využití 
vícenásobných serverů, které sdílí stejnou rezervu na diskových polích. SANS obvykle 
využívá Fibre Channel topografii. To je infrastruktura speciálně navržená k tomu, aby 
ovládala skladovací komunikaci. To poskytuje rychlejší a spolehlivější přístup než 
protokoly vyšších úrovní, používané v NAS. 
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SAN splňují mnoho aktuálních IT požadavků. Jsou připraveny pro 
exponenciální růst diskové kapacity. Řeší problém co nejefektivnějšího nasazení 
zálohovacích zařízení a jejich centrální správu spolu s co největší dostupností dat. Tyto 
požadavky umožňuje splnit vysokorychlostní oddělená síť, která centralizuje všechny 
datové zdroje do jednoho velkého virtuálního disku. Tento centralizovaný virtuální disk 
musí poskytovat stejnou nebo větší výkonnost než disky přímo připojené do serveru 
(DAS) a musí být plně transparentní pro hostitelské operační systémy.  
Předpokládá se, že SAN bude nasazena v nejnáročnějších počítačových sítích, 
kde jsou otázky maximální výkonnosti sítě a přístup 24x365 hlavními faktory. S tím 
musí počítat i výrobci SAN diskových polí. Proto jsou disková pole konstruována tak, 
aby všechny klíčové části byly zdvojeny a mohly být měněny bez vypnutí či 
restartování zařízení. Spolehlivost je dále zvyšována zajišťováním datové integrity při 
přenosu dat. Využívají se metody jako CRC pro přenos dat přes SAN fabric (CRC je 
kontrolován na každém přepínači, kterým data procházejí), parita pro přenos dat po 
lokálních sběrnicích a ECC pro buffery. Dále se používají různé úrovně RAIDu, lokální 
i vzdálené zrcadlení dat a backup na pásky. V high-end systémech se navíc požaduje 
redundantní čtení a zápis. => Zápis na disk může být proveden teprve poté, co přijdou 
dvakrát stejná data. Stejně tak odeslání dat může být provedeno teprve poté, co RAID 
subsystém dvakrát načte stejná data. Tento požadavek samozřejmě zvyšuje výpočetní a 
paměťové nároky řídící jednotky diskového pole. 
Souborový systém ovládají servery, které tvoří vstupní bod do SAN. Tyto 
servery zasílají SCSI příkazy, které jsou mapovány jako Logical Unit Number (LUN). 
LUN jsou v kontrolní jednotce diskového pole přeloženy na stopu a sektor. Aktuální 
disk tak zůstává před serverem skrytý. Data je tedy možné identifikovat podle čísla 
bloku, přenášejí se přímo jednotlivé diskové bloky. 
Pro maximální výkonnost při operacích čtení a zápisu na disk, obsahují SAN 
zařízení vyrovnávací paměť - cache. Intel uvádí, že největší výkon je dosažen, pokud se 
velikost cache paměti rovná 0,5 - 1% kapacity diskového pole. Ve skutečnosti se taková 
velikost cache nepoužívá. Nejlepší SAN diskové pole od Dellu může mít diskovou 
kapacitu téměř 80TB, jeho cache má velikost 8GB, tj. 0,01% diskové kapacity. 
FC disková pole mohou dosahovat ohromných kapacit. Na rozdíl od SCSI, které 
umožňuje připojení 15ti zařízení, umožňuje Fibre Channel Arbitrated Loop (FC-AL) 
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připojit až 126 zařízení. Navíc počet připojených SAN zařízení do SAN fabric (FC-
SW2) není limitován. Vzdálenost mezi dvěma SCSI zařízeními může být maximálně 
1,5 m (dohromady maximálně 12 m), mezi dvěma FC zařízeními to může být až 30 m 
při použití měděného kabelu nebo 10 km při použití optického kabelu. Technologie FC-
AL přímo podporuje hot swap. 
V současné době se v DAS zařízení používá Ultra320 SCSI, které má nominální 
přenosovou rychlost 320 Mb/s, vyvíjí se Ultra640 SCSI, jehož nominální přenosová 
rychlost bude 640 Mb/s. Předpokládá se, že tato rychlost již nepůjde u SCSI překonat. 
Naproti tomu v SAN se používá Fibre Channel, jehož současná přenosová rychlost je 2 
Gb/s (FC-SW2) nebo Gigabitový Ethernet (iSCSI). Jak Fibre Channel tak Gigabitový 
Ethernet používají kódování 8b/10b. Nominální přenosová rychlost pro FC je tedy 1600 
Mb/s a pro Gigabitový Ethernet 800 Mb/s. Full duplex tedy dává přenosovou rychlost 
400 MB/s pro FC a 200 MB/s pro Gigabitový Ethernet. Tyto rychlosti se budou dále 
zvyšovat, protože již existuje Fibre Channel s přenosovou rychlostí 4 a 8 Gb/s. SAN 
pracující s iSCSI protokolem v budoucnu přejde z Gigabitového Ethernetu na 10 
Gigabitový Ethernet. FC sítě mají navíc velmi malé zpoždění 10 - 30 mikrosekund. 
 
 
Obrázek 5: Topologie SAN 
 
Lokální backup se provádí pouze v rámci SAN a nezatěžuje připojené LAN sítě. 
Obvykle se provádí na pásková zařízení, která jsou součástí SAN. V případě vzdáleného 
backupu jsou data posílána do FCIP brány, která vhodně zabalí FC rámce do rámců 
příslušné TCP/IP sítě - např. Ethernet, které jsou poslány skrz WAN do jiné SAN, kde 
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FCIP brána rámce opět rozbalí. Na rozdíl od NAS a DAS, kde se backup provádí po 
celých souborech, se u SAN provádí backup po diskových blocích. 
SAN poskytuje v současné době nejlepší možnosti pro ukládání dat. Jedná se o 
řešení, které plně vyhovuje kritériu přístup 24x365. Řešení založené na FC technologii 
si mohou dovolit pouze velké společnosti a instituce. Řešení využívající Gigabitový 
Ethernet je poněkud dostupnější, při počáteční investici se však stále jedná o poměrně 
nákladné řešení. To je kompenzováno jeho rozšiřitelností a předpokladem nižších 
investic do budoucna. (7) 
 
4.2.1.4 Shrnutí 
 Výhody Nevýhody 
DAS 
 
• Cena  
• Jednoduchá instalace  
• Jednoduchost  
 
• Decentralizovanost při větším počtu 
zařízení  
• Backup  
• Při výpadku hostujícího serveru jsou 
uložená data na připojeném DAS 
zařízení nedostupná  
• Rozšiřitelnost - k jednomu serveru 
nelze připojovat stále další a další 
zařízení  
NAS 
• Centralizovanost - všechna 
NAS zařízení a páskové 
stroje mohou být na jednom 
místě  
• Snadná rozšiřitelnost  
• Vyšší spolehlivost než DAS 
- výpadek serveru 
neznamená nedostupnost dat 
na NAS  
 
• Vyšší cena - již se nejedná pouze o 
diskové pole, ale o kompletní řešení, 
které disponuje vlastním procesorem, 
pamětí, operačním systémem, atd. Ve 
srovnání s tradičními souborovými 
servery je však cena nižší.  
• NAS zařízení připojena přímo do LAN 
sítě - především při backupu sítí 
prochází velký objem dat, který 
snižuje její výkonnost  
• V případě komunikace přes 
prostředníka může být pomalejší než 
DAS.  
SAN 
• Oddělení od LAN  
• Provozní náklady  
• Spolehlivost  
• Centralizovanost  
• Backup  
• Rychlost  
• Rozšiřitelnost - kapacitu lze 
libovolně zvyšovat  
• Vysoká pořizovací cena  
• Nutnost zaškolení administrátorů  
• Souborový systém je ovládán servery, 
které tvoří vstupní bod do SAN -> 
sdílení dat mezi různými operačními 
systémy a platformami není 
automaticky podporováno.  
Tabulka 6: Výhody a nevýhody jednotlivých topologií 
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4.2.2 Zařízení dle redundance 
Úrovně Počet disků Rychlost Odolnost Popis 
0 n +++ - 
Samotné rozdělení disků, žádná odolnost proti 
chybám, vysoké riziko ztráty dat. Na druhé 
straně nejrychlejší čtení a zápis dat 
1 2n + ++ 
Duplikace (tzv. zrcadlení) disku. Umožňuje 
rychlejší čtení, než jeden disk, zápis je 
pomalejší. Havárie jednoho disku neznamená 
ztrátu dat a přináší jen minimální zpomalení. 
3 n+1 ++ + 
Parita na úrovni bajtů. Data jsou rozdělena 
mezi několik disků, přičemž do jednoho 
vyhrazeného disku se zapisují paritní 
informace. Čtení je podstatně rychlejší, než u 
jediného disku, ale zápisy jsou o něco 
pomalejší, protože je nutné vygenerovat paritu 
a zapsat ji na samotný disk. Havárie jednoho 
disku nezpůsobí žádnou ztrátu dat ,ale může 
znamenat výrazné zpomalení. 
4 n+1 ++ + 
Parita na úrovni bloku s vyhrazeným paritním 
diskem. Podobně jako u RAID 3,ale data jsou 
rozdělena až na úrovni bloků. 
5 n+1 + ++ 
Prokládaná parita na úrovni bloku. Paritní 
informace jsou rozděleny mezi všechny disky. 
Čtení je podstatně rychlejší, než u jediného 
disku, ale zápisy jsou o něco pomalejší. Havárie 
jednoho disku nezpůsobí žádnou ztrátu dat, ale 
může znamenat výrazné zpomalení. 
0+1 2n +++ ++ 
Rozdělení zrcadlené disky. Data jsou rozdělena 
mezi několik zrcadlených disků. Havárie 
jednoho disku neznamená ztrátu dat, ani žádné 
zpomalení. Havárie druhého disku může vést už 
ke ztrátě dat. Čtení i zápis jsou rychlejší, než u 
jednoho disku. 
ostatní různě +++ +++ 
Pole diskových polí RAID. Různí výrobci 
hardwaru dodávají konstrukci RAID pod 
různým proptietárním označením. Vynikající 
rychlost při čtení i zápisu. Havárie jednoho 
disku neznamená žádnou ztrátu dat a zajišťuje i 
nadále redundanci dat. 
Tabulka 7: Zařízení dle redundace 
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RAID poskytuje redundanci, která je pro server nezbytná. V případě že některý z 
disků selže, lze ho v DAS jednotce za běhu vyměnit, bez vypnutí systému (tzv. hot 
swap). DAS jednotka automaticky doplní na nový disk ztracená data. Ztracená data jsou 
doplněna z redundantních kontrolních součtů vytvářených RAID kontrolerem. (2) 
4.2.2.1 Rekonstrukce pole 
Při výpadku disku pole je důležité si uvědomit, co se děje. U RAID 0 je to 
jednoduché - pole zhavaruje. U RAID 1 a RAID 5 pole přechází do tzv. degradovaného 
módu. U RAID 5 se data dopočítávají, u RAID 1 se berou pouze z jednoho disku. 
Pokud v tomto stavu odejde další disk, data na poli budou ztracena, je tedy nutné 
havarovaný disk co nejdříve vyměnit! U SW polí v obyčejných počítačích je kvůli tomu 
nutné počítač vypnout. HW pole a lepší počítače umožňují  "hot-swap" - výměnu disku 
za běhu. 
Po přidání nového disku se spustí rekonstrukce pole. Po jejím dokončení je pole 
opět plně funkční a odolné proti výpadku. 
Protože po dobu, než se přidá a zrekonstruuje nový disk, je pole zranitelné, je 
snaha tuto dobu maximálně zkrátit. Jedním z řešení je pole, které obsahuje další disk, 
tzv. hot-spare (horkou zálohu). Pokud některý disk z pole odejde, začne se pole ihned 
rekonstruovat s využitím tohoto disku bez nutnosti lidského zásahu. Vadný disk se pak 
může vyměnit v podstatně menším časovém tlaku. (8) 
 
 
4.2.3 Zařízení pro dlouhodobější zálohy a archivace 
Těmito zařízeními jsou datová média, která můžeme charakterizovat jako 
paměťový nosič datových informací používající k záznamu dat nějaký vhodný fyzikální 
princip. V praxi se pod pojmem datové médium často myslí přenosné výměnné datové 
médium. Podle principu čtení se datové nosiče dělí následovně: 
4.2.3.1 Magnetická média 
Mezi magnetická média se řadí především disketa, která je už v dnešní době 
přežitkem, pevný disk, magnetooptický disk a jiná podobná zařízení. Všechna tato 
zařízení jsou vyrobena z magnetických materiálů. 
4.2.3.2 Optická média 
Do této skupiny patří především tato média: 
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• CD – neboli kompaktní disk. Data na tomto nosiči jsou uložena na jedné dlouhé 
spirále, která vede od středu k okraji. Kompaktní disk byl vyvinut v roce 1979 pro 
uchovávání hudby. V dnešní době má tento nosič standardní kapacitu 700 MB, 80 
minut. Příčný odstup stop je 1,6 μm. (13) 
• DVD – Digital Versatile Disc je datový nosič určený především pro filmy ve vysoké 
obrazové a zvukové kvalitě, ale jak říká jeho název, jedná se o „víceúčelový 
digitální disk“. Vznik tohoto typu média se datuje k roku 1996. Data se ukládají do 
jedné nebo dvou vrstev opět ve tvaru spirály jako u CD. Příčný odstup stop je 0,74 
μm. U tohoto nosiče se objevily dva různé technické standardy a to DVD+ a DVD-. 
Standardní velikost média a je u jednovrstvého 4,7 GB a u dvouvrstvého 8,5 GB. 
• Blue Ray Disc – název toho disku byl odvozen od barvy světla používaného ke čtení 
dat. Blue Ray patří k nejmodernějším datovým nosičům. Opět je možné u toho disku 
zapisovat do dvou vrstev, kapacita disku u jednovrstvého média je 25 GB a u 
dvouvrstvého lze dosáhnout kapacity až 80 GB (v případě oboustranného zápisu 
dat). Příčný odstup stop je 0,35 μm. (11) 
 
4.2.3.3 Elektronická média 
Do této skupiny paří především flash paměti, což je nevolatilní paměť typu RAM, 
které je elektronicky programovatelná. Tento typ pamětí se používá především 
v paměťových kartách do digitálních fotoaparátů, mobilních zařízení a jiných 
podobných zařízeních, ale tato paměť se vyskytuje i jako ROM ve vestavěných 
zařízeních, např. pro uložení firmware apod. (11) 
4.3 Softwarové možnosti řešení 
Tato opatření se konfigurují přímo na serveru a nezpůsobují žádné jiné náklady 
oproti hardwarovým řešením. 
 
4.3.1 Souborové systémy 
• NTFS – (New Technology File System) přišel s nástupem operačního systému 
Windows NT a vůči původnímu FAT32 obsahoval spoustu novinek, jako například 
žurnálování, řízení přístupů, šifrování aj. NTFS používá 64-bitové adresy clusterů. 
(14) 
 
 36 
 
 
4.3.2 Realizace zabezpečení a změn na úrovni OS 
 
4.3.2.1 Oprávnění ke sdílení 
Oprávnění ke sdílení určuje maximální dosažitelný přístup. V případě muzea lze 
tuto metodu uplatnit, že některé složky a soubory jim budou nastaveny např. pouze pro 
čtení a uživatelé nebudou moci zde kopírovat nová data.  
Přiřazení oprávnění NTFS mohou být více omezující, ale nemohou překročit 
oprávnění ke sdílení. Následující tabulka uvádí tři základní typy přístupu od nejvíce až 
po nejméně omezující. (2) 
 
 
Čtení 
Umožňuje zobrazení názvů souborů a podsložek, zobrazení dat v souborech a 
spouštění aplikací. 
Změna 
Umožňuje to samé co přístup čtení, navíc přidávání souborů a podsložek do sdílené 
složky, měnit data v souborech a také odstraňovat soubory a podsložky 
Úplné řízení 
Umožňuje veškerý přístup platný pro oprávnění ke změně a navíc dovoluje měnit 
oprávnění a převzít vlastnictví 
Tabulka 8: Oprávnění ke sdílení 
 
Pokud správce nenastaví jinak, mají soubory a složky uvnitř sdílené složky 
nastavena stejná oprávnění, jakou jsou nastavena u celé sdílené položky. Oprávnění pro 
adresáře i soubory lze přiřadit: 
? skupinám i jednotlivým uživatelům v dané doméně 
? globálním skupinám, univerzálním skupinám a jednotlivým uživatelům 
z domén, kterým doména důvěřuje 
? zvláštním entitám jakou jsou skupiny Everyone a Authenticated Users 
 
 
4.3.2.2 Další softwarová řešení 
Mnoho účinných možností řešení může vyplynout z provedené analýzy.  
Dle hodnocení kritérií významností dat mohou byt navržena nová či jiná disková 
úložiště či navržena nová struktura systému nakládání s daty. 
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Na základě hodnocení využívání síťových disků a jejich kapacit, může být navržena 
restruktulizace tohoto systému a identifikací nevyužívaných dat a jejich následnou 
zálohou mimo server může dojít k uvolnění diskového prostoru. 
 Dalšími řešeními mohou být návrhy, jak zoptimalizovat celkový chod serveru 
pomocí různých systémových nástrojů a utilit. 
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5 Návrh řešení 
Současný stav v organizaci je nevyhovující. Chybí zde legislativní a organizační 
základ pro bezpečné a efektivní nakládání s daty. Toto neřízené nakládání s daty 
způsobuje uvedené problémy. Zaměstnanci nemají ani dobré technické zázemí a 
prostředky, pro případ, kdyby případně směrnice existovaly. Návrh řešení v první řadě 
navrhuje hardwarové řešení, kterým je rozšíření stávající diskové kapacity. Dalším 
řešeními jsou softwarová, organizační, legislativní a jiná řešení.   
5.1 Hardwarové řešení 
• V první řadě navrhuji rozšíření stávající kapacity diskového pole zakoupením 
dalších pevných disků. Konkrétně je možné stávající server možné rozšířit diskem 
HP SCSI disk 72.8 GB hotplug, které navrhuji zakoupit minimálně dva.  
 
Obrázek 6: HP SCSI disk 
 
• Dále je vhodné zakoupit diskové pole typu NAS. Jak bylo zmíněno v úvodu práce, 
tento síťový disk by byl použit jako náhrada disku Share. Muzeu bych doporučoval 
disky od společnosti Hewlett Packard, série Storage Server. Toto pole využívá 
operační systém MS Windows Storage Server 2003, které obsahuje i antivirový 
program a software pro zálohu. Zařízení lze využít i jako printserver. Zakoupené 
pole má již operační systém přeinstalovaný i cele pole je nastaveno. Samozřejmostí 
je vzdálená správa a protokolování. 
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Obrázek 7: NAS - diskové pole 
5.2 Softwarové řešení 
Tato řešení neznamenají pro organizaci žádné náklady (mimo mzdových nákladů 
administrátora) a jelikož částečně pomohou vyřešit problém, budou provedena za 
každých okolností. 
 
5.2.1 Změna systému ukládání dat 
Na základě analýzy navrhuji změnit dosavadní úložiště dat některých procesů. 
Navrhované řešení uvádí Tabulka 9. 
V první řadě navrhuji změnit datová úložiště pokladen vstupenek. Stávající 
místo uložení není dostatečně zabezpečeno a případná ztráta dat by způsobila 
organizace nemalé problémy. Databáze programu Demus by měly také být zálohovány 
mimo server. K tomuto účelu budou stačit optická média, jako například CD-R nebo 
v případě potřeby DVD-R. Serverové aplikace a služby by měly být zálohovány formou 
páskových zařízení mimo místnost serveru, aby tato data byla chráněna i v případě 
požáru. Záloha ostatních systémů je dostačující. 
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Data Umístění 
Data pokladní evidence (provozní data) 
Lokální disky stanic pokladen, serverový 
logický disk + LTO  
Data pokladní evidence (záloha) 
Lokální disky stanic pokladen, serverový 
logický disk + LTO 
Evidence sbírkových předmětů (databáze 
DEMUS) 
Serverové diskové pole, logický disk  S: 
+ pravidelná záloha na optická média 
Data ostrahy (utajeno) 
Serverové aplikace 
Serverové diskové pole, logický disk  C: 
+ LTO 
Serverové aplikace – záloha konfigurace 
Serverové diskové pole, logický disk  C: 
+ LTO 
Elektronická pošta 
Serverové diskové pole, úložiště MS 
Exchange disk D: + LTO 
Mzdový a personální systém (provozní 
data) 
Lokální stanice  
Mzdový a personální systém (záloha) 
- Serverové diskové pole 
- přenosné nosiče 
Účetní systém (provozní data) Serverové diskové pole, logický disk  P: 
Účetní systém (záloha) Pásková média LTO 
Tabulka 9: Návrh úložišť dat 
 
5.2.2 Změny serverového nastavení 
Stávající stav nastavení síťových složek je pro uživatele nepřehledný a neefektivní. 
Navrhuji tyto změny: 
• nastavení limitu osobních složek – každému uživateli bude nastavena kvóta osobní 
složky 1 GB. Účelem těchto složek je bezpečná záloha dat a ne zálohování velkých 
objemů fotografií a obrázků. 
• Vzhledem k návrhu, že disk NAS zastoupí síťový disk share, bude na logickém 
disku serveru síťový disk share úplně zrušen. 
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• Elektronická pošta – zaplnění poštovních schránek uživatelů je dalším závažným 
problémem. Uživatelé poštu přijímají a nechávají ji tak, jak je a pokud tuto poštu 
nějak třídí, nechávají ji v odstraněné poště. U některých zaměstnanců jsem objevil, 
že mají např. 1600 zpráv v doručené poště a 3500 zpráv v odstraněné poště. I tato 
data mají zásadní vliv na zaplnění kapacity serveru. Je vhodné, aby administrátor 
z reportů serveru zjistil uživatele, kteří mají v elektronické poště kvanta dat, a 
s těmito individuálně zkonzultoval možnosti archivace těchto dat.  
• dále jsem z dotazníku zjistil, že na disku Share je 299 MB dat, které využívá méně 
než 10 % zaměstnanců, a že na tomto disku je 1 372 MB dat, které nevyužívá nikdo. 
Navrhuji tato data formou archivace přesunout mimo. 
• Struktura uspořádání síťových složek je nepřehledná. Analýza ukázala, že síťový 
disk M není vůbec uživateli využíván. Dále obsah disků L (legislativa) a K 
(dokumenty) se v některých případech kryjí. 
 
Navrhuji úplné zrušení disku M a sloučení síťových složek K a L. Tímto 
úkonem se zpřehlední pro uživatele orientace mezi síťovými disky. Přístupová práva 
budou upravena dle podkapitoly 4.3.2.1, aby data, která mají být určená jen pro čtení 
(směrnice apod.) uživatelé nemohli editovat. 
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5.3 Organizační řešení 
Organizační řád muzea neřeší vůbec zálohování z pohledu delegování pravomocí 
a organizační struktury. Organizační strukturu toho útvaru navrhuji následující. Celý 
proces by měl zastřešovat administrátor/správce výpočetní techniky, který by měl mít i 
kontrolní funkci. Pod něj spadají vedoucí oddělení, kteří provádí kontrolní funkci nad 
jednotlivými pověřenými osobami z oddělení, kteří samotnou zálohu provádí. Dále 
přímo pod správce spadá zálohování serveru a jiných datových úložišť. Návrh struktury 
je následující: 
 
Obrázek 8: Návrh organizační struktury IT
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5.4 Legislativní řešení 
Během analýzy jsem zjistil, že organizace nemá žádnou směrnici, která by se 
týkala zálohy dat. První směrnice by se měla zabývat zálohováním dat na samotném 
serveru. Tato směrnice by měla obsahovat tyto hlavní body: 
• Průběh samotného zálohování 
• Frekvenci zálohování 
• Osobu odpovědnou za zálohování 
• Osobu pověřenou zálohováním 
 
Další směrnice by měly být vytvořeny pro jednotlivá oddělení a jejich potřeby. 
V první řadě by se měla identifikovat data a určit jejich způsob zálohování tak, aby byl 
dostačující a odpovídal významnosti dat. Tato směrnice by měla obsahovat tyto hlavní 
body: 
• Rozdělení dat dle významnosti a způsobu zálohování 
• Frekvence zálohování jednotlivých typů dat 
• Odpovědnou osobu za zálohování (měl by to být vedoucí oddělení nebo 
zástupce) 
• Osoby pověřené zálohováním 
• Osoby pověřené kontrolou 
 
Poslední směrnice by měla upravovat zálohování dat samotnými uživateli. Jedná 
se především o dokumenty uživatelů, obrázků a souborů. Směrnice by měla obsahovat 
tyto důležité body: 
• Způsob zálohování dat  
• Frekvence zálohování dat 
• Osobu pověřenou zálohováním (měl by to být samotný uživatel a měl by 
být i odpovědný za samotné zálohování) 
 
Všechny směrnice by měly stanovovat i případné postihy pro případ, že by nebyly 
dodržovány. 
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5.5 Jiná řešení 
Dalším řešením, které napomůže optimalizaci chodu serveru je pravidelná 
kontrola diskového pole RAID, která zajistí bezproblémovou a bezpečnou funkci pole. 
Pravidelnou defragmentací bude docíleno, že budou sloučeny rozdělené 
fragmenty souborů a složek, které by jinak zpomalovaly čtení a zápis dat. Doporučuji 
naplánovat týdenní frekvenci defragmentací v době, kdy server není vytěžován uživateli 
ani žádnou jinou službou. (17) 
 
 
5.6 Ekonomické zhodnocení návrhů 
Náklady pořízení jednoho disku pro rozšíření diskového pole RAID je 8 211 Kč, za 
dva kusy tedy celkem 16 422 Kč. V druhém případě, tedy zakoupení externího 
diskového pole NAS, záleží, pro jaké provedení se rozhodne organice. První variantou 
je disk o kapacitě 320 GB za cenu 16 500 Kč, druhou variantou disk o kapacitě 1 TB za 
pořizovací cenu 49 000 Kč. Ostatní náklady organizace hradí odbornému zaměstnanci, 
který je má započteny ve mzdě anebo si organizace tyto úkony domluví smluvně od 
externího odběratele. Celkové náklady jsou uvedeny v Tabulka 10. 
 
 Varianta 1 Varianta 2 
Rozšíření RAID 8 211 Kč 8 211 Kč
Diskové pole NAS 16 500 Kč 49 000 Kč
CELKEM 24 711 Kč 57 211 Kč
Tabulka 10: Ekonomické zhodnocení návrhů 
 
Organizace se musí podle finančních možností rozhodnout, kterou ze dvou variant 
zrealizuje. Varianta 1, tedy 320 GB diskové pole, by vyřešila aktuální problém. 
Budeme-li přemýšlet v dlouhodobějším horizontu, vyplatí se zakoupit diskové pole dle 
Varianty 2, které by pokrylo potřeby organizace na několik let dopředu.
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6 Závěr 
Diplomová práce analyzovala problémy v organizaci Muzeum města Brna 
s úložnými kapacitami serveru. Součástí práce jsou jak teoretická východiska řešení, tak 
i různé praktické možnosti řešení těchto problémů.   
Organizaci byla navrhnuta a doporučena jednorázová řešení, která vyřeší stávající 
problém s nedostatkem úložných kapacit, ale byla i navržena dlouhodobější řešení, která 
zoptimalizují chod samotného serveru a zajistí, aby nedocházelo nadále 
s nehospodárným ukládáním různých dat na server.    
 Nedílnou součástí úlohy řešení bezpečnosti a dostupnosti podnikových dat jsou 
zejména plány obnovy kritických systémů, plán zálohování a obnovy dat, archivační a 
skartační řád s ohledem na datová média s aktuálními zálohovanými i archivovanými 
daty a této problematice se v organizaci budu nadále věnovat. 
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Zkratka (symbol) Popis 
FTP File Transfer Protocol 
GB Giga byte 
HDD Pevný disk 
http HyperText Transfer Protocol 
HW Hardware 
IT Informační technologie 
km Kilometr 
LAN Local Area Network 
LTO Linear Tape Open 
M Metr 
MB Mega byte 
Mb/s Megabit za sekundu 
MHz Megahertz 
MS Microsoft 
OS Operační systém 
PC Počítač 
RAID Redundant Array of Independent Disks 
RAM Random Access Memory 
ROM Read only memory 
SW Software 
TB Tera byte 
μm Mikrometr 
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Slovník základních pojmů 
  
Archivace 
Přesunutí dat na jiné místo, jiný nosič, odkud je možné data znovu 
používat 
Databáze Nashromážděná data 
Defragmentace
Defragmentace disku je proces, ve kterém dochází ke slučování 
fragmentovaných souborů nebo složek 
Disk Datové médium počítače 
Diskové pole Označení pro zapojení více disků dohromady 
Hardware Fyzické technické vybavení počítače 
Server Počítačová stanice sloužící jiným počítačům 
Software Programové vybavení počítače 
Záloha 
Je kopie dat uložená ještě na jiném nosiči nebo na jiném úložišti pro 
případ obnovy dat 
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Příloha 1: Protokol programu TreeSize 
 
 52 
 
 
Full Path  Size  Allocated Files  Wasted % of Parent Last Change 
Last 
Access  Compr. 
\\mmbsrv\Share\ 37 156,7 MB 
37 181,3 
MB 12 762 
24,6 
MB 
100,0 
% 14.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\Kudělková 6 625,9 MB 
6 628,8 
MB 1 478 
2,9 
MB 
17,8 
% 18.3.2008 9.5.2008 0,0 %
\\mmbsrv\Share\ŠPILBERK - 
VÝSTAVY - NEMAZAT!!! 
6 277,5 
MB 
6 280,4 
MB 1 563 
3,0 
MB 
16,9 
% 13.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\Macharáčková 4 781,1 MB 
4 783,2 
MB 1 135 
2,1 
MB 
12,9 
% 26.4.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Megová Share 3 017,9 MB 
3 018,7 
MB 418  
0,8 
MB 8,1 % 12.5.2008 12.5.2008 0,0 %
\\mmbsrv\Share\Lea 2 343,4 MB 
2 346,6 
MB 1 573 
3,2 
MB 6,3 % 7.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Blažek 2 061,0 MB 
2 062,7 
MB 924  
1,7 
MB 5,5 % 14.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\Exponat_mesice - 
nemazat!!!! 
1 255,3 
MB 
1 256,5 
MB 631  
1,2 
MB 3,4 % 5.5.2008 13.5.2008 0,0 %
\\mmbsrv\Share\MUZEJNÍ NOC - 
nemazat !!! 
1 190,1 
MB 
1 191,4 
MB 692  
1,3 
MB 3,2 % 17.4.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Chatrný 1 177,5 MB 
1 178,1 
MB 310  
0,6 
MB 3,2 % 5.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Svobodová Jana 972,0 MB 
973,0 
MB 571  
1,1 
MB 2,6 % 9.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\Stará radnice-
nová expozice 
966,5 
MB 
967,3 
MB 412  
0,8 
MB 2,6 % 12.4.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Olivová 887,8 MB 
888,2 
MB 250  
0,5 
MB 2,4 % 14.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\Cejnková 516,9 MB 
517,5 
MB 283  
0,6 
MB 1,4 % 22.4.2008 14.5.2008 0,0 %
\\mmbsrv\Share\Kolavíková 445,3 MB 
445,5 
MB 89  
0,2 
MB 1,2 % 7.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Víťa 395,4 MB 
395,5 
MB 7  
0,0 
MB 1,1 % 19.7.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Košťál 326,6 MB 
326,8 
MB 108  
0,2 
MB 0,9 % 9.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\Věra 310,7 MB 
311,2 
MB 301  
0,6 
MB 0,8 % 18.12.2007 9.5.2008 0,0 %
\\mmbsrv\Share\miša 306,1 MB 
306,3 
MB 114  
0,2 
MB 0,8 % 9.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\SLUŽBY - 
nemazat !!! 
270,9 
MB 
270,9 
MB 42  
0,1 
MB 0,7 % 12.4.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Grant 2008 262,1 MB 
262,1 
MB 10  
0,0 
MB 0,7 % 12.5.2008 12.5.2008 0,0 %
\\mmbsrv\Share\Model 216,1 MB 
216,2 
MB 17  
0,1 
MB 0,6 % 12.10.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Ivanov 183,5 MB 
183,7 
MB 94  
0,2 
MB 0,5 % 7.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Ciprian 183,1 MB 
183,3 
MB 113  
0,2 
MB 0,5 % 6.5.2008 12.5.2008 0,0 %
\\mmbsrv\Share\Konečný 167,3 MB 
167,4 
MB 83  
0,2 
MB 0,5 % 17.5.2006 9.5.2008 0,0 %
\\mmbsrv\Share\Kolouchová 165,4 MB 
165,6 
MB 98  
0,2 
MB 0,4 % 9.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Hanák 160,3 MB 
160,4 
MB 44  
0,1 
MB 0,4 % 8.2.2008 9.5.2008 0,0 %
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\\mmbsrv\Share\Martina_Stankova 157,0 MB 
157,3 
MB 175  
0,3 
MB 0,4 % 21.3.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Růženecká 152,4 MB 
152,6 
MB 104  
0,2 
MB 0,4 % 7.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\TRAMVAJ - 
nemazat !!! 
150,0 
MB 
150,1 
MB 8  
0,0 
MB 0,4 % 12.4.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Vomelová 147,4 MB 
147,5 
MB 40  
0,1 
MB 0,4 % 28.1.2008 14.5.2008 0,0 %
\\mmbsrv\Share\prezentace Itálie 
pro ředitele 
131,2 
MB 
131,4 
MB 49  
0,1 
MB 0,4 % 28.1.2008 12.5.2008 0,0 %
\\mmbsrv\Share\Habarta 96,4 MB 96,5 MB 58  0,1 MB 0,3 % 7.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Porta Coeli 88,4 MB 88,5 MB 25  0,0 MB 0,2 % 17.5.2006 9.5.2008 0,0 %
\\mmbsrv\Share\relikviáře 88,1 MB 88,3 MB 52  0,1 MB 0,2 % 10.5.2007 12.5.2008 0,0 %
\\mmbsrv\Share\Zuzana 83,9 MB 84,0 MB 35  0,1 MB 0,2 % 14.5.2008 14.5.2008 0,0 %
\\mmbsrv\Share\LOGA - nemazat 
!!! 83,3 MB 83,9 MB 272  
0,5 
MB 0,2 % 8.4.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Magda 74,3 MB 74,4 MB 38  0,1 MB 0,2 % 12.5.2008 13.5.2008 0,0 %
\\mmbsrv\Share\Vaněk 72,7 MB 72,8 MB 35  0,1 MB 0,2 % 10.5.2007 9.5.2008 0,0 %
\\mmbsrv\Share\*.* 66,4 MB 66,5 MB 28  0,1 MB 0,2 %   0,0 %
\\mmbsrv\Share\Alena - nemazat 
!!! 53,8 MB 53,9 MB 69  
0,1 
MB 0,1 % 31.5.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Menšíková 53,0 MB 53,1 MB 45  0,1 MB 0,1 % 26.2.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Baumannova 22,6 MB 22,6 MB 7  0,0 MB 0,1 % 7.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\______ požár na 
Špilberku 21,6 MB 21,7 MB 26  
0,1 
MB 0,1 % 14.5.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Krabičková 21,4 MB 21,5 MB 15  0,0 MB 0,1 % 28.8.2007 9.5.2008 0,0 %
\\mmbsrv\Share\hot 21,4 MB 21,5 MB 14  0,0 MB 0,1 % 2.10.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Picmausová 18,2 MB 18,2 MB 11  0,0 MB 0,0 % 28.3.2008 9.5.2008 0,0 %
\\mmbsrv\Share\WWW.ŠPILBERK 
- texty 15,6 MB 15,8 MB 88  
0,1 
MB 0,0 % 1.8.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Albert 2 11,7 MB 11,7 MB 9  0,0 MB 0,0 % 18.10.2006 9.5.2008 0,0 %
\\mmbsrv\Share\Petrská 
Kapucín_zahr u 10,2 MB 10,2 MB 4  
0,0 
MB 0,0 % 31.8.2006 9.5.2008 0,0 %
\\mmbsrv\Share\Strnad Miloš 9,9 MB 9,9 MB 4  0,0 MB 0,0 % 6.2.2008 9.5.2008 0,0 %
\\mmbsrv\Share\PF 2007 9,0 MB 9,1 MB 7  0,0 MB 0,0 % 10.5.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Mucici_nastroje 5,0 MB 5,0 MB 7  0,0 MB 0,0 % 28.6.2007 9.5.2008 0,0 %
\\mmbsrv\Share\panovníci Meg 4,0 MB 4,2 MB 132  0,2 MB 0,0 % 31.1.2008 9.5.2008 0,0 %
\\mmbsrv\Share\PF 2006 3,8 MB 3,8 MB 5  0,0 MB 0,0 % 12.12.2006 9.5.2008 0,0 %
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\\mmbsrv\Share\Dotazník 3,7 MB 3,7 MB 2  0,0 MB 0,0 % 18.1.2007 9.5.2008 0,0 %
\\mmbsrv\Share\infosloupky 3,6 MB 3,6 MB 3  0,0 MB 0,0 % 31.7.2007 9.5.2008 0,0 %
\\mmbsrv\Share\____DĚTSKÝ 
DEN 3,2 MB 3,2 MB 4  
0,0 
MB 0,0 % 23.9.2007 9.5.2008 0,0 %
\\mmbsrv\Share\STRAVENKA 
2007 - nemazat !!! 3,0 MB 3,0 MB 4  
0,0 
MB 0,0 % 10.5.2007 9.5.2008 0,0 %
\\mmbsrv\Share\PF 2008 2,7 MB 2,7 MB 12  0,0 MB 0,0 % 2.1.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Alvéra 0,9 MB 0,9 MB 1  0,0 MB 0,0 % 6.5.2008 9.5.2008 0,0 %
\\mmbsrv\Share\NKP 0,4 MB 0,4 MB 2  0,0 MB 0,0 % 2.6.2005 9.5.2008 0,0 %
\\mmbsrv\Share\Vachut 0,3 MB 0,3 MB 2  0,0 MB 0,0 % 22.4.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Franzová 0,2 MB 0,2 MB 8  0,0 MB 0,0 % 28.8.2007 9.5.2008 0,0 %
\\mmbsrv\Share\Valová 0,0 MB 0,0 MB 2  0,0 MB 0,0 % 11.3.2008 9.5.2008 0,0 %
\\mmbsrv\Share\Nová složka 0,0 MB 0,0 MB 0  0,0 MB 0,0 %   0,0 %
\\mmbsrv\Share\Pikous 0,0 MB 0,0 MB 0  0,0 MB 0,0 %   0,0 %
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Příloha 2: Dotazník zaměstnancům z pohledu významnosti dat 
Dotazníkový průzkum za účelem zjištění významnosti dat 
Vážení kolegové,  
chtěl bych vás požádat o vyplnění tohoto dotazníku. Dotazník je anonymní.  
Vyplňování dotazníku: 
Svoje odpovědi vypisujte, prosím, do volného rámečku, který se nachází za každou 
otázkou. 
1. Jak často pracujete s pokladní evidencí? (5 = více jak 4× denně; 4 = 1 
– 4× denně; 3 = více jak 5× týdně; 2 = 1 – 5× týdně; 1 = alespoň 1× 
měsíčně; 0 = nepracuji s pokladní evidencí) – v případě odpovědi 0 
přejděte na otázku č. 4 
 
2. Obsahují data pokladní evidence údaje (5= jejich utajení je důležité 
pro chod organizace nebo podléhají některému z bezpečnostních 
stupňů „tajné“ a výše; 4 = podléhající ochraně osobních údajů dle 
Zákona č. 101/2000 Sb.; 3= Neměly by být dostupné veřejnosti; 2 = 
Neměly by být dostupné ostatním zaměstnancům; 1 = data jsou 
veřejná 
 
3. Zničení těchto dat zapříčiní (5 = závažné provozní selhání organizace 
s možným ukončením činnosti; 4 = závažné provozní selhání 
organizace; 3 = provozní selhání úseku s nemožností plnění 
zákonných povinností; 2 = provozní selhání úseku; 1 = drobné obtíže 
nebo nemá následky) 
 
4. Jak často pracujete s evidencí sbírkových předmětů? (5 = více jak 4× 
denně; 4 = 1 – 4× denně; 3 = více jak 5× týdně; 2 = 1 – 5× týdně; 1 = 
alespoň 1× měsíčně; 0 = nepracuji s evidencí sbírkových předmětů) – 
v případě odpovědi 0 přejděte na otázku č. 7 
 
5. Obsahují data evidence sbírkových předmětů údaje (5= jejich utajení 
je důležité pro chod organizace nebo podléhají některému 
z bezpečnostních stupňů „tajné“ a výše; 4 = podléhající ochraně 
osobních údajů dle Zákona č. 101/2000 Sb.; 3= Neměly by být 
dostupné veřejnosti; 2 = Neměly by být dostupné ostatním 
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zaměstnancům; 1 = data jsou veřejná 
6. Zničení těchto dat zapříčiní (5 = závažné provozní selhání organizace 
s možným ukončením činnosti; 4 = závažné provozní selhání 
organizace; 3 = provozní selhání úseku s nemožností plnění 
zákonných povinností; 2 = provozní selhání úseku; 1 = drobné obtíže 
nebo nemá následky) 
 
7. Jak často pracujete s daty ostrahy? (5 = více jak 4× denně; 4 = 1 – 4× 
denně; 3 = více jak 5× týdně; 2 = 1 – 5× týdně; 1 = alespoň 1× 
měsíčně; 0 = nepracuji s daty ostrahy) – v případě odpovědi 0 přejděte 
na otázku č. 10 
 
8. Obsahují data záznamu ostrahy údaje (5= jejich utajení je důležité pro 
chod organizace nebo podléhají některému z bezpečnostních stupňů 
„tajné“ a výše; 4 = podléhající ochraně osobních údajů dle Zákona č. 
101/2000 Sb.; 3= Neměly by být dostupné veřejnosti; 2 = Neměly by 
být dostupné ostatním zaměstnancům; 1 = data jsou veřejná 
 
9. Zničení těchto dat zapříčiní (5 = závažné provozní selhání organizace 
s možným ukončením činnosti; 4 = závažné provozní selhání 
organizace; 3 = provozní selhání úseku s nemožností plnění 
zákonných povinností; 2 = provozní selhání úseku; 1 = drobné obtíže 
nebo nemá následky) 
 
10. Jak často pracujete se serverovými aplikacemi (administrace)? (5 = 
více jak 4× denně; 4 = 1 – 4× denně; 3 = více jak 5× týdně; 2 = 1 – 5× 
týdně; 1 = alespoň 1× měsíčně; 0 = nepracuji se serverovými 
aplikacemi) – v případě odpovědi 0 přejděte na otázku č. 13 
 
11. Obsahují data serverových aplikací (uživatelská data podléhající jiným 
bodům tohoto dotazníku neuvažujte) údaje (5= jejich utajení je 
důležité pro chod organizace nebo podléhají některému 
z bezpečnostních stupňů „tajné“ a výše; 4 = podléhající ochraně 
osobních údajů dle Zákona č. 101/2000 Sb.; 3= Neměly by být 
dostupné veřejnosti; 2 = Neměly by být dostupné ostatním 
zaměstnancům; 1 = data jsou veřejná 
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12. Zničení těchto dat zapříčiní (5 = závažné provozní selhání organizace 
s možným ukončením činnosti; 4 = závažné provozní selhání 
organizace; 3 = provozní selhání úseku s nemožností plnění 
zákonných povinností; 2 = provozní selhání úseku; 1 = drobné obtíže 
nebo nemá následky) 
 
13. Jak často pracujete s elektronickou poštou? (5 = více jak 4× denně; 4 
= 1 – 4× denně; 3 = více jak 5× týdně; 2 = 1 – 5× týdně; 1 = alespoň 
1× měsíčně; 0 = nepracuji s elektronickou poštou) – v případě 
odpovědi 0 přejděte na otázku č. 16 
 
14. Obsahují data Vaší elektronické pošty údaje (5= jejich utajení je 
důležité pro chod organizace nebo podléhají některému 
z bezpečnostních stupňů „tajné“ a výše; 4 = podléhající ochraně 
osobních údajů dle Zákona č. 101/2000 Sb.; 3= Neměly by být 
dostupné veřejnosti; 2 = Neměly by být dostupné ostatním 
zaměstnancům; 1 = data jsou veřejná 
 
15. Zničení těchto dat zapříčiní (5 = závažné provozní selhání organizace 
s možným ukončením činnosti; 4 = závažné provozní selhání 
organizace; 3 = provozní selhání úseku s nemožností plnění 
zákonných povinností; 2 = provozní selhání úseku; 1 = drobné obtíže 
nebo nemá následky) 
 
16. Jak často pracujete se systémem Pam5? (5 = více jak 4× denně; 4 = 1 
– 4× denně; 3 = více jak 5× týdně; 2 = 1 – 5× týdně; 1 = alespoň 1× 
měsíčně; 0 = nepracuji se systémem Pam5) – v případě odpovědi 0 
přejděte na otázku č. 19 
 
17. Obsahují data systému Pam5 údaje (5= jejich utajení je důležité pro 
chod organizace nebo podléhají některému z bezpečnostních stupňů 
„tajné“ a výše; 4 = podléhající ochraně osobních údajů dle Zákona č. 
101/2000 Sb.; 3= Neměly by být dostupné veřejnosti; 2 = Neměly by 
být dostupné ostatním zaměstnancům; 1 = data jsou veřejná 
 
18. Zničení těchto dat zapříčiní (5 = závažné provozní selhání organizace 
s možným ukončením činnosti; 4 = závažné provozní selhání 
organizace; 3 = provozní selhání úseku s nemožností plnění 
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zákonných povinností; 2 = provozní selhání úseku; 1 = drobné obtíže 
nebo nemá následky) 
19. Jak často pracujete s účetním systémem? (5 = více jak 4× denně; 4 = 1 
– 4× denně; 3 = více jak 5× týdně; 2 = 1 – 5× týdně; 1 = alespoň 1× 
měsíčně; 0 = nepracuji s účetním systémem) – v případě odpovědi 0 
ukončete dotazník 
 
20. Obsahují data účetního systému údaje (5= jejich utajení je důležité pro 
chod organizace nebo podléhají některému z bezpečnostních stupňů 
„tajné“ a výše; 4 = podléhající ochraně osobních údajů dle Zákona č. 
101/2000 Sb.; 3= Neměly by být dostupné veřejnosti; 2 = Neměly by 
být dostupné ostatním zaměstnancům; 1 = data jsou veřejná 
 
21. Zničení těchto dat zapříčiní (5 = závažné provozní selhání organizace 
s možným ukončením činnosti; 4 = závažné provozní selhání 
organizace; 3 = provozní selhání úseku s nemožností plnění 
zákonných povinností; 2 = provozní selhání úseku; 1 = drobné obtíže 
nebo nemá následky) 
 
 
Děkuji za pravdivé vyplnění předloženého dotazníku a především za věnovaný čas. 
Informace získané tímto způsobem budou použity pro zpracování diplomové práce, na 
fakultě podnikatelské, která je tomuto tématu věnována.  
 
Tomáš Odehnal 
student FP VUT v Brně 
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Příloha 3: Dotazník zaměstnancům z pohledu využívání diskové kapacity 
Vážení kolegové,  
chtěl bych vás požádat o vyplnění tohoto dotazníku. Dotazník je anonymní. Předem 
děkuji za pravdivé vyplnění dotazníku a Vámi věnovaný čas na jeho vyplnění. 
Vyplňování dotazníku: 
Odpověď, která vystihuje Vaši volbu, označte křížkem.  
Tomáš Odehnal 
student FP VUT v Brně 
 
Část 1 
 Ano Ne
Využíváte síťové disky v organizaci? □ □ 
Víte, co to síťový disk je? □ □ 
Znáte základní výhody a nevýhody těchto úložných kapacit? □ □ 
Víte koho se v zaměstnání zeptat nebo kdo by Vám poradil? □ □ 
Využíváte Vaši síťovou složku? □ □ 
Znáte základní výhody a nevýhody síťové složky? □ □ 
 
 
 
Část 2 
 
 
 
 
Strana 1 z 2 
 často občas zřídka nikdy 
Jak často využíváte síťové disky? □ □ □ □ 
Jak často využíváte síťový disk K - dokumenty □ □ □ □ 
Jak často využíváte síťový disk L - legislativa □ □ □ □ 
Jak často využíváte síťový disk M - data □ □ □ □ 
Jak často využíváte síťový disk R - osobní síťová složka □ □ □ □ 
Jak často využíváte síťový disk Q - share □ □ □ □ 
Jak často využíváte síťový disk X - instal □ □ □ □ 
Jiné připojené složky □ □ □ □ 
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 V této části prosím označte, které složky disku „share“ využíváte a které ne. 
Část 3 
 Ano Ne 
Kudělková □ □ 
ŠPILBERK - VÝSTAVY - NEMAZAT!!! □ □ 
Macharáčková □ □ 
Megová Share □ □ 
Lea □ □ 
Blažek □ □ 
Exponat_mesice - nemazat!!!! □ □ 
MUZEJNÍ NOC - nemazat !!! □ □ 
Chatrný □ □ 
Svobodová Jana □ □ 
Stará radnice-nová expozice □ □ 
Olivová □ □ 
Cejnková □ □ 
Kolavíková □ □ 
Víťa □ □ 
Košťál □ □ 
Věra □ □ 
miša □ □ 
SLUŽBY - nemazat !!! □ □ 
Model □ □ 
Ivanov □ □ 
Ciprian □ □ 
Konečný □ □ 
Kolouchová □ □ 
Hanák □ □ 
Martina_Stankova □ □ 
Růženecká □ □ 
TRAMVAJ - nemazat !!! □ □ 
Vomelová □ □ 
prezentace Itálie pro ředitele □ □ 
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Příloha 4: Ostatní výsledky průzkumu 
 
Graf 1: Jak často zaměstnanci využívají disky? 
 
 
Graf 2:Jak často zaměstnanci využívají síťový disk K? 
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Graf 3: Jak často zaměstnanci využívají síťový disk L? 
 
Graf 4:Jak často zaměstnanci využívají síťový disk M? 
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Graf 5:Jak často zaměstnanci využívají síťový disk R? 
 
 
Graf 6: Jak často zaměstnanci využívají síťový disk Q? 
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Graf 7: Jak často zaměstnanci využívají síťový disk X? 
 
Graf 8: Jak často zaměstnanci využívají ostatní síťové disky? 
