Abstract. This note highlights a special class of mean field games in which the coefficients satisfy a convolution-type structural condition. A mean field game of this type with common noise is related to a certain mean field game without common noise by a simple transformation, which permits a tractable construction of a solution of the problem with common noise from a solution of the problem without.
Introduction
The goal of this paper is to demonstrate how a typical structural property can be exploited to construct a solution of a mean field game (MFG) with common noise from a solution of a certain MFG without common noise. This provides a simple way to extend to the common noise setting many existing results on MFGs without common noise. The MFG with common noise we consider is described concisely as follows:
MFG problem with common noise.
T , µ T ) , dX α t = [b 0 (t, µ t ) + b(t, X α t , µ t , α t )] dt +σ(t, X α t , µ t , α t )dW t + σ 0 (t, µ t )dB t , X α 0 = ξ, µ = Law(X α * | B).
Here ξ is some given initial state, X α is the state process subject to the control α, and µ is a random measure on the path space with time-marginals (µ t ) t∈[0,T ] . Definition 2.2 will formulate this precisely, but for now a more careful explanation is as follows: Given a random measure µ, treat it as fixed and solve the stochastic optimal control problem defined in the first two lines above. If an optimal control α * may be found, compute the conditional law of X α * given the common noise B. If the resulting conditional law matches µ, then we say µ is an MFG equilibrium. The goal of this paper is to link this problem with the following MFG without common noise:
MFG problem without common noise. The structure of the problem will be made completely precise in Definition 2.4. It is exactly like the common noise problem except that nowμ is a deterministic measure, matched to the (unconditional) law of the optimally controlled state process Y α * . The crucial structural condition that allows us to relate these two problems is translation invariance; we assume that b, σ, f , and g satisfy a condition of the form b(t, x + q, µ, a) = b(t, x, µ(· + q), a), for all q. The procedure for constructing common-noise solutions is as follows:
(1) Solve the MFG without common noise to getμ and α * . (2) Usingμ from step (1) , solve the SDE dq t = b 0 (t,μ t (· − q t ))dt + σ 0 (t,μ t (· − q t ))dB t , q 0 = 0.
(3) An equilibrium for the MFG with common noise is then given by µ :=μ(· − q), and the same control α * is optimal. (Define X α := Y α + q for all α.)
The role of the translation invariance is to isolate the effect of the common noise by decomposing the equilibrium measure flow (µ t ) t∈[0,T ] into a deterministic measure flow (μ t ) t∈[0,T ] shifted by a highly tractable finite-dimensional stochastic process (q t ) t∈[0,T ] . We show also that one may invert this procedure to construct a solution of the MFG without common noise from a solution of the MFG with common noise, if one is willing to work with a weaker notion of solution. While this is less obviously useful, it enables uniqueness arguments and thus completes the connection between the two systems. For the sake of concreteness we work with a finite time horizon T > 0, but it should be clear from the analysis that our construction is more broadly applicable, for example to infinite-horizon or ergodic objectives. Finally, it should be remarked that our construction also works on the level of the n-player game, but for the sake of brevity we will not discuss this.
While no concrete MFG models are presented in this note, our results provide a tractable method for incorporating common noise terms in MFG models, which often makes the models more realistic or robust. For example, using our construction, the models of population distribution of [15] and the flocking models of [23, 10] can easily be extended to include common noise. The common noise systemic risk model of [9] fits perfectly into our framework, although a direct analysis was possible for this model because of its relatively simple linear-quadratic structure.
Our construction is inspired by the paper [15] of Guéant, Lasry, and Lions, in which the equilibrium is computed explicitly for a specific common-noise MFG model of income distribution. While this equilibrium measure flow (µ t ) t∈[0,T ] is indeed random, it may be decomposed into
where ν is a deterministic (Pareto) distribution and q t is a one-dimensional stochastic process. This is a multiplicative decomposition, whereas our decompositions are additive. Conceivably, many other classes of common-noise MFG models may permit similar decompositions, in which the common noise has a simple finite-dimensional effect on the measure flow.
This note is a contribution to the wellposedness theory for MFGs. The theory was introduced by Lasry and Lions [22] and Huang, Malhamé, and Caines in [17, 16] , largely as a tool for studying limits and approximations of Nash equilibria for corresponding n-player games of a certain symmetric type. When n is large, n-player stochastic differential games are highly intractable, and the MFG limit is often easier to analyze while still providing a good approximation of the more realistic n-player system. This has naturally led to a substantial literature on existence and uniqueness for MFG equilibria; for additional background see the surveys [4, 14] or the more probabilistic [6, 2] .
To the best of the authors' knowledge, the only general existence results for MFGs with common noise appear in the two recent papers [8, 1] , although common noise had appeared already in specific models in [15, 9] . Very recently, the papers [7, 3] derive the so-called master equation, which reformulates the problem in terms of a single PDE, but no existence results are provided. Under a monotonicity assumption similar to that of Lasry and Lions [22] , Ahuja [1] proves existence and uniqueness for a class of nearly linear-quadratic MFGs with common noise. The existence results of [8] apply to much more general systems but provide only weak solutions, the main differences being that µ is not necessarily B-measurable and that the fixed point condition µ = Law(X α * | B) is replaced by the weaker condition µ = Law(X α * | B, µ). The present paper provides new results on strong solutions, but only for the particular class of translation invariant MFG models. However, the objective of this note is not so much to prove a precise existence result but rather to provide a mechanism for constructing strong solutions to a large class of common noise mean field games, in a surprisingly tractable manner.
The first main result, Theorem 2.5, shows how to construct a strong solution of the problem with common noise from a strong solution of the problem without common noise. This construction generalizes to weak solutions as well, and our second main result, Theorem 4.4, is a converse, allowing us to construct a weak solution of the problem without common noise from a weak solution of the problem with common noise. In [20] , it is proven that the set of weak solutions introduced in [8] precisely characterizes the set of possible limits of approximate Nash equilibria of the corresponding n-player games, as the number of agents n tends to infinity. (The sense in which this limit is meant is made clear in [20] .) Hence, Theorem 4.4 (or more specifically its Corollary 4.5) is useful from the perspective of the n-player games, as it shows there is a complete correspondence between the sets of weak solutions of the two problems, with and without common noise.
The main result is set up in Section 2 stated precisely in Theorem 2.5. Section 3 presents some applications, including a precise existence result with easily verifiable assumptions. Section 4 discusses the converse to Theorem 2.5, completing the connection between the two MFG problems.
Main results
Given a Polish space E, let P(E) denote the Borel probability measures on E. Endow P(E) with the topology of weak convergence and the corresponding Borel σ-field. Let C k := C([0, T ]; R k ) denote the space of continuous R k -valued paths, endowed with the supremum norm and Borel σ-field. Given µ ∈ P(C k ) and t ∈ [0, T ], let µ t ∈ P(R k ) denote the image of the projection x → x t under µ. Given µ ∈ P(R k ) (resp. P(C k )) and q ∈ R k (resp. C k ), the translation by −q of µ is denoted µ(· + q), which is the image of map x → x − q under µ. The key assumption will involve the following definition:
Given such a D and a function F :
The domains D of interest to us are the entire space P(R k ) and the subset consisting of measures admitting Lebesgue-densities. The guiding examples of translation invariant functions F are convolutions,
and local interactions (noting that D = {µ ∈ P(R k ) : µ ≪ Lebesgue} is translation invariant),
The term translation invariant is chosen because of the equivalent definition that F (x+q, µ(·−q)) = F (x, µ), which shows that F is unchanged when the same translation is applies to both the spatial variable and the measure.
We are given the following data. The control space A is a closed subset of Euclidean space, λ ∈ P(R d ) is an initial state distribution, and d, m, and m 0 are positive integers. We are given an exponent p ≥ 0, simply to specify some class of admissible controls by way of an integrability assumption. A translation invariant domain D ⊂ P(R d ) and the following functions are given:
Standing assumptions. Each function is jointly measurable, and for each fixed (t, a) ∈ [0, T ] × A the functions b, σ, f , and g are translation invariant on
The assumptions on the coefficients are minimal for now, but condition (3) of each of the following definitions will implicitly require that certain integrals make sense. Consider the following notions of MFG solution:
is a complete filtered probability space supporting (B, W, µ, α, X) satisfying the following:
(1) B and W are independent (F t ) t∈[0,T ] -Wiener processes of dimension m 0 and m, respectively, and
The state equation holds:
is a complete filtered probability space supporting (W, α, Y ) satisfying the following:
The first main result of the paper is the following: 
Proof. Solve the SDE (2.3) on Ω, and note that (q t ) t∈[0,T ] is adapted to (the P -completion of) (F B t := σ(B s : s ≤ t)) t∈[0,T ] and that µ is the translation of the deterministic measureμ ∈ P(C d ) by the stochastic process q. First, note that translation invariance implies b(t, Y t ,μ t , α t ) = b(t, X t , µ t , α t ), and similarly for σ, f , and g. Thus
, since Y is independent of B, and since q is B-measurable, we have
It remains to check the optimality property (4) ) is B ′ -measurable (resp. B-measurable), and we conclude that
is a NCN solution, we may apply the optimality condition (4) of Definition 2.4 and then translation invariance to get
Note that the definition of NCN solution involves weak controls, according to the terminology of [8] , which are not required to be adapted to the filtration F t = σ(Y 0 , W s : s ≤ t) generated by the given sources of randomness. Only the recent papers [21, 11, 10] work with essentially the same Definition 2.4, using weak controls; most probabilistic notions of MFG solutions in the literature restrict their attention to strong controls, adapted to σ(Y 0 , W s : s ≤ t). But it is rather well-known from the theory of relaxed controls that this additional flexibility does not typically help the agent; a control which is optimal among the class of strong controls is typically also optimal among the class of weak controls. Thus, a special case of our notion of strong NCN solution is the usual MFG solution appearing in the probabilistic literature (e.g. [6, 2] ). MFG solutions obtained by PDE methods are translated to the stochastic setting through verification theorems which allow for weak controls, and thus our notion of solution includes those defined by (classical) PDE solutions (e.g. [22] ). To be somewhat more precise: Proof. See, for example, [18] or the recent account of [19] .
Remark 2.7. The construction of CN solutions in Theorem 2.5 leaves the optimal control unchanged, and thus we may construct a CN solution whose optimal control is independent of the common noise B and, a fortiori, independent of the random measure µ. Intuitively, the entire population is affected in parallel by the common noise through (q t ) t∈[0,T ] , and because of the translation invariance the common noise does not influence the optimization.
Applications
This section discusses examples of applications of Theorem 2.5. First, some comments on the SDE (2.3) are in order. Given p ≥ 1, define
, where the infimum is over γ ∈ P(R d × R d ) with marginals equal to µ and ν. The assumption of solvability of the SDE (2.3) is guaranteed by assuming that the coefficients b 0 (t, µ) and σ 0 (t, µ) are W p -Lipschitz in µ, uniformly with respect to t. Indeed, for any µ ∈ P p (R d ) and q ∈ R we have
and it follows that b 0 (t,μ t (· − q)) and σ 0 (t,μ t (· − q)) are Lipschitz in q, uniformly with respect to t, for eachμ ∈ P p (C d ).
Theorem 2.5 allows us to derive common noise existence results from the existence results without common noise of [21] . Take D = P p (R d ) in the following. (1) The control space A is a closed subset of a Euclidean space.
The functions b, b 0 , σ, σ 0 , f , and g of (t, x, µ, a) are measurable in t and continuous in (x, µ, a) (with respect to the metric
The functions b, σ, f , and g are translation invariant in (x, µ), for each (t, a).
Proof. Assumptions (1-6) and [21, Theorem 2.1] imply that there exists an NCN solution. By assumption (8) , as pointed out before, the SDE (2.3) is well-posed. In light of assumption (7), Theorem 2.5 applies.
Similarly, combining our Theorem 2.5 with any of the results on MFG without common noise with local interactions, such as [13, 12, 5, 22, 4, 14] , we could derive existence results for some mean field games with common noise and local interactions. Aside from the specific model of [15] , local interactions have not been incorporated in common noise models before, and without our construction this would presumably be quite a technical matter. As it should be clear at this stage how to construct such results, and since spelling them out in detail would require yet another laundry list of technical assumptions, we suppress any further details.
We conclude the section with a useful trick which allows us to apply our theorem to certain nearly translation invariant functions. Given coefficients (b, σ, f, g) satisfying the standing assumptions, define new coefficientsb (t, x, µ, a) = Qx + b(t, x, µ, a),
where
Naively, Theorem 2.5 does not apply to the coefficients (b, σ,f ,g, b 0 , σ 0 ), sinceb,f , andg are not translation invariant. However, simply obvserve that every solution of
, and the converse is true as well. Note, of course, that subtractingf 0 andg 0 does not alter the optimization problems. The point is that the latter coefficients are translation invariant, and thus we may use Theorem 2.6 to construct a solution of these CN problems from a solution of
For example, this trick would allow us to effortlessly incorporate common noise into the flocking models considered in [23, 10] , which have a linear drift term which is not translation invariant.
Weak solutions and the converse
To make sense of the converse of Theorem 2.5, we will need the notion of weak solution for mean field games with and without common noise, introduced in [8] and [20] , respectively. The meaning of weak here is probabilistic: the random measure µ in the CN solution is no longer required to be B-measurable, and the measureμ of the NCN solution is now allowed to be random. Unfortunately, there is an additional subtely in the definitions which necessitates some more notation. Let
denote the natural filtration on X , where F X t is the σ-field generated by the maps
C ∈ B(A).
A measure µ ∈ P(X ) is to represent a joint law of (W, α, X): the independent noise, the control, and the state process. Given µ ∈ P(X ), let µ
Note of course that µ(· + (0, 0, q)) x = µ x (· + q). The following two definitions come from [8] and [20] , respectively. The curious reader is referred to these papers for a thorough discussion of these definitions, especially [8] for the unusual conditional independence of condition (3) and the necessity of considering measures on the larger space X , rather than C d . 
Note that both of these solution notions correspond to weak MFG solutions with strict control in [8] . If A is replaced by P(A), then these notions correspond to weak MFG solutions with weak (relaxed) control in [8] . Note that a weak CN solution for which µ happens to be B-measurable automatically provides a (strong) CN solution, replacing µ with µ x . Similarly, a weak NCN solution for whichμ happens to be deterministic (a.s. constant) automatically yields a (strong) NCN solution. One additional definition will facilitate the statement of the final results: Suppose that for any such a pair of spaces satisfying
Then we say weak uniqueness holds for the SDE (4.1).
As argued at the beginning of Section 3, weak uniqueness holds for the SDE (4.1) when b 0 and σ 0 are W p -Lipschitz in the measure argument uniformly in t, for some p ≥ 1. N CN (b, σ, f, g ).
Proof. We simply invert the construction of Theorem 2.5. Since µ = P ((W, α, X) ∈ · | B, µ) and q is (B, µ)-measurable, µ = P ((W, α, X) ∈ · + (0, 0, q) | B, µ) = P ((W, α, Y ) ∈ · | B, µ).
Clearlyμ generates a smaller σ-field than (B, µ), and so we may condition both sides of this equation onμ to getμ = P ((W, α, Y ) ∈ · |μ).
Translation invariance implies b(t, X t , µ x t , α t ) = b(t, Y t ,μ x t , α t ), and similarly for σ and f . Thus dY t = dX t − dq t = b(t, X t , µ x t , α t )dt + σ(t, X t , µ 
