Abstract. Let (X, σ) be a transitive shift of finite type and let Aut(X) denote its automorphism group. We generalize a result of Frisch, Schlank, and Tamuz to show that any normal amenable subgroup of Aut(X) must be contained in the subgroup generated by the shift. We also show that the result does not extend to higher dimensions by giving an example of a two-dimensional mixing shift of finite type whose automorphism group is amenable and not generated by the shift maps.
1. Introduction
The center of the group of automorphisms of mixing SFTs.
Fix a finite alphabet A, and let X ⊂ A Z be a closed set that is invariant under the shift map σ : A Z → A Z , defined by σx n = x n+1 , for (x n : n ∈ Z) ∈ X. A well-studied class are shifts of finite type, or SFTs, which can be described by a finite set of forbidden words (these notions are defined precisely in Section 2). In particular, there has been much interest in the algebraic properties of the automorphism group of the full shift and, more generally, mixing SFTs (e.g. [3, 8, 10, 11] ). The automorphism group Aut(X) is the group of homeomorphisms of X to itself that commute with σ, under composition. For any shift X, Aut(X) trivially contains σ , the subgroup generated by the shift. By the Curtis-Hedlund-Lyndon Theorem [8] , any automorphism is a block code; as a corollary, Aut(X) is always a countable group.
Many results regarding automorphism groups of SFTs are obtained by manipulating marker automorphisms, initially introduced in Hedlund [8] as a class of finite order automorphisms of the full shift. Using marker automorphisms, Hedlund proved that the automorphism group of the full shift contains, among others, isomorphic copies of every finite group and the free group on two generators. Complications arise for mixing SFTs with the existence of forbidden patterns, but Boyle, Lind, and Ruldolph [3] showed that marker automorphisms can also be defined for SFTs. Using these marker automorphisms, they generalized Hedlund's results, showing that the automorphism group of mixing SFTs contains these subgroups, among others.
Also using marker automorphisms, Kim and Roush [10] embedded the automorphism group of the full shift into the automorphism group of any mixing SFT, using markers to encode data words to act as symbols in a full shift. As a corollary, the automorphism groups of the full two-shift and the full three-shift contain the same subgroups up to isomorphism, but it remains an open question whether these automorphism groups are isomorphic. We note that the Kim and Roush construction does not embed the automorphism group of a mixing SFT into the automorphism group of another mixing SFT, as the embedding relies heavily on the lack of forbidden words in the full shift.
On the other hand, a method to distinguish automorphism groups follows from Ryan's Theorem [11, 12] . Trivially, σ is contained in the center of Aut(X, σ). An SFT is transitive if it contains a point whose orbit is dense. Ryan showed that for any transitive SFT, the center is the subgroup generated by the shift. In the full four-shift, the shift map has a root, while the shift map for the full two-shift does not. Using Ryan's Theorem, [3] observed that these automorphism groups cannot be isomorphic, as the automorphism group of the full four-shift contains an element not in the center whose square is in the center, while the automorphism group of the full two-shift has no such element.
More recently, Frisch, Schlank, and Tamuz [4] generalized Ryan's Theorem to show that any normal amenable subgroup of the automorphism group of the full shift must be contained in the subgroup generated by the shift (see Section 2.3 for precise definitions). In this paper, we extend their result to any transitive shift of finite type:
This is a generalization of Ryan's Theorem, as subgroups of the center are always normal amenable subgroups, and in the case of a transitive shift of finite type, the converse also holds.
In transitive SFTs, we no longer have the freedom to concatenate arbitrary words. The existence of forbidden patterns implies that some marker automorphisms act as the identity on X, and so the arguments are not as straightforward. We appeal to transitivity to construct nontrivial marker automorphisms with periodic start markers.
1.2. Methods of proof. As in [4] , we use a characterization of the topological boundary due to Furman [5] to prove Theorem 1.1 (see Section 2 for precise definitions).
For any shift X, Aut(X) acts on the set of left-periodic points. In the case of a transitive SFT, we show that this Aut(X)-space is in fact a topological boundary, and the kernel of the action is σ . By Furman's characterization, we can conclude that any normal amenable subgroup of Aut(X) must be contained in σ .
A key ingredient of the paper is Proposition 3.5: given any two cylinder sets of the boundary, we construct an automorphism of X that maps one into the other. This is not needed in the case of the full shift, as [4] explicitly constructs a sequence of automorphisms which map proper closed subsets of the boundary to a particular point.
In the proof of Theorem 1.1, we show that the action of Aut(X) on the boundary is extremely proximal. This gives an alternate proof that for an infinite transitive SFT, the automorphism group contains a copy of the free group on two generators, and more generally, the free group on any number of generators.
1.3. Higher dimensions. In Section 4 we highlight the difficulties that arise when working with higher dimensional shifts. Hochman [9] proves a higher-dimensional analogue of Ryan's Theorem: for a transitive Z d SFT with positive entropy, the center of the automorphism group is the subgroup generated by the shifts, which can be naturally identified with Z d . While [4] also shows that for the full Z d shift, any normal amenable subgroup of the automorphism group is contained in the subgroup generated by the shift maps, Z d , we give an example of a topological mixing Z 2 SFT with positive entropy whose automorphism group is amenable but strictly larger than Z 2 .
2. Background 2.1. Shift systems. Let A be a finite alphabet endowed with the discrete topology and equip A Z with the product topology. For x = (x n : n ∈ Z) ∈ A Z , let x n ∈ A denote the value of x at n ∈ Z. Define the shift map σ :
Z is a closed and shift-invariant subset, we call (X, σ) a shift.
be the orbit of x under the shift, and O(x) denote its closure in X.
given by w ℓ = x i+ℓ for ℓ = 0, 1, . . . , n − 1. A word w in A n is allowable in X if there exists x ∈ X and i ∈ Z such that w = x [i,i+n−1] ; we say that w occurs in x at i. For any word w, let |w| be the length of the word. We denote the collection of allowable words of length n in X by L n (X), and the language of X, L(X) = n∈N L n (X), is the set of all finite words that occur in X. A shift is of finite type, or an SFT, if it can be described by a finite set of forbidden words; that is, X is an SFT if there exists a finite set of words F such that x ∈ X if and only if any word that occurs in x does not belong to F . An SFT is M-step if F consists of words of length M + 1. Since any forbidden set F has a word of maximum length, any SFT is an M-step SFT for some M. If X is an M-step SFT, X is also an N-step SFT for any N ≥ M.
A point x ∈ X is periodic if there exists k ∈ N such that x n = x n−k for all n ∈ Z; we say x ∈ X is left-periodic (up to N ∈ Z) if there exists k ∈ N such that x n = x n−k for all n < N and x N = x N −k . Note that a left-periodic point is not periodic. When k is minimal, we say that x is (left-)k-periodic. Denote the set of points in X of period k by Per k . If X contains a left-periodic point, then it must also contain a periodic point, but the converse is not true.
Given a word w ∈ L(X), define the cylinder set [w] ⊂ X to be
[w] := {x ∈ X : x n = w n for 0 ≤ n < |w|}.
Such cylinder sets are clopen and form a basis for the subspace topology on X. Thus, we can describe topological properties of a shift in terms of its language. A shift (X, σ) is transitive if for any w, u ∈ L(X), there is some word v such that wvu ∈ L(X); a shift (X, σ) is mixing if for any w, u ∈ L(X), there exists an N such that for any n ≥ N, there is a word v ∈ L n (X) such that wvu is an allowable word. Note that mixing implies transitivity.
2.2.
Automorphisms of a shift. An automorphism of (X, σ) is a homeomorphism from X to itself that commutes with the shift map. By the Curtis-Lyndon-Hedlund Theorem [8] , any automorphism is defined by a block code: given an automorphism g ∈ Aut(X), there is an R ∈ N and a mapĝ :
The width is not unique: if there is a block code of width R for g, then there is a block code of width r for any r ≥ R. If R is minimal, we say that R is the window width of g.
The set of automorphisms of X under composition forms a group denoted Aut(X, σ), or simply Aut(X) when σ is clear from context. Since only finitely many automorphisms can have a given range, Aut(X) is countable. Given two automorphisms g 1 , g 2 ∈ Aut(X), let g 1 g 2 denote the composition g 1 • g 2 .
In general, it is difficult to construct automorphisms of an arbitrary shift; however, for SFTs we have a class of finite order automorphisms called marker automorphisms originally defined in Hedlund [8] . We now define this class, and follow the conventions introduced in [4] .
We say that two words w and u overlap by n ∈ N if we can write w = w ′ v and u = vu ′ (or vice versa) with |v| = n. Let (X, σ) be an M-step shift of finite type. Let w, u ∈ L(X) be words of at least length M. Let D ⊂ L n be a set of words of length n appearing in X such that words of the form wdu are allowable for all d ∈ D. Suppose these words satisfy the following overlap condition: for any d, d
′ ∈ D, if wdu, wd ′ u overlap nontrivially by n, then n ≤ min(|w|, |u|). Then any permutation π of D induces an automorphism g π on X by sending words of the form wdu to wπ(d)u and leaving other words unchanged. Such an automorphism is called a marker automorphism, and we refer to w and u as the start and end markers, respectively, and d ∈ D as data words.
Example 2.1. Let X ⊂ A Z be the 1-step SFT defined by the forbidden word 11. (X, σ) is called the golden mean shift.
Let w = 100 and u = 0101 be start and end markers, and D = {0, 1} be data words. Given special blocks of the form wdu, wd
′ ∈ D, wdu and wd ′ u can only overlap nontrivially by 1. Let g ∈ Aut(X) be the marker automorphism induced by the nontrivial permutation on D. It permutes blocks of the form
and leaves other blocks unchanged.
2.3. Topological Boundaries. Throughout this section, let G be a locally compact group and let Ω be a compact metric space with a continuous G action G × Ω → Ω: for any g ∈ G and ω ∈ Ω,
We call Ω a G-space. Given ω ∈ Ω, let Gω denote the G-orbit of ω:
and Gω its closure in Ω.
Let Prob(Ω) be the set of Borel probability measures on Ω, equipped with the weak-* topology. Since Ω is compact, Prob(Ω) is also a compact metric space. Given ω ∈ Ω, let δ ω denote the Dirac measure concentrated at ω. The mapping ω → δ ω gives an embedding of Ω into Prob(Ω).
The G-action on Ω induces an action on Prob(Ω) by viewing elements of G as self-homeomorphisms of Ω: for any g ∈ G and ω ∈ Ω,
We say that the G-action on Ω is minimal if for any ω ∈ Ω, the G-orbit closure Gω = Ω. The G-action on Ω is strongly proximal if for all µ ∈ Prob(Ω), the G-orbit closure Gµ ⊂ Prob(Ω) contains a Dirac measure δ ω for some ω ∈ Ω. A G-space Ω is a topological boundary if the G-action on Ω is minimal and strongly proximal.
The G-action on Ω is extremely proximal if |Ω| ≥ 2 and for any closed set C ⊂ Ω and any open set U ⊂ Ω, there is some g ∈ G so that gC ⊂ U.
It is known that extreme proximality implies strong proximality [6, §3] and the product of strongly proximal actions is again strongly proximal [7, §3] .
A group G is amenable if for every compact G-space Ω, the G-action on Prob(Ω) has a fixed point. Examples of amenable groups include abelian groups and finite groups. Proof. Since any automorphism is a block map, the set of left-k-periodic points is invariant under Aut(X). The set of all left-k-periodic points is precisely i∈Z σ i Q k . Thus, for any g ∈ Aut(X) and
for some unique i, since the shifts of Q k are pairwise disjoint. Define a cocycle α : Aut(X) × Q k → Z to be:
where i is obtained from equation (1) . The cocycle condition ensures that the induced Aut(X)-action on Q k is well-defined, where for g ∈ Aut(X), x ∈ Q k :
Suppose in addition (X, σ) is transitive. Let g / ∈ σ . For each n ∈ N, let R n denote the maximum of n and the window width of g. Letĝ n andσ n denote the block codes of width R n that induce g and σ n , respectively. Then there exists a word w n of length 2R n + 1 such thatĝ n (w n ) =σ n (w n ). Because X is transitive, there is an ω ∈ Ω such that every w n appears in ω. Then g · ω = ω.
The set of k-periodic points Per k is invariant under Aut(X). We can decompose Per k into a disjoint union of distinct orbits:
Thus, the action of Aut(X) on X descends to an action on Per k / σ .
Lemma 3.2. Let (X, σ) be a shift that contains a left-k-periodic point, and Q k be the set of left-k-periodic points up to k. There exists a projection
which is Aut(X)-equivariant.
Proof. Given x ∈ Q k , there exists a unique k-periodic point such that y n = x n for all n < k. Define the projection π which sends x to the orbit in Per k containing y. Since any automorphism is a block code, for any x ∈ Q k and g ∈ Aut(X), π(gx) = gπ(x).
A map s : Per k → Q k is a section of the projection π if s is a right inverse of π. Let Ω be the collection of all sections s : Per k → Q k of the projection π. Since π is equivariant, the action of Aut(X) on Q k induces an action on Ω: for any g ∈ G and s ∈ Ω,
where we view g −1 as the permutation of Per k / σ induced by g
Let N ⊳ Aut(X) be the normal subgroup given by the kernel of π. Since N preserves the fibers {Ω m }, the restriction of the action on Ω to N is isomorphic to the diagonal action of N on the product of the fibers j m=1 Ω m , where j is the number of distinct k-periodic orbits defined in (4).
Extreme Proximality.
In this section, we show that for transitive SFTs, Ω as defined in Section 3.1 is a topological boundary for Aut(X).
Recall that transitivity implies that for any allowable words w, u, there exists a word v such that wvu is again allowable. In the case of a transitive SFT, there are infinitely many such spacers for each pair w, u. Given a transitive SFT, the set of periodic points is dense. Note that if p = 1, then X is mixing. Proof. Let w, u ∈ L(X). Extend w to the right to form w, where w is an allowable word whose length a multiple of p. We can consider w as a word over A p ; then w ∈ L(E i ) for some 1 ≤ i ≤ p. Similarly, u is also contained in some word u, where u, viewed as a word over A p , is also contained in L(E i ). Note that we may have to extend u on both the left and the right. Let c be the sum of the number of letters we extended w to the right and u to the left.
Since (E i , σ k ) is mixing, for all sufficiently large n, there is a wordṽ in L n (E i ) so that w v u ∈ L(E i ). In (X, σ), this translates to wvu being an allowable word, where we obtain v by extendingṽ to the left and right by the corresponding extensions of w and u. Thus, |v| = pn + c for n sufficiently large.
Write X as an M-step SFT for some M. The set Ω m is closed in X, so cylinder sets of the form
form a subbase that generates the subspace topology on Ω m . Because X is an M-step SFT, [w] m is nonempty if the initial M-word of w is a subword of x m and
We construct marker automorphisms that map arbitrary cylinder sets in Ω m into arbitrary cylinder sets.
Proposition 3.5. Let (X, σ) be a transitive SFT and k ∈ N. Suppose that X is a k-step SFT and X contains a left-k-periodic point. Fix x m ∈ Per k , and define Ω m as in (6) . Let w, u be words in L(X) such that the corresponding cylinder sets [w] m , [u] m in Ω m are nonempty and and not equal to Ω m . Then there is an automorphism g ∈ Aut(X) which acts as the identity on Per k / σ and satisfies
Proof. We can assume that w does not appear as the initial word of u, otherwise the identity automorphism satisfies the conclusion of lemma.
Since [w]
m Ω m , the length of w is greater than k.
, let u be the unique extension of u so that w and u begin with the same letter.
Since X is transitive, choose v ∈ L(X) so that uvw is an allowable word. Since w and u begin with the same initial word, by Lemma 3.4 we can choose v so that | uv| = rpk for some r ≥ |w|, where p is the greatest common divisor of the periods of the periodic points of X. Let s r , the word obtained by concatenating r copies of s be the start marker and w be the end marker and D = {s rp , uv} be data words. To show these markers induce a well-defined marker automorphism, it suffices to check that special words of the form s r dw, for d ∈ D, satisfy the overlap condition given in the definition of marker automorphism. The word s is a word of length k which appears in x m , a k-periodic point. Since k is minimal, s cannot overlap itself nontrivially.
The initial word of w and u is s, while s does not occur at position k in w or u. Thus, if the special words s r s rp w and s r uvw overlap nontrivially, the length of the overlap must be either less than |w|, or exactly rk + |w|. In the second case, the special blocks would overlap by s r . However, this overlap would force w to be the initial word of u, which contradicts the assumption.
A similar argument shows that a special word can only overlap with itself nontrivially by at most |w|. We chose r so that |s r | ≥ |w|, so the marker automorphism g determined by the nontrivial permutation on D is well-defined.
Let x i ∈ Per k . Since no special words appear, g acts as the identity on x i , so g is in the kernel of the action on Per k / σ . Lastly, we show that
Since y is left-k-periodic, the first occurrence of a special word in y is s r s rp w at −(r + rp)k. Thus, gy = · · · s uv.w · · · .
Applying the cocycle α gives
wheres is the initial k-block of u.
In the case that w is the initial word of u, we can partition [w] m by the finitely many allowable extensions of w given by wa, where each wa is of length |u|. Applying the process above gives marker automorphisms g a for each extension wa. Since the end markers for each g a are distinct, they commute. The composition of {g a } is well-defined, and is a finite order automorphism that maps [w] m into [u] m .
Recall that N ⊳ Aut(X) is the kernel of π : Ω → Per k / σ , so the automorphism produced above is contained in N. Suppose U is contained in some Ω m . The action of Aut(X) on Per k is transitive, so there exists g ∈ Aut(X) such that gU ∩ Ω n is nonempty for for any Ω n . By part (1), the Aut(X)-orbit of U covers Ω. (3) Each Ω m contains more than two points, and cylinder sets form a subbase that generates the topology on Ω m . In addition, Ω m is compact, so any closed set is covered by finitely many cylinder sets. By Proposition 3.5, the N action on each Ω m is extremely proximal. (4) As extremely proximal actions are also strongly proximal, by part (3), the N action on each Ω m is strongly proximal. Thus, the product action of N on j m=1 Ω m is also strongly proximal. Since the diagonal action of N on the product space is isomorphic (as continuous group actions) on Ω, it follows that the action of Aut(X), which contains N, on Ω is also strongly proximal.
We use a proposition of Furman which relates the kernel of boundary actions and normal amenable subgroups: Proposition 3.7 (Furman [5] ). Let G be a discrete group, and consider the following subgroups of G:
(1) N = i∈I Ker(G → Homeo(X i )), where I is the set of isomorphism classes of boundary actions on the set of G-spaces, (2) √ G, the group generated by all closed normal amenable subgroups in G.
In particular, the kernel of any boundary action contains any normal amenable subgroup.
We have now assembled the ingredients to prove Theorem 1.1.
Proof of Theorem 1.1. Let (X, σ) be an infinite transitive SFT. As periodic points are dense, there exists some k such that X contains kperiodic points and k is greater than M, where we can write X as an M-step SFT. Since X is not finite, X also contains left-k-periodic points. Corollaries 3.6 (2) and 3.6 (4) show that Ω is an Aut(X)-boundary. By Proposition 3.7, any normal amenable subgroup of Aut(X) is contained in the kernel of a boundary action.
An element in Ω is a section of the projection π : Ω → Per k / σ , so the kernel of Aut(X) acting on Ω must be contained in the kernel of Aut(X) acting on Q k , the set of left-k-periodic points up to k. Thus, it follows from Lemma 3.1 that the kernel of the Aut(X) action on Ω is precisely σ , and we obtain the desired result.
Higher dimensions
We explain why the direct analogue of Theorem 1.1 in higher dimensions fails. A Z d shift is a closed, translation-invariant subset of A Z d . A Z d shift is an SFT if it can be described by forbidden configurations in A F , for some F ⊂ Z d is a finite set. The automorphism group consists of self-homeomorphisms of the shift that commute with the shift maps, which can be identified with Z d .
Hochman [9] constructs a two-dimensional SFT which is topologically mixing and has positive entropy. Hochman explicitly computes the automorphism group to be Z 2 ⊕ S i,j , where S i,j is a directed union of infinitely many symmetric groups which correspond to higher dimensional marker automorphisms. Amenability is closed under taking direct limits and sums; thus, the automorphism group is amenable. In higher dimensions, Ryan's Theorem holds [9] , and the center is the subgroup generated by the shifts, Z 2 . Thus the automorphism group has normal amenable subgroups that are not contained in the center. While this shift is topologically mixing, that periodic points are not dense, and thus it cannot be not uniformly mixing.
It is unknown whether stronger uniform mixing conditions ensures that all normal amenable subgroups are contained in the subgroup generated by shifts. Frisch, Schlank, and Tamuz [4] show the positive result in the case of any higher dimensional full shift; however, their methods do not generalize to uniformly mixing SFTs. They construct a class of automorphisms of A Z d , induced by automorphisms of A Z , which act independently on bi-infinite sequences of a configuration x ∈ A Z d . This relies strongly on the fact that in the full shift, there are no forbidden blocks. In a more general Z d SFT, acting independently on lower dimensional subspaces may produce forbidden patterns. In particular, higher dimensional marker automorphisms cannot arise from such a construction.
