Introduction
Modern medical imaging provides an essential preoperative knowledge of patient anatomy and pathologies. However, the patient is represented on a set of 2D images (MRI or CT-scan), and their interpretation often remains a dif£cult task. One of the major goals of computerized medical imaging analysis is to automatically identify and extract anatomical and pathological structures to provide 3D models of the patient to surgeons. Then, these models can be used for diagnosis support and surgical simulation. More recently the concept of Augmented Reality rose in the medical context and some computer assisted guiding systems, merging pre-operative or intraoperative data with reality, are now used routinely in the £elds of neural and orthopaedic surgery (VectorVision TM , StealthStation TM , Surgetics TM , etc...). Currently, computer assisted surgery is limited in abdominal surgery: 3D modeling of abdominal organs and pathologies from medical images remains a time consuming interactive process; AR seems dif£cult to realize because of the lack of £xed structures due to breathing motion. To overcome these limits, we developed several methods combining virtual and augmented reality in abdominal surgery.
3D modeling of anatomical and pathological abdominal structures
The digestive system is one of the most complex regions to analyze, because of the great number of neighboring soft organs, that all have a very close density. In the case of the liver, the delineation remains a highly complex procedure since its localization and its shape can vary considerably. Automatic and semi-automatic liver delineation was proposed [6, 4, 1, 2] . However, these methods give bad results in atypical-shaped liver or when the liver contains big capsular hepatic tumors.
We have developed a new method [3] which detects parenchyma and tumors from techniques developed in the works of Bae [1] . In order to obtain reliable and automatic results, we have added the prior segmentation of neighboring organs through morphological, topological and geometrical constraints. Thus, we have a more ef£cient and still automatic method, which provides within 15 minutes from a 2 mm thickness CT-scan that has been taken 60 seconds after injection of a contrast medium : skin, bones, lungs, heart area, aorta, spleen, kidneys, gallbladder, liver, portal vein and hepatic tumors from 5 mm diameter [3] (see £gure 1). We have also adapted this method for cholangio MRI, which provides a 3D modeling of the biliary tract and its internal stones [9] . 
3D visualization system for planning and intra-operative use
In order to use the 3D modeling of a patient, we have developed a surgical planning system [5] working on a standard multimedia computer. Besides 3D visualization of delineated and modeled structures, this system allows to put each structure in transparency, to simulate any kind of coelioscopy and to realize virtual resections. Because of its compatibility with current standards, this system can be used on a laptop £tted with a 3D graphic card and can thus be used during the intervention.
One possible use of this software consists in superimposing the resulting 3D visualisation on a real intra-operative video view of the patient. We use ribs as landmark to manually position the virtual patient and the virtual tools in the same position than the real ones (£gure 2 left). Then, the virtual laparoscopic view is similar to the real one and we obtain an AR view for little invasive surgery (£gure 2 right). 
Automatic Augmented Reality
As the previous application is user-dependant, it is impossible to ensure 3D model superimposition accuracy. Then, interactive AR can only be used for an easier understanding of patient anatomy. To provide a reliable system, the registration task has to be done automatically and surgical tools have to be tracked in real-time. Moreover, respiratory motion has to be considered to avoid inaccuracies. Devoting our system to needle insertion interventions, organ motions due to breathing can be retrieved with respiratory gating. Indeed, the patient is intubated and the gas volume in the lungs can be monitored so that surgeon gestures are realized in almost the same volume conditions. Wong [10] proved that the tumor repositionning was within 1 mm. Thus, a 2D/3D (video/CT) rigid registration is suf£cient.
An optimal model registration: to perform an accurate registration, we place 25 radio-opaque markers on the patient skin that is £lmed by two jointly calibrated cameras. These £ducials, visible in both CT-scan and video images, are automatically extracted and matched by several robust algorithms that were validated in [8] . To carry out the registration we use the Extended Projective Points Criterion (EPPC) (developed in [7] ) that is optimal in the case of noise on both 2D and 3D marker extraction.
A submillimetric needle tracking: to enable the visualization of the needle position with respect to the patient, the needle has to be tracked. Therefore, we developed an accurate real-time tracking system by enhancing the ARToolKit library. An accuracy evaluation, realized in simulated clinical conditions, proved that the average tracking error of a 15 cm radiofrequency needle was below 1 mm.
Validation on an abdominal phantom: we have realized a targeting which is similar to the one carried out during a radiofrequency ablation intervention. We modeled targets with 15 mm diameter radio-opaque £ducials stuck on a synthetic liver placed in an abdominal phantom. To reach targets, the augmented view provides several windows (see £gure 3) corresponding to: a superimposition of the virtual model on the real video of the patient (£gure 3.a); a virtual camera localized at the needle tipand oriented along its axis (£gure 3.b) ; and a computer-assisted guiding view (£gure 3.c) that shows the real position of surgical tools on a virtual modeling of the patient. Furthermore, the software indicates the distance (in mm) between virtual needle tip and virtual target in real-time. The targeting quality was veri£ed by an independent observer using an endoscopic camera introduced into the phantom and focusing on the targets. 
Conclusions
The various works carried out by our research teams led us to develop a set of tools for diagnosis support and surgical intervention planning. They also allow to use preoperative information during intervention. These systems, validated at an experimental stage, are progressively being tested clinically, with the objective of eventually being used in clinical routine.
