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Abstract
In an earlier paper of the author’s, partial differential equations with constant coefﬁcients
have been studied. Under a certain (restrictive) assumption upon the equation, those initial
conditions were characterized for which the normalized formal solution of a corresponding
Cauchy problem is k-summable. Here we treat the general situation and prove an analogous
result, using multisummability instead of k-summability. The appropriate multisummability
type is shown to depend upon the given PDE only, and can be determined from a
corresponding Newton polygon.
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0. Introduction
We shall study a normalized Cauchy problem for linear partial differential
equations in two variables t and z with (complex) constant coefﬁcients. This Cauchy
problem has formal solutions that are power series in the variable t; with coefﬁcients
that are holomorphic functions of z in a disc about the origin. In some cases
this formal solution is uniquely determined, so one may say that the Cauchy problem
is formally well posed [7]. In the general case it has been shown in [6] that a
normalized solution exists for which the coefﬁcients have a very handsome integral
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representation. This representation shall be used here to determine those initial
conditions for which the formal solution is multisummable of a certain type.
As we shall explain, the summability type that is appropriate for a given PDE is
determined by the slopes in a Newton polygon. The situation of one non-trivial
slope has been treated in [6], where one may also ﬁnd an elementary example of an
equation with two such slopes. Here we shall mainly concentrate on the general
situation of several non-trivial slopes. In this case, we shall decompose the
normalized formal solution into a ﬁnite sum of terms that individually are k-
summable (under some condition upon the initial condition), for a k40 depend-
ing upon the term. Such a decomposition is typical even for general multisummable
series, as has been proven in [1,2]. For PDE, this decomposition may, in some
cases such as the example in [6], be seen to correspond to a factorization of the
equation.
A ﬁrst, relatively simple but nonetheless important, result on summability of
formal solutions of PDE had been obtained for the complex heat equation by
Lutz et al. [20], and was later generalized in articles of Balser [4], Balser and
Miyake [9], Miyake [24], and Balser and Kostov [8]. Analogous investigations for
(linear) equations with variable coefﬁcients, mostly concerning the so-called
Gevrey order of the formal solution, have also been made; for those, see
[17,18,22,23,25–31]. However, observe that the notion of Gevrey order is deﬁned
differently by some of these authors! For analogous results on singularly per-
turbed ordinary differential equations, refer to Balser and Kostov [7], Balser and
Mozo [10], Bodine and Scha¨fke [11], Canalis-Durant et al. [13], Dunster et al. [14],
and Sibuya [34].
We begin our investigation by ﬁxing some notation: We shall write @t; resp. @z; for
derivation with respect to t; resp. z; and denote the PDE under consideration as
pð@t; @zÞu ¼ @kt pð@zÞ 
Xk
n¼1
@knt pnð@zÞ
" #
u ¼ 0; ð0:1Þ
where pðwÞ; pnðwÞAC½w are polynomials in one variable. Without loss in
generality we assume pðwÞ and pkðwÞ to be not identically zero, and the highest
coefﬁcient of pðwÞ to be equal to 1. The degree of pðwÞ shall be denoted by g;
and we let R0 be the smallest non-negative radius for which all roots of pðwÞ are
in the closed disc %DR0 about the origin; in particular, R0 ¼ 0 in the case of g ¼ 0; i.e.,
of pðwÞ  1:
As indicated above, we shall be concerned with formal power series in the variable
t whose coefﬁcients are holomorphic functions of z in a disc Dr about the origin,
with a ﬁxed radius r40: For notational convenience, these series shall always be
denoted as
uˆðt; zÞ ¼
XN
j¼0
tj
j!
ujðzÞ ¼
XN
j¼0
tj
j!
XN
n¼0
zn
n!
ujn; jzjor: ð0:2Þ
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Such a series is a formal solution of (0.1) if, and only if, for all values of jXk one has
pð@zÞ ujðzÞ ¼
Xk
n¼1
pnð@zÞ ujnðzÞ 8zADr: ð0:3Þ
However, here we shall restrict ourselves to formal solutions for which (0.3) holds
for all jX1; interpreting ujðzÞ  0 for negative values of j; and setting u0ðzÞ ¼ fðzÞ
for a given function fðzÞ that is holomorphic in Dr and shall henceforth be
referred to as the initial condition. In the case of g ¼ 0; there is exactly one
formal solution with these properties, while in the other cases we shall select one as
follows:
As in [6], we deﬁne a sequence of rational functions by means of the recursion
formula
pðwÞ rjðwÞ ¼
Xk
n¼1
pnðwÞ rjnðwÞ 8 jX1; ð0:4Þ
taking r0ðwÞ  1; and rjðwÞ  0 for negative j: These functions are polynomials if
pðwÞ  1; while otherwise they have poles in %DR0 only. With fðzÞ ¼
P
n fnz
n; jzjor;
deﬁne
ujðzÞ ¼
XN
n¼0
fn
n!
2pi
I
jwj¼R
rjðwÞ ewz dw
wnþ1
8jX0; ð0:5Þ
with R4R0: From [6, Lemma 2] we conclude absolute and locally uniform
convergence of these series for zADr; so ujðzÞ are holomorphic in Dr: Moreover, for
j ¼ 0 the integral can be evaluated, due to r0ðwÞ  1; and one obtains u0ðzÞ ¼ fðzÞ:
Finally, termwise differentiation of the series can be justiﬁed and shows that, due to
(0.4), the functions ujðzÞ satisfy (0.3) for jX1: Consequently, the resulting series
uˆðt; zÞ ¼PNj¼0 ujðzÞ tj=j! is a formal solution of (0.1) that shall be referred to as the
normalized formal solution.
To investigate multisummability of this formal solution, we rely on [5] for a
presentation of this method in the framework of power series, resp. holomorphic
functions, with coefﬁcients, resp. values, in a Banach space E: In particular, we
shall say that (0.2) is k-summable in a direction d; with k40 and dAR; if an rAð0; rÞ
exists for which the formal solution is so summable, with E ¼ Er being the space
of functions that are holomorphic in Dr and continuous up to its boundary,
equipped with the usual norm jjf jjr ¼ supjzjpr jf ðzÞj: For more details, refer to [5],
or [6,8]. Aside from these, we should like to mention the following other
contributions to the theory of (multi-)summability and/or its application to
formal solutions of meromorphic ordinary differential equations: Balser [3],
Braaksma [12], Ecalle [15,16], Jurkat [19], Malgrange [21], Ramis [32], and Ramis
and Sibuya [33].
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1. Particular formal solutions
As in the introduction, let fðzÞ be a given function that is holomorphic in a disc
Dr of radius r40 about the origin, and expand fðzÞ ¼
PN
n¼0 fn z
n: In order to
investigate multisummability of the normalized formal solution of (0.1) which
corresponds uniquely to the initial condition fðzÞ; we shall decompose it into a sum
of ‘‘more elementary’’ formal series that also are formal solutions corresponding to
other initial conditions:
Motivated by the theory of difference equations, we call
pðwÞ lk ¼
Xk
n¼1
pnðwÞ lkn ð1:1Þ
the characteristic equation of (0.4) or, if you prefer, of (0.1). Let l ¼ lðwÞ denote any
one of the roots of this equation. Since pkðwÞ; by assumption, is not the zero
polynomial, we conclude that lðwÞ is a non-trivial algebraic function. In particular,
we can choose a natural number q such that lðwÞ is a holomorphic function of the
variable u ¼ w1=q; for jwj4R1 with sufﬁciently large R1XR0: Moreover, we can ﬁnd
an integer c such that
lim
w-N
wc=q lðwÞ ¼ l; ð1:2Þ
with la0: The quotient c=q; resp. the complex number l; which both are uniquely
deﬁned by (1.2), shall be referred to as the pole order, resp. the leading term, of the
root lðwÞ; and shall be of importance in what follows. Choosing any function cðwÞ
that is also holomorphic in the variable u; for jwj4R1; and has at most a pole at
inﬁnity, we deﬁne in analogy with (0.5):
ujðzÞ ¼
XN
n¼0
fn
n!
2qpi
I q
jwj¼R
cðwÞ ljðwÞ ewz dw
wnþ1
8jAN0; ð1:3Þ
with N0 denoting the set of non-negative integers, and the superscript q for the
integral indicating that we integrate q times around the positively oriented circle of
radius R4R1 about the origin to take care of the branch point of the integrand at
w ¼N: As in the proof of Balser [6, Lemma 2] one can show that the series
converges absolutely and locally uniformly for zADr; and therefore the ujðzÞ are
holomorphic functions in Dr: For every jX0 we may expand
cðwÞ ljðwÞ ¼ wcj
XN
m¼0
cjmw
m=q 8jwj4R1; ð1:4Þ
with cj ¼ ðc þ cjÞ=q; for suitable cAN0 depending only upon cðwÞ: Expand-
ing ewz into its power series and integrating termwise, one can verify for
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every nAN0:
1
2qpi
I q
jwj¼R
cðwÞljðwÞ ewz dw
wnþ1
¼
XN
m¼0
cj;ðmnþcjÞq
zm
m!
: ð1:5Þ
Inserting into (1.3), one can justify interchanging the two sums and so obtains the
power series expansion for ujðzÞ:
Since the sequence ðljðwÞÞNj¼0 satisﬁes (0.4) for jXk; we conclude that the ujðzÞ
satisfy (0.3) for the same values of j: Consequently, the resulting series (0.2) is a
formal power series solution of (0.1) that shall be referred to as a particular one,
corresponding to the root lðwÞ of the characteristic equation and the selection of the
function cðwÞ: In particular, the pole order of the root lðwÞ determines the Gevrey
order of uˆðt; zÞ; as we shall show now. The proof of this and the next theorem are
very similar to that of two corresponding theorems in [6], but are repeated here for
the sake of completeness.
Theorem 1. For every r1Að0; rÞ there exist constants C; K such that, with cj as in
(1.4),
jujðzÞjpCKj Gð1þ cjÞ 8 jX0; jzjpr1: ð1:6Þ
Proof. In view of (1.4), there exists c040 such that jcðwÞ ljðwÞjpcj0 jwjcj for jwjX1þ
R1: Hence we obtain from (1.3) for jzjpr1 and R ¼ RnX1þ R1 to be chosen later:
n!
2pi
I q
jwj¼R
cðwÞ ljðwÞ ewz dw
wnþ1

p cj0 n! Rcjnn exp½Rnr1 8 nX0:
For arbitrary x40 this, together with (0.5), implies
XN
j¼0
xj jujðzÞj
Gð1þ cjÞp
XN
n¼0
jfnj n! exp½Rnr1
Rnn
XN
j¼0
ðxc0Þj Rcjn
Gð1þ cjÞ:
The inner sum on the right is closely related to Mittag–Lefﬂer’s function [5, p. 233] of
index c=q and may be estimated, up to some constant, by Rcn exp½ðxcÞq=c Rn: Setting
Rn ¼ n=r1 for sufﬁciently large n and using Sterling’s formula, one ﬁnds that the
series
PN
j¼0 x
j jujðzÞj=Gð1þ cj=qÞ converges for sufﬁciently small x40: This,
however, is equivalent to (1.6). &
Obviously, Theorem 1 implies convergence of (0.2) whenever cpq: As a
consequence, we shall in the next section assume that this is not the case.
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2. Summability of particular formal solutions
In this section we shall investigate the summability properties of a particular
formal solution. Using the same notation as in Section 1, we assume that c4q holds
and set k ¼ 1=ðc=q  1Þ ¼ q=ðc qÞ: With cjm as in (1.4), we deﬁne
gjðzÞ ¼
XN
m¼0
cjm
zm=q
Gð1þ m=qÞ: ð2:1Þ
This series obviously converges for every zAC; so gjðzÞ is holomorphic in the
punctured plane with a possible branch point at the origin in the case of qX2: With
help of these functions, we can represent the ujðzÞ as follows:
Theorem 2. For every jX0 and zADr; the following identity holds:
ujðzÞ ¼ Gð2þ cjÞ
2qpi
I q
jwj¼r1
Z w
0
fðw  uÞ gjðuÞ du
 	
dw
ðw  zÞ2þcj ð2:2Þ
with cj as above, and jzjor1or; provided that we choose matching branches for the
multi-valued functions gj and ðw  zÞcj :
Proof. Termwise integration of the power series expansion of fðuÞ and comparing
with (1.5) leaves us with proving that
Gð2þ cjÞ
2qpi
I q
jwj¼r1
Z w
0
ðw  uÞn
n!
gjðuÞ du
 	
dw
ðw  zÞ2þcj ¼
XN
m¼0
cj;ðmnþcjÞq
zm
m!
:
This can be done by inserting (2.1) into the integral, expanding ð1 z=wÞ2þcj into its
power series, integrating these series termwise and evaluating the remaining
integral. &
Next, we proceed and consider the function deﬁned by the series
vðt; zÞ ¼
XN
j¼0
t j
Gð1þ cjÞ ujðzÞ; ð2:3Þ
which converges for small values of jtj; due to (1.6). As follows from the general
theory presented in [5], k-summability of the particular formal solution is equivalent
to holomorphic continuation of vðt; zÞ; with respect to the variable t; into a small
sector Sd;d ¼ ft : jd  arg tjod=2g; for z in a sufﬁciently small disc Dr about the
origin, and to an estimate of the form
jvðt; zÞjpCeKjtjk 8ðt; zÞASd;d  Dr; ð2:4Þ
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with suitable constants C; K40: In order to see whether this holds, we shall
introduce the following kernel function, in analogy with the one used in [6]:
kðt; zÞ ¼ 1
2pi
Z
gðR;zÞ
cðwÞ ezw
1 qðwÞt
dw
w1þc=q
; qðwÞ ¼ lðwÞ
wc=q
; ð2:5Þ
integrating along a Hankel path gðR; zÞ as in [6], and t so small that the denominator
does not vanish along the path of integration—such t exist since the function q is
bounded at inﬁnity. Expanding ð1 qðwÞtÞ1 into a geometric series, integrating
termwise and comparing with (1.4) and (2.1), one ﬁnds
kðt; zÞ ¼
XN
j¼0
t j
1
2pi
Z
gðR;zÞ
cðwÞezw ljðwÞ dw
wcjþ1
¼
XN
j¼0
t j gjðzÞ
and this expansion converges absolutely and locally uniformly for jtj sufﬁciently
small and zAC: Consequently, we conclude from (2.2) that
vðt; zÞ ¼ @z
2qpi
I q
jwj¼r1
Z w
0
fðw  uÞ k t
ðw  zÞc=q
; u
 !
du
dw
ðw  zÞ1þc=q
: ð2:6Þ
In order to discuss continuation with respect to t of vðt; zÞ; we do so for the kernel
function ﬁrst: With l as in (1.2) and d40; let GdðlÞ denote the largest region that is
starshaped with respect to the origin and does not contain the closed disc of radius d
about the point l1; and write GðlÞ instead of G0ðlÞ: Then the following holds true:
Proposition 3. The kernel kðt; zÞ; for every fixed value of zAC; can be holomorphically
continued with respect to t into the region GðlÞ: Moreover, for every d40 there exist
constants C; K40 so that
jkðt; zÞjpC eK jzj 8tAGdðlÞ; zAC\f0g:
Proof. Let d40 be given. Since qðwÞ-l as w-N; we may in (2.5) choose R so large
that 1 qðwÞ ta0 for every tAGdðlÞ and every wAgðR; zÞ: From this observation we
see that the statements follow by an estimate of (2.5). &
Let us now ﬁx d ¼ arg t and deﬁne Gd;dðlÞ; for small d40; as the union of Dr and
all sectors Sdðn;lÞ;d; with
dðn; lÞ ¼ ðd þ arg lþ 2npÞ q
c
; 0pnpc 1:
Then one can show the following result, using the same line of proof as for
Theorem 3 in [6]:
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Theorem 4. Suppose that for dAR and sufficiently small d40 the function fðzÞ can be
holomorphically continued into Gd;dðlÞ and satisfies
jfðzÞjpC exp½K jzj1þk 8 zAGd;dðlÞ
for some positive constants C and K : Then the particular formal solution uˆðt; zÞ
is k-summable in the direction d:
3. Multisummability of the normalized formal solution
We shall now return to the investigation of the summability properties of the
normalized formal fundamental solution uˆðt; zÞ that has been introduced in [6]. This
formal solution was deﬁned in terms of one function fðzÞ; holomorphic in Dr; and a
sequence of rational functions rjðwÞ given by (0.4).
In order to connect the normalized formal solution to the particular ones studied
in the previous section, let l1ðwÞ;y; lpðwÞ denote the distinct, i.e., not identically
equal, ones among the roots of the characteristic equation (1.1), while m1;y; mp are
the multiplicities. We may choose the number R1 so large that the roots lnðwÞ are
distinct for every value jwj4R1; and then the sequences ðjm ljnðwÞÞNj¼0; 0pmpmn  1;
1pnpp; form a basis of solutions for the recursion (0.4). According to the theory of
difference equations, we then have
rjðwÞ ¼
Xp
n¼1
Xmn1
m¼0
cnmðwÞ jmljnðwÞ 8 jX0; jwj4R1; ð3:1Þ
with algebraic functions cnmðwÞ: Consequently, the normalized formal solution can
be written as
uˆðt; zÞ ¼
Xp
n¼1
Xmn1
m¼0
ðt@tÞm uˆnmðt; zÞ;
with terms uˆnmðt; zÞ being the particular formal solutions, deﬁned in the previous
section, corresponding to the root lnðwÞ and the function cnmðwÞ: Let sn; resp. ln; be
the pole order, resp. leading term, of lnðwÞ: Then either snp1; in which case uˆnmðt; zÞ
converges, or sn41: In the latter case, we set kn ¼ ðsn  1Þ1 and conclude from
Theorem 4 that uˆnmðt; zÞ is kn-summable in a direction d; provided that fðzÞ can be
continued into the corresponding region Gd;dðlnÞ; for some d40; and is of
exponential growth at most 1þ kn there. According to the general theory we can
then conclude kn-summability in the same direction d of all terms ðt@tÞm uˆnmðt; zÞ; and
this in turn implies multisummability of the normalized formal solution uˆðt; zÞ in the
following sense: Let the multisummability type k be the vector whose coordinates
consist of the (distinct) elements of the set fkn ¼ ðsn  1Þ1 : 1pnppg-Rþ;
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arranged in decreasing order (assuming that this set is not empty, since other-
wise the normalized formal solution converges), and let d be an admissible
multidirection in the sense of [5]. To every pole order sn41 we can then
ﬁnd a corresponding coordinate of the vector k and d; and that of d shall be
denoted as dn: For values snp1; we may choose dn arbitrarily and interprete
Gdn;dðlnÞ as the empty set. In these terms we can then formulate our main result
as follows:
Theorem 5. Let an initial condition fðzÞ; holomorphic in Dr; be given, and let the
vectors k and d be as defined above. Suppose that for sufficiently small d40 the
function fðzÞ can be holomorphically continued into Gd ¼ Gd1;dðl1Þ,?,Gdp;dðlpÞ
and satisfies
jfðzÞjpC exp½K jzj1þkn  8 zAGdn;dðlnÞ; 1pnpp:
Then the corresponding normalized formal solution is k-summable in the multi-
direction d:
Note that the assumptions we made upon the initial condition fðzÞ are satisﬁed for
all but ﬁnitely many multidirections d if fðzÞ is a rational function.
We wish to point out that the values kn and ln that determine the multisummability
properties of the normalized formal solution can be explicitly obtained from the
characteristic equation in an algorithmic manner. Especially, the computation of the
pole orders and their respective multiplicities can be done by the well-known method
of Newton’s polygon, that shall be included here for the sake of completeness: We
group the roots of (1.1) according to their pole orders, writing ln1ðwÞ;y; lnsnðwÞ for
those roots of (1.1), repeated according to their multiplicity, that have the same pole
order sn: Without loss in generality, we assume the (unknown) values s1;ysc for
the pole orders of the roots to be strictly decreasing. Then
lk 
Xk
n¼1
pnðwÞ
pðwÞ l
kn ¼
Yc
n¼1
Ysn
m¼1
l lnmðwÞ
 
; ð3:2Þ
i.e., the rational functions pnðwÞ=pðwÞ; modulo a 7 sign, are elementary symmetric
polynomials in the roots. Let gn denote the pole order of pnðwÞ=pðwÞ; i.e., the
difference of the degrees of pn and p: Observing that the nth elementary symmetric
polynomial is a sum of products of n roots, and computing the pole order of such
products, it follows from (3.2) that
* the value s1 is the smallest rational number for which
gnpns1 ð1pnpkÞ;
and the value s1 is the largest natural value of n for which equality occurs. In
particular, s1s1 is an integer.
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Thus, the pair ðs1; s1Þ has been found in terms of the degrees of pn and p alone. If
s1 ¼ k; we are done with the computation of the pole orders sj ; while otherwise we
can improve the above reasoning to see that
* the value s2 is the smallest rational number for which
gnps1s1 þ ðn s1Þs2 ðs1 þ 1pnpkÞ
and the value s2 is the largest natural value of n for which equality occurs. In
particular, s2s2 is an integer.
In this fashion one can compute all the pairs ðsc; scÞ; observing that
* the value scþ1 is the smallest rational number for which
gnp
Xc
m¼1
smsm þ ðn s1 ? scÞscþ1 ðs1 þ?þ sc þ 1pnpkÞ;
and the value s2 is the largest natural value of n for which equality occurs. In
particular, s2s2 is an integer.
Formulating the above observations in a geometric manner leads to the
Newton polygon that has been mentioned above. So in this fashion all
values sn may be found, and deleting all values p1 (corresponding to conver-
gent particular solutions), one can from the remaining ones determine the
number of levels and the values kn ¼ ðsn  1Þ1: We should like to mention that
the case of only one level corresponds exactly to the situation that has been treated
in [6].
To obtain the leading terms lnm of all the roots lnmðwÞ can also be done in
the following sense: Expanding the right-hand side of (3.2) and equating
highest coefﬁcients leads to a system of non-linear equations in the unknown lnm
whose solution is equivalent to ﬁnding roots of polynomials with coefﬁcients
in C:
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