Abstract-A spatiotemporal framework for estimating trial-totrial variability in evoked response (ER) data is presented. Spatial and temporal bases capture the aspects of the response that are consistent across trials, while the basis expansion coefficients represent the variable components of the response. We focus on the simplest case of constant spatiotemporal response shape and varying amplitude across trials. Two different constraints on the amplitude evolution are employed to effectively integrate the individual responses and improve robustness at low SNR. The linear dynamical system response constraint estimates the current trial amplitude as an unknown constant scaling of the estimate in the previous trial plus zero-mean Gaussian noise with unknown variance. The independent response constraint estimates response amplitudes across trials as independent Gaussian random variables having unknown mean and variance. We develop a generalized expectation-maximization algorithm to obtain the maximumlikelihood (ML) estimates of the signal waveform, noise covariance matrix, and unknown constraint parameters. ML source localization is achieved by scanning the likelihood over different sets of spatial bases. We demonstrate the variability estimation and source localization effectiveness of the proposed algorithms using both real and simulated ER data.
may reflect habituation, fatigue, learning, and encode communication between brain regions and/or fluctuation of cognitive states [1] [2] [3] [4] [5] [6] [7] . However, stimulus-locked averaging of evoked responses (ERs) is commonly used to increase signal-to-noise ratio (SNR) before further processing is performed on the averaged data. This classic approach implicitly assumes that the response is repeated exactly from trial to trial and that variations in individual responses are negligible or noise. In practice, averaging can distort responses from weak stimuli or late components [8] and destroy any information contained in trial-to-trial variations.
Previous efforts at quantifying trial-to-trial variability include [2] and [9] [10] [11] . Raz et al. [10] estimate trial variability in evoked potentials by smoothing across trials, while the other approaches attempt to solve for the maximum likelihood (ML) or maximum a posterior estimates of the amplitude and/or latency variations. These approaches focus solely on characterizing the temporal trial-to-trial signal variability and do not perform source localization. Some of these methods assume uncorrelated background noise, which requires prewhitening of data. Others assume that the ER waveform is first estimated separately from the amplitude and latency variations. The persistent challenge in quantifying variability across trials is the low SNR of individual trials. The performance and limitations of existing methods motivate a new approach that exploits the full spatiotemporal character of the ER to extract meaningful variability metrics at realistic SNRs.
The framework proposed in this paper employs both spatial and temporal bases to capture the aspects of the ER that are consistent across trials. The noise is assumed spatially correlated with unknown covariance matrix. We use spatial bases to require that the signal originates from a specific location on the surface, while the temporal bases control characteristics such as bandwidth, duration, or shape of the signal. Variability across trials is represented in the coefficients associated with the spatiotemporal bases. The ML criterion is employed to estimate the unknown coefficients associated with the response and the noise covariance matrix. This framework represents a variable response extension of the constant response (CR) spatiotemporal ML methods described in [12] [13] [14] .
In this paper, we focus on the simplest extension of the classic CR assumption. The shape of the spatiotemporal response is assumed constant across trials, while the amplitude varies from trial to trial. It is straightforward to generalize our framework to describe more complex variability models, and we provide examples of such extensions in Section VII. Indeed, the "true" variability across trials likely involves changes in waveform shape and the local spatial pattern of cortical activity [15] , so more complex representations are of interest. Nonetheless, the challenge with more realistic and complex representations is reliably estimating a larger number of variability parameters at the low-SNR levels typical of MEG and EEG data. In general, the SNR required increases as the number of parameters increases. Also, it can be difficult to extract meaningful characterizations of variability when the representation is complex. Amplitude variability across trials is simple to understand and can be reliably estimated at realistic SNRs using our spatiotemporal approach. Thus, it provides an ideal starting point and motivates future work with more sophisticated variability models.
We propose two amplitude variability constraints that improve estimation performance at low SNR by effectively integrating the individual responses within a low-dimensional signal representation. The independent response (IR) approach estimates the amplitudes as independent random variables drawn from a Gaussian distribution with common, but unknown, mean and variance. The linear dynamical system response (LDSR) approach constrains the estimate to follow a first-order autoregressive process, i.e., the amplitude estimate for the current trial is an unknown scaling of the estimate in the previous trial plus a zero-mean Gaussian random variable of unknown variance. These two constraints are capable of describing an extremely broad class of amplitude evolutions. The LDSR constraint can capture smooth variations in amplitude, while the IR constraint is best suited to independent amplitude variations. In particular, the LDSR approach provides a principled framework for smoothing amplitude estimates and identifying underlying trends in the amplitude evolution.
The unknown trial amplitudes, signal waveform coefficients, spatial covariance matrix of the background noise, and LDSR or IR constraint parameters are estimated using a generalized expectation-maximization (EM) algorithm termed the expectation-conditional maximization (ECM) algorithm. The E-step for the LDSR amplitude constraint involves a fixedinterval smoother that tracks the trial-to-trial amplitude variability, while the E-step for the IR constraint solves for the posterior mean and variance of the trial amplitudes in closed form. The CM-steps for both constraints estimate the remaining unknown parameters. A Wishart prior is imposed on the inverse of the noise spatial covariance matrix to better condition the corresponding estimate. The ECM algorithm also calculates the log likelihood. Hence, ML source localization is performed by scanning the spatial bases over the cortical surface.
We demonstrate the effectiveness of the LDSR-and IRconstrained ECM algorithms in signal estimation and source localization using simulated MEG ER data. Both algorithms are able to track diverse amplitude evolutions at realistic SNRs. We also illustrate the application of our algorithms to somatosensory ER (SER) data. The amplitude estimates clearly identify a habituation effect followed by oscillatory behavior. Although the results are shown with MEG data, the proposed framework is equally applicable to EEG data. The only difference between MEG and EEG applications is the choice of the spatial bases.
The outline of this paper is as follows. We present the basis representation of the spatiotemporal signal waveform in Section II, and the LDSR and IR constraints on the trial-totrial amplitude estimates in Section III. The ECM algorithm for estimating the signal and noise parameters is provided in Section IV. Section V briefly discusses ML source localization within our framework. Section VI demonstrates the effectiveness of the proposed algorithms using simulated and real ER data. We conclude with a detailed discussion in Section VII.
Bold upper and lower case symbols represent matrix and vector quantities, respectively. Superscripts T and −1 denote matrix transpose and inverse. The symbol tr {A} represents the trace of the matrix A and ⊗ denotes the Kronecker product. The operator vec{A} forms a vector from a matrix by stacking columns of A. Subscripts LDSR and IR are used when necessary to distinguish between the two amplitude variability constraints and their corresponding ECM algorithms, and otherwise omitted when the presentation is applicable to both.
II. SPATIOTEMPORAL SIGNAL MODEL
We represent the jth trial of the spatiotemporal signal measured at N sensors and T time samples as the N × T matrix
where U(r) is a known N × P spatial basis matrix, C is a known T × L temporal basis matrix, and B j (r) is a P × L unknown basis coefficient matrix for the jth trial. The spatial basis matrix U(r) relates neural activity at location r on the cortical surface to the measured signal at the N sensors. Example MEG or EEG spatial bases include dipoles [16] , multipoles [17] , and cortical patches [14] . We say that the signal is rank P if there are P spatial bases in the columns of U(r). The bases in C represent prior temporal knowledge of the signal such as bandwidth or typical waveform morphologies [12] , [13] . Many choices of temporal bases, including Fourier bases or wavelets, can be utilized depending on the temporal attributes of interest. Without loss of generality, we assume orthogonal basis functions, i.e., U(r) T U(r) = I P and C T C = I L . The single-trial observation at the sensors is denoted by the
where the N × T matrix N j is zero-mean Gaussian noise with unknown positive-definite spatial covariance R n and known temporal covariance R t = I. Hence, we write N j ∼ N (0, I ⊗ R n ), where I ⊗ R n represents the covariance of vec {N j }. The noise is assumed independent and identically distributed across trials. The subsequent analysis is applicable to the case when R t = I if the data are temporally whitened, i.e., we replace Y j withỸ j = Y j R −1/2 t . In the sequel, we consider the simple case where B j (r) = x j B(r), i.e., the spatiotemporal signal response has constant shape and varying amplitude across trials. We normalize the basis coefficient matrix such that B(r) F = 1. The dependence of the spatial basis U(r) and basis coefficient matrix B(r) on location r is dropped for notational convenience when there is no need to distinguish between different locations.
III. TRIAL AMPLITUDE VARIABILITY CONSTRAINTS

A. LDSR Constraint
Möcks et al. [2] explicitly note that consecutive responses from repeated stimuli vary slowly because the brain state changes gradually over time, although responses across the entire experiment can differ significantly. This motivates the LDSR constraint, wherein the trial-to-trial amplitude estimates satisfy
i.e., the amplitude estimate in the present trial depends on the estimate in the previous trial via the memory a. The driving noise samples w j are independent, identically distributed zeromean Gaussian random variables with unknown variance q. The initial amplitude x 0 is drawn from another Gaussian distribution with mean µ 0 and variance σ 2 0 . In general, we assume that the values of the memory a and driving noise variance q, as well as the initial mean µ 0 and variance σ 2 0 , are unknown and need to be estimated from data.
A broad class of trial-to-trial amplitude variability characteristics satisfies the LDSR constraint. For example, the classic ML approach [12] , [18] assumes CR, i.e., S j = S, across trials. This is captured with a = 1 and q = 0. The data model in (2) then becomes
B. IR Constraint
The IR approach constrains the amplitude estimate to be a sequence of statistically independent Gaussian random variables with unknown mean µ x and variance σ
Note that the IR constraint with µ x = 0, i.e., the case of zeromean IR amplitudes, may also be represented by the LDSR constraint with a = 0 and q = σ 
IV. ML ESTIMATION VIA ECM ALGORITHM
Closed-form solutions for the ML estimates of the trial amplitudes, waveform, spatial noise covariance matrix, and the LDSR and IR constraint parameters are not available. Hence, we use the ECM algorithm [19] to obtain parameter estimates. An overview of the ECM algorithm is provided in this section. Mathematical details are given in Appendix A.
In the problem at hand, we treat the unknown trial amplitudes X = {x 0 , x 1 , . . . , x J } as the hidden data. The complete data for the ECM algorithm are obtained by combining the hidden data X with the observed data
Estimates of the trial amplitudes X are obtained in the E-step and the remaining unknown parameters are estimated in the CM-step. The unknown parameters for the LDSR and IR constraints are
The complete-data log likelihood l(Y, X) is written as
where the conditional distribution p(Y j |x j ) is Gaussian. From (2) and
where I ⊗ R n is the covariance matrix of vec{Y j } given x j . The LDSR constraint (3) has
while the IR constraint (5) does not involve the initial condition x 0 and has
A. E-Step
The expectation step in the (k + 1)th iteration computes the expected complete-data log likelihood or the Q-function, Q(Θ|Θ (k ) ), where Θ (k ) denotes the parameter estimates from the CM-step in the previous iteration. The expectation is taken with respect to the conditional distribution of the hidden data given the observed data and
Q(Θ|Θ
The amplitude estimates are obtained in the process of computing (11) as the posterior mean of the hidden data X given the data Y and current parameter estimate
For both the LDSR and IR constraints, this posterior distribution is Gaussian. The distribution for the LDSR constraint is [20] 
where the mean and variance are obtained by the fixed-interval smoother [21] . The subscript j|J emphasizes the use of all J data trials in the estimation process. Recursive expressions for x j |J and P j |J are summarized in Appendix B. The posterior distribution for the IR constraint follows
The expressions for the mean and the variance are obtained using the Gauss-Markov theorem [22] and are given in Appendix A.2. For both LDSR and IR constraints, the variance of the Gaussian distributions may be used to identify confidence intervals on the estimated amplitudes.
B. CM-Step
The CM-step updates the value of the parameters in Θ by maximizing Q(Θ|Θ (k ) ) with respect to Θ. Prior densities on the unknown parameters can be incorporated in the CM-step by maximizing Q(Θ|Θ (k ) ) + prior terms. We impose a Wishart prior on the inverse of the spatial noise covariance matrix to better condition the noise covariance matrix estimate.
When the cost function is too complicated to be maximized with respect to all parameters in Θ simultaneously, the CM-step, as the name suggests, alleviates the problem by solving for the parameters in sequential manner. We partition the parameter set into subsets Θ = {Θ 1 , Θ 2 }, where Θ 1 = {R n , a, µ 0 , σ 2 0 } and Θ 2 = {B, q} for the LDSR constraint. For the IR constraint,
The CM-step update involves solving a two-step maximization problem
Because the likelihood is always increased from the first substep to the second substep, the CM-step monotonically increases the likelihood at each iteration and convergence of the ECM algorithm to a local maximum is guaranteed. The update equations for the new parameter estimates Θ
are obtained by setting the derivative of Q(Θ|Θ (k ) ) with respect to each parameter of interest to zero. The ECM algorithm iterates between updating the amplitude estimates in the E-step and updating the parameters in the CM-step until the original data log likelihood l(Y, R n ) converges to a local maximum. The closed-form update equations for the LDSR and IR parameter estimates, as well as the data log likelihood l(Y, R n ) are given in Appendix A. Finally, we obtain the signal waveform estimatê S = UBC T , whereB is the estimated basis coefficient matrix given by the ECM algorithm.
C. Constrained LDSR
The estimates of the LDSR parameters a and q indicate the degree of amplitude variability across trials. As q decreases in the LDSR constraint, the estimated amplitude evolution becomes smoother. Therefore, we may "smooth" the amplitude estimates to more clearly identify underlying trends in the amplitude evolution by constraining the driving noise variance q. We refer to the LDSR approach with constrained q as the constrained LDSR (cLDSR) and refer to the original unconstrained case as uLDSR.
There are many possible approaches for obtaining a smooth amplitude evolution. One is to choose the value for q and possibly a a priori. We adopt a more data-driven approach in which q is fixed to a fraction of the driving noise variance estimate obtained from the uLDSR-based ECM algorithm and a is set equal to the uLDSR algorithm estimate. This choice for a ensures that the degree of correlation between consecutive trials is preserved when the ML estimation is performed with the constrained driving noise variance. The parameter set for the CM-step of the ECM algorithm in the cLDSR case is
x in the IR constraint may also be limited to smooth the IR amplitude estimates. However, this simply concentrates the estimates about the mean.
V. ML SOURCE LOCALIZATION
Recall that the spatial bases U(r) relate the activity at location r on the cortical surface to the measurement at the sensors. The data log likelihood l(Y, R n ) obtained from the ECM algorithm (see Appendix A) in the estimation process is, in fact, a function of the location r via the spatial bases U(r), and thus can be used for source localization. Source localization is performed by scanning the ECM algorithm over different locations r on the surface to obtain the corresponding data log likelihood l(Y, R n ; U(r)). We now explicitly write the log likelihood as a function of U(r) to emphasize its location dependence. The ML estimate of r is the value that maximizes l(Y, R n ; U(r)).
VI. RESULTS
Real and simulated ER data are used to illustrate the effectiveness of the LDSR-and IR-constrained ECM algorithms in estimating amplitude variability and signal waveform, as well as localizing source activity. In the sequel, we differentiate between different ECM algorithms by the underlying amplitude variability constraint from which the algorithm is derived. For example, the cLDSR algorithm refers to the ECM algorithm derived using the cLDSR amplitude constraint. The CR algorithm refers to the closed-form ML solution for the CR constraint [12] , [18] .
An MR-derived 3-D tessellation of a subject's cortical surface is built using FreeSurfer [23] . Elementary dipoles d m , m = 1, . . . , M, are placed at each of the nodes in the triangular tessellation, where M is typically on the order of 10 000 to capture the convoluted nature of the surface. Dipolar leadfield matrices H(d m ) are calculated assuming a dual-sphere forward model for the 74-channel Magnes II Biomagnetometer system (Biomagnetic Technologies, Inc.) and a single-sphere forward model for the 275-channel Omega-275 (VSM MedTech Ltd., Coquitlam, BC, Canada) whole-head system. The dipole moment orientation is assumed to be fixed but unknown.
For all examples shown in this section, the temporal bases C are chosen as described in [13] to represent responses in a desired frequency range. They are given by the eigenvectors corresponding to significant eigenvalues of the covariance matrix for a bandpass white noise process spanning the frequency band of interest. These bases have certain optimality properties for describing bandlimited signals [24] . The spatial basis matrix U(r) is constructed using the cortical patch basis model proposed in [14] . We use a set of circular patches with fixed geodesic radius of 10 mm tiling the left hemisphere (total of 341 patches). There is approximately 50% overlap between neighboring patches. Hence, the index r, r = 1, . . . , R, in U(r) represents the R centroid locations of the overlapping cortical patches. We denote a set of dipoles {d m } belonging to patch r as D(r). The spatial bases in U(r) for a rank-P signal are the P left singular vectors corresponding to P largest singular Because of the overlapping nature of the cortical patches, a composite log-likelihood map is produced to visualize the localization result on the cortical surface by mapping the result back to the dipolar source space. Define P(d m ) to be a set of all patches containing the mth dipole, the composite log-likelihood value for the dipole d m , m = 1, . . . , M, is defined as
Consequently, locations of significant activity are identified by thresholding the composite log-likelihood map. The Wishart prior on R −1 n , W(ρ, Λ), uses ρ = 1. The matrix Λ is diagonal, whose elements are set equal to the diagonal entries of the matrix
A. Simulated Data 1) Simulated Data Example 1:
A signal occupying a 1012-mm 2 patch in the somatosensory cortex with a known spatiotemporal waveform S is simulated using the Magnes II sensor system. The location and trial amplitudes of the simulated activity are depicted in Fig. 1(a) and (b) . The simulated signal waveform is depicted in Fig. 4(a) . We consider the case where the trial amplitude evolution is simulated from a sum of sinusoids plus zero-mean Gaussian noise, which produces an evolution that is noisy with underlying oscillatory trend.
Spatially correlated Gaussian noise is added to the simulated signal to achieve realistic SNR levels of −5 and −15 dB. The spatial covariance matrix used to generate simulated noise is obtained from the prestimulus interval of a real ER experiment. The SNR is defined as x
where · denotes an ensemble average. A dataset at each SNR level contains 100 trials of 360-ms-long recordings with the sampling frequency at 520.8 Hz. The 50 time samples between 0 and 95 ms from each trial are used in source localization and signal estimation. The temporal bases C spans the 1-30 Hz frequency band. An example of a raw, single-trial simulated recording at a typical high SNR of −5 dB is shown in Fig. 2(a) , and the corresponding filtered and averaged data are depicted in Fig. 2(b) . Note that the signal waveform is visible in the filtered and averaged data but not the single-trial data. However, there is no information about amplitude variability across trials in the average.
We compare the localization and estimation results obtained using the LDSR, IR, and CR algorithms for SNR levels of −5 and −15 dB. The initial parameters Θ (0) for the CM-step of the LDSR and IR algorithms are obtained using the closed-form ML estimates from the CR algorithm.
Unthresholded composite log-likelihood maps from the LDSR, IR, and CR algorithms are displayed in Fig. 3 . At both SNR levels, all algorithms correctly localize the activity. The area of significant activity, as indicated by large composite loglikelihood values, is concentrated around the somatosensory cortex. The localization appears more focal for the higher SNR level. The CR algorithm has comparable localization capability to the LDSR and IR algorithms in this case because the underlying activity has nonzero mean. Although not shown here due to space constraints, the CR algorithm localization fails when the mean of the amplitude evolution is close to zero. In contrast, the LDSR and IR algorithms can correctly localize zero-mean amplitude evolutions because they exploit intertrial variability.
The spatial bases U(r) used for amplitude and waveform estimation are identified from the localization results in Fig. 3 by thresholding the LDSR composite log-likelihood map at 90% of the peak likelihood value. True and estimated signal waveforms are depicted in Fig. 4 for −5 dB SNR. All waveform estimates [see Fig. 4(b)-(d) ] closely resemble the true waveform in Fig. 4(a) . The estimates at −15 dB SNR are similar to the −5 dB SNR estimates with negligible degradation, and hence, are not shown here.
The true (solid gray lines) and estimated (solid blue lines) amplitude evolutions for the uLDSR, cLDSR, and IR algorithms are depicted in Fig. 5 in the top, middle, and bottom panels, The uLDSR and IR amplitude estimates at −5 dB SNR [ Fig. 5(a) and (e)] track the true amplitudes very closely. The 1% cLDSR estimate [ Fig. 5(c) ] ignores the high-frequency components and captures the underlying trend. The estimates from all algorithms slightly degrade for SNR = −15 dB but still follow the true amplitude evolution. On the other hand, the CR algorithm is only capable of estimating the mean signal amplitude. The estimated constraint parameters for the LDSR, IR, and CR algorithms are given in the first two rows of Table I . The IR constraint mean µ x is very close to the CR algorithm amplitude estimate. The LDSR constraint memory a is close to one, which captures the underlying slow trend in the true amplitude evolution. The IR constraint variance σ 2 x is significantly larger than the LDSR driving noise variance q because σ 2 x must account for all of the amplitude variability.
2) Simulated Data Example 2:
In this example, we illustrate the effectiveness of the LDSR and IR algorithms in estimating a broad class of amplitude evolutions. We simulate three exemplary amplitude evolutions with different characteristics: 1) smooth oscillatory; 2) spiky; and 3) approximately constant across trials. The source location, signal waveform, and data generation process is the same as in the previous example using SNR = −15 dB. The spatial basis U(r) is assumed known since here we are interested only in amplitude estimation. Fig. 6 depicts the amplitude estimation result for the uLDSR and IR algorithms. Both algorithms accurately estimate all three types of amplitude evolution and effectively capture their respective characteristics. The estimated constraint parameters for the LDSR, IR, and CR algorithms are given in the third through fifth rows of Table I . The character of the true amplitude evolution is reflected in the estimated parameters. The LDSR driving noise variance q and the IR variance σ 2 x are smallest for the approximately constant evolution and largest for the spiky evolution. The LDSR memory a is smallest for the spiky source and close to unity for the constant source. The IR mean µ x and CR amplitude estimates are comparable.
B. Real Data
We consider two experimental SER paradigms: multifinger stimulation at mean interstimulus interval 0.5 s and a single-finger stimulation at mean interstimulus interval 0.33 s. Data are collected using the Omega-275 (VSM MedTech Ltd., Coquitlam, BC, Canada) whole-head biomagnetometer installed at the Biomagnetic Imaging Laboratory, University of California, San Francisco. In the first paradigm, the right-hand thumb, index finger, middle finger, and ring finger of a female subject are simultaneously stimulated with uniform pneumatic pressure pulses. The data consist of 100 trials of 360.83 ms duration and 1200 Hz sampling rate. A typical single-trial recording is shown in Fig. 7(a) . In the second paradigm, the right-hand index finger of a subject is stimulated to obtain 69 trials of 300 ms duration. The estimated SNRs for data from the first and second paradigms are −3.8 and −24.6 dB, respectively. Hence, we refer to the first paradigm as the high-SNR SER data and the second paradigm the low-SNR SER data. We perform source localization and/or signal estimation using time samples from each trial around the first peak in the response identified from the filtered and averaged data, as shown in Fig. 7(b) and (c).
Source localization is performed on the high-SNR SER data by constructing the composite log-likelihood map on the subject's left hemisphere. A patch set with average patch size of 1000 mm 2 and six spatial bases per patch is used. The rationale behind the use of large candidate patch size is the expected extent of the active cortical region corresponding to multiple finger stimulation. The temporal bases in this case are chosen to span the 1-40 Hz frequency band. The spatial location of significant activity is identified by thresholding the composite log-likelihood map at 90% of the peak likelihood value. Fig. 8(a)-(c) depicts the composite log-likelihood maps calculated from the LDSR, IR, and CR algorithms, respectively. In all three likelihood maps, the locations corresponding to the ML are in the somatosensory cortex, consistent with anatomical expectations for this ER paradigm.
A set of six patch bases defined from the thresholded LDSR composite likelihood map is used for subsequent trial amplitude and signal waveform estimation for the high-SNR data. For the low-SNR data, we omit source localization and use the two dominant principle components of the 2-25 Hz filtered and averaged data as spatial bases for signal estimation. Focal activity is expected for single-finger stimulation; so using two spatial bases, which are capable of representing a signal contribution from a dipolar source, is sufficient.
We compare estimation results of the LDSR, IR, and CR algorithms in both datasets. All three algorithms give similar signal waveform estimates [see Figs. 9(a)-(c) and 10(a)-(c) ]. These estimates resemble the waveforms obtained by filtering and averaging [see Fig. 7(b) and (c)] . However, the LDSR and IR Evidence of habituation is also present in the uLDSR and IR algorithm estimates, although it is much more evident after the smoothing introduced by constraining the LDSR driving noise variance. The IR and uLDSR algorithm estimates of the amplitude evolutions are very similar. The estimated LDSR, IR, and CR algorithm constraint parameters are given in the last two rows of Table I. Note that the low-SNR SER dataset has smaller IR mean µ x and CR amplitude than the high-SNR dataset, consistent with the difference in stimulation. However, the variability of the amplitude across trials as measured by the LDSR memory a, the driving noise variance q, and the IR variance σ 2 x is also significantly lower in the low-SNR dataset. Fig. 11 compares response amplitude estimates calculated directly from the sensor-space data to the LDSR algorithm amplitude estimates for both high-and low-SNR SER datasets. (The IR case is omitted due to the similarity between LDSR and IR estimates.) The three sensor channels with largest peak response are identified from the raw averaged data. The response amplitude is calculated by computing the average value within the time interval of interest in each channel and then averaging across channels. The sensor space amplitude estimates tend to agree with the LDSR algorithm estimates for the high-SNR dataset [see Fig. 11(a) ]. As expected, it is difficult to identify the response amplitudes using individual sensor responses in the low-SNR dataset [see Fig. 11(b) ].
VII. DISCUSSION
The framework presented in this paper is an extension of the CR spatiotemporal approach for ER data described in [12] [13] [14] . The CR assumption has been used successfully in MEG/EEG applications for many years. However, classical averaging recovers only the mean response and lacks the ability to track variability in the individual trials. Our approach employs spatial and temporal bases to capture the aspects of the ER that are consistent across trials as in [12] [13] [14] and employs the basis expansion coefficients to describe the variable aspects of the response. Constraints on the basis expansion coefficients effectively integrate the data across trials and improve immunity to noise. The constraints serve as priors, in essence, for estimating The use of spatial and temporal bases provides a lowdimensional parametric representation for the aspects of the response that are assumed constant across trials, such as spatial extent or bandwidth. The spatial bases can represent extended sources using either patch bases [14] or multipole bases [17] , or represent focal activity via dipoles [16] . The temporal bases can be used to model the correlation between time samples within a trial, span the frequency band or time-frequency bins of interest [13] , [25] , or represent the expected morphology of ER components [12] .
The mechanism underlying generation of event-related responses is an active topic of debate in the neuroscience community (see, e.g., [15] , [26] , and [27] ). Our proposed framework is not tied to any particular underlying physiological mechanism for ER generation. It is intended to be descriptive of certain classes of variability and does not explain the source of variability. The class of responses represented by our approach lies in a spatiotemporal space defined by the spatial and temporal bases. In this paper, we focus on the case where only amplitude changes from trial to trial and the spatiotemporal basis coefficients are further constrained to be constant. All response components that lie in this spatiotemporal subspace and satisfy the trial-to-trial evolution constraints are treated as signal of interest. All other components are treated as noise and lumped into an estimated spatial covariance matrix.
ML provides a principled means for estimating the unknown parameters by maximizing the likelihood of the parameter set given the data. We develop ECM algorithms that efficiently compute ML estimates. The ECM approach is simple to implement and guaranteed to converge to a local maximum of the likelihood function. It also enables simultaneous estimation of all unknown parameters, avoiding suboptimal two-step estimation approaches. For example, in [28] and [29] , a signal waveform is obtained first from averaged data, and then the estimated average waveform is used to identify amplitude and latency variability. In contrast, we maximize likelihood by simultaneously identifying the optimum signal waveform parameters, noise covariance matrix, and trial-to-trial variability parameters. Since we estimate the spatial noise covariance matrix as part of the estimation process, assuming white noise or data prewhitening is not necessary, as is the case in, e.g., [29] and [30] . The use of a Wishart prior on the inverse of the unknown noise covariance matrix helps stabilize estimation, especially with relatively large number of sensor channels.
Some existing methods for quantifying trial-to-trial variability in cortical electrophysiology focus on variability in responses, but do not include the impact of the inverse problem, which is necessary for addressing localized cortical signal behavior. For example, invasive recordings are considered in [31] , while a topographic approach on the scalp surface is proposed in [32] . Our framework addresses the characterization of cortical signal variability from noninvasive recordings through the use of spatial bases that describe the measured signal as a function of location on the cortex. The likelihood values obtained from the ECM algorithm for different sets of spatial bases can be used to find the ML estimate of the source location. The effectiveness of this approach is demonstrated with both simulated and measured somatosensory MEG data.
In this paper, we focus on the simple case where the variability across trials is confined to waveform amplitude. Two complementary constraints on the amplitude evolution are considered. The LDSR constraint estimates the amplitude in the current trial in terms of the amplitude in the previous trial and a driving noise term using a simple first-order autoregressive system constraint. State models analogous to LDSR have been applied to model spatial and temporal signal evolution in MEG and EEG; see, e.g., [33] and [34] , but do not appear to have been previously applied to represent signal behavior across trials. The IR constraint assumes that the amplitudes are independent, identically distributed Gaussian random variables with unknown mean and variance. Both constraints include the classic CR constraint as special cases and are very effective in estimating a wide class of trial-to-trial amplitude variations at realistic SNRs.
The LDSR algorithm provides a principled way of smoothing variations in the estimated amplitude evolution by constraining the driving noise variance. Thus, the LDSR approach is well suited to the problem of identifying underlying trends in the amplitude evolution. In general, an appropriate constraint level for the driving noise variance is not known, so we propose the cLDSR algorithm in which the variance is chosen by shrinking the variance estimated using the standard LDSR constraint. This strategy is effective at identifying underlying trends in the amplitude evolution with both simulated and measured SER MEG data. In particular, the cLDSR algorithm clearly identifies habituation effects in the initial trials of the SER data even in the low-SNR case. Evidence of habituation is present in the uLDSR and IR estimates, although it is less obvious due to the variability in the estimated amplitudes.
Several observations suggest that the estimated amplitude variations in the SER datasets are not due to noise. First of all, the estimated amplitudes correspond closely to the true amplitudes in the simulated examples. Second, habituation is observed in both high-and low-SNR SER data. Third, the variability of the amplitude estimates is significantly lower for the low-SNR dataset than the high-SNR dataset (see Table I ). It is very unlikely that lower SNR would result in reduced variability if noise were having a significant influence on the estimated parameters; it is much more likely that the reduced variability is due to differences in stimulation paradigms and/or the use of different subjects. Finally, the correlation between the LDSR algorithm amplitude estimates and the sensor space amplitude estimates (see Fig. 11 ) decreases as SNR decreases.
The LDSR constraint estimates the amplitude in each trial using the constant "memory" parameter a and the contribution of the driving noise, both of which are estimated from the data. In practice, the dependence of the current response amplitude on the previous response amplitude may vary across trials, for example, due to varying intertrial intervals. The driving noise term in the LDSR constraint easily accounts for such variations in the effective memory and introduces a measure of robustness. The influence of previous responses on the current response has not been adequately studied, primarily due to a lack of signal processing tools for studying response variability. It is straightforward to extend (3) so that the memory a varies as a function of trial index, i.e., a(j), and modify the ECM algorithm accordingly. However, we believe that such an extension is unlikely to provide improved results.
The IR algorithm uses less restrictive assumptions on the amplitude evolution and is less computationally demanding because closed-form expressions are available for the amplitude estimates in the E-step. Different prior distributions on the IR constrained amplitudes may be imposed to capture specific characteristics in the expected amplitude evolutions. For example, the IR constraint with Poisson prior distribution would favor amplitude estimates with a spiky character. In general, the LDSR approach is more appropriate when trends in the amplitude evolution are of interest, while IR may be preferable when the independent variations in amplitude are of interest.
In practice, single-trial ERs do not have fixed spatiotemporal waveform shape. The amplitude variability model described here captures the "averaged" waveform shape in the spatiotemporal signal subspace defined by U and C. If the trial-to-trial variability in waveform shape is modest, the averaged waveform can capture amplitude changes in the single-trial waveform. For example, modest latency jitter of a CR shape would result in an averaged waveform template with broader peaks. This broadened waveform can still sense changes in the amplitudes of the individual trials. For experimental paradigms where the trialto-trial variability is expected to be large, such as studies of cognitive processing, a more complex variability model is appropriate. However, the challenge of using a more complex variability model is having high enough SNR to reliably estimate the additional unknown parameters. It can also be difficult to characterize and interpret the significance of more complex variability models.
Variation in waveform shape can be captured using our framework by assuming the basis coefficients in (1) vary with trials. For example, we may formulate an LDSR constraint on
Here, the PL × PL "memory" matrix A replaces the scalar a in (3) and the driving noise w j is a sequence of independent multivariate Gaussian distributed random vectors of length PL. We may assume that A is known or has known structure, although in the most general case, the ECM algorithm estimates both A and the driving noise covariance. Similarly, an IR constraint results from assuming b j 's are independently drawn from multivariate Gaussian distribution with unknown mean vector and covariance matrix. It is relatively straightforward to derive ECM algorithms for both of these cases by following the approach presented in this paper. However, detailed exposition and evaluation of these extensions are beyond the scope of this paper. Allowing variations in waveform shape offers an indirect means for capturing latency variations. It is also possible to explicitly represent latency variability by associating a time shift with each trial. If, for example, we assume that the waveform shape is constant but the amplitude and latency vary across trials, then the variability model involves an amplitude x j and latency τ j . Prior constraints on the estimated τ j may be introduced analogous to the LDSR and IR constraints on the estimated amplitudes. The ECM approach may be extended to this latency model, although the E-step is more difficult due to the nonlinear dependence of the signal on τ j .
APPENDIX A DERIVATION OF ECM ALGORITHMS
The EM algorithm is introduced in [35] as an iterative tool for finding ML estimates when the closed-form ML solution does not exist or is too complicated to compute. The EM algorithm increases the likelihood at each iteration, and thus convergence to a local maximum is guaranteed. The EM algorithm relies on defining hidden data, and alternates between computing the expected complete-data log likelihood in the expectation step (E-step) and updating values of the unknown parameters in the maximization step (M-step). Readers not familiar with the EM algorithm are referred to [35] , [36] , or [37] . The ECM algorithm solves the M-step in two stages [19] . Here, we provide expressions for the complete-data log likelihood l(Y, X) in (7), the Q-function Q(Θ|Θ (k ) ) in (11), the original data log likelihood l(Y, R n ), the amplitude estimates, and the update equations for the parameter estimates Θ LDSR and Θ IR in the CM-step.
LDSR-Constrained ECM Algorithm
We start with the complete-data log likelihood. Recalling (7)-(9), the complete-data log likelihood l(Y, X) can be explicitly written as
where S = UBC T . Substitution of (16) into (11) gives the Q-function 
The notation E[·] in (17) is shorthand for the conditional expectation E X |Y ,Θ ( k ) [·] in (11).
The terms
j |J + P j |J , and E X |Y ,Θ ( k ) [x j x j −1 ] =x j |Jxj −1|J + P j,j −1|J are obtained using the fixed-interval smoother, as described in Appendix B.
We impose a Wishart prior on the inverse of the noise covariance matrix R 
The cost function to be maximized in the CM step is thus
The update equations for the new parameter estimates Θ (k +1) are obtained by setting the derivative ofQ(Θ|Θ (k ) ) with respect to each parameter of interest to zero. The closed-form update equations for the parameters Θ 1 = {R n , a, µ 0 , σ x from the preceding CM-step. We impose the Wishart prior on R −1 n given in (18) to obtain the cost function that is maximized in the CM-step
MaximizingQ IR (Θ|Θ (k ) ) with respect to Θ 1 = {R n , µ x } giveŝ 
Next, we maximize with respect to Θ 2 = B, σ 2
x to obtain
Lastly, the data log likelihood used to terminate the ECM algo- 
APPENDIX B FIXED-INTERVAL SMOOTHER AND KALMAN FILTER ESTIMATES
The backward recursive equations for the fixed-interval smoother estimatesx j |J and the corresponding error covariance P j |J = E[(x j −x j |J ) 2 ] are given by [21] x j |J =x j |j + S j x j +1|J −x j +1|j (45)
where the smoother gain S j = aP j |j P −1 j +1|j . The update equations iterate backward in trial from j = J to j = 1 using the forward Kalman filter estimates [38] x j +1|j = ax j |j (47) .
In the context of the ECM algorithm, the parameters a, B, and R n are replaced by the current values in Θ (k ) . The lag-one covariance smoother P j,j −1|J = E x j −x j |J x j −1 −x j −1|J can be computed using the backward recursive equation in [39] and [40] for j = J − 1, . . . , 1 P j,j −1|J = P j |j S j −1 + S j P j +1,j |J − aP j |j S j −1
with P J,J −1|J = aP J −1|J −1
and P j |j and S j are as previously defined for the fixed-interval smoother update equations.
