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Abstract-A new finite differente scheme with minimal phase-lag, for the numerical solution of 
fourth-order different% equations is developed in this paper. Numerical and theoretical results show 
that this new approach is more efficient compared with previously derived methods. 
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1. INTRODUCTION 
Many problems in engineering (and especially in plate deflection theory) are formulated in terms 
of the following boundary-value problem 
DYt4)(4 +kY(S) = q(2), y(*;) =yq*g =o, (1) 
where L, D, IC and q represent the physical and mechanica1 characteristics of the problem (for 
details, see [l-91). 
This problem belongs to the following genera1 class of boundary value problems 
Y(4)(s) + P(Z)Y(Z) = Q(Z) AlZ<& 
Y(A) = 81, Y(B) = s2, y”(A) = s3> y”(B) = s4. 
(2) 
The analytical solution of the above problem cannot be found for all p(z) and q(z). 
The purpose of this paper is to develop a new approach to constructing methods for the above 
problem (1) especially when we have oscillating solutions. This is the case when p(z) is a slowly 
varying function over the region of interest. In Section 2, we wil1 develop the basic theory for 
the phase-lag analysis of symmetrie four-step methods. A simple finite differente method with 
minimal phase-lag bas been constructed in Section 3. Finally, in Section 4 the application of the 
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developed method to the problem (1) bas been presented and illustrative numerical resulta have 
been produced to show the efficiency of the new approach. 
2. PHASE-LAG ANALYSIS 
In recent years, there bas been considerable interest in the numerical solution of second-order 
initial-value problems with oscillating solutions (see [lol, and references therein) 
Y” = f(T YL Y(Zo) = YO> Y'bo) = Yó. (3) 
To investigate the absolute stability properties for the above second-order initial-value problem 
with oscillating solutions the scalar test equation 
y” = -7J2y (4 
is introduced. 
In an analogous way to study the stability properties for the genera1 fourth-order initial-value 
problem we introduce the scalar test equation 
yc41 = &y. (5) 
Since here we have a boundar&alue problem we have investigated only the phsse-lag property. 
When we apply a symmetrie four-step method to the scalar test equation (5), we obtain a 
differente equation of the form 
A(Wy?z+2 + W)y n+l + c(H + +&-I + A(H)yp2 = o, (6) 
where H = wh, h is the step length A(H), B(H), and C(H) are polynomials in H, and yn is the 
computed approximation to y(nh), n = 0, 1,2,. . . . 
The characteristic equation associated with (6) is 
P(s) = A(H)s4 + B(H)s3 + C(H)s2 + B(H)s + A(H) = 0. (7) 
Based on the definition of the interval of periodicity given by Lambert (1973) and on (7), we 
have the following definition. 
DEFINITION 1. A symmetrie four-step method with the characteristic equation given by (7) 
is said to have an interval of periodicity [Ho, Hl] if, for al1 H in that interval, the roots si, 
i= l,... ,4, satisfy 
el  = ewH), s2 = e-w) ad Isil 5 1, for i = 3,4, (8) 
where 6(H) = 0 is real function of H. 
DEFINITION 2. For any method corresponding to the chaxacteristic equation (7) the phase-lag is 
defined as the leading term in the expansion of 
H - 8(H) 
F(H) = H . (9) 
If F(H) = O(H’“), with w maxima], we say that the phase-lag order is w. 
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THEOREM 1. FOK al1 H in the interval of periodicity, the phase-lag order of a symmetrie four-step 
method with characteristic equation given by (10) is w if 
2A(H) COS + 2WH) 4W + CP) = o (Hw) 
H (4A(H) sin(2H) + 2B(H) sin(H)] , (10) 
with w maximal. 
PROOF. 
0 = eezieP (cie) = 2A(H) cos(28) + 2B(H) cos(O) + C(H). (11) 
Putting 0 E B(H) = H - HF(H), where F(H) = O(HW), with w maximal, into (11) we have: 
0 = 2A(H) [COS + SHF(H) sin(2H) + 0 (H2”+2)] 
+ 2B(H) [cos(H) + HF(H) sin(H) + 0 (H”“+“)] + C(H) 
= 2A(H) cos(2H) + 2B(H) cos(H) + C(H) (12) 
+ F(H)H [4A(H) sin(2H) + 2B(H) sin(H)] + 0 (H2”+2). 
It is easy to see that the coefficient of F(H) is of order O(H2). So, (12) wil1 imply that -F(H) 
and the expression in (10) only differ by 0(H2”‘), and the theorem follows from the definition of 
phase-lag order. 1 
3. DERIVATION OF THE NEW METHOD 
Consider the four-step method 
y, = y,, - ah4 (4) Yn+2 - 2Yn’ + d!2) 7 03) 
h4 
y~+2-4Y,+1$6y,-4Y,_l+y,_Z=~ (14) 
where yk (4) = -p(zk)yk + q(zk), with k = (n - 2)(1)(7x + 2) and #’ = -p(z,)yn + q(zn). 
Applying Taylor series expansions in (13) and (14), we have the following result for the local 
truncation error T(h): 
hl0 5~;“) - 39816ay;@ 
T(h) = ( > 
15120 
+ 0(h12), (15) 
i.e., we have a sixth-order method. 
Applying the new method (14) to the scalar test equation (5), we have the differente equa- 
tion (6) (since the method produced is a symmetrie method) with the associated characteristic 
equation (7) with 
79aH8 
A(H) = 1+ g + - 
120 ’ 
B(H) = -4 - g, (16) 
If we substitute A(H), B(H), and C(H) given by (16), into (10) and expand cos( cos(H), 
sin(2H), and sin(H) via Taylor series, we have the following expression for F(H): 
-F(H) = 
H6(39816a + 5) 
60480 
+ H8 (1 - 15168a) 
138240 
+ 0 (Hl’) . 
It is obvious now that for c 
-- a = 39;16’ 
we have a method with phase-lag order eight. For this method we have that 
(17) 
(18) 
F(H) = -$&. 
We have thus, the following theorem. 
(19) 
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THEOREM 2. Let z E [A, B], y E C(12)[A,B], and -00 < y < oo. Then, the local truncation 
error T(h) in (14) is given by (15) and the phase-lag is given by (19). I 
At the boundaries we introduce the new formula 
a~y~n+~ + a1y, + a2yn--1 + a3yn-2 
= -h2y:+, + h4 (boyn+, + bd4) + ~zY;?~ + b3yF2 + b4yz3 + bc,yF4 + bayoB) . (20) 
Applying Taylor.series expansions, we have the following result for the local truncation error 
G(h): 
Tb(b) = (oo f al + a2 + ~3) Y,J + (ao - a2 - 2a3) y; 
+ [UO + a2 + 2 (2a3 + 1)] yi + [uo - a2 - 2 (4a3 - 3)] yi 
+ [ao + a2 + 4 [4a3 - 3 (2bo + 2bl + 2b2 + 2b3 + 2b4 + 2bs + 2bs - l)]] y(p) 
+ [ao - a2 - 4 [8a3 + 5 (6bo - 6b2 - 12ba - 18b4 - 24b5 - 30be - l)]] yn) 
+ [ao+a2+2 [32aa--15 (12bo + 12b2 + 48b3 + 108b4 + 192br, + 300bs - l)]] yn) 
+ [ao-aa-2 [64a3+21 (20bo--20bz-160b3 - 540b4-1280b5- 2500b6- l)]] yA7’ 
+ [ao+a2+8 [32aa-7 (30bo+30~+480b3+2430b4+7680b5+18750bs-l)]]y~8) (21) 
+ [ao - u2 - 8 [64a3 + 9 (42bo - 42b2 - 1344b3 - 10206b4 
-43008 b5 - 131250 bs - l)]] yf) 
+ [au + o2 + 2 [512as - 45 (56bo + 56b2 + 3584b3 + 40824b4 
+229376b5 +875000bs -l)]] y;“’ 
+ [ao - a2 - 2 [1024a3 + 55 (72bo - 72b2 - 9216b3 - 157464b4 
-1179648b5 -5625000 bg - l)]] yAl’). 
It follows that for 
ao = -2, ar = 5, a2 = -4, a3 = 1, 
b = 6721 111191 
0- 100800 ’ 
bl = - 
151200’ bz=&, bs=$, (22) 
b4=-$&, b5=$&, b6=-&, 
the 10cd truncation error of the formula (20) is given hy 
41h1’yh11) 
Tb(h) = - 14400 + 0 (h12). (23) 
To combine the formulae (13) (14), and (20), we introduce the following set of grid points 
x,, = A+nh, 
B-A h=- 
N+l’ 
n = O(l)N + 1. (24) 
So, the discretization of the BVP is given by 
6 
~0~3 + a1y2 + any + a3yo = -h2yó’ + h4 c biy$ 
i=o 
Y, = y,, - ah4 ( y$, - 2~:~) + ytj2) , 
h4 
~n+2-4~r,+1+6~,,-4~,~+y,-a=~ -y$2+124y$1+474$,f)+124yff1-y$2), 
( 
(25) 
n = 2(1)N - 1, 
aOyN+l + alyN + a2yN-1 + a3yN-2 = -h2yi(r+l + h4 e be-iy$,&+i. 
i=o 
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While an O(H”) method for the boundaries would be consistent with the O(@O) method in 
the interior, it is just as easy to get an O(H”) method for the boundaries, and numerical tests 
suggest that there is something to be gained by doing so. 
4. NUMERICAL ILLUSTRATIONS 
To test the efficiency of the proposed approach, we have applied the new method to two 
problems which occur in plate deflection theory. Both problems have oscillating solutions. 
4.1. First Example 
We solve the problem (1) 
D=l, k= 
The exact solution of the 
For comparison purposes 
local truncation error given 
for 
10, q(z) = 10 sin( lOrz) (1 + 1000w4) , 
problem is 
L = 2. (26) 
y(z) = sin (10~5). (27) 
we have used the high-order method produced by Usmani [2] with 
by 
T(h) = 
h’OypJ) 
3024 + 0 (h12) . (28) 
In Table 1, we present the maximum absolute errors occurred during the integration for various 
choices of step-size h. We note that in the table the new method is Method [b] and the method 
of Usmani is Method [CZ]. 
Table 1. Comparison of the maximum absolute errors ~Ecalc”‘ated - Eexaetl for the 
test problem (25) produced by the high order method of Usmani [2] (preeented ae 
Method [al) and the new method (presented as Method [bl). The empty area~ indicate 
that the error is greater than one. 
Absolute errors 
h Method [a] Method [b] 
1 
ls 
3.310-3 
1 
32 
3.210-3 6.410-5 
1 
s4 
8.810-5 4.610-7 
1 
128 
1.510-6 1.110-8 
1 
256 
7.310-7 9.210-10 
4.2. Second Example 
We solve the problem (1) for 
D = 1, k = 10, Q(X) = 
35 [cos(15)S1 + 2337cos(1O)cos(ll) cos(l5z)] 
8cos(ll) cos(l5) 7 
L = 2, (29) 
where Si = 2288 cos( 11) cos( 10x) - 4025 COS( 10) cos( 11~). 
The exact solution of the problem is 
Y(X) = 
COS(15)& + 21 COS(l0) COS COS(15Z) 
104c0s(11) cos(l5) ’ (30) 
where Ss = 1O4cos(ll)cos(1Ox) - 125cos(lO)cos(llx). 
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In Table 2, we present the maximum absolute errors occurred during the integration for various 
choices of step-size h. We note that in the table the new method is Method [b] and the method 
of Usmani is Method [al. 
Table 2. Comparison of the maximum absolute errors ~Eca*cu*ated - Eexactj for the 
test problem (28) produced by the high order method of Usmani [2] (presented ss 
Method [al) and the new method (presented as Method [bl). The empty areas indicate 
that the error is greater than one. 
1 
32 2.810-4 5.310-6 
1 
64 1.210-6 7.610-s 
1 
128 
3.310-8 8.210-‘O 
1 6.410-‘O 4.710-12 
5. CONCLUSIONS 
In this paper, a new approach to obtaining numerical methods for the numerical solution of 
some fourth-order boundary value problems with engineering applications bas been developed. 
This approach is based on the minimization of the phase-lag. Bssed on thii, we have given a 
direct formula to find the phase-lag of a symmetrie four-step method and based on this formula we 
have constructed a new four-step sixth-order method with phase-lag order eight. The numerical 
results indicate that the new method is much more accurate than the high-order method of [2]. 
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