We produce a set of 72 NIR through UV extinction curves by combining new HST/STIS optical spectrophotometry with existing IUE spectrophotometry (yielding gapless coverage from 1150 -10000Å) and NIR photometry. These curves are used to determine a new, internally consistent, NIR through UV Milky Way Mean Curve and to characterize how the shapes of the extinction curves depend on R(V ). We emphasize that while this dependence captures much of the curve variability, there remains considerable variation which is independent of R(V ). We use the optical spectrophotometry to verify the presence of structure at intermediate wavelength scales in the curves. The fact that the optical through UV portions of the curves are sampled at relatively high resolution makes them very useful for determining how extinction affects different broad band systems, and we provide several examples. Finally, we compare our results to previous investigations.
INTRODUCTION
Dust grains play a large number of roles in the interstellar medium (ISM), serving, for example, as the primary formation site for H 2 , as an important heat source (via the photoelectric effect), and as a chemical reservoir for the heavy elements. Arguably, however, their most significant effect is in modulating the flow of electromagnetic radiation through interstellar space via the combined effect of absorption and scattering. The ability of grains to transmit, redirect, and transmute electromagnetic energy is enormously important to the physics of interstellar space and, perhaps most farreaching, places profound limits on our ability to study the universe at optical and ultraviolet (UV) wavelengths.
Studies of the interstellar "extinction curve," i.e., the wavelength dependence of the combined effect of absorption and scattering out of the line of sight, have shown it to be highly spatially variable. This poses significant problems since a detailed knowledge of the curve is essential in numerous astrophysical applications, such as reconstructing the intrinsic spectral energy distributions (SEDs) of objects ranging from nearby stars to the most distant galaxies or for understanding the deposition of electromagnetic energy in star forming regions. On the other hand, these variations are a boon for the study of the dust itself, since they reflect general differences in the grain populations from sightline to sightline. Understanding how the various spectral regions of the curves relate to each other and how they respond to changes in the interstellar environments can provide information critical for characterizing the size, composition, and structure of interstellar grains (e.g., Weingartner & Draine 2001; Clayton et al. 2003; Zubko et al. 2004) .
Detailed investigations of the wavelength dependence of interstellar extinction began with measurements in the optical, generally based on broadband photometry. Early on, it was discovered that optical extinction curves may vary in shape from sightline to sightline, as exemplified by the 2.2 µm −1 "knee" reported by Whitford (1958) . Higher resolution studied revealed the presence of the "Very Broad Structure," first reported by Whiteoak (1966) and studied in detail by York (1971) . This structure is apparent in the "continuum subtracted" residuals presented most recently by Maíz Apellániz et al. (2014) . Equally early, it was recognized that some of these shape variations were related to the ratio of total-to-selective extinction, R(V ) ≡ A(V )/E(B − V ) (Johnson & Borgman 1963) . The R(V )-dependence of optical and, also, UV extinction was later quantified by Cardelli et al. (1989) , and it has become standard practice to represent extinction curves as a family whose broad characteristics are dependent on R(V ) (Fitzpatrick 1999 (Fitzpatrick , 2004 Valencic et al. 2004; Gordon et al. 2009; Maíz Apellániz et al. 2014) .
It is somewhat remarkable that -despite its observational accessibility -the optical is not the best-characterized region of the interstellar extinction curve. The difficulty in obtaining ground-based spectrophotometry and the resultant paucity of spectroscopic resolution studies of optical extinction have prevented detailed investigations of the optical extinction features, their spatial variability, and their relationship to features at other wavelengths. Remarkably, is it the UV, accessible only by space-based instruments, where extinction has been most extensively studied at spectroscopic resolution (Witt et al. 1984; Fitzpatrick & Massa 1986 , 1990 Aiello et al. 1988; Cardelli et al. 1989; Valencic et al. 2004; Gordon et al. 2009 ), primarily as a result of the large database of UV spectrophotometry obtained by the International Ultraviolet Explorer satellite (IUE).
To fill in this gap in our knowledge of optical extinction, and to better characterize the relationship between extinction in the optical and that at other wavelengths, we initiated a Hubble Space Telescope (HST) SNAP program using the low-resolution STIS optical and near-infrared (NIR) gratings to observe a carefully selected set of moderately-reddened early-type stars that were previously observed in the UV. These observations provide low-resolution spectrophotometry covering the spectral range from the NIR to the near-UV region, i.e., between ∼1 µm and ∼3000Å. When coupled with the existing UV data, these yield well-calibrated, low resolution SEDs for the program stars from 1150 -10000 A which can be used to construct detailed extinction curves. These data resolve most, if not all, structure in the curves shortward of 1 µm; characterize the detailed shapes of the extinction curves in largely unexplored spectral regions; reveal the degree of variability in NIR through near-UV curves; and allow us to relate this variability to that seen in the UV and infrared.
The current paper utilizes IUE and STIS low resolution spectrophotometry along with broadband NIR photometry from the Two Micron All-Sky Survey (2MASS) to study the R(V )-dependence of extinction along lines of sight sampling a range of Milky Way environments. A detailed analysis and characterization of the structure observed in optical extinction curves is addressed in a companion paper (Massa et al. 2020) .
Section 2 describes the selection of sightlines used in our analysis, as well as the processing of the STIS, IUE, and 2MASS data. Section 3 explains how the extinction curves were derived. Section 4 presents our results along with an R(V ) = 3.1 curve (which is typical of the diffuse Milky Way environment) and an R(V ) parameterization which captures much of the sight line to sight line variation. Section 5 discusses our results and compares them to previous work. Finally, Section 6 summarizes our findings.
2. OBSERVATIONS AND DATA PROCESSING 2.1. The Sample
Our selection of program stars is based on the HST SNAP Program 13760. The initial sample included 130 reddened, normal, Milky Way, near main sequence (luminosity class III -V) O7 -B9.5 stars. The techniques we use to determine extinction curves give excellent results for stars in this range (see §3.2). This sample was restricted to stars with existing UV spectrophotometry from IUE and NIR broadband photometry from the 2MASS project and comprised two overlapping sub-groups: 1) stars with moderate to high extinction (E(B −V ) 0.20 mag) which sample sight lines with extreme values of R(V ) or interesting Milky Way environments, and 2) stars which sample dust within Milky Way open clusters and star-forming regions that have the potential to sample small scale structure in the dust distribution. Examples of the first group can be found in Valencic et al. (2004) and Fitzpatrick & Massa (2007, hereafter F07) , who summarize most of the previous IUE work, including the Clayton et al. (2000) data on low density sight lines. The second group includes stars in open clusters observed by Aiello et al. (1982) ; Panek (1983) ; Clayton & Fitzpatrick (1987) ; Boggs & Bohm-Vitense (1989) ; Fitzpatrick & Massa (1990) ; Hackwell et al. (1991) .
Of the 130 Milky Way targets submitted for our SNAP program, 77 were observed. Four stars (HD 73882, HD 99872, HD 281159 and Cl* NGC 457 Pes 10) were eliminated from the sample because their STIS spectra show evidence for offset and overlapping spectra from one or more other stars lying in the dispersion direction. A fifth star, HD 164865, turned out to be a late B supergiant, B9 Iab, and could not be well fit by the models we use to produce our extinction curves. That left the final sample of 72 stars used in this paper. These stars are listed in Table 1 along with some of their basic properties (i.e., spectral type, V magnitude, E(B −V ), distance, and galactic coordinates). Membership in a stellar cluster is indicated by the cluster name in parenthesis in the first column of the table. Figure 1 shows an example of a typical program star SED, for the case of HD 27778 (B3 V). Prominent stellar and interstellar features are indicated beneath the SED. The sources of the data are indicated near the top of the figure. All data used in this study were obtained from the IUE satellite (UV spectrophotometry), the HST ("G430L" and "G750L" optical spectrophotometry), and the 2MASS project (NIR JHK photometry). In the subsections below, we describe the acquisition, processing, and calibration of the three datasets. a The stars are listed in alphabetical order using the most commonly adopted forms of their names. The first preference was "HD nnn", followed by "BDnnn", etc. There are 31 program stars that are members of open clusters or associations. The identity of the cluster or association is given in parentheses after the star's name.
b Spectral types were selected from those given in the SIMBAD database, and the source of the adopted types is shown in the "Reference" column. When multiple types were available for a particular star, we selected one based on our own preferred ranking of the sources.
c Values of E(B −V ) were inferred from the values of E(44−55) determined from the extinction curves, whose construction is described in §3.2.
d The stellar distances are the same as reported by Fitzpatrick & Massa (2007) . For HD 142096 and HD142165, neither of which was in the Fitzpatrick & Massa (2007) survey, the distances were computed from Hipparcos parallaxes (van Leeuwen 2007). For the star GSC03712-01870, the distance was taken from (Smartt et al. 1996) .
References-(1) Bouigue (1959) ; (2) Vrba & Rydgren (1984) 
Optical Data -HST
The optical data were all obtained as part of the HST SNAP Program 13760 and consist of STIS spectrophotometry with the G430L (2900 ≤ λ ≤ 5700Å) and G750L (5240 ≤ λ ≤ 10270Å) first order gratings. The total wavelength coverage is 2900-10270Å with a resolution λ/∆λ ranging from 530 to 1040 (e.g., Bostroem & Proffitt 2011) . The G430L observations are essential for determining the stellar parameters and had a minimum signal-to-noise (S/N) goal of 20:1 per pixel. G750L observations are always more problematic because of the sensitivity drop in the instrument of ∼5.5× from a peak at 7100Å to 10000Å and because moderately reddened OB stars are much fainter at longer wavelengths. For example, HD 27778 in Figure 1 , with E(B −V ) = 0.36, drops by a factor of ∼2.5× over the same wavelength interval. Consequently, our G750L exposure times were limited to avoid saturation at the shortest wavelengths (assuming a mean extinction curve shape) and also to keep the total ontarget time under 30 minutes to increase the potential for execution of our SNAP observations. As a result of these considerations, the S/N of the G750L data vary considerably with wavelength and from star-to-star.
The G430L and G750L spectra are processed with the Instrument Definition Team (IDT) pipeline software written in IDL by D. J. Lindler in 1996-1997. This IDL data reduction is more flexible and offers the following advantages over the STScI pipeline results that are available from the Mikulski Figure 1 . Representative spectral energy distribution (SED) for our program stars, using HD 27778 as an example. Sources and wavelength ranges of the various datasets are indicated at the top of the figure. International Ultraviolet Explorer satellite (IUE) data from the SWP, LWP, and LWR cameras, covering the range 1150-3000Å was obtained from the Mikulski Archive for Space Telescopes. New Hubble Space Telescope spectrophotometric observations using the G430L and G750L gratings were acquired for this program, and cover the ranges 3000-5450Å and 5450-10000Å, respectively. NIR JHK photometry from the Two Micron All-Sky Survey (2MASS) was obtained from the 2MASS archive maintained by the Infrared Processing and Analysis Center. Prominent stellar and interstellar features are identified beneath the SED.
Archive for Space Telescopes (MAST 1 ): (1) better compensation for small shifts in pointing or instrumental flexure that may occur between the images of a cosmic ray split (CRsplit) observation; (2) a larger extraction window height for the G750L data, to compensate for an increase in the spectral width in recent years; (3) elimination of "hot" pixels from the extracted spectrum; and (4) the use of tungsten lamp spectra to remove CCD fringing effects in the G750L spectra. The processing technique is discussed more thoroughly in Appendix A.
In addition to the above data extraction advantages, our post-processing includes the charge transfer efficiency (CTE) corrections of Goudfrooij et al. (2006) , and an up-to-date correction for the changes in STIS sensitivity with time and temperature. The observations of the three primary flux standards G191B2B, GD153, and GD71, as corrected for CTE and the latest measures of sensitivity change with time, produce the current absolute flux calibration (CALSPEC; see Bohlin et al. 2014 ). 1 http://archive.stsci.edu/hst/ After completion of all the processing steps, the data were concatenated, with G430L used below 5450Å and G750L used above 5450Å.
Ultraviolet Data -IUE
With the exception of GSC03712-01870, the stars included in this paper have all been incorporated in previous UV extinction studies, notably by Fitzpatrick & Massa (2005a, hereafter F05) and F07, and have IUE spectrophotometric observations available from both the short-wavelength region ("SWP" camera; 1150-1980Å) and long-wavelength region ("LWR" or "LWP" cameras; 1980-3200Å). Only SWP observations exist for GSC03712-01870. The IUE data were obtained by us from the MAST archive and were processed as described earlier (e.g., see F07). The critical step in the processing of the archival data was the correction for deficiencies in the IUE NEWSIPS calibration, using the results of Massa & Fitzpatrick (2000, hereafter M00 ). These deficiencies include systematic thermal and temporal effects and an incorrect absolute calibration. This is particularly important for our current study because we derive extinction curves using model atmosphere calculations, rather than unreddened comparison stars, and errors in the calibration of the data would be reflected directly in the resultant curves. The M00 corrections place the IUE data on the absolute flux calibration system as it was in the year 2000. The calibration has been modified in the intervening years and, to take advantage of this, we additionally corrected the data to the current CALSPEC standard. We did this by comparing M00corrected IUE spectra of the flux standards G191B2B, GD71 and GD153 with the current SEDs of those stars as found in the CALSPEC database. 2 This comparison indicated that the flux levels of M00-corrected IUE spectra need to be reduced by an average of ∼0.9% in the short-wavelength region and ∼1.8% in the long-wavelength region (with a roughly linear wavelength dependence across the whole IUE UV). This final correction makes the calibration of the IUE data fully consistent and compatible with the calibration of the optical HST spectrophotometry described above and the NIR photometry described below. When the processing was completed, the UV spectra for each star were trimmed to the wavelength range 1150-3000Å, with the short-and longwavelength camera data joined at a wavelength of 1978Å.
NIR Data -2MASS
The third dataset consists of NIR JHK photometry from 2MASS. These data were obtained from the 2MASS All-Sky Point Source Catalog, accessed via the 2MASS website hosted by the Infrared Processing and Analysis Center (IPAC). 3 JHK measurements are available for all program stars although, due to lack of uncertainty estimates, we excluded the J and H data for the star CPD-57 3523. The 2MASS data required no additional processing.
The flux calibration of the 2MASS bands is important to our study because we derive NIR extinction by comparing the 2MASS magnitudes for reddened stars with synthetic values derived from the stars' assumed intrinsic SEDs. Thus, the synthetic photometry must be calibrated in a manner consistent with the latest CALSPEC system. The standard 2MASS calibration was performed by Cohen et al. (2003) , based on a synthetic spectrum of Vega (see Cohen et al. 1992 ) and the assumption that Vega defines zero magnitude in the 2MASS NIR. To assure consistency with our new study, we rederived this calibration, based on the latest CALSPEC database. We did this by computing synthetic 2MASS magnitudes for a subset of the CALSPEC calibration sample and then determining the transformation that maps these values to the observed 2MASS JHK magnitudes. The procedure is essentially identical to that used by Fitzpatrick & Massa (2005b) in a general calibration of synthetic photometry for B and early A-type stars. In this case, we began with the 40 flux standard stars from the CALSPEC Calibration Database for 2 The CALSPEC Calibration Database was accessed at http://www.stsci.edu/hst/instrumentation/reference-data-for-calibrationand-tools/astronomical-catalogs/calspec and data retreived from ftp://ftp.stsci.edu/cdbs/calspec/ Table 1 of the Database for which entries exist in Column (6), indicating the existence of a model SED, with the exception of SF1615+001A (no 2MASS data) and HZ43 (contamination of 2MASS by a red companion star). The sample was further restricted to those stars with 2MASS magnitude uncertainties less than 0.1 mag, leaving 37, 36, and 32 stars for calibration of the J, H, and K filters, respectively. We performed synthetic photometry on the model SEDs (in f λ units) using the 2MASS JHK filter response functions and F λ (0 mag) values from Cohen et al. (2003) . The transformation to the observed 2MASS system is expressed in terms of "zero point offsets" as defined in Cohen et al. (2003) or, equivalently, in Equation 1 of Maíz Apellániz (2007). The results for each filter are shown in Figure 2 , where we plot zero point offsets against the 2MASS magnitudes. The final adopted offsets are weighted means with values of -0.023, +0.002, and -0.020 mag for the J, H, and K filters, respectively. These offsets are almost identical (i.e., within ±0.005 mag) to those found by Maíz Apellániz & Pantaleoni González (2018), who also used the CALSPEC database to examine the 2MASS calibration. Like Maíz Apellániz & Pantaleoni González (2018), we find no evidence for color dependence in these offsets, nor for a systematic brightness dependence (as can be seen in Figure  2 ). Use of these zero point offsets assures that the 2MASS photometric data are calibrated consistently with our UV and optical spectrophotometric datasets.
CREATING THE NIR-UV EXTINCTION CURVES
We derive NIR through UV extinction curves for our 72 program stars using the "Extinction-Without-Standards" approach, first described by F05. This technique utilizes SEDs from stellar atmosphere models to represent the intrinsic SEDs of the reddened program stars, rather than observations of unreddened stars of similar spectral type. The advantages of such an approach are described in detail in F05. In our previous applications of Extinction-Without-Standards (e.g., F05 and F07), we determined the stellar properties and the extinction properties simultaneously by fitting IUE UV spectrophotometry and optical/near-IR photometry with model SEDs and a parameterized version of the interstellar extinction curve. In this study, we adopt a slightly different approach, explicitly separating the process into two distinct steps: (1) first, we determine the appropriate stellar properties needed to characterize the model SED, and then (2) form a normalized ratio between the observed and model SEDs (i.e., the extinction curve). This approach is made possible by the new HST spectrophotometry, which allows a detailed modeling of critical stellar diagnostics in the optical spectral region. The advantage is that the resultant extinction curves are derived completely empirically, without any assumptions as to their underlying functional form. The two steps in this process are described separately in the following subsections.
Step 1: Determining the Stellar Properties
We estimate the intrinsic properties of our program stars by fitting their G430L spectra with stellar atmosphere models. The HST's G430L data consist of spectrophotometric observations over the wavelength range 2900-5700Å at a resolution better than 10Å. As such, they provide a clear view of the wide range of spectroscopic features present in the classical blue spectral region, which formed the basis of the spectral classification system. Thus, ample information is present in these data to determine stellar effective temperature (T eff ), surface gravity (log g) and, more coarsely, metallicity ([m/H]).
For most of our program stars, we fit the G430L data using the TLUSTY NLTE SED grids published by Lanz & Hubeny (2003, " OSTAR2002") and Lanz & Hubeny (2007 . The grids were computed at full spectral resolution (at the thermal broadening level) and, together, cover a wide range of metallicities ([m/H] = +0.3 to -1.0), effective temperatures (T eff = 15,000 K to 55,000 K), and surface gravities (log g = 4.75 to the modified Eddington limit). The OSTAR2002 grid assumes a microturbulence velocity of v turb = 10 km s −1 , while the BSTAR2006 grid assumes v turb = 2 km s −1 , with a small number of low gravity models computed with v turb = 10 km s −1 . Both grids assume the solar abundance scale of Grevesse & Sauval (1998) . The modeling process involves four steps: (1) begin with initial estimates of T eff , log g, and [m/H]; (2) interpolate within the appropriate TLUSTY grid to produce a full-resolution SED, F λ , with these properties in the G430L spectral range; (3) broaden the SED to account for the effects of stellar rotation and the instrumental profile of the G430L and (4) compare the model SED with the G430L spectrum, using χ 2 as the measure of the goodness-of-fit. The initial estimates of the stellar properties were then adjusted and the process repeated iteratively until the minimum value of χ 2 was achieved. The broadband shapes and levels of the G430L SEDs are distorted relative to the models due to the effects of distance and interstellar extinction. To remove these effects from the analysis, we mapped the overall shapes of the model continua onto the observed continua using a cubic spline, whose anchor points were iteratively adjusted along with the stellar properties. Thus, the final stellar properties determined from the fitting procedure depend only on the absorption line spectrum (plus the Balmer jump) and not at all on the general shape of the spectrum. The continuum mapping is not used in the subsequent derivation of the extinction curves.
The broadening applied to the model SEDs requires some additional discussion. In early tests, we applied a Gaussian PSF with FWHM = 5.5Å, as taken from the STIS Instrument Handbook (Riley et al. 2019) 4 , and rotational broadening based on v sin i values from the literature. In a number of cases, however, the observed spectra appeared significantly more broadened, consistent (in the most extreme cases) with a PSF FWHM of 7.8Å. The initially adopted value 5.5Å appeared, in these tests, to be a minimum. We attribute these discrepancies to a variable PSF width in our slitless spectra, arising from focus changes due to thermal cycling of the instrument (aka "breathing"). Ideally, we would deal with this by adopting measured v sin i values for all the stars and allowing the FWHM of the PSF to be a free parameter in the fitting routine, adjusted to achieve a best-fit to the line profiles. Unfortunately, only about one-third of our program stars have measured v sin i values and so this is not feasible. Instead, we adopted a modified approach and fixed the PSF FWHM at the minimum observed value of 5.5Å and varied the width of the rotational broadening profile to achieve a best-fit to the spectra. This yields a value of "v broad ", which contains both the rotational broadening of the star and the effects of breathing. We found that, in cases where v sin i is known, these two different approaches yield essentially identical results, in both the values of χ 2 and the model parameters. Evidently, the resolution and S/N of our data are such that the differences between a Gaussian and a rotational profile are not significant.
Eleven of the program stars have T eff values below the 15,000 K lower limit of the TLUSTY BSTAR2006 grid. The general procedure for determining their properties is similar to that described above, except that in step (2) we used a combination of the ATLAS9 LTE models from Kurucz (1991) to produce an interpolated atmospheric structure for the desired stellar properties, and then the spectral synthesis 4 The
STIS Instrument
Handbook was accessed at http://www.stsci.edu/hst/stis/faqs/documents/handbooks/currentIHB/cover.html. program SPECTRUM (Version 2.76e) developed by Richard Gray (see Gray & Corbally 1994) to produce a fully resolved stellar spectrum over the G430L spectral window. For con-sistency with the TLUSTY grids, these calculations also assumed the Grevesse & Sauval (1998) solar abundance scale. Table 2 continued Grevesse & Sauval (1998) .
b Values of the microturbulence velocity v turb , either 2 km s −1 or 10 km s −1 , were determined by the grid of model atmospheres used for modeling each star.
c As discussed in §3.1, v broad incorporates the rotational broadening of the star and any additional broadening of the spectra above the nominal PSF FHM of 5.5Å, due to "breathing" of the instrument.
d This column indicates the model atmosphere grid used to compute the intrinsic SED for each star.
"TLUSTY O10" refers to the NLTE OSTAR2002 grid of Lanz & Hubeny (2003) , computed with a value of v turb = 10 km s −1 . "TLUSTY B2" and "TLUSTY B10" refer to the BSTAR2006 grid from Lanz & Hubeny (2007) , computed with v turb = 2 km s −1 and 10 km s −1 , respectively. In the T eff and log g region where these models overlap, the model which provided the best fit to the data was adopted. "ATLAS/SPECTRUM" refers to atmosphere structures taken from Kurucz's 1991 ATLAS9 models (v turb = 2 km s −1 ) and SEDs computed using the spectral synthesis program SPECTRUM from Gray & Corbally (1994) . These models were used for the coolest stars in the sample, with T eff ≤ 15000 K.
The ability of the stellar models to reproduce the G430L spectra is demonstrated in Figure 3 . The various panels show the observed G430L data (small black filled circles) overlaid with the best fit models (solid blue lines). For clarity, the stars are ordered by decreasing T eff , from the top of Figure 3 are due to interstellar features, notably the broad diffuse interstellar bands ("DIBs") at 4430Å and 4870Å and the Ca II H and K absorption lines at 3968Å and 3933Å, respectively, which are identified in the first panel of Figure 3 . Four stars in the sample (HD 147196, HD 197702, HD 292167, and VSS VII-10) show evidence for mild Hα emission in their G750L spectra, which is not reproduced by the atmosphere models. Two of these stars (HD 197702 and HD 292167) are early-type giants at the low gravity edge of our adopted model grids (log g ∼3.0). The other two are late-B main sequence stars and may be rapid rotators. Indeed, HD 147196 has the largest value of v broad among our sample. In all four cases, however, the blue region of the spectra appear normal (as seen in Figure 3 ), as does the UV region, and we believe that the stellar parameters and SEDs are well reproduced by the models used here. (Note that the rapidly rotating HD 147196 will ultimately be excluded from the final extinction sample analyzed below due to its low value of
The final set of parameters describing the best-fit models are listed in Table 2 . In addition to the values of T eff , log g Model atmosphere fits to the G430L spectra of the program stars. Small black circles show the observed G430L spectrum over the wavelength range 3600-5000Å. Solid blue curves show the best-fitting stellar atmosphere models. The fitting procedure is described in §3.1 and included the full range of the G430L spectra (2900-5700Å). Most of the spectral features are contained in the narrower range shown in the figure. Prominent stellar features are identified in green and interstellar features, including gas-phase absorption lines and diffuse interstellar bands ("DIB"), are identified in red. The stars are ordered in decreasing T eff , throughout the figures. Stellar properties derived from the fits are listed in Table 2 . [m/H], v turb , and v broad , we also indicate -in the last column of the table -the particular stellar atmosphere grid used for each star. In cases where the stellar properties fell into regions in which the different TLUSTY grids overlapped, we choose the model which yielded the best fit to the data.
The typical statistical uncertainties in the stellar parameters derived from the fitting procedure are ±200 K in T eff , ±0.02 in log g, ±0.1 in [m/H], and ±10 km s −1 in v broad . These, however do not take into account systematic effects that could arise from the fundamental assumptions in the modeling process. For example, the solar abundances of Grevesse & Sauval (1998) have been superceded since the TLUSTY grids were computed (Grevesse et al. 2013 ). In addition, the overlap region between the cool TLUSTY BSTAR2006 models and the ATLAS9/SPECTRUM models is illustrative. For any star for which the BSTAR2006 models indicated T eff < 15,000 K, we adopted the AT-LAS9/SPECTRUM combination described above. However, when experimenting with the ATLAS9/SPECTRUM combination for stars warmer the 15,000 K, we found that they yielded T eff values several hundred K hotter than the best-fit TLUSTY models. This is undoubtedly due to the fundamental difference in the LTE vs. NLTE approaches and, possibly, to differences in the base opacities and atomic parameters assumed in the models. It would be useful to repeat this comparison with other LTE model grids, e.g., the BOSZ grid of Bohlin et al. (2017) . However, while this is an interesting stellar atmospheres issue, fortunately for us it has little impact on the derived extinction curves. As was shown by Massa et al. (1983) , the effects of temperature mismatch in extinction curves formed from early-type stars tend to be self-canceling due to the optical normalization (which, with some modifications, we will adopt here). Moreover, the wide range in intrinsic extinction curve properties also serves to lessen the impact of the relatively small uncertainties in the intrinsic stellar properties.
Step 2: Constructing the Extinction Curves
Once the properties of the reddened stars were determined, the production of the normalized extinction curves was straightforward. A(λ), the total extinction at a wavelength λ, is given by:
where f λ and F λ are the observed and intrinsic SEDs, respectively, and the quantity R * /d is the angular radius of the star, i.e., its physical radius R * divided by its distance d. Since these latter two quantities are rarely known accurately, extinction is usually presented in a normalized form, in which the angular radius cancels out. In this paper, we adopt the normalization:
and:
These are analogous to the most commonly used normalizations of extinction, i.e., k(λ−V ) ≡ E(λ−V )/E(B−V ) and R(V ), but with monochromatic measures of the extinction at 4400Å and 5500Å substituting for measurements with the Johnson B and V filters, respectively. The monochromatic values were determined by interpolation of a quadratic fit to the extinction curves over a range ±0.1µm −1 from the desired wavelength. The benefit of the monochromatic normalization is that it eliminates bandpass effects in the extinction measurements. Such effects will be illustrated further in §4.3. Because the effective wavelengths of the broad Johnson filters depend on the shape of a stellar SED (and thus on E(B −V ) and T eff ), there is no unique transformation between k(λ−V ) and k(λ−55). For our whole sample, which consists -on average -of middle B stars with E(B −V ) 0.5, the mean linear transformation is:
where α = 0.990 and β = 0.049. This shows that the two normalizations are actually quite similar. This relationship implies that:
To determine k(λ−55) for a given reddened star, we first produced a fully resolved intrinsic SED F λ using the models and stellar properties described above in §3.1 and covering the complete range of the available data (i.e., 1150Å to 2.5 µm). We then broadened it and resampled the F λ to match the various datasets shown in Figure 1 . We adopted a 9.8Å Gaussian (FWHM) for the HST G750L data (Riley et al. 2019 ) and a 5.5Å Gaussian (FWHM) for the IUE data (both SW and LW; as based on our own experience with IUE). In the NIR region, synthetic photometry was performed on the intrinsic SED, as described in §2.4, to arrive at intrinsic values for the 2MASS J, H, and K magnitudes. The normalized extinction curve was then computed as in Equations (1) and (2).
The normalized optical and NIR extinction curves for all 72 of our program stars are shown in Figure 4 . The portions of the curves derived from 2MASS JHK data are shown as discrete points at 0.46, 0.62, and 0.81 µm −1 , while the portions derived from the combined HST G750L and G430L data are shown from 1.0 µm −1 to 3.33 µm −1 . For clarity, the stars are sorted by their K-band extinction, with the smallest values of |k(K − 55)| at the top of panel 4a and the largest at the bottom of panel 4g. The UV portion of the curves for 71 of the 72 program stars have already been presented in F05 and F07 and, apart from the normalization, there are no substantial differences between the results here and those of the earlier work. There is no previously published UV extinction curve for the heavily reddened O star GSC03712-01870 [E(B −V ) 1], located in the direction of -but beyondthe Perseus arm (Muzzio & Rydgren 1974) . Its far-UV curve (i.e., for λ < 2000Å, since no long wavelength IUE spectra exist) is unremarkable, closely resembling the Milky Way average curve.
A number of the curves in Figure 4 show gaps near 1.2 µm −1 and/or 2.7 µm −1 . The SPECTRUM models fail to precisely reproduce the hydrogen lines near the head of the Balmer series (e.g., see Figure 3g ) -which is not surprising given the complexity in modeling the overlapping linesand this produces "mismatch features" in the curves of the coolest stars in our sample. To avoid these distracting features, we eliminated the region between 3670Å and 3760Å (∼2.7 µm −1 ) for these stars from the plots. The cool star models also failed to precisely reproduce the higher Paschen lines of hydrogen and so, likewise, we eliminated the region near 8200Å (∼1.2 µm −1 ). The TLUSTY OSTAR2002 models used for the hottest of our stars did not include the individual Paschen features and so the regions near these lines were also eliminated. All other features of the curves are on display in the panels of Figure 4 . Some discrete stellar mismatch features still exist in some of the curves, but most of the observed structure -from the narrowest to the broadest scales visible on the plots -is a product of the interstellar medium. The most common and prominent stellar mismatch feature arises from non-photospheric Hα emission, which produces a narrow dip in the curves of some of the stars at 6563Å (1.52 µm −1 ). This feature is labeled (in green) in the top curve of Figure 4a . Several mismatched stellar He I lines from the 2 3 P 0 − n 3 D series are also seen (and labeled in green) in this curve. These absorption lines are stronger in the star (HD 197512) than in the best-fit model and produce narrow spikes in the extinction ++curve. This is not common in our sample and suggests that HD 197512 is a member of the class of helium-strong B stars as seen in the Orion nebula (e.g., Morgan et al. 1978) . Narrow features in the curves arising from diffuse interstellar bands ("DIBs, " Herbig 1975) and interstellar Na I and Ca II absorption are labeled (in red) in panel 4a for the HD 14321 curve.
The collection of spectrophotometric extinction curves in Figure 4 exhibits sightline-to-sightline variability on all scales, ranging from the narrow DIB's with widths of a fraction of 1 µm −1 to the broadest view-able scales. This largest scale structure can be seen most clearly in a comparison between, for example, the nearly linear curve for HD 210121 in Figure 4a and the nearly quadratic curves for HD 294264 or HD 37061 in Figure 4g . Intermediate scale structure can also be discerned in many of the curves, notably in HD 197512 or HD 199216 in Figure 4a . Generally speaking, this structure resembles a broad dip in the extinction at ∼1.6 µm −1 and/or a rise in extinction at ∼2 µm −1 and corresponds to the "Very Broad Structure" referred to in §1. In a forthcoming paper, Massa et al. (2020) analyze this intermediate scale structure and its variability, and search for relationships with other aspects of NIR through UV extinction. In the remainder of this paper, our focus will be to determine the mean properties of NIR through UV extinction and quantify the broadest scale of sightline-to-sightline variations.
RESULTS

The R-dependent Milky Way Extinction Curve
It was first shown by (Cardelli et al. 1989 , hereafter CCM) that some large scale properties of UV extinction (particularly, the general level in the far-UV) appear correlated with R(V ). This wavelength coherence allows a family of R(V )dependent extinction curves to be derived, potentially reducing the uncertainties in applying extinction corrections to sightlines with measured values of R(V ) but otherwise unknown extinction properties. Subsequent studies (e.g., F07) have shown that much of this correlated behavior is driven by a relatively small number of sightlines with extreme values of R(V ) and that extinction curves with similar values of R(V ) may have a wide range in UV properties (e.g., Mathis & Cardelli 1992; Valencic et al. 2004 ). Nevertheless, the R(V )dependence is important since, with appropriate estimation of the uncertainties, it can (1) potentially reduce dereddening errors, (2) allow a meaningful definition of a Milky Way average extinction curve, i.e., as that which corresponds to the mean observed value of R(V ), and (3) provide insight into the link between interstellar environment and dust grain properties (see the discussion in Fitzpatrick 1999) .
We examined the R-dependence of the curves in our sample in the simplest way, by plotting the values k(λ−55) versus R at each wavelength point in the dataset. We determined values of R for by using the results from F07, who found that -when fitting the NIR data with a power law formula -the values of R(V ) were related to the extinction at the K band by the relation:
This can be converted to our normalization system by using the mean transformation in Equation (5), and yields:
Plots of k(λ−55) vs. R(55) are shown in Figure 5 for 10 representative wavelengths (out of a total of 2700 points per curve), spanning the NIR through UV region. The R(55)dependence is noisy but reasonably well defined for most data points. To quantify the relationship, we fit a simple linear function at each wavelength, recording the intercept, slope, and standard deviation about the fit. A single iteration 2.5-σ σ-clip was performed to eliminate extreme points from the fit. In Figure 5 , the blue lines show the fits and points that are crossed out indicate those rejected by the σ-clipping. This procedure was restricted to the 55 sightlines in our sample for which E(B −V )> 0.30, which minimizes the impact of the larger random errors inherent in the low E(B −V ) curves. Figure 6 graphically illustrates the overall results of fitting the linear R-dependence in our dataset. The curve in the top panel shows k(λ−55) 0 , the values of the fits at R(55) = 3.02, which corresponds to the Milky Way mean value of R(V ) = 3.10 (see, Eq. 5). Thus, this curve shows our measurement of the extinction representative of the diffuse ISM over the wavelength range 1150Å to 2.5 µm. Prominent stellar and interstellar mismatch features are labeled in blue. The middle panel shows the slopes of the fits, s(λ − 55) ≡ ∆k(λ−55)/ ∆R(55), illustrating the R(55)-dependence. The coherence and magnitude of the structure in the s(λ − 55) plot, as compared to its point-to point scatter, indicate that the fitting procedure has identified a true R-dependence in the data, rather The specific wavelengths shown include the NIR (H, J and 1.1 µm −1 ), optical (1.5, 2.6 and 3.2 µm −1 ), and UV (4.0, 4.6, 6.0, and 7.5 µm −1 ) spectral regions. The values of R(55) for each star were determined from Equation 7, as discussed in §4.1. The blue lines show linear fits to k(λ−55) vs. R(55) at each wavelength. Crossed out points were excluded from the fit using a "sigma-clipping" criterion set at 2.5σ. Fits such as these were performed for each of the 2700 data points defining the full extinction curves. than just quantifying the noise. Finally, the bottom panel shows σ[k(λ−55)], the standard deviation of the individual sightlines against the mean relationship, which quantifies the combination of measurement noise and real deviations from the R-dependent relation.
A comparison between the functional dependence of extinction on R adopted here and that used by CCM is given in Appendix B.
A Tabular Form of the R-dependent Relationship
To make the new results in Figure 6 useful for other extinction investigations, we created a tabular form of these data. This was done by fitting the three curves in Figure 6 with smooth functions and then recording the values of the functions at selected wavelengths. The details of this process are illustrated in Figure 7 where the smooth blue curves show the fits to the data and the blue circles indicate the selected points.
In the optical/NIR, i.e., for the HST spectrophotometric data, we fit cubic splines to the three curves, with anchor points spaced every 0.1 µm −1 in the interval 1.0 µm −1 (10000Å) to 3.3 µm −1 (3030Å), with intermediate points added between 1.2 µm −1 and 2.9 µm −1 and two special points -at 1.818 µm −1 (5500Å) and 2.273 µm −1 (4400Å) -added to enforce the normalization. Regions near the Balmer and Paschen jumps that are affected by spectral mismatch were given zero weight so that the fits passed smoothly through these regions in the s(λ − V ) and σ[k(λ−55)] curves. Likewise, data affected by interstellar absorption features (including DIB's) and stellar mismatch features were given zero weight. Notice that the values of σ[k(λ−55)] do not go to zero at the normalization points. This is because (as noted in §3.2) the normalization was performed using interpolation within a bin containing the normalization wavelengths. Thus, these small values of σ[k(λ−55)] 0.02 reflect the point-to-point scatter in the normalization regions of the curves, rather than sightline-to-sightline variations. The large values of σ[k(λ−55)] at the longest optical wavelengths are likely dominated by statistical noise in the HST G750L data rather than curve-to-curve variability. The true curve-to-curve scatter is probably at the level of σ[k(λ−55)] 0.1, similar to the shorter wavelength G750L data and the 2MASS J and H values.
In the UV, we used variations of the F07 fitting function to achieve smooth representations of the curves. The fits were performed over the wavelength range of the IUE data, i.e., 3.3 µm −1 (3030Å) to 8.7 µm −1 (1150Å), plus a small section of the HST data, from 3.0 to 3.3 µm −1 , which was included to assure continuity with the optical region. Spectral mismatch features were given zero weight in the fits. Figures  6 and 7 show that there is a significant discontinuity between the longest UV wavelengths and the shortest optical wavelengths in the σ[k(λ−55)] curves. We attribute this to instability in the calibration of IUE's LWR and LWP cameras at their longest wavelengths, where the camera sensitivities are highly dependent on the placement of the spectra on the camera face. We gave the longest UV wavelengths zero weight so that the fits would join smoothly with the optical HST data. There is also a small discontinuity noticeable in σ[k(λ−55)] at the joint between IUE's short and long wavelength cameras at 5.05 µm −1 (1980Å) where, once again, the extreme sensitivity of the long wavelength cameras to spectrum placement (and the lower general sensitivity of the cameras) manifests as enhanced scatter. Values of the fits at 0.1 µm −1 intervals over the range 3.3 µm −1 to 8.7 µm −1 , as indicated by the filled circles in Figure 7 , were recorded.
The final tabular form of our extinction results are given in Table 3 . The columns in the table list the wavelengths (in µm −1 ), followed by the values of k(λ−55) 0 , s(λ − 55) and σ[k(λ−55)]. For the spectrophotometric data, these all The anchor points were spaced at 0.05 µm −1 intervals between 1.2 µm −1 and 3.0 µm −1 and at intervals of 0.1 µm −1 outside that range. The values of the anchors were adjusted iteratively to achieve the best fit to the respective curves. Additional points were added at 1.818 µm −1 (5500Å) and 2.273 µm −1 (4400Å) to ensure the normalization. The cubic spline fits are shown by the blue curves and the anchor points are indicated by the filled blue circles. In the UV, the data were fit by variants of the UV fitting functions adopted by F07. The fits are shown by the blue curves and their values at 0.1 µm −1 intervals are shown by the filled blue circles. To assure continuity with the optical results, the UV fits were extended into the optical region (between 3.0 and 3.3 µm −1 ) and low weight was given to the longest wavelength UV data, due to instability in the calibration of IUE 's long wavelength camera at these wavelengths. A tabular form of these curves is given in Table 3 . See the discussion is §4.2. c Linear dependence of k(λ−55) on R(55) over the range 2.5 ≤ R(55) ≤ 6.0.
d Curve-to-curve standard deviation as a function of wavelength. Figure 8 . R(V )-dependent NIR through UV extinction curves from this study, shown for several values of R(V ). The curves were produced from the data in Table 3 using Equation (9). correspond to the filled circles in Figure 7 . For the 2MASS JHK data, the values in the table are simply those shown in Figure 6 . The result that σ[k(K −55)] = 0 arises because our values of R(55) are tied directly to the K-band measurement via Equation (7). The data in Table 3 can be used to reconstruct an extinction curve in the form of k(λ−55) over the indicated wavelength range for any value of R(55) or R(V ) ranging from 2.5 to 6.0. The restriction on the range of valid R values comes directly from the range of R in our data (see Figure 5 ). The curve can be constructed using the formula:
where R(55) 0 = 3.02 and k(λ−55) 0 is the extinction for the case R(55) = R(55) 0 . If R is expressed in R(V ) notation, then Equation (8) transforms to:
Four examples of extinction curves constructed from Table  3 are shown in Figure 8 , for values of R(V ) = 2.5, 3.1, 4.5, and 6.0. The R-dependent extinction relationship is available in the dust extinction python package 5 as the "F20" model.
Reddening Slopes for Optical Photometry
Given the advent of large ground-based surveys and the overall prevalence of the data, optical photometry remains a powerful astronomical tool. Knowledge of the effects of interstellar extinction on the various photometric systems is important for disentangling the intrinsic and extrinsic (i.e., interstellar) contributions to photometric measurements.
To illustrate and quantify the effects of interstellar extinction on optical SEDs, we have computed the photometric reddening slopes predicted by our new optical extinction curve for three common photometric systems: Johnson UBV, Strömgren uvby, and Sloan Digital Sky Survey (SDSS) ugriz. The slopes were determined by performing synthetic photometry on intrinsic and reddened stellar energy distributions, using the ATLAS9 atmosphere models, and then forming the various differences and ratios. The results are presented in Tables 4 and 5. The measurements were made for two values of reddening [E(44−55) = 0.50 and 1.0], four values of R(V ) (2.5, 3.1, 4.5, and 6.0), and ten values of T eff (from 7000 K to 35000 K). The synthetic Johnson and Strömgren photometry was performed as described by Fitzpatrick & Massa (2005b) . We modified the calibration of the synthetic values, however, to take advantage of the new HST G430L and G750L observations obtained for this program. In brief, we computed synthetic, uncalibrated Johnson and Strömgren photometric indices (B − V , U − B, b − y, m 1 and c 1 ) using the HST spectrophotometry for each of our 72 reddened stars, plus three additional unreddened stars HD 38666, HD 34816, and HD 214680 from the HST archives. We then determined the linear transformation between these synthetic values and the observed photometric indices. The results are similar to those reported in Fitzpatrick & Massa (2005b) and the scatter of the observed values about the synthetic results is consistent with the expected observational error. The synthetic ugriz photometry was performed as described in Casagrande & VandenBerg (2014) , with filter profiles from Doi et al. (2010) .
The E(B −V )/E(44−55) column in Table 4 illustrates the uncertainty in measuring the "amount" of extinction using broadband photometry. Crawford (1975) and based on an "eye fit" to photometry of ∼50 O-type stars. However, it is clear from Crawford's Figure 4 that a steeper ratio is needed to explain the most heavily reddened O stars in the sample. In addition, Crawford notes that a preliminary study of B-type stars yields a larger value ( 0.24). We suggest that the results in Table 4 present the most reliable estimates for the Strömgren reddening slopes. Note also that, while the intermediate-bandwidth Strömgren slopes are relatively insensitive to effective wavelength shifts [i.e., minimal dependence on T eff or E(44−55)], the E(c 1 ) ratio is strongly dependent on R(V ) due to the short wavelength u filter. The same sensitivity is also seen in the E(U −B) slope, potentially allowing both indices to be used as diagnostics of R(V ).
Qualitatively similar effects, in terms of T eff and E(44−55) sensitivity, can be seen in the ugriz results in Table 5 . Note that the reddening slopes involving the longer wavelength riz filters (λ eff = 6231, 7625 and 9134Å, respectively) are particularly sensitive to the values of R(V ). Given that there is less curve-to-curve scatter relative to the R-correlation at these longer wavelengths (see Figure 7) , as compared to that for the Strömgren u or Johnson U filters, these filters could provide a very strong diagnostic of R(V ).
Balmer Decrement
The formation rate of massive stars in external galaxies can be inferred from the luminosities of emission lines -notably, the Balmer lines -arising in the galaxies' H II regions (e.g., Kennicutt 1983; Gallagher et al. 1984) . This requires that the line emission first be corrected for the attenuating effects of interstellar extinction. A common technique is to compare the observed luminosity ratio of two lines, e.g., Hα/Hβ, to the expected intrinsic ratio and interpret any difference as a result of the wavelength-dependent effects of reddening. This is the "Balmer Decrement" method and allows an estimate of E(B −V ), which further allows an estimate of the total extinction at the line wavelengths (e.g., Calzetti et al. 1994) . This process requires an understanding of the intrinsic emission mechanism and, apropos to this paper, a welldetermined interstellar extinction law. Using the results in Table 3 and following the derivation in, for example, §3 of Domínguez et al. (2013) , we can compute the implied reddening based on any pair of lines for which the intrinsic ratio is known. Two examples are: 
In both cases, the subscripts "obs" and "int" refer to the observed line ratios and the expected intrinsic ratios, respectively. Equations (10) and (11) show that the observed ratio is slightly sensitive to the value of R for the Hα case, and not at all for the Hγ case. The overall weakness of the Rdependence is because the emission lines lie within or close to the region where the curves are normalized and, therefore, highly constrained. For the case of the average Milky Way value of R(55) = 3.02 (i.e., R(V ) = 3.10), the constant term in Equation (10) becomes 2.15. To find E(B −V ), this value is reduced by a factor of ∼0.99 (see Table 4 ), yielding a scale factor of 2.13. This can be compared with the value of 1.97 as computed by Domínguez et al. (2013) using the attenuation law of Calzetti et al. (2000) , which characterizes regions of starburst activity. Given the difference in the environments involved (Milky Way average vs. starburst), this level of disagreement might be considered unsurprising. However, a closer look shows that it actually reveals a significant problem; namely that the Calzetti et al. (2000) law is not rigorously normalized to the BV system. This is a common problem among most current representations of optical extinction and will be graphically illustrated below in §5.1. In brief, the Calzetti et al. (2000) law is too steep in the optical and produces E(B −V ) values about 6% larger than intended. For example, if the curve were scaled to E(B −V ) = 1.0 and applied to an SED, synthetic photometry would reveal that the (B − V ) color of the SED actually increased by about 1.06 mag. A simple rescaling of the law in the optical, to force consistency with the intended normalization, eliminates most of the difference with our result for the Hα/Hβ ratio.
For emission lines near the normalization region (4400-5500Å), the results for the average Milky Way curve, e.g., in Equations (10) and (11), are likely to be universally applicable. For emission lines shortward of the normalization region, however, the Decrement method critically depends on the detailed nature of the extinction law (i.e., large-R, small-R, Milky Way average, starburst, etc.), since it is here that the wide range in normalized extinction curve shapes becomes evident.
DISCUSSION
Comparison to Previous Work
Our new results are compared with past work in Figure  9 . The left and right sides of the figure show the optical/NIR and UV spectral regions, respectively. The top panels on both sides show the extinction curves themselves, while the bottom panels highlight the differences between our results and those of the other investigations. Vertical offsets are used for clarity. Three representative values of R(V ) are illustrated (distinguished by color) for most of the comparison studies, which -with the exception of Bastiaansen (1992, "B92") in the optical and Fitzpatrick & Massa (2007, "F07") in the UV -all present families of R-dependent curves. B92's and F07's results are explicitly measures of mean diffuse medium extinction properties and are grouped with the R(V ) = 3.1 curves. The native units for all the comparison studies are k(λ−V ), and so we converted our k(λ−55) curves to k(λ−V ) for this comparison, using Equation 4.
In the optical/NIR, the figure shows that the agreement among the various curves is at the level of ∼0.1 within and slightly beyond the normalization region (i.e., ∼1.6-2.7 µm −1 ). The work of B92 shows the best agreement with our results (for the case R(V ) = 3.1). B92's curve was produced using narrowband multi-color photometry, yielding a low-resolution estimate of the true wavelength dependence of the optical curve. The other studies, with the partial exception of Fitzpatrick (1999, "F99") , were not intended to yield detailed representations of the optical extinction law. Rather, they are generally "connect-the-dots" curves guided by the extinction ratios and effective wavelengths from broadband photometry. As such, they only crudely represent the actual shape of the curve, leading to the sizable deviations seen even within the normalization region. In general, these curves do not yield the intended values of E(B −V ), R(V ) and other photometric extinction indices when applied to stellar SEDs, as already noted in the previous section for the Calzetti et al. (2000) starburst extinction curve. (See the discussion in F99).
The discrepancies between the comparison curves and ours are larger outside the normalization region. None of the earlier studies utilize measurements in the gap between the optical and UV, and the curves in these regions are extrapolations or interpolations between fundamentally different datasets. Note the large discrepancy in the F99 curve at long wavelengths and large R(V ). F99 used a simple interpolation between the optical (at ∼6000Å) and the NIR JHK region and this clearly does not follow the true shape of the curve as revealed by the new spectrophotometry.
The righthand panel of Figure 9 shows good agreement among all the studies on the properties of mean Milky Way extinction in the UV (i.e., for the case R(V ) = 3.1). This is not surprising since there is considerable overlap in the sightlines used in the various studies, all having been drawn from the database of IUE satellite observations. The differences that do exist arise from a number of potential sources, including (1) the specific subset of sightlines used, (2) the use of updated photometry (particularly the 2MASS database), (3) differing techniques used to produce the curves (e.g., pair method vs. extinction-without-standards), and (4) the technique used for deriving the mean curve (e.g., via the R(V )-dependence or from a simple average). The differences among the various studies are much larger as R(V ) departs from the average Milky Way value. In the most general terms, our results show a weaker overall R(V )-dependence than most of the studies illustrated in Figure 9 . Given that the R(V )-dependences are strongly driven by a relatively small number of sightlines at extreme R(V ), the specific sample selections are likely to have a major effect on the results. The other sources of uncertainty listed above for the mean curve are also probable contributors.
To address the sensitivity of our results to the sample selection, we reexamined the 328 star sample from F07. They derived a mean extinction curve from a simple average of all curves with 2.4 ≤ R(V ) ≤ 3.6, but did not quantify the R(V )-dependence. We used the same methodology as described in §4.1 to measure the UV R(V )-dependence of the 260 stars from F07 for which E(B −V ) > 0.30. The results are shown by the blue dotted curves in the three panels of Figure 6 , converted to the k(λ−55) normalization. As can be seen, the F07 sample yielded very similar results to those derived here. Specifically, the R(55) = 3.02 curve and the sample standard deviation curve are nearly identical to the current results, and virtually indistinguishable in Figure 6 (top and bottom panels), while the R(V )-dependence is similar in shape and differs by only ∼10% from the current result (middle panel of Figure 6 ). We conclude that the agreement between F07 and our much smaller current sample indicates that the new results are not subject to a strong sample bias and are generally applicable -at least to the extent that the current body of UV Milky Way extinction measurements can be considered representative of the Milky Way. Our focus in this paper has been on the trends in the shapes of interstellar extinction curves that can be related to changes in R. While this accounts for the broadest trends seen among extinction curves (see Figure 8 ), it by no means reproduces all the observed sightline-to-sightline variations. The σ[k(λ −55)] curve in Figure 6 reveals that there is significant scatter around the mean R-dependence, which is typically much larger than the individual curve uncertainties (with the likely exception of the longest wavelength G750L observations). This cosmic scatter reveals specific variations among the grain populations that are not distinguished (or distinguishable) by R. Notably, the strength of the 2175Å bump and the level of the curve at the shortest UV wavelengths are only lightly tied to R. The level of the far-UV curve is particularly interesting. There are several sightlines (e.g., towards HD 204827, HD 210072, and HD 210121) that are well known for having very steep UV extinction curves, seemingly accompanied by weaker-than-average 2175Å bumps (see F07). These are not reproduced by our R-dependent curves. In fact, these sightlines are among those that were "clipped" from the R(55)-dependence because they do not follow the general trend, as can be seen in the bottom panels of Figure 5 . These relatively rare, steep far-UV/weak bump sightlines appear to be associated in general with low values of R, but not in an easily predictable way. They may represent a separate R-dependent sequence of curves or perhaps demonstrate an extreme sensitivity of the curve to grain population details in environments where a generally small value of R pertains. In either case, a detailed study of the grain environments along such sightlines may be necessary to understand the formation of such curves. Extinction studies in external galaxies, such as the Small Magellanic Cloud, where steep/weak-bumped curves appear to be the norm (e.g., Gordon et al. 2003) , may also help shed light on the relationship between grain population characteristics and extinction curve properties.
Variations beyond R-dependence
An additional level of curve variability outside the scope of this paper is seen in the fine structure revealed by our measurements of optical extinction. As noted in §3.2 and illustrated in the curves of Figure 4 , the optical region contains distinct extinction features known as the Very Broad Structure. A detailed examination of these features is presented by Massa et al. (2020) . This study reveals significant sightlineto-sightline variations among these features, which is correlated with other aspects of the extinction curve -but not with R. See Massa et al. (2020) for the complete discussion.
SUMMARY
We have produced the first spectrophotometrically-derived measurement of the average Milky Way interstellar extinction curve over the wavelength range 1150-to-10000Å and determined its general dependence on the ratio of total-toselective extinction in the optical, R, over the range 2.5 ≤ R ≤ 6.0. This curve resolves structures in the optical spectral region down to a level of ∼100-200Å and fully resolves all structure in the UV region.
The curve is based on a unique, homogeneous dataset consisting of IUE and HST/STIS spectrophotometry of normal, early-type stars. These data were all calibrated in a mutually consistent way and fit to model atmospheres to produce a uniform, self-consistent set of extinction curves which span 1150-to-10000Å at high resolution and extended to 2.2 µm with broad band JHK photometry. These curves provide the first systematic measurements of extinction in the transition region between past ground-based studies and space-based UV measurements. The use of optical spectrophotometry allowed us to eliminate the uncertainties introduced by normalizing extinction curves by broadband optical photometry and we adopted a monochromatic normalization scheme, based on the extinction at 4400 and 5500Å. The new curves were used to evaluate the dependence of extinction on R over the full wavelength range and we ultimately parametrized this dependence as a simple linear function of R, essentially a first-order Taylor expansion. The Average Milky Way Extinction Curve we present is that which corresponds to the case R(V ) = 3.10. We present this curve in tabular form, along with the linear R dependence and a measure of the curve-to-curve variations about this mean dependence.
Because the coverage between 1150 and 10000Å is free of gaps and at relatively high resolution, it is possible to use the tabular data to derive the behavior of extinction for any given photometric system, and several examples are presented. The new, high resolution curves also allow the study of extinction features on intermediate wavelength scales in the optical. While such features have been seen before, the new curves show them with considerably more detail and higher signal-to-noise than in the past. The exact shape and sightline-to-sightline variability of this structure is discussed more thoroughly by Massa et al. (2020) . E.F. and D.M. acknowledge support by Grant # HST-GO-13760 provided by NASA through the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS5-26555. Some of the data presented in this paper were obtained from the Mikulski Archive for Space Telescopes (MAST). STScI is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS5-26555. Figure 10 . 1024x1024 pixel STIS CCD image of the G430L CR-split=2 observation of HD146285 (ocmv0j010) on the left and the corresponding image on the right, which flags the location of each falsely detected cosmic ray hit for the default mult noise=0. Because of a pointing shift between the pair of CR-split images, there is an easily recognized excess of flagged pixels at the location of the spectrum. With a relaxed value of mult noise=0.04, there is no excess of CR-flagged pixels at the spectral location and the correct combined image of the CR-split pair is produced. Figure 11 . Ratio (black) of extracted spectra for mult noise=0 to mult noise=0.04 for the CR-split=2 observation ocmv0j010 and the ratio (red) of the STScI pipeline reduction ocmv0j010 sx1.fits to the same denominator with the IDL parameter mult noise=0.04. Errors in spectral shape of up to ∼2% exist for the two incorrect spectral extractions. 4. To remove the CCD fringing in G750L, tungsten lamp spectra through the 0.03 x 0.09 slit must be used to align this artificial star with the position of the actual star. The following spline nodes for fitting these tungsten flats are a prerequisite for the G750L sensitivity calibration: 5240, 5265, 5300, 5318, 5340, 5380, 5420, 5460, 5500, 5580, 5700, 5800, 5840, 6000, 6200, 6300, 6450, 6550, 6600, 6620, 6700, 6800, 6900, 7000, 7150, 7400, 7600, 7800, 8000, 8300, 8500, 9100, 9500, 9800, and 10200Å . These wavelengths are selected to track the features of the tungsten lamp spectrum, while maintaining the proper stiffness and avoiding ∼1% bumps due to the ∼20% fringe structure at the longer wavelengths. The nodes below 6600Å are not crucial because the fringe flat is set to unity below 6620Å. These short-slit tungsten flats are applied to all G750L observations after normalization to unity, reduction of the fringe amplitude by 11% to compensate for narrower PSF of the artificial star, and cross-correlating with the stellar spectrum to remove small residual offsets in the dispersion direction. An example of a fringe flat for ocmv0j020 appears in Figure 12 .
In addition to the above data extraction advantages, our post-processing includes the CTE corrections of Goudfrooij et al. (2006) and an up-to-date correction for the changes in STIS sensitivity with time and with temperature. The observations of the three primary flux standards G191B2B, GD153, and GD71, as corrected for CTE and the latest measures of sensitivity change with time, produce a current absolute flux calibration (CALSPEC; see Bohlin et al. 2014 ).
B. CONVERSIONS BETWEEN EXTINCTION RELATIONSHIP EQUATIONS Interstellar extinction curves are commonly expressed using the "k " notation, in the form
where A(λ) is the total extinction at wavelength λ and B and V refer to measurements made using the Johnson B and V filters. A related quantity, commonly known as R, is the ratio of total-to-selective extinction in the optical, given by
.
In this paper, we adopt the analogous forms
and R(55) ≡ A(55) E(44 − 55)
,
in which measurements with the Johnson B and V filters are replaced by monochromatic measurements at 4400 and 5500Å, respectively. Our data show that the two normalizations are related by k(λ − 55) = α k(λ − V ) + β ,
which implies R(55) = α R(V ) − β .
The precise values of α and β depend on the shapes of the stellar energy distributions (reddened and unreddened), due to the broadband nature of the B and V filters. For our particular sample, which on average consists of middle B stars with E(B − V ) 0.5, we find that α = 0.990 and β = 0.049. With these coefficients, the generally accepted Milky Way mean value of R(V ) 0 = 3.10 corresponds to R(55) 0 = 3.02. As described in the text, we find the following functional relationship between the k(λ − 55) extinction curves and R (55) k(λ − 55) = s(λ − 55) [R(55) − R(55) 0 ] + k(λ − 55) 0 ,
which is essentially a first order Taylor expansion in R(55) at each wavelength. In this equation, s(λ − 55) is the observed slope between R(55) and k(λ − 55), R(55) 0 is the average Milky Way value of R(55), and k(λ − 55) 0 is the extinction curve corresponding to R(55) 0 . The complete set of k(λ − 55) 0 and s(λ − 55) values, which allow a detailed extinction curve to be constructed over the range 1150 to 10000Å, are given in Table 3 . In their early investigation of the R-dependence of extinction, CCM adopted a different extinction curve normalization, i.e., A(λ)/A(V ). From Equations B1 and B2, it can be seen that this is related to k(λ − V ) by
CCM parameterized the R-dependence of A(λ)/A(V ) as
At first look, this appears to be a very different functional relationship between R and the shape of the extinction curve than we have found (i.e., Eq. B7). However, when Equation B8 is substituted into Equation B9, the following result is obtained:
Thus it is seen that, like us, CCM found their extinction curves to be linearly related to R, when expressed in the "k " notation. Moreover, the relationship between CCM's a(λ) and b(λ) and our coefficients s(λ − 55) and k(λ − 55) 0 can be found by comparing Equations B7 and B10 and making the appropriate substitutions from Equations B5 and B6. The result is
In principal, identical results would be achieved regardless of whether our "k" normalization or CCM's A(λ) normalization were used. One must keep in mind, however, that these mathematical transformations only apply in the absense of errors. Least squares solutions resulting from the two different formulations could yield different results.
