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SCATTERED REPRESENTATIONS OF SL(n,C)
CHAO-PING DONG AND KAYUE DANIEL WONG
Abstract. Let G be SL(n,C). This paper aims to describe the Zhelobenko parameters
and the spin-lowest K-types of the scattered representations of G, which lie at the heart of
Ĝd—the set of all the equivalence classes of irreducible unitary representations of G with
non-vanishing Dirac cohomology. As a consequence, we will verify a couple of conjectures
of the first-named author for G.
1. Introduction
1.1. Preliminaries on complex simple Lie groups. Let G be a complex connected
simple Lie group, and H be a Cartan subgroup of G. Let g0 and h0 be the Lie algebra of G
and H respectively, and we drop the subscripts to stand for the complexified Lie algebras.
We adopt a positive root system ∆+(g0, h0), and let ̟1, . . . ,̟rank(g0) be the corresponding
fundamental weights with ρ = ̟1 + · · ·+̟rank(g0) being the half sum of positive roots.
Fix a Cartan involution θ on G such that its fixed points form a maximal compact
subgroup K of G. Then on the Lie algebra level, we have the Cartan decomposition
g0 = k0 + p0.
We denote by 〈·, ·〉 the Killing form on g0. This form is negative definite on k0 and
positive definite on p0. Moreover, k0 and p0 are orthogonal to each other under 〈·, ·〉. We
shall denote by ‖ · ‖ the norm corresponding to the Killing form.
Let H = TA be the Cartan decomposition of H, with h0 = t0 + a0. We make the
following identifications:
(1) h ∼= h0 × h0, t = {(x,−x) : x ∈ h0}, a ∼= {(x, x) : x ∈ h0}.
Take an arbitrary pair (λL, λR) ∈ h
∗
0×h
∗
0 such that µ := λL−λR is integral. Denote by {µ}
the unique dominant weight to which µ is conjugate under the action of the Weyl group
W . Write ν := λL + λR. We can view µ as a weight of T and ν a character of A. Put
I(λL, λR) := Ind
G
B(Cµ ⊗ Cν ⊗ triv)K−finite,
where B is the Borel subgroup of G determined by ∆+(g0, h0). It is not hard to show that
V{µ}, the K-type with highest weight {µ}, occurs exactly once in I(λL, λR). Let J(λL, λR)
be the unique irreducible subquotient of I(λL, λR) containing V{µ}. By [Zh], every ir-
reducible admissible (g,K)-module has the form J(λL, λR). Indeed, up to equivalence,
J(λL, λR) is the unique irreducible admissible (g,K)-module with infinitesimal character
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the W × W orbit of (λL, λR), and lowest K-type V{λL−λR}. We will refer to the pair
(λL, λR) as the Zhelobenko parameter for the module J(λL, λR).
1.2. Dirac cohomology. Fix an orthonormal basis Z1, . . . , Zl of p0 with respect to the
inner product on p0 induced by 〈·, ·〉. Let U(g) be the universal enveloping algebra of g,
and put C(p) as the Clifford algebra of p. One checks that
(2) D :=
l∑
i=1
Zi ⊗ Zi ∈ U(g)⊗ C(p)
is independent of the choice of the orthonormal basis Z1, . . . , Zl. The operator D, called
the Dirac operator, was introduced by Parthasarathy [P1]. By construction, D2 is a natural
Laplacian on G, which gives rise to the Parthasarathy’s Dirac inequality (see (6) below).
The inequality is very effective for detecting non-unitarity of (g,K)-modules, but is by no
means sufficient to classify all (non-)unitary modules.
To sharpen the Dirac inequality, and to offer a better understanding of the unitary dual,
Vogan formulated the notion of Dirac cohomology in 1997 [V2]. Let Ad : K → SO(p0) be
the adjoint map, Spin p0 be the spin group of p0, and denote by p : Spin p0 → SO(p0) the
spin double covering map. Put
K˜ := {(k, s) ∈ K × Spin p0 | Ad(k) = p(s)}.
As in the case of K-types, we will refer to an irreducible K˜-type with highest weight δ as
Vδ.
Let π be any admissible (g,K)-module, and S be the spin module of C(p). Then
U(g)⊗C(p), in particular the Dirac operator D, acts on π⊗S. Now the Dirac cohomology
is defined as the K˜-module
(3) HD(π) := KerD/(KerD ∩ ImD).
It is evident from the definition that Dirac cohomology is an invariant for admissible (g,K)-
modules. To compute this invariant, the Vogan conjecture, proved by Huang and Pandzˇic´
[HP1], says that whenever HD(π) 6= 0, one would have
(4) γ + ρ = wΛ,
where Λ is the infinitesimal character of π, γ is the highest weight of any K˜-type in HD(π),
and w is some element of W .
It turns out that many interesting (g,K)-modules π, such as some Aq(λ)-modules and
all the highest weight modules, have non-zero Dirac cohomology (see [HKP], [Ko]). One
would therefore like to classify all representations with non-zero Dirac cohomology.
1.3. Spin-lowest K-type. From now on, we set π as an irreducible unitary (g,K)-module
with infinitesimal character Λ. In order to get a clearer picture on HD(π), the first-named
author introduced the notion of spin-lowest K-types. Given an arbitrary K-type Vδ, its
spin norm is defined as
(5) ‖δ‖spin := ‖{δ − ρ}+ ρ‖.
SCATTERED REPRESENTATIONS 3
Then a K-type Vτ occurring in π is called a spin-lowest K-type of π if it achieves the
minimum spin norm among all the K-types showing up in π.
As an application of spin-lowest K-type, note that D is self-adjoint on the unitarizable
module π ⊗ S. By writing out D2 carefully, and by using the PRV-component [PRV], we
can rephrase Parthasarathy’s Dirac operator inequality [P2] as follows:
(6) ‖δ‖spin ≥ ‖Λ‖,
where Vδ is any K-type. Moreover, one can deduce from [HP2, Theorem 3.5.3] that
HD(π) 6= 0 if and only if the spin-lowest K-types Vτ attain the lower bound of Equa-
tion (6). In such cases, V{τ−ρ} will show up in HD(π). Put it in a different way, the
spin-lowest K-types of π are exactly the K-types contributing to HD(π) whenever the
cohomology is non-vanishing (see Proposition 2.3 of [D1] for more details).
1.4. Scattered representations. Based on the studies [BP, DD], we are interested in
the following irreducible unitarizable (g,K)-modules J(λ,−sλ) such that
(i) the weight 2λ is dominant integral, i.e., 2λ =
∑rank(g0)
i=1 ci̟i, where each ci is a
positive integer;
(ii) the element s ∈ W is an involution such that each simple reflection si, 1 ≤ i ≤
rank(g0), occurs in one (thus in each) reduced expression of s;
(iii) the module has non-zero Dirac cohomology, i.e., HD(J(λ,−sλ)) 6= 0, or equiva-
lently, there exists a K-type Vτ in J(λ,−sλ) such that
(7) ‖τ‖spin = ‖(λ,−sλ)‖ = ‖2λ‖
According to [DD], there are only finitely such representations, which are called the
scattered representations.
These representations lie at the heart of Ĝd — the set of all the irreducible unitary (g,K)-
modules of G with non-zero Dirac cohomology up to equivalence. Namely, by Theorem A
of [DD], any member of Ĝd is either a scattered representation, or it is cohomologically
induced from a scattered representation tensored with a suitable unitary character of the
Levi factor of certain proper θ-stable parabolic subgroup. In the latter case, one can easily
trace the spin-lowest K-types along with the Dirac cohomology of the modules before
and after induction. It is therefore of interest to have a good understanding on scattered
representations.
1.5. Overview. In this manuscript, we focus on Lie groups G of Type A. For convenience,
we will start from the group GL(n,C), written as GL(n) for short. In this case, Vogan
classified the unitary dual. The part that we need can be described as follows:
Theorem 1.1 ([V1]). All irreducible unitary representations of GL(n) with regular half-
integral infinitesimal characters are of the form π = Ind
GL(n)∏m
i=0GL(ai)
(
m⊗
i=0
detpi) for some
ai ∈ Z>0 and pi ∈ Z.
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Using [BP, Theorem 2.4], all such π have non-zero Dirac cohomology. Moreover, [BDW]
proved Conjecture 4.1 of [BP], which says
HD(π) = [
rank(g0)
2
]V{τ−ρ},
where Vτ is the unique spin-lowest K-type appearing in π with multiplicity one. However,
it is not clear how Vτ is like from the calculations in [BDW].
In Section 2, we will give an algorithm to compute Vτ for all such π (see Proposition
2.5). In Section 3, we will see how the calculations for GL(n) in Section 2 can be translated
to SL(n), which gives a combinatorial description of scattered representations of SL(n)
(Proposition 3.1). As a result, we prove the following:
• The spin-lowest K-type of each scattered representation of SL(n) is unitarily small
in the sense of Salamanca-Riba and Vogan [SV] (Corollary 3.5); and
• The number of scattered representations of SL(n) is equal to 2n−2 (Corollary 3.9).
This verifies Conjecture C of [DD] in the case of SL(n), and proved Conjecture 5.2 of [D2]
respectively.
It is worth noting that for any scattered representation, its spin-lowest K-type lives
deeper than, and differs from the lowest K-type. We hope the effort here will shed some
light on the real case in future.
2. An algorithm predicting the spin-lowest K-types
In this section, we give an algorithm to find the spin-lowest K-types of the irreducible
unitary modules of GL(n) given by Theorem 1.1. We use a chain
C := {c, c− 2 . . . , c− (2k − 2), c − 2k},
where c, k ∈ Z with k > 0, to denote the Zhelobenko parameter(
λ
−w0λ
)
=
(
c
2
c
2 − 1 . . .
c
2 − (k − 1)
c
2 − k
− c2 + k −
c
2 + (k − 1) . . . −
c
2 + 1 −
c
2
)
.
Note that the entries of C are precisely equal to 2λ. Also, this parameter corresponds to
the one-dimensional module detc−k in GL(k+1). Consequently, Theorem 1.1 implies that
the Zhelobenko parameters of all irreducible unitary modules with regular half-integral
infinitesimal character can be expressed by the chains
(λ,−sλ) =
m⋃
i=0
Ci,
where all the entries of Ci are disjoint.
In order to understand the spin-lowest K-types of these modules of GL(n), we make the
following:
Definition 2.1. (a) Two chains C1 = {A, . . . , a}, C2 = {B, . . . , b} are linked if the
entries of C1 and C2 are disjoint satisfying
A > B > a or B > A > b.
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(b) We say a union of chains
⋃
i∈I
Ci is interlaced if for all i 6= j in I, there exist indices
i = i0, i1, . . . , im = j in I such that Cil−1 and Cil are linked for all 1 ≤ l ≤ m. (By
convention, we also let the single chain C1 to be interlaced).
For example, the parameter {9, 7, 5}∪{6, 4, 2}∪{3, 1} is interlaced, while the parameter
{10, 8} ∪ {9, 7} ∪ {6, 4} ∪ {5, 3, 1} is not interlaced.
We are now in the position to describe the spin-lowest K-types of the unitary modules
in Theorem 1.1 using chains.
Algorithm 2.2. Let J(λ,−sλ) be an irreducible unitary module of GL(n) in Theorem 1.1
with (λ,−sλ) =
⋃m
i=0 Ci, where
Ci := {ki + (di − 1), . . . , ki − (di − 1)} = {Ci,1, . . . , Ci,di}
is a chain with average value ki and length di. Then the lowest K-type is equal to (a
W -conjugate of) (T0, . . . ,Tm), where
Ti := (ki, . . . , ki︸ ︷︷ ︸
di
).
By re-indexing the chains when necessary, we may and we will assume that
(8) for any 0 ≤ i < j ≤ m, ki > kj or di < dj if ki = kj.
Let us change the coordinates of Ti and Tj for all pairs of linked chains Ci and Cj such
that i < j by the following rule:
(a) If Ci,1 > Cj,1 ≥ Cj,dj > Ci,di , i.e.
{Ci,1, . . . , Ci,di−p,
p︷ ︸︸ ︷
Ci,di−p+1, . . . . . . , Ci,di}
{Cj,1, . . . , Cj,dj}
with Cj,1 = Ci,di + 2p − 1 and dj ≤ p, then we change the coordinates of Ti and Tj
into:
T ′i : (∗, . . . , ∗,
p︷ ︸︸ ︷
ki + p, ki + (p− 1), . . . , ki + (p − dj + 1), ∗, . . . , ∗)
T ′j : (kj − p, kj − (p− 1), . . . , kj − (p− dj + 1)),
where the entries marked by ∗ remain unchanged.
(b) If Ci,1 > Cj,1 > Ci,di > Cj,dj , i.e.
{Ci,1, . . . , Ci,di−p,
p︷ ︸︸ ︷
Ci,di−p+1, . . . , Ci,di}
{Cj,1, . . . . . . , Cj,p, Cj,p+1, . . . , Cj,dj}
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with Cj,1 = Ci,di + 2p − 1 and dj > p, then we change the coordinates of Ti and Tj
into:
T ′i : (∗, . . . , ∗,
p︷ ︸︸ ︷
ki + 1, . . . , ki + p)
T ′j : (kj − 1, . . . , kj − p, ∗, . . . , ∗).
where the entries marked by ∗ remain unchanged.
(c) If Cj,1 > Ci,1 > Cj,dj , then since ki ≥ kj one also have Cj,1 > Ci,1 ≥ Ci,di > Cj,dj
i.e.
{Ci,1, . . . , Ci,di}
{Cj,1, . . . , Cj,q︸ ︷︷ ︸
q
, Cj,q+1, . . . , Cj,dj}
with Cj,1 = Ci,di + 2q − 1, then we change the coordinates of Ti and Tj into:
T ′i : (ki + (q − d0 + 1), . . . , ki + (q − 1), ki + q)
T ′j : (∗, . . . , ∗, kj − (q − d0 + 1), . . . , kj − (q − 1), kj − q︸ ︷︷ ︸
q
, ∗, . . . , ∗),
where the entries marked by ∗ remain unchanged.
In the above three cases, we only demonstrate the situation that Ci is in the first row and
Cj is in the second row. The rule is the same when Cj is in the first row while Ci is in the
second row.
After running through all pairs of linked chains, Vτ is defined as the K-type with highest
weight τ given by (a W -conjugate of)
⋃m
i=0 T
′
i .
Example 2.3. Consider (λ,−sλ) =
{10 8} {6} {4}
{9 7 5 3 1}
. Then the
lowest K-type of J(λ,−sλ) is
(9 9) (6) (4)
(5 5 5 5 5)
To compute Vτ , let us label the chains so that (8) holds:
T0 = (9 9), T1 = (6), T2 = (5 5 5 5 5), T3 = (4).
Then we apply (a) to the pair T2, T3, apply (b) to the pair T0, T2, and apply (c) to the pair
T1, T2. This gives us
(9 10) (8) (2)
(4 3 5 7 5).
Thus τ = (10, 9, 8, 7, 5, 5, 4, 3, 2).
Theorem 2.4. Let J(λ,−sλ) be an unitary module of GL(n) in Theorem 1.1, and Vτ is
obtained by Algorithm 2.2. Then [J(λ,−sλ) : Vτ ] > 0.
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Proof. Let J(λ,−sλ) = Ind
GL(n)∏m
i=0GL(ai)
(
m⊗
i=0
V(ki,...,ki)). By rearranging the Levi factors, one
can assume the chains C0, . . . , Cm satisfy Equation (8). We are interested in studying[
Ind
GL(n)∏m
i=0GL(ai)
(
m⊗
i=0
V(ki,...,ki)) : Vτ
]
=
[
m⊗
i=0
V(ki,...,ki) : Vτ |
∏m
i=0GL(ai)
]
=
[
m⊗
i=0
V(ki+t,...,ki+t) : Vτ |
∏m
i=0GL(ai)
⊗
m⊗
i=0
V(t,...,t)
]
=
[
m⊗
i=0
V(ki+t,...,ki+t) : Vτ |
∏m
i=0GL(ai)
⊗ V(t,...,t)|
∏m
i=1GL(ai)
]
=
[
m⊗
i=0
V(ki+t,...,ki+t) : Vτ+(t,...,t)|
∏m
i=0GL(ai)
]
=
[
Ind
GL(n)∏m
i=0GL(ai)
(
m⊗
i=1
V(ki+t,...,ki+t)) : Vτ+(t,...,t)
]
So we can assume ki > 0 for all i without loss of generality.
We prove the theorem by induction on the number of Levi components. The theorem
obviously holds when there is only one Levi component – the irreducible module is a unitary
character of GL(n). Now suppose we have the hypothesis holds when there are m Levi
factors, i.e. [
Ind
GL(n′)
∏m−1
i=0 GL(ai)
(
m−1⊗
i=0
V(ki,...,ki)) : Vτm−1
]
> 0,
where n′ = n− am, and τm−1 is obtained by applying Algorithm 2.2 on
⋃m−1
i=0 Ci. Suppose
now τm is obtained by applying Algorithm 2.2 on
⋃m
i=0 Ci. Then[
Ind
GL(n)∏m
i=0GL(ai)
(
m⊗
i=0
V(ki,...,ki)) : Vτm
]
=
[
Ind
GL(n)
GL(n′)×GL(am)
(
Ind
GL(n′)
∏m−1
i=0 GL(ai)
(
m⊗
i=1
V(ki,...,ki))⊗ V(km,...,km)
)
: Vτm
]
≥
[
Ind
GL(n)
GL(n′)×GL(am)
(Vτm−1 ⊗ V(km,...,km)) : Vτm
]
= cτmτm−1,(km,...,km)
Here cλµ,ν is the Littlewood-Richardson coefficient, and the last step uses Theorem 9.2.3 of
[GW].
Suppose τm−1 =
⋃m−1
i=0 T
′′
i . Here these T
′′
i are obtained by applying Algorithm 2.2 on C0,
. . . , Cm−1. Then τm is obtained from applying Algorithm 2.2 on T
′′
i and Tm = (km, . . . , km)
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for all linked Ci and Cm. More precisely, by applying Rules (a) – (c) in Algorithm 2.2, τm
is obtained from τm−1 by the following:
(i) Construct a new partition τm−1 ∪ (km, . . . , km).
(ii) For each linked Ci and Cm, add (0, . . . , 0, A,A− 1, . . . , a+1, a, 0, . . . , 0) on the rows
of τm−1 corresponding to T
′′
i , and subtract (0, . . . , 0, A,A− 1, . . . , a+1, a, 0, . . . , 0)
on the corresponding rows of (km, . . . , km).
(iii) τm is obtained by going through (ii) for all Ci linked with Cm.
By the above construction of τm, it is obvious from the Littlewood-Richardson rule [GW]
that cτmτm−1,(km,...,km) > 0. Consequently, the result follows. 
Proposition 2.5. Let J(λ,−sλ) be a unitary module of GL(n) in Theorem 1.1, and Vτ
be the K-type obtained by Algorithm 2.2. Then τ satisfies
{τ − ρ} = 2λ− ρ.
Consequently, Vτ is a spin-lowest K-type of J(λ,−sλ) by Equation (7).
Proof. We prove by induction on the number of chains in (λ,−sλ) =
⋃m
i=0 Ci, where the
chains are arranged so that Equation (8) holds. Suppose that the proposition holds for⋃m−1
i=0 Ci. There are two possibilities when adding Cm:
• There exists Ci such that Ci and Cm is related by Rule (a) in Algorithm 2.2:
{ Ci }
{ Cm }
• There exist Cj and Cr, . . . , Cm−1, such that Cj and Cm are related by Rule (b), and
Cl, r ≤ l ≤ m− 1 and Cm are related by Rule (c) in Algorithm 2.2:
{ Cj } { Cr } . . . { Cm−1 }
{ Cm }
We will only study the second case, and the proof of the first case is simpler. Suppose the
chains in the second case are interlaced in the following fashion:
(9)
{ Cj } {
dr︷ ︸︸ ︷
Cr } · · · · · · {
dm−1︷ ︸︸ ︷
Cm−1 }
{Cm,1, · · ·︸ ︷︷ ︸
p
· · · · · ·︸ ︷︷ ︸
ar
· · · · · ·︸ ︷︷ ︸
dr
· · · · · ·︸ ︷︷ ︸
ar+1
· · · · · · · · · · · ·︸ ︷︷ ︸
dm−1
, · · · , Cm,dm︸ ︷︷ ︸
am
}
for some j + 1 ≤ r ≤ m − 1, and the chains Cj+1, . . . , Cr−1—which have not been shown
in (9)—are linked with Cj under Rule (a) of Algorithm 2.2.
To simplify the calculations below, we introduce the notation
(a)ǫd := a, a+ ǫ, . . . , a+ (d− 1)ǫ︸ ︷︷ ︸
d
.
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Then 2λ is equal to the entries in Equation (9). Since the values of the adjacent entries
within the same chain differ by 2, and the values of the interlaced entries differ by 1, one
can calculate 2λ− ρ up to a translation of a constant on all coordinates as follows:
(10)
{· · · (Ar−1)
0
p} {(Ar)
0
dr} · · · · · · {(Am−1)
0
dm−1}
. . . {(Ar−1)
0
p (Ar)
−1
ar (Ar)
0
dr (Ar)
−1
ar+1 · · · · · · (Am−1)
0
dm−1 (Am−1)
−1
am}
where Ax :=
m−1∑
l=x
al+1 for r − 1 ≤ x ≤ m − 1 (note that the smallest entry of (10) is 1,
appearing at the rightmost entry of the bottom chain).
On the other hand, the calculation in Algorithm 2.2 gives τ as follows:
(· · · (kj)
0
p) (kr)
0
dr · · · (km−1)
0
dm−1
. . . ((km)
0
p (km)
0
ar (km)
0
dr (km)
0
ar+1 · · · (km)
0
dm−1(km)
0
am)
=
m⋃
i=0
Ti −→
m⋃
i=0
T ′i = τ,
where
⋃m
i=0 T
′
i is given by
(11)
( · · · (kj + 1)
1
p) (kr + (qr − dr + 1))
1
dr · · · (km−1 + (qm−1 − dm−1 + 1))
1
dm−1
. . . ((km − 1)
−1
p (km)
0
ar (km − (qr − dr + 1))
−1
dr
(km)
0
ar+1 · · · (km − (qm−1 − dm−1 + 1))
−1
dm−1
(km)
0
am)
and qi are obtained by Rule (c) of Algorithm 2.2. For instance, qr = p+ar+ dr. Note that
kj − (dj − 1) = kr + (dr − 1) + 2ar + 2.
Therefore,
kj − dj = kr + dr + 2ar.
From this, one deduces easily that kj ≥ kr + qr +1. Thus it makes sense to talk about the
interval [kr + qr + 1, kj ].
Before we proceed, we pay closer attention to the coordinates of T ′j , which is the leftmost
chain on the top row of Equation (11). More precisely, it consists of three parts:
(i) As mentioned in the paragraph after Equation (9), by applying Rule (a) of Algo-
rithm 2.2 between Cj and each of Cj+1, . . . , Cr−1, one can check that
r−1⋃
i=j+1
T ′i ⊂ [kr + qr + 1, kj ].
Suppose there are δ ≥ 0 coordinates in
⋃r−1
i=j+1 T
′
i , then there will be exactly δ
coordinates in T ′j having coordinates strictly greater than kj + p.
(ii) By applying Algorithm (2.2) to Cj and Cm, we have p coordinates (kj + 1)
1
p in T
′
j
as in Equation (11).
(iii) The other coordinates of T ′j are either equal to kj , or smaller than kj if they are
linked with Ct with t < j.
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In conclusion, the coordinates of T ′j are given by (
δ︷ ︸︸ ︷
♯ . . . ♯; (kj + 1)
1
p;
dj−δ−p︷ ︸︸ ︷
♭ . . . ♭), where ♯ . . . ♯
has coordinates greater than kj + p, and ♭ . . . ♭ has coordinates smaller than kj + 1.
We now arrange the coordinates of
⋃m
i=j T
′
i in Equation (11) as follows:
δ︷ ︸︸ ︷
♯ . . . ♯ >
p︷ ︸︸ ︷
(kj + 1)
1
p >
dj−p−δ︷ ︸︸ ︷
♭ · · · ♭ >
δ︷ ︸︸ ︷
r−1⋃
i=j+1
T ′i > T
′
r > · · · > T
′
m−1 > (km)
0
ar = · · · = (km)
0
am
> (km − 1)
−1
p > (km − (qr − dr + 1))
−1
dr
> · · · > (km − (qm−1 − dm−1 + 1))
−1
dm−1
Here elements in the blocks T ′r , . . . ,T
′
m−1 are still kept in the increasing manner. Note that
if x < y, then T ′x > T
′
y in terms of their coordinates.
We index the coordinates of τ shown in Equation (11) using the above ordering, with
the smallest coordinate indexed by 1:
(12)
(. . . (dm +Dr + dj − p+ 1)
1
p) ((dm +Dr+1 + 1)
1
dr ) · · · ((dm + 1)
1
dm−1)
((Dr + p)
−1
p (Dr + p+ 1)
1
ar (Dr)
−1
dr
(Dr + p+ ar + 1)
1
ar+1 · · · (Dm−1)
−1
dm−1
(Dr + p+
m−1∑
l=r
al + 1)
1
am),
where Dx :=
m−1∑
l=x
dl for r ≤ x ≤ m− 1. Note that the coordinates of the last row read as
(Dr + p, . . . , 2, 1) = ((Dr + p)
−1
p ; (Dr)
−1
dr
; . . . ; (Dm−1)
−1
dm−1
),
(Dr + p+ 1, . . . , dm − 1, dm) =
((Dr + p+ 1)
1
ar ; . . . ; (Dr + p+
x−1∑
l=r
al + 1)
1
ax ; . . . ; (Dr + p+
m−1∑
l=r
al + 1)
1
am).
Up to a translation of a constant of all coordinates, the difference between Equation (11)
and (12) gives (a W -conjugate of) {τ − ρ}, which is of the form:
(13)
(· · · (βj)
0
p) (βr)
0
dr · · · (βm−1)
0
dm−1
((αj)
0
p ∗ ∗ ∗ (αr)
0
dr ∗ ∗ ∗ · · · (αm−1)
0
dm−1 ∗ ∗ ∗)
Our goal is to show (10) and (13) are equal up to a translation of a constant of all coordi-
nates. So we need to show the following:
(i) αj = βj : We need to show
km − 1− (Dr + p) = kj + 1− (dm +Dr + dj − p+ 1).
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In fact, we have
Cm,1 = Cj,dj + 2p − 1
km + (dm − 1) = kj − (dj − 1) + 2p− 1
km − p− 1 = kj − dj + p− dm
km − 1− (Dr + p) = kj + 1− (dm +Dr + dj − p+ 1)
as required.
(ii) αx = βx for all r ≤ x ≤ m− 1: This is the same as showing
km − (qx − dx + 1)−Dx = kx + (qx − dx + 1)− (dm +Dx+1 + 1).
As in (i), we consider
Cm,1 = Cx,dx + 2qx − 1
km + (dm − 1) = kx − (dx − 1) + 2qx − 1
km − qx + dx − 1 = kx + qx − dm
km − qx + dx − 1−Dx +Dx+1 + dx = kx + (qx + 1)− (dm + 1)
km − qx + dx − 1−Dx = kx + (qx − d1 + 1)− (dm +Dx+1 + 1)
as we wish to show.
(iii) αj − αx = Ar−1 −Ax for all r ≤ x ≤ m− 1: In other words, we need to show
[(km − 1)− (Dr + p)]− [(km − (qx − dx + 1))−Dx] = Ar−1 −Ax = ar + · · ·+ ax
Indeed, by looking at Equation (9) and applying Rule (c) of Algorithm 2.2, one
gets
p+ (ar + · · ·+ ax) + (dr + · · · + dx) = qx
qx − p = (Ar−1 −Ax) + (Dr −Dx+1)
(km − 1)− (km − 1) + qx − p−Dr +Dx+1 = Ar−1 −Ax
[(km − 1)− (Dr + p)]− (km − 1) + qx + (Dx − dx) = Ar−1 −Ax
[(km − 1)− (Dr + p)]− [(km − (qx − dx + 1)) −Dx] = Ar−1 −Ax
so the result follows.
(iv) Collecting the ∗ ∗ ∗ entries of Equation (13) consecutively from left to right gives
αj, . . . , αr + 1︸ ︷︷ ︸
ar
; · · · · · · ; αx, . . . , αx+1 + 1︸ ︷︷ ︸
ax+1
; · · · · · · ; αm−1, . . . , αm−1 − (am − 1)︸ ︷︷ ︸
am
In order for the above expression to make sense, one needs αx − αx+1 = ax for all
r ≤ x ≤ m− 1 for instance. This is indeed the case, since αx − αx+1 = Ax −Ax+1
by (iii), and the latter is equal to ax+1 by the definition of Ax for r−1 ≤ x ≤ m−1.
So it suffices to check km − (Dr + p+
x∑
l=r
al + 1) = αx.
12 CHAO-PING DONG AND KAYUE DANIEL WONG
To see it is the case, one can check that the leftmost entry of the second row of
Equation (13) is equal to
αj = km − 1− (Dr + p)
αx +Ar−1 −Ax = km − (Dr + p+ 1) (by (iii))
αx +
x∑
l=r
al = km − (Dr + p+ 1)
αx = km − (Dr + p+
x∑
l=r
al + 1)
as follows.
Combining (i) – (iv), Equation (13) can be rewritten as
(· · · (αj)
0
p) ((αr)
0
dr ) · · · · · · ((αm−1)
0
dm−1)
((αj)
0
p (αj)
−1
ar (αr)
0
dr (αr)
−1
ar+1 · · · · · · (αm−1)
0
dm−1 (αm−1)
−1
am),
whose coordinates are in descending order from left to right. So it is equal to {τ − ρ} up
to a translation of a constant. Moreover, by comparing it with Equation (10), we have
shown that all coordinates of 2λ− ρ and {τ − ρ} differ by a constant (note that the other
coordinates on the left of Cj are taken care of by induction hypothesis). To see they are
exactly equal to each other, we calculate the true values of Am−1 and αm−1 in 2λ− ρ and
τ respectively on the entry marked by ⊛ below:
{. . . , ∗, . . . , ∗} {∗, . . . , ∗} · · · {∗, . . . , ∗}
{∗, . . . , ∗; ∗, . . . , ∗; ∗, . . . , ∗; ∗, . . . , ∗; · · · ; ∗, . . . ,⊛; ∗, . . . , ∗︸ ︷︷ ︸
am
}
For 2λ− ρ, ⊛ takes the value
Cm,dm−am − ρam+2,
where ρ = (ρn, . . . , ρ2, ρ1) with ρi = ρ1 + (i− 1). So it can be simplified as
Cm,dm−am − ρam+2 = km − (dm − 1) + 2am − ρam+2
= km − dm + 1 + 2am − ρ1 − (am + 1)
= km − dm + am − ρ1
On the other hand, for {τ − ρ}, ⊛ takes the value
km − qm−1 − ρ1
(Recall that we had αm−1 = km − qm−1 − 1 for ⊛ in our previous calculation).
By looking at Equation (9) and applying Rule (c) of Algorithm 2.2 again, one has
qm−1 = dm − am, hence 2λ − ρ and {τ − ρ} takes the same value on the ⊛ coordinate.
Since we have seen that their coordinates differ by the same constant, one can conclude
that 2λ− ρ = {τ − ρ}. 
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Example 2.6. For the the interlaced chain in Example 2.3, the translate of 2λ − ρ in
Equation (10) is equal to
{10 − 8 8− 6} {6− 4} {4− 2}
{9− 7 7− 5 5− 3 3− 1 1− 0}
=
{2 2} {2} {2}
{2 2 2 2 1}
.
Also, the translate of τ − ρ in Equation (13) is given by:
(9− 8 10− 9) (8− 7) (2− 1)
(4− 3 3− 2 5− 4 7− 6 5− 5)
=
(1 1) (1) (1)
(1 1 1 1 0)
Hence their coordinates differ by the same constant 1. To see 2λ − ρ and {τ − ρ} are
equal, where ρ = (4, 3, 2, 1, 0,−1,−2,−3,−4), one can look at the true values of them for
the rightmost entry of the bottom chain:
2λ− ρ : 1− ρ1 = 1− (−4) = 5; τ − ρ : 5− ρ5 = 5− 0 = 5.
Hence 2λ − ρ = {τ − ρ} = (6, 6, 6, 6, 6, 6, 6, 6, 5), and the unique K˜-type in the Dirac
cohomology of the corresponding unitary module is V(6,6,6,6,6,6,6,6,5).
3. Scattered Representations in SL(n)
It is easy to parametrize irreducible unitary representations of SL(n) using that of
GL(n). In such cases, we impose the condition on λ such that the sum of the coordinates
is equal to 0. In other words, for each possible regular, half-integral infinitesimal character
λ for SL(n), one can shift the coordinates by a suitable scalar, so that it corresponds to
the an infinitesimal character λ′ of GL(n) whose smallest coordinate is equal to 1/2.
Therefore, the irreducible unitary representations of SL(n) are parametrized by chains
with n coordinates whose smallest coordinate is equal to 1.
The following proposition characterizes which of these representations are scattered in
the sense of Section 1.4:
Proposition 3.1. Let π := J(λ,−sλ) be an irreducible unitary representation of SL(n)
such that λ is dominant and half-integral. Then π is a scattered representation if and only
if the translated Zhelobenko parameter (λ′,−sλ′) can be expressed as a union of interlaced
chains with smallest coordinate equal to 1.
Proof. By the arguments in Section 1.4, one only needs to check that s ∈ W involves all
simple reflections in its reduced expression if and only if (λ′,−sλ′) =
⋃m
i=0 Ci are interlaced.
Indeed, s ∈W can be read from
⋃m
i=0 Ci as follows: label the entries of
⋃m
i=0 Ci in descending
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order, e.g.
m⋃
i=0
Ci =
{pk+1, . . . } · · ·
{p1, p2, . . . , pk, pk+2, . . . } · · ·
with p1 > p2 > · · · > pn, then we ‘flip’ the entries of each chain Ci by {Ci,1, . . . , Ci,di} →
{Ci,di , . . . , Ci,1}. Suppose we have
{psk+1 , . . . } · · ·
{ps1 , ps2 , . . . , psk , psk+2 , . . . } · · ·
after flipping each chain, then s ∈ Sn is obtained by s =
(
1 2 . . . n
s1 s2 . . . sn
)
(see Example
3.2).
Define the equivalence class of interlaced chains by letting Ci ∼ Cj iff i = j, or Ci, Cj
are interlaced. So we have a partition of {p1, . . . , pn} by the entries of chains in the same
equivalence class. It is not hard to check that the entries on each partition have consecutive
indices, i.e.
Ei = {pai , pai+1, . . . , pbi−1, pbi}
and
⋃m
i=0 Ci are interlaced iff there is only one equivalence class.
We now prove the proposition. Suppose there exists more than one equivalence class,
i.e. we have
E1 = {p1, . . . , pa}; E2 = {pa+1, . . . , pb}
for some 1 ≤ a < n. Since the smallest element in any equivalence class must be the
smallest element of a chain, and the largest element in a class must be the largest element
of a chain, we have
Ci = { . . . , pa} {pa+1, . . . } = Cj .
By the above description of s ∈ Sn, it is obvious that s ∈ Sa × Sn−a ⊂ Sn, which does not
involve the simple reflection sa.
Conversely, if there is only one equivalence class, we suppose on the contrary that there
exists some 1 ≤ a < n such that s ∈ Sa × Sn−a. Since pa, pa+1 are in the same equivalence
class, then at least one of the following
{pa, pa+1}, {pa, pa+2}, {pa−1, pa+1}
is in the same chain Ci for some 0 ≤ i ≤ m. By ‘flipping’ Ci in either case, there must be
some u ≤ a < a+ 1 ≤ v such s =
(
. . . u . . . v . . .
. . . v . . . u . . .
)
. The reduced expression of such
s must involve the simple reflection sa, hence we obtain a contradiction. Therefore, s must
involve all simple reflections in its reduced expression. 
Example 3.2. Consider the interlaced chain with smallest coordinate 1 given in Example
2.3:
{10 8} {6} {4}
{9 7 5 3 1}
SCATTERED REPRESENTATIONS 15
Its corresponding irreducible representation in SL(9) has Langlands parameter (λ′,−sλ′),
where s =
(
1 2 3 4 5 6 7 8 9
3 9 1 8 5 6 7 4 2
)
, and λ′ = [1/2, 1/2, 1/2, 1/2, 1/2, 1/2, 1], where
[a1, . . . , am] is defined by
[a1, . . . , am] := a1̟1 + . . . ,+am̟m.
In fact, the coordinates of λ′ is simply obtained by taking the difference of the neighboring
coordinates of λ = 12(10, 9, 8, 7, 6, 5, 4, 3, 1).
The calculation in Example 2.3 implies that the spin-lowest K-type for J(λ′,−sλ′) in
SL(8) is V[1,1,1,2,0,1,1,1].
Example 3.3. We explore the possibilities of chains
⋃m
i=0 Ci whose corresponding Zh-
elobenko parameter (λ′,−sλ′) gives a spherical representation.
In order for the lowest K-type to be trivial, we need the Ti’s in Algorithm 2.2 to have
the same average value ki for all i, that is, the mid-point of all Ci’s (if there is more than
one) must be the same. This leaves the possibility of
⋃m
i=0 Ci consisting of a single chain,
which corresponds to the trivial representation, or there are two chains of lengths a > b > 0
whose entries are of different parity. Hence it must be of the form
{2a− 1, 2a− 3, . . . , 3, 1} ∪ {a+ (b− 1), a+ (b− 3), . . . , a− (b− 3), a− (b− 1)},
where a, b are of different parity.
In other words, such representations can only occur for SL(n) with n = a + b is odd,
and is equal to Ind
SL(n)
S(GL(a)×GL(b))(triv⊗ triv), which are the unipotent representations cor-
responding to the nilpotent orbit with Jordan block (2b1a−b) (see [BP, Section 5.3]). Its
Langlands parameter (λ′,−sλ′) has 2λ′ = [ 2, . . . , 2︸ ︷︷ ︸
(a−b−1)/2
, 1, . . . , 1︸ ︷︷ ︸
2b
, 2, . . . , 2︸ ︷︷ ︸
(a−b−1)/2
] and s = w0 (see
[DD, Conjecture 5.6]). Moreover, its spin-lowest K-type is given by Equation (5.5) of
[BP], which matches with our calculations in Algorithm 2.2.
For the rest of this section, we give two applications of Proposition 3.1:
3.1. The spin-lowest K-type is unitarily small. To offer a unified conjectural descrip-
tion of the unitary dual, Salamanca-Riba and Vogan formulated the notion of unitarily
small (u-small for short) K-type in [SV]. Here we only quote it for a complex connected
simple Lie group G – using the setting in the introduction, a K-type Vδ is u-small if and
only if 〈δ − 2ρ,̟i〉 ≤ 0 for 1 ≤ i ≤ rank(g0) (see Theorem 6.7 of [SV]).
Lemma 3.4. Let λ =
∑rank(g0)
i=1 λi̟i ∈ h
∗
0 be a dominant weight such that λi =
1
2 or 1 for
each 1 ≤ i ≤ n, and Vδ be the K-type with highest weight δ such that
{δ − ρ} = 2λ− ρ.
Then 〈δ − 2ρ,̟i〉 ≤ 0, 1 ≤ i ≤ rank(g0). Therefore, the K-type Vδ is u-small.
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Proof. By assumption, there exists w ∈W such that δ = w−1(2λ− ρ) + ρ. Thus
〈δ − 2ρ,̟i〉 = 〈w
−1(2λ− ρ)− ρ,̟i〉
= 〈w−1(2λ− ρ),̟i〉 − 1
= 〈2λ− ρ,w(̟i)〉 − 1.
On the other hand, let w = sβ1sβ2 · · · sβp be a reduced decomposition of w into simple root
reflections. Then by Lemma 5.5 of [DH],
(14) ̟i − w(̟i) =
p∑
k=1
〈̟i, βk〉sβ1sβ2 · · · sβk−1(βk).
Note that sβ1sβ2 · · · sβk−1(βk) is a positive root for each k. Now we have that
〈δ − 2ρ,̟i〉 =
〈
2λ− ρ,̟i −
p∑
k=1
〈̟i, βk〉sβ1sβ2 · · · sβk−1(βk)
〉
− 1
= 2λi − 2−
p∑
k=1
〈̟i, βk〉〈2λ− ρ, sβ1sβ2 · · · sβk−1(βk)〉
≤ 2λi − 2
≤ 0.

Corollary 3.5. The unique spin-lowest K-type Vτ of any scattered representation of SL(n)
is u-small. Consequently, Conjecture C of [DD] holds for SL(n).
Proof. Let (λ,−sλ) be the Zhelobenko parameter for a scattered representation of SL(n).
Write λ =
∑n−1
i=1 λi̟i in terms of the fundamental weights. Then it is direct from our
definition of the interlaced chains that each λi is either
1
2 or 1 (recall Proposition 3.1 and
Example 3.2). Let Vτ be the unique spin-lowest K-type of the scattered representation.
Then {τ − ρ} = 2λ− ρ (see Proposition 2.5). Thus the result follows from Lemma 3.4. 
3.2. Number of scattered representations. As another application of Proposition 3.1,
we compute the number of scattered representations of SL(n). By the proposition, it is
equal to the number of interlaced chains with n entries with the smallest entry equal to 1.
We now give an algorithm of constructing new interlaced chains with smallest coordinate
equal to 1 from those with one less coordinate:
Algorithm 3.6. Let
p⋃
i=1
{2Ai − 1, . . . , 2ai − 1} ∪
q⋃
j=1
{2Bj , . . . , 2bj} be a union of interlaced
chains with such that
• Ai′ > Ai if i
′ > i, and Bj′ > Bj if j
′ > j; and
• 2ap − 1 = 1
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We construct two new interlaced chains with one extra coordinate as follows. (When q = 0,
we adopt CASE I only.)
CASE I: If 2Ap − 1 > 2Bq + 1, then the two new interlaced chains are
{2Bq . . . 2bq} . . .
{2Ap + 1 2Ap − 1 . . . 2ap − 1} . . .
and
{2Ap − 2} {2Bq . . . 2bq} . . .
{2Ap − 1 . . . . . . 2ap − 1} . . .
CASE II: If 2Ap − 1 = 2Bq + 1, then the two new interlaced chains are
{2Bq . . . 2bq} . . .
{2Ap + 1 2Ap − 1 . . . 2ap − 1} . . .
and
{2Bq + 2 2Bq . . . 2bq} . . .
{2Ap − 1 . . . 2ap − 1} . . .
CASE III: If 2Ap − 1 = 2Bq − 1, then the two new interlaced chains are
{2Bq . . . 2bq} . . .
{2Ap + 1 2Ap − 1 . . . 2ap − 1} . . .
and
{2Bq + 2 2Bq . . . 2bq} . . .
{2Ap − 1 . . . 2ap − 1} . . .
CASE IV: If 2Ap − 1 < 2Bq − 1, then the two new interlaced chains are
{2Bq . . . . . . 2Bq} . . .
{2Bq − 1} {2Ap − 1 . . . 2ap − 1} . . .
and
{2Bq + 2 2Bq . . . 2bp} . . .
{2Ap − 1 . . . 2ap − 1} . . .
Example 3.7. Suppose we begin with an interlaced chain {9, 7, 5, 3, 1} ∪ {4, 2}. Then the
new interlaced chains with one extra coordinate are
{11, 9, 7, 5, 3, 1} ∪ {4, 2} and {9, 7, 5, 3, 1} ∪ {8} ∪ {4, 2}.
Proposition 3.8. All interlaced chains with n ≥ 2 entries with smallest coordinate equal to
1 can be obtained uniquely from the chain {3 1} by inductively applying the above algorithm.
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Proof. Suppose
⋃m
i=0 Ci be interlaced chains with largest coordinate equal to M ∈ C0. We
remove a coordinate from it by the following rule: If Ci 6= {M − 1} for all i, remove the
entry M from C0. Otherwise, remove the whole chain {M − 1} from the original interlaced
chains.
One can easily check from the definition of interlaced chain that the reduced chains are
still interlaced, and one can recover the original chain by applying Algorithm 3.6 on the
reduced chain.
Therefore, for all interlaced chains with smallest entry 1, we can use the reduction
mentioned in the first paragraph repeatedly to get an interlaced chain with only 2 entries,
which must be of the form {3 1}, and repeated applications of Algorithm 3.6 on {3 1}
will retrieve the original interlaced chains (along with other chains). In other words, all
interlaced chains with smallest entry 1 can be obtained by Algorithm 3.6 inductively on
{3 1}.
We are left to show that all interlaced chains are uniquely constructed using the algorithm
– Suppose on the contrary that there are two different interlaced chains that give rise to
the same
⋃m
i=0 Ci after applying Algorithm 3.6. By the algorithm, these two chains must
be obtained from
⋃m
i=0 Ci by removing its largest odd entry Mo ∈ Cp or largest even entry
Me ∈ Cq. So they must be equal to⋃
i 6=p
Ci ∪ (Cp\{Mo}) and
⋃
i 6=q
Ci ∪ (Cq\{Me})
respectively.
Assume Mo > Me for now (and the proof for Me > Mo is similar). By applying
Algorithm 3.6 to
⋃
i 6=q Ci ∪ (Cq\{Me}), we obtain two interlaced chains⋃
i 6=p,q
Ci ∪ C
′
p ∪ (Cq\{Me}) and
⋃
i 6=q
Ci ∪ (Cq\{Me}) ∪ {Mo − 1},
where C′p := {Mo+2,
Cp︷ ︸︸ ︷
Mo, . . . ,mo}. Note that none of the above gives rise to the interlaced
chains
⋃m
i=0 Ci: Even in the case when M0 − 1 = Me, (Cq\{Me}) ∪ {Mo − 1} and Cq are
different – although they have the same coordinates, the first consists of two chains while
the second consists of one chain only. So we have a contradiction, and the result follows. 
Corollary 3.9. The number of interlaced chains with n coordinates and the smallest co-
ordinate equal to 1 is equal to 2n−2.
Since the scattered representations of SL(n + 1) is in one to one correspondence with
interlaced chains with n+1 coordinates having smallest coordinate 1, this corollary implies
that the number of scattered representations of Type An is equal to 2
n−1. This verifies
Conjecture 5.2 of [D2]. Moreover, by using atlas, the spin-lowest K-types for all scattered
representations of SL(n) with n ≤ 6 are given in Tables 1–3 of [D2]. One can easily check
the results there match with our Vτ in Algorithm 2.2.
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Example 3.10. Let us start from SL(2,C) and the chain {3 1}. This chain corresponds
to the trivial representation.
Now we consider SL(3,C). By Algorithm 3.6, the chain {3 1} for SL(2) produces two
chains
{5 3 1}
{3 1}
{2}
.
The first corresponds to the trivial representation, while the second gives the represen-
tation with λ = [12 ,
1
2 ] and s =
(
1 2 3
3 2 1
)
. One computes by Algorithm 2.2 that the
spin-lowest K-type τ = [1, 1].
Now let us consider SL(4). By Algorithm 3.6, the chain {5 3 1} for SL(3) produces
two chains
{7 5 3 1}
{5 3 1}
{4}
.
The first chain corresponds to the trivial representation, while the second one gives the
representation with λ = [12 ,
1
2 , 1] and s =
(
1 2 3 4
4 2 3 1
)
. One computes by Algorithm 2.2
that the spin-lowest K-type τ = [2, 0, 1]. The other chain of SL(3) shall produce
{5 3 1} {3 1}
{2} {4 2}
One computes that λ = [1, 12 ,
1
2 ], s =
(
1 2 3 4
4 2 3 1
)
, τ = [1, 0, 2]; and that λ = [12 ,
1
2 ,
1
2 ],
s =
(
1 2 3 4
3 4 1 2
)
, τ = [1, 1, 1], respectively. These four representations (and their spin-
lowest K-types) match precisely with Table 1 of [D2].
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