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Abstrakt
Pra´ce se zameˇrˇuje na neuronovou sı´t’zvanou Flexibilnı´ neuronovy´ strom. Popisuje nejen
strukturu a parametry sı´teˇ samotne´, ale take´ postupy, jak nale´zt optima´lnı´ neuronovou
sı´t’pro konkre´tnı´ u´lohu. Vy´sledkem pra´ce je implementace knihovny v prostrˇedı´ .NET,
ktera´ umozˇnˇuje automaticky nale´zt vhodnou neuronovou sı´t’pro konkre´tnı´ zada´nı´.
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Abstract
The work is focused on a neural network which is called the Flexible Neural Tree. It
describes not only network structure and parameters, but it also describes the techniques,
how to find out the optimal neural network for a specific task.
Keywords: Flexible Neural Tree, neural network, evolutionary algorithms, genetic pro-
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61 U´vod
Vy´zkum lidske´ho mozku zaujal veˇdce natolik, zˇe se rozhodli vytvorˇit jeho umeˇly´ model.
Jelikozˇ je mozek velice slozˇity´ syste´m a jeho funkce nebyly dosud plneˇ prozkouma´ny a
popsa´ny, bylo a je te´meˇrˇ nemozˇne´ plneˇ napodobit fungova´nı´ mozku. Jeho za´kladnı´ cˇa´sti
je rozsa´hla´ sı´t’mnoha navza´jem propojeny´ch neuronu˚. Zprvu tedy byly snahy o vytvorˇenı´
matematicke´ho modelu neuronu a jednoduche´ sı´teˇ, skla´dajı´cı´ se z neˇkolika takovy´chto
neuronu˚. Na pocˇa´tku cˇtyrˇica´ty´ch let dvaca´te´ho stoletı´ prˇedstavili McCuloch a Pitts prvnı´
model umeˇle´ho neuronu a jednoduchou sı´t’, skla´dajı´cı´ se z teˇchto neuronu˚. Tato sı´t’byla
nemodifikovatelna´. To znamena´, zˇe prˇi vytva´rˇenı´ se zvolila pevna´ struktura sı´teˇ a nasta-
vily se jı´ na pevno hodnoty parametru˚. Tito pa´nove´ na´sledneˇ prohla´sili, zˇe prˇi vhodneˇ
zvolene´ strukturˇe sı´teˇ a vhodne´m nastavenı´ hodnot parametru˚ doka´zˇe takova´ sı´t’prova´-
deˇt stejne´ u´lohy jako klasicky´ pocˇı´tacˇ. Objevuje se tedy dalsˇı´ du˚vod k vy´zkumu umeˇly´ch
neuronovy´ch sı´tı´. Tedy nejen pozna´va´nı´, jak funguje lidsky´ mozek, ale i inspirace nove´ho
zpu˚sobu rˇesˇenı´ vy´pocˇetnı´ch proble´mu˚. Potı´zˇ vsˇak byla v nalezenı´ vhodny´ch hodnot para-
metru˚ tohoto modelu pro rˇesˇenı´ konkre´tnı´ch u´loh. Pozdeˇji byly objeveny algoritmy, ktere´
doka´zˇı´ najı´t tyto hodnoty automaticky. Nazy´vajı´ se ucˇı´cı´ nebo tre´novacı´ algoritmy. Tı´mto
byl vyrˇesˇen proble´m nastavova´nı´ hodnot parametru˚ a za´rovenˇ se otevrˇely dalsˇı´ mozˇnostı´
v te´to oblasti. Objev ucˇı´cı´ch algoritmu˚ tak zvedl za´jem dalsˇı´ch veˇdcu˚ a nadsˇencu˚ v oblasti
vy´zkumu neuronovy´ch sı´tı´.
Protozˇe jeden typ sı´teˇ nenı´ vhodny´ pro rˇesˇenı´ vsˇech typu˚ u´loh, vznikaly dalsˇı´ a dalsˇı´
typy neuronovy´ch sı´tı´, ktere´ se lisˇily topologiı´ neboli vnitrˇnı´ strukturou. Neuronove´ sı´teˇ
tak byly schopny rˇesˇit proble´my jako klasifikace, predikce, aproximace, atd. Bylo tedy
vytvorˇeno neˇkolik typu˚ neuronovy´ch sı´tı´ a pro neˇ nalezeny vhodne´ tre´novacı´ algoritmy
ucˇı´cı´ neuronove´ sı´teˇ rˇesˇit konkre´tnı´ proble´m. Sta´le se vsˇak musela manua´lneˇ navrhovat
vhodna´ struktura sı´teˇ. Ota´zkyna´vrhuvhodne´ strukturyneuronove´ sı´teˇ se ty´kajı´ naprˇı´klad
pocˇtu pouzˇity´ch neuronu˚ v sı´ti. Bude-li pocˇet neuronu˚ prˇı´lisˇ maly´, nebude sı´t’ schopna
spra´vne´ho zobecnˇova´ni. Nebude totizˇ schopna naucˇit se vsˇem tre´novacı´m vzoru˚m. Na
druhou stranu, pokud by byl pocˇet neuronu˚ prˇı´lisˇ velky´, opeˇt nebude sı´t’schopna spra´v-
ne´ho zobecnˇova´ni. Tentokra´t ale z jine´ho du˚vodu. Sı´t’se naucˇı´ vsˇem tre´novacı´m vzoru˚m,
ale s velkou prˇesnostı´. Bude tedy umeˇt prˇesneˇ odpovı´dat jen na prˇedem naucˇene´ vzory.
Dalsˇı´ ota´zkou na´vrhu vhodne´ struktury je topologie neboli vza´jemne´ propojenı´ teˇchto
neuronu˚. I pro tuto problematiku se nasˇlo neˇkolik zpu˚sobu˚ rˇesˇenı´, ale algoritmy jsou
slozˇite´ a ne vzˇdy vedou k optima´lnı´mu na´vrhu struktury sı´teˇ. Tuto ota´zku cˇa´stecˇneˇ rˇesˇı´
jednotlive´ typy neuronovy´ch sı´tı´, ktere´ kladou jista´ omezenı´ na propojenı´ neuronu˚. Kazˇdy´
typ sı´teˇ se tedy hodı´ pro jinou trˇı´du proble´mu˚.
Prˇedmeˇtem te´to pra´ce je implementace neuronove´ sı´teˇ typu Flexibilnı´ neuronovy´ strom.
Algoritmy pouzˇite´ v implementaci rˇesˇı´ oba vy´sˇe zminˇovane´ proble´my na´vrhu auto-
maticky. Na za´kladeˇ prˇedlozˇenı´ konkre´tnı´ho vy´pocˇetnı´ho proble´mu naleznou vhodnou
strukturu flexibilnı´ho neuronove´ho stromu rˇesˇı´cı´ho tento proble´m a nastavı´ vsˇechny po-
trˇebne´ parametry na spra´vne´ hodnoty. Dalsˇı´ cˇa´sti pra´ce se veˇnujı´ za´kladnı´mu prˇehledu
7typu˚ neuronovy´ch sı´tı´, soucˇasne´mu stavu pozna´nı´ ohledneˇ flexibilnı´ch neuronovy´ch
stromu˚ a take´ testovacı´m prˇı´kladu˚m, ukazujı´cı´m mozˇnosti pouzˇitı´ tohoto typu neuro-
nove´ sı´teˇ.
82 Neuronove´ sı´teˇ
Pod pojmem neuronova´ sı´t’ ve vy´pocˇetnı´ technice rozumı´me umeˇlou neuronovou sı´t’,
ktera´ se snazˇı´ napodobit biologickou neuronovou sı´t’. Mysˇlenka pouzˇitı´ neuronove´ sı´teˇ
k rˇesˇenı´ slozˇity´ch u´kolu˚ se inspiruje prˇı´rodou. V prˇı´rodeˇ lze nale´zt spoustu zˇivocˇichu˚,
disponujı´cı´ch neuronovou sı´tı´, kterˇı´ musı´ neusta´le rˇesˇit neˇjake´ u´koly. Tuto biologickou
neuronovou sı´t’nazy´va´memozek. Bylo vypozorova´no, zˇe i zˇivocˇichove´ s relativneˇ malou
neuronovou sı´tı´, doka´zˇı´ rˇesˇit slozˇite´ situace (u´koly). I kdyzˇ se doposud umeˇle´ neuronove´
sı´teˇ zdaleka nevyrovnajı´ teˇm biologicky´m, jsou jejich vy´sledky pouzˇitelne´ pro rˇesˇenı´ ru˚z-
ny´ch vy´pocˇetnı´ch proble´mu˚. Podkladem pro studium vyuzˇitı´ neuronovy´ch sı´ti se tedy
stala cˇinnost mozku. Acˇkoli majı´ neuronove´ sı´teˇ vysoky´ vy´pocˇetnı´ vy´kon v rea´lne´m cˇase,
nedajı´ se pouzˇı´t na rˇesˇenı´ vsˇech vy´pocˇetnı´ch proble´mu˚, protozˇe da´vajı´ neprˇesne´ vy´sledky.
Jejich vy´hoda spocˇı´va´ ve schopnosti naucˇit se rˇesˇit dany´ proble´m na za´kladeˇ prˇedkla´da´nı´
takzvany´ch tre´novacı´ch vzoru˚. To ma´ tu vy´hodu, zˇe nemusı´me zna´t prˇesny´ algoritmus
rˇesˇenı´. My jen „uka´zˇeme“ neuronove´ sı´ti neˇkolik prˇı´kladu˚ a sı´t’si sama najde algoritmus
rˇesˇenı´, pokud neˇjaky´ existuje. Neuronove´ sı´teˇ jsou tedy s vy´hodou pouzˇı´va´ny vsˇude tam,
kde nezna´me algoritmus rˇesˇenı´ nebo je algoritmus prˇı´lisˇ slozˇity´ pro matematicke´ formu-
lova´nı´ proble´mu.Neuronove´ sı´teˇ tak najdouuplatneˇnı´ naprˇı´klad v oblastech optimalizace
topologie, syste´mech pro rozhodova´nı´, komprese a ko´dova´nı´, predikce cˇasovy´ch rˇad a
take´ v oblasti umeˇle´ inteligence.
Pro lepsˇı´ pochopenı´ si mu˚zˇeme neuronovou sı´t’ zjednodusˇeneˇ prˇedstavit jako cˇernou
skrˇı´nˇku. Ve fa´zi ucˇenı´ prˇedkla´da´me na jednom konci skrˇı´nˇky prˇı´klady a na druhe´m konci
jejich rˇesˇenı´. Skrˇı´nˇka na to reaguje zmeˇnou sve´ho vnitrˇnı´ho stavu. Tuto cˇinnost opakujeme
dokola po urcˇity´ cˇas. Po neˇkolika takovy´ch cyklech je skrˇı´nˇka schopna naucˇit se odpovı´-
dat na nasˇe prˇı´klady sama. Neuronova´ sı´t’tedy disponuje schopnostı´ ucˇit se. Po ukoncˇenı´
fa´ze ucˇenı´ je skrˇı´nˇka schopna odpovı´dat nejen na naucˇene´ prˇı´klady, ale i na prˇı´klady, ktere´
jı´ v pru˚beˇhu ucˇenı´ prˇedlozˇeny nebyly. Na nenaucˇene´ prˇı´klady vsˇak skrˇı´nˇka odpovı´da s
mensˇı´ prˇesnostı´ nezˇ na ty, ktere´ ji byly prˇedkla´da´ny ve fa´zi ucˇenı´, nebot’ je „odhaduje“
na za´kladeˇ toho, co se naucˇila. Druhou schopnostı´ neuronove´ sı´teˇ je tedy zobecnˇova´nı´
neboli generalizace. Sı´t’ je schopna´ urcˇite´ abstrakce. Tyto dveˇ schopnosti sı´teˇ jdou vsˇak
proti sobeˇ. Sı´t’, ktera´ se naucˇı´ odpovı´dat na prˇedkla´dane´ prˇı´klady s velkou prˇesnostı´, ma´
snı´zˇenou schopnost zobecnˇova´nı´. Neˇkdy se tento stav nazy´va´ take´ „prˇeucˇenı´ sı´teˇ“. Na-
opak sı´t’, ktera´ umı´ dobrˇe zobecnˇovat, tedy odpovı´dat i na neprˇedlozˇene´ prˇı´klady, bude
odpovı´dat s mensˇı´ prˇesnostı´.
2.1 Biologicky´ neuron
Za´kladem kazˇde´ neuronove´ sı´teˇ jsou neurony. Neurony jsou mezi sebou propojeny a
slouzˇı´ k prˇenosu, zpracova´nı´ a uchova´nı´ informacı´. Vzorem pro mamtematicky´ model
neuronu je biologicky´ neuron. Ten se skla´da´ z teˇla zvane´ho soma, ze ktere´ho vybı´ha´ neˇko-
lik tisı´c vy´beˇzˇku˚ nazy´vany´ch dendrity a vla´kno zvane´ axon. Dendrity jsou dlouhe´ pouze
neˇkolik milimetru˚ a tvorˇı´ vstupy neuronu. Axon naby´va´ de´lky azˇ okolo 60 centimetru˚ a
prˇedstavuje vy´stup neuronu. Konec axonu je rozveˇtven do tzv. synapsı´, ktere´ tvorˇı´ sty-
9Obra´zek 1: Model biologicke´ho neuronu - prˇevzato z [13]
kove´ plosˇky. Synapse pak prˇile´hajı´ na dendrity dalsˇı´ch neuronu˚ a tı´m utva´rˇejı´ spojenı´
mezi neurony. Synapse jsou dvojı´ho druhu. Excitacˇnı´, ktere´ zesilujı´ vy´stupnı´ signa´l a inhi-
bicˇnı´, ktere´ tlumı´ vy´stupnı´ signa´l.
Biologicky´ neuronma´ za u´kol shroma´zˇdit informace ze svy´chvstupu˚, zpracovat je aposlat
na vy´stup. Jelikozˇ vy´stup (axonove´ vla´kno) je na sve´m konci rozveˇtven do mnoha syna-
psı´, mu˚zˇe mı´t neuron obecneˇ mnoho vy´stupu˚. Zpracova´nı´ vstupnı´ch informacı´ spocˇı´va´
v jejich sumaci (secˇtenı´, prˇı´padneˇ odecˇtenı´) a na´sledne´m porovna´nı´ s hodnotou prahu.
Pokud vy´sledna´ hodnota sumace vstupu˚ zvana´ potencia´l prˇekrocˇı´ prahovoou u´rovenˇ, je
neuron aktivova´n, cˇili vysˇle signa´l na vy´stup. Jelikozˇ se tento deˇj (sumace, prahova´nı´ a
aktivace) s urcˇitou frekvenci opakuje, prˇena´sˇı´ se informace posloupnostı´ impulsu˚, cozˇ na-
zy´va´me frekvencˇnı´ modulacı´. Protozˇe synapse neuronu mohou vy´stupnı´ signa´l zesilovat
nebo utlumovat, obdrzˇı´ na´sledujı´cı´ neurony, s tı´mto neuronem spojene´, ru˚zne´ velikosti
vy´stupnı´ho signa´lu na svy´ch vstupech. Vlastnost synapse zesı´lenı´ nebo utlumenı´ signa´lu
je vyja´drˇena jako synapticka´ va´ha. Va´hy jednotlivy´ch synapsı´ se s cˇasem meˇnı´. Ma´-li
konkre´tnı´ spoj z jednoho neuronu do druhe´ho veˇtsˇı´ vy´znam nezˇ spoje do jiny´ch neuronu˚,
posı´lı´ se va´ha jeho synapse. Naopak, ma´-li spoj mensˇı´ vy´znam, projevı´ se to snı´zˇenı´m
synapticke´ va´hy. Zmeˇny synapticky´ch vah na spojı´ch mezi jednotlivy´mi neurony jsou
vy´sledkem procesu ucˇenı´ neuronove´ sı´teˇ.
2.2 Forma´lnı´ neuron
Umeˇly´ neboli synteticky´ neuron je zjednodusˇeny´ matematicky´ model biologicke´ho neu-
ronu, nazy´vany´ take´ forma´lnı´ neuron.Matematickou formulaci neuronu zava´dı´me proto,
abychom mohli neuron simulovat pomocı´ pocˇı´tacˇe a pouzˇı´vat jej pro rˇesˇenı´ u´loh. Struk-
tura forma´lnı´ho neuronu je zobrazena na obra´zku cˇ. 2. Forma´lnı´ neuron (da´le jen neuron)
obsahuje n vstupu˚ x1, . . . , xn, ktere´ prˇedstavujı´ dendrity. Vstupy jsou ohodnoceny va´-
hami w1, . . . , wn, ktere´ jsou analogiı´ synapticky´ch vah. Va´zˇena´ suma vstupnı´ch hodnot
pak prˇedstavuje vnitrˇnı´ potencia´l neuronu. Odecˇtenı´m prahu od tohoto potencia´lu zı´s-
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Obra´zek 2: Model forma´lnı´ho neuronu - prˇevzato z www.elektrorevue.cz
ka´me hodnotu, ktera´ je da´le zpracova´na aktivacˇnı´ funkcı´ neuronu. Vy´sledkem aktivacˇnı´
funkce je vy´stupnı´ hodnota neuronu. Hodnoty vsˇech vstupu˚, vah, prahu˚ a vy´stupu˚ by´vajı´
nejcˇasteˇji rea´lna´ cˇı´sla.
Matematicky to mu˚zˇeme zapsat takto:
y = σ

n
i=1
wixi − w0

(1)
Kde:
xi - jsou hodnoty vstupu˚
wi - jsou hodnoty vah
w0 - je hodnota prahu
n - je pocˇet vsˇech vstupu˚
σ - je aktivacˇnı´ funkce
y - je vy´stup
Matematicky´ch funkcı´, ktere´ lze pouzˇı´t jako aktivacˇnı´ funkce neuronu, existuje vı´ce.
Konkre´tnı´ pouzˇita´ funkce pak da´va´ neuronu, a tı´m i cele´ neuronove´ sı´ti, konkre´tnı´ cho-
va´nı´. Neˇktere´ funkce pouzˇı´vane´ v modelech neuronu˚ jsou vyobrazeny na obra´zcı´ch 3 -
6.
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Obra´zek 3: Pru˚beˇh funkceOstra´ nelinea-
rita
Obra´zek 4: Pru˚beˇh funkce Radia´lnı´ ba´ze
Obra´zek 5: Pru˚beˇh funkceHyperbolicky´
tangens
Obra´zek 6: Pru˚beˇh funkce Standardnı´
sigmoida
2.3 McCuloch - Pittsu˚v model neuronu
Prvnı´ model forma´lnı´ho neuronu byl roku 1943 prˇedstaven McCulochem a Pittsem. Byl
to bina´rnı´ prahovy´ neuron, ktery´ pouzˇı´val na svy´ch vstupech i na sve´m vy´stupu pouze
hodnoty „0“ a „1“. Hodnota „1“ na vstupu neuronu oznacˇovala, zˇe prˇicha´zı´ vzruch, hod-
nota „0“ pak, zˇe vzruch neprˇicha´zı´. Excitacˇnı´ synapse byla vyja´drˇena va´hovou hodnotou
„+1“, kterou se vyna´sobil vstup a inhibicˇnı´ synapse hodnotou „-1“. Tyto va´hove´ hodnoty
byly pevneˇ dane´. Jako aktivacˇnı´ funkce byla pouzˇita skokova´ funkce zvana´Ostra´ nelinea-
rita, obr. 3. Hodnota „1“ se tedy na vy´stupu objevila pouze pokud va´zˇeny´ soucˇet vsˇech
vstupu˚ prˇesa´hl prahovou hodnotu. Tento model se od skutecˇne´ho biologicke´ho neuronu
sice podstatneˇ lisˇı´, ale i prˇesto je schopen rˇesˇit neˇktere´ typy u´loh.
„McCulloch a Pitts doka´zali, zˇe synchronnı´ pole takovy´chto neuronu˚ je v principu schopno libo-
volne´ho vy´pocˇtu a tudı´zˇ mu˚zˇe prova´deˇt stejne´ vy´pocˇty jako digita´lnı´ pocˇı´tacˇ.“[7].
Proble´m vsˇak nasta´va´ s volbou vhodne´ struktury sı´teˇ a s nastavenı´m prahu˚ a vah jed-
notlivy´ch neuronu˚. Sı´teˇ z teˇchto neuronu˚ se totizˇ konstruovaly jako nemeˇnne´. Jiny´mi
slovy, nebyly schopne´ ucˇenı´. Take´ vlastnosti tohoto typu neuronu, jako naprˇ. skokova´
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zmeˇna vy´stupu a jedna u´rovenˇ vy´stupnı´ho signa´lu oproti spojite´ zmeˇneˇ vy´stupu a sledu˚
impulsu˚ na vy´stupu u biologicke´ho neuronu, nejsou vhodne´ pro neˇktere´ typy u´loh. Z
teˇchto du˚vodu˚ se zacˇal hledat jiny´ model neuronu.
2.4 Perceptron
V roce 1958 tedy prˇisˇel na sce´nu novy´ model neuronu nazvany´ Perceptron, jehozˇ autorem
je Frank Rosenblatt. Jen pro urˇesneˇnı´, slovo Perceptron se pouzˇı´va´ pro na´zev urcˇite´ho
typu neuronu a taky pro neuronovou sı´t’ slozˇenou z teˇchto neuronu˚. Rosenblatt prˇisˇel
na jednoduchy´ ucˇı´cı´ algoritmus, ktery´m dovedl ucˇit jednovrstvou perceptronovou sı´t’.
Za´kladem toho byla zmeˇna v konstrukci sı´teˇ, zˇe synapticke´ va´hy jizˇ nebyly pevneˇ dane´,
ale mohly se meˇnit podle potrˇeby. Tato zmeˇna prˇidala schopnost sı´ti ucˇit se a tı´mto se
model prˇiblı´zˇil sve´mu biologicke´mu vzoru. Princip spocˇı´val v tom, zˇe nejdrˇı´ve zazname-
nal odpoveˇdi (vy´stupnı´ hodnoty) vsˇech neuronu˚ na konkre´tnı´ podneˇt a pote´ meˇnil va´hy
spojenı´ takto: Pokud byla odpoveˇd’ neuronu spra´vna´, va´hy nemeˇnil. Pokud byla odpo-
veˇd’ sˇpatna´, meˇnil va´hy vsˇech spoju˚, ktere´ do neˇj vedly. Meˇl-li by´t neuron aktivnı´, posı´lil
va´hy. Meˇl-li by´t neaktivnı´, zeslabil je. Jednovrstva´ perceptronova´ sı´t’vsˇak doka´zˇe rˇesˇit jen
neˇktere´ jednoduche´ typy u´loh a proto se jı´ nedosta´valo prˇı´lisˇ za´jmu. Nedoka´zˇe naprˇı´klad
rˇesˇit ani tak za´kladnı´ u´kol, ktery´m je operace XOR. Obecneˇ je to tak, zˇe nedoka´zˇe rˇesˇit
linea´rneˇ neseparovatelne´ proble´my, jak ukazuje obra´zek 8 v kapitole 2.5.
Teprve po objevenı´ algoritmu schopne´ho ucˇit i vı´cevrstvou sı´t’, se vy´voj neuronovy´ch
sı´tı´ podstatneˇ zmeˇnil. Tento algoritmus se nazy´va´ back-propagation, cozˇ v prˇekladu zna-
mena´ metoda zpeˇtne´ho sˇı´rˇenı´ a prˇedstavili jej v roce 1986 David E. Rumelhart, Geoffrey
E. Hinton a Ronald J. Williams. Aby mohli algoritmus pouzˇı´t, provedli neˇkolik zmeˇn.
Vstupy, vy´stupy a va´hy uzˇ nepracovaly jen s bina´rnı´mi hodnotami, ale pouzˇı´valy rea´lna´
cˇı´sla. Prˇestali pouzˇı´vat skokovou aktivacˇnı´ funkci a nahradili ji spojitou. Nejcˇasteˇji pouzˇı´-
vana´ funkce u perceptronu je standardnı´ sigmoida, obr. 6. Struktura sı´teˇ dostala omezujı´cı´
pravidla jako naprˇı´klad: Sı´t’se skla´da´ z neˇkolika vrstev. Prvnı´ vrstvu tvorˇı´ vstupnı´ a po-
slednı´ vrstvu vy´stupnı´ neurony. Mezi teˇmito vrstvami mohou by´t dalsˇı´ (skryte´) vrstvy.
Vsˇechny neurony jedne´ vrstvy jsou jednosmeˇrneˇ propojeny se vsˇemi neurony na´sledujı´cı´
(vysˇsˇı´) vrstvy. Neurony jedne´ vrstvy nejsou mezi sebou spojeny a neexistujı´ ani spojenı´
prˇes neˇkolik vrstev. Sı´t’je doprˇedna´, cozˇ znamena´ zˇe signa´ly se postupneˇ sˇı´rˇı´ pouze jednı´m
smeˇrem od vstupnı´ vrstvy k vrstveˇ vy´stupnı´.
2.5 Geometricka´ interpretace perceptronu
Jeden neuron sa´m o sobeˇ mu˚zˇe rˇesˇit pouze ty proble´my, ktere´ jsou linea´rneˇ separabilnı´.
Tuto vlastnost neuronu na´m na´zorneˇ ukazuje jeho geometricka´ interpretace na obra´zcı´ch
7 a 8. Vstupy neuronu prˇedstavujı´ sourˇadnice bodu v n-rozmeˇrne´m prostoru. Zde je pro
jednoduchost pouzˇit dvou rozmeˇrny´ prostor, cˇili rovina. V tomto prˇı´padeˇ ma´ rovnice 1
na´sledujı´cı´ tvar:
y = σ(w1x1 + w2y2 − w0) (2)
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Obra´zek 7: Linea´rnı´ separabilita neu-
ronu - mnozˇiny bodu˚, ktere´ jdou oddeˇlit
jedinou prˇı´mkou
Obra´zek 8: Linea´rnı´ separabilita neu-
ronu - mnozˇiny bodu˚, ktere´ nejdou od-
deˇlit jedinou prˇı´mkou
Rovnici w1x1 + w2y2 − w0 = 0 lze matematicky´mi u´pravami a substitucı´ promeˇnny´ch
zjednodusˇit na tvar y = ax + b, cozˇ vlastneˇ znamena´, zˇe se na ni mu˚zˇeme dı´vat jako na
rovnici prˇı´mky. Prˇı´mka na´m rozdeˇlı´ rovinu na dveˇ poloroviny. V obecne´m prˇı´padeˇ pro
n-rozmeˇrny´ prostor mluvı´me o rovnici nadroviny, ktera´ deˇlı´ prostor na dva poloprostory.
Ma´me-li jako aktivacˇnı´ funkci neuronupouzˇitou ostrounelinearitu, pakpro bodyna jedne´
straneˇ prˇı´mky nastavı´ neuron svu˚j vy´stup na hodnotu nula a pro body na druhe´ straneˇ
prˇı´mky vcˇetneˇ bodu˚ lezˇı´cı´ na prˇı´mce nastavı´ vy´stup na hodnotu jedna. Bodem rozumı´me
urcˇitou kombinaci vstupnı´ch hodnot neuronu, ktera´ jak bylo rˇecˇeno vy´sˇe, prˇedstavuje
sourˇadnice bodu.
Co tedy neuron deˇla´, je deˇlenı´ prostoru na dva poloprostory. Jiny´mi slovy, umı´ oddeˇlit
dveˇ mnozˇiny bodu˚ v prostoru. Procesem ucˇenı´, prˇi ktere´m se meˇnı´ hodnoty jednotli-
vy´ch parametru˚ neuronu, tedy rˇı´ka´me do ktere´ho poloprostoru konkre´tnı´ body patrˇı´. V
prˇı´padeˇ dvou rozmeˇrne´ho prostoru (neuronu se dveˇma vstupy), ktery´ je na obra´zku 7,
se procesem ucˇenı´ meˇnı´ hodnoty vah w1, w2 a hodnota prahu w0. Hodnoty vah vlastneˇ
urcˇujı´ u´hel deˇlı´cı´ prˇı´mky, ktery´ svı´ra s osou x neboli jejı´ natocˇenı´ a hodnota prahu urcˇuje
posun prˇı´mky na ose y.
Jak je napsa´no vy´sˇe, jeden neuron mu˚zˇe rˇesˇit pouze proble´my, ktere´ jsou separabilnı´.
To znamena´, zˇe prostor se da´ rozdeˇlit na dva poloprostory jednou prˇı´mkou tak, aby ka-
zˇda´ mnozˇina bodu˚ lezˇela v jine´m poloprostoru. Pokud se mnozˇiny bodu˚ nedajı´ rozdeˇlit
do dvou poloprostoru˚ jedinou prˇı´mkou, nelze tyto proble´my rˇesˇit jednı´m neuronem.
Tento stav zachycuje obra´zek 8.
Pouzˇijeme-li neuronu˚ vı´ce, zı´ska´me tak vı´ce deˇlı´cı´ch nadrovin. Ve dvourozmeˇrne´m pro-
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storu to znamena´, zˇe zı´ska´me vı´ce prˇı´mek, ktere´ na´m budou deˇlit tento prostor. Ma´me-li
vı´ce prˇı´mek,mu˚zˇeme z jejı´ch cˇa´stı´ poskla´dat krˇivku. Krˇivka pakdoka´zˇe rozdeˇlit i slozˇiteˇjsˇı´
obrazec bodu˚ v rovineˇ. Mu˚zˇeme tak v rovineˇ „vykreslit“ trˇeba troju´helnı´k nebo cˇtverec,
ktery´m oddeˇlı´me urcˇitou mnozˇinu bodu˚ od jine´ mnozˇiny. To, jak slozˇity´ proble´m do-
ka´zˇe konkre´tnı´ sı´t’rˇesˇit, za´visı´ na jejı´ strukturˇe. Samozrˇejmeˇ schopnosti neuronovy´ch sı´tı´
nejsou omezeny jen na proble´my prˇı´mo souvisejı´cı´ s deˇlenı´m prostoru. Kdyzˇ zmeˇnı´me
vy´znam vstupnı´ch a vy´stupnı´ch hodnot, principia´lneˇ sice bude sı´t’porˇa´d prova´deˇt deˇlenı´
prostoru, ale rˇesˇı´ na´m proble´m, ktery´ je na prvnı´ pohled zcela jiny´. Naprˇı´klad jeden vstup
mu˚zˇe prˇedstavovat teplotu vody v na´dobeˇ a druhy´ vstup tlak okolnı´ho vzduchu. Vy´stup
pakmu˚zˇe uda´vat, jestli prˇi urcˇite´ kombinaci teploty vody a tlaku okolnı´ho vzduchu bude
voda v na´dobeˇ ve varu nebo ne.
2.6 Ucˇı´cı´ algoritmus zvany´ Back-propagation
Jak uzˇ bylo zmı´neˇno vy´sˇe, neuronove´ sı´teˇ majı´ schopnost ucˇit se. Rozlisˇujeme dva typy
ucˇenı´ neuronovy´ch sı´ti. Ucˇenı´ s ucˇitelemaucˇenı´ bezucˇitele.Ucˇenı´ pomoci algoritmuback-
propagation patrˇı´ do skupiny ucˇenı´ s ucˇitelem, protozˇe vyuzˇı´va´ zpeˇtnou vazbu prˇi ucˇenı´
na jejı´mzˇ za´kladeˇ meˇnı´ hodnoty synapticky´ch vah. Ucˇenı´ bez ucˇitele bude vysveˇtleno
pozdeˇji v kapitole 2.7.2 Kohonenovy mapy. Prˇed ucˇenı´m samotny´m si musı´me prˇipravit
tzv. tre´novacı´ mnozˇinu. Tre´novacı´ mnozˇina je sada pravidel, ktere´ chceme neuronovou sı´t’
naucˇit. Takovy´mto pravidlu˚m rˇı´ka´me tre´novacı´ vzory. Kazˇdy´ tre´novaci vzor se skla´da´ ze
dvou cˇa´stı´. Prvnı´ cˇa´st obsahuje „podneˇt“ neboli hodnoty, ktere´ prˇedlozˇı´me na vstup sı´teˇ,
druha´ cˇa´st obsahuje ocˇeka´vanou „odezvu“ na tento podneˇt, tj. ocˇeka´vane´ hodnoty na vy´-
stupu sı´teˇ. Za´kladnı´ princip algoritmu ucˇenı´ back-propagation tedy spocˇı´va´ v postupne´m
prˇedkla´da´nı´ podneˇtu˚ tre´novacı´ch vzoru˚ na vstupy sı´teˇ a vyhodnocova´nı´ odezvy sı´teˇ. Na
za´kladeˇ odezvy sı´teˇ jsme schopni urcˇit chybu, ktere´ se sı´t’dopustila, cozˇ je vlastneˇ rozdı´l
mezi skutecˇny´mi hodnotami na vy´stupu a ocˇeka´vany´mi hodnotami. Podle chyby sı´teˇ pak
meˇnı´me hodnoty vah v urcˇity´ch pomeˇrech. Tento postup opakujeme neusta´le dokola, azˇ
se sı´t’tre´novacı´ vzory naucˇı´ nebo do vycˇerpa´nı´ prˇedem stanovene´ho pocˇtu ucˇı´cı´ch cyklu˚.
V prvnı´m kroku prˇi ucˇenı´ sı´teˇ tedy prˇedlozˇı´me jeden podneˇt tre´novacı´ho vzoru na vstup
sı´teˇ a necha´me jej „prosˇı´rˇit“ na vy´stup, kde obdrzˇı´me odezvu. Tomuto kroku se rˇı´ka´
doprˇedne´ sˇı´rˇenı´ a jeho vy´pocˇet probı´ha´ podle jizˇ zmı´neˇne´ rovnice 1. Ve druhe´m kroku
vypocˇteme chybu vy´stupu. Tu mu˚zˇeme vypocˇı´tat neˇkolika zpu˚soby. Bud’ jako celkovou
chybu sı´teˇ prˇes vsˇechny vy´stupnı´ neurony nebo trˇeba pro kazˇdy´ neuron zvla´sˇt’. Dulezˇite´
je, zˇe ve vy´sledku ma´me prˇipravenou velikost chyby pro kazˇdy´ vy´stupnı´ neuron. Ve
trˇetı´m kroku provedeme zpeˇtne´ sˇı´rˇenı´ chyby z vy´stupu na vstupy, prˇi ktere´m si bud’to
zapamatujeme vypocˇtene´ zmeˇny pro synapticke´ va´hy nebo rovnou va´hy meˇnı´me. Prˇi
zpeˇtne´m sˇı´rˇenı´ postupujeme tak, zˇe vypocˇtene´ chyby prˇedlozˇı´me na vy´stupnı´ neurony a
prosˇı´rˇı´me je zpeˇt ke vstupu˚m. Pro vy´pocˇty nepouzˇı´va´me aktivacˇnı´ funkci samotnou ale
jejı´ derivaci. Nynı´ zna´me pro kazˇdy´ neuron hodnotu chyby, ktere´ se dopustil, a tu po-
trˇebujeme v urcˇite´m pomeˇru prˇedat na jeho vstupy a pak da´l neuronu˚m do nizˇsˇı´ vrstvy.
K tomuto u´cˇelu pouzˇijeme pra´veˇ derivaci aktivacˇnı´ funkce a gradietnı´ metodu nazy´va-
nou „sestup svahem“. Tı´mto tedy vypocˇteme pro kazˇdy´ vstup neuronu konkre´tnı´ pomeˇr
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chyby, ktery´m tento vstup prˇispeˇl k celkove´ chybeˇ a prˇeda´me jej neuronu v nizˇsˇı´ vrstveˇ.
Kazˇdy´ neuron v nizˇsˇı´ vrstveˇ secˇte vsˇechny cˇa´sti chyby obdrzˇene´ od neuronu˚ z vysˇsˇı´
vrstvy a provede stejny´ postup vy´pocˇtu aby prˇedal cˇa´stecˇne´ chyby da´l do nizˇsˇı´ch vrstev.
Prˇesny´ popis algoritmu back-propagation vcˇetneˇ vsˇech potrˇebny´ch vzorcu˚ a obra´zku˚ pro
vy´pocˇet lze najı´t v publikacı´ch [13] , [12] a [2].
2.7 Typy neuronovy´ch sı´tı´
2.7.1 Perceptronova´ sı´t’
Obra´zek 9: Logicka´ funkce AND reali-
zova´na neurony 3. vrstvy sı´teˇ typu Per-
ceptron
Obra´zek 10: Logicka´ funkce OR realizo-
va´na neurony 4. vrstvy sı´teˇ typu Per-
ceptron
Za´kladem pro perceptronovou sı´t’je model neuronu zvany´ Perceptron, jak jizˇ bylo po-
psa´no vy´sˇe. Na strukturu sı´teˇ je kladeno neˇkolik pravidel, ktere´ take´ byly popsa´ny drˇı´ve.
Z nich zopakujeme jen jedno. Sı´t’se skla´da´ z neˇkolika vrstev. Minima´lneˇ tedy ze dvou, z
nichzˇ jedna je vstupnı´ a druha´ vy´stupnı´. Prvnı´ vrstva neuronu˚ (vstupnı´) pouze prˇeda´va´
hodnoty vstupu˚ na svu˚j vy´stup. Druha´ vrstva svy´mi neurony vytva´rˇı´ deˇlı´cı´ nadroviny
a vy´stup kazˇde´ho neuronu druhe´ vrstvy tak vyjadrˇuje, do ktere´ho poloprostoru patrˇı´
vstupnı´ vektor (kombinace vstupnı´ch hodnot). Neurony trˇetı´ vrstvy mohou by´t nasta-
veny tak, zˇe prˇedstavujı´ pru˚nik neˇktery´ch poloprostoru˚ z druhe´ vrstvy. Jiny´mi slovy,
kazˇdy´ neuron trˇetı´ vrstvy mu˚zˇe symbolizovat jednu mnozˇinu bodu˚ v prostoru, ktere´
spolu neˇjak souvisı´. Tı´mto vlastneˇ neurony trˇetı´ vrstvy realizujı´ logickou funkci „AND“.
Tato funkce je zobrazena na obra´zku 9. Rovina obsahuje 3 prˇı´mky n1, n2 a n3, ktere´ prˇed-
stavujı´ deˇlı´cı´ nadroviny trˇı´ ru˚zny´ch neuronu˚. Pru˚nik teˇchto prˇı´mek oznacˇeny´ pı´smenem
„p“ tvorˇı´ konvexnı´ oblast (troju´helnı´k), ktera´ obsahuje jeden bod. Tento bod reprezentuje
jeden vstupnı´ vektor. Ma´me-li mnozˇinu bodu˚ spolu souvisejı´cı´ch rozprostrˇenou v pro-
storu tak, zˇe nejde uzavrˇit jednou konvexnı´ oblasti, musı´me pouzˇı´t vı´ce teˇchto oblastı´
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pomoci dalsˇı´ch neuronu˚. Neurony cˇtvrte´ vrstvy pak mohou prova´deˇt logickou funkci
„OR“, ktera´ na´m sjednotı´ spolu souvisejı´cı´ jednotlive´ konvexnı´ oblasti. Konkre´tnı´ neu-
ron cˇtvrte´ vrstvy tedy bude aktivnı´, kdyzˇ vstupnı´ vektor, na ktery´ ma´ „reagovat“, bude
patrˇit alesponˇ do jedne´ z prˇı´slusˇny´ch oblastı´. Obra´zek 10 na´m toto ukazuje. Tentokra´t je
v rovineˇ prˇı´mek 5, ktere´ vytva´rˇı´ dveˇ konvexnı´ oblasti. Ty jsou zna´zorneˇny sˇedou barvou.
Podrobneˇji je vy´znam jednotlivy´ch vrstev popsa´n v publikaci [8]. Vı´cevrstve´ sı´teˇ typu
Perceptron doka´zˇı´ vyrˇesˇit nejen proble´m XOR, ale v podstateˇ jaky´koli prostorovy´ u´kol. Z
prˇedchozı´ho popisu vyply´va´, zˇe k tomu stacˇı´ trˇi vrstvy.
2.7.2 Kohonenovy mapy
Kohonenova mapa nebo take´ samoorganizacˇnı´ sı´t’ byla poprve´ popsa´na v roce 1982.
Skla´da´ se pouze ze dvou vrstev. Vstupnı´ vrstvy a vy´stupnı´ vrstvy. Neurony jsou mezi
vrstvami u´plneˇ propojene´, cozˇ znamena´ zˇe kazˇdy´ neuron vstupnı´ vrstvy je propojen
se vsˇemi neurony vy´stupnı´ vrstvy. Vy´stupnı´ vrstva je da´le usporˇa´da´na do neˇjake´ topo-
logicke´ struktury, ktera´ navı´c zava´dı´ pojem okolı´. Okolı´ vy´stupnı´ho neuronu by´va´ take´
nazy´va´no „sousedstvı´ “. Nejcˇasteˇjsˇı´ strukturou vy´stupnı´ vrstvy by´va´ jednorozmeˇrna´ rˇada
nebo dvourozmeˇrna´ mrˇı´zˇka. V prˇı´padeˇ dvourozmeˇrne´ mrˇı´zˇky se mu˚zˇe jednat o neˇkolik
druhu˚ usporˇa´da´nı´ neuronu˚, naprˇı´klad cˇtverecove´ nebo sˇestiu´helnı´kove´. V te´to topolo-
gicke´ strukturˇe urcˇujeme, ktere´ neurony spolu sousedı´, cozˇ je nezbytne´ pro adaptacˇnı´
(ucˇı´cı´) proces. Du˚lezˇitou soucˇa´stı´ pro adaptacˇnı´ proces je tedy ono okolı´ vy´stupnı´ho neu-
ronu o urcˇite´m polomeˇru R. Toto okolı´ je mnozˇina vsˇech vy´stupnı´ch neuronu˚, jejichzˇ
vzda´lenost je od dane´ho vy´stupnı´ho neuronu, ke ktere´mu se okolı´ vstahuje, mensˇı´ nebo
rovna polomeˇru R. Zpu˚sob meˇrˇenı´ vzda´lenosti mezi neurony je za´visly´ na topologicke´
strukturˇe vy´stupnı´ vrstvy. Neˇktere´ topologie a zpu˚sobymeˇrˇenı´ vzda´lenostı´ jsou popsa´ny
v publikaci [12].
Pro snazˇsˇı´ pochopenı´ adaptacˇnı´ho procesu si nejdrˇı´ve objasnı´me geometricky´ vy´znam
Kohonenovy´ch map.
Tento vy´klad popı´sˇeme na topologii vy´stupnı´ vrstvy odpovı´dajı´cı´ dvourozmeˇrne´
mrˇı´zˇce. Prˇedstavme si, zˇe ma´me spoustu dat, ktere´ jsou neˇjak rozlozˇena v rovineˇ (dvou-
rozmeˇrne´m prostoru). Tato data nejsou rozlozˇena v rovineˇ rovnomeˇrneˇ, ale vytva´rˇejı´
male´ husteˇjsˇı´ oblasti zvane´ shluky. My chceme tyto shluky identifikovat a vybrat pro ka-
zˇdy´ shluk jednoho reprezentanta, ktery´ jej bude zastupovat. Chceme tedy vybrat neˇkolik
takovy´ch reprezentantu˚ z nasˇı´ mnozˇiny dat, kterˇı´ by co nejle´pe zastupovali rozlozˇenı´ dat
v prostoru. Na obra´zku 11 je uka´zka, jak mu˚zˇe takove´ rozlozˇenı´ dat vypadat. Cˇerne´ tecˇky
prˇedstavujı´ data a sˇede´ tecˇky jejich reprezentanty. Reprezentanti nemusejı´ by´t soucˇa´stı´
mnozˇiny dat. Reprezentantem dat mu˚zˇe by´t bod prostoru, ktery´ do mnozˇiny nepatrˇı´, ale
je fyzicky nejblı´zˇe datu˚m ve shluku. Prˇedstavuje naprˇı´klad teˇzˇisˇteˇ tohoto shluku.
Adaptacˇnı´ proces Kohonenovy´ch map patrˇı´ do skupiny ucˇenı´ bez ucˇitele. Proto se take´
neˇkdy pro tento typ sı´teˇ uzˇı´va´ alternativnı´ na´zev „Samoorganizacˇnı´ sı´t’“ cozˇ je obecny´ na´-
zev oznacˇujı´cı´ neuronove´ sı´teˇ, ktere´ se ucˇı´ bez ucˇitele. Proces adaptace je tedy na´sledujı´cı´:
Prˇedkla´da´me sı´ti postupneˇ vsˇechny vzory z tre´novacı´ mnozˇiny. Po prˇedlozˇenı´ kazˇde´ho
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Obra´zek 11: Rozlozˇenı´ dat v prostoru.
Cˇerne´ body jsou data, sˇede´ jsou repre-
zentanti.
Obra´zek 12: Jeden krok Lloydova algo-
ritmu. Cˇerne´ body jsou data, sˇede´ jsou
reprezentanti a bı´le´ teˇzˇisˇteˇ shluku˚.
vzoru na vstupnı´ vrstvu probı´ha´ mezi neurony vy´stupnı´ vrstvy „souteˇzˇ“. Vı´teˇz souteˇzˇe,
tedy neuron, ktery´ je nejblı´zˇe vstupnı´mu vektoru, zmeˇnı´ sve´ va´hove´ hodnoty spolu s
neurony v jeho okolı´. Va´hove´ hodnoty vedoucı´ od vstupu˚ k neuronu ve vy´stupnı´ vrstveˇ
prˇedstavujı´ polohu v prostoru tohoto vy´stupnı´ho neuronu. Prˇi adaptaci je tedy potrˇeba
meˇnit tyto va´hy tak, aby se vı´teˇzny´ neuron vı´ce prˇiblı´zˇil vstupnı´mu vektoru a tı´m jej jasneˇ
reprezentoval. Velikost zmeˇny vah prˇi adaptaci ovlivnˇuje take´ parametr ucˇenı´ α, ktery´
naby´va´ hodnot z rozsahu 0 - 1. Je-li α 1, pak vı´teˇzny´ neuron meˇnı´ sve´ va´hy tak, zˇe se „po-
sune“ do bodu prˇedstavujı´cı´ho vstupnı´ vektor. Je-li α 0, pak se vı´teˇzny´ neuron „nehy´be“
vu˚bec. Je-li hodnota αmezi nulou a jednicˇkou, prˇesune se vı´teˇzny´ neuron o tento pomeˇr
blı´zˇe k bodu reprezentujı´cı´ vstupnı´ vektor. Tady nasta´va´ konflikt stability a plasticity. Kdyzˇ
je parametr ucˇenı´ „velky´“, ucˇı´ se sı´t’ rychle novy´m vzoru˚m, ale zapomı´na´ ty stare´. Je-li
parametr ucˇenı´ „maly´“ ucˇı´ se sı´t’ pomalu, ale pamatuje si i prˇedchozı´ vzory. Z tohoto
du˚vodu˚ se parametr ucˇenı´ v pru˚beˇhu adaptace meˇnı´. Na zacˇa´tku je jeho hodnota rovna´ 1
(nebo te´meˇrˇ 1) a postupneˇ klesa´ k nule, cozˇ zastavı´ proces adaptace. Zmeˇny vah jsou tedy
nejvy´razneˇjsˇı´ na zacˇa´tku ucˇenı´. Stejneˇ tak se meˇnı´ i velikost okolı´ vy´stupnı´ho neuronu.
Na zacˇa´tku by´va´ okolı´ „velke´“ (azˇ polovina velikosti sı´teˇ) a postupneˇ se zmensˇuje azˇ na
pouhy´ vı´teˇzny´ neuron.
Matematicke´ vyja´drˇenı´ zmeˇny vah je na´sledujı´cı´:
w
(t+1)
i,j = w
(t)
i,j + α(xi − w(t)i,j ) (3)
Kde:
xi - je hodnota i-te´ho vstupnı´ho neuronu
wi,j - je hodnota va´hy vedoucı´ od i-te´ho vstupnı´ho neuronu k j-te´mu vy´stupnı´muneuronu
α - je koeficient ucˇenı´
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(t) - oznacˇuje stavy v cˇase t
„Smyslem Kohonenovy sı´teˇ je vystihnout charakter mnozˇiny vstupu˚.“ [7]. Kohone-
nova´ mapa tak vlastneˇ odra´zˇı´ statisticke´ vlastnosti vstupnı´ch vektoru˚ (bodu˚). Pokud
bychom parametr ucˇenı´ nesnı´zˇili azˇ na nulu, ale nechali jej na neˇjake´ „nı´zke´“ hodnoteˇ,
bude se sı´t’ucˇit porˇa´d. Kdyby se pak na vstupu objevil vektor, ktery´ nespada´ do zˇa´dne´
zna´me´ skupiny (shluku) mu˚zˇe si tak sı´t’, pokud ma´ dostatek neuronu˚, vytvorˇit novy´. Zı´s-
kali bychom tak sı´t’, ktera´ se ucˇı´ i za „provozu“. Tento typ sı´teˇ tedy pouzˇijeme naprˇ. tam,
kde potrˇebujeme trˇı´dit vstupy do skupin. Sı´t’si dı´ky samoorganizaci tyto skupiny vytvorˇı´
sama, cozˇ je velice prˇı´nosne´ v prˇı´padech, kdy nema´me tusˇenı´, jake´ vztahy jsou mezi daty
(vstupnı´mi vektory). Kohonenovy mapy se v praxi pouzˇı´vajı´ naprˇı´klad pro zpracova´nı´
rˇecˇi (prˇevod mluvene´ho slova na text), zpracova´nı´ obrazu (detekce osob podle fotogra-
fiı´), prˇevod rucˇneˇ psane´ho textu do elektronicke´ podoby, hleda´nı´ podobny´ch znaku˚ v
nezna´my´ch signa´lech.
2.7.3 Kvantova´nı´ vektoru˚ ucˇenı´m
Kvantova´nı´ vektoru˚ ucˇenı´m (anglicky Learning Vector Quantization - LVQ) je zalozˇeno
na Kohonenoveˇ ucˇenı´. Mluvı´me tudı´zˇ o Kohonenoveˇ mapeˇ, ale rozdı´l je v tom, zˇe ucˇenı´
probı´ha´ s ucˇitelem. V tre´novacı´ mnozˇineˇ tedy bude navı´c informace od „ucˇitele“ a tou
je prˇı´slusˇnost tre´novacı´ho vzoru k urcˇite´ trˇı´deˇ. Skupiny nebo trˇı´dy shluku˚ si tentokra´te
neurcˇuje sı´t’sama, ale urcˇı´me je my. Rˇekneme tedy, ktery´ vy´stupnı´ neuron bude reprezen-
tovat tu cˇi onu trˇı´du vstupnı´ch vektoru˚. Adaptace je realizova´na opeˇt na za´kladeˇ souteˇzˇe
neuronu˚ vy´stupnı´ vrstvy, ale lisˇı´ se u´pravou vah. Take´ se nepouzˇı´va´ k ucˇenı´ okolı´ vy´-
stupnı´ho neuronu, nebot’vı´me prˇedem, ktery´ neuron ma´ „zvı´teˇzit“. Rozlisˇujeme trˇi typy
LVQ:
• LVQ 1 - Procha´zı´me tre´novacı´ mnozˇinu a prˇedkla´da´me na vstup jednotlive´ vzory.
V prˇı´padeˇ, zˇe se jedna´ o spra´vnou odezvu (zvı´teˇzil neuron, ktery´ je urcˇen tre´novacı´
mnozˇinou) provedeme adaptaci stejneˇ jako v prˇı´padeˇ Kohonenova ucˇenı´ podle
vzorce 3. Zmeˇnu vah provedeme pouze pro vı´teˇzny´ neuron. V prˇı´padeˇ chybne´
odezvy (zvı´teˇzil nespra´vny´ neuron) odda´lı´mevı´teˇzny´ neuronodvstupnı´hovektoru.
Vzorec tedy bude vypadat na´sledovneˇ:
w
(t+1)
i,j = w
(t)
i,j − α(xi − w(t)i,j ) (4)
V kazˇde´m kroku tedy posuneme pouze jeden neuron.
• LVQ 2 - tento ucˇı´cı´ algoritmus pouze vylepsˇuje prˇedchozı´ algoritmus (LVQ 1).
Posouva´ vzˇdy dva nejblizˇsˇı´ neurony od vstupnı´ho vektoru. Pokud lezˇı´ vstupnı´
vektor v urcˇite´ vzda´lenosti mezi spra´vny´m vy´stupnı´m neuronem a neˇjaky´m jiny´m
(reprezentujı´cı´ jinou kategorii), posune se v jednom kroku spra´vny´ neuron blı´zˇe ke
vstupnı´mu vektoru a „sˇpatny´“ neuron smeˇrem od vstupnı´ho vektoru.
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• LVQ 3 - opeˇt pouze vylepsˇuje prˇedchozı´ algoritmus (LVQ 2). Prˇida´va´ jedno pravi-
dlo navı´c. Spra´vneˇ klasifikujı´cı´ neurony se navı´c pohybujı´ smeˇrem ke vstupnı´mu
vektoru o mensˇı´ pomeˇrnou cˇa´st.
Podrobneˇjsˇı´ vysveˇtlenı´ lze najı´t v publikaci [8].
2.7.4 Counter propagation
Sı´t’ Counter propagation je doprˇedna´ sı´t’ skla´dajı´cı´ se ze dvou ru˚zny´ch typu˚ sı´tı´. Tuto
sı´t’navrhnul v roce 1986 Hecht-Nielsen. Sı´t’ obsahuje trˇi vrstvy neuronu˚. Prvnı´ a druha´
vrstva tvorˇı´ Kohonenovou mapu. Druha´ a trˇetı´ vrstva tvorˇı´ Grossbergovy hveˇzdy. Druha´
vrstva neuronu˚ je tedy spolecˇna´ a tvorˇı´ za´rovenˇ jak vy´stupnı´ vrstvu Kohonenovy mapy
tak vstupnı´ vrstvu Grossbergovy´ch hveˇzd. Spoje vedoucı´ od vsˇech vstupnı´ch neuronu˚
do jednoho neuronu v Kohonenoveˇ vrstveˇ se nazy´vajı´ Instar a spoje vedoucı´ od jednoho
neuronu z Kohonenovy vrstvy do vsˇech Grossbergovy´ch jednotek se nazy´vajı´ Outstar.
Grossbergova´ hveˇzda je neuronova´ sı´t’, ktera´ ma´ dveˇ vrstvy neuronu˚. Vstupnı´ vrstva ob-
sahuje pouze jeden neuron, vy´stupnı´ vrstva pak neˇkolik neuronu˚. Tato sı´t’ (jednotka)
nastavı´ vy´stup do urcˇite´ho stavu jen pokud je aktivova´n vstupnı´ neuron. Aktivace vstup-
nı´ho neuronu tak vytvorˇı´ na vy´stupu konkre´tnı´ vektor. Pokud se vy´stupnı´ vektor lisˇı´
od pozˇadovane´ho, provede se adaptace podle Grossbergova pravidla. To je definova´no
takto:
v
(t+1)
j = v
(t)
j + α(yj − v(t)j ) (5)
Kde:
vj - je skutecˇna´ va´ha k j-te´mu vy´stupnı´mu neuronu
yj - je pozˇadovana´ va´ha k j-te´mu vy´stupnı´mu neuronu
α - je koeficient ucˇenı´ (v pru˚beˇhu klesa´ azˇ k nule)
(t) - oznacˇuje stavy v cˇase t
V sı´ti Counter propagation je Grossbergova hveˇzda propojena se vsˇemi neurony v Ko-
honenoveˇ vrstveˇ. To je sice v rozporu s prˇedem uvedenou definici Grossbergovy hveˇzdy,
ale jelikozˇ je dı´ky souteˇzˇivosti neuronu˚ v kohonenoveˇ vrstveˇ aktivnı´ vzˇdy jen jeden neu-
ron, chova´ se tak sı´t’, jako by v jeden okamzˇikmeˇlaGrossbergova hveˇzda jen jeden vstupnı´
neuron. Ten je vsˇak pokazˇde´ jiny´ a tı´m pa´dem se u´cˇastnı´ i jine´ va´hy. Naucˇena´ Grosber-
gova vrstva pak prova´dı´ vy´beˇr jednoho vektoru z mnozˇiny vektoru˚, jejizˇ pocˇet je da´n
pocˇtem neuronu˚ v Kohonenoveˇ vrstveˇ. Konkre´tnı´ vy´stupnı´ vektory pak uda´va´ tre´novacı´
mnozˇina. Adaptace takove´ sı´teˇ ma´ dveˇ fa´ze. V prvnı´ fa´zi se tre´nuje Kohonenova´ mapa
s vyuzˇitı´m samoorganizace. Po naucˇenı´ se zafixujı´ va´hy mezi vstupnı´ a Kohonenovou
vrstvou a na´sleduje druha´ fa´ze. V te´to fa´zi pokracˇuje adaptace u Grossbergovy hveˇzdy a
meˇnı´ va´hove´ hodnoty mezi Kohonenovou a Grossbergovou vrstvou.
Tento typ sı´teˇ ma´ podstatneˇ vysˇsˇı´ rychlost ucˇenı´ nezˇ trˇeba Perceptronove´ sı´teˇ, ale zase
naopak ma´ mensˇı´ prˇesnost odezvy. Jedno z pouzˇitı´ teˇchto sı´tı´ je naprˇı´klad zobrazenı´
f : Rn → Rm. Reprezentanti vstupu˚ zdemajı´ stejnoupravdeˇpodobnost vy´beˇru a vy´stupnı´
20
hodnoty prˇedstavujı´ pru˚meˇr funkcˇnı´ch hodnot v okolı´ teˇchto reprezentantu˚. Konkre´tnı´m
prˇı´kladem pouzˇitı´ je aproximace funkce sinus na intervalu< 0, 2π >. Kohonenova´ vrstva
rozdeˇlı´ vstupnı´ prostor na mnoho maly´ch podintervalu˚ a pro kazˇdy´ podinterval da´va´
pak Grossbergova vrstva pru˚meˇrnou hodnotu funkce sinus. Da´le se pro sı´t’Counter pro-
pagation hodı´ u´lohy, ktere´ majı´ povahu vyhleda´vacı´ tabulky. Vysˇsˇı´ rychlost ucˇenı´ pak
mu˚zˇeme vyuzˇı´t, je-li sı´t’ integrova´na do neˇjake´ho syste´mu, kde je kladen pozˇadavek na
rychlost. Samozrˇejmeˇ na´m nesmı´ vadit mensˇı´ prˇesnost vy´sledku˚.
2.7.5 Hopfieldu˚v model
Tento model neuronove´ sı´teˇ navrhli pu˚vodneˇ McCulloch a Pitts a pozdeˇji jej analyzovali
i jinı´, vcˇetneˇ Johna Hopfielda. Hopfield pouzˇil prˇi analy´ze stability te´to sı´teˇ analogii k
fyzika´lnı´ teorii magneticky´chmateria´lu˚ a tı´m tentomodel vesˇel ve zna´most. Proto nese sı´t’
pra´veˇ jeho jme´no. Hopfieldova´ sı´t’je navrzˇena jako autoasociativnı´ pameˇt’, ktera´ se skla´da´
z neuronu˚ navza´jem u´plneˇ propojeny´ch, tedy kazˇdy´ s kazˇdy´m vyjma sebe samy´m. Spoje
mezi neurony jsou symetricke´, cozˇ matematicky oznacˇujeme pomoci vah wi,j = wj,i.
Jiny´mi slovy, signa´ly se sˇı´rˇı´ v obou smeˇrech a va´ha je pro oba smeˇry stejna´. Vsˇechny
neurony jsou za´rovenˇ vstupnı´ i vy´stupnı´. Podobneˇ jako perceptrony majı´ i neurony te´to
sı´teˇ svu˚j pra´h a aktivacˇnı´ funkci. Hodnota prahu vsˇak by´va´ nulova´. Aktivacˇnı´ funkce je
skokova´ a vy´stupy neuronu˚ mohou naby´vat hodnoty bud’ bina´rnı´ (0 a 1) nebo bipola´rnı´
(-1 a 1). Veˇtsˇinou se pouzˇı´vajı´ bipola´rnı´ hodnoty na vy´stupech. Vstupem do aktivacˇnı´
funkce je vnitrˇnı´ potencia´l dany´ va´zˇenou sumou okolnı´ch neuronu˚. Svojı´ konstrukci jde
Hopfieldu˚v model smeˇrem od biologicke´ho vzoru, protozˇe symetricke´ spoje neuronu˚
nebyly v biologicky´ch neuronech pozorova´ny.
Adaptace Hopfieldovy sı´teˇ se prova´dı´ dle Hebbova pravidla. To v roce 1949 vyslovil
Donald Olding Hebb na za´kladeˇ pozorova´nı´ biologicky´ch neuronu˚. Pravidlo rˇı´ka´, zˇe syna-
pticke´ spojenı´ mezi dveˇma ve stejnou chvı´li aktivovany´mi neurony se posiluje. Podrob-
neˇjsˇı´ popis Hebbova pravidla pro adaptaci asociativnı´ch sı´tı´ je v publikaci [8]. Prˇi adaptaci
tedy opeˇt procha´zı´me tre´novacı´ mnozˇinu, ktera´ obsahuje vzory k naucˇenı´ (bipola´rnı´ vek-
tory). Prˇedtı´m alemusı´me nastavit vsˇechny va´hy spoju˚ na nulu. Teprve pak prˇedkla´da´me
vzory sı´ti. Prˇedlozˇenı´ znamena´ zˇe nastavı´me vsˇechny jejı´ neurony na hodnoty vzoru. Po
prˇedlozˇenı´ vzoru meˇnı´me vsˇechny va´hove´ hodnoty tı´mto zpu˚sobem: Pokud spoj spo-
juje neurony se stejnou hodnotou, zvy´sˇı´me jeho va´hu o jednicˇku. Spojuje-li neurony s
opacˇny´mi hodnotami, hodnotu va´hy snı´zˇı´me o jednicˇku. Matematicky vyja´drˇeno:
w
(t+1)
i,j = w
(t)
i,j + xi ∗ xj (6)
Snizˇova´nı´ va´hy uzˇ nenı´ zcela v souladu s biologicky´m vzorem, nebot’tam se va´hy spoju˚
pouze posilujı´. Tı´mto zpu˚sobem tedy meˇnı´me va´hove´ hodnoty pro vsˇechny tre´novacı´
vzory. Po naucˇenı´ sı´teˇ vzoru˚m z tre´novacı´ mnozˇiny vyjadrˇuje hodnota va´hy spoje rozdı´l
v pocˇtu vzoru˚, ve ktery´ch se jejı´ neurony shodly svy´mi vy´stupnı´mi hodnotami a pocˇtu
vzoru˚, ve ktery´ch se neshodly. Cˇili pokud se dva neurony shodnou v peˇti vzorech a ve
dvou se neshodnou, bude hodnota va´hy 3. Kdyzˇ se shodnou jen trˇikra´t a osmkra´t ne,
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bude hodnota va´hy -5.
Aktivnı´ dynamika neboli fa´ze vybavova´nı´ probı´ha´ na´sledovneˇ. Vy´stupy vsˇech neuronu˚
nastavı´me na hodnoty vstupnı´ho vektoru. Pote´ vybereme jeden neuron a provedeme
vy´pocˇet jeho vy´stupu podle na´sledujı´cı´ho postupu. Nejprve vypocˇteme jeho vnitrˇnı´ po-
tencia´l.
ξ
(t)
j =
n
i=1
wj,iy
(t)
i (7)
Pote´ vypocˇteme novy´ stav vy´stupu podle aktivacˇnı´ funkce, ktera´ je bipolarnı´ verzı´ ostre´
nelinearity.
y
(t+1)
j =

1 ξ
(t)
j > 0
y
(t)
j ξ
(t)
j = 0
−1 ξ(t)j < 0
Tento vy´pocˇet postupneˇ opakujeme ve vsˇech neuronech, porˇa´d dokola, dokud se sı´t’
nedostane do stabilnı´ho stavu. Ten pozna´me tak, zˇe se jizˇ neobjevujı´ zˇa´dne´ zmeˇny ve vy´-
stupnı´ch hodnota´ch. Po usta´lenı´ sı´teˇ jsou vy´stupnı´ hodnoty neuronu˚ za´rovenˇ vy´stupem
sı´teˇ. Bylo doka´za´no, zˇe pro kazˇdy´ vstup skoncˇı´ vy´pocˇet Hopfieldovy´ sı´teˇ ve stabilnı´m
stavu po konecˇne´mpocˇtu kroku˚. Proble´m by nastal pouze tehdy, pokud bychomneprova´-
deˇli vy´pocˇty postupneˇ pro kazˇdy´ neuron zvla´sˇt’, ale vypocˇı´tali bychom nejdrˇı´ve vsˇechny
vy´stupnı´ hodnoty najednou a teprve potom bychom zmeˇnili vy´stupy na noveˇ vypocˇtene´
hodnoty. Vy´stup sı´teˇ se tak neusta´le meˇnı´ dokud se sı´t’nedostane do stabilnı´ho stavu. Je
to z toho du˚vodu, zˇe neurony jsou propojene´ kazˇdy´ s kazˇdy´m a tı´m pa´dem se neusta´le
ovlivnˇujı´. Jeden neuron svojı´ va´hou excituje jiny´ neuron, ktery´ je za´rovenˇ utlumova´n
trˇetı´m neuronem. Proces vybavova´nı´ se da´ popsat tzv. energetickou funkcı´ sı´teˇ. Ta ma´
na´sledujı´cı´ tvar:
E(y) =
−1
2
n
j=1
n
i=1
wj,iyjyi (8)
Energie sı´teˇ beˇhen procesu vybavova´nı´ klesa´. Na konci procesu vybavova´nı´, kdy je sı´t’
v usta´lene´m stavu se tak nacha´zı´ v loka´lnı´m minimu energeticke´ funkce. Hopfieldova´
sı´t’ se tedy z libovolne´ho pocˇa´tecˇnı´ho stavu nakonec usta´lı´ v neˇjake´m naucˇene´m vzoru.
Tı´mto vlastneˇ simuluje asociativnı´ pameˇt’. Kdyzˇ porovna´me fa´ze ucˇenı´ a vybavova´nı´
Hopfieldovy sı´teˇ se sı´tı´ Perceptronu, zjistı´me zˇe majı´ opacˇny´ charakter. Adaptace Hop-
fieldovy sı´teˇ je jednora´zova´ za´lezˇitost v de´lce odpovı´dajı´cı´ pocˇtu vzoru˚, kdezˇto vı´cevrstve´
Perceptronove´ sı´teˇ potrˇebujı´ podstatneˇ delsˇı´ dobu na ucˇenı´. U vybavovacı´ fa´ze je tomu
naopak.
Prakticka´ aplikace Hopfieldovy sı´teˇ je naprˇı´klad rozpozna´vanı´ posˇkozeny´ch obrazovy´ch
vzoru˚. Dejme tomu zˇe jsme sı´t’naucˇili pozna´vat jednotliva´ pı´smena tisˇteˇne´ abecedy. Kdyzˇ
naprˇı´klad naskenujeme neˇjaky´ tisˇteˇny´ dokument, nemusı´ by´t jeho kvalita dostatecˇna´ a
znaky abecedymohou by´t sˇpatneˇ cˇitelne´. Hopfieldova´ sı´t’ma´ tu schopnost, zˇe doka´zˇe roz-
poznat i tyto sˇpatneˇ cˇitelne´ znaky. Existuje i spojita´ verze Hopfieldovy sı´teˇ. Ta se vyuzˇı´va´
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pro rˇesˇenı´ optimalizacˇnı´ch proble´mu˚ jako naprˇı´klad „Proble´m obchodnı´ho cestujı´cı´ho“
[12].
2.8 Flexibilnı´ neuronovy´ strom
Tomuto typu neuronove´ sı´teˇ veˇnuji samostatnou kapitolu, jelikozˇ je tento typ prˇedmeˇtem
te´to pra´ce.
Jak vyply´va´ z prˇedchozı´ch popisu˚ jednotlivy´ch typu˚ neuronovy´ch sı´tı´, spra´vna´ volba
struktury neuronove´ sı´teˇ se vysoce podı´lı´ na jejı´m celkove´m vy´konu a schopnostech. Vza´-
jemne´ pu˚sobenı´ dvou nebo vı´ce neuronu˚mezi sebou je da´no existencı´ spoju˚mezi nimi. To,
jestli urcˇite´ neurony spolu budounebonebudoupropojeny, je da´nopra´veˇ samotnou struk-
turou neuronove´ sı´teˇ. V za´vislosti na konkre´tnı´m proble´mu mu˚zˇe by´t naprˇı´klad vhodne´
mı´t vı´ce nezˇ jednu skrytou vrstvu, doprˇedne´ nebo zpeˇtne´ spoje mezi neurony, nebo v
neˇktery´ch prˇı´padech dokonce prˇı´me´ propojenı´ neˇktery´ch vstupnı´ch neuronu˚ prˇı´mo do
vy´stupnı´ vrstvy. Tradicˇnı´ prˇı´stup k neuronovy´m sı´tı´m volı´ staticke´ struktury navrhovane´
manua´lneˇ. Vy´sledny´ vy´kon takto navrzˇene´ neuronove´ sı´teˇ je tudı´zˇ ovlivneˇn zkusˇenostmi
na´vrha´rˇe. Proto bylo realizova´no mnoho pokusu˚ o automaticky´ na´vrh vhodne´ struktury
neuronovy´ch sı´tı´. Jedny z prvnı´ch metod automaticke´ho na´vrhu struktury pouzˇı´valy tzv.
konstruktivnı´ a prorˇeza´vacı´ algoritmy. Ty vsˇak meˇly urcˇite´ proble´my.
2.8.1 Neuronovy´ strom
Noveˇjsˇı´ prˇı´stup, inspirovany´ pra´ci Byoung-tak Zhanga, je vyuzˇitı´ struktury stromu jako
modelu neuronove´ sı´teˇ. Zhang ve sve´ pra´ci prˇedstavil metody evolucˇnı´ indukce rˇı´dky´ch
neuronovy´ch stromu˚. Model flexibilnı´ho neuronove´ho stromumu˚zˇeme vytvorˇit a vyvı´jet
na za´kladeˇ prˇeddefinovane´ sady instrukcı´ (opera´toru˚). V tomto typu struktury sı´teˇ jsou
povoleny spoje prˇes vı´ce vrstev, ru˚zne´ aktivacˇnı´ funkce pro jednotlive´ neurony v ra´mci
jedne´ sı´teˇ a vy´beˇr vstupu˚, ktere´ budou k dane´mu neuronu prˇipojeny [1].
Hleda´nı´ vhodne´ struktury neuronove´ho stromu mu˚zˇe by´t provedeno pomocı´ ru˚zny´ch
evolucˇnı´ch algoritmu˚ zalozˇeny´ch na stromove´ strukturˇe. Naucˇenı´ sı´teˇ, v tomto prˇı´padeˇ
spı´sˇe doucˇenı´ nebo „doladeˇnı´ “ parametru˚ sı´teˇ mu˚zˇe by´t provedeno optimalizacˇnı´mi al-
goritmy. Ma´me tak vlastneˇ dveˇ ru˚zne´ optimalizace. Jedna slouzˇı´ pro u´pravu struktury
stromu a druha´ pro nalezenı´ vhodny´ch parametru˚ stromu. Metody pro nalezenı´ optima´l-
nı´ho flexibilnı´ho neuronove´ho stromu pro konkre´tnı´ proble´m strˇı´dajı´ obeˇ optimalizace.
Hleda´nı´ vhodne´ho rˇesˇenı´ se na´m tak rozpada´ na dveˇ za´kladnı´ fa´ze. Na zacˇa´tku se vyge-
nerujı´ na´hodne´ stromove´ struktury s na´hodneˇ nastaveny´mi parametry (va´hy, prahy, atd.)
V prvnı´ fa´zi se evolucˇnı´ algoritmus nejdrˇı´ve snazˇı´ vylepsˇit tyto struktury. Jakmile jsou
nalezeny lepsˇı´ struktury neuronovy´ch stromu˚, pokracˇuje se s dolad’ova´nı´m parametru˚
(druha´ fa´ze). Pote´ se opeˇt vylepsˇuje struktura a na´sledneˇ vylad’ujı´ parametry. Obeˇ fa´ze
se neusta´le opakujı´, dokud se nenalezne vyhovujı´cı´ rˇesˇenı´ nebo se neprˇekrocˇı´ cˇasovy´
limit. Tento iterativnı´ proces se nazy´va´ vy´vojovy´ proces neuronove´ho stromu. Dvoufa´-
zova´ optimalizace je jednı´m ze za´kladnı´ch rozdı´lu˚ ve srovna´nı´ s klasicky´m prˇı´stupem k
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neuronovy´m sı´tı´m, kde struktura byla pevneˇ da´na a optimalizovaly se pouze parametry
sı´teˇ. Za vy´hodu automaticke´ho na´vrhu struktury sı´teˇ vsˇak platı´me zvy´sˇeny´m na´rokem
na vy´pocˇetnı´ vy´kon. Tuto nevy´hodu lze vsˇak cˇa´stecˇneˇ odstranit pouzˇitı´m paralelnı´ho vy´-
pocˇtu. Paralelnı´ algoritmus pro vy´voj FNT (z anglicˇtiny Flexible Neural Tree) je popsa´n v
publikaci [9].
Zako´dova´nı´ neuronove´ho stromu
V za´vislosti na tom, jake´ algoritmy budou pouzˇity v procesu optimalizace, je potrˇeba
zvolit vhodnou formu zako´dova´nı´ neuronove´ho stromu. Kazˇdy´ algoritmus totizˇ pracuje
s odlisˇny´mi objekty. Naprˇı´klad evolucˇnı´ algoritmy pracujı´ s DNA rˇeteˇzci. Tyto rˇeteˇzce se
na nejnizˇsˇı´ u´rovni skla´dajı´ z genu. Pouzˇijeme-li tedy evolucˇnı´ algoritmus k optimalizaci
struktury stromu, je potrˇeba prˇed touto operaci neuronovy´ strom transformovat do po-
doby DNA rˇeteˇzce.
Flexibilnı´ neuronovy´ opera´tor
Podobneˇ jako se generujı´ gramatiky mu˚zˇeme generovat take´ neuronove´ stromy. Pou-
zˇijeme k tomu mnozˇinu funkcı´ F (netermina´ly) a mnozˇinu termina´lu˚ T. V tomto pojetı´
jsou termina´ly listy stromu a reprezentujı´ jednotlive´ vstupy neuronove´ho stromu. Funkce
prˇedstavujı´ uzly stromu s n potomky a reprezentujı´ jednotlive´ neurony. Mnozˇinu opera´-
toru˚ pak mu˚zˇeme vyja´drˇit takto:
S = F

T = {+2,+3, . . . ,+N}

{x1, x2, . . . , xn} (9)
Kde:
+i(i = 2, 3, . . . , N) - prˇedstavuje opera´tor nelistove´ho uzlu stromu (neuronu) s i argu-
menty.
(x1, x2, . . . , xn) - prˇedstavuje opera´tor listove´ho uzlu stromu (vstupu), ktery´ nema´ zˇa´dne´
argumenty.
Obra´zek 13: Flexibilnı´ neuronovy´ opera´tor
Kdyzˇ se pak prˇi konstrukci neuronove´ho stromu vybere netermina´lnı´ opera´tor, rˇek-
neˇme naprˇı´klad +3, postupuje se takto:
• vytvorˇı´ se neuron a k neˇmu trˇi spoje, ktere´ budou propojovat dany´ neuron s jeho
potomky
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• vygenerujı´ se trˇi na´hodna´ rea´lna´ cˇı´sla, ktera´ se pouzˇijı´ jako hodnoty vah pro spoje
neuronu
• da´le se vygenerujı´ dalsˇı´ dveˇ na´hodna´ rea´lna´ cˇı´sla, ktera´ se pouzˇijı´ jako hodnoty
parametru˚ a a b flexibilnı´ aktivacˇnı´ funkce
Obra´zek 14: Typicka´ reprezentace neuronove´ho stromu
Flexibilnı´ aktivacˇnı´ funkce je da´na vztahem:
f(a, b, net) = e−(
net−a
b
)2 (10)
Kde:
a a b - jsou parametry
net - je celkova´ excitace
Celkova´ excitace se vypocˇı´ta´:
net =
n
j=1
wj ∗ xj (11)
Kde:
xj - jsou vstupy neuronu
wj - jsou va´hy spojenı´
Vy´stupem flexibilnı´ho neuronu je vy´stup aktivacˇnı´ funkce. Vy´stup cele´ho neuronove´ho
stromu se spocˇı´ta´ rekurzivneˇ zleva doprava a do hloubky.
Funkce zdatnosti
Aby bylo mozˇno pouzˇı´t evolucˇnı´ algoritmus pro optimalizaci struktury neuronove´ho
stromu, musı´me stanovit, jak se bude vypocˇı´ta´vat tzv. funkce zdatnosti (Fitness function).
Zdatnost rˇı´ka´, jak moc je dany´ strom pouzˇitelny´ pro konkre´tnı´ u´lohu. Je to realne´ cˇı´slo
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ohodnocujı´cı´ „vy´konnost“ kazˇde´ho stromu v populaci. Funkci zdatnosti vypocˇı´ta´me na-
prˇı´klad jako pru˚meˇrnou kvadratickou chybu (RMSE - root mean square error) prˇes celou
tre´novacı´ mnozˇinu. Mu˚zˇeme jı´ take´ pocˇı´tat jako MSE (mean square error) nebo dokonce
prˇı´sneˇji jako maxima´lnı´ chybu. Nejprve se tedy na funkci zdatnosti mu˚zˇeme dı´vat jako
na chybu (odchylku skutecˇne´ hodnoty od pozˇadovane´ hodnoty) vy´stupu neuronove´ho
stromu. Cˇı´m mensˇı´ chyba, tı´m lepsˇı´ vy´kon. Pak, i kdyzˇ to nenı´ nutne´, mu˚zˇeme jesˇteˇ da´le
posuzovat velikost stromu meˇrˇenou jako pocˇet neuronu˚ ve stromu. Pokud by tedy dva
nebo vı´ce stromu˚ meˇly stejnou chybu, vybere se ten, ktery´ ma´ mensˇı´ strukturu. Funkce
zdatnosti vyja´drˇena´ jako MSE ma´ tvar:
Fit(i) =
1
P
P
j=1
(yj1 − yj2)2 (12)
RMSE ma´ pak tvar tento:
Fit(i) = 2
 1
P
P
j=1
(yj1 − yj2)2 (13)
Kde:
Fit(i) - je fitness hodnota i-te´ho stromu v populaci
P - je celkovy´ pocˇet tre´novacı´ch vzoru˚
yj1 - je pozˇadovana´ hodnota vy´stupu j-te´ho tre´novacı´ho vzoru
yj2 - je skutecˇna´ hodnota vy´stupu j-te´ho tre´novacı´ho vzoru
Vy´voj neuronove´ho stromu
Prˇi vy´voji neuronove´ho stromu, rˇesˇı´cı´ho konkre´tnı´ proble´m, optimalizujeme strukturu i
parametry za´rovenˇ. Nelze optimalizovat nejdrˇı´ve jednu cˇa´st a potom tu druhou. Vycha´zı´
to z principu prˇı´stupu k proble´mu, ktery´m je „hleda´nı´ “. Prˇi tomto hleda´nı´ vznika´ po-
trˇeba porovna´vat mezi sebou vzˇdy dva jedince (neuronove´ stromy) abychommohli urcˇit,
ktery´ z nich je pro konkre´tnı´ proble´m vhodneˇjsˇı´. Jedince porovna´va´me podle jejich fitness
funkce, ktera´ byla popsa´na vy´sˇe. Hodnotu fitness funkce vypocˇı´ta´me z vy´stupnı´ hodnoty
neuronove´ho stromu, ktera´ je za´visla´ jak na parametrech, tak na strukturˇe neuronove´ho
stromu. To je du˚vod, procˇ probı´hajı´ obeˇ optimalizace soucˇasneˇ.
Hleda´nı´ optima´lnı´ nebo te´meˇrˇ optima´lnı´ struktury neuronove´ho stromu mu˚zˇe by´t pro-
va´deˇno naprˇı´klad pomocı´Genetic programming (GP), Probabilistic Incremental Program Evo-
lution (PIPE), Gene Expression Programming (GEP), apod. Pro optimalizaci parametru˚ zase
mu˚zˇeme pouzˇı´t Genetic Algorithm (GA), Evolution Strategy (ES), Evolution Programming
(EP), Particle Swarm Optimization (PSO), Simulated Annealing (SA) nebo gradientnı´ me-
tody. Prˇi tomto prˇı´stupu se obeˇ optimalizace navza´jem ovlivnˇujı´ a proto je dobre´ drzˇet
se neˇkolika za´sad. Jestlizˇe ma´me naprˇı´klad sˇpatnou strukturu sı´teˇ, nema´ cenu se dlouze
zaby´vat jejı´m naucˇenı´m. K pozˇadovane´mu vy´sledku by to nevedlo. Proto prova´dı´me
optimalizaci parametru˚ jen po urcˇity´ pocˇet kroku˚ a potom jı´ vystrˇı´da´me za optimalizaci
struktury. Ma´me-li nalezenou te´meˇrˇ vhodnou strukturu, nema´ cenu tuto konkre´tnı´ struk-
turu da´le vylepsˇovat abychom neprˇisˇli o potencia´lnı´ vhodne´ rˇesˇenı´. Abychom v pru˚beˇhu
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procesu neztratili nejlepsˇı´ jedince, ktere´ jsme prozatı´m nalezli, mu˚zˇeme pouzˇı´t techniku
elita´rˇstvı´. Ta spocˇı´va´ v tom, zˇe v pru˚beˇhu procesu udrzˇujeme urcˇity´ pocˇet jedincu˚ s nejle-
psˇı´ fitness hodnotou, ktere´ oznacˇujeme jako elitu. U elitnı´ch jedincu˚ pak nehleda´me lepsˇı´
strukturu, prˇı´padneˇ je ani neucˇı´me.
2.9 Vyuzˇitı´ neuronovy´ch sı´tı´
Nejveˇtsˇı´m prˇı´nosem neuronovy´ch sı´tı´ je jejich schopnost generalizovat. Prˇestozˇe prˇi ucˇenı´
prˇedlozˇı´me sı´ti pouze neˇkolik prˇı´kladu˚ se spra´vnou odpoveˇdı´, doka´zˇe sı´t’odpovı´dat i na
takove´ vstupnı´ hodnoty, ktere´ se neucˇila. Je to proto, zˇe sı´t’ realizuje spojite´ zobrazenı´
z prostoru˚ vstupu˚ do prostoru vy´stupu˚. Tı´m zˇe prˇedlozˇı´me sı´ti ve fa´zi ucˇenı´ neˇkolik
prˇı´kladu˚, urcˇı´me vlastneˇ neˇkolik diskre´tnı´ch hodnot v prostoru vstupu˚. Sı´t’prolozˇı´ tyto
diskre´tnı´ hodnoty hyperplochou a takto pak realizuje spojitost zobrazenı´. Takova´ hyper-
plocha nemusı´ vzˇdy prˇedstavovat idea´lnı´ prolozˇenı´ diskre´tnı´ch hodnot, cozˇ znamena´ zˇe
odpoveˇdi pak nejsou prˇesne´, ale pro cˇloveˇka jsou tyto odpoveˇdi „rozumne´“. Toto chova´nı´
neuronovy´ch sı´tı´ se da´ vyuzˇı´t naprˇı´klad takto: ma´me-li neˇjakou mnozˇinu dat, o ktery´ch
vı´me, zˇe jsou neˇjak za´visla´, ale neumı´me tuto za´vislost najı´t, prˇedlozˇı´me tyto data sı´ti a
ona na´m tu za´vislost najde.
Da´le si uka´zˇeme neˇkolik prˇı´kladu˚ konkre´tnı´ho pouzˇitı´ neuronovy´ch sı´tı´.
• Vyhleda´va´nı´ informacı´ (Information retrieval) - disciplı´na, ktera´ se zaby´va´ me-
todami hleda´nı´ relevantnı´ch informacı´ z rozsa´hle´ho mnozˇstvı´ dat, textu˚, cˇla´nku˚
a dokumentu˚. Experimenty potvrdily, zˇe tradicˇnı´ metody vyhleda´va´nı´ informacı´
oznacˇujı´ za relevantnı´ pouze zlomek dokumentu˚ z teˇch, ktere´ jsou pro cˇloveˇka
skutecˇneˇ relevantnı´ [10]. Du˚vody jsou na´sledujı´cı´:
– striktneˇ matematicke´ modely na za´kladeˇ podobnostnı´ch funkcı´, ktere´ ne zcela
odpovı´dajı´ lidske´mu cha´pa´nı´ podobnosti,
– neschopnost pracovat s kontextem. Matematicky´ model nerozlisˇuje mı´ru vy´-
znamnosti termu˚ a jejich kombinacı´,
– tradicˇnı´ syste´myvyhleda´va´nı´ informacı´ prˇedpokla´dajı´ homogennı´ datove´ zdroje,
acˇkoli uzˇivatel ocˇeka´va´ heterogennı´ odpoveˇd’.
Neuronove´ sı´teˇ mohou poskytnout lepsˇı´ prˇı´stup k tomuto proble´mu, protozˇe zpra-
cova´vajı´ data paralelneˇ a distribuovaneˇ a prˇedstavujı´ tak tolerantnı´ a adaptivnı´
syste´my.
• Klasifikace - je jedna ze za´kladnı´ch oblastı´ neuronovy´ch sı´tı´. Hojneˇ je zastoupena i
v medicı´neˇ [5].
– zpracova´nı´ obrazu - rozpozna´va´nı´ jednoduchy´ch vzoru˚ naprˇı´klad prˇi analy´ze
v radiologii, pozitronovo-elektronove´ tomografii a sonografii,
– zpracova´nı´ signa´lu - uplatneˇnı´ v neuronove´ analy´ze EKG vln v kardiologii a
EEG vln v neurofyziologii,
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– zajı´mave´ uplatneˇnı´ je take´ v klinicky´ch a experimenta´lnı´ch farmakokineticky´ch
a farmakodynamicky´ch studiı´ch. Pro analy´zu nelinea´rnı´ch u´daju˚ jsoumnohem
flexibilneˇjsˇı´ nezˇ tradicˇnı´ polyexponencia´lnı´ farmakokineticke´ modely.
• Predikce - zejme´na cˇasovy´ch rˇad. Je asi jedna z nejrozsˇı´rˇeneˇjsˇı´ch oblastı´ aplikacı´
umeˇle´ inteligence, do nı´zˇ neuronove´ sı´teˇ patrˇı´. V ekonomice se naprˇı´klad pou-
zˇı´va´ pro prˇedpoveˇd’ vy´voje smeˇnny´ch kurzu˚, cen akciı´ na burze a podobneˇ. Zde
je za´kladem pro prˇedpoveˇd’ vı´ra, zˇe existuje funkce, ktera´ na za´kladeˇ znalosti x
prˇedcha´zejı´cı´ch hodnot doka´zˇe prˇodpovı´dat na´sledujı´cı´ vy´voj.
• Komprese dat - za´kladem je trˇı´vrstva´ sı´t’ (naprˇ. typu Perceptron), jejı´zˇ vstupnı´ a
vy´stupnı´ vrstva ma´ stejny´ pocˇet neuronu˚. Prostrˇednı´ vrstva pak musı´ mı´t neuronu˚
me´neˇ nezˇ vrstva vstupnı´ a vy´stupnı´. Sı´t’se ucˇı´ identiteˇ. To znamena´, zˇe se na vstup
prˇivede urcˇity´ vektor dat a vy´stup musı´ vydat stejny´ vektor. Jelikozˇ ma´ prostrˇednı´
vrstva me´neˇ neuronu˚ nezˇ vstupnı´ vrstva, je sı´t’nucena transformovat vı´cerozmeˇrna´
vstupnı´ data do me´neˇrozmeˇrne´ho prostoru prostrˇednı´ vrstvy. Po naucˇenı´ se sı´t’
rozdeˇlı´ na dveˇ cˇa´sti. Prvnı´ cˇa´st (vstupnı´ a prostrˇednı´ vrstva) tvorˇı´ kompresnı´ cˇa´st.
Druha´ cˇa´st sı´teˇ (prostrˇednı´ a vy´stupnı´ vrstva) tvorˇı´ dekompresnı´ cˇa´st. Vyvsta´va´ zde
proble´m, jak zamezit ztra´tovosti komprese, ale u neˇktery´ch aplikacı´, jako naprˇı´klad
digita´lnı´ fotografie, to nemusı´ vadit.
Jednı´m z proble´mu˚ v praxi prˇi konkre´tnı´m pouzˇitı´ neuronove´ sı´teˇ je take´ vhodna´
volba tre´novacı´mnozˇiny. Sˇpatneˇ zvolena´ tre´novacı´mnozˇinamu˚zˇe snı´zˇit kvalitu vy´sledku˚
neuronove´ sı´teˇ. Proble´mmu˚zˇe nastat naprˇı´klad s vy´beˇremkonkre´tnı´ch tre´novacı´ch vzoru˚.
Viz. naprˇ. publikace [7] kapitola 3.4.6, kde se popisuje tre´nova´nı´ neuronove´ sı´teˇ pro
rozpozna´va´nı´ objektu˚ na sonaru. Neˇkdy take´ mu˚zˇe by´t slozˇite´ prˇeve´st rea´lny´ proble´m do
formy vektoru tre´novacı´ho vzoru.
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3 Prˇehled soucˇasne´ho stavu pozna´nı´
V roce 1997 napsali Byoung-Tak Zhang, Peter Ohm a Heinz Mu¨hlenbein publikaci nazva-
nou Evolutionary Induction of Sparse Neural Trees (Evolucˇnı´ indukce rˇı´dky´ch neuronovy´ch
stromu˚) [16]. V u´vodu te´to publikace se zaby´vajı´ vı´cevrstvy´mi perceptronovy´mi sı´teˇmi
a neuronovy´mi sı´teˇmi vysˇsˇı´ch rˇa´du˚. Popisujı´ vy´hody a nevy´hody obou typu˚ sı´tı´, jako
naprˇı´klad veˇtsˇı´ schopnost ucˇenı´ sı´tı´ vysˇsˇı´ch rˇa´du˚, ale za´rovenˇ horsˇı´ zobecnˇova´nı´. Da´le
pak popisujı´, jak lze pomocı´ rˇı´dky´ch neuronovy´ch stromu˚ odstranit nevy´hody teˇchto sı´tı´
a za´rovenˇ ponechat jejich vy´hody. Ve sve´ pra´ci navrhujı´ nejen vhodneˇjsˇı´ model neuronove´
sı´teˇ, ale take´ zpu˚sob, jak pro tento model najı´t vhodnou strukturu a optima´lnı´ nastavenı´
parametru˚. Pa´ta´ kapitola jejich publikace ukazuje pouzˇitı´ nove´homodelu pro prˇedpoveˇd’
cˇasovy´ch rˇad.
3.1 Rˇı´dke´ neuronove´ stromy
Rˇı´dke´ neuronove´ stromy vycha´zejı´ z modelu vı´cevrstve´ neuronove´ sı´teˇ. Jeden z pro-
ble´mu˚ klasicke´ vı´cevrstve´ sı´teˇ je tzv. „kombinacˇnı´ exploze“ parametru˚ s rostoucı´m pocˇ-
tem vstupu˚. Proto autorˇi navrhujı´ strukturu stromu a odstranˇujı´ podmı´nku, aby vsˇechny
vrstvy byly mezi sebou u´plneˇ propojeny. To povoluje neexistenci neˇktery´ch spoju˚ mezi
vrstvami, cozˇ cˇinı´ takovou strukturu „rˇidsˇı´ “. Take´ vycha´zejı´ z prakticky´ch zkusˇenostı´, zˇe
ne kazˇdy´ vstup je stejneˇ du˚lezˇity´ a tudı´zˇ nutny´ pro spra´vnou cˇinnost neuronove´ sı´teˇ. Na
za´kladeˇ toho je povoleno pouzˇı´vat jen neˇktere´ vstupy a propojenı´ vstupu˚ prˇes neˇkolik
vrstev, dokonce prˇı´mo do vy´stupnı´ vrstvy. Aby zamezili dalsˇı´mu proble´mu, se ktery´m se
poty´kajı´ neuronove´ sı´teˇ vysˇsˇı´ch rˇa´du˚, jaky´m je nekontrolovatelny´ ru˚st velikosti stromu,
upravujı´ fitness funkci tak, aby „penalizovala“ slozˇitost struktury. Neurony, ze ktery´ch
se stromy skla´dajı´, jsou dvojı´ho typu a jsou nazy´vany neuronovy´mi jednotkami. Jeden
typ neuronu˚ jsou tzv. sigma jednotky, ktere´ prova´deˇjı´ va´zˇeny´ soucˇet vstupu˚, druhy´ typ
neuronu˚ jsou pi jednotky, ktere´ prova´deˇjı´ va´zˇeny´ soucˇin vstupu˚. Tyto jednotky by´vajı´
oznacˇova´ny symboly rˇecke´ abecedy Σ a Π.
3.2 Flexibilnı´ neuronove´ stromy
Na za´kladeˇ teˇchto poznatku˚ zacˇaly vznikat dalsˇı´ publikace citujı´cı´ dı´lo Zhanga a jeho
kolegu˚. Jednou z nich je pra´ce Tree-Structure Based Hybrid Computational Intelligence, kte-
rou vytvorˇili Ajith Abraham a Yuehui Chen [1]. Druha´ cˇa´st te´to pra´ce nese na´zev Flexible
Neural Trees a zaby´va´ se pra´veˇ rˇı´dky´mi neuronovy´mi stromy. Zde jsou tyto stromy po-
jmenova´ny jako Flexible Neural Trees (Flexibilnı´ neuronove´ stromy). Sady termina´lu˚ a
funkcı´ jsou nazva´ny flexibilnı´mi neuronovy´mi opera´tory. Stromy se generujı´ na za´kladeˇ
prˇeddefinovane´ sady teˇchto opera´toru˚. Pokazˇde´, kdyzˇ se prˇi konstrukci stromuvybere ne-
listovy´ opera´tor (funkcˇnı´), vygenerujı´ se na´hodneˇ hodnoty jeho parametru˚. Ke konstrukci
stromu jsou v te´to pra´ci pouzˇı´va´ny pouze sumacˇnı´ neurony a jako aktivacˇnı´ funkce je vy-
bra´na radia´lnı´ ba´ze. Funkce zdatnosti je popisovana´ jako strˇednı´ kvadraticka´ chyba (MSE)
nebo odmocnina ze strˇednı´ kvadraticke´ chyby (RMSE). Pra´ce ukazuje pouzˇitı´ flexibilnı´ch
neuronovy´ch stromu˚ na mnoha prˇı´kladech, jako jsou aproximace funkce, identifikace
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nelinea´rnı´ch syste´mu˚, detekce narusˇenı´, prˇedpoveˇd’ cˇasovy´ch rˇad, prˇedpoveˇd’smeˇnny´ch
kurzu˚, rozpozna´va´nı´ tva´rˇe, klasifikace rakoviny, klasifikace proteinu˚, apod. Neˇktere´ vy´-
sledky porovna´va´ s jiny´mi prˇı´stupy k rˇesˇenı´ proble´mu˚. Pra´ce ukazuje, zˇe pouzˇitı´ flexi-
bilnı´ch neuronovy´ch stromu˚ da´va´ ve vsˇech prˇı´padech prˇesneˇjsˇı´ vy´sledky nezˇ doposud
pouzˇı´vane´ metody. Tato pra´ce je za´rovenˇ jaky´msi souhrnem neˇkolika prˇedchozı´ch pub-
likacı´, ktere´ vznikaly postupneˇ ve spolupra´ci autoru˚ a jejich dalsˇı´ch kolegu˚, ktery´mi jsou
naprˇı´klad Shuyan Jiang a Lizhi Peng. Jednotlive´ pra´ce jsou pozdeˇji mnohokra´t citova´ny
dalsˇı´mi lidmi zaby´vajı´cı´mi se podobnou oblastı´. Flexibilnı´ neuronovy´ strom si nasˇel mı´sto
i v oblasti dolova´nı´ dat.
3.3 Nove´ publikace a vy´sledky
V roce 2011, popsali Lizhi Peng, Bo Yang, Lei Zhang a Yuehui Chen mozˇnost paralelizace
vy´vojovy´ch algoritmu˚ pro flexibilnı´ neuronovy´ strom [9]. Zaby´vajı´ se mysˇlenkou, zˇe
pokazˇde´ kdyzˇ je vygenerova´na nova´ populace jedincu˚, mu˚zˇe by´t prova´deˇno jejich ohod-
nocova´nı´ paralelneˇ. Take´ proces optimalizace parametru˚ jedince (ucˇenı´ sı´teˇ) je mozˇno
paralelizovat. V tomto prˇı´padeˇ se jako optimalizacˇnı´ algoritmus pouzˇı´va´ Particle Swarm
Optimization (PSO), takzˇe paralelizace spocˇı´va´ v ohodnocova´nı´ populace parametru˚. Toto
vylepsˇenı´ u´cˇinnosti modelu flexibilnı´ho neuronove´ho stromu autorˇi nazy´vajı´ Parallel evol-
ving algorithm for FNT (PE-FNT) neboli paralelnı´ vy´vojovy´ algoritmus pro flexibilnı´ neu-
ronovy´ strom.
V kveˇtnu 2012 se objevuje pra´ce nazvana´ Flexible Neural Trees for Online Hand Gesture
Recognition using Surface Electromyography v odborne´m cˇasopise JOURNAL OF COMPU-
TERS [14]. Volneˇ prˇelozˇeno, flexibilnı´ neuronove´ stromy pro rozpozna´va´nı´ gest ruky v
rea´lne´m cˇase pomocı´ povrchove´ elektromyografie. Autory te´to pra´ce jsou Ajith Abraham,
Yina Guo, Qinghua Wang a Shuhua Huang. FNT by meˇly usnadnit a automatizovat vy-
hodnocova´nı´ signa´lu˚ z prˇı´stroju˚ pro povrchovou elektromyografii. Pouzˇitı´ flexibilnı´ch
neuronovy´ch stromu˚ pro rozpozna´va´nı´ gest ruky je uprˇednostnˇova´no prˇed klasicky´mi
neuronovy´mi sı´teˇmi z du˚vodu rychlejsˇı´ odezvy na podneˇty (vstupy). Toho je dosahova´no
schopnostı´ FNT vybrat si automaticky potrˇebne´ vstupy. V tomto prˇı´padeˇ tak nenı´ zapo-
trˇebı´ slozˇiteˇ urcˇovat, ktere´ ze signa´lu˚ jsou du˚lezˇite´ pro spra´vnou detekci. Prˇi te´to pra´ci
bylo dosazˇeno rozpozna´va´nı´ sˇesti ru˚zny´ch gest v rea´lne´m cˇase s u´speˇsˇnostı´ 97,5%. Navı´c
se zde potvrzuje, zˇe s automaticky vybrany´mi vstupyma´ neuronovy´ strom lepsˇı´ prˇesnost
a dobrou schopnost zobecnˇova´nı´.
Jina´ pra´ce z roku 2012 nesoucı´ na´zev Small-time scale network traffic prediction based on
flexible neural tree ukazuje pouzˇitı´ FNT pro prˇedpovı´da´nı´ sı´t’ove´ho provozu v maly´ch
cˇasovy´ch rozsazı´ch [4]. Pro optimalizaci struktury neuronove´ho stromu tentokra´te au-
torˇi volı´ GP, oproti drˇı´ve cˇasto pouzˇı´vane´mu optimalizacˇnı´mu algoritmu PIPE. Funkci
zdatnosti tentokra´te pocˇı´tajı´ jako normalizovanou strˇednı´ kvadratickou chybu (NMSE).
Autorˇi ve sve´ pra´ci opeˇt porovna´vajı´ FNT s klasicky´mi doprˇedny´mi neuronovy´mi sı´teˇmi.
V tomto prˇı´padeˇ poukazujı´ na velky´ proble´m zvolit vhodnou strukutru klasicke´ neuro-
nove´ sı´teˇ, jejı´ slabost v pomale´ konvergenci, mozˇne´ prˇeucˇenı´ a tı´m snı´zˇenı´ schopnosti
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zobecnˇovat. Take´ poukazujı´ na proble´my s uva´znutı´m v loka´lnı´m minimu. Jelikozˇ se pro
prˇedpovı´danı´ sı´t’ove´ho provozu jizˇ klasicke´ neuronove´ sı´teˇ pouzˇı´vajı´, mohli porovnat
pra´ci, kterou je potrˇeba vykonat prˇi na´vrhu rˇesˇenı´. Pouzˇitı´ FNT „drasticky“ zmeˇnilo pro-
ble´m v nalezenı´ vhodne´ struktury a optimalizaci parametru˚ v pozitivnı´m smeˇru. Vy´hody,
ktere´ ma´ FNT oproti klasicky´m neuronovy´m sı´tı´m, uva´deˇjı´ tyto:
• vstupy, vy´stupy a struktura sı´teˇ pro konkre´tnı´ proble´m nemusejı´ by´t prˇedem na-
vrzˇene´ (FNT si je najde sa´m),
• struktura FNT je obvykle mnohem jednodusˇsˇı´ a ma´ lepsˇı´ zobecnˇova´nı´,
• evolucˇnı´ algoritmus automaticky zajistı´ vy´beˇr vhodny´ch vstupu˚ amu˚zˇe uprˇednost-
nit mensˇı´ struktury.
V roce 2013 se objevuje studie Yu Wanga, ktera´ se zaby´va´ vylepsˇenı´m optimalizacˇnı´ch al-
goritmu˚ pro vy´voj FNT [15]. Pro optimalizaci struktury navrhuje pouzˇı´t vylepsˇenou verzi
geneticke´ho programova´nı´ zvanouMulti expression programing (MEP). Ta spocˇı´va´ v odlisˇ-
nosti pouzˇı´va´nı´ chromozomu. Algoritmus pu˚vodnı´ho GP ko´duje jednoho jedince (rˇesˇenı´
proble´mu) do jednoho chromozomu. Noveˇjsˇı´ prˇı´stup ko´duje do jednoho chromozomu
vı´ce jedincu˚. Jedinec s nejlepsˇı´ zdatnosti (Fitness) pak reprezentuje chromozom. Da´le
shledal cˇasto pouzˇı´vany´ algoritmus optimalizace prametru˚ PSO na´chylny´m k uva´znutı´
v loka´lnı´m optimu. Z tohoto du˚vodu navrhuje urcˇite´ zmeˇny, ktere´ algoritmus vylepsˇujı´.
Vylepsˇenou verzi algoritmu nazy´va´ Regional selection particle swarm optimization (RSPSO).
Zajı´mava´ je i pra´ce nazvana´ Evolving Flexible Beta Basis Function Neural Tree for Nonli-
near Systems. Ta ukazuje pouzˇitı´ Beta funkce jako aktivacˇnı´ funkce neuronu˚. Beta funkce
pouzˇı´va´ cˇtyrˇi parametry a je oproti standardneˇ pouzˇı´vane´ gausove´ funkci (typ fukce
radia´lnı´ ba´ze) se dveˇma parametry flexibilneˇjsˇı´ a univerza´lneˇjsˇı´. Tento model je nazva´n
Flexible Beta Basis Function Neural Tree (FBBFNT). Model samotny´ se lisˇı´ pouze aktivacˇnı´
funkci a na´zvoslovı´m. Pro optimalizaci struktury je pouzˇitoExtended ImmuneProgramming
(EIP) jelikozˇ ma´ vysˇsˇı´ konvergencˇnı´ schopnostı´ nezˇ GP. Umozˇnˇuje totizˇ docela rychle na-
le´zt u´speˇsˇna´ rˇesˇenı´ i s mensˇı´ populaci. Pro optimalizaci parametru˚ byl zvolen algoritmus
Hybrid Bacterial Foraging Optimization Algorithm (HBFOA). Je to upravena´ verze algoritmu
(BFOA), ktera´ k za´kladnı´mu algoritmu prˇida´va´ prvky Differential evolution (DE) a (PSO).
U´prava spocˇı´va´ ve zmeˇneˇ vy´pocˇtu de´lky kroku bakterie prˇi prˇemist’ova´nı´. Do vy´pocˇtu se
zapocˇı´ta´va´ take´ zdatnost aktua´lnı´ bakterie a zdatnost bakterie s dosud nejlepsˇı´ zdatnostı´.
De´lka kroku bakterie se tak prˇizpu˚sobuje aktua´lnı´m podmı´nka´m a je v pru˚beˇhu procesu
promeˇnna´. Ocˇeka´va´ se , zˇe promeˇnna´ de´lka kroku oproti pevne´ de´lce prˇinese zlepsˇenı´ v
podobeˇ rychlejsˇı´ konvergence.
3.4 Prˇı´nos FNT
Zprˇedchozı´ch publikacı´ vyply´va´, jaky´ prˇı´nosma´model flexibilnı´ho neuronove´ho stromu.
Prˇedevsˇı´m rˇesˇı´ proble´m vhodne´ volby struktury neuronove´ sı´teˇ, cˇı´mzˇ ulehcˇuje pra´ci na´-
vrha´rˇu˚m rˇesˇenı´. Da´le odstranˇuje neˇktere´ slabosti klasicky´ch neuronovy´ch sı´tı´ jako jsou
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velka´ komplexita struktury a tı´m pomalejsˇı´ odezvy a delsˇı´ ucˇenı´ (optimalizace parame-
tru˚). Schopnost vy´beˇru vhodny´ch vstupnı´ch promeˇnny´ch a jejich mozˇnost propojenı´ i
do vysˇsˇı´ch vrstev se prˇı´zniveˇ projevuje na celkove´m vy´konu neuronove´ho stromu. Prˇes
mnohe´ popisovane´ vy´hody vsˇak FNT nemu˚zˇe nahradit vesˇkere´ typy klasicky´ch neuro-
novy´ch sı´tı´. Jeho prˇednostı´ jsou prˇedevsˇı´m na poli predikce cˇasovy´ch rˇad a klasifikace.
3.5 Aplikace pro pra´ci s FNT
Vpru˚beˇhu te´to pra´ce semi nepodarˇilo nale´zt zˇa´dnou dostupnou aplikaci nebo knihovnu,
ktera´ by umozˇnˇovala pra´ci s FNT. Pro pra´ci s klasicky´mi neuronovy´mi sı´teˇmi existuje
cela´ rˇada ru˚zny´ch knihoven, modulu˚ i cely´ch aplikacı´. Jednou z takovy´chto aplikacı´
je opensource projekt Encog, ra´mec pro podporu strojove´ho ucˇenı´ spolecˇnosti Heaton
Research. Ten vsˇak podporu pro neuronovou sı´t’typu FNT, alesponˇ zatı´m, nema´. V lednu
roku 2012 vsˇak bylo vytvorˇenı´ podpory pro FNT prˇida´no jako u´kol pro jednu z prˇı´sˇtı´ch
verzı´.
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4 Implementace knihovny FNT
Knihovna pro vy´voj flexibilnı´ho neuronove´ho stromu je implementova´na v jazyce C# za
pomoci vy´vojove´ho prostrˇedı´ Microsoft Visual Studio 2010.
4.1 Pozˇadavky na fukcionalitu
• Za´kladnı´m pozˇadavkem je automaticke´ vytvorˇenı´ neuronove´ho stromu (prˇı´padneˇ
vı´ce stromu˚) pro rˇesˇenı´ konkre´tnı´ho proble´mu, popsane´ho v kapitole Flexibilnı´ neu-
ronovy´ strom. Uzˇivatel knihovny prˇedlozˇı´ jako vstup informace popisujı´cı´ konkre´tnı´
proble´m, ktery´ chce rˇesˇit, a knihovna provede automaticke´ nalezenı´ vhodne´ho
rˇesˇenı´ tohoto proble´mu ve formeˇ jednoho nebo neˇkolika neuronovy´ch stromu˚.
• Model neuronove´ho stromu by meˇl by´t oddeˇlen od algoritmu˚ pro jeho nalezenı´,
aby se dal jednodusˇe pouzˇı´vat.
• Nalezene´ rˇesˇenı´ (jeden nebo vı´ce neuronovy´ch stromu˚) by meˇlo jı´t ulozˇit do sou-
boru, aby bylo mozˇno jeho uchova´nı´ a opeˇtovne´ pouzˇı´tı´. Forma´t tohoto souboru by
meˇl by´t neza´visly´ na prostrˇedı´, aby bylo mozˇno jej zpracova´vat ktery´mkoli jiny´m
programem.
4.2 Analy´za pozˇadavku˚
• Aby bylo mozˇno nalezene´ rˇesˇenı´ ukla´dat do souboru˚ a take´ je z neˇj nacˇı´tat, bude
knihovna obsahovat dveˇ verˇejne´ metody pro tuto pra´ci. Forma´t souboru bude stan-
dardnı´ XML, jelikozˇ je to jeden z nejrozsˇı´rˇeneˇjsˇı´ch forma´tu˚ a ma´ podporu ve veˇtsˇineˇ
aplikacı´.
• Jelikozˇ je neuronovy´ strom typ doprˇedne´ neuronove´ sı´teˇ podobny´ sı´ti Perceptronu˚,
bude jako optimalizacˇnı´ algoritmus pouzˇita ucˇı´cı´ metoda Back-propagation, po-
psana´ v kapitole 2.6 Ucˇı´cı´ algoritmus zvany´ Back-propagation. Zde vsˇak pouzˇijeme
jejı´ parametrickou verzi, ktera´ modifikuje nejen va´hy spoju˚, ale i prahy a strmostı´
neuronu˚. Meˇlo by to zajistit lepsˇı´ konvergenci.
• Struktura neuronove´ sı´teˇ se da´ popsat maticı´ spojenı´. Tato matice se pak da´ prˇeve´st
na jednodimenziona´lnı´ vektor spojenı´, vyja´drˇeny´ cˇı´sly 0 a 1. Na takovy´ vektor se da´
dı´vat podobneˇ jako na DNA rˇeteˇzec. To umozˇnˇuje pro optimalizaci struktury pou-
zˇı´t algoritmus geneticke´ho programova´nı´, popsany´ v sekci 4.3 Princip optimalizace
pomoci GP, takzˇe jej pouzˇijeme.
• Protozˇe oba zvolene´ optimalizacˇnı´ algoritmymajı´ neˇkolik parametru˚, ktere´ za´sadneˇ
ovlivnˇujı´ jejich chova´nı´ a take´ vy´sledne´ rˇesˇenı´, bude knihovna obsahovat mozˇnost
tyto parametry ovlivnit uzˇivatelem.
• Abymodel neuronove´ho stromu pokry´val co nejsˇirsˇı´ oblast pouzˇitı´, budou neurony
disponovat trˇemi ru˚zny´mi aktivacˇnı´mi funkcemi. Funkce Radia´lnı´ ba´ze a Standardnı´
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sigmoida umozˇnˇujı´ vy´stupnı´ hodnoty v intervalu ⟨0; 1⟩. Pro vy´stupnı´ interval ⟨−1; 1⟩
bude pouzˇita funkce Hyperbolicky´ tangens.
• Ucˇenı´ neuronove´ sı´teˇ algoritmem back-propagation mu˚zˇe zabrat delsˇı´ cˇas. Za´lezˇı´ to
prˇedevsˇı´m na velikosti sı´teˇ, na velikosti maxima´lnı´ chyby, kterou pozˇadujeme, a na
dalsˇı´ch parametrech algoritmu. Kdyzˇ k tomu prˇicˇteme cˇas, potrˇebny´ pro nalezenı´
vhode´ struktury sı´teˇ, je velmi pravdeˇpodobne´, zˇe celkova´ doba procesu hleda´nı´
vhodne´ho rˇesˇenı´ mu˚zˇe zabrat rˇa´doveˇ i dny. Aby bylo mozˇne´ sledovat, v jake´ fa´zi
se proces vy´voje neuronove´ho stromu nacha´zı´, bude knihovna disponovat neˇko-
lika uda´lostmi. Pokud by knihovna byla soucˇa´stı´ neˇjake´ jine´ aplikace, mu˚zˇe tak
prostrˇednictvı´m uda´lostı´ s touto aplikaci komunikovat.
• Obecneˇ mu˚zˇe mı´t neuronova´ sı´t’jeden nebo vı´ce vstupu˚ a take´ jeden nebo vı´ce vy´-
stupu˚. Flexibilnı´ neuronovy´ strom, popsany´ v kapitole 2.8, ma´ ale jen jeden vy´stup.
Vı´ce vy´stupu˚ zajistı´me tak, zˇe vytvorˇı´me vı´ce neuronovy´ch stromu˚, ktere´ budoumı´t
spolecˇne´ vstupy. Z vneˇjsˇı´ho pohledu bude tato koncepce vypadat jako neuronova´
sı´t’o neˇkolika vstupech a neˇkolika vy´stupech.
4.3 Princip optimalizace pomoci GP
GP - genetic programing, neboli geneticke´ programova´nı´, je metoda strojove´ho ucˇenı´
pouzˇı´vajı´cı´ evolucˇnı´ algoritmy, ktere´ jsou zalozˇeny na metoda´ch podobny´ch biologicke´
evoluci. Obecneˇ se snazˇı´ vytvorˇit a vylepsˇit pocˇı´tacˇovy´ program, ktery´ rˇesˇı´ danou u´lohu.
Existuje neˇkolik variant geneticke´ho programova´nı´, ale za´kladnı´ princip je stejny´ nebo
alesponˇ velmi podobny´. Geneticke´ programova´nı´ pouzˇı´va´ termı´ny z oblasti evolucˇnı´
biologie jako naprˇı´klad:
• Jedinec - vhodneˇ zako´dovany´ pocˇı´tacˇovy´ program. V nasˇem prˇı´padeˇ zako´dovany´
neuronovy´ strom.
• Zdatnost - (fitness) je vy´sledek funkce zdatnosti (fitness function), ktera´ kazˇde´ho
jedince ohodnotı´ cˇı´slem, uda´vajı´cı´m jeho schopnost rˇesˇit dany´ u´kol.
• Populace - mnozˇina jedincu˚, kterˇı´ jsou zpracova´va´ni v jednom kroku procesu.
Cı´lem je nale´zt jedince s nejvysˇsˇı´ zdatnosti, cˇili v nasˇem prˇı´padeˇ neuronovy´ strom s
nejmensˇı´ odchylkou skutecˇne´ hodnotyvy´stupuodpozˇadovane´ hodnoty. Jednotlive´ kroky
algoritmu jsou:
1. Inicializace - vytvorˇenı´ prvotnı´ populace. Obvykle to jsou na´hodneˇ vygenerovanı´
jedinci.
2. Ohodnocenı´ - prˇirˇazenı´ hodnoty podle funkce zdatnosti vsˇem jedincu˚m.
3. Test - zjistı´ se, jestli neˇktery´ z jedincu˚ splnˇuje podmı´nky pro ukoncˇenı´ algoritmu
hleda´nı´. Pokud ano, algoritmus se ukoncˇı´. Pokud ne, pokracˇuje se na´sledujı´cı´m
bodem.
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4. Vytvorˇenı´ nove´ populace - na´hodneˇ se vyberou jedinci s vysˇsˇı´ zdatnostı´ a z nich se
vygenerujı´ novı´ jedinci. Pak se pokracˇuje bodem 2.
Pro vytva´rˇenı´ nove´ populace se pouzˇı´vajı´ tyto opera´tory:
• reprodukce - zkopı´ruje jedince
• krˇı´zˇenı´ - vymeˇnı´ cˇa´sti jedincu˚ mezi sebou
• mutace - na´hodneˇ zmeˇnı´ malou cˇa´st jedince
Velikost populace se udrzˇuje na sta´le stejne´ hodnoteˇ. To znamena´, zˇe prˇi vytva´rˇenı´ nove´
populace se z nı´ musı´ odstranit tolik jedincu˚, kolik jich bylo vygenerova´no novy´ch.
Tento algoritmus mu˚zˇe by´t zdlouhavy´, prˇı´padneˇ na´rocˇny´ na vy´pocˇetnı´ vy´kon a dokonce
se v rozumne´m cˇase ani nemusı´ nejlepsˇı´ rˇesˇenı´ nale´zt. Doka´zˇe vsˇak nale´zt rˇesˇenı´ vı´ce cˇi
me´neˇ se prˇiblizˇujı´cı´ optima´lnı´mu rˇesˇenı´.
4.4 Na´vrh struktury knihovny
Knihovna bude obsahovat za´kladnı´ jmenny´ prostor FlexibleNeuralTree. V tomto jmenne´m
prostoru budou vnorˇeny jesˇteˇ trˇi dalsˇı´ jmenne´ prostory, ktere´ budou logicky deˇlit neˇktere´
knihovnı´ trˇı´dy.
Jmenny´ prostor TreeModel bude obsahovat trˇı´dy Neuron, Connection a NeuralTree. Tyto
trˇı´dy budou prˇedstavovat implementaci flexibilnı´ho neuronove´ho stromu a budou mı´t
vsˇechny potrˇebne´ metody pro za´kladnı´ pra´ci.
Jmenny´ prostor Workers bude obsahovat trˇı´dy Breeder a Teacher. Ty budou implemento-
vat zmı´neˇne´ optimalizacˇnı´ algoritmy a budou zodpoveˇdne´ za nalezenı´ vhodne´ struktury
stromu a jeho naucˇenı´ rˇesˇenı´ konkre´tnı´ho proble´mu.
Jmenny´ prostor Utilities bude obsahovat podpu˚rne´ trˇı´dy pro vnitrˇnı´ potrˇebu, jako na-
prˇı´klad Calculator pro vy´pocˇty funkcı´, FntFactory pro vytva´rˇenı´ neuronovy´ch stromu˚ atd.
Ostatnı´ podpu˚rne´ trˇı´dy, se ktery´mi se dostane do kontaktu uzˇivatel knihovny, budou
prˇı´mo v hlavnı´m jmenne´m prostoru. Trˇı´da Task bude slouzˇit jako zada´nı´, ktere´ bude
obsahovat popis proble´mu a nastavenı´ jednotlivy´ch parametru˚ potrˇebny´ch pro nalezenı´
vhodne´ho rˇesˇenı´. Pro popis proble´mu bude slouzˇit trˇı´da TrainingSet. Ta bude prˇedstavo-
vat tre´novacı´ mnozˇinu. Tre´novacı´ mnozˇina vlastneˇ plneˇ popisuje konkre´tnı´ proble´m, pro
ktery´ je potrˇeba nale´zt rˇesˇenı´. Nalezene´ rˇesˇenı´ v podobeˇ jednoho nebo vı´ce neuronovy´ch
stromu˚ pak bude prˇedstavovat trˇı´da Result. Ta bude, kromeˇ rˇesˇenı´ samotne´ho, jesˇteˇ obsa-
hovat u´daje o probeˇhle´m procesu, jako naprˇı´klad cˇas, ktery´ byl potrˇebny´ pro zpracova´nı´
u´kolu, pocˇet vhodny´ch nalezeny´ch rˇesˇenı´, jestli bylo dosazˇene´maxima´lnı´ povolene´ chyby
cˇi nikoli atd. Trˇı´da, ktera´ cely´ tento model propojı´ a synchronizuje, bude mı´t na´zev Fnt.
Bude obsahovat jednumetodu, ktere´ se prˇeda´ jako argument trˇı´da Task. Ta zajistı´ nalezenı´
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vhodne´ho rˇesˇenı´ a vra´tı´ trˇı´du Result, ktera´ bude obsahovat rˇesˇenı´ proble´mu. Da´le bude
trˇı´da Fnt obsahovat metody pro ulozˇenı´ a nacˇtenı´ nalezene´ho rˇesˇenı´. Neˇktere´ za´kladnı´
trˇı´dy a jejich vza´jemne´ vztahy ukazuje trˇı´dnı´ diagram na obra´zku 15.
Obra´zek 15: Trˇı´dnı´ diagram - obsahuje pouze nejdu˚lezˇiteˇjsˇı´ trˇı´dy a za´kladnı´ vztahy
4.5 Implementace knihovny
Implementaci knihovny popı´sˇu podle jednotlivy´ch logicky souvisejı´cı´ch skupin trˇı´d z po-
hledu uzˇivatele. Takto to bude pochopitelneˇjsˇı´ oproti chronologicke´mu postupu popisu,
jak trˇı´dy postupneˇ vznikaly. Veˇnovat se budu prˇeva´zˇneˇ teˇm detailu˚m, ktere´ jsou du˚lezˇite´
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pro efektivnı´ pouzˇı´va´nı´ knihovny. Porozumeˇnı´ za´kladnı´muprincipu fungova´nı´ knihovny
pomu˚zˇe zlepsˇit orientaci v parametrech, ktery´mi lze proces vy´voje neuronove´ho stromu
ovlivnit.
Pro vesˇkere´ pojmenova´nı´ trˇı´d, trˇı´dnı´ch cˇlenu˚, vlastnostı´, metod atd. jsem pouzˇil ang-
licky´ jazyk. Anglicˇtina je rovneˇzˇ pouzˇita i v komenta´rˇı´ch.
4.5.1 Trˇı´dy: Task, TrainingSet a TrainingPattern
U´kolem knihovny je najı´t jeden nebo vı´ce neuronovy´ch stromu˚ pro rˇesˇenı´ konkre´tnı´ho
proble´mu. Zada´nı´ tohoto u´kolu je rˇesˇeno trˇı´dou Task. Tato trˇı´da obsahuje neˇkolik para-
metru˚, z nichzˇ pouze dva jsou pro uzˇivatele povinne´. Vynucenı´ te´to povinosti je da´no
konstruktorem trˇı´dy, ktere´mu se tyto parametry prˇedajı´ jako argumenty. Pro pouzˇitı´
knihovny je tedy nutne´ nejdrˇı´ve vytvorˇit instanci te´to trˇı´dy. Tı´mto totizˇ knihovneˇ rˇek-
neme, co po nı´ pozˇadujeme.
Prvnı´m povinny´m parametrem je training Set. Ten prˇedstavuje tre´novacı´ mnozˇinu, jejı´zˇ
funkce a smysl byly popsa´ny drˇı´ve. Tre´novacı´ mnozˇina je zastoupena trˇı´dou TrainingSet.
Tama´dvakonstruktory. Prvnı´ konstruktorumozˇnˇuje vytvorˇit pra´zdnou tre´novacı´mnozˇinu.
Jelikozˇ kazˇdy´ tre´novacı´ vzor mnozˇiny obsahuje sadu vstupnı´ch hodnot a jı´m odpovı´da-
jı´cı´ sadu vy´stupnı´ch hodnot, musı´me tomuto konstruktoru prˇedat informaci o pocˇtu
vstupu˚ a vy´stupu˚, se ktery´mi budeme pracovat, a celkovy´ pocˇet tre´novacı´ch vzoru˚, ktere´
bude mnozˇina obsahovat. Pocˇet vy´stupu˚ uda´va´ take´ pocˇet neuronovy´ch stromu˚, ktere´
ma´ knihovna vytvorˇit. Jelikozˇ konstruktor vytvorˇil pra´zdnou mnozˇinu, je potrˇeba do
nı´ jesˇteˇ prˇidat jednotlive´ tre´novacı´ vzory. Pro vytva´rˇenı´ tre´novacı´ch vzoru˚ slouzˇı´ trˇı´da
TrainingPattern. Te´ v konstruktoru prˇeda´me pocˇet vstupu˚ a vy´stupu˚ neuronove´ sı´teˇ a
pote´ nastavı´me vstupnı´ a vy´stupnı´ hodnoty. Tre´novacı´ vzory mu˚zˇeme take´ vytvorˇit jako
dvourozmeˇrne´ pole typu„double“. Potomvyuzˇijemedruhy´ konstruktor trˇı´dyTrainingSet,
ktere´mu prˇeda´me jako argument toto pole. Da´le mu˚zˇeme pojmenovat jednotlive´ vstupy
a vy´stupy tre´novacı´ch vzoru˚. K tomu slouzˇı´ verˇejne´ vlastnostı´ InputNames aOutputNames.
Druhy´m povinny´m parametrem trˇı´dy Task je parametr maxError. Ten uda´va´ maxima´lnı´
povolenou chybu, ktere´ se neuronovy´ strom prˇi ucˇenı´ mu˚zˇe dopustit. Velikost maxima´lnı´
povolene´ chyby je tudı´zˇ hlavnı´ podmı´nkou, ktera´ rˇı´ka´, kdy se mu˚zˇe proces vy´voje neu-
ronove´ho stromu zastavit.
Ostatnı´ parametry jsou nepovinne´ a jsou prˇednastavene´ na hodnoty, ktere´ byly stano-
veny dle prakticke´ zkusˇenosti zı´skane´ prˇi vy´voji knihovny. Knihovnu tedy mu˚zˇe pouzˇı´t
jak zkusˇeny´ uzˇivatel, ktery´ si mu˚zˇe parametry nastavit podle svy´ch vlastnı´ch potrˇeb, tak
i nezkusˇeny´ uzˇivatel, ktery´ se nemusı´ v dane´ oblasti prˇı´lisˇ orientovat a prˇesto mu˚zˇe do-
sa´hnout uspokojivy´ch vy´sledku˚. Vy´znam jednotlivy´ch parametru˚ bude popsa´n v dalsˇı´ch
sekcı´ch ty´kajı´cı´ch se trˇı´d, ktere´ tyto parametry pouzˇı´vajı´. Zde jesˇteˇ zmı´nı´m parametry
lock a abort. Parametr Lock slouzˇı´ k uzamcˇenı´ instance trˇı´dy Task. Instance se uzamkne
automaticky, kdyzˇ se spustı´ proces hleda´nı´ rˇesˇenı´, ale mu˚zˇe by´t zamcˇena i uzˇivatelem
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pomocı´ metody lockTask. Po uzamcˇenı´ se nedajı´ nastavovat parametry. Je to proto, aby se
nemeˇnily du˚lezˇite´ hodnoty v pru˚beˇhu procesu. Zabra´nı´ se tak nekonzistenci a neprˇedvı´-
dane´mu chova´nı´ procesu. Jediny´ parametr, ktery´ se da´ po uzamcˇenı´ meˇnit, je parametr
abort. Ten slouzˇı´ pro prˇedcˇasne´ ukoncˇenı´ procesu neza´visle na tom, jestli se nasˇlo nebo
nenasˇlo vhodne´ rˇesˇenı´.
4.5.2 Trˇı´dy: Fnt, Result, ProcessStatus a ResultStatus
Trˇı´da Fnt je vstupnı´m bodem knihovny. Jejı´ hlavnı´ metodou je metoda findSolutionFor-
Task(), ktera´ spousˇtı´ proces hleda´nı´ vhodne´ho rˇesˇenı´ pro zadany´ u´kol. U´kol neboli zada´nı´
(instance trˇı´dy Task) se prˇeda´va´ instancı´ trˇı´dy Fnt prˇi vytva´rˇenı´ v konstruktoru. Po zavo-
la´nı´ metody findSolutionForTask() se uzamkne instance trˇı´dy Task a spustı´ se vlastnı´ proces.
V pru˚beˇhu procesu generuje instance trˇı´dy Fnt dva typy uda´lostı´.
Uda´lost ProcessChanged je vyvola´na pokazˇde´, kdyzˇ se zmeˇnı´ stav procesu. Stavy, kte-
ry´mi mu˚zˇe proces procha´zet, jsou da´ny vy´cˇtem ProcessStatus. Kdyzˇ se proces spustı´, je
vyvola´na uda´lost se stavem RUNNING. Pokud proces dobeˇhne do konce, je vyvola´na
uda´lost se stavem FINISHED. Je-li proces prˇerusˇen drˇı´ve, pomocı´ prˇı´znaku abort, pak
je vyvola´na uda´lost se stavem ABORTED. Trˇı´da, nesoucı´ informaci o stavu procesu, se
jmenuje StatusData a je soucˇa´stı´ generovane´ uda´losti.
Uda´lost EpochStarted je vyvola´na pokazˇde´, kdyzˇ zacˇne nova´ epocha vy´voje neurono-
ve´ho stromu. Pojem epocha bude uprˇesneˇn pozdeˇji. Tato uda´lost obsahuje informace o
aktua´lnı´m „deˇnı´“, ktere´ jsou soucˇa´stı´ trˇı´dy InfoData. Odsud se dozvı´me aktua´lneˇ dosazˇe-
nou chybu nejlepsˇı´ho neuronove´ho stromu, ktera´ epocha pra´veˇ beˇzˇı´, kolika´ty´ neuronovy´
strom se aktua´lneˇ vyvı´jı´ (v prˇı´padeˇ, zˇe ma´me vı´ce vy´stupu˚) a celkovy´ pocˇet dosud vyge-
nerovany´ch neuronovy´ch stromu˚. Tato uda´lost take´ neprˇı´mo rˇı´ka´, zˇe aplikace pracuje.
Uvedene´ uda´losti lze vyuzˇı´t nejen k informativnı´m u´cˇelu˚m, ale take´ k rˇı´zenı´ aplikace,
ktera´ knihovnu implementuje. Na za´kladeˇ aktua´lnı´ch vy´sledku˚ a stavu procesu se mu˚zˇe
externı´ aplikace rozhodovat jaky´, bude dalsˇı´ jejı´ postup.
Jakmile proces skoncˇı´, a je jedno jestli dobeˇhne sa´m nebo je zastaven prˇı´znakem abort,
vytvorˇı´ instanci trˇı´dy Result, do ktere´ ulozˇı´ jeden nebo vı´ce vy´sledku˚ rˇesˇenı´ a doplnˇu-
jı´cı´ informace. Pod pojmem „rˇesˇenı´“ budeme nynı´ myslet jeden nebo vı´ce neuronovy´ch
stromu˚, ktere´ jsou od knihovny pozˇadova´ny. Du˚lezˇitou informacı´ v instanci trˇı´dy Result
je vlastnost Status, ktera´ rˇı´ka´, jak dopadl vy´sledek procesu. Status vy´sledku je da´n jednou
ze dvou hodnot vy´cˇtu ResultStatus. Pokud se nalezlo rˇesˇenı´, ktere´ splnˇuje pozˇadavek
na maxima´lnı´ povolenou chybu, obsahuje stav vy´sledku hodnotu FOUND. Pokud ma´
nejlepsˇı´ rˇesˇenı´ chybu veˇtsˇı´ nezˇ maxima´lnı´ povolenou, obsahuje stav vy´sledku hodnotu
NOT FOUND. V prˇı´padeˇ stavu FOUND obsahuje vlastnost AppropriateTrees jedno nebo
vı´ce rˇesˇenı´. V prˇı´padeˇ stavu NOT FOUND obsahuje pouze jedno rˇesˇenı´. Je to doposud
nejlepsˇı´ nalezene´ rˇesˇenı´, i kdyzˇ se nepodarˇilo dosa´hnout pozˇadovane´ chyby. Vy´sledkem
procesu hleda´nı´ je tedy vzˇdy minima´lneˇ jedno rˇesˇenı´.
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Pokud vy´sledek procesu obsahuje vı´ce nezˇ jedno rˇesˇenı´, je mozˇne´ je serˇadit. Na vy´beˇr
je rˇazenı´ podle velikosti chyby metodou sortByError() nebo podle velikosti neuronove´ho
stromu (pocˇtu pouzˇity´ch neuronu˚) pomocı´ metody sortBySize().
Da´le trˇı´da Fnt obsahuje metodu saveNeuralTreesToFile(), ktera´ ulozˇı´ vy´sledne´ rˇesˇenı´ do
XML souboru. Kromeˇ rˇesˇenı´ v podobeˇ pole neuronovy´ch stromu˚ musı´me metodeˇ take´
prˇedat na´zev souboru a adresa´rˇe, kam se ma´ rˇesˇenı´ ulozˇit. Poslednı´ du˚lezˇitou metodou
trˇı´dy Fnt je metoda loadNeuralTreesFromFile(), ktera´ nacˇte ulozˇene´ rˇesˇenı´ ze souboru a
vytvorˇı´ z neˇj potrˇebne´ objekty. Tato metoda ma´ pouze jeden argument a tı´m je cesta k
souboru.
4.5.3 Trˇı´dy: Neuron, Connection a NeuralTree
Tyto trˇi trˇı´dy prˇedstavuji model neuronove´ho stromu.
Trˇı´daNeuron prˇedstavuje forma´lnı´ neuron. Kazˇdy´ neuron ma´ svoje identifikacˇnı´ cˇı´slo za-
stoupene´ vlastnostı´ Id, ktere´ je unika´tnı´ v ra´mci jednoho neuronove´ho stromu. Toto cˇı´slo
je prˇeda´no konstruktoru prˇi vytva´rˇenı´ objektu neuronu. Cˇı´slo je du˚lezˇite´ a musı´ by´t vzˇdy
nastaveno na urcˇitou hodnotu. Cˇı´sla se neuronu˚m prˇirˇazujı´ od jednicˇky nahoru prˇi vy-
tva´rˇenı´ neuronove´ho stromu. Zacˇı´na´ se u vstupnı´ch neuronu˚ a pokracˇuje se prˇes neurony
ve skryty´ch vrstva´ch azˇ nakonec k neuronu vy´stupnı´mu. Vstupnı´ neurony tak majı´ nej-
nizˇsˇı´ cˇı´sla a pomoci teˇchto cˇı´sel (identifika´toru˚) knihovna rozlisˇuje, o ktery´ vstup se jedna´.
To je take´ smeˇrodatne´ pro uzˇivatele. Ten sice s objektemneuronu neprˇı´jde prˇı´mo do styku,
ale bude zada´vat vstupnı´ vektor hodnot cele´mu stromu, aby zı´skal jeho odpoveˇd’. Prˇi prˇe-
da´va´nı´ tohoto vektoru vstupu˚ musı´ dodrzˇet porˇadı´ jednotlivy´ch hodnot. Toto porˇadı´ je
da´no pra´veˇ identifikacˇnı´mi cˇı´sly neuronu˚ a je vzˇdy vzestupne´. Du˚lezˇitost identifikacˇnı´ch
cˇı´sel se projevuje hlavneˇ prˇi nacˇı´ta´ni neuronove´ho stromu z XML souboru, kde mohou
by´t neurony umı´steˇny v na´hodne´m porˇadı´. Nejvysˇsˇı´ identifikacˇnı´ cˇı´slo ma´ vy´stupnı´ neu-
ron. Jeho cˇı´slo je pouzˇito pro vy´pocˇet hasˇovacı´ funkce. Identifikacˇnı´ cˇı´sla neuronu˚ jsou
take´ pouzˇity prˇi ukla´da´nı´ neuronove´ho stromu do souboru XML. Da´le neuron obsahuje
parametry jako je stav, pra´h, potencia´l, strmost, aktivacˇnı´ funkce a take´ spoje k ostatnı´m
neuronu˚m. Aktivacˇnı´ funkce je da´na vy´cˇtem ActivationFunction a mu˚zˇe naby´vat hodnot
RADIAL BASIS FUNCTION (funkce radia´lnı´ ba´ze), STANDARD SIGMOID FUNCTION
(funkce standardnı´ sigmoida) a HYPERBOLIC TANGENT FUNCTION (funkce hyperbo-
licky´ tangens). Pra´h neuronu odpovı´da´ parametru „a“ v rovnici 10 a strmost parametru
„b“.
Trˇı´da Connection prˇedstavuje spojenı´ dvou neuronu˚. Obsahuje parametr inputNeuron,
ktery´ odkazuje na vstupnı´ neuron. „Vstupnı´“ ve vztahu k dane´mu spoji. Da´le trˇı´da Con-
nection obsahuje parametr weight, prˇedstavujı´cı´ va´hu spoje.
Trˇı´da NeuralTree prˇedstavuje jeden neuronovy´ strom, ktery´ se skla´da´ z neuronu˚ a spoju˚.
Nejdu˚lezˇiteˇjsˇı´ metodou te´to trˇı´dy je metoda getResponse(double[] inputValues), ktera´ vracı´
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odezvu neuronove´ho stromu na vstupnı´ podneˇt. Metodeˇ prˇeda´me jako argument pole
typu double, ktere´ prˇedstavuje vstupnı´ vektor. Neuronovy´ strom (v te´to knihovneˇ) pracuje
na vstupu s rea´lny´mi hodnotami v intervalu ⟨−1; 1⟩. Vy´sledkem vola´nı´ metody getRe-
sponse je opeˇt hodnota typu double z intervalu ⟨−1; 1⟩ nebo prˇı´padneˇ ⟨0; 1⟩ v za´vislosti
na pouzˇite´ aktivacˇnı´ funkci neuronu. Tato hodnota je vy´stupem neuronove´ho stromu.
Vlastnost Title umozˇnˇuje pojmenovat neuronovy´ strom. Titulek stromu tak mu˚zˇe slouzˇit
k jeho odlisˇenı´ od ostatnı´ch. V aplikaci samotne´ se to asi nevyuzˇije, ale v XML souboru,
kde bude ulozˇeno rˇesˇenı´, mu˚zˇe by´t neuronovy´ch stromu˚ vı´ce a pak by nemuselo by´t
jasne´, ktery´ strom je ktery´.
Konstruktor trˇı´dy NeuralTree je pouze internı´, protozˇe uzˇivatel sa´m neuronovy´ strom
nevytva´rˇı´. K dispozici je metoda equals(NeuralTree anotherTree, bool onlyStructure), ktera´
porovna´va´ dva neuronove´ stromy. Vola´ se na neuronove´m stromu a jejı´ prvnı´ argument
je odkaz na druhy´ neuronovy´ strom se ktery´m se bude porovna´vat. Druhy´ argument rˇı´ka´,
jestli se budou porovna´vat pouze struktury stromu˚ nebo i parametry. Metoda ToString()
slouzˇı´ k prˇevedenı´ struktury stromu a jeho parametru˚ do podoby rˇeteˇzce. Ten pak mu˚zˇe
by´t zobrazen trˇeba na konzoli. Je to jedina´ funkce knihovny, ktera´ umozˇnˇuje zobrazit
neuronovy´ strom. Toto zobrazenı´ nenı´ moc prˇehledne´, ale jako za´kladnı´ informace o tom,
jak dany´ strom vypada´, to postacˇuje. Za zmı´nku stojı´ vlastnost Size, ktera´ vracı´ pocˇet
„pouzˇity´ch“ neuronu˚ ve stromu. Slovo pouzˇity´ch je podstatne´, protozˇe neˇktere´ ze vstup-
nı´ch neuronu˚ nemusı´ by´t vyuzˇity. Nemajı´ spoje k neuronu˚m do skryty´ch vrstev. Velikost
neuronove´ho stromu je o tyto nepouzˇite´ neurony mensˇı´. Seznam ID vsˇech pouzˇity´ch
vstupnı´ch neuronu˚ obsahuje vlastnost UsedInputs.
Vlastnosti InputNeurons a OutputNeuron nejsou pro uzˇivatele v za´kladnı´m rezˇimu po-
trˇeba. Jsou vyuzˇı´va´ny prˇedevsˇı´m interneˇ knihovnou. Slouzˇı´ pro prˇı´stup ke vstupnı´m
neuronu˚m a k vy´stupnı´mu neuronu. Tyto dveˇ vlastnosti mu˚zˇe uzˇivatel vyuzˇı´t v prˇı´padeˇ,
zˇe proble´m, ktery´ hodla´ rˇesˇit pomoci neuronove´ sı´teˇ, je prˇı´lisˇ slozˇity´ a lze jej rozdeˇlit do neˇ-
kolika mensˇı´ch podproble´mu˚. Pro kazˇdy´ podproble´m se nalezne jeden neuronovy´ strom
a tyto stromy se pak mezi sebou propojı´. Doba pro nalezenı´ jednodusˇsˇı´ch neuronovy´ch
stromu˚ je totizˇ podstatneˇ kratsˇı´. Propojenı´ dvou neuronovy´ch stromu˚ se da´ realizovat tak,
zˇe se vytvorˇı´ novy´ spoj (instance trˇı´dy connection) a nastavı´ se mu jako vstupnı´ neuron
vy´stupnı´ neuron jednoho stromu, ktery´ se zı´ska´ pra´veˇ dı´ky vlastnostiOutputNeuron. Pote´
se novy´ spoj prˇida´ k neˇktere´mu ze vstupnı´ch neuronu˚ druhe´ho stromu. Ten zı´ska´me zase
pomocı´ vlastnosti InputNeurons.
Princip zpracova´nı´ podneˇtu˚
Po zavola´nı´ metody getResponse se vstupnı´ vektor prˇeda´ vstupnı´m neuronu˚m. Hodnoty
se neuronu˚m prˇedajı´ pomoci jejich vlastnosti State, takzˇe se vlastneˇ prˇı´mo nastavı´ jejich
stav. Vstupnı´ neurony neprova´deˇjı´ zˇa´dnou jinou funkci nezˇ prˇeda´nı´ vstupnı´ch hodnot
dalsˇı´m neuronu˚m. Na´sledneˇ se na vy´stupnı´m neuronu zavola´ metoda getState(). Ta vola´
rekurzı´vneˇ stejnou metodu ve vsˇech svy´ch „potomcı´ch“. Prˇi pocˇı´ta´nı´ vy´stupnı´ hodnoty
neuronove´ho stromu je tak pouzˇit algoritmus pru˚chodu stromem do hloubky. Jelikozˇ
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je pro reprezentaci forma´lnı´ho neuronu zavedena pouze jedna trˇı´da, nelze prˇı´mo rozpo-
znat, ktery´ neuron je vstupnı´ a ktery´ ne. Tato vlastnost se rozpozna´ za beˇhu programu tak,
zˇe vstupnı´ neurony nemajı´ zˇa´dne´ spoje, krom jednoho, ktery´ je na jejich vy´stupu. Dı´ky
te´to dynamice je mozˇno prova´deˇt spojova´nı´ neuronovy´ch stromu˚ do veˇtsˇı´ch struktur, jak
bylo popsa´no drˇı´ve. Proto musı´ metoda getState() nejdrˇı´ve oveˇrˇit, jestli ma´ dany´ neuron
neˇjake´ spoje. Pokud ano, znamena´ to, zˇe se nejdrˇı´ve musı´ zı´skat vy´stupnı´ stavy neuronu˚
v nizˇsˇı´ vrstveˇ. Proto se v cyklu vola´ prˇes vsˇechny spoje metoda gatState na neuronech v
nizˇsˇı´ vrstveˇ. Zı´skane´ hodnoty se vyna´sobı´ va´hou spoje a secˇtou se. Pak se od nich odecˇte
hodnota prahu a vy´sledek se ulozˇı´ jako potencia´l neuronu. Jakmile je zna´m potencia´l
neuronu, zavola´ se metoda transfer(), ktera´ z potencia´lu vypocˇte stav sve´ho neuronu po-
moci aktivacˇnı´ funkce. Konkre´tnı´ aktivacˇnı´ funkce se neuronu nastavuje automaticky prˇi
vytva´rˇenı´ neuronove´ho stromu podle informace v objektu Task.
Konverze vstupnı´ch a vy´stupnı´ch hodnot
Jak jizˇ bylo uvedeno, neuronovy´ strom je navrzˇen pro pra´ci s rea´lny´mi hodnotami. Ty
vsˇak mohou by´t pouze v intervalu ⟨−1; 1⟩. Pokud je potrˇeba pracovat s jiny´m intervalem
hodnot, musı´ se prove´st konverze cele´ho intervalu na interval ⟨−1; 1⟩. Na toto omezenı´
se musı´ bra´t ohled uzˇ prˇi vytva´rˇenı´ tre´novaci mnozˇiny. Vy´stup neuronove´ho stromu je v
tomto intervalu pouze za prˇedpokladu, zˇe se pro neurony pouzˇije jako aktivacˇnı´ funkce
Hyperbolicky´ tangens. Pokud se pouzˇije funkce Standardnı´ sigmoida nebo Radia´lnı´ ba´ze,
pak je interval vy´stupnı´ch hodnot ⟨0; 1⟩.
4.5.4 Parametr sizeOfBunch
Nezˇ budu pokracˇovat da´le, je trˇeba objasnit vy´znam parametru sizeOfBunch, ktery´ se
nacha´zı´ ve trˇı´deˇ Task. Tento parametr vy´znamneˇ ovlivnˇuje chova´nı´ knihovny a pokla´da´m
tedy za du˚lezˇite´ jej dobrˇe objasnit.
Jelikozˇ ma´me vytvorˇit neuronovy´ strom, ktery´ se musı´ naucˇit prˇı´klady z tre´novacı´
mnozˇiny, o ktere´ nevı´me, co vlastneˇ prˇedstavuje, nasta´va´ proble´m, zˇe nevı´me kolik neu-
ronu k tomu budeme potrˇebovat. To je sice prˇedmeˇtem optimalizacˇnı´ho algoritmu, ale ten
je zalozˇen na principech genetiky, ktera´ pouzˇı´va´ DNA rˇeteˇzec pro zako´dova´nı´ struktury
neuronove´ho stromu. Abychom mohli pouzˇı´vat opera´tor krˇı´zˇenı´, musı´ mı´t de´lku DNA
rˇeteˇzce kazˇdy´ strom stejnou. Na zacˇa´tku tedy musı´me zvolit urcˇitou de´lku DNA rˇeteˇzce,
se kterou se bude po celou dobu procesu pracovat. De´lka DNA rˇeteˇzce za´rovenˇ omezuje
maxima´lnı´ pocˇet neuronu˚, ktere´ jdou v takove´m rˇeteˇzci zako´dovat. Abychom nezvolili
prˇı´lisˇ malou de´lku rˇeteˇzce (neurony by se do nı´ nevesˇly), ale ani prˇı´lisˇ velkou, ktera´ by
zbytecˇneˇ zvysˇovala na´roky na vy´pocˇetnı´ prostrˇedky a prodluzˇovala vy´pocˇet samotny´,
potrˇebujeme alesponˇ prˇiblizˇnou prˇedstavu o tom, kolik neuronu˚ budeme potrˇebovat.
Mu˚zˇemeodhadnout pocˇet potrˇebny´ch neuronu˚ na za´kladeˇ praxe, ale prˇesneˇjsˇı´ bude, kdyzˇ
na´m uzˇivatel sa´m rˇekne, jak moc je jeho proble´m slozˇity´. Protozˇe tato knihovna pocˇı´ta´ jak
s me´neˇ zkusˇeny´m uzˇivatelem, tak i se zkusˇeny´m uzˇivatelem, nabı´zı´ oba prˇı´stupy k prˇi-
blizˇne´mu odhadu pocˇtu neuronu˚. V prˇı´padeˇ, zˇe knihovnu pouzˇije zkusˇeny´ uzˇivatel, ma´
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mozˇnost „rˇı´ct“ knihovneˇ neˇcoo slozˇitosti proble´mu.Na tomtoza´kladeˇ takknihovnaodha-
dujemaxima´lnı´ pocˇet neuronu˚. K tomu pra´veˇ slouzˇı´ jizˇ zminˇovany´ parametr sizeOfBunch.
V prˇekladu to znamena´ velikost svazku. Velikost svazku uda´va´ pocˇet tre´novacı´ch vzoru˚ na
jeden svazek. Kdyzˇ stanovı´me, kolik vzoru˚ bude obsahovat jeden svazek, mu˚zˇeme tak
celou tre´novacı´ mnozˇinu rozdeˇlit do neˇkolika svazku˚. Celkovy´ pocˇet svazku˚ tre´novacı´
mnozˇiny cha´pe knihovna jako cˇı´slo vyjadrˇujı´cı´ mı´ru slozˇitosti proble´mu. Cˇı´m je toto cˇı´slo
veˇtsˇı´, tı´m je proble´m slozˇiteˇjsˇı´. Mezi pocˇtem vsˇech svazku˚ mnozˇiny a velikostı´ jednoho
svazku je neprˇı´ma´ u´meˇra. Takzˇe lze rˇı´ci, zˇe cˇı´m mensˇı´ pocˇet vzoru˚ (pravidel) je v jednom
svazku, tı´m vı´ce svazku˚ pak mnozˇina obsahuje. Vy´znam parametru sizeOfBunch je tedy
rˇı´ci knihovneˇ mı´ru slozˇitosti proble´mu. Jeho hodnota tak za´sadneˇ ovlivnˇuje de´lku pro-
cesu, jeho na´rocˇnost na vy´pocˇetnı´ prostrˇedky a jeho celkovy´ vy´sledek (uprˇesnı´m pozdeˇji).
Tato mysˇlenka vycha´zı´ z na´sledujı´cı´ho prˇı´kladu.
Ma´me dveˇ tre´novacı´ mnozˇiny. Kazˇda´ obsahuje stejny´ pocˇet tre´novacı´ch vzoru˚. Jak jizˇ
bylo rˇecˇeno v kapitole 2.9, Vyuzˇitı´ neuronovy´ch sı´tı´, jednotlive´ vzory tre´novacı´ mnozˇiny
prˇedstavujı´ body v prostoru. Tyto body se snazˇı´ neuronova´ sı´t’prolozˇit hyperplochou prˇi
procesu ucˇenı´. Pokud jsou body v prostoru rozlozˇeny tak, zˇe hyperplocha, ktera´ je ma´
protı´nat, nenı´ slozˇita´, postacˇı´ na´m me´neˇ neuronu˚ pro tuto realizaci. V prˇı´padeˇ, zˇe body
v prostoru potrˇebujı´ slozˇiteˇjsˇı´ hyperplochu (funkci) k prolozˇenı´, potrˇebujeme neuronu˚
vı´ce. Proto tyto dveˇ tre´novacı´ mnozˇiny se stejny´m pocˇtem tre´novacı´ch vzoru˚ nemusı´
prˇedstavovat stejneˇ slozˇite´ proble´my. Algoritmus knihovny dostane na vstupu tre´novacı´
mnozˇinu, z nı´zˇ ma´ pouze trˇi prˇı´me´ informace. Pocˇet vstupu˚ budoucı´ neuronove´ sı´teˇ
(neuronove´ho stromu), pocˇet vy´stupu˚ budoucı´ sı´teˇ (pocˇet jednotlivy´ch stromu˚) a pocˇet
tre´novacı´ch vzoru˚. Da´ se prˇedpokla´dat, zˇe cˇı´m vı´ce tre´novacı´ch vzoru˚ bude obsahovat
tre´novacı´ mnozˇina, tı´m slozˇiteˇjsˇı´ bude hyperplocha k prolozˇenı´ teˇchto vzoru˚. Rovneˇzˇ se
da´ prˇedpokla´dat, zˇe i vı´ce vstupu˚ a vy´stupu˚ bude znamenat slozˇiteˇjsˇı´ proble´m. Mohli
bychom sice prozkoumat rozlozˇenı´ bodu˚ (tre´novacı´ch vzoru˚) v prostoru a podle toho po-
soudit slozˇitost proble´mu, ale toto mu˚zˇe by´t slozˇite´. Z tohoto du˚vodu mu˚zˇe algoritmus
odhadnout slozˇitost proble´mu na za´kladeˇ trˇı´ prˇedchozı´ch u´daju˚. Protozˇe vsˇak uzˇivatel
knihovny vytva´rˇı´ tre´novacı´ mnozˇinu a tudı´zˇ by mohl mı´t prˇedstavu o jejı´ slozˇitosti, mu˚zˇe
knihovneˇ tuto informaci poskytnout.
Je tedy na uva´zˇenı´ uzˇivatele, aby zadal urcˇitou hodnotu parametru sizeOfBunch. Jak tuto
hodnotu zvolit je ota´zka praxe. Pokud jı´ uzˇivatel nezada´, pouzˇije algoritmus hodnotu
prˇednastavenou. Nicme´neˇ je-li uzˇivatel v te´to oblasti nezkusˇeny´, mu˚zˇe ovlivnit maxi-
ma´lnı´ pocˇet neuronu˚ ve stromu parametrem multiplicator. Jak tyto parametry ovlivnˇujı´
cˇinnost algoritmu bude popsa´no pozdeˇji.
4.5.5 Trˇı´dy: Breeder, Teacher, Evolution a FntFactory
Metoda findSolutionForTask() trˇı´dy Fnt spousˇtı´ hleda´nı´ vhodne´ho rˇesˇenı´. Tuto cˇinnost vsˇak
sama nevykona´va´, ale poveˇrˇı´ tı´m instanci trˇı´dy Breeder (sˇlechtitel). Ve trˇı´deˇ Breeder se na-
cha´zı´ hlavnı´ smycˇka procesu. Ta se spousˇtı´ v samostatne´m vla´kneˇ a skla´da´ se ze cˇtyrˇ
vnorˇeny´ch cyklu˚. Prvnı´ cyklus opakuje proces hleda´nı´ vhodne´ho neuronove´ho stromu
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pro kazˇdy´ pozˇadovany´ vy´stup. Pocˇet teˇchto opakova´nı´ je odvozen od pocˇtu vy´stup-
nı´ch hodnot v tre´novacı´ mnozˇineˇ. Druhy´ cyklus je vnorˇen do prvnı´ho a nazy´va´ se Epocha.
Epocha v sobeˇ obsahuje zbyle´ dva cykly. Jeden se nazy´va´Generace a implementuje optima-
lizaci struktury neuronove´ho stromu. Druhy´ opakuje proces ucˇenı´ pro kazˇdy´ neuronovy´
strom v populaci. Vy´voj neuronove´ho stromu probı´ha´ v instanci trˇı´dy Evolution. Zde je
implementova´n evolucˇnı´ algoritmus, pouzˇı´vajı´cı´ geneticke´ opera´tory, pro optimalizaci
struktury neuronove´ho stromu. Trˇı´da Evolution udrzˇuje populaci neuronovy´ch stromu˚
v pocˇtu, ktery´ je da´n parametrem populationSize. Tento parametr je ve trˇı´deˇ Task a jeho
nejmensˇı´ hodnota mu˚zˇe by´t osm. To dovoluje vytvorˇit minima´lnı´ pocˇet novy´ch jedincu˚ v
populaci o pocˇtu dva. Algoritmus ma´ totizˇ nastaven maxima´lnı´ pocˇet novy´ch jedincu˚ v
jednom kroku ve velikosti cˇtvrtiny populace. Aby tedy mohli vzniknout alesponˇ 2 novı´
jedinci v jednom kroku, je nutne´ mı´t nejnizˇsˇı´ populaci v pocˇtu osm.
Nezˇ zapocˇne cyklus hleda´nı´ vhodne´ho rˇesˇenı´, vygeneruje se pocˇa´tecˇnı´ populace neu-
ronovy´ch stromu˚, skla´dajı´cı´ se z na´hodny´ch struktur a parametru˚. K vytva´rˇenı´ neuro-
novy´ch stromu˚ slouzˇı´ trˇı´da FntFactory. Jejı´ metoda buildRandomTree() „vystavı´ “ na´hodny´
neuronovy´ strom. Tato metoda se pouzˇı´va´ pouze prˇi generova´nı´ pocˇa´tecˇnı´ populace. Pro
vytva´rˇenı´ stromu˚ na za´kladeˇ DNA se pouzˇı´va´ metoda buildNeuralTreeFromDna().
Generova´nı´ na´hodne´ho stromu
K vygenerova´nı´ prvotnı´ populace na´hodny´ch jedincu˚, jak bylo rˇecˇeno, pouzˇijeme trˇı´du
FntFactory. Nezˇ zacˇneme vytva´rˇet jedince (neuronove´ stromy), je potrˇeba stanovit de´lku
rˇeteˇzce DNA, ktery´ bude tyto jedince ko´dovat. Tuto de´lku lze stanovit na za´kladeˇ ma-
xima´lnı´ho pocˇtu neuronu˚, ktere´ mu˚zˇe strom obsahovat. Maxima´lnı´ pocˇet neuronu˚ ve
stromu zjistı´me secˇtenı´m vstupnı´ch neuronu˚, jednoho vy´stupnı´ho neuronu a maxima´l-
nı´ho pocˇtu neuronu˚ ve skryty´ch vrstva´ch. Matematicky vyja´drˇeno:
Nall = Nin +Nout +Nhidden (14)
Kde:
Nall - je maxima´lnı´ pocˇet vsˇech neuronu˚ ve stromu
Nin - pocˇet vstupnı´ch neuronu˚
Nout - pocˇet vy´stupnı´ch neuronu˚ (v tomto prˇı´padeˇ pouze jeden)
Nhidden - maxima´lnı´ pocˇet neuronu˚ ve skryty´ch vrstva´ch
Vy´stupnı´ neuron je jen jeden a pocˇet vstupnı´ch neuronu˚ je da´n tre´novacı´ mnozˇinou.
Zby´va´ tedy zjistit maxima´lnı´ pocˇet skryty´ch neuronu˚. Tento pocˇet odhadneme tak zˇe
vyna´sobı´me pocˇet vstupnı´ch neuronu˚ parametremmultiplicator a pocˇtem svazku˚. Mul-
tiplika´tor neboli na´sobitel se volı´ na´hodneˇ podle prakticke´ho uva´zˇenı´.
Nhidden = Nin ∗m ∗B (15)
Kde:
Nhidden - maxima´lnı´ pocˇet neuronu˚ ve skryty´ch vrstva´ch
Nin - pocˇet vstupnı´ch neuronu˚
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m - multiplicator (na´sobitel)
B - pocˇet svazku˚
Maxima´lnı´ pocˇet skryty´ch neuronu˚ vycha´zı´ z pocˇtu vstupnı´ch neuronu˚. Ten je dany´
pevneˇ a nemu˚zˇeme jej zmeˇnit. Mu˚zˇeme ale meˇnit na´sobitel a neprˇı´mo take´ pocˇet svazku˚.
Pocˇet svazku˚ vypocˇteme z tre´novacı´mnozˇiny na za´kladeˇ velikosti svazku. Ten byl popsa´n
jizˇ drˇı´ve.
B = (Pall/PB) + 1 (16)
Kde:
B - pocˇet svazku˚
Pall - celkovy´ pocˇet tre´novacı´ch vzoru˚
PB - pocˇet tre´novacı´ch vzoru˚ v jednom svazku (velikost svazku)
Pocˇet svazku˚ B se po vy´pocˇtu zaokrouhlı´ na nejblı´zˇsˇı´ cele´ cˇı´slo smeˇrem dolu˚. Aby se
nestalo, zˇe po zaokrouhlenı´ bude pocˇet svazku˚ 0, prˇicˇı´ta´ se k tomuto pocˇtu jednicˇka.
Jelikozˇ se multiplika´tor a velikost svazku nastavuje vı´ceme´neˇ na´hodneˇ, je mozˇne´, zˇe se
v pru˚beˇhu procesu hleda´nı´ nenajde rˇesˇenı´ s pozˇadovanou chybou, protozˇe jsme povolili
prˇı´lisˇ maly´ pocˇet neuronu˚, ktere´ se mohou ve stromu vyskytovat. V takove´m prˇı´padeˇ
mu˚zˇeme proces opakovat s jinou (vysˇsˇı´) hodnotou na´sobitele. Take´ mu˚zˇeme nastavit
nizˇsˇı´ velikost svazku. Vhodneˇjsˇı´ se vsˇak mu˚zˇe jevit nastavenı´ na´sobitele na urcˇitou hod-
notu a tu pak nemeˇnit. Mı´sto toho radeˇji meˇnit hodnotu velikosti svazku a hledat tak
optima´lnı´ velikost svazku. Je to z toho du˚vodu, zˇe kdyzˇ se pozdeˇji rozhodneme prˇidat
tre´novacı´ vzory do tre´novacı´ mnozˇiny, tak se hodnota pocˇtu svazku automaticky zveˇtsˇı´
a my nemusı´me pamatovat na to, zˇe je trˇeba zvy´sˇit maxima´lnı´ pocˇet neuronu˚. Toto mu˚zˇe
nastat naprˇı´klad, kdyzˇ nebudeme spokojeni s vy´sledny´m rˇesˇenı´m z du˚vodu nevhodneˇ
zvolene´ tre´novacı´ mnozˇiny. Rozhodneme se tedymnozˇinu upravit a proces spustit znovu
se stejny´m nastavenı´m parametru˚.
Velikost svazku ma´ vliv i na minima´lnı´ pocˇet neuronu˚ ve stromu. Zatı´m co zvysˇova´nı´
hodnoty na´sobitele zveˇtsˇuje pouze maxima´lnı´ pocˇet neuronu˚ ve stromu, tak snizˇova´nı´
velikosti svazku nejen zˇe zvysˇuje maxima´lnı´ pocˇet neuronu˚ ve stromu, ale zvysˇuje take´
minima´lnı´ pocˇet neuronu˚ ve stromu. Toto chova´nı´ by mohlo urychlit proces tı´m, zˇe se
neztra´cı´ cˇas s „velmi maly´mi“ strukturami, ktere´ nejsou schopny se naucˇit tre´novacı´m
vzoru˚m. Konkre´tneˇ se minima´lnı´ pocˇet neuronu˚ ve skryty´ch vrstva´ch stanovı´ jako pocˇet
svazku˚.
Rˇeteˇzec DNA v tomto prˇı´padeˇ prˇedstavuje pole cˇı´sel typu integer cˇili pole cely´ch cˇı´sel.
Struktura neuronove´ho stromu je do tohoto pole zako´dovana´ jako „rozlozˇena´“ matice
spoju˚ mezi neurony. Sloupce matice spoju˚ prˇedstavujı´ vsˇechny potencia´lnı´ neurony ve
stromu serˇazene´ vzestupneˇ. Pocˇet sloupcu˚ je tedy roven maxima´lnı´mu pocˇtu vsˇech neu-
ronu˚ ve stromu. Rˇa´dky matice spoju˚ pak prˇedstavujı´ skryte´ neurony a vy´stupnı´ neuron,
serˇazeny takte´zˇ vzestupneˇ. Rˇa´dky odpovı´dajı´cı´ vstupnı´m neuronu˚m nejsou potrˇeba, jeli-
kozˇ vstupnı´ neurony nemajı´ zˇa´dne´ potomky a tudı´zˇ do nich nemu˚zˇe ve´st zˇa´dny´ vstupnı´
44
spoj. Hodnotymatice pakmohou naby´vat cˇı´sel 0 nebo 1. Jednicˇka v dane´ bunˇce znamena´,
zˇe od neuronu v dane´m sloupci (neuron nizˇsˇı´ vrstvy) vede spoj k neuronu v dane´m rˇa´dku
(neuron vysˇsˇı´ vrstvy). Nula v dane´ bunˇce pak znamena´, zˇe mezi dany´mi neurony spoj
nenı´. De´lku DNA rˇeteˇzce tedy vypocˇteme podle na´sledujı´cı´ho vzorce.
lDNA = Nall ∗ (Nhidden +Nout) (17)
Kde:
lDNA - je de´lka rˇetezce DNA (pocˇet prvku˚ pole)
Nall - je maxima´lnı´ pocˇet vsˇech neuronu˚ ve stromu
Nhidden - maxima´lnı´ pocˇet neuronu˚ ve skryty´ch vrstva´ch
Nout - pocˇet vy´stupnı´ch neuronu˚ (v tomto prˇı´padeˇ pouze jeden)
Matici spoju˚ vlozˇı´me do pole DNA tak, zˇe postupneˇ bereme jejı´ rˇa´dky shora a vkla´-
da´me je do pole zleva.
Nynı´ mu˚zˇeme zacˇı´t vytva´rˇet na´hodne´ struktury neuronovy´ch stromu˚ (jedince). Algorit-
mus pro tuto cˇinnost funguje takto: Vygeneruje se na´hodne´ cˇı´slo v rozsahu (B,Nhidden),
ktere´ prˇedstavuje aktua´lnı´ pocˇet skryty´ch neuronu˚ v konkre´tnı´m stromu. Vytvorˇı´ se
vsˇechny vstupnı´ neurony. Pak se vygeneruje opeˇt na´hodne´ cˇı´slo v rozsahu (1, Nunused),
ktere´ prˇedstavuje pocˇet skryty´ch neuronu˚ v aktua´lneˇ budovane´ vrstveˇ. Nunused zde zna-
mena´ pocˇet dosud nepouzˇity´ch neuronu˚. Na zacˇa´tku se rovna´ pocˇtu vsˇech neuronu˚
ve skryty´ch vrstva´ch. Pak se v pru˚beˇhu vytva´rˇenı´ stromu (po vytvorˇenı´ kazˇde´ skryte´
vrstvy) snizˇuje o pocˇet neuronu˚, ktere´ jizˇ byly pouzˇity v prˇedchozı´ch vrstva´ch. Vytvorˇı´
se tedy vsˇechny neurony budovane´ vrstvy a na´hodneˇ se propojı´ s neurony v nizˇsˇı´ vrstveˇ.
Takto se postupuje vrstva po vrstveˇ azˇ k vy´stupnı´mu neuronu. Mezitı´m se jesˇteˇ s jistou
pravdeˇpodobnostı´ propojujı´ vstupnı´ neurony s neurony ve vysˇsˇı´ch vrstva´ch (spojenı´ prˇes
vrstvy) a dokonce i prˇı´mo s neuronem vy´stupnı´m. Pravdeˇpodobnost propojenı´ vstupnı´ch
neuronu˚ do skryte´ vysˇsˇı´ vrstvy je mozˇno ovlvnit parametrem inputToHiddenProbability.
Pravdeˇpodobnost propojenı´ vstupnı´ch neuronu˚ prˇı´mo s vy´stupnı´m neuronem je mozˇno
ovlivnit parametrem inputToOutputProbability. Oba parametry se nastavujı´ ve trˇı´deˇ Task.
Pocˇet vrstev a pocˇet neuronu˚ v jednotlivy´ch vrstva´ch je na´hodny´. Prahy a strmosti vsˇech
neuronu˚ a va´hy vsˇech spoju˚ jsou nastaveny na´hodneˇ v intervalu ⟨0; 1⟩. Aktivacˇnı´ funkce
je da´na parametrem function a to vsˇem neuronu˚m stejneˇ. Abych to uprˇesnil, tak ve vzorci
10 odpovı´da´ parametr a prahu neuronu a parametr b odpovı´da´ strmosti neuronu.
Generova´nı´ stromu z DNA
Kdyzˇ prˇedchozı´ metoda buildRandomTree() vygeneruje na´hodny´ neuronovy´ strom, za-
pı´sˇe do neˇj take´ jeho DNA rˇeteˇzec. Tento rˇeteˇzec obsahuje pouze informaci o strukturˇe
stromu, ktera´ je da´na pocˇtem neuronu˚ a pouzˇity´mi spoji. Po vygenerova´nı´ cele´ pocˇa´tecˇnı´
populace teˇchto stromu˚ se jizˇ na´hodne´ stromy nevytva´rˇejı´. Mı´sto toho se nova´ populace
zı´ska´va´ krˇı´zˇenı´m jizˇ existujı´cı´ch jedincu˚. To probı´ha´ tak, zˇe se vezmou DNA rˇeteˇzce dvou
na´hodneˇ vybrany´ch jedincu˚ a vytvorˇı´ se z nich dva nove´ rˇeteˇzce. Tyto nove´ rˇeteˇzce majı´
kazˇdy´ urcˇitou cˇa´st DNA od jednoho i druhe´ho ze svy´ch „rodicˇu˚“ (pu˚vodnı´ch rˇeteˇzcu˚). Z
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teˇchto rˇeteˇzcu˚ se pak vytvorˇı´ dva nove´ neuronove´ stromy. To zajisˇt’uje metoda buildNeu-
ralTreeFromDna(int[] dna). Te´ se prˇeda´ rˇeteˇzec DNA jako argument. Jelikozˇ je novy´ rˇeteˇzec
DNA prˇedany´ metodeˇ slozˇen ze dvou cˇa´stı´ ru˚zny´ch jiny´ch rˇeteˇzcu˚, nemusı´ neˇktere´ jeho
cˇa´stı´ da´vat smysl prˇi vytva´rˇenı´ nove´ho jedince. Za´lezˇı´ na tom, ve ktery´ch u´secı´ch se oba
pu˚vodnı´ rˇeteˇzce rozdeˇlily. Navı´c na rˇeteˇzce DNA pu˚sobı´ i mutace, ktera´ mu˚zˇe mı´t i ne-
gativnı´ vliv na vy´sledne´ho jedince. Z teˇchto du˚vodu˚ ma´ metoda pro vytva´rˇenı´ stromu
z DNA rˇeteˇzce k dispozici opravne´ mechanismy. Musı´ se zajistit, aby kazˇdy´ neuron v
noveˇ vytvorˇene´m stromu, ktery´ je listem tohoto stromu, ale nenı´ to vstupnı´ neuron, byl
odstraneˇn. Takovy´to neuron totizˇ neplnı´ zˇa´dnou funkci a narusˇoval by spra´vnou cˇinnost
neuronove´ho stromu prˇi vytva´rˇenı´ odezvy. Da´le se musı´ ze stromu odstranit vsˇechny
„zdvojene´“ cesty k urcˇite´mu neuronu ve skryte´ vrstveˇ a cykly. Cykly by zpu˚sobily neko-
necˇnou smycˇku cˇtenı´ vy´stupnı´ hodnoty prˇi odezveˇ a protozˇe je proces rekurzivnı´, dosˇlo
by k vycˇerpa´nı´ prˇideˇlene´ pameˇti. Prˇi odstranˇova´nı´ zdvojeny´ch cest a cyklu˚ je veˇtsˇinou
na vy´beˇr vı´ce mozˇnostı´, kterou cestu ponechat a kterou odstranit. Vy´beˇr se ponecha´va´
na´hodeˇ, proto pokud by se z jednoho DNA rˇeteˇzce meˇlo vytvorˇit vı´ce jedincu˚, mohli by
mı´t jedinci navza´jem ru˚zne´ struktury. Po vygenerova´nı´ struktury neuronove´ho stromu z
DNA rˇeteˇzce se nastavı´ hodnoty prahu˚ a strmosti jednotlivy´ch neuronu˚ a hodnoty vah
vsˇech spoju˚ na na´hodna´ cˇı´sla.
Evolucˇnı´ procesy
Po vygenerova´nı´ na´hodne´ prvotnı´ populace se v cyklech zvany´ch Epocha prova´deˇjı´ na´-
sledujı´cı´ kroky. Nejdrˇı´ve se spustı´ cyklus optimalizace struktury neuronovy´ch stromu˚
zvany´ Generace. V tomto cyklu se ohodnotı´ vsˇichni jedinci v populaci podle zadane´
funkce zdatnosti. Funkce zdatnosti, neboli fitness function, se volı´ ve trˇı´deˇ Task para-
metrem fitness. Funkce zdatnosti je dana´ vy´cˇtem ActivationFunction a mu˚zˇe naby´vat
hodnot RADIAL BASIS FUNCTION, STANDARD SIGMOID FUNCTION a HYPERBO-
LIC TANGENT FUNCTION. Po ohodnocenı´ probı´ha´ vy´beˇr jedincu˚ ke krˇı´zˇenı´. Vy´beˇr je-
dincu˚ je na´hodny´ proces, prˇi ktere´m majı´ veˇtsˇı´ pravdeˇpodobnost vy´beˇru jedinci s lepsˇı´
hodnotou funkce zdatnosti. V tomto prˇı´padeˇ je hodnota funkce zdatnosti vypocˇı´tana´
z pru˚meˇrne´ nebo maxima´lnı´ chyby odezvy neuronove´ho stromu. Znamena´ to tedy, zˇe
cˇı´m mensˇı´ chybu ma´ dany´ jedinec, tı´m veˇtsˇı´ je jeho zdatnost. Kdyzˇ jsou jedinci vybra´ni,
probeˇhne proces krˇı´zˇenı´ na za´kladeˇ jejich DNA rˇeteˇzcu˚. Vy´sledkem jsou nove´ rˇeteˇzce
DNA. Na nove´ DNA rˇeteˇzce se pote´ s jistou pravdeˇpodobnosti aplikuje opera´tor mutace.
Ten probı´ha´ tak, zˇe se vybere na´hodne´ mı´sto v rˇeteˇzci (gen) a invertuje se jeho hodnota.
Pravdeˇpodobnostmutace je da´na pevneˇ (5%), nelze ji tedymeˇnit. Na za´kladeˇ noveˇ prˇipra-
veny´ch rˇeteˇzcu˚ DNA se vytvorˇı´ novı´ jedinci, kterˇı´ se zarˇadı´ do existujı´ci populace. Jelikozˇ
musı´ by´t v populaci neusta´le stejny´ pocˇet jedincu˚ musı´ se odstranit stejny´ pocˇet stary´ch
jedincu˚. Jedinci, kterˇı´ se z populace musı´ odstranit, se opeˇt vyberou na za´kladeˇ na´hod-
ne´ho vy´beˇru. Tentokra´t majı´ veˇtsˇı´ pravdeˇpodobnost vy´beˇru jedinci se slabsˇı´ hodnotou
zdatnosti. Tı´mto vznikne nova´ populace a generacˇnı´ cyklus se opakuje. Opeˇt se provede
ohodnocenı´ jedincu˚ atd. Pocˇet teˇchto generacˇnı´ch cyklu˚ v jedne eposˇe je da´n paramet-
rem maxGenerations. Prˇi te´to cˇinnosti se v populaci udrzˇuje neˇkolik jedincu˚, kterˇı´ patrˇı´
do podmnozˇiny zvane´ „elita“. Pocˇet teˇchto elitnı´ch jedincu˚ je da´n parametrem eliteSize a
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nemu˚zˇe by´t veˇtsˇı´ nezˇ polovina populace. Do elity patrˇı´ ti nejsilneˇjsˇı´ jedinci. Tito jedinci se
z populace nikdy neodstranˇujı´, protozˇe prˇedstavujı´ neuronove´ stromy s aktua´lneˇ nejlepsˇı´
strukturou. Vyrˇadit z „elitnı´ jednotky“ je ale mu˚zˇe jiny´ (mladsˇı´) jedinec, ktery´ dosa´hne
lepsˇı´ zdatnosti. Ten tak nahradı´ pu˚vodnı´ho eltnı´ho jedince sebou samy´m. Toto chova´nı´
zajistı´, zˇe nikdy neprˇijdeme o ta nejlepsˇı´ rˇesˇenı´ doposud nalezena´.
Pote´, co skoncˇı´ cyklus optimalizace struktury, oveˇrˇı´ se, jestli se v populaci nacha´zı´ alesponˇ
jeden neuronovy´ strom s chybou mensˇı´ nebo rovnou maxima´lnı´ povolene´ chybeˇ. Pokud
ano ukoncˇı´ se proces hleda´nı´ a vsˇecny neuronove´ stromy, ktere´ majı´ chybu mensˇı´ nebo
rovnu maxima´lnı´ povolene´ chybeˇ se ulozˇı´ do objektu Result. Pokud takovy´ neuronovy´
strom neexistuje, zaha´jı´ se cyklus optimalizace parametru˚ neboli ucˇenı´. Ten zajisˇt’uje trˇı´da
Teacher, ktera´ se snazˇı´ naucˇit kazˇdy´ neuronovy´ strom v populaci rˇesˇit zadany´ proble´m
dany´ tre´novacı´ mnozˇinou. Ucˇı´cı´ cyklus se opakuje, dokud se nedosa´hne chyby odezvy
mensˇı´ nebo rovne´ maxima´lnı´ povolene´ chybeˇ. Maxima´lnı´ povolenou chybu trˇı´da zı´ska´ z
parametrumaxError. Aby se nemarnil cˇas, stra´veny´ ucˇenı´m stromu, ktery´ nenı´ schopny´ se
dane´mu proble´mu naucˇit (nema´ na to vhodnou strukturu), je navı´c stanoven maxima´lnı´
pocˇet ucˇı´cı´ch cyklu˚. Ten je da´n parametrem maxCyclesCount. Podmı´nky pro zastavenı´
ucˇenı´ na konkre´tnı´m stromu jsou tedy dveˇ a ty zajistı´, zˇe se ucˇenı´ zastavı´ bud’po dosazˇenı´
pozˇadovane´ho vy´sledku nebo po vycˇerpa´nı´ limitu. V jednom kroku ucˇı´cı´ho cyklu se po-
stupneˇ procha´zı´ vsˇemi tre´novacı´mi vzory a kazˇdy´ vzor se prˇedlozˇı´ neuronove´mu stromu
jako podneˇt. Zı´skana´ odezva na podneˇt se porovna´ s prˇedpokla´danou odezvou a vypocˇte
se rozdı´l. Tento rozdı´l prˇedstavuje chybu, ktere´ se neuronovy´ strom dopustil. Tato chyba
se pomocı´ parcia´lnı´ derivace aktivacˇnı´ funkce sˇı´rˇı´ zpeˇt azˇ k neuronu˚mprvnı´ skryte´ vrstvy.
Beˇhem tohoto sˇı´rˇenı´ se celkova´ velikost chyby „rozpada´“ na mensˇı´ cˇa´stı´, ze ktery´ch se
vypocˇı´ta´vajı´ odchylky jednotlivy´ch vah spoju˚, prahu˚ a strmostı´ neuronu˚. Tyto odchylky
pak slouzˇı´ ke korekci vah, prahu˚ a strmostı´. Trˇı´da Teacher tak vlastneˇ implementuje al-
goritmus back-propagation, popsany´ v kapitole 2.6. Kdyzˇ se prova´dı´ korekce vah, prahu˚
a strmostı´ na za´kladeˇ vypocˇteny´ch odchylek, nepouzˇı´vajı´ se prˇı´mo vypocˇtene´ hodnoty
odchylek, ale pouze jejich urcˇity´ pomeˇr. Tento pomeˇr je ovlivneˇn dveˇma parametry, ktere´
je nutno rovneˇzˇ stanovit na za´kladeˇ prakticke´ zkusˇenosti. Matematicky je to vyja´drˇeno
takto:
δ = δcalc ∗ α+ δprev ∗ µ (18)
Kde:
δ - je vy´sledna´ odchylka dane´ va´hy spoje, prahu nebo strmosti neuronu, ktera´ se pouzˇije
pro korekci
δcalc - je vypocˇtena´ odchylka pro danou va´hu, pra´h nebo strmost (vy´stup z derivace)
α - je koeficient ucˇenı´
δprev - je velikost odchylky prahu, va´hy nebo strmosti z prˇedchozı´ho kroku
µ - je vliv zmeˇny z prˇedchozı´ho kroku
Parametry α a µ jsou ve trˇı´deˇ Task a jsou jizˇ prˇednastavene´. Uzˇivatel si je vsˇak mu˚zˇe
zmeˇnit podle svy´ch potrˇeb. Parametr learningRate zastupuje koeficient ucˇenı´ α a mu˚zˇe by´t
nastaven v intervalu hodnot ⟨0; 1⟩. Parametr previousDeltaRate zastupuje vliv prˇedchozı´ho
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kroku µ a rovneˇzˇ mu˚zˇe by´t nastaven v intervalu ⟨0; 1⟩. Ucˇı´cı´ algoritmus navı´c rozpozna´va´
elitnı´ stromy a teˇm je koeficient ucˇenı´ snı´zˇen na peˇtinu toho, ktery´ je nastaven ve trˇı´deˇ
task. Vliv prˇedchozı´ho kroku se u elitnı´ch stromu˚ snizˇuje na polovinu. Tyto dveˇ odlisˇnosti
snizˇujı´ pravdeˇpodobnost, zˇe dojde k posˇkozenı´ nejlepsˇı´ho rˇesˇenı´ ucˇenı´m.
I prˇes tato opatrˇenı´, ktera´ minimalizujı´ „ztra´tu“ nejlepsˇı´ho jedince ucˇenı´m, se neda´ zcela
zabra´nit zhorsˇenı´ chyby elitnı´ch jedincu˚. Proto existuje ve trˇı´deˇ Task parametr FixTheBest-
Specimen („upevnit“ nejlepsˇı´ho jedince), ktery´ zajistı´, zˇe aktua´lneˇ nejlepsˇı´ jedinec bude
vyjmut z ucˇı´cı´ho cyklu. Je-li tento parametr nastaven na hodnotu „true“, zamezı´ se ucˇenı´
nejlepsˇı´ho jedince a tak nenı´ mozˇno ucˇenı´m zhorsˇit jeho zdatnost.Toto rˇesˇenı´ sebou prˇi-
na´sˇı´ dalsˇı´ proble´m a to ten, zˇe nejlepsˇı´ jedinec by se teoreticky mohl ucˇenı´m jesˇteˇ vı´ce
zlepsˇit, ale je mu to znemozˇneˇno. Proto se vzˇdy v poslednı´m generacˇnı´m cyklu optimali-
zace struktury naklonuje aktua´lneˇ nejlepsˇı´ jedinec a jeho kopie se dostane do cyklu ucˇenı´.
Pokud ma´ tento jedinec potencia´l se ucˇenı´m zlepsˇit, zlepsˇı´ se jeho klon a nahradı´ tak
nejlepsˇı´ho jedince. V procesu ucˇenı´ tak ma´me trˇetı´ podmı´nku, kdy se ucˇenı´ na dane´m
jedinci zastavı´. Ta nastane, jakmile pra´veˇ ucˇeny´ jedinec dosa´hne lepsˇı´ zdatnosti nezˇ nej-
lepsˇı´ jedinec.
Cyklus hleda´nı´ lepsˇı´ struktury a ucˇı´cı´ cyklus jsou soucˇa´stı´ cyklu zvany´ Epocha, jak jizˇ
bylo rˇecˇeno, a ten zajisˇt’uje, zˇe se neusta´le strˇı´da´ optimalizace struktury a na´sledneˇ op-
timlizace parametru˚. Maxima´lnı´ pocˇet epoch je da´n parametrem maxEpochs.
4.6 Struktura XML souboru
Vy´sledne´ rˇesˇenı´ v podobeˇ jednoho nebo vı´ce neuronovy´ch stromu˚ jemozˇno ulozˇit do sou-
boru pro jeho uchova´nı´ a pozdeˇjsˇı´ pouzˇitı´. Pro za´pis byl zvolen znacˇkovacı´ jazyk XML.
Struktura souboru byla zvolena tak, aby byla neza´visla´ na aplikaci, ktera´ se souborem
pracuje a je na´sledujı´cı´: Korˇenovy´ element se jmenujeNeural forest. V prˇekladu neuronovy´
les. Na´zev je odvozen od neuronovy´ch stromu˚. Tento element nema´ zˇa´dny´ atribut amu˚zˇe
obsahovat pouze jeden nebo vı´ce elementu˚ Neural tree. Element Neural tree prˇedstavuje
neuronovy´ strom.Ma´ jeden atribut a tı´m je title. Je urcˇen k jednoduche´nu popisku stromu
kvu˚li prˇehlednosti. ElementNeural treemu˚zˇe obsahovat jeden nebo vı´ce elemntu˚Neuron,
ktery´ prˇedstavuje forma´lnı´ neuron. Tenma´ parametry id zastupujı´cı´ identifika´tor, threshold
zastupujı´cı´ pra´h, slope zastupujı´cı´ strmost a function zastupujı´cı´ aktivacˇnı´ funkci. Element
Neuron mu˚zˇe obsahovat nula nebo vı´ce elementu˚ Connection, prˇedstavujı´cı´ spojenı´ mezi
neurony. Element Connection neobsahuje zˇa´dny´ element. Ma´ pouze dva atributy. Atribut
weight zastupuje va´hu spoje a atribut input obsahuje id vstupnı´ho neuronu. Pojem vstupnı´
neuron je mysˇlen z pohledu spoje, cˇili neuron, ktery´ je na vstupnı´m konci spoje.
Prˇi ukla´da´nı´ neuronove´ho stromu do souboru se postupuje tak, zˇe se nejdrˇı´ve ulozˇı´
vsˇechny vstupnı´ neurony v porˇadı´ podle jejich identifikacˇnı´ch cˇı´sel. Pote´ se procha´zı´
stromem do hloubky a ulozˇı´ se nejdrˇı´ve vsˇechny neurony ve skryty´ch vrstva´ch a nako-
nec neuron vy´stupnı´. Toto porˇadı´ vsˇak nenı´ nutne´. Metoda pro nacˇı´ta´nı´ neuronove´ho
stromu ze souboru je postavena tak, zˇe si poradı´ i s na´hodny´m porˇadı´m neuronu v sou-
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boru. Jedine´, co by meˇlo by´t dodrzˇeno, je pocˇet vstupnı´ch neuronu˚. Tre´novacı´ mnozˇina
obsahuje urcˇity´ pocˇet vstupu˚ v tre´novacı´ch vzorech. Od tohoto pocˇtu se odvodı´ pocˇet
vstupnı´ch neuronu˚ a ty vsˇechny se ulozˇı´ do souboru. Je mozˇne´, zˇe proces hleda´nı´ vhod-
ne´ho rˇesˇenı´ nalezne takovy´ neuronovy´ strom, ktery´ bude splnˇovat pozˇadavky a navı´c
nebude neˇktere´ vstupy potrˇebovat. Teoreticky by se tyto „nepotrˇebne´“ vstupy nemusely
ukla´dat. Proble´m by vsˇak nastal v prˇı´padeˇ nacˇtenı´ a pouzˇı´va´nı´ takove´ho stromu na stejne´
tre´novacı´ nebo testovacı´ mnozˇineˇ. Stromu by se prˇedkla´dalo vı´ce vstupnı´ch hodnot nezˇ
by strom obsahoval. Navı´c by pak nebylo jasne´, ktery´ vstup je ktery´. Pokud by se neˇkdo
rozhodl odstranit ze souboru nepotrˇebne´ vstupnı´ neurony, meˇl by mı´t tuto skutecˇnost na
pameˇti.
Nı´zˇe je prˇilozˇen obsah XML souboru s ulozˇeny´m jednı´m neuronovy´m stromem.
<?xml version=”1.0” encoding=”utf−8”?>
<Neural forest>
<Neural tree title =”6x − 3y + z”>
<Neuron id=”1” threshold=”0,114012695436372” slope=”1” function=”
RADIAL BASIS FUNCTION” />
<Neuron id=”2” threshold=”0,0853109765263791” slope=”1” function=”
RADIAL BASIS FUNCTION” />
<Neuron id=”3” threshold=”0,0274466844403402” slope=”1” function=”
RADIAL BASIS FUNCTION” />
<Neuron id=”4” threshold=”1,38582225390629” slope=”1” function=”
RADIAL BASIS FUNCTION”>
<Connection weight=”0,512331575383276” input=”1” />
<Connection weight=”−0,258136749409693” input=”2” />
<Connection weight=”0,830537841339158” input=”3” />
</Neuron>
<Neuron id=”5” threshold=”1,32267221767749” slope=”1” function=”
RADIAL BASIS FUNCTION”>
<Connection weight=”0,975486855094029” input=”4” />
</Neuron>
</Neural tree>
</Neural forest>
Vy´pis 1: Uka´zka XML souboru s jednı´m neuronovy´m stromem
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5 Testy vy´konnostı´ a uka´zka pouzˇitı´
Testy vy´konnosti byly prova´deˇny na sestaveˇ PC:
CPU - Intel Pentium 4 - 2,4 GHz
RAM - 2GB
OS - Microsoft Windows XP
5.1 Realizace funkce sinus na omezene´m intervalu
V tomto testu se pokusı´me pomocı´ neuronove´ho stromu simulovat funkci sinus. Test
bude probı´hat na intervalu ⟨0◦; 360◦⟩.
5.1.1 Prˇı´prava testovacı´ trˇı´dy
x cosx
0 0
45 0,7071
90 1
135 0,7071
180 0
225 -0,7071
270 -1
315 -0,7071
360 0
Tabulka 1: Tre´novacı´
mnozˇina 1
x cosx
0 0
22 0,3746
45 0,7071
80 0,9848
90 1
100 -0,1736
135 0,7071
158 0,3746
180 0
202 -0,3746
225 -0,7071
260 -0,9848
270 -1
290 -0,9396
315 -0,7071
338 -0,3746
360 0
Tabulka 2: Tre´novacı´
mnozˇina 2
x cosx
10 0,1736
40 0,6427
60 0,8660
133 0,7313
180 0
250 -0,9396
275 -0,9961
330 -0,5
360 0
Tabulka 3: Testovacı´
mnozˇina
Pro u´cˇely testova´nı´ pouzˇijeme samostatny´ projekt s na´zvem TestFntLibrarySinus, ve
ktere´m na´m stacˇı´ pouze jedna trˇı´da. Testovacı´ trˇı´da obsahuje tyto metody:
• launchConsole() - spustı´ konzoli, ktera´ umozˇnı´ ovla´dat testovacı´ program
• getTrainingPatterns() - vytvorˇı´ dvourozmeˇrne´ pole s tre´novacı´mi vzory
• getTestingPatterns() - vytvorˇı´ dvourozmeˇrne´ pole s testovacı´mi vzory (jine´ nezˇ
tre´novacı´)
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• convertPaterns() - provede konverzi vzoru˚ na interval ⟨−1; 1⟩
• findSolution() - nastavı´ parametry u´kolu, zaregistruje se jako posluchacˇ uda´lostı´
EpochSatrted a ProcessChanged, spustı´ proces hleda´nı´ rˇesˇenı´
• processInfoEvent() - reaguje na uda´lost EpochSatrted a vypı´sˇe na konzoli aktua´lnı´
stav nejlepsˇı´ho neuronove´ho stromu
• processStatusEvent() - reaguje na uda´lost ProcessChanged a jakmile proces skoncˇı´,
zavola´ metodu writeReport()
• writeReport() - vypı´sˇe informace o vy´sledku procesu
• testSolution() - otestuje nalezene´ rˇesˇenı´ a vypı´sˇe hodnocenı´
• generateErrorFile() - otestuje nalezene´ rˇesˇenı´ pomocı´ vı´ce hodnot a ulozˇı´ vy´sledky
do souboru CSV
5.1.2 Test cˇ.1
TrainingSet cˇ.1
MaxAllowedError 0,1
SizeOfBunch 2
Multiplicator 10
InputToOutputProbability 0.9
LearningRate 0,25
PreviousDeltaRate 0,55
MaxCyclesCount 200
Function HYPERBOLIC TANGENT FUNCTION
Fitness ROOT MEAN SQUARED ERROR
PopulationSize 500
EliteSize 50
MaxGenerations 100
MaxEpochs 100
Tabulka 4: Nastavenı´ parametru˚ trˇı´dy Task - test cˇ. 1
V tomto testu je pouzˇita tre´novacı´ mnozˇina cˇ.1. Maxima´lnı´ povolena´ chyba byla zvo-
lena na 0,1. Jelikozˇ ma´ neuronovy´ strom jen jeden vstup, tak se pocˇet vstupu˚ Nin podle
vzorce 15, ktery´ pouzˇijeme pro odhad maxima´lnı´ho pocˇtu skryty´ch neuronu˚, nijak ne-
projevı´. Mu˚zˇeme to ovlivnit pouze velikosti svazku a na´sobitelem. Velikost svazku byla
pro zacˇa´tek zvolena na hodnotu 2 a na´sobitel na hodnotu 10. Pravdeˇpodobnost spojenı´
vstupu prˇı´mo s vy´stupem byla nastavena na vysokou hodnotu, protozˇe v tomhle prˇı´padeˇ
je potrˇeba jediny´ vstup co nejvı´ce zapojit do cˇinnosti. Koeficient ucˇenı´ a vliv prˇedchozı´
zmeˇny jsou nastaveny na za´kladeˇ zkusˇenostı´. Mensˇı´ koeficient ucˇenı´ nebude „rozkmita´-
vat“ nastavova´nı´ vah a prahu˚ a vysˇsˇı´ vliv prˇedchozı´ho kroku urychlı´ ucˇenı´. Maxima´lnı´
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pocˇet cyklu˚ ucˇenı´ je docela nı´zky´, nenı´ potrˇeba se prˇı´lisˇ zateˇzˇovat ucˇenı´m, pokud strom
nema´ vhodnou strukturu. Aktivacˇnı´ funkce byla zvolena na hyperbolicky´ tangens, pro-
tozˇe jejı´ obor hodnot ⟨−1; 1⟩ prˇesneˇ odpovı´da´ oboru hodnot funkce sinus. Fitnes funkce
byla zvolena jako odmocnina ze strˇednı´ kvadraticke´ chyby, aby mohla by´t na´sledneˇ v
dalsˇı´m testu porovna´na z funkcı´ maxima´lnı´ chyby. Velikost populace je za´meˇrneˇ „velka´“,
aby zvy´sˇila pravdeˇpodobnost ru˚znorodosti struktur neuronovy´ch stromu˚ uzˇ od zacˇa´tku
procesu. Pocˇet elitnı´ch jedincu˚ je desetina populace, cozˇ by meˇlo stacˇit na uchova´nı´ ak-
tua´lneˇ nejlepsˇı´ch rˇesˇenı´. Pokud by byl prˇı´lisˇ velky´, byl by proces zdlouhavy´, jelikozˇ by
se meˇnila jen mala´ cˇa´st populace. Je nastaveno maxima´lneˇ 100 generacˇnı´ch cyklu˚ a pote´
na´sleduje ucˇenı´. Pocˇet cyklu˚ ucˇenı´ a optimalizace struktury jsem volil prˇiblizˇneˇ stejny´.
Obeˇ optimalizace totizˇ majı´ vliv jedna na druhou, tak at’se pravidelneˇ strˇı´dajı´. Prˇi volbeˇ
maxima´lnı´ho pocˇtu epoch jsem vycha´zel z velikosti populace a pocˇtu˚ jednotlivy´ch cyklu˚.
Volil sem tak, abych poskytl dostatecˇnou dobu na hleda´nı´.
Vy´sledky procesu
Tento test trval 85 sekund. V desı´ti epocha´ch bylo vytvorˇeno 64 688 neuronovy´ch stromu˚.
Jako nejlepsˇı´ rˇesˇenı´ byl vybra´n neuronovy´ strom s porˇadovy´m cˇı´slem 12 354, ktery´ je
slozˇen z jedena´cti neuronu˚. Tento strom je ulozˇen v souboru „sinus function 1.fnt“.
Pro oveˇrˇenı´ funkcˇnosti byla nejdrˇı´ve pouzˇita tre´novacı´ mnozˇina a pote´ testovacı´ mnozˇina.
Cˇı´sla v tabulka´ch 5 a 6 prˇedstavujı´ odchylky vy´stupnı´ch hodnot od pozˇadovany´ch hod-
Nejmensˇı´ odchylka 0,01359
Pru˚meˇrna´ odchylka 0,09226
Median odchylky 0,07388
Maxima´lnı´ odchylka 0,17199
Tabulka 5: Statistika odpoveˇdı´ pro tre´-
novacı´ mnozˇinu - test cˇ. 1
Nejmensˇı´ odchylka 0,02069
Pru˚meˇrna´ odchylka 0,06673
Median odchylky 0,06171
Maxima´lnı´ odchylka 0,13582
Tabulka 6: Statistika odpoveˇdı´ pro testo-
vacı´ mnozˇinu - test cˇ. 1
not. V tabulce 5 je videˇt, zˇe maxima´lnı´ odchylka je veˇtsˇı´ nezˇ maxima´lnı´ povolena´ chyba,
kterou jsme zadali v u´kolu (trˇı´da Task). Je to tı´m, zˇe jsme jako fitness funkci pouzˇili odmoc-
ninu ze strˇednı´ kvadraticke´ chyby. Celkova´ chyba neuronove´ho stromu se tak vypocˇı´tala
jako pru˚meˇrna´ chyba prˇes vsˇechny tre´novacı´ vzory. Tudı´zˇ mu˚zˇe by´t odpoveˇd’na neˇktery´
vzor horsˇı´, nezˇ jsme pozˇadovali. Z tabulky 6, kde jsou vy´sledky pro testovacı´ mnozˇinu,
tedy vzory, na ktere´ se neuronovy´ strom neucˇil odpovı´dat, je videˇt zˇe v tomto prˇı´padeˇ
jsou vy´sledky mı´rneˇ lepsˇı´. Veˇtsˇinou to by´va´ naopak. Kdyzˇ se vsˇak podı´va´me na media´n,
zjistı´me, zˇe minima´lneˇ polovina odpoveˇdı´ splnˇuje zadany´ pozˇadavek.
5.1.3 Test cˇ.2
Pozˇadujeme-li, aby neuronovy´ strom odpovı´dal na vsˇechny vzory z tre´novacı´ mnozˇiny s
maxima´lneˇ povolenou chybou danou v zada´nı´, je nutne´ pouzˇı´t jako fitness funkci „maxi-
ma´lnı´ chyba“. Celkova´ chyba neuronove´ho stromu se pak vyhodnotı´ jako nejveˇtsˇı´ chyba,
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Obra´zek 16: Neuronovy´ strom z testu cˇ. 2
ktere´ bylo dosazˇeno pru˚chedem prˇes vzory tre´novacı´ mnozˇiny.
V tomto testu tedy zmeˇnı´me pouze fitness funkci na hodnotu MAX ERROR a spus-
tı´me proces znovu.
Vy´sledky procesu
Nynı´ test trval 316 sekund, prosˇel 33 epoch a bylo vytvorˇeno 209 198 stromu˚. Vy´sledny´
neuronovy´ strom ma´ 5 neuronu˚ a je ulozˇen v souboru s na´zvem „sinus function 2.fnt“.
Na obra´zku 16 je strom videˇt i s hodnotami vah vsˇech spoju˚. Vstupnı´ neuron je oznacˇen
symbolem x1, ostatnı´ neurony pak krouzˇky. Z tabulky 7 je nynı´ videˇt, zˇe i ta nejveˇtsˇı´ od-
Nejmensˇı´ odchylka 0,00099
Pru˚meˇrna´ odchylka 0,04378
Median odchylky 0,04125
Maxima´lnı´ odchylka 0,09999
Tabulka 7: Statistika odpoveˇdı´ pro tre´-
novacı´ mnozˇinu - test cˇ. 2
Nejmensˇı´ odchylka 0,00246
Pru˚meˇrna´ odchylka 0,03306
Median odchylky 0,00928
Maxima´lnı´ odchylka 0,09687
Tabulka 8: Statistika odpoveˇdı´ pro testo-
vacı´ mnozˇinu - test cˇ. 2
chylka v odpoveˇdi neuronove´ho stromu splnˇuje na´sˇ pozˇadavek namaxima´lnı´ povolenou
chybu.
5.1.4 Test cˇ.3
V tomto prˇı´padeˇ se pokusı´me zlepsˇit odpoveˇdi neuronove´ho stromu na nenaucˇene´ vzory
take´ tı´m, zˇe prˇida´me vzory do tre´novacı´ mnozˇiny. Neuronova´ sı´t’by v tomto prˇı´padeˇmeˇla
le´pe prolozˇit krˇivku (hyperplochu) body roviny. Pouzˇijeme tedy tre´novacı´ mnozˇinu cˇ.2.
Da´le se pokusı´me zvy´sˇit prˇesnonst v odpoveˇdı´ch snı´zˇenı´m maxima´lnı´ povolene´ chyby
na hodnotu 0,04. Protozˇe ted’ budou na´roky na prˇesnost vysˇsˇı´, snı´zˇı´me koeficient ucˇenı´
na hodnotu 0,15 a vliv prˇedchozı´ho kroku na hodnotu 0,45. Pocˇet ucˇı´cı´ch cyklu˚ zvy´sˇı´me
na hodnotu 300 a rovneˇzˇ i maxima´lnı´ pocˇet epoch na hodnotu 300.
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Obra´zek 17: Odpoveˇdi neuronove´ho stromu z testu cˇ. 1
Vy´sledky procesu
Proces trval 58 minut. Prosˇel 166 epoch a vytvorˇil celkem 1 043 128 neuronovy´ch stromu˚.
Vy´sledny´ strom ma´ 16 neuronu˚ a je ulozˇen v souboru s na´zvem „sinus function 3.fnt“.
Nejmensˇı´ odchylka 0,00132
Pru˚meˇrna´ odchylka 0,02109
Median odchylky 0,01977
Maxima´lnı´ odchylka 0,03983
Tabulka 9: Statistika odpoveˇdı´ pro tre´-
novacı´ mnozˇinu - test cˇ. 3
Nejmensˇı´ odchylka 0,00271
Pru˚meˇrna´ odchylka 0,01433
Median odchylky 0,00798
Maxima´lnı´ odchylka 0,03617
Tabulka 10: Statistika odpoveˇdı´ pro tes-
tovacı´ mnozˇinu - test cˇ. 3
V testu cˇ.3 je videˇt podstatne´ zlepsˇenı´ ve vy´sledne´m neuronove´m stromu oproti prˇed-
chozı´m dveˇma neuronovy´m stromu˚m.
Na za´veˇr pouzˇijeme metodu generateErrorFile(), ktera´ postupneˇ vygeneruje vstupnı´ hod-
noty prˇes cely´ interval ⟨0◦; 360◦⟩ v urcˇity´ch krocı´ch a vypocˇı´ta´ rozdı´ly v odpoveˇdı´ch
neuronove´ho stromu oproti skutecˇny´m hodnota´m. Tyto rozdı´ly (chyby) zapı´sˇe do sou-
boru CSV. Tento soubor se pak pouzˇije pro vytvorˇenı´ grafu, ktery´ na´m uka´zˇe odchylky
prˇes cely´ rozsah. Pro toto porovna´nı´ je zvoleno 100 kroku˚. Na obra´zcı´ch 17 - 19 jsou videˇt
vy´sledky.Na vodorovny´ch osa´ch jsou vstupnı´ hodnoty (x). Na svisly´ch osa´ch jsou funkcˇnı´
hodnoty a odchylky (chyby) v odpoveˇdı´ch neuronovy´ch stromu˚ oproti skutecˇny´m hod-
nota´m funkce sinus. Neuronovy´ strom z testu cˇ.1 ma´ v oblasti vstupnı´ch hodnot (π/2),
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Obra´zek 18: Odpoveˇdi neuronove´ho stromu z testu cˇ. 2
Obra´zek 19: Odpoveˇdi neuronove´ho stromu z testu cˇ. 3
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(7π/8), (9π/8) a (3π/2) velke´ neprˇesnosti. Neuronovy´ strom z testu cˇ.2 je na tom le´pe,
dı´ky jinak zvolene´ fukci zdatnosti. Neuronovy´ strom z testu cˇ.3 ma´ podstatneˇ prˇesneˇjsˇı´
odpoveˇdi na cele´m intervalu. Tyto trˇi testy ukazujı´ mimo jine´ take´ vliv spra´vne´ho zvolenı´
tre´novacı´ mnozˇiny na vy´sledne´ chova´nı´ neuronove´ho stromu.
5.2 Realizace funkce 6x - 3y + z na omezene´m intervalu
Proble´m, ktery´m je funkce 6x− 3y + z, se mı´rneˇ lisˇı´ od prˇedchozı´ho, ktery´m byla funkce
sinus. Tentokra´te ma´me trˇi vstupy, ktery´mi jsou promeˇnne´ x, y a z. Vsˇechny trˇi promeˇnne´
mohou naby´vat libovolny´ch rea´lny´ch hodnot. My si pro jednoduchost zvolı´me testo-
vacı´ interval vsˇech vstupnı´ch hodnot na ⟨0; 1⟩. Pouze vy´stupnı´ promeˇnna´ bude v jine´m
intervalu. Kdyzˇ spocˇı´ta´me minimum a maximum te´to funkce na omezene´m vstupnı´m
intervalu ⟨0; 1⟩, zjistı´me, zˇe obor hodnot padne do intervalu ⟨−0, 3; 1, 6⟩. Tento interval
tedy budeme muset prˇeve´st na interval ⟨0; 1⟩, ktery´ na´m za´rovenˇ umozˇnı´ pouzˇı´t kterou-
koli aktivacˇnı´ funkci neuronu z knihovny. Tentokra´te tedy budeme konvertovat vy´stupnı´
hodnoty.
5.2.1 Prˇı´prava testovacı´ trˇı´dy
Pro tento test byl opeˇt pouzˇit samostatny´ projekt s na´zvem Test of FNT library, ve ktere´m je
pouze jedina´ trˇı´da. Ta obsahuje veˇtsˇinumetod stejny´ch jako v prˇedchozı´m testu funkce si-
nus a neˇkolik metod mı´rneˇ odlisˇny´ch, ale princip je stejny´. Tre´novacı´ a testovacı´ mnozˇinu
nebudeme vytva´rˇet manua´lneˇ, ale vygenerujeme je pomoci metody generatePatterns(bool
training). Hodnotou argumentu true rˇeknememetodeˇ, zˇe pozˇadujeme tre´novacı´ mnozˇinu,
a metoda vygeneruje prˇedem dany´ pocˇet vzoru˚, ktere´ ulozˇı´ do souboru CSV pro pozdeˇjsˇı´
pouzˇitı´. Obdobneˇ vygenerujeme i testovacı´mnozˇinu. Tre´novacı´mnozˇina je ulozˇena v sou-
boru „training patterns A.csv“ a testovacı´ mnozˇina v souboru „testing patterns A.csv“.
Obeˇ mnozˇiny obsahujı´ 30 vzoru˚.
5.2.2 Test cˇ.4
Maxima´lnı´ povolena´ chyba byla tentokra´te nastavena na hodnotu 0,01. Velikost svazku je
15, cozˇ prˇi 30 vzorech v tre´novacı´ mnozˇineˇ znamena´ 2 svazky + 1 navı´c, ktery´ si knihovna
prˇida´va´ sama. Multiplika´tor je takte´zˇ 2 a pocˇet vstupu˚ 3. Prˇi tomto nastavenı´ ma´me ma-
xima´lnı´ pocˇet neuronu˚ ve skryty´ch vrstva´ch 18. Celkoveˇ tedy mu˚zˇe neuronovy´ strom
obsahovat 22 neuronu˚. Aktivacˇnı´ funkce byla zmeˇneˇna na Radia´lnı´ ba´zi. Take´ velikost
populace byla snı´zˇena na 100.
Vy´sledky procesu
Proces beˇzˇel 307 sekund a vygeneroval 21 506 neuronovy´ch stromu˚ v 16 epocha´ch. Nej-
lepsˇı´ z nich se skla´da´ z 12 neuronu˚ a je ulozˇen v souboru xyz function tree 1.fnt. Z tabulek
12 a 13 jsou opeˇt videˇt statistiky procesu, ktere´ rˇı´kajı´, zˇe tentokra´t je maxima´lnı´ chyba
v odpoveˇdi neuronove´ho stromu pro testovacı´ mnozˇinu te´meˇrˇ 1,5x vysˇsˇı´ nezˇ povolena´.
To je rozdı´l od prˇedchozı´ch testu˚ funkce sinus, kde neuronovy´ strom i pro testovacı´
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Obra´zek 20: Vy´sledky neuronove´ho stromu z testu cˇ. 4 pro testovacı´ mnozˇinu.
MaxAllowedError 0,01
SizeOfBunch 15
Multiplicator 2
LearningRate 0,2
PreviousDeltaRate 0,5
MaxCyclesCount 200
Function RADIAL BASIS FUNCTION
Fitness MAX ERROR
PopulationSize 100
MaxGenerations 100
MaxEpochs 100
Tabulka 11: Nastavenı´ parametru˚ trˇı´dy Task - test cˇ. 4
Nejmensˇı´ odchylka 1,778 E-05
Pru˚meˇrna´ odchylka 0,00286
Median odchylky 0,00212
Maxima´lnı´ odchylka 0,00999
Tabulka 12: Statistika odpoveˇdı´ pro tre´-
novacı´ mnozˇinu - test cˇ. 4
Nejmensˇı´ odchylka 0,00015
Pru˚meˇrna´ odchylka 0,00481
Median odchylky 0,00446
Maxima´lnı´ odchylka 0,01476
Tabulka 13: Statistika odpoveˇdı´ pro tes-
tovacı´ mnozˇinu - test cˇ. 4
mnozˇinu da´val vy´sledky s podobnou prˇesnostı´, jako pro tre´novacı´ mnozˇinu. Du˚vodem je
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tre´novacı´ mnozˇina. V prˇı´padeˇ funkce sinus byla tre´novacı´ mnozˇina vytvorˇena manua´lneˇ
s u´myslem rovnomeˇrneˇ pokry´t cely´ vstupnı´ interval. Kdezˇto v tomto testu pro funkci
6x− 3y + z byla tre´novacı´ mnozˇina vygenerova´na na´hodneˇ, takzˇe nenı´ zajisˇteˇno pokrytı´
cele´ho vstupnı´ho intervalu rovnomeˇrneˇ. Tady je videˇt, jak prˇı´prava tre´novacı´ mnozˇiny
mu˚zˇe ovlivnit vy´sledny´ neuronovy´ strom.
5.2.3 Test cˇ.5
MaxAllowedError 0,001
SizeOfBunch 5
Multiplicator 1
LearningRate 0,15
PreviousDeltaRate 0,3
MaxCyclesCount 200
Function RADIAL BASIS FUNCTION
Fitness MAX ERROR
PopulationSize 500
EliteSize 50
MaxGenerations 100
MaxEpochs 500
Tabulka 14: Konecˇne´ nastavenı´ parametru˚ trˇı´dy Task - test cˇ. 5
V tomto testu se pokusı´me dosa´hnout veˇtsˇı´ prˇesnosti v odpoveˇdı´ch neuronove´ho
stromu. Maxima´lnı´ povolenou chybu tedy nastavı´me z hodnoty 0,01 na hodnotu 0,001,
tj. o jeden rˇa´d nizˇsˇı´.
Vy´sledky procesu
Proces bezˇel 2673 sekund (asi 45 minut), prosˇel vsˇech 100 epoch, ale rˇesˇenı´ v pozˇado-
vane´ toleranci chyby nenasˇel. Nejvhodneˇjsˇı´ neuronovy´ strom meˇl chybu 0,002248. Byl
tedy zvy´sˇen maxima´lnı´ pocˇet epoch na hodnotu 500. Po 250 epocha´ch bylo videˇt, zˇe je
chyba nizˇsˇı´ (0,001797), ale rychlost, s jakou se snizˇovala byla mala´. Pravdeˇpodobneˇ se
Nejmensˇı´ odchylka 6,653 E-06
Pru˚meˇrna´ odchylka 0,00055
Median odchylky 0,00063
Maxima´lnı´ odchylka 0,00099
Tabulka 15: Statistika odpoveˇdı´ pro tre´-
novacı´ mnozˇinu - test cˇ. 5
Nejmensˇı´ odchylka 5,734 E-05
Pru˚meˇrna´ odchylka 0,00083
Median odchylky 0,00073
Maxima´lnı´ odchylka 0,00214
Tabulka 16: Statistika odpoveˇdı´ pro tes-
tovacı´ mnozˇinu - test cˇ. 5
proces zaby´va´ zbytecˇneˇ dlouhou dobu ucˇenı´m nevhodny´ch struktur. Take´ je mozˇne´, zˇe
vy´chozı´ pocˇet elitnı´ch jedincu˚ 6 je ma´lo. Proto byla zvy´sˇena velikost populace na hodnotu
500, pocˇet elitnı´ch jedincu˚ na hodnotu 50 a proces spusˇteˇn znovu s u´myslem jej urychlit.
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Obra´zek 21: Vy´sledky neuronove´ho stromu z testu cˇ. 5 pro testovacı´ mnozˇinu.
Tı´mto se zvy´sˇı´ pocˇet jedincu˚ testovany´ch v jedne´ eposˇe, cozˇ by mohlo pomoci, protozˇe
vy´pocˇetnı´ na´roky geneticke´ho algoritmu jsou nizˇsˇı´ nezˇ vy´pocˇetnı´ na´roky ucˇenı´.
Zmeˇna byla pozorova´na uzˇ na zacˇa´tku procesu. Chyba nejlepsˇı´ho jedince klesala pod-
statneˇ rychleji. To se vsˇak pozdeˇji zmeˇnilo a proto byl proces prˇerusˇen. Po neˇkolika
experimentech s nastavova´nı´m parametru˚ bylo dosazˇeno chyby 0,00099. Proces trval 6
hodin a vygeneroval 2 102 494 ru˚zny´ch struktur ve 330 epocha´ch. Zvysˇova´nı´ maxima´l-
nı´ho pocˇtu neuronu˚ ve stromu jen pomoci na´sobitele nebylo zrovna vhodne´, jelikozˇ se
do procesu dosta´valy i struktury s maly´m pocˇtem neuronu˚ (typicky 6). Tyto struktury
na zacˇa´tku „rychle“ konvergovaly k hodnota´m chyby okolo 0,002, ale pak uzˇ se nebyly
schopny dostat na nizˇsˇı´ hodnotu. Na´sobitel byl tedy nastaven na hodnotu 1, cˇı´mzˇ se ve
vy´pocˇtu nijak neprojevil a velikost svazku byla snı´zˇena na hodnotu 5. Takto bylo dosa-
zˇeno hodnoty maxima´lnı´ho pocˇtu neuronu˚ ve skryty´ch vrstva´ch 21, cozˇ se moc nelisˇı´ od
pu˚vodnı´ho pocˇtu 18 v prˇedchozı´m testu. Za´rovenˇ se vsˇak zvy´sˇil minima´lnı´ pocˇet neuronu˚
na hodnotu 7. Dalsˇı´ proble´m, ktery´ se objevil, zpu˚soboval „rozkmita´va´nı´ “ v nastavenı´
vah prˇi ucˇenı´. Byl proto snı´zˇen koeficient ucˇenı´ na hodnotu 0,15 a vliv prˇedchozı´ho kroku
na hodnotu 0,3. Vy´sledne´ nastavenı´ parametru˚ trˇı´dy Task ukazuje tabulka 14. Neuronovy´
strom se kla´da´ z 12 neuronu˚ a je ulozˇen v souboru xyz function tree 2.fnt. Tabulky 15 a 16
ukazujı´ statistiky vy´sledku˚. Opeˇt je videˇt, zˇe pro neˇktere´ vzory testovacı´ mnozˇiny jsou
odpoveˇdi mı´rneˇ horsˇı´. Obra´zky 20 a 21 zobrazujı´ pru˚beˇh funkce na intervalu ⟨0; 1⟩ a
chyby v odpoveˇdı´ch neuronovy´ch stromu˚ z testu˚ cˇ. 4 a 5 pro testovacı´ mnozˇinu.
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5.3 Rˇı´zenı´ softwarove´ho auta
Prˇedchozı´ testy se zaby´valy oblastı´ zvanou aproximace funkce. Na dvou matematic-
ky´ch funkcı´ch bylo prˇedvedeno za´kladnı´ pouzˇitı´ neuronovy´ch stromu˚ a take´ jak pouzˇı´t
implementovanou knihovnu k jejich nalezenı´ cˇi vytvorˇenı´. Tento test prˇedvede jinou ob-
last vyuzˇitı´ neuronove´ho stromu, kterou je rˇı´zenı´ auta. Nejedna´ se o fyzicke´ auto, ale o
jeho softwarovou emulaci. K tomuto testu vyuzˇijeme syste´m pro za´vodeˇnı´ aut rˇı´zeny´ch
umeˇlou inteligencı´, ktery´ vyvinul Marian Krucina v ra´mci sve´ diplomove´ pra´ce na VSˇB-
TUO [6]. Syste´m pro za´vodeˇnı´ aut je typu klient - server. Server je v tomto prˇı´padeˇ syste´m
samotny´, klient je pak jaka´koli aplikace, ktera´ se k syste´mu umı´ prˇipojit a komunikovat
s nı´m. Za´vod pak probı´ha´ tak, zˇe aplikace prˇijı´ma´ v cyklu informace o stavu auta, tyto
informace vyhodnocuje a odesı´la´ na neˇ odpoveˇd’. Syste´m byl vyvinut za u´cˇelem testova´nı´
umeˇly´ch inteligencı´, takzˇe je vhody´ i pro otestova´ni FNT a za´rovenˇ tak i implementovane´
knihovny.
5.3.1 Popis komunikace prˇi za´vodu
Syste´m posˇle klientovi informaci o aktua´lnı´ pozici auta, klient tuto informaci vyhodnotı´
a posˇle zpeˇt svou odpoveˇd’ jako reakci. Podle reakce klienta pak syste´m provede urcˇite´
cˇinnosti, simulujı´cı´ rˇı´zenı´ auta, ktere´ dostanou auto do jine´ pozice. O nove´ pozici auta
syste´mopeˇt informuje klienta. Komunikace tak probı´ha´ v neusta´lem cyklu azˇ do ukoncˇenı´
za´vodu. Informace o pozici auta na cesteˇ se skla´da´ ze cˇtyrˇ cˇa´stı´:
• aktua´lnı´ vzda´lenost auta od strˇedove´ cˇa´ry na cesteˇ
• aktua´lnı´ u´hel, ktery´ svı´ra´ osa auta a osa strˇedove´ cˇa´ry cesty (smeˇr auta)
• aktua´lnı´ rychlost auta
• budoucı´ vzda´lenost auta od strˇedove´ cˇa´ry na cesteˇ za 1 sekundu, nezmeˇnı´-li po tuto
dobu rychlost a smeˇr
Reakce klienta obsahuje pouze dveˇ cˇa´stı´ informace:
• u´rovenˇ sesˇla´pnutı´ plynove´ho nebo brzdove´ho peda´lu
• u´rovenˇ natocˇenı´ kol
Tento proble´m tedy prˇedstavuje zobrazenı´ ze cˇtyrˇdimenziona´lnı´ho prostoru do dvou-
dimenziona´lnı´ho. Vsˇechny vyjmenovane´ parametry, ktere´ prˇedstavujı´ informace mezi
serverem a klientem jsou zako´dovane´ do rea´lny´ch cˇı´sel v intervalu ⟨0; 1⟩. Vı´ce informacı´
lze nale´zt v jizˇ zminˇovane´ diplomove´ pra´ci [6].
V tomto prˇı´padeˇ nezna´me doprˇedu funkci, kterou ma´ neuronovy´ strom realizovat, tak
jako tomu bylo v prˇedchozı´ch dvou prˇı´padech. Vzory tre´novacı´ mnozˇiny tak musı´me
prˇipravit na za´kladeˇ zkusˇenostı´ s rˇı´zenı´m auta. Je potrˇeba analyzovat chova´nı´ syste´mu
pro za´vodeˇnı´ aut a vymyslet vhodne´ tre´novacı´ vzory. Je jasne´, zˇe nemu˚zˇeme pokry´t tre´-
novacı´mi vzory rovnomeˇrneˇ cely´ vstupnı´ interval, nebot’by teˇchto vzoru˚ bylo skutecˇneˇ
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mnoho. Navı´c ani nenı´ v sila´ch cˇloveˇka rozpoznat vsˇechny situace, do ktery´ch se auto v
za´vodu mu˚zˇe dostat. Je potrˇeba tedy dobrˇe zva´zˇit, jak vybrat jednotlive´ tre´novacı´ vzory
tak, aby dostatecˇneˇ reprezentovaly schopnost rˇı´dit auto.
5.3.2 Prˇı´prava testovacı´ho projektu
Tentokra´t nebude stacˇit pouze jedna trˇı´da. Je potrˇeba vyvorˇit aplikaci, ktera´ se prˇipojı´
k za´vodu na serveru, vytvorˇı´ za´vod a postavı´ auto do za´vodu. Projekt pro tyto u´cˇely je
pojmenova´nNeuroRaces. Je to GUI aplikace, ktera´ umozˇnˇuje vytvorˇit dvojci neuronovy´ch
stromu˚ se cˇtyrˇmi vstupy, tuto dvojici prˇihla´sit do za´vodu, v rea´lne´m cˇase komuniko-
vat se serverem a reagovat na aktua´lnı´ situaci v za´vodu. Testova´nı´ pak spocˇı´va´ v tom,
zˇe po nalezenı´ vhodne´ho rˇesˇenı´ ve formeˇ dvojice neuronovy´ch stromu˚, se nechajı´ tyto
stromy odpovı´dat (reagovat) na situaci v konkre´tnı´m za´vodu a podle dokoncˇenı´ nebo
nedokoncˇenı´ za´vodu oveˇrˇit jejich schopnosti. Tentokra´t totizˇ nema´me mozˇnost porovnat
chova´nı´ neuronove´ho stromu s prˇedem vypocˇı´tany´mi vy´sledky. Musı´me tedy vy´sledek
procesu hleda´nı´ vhodne´ho rˇesˇenı´ oveˇrˇit manua´lneˇ a to pozorova´nı´m za´vodu a analy´zou
chyb, ktery´ch se auto prˇi jı´zdeˇ dopousˇtı´.
5.3.3 Test cˇ. 6
Vzda´lenost U´hel Rychlost Vzda´lenost 2 Plyn/Brzda Kola
0.50 0.50 0.50 0.50 1.00 0.50
0.52 0.51 0.70 0.52 1.00 0.48
0.48 0.49 0.70 0.48 1.00 0.52
0.45 0.45 0.60 0.40 1.00 0.55
0.55 0.55 0.60 0.60 1.00 0.45
0.40 0.40 0.60 0.35 0.95 0.60
0.60 0.60 0.60 0.65 0.95 0.40
0.40 0.40 0.90 0.3 0.92 0.65
0.60 0.60 0.90 0.70 0.92 0.35
Tabulka 17: Tre´novacı´ mnozˇina - test cˇ. 6
Tabulka 17 prˇedstavuje tre´novacı´ mnozˇinu. Prvnı´ sloupec prˇedstavuje aktua´lnı´ vzda´-
lenost auta od strˇedove´ cˇa´ry. Hodnota 0,5 znamena´ zˇe je auto na cˇa´rˇe. Nizˇsˇı´ hodnota
ukazuje jak moc je auto vlevo, vysˇsˇı´ hodnota pak jak moc je auto vpravo. Druhy´ sloupec
prˇedstavuje u´hel, ktery´ svı´ra´ osa auta s osou strˇedove´ cˇa´ry. Hodnota 0,5 znamena´ zˇe obeˇ
osy jsou rvnobeˇzˇne´ (auto jede rovneˇ). Hodnota nizˇsˇı´ ukazuje o kolik je osa auta pootocˇena´
vlevo (auto jede na levou stranu). Vysˇsˇı´ hodnota pak znamena´ zˇe auto jede na pravou
stranu cesty. Trˇetı´ sloupec prˇedstavuje aktua´lnı´ rychlost auta. Hodnota 0,5 ukazuje, zˇe
auto stojı´, hodnota nizˇsˇı´, s jakou rychlostı´ couva´, hodnota vysˇsˇı´, jak rychle jede doprˇedu.
Cˇtvrty´ sloupec prˇedstavuje vzda´lenost auta od strˇedove´ cˇa´ry za jednu sekundu (nezmeˇnı´-
li auto rychlost a smeˇr). Hodnota 0,5 znamena´, zˇe auto bude na strˇedove´ cˇa´rˇe, hodnota
nizˇsˇı´ jak moc bude auto vlevo od cˇa´ry, hodnota vysˇsˇı´, jak moc bude vpravo od cˇa´ry. Pa´ty´
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sloupec prˇedstavuje odpoveˇd’, ktera´ rˇı´ka´, jestli se ma´ sesˇla´pnout plyn nebo se ma´ brz-
dit. Hodnota 0,5 znamena´ zˇe se nedeˇje nic. Hodnota nizˇsˇı´ prˇedstavuje intenzitu brzˇdeˇnı´,
hodnota vysˇsˇı´ prˇedstavuje polohu sesˇla´pnutı´ plynove´ho peda´lu. Poslednı´ sloupec pak
prˇedstavuje natocˇenı´ kol. Hodnota 0,5 znamena´, zˇe majı´ kola zu˚stat v prˇı´me´m smeˇru,
hodnota nizˇsˇı´ znamena´, o jaky´ u´hel se majı´ natocˇit vlevo, hodnota vysˇsˇı´ pak, o jaky´ u´hel
vpravo. Leva´ cˇa´st prvnı´ho rˇa´dku tabulky tedy rˇı´ka´, zˇe auto stojı´ na strˇedove´ cˇa´rˇe s kolama
natocˇeny´ma v prˇı´me´m smeˇru (informace o stavu). Prava´ cˇa´st prvnı´ho rˇa´dku tabulky pak
rˇı´ka´, zˇe kola majı´ zu˚stat natocˇene´ stejneˇ a ma´ se sesˇla´pnout plyn na maximum (odpoveˇd’
na soucˇasny´ stav).
MaxAllowedError 0,03
SizeOfBunch 10
Multiplicator 2
LearningRate 0,2
PreviousDeltaRate 0,5
MaxCyclesCount 200
Function RADIAL BASIS FUNCTION
Fitness MAX ERROR
PopulationSize 500
EliteSize 50
MaxGenerations 200
MaxEpochs 500
Tabulka 18: Nastavenı´ parametru˚ trˇı´dy Task - test cˇ. 6
V tabulce 18 je nastavenı´ u´kolu pro vytvorˇenı´ dvou neuronovy´ch stromu˚ prˇedstavujı´cı´ch
rˇidicˇe. Velikost maxima´lnı´ povolene´ chyby je potrˇeba experimenta´lneˇ zjistit. Prˇı´lisˇ velka´
chyba zpu˚sobı´ neschopnost rˇı´zenı´. Prˇı´lisˇ mala´ chyba pak „podivne´“ chova´nı´ v situaci, na
kterou nebyl rˇidicˇ ucˇen. Jelikozˇ tre´novacı´ mnozˇina v tomto prˇı´padeˇ obsahuje velice ma´lo
tre´novacı´ch vzoru˚ vzhledem k velikosti vstupnı´ho prostoru, je lepsˇı´ umozˇnit veˇtsˇı´ chybu
v odpoveˇdı´ch neuronove´ sı´teˇ. Hyperplocha tvorˇena´ jednotlivy´mi va´hami a prahy neu-
ronu˚ se tak „rozprostrˇe“ mezi body v prostoru (tre´novacı´ vzory) rovnomeˇrneˇji. Vprˇı´padeˇ
trva´nı´ na prˇı´lisˇ male´ chybeˇ se hyperplocha bude snazˇit v mı´stech bodu˚ tre´novacı´ch vzoru˚
teˇmto bodu˚m vı´ce prˇiblı´zˇit a vy´sledkem pak mu˚zˇe by´t jejı´ veˇtsˇı´ zvlneˇnı´. To se projevı´
zhorsˇenou schopnostı´ zobecnˇova´nı´ neboli prˇeucˇenı´m, kdy neuronova´ sı´t’bude schopna
prˇesneˇ odpoveˇdeˇt na naucˇene´ vzory, ale na nenaucˇene´ vzory uzˇ ne.
Po dokoncˇenı´ procesu je mozˇne´ kromeˇ rˇidicˇe vytvorˇit i soubor s informacemi o tom,
jak proces skoncˇil. V tomto testu toho vyuzˇijeme.
Vy´sledky procesu
Tentokra´t je proces slozˇen ze dvou podprocesu˚, protozˇe hleda´me dva neuronove´ stromy.
Jeden pro urcˇova´nı´ natocˇenı´ kol a druhy´ pro rˇı´zenı´ rychlosti. Neuronovy´ strom pro rˇı´zenı´
rychlosti zabral 1,1 sekundy a bylo prˇi tom vygenerova´no 2 236 neuronovy´ch stromu˚.
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Bylo dosazˇeno maxima´lnı´ chyby 0,0158 prˇi cˇtyrˇech pouzˇity´ch neuronech. Zde je videˇt, zˇe
neuronovy´ strom si ze cˇtyrˇ vstupu˚ vybral pouze dva. Vzda´lenost a vzda´lenost 2. Druhy´
strom pro rˇı´zenı´ kol zabral 17 sekund a bylo prˇi tom vygenerova´no 14 434 stromu˚. Zde
bylo dosazˇeno maxima´lnı´ chyby 0,0222 prˇi peˇti neuronech. Tentokra´t se nepouzˇil vstup
prˇedstavujı´cı´ rychlost. Neuronove´ stromy tohoto rˇesˇenı´ jsou ulozˇeny v souboru Test dri-
ver radial 1.fnt. Informace o pru˚beˇhu hleda´nı´ struktury pak v souboru Test driver radial
1 debug.fnt.
5.3.4 Test cˇ. 7
Obra´zek 22: Neuronovy´ strom
pro rˇı´zenı´ rychlosti Obra´zek 23: Neuronovy´ strom pro rˇı´zenı´ kol
V tomto testu pouze snı´zˇı´me maxima´lnı´ chybu na hodnotu 0,01 a necha´me vytvorˇit
druhe´ho rˇidicˇe. Pak oba vy´sledky (rˇidicˇe) porovna´me mezi sebou.
Vy´sledky procesu
Vytvorˇenı´ stromu pro rˇı´zenı´ rychlosti trvalo 17 sekund. Prosˇlo se jednou epochou a bylo
vytvorˇeno 13 096 stromu˚. Strom je tvorˇen sˇesti neurony. Druhy´ strom trval 102 sekund,
prosˇly se 3 epochy a vygenerovalo 52 030 stromu˚. Bylo potrˇeba sedmneuronu˚. Neuronove´
stromy tohoto rˇesˇenı´ jsou ulozˇeny v souboru Test driver radial 2.fnt. Informace o pru˚beˇhu
hleda´nı´ struktury pak v souboru Test driver radial 2 debug.fnt.
Porovna´nı´ rˇidicˇu˚ z prˇedchozı´ch testu˚ Prvnı´ rˇidicˇ (test cˇ. 6) je nepatrneˇ rychlejsˇı´ v za-
ta´cˇka´ch, ale nedrzˇı´ se tolik strˇedove´ cˇa´ry. Druhy´ rˇidicˇ je pomalejsˇı´, ale prˇesneˇji projı´zˇdı´
u´seky a je si na trati jisteˇjsˇı´ (nekmita´ tolik kolami). Oba rˇidicˇi jsou vsˇak schopni jı´zdy.
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6 Za´veˇr
Cı´lem pra´ce bylo naimplementovat knihovnu pro pra´ci s neuronovou sı´tı´ typu Flexi-
bilnı´ neuronovy´ strom (FNT) v prostrˇedı´ .NET. Tento cı´l byl splneˇn. Knihovna umozˇnˇuje
prˇipravit zada´nı´ u´kolu (popis proble´mu), dle tohoto zada´nı´ vytvorˇit jeden nebo vı´ce neu-
ronovy´ch stromu˚ a pak s tı´mto neuronovy´m stromem cˇi vı´ce stromy pracovat. Zada´nı´
obsahuje neˇkolik parametru˚, pomocı´ ktery´ch lze ovlivnit pru˚beˇh zpracova´nı´ u´kolu (hle-
da´nı´ vhodne´ho neuronove´ho stromu cˇi stromu˚). Nalezenı´ vhodne´ struktury neuronove´ho
stromu bylo vyrˇesˇeno pouzˇitı´m geneticke´ho programova´nı´. Pro optimalizaci parametru˚
je pak pouzˇito parametricke´ verze metody zpeˇtne´ho sˇı´rˇenı´. Da´le je knihovna navrzˇena´
tak, aby mohla by´t zacˇleneˇna do externı´ aplikace a s touto aplikacı´ jednoduchy´m zpu˚so-
bem komunikovat. To umozˇnˇuje pra´ci s knihovnou automatizovat. Model neuronove´ho
stromu je oddeˇlen od optimalizacˇnı´ch algoritmu˚, cozˇ umozˇnˇuje vytvorˇene´ neuronove´
stromy snadno ukla´dat do souboru XML a zpeˇtneˇ je nacˇı´tat. Kromeˇ knihovny samotne´
byly vytvorˇeny trˇi male´ aplikace, ktere´ slouzˇı´ k jejı´mu za´kladnı´mu otestova´nı´. Tyto apli-
kace jsou obsahem pra´ce, vcˇetneˇ souboru˚, ktere´ byly pouzˇity prˇi testova´nı´ knihovny.
Testyknihovnyaneuronovy´ch stromu˚ toutoknihovnouvytvorˇeny´chukazujı´, zˇe knihovna
funguje.Da´le take´ ukazujı´ du˚lezˇitost prˇı´pravy tre´novacı´mnozˇiny, ktera´ se odra´zˇı´ na celko-
ve´m vy´sledku vytva´rˇene´ho neuronove´ho stromu. Nevhodneˇ zvolena´ tre´novacı´ mnozˇina
ma´ neprˇı´znivy´ dopad na chova´nı´ vy´sledne´ho neuronove´ho stromu, cozˇ mu˚zˇe vzbuzovat
dojem, zˇe knihovna neda´va´ ocˇeka´vane´ vy´sledky. Testy tak potvrzujı´ neˇktere´ cˇa´sti teorie
popsane´ v kapitole 2, naprˇı´klad proble´m vhodne´ volby tre´novcı´ch vzoru˚. Prˇi testova´nı´
knihovny jsem experimentoval s nastavova´nı´m vsˇech parametru˚ na ru˚zne´ hodnoty a
vypozoroval jiste´ za´vislosti v chova´nı´ procesu. Tyto poznatky meˇ vedly k prˇednastavenı´
kazˇde´ho parametru na urcˇitou vy´chozı´ hodnotu.
Vpru˚beˇhu pra´ce jsemnarazil na jiste´ proble´my, jejichzˇ vyrˇesˇenı´ by ulehcˇilo pra´ci s knihov-
nou. Jednı´m z nich je prˇiblizˇny´ odhad pocˇtu potrˇebny´ch neuronu˚ pro konkre´tnı´ zada´nı´.
Momenta´lneˇ je tohle rˇesˇeno cˇa´stecˇneˇ na za´kladeˇ informacı´ od uzˇivatele knihovny. Mozˇna´
by se to dalo rˇesˇit analy´zou rozlozˇenı´ dat v prostoru. Data v prostoru zde prˇedstavujı´
tre´novacı´ vzory. Uzˇivatel by nemusel prˇemy´sˇlet nad pocˇtempotrˇebny´ch neuronu˚ a proces
by se mohl urychlit. Dalsˇı´ vylepsˇenı´ knihovny mu˚zˇe spocˇı´vat v u´praveˇ funkce zdatnosti.
Nynı´ se vyhodnocuje jako chyba odezvy. Kdyby se prˇidalo jesˇteˇ porovna´va´nı´ velikosti
stromu˚ podle pocˇtu neuronu˚, dosa´hlo by se tı´m uprˇednostnˇova´nı´ mensˇı´ch struktur.
Z publikacı´, ktere´ jsem v pru˚beˇhu te´to pra´ce procˇetl, vyply´va´, zˇe flexibilnı´ neuronove´
stromy majı´ velky´ potencia´l v mnoha oblastech. Nove´ studie ukazujı´ jejich pouzˇitı´ nejen
v oblastech financı´ ale i ve zdravotnictvı´.
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A CD s elektronickou verzı´ diplomove´ pra´ce
A.1 Implementace knihovny FNT
Soubor s na´zvem FlexibleNeuralTree.dll.
A.2 Zdrojove´ ko´dy knihovny FNT
Kompletnı´ projekt pro Microsoft Visual Studio 2010 - adresa´rˇ Zdrojove´ ko´dy knihovny FNT.
A.3 Zdrojove´ ko´dy testovacı´ch aplikacı´
Kompletnı´ projekty pro Microsoft Visual Studio 2010 - adresa´rˇ Zdrojove´ ko´dy testovacı´ch
aplikacı´.
• NeuroRaces
• Test of FNT library
• TestFntLibrarySinus
A.4 XML soubory s ulozˇeny´mi neuronovy´mi stromy
Adresa´rˇ s na´zvem Soubory neuronovy´ch stromu˚. Prˇilozˇeny jsou i CSV soubory s vygenero-
vany´mi hodnotami pro vytvorˇenı´ grafu˚.
A.5 Pouzˇite´ obra´zky
Adresa´rˇ Pouzˇite´ obra´zky.
A.6 Uzˇivatelska´ prˇı´rucˇka FNT
Soubor s na´zvem FNT uzˇivatelska´ prˇı´rucˇka.pdf.
