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1 Introduction
The question concerning applicative theories and computational complexity was
posed by S. Feferman [11]. Namely he asked whether aprogram similar to Buss’
bounded arithmetic [4] can be carried through in the context of applicative
theories or explicit mathematics.
This question was answered by T. Strahm [16], [17], [18]. He first presented
the theory PTO which can be viewed as an applicative analogue of Cook’s $PV$
or alternatively Ferreira’s PTCA [12]. Then he went on to define another theory
$PT$ which has notation induction axiom for NP formulae. Strahm proved that
the theory $PT$ is related to type 1and type 2poly-time functionals. However
it is still open whether provably total terms of $PT$ of arbitrary type can be
witnessed by poly-time computations.
In this paper we will deal with applicative theory for the constant depth cir-
cuit class $AC^{0}$ . In [13] the author presented an applicative theory $CDD$ whose
probably total functions are exactly those in $AC^{0}$ . There we deal only with
type 1functions and here we will prove that provably total type 2functionals
of $CDD$ is witnessed by type 2 $AC^{0}$ functions in the sense of Clote et.al. [8].
Let us now state the construction of the paper. In the next section we will
present basic definitions. In section 3we will prove that the provably total type
2functionals of $CDD$ can be realized by type 2 $AC^{0}$ functions. In section 4we
will present some questions concerning applicative theories and boolean circuit
computation.
2Basic definitions
In this section we will give basic definitions of our theories. We will introduce
our base theory for binary words. The language Ccdo is afirst order lan-
guage with individual variables $a$ , $b$ , $c$ , $\ldots$ , $x$ , $y$ , $z$ , $\ldots$ possibly with subscripts.
We also have individual constants $\mathrm{K}$ , $\mathrm{S}$ (combinators), $\mathrm{P}$ , $\mathrm{P}_{0}$ , $\mathrm{P}_{1}$ (pairing and un-
pairings), $\mathrm{D}$ ( $\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ by cases on binary words), $\epsilon$ (empty word) 0, 1 $(\mathrm{z}\mathrm{e}\mathrm{r}\mathrm{o},\mathrm{o}\mathrm{n}\mathrm{e})$
1301 2003 69-78
69
$\mathrm{c}_{\subseteq}$ (initial word relation), $l_{w}$ (tally length of binary word), $*,$ $\cross(\mathrm{w}\mathrm{o}\mathrm{r}\mathrm{d}$ con-
catenation and word multiplication), $\mathrm{L}\mathrm{D}$ , MSP (and most significant part and
the least digit), CR (concatenation recursion on notation operation). Ccdo has
afunction symbol . (term application) and relation symbols $\downarrow(\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{d})$ , $W$ (bi-
nary words) and $=(\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y})$ . The language $\mathcal{L}_{CDD}$ is obtained from $\mathcal{L}_{CDO}$ by
removing the CRN operator $\mathrm{C}\mathrm{R}$ .
Terms are built up from variables and constants by using term application,
that is, all variables and constants are terms and if $s$ , $t$ are terms then $s\cdot$ $t$ is
also aterm. Formulae are built up from atomic formulae using logical symbols
$\wedge,$ $\vee,$ $\supset$ , $\forall$ and 3. We assume that the negation symbol $\neg$ is not in our language
but defined as $\neg A\equiv(A\supset \mathrm{K}=\mathrm{S})$ . Quantifiers of the form $\forall x\in W$ and $\exists x\in W$
are called $W$-bounded and their intended meanings are
$\forall x\in WA(x)\equiv\forall x(x\in W\supset A(x))$ ,
$\exists x\in WA(x)\equiv\exists x(x\in W\wedge A(x))$
respectively. Furthermore, quantifiers of the form $\forall x\subseteq t$ and $\exists x\subseteq t$ are called
sharply bounded and their intended meanings are
$\forall x\subseteq tA(x)\equiv\forall x\in W(x\subseteq t\supset A(x))$,
$\exists x\subseteq tA(x)\equiv\exists x\in W(x\subseteq t\wedge A(x))$
respectively. Aformula is called $W$-free if it does not contain the predicate
symbol $W$ . Aformula is called semi-positive if for all subformula of the form
$A\subset B$ , $A$ is an atomic formula. Some extra symbols which are not included in
the language are used for convenience. First we write $s\subseteq t$ instead of $\mathrm{C}\subseteq$ . Also
$*\mathrm{a}\mathrm{n}\mathrm{d}$
$\cross \mathrm{a}\mathrm{r}\mathrm{e}$ presented in infix notation as $s*t$ and $s\mathrm{x}t$ and we write $x\mathrm{O}$ and
$x1$ for $x*\mathrm{O}$ and $x*1$ respectively.
Since our theories are concerned with partial term application, aterm is not
necessarily be totally defined. So we introduce the partial equality relation as
$s\simeq t\equiv(s\downarrow\vee t\downarrow)\supset(s=t)$ .
Furthermore, we will use the following abbreviations in the sequel:
$\tilde{s}\in W$ $\equiv$ $W(s_{1})\vee\cdots\vee W(s_{n})$ ,
$t:Warrow W$ $\equiv$ $(\forall x\in W)(tx\in W)$ ,
$t$ : $W^{n+1}arrow W$ $\equiv$ $(\forall x\in W)(tx : W^{n}arrow W)$ .
The theory BOW (Base Theory for binary Words) is a $\mathcal{L}_{CDO}$ theory which
consists of the following axioms:
IPartial combinatory algebra
(1) $\mathrm{K}xy\simeq x$
(2) $\mathrm{S}xy\downarrow ASxyz\simeq xz(yz)$
II Pairing and unpairin $\mathrm{g}$
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(3) $\mathrm{P}_{0}\mathrm{P}xy=x\wedge$ POPxy $=y$
III Binary word manipulation on $W$
(4) $\epsilon\in W\wedge 0\in W\wedge 1\in W$
(5) $*:W^{2}arrow W$
(6) x $\in W\supset x*\epsilon=x$
(7) $x\in W\wedge y\in W$ :) $x*(y*i)=(x*y)*i$ $(i=0,1)$
(8) $x\in W\wedge y\in W\supset x*0\neq y*1\wedge x*0\neq\epsilon$ $\wedge x*1\neq\epsilon$
(9) x $\in W\wedge y\in W\wedge x*0=y*\mathrm{O}\supset x=y$
(10) x $\in W\wedge y\in W\wedge x*1=y*1\supset x=y$
IV Word multiplication on $W$
(11) $\cross:W^{2}arrow W$
(12) x $\in W:)x\cross\epsilon=\epsilon$
(13) x $\in W\wedge y\in W\supset x\cross(y*0)=(x\cross y)*x\wedge x\cross(y*1)=(x\cross y)*x$
$\mathrm{V}$ Predecessor on $W$
(14) PR : W $arrow W$
(15) $\mathrm{P}\mathrm{R}\epsilon=\epsilon$
(10) x $\in W\supset \mathrm{P}\mathrm{R}(x*0)=\mathrm{P}\mathrm{R}(x*1)=x$
(17) x $\in W\wedge x\neq\epsilon\supset(\mathrm{P}\mathrm{R}x)*0=x\vee(\mathrm{P}\mathrm{R}x)*1=x$
VI Initial subword relation on $W$
(18) x $\in W\wedge y\in W\supset x\subseteq y\vee x\not\subset$ $y$
(19) x $\in W\supset(x\subseteq\inrightarrow x=\epsilon)$
(20) $x\in W\wedge y\in W\wedge y\neq\epsilon\supset(x\subseteq yrightarrow x\subseteq \mathrm{P}\mathrm{R}y\vee x=y)$
VII Tally length of binary words
(21) $1_{W}$ : $Warrow W\wedge 1_{W}\epsilon=\epsilon$
(22) x $\in Warrow lw(x*\mathrm{O})=(lwx)*1\wedge lw(x*1)=(lwx)*1$
VIII Most significant part and least digit
(23) $x\in W\supset \mathrm{M}\mathrm{S}\mathrm{P}\mathrm{x}\mathrm{e}$ $=x$
(21) $x\in Wy\in W\supset \mathrm{M}\mathrm{S}\mathrm{P}x(y\mathrm{O})$ $=\mathrm{P}\mathrm{R}(\mathrm{M}\mathrm{S}\mathrm{P}xy)\wedge \mathrm{M}\mathrm{S}\mathrm{P}x(y1)=\mathrm{P}\mathrm{R}(\mathrm{M}\mathrm{S}\mathrm{P}xy)$
(25) $\mathrm{L}\mathrm{D}\epsilon=\epsilon$
(26) $x\in W:)$ LDxO $=0\wedge \mathrm{L}\mathrm{D}\mathrm{x}1$ $=1$
IX Definition by cases on $W$
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(27) a $\in W\wedge b\in W\wedge a=b\supset \mathrm{D}xyab$ $=x$
(28) a $\in W\wedge b\in W\wedge a\neq b\supset Dxyab$ $=y$
The semantics for our theories are given using the well-known equivalence
between combinatory logic with extensionality and $\mathrm{A}\eta$ (See Troelstra and van
Dalen [19] for details). The open term model $\mathrm{M}$ (Xrj) is based on $\mathrm{A}\eta$ reduction
of the untyped lambda calculus and one simply extends Ay7 reduction with the
obvious clauses for the new constants. The universe of $\mathrm{M}$ (Xr) $)$ is the set of all
terms. The equality $=\mathrm{i}\mathrm{s}$ reduction to acommon reduct and $W$ is interpreted
as the set of all terms $t$ so that $t$ reduces to astandard binary word. The set
of all binary words is denoted by W. Finally the application $s\cdot t$ is simply the
term $ts$ . As usual $\mathcal{M}(\mathrm{A}\mathrm{y}7)$ $\models A$ if $A$ is valid in the model $\mathcal{M}(\mathrm{A}\mathrm{y}7)$ for any formula
A. set of all terms.
3Theories for circuit complexity
We now state some results relating weak applicative theories and boolean circuit
complexity classes. First we weill give some additional axioms which are used
to form applicative systems for constant depth cirucuit class $AC^{0}$ .
Concatenation recursion on notation
(29) f : W $arrow W\wedge g\in P(W^{2})$ :) CRfg : $W^{2}arrow W$
(30)
$f$ : $Warrow W\wedge g\in P(W^{2})\wedge x\in W\wedge y\in W\wedge y\neq\epsilon\wedge\wedge h=\mathrm{C}\mathrm{R}fg$
:) $hx\epsilon=fx\wedge hxy=hx(\mathrm{P}\mathrm{R}y)*gx(\mathrm{P}\mathrm{R}y)$
Set induction on $W$
(31)
$f\in P(W)\wedge f\epsilon=0\wedge(\forall x\in W)(f(\mathrm{P}\mathrm{R}x)=0\supset fx=0)$
$\supset(\forall x\in W)(fx=0)$
The system $CDD$ is a $\mathcal{L}_{CDD}$ theory whose axioms are (1) to (28) of $CDO$
extended by the following axioms:
Notation induction on $W$ for open $W$-free semi-positive $\mathcal{L}cDD$ formulae
(32) $\mathrm{A}(\mathrm{e})\wedge\forall x\in W(A(\mathrm{P}\mathrm{R}x)\supset A(x))\supset(\forall x\in W)A(x)$,
where $A$ is an open $W$-free and semi-positive formula.
Bit comprehension for open $W$-free semi-positive $\mathcal{L}_{CDD}$ formulae
(33)
$(\forall\vec{x}\in W)(\exists z\in W)(1_{W}z<1_{W}(f\tilde{x})$
$\wedge(\forall y\subseteq f\vec{x})(A(\tilde{x}, y, f)rightarrow \mathrm{B}\mathrm{I}\mathrm{T}zy=1))$ .
where BlTxy $=\mathrm{L}\mathrm{D}(\mathrm{M}\mathrm{S}\mathrm{P}xy)$ and $A$ is an open $W$-free and semi-positive
formula.
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As usual $AC^{0}$ is the class of functions computable by $U_{E}^{*}$-uniform circuit
family of constant depth and polynomial size. For the precise definitions of
these notions, see [?]. In [13] the author showed that the probably total first
order terms of CDO and CDD are exactly functions in $AC^{0}$ . More precisely,
Definition 1A function $F$ : $\mathrm{W}arrow \mathrm{W}$ is provably total in a theory $T$ if there
exists a term $t_{F}$ in the language of the theory in concern such that
1. T $\vdash t_{F}$ : $W^{n}arrow W$ and
2. T $\vdash tF\overline{w}_{1}\cdots$ $\overline{w}_{n}=F(w_{1},$\ldots ,$w_{n})$ for all $w_{1}$ , \ldots , $w_{n}\in \mathrm{W}$.
Theorem 1(Kuroda [13]) A function is provably total in $CDD$ or $CDT$ if
and only if it is computable by $AC^{0}$ functions.
By extending the method in [13] we can show that the provably total type
2functionals of $CDT$ are type 2 $AC^{0}$ functional. First we will clarify what is
meant by type 2 $AC^{0}$ functional.
Let $\mathrm{W}^{\mathrm{W}}$ be the set of type 1functions, that is, amapping from $\mathrm{W}$ to W. A
type 2functional of rank $(k, l)$ is amapping from $(\mathrm{W}^{\mathrm{W}})^{k}\cross \mathrm{W}^{f}$ to W. We denote
type 2functionals by upper case letters $F$, $G$ , $\ldots$ and so on. Let Ap be atype 2
functional defined by $\mathrm{A}\mathrm{p}(f, x)=f(x)$ for all $f$, $x$ .
Definition 2A functional $F$ is defined by functional composition from $G$ ,
$H_{1}$ , $\ldots$ , $H_{n}$ if
$F(\tilde{f,}\vec{x})=G(\vec{f,}H_{1}(\vec{f,}\vec{x}), \ldots, H_{n}(\vec{f,}\vec{x}))$
for all $\vec{f,}\tilde{x}$ .
Definition 3A functional $F$ is defined by expansion from $G$ if
$F(\vec{f,}\vec{g},\tilde{x},\tilde{y})=G(\vec{f},\vec{x})$
for all $\tilde{f,}\tilde{g},\tilde{x},\tilde{y}$.
Definition 4A functional $F$ is defined by concatenation recursion on notation
(CRN) from $G$ , $H_{0}$ and $H_{1}$ if
$F(\vec{f,}\vec{x},\epsilon)$ $=$ $G(\vec{f,}\tilde{x})$
$F(\vec{f,}\vec{x}, y*i)$ $=$ $F_{i}(\vec{f,}\tilde{x}, y)*H_{i}(\vec{f,}\tilde{x}, y)$ $i=0,1$
provided $H_{i}(\vec{f,}\tilde{x})\leq 1$ for all $\vec{f,}\tilde{x}$ .
Definition 5The class $F_{2}AC^{0}$ of type 2functionals is the smallest class of
functions containing 0(zero function), so, $s_{1}$ (successors on binary words),
$P_{k}^{n}$ (projection), $x\# y=2^{|x|\cdot|y|}$ , Ap and closed under functional composition,
expansion and concatenation recursion on notation operations
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Theorem 2(Clote, Kapron, Ignjatovic [8]) A functional $F(\vec{f,}\vec{x})$ belongs
to $F_{2}AC^{0}$ if and only if it is computable by a $U_{E}^{*}$ -uniform circuit family with
constant depth and $P(|\tilde{f|}, |\vec{x}|)$ size for some polynomial P.
Now we will extend the realizability theorem for $CDD$ to type 2functionals.
In [13] we defined the realizability relation for semi-positive formulae. Here we
will extend this so that it can manipulate type 2case. First we must clarify what
it means for atype 2functional to be definable in the structure $\mathcal{M}$ . Let $\mathcal{W}^{\mathcal{W}}$
denote the set of all individuals $f$ in the universe $|\mathcal{M}|$ such that $f$ : $\mathcal{M}$ $arrow \mathcal{M}$ is
true in $\mathcal{M}$ . Denote by $\hat{f}$ the function $\mathrm{W}arrow \mathrm{W}$ which is defined by $f$ in $\mathcal{M}$ .
Definition 6A type 2functional $F$ of rank $(k, l)$ is definable in $\mathcal{M}$ if there
exists a closed term $t_{F}$ such
$\mathcal{M}$ $\models t_{F}f_{1}\cdots f_{k}\overline{w}_{1}\cdots\overline{w}_{l}=F(\hat{f}_{1}, \ldots,\hat{f}_{k}, w_{1}, \ldots, w_{l})$
for all $f_{1}$ , $\ldots$ , $f_{k}\in \mathcal{W}^{\mathcal{W}}$ and $w_{1}$ , $\ldots$ , $w\iota$ $\in \mathrm{W}$.
We also define the provably totality of type 2functionals in agiven applicative
system. We use the following abbreviation:
$t:(W^{W})^{k}\cross W^{l}arrow W\equiv(\forall\vec{f}:Warrow W)(\forall\vec{x}\in W)t\tilde{f}\tilde{x}\in W$ .
Definition 7A type 2functional $F$ of rank $(k, l)$ is provably total in a theory
$T$ if there exists a closed $tem$ $t_{F}$ in the language of $T$ such that
1. $T\vdash t$ : $(W^{W})^{k}\cross W^{l}arrow W$ , and
2. tp defines F in the open term model $\mathcal{M}(\mathrm{A}\mathrm{y}\mathrm{y})$ .
Now let us extend the realizability for $CDD$ in [13] to type 2functionals using
the method by Strahm [18]. Let $SP$ denote the set of semi-positive formulae.
Aformula is in the class $\mathrm{C}_{0}$ if either $A$ is in $SP$ or $A$ is of the form $(B\supset C)$ or
$(\forall x)(B\supset C)$ for some $B$ , $C\in S\mathcal{P}$ . Then cut elimination for $CDD$ implies the
following:
Theorem 3Let $\Gammaarrow\Delta$ be a sequent where $\Gamma$ and $\Delta$ consists of $\mathrm{C}_{0}$ and $S\mathcal{P}$
$fo$ rmulae respectively. Suppose that $CDD\vdash\Gammaarrow\Delta$ . Then there exists a CDD-
proof of $\Gammaarrow\Delta$ whose sequents consists of $\mathrm{C}_{0}$ formula in the antecedent and $SP$
formulae in the succedent.
Next we will define the realizability relation for $\mathrm{C}_{0}$ formulae. For formulae
in $S’P$ the set 72 of realizers is defined inductively as
1. if $\alpha$ is abinary string then $\alpha\in \mathcal{R}$ and
2. if $\alpha$ , $\beta\in \mathcal{R}$ then $\langle\alpha, \beta\rangle\in \mathcal{R}$
where $\langle\cdot, \cdot\rangle$ is apairing function
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Definition 8For $\rho\in \mathcal{R}$ and a formula A in csp, the realizability relation $\rho\triangleright A$
(read $l‘\rho$ realizes A) is defined inductively as follows:
$\bullet$ For a $W$ -free atomic formula A $\rho\triangleright t=s\Leftrightarrow\rho$ is any binary string and
$\mathcal{M}(\mathrm{A}\eta)\models A$ .
$\bullet$ $\rho\triangleright t\in W_{i}\Leftrightarrow \mathcal{M}(\mathrm{A}\mathrm{y}7)$ $\models t=\rho$ for some binary string $\rho$ .
$\bullet$ $\rho\triangleright A\vee B\Leftrightarrow\rho=\langle i, \rho_{0}\rangle$ and either $i=0$ and $\rho_{0}\triangleright A$ or $i=1$ and $\rho_{0}\triangleright B$ .
$\bullet$ $\rho\triangleright A\wedge B\Leftrightarrow\rho=\langle\rho_{1}, \rho_{2}\rangle$ with $\rho_{1}\triangleright A$ and $\rho_{2}\triangleright B$ .
$\bullet$ $\rho\triangleright A\supset B\Leftrightarrow\rho=\langle i, \rho_{0}\rangle$ with either $i=0$ and $\rho_{0}kA$ or $i=1$ and $\rho\triangleright B$ .
$\bullet$ $\rho\triangleright(\forall x)A\Leftrightarrow\rho\triangleright A[x:=a]$ where $a$ is not free in $A$ .
$\bullet$ $\rho\triangleright(\exists x)A\Leftrightarrow\rho\triangleright A[x:=t]$ for some term $t$ which is not free for $x$ in $A$ .
$\bullet$ $\rho\triangleright(\forall x\subseteq t)A(x)\Leftrightarrow\rho=\langle\rho_{\epsilon}$ , . . . ’ $\rho_{t}\rangle$ where $eac/i$ element $\rho_{a}$ of $\rho$ corre-
sponds to $a$ with $\epsilon\subseteq a\subseteq t$ and $\rho_{a}\triangleright A(a)$ .
The crucial part is the case for formulae in $\mathrm{C}_{0}\backslash SV$ . Realizers $\Theta$ , $\Phi$ , $\Psi$ , $\ldots$ for
formulae in $\mathrm{C}_{0}\backslash SP$ are functions from $\mathrm{W}$ to W. For $A$ , $B\in SP$ define
$\bullet$ $\ominus\triangleright(A\supset B)\Leftrightarrow \mathrm{i}\mathrm{f}$ $\rho\triangleright A$ then $\Theta(\rho)\triangleright B$ for all $\rho$ ,
$\bullet$ $\Theta\triangleright(\forall x)(A(x)\supset \mathrm{B}\{\mathrm{x}))\Leftrightarrow\Theta\triangleright(\mathrm{A}(0\supset B(t))$ for all term $t$ .
Let $\Gamma$ be afinite sequence of formulae $A_{1}$ , $\ldots$ , $A_{m}$ , $B_{1}$ , $\ldots$ , $B_{n}$ where $A_{i}\in S\mathcal{P}$
for each $1\leq i\leq m$ and $B_{j}\in \mathrm{C}_{0}\backslash S\mathcal{P}$ for each $1\leq j\leq n$ . Let $\vec{\Theta}=\ominus_{1}$ , $\ldots,$ $\ominus_{m}$
be functions from $\mathcal{M}$ to $\mathcal{M}$ and $\rho\sim=\rho_{1}$ , $\ldots$ , $\rho_{n}\in \mathcal{R}$ . Then $\ominus,\vec{\rho}\trianglerightarrow\Gamma$ if $\ominus_{i}\triangleright A_{:}$
for $1\leq i\leq m$ and $\rho_{j}\triangleright B_{j}$ for $1\leq j\leq n$ . Now we will state the main theorem;
Theorem 4Let $\Gammaarrow\Delta$ be a sequent such that $\Gamma$ and $\Delta$ consists of Co and $SP$
for mulae respectively. Suppose that $CDD\vdash\Gamma[u]\Rightarrow\Delta[u]$ . Then there exists $F$
in $F_{2}AC^{0}$ such that for all terms $\vec{s}$ and all $\vec{\Theta}$ and $\vec{\rho}$, $if\ominus,\vec{\rho}\triangleright\Gamma[s\urcornerarrow$ then for some
$B$ in $\Delta[s]$ , $F(\ominus,\overline{\rho})\triangleright\Delta[s]\sim$ .
Corollary 1Let $t$ be a closed term such that the sequent
$f_{1}$ : $Warrow W$, $\ldots$ , $f_{k}$ : $Warrow W$, $x_{1}\in W$, $\ldots$ , $x\iota$ $\in W\Rightarrow tf1\cdots$ $f_{k}x_{1}\cdots$ $x\iota$ $\in W$
is provable in $CDD$ . Then there exists type 2functional $F$ in $F_{2}AC^{0}$ of rank
$(k, l)$ such that $t$ defines $F$ in the open term model $\mathcal{M}(\mathrm{A}\mathrm{y}7)$ .
4Future research
In this section we give some questions concerning weak applicative theories and
their connections with computational complexity theory
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4.1 Applicative theory for ALOGT IME
Find aright applicative theory whose provably total functions are exactly those
in ALOGTIME. Some possible approaches are listed below:
1. Construct atheory based on Arai’s AID [1] or Pitt’s $T_{1}[14]$ . Note that the
former does not refer to ALOGTIME functions but only to ALOGTIME
predicates while the latter is aquantifier-free theory.
2. Another possibility is to use safe characterization of ALOGTIME as a
recursion theoretical base of the theory. An applicative theory based on
safe recursion is obtained by Cantini [5] for poly-time functions. In this
formulation Cantini introduced two predicates for binary words, namely
$W_{0}$ for safe binary words and $W_{1}$ for normal binary words. In [3], Bloch
presented asafe characterization of ALOGTIME using very safe divide-
and-conquer recursion
$f(z, b,\vec{x},\cdot\vec{y})=\{$
$g(z,\vec{x},\cdot\vec{y})$ if $|z| \leq\max(b, 1)$
$h(;z,\vec{x},\tilde{y},$ $f(Fh(;z), b,\vec{x},\overline{y})$ ,
$f(Bh(;z), b,\tilde{x}, y\gamma)$ if $|z|> \max(b, 1)$
So Cantini’s formulation might be used to characterize ALOGTIME in
the applicative context with aslight modification. Since the step function
$h$ in very safe DCR contains no normal parameters, it follows that the
definition tree of $h$ cannot contain recursion scheme. The difficulty lies in
finding acorresponding restrictions on the proof system.
4.2 Th-FO and CDD
Ferreira’s string language theory $Th-FO[12]$ is another bounded arithmetic
theory which corresponds to $AC^{0}$ . This is based on the class $FO$ which consists
of functions bitwise first order definable in finite structures. Let $Th-FO^{\omega}$ be
ahigher order analogue (define similarly as $PV$” of Cook and Urquhart). The
main question here is whether there is asuitable interpretation from $Th-FO^{\omega}$
to $CDD$ . Strahm [17] showed that this is true in the case of $PV$” and $PT$ .
The more important case is the converse, that is, is there ainterpretation from
$CDD$ to $Th-FO^{\omega}$?The positive answer to this question implies that all higher
order $AC^{0}$ functions are provably total in $CDD$ .
It is worth mentioning that safe recursion is closely related to feasible higher
type functionals, see $[2],[15]$ . So Cantini’s characterization might be useful in
considering the provably defined higher type functionals of weak applicative
theories.
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