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An investigation of magnetic fields generated in an expanding bubble of plasma with misaligned temperature
and density gradients (driving the Biermann battery mechanism) is performed. With gradient scales L, large-
scale magnetic fields are generated by the Biermann battery mechanism with plasma β ∼ 1, as long as L
is comparable to the ion inertial length di. For larger system sizes, L/de > 100 (where de is the electron
inertial length), the Weibel instability generates magnetic fields of similar magnitude but with wavenumber
kde ≈ 0.2. In both cases, the growth and saturation of these fields have a weak dependence on mass ratio
mi/me, indicating electron mediated physics. A scan in system size is performed at mi/me = 2000, showing
agreement with previous results with mi/me = 25. In addition, the instability found at large system sizes is
quantitatively demonstrated to be the Weibel instability. Furthermore, magnetic and electric energy spectra
at scales below the electron Larmor radius are found to exhibit power law behavior with spectral indices
−16/3 and −4/3, respectively.
I. INTRODUCTION
The origin of magnetic fields starting from unmagne-
tized plasmas is a central question in astrophysics. Al-
though much of the observable universe is magnetized
such that the magnetic field plays an important role in
the dynamics, in the early universe this was not so. Dur-
ing the period before recombination, when the cosmic mi-
crowave background was generated, it is widely accepted
that there was no magnetic field1. Magnetic field growth
is generally attributed to the turbulent dynamo2,3, which
greatly amplifies a required initial seed field. The Bier-
mann battery mechanism4, in contrast, generates mag-
netic fields in the absence of a seed via perpendicular den-
sity and temperature gradients, and is thought to be the
major source of these seed fields. The Biermann mech-
anism can explain the generation of a ∼ 10−20G field
after recombination, but it is questionable whether tur-
bulent dynamo growth alone can explain amplification
up to the 10−6G fields seen today throughout the inter-
stellar medium1, (where the magnetic pressure is of the
order of the plasma pressure, β ≡ 8piP/B2 ∼ 1). A pos-
sible solution to this problem may be provided by the
potential role played by kinetic instabilities in the am-
plification of magnetic fields. One such instability is the
Weibel instability5, which we will discuss later.
The Biermann mechanism is also the presumed cause
of self-generated magnetic fields (of order 106G, β ∼ 1)
found in laser-solid interaction experiments 6–8. The
laser generates an expanding bubble of plasma by hit-
ting and ionizing a solid foil of metal or plastic. This
bubble thus has a temperature gradient perpendicular to
the beam (hottest closest to the beam axis), and a den-
sity gradient in the direction normal to the foil, allowing
for the Biermann battery to take place. These experi-
ments, in addition to being interesting in themselves and
in inertial confinement fusion, provide an opportunity to
help clarify poorly understood astrophysical processes,
namely magnetic field generation and amplification, and
even turbulence at both fluid and kinetic scales. Tem-
perature gradients form perpendicular to astrophysical
shocks (hotter in the center of the shock), while density
gradients form parallel to the shock, once again allowing
the Biermann battery to take place.
Inspired by the laser-plasma configuration, we inves-
tigated, in a previous paper9, the generation and am-
plification of magnetic fields using particle-in-cell (PIC)
simulations of an expanding plasma bubble with perpen-
dicular temperature and density gradients. These kinetic
simulations confirmed the fluid prediction of the Bier-
mann battery10–12 with the generation and saturation
of magnetic fields scaling as 1/L for moderate values of
L/di > 1, where di is the ion inertial length, and L is the
system size. In addition, we found that, for large L these
simulations revealed the Weibel instability, which is ki-
netic in nature, as the major source of magnetic fields,
allowing the magnetic field to remain finite (β ∼ 1) for
large L. We will hereupon refer to Ref.9 as Paper I.
In the present paper a more in-depth study of this
problem is performed. In the following sections we fur-
ther detail and expand the results of Paper I9, showing
the scaling of Biermann generated magnetic fields with
system size, and the formation of the Weibel instability
for large system sizes (L/de > 100). In the next two sec-
tions we show the theory behind the two mechanisms for
magnetic field growth; the Biermann battery mechanism
(section II) and the Weibel instability (section III). Sec-
tion IV describes the computational setup. In section V
we provide evidence that the results from Paper I9 hold
for larger, more realistic, mass ratios. In Section VI we
2show further agreement between observations of the in-
stability in the large L/de regime and theoretical predic-
tions of the Weibel instability. In Section VII we present
agreement with gyrokinetic theory via power law slopes
of both the magnetic and electric field energy. Finally,
in section VIII we reiterate the importance of the 1/L
scaling of Biermann magnetic fields, and the existence of
the finite Weibel magnetic fields (βe ∼ 1) generated in
large scale temperature and density gradients, relevant
for both astrophysical systems and some current and fu-
ture laser setups.
II. BIERMANN BATTERY
Assuming a two-fluid description of a plasma with
massless electrons, the magnetic field evolution is given
by the generalized induction equation,
∂B
∂t
=∇× (v ×B) + ηc
2
4pi
∇2B − 1
en
∇× (j ×B)
− c
ne
∇n×∇Te, (1)
which shows the evolution of magnetic field B, based on
the fluid velocity v, the current density j = c∇×B/4pi,
the number density n, and the electron temperature
Te ≡ Pe/n, where Pe is the electron plasma pressure.
Here, c is the speed of light, η is the resistivity, and e
is the charge of an electron. The terms on the RHS of
Eq. (1) from left to right are the convective term, the
resistive term, the Hall term, and the Biermann battery
term. The induction equation is often simplified by as-
suming the system size L is large compared to all kinetic
scales, and only considering the convective term on the
RHS. The resistive term compared to the convective term
scales as δR/L where δR ≡ ηc2/4piv is the resistive scale,
the Hall term as (di/L)(vA/v) where vA is the Alfve´n ve-
locity, and the Biermann battery term as (ρe/L)(vthe/v)
where ρe is the electron Larmor radius, and vthe is the
electron thermal velocity. In ideal magnetohydrodynam-
ics (MHD), all of these terms are neglected because δR,
di, and ρe are assumed small compared to L.
The Biermann battery term operates when the den-
sity and the temperature gradients are not parallel to
each other (∇n × ∇Te 6= 0). Although in MHD it is
a small term, it is the only term independent of B and
thus dominates for small magnetic fields (where ρe > L).
Starting with B = 0, all terms on the RHS except for
the Biermann term can be ignored, and thus B grows
linearly. Based on scaling, given Te = mev
2
the, we find:
B (t) ≈ mec
e
v2the
LTLn
t, (2)
where L is more precisely defined by the length of the gra-
dients (Ln ≡ n/∇n, LT ≡ Te/∇Te, which we will take to
be comparable). Assuming the other RHS terms remain
small, the linear growth should continue until the Bier-
mann term disappears: within an electron transit time
LT /vthe, hot electrons flow down the temperature gra-
dient, while cold electrons flow up, smoothing out the
gradient, and effectively removing the Biermann term.
(Note, the density gradient, on the other hand smooths
out at the much slower sound transit time Ln/cs, where
cs ≡
√
Te/mi is the sound speed.) Because the gradient
changes with time, the magnetic field growth eventually
ceases to be linear and one must include terms propor-
tional to −t2. However, we know that by t = LT /vthe,
without the Biermann term, the magnetic field should
saturate. We can thus estimate the final magnetic field
as Eq. (2) at t = LT/vthe, and arrive at the condition
ρe ≈ Ln, (3)
where ρe ≡ vthe/Ωce is the electron Larmor radius, and
Ωce ≡ eB/mec is the electron cyclotron frequency. This
can be rewritten in terms of the electron plasma beta,
leading to the following scaling of the final magnetic field:
B√
8piPe
= β−1/2e ≈
1√
2
de
Ln
, (4)
where de ≡ c/ωpe is the electron inertial length, and
ωpe ≡
√
4pine2/me is the electron plasma frequency. For
large Ln/de, which is typical of astrophysical systems and
some experiments, this means B is small (βe large), in
other words the magnetic field generated can be consid-
ered insignificant.
The validity of Eq. (4) rests on the assumption that the
Biermann term remains the dominant term in Eq. (1) as
the magnetic field grows. Let us check that this is in-
deed true. The fluid velocity v should quickly reach the
sound speed cs. Assuming this flow, at t = LT/vthe, the
convection term scales as a factor of
√
me/mi smaller
than the Biermann term and thus should remain negligi-
ble. (For simplicity, we have now assumed all gradients
are of the same order L ∼ Ln ∼ LT .) For small scales
(L < di) the Hall term becomes stronger than the con-
vection term. Because j = c∇ × B/4pi, at t = L/vthe
the Hall term scales as a factor of d2e/L
2 smaller than
the Biermann term, and thus also should remain small
as long as L > de.
A different situation arises if the density and temper-
ature gradients are fixed, as may occur in a system with
a long pulsed laser, i.e. one that continually supplies the
Biermann term, or in astrophysical shocks which can also
keep the gradients steady. In such cases, the convection
term will eventually become significant. If we assume
that there are no dynamo effects which cause the mag-
netic field to continue growing such that the convection
term surpasses the Biermann term, these two terms may
eventually balance as magnetic fields convect away from
the Biermann source faster than the field can grow. This
balance results in the following scaling for the saturated
magnetic field strength:
B√
8piPe
= β−1/2e ≈
1√
2
di
L
, (5)
3FIG. 1. A still frame (at tωpe = 235.2, when the magnetic
fields saturate) from a movie (multimedia view), showing the
evolution of three contours of density, and a selection of mag-
netic field lines generated by the Biermann mechanism (from
tωpe = 0 to 298.2). This data is taken from the 3D simulation
presented in Paper I9 in which LT /de = 50 with mi/me = 25.
where di ≡ c/ωpi is the ion inertial length, and ωpi ≡√
4pine2/mi is the ion plasma frequency, or equivalently
ρs ≈ L, where ρs ≡ cs/Ωce. As in Eq. (4), the final
magnetic field scales as 1/L.
This di/L scaling was predicted in previous works
10,11,
including Haines12, who also predicted that the saturated
field would peak at L/di ≈ 1 and vanish for small L/di.
For these small, sub-di, scales the current is limited by
microinstabilities such as the lower hybrid drift insta-
bility and the ion acoustic instability, which lead to a
reduced magnetic field strength. This was confirmed for
the first time in Paper I9.
In Fig. 1 a still frame from a movie (multimedia view)
is shown, which illustrates this generation of magnetic
fields via the Biermann battery, with perpendicular tem-
perature and density gradients in a 3D PIC simulation.
The profiles generating these gradients are explained in
section V. Three contours of density of the expanding
plasma are displayed along with Biermann generated
magnetic field lines at a time after the magnetic fields
have grown and saturated. (This is from the 3D sim-
ulation presented in Paper I9; here, L/de = 50 and
mi/me = 25.) The movie shows the plasma expand-
ing (at the sound speed) outward as magnetic fields are
generated via the Biermann battery mechanism.
III. WEIBEL INSTABILITY
As we showed in Paper I9, the configuration that gives
rise to the Biermann Battery also triggers the Weibel in-
stability5 for L/de > 100. Note, only the temperature
gradient is essential for this effect. This instability is
caused by pressure anisotropies, and thus is an intrinsi-
cally kinetic effect. The anisotropy in this paper is due
to the kinetic evolution of a temperature gradient in a
collisionless system, the details of which will explained in
a forthcoming publication. Unlike the Biermann battery,
the Weibel instability must start from a seed magnetic
field. This seed field may be generated by the Biermann
battery, or from small scale fluctuations found in both
PIC simulations and in nature, due to finite numbers of
particles (referred to as shot noise in electronics13).
To get a quantitative understanding of what is ex-
pected from such an instability, let us consider an initial
plasma with a bi-Maxwellian velocity distribution:
f0α = nαv
−2
th⊥αv
−1
th‖α (2pi)
−3/2
exp
(
− v
2
⊥α
2v2th⊥α
−
v2‖α
2v2th‖α
)
,
(6)
where the thermal velocity is larger in one direction
deemed as parallel vth‖α > vth⊥α, with vth(⊥,‖)α ≡√
T(⊥,‖)α/mα. The α index represents each of the parti-
cle species.
The dispersion relation of an unmagnetized collision-
less plasma with this distribution can be obtained from
the Vlasov equation. The solution for electromagnetic
perturbations consists of the following expression5:
k2⊥c
2 − ω2 −
∑
α
ω2pαAα −
∑
α
ω2pα (Aα + 1) ξαZ (ξα) = 0
(7)
where k⊥ is the wavenumber, ωpα is the plasma fre-
quency, Aα ≡ T‖α/T⊥α−1 is the temperature anisotropy,
ξα = ω/
√
2k⊥vth⊥α, and Z () is the plasma dispersion
function14. For the purposes of this paper we assume
that the ions do not play a role because of their large
masses and low temperature and thus we will drop the α
index; however, in systems with larger ion temperatures,
they may play an important role on longer timescales,
especially if the electron anisotropy is not present due to
collisions. In this study, the instability is based on elec-
tron physics: the anisotropy is in the electron pressure,
and the instability forms at the electron inertial scale de.
There exists a purely imaginary solution where ω =
iγ as long as the normalized perturbation wavenumber
kde <
√
A. This unstable growing mode is referred to as
the Weibel instability, and is driven by the anisotropy A.
Although we have described this instability in the context
of a bi-Maxwellian distribution, similar physics is present
for a wide range of velocity distributions with a larger
velocity spread in the parallel direction. For example,
delta functions15, waterbag distributions16, and kappa
distributions17 all yield similar solutions. We will later
use the bi-Maxwellian solution to quantitatively check
the growth rates and wavelengths found in our simula-
tion.
IV. COMPUTATIONAL MODEL
Using the OSIRIS framework18,19, we perform a set of
particle-in-cell (PIC) simulations to investigate the gen-
eration and amplification of magnetic fields via the Bier-
mann battery. We use the same initialization for our
4simulations as in Paper I9, a simplification of the afore-
mentioned laser-plasma systems. The fluid velocity, elec-
tric field, and magnetic field are initially uniformly zero.
We start with a spheroid distribution of density, that
has a shorter length scale in one direction:
n =
{
(n0 − nb) cos(piR1/2LT ) + nb, if R1 < LT ,
nb, otherwise,
where R1 =
√
x2 + (LT /Lny)2 + z2,
(8)
n0 is the reference density, and nb = 0.1n0 is a uniform
background density. As in section II, the characteristic
lengths of the temperature and density gradients are de-
noted by LT and Ln, respectively. To represent the newly
formed plasma bubble, which is flatter in the direction of
the laser, z, we set LT /Ln = 2 (this is a generic choice
that appears to be qualitatively consistent with experi-
ments, e.g.20–22; note, however, that the specific value of
LT /Ln depends on target and laser properties and thus
can vary). Although this is the initial density, and can in
principle change with time, it does not evolve much dur-
ing our simulations: the density expands at the sound
speed cs and all simulations are run with t≪ Ln/cs.
The initial velocity distributions are Maxwellian, with
a uniform ion thermal velocity, vth0i. The spatial profile
for the electron thermal velocity is cylindrically symmet-
ric along the z direction where it is hottest in the center.
This is implemented in a similar manner to the density:
vthe =
{
(vth0e − vthbe) cos(piR2/2LT ) + vthbe, if R2 < LT ,
vthbe, otherwise,
where R2 =
√
x2 + z2,
(9)
resulting in a maximum initial electron pressure, Pe0 =
men0v
2
th0e. (Paper I
9 mistakenly stated Pe0 =
men0v
2
th0e/2.) The numerical values of these thermal ve-
locities are: vth0e = 0.2c and vth0i = vthbe = 0.01c. It is
important to note that unlike the density profile, the tem-
perature profile changes significantly with time: the peak
drops by a factor of ∼ 2, and the temperature gradient
driving the Biermann battery vanishes after an electron
transit time. This means we should expect agreement
with Eq. (4) and not Eq. (5).
We will normalize the magnetic field for the results of
this paper as B/
√
8piPe0 = β
−1/2
e , time as tωpe where
ωpe ≡
√
4pin0e2/me, and distance as x/de where de ≡
c/ωpe. Unlike the previous definition of ωpe, this uses
the peak density n0, so for regions where n < n0, the
local inverse electron beta, inverse plasma frequency, and
electron inertial length are larger than the normalization
indicates.
For simplicity the boundaries are periodic, but the
box is large enough that they do not interfere with the
dynamics. The dimensions of the simulation domain
range from −L,L in both x and y (and z in 3D), where
m
a
x
(B
z
)/
s
q
rt
(8
 pi
P
e
0
)
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120010008006004002000
LT/de=
25
50
100
200
mi/me=2000
FIG. 2. Maximum magnetic field Bz vs. time for a selection of
system sizes (LT /de) with mi/me = 2000. This figure shows
the same qualitative behavior as figure 3(a) in Paper I9. The
results of the simulation with LT /de = 400 are presented in
Fig. 8.
L = 15/8LT . The spatial resolution is 8 grid points/de
or 1.6 grid points/λd, where λd is the Debye length (This
resolution is the same as that used in Paper I9, which
mistakenly reported 16 grid points/de). The time res-
olution is ∆tωpe = 0.07. The 2D simulations have 64
particles per grid cell (ppg), and the 3D simulation has
27 ppg.
V. INSENSITIVITY TO MASS RATIO
In order to investigate a larger range of LT /di, the sim-
ulations presented in Paper I9 were run with a reduced
mass ratio of 25. In order to test the dependence of the
values reported there on mass ratio, we simulate with a
mass ratio of 100, 400, and the more realistic 2000. (In
most astrophysical contexts, the mass ratio would be the
1836 of Hydrogen, while laser experiments have a larger
value.)
In Fig. 2, the maximum magnetic field is displayed
versus time for various system sizes, LT/de. This plot is
equivalent to Figure 3(a) in Paper I9, now using a realistic
mass ratio of mi/me = 2000. There is no qualitative
difference between the realistic mass and the simulations
done in Paper I9 with mi/me = 25. For the simulations
with LT /de = 25 and 50, the magnetic field strength
reaches a peak and decays away due to the ion acoustic
instability12. This instability is stronger at larger mass
ratio, and thus still relevant at the larger LT/de = 50.
For LT /de = 100 and 200, the magnetic field saturates
around its peak value. These are equivalent to the results
found for mi/me = 25. The growth of the field occurs
about 8 times faster than predicted in Eq. (2). This
is an effect of our particular choice of a density profile.
The derivation of Eq. (2) assumes ∇n/n = 1/Ln, while
more precisely ∇n/n = n0/n(x)Ln, and for our profile
50 100 200 300 400 500
LT/de
0.0
0.1
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0.3
0.4
m
a
x
(B
z
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rt
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)
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rt
[M
e
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 /8
pi
 P
e
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)]
FIG. 3. Maximum (black asterisks), and average magnitude
(blue diamonds) of the magnetic field, Bz, vs. LT /de with
mi/me = 2000 at the time, tωpe, when the magnetic field
reaches a maximum. The solid black curve indicates a scaling
of ∼ 1/Ln (exactly 6.25de/Ln), and the dotted line indicates
where LT /di = 1.
n0/n(x) = 8 at the location of fastest magnetic field
growth.
In Fig. 3 we present the scaling of maximum and av-
erage magnitude (the square root of B2z averaged in a
box 2LT × 2Ln surrounding the expanding bubble) of
the saturated magnetic field (or peak magnetic field for
LT /de ≤ 50) as a function of system size. This is equiva-
lent to Figure 3(b) in Paper I9, but with mi/me = 2000.
Much like the mi/me = 25 case, Fig. 3 shows three re-
gions; one where the Biermann magnetic field growth is
suppressed by microinstabilities (the peak field is sup-
pressed for L/de = 25), a regime that scales as de/LT (≈
8de/
√
2LT ≈ 6.25de/LT ) after a peak around LT /di = 1,
and a Weibel dominated regime for L/de ≥ 100. In con-
trast to the purely Biermann prediction where the satu-
rated magnetic field vanishes at large LT , in the Weibel
dominated regime the saturated magnetic field strength
remains finite for large system sizes, confirming the con-
clusions obtained for mi/me = 25 in Paper I
9. The nu-
merical trends shown in Fig. 3 suggest that the magnetic
field amplitude at saturation in the Weibel regime is in-
dependent of LT . This is compatible with existing under-
standing on the saturation of the Weibel instability23–25.
The presented magnitude of the saturated magnetic field
is slightly larger than shown in Paper I9 (βe ≈ 32 instead
of 100) (see also Fig. 5). Note that at the location of max-
imum B, the local thermal velocity is close to 1/2vth0e
and the local density close to 1/4n0. Therefore, the value
of βe at that location is βe ≈ 2.
The distinction between the Weibel and Biermann
regimes is evident where the saturated magnetic field
strength stops following the de/LT scaling, but it can
be more clearly seen when observing the structure of the
magnetic fields in space for each simulation. A plot of
y
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FIG. 4. Out-of-plane magnetic field Bz at peak magnitude
with mi/me = 2000 for, (a) LT /de = 50 (Biermann regime)
at tωpe = 235.2, and (b) LT /de = 400 (Weibel regime) at
tωpe = 1881.6, and zoom-in of Weibel fields showing kde ≈ 0.2
(wavelength λ/de ≈ 31.4).
the out-of-plane magnetic field is shown in Fig. 4, for
LT /de = 50, and 400. In the Biermann regime, shown
in Fig. 4(a) (LT /de = 50), the spatial structures of the
magnetic field are at the system size, and follow the
structures of the initial density and temperature profiles.
The Weibel regime, on the other hand, seen in Fig. 4(b)
(LT /de = 400), exhibits small (kde ≈ 0.2) magnetic
structures consistent with the Weibel instability. These
observations are qualitatively the same as shown in Fig-
ure 2 of Paper I9. The length scale of the initial Weibel
filaments is also consistent with the magnetic spectra,
which is presented (for mi/me = 25) in Figure 5 of Pa-
per I9 showing a peak at kde ≈ 0.2.
Assuming the mass ratio is sufficiently large, the
Weibel instability is independent of mass ratio, because
it is based on electron dynamics that act at timescales
much faster than the ions. We thus expect the saturated
magnetic field to asymptote as the mass ratio increases.
To verify this we performed a scan in mass ratio for the
6m
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FIG. 5. Maximum magnetic field Bz vs. time for a selection
of mass ratios (mi/me) at LT /de = 200 (Weibel regime).
LT /de = 200 case, which is in the Weibel regime, but
computationally small enough to perform several simula-
tions. In Fig. 5 we show that the magnitude of the mag-
netic field is only weakly dependent on the mass ratio.
Although it changes in magnitude by a factor of 2 from
mi/me = 25 to 100, with larger mass ratios the saturated
magnetic field appears to asymptote. There is little dif-
ference even for frozen ions where the effective mass ratio
is infinite. In addition, we find that the length scales of
the magnetic perturbations are insensitive to mass ratio.
VI. EVIDENCE FOR THE WEIBEL INSTABILITY
In Paper I9 we have shown evidence of the development
of the Weibel instability in simulations of expanding plas-
mas with perpendicular temperature and density gradi-
ents. Here we further show that the simulation results
exhibit excellent agreement with theoretical predictions
of both the growth rate and wavenumber for the Weibel
instability.
Looking at the time evolution of the growth of the mag-
netic fields, we are able to measure the growth rate of
the instability producing the small scale magnetic fields
(kde ≈ 0.2) observed in our simulations. In Fig. 6, for
the LT /de = 400 simulation where we claim the mag-
netic fields are dominated by the Weibel instability, the
measured growth rate of the maximum and average mag-
netic field is γ/ωpe = 0.007, and 0.006 respectively. We
find the same measured growth rate for both the smaller
mass ratio mi/me = 25 shown in Fig. 6(a), and the more
realistic mi/me = 2000 in Fig. 6(b), consistent with our
expectation that the plasma dynamics we are observing
are due to the electrons, not the ions.
We can test these observed growth rates and wavenum-
bers by comparing their values to that predicted by the-
ory, namely, the fastest growing mode calculated from
Eq. (7). This is only a rough estimate of the insta-
bility because there are density and temperature gra-
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FIG. 6. Maximum (black curve) and average magnitude (blue
curve) of magnetic field Bz vs. time for LT /de = 400, with
mi/me = (a) 25, and (b) 2000. This plot shows the respec-
tive growth rates (of the instability identified as the Weibel
instability) corresponding to γ/ωpe = 0.007 and 0.006.
dients in the simulation, and the velocity distributions
have evolved, and are likely not bi-Maxwellian. How-
ever, these factors should not significantly influence the
result. As stated in section III, similar solutions exist for
a variety of distribution functions, and at the scale of the
Weibel instability, the variation of temperature and den-
sity due to the background gradients is negligible. The
parameters of Eq. (7) are: A, vth⊥e, and the local plasma
frequency ωpe, which depends on the local plasma density
n. One of the outputs of OSIRIS is the thermal spread (of
the electrons) in the x and y directions, vthex and vthey .
This allows us to measureA = v2th‖e/v
2
th⊥e−1 along y = 0
where vthex = vth‖e, and vthey = vth⊥e. In addition, we
measure n so that we can solve the dispersion relation
numerically from Eq. (7) at each position along x. We
calculate the predicted γ for a range of k, so that we can
obtain the fastest growing γ and the associated k.
In Fig. 7 we show a plot of the measured anisotropy
A, and the calculated γ and k of the fastest growing
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FIG. 7. Anisotropy (A) (black curve), kmaxde (red curve),
and growth rate (γ/ωpe) of the Weibel instability as predicted
from Eq. (7) (blue curve), along a cut at y = 0 at tωpe = 840
for LT /de = 400, with mi/me = (a) 25, and (b) 2000.
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FIG. 8. Maximum magnetic field Bz (black curve), anisotropy
(A)/20 (green curve), and growth rate (γ/ωpe) of the Weibel
instability as predicted from Eq. (7) (blue curve), versus time
for LT /de = 400, with mi/me = 2000.
mode, along y = 0 at tωpe = 840. This is during the
time with the largest growth rate γ (tωpe ≈ 700− 1100,
see Fig. 8). Again we find almost equivalent results for
the smaller mass ratio mi/me = 25 shown in Fig. 7(a),
and the more realistic mi/me = 2000 in Fig. 7(b). The
maximum growth rate along x is γ/ωpe ≈ 0.007, which
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FIG. 9. The energy spectrum of the magnetic field Bz (black
curve), and electric field Ex (blue curve), for the 3D simula-
tion (LT /de = 50 and mi/me = 25) at tωpe = 235.2 (when
the magnetic field growth saturates). The dotted line indi-
cates where kρi = 1, and the dashed line where kρe = 1,
below which power law behaviors are predicted, with a slope
of −16/3 for magnetic energy, and −4/3 for electric energy,
as shown in the solid red curves26. [Note that in this simu-
lation ρi ∼ ρe because the temperature ratio Te/Ti = 16 is
comparable to the mass ratio.]
is consistent with the values measured above in Fig. 6.
In addition, the calculated kde ≈ 0.2 matches the obser-
vations, and the locations with the largest growth rate
(|x/de| ≈ 200−400) are coincident with the Weibel fields
visible in Fig. 4(b), and Figure 2(b) of Paper I9.
In Fig. 8, like in Fig. 2, we show the maximum mag-
netic field versus time, now for LT /de = 400. In addition
we show the maximum measured anisotropy A across x
(green curve), and the maximum calculated growth rate
γ (blue curve). The growth rate γ increases with A, and
peaks at the same time as the magnetic field begins to
grow, strongly suggesting the Weibel instability.
To summarize, there is strong evidence that the Weibel
instability is generated in our simulations; the growth
rate, wavenumber, and the location and time where the
fastest growth of the measured instability occur, are con-
sistent with the theoretical predictions.
VII. GYROKINETIC POWER LAW SPECTRA
A surprising finding in Paper I9 was the agreement of
the power law slope of the magnetic energy spectrum at
scales below the electron Larmor radius, with gyrokinetic
predictions26. The prediction is based on energy trans-
ferred via a turbulent cascade of kinetic Alfve´n waves,
which is converted at kρe ∼ 1 via electron Landau damp-
ing into an entropy cascade.
For the 3D run that was reported in Paper I9, where
LT /de = 50, the dominant magnetic field is generated
8by the Biermann battery. This magnetic field (shown
in Fig. 1) acts as a guide field on which kinetic Alfve´n
waves may propagate, damp, and generate the predicted
cascade.
In Fig. 9, we show the magnetic and electric energy
spectra for this run. The spectra are obtained by per-
forming a Fourier transform over the entire system for
one component of the electric or magnetic fields, and
then averaging over all directions of k. In addition to the
−16/3 power-law slope of the magnetic energy already
revealed in Paper I9, we observe that the electric energy
spectrum is in good agreement with a −4/3 power-law, as
predicted26. At the time shown, the spectra has reached
a steady state and remains unchanged for the rest of the
simulation, up to tωpe = 298.2.
VIII. CONCLUSIONS
We have performed kinetic simulations of plasmas with
perpendicular temperature and density gradients of rang-
ing mass ratio up to mi/me = 2000, and confirmed the
magnetic field generation and amplification shown in Pa-
per I9. We have shown that as the system size increases
beyond LT /de ∼ 100, the major source of magnetic field
changes from the Biermann battery mechanism to kinetic
Weibel generated fields, which remain finite (βe ∼ 1) for
large system sizes. We have done further analysis on
the simulations done in Paper I9, and on the new simula-
tions with mi/me = 2000 confirming that in large system
sizes, magnetic fields are generated by the Weibel insta-
bility. Finally we have shown that our results agree with
gyrokinetic models in power laws found in both electric
and magnetic energy spectra.
We reiterate the main applications of our conclusions
shown in Paper I9, which are significant to the topic of the
generation of magnetic fields in astrophysical contexts in-
cluding shocks found in supernova remnants. Although
small scale, the Weibel instability generates magnetic
fields at significant levels (βe ∼ 1 independent of LT ).
These are astrophysically relevant magnitudes in typical
contexts (where LT/di ≫ 1), unlike the fields predicted
by the Biermann battery that yield βe ∼ (di/LT )−2.
However the discrepancy between the large scales of as-
trophysical magnetic fields and the microscopic Weibel
fields remains. Whether it is possible for a mechanism
such as turbulence to bridge this gap remains an out-
standing mystery of astrophysical research.
The matching of power law spectra points to the excit-
ing possibility of validating theories of kinetic turbulence
in laser experiments. Due to the small scale separation
between LT , ρi, and ρe in our 3D simulation, we are
only able to measure a sub-ρe power law. However, the
spectra at other scales could potentially be tested in sim-
ulations and experiments. In addition to the configura-
tion that we have studied, Weibel-generated turbulence
may occur due to anisotropies induced by other mecha-
nisms; for example, laser-generated hot electron beams
with return currents. It might be possible to probe such
magnetized laser plasmas in order to investigate turbu-
lence at kinetic scales. Indeed, one such an experiment
has recently been performed at the Tata Institute of Fun-
damental Research, Mumbai27, probing the magnetic en-
ergy spectra in the range with ρ−1i . k < ρ
−1
e . A power
law of −7/3 has been measured from the experimental
results (to be published shortly), consistent with theo-
retical predictions26.
In existing (and future) laser-plasma experiments the
predicted 1/L scalings in Eq. (4) and Eq. (5) of the satu-
rated Biermann magnetic fields should be relevant. Fur-
thermore, it may be possible to find the electron-Weibel
instability as we have done here, as long as collisions
do not occur faster than the electron transit time and
keep the temperature isotropic (νeiLT /vthe ≪ 1). Based
on experimentally relevant parameters, this condition is
equivalent to the following engineering formula:
1×10−2
(
n
1× 1019 cm−3
)(
ln Λ
10
)(
LT
400µm
)(
Te
1keV
)−2
≪ 1,
(10)
where n is the number density, lnΛ is the Coulomb log-
arithm, LT is the gradient scale, and Te is the electron
temperature. This inequality suggests the possibility of
observing the Weibel instability, since the physical values
quoted above are reasonable numbers which can occur
at the low density, high temperature coronae generated
around laser targets, e.g.28. Note that in this work the
strong temperature gradient is assumed to form before
the anisotropy and the subsequent instability. We think
this is a good modeling assumption in cases where in-
tense short-pulse lasers are used. Cases with longer, less
intense lasers require more careful consideration due to
the possible influence of collisions and the laser fields dur-
ing the timescale of the experiment.
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