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Première partie
Introduction
1

1. Contexte
1 Contexte
Ces dix dernières années, la quantité de données collectées a explosé. Le commerce en ligne
n’a jamais été aussi important, atteignant plus de 80 milliards d’euros en 2018 rien que pour
la France. Tous les jours, les réseaux sociaux sont utilisés par des milliards de personnes. Les
appareils connectés et les capteurs se sont démocratisés et ont investi les maisons et les entreprises.
Au delà des volumes de données engendrés, leur complexité a aussi considérablement augmenté.
Les données manipulées sont classiquement multi-dimensionnelles, multi-sources, hétérogènes,
et bruitées. Elles sont de plus associées à des phénomènes caractérisés par des structures et
des dynamiques complexes. Même si les avancées en matière d’analyse ont été importantes ces
dernières années, les verrous scientifiques restent encore nombreux avant d’avoir une analyse
intégrant toute cette complexité, tout en étant performante, robuste, pertinente et interprétable
pour les experts du domaine. L’augmentation de la puissance de calcul des ordinateurs, bien
que continue, n’est pas suffisante face à des tâches d’analyse de plus en plus complexes. Cette
problématique est la raison principale de l’engouement récent autour du "big data" et du métier
de "data scientist".
Dans ce contexte, une problématique a été plus particulièrement étudiée par la communauté :
l’extraction de motifs intéressants (pattern mining). Ces motifs représentent des régularités sui-
vies par une partie des données, i.e. des modèles locaux (par opposition aux modèles globaux
construit par les approches de classification). Cette problématique a été introduite dans les années
90 avec pour application l’analyse des paniers d’achats (cf. exemple figure 1).
{ pain }
{ lait, bières, couches }
{ bières, couches }
{ pain, lait, bières, couches }
{ bières, couches }
Base de données des achats
effectués dans un supermarché
→ Quels sont les ensembles de produits achetés
par plus de 40% des clients ?
Espace de recherche (treillis des parties) :
{pain}     {lait}    {bières}   {couches}  
                                    
{pain,lait}  {pain,bières}  {pain,couches}  {lait,bières}  {lait,couches}  {bières,couches}
{pain,lait,bières}   {pain,lait,couches}   {pain,bières,couches}   {lait,bières,couches}  
{pain,lait,bières,couches}
  
Ø 
Propriété (anti-monotonie) : siX ⊂ Y
et X non fréquent alors Y non fréquent.
Motifs fréquents :
Motif Fréquence
{∅} 5
{pain} 2
{lait} 2
{bières} 4
{couches} 4
{lait,bières} 2
{lait,couches} 2
{bières,couches} 4
{lait,bières,couches} 2
Figure 1 – Exemple d’extraction d’itemsets fréquents dans une base de données de transactions
La base de données en entrée était une collection de transactions effectuées par des clients.
Chaque transaction était composée de plusieurs articles (ou items) achetés par un même client.
L’objectif était alors d’extraire des ensembles d’articles (ou itemsets) fréquemment achetés en-
semble. Un itemset est fréquent s’il apparaît dans plus d’un certain nombre de transactions
(d’après un seuil minsup fixé par l’utilisateur). Un grand nombre de stratégies et d’algorithmes
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ont été développés autour de cette problématique [AS+94, ZPO+97, Bay98, HPY00, BCG01,
UAUA03] avec un objectif double : mettre en avant des propriétés permettant de limiter l’espace
de recherche étudié et optimiser l’accès aux données. L’un des premiers algorithmes pour extraire
ces motifs a été Apriori [AS+94]. Cet algorithme suit une stratégie "générer-tester". Des motifs
candidats sont générés à partir des motifs solutions trouvés à l’itération précédente, puis leur
fréquence est testée. L’espace de recherche (le treillis des parties) est parcouru "par niveau" (i.e.
en largeur) et une propriété de la contrainte de fréquence ("l’anti-monotonie") est exploitée afin
d’élaguer certains motifs candidats sans avoir à les tester. Une grande variété de types de motifs
(domaines de motifs) a été étudiée depuis, tels que les séquences [AS95], les arbres [TRS02] ou les
graphes [IWM00]. Toutefois, ce premier travail reste assez emblématique des différentes questions
et des différents verrous à aborder lorsque l’on fait de l’extraction de motifs : la représentation
des données, le domaine de motifs, les contraintes et l’algorithme d’extraction. Ils conditionnent
l’information analysée, le type de motifs étudié, les motifs extraits et comment ils le sont.
Au delà de l’analyse de paniers d’achats, l’extraction des itemsets fréquents a aussi été uti-
lisée dans des domaines variés tels que l’éducation, la santé, la cyber-sécurité, la justice ou le
développement logiciel. Par exemple, [MBTP04] ont recherché des motifs et des règles mettant
en avant les différences entre des groupes d’étudiants dans une université. Ils ont découvert diffé-
rentes corrélations dont une montrant que les étudiants avec des notes moyennes au lycée, mais
qui font leurs devoirs maison, ont 83% de chances de réussir. Dans [SK14], les auteurs font une
étude comparant les résultats des garçons et des filles en mathématiques en Finlande, un pays
qui affiche de bons résultats à ce niveau. Les motifs découverts montrent notamment que, malgré
leur réussite, les étudiantes ont moins confiance en leurs compétences en mathématiques et ont
moins l’intention de continuer dans ce domaine. La santé est aussi un domaine où les itemsets
fréquents ont beaucoup été utilisés. Par exemple, [AZC01] utilisent ces motifs pour détecter des
anomalies dans des mammographies. Les auteurs testent différentes techniques de fouille de don-
nées (réseaux de neurones et règles d’association) pour détecter et classer les anomalies dans les
images. Ils montrent notamment que les itemsets utilisés pour construire les règles permettent
d’obtenir de meilleurs résultats lorsque le jeu est relativement équilibré, tout en étant plus rapide
à extraire. [BDF+03] utilisent quant à eux des travaux similaires (analyse formelle de concepts)
pour prédire la toxicité de certaines molécules à partir d’ensembles de sous-structures chimiques.
[SVN10] recherchent des motifs rares liés à des maladies cardio-vasculaires, et montrent notam-
ment que les sujets présentant un certain allèle ont plus de risques d’avoir un syndrome méta-
bolique (problèmes cardiovasculaires et diabètes). Dans un autre contexte, la découverte de ces
motifs a permis de détecter des achats frauduleux par cartes bancaires [SVCS09]. Dans ce travail,
les itemsets fréquents sont utilisés pour générer des règles d’association, et mettre par exemple
en avant que les jeunes hommes sont plus affectés par ce type de fraudes. Dans [CVDVM16],
les auteurs les utilisent quant à eux pour détecter des virus informatiques dans des téléphones
mobiles. Grâce à cela, ils ont pu identifier une attaque ciblant les transactions bancaires de clients
Coréens et Chinois en 2014. Des applications ont aussi été mises en avant dans les domaines de la
justice et de la sécurité, par exemple pour mettre en avant des discriminations pour l’obtention
de crédits [RPT10] ou pour analyser les crimes dans un quartier de Hong Kong [NCLY07]. Les
itemsets fréquents ont également été appliqués pour analyser les erreurs et les pratiques lors du
développement de logiciels [LZ05, SDC+13].
Ces dernières années, un grand nombre d’applications de cette famille de méthodes sont
liées à des données spatiales et temporelles. En effet, on constate une explosion de la quantité
d’informations spatiales générées, et de plus en plus un suivi dans le temps. Les domaines étudiés
sont encore une fois très variés : étude des mouvements migratoires d’animaux [HPT12], analyse
du déplacement des touristes [ZM11], suivi d’ouragans [LHW07], prévention de la criminalité dans
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2. Synthèse des travaux menés et organisation du manuscrit
une ville [Cel15], analyse du trafic automobile [LZC+11], ou suivi de l’activité du soleil [AA16].
Même s’il s’agit d’extraction de motifs, le domaine de motifs utilisés dans ces travaux n’est
généralement pas les itemsets, car leur structure ne suffit pas à capturer finement les interactions
spatiales et temporelles, tout en intégrant les autres dimensions d’analyse. Pour cette raison, la
communauté a défini et étudié des domaines de motifs de plus en plus riches, et donc de plus
en plus complexes à extraire efficacement. La partie II du manuscrit introduira les principaux
travaux étudiant cette problématique ainsi que leurs limites.
2 Synthèse des travaux menés et organisation du manuscrit
Dans le cadre de ma thèse, j’ai travaillé sur cette problématique de l’extraction d’itemsets
fréquents avec pour objectif de développer des algorithmes (et des implémentations) génériques
s’adaptant aux caractéristiques des données. Depuis mon arrivée en 2008 à l’Université de la
Nouvelle-Calédonie, je m’intéresse plus particulièrement à l’extraction de motifs sous-contraintes
dans des données spatio-temporelles complexes et à leur exploitation par les experts du domaine.
Les domaines d’application étudiés ont été variés : érosion des sols, propagation d’une maladie
vectorielle, déplacements de chauves-souris, activité aquacole, etc. Le suivi environnemental au
sens large a été l’application moteur ayant guidé mes travaux. L’analyse et la gestion des risques
pour l’environnement sont des problèmes majeurs en Nouvelle-Calédonie et dans le monde. La
Nouvelle-Calédonie est un "hotspot" de la biodiversité mondiale où se côtoient un lagon classé au
patrimoine mondial de l’UNESCO et une industrie minière d’envergure mondiale, le tout dans un
climat tropical avec des événements extrêmes (p.ex. cyclones, tremblements de terre). Les enjeux
en matière de suivi environnemental sont donc importants. Ces dernières années, une grande
quantité de données a été collectée pour surveiller cet environnement. L’un des principaux défis à
partir de ces données est de mieux comprendre et prévoir les différentes dynamiques. Cependant,
les phénomènes sous-jacents et les données collectées sont complexes et variés (p.ex. images
satellitaires, données terrain, données issues de modèles). Les objets à étudier sont nombreux,
évoluent sur différentes échelles de temps et ne sont souvent pas clairement identifiés. De plus,
leur évolution est liée à de nombreux paramètres en interaction. L’analyse de telles données est
difficile et nécessite des méthodes d’analyse avancées.
Les contributions présentées dans ce manuscrit s’inscrivent dans ce contexte. Elles sont or-
ganisées en quatre chapitres :
— le premier chapitre présente une première contribution visant à extraire des motifs spatiaux
(des co-localisations) plus pertinents et plus facilement interprétables par les experts. La
contribution dans ce travail ne se situe ni au niveau du domaine de motifs, ni au niveau
algorithmique. Elle est dans l’identification de contraintes (expertes ou dérivées de modèles
experts) pouvant être intégrées efficacement dans les algorithmes d’extraction existants,
puis dans la proposition d’une approche permettant de visualiser les solutions de manière
plus intuitive pour les experts.
— Le deuxième chapitre présente le travail de thèse de Hugo Alatrista-Salas dans lequel nous
avons intégré la dimension temporelle à l’analyse et proposé un nouveau domaine de motifs
(les motifs spatio-séquentiels). Ces motifs permettent d’analyser l’évolution d’une zone
(fixe) tout en considérant les événements ou objets à proximité. Un algorithme a été proposé
pour extraire ces motifs et un prototype a été implémenté pour les visualiser. Une mesure
d’intérêt a aussi été développée pour éliminer les motifs contradictoires.
— Le troisième chapitre introduit en grande partie le travail de thèse de Jérémy Sanhes. Il
propose de modéliser des dynamiques spatio-temporelles plus complexes sous la forme d’un
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unique graphe orienté acyclique attribué (appelé a-DAG). Un nouveau domaine de motifs
et un algorithme sont ensuite proposés pour extraire efficacement des évolutions fréquentes
dans ce type de graphes. Ces solutions ont été intégrées dans la plate-forme KNIME sous
la forme de plugins, et elles ont été combinées en un processus permettant d’analyser une
série d’images satellitaires.
— Le dernier chapitre décrit le travail de thèse de Zhi Cheng sur l’extraction de motifs ré-
currents dans un graphe dynamique attribué (un graphe évoluant dans le temps et dont
les noeuds sont associés à plusieurs informations). Ces graphes permettent d’intégrer to-
talement les dimensions spatiales et temporelles, mais sont beaucoup plus complexes à
analyser. Face à ce problème, ce travail introduit un domaine de motifs et un algorithme
originaux basés sur des évolutions récurrentes de composantes connexes sous contraintes
et des intersections de graphes.
Le tableau suivant résume tous ces travaux et les collaborations associées. Il sera repris dans
chaque section et associé aux publications correspondantes.
Master/Thèse Co-encadrements Projets et Thématiques
collaborations
C. Grison N. Selmaoui-Folcher co-localisations,
(M2, 2009) contraintes
H. Alatrista Salas M. Teisseire, Projet MOM dengue, motifs spatio-séquentiels,
(PhD, 2009-2012) N. Selmaoui-Folcher Univ. Montpellier, Météo NC mesure d’intérêt,
et S. Bringay DASS, IPNC, IRD visualisation
E. Desmier N. Selmaoui-Folcher CNRT petits bassins versants, co-localisation,
(M1, 2009-2010) Univ. Polynésie Française visualisation, classification
L. Mabit N. Selmaoui-Folcher Projet MOM dengue, motifs séquentiels
(M2, 2010) Univ. Montpellier, Météo NC
DASS, IPNC, IRD
C. Paul-Hus N. Selmaoui-Folcher CNRT petits bassins versants modèles de risque
(M2, 2011) d’érosion
J. Sanhes N. Selmaoui-Folcher ANR FOSTER a-DAG, chemins fréquents,
(PhD, 2011-2014) et J.-F. Boulicaut INSA Lyon, CNRS Univ. Nice images satellitaires
C. Mu N. Selmaoui-Folcher CNRT petits bassins versants a-DAG, chemins
(M2, 2014) fréquents, optimisation
M. Collin N. Selmaoui-Folcher ANR FOSTER KNIME, a-DAG,
(M2, 2015) images satellitaires
Z. Cheng N. Selmaoui-Folcher Ifremer graphe dynamique
(PhD, 2014-2018) attribué
Table 1 – Synthèse des encadrements, des projets et des collaborations en lien avec l’extraction
de co-localisations guidée par le domaine
Comme le montrera la suite de ce manuscrit, bien que nos motivations premières étaient
l’analyse de données spatio-temporelles, une attention particulière a été portée à la généricité
des méthodes développées. Les deux dernières contributions liées à l’analyse de graphes ne sont
pas limitées aux données spatio-temporelles, mais peuvent être utilisées pour analyser toutes
données représentables sous la forme d’un graphe (p.ex. des réseaux sociaux, des molécules ou
du code logiciel). Des expérimentations avec d’autres types d’applications (p.ex. réseaux de co-
auteurs) ont donc aussi été faites afin de mettre en avant cette généricité.
Par ailleurs, certains travaux réalisés pendant cette période ne seront pas présentés car moins
en rapport avec le thème de ce manuscrit. On notera notamment les travaux réalisés en colla-
boration avec Claude Pasquier (CNRS, Université de Nice) sur la fouille d’arbres et de graphes
attribués.
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2. Synthèse des travaux menés et organisation du manuscrit
Avant de présenter le détail de ces contributions, un état de l’art détaillé va être fait dans la
partie qui suit. L’objectif de cet état de l’art est de positionner nos travaux mais aussi de donner
une vision d’ensemble des points à traiter pour extraire des motifs dans des données complexes.
7
8
Deuxième partie
Extraction de motifs spatio-temporels :
état de l’art
9

1Données
Sommaire
1.1 Spécificités des données spatio-temporelles . . . . . . . . . . . . 11
1.2 Principaux types de données . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Les données liées à la mobilité . . . . . . . . . . . . . . . . . . . . . 13
1.2.2 Les données d’évènements . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.3 Les données décrivant des informations continues sur des régions . . 15
1.2.4 Les données de réseaux . . . . . . . . . . . . . . . . . . . . . . . . . 17
Il existe une grande variété de données intégrant à la fois une dimension spatiale et tem-
porelle. Ces données présentent toutefois des spécificités communes ayant un impact important
sur l’analyse (p.ex. auto-corrélation, hétérogénéité, continuité, etc). Quatre types de données et
d’applications ont été plus particulièrement étudiées : 1) les données liées à la mobilité (mobi-
lity data), 2) les données d’évènements (event data), 3) les données décrivant des informations
continues sur des régions (field data) et 4) les données de réseau (network data).
Les sections suivantes présentent les spécificités des données spatio-temporelles, les principaux
types de données étudiés, ainsi que les formalisations communément utilisées.
1.1 Spécificités des données spatio-temporelles
L’intégration des dimensions spatiales et temporelles a mis en avant de nouvelles possibilités
en terme d’analyse, mais cela a aussi introduit de nouveaux défis propres à ce type de données.
D’après la première loi de la géographie de Tobler [Tob70], "tout interagit avec tout, mais
deux objets proches ont plus de chances de le faire que deux objets éloignés". Autrement dit,
des observations faites à deux localisations proches ont beaucoup plus de chances d’être corré-
lées. Des dépendances spatiales existent. Par exemple, la végétation observée dans une zone est
liée à l’environnement directe de celle-ci. Cette auto-corrélation spatiale ne se limite pas aux
localisations proches. Des dépendances à "longues distances" peuvent aussi exister. Par exemple,
des phénomènes climatiques tels que El Niño ou La Niña peuvent avoir une influence sur la
végétation de zones très éloignées. Ces dépendances doivent être prises en compte lors de l’ex-
traction. Comme discuté dans [SJA+15, AKK18], les algorithmes prenant pour hypothèse une
indépendance entre observations aboutissent souvent à des résultats non pertinents.
Les données spatio-temporelles sont aussi particulièrement hétérogènes. Les instances ne sont
pas uniformément distribuées dans l’espace et le temps. Cette hypothèse communément prise
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pour des données plus classiques (p.ex. transactionnelles) n’est donc pas valable pour des don-
nées spatio-temporelles. Toutes les instances n’appartiennent pas forcément à la même popula-
tion. Elles ne sont pas réparties de la même façon et ne sont pas régies par les mêmes règles.
Par exemple, un bus et un vélo ne vont pas évoluer de la même façon en fonction des zones
géographiques et des périodes de la journée. De la même manière, l’évolution de la végétation
va dépendre des régions mais aussi des saisons et des phénomènes inter-annuels (p.ex. El Niño).
Différentes régions géographiques et périodes temporelles peuvent donc avoir des distributions
différentes.
Les dimensions spatiales et temporelles ont d’autres spécificités. Premièrement, elles sont
souvent prépondérantes dans l’analyse par rapport aux autres dimensions. En effet, l’objectif est
généralement d’étudier l’évolution dans l’espace et dans le temps d’objets ou de phénomènes.
Deuxièmement, elles sont par nature continues. Par exemple, les déplacements de véhicules sont
généralement représentés sur une carte, i.e. un espace continu à deux dimensions. Cette particu-
larité a un impact important sur les méthodes d’extraction. En effet, une grande partie d’entre
elles considère des données discrètes (encore appelées nominales ou catégorielles). Un regroupe-
ment des valeurs (discrétisation ou clustering) est donc effectué (en pré-traitement ou pendant
l’analyse). L’influence de cette étape sur les résultats est très importante. Par exemple, deux
évènements pourront être perçus comme arrivant au même endroit et/ou au même moment (ou
inversement) en fonction des regroupements effectués.
Les données spatio-temporelles sont aussi caractérisées par différents types d’attributs : des
attributs non spatio-temporels, des attributs temporels et des attributs spatiaux. Les deux pre-
miers types d’attributs sont associés à des valeurs numériques ou nominales (p.ex. intervalles ou
catégories). Les relations entre les valeurs sont relativement simples et explicites (p.ex. relation
d’ordre ou relation arithmétique). Les attributs spatiaux sont différents. Ils sont associés à des
localisations, des zones, des périmètres ou des formes. Les relations sont variées et nécessitent
souvent des calculs plus complexes [ES02]. Les relations peuvent être ensemblistes (p.ex. union,
intersection, appartenance), topologiques (p.ex. contiguïté, couverture, croisement), métriques
(p.ex. distance, surface, périmètre), directionnelles (p.ex. dessus, dessous), etc. Les méthodes
d’extraction n’intègrent que très partiellement ces spécificités, et ceci malgré leur importance pour
l’analyse. Par exemple, une zone urbaine est naturellement appréhendée à différentes échelles tels
que le bloc, le quartier, ou la ville. Cette relation hiérarchique peut exister pour d’autres types
de données (p.ex. données d’une entreprise). Toutefois, elle est plus importante dans le cadre des
données spatio-temporelles car les dépendances spatiales et temporelles entre les observations
peuvent beaucoup dépendre de l’échelle considérée.
1.2 Principaux types de données
Une grande variété de données spatio-temporelles existe en fonction des objets étudiés, des
contraintes d’acquisition et des problématiques. En géographie, les données spatiales sont classi-
quement associées à trois modèles : les objets, les champs continus et les réseaux spatiaux. Ces
modèles correspondent aux différentes catégories d’objets utilisés pour représenter numérique-
ment les informations géographiques du monde réel. Ils constituent les principaux types manipulés
dans les systèmes d’information géographique. L’intégration de la dimension temporelle enrichit
encore ces modèles spatiaux et ouvre de nouvelles perspectives. Ces modèles spatio-temporels
représentent les catégories de problèmes communément étudiés dans la littérature. Le tableau 1.1
présente les principaux types de données, les modèles spatiaux considérés ainsi que les modèles
spatio-temporels étudiés.
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Données Modèle spatial Modèle Description
spatio-temporel
Mobilité ensemble de trajectoires d’objets
(mobility data) trajectoires mobiles suivis dans
l’espace et le temps
Objets ensemble de objets/évènements suivi
Évènements (points, lignes, séries temporelles continuellement dans le
polygones) spatiales temps (uniquement)
(event data) ensemble de objets/évènements discrets
types d’objets arrivant ponctuellement
spatio-temporels dans l’espace et le temps
espace régulier observations continues
(raster ou grille distribuées dans un
Région Champ de points) série temporelle espace (2D ou 3D)
(field data) continu espace irrégulier de champs continus et changeant au
(points, lignes, cours du temps
polygones )
graphe dynamique, réseau d’objets localisés,
Réseau Réseau spatial graphe temporel, associés à des métriques,
(network data) (graphe) réseau de flot évoluant au cours du temps
(structure et métriques)
Table 1.1 – Les principaux types de données et leurs caractéristiques
Avant de renter dans le détail de chacun de ces types de données, il est intéressant de noter que
la majeure partie d’entre eux représente l’espace de manière discrète. Les données "mobilité",
"évènements" et "réseau" correspondent à des observations sur des objets et des évènements
discrets dans l’espace. Seuls certains modèles de champs continus peuvent représenter l’espace
de manière continue. Par exemple, une région peut être représentée par un espace en deux
dimensions (p.ex. une carte) composé d’une juxtaposition de polygones irréguliers (p.ex. des
parcelles agricoles, des forêts, ou des habitations). Même si certaines données sont issues d’un
suivi "en continu" d’objets, le temps est considéré de manière discrète. En effet, les observations
et mesures sont généralement enregistrées ponctuellement dans le temps.
1.2.1 Les données liées à la mobilité
L’émergence des nouvelles technologies mobiles (démocratisation des GPS et des téléphones
mobiles) a entrainé la collecte de grandes quantités de données liées à la mobilité (mobility data).
Ces données ont permis d’entrevoir de nouvelles applications dans des domaines très variés : de
l’écologie (p.ex. migration d’oiseaux) au sport (p.ex. football), en passant par la météorologie
(p.ex. suivi des ouragans) ou le tourisme [MCK+04, CMC05, GNPP07, LHJ+11, LZC+11, Pha13,
HPL15, WDL+17]. A titre d’exemple, le projet européen GeoPKDD [GP08] a utilisé les données
de déplacements des véhicules pour revoir l’aménagement du plan de circulation de grandes
agglomérations.
Ces données relatives aux déplacements, et à la mobilité en général, se présentent générale-
ment sous la forme de bases de données de trajectoires. Les trajectoires sont définies comme des
objets en mouvement représentés par des séquences de tuples (id, l, t), où l est la localisation
de l’objet id au temps t. La figure 1.1 représente schématiquement un ensemble de trajectoires
d’oiseaux.
Dans certains cas, d’autres informations sont collectées sur les objets ou sur leur environne-
ment. Par exemple, les déplacements des touristes dans une ville peuvent être rapprochés des
monuments historiques ou des musées à proximité. De même, il est possible de suivre les ca-
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Figure 1.1 – Exemple de trajectoires d’oiseaux [Pha13]
ractéristiques d’un ouragan en même temps que l’on suit son déplacement. Ce croisement entre
trajectoires, données géographiques et caractéristiques des objets est à l’origine du concept de
"trajectoires sémantiques" [ABK+07, YCP+13, BRdA+14]. Dans ce modèle plus général, les
trajectoires peuvent être représentées par une séquence de tuples (id, sp, t,ma, tag) où id est
l’identifiant de l’objet suivi, sp est sa position sémantique (un objet spatial représentant la loca-
lisation et une information sémantique la décrivant), t est le temps, ma est une annotation sur
le mouvement (p.ex. à l’arrêt ou en mouvement) et tag est un ensemble d’informations associé à
l’objet suivi au temps t.
1.2.2 Les données d’évènements
Des données décrivant des événements (event data) sont également acquises dans une grande
variété d’applications tels que l’épidémiologie (p.ex. propagation d’une épidémie), l’écologie (p.ex.
feux de forêts), les transports (p.ex. accidents de la route), la criminologie (p.ex. crimes dans
une ville), et les réseaux sociaux (p.ex. tweets) [HZZ08, CSRS08, DLSL09, ASG13, FK14, Yu16].
Classiquement, ces données correspondent à l’historique d’évènements arrivés à un endroit et à
un instant donné. Par exemple, un accident de voiture peut être caractérisé par sa nature, sa
localisation ainsi que la date à laquelle il est arrivé. Un évènement peut ainsi être décrit par un
tuple (l, t, c) où l est la localisation de l’évènement de type c au temps t. La figure 1.2 présente
cinq types d’évènements (A, B, C, D et E) arrivant à trois temps successifs (t1, t2 et t3). Cette
figure représente les évènements par des points dans un espace euclidien à deux dimensions.
Contrairement aux trajectoires, ces données contiennent plusieurs types d’objets et d’évènements
à étudier en simultané. De plus, les objets/évènements ne sont pas identifiés de manière unique
et les pas de temps ne sont généralement pas réguliers.
Figure 1.2 – Cinq types d’évènements arrivant à trois temps successifs
14
1.2. Principaux types de données
Toutes les données liées à des évènements ne se limitent pas nécessairement à cette définition.
Bien que les évènements soient souvent associés à des points dans l’espace, ils peuvent aussi être
décrits par des polygones. Par exemple, un feu peut être représenté par un polygone délimitant
la zone impactée. Dans certains cas, d’autres informations sur l’évènement peuvent aussi être
connues. Au delà du type d’accident, cet évènement peut par exemple être caractérisé par le
nombre de véhicules impliqués, l’âge des conducteurs ou le nombre de blessés. Ces données
peuvent aussi contenir des informations sur les autres objets/évènements présents au même
moment que l’objet d’étude. Dans le cadre d’une ville, on peut par exemple avoir les bâtiments,
les évènements sportifs au même moment, etc. Les évènements peuvent aussi avoir une durée ou
une date de début et de fin. Par ailleurs, même si les évènements sont souvent représentés dans un
espace euclidien, il peut être intéressant pour certaines applications de les représenter autrement.
Par exemple, la distance euclidienne n’est pas nécessairement la meilleure distance pour mesurer
l’éloignement entre deux accidents. Une distance prenant en compte le réseau routier peut être
plus pertinente.
Dans le cas le plus général, une base de données d’évènements est donc un ensemble de
types d’objets (object-type) spatio-temporels. Chaque occurence d’un type d’objets (ou évène-
ments) est caractérisé par un tuple (l, t, c, o, p) où l est la localisation de l’objet spatial o (point,
ligne ou polygone) de type c, et associé à l’ensemble de propriétés p, au temps t. Lorsque les ob-
jets/évènements ont une localisation fixe, ces données constituent des séries temporelles spatiales
et peuvent être représentées par des séquences de valeurs associées à une localisation.
1.2.3 Les données décrivant des informations continues sur des régions
Les entités géographiques sont classiquement regroupées selon deux principaux modèles : les
objets discrets et les champs continus (continuous field) [GG89, WD04, GYC07, BMML15]. Le
premier type voit l’espace comme un ensemble d’objets décrits par des attributs et localisés
en fonction d’un sytème de coordonnées géométriques. Le deuxième type décrit la distribution
d’attributs variant de manière continue dans une région de l’espace. Comme indiqué dans [Par94],
"un champ continu est une portion de l’espace où la force appliquée à un point dépend de sa
position seule. Ces champs sont appelés ’continuous fields’, appellation qui renforce la notion de
continuité des valeurs des champs : le nombre de points contenus dans un champ est infini, la
représentation des valeurs de ce champ est donc continue." Un champ continu peut correspondre à
une valeur (numérique ou nominale) ou à un vecteur de valeurs en fonction du nombre de mesures
associé à chaque point. Les propriétés d’un environnement (p.ex. la pollution, la végétation ou
la température) sont naturellement perçues comme des champs continus variant en fonction de
la localisation. L’activité dans un cerveau peut aussi être vue comme un champ continu.
Les ordinateurs stockent les informations de manière discrète sur des supports avec des capa-
cités limitées. De plus, l’acquisition de valeurs en continu dans l’espace peut être difficile, voire
impossible, dans certains cas. Ces champs continus sont donc nécessairement échantillonnés et
discrétisés. Dans ce contexte, différents modèles ont été définis pour représenter ces champs
continus (cf.figure 1.3). Ils diffèrent dans leur façon de représenter l’espace et dans la complétude
des informations stockées. Tout d’abord, l’espace peut être représenté de manière régulière ou
irrégulière. Comme le montre la figure 1.3, les rasters et les grilles de points découpent l’espace
de manière régulière. Les pavages de polygones, les courbes de niveau, les réseaux de triangles
irréguliers (TIN en anglais) et les points irrégulièrement espacés découpent quant à eux l’espace
de manière irrégulière. Ensuite, le champ peut être représenté de manière complète ou incom-
plète. Les rasters, les pavages de polygones, les courbes de niveau, et les réseaux de triangles
irréguliers sont des représentations complètes car le champ continu est estimé en chaque point
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d’une région. De plus, les régions recouvrent complètement l’espace étudié. Les grilles de points et
les points irrégulièrement espacés sont des représentations incomplètes car le champ continu est
uniquement défini en certains points. Dans ce cas, une fonction mathématique doit être utilisée
pour estimer le champ à des localisations non échantillonnées.
Figure 1.3 – Différentes représentations d’un champ continu [PSTV10] : a) raster b) grille de
points c) points irrégulièrement espacés d) courbe de niveau e) pavage de polygones f) réseau
triangulé irrégulier (TIN)
Le raster est probablement le modèle le plus utilisé et étudié, car il est généralement associé
aux images numériques. Ces dernières années, l’utilisation de données rasters s’est multipliée dans
des domaines telles que la médecine, l’astronomie, la météorologie ou l’écologie. Les avancées
technologiques en imagerie satellitaire ont par exemple permis d’avoir des données plus précises,
plus riches en informations et couvrant des zones et des temps plus importants, pour un coût
moins élevé. Elles ont ainsi ouvert de nouvelles perspectives en terme de suivi et mis en avant
de nouveaux défis [MWW+15].
Dans ce modèle, l’espace est découpé selon une grille composée de cellules rectangulaires
(les pixels). Chaque pixel correspond à un vecteur de valeurs (r1, r2, ...rK) où K est le nombre
d’attributs du champ continu (appelé aussi nombre de bandes de l’image). Par exemple, un pixel
rouge d’une image RGB aura pour valeur (255, 0, 0). Si le raster représente la température et
le taux d’humidité d’une région, un pixel associé à 27◦ et 80% d’humidité aura pour valeur
(27, 0.8). La taille des cellules de la grille par rapport à la région représentée en réalité constitue
la résolution spatiale du raster. Par exemple, la résolution du raster sera de 50 cm, si chaque
pixel représente en réalité une région rectangulaire de 50 × 50 cm. Cette résolution dépend
principalement du matériel d’acquisition ou de la compression souhaitée. Plus formellement, un
raster peut être défini par un tenseur, i.e. un tableau multidimensionnel de valeurs. Une image
satellitaire sera par exemple associée à un tenseur R ∈ RI,J,K où I et J sont les dimensions de
l’image en pixels, et K est son nombre de bandes. Un élément du tenseur ri,j,k représente la
valeur du k-ième attribut du champ continu pour le pixel (i, j).
L’évolution d’une région par rapport à un champ continu peut être étudiée en enregistrant
dans différents rasters les informations du champ continu au cours du temps. La série temporelle
de rasters ainsi constituée peut être définie par une séquence de tuples (R, t) où R est le tenseur
associé au raster au temps t. La figure 1.4 illustre cela pour une série de rasters sur trois temps
consécutifs.
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Figure 1.4 – Série temporelle de trois rasters
1.2.4 Les données de réseaux
Le concept de réseau apparaît dans de nombreux domaines d’applications. On le retrouve
par exemple dans les transports (p.ex. réseau routier), dans les communications (p.ex. internet),
en environnement (p.ex. réseau hydrologique) et en biologie (p.ex. réseau neuronal). De manière
très générale, on pourrait définir un réseau comme un ensemble d’entités interconnectées par des
liens de nature diverse. Par exemple, la figure 1.5 représente le réseau ferroviaire d’Auckland, i.e.
différentes localisations connectées entre elles par des lignes de trains. De par leur importance,
ces réseaux sont au centre de beaucoup d’attentions depuis de nombreuses années. Les entités les
composant, tout comme les liens entre celles-ci, font souvent l’objet d’un suivi et donc d’une col-
lecte de données. Tout comme pour les autres types de données spatio-temporelles, cette collecte
est de plus en plus importante en raison de la multiplication des capteurs et de l’augmentation
de leur précision.
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Figure 1.5 – Carte du réseau ferroviaire d’Auckland (https ://at.govt.nz )
Dans beaucoup de ces infrastructures en réseau, la dimension spatiale est particulièrement
importante. Par exemple, les réseaux de transports sont de manière évidente représentés dans
l’espace et liés à une notion de distance, tout comme certains réseaux de communications (p.ex.
wifi). Comme indiqué dans [Bar11], les réseaux spatiaux (spatial networks) sont des réseaux
dans lesquels les entités sont localisées dans l’espace et associées à des métriques. Ces réseaux
ont des contraintes géométriques et ont donc des propriétés topologiques particulières. Souvent,
les réseaux sont représentés dans un espace à deux dimensions et étudiés en fonction de la distance
euclidienne. Dans ces cas, la probabilité d’avoir une connection entre deux entités décroit quand
la distance augmente. Ces réseaux peuvent être planaires (p.ex. réseau ferroviaire) ou non (p.ex.
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réseau aérien). De plus, les liens entre les entités peuvent ne pas être spatiaux. Par exemple, les
liens entre des personnes d’un réseau social ne sont pas spatiaux, alors que les personnes sont
associées à une localisation (voire plusieurs). Toutefois, l’espace intervient de manière indirecte,
car la probabilité que deux personnes soient "amies" est plus forte lorsqu’il y a proximité spatiale.
Classiquement, un réseau spatial est représenté sous la forme d’un graphe G = (V,E, λV , λE),
où V est l’ensemble des noeuds (localisations), E est l’ensemble des arêtes (liens), et λV (resp. λE)
est une fonction d’étiquetage qui associe un noeud (resp. une arête) à un ensemble d’informations
(numériques ou nominales). Par exemple, le réseau ferroviaire illustré en figure 1.5 peut être
représenté sous la forme d’un graphe où les noeuds correspondent aux stations et les arêtes aux
lignes de trains. Les noeuds sont associés à des informations liées à l’environnement spatial de
la station (p.ex. aéroport ou hôpital) ou à son type (p.ex. hub). Les arêtes sont associées à des
durées de transport, des nombres de passagers, ou des types de lignes ferroviaires (p.ex. train
rapide). Lorsque le réseau évolue dans le temps, on obtient un graphe dynamique, i.e. un graphe
dont les noeuds, les arêtes et/ou les informations associées peuvent changer au cours du temps.
Plus formellement, un graphe dynamique G peut être représenté par une séquence 〈Gt1 , Gt2 , ...,
Gtmax〉, où chaque graphe Gt représente le graphe G au temps t ∈ {t1, . . . , tmax}.
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Le chapitre précédent a mis en avant la diversité et la complexité des données spatio-
temporelles collectées, ainsi que leur intérêt dans un grand nombre de domaines. Face à ces
données, les besoins en matière d’analyse et d’aide à la décision sont importants. Dans la suite,
ce manuscrit va se focaliser plus particulièrement sur une de ces tâches : l’extraction de motifs,
de régularités, cachés dans de telles données.
Beaucoup de travaux ont étudié l’extraction de motifs intéressants dans des données spatio-
temporelles. En général, ils se concentrent sur l’étude de domaines de motifs, de contraintes,
ou de pré/post traitements propres à ce type de données (p.ex. détection d’objets spatiaux,
contraintes de voisinage, etc.). Toutefois, les motifs solutions sont généralement générés par des
stratégies ou des algorithmes développés dans des contextes plus généraux. Les travaux effectués
dans le cadre de la fouille des séquences et de graphes ont notamment été beaucoup utilisés
en raison de l’intérêt de ces domaines de motifs pour représenter les dimensions temporelles et
spatiales. Ce chapitre commencera donc par présenter ces travaux, puis il montrera comment
ceux-ci ont été adaptés dans le cadre de données spatio-temporelles. La suite de ce manuscrit va
plus particulièrement se focaliser sur l’extraction de motifs spatio-temporels dans des données
géographiques de types événements et rasters.
2.1 L’extraction de motifs dans des séquences et des graphes
2.1.1 Les motifs séquentiels
L’extraction de motifs séquentiels est une des problématiques les plus étudiées en fouille
de données. Elle a des applications multiples telles que l’analyse d’achats en ligne [SA96b],
l’analyse d’exécutions de logiciels [LKL08], l’analyse des usages du Web [ME10], ou l’étude des
communications mobiles [YZC12].
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La donnée en entrée est une collection de séquences. Chaque séquence correspond à une
"transaction" et elle est composée d’une succession d’ensembles de valeurs catégorielles (des
itemsets). Le tableau 2.1 présente un exemple de base de données séquentielles. L’objectif est
d’extraire des sous-séquences intéressantes dans ces données. Une des contraintes régulièrement
utilisée pour déterminer l’intérêt d’un motif est la fréquence minimale. La mesure de fréquence
est généralement définie comme le nombre de transactions contenant la sous-séquence (le motif).
Cette fréquence est donc différente du nombre d’occurrences du motif car celui-ci peut apparaître
plusieurs fois dans une même transaction. Toutefois, calculer le nombre total d’occurrences est
très coûteux en raison de la multitude d’entrelacements possibles. De plus, la contrainte qui en
découle peut ne pas être (anti-)monotone, ce qui limite les possibilités d’élagage de l’espace de
recherche lors de l’extraction (et donc le passage à l’échelle des algorithmes).
SID Séquence
1 < {a, c}, {a, b}, {c, f}, {e, f} >
2 < {a, c}, {a, c}, {d, f} >
3 < {a, c}, {a, c, e}, {c, e, f}, {f} >
4 < {c}, {a, d}, {b, e}, {e} >
5 < {b, d}, {c, f} >
Table 2.1 – Base de données de séquences
Extraire des sous-séquences fréquentes : principales stratégies Un grand nombre d’al-
gorithmes et de contraintes ont été proposés pour extraire des motifs séquentiels. Ils utilisent
tous des stratégies différentes mais sont généralement basés sur les deux mêmes opérations pour
construire de nouveaux motifs : l’extension du dernier itemset de la séquence, ou l’extension de
la séquence, par un item. Par exemple, la séquence < {a, c} > peut être étendue par l’item e de
deux façons : < {a, c, e} > et < {a, c}, {e} >. La suite de cette section présentera les spécificités
des principales approches de la littérature. Des états de l’art plus détaillés peuvent être trouvés
dans [ME10, MR13, FVLK+17].
AprioriAll est l’un des premiers algorithmes développé pour extraire des sous-séquences fré-
quentes [AS95]. Il s’appuie sur la même stratégie que l’algorithme Apriori [AS+94] des mêmes
auteurs. Il effectue un parcours en largeur de l’espace de recherche (approche par niveau) et s’ap-
puie sur une stratégie de type "générer-tester". L’algorithme utilise les motifs fréquents de taille k
(i.e. contenant k items) pour générer les motifs candidats de taille k+1. Puis, il élague ceux ayant
un sous-motif de taille k − 1 non fréquent, et vérifie la fréquence des motifs restants. La base
de données est stockée en mémoire sous un format relativement similaire à celui du tableau 2.1
(base de données horizontale). Les auteurs étendent leurs travaux dans [SA96b] et proposent un
algorithme plus générique (appelé GSP ) intégrant des contraintes temporelles (fenêtre glissante
et intervalle entre deux évènements). Leur approche prend aussi en compte des taxonomies défi-
nies par les utilisateurs, ce qui permet d’extraire des motifs à différentes échelles. Une structure
de données de type arbre de hachage (hash-tree) est aussi utilisée pour réduire le nombre de
motifs candidats à tester et améliorer l’efficacité du comptage de la fréquence. Dans [MCP98],
les auteurs adoptent la même stratégie mais utilisent un arbre préfixe (prefix-tree) pour stocker
les motifs candidats et ainsi améliorer l’efficacité de l’approche (mémoire consommée et nombre
de traitements effectués). L’algorithme SPIRIT développé dans [GRS99] permet d’intégrer, en
plus de la fréquence minimale, une contrainte C basée sur une expression régulière définie par les
utilisateurs. Leur algorithme est similaire à l’algorithme GSP [SA96b], i.e. parcours par niveau
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de l’espace de recherche basé sur la même stratégie "générer-tester". La principale difficulté réside
dans l’intégration de la contrainte C et son impact sur l’efficacité de ce type de stratégie. L’ajout
de la contrainte C augmente l’efficacité de la génération des candidats et de l’élagage lorsque
celle-ci est anti-monotone. Toutefois, elle peut en diminuer l’efficacité dans le cas contraire. En
effet, dans ce cas, une séquence de taille k ne vérifiant pas C ne peut plus être utilisée pour
élaguer ses sur-séquences de taille k + 1. Pour autant, la contrainte C va diminuer le nombre
de motifs candidats générés et donc le nombre potentiel de motifs non fréquents pouvant être
utilisés pour élaguer l’espace de recherche. De plus, des séquences de taille k + 1 peuvent être
solutions sans qu’aucune des sous-séquences de taille k ne vérifie C, ce qui pose des problèmes
pour la génération des candidats. Face à ces problèmes, l’une des solutions est de trouver une re-
laxation anti-monotone de la contrainte C. Toutefois, il n’en existe pas toujours une. Les auteurs
proposent donc quatre algorithmes intégrant différents degrés de relaxation de C. Ils utilisent
l’automate fini déterministe associé à C pour définir ces différents niveaux, générer les motifs
candidats et les élaguer. Ce travail illustre la difficulté d’intégrer certaines contraintes dans le
processus de fouille.
Face aux limites des stratégies de type Apriori, l’algorithme Spade a été proposé dans [Zak01].
Il s’agit d’une adaptation de l’algorithme Eclat [Zak00b] à des données et des motifs séquentiels.
Cet algorithme s’appuie sur une représentation des données sous forme verticale (vertical id-
list) qui permet une génération des motifs et un calcul de leur fréquence de manière incrémentale
sans avoir à accéder à toutes les données. Le tableau 2.2 présente une représentation verticale des
données pour les items a, b et c du tableau 2.1. Cette représentation donne la position de chaque
item dans les séquences en entrée. Dans cette approche, un motif de taille k (i.e. une séquence
avec k items) est obtenu en faisant la jointure temporelle des listes verticales d’identifiants
associées à deux motifs de taille k − 1 partageant le même préfixe. La fréquence du motif est
simplement le nombre d’identifiants différents dans la nouvelle liste verticale issue de la jointure
temporelle. Par exemple, les listes verticales de < {a} > et de < {c} >(tableau 2.2) permettent
de générer les motifs < {a, c} > et < {a}, {c} > ainsi que leur liste verticale (figure 2.1). Dans
ces listes verticales, les positions représentent les positions des derniers itemsets des séquences.
De la même manière, les listes verticales de < {a, c} > et < {a}, {c} > permettent de générer
le motif < {ac}, {c} > ainsi que sa liste verticale. Afin de limiter l’espace mémoire nécessaire,
Spade effectue en plus un partitionnement de l’espace de recherche basé sur le préfixe des motifs.
Deux motifs sont dans la même partition s’il partage le même préfixe. Chaque partition ainsi
constituée est traitée indépendamment en mémoire. Ces principes sont très généraux et peuvent
être appliqués dans le cadre d’un parcours en profondeur ou en largeur de l’espace de recherche
(les deux variantes ont été proposées par les auteurs). En plus de la fréquence, les auteurs
ont aussi intégré à leur algorithme des contraintes temporelles (longueur, fenêtre glissante et
intervalle entre deux évènements), des contraintes sur les items étudiés et des contraintes visant
à filtrer les motifs discriminants par rapport à des classes d’intérêt [Zak00a]. Toutefois, l’ajout de
certaines contraintes a un impact sur la stratégie mise en place dans l’algorithme. Par exemple,
la contrainte d’intervalle maximum ne permet plus de partitionner l’espace de recherche et donc
de limiter l’espace mémoire utilisé (toutes les séquences fréquentes de taille deux doivent être
stockées en mémoire).
Cette représentation verticale a aussi été utilisée dans d’autres travaux tels que [AFGY02,
OPS04, FVGCT14]. Par exemple, [AFGY02] proposent l’algorithme SPAM basé sur le même
principe mais sur une structure de données sensiblement différente. Cet algorithme effectue un
parcours en profondeur de l’espace de recherche à partir d’une représentation verticale des don-
nées encodée sous forme de vecteurs de bits (vertical bitmap). Cette structure de données a
l’avantage de consommer moins de mémoire. Elle diminue aussi de manière importante le coût
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a
SID Temps/Positions
1 1, 2
2 1, 2
3 1, 2
4 2
5
b
SID Temps/Positions
1 2
2
3
4 3
5 1
c
SID Temps/Positions
1 1, 3
2 1, 2
3 1, 2, 3
4 1
5 2
Table 2.2 – Listes verticales d’identifiants (vertical id-lists) pour les items a, b, et c
<{a,c}>
SID Temps/Positions
1 1
2 1, 2
3 1, 2
4
5
<{a},{c}>
SID Temps/Positions
1 3
2 2
3 2, 3
4
5
:
<{ac},{c}>
SID Temps/Positions
1 3
2 2
3 2, 3
4
5
Figure 2.1 – Génération du motif < {ac}, {c} > à partir des listes verticales d’identifiants de
< {a, c} > et < {a}, {c} >
d’intersection de deux listes verticales, i.e. le comptage de la fréquence. L’algorithme CCSM
(Cache-based Constrained Sequence Miner) proposé dans [OPS04] reprend aussi le principe de
liste verticale de Spade avec un parcours par niveau de l’espace de recherche. Ils intègrent à
la fois la contrainte de fréquence minimale et celle d’intervalle minimum/maximum. Face aux
limites de Spade par rapport à la contrainte d’intervalle maximum, ils proposent d’utiliser un
"cache" pour stocker des listes verticales intermédiaires, ce qui permet de limiter le nombre de
jointures temporelles effectuées ainsi que la quantité mémoire consommée. Récemment, ces stra-
tégies (Spade et SPAM ) ont encore été améliorées dans [FVGCT14] grâce au concept d’élagage de
co-occurrences. Cet élagage consiste à éliminer directement un motif généré si ses deux derniers
items ne constituent pas une séquence fréquente. Pour pouvoir réaliser ce test efficacement, les
séquences fréquentes de taille deux sont stockées dans une structure de données appelée CMAP
(co-occurrence map) au début de l’algorithme. Cette optimisation permet en pratique d’éliminer
un grand nombre de motifs candidats sans avoir à calculer leur liste verticale d’identifiants.
De manière générale, les méthodes basées sur ce principe "générer-tester" souffrent d’un
même problème : elles génèrent beaucoup de motifs non intéressants pour ensuite les élaguer.
Initialement, ce problème a été mis en avant pour la fouille d’itemsets fréquents, ce qui a donné
naissance à des stratégies différentes basées sur la notion de pattern growth. L’algorithme FP-
Growth [HPY00] est le premier avoir mis en place cette stratégie pour extraire des itemsets
fréquents. Dans ce travail, les items fréquents sont utilisés pour projeter récursivement la base de
données et étendre les préfixes des motifs dans cet ensemble de bases de données plus petites. Pour
faire les projections efficacement, l’approche s’appuie sur une structure de données arborescente
appelée fp-tree. Ce principe a été repris dans d’autres approches et d’autres domaines de motifs
(dont les séquences). PrefixSpan est probablement l’algorithme d’extraction de motifs séquentiels
le plus connu basé sur cette stratégie [PHMA+01]. Il effectue aussi un parcours en profondeur
de l’espace de recherche basé sur des projections successives des données combinées avec des
extensions des préfixes des motifs. L’algorithme ne considère à chaque fois que le préfixe d’un seul
motif séquentiel et projette uniquement les séquences postfixes correspondantes dans les données
en entrée. Le préfixe est ensuite étendu à partir des items fréquents locaux de la base de données
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< {a} >
SID Séquence projetée
1 < {−, c}, {a, b}, {c, f}, {e, f} >
2 < {−, c}, {a, c}, {d, f} >
3 < {−, c}, {a, c, e}, {c, e, f}, {f} >
4 < {−, d}, {b, e}, {e} >
:
< {a}, {a} >
SID Séquence projetée
1 {c, f}, {e, f} >
2 < {−, c}, {f} >
3 < {−, c, e}, {c, e, f}, {f} >
:
< {a}, {a, c} >
SID Séquence projetée
2 < {f} >
3 < {−, e}, {c, e, f}, {f} >
: < {a}, {a, c}, {f} >SID Séquence projetée
3 < {f} >
Figure 2.2 – Projections successives des données en fonction du préfixe d’un motif
projetée, et celle-ci est à nouveau projetée en fonction de ces extensions. Reprenons l’exemple
de base de données de séquences du tableau 2.1. L’algorithme va d’abord rechercher les items
fréquents. Si la fréquence minimale est deux, tous les items sont fréquents dans cet exemple (a : 4,
b : 3, c : 5, d : 3, e : 3, f : 4). On obtient donc les préfixes de solutions suivants : < {a} >, < {b} >,
< {c} >, < {d} >, < {e} > et < {f} >. Ensuite, l’algorithme étudie le premier préfixe < {a} >
et va projeter la base de données par rapport à celui-ci. Les autres préfixes seront étudiés lorsque
tous les motifs fréquents ayant pour préfixe < {a} > auront été générés. Le premier tableau de la
figure 2.2 montre le résultat obtenu par cette première projection. L’algorithme extrait les items
fréquents dans cette base projetée et les utilise pour étendre le préfixe de la manière suivante :
< {a}, {a} >, < {a, c} >, < {a}, {c} >, < {a}, {e} > et < {a}, {f} >. L’algorithme projette
ensuite la base de données par rapport à < {a}, {a} > et répète les opérations récursivement.
Le résultat de cette deuxième projection et des projections suivantes sont présentés dans la suite
de la figure 2.2. A noter que les items non fréquents localement sont progressivement supprimés
des bases projetées (p.ex. suppression de b et de d après la première projection). Par ailleurs, les
items sont triés par ordre lexicographique afin de ne pas générer deux fois le même motif (cet
ordre est aussi pris en compte lors des projections). De par cette stratégie, l’algorithme génère
uniquement des motifs apparaissant dans les données (ce qui n’est généralement pas le cas des
stratégies "générer-tester"). Toutefois, la création des bases de données projetées a un coût non
négligeable (en temps et en mémoire). Afin de réduire le nombre de projections et leur taille,
les auteurs introduisent un nouveau type de projection (double niveau) basée sur une matrice
stockant la fréquence de toutes les séquences de taille deux. De plus, un opérateur de pseudo-
projection est aussi proposé pour accélérer les traitements lorsque les données peuvent tenir en
mémoire. Par cette technique, la base de donnée projetée est réduite à un ensemble de pointeurs
vers les données initiales.
Beaucoup d’autres algorithmes appliquent la même stratégie tels que [SK02, LKL07, Che10].
Par exemple, [SK02] proposent l’algorithme SLPMiner basé sur un parcours en profondeur de
l’espace de recherche et des projections successives des données. Les motifs recherchés sont tou-
jours des sous-séquences fréquentes mais le seuil de fréquence minimale varie en fonction de la
taille des motifs. D’après les auteurs, les motifs avec peu d’items sont intéressants s’ils ont une
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fréquence élevée, alors que les longs motifs restent intéressants même si leur fréquence est relati-
vement faible. Ils proposent donc une approche permettant d’extraire ces deux types de motifs
en même temps. Toutefois, cette contrainte ne permet plus d’élaguer un motif si sa fréquence est
inférieure au seuil. Les auteurs identifient donc de nouvelles propriétés basées sur la fréquence
du motif, sa longueur et la longueur des séquences dans les bases projetées. Ces propriétés per-
mettent d’élaguer des bases projetées complètes ou certaines parties (séquences et items), et
ainsi de garantir le passage à l’échelle de l’algorithme. [LKL07] proposent une approche pour ex-
traire des sous-séquences intéressantes à partir de traces de logiciels (des collections de séquences
d’instructions). Une sous-séquence est intéressante si elle se répète. A cause des boucles, ces ré-
pétitions peuvent apparaître plusieurs fois dans une même séquence/trace. Les auteurs doivent
donc étendre la définition de fréquence d’un motif à toutes les occurrences apparaissant dans les
données. Afin d’avoir une contrainte (anti-)monotone pouvant être exploitée pour élaguer l’es-
pace de recherche, seules les occurrences disjointes sont considérées. L’extraction de ces motifs
est faite par une adaptation de l’algorithme PrefixSpan [PHMA+01] à ce contexte particulier. Les
auteurs adaptent notamment les projections réalisées afin de prendre en compte les différentes
occurrences dans une même séquence. [Che10] proposent une nouvelle structure de données basée
sur un graphe orienté acyclique (UpDown Directed Acyclic Graph) pour améliorer l’efficacité des
stratégies de type pattern growth. A chaque projection de la base de données, cette structure de
données permet d’étendre la fin et le début d’un motif, alors que l’approche classique permet uni-
quement d’ajouter un item à la fin. Une séquence de taille k peut ainsi être générée en log2k+ 1
projections au lieu de k.
Extraire des représentations condensées des séquences fréquentes Le nombre de so-
lutions extrait par les algorithmes d’extraction de motifs peut être très grand (plus important
que les données en entrée). Face à ce problème, des représentations condensées ont été proposées
dans le cadre de la fouille d’itemsets puis étendues aux séquences.
L’une des premières a avoir été étudiée est l’ensemble des motifs maximaux. En effet, il est pos-
sible de connaître tous les motifs fréquents à partir des motifs fréquents maximaux (la fréquence
étant monotone décroissante). Toutefois, cette représentation n’est pas sans perte d’information
car il n’est pas possible de connaître leur fréquence exacte sans accéder aux données. Plusieurs
algorithmes ont été proposés afin d’adapter les stratégies précédentes à l’extraction des séquences
maximales. Par exemple, [LC05] utilisent la même stratégie par niveau que GSP [SA96b]. Toute-
fois, au lieu de compter la fréquence des motifs candidats dans toutes les données, ils utilisent un
échantillon de celles-ci et recherchent des motifs non fréquents permettant d’élaguer l’espace de
recherche. Les motifs générés à la fin de cette approche par niveau sont "au-dessus" des motifs fré-
quents maximaux. Une approche descendante (top-down) est donc ensuite utilisée pour extraire
les maximaux. Dans [FVWT13], les auteurs adaptent la stratégie de PrefixSpan [PHMA+01]
pour extraire les séquences fréquentes maximales. Ils ajoutent notamment un mécanisme per-
mettant de déterminer efficacement si un motif est maximal sans avoir à le comparer avec les
motifs trouvés dans les itérations précédentes. Ce mécanisme est basé sur le principe d’extensions
maximales (maximal-backward-extension et maximal-forward-extension) proposé dans [WHL07].
La représentation condensée probablement la plus utilisée est l’ensemble des fermés fréquents
(closed patterns) [PBTL99]. Un motif fréquent est fermé s’il n’existe par de sur-motif fréquent
apparaissant dans les mêmes transactions (et donc ayant la même fréquence). L’avantage de
cette représentation est d’être sans perte d’information car tous les motifs fréquents, avec leur
fréquence, peuvent être générés à partir des fermés sans avoir à accéder aux données. L’algorithme
CloSpan [YHA03] est l’un des premiers à avoir été proposé pour extraire ces motifs. Il s’agit d’une
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adaptation de l’algorithme PrefixSpan [PHMA+01] intégrant deux étapes supplémentaires afin
d’extraire les séquences fermées. La première étape s’appuie sur une propriété (early termination
by equivalence) pour éviter de générer certains motifs appartenant aux mêmes transactions qu’un
motif déjà étudié et partageant le même suffixe. La deuxième étape parcourt l’ensemble des
motifs extraits afin d’éliminer ceux qui ne sont pas fermés. Une limite de cet algorithme est de
devoir conserver en mémoire l’ensemble des motifs fermés extraits au cours de son exécution.
Face à ce problème, [WHL07] proposent l’algorithme BIDE basé sur une stratégie similaire à
PrefixSpan [PHMA+01]. Toutefois, il extrait les motifs fermés sans avoir besoin de conserver
en mémoire tout l’historique des motifs déjà testés. Il s’appuie pour cela sur deux propriétés
des extensions (bi-directional extension closure checking et back scan pruning) pour savoir si un
motif est fermé et élaguer les motifs déjà testés. Intuitivement, un motif n’est pas fermé s’il
peut être étendu par un item sans pour autant changer de fréquence. De la même manière, un
motif S est inclus dans un motif déjà généré s’il existe un item apparaissant "avant" S dans
chacune des transactions en entrée. Ces vérifications sont effectuées à partir des items fréquents
de la base projetée et d’informations sur l’apparition des items dans les séquences en entrée.
Plus récemment, [GCMG13] proposent un algorithme (appelé ClaSP ) plus performant que les
deux précédents en s’appuyant sur une représentation verticale des données. Cet algorithme en
profondeur combine la stratégie de l’algorithme SPADE [Zak01] avec les propriétés mises en
avant dans CloSpan.
Au delà des fermés, d’autres représentations condensées ont été étudiées pour les motifs
séquentiels. On retrouve par exemple les générateurs (encore appelés libres) définis dans le cadre
de la fouille d’itemsets [PBTL99, BBR03, CCL05]. Un motif fréquent est un générateur s’il
n’existe par de sous-motif fréquent apparaissant dans les mêmes transactions (et donc ayant la
même fréquence). Les fermés et les générateurs délimitent des classes d’équivalence de motifs
(par rapport aux transactions en entrée), et sont utilisés pour générer des règles d’association
exactes [PBTL99]. Les générateurs étant les plus petits motifs des classes d’équivalences, ils
sont souvent préférés aux fermés pour des tâches de classification. Tout comme pour les motifs
fermés, les stratégies basées sur des projections successives (pattern growth) et celles basées sur
des représentations verticales ont été adaptées à ce contexte. Par exemple, [LKL08] adaptent
l’algorithme CloSpan [YHA03] et utilisent une propriété permettant d’élaguer des sur-séquences
d’un générateur. Dans ce même contexte, [FVGŠH14] adaptent l’algorithme SPAM [AFGY02]
et les stratégies proposées dans [WHL07, FVGCT14] pour élaguer l’espace de recherche.
L’un des problèmes des précédentes contraintes est d’extraire beaucoup de motifs relativement
similaires et triviaux. Des travaux se sont donc intéressés à d’autres contraintes ne dépendant
pas uniquement de la fréquence. Dans le cadre de la fouille d’itemsets, [VVLS11] ont proposé
l’algorithme Krimp pour extraire les itemsets compressant le mieux les données. Pour trouver
ces motifs, ils utilisent le principe de description de longueur minimale (minimum description
length ouMDL) [Grü07]. Soit un ensemble de modèlesH. D’après ce principe, le meilleur modèle
H ∈ H est celui qui minimise L(H) +L(D|H), où L(H) est la longueur en bits de H et L(D|H)
est la longueur en bits des données encodées avec H. L’objectif est donc de trouver des motifs
minimisant la taille de l’encodage de la base de données en entrée. Les auteurs s’appuient pour
cela sur la fréquence des itemsets. Plusieurs travaux ont mis en avant l’intérêt de ces motifs pour
la classification, l’identification de composants et la détection de changements. Ce principe a été
étendu aux motifs séquentiels dans [LMFC12, TV12, LMFC14]. L’une des difficultés dans ce cadre
est de pouvoir prendre en compte les répétitions de motifs dans une même séquence en entrée et
leurs entrelacements. [LMFC12] utilisent pour cela le même encodage basé sur un dictionnaire que
dans [VVLS11]. Soit un ensemble de motifs H (un "dictionnaire"), chaque séquence de la base de
données est encodée en remplaçant les occurrences de chaque motif P ∈ H par un pointeur vers le
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dictionnaire. Pour obtenir efficacement l’ensemble de motifs compressant le mieux les données, les
auteurs proposent une heuristique (le problème étant NP-difficile). L’algorithme glouton proposé
étend un motif solution jusqu’à ce qu’il n’améliore plus la compression des données. Il commence
par un motif vide et l’étend avec l’item le plus fréquent. Si l’extension améliore la compression,
les données sont projetées en fonction de celle-ci et une autre extension est effectuée. Sinon, le
processus d’extension s’arrête. Des motifs solutions sont ainsi générés itérativement tant que la
compression n’atteint pas un seuil. Les auteurs étendent leur travail dans [LMFC14]. Ils proposent
un nouvel encodage basé sur le code d’Elias [WWM+99] afin de mieux gérer les intervalles entre
les évènements et les entrelacements de motifs (ce que ne permet pas de faire l’encodage proposé
dans [TV12]).
Extraire des motifs plus pertinents Au delà du nombre de motifs extraits, une autre
problématique est la pertinence des motifs extraits pour les utilisateurs. Une grande variété
de contraintes a été proposée afin de guider la fouille et d’extraire des motifs d’intérêt pour
les utilisateurs. Formellement, elles se présentent souvent sous la forme d’un prédicat booléen
de la forme Q(D,P ) avec D les données en entrée et P le motif à tester. Comme l’ont montré
certains travaux présentés dans cette section, ces contraintes ont été intégrées dans les différentes
stratégies, avec souvent le même enjeu : mettre en avant des propriétés de celles-ci permettant
d’élaguer l’espace de recherche et de gagner en efficacité. Ces contraintes peuvent être classées
en deux familles et différentes sous-catégories [MR13]. La première famille de contraintes peut
être vérifiée seulement en analysant le motif. On retrouve notamment :
— les contraintes sur la longueur des motifs,
— les contraintes basées sur des modèles de motifs,
— les contraintes basées sur des opérateurs d’agrégations.
Le premier type de contraintes vise à filtrer des motifs d’une certaine longueur (inférieurs ou supé-
rieurs). Les définitions peuvent d’ailleurs varier à ce niveau (p.ex. nombre d’items ou d’itemsets,
distincts ou non). Le deuxième type de contraintes permet de spécifier quels motifs ou groupes de
motifs doivent être inclus ou exclus de l’analyse, en fonction d’un modèle défini par l’utilisateur.
Ce modèle peut correspondre simplement à un ensemble d’items prédéfinis, à des sous-séquences
(ou sur-séquences) d’un motif, ou à une expression régulière. Le dernier type de contraintes est
imposé sur des agrégations d’items (p.ex. le minimum, le maximum, ou la moyenne des valeurs
associées à certains items).
La deuxième famille de contraintes nécessite un accès aux données en entrée et impacte
généralement le calcul de la fréquence. A ce niveau, on retrouve notamment des contraintes
temporelles sur les occurrences du motif telles que :
— les contraintes d’intervalle de temps entre les évènements,
— les contraintes de durées.
Les contraintes d’intervalles permettent de filtrer les occurrences d’un motif dont les évènements
(ou les transactions) sont trop proches ou trop éloignées. Pour cela, des informations complé-
mentaires sur les données en entrée peuvent être nécessaires, comme l’estampille temporelle de
chaque évènement. Ces bases de séquences intégrant ces informations temporelles sont aussi ap-
pelées base de séquences temporelles. Les contraintes de durées peuvent d’ailleurs uniquement
être mises en place dans ce type de base de données. Elles permettent de définir un durée mini-
male ou maximale entre le premier et le dernier évènement d’une occurence de motif (ou entre
la première et la dernière transaction supportant le motif).
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De manière similaire, d’autres types d’information ont été intégrés à la base de données de
séquences tels que le poids, le prix, la quantité, ou la probabilité d’apparition associés à chaque
item [YL06, MR11, YZC12]. Ces informations ne filtrent pas uniquement des occurrences de
motifs comme précédemment. Elles modifient la définition même du prédicat déterminant l’inté-
rêt d’un motif. Les travaux étudiant l’extraction de motifs à haute utilité (high-utility patterns)
et ceux étudiant les bases de séquences incertaines sont notamment dans ce cas. Par exemple,
[YZC12] étudient une collection de séquences, où chaque item est associé à un poids (ou une
qualité) global et à une quantité dans chaque séquence en entrée. Les motifs recherchés sont des
sous-séquences ayant une utilité élevée. La fonction indiquant l’utilité d’un motif dépend du poids
des items et de leur quantité dans les données en entrée. Dans leur article, les auteurs utilisent
comme exemple une fonction faisant la somme des produits poids-quantité. Un motif est solution
si son utilité maximale est supérieure à un seuil. Cette contrainte n’est pas (anti-)monotone. Il
n’est donc pas possible de l’utiliser directement pour élaguer l’espace de recherche. Les auteurs
mettent donc en avant deux propriétés permettant de filtrer des motifs en fonction de bornes su-
périeures sur l’utilité des extensions possibles. Puis, ils adaptent l’algorithme SPAM [AFGY02]
afin d’intégrer ces données et ces contraintes. [MR11] intègrent quant à eux l’information sur
le bruit et l’incertitude. Ils considèrent en entrée des bases de séquences probabilistes. Chaque
séquence en entrée correspond à une source de données où les itemsets sont associés à des pro-
babilités d’apparition dans la source en question. La notion de fréquence "attendue" est alors
utilisée pour filtrer des sous-séquences intéressantes. Un algorithme incrémental de programma-
tion dynamique est proposé pour calculer efficacement cette fréquence basée sur la probabilité
qu’une sous-séquence soit associée à une source. Cet algorithme est à son tour intégré dans deux
stratégies d’exploration de l’espace de recherche (une en largeur et une en profondeur) dérivées
de GSP [SA96b] et de SPAM [AFGY02]. Les auteurs mettent aussi en avant une propriété
permettant d’élaguer certains motifs candidats grâce à une borne supérieure sur la probabilité
d’apparition d’une sous-séquence dans une source.
Les approches précédentes recherchent des motifs se répétant exactement de la même manière.
Toutefois, comme indiqué dans [KPWD03], cette contrainte peut être trop forte dans des bases
de données avec de longues séquences et du bruit. Pour cette raison, [KPWD03] recherchent
des motifs fréquents approximatifs, i.e. des motifs approximativement partagés par beaucoup de
séquences en entrée. De plus, ils se limitent aux motifs longs couvrant un grand nombre de motifs
de petite taille. Ces motifs sont appelés motifs séquentiels de consensus (concensus sequential
patterns). Les auteurs proposent une approche de clustering basée sur de multiples alignements
pour extraire ces motifs. Les séquences en entrée sont tout d’abord regroupées en fonction de leur
similarité (dérivée de la distance d’édition hiérarchique). Puis, l’approche construit pour chaque
cluster une séquence pondérée enregistrant des statistiques sur l’alignement des séquences dans
celui-ci. Pour finir, cette séquence est utilisée pour générer le plus long motif de consensus. Ce
dernier travail met en avant une autre famille de problèmes non étudiés dans cet état de l’art :
l’analyse de séries temporelles (time series). Dans ce cadre, l’objectif est sensiblement différent. Il
ne s’agit pas d’extraire des modèles "locaux" représentant une partie des données, mais d’extraire
des modèles "globaux" décrivant globalement l’ensemble. De plus, ces séries temporelles sont
généralement composées de valeurs numériques. Cette famille de problème est souvent associée
à des méthodes de clustering ou de classification supervisée, et à la définition de mesures de
similarité.
Le tableau 2.3 résume les principaux travaux décrits précédemment. La colonne "Article"
donne les références bibliographiques des articles et éventuellement le nom des algorithmes as-
sociés (entre parenthèses). La colonne "Motifs extraits" précise le domaine de motifs extraits.
La colonne "Contraintes et Mesures" indique les contraintes et mesures utilisées pour filtrer
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les motifs intéressants. La colonne "Méthode d’extraction" présente les principaux éléments de
l’algorithme utilisé pour l’extraction. La colonne "Application" indique les données et applica-
tions utilisées dans les expérimentations. Les données "synthétiques" correspondent à des jeux
de données générés selon des paramètres contrôlés. Les données "benchmark" sont des jeux de
données publiques utilisés par la communauté pour comparer les méthodes (p.ex. données de
la compétition KDD cup). Ces deux types de données sont généralement utilisés pour des tests
quantitatifs. Les autres types de données correspondent à de réelles applications avec des études
qualitatives des résultats.
Table 2.3 – Extraction de motifs dans des séquences : synthèse
Article Motifs Contraintes Méthode d’extraction Applications
extraits et Mesures
[AS95] séquences fréquence min. stratégie d’Apriori [AS+94] données synthétiques
d’itemsets
[SA96b] séquences fréquence min., stratégie d’Apriori [AS+94], données synthétiques,
(GSP) d’itemsets fenêtre temporelle, arbre de hachage données benchmark
intervalle max.,
taxonomie
[MCP98] séquences fréquence min. stratégie d’Apriori [AS+94], données synthétiques
(PSP) d’itemsets arbre préfixe
[GRS99] séquences fréquence min., stratégie d’Apriori [AS+94], usages du Web,
(SPIRIT ) d’itemsets expression relaxation de contraintes, données synthétiques,
régulière automate fini déterministe données benchmark
[Zak01] séquences fréquence min., parcours en profondeur/largeur, données synthétiques,
(Spade) d’itemsets longueur max., représentation verticale [Zak00b], plans d’évacuation
fenêtre glissante, partitionnement de d’une ville
intervalle max. l’espace de recherche
[AFGY02] séquences fréquence min. parcours en profondeur, données synthétiques
(SPAM ) d’itemsets vecteur de bits vertical
[OPS04] séquences fréquence min., parcours par niveau, données synthétiques
d’itemsets intervalle min./max. représentation verticale,
cache
[FVGCT14] séquences fréquence min. stratégie de Spade [Zak01] ou données benchmark
d’itemsets stratégie de SPAM [AFGY02],
co-occurrence map
[PHMA+01] séquences fréquence min. parcours en profondeur, données synthétiques
(PrefixSpan) d’itemsets projections des données
et prefix growth [HPY00],
projection double niveaux
pseudo projections
[SK02] séquences fréquence min. stratégie de données synthétiques
d’itemsets variant avec PrefixSpan [PHMA+01]
la taille des motifs
[LKL07] séquences fréquence min. stratégie de traces logicielles,
d’itemsets (nombre d’occurences PrefixSpan [PHMA+01] données benchmark
disjointes)
[Che10] séquences fréquence min. stratégie de données benchmark
d’itemsets PrefixSpan [PHMA+01],
UpDown Directed Acyclic Graph
[LC05] séquences fréquence min., stratégie de GSP [SA96b], données synthétiques
d’itemsets maximaux échantillonnage et
approche descendante
[FVWT13] séquences fréquence min., stratégie de données benchmark
d’itemsets maximaux PrefixSpan [PHMA+01],
bi-directional extension
checking [WHL07]
[YHA03] séquences fréquence min., stratégie de données synthétiques,
(CloSpan) d’itemsets fermeture PrefixSpan [PHMA+01], données benchmark
early termination
by equivalence
Suite sur la page suivante
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Table 2.3 – Suite de la page précédente
Article Motifs Contraintes Méthodes d’extraction Applications
extraits et Mesures
[WHL07] séquences fréquence min., stratégie de données synthétiques,
(BIDE) d’itemsets fermeture PrefixSpan [PHMA+01], données benchmark
bi-directional extension checking
back scan pruning
[GCMG13] séquences fréquence min., stratégie de Spade [Zak01] données synthétiques
d’itemsets fermeture combinée avec les
propriétés de CloSpan [YHA03]
[LKL08] séquences fréquence min., stratégie de CloSpan [YHA03] données benchmarks
d’itemsets générateur
[FVGŠH14] séquences fréquence min., stratégie de SPAM [AFGY02], données benchmarks
d’itemsets générateur co-occurrence map [FVGCT14]
bi-directional extension
checking [WHL07]
[LMFC12] séquences compression algorithme glouton, données benchmark
d’itemsets description de longueur minimale,
encodage de Krimp [VVLS11]
[LMFC14] séquences compression algorithme glouton, données synthétiques,
d’itemsets description de longueur minimale, données benchmark,
encodage d’Elias [WWM+99] analyse de mots clés
de publications
[YZC12] séquences utilité max. stratégie de SPAM [AFGY02], données synthétiques,
d’itemsets bornes supérieures données benchmark
[MR11] séquences fréquence min. stratégie de GSP [SA96b] et
d’itemsets "attendue" stratégie de SPAM [AFGY02],
calcul incrémental de la fréquence
[KPWD03] séquences fréquence min. clustering, données synthétiques,
d’itemsets distance d’édition hiérarchique, données de services
approximatives multiples alignements sociaux
2.1.2 Les graphes étiquetés, attribués et dynamiques
Dans un grand nombre d’applications, les données peuvent être représentées sous la forme
de graphes. Ils sont par exemple utilisés pour représenter la structure de molécules en médecine
ou l’organisation des réseaux sociaux. Dans ce contexte, l’extraction de motifs dans des graphes
a été au centre de beaucoup de travaux ces dernières années. Les stratégies développées sont
souvent similaires à celles proposées pour extraire les itemsets ou les séquences fréquentes. Un
certain nombre d’approches s’appuient même sur une transformation des graphes sous forme de
séquences (basé sur le parcours en profondeur du graphe). La construction des motifs est aussi
souvent similaire : ajout d’un item dans l’itemset d’un noeud existant ou extension du graphe
par un nouveau noeud associé à un item. Le passage à l’échelle est néanmoins beaucoup plus
difficile en raison de la complexité structurelle des graphes. Pour cette raison, un grand nombre
d’hypothèses, de contraintes, et de domaines de motifs différents ont été étudiés. La suite de cette
section présente les principales approches pour fouiller ces graphes, en distinguant notamment
les différentes données en entrées, les différents domaines de motifs étudiés et les différentes
contraintes considérées.
Extraire des motifs dans une collection de graphes étiquetés Les premiers travaux
dans ce domaine ont considéré en entrée une collection de graphes étiquetés et ont essayé d’en
extraire des sous-graphes étiquetés fréquents. La figure 2.3 présente un exemple de graphe où
chaque noeud est étiqueté par une valeur (a, b, c, e, ou f). Dans ce cadre, la fréquence d’un sous-
graphe est généralement définie comme étant le nombre de graphes en entrée qui le contiennent.
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Ainsi, ces approches limitent le coût du test d’isomorphisme (un problème NP-complet) en ne
recherchant qu’une seule occurence du sous-graphe dans chaque graphe en entrée.
1 : a
3 : b 4 : c
2 : a
5 : a
6 : b 7 : b
8 : f 9 : e
Figure 2.3 – Exemple de graphe étiqueté
[IWM00] proposent l’algorithme AGM pour extraire des sous-graphes fréquents (et connec-
tés) dans une collection de graphes étiquetés (noeuds et/ou arêtes). Dans ce travail, les auteurs
se focalisent sur les motifs représentant des sous-graphes induits (induced subgraph), i.e. des
sous-graphes respectant la relation parent-enfant. Les motifs fréquents sont extraits suivant un
parcours par niveau de l’espace de recherche dérivé d’Apriori [AS+94]. L’algorithme s’appuie sur
une transformation des graphes sous forme de séquences (canonical code) basée sur la matrice
d’adjacence. Cette représentation a certaines propriétés facilitant la génération et l’indexation
des motifs, tout en limitant le nombre de motifs testés. Les motifs sont ainsi générés de ma-
nière unique en ajoutant un noeud à la fois. Au final, l’algorithme est utilisé pour caractériser
des substances cancérigènes dans une base de données de composants chimiques. Par la suite,
[KK01] proposent une nouvelle structure de données et différentes optimisations pour améliorer
l’efficacité de cet algorithme (notamment la génération des motifs candidats et le comptage de
la fréquence).
Une stratégie par niveau de type générer-tester, telle que celle présentée précédemment, génère
un grand nombre de motifs candidats et multiplie les accès à la base de données pour compter
la fréquence. Son efficacité est donc limitée lorsqu’il s’agit d’extraire de "longs" motifs. Face
à ce problème, [YH02] proposent un nouvel algorithme, appelé gSpan, pour extraire des sous-
graphes fréquents induits (induced) et inclus (embedded). Ces derniers sont des sous-graphes
respectant la relation ancêtre-descendant. La stratégie de l’algorithme est relativement similaire
à celle utilisée dans l’algorithme PrefixSpan [PHMA+01] pour la fouille de séquences (pattern
growth strategy). gSpan effectue un parcours en profondeur de l’espace de recherche associé à
des projections successives des données en entrée. L’intérêt de cette approche est de limiter la
quantité de mémoire consommée à un temps donné et d’accélérer le comptage de la fréquence. Les
graphes sont transformés en code unique (une séquence) basé sur leur parcours en profondeur dans
l’ordre lexicographique (minimum DFS codes), puis étendu récursivement. L’approche combine
ainsi test d’isomorphisme et extension des motifs, ce qui la rend plus efficace. Comme nous le
verrons dans la suite, cet algorithme est utilisé ou adapté dans un grand nombre de travaux. Ces
différentes variantes diffèrent notamment dans les contraintes intégrées en plus de la fréquence
minimale. Par exemple, [JCZ10] l’utilisent pour extraire des sous-graphes dont la fréquence est
pondérée en fonction des arêtes qui les composent. Les auteurs introduisent trois contraintes
liées au poids total du motif, à son affinité et à son utilité. L’affinité pondère la fréquence du
motif par rapport au nombre de noeuds et considère l’homogénéité des poids. L’utilité pondère
la fréquence par un nombre inversement proportionnel à la similarité entre les noeuds du motif
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(d’après une distance de Jaccard) et considère son poids par rapport au poids de tous les graphes
dans lesquels il apparaît.
Plusieurs autres algorithmes ont été proposés pour extraire plus efficacement des sous-graphes
tels que [NK04, WHLS06, DLLS15]. [NK04] partent du constat que le test d’isomorphisme peut
être effectué en temps polynomial pour certaines sous-familles de graphes tels que les chemins
et les arbres libres (free trees). Ils proposent donc un algorithme en profondeur, appelé GAS-
TON, qui commence par rechercher les chemins fréquents, puis ces chemins sont utilisés pour
générer des arbres fréquents, et pour finir ces arbres sont utilisés pour générer des graphes fré-
quents. Grâce au parcours en profondeur, l’algorithme peut stocker toutes les occurrences (em-
beddings) d’un motif donné et utiliser cette information pour accélérer le calcul de la fréquence
lors des extensions. [WHLS06] proposent une approche basée sur un partitionnement de l’espace
de recherche pour extraire des sous-graphes fréquents dans une collection de graphes étiquetés.
Classiquement, les algorithmes dans ce domaine font l’hypothèse que la base de données peut
être chargée en mémoire, ce qui facilite et accélère le comptage de la fréquence. Dans ce tra-
vail, les auteurs considèrent au contraire que dans beaucoup de cas, la base de donnée en entrée
ne peut pas tenir en mémoire. Ils proposent donc de diviser les données en entrée en plusieurs
partitions de taille plus petites, et d’extraire les sous-graphes fréquents dans ces partitions en
utilisant l’algorithme GASTON [NK04]. Les résultats de ces extractions sont ensuite combinés
afin de générer l’ensemble complet des solutions. Récemment, [DLLS15] présentent un nouveau
cadre pour extraire des sous-graphes fréquents induits. Les auteurs se concentrent plus parti-
culièrement sur le problème du test d’isomorphisme de sous-graphes. Ils proposent d’introduire
un biais dans l’opérateur de projection et d’utiliser un opérateur polynomial permettant une
interprétation sémantiquement valide de la structure. Leur approche est basée sur une technique
de propagation de contraintes (local consistency) développée dans le domaine de la program-
mation par contraintes. Cette technique a été intégrée dans un algorithme par niveau de type
Apriori [AS+94] et dans un algorithme effectuant un parcours en profondeur avec des extensions
successives de type PrefixSpan [PHMA+01]. De nombreux algorithmes ont été proposés pour
extraire des sous-graphes fréquents dans une collection de graphes étiquetés. Des descriptions de
ces algorithmes peuvent être trouvées dans les revues effectuées dans [WM03, JCZ13].
Par ailleurs, beaucoup de contributions se focalisent uniquement sur une classe spécifique de
graphes (p.ex. les arbres, les graphes acycliques, ou les graphes orientés). Comme nous l’avons
vu précédemment, l’idée est de tirer partie de leurs spécificités (propriétés théoriques) pour dé-
velopper des algorithmes optimisés pour ces représentations. Par exemple, des travaux se sont
intéressés aux graphes orientés acycliques (Directed Acyclic Graphs ou DAG) et à leur multiples
applications [WDW+08, NNP+09, GS10, MSSR10, FAL+13]. Par exemple, [WDW+08] étudient
la fouille de DAG pour optimiser la compression de codes en programmation logicielle. Ils pro-
posent une approche pour extraire des motifs fréquents dans une collection de DAG étiquetés. Les
motifs sont des sous-DAG induits, potentiellement non connexes et avec des racines multiples. Ils
soulignent que la fouille de DAG est aussi un problème NP-complet car le test d’isomorphisme de
sous-DAG est aussi NP-complet. Face à cette limite, ils proposent d’encoder les DAG sous une
forme canonique pour éviter des tests superflus. Ce code correspond à une séquence de noeuds du
sous-DAG basé sur le niveau topologique de chaque noeud. Cette représentation contient toutes
les informations du sous-DAG, mais d’une façon facilitant l’énumération et le test des motifs. Les
auteurs intègrent cette approche dans un algorithme par niveau, appelé DAGMA, qui est plus
rapide et utilise moins de mémoire que l’algorithme général gSpan [YH02]. Dans un contexte
différent, [FAL+13] recherchent des motifs d’interactions entre personnes durant des réunions.
Leur base de données est constituée d’un ensemble de flux d’interactions entre personnes, chacun
étant représenté sous la forme d’un DAG étiqueté. Dans ce travail, les noeuds ont des poids pour
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distinguer le niveau hiérarchique des participants. Leur problème est donc de trouver les sous-
DAG fréquents pondérés dans une collection de DAG étiquetés et pondérés. Face à ce problème,
ils adaptent le travail de [WDW+08] pour intégrer les poids dans la mesure d’intérêt et lors de
l’extraction.
Extraire des motifs dans un unique graphe étiqueté Les travaux présentés précédem-
ment étudient l’extraction de motifs fréquents dans une collection de graphes (graph-transaction
setting). Toutefois, dans de nombreux domaines d’application, il y a uniquement un seul (grand)
graphe en entrée (single-graph setting). Ces deux cadres partagent des propriétés mais les al-
gorithmes développés pour analyser une collection de graphes ne peuvent pas nécessairement
être utilisés pour analyser un seul graphe, alors que l’inverse est vrai [KK05]. De plus, l’un des
problèmes lors de la fouille d’un seul graphe est le test d’isomorphisme. Dans le cadre d’une
base de données composée d’une collection de graphes, la fréquence d’un motif est généralement
définie comme le nombre de graphes en entrée (de "transactions") contenant le motif. Le test
d’isomorphisme est donc arrêté dès qu’une occurrence est trouvée dans la transaction. Dans le
cadre d’une base de données composée d’un graphe unique, il est nécessaire de trouver toutes
les occurrences du motif, ce qui a un impact important sur les performances. Par ailleurs, il est
plus difficile de définir la mesure de fréquence dans ce cadre du graphe unique. Plusieurs travaux
ont étudié cette problématique [KK05, FB07, BN08, JXWT09]. Ils définissent généralement une
mesure de fréquence basée sur le nombre d’occurrences mais cela n’est pas simple : plusieurs
occurrences peuvent s’entrelacer, aboutissant à une mesure de fréquence non monotone. Or, il
s’agit de la principale propriété utilisée par les algorithmes d’extraction pour élaguer l’espace de
recherche et passer à l’échelle.
Plusieurs algorithmes ont été proposés pour extraire des motifs dans un unique graphe éti-
queté [CH94, MHMW00, VGS02, KK05, GSV06, LZY10, MSSR10]. Dans [CH94], les auteurs
cherchent des sous-structures communes permettant de compresser des données structurées en
entrée. Trois applications sont considérées : l’analyse d’un composant chimique, l’analyse d’un
circuit électronique et l’analyse d’une scène (image). La base de données est représentée sous
la forme d’un unique graphe étiqueté (orienté ou non), où les objets de la base sont les noeuds
et les relations entre ceux-ci sont les arêtes. Leur objectif est de trouver les sous-structures, i.e.
les sous-graphes, compressant le mieux les données en entrée. L’évaluation de chaque motif est
faite à partir du principe de description de longueur minimale (minimum description length) et
d’autres contraintes données par les experts du domaine. Un algorithme glouton, appelé SUB-
DUE, a été proposé. Il s’appuie sur une recherche en faisceau sous contrainte (constrained beam
search) pour trouver les solutions. [MHMW00] développent un autre algorithme glouton similaire
pour cette problématique. [KK05] proposent deux algorithmes pour extraire des sous-graphes fré-
quents inclus (embedded) dans un unique grand graphe épars. Le premier effectue un parcours
en largeur de l’espace de recherche alors que le deuxième effectue un parcours en profondeur.
Tout comme les travaux précédents, ils utilisent un code séquentiel (appelé canonic label) pour
générer et tester les motifs plus efficacement. Une particularité de leur approche est de recher-
cher des sous-graphes fréquents pour lesquels les inclusions ont des arêtes disjointes (problème
de la recherche d’un stable de taille maximum). Cette définition de fréquence est choisie car elle
préserve la propriété de monotonie de la contrainte. [GSV06] introduit un nouvel algorithme par
niveau s’appuyant sur des chemins avec des arêtes disjointes. La principale originalité de leur
approche est de s’appuyer sur ces chemins pour étendre les motifs, au lieu de les entendre par un
noeud ou une arête à la fois. Le nombre d’itérations et de motifs générés est ainsi diminué, ce qui
augmente l’efficacité. Dans [LZY10], toutes les occurrences d’un sous-graphe sont considérées,
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même celles qui se chevauchent. La mesure classique de fréquence n’est donc plus monotone (dé-
croissante). Face à ce problème, les auteurs proposent une autre contrainte liée à la fréquence :
un motif est fréquent si et seulement si les fréquences minimale et maximale de ses noeuds sont
supérieures à un seuil défini par l’utilisateur. Ils proposent un algorithme, appelé DESSIN, pour
extraire ces motifs. Il est basé sur un parcours en profondeur de l’espace de recherche ainsi que
sur une structure de données permettant d’indéxer et de rechercher efficacement les occurrences
d’un motif.
Extraire des représentations condensées des sous-graphes étiquetés fréquents Tout
comme pour la fouille de motifs séquentiels, la notion de fermeture a aussi été étudiée dans le cadre
d’une collection de graphes. L’objectif reste le même : réduire le nombre de solutions sans pour
autant perdre d’information. Plusieurs algorithmes ont été développés pour extraire des motifs
fermés fréquents dans une collection de graphes étiquetés tels que [YH03, TTN+07, BHPG11,
OE11]. [YH03] proposent un algorithme pour extraire des sous-graphes fermés fréquents. Ils
soulignent que les optimisations et les propriétés développées pour les itemsets et les séquences
ne sont pas valables pour les graphes. Face à ce problème, ils introduisent de nouveaux concepts
(equivalent occurrence et early termination) pour améliorer l’élagage des motifs. Ces propriétés
ont été intégrées dans l’algorithme CloseGraph, basé sur l’algorithme gSpan [YH02] et sa stratégie
d’extensions en profondeur. [BHPG11] étudient l’extraction de graphes fermés dans des flux. La
donnée en entrée est une séquence de graphes, chacun étant associé à un poids. Ils définissent la
fréquence d’un sous-graphe comme la somme des poids des graphes en entrée qui le contiennent.
Trois algorithmes incrémentaux basés sur un parcours en profondeur sont proposés pour extraire
ces motifs. Ils diffèrent principalement dans leur façon de gérer les nouvelles données (mise à jour
des motifs suivant des lots de nouvelles données, des fenêtres glissantes ou en continu).
L’extraction de sous-DAG fermés fréquents inclus (embedded) dans une collection de DAG
étiqueté a aussi été étudiée dans [TTN+07]. Dans ce travail, chaque DAG doit avoir des étiquettes
distinctes. Même avec cette restriction, les auteurs montrent que l’extraction de tels motifs dans
un réseau de gènes composé de 100 graphes (réseaux) et de 50 étiquettes (gènes) n’est pas
trivial. Un algorithme en deux étapes, appelé DigDag, a été développé pour trouver ces motifs.
La première étape extrait les arêtes fermées fréquentes respectant la relation ancêtre-descendant
en utilisant l’algorithme LCM [UAUA04] initialement développé pour les itemsets. La seconde
étape combine ces arêtes pour découvrir les sous-DAG fermés fréquents.
L’extraction d’une représentation condensée sans perte d’information a été peu étudiée dans
un unique graphe. Seuls les motifs fréquents maximaux ont été considérés dans [FGCOMT14].
Le problème est plus difficile. Par exemple, la définition classique de fermeture, et ses propriétés,
ne sont pas applicables directement dans le cadre du graphe unique, car elles sont fortement liées
au concept de transaction.
Extraire des motifs dans des graphes attribués Dans beaucoup d’applications, les graphes
étiquetés ne suffisent pas à capturer toutes les informations disponibles. En particulier, associer
un noeud avec une seule étiquette (attribut ou item) est une importante limitation. Les graphes
attribués ont été introduits pour résoudre ce problème. Un graphe attribué est un graphe où
chaque noeud peut être étiqueté par plusieurs attributs (un itemset). La figure 2.4 présente un
exemple de graphe attribué où chaque noeud est étiqueté par un ensemble de valeurs. Toutefois,
fouiller de tels graphes entraîne une explosion combinatoire (en raison de l’exploration conjointe
des espaces de recherche des graphes et des itemsets), ce qui soulève de nouveaux défis.
Un certain nombre de travaux sur la fouille de graphes attribués se focalisent sur la découverte
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1 : {a, c}
3 : {b, c, d} 4 : {c, d}
2 : {a, h}
5 : {a, c, d, h}
6 : {b, i} 7 : {b, c, d, i}
8 : {f, g, h, i} 9 : {e, h}
Figure 2.4 – Exemple de graphe attribué
de communautés (e.g. [MCRE09, FSKS10, KYW10, SMJZ12]). Ce problème est central dans
plusieurs domaines tels que l’analyse de réseaux sociaux ou l’étude de systèmes biologiques.
Dans les réseaux sociaux, une tâche importante est l’identification de groupes de personnes
ayant de fortes interactions sociales et des intérêts similaires. Dans les systèmes biologiques, une
application est l’identification de groupes de gènes avec la même expression génétique. [MCRE09]
introduisent le problème de l’extraction de motifs cohésifs (cohesive patterns), i.e. de sous-graphes
partageant les mêmes itemsets. Ces motifs combinent le principe de sous-graphes denses et de
subspace clusters. Ils proposent l’algorithme CoPaM pour extraire ces motifs par une approche
par niveau. [FSKS10] étudient des motifs similaires mais sans considérer de contrainte de densité.
Leur algorithme combine une exploration en profondeur de l’espace de recherche et une structure
de données de type arbre préfixe afin de trouver efficacement les motifs maximaux. Dans leurs
expérimentations, ils analysent des réseaux biologiques (les voies métaboliques) pour la recherche
de médicaments et analysent les collaborations dans des réseaux de citations.
Relativement peu de travaux ont considéré l’extraction de motifs fréquents dans des graphes
attribués et la majeure partie d’entre eux se focalisent sur l’analyse d’une collection de graphes en
entrée (graph-transaction setting) [BB02, BMB04, CKK04, MOO09, PFSSF17]. Dans [BB02], les
auteurs analysent des sous-structures moléculaires afin de développer de nouveaux médicaments.
Ils considèrent en entrée une collection de molécules et cherchent les sous-structures fréquentes
permettant de discriminer des classes d’activité. Chaque molécule est modélisée par un graphe
attribué. Dans ce cadre, un noeud représente un atome étiqueté par son élément chimique, sa
charge et les noyaux aromatiques associés. Une arête représente une liaison entre deux atomes
étiquetée par un type de liaison chimique. Les motifs sont des sous-graphes constitués d’une
composante connexe. Pour extraire ces motifs, ils proposent un algorithme en profondeur, ap-
pelé MoFa, similaire à l’algorithme Eclat développé pour la fouille d’itemsets [ZPOL97]. Dans
[BMB04], les auteurs étendent leur algorithme afin qu’il puisse extraire des sous-structures fer-
mées fréquentes. Cet algorithme est aussi dérivé de l’algorithme Eclat. Tout comme [YH03],
ils évitent des recherches redondantes en introduisant de nouvelles propriétés (equivalent sibling
pruning et perfect extension).
[CKK04, MOO09, PFSSF17] ont étudié l’extraction de motifs fréquents dans des DAG at-
tribués. [CKK04] analysent une base de données composée d’une collection des DAG attribués.
Toutefois, ils se focalisent sur la recherche de motifs pyramidaux induits (induced pyramid pat-
terns), i.e. des DAG avec un seul noeud source et respectant la relation parent-enfant. Ils pro-
posent pour cela un algorithme similaire à Apriori [AS+94]. [MOO09] étudient l’extraction de
sous-DAG fréquent dans un unique graphe attribué. Dans ce travail, les noeuds du graphe sont
associés à la fois à une étiquette et à un itemset quantitatif [WMM05] (i.e. un ensemble de couples
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attribut-intervalle de valeurs). En conservant des étiquettes, l’extraction des motifs est simplifiée
et décomposée en deux étapes : fouiller le graphe étiqueté par l’algorithme gSpan [YH02] et
extraire les itemsets quantitatifs par l’algorithme QFIMiner [WMM05]. La mesure de fréquence
utilisée est basée sur le nombre minimum d’occurrences ayant des arêtes disjointes. [PFSSF17]
proposent un cadre pour extraire des sous-graphes fréquents dans des DAG enracinés. Un DAG
est enraciné s’il est possible de trouver un noeud v tel qu’il existe un chemin entre v et n’importe
quel autre noeud du graphe. Ce cadre peut prendre en entrée une collection de DAG ou un unique
DAG. L’extraction des solutions s’appuie sur l’arbre couvrant des graphes en entrée et sur une
nouvelle forme canonique des motifs. Les auteurs adaptent plus particulièrement l’algorithme
proposé dans [PSFSF16] pour extraire des sous-arbres attribués. Il est basé sur un parcours en
profondeur de l’espace de recherche et sur des extensions successives du chemin le plus à droite
(rightmost path extension).
Extraction de motifs dans des graphes dynamiques La dimension temporelle a aussi été
intégrée dans de nombreux travaux étudiant les graphes, notamment pour analyser les évolu-
tions. On obtient alors des graphes dynamiques, i.e. des graphes dont les noeuds, les arêtes et
les informations associées peuvent évoluer dans le temps. La figure 2.5 présente un exemple de
graphe dynamique étiqueté. Elle illustre l’évolution d’un graphe (noeuds, arêtes et étiquettes) sur
trois temps (t1, t2, et t3). Ces travaux ont été conduits dans le cadre du graphe unique (single-
graph setting) et dans le cadre d’une collection de graphes (graph-transaction setting). Toutefois,
ils se limitent principalement à l’analyse des graphes dynamiques étiquetés, peu prennent en
compte les graphes attribués. Par ailleurs, face à cette tâche particulièrement complexe, diffé-
rentes contraintes ont été considérées pour améliorer le passage à l’échelle et la pertinence des
motifs.
1 : a
3 : b 4 : c
2 : a
5 : a
6 : b 7 : b
8 : f 9 : e
Temps t1
1 : e
3 : b
2 : a
5 : c
6 : a 7 : b
8 : e 10 : e
Temps t2
1 : a
3 : b 4 : c
2 : a
5 : a
6 : b 7 : b
9 : e
Temps t3
Figure 2.5 – Exemple de graphe dynamique étiqueté
[IW08] recherchent des transformations fréquentes dans une collection de séquences de
graphes étiquetés. Pour cela, ils font l’hypothèse que seule une petite partie du graphe change
entre deux temps consécutifs. Une séquence de graphes peut ainsi être représentée de manière
plus compacte par la succession de transformations (insertion, suppression, etc) qui lui sont ap-
pliquées, i.e. une séquence de transformations. Ils combinent ensuite deux algorithmes existants
(AGM [IWM00] et PrefixSpan [PHMA+01]) pour générer les transformations fréquentes. Pour
chaque séquence en entrée, le premier génère tous les sous-graphes fréquents connexes à partir
de l’union des graphes. Le deuxième recherche ensuite les sous-séquences fréquentes de transfor-
mations pour chacun de ces sous-graphes extraits. Dans [IW10], les mêmes auteurs proposent
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un autre algorithme pour fouiller une collection de séquences de graphes. Contrairement au tra-
vail précédent, ils extraient des sous-séquences fréquentes de sous-graphes induits globalement
connexes (i.e. seule l’union des graphes est connexe). Les motifs sont donc à la fois plus généraux
et plus précis, car ils ne se limitent pas à des changement globaux sur les graphes en entrée. Pour
l’extraction, l’algorithme proposé est similaire à celui proposé dans le travail précédent. Face à
ce même problème, [OO09] proposent un algorithme par niveau pour extraire des séquences de
sous-graphes fréquentes dans un unique graphe dynamique étiqueté. Les sous-graphes composant
chaque motif doivent avoir une taille minimale. Ils doivent aussi respecter deux à deux un seuil
minimum de corrélation (d’après la mesure proposée dans [TKS02] pour l’extraction de règles
d’association). Afin d’assouplir cette contrainte, un nombre maximum d’exceptions dans les dé-
pendances entre sous-graphes est également autorisé. L’efficacité de l’algorithme est améliorée
grâce à une structure de données de type arborescente qui permet d’exploiter efficacement la
relation de spécialisation-généralisation entre les motifs.
Beaucoup d’autres travaux ont étudié la fouille d’un unique graphe dynamique. L’approche est
souvent la même : intégrer différentes contraintes pour garantir le passage à l’échelle et avoir des
solutions plus pertinentes. Par exemple, [LBW08] se focalisent sur l’extraction de sous-graphes
fréquents périodiques. Dans ce travail, les noeuds du graphe en entrée n’ont pas d’étiquette. La
fréquence correspond au nombre de temps où le sous-graphe apparaît et la périodicité est l’écart
entre deux apparitions successives (cet écart est constant). En plus de ces contraintes, les motifs
doivent être fermés. Contrairement au problème classiquement étudié, celui-ci est polynomial (en
temps et en espace). L’algorithme développé pour extraire les solutions s’appuie sur un parcours
en largeur de l’espace de recherche basé sur une table de hachage des motifs. Suite à ce travail,
d’autres approches ont été proposées afin d’extraire ces motifs plus efficacement en partitionnant
l’espace de recherche et en exploitant des structures de données optimisées [ABP11, HSL17].
[BMS11] considèrent quant à eux un problème différent. Ils analysent un graphe dynamique dont
les arêtes sont associées à des valeurs numériques évoluant dans le temps (un problème NP-
difficile). Seule les valeurs associées aux arêtes changent (les noeuds et les arêtes ne changent
pas). L’objectif est d’extraire les sous-graphes (connexes) maximisant le score total des arêtes
entre deux temps ti et tj . Pour cela, ils proposent une heuristique basée sur un élagage progressif
de groupes de sous-intervalles de temps en fonction de bornes supérieures sur le score.
Des domaines de motifs différents ont aussi été étudiés dans ce cadre du graphe dynamique
tels que [CNB09, HC+09, BBBG09, AK15]. [CNB09] ont par exemple reformulé le problème
de fouille de graphes en problème de fouille d’un tenseur booléen (encore appelé fouille d’une
relation n-aire). Le tenseur en question est de dimension trois et correspond à l’évolution de la
matrice d’adjacence du graphe au cours du temps. Le graphe n’est ni étiqueté ni attribué. Les
motifs recherchés sont des 3-sets (T, V1, V2) correspondant à des sous-cubes des données véri-
fiant des contraintes (anti-)monotones (où T est un sous-ensemble de temps, et V1, V2 sont des
sous-ensembles de noeuds du graphe). Les contraintes considérées sont la connexité, la contiguïté
et la fermeture. Au final, les motifs recherchés correspondent à des noeuds formant des cliques
maximales sur des temps consécutifs. Pour extraire ces motifs, les auteurs utilisent l’algorithme
en profondeur Data-Peeler développé dans le cadre plus général de relations n-aires [CBRB08].
[HC+09, BBBG09] étudient un problème relativement similaire à celui étudié dans [IW08], à
savoir extraire les transformations intéressantes au sein d’un même graphe dynamique étiqueté.
[HC+09] proposent un nouveau domaine de motifs appelé règles de réécriture du graphe (graph
rewriting rules) et se focalisent sur les motifs "compressant" au mieux les transformations d’après
le principe de description de longueur minimale (Minimum Description Length). L’approche pro-
posée est relativement naïve : extraction des sous-graphes communs, calcul des transformations,
et compression de celles-ci de manière itérative (par agrégation de sous-graphes). [BBBG09] in-
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troduisent un domaine de motifs différent directement dérivé des règles d’association (appelés
evolution rules) et adaptent l’algorithme gSpan pour les extraire. [AK15] étudient encore un do-
maine de motifs différent. Ils recherchent des motifs co-évoluants (appelés Coevolving Relational
Motifs ou CRM) dans un graphe dynamique étiqueté. Un CRM (N,< M1, ...,Mm >) correspond
à l’ensemble des sous-graphes fréquents < M1, ...,Mm > associé à l’ensemble de noeuds N . Les
sous-graphes Mi doivent avoir leurs noeuds inclus dans N et partager au moins une arête. De
plus, ils doivent être composés d’un nombre minimum d’arêtes, de noeuds, et de sous-graphes
fréquents. L’algorithme proposé pour extraire ces motifs effectue en parcours en profondeur de
l’espace de recherche basé sur les algorithmes prefixSpan [PHMA+01] et gSpan [YH02].
Extraction de motifs dans des graphes dynamiques attribués La fouille d’un graphe
dynamique attribué a encore peu été étudiée dans la littérature. Un grand nombre de données
peuvent pourtant être modélisées sous cette forme (p.ex. les réseaux sociaux, les réseaux de
transports ou plus généralement les données géographiques). Toutefois, cette problématique est
complexe car elle combine à la fois l’explosion combinatoire de la fouille d’itemsets, de séquences
et de graphes. La figure 2.6 présente un exemple de graphe dynamique attribué. Elle illustre
l’évolution d’un graphe (noeuds, arêtes et attributs) sur trois temps (t1, t2, et t3). Contrairement
à l’exemple précédent, chaque noeud est associé à un ensemble d’informations. Dans le reste de
ce manuscrit, nous noterons pour simplifier abcd l’ensemble de valeurs {a, b, c, d}.
1 : ac
3 : bcd 4 : cd
2 : ah
5 : acdh
6 : bi 7 : bcdi
8 : fghi 9 : eh
Temps t1
1 : ae
3 : bcd
2 : ah
5 : acdh
6 : ab 7 : bce
8 : ef 10 : eh
Temps t2
1 : ac
3 : bce 4 : cd
2 : ah
5 : acdh
6 : bf 7 : bcdi
9 : eh
Temps t3
Figure 2.6 – Exemple de graphe dynamique attribué
Face à ces données complexes, [DPRB12] se concentrent sur l’extraction de co-evolution cohé-
sives, et font l’hypothèse que les noeuds et les arêtes ne changent pas (seules les valeurs des attri-
buts changent). Ces motifs représentent l’évolution d’un ensemble de noeuds voisins partageant
les mêmes valeurs pour certains attributs pendant un ensemble de temps. Plus formellement, ces
motifs corespondent à des triplets (N,T, P ), où N est un sous-ensemble des noeuds du graphe,
T est un sous-ensemble de temps (non nécessairement consécutifs) et P est un sous-ensemble de
valeurs d’attributs. Les auteurs considèrent trois contraintes supplémentaires. Les motifs doivent
être maximaux, i.e. le motif n’est plus solution si des noeuds ou des attributs sont ajoutés. Les
arêtes associées aux noeuds du motif doivent être relativement similaires au cours du temps
(d’après la mesure cosinus et la distance de Jaccard). Le volume du motif (|N | × |T | × |P |) doit
aussi être suffisamment important. Ces motifs se rapprochent donc de clusters de noeuds extraits
en fonction de sous-espaces des attributs et du temps (subspace clustering). Pour trouver ces mo-
tifs, les auteurs découpent l’espace de recherche en partitions indépendantes (pouvant tenir en
mémoire) et ils les explorent en utilisant l’algorithme Data-Peeler développé pour extraire des
motifs fermés dans des tenseurs booléens [CBRB08]. Ce travail est étendu dans [DPRB13] afin
37
Chapitre 2. Problèmes et principales approches
d’intégrer des contraintes sur la structure topologique des noeuds et ainsi extraire des motifs
moins fragmentés. Le diamètre des sous-graphes associés à un motif doit notamment être infé-
rieur à un seuil défini par l’utilisateur. Les noeuds du motif doivent être suffisamment différents
des autres noeuds (vertex specificity). La valeur d’un attribut du motif doit suivre une tendance
suffisamment différente de la tendance générale (trend relevancy).
Dans le cadre de la fouille d’un graphe dynamique attribué, [KPPR15] définissent la notion
de motif déclencheur (triggering pattern). Un motif déclencheur < L,R > est une séquence de
valeurs (séquence d’itemsets) L prises par des noeuds du graphe, avant une évolution topologique
R. Par exemple, < a+b+, a−, deg+ > représente une augmentation simultanée des attributs a
et b suivi d’une diminution de l’attribut a, suivi d’une augmentation du degré des noeuds. N
représente toujours une unique information topologique. Un grand nombre de contraintes sont
utilisées pour filtrer les motifs intéressants. On retrouve la fréquence minimale du motif, son taux
d’accroissement minimum par rapport à R (capacité de L à discriminer R) et sa maximalité (fer-
meture), mais également des contraintes sur la topologie des noeuds dans le graphe tels que leur
couverture, leur degré, leur centralité, leur diamètre ou leur synchronicité. Pour extraire ces mo-
tifs, les auteurs transforment le graphe en collection de séquences. Chaque séquence correspond
alors à l’évolution d’un noeud (valeurs d’attributs et topologie). Puis, ils utilisent l’algorithme
CloSpan [YHA03] pour extraire des motifs séquentiels fermés fréquents. Afin d’améliorer l’effi-
cacité des tests d’inclusion, ils intègrent aussi la table de hachage proposée dans [ZH02] pour la
fouille d’itemsets fréquents.
Les travaux existants se concentrent donc sur des domaines de motifs très spécifiques et ne
permettent pas d’extraire des motifs locaux plus généraux (p.ex. des évolutions de sous-graphes
intéressants) comme cela a été fait pour la fouille de graphes "statiques".
Le tableau 2.4 résume les principaux travaux décrits précédemment.
Table 2.4 – Extraction de motifs dans des graphes : synthèse
Article Motifs Contraintes Méthode d’extraction Applications
extraits et Mesures
Collection de graphes étiquetés
[IWM00] graphes fréquence min. stratégie analyse de substances
(AGM) étiquetés d’Apriori [AS+94] chimiques cancérigènes
induits
[YH02] graphes fréquence min. stratégie de données synthétiques,
(gSpan) étiquetés PrefixSpan [PHMA+01] données benchmark
induits canonical DFS code
et inclus
[NK04] chemins, fréquence min. parcours en profondeur données benchmark
(Gaston) arbres libres, basés sur les chemins
graphes puis les arbres fréquents
étiquetés
[WDW+08] DAG étiquetés fréquence min. stratégie d’Apriori [AS+94] données synthétiques,
(DAGMA) induits et forme canonique optimisation de code
logiciel
[FAL+13] DAG étiquetés fréquence stratégie de données synthétiques
et pondéré pondérée min. DAGMA [WDW+08]
[DLLS15] graphes étiquetés fréquence min. propagation de contraintes, analyse de
induits stratégie de type Apriori composants chimiques
ou pattern growth et de protéines
Unique graphe étiqueté
[CH94] graphes description de algorithme glouton analyse de composants
(SUBDUE) étiquetés longueur basé sur une chimiques , analyse d’un
minimale pondérée, recherche en circuit électronique et
compression, faisceau analyse d’images
connectivité,
couverture
Suite sur la page suivante
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Table 2.4 – Suite de la page précédente
Article Motifs Contraintes Méthodes d’extraction Applications
extraits et Mesures
[KK05] graphes fréquence min., parcours en largeur données benchmark
étiquetés arêtes disjointes et parcours en profondeur,
inclus code séquentiel
[GSV06] graphes fréquence min., stratégie d’Apriori [AS+94], données synthétiques,
étiquetés connexité extensions basée données benchmark
induits sur des chemins disjoints
[LZY10] graphes fréquence min. parcours en profondeur données synthétiques,
(DESSIN ) étiquetés et max. et structure données benchmark
induits des noeuds d’indexation GADDI [ZLY09]
Représentations condensées de graphes étiquetés fréquents
[YH03] graphes fréquence min., stratégie de gSpan [YH02], données synthétiques
(CloseGraph) étiquetés fermeture equivalent occurence, et analyse de
induits et early termination composants chimiques
[TTN+07] DAG fréquence min., algorithme LCM [UAUA04] analyse
inclus fermeture et combinaisons d’arêtes, de réseaux
(étiquettes groupements ancêtres- de gènes
distinctes) descendants (tiles)
[BHPG11] graphe fréquence algorithme incrémental, données benchmark
étiquetés pondérée min., représentation compressée,
fermeture traitement
delta tolérante, par lot
fenêtre glissante
Collection de graphes attribués
[BB02] graphes fréquence min., algorithme en profondeur analyse de molécules
(MoFa) attribués constraste, de type Eclat [ZPOL97],
inclus connexité, génération de
taille min. fragments en parallèle
[BMB04] graphes fréquence min., stratégie d’Eclat [ZPOL97], analyse de
attribués fermeture equivalent sibling pruning, molécules
inclus perfect extension
[CKK04] DAG fréquence min., stratégie de type données synthétiques
pyramidaux Apriori [AS+94]
induits
[MOO09] DAG fréquence (nombre algorithme gSpan [YH02] données benchmark
avec itemsets d’occurrences avec et QFIMiner [WMM05]
quantitatifs arêtes disjointes) min.,
densément
connectés
[MCRE09] graphes seuil de cohésion parcours par niveau, analyse de réseaux
attribués de sous espace, expand-by-one, de publications,
induits densité min., fusion de candidats, analyse de gènes,
connectivité, table de hachage données synthétiques
clique maximale
[FSKS10] graphes itemsets parcours en profondeur, réseaux biologiques,
attribués partagés, arbre préfixe, réseau de publications
induits maximaux, table des itemsets
taille min. visités
[PFSSF17] DAG fréquence min., algorithme en profondeur réseaux sociaux,
attribués connexité extraction d’arbres [PSFSF16], usages site Web
enracinés forme canonique
Graphe dynamique étiqueté
[LBW08] graphes fréquence min., parcours en largeur, mails dans une
(sans périodicité min./max., table de hachage, entreprise, réseaux
étiquette) fermeture arbre de motifs sociaux ,
communications mobiles
[BBBG09] graphes fréquence min., adaptation de données benchmark
temporels connexité, gSpan [YH02]
inclus confiance min.
et règles
d’évolution
[CNB09] 3-sets connexité, algorithme réseau
contiguïté, DataPeeler [CBRB08] de transports
fermeture
Suite sur la page suivante
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Table 2.4 – Suite de la page précédente
Article Motifs Contraintes Méthodes d’extraction Applications
extraits et Mesures
[HC+09] règles de compression approche naïve, réseaux biologiques
réécriture description de
du graphe longueur minimale
[OO09] séquences fréquence min., algorithme par mails dans une
de graphes taille min. niveau, arbres entreprise, communications
induits corrélation préfixe et postfixe mobiles
min. [TKS02]
[BMS11] graphes poids des heuristique, réseau de
(noeuds et arêtes max., groupes de sous-intervalles transport, mails
arêtes fixes) connexité de temps, dans une entreprise
borne sup. réseau sociaux
[IW10] séquences fréquence min., algorithme AGM [IWM00] données synthétiques,
de graphes connexité suivi de données benchmark
induits PrefixSpan [PHMA+01]
[AK15] motifs fréquence min., adaptation de réseau de publications,
co-évoluants arête commune, gSpan [YH02] réseaux biologique
en relation nombre d’arêtes et PrefixSpan [PHMA+01] réseau de magasins
et de noeuds min.
Graphe dynamique attribué
[DPRB12] co-évolution itemsets identiques, algorithme données synthétiques,
cohésives maximaux, DataPeeler [CBRB08], glissements de terrains
(noeuds et arêtes similaires, partitions réseau de publications
arêtes fixes) volume min. indépendantes
[DPRB13] co-évolution id. [DPRB13], algorithme réseau aérien
cohésives topologie (diamètre DataPeeler [CBRB08] glissements de terrains,
(noeuds et spécificité des noeuds), réseau de publications
arêtes fixes) tendance
[KPPR15] séquences fréquence min., parcours en réseaux sociaux,
déclencheuses taux d’accroissement profondeur basé sur réseau de publications,
min., couverture CloSpan [YHA03], réseau aérien
min., degré min. table de hachage [ZH02]
centralité, diamètre min.,
synchronicité min.,
maximaux
2.2 L’extraction de motifs dans des données spatio-temporelles
Les sections suivantes vont introduire des contributions spécifiques aux données spatio-
temporelles, avec un focus plus particulier sur les données "évènements" et "rasters". Une grande
partie d’entre elles s’appuie directement sur les travaux effectués en fouille de séquences et de
graphes, et présentés précédemment.
2.2.1 Suivi d’évènements ou d’objets spatiaux
L’extraction de motifs dans des bases de données spatiales d’événements a été au coeur de
beaucoup de travaux [SEKM11]. Ils diffèrent principalement dans leur façon de définir les motifs
et dans les contraintes spatio-temporelles utilisées.
Les co-localisations (colocations) sont des motifs particulièrement étudiés dans le cadre des
données spatiales [HSX04, YS06, VAN07], et qui ont été étendus aux données spatio-temporelles
par la suite. Ces motifs spatiaux sont des ensembles de types d’événements (ou d’objets) fré-
quemment associés à des objets spatiaux voisins (i.e. leurs instances forment des cliques).
Le motif {mine, erosion, vegetation_faible} pourrait être un exemple de co-localisation as-
sociée à des zones où l’érosion serait étudiée. Il représenterait le fait que les objets mine,
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erosion, et vegetation_faible sont souvent à proximité. Autrement dit, il y aurait une cor-
rélation spatiale entre ces éléments. Les co-localisations spatio-temporelles ont été définies
dans [CSRS06, CSRS08] comme une extension des co-localisations classiques afin de représenter
des ensembles d’objets/événements voisins dans l’espace et dans le temps. Les instances de ces
motifs sont spatialement proches pendant une fraction significative de temps. Ces contraintes
ont été intégrées par l’intermédiaire d’une mesure d’intérêt monotone combinant prévalence spa-
tiale et prévalence temporelle. Pour simplifier, seuls les motifs apparaissant un grand nombre
de fois dans un grand nombre de temps sont conservés. Par exemple, dans la figure 2.7, les
motifs {erosion, piste} et {feux, vent, aireRepos} sont des co-localisations spatio-temporelles
(les traits en pointillés représentent la relation de voisinage). Toutefois, {feux, vent, aireRepos}
aura une mesure d’intérêt plus forte que {erosion, piste} car il apparaît plus fréquemment dans
un nombre de temps moins important ({erosion, piste} n’apparaît qu’une seule fois à chaque
temps). Pour extraire ces motifs, les auteurs ont utilisé une stratégie "générer-tester" et un par-
cours par niveau de l’espace de recherche de type Apriori [AS+94]. Les auteurs ont étendu leurs
travaux dans [Cel15] afin d’intégrer une nouvelle contrainte temporelle sur la "durée de vie" de
l’événement.
t
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t
2
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feuxAireRepos
erosion
Vent feux
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temporelles :
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Figure 2.7 – Exemple de co-localisations spatio-temporelles
Le concept de co-localisations a aussi été étudié dans d’autres travaux tels que [YPM05,
QHH09, PAA13]. Par exemple, [YPM05] proposent un cadre théorique pour l’extraction de mo-
tifs spatiaux apparaissant fréquemment à différents temps, et une extension permettant de visua-
liser certaines évolutions dans le temps. Ces motifs, appelés SOAP (Spatial Object Association
Pattern), sont des ensembles fréquents de types d’objets/événements vérifiant des contraintes
spatiales. Ce domaine de motifs est donc relativement similaire aux co-localisations. Il y a toute-
fois deux principales différences. Les calculs de distances et de voisinages sont basés sur les objets
spatiaux et non des points. De plus, ces motifs peuvent représenter quatre types de configurations
spatiales (clique, séquence, étoile, minLink) et non pas une seule. La figure 2.8 illustre les trois
premières configurations. La dernière configuration permet de définir des SOAP plus généraux où
seul le nombre minimum de voisins (minLink) associés à chaque objet est fixé. A noter que pour
les séquences, les arêtes représentent une relation de voisinage et de direction. Par exemple, une
arête (x, y) représente "x est voisin et au dessus de y". Une fois les SOAP fréquents extraits par
un algorithme similaire à Eclat [ZPOL97], ils sont utilisés pour mettre en avant les évolutions de
configurations d’un ensemble de types d’objets donné. Comme le montre la figure 2.8, l’évolution
de l’ensemble {erosion, riviere, piste, foret} est représentée par la séquence de SOAP fréquents
associés à cet ensemble et apparaissant aux différents temps. Toutes les occurrences de SOAP
fréquents ne sont pas considérées. Seules sont conservées les occurrences associées à un intervalle
de temps où le motif est apparu puis a disparu.
Les travaux de Qian et al. dans [QHH09] se sont intéressés à l’extraction des SPCOZ (Spread
Patterns of spatio-temporal Co-occurrences Over Zones). Ces motifs représentent la propaga-
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Figure 2.8 – Exemple de SOAP fréquents et visualisation de l’évolution d’un ensemble d’objets
grâce à ces SOAP
tion (la "trajectoire") de co-localisations spatiales. Qian et al. ont ainsi étendu les travaux sur
les co-localisations pour suivre le déplacement d’éléments de propagation (spread element). Un
élément de propagation est une co-localisation "fréquente" localisée et associée à une fenêtre
temporelle. Dans la figure 2.9, la co-localisation fréquente {erosion, piste} associée à l’intervalle
[t1, t2] est un élément de propagation. Les éléments de propagation combinés deux à deux consti-
tuent des arbres représentant la propagation d’un motif (SP-Tree ou Spread Pattern Tree). La
figure 2.9 illustre deux exemples de motifs SPCOZ : le SP-tree de {erosion, piste} et celui de
{feux, vent, aireRepos}. L’algorithme d’extraction développé commence par rechercher toutes
les co-localisations fréquentes de taille 2. Puis, il les utilise pour générer les éléments de propa-
gation et les SP-Tree correspondants. A cette étape, les motifs construits sont donc des arbres
de propagation composés de co-localisations de taille 2. Les autres arbres de propagation (ceux
ayant des co-localisations de taille supérieure à 2) sont obtenus par une approche par niveau
de type Apriori, i.e. les arbres ayant des co-localisations de taille k sont obtenus à partir des
sous-arbres composés des co-localisations de taille k − 1.
Dans [PAA13], les auteurs proposent une nouvelle mesure basée sur l’air des objets étudiés
pour filtrer les co-localisations intéressantes. Cette mesure peut être vue comme une adaptation
de la distance de Jaccard à des objets spatiaux. Elle représente la surface relative partagée par
toutes les instances d’une co-localisation. La mesure proposée a l’avantage d’être peu coûteuse,
tout en garantissant certaines propriétés permettant d’élaguer l’espace de recherche pendant l’ex-
traction. La contrainte associée (surface relative minimale) est notamment utilisée pour améliorer
l’efficacité d’un algorithme de type Apriori [AS+94].
Les travaux précédents sont fortement liés aux travaux sur l’extraction d’itemsets fréquents.
En effet, tous ces domaines de motifs sont des itemsets vérifiant des contraintes (anti-)monotones.
Les algorithmes d’extraction sont donc directement dérivés de ceux définis dans ce contexte. De
la même manière, certains travaux ont étendu les approches développées pour l’extraction de
motifs séquentiels dans le contexte des données spatio-temporelles. Par exemple, Tsoukatos et
al. dans [TG01] ont étendu les travaux sur les séquences d’itemsets afin d’extraire des séquences
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Figure 2.9 – Exemple de SPCOZ
représentant l’évolution dans le temps de zones d’études (p.ex. des quartiers). La base de don-
nées considérée est constituée de séquences d’itemsets représentant l’évolution temporelle des
caractéristiques environnementales de différentes zones. Un algorithme effectuant un parcours en
profondeur de l’espace de recherche est utilisé pour extraire les séquences les plus fréquentes (i.e.
celles apparaissant dans le plus de zones). La figure 2.10 illustre un exemple de séquences pou-
vant être extraites. Les auteurs ont également proposé une approche pour extraire les séquences
fréquentes à une granularité spatiale plus élevée (p.ex. région) en exploitant les séquences fré-
quentes trouvées à une granularité plus faible (p.ex. ville). Ils exploitent pour cela le fait que
les séquences extraites à un niveau plus faible resteront fréquentes à un niveau de granularité
plus élevé. La méthode recherche alors uniquement de nouvelles séquences fréquentes issues de
l’agrégation spatiale.
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Figure 2.10 – Exemple de séquences représentant l’évolution de zones
Dans [WHLW04], les auteurs se focalisent sur l’extraction de séquences représentant la pro-
pagation spatio-temporelle d’événements dans des fenêtres temporelles prédéfinies. Dans cet ob-
jectif, ils découpent la dimension temporelle en fenêtres d’une taille donnée (p.ex. 4 jours),
divisent l’espace sous la forme d’une grille, et introduisent le concept de flow pattern. Un flow
pattern est une séquence d’ensembles d’événements de la forme < E1 → E2 → ... → Ek >
où Ei est un ensemble d’événements de la forme e(localisation), avec e un type d’événe-
ments (p.ex. pluie, vent). Chaque ensemble d’événements est composé d’événements spatia-
lement voisins apparaissant au même temps. Deux ensembles d’événements Ep et Eq sont
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consécutifs dans la séquence, si leurs événements appartiennent à la même fenêtre tempo-
relle, s’ils sont tous voisins et qu’ils apparaissent à deux temps consécutifs. L’objectif de ce
travail est de trouver les séquences d’événements apparaissant fréquemment. La figure 2.11
présente quelques flow patterns avec leur fréquence (dans cet exemple, deux événements sont
voisins si leur distance euclidienne est inférieure ou égale à 1). Les événements sont locali-
sés par des coordonnées (X,Y) tel que l’événement pluie(0,1) au temps t1. A titre d’exemple,
le flow pattern < {piste(0, 0)} → {erosion(1, 0)} > apparaît trois fois. A l’opposé, le mo-
tif < {piste(0, 0), pluie(0, 1)} → {AirRepos(1, 2), feux(1, 2)} > a une fréquence de zéro car
les événements {AirRepos(1, 2), feux(1, 2)} ne sont pas voisins de tous les événements de
{piste(0, 0), pluie(0, 1)} (AirRepos et feux du temps t2 ne sont pas voisins de piste du temps t1).
Il est aussi intéressant de noter que les motifs < {piste(0, 0), pluie(0, 1)} → {erosion(1, 0)} >
et < {piste(0, 0), pluie(1, 1)} → {erosion(1, 0)} > sont considérés comme deux motifs différents
bien que représentant des phénomènes similaires (seule la localisation de l’événement pluie est
légèrement différente). Autre point important, la fréquence du motif < {AirRepos(1, 2)} →
{AirRepos(1, 2), feux(1, 2)} → {feux(2, 2)} → {vegetationfaible(1, 2)} > est égale à 0 car il
n’est pas inclus dans une unique fenêtre temporelle. Pour extraire ces motifs, l’algorithme pro-
posé suit une stratégie par niveau pour trouver les séquences de tailles un et deux, puis utilisent
les motifs fréquents trouvés comme point de départ à un parcours en profondeur de l’espace de
recherche. Dans un deuxième temps, Wang et al. [WHL05], étendent cette notion et définissent
les motifs spatio-temporels généralisés (generalized spatio-temporal pattern) comme des séquences
de relative eventsets. Un relative eventset est un ensemble d’événements dont la localisation est
remplacée par un positionnement relatif à une localisation de référence. Pour extraire ces motifs,
ils utilisent une approche dérivée de l’algorithme PrefixSpan [PHMA+01].
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Figure 2.11 – Exemple de flow patterns
Huang et al., dans [HZZ08], se sont concentrés sur le problème d’extraction de séquences
de propriétés représentant la propagation de certains types d’événements. Ces séquences sont
de la forme < f1 → f2 → ... → fk >, où fi est un type d’événements (et non un ensemble).
Cette approche permet donc d’étudier la propagation des événements pris individuellement (sans
prendre en compte leur environnement). Ce modèle considère deux événements consécutifs s’ils
sont spatialement proches (distance euclidienne inférieure à un seuil donné) et apparaissent dans
la même fenêtre temporelle. Les auteurs ont également étudié d’autres relations de voisinage
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dépendant du temps. Ces relations permettent de représenter un rétrécissement de la zone d’in-
fluence d’un événement (son voisinage) au fur et à mesure que le temps passe (c’est ce qui se
passe lors de la propagation d’une maladie infectieuse). Les auteurs proposent aussi une nouvelle
mesure d’intérêt pour ces séquences car pour eux, les mesures basées sur la fréquence ne reflètent
pas nécessairement un lien de cause à effet entre les événements. Leur mesure, appelée sequence
index, s’appuie sur des travaux antérieurs [Cre93] exploitant des statistiques spatiales pour étu-
dier l’indépendance de phénomènes. Ainsi, une séquence est intéressante si le ratio de densité
spatiale entre deux éléments consécutifs de cette séquence est supérieur à un seuil. Ce ratio de
densité est proche de 1 si les deux types d’événements sont distribués de manière indépendante.
Plus la mesure est inférieure à 1, plus les types d’événements se "repoussent". Au contraire, plus
ce ratio est au dessus de un, plus les chances d’avoir un lien de cause à effet entre ceux-ci sont
élevées. La principale limite de cette contrainte est de ne pas être anti-monotone. Elle ne peut
donc pas être utilisée directement pour élaguer l’espace de recherche. Pour extraire ces séquences,
les auteurs proposent donc un nouvel algorithme Slicing-STS-Miner basé sur un traitement in-
crémental des différentes fenêtres temporelles et une extension des séquences à chaque étape. Au
lieu de s’appuyer sur l’anti-monotonie, ils exploitent une autre propriété du sequence index : si
une séquence est intéressante, toutes les sous-séquences ayant le même préfixe sont intéressantes.
[Pat10] utilise la durée des événements pour modéliser l’influence temporelle d’un événement
sur un autre. Il propose un nouveau domaine de motifs séquentiels, appelés temporal-spatial fea-
ture interaction patterns, représentant des séquences de types d’événements. En plus des types
d’événements, ces motifs contiennent des informations sur leur direction (nord, nord-est, est, etc)
ainsi que des informations sur les relations temporelles entre les événements (p.ex. rencontre, re-
couvre, contient, avant, etc). L’approche proposée prend en compte huit types de relations tem-
porelles. L’algorithme développé permet d’extraire incrémentalement l’ensemble des séquences
fréquentes à partir des motifs fréquents de taille deux. Pour améliorer l’efficacité de leur ex-
traction, l’auteur s’appuie sur un découpage de l’espace et du temps, ainsi qu’une structure de
données arborescente pour stocker les motifs.
Mohan et al. dans [MSSR12] étendent aussi les travaux de [HZZ08] en étudiant des graphes
orientés acycliques de types d’événements (un DAG étiqueté). Ces graphes représentent les événe-
ments voisins dans l’espace et le temps. Plus précisément, deux types d’événements f1 et f2 sont
liés par une arête orientée de f1 vers f2, si f2 apparaît peu de temps après f1 à une localisation
proche. Leur objectif est d’extraire des sous-DAG fréquents, appelés motifs spatio-temporels en
cascade. Tout comme précédemment, ces motifs ne considèrent pas l’environnement proche d’un
événement à un temps donné. Les auteurs introduisent une nouvelle mesure d’intérêt appelée
cascade participation index construite à partir de la mesure proposée dans [HSX04]. Grâce à la
monotonie de cette mesure, un algorithme par niveau de type Apriori [AS+94] a été développé
pour extraire les motifs les plus intéressants.
Dernièrement, [BTD17] proposent un algorithme "non-paramétrique" pour extraire des sé-
quences de taille deux de types d’événements (p.ex. f1 → f2). Aucun seuil ni relation de voisinage
n’est passé en paramètre. Ce travail s’appuie sur une modélisation des relations deux à deux entre
événements suivant un modèle de Hawkes spatio-temporel multivarié (une classe de processus
stochastiques ponctuels mutuellement excités). Ainsi, la probabilité qu’un type d’événements en
précède un autre est utilisée comme mesure d’intérêt. Elle dépend à la fois des probabilités de
cause à effet entre pairs d’événements et des probabilités que les événements soient aléatoires. Un
classement des motifs est effectué pour faire ressortir les séquences intéressantes. L’extraction
des motifs est faite selon une approche, appelée stochastic declustering, développée au départ
pour analyser des séismes. Son objectif initial est de séparer les séismes principaux des répliques
en estimant la probabilité qu’un séisme soit lié à un précédent séisme.
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Le tableau 2.5 résume les travaux décrits précédemment.
Table 2.5 – Extraction de motifs dans des données événements : synthèse
Article Motifs Contraintes Méthode d’extraction Applications
extraits et Mesures
[TG01] séquences d’ensembles fréquence min., parcours en profondeur, données synthétiques
de types d’événements zones fixes agrégations à différentes
(séquences d’itemsets) granularités spatiales
[WHLW04] flow patterns fréquence (temps) parcours en profondeur, données synthétiques,
(séquences min., proximité spatiale, vertical bitmap, météorologie,
d’ensembles événements consécutifs, arbre de hachage feux de forêts
d’événements) fenêtres temporelles
[YPM05] évolutions d’objets fréquence min., stratégie d’Eclat [ZPOL97] simulation de molécules,
spatiaux SOAP proximité spatiale, (représentation verticale, simulation de vortex,
(clique/séquence/étoile nombre d’occurrences classe d’équivalence), données benchmark
/minLink ) min. à la fin, minimum bounding
topologie box
[CSRS08] ensembles indice spatial stratégie données synthétiques,
de types de participation min., d’Apriori [AS+94], données benchmark
d’événements persistence table de persistence
(co-localisation) temporelle min., temporelle,
clique spatiale élagage temporel
[HZZ08] séquences de ratio de densité min., parcours en profondeur, données synthétiques,
types d’événements proximité voisinage dynamique, climat
(séquences d’items) spatio-temporelle projections temporelles
[QHH09] ensembles indice spatial parcours par données synthétiques,
de types de participation min., niveau activité
d’événements temps continus commerciale
(co-localisation) max.,
et arbres de clique spatiale,
propagation (SPCOZ)
[Pat10] temporal-spatial feature indice spatio-temporel parcours par niveau inondations,
interaction patterns de participation min., incrémental, végétation,
(séquences d’items proximité spatiale arbre de motifs, vidéos sur l’activité
avec des directions) et temporelle partitionnement sportive
[MSSR12] graphes orientés indice de participation stratégie crimes
acycliques de en cascade min., d’Apriori [AS+94],
types d’événements proximité spatiale filtrages par borne sup.
(DAG étiquetés) et temporelle et multi-résolutions
[PAA13] ensembles indice spatial stratégie activité solaire
de types de participation min., d’Apriori [AS+94],
d’événements coefficient de analyse basée sur la
(co-localisation) co-occurrence min. mesure de Jaccard,
(volume), filter-and-refine
clique spatiale
[Cel15] ensembles indice spatial stratégie de [CSRS08] données synthétiques,
de types de participation min., données benchmark
d’événements indice temporel
(co-localisation) de participation min.
[BTD17] séquences de probabilité min. stochastic données synthétiques,
types d’événements entre paires declustering [ML08] accidents
(séquences d’items) d’événements suivant un modèle
de Hawkes
2.2.2 Analyse d’une série temporelle de rasters
On peut distinguer trois types de travaux visant à extraire des motifs dans des données
rasters : les travaux centrés sur la dimension spatiale, ceux centrés sur la dimension temporelle,
et ceux intégrant les deux. Tout comme précédemment, les approches développées s’appuient
fortement sur les travaux réalisés en fouille d’itemsets, de séquences et de graphes.
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Approches centrées sur la dimension spatiale [KHA98] discutent des premiers travaux
visant à faire de la fouille de données dans des rasters issus de données géographiques. Ces travaux
se focalisent sur la dimension spatiale et intègrent peu la dimension temporelle. Les données en
entrée sont des collections d’images d’astronomie, et l’objectif est principalement d’extraire des
descripteurs pour faire de la classification supervisée.
De manière générale, l’analyse spatiale des données rasters peut se situer à deux niveaux : au
niveau pixels et au niveau objets. Initialement, ces deux approches sont associées au traitement
d’images. Toutefois, elles peuvent aussi s’appliquer plus généralement à tout type de données
rasters. Dans les approches orientées pixels, l’unité d’analyse est le pixel. Autrement dit, les
méthodes d’analyse considèrent en entrée un ensemble de pixels, et étudient leurs évolutions
en prenant en compte certaines fois d’autres pixels (p.ex. voisins). Dans les approches orientées
objets, l’unité d’analyse est l’objet, i.e. un ensemble de pixels homogènes. Il est donc nécessaire de
détecter ces objets et de les associer dans le temps, avant de commencer l’analyse. La détection est
classiquement faite par des méthodes de clustering (ou de segmentation). Un intérêt des méthodes
orientées objets est de limiter l’influence du bruit. En effet, les pixels proches (spatialement et
en valeur) sont regroupés et leurs caractéristiques sont affectées à l’objet.
Dans la littérature, l’approche objets et l’extraction de motifs ont beaucoup été utilisées
en analyse d’images, notamment pour caractériser des collections d’images [DPDR01, NTU+07,
YWY07, FFT12, VCJ14, RFDT15, LLSvdH15, PS15, GB17, LXS17]. Par exemple, [YWY07]
utilisent des co-localisations fréquentes pour cela. Tout d’abord, ils détectent des objets représen-
tatifs (des clusters de pixels) dans les images puis les associent à des primitives visuelles. Chaque
image est ainsi caractérisée par un sac de mots visuels (bag-of-visual-words). Les co-localisations
fréquentes sont extraites à partir de l’ensemble de ces sacs par l’algorithme FP-growth [GZ03].
[FFT12] utilisent une approche similaire pour faire de la classification d’images. Dans ce travail,
les sacs de mots visuels sont toutefois associés à des histogrammes. Ainsi, les motifs recherchés
sont des ensembles fréquents d’histogrammes locaux. Les auteurs utilisent l’algorithme en pro-
fondeur LCM [UAUA03] pour extraire ces motifs, puis ils les filtrent pour ne conserver que
les plus discriminants et représentatifs. [RFDT15] cherchent à résumer et à faciliter l’explora-
tion d’une collection d’images. Leur idée est d’utiliser les motifs fréquents pour caractériser les
images, puis de proposer une navigation entre les images à partir de ces motifs. Pour cela, ils
extraient tout d’abord dans chaque image un ensemble de groupes de pixels discriminants (mid-
level clusters) [SGE12]. Puis, ils recherchent les ensembles de clusters fréquents dans la collection
grâce à l’algorithme LCM [UAUA03]. Beaucoup d’autres travaux en analyse d’images utilisent
les itemsets fréquents tels que [DPDR01, NTU+07, VCJ14, LLSvdH15, PS15, GB17, LXS17].
Leur prise en compte de la dimension spatiale se limite donc généralement à la détection des
objets et leur caractérisation par un ensemble de valeurs.
Plusieurs techniques ont été développées pour représenter l’image sous la forme d’un graphe.
On retrouve des représentations hiérarchiques tels que les quad-trees [FB74] ou des représen-
tations basées sur le voisinage tels que les graphes d’adjacence de régions (regions adjacency
graph). Ces graphes représentent des objets détectés (p.ex. par segmentation) ou des sous-régions
de l’image vérifiant certaines propriétés. Ils sont au centre d’un grand nombre de méthodes en
analyse d’images [LG12]. Un certain nombre de travaux ont utilisé des techniques de fouille de
graphes fréquents dans ce contexte [JC09, OA10, AMGAMP12, AMGACO+16, DFJS16]. Par
exemple, [JC09] étudient un problème de classification à partir d’une collection d’images. Chaque
image est transformée en arbre représentant des sous-régions homogènes (quad-tree) qui sont éti-
quetées de manière supervisée (noeuds et arêtes). Les sous-graphes fréquents sont utilisés comme
descripteurs des images pour la classification. Ils sont extraits par l’algorithme gSpan [YH02]
adapté pour prendre en compte le poids des arêtes. Ces poids dépendent de la fréquence relative
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de l’arête dans chaque graphe en entrée. [ECGFS10] comparent cette approche avec une approche
basée sur une représentation moins fine de l’information spatiale (représentation séquentielle).
Les résultats obtenus mettent en avant l’intérêt des sous-graphes pour décrire des images et les
classer. Le travail de [OA10] se place dans le même contexte. Les auteurs transforment chaque
image en graphe étiqueté de régions d’intérêt obtenues par la méthode MSER (Maximally Stable
Extremal Regions) [MCUP04]. Les arêtes du graphe représentent la proximité spatiale des ré-
gions (dérivée du diagramme de Voronoï), et les étiquettes correspondent à des identifiants de
clusters obtenus à partir de leurs caractéristiques (morphologie, granulométrie, valeurs, etc). Ces
graphes sont ensuite parcourus à la recherche de sous-graphes fréquents. La mesure de fréquence
utilisée dans ce travail est basée sur le nombre de plongements du motif (embeddings) dans les
données comme défini dans [FB07]. Les motifs trouvés sont utilisés pour caractériser chaque
image en entrée d’un classifieur SVM multi-classes [Vap63]. [AMGAMP12] utilisent des sous-
graphes fréquents approximatifs comme descripteurs pour une classification d’images basée sur
SVM [Vap63]. Chaque image est découpée récursivement en quadrants en fonction des valeurs
des pixels, et représentée sous la forme d’un graphe étiqueté (p.ex. par un indice de couleur). La
collection de graphes ainsi constituée est ensuite fouillée d’après une adaptation de l’algorithme
APGM (APproximate Graph Mining) [JZH11]. Cet algorithme effectue un parcours en profon-
deur de l’espace de recherche, mais utilise un test approximatif d’isomorphisme (basé sur des
probabilités de substitution) au lieu du test classique. Ce test a l’avantage d’identifier une sous-
structure même si elle n’apparait pas sous une forme ou une orientation identique. Ils étendent
leur travail dans [AMGACO+16] pour extraire des sous-graphes approximatifs émergeants, et
ainsi mieux classer les images.
Approches centrées sur la dimension temporelle Une série temporelle de rasters peut
aussi être vue comme un ensemble de séquences ou de séries temporelles spatiales (spatial time
series) décrivant l’évolution de valeurs qui sont souvent numériques. L’extraction de motifs dans
des séries temporelles a été très étudiée dans la littérature [Mue14, TL17]. Les travaux s’articulent
principalement autour de deux familles de problèmes : la recherche de motifs fréquents et la
recherche de motifs similaires. La première famille recherche des sous-séquences apparaissant de
manière répétée dans la série temporelle. Elle est généralement associée à la recherche de motifs
(séquentiels) locaux et de règles d’association. La deuxième famille recherche des segments (ou
fragments) ayant une faible distance, i.e. une forte similarité, entre eux. Elle est généralement
associée à la recherche de motifs globaux et à la classification. Certains de ces travaux étudient
des séries temporelles de rasters [PGMF10, PIG12, RdAC+13, PIV+15], sans toutefois prendre
en compte la dimension spatiale (ou très partiellement).
Par exemple, le travail présenté dans [PGMF10] étudie la détection de changements dans
une série temporelle d’images satellitaires. La détection de changements est habituellement
effectuée en comparant les images deux à deux, au niveau pixel, et en analysant leurs diffé-
rences [LMBM04]. Ces comparaisons ne considèrent donc pas les changements ayant lieu sur
de longues périodes de temps ou cycliques. Face à cette limite, les auteurs proposent une ap-
proche différente. Ils extraient les séquences fréquentes (maximales) d’ensemble de valeurs de
pixels. Ils prennent donc en compte l’ensemble du vecteur de valeurs associé au pixel. Deux
autres contraintes sont ajoutées lors de l’extraction afin de cibler les motifs représentant des
changements. Ils élaguent les motifs de taille 1 qui sont trop fréquents ainsi que les motifs ayant
deux valeurs identiques successives pour une même bande. Pour l’extraction, les auteurs utilisent
l’algorithme par niveau PSP [MCP98].
Par la suite, [PIG12] recherchent des motifs dans une série temporelle d’images satellitaires
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associée à une même zone urbaine. L’objectif est de les utiliser pour effectuer une classification
de la couverture terrestre. Ils se focalisent donc sur la définition d’une mesure de similarité
permettant de regrouper les pixels en prenant en compte leur évolution dans le temps. Chaque
pixel est associé à une série temporelle multidimensionnelle de valeurs radiométriques. En raison
de la présence de nuages et d’événements avec des cycles variés, ces séries temporelles sont
très irrégulières. Elles ont des longueurs et des échantillonnages dans le temps différents. Ils
adaptent donc la mesure de distance DTW (Dynamic Time Warping) [SC78] pour prendre en
compte ces irrégularités. DTW est une méthode classique pour calculer un appariement optimal
entre deux séries temporelles sous certaines contraintes. Comme une grande partie des travaux
étudiant ce type de motifs "similaires", ils utilisent des algorithmes de classification standards
(k-means [Llo82] et clustering hiérarchique ascendant) et se focalisent sur la définition de la
mesure de similarité permettant de comparer les séries.
[RdAC+13] étudient l’extraction de motifs dans des séries temporelles de données rasters
liées à l’agriculture et au climat. Dans leur travail, chaque pixel est aussi associé à des séries
temporelles de valeurs (une pour chaque bande/attribut du raster). Ils définissent trois types de
segments en fonction de l’évolution des valeurs dans le temps et caractérisent les séries tempo-
relles en fonction de ces segments. Par exemple, le segment V (Valley) représente une diminution
suivie d’une augmentation des valeurs, et le segmentM (Mountain) représente l’inverse. Ils trans-
forment ainsi les séries temporelles de valeurs numériques en séries symboliques (i.e. des séquences
d’items). Une fois les séries symboliques générées, des associations de tendances fréquentes sont
recherchées entre les séries, et des règles sont générées (p.ex. Pluie[M ]→ Temperature[V ]). Ces
associations se limitent ici à des ensembles de deux tendances et à des règles de type A→ B. Les
mesures de fréquence et de confiance sont très similaires à celles classiquement utilisées. Elles
considèrent seulement la longueur des séries à la place de leur nombre et peuvent intégrer une
fenêtre temporelle (glissante) dans leur calcul.
L’objectif dans [PIV+15] est de prédire des types de productions agricoles dans une série
temporelle de rasters. Les images satellitaires disponibles à chaque temps sont décomposées en
objets (des parcelles agricoles) en fonction d’informations collectées sur le terrain. Chaque objet
est caractérisé par différentes informations (attributs) issus des pixels de l’image (p.ex. indices
de végétation et de texture) et de données collectées sur le terrain (p.ex. type de sol, quantité de
pluie, ou nom du village). La série temporelle est ainsi transformée en une collection de séquences,
représentant chacune l’évolution des attributs (discrétisés) d’une parcelle. Des motifs séquentiels
multidimensionnels fréquents sont ensuite recherchés afin de caractériser les différents types de
parcelles. Ces motifs sont des séquences de sous-ensembles de valeurs (les valeurs possibles étant
limitées par les différents attributs considérés). L’extraction de ces motifs est effectuée par l’al-
gorithme M2SP proposé dans [PCL+05], et qui est une adaptation de l’algorithme par niveau
PSP [MCP98]. Des règles temporelles sont ensuite construites à partir de ces motifs et utilisées
pour faire de la prédiction.
Approches intégrant dimensions spatiales et temporelles Des travaux ont intégré la
dimension spatiale dans leur analyse des séries temporelles, permettant ainsi de prendre en
compte les auto-corrélations spatiales entre les séries. Certains de ces travaux s’appuient sur des
approches existantes qu’ils adaptent en intégrant par exemple de nouvelles contraintes.
Par exemple, [HK01] proposent une approche orientée objets pour extraire des épisodes fré-
quents (encore appelés règles d’association temporelle dans l’article) dans une série d’images
satellitaires. Les auteurs utilisent les cartes de Kohonen (self-organizing map ou SOM) pour
identifier les objets dans chaque raster (i.e. les regroupements relativement homogènes de pixels).
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Afin de pouvoir identifier un objet même si celui-ci se déplace, une méthode en deux étapes est
mise en place. La première étape divise toutes les images selon une même grille et génère une
SOM regroupant les cellules ayant des valeurs proches. Ces clusters représentent donc les dif-
férents types de cellules indépendamment de leur position et des images. Ils sont caractérisés
par leur histogramme de fréquence et sont étiquetés sémantiquement par les experts (p.ex. ty-
phon, anticyclone). La deuxième étape projette ces clusters dans les images d’origine, puis les
regroupe en fonction de leurs histogrammes via une deuxième SOM. Une fois les différents objets
détectés dans cette dernière SOM, la série temporelle d’images est transformée en une collection
de séquences d’identifiants de clusters (i.e. d’objets). Les motifs sont générés à partir de cette
collection. Ils correspondent à des épisodes fréquents en série (serial episode) tels que définis
dans [MTV97a], avec une contrainte supplémentaire de cohésion entre événements. Un épisode
est une séquence d’événements fréquents dans une fenêtre temporelle prédéfinie (les fenêtres sont
glissantes). Dans ce travail, un événement est un tuple composé de l’identifiant d’un cluster, de sa
durée de vie, de sa date de début et de sa date de fin. Les événements doivent avoir deux à deux
une cohésion minimale. Cette mesure est dérivée d’une mesure utilisée en fouille de texte pour
mesurer la co-occurence de deux termes. Leur extraction est effectuée en suivant une stratégie
par niveau de type Apriori [AS+94]. La figure 2.12 illustre ce processus.
Figure 2.12 – Exemple d’extraction de règles temporelles dans une série d’images satelli-
taires [HK01]
D’autres travaux comme [JMB+11] ont aussi utilisé les motifs séquentiels pour rechercher des
évolutions fréquentes de pixels dans une série d’images satellitaires. En plus d’être fréquentes, ces
évolutions doivent avoir une surface et une connectivité minimales. Ils définissent pour cela un
nouveau domaine de motifs, appelés Grouped Frequent Sequential (GFS) pattern. Ces motifs sont
des sous-séquences de valeurs de pixels qui apparaissent dans suffisamment de pixels. Autrement
dit, les motifs extraits doivent couvrir une surface minimum. La figure 2.13 présente un exemple
de motif extrait dans une série de rasters. Comme le montre la figure, les motifs extraits sont
assimilables à des séquences d’items. Dans leur travail, les auteurs ne considèrent donc pas tout
le vecteur de valeurs associé à chaque pixel (i.e. toutes les bandes de l’image). Ils se focalisent
uniquement sur l’indice de végétation (le NDVI, Normalized Vegetation Index ) car ils étudient
l’évolution de surfaces agricoles. De plus, en moyenne, chaque occurence du motif doit être voisine
d’un nombre minimum d’autres occurrences (selon la méthode des huit plus proches voisins). Ces
deux contraintes étant monotones, les auteurs adaptent l’algorithme PrefixSpan [PHMA+01]
afin de prendre en compte en plus la contrainte de connectivité minimum. Le nombre de motifs
extraits peut être très important, ce qui pose notamment des problèmes d’interprétation. Face à
ce problème, les auteurs étendent leur travail dans [MRP15] afin de mettre en avant les motifs
les plus intéressants (sans faire d’hypothèse a priori). Pour cela, ils adaptent une méthode d’essai
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randomisé (randomization testing method) pour vérifier si le motif aurait pu être observé dans un
jeu de données aléatoire. Une série "aléatoire" de rasters est générée en échangeant aléatoirement
la position des pixels et la "chronologie" des valeurs. La fréquence globale des valeurs de pixels ne
change donc pas. L’information mutuelle normalisée (normalized mutual information) du motif
dans les données initiales et dans les données aléatoires est calculée, puis elle est utilisée pour
classer les motifs.
Figure 2.13 – Exemple de motif GFS extrait dans une série d’images satellitaires [MRP15]
Contrairement aux travaux précédents, [PJFD13] proposent un nouveau domaine de motifs de
type graphe, et des algorithmes pour les extraire. Leur objectif est de suivre des objets fréquents
dans une vidéo. Dans ce travail, la vidéo est vue comme une série temporelle d’images dans
laquelle il faut extraire des motifs fréquents. Pour cela, les auteurs transforment chaque image
en graphe planaire (planar graph) où les noeuds représentent les régions de l’image et les arêtes
représentent les relations d’adjacence entre ces régions. Les régions de l’image sont détectées par
segmentation en fonction de la valeur de leurs pixels. Les barycentres de ces régions deviennent des
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Figure 2.14 – Exemple de motifs de type graphe planaire extraits dans une vidéo [PJFD13]
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noeuds, et les étiquettes des noeuds correspondent aux tailles des régions associées (discrétisées).
La vidéo est ainsi transformée en série de graphes planaires étiquetés. La figure 2.14 illustre cette
transformation pour une vidéo suivant des drones. Ensuite, l’objectif est d’extraire des sous-
graphes (connexes) planaires fréquents apparaissant à proximité dans l’espace et le temps. Face à
ce problème, les auteurs proposent un algorithme dérivé de gSpan [YH02] effectuant un parcours
en profondeur de l’espace de recherche. Il s’appuie principalement sur certaines propriétés des
extensions afin de limiter le nombre de motifs générés et sur une représentation des graphes sous
forme de séquences d’arêtes (canonical code) afin limiter le coût du test d’isomorphisme.
Le tableau 2.6 résume les travaux décrits précédemment.
Table 2.6 – Extraction de motifs dans des rasters : synthèse
Article Motifs Contraintes Méthode d’extraction Applications
extraits et Mesures
SPATIAL
[YWY07] ensembles fréquence min., algorithme description
de types proximité spatiale FP-growth [GZ03] de visages
d’événements et de voitures
(co-localisations)
[FFT12] ensemble fréquence min., algorithme données benchmark
d’histogrammes proximité spatiale LCM [UAUA03] en classification
d’objets d’images
(itemsets)
[RFDT15] ensemble d’objets fréquence min., algorithme navigation dans
(itemsets) proximité spatiale LCM [UAUA03] une collection
d’images
[JC09] sous-graphes fréquence min., stratégie de données
pondérés d’objets poids min., gSpan [YH02] synthétiques
étiquetés proximité spatiale
[OA10] sous-graphes nombre d’occurrences algorithme détection
d’objets (embeddings) min., MoFa [BB02] d’habitats
étiquetés proximité spatiale urbains
[AMGAMP12] sous-graphes fréquence min. algorithme données synthétiques
d’objets (similarité APGM [JZH11]
étiquetés approximative),
proximité spatiale
TEMPOREL
[PGMF10] séquences d’ensemble fréquence min., algorithme suivi
de valeurs de pixels maximaux PSP [MCP98] environnemental
(séquences d’itemsets)
[PIG12] segments de valeurs similarité DTW k-means [Llo82] suivi
(time series) multidimensionnelle et clustering hiérarchique environnemental
irrégulière ascendant
[RdAC+13] paires de tendances fréquence min., approche naïve suivi de parcelles
d’attributs confiance min., (générer-tester toutes agricoles
fenêtre temporelle, les combinaisons ) et suivi climatique
changements
[PIV+15] séquences fréquence min., algorithme suivi de pratiques
multidimensionnelles M2SP [PCL+05] agricoles
de valeurs de pixels (adaptation de
(séquences d’itemsets) PSP [MCP98])
SPATIO-TEMPOREL
[HK01] séquences d’objets fréquence min., stratégie suivi de typhons
(séquences d’items) fenêtre temporelle d’Apriori [AS+94]
et cohésion min.
[JMB+11] séquences de fréquence min. stratégie de suivi de pratiques
valeurs de pixels et connectivité PrefixSpan [PHMA+01] agricoles
(séquences d’items)
[MRP15] séquences de fréquence min., stratégie de suivi
valeurs de pixels connectivité, PrefixSpan [PHMA+01] environnemental
(séquences d’items) information mutuelle et méthode d’essai randomisé
normalisée
Suite sur la page suivante
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Table 2.6 – Suite de la page précédente
Article Motifs Contraintes Méthodes d’extraction Applications
extraits et Mesures
[PJFD13]) sous-graphes fréquence min. et stratégie de gSpan [YH02] suivi d’objets
planaires d’objets connectivité/adjacence dans des vidéos
2.3 Positionnement des contributions
Les sous-sections précédentes ont mis en avant les travaux de la communauté pour avoir des
motifs plus riches, permettant ainsi de mieux capturer les dimensions spatiales et temporelles.
Les domaines de motifs étant de plus en plus complexes et le nombre de solutions potentielles
de plus en plus important, beaucoup d’efforts ont été portés sur le développement d’algorithmes
performants et la définition de contraintes permettant d’avoir des motifs plus pertinents et moins
nombreux. Pour cela, une grande partie des travaux se sont appuyés sur des propositions faites
pour des domaines de motifs plus généraux ou plus simples, avec une adaptation aux données
spatio-temporelles souvent non triviale. Malgré toutes ces avancées, les verrous restent encore
nombreux. Dans la suite de ce manuscrit, plusieurs travaux sont présentés afin de lever (en
partie au moins) certains de ces verrous. Nous nous sommes plus particulièrement intéressés
à l’intégration de la connaissance du domaine d’application, et à la définition de domaines de
motifs (et d’algorithmes) visant à mieux prendre en compte les dimensions spatiales, temporelles
et d’analyse de phénomènes complexes.
Intégration de la connaissance du domaine Au delà du problème de passage à l’échelle,
l’une des principales difficultés lorsque l’on fait de l’extraction de motifs est la pertinence des
motifs extraits. Comme nous avons pu le constater dans les sous-sections précédentes, beaucoup
de travaux s’intéressent à la définition de contraintes permettant d’avoir des motifs intéressants,
avec en parallèle la recherche de propriétés permettant d’optimiser l’exploration de l’espace de re-
cherche. Généralement, ces contraintes sont totalement indépendantes de l’application étudiée. Il
s’agit de contraintes liées directement au motif (p.ex. taille, durée ou structure) ou de contraintes
liées à des mesures statistiques sur les motifs (p.ex. la fréquence ou l’indice de participation).
Peu de travaux ont étudié l’intégration de contraintes directement liées à la connaissance du
domaine tels que [BVd+06, Ant08]. De plus, les contraintes proposées intègrent peu les dimen-
sions spatiales et thématiques des données. Elles sont appliquées en post-traitement [BVd+06] ou
pendant l’extraction mais sans pouvoir être toujours utilisées pour élaguer l’espace de recherche
faute de propriétés théoriques (comme la monotonie de la fréquence) [Ant08]. Par ailleurs, elles
sont définies manuellement par les experts, ce qui nécessite un fort investissement de leur part.
Dans ce contexte, nous proposons dans le chapitre 1 de la partie III différents types de
contraintes spatiales et thématiques pour faire de l’extraction de co-localisations guidée par le
domaine. Toutes ces contraintes ont la propriété d’être anti-monotones et peuvent donc être
utilisées pendant l’extraction pour améliorer l’efficacité des algorithmes. Nous décrivons aussi
une approche permettant de dériver des contraintes à partir des modèles développés par les
experts dans la littérature du domaine. Ces modèles (des fonctions mathématiques de plusieurs
variables) représentent la connaissance des experts sur le phénomène étudié. Ils permettent donc
de remplacer une grande partie des contraintes qui auraient été définies manuellement par ces
derniers, voire de les compléter.
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Extraction de motifs spatio-temporels plus riches Une autre difficulté importante est la
définition d’un domaine de motifs suffisamment riche pour pouvoir capturer toutes les interactions
possibles entre les dimensions d’analyse, tout en prenant en compte les spécificités des dimensions
spatiales et temporelles. Au delà de la définition même du domaine de motifs, la principale
difficulté est de mettre en place des algorithmes efficaces et complets pour extraire des motifs
structurellement très complexes. Les sous-sections précédentes ont présenté un grand nombre de
travaux ayant étudié cette problématique. Ces travaux se focalisent sur certains types de données
en entrée et sur certains types d’interactions.
Par exemple, différents travaux ont recherché à extraire des évolutions fréquentes dans une
base de données spatio-temporelles. Comme décrit dans la sous-section 2.2.1, les co-localisations
ont été étendues de différentes façons afin de mettre en avant certaines évolutions et interactions
dans l’espace et dans le temps. Toutefois, ces travaux font l’hypothèse que chaque objet spatial
n’est décrit que par un seul attribut (son type). De même, les travaux sur les motifs séquentiels ont
été étendus à ce contexte (p.ex. [TG01]). Ils permettent de considérer l’ensemble des attributs
associés à chaque objet, mais ne considèrent que très partiellement les interactions spatiales.
Face à ces limites, nous présentons un nouveau domaine de motifs dérivé des motifs séquentiels
qui permet d’intégrer les informations des objets voisins (cf. chapitre 2 de la partie III). Ces
motifs, appelés motifs spatio-séquentiels, sont extraits en utilisant une adaptation de l’algorithme
PrefixSpan [PHMA+01]. Cette adaptation intègre de nouveaux types d’extensions liés à la
relation spatiale et considère aussi le voisinage lors de la projection des données.
Les travaux précédents font l’hypothèse que les objets étudiés sont fixes dans l’espace (p.ex.
des quartiers d’une ville). Toutefois, cette hypothèse peut ne pas s’appliquer dans certains cas
d’étude (p.ex. le suivi de l’érosion des sols). En effet, les objets peuvent connaître des dynamiques
complexes telles que des apparitions/disparitions ou des fusions/divisions. Certains travaux sur
les co-localisations spatio-temporelles peuvent analyser ce type de données, mais toujours avec la
contrainte d’avoir un attribut par objet. Face à ce problème, nous proposons dans le chapitre 3
de la partie III de modéliser dans un premier temps les données sous la forme d’un unique
graphe orienté acyclique attribué. Beaucoup de travaux ont étudié l’extraction de motifs dans
une collection de graphes (dans certains cas attribués), mais aucun n’a considéré un unique
graphe attribué (cf. section 2.1.2). Ce type de données est plus complexe à analyser car les
occurrences des motifs sont souvent entrelacées. Dans un second temps, nous proposons donc
d’extraire des chemins fréquents dans ce type de graphe, ce qui n’a jamais été étudié jusqu’à
présent. Même s’il s’agit structurellement de séquences d’itemsets sous contraintes, ces motifs
sont difficiles à extraire en raison de leur entrelacement dans un unique et même graphe. Pour
cela, nous avons une nouvelle fois adapté la stratégie de PrefixSpan [PHMA+01]. Néanmoins,
contrairement au travail précédent, l’algorithme est profondément modifié tant au niveau des
extensions qu’au niveau des projections effectuées. L’une des plus grandes difficultés est que
l’extension d’une solution en cours de construction peut impliquer une modification de son préfixe,
voire la génération d’un nouveau. Nous avons donc simultanément des extensions des préfixes et
des suffixes. Cette particularité a nécessité le développement d’une structure de données optimisée
spécifique pour garantir le passage à l’échelle.
La représentation de l’espace sous forme de graphe est assez classique dans la littérature
(p.ex. graphe de voisinage). Elle permet de représenter l’ensemble des objets et leurs relations
spatiales. Si chaque objet est associé à un ensemble d’attributs, on obtient un graphe attribué.
L’évolution d’un tel graphe dans le temps est particulièrement intéressante car elle permet de
représenter un grand nombre d’interactions et de dynamiques complexes. Comme nous l’avons
vu précédemment, peu de travaux étudient ces graphes dynamiques attribués. En effet, ils sont
parmi les structures les plus difficiles à analyser actuellement car ils combinent la complexité des
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itemsets, des séquences et des graphes, le tout dans le cadre du graphe unique. Pour pouvoir
traiter de tels graphes, les travaux actuels prennent des hypothèses fortes sur les données en entrée
(p.ex. noeuds et arêtes fixes) et/ou se focalisent sur des domaines de motifs très spécifiques (p.ex.
des co-évolutions). Dans ce contexte, nous proposons un algorithme en section 4 de la partie III
permettant d’extraire des évolutions récurrentes de sous-graphes attribués. Plus précisément, il
s’agit de séquences de sous-ensembles de noeuds attribués. La configuration exacte des arêtes
n’est pas considérée afin d’avoir des motifs plus généraux, seule la connexité entre les noeuds est
imposée. L’algorithme développé adopte une stratégie incrémentale totalement originale basée
sur des intersections de graphes. Ces intersections ont certaines propriétés théoriques permettant
de générer directement des morceaux de solutions. Il suffit ensuite de les associer temps après
temps.
Restitution synthétique et intuitive des solutions Au delà de la phase d’extraction, la
phase de restitution des résultats aux experts est également une étape clé du processus de dé-
couverte de connaissances. En effet, l’interprétation des solutions extraites par des experts de
domaines totalement différents peut être difficile. Malgré les différentes contraintes intégrées, le
nombre de motifs extraits peut aussi être très important, ce qui complique encore leur interpré-
tation.
La visualisation des résultats issus de l’extraction est une problématique importante en fouille
de données. En pratique, cette restitution se limite souvent à afficher la liste des motifs extraits
avec les mesures d’intérêt associées (p.ex. la fréquence), ce qui peut être difficile à appréhender
pour les experts. Plusieurs travaux se sont intéressés à cette problématique tels que [LIC08, BL10],
notamment dans le cadre de données spatio-temporelles [AA99]. Une des principales approches
proposées consiste à sélectionner un motif dans la liste des solutions, puis à afficher toutes ses
occurrences sur une carte. Cette approche nécessite donc de sélectionner les motifs les uns après
les autres, sans autre information que le motif lui-même. Dans le chapitre 1 des contributions,
nous proposons une approche différente pour visualiser les co-localisations extraites. Elle s’appuie
sur un clustering des occurrences des motifs pour résumer les principales localisations (et leur
configuration), le tout dans une seule et même carte. Nous avons ainsi une visualisation globale
et synthétique de l’ensemble des solutions, tout en fournissant des informations spatiales et
thématiques complémentaires. Plus généralement, dans chacune des contributions présentées
dans ce manuscrit, nous avons travaillé au développement d’outils et d’interfaces de visualisations
qui soient adaptés aux pratiques et besoins des experts. Néanmoins, nous avons opté pour des
approches de visualisation plus classiques dans ces autres travaux.
Les sous-sections précédentes présentent également un certain nombre de travaux visant à
afficher moins de solutions aux utilisateurs. Il s’agit notamment de supprimer les informations re-
dondantes en proposant des représentations condensées des solutions (sans perte d’information).
Une grande partie de ces contributions s’articulent autour de la notion de fermeture. Toute-
fois, définir une telle représentation dans le contexte de la fouille d’un graphe unique est plus
complexe. Le concept de fermeture d’un motif s’appuie sur une relation entre les motifs et les
transactions qui les contiennent (correspondance de Galois). Or, cette relation n’existe plus dans
le cadre du graphe unique. Dans nos travaux sur les graphes, nous introduisons donc un nouveau
concept basé sur le même principe : la non-redondance. Cette notion est intégrée sous forme de
contrainte dans les deux algorithmes proposés.
Dans le travail sur les motifs spatio-séquentiels (chapitre 2 de la partie III), nous présentons
également une nouvelle contrainte permettant de filtrer en post-traitement des motifs contradic-
toires, ce qui permet d’avoir moins de solutions en sortie et des solutions plus pertinentes. Cette
55
Chapitre 2. Problèmes et principales approches
notion est directement dérivée des travaux de [Azé03] réalisés dans le cadre de l’extraction de
règles d’association. Le principe est de filtrer les séquences associées aux mêmes itemsets mais
apparaissant dans un ordre différent.
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1Extraction de co-localisations guidée
par le domaine
L’extraction de motifs spatiaux, et plus particulièrement de co-localisations, est une des pro-
blématiques importantes en fouille de données spatiales. Pour rappel, une co-localisation est un
ensemble d’évènements ou d’objets (des caractéristiques booléennes) apparaissant fréquemment
à proximité [SH01]. Différents algorithmes ont été développés pour extraire ces motifs. Toutefois,
l’interprétation des résultats par les experts du domaine est difficile en raison du grand nombre
de motifs non intéressants habituellement découverts.
A mon arrivée en 2008, je me suis intéressé à cette problématique dans le cadre de l’analyse
de données environnementales. La Nouvelle-Calédonie est un point chaud de biodiversité, tant au
niveau terrestre que marin. Pour autant, il s’agit d’un territoire où l’exploitation minière (notam-
ment le nickel) a un poids économique important. Le suivi, la protection et la valorisation de cet
environnement sont donc des axes majeurs pour les équipes de recherche locales. L’érosion des
sols (naturelle et anthropique) est une problématique au centre de beaucoup de préoccupations
et donc d’études. Les données collectées lors de certaines de ces études ont été le point de départ
de notre travail. L’objectif était de les utiliser pour mettre en avant les facteurs en lien avec cette
érosion (et les quantifier). Pour cela, nous sommes partis des travaux sur la fouille d’itemsets et
de co-localisations, et avons travaillé à l’intégration de nouvelles contraintes permettant d’avoir
des motifs plus pertinents, tout en améliorant le passage à l’échelle. Une fois les motifs extraits,
se pose encore le problème de leur restitution aux experts. Dans un second temps, nous avons
donc étudié la question de la visualisation des résultats.
Le tableau 1.1 présente les différents étudiants (stagiaires et doctorants) ayant travaillé sur
cette problématique. Il présente aussi les projets de recherche et les collaborations associés à ce
travail. Suite à ce tableau sont également listées les principales publications.
Ce chapitre est organisé de la manière suivante. La section 1.1 introduit le cadre théorique
de ce travail. La section 1.2 présente une première contribution visant à intégrer des contraintes
spatiales et thématiques lors de l’extraction de co-localisations. La section 1.3 décrit une deuxième
contribution visant à tirer partie de la connaissance encodée dans des modèles experts. Une
proposition permettant d’afficher sur une carte synthétique les co-localisations intéressantes est
présentée en section 1.3. Pour finir, la section 1.5 discute des résultats obtenus sur des jeux de
données liés à l’érosion des sols.
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Master/Thèse
C. Grison (2009)
stage Université Lyon 2
co-encadrement : N. Selmaoui-Folcher (UNC)
E. Desmier (2009-2010)
année de césure INSA Toulouse
co-encadrement N. Selmaoui-Folcher (UNC)
C. Paul-Hus (2011)
stage Université de Sherbrooke
co-encadrement N. Selmaoui-Folcher (UNC)
J. Sanhes (2011-2014)
thèse dirigée par N. Selmaoui-Folcher (UNC) et
J.-F. Boulicaut (INSA Lyon), co-encadrant : F. Flouvat
Projets
projet CNRT "Fonctionnement des
petits bassins versants" (2010-2014)
ANR FOSTER (2011-2014)
"FOuille de données Spatio-Temporelles :
application à la compréhension et
à la surveillance de l’ERosion"
Collaborations
INSA Lyon, CNRS, IRD
Table 1.1 – Synthèse des encadrements, des projets et des collaborations en lien avec l’extraction
de co-localisations guidée par le domaine
Principales publications
Frédéric Flouvat, Nazha Selmaoui-Folcher, Dominique Gay, Isabelle Rouet and Chloé Grison. Constrained
colocation mining : application to soil erosion characterization. In Proceedings of the ACM Symposium on
Applied Computing (SAC’10), Data Mining Track, Sierre, Switzerland, pp.1055- 1060, March 22-26, 2010.
Nazha Selmaoui-Folcher, Frédéric Flouvat, Dominique Gay and Isabelle Rouet. Spatial pattern mining for soil
erosion characterization. In the International Journal of Agricultural and Environmental Information Systems
(IJAEIS), Special Issue on Environmental and agricultural data processing for water and territory management,
IGI Global, Vol. 2, N 2, Jully 2011.
Elise Desmier, Frédéric Flouvat, Dominique Gay and Nazha Selmaoui-Folcher. A clustering-based visualization
of colocation patterns. In Proceedings of the International Database Engineering and Applications Symposium
(IDEAS’11), Lisbon, Portugal, September 2011.
Frédéric Flouvat, Jérémy Sanhes, Claude Pasquier, Nazha Selmaoui-Folcher and Jean-François Boulicaut.
Improving pattern discovery relevancy by deriving constraints from expert models. In Proceedings of the 21st
European Conference on Artificial Intelligence (ECAI’14), Prague, Czech Republic, August 18-22, 2014.
Frédéric Flouvat, Jean-François N’guyen Van Soc, Elise Desmier and Nazha Selmaoui-Folcher. Domain-driven
co-location mining : Extraction, visualization and integration in a GIS. In GeoInformatica, Vol. 19, p.147-183,
2015.
Table 1.2 – Synthèse des publications en lien avec l’extraction de co-localisations guidée par le
domaine
1.1 Cadre théorique
1.1.1 Domaine de motifs, contrainte et problématique
Cette sous-section rappelle le cadre introduit dans [SH01, HSX04, YS06] pour l’extraction
de co-localisations. Soient F un ensemble de types d’évènements (ou d’objets) et D une base de
données d’objets spatiaux. Chaque objet dans D correspond à un tuple (location, feature), où
location correspond à une localisation et feature ∈ F est un type d’évènements ou d’objets.
Pour simplifier les exemples, nous considèrerons des objets spatiaux représentés par des points
dans un espace euclidien à deux dimensions. Par exemple, dans la figure 1.1, F = {a, b, c, d, e},
D = {a1, c2, b3..., e12} avec a1 = ((x1, y1), a), c2 = ((x2, y2), c), etc.
Une co-localisationX ⊆ F est un sous-ensemble de types d’évènements tel que ces instances
sont localisées dans le même voisinage. La relation de voisinage est une relation binaire R(o, o′)
entre deux objets spatiaux o et o′. En fonction des besoins, R peut être basée sur une distance
seuil entre les deux objets, ou basée sur leur intersection, ou n’importe quelle relation spatiale
réflexive et symétrique (p.ex. l’inclusion ne satisfait pas ces propriétés).
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Figure 1.1 – Exemple de base de données spatiales
Une instance de co-localisation est un ensemble d’objets formant une clique (d’après
R). Par exemple, l’ensemble d’objets {a9, b4, d10} dans la figure 1.1 est une instance de la co-
localisation {a, b, d} par rapport à un seuil de distance euclidienne fixe (représenté en pointillés).
A l’opposé, {a1, b4, c7} ou {a1, b4, d10} ne sont pas des instances de co-localisations de {a, b, d}. Le
tableau d’instances de la co-localisation X, notée TIX , est l’ensemble de toutes les instances
de X.
Afin de filtrer des co-localisations intéressantes, les auteurs ont introduit une mesure d’in-
térêt, appelée indice de participation (participation index ), qui correspond au minimum des
probabilités d’apparition des évènements composant la co-localisation, i.e.
pi(D, X) = min
∀f∈X
( pr(D, X, f) ), avec pr(D, X, f) = |{o ∈ I | I ∈ TIX et o est de type f}||TIf |
Par exemple, pr(D, {a, b, c}, a) = 2/3 dans la figure 1.1, car il y a deux instances de type
{a, b, c} (i.e. {a1, b8, c7} et {a5, b6, c2}) alors qu’il y a trois instances de type A au total (a1, a5
et a9). De la même manière, pr(D, {a, b, c}, b) = 1/2 and pr(D, {a, b, c}, c) = 1. Nous obtenons
donc pi(D, {a, b, c}) = 1/2.
Au final, le problème à résoudre est le suivant : Soient un ensemble de types d’évènements
F , une base de données spatiale D, une relation de voisinage R et un seuil α ∈ [0, 1]. L’objectif
est de trouver l’ensemble des co-localisations dont l’indice de participation est supérieur à α, i.e.
{X ⊆ F | pi(D, X) ≥ α}.
1.1.2 Parallèle avec la fouille d’itemsets
[MTV97b] a introduit un cadre théorique généralisant le problème de la fouille d’itemsets
fréquents. Ce cadre montre que les algorithmes de fouille d’itemsets peuvent être utilisés pour
résoudre une grande variété d’autres problèmes telles que la découverte d’épisodes, la réécriture
de requêtes, l’inférence de dépendances fonctionnelles ou d’inclusion. Ce cadre peut être résumé
de la manière suivante : "Soient une base de données D, un langage fini L pour exprimer des
motifs ou définir des sous-groupes des données, et un prédicat anti-monotone (ou monotone) Q
pour évaluer si un motif ϕ ∈ L est vrai ou "intéressant" dans D, l’objectif est de trouver une
théorie de D par rapport à L et Q, i.e. l’ensemble Th(D,Q) = {ϕ ∈ L | Q(D, ϕ) est vrai}".
Le problème de découverte de co-localisations défini dans [SH01] est une autre application
de cadre. Le langage est l’ensemble des combinaisons de types d’évènements et le prédicat
est une conjonction de contraintes de voisinage et d’indice de participation. Une grande par-
tie des algorithmes développés pour l’extraction d’itemsets fréquents peut donc être utilisée pour
trouver les co-localisations. [SH01] ont ainsi pu appliquer la même stratégie que l’algorithme
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Apriori [AS+94]. Ce cadre montre aussi qu’il est possible d’utiliser d’autres prédicats pour fil-
trer les co-localisations (en plus des contraintes d’indice de participation et de voisinage). La
seule condition est d’avoir une conjonction de prédicats anti-monotone (ou monotone). Ainsi,
il sera possible de les utiliser pour élaguer l’espace de recherche sans impacter l’efficacité de la
stratégie d’exploration.
1.2 Intégration de contraintes spatiales et thématiques définies
par les experts
1.2.1 Contraintes spatiales et thématiques
L’intégration de contraintes dans la fouille d’itemsets a largement été étudiée dans la littéra-
ture. Toutefois, ces contraintes (applicables aux co-localisations) ne considèrent pas les dimen-
sions spatiale ou thématique des données géographiques, alors qu’il s’agit de concepts clés pour
les experts. Face à ce manque, nous avons donc défini deux types de contraintes :
— des contraintes sur les types d’évènements/objets et leurs thèmes
— des contraintes spatiales sur les évènements/objets
Dans notre contexte, ces contraintes du domaine représentent des relations connues ou non
intéressantes pour les experts. Ces contraintes peuvent être considérées comme des règles d’ex-
clusion.
Les contraintes sur les types d’évènements et les thèmes Ce premier type de contraintes
exclut des co-localisations avec des types d’évènements ou des thèmes particuliers. Le test dépend
uniquement de l’analyse du motif (sans accès aux données). Nous avons défini six contraintes
de ce type (cf. tableau 1.3). Toutes ces contraintes sont anti-monotones et peuvent être utilisées
pour élaguer l’espace de recherche lors de l’extraction. De plus, d’autres contraintes du domaine
peuvent être définies sur la base d’une conjonction ou d’une disjonction de celles-ci.
Contrainte Type
QallFeatures(X,F ) = ¬(F ⊆ X) types d’évènements
Qfeatures(X,F ) = ¬(F ∩X 6= ∅) types d’évènements
Qtheme(X, t) = ¬(X ∩ t 6= ∅) thème
Qintra(X, t) = ¬(|X ∩ t| ≥ 2) intra-thème
Qinter(X,T ) = ¬(∀t ∈ T (X ∩ t 6= ∅)) inter-thème
QpartInter(X,T ) = ¬(∃t1 ∈ T (t1 ∩X 6= ∅) ∧ ∃t2 ∈ T (t2 ∩X 6= ∅)) inter-thème partiel
Table 1.3 – Contraintes sur les types d’évènements et les thèmes QEvt
Les contraintesQallFeatures(X,F ) etQfeatures(X,F ) permettent d’exclure des co-localisations
contenant (tout ou en partie) des types d’évènements d’un ensemble F . Par exemple, si F =
{”serpentinite”, ”harzburgite”}, alors toutes les co-localisations composées de {”serpentinite”,
”harzburgite”} sont ignorées pendant la fouille.
Les autres contraintes sont des contraintes thématiques. Par exemple, la contrainte
Qtheme(X, t) exclut une co-localisation si elle est composée de types d’évènements du thème t.
Par exemple, si t correspond au thème "végétation", la co-localisation {"savane", "sol nu", "ser-
pentinite"} ne sera pas étudiée. Les trois contraintes suivantes correspondent à des contraintes
intra et inter-thèmes. La contrainte Qintra(X, t) exclut les co-localisations entre des types d’évè-
nements du même thème t. Par exemple, l’expert peut ne pas être intéressé par les motifs mettant
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en avant des corrélations entre "serpentinite" et "harzburgite" (différents types de sols) dans le
thème "lithologie". La contrainte Qinter(X,T ) exclut les co-localisations entièrement liées à un
ensemble de thèmes T . Par exemple, l’expert peut ne pas être intéressé par les co-localisations
associées aux thèmes "érosion" et "constructions humaines", et vouloir se focaliser uniquement
sur l’érosion naturelle. La dernière contrainte est plus forte que Qinter(X,T ), car elle exclut un
motif s’il est associé à au moins deux thèmes de T (et non tous les thèmes).
Les contraintes spatiales sur les évènements Ce second type de contraintes exclut
des objets spatiaux. L’idée est d’éviter (ou au contraire de centrer) l’analyse de corréla-
tions dans des zones géographiques définies par l’utilisateur. Nous avons défini la contrainte
QspatialAll(I, shape, r) pour cela (cf. tableau 1.4). Cette contrainte permet de sélectionner uni-
quement les instances I d’une co-localisation si elles satisfont la relation spatiale r dans la zone
shape (p.ex. représentée par un polygone). Grâce à ce prédicat, il est possible d’exprimer des
contraintes tel que "étudier toutes les corrélations à proximité d’une zone minière".
Contrainte Type
QspatialAll(I, shape, r) ≡ (∀o ∈ I(r(o, shape))) toute relation spatiale booléenne
QspatialAll(I, shape, r) ∨ CF spatiale et thématique
avec CF une contrainte sur les types
d’évènements et les thèmes du tableau 1.3
QspatialAll(I, shape, r) ∧ CF spatiale et thématique
avec CF une contrainte sur les types
d’évènements et les thèmes du tableau 1.3
Table 1.4 – Contraintes spatiales QSpa
A noter que tous les objets dans I doivent satisfaire la relation spatiale. Par exemple, si r
est la relation "pas dans", tous les objets dans I ne doivent pas être dans la zone shape. Une
instance dont seuls certains évènements ne se trouvent pas dans la zone n’est pas étudiée. En
effet, une contrainte spatiale telle que "∃o ∈ I(r(o, shape))" ne peut pas être utilisée car l’indice
de participation de la co-localisation X pourrait être supérieur à celui de Y ⊆ X, et le prédicat
ne serait donc pas anti-monotone (non directement exploitable lors de l’extraction).
Les deux dernières contraintes du tableau montrent que la contrainte spatiale peut être com-
binée avec des contraintes sur les types d’évènements et les thèmes. Ce type de contraintes peut
être utilisé pour éviter l’analyse de corrélations spécifiques dans des zones spécifiques.
Contrairement aux contraintes sur les types d’évènements et les thèmes, les contraintes spa-
tiales ne sont pas utilisées directement pour élaguer les co-localisations. Ces contraintes affectent
le calcul de l’indice de participation en réduisant le nombre d’instances étudiées. Ainsi, elles
ne sont pas intégrées dans le prédicat utilisé dans l’algorithme d’extraction, mais elles modi-
fient le calcul du tableau d’instances effectué dans ce dernier. De plus, elles ne modifient pas
l’anti-monotonie du prédicat. En effet, le nombre d’instances utilisées pour traiter l’indice de
participation diminue toujours (non strictement) chaque fois que nous avons une conjonction ou
une disjonction des contraintes spatiales précédentes.
1.2.2 Intégration dans un algorithme d’extraction de motifs
Le cadre théorique discuté en section 1.1 montre qu’il est possible d’intégrer directement ces
contraintes spatiales et thématiques définies par les experts dans les algorithmes d’extraction
d’itemsets. A titre d’exemple, cette section montre comment cette intégration se fait dans l’algo-
rithme classique Apriori défini dans [AS+94], généralisé dans [MTV97b] et utilisé dans [SH01]
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pour extraire les co-localisations. Un autre exemple d’intégration dans un algorithme d’extraction
de motifs est présenté dans [FNVSDSF15].
L’algorithme 1 illustre l’intégration des contraintes spatiales et thématiques dans cet algo-
rithme. Les contraintes spatiales sur les objets sont utilisées dans l’étape d’évaluation (lignes 4 à
8), c’est-à-dire lorsqu’on vérifie si une co-localisation est intéressante ou non par rapport au seuil
d’indice de participation. Ces contraintes limitent le nombre d’objets étudiés lors de la génération
du tableau d’instances de chaque co-localisation (ligne 5), et donc le nombre de jointures spatiales
effectuées. Les contraintes sur les types d’évènements et les thèmes sont utilisées dans l’étape de
génération (ligne 11), i.e. lors de la construction de nouvelles co-localisations candidates à partir
de celles intéressantes trouvées dans la précédente itération. Ces contraintes suppriment, de l’en-
semble des motifs candidats, les co-localisations ne satisfaisant pas les contraintes thématiques
définies par l’expert.
Algorithm 1 Algorithme par niveau d’extraction de co-localisations basé sur des contraintes
Require: une base de données spatiales D, un ensemble de type d’évènements F , une relation spatiale R, le seuil
d’indice de participation α, les contraintes sur les évènement et les thèmes QEvt, et les contraintes spatiales
QSpa
Ensure: toutes les co-localisations intéressantes vérifiant les contraintes, i.e. Th(D, QEvt ∧QSpa)
1: Cand1 = {f ∈ F | QEvt(X) = vrai}; k = 1
2: while Candk 6= ∅ do
3: // Evaluation des co-localisations par rapport aux contraintes spatiales
4: for all X ∈ Candk do
5: d′ = D\{o ∈ D | o est un objet spatial d’une instance I de la co-localisation X par rapport à R et
QSpa(I) = faux}
6: if pi(d′, X) ≥ α then
7: Th = Th ∪ {X}
8: end if
9: end for
10: //Génération des co-localisations en tenant compte des contraintes sur les types d’évènements
et leur thème
11: Candk+1 = {X ⊆ F | |X| = k + 1 ∧ ∀Y ⊂ X, Y ∈ Th ∧ QEvt(X) = vrai}
12: k = k + 1
13: end while
14: Return Th
1.3 Intégration de contraintes du domaine dérivées de modèles
des experts
Les contraintes précédentes permettent aux utilisateurs de cibler l’analyse et de rendre l’ex-
traction plus performante. Elles représentent souvent une partie de la connaissance du domaine
sur un phénomène donné. Toutefois, leur définition nécessite une forte implication des experts
et plusieurs itérations du processus KDD. Afin de limiter cela, nous proposons de dériver une
partie de ces contraintes de modèles mathématiques définis par les experts dans la littérature.
En effet, les experts de domaines scientifiques variés (e.g., des géologues, des physiciens ou
des épidémiologistes) définissent et utilisent des modèles mathématiques pour représenter leur
connaissance des phénomènes étudiés (principalement pour faire de la simulation). Par exemple,
les experts en érosion des sols ont développé des modèles permettant d’estimer le risque d’éro-
sion en fonction d’un ensemble de paramètres environnementaux [Mor01, Ath05]. De même les
épidémiologistes ont défini des modèles afin d’estimer le nombre de personnes potentiellement
infectées par une maladie [dCB+11]. Ces modèles experts présentent l’avantage de synthétiser
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une partie de la connaissance du domaine dans un contexte donné. Il serait donc intéressant de
les exploiter pour dériver des contraintes.
Nous nous intéressons plus particulièrement aux modèles mathématiques qui prennent la
forme de fonctions à plusieurs variables (linéaires ou non), et prendrons pour exemple les modèles
développés par les experts en érosion des sols.
1.3.1 Les modèles des experts
Le cas d’étude de l’érosion des sols
Les géologues et les géographes ont développé des modèles mathématiques visant à estimer le
risque d’érosion d’un sol. Deux grandes classes de modèles peuvent être distinguées : les modèles
empiriques et les modèles physiques.
Les modèles empiriques sont construits à partir de connaissances expertes et d’expérimenta-
tions. Le modèle USLE (Universal Soil Loss Equation) [WS78] et le modèle proposé dans [Ath05]
en sont des exemples typiques (le premier est un modèle polynomial et le second est linéaire). Le
modèle d’Atherton s’appuie sur deux indices : l’indice relatif de prédiction de l’érosion (REP) et
le degré d’impact des infrastructures sur le bassin versant (WDI).
Paramètres classes valeur
alluvion 1
Erodibilité sable, sol latéritique, ... 2
du sol marécage, limon nigrescent, ... 3
xerod sol latéritique ferrugineux,.. 4
eau 0
Occupation forêt dense, production de bois 1
du sol forêt clairsemée 2
xoccup cocoteraie , zone non-forestière 3
culture canne à sucre 4
Paramètres classes valeur
[0 , 3.5] 0.5
Pente (en %) [3.6 , 30] 1
xpente [31 , 50] 2
[51 , 60] 3
[60.1 , 100 ] 9
Intensité des [0 , 2000] 1
pluies (en mm/an) [2001 , 3200 ] 2
xpluie [3201, 10 000 ] 3
Saisonnalité des pluies [0 , 70 ] 1
(en mm) xsaison [71, 200 ] 2
REP (xpente, xpluie, xsaison, xerod, xoccup) = xpente + xpluie + xsaison + xerod + xoccup
REP =

[6, 9.5[ 7−→ score Faible
[9.5, 11[7−→ score Moyen
[11, 12[7−→ score Fort
Figure 1.2 – Calcul de l’indice REP (Relative Erosion Prediction) du modèle Atherton
Les modèles physiques sont des modèles quantitatifs fondés sur des propriétés physiques et
calibrés à partir des données expérimentales. Par exemple, les modèles WEPP (Water Erosion
Prediction Project) [LN89] et RMMF (Revised Morgan-Morgan Finney) [Mor01] sont basés sur
plusieurs modèles physiques qui sont non linéaires et non polynomiaux. Le modèle RMMF di-
vise le processus d’érosion en deux phases : détachement par gouttes de pluie (cf. exemple en
Figure 1.3) et détachement par ruissellement. Chaque phase est liée à un sous-modèle physique.
Les résultats des deux sous-modèles sont ensuite additionnés pour estimer la perte en sol annuelle.
Formalisation des modèles experts
Soit l’ensemble de variables/attributs du modèle expert, noté Dimmodel = {x1, x2, ..., xn}.
L’ensemble des valeurs possibles de l’attribut xj correspond au domaine de xj , i.e. dom(xj). Un
modèle mathématique est une fonction
g : dom(x1)× dom(x2)× ...× dom(xn)→ R, x = (x1, x2, . . . , xn) 7→ g(x)
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Paramètres Domaine de valeurs
Indice de détachement du sol (en g/J) xK défini en fonction du
type de sol
Précipitation annuelle (en mm) xR [0 , 12 000]
Proportion de pluie interceptée
par la végétation xA [0 , 1]
Pourcentage de couverture de la canopée xCC [0 ,1]
Intensité de la pluie (en mm/h) xI {10, 25, 30} en fonction du
climat de la zone d’étude
Hauteur de la végétation (en m) xPH [ 0 , 130 ]
g(xK , xR, xA, xCC , xI , xPH) = xk × [xR × xA × (1− xCC)× (11.9 + 8.7 log xI) + (15.8 + xPH 0.5)− 5.87]× 10−3
Figure 1.3 – Modélisation du détachement par gouttes de pluie dans le modèle RMMF
Par ailleurs, pour qu’un modèle puisse être exploité lors de la fouille de données, la base de
données doit contenir au moins un attribut du modèle expert, i.e. DimD ∩Dimmodel 6= ∅.
1.3.2 Des motifs aux modèles
Différents types de contraintes peuvent être dérivés des modèles en fonction des données, du
type de modèles utilisés, mais aussi du problème étudié. Dans le cadre de cette sous-section, nous
nous focalisons plus particulièrement sur une contrainte relativement similaire à une contrainte
de fréquence minimale, même si ses propriétés sont très différentes. Cette contrainte vise à filtrer
les motifs X tel que g(X) est supérieure ou égale à un seuil, i.e.
Qg≥(X) ≡ g(X) ≥ minf
Par exemple, si g estime la perte en sol (en kg/m2 par an), cette contrainte permettra de
ne conserver que les motifs susceptibles de représenter une perte en sol (et donc une érosion)
supérieure à une certaine quantité. Dans cette application, on peut distinguer deux cas en fonction
de la disponibilité de données "terrain" sur le phénomène modélisé (la perte en sol).
En l’absence de "vérité terrain", cette contrainte permettra de mettre en avant si de telles
pertes risquent d’être fréquentes dans la zone d’étude et dans quelles situations. Elle peut éga-
lement permettre d’identifier à quels autres facteurs, non couverts par le modèle, ces pertes en
sols sont fréquemment liées dans les données.
En présence de "vérité terrain", cette contrainte permettra de comparer la prévision du
modèle des experts à la réalité des données collectées. Les motifs confirmant le modèle sont
intéressants car ils sont doublement validés par la vérité terrain et la connaissance du domaine
(i.e., le modèle expert). De plus, les évènements additionnels dans le motif peuvent compléter les
explications du modèle. Les motifs contredisant le modèle des experts sont tout aussi intéressants
car ils montrent certaines spécificités non prises en compte dans les modèles experts utilisés,
mettant donc en avant des possibilités d’améliorations.
Valeur d’un itemset X par un modèle g
La contrainte précédente nécessite de pouvoir calculer la valeur du motif par le modèle, i.e.
g(X). Par exemple, en considérant g(x1, x2, x3) =
√
x1 − cos(x2)/2 × log(x3), si le motif X est
{“x1 ∈ [3, 5]”, “x2 = 3”, “x3 = A”}, quelle est la valeur de g(X) ? Autrement dit, quelle est la
prévision du modèle g pour les valeurs x1 ∈ [3, 5], x2 = 3, et x3 = A ?
Pour une co-localisation comme {"x1=1", "x2 = 3", "x3=A","mine"}, il suffit de calculer
g(1, 3, 10), en supposant que ”x3 = A” est associé à la valeur 10 par les experts. Ce cas est simple
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car toutes les variables du modèle sont exprimées dans le motif. De plus, elles sont associées à une
unique valeur dans chacun des évènements. A noter que "mine" n’a pas besoin d’être considéré
pour le calcul de g car il n’est pas pris en compte par le modèle. Cet élément est néanmoins
intéressant car il apporte une information supplémentaire par rapport à la connaissance du
modèle. Néanmoins, dans un cas plus général, cette opération soulève deux problèmes.
Premièrement, certaines variables du modèle peuvent ne pas être présentes dans les données
(Dimmodel 6⊆ DimD). De même, d’autres peuvent être absentes du motif car il n’implique qu’un
sous-ensemble des valeurs apparaissant dans les données. Considérons la co-localisation X ′=
{"x1=1", "x3=A", "mine"}. Elle ne couvre pas toutes les variables du modèle (x2 n’est pas
exprimée). Il est tout de même possible de borner g(X ′) en considérant les valeurs de x2 pour
lesquelles g est maximale/minimale. Dans notre exemple, si x2 = pi ou 3pi, alors g(1,x2,10)=1.5.
Cette valeur de g est la plus grande valeur possible étant donné les valeurs de x1 et x3. A l’opposé,
si x2 = 0, 2pi ou 4pi, alors g(1,x2,10)=0.5. Cette valeur de g est la plus petite valeur possible
étant donné les valeurs de x1 et x3. On en déduit que 0.5 ≤ g(X ′) ≤ 1.5, même si x2 n’est pas
dans X ′.
Deuxièmement, il est courant d’avoir des motifs représentant des mélanges d’intervalles,
de valeurs numériques et de valeurs nominales. Considérons par exemple la co-localisation
X ′′ = {“x1 = 4”, “x2 ∈ [0, 2pi[”, “x3 = A”}. Pour calculer g(X ′′), il est possible d’appliquer une
approche similaire à celle utilisée précédemment en bornant g(X ′′) par rapport à x2 ∈ [0, 2pi[. En
étudiant la fonction cosinus sur [0, 2pi[, on sait que g(X ′′) est maximale lorsque x2 = pi (dans ce
cas, g(4, pi, 10) = 2.5) et minimale lorsque x2 = 0 (dans ce cas, g(4, 0, 10) = 1.5). Nous pouvons
donc en déduire que 1.5 ≤ g(X ′′) ≤ 2.5.
Plus formellement, nous avons donc pour tout ij ∈ X représentant un intervalle [infj , supj ]
d’une variable xj du modèle g :
min
∀ij∈[inf j ,supj ]
g(i1, ..., ij , ...in) ≤ g(X) ≤ max∀ij∈[inf j ,supj ]
g(i1, ..., ij , ...in)
Maintenant, il est important d’étudier les propriétés théoriques de ces contraintes afin de
pouvoir les intégrer efficacement dans les algorithmes d’extraction.
Propriétés théoriques des modèles par rapport aux co-localisations
Trois propriétés théoriques ont notamment été identifiées. Elles permettent d’élaguer des
motifs sans avoir à les générer ou les tester. De plus, leur coût de calcul est négligeable par
rapport au gain apporté. Les deux premières propriétés permettent d’élaguer les sur-ensembles
d’un motif sous certaines conditions liées au modèle étudié. La dernière propriété prend en compte
la (dé-)croissance de la dérivée partielle de g par rapport à certains attributs pour élaguer des
motifs partageant des attributs en commun.
Liens entre un motif et ses sur-ensembles Soit deux co-localisations X,Y ⊆ F tel que
X ⊂ Y . Si X et Y ont les mêmes variables du modèle g, alors ils auront les mêmes valeurs pour
ces variables, et par conséquent g(Y ) = g(X). En fait, Y ne se différencie de X que par des types
d’évènements non pris en compte dans le modèle, ce qui n’influence pas le calcul de g(Y ). Dans
ce cas, si g(X) < minf , alors g(Y ) < minf .
Le cas est plus complexe lorsque des variables de g ne sont pas exprimées dans X mais le
sont dans Y (seule autre possibilité si l’on conserve l’hypothèse X ⊂ Y ). Prenons l’exemple
du motif X = {“x2 ∈ [0, 2pi[”, “x3 = A”} où la variable x1 n’est pas exprimée. Nous avons
0.5 = g(1, 0, 10) ≤ g(X) ≤ g(16, pi, 10) = 4.5, car dom(x1) = [1, 16]. Considérons maintenant
67
Chapitre 1. Extraction de co-localisations guidée par le domaine
un sur-ensemble Y1 = {“x1 = 16”, “x2 ∈ [0, 2pi[”, “x3 = A”}, avec g(Y1) = [3.5, 4.5]. Si le
seuil minimum pour g est 2, g(X) < minf , pourtant g(Y1) > minf . Par contre, si le seuil
minimum est 5, on est sûr que tous les sur-ensembles de X vérifient g(X) < 5. On peut donc
directement les éliminer. Cette propriété est appelée "cohérence des bornes" d’une contrainte
(bounds consistency) dans la littérature.
Motifs partageant les mêmes attributs L’étude détaillée de g permet d’exposer d’autres
propriétés entre les motifs. Toutefois, cette étude peut être complexe de par la nature des fonc-
tions considérées (des fonctions à plusieurs variables non nécessairement linéaires). Il est difficile
d’étudier globalement la monotonie d’une fonction à plusieurs variables. Notre solution consiste
à analyser la fonction par rapport à une variable à la fois (les autres étant considérées comme
des constantes). Cela revient à étudier les dérivées partielles de g pour chaque attribut et à iden-
tifier les intervalles dans lesquels la fonction est monotone. Dans chacun de ces intervalles (pour
chacune des variables), il est possible de dériver des propriétés permettant d’élaguer l’espace de
recherche.
Prenons par exemple les co-localisations X={"x1=4", "x2 ∈ [pi/2, pi[", "x3=A"} et Y={
"x1=4", “x2 ∈ [0, pi/2[”, "x3 =A"}. L’analyse de la fonction g par rapport à x2 montre qu’elle
est strictement croissante sur [0, pi] (i.e., ∂f∂x2 > 0 sur [0, pi]). Puisque X est plus grand que Y
par rapport à x2 , nous avons g(Y ) <g(X). En effet, g(X) = [2, 2.5[ et g(Y) = [1.5, 2[. Par
conséquent, si g(X) < minf , alors g(Y ) < minf (même si X 6⊂ Y ). De même, considérons le
motif Y ′′ = {“x1 = 1”, “x2 ∈ [0, pi/2[”, “x3 = A”}. Nous avons g(Y ′′) < g(X), car ∂f∂x1 > 0 sur
dom(x1). Ainsi, si g(X) < minf , alors Y ′′ peut aussi être directement élagué.
Notons que l’impact de cette propriété dépend de la discrétisation. En effet, il n’aurait pas
été possible de déduire cela si nous avions eu les motifs X = {“x1 = 4”, “x2 ∈ [pi, 2pi[”, “x3 = A”}
et Y = {“x1 = 4”, “x2 ∈ [0, pi[”, “x3 = A”}, car g est croissante par rapport à x2 sur [0, pi] et
décroissante sur [pi, 2pi]. Soit une variable xj dont le domaine est découpé en intervalles dans
lesquels g est monotone. Plus le nombre de type d’évènements appartenant à chacun de ces
intervalles est important, plus cette propriété est efficace.
Intégrer les modèles des experts dans l’extraction de motifs
La contrainte proposée est relativement simple à intégrer dans les algorithmes d’extraction
de motifs, car elle possède des propriétés similaires à celles utilisées classiquement pour extraire
des itemsets (p.ex. la contrainte de fréquence minimale). Elle impacte uniquement la génération
des motifs candidats. Dans l’algorithme 1, elle est intégrée à la ligne 11 à la place, ou en conjonc-
tion, de la contrainte QEvt. L’intérêt d’utiliser cette contrainte de seuil basée sur des modèles
experts lors de l’extraction (et non lors de l’étape de post-traitement) est d’élaguer rapidement
les modèles inintéressants, ce qui améliore les performances et le passage à l’échelle.
Cette approche est totalement générique. La plupart des algorithmes d’extraction (p.ex.
Apriori[AS+94], Eclat [ZPO+97], FP-growth [HPY00]) peuvent l’intégrer. Toutefois, selon la
stratégie de l’algorithme, il peut s’avérer difficile d’exploiter certaines de ces propriétés pour
élaguer l’espace de recherche. Par exemple, il est difficile de tirer partie de la dernière propriété
dans des algorithmes dont la stratégie de génération des candidats est basée sur la fermeture
(p.ex. LCM), alors que cela est plus facile pour les algorithmes tels qu’Apriori, FP-growth ou
Eclat (puisque les motifs sont étendus par un élément à la fois et non plusieurs).
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1.4 Visualisation cartographique des co-localisations
Un problème important en fouille de données est la présentation et la visualisation des ré-
sultats issus de l’extraction des données. Classiquement, les solutions sont retournées sous un
format textuel, ce qui ne permet pas d’appréhender l’information spatiale des objets sous-jacents.
La figure 1.4 illustre ce problème. Les objets à gauche sont utilisés pour extraire une liste de
co-localisations intéressantes. Toutefois, cette liste seule contient une information spatiale très
limitée. Elle permet seulement savoir que certains types d’évènements sont “souvent” proches.
Elle ne permet pas de savoir où et comment ces évènements sont spatialement distribués. Au
mieux, certaines approches retournent un rapport textuel avec la liste de toutes les solutions et
affiche sur une carte les instances d’une seule co-localisation sélectionnée [AA99]. Cette approche
permet d’avoir des informations détaillées sur les événements de la co-localisation sélectionnée,
mais elle ne permet pas d’avoir une vue globale de toutes les co-localisations en même temps.
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Figure 1.4 – Problème de la visualisation des co-localisations
Face à ce problème, nous proposons une nouvelle approche pour visualiser sur une carte
l’ensemble des co-localisations extraites. Étant donné que chaque co-localisation intéressante peut
comporter un grand nombre d’instances, notre idée est de les résumer en utilisant une nouvelle
approche de clustering et de les intégrer dans une couche d’un SIG. La couche de co-localisations
résultante indiquera aux experts où et comment chaque co-localisation est généralement située,
donnant ainsi une vue globale de la distribution spatiale des solutions.
1.4.1 Comment représenter visuellement une co-localisation ?
Comme le montre la figure 1.5, il est naturel de représenter chaque co-localisation par une
clique étiquetée, où chaque sommet représente un type d’évènements et chaque arête représente
la relation de voisinage. La couleur des arêtes met en avant l’importance d’une co-localisation
par rapport à la mesure d’intérêt (plus la couleur est vive, plus l’intérêt est élevé). La couleur
des noeuds indique le thème associé au type d’évènements affiché (p.ex. vert pour le thème
"Végétation").
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Figure 1.5 – Représentation sous forme de clique de la co-localisation {"mine","végétation clair-
semée","sentier sensible", "érosion de rivière"} avec pi({mining zone, "végétation clairsemée",
"sentier sensible", "érosion de rivière"}) = 0.8
1.4.2 Comment positionner une co-localisation sur une carte ?
Une co-localisation ne donne que peu d’informations spatiales. Par exemple, si une co-
localisation {a, b, c} est intéressante, alors l’expert sait uniquement que les types d’évènements
(ou d’objets) a, b et c sont souvent proches les uns des autres, mais il ne sait pas où et com-
ment. L’information spatiale d’une co-localisation est principalement portée par ses instances.
Or, le nombre d’instances d’une même co-localisation peut être très important et leur distribu-
tion spatiale peut être hétérogène. Nous devons donc identifier certaines localisations typiques,
i.e. grouper des instances en fonction de leur position spatiale. Pour cela, nous effectuons un
clustering spatial.
Ce clustering peut être effectué en utilisant n’importe quel algorithme existant tel que K-
means [Llo82] ou DBSCAN [EKSX96], directement pendant l’extraction. Toutefois, l’exécution
d’un nouveau clustering pour chaque co-localisation prend beaucoup du temps. Nous pouvons
optimiser ce traitement en considérant que toutes les co-localisations sont construites à partir
du même ensemble de types d’évènements. Pour cela, nous proposons une heuristique en deux
étapes, intégrée à l’algorithme d’exploration, basée sur :
— un clustering spatial des instances de chaque type d’évènements, effectué une seule fois au
début de l’algorithme d’extraction.
— un clustering spatial des instances de chaque co-localisation basé sur les clusters précédents,
en utilisant une approche "fusionner-diviser".
La première étape résume la localisation où chaque type d’évènements se produit. Pour cela,
elle utilise l’algorithme X-means [PM00]. La sous-figure “clusters prétraités” de la figure 1.6
illustre ce "pré-clustering" dans lequel des instances de chaque type d’évènements (p.ex. a, b et
c) sont partitionnées indépendamment par l’algorithme X-means.
La deuxième étape utilise ces clusters prétraités comme point de départ pour regrouper les
instances de chaque co-localisation intéressante (cf. sous-figure “approche diviser-fuisionner” de
la figure 1.6). Chaque tableau d’instances est traité en utilisant une approche de type "fusionner-
diviser". Le principe est de partitionner ("diviser") les instances en fonction du type d’évènements
f ayant le plus grand nombre de clusters. Cependant, en utilisant cette méthode, nous pouvons
avoir des clusters conflictuels, i.e. deux clusters différents partageant des objets communs. La
figure 1.6 illustre ce problème pour la co-localisation {a, b, c}. Si nous divisons en fonction des
clusters de c présentés dans la sous-figure 3. de la figure 1.6, nous avons {a2, b2, c2} et {a3, b2, c3}
(deux instances de la co-localisation {a, b, c}) dans deux clusters différents (cf. sous-tableau i.
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dans la figure 1.6). Cependant, ces deux clusters ont en commun l’objet b2, ce qui signifie que
ces deux groupes d’instances ne sont pas si éloignés l’un de l’autre (cf. sous-tableau ii.) dans
la figure 1.6). Ils sont donc fusionnés (cf. sous-tableaux iii. et iv.). Ces opérations se répètent
jusqu’à ce que le type d’évènements ayant le plus grand nombre de clusters ne change plus. Dans
l’exemple de la figure 1.6, cette approche aboutit à la fusion des deux premiers clusters de c.
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Figure 1.6 – Clustering des instances de la co-localisation {a, b, c}
Une fois ce clustering effectué, il suffit d’associer à chaque emplacement (i.e. chaque cluster)
une clique et de positionner les sommets de cette clique en fonction des coordonnées spatiales
moyennes des objets du cluster. Par exemple, dans la figure 1.7, le premier cluster est composé de
quatre instances de la co-localisation {a, b, c}. Ces quatre instances impliquent quatre objets de
type a ({a1, a2, a3, a4}), trois objets de type b ({b1, b2, b3}) et trois objets de type c ({c2, c3, c4}).
Pour représenter cet emplacement typique de co-localisation {a, b, c}, nous représentons sur la
carte une clique ayant trois sommets (un avec l’étiquette a, un avec l’étiquette b et un autre avec
l’étiquette c). Chaque sommet est le centroïde des objets associés au type correspondant (p.ex.,
le sommet portant l’étiquette a est le centroïde des objets {a1, a2, a3, a4}). Cette approche est
appliquée aux trois clusters de {a, b, c}, résultant en trois cliques dans la carte finale.
Le principal intérêt de cette approche est de visualiser plus précisément où et comment
les co-localisations intéressantes sont généralement situées. Ainsi, elle fournit des informations
supplémentaires aux experts par rapport aux solutions existantes. Par exemple, la figure 1.7
montre que la co-localisation {a, b, c} est généralement située au nord-ouest, au centre et au
sud-est de la carte. Cette approche a l’avantage de fournir aux experts une image globale de la
distribution spatiale de toutes les co-localisations. De plus, elle fournit aussi des informations sur
la manière dont les évènements d’une co-localisation sont les uns par rapport aux autres.
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Figure 1.7 – Visualisation de la co-localisation {a, b, c} sur une carte
1.5 Expérimentations et application à l’étude de l’érosion des sols
1.5.1 Prototype
Les propositions présentées précédemment ont été intégrées dans un prototype couplant une
base de données PostGIS, la librairie d’extraction de motifs iZi [FDMP09], et l’outil de visuali-
sation Quantum GIS. La figure 1.8 décrit l’architecture de ce prototype.
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Accès aux
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Module d'extraction de co-localisations Module de visualization
Figure 1.8 – Architecture du prototype
1.5.2 Protocole expérimental
Nous avons utilisé notre approche pour étudier l’érosion des sols dans deux zones impactées
par l’érosion naturelle et anthropique (érosion liée aux activités minières). La première zone,
dite de la "Ouinné", contient 68 types d’objets (liés à l’érosion, la couverture végétale, la géo-
logie, l’activité minière et le réseau routier) et 3943 objets spatiaux. La seconde zone, dite de
"Kwe Binyi", contient 71 types d’objets et 7306 objets spatiaux. Deux relations de voisinage ont
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été considérées : l’intersection (fonction St_Intersects de PostGis) et la distance euclidienne
(fonction St_Dwithin).
Tout d’abord, un spécialiste de l’érosion des sols a analysé les co-localisations extraites par
l’approche de [SH01] sur les jeux de données (sans intégrer aucune contrainte du domaine).
L’interprétation des résultats a été faite à partir de l’affichage cartographique proposé dans
la section précédente. Ensuite, l’expert à utilisé ces résultats pour définir des contraintes et
éliminer les relations non intéressantes (car connues ou non pertinentes). Ces contraintes spatiales
et thématiques ont été intégrées dans l’algorithme de [SH01] et étudiées en fonction des deux
relations de voisinage. Pour finir, nous avons considéré une conjonction de contraintes basée sur
la surface impactée par le motif et le modèle d’Atherton [Ath05] développé par des experts pour
prédire le risque d’érosion. Afin de montrer la généricité de notre approche, nous avons intégré
ces contraintes dans l’algorithme d’extraction de motifs Close-By-One [KO02].
Après cette analyse qualitative, nous avons étudié les performances (temps d’exécution et
nombre de motifs) des algorithmes avec et sans les contraintes du domaine, ainsi que l’efficacité
de notre approche de visualisation.
1.5.3 Analyse qualitative des motifs
Impact des contraintes définies par les experts
La co-localisation {"cours d’eau secondaire", "sols nus sur substrat ultramafique"} est un
exemple de nouveau motif extrait grâce à ces contraintes. Il a été extrait avec la fonction
St_Intersects et un seuil d’indice de participation de 0.5. Cette tendance est intéressante car
ces sols ("sols nus sur substrat ultramafique") sont souvent liés aux activités minières. Lorsque
ces sols miniers sont dépourvus de végétation, l’érosion peut être très importante. Dans ce cas,
les cours d’eau traversant ces sols peuvent être pollués.
L’expert a également découvert de nouveaux motifs intéressants avec St_Dwithin à 200
mètres et un seuil d’indice de participation de 0.5. Par exemple, la co-localisation {"zone dégradée
par les activités minières", "maquis lino-herbacé"}, i.e. les zones dégradées par les activités
minières sont souvent situées à proximité de zones couvertes de petits arbustes. La figure 1.9
présente ce motif ainsi que les données sous-jacentes. Les zones couvertes d’arbustes sont en jaune
et les zones érodées sont entourées par un polygone orange. Ce motif est associé à deux cliques
sur la carte (composées d’un point vert et d’un autre orange). La première clique représente les
occurrences de la co-localisation situées en haut à gauche de la zone d’étude, alors que la deuxième
représente les occurrences situées dans zone centrale. Ce type de végétation est intéressant en
raison de son pourcentage élevé de plantes endémiques. De plus, il est particulièrement adapté
aux sols miniers. Cette végétation est essentielle à la re-végétalisation et à la restauration de ces
zones dégradées par les activités minières.
A noter que les motifs non intéressants extraits ont été à leur tour utilisés pour définir de
nouvelles contraintes, affiner l’analyse et étudier des seuils de fréquence minimale plus faibles.
Impact des contraintes dérivées des modèles des experts
Plusieurs motifs intéressants pour les experts ont aussi pu être mis en avant grâce à la
contrainte basée sur le modèle d’Atherton [Ath05]. D’après ce modèle, le risque le plus faible
correspond à la valeur 1.5 et la plus élevée est 17. Ainsi, un seuil minimum de 3, i.e. minf = 3,
est un seuil faible permettant d’ignorer lors de l’analyse les motifs non liés à un risque d’érosion.
A l’opposé, un seuil minimum de 15, i.e. minf = 15, est un seuil élevé permettant de se focaliser
sur les motifs liés à un fort risque d’érosion.
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Figure 1.9 – Visualisation de la co-localisation {"zone dégradée par les activités minières",
"maquis lino-herbacé"}
Par exemple, un motif couvrant 1% de la zone d’étude et lié à une forte érosion (minf = 15)
a été extrait. Cette co-localisation est {"serpentinite", "sol ultramafique sur substrat volcano-
sedimentaire", "pente=[61,100]", "indice de végétation=(-0.071,0.115]"}. Cette tendance montre
qu’une partie de la zone étudiée est associée à un risque élevé d’érosion des sols. Ces zones à
haut risque sont caractérisées par des sols avec de la serpentinite recouverts de substrat volcano-
sédimentaire et présentant une pente importante. L’indice de végétation NDVI calculé à partir
des informations radiométriques de l’image satellitaire confirme cela. La valeur de cet indice est
faible, ce qui est typique d’une végétation clairsemée. Les attributs radiométriques ont un autre
intérêt. Ces valeurs peuvent être utilisées sur d’autres images satellites pour identifier les zones
à haut risque, même si nous n’avons ni la géologie ni la couverture terrestre (i.e. les données
d’entrée du modèle) sur ces images.
Un autre exemple de motif est {"latérites épaisses sur les péridotites", "maquis lino-herbacé",
"pente=[3.6 ;30] "}. Ce motif est associé à un risque modéré d’érosion des sols d’après le modèle
des experts utilisé (minf = 6). Sa fréquence montre que 4-5 % de la région est caractérisée par
un tel risque d’érosion.
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1.5.4 Analyse quantitative
Impact des contraintes définies par les experts
Les résultats obtenus sur les deux jeux de données confirment l’impact des contraintes sur
le temps d’exécution et le nombre de motifs extraits 1. L’extraction des motifs est beaucoup
plus efficace avec les contraintes définies par les experts, et le nombre de motifs est beaucoup
moins important. Cette différence est plus importante lorsque la relation de voisinage est moins
stricte (p.ex., St_dwithin à 200m), car davantage de co-localisations candidates sont générées et
testées. La figure 1.10 illustre cela sur les données Ouinné et la relation de voisinage St_dwithin
à 200m.
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Figure 1.10 – Exemple de temps d’exécution et de nombre de co-localisations extraites avec et
sans des contraintes définies par les experts (Ouinné)
Impact des contraintes dérivées des modèles des experts
Comme attendu, la contrainte basée sur le modèle des experts permet de réduire le nombre
de motifs et donc d’accélérer l’extraction. Cela montre également que le temps de traitement de
la contrainte est négligeable par rapport au temps gagné en élaguant l’espace de recherche. La
figure 1.11 illustre cela sur les données de Kwe Binyi avec le modèle d’Atherton [Ath05] 2. Ces
résultats montrent notamment que des contraintes relativement "larges" (minf = 3 et surface
minimum à 10% de la zone d’étude) permettent tout de même d’élaguer un grand nombre de
motifs non intéressants.
Impact de l’approche de visualisation
Comme le montre la figure 1.12, l’extraction des co-localisations est plus lente lorsque celle-ci
intègre le calcul des représentations visuelles, ce qui est normal car un clustering est fait en
plus. Cependant, ces performances restent du même ordre de grandeur. Le nombre de motifs
retournés aux experts est par contre totalement différent. En moyenne, chaque co-localisation
est représentée par trois motifs sur la carte, alors que le nombre d’instances est beaucoup plus
important.
1. Expérimentations réalisées sur un Intel (R) Xeon (R) 2.66GHz avec 4 Go de RAM et Windows Server 2003
2. Expérimentations réalisées sur un Intel (R) Xeon (R) 2.2GHz avec 8 Go de RAM et Windows Server 2012
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Figure 1.11 – Temps d’exécution et nombre de motifs extraits avec et sans contrainte basée sur
le modèle d’Atherton (Kwe Binyi)
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Figure 1.12 – Exemple de temps d’exécution et de nombre de motifs retournés avec et sans
visualisation
En général, notre approche de clustering est plus rapide qu’un post-traitement basé sur
DBSCAN [EKSX96] ou X-means [PM00]. Ce dernier peut toutefois être légèrement plus efficace
pour des seuils élevés. Cette différence est principalement due au coût du pré-clustering effectué
pour chaque type d’objets. En post-traitement, ces clustering ne sont pas effectués car les motifs
de taille un ne sont pas retournés. Au contraire, nous devons les calculer et les stocker avec notre
approche.
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2Extraction de motifs séquentiels
intégrant le voisinage
L’extraction de co-localisations est une problématique importante en fouille de données spa-
tiales. Comme discuté en section 2.2.1, bien que ce concept ait été étendu à des données spatio-
temporelles [CSRS08, QHH09, PAA13, Cel15], l’intégration de la dimension temporelle dans
les co-localisations reste structurellement limitée. D’autres approches ont été proposées telles
que [TG01, YPM05, HZZ08, MSSR12, BTD17]. Toutefois, elles ne permettent pas de prendre
en compte l’évolution d’un ensemble de types d’évènements tout en considérant l’environnement
proche.
Ce constat a donc motivé une deuxième contribution visant à définir un nouveau domaine de
motifs séquentiels intégrant le voisinage, et à développer un algorithme efficace pour les extraire.
Ce travail a principalement été réalisé dans le cadre d’un projet de recherche du ministère des
Outre-mer ("projet MOM") centré sur la dengue (une maladie vectorielle ayant un impact impor-
tant en Nouvelle-Calédonie). Dans ce contexte, notre objectif était de développer des méthodes
originales pour analyser la dynamique de la maladie dans les quartiers de Nouméa. A noter que
ce travail a également été utilisé dans le cadre du projet ANR Fresqueau (ANRII-MONU14),
mené par l’ENGEES à Strasbourg et TETIS à la Maison de la Télédétection de Montpellier pour
l’étude de la qualité de l’eau des rivières.
Le tableau 2.1 présente les différents étudiants (stagiaire et doctorant) ayant travaillé sur
cette problématique. Il présente aussi le projet de recherche et les collaborations associés à ce
travail. Suite à ce tableau sont également listées les principales publications.
Master/Thèse
L. Mabit (2010)
stage Université Lyon 2
co-encadrement N. Selmaoui-Folcher (UNC)
H. Alatrista Salas (2009-2012)
thèse dirigée par M. Teisseire (IRSTEA) et
N. Selmaoui-Folcher (UNC), co-encadrants :
S. Bringay (Université de Montpellier) et
F. Flouvat
Projet
projet MOM "Prévention et prédiction des épidémies
de dengue en Nouvelle-Calédonie" (2010-2011)
Collaborations
IRSTEA, Université de Montpellier, IRD,
Direction des Affaires Sanitaires et Sociales NC,
Institut Pasteur NC, Météo NC
Table 2.1 – Synthèse des encadrements, des projets et des collaborations en lien avec l’extraction
de motifs spatio-séquentiels
Ce chapitre est organisé de la manière suivante. La section 2.1 présente le domaine de motifs
proposé et les contraintes utilisées. La section 2.2 décrit un algorithme dérivé de PrefixSpan
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Principales publications
Nazha Selmaoui-Folcher and Frédéric Flouvat. How to use "classical" tree mining algorithms to find complex
spatio-temporal patterns ? In Proceedings of the International Conference on Database and Expert Systems
Applications (DEXA’11), Toulouse, France, August 2011.
Hugo Alatrista-Salas, Sandra Bringay, Frédéric Flouvat, Nazha Selmaoui-Folcher and Maguelonne Teisseire.
The Pattern Next Door : Towards Spatio-Sequential Pattern Discovery. In Proceedings of the 16th Pacific-Asia
Conference on Knowledge Discovery and Data Mining (PaKDD’12), Kuala Lumpur, Malaysia, 2012.
Hugo Alatrista-Salas, Jérome Azé, Sandra Bringay, Flavie Cernesson, Frédéric Flouvat, Nazha Selmaoui-
Folcher and Maguelonne Teisseire. Finding relevant sequences with the least temporal contradiction measure :
application to hydrological data. In proceedings of the AGILE 2012 International Conference on Geographic
Information Science, Avignon, April 24-27, pp197-202, 2012.
Hugo Alatrista Salas, Frédéric Flouvat, Sandra Bringay, Nazha Selmaoui-Folcher and Maguelonne Teisseire. A
spatial-based KDD process to better manage the river water quality. In the International Journal of Geomatics
and Spatial Analysis 23(3-4), p.469-494, 2013.
Hugo Alatrista Salas, Sandra Bringay, Frédéric Flouvat, Nazha Selmaoui-Folcher, Maguelonne Teisseire. Spatio-
sequential patterns mining : beyond the boundaries. In Intelligent Data Analysis, Vol. 20(2), p.293-316, 2016.
Table 2.2 – Synthèse des publications en lien avec l’extraction de motifs spatio-séquentiels
pour extraire ces motifs. Une mesure de qualité visant à améliorer la pertinence des motifs affichés
à l’expert est présentée en section 2.3. La section 2.4 présente un outil pour visualiser les motifs
extraits. Pour finir, la section 2.5 discute des résultats obtenus sur un jeu de données lié à la
dengue dans Nouméa.
2.1 Cadre théorique
2.1.1 Les données
Les données considérées dans ce chapitre décrivent la distribution d’attributs variant de
manière continue dans l’espace et le temps (p.ex. conditions météorologiques, nombre de cas de
dengue), mais qui sont échantillonnés et discrétisés pour être traités à l’échelle du quartier. Dans
notre contexte, le modèle spatial considéré est le pavage de polygones (chacun représentant un
quartier).
Une telle base de données peut être définie comme un triplet BD = (dS , dT , dA) où dT est un
ensemble d’estampilles temporelles, dS est un ensemble de zones et dA un ensemble de caractéris-
tiques des zones au cours du temps (des valeurs catégorielles). Les zones sont liées par une relation
de voisinage notée voisin définie par : voisin(zi, zj) = vrai si zi et zj sont voisines, faux sinon.
Le tableau 2.3 présente une telle base de données liée aux données météorologiques de trois ré-
gions sur trois jours consécutifs. Les trois régions sont liées par une relation de proximité décrite
dans la figure 2.1.
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Figure 2.1 – Régions voisines
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Région Date Température Précipitation Vent Rafales
z1 22/12/10 tempm precipm ventm [55,65[
z1 23/12/10 tempm precipm ventl [75,100[
z1 24/12/10 templ precipm ventm [75,100[
z2 22/12/10 tempm precipm ventm [55,65[
z2 23/12/10 templ precipm ventl [50,55[
z2 24/12/10 templ precipl ventm [75,100[
z3 22/12/10 temps precips vents [55,65[
z3 23/12/10 tempm precips ventl [55,65[
z3 24/12/10 tempm precips vents [50,55[
. . . . . . . . . . . . . . . . . .
Table 2.3 – Changements météorologiques dans trois régions : z1, z2 et z3 pour le 22, 23, 24
décembre 2010
2.1.2 Les motifs spatio-séquentiels
Face à de telles données intégrant à la fois une dimension temporelle et spatiale, nous intro-
duisons un nouveau domaine de motifs dérivé des motifs séquentiels et des co-localisations : les
motifs spatio-séquentiels.
Ces motifs s’appuient sur le concept d’itemset spatial. Dans le cadre de ces données, un itemset
IS est sous-ensemble de la dimension d’analyse dA, i.e. IS ⊆ dA. Un itemset spatial IST =
ISi  ISj représente deux itemsets proches spatialement. Autrement dit, il existe au moins une
zone z ∈ dS associée à l’itemset ISi à un temps t ∈ dT , et cette zone est voisine d’une zone associée
à l’itemset ISj au même temps. Par exemple, IST = {tempm, precipm, ventl}  {ventl, [50, 55[}
est un itemset spatial associé à la zone z1 le 23/12/10 car {ventl, [50, 55[} est au même moment
associé à la zone voisine z2.
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Figure 2.2 – Représentation graphique des itemsets spatiaux (a) IS1  IS2 (b) θ  IS2 (c)
IS1  [IS2; IS3].
Afin de faciliter les notations, nous introduisons un opérateur de groupement n-aire
noté [ ], qui permet de regrouper une liste d’itemsets affectés par l’opérateur  (à côté de).
Nous utilisons également le symbole θ pour représenter l’absence d’itemsets dans une zone.
La figure 2.2 montre les trois types d’itemsets spatiaux que nous pouvons construire avec les
notations introduites précédemment. Les lignes pointillées représentent la relation de voisinage
spatiale. Par exemple, l’itemset spatial IST = θ [{tempm}; {precipl}] représente une zone sans
événement particulier mais dont deux zones voisines distinctes ont été marquées respectivement
par une température tempm et des précipitations precipl au même moment.
Un itemset spatial IST = ISiISj est inclus dans un autre itemset spatial I ′ST = IS′kIS′l,
noté IST ⊆ I ′ST , si et seulement si ISi ⊆ IS′k et ISj ⊆ IS′l. Par exemple, l’itemset spatial
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IST = {tempm, precipm}  {ventl} est inclus dans l’itemset spatial I ′ST = {tempm, precipm} 
{ventl, [55, 65[} car {tempm, precipm} ⊆ {tempm, precipm} et {ventl} ⊆ {ventl, [55, 65[}.
Dans ce contexte, un motif spatio-séquentiel est une liste ordonnée d’itemsets spatiaux,
notée S =< IST1 , IST2 , . . . , ISTm > où ISTi , ISTi+1 respectent la contrainte de séquentialité tempo-
relle pour tout i ∈ [1..m−1]. L’exemple de motif spatio-séquentiel illustré en figure 2.3 représente
le motif S =< {tempm}, θ  [{precipl}; {vents}], {ventl}  [{precipl}; {templ}] >. Les flèches
représentent la dynamique temporelle et les lignes pointillées représentent la relation de voisinage
spatial entre itemsets.
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Figure 2.3 – Exemple de dynamique spatio-temporelle.
La relation d’inclusion définie pour les motifs séquentiels peut être étendue aux mo-
tifs spatio-séquentiels. Une séquence S =< IST1 , IST2 , . . . , ISTm > est incluse dans une sé-
quence S′ =< I ′ST1 , I
′
ST2
, . . . , I ′STn >, notée S  S′ , s’il existe des entiers j1 ≤ . . . ≤
jm tels que IST1 ⊆ I ′STj1 , IST2 ⊆ I
′
STj2
, . . . , ISTm ⊆ I ′STjm . Par exemple, la séquence
S =< {templ, precipm}  {precipl, vents}, {[55, 65[} > est incluse dans la séquence S′
= < {templ, precipm}  {precipl, vents}, {[55, 65[}  {vents} > car {templ, precipm} 
{precipl, vents} ⊆ {templ, precipm}  {precipl, vents} et {[55, 65[} ⊆ {[55, 65[}  {vents}.
2.1.3 Les contraintes de fréquence et de participation minimales
Nous introduisons dans cette sous-section deux contraintes visant à filtrer des motifs spatio-
séquentiels intéressants. Ces contraintes sont dérivées de la mesure de fréquence définie pour la
fouille de motifs séquentiels [AS95] et de l’indice de participation défini pour la fouille de co-
localisations spatio-temporelles [HSX04]. Afin d’illustrer ces deux mesures, nous utiliserons la
base de séquences suivante issue de la transformation du tableau 2.4. Elle représente l’évolution
des attributs pour chaque zone.
Région Séquence
z1 Sz1 =< {tempm, precipm, ventm, [55, 65[}, {tempm, precipm, ventl, [75, 100[}, {templ, precipm, ventm, [75, 100[} >
z2 Sz2 =< {tempm, precipm, ventm, [55, 65[}, {templ, precipm, ventl, [50, 55[}, {templ, precipl, ventm, [75, 100[} >
z3 Sz3 =< {temps, precips, vents, [55, 65[}, {tempm, precips, ventl, [55, 65[}, {tempm, precips, vents, [50, 55[} >
Table 2.4 – Base de séquences BDseq illustrant l’évolution des zones z1, z2 et z3
En fouille de séquences, la fréquence (relative) d’une sous-séquence est définie comme le
nombre de séquences en entrée qui contiennent la sous-séquence, sur le nombre total de séquences
en entrée. Cette définition peut être aisément étendue à notre contexte en intégrant simplement
le voisinage spatial lors de la vérification de l’inclusion. Par exemple, la fréquence du motif S =<
{precipm}, {templ}  {[75, 100[} > dans la base de données BD présentée dans le tableau 2.4
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est supp(S,BD) = 2/3. Cette mesure indique que le motif apparaît dans deux zones sur trois
(les zones z2 et z1 comme illustré en figure 2.4).
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Figure 2.4 – Occurrences du motif S =< {precipm}, {templ}  {[75, 100[} >
On peut ainsi définir une contrainte de fréquence minimale similaire à celle classiquement
utilisée dans la littérature. Soient supp(S,BD) la fréquence relative de la séquence spatiale
S dans la base de données BD et un seuil minsup dans [0, 1], la contrainte de fréquence
minimale sur S est définie de la manière suivante :
Qsupp(S,BD) ≡ supp(S,BD) ≥ minsup
L’indice de participation défini dans [HSX04] peut aussi être adapté en combinant un indice
de participation spatiale et un indice de participation temporelle. L’indice de participa-
tion spatiale d’une séquence spatiale S, noté SPi(S,BD), correspond à la probabilité minimale
d’avoir une zone contenant S sachant un item i ∈ S. L’indice de participation temporelle
de S, noté TPi(S,BD), correspond à la probabilité minimale d’avoir une occurence d’un item
de S sachant toutes les occurrences de ce même item dans une séquence en entrée.
SPi(S,BD) = min∀f∈dom(dA),f∈S
(
supp(S,BD)
supp(f,BD)
)
TPi(S,BD) = minSz∈BDseq ,z∈dom(dS)
(
minf∈dom(dA)
(
nb occurrences de f dans S
nb occurrences de f dans Sz
))
Par exemple, le motif S =< {precipm}, {templ}  {[75, 100[} > de la figure 2.4 a un indice
de participation spatiale de 2/2 = 1 et un indice de participation temporelle de 1/3. L’indice
de participation spatio-temporelle d’une séquence spatiale s, noté STPi(S,BD), est en-
suite défini comme le produit des deux mesures précédentes, i.e. STPi(S,BD) = SPi(S,BD) ∗
TPi(S,BD). Dans l’exemple précédent, le motif S a donc un indice de participation spatio-
temporelle de 1/3.
Comme précédemment, on peut définir une contrainte de participation minimale de la
manière suivante :
Qstpi(S,BD) ≡ STPi(S,BD) ≥ minstpi
Notons que ces deux prédicats Qsupp(S,BD) et Qstpi(S,BD) sont anti-monones. Si un motif
spatio-séquentiel S n’est pas "fréquent" ou intéressant, alors tous les motifs S′ tel que S  S′,
le sont également. Ces contraintes peuvent donc être utilisées dans les algorithmes d’extraction
pour élaguer l’espace de recherche.
81
Chapitre 2. Extraction de motifs séquentiels intégrant le voisinage
2.1.4 Problématique
Soit une base de données spatio-temporelles BD. L’objectif est de trouver l’ensemble des
motifs spatio-séquentiels dont la fréquence (ou l’indice de participation spatio-temporelle) est
supérieure à un seuil spécifié par l’utilisateur.
2.2 Stratégie d’extraction des motifs spatio-séquentiels
Etant donné la structure de ce domaine de motifs et les propriétés de ces contraintes, l’extrac-
tion peut être effectuée suivant une stratégie dérivée de celles utilisées pour extraire les séquences
fréquentes. Les principales modifications résident dans la façon de générer les motifs et dans les
calculs effectués pour vérifier la contrainte choisie. Deux stratégies ont été plus particulièrement
adaptées. La première est la stratégie utilisée par l’algorithme Apriori [AS95] (parcours par ni-
veau) et la deuxième est la stratégie utilisée par l’algorithme PrefixSpan [PHMA+01] (parcours
en profondeur et projections successives).
2.2.1 Algorithme par niveau dérivé d’Apriori
Pour rappel, le principe de cette stratégie d’exploration est d’effectuer un parcours en largeur
(encore appelé par niveau) de l’espace de recherche. Tout d’abord, l’algorithme recherche des
motifs intéressants de taille un. Ensuite, à chaque itération k, un ensemble de motifs candidats
de taille k, noté Candk, est généré en utilisant des motifs intéressants de taille k − 1. Un motif
candidat est un motif dont tous les sous-modèles de taille k−1 sont intéressants. Après ces étapes
de génération et d’élagage, tous les motifs candidats sont testés par rapport au prédicat, et les
motifs intéressants sont utilisés pour commencer la prochaine itération. L’algorithme s’arrête
lorsque l’ensemble des motifs candidats est vide.
Cette stratégie initialement développée pour des itemsets a été étendue aux séquences
(d’itemsets) dans [AS95] en rajoutant de nouvelles règles de génération des motifs candidats.
L’intégration des itemsets spatiaux dans les motifs séquentiels nécessite donc d’étendre ces règles
afin de pouvoir générer tous les motifs de ce langage plus riche (cinq règles ont dû être ajoutées).
L’ensemble des règles de génération sont décrites dans le tableau 2.5. Le motif < ρx > représente
une séquence dont le préfixe est la séquence ρ et dont le dernier itemset finit par l’item x. Le
motif < ρ, {x} > représente quant à lui une séquence dont le préfixe est la séquence ρ suivi par
un itemset {x}.
Table 2.5 – Règles de génération des motifs candidats
Séquence α Séquence β Si Motif candidat γ
< ρx > < ρy > x < y < ρxy >
< ρx > < ρ, {y} > < ρx, {y} >
< ρ, {x} > < ρ, {y} > x < y < ρ, {x, y} >
< ρx > < ρ y > < ρx y >
< ρ, {x} > < ρ y > < ρ y, {x} >
< ρ x > < ρ y > x < y < ρ [x; y] > et < ρ {x, y} >
< ρx > < ρ, θ  {y} > < ρx, θ  {y} >
< ρ, θ  {x} > < ρ, θ  {y} > x < y < ρ, θ  [x; y] > et < ρ, θ  {x, y} >
Pour calculer l’intérêt d’un motif spatio-séquentiel, il est nécessaire d’étudier l’évolution de
chaque zone mais aussi celles des zones voisines. Afin de faciliter les tests, la base de données est
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stockée sous forme séquentielle dans une structure de données simple divisée en deux parties :
la première stocke les séquences représentant l’évolution de chaque zone étudiée, et la deuxième
référence les séquences associées à l’évolution des zones voisines (cf. tableau 2.6).
Séquence Séquences voisines
Sz1 =< {tempm, precipm, ventm, [55, 65[}, {tempm, precipm, ventl, [75, 100[}, Sz2 , Sz3
{templ, precipm, ventm, [75, 100[} >
Sz2 =< {tempm, precipm, ventm, [55, 65[}, {templ, precipm, ventl, [50, 55[}, Sz1
{templ, precipl, ventm, [75, 100[} >
Sz3 =< {temps, precips, vents, [55, 65[}, {tempm, precips, ventl, [55, 65[}, Sz1
{tempm, precips, vents, [50, 55[} >
. . . . . .
Table 2.6 – Stockage des données en entrée intégrant le voisinage
2.2.2 Algorithme en profondeur dérivé de PrefixSpan
Comme l’ont montré les expérimentations, le passage à l’échelle de l’approche par niveau reste
limité lorsque les motifs solutions sont longs. Face à ce problème, nous avons testé une stratégie
basée sur PrefixSpan [PHMA+01]. Pour rappel, le principe de cette approche est d’extraire les
solutions sans génération de motifs candidats. Cette approche fait récursivement des projections
de la base de données, recherche des extensions fréquentes et re-projette la base de données en
fonction de celles-ci. Les motifs fréquents sont ainsi étendus progressivement suivant un parcours
en profondeur de l’espace de recherche.
Cette approche est décrite par l’algorithme 2. Cette procédure commence par rechercher
l’ensemble Th1 des items f et θ  {f} vérifiant Q dans la projection de la base de données BD
par rapport au préfixe α, noté BD|α (ligne 1 de l’algorithme 2). Ces items vont constituer les
extensions possibles de la séquence α. Ensuite, pour chaque item ou item spatial x ∈ Th1, nous
étendons la séquence spatiale α avec x (lignes 3-4). Pour faire cela, nous avons deux possibilités :
1) ajouter x au dernier itemset spatial de la séquence α (ligne 3) ou 2) insérer x après (i.e. au
temps suivant) le dernier itemset spatial de α (ligne 4). Une fois l’extension du motif effectuée,
nous vérifions si les séquences spatiales résultantes vérifient la contrainte Q (lignes 5 et 9). Chaque
solution trouvée est enregistrée dans l’ensemble Th(BD,Q) (lignes 6 et 10). L’algorithme effectue
ensuite une projection de la base de données par rapport à ces motifs. Les appels récursifs qui
suivent permettent de construire les sur-séquences des motifs fréquents trouvés à partir des bases
projetées correspondantes (lignes 7 et 11). L’algorithme s’arrête lorsqu’il n’y a plus de projections
qui puissent être générées.
Nous illustrons cet algorithme en utilisant des données du tableau 2.3 et la figure
2.1 avec une fréquence minimale de 2/3. Dans un premier temps, Prefix-growthST com-
mence par extraire les items fréquents et items spatiaux fréquents de BD (ligne 1), soit :
Th1 = {precipm, templ, tempm, ventm, ventl, [50, 55[, [55, 65[, [75, 100[, θprecipm, θtempl, θ
tempm, θ  ventl, θ  ventm, θ  [55, 65[, θ  [75, 100[}.
Pour chaque item fréquent f et θ  f trouvé (ligne 2), l’algorithme calcule la projection de
la base de données par rapport à cet item (aucune extension n’est faite ici car α est vide). Par
exemple, pour l’item fréquent precipm, nous obtenons la projection présentée dans le tableau 2.7.
Chacune de ces bases projetées est ensuite utilisée dans un appel récursif permettant de
rechercher des sur-séquences solutions (lignes 7 et 11). Le premier appel récursif va construire
les sur-séquences ayant pour préfixe < {precipm} > à partir de la base projetée décrite dans
le tableau 2.7. Plus précisément, l’algorithme va d’abord rechercher les items fréquents dans
cette base projetée (lignes 1), puis étendre < {precipm} > avec. Les items fréquents obtenus
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Algorithm 2 Prefix-growthST( α, BD|α, Q, Th(BD,Q) )
Require: une séquence spatiale α , la projection BD|α de la base de données spatio-temporelles par rapport à
α, une contrainte anti-monotone Q, et Th(BD,Q) un ensemble de motifs spatio-séquentiels solutions ;
1: Th1 ← {l’ensemble d’items f et θ  {f} vérifiant Q dans BD|α, avec f ∈ dom(dA) }
2: for all x ∈ Th1 do
3: β ←< αx >
4: δ ←< α, {x} >
5: if Q(β,BD|α) then
6: Th(BD,Q)← Th(BD,Q) ∪ β ;
7: Prefix-growthST(β,BD|β , Q, Th(BD,Q))
8: end if
9: if Q(δ,BD|α) then
10: Th(BD,Q)← Th(BD,Q) ∪ δ ;
11: Prefix-growthST( δ, BD|δ, Q, Th(BD,Q) )
12: end if
13: end for
Séquence Séquences voisines
Sz1 =< {_, ventm, [55, 65[}, {tempm, precipm, ventl, Sz2 =< {_, ventm, [55, 65[}, {templ, precipm, ventl,
[75, 100[}, {templ, precipm, ventm, [75, 100[} > [50, 55[}, {templ, precipl, ventm, [75, 100[} >
Sz3 =< {_, vents, [55, 65[}, {tempm, precips, ventl,
[55, 65[}, {tempm, precips, vents, [50, 55[} >
Sz2 =< {_, precipm, ventm, [55, 65[}, {templ, precipm, Sz1 =< {_, precipm, ventm, [55, 65[}, {tempm, precipm,
ventl, [50, 55[}, {templ, precipl, ventm, [75, 100[} > ventl, [75, 100[}, {templ, precipm, ventm, [75, 100[} >
Table 2.7 – Projection de < {precipm} > sur BD
pour BD|<(precipm}> sont {ventl, ventm, templ, precipm, [55, 65[, [75, 100[, θventl, θventm, θ
templ, θ  precipm, θ  [55, 65[, θ  [75, 100[}. Le premier item fréquent trouvé est ventl. On
obtient donc les motifs < {precipm, ventl} > (ligne 3) et < {precipm}, {ventl} > (ligne 4). Seul
< (precipm}, {ventl} > est fréquent (ligne 9), l’algorithme utilise ce motif pour faire une nouvelle
projection (cf. tableau 2.8) et rechercher récursivement toutes les sous-séquences fréquentes ayant
pour préfixe < {precipm}, {ventl} >.
Séquence Séquences voisines
Sz1 =< {_, [75, 100[}, {templ, precipm, ventm, [75, 100[} > Sz2 =< {_, [50, 55[}, {templ, precipl, ventm, [75, 100[} >
Sz3 =< {_, [55, 65[}, {tempm, precips, vents, [50, 55[} >
Sz2 =< {_, [50, 55[}, {templ, precipl, ventm, [75, 100[} > Sz1 =< {_, [75, 100[}, {templ, precipm, ventm, [75, 100[} >
Table 2.8 – Projection de < {precipm}, {ventl} > sur BD
L’item spatial θtempl est un des items fréquents dans l’appel récursif qui suit. L’algorithme
construira donc ensuite les motifs < {precipm}, {ventl}{templ} > et < {precipm}, {ventl}, θ
{templ} >. Une fois tous les items fréquents projetés, l’algorithme va parcourir une autre
"branche" de l’espace de recherche (les motifs commençant par < {templ} > par exemple).
L’algorithme procède donc globalement de la même manière, que les items soient spatiaux ou
non. Notons que lorsque l’algorithme étend un motif du type < IST1 , IST2 , ..., ISSTk{x} > avec
un item fréquent θ  y (x < y), la ligne 3 construit les motifs < IST1 , IST2 , ..., ISSTk  {x, y} >
et < IST1 , IST2 , ..., ISSTk  {x}  {y} >. Dans ce dernier cas, l’opérateur de groupement n-aire
est utilisé afin de représenter la séquence sous la forme < IST1 , IST2 , ..., ISSTk  [x; y]} > .
84
2.3. Evaluation de la qualité des motifs extraits
2.3 Evaluation de la qualité des motifs extraits
A l’issue de l’extraction, un grand nombre de motifs spatio-séquentiels peuvent être extraits.
Afin d’éliminer les motifs non pertinents, nous avons introduit une nouvelle mesure de qualité
basée sur le concept de moindre contradiction proposé dans [Azé03]. Cette mesure calculée en
post-traitement vise à filtrer les motifs les plus contradictoires par rapport aux données.
Le concept de moindre contradiction a été introduit dans le cadre des règles d’association.
Soit une règle d’association X → Y , avec X et Y deux itemsets disjoints. La mesure de moindre
contradiction de cette règle est MC(X → Y ) = supp(XY )−supp(XY )supp(Y ) , où supp(XY ) représente les
transactions contenant X mais pas Y . Cette mesure est relativement proche de la mesure de
lift communément utilisée pour filtrer les règles d’association : lift(X → Y ) = supp(XY )supp(X)×supp(Y ) .
Elle est appliquée en post-traitement sur toutes les règles extraites. L’avantage de la mesure de
moindre contradiction est d’être facile à interpréter. De plus, comme montré dans [Azé03], elle
permet d’extraire des connaissances intéressantes et elle résiste relativement bien au bruit.
Une première étape avant de pouvoir l’appliquer aux motifs spatio-séquentiels consiste à
l’adapter aux séquences d’itemsets. Soit une sous-séquence S apparaissant dans une base de
données séquentielle BDseq. Nous considérons que cette séquence S est "contredite" par une
autre séquence Sc, si cette dernière contient les mêmes itemsets que S mais dans un ordre
différent. Considérons les ensembles SContr et SAll, représentant respectivement l’ensemble des
sous-séquences extraites contenant tous les itemsets de S dans un ordre différent et l’ensemble des
sous-séquences extraites contenant tous les items de S. La mesure de moindre contradiction
temporelle de S dans BDseq est
MCT (S,BDseq) =
supp(S,BDseq)−
∑
min
⊆
{Sc∈SContr}
supp(Sc, BDseq)
∑
min
⊆
{Sa∈SAll}
supp(Sa, BDseq)
L’exemple suivant présente une partie des solutions extraites dans une base de données sé-
quentielles BDseq (avec leur fréquence) et la mesure de moindre contradiction temporelle d’un
de ces motifs.
Th(BD,Q) = {
S0 =< {b, c}, {a}, {d} >, supp(S0, BDseq) = 0.14
S1 =< {a}, {b, c} >, supp(S1, BDseq) = 0.35
S2 =< {b, c}, {a} >, supp(S2, BDseq) = 0.15
S3 =< {a, b}, {c, e} >, supp(S3, BDseq) = 0.30
S4 =< {a, e}, {b, d} >, supp(S4, BDseq) = 0.20
S5 =< {a, b}, {b} >, supp(S5, BDseq) = 0.26
...
}
MCT (S1, BD) =
0.35− (0.15)
(0.35 + 0.15 + 0.30)
= 0.25
avec SContr = {S2}
et SAll = {S1, S2, S3}
Figure 2.5 – Exemple de moindre contradiction temporelle
Comme le montre cet exemple, nous ne prenons pas en compte tous les motifs "contradic-
toires" car certains d’entre eux sont redondants. Notamment, nous ne considérons pas la contra-
diction exprimée par le motif S0 car celle-ci est redondante par rapport à celle exprimée par
S2. En effet, S2 est inclus dans S0. Ce dernier apparaît donc dans une partie des séquences en
entrée contenant S2. Il représente donc aussi une partie des contradictions de S2. Ceci explique
pourquoi nous ne conservons que les plus petits motifs contradictoires par rapport à l’inclusion
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( min
⊆
dans l’équation).
Dans l’absolu, il est possible d’appliquer directement cette définition aux séquences spatiales,
car la mesure de fréquence définie en sous-section 2.1.3 intègre déjà le voisinage. Toutefois,
cette définition considérerait différemment les itemsets spatiaux ISi  ISj et ISj  ISi, alors
qu’ils représentent la même chose (la relation de voisinage étant symétrique). Nous adaptons
donc la définition précédente afin de prendre en compte ces symétries. La mesure de moindre
contradiction spatio-temporelle de la séquence spatiale S dans BD est
MCST (S,BD) =
supp(S,BD) +
∑
min
⊆
{Ss∈SSim}
supp(Ss, BD)−
∑
min
⊆
{Sc∈SContr}
supp(Sc, BD)
∑
min
⊆
{Sa∈SAll}
supp(Sa, BD)
avec

SSim l’ensemble des séquences spatiales de BD incluant tous les itemsets
spatiaux similaires de la séquence S dans le même ordre
SContr l’ensemble des séquences spatiales de BD incluant tous les itemsets
spatiaux similaires de la séquence S mais dans un ordre différent
SAll l’ensemble des séquences de BD incluant tous les items
qui sont apparus dans la séquence S
L’exemple suivant présente une partie des solutions extraites dans une base de données spatio-
séquentielles BD (avec leur fréquence) et la mesure de moindre contradiction temporelle d’un de
ces motifs.
Th(BD,Q) = {
S0 =< {a}, {b, c}  {f} >, supp(S1, BD) = 0.22
S1 =< {a}, {f}  {b, c} >, supp(S1, BD) = 0.35
S2 =< {b, c}  {f}, {a} >, supp(S2, BD) = 0.15
S3 =< {a, b}, {c}  {e} >, supp(S3, BD) = 0.20
S4 =< {a, f}, {b, c} >, supp(S4, BD) = 0.30
S5 =< {f}  {b, c}, {b}, {a, c} >, supp(S5, BD) = 0.26
...
}
MCST (S1, BD) =
0.35 + (0.22)− (0.15 + 0.26)
(0.22 + 0.35 + 0.15 + 0.30 + 0.26)
= 0.125
avec SContr = {S2, S5}
et SAll = {S0, S1, S2, S4, S5}
Figure 2.6 – Exemple de moindre contradiction spatio-temporelle
2.4 Visualisation des motifs spatio-séquentiels
L’approche choisie pour visualiser les séquences extraites est plus abstraite que celle proposée
pour les co-localisations. Elle s’appuie sur une représentation sous forme de graphe. Elle n’intègre
pas les principes et mécanismes des SIG car cet outil n’était pas au coeur des pratiques des
experts côtoyés dans le cadre de notre application sur l’étude de la dengue. Pour autant, l’outil
développé prend en compte la dimension cartographique des données. De manière générale, nous
avons opté pour une visualisation plus classique basée sur une liste de motifs à partir de laquelle
l’utilisateur peut sélectionner un motif qu’il souhaite étudier plus en détail.
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2.4.1 Représentation visuelle d’un motif spatio-séquentiel
L’objectif de cette représentation sous forme de graphe est de mettre en avant la dynamique
temporelle tout en prenant en compte les corrélations spatiales. La figure 2.7 illustre cette repré-
sentation sur l’exemple de la séquence spatiale < {a, b}, θ  [{b}; {c}], {p}  [{q}; {r}; {d, e}] >.
Dans cette figure, chaque noeud représente un itemset et chaque arête orientée représente la
relation de précédence temporelle entre deux itemsets. Les arêtes en pointillé représentent les
itemsets apparaissant dans une zone voisine. La taille des noeuds est proportionnelle au nombre
d’items contenus dans l’itemset. De plus, l’utilisateur a la possibilité de mettre en avant certains
évènements (ou valeurs) d’intérêt en leur associant une couleur (p.ex. "rouge" pour b dans la
figure).
a, b p
b
c
q
r
d, b
Figure 2.7 – Représentation graphique du motif < {a, b}, θ [{b}; {c}], {p} [{q}; {r}; {d, e}] >
Un même graphe peut être affiché de différentes façons dans un plan. Notre approche de
visualisation permet d’afficher un même motif selon quatre modèles : "fixe", "force", "arc", et
"spiral" (cf. figure 2.8). La représentation précédente correspond à un affichage fixe, de gauche
à droite, le long d’un axe horizontal (représentant le temps). Elle est probablement la plus facile
à interpréter. Toutefois, si le motif est long, il ne sera pas possible de l’afficher intégralement
à l’écran. A l’opposé, il est possible d’afficher un graphe selon un algorithme de force [KW03],
i.e. de façon à ce que les arêtes soient environ de même longueur et qu’elles se croisent le moins
possible. Cette représentation permet d’afficher un grand graphe dans un espace réduit et même
de déplacer dynamiquement ses noeuds, mais elle reste plus difficile à interpréter. Les affichages
en "arc" et spiral" permettent de représenter le motif selon un arc représentant le temps ou selon
une spirale d’Archimède si le motif est trop long. Le choix du modèle d’affichage est laissé à
l’utilisateur car il dépend beaucoup de ses préférences et du motif étudié.
Figure 2.8 – Les autres modèles d’affichage d’une séquence spatiale (de gauche à droite : "force",
"arc" et "spiral")
Au delà des informations portées directement par le motif, il est important pour les utilisa-
teurs de savoir où et quand celui-ci est apparu. Pour cette raison, la représentation graphique
d’un motif est suivie d’un tableau précisant les zones et les temps où il a eu lieu (cf. figure 2.9).
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Figure 2.9 – Visualisation des zones et des temps associés à un motif
2.4.2 Visualisation de l’ensemble des solutions
Pour restituer l’ensemble des solutions extraites, un affichage classique basé sur une double
visualisation est adopté. D’un côté, les zones géographiques associées aux données (les quartiers
de Nouméa dans la figure 2.10) sont affichées sur un fond cartographique. De l’autre, une liste
textuelle restitue les solutions avec leur mesure d’intérêt. Lorsque l’utilisateur sélectionne une
ou plusieurs zones sur la carte, la liste des solutions est actualisée afin de ne présenter que les
solutions associées aux zones sélectionnées. Inversement, lorsqu’un motif est sélectionné dans la
liste, les zones et les temps associés à ce motifs sont affichés (avec la représentation graphique
du motif). Par ailleurs, l’utilisateur peut filtrer les motifs par rapport à des évènements d’intérêt
et étudier différents seuils de contrainte.
Figure 2.10 – Visualisation des zones et des motifs associés
2.5 Expérimentations et application au suivi de la dengue
2.5.1 Prototype
Le prototype développé se décompose en deux parties. La partie extraction contient les algo-
rithmes présentés précédemment pour extraire les motifs spatio-séquentiels. Ces algorithmes ont
été implémentés en Java. La partie visualisation correspond à une interface Web utilisée pour
afficher et parcourir les motifs extraits. Cette interface est basée sur JQuery, la librairie D3 et
Google Earth.
2.5.2 Protocole expérimental
Nous avons utilisé notre algorithme et la mesure de moindre contradiction pour étudier l’évo-
lution de la dengue dans 12 quartiers de Nouméa en 2003 (24 dates sont considérées, corres-
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pondant à des agrégations à la semaine). Pour chaque quartier, nous avons des informations
démographiques (nombre d’habitants, de ménages, etc.), entomologique (p.ex. indice Breteau,
indice de haut risque, etc.), météorologiques (précipitations, force du vent, température, etc.),
d’urbanisation (nombre de points d’eau, d’écoles, de poubelles, etc.) et le nombre de cas de
dengue. Au total, nous avons 11 attributs d’analyse. Pour chaque attribut, les données ont été
discrétisées par fréquence égale en trois classes.
En plus de ce jeu de données, nous avons généré des jeux de données synthétiques afin
d’évaluer plus en détail les performances de nos propositions. Ces jeux de données sont construits
aléatoirement en fonction des paramètres suivants : nombre de zones, type de voisinage, nombre
de dates et nombre moyen d’items par zone. Les zones et leur voisinage peuvent être définis
selon deux configurations de l’espace : grille (huit voisins par zone) ou graphe (quatre voisins
par zone). Au final, cinq jeux de données synthétiques ont été étudiés avec un nombre de zones
variant de 10 à 20, un nombre de dates variant de 50 à 100, et un nombre moyen d’items par
zone de 5.
Ces jeux de données ont été utilisés pour comparer les deux stratégies d’explorations pro-
posées. Nous avons aussi étudier l’impact des paramètres suivants sur l’extraction : le type de
voisinage, le nombre de zones, le nombre de dates, la densité et la contrainte utilisée (fréquence
ou indice de participation). Les résultats ont été analysés d’un point de vue qualitatif et quanti-
tatif. Les motifs extraits ont notamment été comparés à ceux extraits par l’approche de [TG01]
n’intégrant pas le voisinage dans les motifs séquentiels.
2.5.3 Analyse qualitative
Le tableau 2.9 présente des exemples de motifs extraits liés à la dengue (seuil minimum de
fréquence à 0.6). Par exemple, le dernier motif représente une évolution apparaissant dans plus
de la moitié des zones (60%). Elle correspond à de faibles précipitations et quelques zones de
stockage d’eau dans deux zones voisines, suivi par des cas de dengue dans la zone étudiée, suivi
par le développement des gîtes larvaires des moustiques. Les zones vérifiant ces motifs sont des
zones à risques car il y a une relation connue entre précipitations, gîtes larvaires, et propagation
de la dengue. Toutefois, on constate que cette séquence est souvent contredite (indice de moindre
contradiction égal à −0.04). A l’opposé, le premier motif apparaissant dans autant de zones, et
représentant le lien entre gîtes larvaires et dengue, est très peu contredit (0.8). Cet exemple met
en avant l’intérêt de la mesure de moindre contradiction spatio-temporelle afin de "pondérer" la
pertinence des motifs extraits.
Motifs Fréquence MCST
< {ihre_index :>34.82, nb_cas_dengue :<=6.00} > 0.6 0.8
< {mean_wind :<=3.20}, {comunity_gather :<=20.00 }[waste_container :<=39.00 ;
nb_cas_dengue :<=6.00]> 0.76 0.54
< θ  { ihre_index :>34.82}, θ [nb_cas_dengue :<=6.00 ; ihre_index :<=24.55],
θ  {comunity_gather :<=20.00 },
{nb_cas_dengue :<=6.00, mean_temper :<=23.55} > 0.64 0.32
< θ[precip :<=0.10 ; indoor_deposit :2126-2692], {nb_cas_dengue :<=6.00 },
θ  {ihre_index :<=24.55} > 0.6 −0.04
. . . . . . . . .
Table 2.9 – Exemples de motifs spatio-séquentiels extraits dans les données "dengue"
Plusieurs motifs d’intérêts pour les experts ont été mis en avant grâce aux motifs extraits.
On notera notamment le lien entre dengue et degré d’urbanisation, mis en avant par le biais de
motifs intégrant le nombre de lampadaires dans les quartiers.
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2.5.4 Analyse quantitative
Les jeux de données synthétiques ont ensuite été utilisés pour évaluer le passage à l’échelle
des différentes approches en fonction des caractéristiques des données. Les expérimentations ont
été réalisées sur un PC basé sur Intel (R) Xeon (R) avec 16 Go de RAM et Ubuntu Server 9.10
comme système d’exploitation.
Comme le montre la figure 2.11, l’algorithme en profondeur dérivé de
PrefixSpan [PHMA+01] est plus performant que celui dérivé d’Apriori [AS95]. Ce com-
portement est celui classiquement observé pour ce type de stratégies.
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Figure 2.11 – Temps d’exécution et mémoire utilisée par l’algorithme par niveau (BFS-
S2PMiner) et l’algorithme en profondeur (DFS-S2PMiner) sur un jeu de données synthétiques
de type graphe avec 20 zones, 70 dates et 4 zones voisines par zone (Graph20x70)
On remarque que le nombre de voisins sur les performances de l’extraction est très important
(cf. figure 2.12). Ce constat met en avant le complexité d’extraire ces motifs par rapport aux
motifs séquentiels classiques. Le langage est plus riche avec un espace de recherche plus grand.
L’intégration du voisinage spatial implique aussi plus de projections et plus d’informations à
stocker en mémoire par l’algorithme.
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Figure 2.12 – Impact du nombre de voisins par zone sur le temps d’exécution et la mémoire
utilisée par DFS-S2PMINER ("grid"= 8 voisins et "graph"=4 voisins)
Les résultats expérimentaux ont aussi mis en avant l’impact important du nombre de zones
et de dates sur l’extraction, tout comme pour les motifs séquentiels classiques. L’augmentation
du nombre de dates semble particulièrement dégrader les performances (plus que le nombre de
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zones). Par ailleurs, la contrainte choisie a peu d’influence sur les performances mais elle a un
impact très important sur le nombre de motifs extraits (cf. figure 2.13). Dans nos expérimen-
tations, l’indice de participation spatio-temporelle (STPi) filtre beaucoup plus de motifs que le
support classique.
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Figure 2.13 – Impact de la contrainte (fréquence ou indice de participation) sur le temps d’exé-
cution et le nombre de motifs extraits
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3Recherche d’évolutions fréquentes en
utilisant un graphe orienté acyclique
attribué
Le travail précédent a abouti à la définition d’un domaine de motifs séquentiels plus riche d’un
point de vue spatial. Pour cela, il s’appuie sur une transformation des données en base de données
séquentielles, et sur un pré-calcul des relations de voisinage. Toutefois, cette représentation des
données reste limitée. Elle ne permet pas de capturer les dynamiques complexes de certains
objets spatiaux tels que des accroissements/rétrécissements, des apparitions/disparitions ou des
fusions/divisions (comme illustré en figure 3.1). Dans [SFF11], nous avons montré qu’utiliser
des approches classiques pour ce type de données aboutissait systématiquement à une perte de
données ou à la sur-expression de certains motifs.
Données
Temps
1 : ef
2 : abc 3 : df
4 : a 5 : dfh
6 : b
7 : ac
8 : b 9 : df
10 : bh
11 : efh
Figure 3.1 – Exemple d’objets avec des dynamiques spatiales complexes et leur représentation
sous forme de graphe.
Face à ce problème, une solution est d’utiliser une représentation sous forme de graphe. En
effet, les graphes permettent de modéliser des phénomènes complexes et variés, ce qui explique
l’engouement de la communauté autour de ce type de données. Plus précisément, nous proposons
dans ce chapitre de représenter de telles données par un unique graphe orienté acyclique, appelé
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a-DAG, où chaque noeud est associé à un ensemble d’attributs. Les motifs recherchés dans
ces graphes correspondent à des évolutions fréquentes des caractéristiques associées aux objets
spatiaux. Ce domaine de motifs est directement dérivé des motifs séquentiels et des motifs de
chemins (path patterns), mais leur extraction dans un unique graphe (et non dans un ensemble
de graphes) est une tâche beaucoup plus complexe d’un point de vue algorithmique.
Ce travail a été réalisé dans la deuxième partie du projet ANR FOSTER. Bien que les
méthodes proposées soient génériques, elles ont donc été principalement appliquées à la pro-
blématique de l’érosion des sols en Nouvelle-Calédonie. Les données considérées sont toutefois
différentes de celles étudiées au chapitre 1. Nous considérons ici en entrée un ensemble de données
hétérogènes sur une région (série d’images satellitaires et base de données géographiques), et non
plus une simple base de données d’évènements.
Le tableau 3.1 présente les différents étudiants (stagiaires et doctorant) ayant travaillé sur
cette problématique. Il présente aussi les projets de recherche et les collaborations associés à ce
travail. Suite à ce tableau sont également listées les principales publications.
Master/Thèse
C. Mu (2014)
stage ENSIMAG
co-encadrement N. Selmaoui-Folcher (UNC)
M. Collin (2015)
stage Université de Bretagne Occidentale
co-encadrement N. Selmaoui-Folcher (UNC)
J. Sanhes (2011-2014)
thèse dirigée par N. Selmaoui-Folcher (UNC) et
J.-F. Boulicaut (INSA Lyon), co-encadrant : F. Flouvat
Projets
projet CNRT "Fonctionnement des
petits bassins versants" (2010-2014)
ANR FOSTER (2011-2014)
"FOuille de données Spatio-Temporelles :
application à la compréhension et
à la surveillance de l’ERosion"
Collaborations
INSA Lyon, CNRS, IRD
Table 3.1 – Synthèse des encadrements, des projets et des collaborations en lien avec l’extraction
de motifs dans un a-DAG
Principales publications
Nazha Selmaoui-Folcher and Frédéric Flouvat. How to use "classical" tree mining algorithms to find complex
spatio-temporal patterns ? In Proceedings of the International Conference on Database and Expert Systems
Applications (DEXA’11), Toulouse, France, August 2011.
Jérémy Sanhes, Frédéric Flouvat, Claude Pasquier, Nazha Selmaoui-Folcher and Jean-François Boulicaut.
Weighted paths as a condensed pattern in a single attributed DAG. In Proceedings of the 23rd International
Joint Conference on Artificial Intelligence (IJCAI’13), Beijing, China, August 3-9, 2013.
Maxime Collin, Frédéric Flouvat and Nazha Selmaoui-Folcher. PaTSI - Pattern mining of time series of satellite
images in KNIME. In Proceedings of the 16th IEEE International Conference on Data Mining (ICDM’16),
Demos Session, Barcelona, Spain, December 13-15, 2016.
Table 3.2 – Synthèse des publications en lien avec l’extraction de motifs dans un a-DAG
Ce chapitre est organisé de la manière suivante. La section 3.1 présente le domaine de motifs
proposé et les contraintes utilisées. La section 3.2 décrit un algorithme dérivé de PrefixSpan
pour extraire ces motifs dans un unique graphe orienté acyclique attribué. La section 3.3 présente
le processus mis en place pour extraire ces motifs dans une série d’images satellitaires. Pour finir,
la section 3.4 discute des résultats obtenus sur différents jeux de données synthétiques et réels,
avec un focus plus particulier sur les motifs extraits dans les données liées à l’érosion des sols.
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3.1 Cadre théorique
3.1.1 Les données
Dans ce chapitre, nous considérons une région dont l’évolution est décrite par un ensemble
d’informations de nature hétérogène : des champs continus (p.ex. type de sol, météorologie, ou
élévation), mais aussi des évènements ou des objets plus ponctuels (p.ex. routes, bâtiments ou
mines). Ces données sont issues de la fusion d’images satellitaires et de bases de données géo-
graphiques. Les modèles spatiaux suivis par ces données sont donc très différents (rasters, points
irrégulièrement espacés, courbe de niveau, ou pavage de polygones). Face à cette diversité de
modèles, nous avons suivi une approche orientée objets. Les données sont agrégées et discrétisées
autour d’objets spatiaux, et l’analyse est conduite sur ces objets. Comme nous les verrons en
détail plus tard, ces objets sont identifiés à partir des images satellitaires grâce à des techniques
de traitements d’images.
Au final, ces objets et les informations associées sont utilisés pour générer un unique graphe
orienté acyclique attribué, appelé encore a-DAG. Chaque noeud de ce graphe correspond à un ob-
jet spatial. Ce noeud est associé à un ensemble d’informations (d’attributs) issues de la fusion, de
l’agrégation et de la discrétisation des données en entrée. Chaque arête orientée représente l’évo-
lution d’un objet entre deux temps. Bien que notre application soit centrée sur le suivi d’objets
spatiaux, nous avons travaillé sur une formalisation et une méthode d’extraction génériques afin
qu’elles puissent être appliquées à d’autres contextes (p.ex. navigation Web, interactions entre
gènes ou dépendances entre code logiciel). Aucune hypothèse n’est donc prise sur les graphes
orientés acycliques attribués en entrée.
Plus formellement, un graphe orienté acyclique attribué noté G = (VG, EG, λG) sur un en-
semble d’items I, aussi appelé a-DAG, consiste en un ensemble de sommets VG, un ensemble
d’arcs (orientés) EG ⊆ VG×VG et une fonction d’étiquetage λG : VG → P(I) qui associe à chaque
sommet du graphe G un sous-ensemble de I 3. Un exemple de a-DAG est donné en figure 3.2.
Dans le reste de chapitre, nous noterons simplement xy l’itemset {x, y} afin d’alléger les nota-
tions. S’il existe un chemin du noeud u vers le noeud v dans G, alors u est appelé l’ancêtre de
v (v est appelé le descendant). Si u  v ∈ EG (i.e. u est un ancêtre immédiat de v), alors
u est un parent de v (v est un enfant du u).
1 : ac
3 : bcd 4 : cd
2 : ah
5 : acdh
6 : bi 7 : bcdi
8 : fghi 9 : eh
10 : cfi 11 : cf
VG = { 1 , 2 , 3 , . . . , 10 , 11 }
EG = { 1  3 , 1  4 , . . .}
I = {a, b, c, d, e, f, g, h, i}
λG : 1 → {a, c}
2 → {a, h}
3 → {c, d, e}
...
10 → {c, f, i}
11 → {c, f}
Figure 3.2 – Exemple de a-DAG.
3. la notation P(I) désigne l’ensemble des parties de I
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3.1.2 Les chemins pondérés
Dans ce travail, nous avons introduit un nouveau domaine de motifs appelé chemin pondéré.
Il s’agit d’un domaine de motifs "hybride" entre les séquences d’itemsets et les chemins d’items
étudiés dans la littérature. Il a l’avantage d’offrir un bon compromis entre expressivité et com-
plexité d’extraction. Dans notre contexte, ce domaine de motifs représente l’évolution d’objets
spatiaux.
Un chemin pondéré P = I1
w1 I2
w2 ...
wk−1 Ik est une séquence d’itemsets Ii ∈ 2I
associés à des noeuds parents-enfants, dans lequel un poids wi (représentant une fréquence) est
associé à chaque transition. Une occurence O = v1  v2  · · ·  v|P | du motif P est
un séquence de noeuds de G contenant les itemsets de P . Dans la figure 3.2, les occurrences
du chemin ah
4 cd 6 i de taille 3 sont 2 3 6 , 2 3 8 , 2 3 10 ,
2 4 7 , 2 5 7 , et 5 7 8 . Les poids 4 et 6 indiquent que la transition ahcd
apparaît quatre fois, et qu’elle est suivie par six transitions cdi.
L’intérêt des poids est de pouvoir différencier des motifs qui pourraient paraître similaires
avec des domaines de motifs classiques, et ceci sans augmenter la "complexité" du langage de
motifs. Par exemple, dans la figure 3.3, le même chemin abcd dans deux graphes G1 et
G2 en entrée sera associé à deux motifs différents : a
1 b 2 c 6 d et a 1 b 1 c 1 d.
1 : a
2 : b
3 : bc 4 : c
5 : de 6 : d 8 : d7 : ad
G1
Occurrences de abcd :
{ 1  2  3  5 ,
1  2  3  6 ,
...
1  2  4  8 }
4 : df
3 : c
2 : b
1 : a
G2
Occurrences de abcd :
{ 1  2  3  4 }
Figure 3.3 – a-DAGs dans lesquels le chemin a b c d apparaît de façon très différente.
3.1.3 Les contraintes de fréquence minimale et de non-redondance
Afin de filtrer des motifs pertinents pour les experts, nous introduisons deux contraintes.
La première est basée sur la définition de fréquence faite dans [BN08] dans le cadre du graphe
unique. La deuxième vise à supprimer les solutions redondantes en adaptant le principe de motifs
fermés à notre contexte.
La fréquence d’un chemin pondéré P = I1
w1 I2
w2 ...
wk−1 Ik dans un a-DAG G est
définie comme la fréquence minimale de ses arêtes, i.e.
supp(P,G) = min
1≤i<|P |
wi = min
1≤i<|P |
|{occurrences de IiIi+1 parmi les occurrences de P}|
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Cette définition garantit l’anti-monotonie de la contrainte de fréquence (et sa capacité d’éla-
gage), et elle est simple à calculer (deux points fondamentaux lorsque l’on veut définir une mesure
de fréquence dans le cadre du "graphe unique", cf. section 2.1.2). A partir de cette définition, nous
pouvons donc définir la contrainte de fréquence minimale Qfreq ≡ supp(P,G) ≥ minsup.
L’ensemble des motifs fréquents peut être très important et contenir beaucoup de redon-
dances. Un motif est considéré comme redondant s’il existe un motif solution plus spécifique
associé aux mêmes noeuds. Autrement dit, le motif apparaît exactement aux mêmes endroits
aux mêmes moments. Ce concept correspond à la définition de motifs fermés dans les bases
de données transactionnelles. Toutefois, cette définition ne tient plus dans le cas d’un graphique
unique, car il n’y a pas de transactions et la fermeture d’un motif n’est pas nécessairement unique.
Une solution consiste à conserver des motifs "fermés localement", i.e. des motifs maximaux par
rapport à l’inclusion représentant des chemins différents dans les données.
Soient deux motifs solutions P = I1
w1 I2
w2 ...
wm−1 Im et P ′ = I ′1
w′1 I ′2
w′2 ...
w′n−1 I ′n.
P est redondant par rapport à P ′, noté P v P ′, si et seulement si ∃k ∈ {1, ..., n} tel que
∀i ∈ {1, ...,m}, Ii ⊆ I ′k+i−1 et wi = w′k+i−1. Notons Th(G,Qfreq) l’ensemble des chemins
pondérés fréquents. La contrainte de non-redondance peut donc être définie de la manière
suivante
QnonRedund ≡ P ∈ Th(G,Qfreq) | @P ′ ∈ Th(G,Qfreq) tel que P v P ′
3.1.4 Problématique
Etant donné un unique a-DAG G, l’objectif est d’énumérer l’ensemble des chemins pondérés
fréquents non-redondants de G, noté Th(G,Qfreq ∧QnonRedund).
3.2 Stratégie d’extraction des chemins pondérés fréquents
L’extraction des motifs suit globalement une stratégie "pattern-growth" similaire à PrefixS-
pan [PHMA+01]. Toutefois, les extensions et les projections effectuées sont spécifiques à notre
approche. Chaque extension étend le motif par un itemset et non un simple item. De plus, la
complétude dans notre contexte est plus complexe à obtenir et nécessite un "retour arrière" pour
mettre à jour certains préfixes. Une structure de données dédiée a aussi été développée pour
effectuer efficacement les projections successives du graphe.
3.2.1 Extensions des motifs et projections du graphe
Une extension de chemin pondéré est exécutée en ajoutant à la fin une arête pondérée et
un itemset. Elle est effectuée en fonction des occurrences du motif dans le a-DAG en entrée.
Les derniers sommets de chaque occurrence, et leurs descendants, sont plus particulièrement
déterminants. En d’autres termes, étant donné un motif P , les extensions de P peuvent être
trouvées dans la projection du a-DAG par rapport à P . Prenons l’exemple du motif P = ah
3
cd
3 bi dans le a-DAG G de la figure 3.2. Ce motif est associé aux occurrences { 2  3 
6 , 2  4  7 , 2  5  7 }. Comme illustré dans la figure 3.4, la projection de G par
rapport P (figure de droite) représente toutes les extensions possibles de ce motif.
Pour éviter la construction de motifs redondants, l’extension doit être effectuée de telle sorte
qu’il n’y ait pas d’autre extension possible avec le même poids et le même préfixe. En d’autres
termes, les motifs résultants doivent être maximaux et associés à des occurrences différentes
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1 : ac
3 : bcd 4 : cd
2 : ah
5 : acdh
6 : bi 7 : bcdi
8 : fghi 9 : eh
10 : cfi 11 : cf
6 : bi 7 : bcdi
8 : fghi 9 : eh
10 : cfi 11 : cf
Figure 3.4 – Exemple de a-DAG G (gauche) et de sa projection par rapport à P (droite), avec
P = cd
3 bi.
dans le a-DAG. La figure 3.5 illustre toutes les extensions maximales (en termes d’itemsets)
du chemin pondéré ah
3 cd 3 bi. Par exemple, le motif peut être étendu avec 3 h
relativement aux arêtes { 6  8 , 7  8 , 7  9 } et 2 fghi relativement aux arêtes
{ 6  8 , 7  8 }. Notez que seule la première extension est fréquente avecminsup = 3. Ces
extensions sont appelées "extensions complètes" car toutes les occurrences du motif peuvent
être étendues par une arête et un noeud associé au même itemset dans le a-DAG en entrée.
ah cd bi
h
fghi
cf
cfi
3 3
3
2
3
2
2 3
4
5
6
7
8
9
8
10
11
10
Figure 3.5 – Extensions "complètes" de ah
3 cd 3 bi (minsup=3).
L’avantage des extensions complètes est de ne pas impacter le préfixe du motif. Par consé-
quent, si le motif était initialement fréquent et non redondant, le motif étendu le reste, ce qui
simplifie beaucoup les tests. Cette propriété est celle exploitée par PrefixSpan. Toutefois, cette
approche seule peut manquer des motifs dans notre contexte. Par exemple, il y a trois solu-
tions dans la figure 3.6 : a
3 b, b 2 c et a 2 b 1 c. Les deux premières peuvent
être générées en utilisant une extension complète des motifs a et b, mais la dernière ne le peut
pas car c n’est pas associé à un noeud fils du noeud 3. Or, les occurrences de a
3 b sont
{ 1  3 , 1  4 , 2  4 }.
Pour trouver ces motifs, nous devons considérer des extensions partielles, c’est-à-dire des
extensions qui n’étendent que certaines occurrences du motif. Toutefois, ces extensions sont
plus difficiles à traiter car elles peuvent impacter les poids et/ou les itemsets du préfixe. Dans
l’exemple précédent, a
3 b peut être partiellement étendu avec 2 c, mais cela élimine
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1 : a 2 : a
3 : b 4 : b 5 : b
6 : c
Chemins pondérés fréquents non redondants (minsup=1) :
a
3 b
b
2 c
a
2 b 1 c
Chemins pondérés fréquents non redondants générés par une exten-
sion complète :
a
3 b
b
2 c
Chemins pondérés fréquents non redondants générés par une exten-
sion partielle :
a
2 b 1 c
Figure 3.6 – Exemple de a-DAG illustrant l’importance des extensions partielles.
l’occurrence 1  3 de a 3 b. Ainsi, le poids de a  b doit être modifié et nous obtenons
le motif a
2 b 1 c. La figure 3.7 illustre un autre exemple d’extension partielle pour le
motif ah
3 cd 3 bi issu du a-DAG de la figure 3.2. Ce motif peut être partiellement étendu
avec
1 eh. Au delà d’être non fréquente, cette extension a aussi un impact sur le préfixe
du motif, car eh est seulement associé avec un noeud fils de 7 . L’occurrence 2  3  6
n’est donc plus valide, et le motif étendu devient ah
2 cd 2 bi 1 eh, avec pour
occurrences { 2  4  7  9 , 2  5  7  9 }. Toutefois, ce motif n’est pas
maximal par rapport à ces occurrences de chemins. Ce motif est donc redondant. En effet,
ah
2 cd 2 bcdi 1 eh est associé aux mêmes occurrences et il inclut le précédent.
ah cd bi eh
3 3
2 3
4
5
6
7
9
ah cd bcdi eh=⇒ 22 1
2 3
4
5
6
7
9
Figure 3.7 – Extensions partielles de ah
3 cd 3 bi.
Une extension partielle peut conduire à des solutions non générées par des extensions com-
plètes, mais il peut aussi conduire à un motif redondant ou non fréquent. Après une extension
complète, il suffit de tester l’extension pour savoir si le motif généré est une solution. Après une
extension partielle, il faut tester l’extension du motif, mais aussi son préfixe. Des optimisations
peuvent être mises en place pour limiter ce surcoût. Par exemple, il est possible de calculer direc-
tement la fréquence en identifiant les occurrences qui ne sont plus valides. De même, il est possible
de générer le préfixe maximal en faisant l’intersection des itemsets associés aux occurrences.
3.2.2 Parcours en profondeur, structure de données et optimisations
La stratégie d’exploration utilisée pour extraire ces motifs s’appuie sur un parcours en pro-
fondeur de l’espace de recherche. A chaque étape, l’algorithme se concentre sur une projection du
a-DAG. Ensuite, il utilise des extensions complètes et partielles pour générer des motifs fréquents
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non redondants liés à cette projection.
Une approche basique pour trouver toutes les solutions consisterait à construire de manière
récursive une projection complète du a-DAG pour chaque préfixe. Toutefois, le coût en mémoire
de cette approche serait très élevé. Pour résoudre ce problème, nous ne gardons pas toutes les
arêtes de l’a-DAG projeté, mais seulement celles nécessaires pour les premières extensions du
motif en cours d’étude, également appelées arêtes candidates. Par exemple, les arêtes candidates
de P = ah
3 cd 3 bi (figure 3.4) sont {(6, 8), (7, 8), (7, 9)}. Ces arêtes permettent de générer
toutes les extensions de taille un de P (i.e. P
3 h, P 2 fghi et P 1 eh).
Cet exemple montre aussi que l’extension des motifs peut être transformée en problème d’ex-
traction d’itemsets fermés fréquents dans cet ensemble d’arêtes candidates. La base de données
transactionnelle serait {fghi, fghi, eh} car il y a deux arêtes conduisant à fghi et une pour eh.
Les itemsets fermés seraient h (fréquence : 3), eh (fréquence : 1) et fghi (fréquence : 2). Ces
trois itemsets fermés permettent de générer les trois extensions non redondantes possibles de
P . Sur la base de cette transformation, l’algorithme génère de manière récursive chaque motif à
partir des itemsets fermés fréquents extraits des arêtes candidates. Si un itemset aboutit à une
extension partielle, l’algorithme met d’abord à jour les poids du préfixe. Ensuite, si le motif ré-
sultant est fréquent, les itemsets du préfixe sont recalculés de façon à être maximaux (en faisant
des intersections des itemsets associés aux noeuds). Après, l’algorithme continue ses extensions
récursives, tout en enregistrant au fur et à mesure les solutions. La figure 3.8 présente une partie
de la trace de cet algorithme sur le a-DAG utilisé précédemment.
D
G
1 → 3
1 → 4
2 → 3
2 → 4
2 → 5
3 → 6
3 → 8
3 → 10
...
ac
ac
ah
ah
ah
bcd
bcd
bcd
…
FClosed:
a (6)
ac (3)
ah (4)
b (6)
bcd (5)
bi (3)
... 
a
D
G|a
1 → 3
1 → 4
2 → 3
2 → 4
2 → 5
5 → 7
bcd
cd
bcd
cd
acdh
bcdi
FClosed:
bcd (3)
cd (6)
a → bcd3
partial
D
G|a →bcd
3 → 6
3 → 8
3 → 10
7 → 8
7 → 9
bi
fghi
cfi
fghi
eh
FClosed:
fi (3)
h (3)
i (4)
a → bcd → i
3           4
D
G|a →bcd → i 
6 → 8
8 → 10
fghi
cfi
FClosed:∅
D
G|a →cd 
3 → 6
3 → 8
3 → 10
4 → 7
5 → 7
7 → 8
7 → 9
bi
fghi
cfi
bcdi
bcdi
fghi
eh
a →
 cd
6
FClosed:
bi (3)
ci (3)
fi (3)
i (6)
h (3)
a → cd →bi
5           3
D
G|a →cd → bi
6 → 8
7 → 8
7 → 9
fghi
fghi
eh
FClosed:
h (3) a → cd →bi → h
5          3      3
D
G|... →h 
8 → 10
9 → 10
9 → 11
cfi
cfi
cf
FClosed:
cf (3)
a → cd →bi → h → cf
5          3       3       3
D
G|... →cf 
∅
...
D
G|bcd
3 → 6
3 → 8
3 → 10
7 → 8
7 → 9
bi
fghi
cfi
fghi
eh
...
bcd
FClosed:
fi (3)
i (4)
h (3)
bcd → i4
bcd → h3
bcd → fi3
a → bcd → fi
3           3
D
G|a →bcd → fi
8 → 10 cfi
FClosed:∅
D
G|a →bcd → h
8 → 10
9 → 10
9 → 11
cfi
cfi
cf
FClosed:
cf (3)
D
G|... →cf 
∅
a → bcd → h
3           3
a → bcd → h → cf
3           3       3
Figure 3.8 – Exemple d’exécution de l’algorithme avec minsup = 3.
Tous les motifs fréquents non redondants sont générés par cet algorithme en profondeur.
Toutefois, certains fragments de motifs peuvent être générés plusieurs fois. Par exemple, dans
la figure 3.8, a
3 bcd 3 fi est généré à partir de l’extension du préfixe a, et bcd 3 fi
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est généré à partir de l’extension du préfixe bcd. Pour éviter cela, un test d’inclusion doit être
effectué (et certaines solutions mises à jour) avant d’étendre récursivement le motif courant. En
effet, si a
3 bcd 3 fi a été généré en premier, l’extension de bcd 3 fi doit être arrêtée et
ce dernier motif ne doit pas être enregistré. Si bcd
3 fi a été généré en premier, ce motif doit
être mis à jour avec le préfixe a
3 et son extension doit être arrêtée (car déjà générée lors de
l’extension de bcd
3 fi).
Cette approche générale peut toutefois ne pas passer à l’échelle sans une structure de données
adaptée. Trois opérations sont particulièrement coûteuses dans notre cas : 1) la mise à jour du
préfixe suite à une extension partielle ; 2) le test d’inclusion évitant de générer plusieurs fois les
mêmes fragments de motif ; 3) la mise à jour du préfixe si ses extensions ont déjà été explorées.
Face à ces opérations, une structure de données, appelée graphe de motifs, a été proposée
afin d’extraire les solutions plus efficacement. Chaque chemin de ce graphe représente un motif
solution et ses occurrences. Ce graphe, noté GTh, est composé d’un ensemble de noeuds VTh,
d’un ensemble d’arêtes ETh ⊆ VTh × VTh, d’une fonction d’étiquetage λw : ETh → Z qui associe
chaque arête de ETh à un poids, et d’une autre fonction d’étiquetage λTh : VTh → (2I , 2VG)
qui associe chaque noeud de VTh à un itemset et à un sous-ensemble de noeuds du a-DAG en
entrée G. La figure 3.9 présente le graphe de motifs obtenu à partir des cinq solutions extraites
dans la figure 3.8. Par exemple, le chemin 1  2  3 représente le motif a 3 bcd 3 fi
et ses occurrences { 1  3  8 , 1  3  10 , 2  3  8 , 2  3  10 , 5 
7  8 }. Comme illustré par cette figure, un noeud de ce graphe peut être partagé entre
plusieurs motifs solutions.
Exemples de chemins fréquents
non redondants (minsup=3) :
a
3 bcd 3 fi
a
3 bcd 3 h 3 cf
a
3 bcd 4 i
a
6 cd
a
5 cd 3 bi 3 h 3 cf
1 : (a, {1, 2, 5})
2 : (bcd, {3, 7})
3 : (fi, {8, 10})
4 : (h, {8, 9})
5 : (cf, {10, 11})
6 : (i, {6, 8, 10})
7 : (cd, {3, 4, 5, 7}) 8 : (cd, {3, 4, 5})
9 : (bi, {6, 7})
3 6 5
3 4
3
3
3
3
Figure 3.9 – Graphe de motifs des solutions extraites dans la figure 3.8.
Cette structure de données permet de stocker efficacement les motifs, mais aussi de les générer
efficacement. Chaque extension d’un motif correspond à la génération d’un nouveau noeud et
d’une nouvelle arête dans le graphe de motifs. Si le noeud est déjà dans le graphe de motifs, une
simple arête est ajoutée et les extensions sont arrêtées pour ce préfixe (car déjà traitées dans une
itération précédente). Nous avons un tel exemple dans la figure 3.9 lors de l’extension du préfixe
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a
5 cd 3 bi (chemin 1  8  9 ) avec 3 h 3 cf (chemin 4  5 ). Grâce
à cette structure de données, les tests d’inclusion et les mises à jour des préfixes sont beaucoup
plus faciles et consistent simplement à rechercher un noeud dans un ensemble de noeuds.
L’algorithme 3 décrit l’utilisation de cette structure de données pour extraire les chemins
pondérés fréquents non redondants. Soit un motif P = I1
w1 I2
w2 ...
wk−1 Ik. L’algorithme
étend ce motif avec toutes les extensions fréquentes non redondantes possibles X. Il génère donc
des motifs P ′ = I ′1
w′1 I ′2
w′2 ...
w′k−1 I ′k
suppX X, avec I ′i = Ii et w′i = wi, s’il s’agit d’une
extension complète, ou Ii ⊆ I ′i and w′i ≤ wi, s’il s’agit d’une extension partielle (i = 1, ..., k).
Les lignes 5-9 correspondent à la génération du premier itemset I1 de P , i.e. la génération du
noeud (I1, V1) dans le graphe de motifs. La ligne 6 vérifie si le noeud est déjà dans le graphe de
motifs, i.e. si un sur-motif a déjà été généré. Les lignes 11-25 représentent le cas général où Ik
est le dernier itemset de P et Vk ses occurrences. La ligne 11 construit V ′k, i.e. le sous-ensemble
de noeuds de Vk qui peuvent être étendus avec X. Si Vk 6= V ′k (ligne 12), alors il s’agit d’une
extension partielle de P avec X. La fonction BackwardUpdate en ligne 13 calcule le nouveau
préfixe I ′1
w′1 I ′2
w′2 ...
w′k−1 I ′k à partir de V ′k et retourne “vrai” s’il est fréquent. Le principe de
cette fonction est d’explorer de manière récursive tous les ancêtres de uk et de mettre à jour leurs
occurrences en fonction de V ′k (mises à jour en cascade). Cette exploration se poursuit tant que
le préfixe reste fréquent. A la fin, si I ′1
w′1 I ′2
w′2 ...
w′k−1 I ′k est fréquent, l’algorithme insère
tous les sommets et arêtes nécessaires dans le graphe de motifs. Les lignes 17-24 représentent
Algorithm 3 PrefixPathGrowth(G,minsup,GTh, uk)
Require: An a-DAG G = (VG, EG, λG), a minimum support threshold minsup, a pattern graph GTh =
(VTh, ETh, λTh, λw), a vertex uk ∈ VTh with λTh(uk) = (Ik, Vk) ;
1: cand(E|P ) = {(u, v) ∈ EG | u ∈ Vk}
2: FClosed =MiningFreqClosedItemset ( cand(E|P ),minsup )
3: for all X ∈ FClosed do
4: VX = {v ∈ VG | (u, v) ∈ cand(E|P ) and X ⊆ λG(v)}
5: if Ik == ∅ then
6: if @uX ∈ VTh s.t. λTh(uX) = (X,VX) then
7: Insert uX in VTh with λTh (uX) = (X,VX)
8: PrefixPathGrowth( G, minsup, GTh, uX )
9: end if
10: else
11: V ′k = {u ∈ Vk | (u, v) ∈ cand(E|P ) and X ⊆ λG(v)}
12: if Vk 6= V ′k then // Extension partielle
13: if BackwardUpdate( G,minsup,GTh, uk, V ′k ) == False then
14: Continue // arrêter l’itération courante et passer à l’extension suivante
15: end if
16: end if
17: Let u′k ∈ VTh s.t. λTh(u′k) = (I ′k, V ′k)
18: if @uX ∈ VTh s.t. λTh(uX) = (X,VX) then
19: Insert uX in VTh with λTh (uX) = (X,VX)
20: Insert (u′k, uX) in ETh with λw ((u
′
k, uX)) = support(X)
21: PrefixPathGrowth( G, minsup, GTh, uX )
22: else
23: Insert (u′k, uX) in ETh with λw ((u
′
k, uX)) = support(X)
24: end if
25: end if
26: end for
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l’extension du graphe de motifs avec X. u′k est le noeud courant dans le graphe de motif. Si
l’extension est complète, u′k = uk. Si l’extension est partielle, u
′
k est le noeud du graphe de motif
associé à V ′k (un sommet existant ou un nouveau créé par la fonction BackwardUpdate). La
ligne 18 teste si (X,VX) est déjà dans la structure de données, i.e. si cette partie du motif (et
ses extensions) a déjà été générée. Si ce n’est pas le cas, l’algorithme insère le noeud uX , génère
une arête (u′k, uX) et continue l’extension de P
′. Si ce noeud est déjà dans le graphe de motifs,
l’algorithme ne génère qu’une arête (u′k, uX) et arrête les extensions.
3.3 Intégration dans un processus d’analyse d’une série d’images
satellitaires
L’algorithme d’extraction décrit dans la section précédente a été intégré dans un processus
complet d’analyse de séries temporelles de données hétérogènes (rasters et vecteurs). Comme le
montre la figure 3.10, ce processus prend en entrée une série d’images satellitaires complétée par
des données vectorielles issues de bases de données géographiques (SIG), et extrait les chemins
pondérés représentant des évolutions spatio-temporelles fréquentes.
Figure 3.10 – Le processus d’analyse d’une série d’images satellitaires
La première étape de ce processus est la segmentation. Pour chaque image satellitaire, la
méthode de segmentation par ligne de partage des eaux (watershed) [BM93] est utilisée pour
regrouper les pixels proches partageant des valeurs radiométriques similaires. Cette méthode
classique a été choisie parce qu’elle génère beaucoup de petites régions très homogènes ("sur-
segmentation"). Cette méthode a été initialement développée pour traiter des images à bande
unique. Cependant, les images satellitaires sont généralement des images multispectrales (i.e.
composées de plusieurs bandes). Pour obtenir un résultat de segmentation unique pour chaque
image, chaque bande spectrale est traitée indépendamment, puis les régions sont fusionnées en
faisant des intersections. Au cours de ce processus, les données vectorielles disponibles sur la zone
étudiée sont aussi intégrées. Cette approche de segmentation est décrite dans la figure 3.11. A
la fin, chaque image est associée à un ensemble de régions/objets caractérisés par un ensemble
de valeurs (moyennes des valeurs radiométriques de l’image et des valeurs catégorielles des don-
nées vectorielles). La figure 3.12 montre un exemple de segmentation obtenue sur une image
satellitaire.
La deuxième étape du processus est le prétraitement de la série temporelle d’objets générés
103
Chapitre 3. Recherche d’évolutions fréquentes en utilisant un graphe orienté acyclique attribué
...
...
Bande 1 Bande 2 Bande N
Im
ag
e 
sa
te
llit
ai
re
 
m
ul
tis
pe
ct
ra
le
 
(ra
st
er
)
N  segmentations watershed
Fusion des résultats de segmentation
Im
ag
e 
se
gm
en
té
e
...
D
on
né
es
 v
ec
to
rie
lle
s
(p
.e
x.
 c
ou
ve
rtu
re
 d
u 
so
l)
Fusion des données 
vecteus et rasters
Figure 3.11 – Le sous-processus de segmentation
Figure 3.12 – Exemple de résultat de segmentation d’une image satellitaire
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par l’étape de segmentation. Elle comprend le calcul des indices de télédétection liés à l’érosion
des sols, la discrétisation des attributs numériques et la génération du a-DAG.
Dans notre contexte, trois indices de télédétection liés à l’érosion du sol ont été calculés : NDV I
(indice de végétation), RI (indice de rougeur) et BI (indice de luminosité). Le NDV I est une
mesure commune pour observer la végétation. Il mesure la fraction de rayonnement photosyn-
thétiquement absorbé. Un NDV I faible représente une activité photosynthétique faible, i.e. peu
de végétation ou une végétation en mauvaise santé. Le RI est utilisé pour quantifier les sols nus.
Il mesure la rougeur des sols. Dans les zones étudiées, les sols sont riches en fer et sont donc
rouges rouille. Le BI mesure la luminosité du sol. Il s’agit aussi une mesure commune lors de
l’étude des sols érodés [BMBH95].
Ensuite, les attributs numériques sont discrétisés. Dans nos expérimentations, les indices de té-
lédétection de chaque image ont été par exemple discrétisés en cinq intervalles, soit cinq niveaux
de 0 à 4. Par exemple, nous avons NDV I0, NDV I1, NDV I2,... NDV I4. Ainsi, la discrétisation
peut être différente d’une image à l’autre. L’intérêt de cette approche est de faire face aux diffé-
rentes conditions d’acquisition des images satellitaires (p. ex. étalonnage, capteur, angle, lumière
et décalage de valeur).
Pour finir, le a-DAG est construit. Les noeuds du a-DAG sont les différents objets spa-
tiaux/régions des images segmentées. Chaque noeud est étiqueté par un ensemble d’attributs cor-
respondant aux indices de télédétection discrétisés et aux attributs des données vectorielles (p.ex.,
la couverture terrestre, le type de sol). Les arêtes du a-DAG représentent l’influence/l’évolution
possible d’un objet au temps t en objets au temps t + 1. Deux objets sont reliés par une arête
lorsque leur distance est faible et lorsqu’ils apparaissent à deux temps consécutifs. Dans nos
expérimentations, deux zones sont liées si leur intersection est supérieure à un seuil donné. Par
exemple, un objet o1 au temps t est lié à un objet o2 au temps t+1 si au moins 10% des pixels de
o1 sont communs avec o2. La figure 3.1 illustre la génération d’un a-DAG sur un petit exemple.
La troisième étape du processus est l’extraction des chemins pondérés fréquents non redon-
dants à l’aide de l’algorithme en profondeur décrit dans la section précédente.
La dernière étape du processus est la visualisation des motifs extraits. Comme discuté pré-
cédemment, le concept de motif est difficile à comprendre pour les experts (géographes ou géo-
logues). De plus, ce domaine de motif est plus complexe que les co-localisations étudiées précé-
demment. Ainsi, nous avons encore opté pour une approche de visualisation plus classique dans ce
travail. L’expert sélectionne un motif dans une liste de solutions et ses occurrences sont affichées
sur la série d’images satellitaires en entrée. L’avantage de cette approche est de remettre le motif
dans son contexte géographique. Les experts peuvent visualiser où, quand et comment le chemin
pondéré fréquent non-redondant (i.e. l’évolution fréquente) se produit. Puisque les occurrences de
motifs peuvent commencer à des temps différents, différentes couleurs sont utilisées sur l’image
pour identifier la position temporelle des différents objets par rapport au motif. Par exemple, le
motif Redness4
1405 Redness4 1408 Brightness4 est affiché en figure 3.13. Les zones rouges
correspondent au premier Redness4, les zones bleues sont associées au second Redness4, et les
zones vertes sont associées à Brightness4.
3.4 Expérimentations et application à l’étude de l’érosion des sols
3.4.1 Prototype
Le processus d’analyse d’une série d’images satellitaires précédent a été intégré sous forme de
plugin dans la plate-forme KNIME [BCD+07]. Cette plate-forme est un logiciel open-source et
105
Chapitre 3. Recherche d’évolutions fréquentes en utilisant un graphe orienté acyclique attribué
Figure 3.13 – Exemple d’affichage d’un motif
libre d’analyse, de visualisation et d’intégration de données. L’intérêt de KNIME est de fournir
une interface conviviale pour composer des processus KDD complexes (workflows). Chaque
traitement est représenté par un "noeud" et les noeuds sont reliés entre eux via leur(s) entrée(s)
et leur(s) sortie(s). Il a une communauté dynamique et intègre déjà un nombre important de
traitements issus notamment de l’apprentissage et de la fouille de données. En outre, il fournit
un kit de développement logiciel basé sur Eclipse pour implémenter de nouveaux noeuds et
plugins dans le langage de programmation Java.
Le plugin que nous avons développé est composé de plusieurs noeuds représentant chacun
une étape différente du processus (cf. figure 3.14). Pour garantir le passage à l’échelle, nous
n’avons pas entièrement intégré toutes les étapes en tant que noeud Java KNIME. Le traitement
des images satellitaires nécessite beaucoup de ressources (mémoire et processeur), tout comme
l’extraction des chemins pondérés. Ils requièrent des implémentations optimisées et l’utilisation
de bibliothèques spécifiques telles que la boîte à outils Orfeo [CI09] (une bibliothèque C++
open-source du CNES particulièrement optimisée pour le traitement d’images satellitaires). En
conséquence, ces étapes ont été implémentées en C++ et profondément optimisées pour traiter
des images satellitaires à très haute résolution. Pour l’utilisateur, cette organisation du code est
transparente. L’utilisateur manipule les noeuds KNIME. Ces noeuds sont en Java et appellent
les implémentations C++ optimisées. Seuls les scripts d’installation doivent être lancés pour
compiler le code C++ et installer les bibliothèques. Les données intermédiaires sont transférées
de manière transparente d’un noeud à un autre via des fichiers. L’inconvénient de ces fichiers est
qu’ils ralentissent un peu l’ensemble du processus. Leur avantage est qu’ils gardent en mémoire
les résultats intermédiaires du processus.
Les noeuds KNIME développés pour chaque étape ou sous-étape sont indépendants. Ils sont
donc utilisables dans d’autres contextes ou d’autres cas d’utilisation. En particulier, le noeud de
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Figure 3.14 – Exemple d’utilisation du plugin développé dans KNIME
fouille de graphe est générique et peut être appliqué à d’autres problèmes. Ce module n’a besoin
que d’un a-DAG en entrée. Toutefois, les noeuds permettant de générer le graphe et de visualiser
les motifs solutions sont relativement spécifiques aux séries temporelles d’images satellitaires.
3.4.2 Protocole expérimental
Tout d’abord, nous avons utilisé notre approche pour étudier des données liées au suivi de
l’érosion des sols. Ensuite, nous avons démontré la généricité de celle-ci et son passage à l’échelle
en utilisant des données issues d’un réseau de citations de brevets ainsi que sur neuf jeux de
données synthétiques. L’analyse des performances a étudié le temps d’exécution, la quantité de
mémoire utilisée et le nombre de solutions pour différents seuils minimums de fréquence. Le
tableau 3.3 présente les caractéristiques des différents jeux de données.
Nous avons notamment étudié une série temporelle d’images satellitaires d’une région touchée
par l’érosion du sol. Cette série temporelle est composée de cinq images (SPOT4 et SPOT5)
datées en 1999, 2002, 2005, 2008 et 2009. La résolution spatiale de ces images est de 10 mètres.
La taille de la zone étudiée est 794 × 660 pixels, soit 52.5 km2. En plus de ces données rasters,
nous avons aussi les données vectorielles suivantes : une carte des types de sol, des données
de couverture terrestre et un modèle d’élévation numérique à partir duquel nous avons dérivé la
pente. Comme indiqué précédemment, les indices NDV I, RI et BI ont été calculés, et discrétisés
en cinq classes d’intensité. Les objets ont été identifiés par segmentation puis transformés en a-
DAG. Deux objets sont liés par une arête s’ils partagent au moins 10% de leurs pixels et qu’ils
sont à deux temps consécutifs.
Le réseau de citations de brevets utilisé est un sous-graphe du graphe cit-Patents de la
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# # de # d’items # total densité du
Jeu de données d’arêtes noeuds par noeud d’items graphe
[WF94]
Erosion des sols 41 166 25 618 6 262 0.000063
Réseau de citations de brevets 414 487 184 284 5-7 506 0.000012
V20K E60K λ1-5 60 000 20 000 1-5 15 0.00015
V40K E120K λ1-5 120 000 40 000 1-5 15 0.000075
V200K E600K λ1-5 600 000 200 000 1-5 15 0.000015
V20K E60K λ5-10 60 000 20 000 5-10 15 0.00015
V40K E120K λ5-10 120 000 40 000 5-10 15 0.000075
V200K E600K λ5-10 600 000 200 000 5-10 15 0.000015
V20K E60K λ5-10 en 10 couches 60 000 20 000 5-10 15 0.00015
V40K E120K λ5-10 en 10 couches 120 000 40 000 5-10 15 0.000075
V200K E600K λ5-10 en 10 couches 600 000 200 000 5-10 15 0.000015
Table 3.3 – Caractéristiques des différents jeux de données.
collection de jeux de données de grands réseaux de Stanford [LK14, LKF05]. Dans ce jeu de
données, les noeuds représentent des brevets accordés aux États-Unis entre 1975 et 1999, et les
arêtes représentent des citations. Chaque sommet est étiqueté de 5 à 7 éléments correspondant
au pays, à l’état, à l’année, au type, à la catégorie et à la sous-catégorie d’un brevet.
Les neuf jeux de données synthétiques ont été générés à l’aide du programme DigraphGenera-
tor proposé dans [SW11]. Cette approche construit un DAG étiqueté contenant un nombre donné
de noeuds et d’arêtes. Les arêtes sont générées aléatoirement (suivant une distribution uniforme).
Pour obtenir des DAGs attribués, les sommets sont simplement étiquetés avec des itemsets. Pour
chaque noeud, le nombre d’items est choisi aléatoirement (suivant une distribution gaussienne).
Ensuite, les items sont sélectionnés parmi un ensemble de quinze items (suivant une distribution
uniforme).
3.4.3 Analyse qualitative
Plusieurs motifs intéressants pour les experts ont été extraits. La figure 3.15 présente un
exemple de motif lié à l’activité minière. De nouvelles mines et des bâtiments sont apparus dans
cette région entre 2005 et 2008. Nous pouvons les voir dans le centre et en bas à gauche des
images 2008 et 2009. En conséquence, l’érosion du sol a augmenté dans cette région pendant
cette période (Redness1 à Redness4). Cette dégradation du sol est confirmée par un faible indice
de végétation (NDVI0) et un indice de luminosité élevé (Brightness4). Nous pouvons remarquer
que cette dégradation s’étend progressivement. Elle a commencé en 2005 avec peu de zones (de
couleur bleue dans l’image 2005) et a continué en 2008 avec d’autres à proximité (de couleur
bleue dans l’image 2008). Nous observons aussi qu’une fois dégradée, la zone le reste pendant
une longue période de temps (Redness4 suivi de Redness4 dans le motif).
Une petite partie de cette région a aussi été caractérisée par une augmentation de la végé-
tation. Cette évolution a été mise en avant par le motif NDVI2
57 NDVI3 58 NDVI4. L’indice
de végétation (NDV I) croît graduellement de modéré (NDV I2) à très élevé (NDV I4). Peu
de zones ont suivi une telle évolution. Certaines de ces zones étaient de petits lacs ayant connu
une prolifération d’algues. D’autres zones étaient de vieilles pistes abandonnées en cours de re-
végétalisation. Une zone est devenue une forêt. Son évolution peut être liée à une densification
de la végétation due à de nouvelles plantes. Elle peut également être liée à une augmentation
de la taille des arbres. Toutefois, dans un tel cas, il est étrange que d’autres forêts n’aient pas
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1999 2002 2005
2008 2009
Figure 3.15 – Motif Redness1 58 Redness4,NDVI0 61 Redness4,NDVI0,Brightness4
connu une évolution similaire. Des investigations sur le terrain sont nécessaires pour expliquer
ces changements en détail.
3.4.4 Analyse quantitative
Les expérimentations suivantes ont été effectuées sur un ordinateur avec un processeur Intel
Core i5@3.10 GHz et 16 Go de mémoire principale.
Les expérimentations sur le jeu de données lié à l’érosion ont montré que l’algorithme restait
efficace (moins d’une minute) jusqu’à des seuils très bas de fréquence (0.1%). Le nombre de motifs
extraits quant à lui est de l’ordre de la dizaine jusqu’à un seuil de 10%. Ensuite, ce nombre croit de
manière exponentielle (de l’ordre de 10000 pour un seuil de 1%). Comme le montre la figure 3.16,
les performances sont similaires sur le jeu de données du réseau de citations. Sur ces données
de taille beaucoup plus importante et éparses, le temps d’exécution ne dépasse pas 3 minutes
jusqu’à un seuil de fréquence de 0.1% et l’espace mémoire utilisé est d’environ 1Go de mémoire.
Le nombre de motifs reste relativement stable (une centaine de motifs) jusqu’à un seuil de 1%.
Les jeux de données synthétiques ont permis de confirmer ces tendances et d’étudier plus
en détail les performances de notre algorithme. Par exemple, la figure 3.17 montre le temps
d’exécution, l’utilisation de la mémoire et le nombre de solutions pour les trois jeux de données
synthétiques ayant de 1 à 5 items par noeud.
La figure 3.18 illustre l’impact du nombre d’items par noeud sur les performances et le
nombre de solutions. Comme attendu, le nombre de motifs est beaucoup plus important lorsque
le nombre d’items augmente. Le temps d’exécution augmente donc en conséquence. Ces résultats
mettent en avant la différence entre fouiller un graphe étiqueté et fouiller un graphe attribué. La
complexité combinatoire est beaucoup plus élevée.
Pour finir, nous avons étudié les performances de a-DAG synthétiques ayant une structure
plus proche des données spatio-temporelles. Ces a-DAGs ont le même nombre de noeuds, d’arêtes,
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Figure 3.16 – Temps d’exécution et nombre de solutions pour le réseau de citations.
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Figure 3.17 – Temps d’exécution, utilisation mémoire, et nombre de solutions pour des a-DAG
synthétiques de différentes tailles.
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Figure 3.18 – Temps d’exécution et nombre de solutions pour des a-DAG synthétiques lorsque
le nombre d’items par noeud augmente.
et d’itemsets. Toutefois, les noeuds sont répartis en dix ensembles (appelés "couches") organisés
en série temporelle. De plus, les arêtes sont uniquement entre des noeuds de couches consécutives.
Ces graphes ont donc des chemins plus longs et un plus grand nombre de motifs sont extraits.
Comme illustré par la figure 3.19, les temps d’exécution et l’utilisation de la mémoire sont
beaucoup plus élevés avec ce type de structure, mais reste acceptable jusqu’à un seuil de fréquence
7 %.
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Figure 3.19 – Temps d’exécution et utilisation mémoire des a-DAG synthétiques avec une
structure en couches.
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4Extraction de motifs récurrents dans
des graphes dynamiques attribués
L’extraction de chemins pondérés dans un unique DAG attribué permet de mettre en avant
des évolutions fréquentes d’objets spatiaux avec des dynamiques complexes. Toutefois, cette
représentation sous forme de DAG, et ce domaine de motifs, ne considèrent que très partiellement
la dimension spatiale. Ils ne permettent pas par exemple de prendre en compte le voisinage d’une
évolution, qui pourtant pourrait l’expliquer.
Face à cette limite, une représentation des données plus complète d’un point de vue spatio-
temporel doit être considérée. Dans le domaine du traitement d’images, les différents objets
d’une image et leurs relations spatiales sont communément représentés sous forme de graphe.
Nous avons donc adopté cette structure pour représenter la dimension spatiale des données.
Nous considérons plus précisément des graphes attribués pour capturer toutes les informations
associées aux objets spatiaux. Au final, l’évolution temporelle de ces objets spatiaux est donc
modélisée par une séquence de graphes attribués, encore appelée graphe dynamique attribué.
Comme discuté en section 2.1.2, l’extraction de motifs dans de telles structures de données est
encore peu étudié dans la littérature. Les travaux existants se focalisent sur des sous-graphes
dont les noeuds évoluent de manière identique [DPRB12, DPRB13] ou sur des évolutions topo-
logiques [KPPR15]. Dans ce chapitre, nous proposons donc un domaine de motifs plus générique
permettant d’extraire des évolutions récurrentes de sous-graphes connexes. Ces motifs repré-
sentent des séquences d’ensembles de caractéristiques liés spatialement et apparaissant plusieurs
fois au même endroit à des dates différentes.
Ce travail a été réalisé dans le cadre d’une thèse du Ministère de l’Enseignement supérieur,
de la Recherche et de l’Innovation. Il est centré sur des aspects méthodologiques et n’est pas
associé à un domaine d’application particulier. Il a été appliqué à différents jeux de données
réels disponibles dans la communauté (impact de cyclones sur le trafic aérien aux Etats-Unis et
analyse du réseau de publications DBLP) et à des jeux de données synthétiques. Dans le cadre
de sa thèse, le doctorant a aussi appliqué ce travail au suivi de bassins aquacoles à partir d’une
série d’images satellitaires (en collaboration avec l’Ifremer).
Le tableau 1.1 présente le doctorant ayant travaillé sur cette problématique, ainsi que les
projets de recherche et les collaborations associés. Suite à ce tableau sont également listées les
principales publications.
Ce chapitre est organisé de la manière suivante. La section 3.1 présente le domaine de motifs
proposé et les contraintes utilisées. La section 3.2 décrit une stratégie originale pour extraire ces
motifs dans un unique graphe dynamique attribué. Pour finir, la section 3.4 discute des résultats
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obtenus sur différents jeux de données synthétiques et réels.
Master/Thèse
Z. Cheng (2014-2018)
thèse dirigée par N. Selmaoui-Folcher (UNC),
co-encadrant : F. Flouvat
Collaborations
Ifremer
Table 4.1 – Synthèse des encadrements et des collaborations en lien avec l’extraction de motifs
récurrents dans un graphe dynamique attribué
Principales publications
Zhi Cheng, Frédéric Flouvat and Nazha Selmaoui-Folcher. Mining reccurrent patterns in a dynamic attri-
buted graph. In Proceedings of the 21st Pacific-Asia Conference on Knowledge Discovery and Data Mining
(PaKDD’17), Jeju, South Korea, 2017.
Table 4.2 – Synthèse des publications en lien avec l’extraction de motifs récurrents dans un
graphe dynamique attribué
4.1 Cadre théorique
4.1.1 Les données
Dans ce chapitre, la base de données en entrée est un unique graphe dynamique attribué
G =< Gt1 , Gt2 , ..., Gtmax > représentant l’évolution d’un graphe sur un ensemble de temps
T = {t1, t2, ...tmax}. L’ensemble des noeuds de G est noté V. Un noeud de G est étiqueté par des
items de l’ensemble I. A chaque temps t ∈ T , le graphe G est un graphe attribué non-orienté noté
Gt = (Vt, Et, λt) où Vt ⊆ V est l’ensemble des noeuds au temps t , Et ⊆ Vt × Vt est l’ensemble
des arêtes au temps t, et λt : Vt → P(I) est la fonction associant chaque sommet de Vt à un
sous-ensemble d’items de I. La figure 4.1 présente un exemple de graphe dynamique attribué.
Ce type de représentation peut être utilisée pour modéliser des données variées. Par exemple,
l’évolution d’un réseau social peut être représentée par un tel graphe, tout comme l’évolution
d’un ensemble d’objets spatiaux. Dans le premier cas, chaque noeud correspond à une personne,
son étiquette est un ensemble d’informations (items) sur la personne sous-jacente, et les arêtes
correspondent à la relation sociale entre les personnes. Dans le second cas, chaque noeud repré-
sente un objet spatial, son étiquette est un ensemble d’informations sur l’objet associé, et les
arêtes représentent les relations spatiales (p.ex. le voisinage). Dans tous les cas, les noeuds, les
étiquettes et les arêtes peuvent varier au cours de temps (modification, apparition ou disparition).
4.1.2 Les évolutions récurrentes
Dans ce travail, nous avons introduit un nouveau domaine de motifs, appelé motifs récur-
rents, pour analyser ces graphes. Ils correspondent à des évolutions récurrentes des informations
associées aux étiquettes des noeuds, i.e. des sous-séquences de sous-graphes attribués. Les arêtes
des sous-graphes ne sont pas prises en compte directement afin d’élargir l’analyse. Les motifs sont
composés de sous-graphes "sans arêtes". Par contre, elles sont prises en compte dans plusieurs
contraintes structurelles sur les sous-graphes de la séquence (p.ex. connectivité). Ces contraintes
seront détaillées dans la section suivante.
Plus formellement, soit (V, λ) un sous-ensemble de noeuds attribués de G avec V ⊆ V et
λ : V → P(I). (V, λ) peut être vu comme un graphe attribué sans arêtes. Pour faciliter la
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1 : ad
2 : ad5 : bd
4 : bc 3 : bd
6 : ad 7 : bc
12 : bc
11 : bd
8 : ac
9 : ad
10 : ac
Temps t1
1 : ac
2 : ad5 : bc
4 : bd 3 : ad
6 : bd 7 : bd
12 : bd
11 : bc
8 : ac
9 : ad
10 : bc
Temps t2
1 : ad
2 : bd5 : bc
4 : ac 3 : bc
6 : bd
12 : bd
11 : bc
8 : ad
9 : ad
10 : bd
Temps t3
1 : ad
2 : bd5 : bc
3 : ad
6 : bd 7
12 : bd
11 : bc
8 : ad
9 : ad
10 : bc
Temps t4
Figure 4.1 – Exemple de graphe dynamique attribué
lecture des exemples dans le texte, l’ensemble de noeuds attribués (V, λ) pourra aussi être noté
(v1 : λ(v1) | v2 : λ(v2) | ...), ∀v1, v2... ∈ V . Comme montre la figure 4.1, (1 : ad | 2 : ad | 3 : bd |
4 : bc | 5 : bd) est un ensemble de noeuds attribués de t1.
L’évolution d’un sous-ensemble de noeuds de G à un temps t ∈ T est une séquence S =<
(V ′1 , λ′1), (V ′2 , λ′2), ..., (V ′k, λ
′
k) > tel que ∀i ∈ {1, 2, ..., k}, ∃E′i ⊆ Et+i−1 et (V ′i , E′i, λ′i) est un sous-
graphe de Gt+i−1. Par exemple, dans la figure 4.1, 〈(1 : a | 2 : d | 3 : bd | 4 : bc | 5 : bd)
(1 : ac | 2 : ad | 5 : bc)〉 est une évolution débutant au temps t1.
Soit TP = {ti1 , ti2 , ..., tim} un ensemble de temps associés à l’évolution SP =< (V ′1 , λ′1),
(V ′2 , λ′2), ..., (V ′k, λ
′
k) >. Une évolution récurrente d’un sous-ensemble de noeuds de G à
l’ensemble de temps TP , selon la séquence SP , est notée P = (SP , TP ). Dans ce cas, la taille
de P est k. Dans la figure 4.1,
(〈(1 : a | 2 : ad | 5 : b)(1 : a | 2 : d)〉, {t1, t2}) est un exemple
d’évolution récurrente débutant aux temps t1 et t2. Ce motif représente une sous-graphe connexe
composé de v1, v2, et v5 avec les attributs {a, ad, b}, suivi le temps suivant par un sous-graphe
composé de v1 et v2 avec les attributs {a, d}.
4.1.3 Les contraintes : structure, temporalité, redondance et fréquence
Plusieurs contraintes sont utilisées pour définir si un motif P =
(〈(V ′1 , λ′1) . . . (V ′k, λ′k)〉, TP )
est intéressant. Nous avons tout d’abord considéré la structure des sous-graphes par l’intermé-
diaire de contraintes de connectivité, de cohésion et de volume. Ensuite, nous avons intégré
une contrainte temporelle de continuité. Pour finir, les contraintes de fréquence minimale et de
non-redondance ont aussi été adaptées à ce nouveau contexte.
Connectivité. Les noeuds d’un graphe représentent souvent des individus/objets, et les arêtes
représentent des relations entre ces individus/objets (p.ex. relation spatiale, relation d’amitié).
L’intégration d’une contrainte de connectivité (ou connexité) entre les noeuds permet donc de
se focaliser sur des évolutions potentiellement corrélées. Par exemple, dans la figure 4.1,
(〈(1 :
a | 2 : ad | 5 : b)(1 : a | 2 : d)〉, {t1, t2}
)
représente une évolution de noeuds connexes, et donc
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potentiellement liés. Cette contrainte peut être définie de la manière suivante :
Qconn ≡ ∀t ∈ TP , ∀i ∈ {1, 2, ..., k}, les noeuds de V ′i forment une composante connexe dans Gt+i−1
Cohésion. Cette contrainte utilisée dans [DPRB12] garantit la cohésion des noeuds du motif
à un temps donné. Elle s’appuie sur la similarité du voisinage pour extraire des noeuds qui
sont étroitement liés. Par exemple, cette contrainte permet de considérer des objets qui sont
spatialement très proches. Etant donné un seuil de similarité minsim ∈ [0, 1] et une mesure de
similarité sim(), la contrainte de cohésion minimale de P est
Qcohe ≡ ∀v ∈ V ′i , 1 ≤ i ≤ k, ∃u ∈ V ′i , tel que sim(v, u, V ′i ) ≥ minsim
Toute mesure de similarité peut être utilisée pour centrer l’extraction sur des motifs représen-
tant différentes structures de graphe. Il est notamment possible d’utiliser les mesures de similarité
Cosine [T+06] et Jaccard [Jac12] qui considèrent la similarité du voisinage direct des noeuds.
Volume. Le volume est une autre mesure couramment étudiée lors de l’analyse de graphes.
Elle correspond au nombre minimum de noeuds des sous-graphes considérés. Par exemple, le
motif
(〈(1 : a | 2 : ad | 5 : b)(1 : a | 2 : d)〉, {t1, t2}) a un volume de 2. Cette mesure représente la
taille d’une communauté dans un réseau social (en supposant que les noeuds soient les individus
et les arêtes les liens d’amitié). Etant donné un seuil de volume minvol, la contrainte de volume
minimum de P est
Qvol ≡ min∀i∈{1...k}(|V ′i |) ≥ minvol
Continuité temporelle. Par défaut, une évolution peut représenter des noeuds totalement
différents à chaque temps. L’interprétation par les utilisateurs de telles évolutions peut être
difficile car il n’y a pas a priori de liens directs (pas d’arêtes) entre les individus/objets observés
(représentés par les noeuds). Nous proposons donc une nouvelle contrainte visant à cibler les
motifs décrivant des évolutions autour d’un noyau commun d’individus. Par exemple, le motif(〈(1 : a | 2 : ad | 5 : b)(1 : a | 2 : d)〉, {t1, t2}) a deux noeuds communs aux temps t1 et t2.
Ainsi, il est possible de suivre l’évolution dans le temps d’un certain nombre de noeuds, tout en
considérant aussi les noeuds voisins (directement ou indirectement). Etant donné un nombre de
noeuds seuil mincom défini par l’utilisateur, cette contrainte peut être formalisée de la manière
suivante :
Qcont ≡ |
⋂
∀i∈1...k
V ′i | ≥ mincom
Non-redondance. Tout comme dans le travail précédent sur les a-DAG, nous avons intégré
une contrainte visant à éliminer les motifs redondants, i.e. portant la même information. Par
exemple, P =
(〈(1 : a | 2 : ad)(1 : a | 2 : d)〉, {t1, t2}) est redondant par rapport à P2 = (〈(1 : a |
2 : ad | 5 : b)(1 : a | 2 : d)〉, {t1, t2}
)
. En effet, la séquence de P est incluse dans celle de P2 et les
deux motifs apparaissent exactement aux mêmes moments. Soit Th(G, Q) l’ensemble des motifs
solutions dans G par rapport à une contrainte Q. La contrainte de non-redondance de P est
QnonRedund ≡ P ∈ Th(G, Q) | @P2 ∈ Th(G, Q) tel que P v P2 et TP = TP2
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Fréquence. Classiquement, la fréquence représente soit le nombre de "transactions" contenant
le motif, soit son nombre d’occurrences. Dans notre cas, la définition de fréquence est différente.
Elle représente le nombre d’apparition du motif dans le temps, i.e. le nombre de temps auquel
l’évolution commence. Par exemple, dans la figure 4.1, la fréquence de
(〈(6 : d | 11 : b | 12 : b)(11 :
bc | 12 : bd)〉, {t1, t2, t3}
)
est 3 puisque cette évolution débute à t1, t2 et t3. Plus formellement, le
motif P est fréquent dans G par rapport à un seuil minimum minsup si
Qfreq ≡ |TP | ≥ minsup
4.1.4 Problématique
Etant donné un graphe dynamique attribué G, l’objectif est d’énumérer l’ensemble des évolu-
tions récurrentes dans G vérifiant la contrainte Q = Qconn ∧Qcohe ∧Qvol ∧Qcont ∧QnonRedund ∧
Qfreq, noté Th(G, Q).
4.2 Stratégie d’extraction des motifs récurrents
Nous avons introduit une stratégie originale pour extraire ces motifs. Elle ne s’appuie pas
sur une stratégie générer-tester (où des motifs candidats sont générés, testés, puis combinés).
Elle ne suit pas un parcours en largeur ou en profondeur de l’espace de recherche. Elle ne fait
pas non plus un parcours basé sur des projections successives des données (tel que le font par
exemple PrefixSpan et ses autres variantes). Elle s’appuie sur des intersections successives des
composantes connexes contenues à chaque temps. Au fur et à mesure de ces intersections et du
parcours des temps, les motifs sont progressivement étendus. On obtient ainsi à chaque itération
(à chaque temps) un ensemble de motifs solutions de taille potentiellement différente. L’avantage
de cette approche est d’éviter la génération d’un grand nombre de motifs ne vérifiant pas les
contraintes et de traiter de manière incrémentale le graphe dynamique attribué, i.e. la séquence
de graphes, en entrée. La sous-section suivante va introduire la notion d’intersections entre des
graphes attribués. Cette notion est à la base de la stratégie d’énumération proposée.
4.2.1 Intersections de graphes attribués et motifs de taille 1
Lien entre intersection et fréquence Considérons deux temps i, j ∈ T . L’intersection entre
les deux graphes attribués Gi = (Vi, Ei, λi) et Gj = (Vj , Ej , λj), notée Gi u Gj , est un graphe
attribué G = (V,E, λ) tel que V = Vi∩Vj , E = Ei∩Ej , ∀v ∈ V , λ(v) = λi(v)∩λj(v). Autrement
dit, il s’agit d’un graphe constitué des noeuds, des arêtes et des valeurs d’attributs communs aux
deux graphes en entrée. On remarque que tout sous-graphe de G apparaît au temps i et j.
Ils apparaissent donc au moins deux fois dans G. La figure 4.2 présente un exemple illustrant
l’intersection de trois graphes (G1 uG3 uG4). Le sous-graphe c appartenant à cette intersection
a la propriété d’apparaître au moins 3 fois dans les données (au moins dans t1, t3 et t4).
Cette propriété peut être généralisée à l’intersection de k graphes, avec k ∈ {2, 3, ...|T |}. Soit
T k ⊆ T un sous-ensemble de temps de G tel que |T k| = k. L’intersection des graphes de G sur les
k temps de T k, noté u
i∈Tk
Gi, est un graphe G = (V,E, λ) avec V = ∩
i∈Tk
Vi, E = ∩
i∈Tk
Ei, ∀v ∈ V ,
λ(v) = ∩
i∈Tk
λi(v). La fréquence minimale d’apparition dans G de tout sous-ensemble de noeuds
attribués de u
i∈Tk
Gi est k. Ainsi, tout motif construit à partir de l’intersection de minusp graphes
de G respectera la contrainte de fréquence minimale.
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G′ : une partie de G
6 : ad 7 : bc
12 : bc
11 : bd
8 : ac
9 : ad
10 : ac
Temps t1
6 : bd 7 : bd
12 : bd
11 : bc
8 : ac
9 : ad
10 : bc
Temps t2
6 : bd
12 : bd
11 : bc
8 : ad
9 : ad
10 : bd
Temps t3
6 : bd 7
12 : bd
11 : bc
8 : ad
9 : ad
10 : bc
Temps t4
6 : d
12 : b
11 : b
8 : a
9 : ad
G1 uG3 uG4
6 : d
12 : b
11 : b
c v G1 uG3 uG4
Figure 4.2 – Exemple d’intersection de graphes
Lien entre intersection et non-redondance L’intersection de graphes permet aussi d’avoir
d’autres propriétés. Etudions plus particulièrement les composantes connexes (i.e. les sous-
graphes connectés maximaux) issues de l’intersection de plusieurs graphes. Nous noterons Ciuj
l’ensemble des composantes connexes du graphe obtenu après intersection du graphe G aux temps
i et j, i.e. Gi uGj .
Considérons deux composantes connexes c et c′ obtenues après intersection des graphes aux
temps {i, j} et {k, l}, i.e. c ∈ Ciuj et c′ ∈ Ckul, ∀i, j, k, l ∈ T . Soit Tc = {t ∈ T | c v Gt}
(resp. Tc′) l’ensemble des temps de T où la composante connexe c (resp. c′) apparaît. Il est
impossible d’avoir c @ c′ (ou l’inverse) et Tc = Tc′ . Dans la figure 4.2, la composante connexe
(6 : d | 12 : b | 11 : b) est dans G1, G3 et G4. Elle apparaît donc dans G1 u G3 et G1 u G4. Il
n’existe pas de sur-ensemble de noeuds attribués l’incluant et apparaissant aux mêmes temps. A
noter que le sous-ensemble (12 : b | 11 : b) est obtenu en faisant G1 uG2, mais il apparaît à des
temps différents (t1, t2, t3 et t4). Pour résumer, si c = (V,E, λ), alors le motif (< (V, λ) >, Tc)
vérifie la contrainte de connexité (car c est une composante connexe), mais aussi la contrainte
de non-redondance (dans l’ensemble des solutions de taille 1). Autrement dit, ce motif sera donc
soit un motif solution, soit une partie d’un motif solution.
Cette propriété peut être généralisée à tout ensemble T, T ′ ⊆ T . Notons CuT (resp. CuT ′),
l’ensemble des composantes connexes obtenues après intersection des graphes aux temps T (resp.
T ′), i.e u
i∈T
Gi. Si c ∈ CuT , alors @c′ ∈ CuT′ tel que c @ c′ et Tc = Tc′ . Les motifs de taille 1 associés
à ces composantes connexes vérifient donc les contraintes de connectivité et de non-redondance.
Pour que ces motifs soient des solutions, il suffit de vérifier en plus les contraintes de volume et de
continuité (des contraintes peu coûteuses d’après leur nature). La réciproque est aussi vraie. Tout
motif solution de taille 1, ou tout sous-motif de taille 1 d’un motif solution (i.e. une "partie" d’un
motif solution), peut être dérivé des composantes connexes obtenues après intersections entre des
graphes de G. Ces intersections nous permettent donc d’obtenir les "briques de bases" servant à
construire l’ensemble des motifs solutions.
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L’intérêt de ces intersections est d’éviter d’avoir à faire un grand nombre de tests d’inclusion
lors de l’extraction (pour vérifier les contraintes de fréquence et de non-redondance), et donc
de gagner en efficacité. En effet, le nombre d’intersections est 2|T | alors que le nombre de tests
d’inclusion dépend du nombre de motifs générés. Ce dernier est donc dans le pire cas, et en
général, beaucoup plus important (de plusieurs ordres de grandeur). De plus, même si le nombre
d’opérations pour faire une intersection est en moyenne plus important que pour faire un test
d’inclusion, la complexité des algorithmes reste du même ordre de grandeur.
Par ailleurs, un prétraitement est aussi effectué afin de faire ces intersections plus ra-
pidement. Il consiste à rechercher toutes les composantes connexes de Gi (1 ≤ i ≤ |T |)
dont les volumes sont supérieurs à minvol, notés Ci. Dans la figure 4.1, l’algorithme re-
cherche donc d’abord l’ensemble des composantes connexes de G1, i.e., C1 = {(v1, v2, v3, v4, v5),
(v6, v7, v8, v9, v10, v11, v12)}. Puis, C2 = {(v1, v2, v5),(v3, v4), (v6, v11, v12), (v8, v9, v10)}, C3 =
{(v1, v2, v3),(v4, v5), (v6, v7, v8, v9, v10, v11, v12)} et C4 = {(v1, v3, v5), (v6, v7, v8, v9, v10, v11, v12)}
sont identifiés. Ensuite, les intersections ne sont plus faites sur le graphe initial mais entre leurs
composantes connexes, ce qui évite des tests de connexité et permet d’éliminer directement les
composantes ne vérifiant pas la contrainte de volume minimum.
4.2.2 Génération incrémentale des motifs
Les motifs de taille 1 extraits dans les intersections peuvent ensuite être combinés, en fonction
des temps où ils apparaissent, afin de générer les autres motifs. Cette extension se fait de manière
incrémentale en traitant les temps les uns après les autres.
Itération 1 : ₵
1
 ∏ ₵
3 
 ∏ ₵
4
 …........
Itération 2 : ₵
2
 ∏ ₵
4 
 ∏ ₵
5  
…........
…..
Itération m : ₵
m
 ∏ ₵
m+2 
 ∏ ₵
m+3
 …..
c c c
c' c' c' ...
…
c* c* c*
t
1
t
2
t
3
t
4
t
5
... t
m
t
m+1
t
m+2
t
m+3
Figure 4.3 – Extension en parallèle des motifs de type ( < c, c′, ..., c∗ >, {t1, t3, t4}) à partir de
{t1, t3, t4}
La figure 4.3 illustre cette construction incrémentale à partir des temps t1, t3 et t4. Elle
représente l’extension en parallèle des motifs apparaissant en t1, t3 et t4 (de trois de leurs occur-
rences donc). A noter que la contrainte de fréquence étant directement liée au nombre de temps
"intersectés", on peut déduire que la fréquence minimale dans cet exemple est 3. Supposons
par exemple qu’il existe un motif solution P = ( < (V ′1 , λ′1), (V ′2 , λ′2), ...(V ′n, λ′n) >, {t1, t3, t4} ).
Les traitements réalisés pour {t1, t3, t4} permettent d’obtenir trois occurrences de la séquence
< (V ′1 , λ′1) > (celles en t1, t3 et t4). L’occurrence en t1 ne peut être étendue que par un ensemble
de noeuds attribués de t2 (aucun "gap" de temps n’étant autorisé), à condition que ces deux
ensembles aient un nombre suffisamment important de noeuds en commun (contrainte de conti-
nuité). De même, celle en t3 ne peut être étendue que par les motifs de taille 1 trouvés en t4
(de même pour t4 et t5). A partir de l’intersection de {t2, t4, t5}, on peut étendre < (V ′1 , λ′1) >
avec (V ′2 , λ′2) issu de cette intersection, et obtenir < (V ′1 , λ′1), (V ′2 , λ′2) >. Ce processus continue
jusqu’à ce que l’on ne puisse plus étendre les séquences étudiées. On obtient alors un motif so-
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lution (non-redondant). Au delà du motif P , cette succession d’extensions permet de générer
incrémentalement tous les motifs commençant en t1, tous les motifs commençant en t2, etc. En
effet, si un motif de taille 1 obtenu à partir de {t2, t4, t5} ne peut être utilisé pour étendre un
motif construit "au temps précédent", il constitue le point de départ pour un nouveau motif.
Avec cette approche, le motif P peut être généré et étendu potentiellement 4 fois (à partir de
{t1, t3}, de {t1, t4}, de {t3, t4}, et de {t1, t3, t4}). A chaque génération, les temps associés au motif
sont mis à jour. Bien que l’étude de la combinaison {t1, t2, t3} n’apporte pas d’informations par
rapport P , elle peut permettre de découvrir ou d’étendre d’autres motifs. Toutes ces combinaisons
d’intersections sont donc nécessaires, d’où l’importance du pré-traitement décrit précédemment
pour limiter le coût de cette opération.
L’algorithme 4 présente en détail l’approche développée. La ligne 1 correspond à l’extraction
des composantes connexes de chaque graphe. Les lignes 3-8 construisent les motifs de taille 1
dont la fréquence est supérieure au seuil minimum et dont au moins une occurrence commence
au temps t1. Pour cela, l’algorithme calcule toutes les combinaisons de temps contenant t1 (T k1 ,
ligne 4), puis génère des motifs de taille 1 en faisant l’intersection des composantes connexes ap-
paraissant à ces temps (ligne 6, méthode ExtractIntersect). Les autres temps sont ensuite traités
les uns après les autres. Pour chaque temps ti, on construit de nouveau toutes les combinaisons
de temps (non déjà traitées) contenant ti (T ki , ligne 12), et on extrait des motifs Pi de taille 1 de
l’intersection des composantes connexes (ligne 13). On essaye ensuite d’étendre chaque motif P
généré à l’itération précédente (ligne 14-15). Si le motif P ′ résultant de l’extension de P avec Pi
vérifie la contrainte de continuité, on l’ajoute dans les motifs générés au temps ti (ligne 16-17).
Sinon, on enregistre dans les solutions le motif P généré à l’étape précédente et on enregistre Pi
pour une future extension. A la fin (ligne 27), l’algorithme réunit les motifs solutions construits
à chaque temps.
4.3 Expérimentations et applications
4.3.1 Prototype
Ce travail n’a pas encore fait l’objet d’un développement poussé d’un point de vue interface
utilisateur ni d’une intégration dans une plate-forme d’analyse de données telle que KNIME.
L’algorithme a été implémenté en C++ à partir de librairies de traitements de graphes telles que
Lemon [DJK11] et Boost Graph [SLL01]. Le prétraitement des données et la visualisation des
motifs ont quant à eux été réalisés à partir de scripts MATLAB.
4.3.2 Protocole expérimental
Le domaine de motifs et l’approche proposée ont été appliqués à trois jeux de données
réels : DBLP , trafic aérien aux USA et aquaculture en Indonésie. Les deux premiers jeux de
données sont issus de travaux de la littérature liés à l’analyse d’un graphe dynamique attri-
bué [DPRB12, KPPR15]. L’objectif de ces jeux de données est de comparer indirectement les
différentes approches (même si les domaines de motifs sont différents). Le premier jeu de don-
nées correspond à une partie du réseau de citations DBLP . Ce graphe représente des auteurs et
leurs co-publications entre 1990 et 2009 (subdivisées en 9 périodes au total). Les 2 723 noeuds
représentent des auteurs ayant plus de 10 publications, et ils sont étiquetés par 43 attributs re-
présentant leurs nombres de publications dans 43 conférences du domaine. Il y a 10 737 arêtes en
moyenne à chaque temps et elles représentent les auteurs ayant publié ensemble. Le deuxième jeu
de données représente le trafic aérien aux Etats-Unis après l’ouragan Katrina (8 dates/semaine).
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Algorithm 4 RPMiner : extraction des évolutions récurrentes
Require: un graphe dynamique attribué G, minsup : seuil minimum de fréquence, minvol : seuil minimum de volume,
mincom : nombre minimum de noeuds communs au cours du temps, minsim : seuil minimum de cohésion
Ensure: Th(G, Q) : l’ensemble des évolutions récurrentes vérifiant la contrainte Q = Qconn ∧ Qcohe ∧ Qvol ∧ Qcont ∧
QnonRedund ∧Qfreq
1: C = {Ci ensemble des composantes connexes de Gi | ∀c ∈ Ci, c = (V,E, λ), |V | ≥ minvol,∀v ∈ V, ∃u ∈ V tel que
cosine(v, u) ≥ mincos}
2: Candi = ∅, ∀i ∈ {1, 2, ..., |T |}
3: for k = minsup to |T | do
4: Tki = {tj1 , ..., tjk |tj1 < tjk et tj1 = ti}
5: for chaque T ⊆ Tk1 do
6: Cand1 = Cand1 ∪ {P1 ∈ ExtractIntersect(C, T )}
7: end for
8: end for
9: Soli = ∅, ∀i ∈ {1, 2, ..., |T |}
10: for i = 2 to |T | do
11: for k = minsup to |T | do
12: for chaque T ⊆ Tki do
13: for chaque Pi ∈ ExtractIntersect(C, T ) do
14: for chaque P = (S, TP ) tel que P ∈ Candi−1 and TP = T do
15: P ′ = ExtendWith(P, Pi)
16: if Qcont(P ′) then
17: Candi = Candi ∪ {P ′}
18: else
19: Soli−1 = Soli−1 ∪ {P}
20: Candi = Candi ∪ {Pi}
21: end if
22: end for
23: end for
24: end for
25: end for
26: end for
27: Th(G, Q) =MergeUpdate(⋃∀i∈T Soli)
Les 280 noeuds correspondent aux aéroports. Leurs 8 attributs représentent des informations
sur le trafic (p.ex. augmentation/diminution des annulations, des vols). Les 1 206 arêtes corres-
pondent à l’existence de vols entre les aéroports. Le troisième jeu de données est lié au suivi de
l’activité aquacole en Indonésie à partir d’une série d’images satellitaires. Le processus mis en
place pour ces données ainsi que les résultats obtenus sont détaillés dans [Che18], ils ne seront
pas présentés dans ce chapitre.
Plusieurs jeux de données synthétiques ont aussi été générés afin d’étudier plus en détail
l’influence de certains paramètres des données sur le passage à l’échelle. Nous avons plus particu-
lièrement étudié l’influence du nombre de noeuds par temps, du nombre d’attributs par noeud,
du nombre d’arêtes, et du nombre de temps. Le générateur de graphes dynamiques attribués
développé prend donc en paramètre ces différents éléments. Il génère le nombre de noeuds de-
mandé, puis affecte à chacun de ces noeuds un certain nombre d’attributs aux différents temps
selon une distribution uniforme. Les arêtes sont ensuite générées à partir de paires de noeuds
choisies selon aussi une distribution uniforme.
4.3.3 Analyse qualitative
Une analyse qualitative des motifs dans les jeux de données réels a été effectuée. Dans le jeu
de données DBLP , cette analyse a mis en avant certains comportements récurrents de groupes
d’auteurs. Dans le jeu de données sur le trafic aérien, les motifs ont confirmé et précisé l’influence
de plusieurs cyclones sur le trafic aérien aux Etats-Unis. Afin d’illustrer cela, deux exemples de
motifs sont présentés dans la suite.
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Le premier motif est issu du jeu de données DBLP et présente les publications faites par
deux co-auteurs pendant la période de 1990 à 2009. Il est formellement décrit par
(
< (Henry T irri : KDD, ICML | Petri Myllymaki : KDD, ICML)
(Henry T irri : KDD, IntellDtAnal | Petri Myllymaki : KDD, IntellDtAnal)
(Henry T irri : ECMLPKDD | Petri Myllymaki : ECAI) >, {[90− 93], [94− 97]})
Ce motif montre un comportement récurrent de Henry Tirri et Petri Myllymaki (2 répé-
titions). Ils publient tout d’abord ensemble dans KDD et ICML, puis publient dans KDD et
Intelligent Data Analysis, et pour finir ECML/PKDD et ECAI indépendamment. Au-delà de
l’intérêt potentiel de ce motif, il est intéressant de souligner que ce type d’évolution n’aurait
pas pu être extrait par les approches existantes de part les domaines de motifs très spécifiques
considérés.
Le deuxième motif présente l’impact des cyclones Katrina, Irene et Ophelia sur une partie
du trafic aérien des Etats-Unis (3 récurrences). Ces cyclones ont eu lieu sur la côte Est. Ils ont
donc eu un impact important dans cette zone en terme d’annulations et de retards, mais pas
uniquement. Ils ont aussi eu un impact indirect sur plusieurs aéroports de la côte Ouest. Comme
attendu, cet impact est proportionnel à la puissance du cyclone. La figure 4.4 présente le graphe
associé à ce motif.
Figure 4.4 – Exemple de motif présentant l’impact de trois cyclones sur les vols aux Etats-Unis.
C : annulations, D : vols redirigés, DD : délai moyen au départ, DA : délai moyen à l’arrivée,
WD : temps d’attente au sol au départ, WA : temps d’attente au sol à l’arrivée.
4.3.4 Analyse quantitative
La figure 4.5 présente les temps d’exécution et le nombre de solutions obtenus pour 12 jeux de
données synthétiques comportant un nombre croissant de sommets et d’arêtes (avec 50 attributs
en moyenne et 8 dates). Comme le montrent ces graphiques, l’algorithme reste relativement
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efficace lors de l’analyse d’une séquence composée de 20 000 sommets par graphe et par date,
avec un seuil très petit de fréquence (minsup = 2).
Figure 4.5 – Temps d’exécution et nombre de solutions en fonction du nombre de noeuds et
d’arêtes (données synthétiques)
La figure 4.6 montre que le temps d’exécution et la mémoire maximale consommée (tout
comme le nombre de solutions) augmentent de manière exponentielle en fonction du nombre de
temps (de graphes dans la séquence). Cet impact est très important en raison de la stratégie
utilisée par l’algorithme. En effet, le nombre d’intersections effectué est exponentiel dans le
nombre de temps (une intersection pour chaque combinaison de temps de taille supérieure à
minsup). Toutefois, même si le passage à l’échelle est plus difficile pour des graphes dynamiques
avec beaucoup de temps, l’algorithme proposé permet de traiter de plus grands graphes que les
algorithmes de la littérature, tout en trouvant des solutions plus générales.
Figure 4.6 – Temps d’exécution et mémoire utilisée en fonction du nombre de temps (données
synthétiques)
Le nombre d’attributs impacte beaucoup moins les performances que le nombre de temps.
Comme le montre la figure 4.7, le temps d’exécution augmente linéairement avec le nombre
d’attributs. L’algorithme peut ainsi traiter plus de 1000 attributs par noeud, ce qui permet de
modéliser et d’analyser des données très riches en informations.
Des expérimentations ont aussi été conduites afin d’étudier l’impact des contraintes sur les
performances. La contrainte qui a le plus d’impact est le seuil de fréquence minsup. En effet,
ce seuil conditionne directement le nombre d’intersections effectuées. Seules les intersections de
plus minsup graphes sont calculées pour respecter la contrainte de fréquence minimale. Les
autres contraintes ont un impact plus ou moins important en fonction de la densité du jeu de
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Figure 4.7 – Temps d’exécution et nombre de solutions en fonction du nombre d’attributs
(données synthétiques)
données (de la taille des composantes connexes notamment). Dans tous les cas, ils améliorent les
performances et diminuent le nombre de solutions.
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1Synthèse
Le travail présenté dans cette habilitation à diriger des recherches montre l’évolution de
mes thématiques de recherche en accord avec les problématiques locales et les verrous identifiés
dans la communauté. Je suis ainsi parti de mes travaux de thèse sur l’extraction d’itemsets
fréquents dans des données "benchmarks", pour aller vers de l’extraction de motifs dans des
données spatio-temporelles réelles en interaction avec des experts du domaine. La complexité
de ces données réelles a mis en avant les limites des approches existantes, et nous a permis de
proposer des solutions originales et génériques à la communauté. De plus, la proximité des experts
nous a amené à nous intéresser à l’intérêt des motifs extraits ainsi qu’à leur restitution. J’ai ainsi
travaillé à l’élaboration des domaines de motifs et d’algorithmes de plus en plus complexes :
des co-localisations aux graphes dynamiques attribués, en passant par des séquences intégrant le
voisinage.
Le chapitre 1 a décrit un premier travail s’intéressant à la découverte et la restitution de motifs
spatiaux (des co-localisations) plus pertinents pour les experts. L’intégration de la connaissance
du domaine dans l’analyse, associée à une visualisation adaptée des résultats, est essentielle
pour fournir aux experts des connaissances utiles et interprétables. L’étude des outils et des
pratiques des experts, nous a amené à proposer de nouvelles contraintes et une nouvelle approche
de visualisation. Deux types de contraintes ont été proposées : des contraintes de type "SIG"
définies manuellement par les experts, et des contraintes dérivées des modèles mathématiques
issus de la littérature du domaine. Comme l’ont montré les expérimentations réalisées dans le
cadre du suivi de l’érosion, ces contraintes permettent de centrer l’analyse sur des motifs d’intérêt
et d’avoir une extraction plus efficace. La visualisation cartographique proposée, et basée sur un
clustering des instances des motifs, permet quant à elle de mettre en avant de manière intuitive
la distribution spatiale des solutions. Ces propositions ont été intégrées dans des outils SIG et
validées avec des experts du domaine.
Le chapitre 2 a présenté un nouveau domaine de motifs séquentiels intégrant le voisinage.
Ainsi, les dimensions spatiales et temporelles sont en partie prises en compte dans ce travail. Ce
domaine de motifs est utilisé pour analyser les évolutions dans une zone (fixe) tout en prenant
en compte l’environnement proche. Le cadre théorique des motifs séquentiels et l’algorithme
PrefixSpan [PHMA+01] sont étendus pour intégrer cette nouvelle dimension. La stratégie de
PrefixSpan basée sur des projections successives est modifiée pour inclure aussi les informations
du voisinage. De nouvelles extensions sont ajoutées à la liste des extensions possibles des préfixes.
Une mesure d’intérêt est aussi proposée en post-traitement afin de filtrer les motifs les plus
contredits. Ces contributions ont été utilisées, avec les experts, pour analyser les dynamiques
d’une maladie vectorielle (la dengue) dans une ville et pour étudier la pollution de plusieurs
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rivières. L’interface de visualisation développée a permis de discuter plus simplement des résultats
avec les experts.
Le chapitre 3 s’est focalisé sur l’évolution d’objets spatiaux caractérisés par des dynamiques
complexes (p.ex. déplacement, apparition/disparition, fusion/division). Un graphe orienté acy-
clique attribué (ou a-DAG) est utilisé pour modéliser ces dynamiques. Dans ce contexte, les
évolutions sont étudiées via un nouveau domaine de motifs appelé chemin pondéré. Ces motifs
correspondent à des chemins fréquents et non-redondants dans le a-DAG. L’algorithme développé
pour les extraire permet d’analyser efficacement des graphes de taille relativement importante
(200 000 noeuds, 600 000 arêtes et 7.5 attributs par noeud en moyenne). Sa stratégie globale
est similaire à PrefixSpan. Toutefois, le principe des extensions est très différent (extensions,
partielles et complètes, par des itemsets), tout comme les projections effectuées et la structure
de données utilisée (graphe de motifs). Ces contributions ont notamment été utilisées pour ana-
lyser une série d’images satellitaires liées à l’érosion des sols en Nouvelle-Calédonie. Un processus
complet d’extraction de connaissances a été mis en place et intégré dans la plate-forme KNIME.
Les résultats obtenus ont souligné l’évolution de l’érosion en lien avec la végétation, la pente et
l’activité minière. Les expérimentations sur d’autres types de données ont démontré la généricité
de l’approche développée.
Le chapitre 4 intègre de manière plus complète les dimensions spatiales et temporelles. Pour
cela, ce travail s’appuie sur une représentation des données sous forme de graphe dynamique
attribué. Les relations spatiales peuvent ainsi être finement représentées par un graphe, et leurs
évolutions dans le temps par l’aspect dynamique du graphe. Ce graphe est utilisé pour extraire
les évolutions récurrentes d’objets liés spatialement. Ces évolutions constituent un nouveau do-
maine de motifs correspondant à des sous-séquences de composantes connexes sous-contraintes
(notamment structurelles et temporelles). Une stratégie originale et incrémentale a été proposée.
Elle s’appuie sur plusieurs propriétés des intersections de sous-graphes connexes. Cette stratégie
permet de traiter des graphes plus grands que dans la littérature, mais surtout beaucoup plus
riches en informations (1000 attributs). Cette approche a été utilisée dans différents contextes
applicatifs (réseau de co-auteurs, trafic aérien et aquaculture). Les motifs obtenus ont montré
l’intérêt de ce domaine de motifs par rapport aux autres existants et sa généricité.
Discussion D’un point de vue plus général, la modélisation des données sous-forme de graphe
dynamique attribué est la plus générale et la plus complète. Elle permet de capturer un grand
nombre d’interactions spatiales et temporelles, tout en permettant d’intégrer l’ensemble des infor-
mations associées à chaque objet. Elle a aussi l’avantage d’être générique avec un grand nombre
de domaines d’application potentiels (bien au delà des données spatio-temporelles). Les pro-
blèmes de recherches de co-localisations et de motifs spatio-séquentiels peuvent être directement
reformulés dans ce cadre. La recherche des évolutions fréquentes dans une série d’images satel-
litaires peut l’être aussi à condition d’intégrer des contraintes supplémentaires lors de l’analyse
afin de capturer les dynamiques de fusion/division et les déplacements potentiels.
Toutefois, extraire des motifs dans ce type de graphes est particulièrement complexe. L’ap-
proche développée actuellement, même si elle est plus générale que les contributions existantes,
reste assez spécifique. Elle ne permet pas d’extraire les motifs fréquents, seulement les motifs ré-
currents (i.e. des motifs apparaissant au même endroit mais à des dates différentes). Il n’est donc
pas possible de l’utiliser pour extraire des motifs spatio-séquentiels ou des évolutions fréquentes
(la localisation des objets n’entrant pas directement en jeu dans le calcul de la fréquence). Il s’agit
d’ailleurs d’une des perspectives de ces travaux qui sera développée dans le chapitre suivant.
Les domaines de motifs proposés restent donc encore complémentaires. Le travail sur les mo-
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tifs spatio-séquentiels permet d’extraire les évolutions fréquentes des attributs de zones fixes, en
prenant en compte les attributs des zones voisines. Le travail sur les chemins pondérés fréquents
permet d’extraire des évolutions fréquentes d’objets spatiaux ayant des dynamiques plus com-
plexes, mais n’intègre pas les informations des objets à proximité. Le travail sur les sous-graphes
attribués permet de capturer assez finement les interactions spatiales et temporelles (même si les
arêtes ne sont pas directement considérées), mais se limite à rechercher des récurrences locales et
non des évolutions fréquentes globalement. Bien entendu, il est totalement envisageable de com-
biner toutes ces contributions pour extraire des motifs plus généraux. Toutefois, l’analyse d’un
graphe dynamique attribué pose des problèmes de passage à l’échelle pour lesquels un simple
assemblage de techniques existantes risque de ne pas être suffisant.
A noter que la contribution sur l’extraction de motifs guidée par des modèles du domaine est
une approche générique et applicable à d’autres domaines de motifs. Elle est présentée dans le
cadre du travail sur les co-localisations pour des questions de présentation, mais elle a aussi été
utilisée lors de l’analyse de séries d’images satellitaires avec les chemins pondérés fréquents. En
effet, cette approche s’applique, pour l’instant, uniquement à des itemsets. Or, les itemsets sont
présents dans les motifs séquentiels et les graphes attribués. Il est donc possible d’utiliser ces
contraintes dérivées de modèles dans ces contextes pour filtrer certaines solutions (p.ex. certaines
extensions de motifs séquentiels).
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2Perspectives
Les perspectives à ces travaux sont multiples. Il s’agit de perspectives directes de nos derniers
travaux, mais aussi de problématiques qui m’intéressent et que je souhaiterais approfondir. Cer-
taines sont d’ailleurs actuellement au centre de travaux de recherche actuels au sein de l’équipe.
Elles se situent dans le domaine de l’extraction de motifs mais aussi dans d’autres domaines telle
que la classification. Elles s’articulent autour de quatre thèmes :
— la fouille de graphes (amélioration du passage à l’échelle et extraction de motifs plus géné-
raux)
— l’extraction de motifs au sens large (intégration de la discrétisation et prise en compte de
la connaissance du domaine)
— la classification (prise en compte du bruit et des valeurs manquantes)
— les applications (renforcement des liens avec le privé et élargissement à d’autres probléma-
tiques)
Fouille de graphes. Dans les derniers travaux présentés, nous avons étudié l’extraction de
motifs dans des graphes complexes : les graphes dynamiques attribués. Cette représentation a
l’avantage d’être très générale et de pouvoir représenter un grand nombre de données (p.ex.
images, vidéos, réseaux sociaux, informations géographiques, molécules, etc.). Toutefois, leur
analyse est difficile. Le simple fait de savoir si deux graphes sont isomorphes est un problème
pour lequel on ne connaît pas d’algorithmes en temps polynomial dans le cas général. Rechercher
toutes les corrélations possibles dans ces graphes, en un temps raisonnable, est donc un défi.
L’approche proposée en chapitre 4 permet de traiter plus de données et d’analyser des corrélations
plus complexes que dans la littérature. Toutefois, deux points pourraient encore être améliorés :
le passage à l’échelle de l’algorithme et le domaine de motifs.
L’une des limites de l’algorithme développé est la consommation de mémoire. A chaque ité-
ration, toutes les solutions sont conservées en mémoire afin d’être potentiellement étendues lors
de l’itération suivante (i.e. lors du traitement du temps suivant). Comme le montre la figure 4.6,
la mémoire utilisée explose lorsque les données sont associées à plus de 20 dates (plus de 20 Go
de mémoire). Face à ce problème, une solution est de mettre en place une structure de données
plus optimisée pour stocker les motifs (l’implémentation actuelle utilise les structures de données
de la librairie Boost Graph). La mise en place d’une telle structure de données a généralement
un impact sur l’algorithme, et nécessite donc de l’adapter. Une autre solution est de changer la
stratégie de l’algorithme. Certaines stratégies ont la particularité de limiter la mémoire utilisée.
Les stratégies effectuant un parcours en profondeur de l’espace recherche ont par exemple cette
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particularité. L’algorithme actuel est d’ailleurs en cours d’adaptation afin de suivre un parcours
en profondeur, et les premiers résultats montrent déjà une amélioration des performances. Au
delà de l’aspect purement algorithmique, l’extraction peut aussi être améliorée en tirant partie
des nouvelles architectures logicielles et matérielles développées ces dernières années. L’intérêt
croissant autour du big data et du cloud computing a donné naissance à de nouveaux concepts,
architectures et solutions logicielles tels que le paradigme MapReduce, Hadoop ou Apache Spark.
La démocratisation des appareils mobiles et des objets connectés, conjointement avec une utili-
sation accrue de "l’intelligence artificielle", amène aussi de nouvelles avancées matérielles telles
que le processeur Edge TPU de Google, le Kirin 980 de Huawei ou le LightOn de la start-up du
même nom. L’exploitation de ces technologies permettrait d’optimiser ou de distribuer certaines
opérations. L’algorithme proposé, de par sa stratégie incrémentale basée sur des intersections et
des extensions en parallèle des motifs, semble particulièrement adapté à ce type d’architectures.
Les motifs récurrents constituent un domaine de motifs plus général que ceux proposés dans
la littérature pour analyser des graphes dynamiques attribués. Toutefois, ils correspondent encore
à des régularités très locales. Si deux évolutions identiques sont associées à des noeuds différents,
elles seront considérées comme des motifs différents. Il serait donc intéressant de généraliser en-
core ce domaine de motifs pour extraire ces évolutions identiques indépendamment des noeuds
d’apparition. On obtiendrait ainsi des sous-graphes fréquents et non simplement récurrents. Ce
domaine de motifs est plus complexe à extraire et soulève donc des défis en terme de passage à
l’échelle. Les solutions évoquées précédemment seront donc encore plus d’actualité avec ce nou-
veau domaine de motifs. Ces motifs plus généraux peuvent aussi être obtenus par post-traitement,
évitant ainsi la définition d’un nouveau domaine de motifs et d’un nouvel algorithme. Une option
est d’exploiter un algorithme de clustering pour regrouper les motifs similaires et ainsi retourner
des informations plus générales à l’expert du domaine. Dans la littérature, des mesures de simi-
larités ont été proposées pour certains domaines de motifs telles que les séquences. Il faudrait
donc les adapter aux graphes dynamiques attribués. Ainsi, les motifs satisfaisant une similarité
minimale pourraient être regroupés et résumés. Pour cela, l’algorithme proposé dans [AHSZ11]
serait une solution intéressante. Il impose uniquement une borne inférieure sur la similarité entre
chaque objet et le représentant du cluster associé, et supporte les chevauchements de clusters.
Différents problèmes restent encore à étudier à ce niveau, comme le passage à l’échelle de l’en-
semble du processus (extraction de motifs et clustering) ou la caractérisation de l’information
contenue dans chaque cluster.
Extraction de motifs au sens large. Dans un processus d’extraction et de gestion des
connaissances, l’extraction des motifs est précédée par différentes opérations de sélection et de
pré-traitement des données. Parmi toutes ces opérations, la discrétisation est une opération clas-
sique lorsque l’on veut extraire des motifs. En effet, la majeure partie des algorithmes d’extraction
de motifs nécessitent d’avoir en entrée des données catégorielles (encore appelées qualitatives ou
binaires). Lorsque l’on a des données numériques, il est donc nécessaire de les discrétiser, i.e. de
les transformer en données catégorielles (généralement des intervalles disjoints). Différentes mé-
thodes existent (p.ex. méthode des quantiles ou méthodes des amplitudes) [DKS95], mais dans
tous les cas, l’impact de cette opération sur les résultats est très important. Plusieurs travaux
ont étudié cette problématique [SA96a, KKN11, GS18]. Ils discrétisent les données "à la volée"
pendant l’extraction ou traitent directement des données numériques (en utilisant des mesures de
distances). Toutefois, ils souffrent encore d’un certain nombre de limites : perte d’informations,
analyse mono-dimensionnelle, passage à l’échelle ou non intégration des utilisateurs. Je souhaite-
rais notamment étudier cette problématique dans le cadre de données spatio-temporelles où les
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notions de hiérarchie et de granularité sont particulièrement importantes (avec des corrélations
potentiellement à différents niveaux).
La pertinence des motifs extraits est également un enjeu important. Un grand nombre de
mesures et de contraintes ont été proposées dans la littérature afin d’avoir des motifs plus in-
téressants d’un point de vue statistique, mais aussi du point de vue des experts du domaine
d’application. Pour cela, une approche classique consiste à intégrer la connaissance des experts
sous forme de règles afin de guider l’extraction. Toutefois, ce type d’approche nécessite une forte
implication des experts pour définir et ajuster ces règles. Dans notre travail, nous avons proposé
d’exploiter les modèles mathématiques existants dans la littérature du domaine. Par exemple,
il existe de nombreux modèles mathématiques visant à modéliser et simuler l’érosion des sols.
Ces modèles sont définis par les experts à partir de leur connaissance du phénomène étudié.
Ils prennent en compte certaines interactions fines entre variables, mais restent limités dans le
nombre de variables considérées. Notre idée était de tirer partie de cette connaissance et d’en
dériver des contraintes utilisées pendant l’extraction de motifs pour améliorer la pertinence de
l’analyse. Notre travail s’est focalisé sur des modèles "statiques" applicables à des itemsets. Il ne
prend pas en compte la dynamique temporelle des phénomènes étudiés. Or, des modèles inté-
grant cette dynamique existent. Ils se présentent souvent sous la forme de systèmes d’équations
différentielles. Le modèle SIR (Susceptible, Infectious, Recovered) utilisé pour modéliser l’évo-
lution d’une maladie infectieuse en est un exemple. Il serait donc particulièrement intéressant
d’exploiter aussi ce type de modèles pour améliorer l’extraction de motifs (p.ex. séquences ou
graphes dynamiques). Au delà d’une simple utilisation de ces modèles orientés simulation comme
contrainte, je souhaiterais étudier un réel couplage entre ces techniques et celles développées en
fouille de données. Un tel couplage permettrait par exemple de paramétrer de manière semi-
supervisée ces modèles théoriques, ou de les enrichir, en croisant données observées et données
simulées. Ce travail initierait aussi des interactions entre informaticiens et physiciens. En effet,
une des thématiques étudiées par les physiciens de l’ISEA est le développement de modèles ma-
thématiques intégrant une composante chaotique pour simuler différents phénomènes réels (p.ex.
lasers).
Classification. Au delà de l’extraction de motifs, je souhaiterais m’investir dans une autre
tâche classique en analyse de données : l’apprentissage supervisé. Mes travaux sur l’extraction
de motifs pourraient être un point de départ. En effet, l’un des résultats récents dans le do-
maine de l’extraction de motifs est l’intérêt de ces modèles locaux en tant que descripteurs
dans les problèmes de classification supervisés. Plusieurs méthodes de classification supervi-
sées basées sur des règles d’association, appelées CBA (Classification Based on Associations),
ont été développées dans le cadre de données binaires, ce qui a entraîné un gain significatif
d’informations [ML98, LDR01, AZ04, Tha07, GSFB12, CGSF+13, ZN14]. Je souhaiterais plus
particulièrement étudier cette problématique dans le cadre des séries temporelles multivariées
(multivariate time series). L’analyse de séries temporelles est une problématique au centre de
nombreux travaux actuellement [Mue14, TL17]. L’une des principales difficultés est de pouvoir
croiser et prédire l’évolution dans le temps de plusieurs variables numériques. La majeure partie
des travaux vise à prédire le futur à partir de la valeur courante de la série. Des travaux récents
ont montré qu’étudier la forme de certaines parties de la série pouvait donner de meilleurs ré-
sultats et permettait d’aboutir à la construction de règles. Ces travaux se sont pour l’instant
limités à l’étude d’une variable et à des prédictions ponctuelles en fonction des motifs détectés.
Il serait intéressant de généraliser cette notion de règles à des séries temporelles multivariées et
de combiner ces règles pour prédire les futures valeurs.
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Lorsque l’on doit traiter des données réelles, une autre problématique importante est la pré-
sence de bruit dans les données et l’absence ponctuelle de certaines valeurs [ZW04]. Ces problèmes
peuvent venir de la précision des capteurs ou des erreurs commises par les experts lors de la saisie
des informations. Les performances des méthodes d’apprentissage sont généralement fortement
impactées par ces deux types d’anomalies. Une grande partie des solutions reste dans le cadre
du filtrage, du nettoyage des données ou de l’interpolation. Elles mettent aussi souvent l’accent
sur le bruit associé à la phase d’apprentissage (p.ex. bruit de classes) [FV14]. Peu d’études ont
étudié les problèmes des erreurs affectant les attributs (mesures), alors que ce type d’anomalies
est plus nuisible. Dans ce contexte, une première approche pourrait être de définir et d’utiliser
des motifs tolérants aux bruits dans le cadre des séries temporelles multivariées.
Un autre défi important en cours d’étude dans le cadre de l’analyse les séries temporelles
est de prédire le plus "tôt" possible (early prediction), i.e. prédire les évolutions (et les risques)
dès que possible [LCTP15]. Dans un tel contexte, la précision des classificateurs n’est pas le
seul critère important. La "précocité" par rapport à la dimension temporelle doit également être
considérée, comme la stabilité de la précision.
Applications. Je souhaiterais aussi élargir mon champ applicatif au delà des problématiques
environnementales. Un grand nombre de domaines sont possibles mais plusieurs applications
m’intéressent plus particulièrement en raison de leur intérêt local et de la possibilité de créer des
partenariats avec des entreprises. Les domaines en question sont l’agriculture, l’industrie et la
santé.
La dernière thèse que je co-encadre se place par exemple dans le contexte de l’aquaculture.
Elle vise à développer de nouvelles méthodes pour analyser et comprendre les facteurs influen-
çant la réussite des élevages de crevettes. Elle est en partenariat avec l’IFREMER, et les acteurs
de la filière aquacole en Nouvelle-Calédonie (le Groupement des Fermes Aquacoles et la SOciété
des Producteurs Aquacoles Calédoniens). Ce travail s’appuie pour cela sur des séries temporelles
multivariées bruitées et hétérogènes issues de différentes sources de données telles que les données
d’élevage, les données de qualité et les données météorologiques. D’un point de vue méthodo-
logique, on s’intéresse dans ce travail à des problématiques de classification (supervisée et non
supervisée) avec pour principal verrou l’imprécision des mesures et les valeurs manquantes.
Au niveau industriel, un partenariat est en cours de mise en place avec une entreprise dans le
secteur de la production d’énergies renouvelables (solaire et éolienne). L’objectif de ce partenariat
est de développer des méthodes permettant de prédire à partir des séries de données collectées
en continu sur les sites de production. Deux problématiques intéressent plus particulièrement
l’entreprise : la prévision des pannes des éoliennes et la prévision de la production solaire. Bien
que ces applications semblent différentes, elles partagent le même type de données, à savoir
des séries temporelles multivariées avec des valeurs numériques et nominales. Pour l’instant, ce
partenariat s’est appuyé sur deux stages et un projet tuteuré orientés davantage développement
logiciel et bases de données, mais l’objectif à terme est d’obtenir un financement de thèse pour
approfondir cette problématique. Des discussions sont également en cours avec une entreprise du
secteur minier sur des questions de ressources (et non de suivi environnemental).
Le domaine de la santé est aussi un domaine producteur de données avec des questions liées au
suivi des patients et à l’optimisation des processus internes. Ces deux dernières années, la situa-
tion a beaucoup évolué à ce niveau en Nouvelle-Calédonie. Les installations étaient relativement
anciennes, certaines datant de la seconde guerre mondiale. Un programme de modernisation a
donc été mis en place par le gouvernement et le secteur privé. Ce programme a abouti à l’ou-
verture d’un médipôle en 2016 et aux regroupements des différentes cliniques dans un même site
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en 2018, sous le nom de clinique Kuindo-Magnin. Ces nouvelles installations bénéficient des der-
nières technologies au niveau médical avec un suivi des patients informatisé et des instruments
connectés. Une grande quantité de données est en cours de production actuellement avec des
besoins importants en terme de valorisations et des spécificités locales à prendre en compte.
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