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With the rise of Big Data analytics, the new field of causal inference (Pearl, 2009) has 
received more attention in business research fields such as Accounting (Lawrence, Minutti-Meza, 
& Zhang, 2011) and Marketing (Manganaris, Bhasin, Reid, & Hermiz Keith, 2010). Traditional 
statistics focuses on correlation which may lead to misleading conclusions because the estimates 
can be severely biased even when data sets are large. The objective of causal inference is to obtain 
estimates from observational data that are unbiased and can thus be interpreted as causal. This 
study provides a systematic comparison of the performance of four causal inference methods 
which are Propensity Score Matching, Standardization, Inverse Probability Weighting and 
Orthogonal Arrays. The risk difference, risk ratio and odds ratio are compared for these estimators. 
This research uses bootstrapping with different sample sizes to ensure that reliable estimates for 
bias and mean squared error are obtained. Topics relevant to method selection and 
recommendations for use of the methods are offered.   
Additionally, with applying the suggestions and recommendations derived from the 
simulation, two examples are used to demonstrate how causal inference improves estimates.  The 
first example explores the use of causative analytics for improving retention and graduation rates 
using a series of causal inference methods with semester-based information about student 
performance. The findings reveal that the effect of living on campus and math preparation for 
improving student retention rates and graduation rates is considerably lower than traditional 
estimates showed. The second example investigates the relationship and effect size between the 
implementation of the UberX service and fatalities due to drunk driving among different age 
groups. The findings disclose that while traditional methods show that there is a statistically 
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significant effect of UberX deployment on the number of DWI fatalities among youth ages 17-34 
and older ages 35-65, the causal estimates are no longer statistically significant.
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CHAPTER 1. INTRODUCTION 
Over the last two decades, there have been three major developments that profoundly affect 
the way we draw conclusions from observations. First, the rise of information technologies, 
especially of cheap storage and worldwide connectivity, has led to an abundance of data and the 
term “Big Data” was introduced to signify this development.  Second, the increase in computing 
power of personal computing, predicted by Moore’s law (Moore, 1965), has brought with it a rise 
in software applications that allow us to sift through large amounts of data to gain insight into a 
variety of problems. The term self-service analytics was coined by Gartner to describe the large 
number of software solutions enabling staff in marketing, finance, accounting and HR to analyze 
their own data without the need for the IT department as an intermediary.  Third, the access to 
more data has led to an increased interest in causal inference (Pearl, 2009) in a variety of fields such 
as Accounting (Lawrence et al., 2011) and Marketing (Manganaris et al., 2010).  The focus of this 
thesis is causal inference methods, which can also be called causal analytics. The latter term will 
be used in this thesis.     
Big Data had a profound effect on statistics, leading researchers to look at the importance 
instead of only statistical significance (Lin, Lucas Jr, & Shmueli, 2013). In 2015, the editors of 
Basic and Applied Social Psychology (BASP) announced that they would not publish the papers 
containing p values because in the editors’ opinion, “the test reliability is too easy to pass”. The 
editors believed that relying on p values would support lower-quality research. Therefore, more 
and more fields, such as social sciences, medicine, marketing and accounting are considering the 
practical significance instead of the statistical significance. Subsequently, researchers should focus 
on exploring the inference of causation instead of the inference of association.  
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Researchers over the past century traditionally started with a theoretical basis, followed by 
the assumptions and statement of hypothesis and finally using data to reject or not reject the null 
hypothesis in favor of an alternative hypothesis. In statistical inference, researchers gather samples 
to test a specific hypothesis and then check the statistical significance. Various distributions such 
as t, chi-square and F with associated degrees of freedom were published in all textbooks in 
statistics for researchers to select the correct critical value for a given test. Once statistical software 
on personal computers became prevalent, p values for determining the significance level became 
the norm. However, in the era of Big Data, the p values become smaller and smaller when the 
sample sizes become larger and larger (Lin et al., 2013) to the extent that almost everything 
becomes statistically significant. Big Data analytics starts with the data and derives insight into 
the problem at hand. Hence, the question is not whether an effect is statistically significant but 
whether it is practically significant.   Furthermore, the question we are trying to answer is whether 
the effect is causal or not.  
Two recent books, Causality (Pearl, 2009) and Causal Inference (Miguel A. Hernan & 
Robins, 2017) have been the key sources for exploring causal inference. The unbiasedness of 
estimators is the main goal of causal inference. The main objective of this research is to help future 
researchers to better identify the best method in obtaining unbiased estimates in observational 
studies that can be interpreted as causal under certain conditions. The ultimate goal for this research 
focuses on evaluating methods for causal inference and making recommendations for their 
application in the Big Data environment.  
The thesis is organized as follows. Chapter 2 provides a history of Big Data;  Chapter 3 
explains the differences between traditional data analysis and Big Data analytics;  Chapter 4 
describes the differences between correlation; Chapter 5 describes the measures used to assess the 
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estimators, i.e., bias, variance and mean squared error; Chapter 6 describes the causal inference  
methods investigated in this research; Chapter 7 provides a comparison of the methods; Chapter 8 
reports on the findings from a simulation study; Chapter 9 and Chapter 10 offer two examples 
using causal inference to estimate effects from two data sets; Chapter 11 provides a summary and 
a conclusion.    
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CHAPTER 2. HISTORY OF BIG DATA 
Big Data is often used along with analytics. Big Data analytics is usually used to refer to 
analytical methods suitable for Big Data. This chapter provides an overview of what Big Data is 
and how it relates to the causal inference research which is the focus of this thesis.   
The etymology of the term “Big Data” is traced by Francis Diebold to the mid-1990, when it 
was used by John Mashey to refer to the handling and analysis of massive datasets (Diebold, 2012). 
Initially, the term ‘Big Data’ attracted little attention, and very few people were using the term as 
recently as 2008 in academia as well as in industry. However, five years later, it had become a 
popular phrase among business circles, the popular media, and it was featured in pieces and 
sections of technology and science magazines. Similarly, what can be said about the use of many 
terms in the fast-evolving field of technologies, there is no agreed definition of Big Data among 
academics and industry. In recent years, Big Data has caught the attention of researchers and 
business professionals alike. Mayer-Schonberger & Cukier (Mayer-Schönberger & Cukier, 2014) 
review the use of Big Data with emphasis on decision making. They argue that Big Data will 
change our lives and will affect the way we work and think by providing useful insight into how 
the world works. For example, the factors that affect sales, the reasons for the number of customers 
satisfied, the treatments that improve the health of patients and the method of reducing costs in a 
healthcare system and identifying fraud all can be enhanced by Big Data.  A well-known example 
of the use of Big Data in recent years is that of the Google Flu Trends (GFT).  The success of 
applications such as GFT relies on using not just traditional sources of data but new sources of 
data that show the correlation to the target variable. Big Data, some believe, will lead society to 
move to an “all data revolution” period that encourages the researchers and organizations to find 
new relevant sources of data to explore more accurate and valuable predictions (Zikopoulos, 2011). 
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It is essential to discern the appropriate usage of Big Data because a misunderstanding of what 
constitutes Big Data leads to disappointments. Therefore, to describe what the term Big Data offers 
that is different from past large data sets is the first step to harness its potential. 
What constitutes Big Data and what does the adjective “big” refer to when describing data? 
It is a fact that the volume (V1) of data has been increasing exponentially over the past decade and 
is likely to continue on this path. For example, google collects petabytes of data every day; at 
Facebook millions of new pictures are uploaded each hour, and the stock market has millions of 
trades that need to be recorded for each day by the second or even millisecond. Figure 1 shows the 
projected trend in unstructured data (Simoudis, 2016) which is expected to double every two years.  
 
 





Early use of the term Big Data focused on volume whereas today it is only one of many 
characteristics of Big Data. Laney  introduces the 3V’s: volume, velocity and variety in data 
management (Lancy, 2001), where volume refers to the number of observations in a data set, 
variety involves the types of data, and velocity emphasizes the speed of updates of volume and 
variety. Several years later, the “3V” have become the generally accepted three defining 
dimensions of Big Data.  IBM adopted “Big Data” to be used for enterprise data management and 
researchers started to generally use the 3 V’s to describe Big Data (IBM, 2013). More specifically, 
3Vs are characterized through: 1) very large in volume [terabytes (TB) or petabytes (PB)]; 2) 
diverse in variety in type which is structured and unstructured in nature; 3) a very high velocity 
with data being created in or near real-time. Traditionally, “large data” in contrast to Big Data are 
limited to volume.  For instance, a relational database may have many rows, but the number of 
variables (variety) is fixed to the predefined number of columns in the database and the speed of 
updates (velocity) is limited through well established procedures and protocols to assure data 
integrity. Consider a database for vehicle crashes as an example: the volume refers to the number 
of rows in a database; the variety refers to the columns in the database and also includes text, 
pictures, and drawings; velocity refers to the speed of updating and adding new rows.  
Besides the 3Vs, a number of other key characteristics have been suggested in literature. 
For example, variability and veracity were introduced by Hilbert (Hilbert, 2015). Variability refers 
to the inconsistent new type of data compared to the original data, and veracity refers to the quality 
of the data that are collected. Although variability and veracity are referenced in the analysis of 
Big Data, they do not play a crucial role in identifying the etymology of the term of “Big Data”. 
But they point to potential problems that analysis faces for decision making with Big Data. In 
addition to the 3V’s Kitchin also suggests four additional attributes which are: exhaustive, 
7 
 
resolution, relational and flexibility attributes for differentiating between “Big Data” vs. “small 
data” (Kitchin, 2014). 
The following sections describe the evolution from the era of ‘small data’ to the era of ‘Big 
Data’ which includes the 3V’s and the history and function of seven other key attributes. In 
addition, the challenges relating to Big Data are also addressed. 
1) Volume  
Over the last decade, researchers have sought to estimate and track the volume of digital 
data. While different methods and definitions were employed, all research suggests that the rate of 
growth over the past decade has been staggering in scale. The measurements of the data volume 
range from the Bit (b) to the Yottabyte (YB). In 2011 it was projected that there has been a 40 
percent rise in data generated globally per year (Manyika et al., 2011). Also in 2011 Gantz et al. 
estimated that the “amount of information created and replicated on the Internet will surpass 
1.8 Zettabytes (ZB)” (1021 Bytes) in 2011 stored in “500 quadrillion files” (Gantz & Reinsel, 2011). 
This, the authors report, represented a growth by a factor of 9 in just five years, with growth at that 
time projected to more than double every two years (Gantz & Reinsel, 2011). The number of 
servers (both virtual and physical) worldwide will grow by a factor of 10, the amount of 
information managed by enterprise datacenters will grow by a factor of 50, and the datacenters 
will have to deal with the number of files which will grow by a factor of 75 at least. How to harness 
the usable part of this tremendous amount of data stored will be the challenge of analytics over the 




2) Variety  
Both big and small data can vary in their nature which can be structured as in relational 
databases such as text, numbers, images, audio, video and other types of data. Combining and 
linked these data types and conjoining structured and unstructured data is part of what separates 
traditional data from Big Data. Historically, small data are more structured, discrete and linked in 
relational databases. The key to understanding the Big Data phenomenon is how they differ from 
earlier forms of digital data management which was extremely proficient at processing and storing 
numeric data using relational databases and enabled various kinds of statistical analysis. The 
analysis of Big Data will not be limited to analyzing numeric data but also the multi-type data such 
as images and text which are also used for decision making.  
The internet has opened up the possibility of increasing the variety of data beyond the 
traditional statistical analysis to incorporate data that are not contained in the company’s database. 
For instance, a traditional approach to forecasting the demand for a product would use a company’s 
data to build models.  However, a modern analytics approach using Big Data might start with 
thousands of variables obtained from all kinds of sources, external, public and from internal data 
bases to build models. Thus, the essence of Big Data is that there are no limitations to what data 
might be useful. This enables analytics to develop models with more predictive power than 
traditional models.  
3) Velocity  
A fundamental and apparent difference between small and Big Data is the dynamic nature 
of data generation. In general, small data usually consists of studies which are freeze-framed at a 
particular time and space like the above-water part of an iceberg. Even in longitudinal studies, the 
data are captured at discrete times, such as every few months or years. In contrast, Big Data are 
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generated on a much more continuous basis, in many cases in real-time or near to real time. Rather 
than a sporadic trickle of data, laboriously harvested or processed, data are flowing at high speed 
expanding in volume and variety which is referred to as streaming data (Zikopoulos, 2011). 
  Velocity emerges as observations are continuously added over time and/or space (Jacobs, 
2009) with many systems operating in a perpetual mode (Dodge & Kitchin, 2005). For instance, 
weather sensor networks monitor atmospheric indicators every few minutes and transmit their 
findings to a central database for incorporation into weather forecasts; people communicate with 
each other through social media sites in a never-ending flow of exchanges and interconnections. 
Business data are also changing. For example, customer satisfaction feedback changes 
continuously identifying different satisfaction levels with different time frames.  Instead of 
launching a customer satisfaction survey, companies will continuously receive customer feedback 
including more factors that could affect customer satisfaction in order to manage the operation and 
improve customer satisfaction. In all these cases, there is a persistent stream of data requiring 
continual management and analysis.  
  Some other characteristics of Big Data include exhaustive, resolution, relational and 
flexibility.  
4) Exhaustive  
With small data studies, a process of sampling is used in order to produce a representative 
set of data from the total population of all potential data at a particular time and place. For instance, 
surveys are designed with limited available resources. Such sampling is employed because the 
total population might be very large and it is unfeasible in terms of time and resources to harvest 
all data. Big Data projects, in contrast, strive towards capturing the entire population, or at least 
much larger sample sizes than are traditionally employed in small data studies (Mayer-
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Schönberger & Cukier, 2014). This is a by-product of the technologies that are employed to 
generate data, along with the huge growth in the ability to store data, and a conviction that ‘more 
is better’ and will provide greater representation and validity in the analysis.   
5) Resolution  
Besides being exhaustive, Big Data are becoming much more fine-grained in their 
resolution. A good example to illustrate this are satellite images. In the late 1980s, the highest 
resolution images of the Earth’s surface available to most non-government researchers were those 
taken by Landsat satellites, where each pixel relates to a 30 x 30 meter parcel of land. Much of the 
imagery now available on Google Earth has a resolution of 2.5 x 2.5 meter enabling much more 
detail to be viewed and analyzed. Consumer data is another example. The increase in the resolution 
of consumer data includes the identification of people, products, and transactions.  A higher 
resolution of data also allows us to employ methods to fill in missing information with estimates 
and helps us to improve decisions based on these data. 
6) Relational 
The term relational concerns the extent to which different sets of data can be conjoined and 
how those conjoins can be used to answer new questions. At the heart of relational databases is the 
ability to link different sets of data to harness a variety of information to make better 
decisions.  This points to a challenge for employing Big Data. The lack of common keys in 
different sets of data is often an obstacle for conjoining the multi-source data in the same domain. 
Much of the effort in Analytics is to prepare the variety of data sources so that data can be linked 




7) Flexibility  
With small data projects, given the expense and need for representativeness, the research 
design and data management can be relatively inflexible once the fieldwork and analysis get 
underway. In contrast, using Big Data, models have to be more flexible because information may 
be updated every day, every hour, every minute, or even every second. 
One might intuitively conclude that more data will result in less biased, hence more truthful 
estimates and thus a more causal interpretation of the estimates. However, not all of the seven 
characteristics of data mentioned above are equally important in reducing bias. The volume of data 
does not reduce the bias of the estimate. Rather, increasing volume reduces the standard error 
which will increase statistical significance. Hence one is able to better separate the signal from the 
noise. But even when the data is exhaustive including the entire population, the resulting estimates 
may not have a causal interpretation because the estimates may still be biased. Increasing the 
variety of data, however, may reduce the bias and lead to causal interpretations of the estimates. 
Collecting data about all possible confounders is the key to answering the causality question. 
However, in order to use all the information to estimate causal effects the data have to be relational 
and the resolution of the data has to be detailed enough to identify effects.  
In order to illustrate the relationship between causal estimates, volume, variety and 
resolution let us consider estimating the fatality risk difference between wearing a seat belt and 
not wearing a seat belt in a crash. Increasing the number of crashes for the analysis reduces the 
standard error of the estimate, but it does not eliminate the bias due to missing factors in the 
analysis. However, adding more confounders that affect both the choice of using a seat belt and 
the injury severity will reduce the bias. However, any additional information must be linkable to 
the crashes and the resolution must be fine enough to account for variation in the data. For instance, 
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speed data from the onboard computer in the car might be helpful. Speed affects the risk of survival 
in a crash, but also affects the choice of putting on a seat belt to begin with. For instance, interstates 
have a higher seat belt usage than city streets with lower speed limits. The speed information must 
be detailed enough to reflect changes in risk.  In summary, Big Data relates to our ability to obtain 
causal estimates, but variety, resolution and the ability to link the data are most important with 




















CHAPTER 3. BIG DATA ANALYTICS  
Analytics is a relatively new field making use of many methods from different fields such as 
statistics, information systems and operations research. This chapter describes how causal 
inference is part of the analytics toolbox used to obtain insight from data.  
Data will have utility when meaning and value can be extracted from it, rather than by itself. 
In other words, what is done with data is important, not simply that data is generated. Much of the 
volume of data and the variety of data collected will remain unused. Data science and analytics is 
about extracting meaning and value from data. Making sense of Big Data poses new challenges. 
Until recently, data analysis techniques have primarily been designed to extract insights from 
scarce, small, static, clean and purely relational datasets, scientifically sampled and adhering to 
strict assumptions, and generated and analyzed with a specific question in mind.  
   The solution to the challenges of processing and analyzing small and Big Data has been 
a novel suite of information management and storage techniques and the development of Big Data 
analytics. Such analytics are adapted to operating and extracting information from Big Data, and 
they have been a significant area of research investment so as to extend and produce new data 
operations, statistical and modeling methods, and visualization techniques. These analytic 
methods as used for business and science fall mainly into four categories, namely, description, 
explanation, prediction and prescription (Kitchin, 2014). Causal inference belongs to the 
explanation category.  
Analytics has been defined as “the scientific process of transforming data into insights for 
the purpose of making better decisions” (Informs).  It relies on the application of statistics, 
computer programming and operations research with respect to quantitative studies involved in 
the process. While analytics has been categorized into three distinct methods, descriptive analytics, 
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predictive analytics and prescriptive analytics (Informs), the data preparation itself has become a 
critical part of analytics that should be considered and included as part of analytics.   
3.1 Preparative Analytics  
Before data can be analyzed, it must be prepared in a pre-analytics process, i.e., cleaned, 
merged, checked for completeness, etc. The data preparation steps can be summarized as data 
selection, data pre-processing, data reduction and projection and data enrichment (Han, 
2011).  While these data preparation steps are designed to increase the quality of the data being 
used in the analysis, it also decreases the volume of data (Kitchin, 2014).  Although the pre-
analytical work can be extremely tedious and time-consuming, usually 70% to 80% of the time 
effort, it is nonetheless a vital part of analytics. Given the explosion in all kinds of new data 
infrastructures it has become a fertile area of research as data scientists seek the most productive, 
effective and efficient ways to store, prepare and retrieve data. It has also led to a growth of startup 
companies specializing in data preparation such as Datawatch.  Common tools include SQL for 
data merging and cleaning, Python for scraping data from the web and Hadoop for dealing with 
unstructured data.  
3.2 Descriptive Analytics  
The objective of descriptive analytics is to gain insight from the data through visualization, 
dashboards and tables; it includes business intelligence and descriptive statistics. Descriptive 
analytics will help analysts to discover associations between variables and thus suggest significant 
factors that affect a target variable. There are two issues, however, that could lead to 
misinterpretations of relationships. First, slicing data, a common practice used in business 
intelligence, can lead to small data sets even when starting with Big Data. For instance, a common 
method of slicing is by demographics. When data are sliced by gender, age and income the sub 
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group created could become small so that effects observed could be due to randomness. The second 
issue is the bias in data that does not disappear even as the volume of data increases as pointed out 
earlier.   
3.3 Predictive Analytics 
 The objective of predictive analytics is to discover patterns and build predictive models by 
using data mining techniques. Data mining is the process of extracting patterns from large datasets. 
It is based on the premise that meaningful information, which is non-random, novel, valid, useful 
and ultimately understandable, is contained in all massive datasets (Kitchin, 2014). The Cross-
Industry Standard Process (CRISP) for data mining is a generally accepted process for data mining 
(Shearer, 2000). It consists of six steps which are: business understanding, data understanding, 
data preparation, modeling, evaluation and deployment. While there are many techniques that 
could be chosen during the modeling process, there is a tradeoff between using classical techniques 
and next generation techniques. Machine learning is also employed as part of predictive analytics. 
Machine learning tries to iteratively evolve the understanding of datasets to automatically learn 
how to recognize complex patterns and construct models that predict such patterns and optimize 
results. It consists of two broad types of learning, namely, supervised and unsupervised which are 
both adopted in many Big Data analytics projects (Kitchin, 2014). 
Predictive analytics does not make claims of causal relationships and explain the outcome 
in any way. It only makes predictions such as if A and B hold, then we observe C in many cases. 
But this does not mean that A and B cause C.  
Data mining methods and other machine learning methods which make up the predictive 
analytics tool kit do not rely on statistical significance testing measures for variable selection. To 
assess the reliability of the prediction usually the data set is split into parts used for modeling and 
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a holdout part used for verification of the prediction.  There are several reasons for not using 
significance testing for variable inclusion in models. First, p-values will go quickly to zero as the 
sample size increases to “Big Data” (Mayer-Schönberger & Cukier, 2014). Second, for prediction, 
it is less important if a factor is statistically significant, but rather if the resulting prediction is 
superior. Third, most datamining models do not consist of models that allow the readily 
computation of t-statistics. Many datamining techniques are of the “black box type” that combine 
a set of factors to predict a target variable. For instance, a financial company might be interested 
in predicting whether a person would respond to a credit card offer using a variety of demographic 
and other factors; a wireless provider might be interested in predicting customer churn; a college 
might be interested in which student is likely to drop out of college. All these examples have in 
common a target variable that is most often, but not always, of a Yes/No form and a set of factors 
that are used to predict if a single individual has a “Yes” or “No” associated with her. This is very 
different from most regression models that aim to obtain an average for a certain factor setting. 
For instance, a regression might estimate the average response for male customers. For prediction 
it is not important to know what the average for male customers is.   
3.4 Prescriptive Analytics 
The objective of prescriptive analytics is to find optimal solutions for a given business 
problem. Tools included are optimization methods such as linear programming and simulation to 
identify if a model yields the desired outcome often used for sensitivity analysis.  Traditionally, 
researchers have used data with low volume, limited variety and low velocity. Because the 
information was often very limited, the reliability of the estimates was low and p values were used 
to assess reliability. In the Big Data environment the p-value will become smaller and smaller 
when the sample size becomes larger and larger. So the correlation between any two variables may 
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be statistically significant.  Also, with the limitation of the variety of data, the estimates are often 
biased due to the missing confounders. Furthermore, the low velocity of data does not adapt to the 
quickly changing environments, and thus the estimates today will not express the best estimates in 
the future. Therefore, Big Data analytics will build models that account for data with high volume, 
high variety and high velocity. Because of the small p-value with a higher volume of the data, 
statistical significance is not an issue.  Also, the high variety of data could remedy the issue with 
omitted confounders and high velocity could mitigate the effect of changing environments to allow 
models to include a time component.  
3.5 Causative Analytics 
As mentioned above, predictive analytics and prescriptive analytics do not make any causal 
claims nor do they suggest which factors affect the target. All that is important is that the model is 
able to predict the outcome. In many cases this is sufficient for the practical application at hand. 
However, there are many situations where one is interested in what factors cause the target to 
change and how much they will change the target. For instance, when predicting what student is 
likely to drop out it may be of interest to know what factors have a large effect. If living on campus 
makes a big difference in graduation rates then university administrators could plan for more on-
campus housing. But one needs to know that living on campus causes an increase in graduation 
rates before investing in significant resources. Thus, having good predictions for individual 
students is not enough.  
Explaining has been historically the objective of statistics while prediction has been developed 
in computer science.  Both are important fields that serve different purposes. However, it is 
important to clearly differentiate between prediction and explanation when using statistical 
modeling (Shmueli, 2010). While the objective in statistics is mainly explanation, it has shied away 
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from causal inference based on observational data. Only designed experiments using random 
assignments in treatment and control are expected to yield casual estimates and completely 
randomized designs are thus considered the gold standard for research. 
Much of statistics has focused on statistical significance instead of practical significance. 
Because of small sets of data, t-statistics are usually emphasized in research and the practical 
significance often seems like an afterthought. However, there are signs that there is a slow shift 
away from the focus on p-values towards reducing the bias of the estimators. For instance, recently, 
Basic and Applied Social Psychology has banned the use of p values in their publication “because 
the statistics were too often used to support lower-quality research” (Trafimow & Marks, 2015). 
With the availability of larger data sets p-values are declining and researchers are asked to focus 
on the practical significance instead of the statistical significance (Lin et al., 2013). Causal 
inference has gained interest lately since the publication of Pearl’s book Causality (Pearl, 2009).  A 
search in Google Scholar shows about 22,700 articles on causal inference since the publication of 
Pearl’s book. In the same time period there have been 293,000 articles published on propensity 
scoring, the most popular method for causal inference. This trend is likely to increase as data with 
increasing volume and variety become available. The next chapter explores the relationship 







CHAPTER 4. CORRELATION VS. CAUSATION  
In statistics, any relationship between two variables or two sets of data is referred to as 
association or dependence. Correlation measures linear association or dependence. If changes 
happening in one variable are associated with changes in another variable, the two variables are 
said to be correlated. A positive correlation indicates the extent to which two variables 
simultaneously increase or decrease, and a negative correlation refers to the extent to which one 
variable increases as another decrease.  
Causality refers to the relationship between events where one set of events (the effects) is 
the direct consequence of another set of events (the causes). From a statistical perspective, causal 
inference is the science of inferring the presence and magnitude of cause-effect relationships. 
There are three parts for deriving causal inference. The first one is formal language which is just 
a formalization of common sense such as seatbelts could reduce the probability of fatal injuries in 
a crash. The second one is the causal diagram that is a tool for clearly displaying the causal 
assumptions which indicate the causes and effects. The third one is an appropriate analysis method 
which allows for more reliable causal conclusions from the data at hand.  The emphasis is on 
“more” here because it is impossible to identify the exact magnitude of the relationship between 
two events or two variables using statistics so as to make a causality claim between any two events 
or two variables. The gold standard for making causal claims through statistical methods is the 
completely randomized controlled design where confounding is reduced by the random assignment 
of the sample unit to treatment and control. However, even in randomized designs there is a chance 
that the sample may not be representative of the issue at hand, especially when the sample size is 
small.   
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As an example, consider a mail ad campaign using different types of letters, envelopes and 
offers for a credit card with different rates.  The objective is to find out whether a starter interest 
rate of six months at 0% has an effect on the response rate to the mail offer and if so how large the 
increase is compared to a no teaser rate. To prevent confounding the treatment with other factors 
a completely randomized controlled design would assign individuals randomly to the teaser rate 
of 0% and to the control (no teaser rate). This guarantees that the effect estimate is unbiased. For 
instance, if we observe an increased response rate of 6% for ads sent out with the teaser rate 
compared to ads sent out without the teaser rate, then we can claim that the 6% increase was caused 
by the use of the teaser rate. In contrast, when we use observational data, i.e. results from past 
mailing campaigns that were sent to preselected potential customers based on certain 
characteristics, we cannot claim any causal relationship between teaser rates obtained in the 
mailings and response rates.  This is because the factors used in the preselection process may be 
confounded with the treatment (teaser rate). For instance, income by zip codes may have been used 
as a screening factor for mailings.   
Finding causation is the ultimate goal for any investigation in research. In business 
applications correlation may be enough to make good predictions; however, if management wants 
to know what affects the outcome and whether a factor effects an outcome enough to warrant 
investments, then correlation is not enough. Then we need causation.  One of the confusing aspects 
in statistics is the term “spurious correlation”. It implies that there is true correlation. This begs the 
question as to whether true correlation is different from causation.   
4.1 Spurious Correlation 
Pearson identified spurious correlation  as “correlation between ratios of absolute 
measurements that arises as a consequence of using ratios, rather than because of any actual 
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correlations between the measurements” (Pearson, 1896). In another words, spurious correlation 
is just a mathematical relationship, and it misrepresents the actual relationship between two 
variables. This kind of bias is similar to sampling bias due to focusing on only one portion of the 
data so that an erroneous correlation may be identified. For example, the U.S. Office of 
Management and Budget and the Centers for Disease Control & Prevention found that US 
spending on science, space, and technology correlates with suicides by hanging, strangulation and 
suffocation based on the data from 1999 to 2009.  
 
Figure 2: Example for Spurious Correlation (source: Office of Budget and Management and 
Center for Disease Control and Prevention, http://www.tylervigen.com/spurious-correlations) 
 
Furthermore, the Pearson correlation coefficient between these two variables is 0.9979. If we only 
rely on the statistical measure, we cannot deny that there is a high correlation between these two 
variables, but we cannot say that one causes the other.  The researchers cannot rely on statistical 
correlation for deciding whether there is a relationship between two variables; it is essential to 
identify the true relationship between them. A high correlation between two variables could exist 
as a result of their relationship to other variables. In the example above, the correlation is caused 
by the similar trend in both variables over time.   
Domain knowledge is the most reliable resource for identifying whether the two events or 
two variables have a spurious correlation or not. A spurious correlation implies that there is no 
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causal relationship at all and that the observed correlation is just a mathematical phenomenon. 
However, in practice, correlation may be only partly spurious and correlation may be a sign that 
there is some causation which may be weak or strong. So the question of causality does not have 
a simple yes/no answer. A better question would be to what degree is there a causal relationship. 
Hence, the objective is to obtain unbiased estimates so that the magnitude of these estimates can 
be considered causal.  
4.2 Correlation 
In contrast to spurious correlations we say that there is correlation between two variables 
if there is a direct relationship between the two variables. We also identify if there is a positive or 
negative relationship between the variables. For example, age and height are correlated in children 
due to the fact that an increase in age corresponds to an increase in height, because children in 
general grow with time. On the other hand, there is no long-term correlation between height and 
birth month, which means that if we vary birth month, height will not change in a regular way. 
That also means that we can predict children’s height to some extent if we know their age; however, 
this is not true for birth months. We also know that there is a correlation between body height and 
body weight. Taller people tend to weigh more than shorter people. 
Prediction, which is one of the key applications of correlations, can be done without a 
causal relationship although this is not always successful. For instance, even though the correlation 
between U.S. spending on science and technology may be used to predict the number of suicides 
by hanging, strangulation and suffocation quite well over a very long time span, there is no 
guarantee that this trend will continue into the future since there is no causal relationship.  
Correlations may be visually apparent when they are strong, whereas methods of measuring 
their strength are also needed to enable quantitative comparison and evaluation. One of the most 
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commonly used measures of correlation is the Pearson correlation coefficient, though many other 
measures of correlations exist. This measure ranges from -1 to 1, with 1 meaning the variables are 
perfectly positively correlated and –1 meaning they are perfectly negatively correlated. The 
Pearson correlation coefficient measures how two variables change together relative to how much 
they change individually, which are referred to as covariance and variance, respectively. 
The phrase ‘no correlation without variation’ means that we cannot determine whether 
variables are correlated if there is no variation in any of the variables. For example, consider the 
attempt by a marketing department trying to determine the effectiveness of various advertising 
channels such as internet, newspaper and TV.  The data prepared by the marketing department 
include several years of past adverting: Newspaper and TV ads were run before every holiday over 
the past 10 years showing an increase in sales following the campaigns while small amounts of 
internet ads were running continuously over the past two years without increases in sales. Should 
we conclude that newspaper ads and TV ads are more effective than internet advertising? Without 
observing holiday sales following no advertising and periods of internet advertising and no internet 
advertising, nothing can be concluded from the data. No correlation can be observed without a 
variation of the treatments (advertising) and any variation in sales observed during holidays may 
be due to the holidays having higher sales to begin with rather than the effect of advertising.        
Correlation can be measured and interpreted. Say students are surveyed about how many 
cups of coffee they drank prior to a final exam, and then their exam scores, measured on a 
continuous scale from 0% to 100%, are recorded. Suppose the Pearson correlation coefficient is 
quite strong, nearly 1; then we can conclude that there is a strong association between drinking 
coffee and performance in exams measured by grades for the group of students studied. However, 
if the Pearson correlation coefficient is small, near zero, then there is little association between 
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coffee drinking and exam results. It is noted that when the correlation is weak, it is much more 
difficult to make predictions from coffee drinking to one for test scores. 
So far, we have discussed variables on an interval scale (continuous or discrete). Examples 
of interval scales are cups of coffee consumed, stock prices, weight, height, temperature, etc., 
where the difference between values is meaningful, i.e., the differences between points on the scale 
are measurable and exactly equal. Variables such as gender, unemployment status, marital status, 
residence (urban or rural), housing (owning or renting), are denoted as having a nominal scale. If 
there are two variables which can each only take two values, a simplified version of the Pearson 
correlation coefficient can be used, called the Phi coefficient.  
Other situations where the Pearson correlation coefficient is not an adequate measure of 
association is when the relationship between two variables is not linear. For instance, if children’s 
weight always increases with age, but the increase is exponential, the Pearson correlation would 
be lower than expected, since the measure is meant for linear relationships. Thus, the Pearson 
correlation coefficient may be measuring spurious correlation, but may also miss relationships that 
are not linear.   
Another problem with measuring correlation is that the data may not be representative of 
the underlying population. For instance, if data were only used from hospital admissions to assess 
the likelihood of death from flu one would conclude that a much higher percentage of cases end in 
death than those which occur in the population as a whole. That is because patients who go to the 
hospital typically have more severe cases, or already have another illness; therefore, people may 
be more susceptible to death from flu. This kind of sampling bias is quite common in observational 
studies. Hospital data do not represent a random sample from a population. We need to be aware 
of potential biases in observational data because they affect what can be learned from the data. 
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Besides the above-mentioned reasons for finding misleading correlation, there are also 
cognitive biases that lead people to find false patterns when observing data. For example, 
confirmation bias results in finding evidence which supports one’s belief. But confirmation bias 
may also lead to the discounting of evidence that contradicts a hypothesis. For instance, one might 
argue that the source of the evidence is not reliable, or that faulty experimental methods were used 
in the study if one does not agree with the findings. For example, Fisher, one of the great 
statisticians of the 20th century, was reported to find many faults with studies that hypothesized 
that smoking is the cause of many diseases.   
The biases are not only in the types of evidence people find and use, but in how people 
describe the evidence. For instance, doctors may look for the signs of efficacy if patients are being 
treated with a new drug and they know that the patient is on the drug and they believe that the drug 
is helpful and useful. Because many measurements are subjective, such as fatigue and mobility, 
biased estimates can be produced for these indicators and correlation may be claimed which 
doesn’t exist. Hence, the description of data can differ depending on prior beliefs, which can lead 
to different outcomes. In order to make sure that there is a correlation between treatment and 
outcome, we need to ascertain that there exists no spurious correlation. If there is, then there is no 
point in exploring the relationship between these two variables.  
4.3 Causation - Philosophical Causality vs. Statistical Causality 
There are several other explanations of causation which are discussed in philosophical 
literature and are different from statistical causation. It is crucial to understand causation among 
different perspectives in order to get a better understanding of causation in a statistical perspective. 
The philosophical discussions of causality includes three aspects (Brady, 2002): psychological, 
ontological and epistemological. Psychological interpretation of causality relates to the individual 
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understanding of the definition of causality. Ontological causality explains the general definition 
of causality. At last, epistemologically indicates how we acquire knowledge and answers the 
question of how causality is discovered. Epistemology is the primary focus for exploring causality 
in this research because we would like to identify “when causality is truly operative, not just when 
some psychological process leads people to believe that it is operative” (Brady, 2002). Before we 
move to a detailed explanation for operation of causality we will briefly discuss the nature of 
psychological, ontological, and epistemological arguments regarding causality so as to develop a 
basis for the perspective of causality used in this research.  
Psychological understanding is rooted in the psychology of causal inference. The 
investigations of everyday causal thinking for individuals are very suggestive. Every person may 
provide a different explanation for some observed effect implying causality. It will be difficult to 
judge other people’s explanation of causation. There is no intrinsic meaning for interpreting 
causation in a psychological sense.  
Ontological causality is debated in Nominalism versus Realism, which indicates the 
confirmation of reality. Nominalism assumes that social reality is relative and that the social world 
exists only conceptually. Realism assumes that the social world exists as strongly as the physical 
world. Ontological understanding helps to obtain the general acceptance for the definition of 
causation. In another words, the ontological process develops the theory. For example, people did 
not know gravity existed until Newton defined it. The process of constructing the definition could 
be identified as an ontological process because it offers the reason for supporting the existing claim. 
Epistemology considers the forms of knowledge. Epistemology is debated in positivism 
versus anti-positivism. Positivists believe that knowledge can be explained and tested by 
hypotheses testing. Anti-positivists reject this; they believe that only experience can help us to 
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understand knowledge. The main debate within epistemology is how we can acquire knowledge. 
The answers to this debate lead researchers to different ways of conducting research. The 
epistemological view of causality guides researchers to apply methodologies to identify and learn 
about causality. This includes the explanation of causality, i.e., the reason for why X causes Y. 
There are four theories that relate to the three aspects listed above: Neo-Humean Theory, 
counterfactual theory, manipulation theory and mechanisms theory (Brady, 2002). The Neo-
Humean theory points toward the constant conjunction of causes and effects. It indicates the 
magnitude of effects for causes on effects. The counterfactual theory centers on the issue that there 
is no effect if the cause is absent. The manipulation theory emphasizes the time sequence, namely 
that the effect happens after the cause occurs, and the mechanism theory indicates the significance 
of the activities and processes that are used for linking effects and causes. An example provided 
by Brady (2002) serves as a good illustration of the issues determining causality. The incidence of 
deaths attributed to lung cancer has risen steadily since the 1930s. In a landmark epidemiological 
study Sir Richard Doll and Austin Hill provided evidence that lung cancer was associated with 
cigarette smoking (Doll & Hill, 1950). While these findings and many studies that followed 
provided strong evidence of a link between lung cancer and smoking, to some this correlational 
evidence was insufficient, including R. A. Fisher, one of the great statisticians of the 20th century 
(Brady, 2002). Then randomized controlled experiments with animals showed that the risk of 
cancer increased with inhaling tabaco smoke. Further observational studies showed that when 
people stopped smoking the incidence of cancer went down as well. The final doubt was lifted 
when studies revealed the biological mechanisms that describe the link between smoking and lung 
cancer (Brady, 2002). Today it is well accepted among scientists that smoking causes lung cancer. 
Still there is no constant conjunction required by the Neo-Humean Theory. Smoking does not 
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always lead to lung cancer and lung cancer occurs in non-smokers as well. The counterfactual 
theory also leads to questions because of the same reasons, namely, that we observe smokers who 
do not get lung cancer and people with lung cancer who do not smoke.  Table 1 shows four 
theoretical approaches along with the main aspects of the theory and major authors associated with 
these theoretical approaches to causality (Brady, 2002)  (Beauchamp & Rosenberg, 1981; 
Cartwright, 1989; Gasking, 1955; Glennan, 1996; Harren & Madden, 1975; Hempel, 1965; Hume, 
1978; Lewis, 1973, 1986; Menzies & Price, 1993; Mill, 1988; von Wright, 1971; Weber, 1906). 
The table provides the major research articles associated with the theoretical concepts. The 
symmetrical aspects of the four theoretical approaches are listed in the second row and the third 
row provides asymmetrical aspects. Symmetrical aspects relate to the conjunction of cause and 
effect, how the absence of cause in a similar universe results in no effect, how we create the cause 
and effect and how we explain the inner workings or the mechanism of the cause and effect. For 
instance, using the example of the theory that gravity forces an item to fall, Neo-Humean theory 
requires that an item always falls where there is gravity and the counterfactual theory requires that 
we observe no such fall when no gravity is present. Unfortunately, there is no place where there is 
no gravity. Manipulation theory deals with how we can manipulate and set up an experiment to 
test this hypothesis. Finally, the mechanism theory would explain how gravity works, with 
mathematical laws which help to predict the velocity of the falls. While Isaac Newton derived 
some of the mathematical descriptions, only since Einstein do we have a fuller understanding of 
gravity caused by the space-time continuum. The asymmetric aspect of the causality requires that 
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David Hume, the British Empiricist during the Early Modern period, pointed out that “A 
must bring about B” if A causes B. Hume argues that we cannot deduce that something will cause 
something from examining it alone since he believes in the regularity of the association of causes 
with their effects. So Hume does not believe in the existence of causality. This also corresponds 
to Popper’s view which states that a theory must be rejected when its outcome doesn’t occur as 
predicted by the theory. For example, we all recognize that gravity causes an object to drop on the 
ground. Could we conclude this is a theory? Under Popper’s view, this is not even a general idea 
because we have not found the contradiction of proving that an object does not fall to the ground 
when there is no gravity, although it has been shown that objects do not fall to the ground in space. 
However, at the time Popper lived there was no way of proving this. Under this strict definition of 
causal effects we could not say that smoking causes cancer, drunk driving causes accidents or a 
drug causes a patient to get healthy, because A does not bring about B all the time. As an example, 
consider if driving under the influence of alcohol causes an increase in fatal crashes. Let us 
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consider an individual John who is drinking in a bar and decides to drive home after the bar closes 
instead of taking Uber. On the way back home, he gets in a crash and is killed. Did the drinking 
cause him to die?  First, let’s consider a philosophical discussion of causality. Hume states that “A 
must bring about B” if A causes B. That would imply that drinking under the influence of alcohol 
always causes death. Of course by imposing this strict requirement for causality there would be no 
causality because not everybody dies after drinking. Using counterfactuals also poses a problem 
when we try to answer the question if John would have died if he had not been drinking. Suppose 
John was not at fault in the crash, but he was hit by a driver at an intersection who ran a red light. 
From a physiological side, one could argue that if John had not been drinking late into the night 
he would have driven home earlier and not been hit by the driver running a red light. So, did John’s 
drinking really cause his own death? Most people would say no. However, if John would have run 
the red light and hit a truck most people would say that John caused his own death. Therefore, 
everyone could give an interpretation of causation from her own view point. But looking at this 
single case only, one also could argue that it was the fact that John was driving home late, that he 
may have driven too fast, had not used a seat belt, or had driven a small old less safe car, etc. Thus 
one could list a number of causes for John’s death. Also, John could have died even if he had not 
been drinking. So Hume’s  “A must bring about B” if A causes B may not hold because there are 
many other factors that could have contributed to John’s death. In summary, it is impossible to 
answer the question whether or not drinking caused John’s death. Therefore, it is hard to define 
the cause of John’s death from  an ontological point of view. Trying to determine cause and effect 
in single cases is hopeless unless one deals with a well-defined physical experiment where “A 
must bring about B” if A causes B can be determined. In politics single situations lead to endless 
debates of what caused what and who is responsible for it. For instance, who and what caused the 
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housing market to implode, does quantitative easing lead to inflation, is an interest rate increase 
good or bad for the economy. There are no answers to these questions with certainty.  Turning to 
the epistemological aspect, we need to explore whether drinking is one of the reasons for causing 
John’s death. Instead of trying to answer the question whether drinking caused John’s death we 
ask whether drinking and driving in general increases the likelihood of a fatal crash. The statistical 
view looks at many cases rather than single cases. Therefore, the statistical analyst draws a 
distinction between logic and truth, which means the analyst needs to explain the results from a 
different perspective. From a philosophical perspective, we need to show the evidence and proof 
for X to cause Y; from a statistical perspective, we need to quantify the results, i.e., showing how 
much X causes a change in Y. For example, we conclude that smoking causes lung cancer and 
drunk driving causes accidents without proving that smoking always causes cancer and drunk 
driving always causes accidents. Rather we look at the increase in the rate of cancer or fatality.  
The focus of this research is causation in a statistical sense. In a statistical definition of X 
causing Y, we cannot expect that each individual Y always occurs when X occurs or that the 
magnitude of the effect is the same for each individual. Causal inference is interested in the 
population effect, not the individual effect. For instance, using a seat belt lowers the risk of death 
in an automobile crash by certain percentage points. Not everybody wearing a seat belt survives a 
car crash. In fact, some belted occupants killed in a crash may actually have survived if they had 
not used a seat belt. But on average a higher percentage of occupants wearing a seat belt will 
survive a crash than occupants not wearing a seat belt.  The magnitude of this percentage difference 
is the causal effect to be estimated. The effect may also be a continuous measurement. For instance, 
a heart transplant increases the average life expectancy of a patient who has a severe heart decease. 
But there is no guarantee that an individual will live longer with a heart transplant than without. A 
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cholesterol drug may lower cholesterol on average, but it will have different effects on each 
individual. These causal effects are usually studied using randomized controlled experiments 
which are considered the gold standard for empirical research. The objective of Causal Analytics 
using observational data is to obtain estimates that are unbiased. In other words, we aim at deriving 
estimates equivalent to estimates we would have obtained had we conducted a randomized 
controlled experiment.  This research examines under what conditions this is possible, what 







CHAPTER 5. BIAS, VARIANCE AND MEAN SQUARED  
  Statistics plays the key function for analytics; it is the foundation for evaluating the 
performance of decision-making. This chapter presents a definition of statistical terms used 
throughout the remaining chapter of this thesis.  
Bias and variance of the estimators are the two measurements that are critical to interpreting 
how truthful an estimate is. There is a tradeoff between bias and variance, i.e., an estimator may 
be less biased but may have a larger variance. Thus, one often uses the mean squared error as a 
measure of variation of an estimator. For completeness, these measures are defined below.  
Definition of Bias 
Suppose the true mean of a population is defined as μ, and 𝑋𝑖 (i=1,2,3…,n) is a set of random 
variables representing a sample of size n randomly selected from the population. Let 𝑓(𝑋1, … , 𝑋𝑛) 
be an  estimator of the mean. The bias is the difference between μ and the expectation 
of 𝑓(𝑋1, … , 𝑋𝑛), i.e., Bias = μ – E[𝑓(𝑋1, … , 𝑋𝑛)].  
Bias can be introduced by confounding, selection bias and non-random measurement error. 
a) Confounding: confounding arises due to the treatment and outcome sharing a common 
cause. For instance, the factor gender is associated with seatbelt usage and injury severity. 
Thus, gender is a confounding factor that can introduce a bias in the estimate of the effect 
of seatbelt usage on injury severity.  
b) Selection bias: Selection bias arises when the selection of individuals does not represent 
the population. For instance, selection bias may occur in crash data because a high 
percentage of less severe crashes may be unreported. 
c) Measurement error (non-random): Non-random measurement errors arise when the 
measurement is related to the measuring instrument of the treatment. For instance, in crash 
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data, if the researcher does not have a well-defined treatment for the seatbelt usage, the 
non-random measurement error may occur because of the inaccurate measurement on 
defining the treatment assignment. In many property-damage-only crashes seat belt use is 
much higher than in injury crashes. This is partly because police officers rely on the 
statement of the driver who is unlikely to admit to not wearing a seat belt. The non-random 
measurement error also could be called a systematic error. 
Definition of Variance 
Suppose the true mean of a population is defined as μ, and 𝑋𝑖 (i=1,2,3…n) is a set of random 
variables representing a sample randomly selected from the population. Let f(𝑋1, … , 𝑋𝑛) be an 
estimator of the mean. The variance is the expectation of the square of the difference between μ 
and  f(𝑋1, … , 𝑋𝑛), 𝑖. 𝑒., Variance = E[(𝑓(𝑋1, … , 𝑋𝑛)  − E(𝑓(𝑋1, … , 𝑋𝑛) )
2] i = 1,2,3 … 
Variance can be introduced by random measurement errors. Random measurement errors occur in 
the measured data due to the limitations of the precision of the measurement device. For instance, 
if we measure the height of a person three times using the same tool and get slightly different 
values: 1.673m, 1.675m, 1.672m, the random measurement error exists because of the precision 
limitation. However, the random measurement error can be evaluated through statistical analysis 
and can be reduced by averaging over a large number of observations. Especially in Big Data, the 
random measurement error converges to zero as the sample size increases. 
Definition of MSE (Mean Squared Error) 
The mean squared error measures the difference between the true mean and the estimator of the 
mean. Suppose the true mean of a population is defined as μ, and 𝑋𝑖  (i=1,2,3…,n) is a set of 
random variables representing a sample randomly selected from the population. Let f(𝑋1, … , 𝑋𝑛) 
be an estimator of the mean. 
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              MSE = E[(𝑓(𝑋1, … , 𝑋𝑛)  −  𝜇)
2] 
 =[ μ –  E(𝑓(𝑋1, … , 𝑋𝑛) )]
2 + E[(𝑓(𝑋1, … , 𝑋𝑛)  − E(𝑓(𝑋1, … , 𝑋𝑛) ))
2]  
                       = Bias2  + Variance 
The MSE equals the square of the bias plus variance. For that reason, researchers need to balance 
the trade-off between bias and variance. The increase of either bias or variance will increase the 
MSE. If there is no bias, the MSE equals the variance. However, in Big Data analytics, the variance 
of the estimators converges to zero, but the bias remains. For that reason, in the Big Data 
environment researchers must pay attention to the bias of the estimators.  
In Figure 3, the light gray dot represents the true mean μ  of a population, and the black 
dots represent estimates of the mean. The figure demonstrates the various combinations of low to 
high variance and low to high bias. In Big Data analytics, the variance will become smaller and 



























CHAPTER 6. METHODOLOGY 
The objective of causal analytics is to obtain estimates from observational data that are 
unbiased. When and how this objective can be achieved is the topic of this chapter. Ideally, we 
would like to obtain the same estimates from observational data that we would have obtained from 
a completely randomized controlled experiment. Then we could obtain unbiased estimates that are 
the basis for a causal interpretation.  While this is impossible because there may be unknown 
confounding factors that do not create a bias in a randomized design (because of randomization) 
but in observational data (because of the lack of randomization), our aim is to obtain conditional 
unbiased estimates for observational data. This means the estimates are unbiased, provided that 
there are no unobserved confounders. This is the objective of causal analytics. More precisely, 
causal analytics is the science of inferring the presence and magnitude of a cause-effect 
relationship from observational data.  
 An example may illustrate the issues in causal analytics. In this example we asked the 
question of whether drinking alcohol affects the risk of being killed in a car crash.  A philosophical 
perspective may formulate the causality question as to whether drinking alcohol caused John’s 
death. This question is not answerable, because there may be many factors that may have 
contributed to his death. Did he get hit by another car or did he run off the road? Did he run a red 
light or a stop sign? Did he drive too fast? Was the road defective? There is an endless number of 
factors that play into an individual case.  Rather than asking a question about an individual, we ask 
if on average drinking alcohol affects the risk of being in a fatal crash. Generally, Hume’s approach 
to causality is of little help in this situation. This question can be answered by a randomized 
controlled experiment, which is, however, often not practically feasible.  But if we could do a 
randomized experiment with a well-defined treatment we would obtain unbiased estimates that 
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have causal interpretation. For instance, the result may be that if someone drives with a BAC of 
0.08 her risk of being in a fatal crash increases by 10 percentage points. Causal analytics aims at 
obtaining the same estimate of the increase in risk using observational data.   
When investigating the effectiveness of any potential intervention that may have an impact 
on an outcome, proving causality is one of the strongest statements that can be made. If there is a 
correlation between treatment and outcome it does not guarantee that there is a causation.  We 
expect a correlation between treatment and outcome to be observed if there is a causal relationship 
between treatment and outcome unless there are some factors that mask the causal effect. No 
correlation despite causation may be the case in many controlled systems. For instance, in a 
chemical reactor producing plastic, gasoline or chemicals the process is controlled. The ambient 
temperature may affect the characteristics of the product (cause and effect), but no correlation is 
observed because the reactor is controlled making sure that when the outside temperature rises, 
variables at the reactor are changed to counter this effect. Economic systems are of a similar nature. 
For example, increased spending causes inflation, but since the Federal Reserve counters this with 
an increase in interest rates no correlation may be observed. It is generally impossible to obtain 
unbiased (causal) estimates in controlled feedback loop systems. However, instrumental variables, 
factors that affect treatment but not outcome may help to identify the relationship between 
treatment and outcome in a closed loop system. But these factors are difficult to find.  
The question whether correlation is an indication of causation or not is not that of a yes/no 
nature, but rather the question addressed here is how much of the correlation is due to causation. 
One can argue that in an interconnected system everything affects each other in some way. The 
question is therefore not if, but how much?  The objective is to estimate the true causal effect as 
best as possible. Since known and unknown confounders affect the relationship between a 
39 
 
treatment and an effect, various methods are employed to reduce the bias caused by these 
confounders. Different methods are used to control the other variables and therefore affect the 
estimates such as randomized experimental designs and propensity score models. These methods 
allow us to separate the effect of treatment from the effect due to confounders, thereby obtaining 
less biased estimates of the treatment.  
For binary outcomes which is the primary focus of this research there are three ways of 
calculating association effects, and they are association risk difference, association risk ratio and 
association odds ratio (Miguel A. Hernan & Robins, 2017). In determining the effect of wearing a 
seat belt in survival in a crash, the association risk difference is the difference between the fatality 
rate wearing a seatbelt and the fatality rate not wearing a seatbelt. The association risk ratio is the 
ratio between the fatality rate wearing a seatbelt and the fatality rate not wearing a seatbelt. The 
odds ratio represents the odds of fatality when wearing a seatbelt, compared to the odds of fatality 
when not wearing a seatbelt. 
The following example serves to illustrate the issues. Suppose we want to examine how 
seatbelt usage effects the fatality rate in automobile crashes. We cannot conduct a randomized 
experiment for ethical reasons. Lab experiments use dummies, but one may question the external 
validity of such experiments. The treatment is seatbelt (1) versus no seatbelt (0) and the outcome 
is fatal (1) versus non-fatal (0). Table 2 shows an example of six observations with three drivers   
who wear a seatbelt and 3 drivers who do not wear a seatbelt. Among the three drivers who wear 
a seatbelt one was killed. Hence, the fatality rate for wearing a seatbelt is 1/3.  Among the three 
drivers who did not wear a seat belt one was killed. Hence, the fatality rate for drivers not wearing 










outcome 𝑌0  for not 
wearing a seat belt 
Counterfactual outcome 






       Actual 
outcome Y 
(Fatal) 
1 0 ? 0 0 
2 ? 0 1 0 
3 ? 1 1 1 
4 0 ? 0 0 
5 1 ? 0 1 
6 ? 0 1 0 
 
In the example, the association risk difference equals 1/3-1/3 =0, the association risk ratio 
equals (1/3) / (1/3) =1, and the association odds ratio equals [(1/3) / (2/3)]/[ (1/3) / (2/3)]=1.  If 
independence holds, the associated risk difference would be zero, and the association risk and odds 
ratio would be equal to one. In this example seatbelt usage and fatality rate are independent. 
To describe causal effects, counterfactuals are a useful way to illustrate what causality 
means.  A counterfactual is the outcome for the unobserved treatment. For example, each person 
can either wear a seatbelt or not wear a seatbelt in a crash; hence we can only know the outcome 
for one of the circumstances. The outcome for the unobserved circumstance is called the 
counterfactual. The counterfactual for the first person is the outcome we would have observed if 
he had used a seatbelt. In order to calculate the true causal effects, we would need to know the 
counterfactual for each observation.  
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The individual causal effect or population-level causal effect are two types of measuring 
the causal effects. Suppose we know all the counterfactuals, then an individual-level causal effect 
is defined for each subject and is given by Y1-Y0. Each observation can have its own causal effect; 
the effect is not required to be the same for each person. Table 3 shows the counterfactuals. For 
example, there is no causal effect for the first observation for which the (constructed) 
counterfactual is zero as well. For the second driver in the table the seatbelt is harmful since he 
died while wearing a seat belt and would have survived had he not worn a seat belt.   
Table 3: Illustration of Possible Counterfactuals (Treatment (seatbelt = 1, no seatbelt=0); 
Outcome (fatal =1, non-fatal=0)) 
 
 
However, the causal effect for the third person is that the seatbelt is protective. Therefore, 
each individual has its own causal effect and they are not the same all the time. This may be due 
to different factors interacting with the treatment. For instance, the second driver may have 
drowned due to flooding of the car when the seat belt locked up.  
However, the population-level causal effect is what is explored in this research. As with 
association, there are three ways for calculating causal effects using counterfactuals for each 
Observations 
 
𝑌0 𝑌1 Causal effect? 
1 0 0 No 
2 1 0 Yes, harmful 
3 0 1 Yes, protective 
4 0 0 No 
5 1 1 No 
6 0 0 No 
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individual. If all of the six drivers do not wear a seatbelt, then the fatality rate is 2/6=1/3 and the 
non-fatality rate is 2/3; if all of the six drivers wear a seatbelt then the fatality rate is 2/6=1/3 and 
the non-fatality rate is 2/3. The causal risk difference is the difference between the fatality rate for 
wearing a seatbelt for all the observations and the fatality rate for not wearing a seatbelt for all the 
observations. In our case it is 1/3-1/3=0. The causal risk ratio is the ratio between the fatality rate 
with wearing a seat belt for all the observations and the fatality rate without wearing a seat belt for 
all the observations which is (1/3)/(1/3)=1. The causal odds ratio is (1/2)/(1/2)=1.  Since the causal 
risk difference equals zero and the casual risk ratio and odds ratio equal one, there is no causal 
population effect even though there is an individual causal affect. The causal risk difference is 
based on the additive scale, the causal risk ratio is based on the multiplicative scale, and the odds 
ratio is the ratio of two multiplicative scales. The use of either the multiplicative or additive scale 
will depend on the goal of the inference. For example, if the causal risks are very small, one often 
uses the risk ratio to better highlight the risks. For instance, if the risks for different treatments are 
0.00001 versus 0.00002, then the risk difference is very small (0.00001) but the risk ratio is 2.  
Medical research often uses the risk ratio to amplify the treatment effect.  
The differences between calculating association effects and causal effects is that causal 
effects are based on the potential outcome, and association effects are based on actual outcomes. 
However, because the counterfactuals are missing values in the observational dataset we cannot 
compute causal effects. The question in this chapter is how we can use observational data to 
estimate causal effects. Exchangeability will be the key point for answering this question. 
Exchangeability is defined as independence between the counterfactual outcome and the observed 
treatment (Miguel A. Hernan & Robins, 2017). In the seat belt example, it means that the treated 
and the untreated drivers would have experienced the same risk of fatality if they had received the 
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same treatment level, i.e.,  either wearing a seatbelt or wearing no seatbelt.  Table 4 provides an 
example for when exchangeability holds. It shows that the outcomes will not be affected by the 
different levels of treatments. For example, treatment A indicates that the driver wears a seatbelt 
and treatment B indicates the driver does not wear a seatbelt. If the exchangeability holds then no 
matter which driver is given treatment A or treatment B, the outcome for treatment A or treatment 
B will not change. If the outcome for treatment A is w then the counterfactual outcome Ya for the 
driver who received treatment B is also w and if the outcome for treatment B is z then the 
counterfactual outcome for the driver who received treatment A is also z.  
Table 4: Exchangeability  
Treatment Actual Counterfactual 
A (seatbelt) w Yb =z 
B (no-seatbelt)  z Ya =w 
 
Randomized experimental designs, like any other observational study, generate data with 
the missing values of the counterfactual outcomes. However, randomization ensures those missing 
values occurred by chance. In our example, if exchangeability holds, it means that the risk of 
fatality in the treatment group (seatbelt) would have been the same as the risk of fatality in the 
control group (no-seatbelt) had subjects in the treatment group received the treatment given to 
those in the control group. So in ideal randomized experimental design, association is causation, 
which means the exchangeability holds between treatment group and control group.  
Randomized experimental designs are considered the gold standard because the influence 
of confounders on the treatment effect estimation is limited through the process of random 
selection into treatment group and control group, so it leads to an unbiased estimation of treatment 
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effects. In randomized experimental designs, participants are assigned randomly into treatment 
group and control group; it balances the distributions of the treatment and control group on 
observed characteristics and unobserved characteristics that occur during the experimentation so 
as to reduce the bias in treatment effect estimates and guarantees the internal validity.   
Although randomized designs have internal validity, they do not guarantee external validity. 
Furthermore, in social sciences, randomized experiments are restrained by the need of large sample 
sizes that can lead to feasibility problems. In addition to external validity, there are some situations 
which cannot be studied for causal effects by using randomized experimental designs.  
In observational studies where there is no prior randomization, the treatment group can be 
substantially different from the control group. In order to draw causal inferences from 
observational studies, there are three conditions that need to be satisfied: (1) exchangeability, (2) 
positivity and (3) well-defined intervention (Miguel A. Hernan & Robins, 2017). The first 
condition requires that the treated group and untreated group are exchangeable. The second 
condition, positivity, requires that data should include each different combination for each factor 
level of each covariate. This condition is the same as the requirements for a full factorial design. 
The third condition is a well-defined intervention that means the treatment should be defined 
clearly (Miguel A. Hernan & Robins, 2017).  
In the seat belt example, the first condition of exchangeability refers to drivers who wear 
seat belts and are exchangeable with drivers who do not wear a seat belt. This condition is violated 
for instance when drivers’ drinking is affecting belt use and the likelihood of a fatal crash.  The 
second condition refers to the requirement that there is a positive probability for each combination 
of factor levels to occur. For instance, if gender and blood alcohol content are factors affecting belt 
use and outcome (fatal crash), then this would require that each combination of belt use, gender 
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and BAC have a positive probability of occurring. In reality many of these combinations will be 
unobserved. Lastly, condition three requires that wearing or not wear a seatbelt is well defined. 
Since the seatbelt includes two parts, lap belt and shoulder belt, we have to be clear that there are 
four categories, not only two. When we consider the question of whether impaired driving 
increases the risk of a fatal crash we have to clearly define what impaired means which may be 
difficult to measure. In general, it is difficult to satisfy all three conditions in observational data. 
If an observational study does not meet one of the three conditions above, then this can introduce 
a bias and increase the MSE (mean squared error) of effect estimates.  
Confounding introduces biases that arise when the treatment and the outcome share a cause. 
We refer to biases due to the presence of common causes as “confounding”. For example, if a male 
is more likely to not wear a seatbelt than a female and gender is a factor affecting injury severity 
under the same conditions, then gender is a confounder. Thus gender will lead to a selection bias 
if the researcher has an unequal number of males and females in the sample.  Selection bias refers 
to the selection of individuals, groups or data for analysis such that proper randomization is not 
achieved, and the sample for analysis is not representative of the population intended to be 
analyzed. Hence, the result is lack of external validity.  
Covariates in a model that aims at estimating the treatment effect on an outcome can be 
categorized as shown in Figure 4. Factors falling into group A effect both treatment and outcome 
and are called confounders. An example would be alcohol use while driving. Alcohol use leads to 
reduced seat belt use and increased risk for a crash to be fatal due to reduced reaction time. Factors 
which fall into group B only effect the outcome and thus only affect the variance of the treatment 
effect estimate. An example would be weather conditions during a crash that affect the outcome 
of a crash but may not affect the driver’s propensity to wear a seat belt.  However, an argument 
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could be made that drivers may adjust their belt use depending on the weather. A better example 
for a factor of group B is airbag deployment which does not affect the seat belt usage, but it does 










Figure 4: Factor Classifications 
 
Factors of Group C which effect only the treatment, but not the outcome are called instrumental 
variables.  They are often used in economics to identify causal effects. However, it is difficult to 
find such variables in practical situations and thus they are largely a theoretical possibility rather 
than of practical use. The main downside of any factor effecting treatment is that it introduces 
unwelcome variation into the process. For instance, how the driver is dressed may affect seat belt 
use, but does not affect the severity of injury. An often-mentioned issue in seat belt surveys is 
that they wrinkle cloth and thus well-dressed drivers may be less likely to use seat belts.  Factors 
falling into group D are caused by the outcome and are of little use for estimating the casual effect 
of a treatment. For example, if we only consider that the outcome is fatal or not fatal immediately 
C (Instrumental Variable) 
Treatment Outcome 
A (True Confounder) B (Blocking Variable) 





after the accident, the outcome will affect whether the ambulance will be called or not. Hence, 
the ambulance arriving or not arriving could be considered as a factor of Group D. Group E 
includes factors that are affected by the treatment and affect outcome. They are called mediator 
factors because they mediate between treatment and outcome, and they occur after the treatment 
but before the outcome on the timeline. Group F include factors that create an indirect effect from 
treatment to outcome and are called effect modifiers.  As Hernan points out “there is no such 
thing as the average causal effect of treatment A on outcome Y”.  There is only “an average causal 
effect of treatment A on outcome Y within a population with a particular mix of causal effect 
modifiers” (Miguel A. Hernan & Robins, 2017). For instance, alcohol, in addition to being a 
confounder, is also an effect modifier. The effect of not wearing a seatbelt is amplified by how 
impaired the driver is. Gender also might have a moderating effect in addition to being a 
confounder provided the effect of wearing a seat belt on injury depends on gender. For instance, 
it is known that body size plays a role in the effectiveness of seat belts. The following sections 
describe several methodologies for causal analytics using observational data.  
6.1 Analysis of Means (naïve estimate) 
The naïve estimate of an effect is to simply compute the average outcome for each 
treatment level. The treatment effect can be analyzed for the whole population and for subgroups 
as shown in Table 5. The example provides a synthetic sample of 160 drivers. The fatality risk for 
drivers wearing a seat belt is 60% and for drivers not wearing a seat belt is 50%. Hence, the risk 
difference is 10 percentage points, the risk ratio (seat belt versus no seat belt) is 1.2 indicating that 
the risk of being killed in a crash is 20% higher when wearing a seat belt. The odds ratio is 1.5 
indicating that the odds of being killed wearing a seatbelt are 1.5 times the odds when not wearing 
a seat belt.   
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Table 5: Example for Estimating Risk on Odds Ratio  
All Non-Fatal Fatal N Fatality Risk 
Odds Ratio (row is 
numerator) 
Non-Seatbelt 40 40 80 50.0% 0.6667 
Seatbelt 64 96 160 60.0% 1.5000 
Males Non-Fatal Fatal N Fatality Risk Odds Ratio 
Non-Seatbelt 36 24 60 40.00% 1.5556 
Seatbelt 28 12 40 30.00% 0.6429 
Females Non-Fatal Fatal N Fatality Risk Odds Ratio 
Non-Seatbelt 4 16 20 80.00% 1.7143 
Seatbelt 36 84 120 70.00% 0.5833 
 
However, the risks between seat-belt users and non-seat-belt users is quite different for 
subgroups as Table 5 also shows.  In fact, for males as well as females the risks and odds of being 
killed without a seat belt are higher than with a seat belt, which is the opposite of the odds for the 
whole population. The seemingly contradictory outcome is called the Simpson paradox (Armistead, 
2014).  This example shows that the naïve estimate can be severely biased.  
6.2 Traditional Regression Models (e.g. linear regression, logistic regression) 
 In statistical modeling, regression analysis is a statistical process for estimating the 
relationship among variables which also could be used for estimating the treatment effects. The 
treatment is one of the predictors in regression analysis, and the coefficient of the corresponding 
predictor is used to estimate the treatment effect. Linear regression is used for continuous 
dependent variables, and logistic regression is used for categorical dependent variables.  
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The linear regression model 
Y=a + b1x1 + b2x2 +…..bnxn + Error 
has five key assumptions (Montgomery, Jennings, & Kulahci, 2015):  
1. Linear relationship: Linear relationship assumes there is a linear relationship between the 
outcome variable and the independent variables. It is tested by the scatter plot between the 
dependent variables and independent variables. In addition, one does need to check for the 
influence of outliers. 
2. Multivariate normality: Multiple regression assumes that the variables are normally 
distributed. This assumption can be checked by inspecting the mean, standard deviation, 
skewness and kurtosis. 
3. No multi-collinearity: This assumption requires that the independent variables are not 
correlated with each other. This assumption can be checked by inspecting the variance 
inflation factor (VIF) statistic. The VIF statistic does not guarantee that there is no multi-
collinearity unless the value is 0. 
4. No auto-correlation: This assumption requires that the residuals are independent from each 
other, i.e., there is no auto-correlation. A Durbin-Watson statistic can be used for checking 
for  auto-correlation.  
5. Homoscedasticity: Homoscedasticity requires that the variance of error term is constant 
across the independent variables. It can be checked by inspecting the plot of standardized 
residuals versus the predicted Y values.   
Under the assumption of no multi-collinearity the least square regression estimators are the best 
linear unbiased estimators  (Montgomery et al., 2015).   
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This research focuses on binary outcomes (success (1), no success (0)) where logistic 
regression is commonly used. The logistic model starts with the goal of modeling  Pr(Y=1). Since 
this probability takes on only values in the range of 0 and 1 the logistic response function is used 




1+𝑒𝑥𝑝[−(𝑎 + 𝑏1𝑥1 + 𝑏2𝑥2 +⋯..𝑏𝑛𝑥𝑛)]
 
This leads to the following model for the log odds p/(1-p). 
log(p/(1-p)) = a + b1x1 + b2x2 +…..bnxn+ Error 
where bi (i=1,…n) are the n coefficients and p is the probability of success Pr(Y=1).  The 
maximum likelihood estimate is the most commonly used method to estimate the parameters. The 
assumptions for the logistic regression are less than for the linear regression.   
The Logistic regression has four assumptions: 
1. Linearity: Linearity holds between the log odds and independent variables. 
2. Categorical Dependent variable: This assumption requires that the dependent variable is 
categorical, which means the logistic regression can only handle ordinal or nominal data 
as independent variables. 
3. No Multi-collinearity: This assumption requires that the independent variables should be 
independent from each other. 
4. Independence of errors: This assumption requires that the residuals are independent from 
each other. 
In the seatbelt example, the dependent variable is the driver’s injury classification (fatal or not 
fatal).  The treatment variable is the driver’s belt use. The other predictors are the potential 
confounders for helping to adjust the bias. In this research, the focus is on the relationship between 
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one dependent variable and one independent variable with the other predictors considered as 
covariates. Regression analysis does not reduce all the bias.  The phrase often used in linear 
regression adjusted for age, gender, etc., does not imply that bias has been eliminated to the furthest 
extent possible.  
However, if there is no correlation among covariates and treatment (i.e., they are independent 
of each other), the coefficient for the treatment predictor is unbiased. Using logistic regression for 
the example in Table 5 we can estimate the odds ratio for a model that includes gender as a 
covariate. The odds ratio estimate is 1.632 for seat belt versus non-seat belt which is very different 
from the naïve estimate of 0.6667. The risks are not straightforward to compute from the logistic 
regression because they depend on the covariate.  
If the treatment is independent of the covariates, then the coefficient estimate is unbiased. 
In the presence of confounding the treatment and covariates are correlated and thus the least square 
estimator for linear regression and the maximum likelihood estimator for logistic regression are 
biased. While the p-value becomes smaller and smaller as the sample size increases and the 
estimates become highly statistically significant, the bias does not converge to zero(Lin et al., 
2013).  
6.3 Propensity Score Matching  
Propensity Score Matching was introduced by Rosenbaum and Rubin(Rosenbaum & 
Rubin, 1983), and is widely used for estimating causal effects in observational studies. Suppose 
there are N units in the study, and the average treatment effect E(𝑦1) - E(𝑦0) is to be estimated 
where 𝑦1  is a random variable representing the outcome for the observations in the treatment 
group, and 𝑦0 is a random variable representing the  outcome for the observations in the control 
group.  While in randomized experiments the results in the two treatment groups can be directly 
52 
 
compared because subjects in the treatment and control groups are similar due to the 
randomization, this is not the case with observational studies. A balancing score is used to match 
subjects in the treated and control group using observed covariates so that the resulting sets can be 
compared resulting in possible causal inference rather than correlational inference. A balancing 
score is a function, b(x1,x2,…xn) of the observed covariates (X1,X2,…Xn) such that the conditional 
distribution of (X1,X2,…Xn)  given p(x1,x2,…xn) is the same for the treated and untreated units 
(Rosenbaum & Rubin, 1983).  The simplest balancing score is the levels of the covariates 
themselves. This would require that for each unit of the treated units having covariate levels 
(x1,x2,…xn) there is a unit in the control group having covariate levels (x1,x2,…xn)  also. For 
instance, for the seat belt example we would require that for each driver in the group that was 
wearing a seat belt there is a driver in the group that did not wear a seat belt that is of the same 
age, gender, alcohol use, blood alcohol level, etc.. However, such a balancing score is often 
practically not feasible because it would require that all combinations of levels of the covariate 
that occurred in the treatment group also occurred in the control group. Thus functions 
b(x1,x2,…xn) have been proposed the coarsest of which is Pr(z=1|(x1,x2,…xn)), called the 
propensity score where z=1 identifies assignment to treatment (Rosenbaum and Rubin, 1983). 
Therefore, the propensity score is the conditional probability of a unit being assigned to treatment 
given a set of covariates.  
In randomized trials the propensity score is known whereas in observational data the 
propensity score is unknown, but can be estimated using the covariates.  The treatment assignment 
is said to be strongly ignorable if for all covariates the treatment assignment and response are 
conditionally independent.  
Rosenbaum and Rubin, (1983) show that this propensity score is a coarsest balancing score. 
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Furthermore, if treatment assignment is strongly ignorable given (x1,x2,…xn) , then it is strongly 
ignorable given any balancing score and at any value of the balancing score. Then the difference 
between the mean of the treated and the mean of the untreated is an unbiased estimate of the 
treatment effect at that value of the balancing score provided treatment assignment is strongly 
ignorable.  
Specifically, Rosenbaum and Rubin, (1983) prove the theorem that when  treatment 
assignment is strongly ignorable and b(x) is a balancing score then the expected difference in 
responses to the two treatments at b(x) is equal to the average treatment effect at b(x), namely 
E[r1 | b(x), z=1] - E[r0 | b(x), z =0] = E[r1- r0| b(x)]   
where r1 is the response at treatment and r0 is the response at control. This is the basis for using 
propensity score matching to estimate treatment effects provided there are no unknown 
confounders, i.e., the units at each balancing score b(x) are exchangeable or in Rosenbaum and 
Rubin’ terms, treatment assignment is strongly ignorable.   
Furthermore, they derived a corollary (Collorary 4.1, (Rosenbaum & Rubin, 1983) p.46) 
stating when treatment assignment is strongly ignorable and  a value of a balancing score b(x) is 
randomly sampled along with one treated and one control unit having  this value of b(x), then the 
average treatment effect at b(x) is the expected difference in response to the two treatments for the 
units in the matched pair and  the mean of the matched pair differences is an unbiased estimator 
for the average treatment effect. This corollary provides the foundation for using propensity score 
matching for estimating treatment effects.  
For example, suppose we developed a model for predicting the treatment wearing a seat 
belt or not wearing a seatbelt, then the probabilities derived from the model for wearing a seatbelt 
are the propensity scores and suppose for each driver wearing a seat belt we find a driver who was 
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not wearing a seat belt but has the same propensity score as the driver who was wearing a seat belt, 
then the average effect of seat belt use on injury severity is given by the expected difference at this 
propensity score and the mean over all propensity scores is the average treatment effect of wearing 
a seat belt.    
Another corollary (Collorary 4.2, Rosenbaum and Rubin, (1983) p.46) provides for the 
case where one-to-many and many-to-many matching is needed, i..e., there are more than one pair 
at each b(x). Again under the assumption that treatment assignment is strongly ignorable, that b(x) 
is constant for all units in a group, and  that the group contains treated and untreated units, then, 
the average treatment effect at that value of b(x) is given by the difference of means of the treated 
and untreated.  The weighted average of these treatment effects is an unbiased estimate of the 
treatment effect, where the weights equal the fraction of the population at b(x)(Rosenbaum & 
Rubin, 1983).  
Logistic Regression usually is the default method for estimating the propensity 
score(Rosenbaum & Rubin, 1983). However, data mining methods such as nearest neighbor, 
decision trees and neural networks can also be used. While these methods yield smaller prediction 
errors for the treatment assignment, they do not necessarily improve matching by very much.  To 
illustrate the matching method we use propensity scoring for the data in Table 5. Gender is the 
only covariate and logistic regression of treatment assignment (wearing a seat belt or not wearing 
a seat belt) and thus only produces two probabilities, 0.6 for males and 0.14 for females. Corollary 
4.2 of Rosenbaum and Rubin, (1983, p.46), provides that the treatment effect is the weighted 
average of the treatment effect for males (b(x)=0.6) and females (b(x)=0.14) which is 
(0.1x100+0.1x140)/240 =0.1. Thus the treatment effect for the population is a 10 percentage point 
decline in the risk of death in a crash instead of the 10 percentage point increase shown in Table 5 
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for the raw data.  
What covariates to include is important for proper matching (Zhao, 2004). Only factors 
belonging to group A should be included in the estimation of the propensity score because they 
are true confounders affecting the bias of estimators. The objective of propensity score matching 
is to create the balance between the treatment group and the control group in observational data 
with respect to true confounders. Thus, all the true confounders should be included in the process 
of propensity score matching in order to reduce the bias in the estimate. If we miss any important 
true confounders in propensity score matching, the effect estimate will be biased.  
Factors that affect only outcome but not the treatment assignment do not need to be 
included during the process of propensity matching because they do not affect the treatment and 
thus do not affect the bias. In practice, however, it may be difficult to identify whether a variable 
is a confounder. If one is in doubt one should include these factors in group A. The model 
developed for predicting treatment will reveal whether a factor affects treatment or not. However, 
factors in group B affect the variance of the estimate because they affect the outcome. In 
experimental design, factors in group B are included as blocking variables. The blocking variables 
help to reduce the residual variation thus decreasing the sum squared errors.  
Factors affecting treatment only (Group C) have no effect on the outcome and thus need 
not be included in propensity score matching. Including factors from group C will increase the 
MSE of the estimate without decreasing bias because balancing treatment and control by an 
additional unnecessary factor will reduce the number of matches which results in a higher variation 





6.4 Standardization & IP Weighting 
A conditionally randomized experiment is the combination of two or more separate 
marginally randomized experiments conducted in different subsets of the population. This is 
referred to as stratification which is the process of dividing members of the population into 
homogenous subgroups before sampling. In general, stratification is used to gain efficiency. In the 
example depicted in Table 5, if female drivers are more likely to wear a seat belt than male drivers 
then the exchangeability will not hold in the population, but it may hold within the groups of 
female and male drivers, provided there are no other confounders, i.e., that treatment assignment 
is strongly ignorable.  Under this assumption, within the strata of gender, the exposed and 
unexposed subjects are exchangeable, (conditionally randomized) and thus the conditional 
exchangeability holds, given gender. Hence, association equals causation within the strata of 
gender provided there are no other confounders.  
To use standardization to compute the effect for the population one starts with the effect 
for each level of stratum and then computes the weighted average (causal) effect for the entire 
population. There are two methods, namely standardization and IP weighting for computing effect 
estimates. For instance, in the example depicted in Table 5, the causal risk difference equals the 
weighted sum of the risk difference for each strata where the weights are given by the percentage 
of the population in the strata, which is 0.1x100/240+0.1x140/240=0.1. This is the same as for the 
propensity score matching because the propensity score results in the same strata for the gender.  





























IP weighting is applying the inverse probability as weights. IP weighting applies the 
conditional probability of treatment A given the covariate L (strata), in order to create the pseudo-
57 
 
population by weighting each individual in the population by the inverse of the conditional 
probability of receiving the treatment level that one indeed received. In another words, the whole 
process for IP weighting is trying to double the population in order to achieve the conditional 
exchangeability between treatment group and control group in each of strata.  The hypothetical 
population that is twice as large as the original population is known as the pseudo-population. The 
example in Table 6 illustrates the process of using IP weighting for calculating the estimates. The 
conditional probability of treatment (no-seatbelt) given the covariate gender (male) is 60/(60+40) 
= 0.6, and the conditional probability of control (seatbelt) given the covariate gender (male) is 
40/(60+40) = 0.4. After applying the inverse probability, the number of non-fatal males with no-
seatbelt equals 36/0.6=60, the number of fatal males with no-seatbelt equals 24/0.6=40, the number 
of non-fatal males with seatbelt equals 28/0.4=70 and the number of fatal males with seatbelt 
equals 12/0.4=30. We apply the same process to the female group. The results are displayed in the 
lower part of Table 6. The last column depicts the fatality risk for each group and treatment, which 
does not change from the original population. But the total population risk difference changes to 
(40+112)/240 – (30+98)/240=10%. The risk ratio equals (40+112)/(30+98)=1.1875. Compared to 
the results of standardization, both methods lead to the same results for this example. Theoretically, 
standardization and IP weighting yield the same results if the treatment effect is causal. However, 
the complexity of the data with missing  observations for some treatment combinations will result 
in different estimates for most large data sets.   
Table 6: Example for Applying IP Weighting  
Original Population 
 




Non-Seatbelt 36 24 60 40.00% 
Seatbelt 28 12 40 30.00% 
 (Table Continued) 
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Pseudo Population after Inverse Probability Weighting 




Non-Seatbelt 60 40 100 40.00% 








Non-Seatbelt 4 16 20 80.00% 
Seatbelt 36 84 120 70.00% 
 
 
Pseudo Population after Inverse Probability Weighting 




Non-Seatbelt 28 112 140 80.00% 
Seatbelt 42 98 140 70.00% 
 
6.5 Orthogonal Arrays  
Orthogonal Arrays is the last method discussed. In experimental designs, in order to 
eliminate confounding leading to bias in estimates, full factorial designs are used which guarantee 
orthogonality across all the variables so that treatment effects can be estimated free of 
confounding with other effects. Observational data are rarely orthogonal in design. However, a 
method for achieving an orthogonalized design matrix was introduced by Xiong et al. (Xiong, 
Dai, Huling, & Qiang, 2016). The EM method is achieved by adding missing rows to create an 
orthogonal matrix.  
Consider a full factorial completely randomized design for the seat belt example with seat belt 
use as treatment and seven additional factors: (1) Crash hour, (2) day of week, (3) manner of 
collision, (3) driver ejected, (4) age group, (5) gender race, (6) vehicle type, and  (7) alcohol use. 
For simplicity, each factor was coded to two levels. This simplified design results in a full factorial 
design of 256 runs. This orthogonal array will provide an unbiased estimate of all main effects and 
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interaction effects unless there are other unknown confounders. However, in observational data 
some of the combinations are missing resulting in missing rows. More appropriate coding would 
result in more levels for each variable and a much higher number of runs making it even less likely 
to observe each run in the observed data. To alleviate this problem one might try to find a subset 
that constitutes a fractional factorial of resolution III that at least allows an estimation of main 
effects un-confounded with each other. However, this approach is often tedious and usually not 
successful.  Instead, the EM method generates the missing runs, which together with the original 
rows create a matrix that is orthogonal. Say ten of the 256 runs are not observed in the data set. 
The main idea for the EM algorithm is that it imputes these missing rows that are necessary to 
obtain an orthogonal matrix.   
The steps for the EM algorithm can be summarized as:   
• Consider A=X’X for Y=β*X+ ε where X is an nxp matrix. Thus A will be a pxp matrix 
which includes p main effects. 
• Apply the eigenvalue decomposition to find A=V’ΓV, where V is an orthogonal matrix 
and Γ is the diagonal matrix with the diagonals being the eigenvalues for A. 
• Select d as the largest eigenvalue in A, and find the value t such that t equals the number 
of eigenvalues which are equal to d. 
• We construct a diagonal matrix B with dimension p-t and values d-vi, i=t=1…p. 
• D=B(1/2)V1, where V1 is the submatrix consisting of the corresponding remaining 





CHAPTER 7. COMPARISON OF METHODOLOGIES 
The objective of causal analytics is to obtain estimates from observational data that are 
unbiased. These unbiased estimates are the basis for a causal interpretation. More precisely, causal 
analytics is the science of inferring the presence and magnitude of a cause-effect relationship from 
observational data. This study assesses the performance of various methods and offers 
recommendations regarding their use in different situations. In order to assess the performance of 
these methods we created 16 simulated data sets and measure bias and MSE of several estimators.  
For binary outcomes which is the primary focus of this research there are three estimators for 
calculating association effects: association risk difference, association risk ratio and association 
odds ratio (Miguel A. Hernan & Robins, 2017). The naïve estimate and logistic regression are 
compared to several advanced methods, which include propensity score matching, Standardization, 
Inverse Probability Weighting, and Orthogonal Arrays. We focus on examining the treatment 
effects with binary outcomes. For binary outcomes there are three ways for calculating causal 
effects, and they are causal risk difference, causal risk ratio and causal odds ratio (Miguel A. 
Hernan & Robins, 2017).  The naïve estimate of a population effect is simply the difference 
between the average outcome of each treatment level in the sample. The naïve estimate just 
measures the association between treatment and outcome. The logistic regression is often used for 
categorical dependent variables in statistical modeling. However, the logistic regression model 
cannot  be used to establish a causal relationship because there are many obstacles to overcome 
for obtaining a causal interpretation (Freedman, 1997). Simulation studies have shown that odds 
ratios obtained from logistic regression are  biased (Nemes, Jonasson, & Genell, 2009).  Logistic 
regression tends to overestimate odds ratios in small to moderate sample sizes. Alternative logistic 
regression estimators that are less biased have been investigated (Wu & Asar, 2016). Propensity 
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score matching is a popular method for estimating causal effects from observational data. It was 
introduced by Rosenbaum and Rubin (Rosenbaum & Rubin, 1983) in 1983 and has been widely 
used. Logistic Regression usually is the default method for estimating the propensity score 
(Rosenbaum & Rubin, 1983). However, data mining methods such as the decision trees and neural 
networks can also be used for estimating the propensity scores. The main purpose of the matching 
procedure is to reduce the bias by creating a balance between the treatment and control groups. A 
systematic review of the application of  propensity score matching in psychological and 
educational research found a wide variation in the use of the method and often a lack of 
appropriateness employing propensity score matching  (Thoemmes & Kim, 2011). Most of the 
research articles surveyed applied 1-to-1 matching. However, alternative methods such as full 
matching (Hansen, 2004) usually perform better. The performance of the 1-to-1 matching method 
is especially poor when the sample sizes of the treated and untreated are very different. Even 
bootstrapping does not necessarily improve the 1-to-1 matching method (Abadie & Imbens, 2008). 
With the various matching methods that have been used, it is imperative to follow established 
guidelines when applying propensity score matching.  
Standardization and inverse probability weighting are two methods that are based on 
conditional exchangeability. Both methods will yield the same estimate when there is conditional 
exchangeability on each strata of the confounders (M. A. Hernan & Robins, 2006). However, 
inverse probability weighting is more popular among researchers than standardization.  However, 
the usual IPW estimator can lead to unstable estimates having relatively large standard errors with 
unusual combinations of characteristics and exposures (Cole & Hernan, 2008). This is especially 
the case when many factor combinations are missing in the data set which is common when there 
are many confounding factors. To overcome this problem regression has been suggested to 
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estimate the probabilities (Lunceford & Davidian, 2004). However, the regression model has to be 
well specified including all confounders, otherwise the resulting effect estimate can be more biased 
than that of the miss-specified maximum likelihood model (Kang & Schafer, 2007). In another 
words, identifying the confounders is key in both parametric and non-parametric methods. In 
addition, the standard error can be large when the sample size is less than 1,000, even when the 
model is correctly specified (Kang & Schafer, 2007). Therefore, bootstrapping is recommended 
for obtaining estimates.  
In this study the IPW estimator and the combination of logistic regression and IPW 
estimators are used. In addition, to obtain more stable estimates, each estimate has been 















CHAPTER 8. SIMULATION RESULTS AND FINDINGS 
8.1 Three Different Types of Causal Estimate Measures 
Causal inference is the science of inferring the presence and magnitude of a cause-effect 
relationship from observational data. As mentioned earlier, the objective of causal analytics is to 
obtain estimates from observational data that are unbiased. These unbiased estimates are the basis 
for a causal interpretation. In this study, we are investigating the differences between various 
methods for obtaining unbiased estimates and offer an assessment of the advantages and 
disadvantages of the estimators. In order to obtain insights into the bias and mean squared error 
(MSE), we will create 16 simulated datasets with known mean with a wide variety of parameter 
settings and test the differences across all methods. The focus is on examining the treatment effects 
with the binary outcome. The metrics used for the assessment are the bias and the MSE of the 
causal risk difference, causal risk ratio and causal odds ratio (Miguel A. Hernan & Robins, 2017). 
a. Causal Risk Difference 
The causal risk difference measures the differences in the entire population between the 
expected outcome when all people were treated and the expected outcome when all people were 
not treated. This treatment effect is usually called ATE. Suppose Y indicates the 2-level outcome 
0 & 1, and A= 1 denotes the group receiving the treatment, and A=0 denotes the group not 
receiving the treatment, then, using the notation of Hernan and Robins, (𝑌𝑎=1) indicates the 
outcomes for all the observations receiving the treatment, so the causal risk difference can be 
expressed as 
Causal Risk Difference =𝑃𝑟[(𝑌𝑎=1 = 1] -𝑃𝑟[(𝑌𝑎=0 = 1]. 
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In a randomized design, the difference corresponds to the probability of 1 in the treatment group 
minus the probability of 1 in the control group.  
b. Causal Risk Ratio  
The risk ratio is the relative risk and equals the ratio between the expected outcome when  all 
people were treated versus when none were treated. In a randomized design the causal risk ratio 
measures the relative risk between the expected outcome for the treatment group and the expected 
outcome for the control group. The causal risk ratio can be expressed as 




c. Causal Odds Ratio 
The odds ratio represents the ratio of the odds that an outcome will occur given a particular 
treatment and to the odds of the outcome occurring in the absence of that treatment. The causal 
odds ratio is based on the entire population.  In a randomized design, the odds ratio is computed 
as the ratio of the odds of the treatment and control group. The causal odds ratio can be expressed 
as 




The causal risk difference, causal risk ratio and causal odds ratio can be used for different purposes. 
The causal risk difference is based on the additive scale; the causal risk ratio is based on the 
multiplicative scale; the odds ratio is the ratio of two multiplicative scales. The choice of either 
the multiplicative or additive scale will depend on the goal of the inference. For example, if the 
causal risks are very small, one often uses the risk ratio to better highlight the risks. For instance, 
if the risks for different treatments is 0.00001 versus 0.00002 then the risk difference is very small 
(0.00001) but the risk ratio is 2.  
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d.  Estimates for each Method 
The previous section provided background for the various estimators: naïve estimate (NE), 
standardization (ST), inverse probability weighting (IPW), propensity score matching (PSM) and 
orthogonalizing EM (OEM). The causal odds ratio is estimated using logistic regression. 
Orthogonalizing EM and PSM logistic regression are referred to as doubly robust estimators. Table 
7 shows the estimators of risk difference and risk ratio that are compared. There are two different 
methods for obtaining the weights for the IPW estimator:  (1) frequency approach and (2) 
regression. The frequency approach uses estimated conditional (given the covariates) probabilities 
of treatment to compute weights (IPW) (Miguel A. Hernan & Robins, 2017), while the regression 
approach employs logistic regression for predicting the conditional probability of treatment given 
the covariates (IPWL). There are two different techniques to do the matching in propensity score 
matching, one-to-many and one-to-one. In the one-to-many matching (PSM1-m), each observation 
in the treatment group could be matched with multiple observations in the control group depending 
on the caliber used, and in the one-to-one matching (PSM1-1), each observation in the treatment 
group is only matched with one observation in the control group.  
Table 7: Estimators for Risk Difference, Risk Ratio and Odds Ratio  
Risk Difference 
Method Explanation 
Naïve Average difference for treatment and control. 
Standardization Using standardized results 
IPW Inverse probability weighted results. Weights are computed via frequencies.  
IPWL 
Inverse probability weighted results. Weights are computed via logistic 
regression.  
PSM1-m Propensity score matching 1 to many 
PSM1-1 Propensity score matching 1 to 1 
Risk Ratio 
Naïve Ratio for treatment and control. 
Standardization Using standardized results 
IPW Inverse probability weighted results. Weights are computed via frequencies.  





PSM1-1 Propensity score matching 1 to many 
Odds Ratio 
Logistic Regression Standard logistic regression  
OEM 
First OEM is used to obtain an orthogonal array. Logistic regression is then 
applied to the orthogonal array to obtain the odds ratios.  
PSML 
Use propensity score matching to obtain matched data and apply logistic 
regression to matched data. 
Logisticspc 
Apply logistic regression to original data. The interaction terms are included if 
a effect modifier is present. 
Logisticnonspc 
Apply logistic regression to original data. The interaction terms are not 
included.    
Logisticw 
Apply weighted logistic regression to original data without including the 
interaction terms. The weights are from propensity scores. 
OEMspc 
The interaction terms are included when OEM is applied for generating the 
orthogonal array and logistic regression is applied for obtaining odds ratio.  
OEMnonspc 
The interaction terms are not included when OEM is applied for generating the 
orthogonal array and logistic regression is applied for obtaining odds ratio. 
PSMLspc 
Use propensity score matching to obtain matched data, and apply logistic 
regression to matched data including the interaction terms.  
PSMLnonspc 
Use propensity score matching to obtain matched data, and apply logistic 
regression on matched data without including the interaction terms. 
PSMLw 
Use propensity score matching to obtain matched data, and apply weighted 
logistic regression on matched data without including the interaction terms. The 
weights are from propensity scores. 
 
The one-to-many matching uses sampling with replacement to achieve the matching. The PSM1-
1 with one-to-one matching can be used to obtain estimates for all the measures because the 
matched pairs could be converted to a 2x2 matrix, while the PSM with one-to-many matching can 
only be used to obtain estimates of the risk difference. 
In order to enhance the comparison for the odds ratio estimators, several more options for 
calculating odds ratios under different scenarios were added. Table 8-1 shows the estimators of the 
odds ratios that are included in this study. In practice, interaction terms are not always specified in 
the parametric models, so the suffix “spc” means that the interaction terms were included in the 
model for building a logistic regression. The suffix “nonspc” denoted that the interaction terms 
were not included in the model for building logistic regression. The suffix “weighted” indicates 
that weighted logistic regression was employed for comparison, in order to remedy the unequal 
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weights situation of conditional probability of treatment given by covariates. The suffix also 
follows the same logics for the OEM and PSM methods.  
e.  Bias, Variance & Mean Squared Error (MSE) 
Bias and mean squared error (MSE) are used to assess the performance of the estimators. 
The variance is not used because there is a tradeoff between the bias and the variance of an 
estimator. An estimator may be biased, but may have a smaller variance than an estimator that is 
unbiased. Therefore, the bias and the MSE are used as measures of performance. 
8.2. Design of Analysis and Simulation Datasets 
8.2.1 Design of the Matrix 
To obtain an unbiased estimate, an orthogonal experimental design was used to assess the 
effect of parameter settings and the degree of confounding on the bias and the MSE of the 
estimators for a binary outcome variable (William R.. Shadish, Cook, & Campbell, 2002). Four 
factors, the treatment (TR), two confounders (X1 and X2) and a factor X3 that only affects the 
outcome were used. Each factor has two levels. This leads to 16 experiments which allows us to 
consider two-way interactions between treatment and the other factors as well as two-way 
interactions between the covariates by using a fractional factorial design. This fractional factorial 
design allows the estimation of one overall mean, four main effects and six two-way interactions.  
However, only the interaction between TR and confounders is of interest. In order to develop 
various scenarios for measuring the treatment effects another three non-confounding factors X4, 
X5 and X6 were added. The interaction terms TR*X1 and TR*X2 were included in the design for 
assessing how interaction terms affected bias and MSE. This interaction term between treatment 
and other factors is also called the effect modifier. The factor X1 is an effect modifier of treatment 
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on outcome when the average causal effect of treatment on outcome varies across levels of X1 
(Miguel A. Hernan & Robins, 2017). Table 8 shows the description of variables included in the 
design. 
Table 8: Description of Variables in Simulation  
Variables Description 
TR Treatment Effect  
X1 2 level confounder 
X2 2 level confounder 
X3 2 level main effect 
X4 X4 = X2*X3 
X5 X5 = X1*X2 
X6 X6 = X1*X3 
TR*X1 X1 is an effect modifier with the presence of interaction term 
TR*X2 X2 is an effect modifier with the presence of interaction term 
Intercept 1 
 
8.2.2 Design of Parameters 
Two levels 0 and 1 were assigned for the parameters of the treatment variable. The 
parameter 0 for treatment represents the baseline experiment, which indicates the absence of a 
main treatment effect. The parameter settings for the confounders X1 and X2 were 0.5 and 1.  Two 
levels of confounding were considered, no confounding (0) and strong confounding (2). If there is 
no confounding (0), X1 and X2 will affect only the outcome, which is illustrated in figure 5 (right). 
Figure 5 (left) depicts the example of the presence with strong confounding (2) in the design where 












              
 
Figure 5: Illustration for Confounding (left) vs. No Confounding (right)  
 
Moreover, no effect modification (TRxX1=0) and effect modification (TRxX1=1) were 
considered which is controlling the absence and presence of effect modifiers in the model. Table 
8-3 shows the details of coefficients that were assigned for each of the variables, and the 
parameters for those 16 simulation datasets that were generated from the different combinations 
from Table 8-4. The intercept’s parameter is decided by the level of X1*X2*X3, the parameter for 
confounder X1 is decided by the level of TR*X1*X2, and the parameter for confounder X2 is 
decided by the level of TR*X1*X3. The parameters for X4, X5, X6 and interaction terms were 
decided by the level in Table 10. Additionally, the first row of table 9 indicates a low level, and 
the second row of table 9 indicates high level. Therefore, -1 in the table 8 indicates the low level, 
and 1 in the table 10 indicates the high level.  
Table 9: Design of Parameters   
 
 
TR X1 X2 X3 X4 X5 X6 TRxX1 TR*X2 Intercept X1-confounder X2-confounder 
 
0 0.5 0.5 0 0 0 0 0 0 0 0 0 - 
1 1 1 1 1 1 1 1 1 1 2 2 + 







Table 10: Design of Parameters for 16-Simulation Datasets   
     X2*X3 X1*X2 X1*X3    X1*X2*X3 TR*X1*X2 TR*X1*X3 
 TR X1 X2 X3 X4 X5 X6 TRxX1 TRxX2 Intercept Coeff TR-X1 Coeff TR-X2 
1 -1 -1 -1 -1 1 1 1 1 1 -1 -1 -1 
2 -1 -1 -1 1 -1 1 -1 1 1 1 -1 1 
3 -1 -1 1 -1 -1 -1 1 1 -1 1 1 -1 
4 -1 -1 1 1 1 -1 -1 1 -1 -1 1 1 
5 -1 1 -1 -1 1 -1 -1 -1 1 1 1 1 
6 -1 1 -1 1 -1 -1 1 -1 1 -1 1 -1 
7 -1 1 1 -1 -1 1 -1 -1 -1 -1 -1 1 
8 -1 1 1 1 1 1 1 -1 -1 1 -1 -1 
9 1 -1 -1 -1 1 1 1 -1 -1 -1 1 1 
10 1 -1 -1 1 -1 1 -1 -1 -1 1 1 -1 
11 1 -1 1 -1 -1 -1 1 -1 1 1 -1 1 
12 1 -1 1 1 1 -1 -1 -1 1 -1 -1 -1 
13 1 1 -1 -1 1 -1 -1 1 -1 1 -1 -1 
14 1 1 -1 1 -1 -1 1 1 -1 -1 -1 1 
15 1 1 1 -1 -1 1 -1 1 1 -1 1 -1 
16 1 1 1 1 1 1 1 1 1 1 1 1 
 
For example, in the first experiment TR, X1, X2, X3, the intercept and the confounders are at a 
low level, while the interactions X2X3, X1X2, X1X3, TRX1, TRX2 are at a high level.  This 
corresponds to a model with no treatment effect and no confounding.  The coefficients for X1 and 
X2 are 0.5, the interactions X2X3, X1X2 and X1X3 have a coefficient of 1 and the interactions 
TRX1 and TRX2 have a coefficient of 1.  There is also no intercept. In another words, this 
simulation dataset does not include any confounders because the coefficients for confounder X1 
and X2 are zero. However, even though the parameter for variable TR is zero, it does not mean 
that there is no treatment effect because of the existence of the effect modifier X1. In the simulation, 
the treatment effect is decided by the combination of main effect and effect modifiers. With the 
various combinations of parameters, there are 16 simulation datasets that were generated for 




Table 11: Illustration of Parameters for First Simulation Dataset   
Table 12 and Figure 6 depict a summary of the 16 experiments grouped by type of 
confounding and effect modification. Experiments in Group 1 do not contain any confounding 
with neither X1 nor X2 affecting treatment. In Group 2 either X1 or X2 are confounders and effect 
modifiers. Group 3 includes experiments which contain confounding with both X1 and X2 and 
one of them is an effect modifier. Group 4 includes experiments where either X1 or  X2 are 
confounders or effect modifiers, i.e.,  X1 is a confounder and X2 is an effect modifier or X2 is a 
confounder and X1 is an effect modifier. Group 5 includes experiment number 9 where X1 and 
X2 are confounders but not effect modifiers.   
Table 12: Description of 5 Groups for 16 Simulation Datasets 
Group # Simulation # Description 
1 1,8,12,13 No Confounders 
2 2,3,11,15 X2 is confounder & Effect Modifier or X1 is confounder & 
effect modifier 
3 4,5,16 X1 & X2 are confounders & at least one of them is effect 
modifier 
4 6,7,10,14 X1 or X2 is a confounder or effect modifier 
5 9 X1 & X2 are confounders without effect modifiers 
 
TR X1 X2 X3 X4 X5 X6 TRxX1 TR*X2 Intercept X1-confounder X2-confounder 




Figure 6: Illustration for Each Group  
 
8.2.3 True Effect in the Population 
Table 13 lists the orthogonal design that we introduced in section 8.1 for calculating the 
causal risk difference, causal risk ratio and causal odds ratio.  
Response and p is generated by the model 





  . 
Causal risk difference and causal risk ratio is calculated by the combination of main 
treatment effect and effect modifiers. Hence, the causal risk difference and causal risk ratio vary 
between the 5 groups of the 16 simulation datasets depending on the presence of main treatment 
effect and effect modifiers. However, the causal odds ratio cannot be calculated for the 
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combination of main treatment effect and effect modifier. In logistic regression, there is an odds 
ratio for the main effect term and another odds ratio for the interaction term. In the model,    
𝐿𝑛(𝑌) =  𝛽0 + 𝛽𝑇𝑅 ∗ 𝑇𝑅 + 𝛽1 ∗ 𝑋1 + 𝛽2 ∗ 𝑋2 + 𝛽3 ∗ 𝑋3 + 𝛽4 ∗ 𝑋4 + 𝛽5 ∗ 𝑋5 + 𝛽6 ∗ 𝑋6
+ 𝛽7 ∗ (𝑇𝑅 ∗ 𝑋1) + 𝛽8 ∗ (𝑇𝑅 ∗ 𝑋2) + 𝜀 
So the odds ratio for the main treatment effect is 𝑒𝛽𝑇𝑅, and the odds ratio for the interaction 
terms are 𝑒𝛽7 and 𝑒𝛽8. In this study, we obtain the causal odds ratio for the main treatment effect, 
which is calculated by 𝑒𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡=𝑒0=1. 
Table 13: Orthogonal Design   
Parameters   0 0.5 0.5 0 1 1 1 1 1 0     
Run TR TR X1 X2 X3 X4 X5 X6 TRxX1 TRxX2 Intercept Response p 
1 -1 0 -1 -1 -1 1 1 1 1 1 1 3 0.952574 
2 -1 0 -1 -1 1 -1 1 -1 1 1 1 1 0.731059 
3 -1 0 -1 1 -1 -1 -1 1 1 -1 1 -1 0.268941 
4 -1 0 -1 1 1 1 -1 -1 1 -1 1 1 0.731059 
5 -1 0 1 -1 -1 1 -1 -1 -1 1 1 -1 0.268941 
6 -1 0 1 -1 1 -1 -1 1 -1 1 1 1 0.731059 
7 -1 0 1 1 -1 -1 1 -1 -1 -1 1 -1 0.268941 
8 -1 0 1 1 1 1 1 1 -1 -1 1 5 0.993307 
9 1 1 -1 -1 -1 1 1 1 -1 -1 1 0 0.5 
10 1 1 -1 -1 1 -1 1 -1 -1 -1 1 -2 0.119203 
11 1 1 -1 1 -1 -1 -1 1 -1 1 1 0 0.5 
12 1 1 -1 1 1 1 -1 -1 -1 1 1 2 0.880797 
13 1 1 1 -1 -1 1 -1 -1 1 -1 1 0 0.5 
14 1 1 1 -1 1 -1 -1 1 1 -1 1 2 0.880797 
15 1 1 1 1 -1 -1 1 -1 1 1 1 4 0.982014 
16 1 1 1 1 1 1 1 1 1 1 1 10 0.999955 
  
For each of the 16 experiments we generated a dataset of 512,000 randomly generated rows 
with -1 and 1 for X1, X2 and X3 using a uniform random number generator. These datasets served 
as the population from which samples of different sizes were drawn.                 
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To simulate the confounding caused by X1 and X2, we use parameters 𝛽0, 𝜃1 and 𝜃2 to 
compute a probability 
Pr(𝑇𝑅) = (𝑒𝛽0+𝜃1∗𝑋1+𝜃2∗𝑋2)/(1 + 𝑒𝛽0+𝜃1∗𝑋1+𝜃2∗𝑋2), 
This probability Pr(𝑇𝑅) is used to generate the treatment level -1 and 1 for TR using a uniform 
random number generator.  When the randomly generated probability is greater than Pr(𝑇𝑅) then 
the TR will be assigned the high level 1, otherwise the TR will be assigned the low level -1. After 
the TR is assigned, the interaction terms TR*X1 and TR*X2 can also be generated. In a final step 
the binary outcome can be generated using the probability of outcome   




and a uniform random number generator.  
8.3 Results 
The dataset of 512,000 rows was used to draw samples of 250 and 1000.  The 16 simulation 
datasets are separated into 5 groups: 1. No Confounders, 2. One confounder & effect modifier, 3. 
Two confounders & one effect modifier, 4. One confounder and one effect modifier, 5. Two 
confounders and no effect modifier. Figures 7 and 8 show the simulation results for the risk 
difference, Figures 9 and 10 show the simulation results for the risk ratio and Figures 11 and 12 
show the simulation results for the odds ratio.   
Figure 7 indicates the bias of the IPW and standardization decline with increasing sample size. 
The reason is that the number of missing rows needed for computing conditional probabilities 
declines. Thus the frequency approach for computing the probabilities becomes more reliable. 
However, using logistic regression to compute the weights is superior for all sample sizes. When 
there is no confounding (Group 1) then all methods perform equally well with respect to bias and 
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MSE. Hence, there is no down side when using the advanced methods when no confounding exists. 
There may be a slight increase in the MSE due to a reduced sample size for the propensity method, 
but this increase is outweighed by the potential increase in bias and MSE due to ignoring a 
confounder.  The results also indicate that IPWL, which uses logistic regression to obtain the 
weights outperforms all other methods.  For the dataset (Group 2) where one factor is a confounder 
and effect modifier, standardization, IPW and IPWL all perform well but Propensity Score 
Matching is not able to reduce the bias regardless of the sample size. For Group 3 where X1 and 
X2 are both confounders and at least one of them is an effect modifier, only IPWL performs well 
as sample sizes increase. All the other methods do not reduce the bias satisfactorily.  Group 4 and 
Group 5 have a common feature in that X1 or X2 are not both confounder and effect modifier at 
the same time.  Propensity Score Matching is the best performing method compared to the other 
methods. The results are slightly better than IPWL. In summary, when X1 or X2 play both roles 
(confounder & effect modifier) at the same time then IPWL is the best method to use.  When there 
is only confounding, but no effect modification then propensity score matching is the best method 
to use when bias reduction is the objective. However, Figure 8 shows that the IPWL has 
consistently the lowest MSE. As the sample size increases the IPWL outperforms all other methods 










Figure 7: Bias Comparison Results for Risk Difference between sample sizes 250 & 1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
 
 
Figure 8: MSE Comparison Results for Risk Difference between sample sizes 250 & 1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 












Similar results are obtained for the risk ratio. Figure 9 depicts the ratio between the estimate 
and the true risk ratio for the sample sizes 250 and 1000, and Figure 10 depicts the mean squared 
error (MSE).   If the target is 1.0 it indicates there is no bias in the estimates. The results show that 
the inverse probability weighting using logistic regression (IPWL) consistently outperforms the 
other methods across all 5 groups.  
For Group 1 all methods perform well, because there is no confounding. For the datasets of 
Group 2, standardization, IPW and IPWL all perform well, but Propensity Score 1-to-1 Matching 
(PSM1-1) does not reduce the bias as much as the other methods do. For Group 3 where X1 and 
X2 are both confounders and at least one of them is an effect modifier, only IPWL reduces the bias 
significantly. All the other methods have a strong bias. For Group 4 and Group 5 where there are  
confounding factors without effect modification, propensity score matching has its best 
performance compared to the other methods. However, the MSE is larger than that of the IPWL. 
In summary, the risk ratio does have a similar performance to the risk difference. If X1 or X2 play 
both roles (confounder & effect modifier) at the same time, inverse probability weighting using 
logistic regression (IPWL) is the best method to use. Propensity score matching is the best method 
to choose when bias reduction is the objective. However, IPWL has consistently the smallest MSE 










Figure 9: Bias Comparison Results for Risk Ratio between sample sizes 250 & 1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
 
 
Figure 10: MSE Comparison Results for Risk Ratio between sample sizes 250 & 1,000   
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
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The odds ratio comparison is depicted in Figures 11 and 12. The odds ratio is affected by 
the sample size; with sample sizes smaller than 1,000 there are many situations where an estimation 
of the odds ratio breaks down. This leads to a large bias and a MSE in the simulation. These 
situations are indicated in Figure 12 where MSE>50.  The results show that the OEM method is 
the least effected by sample size with respect to the bias and the MSE. It has a good performance 
across all the 5 groups, while the estimates for the logistic regression and the logistic regression 
(PSML) based on a matched dataset is very unstable. However, it will become more and more 
stable with increasing sample size. The OEM is consistently stable across all sample sizes. Even 
when there is no confounding (Group 1) the odds ratio from logistic regression can have a large 
MSE. For the Group 2 dataset, the OEM performs the best, but logistic regression and PSML start 
to improve as the sample size increases to 1,000. For Group 3 where X1 and X2 are both 
confounders and at least one of them is an effect modifier and Group 4 and Group 5 where X1 or 
X2 are not both confounder and effect modifier at the same time, the OEM method is always the 
most stable and obtains the best performance in bias comparison and MSE comparison. Logistic 
regression and PSML improve their performance when the sample size increases. However, PSML 
is more unstable compared to the logistic regression when the sample size is smaller.  
In summary, when the sample size is small (<500), the OEM method is the best method for 










Figure 11: Bias Comparison Results for Odds Ratio between sample sizes 250 & 1,000 
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
 
 
Figure 12: MSE Comparison Results for Risk Difference between sample sizes 250 & 1,000  
 (Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 







Group 1 Group 2 Group 3 Group 4 Group 5
MSE Odds Ratio N=250
Logistic Regression OEM PSML
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 The estimation of the odds ratio assumes that the model is correctly specified, i.e., any 
interactions are included in the model. To test the effect of model mispecification several 
simulations were created using models that were not correctly specified.  In practice, the existance 
of an interaction term can be tested, but if there are many factors this determination may be time 
consuming.  The abreviation “spc” means a fully specified model, i.e., interaction terms are 
included. The abreviation “nonspc” indicates that interaction terms were not included in the model. 
Figure 13 shows the results for odds ratio with different model specifications for the sample size 
1,000. Because for smaller sample sizes the performance of logistic regression and PSM logistic 
is poor, only the largest sample size of 1,000 was included in this study for obtaining the estimates. 
The results clearly show that the OEM always performs better with respect to bias and MSE  across 
all 5 groups when interactions are included in the model. Therefore,  specifying the correct model 
is very important for obtaining unbiased estimates using a parametric model. In summary, OEM 
is the first choice for small to medium sample sizes. It is important to correctly specify the model 
especially when there is a confounder which is also an effect modifier. When in doubt one should 




Figure 13: Comparison Results for Odds Ratio for sample size 1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
  
In order to enhance the stability and replicability of the results from the above studies the 
low level of the TR was changed from 0 to 0.5. Table 14 depicts the parameter settings used. The 
additional analysis provides more evidence regarding the performances of these methods with 
different magnitudes of treatment effects.  
Table 14: Parameter Changes for Treatment   
 
Figures 14 to 16 show the bias comparison for the risk difference, risk ratio and odds ratio with 
different parameters of treatment. The 0 and 0.5 inicates the low levels of the treatment in the 





0/0.5 0.5 0.5 0 0 0 0 0 0 0 0 0 
1 1 1 1 1 1 1 1 1 1 2 2 
83 
 
simulation. The results show the consistent trends for biases with all the measures of risk difference, 
risk ratio and odds ratio with different parameters for treatments across the five groups.  
 
Figure 14: Bias Comparison for Risk Difference for Different Parameters with Sample Size 
1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 


















Figure 15: Bias Comparison for Risk Ratio for Different Parameters with Sample Size 1,000 
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
 
 
Figure 16: Bias Comparison for Odds Ratio for Different Parameters with Sample Size 1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
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Figures 17 to 19 show the MSE comparison results for the risk difference, risk ratio and odds ratio 
with different parameters of treatment. The results also show the consistent trends for MSE with 
all the measures of of risk difference, risk ratio and odds ratio with different parameters of 
treatment. Therefore, the results corroborate the previous findings.  
 
Figure 17: MSE Comparison for Risk Difference for Different Parameters with Sample Size 
1,000 
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 





Figure 18: MSE Comparison for Risk Ratio for Different Parameters with Sample Size 1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 
modifier, Group 5: Two confounders and no effect modifiers) 
 
 
Figure 19: MSE Comparison for Odds Ratio for Different Parameters with Sample Size 1,000  
(Group 1: No confounders, Group 2: One confounder & Effect modifier, Group 3: Two 
confounders and one of them an effect modifier, Group 4: One confounder and a different effect 






8.4 Discussion and Implication 
This study used 16 simulated datasets in order to assess the advantages and disadvantages of 
methods for causal inference in terms of bias and MSE.  By separating the 16 simulation datasets 
into five groups, this analysis offers some recommendations for different situations. When the 
standardization and IPW are very different from each other it usually indicates that there are 
missing observations. The IPWL method using logistic regression to estimate the weights usually 
performs better in these cases. However, logistic regression is not the only choice for computing 
the weights; generalized boosted models or boosted CART are also good choices (Stuart, 2010). 
Propensity score matching performs well except in cases when effect modifiers are present. In this 
case, propensity score matching is not recommended because it has a higher bias and MSE 
compared to the other methods. When there are no effect modifiers, propensity score matching is 
the recommended method. Propensity score matching performs well even with small sample sizes.  
Regarding the odds ratio estimates, it is important to specify the correct model. Specifically, if 
effect modifiers are present they must be included in the model. The OEM method is the better 
choice when the sample size is smaller than 1,000 because it has a relatively low bias and a stable 
MSE compared to logistic regression and PSM. Adding weights to the logistic regression model 
does not improve the performance of the odds ratio estimates.  
This research shows that for relatively small as well as large sample sizes, the estimates of risk 
difference and risk ratio are stable. However, the estimates of odds ratios for small sample sizes 
can become unstable leading to a very large variation in the estimates. The OEM method leads to 
stable estimates with low a MSE.   
There is a wealth of literature which compares propensity score methods and offers guidelines 
((Brookhart et al., 2006), (Li, 2013),(Zhao, 2004),(Lunceford & Davidian, 2004)) and inverse 
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probability weighting (IPW) ((Cole & Hernen, 2008), (Kang & Schafer, 2007)). This research 
examines several alternative estimators to propensity score matching and provides insights into 
the strength and weaknesses of these methods for causal inference. Future research will focus on 
time-dependent treatment variables and continuous outcomes. With the limitation of the 
assumption that no unknown confounders exist, causal inference methods are suitable in providing 
unbiased estimates of the true mean.   
Despite these limitations, this research makes an important contribution for academics and 
practitioners. Following the two perspectives of causation in Campbell’s work and Rubin’s 
approach (William R. Shadish, 2010), this paper focuses on a formal quantitative analysis of effect 
estimation, with the objective of obtaining a conditional unbiased treatment effect from 
observational data. With the consideration of Propensity Score Matching (PSM) and Inverse 
Probability Weighting (IPW), this study shows the advantages and disadvantages of PSM and IPW 
under certain conditions. Furthermore, it also provided alternatives and recommendations for the 
selection of the methods. In terms of assuring the accuracy and replication, researchers should 
include all the possible confounders in order to obtain the lowest bias for the estimates. 
Additionally, the risk difference and risk ratio will be the primary choice for obtaining causal 
estimates if the researchers cannot guarantee the absence of effect modifiers.  
Overall, the results of this study contribute to the better understanding of the application of 
causal inference methods. The research provides guidelines for what method to use in which 
situation. With the increasing awareness of causal inference, understanding how to obtain causal 
estimates can provide insights and enhance both theoretical and practical applications across 
various domains. For obtaining conditional unbiased treatment effect estimates, we recommend 
the following: a) Recognize the sample size of the study; b) Ensure the correct type of causal 
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estimate; c) Check the positivity for the dataset in the study; d) Classify the presence of effect 
modifiers, e) Ensure that all known confounders are included. The recommendations in this study 
can be readily used as a stepping stone for further single model-specific selections that quantify 
and optimize the impact of treatment effects. Additionally, this study provides stronger support 










CHAPTER 9. EXAMPLE: GRADUATION RATES  
 This study explores the use of causative analytics for improving retention and graduation 
rates using a series of causal inference methods with semester-based information about student 
performance. It demonstrates that university administrators can use causal inference methods to 
assess the actual effect size that on-campus-living and other factors have on dropping out of college. 
A detailed discussion of issues that need to be addressed when exploring the magnitude of each 
factor at different time stages is discussed. We show the effectiveness of causal inference (or 
causative analytics) on improving retention and graduation rates. 
9.1 Problem Description 
Accountability in college education has become a focal point of public debate (Alexander, 
2000; Bailey, Calcagno, Jenkins, Leinbach, & Kienzl, 2006; Dill, 1999; Elton, 1988; Huisman & 
Currie, 2004; Keams, 1998; Kitagawa, 2003). While earlier attempts by states to measure 
institutional effectiveness have generally been met with passive resistance and  benign neglect by 
academics (Alexander, 2000), several developments have created an urgency for change.  First, 
because of the above-inflation rise of tuition this debate has become more pronounced (Hemelt & 
Marcotte, 2011; Jackson & Weathersby, 1975; Shin & Milton, 2006). Second, the public debate, 
specifically in the US, intensified after the 2008-2009 recession caused by the mortgage crisis 
when many states cut funding for public universities. Third, student loan debts and defaults are 
rising (Shenand & Ziderman, 2009).  While universities have been asked to serve increasing 
numbers of students, they have experienced drastic budget reductions.  For instance, in Western 
Europe student enrollment in higher education has risen by approximately 1/3 since the early 1980s, 
but expenditure as a percentage of the national GDP per capita declined during the same period 
(Alexander, 2000). More recently in the United States, states cut public funding 20% on average  
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over the past five years and forty-seven out of  50 states were spending less per student in the 
2014/15 school years than they did at the start of the recession (Mitchell and Leachman, 2015).  
The calls for more accountability and the cost pressure universities experienced in the past 
three decades has led to the development of performance measures to assess the effectiveness of 
institutions of higher education. This article concentrates on retention and graduation rates which 
are considered key performance indicators by college administrators (Astin, 1997; Lau, 2003; 
Talbert, 2012). They have been included in some states’ laws to assess institutional effectiveness 
(Jakiel, 2011) and have been used in national and international rankings for some time. There are 
many arguments in favor of using graduation rates as a metric to evaluate colleges. According to 
the U.S. Labor Statistics published for 2014 (Mayer-Schönberger & Cukier, 2014), a student who 
graduates with a bachelor degree earns on the average 1.4 times as much and has a 2.5 percentage 
point lower unemployment rate than a student who drops out of college. College graduates are also 
offered jobs that receive more benefits such as healthcare and pension plans. Low graduation rates 
affect both the students who pay tuition longer than necessary and thus could earn money instead 
and affects society as a whole which funds public universities through taxes. Thus, considerable 
time and money in higher education is being wasted because of relatively low graduation rates. 
While most college curriculums for a bachelor degree are designed to be completed in four years, 
only less than 31.9% of all students graduated within four years at public universities in the United 
States according to the latest published statistics (ACT, 2014). According to these statistics, the 
six-year graduation rate at public colleges in the US was 56% in 2014. Using graduation rates as 
a metric may be open to critique when used to compare universities because they do not 
differentiate between different types of students. For instance, urban universities often have non-
traditional students who take classes while holding down a job. Nevertheless, graduation rates are 
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widely used as a performance metric of colleges and have been included as a key metric in the 
college scorecard by the Department of Education (EDUCATION, 2015).    
Because of the central role graduation rates play in the evaluation of universities, they merit 
an in-depth analysis. While there is no silver bullet that guarantees an increase in graduation rates, 
analytics is suitable for providing necessary insights into how university administrators can 
increase graduation rates. The objective of this article is to explore the use of analytics in an 
academic institution with the aim of improving retention rates, which increase graduation rates.   
Analytics is a relatively new field of research and has been defined in many ways. The 
term has become popular ever since Thomas Davenport’s  article (Thomas H.   Davenport, 2006) 
appeared in the Harvard Business Review along with the publication of “Competing on Analytics: 
The New Science of Winning” by Thomas Davenport and Jeanne Harris (Thomas H Davenport & 
Harris, 2007). After this the number of off-the-shelf solutions providing analytics tools has risen 
steadily. Thus, the popularity of analytics has been accelerated by rapid advances in new 
technologies enabling the integration and analysis of large amounts of data with complex structures. 
While as a discipline, analytics provides no new methods, it proposes instead that all available 
methods and technologies be used to derive insight from data. Academic researchers have been 
late in embracing this new approach. This is partly due to the silos existing at universities whereas 
analytics is by definition multidisciplinary. While analytics involves information systems, 
statistics, computer science, operations research and other decision sciences, it is primarily applied 
in the business disciplines such as marketing, supply chains and finance, but also in non-business 
disciplines such as healthcare.  
The remainder of the paper is organized as follows. Section 9.2 reviews the literature on 
the subject of retention rates and graduation rates to provide the domain knowledge for our 
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analytics case that is necessary in the application of analytics in order to avoid the misinterpretation 
of results. Section 9.3 applies descriptive analytics and causative analytics to conduct an initial 
approach in order to gain insights into the data of identifying the effect size of key factors that 
drive graduation rates and retention rates at different stages. Section 9.4 evaluates the effect size 
of key factors at different stages for assessing the risk of dropping out of the university. Keeping 
students in the University of their original choice will improve graduation rates. Section 9.5 closes 
with recommendations regarding the application of analytics in academics to increase graduation 
rates.    
9.2 Background 
Although graduation and retention rates have been the focus of researchers (Braxton, 
Hirschy, & McClendon, 2003; Cabrera, Castaneda, Nora, & Hengstler, 1992; Tinto, 1975)  for 
some time, student retention continues to be a difficult problem (Lau, 2003; Talbert, 2012). Some 
research indicates that retention and graduation rates are more accurately predicted at nationally 
selective schools than at less selective institutions (Schmitz, 1993). Resident status was also found 
to affect graduation rates and students taking a “Freshman Orientation Course” had a lower risk of 
dropping out (Murtaugh, Burns, & Schuster, 1999).  
Although many campuses have focused on increasing retention and graduation rates largely 
because of external reasons (rankings, e.g., U.S. News & World Report), very few assessments of 
campus retention initiatives exist  and evidence is thus scarce as to whether these initiatives are 
effective (Hossler, Ziskin, Moore, & Wakhungu, 2008).  This is partly due to the slow adoption of 
advanced data management systems by colleges. However, in recent years, as new low-cost 
analytics solutions have become available, there has been a growing interest in using analytics to 
gain better and timely insight into what drives student retention and to allow for the tracking of 
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the effects of new initiatives (Pirani & Albrecht, 2005), specifically of high risk students (Talbert, 
2012). The use of descriptive analytics has focused mainly on analyzing the admission process and 
pre-college factors and their impact on graduation rates. Predictive analytics can be used to identify 
students at risk of dropping out of college and can therefore allow for early corrective actions to 
be taken to increase student retention and subsequent graduation rates (Campbell, DeBiois, & 
Oblinger, 2007; Campbell & Oblinger, 2007). However, as new technologies are adopted and 
available data grows larger, prescriptive analytics plays a significant role in making the optimal 
decision. In this study, causative analytics provides unbiased estimates of key factors affecting 
student retention and graduation rates.  
When using analytics for improving retention and graduation rates, it is important to 
distinguish between pre-college factors and in-college factors that affect graduation rates 
throughout college. While pre-college factors are used for selective admission, in-college factors 
are time dependent, measuring the student’s progress towards graduation. As a rule, college 
students fail classes, take courses out of the recommended sequence and change their curriculum.  
The ultimate role of analytics is to provide administrators with tools for corrective actions that can 
be taken to bring the student back on track to graduation at any time during the student’s life cycle 
at a college.      
9.2.1 Pre-college Factors  
Pre-college factors include academic factors such as High School GPA and ACT 
assessment scores as well as non-academic factors such as socioeconomic status, self-confidence, 
achievement motivation, and academic goal orientation, which attempt to measure personal traits.  
Academic factors have been shown to be important for college success  and have been widely 
adopted for selective admission (Schnell, Louis, & Doetkott, 2003), (DesJardins, Kim, & Rzonca, 
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2003). Although research shows that besides academic factors, the socioeconomic status, self-
confidence and motivation for achievement also play a large role (Lotkowski, Robins, & Noeth, 
2004), but these factors are difficult if not impossible to evaluate during the admission process.   
9.2.2 In-College Factors  
In-college factors fall into two categories, the factors affecting graduation rates and the 
timing of the effects of these factors, i.e., during which semester students are most likely to drop 
out. Some of the in-college factors such as student persistence and family encouragement have 
received much attention and have been shown to play a significant role in student retention 
(Hossler et al., 2008).  Research also indicates that student coaching in college and one-on-one 
tutoring elevates students’ retention rates. A randomized trial with 13,555 students in eight 
different institutions showed that student retention rates with coaching increased by 14 percentage 
points after a two year coaching period (Bettinger & Baker, 2011). Thus, it becomes critical for 
colleges to identify students at risk who need coaching or tutoring while they can still be helped 
before it is too late.  
First-year retention rates have received special attention because of the considerable 
adjustment from a high school to a college environment and is therefore critical for college success 
(Hossler et al., 2008). Some research has examined specific strategies to increase first-year 
retention. For example, first-year seminars  have been shown to increase first-year retention rates 
(Schnell et al., 2003). Therefore, this study develops both first semester and second semester 
causative models of identifying the significance of on campus living for improving graduation 
rates and retention rates. 
 Despite the numerous empirical studies testing models, explaining retention and graduation 
rates, and studying methods to improve them, graduation rates at public colleges are still very low. 
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There has been little work done on using data collected by colleges to provide a more effective 
management of retention and graduation rates.  While universities collect and store information 
about students’ performance and demographics and students’ background, administrators struggle 
with how to use the data to improve graduation rates. Therefore understanding the capabilities of 
analytical methods and knowing how to apply them to student data is an important step toward 
developing an effective program to increase graduation rates.  
This chapter focuses on applying causative analytics using data from the E. J. Ourso 
College of Business at LSU to explore the true effect size of on-campus living for improving 
retention and graduation rates. The data consisted of precollege information collected on all 
freshmen and in-college information about programs, courses taken and grades. The data include 
the demographics, high school GPA and ACT test results, whether students will live on campus or 
not, information about the type of high school, distance between home and campus, whether they 
are Pell grant recipients, the number of college credits they have taken and the intended major they 
want to enroll in. Three models were built based on different points in time. For the first and second 
semester models, all pre-college factors and the additional factors are concluded listed in Table 15 
for the respective semester model.  Since there are too many courses a student can take as electives, 
we only included individual grades from required courses in the first and second semester that 
exhibited some confounding that affect the power of dropout with specific factors. The student 
information and the course table were put into a data warehouse, a quality check was performed, 
and missing information was identified. In this study, two treatments are evaluated; the first 
treatment is on/off campus living, and the second is mathematical preparation. The status of on 
campus living is determined when the students enroll in the university. We have examined the 
effect size of on-campus living status on the dropout rate after the first and second semester. The 
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effect of mathematical course preparation is also measured by the dropout rate after the first and 
second semester.  
Table 15: Data Information   
 Predictors Model 
1 Gender  
 












3 High School GPA 
4 ACT 
5 Math ACT 
6 On or off campus living 
7 High school type (public/private) 
8 High school enrolment 
9 Home distance from campus 
10 Pell grant recipient  
11 Number of College credit courses taken in high school 
12 Intended College Program/Major 
13 Number of courses signed up for in the first semester 
14 Membership in Greek Society  





15 Cumulative GPA 
16 Grade in Algebra 
17 Grade in Calculus 
18 Grade in Economics 
19 Grade in Information Systems 
20 Grades in Statistics 
        Second Semester 
21 Grade in Accounting 
22 Current Curriculum 
 
9.3 Modeling and Results 
 The overall objective is to increase graduation rates. However, the graduation rate by itself 
is not a useful measure that provides support for timely decision making because it is assessed 
over 4 to 6 years. Thus, as in many business applications, surrogate measures are needed that are 
timely performance indicators for the future results of a target variable. In this study, student 
dropout rate during each of the first two semesters is a surrogate measure, which is a timely 
indicator of final graduation. 
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 As mentioned in the previous section, there are many confounders. Although the effect size 
of on-campus living on retention rate is estimated at different times, the in-college factors cannot 
be treated as confounders because the on-campus status is decided when the students enter the 
university. Therefore, only the pre-college factors are treated as confounders in different models 
for measuring the effect size of on-campus living on the retention rate. The data set consists of 
6,894 students who entered college between 2007 and 2016. Propensity score matching and inverse 
probability weighting should perform similarly because of the large number of observations and 
the absence of effect modifiers. 
Table 16: Average Treatment Effect for on/off Campus Living 
  Average Treatment Effect - On Campus Status 
  Naïve Estimate Propensity Score Matching 
Inverse Probability 
Weighting 
  Estimate 
Stand 
Error 





0.147 0.015 0.108 0.017 0.118 0.014 
First 
Semester  
0.012 0.005 0.010 0.006 0.009 0.005 
Second 
Semester  
0.041 0.009 0.031 0.010 0.032 0.009 
 
The table shows that Propensity Score Matching and Inverse Probability Weighting 
provide similar results. In another words, the results are robust in the absence of effect modifiers. 
If a student decides to live on campus, there is a 1.0 percentage point increase in staying in college 
after the first semester, and there is about a 3.2 percentage point increase of staying in college after 
the second semester. These estimates are causal provided there are no other unknown confounders. 
Additionally, the campus living status plays a major role in graduation rates. If a student decides 
to live on campus there is about an 11 percentage point increase in graduation in 4 years. 
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The causal effect of math preparation is also examined. In this study, the effect of grades 
in Algebra and Calculus is evaluated by semesters. The grades for these two courses have eight 
different levels (P(Pass), A, B, C, D, W, F, NT(not taken)). A student who has a grade of P, A, B 
or C is passes the course while D, W, F and NT indicate no passing.  When assessing the effect 
size of math preparation, the in-college factors are potential confounders as well and are added in 
the model for reducing bias. The additional confounders are the grades in required courses, which 
are depicted in the Table 15. Grades in different classes may be correlated because better students 
tend to have better grades. According to the results in chapter 8, the effect modifiers exist and thus 
we should expect the propensity score matching and inverse probability weighting to give different 
results because propensity score matching does not guarantee stable estimates with the presence 
of effect modifiers. Table 17 clearly demonstrated this phenomena.  
Table 17: Average Treatment Effect for Math Preparation 
 
 The results confirm the significant impact of math preparation for student success. 
Especially, passing the algebra course has a large effect on retention. There is a 12.5 percentage 
point increase in retention after the first semester and a 20 percentage point increase in retention 
after the second semester when a student passes algebra. 
  
Average Treatment Effect - Math Preparation 




















Estimate 0.083 0.024 0.125 0.044 0.134 0.095 
Stand 
Error 





Estimate 0.455 0.068 0.200 0.254 0.084 0.080 
Stand 
Error 




9.4 Discussion and Implications 
This study contributes to an understanding of the importance of specific factors that 
improve retention rates and graduation rates. It makes use of causal inference models that identify 
two factors that have a large effect on first and second semester retention. There are several 
findings. First, living on campus does improve the retention rate after the first and second semester 
and makes a 4-year graduation more likely.  Second, mathematics preparation is an important 
factor affecting retention after the first and second semester.  
This paper contains several limitations that influence the potential generalization of its 
findings. First, the average effect is only a causal effect if there are no other unknown confounders. 
Although we have attempted to control some known confounders when considering the effect of 
on-campus living, there may be other unknown confounders such as family background and family 










CHAPTER 10. UBER EFFECT ON DWI FATALITIES 
The social impacts of the sharing economy facilitated through the advancements of 
information technology is the subject of policy debates. For instance, the deployment of ride 
sharing on a large scale using smartphones has detractors who ask for new regulations. Research 
into the social effects of ride sharing are therefore an important contribution to better understand 
costs and benefits to society as a whole. This study investigates the relationship between the 
implementation of the UberX service and drunk driving. Our findings reveal that there is an 
association between UberX deployment and a decline in the number of DWI fatalities among 
youths ages 17-34, while there is a much smaller non-significant effect for the population ages 35 
and older which may be due to this new technology being more adopted among younger people 
than older people. In order to obtain an unbiased estimate, Inverse Probability Weighting is 
employed.  
10.1 Introduction & Literature Review 
The sharing economy was largely made possible by the advances of the internet and 
handheld devices. It allows new entries into the market without holding inventory or having major 
capital expenditures to leverage the connectivity of people for commerce. For instance, the largest 
commercial taxi company (Uber) does not own any taxis and the largest hotel company (Airbnb) 
does not own any hotels. Economists have principally embraced these new entries into the market 
place (IGM, 2014). However, the new entries have also sparked calls for new regulations of the 
sharing economy because of some negative social consequences associated with the deployment 
of these sharing businesses. For instance, to curb Airbnb rentals homeowner associations and cities 
have started to change their rules on the minimum number of rental days. Cities have started to 
regulate ride-sharing businesses with Austin being the first city in the United States where Uber 
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has withdrawn its service because of regulations that require that drivers be fingerprinted. Since 
the new types of sharing enterprises are relatively new, little research has been conducted with 
respect to the effects of these businesses on society. This paper offers insight into one aspect of 
the societal impact of ride sharing, namely the number of DUI crashes. This study was stimulated 
by Uber’s claim that the introduction of their service to the market has reduced drunk driving (Uber, 
2015) raising questions in the news media (Badger, 2014) and by researchers (Rogers, 2015). 
Specifically, in California the website states that the “drunk driving crashes fell by 60 per month 
among drivers under 30 in the markets where Uber operates following the launch of UberX”, the 
low cost version of Uber.  The rational for the decline in drunk driving crashes is that ride-sharing 
companies offer a more convenient way of ordering transportation. Using an app to call Uber, the 
argument goes, is less burdensome than looking up a phone number for a taxi, calling a taxi 
company and waiting until it arrives without knowing how long it will take. The more options 
there are available, the more likely it is that people will decide on ordering a form of transportation 
other than using their own car, especially in cities where availability of parking is limited and 
costly.   
The smart phone has become ubiquitous where making calls are just a minor feature. It has 
facilitated real-time ridesharing projects which develop a user network and a convenient means of 
communication that help people to order rides from their smart phones. The smartphone 
application connects passengers with owner-operator drives, calculates the costs, estimates the 
waiting time and provides the real-time tracking of drivers for the passengers (Fahey, 2015). In 
addition, the navigation function in the smartphone application also offers the statistics for drivers 
and passengers to decide if they would like to accept the trip. In 2010, a survey at the University 
of California Berkeley determined that 20% of respondents used real-time ridesharing at least once 
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a week and that real-time ridesharing was more popular among current drive-alone commuters 
(30%) than transit or non-motorized commuters (Deakin, Frick, & Shively, 2012; Fahey, 2015). 
Uber, which was founded in 2009 in the area of San Francisco, is currently the largest ride-sharing 
company. Lyft, another ridesharing company also started its services in the San Francisco area 
after Uber, but it did not spread as widely and quickly as Uber. Now Uber has entered more than 
66 countries and 545 cities around the world (Uber, 2016).Taking rides through Uber or Lyft is 
often a lower cost option than driving.   
Greenwood and Wattal (Greenwood & Wattal, 2015) using data from 2009 to 2013 have 
essentially used this argument for their limited study of California cities. They found that in 
California there was about a 5% decline in drunk driving fatalities after UberX was introduced. 
Another study using data from FARS, the fatality analysis reporting system, between 2005 and 
2014, found no such decline due to Uber introduction (Brazil & Kirk, 2016).  The authors 
explaining their negative findings argue that drunk drivers are not rational and that the “average 
inebriated individual contemplating drunk driving may not be sufficiently rational to substitute 
drinking and driving for a presumably safer Uber ride.” However, this argument simplifies the 
interaction between alcohol use and crashes. It may be true that an alcoholic who drives frequently 
above the legal limit may not be persuaded to use Uber unless his license is revoked. Uber and 
Lyft provide alternative transportation that did not exist a couple of years ago for those whose 
licenses were revoked and hence one might expect lower violations for driving without a license. 
The main argument, however, for an Uber effect on impaired driving is that over 90% of impaired 
driver fatalities had no prior DWI arrests. For those people who plan their evening out that might 
involve drinking, taking Uber or Lyft is a rational choice before they consume alcohol, and many 
drunk driving crashes may be avoided by planning before consuming alcohol.  A central 
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component of the Theory of Planned Behavior indicates the “individual’s intention to perform a 
given behavior” (Ajzen, 1991). In the case of using Uber rather than driving, there has to be an 
intention to avoid problems such as driving drunk beforehand, not after the individual has 
consumed alcohol and might be too impaired to make rational choices.  Greenwood and Wattal 
(Greenwood & Wattal, 2015) use the Rational Choice Theory to explain why an individual who is 
drunk would make a rational choice of using Uber instead of driving her car. They argue that 
individuals who commit crimes respond to particular situations selectively based on cost and 
benefits. In the case of drunk driving, an individual would weigh the risk of being stopped, being 
arrested or being in an accident, against the benefit of driving home with his or her own car.  
However, drivers who have already consumed a significant amount of alcohol and are severely 
drunk are unlikely to make such a rational choice. In addition, drivers who used their car to go out 
to drink are less likely to order a ride to their home. The vast majority of drivers driving under the 
influence of alcohol are not aware of their impairment. Nevertheless, rational choices come into 
play at the time an individual makes a decision about how to get to the destination and back. 
Individuals make the decision to use Uber instead of driving for a variety of reasons, one of which 
may be to avoid driving home impaired. The more people decide to use a ride share, the larger the 
effect on drunk driving unless Uber drivers are driving drunk themselves.  
10.2 Research Model and Hypothesis 
Drunk driving remains a safety problem in the United States. Every day, 28 people die in 
alcohol-impaired driving crashes – one every 53 minutes according to NHTSA’s website. Alcohol-
impaired motor vehicle crashes cost more than an estimated $52 billion annually (FARS, 2014). 
Research has shown that alcohol effects the brain function, hand eye coordination, reduces reaction 
times and the judgment of distances and speed leading to overconfidence and misjudgment in 
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driving (Foundation, 2016). While the legal limit in the United States is 0.08, impairment occurs 
at much lower levels varying by age and other characteristics. Hence, European countries and 
Australia have a lower limit of 0.05.  Youth drivers are especially affected when driving under the 
influence of alcohol because they are less experienced drivers than adults (Zador, Krawchuk, & 
Voas, 2000). Thus, there is a zero tolerance level for drivers under the age of 21 in the United 
States.  
Smartphone usage is more prevalent among young drivers than older drivers, hence it can 
be expected that any effect in the reduction of alcohol-related crashes is stronger among the young 
adults than among older people. We propose the following hypotheses. 
H1: Introduction of UberX into cities will be associated with a reduction of DWI fatalities 
among 17 to 34 year-old drivers.  
H2: The introduction of UberX into cities will be associated with a reduction of DWI 
fatalities among occupants ages 35 and older that is smaller than the reduction for young drivers 
ages 17 to 34.  
We used an observational panel study design to examine within-city changes in quarterly 
motor vehicle fatalities after the launching of UberX services for the period from 2007 to 2015. 
We obtained quarterly observations for the 100 largest population metropolitan city areas in the 
United States from the U.S. Census website. There is an indication that “urbanites are the biggest 
users of Uber – with just 5% living outside of an urban or suburban area”, so the 100 largest 
population metropolitan areas cover most urban areas across the U.S. (McGrath, 2015). 
Furthermore, age is associated with drunk driving risk (i.e., young drivers ages 17-34 are more 
likely to be involved in alcohol-related crashes (Zador et al., 2000). Moreover, age is also 
associated with the use of smartphones and Uber, i.e., younger people ages 17 to 34 years are more 
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likely to use a smart phone and are the most enthusiastic Uber adopters making up almost three 
quarters of Uber’s US users (McGrath, 2015). Thus, we controlled for age by analyzing young 
drivers and older drivers separately as mentioned in the hypotheses. We excluded four cities in the 
data because those four cities did not obtain UberX service by the end of 2015 while all the other 
96 cities had launched UberX service before the end of 2015.  
10.3 Dependent Variable 
The dependent variable in this analysis is the number of fatalities that involve a driver with 
a blood alcohol level above the legal limit of 0.08.  Although there is a zero tolerance for drivers 
under the age of 21, we use the same limit of 0.08 for these ages as well. The fatal data was obtained 
from the Fatality Analysis Reporting System database (FARS). We created two age groups of 17-
34 and 35-65 with the latter age group not containing any of the first age group, i.e., if there was  
a DWI crash with two drunk drivers we counted this crash only for the younger driver.  
While there are many different services that have been launched from Uber Company, such as Uberpool, 
UberXL and Uberblack, only UberX is the widely used and the most economically favored option among 
these service options. In addition, UberX is available for all the cities in the sample data, and UberX is the 
only service that is offered for all the cities in the sample data. Since the observational panel study examined 
the quarterly period from 2007 to 2015 with 96 cities, there are 3456 observations in the panel data. Table 
18 shows the statistics summary for two different age groups. The ‘number of fatalities ≠ 0’ indicates the 
total number of observations that have at least one fatality within a quarter of a city. 




Age Group 17-34s 35-65s 
Total observations 3456 3456 
# of fatalities ≠ 0 2027 1608 
# of fatalities=0 1429 1848 
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10.3.1 Independent Variable: Treatment 
The average effect of UberX deployment is the primary effect. The UberX launch 
information for each city was obtained from the Uber Newsrooms. For each quarter in each city, 
we created an indicator variable for UberX presence, 0 indicating UberX was not present in this 
city in the whole quarter and 1 indicating its presence during the whole quarter. 
10.3.2 Independent Variable: Covariates 
In order to reduce the bias in the effect estimates, we select six control variables for UberX 
deployment across the U.S. In the previous studies, the unemployment rate and number has been 
identified  as affecting the number of fatalities (Evans & Graham, 1988), (Partyka, 1991).  Vehicle 
mile traveled (VMT) has been shown to relate to fatal crashes (Hauer 1997); in fact, it is used in 
all highway safety studies. To convert state VMT to city VMT we allocated state VMT 
proportionally to population. We obtained the monthly state VMT information from the website 
of the Federal Highway Administration (FHA, 2017). Population size was also  identified as 
having an effect on the number of motor vehicle deaths (IIHSHLDI, 2016).  In addition, we also 
controlled for some sociodemographic dimensions such as poverty and the percentage of bachelor 
degrees based on state level because the poverty rates and education have been shown to contribute 
to young drivers’ fatal crash risks (Males, 2009). For the city-level income, we obtained the data 
from the section of household income from the website of the U.S. Census Bureau. In summary, 
the six control variables are the state-level unemployment rate, the state-level poverty rate, the 
state-level percentage of bachelor degrees, the city-level population, the city-level household 
income and the city-level VMT. As a 7th control variable we included any linear time trend in the 
number of fatalities not accounted for by the other control variables.  
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10.4 Analysis  
10.4.1 Negative Binomial Model – Significant Average Effect 
The Negative Binomial Model is the most commonly used model in highway safety 
analysis (Hauer, 1997). It is often derived as a Poisson-Gamma mixture model, which overcomes 
the restriction of equi-dispersion that is imposed in Poisson models. With count data from multiple 
periods the Negative Binomial Model is usually a better choice than the Poisson models (Allison, 
2009). Therefore, the total number of fatalities for each city in each quarter can be presented as: 
𝑁𝑢𝑚 𝑜𝑓 𝐹𝑎𝑡𝑎𝑙𝑖𝑡𝑖𝑒𝑠
= 𝐸𝑥𝑝[𝐶 + 𝛽1 ∗ 𝑈𝑏𝑒𝑟𝑋 + 𝛽2 ∗ 𝑖𝑛𝑐𝑜𝑚𝑒 + 𝛽3 ∗ 𝑝𝑜𝑣𝑒𝑟𝑡𝑦 + 𝛽4 ∗ 𝑈𝑛𝑒𝑚𝑝𝑙. 𝑟𝑎𝑡𝑒
+ 𝛽5 ∗ 𝑃𝑜𝑝𝑢𝑙. +𝛽6 ∗ %𝐵𝑎𝑐ℎ𝑒𝑙𝑜𝑟𝑟_𝐷𝑒𝑔𝑟. + 𝛽7 ∗ 𝑉𝑀𝑇𝑄 
                                 +𝐹𝑖𝑥𝑒𝑑 𝑐𝑖𝑡𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑠 + 𝛽8 ∗ 𝑇𝑖𝑚𝑒 +  𝜀] 
A fixed city effect was added because of the non-linear behavior caused by a few large cities such 




Figure 20: Quarterly Number of Alcohol-Related Fatalities versus City Population 
 
The scatter plot shows the quarterly number of alcohol-related fatalities vs. the population 
of each city. For example, the largest city, New York, has a much lower number of fatalities than 
other cities; this indicates that large cities have a very different transportation infrastructure than 
smaller cities. In addition, in Figure 20, Los Angeles also has a large population but it has a much 
higher number of fatalities than other cities. Therefore, to account for this difference between large 
cities, we included a dummy variable for the cities with a population greater than one million for 
eliminating the variation that was caused by large cities. We completed the same analysis for both 
17 to 34 year-old drivers and 35 to 65 year-old drivers. The negative binomial package (nbreg) in 
STATA was used for all the models in this study. 
Results from the Negative Binomial Models of Uber’s association with total fatalities for 

























Table 19: Model for Fatalities Involving 17-34-Year-Old Drivers with BAC >=0.08  
  
Coefficients STD.Err Significance 
95% Confidence 
Interval 
Treatment UberX Deployment -0.31 0.062 *** (-0.43,    -0.19) 
Covariates 
Income/$10,000 -0.56 0.042 ***   
Poverty -0.24 0.008 ***   
Unemployment Rate -0.04 0.008 ***   
City Population/100,000 0.18 0.016 ***   
With bachelor Degree 0.04 0.006 **   
VMT Quarter/1000 0.42 0.104 ***   
  
***p<=0.001 
1-Exp (-0.31) =1- 0.73=27%                                                                                                                               




The significant average effect of UberX deployment is -0.31; this implies that there is an 
average quarterly decrease of 27% in the number of fatalities for cities across the U.S. involving 
drivers ages 17 to 34 who have a blood alcohol content of 0.08 or more. The 95% confidence 
interval ranges from 17.1% to 34.9%. This indicates that there is a strong association between 
UberX entry into the market and the number of alcohol-related fatalities involving DWI drivers in 
this age group. Corresponding to H1, the introduction of UberX into cities does seem to be 
associated with a reduction of DWI fatalities among 17 to 34 year-old drivers.  
The estimates for the UberX effect for 35-65-year-old drivers shown in Table 20 are much 
lower, namely -13%, but the estimate is not statistically significant at the 5% level. Thus, the 
introduction of UberX into cities had a smaller effect on the reduction of DWI fatalities among 
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occupants ages 35 and older than for young drivers ages 17 to 34. This effect is not statistically 
significant.  
Table 20: Model for Fatalities Involving 35-65-Year-old Drivers with BAC >=0.08   
 
Coefficients STD.Err Significance 
95% Confidence 
Interval 
Treatment UberX Deployment -0.14 0.074 * (-0.29,    0.0039) 
Covariates 
Income/$10,000 -0.34 0.056 *** 
 
Poverty -0.03 0.010 *** 
 
Unemployment Rate -0.05 0.010 *** 
 
City Population/100,000 0.18 0.021 *** 
 
With bachelor Degree -0.01 0.008 
  




1-Exp (-0.14) =1- 0.87=13% **p<=0.05 
*p<0.1 
 
The above findings seem to indicate that there is a positive social benefit associated with 
UberX deployment in American cities, namely reducing the number of DWI fatalities involving 
17 to 34 year-old drivers. There is a smaller, although not statistically significant, reduction in the 
number of DWI fatalities for 35 to 65 year-old drivers. However, we cannot conclude that the 
average treatment effect is a causal effect using the above analysis because the negative binomial 
regression model does not guarantee that the estimates are unbiased. Inverse probability weighting 




10.4.2 Causative Analysis – Inverse Probability Weighting  
As shown in Chapter 8, the inverse probability weighting is highly recommended for 
obtaining causal estimates, for both the risk difference and the risk ratio, especially when there 
may be effect modifiers. Inverse probability weighting is often used to overcome the selection bias 
in public health and clinical medicine (M. A. Hernan & Robins, 2006). It is also a commonly used 
model in panel data (Hauer, 1997), (Hogan & Lancaster, 2004). With count data from multiple 
periods, the inverse probability weighting is a more suitable choice than the other methodologies. 
A comparison between inverse probability weighting estimates and the Negative Binomial 
Model estimates of the Uber effect size for 17 to 34-year-old drivers and for 35 to 65-year-old 
drivers is shown in Table 21.  
Table 21: Comparison Model for Fatalities involving 17-34-Year-old Drivers and 35-65 Year-
old Drivers with BAC >=0.08   
  Average Treatment Effect - Uber X Deployment Reduction 
  Inverse Probability Weighting Negative Binomial Model  
  Estimate Stand Error Estimate Stand Error   
17-34 -0.15 0.185 -0.31 0.062 44.44% 
35-65 -0.08 0.096 -0.14 0.074 38.46% 
 
 We notice that the effect sizes using causal estimates are much lower than the effect sizes 
from the Negative Binomial model, the difference ranging from 38.5% for 35-65-year-old drivers 
to 44.5% for 17-34-year-old drivers. The causal average effect of UberX deployment for 17-34-
year-old drivers using inverse probability weighting is -0.15; this implies that there is an average 
quarterly decrease of 15% in the number of fatalities for cities across the U.S. involving drivers 
ages 17 to 34 who have a blood alcohol content of 0.08 or more. However, the effect is not 
statistically significant at the 5% level. The less biased IPWL estimate is much smaller than the 
estimate from the Negative Binomial Model and it is not statistically significant.   
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For 35-65-year-old drivers the causal estimate is -0.08, which is also lower than the 
estimate from the Negative Binomial model. This effect is also not statistically significant.  
10.5 Discussion and Implications 
This study investigates the social benefits of ride sharing, namely the decline in alcohol-
related fatalities.  The findings of this study indicate that while the standard Negative Binomial 
Model indicates a statistically significant (at the 5% level) reduction in the number of DWI 
fatalities involving 17 to 34-year-old drivers, the IPW estimates do not show a statistically 
significant reduction. There is a smaller, also not statistically significant, reduction in the number 
of fatalities for 35 to 65-year-old drivers.  
As Taxi organizations and other detractors of ride sharing pressure public officials to 
introduce regulation to curtail Uber and Lyft, it is important to identify the positive side effects of 
the deployment of ride sharing made possible through the spread of smartphones. The study also 
shows that there is a larger benefit among young adults compared to the older generation which is 
less likely to use smart phone apps. 
This study contains several limitations that influence the potential generalization of its 
findings. Although attempts were made to control for known confounders, there may be other 
unknown confounders that could explain the decline in alcohol-related fatalities.  
The sharing economy has reformed some industries such as taxi businesses and hotel 
businesses, and both bring greater choice for the consumer. However, the lack of regulation has 
been continuously criticized. For instance, Uber and Lyft withdrew their services for Austin, Texas, 
because of the requirement that taxi drivers be finger printed. Some cities and homeowner 
associations have begun to limit how Airbnb can be used. With the controversy over social benefits 
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and negative effects of the sharing economy, it is important to assess all benefits as well as negative 
effects. With the launch of the UberX service in recent years, this study tries to shed light on 
whether there is evidence that UberX service is associated with a positive effect on reducing the 
number of DWI fatalities, especially for the drunk drivers with ages from 17 to 34. This study 
shows standard regression techniques can lead to severely biased estimates and that causal 
inference methods should be used to reduce bias in the estimates.  More research needs to be done 
to confirm the actual causal effect of UberX when more years of data are available and 
comparisons can be drawn to cities such as Austin that lost the UberX service. However, if these 
reductions in DWI fatalities are real then city officials should encourage ride sharing services and 
















CHAPTER 11. SUMMARY 
 Statistical textbooks have traditionally shied away from using the word causation. The 
teaching of statistics has concentrated on correlation not causation, reminding the students that 
correlation is not causation and providing examples of spurious correlation. The fact that 
statisticians mention spurious correlation in contrast to true correlation indicates that researchers 
ultimately are interested in causation, not just correlation. One can argue that researchers who 
conduct correlational analyses with observational data implicitly believe that their findings are 
causal in nature, even if they add the caveats that correlation is not causation.  
The gold standard for research is the randomized controlled experiment. However, 
researchers often cannot conduct randomized controlled experiments for various reasons, 
especially in the social sciences. Hence, studies using observational data are often used instead. 
While causality can never be claimed based on observational data, we still can come closer to 
answering the causality question by using appropriated methods that are superior to simply using 
regression analysis. There are two important developments that have led to the newfound interest 
in causal inference. First, the seminal paper by Rosenbaum and Rubin has introduced propensity 
score matching that allows us to obtain causal estimates from observational data under some   
conditions (Rosenbaum & Rubin, 1983). Second, Pearl’s book has ignited new interest in causality 
(Pearl, 2009). Third, the rise of Big Data made possible through the development of cheap storage 
and ever faster computers has led to the possibility of including more confounders in the model to 
get closer to answering the causality question in observational data. Fourth, Big Data with an 
increasing number of observations resulting often in the whole population being available has led 
to ever smaller p values and thus highly statistically significant effect estimates. Thus researchers 
must now focus on the bias which does not disappear with increasing sample sizes and declining 
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p values. Obtaining an unbiased effect estimate of b of the true relationship of Y=bX+ error is 
equivalent to being able to claim causality in a statistical sense, namely that when X is changed by 
one unit then the average of Y will change by b units.  This of course does not imply individual 
causality, namely that each individual will be effected exactly by the same amount.   
This research has concentrated on obtaining estimates using datasets that are large enough 
or Big Data, to concentrate on the bias rather than the statistical significance and thereby allow us 
to use causal inference rather than statistical inference.  
 The first part of the thesis provides a comparison of various causal inference methods and 
the strengths and weaknesses of each method. While there are several methods available for 
obtaining causal estimates, there is not a single method that is superior in every situation.  
Propensity score matching is the most popular method, but it does not lead to unbiased estimates 
when there is an interaction between confounders and treatment, which is also called heterogeneity 
of treatment effect. In the latter case inverse probability weighted estimates perform better. Also, 
in some cases where there are missing treatment combinations which result in non-orthogonal 
arrays the OEM method performs better.    
Following this analysis are two applications of causal inference, one applied to factors 
affecting graduation rates and another estimating the effect of Uber deployment on DWI fatalities. 
These two studies show how causal estimates are superior to simple estimates via regression.    
 Broadly speaking, this research attempts to deepen our understanding of causation in 
statistical research using observation data. Social sciences research has received a boost in the past 
decade from ever increasing amounts of data collected on people’s behavior on social media  which 
has led to opportunities to obtain less biased estimates, but has also led to countless research 
articles reporting ever smaller p values. However, when p values become small with Big Data, the 
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bias is the more important issue that needs to be addressed through the use of causal inference 
methods. In today’s Big Data environment there is a need to focus on inference of causation instead 
of inference of association. The underlying premise of this research is that future researchers will 
be asked not if a factor is statistically significant, but rather what the true causal effect size is. 
Moreover, researchers will be required to bring evidence that they have made every effort to 
account for all possible confounding factors that can be known to obtain an unbiased estimate that 
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