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A broad variety of solid state NMR techniques were used to investigate
the chain dynamics in several polyethylene (PE) samples, including ul-
trahigh molecular weight PEs (UHMW-PEs) and low molecular weight
PEs (LMW-PEs). Via changing the processing history, i.e. melt/solution
crystallization and drawing processes, these samples gain different mor-
phologies, leading to different molecular dynamics.
Due to the long chain nature, the molecular dynamics of polyethylene can
be distinguished in local fluctuation and long range motion. With the help
of NMR these different kinds of molecular dynamics can be monitored
separately. In this work the local chain dynamics in non-crystalline re-
gions of polyethylene samples was investigated via measuring 1H− 13C
heteronuclear dipolar coupling and 13C chemical shift anisotropy (CSA).
By analyzing the motionally averaged 1H−13C heteronuclear dipolar cou-
pling and 13C CSA, the information about the local anisotropy and geom-
etry of motion was obtained.
Taking advantage of the big difference of the 13C T1 relaxation time in
crystalline and non-crystalline regions of PEs, the 1D 13C MAS exchange
experiment was used to investigate the cooperative chain motion between
these regions. The different chain organizations in non-crystalline regions
were used to explain the relationship between the local fluctuation and the
long range motion of the samples.
In a simple manner the cooperative chain motion between crystalline and
non-crystalline regions of PE results in the experimentally observed diffu-
sive behavior of PE chain. The morphological influences on the diffusion
motion have been discussed. The morphological factors include lamellar
thickness, chain organization in non-crystalline regions and chain entan-
glements. Thermodynamics of the diffusion motion in melt and solution
crystallized UHMW-PEs is discussed, revealing entropy-controlled fea-
tures of the chain diffusion in PE. This thermodynamic consideration ex-
plains the counterintuitive relationship between the local fluctuation and
the long range motion of the samples. Using the chain diffusion coeffi-
cient, the rates of jump motion in crystals of the melt crystallized PE have
been calculated. A concept of ”effective” jump motion has been proposed
to explain the difference between the values derived from the chain diffu-
sion coefficients and those in literatures.
The observations of this thesis give a clear demonstration of the strong
relationship between the sample morphology and chain dynamics. The
sample morphologies governed by the processing history lead to different
spatial constraints for the molecular chains, leading to different features of
the local and long range chain dynamics. The knowledge of the morpho-
logical influence on the microscopic chain motion has many implications
in our understanding of the α-relaxation process in PE and the related phe-





Im Rahmen der vorliegenden Arbeit wurden viele verschiedene Festkörper-NMR-
Techniken verwendet, um die Kettendynamik verschiedener Polyethylenproben zu 
untersuchen. Durch Variation der thermischen Vorgeschichte chemisch identischer 
Proben, z.B. Schmelz- oder Lösungskristallisation und Verstreckung, können die Proben 
unterschiedliche Morphologien erhalten, welche die molekulare Dynamik der 
Kettenmoleküle bestimmt. 
 
Aufgrund der Länge der Polymere können in Polyethylen lokale Fluktuationen einzelner 
Monomereinheiten von diffusiven Translatiosbewegungen unterschieden werden. Dies 
geschieht mit Hilfe von Festkörper-NMR-Experimenten, welche lokale Bewegungs-
prozesse in den nicht-kristallinen Bereichen der Polyethyleneproben durch  Messungen 
der heteronuklearen dipolaren Kopplung (DIS) zwischen direkt Benachbarten 1H und 13C 
Kernspins und der chemischen Verschiebungsanisotropie (CSA) der 13C Kernspins in den 
CH2 Gruppen des Polymers erfassen. Durch die Analyse der Bewegungsmittelung der 
beiden tensoriellen Größen (DIS und CSA), kann die lokale Anisotropie molekularen 
Fluktuationen bestimmt sowie geometrische Information über die lokalen Bewegungs-
prozesse gewonnen werden.  
 
Der große Unterschied der 13C T1 Relaxationszeiten in den kristallinen und nicht-
kristallinen Bereichen der Probe ermöglicht die Beobachtung diffusiver kooperativer 
Translationsprozesse der Polyethylenketten durch einfache eindimensionale 13C MAS 
Austauschexperimente. Das unterschiedliche Verhalten der lokalen Fluktuationen und der 
kooperativen Translationsbewegung lieferte dabei detaillierte Information über die 
morphologischen Unterschiede der Proben. 
 
Die beobachtete Kettentranslation zwischen kristallinen und nicht-kristallinen Bereichen 
resultiert aus der kollektiven Bewegung des Polymers und lässt Rückschlüsse auf 
morphologische Größen wie Lamellendicke der Polyethylenkristallite, die Ketten-
organisation in nicht-kristallinen Bereichen sowie die Verschlaufung der Polymerketten 
zu. Eine thermodynamische Betrachtung der Kettendiffusion in Schmelz- und 
lösungskristallisierten Polyethylenproben mit sehr hohem Molekulargewicht (UHMW-PE) 
zeigt entropisch bestimmte Aspekte der Kettendiffusion in Polyethylen auf. Die 
thermodynamische Betrachtung ist auch in der Lage die konterintuitive Relation 
zwischen lokalen Fluktuationen der Polymerketten in nicht-kristallinen Bereichen und 
kooperativen Translationsbewegung zu erklären. Aus den ermittelten Diffusions-
koeffizienten können Sprungraten für die Ketten in den Kristalliten berechnet werden, 
deren Diskrepanz zu Literaturwerten durch das Konzept von "effektiven" Sprüngen 
erklärt werden kann. 
  
In dieser Arbeit konnte der direkte Zusammenhang zwischen der Morphologie semi-
kristalliner Polymer und deren dynamischen Verhalten aufgezeigt werden. So werden 
durch eine unterschiedliche Prozessierungen eines Polymers unterschiedliche 
Morphologien erzeugt, welche aufgrund unterschiedlicher räumlicher Einschränkungen 
zu verschiedenen dynamischen Prozessen führt, was sich in einer Vielzahl von wichtigen 





AHT average Hamiltonian theory
CP cross polarization
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NMR nuclear magnetic resonance
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SAXS small-angle X-ray scattering
sec secular approximation
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TEM transmission electron microscopy
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Chain diffusion between crystalline and non-crystalline regions is an important dy-
namic process related to polymer crystal thickening, polymer melting, polymer draw-
ing process and so on. In semi-crystalline polymers below the glass transition tem-
perature, Tg, chain diffusion is strongly quenched. Increasing temperature above Tg,
chain diffusion can take place between crystalline and non-crystalline regions below
the melting point Tm of the crystalline regions. For linear polyethylenes, the mechan-
ical relaxation measurements show that chain diffusion between crystalline and non-
crystalline regions happens at the temperature∼ 90◦C, which is called the α-transition
temperature of PE (Chapter 5, [Strobl 97]). The presence of chain diffusion in PEs
gives a microscopic explanation for the mechanical α-process of PE.
The chain diffusion motion traverses between crystalline and non-crystalline regions.
Hence, it requires cooperativity of the molecular motion between crystalline and non-
crystalline regions. In polymer crystals, due to the restriction of the crystal lattice
molecular chains often undergo a well defined motion. For polyethylene, it has been
found that the chain units in the crystal can only perform a ”helical jump”, that is, the
chain units undergo a 180◦ rotation with a translation by one CH2 unit. The sites and
angles involved in the jump motion are defined by the crystal lattice. Due to the chain
connectivity, the sequential jump motions of individual units in the crystal then result
in the translational movement of the whole crystalline stem along the crystallographic
c-axis. Again, due to the chain connectivity, the chain movement in the crystallites
will lead to the motion of the connected non-crystalline chain units, which consists
of the non-crystalline portion of chain diffusion motion. However, to move a chain
unit from non-crystalline regions into crystalline regions often involves changes in the
non-crystalline regions like the change of chain conformations, which then lead to
some energy/entropy barrier for the movement. Following this point, a question arises
1
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whether or not chain diffusion can be facilitated via decreasing the energy/entropy bar-
rier involved in this motion.
This question becomes of particular interest with respect to the morphological effect on
the molecular dynamics of non-crystalline chains. The morphology of polymers usu-
ally depends on the chemical nature and the crystallization condition of the sample.
For linear polyethylene, it has been found that different crystallization conditions can
yield completely different sample morphologies. If crystallized from the melt, where
the conditions are far from equilibrium, part of chains form thin plate-like lamellae
and the rest form non-crystalline regions, which are usually described as a random
coil. Whereas, if crystallized from a dilute solution, where the conditions are close to
equilibrium, the polymer chains are known to form crystal lamellae by chain folding
and the fold regions give rise to the non-crystalline regions. Compared to melt crystal-
lized PE samples, the non-crystalline chains of a solution crystallized sample usually
contain less entanglements but more local restriction, which most likely results from
the chain folding structure, a point will be discussed in this thesis. However, the chain
diffusion motion of solution crystallized samples seems to be facilitated by the chain
folding structure, as indicated by the high drawability of the solution crystallized sam-
ple. The high drawability usually can not be observed in the melt crystallized sample.
Since the drawability of PE is strongly related to the chain diffusion between crys-
talline and non-crystalline region [Hu 99b], the different morphologies and different
drawability in the melt and solution crystallized PE samples thus give a implication
about the morphological effect on the chain diffusion motion.
The aim of this thesis is to investigate the morphological effect on the chain diffusion
in PEs by means of solid state NMR. As already mentioned above, the chain diffusion
results from the sequential motion of individual chain units. The great advantage of
NMR techniques is its capability to monitor these two kinds of molecular motions
separately, even though both motions span a broad frequency range. Furthermore,
solid state NMR can give detailed information about the motional features of individual
chain unit, i.e. the frequency, the geometry. The latter is very useful in order to trace
the spatial restriction of the chain units. With the knowledge of spatial restriction
combined with the relevant chain diffusion behavior, the morphological effect on the
chain diffusion can then be derived.
2
Chapter 1
Theoretical Basis of NMR
1.1 General introduction
The first nuclear magnetic resonance (NMR) phenomenon was reported independently
by Bloch and Purcell [Bloch 46, Purcell 46], in 1946. Based on this phenomenon,
NMR spectroscopy was developed. Since the resonance frequencies of nuclear spins
are very sensitive to the chemical surrounding, NMR spectroscopy is mostly applied
in the chemistry already shortly after the invention. However, throughout the first
few decades, NMR spectroscopy utilized the technique known as the continuous-wave
(CW), which is a time consuming way for the signal acquisition and usually suffers
from poor signal-to-noise (S/N) ratio. A major breakthrough of NMR was achieved
in 1970s. At that time people found that the initially used CW method could be re-
placed by the pulsed Fourier transform (FT) technique [Ernst 65, Ernst 66]. Via the
pulsed FT technique a far better resolution and sensitivity in NMR spectra can be
achieved. Furthermore, the pulsed FT technique gives one the opportunity to manipu-
late nearly arbitrarily the interactions and generate specific long-lived coherent states.
These virtues originate the development of various modern NMR techniques, includ-
ing two- or multi-dimensional spectroscopy and multiple quantummethods [Ernst 87].
In general, based on the states of sample NMR is roughly divided into solution NMR
and solid state NMR. In contrast to solution NMR, where fast molecular random tum-
bling averages out all anisotropic interactions, solid state NMR always deals with
the anisotropic interactions existing in solids, which usually give very strong line-
broadening in the spectra. Hence, in order to obtain high resolution NMR spectra in
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solids, the anisotropic interactions have to be ”removed”. Considering the formulae
of the NMR interactions, removing the anisotropic interactions can be achieved either
by manipulating the spatial part, which in fact is the basis of the magic angle spinning
(MAS) technique, or by manipulating the spin part, which is the basis of all kinds
of decoupling techniques, such as all multipulse techniques, high power heteronuclear
decoupling, and so on. In solid state NMR practice these two kinds of manipulation are
often combined to optimize the resolution. The achievement of high resolution solid
state NMR spectra, however, results from a loss of information. The anisotropic inter-
actions, although they seem to be hindrance of high resolution and good S/N, actually
contain a lot of information on structure and dynamics of molecules. To avoid this
penalty a lot of so-called recoupling methods have been developed in the last decades,
which subtly combine the manipulations from sample rotation and RF pulses, provid-
ing the high resolution spectrum as well as the information of anisotropic interactions.
The NMR phenomenon and the mechanism behind have been well studied and covered
in several classic NMR books [Abragam 61, Mehring 83, Schmidt-Rohr 94]. In this
chapter a short overview of the basic NMR theory will be presented. We will focus
our interest on the theoretical description of NMR interactions and how to manipulate
them, which provides the basis for a better understanding of the NMR techniques given
later. Afterwards a detailed analysis of two ”recoupling” pulse sequences will be given,
which are the main techniques used for the investigations in this thesis.
1.2 Density operator and Liouville-vonNeumann equa-
tion
In NMR, we deal with the dynamics of N coupled spins. In quantum mechanics, the





where Hˆspin is called the nuclear spin Hamiltonian, containing all interactions related
to the nuclear spin.
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However, applying the time-dependent Schro¨dinger equation (Eq. 1.1) to a real spin
system one has to deal with a great number of spins separately then combine the results
to get a macroscopic property. This procedure works only in principle. To avoid this
problem one can use the density operator method to describe the behavior of entire
ensemble, without referring to the individual spin states. The density operator ρˆ is
defined as:
ρˆ= |ψ〉〈ψ| (1.2)
where the overbar denotes an average over all ensemble members. The density opera-
tor ρˆ can be represented by the density matrix, with the matrix elements given by:
ρi j = 〈i|ρˆ| j〉= c∗i c j (1.3)
where |i〉 denotes the eigenstate of the nuclear spin Hamiltonian. In this matrix the
diagonal elements ρii give the probability of the spin system occupying the state |i〉.
The off-diagonal elements are the ensemble-averaged complex amplitudes of coher-
ence, resulting from the superpositions of different eigenstates. The quantum order
of these coherences depends on the change in the magnetic quantum number of the
corresponding eigenstates.
With the help of density operator one can derive the Liouville-von Neumann equation:
d
dt
ρˆ(t) =−i[Hˆspin, ρˆ(t)] (1.4)
Its formal solution can be written:
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ†(t) (1.5)
where Uˆ(t) is called the time evolution unity operator (or propagator):




Here, Tˆ is the Dyson time-ordering operator. It defines a prescription for evaluating the
exponential function in the case where the Hamiltonians do not commute at different
time. For the time independent Hamiltonian, Tˆ can be skipped and Eq. (1.6) can be
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written:
Uˆ(t) = e−iHˆspint (1.7)
The expectation value of an observable operator Aˆ thus can be obtained by evaluating
the trace of the product of the operator and density operator:
〈Aˆ〉ρ = Tr[Aˆ · ρˆ(t)] (1.8)
Combining Eq. (1.5), (1.7) and (1.8), it’s clear that the observation in NMR in fact is
the result of the time evolution of spin interactions.
1.3 NMR interactions and spectra
The spin interactions in NMR can be roughly divided in external and internal ones.
The external spin interactions include the Zeeman interaction and the interaction with
radio frequency (RF) pulses. The internal spin interactions include the quadrupole
interaction, chemical shift, dipole-dipole interaction and indirect spin-spin coupling
(or J-coupling):
Hˆspin = Hˆz+ HˆRF︸ ︷︷ ︸
Hˆext
+HˆQ+ Hˆdd+ Hˆcs+ HˆJ︸ ︷︷ ︸
Hˆint
(1.9)
In solid state NMR the J-coupling is usually very small. Therefore, the J-coupling will
not be discussed in this thesis.
1.3.1 Tensor and internal NMR interaction
The Hamiltonian of internal spin interaction has a general form as:
Hˆint =−γIˆ ·Aloc · Jˆ (1.10)
where Aloc is a second rank tensor, which describes the orientation dependence of the
internal spin interaction. Jˆ is the ultimate source which interacts with Iˆ. For example,
in the case of chemical shift Jˆ is the external magnetic field B0; in the case of dipole-
dipole coupling it is the another nuclear spin, and so on.
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The form of this matrix depends on the choice of the axis frame. It is possible to chose
an axis frame where the matrix of A is diagonalized. This axis frame is called the









The three numbers along the diagonal of the matrix are called the principal values of
APAF , where APAF11 usually is the principal value associated with the principal frame
x axis and the rest may be deduced by analogy. These three principle values are fre-
quently expressed in terms of the isotropic value σiso, anisotropy δ, and asymmetry η.









δ = APAF33 −σiso (1.14)
η = (APAF22 −APAF11 )/APAF33 (1.15)
When dealing with rotations in NMR, the irreducible spherical representation for the
tensor is often chosen, which has a great advantage in describing the rotation of a
tensor. The details of the transformation between Cartesian and irreducible spherical
tensor representation have been summarized in Appendix (A). Here we give directly
the irreducible spherical representation for the Hamiltonian of internal spin interaction:
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where Tˆk−q is the component of irreducible spherical spin tensor operator with rank k
and order −q. When dealing with the tensor rotation this irreducible spherical repre-
sentation gives a great simplification, as shown in the later part of this chapter. How-
ever, in the following section various NMR interactions will be discussed using mainly
the Cartesian tensor representation, since this representation is easy to read and under-
stand.
1.3.2 Zeeman interaction and secular approximation
The Zeeman interaction is the strongest interaction in almost all NMR experiments.
It is the interaction between a nuclear spin with I = 0 and an external static magnetic
field, B0. Assuming the applied field is along z axis, the Hamiltonian of the Zeeman
interaction Hˆz reads as:
Hˆz =−γIˆ ·B0 =−γB0Iˆz = ωLIˆz (1.17)
Due to the operator Iˆz, the Zeeman interaction causes an energy splitting in 2I+ 1
energy levels. For a spin with I = 12 , two energy states occur in the magnet with the
energies E 1
2 ,± 12 = ∓
1
2γB0. The energy difference between these two states then is
ΔE = |γB0| and ωL =−γB0 is called the Larmor frequency. For instance, in a 11.7T
magnetic field the Larmor frequency of 1H is 500 MHz. Note that the sign of ωL can
be considered as the direction of spin precession.
The Zeeman interaction causes the so-called secular or high-field approximation. Al-
most in all NMR experiments Hˆz always is the dominating interaction. Therefore, all
the internal interactions can be considered as a small perturbation of Hˆz. From the per-
turbation theory, it is known that the energy of the perturbed system to the first order
relates to the wave functions of the perturbed system to 0th order, and the 0th-order
wave functions of a perturbed system are simply the eigenfunctions of the dominant






Applying perturbation theory to Hˆspin, the internal spin Hamiltonian Hˆint will be split
into two parts, the secular part Hˆ ′int , which commutes with Hˆz, and the non-secular
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part Hˆ ′′int , which does not commutes with Hˆz. Since the non-secular part Hˆ
′′
int has no
importance in determining the energy levels of the spin system, it can be neglected and
Eq. (1.18) can be re-written as:
Hˆspin ∼= Hˆz+ Hˆ ′int (1.19)
The approximation inside Eq. (1.19) is the secular approximation. Based on this ap-
proximation the internal spin Hamiltonian in the irreducible spherical representation
have a concise form as:
Hˆ ′int = A00Tˆ00+A10Tˆ10+A20Tˆ20 (1.20)
Comparison between Eq. (1.20) and Eq. (1.16) shows that all the non-secular terms
withm = 0 have been left out. (However, it doesn’t means that these non-secular terms
have no effects on NMR. Actually, most of them are related to the relaxation process
in NMR.) The part A10Tˆ10 in Eq. (1.20) is antisymmetric and thus has no contribution
in NMR. Therefore, it also can be left out [Mehring 83]. In the end after the secular
approximation the internal spin Hamiltonian gains a very simple formula:
Hˆ ′int = A00Tˆ00+A20Tˆ20 (1.21)
1.3.3 The effect of RF pulses and the rotating frame
In NMR the ’pulse’ in fact is just a kind of electromagnetic radiation, generated by
the radio frequency (RF) coil. Assuming that the RF coil is put in the x-y plane of
the laboratory reference frame, where the z-axis is parallel to B0, one can write the
Hamiltonian of the pulse with an amplitude 2BRF as:
HˆRF =−2γIBRFcos(ωRFt+φp)Iˆx (1.22)
where φp is the phase of the pulse. For the simplification reason, we will assume φp= 0
in the following discussion.
In order to see the effect of RF pulse one could do a frame transformation to get rid
of the time dependence of the RF Hamiltonian in Eq. (1.22). First one could rewrite
9
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Eq. (1.22) as (omitting the phase φp):
HˆRF =−γIBRF(e−ωRFt + eωRFt)Iˆx (1.23)
Applying the frame transformation from the laboratory frame to the frame rotating at
the Larmor frequency ωL yields:
HˆRF,R = eωLt · [−γIBRF(e−ωRFt + eωRFt)Iˆx] (1.24)
If the RF frequency ωRF is equal to the Larmor frequency ωL, Eq. (1.24) can be sim-
plified as:
HˆRF,R = −γIBRF Iˆx− γIBRFe2ωLt Iˆx (1.25)
≈ −γIBRF Iˆx (1.26)
The approximation from Eq. (1.25) to Eq. (1.26) is reasonable, because the second
term in Eq. (1.25) oscillates at 2ωL. Defining ωnut =−γIBRF as the nutation frequency
of the RF field, the HˆRF,R can be written as:
HˆRF,R = ωnut Iˆx (1.27)
The typical value of the nutation frequency |ωnut/2π| is in the range 1-200 kHz, which
is three to four orders of magnitude smaller than the Larmor frequency. However,
compared with the internal spin interactions, this magnitude is strong enough to ma-
nipulate the internal spin interactions in NMR.
In the above discussion the concept of the rotating frame is introduced. The rotating
frame in NMR usually denotes a frame rotating at the Larmor frequency, which is
chosen to extract the time dependence of the Zeeman interaction. However, when one
moves from the laboratory frame to the rotating frame, the spin interactions will change
their formulae, since the rotating frame is not a frame of inertia. To get the formulae
of the spin interactions in the rotating frame, one has to apply a frame transformation
to the spin Hamiltonians. A formal treatment of the frame transformation is given in
Appendix (B.2).
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1.3.4 Chemical shift
Chemical shift represent the indirect interaction of the external magnetic field and
the nuclear spins, through the influence of surrounding electrons. The mechanism of




Figure 1.1: The mechanism of chemical shift. When a sample is put into a magnetic
field, the electrons that surround a nucleus will react to produce a secondary field,
which will change the resonance frequency of the nuclear spin. The frequency change
from this mechanism is chemical shift.
Based on the mechanism above, the Hamiltonian of chemical shift can be written as:
Hˆcs = γIˆ ·σ ·B0 (1.28)
where B0 is the external magnetic field and σ is the chemical shielding tensor, which









The definitions of σiso, Δ and η follow that in Eq. (1.13), (1.14) and (1.15).
If the external magnetic filed B0 is much stronger than the chemical shift interaction,
one could apply the secular approximation for the chemical shift interaction. Then the
Hamiltonian of chemical shift in Eq. (1.28) gains the orientation dependence. Assum-
ing that B0 has a direction along z-axis in the laboratory frame, Hˆcs can be expressed
11








where ωL is equal to −γB0 and the polar angle (θ, φ) defines the direction of B0 in










Figure 1.2: The definition of the tensor orientation. θ is the angle between the z-axis
of PAF and B0. φ is the angle between the x-axis of PAF and the projection of B0 in
the x-y plane of PAF.
According to Eq. (1.30), it is clear that the Hamiltonian of chemical shift consists of
two parts. One is the isotropic part σiso, which has no orientation dependence. The
other is the anisotropic part 12Δ(3cos
2θ−1−ηsin2θcos2φ) and has an orientation de-
pendence. The total frequency change due to the chemical shift, ω∗cs, is the summation







It should be noted here that ω∗cs actually is not the chemical shift appearing in NMR






zz (re f )−σLABzz
1−σLABzz (re f )
·106 ≈ [σLABzz (re f )−σLABzz ] ·106 (1.32)
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where ω is the resonance frequency of the spin of interest and ωre f is the resonance
frequency of the same spin in the reference compound.
Therefore, with the definition in Eq. (1.32) the relative chemical shift ωcs in NMR





where the isotropic part δiso is called the isotropic chemical shift and the anisotropic
part 12Δcs(3cos
2θ−1−ηcssin2θcos2φ) is called the chemical shift anisotropy (CSA).
Comparing Eq. (1.31) with Eq. (1.33), the Larmor frequencyωL disappears in Eq. (1.33),
which means that the relative chemical shift ωcs is independent of the external mag-
netic field.
1.3.5 Dipole-dipole interaction
The dipole-dipole interaction is also called the dipolar interaction or the dipolar cou-
pling. Its origin is easy to visualize. Each nuclear spin is magnetic and generates a
magnetic field, they can interact with each other through space, as shown in Fig. (1.3):
j
k
Figure 1.3: Spin k interacts with spin j via the magnetic field generated by spin j.
From Fig. (1.3) one can see that this interaction is directly through space, without in-
volving the electron clouds. This situation is distinct from scalar (J) coupling, which
is an indirect coupling of the nuclear spins via electron clouds.
One can write the expression for the Hamiltonian of the dipole-dipole interaction:
Hˆdd = Iˆ ·D · Sˆ (1.34)
13
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where μ0 denotes the vacuum permeability, γI and γS are the magnetogyric ratios of the
spin I and S, and r is the distance between spins.
Constructing the Hamiltonian of dipole-dipole interaction in the laboratory frame with
the z-direction defined by the external field B0, results a complicated formula as:
Hˆdd = − μ04πγIγS
( Iˆ · Sˆ
r3








where the so-called dipolar alphabet is given by:
















where r is the vector between the two spins and the polar angle (θ, φ) are defined sim-
ilarly as that in Fig. (1.2).
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When a strong external magnetic field B0 is applied to the spin system, the formula of
the dipole-dipole interaction in Eq. (1.37) is simplified because of the secular approx-
imation. After this approximation, the term A and B are retained, since only these two
terms commute with the Zeeman Hamiltonian. The term A always commutes with the
Zeeman interaction, whereas the term B commutes only if the two spins cannot be dis-
tinguished. This results in the different formulae for homonuclear dipolar interaction
















= ωD (2IˆzSˆz) (1.45)







Because of the degeneration of the Zeeman states in the homonuclear case, the term
B is still retained in the formula of homonuclear dipolar interaction. The following is
an easy explanation for this. Assume that there is an isolated spin pair with the four
Zeeman states αα, αβ, βα and ββ. In the homonuclear case, one can easily find that
αβ and βα are degenerate. Therefore, any linear combination of αβ and βα could also
be an eigenstates of the Zeeman Hamiltonian. For instance, one can construct the two
new Zeeman eigenstates as: 1√
2
(αβ± βα) . With these two states one finds that the
term B has the corresponding eigenvalues, which means that in this case the term B
will give some contribution. One could relate the term B with the NMR phenomenon.
Actually, the term B describes the so-called ”flip-flop” mechanism of spin diffusion.
For the heteronuclear case αβ and βα normally are not degenerate. Therefore, the term
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B always can be omitted safely in the heteronuclear case.
1.3.6 Quadrupolar interaction
All nuclei with a spin number I > 1/2 have a quadrupole interaction, which arises
from the interaction of the electric quadrupole moment of nucleus with the gradient
of its surrounding electric field at the position of the nucleus. From its definition
the quadrupole interaction is an electrostatic interaction and has no relationship with
NMR. Yet it can be shown that on deriving the Hamiltonian HˆQ from quantummechan-




2I(2I−1) Iˆ ·V · Iˆ (1.47)
Here, eQ defines the electric quadrupole moment of nucleus, where e is the proton
charge. V is a second rank traceless tensor, describing the electric field gradient.
It’s element, Vα,β (α,β = x,y,z), is the gradient of α component of an electric field
(Ex,Ey,Ez) in direction β. In its PAF V is a diagonalized matrix representation, similar
to chemical shift anisotropy. But it is important to note that the electric quadrupole
interaction is related to the property of the nucleus and change less pronounced with
the chemical environment of nucleus.
The strength of the quadrupole interaction varies in a great range. Sometimes the
strength of the quadrupole interaction reaches a similar order as the Zeeman interac-
tion. Therefore, it is not always possible to apply the secular approximation to simplify
the formula of the quadrupole interaction in Eq. (1.47).
If the quadrupole interaction is much smaller than the Zeeman interaction, the secu-
lar approximation can still be used to discard many terms in HˆQ, which do not com-
mute with Hˆz. In this case, after the secular approximation the Hamiltonian of the







z − I · (I+1)] (1.48)
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where eqLABzz is the element of the field-gradient tensor V in the lab frame.
In order to show a clear orientation dependence of HˆQ in Eq. (1.48), one could define









where the three qPAFαα are the three principle values of V .
Then HˆQ could be written as:
HˆQ = ωQ [3Iˆ2z − I · (I+1)] (1.51)






(3cos2θ−1−ηQ sin2θ cos2φ) (1.52)
Again, (θ,φ) are the polar angles of B0 in the PAF of the tensor V .
1.3.7 Spin evolution and NMR spectra
After the introduction of NMR interactions, one can consider how the spins evolve
under these interactions. First one has to define the initial state of the spin system.
Generally, the initial state of a spin system is the Boltzmann equilibrium state, which
is described by:
ρˆ(0) = e−Hˆ/kT ∼= e−Hˆz/kT ∼= 1−Hˆz/kT (1.53)
Two approximations have be applied in Eq. (1.53). The first one is the secular approxi-
mation. The second one is the so-called high temperature approximation. But the name
”high temperature” doesn’t mean a real high temperature. Actually, this approximation
applies very well, when the sample temperature is just higher than a fraction of one
17
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Kelvin. Substituting Hˆz with −γB0Iˆz, one can write Eq. (1.53) in terms of operators:






The unity operator 1ˆ in Eq. (1.54) can be left out, since it commutes with any other
operator and does not evolve in time. Therefore, in the end the initial state of spins I is
proportional to the sum of their angular moment Iˆz. The coefficient
γB0
kT tells the effect
of the external magnetic field, the temperature and the type of the nuclear spin. In the
following discussion this coefficient will be omitted for the simplification reason.
Consider the one pulse experiment shown in Fig. (1.4):
ˆ0 ˆ0+  tˆ
y
Figure 1.4: A one pulse experiment.
Starting from the equilibrium state Iˆz, one applies a pulse along the y axis of rotating
frame to the system. After this pulse the system gets a new state ρˆ(0+):
ρˆ(0+) = exp(−iωnutt Iˆy)Iˆzexp(iωnutt Iˆy) (1.55)
This new state in fact results from a rotation of Iˆz, through the angle (ωnutt) about the y
axis in the rotating frame. With the commutator relation [Iˆy, Iˆz] = iIˆx, one gets a explicit
formula for the state after the RF pulse:
ρˆ(0+) = Iˆzcos(ωnutt)+ Iˆxsin(ωnutt) (1.56)
If this pulse is a 90◦ pulse, i.e. ωnutt = 90◦, the new state ρˆ(0+) is:
ρˆ(0+) = Iˆx (1.57)
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This state Iˆx usually is called x-magnetization in the classical description. It will evolve
under the Hamiltonian Hˆ, giving another new state ρˆ(t):
ρˆ(t) = exp(−iHˆt)Iˆxexp(iHˆt) (1.58)
The observed NMR signal f (t) in the time domain then is obtained by taking the trace
of ρˆ(t) with the observation operator Iˆ+ = Iˆx+ iIˆy:
f (t) = Tr[ρˆ(t) · Iˆ+] (1.59)
And the NMR spectrum f (ω) is via a Fourier transformation of f (t):
f (ω) = FT[ f (t)] = FT{Tr[ρˆ(t) · Iˆ+]} (1.60)
According to Eq. (1.59), only the component Iˆx or Iˆy in ρˆ(t) could give rise to an ob-
servable signal, which makes difference between the spin evolution under the Hamil-
tonian linear in Iˆz, and the spin evolution under a Hamiltonian bilinear in Iˆz. The
interested reader is referred to Spiess book for the detail ([Schmidt-Rohr 94], p51).
1.3.8 Two-dimensional (2D) NMR spectroscopy
Up to now only one-dimensional (1D) NMR experiments have been considered. To
extend NMR spectroscopy from 1D to 2D, one can introduce a second time variable
before the data acquisition in the pulse sequence. An general scheme of 2D NMR
experiment is shown in Fig. (1.5).
As shown in the above figure, a typical 2D NMR experiment consists of four periods:
preparation, evolution, mixing and detection. The mixing time is not always neces-
sary. The preparation period is to convert the spin system to the desired state for the
first time evolution (t1 time evolution). During the evolution time t1= nΔ, the spin sys-
tem evolves under some internal spin Hamiltonians. In the detection period the signal
is detected for each increment of t1 separately. Therefore, a 2D NMR signal S(t1, t2)
consists of a series of 1D NMR FIDs, each of which has a different phase factor gain-
ing from the t1 evolution. Double Fourier transformation of S(t1, t2) leads to the 2D
NMR spectrum S(ω1,ω2).
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Figure 1.5: The general scheme of 2D NMR experiment.
2D NMR spectroscopy covers a huge part of NMR. Basically, it can be divided into
three categories: separation experiments, correlation experiments and exchange ex-
periments. Some good overview of these experiments can be found in Spiess book
([Schmidt-Rohr 94], Chapter 6) and Ernst book ([Ernst 87], Chapter 7-9).
1.4 Spin & space manipulations
In NMR people manipulates the NMR interactions or their components for various pur-
poses. Such manipulations can be achieved by operating the spin part of Hamiltonian
via RF pulses, or the spatial part via mechanical sample reorientation, or sometimes
both at the same time. These three possible ways to manipulate NMR interactions
make up of the following three subsections.
1.4.1 Spatial manipulation - magic angle spinning (MAS)
The Magic Angle Spinning (MAS) is a widely used technique in solid state NMR
experiments. It operates with the spatial part of a Hamiltonian. The main purpose
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of MAS is to achieve the high resolution NMR spectra in solids via removing the
anisotropy of the interactions in static powder samples. (Note that the powder sample
in NMR always means that the sample consists of many crystallites with random orien-
tations.) Since spin interactions such as chemical shift anisotropy have an orientation
dependence, a static powder sample gives broad resonance lines due to the different
orientations of the crystallites. The mechanism for MAS to achieve the high resolution
is based on the formulae of spin Hamiltonians, which often contain the second Legen-
dre Polynomial P(θ) = 12(3cosθ
2−1). If the sample is rotated around an axis, which
is tilted with respect to the external field B0 by the angle θ = 54.7◦, the anisotropy of
interactions then is averaged to zero. And this angle θ = 54.7◦ is the so-called magic
angle.
As described in Eq. (1.21), after the secular approximation the Hamiltonian of an in-






where the term Aλ,LAB00 Tˆ00 is a scalar, corresponding to the isotropic part of λ; the term
Aλ,LAB20 Tˆ20 is the anisotropic part of λ, which spatial part A
λ,LAB
20 is modulated by MAS.
For a specific Hamiltonian it is convenient to take the additional normalization factors
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With these definitions the term Aλ,LAB20 in the above formulae then corresponds to  ·ωλ
(e.g. ωdd ,ωQ) in the former discussion.
In order to see the effect of MAS, Aλ,LAB20 needs to be analyzed. Since the interaction
tensors are defined in their PAF, it is necessary to transform them to the LAB frame.
This generally involves three subsequent rotation transformations given by sets of Eu-
ler angles, first from PAF to molecular frame (MF), second from MF to rotor frame

































The full treatment of Eq. (1.65), i.e. the three transformations, is necessary when more
than one interaction is considered. Otherwise, a direct transformation from PAF to
ROT frame and subsequently to LAB frame is sufficient. In this case, Aλ,LAB20 (t) in
Eq. (1.65) can be calculated with setting Aˆλ,PAF2 = Aˆ
λ,MF





1The detail about the powder average can be found in Appendix (E)
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When considering the modulation effect of MAS it is better to have the formulae of










With the formula of Aλ,LAB20 (t) in Eq. (1.66), one can easily write down the averaged












Note that the prefactor Cλ is added here, whose value depends on the type of the
interaction. The isotropic part of Hˆλ (A
λ,LAB
00 Tˆ00) is omitted in Eq. (1.70) since it is
not modulated by MAS. The integral of Aλ,LAB20 (t) of t then gives rise to Φλ(t), which
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From the formula of Φλ(t), it is easy to know that:





= −Φλ|NτR+τRNτR+ τR2 (1.73)
Here, τR is the rotor period.
Eq. (1.72) shows that the acquired phase over N full rotor periods becomes zero, which
indicates the averaging effect of MAS. Eq. (1.73) indicates that the acquired phase
from the first half rotor period has a same value as that from the second half rotor
period, but with the inverted sign, which is the basis of REDOR type recoupling tech-
niques.
With the formula in Eq. (1.70), the evolution of ρˆ(0) = Iˆx under an interaction λ under










Φdd,homo, Iˆx = Iˆx+ Jˆx, Wˆ = 2(IˆyJˆz+ IˆzJˆy)
Φ(IS)
∗
dd =Φdd,hetero, Wˆ = 2IˆySˆz
Φ∗Q = 3ΦQ, Wˆ = i(Tˆ21+ Tˆ2−1) For I = 1
Note that the acquired phase angles Φ∗Λ differ from the integrated phase Φλ due to the
different spin parts Tˆ λ20.
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1.4.2 Spin manipulation - RF pulses
RF pulses also can be used to manipulate the spin part of Hamiltonian. The effect of
RF pulses can be termed as ”rotation in the spin space”. To understand the effect of RF
pulses the average Hamiltonian theory (AHT) is quite useful. The main point of AHT
is to transform away the immediate action of RF pulses via introducing an interaction
representation, where the effect of the spin interactions can be calculated to the first
order as a simple average. The AHT gives an easy way to determine the net effect
of RF pulses. The detail about the AHT will be discussed in Appendix (D). In the
following the heteronuclear and homonuclear decoupling are described with the AHT,


















Figure 1.6: Averaging of first (Tˆ10)- and second (Tˆ20)-rank spin operator tensors by
continuous rotation around the effective field inclined at d(l)00 (βm) = 0.
1.4.2.1 Heteronuclear decoupling
Heteronuclear decoupling is perhaps the simplest example for the rotation of the Hamil-
tonian in the spin space. Essentially, this decoupling can be considered as a rotation of
the first-rank spherical tensor Tˆ10, as shown in Fig. (1.6a).
Assume that a strong RF pulse is applied on the spin I of IS spin system. Following
the AHT, one needs a toggling frame which accounts for the RF field. If the RF
field was applied along the y-direction of the rotating frame, the heteronuclear dipolar
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Hamiltonian in the toggling frame then will have a formula as:
Hˆ(IS)dd,T = ω
(IS)
dd Sˆz[Iˆzcos(ωRFt)+ Iˆxsin(ωRFt)] (1.74)
Seen from this frame, the operator Iˆz precesses from the z direction through x, −z and
−x, then back to z. So, the averaged heteronuclear dipolar Hamiltonian over integer









n ·2π [Iˆzcos(ωRFt)+ Iˆxsin(ωRFt)] (1.75)
It is obvious that ¯ˆH
(IS)
dd,T vanishes over integer precession periods (ωRFtp = n ·2π) and
goes to zero for a long irradiation time, i.e. n→ ∞⇒ 1n → 0. It should be noted that,
although Eq. (1.75) doesn’t show the requirement for the strength of the RF field, to
have a proper heteronuclear decoupling the strong RF field is still necessary, which
actually is the precondition to make the average Hamiltonian approach in Eq. (1.75)
justified. In solid state NMR practice the strength of the RF field must exceed not
only the heteronuclear, but also the homonuclear dipolar coupling in order to make
Eq. (1.75) justified.
1.4.2.2 Homonuclear decoupling – Lee-Goldburg experiment
Lee-Goldburg experiment [Lee 65] is a continuous version of the homonuclear decou-
pling via RF pulses. Since it averages the spin part of homonuclear dipolar coupling
Tˆ20, which is analogous to Aˆ20 as could be averaged by MAS, Lee-Goldburg experi-
ment can be visualized as ”MAS” in the spin space, as shown in Fig. (1.6b).








The spin part Tˆ20 is operated in Lee-Goldburg experiment. The resulting effect can
be considered as the transformation of Tˆ LAB20 to the frame rotating around the axis
26
1.4 Spin & space manipulations












− sinβ cosβ e−iγ+ sinβ cosβ e+iγ
+ sin2β e−i2γ+ sin2β e+i2γ
}
(1.77)
where γ is the equal to ωRFt.
In Lee-Goldburg experiment, the angle β is set to 54.7◦, the formula of Tˆ T20 thus only
contains the oscillation terms:










So, one can write down the averaged Hamiltonian ¯ˆH
(IJ)

























Again, similar as the case of the heteronuclear decoupling, ¯ˆH
(IJ)
dd,T vanishes for a long
irradiation time or over integer precession periods. And to have a proper homonuclear
decoupling the strength of the RF field has to be sufficiently strong to avoid the high
order of the averaged Hamiltonian.
There are two ways to perform Lee-Goldburg experiment. One is to let the applied
RF field have an offset from resonance by ΔωLG =
√
1
2 ωRF . Then the effective mag-
netic field Be f f will have a direction along the magic angle with the strength (ω2RF +
Δω2LG)1/2. This is the basic principle of the ”frequency-shifted LG” (FSLG) experi-
ment. The second way is so-called ”phase-modulated LG” (PMLG) [Vinogradov 99].
This achieves LG condition via introducing an additional phase modulation (ωPMLGt)
27
1.4 Spin & space manipulations
into the RF pulse. If ωPMLG =
√
1
2 ωRF , then the effective field Be f f will be along
the magic angle. Interested people can find the detail of PMLG in the reference
[Vinogradov 99].
1.4.3 Combination of spin & space manipulations
In solid state NMR practice, the spin and space manipulations are usually combined
together. A typical example is the cross-polarization (CP) experiment under MAS (the
”CP/MAS” experiment), one of the most widely used techniques in solid state NMR.
Based on the AHT a short discussion about the CP/MAS experiment will be given in
the following section.
1.4.3.1 Cross-polarization under MAS (CP/MAS)
To observe the signals of the dilute spins, such as 13C, 29Si, one often meets the fol-
lowing two problems:
1. The low abundance of nuclei usually give a low signal-to-noise ratio.
2. The relaxation times of low abundance nuclei tend to be very long, which some-
times makes the observation nearly impossible.
Cross-polarization [Hartmann 62] is the technique, which can partially solve these
problems and assist in obtaining a spectrum in a reasonable experimental time. The
pulse sequence is shown in Fig. (1.7).
The first 90◦y pulse puts the 1H magnetization along the x-direction of rotating frame.
During the contact pulse, if the Hartmann-Hahn condition γHB1(1H)= γXB1(X)matches,
the magnetization then will be transfered from 1H to X spins. The explanation of CP
based on the AHT is given in the following.
During the contact pulse of CP experiment, the Hamiltonian acting on the 1H-X spin
system is:







Hˆz can be omitted by introducing the rotating frame. For simplification reasons, the
offset and the chemical shift interaction are omitted too. Applying the AHT, one uti-
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Figure 1.7: The cross-polarization pulse sequence. The effect of this sequence is the
transfer of the polarization from the abundant 1H spins to X spins via 1H-X dipole-
dipole interaction.
lizes a ”toggling” frame to transform away the effects of the contact pulses:

































IˆyJˆy− Iˆ · Jˆ)
(1.83)
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where
HˆIIα = 3IˆαJˆα− Iˆ · Jˆ (1.85)
According Eq. (1.84), during the contact pulse the homonuclear dipolar coupling of 1H
spins is retained with a scaled factor −12 . Because Iˆx and HˆIIx commute, [HˆIIx , Iˆx] = 0,
the remaining dipolar coupling will not dephase the magnetization along x-direction.
This phenomenon is the so-called ”spin lock”. And the ”locked” 1H magnetization
then plays a role as the reservoir for the polarization transfer.















(IˆzSˆz+ IˆySˆy)cos(ωHRF −ωXRF)t+(IˆySˆz− IˆzSˆy)sin(ωHRF−ωXRF)t︸ ︷︷ ︸
A
+(IˆzSˆz− IˆySˆy)cos(ωHRF +ωXRF)t+(IˆySˆz+ IˆzSˆy)sin(ωHRF+ωXRF)t︸ ︷︷ ︸
B
] (1.86)
In NMR experiments the term A in Eq. (1.86) is usually to be chosen to get the
Hartmann-Hahn match. And subsequently the term B becomes a high frequency os-
cillating which thus can be omitted. Therefore, under the Hartmann-Hahn condition













becomes time-independent, resulting in a double resonance effect between 1H and X
spins. In the case of MAS the situation becomes complicated, because the sample
spinning introduces time-dependence into ωHXdd . As shown in Eq. (1.65), under MAS
ωHXdd has a modulated formula ω
HX
dd (t):
ωHXdd (t) =C1cos(γ+ωRt)+C2cos(2γ+2ωRt) (1.88)
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with C1 =− D√2sin2β, C2 = D2 sin2β . Here D is the heteronuclear dipolar coupling
constant.





· [(IˆzSˆz+ IˆySˆy)cos(ωHRF −ωXRF)t+(IˆySˆz− IˆzSˆy)sin(ωHRF −ωXRF)t] (1.89)
In order to cancel the net oscillatory behaviour of HˆHXdd,T , the match conditions changes
to (ωHRF−ωXRF) =±ωR or ±2ωR, the so-called sideband match conditions [Meier 92].
Whereas, the normal Hartmann-Hahn condition, i.e. (ωHRF−ωXRF) = 0, is not valid any
more. Assuming the Hartmann-Hahn condition, (ωHRF −ωXRF) = ωR, is fulfilled, the






n ·2π = ω
HX ∗












Now one could consider how the polarization transfer between 1H and X spins hap-
pens. Following the pulse sequence in Fig. (1.7), after the first 90◦y pulse the 1H mag-
netization is along x-axis. Then during the contact pulses this magnetization evolves
under ¯ˆHHXdd,T :
ρ(t) = e−i















1− cos(ωHX ∗dd t)
2
+(IˆySz− IzSy)sin(ωHX ∗dd t) (1.93)
The polarization transfer is clearly shown in Eq. (1.93), since Sˆx appears there. The
oscillatory behaviour of Sˆx, i.e.
1−cos(ωHX ∗dd t)
2 , resulting from the restriction to isolated
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spin pairs, can be observed in the Lee-Goldburg CP (LG-CP) experiment. However,
this oscillatory behaviour usually is inconspicuous due to the destructive interference
arising from the wide distribution of ωHX
∗
dd t and can be smeared out completely by
the homonuclear dipolar coupling which is not averaged out according Eq. (1.84).
Note that during CP the prefactor of Iˆx, (γIB0/kT), is also transferred to Sˆx. It means
that, comparing with the prefactor of Sˆx, (γSB0/kT), resulting from a 90◦ pulse on
equilibrium S magnetization, CP makes a signal enhancement γI/γS.
1.5 Recoupling techniques under MAS
As mentioned before, MAS provides an easy way to obtain high resolution NMR spec-
tra in solids. However, this high resolution is achieved at the expense of eliminating
anisotropic spin interactions, which may contain valuable information about molecular
structures and dynamics. To avoid this penalty people have developed a lot of tech-
niques, which retain the anisotropic spin interaction as well as the spectral resolution.
One category of these techniques is to manipulate the spatial part of Hamiltonians tac-
tically. The slowMAS and off-magic-angle-spinning (OMAS) belong to this category.
The slow MAS usually is applicable for the study of the inhomogeneous interactions,
such as chemical shift anisotropy or dipolar coupling of isolated spin pairs. Because
of the slow spinning speed, slow MAS spectra consist of the isotropic resonance line
accompanied with rotational sidebands appearing at multiples of spin frequency ωR.
The analysis of the sideband intensities yields the information of the inhomogeneous
interactions. The OMAS technique usually is to rotate the sample at an angle slightly
different from the magic angle. Under OMAS the anisotropic part of the interactions
is retained, but scaled down by a factor 12(3cos
2θR−1), where θR is the angle between
rotation axis and the z-axis in the lab frame. Therefore, choosing a suitable spin an-
gle θR and spin speed ωR it is possible to keep the anisotropic resonance lines as well
as gain a certain spectral resolution, since the width of anisotropic resonance lines is
scaled down.
The second category of techniques is to manipulate the spin and spatial parts of Hamil-
tonians simultaneously, the so-called recoupling methods. In this case samples are still
rotated at the magic angle, but the anisotropic interactions are selectively reintroduced
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during certain time, via well-designed pulse scheme cancelling the refocusing effect
of MAS. The recoupling methods under MAS are always designed as two dimen-
sional experiments, where the first dimension gives the information of the selectively
recoupled anisotropic interaction, whereas the second dimension supplies the high res-
olution spectrum. Therefore, the aim to have anisotropic spin interaction as well as the
spectral resolution is fully achieved with the recoupling methods. Due to this virtue
a great variety of recoupling methods have been invented since the last two decades.
In the following the principle of recoupling methods under MAS as well as several
typical pulse sequences will be discussed in detail.
1.5.1 Principles of recoupling method under MAS
As mentioned in the early part of this chapter, the secular part of the internal spin
Hamiltonian has a general form as:
Hˆ ′int = A00Tˆ00+A20Tˆ20 (1.94)
where the term A00Tˆ00 is the isotropic part of the interaction and will not be modulated
by MAS. The term A20Tˆ20 represents the anisotropic part of the interaction. Because of
the orientation dependence of A20, this term is modulated by MAS. The various recou-
pling methods may choose different schemes to reintroduce different spin anisotropies,
but the essential idea behind is similar, that is, synchronous modulation of the spin part
Tˆ20 with RF pulses and spatial part A20 with MAS creates the net effect of selectively
recoupling anisotropic interactions.
Considering the way how to modulate the spin part Tˆ20, various recoupling methods
under MAS can be roughly divided to two subcategories. The first one is to modulate
Tˆ20 using continuous RF pulses. It means that Tˆ20 and A20 are rotated continuously in
their respective coordinates. The so-called CNvn and RN
v
n recoupling methods belong
to this class. Since theseCNvn and RN
v
n recoupling methods are not used in the work of
this thesis, the interested reader is referred to the literature [Levitt 02].
The second one is to modulate Tˆ20 using rotor-synchronized δ− pulses. In this case
A20 still has a continuous rotation under the magic angle, but Tˆ20 is rotated or ”hopped”
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around the axis in the spin coordinate by the δ−pulses. A simple example is the RE-
DOR experiment, where the spin part 2IˆzSˆz changes its sign every half rotor period, as
if Iˆz or Sˆz is hopped between their±z axis. It should be noted that the recoupling meth-
ods mentioned above can be easily extended to the multiple-quantum (MQ) techniques
under MAS. Actually the multiple-quantum (MQ) techniques can be considered as a
homonuclear version of the recoupling methods.
The chemical shift anisotropy recoupling method - Separation of Undistorted Powder
patterns by Effortless Recoupling (SUPER) [Liu 02] - was used in the work of this the-
sis, which however cannot be classified to any category of the above two recoupling
methods. This SUPER experiment uses 360◦ recoupling pulses to cancel the refocus-
ing effect of MAS at some specific time, which means that the spin part is only rotated
continuously at certain time periods. Therefore, this recoupling method is more like
a hybrid between the above two categories. Compared with the δ−pulse based CSA
recoupling methods, the big advantage of SUPER experiment is the accurate measure-
ment of the asymmetry parameter η of CSA, which hence can supply a full CSA tensor
information.
1.5.2 Recoupling pulse sequences
In this section a detailed discussion of two pulse sequences - Rotor-encoded REDOR
(REREDOR) [Schnell 01b] and the CSA recoupling experiment (SUPER), will be pre-
sented. These two methods allow anisotropic interactions, such as dipolar interaction,
CSA, to be measured in a selective and sensitive way. Before introducing REREDOR,
the pulse sequence of rotational echo double resonance (REDOR) will be discussed,
which actually is the basis of REREDOR.
1.5.2.1 Rotational echo double resonance (REDOR)
REDOR experiment is a ”classical” recoupling technique, which was introduced by
Gullion and Schaefer [Gullion 89] for the detection of weak heteronuclear dipolar
couplings. The main idea of REDOR is to use a series of well-spaced 180◦ pulses
to prevent the averaging to zero of heteronuclear dipolar coupling by MAS. The pulse
scheme of REDOR is given in Fig. (1.8).
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Figure 1.8: The rotational-echo double resonance (REDOR) pulse sequence.
Assuming that an isolated IS spin system is studied, the first y-pulse makes the mag-





cs is linear with Iˆz and will be refocused by the 180
◦ of spin I (the
resonance offset will be refocused by the same reason). Therefore, only HˆISdd will take
effects. Under MAS, the heteronuclear dipolar coupling HˆISdd becomes time-dependent:
HˆISdd(t) = [C1cos(γ+ωRt)+C2cos(2γ+2ωRt)] ·2IˆzSˆz (1.95)
with C1 =− D√2sin2β, C2 = D2 sin2β
If one chooses the ωR-recoupling scheme as shown in Fig. (1.8), the term C2cos(2γ+
2ωRt), oscillating at 2ωR, is still averaged out by MAS and the averaged Hamiltonian













Therefore, during the recoupling period, the evolution of the magnetization can be
described as:
ρ(t) = e−i ¯ˆHISddt ρ(0) ei ¯ˆHISddt
= e−iω
IS ∗




















where the time t has to be integral rotor periods, i.e. t = nτR.
In the original version of REDOR experiment, to measure heteronuclear dipolar cou-
plings two experiments have to be performed with I as the observed spin in both cases.
One is the reference experiment, where the dipolar coupling between the IS spin pairs
is refocused at the end of every rotor period, as a normal case under MAS. In the
second experiment, this refocusing of the dipolar coupling is prevented by a series of
rotor-synchronized 180◦ pulses applied to one of the spins (S in this case). So, after
the recoupling period the magnetization Iˆx will gain a phase angle ΔΦ = ωIS
∗
dd · nτR,
which consequently gives the signal intensity of spin I by a factor cosΔΦ. Comparison
of this intensity with that from the corresponding reference spectrum yields the value
of the involving heteronuclear dipolar coupling.
1.5.2.2 Rotor-encoded REDOR (REREDOR)
Rotor-encoded REDOR experiment is based on the original REDOR scheme, which
uses rotor-synchronized δ−pulses to reintroduce heteronuclear dipolar coupling. Usu-
ally REREDOR experiment is a two dimensional experiment, where the direct dimen-
sion is a high resolution spectrum and the indirect dimension usually gives the infor-
mation of heteronuclear dipolar coupling via the so-called sidebands patterns. The fast
MAS usually is required for this experiment, providing a homonuclear decoupling to
simplify the spin system as well as the resolution of the spectrum in the direct dimen-
sion. The REREDOR pulse sequence is shown in Fig. (1.9).
As depicted in the above figure, the pulse sequence of REREDOR consists of two RE-
DOR blocks to recouple the heteronuclear dipolar coupling. The indirection dimen-
sion, t1, is inserted after both two REDOR blocks. One purpose to insert the second
t1 time here is to refocus some interactions, which evolve during the t1 time and gain
a phase factor during that time. But this design works only for the interactions which
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preparation recoupling t1 recoupling t1 t2
y
Figure 1.9: The pulse sequence of CP-based Rotor-encoded REDOR (REREDOR).
are not modulated by MAS, such as the offset and isotropic chemical shift.
During the preparation period, there usually are two ways to prepare the initial S mag-
netization. One is via the CP transfer, as shown in the above figure. The other is via the
single pulse excitation, which can be done by simply removing the CP block, indicated
by a rectangle plotted with dash line in Fig.(1.9).
In spite of the origin of the initial S magnetization, S magnetization will gain a phase
factor Φ1 after a recoupling (ωR-recoupling) period nτR. As mentioned in the section














After the first recoupling period, the first t1 delay is inserted. During this time S mag-
netization will gain the second phase factor Φ2:
SˆxcosΦ1+2SˆyIˆzsinΦ1
−HˆISdd(t)−−−−→ Sˆxcos(Φ1−Φ2)+2SˆyIˆzsin(Φ1−Φ2) (1.103)
where HˆISdd(t) is theMASmodulated heteronuclear dipolar coupling, defined in Eq. (1.95)
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Here, Δt1 is the increment step in the first dimension. For the generation of spinning
sideband patterns, it usually is chosen as Δt1 = τR/N.
With the same procedure as above one can calculate the time evolution of the spin














dd is different with
¯ˆHISdd because of the phase factor Φ2 acquired from the









AndC1 in Eq. (1.106) is equal to (− δλ√2sin2β).
Therefore, the amplitude of the recoupled signal is then modulated according to:
S(t1) ∝ 〈cos(Φ1−Φ2−Φ3+Φ4)〉
(1.108)
where 〈· · · 〉 denotes the powder average.
Considering the formulae of these phase factors Φn(n= 1−4), one could find the fact
that the amplitude modulation of S(t1) originates only from the rotor spinning, hence
is periodic with respect to the rotor period. Due to this periodic property, in principle
one only needs to record one rotor period of signal to measure the dipolar coupling,
which gives a great benefit to shorter the experiment time.
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To extract the dipolar coupling information from S(t1), one could fit the experimental
signal with the simulated one. Two ways can be chosen for the fitting process. One
can fit the rotor modulated time signal S(t1) directly, or fit the sidebands pattern which
is obtained from the Fourier transformation of S(t1). Both give the same results in
principle. However, the Fourier transformation for one rotor period of S(t1) always
gives a strong sinc cut-off wiggles. Therefore, practically one usually replicates the
recorded signal and concatenates each other prior to the Fourier transformation. With
this process the sinc wiggles can be suppressed greatly even without gaussian line-
broadening. But one should be aware of that this process also brings some unwanted
correlated noise, which may affect the final results.
1.5.2.3 Recoupling CSA – SUPER
SUPER (separation of undistorted powder patterns by effortless recoupling) is an ex-
periment which can obtain undistorted CSA powder patterns under MAS. Unlike most
other CSA recoupling pulse sequences, SUPER is insensitive to pulse length imperfec-
tions, has no special requirement for the hardware, and hence works well at standard
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Figure 1.10: The pulse sequence of SUPER experiment.
During the preparation period, there are still two ways to create the initial S magneti-
zation. One is via the CP transfer and the other is via the single pulse excitation. And
simply removing the CP block, as indicated by a rectangle plotted with dash line in
39
1.5 Recoupling techniques under MAS
Fig.(1.10), one switches from CP to single pulse excitation.
The design for the CSA recoupling in SUPER experiment is the 2π-pulse blocks in S
channel, which sit symmetrically with respect to the half rotor period tR, as shown in
Fig. (1.10). Based on an assumption γSB1,S = ωS  ωR, MAS modulation during the







[Izcos(ωSt)+ Iycos(ωSt)]d(ωSt) = 0 (1.109)
Due to the resulting ”gaps” in the chemical shift evolution, the CSA will not be refo-
cused after one rotor period, i.e., the CSA is recoupled. In order to derive the effective
frequency during the recoupling period, one first could write down the time depen-




where C˜n and S˜n (n= 1,2) are defined in Eq. (1.69). It is easy to know that in the static
case (ωR = 0):
ωcsa,stat = C˜1+C˜2 (1.111)
With the symmetric design of the 2π-pulse blocks in SUPER experiment, an effective







= χ ·ωcsa,stat (1.113)
where p(t) = 0 when ta < t < tb and (tR− tb) < t < (tR− ta), otherwise p(t) = 1, as











[sin(ωRta)− sin(ωRtb)] = 12π [sin(2ωRta)− sin(2ωRtb)]
(1.114)
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With Eq. (1.114), one is able to find all the combinations of ta, tb and χ. However,
as shown in Eq. (1.114) ta is an implicit function of tb, which make it inconvenient to
search ta, tb and χ. In order to avoid this problem, the polynomial approximations of
tb and χ were proposed instead of the harmonics. The interested reader is referred to
the literature [Liu 02] for the detail.
Taking into account the isotropic chemical shift as well as the resonance offset, they





p(t)dt = 1−2ta− tb
tR
(1.115)
Therefore, one can write down the overall effective frequency ω¯1 during the recoupled
evolution period as:
ω¯1 = χ ωcsa,stat +ξ ωiso (1.116)
According to Eq. (1.116), the frequency in the first dimension includes not only the
scaled CSA, but also the scaled isotropic chemical shift (combined with the resonance
offset). The presence of the later one sometimes could cause a problem. In the case
that the isotropic shift appears at the end of the spectral range of the first dimension,
the powder patterns could be aliased [Liu 02]. If this case happens, one has to do
a shearing procedure to get the proper CSA pattern. However, if the pattern is not
aliased the shearing procedure is not necessary. Since the resonance offset is known,
one can correct the obtain CSA pattern easily with the known offset term.
As shown in Fig. (1.10), a strong dipolar decoupling is applied on the I spin during the
periods of 2π-pulse blocks in S channel. The reason is that, the 2π-pulse blocks could
recouple the heteronuclear dipolar coupling too, if the applied RF fields in the two
channels match each other, i.e., ωI = ωS. In this case, during the periods of 2π-pulse
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This non-vanishing heteronuclear dipolar Hamiltonian will interfere the CSA evolu-
tion during the 2π-pulse blocks, resulting in distorted CSA patterns afterwards. There-
fore, the sufficiently strong dipolar decoupling has to be applied during the recoupling
pulses. In experiment practice, to average the heteronuclear dipolar coupling as well
as get a good decoupling usually can be achieved by increasing the RF field on I as:
ωI = 2ωS (1.118)
Since the strength of the 2π recoupling pulses is multiples of the rotor spinning fre-
quency, the SUPER experiment is limited at a relatively lowMAS frequencies. Hence,
it is necessary to suppressMAS spinning sidebands. This is achieved via the four-pulse
TOSS (total suppression of spinning sidebands) scheme before detection, as shown in
Fig. (1.10). However, the TOSS scheme alone does not give a proper sideband sup-
pression in two-dimensional MAS experiments. Due to this reason the γ-integral block
is inserted before the TOSS, which can suppresses sidebands up to the fourth order.
About the mechanism of γ-integral one can find the detail in literature [Eden 03].
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Chapter 2
Molecular Dynamics and Related
NMR Techniques
Solid state NMR provides powerful methods that allow detailed studies of molecular
dynamics in a frequency range from nHz to nMHz. Generally, fast dynamics (nMHz)
can be characterized by NMR relaxation timemeasurements (Chapter 8, [Mehring 83])
and Chapter 5, [Slichter 90]); intermediate dynamics (nkHz) can be studied by mon-
itoring dipolar coupling [Saalwachter 02, Schnell 01b] or lineshape analysis (Chapter
6, [Duer 04]); slow dynamics (n Hz) can be studied by so-called exchange experiment
[Schmidt-Rohr 94].
The discussion in this chapter consists two parts. In the first part a short introduction
of motional effects on the spin system will be given. In the second part, the concen-
tration will be focused on the several NMR techniques used in the latter work of this
thesis. These NMR techniques include dipolar coupling analysis, lineshape analysis
and exchange experiment.
2.1 Motional effects on the spin system
As mentioned in the first chapter, the observed NMR phenomenon is the result of the
time evolution of spin interaction. In order to understand the effects of the molecular
motions on the spin system, therefore, one could think about motional effects on spin
interactions.
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2.1.1 Autocorrelation function and correlation time
Generally, dynamic processes can be distinguished as coherent ones or incoherent
ones. The mechanical rotation of sample, such as MAS, is a coherent motion. Molec-
ular motions are in general incoherent processes, which are best described by the au-
tocorrelation function G(τ) [Levitt 01]:
G(τ) = f (t) f (t+ τ) (2.1)
f (t) denotes the time-dependent position (or orientation) of a molecule and the bar
indicates the ensemble average over all the molecules.
G(τ) is a measure of molecular motions in a sample. The value ofG(τ) depends on the
similarity between f (t) and f (t+ τ), which is determined by the time scale of molec-
ular motion. A fast molecular motion results in a big difference between f (t) and
f (t+ τ), leading a small value for G(τ) after the ensemble average of [ f (t) f (t+ τ)]
over all molecules in the sample. Whereas, a slow molecular motion, which causes
less differences between f (t) and f (t+ τ), leads a big value for G(τ) after the ensem-
ble average.
According to its definition (Eq. 2.1), G(τ) decays with increasing τ. Often, this decay
is assumed to be exponential:





Here, τc is called the correlation time for molecular motion, which provides a value for
the time scale of motion. The smaller τc, the faster the decay of G(τ), and the faster
the molecular averaging. The inverse of correlation time τ−1c can be considered as a
characteristic frequency of incoherent motion, which is quite useful when one needs
to compare the time scale of a molecular motion with the strength of a specific spin
interaction. It has to be noted here that τ−1c is in units of radians per second. To write
it in units of cycles per second or Hz, one should multiply τ−1c with a factor of 1/2π.
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2.1.2 Motional effects on spin interactions
Although motional effects in NMR can be easily observed from experiments, the ex-
planation of motional effects usually is not straightforward. In order to understand
motional effects, the knowledge of the relationship between molecular motion and rel-
evant interaction is required.
Generally, different spin interactions are sensitive to different molecular motions. When
a motion has its characteristic frequency τ−1c /2π close to the strength of the spin in-
teraction ωλ, i.e. τ
−1
c /2π∼ |ωλ|, this motion will give a strong modulation to the spin
interaction. In other words, this interaction is very sensitive to the molecular motions
in this frequency range. The comparison of the motional frequency τ−1c /2π with the
strength of interaction gives a way to evaluate the motional effect on the interaction.
By doing this comparison for various molecular motions and various spin interactions,
the effects of motion on the spin dynamics are summarized by the following diagram
(Fig.(2.1)):
SLOW FASTs ms s ns ps
Spin Lattice-
Relaxation










Figure 2.1: The motional effects and their relevant timescales.
• Spin-lattice relaxation. Very fast motions (106 < τ−1c /2π< 1010Hz) usually can
induce the spin-lattice relaxation. The relevant spin interaction for the spin-
lattice relaxation is the Zeeman interaction, which usually has a strength in the
order of tenth to hundredth of MHz. Fast molecular motion in the Zeeman fre-
quency range thus will induce fast fluctuations of the internal spin interactions,
giving a strong modulation to Zeeman interaction and thus resulting in the spin-
lattice relaxation.
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• Averaging of secular spin interaction. When the frequency of molecular motion
is bigger than the internal spin interaction but smaller than the Zeeman interac-
tion, this kind of molecular motion usually gives a motionally averaged effect on
secular parts of internal spin interactions. A typical example is the characteristic
reduction of 1H− 13C dipolar coupling constant due to fast molecular motions
(> 104Hz).
• Lineshape perturbations. Motions with τ−1c /2π in the order of the internal spin
interactions give a strong modulation of lineshape. Frequently, such motions
will broaden spectra. However, if the molecular motion is well-regulated, some
characteristic lineshapes will appear. Via analyzing the characteristic lineshapes
one could extract many useful informations about the relevant molecular motion,
such as the frequency and geometry. Attributed to the widely distributed strength
of internal spin interactions, molecular motions giving the effect of lineshape
perturbation cover a wide frequency range. Usually 13C CSA pattern can be
strongly modulated by the motions with τ−1c /2π ∼ 103Hz. Whereas, 2H Pake
pattern is sensitive to the motions with τ−1c /2π∼ 105Hz.
• Longitudinal magnetization exchange. Slow motions (τ−1c /2π < 103Hz) nor-
mally do not significantly affect NMR lineshapes. Nevertheless, such slow mo-
tions still can be monitored the longitudinal magnetization exchange experiment.
However, if the timescale of the motion greatly exceeds the spin-lattice relax-
ation time of observed nuclear spin, due to the relaxation no motional effects
will be shown up in NMR.
2.2 NMR techniques for studying molecular dynamics
Numerous NMR methods are available for the study of molecular dynamics. A won-
derful feature of NMR methods is their wide frequency detection range. In the this
sections some of these methods and their applications will be discussed. Our atten-
tion will be mainly focused on the methods which are used for the study of molecular
dynamics in this work.
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2.2.1 Relaxation time studies
Relaxation timemeasurements have been often used to characterize molecular motions
in solids. In NMR there are several relaxation times which have to be differentiated
such as T1 and T2 . T1 relaxation time(or spin-lattice relaxation time) by definition
is the time which excited spins need to recover back to thermal equilibrium state. T2
relaxation time (or spin-spin relaxation time) normally can be considered as the life
time of observed NMR signal. The study and application of these relaxation times are
the subjects of several entire books. In this section we will only give a brief discussion
for spin-lattice relaxation T1. For the more detailed description of all kinds of the re-
laxation times in NMR, the interested reader is referred to the literature [Spiess 78].
2.2.1.1 Spin-lattice relaxation
If spins are placed in a magnetic field without disturbance for a long time, they reach
the thermal equilibrium state. The populations in different energy levels obey the
Boltzmann distribution at the temperature of environment. RF pulses can disturb the
equilibrium state of spin. For example, a π pulse will invert the population distribution,
whereas a π/2 pulse will equalize the populations and create a coherence. The spin-
lattice relaxation (or called as the T1 relaxation) is the process via which the excited
spins return to the equilibrium state. The relevant spin interaction in T1 relaxation
process is the Zeeman interaction, indicating that the efficient molecular motion for
the relaxation of spin system could be a motion with τ−1c /2π ∼ ωL. Based on the
model of fluctuating local fields, the relationship between the relaxation rate 1/T1 and





With Eq.(2.3) one could plot T1 against τc (Fig. (2.2)), which gives an easy way to
analyze the motional effect on T1 relaxation.
As shown in Fig. (2.2), T1 has a minimum value, where the correlation time of molec-
ular motion τc is equal to (2πωL)−1. At both sides of the minimum, T1 has different
tendencies against the molecular motion. In the left side, towards the fast motion limit,
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Figure 2.2: The spin-lattice relaxation time constant T1 as a function of the correlation
time of molecular motion τc.
T1 increases with increasing molecular dynamics (indicated by the decrease of τc).
This is the case existing in most liquid samples. Whereas, in the right side of the
minimum, the tendency is inverted. T1 decreases with increasing molecular dynamics.
Normally this tendency is true in solids. For example, in semi-crystallized polymers
the molecular chains often form thin crystalline lamellae separated by non-crystalline
regions. Due to different restrictions from the environment, the molecular chains in
crystalline regions are much less mobile that those in non-crystalline regions. There-
fore, the 13C T1 relaxation time in crystalline regions is usually much longer than that
in non-crystalline regions. In the case of polyethylene, the 13C T1 relaxation time in
crystalline regions is in the order of 1000s at room temperature, whereas the 13C T1
relaxation time in non-crystalline regions is often less than 1s.
2.2.1.2 Methods for the spin-lattice relaxation measurement
There are several techniques which could be used to measure T1. In the following two
techniques for T1 measurement, i.e., the inversion recovery technique and the satura-
tion recovery technique, will be discussed in detail. Other techniques for T1 measure-
ment could be considered as derivatives of these two techniques.
1. The inversion recovery technique
The inversion recovery technique is designed to determine the system with a short T1
relaxation time. The sequence is shown in Fig. (2.3).
A π pulse is first applied, which rotates the net nuclear magnetization down to the −z
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Figure 2.3: The pulse sequence of inversion recovery experiment.
axis. During the following time τ, the nuclear magnetization undergoes spin-lattice
relaxation and returns toward its equilibrium position along the +z axis. After a time
τ, a π/2 pulse is applied which rotates the longitudinal nuclear magnetization into the
x− y plane. Once the nuclear magnetization is present in the x− y plane it will have
the precession about the z axis and give a free induction decay (FID). With this pulse
scheme, the detected signal intensityM(τ) is a function of τ:
M(τ) =M0[1−2exp(−τ/T1)] (2.4)
where M0 is the initial magnetization after the full relaxation of the spin system dur-
ing D1 delay. In order to obtain the value of T1, one could measure a series of signal
intensities using the above pulse sequence but with different time τ. Then fitting the
signals to the formula in Eq. (2.4) yields the T1 value. Fig. (2.4) is an example, show-
ing the determination of the 13C T1 relaxation time in non-crystalline regions of a
UHMW-PE via the inverse recovery experiment. The fitting shows that the 13C T1 in
non-crystalline regions of the polyethylene is ∼ 0.6s.





















Figure 2.4: The signal intensity recovery curve from the inversion recovery experiment.
The signal intensities is from the 13C in non-crystalline regions of an UHMW-PE, at
T=320K and in the field of B0= 13.4T. The data were fitted to the exponential function
in Eq. (2.4).
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2. The saturation recovery technique
Due to its design the inversion recovery technique is not suitable for a system with a
long relaxation time. In that case, in order to have an accurate T1 value D1 delay in the
pulse sequence (Fig. (2.3)) has to be longer than 5∗T1, which usually consumes a lot
of time for a spin system with a long relaxation time. This is particularly true, when
one wants to measure the 13C T1 relaxation time in solids. The saturation recovery
technique can partially solve this problem. The pulse sequence of saturation recovery






Figure 2.5: The pulse sequence of saturation recovery experiment.
In this pulse sequence, a series of π/2 pulses are applied before τ time in order to satu-
rate all the signal in this channel. During τ time, the nuclear magnetization undergoes
spin-lattice relaxation and returns toward its equilibrium position along the +z axis.
Then a π/2 reading pulse is applied after τ time to obtain the signal. Comparing with
the inversion recovery technique, one advantage in the saturation recovery technique
is that D1 delay is not needed.
With the pulse scheme in Fig. (2.5), the relationship between the detected signal inten-
sityM(τ) and the time τ reads as:
M(τ) =M0[1− exp(−τ/T1)] (2.5)
Here, M0 is the magnetization after the full relaxation. Again, in order to obtain the
value of T1, one should measure a series of signal intensities but with different time τ,
then fit the signals to the formula in Eq. (2.5) to extract the T1 value.
Fig. (2.6) is the 13C intensity recovery curve of non-crystalline signal of the UHMW-
PE using the saturation recovery technique. The fitting shows a similar result ∼ 0.6s
as that from the inversion recovery technique.
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Figure 2.6: The signal intensity recovery curve from the saturation recovery experi-
ment. The signal intensities is from the 13C in non-crystalline regions of an UHMW-
PE, at T=320K and in the field of B0 = 13.4T. The data were fitted to the exponential
function in Eq. (2.5).
In solids, people usually like to measure the T1 relaxation time of low abundant nu-
clei with the initial polarization created via cross polarization (CP). The principle of
the CP-based techniques is still similar as the inversion recovery technique mentioned
above. But the CP-based techniques have a great advantage that the recycle delay in
the pulse sequence usually only needs to be 3∗T1 of the abundant nucleus such as 1H.
The short delay time thus could save the total experimental time greatly.
2.2.2 1H− 13C dipolar coupling analysis
Molecular motions can be monitored via 1H− 13C dipolar coupling analysis. The
idea of this method is based on the fact that fast intermediate molecular motions
(τ−1c /2π > 104Hz) usually lead to a characteristic reduction of the observed 1H− 13C
dipolar coupling constant. Thus, detecting the reduction degree of coupling constant
yields the information of fast intermediate molecular motions. There are many NMR
methods available for the detection of 1H−13C dipolar coupling. In this work we used
REREDOR experiment to detect the 1H− 13C dipolar coupling in non-crystalline re-
gions of PE. The detailed discussion of the REREDOR pulse sequence has been given
in Chapter 1 (1.5.2.2). In this section we will give some examples to explain how the
1H−13C dipolar coupling can be modified by fast molecular motions and how one can
use the sideband analysis to obtain the dipolar coupling from REREDOR experiment.
51
2.2 NMR techniques for studying molecular dynamics
2.2.2.1 Motional reduction of 1H− 13C dipolar coupling
As mentioned already 1H− 13C dipolar coupling can be modulated by molecular mo-
tions. If the motion is fast (τ−1c /2π > 104Hz) 1H− 13C dipolar coupling will get a
characteristic reduction in its value. In this section we will give several examples to
explain how this characteristic reduction happens.
Consider the dipolar coupling of a typical 1H− 13C group. Via the neutron diffrac-
tion, one knows that the distance between a 13C atom and the direct-bonded 1H atom
is 0.109nm. This internuclear distance corresponds to a direct dipolar coupling of
|ωd/2π| = 23.3kHz. Since 1H in a 1H− 13C group always has a rapid libration mo-
tion around its original site, the experimentally observed dipolar coupling in solids is
always less than 23.3kHz. For instance the 1H− 13C dipolar coupling of the 1H− 13C
group in L-Alanine is |ωd/2π| ∼ 22kHz. Furthermore, if a 1H− 13C group involves
more motions, its 1H− 13C dipolar coupling could decrease further. A typical case
can be found in methyl groups, where the fast rotation about its threefold symme-
try axis leads to a reduction of the 1H− 13C dipolar coupling value. Assuming that
the angle between the rotation axis and one of the three C-H bonds is 70◦ as indi-
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Figure 2.7: The motional averaging effects on the dipolar coupling of a typical C-H
group: (a) a static C-H group; (b) a C-H group with the libration; (c) a C-H group in
a methyl group (θ= 70◦).
In this work, the 1H− 13C dipolar coupling in non-crystalline regions of PEs was stud-
ied. It was found that the 1H− 13C dipolar couplings in non-crystalline regions of
PEs varied with crystallization conditions of sample. The variation in the 1H− 13C
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dipolar coupling indicates the different molecular dynamics present in non-crystalline
regions of the sample, which can be related to the different chain organizations in non-
crystalline regions generated during the crystallization process of sample.
2.2.2.2 Sideband analysis in REREDOR
REREDOR experiment can be classified as a 2D experiment. The direct dimension of
REREDOR experiment is the 13C MAS spectrum and the indirect dimension results
from the rotor-encoding of signal, where the 1H−13C dipolar coupling can be derived.
In the following, an example will be given to shown how to extract the dipolar cou-
pling from a REREDOR spectrum.
From REREDOR experiment one gets a two dimensional time domain signal S(t1, t2).
Performing FT for the variable t2 gives rise to the spectrum S′(t1,ω2), which has a
time domain signal in the first dimension and a frequency domain signal in the second
dimension. An example of such a spectrum is shown in Fig. (2.8), where Fig. (2.8a)
is the two dimensional spectrum S′(t1,ω2); Fig. (2.8b) is the frequency domain signal
extracted in the second dimension; and Fig. (2.8c) is the time domain signal extracted
in the first dimension. To obtain the dipolar coupling value, one could fit S′(t1,ω2)
directly, since this signal contains the information of relevant dipolar coupling as indi-
cated by its formula (Eq. 1.108 in Chapter 1). However, in practice one often choose an
alternative to extract the dipolar coupling, that is, performing FT for the variable t1 in
S′(t1,ω2) to create the sideband pattern, then fitting the sideband pattern for the dipolar
coupling. Basically, there is no difference between these two procedures. However,
if one performs a ”concatenation” procedure, i.e. only recording the signal in the first
dimension in one or two rotor periods and concatenating the acquired signal to form
a new signal for the second FT, an additional attention has to be taken, because the
noise in the spectrum will gain some correlations due to the concatenation procedure.
Nevertheless, fitting the sideband pattern gives a more straightforward way to extract
and compare dipolar couplings. The whole procedure of data analysis in REREDOR
experiment is exhibited in Fig. (2.8).
Due to its design, REREDOR experiment is not very suitable for the detection of the
molecular motion with a frequency close to the MAS frequency. In the recoupling
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Figure 2.8: The REREDOR experiment of melt-crystallized UHMW-PE at 25kHz MAS
and 320K. The recoupling time is 3 rotor periods,τrcpl = 3τR: (a) the 2D data set after
performing FT along the direct dimension; (b) the 13C MAS spectrum extracted from a
row of (a); (c) the rotor-encoded oscillation signal extracted from a column of (a); (d)
the sideband pattern obtained after performing FT on the signal in (c). Before this FT
the concatenation process can be done to save experiment time. From this experiment
a coupling constant of DIS/2π = 6.3kHz was obtained in non-crystalline regions of
this polyethylene.
scheme of REREDOR, the MAS and RF pulses are tactically designed to recouple the
1H− 13C dipolar coupling. The efficiency of this recoupling scheme, however, drops
down when the frequency of molecular motion is close to the frequency of MAS. The
inefficient recoupling will lead to the fast signal decay in the first dimension, which
possibly will give some difficulty in the fitting process. Although this case is not very
common and varying the MAS frequency can solve this problem to some extend, one
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should be aware of this possibility when performing and analyzing REREDOR exper-
iments.
2.2.3 Lineshape analysis
Lineshape analysis techniques usually are different in solid state NMR and solution
NMR, although the principle behind is the same. In solution NMR, the lineshape
analysis often is used to study the exchange process between two resonant signals.
The degree of lineshape perturbation is determined by the difference between the ex-
change rate k and the difference of the two resonance frequencies Δω (Chapter 15,
[Levitt 02]). In a static solid, however, NMR signals are dominated by anisotropic
NMR interactions. For a powder sample where all molecular orientations are present,
resonant signals often appear as the so-called ”powder pattern”. Molecular motions
can change the orientation of anisotropic NMR interactions, leading to different de-
grees of lineshape perturbation. In principle the lineshape perturbation in this case
also can be considered as results from the exchange process among different resonant
signals caused by molecular motions (Chapter 7, [Schmidt-Rohr 94]). However, de-
pending on the frequency range and motion mode, different molecular motions usually
give rise to different lineshape characteristics of resonance. Analyzing the lineshape
in this case thus can yield the information about motion frequency as well as the mo-
tion geometry. In the following sections a discussion about the lineshape analysis of
powder pattern in static solids will be given.
2.2.3.1 Simulating powder pattern
The lineshape in static solids originates from orientation dependence of anisotropic
NMR interactions. The different orientation distribution of molecules and, molecular
motion changing the molecular orientation, can give changes to the lineshape. For
a powder sample, where all molecular orientation are equally weighted, the molec-
ular motion often is the only factor that controls the width of lineshape. To extract
the molecular dynamic information from powder pattern, one thus could simulate the
powder pattern with the given motion frequency and motion mode. If the simulated
pattern matches the experimental one, the motion frequency and motion mode used
in the simulation are a candidate for the proper description of molecular motion. In
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NMR practice, in order to calculate the lineshape of a powder pattern under condi-
tions of molecular motion, it is common to consider the molecular motion as such a
motional process that the involved unit moves between N discrete sites, with the time
taken to move between different sites being infinitesimal comparing with the residence
time in each site. The following description about the time evolution of spin system
under motional processes is based on this model.




=Mi(θ,φ; t)(iωi(θ,φ)+T−12 ) (2.6)
which has the solution:
Mi(θ,φ; t) =Mi0(θ,φ)exp[iωi(θ,φ)t+T−12 t] (2.7)
θ and φ describe the molecular orientation in the external magnetic field B0. More
precisely, θ and φ are the polar angles describing the orientation of B0 in the molec-
ular frame (MF), as shown in Fig. (2.9). T2 is the transverse relaxation time of
spins. ωi(θ,φ) is the resonance frequency of spins in the orientation [(θ,φ),(αi,βi,γi)].
Mi0(θ,φ) is the initial transverse magnetization associated with the particular molecu-
lar orientation, which in general is determined by the pulse sequence and generates the
transverse magnetization. If the transverse magnetization is generated by a single hard
90◦ pulse,Mi0(θ,φ) will be the same for all molecular orientations, and thus can be set
to 1. The time evolution of net transverse magnetization for the whole powder sam-
ple,M(t), is simply obtained from Eq. (2.7) by integrating over all possible molecular



















If molecular reorientations are taken into account with this model, Eq. (2.6) needs to
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Figure 2.9: A cone model, defining the polar angles (θ,φ) for the MF orientation with




=Mn(θ,φ; t)(iωn(θ,φ)+T−12 +Π) (2.9)
Here, Mn(θ,φ; t) is an n-dimensional vector, each component being the transverse
magnetization from one of the n sites involved in the molecular reorientation process.
In Fig. (2.9) two sites denoted as i and j are exemplarily shown. ωn(θ,φ) is an n×n
diagonal matrix whose elements are the resonance frequencies associated with the n
sites for an orientation (θ,φ). Π is a n×n matrix whose elements Πi j are given by:





whereΩi j is the inverse of the correlation time for hopping from the site j to the site i.,
i.e. Ωi j = τ−1c,i j, and p j is the population of site j. The solution to Eq. (2.9) is analogous
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where the propagator L(θ,φ; t) is:
Li(θ,φ; t) = exp[iωi(θ,φ)t+T−12 t+Π] (2.12)
For the calculation of ωi in the site i, it involves two frame transformations in the static
case:
PASi
(αi,βi,γi)−−−−−→MF (θ,φ)−−−→ LAB (2.13)
which can be expressed as the following:





Here, bMF0 is the unit vector of B0 in the MF.
An easy way to incorporate Π into calculation is to express Π in a matrix form. For a
two-site hopping, it can be expressed as:
Π=
⎛
⎜⎝ −Ωi j · pi , +Ωi j · pi
+Ω ji · p j , −Ω ji · p j
⎞
⎟⎠ (2.15)
where Ωi j is the hopping rate for moving from the site i to the site j and pi is the
population at the site i. For a two-site hopping, Π is a 2×2 matrix. Analogically, for
a n-site hopping, Π will be a n×n matrix.
Therefore, according to the frequency and geometry of motion one can get Π and
ωi(θ,φ) for the spins in every site. With these two parameters one is able to calculate
the propagator L(θ,φ; t) in Eq. (2.12) omitting T2 relaxation. The motion modulated
pattern then can be obtained by calculating Eq.(2.11).
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The above way for the powder pattern simulation is suitable for a motion with τ−1c
comparable with the frequency of related spin interaction. For the τ−1c of motion sig-
nificantly bigger than the frequency of related spin interaction, the way to calculate
powder pattern can be simplified. This is called the fast motion limit. In this case, the
lineshape of powder pattern is governed by the motionally averaged interaction tensor,






With σMF , one can easily get the formula for motionally averaged ω(θ,φ):
ω(θ,φ) = δ(3cos2θ−1−ηsinθcos2φ) (2.17)
where δ and η are the anisotropy and asymmetry of motionally averaged tensor σMF .
Then the powder pattern can be easily achieved after performing the powder average
for ω(θ,φ) in Eq. (2.17).
Fig. (2.10) shows an example with the 13C CSA patterns of CH2 group in PE. As
shown in this figure, the 13C CSA pattern shape can be strongly affected by molecu-
lar motions. Comparing the experimental and simulated patterns, the information of
molecular motion can be obtained.
2.2.3.2 Limitation of lineshape analysis
Lineshape analysis in NMR is a powerful technique, providing fruitful information
about molecular dynamics. However, for any kind of analysis which relies on fitting
simulated to experimental data, one must be aware that there could be potentially sev-
eral ”fits”, i.e. different models could give equally good fits to the same experimental
data. In the absence of any other data, all of these fits must be considered equally
possible descriptions of the actual process. As to lineshape analysis in NMR, although
one could use other experiments or some knowledge of the nature of system to reduce
such ambiguities, nevertheless, searching for all possible fits is still very important.
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Figure 2.10: 13C CSA patterns of CH2 group in PE: a): the simulated powder pat-
terns; b): the experimental powder patterns. The tensor orientation of CH2 group in
PE is indicated in the left chain model picture: σxx is parallel to the proton-proton
internuclear vector, σyy is parallel to the H-C-H angle bisector, and σzz is parallel to
the polymer chain axis. The simulated powder patterns were obtained from WEBLAB
(http://weblab.mpip-mainz.mpg.de/weblab/weblab.html).
Lineshape analysis is limited for the analysis of complex motions. In a real sys-
tem, molecules may undergo various kinds of motions simultaneously. For instance,
molecules can rotate about several different axes with different rates at the same time.
In this circumstance, the lineshape of powder pattern may become featureless due to a
superposition of patterns modulated by different motional components. Therefore, al-
though all the information about molecular motions is still contained in the lineshape,
the information about different motional components can not be resolved.
Another problem of lineshape analysis is its model dependency. Lineshape analysis
we discussed so far is based on a model for the description of molecular motion. This
model assumes that the motion is a hopping between very sharp and deep potential
well, i.e. the time for the molecular hopping between different sites is much smaller
than the residence time in the given site. Usually, this model works quite well for de-
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scribing motional processes. However, it still could fail in some cases. For instance,
in the case that the time taken for hopping is comparable to the residence time in the
given site, or that each of the hopping sites is ill-defined, this model will not be the
proper description of molecular motion. As a result, the model based lineshape analy-
sis in such cases would not yield valid informations for the molecular motion.
2.2.4 Longitudinal magnetization exchange experiment
For the studies of slow motion (τ−1c /2π < 103Hz), the longitudinal exchange experi-
ment has been proven to be a very useful method.
The basic principle of exchange experiment is the measurement of the NMR frequency
of spins at different times and the detection of slow dynamics through a change in the
NMR frequency. Based on this principle, various longitudinal magnetization exchange
experiments have been developed [Schmidt-Rohr 94]. These various exchange experi-
ments may look very different since they could be designed for different purposes. But
they do share some common features. For instance, the frequency correlation between
different dimensions is always achieved via the motion influence on the longitudinal
magnetizations. In this section, we will give a concise example of a 2D exchange ex-
periment, showing these common features. A discussion about the 1D 13C exchange
experiment, which is used in this work to study the chain diffusion in polyethylenes,
will be given afterwards.
2.2.4.1 A basic 2D exchange experiment
The basic pulse sequence scheme of 2D exchange experiment is shown in Fig. (2.11).
The design of the pulse sequence is quite simple. First, the transverse magnetization
is created by the excitation block, which could be an initial 90◦ pulse or a CP step.
Afterwards, this transverse magnetization is allowed to evolve during the t1 period
under a certain frequency ω1. At the end of t1, the magnetization is stored along z
(the direction of the external magnetic field B0) for the mixing time τm, during which
some molecular reorientations may occur. After τm, the magnetization is turned back
to the transverse plane, where it evolves under the frequency ω2 giving rise to the FID.
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Figure 2.11: The basic pulse scheme of a 2D exchange experiment
Performing 2D FT to the time domain signal yields the 2D frequency spectrum. In
a usual case, a 2D spectrum consists of a set of diagonal and cross peaks, which de-
scribes the correlation between the frequencyω1 during t1 and the frequencyω2 during
t2. To extract the dynamic information from this spectrum, one needs the knowledge
about the origin of these peaks, which will be shown in the following. For simplifica-
tion reasons, the following discussion is based on a two-site exchange process, A B.
If no dynamic processes happened in the mixing time τm, the frequencies would remain
unchanged, ω1=ω2. The intensities of the signals will be confined to the diagonal line
in the 2D spectrum. But if exchange processes happened during the τm, the cross peaks
at (ωA,ωB) and (ωB,ωA) would grow up. The appearance of a typical 2D exchange








Figure 2.12: A basic 2D exchange spectrum
The cross peaks at (ωA,ωB) and (ωB,ωA) both indicate exchange processes during the
time τm. In principle these two peaks are attributed to two different processes. For
the peak at (ωA,ωB), it originates from the motional process which changes the spin
frequency from ωA to ωB during τm, whereas the peak at (ωB,ωA) is from the motional
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process which changes the spin frequency fromωB toωA during τm. For a symmetrical
two-site exchange, these two cross peaks have the same intensity. For an unsymmetri-
cal exchange process, these two peaks usually show different intensities.
2D exchange spectra can be used to determine the activation energy of a motion. One
knows that varying the mixing time τm can lead the change in the intensities of cross
peaks. So, by assessing the cross peak intensities as a function of the mixing time τm,
the correlation time for the related motion can be determined. Determining the cor-
relation times at different temperatures, the activation energy for this motion can be
obtained via Arrhenius plot.
2.2.4.2 The 1D 13C exchange experiment on polyethylene
The 1D 13C exchange experiment often used in this work is a simple derivative from
the 2D exchange experiment mentioned above. The pulse sequence of the 13C ex-














Figure 2.13: The pulse scheme of 13C exchange experiment
First a series of 90◦ pulses is applied to the carbon channel to saturate all the signals.
The exchange time τm (or mixing time) immediately follows the saturation pulse block.
After the exchange time a 90◦ pulse is applied to read out the signal which grows up
during the exchange time. During the acquisition time high power dipolar decoupling
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is applied on the 1H channel.
In the work of this thesis, this pulse sequence is used to monitor the chain diffusion
between crystalline and non-crystalline regions of polyethylene. The design of this
pulse sequence is based on the fact that in polyethylenes the 13C T1 relaxation time
in crystalline regions is much longer than that in non-crystalline regions. Therefore,
during the exchange time τm, the 13C signal from non-crystalline regions will grow
up very quickly because of the short T1 relaxation time (∼ 0.6s). In contrast, the 13C
signal from crystalline regions will grow up very slowly due to its long relaxation time
(> 1000s), if T1 relaxation is the only mechanism for the increase of signal. How-
ever, in polyethylene there is an additional motional process which could lead a fast
increment of the crystalline signal, that is the chain diffusion. Consider the structure
in a semi-crystalline polyethylene, crystalline and non-crystalline regions are spatially
connected. Hence, it is possible for polyethylene chains to translate between crys-
talline and non-crystalline regions transferring 13C magnetization between them. Fast
relaxing non-crystalline regions then serve as a reservoir for the 13C magnetization
transfer. Based on this model, monitoring the chain diffusion can be easily achieved
via monitoring the increment of crystalline signal as a function of τm.
The heteronuclear Overhauser effect (NOE) [Neuhaus 89] has to be considered when
using this pulse sequence for the study of the chain diffusion in polyethylenes. As
mentioned above, the chain diffusion is monitored by quantifying the growth of 13C
crystalline signal during τm. The intensity of 13C crystalline signal, however, could be
affected by the 1H decoupling during the signal acquisition. If the recycle delay D1
is not long enough, the saturated 1H will give a NOE enhancement to the 13C non-
crystalline signal which grows up during a short τm. The 13C crystalline signal could
also be affected, since this enhancement factor of NOE can be transfered to crystalline
regions via the chain diffusion. An unpleasant property of the NOE enhancement
here is its time dependence in the case of transient NOE. For a short τm time, the
enhancement factor could be quite big, whereas for a long τm time the enhancement
will become very small or disappear. Therefore, the intensity of 13C crystalline signal
will not be accurately quantified any more. To avoid this problem, the recycle time D1
has to be increased.
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Chapter 3
Morphological Effects on Molecular
Dynamics in Non-crystalline Regions
of Linear UHMW-PE
In this chapter, we will apply various solid-state NMR methods described in the previ-
ous chapters to study the molecular motion in PE. Our investigations will be focused
on the morphological effects on the chain dynamics in non-crystalline regions of linear
UHMW-PEs. The discussion in this chapter consists of four parts. In the beginning, a
short introduction of basic knowledge about PE including crystal structure, morphol-
ogy and chain dynamics will be given. Afterwards, the morphology of the solution
crystallized UHMW-PE will be discussed shortly. The main part of the work in this
chapter represents the NMR study of the local chain dynamics and the long range chain
diffusive motion in the UHMW-PE samples crystallized from melt and solution. In the
last part conclusions derived from the experimental observations will be given.
Several solid state NMR techniques were used in this work to monitor the chain dy-
namics in UHMW-PEs. The local dynamic behavior of chain segments was monitored
via analyzing the motionally reduced 1H− 13C dipolar coupling constant and the line-
shape of the 13C CSA pattern. The long range chain diffusive motion between crys-
talline and non-crystalline regions was investigated using the 1D 13C MAS exchange
experiment.
65
3.1 Introduction to PE
3.1 Introduction to PE
The introduction of PE in this section includes the crystalline structures, possible mor-
phologies, and chain diffusive motion between crystalline and non-crystalline regions.
These basic knowledges may help one to have a better understanding of the latter re-
sults.
3.1.1 Crystalline structure
PE is a typical semicrystalline polymer. Depending on crystallization conditions, it can
form three crystal types: orthorhombic, monoclinic and hexagonal [Corbeij-Kurel 01,
Rastogi 05]. Among these crystal structures the most stable one is the orthorhombic
crystal. The arrangement of polyethylene chains in the orthorhombic crystal is illus-







Figure 3.1: Crystal structure of orthorhombic PE. (a) General view of unit cell; (b)
Projection of unit cell parallel to the chain direction, c. (• carbon atoms, ◦ hydrogen
atoms.)
As shown in Fig. (3.1), the unit cell of PE contains two monomers and has dimensions
of a = 7.40A˚, b = 4.93A˚, c = 2.534A˚ [Sperling 92]. Due to the energy requirement
and steric interactions the PE chains in the unit cell take the all-trans conformation, i.e.
the planar zig-zag. And the backbones of polymer chains lie parallel to the crystallo-
graphic c axis. The chain position in the cell is held by the secondary van der Waals
interaction between the chain segments. The angle between the zig-zag plane and the
crystallographic a or b axes is determined by the interactions between H atoms on the
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neighbor PE chains.
For the formation of monoclinic and hexagonal crystals of PE, usually some spe-
cial conditions are needed [Corbeij-Kurel 01]. The monoclinic crystal can be formed
by mechanical deformation of an orthorhombic crystal. In a monoclinic crystal the
molecules are still in the form of a planar zig-zag and the chain direction and crystal
density are virtually unchanged. The difference between the orthorhombic and mon-
oclinic crystals is just the way how the molecules are packed in the unit cells. The
hexagonal phase usually can be found in long chain paraffins. For PE this structure
is metastable at atmospheric pressure. However, people have observed the hexagonal
phase in linear PE at the elevated pressure and temperature (P > 4kbar, T > 250 ◦C)
[Corbeij-Kurel 01], where the hexagonal phase is a thermodynamically stable state.
3.1.2 Morphology
Generally, the morphology is defined as the spatial arrangement of distinguishable
phases in a matter. In polymer the formation of phase, i.e. shape, size and content,
usually is governed by a balance between the kinetics and thermodynamics during
crystallization. In this section several typical morphologies of PE and their correspond-
ing crystallization conditions will be discussed. Our interest will be mainly focused on
the morphologies developed from the quiescent crystallization, i.e. melt and solution
crystallizations.
Solution and melt crystallization usually form different morphologies in PE. It is a
well-established and proven fact that when a linear PE sample is crystallized from
dilute solution, it forms thin crystalline lamellae with the chain axis, i.e. the crys-
tallographic c axis in the lattice, approximately perpendicular to the lamellar surfaces
[Organ 85, Rastogi 97]. The lamellar thickness is found to be in the range of 10-30 nm,
which usually is much smaller than the length of a fully extended chain. Formation
of such crystals invoked the concept known as chain folding, that is, long chains fold
back and forth to form crystalline lamellae and fold regions give rise to non-crystalline
regions. Concerning the way how PE chains fold back from non-crystalline regions
and re-entry into crystalline lamellae, people have proposed several models, which are
illustrated in Fig. (3.2).
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(a) (b) (d)(c)
Figure 3.2: Schematic representation of models of PE morphologies. (a) adjacent re-
entry with sharp folds; (b) adjacent re-entry with loose folds; (c) random re-entry; (d)
switchboard model
The model (a) and (b) in Fig. (3.2) are called the adjacent re-entry mode, which means
that the chains travel from the crystalline lamellae to the non-crystalline region and
then fold back with a re-entry into the same crystallite through the neighbouring exit
point. These two models usually are used to describe the morphology of PE crys-
tallized from dilute solution, where the fully disentangled chains can easily organize
themselves to make regular chain folding during the crystallization process. The non-
crystalline regions are formed by the chain folds in these two cases.
The model (c) and (d) in Fig. (3.2) usually are supposed to be close to the morphology
of PE developed from melt crystallization [Flory 62]. In melt crystallization, crystals
are formed from completely random and highly entangled molecular chains. Due to
the kinetic reason it is almost impossible for the chains to get disentangled and form
the regular folds as occurring in solution crystallization process. Therefore, if crys-
tallized from melt, polymer chains are most likely to either fold back with a random
re-entry or traverse the non-crystalline region between the different crystallites. The
morphologies developed in melt crystallization thus are close to the random re-entry
model (c) and the switchboard model (d) [Billmeyer 84].
3.1.3 Chain diffusion in PE
The chain diffusion between crystalline and non-crystalline regions in PE has been
recognized for a long time. The existence of this motion gives a good explanation
for the origin of the α process of PE (Chapter 5, [Strobl 97]). The first conclusive
proof of this motion was given by solid state NMR experiments in the early 1990s
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[Schmidt-Rohr 91], where the existence of this diffusive motion was clearly demon-











































Figure 3.3: Helical jump of PE chain (all-trans) in crystallites, involving in each step a
180◦ rotation and a translation by one CH2 unit. The jump sites involved in this motion
are defined by the PE crystal lattice. All these sites are energetically equivalent.
The chain diffusion of PE in nature is a motion that traverses crystalline and non-
crystalline regions. It requires the involved chain segments having a cooperative move-
ment in crystalline regions as well as non-crystalline regions. It is well known that
chain units in PE crystals have the so-called ”helical jump”, that is, the chain units
undergo a 180◦ rotation with a translation by one CH2 unit and the sites and angles
involved in the jump are defined by the crystal lattice [Reneker 62, Mansfield 78].
Because of the chain connectivity, the jump motions of individual units generate the
translative movement of the whole stem along the crystallographic c-axis in crystals.
Due to the random nature of jump motion this translative motion of the chain stem is
considered as a diffusive motion. The jump motion and the consequential chain diffu-
sion are illustrated in Fig. (3.3).
Sample morphology can has a strong influence on the chain diffusive motion, which is
illustrated in Fig. (3.4). Three kinds of morphologies are shown in Fig. (3.4): (a) the
adjacent re-entry model; (b) the random re-entry model; (c) the switchboard model. If
considering the pathway of moving chain, it is easy to imagine that the organization
of chains in the interphase between crystalline and non-crystalline regions will be a
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bottle neck for this motion. The chain portion in the interphase connects less ordered
non-crystalline chains with fully ordered crystalline chains. Then, when a chain seg-
ment travels through the interphase, it will have an energy barrier as well as an entropy
barrier. The energy barrier originates from the conformation change involved in the
motion and the entropy barrier results from the situation that the chain segment moves
between non-crystalline regions (high entropy) and crystalline regions (low entropy).
Therefore, if the energy barrier of the motion stays constant or at a certain temperature
the energy barrier of the motion become less important, the entropy barrier will play an
important role. Following this point, the partially ordered non-crystalline chains such
as the chain folds in the adjacent re-entry model (3.4a) could favor the chain diffusion







Figure 3.4: The morphological effects on the chain diffusive motion. Three kinds of
morphologies are indicated in this figure: (a) the adjacent re-entry model (with hard
folds and loose folds); (b) the random re-entry model; (c) the switchboard model.
These three models contain different interphases and different degree of chain entan-
glements.
PE samples with different morphologies usually contain different degrees of chain en-
tanglements in their non-crystalline regions. But the influence of chain entanglements
on the chain diffusion seems to depend on the diffusion distance. If diffusing a long
distance, the chain entanglements will play an important role. Generally, for PE melts
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the distance between two entanglement points of a polymer chain is about 300 back-
bone chain atoms [Porter 66]. In solid the distance between two entanglement points
of PE chains will be less than 300 backbone chain atoms, since after crystallization
chain entanglements are confined in non-crystalline regions. Nevertheless, chain en-
tanglements will not show strong effects on a short range chain diffusion. However,
if the diffusion distance exceeds the entanglement distance, a strong hindrance from
chain entanglements will show up since the polymer chain needs a long time to get
disentangled for its moving.
3.2 Morphology of the solution crystallized UHMW-
PE
Two samples used for the study in this chapter were made from a same UHMW-PE
powder, but crystallized in different ways. One is crystallized from the dilute solution
called SC-PE, the other is crystallized from melt called MC-PE. It is well known that
the melt-crystallized sample forms a random non-crystalline region with fully entan-
gled chains, whereas the solution crystallized sample can form a relatively ordered
non-crystalline region with chain folds [Organ 85, Gedde 04]. Fig. (3.5) shows a TEM
of SC-PE used in this study.
Figure 3.5: Transmission electron micrograph of solution crystallized UHMW-PE (SC-
PE). The stacked lamellae have a thickness of ∼ 12nm.
The TEM in the figure shows that SC-PE consists of well-stacked lamellar structure
possessing a uniform lamellar thickness of ∼ 12nm. The non-crystalline regions are
shown as the dark lines in the TEM, which have a thickness around 4nm.
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3.3 Local chain dynamics in non-crystalline regions of
UHMW-PEs
As already mentioned above, SC-PE and MC-PE contain different morphologies de-
veloped during different crystallization processes. It is reasonable to anticipate that due
to their morphologies the different chain mobilities are present in non-crystalline re-
gions of these sample. Fig. (3.6a, b) exhibits 13C-CP/MAS spectra of SC-PE and MC-
PE, where the NMR signal at ∼33 ppm arises from all-trans conformations present
in crystalline regions [Earl 79, Vanderhart 81]. In contrast, chains segments in non-
crystalline regions are free to adopt various conformations and the molecular dynam-
ics present in these areas leads to fast exchange between these conformations. The
NMR signal of these units is observed as a broad peak at about ∼31 ppm, the posi-
tion and the width depending the conformation statistics and the accessibility of the
conformational space to dynamic processes present in non-crystalline areas [Earl 79].
The broad non-crystalline peak of SC-PE indicates that non-crystalline chains of SC-
PE undergo a strong local restriction hindering the conformation exchange, whereas
this strong local restriction does not exist in non-crystalline regions of MC-PE, since it
shows a quite sharp non-crystalline peak. The normalized intensity of crystalline sig-
nal in the CP/MAS spectra suggests lower crystallinity in the melt crystallized sample,
a point that will be discussed later. An accurate quantification of the crystallinity via
CP/MAS is hampered by the dependence of the polarization transfer efficiency on the
heteronuclear dipolar couplings present in the samples.
These heteronuclear dipolar couplings may differ due to different segmental mobility
caused by dynamic processes of polymer chains in non-crystalline areas depending on
the crystallization procedure of the sample. In order to quantify these heteronuclear
dipolar couplings, a rotor encoded REDOR method has been applied. The resulting
spinning sideband patterns for the two samples taken at the isotropic chemical shift
of the non-crystalline signals are shown in Fig. (3.6c, d). The broad profile of the
spinning sidebands of non-crystalline regions in SC-PE compared to MC-PE is indica-
tive of stronger heteronuclear dipolar coupling in non-crystalline regions of SC-PE.
The quantitative analysis of the sideband patterns provides an effective residual het-
eronuclear coupling constant of 9.1 kHz for the non-crystalline component in SC-PE
in relation to 6.3 kHz for MC-PE. The higher effective coupling in SC-PE results from
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Figure 3.6: The solid state 13C CP/MAS spectra and the spinning sideband patterns of
1H− 13C spin pairs in non-crystalline regions. The 13C CP/MAS spectra were mea-
sured at 6 kHz MAS, T=320K. The REREDOR experiment was measured at 25 kHz
MAS, T=320K, and 3 rotor periods for the recoupling time. (a) the 13C CP/MAS spec-
trum of SC-PE. Two components are shown in the spectrum. The red dash line is the
non-crystalline peak (∼ 31ppm) and the green one is the crystalline peak (∼ 33ppm).
(b) the 13C CP/MAS spectrum of MC-PE. (c) the spinning sideband pattern of non-
crystalline regions in SC-PE. (d) the spinning sideband pattern of non-crystalline re-
gions in MC-PE. For the spinning sideband patterns, the underlying blue ones were
simulated with a dipolar coupling constant of DIS/2π = 9.1 kHz for SC-PE and 6.3
kHz for MC-PE.
a more anisotropic molecular motion and thus indicates a more restricted local chain
dynamics in non-crystalline regions. However, the sideband analysis of dipolar recou-
pling schemes does not provide more detailed geometrical information on the dynamic
processes which could be obtained from the static powder line shape of the 13C chem-
ical shift anisotropy (CSA).
The SUPER method has been chosen to obtain the static 13C CSA pattern of non-
crystalline regions separated from the static line-shape of crystalline PE. The 13C CSA
patterns of the two samples recorded at T = 320 K are shown in Fig. (3.7). The pat-
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Figure 3.7: The 13C chemical shift anisotropy (CSA) patterns of two PEs: the crys-
talline pattern of SC-PE (a) and MC-PE (b); the non-crystalline patterns of SC-PE
(c) and MC-PE (d). These patterns are taken from the slices of SUPER experiments,
measured at 3k Hz MAS and T=320K. For a comparison two non-crystalline patterns
of one sample are shown: the patterns drawn with the black line were measured via
1H→ 13C cross-polarization, same as the crystalline patterns, and the patterns drawn
with the gray dash line were measured via 13C single pulse excitation.
terns of the crystalline components (Fig. 3.7a, b) are very similar for the two samples,
whereas significant differences have been observed for the non-crystalline components
(Fig. 3.7c, d). The 13C CSA powder line shape of non-crystalline regions in the so-
lution crystallized sample shows features of an axial-symmetric CSA tensor, whereas
the 13C CSA pattern of non-crystalline regions of the melt crystallized sample is lack-
ing typical features of tensorial powder lineshapes but resembles a broadened isotropic
line.
The shape of 13C CSA pattern is a good indication for the motion geometry of chain
segments in this case. From the ab-initio simulation, we know that the all-trans con-
former of PE CH2 has three tensor principle values as: σ11= 50.0ppm, σ22= 36.5ppm,
σ33 = 12.5ppm. For the gauche conformers, the three tensor principle values usually
vary with the dihedral angle of involved carbon and the conformation of closely con-
tacted carbons. Fig. (3.8) shows the tensor orientations in the molecular frame for the
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Figure 3.8: PE 13C CSA tensor orientation in different conformers. For the all-trans
conformer, three tensor principle values are σ11 = 50.0ppm, σ22 = 36.5ppm, σ33 =
12.5ppm. For the gauche conformer with a series as ttg∗ggt, three tensor principle
values of middle carbon are σ11 = 84.0ppm, σ22 = 24.1ppm, σ33 = 20.4ppm. The
tensor orientations in the molecular frame are indicated by the direction of arrows.
If there is no molecular motion involved, the three principle values of CSA tensor de-
termine the shape of CSA pattern. However, in NMR practice the molecular motions
in a sample always give perturbations to the pattern shape. The degree of perturba-
tion is determined by the motion frequency as well as the geometry of motion. The
isotropic chain motion usually averages these three values and give an isotropic res-
onance line, which is the case shown in MC-PE. In the case of SC-PE, the 13C CSA
pattern of non-crystalline regions shows features of an axial-symmetric CSA tensor.
To keep this axial-symmetric tensor shape for the moving CH2 units in non-crystalline
regions, the most probable way is to let the CH2 rotate along the chain backbone,
which also matches the helical jumps of CH2 units inside PE crystals. The rotation
frequency should be faster than |σ11−σ22| to get the axial symmetric tensor. In the
case of SC-PE, the rotation frequency will be faster than 1.7kHz. Compared to the fast
isotropic motion existing in non-crystalline regions of MC-PE, the molecular motion
in non-crystalline regions of SC-PE is still highly restricted.
In literatures, the presence of an interphase with intermediate order located between
non-crystalline and crystalline regions has been proposed based on both theoretical
[Flory 84, Balijepalli 98, Gautam 00] as well as experimental approaches [Kitamaru 77,
Mandelkern 90, Chen 92, Uehara 00]. In solid state NMR, this aspect can be addressed
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varying the initial source of polarization of the 13C CSA recoupling experiment. If the
experiment is started with an initial cross polarization step using a short contact time,
the acquired signal result predominantly from sites with a strong heteronuclear dipolar
coupling and thus crystalline regions and the non-crystalline regions in close prox-
imity to crystalline areas. In contrast, when the experiment is started with the direct
excitation using a short relaxation delay (2s), the signals resulting from the mobile
non-crystalline regions of sample dominate the acquired spectrum, due to the long 13C
T1 relaxation in crystalline regions of PE. The non-crystalline patterns of the two sam-
ples obtained from these two kinds of experiments are exhibited in Fig. (3.7c, d). As
shown in Fig. (3.7c), the line shapes of non-crystalline patterns of SC-PE acquired
with both experimental approaches match very well, indicating that a homogeneous
behavior with restricted anisotropic dynamics is present in non-crystalline areas in
SC-PE. As to MC-PE shown in Fig. (3.7d), the Lorentzian line shape obtained from
the CP method is broader than that obtained from direct excitation, however, the line
shape stays Lorentzian and does not show any features of a powder line shape re-
sulting from an axial-symmetric CSA tensor. Combining the results from dipolar and
CSA recoupling experiments, it can be concluded that the conformational exchange in
non-crystalline areas of the solution crystallized sample is highly restricted whereas
the conformational space of the polymer chain in the melt crystallized sample seems
largely accessible leading to a more isotropic segmental dynamic.
3.4 Temperature dependence of local chain dynamics
Fig. (3.9) shows the 1H−13C REREDOR sideband patterns for non-crystalline regions
in these two samples at different temperatures. The corresponding 1H− 13C dipolar
couplings are listed in Table 3.4. A striking observation from these REREDOR exper-
iments is that for SC-PE the residue 1H− 13C dipolar coupling hardly changes with
increasing temperature, indicating that the motional anisotropy in non-crystalline re-
gions of SC-PE is maintained even at the relatively high temperatures. On the contrary,
in the melt crystallized sample the residual 1H− 13C dipolar coupling decreases with
increasing temperature, indicating an increase in the local chain dynamics.
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Figure 3.9: The spinning sideband patterns of 1H− 13C spin pairs in non-crystalline
regions of the PEs, obtained from the REREDOR experiments at different tempera-
tures.
A similar phenomenon was observed in the 13C CSA patterns of non-crystalline re-
gions at different temperatures, which are shown in Fig. (3.10). In Fig. (3.10), for
MC-PE with increasing temperature, the width of resonance line decreases, but the
powder lineshape always keeps the isotropic feature. Whereas, the lineshape of13C
CSA pattern of SC-PE always shows features of an axial-symmetric CSA tensor. This
phenomenon further confirms that the motional anisotropy in non-crystalline regions
of SC-PE is maintained at relatively high temperatures, indicating the maintenance of
folding structure in non-crystalline regions of SC-PE at the relatively high tempera-
tures.
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Table 3.1: The 1H− 13C dipolar coupling constant DIS/2π (kHz) in non-crystalline
regions of PEs at different temperatures. These constants are from the simulations of
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Figure 3.10: The non-crystalline 13C CSA patterns of two PEs at different temper-
atures: (a) SC-PE; (b) MC-PE. These patterns are taken from the slices of SUPER
experiments, measured via 13C single pulse excitation at 3k Hz MAS.
3.5 Chain diffusion between crystalline and non-crystalline
regions in the linear UHMW-PEs
The methods applied so far, probe the local dynamic behavior of chain segments, but
do not elucidate the long range chain diffusive motion. Exchange NMR methods can
provide this information, since the polymer segments change their conformation and
thus their isotropic chemical shift when moving between the crystalline environment
to non-crystalline areas [Schmidt-Rohr 91]. The remarkable difference of 13C T1 re-
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laxation times in non-crystalline and crystalline regions facilitates to record 1D 13C
exchange NMR spectra using T1 filtration (saturation of 13C polarization followed
by a short relaxation delay) to provide a selective polarization of non-crystalline ar-
eas. Cooperative chain motion from non-crystalline regions to crystalline areas is then
observed via the increase of polarization in crystalline regions on time scales signifi-
cantly shorter than the 13C T1 relaxation times of these sites. The chain motion pro-
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Figure 3.11: The schematic illustration of the idea how to monitor the chain diffusive
motion using the NMR exchange experiment.
Based on the idea illustrated in Fig. (3.11), the 1D 13C exchange NMR spectra of both
samples were recorded, which are shown in Fig. (3.12). Fig. (3.12a) shows the ex-
change NMR spectra of both samples recorded at T = 320 K with various exchange
times, whereas in Fig. (3.12b) the temperature dependence of 1D 13C exchange NMR
spectra acquired with a constant exchange time of 5s is given.
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Figure 3.12: The 13C MAS exchange spectra of SC-PE and MC-PE: (a) measured at
6k Hz MAS, T=320K with different exchange times; (b) measured at 6k Hz MAS, a
fixed exchange time (5s) and with different experimental temperatures.
In MC-PE the build up of signal arises mainly from the relaxation process of non-
crystalline regions. Whereas, in SC-PE with increasing waiting time two peaks are
observed. The peak positions match with the non-crystalline and crystalline chemical
shifts. The intensity of the crystalline peak increases rapidly with the exchange time.
Considering the large relaxation time required for the crystalline component, the build
up of the crystal peak is attributed to the exchange process of the chain segments from
non-crystalline to crystalline regions. Such exchange, though very weak, is also ob-
served in MC-PE at a large exchange time of 40s.
To quantify the rate of chain diffusion, the crystallinity of sample has to be taken into
account. From single pulse 13C MAS spectra, the crystallinity of these two samples
were determined to 75±5% for SC-PE, and 44±5% for MC-PE at 320K. Then after
normalizing the intensities of crystalline signals in the spectra shown in Fig. (3.12a),
we know that with a 40s exchange time nearly 70% of the crystallites in SC-PE got
polarized. Whereas only ∼ 10% of the crystallites in MC-PE got polarized within
the same exchange time. This difference clearly shows two different chain diffusive
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motions existing in these two samples. Considering the same chemical natures of the
samples, this difference thus can be reasonably related to the different arrangement of
chains in non-crystalline regions, which has already been indicated by the different
local chain dynamics in the above discussion.
When combined with the data reported in Fig. (3.6) and (3.7), it can be conclusively
stated that though local chain dynamics in non-crystalline regions of the solution crys-
tallized sample is restricted, the motional anisotropy present in non-crystalline regions
favors the cooperative motion between non-crystalline and crystalline regions. On the
contrary in the melt crystallized sample, though local chain dynamics is high, hardly
any cooperative motion between non-crystalline and crystalline regions is observed.
These observations at a temperature below the α-relaxation temperature of PE (Chap-
ter 5, [Strobl 97]) reported for the first time are counterintuitive.
The chain exchange process in linear polyethylenes, above the α-relaxation tempera-
ture has been reported earlier by Schmidt-Rohr and Spiess. Fig. (3.12b) shows the ex-
change process at different temperatures at fixed exchange time of 5s. With increasing
temperature, close to the α-relaxation temperature the exchange process starts appear-





Figure 3.13: The motions of PE chain. The individual helical jump generates the trans-
lation of chain stem by one CH2 unit. This chain translative motion occurs many times
then gives rise to the chain diffusive motion between crystalline and non-crystalline
regions, which is observed in NMR experiments. The tube represents the restriction of
the PE chain from its environment.
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The cartoon picture in Fig. (3.13) gives an explanation for this counterintuitive chain
dynamics observed in SC-PE and MC-PE. In this picture, a chain stem is moving be-
tween the non-crystalline region (the right side) and the crystalline region (the left
side). The tube represents the restriction of the PE chain from its environment and the
diameter of tube indicates the degree of restriction. In this model the chain diffusion is
achieved by the sliding of the chain stem in the tube. Due to the chain connectivity, the
motion of non-crystalline chain portion somehow is connected with that of crystalline
chain portion. Taking into account the fact that the chain diffusion in the crystal is al-
ways along the chain backbone, it is easy to imagine that the favorable chain motion in
non-crystalline regions is the one with a direction along the chain backbone, whereas
the random motion such as the wobbling of chain segments is not compatible with
the diffusive motion, even can be an obstacle of chain diffusion. Following this point,
reducing the freedom of the non-crystalline chain motion, i.e. from random motion to
the motion along the chain backbone, thus would favor the chain diffusive motion. In
the thermodynamics, the reduction in the freedom of the chain motion in fact is low-
ering the entropy change involved in the motion. Hence, besides the activation energy
which relates to the change of chain conformation involved in the motion, the entropy
change in the chain diffusive motion could also play an important role. An experimen-
tal confirmation of this viewpoint will be given in Chapter 6.
3.6 Conclusions
The above observations clearly demonstrate that the restricted local chain mobility
present in non-crystalline regions of the solution crystallized sample plays a conclu-
sive role in the cooperative chain motion. Absence of such restriction in the melt
crystallized sample of the same polymer shows suppressed cooperative motion from
non-crystalline to crystalline regions. This has implications in our understanding of
crystal thickening, for an example the solution crystallized sample shows enhanced
chain mobility along the crystallographic c-axis, ultimately leading to doubling of the
initial crystal thickness after annealing [Rastogi 97].
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Chapter 4
Morphological Effects on Molecular
Dynamics in Non-crystalline Regions
of Linear LMW-PE
In this chapter the molecular dynamics in non-crystalline regions of the low molecular
weight polyethylenes (LMW-PE) will be investigated. The investigation represents the
continuation of the analogous work on the UHMW-PEs in the last chapter. Again, the
motional anisotropy in non-crystalline regions of the LMW-PEs and its implication
on the chain diffusive motion between non-crystalline and crystalline regions, will be
focused in the discussion.
The local chain dynamics in non-crystalline regions of the LMW-PEs was studied
via analyzing the peak width of non-crystalline signals in the CP/MAS spectra, the
motionally reduced 1H− 13C dipolar coupling and the line shape of the 13C CSA
powder pattern. Different with the case of UHMW-PEs, the motional anisotropy in
non-crystalline regions of the LMW-PEs is present not only in the solution crystal-
lized samples but also in the melt crystallized samples. Similar as the case of the last
chapter, the motional anisotropy is thought to be caused by spatial constraints from the
chain folds present in non-crystalline regions of the LMW-PEs.
The implication of anisotropic motion on the chain diffusive motion in the LMW-PEs
was studied with the help of 13C exchange experiment. The experimental data show
that all the studied LMW-PEs with residual CSA present in non-crystalline regions ex-
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hibit a significant chain diffusion between crystalline and non-crystalline regions. This
observation further reveals the influence of the anisotropic motion on the chain diffu-
sive motion between crystalline and non-crystalline regions. In the last part of this
chapter the molecular weight dependence of the chain diffusive motion is discussed
shortly.
Two LMW-PEs were investigated in the work of this chapter. One is named as LMW-
PE1 with a molecular weight Mw = 52kg/mol, polydispersity index (PDI) 2.54. The
other is named as LMW-PE2 with a molecular weight Mw = 87kg/mol, PDI=2.46.
The variation of sample morphology was still achieved by melt/solution crystalliza-
tion process. The solid state NMR techniques performed to study the morphological
influence on the chain dynamics are similar to those used in the last chapter.
4.1 Partially ordered component andmotional anisotropy
From the discussion in the last chapter, the presence of the anisotropic motion in non-
crystalline regions of UHMW-PE has been clearly demonstrated with the help of vari-
ous advanced NMR techniques. The origin of this anisotropic motion is related to the
chain folding structure, which is often present in non-crystalline regions of solution
crystallized PE samples. In this section, we will have a short discussion about the re-
lationship between the motional anisotropy and the partially ordered component, the
latter, that is often used to describe the interfacial component between crystalline and
non-crystalline regions of polymer (Chapter 4, [Sperling 92]). With the knowledge of
the motional anisotropy and the partially ordered component in PE, a comparison of
their detection methods (X-ray vs. NMR) will be given in the last part of this section.
4.1.1 Partially ordered component and motional anisotropy in PE
Themicrostructure of a semi-crystalline polymer is often described by a two-component
model, of crystalline regions embedded in a matrix of non-crystalline part [Flory 53,
Mandelkern 64, Mandelkern 83]. In this model, non-crystalline chains are usually
believed to approach random coil conformations and crystalline chains take regu-
lar conformations and align parallel to each other to fulfill the requirement of crys-
tal lattice. Besides random non-crystalline regions and regular crystalline regions,
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a third component with intermediate order has been proposed to explain some spe-
cial physical properties of polymers, such as the unexpected high density of non-
crystalline region [Robertson 65]. For polyethylene the molecular chains have no
special interaction such as H-bonding in non-crystalline regions. The partially or-
dered component in non-crystalline regions thus is believed to be present only in the
crystalline/non-crystalline boundary [Baker 01, Rastogi 05]. Hence this component
in PE is often called as the interfacial component referring to its location. The in-
troduction of this partially ordered non-crystalline component is necessary, because
long PE chains are unlikely to tolerate the necessary discontinuity in molecular or-
der at the crystalline/non-crystalline interface, which means that a sharp demarcation
line between crystalline and non-crystalline regions is very unlikely. The density con-
straints between crystalline and non-crystalline regions also propose this partially or-
dered component [Hoffman 83, Frank 79, Di Marzio 84]. The existence of partially
ordered component in non-crystalline regions of PE has been proven from both the-
oretical [Balijepalli 98, Flory 84, Gautam 00] and experimental works [Axelson 85,
Kitamaru 77, Mandelkern 90, Mowery 06, Uehara 00].
With the above knowledge the appearance of the partially ordered component in PE
can be described as the following. Assuming that the crystallites are of infinite extent
in the basal plane, then at small distances away from each crystallite surface, most
of the chains present will have originated from the crystallite. The average chain ori-
entation then will not be as random as that in the bulk amorphous matrix but will be
distributed around the normal to the crystallite surface: this is the proposed partially
ordered interfacial component. With this picture in mind, one then could envisage the
relationship between the motional anisotropy and the partially order component in PE:
it is the spatial constraints from the sample morphology that restrict the motion of par-
tially ordered components, then lead to the observed motional anisotropy. Hence, to
some extend the motional anisotropy in nature can be considered as the dynamic be-
havior of partially ordered component. The degree of the motional anisotropy depends
on the type of involved dynamic process and the degree of restriction on the partially
ordered component.
By varying crystallization condition, the degree of order of the partially ordered com-
ponent can be changed. In the case of solution crystallized PE, if the chains which
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emanate from the crystallite surface immediately fold back into the crystallite, by the
adjacent reentry, it is conceivable that due to the spatial constraints the formed chain
folds in nature is the partially ordered component. Whereas, if the morphology of
PE is similar to that described by the switchboard model, the persistence of chain or-
der, i.e. all-trans in the crystal, will be quite weak since the chains are about to enter
the completely random state. As a consequence the partially ordered component in
this case will be present only in the region which is very close to the crystal surface.
From the computer simulation, Rutledge and coworker [Gautam 00, Balijepalli 98]
have reported that a ∼ 0.6nm layer with the chains inside possessing intermediate or-
der bridges crystalline region and non-crystalline regions.
4.1.2 Detection of the partially ordered component and the mo-
tional anisotropy
Although the presence of the partially ordered component in non-crystalline regions of
PE has been proven necessary, the detection and characterization of this component ex-
perimentally are not easy, because this partially ordered component does not exhibit a
clear first-order melting transition or a clear x-ray diffraction. The spectroscopic stud-
ies have provided most of the evidence for the presence of partially ordered component
in non-crystalline regions of PE (X-ray diffraction [Tanabe 86, Baker 01], solid state
NMR spectroscopy [Kitamaru 86, Cheng 94] and Raman spectroscopy [Wang 91]).
Besides, differential scanning calorimetry (DSC) [Mandelkern 85] and dielectric re-
laxation and dynamic mechanical studies [Popli 84] also gave some experimental evi-
dences. In addition the discrepancies in crystallinity values determined from different
techniques have been attributed in part to the fact that some techniques include the
contribution from the partially ordered component, others don’t. However, the above
experimental evidence for the partially ordered component in PE is better to be con-
sidered as the proof of the presence of this component rather than an investigation of
the behavior of this component itself.
Compared to the techniques or methods mentioned above, the methods used in this
work, i.e. monitoring the anisotropy of chain motion via the 1H−13C dipolar coupling
constant and the line shape of the 13C CSA, gives a way that not only evidences the
presence of the partially ordered component, but also reveals the dynamic behavior of
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this component. To elucidate this point, a comparison between the wide angle X-ray
diffraction (WAXD) and the detection of local anisotropic interactions with NMR will
be given in the following.
WAXD is one of the most used techniques to determine the ordered structure of poly-
mers. In principle the WAXD pattern is produced by the diffraction of X-rays through
the periodically spaced atoms (or precisely the electrons that surround the atoms). Ac-
cording to the range of diffraction angle, the ordered structure revealed in the WAXD
pattern usually has periodicity on the sub-nanometer scale, which is the reason that
WAXD is often used for the characterization of crystal structure of polymer. To mon-
itor the partially ordered component in PE, however, WAXD is not suitable. Several
factors limit its application. First, the partially ordered component, just as its name im-
plies, doesn’t contain the completely periodical and ordered structure, thus can cause
a strong broadening on the diffraction lines. Second, the content of this component
in PE is also a problem. The results from computer simulations reveal that the semi-
crystalline component between the crystal and the amorphous is a layer with a thick-
ness of∼ 6A˚ [Gautam 00]. Compared to the usual lamellar thickness of PE crystallites
> 100A˚, the content of partially ordered component in PE is quite low. Furthermore,
the small thickness of this component would cause a broadening effect on its diffrac-
tion lines as indicated by the Debye-Scherrer formula. As a result, the investigation of
this component with WAXD becomes even more difficult.
In contrast to WAXD, the NMRmethods used in this thesis monitor the motionally av-
eraged local NMR interactions and derive the structural information from the dynamic
properties of chain motion. We monitored the motionally averaged 1H− 13C dipolar
coupling and 13C CSA of CH2 units in non-crystalline regions of PE. These motionally
averaged interactions reveal some spatial restriction on the motion of CH2 units. Since
there are no specific interaction such as H-bonding existing in non-crystalline regions
of PEs, the restriction on the motion of CH2 units can be reasonably attributed to the
organization of PE chains, which then can be related to the structure or the morphol-
ogy in the sample. The difference of WAXD detection and our methods for detecting
the partially ordered components in PE has been illustrated in Fig. (4.1).
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Figure 4.1: The illustration of detection ways in X-ray and NMR.
As the diffraction peak in WAXD originates from the periodic structure, the observed
motionally averaged anisotropic NMR interaction can be considered as the result from
the more or less ”ordered” molecular motion. This ”ordered” molecular motion serves
as a bridge connecting the motionally averaged local interaction with the ”ordered”
structure. However, one thing to be kept in mind is that the anisotropic chain motion is
only a dynamical property of polymer chain units, and to derive the structural informa-
tion from the dynamic behavior, one has to be very careful to the model dependence of
the method. In most cases an observed dynamical property can ”fit” for several equiv-
alent motional modes. In order to remove such ambiguities, it is necessary to acquire
other data or the knowledge from other source and check their consistency. In the case
of our work, the restriction on the PE chain units as revealed from 1H− 13C dipolar
coupling is consistent with the axial pattern of 13C CSA, and the proposed motional
mode from the analysis of 13C CSA does not contradict the chain translation motion
observed in the 13C exchange experiment.
4.2 Possible morphology in melt crystallized LMW-PE
The morphology of a polymer varies with crystallization conditions, such as the poly-
mer concentration (if crystallized from solution), state of entanglement, rate of crystal-
lization, chemical nature of polymer chain and other factors [Gedde 04, Sperling 92,
Strobl 97, Ungar 01]. The variation of morphology essentially is an indication of the
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strong kinetic factor involved in the crystallization process, which partially results from
the long chain nature of polymer. Generally when polymers crystallize from a dilute
solution, a morphology close to the regular adjacent reentry is possible. Whereas,
when crystallization occurs from a melt, where entanglements dominate, a morphol-
ogy close to the switchboard model is expected. In the case of UHMW-PE these rules
are applicable, as shown in the last chapter. In the case of LMW-PE, however, the
solution/melt crystallization process doesn’t always lead to the formation of the two
different morphologies mentioned above.
In fact the morphology developed from melt crystallization is a highly debated topic
in polymer crystallography. The central point of contention ultimately is about the
nature of the crystal surface. Hoffman and Keller pushed the idea of adjacent reen-
try as the primary mechanism. In their views the morphology developed from the
melt crystallization should also contain a significant amount of regular chain folds.
This has been supported by the polymer decoration technique developed by Lotz
[Wittmann 85]. Other known scientists from the field such as Flory and Fischer pro-
pose the switchboard model. Strobl also favors less ordered reentry models in his text
book [Strobl 97]. Yet we still lack a technique to monitor each polymer chain to see
how it is organized between crystalline and non-crystalline regions. The experimental
and theoretical studies actually always take a ”mean-field” approach by simplifying
the individual behavior into an average form. So, if the morphology of polymer had
a composite nature, e.g. the coexistence of adjacent reentry structure and switchboard
model structure, the experimental results could be explained by both sides. Evidently,
the separation would come up if one took a selective view of results.
Compared to UHMW-PE, LMW-PE have two distinct features, that is, the relatively
low molecular weight and high content of mobile chain ends. These two features have
a strong effect on the morphology of LMW-PE developed during melt crystallization.
During melt crystallization, the conditions are far away from equilibrium, the poly-
mer chains must adopt a regular conformation from the highly entangled, disordered
melt and align parallel together to form the crystallites. The relatively short chains
of LMW-PE, which can get disentangled, thus will be less constrained by the chain
entanglements during the formation of the crystallites. As a consequence, the mor-
phology of LWM-PE developed from melt crystallization could contain a considerable
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similarity with that obtained from solution crystallization of the same sample, where
the crystals are assumed to be formed from the fully disentangled chains.
This similarity in the morphology consequently leads to a similarity in the morpholog-
ical effect on the chain dynamics, especially for the chains in non-crystalline regions.
Therefore, in contrast to UHMW-PE, where the anisotropic molecular motion in non-
crystalline regions only can be found in the solution crystallized sample, in the case of
LMW-PE the anisotropy could be observed in non-crystalline regions of the solution
crystallized samples as well as the melt crystallized samples.
4.3 Local chain dynamics in non-crystalline regions of
the LMW-PEs
We start our discussion from the 13C−CP/MAS spectra of LMW-PEs in Fig. (4.2),
where the spectra of UHMW-PEs are also given for comparison. Fig. (4.2a) shows the
spectra of solution crystallized samples, whereas Fig. (4.2b) shows the spectra of all
melt crystallized analogues. Comparing the broad non-crystalline peaks in Fig. (4.2a)
with the relatively sharp non-crystalline peaks in Fig. (4.2b), one could easily realize
that the molecular dynamics present in non-crystalline regions of solution crystallized
samples is much more restricted than that in non-crystalline regions of melt crystal-
lized samples, indicating the strong influence of crystallization conditions on the chain
dynamics in non-crystalline regions of PEs, a point that has been already mentioned in
the last chapter.
An interesting phenomenon is indicated by the comparison of the spectra in Fig. (4.2a),
where the spectra of LMW-PEs look very similar with that of UHMW-PE, especially
for their broad non-crystalline peaks. Considering the big difference in the molec-
ular weight of these samples, this similarity reveals a point that the chain segments
in non-crystalline regions of these samples experience more influence from their local
environments (or structure) rather than the molecular weights. This point has an impor-
tant implication on the chain diffusive motion between crystalline and non-crystalline
regions of PE, which will be discussed later.
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LMW-PE1
LMW-PE2
303540 ppm 303540 ppm
UHMW-PE
Solution crystallized Melt crystallized
a) b)
Figure 4.2: The 13C CP/MAS spectra of PEs at 320K: (a) for the solution crystallized
samples; (b) for the melt crystallized samples.
In contrast to the very similar spectra shown in Fig. (4.2a), the spectra of the melt
crystallized PE samples in Fig. (4.2b) show a significant variation with the molecular
weight. In Fig. (4.2b) the non-crystalline peaks of the melt crystallized LMW-PEs
appear smaller and wider than that of the melt crystallized UHMW-PE. The smaller
non-crystalline peaks of LMW-PEs suggest higher crystallinity in these samples, and
the relatively big width of the non-crystalline peaks suggests the presence of some
restriction on the chain dynamics in non-crystalline regions of these samples. How-
ever, compared to the corresponding solution crystallized samples, the non-crystalline
peaks of the melt crystallized LMW-PEs are still sharper, which means that the restric-
tion on chain dynamics in non-crystalline regions of the melt crystallized LMW-PEs
might exist, but should be much weaker than those in the solution crystallized sam-
ples. In the other words, the intermediately broad non-crystalline peaks in the melt
crystallized LMW-PEs could be a hint towards the coexistence of a mobile component
and a restricted component in their non-crystalline regions. This composite nature
of non-crystalline regions in the melt crystallized LMW-PEs is also indicated by the
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measurement of the 1H− 13C heteronuclear dipolar coupling of CH2 units in non-
crystalline regions of the samples.
Due to its orientation dependence, the 1H− 13C heteronuclear dipolar coupling can
be averaged by different dynamic processes, leading to different degrees of reduction
of the observed 1H− 13C dipolar coupling constant [Fischbach 03, Saalwachter 02].
Hence the 1H− 13C heteronuclear dipolar coupling constant gives a measure of the
molecular dynamics. In this work the 1H− 13C heteronuclear dipolar coupling con-
stants in non-crystalline regions of the LMW-PEs were obtained via the REREDOR
experiment. The resulting spinning sideband patterns and 1H−13C heteronuclear dipo-
lar coupling constants taken at the isotropic chemical shift of the non-crystalline sig-
nals are shown in Fig. (4.3).
With the observed 1H− 13C dipolar coupling constants one could have several com-
parisons to see different dependences of the non-crystalline chain dynamics in the
LMW-PEs. From the comparison of the patterns in Fig. (4.3a) and those in Fig. (4.3b),
it is evident that the profiles of the spinning sidebands for the solution crystallized
LMW-PEs and UHMW-PE are much broader than those of the melt crystallized ana-
logues, indicating the presence of stronger dipolar couplings in non-crystalline regions
of the solution crystallized samples. This result is consistent with the different width of
non-crystalline peaks in the solution crystallized and melt crystallized samples shown
in Fig. (4.2).
Because of the long chain nature of PE, the molecular dynamics in PE usually includes
the local dynamics of chain segments and the long range dynamics concerning the mo-
tion of several chain segments or even the whole chain. Due to their different scales
in time and space, the local dynamics does not necessarily have a direct relationship
with the long range dynamics of polymer chain, which usually has a dependence on
the molecular weight. Therefore, it is not very surprising to see the effective 1H− 13C
coupling constants in non-crystalline regions of the LMW-PEs are the same as that
of the solution crystallized UHMW-PE in spite of their huge molecular weight dif-
ference, when comparing the sideband patterns and relevant 1H− 13C coupling con-
stants. These similar effective 1H− 13C coupling constants result from a similar local
molecular dynamics present in non-crystalline regions of the PE samples and thus
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Figure 4.3: The non-crystalline REREDOR spinning sideband patterns of PEs at
320K: (a) for the solution crystallized samples; (b) for the melt crystallized samples.
indicate a similar local environment in non-crystalline regions of the solution crystal-
lized samples. However, different with the case in the solution crystallized samples,
the 1H− 13C coupling constants in non-crystalline regions of melt crystallized sam-
ples seem to vary with the molecular weights of samples. The quantitative analysis
of the sideband patterns yields the effective residual heteronuclear coupling constants
7.2 kHz for non-crystalline components in the two melt crystallized LMW-PEs. A
coupling of 6.3 kHz was obtained for the melt crystallized UHMW-PE. The higher
effective 1H− 13C coupling constants in the melt crystallized LMW-PEs indicate a
certain degree of restriction present in non-crystalline regions of these samples. If one
recalls the 13C CP/MAS spectra of these samples shown in Fig. (4.2b), this observation
matches the interpretation of their relatively wide non-crystalline NMR signals.
The above observations from the 13C CP/MAS spectra and the analysis of 1H− 13C
coupling constants indicate the influence of the crystallization conditions on the local
chain dynamics present in non-crystalline regions of the LMW-PEs. If crystallized
from solution, the chain dynamics in non-crystalline regions of the LMW-PEs experi-
ences a similar degree of restriction as that in UHMW-PEs. Whereas, if crystallized
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from melt, the LMW-PEs seem to have a certain restriction of the chain dynamics in
non-crystalline regions, which does not exist in UHMW-PE. Considering the chemical
structure of PE, the different chain dynamics in non-crystalline regions of PEs most
probably is caused by the different spatial constraints originating from the organiza-
tion of non-crystalline chains. For the solution crystallized LMW-PEs, this constraints
are very likely to arise from the chain folds in non-crystalline regions as the case of
the solution crystallized UHMW-PE. As to the melt crystallized LMW-PEs, the origin
of the constraints is not clear so far. In the following static 13C CSA patterns of the
solution/melt crystallized LMW-PEs will be analyzed to provide the geometrical in-
formation about the dynamic processes of non-crystalline chains, which could be very
helpful to elucidate the nature of the spatial constraints in non-crystalline regions of
the LMW-PEs.
The static 13C CSA patterns of LMW-PEs were recorded via the SUPER experiment.
The crystalline 13C CSA patterns of LMW-PEs in Fig. (4.4) look similar. This sim-
ilarity indicates that the major parts of crystalline components in these samples are
similar, although non-crystalline regions of these samples might possess a big differ-
ence. However, compared to the solution crystallized samples, the crystalline pattens
of the melt crystallized LMW-PEs always only show soft features. These soft features
of the patterns probably is indicative of the strong molecular motion, i.e. the chain
diffusion, present in the crystallites of these melt crystallized samples, which will be
discussed in detail later.
Different with the crystalline 13C CSA patterns in Fig. (4.4), the non-crystalline 13C
CSA patterns in Fig. (4.5) show evident variations. The line shape of the non-crystalline
13C CSA patterns for the solution crystallized LMW-PEs show features of an axial-
symmetric CSA tensor, whereas the CSA patterns of non-crystalline regions for the
melt crystallized LMW-PEs resemble a broadened isotropic resonance line. These
different 13C CSA patterns indicate the different geometry of chain dynamics in non-
crystalline regions of the samples, i.e., non-crystalline chains in the solution crystal-
lized LMW-PEs follow a more restricted anisotropic motion close to a locally axial
motion along the chain backbone, whereas non-crystalline chains in the melt crystal-
lized LMW-PEs undergo a more isotropic motion. This observation is consistent with
the observations in UHMW-PE.
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Figure 4.4: The crystalline 13C CSA patterns of the solution crystallized and melt
crystallized PE samples. These patterns are extracted from the SUPER experiments,
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Figure 4.5: The non-crystalline 13C CSA patterns of: (a) solution crystallized PEs;
(b) melt crystallized PEs. These patterns are extracted from the SUPER experiments,
which were performed at T=320K.
As a local interaction, 13C CSA in nature is only sensitive to the local electronic en-
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vironment of the observed 13C nucleus. Hence, for the solution crystallized PEs the
axial motion along the chain backbone in non-crystalline regions, as indicated by the
13C CSA patterns, would not be strongly influenced by the molecular weight, i.e.
the length of polymer chain. This is indicated by the similar 13C CSA patterns in
Fig. (4.5a). However, comparing carefully the 13C CSA patterns of LMW-PEs with
that of UHMW-PE in Fig. (4.5a), there are still some difference present in those spec-
tra. Less distinct features of an axial-symmetric CSA tensor show up in the patterns
of LMW-PEs. This difference might be related to the different molecular weights of
samples, but could also originate from other reasons, such as the not completely equiv-
alent crystallization condition of sample.
A comparison of 13C CSA patterns in Fig. (4.5b) shows that the patterns of LMW-
PEs are wider than that of UHMW-PE. This indicates a more restricted chain dynam-
ics present in non-crystalline regions of the melt crystallized LMW-PEs compared to
UHMW-PE. The difference becomes more pronounced in the 13C CSA patterns of
melt crystallized samples shown in Fig. (4.6), where the initial sources of polarization
of the 13C CSA patterns are varied. If the experiment is started with a direct excitation
of 13C and with the chosen relaxation delay in the experiments (2s), the acquired signal
originates from the most mobile part in non-crystalline regions of sample. Whereas,
if the experiment is started with an initial cross polarization step, the acquired sig-
nal results predominantly from sites with a strong heteronuclear dipolar coupling and
thus, immobile sites in close proximity to crystalline areas. On shortening the contact
time the immobile component in the signal becomes more and more pronounced (see
Fig. 4.6a, b).
In Fig. (4.6a, b), with a relatively long contact time (1ms), only a slight asymmetric
feature has been observed in the line shape of the 13C CSA patterns for the two LMW-
PEs, but the whole profiles of patterns still resemble broad isotropic resonance lines as
those from the single pulse excitation method. As the contact time was reduced, the
features of the axial-symmetric CSA tensor show up in the 13C CSA patterns of the
two LMW-PEs. When the contact time was set to 0.1ms, the 13C CSA patterns of the
two melt crystallized LMW-PEs become very similar to the patterns of the solution
crystallized analogues. This similarity shows that the motion of some immobile non-
crystalline components in the melt crystallized LMW-PEs has a similar geometrical
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Figure 4.6: The non-crystalline 13C CSA patterns of melt crystallized PE samples. (a)
the patterns of LMW-PE1; (b) the patterns of LMW-PE2; (c) the patterns of UHMW-
PE. These patterns are extracted from the SUPER experiments performed at 320K. The
initial sources of polarization of the CSA patterns vary from the single pulse excitation
to the 1H− 13C cross polarization with different contact time.
property as that in the solution crystallized analogues. Considering the most probable
origin of the 13C CSA pattern shape, this similarity can be indicative of the presence of
the chain folds in these melt crystallized LMW-PEs. In contrast, the 13C CSA patterns
of the melt crystallized UHMW-PE in Fig. (4.6c) do not show any similar tendency.
This indicates that the immobile components in the two melt crystallized LMW-PEs
are not present in the melt crystallized UHMW-PE. However, although the immo-
bile components in the two melt crystallized LMW-PEs has been clearly shown up in
Fig. (4.6a, b), the quantification of these components is hampered by the dependence
of the polarization transfer efficiency of the CP method.
Combining the data reported above altogether, one could figure out some character-
istics of the chain dynamics and possible structure in non-crystalline regions of the
LMW-PEs. For solution crystallized PE, a well accepted morphology model is that the
crystals are formed by the folded chains and, the chain folds next to the crystal surface
are non-crystalline regions as that shown in Fig. (4.1). The observation in the solution
crystallized LMW-PEs approves of this kind of morphological picture. The restricted
chain dynamics in non-crystalline regions of the solution crystallized LMW-PEs most
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likely arises from the chain folds in non-crystalline regions, which are restricted by the
two anchor points in the crystal surface and their neighboring chains. This morphology
can favor the chain units to perform a rotation combined with a translation along the
chain backbone. The rotation of the non-crystalline CH2 units is consistent with the
motional anisotropy as revealed by the 13C CSA patterns and the translation motion
which will be shown with the 13C exchange experiment in the following sections. For
the melt crystallized PE, the sample morphology is more complicated. Chiefly, two
kinds of morphologies, i.e. the adjacent reentry chain folding model and the random
reentry switchboard model, have been proposed to exist in non-crystalline regions of
PE. Our observations show an intermediate restricted chain dynamics present in non-
crystalline regions of the melt crystallized LMW-PEs. The motional anisotropy re-
vealed in the 13C CSA patterns shows the geometrical information of the restricted
chain dynamics, and thus indicates that this restricted chain dynamics in the melt crys-
tallized LMW-PEs could also originate from the chain folds, similar as that in the
solution crystallized analogues. Hence, from our observations the crystals in the two
LMW-PEs can in no way be of the complete random reentry switchboard type. The
gradual line shape variation of the 13C CSA patterns in Fig. (4.6a, b) indicates that
combination of both limiting models, chain folding and switchboard structures, are
present in non-crystalline regions of the melt crystallized LMW-PEs. However, the
average scenario will be located between the two limiting models, and may depend
on the molecular weight and the crystallization procedure. In contrast, the 13C CSA
patterns in Fig. (4.6c) indicate that the predominating structure in the melt crystallized
UHMW-PE seems to be the switchboard model.
In order to see how the chain dynamics in non-crystalline regions of the LMW-PEs
varies with the temperature, REREDOR experiments of the two LMW-PEs were per-
formed at different temperatures. The resulting spinning sideband patterns and 1H−
13C coupling constants in non-crystalline regions of the LMW-PEs are shown in Fig. (4.7)
and Table. (4.3) respectively.
From the 1H− 13C dipolar coupling constants listed in the Table (4.3), it is easy to find
that, for a chemically identical PE sample the solution crystallized material always
shows a lower temperature dependence of the effective 1H−13C dipolar coupling con-
stants than the comparable melt crystallized one. However, the stability of this chain
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Figure 4.7: The non-crystalline REREDOR spinning sideband patterns at different
temperatures of: (a) solution crystallized LMW-PE1; (b) melt crystallized LMW-PE1;
(c) solution crystallized LMW-PE2; d) melt crystallized LMW-PE2.
LMW-PE1 LMW-PE2 UHMW-PE
T[/K] SC MC SC MC SC MC
360 8.5 5.2 7.5 5.7 8.8 5.0
350 8.8 5.8 8.3 6.2 8.9 5.3
340 9.1 6.1 8.6 6.7 8.9 5.6
320 9.1 7.2 9.0 7.2 9.1 6.3
300 9.1 7.6 9.0 8.5 9.1 6.9
Table 4.1: The 1H− 13C dipolar couplings constant DIS/2π (kHz) in the non-
crystalline regions of the solution crystallized (SC) and melt crystallized (MC) LMW-
PEs at different temperatures. For the comparison the 1H− 13C dipolar coupling con-
stants in the non-crystalline regions of solution/melt crystallized UHMW-PEs are also
listed in this table. All of these constants are from the simulations of the corresponding
experimental spinning sideband patterns.
folding structure in the solution crystallized samples seems to have a dependence on
the molecular weight. This is revealed by the experimental fact, that the tempera-
ture dependence of the 1H− 13C dipolar coupling constants in the two LMW-PEs is
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higher than that in the UHMW-PE, where the 1H− 13C dipolar coupling constants
hardly changes with increasing temperature. As to the melt crystallized sample, due
to the completely different sample morphology the temperature dependence of the
1H− 13C dipolar coupling constants then becomes a different scenario. In melt crys-
tallized UHMW-PE, the most probable structure in its non-crystalline regions would
be the random-coiled structure. With increasing temperature, the random motion of
the chain segments in this structure will be gradually increased, leading to the grad-
ual decreasing of the observed non-crystalline 1H− 13C dipolar coupling constants.
For the melt crystallized LMW-PEs, depending on the molecular weight and the con-
ditions of melt crystallization, the structure present in non-crystalline regions would
be a combination of the random-coiled structure and the chain folding structure. The
observed non-crystalline 1H− 13C dipolar coupling constants decrease with increas-
ing temperature, indicating the presence of the random-coiled structure like the case
of the melt crystallized UHMW-PE. However, at every specific temperature, the non-
crystalline 1H− 13C dipolar coupling constants in the melt crystallized LMW-PEs are
always bigger than that of the melt crystallized UHMW-PE, which probably indicates
the presence of the chain folding structure in the samples.
4.4 Chain diffusion in the LMW-PEs
After the discussion of the local chain dynamics in the LMW-PEs, in this section we
will show how the local chain dynamics, e.g. the motional anisotropy, would influ-
ence the chain diffusive motion between non-crystalline and crystalline regions in the
LMW-PEs.
Fig. (4.8) exhibits 1D 13C exchange NMR spectra of the two LMW-PEs samples
recorded at T=320K with various exchange times. From Fig. (4.8) one could see that
the exchange spectra of all LMW-PEs show a fast intensity increase of the crystalline
peak with increasing exchange time. Analyzing the time dependence of the crystalline
signal build-up processes reveals a clear diffusive behavior, indicating that the crys-
talline signal build-up processes in all these LMW-PEs result from the chain diffusion
process. As mentioned in the previous sections, all the LMW-PEs show the motional
anisotropy in non-crystalline regions, no matter it is crystallized from melt or solution.
The motional anisotropy in non-crystalline regions of PE has a geometry compatible
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to a hopping motion of chain units inside crystals and thus favors the chain diffusive
motion between non-crystalline and crystalline regions. This leads to the explanation
that all the LMW-PEs, which posses the motional anisotropy in their non-crystalline
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Figure 4.8: The 13CMAS exchange spectra of: (a) solution crystallized LMW-PE1; (b)
melt crystallized LMW-PE1; (c) solution crystallized LMW-PE2; (d) melt crystallized
LMW-PE2. All the experiments were measured at 6k Hz MAS, T=320K with different
exchange times.
The temperature dependence of the chain diffusion behavior in the LMW-PEs is shown
in Fig. (4.9), where the 1D 13C exchange NMR spectra of LMW-PEs were acquired
at different temperatures but with a constant exchange time of 5s. With increasing
temperature, the exchange spectra in Fig. (4.9) show a gradual increase of crystalline
signals, indicating the accelerated chain diffusion in these samples.
However, although the increase of chain diffusion rate in the LMW-PEs on elevating
the temperature has been expected, the temperature dependence of the chain diffusion
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Figure 4.9: The temperature varied 13CMAS exchange spectra of: (a) solution crystal-
lized LMW-PE1; (b) melt crystallized LMW-PE1; (c) solution crystallized LMW-PE2;
(d) melt crystallized LMW-PE2. All the experiments were measured at 6k Hz MAS and
with a fixed exchange time (5s)
behavior in the LMW-PEs is not so easy to understand. Compared to the solution
crystallized UHMW-PE, the chain diffusive behaviors in the LMW-PEs always show
a lower temperature dependence. For the melt crystallized LMW-PEs, the temperature
dependence of their chain diffusion behaviors might be caused by their complicated
morphologies. Whereas, for the solution crystallized LMW-PEs, which are supposed
to have a similar morphology as the UHMW-PE, their lower temperature dependence
of chain diffusive behavior thus is unexpected. In the following, the exchange spectra
of the solution crystallized UHMW-PE and LMW-PE2 acquired at different tempera-
tures will be analyzed to give an explanation for their different temperature dependence
of the chain diffusive behavior. Comparing the spectra of UHMW-PE in Fig. (4.10a)
and LMW-PE2 in Fig. (4.10b), one could conclude that at low temperatures (300K
and 320K) the chain diffusion behaviors in these two samples are quite similar, indi-
cating the similar morphology, i.e. the chain folding, present in these two samples at
these temperatures. When the temperature increases further, however, the chain dif-
fusive behaviors in these two samples differ. For the UHMW-PE, the chain diffusion
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rate gets a further enhancement with increasing temperature. At 340K and 360K, the
increase of crystalline signal intensity in the UHMW-PE shows up a clear plateau,
indicating that the crystals in the sample reach a fully polarized state. In contrast,
for the LMW-PE2 no obvious enhancement of the chain diffusion rate with increas-
ing temperature was observed in the spectra. Even at the high temperature (360K) the
increase of the crystalline signal in the spectra still looks like the case at 300K. Consid-
ering the similar crystallinity and lamellar thickness in the UHMW-PE and LMW-PE2,
one possible explanation for their different temperature dependency of chain diffusion
behavior could be related to the stability of the structures in non-crystalline regions
of the sample. As already discussed above, the chain diffusive motion between non-
crystalline and crystalline regions in solution crystallized PE samples is facilitated by
the motional anisotropy present in non-crystalline regions of sample, which requires
the spatial restriction from the chain folding structure in the solution crystallized PE
samples. Therefore, the change of chain folding structure will influence the chain
diffusion in the sample. In the case of solution crystallized LMW-PE2, due to its rela-
tively high content of chain ends, the chain folding structures in non-crystalline regions
are easier to become loose compared to that in the UHMW-PE, when the tempera-
ture is elevated. The loose chain folding structures then lead to a less chain motional
anisotropy in non-crystalline regions of sample, which is consistent with the decrease
of the 1H− 13C dipolar coupling constant in non-crystalline regions of solution crys-
tallized LMW-PE2 at high temperatures. As a result, due to the relatively unstable
structure in non-crystalline regions of the LMW-PEs the increase of temperature then
gives more contribution to the isotropic chain motion rather than the translational mo-
tion of non-crystalline chains.
4.5 Conclusions
In the LMW-PEs the motional anisotropy of non-crystalline chains has been observed
in solution crystallized samples as well as in melt crystallized samples. Since this
motional anisotropy most probably originates from the chain folding structure, this
observation indicates that the chain folding structure can be formed in non-crystalline
regions of the solution and melt crystallized LMW-PEs. All the LMW-PEs, which
























Figure 4.10: The 13C exchange spectra of two solution crystallized PE samples at
different temperatures: (a) for the UHMW-PE; (b) for the LMW-PE2. The range of
exchange time t in all of these exchange experiments was chosen from 0.8s to 120s.
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behavior. However, for the solution crystallized LMW-PEs, the chain diffusive behav-
ior shows a lower temperature dependence compared to that of UHMW-PE. Combined
with the observation of the non-crystalline 1H− 13C dipolar coupling constants at dif-
ferent temperatures, this difference may be explained by a possible structure variation
(the loosening of chain folding) with increasing temperature.
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Morphological Influence on Molecular
Dynamics of UHMW-PE Fiber
In this chapter we will change our subject to the molecular motion in the UHMW-PE
fiber. The sample morphology will still be considered as the key to understand the
specific features of molecular dynamics in the sample.
The UHMW-PE fiber investigated in this work is the product from DSM (Dyneema
SK75), produced via the gel-spun procedure [Smith 79, Smith 80, Smith 81]. The
chain-extended structure [Van Aerle 88] is considered to be present in this fiber sam-
ple, which gives rise to the very high mechanical performance. In a microscopic view,
this specific chain-extended structure in the fiber apparently has an influence on the
molecular motion, which will be studied in this chapter.
In the beginning of this chapter, a short introduction about the drawing process of PE
and the morphology of resulting PE fiber will be given as a prerequisite knowledge
for the following discussion. The next part of this chapter is the discussion about
local chain dynamics and long range chain diffusive motion in the sample. Since the
morphologies of the solution crystallized UHMW-PE and this fiber sample have some
inherent similarity, a comparison of molecular dynamics between these two samples
will be given. The solution crystallized UHMW-PE sample studied here is the one
which has been investigated in Chapter 3. This sample has a similar molecular weight
and molecular weight distribution as the fiber sample and thus is comparable with the
fiber sample. Taking advantage of the chain diffusion behavior in the fiber sample, a
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method for determination of crystallinity of PE fiber is proposed afterwards.
5.1 Drawing of PE sample and the fiber morphology
The chain-extended structure of PE fiber is created from the drawing process. To
understand its characteristic, the knowledge about the possible change in the sam-
ple morphology during the drawing process is helpful. Following Peterlin’s model
[Peterlin 71], drawing of PE sample involves three stages of changes in the sample
morphology: (1) the plastic deformation of the crystallites at low draw ratios; (2) the
transformation of the lamellar structure into the fibrillar structure; and (3) the defor-
mation of the fibrillar structure, when the drawing ratio λ is bigger than 15. However,
depending on the initial morphology of sample and the drawing conditions, the de-
marcation between these stages usually is not very clear. For the solution crystallized
UHMW-PEs in the hot drawing procedure, a refined drawing model has been proposed
[Van Aerle 88], which stresses the transformations from the lamellar structure into the
fibrillar structure and from the fibrillar structure to the chain-extended structure, be-
cause the lamellar break-down and formation of the fibrillar structure usually happen
at the same time. In the following discussion we will follow this drawing model and
consider the drawing process as a two-stage process, that is, the first stage for the
lamellar break-down and formation of the fibrillar structure, and the second stage for
the further change of fibrillar structure to the chain-extended structure. A schematic
representation of this drawing process model is shown in Fig. (5.1).
The stage (i) in Fig. (5.1) happens when a sample is drawn at a low draw ratio. Even at
a low draw ratio, the lamellar structure of sample might been destroyed to some extent,
as has been supported by experimental observations from SAXS, electron microscopy,
and neutron scattering experiment [Van Aerle 88, Petermann 79, Chuah 86, Adams 86,
Wu 92]. In these observations the existing lamellar crystallites are broken by the shear
forces and then form the fibrillar structure accompanied with some changes in the crys-
tal thickness, decreased lateral dimensions and reduced perfection. As the draw ratio
increase, the fibrillar structure will get a further extension and change into the stage
(ii). However, to have a high draw ratio in a PE sample, some conditions in the sample
morphology have to be fulfilled, such as an easy chain sliding inside crystallites and
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Draw ratio 
(i) (ii)
Figure 5.1: Schematic illustration of drawing process. The stage (i): the break-down
of lamellae and the formation of microfibril; the stage (ii): the extension of the mi-
crofibrillar structure. The bidirectional arrows indicate the chain diffusion inside the
structure.
sufficiently low level of chain entanglements in non-crystalline regions. These precon-
ditions can be fulfilled by the suitable processing history of the initial sample. After
stage (ii), the polymer chains get more and more extended, which is illustrated by the
cartoon picture in the right side of Fig. (5.1).
In literature, there are two models available for the description of the fiber structure,
that is, the continuous crystalline model and the microfibrillar model [Berger 03]. The
continuous crystalline model assumes the macrofibril consisting of a more or less con-
tinuous crystalline phase with dispersed defects. On the other hand, the microfibrillar
model describes the macrofibril of fiber as a bundle of highly extended chains with
a diameter of 15− 20nm. These models have been illustrated in Fig. (5.2). The big
difference between these models lies in the way how the stress transfers to the fiber.
Concerning the molecular dynamics, these two models will not give too much differ-
ence. The prominent chain-extended structure favors the chain slippage in the sample
as indicated by the results from the creep experiments [Ward 84, Govaert 92]. How-
ever, the highly extended chains in the fiber do not mean that the PE chains form
crystalline lamellae with the thickness equal to the contour length of chain. In fact
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the fiber crystals usually do not have a lamellar structure any more. Concerning the
crystal size in PE fibres, the lateral dimensions were found to be of about 13 to 15 nm
[Nakamae 91, Grubb 92], but the crystalline length in chain direction usually varies
with the fiber type, i.e. a length of 71 nm for the Dyneema fiber [Nakamae 91]; 5-13








- ~1800 highly oriented molecules
per cross section.
- contains crystallites and disordered
domains.
Figure 5.2: The illustration of fiber structural models: (a) the microfibrillar model;
(b) the continuous crystalline model. The lines denote the molecular chains and the
small spheres denote the chain ends. This model illustration is taken from the Ref.
[Berger 03].
5.2 Structural irregularity andmolecularmotion in the
UHMW-PE fiber
UHMW-PE fibers have a high Young’s modulus and a high tensile strength, which
originate from the highly extended chain structure [Ward 88]. However, the results
from computer simulation demonstrate that a fully extended PE chain could give a
tensile strength of 7GPa [Crist 95], which is much higher than the strength of UHMW-
PE fiber in practice (3∼ 4GPa). This difference between the theoretical and practical
strength values has been attributed to the structural irregularity and the chain slip-
page in the fiber [Choda´k 98, Berger 03]. In literatures the structural irregularity in PE
fiber includes the irregular crystalline part and the non-crystalline part [Lagaron 99,
Lagaron 00, Mowery 06]. The degree of structural irregularity depends on the proper-
ties of the starting material (molecular weight, linearity of chain, degree of entangle-
ment, cross-linking, sample morphology) and on the processing procedure (solid state
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or melt extrusion, gel spinning, hot drawing).
The presence of the irregular crystalline part in PE fiber has been revealed by many
phenomena. The crystallinity value of PE fiber vary when determined with different
measuring techniques [Berger 03, Karacan 06, Mowery 06]. This variation is consid-
ered as a reflection of the presence of the irregular crystalline part in the PE fibers. The
broadening effect in the WAXD patterns of the PE fiber is also considered to result
from this irregular crystalline part [Baker 01]. For the molecular motion, the presence
of the irregular crystalline part apparently will give some influence on the chain mo-
tion inside the crystallites. It is easy to envisage that the chain units in the irregular
crystalline part will be less restricted by the crystal lattice and thus could have a higher
mobility compared to those in the regular crystalline part. Recently people found that
the chain segments in the irregular ”crystalline” region of PE fiber undergo a wiggling
motion around the chain axis with an intermediate amplitude, whereas the all-trans
conformation of chain units is still kept unchanged [Mowery 06]. Combined to the
observed chain diffusion in the fiber crystallites [Hu 99a, Hu 00], the local motion of
chain units in the irregular crystalline part thus may play an important role in accel-
erating or even initiating the chain diffusion in the fiber crystallites. Towards a better
understanding of its implications on the chain diffusion in the fiber crystallites, a de-
tailed discussion about the location and geometry of the local motion of chain units in
the irregular crystalline part will be given in the following section.
5.3 Standard 13C solid state NMR spectra of the UHMW-
PE fiber
In the last two chapters, a strong relationship between the sample morphology and the
molecular dynamics has been found in several PEs. Similarly, for the specific mor-
phology in the fiber sample, one would also expect it to show some influences on the
molecular dynamics in the fiber. Some influences have been evidenced by the standard
13C solid state NMR spectra of the UHMW-PE fiber in Fig. (5.3). For a comparison,
the spectra of melt and solution crystallized UHMW-PEs are also shown in Fig. (5.3)
The three spectra in the left column in Fig. (5.3) are the 13C CP/MAS spectra of
the melt crystallized UHMW-PE (Fig. (5.3)a), the solution crystallized UHMW-PE
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Figure 5.3: The 13C solid state NMR spectra of different PE samples at 320K:
the CP/MAS spectrum of (a) melt crystallized UHMW-PE, (b) solution crystallized
UHMW-PE, (c) fiber sample; the SP/MAS spectrum of (d) melt crystallized UHMW-
PE, (e) solution crystallized UHMW-PE, (f) fiber sample.
(Fig. (5.3)b) and the UHMW-PE fiber (Fig. (5.3)c). All these spectra were recorded
at 320K. In these spectra the strong signals at ∼ 33ppm are assigned to CH2 units in
orthorhombic crystals and the relatively weak signals at ∼ 31ppm are assigned to the
units in non-crystalline regions. Because of the different crystallinities and different
chain mobilities in non-crystalline regions of the samples, these non-crystalline signals
differ in intensity and peak width. With a normalized intensity of the crystalline sig-
nals in these 13C CP/MAS spectra, the different signal intensities from non-crystalline
regions in the spectra indicate that the fiber sample has the highest crystallinity and the
melt crystallized UHMW-PE the lowest. The peak width of non-crystalline signal is
indicative of the local chain mobility in non-crystalline regions of these PE samples.
In the three spectra, one could easily see that the melt crystallized sample shows a
sharp non-crystalline peak, indicating a fast molecular dynamics present in its non-
crystalline area. The solution crystallized sample shows a wide non-crystalline peak,
which can be attributed to the spatial constraints from the chain folds as discussed in
Chapter 3. For the fiber sample, although the intensity is low, the non-crystalline peak
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in the fiber sample shows an intermediate peak width, indicating that the local molec-
ular dynamics in non-crystalline regions of the fiber is less mobile than that of the melt
crystallized sample but more mobile than that of the solution crystallized one. Associ-
ated with the sample morphology, one would expect that this partially restricted molec-
ular dynamics most probably originates from the spatial constraints of the special mor-
phology of the fiber. In addition, for the 13C CP/MAS spectrum of fiber, an additional
signal appears at a chemical shift of∼ 34ppm. The signal can be assigned to the mon-
oclinic crystal phase [VanderHart 84], which usually appears in fiber samples when
the orthorhombic crystal experiences a deformation [Painter 77, Holland-Morit 81].
The three spectra in the right column of Fig. (5.3) were acquired at 320K via the single
pulse excitation with a 5s recycle delay. As mentioned in Chapter 3 & 4, the signals in
this single pulse excitation routine have different origins with those from a CP routine.
In this routine the acquired non-crystalline signals represent the whole non-crystalline
phase because of its short 13C T1 relaxation time (∼ 0.6s) and, the crystalline signal
is from the surface of the crystallites due to the short diffusion time (the 5s recycle
delay). From the discussion in Chapter 3 & 4, one knows that the fast chain diffu-
sive motion in the sample has a close relationship with the chain folding structure in
non-crystalline regions of sample. As to the fiber sample, it is interested to find that
a crystalline peak appears in its spectrum (Fig. 5.3f). Although the crystalline peak in
the spectrum of fiber is not as strong as that in the spectrum of solution crystallized
sample, the appearance of this crystalline signal indicates that the chain segments in
this fiber sample can still easily move between crystalline and non-crystalline regions
in spite of the big crystal thickness of sample. Concerning how the chains in the fiber
sample can have an easy diffusive motion and whether the motional anisotropy is also
present in this sample, the above standard 13C solid state NMR spectra cannot give the
answer. In order to find the answer, several advanced solid state techniques will be
applied to the fiber sample, which is given in the following sections.
5.4 Motional anisotropy in the UHMW-PE fiber
In this section the 13C CSA patterns of the fiber sample were obtained from the ”isotrop-
ically” distributed fiber sample, that is the chains in the fiber sample have an almost
112
5.4 Motional anisotropy in the UHMW-PE fiber
isotropic orientation with respect to B0. In order to achieve this isotropic orientation
distribution, the fiber sample was cut to small pieces before packing into the rotor, as
illustrated by the cartoon picture in Fig. (5.4).
MAS
The unoriented sample under MAS
crystalline non-crystalline



































Figure 5.4: 13C CSA patterns of unoriented fiber sample at 320K. (a) the crystalline
pattern and (d) the non-crystalline pattern of fiber. The initial 13C polarization in these
two patterns is from CP step; (b) the crystalline pattern and (e) the non-crystalline pat-
tern of fiber. The initial 13C polarization in these two patterns is from the single pulse
excitation. (c) the crystalline pattern and (f) the non-crystalline pattern of solution
crystallized UHMW-PE. The initial 13C polarization is from the single pulse excita-
tion.
To monitor the crystalline/non-crystalline components in the fiber sample the initial
source of polarization in the SUPER experiment was varied. The patterns in Fig. (5.4a,
d) are from the experiment which starts with an initial CP step. Due to the depen-
dence on the CP efficiency, the acquired signals in this way strengthen the components
with strong heteronuclear dipolar coupling, e.g. the crystalline component and non-
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crystalline component with restricted molecular dynamics. In contrast, the patterns
in Fig. (5.4b, e) recorded using the 13C single pulse excitation with a shot relaxation
delay (2s). In this case, non-crystalline signals with a short 13C T1 relaxation time are
predominant. And the crystalline signal in this case results from the chain diffusion
between non-crystalline and crystalline regions. Due to the short diffusion time (∼ 2s),
the pattern in Fig. (5.4b) exhibits predominant signals from the surface of crystallites.
As a comparison, the 13C CSA patterns of solution crystallized UHMW-PE obtained
under equal experimental conditions are also shown in Fig. (5.4c and f).
The CSA pattern shown in Fig. (5.4a) looks similar to the 13C crystalline patterns of
UHMW-PE samples shown in Chapter 3. This similarity indicates that the main parts
of crystallites in this fiber are similar as those in the other UHMW-PEs. An interesting
phenomenon is observed from the pattern in Fig. (5.4b), where the signal originates
from the surface of the fiber crystallites. The shape of this pattern shows features of
an axial-symmetric CSA tensor, similar to the shape of the non-crystalline pattern in
solution crystallized samples in Fig. (5.4f). As already mentioned before, this kind of
shape indicates that the involved chains follow a restricted anisotropic motion close
to a locally axial motion around the local chain backbone. Analogous as the case in
the solution crystallized UHMW-PE, this motion anisotropy in the fiber sample will be
expected to favor the chain diffusive motion.
With the same experimental condition, the 13C CSA pattern from the surface of crys-
tallites in the solution crystallized UHMW-PE were also obtained, which is shown in
Fig. (5.4c). Obviously, the shape of this pattern does not exhibit features of an axial-
symmetric CSA tensor, although this pattern shape looks complicated. This special
pattern shape might originate from the overlap of two components, that is, the nor-
mal crystalline pattern from the deeper part of crystal, and the pattern with the axial-
symmetric tensor feature from the surface of crystal. This kind of complicated shape
actually also appears in the crystalline 13C CSA patterns in the other PE samples in
our study. In literature, people has found that these two components could exchange
together [Edzes 84]. The 13C− 13C spin diffusion was used to explain the exchange
phenomenon. However, the exchange between these two components can be explained
as well by the fast chain diffusion present in the sample.
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Now one could compare the motional anisotropy in the fiber sample and the solution
crystallized UHMW-PE. In the fiber sample, this motional anisotropy is present in the
surface of the crystallites. Whereas, in the solution crystallized UHMW-PE, this mo-
tional anisotropy is found in non-crystalline regions. Considering the morphology of
the solution crystallized UHMW-PE, its non-crystalline component, which is likely to
be the chain folds, is also located in the crystal surface. This similarity indicates that
the motional anisotropy in the fiber sample might also play a role for facilitating the
chain diffusive motion.
Compared to the 13C CSA patterns of crystalline component, the patterns of non-
crystalline component in the fiber sample, however, are not very informative. The
13C CSA pattern from the bulk non-crystalline part shows a wide but almost isotropic
line (Fig. (5.4e)), whereas the 13C CSA pattern from the restricted non-crystalline part,
obtained experimentally with an initial CP step, shows a strange lineshape (Fig. 5.4d),
indicating the presence of some restriction on this non-crystalline component. How-
ever, without additional information, it is not possible to get the proper geometry infor-
mation of the restriction just from the line shape in Fig. (5.4d). Nevertheless, from the
comparison of the patterns in Fig. (5.4d) and Fig. (5.4e), one still can draw the conclu-
sion that the non-crystalline part of fiber sample at least consists of two components
with different degrees of restriction on their local dynamics.
5.5 Structural irregularity in the UHMW-PE fiber
Taking advantage of the presence of chain orientation in the fiber, it is possible to
record the 13C CSA pattern of fiber when it is oriented at a certain angle. In this
case all of the molecular chains in the fiber are more or less oriented along a direction,
which will leads to some orientation effects shown in the pattern shape [VanderHart 84,
Mowery 06]. In our experiments the fiber (the fiber drawing axis) was aligned at the
magic angle, i.e. ∼ 54.7◦ with respect to the external magnetic field B0 and the result-
ing patterns are exhibited in Fig. (5.5).
The crystalline pattern in Fig. (5.5a) was recorded via a CP step for the creation of
the initial polarization. In contrast to the pattern of the ”isotropic” fiber sample, the
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Figure 5.5: 13C CSA patterns of oriented fiber sample at 320K. (a) The crystalline
pattern and (d) the non-crystalline pattern of oriented fiber. The initial 13C polar-
ization in these two patterns is from CP step; (b) the crystalline pattern and (e) the
non-crystalline pattern of oriented fiber. The initial 13C polarization in these two pat-
terns is from the single pulse excitation. Two simulated patterns ( the grey lines) are
plotted close to the relevant experimental ones.
pattern in Fig. (5.5a) shows a specific two-horn shape, which actually originates from
the chain orientation in the fiber. A short interpret about the origin of this pattern shape





In our case, θ in this formula is equal to themagic angle, i.e. 3cos2θ−1= 0. Therefore,





Then, if φ distributionP(φ) of the sample is known, the pattern S(ωcsa) can be obtained
by:
S(ωcsa) = P(φ)| dθdωcsa | (5.3)
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Substituting dθdωcsa in Eq. (5.3) with the relationship of ωcsa ∼ θ given in Eq. (5.2) leads
a new form of S(ωcsa):
S(ωcsa) = P(φ)| 32Δηsin2φ| (5.4)
For a uniform axial distribution, P(φ) is equal to 1. Therefore, finally S(ωcsa) has a
formula:






Eq. (5.6) shows that the two singular points of S(ωcsa) will appear at ω=±Δη3 , which
actually give rise to the two horns in the pattern of oriented fiber. In our experimental
condition, Δ and η have the values of -20.5 and 0.659 respectively. Thus, for a PE fiber
with a perfect chain orientation, the distance between two singularities is ∼ 9ppm,
which is quite close to the observation in the experiment here (∼ 6ppm). The differ-
ence between the theoretical and experimental value originates from the orientation
distribution present in the fiber sample. Computer simulation revealed that a fit for the
pattern in Fig. (5.5a) needs a Gaussian distribution of the oriented chains with σ= 2◦.
The simulated pattern is plotted as the gray line in Fig. (5.5a) and is in good agreement
with the experimental pattern. From the simulation results, it is known that the main
part of crystalline chains in the fiber has a high degree of orientation. However, the 2◦
deviation can originate from the alignment of the fibers in the MAS rotor as well from
a misalignment of the polymer chains in the fiber. Varying the initial polarization of
the 13C CSA pattern from a CP method to a single pulse excitation, the degree of chain
orientation at the surface of fiber crystallites can be monitored. This kind of pattern is
exhibited in Fig. (5.5b). Different with the pattern in Fig. (5.5a), the pattern from the
surface component of fiber crystallites looks like a wide isotropic resonance line. The
disappearance of the two-horn feature indicates the presence of a broader orientation
distribution in this component. Computer simulation showed that in order to get this
line shape a Gaussian distribution with σ = 10◦ is needed. This broader orientation
distribution of chain is indicative for structural irregularity present at the surface of
fiber crystallites. In a dynamic picture, this orientation distribution probably reflects
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the wiggling motion of chain present in the surface of fiber crystallites. Combined
with the above observations from the unoriented sample, the local chain motion in the
surface of fiber crystallites thus seems to be a combination of wiggling and rotation
around the chain backbone.
Because of the special morphology of fiber, the chains in non-crystalline regions of
fiber could also have a certain degree of orientation [VanderHart 84, Mowery 06].
However, from our observations, only the restricted non-crystalline chains possess a
certain degree of orientation, whereas the chains in the main part of non-crystalline
regions can still have an almost isotropic distribution. This point can be concluded
from the comparison between Fig. (5.4d) and Fig. (5.5c), as well as Fig. (5.4e) and
Fig. (5.5d). Because the initial polarization is created via CP method, the patterns in
Fig. (5.4d) and Fig. (5.5c) show the feature of the restricted non-crystalline component
in the sample. When the sample changes from the unoriented state to the oriented state,
the strange pattern shape in the unoriented sample changes to the almost ”isotropic”
line in the oriented sample. This change indicates the presence of orientation in this
non-crystalline component. In contrast, the patterns in Fig. (5.4e) and Fig. (5.5d),
which are from the major part of non-crystalline component, do not show a clear dif-
ference when the sample changes from the unoriented state to the oriented state. This
means that the chains in the major part of non-crystalline regions in the fiber sample
almost have no orientation.
5.6 Chain diffusion in the UHMW-PE fiber and its ap-
plication for the determination of crystallinity
Similar to solution crystallized UHMW-PE, the polymer chains in the PE fiber are
well-organized and rarely entangled. Thus, if considering the morphology of PE fiber,
one actually might expect the presence of a fast chain diffusive motion in the fiber
sample. One possible obstacle for the chain diffusion in the fiber could be the crys-
tal thickness of fiber, which is usually much bigger than that in the solution crystal-
lized UHMW-PE. However, in literatures the chain diffusive motion is considered to
be initiated by a local 180◦-twist and passes through the crystal in a very short time
[Reneker 62, Mansfield 78]. The crystal thickness thus would not be a big obstacle
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for the chain diffusive motion. The obstacle of chain diffusion is rather the crys-
tallographic a,b value of crystal lattice but not the lamellar thickness. This point is
supported by the appearance of crystalline peaks in Fig. (5.6).
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Figure 5.6: 13C exchange spectra of fiber sample. (a) The 13C exchange spectra of
fiber sample at 320K with different exchange times. (b) The 13C exchange spectra of
fiber sample at different temperatures with a constant exchange time of 5s. The left
cartoon picture illustrates how the 13C polarization (the black color) diffuses from
non-crystalline to crystalline regions.
In the 1D 13C exchange spectra shown in Fig. (5.6a) the crystalline peak of the fiber
sample increases quite fast with increasing the exchange time. The spectra were
recorded at 320K, which is far below the α-transition temperature of PE. The ap-
pearance of the crystalline peak here is a good indication of a fast chain diffusion
present in the fiber sample. In Fig. (5.6b) 1D 13C exchange spectra acquired with a
constant exchange time of 5s at different temperatures are exhibited. In these spectra,
the intensities of crystalline and non-crystalline signals both increase with increasing
temperature. As one knows, crystalline signals in these exchange spectra result from
13C polarization transfer due to the chain diffusion. Thus, the increase of the crys-
talline signal in the spectra indicates the increase of the chain diffusion rate in the
sample. For the non-crystalline signal, there are two possible explanations for the ob-
served temperature dependence in the spectra. One explanation is based on a variation
of the crystallinity of sample. If the crystallinity of the fiber sample decreases at higher
temperatures, the intensity of the non-crystalline signal in the spectra apparently will
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increase due to the increase of the non-crystalline component. The second possible ex-
planation is based on a variation of the relaxation behavior of non-crystalline regions of
the fiber sample. In a simple case, one could assume that two non-crystalline compo-
nents with different restrictions in the molecular dynamics are present in the fiber sam-
ple. The highly restricted one has a longer relaxation time and the less restricted one
has a shorter relaxation time. At low temperature, the signal from the component with
a short relaxation time will be predominant when spectra were recorded with a short
recycle delay. With increasing temperature, the chain mobility in non-crystalline re-
gions increases, which accelerates the 13C T1 relaxation process for all non-crystalline
components. The restricted component thus could give more contributions to the non-
crystalline signal in the spectra, leading to an increase of the non-crystalline signal
intensity at the high temperature.
The two explanations above both can explain the temperature dependence of the 1D
13C exchange spectra of the fiber sample in Fig. (5.6b). However, only with the in-
formation obtained from the spectra in Fig. (5.6b), we are not able to decide which
explanation is the correct description in this case. In fact, when increasing temperature
the crystallinity of the fiber sample will decrease and at the same time, the restricted
components in non-crystalline regions will relax faster. The temperature dependence
of the non-crystalline signal of the fiber sample as indicated in Fig. (5.6b), therefore,
most likely results from a combination of both processes.
To quantify the rate of chain diffusion one needs the crystallinity value of sample. Al-
though there are several techniques available to determine the crystallinity of the fiber,
the different techniques are based on different mechanisms and usually give system-
atically different crystallinity values. In NMR, in principle the single pulse with an
infinite long relaxation delay can be used to determine the crystallinity for the fiber
sample. But because of the very long intrinsic 13C relaxation time in the fiber crystals,
this simple single pulse method cannot be used in practice. Taking advantage of the
chain diffusion behavior in the fiber sample, an easy way to determine the crystallinity
of fiber sample is present in the following.
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Figure 5.7: The illustration of polarizing/depolarizing process induced by the chain
diffusion. (a) the polarization transfer in the single pulse based 13C exchange experi-
ment; (b) the ”depolarization” process in the CP based 13C exchange experiment.
As mentioned above, the failure of the single pulse method for the crystallinity deter-
mination is its requirement for a very long relaxation delay. If the relaxation delay is
not long enough, the 13C polarization will not get fully relaxed and the obtained crys-
tallinity from the single pulse method will underestimate the actual crystallinity of the
sample. But if one can know how the intensity of crystalline signal changes with the
recycle delay in the single pulse method, the partially relaxed crystalline signal still can
be used to determine the crystallinity of the sample, which actually is the basic idea of
the method mentioned here. The whole procedure of this crystallinity determination
is the following. First, one could use the CP method to get the crystallites polarized
and then monitor the time dependence of the depolarization for the crystalline signal.
Since this depolarization process results from the chain diffusion, the decrease of the
normalized crystalline signal follows the diffusion process, which can be described as:
S1 =C−D · t 12 (5.7)
Second, one needs to record a series of single pulse based exchange spectra to have
a signal increasing curve. As illustrated in Fig. (5.7), the polarizing/depolarizing of
the crystalline signal via the chain diffusion mechanism are equivalent (excluding any
external source or sink of polarization). Thus, the increase of the whole signal also
follows the diffusion function if the exchange time t is much bigger than the relaxation
time of the non-crystalline component:
S2 = A+D · t 12 (5.8)
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With a proper normalization to let these two curve have a same slope D, the crys-
tallinity of the sample is then given by CC+A .





























Figure 5.8: Signal variation induced by the diffusion process in the fiber sample. The
normalized crystalline signal from the CP exchange experiment (), and the normal-
ized total signals, i.e. the crystalline and non-crystalline signals, from the SP exchange
experiment () are plotted against the square root of the diffusion time. The way for
the signal normalization is explained in the text.
Now we apply this crystallinity determination method to our fiber sample. In Fig. (5.8)
the signal S against the square root of exchange time t
1
2 is plotted. The red points are
the data from the exchange experiment based on the CP method. The black squares
are the data from the exchange experiment based on the single pulse method. In both
cases, the signals are linear to the square root of exchange time, indicating the diffusive
origin of the signal change. Fitting these two data sets with a same slope D= 0.01616
yields two intercepts C = 1 and A= 0.1224. The crystallinity of this sample then can





With the help of NMR techniques, detailed information of the motional anisotropy and
the fast chain diffusive motion in the UHMW-PE fiber were revealed. The location and
geometry of the motion anisotropy in the PE fiber indicate that this motion anisotropy
has a strong relationship with the fast chain diffusivemotion in the fiber. The molecular
dynamics of fiber sample are well explained with the known chain-extended morphol-
ogy of PE fiber. The findings reported here again exhibit a good example about the
correlation between the sample morphology and the molecular dynamics in PE. Con-
cerning the mechanical properties of PE fiber, the findings here also give a microscopic
explanation for the origin of creep in PE fiber.
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Chapter 6
Topological Influences on the Chain
Diffusion in PE
In the previous chapters it was shown that the morphology of a linear PE sample has
a strong influence on the local chain dynamics. Based on that knowledge, we will
now concentrate on how the chain diffusion is influenced by the topology of the sam-
ples. The morphological factors, such as lamellar thickness, chain organization in
non-crystalline regions and chain entanglements, will be discussed in this chapter.
In chemistry, diffusion usually refers to the spontaneous migration of particles from
regions of high concentration to regions with low concentration. However, the chain
diffusion in PEs is not driven by a concentration gradient. Considering its situation, the
chain diffusion in PEs is more like a self-diffusion of liquids or gases. In the beginning
of this chapter, we will give a short discussion about the thermodynamics involved in
the chain diffusion. The transition state theory will be used for the description of this
motion. The second part of this chapter consists of a comparison between two NMR
methods for the detection of the chain diffusion, which actually both are based on
the 13C exchange experiment. One is to first polarize the 13C spins in non-crystalline
regions and then monitor how the polarization diffuses into crystalline regions. The
other is to first polarize the 13C spins in crystalline regions and then monitor how the
polarization diffuses into non-crystalline regions leading to the decay of the monitored
crystalline signal intensity. A detailed analysis of the advantage and disadvantage of
these two methods will be given in this section. In the third part, the chain diffusion in
the PE samples with the different topological constraints will be studied. The activa-
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tion energy of chain diffusion and the relationship between the local jump motion and
chain diffusion in PE crystals will be discussed. In this context a concept of effective
jump motion was introduced to explain the difference between the jump rates derived
from the chain diffusion coefficients and the literature values.
6.1 Thermodynamics of the chain diffusion
The simplest theory which attempts to deal with the temperature dependence of chain
diffusion behaviour is the transition state or barrier theory. This theory stems from the
theory of chemical reactions. The basic idea of this theory is that a system has to adopt
a transition state before changing into the final state. The following discussion is based
on this theory.
6.1.1 A description of chain diffusion with the transition state the-
ory
First, we simplify the chain motion between crystalline and non-crystalline regions
in PEs as a translative movement of chain stem, which is illustrated by the cartoon
picture in Fig. (6.1). In literature, the chain diffusion was proposed to result from the
traversing of chain defect in the crystallites [Mansfield 78, Syi 88, Schmidt-Rohr 91].
Following this idea, in Fig. (6.1) we plot the change in potential energy when the chain
stem makes a movement and changes from the state A (before the movement) to the
state A′ (after the movement). The intermediate step is the state when the chain defect
is created and travelling through the crystallites, which is denoted by A∗.
Based on the transition state theory, the diffusion rates now can be considered to be the
product of two quantities, the probability of forming the intermediate state A∗ and the
effective rate of crossing the energy barrier by the system. Under this assumption the
effective rate of crossing the energy barrier can be shown to equal kT/h (k is Boltz-
mann’s constant, T is the temperature, and h is Planck’s constant). This effective rate
can be considered as a kind of vibration of chain stem from the intermediate state A∗ to
the final state A′. Thus, its value is dependent only on the temperature and usually is in-
dependent of nature of the experienced change. Since there is an equilibrium between
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Figure 6.1: Change of potential energy in the chain diffusion of PE. It is assumed that
the system has a same potential energy before and after the movement of chain stem
(i.e. a dynamic equilibrium). The transition state is the state when the chain defect is
created and travelling through crystallites. The translative movement of chain stem is
achieved via the traversing of chain defect through crystallites.
the initial state A and the intermediate state A∗, the probability of forming the inter-
mediate state at constant pressure is determined in absolute terms by the Boltzmann
factor eΔG/RT , where ΔG is the free energy difference per mole between the initial state





Eq. (6.1) states that the diffusion rate ν depends on the energy difference between
the initial state A and the intermediate state A∗ and not on the free energy difference
between the initial state A and the final state A′. If substituting ΔG with ΔH−TΔS,





The form of Eq. (6.2) emphasizes the way in which temperature affects ν primarily
through the activation energy ΔH (actually an enthalpy). To a good approximation the
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activation energy for this kind of process is given by the Arrhenius equation:
ν= ν0e−ΔH/RT (6.3)
with ν0 = kTh e
ΔS/R.





Assuming that ν0 is almost constant in the experimental temperature range, the activa-
tion energy for the process can therefore be obtained plotting lnν against the reciprocal
of the absolute temperature ( 1T ), where the slope is given by
ΔH
R and the intercept con-
tains ΔSR .
The above description of chain diffusion, however, is a very rough one based on an over
simplified model. In practice the chain diffusion in PEs is much more complicated.
For instance, the ν0 in Eq. (6.3) usually will not have the formula of kTh e
ΔS/R. The
prefactor kTh actually is derived from the molecular motion in the gas state and most
probably will not be valid for the chain diffusion in PEs. Nevertheless, ν0 will still
have a dependence on the temperature T and be proportional to eΔS/R. Thus, a new
formula of ν0 then could be written as:
ν0 = f (T )eΔS/R (6.5)
where f (T) is a function of temperature T , describing the temperature dependence of
ν0.
6.1.2 The origin of the activation energy ΔH
In looking for the origin of ΔH, one should first consider the way how a chain stem
achieves a movement in the diffusion motion. From literature, it’s known that the
crystalline chain units in PEs undergo a 180◦ jump motion. Following this point,
the movement of a chain stem is considered as the result of a traveling chain defect,
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combining the rotation of chain with a translation by one CH2 unit along the crys-
tallographic c-axis. The ”size” of the defect and how the defect travel in the crystal-
lites thus will be the factors determining the activation energy of the chain diffusion.
Reneker proposed the old but widely known model, which requires 2 ∼ 3 CH2 units
to be involved in one defect [Reneker 62]. In this model, the traveling of defect needs
a relatively high energy [Mansfield 78]. Later Mansfield and Boyd proposed another
model, which describes a more extended defect, i.e. ∼ 12 CH2 units involved in one
defect [Mansfield 78]. In this model, the defect consists of a fairly uniform succession
of slightly twisted chain bonds, leading to a relatively low energy requirement for the
movement of defect.
Based on the fact that the chain diffusion traverses crystalline and non-crystalline re-
gions, the activation energy could be influenced by the non-crystalline regions. Con-
sidering the situation of the non-crystalline portion of a diffusing chain, it is easy to
envisage that chain entanglements in non-crystalline regions will have some influences
on the chain diffusion. However, the influence of chain entanglements will depend on
the length scale of chain diffusion. If the chain diffusion happens on a very local
scale, the diffusing chain most likely will not experience the presence of chain entan-
glements. If the chain had a large scale of diffusive motion, chain entanglements in
non-crystalline regions then will give a retardance to the chain diffusion. However,
due to the molecular motion in non-crystalline regions, entanglements usually are not
a static structure, which makes it difficult to quantify the influence of chain entangle-
ments on the chain diffusion. Nevertheless, the activation energy of chain diffusion
could contain some contributions from chain entanglements.
In literature the presence of interphase between the non-crystalline and crystalline re-
gion has been proved. For the chain diffusion, the presence of this interphase bridges
the different molecular motions in non-crystalline and crystalline regions and thus
could have an influence on the chain diffusion. As already shown in the previous
chapters, a suitable interphase like the chain folds in the solution crystallized PE can
facilitate the chain diffusion. However, since the exact structure and modes of chain
motion in the interphase are still not fully elucidated, it is difficult to propose a re-
lationship between the activation energy and the interphase. In fact the influence of
the interphase on the chain diffusion is related to both the entropy change ΔS and the
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activation energy change ΔH, as indicated in Eq. (6.2). Besides the energy barrier, a
lower entropy change ΔS is favorable to make an efficient transfer, which could be a
thermodynamical explanation for the different diffusion rates in melt crystallized and
solution crystallized UHMW-PE.
6.2 NMR detections of the chain diffusion
6.2.1 Two types of 1D 13C exchange experiments: SPEX andCPEX
Based on the idea of 1D 13C exchange experiment, there are two ways to detect the
chain diffusion between crystalline and non-crystalline regions of PEs. One way is to
first selectively polarize non-crystalline regions and monitor how the polarization ”dif-
fuses” into crystalline regions. Taking advantage of the short 13C T1 relaxation time in
non-crystalline regions, the single-pulse excitation can be used for this purpose. In the
following discussion we will call this experiment the single-pulse based exchange ex-
periment (SPEX). The second way is to first selectively polarize crystalline regions via
CP and then monitor how the polarization ”diffuses” into non-crystalline regions and
relaxes there. In the following discussion this experiment will be called the CP based
exchange experiment (CPEX). The two pulse sequences are illustrated in Fig. (6.2).
Fig. (6.2a) sketches the pulse sequence of SPEX, which is well known as the saturation
recovery pulse sequence used for T1 relaxation time measurement. The first part of this
pulse sequence is the recycle delay D1. The delay time should be chosen long enough
to avoid possible NOE effect on the 13C signal. After D1 a set of saturation pulses is
applied on the 13C channel. The following time τ is used to create the non-crystalline
polarization by the fast relaxation process in non-crystalline regions and, the crys-
talline polarization by chain diffusion, carrying polarization from non-crystalline to
crystalline regions. Due to the very long intrinsic 13C T1 relaxation time of crystalline
component in PEs with natural abundant 13C, the chain diffusion process is the only
possible way to create the polarization in crystalline regions during the short τ time. If
the crystalline signal build-up is based on the chain diffusion, one could expect that the
plot of crystalline signal intensity against the square root of time τ will give a straight
line and the slope of this line can be used to extract the chain diffusion coefficient of
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Figure 6.2: Demonstration of 1D 13C exchange pulse sequences: (a) SPEX; (b) CPEX.
The explanation about the design of SPEX can be found in the main text. The pulse
sequence of CPEX is the same as the Torchia pulse sequence [Torchia 78]. The cartoon
pictures indicate the change of polarization during the experiments.
this sample.
Different with SPEX shown in Fig. (6.2a), the pulse sequence of CPEX shown in
Fig. (6.2b) utilizes a CP block as the first part of pulse sequence to create initial po-
larization in the rigid regions of sample, that is the crystalline part and some restricted
non-crystalline parts. After CP, a 90◦ pulse is applied on the 13C channel to flip the 13C
magnetization along the z (or -z) direction. Subsequently, in the τ time two processes
happen: the fast relaxation of non-crystalline component and the chain diffusion be-
tween crystalline and non-crystalline regions. The presence of fast chain diffusion in
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PEs could let the polarized chains in crystalline areas move into non-crystalline re-
gions and lose their polarization by the fast T1 relaxation in non-crystalline regions.
Similar to SPEX, if the chain diffusion process is the only process which could relax
the crystalline signal, the plot of crystalline signal against the square root of time τwill
also give a straight line and the slope of this line gives the chain diffusion coefficient.
A basic prerequisite of these two methods is the combination of the very slow 13C T1
relaxation in crystalline regions and the fast 13C T1 relaxation in non-crystalline re-
gions. The fast 13C relaxation in non-crystalline regions assures the chain units there
to get fully relaxed very quickly. In the case of SPEX the fast 13C relaxation in non-
crystalline regions supplies the 13C polarization to diffuse into the crystallites. In the
case of CPEX, the fast 13C relaxation in non-crystalline regions depolarizes the chain
units before moving back into crystallites. The very slow 13C relaxation in crystalline
regions assures that the change of crystalline signal does not originate from the 13C
relaxation processes in crystallites. In the experimental practice this assumption is
satisfied quite well. At 320K the 13C relaxation time of the non-crystalline compo-
nent in PEs usually is less than one second, whereas the intrinsic 13C relaxation time
of the crystalline component in PEs is usually more than several hundreds seconds
[Axelson 83]. Fig. (6.3) plots the increasing/decreasing of relative signal intensity
against the square root of exchange time t for the UHMW-PE fiber. The linear curves
of the plots strongly indicates a typical diffusive behavior of polymer chain present in
this fiber sample.
6.2.2 Comparison of SPEX and CPEX
SPEX and CPEX both can be used to study the chain diffusion in PEs. By making a
plot of normalized signal intensity against the square root of exchange time t, one could
get the chain diffusion coefficient by determining the slope of curve. Via measuring
the chain diffusion coefficients at different temperatures one could make an Arrhenius
plot to determine the activation energy of chain diffusion. At a first glance it seems
that there is no difference between these two kinds of 1D 13C exchange experiments.
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Figure 6.3: The signal variation induced by the diffusion process in the UHMW-PE
fiber. The normalized crystalline signal from the CPEX experiment (), and the nor-
malized whole signals, i.e. the crystalline and non-crystalline signals, from the SPEX
experiment () are plotted against the square root of the diffusion time. The way for
the signal normalization is explained in Chapter 5. For a comparison the exponential
decay curve with a relaxation time 1500s (▲) and the exponential increase curve with
the relaxation times 0.6s and 1500s (▼) are also plotted.
In practice, the CPEX experiment has several advantages compared to the SPEX ex-
periment.
Compared to SPEX a big advantage of CPEX is related to the signal normalization
procedure, which becomes very important for the quantitative evaluation of the exper-
iments. For the CPEX experiment, the normalization procedure is very simple, since
the CP process in the CPEX experiment polarizes the whole crystalline component.
The intensity of the crystalline signal at the exchange time t = 0 can be utilized to
normalize the intensity of crystalline signal at the exchange time t = τ. Whereas, in
the SPEX experiment this normalization procedure requires the value of the sample
crystallinity determined via the 13C spectrum. Due to the very long intrinsic 13C re-
laxation time in PE crystals, the accurate determination of sample crystallinity via the
13C spectrum usually is very difficult. The uncertainty in the crystallinity determi-
nation thus will give some uncertain scaling factor to the plot of normalized signal
intensity against the square root of exchange time t, and affect the accuracy of chain
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diffusion coefficient determination.
Another advantage of CPEX actually is a disadvantage of SPEX, which is related to
the NOE phenomenon in the experiment. For SPEX, the crystalline signal is obtained
as follows: the polarization is created first in non-crystalline regions by the fast 13C re-
laxation there, then via the chain diffusion the polarization is transfered into crystalline
regions. During this process, if the protons of polymer are not in thermal equilibrium
the 13C polarization may gain some polarization from a NOE type polarization trans-
fer. Since the NOE has transient contributions, the NOE enhancement factor varies
with the exchange time. This will influence the crystalline signal intensity, leading to
a complicated relationship between the change in the crystalline signal intensity and
the exchange time. To avoid this problem, one way is to let the system get a constant
NOE factor, which can be simply achieved by saturating the 1H signal all the time. By
doing this, the 13C signal will get an constant enhancement due to the NOE. But the
method also create a new problem that the signal normalization for the plot (I ∼ t1/2)
become difficult. An alternative to avoid this problem is to get rid of the NOE signal
enhancement. In this case the normalization process will become relatively easy, but
significant signal sensitivity is lost. The pulse sequence of SPEX shown in Fig. (6.2a)
is designed to get the spectrum without the influence of NOE.
In the CPEX experiment (6.2b), NOE does not play an important role. The 13C polar-
ization is transfered from 1H via the CP process. During this process the 13C polar-
ization gains a certain enhancement factor. After the CP process, the polarization is
flipped back along+z or −z axis. In the following exchange time due to the chain dif-
fusion some portion of the polarized crystalline chains will move into non-crystalline
regions and then lose their polarization due to the fast T1 relaxation process there. The
remaining portion of the chain, which always stays inside the crystallites during the
chain diffusion, will still keep the polarization with the enhancement factor. Thus, the
crystalline signal decay in CPEX is not influenced by the enhancement factor of CP.
With long exchange times it is possible that non-crystalline chains are polarized by the
relaxation process in non-crystalline regions and move into crystalline regions. The
presence of this process could make the data analysis become complicated. However,
a suitable phase cycling of CPEX pulse sequence can easily cancel out signals from
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this kind of process.
6.2.3 Limitation of SPEX and CPEX
As already mentioned above, a basic assumption of the two methods is the combi-
nation of the very slow 13C T1relaxation in crystalline regions and the fast 13C T1
relaxation in non-crystalline regions. This assumption requires that the 13C crystalline
signal does not decay via its T1 relaxation process, whereas the 13C non-crystalline
signal is relaxed immediately. In NMR practice, the former one usually can be easily
fulfilled in the case of PE, because of its very long intrinsic crystalline 13C T1 relax-
ation time. However, due to the short, but not infinitely short 13C T1 relaxation time in
non-crystalline regions of PE, the latter one usually cannot be fulfilled. This situation
then gives rise to some features in the plot of signal intensity again the square root of
exchange time t.
First, let’s consider a standard diffusion case, which is shown in Fig. (6.4a). In this
case the polarization is assumed to diffuses from non-crystalline to crystalline regions.
At the time t = 0, only non-crystalline regions contain the polarization. Then at the
time t = tm the obtained crystalline signal intensity IC via the chain diffusion can be
calculated from the following equation:
< IC >∝ D
1/2 t1/2 (6.6)
where D is the diffusion coefficient. Eq. (6.6) actually is a derivative of the Einstein
relation describing the relationship between the mean-square displacement of a parti-
cle and the consumed time. The plot of IC ∼ t1/2 will give a straight line as exhibited
by the red line in Fig. (6.4c).
However, in the practice at the time t = 0, there is no polarization present in non-
crystalline regions. Before transferring the polarization to crystalline regions, the
chains in non-crystalline regions must gain the polarization via the T1 relaxation pro-
cess. In this case, one could divide the practical diffusion process into two steps. Step
(i) is the combination of polarization build-up in non-crystalline regions and simulta-
neously the polarization transfer via the chain diffusion. Step (ii) is the polarization
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Figure 6.4: The illustration of 13C polarization transfer in SPEX experiment from:
(a) the standard diffusion; (b) the deviated diffusion. The black color indicates the
polarization. (c) The increasing behavior of crystalline signal intensity in the standard
and deviated diffusion monitored via SPEX experiment.
transfer via the chain diffusion. These two steps are illustrated in Fig. (6.4b). It is easy
to see that if the 13C T1 relaxation process in non-crystalline regions becomes shorter
or the chain diffusion rate becomes lower, step (i) will become shorter and then the
experimental diffusion process will be closer to the ideal diffusion process as shown in
Fig. (6.4a). For the PE samples used in this study, the 13C T1 relaxation time in non-
crystalline regions of PEs at 320K is always close to 0.6s. Although this relaxation
time is quite short, it still can cause some deviation in the beginning of the diffusion
curve, which is illustrated in Fig. (6.4c).
As to CPEX the situation is comparable to SPEX. For the standard diffusion, the loses
of the crystalline polarization can be considered as the result from the diffusion of the
”blank”. For the deviated diffusion, the description for the loses of the crystalline po-
larization is complicated. In a certain diffusion time the polarization can move from
crystalline regions to non-crystalline regions via the chain diffusion. But since the 13C
T1 relaxation time in non-crystalline regions is not infinitely short, the partially relaxed
polarization can move back into crystalline regions, leading to a retarded decay pro-
cess of the crystalline polarization. The illustration of the polarization decay process
and the plot of IC ∼ t1/2 is given in Fig. (6.5).
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Figure 6.5: The illustration of 13C polarization decay in the CPEX experiment from:
(a) the standard diffusion; (b) the deviated diffusion. The black color indicates the
polarization. (c) The decaying behavior of crystalline signal intensity in the standard
and deviated diffusion monitored via the CPEX experiment.
6.3 Morphological influence on the chain diffusion of
PE
In this section we will focus on the morphological influences on the chain diffusion of
PE. The morphological factors include lamellar thickness, chain organization in non-
crystalline region and chain entanglements. The CPEX method will be used for this
study.
6.3.1 Influence of lamellar thickness on the chain diffusion
Three samples were chosen to demonstrate the influence of lamellar thickness on the
chain diffusion. One is the solution crystallized UHMW-PE (SC-PE), which has a
lamellar thickness ∼ 12nm. The second is made from SC-PE by annealing at 120◦C.
After the annealing process the lamellar thickness of SC-PE is doubled, but the struc-
tures in non-crystalline regions of sample stay almost the same [Rastogi 97]. The third
is the UHMW-PE fiber, which usually has a very big crystal thickness. The chain dif-
fusive behaviors in these samples are exhibited in Fig. (6.6a).
The signal intensity in the plots of Fig. (6.6a) is normalized with the intensity of crys-
talline signal at the exchange time t = 0. (Experimentally, the intensity of crystalline
signal at the exchange time t = 1ms is used for the normalization.) The initial normal-
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Figure 6.6: (a) The decay of crystalline signal intensity in: (▲) the original SC-PE;
(▼) the lamellar-doubled SC-PE; () the UHMW-PE fiber, plotted against the square-
root of the exchange time. (b) The decay of crystalline signal intensity in the same PEs,
but plotted against the scaled square-root of the exchange time. The scaling factor of
t1/2 axis relates to the lamellar thickness of sample. Using the lamellar thickness of
original SC-PE as the unit, the factors of (▲) the original SC-PE; (▼) the lamellar-
doubled SC-PE; () the UHMW-PE fiber are 1, 2, and 8 respectively. These data were
acquired from the CPEX experiment performed at 320K. The pure exponential decay
curve with a relaxation time ∼ 1500s () is shown in the plots for a comparison.
ized signal decay thus fulfills the following equation:
< IC >
I0
= 1−S · t1/2 (6.7)
where I0 is the intensity of crystalline signal at the exchange time t = 0 and S is the
slope in the plot of <IC>I0 ∼ t1/2. One knows that the signal intensity in this case is
proportional to the polarized crystalline portion. Thus, if the sample has a typical







where L0 is the lamellar thickness of SC-PE and < L > is the averaged thickness of




= 1−S · t1/2 (6.9)
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The diffusion coefficient D can be derived from the slope S:
D= g · (L0 ·S)2 (6.10)
where g is the so-called geometry factor of the diffusion. In this case, g is equal to 1/2,
because we observe a 3D diffusion in one direction.
Now one could look at the chain diffusion behavior in the original SC-PE and the
lamella-doubled SC-PE. These two samples are supposed to have a quite similar mor-
phology except their different lamellar thickness [Rastogi 97]. As shown in Fig. (6.6a)
in the first 40s these two samples both show the fast signal decay, which are quite lin-
ear to t1/2. Fitting their signal decay curves yields a slope of -0.119 for the original
SC-PE and -0.058 for the lamella-doubled SC-PE. It is interesting to see that the ab-
solute slope value for the original SC-PE (0.119) is two times bigger compared to that
of the lamella-doubled SC-PE (0.058). From Eq. (6.10) one can realize that the chain
diffusion coefficients D in these two samples are similar. The different signal decay
behaviors shown in Fig. (6.6a) thus are only due to their different lamellar thickness.
The chain diffusion behavior of the UHMW-PE fiber shown in Fig. (6.6a) shows a
straight line, indicating a typical chain diffusion behavior present in this sample. Fit-
ting this straight line yields a slope -0.0162. This absolute slope value (0.0162) is ∼ 8
times smaller than that of original SC-PE (0.119). Assuming that the chain diffusion
coefficient in this fiber is similar to that in the original SC-PE, using Eq. (6.10) one
can roughly estimate the averaged length of extended all-trans conformations in this
fiber, which will be close to 100nm. In Fig. (6.6b) we made the plot that the t1/2 axis is
scaled by the factor which is proportional to the lamellar thickness of sample, that is,
if considering the factor for the original SC-PE as 1, the factor for the lamella-doubled
SC-PE is 2 and the fiber sample is 8. Before the signal intensity decays to 65%, the
chain diffusion behaviors in these samples are quite similar. For longer time scales, the
signal decays then begin to show a bending-up curvature. This deviation may result
from some topological constraints imposed on the chain diffusion when the chains dif-
fuse a long distance. The origin of this bending-up curvature has a very complicated
nature, which will be discussed in the next section.
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6.3.2 Influence of crystallization conditions on the chain diffusion
Two samples are chosen to show the influence of crystallization conditions on the
chain diffusion. One is the solution crystallized UHMW-PE (SC-PE) and the other is
the melt crystallized UHMW-PE (MC-PE). These two samples have the same crys-
tal structure (orthorhombic) and a similar lamellar thickness (see Appendix F.3). Due
to their different chain organizations in non-crystalline regions, different topological
constraints are imposed on the chain diffusion in these two samples, leading to the
different chain diffusive behaviors there.






























Figure 6.7: The decay of crystalline signal intensity in: () SC-PE and () MC-PE,
plotted against the square-root of the exchange time t. These data were acquired from
the CPEX experiments performed at 320K.
Fig. (6.7) shows the chain diffusion behaviors of SC-PE and MC-PE. From Fig. (6.7),
it is easy to see that the signal intensity of SC-PE decays much faster than MC-PE.
Since these two samples have a similar lamellar thickness, the faster signal decay in
SC-PE indicates a faster chain diffusion present in this sample. From the discussion
in the previous chapters, one knows that the chain folding structure present in non-
crystalline regions of SC-PE favors the chain diffusion, whereas the random structure
in non-crystalline regions of MC-PE does not. The different chain organizations in
non-crystalline regions of the samples thus can be a reasonable explanation for the dif-
ferent rates of chain diffusion in SC-PE and MC-PE.
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Another interesting feature in Fig. (6.7) is that, in the beginning of the decay curve the
signal intensity of MC-PE shows a relatively fast linear decay against the square root
of time t and the decay rate is close to that of SC-PE at the same temperature. This
fast signal decay indicates the presence of some non-crystalline component in MC-PE,
which contains the conformations favoring the chain diffusion as the case in SC-PE.
Concerning its behavior, this non-crystalline component could be some chain folds or
the so-called ”interphase”, which is located between crystalline and non-crystalline re-
gions and contains favorable conformations for the chain diffusion. Fig. (6.8a) shows
the signal decay curves of MC-PE at different temperatures. This figure shows that
at high temperatures the fast signal decay seems to disappear, indicating that the fa-
vorable conformations for the chain diffusion in non-crystalline regions of MC-PE
disappear at high temperatures. The disappearance of the favorable conformations
can be attributed to the fast conformation exchange resulting from the increase of the
chain mobility in non-crystalline regions of MC-PE at high temperatures. This finding
is consistent with the observation in Chapter 3, where it is shown that non-crystalline
components of MC-PE become more and more mobile with increasing temperature,
as indicated by the temperature dependence of the 1H− 13C dipolar coupling in non-
crystalline regions. The temperature dependence of the fast decay can be seen more
clearly in Fig. (6.8b), where the scaled plots have been made with the same data sets
from Fig. (6.8a).
In Fig. (6.7) the decay curves of SC-PE and MC-PE both bend up when the chains dif-
fuse a long distance. This bending-up curvature should not originate from the 13C T1
relaxation process in the PE crystallites, since the relaxation process would speed up
the signal decay, leading to a bending-down curvature. This obviously is not the case
in Fig. (6.7). The bending-up curvature of the curves in Fig. (6.7) indicates a slowing
down of diffusion, and thus is rather indicative of some additional constraint imposed
on the chain diffusion. The origin of this bending-up curvature thus could be related to
the chain entanglements, which could retard the chain diffusion after the chains diffuse
a certain distance. Besides the chain entanglements, actually the chain diffusion itself
could also give a contribution to the bending-up curvature, which is discussed in the
following.
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Figure 6.8: (a) The decay of crystalline signal intensity in MC-PE at different tem-
peratures, plotted against the square-root of the exchange time t. (b) The decay of
crystalline signal intensity in the same sample, but plotted against the scaled square-
root of the exchange time t. The scaling factor of t1/2 axis is chosen in such way that
the decay curves have the same slope after the fast decay in the beginning. The curve
at 300K is used as the unit to scale the others.
So far, the chain diffusion in PEs is described by the Einstein relation. In this con-
sideration the diffusion of polymer chains is simplified to be accomplished by moving
a chain stem in the crystal as a whole. In a real system, however, a chain stem more
likely undergoes a curvilinear diffusion, where the diffusion path is almost confined in
a tube which represents the restrictions of neighboring polymer chains. The chain dif-
fusion is accomplished by randomly moving the chain back and forth inside the tube.
This situation is analogous to that of a reptating chain in a fixed network (Chapter 6,
[Doi 86], [Klein 02]). Based on the tube-reptation model, the fraction of the chain






where τD is the reptation time, the time taken for the chain to disengage from the
tube in which it was confined at t = 0. Note that the tube here actually represents the
restriction of chains from the crystal lattice, thus it doesn’t have the same meaning as
that often appears in polymer dynamics. From Eq. (6.11) one can model the signal
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Using the signal decay curve of SC-PE as an example to fit it with Eq. (6.12), the graph
shown in Fig. (6.9) is obtained.





























Figure 6.9: The best fit for the decay of crystalline signal intensity in SC-PE using
Eq. (6.12). The experimental data were acquired using CPEX at 320K.
Although a clear bending-up curvature is shown for longer times, the fitting curve in
Fig. (6.9) doesn’t fit the experimental data very well, indicating that Eq. (6.12) does
not provide an exact description for the chain diffusion process here. However, con-
sidering the broad linear region in the beginning of the fitting curve, one may ask if
Eq. (6.12) can be used to fit the linear region of the signal decay curve. By doing so,
the fitting curve in Fig. (6.10) is obtained.
The curvilinear approach fits very well with the experimental data in the linear region
of signal decay, but in the bending-up region, the bending curvature of the fitting curve
still does not fit the experimental data, indicating that the reptation like chain diffusion
in crystallites gives only a partial contribution to the bending-up curvature of the ex-
142
6.3 Morphological influence on the chain diffusion of PE





























Figure 6.10: The best fit for the linear region in the decay of the crystalline signal
intensity in SC-PE with Eq. (6.12). The experimental data were acquired using CPEX
at 320K.
perimental data.
Via fitting the linear region of the signal decay curve, one is able to extract the diffusion
coefficient D from the Einstein approach or the reptation time τD from the curvilinear
analysis. One could wonder if these two approaches are equivalent. Fig. (6.11) shows
the best fits for the linear region in the signal decay of SC-PE with Eq. (6.12) (the blue
line) and the Einstein relation (the red line). In the linear region of signal decay the fit-
ting curves are almost superimposed and both fit very well with the experimental data
points. Determining the temperature dependence of these two parameters can yield
the activation energies of the chain diffusion. In the latter part of this chapter, we will
show that these two approaches give similar activation energies for the chain diffusion,
which further confirms the equivalence of these two approaches. For its simplicity, the
linear fitting approach based on the Einstein relation will be used for most cases in the
following discussion.
For the decay curve of MC-PE, one may argue that this kind of signal decay could be a
kind of multi-component exponential decay, which often is used to explain the 13C T1
relaxation behavior in PE crystallites. But for the MC-PE used in this study, it seems
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Figure 6.11: The best fits for the linear region in the decay of crystalline signal inten-
sity in SC-PE with Eq. (6.12) (the blue line) and the Einstein relation (the red line).
The fitting procedure gives the reptation time τD = 29.6s and the diffusion coefficient
D= 1.42×10−18m2s−1. The experimental data were acquired using CPEX at 320K.
that the multi-component exponential decay cannot be used to properly describe the
signal decay. We fitted the crystalline signal decay curve of MC-PE with a two expo-
nential decay function IC = a ∗ exp(−t/T1)+(1−a) ∗ exp(−t/T2), which yields two
relaxation time: the short one is 15.9s with a fraction of 27.1% and the long one is
831.9s with a fraction of 72.9%. The best fit for the crystalline signal decay curve of
MC-PE with two exponential components is ploted in Fig. (6.12).
At the first glance, one could think that the fitting of signal decay curve in Fig. (6.12a)
is not very bad. But actually it is the linear t axis that hides the detail of the fit-
ting. When enlarging the area indicated by the gray ellipse in Fig. (6.12a), one im-
mediately realizes that the two-exponential fitting is not appropriate for the decay (see
Fig. (6.12b)). Adding more exponential components could improve this fitting. But
more exponential components in the curve means more components in crystalline re-
gions of sample, which usually does not have a clear physical meaning.
144
6.3 Morphological influence on the chain diffusion of PE














































Figure 6.12: (a) The best fit for the crystalline signal decay curve of MC-PE with two
exponential components. (b) The enlarged region of (a).
6.3.3 Influence of drawing process on the chain diffusion
As already mentioned in the last chapter, drawing PE samples could induce substan-
tial changes in the morphology of sample, which would lead to changes in the chain
diffusion behavior. In this section several UHMW-PE samples will be investigated to
show how the chain diffusion can be affected by the drawing process. One sample is
the original undrawn SC-PE. The another two drawn samples were prepared from the
original SC-PE, with different draw ratios: one was drawn with a draw ratio λ= 5 and
the other was drawn to λ= 30. The drawing has been done at T = 90◦C. For compari-
son, the fiber is also chosen as the sample which has the highest draw ratio. The signal
decay behaviors of all these samples are exhibited in Fig. (6.13).
From Fig. (6.13) it is easy to see that with increasing draw ratio the signal decay is
slowed down. For the original undrawn SC-PE sample, it shows the fastest signal de-
cay. For the sample with the draw ratio λ = 5, the signal decay shows only a minor
deviation from the behavior of undrawn sample. When the draw ratio λ is increased to
30, the signal decay seems to slow down and a clear bending-up curvature is observed.
For the fiber sample, the signal decay curve differs from those of all the other samples.
A typical linear behavior and the slowest signal decay are found in this sample.
The origin of the different signal decay behavior in these samples can be related to their
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Drawn SC-PE (draw ratio=30)



















Figure 6.13: The decay of crystalline signal intensity in: () the original SC-PE; (▲)
the drawn SC-PE sample with λ = 5; (▼) the drawn SC-PE sample with λ = 30; ()
the UHMW-PE fiber, plotted against the square-root of the exchange time. These data
were acquired from the CPEX experiments performed at 320K.
different lamellar thickness and the different topological constraints, which vary with
draw ratio of sample. First, let’s consider what is the influence of lamellar thickness of
sample on the signal decay curve. In order to avoid the influence of the chain entangle-
ments, which could bend up the signal decay curve, we will focus on the signal in the
linear decay region. For the drawn sample with λ = 30, the linear region is the initial
20% signal decay. For all the other samples the linear region is the initial 50% signal
decay. Fitting the curves in these linear regions yields four slopes, that is, -0.119 for the
undrawn SC-PE, -0.107 for the drawn SC-PE with λ= 5, -0.063 for the drawn SC-PE
with λ= 30 and -0.016 for the fiber. Assuming that the variation of these slopes is only
due to the change of lamellar thickness, with Eq. (6.10) one could roughly estimate the
lamellar thickness in these samples. For the slightly drawn sample (λ= 5), the lamel-
lar thickness becomes a little bit bigger after drawing. Whereas, for the drawn sample
(λ = 30) the lamellar thickness is nearly doubled after drawing. This observation is
in good agreement with results from SAXS experiments [Van Aerle 88, Van Aerle 89].
Now let’s consider the influence of topological constraints on the chain diffusion
of sample. One knows that chain organization in non-crystalline regions of sample
changes during the drawing process. If the polymer chains do not disentangle during
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drawing, the drawing process will increase the ”density” of the chain entanglements
in the non-crystalline regions because the content of non-crystalline component in the
drawn sample decreases. The increase of chain entanglements in non-crystalline re-
gions apparently will give more retardance to the chain diffusion in the sample, which
explains why in Fig. (6.13) the bending-up curvature of the drawn samples appears ear-
lier than the original undrawn sample. The fiber sample shows a linear decay against
t1/2 in Fig. (6.13) until the signal decay to ∼ 55% of the intial, which could be in-
dicative of very rare chain entanglements in this fiber sample, resulting from being
gel-spun.
A very wide distribution of lamellar thickness in a PE sample actually can also give
a contribution to the bending-up feature in the signal decay curve obtained from the
CPEX experiment, since the slope of the curve is influenced by lamellar thickness.
However, evaluating this contribution requires the knowledge of the thickness and
content distributions of crystalline lamellae in a sample. Drawing solution crystal-
lized PEs increases the distribution of lamellar thickness in the sample, as indicated
by an increase in the width of the SAXS peaks [Van Aerle 88, Van Aerle 89]. There-
fore, the bending-up feature of the signal decay curves in Fig. (6.13) could also contain
some contributions from the thickness distribution of lamellae in the samples, which
increases with increasing draw ratio.
6.3.4 Activation energy of the chain diffusion
Using CPEX experiment the diffusion coefficient of polymer chains in PEs can be
measured. Analyzing the temperature dependence of chain diffusion coefficient, the
activation energy of the chain diffusion can be determined. Two samples were chosen
for this study. One is SC-PE and the other is MC-PE. These two samples were made
from the same UHMW PE powder and have a similar thickness of ∼ 12nm.
Fig. (6.14) shows the plot of crystalline signal intensity of SC-PE and MC-PE as a
function of the square root of exchange time t at different temperatures. Fitting the
linear region of the signal decay curves yields the chain diffusion coefficients (For
MC-PE, the data points after the fast decay were chosen for the fitting.). These tem-
perature dependent diffusion coefficients can be combined in an Arrhenius plot, which
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Figure 6.14: The decay of crystalline signal intensity in (a) SC-PE and (b) MC-PE
at different temperatures, plotted against the square root of the exchange time t. For
MC-PE, the data points after the fast decay are chosen for fitting.
is given in Fig. (6.15).


















Figure 6.15: Arrhenius plots of the chain diffusion coefficients in: () SC-PE and ()
MC-PE.
The chain diffusion coefficients D plotted in Fig. (6.15) are calculated with Eq. (6.10).
The lamellar thickness of the two samples used in the calculation is 12nm. In the tem-
perature range of the experiments, the lamellar thickness of sample is considered to be
unchanged. Fitting the curves in Fig. (6.15) yields an activation energy of 50.5 kJ/mol
for SC-PE and 50.3 kJ/mol for MC-PE, which both are two times smaller than the
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values given in literature [Schmidt-Rohr 91]. The difference in the values of the acti-
vation energies probably reflects the difference between the ”apparent” and ”effective”
jumps of CH2 in PE crystals, the latter, that leads to the chain diffusion. The detailed
discussion about the ”apparent” and ”effective” jumps of CH2 in PE crystals will be
given below.
Concerning the very different chain diffusion rates in the two samples at a given tem-
perature, it is remarkable to see that the chain diffusion in the two samples have a
similar activation energy. To elucidate the different chain diffusive behaviors of the
two samples, Eq. (6.2) can be taken into account, indicating that the rate of chain dif-
fusion actually is controlled not only by the change of activation energy ΔH but also by
the change of entropy ΔS in the motion. For these two samples the activation energies
ΔH involved in the motion are quite similar. Thus, the different entropy change ΔS in
the motion probably contributes to the different chain diffusion rates in the two sam-
ples. From the y-axis intercept of the Arrhenius plot in Fig. (6.15) one could extract
the entropy change in the motion via the following equation:




From the fitting one obtains the y-axis intercept of −22.2 for SC-PE and −25.5 for
MC-PE. In order to obtain the absolute value for ΔS, one has to know the value
of ln f (T )∞ for both samples, which cannot be measured in our experiments. How-
ever, the y-axis intercepts still can be used to compare the entropy change in the two
samples. Assuming that both samples have a similar f (T )∞, one can easily derive
Eq. (6.14) from Eq. (6.13):
ΔSSC−ΔSMC =
(
(y-axis intercept)SC− (y-axis intercept)MC
) ·R (6.14)
If the entropy change of the chain diffusion is related to a group of CH2, which consists
in the chain defects moving from non-crystalline regions into crystalline regions in the
chain diffusion, the entropy change during this movement thus can be written as:
ΔS= S∗ −S (6.15)
where S denotes the entropy of the CH2 units before moving and S∗ denotes the entropy
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for the CH2 units in the transition state. With Eq. (6.15) one could re-write Eq. (6.14)
as:
(S∗SC−SSC)− (S∗MC−SMC) = 3.3 ·R (6.16)
(S∗SC−S∗MC)+(SMC−SSC) = 3.3 ·R (6.17)
It is easy to envisage that in SC-PE and MC-PE there is no difference in the entropy of
chain defects when they travel through the crystallites. Thus, it is reasonable to assume
that S∗SC is equal to S
∗
MC. With Eq. (6.17) one thus can get the entropy difference of
SMC−SSC ≈ 27.4J/K. This entropy difference indicates that CH2 units involved in the
chain diffusion have bigger change in entropy in MC-PE than that in SC-PE, which
consists with the observation shown in Chapter 3.
As mentioned before, the linear fitting based on the Einstein relation is equivalent to
the curvilinear approach based on the tube/reptation model. We also can use the curvi-
linear approach to extract the activation energy and entropy difference. Fitting the
data with Eq. (6.12) yields the reptation time τD. The activation energy then can be
extracted from the temperature dependence of τD. Fig. (6.16) show the fittings of the
crystalline signal decay curves of SC-PE and MC-PE at different temperatures.






































































Figure 6.16: The decay of crystalline signal intensity in (a) SC-PE and (b) MC-PE
at different temperatures, plotted against the square root of the exchange time t. The
fitting curves are created by Eq. (6.12). For MC-PE, the data points after the fast
decay are chosen for fitting.
The Arrhenius plot of the reptation time τD is shown in Fig. (6.17).
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Ea=48.5kJ/mol
Ea=49.0kJ/mol


















Figure 6.17: Arrhenius plots of the reptation time τD in: () SC-PE and () MC-PE.
This fitting procedure yields an activation energy of 48.5 kJ/mol for SC-PE and 49.0
kJ/mol for MC-PE and the corresponding entropy difference is SMC−SSC ≈ 23.3J/K,
which are similar to the values determined by the linear fitting approach.
The phenomenological diffusion coefficient D obtained from the exchange experiment
can be used to calculate the jump rate of CH2 groups in PE crystals. Eq. (6.18) gives
the expression of D in terms of the lattice constant a and jump rate v:
D= g′ ·a2 · v (6.18)
where g′ is the geometry factor of the jump motion. It takes into account that for jump
motions with all directions, only some orientations contribute to the diffusion motion.
In the case of the jump motion in PE crystals, g′ is about 1. Since the unit cell of
PE crystal contains two CH2 groups, the lattice constant a is equal to the half of the
crystallographic c, which is ∼ 1.267A˚.
Using Eq.(6.18) the jump rate of CH2 groups in PE crystals can be calculated from
the chain diffusion coefficient D. However, the jump rate obtained in this way corre-
sponds to the jump motion, where every jump leads to a translative movement of chain
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stem. Thus, this jump rate is better to be term as the ”effective” jump rate to differ-
entiate with the ”apparent” jump rate in PE crystals. In literature the apparent jump
rates of CH2 groups in crystals of melt crystallized PE sample at different tempera-
tures have been measured by dipolar 13C NMR [Hu 99a] and DQ-DQ MAS exchange
NMR [Schnell 01a]. The values of jump rates obtained in this work using Eq. (6.18)
have been combined with the literature values together in the Arrhenius plot given in
Fig. (6.18).
Ea=50.3 kJ/mol














MC-PE from [Schnell 01a ]
MC-PE from [Hu 99a]
Figure 6.18: Arrhenius plots of the apparent jump rates (▲,▲) and the effective jump
rates () in the MC-PEs. The data points plotted as (▲) are taken from [Schnell 01a]
and the data points bolted as (▲) are taken from [Hu 99a].
Comparing the two kinds of jump rates shown in Fig. (6.18), it is easy to see that at a
given temperature the apparent jump rate is always higher than the effective jump rate
determined in this work, indicating that the jump motion of CH2 groups in PE crystals
does not always lead to the translative movement of chain stem. However, since the PE
samples in the literature [Hu 99a, Schnell 01a] are not the same as that we used in this
work, the point derived from the direct comparison between the values of jump rates
seems not to be very persuasive. But a further proof for the above point can be found
from the different temperature dependence of the effective and apparent jump rates
in Fig. (6.18). With increasing the temperature, although the effective and apparent
jump rate both increase, the fraction of the effective jumps decreases, as indicated by
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the increase of the difference between the effective and apparent jump rates at higher
temperatures. The decrease of the fraction of the effective jumps indicates that in the
high temperature range the jump motion in the PE crystals becomes more and more
ineffective.
The above comparison gives us a picture of the chain diffusion in PE crystals. In liter-
ature people have proposed that the movement of a whole chain stem in PE crystals is
accomplished by transferring defects through the crystallites. In this scenario, a defect
is created at one side of the crystal surface. In order to make a successful movement
of the whole chain stem, the defects have to move through the crystallite to the other
side and finally leave the crystallite. However, when the defects travel inside the crys-
tallites, they could be reflected back by some hindrances such as disordered crystalline
parts or the interphase between crystalline and non-crystalline regions. If this reflec-
tion happens, the chain stem then will not achieve a movement, since all the involved
CH2 groups will jump back to their previous sites. In this case the CH2 groups perform
the jump motions forwards and backwards, but the whole chain stem stays, which ex-
plains the difference between the effective jump rate and the apparent jump rate. To
achieve a movement for chain stem, the defects have to leave crystallites and thus
must pass through the interphase. The conformers in the interphase and their dynamic
modes thus become quite important for the transfer of defects between crystalline and
non-crystalline regions. Following this idea, it will be very interesting to compare the
effective and apparent jump rates in the solution crystallized PE sample. But so far
there are no apparent jump rates available in literature for the solution crystallized PE
sample.
The nonlinear behavior in the Arrhenius plot of apparent jump rates shown in Fig. (6.18)
is another remarkable phenomenon. As indicated by the slope of the spline in Fig. (6.18),
the apparent activation energy of the jump motion increases with increasing tempera-
ture. Assuming that the apparent activation energy relates to the defects in PE crystals,
this temperature dependence of the apparent activation energy indicates the increase
of the defect number in the PE crystals at high temperatures, which probably orig-
inates from the lattice expansion of PE crystals [Strobl 78]. As the lattice expands,
the likelihood of defects will increase, yet many of those apparently are not effec-
tive for chain diffusion, leading to a decreasing fraction of effective jumps. Since the
153
6.4 Conclusions
percentage of the effective jumps decreases with increasing temperature, in the high
temperature range the activation energy determined via the effective jump rates (from
the 13C exchange experiment) differs from that determined via the apparent jump rates.
However, from Fig. (6.18) one could see that in the low temperature range the slopes
of the spline and the straight line (derived from the efficient jump rates) are simi-
lar. This indicate that the percentage of the effective jump stays almost constant in
this temperature range, and thus the activation energies determined from the appar-
ent jump rate and from the effective jumps become similar, which both are close to
the half of the values given in literature [Hu 99a, Schnell 01a] (actually determined
from the high temperature range). Recently, mechanical measurements showed a sim-
ilar temperature dependence of the activation energy from relaxation processes in PEs
[Matsuo 03]. The finding here thus give a microscopic picture to explain the results
revealed by the mechanical measurements.
6.4 Conclusions
In this chapter, we studied the influences of sample morphology on the chain diffusion,
which includes lamellar thickness, chain organization in non-crystalline regions and
chain entanglements. These morphological factors explain the different chain diffusion
behavior in the different PE samples. The activation energies of the chain diffusion in
two UHMW-PEs were measured via determining the temperature dependence of the
chain diffusion coefficients and the reptation time. From the chain diffusion coeffi-
cients, the rates of jump motion in the melt crystallized UHMW-PE were calculated.
Compared to literature values, the jump rates obtained in this way are always smaller
at a given temperature. A concept of effective jump motion was introduced to explain
the difference. Since the chain diffusion is considered as the microscopic mechanism
of the α-process in PE, related to crystal thickening, drawability, the creep behavior of
PE fiber, etc, the study in this chapter then has implications in our understanding of all




The chain diffusion in PEs is a quite complicated phenomenon influenced by many
factors. In this chapter the influences of lamellar thickness, crystallization conditions
and drawing processes were discussed. But in fact some other factors such as cross-
linking, chain branching and molecular weight, also can have strong influences on the
chain diffusion. Since all the PE samples used in this work are linear ones, we did not
consider the influence of cross-linking. As to the influence from chain branching, it
includes length of chain branch, branch degree, branch distribution, etc. In this chap-
ter the influence of chain branching was not discussed because the PE samples studied
in this chapter have a very low branch degree (≤ 1 branch per 10000 CH2 backbone
units.). However, how chain branching would influence the chain diffusion in PEs
could be an interesting topic, which will be studied in the future.
The influence of molecular weight is another topic, which is not covered in the discus-
sion of this chapter. Following the polymer dynamics theory, the diffusion property
of polymer chains in melts usually shows a strong dependence on molecular weight
[Doi 86]. Different chain entangled states in melts give rise to different power rela-
tionships between the chain diffusion coefficient and molecular weight of the sam-
ple. However, for the chain diffusion of PE in the solid samples, it does not show
a clear molecular dependence on the chain diffusion coefficient. Preliminary results
have shown that there is almost no difference in the diffusion rate between the solution
crystallized UHMW-PE and LMW-PE, although the molecular weight of UHMW-PE
is ∼ 100 times bigger than LMW-PE. This remarkable phenomenon reveals that the
chain diffusion in polymeric solids does not follow the classic Rouse model and tube-
reptation model which were developed from polymeric melts. But to quantify the
influence of molecular weight a similar molecular weight distribution of sample is
required, which usually is difficult for the sample synthesis.
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Summary
In this thesis, morphological influences on the molecular dynamics of PE were inves-
tigated. Several PE samples were used for this investigation. Via the different process-
ing histories these samples have different morphologies, leading to different molecular
dynamics present in these samples. A broad variety of solid state NMR techniques
were used to investigate the chain dynamics in these PE samples. The local chain dy-
namics in non-crystalline regions of the samples was studied via measuring 1H− 13C
heteronuclear dipolar coupling and 13C CSA. The long range chain diffusion motion
of PE was monitored via 13C exchange experiment.
In the first part of this work (Chapter 3, 4 and 5) the morphological influence on the
local chain dynamics in non-crystalline regions of PE was focused. In Chapter 3 two
linear UHMW-PE samples (SC-PE and MC-PE) were used as representative examples
to demonstrate the morphological influence on the molecular dynamics of PE. The two
samples were prepared from the same UHMW-PE powder but with different crystal-
lization conditions. One was crystallized from a melt and the other was crystallized
from a dilute solution. Solid state NMR studies were performed to follow chain mobil-
ity in the non-crystalline regions of these two samples. The chains in non-crystalline
regions of the melt crystallized sample show largely isotropic motion, whereas the so-
lution crystallized sample reveals anisotropy. The anisotropy present in non-crystalline
regions is maintained at higher temperatures. The location, frequency and geometry of
this motion favor the chain diffusion between non-crystalline and crystalline regions
of PE.
In Chapter 4, our study was extended to linear LMW-PE samples. Different from the
case in the UHMW-PE samples, the motional anisotropy present in non-crystalline re-
gions of LMW-PE was found not only in the solution crystallized sample but also in
the melt crystallized sample. This phenomenon was explained as the result of residual
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chain folding structure present in the melt crystallized LMW-PE samples. All of the
LMW-PEs, which posses motional anisotropy in non-crystalline regions, exhibit clear
chain diffusion, providing evidence of the role of motional anisotropy on the chain
diffusion in PEs. The chain diffusion in the LMW-PEs, however, show a lower tem-
perature dependence compared to the UHMW-PEs in Chapter 3. Combined with the
observation of the 1H− 13C dipolar coupling constants in the non-crystalline areas at
different temperatures, this difference was explained by the possible structure variation
(e.g. the loosening of chain folds) with increasing temperature.
In Chapter 5, an UHMW-PE fiber was chosen for studying the morphological influ-
ence on the molecular dynamics. The morphology of this UHMW-PE fiber has the
chain-extended structure, which is significant different from the sample morphology
developed from quiescent crystallization condition, i.e. solution and melt crystalliza-
tions. This special morphology leads to special molecular dynamics in the fiber. The
motion anisotropy was found present in the surface of fiber crystallites. The detailed
information of this motion anisotropy shows that the involved chain units in this mo-
tion combine wiggling and rotation around the chain backbone, while their all-trans
conformations are kept more or less unchanged. Considering its location and geome-
try, this motional anisotropy in the PE fiber is considered to have a strong relationship
with the chain diffusion in the fiber.
In Chapter 6, the chain diffusion between non-crystalline and crystalline regions of PE
is focused. The influences of lamellar thickness, crystallization conditions and drawing
process on the chain diffusion of PE were studied via the 13C exchange experiment.
The different chain diffusive behaviors in the different PE samples were explained
based on the knowledge of the sample morphology. A thermodynamic treatment of the
chain diffusion in two UHMW-PEs has been taken into consideration, which reveals
the entropy-controlled feature of the chain diffusion in PE. This is consistent with the
observation in Chapter 3 that the sample with a restricted local chain mobility shows
a fast chain diffusion between non-crystalline and crystalline regions. Using the chain
diffusion coefficient, the rates of the jumpmotion in the crystals of the melt crystallized
PE have been calculated, which are always smaller than those in literature at a given





A.1 Definition of irreducible spherical tensor
A convenient way to describe the rotation of a tensor in Cartesian coordinate is to use
the irreducible spherical tensor [Spiess 78]. A spherical tensor of rank l is a set of
2l+1 objects with the property that when any of them is rotated in 3 dimensions, the
result is a linear superposition of the same set of objects. The rank of a spherical tensor
indicates different mathematical groups. Particularly important in solid state NMR is
the irreducible spherical tensor of rank 2, which can be constructed from a Cartesian





















A.2 Irreducible spherical representation of spin interaction









R0,0 is the trace of the matrix, which is rotationally invariant and thus is interpreted
as a tensor of rank zero. And R1,m can be called as a tensor of rank 1. This tensor is
equivalent to the antisymmetric part of the matrix, which has the rotation behavior as a
vector. R2,m is the second rank spherical tensor from the rearrangement of the traceless
symmetric part of the matrix R.
A.2 Irreducible spherical representation of spin inter-
action
In NMR the Hamiltonian of interaction has a general form:
Hˆ = Iˆ A Jˆ = A · Tˆ (A.3)
where A is the spherical tensor related to the spatial part of Hamiltonian and T is
the spin operator tensor, constructed from the dyadic-product matrix with elements
(Jˆ⊗ Iˆ)kn = JˆkIˆn, which is shown in Table A.1. Via the scalar product of two spherical










A.2 Irreducible spherical representation of spin interaction
Interaction T00 T10 T1±1 T20 T2±1 T2±2
Chemical shift − 1√
3
IˆzB0 0 −12 Iˆ±B0
√
2
3 IˆzB0 ∓12 Iˆ±B0 0
Dipole-dipole 0 0 0 1√
6
(3IˆzSˆz− Iˆ · Sˆ) ∓12(IˆzSˆ±+ Iˆ±Sˆz) 12 Iˆ±Sˆ±
Quadrupole 0 0 0 1√
6
(3IˆzSˆz− I(I+1) ∓12(IˆzIˆ±+ Iˆ±Iˆz) 12 Iˆ±Iˆ±
Table A.1: Spherical tensor representation of spin operators (with Iˆ± = Iˆx± iIˆy)
To show how to use this representation to construct Hamiltonians two examples will
be given in the following.
Dipolar Hamiltonian


















































For the spatial part A2 of dipolar Hamiltonian, one knows that in PAF it has a diagonal
matrix, which is symmetric and traceless. Therefore, via the definition in Eq. (A.1)
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δ [0, 0, 1, 0, 0] (A.7)














The detail about the frame transformation will be discussed in the next section. With
the tensors in Eq. (A.6) and Eq. (A.8), therefore, one can easily construct the formula
of dipolar Hamiltonian:





(3IˆzSˆz− Iˆ · Sˆ) (A.9)
Here, δ is equal to 2D if comparing with the formula given in Chapter 1.
Chemical shift anisotropy
The Hamiltonian of chemical shift is a little bit special, since its ”spin part” Tˆ2 includes
the spatial information B0. One still can try to construct the ”spin part” Tˆ2 from the
















Via the definition in Eq. (A.1) one could write down the spin part of CSA Hamiltonian
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Therefore, the formula of CSA Hamiltonian in the laboratory frame reads as:








B.1 Rotation and coordinate transformation
In NMR one always deals with rotation of interaction tensor. In mathematics any three
dimensional rotation can be achieved via three subsequent rotations with three Euler













rotation of the vector
Passive rotation:
rotation of coordinate axes
(a) (b)
Figure B.1: Active vs. passive rotations. (a) An active rotation rotates the vector in a
fixed coordinate system. (b) A passive rotation: the vector is fixed in space, while the
coordinate system is rotated.
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B.1 Rotation and coordinate transformation
Active rotation Rotation of the objects without changing the coordinate system.
Passive rotation Keep the objects fixed and rotating the coordinate system.
These two rotations are visualized in Fig. (B.1).
Normally people are more familiar with the active rotation since this one is directly
performed on the object. Whereas, the passive rotation is directly performed on the
coordinate axes, which in fact is the case of coordinate transformation.
The definition of Euler angle depends on the chosen rotation type. In this thesis we
follow the convention of Rose. Assuming the original coordinate has an index a and
the new coordinate has b, the Euler angles are defined as:
α : rotation about the original za axis
β : rotation about the intermediary y′ axis
γ : rotation about the final zb axis
This definition involving the rotation of the coordinate axes, represents a passive rota-
tion as defined above.
An alternative method for determining α, β and γ is to follow these facts:
(β,α) are the polar coordinates of the zb axis in the frame a
(β,180◦− γ) are the polar coordinates of the za axis in the frame b
Mathematically, the rotation is carried out by multiplication with the rotation matrix
R(α,β,γ):
R(α,β,γ) = Rzb(γ)Ry′(β)Rza(α) (B.1)
The rotation matrix describes a unitary transformation, exhibiting the following prop-
erties:
detR= 1 and R−1 = RT (B.2)
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B.1 Rotation and coordinate transformation
In order to treat the Euler rotation like the more familiar active rotations, it is customary
to introduce the ’pseudo-active’ Euler rotation matrix R˜:
























Concerning rotation of tensor, the transformation of a Cartesian tensor T reads as:
T b = R˜(α,β,γ) T a R˜−1(α,β,γ)
= R−1(α,β,γ) T a R(α,β,γ) (B.5)
Eq. (B.5) actually is equivalent to rotate the coordinate axes of frame a with the Euler
angles (−α,−β,−γ):
T b = R(−α,−β,−γ) T a R−1(−α,−β,−γ)
= R−1(α,β,γ) T a R(α,β,γ) (B.6)
With the rotation matrix R(α,β,γ) one can perform a rotation to a vector r:
rb = R˜(α,β,γ)ra (B.7)
or a (wave) function ψ(r):
ψb(r) = Pˆ(α,β,γ)ψa(r) (B.8)
= ψa(R˜ r) (B.9)
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B.1 Rotation and coordinate transformation
or an operator Tˆ a:
Tˆ b = PˆTˆ aPˆ−1 (B.10)
Here, Pˆ(α,β,γ) is called the rotation operator.
Since performing rotation in Cartesian coordinate always relates to tedious matrix mul-
tiplications, it is convenient to describe rotation via the the spherical tensor representa-





is just a new linear combination of the tensor element Tˆ aLm:
Tˆ








where the coefficientsDLm′m(α,β,γ) is theWigner rotationmatrix, with the Euler angles
(α,β,γ) specifying the coordinate transformation. The dependence of DLm′m(α,β,γ) on
α and γ is simply e−im′αe−imγ:
DLm′m(α,β,γ) = dLm′m(β)e−im′αe−imγ (B.13)
The nontrivial dependence on β is described by the ”reduced rotation matrix” element
dLm′m(β) which is listed in Table B.1.
In most cases, only a limited set of the elements is relevant: if there is no dependence























Y1,0 = cosβ ( 34π)
1
2 (B.17)






















In NMR the rotating frame usually is introduced to ”get rid of” the effect of Zeeman
interaction. Essentially, moving from the laboratory frame to the rotating frame is just
a case of coordinate transformation.
Assuming that the density operator (magnetization) at time 0 (t = 0) is ρˆ(0) = Iˆα, it
Table B.1: β-dependent factor d2mn(β) of the Wigner function D2mn(α,β,γ)
n 2 1 0 -1 -2
m
2 a -b c -d e
1 b f -g h -d
0 c g i -g c
-1 d h g f -b
-2 e d c b a









2β f=12(cosβ−1)+ cos2β i=12(3cos2β−1)
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B.2 Rotating frame
evolves under the Zeeman interaction in the laboratory frame:
ρˆ(t) = e−iωLtIˆz ρˆ(0) eiωLtIˆz (B.22)
This Eq. (B.22) describes a rotation of Iˆα by an angle ωLt about the z-axis. The effect
of this rotation is eliminated by a transition to a frame that rotates with a frequency
ωR = ωL. Then the density operator in Eq. (B.22) in this rotating frame can be written
as:
ρˆR(t) = eiωRtIˆz ρˆ(t) e−iωRtIˆz
= e−i(ωL−ωR)t Iˆz Iˆα ei(ωL−ωR)t Iˆz (B.23)
= Iˆα (i f ωR = ωL) (B.24)
where the rotation operator Pˆ= eiωRtIˆz .
In Eq. (B.24) it shows that if choosing the rotating frame with a frequency ωR =ωz the
Zeeman interaction disappears. And this rotating frame can be called Hˆz-interaction
representation, where the direct effect of Zeeman interaction has been transformed
away. For internal spin Hamiltonians they have to take the same kind of transforma-
tion:
Hˆint,R(t) = eiHˆzt Hˆint e−iHˆzt (B.25)
Then the density operator of our system in Hˆz-interaction representation reads as:
d
dt
ρˆR(t) =−i[Hˆint,R, ρˆR(t)] (B.26)
168
Appendix C
Action of Hamiltonian on ρˆ: Time
Evolution





The density operator ρˆ(t) describes the state of the spin system, while the Hamiltonian
represents the ”force”, or interaction, that try to change the state of system.
For a Hamiltonian Hˆ acting constantly on the system, i.e., ∂Hˆ/∂t = 0, the formal
solution of the Liouville-von Neumann equation is given by:
ρˆ(t) = e−iHˆt ρˆ(0)eiHˆt (C.2)
To evaluate this formal solution, one can make use of the Baker-Hausdorff relation
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(”time-evolution series”):
ρˆ(t) = e−iHˆt ρˆ(0)eiHˆt
= ρˆ0+[−iHˆt, ρˆ0]+ 12 [−iHˆt, [−iHˆt, ρˆ0]]+
1
6
[−iHˆt, [−iHˆt, [−iHˆt, ρˆ0]]]+ · · ·














+ · · · (C.3)
According Eq. (C.3) the state of spin system at time t is described by an infinite series
of commutators. This description, although looks complicated, proves to be harmless
in some cases. In the following two examples are given to show how to use Eq. (C.3)
to calculate the time evolution of spin state and yield an explicit formula in the end.
Example 1: rˆ2 = ω2ρˆ0
In this case, one finds that:
rˆ1 = rˆ1 rˆ2 = ω2ρˆ0
rˆ3 = ω2rˆ1 rˆ4 = ω4ρˆ0



















+ · · ·
)
= ρˆ0cos(ωt)− i rˆ1
ω
sin(ωt) (C.4)
Chemical shift, dipolar coupling of isolated spin-1/2 pair, and quadrupolar coupling of
I = 1 belong to this case.
Example 2: rˆ3 = ω2rˆ1
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In this case, one finds that:
rˆ1 = rˆ1 rˆ2 = rˆ2
rˆ3 = ω2rˆ1 rˆ4 = ω2rˆ2

































The ”average-Hamiltonian theory” (AHT) was developed by Haeherlen and Waugh
[Haeberlen 68]. The main idea of this theory is to introduce an interaction representa-
tion, where the immediate action of pulse is transformed away and the effect of local
field can be calculated to the first order as a simple average. The introduced interac-
tion representation usually is visualized as a transition into a frame ”toggling” with
the pulses. The AHT originally is designed to facilitate the analysis of the action of
multiple-pulse sequences, which are used for the homonuclear decoupling. Neverthe-
less, it can be also applied to many other NMR problems, e.g. heteronuclear decou-
pling, cross polarization and some recoupling sequences like REDOR,BABA · · · . In
the following we will give a short introduction of this theory.
As shown in Chapter 1, one can calculate the density operator describing a spin system
ρ(t) at time t, from that at time t = 0 via the equation:
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ†(t) (D.1)
where the propagator Uˆ(t) is given by:
Uˆ(t) = exp(−iHˆt) (D.2)
Generally, the Hamiltonian Hˆ has a time dependence. In this circumstance Eq. (D.2)
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becomes:
Uˆ(t) = exp(−iHˆntn) · · ·exp(−iHˆ1t1) (D.3)
where the Hamiltonian which operates in the first time period t1 is Hˆ1 and so on.
One could replace the series of exponential functions in Eq. (D.3) for the propagator
with a single exponential one relying on an average Hamiltonian ¯ˆH which has the same
effect as the series of Hamiltonians Hˆ1Hˆ2 · · ·Hˆn, i.e.
Uˆ(t) = exp(−iHˆntn) · · ·exp(−iHˆ1t1) = exp(−i ¯ˆHt) (D.4)
1 2 3 4 5
1 32 4
exp( i )U Ht
  
U
time 0 time t
Figure D.1: The idea behind average Hamiltonian theory
This replacement is always possible but not always useful, because in general the ap-
propriate average Hamiltonian ¯ˆH will depend on t, the time at which one wishes to
know the propagator. However, when the Hamiltonian (or series of Hamiltonian) de-
scribing the spin system is periodic in time, one only wish to know about the state of
spin system at some specific time points spaced by the periodical Hamiltonians. And it
is always possible to calculate a single average Hamiltonian which correctly describes
the behaviour of the spin system at those time points.











([Aˆ, [Aˆ, Bˆ]]+ [[Aˆ, Bˆ], Bˆ])+ · · ·
}
(D.5)
Applying this expansion to the series of exponential operators in Eq. (D.3) for a peri-
odic Hamiltonian of period tp, i.e. t1+ t2+ · · ·+ tn = tp, one gets:
Uˆ(t) = exp(−i ¯ˆHtp) (D.6)







+ · · · (D.7)

































[Hˆ(t1), [Hˆ(t2), Hˆ(t3)]]+ [Hˆ(t3), [Hˆ(t2), Hˆ(t1)]],
}
(D.8)
Eq. (D.7) and Eq. (D.8) are not as daunting as they appear. The zero order term ¯ˆH
(0)
(the first order in the Hamiltonian) is simply the average of the piecewise Hamiltonian












(Hˆ1t1+ Hˆ2t2+ · · ·+ Hˆntn) (D.9)
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In the case where these Hamiltonians all commute with each other, or nearly so, all
higher-order terms can be neglected and the zero-order term is a good description of
the average Hamiltonian. Whereas, in case where the Hamiltonians which operate over
the time period do not commute with each other, one could transform the Hamiltoni-
ans into a new frame, the so-called toggling frame, in which non-commuting terms
disappear. It is then possible to approximate the average Hamiltonian in this frame by
the first-order term in Eq. (D.8).
The purpose to introduce the toggling frame in NMR is to move the effect of pulses
from the Hamiltonian to the spin state ρˆ, since the Hamiltonian of pulses doesn’t com-
mute with the Zeeman interaction. Therefore, before introducing the toggling frame,
one could consider what is the direct effect of pulse on the spin state. Assuming to
apply an x-pulse on a spin state ρˆ(0), then the spin state after the pulse ρˆ(t) is given
by:
ρˆ(t) = exp(−iωRF Iˆxt)ρˆ(0)exp(iωRFIˆxt) (D.10)
where the Hamiltonian of this x-pulse is given by:
HˆRF = ωRF Iˆx (D.11)
From the discussion in Appendix B.1, one knows that [exp(−iωRF Iˆxt)ρˆ(0)exp(iωRFIˆxt)]
can be regarded as an active rotation of ρˆ(0) by the angle (ωRFt) about x-axis; or a
passive rotation of the frame, where the ρˆ(0) is defined, by the angle (−ωRFt) about
x-axis. It means that, if one enters a new frame via rotating the old one by the angle
(−ωRFt) about x-axis, the density operator ρˆ(0) in this new frame will gain the same
change as rotating it by (+ωRFt) via the pulse. This new frame is the so-called tog-
gling frame, where the direct effect of pulses has been transformed into the density
operator.
Due to the change of the frame, the Hamiltonian could also change it formula. With
the example given above, one could write down the Hamiltonian in the toggling frame:
HˆT (t) = Rˆ−1x HˆRˆx−ωRF Iˆx (D.12)
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where Rˆx = exp(iωRFIˆxt) represents the rotation operator for the rotation of the origi-
nal axis frame.
So, in the case where Hˆ = HˆRF = ωRF Iˆx, its Hamiltonian in the toggling frame HˆT,RF
is:
HˆT,RF = ωRFRˆ−1x IˆxRˆx−ωRF Iˆx = 0 (D.13)
As expected, in this frame the effect of pulse is nulled. The frame transformation on the
density operator takes account of the pulse effect. Now suppose that the Hamiltonian
in the rotating frame is:
Hˆ = Hˆint + HˆRF (D.14)
Transforming this Hamiltonian to the toggling frame, one gets:
HˆT (t) = Rˆ−1x HˆRˆx−ωRF Iˆx = Rˆ−1x Hˆint Rˆx (D.15)
It means that the Hamiltonian in the toggling frame depends only on the spin interac-
tion Hˆint and not on the pulse part.
If a series of pulses are applied to the spin system, the toggling frame will change with
time due to the change of the pulses. As a result, the Hamiltonians in the toggling
frame could also change with time. Providing that the Hamiltonians in the toggling
frame commute with each other at different time, the average Hamiltonian in this frame






(Hˆ1t1+ Hˆ2t2+ · · ·+ Hˆntn) (D.16)




T can be used to calculate the density operator ρˆT (t) in the toggling frame:





If the pulses are periodic, i.e. the frame transformation on the density operator will
have no effects on the density operator after the pulse train, the averaged Hamiltonian





In solid state NMR the powder sample means a sample consisting of many crystallites
with random orientations. Therefore, when carrying out simulations of solid state
NMR experiment on a powder sample a proper powder averaging procedure has to
be applied [Fischbach 03, Duer 04]. Assuming one gets a signal s(t,α,β,γ) after the













where s(t,α,β,γ) describes the time evolution of a single crystallite, and α, β and γ
are the Euler angles denoting the orientation of the molecular frame (MF) in the rotor
frame. Note that if only one interaction is considered, the three Euler angles can be
regarded as the orientation of PAS in the rotor frame. If not, it is then necessary to do
the frame transformation for the interactions from PAS to MF before performing the
powder average. And this frame transformation usually needs the information of the
molecular structure.
In the case of MAS, the angle γ is considered as the initial rotor phase, which usually
is taken into account separately. Therefore, the signal of a powder sample under MAS











For the computer simulation, the integration for the powder average needs to be im-









s(t,αi j,βi j) σi j (E.3)
where the subscripts i and j are introduced to indicate the Euler angles and σi j is the
weighting factor for the corresponding Euler angle (αi j,βi j), which is normalized ac-
cording to ∑Ni=1∑Mj=1σi j = 1. For S(t) in Eq. (E.3), there are two ways to carry it
out: (i) to increase the three angles linearly in two nested loops (ii) to use numerous
random angles (Monte-Carlo integration). But for these methods they usually need a
lot of powder angles and thus a long calculating time to achieve the convergence. In
literatures some methods, such as ”ZCW” and ”REPULSION”, are presented, which
generate the Euler angle sets for a faster and more efficient powder average.
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Appendix F
Experimental Details and Sample
Characterizations
F.1 Instrumentation and experimental parameters
The NMR experiments were carried out on the digital BRUKER Avance-type spec-
trometer, with B0 field corresponding to 1H resonance frequencies of 500.12 MHz
(DSX500, 11.74 T, 89 mm bore magnet). MAS experiments were carried out using
commercial 2.5 mm or 4mm MAS double-resonance probes, also manufactured by
BRUKER. The spinning speeds of rotor typically is 3 kHz for the SUPER experi-
ment, 6 kHz for the 13C exchange experiment in the 4mm MAS probe and 25 kHz
for the REREDOR experiment in the 2.5mm MAS probe. The 90◦ pulse lengths in
the 4mm MAS probe vary between 3 and 4 μs on both channels, corresponding to
ω1/2π ≈ 63− 83 kHz. The 90◦ pulse length in the 2.5mm MAS probe is 2.5 μs on
both channels, corresponding to ω1/2π = 100 kHz. In all 13C-detected experiments,
the CW or TPPM scheme were applied for dipolar decoupling. The decoupling fre-
quencies in the CW method varied between 83− 89 kHz. In the TPPM method the
approximate 170◦ pulses (5.3− 5.7 μs) and a phase-modulation angle of 15◦ were
used. Ramped-CP was used for the experiments with an initial cross-polarization step.
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F.2 Sample characterizations
SUPER. The SUPER experiments were performed at 3 kHz MAS with a scaling fac-
tor χ′ = 0.155 resulting in an effective spectral width of the indirect dimension of =
45 kHz, which is sufficiently large for the CSAs of CH2 in PEs. The offset was set
on the resonance of interest. For the 13C 360◦ recoupling pulses the ω1,C = 12.12ωR
condition was satisfied by choosing the pulse strength to be 36.4 kHz. Special care
has to be taken to apply sufficient heteronuclear decoupling during the 13C 360◦ re-
coupling pulses. Optimum decoupling would be achieved with ω1,H/ω1,C ≥ 2. In the
experiments presented here, the decoupling during the 13C 360◦ recoupling pulses was
chosen to be 125 kHz.
SAXS. For the characterization of the lamellar thickness of PE, small-angle X-ray
scattering (SAXS) was used. The SAXS setup consisted of a Rigaku rotating anode X-
ray source (Cu Kα, 1.54A), typically operated at 30 kV, 50 mA. The X-rays were nearly
monochromatized by Osmic Mirror. A two-dimensional CCD detector [Bruker-AXS
high star 1024*1024 pixels 100mm] at a typical sample to detector distance of 1780
mm was used to record the diffraction patterns. The beam stop was a round lead disk
of 6mm in diameter. The powder pattern rings were azimuthally integrated around the
incident beam direction to yield one-dimensional traces of diffracted intensity vs q =
4πsinθ/λ where 2θ is the angle between the incident and scattered beam directions.
These traces were divided by q to normalize to X-rays per unit area in the detector
plane.
F.2 Sample characterizations
Several PE samples were used in this thesis to correlate the molecular dynamics to
the sample morphology. The molecular properties of these samples are described in
Table (F.2).
The branch degree of PE was determined by melt-state NMR [Klimke 06]. The mea-
surements were carried out on a Bruker Avance 500 dedicated solid-state NMR spec-
trometer operating at a proton and carbon Larmor frequency of 500.13 and 125.75
MHz respectively. A commercial Bruker, 13C− 1H optimized, high temperature, 7
mm MAS probehead was used in the measurements. Nitrogen gas was used for all
pneumatics to limit thermal oxidation. All measurements were conducted at 3 kHz
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F.2 Sample characterizations
Sample Mw [/(g ·mol−1)] Mw/Mn Branch degree
SC-PE 4.5×106 8 0.55
MC-PE 4.5×106 8 0.55
Fiber > 106 ∼ 1.1
LMW-PE1 5.2×104 2.54 8.0
LMW-PE2 8.7×104 2.46 9.3
Table F.1: Molecular properties of PE samples. The value of branch degree is defined
as the branch number per 10000 CH2 backbone units.
spinning speed at 150◦C sample temperature, whilst compensating for thermal MAS
effects. The quantification of the branch degree of PE is achieved by comparing the
peak areas of end group and backbone in the 13C single pulse excitation (SPE) spec-
trum, which was acquired using 10 μs 13C 90◦ excitation pulses and 180◦ pulse-train
heteronuclear dipolar decoupling. The branch degree values in Table (F.2) are ex-









Figure F.1: The normalized melt-state 13C spectra of PEs at 500 MHz, using the 7
mm MAS setups. The signals assigned to α carbon next to the branch point in the PE
backbone are noted with the grey color in the spectra. These α carbon peaks are used
for the branch degree determination.
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F.3 Lamellar thickness of UHMWMC-PE
F.3 Lamellar thickness of UHMWMC-PE
The SAXS experiment has been performed on the UHMW MC-PE at room tempera-
ture. The decay of X-ray intensity plotted against q is shown in Fig. (F.2).






















Figure F.2: Raw SAXS intensity plotted against q. The SAXS experiment was performed
at room temperature.
The decay curve in Fig. (F.2) shows a bending at q ≈ 0.2nm−1, which relates to a
long period of L= 2π/q≈ 31nm. According to the crystallinity of sample (44%), the
averaged lamellar thickness in MC-PE then is∼ 14nm, which is close to that in SC-PE.
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