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ABSTRACT
Speakers having evidence of a defective velopharyngeal
mechanism produce speech with inappropriate nasal reso-
nance (hypernasal speech). Voice analysis methods for the
detection of hypernasality commonly use vowels and na-
salized vowels. However, to obtain a more general assess-
ment of this abnormality it is necessary to analyze stops
and fricatives. This study describes a method for hiper-
nasality detection analyzing the unvoiced Spanish stop con-
sonants /k/ and /p/, as well. The importance of phoneme-
by-phoneme analysis is shown, in contrast with whole word
parametrization which may include irrelevant segments from
the classification point of view. Parameters that correlate
the imprints of Velopharyngeal Incompetence (VPI) over
voiceless stop consonants were used in the feature estima-
tion stage. Classification was carried out using a Support
Vector Machine (SVM), obtaining a performance of 74%
for a repeated cross-validation strategy evaluation.
1. INTRODUCTION
The speech communication process requires a translation
of thoughts into spoken language. A person with a phy-
sical and/or neurological impairment may have a compro-
mised vocal tract configuration and/or excitation, resulting
in reduced speech quality. An specific example of a vo-
cal tract dysfunction that reduces the speech quality, is the
defective of velopharyngeal mechanism [1], which can be
caused by one or more of the following factors: 1) physical
defects (cleft palate), 2) central nervous system damage
(traumatic brain injury), 3) peripheral nervous system da-
mage (Moebius syndrome), and 4) impaired hearing [2].
The term cleft palate refers to a malformation affecting
the soft and/or hard palate, and is usually congenital. This
may result in reduced quality and clarity of speech.
The speech signal is mainly affected in two directions:
1) nasalized phonemes, due to a moderate to large velo-
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pharyngeal opening; and 2) weak consonants and short
utterance length, due to loss of air pressure with air nasal
air emission [3]. The most common approach to detect ve-
lopharyngeal disfunction (employing Digital Voice Process-
ing, DVP) is by carrying out an analysis of vowels and
nasalized sounds. In [2], a group of delay-based signal
processing technique is described for the analysis and de-
tection of hypernasal speech. Experiments were carried
out with the nasalized vowels of the data /summer/, /sunny/,
and /singing/ uttered by 33 hypernasal speakers and 30
normal speakers. Using the group delay-based acoustic
measure, the performance on a hypernasality detection task
is found to be 100% for /a/, 88.78% for /i/ and 86.66% for
/u/. Furthermore, the effectiveness of this acoustic mea-
sure was cross-verified on data collected in an entirely
different recording environment. In [1], the sensitivity
of the Teager energy operator for multicomponent signals
was used to detect hypernasality. A measurable difference
was observed between the low-pass and band-pass pro-
files of the Teager energy operator for the nasalized vow-
els, whereas the normal vowel, which is a single compo-
nent signal, does not show any difference. Additionally,
in [4], a method based on the acoustic measures on sev-
eral voiced phonemes was presented; however, a priori in-
formation about the velopharyngeal phenomenon was not
used. Nonetheless, in the treatment of problems related to
VPI several kinds of phonemes are used by the specialists.
Not only vowels and nasalized vowels are tested, as con-
sidered in above mentioned works, but also the acoustic
behavior of stops and fricatives are examined in order to
assess the resonance problem, as well. Hypernasality de-
tection by means of unvoiced stop consonants analysis us-
ing DVP requires the use of parameters that represents its
acoustic behavior. Acoustic parameters for the analysis
of pathological voices such as Harmonics to Noise Ra-
tio (HNR), Normalized Noise Energy (NNE), Glottal to
Noise Excitation (GNE), and so on, have been recently de-
veloped; however they were mainly designed to work for
sustained vowels, provoking that they can not be used in
this study. Parameters that correlate the imprints of Velo-
pharyngeal Incompetence (VPI) over voiceless stop con-
sonants were looked for and used in the feature estimation
stage. Classification is carried out using a Support Vector
Machine (SVM), and for classifier evaluation a repeated
cross-validation procedure is used.
2. MATERIALS AND METHODS
First of all, it is necessary to take into account the draw-
backs provoked by small training samples in the design
of automatic classification systems. To reduce these pro-
blems, features used must correlate the influence of ve-
lopharyngeal incompetence in stop consonants, and clas-
sifiers with good generalization properties should be em-
ployed [5].
2.1. Database
The sample was made up of 88 children. Classes are ba-
lanced (44 patients with normal voice and 44 with hy-
pernasality), and all registers were evaluated by special-
ists. Each recording contained several Spanish words, but
in this study only the words “coco ”(/ko´ko/) and “papa´
”(/papa´/) were used. Signals were acquired under low
noise conditions using a dynamic, unidirectional micro-
phone (cardioid). The dynamic range of the signals was
normalized between (-1, 1). Amanual segmentation process
was carried out to separate the stop phonemes (/k/ and /p/ )
of the utterances /ko´ko/ and /papa´/ resulting in various
sets, each formed by 88 signals.
2.2. Parametrization of plosive signals
A plosive consonant is formed by blocking the oral ca-
vity at some point. During the articulation of most plo-
sives the velum is raised, blocking off the nasal passages.
This allows a certain amount of pressure to build up in the
oral cavity behind the occlusion; if it were not raised, any
pressure the speaker attempted to create behind the occlu-
sion would leak through the nasal passage [6]. Plosives
are produced by building-up and sudden release of oral
pressure, requiring closure of the nasal passages with the
velum. Individuals with cleft palate have never learned to
control the movements of the velum, since, even with the
velum raised, air pressure escapes trough the cleft into the
nasal cavity. After reconstructive surgery or the fitting of
a prothesis, such individuals need guidance in controlling
the velum to produce plosive sounds [6].
The subglottal pressure represents the energy immedi-
ately available for creating the acoustic signals of speech.
Innapropiate levels of subglotal pressure or innadecuate
pressure regulation can cause abnormal speech intensity
levels [7]. The pressure that is builds up behind the occlu-
sion is released suddenly as a minor explosion or popping
[6] [3]; thus, the measured power of stops may help to
perceive the weakness of plosive consonants in velopha-
ryngeal patients. In this study it is calculated using the
expression:








i is the calculated power of the signal
x, which can be the stop segment or the word, Ts is the
size of support of x and i is the discrete time index.
Air leakage around the blockage will significantly slow
down the supraglottal pressure, and therefore, the phona-
tory delay will drop down; the greater the shunt airflow,
the larger the delay should be [7]. This can provoke a short
utterance length of consonant plosives, which in this study,
the duration is measured in relation to the word by means
of the expression D = Tstop/Tword.
Velum action allows the nasal cavities to be closed or
opened (or partially open, or perhaps air leakage around
the velum blockage) with respect to the rest of the vo-
cal tract, which allows sound waves to resonate within
the nasal cavities, giving a distinctive nasal quality to the
speech sounds produced [6]. In addition, the lower pre-
ssure of voiced stops in hypernasal speech results in less
high frequency energy during the burst [7]. The MFCC
and DWT (Discrete Wavelet Transform) use filterbanks to
obtain measures of different portions of the spectrum, so
the energies at every filter could be used to model the be-
havior at different ranges of frequency.
MFCC’s are currently one of the most widely used
features for Automatic Speech Recognition (ASR). in this
study, these features are calculated for each unvoiced stop
phoneme taking the discrete cosine transform of the loga-
rithm of energy at the output of a Mel filter. In feature
extraction processes based on the Fourier transform, the
features that are extracted have fixed time frequency reso-
lution because of the inherent limitation of the FFT. For
this reason, classification of some phonemes, specifically
stops, is difficult using these features. More recently, dis-
crete wavelet transform (DWT) and wavelet packets (WP)
have been used for feature extraction, because of their multi-
resolution capabilities [8]. In this study, a 6-level decom-
position wavelet transform was tested to go over the men-
tioned problem.
Assuming the phonemes are nearly stationary, features
extraction for the whole stop segment is applied such that
two groups of features were obtained for each word ana-
lyzed. The first group is formed by the power, the duration
and the 13 MFCC coefficients, and the second is consti-
tuted by the power, the duration and the 7 energy values
(6 for detail band and 1 for the approximation band) of the
6-level decomposition of the wavelet transform using the
3th order daubechies mother wavelet.
Feature sets are organized as follows, the set ξba con-
sists of the power, the duration and the 13 MFCCs coeffi-
cients, where a can take the values of c and p depending
the word analyzed ( “coco ”or “papa´ ”) and b can be 1st,
2nd according to the analyzed stop segment of the word,
the first or the second. The collection of the the power, the
duration and the 7 energy values of the wavelet bands ζba
is similarly organized as ξ.
2.3. Support Vector Classifiers
Support Vector Machines (SVMs) are used in this study
principally for two reasons: SVMs have a relatively good





















Figure 1. Duration vs power for the first plosive segment
in the Spanish word /ko´ko/
generalization capability with less amount of training data,
and they have been particularly well developed for binary
classification tasks. Traditional neural network approaches
are more likely to suffer of poor generalization, produc-
ing models that can overfit the data [9], this is a conse-
quence of the optimization algorithms used for parame-
ter selection and the statistical measures used to select the
”best” model.
For the binary classification problem we seek a discri-
mination function of the form [10]
g(x) = wTφ(x) + w0 (2)
with decision rule
wTφ(x) + w0 ≥ 0 → x ∈ ω1 (3)
wTφ(x) + w0 ≤ 0 → x ∈ ω2 (4)
where φ(x) : <n1 7−→ <n2 is generally a nonlinear
function which maps vector x into what is called a feature
space of higher dimensionality (possibly infinite) where
classes are linearly separable. The vector w defines the
separating hyper-plane in such a space and w0 represents
a possible bias.
The reason that makes SVMs more effective than other
methods based on linear discriminants is its learning cri-
terion. The goal of any classifier must be to minimize the
number of misclassifications in any possible given sam-
ple. This is known as Risk Minimization (RM). However,
in typical classification problems we only have a limited
number of available samples (in some cases we can have
an unlimited number of samples but, in any case, we only
can deal with a subset), and thus, all we can do is to try
to minimize the number of misclassifications within the
training set. This is known as Empirical Risk Minimiza-
tion (ERM), and most classifiers base their learning proce-
dure on it [9].
However, having the classifier with the best ERM is
not enough (or even desirable). The complexity of the
classifiers must normally be fixed a priori, and so, we can
end up having a too simple structure incapable of mo-
delling correctly the classification boundaries of our pro-
blem, or a too complex one, overfitted to our training set
and unable to generalize unseen example. This is known
as Structural Risk, and a good classifier must maintain a
compromise between the ERM and the SRM. In SVMs,
one of the best advantages is that we do not need to fix
the complexity of the resultant machine a priori. What we
need is to fix a parameter which establishes this compro-
mise between ERM and SRM [9].
3. RESULTS AND DISCUSSION
The utterance /ko´ko/ has two plosive segments, in the fig-
ures (1 and 2), 2-dimensional scatter plots using the dura-
tion and power for each segment can be observed. Discrimination
























Figure 2. Duration vs power for the second plosive seg-
ment in the Spanish word /ko´ko/
between the two classes can be observed using the first
plosive segment ξ1stc , by contrast, on the second figure (ob-
tained using the first and second features of the set ξ2ndc )
this configuration can not be seen. The closure of the ve-
lopharyngeal gap is necessary to produce vowels as well
as stops well; but in the first segment the velopharyngeral
gap begins open, provoking in hypernasal children a delay
in the closing phase. When beginning the second stop pro-
duction, the velum is closed since the previous phoneme
is a vowel, thus the behavior in relation to the duration is
more similar to the normal category, as depicted by figure
(2). A similar behavior is observed for the spectral fea-
tures. Separability between the classes can be seen in the
energy-bands scatter plots, nevertheless when this parame-
ters are evaluated (joined to the Power andDuration inside
the feature sets ξ1stc and ξ
1st
p ) from the point of view of the
classification rate, the best classifier’s performance only
Table 1. Classification (%) results for the words /coco/
and /papa´/ using the feature sets ζ1stc , ζ
1st
p and two kinds
of kernels
Kernel Quadratic Radial Basis
word /koko/ /papa´/ /koko/ /papa´/
mean 63.52 unbounded 59.22 48.22
variance 5.12 unbounded 4.87 3.84
Table 2. Classification (%) results for the words /coco/
and /papa´/ using the feature sets ξ1stc , ξ
1st
p and two kinds
of kernels
Kernel Quadratic Radial Basis
word /koko/ /papa´/ /koko/ /papa´/
mean 72.78 73.85 63.89 56.15
variance 3.35 4.36 2.10 1.84
reached 63%. However, when 13th order MFCC coeffi-
cients were used, instead of DWT, the performance goes
up to 74% evaluated by applying a cross-validation stra-
tegy for 30 runs.
4. CONCLUSIONS AND FUTUREWORK
From the experiments can be concluded that hypernasal
assessment should be determined analyzing phoneme by
phoneme, instead of complete words. The acoustic pro-
perties of the same phoneme can be completely different
in different parts of the uttered word due to variability on
the behavior of articulators which depend so much from
the context.
A preliminary set of experiments were described in
which the features are based on the behavior of velopha-
ryngeal mechanism in cleft palate kids. A performance
of 74% was obtained over the voiceless plosive /p/ using
the MFCCs, power and duration in the feature estimation
stage; however, to formulate parameters that correlate in
a better way the acoustic imprints of VPI over the several
kinds of phonemes is important.
Due to in the treatment of problems related to VPI va-
rious kinds of consonants are used by the specialists, be-
sides vowels, the fusion of hypernasality analyzing tech-
niques on consonants, such as stops and fricatives, and
vowels may give a better accuracy and confidence of the
results. In addition, given that the phoneme by phoneme
analysis is important and the manual segmentation is a
time-consuming process, automatic segmentation should
be considered inside the whole system for automatic hy-
pernasal assessment.
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