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GOOD REDUCTION AND CYCLIC COVERS
ARIYAN JAVANPEYKAR, DANIEL LOUGHRAN, AND SIDDHARTH MATHUR
Abstract. We prove finiteness results for sets of varieties over number fields with
good reduction outside a given finite set of places using cyclic covers. We obtain a
version of the Shafarevich conjecture for weighted projective surfaces, double covers
of abelian varieties, and reduce the Shafarevich conjecture for hypersurfaces to the
case of hypersurfaces of low degree. These are special cases of a general set-up
for integral points on moduli stacks of cyclic covers, and our arithmetic results are
achieved via a version of the Chevalley–Weil theorem for stacks.
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1. Introduction
This paper concerns the following conjecture, which was originally proposed in [22,
Conj. 1.4], inspired by Shafarevich’s original conjecture on higher genus curves [44].
Conjecture 1.1 (Shafarevich conjecture for projective hypersurfaces). Let r ≥ 2 and
n ≥ 1. Then for all number fields K and finite sets S of finite places of K, the set
of OK,S-linear isomorphism classes of smooth hypersurfaces of degree r in P
n+1
OK,S
is
finite.
Here by a linear isomorphism, we mean an isomorphism induced by an automor-
phism of the ambient projective space. For n = 1 the conjecture follows from Falt-
ings’s finiteness theorem [10] (one needs to be slightly careful with conics and cubics;
see Proposition 4.7 for details). In higher dimensions, Conjecture 1.1 is known in
the following cases: quadrics [22, Prop. 5.1], cubic surfaces [42, Thm. 4.5], quartic
surfaces [2, Cor. 1.3.2], sextic surfaces [23, Thm. 1.3], and cubic and quartic three-
folds [22, Thm. 1.1]. This conjecture has various equivalent reformulations in terms
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of existence of hypersurfaces with good reduction outside of a given finite set of finite
places, in a closer vein to Shafarevich’s original conjecture (see Proposition 4.5).
Our first result says that to prove the conjecture, one may assume that n is arbi-
trarily large with respect to r.
Theorem 1.2. Let r ≥ 2 and n ≥ 1. Suppose that the Shafarevich conjecture holds
for n-dimensional smooth hypersurfaces of degree r. Then it holds for m-dimensional
smooth hypersurfaces of degree r for all 1 ≤ m ≤ n.
In particular, it suffices to consider the case of Fano hypersurfaces (where r ≤ n).
Corollary 1.3. The Shafarevich conjecture for all smooth hypersurfaces follows from
the Shafarevich conjecture for all smooth Fano hypersurfaces.
This quite surprised the authors, as often in arithmetic geometry the most difficult
case is that of varieties of general type. In fact, as one may take n to be much larger
than r, one need only consider unirational hypersurfaces by [17].
Theorem 1.2 is proved via the “cyclic covering trick”. Given a smooth hypersurface
X : f(x) = 0 ⊂ Pn+1K ,
of degree r, we want to consider the hypersurface
xrn+2 = f(x) ⊂ P
n+2
K (1.1)
and then interpolate between these two types of objects. However, one immediately
runs into problems, since the hypersurface (1.1) is not canonically defined by a fixed
equation f : one can choose a different scalar multiple of f without changing X .
Over non-algebraically closed fields, these different choices yield non-isomorphic cyclic
covers so there is no uniform way to associate a cyclic cover to a hypersurface. In order
to study this ambiguity we therefore consider all possible cyclic covers at once. This
quickly leads one to study these objects in moduli and so we proceed by considering
stacks of hypersurfaces and cyclic covers. The moduli stack framework is also very
well suited to Conjecture 1.1, as smooth hypersurfaces of degree r in Pn+1OK,S give rise
to OK,S-integral points on the moduli stack of hypersurfaces of degree r in P
n+1
OK,S
.
We study these stacks and prove numerous results about their geometry. We are
able to work in a very general framework, which both clarifies and remedies the
ambiguity involved in associating a cyclic cover to a hypersurface. Given a moduli
stack parametrizing divisorial pairs (X,D), we construct an associated stack of cyclic
covers in §3, building on the case of cyclic covers of projective spaces treated in [3].
Our main geometric result is that the morphism of stacks given by associating to
a cyclic cover its branch locus is proper e´tale (Theorem 3.21). In fact, in the case
of hypersurfaces in Pn, we even show that the associated stack of cyclic covers is a
µr-gerbe (Example 3.25). This allows us to perform a descent, a` la Fermat, and get
finiteness results through an application of a stacky version of the Chevalley–Weil
theorem proved by the first-named authors in [21].
We expect that a similar statement to Conjecture 1.1 should hold for hypersurfaces
in a weighted projective space. Our next theorem proves this for some such surfaces.
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Theorem 1.4. Let r ≥ 2 be an integer and let A ⊂ C be an integrally closed Z-finitely
generated subring such that 2 ∈ A×. Then the set of A-isomorphism classes of smooth
surfaces of degree 2r in P(1, 1, 1, r)A is finite.
We prove this by using moduli stacks of cyclic covers and performing a descent to
appeal to Faltings’ result for curves. For r = 2, Theorem 1.4 recovers the Shafarevich
conjecture for del Pezzo surfaces of degree two due to Scholl [42], and for r = 3, the
Shafarevich conjecture for polarized K3 surfaces of degree 2 due to Andre´ [2]. For
any r ≥ 4, Theorem 1.4 gives new cases of the Shafarevich conjecture for simply
connected surfaces of general type which a priori have no relation to abelian varieties.
Our final result concerns double covers of abelian varieties. In its most precise form
the result concerns the arithmetic hyperbolicity of a certain moduli stack parametris-
ing such varieties, which in particular also gives finiteness results for double covers of
torsors under abelian varieties. For the introduction, we content ourselves with the
following slightly less precise statement.
Theorem 1.5 (Informal version of Theorem 6.10). Let K be a number field and S
a finite set of finite places of K. Let p, g ∈ N with g = 2 or g ≥ 4. Then the
set of isomorphism classes of smooth general type varieties X over K of dimension
g, geometric genus p, whose Albanese map over K¯ is a double cover, and with good
reduction outside of S, is finite.
We achieve this using recent work of Lawrence and Sawin on a version of the
Shafarevich conjecture for hypersurfaces in abelian varieties [25], proved using the
new method of Lawrence and Venkatesh [26].
Our main theorem on stacks of cyclic covers is Theorem 3.21. We state here an
informal version of this result and refer the reader to §3 for appropriate background
and a complete statement.
Theorem 1.6 (Informal version of Theorem 3.21). Let r ∈ N. Let X be the moduli
stack over Z[1/r] whose objects are pairs (X,D) where X is a smooth proper variety
with an ample divisor D. Let Xr be the moduli stack whose objects are uniform cyclic
covers of X of degree r ramified exactly along D. Then the morphism
Xr → X ,
which associates to such a cover its base variety and branch divisor, is proper e´tale.
Outline of the paper. In §2 we recall some basic properties of arithmetic hyper-
bolicty from [21]. In §3 we then introduce the stacks we shall need and study their
geometry in detail. In the remaining sections we use various special cases of these
constructions to prove the results stated in the introduction.
Acknowledgements. We are grateful to Jack Hall and Angelo Vistoli for helpful
discussions, and Brian Lawrence and Will Sawin for help with the proof of Theorem
6.5. The first named author gratefully acknowledges support of the IHES where part
of this work was completed, as well as the University of Paris-Saclay for its hospitality.
The second-named author is supported by EPSRC grant EP/R021422/2. The third
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Conventions. For an integral domain A, we denote by κ(A) its field of fractions.
For a number field K, we let OK denote its ring of integers. If S is a finite set of
finite places of K, we let OK,S denote the localization of OK at S. If k is a field, a
variety over k is a finite type separated k-scheme.
If f : X → Y is a morphism of algebraic stacks, then we say that f is quasi-finite
if f is of finite type and locally quasi-finite (in the sense of [46, Tag 06PU]).
If X is an algebraic stack over a scheme S and T is an S-scheme, we set XT =
X ×S T . If T is the spectrum of a field k, we will often write Xk instead.
Let X be a finitely presented algebraic stack over k. Let A ⊂ k be a subring. A
model for X over A is a pair (X , φ) with X a finitely presented algebraic stack over
A and φ : X ×A k → X an isomorphism over k. We usually omit φ from the notation.
Concerning gerbes, we follow the (standard) conventions of the stacks project [46,
Tag 06QB]. For the definition of an G-gerbe, for a sheaf of groups G, see [9, 3.2]. For
a gerbe banded by an abelian group scheme G see [35, 12.2.2].
A proper e´tale morphism is finite e´tale if and only if it is representable; see [46,
Tag 0CHU]. Examples of proper e´tale morphisms which are not finite e´tale are given
by G-gerbes, wwere G is a finite e´tale group non-trivial scheme.
If F is a locally free sheaf (of finite rank) on an algebraic stack X over a scheme S
and r is an integer, we let F r denote the r-th tensor power of W. Moreover, we let
V(F) denote the associated vector bundle:
v : SpecX (Sym
∗F∨)→ X
In particular, objects of V(F)(S ′) are pairs (x, s : OXS′ → F|XS′ ) where x ∈ X (S
′).
Finally, let V◦(F) denote the complement in V(F) of the zero section.
Let f : Z → S and g : X → Z be morphisms of algebraic stacks. We denote by
f∗X the Weil restriction of X , viewed as a stack over S. For any S-scheme T we have
f∗X (T ) = HomZ(Z ×S T,X ).
The stack f∗X is algebraic if f is proper and flat of finite presentation and f ◦ g is
locally of finite presentation, quasi-separated, and has affine stabilizers [16, Thm. 1.3].
For an algebraic stack X we denote its Picard group by PicX . For a representable
morphism of algebraic stacks f : X → Y , we denote by PicX/Y the sheafification of
the Picard functor with respect to the fppf topology, and by PicX/Y = f∗(BGm,X ),
the Picard stack. The Picard stack is algebraic when f is a flat proper morphism of
finite presentation. If, in addition, f is cohomologically flat in dimension zero, the
Picard functor is representable by an algebraic space (see [46, Tags 0D2C and 0D04]).
For a stack X , the universal object is the object of X corresponding to the identity
morphism X → X .
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2. Arithmetic hyperbolicity and integral points on stacks
Throughout this section k is an algebraically closed field of characteristic zero. We
start with introducing the notion of arithmetic hyperbolicity for algebraic stacks
following [21, §4].
Definition 2.1. A finitely presented algebraic stack X over k is arithmetically hy-
perbolic over k if there exists a Z-finitely generated subring A ⊂ k and a model X of
X over A such that, for every Z-finitely generated subring A ⊂ A′ ⊂ k, the set
Im[π0(X (A
′)) → π0(X (k))] is finite.
Note that X (A) is a groupoid, so we consider finiteness properties related to
π0(X (A)), which denotes the set of isomorphism classes of objects in X (A). We em-
phasise that arithmetic hyperbolicity is a statement about the image of the integral
points inside the points over the algebraic closure. The advantage of this definition
is that one may pass to a finite field extension which simplifies many arguments by
trivialising any Galois-theoretic data. To get a result about finiteness of integral
points over the ground field, one uses the twisting lemma below. It requires one to
establish separation properties of the stack, but crucially these can be achieved using
geometric arguments about the objects they parametrize which, a priori, have noth-
ing to do with arithmetic. The “finite diagonal” hypothesis in the statement holds
for separated Deligne–Mumford stacks, for example.
Theorem 2.2 (Twisting lemma, [21, Thm. 4.23]). Let X be a finite type algebraic
stack over k with finite diagonal. The following statements are equivalent.
(1) The stack X is arithmetically hyperbolic over k.
(2) For all Z-finitely generated integrally closed subrings A ⊂ k and all models
X → SpecA for X over A with finite diagonal, the set π0(X (A)) of isomor-
phism classes of A-integral points on X is finite.
The classical Chevalley–Weil theorem says that arithmetic hyperbolicity descends
along finite e´tale morphisms of integral varieties over k. The following result provides
a stacky extension of this result.
Theorem 2.3 (Stacky Chevalley–Weil, [21, Thm 5.1]). Let f : X → Y be a surjec-
tive proper e´tale morphism of finitely presented algebraic stacks over k. Then X is
arithmetically hyperbolic if and only if Y is arithmetically hyperbolic.
We will make use of the following from [21, Prop. 4.16].
Lemma 2.4. Let Y → Z be a quasi-finite morphism of finitely presented algebraic
stacks over k. If Z is arithmetically hyperbolic, then Y is arithmetically hyperbolic.
We also require the following finiteness statement in cohomology [12, Prop. 5.1].
Lemma 2.5. Let K be a number field, S a finite set of finite places of K and G a
finite type affine group scheme over OK,S. Then H
1(OK,S, G) is finite.
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3. Moduli stacks of cyclic covers
We now study moduli stacks of cyclic covers in a general setting. The main result
is that they are proper e´tale over a moduli stack of divisorial pairs (Theorem 3.21).
Since we work in a great generality, we require a lot of set-up and background, which
we now introduce. To help the reader, we have various running examples throughout.
3.1. Polarizing line bundles. We introduce the mother of all moduli stacks (of
smooth varieties) PolL and its variant PolΛ. Many of the moduli stacks we consider
in this paper will be realized as a locally closed locus in PolΛ (Examples 3.2, 3.3).
Others can easily be realized as a vector bundle over PolL (Examples 3.8, 3.19).
Recall that there is an algebraic stack, locally of finite presentation over SpecZ,
parametrizing objects (f : X → S, L) where f is a proper, flat morphism of finite pre-
sentation and L is a relatively ample line bundle on X/S (see [46, Tags 0D1M 0D4X,
0DPU]). The locus of such pairs where f is smooth with geometrically connected
fibres is open (see, for example, [14, Appendix E.1 (12)]), and we denote the resulting
open substack by PolL. As explained in [1, 4.2], there is an associated algebraic stack
parametrizing pairs (f : X → S, λ) where f is as above and λ is a relatively ample
section of the Picard sheaf PicX/S; we denote it by Pol
Λ.
Definition 3.1. An algebraic stack X L is said to be a moduli stack of varieties with a
polarizing line bundle if there is an immersion X L →֒ PolL. An algebraic stack X Λ is
said to be a moduli stack of polarized varieties if there is an immersion X Λ →֒ PolΛ.
Example 3.2. Let B(r;n) denote the locus of Pol
L where the universal object (u :
U → PolL, L) is a relative Brauer-Severi scheme of dimension n+ 1 such that L has
degree r on the geometric fibers of u. This is open since it coincides with the locus
where the relative tangent bundle TX/S is a relatively ample vector bundle of rank
n+ 1 and u∗L is locally free of rank
(
n+1+r
r
)
, by a theorem of Mori [31, Thm. 8] (see
also [18, Prop. 4.4]).
Example 3.3. Let F2 denote the category of degree two polarized K3 surfaces. More
precisely, the groupoid F2(T ) consists of pairs (X → T, λ) where X → T is a proper
smooth morphism whose fibres are K3 surfaces and λ ∈ PicX/T (T ) is locally rep-
resentable by an ample line bundle L satisfying L2 = 2. Morphisms are cartesian
diagrams that preserve the section of PicX/T (T ). This is an example of a moduli
stack of polarized varieties (see [39, 4.2.1 and 4.3.3]). Moduli stacks of K3 surfaces of
higher degree are also of this form (see [39]).
Remark 3.4. Given a moduli stack of varieties with a polarizing line bundle X L, we
may associate to it a moduli stack of polarized varieties X Λ (see [1, 4.2]). Indeed,
define X Λ to be the rigidification X L ( Gm where Gm acts by scalar multiplication
on the polarizing line bundles. This yields a Gm-gerbe morphism X
L → X Λ sending
(X → S, L) 7→ (X → S, [L]), where [L] denotes the class of L in PicX/S.
Conversely, given a moduli stack of polarized varieties X Λ, the universal object
(U → X Λ, λ) induces a morphism λ : X Λ → PicU/X . We set
X L = X Λ ×Pic
U/XΛ
PicU/XΛ ,
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where PicU/XΛ → PicU/XΛ is the natural Gm-gerbe (see [46, Tags 0DME and 0DNH]).
This yields a moduli stack of varieties with polarizing line bundles X L. These two
processes yield a correspondence between moduli stacks of polarized varieties and
moduli stacks of varieties with polarizing line bundle.
A polarized variety (X → S, λ) does not canonically induce a map to projective
space in general, but as the following shows, there is a canonical map to a Brauer-
Severi scheme. This will allow us to interpret certain moduli stacks of polarized
varieties as moduli stacks of ramified coverings (e.g. Proposition 5.6), and vice-versa.
Proposition 3.5. Let π : X L → X Λ be the Gm-gerbe map in Remark 3.4 and suppose
(u : U → X L, L) and (v : V → X Λ, λ) are the corresponding universal objects. Assume
that u∗L is locally free of rank r + 1, compatible with arbitrary base change, and the
natural map u∗u∗L→ L is surjective. Then there is a factorization
V → P → X Λ
where P is a relative Brauer-Severi scheme of dimension r over X Λ. Moreover, the
restriction of [OP(1)] ∈ PicP/XΛ(X
Λ) to PicV/XΛ(X
Λ) is λ.
Proof. Note that U ∼= V ×XΛ X
L and that L is 1-twisted with respect to the Gm-
banding on X L (see [28, 3.1.1.1]). By hypothesis we obtain a morphism
U → P(u∗L)→ X
L
The rigidification of these stacks with respect to Gm yields the desired result. The
last statement follows because OP(u∗L)(1)|U = L. 
3.2. Stacks of divisorial pairs. We now introduce algebraic stacks which parame-
trize pairs (X,H) where X is a variety and H ⊂ X is an ample Cartier divisor.
Definition 3.6. Let X denote a moduli stack of varieties with polarizing line bundle
and let (u : U → X , L) denote its universal object. Suppose that u∗L is locally free
and compatible with arbitrary base change on X . An open subset of V◦(u∗L) is said
to be a moduli stack of divisorial pairs.
Remark 3.7. Unravelling the definition, the objects of a moduli stack of divisorial
pairs are triples (f : Y → S, L, s : OY → L), where f is a smooth proper morphism of
finite presentation, L is a relatively ample line bundle on Y/S and s is injective and
remains so on every fibre of s. A morphism between triples (Y ′ → S ′, L′, s′ : OY ′ →
L′)→ (Y → S, L, s : OY → L) over S
′ → S is a pair (f, φ) where
Y ′ Y
S ′ S
f
is cartesian and φ : f ∗L→ L′ is an isomorphism sending f ∗s to s′. By considering the
vanishing of the section s, we see that this is equivalent to the category parametrizing
objects (f : Y → S, i : H →֒ Y ) where f is a proper smooth morphism of finite
presentation and i is a locally principal closed immersion which is an ample Cartier
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divisor on every fibre Ys (equivalently, H is a relatively ample Cartier divisor which
is flat over S by [46, Tag 062Y]). A morphism (f ′ : Y ′ → S ′, i′ : H ′ → Y ′) → (f :
Y → S, i : H → Y ) is a pair of morphisms (f, g) making all squares in the following
diagram cartesian.
H ′ Y ′ S ′
H Y S
g
i
f
i′
Example 3.8. Let C(r;n) denote the stack parametrizing pairs (f : P → S, j : H →֒
P ) where f is a Brauer-Severi scheme of dimension n + 1, j is a closed immersion
which is the inclusion of a Cartier divisor of degree r on every fibre, and H is smooth
over S. Then C(r;n) is a moduli stack of divisorial pairs. Indeed, note that C(r;n) can
be identified with an open subset of V◦(u∗Lu) over B(r;n) (see Example 3.2). In fact,
this is a well-studied object and we give another description in §4.
3.3. Uniform cyclic covers. Branched covers of varieties are ubiquitous in algebraic
geometry. We consider the distinguished subclass consisting of uniform cyclic covers.
Their rigid structure allows one to interpolate between the branch locus and the cover
in a way we will make precise. We will define the stack of such covers, building on the
case of cyclic covers of projective spaces treated in [3]. We begin with [3, Def. 2.1].
Definition 3.9. Let Y be a scheme. A uniform cyclic cover of degree r of Y consists
of a morphism of schemes f : X → Y together with an action of the group scheme µr
on X , such that for each point y ∈ Y , there is an affine neighbourhood V = SpecR
of y, together with an element h ∈ R that is not a zero divisor, and an isomorphism
of V -schemes f−1(V ) ∼= SpecR[x]/(xr − h) which is µr-equivariant, when the right
hand side is given the obvious action.
Throughout the paper, for brevity we often simply write “cyclic cover” instead of
“uniform cyclic cover”.
Remark 3.10. To a cyclic cover f : X → Y is associated a line bundle L, given by
the subsheaf of f∗OX on which µr acts via scalar multiplication. Indeed, the µr-action
on X over Y is equivalent to a Z/rZ-grading on the algebra
f∗OX = OY ⊕ L⊕ L
2 ⊕ · · · ⊕ Lr−1
via the eigensheaf decomposition. In particular, there is an injective map Lr → OY .
The branch divisor of the cover f is defined to be the Cartier divisor associated to the
sheaf of ideals given by the image of Lr in OY . See [3, §2] for a thorough treatment
of the structure of such covers.
Remark 3.11. The data of a cyclic cover over a scheme Y branched over a Cartier
divisor H ⊂ Y is the same as the data of an rth root of the line bundle O(H) and a
chosen section s ∈ O(H) defining H . Indeed, if L is such a root, we give the module
OY ⊕ L
−1 ⊕ . . .L1−r
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a Z/rZ-graded OY -algebra structure As by defining multiplication using the mor-
phism s∨ : L−r = O(−H) → OY . Then SpecY As → Y is a cyclic cover branched
over H . If s′ is another section defining H , then one can check that As ≃ As′ as
Z/rZ-graded OY -algebras exactly when
s
s′
admits an rth root in O×Y . Thus, different
choices of s can yield non-isomorphic cyclic covers which share the same branching
data. Although this ambiguity complicates the correspondence between cyclic covers
and their branch loci, we shall clarify this relationship by studying their moduli.
3.4. Relative uniform cyclic covers.
Definition 3.12. Fix a scheme S and let Y be a flat S-scheme of finite presentation.
A relative uniform cyclic cover degree r of Y is a uniform cyclic cover f : X → Y
of degree r such that the branch divisor of f is flat over S. A morphism of relative
uniform cyclic covers X → Y and X ′ → Y is a µr-equivariant morphism over Y .
Remark 3.13. By [46, Tag 062Y], S-flatness of the branch divisor is equivalent to
the injection Lr → OY remaining injective upon restriction to every fibre Ys. In
particular, this implies forming the branch divisor (as defined in 3.10) of a relative
uniform cyclic cover X → Y → S is compatible with arbitrary base change on S. As
opposed to Definition 3.9, this implies that relative uniform cyclic covers are stable
under arbitrary base change.
Example 3.14. Given a scheme S, a Brauer-Severi scheme P → S, and a relative
uniform cyclic cover f : X → P of degree r with associated line bundle L, the branch
divisor has degree rd where d is the degree of L−1 on every geometric fibre of P → S.
Proposition 3.15. Let Y → S be a smooth morphism and g : X → Y be a relative
uniform cyclic cover of degree r over S with r ∈ O×S . Then X is smooth over S if
and only if the branch divisor D of g is smooth over S.
Proof. Since X and the branch divisor of g are S-flat, we may assume S is a geo-
metric point. Away from D, the morphism g is e´tale and hence smoothness of X
is automatic here. Thus, we only have to consider points lying over D. Moreover,
we may pass to the complete local ring of a closed point on Y lying along D and
so by the Cohen structure theorem (see [46, Tag 0C0S]) and the smoothness of Y ,
we can write g as the natural morphism X = SpecR[x]/(xr − f) → SpecR where
f ∈ R = k[[y1, ..., yn]]. Now, consider the partial derivatives of the equation defining
X : ∂x(x
r − f) = rxr−1 and ∂yi(x
r − f) = ∂yi(−f). Then, these n+ 1 equations have
a common zero (r1, ..., rn, b) which lies along V (x
r − f) if and only if b = 0 (since
r ∈ R×), f(r1, ..., rn) = 0, and ∂yi(f)(r1, ..., rn) = 0 for every i. In other words, X is
not smooth if and only if V (f) = D is not smooth. 
Remark 3.16. There is another well-known description of a relative uniform cyclic
cover X
f
→ Y → T . The graded OY -algebra structure on f∗OX allows us to extract
a line bundle L (as in Remark 3.10) and an injection s : OY → L
−r which remains
injective on every fibre Yt. In fact, this data recovers X → Y → T . Indeed, let
H(Y/T, r) denote the groupoid of relative uniform cyclic covers of Y of degree r
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(with µr-equivariant isomorphisms over T ). Moreover, let H
′(Y/T, r) denote the
groupoid of pairs (L, s : OY → L
r) (where s is injective and remains so on all
geometric fibres Yt) and where morphisms are isomorphisms α : L → L
′ so that
α⊗r is compatible with s and s′. By [3, Prop. 2.2], there is a natural equivalence of
categories H(Y/T, r) ≃ H′(Y/T, r).
Thus, the data of a relative uniform cyclic cover X → Y → T (of degree r) is
equivalent to the data (π : Y → T, L, s : OY → L
r) where Y → T is the base family,
L is a line bundle on Y and s is a global section of Lr which doesn’t vanish on any
fibre Yt. Equivalently, s is a global section of π∗L
r which does not meet the zero
section. This motivates the following definition.
3.5. Stacks of cyclic covers.
Definition 3.17. Let X L be a moduli stack of varieties with a polarizing line bundle.
Let (u : U → X L, L) be the universal object and suppose that u∗L
r is locally free and
compatible with arbitrary base change on X L. Then an open subset of V◦(u∗L
r) is
said to be a moduli stack of cyclic covers of degree r.
Remark 3.18. Unravelling the definition, one sees that such a stack parametrizes
triples (Y → S, L, s : OX → L
r) where (Y → S, L) satisfies the conditions in Defini-
tion 3.1 and s is injective on all the fibres. A morphism
(Y ′ → S ′, L′, s′ : OX → L
′r)→ (Y → S, L, s : OX → L
r)
is a pair (f, φ) where
Y ′ Y
S ′ S
f
is cartesian and φ : f ∗L→ L′ is an isomorphism such that φ⊗r(f ∗s) = s′.
Equivalently, by Remark 3.16 (see also [3, Remark 3.3]), such a stack parametrizes
pairs (f : Y → S, p : X → Y ) where f is a smooth proper morphism, g is a flat
proper morphisms of finite presentation and p is a relative uniform cyclic cover of
degree r. Morphisms in the stack are morphisms of relative uniform cyclic covers (see
Definition 3.12).
Example 3.19. For n, r, and d positive integers, we let H(n, r, d) be the stack of
relative uniform cyclic covers of degree r branched over hypersurfaces of degree rd in
Pn over Z, as defined in [3, §3]. We let Hsm(n, r, d) denote the stack of smooth such
cyclic covers. These are both examples of moduli stacks of cyclic covers (of degree
r). Indeed, by Example 3.2 there is a moduli stack of polarizing varieties B(d;n−1)
parametrizing pairs (f : X → S, L) where f is a Brauer-Severi scheme of dimension
n and L has degree d on the fibres. If (π : X → B(d;n−1),L) is the universal object,
then H(n, r, d) = V◦(π∗L
r). Moreover, Hsm(n, r, d) is an algebraic stack with finite
diagonal over SpecZ whenever rd ≥ 3 (see [3, Remark 4.3]).
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Definition 3.20. Let Y be a moduli stack of varieties with polarizing line bundle
with universal object (π : U → Y ,L). Suppose X ⊂ V◦(π∗L) is a moduli stack of
divisorial pairs. The algebraic stack Xr formed by the Cartesian diagram
Xr V
◦(π∗L|Yr) Yr PicU/Y
X V◦(π∗L) Y PicU/Y .
open
(·)r
open L
(3.1)
is called the universal stack of cyclic covers (of degree r) over X .
In the next theorem, we verify that this is indeed a moduli stack of cyclic covers,
and moreover prove that the morphism Xr → X is proper e´tale. To guarantee non-
emptiness of Xr, we impose the following condition: We say that a moduli stack of
divisorial pairs X is r-divisible if for all objects (X,D) in X over a field, the line
bundle OX(D) is divisible by r over the algebraic closure.
Theorem 3.21. Let X be a moduli stack of divisorial pairs over a Noetherian scheme S.
(1) The universal stack of cyclic covers Xr is a moduli stack of cyclic covers.
(2) The morphism Xr → X is proper and quasi-finite.
(3) If r ∈ O×S , then Xr → X is e´tale.
(4) If X is r-divisible, then Xr → X is surjective.
Proof. Let (π : U → Y ,L) be the universal object of Y . In diagram (3.1), the stack
Yr is equivalent to a moduli stack of varieties with a polarizing line bundle and its
universal object is of the form (U|Yr → Yr,M) with the property that M
r ≃ L|Yr .
Thus, Xr is isomorphic to an open subset of V
◦(Mr) and is therefore a moduli stack
of cyclic covers of degree r, which proves (1).
For (4), surjectivity of Xr → X follows from the surjectivity of Yr → Y which,
in turn, follows by the r-divisibility of X (see Remark 3.11). To finish the proof it
suffices to show that the rth power map on PicU/Y is proper quasi-finite and that it
is e´tale if r is invertible over S. For this, we may pass to a smooth cover of Y . Thus,
we may assume the map U → Y has a section and that Y is affine. In which case,
as U → Y is representable by schemes, we have that U is also a scheme. We then
conclude by applying the following lemma. 
Lemma 3.22. Fix a smooth proper morphism of Noetherian schemes with geometri-
cally connected fibres π : X → S = SpecA which admits a section σ and a relatively
ample line bundle. Then the functor
PicX/S → PicX/S ×SBGm,S, L 7→ ([L], σ
∗L)
is an equivalence of categories with inverse ([L], L′) 7→ L⊗π∗σ∗L∨⊗π∗L′. Moreover,
the morphism (·)r : PicX/S → PicX/S is proper quasi-finite and, if r ∈ O
×
S , it is e´tale.
Proof. Since π is cohomologically flat in dimension zero and admits a section, it
follows that the Picard sheaf has a simple description
PicX/S(T → S) = PicXT/PicT.
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Therefore the functors defined above are well-defined and one readily checks that they
are inverse to each other.
Via this isomorphism, the rth power map on the Picard stack is the product of
the rth power maps on PicX/S and BGm,S. We first check that the rth power map
is proper. Since (·)r : BGm,S → BGm,S is a µr-gerbe, hence proper, it suffices
to check that the rth power map on the Picard sheaf is proper. Note that PicX/S is
representable by a separated scheme locally of finite type over S (see [24, Thm. 9.4.8])
and satisfies the existence part of the valuative criterion by the argument in [46, Tag
0DNG]. As the map (·)r : PicX/S → PicX/S is finite-type by [24, Thm. 9.6.27], we
deduce that it is proper (since PicX/S → S is separated and universally closed). The
group homomorphism (·)r is quasi-finite because PicτXs/k(s)[r] is finite by the finiteness
of Pic0Xs/k(s)[r] and Pic
τ
Xs/k(s)/Pic
0
Xs/k(s) (see [24, Cor. 6.17]).
It remains to show that the rth power map on the Picard stack is formally e´tale
when r is invertible over S. First note that the rth power map
(·)rX : BGm,X → BGm,X (3.2)
is a µr-gerbe and in particular, since r is invertible, it is formally e´tale (see [40,
Def. B.5, Cor. B.9]). Next, the Picard stack is by definition the Weil restriction
PicX/S = π∗(BGm,X) and the rth power map on the Picard stack is the Weil restric-
tion of (3.2) i.e. (·)r = π∗((·)
r
X). It follows that (·)
r is formally e´tale because Weil
restrictions preserve this property (see Lemma 3.23 below). 
That Weil restrictions preserve formal e´tale morphisms is probably well-known but
we were unable to find a reference at the level of generality we require. As such, we
include a proof below for the sake of completeness.
Lemma 3.23. Let π : X → S be a proper smooth morphism of Noetherian schemes
and let φ : Z → Y be a formally e´tale morphism of algebraic stacks which are both of
finite presentation over X. If Z and Y have affine diagonal and φ is formally e´tale,
then π∗(φ) : π∗Z → π∗Y is formally e´tale as well.
Proof. Note that π∗Z and π∗Y are both algebraic (see [16, Thm. 1.3]). We verify
that π∗(φ) is formally e´tale directly: let T be a π∗Y-scheme and T0 → T be a
closed immersion with nilpotent ideal sheaf. The induced map XT0 → XT is a closed
immersion with nilpotent ideal sheaf and XT is a Y-scheme, by definition of the Weil
restriction. We have the following equivalences of categories
Hompi∗Y(T, π∗Z) = HomY(XT ,Z)
∼
−→ HomY(XT0 ,Z)
= Hompi∗Y(T0, π∗Z).
The first and third equalities follow from the definition of the Weil restriction and
the middle follows because φ is formally e´tale. Thus π∗φ is formally e´tale. 
Under additional assumptions on the varieties being parametrised, we can say more
about the morphism Xr → X .
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Corollary 3.24. Under the assumptions of Theorem 3.21, assume further that X
parametrizes objects (X → S,H ⊂ X) with PicX/S [r] = 0. Then the morphism
Xr → X is a µr-gerbe.
Proof. In this case, the proof of Lemma 3.22 shows that (·)r : PicX/S → PicX/S is a
µr-gerbe. The result then follows as in the proof of Theorem 3.21. 
The hypotheses hold, for example, when X → S is a Brauer-Severi scheme or a
(relative) K3 surface. More generally, the hypothesis holds when H1(Xs,OXs) = 0
and NS(Xs) is torsion free.
3.6. Cyclic covers of projective spaces. In this section we consider the concrete
case of cyclic covers of projective spaces.
Example 3.25. Fix integers n, r, d and take X = C(rd;n−1),Z[1/r]. The universal stack
of cyclic covers (of degree r) Xr in Theorem 3.21 is equivalent to H
sm(n, r, d)Z[1/r]
from Example 3.19. Indeed, the functor which sends
(P → S, L, s : OP → L
r) 7→ (P → S, Lr, s : OP → L
r)
identifies Hsm(n, r, d)Z[1/r] with Xr over C(rd;n−1),Z[1/r] because P and V (s) are S-
smooth (see Proposition 3.15). Thus, Corollary 3.24 shows that associating the branch
locus to a relative uniform cyclic cover of a Brauer-Severi scheme is a µr-gerbe.
From Example 3.25, there is a natural morphism of stacks
Hsm(n, r, d)Z[1/r] → C(rd;n−1),Z[1/r]
given by associating to a relative uniform cyclic cover its branch divisor. This gives
Hsm(n, r, d)Z[1/r] the structure of a µr-gerbe C(rd;n−1),Z[1/r]. If it is non-empty, we
immediately see that the induced map
π0(H
sm(n, r, d)(k))→ π0(C(rd;n−1)(k))
is a bijection for any algebraically closed field k with characteristic not dividing r.
This recovers the well-known classical fact that over such an algebraically closed
field, if a cyclic cover branched over a fixed divisor exists then it is unique up to
isomorphism.
This is no longer true over non-algebraically closed fields in general, as the following
shows. In particular, there is no section in general, which will greatly complicate our
analysis and shows that there is no natural way to associate to an arbitrary family of
hypersurfaces a family of cyclic covers ramified over exactly those hypersurfaces.
Proposition 3.26.
(1) Every non-empty fibre of
π0(H
sm(n, r, 1)(Q))→ π0(C(r;n−1)(Q))
is infinite.
(2) If gcd(r, n+ 1) 6= 1, then the map
π0(H
sm(n, r, 1)(Q))→ π0(C(r;n−1)(Q))
is not surjective. Thus Hsm(n, r, d)→ C(rd;n−1) admits no section over Q.
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(3) If gcd(r, n+ 1) = 1, then Hsm(n, r, 1)Z[1/r] → C(r;n−1),Z[1/r] admits a section.
Proof. (1) As it is a µr-gerbe, the fibre over any rational point is in bijection with
H1(Q, µr). By Kummer theory H
1(Q, µr) = Q
×/Q×r, which is infinite.
(2) Assume that gcd(r, n + 1) = m > 1. Let P be a Brauer–Severi variety of
dimension n and period m over Q. This can be constructed using the fundamental
exact sequence from class field theory since the period of any class in BrQ equals its
index (see [36, Thm. 1.5.36]). The variety P admits a smooth hypersurface D ⊂ P
of degree r since m | r and by [13, Thm. 5.4.10] we have PicP = ZO(m). Suppose
that P admits a uniform cyclic cover f : Z → P of degree r with branch locus D.
We have f∗OZ = OP ⊕ L ⊕ · · · ⊕ L
r−1 for some line bundle L of degree −1 on P
(see Example 3.14). This implies that m | 1 which contradicts our assumption that
m > 1. Therefore, P does not admit a relative uniform cyclic cover f : Z → P of
degree r with branch locus D. In other words, the object D ⊂ P of C(r;n−1)(Q) is not
in the essential image of the functor Hsm(n, r, 1)(Q)→ C(r;n−1)(Q).
(3) Now suppose that gcd(r, n + 1) = 1. If r = 1 the result is trivial, so assume
r > 1. It suffices to prove that there is a relative uniform cyclic cover branched
over exactly the universal hypersurface. So let D ⊂ P → C(r;n−1) be the universal
hypersurface of degree r inside the relative Brauer-Severi scheme P. Choose any
global section of OP(D) which defines D (e.g. dualizing the inclusion of the ideal
sheaf ID ⊂ OP yields one such example). By Remark 3.11, it remains to construct a
line bundle L on P such that
Lr ∼= OP(D). (3.3)
To do so, choose s, t such that sr − t(n+ 1) = 1 and consider the line bundle
J = OP(D)
s ⊗ ωtP/C(r;n−1).
This has degree 1 along each geometric fibre. Since the line bundle OP(D) ⊗ J
−r
has degree 0 along each geometric fibre and P → C(r;n−1) is a relative Brauer-Severi
scheme, cohomology and base change implies that OP(D) ⊗ J
−r is the pullback
of some line bundle on C(r;n−1). However, by [3, Thm. 5.1], the Picard group of
C(r;n−1),Z[1/r] is cyclic of order (r − 1)
n gcd(r, n + 1) = (r − 1)n, which is coprime
to r. In particular, all its elements are divisible by r. Therefore, the line bundle
OP(D)⊗ J
−r is divisible by r. This proves (3.3), as required. 
3.7. Application to arithmetic hyperbolicity. We now state our most general
results on arithmetic hyperbolicity for the moduli stacks considered in this section.
Corollary 3.27. Let k be an algebraically closed field of characteristic 0 and r ∈ N.
Let X be a moduli stack of divisorial pairs over k which is r-divisible. Then X is
arithmetically hyperbolic if and only if Xr is arithmetically hyperbolic.
Proof. By Theorem 3.21, the morphism Xr → X is proper e´tale surjective, so that
the corollary follows directly from Chevalley–Weil (Theorem 2.3). 
As for integral points, we have the following.
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Corollary 3.28. Let r1, r2 ∈ N and let A be an integrally closed finitely generated
Z-algebra. Let k = κ(A), which we assume has characteristic 0. Let X be a moduli
stack of divisorial pairs over A which is r1r2-divisible. If Xr1 has finite diagonal and
is arithmetically hyperbolic over k then π0(Xr2(A)) is finite.
Proof. Let r ∈ {r1, r2}. By Corollary 3.27, the stack Xr is arithmetically hyperbolic
over k if and only if X is. Moreover, as Xr → X is proper quasi-finite surjective by
Theorem 3.21, we see that Xr has finite diagonal if and only if X has (Lemma 3.29).
The result now follows easily from the twisting lemma (Theorem 2.2). 
The following is well-known; we include a proof for completeness.
Lemma 3.29. Let f : X → Y be a proper quasi-finite morphism of stacks over
a scheme S. If Y has finite diagonal then so does X. The converse holds if f is
surjective.
Proof. Recall that an algebraic stack is said to be quasi-DM if its diagonal is locally
quasi-finite (see [46, Tag 01TD]). An algebraic stack Z has finite diagonal if and only
if Z is quasi-DM and separated (see [46, Tag 02LS]).
Suppose Y has finite diagonal. Since the morphism X → Y and the stack Y are
quasi-DM and separated, the same is true for X (see [46, Tag 050L]). Thus, the
diagonal of X is finite.
Now suppose thatX has finite diagonal. We first prove that Y is quasi-DM (i.e. that
∆Y/S is locally quasi-finite). Consider the following diagram
X

∆X/S
// X ×S X

Y
∆Y/S
// Y ×S Y.
As X has finite diagonal and X → Y is proper quasi-finite, it follows that the geomet-
ric fibers of X → Y ×S Y are finite. As X → Y is proper, quasi-finite and surjective,
it follows that the geometric fibres of ∆Y/S are finite and discrete, and since ∆Y/S is
representable it follows that ∆Y/S is quasi-finite i.e Y is quasi-DM. Next the diagonals
∆X/S , ∆∆X/S , and
∆′ : (Y ×S Y )→ (Y ×S Y )×X×SX (Y ×S Y )
are all universally closed, thus ∆Y/S and ∆∆Y/S are universally closed as well. Hence
[46, Tag 04Z0 (1)] implies Y is separated, as required. 
4. Cyclic covers of projective space
In this section we study stacks of smooth hypersurfaces in projective space and
their associated cyclic covers. We use these properties to then prove Theorem 1.2.
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4.1. Definition and basic properties. For an integer r ≥ 2 and n ≥ 1, we let
Hilbr,n be the Hilbert scheme of hypersurfaces of degree r in P
n+1 over Z. Let Hilbsmr,n
be the open subscheme parametrizing smooth hypersurfaces. The automorphism
group scheme PGLn+2 of P
n+1
Z acts on Hilb
sm
r,n, and we let C
′
(r;n) denote the quotient
stack [Hilbsmr,n/PGLn+2]. We refer to C
′
(r;n) as the stack of smooth hypersurfaces of
degree r in Pn+1 over Z.
By construction, the stack C′(r;n) is a smooth finite type algebraic stack over Z with
affine diagonal. If r ≥ 3, then C′(r;n) is separated by [32, §16] (see also [5, Thm. 1.7]).
If (r, n) 6= (3, 1) then C′(r;n) is Deligne–Mumford over Z, whereas C
′
(3;1) is Deligne–
Mumford over Z[1/3] [5, Thm. 1.6]. First, we describe the functor of points of C′(r;n).
Lemma 4.1. The stack C′(r;n) is isomorphic to C(r;n) (see Example 3.8).
Proof. Consider the morphism φ : C(r;n) → BPGLn+2 which sends a pair (P →
S,H → P ) to the PGLn+2-torsor IsomS(P
n+1
S , P ) over S corresponding to the Brauer–
Severi scheme P → S. Now, consider the 2-fibre product
C(r;n) ×BPGLn+2 SpecZ,
where the morphism SpecZ→ BPGLn+2 is the universal PGLn+2-torsor, i.e. it sends
a scheme S to the trivial PGLn+2-torsor. If S is a scheme, then the S-objects of this
fibre product are tuples
(P → S,H → P, f : P → Pn+1S ),
where P → S is a Brauer–Severi scheme of relative dimension n, the scheme H is
a smooth hypersurface of degree r, and f is an isomorphism of schemes over S. A
morphism between two triples
(P → S,H → P, f)→ (P ′ → S,H ′ → P ′, f ′)
is the data of two isomorphisms a : H → H ′ and b : P → P ′ such that the diagram
H
a

// P
b

f
// Pn+1S
id

H ′ // P ′
f ′
// Pn+1S
commutes in the category of S-schemes. From this diagram, we see that objects in this
groupoid have no nontrivial automorphisms. Moreover, every object in this groupoid
is uniquely isomorphic to a triple of the form (PnS → S,H → P
n
S, idPnS). Thus, we may
identify the stack with its associated sheaf. Now, the morphism of functors
C(r;n) ×BPGLn+2 SpecZ→ Hilb
sm
(r;n)
defined by
(Pn+1S → S,HS → P
n
S, id : P
n+1
S → P
n+1
S ) 7→ (HS → P
n+1
S )
is an isomorphism compatible with the respective actions of PGLn+2. Thus
C′(r;n) = [Hilb
sm
(r;n) /PGLn+2]
∼= C(r;n).
GOOD REDUCTION AND CYCLIC COVERS 17
This concludes the proof. 
Henceforth, we identify C′(r;n) and C(r;n).
4.2. From cyclic covers back to hypersurfaces. Let A◦(r, n) denote V◦(π∗OPn
Z
(r))
where π : PnZ → SpecZ. We view this as the (affine) space of nonzero degree r forms
in n+1 variables, and let Asm(r, n) denote the open subset consisting of forms which
define smooth hypersurfaces in PnZ.
Given a hypersuface f(x) = 0 of degree r, one can view the cyclic cover f(x) =
xrn+1 as a hypersurface in projective space in its own right. We now show that this
construction gives rise to morphism of stacks. Consider the map φ : Asm(r, n)Z[1/r] →
Asm(r, n + 1)Z[1/r] which sends a smooth degree r form f in x0, . . . , xn to x
r
n+1 − f .
Moreover, consider the group homomorphism η : GLn+1 → GLn+2 defined by
A 7→
(
A 0
0 1
)
.
Observe that the morphism φ : Asm(r, n)Z[1/r] → A
sm(r, n + 1)Z[1/r] is equivariant
with respect to η. In particular, φ induces a morphism
Hsm(n, r, 1)Z[1/r]
= [Asm(r, n)Z[1/r]/GLn+1] −→ [A
sm(r, n+ 1)Z[1/r]/GLn+2] = H
sm(n+ 1, r, 1)Z[1/r].
(See [3, Thm. 4.1] for this explicit presentation as a quotient stack.) On the level of
geometric points, this maps a cyclic cover Z → Pnk branched along the divisor defined
by the degree r form f(x) to the cyclic cover Z˜ → Pn+1k branched along the divisor
defined by the form xrn+1 − f .
Composing with the µr-gerbe H
sm(n+1, r, 1)Z[1/r] → C(r;n),Z[1/r] from Example 3.25
gives a morphism
Hsm(n, r, 1)Z[1/r] → C(r;n),Z[1/r].
On the level of geometric points, this morphism sends a cyclic cover Z → Pn branched
along the degree r form f(x0, ..., xn) to the hypersurface in P
n+1 defined by xrn+1− f .
Proposition 4.2. The morphism Hsm(n, r, 1)Z[1/r] → C(r;n),Z[1/r] is unramified.
Proof. Since Hsm(n, r, 1)Z[1/r] and C(r;n),Z[1/r] are both Deligne–Mumford stacks, there
is a commutative square
U
a

g
// V
b

Hsm(n, r, 1)Z[1/r]
f
// C(r;n),Z[1/r]
where a and b are e´tale covers by schemes. By [46, Tag 0CIT] we need to show that
g is unramified. However, because a and b each induce an isomorphism on tangent
spaces, it is enough to show that, for every geometric point
x : Spec k →Hsm(n, r, 1)Z[1/r],
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the induced map on tangent spaces df is injective. Indeed, in that case dg is injective
as well and therefore g is unramified by [46, Tag 0B2G], as desired.
Note that x corresponds to a cyclic cover Z → Pnk . We let V (f(x0, ..., xn)) = H ⊂
Pnk denote its branch locus. Since H
sm(n, r, 1)Z[1/r] → C(r;n),Z[1/r] is e´tale by Theorem
3.21, we have a natural isomorphism of tangent spaces
TZ→Pnk (H
sm(n, r, 1))→ TH⊂Pnk (C(r;n−1))
By [43, Prop. 3.4.17], we have
TH⊂Pnk (C(r;n−1)) = H
1(Pnk , TPnk 〈H〉),
where
TPnk 〈H〉 = ker[TPnk → NH/Pnk ].
Let Z˜ → Pn+1k be a degree r uniform cyclic cover of P
n+1
k ramified precisely along
H˜ = V (xrn+1 − f) ⊂ P
n+1
k . We have the following diagram of linear maps
TZ→Pnk (H
sm(n, r, 1))
∼=

the differential
// TZ˜→Pn+1k
(Hsm(n + 1, r, 1))
∼=

TH⊂Pnk (C(r;n−1)) TH˜⊂Pn+1k
(C(r;n))
It follows from this diagram that, to prove the proposition, it suffices to show that
the following map
TH⊂Pn(C(r;n−1)) = H
1(Pnk , TPnk 〈H〉)→ TH˜⊂Pn+1(C(r;n)) = H
1(Pn+1k , TPn+1k
〈H˜〉)
is injective. The latter group maps to H1(H˜, TH˜), being the deformation space of
H˜ viewed as an abstract variety. Moreover, Z and H˜ are abstractly isomorphic:
restricting the projection Pn+1k 99K P
n
k to H˜ gives H˜ the structure of a cyclic cover of
degree r branched along H . Thus to prove the proposition, it suffices to show that
the natural map
H1(Pnk , TPnk 〈H〉)→ H
1(Z, TZ)
is injective. However, this follows from the fact that the sheaf TPnk 〈H〉 is a direct
summand of f∗TZ (see [19, Lem. 3.1] or [49, Prop. 3.8]). 
Remark 4.3. Note that Proposition 4.2 improves [48, Lem. 2.3].
4.3. Arithmetic hyperbolicity of hypersurfaces and good reduction. We now
begin our arithmetic applications. Our first result makes clear the precise relationship
between arithmetic hyperbolicity of the stack of smooth hypersurfaces, the Shafare-
vich conjecture (Conjecture 1.1), and various possible finiteness statements concerning
good reduction. The key issues are performing a descent from the algebraic closure,
glueing different models, and dealing with integral points corresponding to hypersur-
faces which are in a Brauer–Severi scheme and not a projective space.
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Definition 4.4. Let A be an integral domain with fraction field K and X ⊂ Pn+1K
a smooth hypersurface. We say that X has good reduction over A if there exists a
smooth hypersurface X ⊂ Pn+1A whose generic fibre is K-linearly isomorphic to X .
We call such an X , together with the choice of isomorphism, a good model for X .
In the statement, for brevity by a pair (K,S) we mean a number field K and finite
set of places S of K containing all the archimedean places.
Proposition 4.5. Let r ≥ 3 and n ≥ 1. Then the following are equivalent.
(1) For every algebraically closed field k of characteristic zero, the stack C(r;n),k is
arithmetically hyperbolic over k.
(2) For every integrally closed finitely generated Z-algebra A with κ(A) of charac-
teristic 0, the set π0(C(r;n)(A)) is finite.
(3) For all pairs (K,S), the set of OK,S-linear isomorphism classes of smooth
hypersurfaces of degree r in Pn+1OK,S is finite.
(4) For all pairs (K,S), the set of K-linear isomorphism classes of smooth hyper-
surfaces of degree r in Pn+1K with good reduction over OK,S is finite.
(5) For all pairs (K,S), the set of K-linear isomorphism classes of smooth hyper-
surfaces of degree r in Pn+1K with good reduction over the localisations OK,v for
all v /∈ S is finite.
Proof. (1) =⇒ (2): This follows from the Twisting Lemma (Theorem 2.2), since
C(r;n) is separated over Z [5, Thm. 1.7] with affine diagonal (by construction).
(2) =⇒ (3): Take A = OK,S.
(3) =⇒ (4): This is immediate, as (3) implies that there are only finitely many
good models up to linear isomorphism.
(4) =⇒ (5): Let K be a number field with finite set of places S. To prove (4), we
are free to increase S, in particular we may assume that PicOK,S = 0.
Let X be a smooth hypersurface over K with good models Xv over OK,v for all
v /∈ S. By spreading out, there is a finite set of places S ⊂ T and good model
for X over OK,T . Glueing this model with the models at v ∈ T \ S, we obtain a
smooth proper scheme f : X → Spec OK,S whose fibres are smooth hypersurfaces.
Let OX (1) denote the line bundle determined by the closure in X of a hyperplane in
X . Then by [4, Lem. 1.1.8], this is relatively very ample, hence induces an embedding
X → P(f∗(OX (1))) into a projective bundle that is Zariski locally a hypersurface in
projective space. But as PicOK,S = 0 and OK,S is Dedekind, any locally free module
is free. Thus X is in fact a good model for X , hence (4) =⇒ (5).
(5) =⇒ (4): Immediate, as a good model over OK,S gives rise to a good model
over all OK,v for v /∈ S.
(4) =⇒ (1): By [20, Thm. 7.2], it suffices to show that the stack C(r;n),Q is arith-
metically hyperbolic over Q. To do so, let K be a number field and S a finite set
of places of K. By Lemma 4.1, an OK,S-point of C(r;n) is given by a Brauer–Severi
scheme P over SpecOK,S of relative dimension n+ 1 together with a relative hyper-
surface H ⊂ P of degree r. But such Brauer–Severi schemes are parametrised by
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H1(OK,S,PGLn+1), which is finite by Lemma 2.5. Thus there exists a finite field ex-
tension K ′/K which trivialises each such P . Let S ′ be a finite set of places containing
all places above S. Consider the diagram
C(r;n)(OK,S)

// C(r;n)(OK ′,S′)

C(r;n)(K) // C(r;n)(K
′).
We have shown that elements in the image of the horizontal arrows may be represented
by hypersurfaces in Pn+1OK′,S′ and P
n+1
K ′ , respectively. Applying (4) to (K
′, S ′) now
implies that
Im[π0(C(r;n)(OK,S)) → π0(C(r;n)(K
′))]
is finite, which proves (1). 
Remark 4.6. Using Proposition 4.5, we may slightly improve on some results in the
literature. For example, in [2, Cor. 1.3.2] Andre´ proves that there are only finitely
many linear isomorphism classes of smooth quartic surfaces over Z[1/2m] for any
m ∈ Z. Combining Proposition 4.5 with [2, Thm. 1.3.1] shows, for example, that
there are only finitely many linear isomorphism classes of smooth quartic surfaces
over Z[1/m] for any m ∈ Z, i.e. inverting 2 is not necessary.
For completeness, we also verify Conjecture 1.1 for plane curves.
Proposition 4.7. Conjecture 1.1 holds for n = 1 and any r ≥ 2.
Proof. The case r = 2 (plane conics) is a special case of [22, Prop. 5.1]. For r = 3
(plane cubics), consider the forgetful map C(3;1),Q¯ →M1,1,Q¯, where M1,1 is the stack
of elliptic curves over Z. By [6, Props. 6.1, 6.4], this morphism is a gerbe under the
universal 3-torsion group scheme, and thus quasi-finite. As M1,1,Q¯ is arithmetically
hyperbolic by Shafarevich [45, Thm. IX.6.1], it follows from Lemma 2.4 that C(3;1),Q¯
is arithmetically hyperbolic. The result now follows from Proposition 4.5.
For r ≥ 4. Let g := (d − 1)(d − 2)/2 and let Mg be the stack of smooth proper
connected curves of genus g over Z. By [7], two smooth plane curves in P2
Q¯
are
birational if and only if they are linearly isomorphic. In particular, the forgetful
morphism C(d;1),Q¯ → Mg,Q¯ is injective on isomorphism classes of Q¯-points and fully
faithful. This implies that C(d;1),Q¯ →Mg,Q¯ is quasi-finite, so that result again follows
from follows Faltings and Proposition 4.5. 
Our method gives the following general result.
Theorem 4.8. Let n ≥ 1, r ≥ 2 and d ≥ 1 with rd 6= 2. Let k be an algebraically
closed field of characteristic 0 and A ⊂ k a Z-finitely generated integrally closed
subring. If C(rd;n) is arithmetically hyperbolic over k then π0(H
sm(n + 1, r, d)(A)) is
finite.
Proof. By Example 3.25, the stack Hsm(n + 1, r, d)k is isomorphic to the stack Xr
from Theorem 3.21. Thus the morphism Hsm(n+ 1, r, d)k → C(rd;n),k is proper e´tale,
GOOD REDUCTION AND CYCLIC COVERS 21
hence Hsm(n+1, r, d)k is arithmetically hyperbolic by Lemma 2.4. As H
sm(n+1, r, d)
has finite diagonal (Example 3.19), the result follows from Theorem 2.2. 
4.4. Proof of Theorem 1.2. First note that Conjecture 1.1 is known for quadrics
[22, Prop. 5.1], so we may assume r ≥ 3. We will prove the result using the stacky
Chevalley–Weil theorem and the cyclic covering trick.
Proposition 4.9. Let k be an algebraically closed field of characteristic zero. Let
r ≥ 3 and N ≥ 2. Suppose that C(r;N),k is arithmetically hyperbolic over k. Then, for
all 1 ≤ n ≤ N , the stack C(r;n),k is arithmetically hyperbolic over k.
Proof. By induction, it suffices to show that C(r;N−1),k is arithmetically hyperbolic
over k. To do so, consider the µr-gerbe from Example 3.25 and the unramified (hence
quasi-finite) map from Proposition 4.2. In a diagram:
Hsm(N, r, 1)k
proper e´tale

quasi-finite
// C(r;N),k
C(r;N−1),k.
Since C(r;N),k is arithmetically hyperbolic over k, it follows that the stackH
sm(N, r, 1)k
is arithmetically hyperbolic (Lemma 2.4). Then the stacky Chevalley–Weil (Theorem
2.3) shows that C(r;N−1),k is arithmetically hyperbolic over k. 
We now prove Theorem 1.2. The stack C(r;N),Q¯ is arithmetically hyperbolic by
Proposition 4.5 and our assumptions. Proposition 4.9 implies that C(r;n),Q¯ is arith-
metically hyperbolic for all 1 ≤ n ≤ N , so that Theorem 1.2 follows readily from
Proposition 4.5. 
5. Covers of the plane
We specialise Theorem 4.8 to covers of the plane, to deduce new (and old) finiteness
statements about explicit families of surfaces. Although each of the stacks H(2, r, d)
parametrize surfaces, they also admit a proper e´tale map to moduli stacks parametriz-
ing curves. Thus, we are able to deduce finiteness results from curves.
Theorem 5.1. Let r ≥ 2 and d ≥ 1 with rd 6= 2. Let k be an algebraically closed field
of characteristic 0 and A ⊂ k a Z-finitely generated integrally closed subring. Then
π0(H
sm(2, r, d)(A)) is finite.
Proof. Here C(rd;1) is arithmetically hyperbolic over k by Propositions 4.5 and 4.7.
The result therefore follows from Theorem 4.8. 
5.1. Double covers. This result is especially interesting when r = 2 because all
double covers are automatically µ2-cyclic covers.
Lemma 5.2. Let S be a scheme with 2 ∈ O×S . Let f : X → Y be a morphism of
smooth finitely presented schemes over S which is a degree 2 finite flat morphism.
Then X → Y has a unique structure of a relative uniform cyclic cover of Y , up to
S-isomorphism.
22 ARIYAN JAVANPEYKAR, DANIEL LOUGHRAN, AND SIDDHARTH MATHUR
Proof. To prove the lemma, we first show thatX admits at most one non-trivial action
of µ2 making f µ2-invariant. When f is e´tale this follows because any unramified
double covering is Galois with AutX/Y = µ2, and therefore only one action is possible.
If f is not e´tale, as 2 is invertible and X and Y are S-smooth, there is an open subset
U ⊂ Y (dense in every fibre Ys) over which f is e´tale, so any automorphism X → X
over Y is unique and an involution. This immediately implies that if X → Y admits
the structure of a cyclic cover, then it is unique.
To show that X → Y admits such a structure, we show that it admits a µ2-action
as in Definition 3.9. By uniqueness, it suffices to find the involution locally, so we
may pass to an affine covering of Y and so we set Y = SpecA. Next we show that
X ≃ SpecA[x]/(x2−a) for some non-zero divisor a ∈ A. This will prove the existence
of the desired µ2-action on X since the right hand side has the obvious involution
x 7→ −x over A.
To obtain such an isomorphism, observe that half the trace gives a left splitting of
the short exact sequence
0→ OY → f∗OX → L→ 0,
where L is a line bundle. By passing to a further covering of SpecA we may assume
L has a nowhere vanishing section b′, so that f∗OX = OY ⊕ OY b
′ (as modules). To
determine the OY -algebra structure of f∗OX note that, for some a
′, a′′ ∈ A, we have
b′2 + a′′b′ − a′ = 0
Set b = b′ − a
′′
2
so b2 − a = 0 for some a ∈ A, f∗OX = OY ⊕ OY b, and therefore
f∗OX ≃ A[x]/(x
2 − a), as desired. Let Z = V (a) ⊂ Y . To see that this gives f
the structure of a relative uniform cyclic cover, we need to check that Z is a relative
Cartier divisor. However, Z is the branch locus of f and is therefore Cartier on every
fibre Ys by purity of the branch locus and the S-smoothness of X and Y . Then Z is
Cartier and S-flat by [46, Tag 062Y]. 
Remark 5.3. It follows that any finite flat map of degree two (of finite presentation)
f : X → Y between S-smooth schemes has the unique structure of a relative uniform
cyclic cover. In particular, this implies that if f ′ : X ′ → Y is another such morphism
and X → X ′ is map over Y then it is automatically a map of relative uniform cyclic
covers. We will use this fact repeatedly to show that certain moduli stacks of relative
uniform cyclic covers of degree 2 have alternative descriptions.
5.2. Special cases. We now explain how to recover versions of the Shafarevich con-
jecture for del Pezzo surfaces and K3 surfaces of degree 2.
Definition 5.4. Let D2 denote the category fibred in groupoids of Del Pezzo surfaces
of degree 2. That is, the groupoid over a scheme T consists of proper smooth families
of finite presentation X → T whose geometric fibres are Del Pezzo surfaces of degree
2 and morphisms are isomorphisms over T .
Proposition 5.5. There is a natural equivalence D2,Z[1/2] ≃ H
sm(2, 2, 2)Z[1/2].
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Proof. This is well-known so we give a sketch of the argument. Given a proper smooth
family of Del Pezzo’s of degree two f : X → T , cohomology and base change implies
that there exists a double cover π : X → P(f∗ω
∨
X/T ) → T which is ramified along a
family of quartic curves. Moreover, π has the structure of a relative uniform cyclic
cover in a unique way (see Lemma 5.2). In particular, a morphism of objects in
D2 induces an equivariant morphism of relative uniform cyclic covers. Thus, there
is a functor F : D2 → H
sm(2, 2, 2). On the other hand, the forgetful morphism
G : Hsm(2, 2, 2)→ D2 which sends
X → P → S 7→ X → S
is inverse to F . That G ◦ F = id is clear and F ◦G ≃ id is left to the reader. 
Recall from Example 3.3 that F2 denotes the category of degree two polarized K3
surfaces.
Proposition 5.6. There is a natural equivalence F2,Z[1/2] ∼= H
sm(2, 2, 3)Z[1/2].
Proof. An object of Hsm(2, 2, 3)Z[1/2](T ) is of the form X → P → T where each Xt
is a double cover branched along a sextic in Pt¯ ≃ P
2
κ(t¯). Thus, X → T is a proper
smooth family of degree 2 K3 surfaces, and defining λ to be the pull-back of the ample
generator in PicP/S to PicX/S yields a morphism F : H
sm(2, 2, 3)Z[1/2] → F2,Z[1/2].
We next describe an inverse of the functor F . The universal object (X → F2,Z[1/2], λ)
admits a morphism X → P → F2,Z[1/2] where P is a relative Brauer-Severi scheme of
dimension 2 by Proposition 3.5. Since this is a finite flat cover of degree 2, Lemma 5.2
yields a unique structure of a relative uniform cyclic cover. Thus, we obtain a map
G : F2,Z[1/2] →H
sm(2, 2, 3)Z[1/2] which is inverse to F (again by Proposition 3.5). 
From Theorem 5.1 and Propositions 5.5, 5.6, we obtain the following Corollary.
This recovers special cases of results of Scholl [42] and Andre´ [2], and generalises
Scholl’s result from number fields to finitely generated fields of characteristic 0.
Corollary 5.7. If A is an integrally closed Z-finitely generated integral domain with
char κ(A) = 0 and 2 ∈ A×, then the sets π0(D2(A)) and π0(F2(A)) are finite.
5.3. Proof of Theorem 1.4. Let r, A be as in Theorem 1.4 and let X ⊂ P(1, 1, 1, r)A
be a smooth surface of degree 2r. Then X has the natural structure of a double cover
of P2A given by projecting to the first three coordinates and using Lemma 5.2. Thus
by Theorem 5.1, there are finitely many possibilities for X up to isomorphism, as a
double cover. Hence only finitely many possibilities up to abstract isomorphism. 
6. Abelian hypersurfaces and cyclic covers
In this section we show that stacks of cyclic covers of hypersurfaces in an abelian
variety are arithmetically hyperbolic. To do this, we combine our cyclic covering
method with recent work of Lawrence–Sawin [25].
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6.1. Abelian hypersurfaces. Recall that a morphism π : A → S is said to be an
abelian scheme if it is a proper smooth group scheme with geometrically connected
fibres. Moreover, for any torsor under an abelian scheme P/S the functor Pic0P/S is
representable by an abelian scheme over S, and if P = A, we denote this by A∨ and
refer to it as the dual of A (see [11, Remark 1.5] and [33, Prop. 2.1.3]). A degree d
polarization on A is a finite flat map λ : A → A∨ of group schemes whose kernel is
finite locally free over S of degree d2. Given a relatively ample line bundle L on an
abelian scheme A/S, we say L has degree d if the map
λL : A→ A
∨, a 7→ t∗aL⊗ L
∨,
is a degree d polarization. Moreover, given a relatively ample line bundle L on a
torsor π : P → S under an abelian scheme A/S, the sheaf π∗L is locally free of some
rank d and L induces a polarization λL : A → A
∨ of degree d (see [34, 2.2.3 and
2.2.4]).
Definition 6.1. Let AHg,d denote the fibred category over the category of schemes,
whose fibre over a scheme S is the groupoid of triples (π : P → S, L, s : OP → L)
such that
(1) π : P → S is proper, flat morphism of finite presentation, and each geometric
fibre Pt¯ admits the structure of an abelian variety of dimension g.
(2) L ∈ PicP is a line bundle such that L|Pt¯ is an ample line bundle of degree d
on every geometric fibre Pt¯.
(3) the zero locus V (s) ⊂ P is flat over S.
A morphism (π′ : P ′ → S ′, L′, s′ : OP ′ → L
′) → (π : P → S, L, s : OP → L) over
S ′ → S consists of a morphism f which makes the following square Cartesian
P ′ P
S ′ S
f
and an isomorphism g : f ∗L ≃ L′ which sends f ∗s to s′. We call AHg,d the moduli
stack of abelian hypersurfaces of degree d. The subcategory AHsmg,d ⊂ AHg,d consisting
of (π : P → S, L, s : OP → L) where V (s) ⊂ P is smooth over S will be referred to
as the moduli stack of smooth abelian hypersurfaces of degree d.
Remark 6.2. The locally principal subscheme V (s) ⊂ P is flat over S if and only if
it is Cartier on every fibre (see [46, Tag 062Y]). In other words, V (s) is flat over S if
and only if f∗s : OS → π∗L avoids the zero section.
First we show these are stacks of divisorial pairs, in the sense of Definition 3.6.
Proposition 6.3. The fibred categories AHg,d and AH
sm
g,d are moduli stacks of divi-
sorial pairs which have affine diagonal.
Proof. We first construct the associated stack with polarising line bundle. Consider
the fibred category AHg,d whose fibre consists of (π : P → S, L) where
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(1) π : P → S is a proper, flat morphism of finite presentation and each geometric
fibre Ps¯ admits the structure of an abelian variety of dimension g.
(2) L ∈ PicP is a line bundle such that L|Ps¯ is a degree d ample line bundle for
each geometric fibre Ps¯.
A morphism (π : P ′ → S ′, L′) → (π : P → S, L) is given by a morphism f making
the diagram Cartesian
P ′ P
S ′ S
f
and an isomorphism g : f ∗L ≃ L′.
We claim that this is an open substack of PolL. Indeed, the locus where the
morphism f : P → T is smooth with geometrically integral fibres is open (see [14,
Appendix E.1]) and the locus where Pt¯ has the structure of an abelian variety is
open in T . To see the latter claim: by standard approximation methods it suffices to
assume that T is Noetherian and we may also assume that T is connected with a point
t¯ : Spec k → T such that Pt¯ is an abelian variety. Base changing along P → T one
obtains a section, thus we may apply [32, Thm. 6.14] to deduce that fP : P×T P → P
(equipped with the diagonal map) is an abelian scheme.
Let (U → PolL,L) denote the universal object of PolL, so far we have cut out
an open locus V ⊂ PolL where the geometric fibres of the universal family U|V → V
admit the structure of an abelian variety. By [32, Prop. 6.13] AHg,d is open in V since
it defines the locus where the accompanying line bundle has degree d on each fibre.
Thus AHg,d is an open substack of Pol
L, and it has affine diagonal by [47, §2.1].
To conclude, observe that if (f : P → AHg,d,L) is the universal object of AHg,d
then AHg,d can be realized as the complement of the zero section in the tautological
rank d vector bundle f∗(L) over AHg,d. It follows that AHg,d is a moduli stack of
divisorial pairs, and the same follows for the open substack AHsmg,d. Lastly, since the
morphism AHg,d → AHg,d is quasi-affine, the stack AHg,d has affine diagonal. 
Proposition 6.4. The stack AHsmg,d has finite diagonal. In particular, it is separated.
Proof. The diagonal is proper by the Matsusaka-Mumford theorem [30, Thm. 2] (see
[38, Thm. 4.3] for a different formulation) and affine by Proposition 6.3. Therefore,
the diagonal is finite, as required. 
We briefly recall the Albanese torsor and its universal property. (For references
in much greater generality see [15, Thm. VI.3.3] and [24, 5.14, 5.20, and 5.21].) Let
X be a smooth proper S-scheme where S is defined over Q and assume that X/S
admits a relatively ample line bundle. Then there is an abelian S-scheme Alb0X/S ,
a torsor Alb1X/S under it, and a S-morphism X → Alb
1
X/S. This has the following
universal property: if P is a torsor under an abelian scheme A/S and X → P is an
S-morphism, then there is a unique factorization X → Alb1X/S → P over S and a
unique map of abelian S-schemes Alb0X/S → A making Alb
1
X/S → P equivariant.
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The following is an application of the main result of Lawrence–Sawin [25].
Theorem 6.5. Let d ≥ 1 and g ≥ 4 or g = 2. Let K be a number field and S a finite
set of finite places of K. Then π0(AH
sm
g,d(OK,S)) is finite.
Proof. The result from [25] applies to families of hypersurfaces in a fixed abelian
variety. We want to show an analogous result for hypersurfaces in varying families
of torsors under abelian varieties. To prove this we use known finiteness statements
and pass to a field extension to trivialise various data, then perform a descent back
to the ground field.
We first show that AHsm
g,d,Q
is arithmetically hyperbolic. To do so, it suffices to
show that for every number field K ⊂ Q and every finite set of places S, the set
Im[π0(AH
sm
g,d(OK,S))→ π0(AH
sm
g,d(Q))] is finite. (6.1)
Observe that for every (X,L, s) ∈ AHg,d(OK,S) the universal morphism to the Al-
banese torsor X → Alb1X/OK,S is an isomorphism. Thus, X is naturally a torsor under
the abelian scheme Alb0X/OK,S over OK,S. By the Shafarevich conjecture for abelian
varieties [10], it suffices to assume that every X is a torsor under a fixed abelian
scheme A → OK,S. Note that L induces a degree d polarization λ : A → A
∨ on A.
But the set of isomorphism classes of polarizations of degree d on A is finite by [8,
Tem. V.18.1], so we may assume that λL induces a fixed degree d polarization λ. In
fact, we may also fix the isomorphism class of X since the set, J , of isomorphism
classes of A-torsors X which admit a line bundle L inducing the polarization λL = λ
is finite. Indeed, let cλ denote the image of λ ∈ NSA(OK,S) in H
1(SpecOK,S, A
∨) then
by [37, Prop. 4.3] the set J is the inverse image of cλ along the map
H1(λ) : H1(OK,S, A)→ H
1(OK,S, A
∨)
Thus J is a torsor under a quotient of H1(OK,S,Ker(λ)) and the latter is finite by
Lemma 2.5.
To prove (6.1), we base change to a larger number field K ⊂ K ′ so that XK ′ admits
a section and XOK′,S′ inherits the structure of an abelian scheme, where S
′ denotes
the set of places of K ′ above S. Now the set of sections s : OX → L, with smooth
zero locus, up to isomorphism, is finite by [25, Thm. 1.1] (g ≥ 4) and Faltings [10]
(g = 2). This gives the required finiteness, hence proves that AHsm
g,d,Q
is arithmetically
hyperbolic. To complete the proof, by Proposition 6.4 we know that AHsmg,d has finite
diagonal. Therefore, since AHsm
g,d,Q
is arithmetically hyperbolic over Q, the result
follows from Theorem 2.2. 
6.2. Double covers. Theorem 6.5 and Corollary 3.28 immediately give finiteness
results for integral points on cyclic covering stacks of stacks of polarised abelian
varieties. We make these explicit for double covers to obtain infinitely many new
moduli stacks of canonically polarized varieties which are arithmetically hyperbolic.
Definition 6.6. We define Gg,p → SpecQ to be a category fibred in groupoids whose
fibre category over a scheme S consists of morphisms π : X → S such that
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(1) π is a smooth proper morphism of relative dimension g
(2) the fibres of π are connected varieties of general-type with geometric genus p.
(3) the Albanese map of the geometric fibres of π is finite flat of degree 2.
Morphisms in this fibre category are isomorphisms over S. We call Gg,p the stack of
double Albanese varieties of dimension g and genus p.
Such varieties occur for example amongst surfaces S of general type with q(S) = 2
and K2S = 4χ(OS) [29, Thm. 0.1].
Proposition 6.7. The category Gg,p is a moduli stack of polarized varieties.
Proof. We first prove that each X ∈ Gg,p(k) is canonically polarized. To show this, we
may assume that k is algebraically closed, since the canonical bundle is defined over
the ground field. Then by definition and Lemma 5.2 there is an abelian variety over k
and a uniform cyclic cover f : X → A of degree 2. So if we write X = SpecAOA⊕L,
then ωX/k = f
∗L−1 (see e.g. [49, Prop. 3.5]) because ωA/k = OA. Since ωX/k is big so
is L−1. The claim then follows from the fact that any big line bundle on an abelian
variety is ample (use [27, Ex. 1.4.7, Cor. 1.5.18, and Thm. 2.2.16]).
Next consider the universal object (u : U → PolΛ, λ) and note that there is a locally
closed subscheme Polω ⊂ PolΛ where λ|Polω represents the class of ω = ωU/PolΛ |Polω
and is universal with respect to this property (see [1, Cor. 4.3.2]). We can further
restrict to the locally closed locus where the fibres of u have dimension g and π∗ω is
locally free of rank p; call this stack J . Finally, consider the map to the universal
Albanese torsor a : U|J → Alb
1
U/J (which exists by [24, 5.20, 5.21] and [15, Thm. 3.3])
and observe that the locus where it is finite flat of degree 2 is open in J (see [14,
Appendix E]). Since isomorphisms preserve the canonical line bundle, this locally
closed substack of Polω is equivalent to Gg,p. 
Note that the universal object U → Gg,p is a relative uniform cyclic cover over its
Albanese torsor since it is finite locally free of degree 2 (see 5.2):
a : U → Alb1U/Gg,p
Taking the branch locus of a yields a pair (Alb1U/Gg,p → Gg,p, H) of a torsor under an
abelian scheme and a divisor. By the following lemma and 3.15, this yields a natural
morphism Gg,p → AHg,2g(p−1),Q from the universal property of AHg,2g(p−1),Q.
Lemma 6.8. H is a relatively ample divisor of degree 2g(p− 1).
Proof. To prove the result, we may work over an algebraically closed field of char-
acteristic 0 (see [27, Thm. 1.7.8]). Recall from the proof of Proposition 6.7 that
f : X = SpecAOA ⊕ L → A for some line bundle L for which L
−1 is ample. Recall
that X has dimension g and geometric genus p = h0(X,ωX). Let H ⊂ A denote the
branch locus of f and note that O(H) = L−2. Then ωX = f
∗(ωA ⊗ L
−1) = f ∗L−1
because ωA = OA. Therefore, by pushing forward and using the push-pull formula,
we have
p = h0(ωX) = h
0(f∗ωX) = h
0(L−1 ⊗ (OA ⊕ L)) = h
0(OA) + h
0(L−1) = 1 + h0(L−1).
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This gives h0(L−1) = p − 1. Now, we want to calculate the degree of O(H) = L−2.
By [8, Thm. V.13.3] this is the same as χ(L−2). Recalling that ample line bundles
on abelian varieties have vanishing higher cohomology [32, Prop. 6.13], the Riemann-
Roch theorem [8, Thm. V.13.3] gives
χ(L−2) = (L−2)g/g! = 2g(L−1)g/g! = 2gh0(L−1)
(here (M)g denotes the top self-intersection of the line bundle M). Putting it all
together, we have that the degree of the branch locus of f is 2g(p− 1). 
Proposition 6.9. The morphism Gg,p → AHg,2g(p−1),Q is proper and e´tale.
Proof. Since a realizes U as a relative uniform cyclic cover of degree 2 over a torsor
under a Abelian scheme, we obtain a morphism Gg,p to the stack X2 of degree 2 cyclic
covers associated to the moduli stack of pairs AHg,2g(p−1) (see Theorem 3.21). We
claim that the functor
F : Gg,p → X2, (X → S) 7→ (X → Alb
1
X/S → S)
is an equivalence of categories, with inverse given by the forgetful functor
G : X2 → Gg,p, (X → P → S) 7→ (X → S).
It is clear that G ◦ F = id and note that the universal property of the Albanese
torsor yields a natural transformation F ◦ G → id. This is an isomorphism because,
if X → P → S is a relative uniform cyclic cover of degree 2 then P is isomorphic to
the Albanese torsor of X/S. Indeed, there is a factorization X → Alb1X/S → P over
S and since X → Alb1X/S is finite but not an isomorphism, and X → P is a double
cover, it follows that Alb1X/S → P is an isomorphism. Since X2 is proper and e´tale
over AHg,2g(p−1) by Theorem 3.21, this concludes the proof. 
We finally prove the following more precise version of Theorem 1.5.
Theorem 6.10. Let p, g ∈ N with g = 2 or g ≥ 4. There exists a finite set of primes
T and a model Gg,p,Z[T−1] for Gg,p over Z[T
−1] with the following property.
Let K be a number field and S a finite set of finite places of K containing all places
above T . Then π0(Gg,p,Z[T−1](OK,S)) is finite.
Proof. By Proposition 6.9 and spreading out [41, Prop. B.3], there exists a model
Gg,p,Z[T−1] for Gg,p over Z[T
−1] for some finite set of primes T together with a morphism
Gg,p,Z[T−1] → AHg,2g(p−1),Z[T−1] which is proper e´tale. Increasing T again if necessary,
by Proposition 6.4 we may assume that AHg,2g(p−1),Z[T−1] has finite diagonal, hence
so does Gg,p,Z[T−1]. The result now follows from Lemma 2.4 and Theorems 2.2 and
6.5. 
References
[1] D. Abramovich and B. Hassett. Stable varieties with a twist. In Classification of algebraic
varieties, EMS Ser. Congr. Rep., pages 1–38. Eur. Math. Soc., Zu¨rich, 2011.
[2] Y. Andre´. On the Shafarevich and Tate conjectures for hyper-Ka¨hler varieties. Math. Ann.,
305(2):205–248, 1996.
GOOD REDUCTION AND CYCLIC COVERS 29
[3] A. Arsie and A. Vistoli. Stacks of cyclic covers of projective spaces. Compos. Math., 140(3):647–
666, 2004.
[4] O. Benoist. Espace de modules d’intersections comple`tes lisses. Ph.D. thesis.
[5] O. Benoist. Se´paration et proprie´te´ de Deligne-Mumford des champs de modules d’intersections
comple`tes lisses. J. Lond. Math. Soc. (2), 87(1):138–156, 2013.
[6] D. Bergh. Motivic classes of some classifying stacks. J. Lond. Math. Soc. (2), 93(1):219–243,
2016.
[7] H. C. Chang. On plane algebraic curves. Chinese J. Math., 6(2):185–189, 1978.
[8] G. Cornell and J. H. Silverman, editors. Arithmetic geometry. Springer-Verlag, New York, 1986.
[9] D. Edidin, B. Hassett, A. Kresch, and A. Vistoli. Brauer groups and quotient stacks. Amer. J.
Math., 123(4):761–777, 2001.
[10] G. Faltings. Endlichkeitssa¨tze fu¨r abelsche Varieta¨ten u¨ber Zahlko¨rpern. Invent. Math.,
73(3):349–366, 1983.
[11] G. Faltings and C.-L. Chai. Degeneration of abelian varieties, volume 22. Springer Science &
Business Media, 2013.
[12] P. Gille and L. Moret-Bailly. Actions alge´briques de groupes arithme´tiques. In Torsors, e´tale
homotopy and applications to rational points, volume 405 of London Math. Soc. Lecture Note
Ser., pages 231–249. Cambridge Univ. Press, Cambridge, 2013.
[13] P. Gille and T. Szamuely. Central simple algebras and Galois cohomology, volume 165 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2017.
[14] U. Go¨rtz and T. Wedhorn. Algebraic Geometry: Part I: Schemes. With Examples and Exercises.
Advanced Lectures in Mathematics. Vieweg+Teubner Verlag, 2010.
[15] A. Grothendieck. Fondements de la ge´ome´trie alge´brique. Secre´tariat mathe´matique, Paris,
1962.
[16] J. Hall and D. Rydh. Coherent Tannaka duality and algebraicity of hom-stacks. Algebra &
Number Theory, 13(7):1633–1675, 2019.
[17] J. Harris, B. Mazur, and R. Pandharipande. Hypersurfaces of low degree. Duke Math. J.,
95(1):125–160, 1998.
[18] R. Hartshorne. Ample vector bundles. Publications Mathe´matiques de l’IHE´S, 29:63–94, 1966.
[19] K. Ivinskis. A variational Torelli theorem for cyclic coverings of high degree. Compositio Math.,
85(2):201–228, 1993.
[20] A. Javanpeykar and D. Litt. Integral points on algebraic subvarieties of period domains: from
number fields to finitely generated fields. arXiv:1907.13536.
[21] A. Javanpeykar and D. Loughran. Arithmetic hyperbolicity and a stacky Chevalley-Weil theo-
rem. arXiv:1808.09876.
[22] A. Javanpeykar and D. Loughran. Complete intersections: Moduli, Torelli, and good reduction.
Math. Ann., 368(3-4):1191–1225, 2017.
[23] A. Javanpeykar and D. Loughran. Good reduction of Fano threefolds and sextic surfaces. Ann.
Sc. Norm. Super. Pisa Cl. Sci. (5), 18(2):509–535, 2018.
[24] S. L. Kleiman. The Picard scheme. In Fundamental algebraic geometry, volume 123 of Math.
Surveys Monogr., pages 235–321. Amer. Math. Soc., Providence, RI, 2005.
[25] B. Lawrence and W. Sawin. The Shafarevich conjecture for hypersurfaces in abelian varieties.
arxiv:2004.09046.
[26] B. Lawrence and A. Venkatesh. Diophantine problems and p-adic period mappings.
arxiv:1807.02721.
[27] R. Lazarsfeld. Positivity in algebraic geometry. I, volume 48 of Ergebnisse der Mathematik und
ihrer Grenzgebiete. 3. Folge. Springer-Verlag, Berlin, 2004.
[28] M. Lieblich. Twisted sheaves and the period-index problem. Compositio Mathematica, 144(1):1–
31, 2008.
[29] M. Manetti. Surfaces of Albanese general type and the Severi conjecture. Math. Nachr.,
261/262:105–122, 2003.
30 ARIYAN JAVANPEYKAR, DANIEL LOUGHRAN, AND SIDDHARTH MATHUR
[30] T. Matsusaka and D. Mumford. Two fundamental theorems on deformations of polarized vari-
eties. Amer. J. Math., 86:668–684, 1964.
[31] S. Mori. Projective manifolds with ample tangent bundles. Ann. of Math. (2), 110(3):593–606,
1979.
[32] D. Mumford, J. Fogarty, and F. Kirwan. Geometric invariant theory, volume 34 of Ergebnisse
der Mathematik und ihrer Grenzgebiete (2). Springer-Verlag, Berlin, third edition, 1994.
[33] M. Olsson. Compactifying moduli spaces for abelian varieties, volume 1958 of Lecture Notes in
Mathematics. Springer-Verlag, Berlin, 2008.
[34] M. Olsson. Compactifications of moduli of abelian varieties: an introduction. In Current de-
velopments in algebraic geometry, volume 59 of Math. Sci. Res. Inst. Publ., pages 295–348.
Cambridge Univ. Press, Cambridge, 2012.
[35] M. Olsson. Algebraic spaces and stacks, volume 62 of American Mathematical Society Collo-
quium Publications. American Mathematical Society, Providence, RI, 2016.
[36] B. Poonen. Rational Points on Varieties, volume 186 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, 2017.
[37] B. Poonen and M. Stoll. The Cassels-Tate pairing on polarized abelian varieties. Ann. of Math.
(2), 150(3):1109–1149, 1999.
[38] H. Popp. Moduli theory and classification theory of algebraic varieties. Lecture Notes in Math-
ematics, Vol. 620. Springer-Verlag, Berlin-New York, 1977.
[39] J. Rizov. Moduli stacks of polarized K3 surfaces in mixed characteristic. Serdica Math. J.,
32(2-3):131–178, 2006.
[40] D. Rydh. The canonical embedding of an unramified morphism in an e´tale morphism. Mathe-
matische Zeitschrift, 268(3-4):707–723, 2011.
[41] D. Rydh. Noetherian approximation of algebraic spaces and stacks. J. Algebra, 422:105–147,
2015.
[42] A. J. Scholl. A finiteness theorem for del Pezzo surfaces over algebraic number fields. J. London
Math. Soc. (2), 32(1):31–40, 1985.
[43] E. Sernesi. Deformations of algebraic schemes, volume 334 of Grundlehren der Mathematischen
Wissenschaften. Springer-Verlag, Berlin, 2006.
[44] I. R. Shafarevich. Algebraic number fields. In Proc. Internat. Congr. Mathematicians (Stock-
holm, 1962), pages 163–176. Inst. Mittag-Leffler, Djursholm, 1963.
[45] J. H. Silverman. The arithmetic of elliptic curves, volume 106 ofGraduate Texts in Mathematics.
Springer, Dordrecht, second edition, 2009.
[46] The Stacks Project Authors. Stacks Project. http://stacks.math.columbia.edu, 2020.
[47] J. Starr and J. de Jong. Almost proper GIT-stacks and discriminant avoidance. Doc. Math.,
15:957–972, 2010.
[48] E. Viehweg and K. Zuo. Complex multiplication, Griffiths-Yukawa couplings, and rigidity for
families of hypersurfaces. J. Algebraic Geom., 14(3):481–528, 2005.
[49] J. Wehler. Cyclic coverings: deformation and Torelli theorem. Math. Ann., 274(3):443–472,
1986.
Ariyan Javanpeykar, Institut fu¨r Mathematik, Johannes Gutenberg-Universita¨t
Mainz, Staudingerweg 9, 55099 Mainz, Germany.
E-mail address : peykar@uni-mainz.de
Daniel Loughran, Department of Mathematical Sciences, University of Bath,
Claverton Down, Bath, BA2 7AY, UK.
URL: https://sites.google.com/site/danielloughran/
Siddharth Mathur, Mathematisches Institut, Heinrich-Heine-Universita¨t, 40204
Du¨sseldorf, Germany.
URL: https://sites.google.com/view/sidmathur/home
