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Abstract
We present a general architecture for the acquisition of ensembles of correlated signals. The
signals are multiplexed onto a single line by mixing each one against a different code and then
adding them together, and the resulting signal is sampled at a high rate. We show that if the
M signals, each bandlimited to W/2 Hz, can be approximated by a superposition of R < M
underlying signals, then the ensemble can be recovered by sampling at a rate within a logarithmic
factor of RW (as compared to the cumulative Nyquist rate of MW ). This sampling theorem
shows that the correlation structure of the signal ensemble can be exploited in the acquisition
process even though it is unknown a priori.
The reconstruction of the ensemble is recast as a low-rank matrix recovery problem from
linear measurements. The architectures we are considering impose a certain type of structure
on the linear operators. Although our results depend on the mixing forms being random, this
imposed structure results in a very different type of random projection than those analyzed in
the low-rank recovery literature to date.
1 Introduction
In this paper, we propose and analyze two multiplexing architectures for the sub-Nyquist acquisition
of ensembles of correlated signals. The problem is illustrated in Figure 1: M signals, each of which
is bandlimited to W/2 radians/sec, are outputs from different sensors. Our goal is to combine this
ensemble into a single signal which is then sampled with a standard analog-to-digital converter
(ADC). A conventional way of combining the signals is to use a frequency multiplexer: the signals
are modulated to different frequency bands of size W by pre-multiplying them by sinusoids at
different frequencies before they are combined. The signals occupy disjoint bands inside of this
combination, so they can be easily separated, and the combined signal has a total bandwidth of
MW/2 so it can be sampled at MW samples per second. Alternatively, the signals might be time
multiplexed at the input of the ADC, again resulting in an overall sampling rate of MW .
We will show that if the signals are correlated, meaning that the ensemble can be written as (or
closely approximated by) distinct linear combinations of R  M latent signals, then this net
sampling rate can be reduced considerably using random modulators, where the signals are pre-
multiplied against random binary waveforms before they are combined. The multiplexed sampling
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Figure 1: The M-Mux for the efficient acquisition of correlated ensembles. Signals {xm(t)}1≤m≤M in the
ensemble Xc(t) are multiplied by independently generated random binary waveform d1(t), d2(t), . . . , dM (t),
respectively. The binary waveforms alternate at rate Ω. After the modulation the signals are added and
sampled at rate Ω. The reconstruction algorithm uses the nuclear-norm minimization.
architectures, we propose are blind to the correlation structure of the signals; this structure is
discovered as the signals are reconstructed.
We recast the problem of recovering the signal ensemble as recovering a low-rank matrix from an
incomplete set of linear measurements. Over the course of one second, we want to acquire an M×W
matrix comprised of samples of the ensemble taken at the Nyquist rate (see Figures 2 and 3), and
each sample the ADC outputs in this time frame can be written as a different linear combination
of the entries in this matrix. The conditions (on the signals and the acquisition system) under
which this type of recovery is effective have undergone intensive study in the recent literature [1–7].
The main contribution of this paper is to show that similar recovery guarantees can be made for
measurements with the type of structured randomness imposed by our multiplexing architecture.
In the context of signal processing, Theorems 1, 2, and 3 in Sections 2.5 and 2.6 below provide
new sampling theorems for ensembles of correlated signals; in the context of linear algebra, they
demonstrate that a low-rank matrix can be recovered from a new kind of low-dimensional random
projection whose structure allows efficient computation.
This paper analyzes the two compressive multiplexing architectures illustrated in Figures 1 and
4. The first architecture, which we call M-Mux (for Modulated Multiplexing), can be broken into
two parts. First, the M input signals {xm(t)}1≤m≤M are modulated against binary waveforms
{dm(t)}1≤m≤M . The minimum distance between polarity changes in the dm(t) is 1/Ω. Second, the
signals are added together and then sampled uniformly at rate Ω to produce measurements y[n].
Theorem 1 below shows that if the input ensemble can be written as a linear combination of R
latent signals (as in Figure 2),
Xc(t) = {xm(t) : xm(t) =
R∑
r=1
A[m, r]sr(t), 1 ≤ m ≤M},
and the energy in the signals is not too concentrated in a short interval of time, then they can be
recovered when Ω ∼ R(M +W ) log3(MW ). When RM , then this improves on the cumulative
Nyquist rate of MW . The second architecture, shown in Figure 4, adds a linear time-invariant filter
2
TexPoint fonts used in EMF.  
Read the TexPoint manual before you delete this box.: AAAAAAA 
Xc(t) = fxm(t)g1·m·M A Sc(t) = fsr(t)g1·r·R
x1(t)
x2(t)
xM(t)
...
A[m;r]
s1(t)
sR(t)
...
[ ; r]
Figure 2: Acquire an ensemble of M signals, each bandlimited to W/2 radians per second. The signals
are correlated, i.e., M signals can be well approximated by the linear combination of R underlying signals.
Therefore, we can write M signals in ensemble Xc(t) (on the left) as a tall matrix (a correlation structure)
multiplied by an ensemble of R underlying independent signals.
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Figure 3: Samples X of ensemble Xc(t) inherit the low-rank property. Therefore, the problem of recovering
Xc(t) from samples at a sub-Nyquist rate can be recast as a low-rank matrix recovery problem from partial-
generalized measurements.
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in front of the modulators whose purpose is to ensure that the signals are spread out in time — we
call this FM-Mux (Filtered and Modulated Multiplexing). If the impulse responses of these filters
are long and diverse, then the signal ensemble can be recovered when Ω ∼ R(M + W ) log5(MW )
regardless of its structure in time; this is codified in Theorem 3.
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Figure 4: The FM-Mux for the efficient acquisition of correlated signals. Each of the input signal
{xm(t)}1≤m≤M is modulated separately with ±1-binary waveform {dm(t)}1≤m≤M alternating at rate Ω.
Afterward, the signals are convolved with diverse waveforms using random LTI filters in each channel. The
resultant signals are then combined and sampled at a rate Ω using a single ADC.
We will use different mathematical tools to analyze these two multiplexing architectures. The argu-
ments for the FM-Mux (Figure 4) are more straightforward, and this architecture is more powerful
in that it is universal (i.e. it is effective for any type of correlation structure and signal energy
distribution). However, it is probably the case that the M-Mux (Figure 1) is more practical; in
fact, this type of multichannel random modulator has been implemented previously for applications
in radar signal processing and communications [8–12].
The paper is organized as follows. In the remainder of this section, we present some applications
and the related work. Section 2 illustrates main results and sampling theorems for each of the
multiplexing architecture. Section 3 contains some illustrative numerical simulations. Sections 4,
5, and 6 provide the proofs of the sampling theorems
1.1 Notation
Unless specified otherwise, we use uppercase bold, lowercase bold, and not bold letters for matrices,
vectors, and scalars, respectively. For example, X denotes a matrix, x represents a vector, and x
refers to a scalar. Calligraphic letters such as A specify linear operators. The letter c refers to a
constant number, which may not refer to the same number every time it is used. The notations ‖·‖,
‖ · ‖∗, and ‖ · ‖F denote the operator, nuclear, and Frobenius norms of the matrices, respectively.
Furthermore, we will use ‖ · ‖2, and ‖ · ‖1 to represent the vector `2, and `1 norms.
1.2 Example application: Micro-sensor arrays
In many applications in array processing, wavefronts incident on a large number of closely located
antenna arrays generate signals that are highly correlated. This is especially true for micro-sensor
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arrays found, for example, in modern on-chip radars, tactile sensors in robotics, and microelectrode
arrays (MEAs) used to study neural activity. In several of these array processing applications,
we want to estimate signal parameters, such as angle of arrival, and frequency offsets. The first
step towards achieving this is to estimate the covariance matrix of the input signal ensemble,
and then use this to further estimate particular parameters (one example of this is the MUSIC
algorithm [13] for multiple emitter direction of arrival estimation). The rank of the covariance
matrix of a correlated signal ensemble composed of R latent independent signals is always R. In
an on-chip radar, and other micro-sensor array applications, where limiting the number of samples
might help meet design constraints (by reducing power, etc), compressive multiplexers can be used
to estimate the covariance matrix from a smaller number total of samples on a single line than
sampling each signal at the Nyquist rate directly.
As multiplexing is a particular challenge in several biosensing applications, we will briefly discuss
some motivating details of one such application, where the task is to monitor neural activity in
brain tissues.
Neuronal recordings are used to study how different stimuli are encoded and processed by the firing
of neurons. The recordings are made by inserting an array of electrodes into the brain of an animal,
and measuring the electrical activity. Figure 5 illustrates a typical geometry for such a device, and
contains plots of a recording in an actual experiment performed as part of an effort to understand
neuronal activity resulting from certain types of a visual stimuli. This particular experiment1 used
a microelectrode array containing 54 recording sites, and the plots in Figure 5(b) make it clear that
subsets of the signals are highly correlated.
In general, high density MEAs containing tens of thousands of recording sites; see, for example,
[16–19], are used to record measurements at a high spatial and temporal resolutions in various
biosensing applications. The thousands of signals recorded are multiplexed, continuously sampled
by ADCs, and streamed to a hard disk at a high quantization resolution. This process generates
massive amounts; on the orders of several gigabits per second (Gbps), of data. In particular, [17]
describes a data acquisition platform for a microelectrode array containing 4096 recording sites.
The signals are multiplexed onto fewer channels and then acquired using ADCs. The rate at which
ADCs operate is determined by the acquisition requirement of 12-bit quantization resolution with
a sampling rate of 20,000 samples per second for each of the 4096 recorded signals. This generates
data roughly at 0.5 Gbps. It is clear that the sampling burden on the ADCs increases with increasing
density of the recording sites on the MEAs, and so does the amount of the data generated; especially,
for experiments lasting over many hours. This calls for more proactive acquisition strategies for data
acquisition, transfer, and management. The proposed compressive multiplexers use the correlation
in the signal ensemble to acquire the signals with fewer samples to effectively use the sampling
resources, and to minimize the amount of data generated over the course of an experiment.
Another design consideration in MEAs is that the number of electrodes on an array is limited by
the number of conductors, carrying the signal from each electrode, that can pass through its shank.
If we can perform an on-chip multiplexing then the signals can be combined before passing through
the shank. This reduces the number of conductors, which may assist in increasing the density of
recording sites for a given thickness. Since the multiplexing architecture uses simple modulators,
it may be possible to built these devices on chip. Additionally, the reduction in the sampling
rate reduces the power dissipation of the ADC, which is an important factor in applications in
1The data used in this figure comes from crcns.org, an open database for brain experimental data; the particular
dataset can be found at [14].
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Figure 5: Application in neuronal recordings from brain tissues. (a) A microelectrode array with fifty-four
recording sites, shown as blue dots, arranged in two columns 50µm apart. Arrays with dense recording sites
provide detailed field recordings and span roughly 1mm of the brain tissue [15]. (b) The signals recorded by
sensors in a real experiment. The data is taken from [14].
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biosensing.
1.3 Related work
The modulated multiplexer (M-Mux) has been proposed previously in the literature [20] for the
compressive acquisition of multiple spectrally sparse signals. Using the notation of this paper, the
main results suggest that if the Fourier spectrum of the input signals can be approximated by
active frequency components S  MW , then [21] shows that for the successful reconstruction of
the signal ensemble, the ADC is required to operate at rate Ω ≈ S logqMW , where q > 1 is a small
constant. A simple implementation of the M-Mux using a passive averager is also discussed in [20].
Compressive sampling of spectrally sparse signals using random modulators has also been explored
previously in the literature [22,23] and have been implemented in hardware for multiple applications
[8–12] — the existence of these prototypes was one of the primary factors that lead us to consider
the M-Mux. Instead of considering the acquisition of a single sparse signal, this paper considers the
joint acquisition of an ensemble of signals. Structure is imposed on this ensemble not by imposing
structure on each of the signals individually, but rather on the relationships between the signals.
This requires a completely different recovery technique, and a new set of analytical tools.
It will be shown in detail in Section 2.5 that the nth sample y[n] taken using the ADC of the
M-Mux can be written as the trace inner product of an unknown rank-R matrix C0 against a
rank-1 measurement matrix An, i.e., y[n] = Tr (C0A
∗
n), where An is formed by the outer product
of a random vector with a Fourier vector — Theorem 1 proves that the low-rank matrices can
be successfully recovered using such rank-1 measurement matrices. Similar results showing the
recovery of low-rank matrices using rank-1 measurement matrices have been the subject of some
interesting recent literature; for example, [24–26]. In these articles, the measurement matrices
are rank-1 but are formed by the outer product of a random vector with itself. The measurement
matrices in this paper also differ from the measurement model in [2], where each of the measurement
matrix is an i.i.d. Gaussian random matrix and it is shown that RIP based stronger recovery
results are possible. It is also instructive to compare the results in this paper with the results
in [6] that state that it is possible to recover a low-rank matrix by observing its random samples
in an incoherent orthonormal basis {An}. The measurement matrices in our case do not form an
orthonormal basis and owing to their special structure, we only require incoherence on one set of
the singular vectors of the unknown low-rank matrix C0.
As will be shown in Section 2.2, the samples taken by the ADC in Figure 1 can be mathematically
modeled as a multi-Toeplitz matrix acting on a vectorized version of the collection of Fourier
coefficients for the signals in the ensemble. For ensembles with just one independent component
(R = 1), the analysis is a special case of the main results in the recent paper [27]. That reference
is a study of a very different application, namely, blind deconvolution of two unknown signals. The
mathematics presented here extends the analysis of that paper to the recovery of rank R matrices.
One of the compressive multiplexing architectures we consider in this paper involves pre-filtering the
signals using filters with long, diverse impulse responses (which we generate randomly). Previous
work has shown that a low-rate sampling preceded by a convolution with a random waveform is an
effective strategy for compressive sampling acquisition of sparse signals [28–31]. Results in these
references show that a signal with S active components in a fixed basis can be acquired using a
random filter plus an ADC operating at a rate that scales linearly in S and logarithmically in
7
ambient dimension W .
2 Main results: Sampling theorems for compressive multiplexers
In this section, we present the mathematical models for the signal ensemble and for the samples
taken by each of the proposed compressive multiplexer architectures. The signal ensemble is char-
acterized by a M ×W low-rank matrix, while the mapping from the ensemble to the sample at the
output of the ADC is a linear operator acting on this matrix. With the model in place, we state
our sampling theorems in Sections 2.5 and 2.6.
2.1 Signal model
We will use Xc(t) to denote a signal ensemble of interest and x1(t), . . . , xM (t) to denote the in-
dividual signals within that ensemble. Conceptually, we may think of Xc(t) as a “matrix” with
finite M number of rows, but each row contains a bandlimited signal. Our underlying assumption
is that the signals in the ensemble are correlated in that
Xc(t) ≈ ASc(t), (1)
where Sc(t) is a smaller signal ensemble with R rows and A is a M×R matrix with entries A[m, r].
We will use the convention that fixed matrices operating to the left of the signal ensembles simply
“mix” the signals point-by-point, and so (1) is equivalent to
xm(t) ≈
R∑
r=1
A[m, r]sr(t).
The only structure we will impose on individual signals is that they are real-valued, bandlimited,
and periodic. This provides us with a natural way to discretize the problem, as each signal lives
in a finite-dimensional linear subspace. The periodicity assumption is made mostly to keep the
mathematics clean; in Section 2.7, we discuss how our results can be adapted to more realistic signal
models in which non-periodic signals are windowed into overlapping sections and reconstructed
jointly. Each bandlimited periodic signal in the ensemble can be written as a Fourier series
xm(t) =
B∑
ω=−B
αm[ω] e
j2piωt,
where αm[ω] are complex but have symmetry αm[−ω] = αm[ω]∗ to ensure that xm(t) is real. The
signals are equally well represented by the W = 2B + 1 Fourier coefficients αm, or by W equally
spaced time-domain samples.
The modulation codes dm(t) will in general be changing polarity at a rate Ω > W . We can generate
an M × Ω matrix X0 of samples of the signals at this rate by taking
X0 = C0F˜ , (2)
where F˜ is a W ×Ω matrix formed by taking first W rows of the normalized discrete Fourier matrix
F with entries
F [ω, n] =
1√
Ω
e−j2piωn/Ω, 0 ≤ ω, n ≤ Ω− 1, (3)
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and C0 is an M ×W matrix whose rows contain Fourier series coefficients for the signals in Xc(t).
C0[m,ω] =
{
αm[ω] ω = 0, 1, . . . , (W − 1)/2
αm[ω −W ]∗ ω = (W + 1)/2, . . . ,W − 1
.
The matrix F is orthonormal, while C0 (and hence X0) inherits the correlation structure of the
original ensemble. Our efforts will be geared towards recovering the matrix C0 ∈ CM×W which
uniquely specifies the signal ensemble.
We will consider both the case in which C0 is exactly rank R, and the case in which C0 is technically
full rank but can be closely approximated by a low-rank matrix (i.e., the spectrum of singular values
decays rapidly).
2.2 M-Mux: Compressive multiplexing of time-dispersed correlated signals
In this section, we develop the mathematical model for the samples taken by the ADC in the M-Mux,
shown in Figure 1. The end result will be to write the samples as a discrete linear transformation
of the discretized input signals.
The multiplexer contains M input channels carrying signals xm(t) which it modulates against
different binary ±1 waveforms dm(t). The dm(t) have higher bandwidth than the input signals; the
spacing between the possible transition points is 1/Ω, where Ω > W . Since sampling the signals
commutes with their addition, we can equivalently add the rate Ω samples of modulator outputs
{dm(t)xm(t)}1≤m≤M to produce the samples. We can write the Ω samples ym of dm(t)xm(t) on
[0, 1) as
ym = DmF˜
∗cm,
where cm is the W -vector containing the Fourier coefficients of xm(t), F˜
∗ is the Ω×W (oversampled)
inverse Fourier matrix as in (3), andDm is an Ω×Ω diagonal matrix constructed from the Ω samples
d(m) = {d1[m], . . . , dΩ[m]} of dm(t). The “tall” Fourier matrix F˜ ∗ is an interpolation matrix that
produces samples of the signals at the same rate Ω as the switching times of the dm(t).
The modulation signals dm(t) are generated from random sign sequences, which means Dm is a
random matrix of the following form:
Dm =

d1[m]
d2[m]
. . .
dΩ[m]
 where dn[m] = ±1 with probability 1/2, (4)
and the dn[m] are independent ∀(n,m) ∈ {1, . . . ,Ω}×{1, . . . ,M}. In the sequel, we use the super-
script notation d(m) to specify [d1[m], . . . , dΩ[m]]
T, the collection of samples of the modulation wave-
forms across all channels at a fixed time; we use the subscript notation dn for [dn[1], . . . , dn[M ]]
T,
the collection of samples of a single modulation waveform over the entire time interval.
Conceptually, the modulators are embedding each of the xm(t) into different (but overlapping)
subspaces of RΩ — this is what allows us to “untangle” them after they have been added together.
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The ADC takes Ω samples of
∑M
m=1 xm(t)dm(t) on [0, 1). We can write the vector of samples y as
y =
M∑
m=1
DmF˜
∗cm = [D1F˜ ∗,D2F˜ ∗, · · · ,DM F˜ ∗] · vec(C∗0)
= A(C0), (5)
where C0 is the M ×W matrix with c∗m as its rows and vec(·) takes a matrix and returns a vector
obtained by stacking its columns. In the last equality, we combines all of these actions into a single
linear operator A : CM×W → RΩ which takes as input the matrix of Fourier coefficients C0 of the
input signals, and outputs the Ω samples.
Looking at the architecture in Figure 1, we expect that the M-Mux will perform better for signals
ensembles which are not too concentrated in time. Although the fact that the mixers and the ADC
are operating at a rate above W means that we will get multiple “looks” at a signal no matter
what, it also true that if all of the signals are concentrated in the same subinterval instead of
being spread out in time, we are getting fewer effective samples to distinguish between them. This
intuition is supported by our theoretical analysis for the M-Mux. As we will see later that the
sampling performance of the M-Mux depends on a mild incoherence condition, which quantifies the
dispersion of the input signal ensemble across time.
2.3 FM-Mux: A universal compressive multiplexer for correlated signals
In this section, we present a modified version of the M-Mux which is universal in that it is effective
no matter how the energy in the signals is dispersed in time, or how they are correlated. The
architecture, shown in Figure 4, adds a set of linear time-invariant (LTI) filters in between the
modulators and the signal summation. Their effect is to spread the signals out in time. We call
this filtered modulated multiplexer the FM-Mux.
The FM-Mux preprocesses the input signals as follows. First, the signals are modulated against
a ±1-binary waveform with switching rate Ω > W ; this disperses the frequency spectrum of the
signals over a larger bandwidth roughly proportional to Ω. Second, the signals are convolved with
impulse responses hm(t) that are long and diverse, diffusing the signal across time. Finally, the
signals are added together and sampled uniformly at rate Ω.
As before, the modulators in the FM-Mux take the input signals x1(t), . . . , xM (t) and multiply
them with d1(t), . . . , dM (t), where the dm(t) have the same properties as the M-Mux described
in the previous section. The filters in the m-th channel takes the modulated signals xm(t)dm(t),
which are bandlimited to Ω/2, and convolves them with an impulse response hm(t) which we will
specify. We will assume that we have complete control over this impulse response, putting practical
implementation issues aside. We write the action of the LTI filter hm(t) as an Ω×Ω circular matrix
Hm (the first row of H consists of samples hm of hm(t)) operating on the Nyquist rate samples
DmF˜
∗cm in [0, 1) of xm(t)dm(t). The circulant matrix Hm is diagonalized by the discrete Fourier
transform:
Hm = F
∗HˆmF ,
where Hˆm is a diagonal matrix whose entries are hˆm =
√
ΩFhm. The vector hˆm is a scaled version
of the non-zero Fourier series coefficients of hm(t).
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To generate the impulse response, we will use a random unit-magnitude sequence in the Fourier
domain [28,29]. In particular, we will take
Hˆm =

hˆm(0)
hˆm(1)
. . .
hˆm(Ω− 1)
 ,
where
hˆm(ω) =

±1,with prob. 1/2, ω = 0
ejθω , where θω ∼ Uniform([0, 2pi]), 1 ≤ ω ≤ (Ω− 1)/2
hˆm(Ω− ω)∗, (Ω + 1)/2 ≤ ω ≤ Ω− 1
.
These symmetry constraints are imposed so that hm (and hence, hm(t)) is real-valued. Conceptu-
ally, convolution with hm(t) disperses a signal over time while maintaining fixed energy (note that
Hm is an orthonormal matrix).
Given the discussion above, the Nyquist samples of (xm(t)dm(t)) ∗ hm(t) are given by the Ω-vector
HmDmF˜
∗cm, and the samples y in [0, 1) of the signal y(t) =
∑M
m=1(xm(t)dm(t)) ∗ hm(t) are
y =
M∑
m=1
HmDmF˜
∗cm
= [H1D1F˜
∗,H2D2F˜ ∗, · · · ,HMDM F˜ ∗] · vec(C∗0)
= B(C0) (6)
where we have used B : CM×W → RΩ to denote the linear transformation encapsulating all of the
steps above. The linear operator B is a random block-circulant matrix with columns modulated by
random signs, i.e., the randomness appears in a structured form.
The positions of the modulators and filters can be swapped, as illustrated in Figure 6. In this case,
it will be sufficient to use filters of bandwidth W rather than the bandwidth of Ω bandwidth used
in Figure 4. The theoretical analysis for this swapped architecture is very similar to the FM-Mux
in Figure 4; for simplicity we only state the formal result for the first architecture, but we discuss
how the analysis of the second architecture is related at the end of Section 6.
The presence of the filters hm(t) with random impulse responses makes the FM-Mux slightly less
practical than the M-Mux. However, its universality makes it a more powerful architecture, and as
we will see in Sections 2.6 and 6 below, it is much easier to analyze mathematically.
2.4 Methodology for signal reconstruction
The samples y taken by the ADC in the M-Mux (5) and in the FM-Mux (6) are different linear
transformations of the low-rank matrix C0 which we denote by A and B, respectively. The discus-
sion in this section applies equally to both architectures, so we will use T to denote a generic linear
measurement operator from CM×W to RΩ. We are given measurements
y = T (C0), (7)
from which we wish to recover the original signal ensemble C0.
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Figure 6: An equivalent FM-Mux obtained by reversing the order of filters and modulators. The modulators
operates exactly as before, however, the random filters operate in a bandwidth W instead of operating in a
larger bandwidth Ω as in the previous FM-Mux architecture.
It is instructive to first consider the case when the correlation structure A in (1) is known. The
matrix C0 in (2) inherits the low-rank structure of X0, and can be decomposed as
C0 = ACs,
where Cs ∈ CR×W is a coefficient matrix that contains the Fourier coefficients of the underlying
signals {sr(t)}1≤r≤R as its columns. Define an operator TA : CW×R → RΩ obtained by absorbing
the known correlation structure A into the measurement process,
TA = T ◦ ~A
= T ~A
= T

A[1, 1]I A[1, 2]I . . . A[1, R]I
A[2, 1]I A[2, 2]I . . . A[2, R]I
...
...
. . .
...
A[M, 1]I A[M, 2]I . . . A[M,R]I
 ,
where T is the Ω×MW matrix representation of linear operator T , ~A is the MW ×RW matrix
on the right above, and I is the W ×W identity matrix. With the measured samples now written
as
y = TA(Cs),
and given that we are not making any structural assumptions about the sr(t), we can search for a
coefficient matrix that is consistent with these samples by solving the least-squares program
min
C∈CR×W
‖y − TA(C)‖22, (8)
the solution to which is given
C˜s = (T ∗ATA)−1T ∗A(y).
An argument similar to the proof of, for example, Lemma 1, involving matrix Chenoff bounds can
be used to show that (T ∗ATA)−1 is well-conditioned with exceedingly high probability when the
sampling rate Ω obeys
Ω & cβR(W +M) log2(MW ). (9)
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Since the focus of this paper is on unknown correlation structure, we will not make this conditioning
argument explicit. The estimate C˜ of the unknown is given by C0 is then C˜ = AC˜s.
We are primarily interested in the case where the correlation structure A is unknown. In this case,
we would require on the order of MW samples to recover the ensemble using least-squares. But by
explicitly taking advantage of the fact that rank (C0) is low rank in the recovery, we can recover
the ensemble from a number of samples comparable to (9) even when A is unknown. Given y, we
solve for C0 using the nuclear-norm minimization program:
min ‖C‖∗ (10)
subject to y = T (C),
where ‖C‖∗ is the nuclear norm; the sum of the singular values of C. Alternatively, when the
measurements are contaminated by noise,
y = T (C0) + ξ,
we solve the relaxed program
min ‖C‖∗ (11)
subject to ‖y − T (C)‖2 ≤ η.
These programs can be solved efficiently for matrices with ∼ 106 entries using any one of a number
of existing software packages [32–36]. Further research on algorithms to minimze the nuclear norm
efficiently and to make the real-time reconstruction of wideband signals possible at a resonable
computing cost will be an important challenge in the future research in this direction.
The number of degrees of freedom in the unknown-coefficient matrixC0 is approximatelyR(W+M).
It is known that if A is a random projection, then we can obtain a stable recovery of matrix
C0 in noise when the number of measurements Ω exceeds cR(W + M) for a fixed constant c
[2, 37]. In addition, it is also known that if we directly observe a randomly selected subset of the
entries of low-rank matrix C0 at random, then we can recover C0 exactly when the number of
measurements roughly exceed cµ20R(W + M) logW , where µ
2
0 is the coherence of matrix C0; for
details, see [3, 6, 38]. In contrast, the measurements in (5) and in (6) are obtained as a result of
structured-random operations. There are no matrix recovery results from such specialized linear
measurements. This paper develops low-rank matrix recovery results for such structured-random
measurement operations.
2.5 Sampling Theorems for the M-Mux
Each entry y[n] of the measurement vector y in (5) can be written as a trace inner product against
a different M ×W matrix An:
y[n] = 〈C0,An〉 = Tr (C0A∗n) , n = 1, . . . ,Ω,
where
An = dnf
∗
n, (12)
is the rank-1 matrix formed by the outer product of dn = [dn[1], . . . , dn[M ]]
T (first defined in (4)),
and the columns fn of the partial Fourier matrix F˜ . Let
C0 = UΣV
∗,
13
be the SVD of the rank-R coefficient matrix C0, and so U : M×R and V : W×R have orthonormal
columns, and Σ : R × R is diagonal. We quantify the signal dispersion across time using the
coherence parameter
µ2(V ) :=
Ω
R
max
1≤n≤Ω
‖V ∗fn‖22. (13)
A lower bound for µ2(V ) follows from summing both sides of (13) over n,
Ω∑
n=1
µ2(V ) ≥ Ω
R
Ω∑
n=1
‖V ∗fn‖22 =
Ω
R
‖V ∗‖2F,
and so µ2(V ) ≥ 1. The coherence µ2(V ) achieves this lower bound when ‖V ∗fn‖22 = RΩ for each
n ∈ {1, . . . ,Ω}, meaning that the Ω-point inverse Fourier transforms of the columns of V are flat.
In other words, the signals are well dispersed across time. An upper bound for µ2(V ) is given by
µ2(V ) ≤ Ω
R
max
1≤n≤Ω
‖V ∗‖2‖fn‖22 ≤
W
R
.
The coherence achieves this upper bound for signal ensembles that are as concentrated in time as
possible (e.g. sinc functions).
The following theorem guarantees the exact recovery of the ensemble Xc(t) at a sub-Nyquist
sampling rate, when Xc(t), and hence C0, is exactly rank-R, that is, instead of (1), we have
Xc(t) = ASc(t).
Theorem 1. Let C0 ∈ CM×W be a matrix of rank R defined in (2) with coherence µ2(V ) ≤ µ20.
Suppose Ω measurements y of C0 are taken using the M-Mux as in (7). If
Ω ≥ cβ (µ20M +W )R log3(MW ),
for some constant β > 1, then the minimizer of (10) is unique and equal to C0 with probability at
least 1−O(MW )1−β.
The sampling theorem above indicates that the time dispersed correlated signals (µ20 ≈ O(1))
can be acquired at a sampling rate close (to within a log factor) to the optimal sampling rate
R(W + M). This is a significant improvement over the cumulative Nyquist rate MW especially
when R  min(M,W ). The above result is also important as it is a low-rank matrix recovery
result from a linear transformation A, which can be applied more efficiently compared to the dense,
completely random linear operators such as i.i.d. Gaussian linear operators.
The recovery can be made stable in the presence of noise. Now say we observe
y = A(C0) + ξ (14)
where ξ ∈ RΩ is a noise vector, and C0 is exactly rank-R. One option is to solve the relaxed nuclear
norm problem in (11), and indeed the numerical experiments shown in Section 3 show that this
seems to recover the ensemble effectively. Unfortunately, our efforts to analyze this program have
resulted in only very weak stability results. In this paper, we will consider the simpler recovery
strategy from [39], which sets
C˜ = argminC
[‖C‖2F − 2〈y,A(C)〉+ λ‖C‖∗] , (15)
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for a fixed value of the regularization parameter λ > 0. The program above, which we will call
the KLT estimator, does not perform empirically as well as (11), but its analysis proves far less
elusive; in the end, we will show through Theorem 2 below that near-optimal recovery from noisy
measurements is possible with a nuclear norm penalized estimator. The essential difference between
the KLT estimator and (11) is that A is explicitly treated as being random in the formulation. The
solution to (15) is found by soft thresholding the singular values of A∗(y):
C˜ =
∑
i
(σi(A∗(y))− λ/2)+ui(A∗(y))vi(A∗(y)),
where x+ = max(x, 0), the vectors ui(A∗(y)), and vi(A∗(y)) are the left and right singular vectors
of A∗(y), respectively, and the σi(A∗(y)) are the corresponding singular values.
We will quantify the strength of the noise vector ξ through its Orlicz-2 norm. For a random vector
z, we define
‖z‖ψ2 = inf
{
u > 0 : E
[
e‖z‖
2
2/u
2
]
≤ 2
}
,
and for scalar random variables we simply take z ∈ R1 in the expression above. The Orlicz-2 norm
is finite if the entries of z are subgaussian, and is proportional to the variance if the entries are
Gaussian. Our results treat the noise ξ ∈ RΩ as a random vector with iid entries that obey
‖ξ[n]‖ψ2 ≤
η
Ω
, and ‖ξ‖ψ2 ≤ cη. (16)
The following theorem states the stable recovery results for the KLT estimate.
Theorem 2. Let C0 ∈ CM×W be the rank-R matrix of Fourier coefficients of an unknown signal
ensemble, and let y = A(C0) + ξ be noisy measurements taken by the M-Mux, where ξ obeys (16).
If Ω ≥ cβR(W + µ20M) log2(MW ) for some constant β > 1, then the solution C˜ to (15) will obey
‖C˜ −C0‖F ≤ cη. (17)
with probability at least 1−O(MW )−β.
In contrast, we note that the result in [7] could easily be adapted to show that under essentially
the same conditions as Theorem 1, the solution C˜ of (11) obeys
‖C˜ −C0‖F ≤ c
√
min(W,M)η.
The above result is derived by only assuming that the noise ξ is bounded (i.e., ‖ξ‖2 ≤ η) with no
statistical assumptions; see Lemma 1 in [27] for the proof. Note that the result in (17) is smaller
by a factor of 1/
√
min(W,M).
2.6 Sampling Theorem for the FM-Mux
As shown in Section 2.3, we can express the measurements taken by the FM-Mux in Figure 4 as a
linear operator B : CM×W → RΩ that maps the matrix of coefficients C0 to the samples y. In this
section, we present theory which demonstrated that a low rank C0 can be stably recovered using
(11). We will establish this by showing that the linear operator B satisfies the restricted-isometry
property (RIP) for low-rank matrices. The definition below is from [2]:
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Definition 1. A linear map B : CM×W → RΩ is said to satisfy the R-restricted isometry property
if for every integer 1 ≤ R ≤M , we have a smallest constant δR(B) such that
(1− δR(B)) ‖C‖F ≤ ‖B(C)‖2 ≤ (1 + δR(B)) ‖C‖F
for all matrices of rank(C) ≤ R.
If δ2R(B) < 1, then every rank-R matrix C has a unique image through B. If δ2R(B) ≤ 0.3, then
results from [40] show that given noisy measurements of an arbitrary matrix C0
y = B(C0) + ξ, (18)
where ‖ξ‖2 ≤ η, the solution C˜ to (11) satisfies
‖C˜ −C0‖F ≤ c∗ ‖C0 −C0,R‖∗√
R
+ c∗∗η. (19)
The matrix C0,R above is the best rank-R approximation to C0. On contrary to our results for
M-Mux in Theorem 1 and Theorem 2 that applied to the exact and stable recovery of strictly
rank-R matrix C0, the result in (19) applies to a general full-rank matrix C0 that could ideally be
well approximated by a rank-R matrix C0,R. In other words, the results apply to the recovery of a
more general approximately correlated signal ensemble in (1). An exact recovery result also follows
from (19) by taking η = 0 and C0 to be strictly rank R.
The following theorem, which we prove in Section 6, establishes the matrix RIP for the FM-
Mux (and hence the accuracy in (19)) when the sampling rate Ω is within a logarithmic factor of
R(W +M).
Theorem 3. Let B be the sampling operator for the FM-Mux, defined as in (6) with sampling rate
Ω ≥ cβR(M +W ) log5(ΩM)
for a fixed constant c > 0. Then δ2R(B) ≤ 0.3 with probability at least 1−O(MW )−β, where β > 0
is a parameter that depends on δ2R(B).
As a consequence of this theorem, we can recover an ensemble of correlated signals Xc(t) by
filtering, modulating, and sampling at a rate that scales linearly with R and is within a constant
and logarithmic factors of the optimal sampling rate.
2.7 Non-periodic signals
The analysis in this paper depends on representing each signal in the ensemble using a Fourier series
over the time interval [0, 1]. However, the recovery techniques (and most likely the analysis as well)
can be extended to signals which are not periodic by windowing the input, and representing each
interval of time using something akin to a short time Fourier transform. For example, we might
use a lapped orthogonal transform [41] to represent a non-periodic signal xm(t) for t ∈ R:
xm(t) =
∞∑
n=−∞
W−1∑
ω=0
αm,k[ω]ψn,ω(t), where ψn,ω(t) = g(t− n) cos(ωkt). (20)
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For a careful choice of (equally spaced) frequencies ωk and smooth window g(·), the ψn,ω are or-
thonormal, and the notion of bandlimitedness corresponds roughly to choosing an Ω. The windows
g(·−n) will overlap each other for consecutive n, meaning that some of the samples will be measur-
ing multiple time-windows. As such, the signals should be reconstructed over multiple time frames
simultaneously, meaning the sum in (20) runs over a finite set of n which includes every interval
involved in a batch of samples. We can then using a sliding window for the reconstruction, adding
in the basis function representing the signal ensemble over are new interval of time, and removing
intervals falling outside the window. The solution inside the sliding window is updated constantly,
with the previous solution serving as a “warm start” for the new optimization problem.
A framework similar to this for sparse recovery is described in detail in [42].
3 Numerical Experiments
This section presents a number of numerical experiments that illustrate the sampling performance
of both compressive multiplexing architectures. The experiments below measure the compression
factor which can be achieved as a function of rank and accuracy. We also run a stylized experiment
using a data set obtained from an actual neural experiment.
3.1 Sampling performance
In the experiments in this subsection and the next, the unknown-rank-R matrix C0 is generated at
random by the multiplication of a tall M × R and a fat R ×W matrix, each with i.i.d. Gaussian
entries. This type of random matrix C0 of Fourier coefficients will correspond to a signal ensemble
which is dispersed in time. For these types of signals, we expect the M-Mux and the FM-Mux to
have identical performance; as such, we will limit our simulation to the M-Mux architecture. We
will call a reconstruction successful when its relative error is sufficiently small, specifically
Relative error =
‖C˜ −C0‖F
‖C0‖F ≤ 10
−3.
We will evaluate the sampling performance by trading off the sampling efficiency η := R(W +M −
R)/Ω (or the oversampling factor 1/η) against the compression factor γ := Ω/(MW ). The success
rate is computed over 100 iterations with different random instances of C0 in each iteration.
In the first set of experiments, we take M = 100 signals, each bandlimited to W/2 = 512Hz. The
phase transition in Figure 7(a) relates the sampling efficiency with the compression factor. The
shade represents the empirical probability of success. It is clear that the efficiency is high and
improves further with increasing sampling rate. The phase transition in Figure 7(b) depicts the
trend of the sampling rate for the successful recovery against the increasing rank. Interestingly,
the sampling efficiency increases with the increasing values of R. Under the same conditions, the
plot in Figure 8(a) depicts the relationship between the lowest sampling rate Ω, required for the
99% success rate, and the number R of independent signals. For clarity, the vertical axis shows
the values of the compression factor instead of showing the plane sampling rate. It is evident that
the sampling rate scales linearly with R and is actually with in a small constant of the optimal
sampling rate.
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Figure 7: Empirical probability of success for the compressive signal acquisition using the simulated M-
Mux. In these experiments, we take an ensemble with 100 signals, each bandlimited to 512Hz. The shade
shows the probability of success. (a) Success rate as a function of the compression factor and the sampling
efficiency. (b) Success rate as a function of number of independent signals and the oversampling.
In the final experiment, we take M = 20α,W = 200α, and R = 15. The blue line in Figure
8(b) illustrates the effect of varying the number of signals, and their bandwidth (by varying α)
on the minimum sampling rate required using the M-Mux for the successful reconstruction, while
keeping fixed number R of independent signals. For reference, the red line plots the corresponding
cumulative Nyquist rate for each value of α. The graph Ω depends linearly on α, while cumulative
Nyquist rate, of course, scales with α2. That is, the gap between Ω and the cumulative Nyquist rate
widens very rapidly with increasing M and W . The graph also shows that the sampling efficiency
does not decrease much with the increasing M and W . Hence, the sampling efficiency only depends
on R.
3.2 Recovery in the presence of noise
This section simulates the performance of the multiplexer when are contaminated with additive
noise ξ ∼ N (0, σ2I) as in (14). For the signal reconstruction, we solve the optimization program
(11) with δ = (Ω +
√
Ω)1/2σ, a natural choice as ‖ξ‖2 ≤ δ holds with high probability. In all of the
experiments in this section, we select M = 100, W = 1024, and R = 15.
Figure 9(a) shows the signal-to-noise ratio (SNR) in dBs (10 log10(‖C0‖2F/‖ξ‖22)) versus the relative
error in dBs (10 log10((relative error)
2)). Each data point is generated by averaging over ten itera-
tions, each time with independently generated matrices C0, and noise vector ξ. The graph shows
that the error increases gracefully as the SNR decreases. Figure 9(b) depicts the decay of relative
error with increasing sampling rate.
The second set of experiments in this section, shown in Figure 10, depict the comparison between
the performance of the matrix Lasso in (11), and the one step thresholding KLT estimator in (15).
The first plot compares the two techniques for at an SNR = 40dB, meaning that there is very little
noise contaminating the measurements. It is clear that in this case the matrix Lasso outperforms
the KLT estimator by considerable margin. The second plot shows that the reconstruction results
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Figure 8: (a) Sampling as a function of number of independent signals. The simulated M-Mux takes an
ensemble of 100 signals, each bandlimited to 512Hz. The discs mark the lowest sampling rate for the signal
reconstruction with empirical success rate of 99%. The vertical axis corresponds to γ = Ω/(MW ), the ratio
of the sampling rate to the cumulative Nyquist rate. The red line is the linear least squares fit of the data
points. (b) Sampling rate as a function of M , and W . The simulated M-Mux takes an ensemble of M = 20α
signals, each bandlimited to W/2 = 100αHz with number of underlying independent signals fixed at R = 15.
The discs in the blue line mark the lowest sampling rate for the signal reconstruction with empirical success
rate of 99%. The red line shows the corresponding cumulative Nyquist rate.
are at least comparable in the presence of large (SNR = 6dB, 10dB) noise. We see that while we
can establish that the KLT estimator gives near-optimal results in theory, it is outperformed by
the matrix Lasso in practice.
3.3 Neuronal experiment
In this subsection, we evaluate the performance of the M-Mux on the data set obtained from an
actual neural experiment [14] described in Section 1.2. We take neural signals recorded by two
polytrodes containing a total of 108 recording sites. The signals recorded at each site are required
to be sampled at 100,000 samples per second. That is, the Nyquist sampling rate for the acquisition
of entire ensemble is 10.8 million samples per second. As mentioned earlier, the signals recorded
from such micro sensor arrays are correlated, in particular, the 108× 1000 matrix of samples over
a window of 10ms can be approximated by a rank R = 22 matrix (to within a relative error of
0.018). The result in Figure 3.3 shows that we can reliably acquire the recorded ensemble for
this application using the M-Mux at a smaller rate compared to the cumulative Nyquist rate. The
compression factor is expected to drop further as the number of recording sites continue to increase.
4 Proof of Theorem 1: Exact recovery for the M-Mux
Let
C0 = UΣV
∗ (21)
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Figure 9: Recovery using the matrix Lasso in the presence of noise. The input ensemble to the simulated M-
Mux consists of 100 signals, each bandlimited to 512Hz with number R = 15 of latent independent signals.(a)
The SNR in dB versus the relative error in dB. The sampling rate is fixed and is given by the parameter
η = 0.29. (b) Relative error as a function of the sampling rate. The SNR is fixed at 40dB.
be the SVD of C0 and let T be the linear space spanned by rank-one matrices of the form ury
∗ and
xv∗r , 1 ≤ r ≤ R, where x and y are arbitrary. The orthogonal projection of PT onto T is defined
as
PT (Z) = UU∗Z +ZV V ∗ −UU∗ZV V ∗, (22)
and orthogonal projection PT⊥ onto the orthogonal complement T⊥ of T is then
PT⊥(Z) = (I − PT )(Z) = (IM −UU∗)(Z)(IW − V V ∗),
where Id denotes the d× d identity matrix. It follows form the definition of PT that
PT (An) = (UU∗dn)f∗n + dn(V V ∗fn)∗ − (UU∗dn)(V V ∗fn)∗.
Using (12), we have
‖PT (An)‖2F = 〈PT (An),An〉
= 〈UU∗dnf∗n,dnf∗n〉+ 〈dnf∗nV V ∗,dnf∗n〉 − 〈UU∗dnf∗nV V ∗,dnf∗n〉
= ‖fn‖22‖U∗dn‖22 + ‖V ∗fn‖22‖dn‖22 − ‖U∗dn‖22‖V ∗fn‖22
≤ W
Ω
‖U∗dn‖22 +M‖V ∗fn‖22, (23)
where the last inequality follows from the fact that ‖U∗dn‖22‖V ∗fn‖22 ≥ 0, and that ‖dn‖22 = M ,
‖fn‖22 = WΩ .
Standard results in duality theory for semidefinite programming assert that the sufficient conditions
for the uniqueness of the minimizer of (10) are as follows:
• The linear operator A is injective on the subspace T
• ∃Y ∈ Range(A∗), such that
‖PT (Y )−UV ∗‖F ≤ 1
2
√
2γ
, ‖PT⊥(Y )‖ ≤
1
2
, (24)
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Figure 10: Comparison of the effectiveness of the matrix Lasso in (11) with KLT estimator in (15) for the
signal reconstruction in the presence of noise. The input ensemble to the simulated M-Mux consists of 100
signals, each bandlimited to 512Hz with number R = 15 of latent independent signals.(a) Relative error in
dB versus oversampling factor; the red, and blue lines depict the performance of matrix Lasso, and the KLT
estimator, respectively. The SNR is fixed at 40dB. (b) Relative error versus oversampling factor; the red
and blue lines depict the performance of matrix Lasso and the KLT estimator, respectively. The plots are
for the SNRs of 6dB and 10dB.
where γ := ‖A‖. The above conditions are also referred to as inexact duality [3, 7]. The operator
norm ‖A‖ can be bounded with high probability using the matrix Chernoff bound [43]. In particular,
it can be shown– using an argument similar to Lemma 1 of [27]– that for some β > 1
γ ≤
√
M log(M2ΩW ) (25)
with probability at least 1−O((MW )−β).
4.1 The golfing scheme for the M-Mux
To prove the bounds in (24), we will use the standard golfing scheme [6]. We start with portioning
Ω into κ disjoint partitions {Γk}1≤k≤κ, each of size |Γk| = ∆, such that Ω = ∆κ. We take
Γk = {k + (j − 1)κ : j ∈ {1, . . . ,∆}}. As will be shown later, we will be interested in knowing how
closely the quantity EA∗kAk(W ) approximates W . Suppose the measurements indexed by the set
Γk are provided by linear operator Ak, that is,
Ak(W ) = {Tr (fnd∗nW )}n∈Γk . (26)
This means
A∗kAk(W ) =
∑
n∈Γk
dnd
∗
nWfnf
∗
n,
which implies that
EA∗kAk(W ) =
∑
n∈Γk
Wfnf
∗
n =
1
κ
W .
The last equality follows using the identities
Ednd
∗
n = IM ,
∑
n∈Γk
fnf
∗
n =
1
κ
I,
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Figure 11: The performance of the M-Mux in an actual neural experiment. Compression factor as a function
of the relative error. An ensemble of 108 signals recorded using polytrodes each required to be sampled at
100KHz is acquired using the M-Mux. Even by cutting the sampling rate in half the ensemble can be
acquired with 97% accuracy
where the second identity follows from the fact that the sub-matrix formed by selecting the columns
of partial Fourier matrix F˜ indexed by the set Γk has orthogonal rows when ∆ ≥ W ; our later
analysis will conform to this choice of partition size ∆. Note that golfing scheme with index
sets Γk only works for the signals under consideration that are composed of first W frequency
components; see (2). In contrast to the signals with first W active frequency components, we can
extend the golfing argument to signals with W active frequency components located anywhere in
the set {1, . . . ,Ω}; for details, see the golfing scheme in [27]. In other words, the M-Mux works
equally well for the bandlimited signals regardless of the location of the active band in the total
bandwidth Ω.
We begin by iteratively constructing the dual certificate Y ∈ Range(A∗) as follows. Let Y0 = 0,
and setup the iteration
Yk = Yk−1 + κA∗kAk (UV ∗ − PT (Yk−1)) Note that Yk ∈ Range(A∗), (27)
from which it follows that
PT (Yk) = PT (Yk−1) + κPT (A∗kAk)PT (UV ∗ − PT (Yk−1)) ;
furthermore, define
Wk : = PT (Yk)−UV ∗, (28)
which gives an equivalent iteration
Wk = Wk−1 − κPTA∗kAkPT (Wk−1)
= (PT − κPTA∗kAkPT ) (Wk−1). (29)
Now the Frobenius norm of the iterates Wk is
‖Wk‖F ≤ max
1≤k≤κ
‖PT − κPTA∗kAkPT ‖‖Wk−1‖F,
22
which by repeated application of Lemma 1 gives a bound on the Frobenius norm of the iterates Wk
‖Wk‖F ≤
(
1
2
)k
‖UV ∗‖F = 2−k
√
R, for every k = 1, 2, 3, . . . , κ (30)
when Ω ≥ cβκR(µ20M + W ) log2(MW ) with probability at least 1 − O(κ(MW )−β). Hence, the
final iterate obeys
‖Wκ‖F ≤
1
2
√
2γ
, when κ ≥ 0.5 log2(8γ2R) (31)
with probability at least 1 − O(κ(MW )−β). This proves the first bound in (24). In light of (13),
the coherence µ2k of kth iterate Wk is defined as
µ2k :=
Ω
R
max
n∈Γk
‖Wkfn‖22. (32)
Lemma 3 will show that µ2k ≤ 0.5µ2k−1, for every k = 1, 2, 3, . . . , κ, which implies that
µ2k ≤ 2−kµ20, for every k ∈ {1, . . . , κ} (33)
holds with probability at least 1−O(Ω(MW )−β). The final iterate Yκ = −
∑κ
k=1 κA∗kAkWk−1 of
the iteration (27) will be our choice of the dual certificate. We will now show that Yκ obeys the
conditions (24).
‖PT⊥(Yκ)‖ ≤
κ∑
k=1
‖PT⊥(κA∗kAkWk−1)‖ =
κ∑
k=1
‖PT⊥(κA∗kAkWk−1 −Wk−1)‖
≤
κ∑
k=1
‖(κA∗kAk − I)Wk−1‖F ≤
κ∑
k=1
max
1≤k≤κ
‖(κA∗kAk − I)Wk−1‖F
≤
κ∑
k=1
2−k−1 <
1
2
,
where the third inequality holds with probability at least 1−O(κ(MW )−β) when
Ω ≥ cβκRmax(µ20M,W ) log2(MW ),
which is implied by Lemma 2, and Equation (33). We pick κ ≤ c log(MW ) with a constant c chosen
such that (31) is satisfied. Combining all these results and the probabilities gives us the conclusion
of Theorem 1 with probability at least 1 − O(Ω(MW )−β). Since the sampling architectures are
only interesting when the sampling rate is sub-Nyquist, i.e., Ω ≤MW , we will simplify the success
probability to 1−O((MW )1−β).
4.2 Main lemmas for Theorem 1
Lemma 1. Let Ak be as defined in (26), and κ be the number of partitions used in the golfing
scheme; see Section 4.1. Then for all β > 1,
max
1≤k≤κ
‖κPTA∗kAkPT − PT ‖ ≤
1
2
provided Ω ≥ cβκR(µ20M +W ) log2(MW ) with probability at least 1−O(κ(MW )−β).
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Lemma 2. Let µ2k−1, as in (32) be the coherence of the iterate Wk−1, defined in (28). Then for
all β > 1
max
1≤k≤κ
‖κA∗kAk(Wk−1)−Wk−1‖ ≤ 2−k−1
with probability at least 1 − O(κ(MW )−β) provided Ω ≥ cβκmax(W,µ20M) log2(MW ), where κ is
the total partitions used in the golfing scheme.
Lemma 3. Let Wk, and µ
2
k be as in (28), and (32). If Ω ≥ cκβR(µ20M +W ) log2(MW ), then
µ2k ≤
1
2
µ2k−1
holds for every k = 1, 2, 3, . . . , κ with probability at least 1 − O(Ω(MW )−β). The number κ is the
total partitions used in golfing in Section 4.1.
Finally, we will use a specialized version of the matrix Bernstein-type inequality [39, 43] to bound
the operator norm of the random matrices in this paper. The version of Bernstein listed below
depends on the Orlicz norms ‖Z‖ψα , α ≥ 1 of a matrix Z. The Orlicz norms are defined as
‖Z‖ψα = inf{u > 0 : E exp(
‖Z‖α
uα
) ≤ 2}, α ≥ 1. (34)
Suppose that, for some constant Uα > 0, ‖Zq‖ψα ≤ U(α), q = 1, . . . , Q then the following proposition
holds.
Proposition 1. Let Z1,Z2, . . . ,ZQ be iid random matrices with dimensions M × N that satisfy
E(Zq) = 0. Suppose that ‖Z‖ψα <∞ for some α ≥ 1. Define
σZ = max

∥∥∥∥∥∥
Q∑
q=1
(EZqZ
∗
q )
∥∥∥∥∥∥
1/2
,
∥∥∥∥∥∥
Q∑
q=1
(EZ∗qZq)
∥∥∥∥∥∥
1/2
 (35)
Then ∃ a constant C > 0 such that , for all t > 0, with probability at least 1− e−t
‖Z1 + · · ·+ZQ‖ ≤ C max
{
σZ
√
t+ log(M +N), Uα log
1/α
(
QU2α
σ2Z
)
(t+ log(M +N))
}
(36)
4.3 Proof of Lemma 1
In this section, we are concerned with bounding the centered random process
κPTA∗kAkPT − PT = κPTA∗kAkPT − EκPT (A∗kAk)PT
= κ
∑
n∈Γk
(PT (An)⊗ PT (An)− EPT (An)⊗ PT (An)),
where we have used the fact
κEPTA∗kAkPT = κPT E(A∗kAk)PT = PT
The last equality follows from the fact that
E(A∗kAk) =
1
κ
I.
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Now define Ln, which maps C to 〈PT (An),C〉PT (An). This operator is rank-1 with operator norm
‖Ln‖ = ‖PT (An)‖2F, and we are interested in bounding the operator norm
‖κPTA∗kAkPT − PT ‖ = κ
∑
n∈Γk
(Ln − ELn)
For this purpose, we will use matrix Bernstein’s bound in Proposition 1. Since Ln is symmetric,
we only need to calculate the following for variance
κ2‖
∑
n∈Γk
EL2n − (ELn)2‖ ≤ κ2‖
∑
n∈Γk
EL2n‖ = κ2‖E
∑
n∈Γk
‖PT (An)‖2FLn‖, (37)
where the inequality follows from the fact that EL2n, and (ELn)2 are symmetric positive-semidefinite
(PSD) matrices, and for PSD matrices A, and B, we have ‖A−B‖ ≤ max{‖A‖, ‖B‖}. Plugging
in the definition of Ln and using (23), we have∥∥∥∥∥∥E
∑
n∈Γk
‖PT (An)‖2FLn
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
n∈Γk
E
{(
W
Ω
‖U∗dn‖22 +M‖V ∗fn‖22
)
Ln
}∥∥∥∥∥∥
≤ W
Ω
∥∥∥∥∥∥E
∑
n∈Γk
‖U∗dn‖22Ln
∥∥∥∥∥∥+M
(
max
1≤n≤Ω
‖V ∗fn‖22
)∥∥∥∥∥∥
∑
n∈Γk
ELn
∥∥∥∥∥∥
≤ W
Ω
∥∥∥∥∥∥E
∑
n∈Γk
‖U∗dn‖22Ln
∥∥∥∥∥∥+ µ20RMΩ
∥∥∥∥∥∥
∑
n∈Γk
ELn
∥∥∥∥∥∥ . (38)
The last inequality follows form the definition of the coherence (13). Before proceeding further, we
write out the tensor An ⊗An in the matrix form:
dnf
∗
n ⊗ dnf∗n =

dn[1]dn[1]fnf
∗
n dn[1]dn[2]fnf
∗
n · · · dn[1]dn[M ]fnf∗n
dn[2]dn[1]fnf
∗
n dn[2]dn[2]fnf
∗
n · · · dn[2]dn[M ]fnf∗n
...
...
. . .
...
dn[M ]dn[1]fnf
∗
n dn[M ]dn[2]fnf
∗
n · · · dn[M ]dn[M ]fnf∗n

= {dn[α]dn[β]fnf∗n}(α,β).
We will use u¯α to denote the αth row of the matrix U , and δx is the indicator function when the
condition x is true. Using these notations, we can simplify the following quantity of interest
‖E ‖U∗dn‖22(PT (An)⊗ PT (An))‖ ≤ ‖PT ‖‖E ‖U∗dn‖22(An ⊗An)‖‖PT ‖
≤ ‖E ‖U∗dn‖22{dn[α]dn[β]fnf∗n}α,β‖
=
∥∥{‖U‖2Ffnf∗nδ(α=β) + 2〈u¯α, u¯β〉fnf∗nδ(α6=β)}(α,β)∥∥ ,
where second inequality follows form the fact that ‖PT ‖ ≤ 1 and the third equality follows by
expanding and taking expectation on each entry of the matrix. Summing over n ∈ Γk gives∥∥∥∥∥∥E
∑
n∈Γk
‖U∗dn‖22PT (An)⊗ PT (An)
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
n∈Γk
{‖U‖2Ffnf∗nδ(α=β) + 2〈u¯α, u¯β〉fnf∗nδ(α6=β)}(α,β)
∥∥∥∥∥∥
=
∥∥∥∥∥∥{‖U‖2F
∑
n∈Γk
fnf
∗
nδ(α=β) + 2〈u¯α, u¯β〉
∑
n∈Γk
fnf
∗
nδ(α 6=β)}(α,β)
∥∥∥∥∥∥
=
∥∥∥∥{‖U‖2F 1κIW δ(α=β)}(α,β) + {2〈u¯α, u¯β〉1κIW δ(α 6=β)}(α,β)
∥∥∥∥ .
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Now, it follows by simple linear algebra∥∥∥∥∥∥E
∑
n∈Γk
‖U∗dn‖2FPT (An)⊗ PT (An)
∥∥∥∥∥∥ ≤ 1κ(‖U‖2F + 2‖UU∗‖) ≤ R+ 2κ .
Plugging the above result, together with (38) in (37), we obtain
σ2Z = κ
2
∥∥∥∥∥∥
∑
n∈Γk
E[(Ln − ELn)2]
∥∥∥∥∥∥ ≤ cκRµ
2
0M +W
Ω
. (39)
Using the definition matrix Orlicz norm (34), and the fact that Ln, and ELn are positive semidef-
inite matrices, it follows
κ‖Ln − E[Ln]‖ψ1 ≤ κmax{‖Ln‖ψ1 , ‖ELn‖ψ1} (40)
As shown earlier, we have ‖Ln‖ = ‖PT (An)‖2F, and also it is easy to show that ‖ELn‖ = W/Ω.
Using it together with (34), and (23), we obtain the Orlicz-1 norm
κ‖Ln‖ψ1 ≤ µ20κR
M
Ω
+ κ
W
Ω
∥∥∥∥∥∥
R∑
r=1
(
M∑
m=1
dn[m]U [m, r]
)2∥∥∥∥∥∥
ψ1
≤ µ20κR
M
Ω
+ κ
W
Ω
R∑
r=1
∥∥∥∥∥∥
(
M∑
m=1
dn[m]U [m, r]
)2∥∥∥∥∥∥
ψ1
It can easily be shown that random variable:
Y =
M∑
m=1
dn[m]U [m, r]
is subgaussian, which implies that Y 2 is a sub-exponential random variable; see Lemma 6. In
addition, by the independence of {dn[m]}1≤m≤M and using Lemma 5, we have
R∑
r=1
∥∥∥∥∥
(
M∑
m=1
dn[m]U [m, r]
)∥∥∥∥∥
2
ψ2
≤ c
R∑
r=1
M∑
m=1
‖dn[m]U [m, r]‖2ψ2 ≤ cR.
Hence,
κ‖Ln‖ψ1 ≤ µ20κR
M
Ω
+ cRκ
W
Ω
,
which dominates the maximum in (40), and thus κ‖Ln − E[Ln]‖ is sub-exponential; hence, α = 1
in (36). Let Λ = µ20M +W , and as defined earlier that |Γk| = ∆, and κ = Ω/∆. Then
U1 log
( |Γk|U21
σ2Z
)
≤ cκRΛ
Ω
log(RΛ) (41)
Plugging (39), and (41) in (36), we have
‖κPTA∗kAkPT − PT ‖ ≤ cmax
{√
κRΛβ log(MW )
Ω
,
κRΛ
Ω
log(RΛ)β log(MW )
}
.
The result of the Lemma 1 follows by taking Ω ≥ cβκRΛ log(MW ) log(RΛ), t = β log(MW ), and
using the union bound over κ independent partitions.
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4.4 Proof of Lemma 2
We are interested in controlling the operator norm of
κA∗kAk(Wk−1)−Wk−1 =
∑
n∈Γk
κ(〈Wk−1,An〉An − E〈Wk−1,An〉An). (42)
To control the operator norm of the sum of random matrices
Zn = κ(〈Wk−1,An〉An − E〈Wk−1,An〉An)
on the r.h.s. of (42), we will again refer to Proposition 1. We begin by evaluating the first variance
term∥∥∥∥∥∥
∑
n∈Γk
EZnZ
∗
n
∥∥∥∥∥∥ ≤ κ2
∥∥∥∥∥∥
∑
n∈Γk
E |〈Wk−1,An〉|2AnA∗n
∥∥∥∥∥∥ = κ2 max1≤n≤Ω ‖fn‖2
∥∥∥∥∥∥
∑
n∈Γk
E |〈Wk−1,An〉|2dnd∗n
∥∥∥∥∥∥ ,
where last equality follows form (12). Lemma 4 shows that
E |〈Wk−1,An〉|2dnd∗n 4 3‖Wk−1fn‖22IM .
Summation over n ∈ Γk gives∑
n∈Γk
E |〈Wk−1,An〉|2dnd∗n 4
3
κ
‖Wk−1‖2FIM ,
which implies that ∥∥∥∥∥∥
∑
n∈Γk
EZnZ
∗
n
∥∥∥∥∥∥ ≤ 3κWΩ ‖Wk−1‖2F ≤ 3κRWΩ 2−2(k−1), (43)
where the last inequality is the result of (30). The second variance term needs∥∥∥∥∥∥
∑
n∈Γk
EZ∗nZn
∥∥∥∥∥∥ ≤ κ2
∥∥∥∥∥∥
∑
n∈Γk
E |〈Wk−1,An〉|2A∗nAn
∥∥∥∥∥∥ ≤Mκ2‖
∑
n∈Γk
fnf
∗
n‖maxn E |〈Wk−1,An〉|
2.
Using the facts that E |〈Wk−1,An〉|2 = ‖Wk−1fn‖22, and
∑
n∈Γk fnf
∗
n = (1/κ)IW gives∥∥∥∥∥∥
∑
n∈Γk
EZ∗nZn
∥∥∥∥∥∥ ≤ µ2k−1κRMΩ ≤ µ20κRMΩ 2−2(k−1), (44)
which follows by (32). Plugging (43), and (44) in (35), we obtain
σZ ≤ c2−(k−1) ·max
{√
µ20κR
M
Ω
,
√
3κR
W
Ω
}
. (45)
The fact that Zn are subgaussian can be proven by showing that ‖Zn‖ψ2 <∞. First, note that
‖Zn‖ψ2 ≤ 2‖κ〈Wk−1,An〉An‖ψ2 .
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Second, the operator norm of the matrix under consideration is
‖〈Wk−1,An〉An‖ ≤
√
MW
Ω
|〈Wk−1,An〉|.
Using the definition (34), we obtain
‖Zn‖ψ2 ≤ 2κ
√
MW
Ω
‖〈Wk−1,An〉‖ψ2 .
Let w∗m denote the rows of the M ×W matrix Wk−1. We can write
〈Wk−1,An〉 =
M∑
m=1
dn[m]w
∗
mfn,
and using the independence of dn[m] with Lemma 5, we see that
‖〈Wk−1,An〉‖2ψ2 ≤ c
M∑
m=1
‖w∗mfn‖2ψ2 ≤ cµ2k−1
R
Ω
≤ c2−2(k−1)µ20
R
Ω
.
Hence, U2 in Proposition 1 is
U2 = ‖Zn‖ψ2 ≤ c2−k+1
(
κ2µ20R
MW
Ω2
)1/2
≤ c2−k+1
√
κ
Ω
max
{√
µ20κR
M
Ω
,
√
κR
W
Ω
}
,
and using the fact that κ = Ω/∆, and |Γk| = ∆, we obtain
U2 log
1/2
( |Γk|U22
σ2Z
)
≤ c2−k+1 max
{√
µ20κ
2R
M
Ω
,
√
κ2R
W
Ω
}
log1/2 Ω. (46)
Using (45), and (46) in (36) with t = β log(MW ), we have
‖κA∗kAk(Wk−1)−Wk−1‖
≤ c2−k+1 max
{√
µ20κR
M
Ω
,
√
κR
W
Ω
}
·max
{
log1/2(WM),
√
κ
Ω
log1/2 Ω log(WM)
}
. (47)
Using (30), we can select Ω ≥ cβκRmax(W,µ20M) log2(MW ) with appropriate constant c to ensure
the desired bound. The result holds with probability 1−O(κ(MW )−β), which follows by using the
value of t specified above and then by the union bound over κ independent partitions.
4.5 Proof of Lemma 3
Let Wk be as defined in (29), and em be the length-M standard basis vector with 1 in the mth
location. The coherence in (32) can equivalently be written using trace inner product as
µ2k =
Ω
R
max
n∈Γk
M∑
m=1
〈Wk, emf∗n〉2, (48)
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which using iterate relation in (29) gives
µ2k =
Ω
R
max
1≤n≤Ω
M∑
m=1
〈(κPTA∗kAkPT − PT )Wk−1, emf∗n〉2.
In the rest of the proof, we will be concerned with bounding the summands
〈(κPTA∗kAkPT − PT )Wk−1, emf∗n〉,
which can be expanded as
〈(κPTA∗kAkPT − PT )Wk−1, emf∗n〉 =
∑
ν∈Γk
κ〈PT (Aν), emf∗n〉〈Wk−1,Aν〉 − 〈Wk−1, emf∗n〉
=
∑
ν∈Γk
κ〈PT (Aν), emf∗n〉〈Wk−1,Aν〉 − Eκ〈PT (Aν), emf∗n〉〈Wk−1,Aν〉.
To control the deviation of the above sum, we will use the scalar Bernstein inequality. Let
Zν = κ(〈PT (Aν), emf∗n〉〈Wk−1,Aν〉 − E〈PT (Aν), emf∗n〉〈Wk−1,Aν〉).
The variance
∑
ν∈Γk EZνZ
∗
ν is upper bounded by∑
ν∈Γk
EZνZ
∗
ν ≤ κ2
∑
ν∈Γk
E〈PT (Aν), emf∗n〉〈PT (Aν), emf∗n〉∗〈Wk−1,Aν〉〈Wk−1,Aν〉∗
= κ2
∑
ν∈Γk
E |〈PT (Aν), emf∗n〉|2|〈Wk−1,Aν〉|2 (49)
Let u¯∗m denote the mth row of the matrix U . The term 〈PTAν , emf∗n〉 can be expanded using (22)
as follows:
〈PT (Aν), emf∗n〉 = Tr (PT (Aν)fne∗m)
= 〈UU∗dνf∗ν , emf∗n〉+ 〈dνf∗νV V ∗, emf∗n〉 − 〈UU∗dνf∗νV V ∗, emf∗n〉
= 〈u¯m,U∗dν〉(f∗νfn) + 〈V ∗fν ,V ∗fn〉dν [m]− 〈u¯m,U∗dν〉〈V ∗fν ,V ∗fn〉 (50)
Let Y1 = 〈u¯m,U∗dν〉(f∗νfn), Y2 = 〈V ∗fν ,V ∗fn〉dν [m], and Y3 = 〈u¯m,U∗dν〉〈V ∗fν ,V ∗fn〉. Using
this notation and combining (49), (50), and expanding the square, it is clear that∑
ν∈Γk
EZνZ
∗
ν ≤ κ2 E
∑
ν∈Γk
3(|Y1|2 + |Y2|2 + |Y3|2)|〈Wk−1,Aν〉|2. (51)
Therefore, the term required to calculate the variance are the following: first,∑
ν∈Γk
E |Y1|2|〈Wk−1,Aν〉|2 ≤ u¯∗mU∗maxν E(〈Wk−1,Aν〉
2dνd
∗
ν)Uu¯m · f∗n
∑
ν∈Γp
(fνf
∗
ν )fn,
and the result of Lemma 4 shows that
E(|〈Wk−1,Aν〉|2dνd∗ν) 4 3‖Wk−1fν‖22IM .
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Thus,∑
ν∈Γk
E |Y1|2|〈Wk−1,Aν〉|2 ≤ 3u¯∗mU∗Uu¯m ‖Wk−1fν‖22 ·
1
κ
‖fn‖22 ≤ 3‖u¯m‖22µ2k−1
WR
κΩ2
; (52)
second, ∑
ν∈Γk
|Y2|2 = f∗nV V ∗
∑
ν∈Γk
(fνf
∗
ν )V V
∗fn =
1
κ
‖V ∗fn‖22 ≤ µ20
R
κΩ
;
and hence
E
∑
ν∈Γk
|Y2|2|〈Wk−1,Aν〉|2 ≤ max
ν
E |〈Wk−1,Aν〉|2 ·
∑
ν∈Γk
|Y2|2 ≤ µ20µ2k−1
R2
κΩ2
; (53)
third, since |Y3|2 = |Y1|2|Y2|2/|f∗νfn|2, we can combine the first two terms to obtain
E
∑
ν∈Γk
|Y3|2|〈Wk−1,Aν〉|2 ≤ 3‖u¯m‖22µ20µ2k−1
R2
κΩ2
. (54)
Plugging (52),(53), and (54) in (51),
σ2Z =
∑
ν∈Γk
EZνZ
∗
ν ≤ 3κ
(
µ20µ
2
k−1
R2
Ω2
+ 3 ‖u¯m‖22 µ2k−1
WR
Ω2
+ 3 ‖u¯m‖22 µ20µ2k−1
R2
Ω2
)
= 3κ
(
4µ20µ
2
k−1
R2
Ω2
+ 3 ‖u¯m‖22 µ2k−1
WR
Ω2
)
,
where the last inequality follows by using the fact that ‖u¯m‖2 ≤ 1. Using t = β log(MW ), we
obtain the first quantity in the maximum in (36)
σ2Zβ log(MW ) ≤ 3κ
(
4µ20µ
2
k−1
R2
Ω2
+ 3 ‖u¯m‖22 µ2k−1
WR
Ω2
)
β log(MW ). (55)
Now, we will show that the variable
Zν = (Y1 + Y2 − Y3)〈Wk−1,Aν〉
is a subexponential random variable. It is easy to show that
‖Y1‖2ψ2 ≤ c‖u¯m‖22(f∗νfn)2 ≤ c‖u¯m‖22
W 2
Ω2
,
‖Y2‖2ψ2 ≤ c〈V ∗fν ,V ∗fn〉2 ≤ cµ40
R2
Ω2
,
and
‖Y3‖2ψ2 ≤ c‖u¯m‖22〈V ∗fν ,V ∗fn〉2 ≤ c‖u¯m‖22µ40
R2
Ω2
.
Then the fact ‖Y1 + Y2 − Y3‖ψ2 ≤ ‖Y1‖ψ2 + ‖Y2‖ψ2 + ‖Y3‖ψ2 implies that the sum Y1 + Y2 − Y3 is
also a subgaussian. Using another standard calculation, it can be shown that
‖〈Wk−1,Aν〉‖2ψ2 ≤ c‖Wk−1fν‖22 ≤ cµ2k−1
R
Ω
.
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It is shown in Lemma 7 that product X of two subgaussian random variables X1, and X2 is
subexponential and ‖X‖ψ1 ≤ c‖X1‖ψ2‖X2‖ψ2 . This fact now implies that Zν is a subexponential
random variable with Orlicz-1 norm
‖Zν‖2ψ1 ≤ κ2µ40µ2k−1
R3
Ω3
+ 3κ2µ2k−1
W 2R
Ω3
‖u¯m‖22 + 3‖u¯m‖22κ2µ40µ2k−1
R3
Ω3
≤ 4κ2µ40µ2k−1
R3
Ω3
+ 3κ2µ2k−1
W 2R
Ω3
‖u¯m‖22,
where the last inequality follows from ‖u¯m‖22 ≤ 1. Choosing t = β log(MW ), as before, gives the
second quantity in the maximum in (36)
U21 log
2
(
|Γk|U
2
1
σ2Z
)
β2 log2(MW ) ≤ κ2µ2k−1
4µ40R
3 + 3‖u¯m‖22W 2R
Ω3
β2 log4(MW ). (56)
Using Bernstein bound, it follows that |〈Wk, emf∗n〉| is dominated by the maximum of (55), and
(56) with probability at least 1 − (MW )−β. Using this bound in (48), and using the fact that∑M
m=1 ‖u¯m‖22 = R, we obtain the following bound on µ2k with probability (using the union bound)
at least 1−O(|Γk|(MW )−β)
µ2k ≤ cµ2k−1 max
{
3κ
4µ20MR+ 3µ
2
k−1WR
Ω
β log(MW ), κ2
4µ40MR
2 + 3W 2R
Ω2
β2 log4(MW )
}
.
Now taking Ω ≥ cβκR(µ20M + W ) log2(MW ) gives us the desired bound on the coherence µ2k for
a fixed value of k with probability 1 − O(|Γk|(MW )−β). Using union bound over κ independent
partitions, the failure probability becomes 1−O(Ω(MW )−β).
Lemma 4. Let dn ∈ {−1, 1}M denote the binary length-M random vectors as defined in (12).
Then
E |〈C,An〉|2dnd∗n 4 3‖Cfn‖22IM
Proof. Let {c∗m}1≤m≤M denote the rows of the matrix C ∈ CM×W , {X}(α,β) denote the (α, β)th
entry of X, and An as defined in (12). Then we can write
{E(|〈C,An〉|2dnd∗n)}(α,β) = E
∣∣∣∣∣
M∑
m=1
dn[m]c
∗
mfn
∣∣∣∣∣
2
{dnd∗n}(α,β)
=
M∑
m=1
|c∗αfn|2δα=β + 2〈c∗αfn, c∗βfn〉δα 6=β,
where δα=β is 1 when α = β and is 0 otherwise. Similarly δα 6=β is 1 when α 6= β and is 0 otherwise.
This implies that
E(|〈C,An〉|2dnd∗n) = ‖Cfn‖22 IM + 2Cfnf∗nC∗ − 2diag(Cfnf∗nC∗)
≺ ‖Cfn‖22 IM + 2Cfnf∗nC∗ 4 3‖Cfn‖22IM
where the first inequality follows from the fact that diag(Cfnf
∗
nC
∗) is a positive-semidefinite ma-
trix, and the last inequality is valid because for a vector x, we have ‖x‖22 I < xx∗.
31
Lemma 5 (Lemma 5.9 in [44]). Consider a finite number Q of independent subgaussian random
variable Xq. Then, ∥∥∥∥∥∥
Q∑
q=1
Xq
∥∥∥∥∥∥
2
ψ2
≤ c
Q∑
q=1
‖Xq‖2ψ2 ,
where c is an absolute constant.
Lemma 6 (Lemma 5.14 in [44]). A random variable X is subgaussian iff X2 is subexponential.
Furthermore,
‖X‖2ψ2 ≤ ‖X2‖ψ1 ≤ 2‖X‖2ψ2 .
Lemma 7. Let X1, and X2 be two subgaussian random variables, i.e., ‖X1‖ψ2 <∞, and ‖X2‖ψ2 <
∞. Then the product X1X2 is a subexponential random variable with
‖X1X2‖ψ1 ≤ c‖X1‖ψ2‖X2‖ψ2 .
Proof. For a subgaussian random variable, the tail behavior is
P {|X| > t} ≤ e · exp
(
−ct2
‖X‖2ψ2
)
∀t > 0;
see, for example, [44]. We are interested in
P {|X1X2| > λ} ≤ P {|X1| > t}+ P {|X2| > λ/t}
≤ e · exp (−ct2/‖X1‖2ψ2)+ e · exp (−cλ2/t2‖X2‖2ψ2) .
Select t2 = λ‖X1‖ψ2/‖X2‖ψ2 , which gives
P {|X1X2| > λ} ≤ 2e · exp (−cλ/‖X1‖ψ2‖X2‖ψ2) .
Now Lemma 2.2.1 in [45] implies that if a random variable Z obeys P {|Z| > u} ≤ αe−βu, then
‖Z‖ψ1 ≤ (1 + α)/β. Using this result, we obtain
‖X1X2‖ψ1 ≤ c‖X1‖ψ2‖X2‖ψ2 ,
which proves the result.
5 Proof of Theorem 2: Stability of the M-Mux
Given the contaminated measurements, as in (14), and the linear operator A∗, which is the adjoint
A, defined in (5), we have
‖A∗(y)− EA∗(y)‖ ≤ ‖(A∗A− I)(C0)‖+ ‖A∗(ξ)‖
= θ1 + θ2 (57)
The result of Theorem 2 can be considered as the corollary of the following result in [39].
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Theorem 4. [39] Let C˜ ∈ CM×W be the estimate of rank-R matrix C0, defined in (2), from the
measurements y in (14) using the estimator in (15). If λ ≥ 2‖A∗y‖, then
‖C˜ −C0‖2F ≤ min{2λ‖C0‖∗, 1.5λ2R} (58)
To prove Theorem 2, we only need to compute a bound on the operator norm in (57). The bound
on θ1 in (57) is provided by the following corollary of Lemma 2. With out loss of generality, we
will assume that ‖C0‖F = 1.
Corollary 1. Let µ20, defined in (13), be the coherence of rank-R matrix C0 in (2). Then for all
β ≥ 1
‖A∗A(C0)−C0‖2 ≤ c
√
βmax(µ20M,W ) log(MW )
Ω
‖C0‖F
with probability at least 1− (MW )−β provided Ω ≥ cβmin(µ20M,W ) log2(MW ).
The proof of the corollary follows from Lemma 2. In particular, the corollary is a direct result of the
bound (47) by taking k = 1. The first term in (47) dominates when Ω ≥ cβmin(µ20M,W ) log2(MW ).
The upper bound on θ2 follows from the following Lemma.
Lemma 8. Let A∗ : RΩ → CM×W be the adjoint of the linear operator A defined in (5), and ξ
be the noise random variable with statistics given in (16), and ‖ξ‖ψ2 ≤ δ. Then for β ≥ 1, the
conclusion:
‖A∗(ξ)‖2 ≤ c‖ξ‖ψ2
√
βmax(W,M) log(MW )
Ω
holds with probability at least 1− (MW )−β, when Ω ≥ cβmin(W,M) log2(MW ).
Combining the above bounds with (57) gives
‖A∗(y)− EA∗(y)‖ ≤ c
√
β{max(W,µ20M) + ‖ξ‖2ψ2 max(W,M)} log(MW )
Ω
(59)
with high probability. The second term is meaningful in the minimum in (58) in Theorem 4 when
we select the sampling rate Ω large enough that makes λ2  1. Theorem 4, and (59) assert that
‖C˜ −C0‖2F ≤ c‖ξ‖ψ2 ≤ cδ,
when Ω ≥ cβRmax(W,µ20M) log2(MW ), which does not violate the upper bounds on Ω in Corollary
1, and Lemma 8. This proves Theorem 2.
5.1 Proof of Lemma 8
We will use the orlicz version of the matrix Bernstein’s inequality 1.
Proof. We are interested in bounding A∗(ξ) = ∑Ωn=1 ξ[n]An. Let Zn = ξ[n]An. It is clear that
EZn = 0, which follows by the independence of ξ[n], and An, and by the fact that E ξ[n] = 0. To
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use the Bernstein bound, we need to calculate the variance (35). We begin with
‖
Ω∑
n=1
EZnZ
∗
n‖ =
∥∥∥∥∥E
Ω∑
n=1
ξ[n]2fnd
∗
ndnf
∗
n
∥∥∥∥∥ =
∥∥∥∥∥E
Ω∑
n=1
ξ[n]2‖dn‖22fnf∗n
∥∥∥∥∥
≤M max
n
E ξ[n]2
∥∥∥∥∥
Ω∑
n=1
fnf
∗
n
∥∥∥∥∥ = M maxn ‖ξ[n]‖2ψ2 ≤ cMΩ ‖ξ‖2ψ2 , Using (16)
Similarly, ∥∥∥∥∥
Ω∑
n=1
EZ∗nZn
∥∥∥∥∥ =
∥∥∥∥∥
Ω∑
n=1
E ξ[n]2f∗n E(dnd
∗
n)fn
∥∥∥∥∥ ≤ maxn ‖ξ[n]‖2ψ2
Ω∑
n=1
‖fn‖22
≤ cW
Ω
‖ξ‖2ψ2 , Using (16)
Then, we obtain
σ2Z ≤ c‖ξ‖2ψ2
max(W,M)
Ω
.
Since ‖Zn‖ = |ξ[n]|‖An‖ ≤ |ξ[n]|(MW )/Ω, we have
‖Zn‖ψ2 ≤ c‖ξ‖ψ2
√
MW
Ω2
.
Thus,
U2 log
1/2
(
ΩU22
σ2Z
)
≤ c‖ξ‖ψ2
√
MW
Ω2
log1/2(MW ).
Now using t = β log(MW ), we obtain
‖A∗(ξ)‖ ≤ c‖ξ‖ψ2 max

√
βmax(W,M) log(MW )
Ω
,
√
β2
MW log3(MW )
Ω2

with probability at least 1 − (MW )−β. The first term in the minimum dominates when Ω ≥
cβmin(W,M) log2(MW ). This proves the Lemma.
6 Proof of Theorem 3: Matrix RIP for the FM-Mux
In this section, we will establish the matrix RIP for the operator B defined in (6). The measurements
in (6) can be expressed as
y = B(C0) = ΦD · vec(C0F˜ ), (60)
where Φ = [H1, · · · ,HM ] is a block-circulant matrix, and D : ΩM × ΩM is a large diagonal
matrix formed by cascading smaller Ω × Ω diagonal matrices {Dm}1≤m≤M , defined earlier, along
the diagonal. The proof of Theorem 3 is then just a combination of three existing results in the
literature.
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1. In [37], it is shown the matrix RIP for an operator T : CM×W → RΩ follows immediately
from establishing a concentration inequality. In particular, if for any fixed M ×W matrix C,
P
{∣∣‖T (C)‖22 − ‖C‖2F∣∣ > δ‖C‖2F} ≤ 2e−Ω/t (61)
for δ = 0.3/2, then the linear operator T satisfies the low-rank RIP when
Ω & tR(W +M)⇒ δ2R(B) ≤ 0.3, (62)
with probability at least 1 − ce−dΩ for fixed constants c, d > 0, and an appropriately chosen
t that depends on δ.
2. In [46], it is shown that if a matrix Φ obeys the sparse RIP,
0.85‖x‖22 ≤ ‖Φx‖22 ≤ 1.15‖x‖22,
for all length-ΩM , K-sparse vectors x, then for an arbitrary fixed x, the matrix ΦD obeys
the concentration inequality
P
{∣∣‖ΦDx‖22 − ‖x‖22∣∣ > 0.15‖x‖22} ≤ 2e−K/c1
for a fixed constant c1 > 0. We can just as well take x = vec(CF˜ ) for a fixed M ×W matrix
C to obtain
P
{
|‖ΦD vec(CF˜ )‖22 − ‖ vec(CF˜ )‖22| > 0.15‖ vec(CF˜ )‖22
}
≤ 2e−K/c1 .
Obviously, ‖ vec(CF˜ )‖22 = ‖CF˜ ‖2F, and using the fact that the rows of F˜ are orthonormal
vectors, we have ‖CF˜ ‖2F = ‖C‖2F, and by the definition of B, we have the concentration
inequality for the linear operator B
P
{|‖B(C)‖22 − ‖C‖2F| ≥ 0.15‖C‖2F} ≤ 2e−K/c1 . (63)
3. In [21,47], the sparse RIP for Ω×MΩ random matrix Φ was established for all length-ΩM ,
K-sparse vectors x when
K ≤ c2Ω/ log4(MΩ)
with probability at least 1− ce−dΩ for fixed constants c, c1, d > 0. This means
P
{|‖B(C)‖22 − ‖C‖2F| ≥ 0.15‖C‖2F} ≤ 2e−Ω/t log4(MΩ), (64)
where t = c2/c1 and depends on the isometry constant δ in (61).
4. Combining the concentration result in (64) with (61), (62), and taking Ω ≥ tβR(W +
M) log5(MΩ) establishes the matrix RIP, which proves Theorem 3.
In a very similar manner, we can also prove an RIP result and the sampling theorem for the
FM-Mux in Figure 6. The measurements y ∈ RΩ in t ∈ [0, 1] can be written as
y = [D1H1, . . . ,DMHM ] · vec(C0F ),
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where the matrix F now represents a W ×W DFT matrix and, as before, the F˜ is the W × Ω
partial DFT matrix. The Ω × Ω matrices {Dm}Mm=1 are for modulators but unlike the previous
case the circulant filter matrices are now
Hm = F˜
∗HˆmF , m = 1, . . . ,M,
where {Hˆm}Mm=1, as before, are W × W independent diagonal matrices containing independent
subgaussian random variables along the diagonal. Define
Φ = [D1F˜
∗, . . . ,DM F˜ ∗].
The results in [21,47] also imply that the matrix Φ above obeys an RIP property for sparse vectors,
which can be extended to a concentration result when the columns of Φ above are modulated by
the independent random variables in the diagonal matrices {Hˆm}Mm=1. The concentration result
then yields a low-rank RIP exactly as before, which says that the FM-Mux in Figure 6 successfully
reconstructs the signal ensemble when the ADC is operated at a rate Ω ∼ R(W + M) log5(MW )
samples per second.
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