Abstract. We describe a notebook in Mathematica which, taking as input data a homological model for a finite group G of order |G| = 4t, performs an exhaustive search for constructing the whole set of cocyclic Hadamard matrices over G. Since such an exhaustive search is not practical for orders 4t ≥ 28, the program also provides an alternate method, in which an heuristic search (in terms of a genetic algorithm) is performed. We include some executions and examples.
The notebook takes as input data a homological model hG from the reduced bar construction of the group G (i.e. the reduced complex associated to the standard bar resolution [18] ) to a differential graded module of finite type hG, so that H * (G) = H * (hG) and the homology of hG may be effectively computed by means of Veblen's algorithm [19] (involving the Smith's normal forms of the matrices representing the differential operator).
In order to construct a basis for 2-coboundaries, the program needs to know the group law on G. To this end, the user must fix an ordering on the elements of G, say G = {g 1 = 1, . . . , g 4t }. Now, a matrix P representing the group law in G may be constructed at once, so that P (i, j) = k if and only if g i g j = g k .
The only additional information which is needed is that of the diagrams
That is, the matrices M 2 and M 3 representing the differentials operators d 2 and d 3 of hG, as well as the matrices F 1 and F 2 representing the maps f 1 :
In these circumstances, we may now determine exactly what the input and output data are.
Input data
-The searching method to use: introduce 1 for an exhaustive search, anything else for a heuristic search.
Output data -A full basis for normalized 2-cocycles over G.
-In case that an exhaustive search was chosen, the whole set of Hadamard cocyclic matrices over G. Otherwise, a few Hadamard cocyclic matrices, obtained from the heuristic search.
All the executions and examples included below have been worked out with aid of the Mathematica 4.0 notebook which we have described here, running on a Pentium IV 2.400 Mhz DIMM DDR266 512 MB. Since some calculations obtained from the heuristic search are provided in [3] , we focus on calculations obtained from an exhaustive search.
In the sequel, the elements of a product A × B are ordered as the rows of a matrix indexed in |A| × |B|. For instance, if |A| = r and |B| = c, the ordering is < a 1 b 1 , a 1 b 2 , . . . , a 1 , b c , a 2 b 1 , a 2 b 2 , . . . , a 2 b c , . . . , a r b 1 , . . . , a r b c > We assume Z Z k = {0, 1, . . . , k − 1} with additive law. Next we include a table with the number of cocyclic Hadamard matrices that we have found in each case. Here f denotes the 2-cocycle f (g i , g j ) = 
