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論理回路に対するテストコスト削減法——テストデータ量及び
テスト実行時間の削減——
樋上 喜信† 梶原 誠司†† 市原 英行††† 高松 雄三†
Test Cost Reduction for Logic Circuits——Reduction of Test Data Volume and
Test Application Time——
Yoshinobu HIGAMI†, Seiji KAJIHARA††, Hideyuki ICHIHARA†††,
and Yuzo TAKAMATSU†
あらまし 論理回路の大規模化とともに，テストコストの増大が深刻な問題となっている．特に大規模な論理
回路では，テストデータ量やテスト実行時間の削減が，テストコスト削減の重要な課題である．本論文では，高
い故障検出率のテストパターンをできるだけ少ないテストベクトル数で実現するためのテストコンパクション技
術，付加ハードウェアによるテストデータの展開・伸長を前提に圧縮を行うテストコンプレッション技術，及び，
スキャン設計回路におけるテスト実行時間削減技術について概説する．
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1. ま えが き
論理回路のテストコストには，テスト実行時間，テ
スト生成やテスト容易化のためのコスト，テスタのコ
ストなど様々な要因がある．近年，テストデータ量の
増大によるテストコストの増加が深刻な問題となって
いる．テストベクトル数やテストデータ量を削減す
ることは，テスト実行時間，テスタのメモリ容量制約
などの観点から，重要な課題である．特に最近の 10
年間でその技術は急速に進歩しており，現在でもなお
LSIテスト分野における主要な研究トピックスの一つ
である．
LSIテスタに格納するテストデータ量の削減や，テ
ストベクトル数を削減する手法は，テスト圧縮法と呼
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ばれている．テスト圧縮法にはテストコンパクション
（test compaction）とテストコンプレッション（test
compression）の 2通りのアプローチがあり，それぞ
れに優れた手法が提案されている（注1）．
テストコンパクションは，テスト生成において用い
られる手法であり，高い故障検出率のテストパター
ン（注2）をできるだけ少ないテストベクトル数で実現す
ることを目標とする．テスト生成の中で用いられるた
め，LSIテスタや回路に付加的な負担を必要としない
が，テスト生成時間は増加する．
一方，テストコンプレッションは，0，1 の 2 値で
表されたテストパターンの表現方法を変換し，テスタ
に格納するテストデータ量を削減する手法である．テ
ストデータはチップに埋め込まれた付加回路によりも
とのテストパターンに展開してから，被テスト回路
に印加される．チップ面積は増加するが，テストデー
タの削減率は高い．展開器としては，線形フィード
バックシフトレジスタ（LFSR;Linear Feedback Shift
Register），組合せ回路，有限状態機械を実現した順序
回路，プロセッサなどが用いられる．
（注1）：英語では二つの用語は区別されてきたが，日本語ではどちらも
テスト圧縮とされている．
（注2）：本論文では，テストベクトルの集合をテストパターンと呼ぶ．
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テストコンパクションとテストコンプレッションは
どちらもテスト圧縮の技術であるが，テストコンパク
ションは圧縮したデータを圧縮前のデータに復元でき
ない技術で，テストコンプレッションは圧縮したデー
タを圧縮前のデータに復元できる技術ということもで
きる．これらは両立する技術であり，テストコンパク
ション技術を使って生成したテストパターンをテスト
コンプレッションにより更にそのデータ量を削減する
など，組み合わせて用いればテストデータ量は劇的に
削減される．
テスト実行時間は，一般的にはテストベクトル数に
比例するため，テストコンパクションによりテストベ
クトル数を削減することは，同時にテスト実行時間削
減をも意味する．しかしながら，スキャン回路のテス
トや IDDQテスト環境などでは，テストベクトル数
最小を目指したテストコンパクションとは異なる手法
によって，テスト実行時間が削減される場合もある．
本論文では，テストコンパクションとテストコンプ
レッションの 2通りのテスト圧縮法，及びテスト実行
時間削減法について概説する．テストコンパクション
については，論理テスト環境における，論理回路の
単一縮退故障のテスト生成で用いられる手法，及び
IDDQテスト環境を前提とした手法を述べる．テスト
コンプレッションについては，付加回路の機能に着目
して分類し，テストデータ量削減のための手法を説明
する．更にテスト実行時間削減法に関して，論理テス
ト環境におけるスキャン回路に対する手法について，
単一スキャンチェーンの場合と多重スキャンチェーン
の場合に分類して説明する．
本論文の構成は以下のとおりである．まず，縮退故
障を対象にした論理テスト環境におけるテストコンパ
クションとして，2.では組合せ回路に対するテストコ
ンパクションについて，3.ではスキャン設計を施さな
い順序回路に対するテストコンパクションについて述
べる．4.では IDDQテスト環境におけるテストコン
パクションについて述べる．更に，5.では，テストコ
ンプレッションについて，6.では，論理テスト環境に
おけるスキャン回路に対するテスト実行時間削減法に
ついて述べる．最後に 7.で本論文のまとめと今後の
課題について述べる．
2. 組合せ回路のテストコンパクション
テストコンパクション技術は，図 1 のようないった
ん生成したテストパターンを小さくするための手法と，
図 1 生成したテストベクトル数の削減
Fig. 1 Reduction of the number of generated test
vectors.
図 2 小さなテストパターンの生成
Fig. 2 Generation of a small size of a test pattern.
図 2 のような最初から少ないテストベクトル数になる
ようにテストパターンを生成するための手法に大別さ
れる．本章では，組合せ回路のテストベクトル数削減
について代表的な手法を説明する．
2. 1 生成されたテストベクトル数の削減
テストコンパクションは，高い故障検出率のテスト
パターンをできるだけ少ないテストベクトル数で実現
する技術である．故障検出率を保障しつつテストベク
トル数を少なくするには，各テストベクトルができる
だけ多くの故障を検出すること，及び，テストパター
ン中に無駄なテストベクトルを含まないことが必要で
ある．一つのテストベクトルが多くの故障を検出でき
るように，生成した複数のテストベクトルを一つに統
合する手法として，静的圧縮 [1]がある（注3）．通常，あ
る故障に対して生成したテストベクトルには，値が未
設定の入力がある．静的圧縮では，この未設定値を利
用して，テストベクトルを統合する．例えば，ある故
障に対して生成されたテストベクトルが 0X10，他の
別の故障に対して生成されたテストベクトルが X1X0
（注3）：静的圧縮という用語は広義には，いったん生成されたテストベ
クトル数を削減する技術の総称として用いられることもある．本節では，
文献 [1] で述べられた手法を狭義に静的圧縮とする．
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表 1 テストパターンの例
Table 1 An example of a test pattern.
(a) テスト生成順 (b) 逆順
テストベクトル 検出故障 テストベクトル 検出故障
t1 f1, f2 t5 f6, f1
t2 (f2), f3 t4 f4, f5
t3 (f3), f4 t3 f3, (f4)
t4 (f4), f5 t2 f2, (f3)
t5 (f1), f6
(c) 極小テスト集合 (d) 極小テスト集合の最小化
テストベクトル 検出故障 テストベクトル 検出故障
t2 f2, f3 t2 f2, f3
t4 f4, f5 t6 f1, f4, f5, f6
t5 f1, f6
とすると，これら二つのテストベクトルは 0110の一
つのテストベクトルに統合可能である．静的圧縮を適
用するには，テストベクトルの生成後に未設定入力値
を残しておかなければならない．
生成したテストパターンには意図することなく無駄
なテストベクトルが含まれることがある．例えば，あ
る回路に対するテストパターンが，表 1(a)のように
t1, t2, . . . , t5 の順に生成されたとする．テスト生成で
は，それまでに生成したテストパターンでは検出でき
ていない未検出故障を対象にテストベクトルを生成す
るため，各テストベクトルはそれを生成した時点では
無駄ではない．しかしながら，対象とした故障がそれ
以降に生成されるテストベクトルで検出されるなら，
そのテストベクトルは無駄となる．表 1(a)の例では，
t1 で検出される故障が他のテストベクトル t2 と t5 で
検出されるため，t1 は不必要である．このようなテス
トベクトルは，冗長テストベクトルと呼ばれる [2]．冗
長テストベクトルをテストパターンから除去する手法
として，逆順故障シミュレーション [3]が知られてい
る．これは，いったん生成したテストパターンを，生
成したテストベクトルの順序と逆の順序で故障シミュ
レーションを実施することで，冗長なテストベクトル
を識別・削除する手法である．表 1(b)に示すように
テストベクトルを逆順にしてシミュレートすれば，t1
は新たに未検出故障を検出しないため，冗長と判断
でき除去できる．しかしながら，逆順故障シミュレー
ションはすべての冗長テストベクトルを除去できるわ
けではない．例えば，表 1(b)においても t3 は冗長
であるが，逆順故障シミュレーションでは除去できな
い．テストパターン中のすべての冗長テストベクトル
を少ない計算手間で識別・除去する方法として二重検
出法 [2], [4]が提案されており，その効率的なプログラ
ム実装についても研究が進んでいる [5], [6]．なお，逆
順故障シミュレーションは，縮退故障のテストのよう
に，故障を検出するテストベクトルが前後のテストベ
クトルとは無関係のときに適用可能である．しかし，
本節で述べる他のテスト圧縮手法の考え方は，二重検
出法も含め何らかの故障モデルを前提としたテスト生
成であればよく [7]，故障モデルからは独立している．
テストパターンが冗長なテストベクトルを一つも含
んでいない（すなわち，そのテストパターンからどの
テストベクトルを削除しても故障検出率が低下する）
とき，そのテストパターンを極小テストパターンとい
う [2]．例えば，表 1(c)の {t2, t4, t5} で構成されるテ
ストパターンは極小である．極小テストパターンで
あっても，一部のテストベクトルを他のテストベクト
ルに置き換えれば，更にテストベクトル数を少なくで
きる [2], [4], [8]．例えば，故障 f1, f4, f5, f6 をすべて
検出するようなテストベクトル t6 を生成できれば，
t4, t5 の代わりとなるため，表 1(d)の {t2, t6} という
更に小さなテストパターンができる．テストベクトル
の置換えは，次節で述べる動的圧縮を利用したテスト
生成を伴うため，非常に時間のかかる処理であるが，
テストパターンを最小に近づける強力なテストコンパ
クション手法である．
2. 2 小さな初期テストパターンの生成
いったん生成されたテストパターンを圧縮する場合，
圧縮前のテストパターンの大きさとともに処理時間が
増加する．テストパターンの極小化のみなら，故障シ
ミュレーションが基本であるため処理はまだ高速であ
るが，圧縮前のテストパターンが大きいと，極小化し
ても極小値は大きくなる．こうした問題を避けるには，
最初に生成する初期テストパターンをできるだけ小さ
くする必要がある．そのためにはテストベクトルが検
出する故障数を多くし，更に，検出される故障は他の
テストベクトルが検出しない故障を多く検出すること
が望ましい．各テストベクトルで検出する故障数を増
加させるための代表的な手法は動的圧縮（注4）である [1]．
動的圧縮は，ある故障 f1 に対して生成されたテスト
ベクトルに残っている未設定の入力値を用いて，他の
未検出故障 f2 を検出できるようにテスト生成を繰り
（注4）：動的圧縮という用語は広義には，テスト生成中にテストコンパ
クションを行う技術の総称として用いられることもある．本節では文
献 [1] で述べられた手法を狭義の動的圧縮とする．
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返す手法である．f2 に対するテスト生成では，入力値
として f1 を検出するために割り当てた入力値は保持
するという制約がある．そのようなテストベクトルが
生成できない場合は，無駄な計算時間が大きくなる．
しかしながら，異なる複数の故障を検出するテストベ
クトルの生成能力は静的圧縮よりも高く，圧縮の効果
は大きい．
テストパターンを生成する過程で，異なるテストベ
クトルが同じ故障を検出しないようにする工夫として
は，巡回後方追跡（rotating backtrace）[9]が知られ
ている．PODEM [10]の信号値正当化操作である後
方追跡において，同じ経路ばかりを通らないように，
テスト生成の途中にファンインリストの順番を変化さ
せることで，入力値の偏り（類似のテストベクトルの
生成）を防ぎ，結果として，他のテストベクトルと異
なる故障を検出するようなテストベクトルの生成可能
性を高めることができる．テスト生成アルゴリズム中
に容易に実装できる上，巡回後方追跡の考え方は，故
障伝搬経路の選択や Dアルゴリズム [11]の一致操作
にも適用できる．通常のテスト生成の正当化操作や
故障伝搬操作では，信号線選択にテスト容易化尺度
（testability measure）を用いるが，それと比較する
と巡回後方追跡を適用した場合，冗長故障判定は難し
くなることが欠点となる．
そのほかに，冗長なテストベクトルの生成を抑える
ため，独立故障集合 [12]を用いてテスト生成の対象故
障を選択する方法 [2], [9] も知られている．この手法
は，大規模回路に適用するには，独立故障集合を求め
る計算で必要となる記憶領域が大きくなる点が問題で
あり，実用的には部分的な適用 [9]が考えられる．
また，少ないテストベクトル数で高い故障検出率を
得るには，回路内にテストポイントを挿入することも
有効である [13]～[15]．テストポイント挿入はテスト
生成だけでなく，論理 BISTにおける故障検出率向上
にも効果を発揮する [16]．テストポイントには，信号
値の設定に自由度を与える制御点と，信号値情報を取
得するための観測点の 2種類がある．テストポイント
は付加回路により実現され，回路の遅延にも影響する
ため，少ないテストポイント数で，その効果が大きく
得られる個所を探すことが課題となる．
3. 順序回路のテストコンパクション
スキャン設計を施さない順序回路に対して，テスト
生成後にテストコンパクションを行う静的圧縮法と，
テスト生成中にテストコンパクションを行う動的圧縮
法について説明する（注5）．この節で説明する手法は，す
べてテストベクトル数削減を目的としている．
3. 1 静的圧縮法
順序回路に対するテスト系列においては，たとえ故
障を検出しないテストベクトルであっても，回路を特
定の状態に遷移させる役割のあるテストベクトルを削
除した場合，故障検出率が低下する可能性がある．静
的圧縮法においては，テストベクトルを印加する際の
状態がもとのテスト系列のものと変化しないこと，あ
るいは，状態が変化してももとと同じ故障検出が可能
なことを，故障シミュレーション等により保証しなけ
ればならない．そこで以下の節では，テストコンパク
ションの処理の途中で故障シミュレーションを行わな
くてももとの故障検出率が保証される手法と，故障シ
ミュレーションによってもとの故障検出率を保証する
手法に分類し説明する．
3. 1. 1 故障シミュレーションを用いない手法
テスト系列からテストベクトルの削除や並べ換えな
どの処理を行う際に，故障シミュレーションを行わな
くてももとの故障検出率が保証される場合がある．そ
のような手法の一つは，テスト系列を部分テスト系列
に分割し，その後，他の部分テスト系列の状態遷移に
影響を与えないように部分テスト系列を変更すること
である．
例えば，テスト系列 T = Ts1 − Ts2 − Ts3 が与え
られたとする．Ts1, T s2, T s3 は部分テスト系列であ
り，−は連結を表す．また，Ts1, T s2 を印加した後の
正常回路の状態を s1, s2 とし，故障 f1 が Ts1 で，f2
が Ts3 で検出され，他の部分テスト系列では検出され
ないとする．また，f1, f2 以外で検出される故障はな
いとする．このとき，もし s1 と s2 が同一で，かつ故
障 f2 が Ts2 で顕在化されないならば故障マスクの問
題が起こらず，Ts2 を削除することができる．このと
き故障シミュレーションを行わなくても，故障 f1, f2
の検出は保証される．文献 [17], [18]では，各テストベ
クトルを印加後の状態と，各故障が顕在化及び検出さ
れる時刻を求め，これらの情報を用いて，上記のよう
な同一の状態に遷移し，かつ故障検出に影響を与えな
いような部分テスト系列を削除している．また上記の
例で，状態 s2 がリセット状態と同一の場合，Ts2 を
リセット信号で置換することによってテスト系列が短
（注5）：本章では広義の静的圧縮法，及び広義の動的圧縮法を述べる．
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くなる [19], [20]．
初期状態が未知の状態を仮定した複数の部分テスト
系列が与えられた場合，印加順序の変更や部分テスト
系列の削除は，他の部分テスト系列の故障検出に影響
を与えないため，故障シミュレーションは不要である．
文献 [21], [22]では，二つの部分テスト系列を比較し，
未設定値を利用することで，一部または全部のテスト
ベクトルをオーバラップして二つの部分テスト系列を
マージする．マージする際，どの部分テスト系列も未
知の初期状態を仮定しているので，状態遷移を考慮す
る必要はない．ただし，もとのテスト系列に多くの未
設定値が含まれていない場合には，大きなテスト系列
長短縮の効果は期待できない．また，テスト系列長の
最小化に，遺伝的アルゴリズムを用いて部分テスト系
列の印加順序を決定する手法 [23]や，無閉路順序回路
に対して生成した部分テスト系列をテンプレート（0，
1に設定すべき外部入力線の情報）として表現し，そ
れらを重ね合わせる静的圧縮法 [24], [25]においても，
故障シミュレーションは不要となる．
3. 1. 2 故障シミュレーションを用いる手法
与えられたテスト系列 T に対して，短いテスト系列
T ′ を求め，T ′ に対して故障シミュレーションを行い，
もし，故障検出率が T と同じ，またはより高い場合，
T の代わりに T ′ をテスト系列として採用する手法が
ある．この操作において，短いテスト系列 T ′ をいか
に求めるかが処理の性能を決める鍵となる．例えば，
テストベクトルを削除する手法 [26], [27]，テストベク
トルを復帰させる手法（vector restoration）[28]～[30]
がある．テストベクトルを復帰させる手法とは，与え
られたテスト系列から，未知の状態を初期化するテス
トベクトルを除いてすべてのテストベクトルを削除し
た後，選択したテストベクトルをテスト系列に復帰さ
せる手法である．復帰させるテストベクトルとしては，
故障を検出する時刻のテストベクトルから順に，前の
時刻にさかのぼって選択する．この手法をもとに，計
算時間短縮のための手法 [31]～[33]や，テスト生成法
に応用した手法 [34], [35]などが提案されている．テス
トベクトルを復帰させる手法は，高い圧縮の効果があ
り，計算時間を短縮する手法を組み込むことによって，
実用的な計算時間で非常に短いテスト系列を得ること
ができる．
もとのテスト系列に何らかの変更を施し，故障シミュ
レーションを行うことで，テストコンパクションを実
現する手法がある．例えば与えられたテスト系列を T，
その長さを n，T から得られたテスト系列を T ′ とす
る．T ′ に対して故障シミュレーションを行った結果，
n′(n′ < n) 番目のテストベクトルで，T と同じ故障検
出率が得られたならば，n′ + 1 番目以降のテストベク
トルが不要となり，テスト系列が短縮する．テスト系
列 T ′ を得るための手法として，文献 [36]では，もと
のテスト系列 T を T1, T2 の二つの系列に分割した後，
それらを並べ換えることによって，T ′ = T2 − T1 を
得る．分割の際には，系列 T2 の長さが全体の数%と
なるように分割することで，計算時間の増大を防いで
いる．また，もとのテスト系列 T 中のテストベクト
ルを別の位置にコピー・挿入することによって T ′ を
求める手法も提案されている [26]．ただし，コピーす
るテストベクトルの選択や最適な挿入位置を求めるこ
とが難しく，総当たり的に行った場合には，計算時間
の増大が問題となる．
3. 2 動的圧縮法
組合せ回路の場合と同様，順序回路においても，一
つの部分テスト系列で検出される故障数をできるだけ
多くすることで，テスト系列全体を短くすることがで
きる．そこで，テスト生成の途中で生じた未設定値の
外部入力線に対して，できるだけ多くの未検出故障を
検出するように 0または 1を割り当てる手法として，
各種の最適化手法を応用した手法が提案されている．
文献 [37]では，未設定値の外部入力線に，ランダム
に 0 または 1を割り当てたテストベクトルを複数生
成し，それらに対して故障シミュレーションを行い，
検出故障数が最大となるテストベクトルを選択する．
またテストベクトルの選択に，遺伝的アルゴリズムを
用いることで，できるだけ多くの故障が検出されるよ
うなテストベクトルを選択する手法もあり，ランダム
に割り当てた候補の中から選択するより，高い効果を
上げている [38]～[40]．更にクロックを停止させ，状
態を固定した後，外部入力を変更することも有効であ
る [41]．
組合せ回路のテスト生成における動的圧縮と同様に，
未検出故障の中から選択した故障を検出するように，
テスト生成アルゴリズムを適用して未設定値の外部入
力線に値を割り当てる手法もある．このとき，効率良
く故障を選択することによって，テスト生成時間を短
縮する手法が提案されている [42], [43]．
また，静的圧縮法で用いられる手法を用いた動的圧
縮法が文献 [44]で提案されている．ここでは，テスト
ベクトルの省略や挿入を行うことで，テスト生成の途
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中で部分テスト系列の短縮を実現している．
動的圧縮法を単独で用いた場合，静的圧縮法で得ら
れるテスト系列ほど短いテスト系列が得られない場合
が多く，実用的には，動的圧縮法で得られたテスト系
列に対して静的圧縮法を適用して，より短いテスト系
列を得ることが効果的であると考えられる．
4. IDDQテストのためのテストコンパク
ション
CMOS 回路において，静的電源電流を測定するこ
とによって故障回路を識別する，IDDQ テストがあ
る [45]～[48]．IDDQテストでは，論理テストと異な
り，故障の影響を外部出力まで伝搬させる必要がない
ため，テスト生成が容易である．また，論理テストで
は検出できない故障を検出できるなどの利点をもつ．
反面，静的電源電流を測定するために，回路が安定状
態に達するまで待つ必要があり，テスト実行時間が長
くなるという欠点がある．したがって，テスト実行時
間短縮が特に重要な課題となっている．
ここでは，テストベクトルを，IDDQを観測する必
要のあるベクトル（IDDQ 観測ベクトルと呼ぶ）と
IDDQを観測する必要のないベクトル（状態遷移ベク
トルと呼ぶ）の 2種類に分類して考える．組合せ回路
の場合，状態遷移ベクトルを印加する必要はなく，す
べてのテストベクトルが IDDQ観測ベクトルとなる．
順序回路においては，未検出故障を新たに検出しない
が，別の故障を顕在化するために回路を特定の状態に
遷移させるようなテスト系列を印加する必要がある．
IDDQテストにおけるテストコンパクションでは，
メモリ記憶容量などテストデータ量削減を主な目的と
した場合，テストベクトル数全体を削減することが重
要となり，テスト実行時間短縮を主な目的とした場合
には，テスト実行時間に大きな影響を与える，IDDQ
観測ベクトルの削減が重要となる．
以下 4. 1では，組合せ回路のテストベクトル数削
減，4. 2では順序回路のテストベクトル数削減，4. 3
では順序回路の IDDQ 観測ベクトル数削減について
述べる．4. 1と 4. 2で述べる手法は，テストベクトル
数全体を削減することが目的であり，4. 3で述べる手
法は，テスト実行時間の削減が目的である．
4. 1 組合せ回路のテストベクトル数削減
論理テスト環境でのテストコンパクションと同様，
一つのテストベクトルでできるだけ多くの故障を検出
するようにテスト生成を行うことで，テストベクトル
数を削減することができる．IDDQ テストのテスト
生成では，故障を顕在化させるだけでよく，論理テス
トのように故障の影響を伝搬する必要がなく，テスト
生成は容易である．したがって，縮退故障を対象とし
た場合には，論理テストと同様の手法が適用可能で，
テストコンパクションも容易である．しかしながら，
IDDQテスト環境では，ブリッジ故障モデルが用いら
れることが多く，縮退故障に対するものとは異なる手
法が用いられる．回路内で起こり得るブリッジ故障は，
レイアウト情報により求めることが可能であるが，レ
イアウト情報が利用できない場合には，すべての信号
線間のブリッジ故障を対象とする必要がある．そのよ
うな場合には，対象故障数が膨大となるため，論理テ
ストに対するテストコンパクションで用いられたよう
な手法をそのまま適用することが困難となる．例えば，
故障ひとつひとつを個別に扱った手法や，すべての故
障に対して故障検出の情報（どのテストベクトルで検
出されたかなど）を記憶する手法などは，適用できな
い場合がある．そこで，特定の故障を対象にしない手
法や，複数の故障を同時に対象とした手法が提案され
ている．
テスト生成時に適当な論理回路を付加し，特定の信
号線の組に 0または 1を割り当てることで，多くのブ
リッジ故障を同時に検出するテストベクトルを生成す
る手法が提案されている [49]．また，ランダムベクト
ルをもとに，ビット値の変更によりそのベクトルが検
出する故障数を最大化し，テストベクトル数を抑制す
る手法もある [50], [51]．この手法は，実装が比較的容
易で圧縮の効果も高いが，回路規模の増大とともに計
算時間の増大が問題となる．
組合せ回路のブリッジ故障に対して，テスト生成後
にテストベクトルを削減する手法として，必須故障に
着目した手法が提案されている [52]．必須故障とは，
生成されたテストパターン中の一つのテストベクトル
でしか検出されない故障のことである．ここでは，必
須故障の検出に着目してテストベクトルを変更し，新
たに冗長となったテストベクトルを削除している．
レイアウト情報などを用いれば対象故障数が少なく
なり，すべての故障に対する故障検出の情報を利用し
て，テストベクトルを削減することが可能となる．文
献 [53]では，すべての故障に対して，どのテストベク
トルで検出されたかを記憶したビットアレーを用いて，
近似的な最小数のテストベクトルを選択することを可
能にしている．
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4. 2 順序回路のテストベクトル数削減
順序回路に対する手法においても，回路内のすべて
の信号線間のブリッジ故障を扱う際には，計算時間や
計算機のメモリ容量を実用的な範囲内に抑えることが
重要となる．
回路内のすべての信号線とゲート内部ノ ドー間のブ
リッジ故障を対象に，部分テスト系列の削除や置換を
行う手法が提案されている [54], [55]．この手法では，
与えられたテスト系列を，故障検出に着目して複数の
部分テスト系列に分割することと，状態遷移に着目し
て部分系列の削除や変更を行うことによって，計算時
間の増大を防いでいる．また，テストベクトル数全体
を少なくするテスト生成法として，遺伝的アルゴリズ
ムを用いた手法が提案されている [56]．この手法では，
故障検出率が最大で，テスト系列長が最短となるよう
な適合度関数を用いることによって，短いテスト系列
の生成を実現している．
4. 3 順序回路の IDDQ観測ベクトル数削減
IDDQテストでは，IDDQを観測するために長い時
間を必要とするため，テスト実行時間短縮のためには，
IDDQ観測ベクトルを減らすことが重要である．組合
せ回路においては，テストベクトル数全体を削減する
ことと，IDDQ観測ベクトル数を削減することは，同
じことを意味するが，順序回路においては，未検出故
障を一つも検出しないテストベクトルであっても，印
加しなければならない場合があり，テストベクトル数
全体を削減する手法と，IDDQ観測ベクトル数を削減
する手法は異なるものとなる．
ブリッジ故障を対象に，与えられたテスト系列の中
から IDDQ観測ベクトルを選択する手法として，最も
単純なのは，故障シミュレーションを行い，未検出故
障を少なくとも一つ検出するテストベクトルを IDDQ
観測ベクトルとして選択する手法である [57], [58]．こ
の手法では，各故障に対して，テスト系列中で初めて
検出されるテストベクトルを IDDQ 観測ベクトルと
して選択するため，正常回路の信号値を計算するだけ
でよく，計算量が故障数に影響を受けない．
最小数の IDDQ観測ベクトルを選択するためには，
各故障が検出されるテストベクトルすべてについて考
慮する必要があり，これを実現するためには，各故障
について故障影響の伝搬を考慮したシミュレーション
が必要で，ブリッジ故障のように故障数が多い場合に
は，計算時間やメモリ量を削減するための工夫が必要
となる．文献 [59]では，ある一定数以上のブリッジ故
障を検出するテストベクトルを無条件に IDDQ 観測
ベクトルとして選択し，そのテストベクトルで検出さ
れない故障についてのみ，故障影響の伝搬を考慮した
シミュレーションを行うことで，計算時間の増大を防
いでいる．また文献 [60]では，複数のブリッジ故障影
響の伝搬を同時に考慮したシミュレーションを行い，
計算時間の短縮を実現している．
縮退故障に対して，少ない数の IDDQ観測ベクトル
を選択する手法が文献 [61]で提案されている．この手
法においても，未検出故障の中で最も多くの故障を検
出するテストベクトルを優先的に選択することで，少
ない数の IDDQ観測ベクトルを実現している．
5. テストコンプレッション
テストコンプレッションは，図 3 に示すように，テ
ストパターン TD をデータ量の少ないテストデータ
TE に変換してチップに入力する手法である．TE は，
被テスト回路に印加される前に，チップ内に組み込ん
だ付加回路を通じてもとの TD に展開される．した
がって，テストコンプレッションは，テストパターン
の一部をハードウェア化することで，テストデータ量
を少なくしていると考えることができる．付加回路に
よるチップ面積の増加と引換えにテスタに必要なテス
トパターンの記憶容量と，テスタからテスト対象回路
までのテストパターンの伝送時間を削減することがで
きる．以下では，テストデータ量削減の手法について，
LFSRを用いた手法，テストデータ符号化の手法に分
類して説明する．
5. 1 LFSRを用いたテストデータ量削減
LFSRは擬似乱数発生回路として，特に，論理回路
の BIST（Built-In Self Test：組込み自己テスト）方
式のテストにおけるテストパターン発生回路として，
古くから知られている．擬似乱数によるテストパター
図 3 テストコンプレッションの概要
Fig. 3 An overview of test compression.
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ンで多くの故障が検出できる一方で，それでは検出困
難な故障も存在する．そこで，十分な故障検出率を確
保するため，検出困難な故障を検出するテストベクト
ルがより確実に発生できるような工夫もなされている．
代表的な手法に，擬似乱数によるテストベクトル
の中に検出困難な故障を検出するものが含まれるよ
う，擬似乱数発生途中に LFSRの値を強制的に変更す
る，リシーディング（reseeding）と呼ばれる手法があ
る [62]～[67]．LFSRで発生する乱数系列はその初期
値（シード）に依存して異なる系列が得られることに
着目しており，検出困難な故障を検出するテストベク
トルの発生を伴うシード複数個をあらかじめ計算し，
外部の LSIテスタ（またはチップ上のメモリ）から与
えることで，高い故障検出率を達成できる．一般に多
くの故障は擬似乱数で検出できるため，シードのデー
タ量は，通常のテスト生成で求めるテストパターンよ
りも大幅に少なくなる．
リシーディングは LFSRの入力を変更する手法で
あるが，LFSRから出力される擬似乱数を変換する
BAST（BIST-Aided Scan Test）手法 [68] も提案さ
れている．テスト生成により求めたテストベクトルが
実現されるように擬似乱数の一部のビットを変換する
ことで，テスト生成で得られる故障検出率を保証する
テストパターンが発生できる．ある故障に対して生成
したテストベクトルに未設定の入力値が多く含まれる
ことを利用すれば，変換すべきビットの数は少なくて
すむ．
LFSRを利用したテストコンプレッションでは，テ
ストパターンの大部分はハードウェアとして実装して
いるため，すべてのテストパターンをテスト生成によ
り求める場合より，テストに必要なデータ量は少なく
なる．一方，リシーディングに必要なシードの計算に
時間がかかるため，テスト生成に必要な時間はすべて
のテストパターンを求める場合より大幅に増加する場
合がある．また，設計時の検証パターンを用いて機能
テストを行う場合のように，あらかじめ与えられてい
るテストパターンを用いる場合には，本質的に LFSR
のリシーディングでは対応できない．これに対して，
次に述べる符号化法を用いた手法は，基本的に任意の
テストパターンに対して適応可能な手法である．
5. 2 テストデータ符号化法
テストデータ符号化法は，与えられたテストパター
ンを符号化することで，テストデータ量を削減する手
法である．これまで様々な符号化法が提案されていて，
大きなデータ量削減の効果があると報告されている．
ここでは，符号化したテストパターンを復号するため
の復号器の種類によって，提案されている手法を (1)
組合せ回路によって復号を行う手法，(2) 順序回路に
よって復号を行う手法，(3)プロセッサによって復号を
行う手法の，3種類に分類して紹介する．一般に，(1)
から (3)に進むに従って，ハードウェアオーバヘッド
は増すものの，データ量が削減される割合は高くなる
と考えられる．一方で，テストパターンを生成した後
でなければ，復号回路を合成できないため，設計への
負担が増加する．
5. 2. 1 組合せ回路によって復号を行う手法
組合せ回路による復号を行う手法は，図 4 に示すよ
うに，外部入力数 N より少ない出力数M をもつ組合
せ回路をテスタと被テスト回路の間に置くことで，両
者をつなぐ信号線数の削減（width compression）に
利用されている [69]～[72]．復号器の組合せ回路に入
力されたビット幅 N の符号語は瞬時にビット幅M の
ベクトルに復号され，被テスト回路に印加される．
文献 [69], [70]では，BISTにおけるチャネル幅削減
の手法が提案されている．提案手法では，被テスト
回路の外部入力間のコンパチビリティを調べ，復号器
（組合せ回路）を LFSRと被テスト回路の間に設置す
る手法を提案している．この回路を用いることにより
LFSRのサイズを小さくできると報告されている．
外部テストにおいて多重スキャン設計に対して有効な
テストコンプレッション法も提案されている [71], [72]．
多重スキャン設計のスキャンチェーン本数に対して，
スキャン入力数を減らすことで，テストデータ量を削
減する．文献 [71]では，テストベクトルの未設定入力
を利用して，EXORゲートで構成される線形回路で
復号できるようなテストコンプレッション法が提案さ
れている．文献 [72]では，スキャンチェーンへの入力
ベクトルの種類（ビットパターン）が多くないことに
着目して，スキャン入力数を減らす手法が提案されて
いる．
図 4 組合せ回路を用いた入力数圧縮
Fig. 4 Test width compression using combinational
circuits.
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組合せ回路による復号を用いた手法では，テスタと
被テスト回路間の信号線数は減らせるものの，テスト
パターンの印加に必要な時間を減らすことができない．
これに対して，この後に述べる二つの手法は主にテス
ト実行時間を削減することを目的としている．
5. 2. 2 順序回路によって復号を行う手法
順序回路による復号を行う手法として，統計型符号
を用いたもの [73]～[78]とランレングス符号を用いた
もの [79]～[83]の 2種類を紹介する．これらの符号化
法では，組合せ回路を用いて復号する場合と異なり，
符号語長や復号後のベクトル長が可変であるため，順
序回路を用いて入出力のタイミングを調整する必要が
ある．
統計型符号は，データ中のブロックの出現頻度が高
いものには短い符号語を，出現頻度の低いものには長
い符号語を割り当てる符号化法である．文献 [73]では
一つのテストベクトルを一つの固定長ブロックと考え，
統計型符号であるハフマン符号とコンマ符号で符号化
を行う手法が提案されている．この手法では，テスト
系列中のテストベクトルの出現回数を調べ，ハフマン
符号またはコンマ符号で符号化する．非スキャンの順
序回路を対象とした場合には，一般的にテストパター
ン中に同じテストベクトルが複数含まれるため，テス
トデータ量削減の効果が大きい．
表 2に 4入力のテスト系列に対するハフマン符号と
コンマ符号の例を示す．この例では，80個のテストベ
クトルからなるテストパターンに対して，4種類のユ
ニークなテストベクトルが現れる場合を示している．
表中の出現回数は 4種類のベクトルが現れる回数を示
し，出現率は出現回数の割合を示している．ハフマン
符号では，ハフマンのアルゴリズムに従って，出現率
が高いベクトルにはなるべく短い符号語を，出現率が
低いベクトルには長い符号語を割り当てる．コンマ符
号では，0を符号語の切れ目を表す文字として用い，
最もよく現れるパターンに符号語 0，次に出現率の高
いパターンに符号語 10，次に出現率の高いパターンに
符号語 110，というように 1ビットずつ長い符号を割
表 2 ハフマン符号とコンマ符号
Table 2 Huﬀman code and comma code.
ベクトル 出現回数 出現率 ハフマン符号 コンマ符号
0011 45 0.5625 0 0
0100 15 0.1875 10 10
1010 15 0.1875 110 110
1111 5 0.0625 111 1110
り当てる．この例では，320ビットのテストパターン
が，ハフマン符号を用いた場合は 135ビット，コンマ
符号を用いた場合は 275ビットに削減される．
統計型符号化によって得られた符号語は表 2に示す
ようにその長さが符号語によって異なるため，テスタ
から 1ビットずつ受け取って，符号語がそろった時点
で復号する必要がある．そのため，復号器は最初に述
べたように順序回路である必要がある．例として表 2
のハフマン符号に対する展開器（1入力 4出力の順序
回路）の状態遷移図を図 5 に示す．
文献 [73]の手法は入力数が少ない被テスト回路のみ
を対象としており，入力数が大きくなると適応するの
が困難となる．そこで，文献 [74]では，テストパター
ンを固定ビットのブロックに分割し，それぞれのブロッ
クをハフマン符号化する手法を提案している．更に，
符号化したテストパターンを復号するときに必要なデ
コーダのサイズを小さくすることも考えている．提案
法では，得られたすべてのブロックを符号化するので
はなく，出現確率の高いブロックを数個選んで符号化
し，残りのブロックはそのままのパターンを符号語と
する．これにより，すべてのブロックを符号化する場
合に比べてテストデータ量削減の割合はわずかに落ち
るものの，デコーダのサイズを小さく抑えることがで
きる．
文献 [75]～[78]では，統計型符号による符号化に適
したテストパターンを生成するための手法が提案され
ている．これらの手法は，テストベクトル中の未設定
入力値に 0または 1を割り当てることによって，少な
いテストデータ量を実現している．
一方，ランレングス符号化はデータ中の連続した 0
または 1の列（ラン）を，符号語に置き換える手法であ
る．文献 [73], [79]～[81]ではランレングス符号をテス
トコンプレッションに用いている．また文献 [82], [83]
図 5 順序回路による復号
Fig. 5 Decompression using a sequential circuit.
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では，ランレングス符号から派生したゴーロム符号や
FDR（Frequency-Directed Run-length）符号を用い
たテストコンプレッション法を提案している．ランレ
ングス符号によるテストデータ削減の割合を高めるた
めには，テストパターン中になるべく長いランが現れ
ることが必要となる．文献 [79], [80]では，テストパ
ターンに対してランレングス符号化の前処理として，
Burrows-Wheeler 変換を施すことで，テストパター
ン中のランの長さを長くし，テストデータ量削減の割
合を高めている．
文献 [81] では，符号化の対象のテストパターン
中の 0 の数を増やせば，自然に 0 のランが増える
と考えて，テスト系列の差分ベクトル系列を考え
る．テスト系列 TD = {t1, t2, t3, . . . , tn} が与えら
れたとき，その差分ベクトル系列 Tdiff は Tdiff =
{t1, t1 ⊕ t2, t2 ⊕ t3, . . . , tn−1 ⊕ tn} と定義される．テ
スト系列は一般的に，一部の入力だけ変化する場合が
多いため，もとのテスト系列に比べて差分ベクトル系
列には 0が増えることが期待できる．また，テスト系
列内のベクトルの順序を入れ換えることが可能ならば，
差分ベクトル系列中の 0が増えるように順序を並べ換
えることも行う．
更に文献 [82]や [83]では，ランレングス符号の代わ
りにゴーロム符号や FDR符号を用いる手法を提案し
ている．これらの符号語は，上述したランレングス符
号と異なり，可変長の符号語であるため，より大きな
テストデータ量削減を実現できる．また，デコーダが
比較的簡単になるように符号語を構成する工夫も行っ
ている．
これらの順序回路により復号を行う手法は，展開器
のハードウェアオーバヘッドが大きいものが多い．し
かしながら，そのオーバヘッドは回路規模にはほとん
ど依存しないため，今日の大規模回路においてはその
影響は小さくなっている．統計型符号やランレングス
符号を用いた圧縮では，符号語の長さや展開後のベク
トル長が可変であるため，テスタと復号器間及び復号
器と被テスト回路間のタイミングを調整することが必
要である．文献 [84]では，タイミングの調整を考慮し
たハフマン符号化法に基づく手法が提案されており，
今後このようなテスト実行時のタイミングを考慮し
たテストコンプレッションの研究が必要になると思わ
れる．
5. 2. 3 プロセッサによる復号を行う手法
文献 [85]と文献 [86]では，被テスト回路がプロセッ
図 6 基本図形の置換えによる圧縮例
Fig. 6 An example of geometric-primitives-based
compression.
サを実装していることを前提としたテストコンプレッ
ション法を提案している．これらの手法では，復号ア
ルゴリズムはソフトウェアとして実装され，プロセッ
サ上で復号処理が実行される．そのため，複雑な復号
化処理を必要とするテストコンプレッションが可能と
なる．なお，テスト対象の回路はプロセッサ以外の部
分であり，プロセッサ自体のテストについてはここで
は対象としない．
文献 [85]では，テストベクトルを固定長のブロック
に分割しておき，テストベクトル間のブロック単位
の差分をとり，異なるブロックだけを符号化してプロ
セッサ用の内部メモリに記憶する手法を提案している．
文献 [86]では，R 入力で C 個のテストベクトルか
らなるテストパターンを R × C ビットのマトリック
スと考え，これをあらかじめ定義された基本形状に分
割し，それぞれの形状の形と位置に従って符号化を行
う．例えば，図 6 に示すような，5× 5ビットのテス
トパターンを符号化する場合，信号値 1の直線と信号
値 0の三角形の二つの基本図形でテストパターンが構
成されていると考え，それぞれの形状，位置，大きさ，
信号値を表す符号語に置き換える．ブロックの左上を
原点 (0,0)と考えると，図 6 における信号値 0の三角
形は座標 (5,0)から下を向いた 1辺の長さが 4の直角
二等辺三角形であることを表す符号語で置き換える．
プロセッサによる復号を用いたテストコンプレッショ
ン法は，当然ながらプロセッサを搭載した LSIにしか
適応できないため適応範囲は狭いものの，大きなテス
トデータ量削減が可能であるため，今後多くの研究が
行われる可能性がある．
6. スキャン回路に対するテスト実行時間
削減
回路の大規模化に伴うフリップフロップ（FF）数の
増大やテストベクトル数の増大によって，スキャン回
路に対するテスト実行時間が非常に増大している．ス
300
サーベイ論文／論理回路に対するテストコスト削減法——テストデータ量及びテスト実行時間の削減——
キャン回路におけるテスト実行時間は，スキャンチェー
ンが 1本の場合，
TAT = #V ec +#FF × (#V ec + 1) (1)
で与えられ，ここで，#V ecは組合せ回路部分に印加
されるテストベクトル数を，#FF は FF 数を表す．
この式の第 1項は，組合せ回路部分へのテストベクト
ルの印加を表し，第 2項は，FFの値を設定及び観測
するためのスキャンシフト動作に必要なテスト実行時
間を表す．したがって，テスト実行時間を短縮するた
めには，第 1項のテストベクトル数を削減するか，ま
たは，第 2項のスキャンシフト動作に必要な時間を短
縮することが考えられる．
組合せ回路部分のテストベクトル数を削減する研究
については，先に述べたので，以下では，スキャンシ
フト動作に着目してテスト実行時間を短縮する手法に
ついて，スキャンチェーンの本数が 1本の場合（単一
スキャンチェーン）と，複数本の場合（多重スキャン
チェーン）に分類して説明する．
6. 1 単一スキャンチェーン
スキャンシフト動作に必要なテスト実行時間を表す
式 (1) 第 2 項は，すべてのテストベクトルに対して，
すべての FFにデータをスキャンイン・スキャンアウ
トすることを意味している．したがって，テスト実行
時間を短縮するための手法として，すべてのテスト
ベクトルに対して，すべての FFをスキャンシフトす
るのではなく，一部の FFのみにデータをスキャンイ
ン・スキャンアウトする，または，一部のテストベク
トルに対して，スキャンイン・スキャンアウトを省略
することによって，テスト実行時間の削減が実現でき
る（注6）．例えば，表 3 のような二つのテストベクトル
t1, t2 が与えられたとする．ここで，PI1, P I2 は外部
入力値を表し，FF1, FF2, FF3 は FFに設定すべき
値，Xはドントケア値を表す．もし，テストベクトル
t1 を印加後に故障の影響がすべて外部出力に伝搬した
ならば，t2 の印加前に FF1 のみにデータをスキャン
インするだけでよく，スキャンシフトクロック数が減
少し，テスト実行時間を短縮できる．
特別なハードウェア機構を用いて，一部の FFのみ
表 3 テストベクトルの例
Table 3 An example of test vectors.
PI1 PI2 FF1 FF2 FF3
t1 1 0 1 1 0
t2 1 1 0 X X
にデータをスキャンイン・スキャンアウトする手法が
提案されている．文献 [87]では，FFを二つのグルー
プに分割し，一部のテストベクトルに対しては，第
1グループのみスキャンシフトを行い，その他のテス
トベクトルに対しては，すべての FFをスキャンシフ
トする．また，文献 [88]では，スキャンシフトを行う
FFを 1から n（FF 数）まで可変にするようなハー
ドウェア機構を提案している．例えば，あるモードで
は一つの FFのみをスキャンシフトし，また別のモー
ドでは，二つの FFをスキャンシフトするというよう
に，スキャンシフトを行う FFを順に一つずつ増加さ
せる（注7）．
上記の二つの手法とは異なり，FFの値の観測に着目
してスキャンシフト動作を省略するようにハードウェ
ア機構を付加する手法が提案されている [89], [90]．こ
こでは，FFのパリティを観測するような回路を付加
することでそれを実現している．
特別なハードウェア機構を用いないで，一部の FF
のみにデータを制御・観測する手法が提案されてい
る [91], [92]．この手法では，各テストベクトルごとに
スキャンシフトを行う FF数を可変にしている．例え
ば，五つの FFが FF1, FF2, . . . , FF5 の順にスキャ
ン入力側から並んでいるようなスキャンチェーンに対
して，スキャンシフトクロック数を 2 とした場合を
考える．このとき，FF1, FF2 にはスキャン入力から
任意の値が設定され，同時に，スキャン出力側に近い
FF4, FF5 の値が観測される．FF3, FF4, FF5 の値は
それぞれ，FF1, FF2, FF3 にあった値がシフトされ設
定される．文献 [92]では，与えられたテストパターン
に対して，各 FFの制御の必要度と観測の必要度を計
算し，制御の必要度の高い FF をスキャン入力側に，
観測の必要度の高い FFをスキャン出力側に配置して，
スキャンチェーンを構成している．またテストベクト
ルの印加順序についても，スキャンシフトクロック数
が少なくなるように最適化している．
通常のスキャン回路に対するテストでは，各テスト
ベクトルを印加する前後にスキャンシフトを行うが，
一部のテストベクトルに対して，スキャンシフトを行
わないで印加することによってテスト実行時間を削減
（注6）：ここで述べる手法はフルスキャン設計を仮定しており，パーシャ
ルスキャン設計とは本質的に異なる．
（注7）：これらの手法では，ハードウェア的には複数のスキャンチェー
ンが存在するが，スキャン入力とスキャン出力はともに 1 本であり，テ
スト時の動作及びテスト生成においては，単一スキャンチェーンとして
扱うことができる．
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する手法について以下で説明する．
順序回路用テスト生成法を用いた手法として，フル
スキャン回路に対する手法 [93]とパーシャルスキャン
回路に対する手法 [94]が提案されている．n 個のス
キャン FFがある場合，すべての FFを制御または観
測するためには n クロック必要であるが，通常動作状
態において n より少ないテストベクトルを印加する
ことで，FFの値の設定や観測ができたならば，テス
ト実行時間を削減できたことになる．ここでは，各故
障に対して，検出困難性の評価値を用いて，スキャン
シフトを行うかどうかを判断している．検出容易なも
のに対してはスキャンシフトを行わず，検出困難なも
のに対してのみスキャンシフトを行っている．
組合せ回路用テスト生成法で生成されたテストベク
トルに対して，スキャンシフトを省略して複数のテスト
ベクトルを連結する手法が提案されている [95]．例え
ば，テストパターン T = {t1, t2, t3, t4} が与えられた
とする．各テストベクトル ti に対して，s ini, s outi
をそれぞれ，ti 印加前にスキャンインすべき状態ベク
トル，ti 印加後にスキャンアウトされる状態ベクトル
とする．もし，t1, t2 が連結するペアとして選択され
たとすると，s in1 をスキャンインし，t1 − t2 を印加
した後，s out2 をスキャンアウトする．その後更に，
部分テスト系列 t1− t2 とテストベクトル t3 や t4 が，
スキャンシフトを省略して連結可能か調べる．
文献 [95]の手法と逆の発想で，スキャンシフトを行
わないテスト系列に対して，スキャンシフト操作を追
加する手法が提案されている [96]．この手法では，ま
ずスキャンシフトを行わない，通常の順序回路として
のテスト系列（T0 と表す）を生成する．次にテスト
系列 T0 に対して，最も多くの故障が検出されるよう
な，スキャンイン及びスキャンアウトのタイミングを
求める．また，不要なテストベクトルを削除すること
によって，更にテスト実行時間を削減する．
6. 2 多重スキャンチェーン
複数本のスキャンチェーンを並列に動作させる手
法またはそのような回路機構を，多重スキャンチェー
ンまたは並列スキャンチェーンと呼ぶ．多重スキャン
チェーンの回路に対するテスト実行時間は，
TAT = #V ec + max FF × (#V ec + 1) (2)
となる．ここで，#V ec は組合せ回路部分に印加され
るテストベクトル数を，max FF は，スキャンチェー
ン上の FF数の最大値を表す．n 本のスキャンチェー
ンで，すべてのスキャンチェーン上の FF数をほぼ同
数とした場合，
max FF =
⌈
#FF
n
⌉
となる．#FF は総フリップフロップ数を表す．多重
スキャンチェーンは，テスト実行時間削減に非常に有
効であるが，テストデータ量は不変であり，スキャン
入出力ピン数は増加する．テストデータ量及びテスト
実行時間の削減のために，多重スキャンチェーンに対
して，1本の外部入力ピンからスキャンインデータを
入力する手法が提案されている [97]～[99]．図 7 に示
されるように，一つの入力から，n 個の異なるスキャ
ンチェーンに対して同じスキャンデータを入力する．
異なる FFの値がテストベクトル中で同じ値をとった
り，また未設定値をうまく利用すれば，故障検出率の
低下を防ぐことができる．スキャンデータの観測に関
しては，多重入力署名解析器（MISR）を用いること
で，スキャンデータ観測用の外部出力ピン数を増大さ
せることなく，故障影響の観測性の低下を防ぐことが
できる．また多重スキャンチェーンの構成法として，
スキャンチェーンを異なる点で分岐させ，トリー状に
構成する手法もある [100]．
スキャンデータを観測するために MISRを必要とせ
ず，1本のスキャン出力でスキャンデータを観測する
手法がある．文献 [101]の手法では，スキャン入力と
スキャン出力がともに 1本で，スキャンチェーンの内
部で部分的に並列に FFが配置された構造のスキャン
チェーンが提案されている．ここでは，内部が部分的
に並列化できる条件をいくつか示しており，例えば，
一つの信号線から分岐した複数の枝に接続した FFや，
同じゲートの入力線に接続した FFは並列化すること
ができる．
一般的に，多重スキャンチェーンでは，各スキャン
チェーン上に配置する FF数を同数にした場合に，最
図 7 1 入力多重スキャンチェーン
Fig. 7 Multiple scan chain with a single input.
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図 8 複数ブロックからなる回路例
Fig. 8 A circuit consisting of some blocks.
もテスト実行時間が短縮されるが，同数でない場合
にテスト実行時間が最小となる場合がある．例えば
図 8 の回路のように，各論理ブロックのテストベクト
ル数とスキャンレジスタ数が異なる場合，各スキャン
チェーン上の FF数によって，テスト実行時間が異な
る．文献 [102], [103]では，テストベクトル数の多い論
理ブロックに接続するスキャンレジスタに対しては，
FF数が少なくなるように多重スキャンチェーン構成
することで，テスト実行時間の短縮を実現している．
7. む す び
本論文では，近年発表された論理回路に対するテス
トコスト削減法について概説した．内容としては，組
合せ回路及び順序回路に対するテストコンパクション
法，IDDQテスト環境におけるテストコンパクション
法，テストコンプレッション法，スキャン回路に対す
るテスト実行時間削減法について説明した．
今後 VlSIの大規模化が進むにつれ，テストコスト
削減技術の重要性はいっそう高くなると考えられる．
更に回路の複雑化に伴い，遅延故障，ブリッジ故障，
クロストーク故障，オープン故障などの縮退故障以外
の故障モデルに対するテストベクトル数削減やテスト
データ量削減の手法を開発する必要がある．また，故
障診断や高位レベルでのテストなどに対しても，テス
トベクトル数削減やテストデータ量削減，テスト実行
時間削減のための手法の研究開発が望まれる．
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