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palavras-chave Distâncias entre nucleótidos, classificação hierárquica, análise de 
componentes principais, mistura finita de distribuições paramétricas, 
algoritmo EM, ADN.
resumo Nesta dissertação são analisados os genomas completos de 46 espécies de 
organismos, com o objectivo de investigar a existência, ou não, de 
características estatísticas discriminatórias da classe a que pertence cada 
uma das espécies em estudo, com base na distribuição empírica da distância 
global entre nucleótidos iguais. Esta distribuição resulta do mapeamento da 
estrutura primária do ADN proposto e avaliado por Afreixo et al. (2009).
São utilizadas metodologias estatísticas multivariadas de análise 
não-supervisionada e de redução da dimensionalidade, nomeadamente as 
classificações hierárquica e não-hierárquica e a análise de componentes 
principais. Verifica-se que o mapeamento da distância global entre nucleótidos 
iguais captura características essenciais do ADN das espécies analisadas, 
uma vez que a distribuição das primeiras distâncias determina uma possível 
assinatura genética capaz de permitir a diferenciação entre espécies. Esta 
diferenciação é conseguida não só a um nível geral, entre os dois grandes 
grupos de espécies eucariotas e procariotas, mas também a níveis mais 
especializados.
No que diz respeito ao ajustamento de modelos probabilísticos teóricos à 
distribuição empírica de cada espécie, são avaliados o modelo proposto em 
Afreixo et al. (2009) e também um modelo alternativo, ambos baseados em 
misturas finitas de distribuições geométricas. No caso deste último, é utilizado 
o algoritmo EM (Expectation-Maximization) para estimar os seus parâmetros. 
A qualidade do ajustamento dos modelos teóricos à distribuição empírica é 
investigada com o auxílio do teste de ajustamento do qui-quadrado e também 
com a utilização de medidas de similaridade. Os resultados obtidos permitem 
constatar que, na maioria das espécies em estudo, o modelo de mistura de 
quatro distribuições geométricas é aquele que melhor se ajusta à distribuição 
empírica da distância global entre nucleótidos iguais.

keywords Inter-nucleotide distances, hierarchical classification, principal components 
analysis, finite mixture distributions, EM algorithm, DNA.
abstract In this dissertation the complete genomes of 46 species of organisms are 
analysed, with the aim of investigating the possible existence of discriminatory 
statistical characteristics of the class to which each of the species under study 
belongs, based on the empirical distribution of the global distance between 
equal nucleotides. This distribution came about from the mapping scheme for 
the primary structure of DNA proposed and assessed by Afreixo et al. (2009).
Unsupervised multivariate statistical and dimensionality reduction methods are 
used in the present analysis, namely hierarchical classification, non 
hierarchical classification and principal component analysis. It is shown that 
the mapping of the global distance between equal nucleotides captures 
essential features of the DNA of the species studied, as it allows to infer that 
the distribution of the first distances represents a possible genetic signature 
capable of differentiating among species. This differentiation is achieved not 
only at a general level between the two major groups of species, eukaryotic 
and prokaryotic, but also at more specialized levels.
Furthermore, fittings of probabilistic models to the empirical distribution are 
investigated for each specie. More specifically, the model proposed by Afreixo 
et al. (2009) and an alternative model, both based on finite geometric mixture 
models, are analysed. In the latter case, the EM (Expectation-Maximization) 
algorithm is used to estimate its parameters. The goodness of fit of the 
theoretical models is assessed using a chi-square test and measures of 
similarity. For most species studied, the results show that four-component 
geometric mixture models are the ones that better fit to the empirical 
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Descoberta a existeˆncia do a´cido desoxirribonucleico (ADN) no nu´cleo das ce´lulas pelo
bioqu´ımico su´ıco Frederich Miescher em 1869 [9], apenas em 1944 foi sugerido que seria
essa mole´cula, e na˜o as prote´ınas como ate´ enta˜o se pensava, que constitu´ıa o suporte da
informac¸a˜o gene´tica [4], isto e´, da informac¸a˜o que define as caracter´ısticas dos organis-
mos vivos e que e´ transportada de gerac¸a˜o em gerac¸a˜o em consequeˆncia do processo de
reproduc¸a˜o. A confirmac¸a˜o dessa possibilidade surgiu em 1952, em resultado do trabalho
de Alfred Hershey e Martha Chase [9]. Desde enta˜o teˆm-se multiplicado os esforc¸os de
investigac¸a˜o multi-disciplinares sobre a mole´cula de ADN, passando, entre outros mo-
mentos importantes, pela descoberta da sua estrutura e mecanismos de replicac¸a˜o e, mais
recentemente, pela sequenciac¸a˜o completa do ADN de um nu´mero crescente de organis-
mos, incluindo o do ser humano, tendo esta u´ltima sido iniciada em 1990 e terminada em
2003 [39].
A` luz do conhecimento actual constata-se que todos os organismos conhecidos utilizam a
mole´cula de ADN como suporte para a informac¸a˜o de hereditariedade [3].
Apesar de terem vindo a ser feitos grandes avanc¸os no conhecimento sobre o ADN e de
haver um nu´mero crescente de aplicac¸o˜es pra´ticas desse conhecimento com impacto di-
recto nas nossas vidas, por exemplo na medicina e na ana´lise forense, existe a certeza de
que ainda resta muito para descobrir sobre o ADN.
Neste cap´ıtulo sera´ feita uma pequena introduc¸a˜o a alguns conceitos ba´sicos de biologia
relacionados com o ADN. Sera˜o tambe´m apresentados a motivac¸a˜o e os objectivos gerais
desta dissertac¸a˜o, bem como a organizac¸a˜o da mesma.
1
2 CAPI´TULO 1. INTRODUC¸A˜O
1.1 Conceitos biolo´gicos
A estrutura actualmente aceite para a mole´cula de ADN foi descrita pela primeira vez
por James Watson e Francis Crick, num artigo publicado em 1953 na revista Nature [43].
Nesse artigo foi proposta uma estrutura para a mole´cula de ADN radicalmente diferente
de outras que haviam sido sugeridas ate´ enta˜o, descrevendo-a como sendo constitu´ıda por
duas cadeias helicoidais enroladas em torno do mesmo eixo, em que cada elo destas cadeias
seria formado por uma pentose (desoxirribose), um grupo fostato e uma base azotada, e
estaria interligado a um elemento ideˆntico na outra cadeia por ligac¸o˜es de hidroge´nio entre
as respectivas bases azotadas (ver Figura 1.1). A estes elos da´-se o nome de nucleo´tidos
(ver Figura 1.2).
Figura 1.1: Representac¸a˜o simplificada da estrutura do ADN. Adaptac¸a˜o de uma
figura publicada pelo Grupo de Cieˆncias Biolo´gicas do Instituto Superior Te´cnico
[11].
3Figura 1.2: Estrutura ba´sica de um nucleo´tido. Imagem
publicada pelo Grupo de Cieˆncias Biolo´gicas do Instituto
Superior Te´cnico [11].
No caso do ADN existem quatro tipos de bases azotadas, as quais sa˜o habitualmente
designadas pela primeira letra do seu nome: A (Adenina), C (Citosina), G (Guanina) e T
(Timina). As bases azotadas podem ser classificadas, de acordo com a sua estrutura, em
purinas e pirimidinas. A Adenina e a Guanina sa˜o purinas, pois possuem uma estrutura
com dois ane´is; a Citosina e a Timina sa˜o pirimidinas, pois teˆm uma estrutura com apenas
um anel. Estas bases apenas se emparelham entre si (por pontes de hidroge´nio) sob as
formas A-T e C-G, dizendo-se enta˜o que os elementos de cada par sa˜o complementares [3].
Figura 1.3: Duas pontes de hidroge´neo: ligac¸a˜o Adenina-
Timina. Imagem publicada pelo Grupo de Cieˆncias Biolo´gicas
do Instituto Superior Te´cnico [11].
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Figura 1.4: Treˆs pontes de hidroge´neo: ligac¸a˜o Guanina-
Citosina. Imagem publicada pelo Grupo de Cieˆncias Biolo´gicas
do Instituto Superior Te´cnico [11].
Devido a esta complementaridade, a sequeˆncia de nucleo´tidos de uma cadeia determina
a sequeˆncia de nucleo´tidos da outra cadeia, o que significa que se for conhecida uma das
cadeias enta˜o facilmente se obte´m a outra. E´ tambe´m com base nesta complementari-
dade que se desenrola o processo de reproduc¸a˜o das ce´lulas. As duas cadeias separam-se
e servem de modelo para a criac¸a˜o de duas novas mole´culas de ADN ideˆnticas a` origi-
nal, se excluirmos a possibilidade de ocorrerem erros gene´ticos durante este processo. A
designac¸a˜o dos nucleo´tidos esta´ relacionada com a base azotada que conteˆm. Existem,
portanto, nucleo´tidos do tipo A, C, G e T. Assim sendo, e´ poss´ıvel ler-se a cadeia de ADN
como uma sequeˆncia de letras, por exemplo,
AAGGTTATCCACTATGTTTTTCGATAAAAAGCTTAA · · ·
A estrutura prima´ria da mole´cula de ADN, isto e´, a ordem espec´ıfica da sequeˆncia dos
nucleo´tidos que a compo˜em, determina a informac¸a˜o gene´tica necessa´ria para criar um
organismo espec´ıfico, com todas as suas particularidades. A sequeˆncia completa de ADN
de cada ce´lula chama-se genoma.
Dentro da sequeˆncia de ADN, os nucleo´tidos associam-se em grupos de treˆs elementos,
formando os chamados codo˜es. Existem, portanto, 64 (43) codo˜es distintos. Cada um
dos codo˜es conte´m as instruc¸o˜es necessa´rias para a produc¸a˜o de um aminoa´cido. Os
aminoa´cidos sa˜o os componentes estruturais das prote´ınas. As prote´ınas sa˜o pol´ımeros
complexos de aminoa´cidos presentes em quase todos os aspectos da fisiologia e bioqu´ımica
dos organismos, funcionando, por exemplo, como componentes estruturais das ce´lulas ou
intervindo como catalisadores em reacc¸o˜es bioqu´ımicas essenciais, na qualidade de enzi-
mas. Aos grupos de codo˜es que se encontram correctamente organizados no sentido de
5serem capazes de produzir uma prote´ına espec´ıfica, da´-se o nome de genes. O compri-
mento dos genes e´ varia´vel. Uma vez que na construc¸a˜o das prote´ınas apenas sa˜o utilizados
20 aminoa´cidos diferentes e existem 64 codo˜es, enta˜o alguns desses codo˜es correspondera˜o
ao mesmo aminoa´cido; adicionalmente, existem alguns codo˜es com func¸o˜es especiais que
na˜o a produc¸a˜o de prote´ınas [3]. O genoma humano conte´m mais de 30.000 genes. Ao
longo do genoma, e intercalados com os genes, existem sequeˆncias de nucleo´tidos que na˜o
teˆm uma func¸a˜o codificante de prote´ınas. Faz-se assim a distinc¸a˜o entre regio˜es codifican-
tes e regio˜es na˜o codificantes no genoma, na˜o sendo ainda clara a func¸a˜o destas u´ltimas.
Os genes organizam-se em cromossomas. Nos organismos procariotas, isto e´, naque-
les que na˜o teˆm um nu´cleo celular bem definido, as ce´lulas possuem normalmente um
cromossoma circular. As bacte´rias sa˜o um exemplo de organismos procariotas. Nos orga-
nismos eucariotas, isto e´, naqueles que possuem um nu´cleo celular bem definido, os seus
cromossomas, os quais teˆm geralmente uma forma linear, localizam-se no nu´cleo celular e
variam em nu´mero conforme a espe´cie. As plantas, os animais e os fungos sa˜o organismos
eucariotas [16].
1.2 Motivac¸a˜o e objectivos gerais
As sequeˆncias de ADN sa˜o habitualmente representadas por sequeˆncias dos s´ımbolos
A, C, G e T. No entanto, esta forma de representac¸a˜o na˜o e´, normalmente, a mais con-
veniente do ponto de vista do tratamento matema´tico. Assim sendo, torna-se necessa´rio
recorrer a esquemas de mapeamento que permitam traduzir a representac¸a˜o simbo´lica do
ADN para uma representac¸a˜o nume´rica capaz de ser analisada por aplicac¸a˜o de te´cnicas
estat´ısticas e de sinal, entre outras [35]. Esta dissertac¸a˜o surge no seguimento do trabalho
desenvolvido em [2], no qual e´ proposto e avaliado um novo mapeamento directamente
relacionado com as caracter´ısticas intr´ınsecas do ADN e que pode ser u´til para a discri-
minac¸a˜o entre diferentes espe´cies. Esse mapeamento faz corresponder, a cada posic¸a˜o da
sequeˆncia de ADN em ana´lise, o valor da distaˆncia entre o nucleo´tido que se encontra nessa
posic¸a˜o e o nucleo´tido igual que imediatamente lhe sucede na sequeˆncia. Caso na˜o exista
mais nenhum nucleo´tido desse tipo ate´ ao final da sequeˆncia simbo´lica, volta-se ao in´ıcio
da sequeˆncia e prossegue-se a contagem ate´ se encontrar o primeiro nucleo´tido desse tipo,
isto e´, considera-se a sequeˆncia de ADN como sendo c´ıclica. Este mapeamento e´ designado
por distaˆncia global entre nucleo´tidos iguais. Os resultados em [2] permitiram concluir
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que este mapeamento captura caracter´ısticas essenciais do ADN das espe´cies analisadas,
no sentido em que permite a construc¸a˜o de dendrogramas interpreta´veis como a´rvores
filogene´ticas, por os mesmos estarem de acordo com as similaridades esperadas entre as
espe´cies; por conseguinte, e´ a´ı sugerido que a distribuic¸a˜o das primeira distaˆncias repre-
senta uma poss´ıvel assinatura gene´tica capaz de permitir a diferenciac¸a˜o entre espe´cies.
A distribuic¸a˜o modelo proposta em [2] para descrever as propriedades estat´ısticas do
genoma baseou-se na lei da probabilidade total. A ana´lise estat´ıstica da sequeˆncia de
distaˆncias global entre nucleo´tidos iguais foi efectuada sobre o vector dos erros relativos
entre a distribuic¸a˜o modelo e a distribuic¸a˜o emp´ırica de cada espe´cie, tendo o estudo
incidido sobre 28 espe´cies.
Um dos objectivos desta dissertac¸a˜o e´ a utilizac¸a˜o de metodologias estat´ısticas adicio-
nais, nomeadamente, a ana´lise classificato´ria (hiera´rquica e na˜o-hiera´rquica) e a ana´lise
de componentes principais (ACP), para expandir a ana´lise efectuada em [2]; um segundo
objectivo e´ tentar encontrar, para cada espe´cie, uma nova distribuic¸a˜o modelo que melhor
se ajuste a` sua distribuic¸a˜o emp´ırica da sequeˆncia de distaˆncias global entre nucleo´tidos
iguais. A representac¸a˜o gra´fica da distribuic¸a˜o emp´ırica de cada espe´cie, confrontada com
a distribuic¸a˜o modelo proposta por [2], sugerem averiguar o ajustamento a uma nova
distribuic¸a˜o definida por uma mistura finita de distribuic¸o˜es geome´tricas.
Os dados analisados nesta dissertac¸a˜o sa˜o constitu´ıdos pelo genoma completo de 46
espe´cies, incluindo as 28 usadas em [2]. Assume-se que, para caracterizar o genoma de uma
espe´cie, foram sequenciados os genomas de k indiv´ıduos escolhidos de forma aleato´ria de
entre uma populac¸a˜o constitu´ıda por todos os organismos dessa espe´cie. Esses k genomas
foram enta˜o reduzidos a um so´ genoma, o qual se considera ser representativo da espe´cie
em questa˜o, sendo este o genoma que e´ disponibilizado pelas bases de dados pu´blicas.
1.3 Organizac¸a˜o da dissertac¸a˜o
Neste cap´ıtulo foi apresentada a motivac¸a˜o que esteve na base da elaborac¸a˜o desta dis-
sertac¸a˜o e enunciados os objectivos gerais que se pretendem atingir com a mesma. Aflo-
raram-se ainda alguns conceitos ba´sicos de biologia relacionados com o ADN. A restante
dissertac¸a˜o esta´ organizada como se indica a seguir.
7O segundo cap´ıtulo comec¸a por descrever a origem dos genomas que ira˜o ser objecto
de ana´lise e identificar as espe´cies a que correspondem. Em seguida, e apo´s serem feitas
algumas considerac¸o˜es gene´ricas sobre a necessidade da existeˆncia de esquemas de mapea-
mento que permitam converter a representac¸a˜o simbo´lica do ADN para uma representac¸a˜o
nume´rica capaz de ser analisada recorrendo a te´cnicas (cla´ssicas) de ana´lises estat´ısticas
e de sinal, sa˜o apresentados os dois esquemas de mapeamento que ira˜o ser usados, desig-
nadamente o mapeamento da distaˆncia entre nucleo´tidos iguais, Dx, x ∈ {A,C,G,T}, e
o mapeamento da distaˆncia global entre nucleo´tidos iguais, D.
Nesta altura, o trabalho prossegue com uma ana´lise explorato´ria dos dados ja´ mape-
ados, a que se segue a caracterizac¸a˜o das distribuic¸o˜es dos mapeamentos Dx e de D
propostas por [2]. Finalmente, e com o objectivo de melhor salientar a diferenc¸a entre a
distribuic¸a˜o emp´ırica de cada distaˆncia e a correspondente distribuic¸a˜o modelo proposta
por [2], determina-se o vector dos erros relativos entre uma e outra, para cada espe´cie,
apresentando-os sob a forma de uma matriz, sendo sobre esta matriz que ira´ incidir a
ana´lise efectuada no Cap´ıtulo 3.
No terceiro cap´ıtulo sa˜o aplicadas a` matriz dos erros relativos obtida no Cap´ıtulo 2
algumas te´cnicas estat´ısticas multivariadas de ana´lise na˜o-supervisionada e de reduc¸a˜o de
dimensionalidade, designadamente a ana´lise classificato´ria, hiera´rquica e na˜o-hiera´rquica,
e a ana´lise de componentes principais, para diferenciar e caracterizar as espe´cies. Na
classificac¸a˜o hiera´rquica das espe´cies foram gerados dois dendrogramas, tendo sido utili-
zada como medida de similaridade a distaˆncia euclidiana e como me´todos de agregac¸a˜o
o me´todo de Ward e o me´todo de ligac¸a˜o completa (complete linkage), este u´ltimo ja´
utilizado em [2]. Na classificac¸a˜o na˜o-hiera´rquica o me´todo utilizado foi o K-means.
Em relac¸a˜o a` ACP, realizaram-se treˆs ana´lises distintas considerando-se, respectivamente,
a matriz dos erros relativos padronizada, na˜o padronizada e apenas centrada.
No quarto cap´ıtulo e´ apresentada a definic¸a˜o de misturas finitas de distribuic¸o˜es pa-
rame´tricas (caso discreto), tendo como pano de fundo a tentativa de verificar a suposic¸a˜o
de que uma nova distribuic¸a˜o modelo, resultante tambe´m de uma mistura finita de dis-
tribuic¸o˜es geome´tricas, podera´ revelar um melhor ajustamento a` distribuic¸a˜o emp´ırica
de cada espe´cie. Em seguida, e´ tratado o problema de identificabilidade dos modelos de
misturas finitas de distribuic¸o˜es parame´tricas.
Prossegue-se enta˜o com a apresentac¸a˜o da estrutura de dados incompletos para o caso de
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misturas. Esta conceptualizac¸a˜o do modelo de mistura em termos de dados incompletos
e´ extremamente u´til, na medida em que permite a estimac¸a˜o de ma´xima verosimilhanc¸a
dos paraˆmetros da mistura atrave´s do algoritmo EM. Para ale´m da descric¸a˜o do algoritmo
EM no contexto do modelo de misturas, e uma vez que os dados observados aos quais
se ira´ aplicar este algoritmo se encontram categorizados, apresentar-se-a´ tambe´m uma
adaptac¸a˜o desse algoritmo para este caso.
No final deste cap´ıtulo, sa˜o descritos o teste de ajustamento do qui-quadrado e algumas
medidas de similaridade entre distribuic¸o˜es, com o objectivo de avaliar o ajustamento en-
tre os modelos teo´ricos propostos e a distribuic¸a˜o emp´ırica. Sa˜o ainda apresentados, para
cada espe´cie, as estimativas dos paraˆmetros da distribuic¸a˜o modelo originalmente proposta
em [2], as estimativas dos paraˆmetros da mistura de quatro distribuic¸o˜es geome´tricas es-
timados pelo algoritmo EM e os resultados de duas medidas de similaridade.
O quinto cap´ıtulo apresenta as concluso˜es desta dissertac¸a˜o e menciona algumas ideias
poss´ıveis para trabalho futuro.
No apeˆndice A apresentam-se alguns resultados complementares na˜o inclu´ıdos anterior-
mente.
Finalmente, o apeˆndice B inclui todo o co´digo R desenvolvido durante esta dissertac¸a˜o,
que inclui va´rias func¸o˜es e scripts :
 construc¸a˜o das caixas de bigodes para as n espe´cies simultaneamente, com base em
dados categorizados;
 representac¸a˜o da distribuic¸a˜o da sequeˆncia de distaˆncias entre nucleo´tidos iguais;
 func¸a˜o massa de probabilidade da mistura de distribuic¸o˜es geome´tricas;
 representac¸a˜o de uma mistura de duas distribuic¸o˜es geome´tricas e das suas compo-
nentes;
 representac¸a˜o dos dendrogramas;
 ana´lise de componentes principais;
 decomposic¸a˜o em valores singulares;
 K-means ;
9 algoritmo EM;
 estimativas iniciais para aplicac¸a˜o do algoritmo EM (mistura de 4 geome´tricas) a`s
46 espe´cies;
 estimativas dos paraˆmetros da mistura de 4 geome´tricas obtidas via algoritmo EM
a`s 46 espe´cies;
 func¸o˜es usadas no ca´lculo das medidas de similaridade;
 ca´lculo das medidas de similaridade entre distribuic¸o˜es para as 46 espe´cies;
 teste de ajustamento do qui-quadrado;
 representac¸a˜o gra´fica das distribuic¸o˜es: emp´ırica, modelo e mistura de quatro geo-
me´tricas (via algoritmo EM);




Neste trabalho analisaram-se as sequeˆncias de ADN completas de 46 espe´cies. Destas,
43 foram obtidas do National Center for Biotechnology Information (NCBI)[14]. No ca-
so das outras treˆs espe´cies, Populus trichocarpa (California poplar), Xenopus tropicalis
(Western clawed frog) e Takifugu rubripes, o genoma da primeira foi obtido no Joint Ge-
nome Institute [21], o da segunda da Xenbase [44] e o da terceira no Genome Project [38].
No pre´-processamento desta informac¸a˜o foram retiradas todas as ocorreˆncias de s´ımbolos
que na˜o sejam um dos quatros nucleo´tidos {A, C, G, T}. Na Tabela 2.1 e´ apresentada a
lista de espe´cies que ira˜o ser analisadas, bem como a versa˜o dos ficheiros que conteˆm os
respectivos genomas completos. Apenas com o objectivo de auxiliar a interpretac¸a˜o dos
resultados, coloriram-se as espe´cies em estudo da seguinte forma: bacte´rias (vermelho),
plantas (azul escuro), animais (preto), protozoa´rios (azul claro) e fungos (verde).
Tabela 2.1: Lista das 46 espe´cies em estudo, com a designac¸a˜o abreviada de cada espe´cie.
Espe´cie Abreviatura Versa˜o
Aeropyrum pernix (bacte´ria) Ap NC000854
Halobacterium salinarum R1 (bacte´ria) Hr NC010364
NC010366
NC010369
Methanococcus jannaschii (bacte´ria) Mj NC000909
NC001732
NC001732
Pyrococcus furiosus (bacte´ria) Pf NC003413
Thermococcus kodakarensis KOD1 (bacte´ria) Tk AP006878
Bacillus anthracis Ames (bacte´ria) Ba NC003997
Bacillus subtilis (bacte´ria) Bs NC000964
continua na pa´gina seguinte
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Tabela 2.1 – continuac¸a˜o da pa´gina anterior
Espe´cie Abreviatura Versa˜o
Chlamydia trachomatis (bacte´ria) Ct NC000117
Clostridium botulinum A (bacte´ria) Cb NC009495
NC009496
Desulfovibrio vulgaris DP4 (bacte´ria) Dv NC008741
NC008751
E coli (bacte´ria) Ec NC000913
Haemophilus influenzae (bacte´ria) Hi NC000907
Helicobacter pylori 26695 (bacte´ria) Hp NC000915
Mycoplasma genitalium (bacte´ria) Mg NC000908
Pseudomonas aeruginosa (bacte´ria) Pa NC002516
Staphylococcus aureus COL (bacte´ria) Sa NC002951
NC006629
Streptococcus mutans (bacte´ria) Sm NC004350
Streptococcus pneumoniae ATCC 700669 (bacte´ria) St NC011900
Arabidopsis thaliana (planta) At AGI 7.2
Oryza sativa (planta) Os NC008394
NC008405
Populus trichocarpa (planta) Po Build 1.0
Vitis vinifera (planta) Vv Build 1.1
Bos taurus (vaca) Bt Build 4.1
Cannis familiaris (ca˜o) Cf Build 2.1
Equus caballus (cavalo) Eq Build 2.1
Gallus gallus (galinha) Gg Build 2.1
Apis mellifera (abelha) Am Build 4.1
Drosophila melanogaster (mosca da fruta) Dm Build 4.1
M musculus (rato) Mu Build 37.1
Caenorhabditis elegans (minhoca) Ce NC003279
Rattus norvegicus (rato) Rn Build 4.1
Xenopus Tropicalis (sapo) Xt Build 4.1
H sapiens (primata) Hs Build 36.3
Macaca mulatta (primata) Mm Build 1.1
Pan troglodytes (primata) Pt Build 2.1
D rerio (peixe) Dr Build 3.1
Takifugu rubripes (peixe) Fu fourth assembly
Ornithorhynchus anatinus (ornitorinco) Oa Build 1.1
Dictyostelium discoideum (protozoa´rio) Dd Build 2.1
Leishmania infantum (protozoa´rio) Li NC009277
NC009386
NC009420
Plasmodium falciparum (protozoa´rio) Pl Build 2.1
Trypanosoma brucei (protozoa´rio) Tb NC005063
NC007276
continua na pa´gina seguinte
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Candida albicans (fungo) Ca NC007436
Neurospora crassa (fungo) Nc NW001091935
NW00102755
Saccharomyces cerevisiae (fungo) Sc SGD 1
Schizosaccharomyces pombe OLD (fungo) Sp Build 1.1
2.1 Mapeamento do ADN em sequeˆncias de distaˆncias
entre nucleo´tidos iguais
A representac¸a˜o de uma sequeˆncia de ADN por uma sequeˆncia de s´ımbolos A, C, G e T
na˜o e´, normalmente, a mais conveniente do ponto de vista da aplicac¸a˜o das te´cnicas
cla´ssicas de ana´lise estat´ıstica. Existe, portanto, a necessidade de fazer a conversa˜o da re-
presentac¸a˜o simbo´lica do ADN para um formato nume´rico cujas propriedades matema´ticas
reflictam, tanto quanto poss´ıvel, as caracter´ısticas biolo´gicas relevantes da sequeˆncia
simbo´lica original. A conversa˜o entre as duas representac¸o˜es, feita por um esquema de
mapeamento, e´, portanto, um processo cr´ıtico que devera´ minimizar a introduc¸a˜o de quais-
quer perturbac¸o˜es capazes de provocar a alterac¸a˜o dos resultados da ana´lise dos dados
(ver Secc¸a˜o 1.3 de [13]).
A escolha do tipo de mapeamento podera´ ser feita de forma a evidenciar certas carac-
ter´ısticas da sequeˆncia de ADN [35]. Podem ser encontradas em [1] e [36] refereˆncias para
mapeamentos que veˆm sendo utilizados por va´rios autores.
Os dados que ira˜o ser analisados neste trabalho foram obtidos atrave´s dos mapeamentos
propostos em [2], designadamente, o mapeamento da distaˆncia entre nucleo´tidos iguais e
o mapeamento da distaˆncia global entre nucleo´tidos iguais.
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Caracterizac¸a˜o do mapeamento das distaˆncias
Seja A = {A,C,G,T}, S = (S1, S2, . . . , SN) uma sequeˆncia simbo´lica de ADN de compri-
mento N e Sx = (Sx1 , S
x
2 , , . . . , S
x
Nx) uma nova sequeˆncia cujos elementos sa˜o os ı´ndices das
posic¸o˜es do nucleo´tido x na sequeˆncia S. Denotar-se-a˜o por s e sx as concretizac¸o˜es das
sequeˆncias S e Sx, respectivamente. O comprimento da sequeˆncia Sx e´ igual ao nu´mero
de nucleo´tidos do tipo x existentes na sequeˆncia simbo´lica de ADN, representando-se por
Nx, x ∈ A. Aplicando o mapeamento da distaˆncia entre nucleo´tidos iguais a` sequeˆncia
Sx, obte´m-se a sequeˆncia de distaˆncias entre nucleo´tidos iguais, Dx, a qual e´ uma














 Sxi+1 − Sxi , i = 1, 2, . . . , Nx − 1N + Sx1 − Sxi , i = Nx
Denotar-se-a´ por dx a concretizac¸a˜o da sequeˆncia Dx.
Aplicando, como exemplo, o mapeamento da sequeˆncia de distaˆncias entre nucleo´tidos
iguais ao fragmento de ADN dado pela sequeˆncia
AAGGTTATCCACTAT , (2.1)
de comprimento N = 15, tem-se que
s = (A,A,G,G,T,T,A,T,C,C,A,C,T,A,T)




2 − sA1 = 2− 1 = 1
dA2 = s
A
3 − sA2 = 7− 2 = 5
dA3 = s
A
4 − sA3 = 11− 7 = 4
dA4 = s
A
5 − sA4 = 14− 11 = 3
dA5 = N + s
A
1 − sA5 = 15 + 1− 14 = 2
Procedendo de igual forma para os restantes nucleo´tidos, obteˆm-se as seguintes sequeˆncias
de distaˆncias:
dA = (1, 5, 4, 3, 2) dC = (1, 2, 12) dG = (1, 14) dT = (1, 2, 5, 2, 5) .
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Note-se que os comprimentos das sequeˆncias sx e dx sa˜o NA = 5 , NC = 3 , NG = 2 e
NT = 5. Para ale´m da sequeˆncia Dx, define-se tambe´m a sequeˆncia de distaˆncias glo-
bal entre nucleo´tidos iguais, D. Esta sequeˆncia resulta da aplicac¸a˜o do mapeamento
da distaˆncia global entre nucleo´tidos iguais a` sequeˆncia S, o qual faz corresponder a cada
posic¸a˜o dessa sequeˆncia o valor da distaˆncia entre o nucleo´tido que se encontra nessa
posic¸a˜o e o nucleo´tido igual que imediatamente o sucede. Caso na˜o exista mais nenhum
nucleo´tido desse tipo ate´ ao final da sequeˆncia S, volta-se ao in´ıcio dessa sequeˆncia e
prossegue-se a contagem ate´ encontrar o primeiro nucleo´tido desse tipo, isto e´, considera-
-se a sequeˆncia S como sendo c´ıclica. A sequeˆncia D pode ser definida analiticamente por
Di =
 min {n ∈ V : Si = Si+n} , se ∃n ∈ V : Si = Si+nN − i+ SSi1 , se @n ∈ V : Si = Si+n , (2.2)
onde i = 1, 2, . . . , N, V = {1, 2, . . . , N − i} e SSi1 e´ a posic¸a˜o da primeira ocorreˆncia do
nucleo´tido Si na sequeˆncia S. A sequeˆncia D tem o mesmo comprimento da sequeˆncia S
e a sua concretizac¸a˜o sera´ denotada por d.
Aplicando (2.2) ao fragmento de ADN (2.1), sabendo que sA1 = 1, s
C
1 = 9 , s
G
1 = 3 e s
T
1 = 5,
os valores de d1 e d4 sa˜o:
d1 = min {1, 6, 10, 13} = 1
d4 = 15− 4 + 3 = 14
Repetindo o mesmo procedimento para as restantes posic¸o˜es, a sequeˆncia de distaˆncias
global entre nucleo´tidos sera´ enta˜o
d = (1, 5, 1, 14, 1, 2, 4, 5, 1, 2, 3, 12, 2, 2, 5) . (2.3)

















, e a sequeˆncia de distaˆncias global D, e´ poss´ıvel reconstruir a
sequeˆncia simbo´lica S = (S1, S2, . . . , SN) determinando iterativamente cada componente
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da sequeˆncia atrave´s das fo´rmulas





 Di + Sxi , x = SiSxi , x 6= Si ,
com i = 1, 2, . . . , N . Na Tabela 2.2 e´ ilustrado o procedimento iterativo para a sequeˆncia
concreta (2.3).
Tabela 2.2: Obtenc¸a˜o da sequeˆncia de ADN
a partir da distaˆncia d e da posic¸a˜o inicial de
cada nucleo´tido x.







1 1 1 9 3 5 A
2 5 2 9 3 5 A
3 1 7 9 3 5 G
4 14 7 9 4 5 G
5 1 7 9 18 5 T
6 2 7 9 18 6 T
7 4 7 9 18 8 A
8 5 11 9 18 8 T
9 1 11 9 18 13 C
10 2 11 10 18 13 C
11 3 11 12 18 13 A
12 12 14 12 18 13 C
13 2 14 24 18 13 T
14 2 14 24 18 15 A
15 5 16 24 18 15 T
A sequeˆncia de distaˆncias D atra´s definida e´ uma variac¸a˜o da sequeˆncia de distaˆncias in
originalmente introduzida por Nair e Mahalakshmi [35], que aqui se definira´ por
in(i) =
 min {n ∈ V : Si = Si+n} , se ∃n ∈ V : Si = Si+nN − i, se @n ∈ V : Si = Si+n , (2.4)
onde i = 1, 2, . . . , N e V = {1, 2, . . . , N − i}. Neste caso, a contagem da distaˆncia ter-
mina no final da sequeˆncia de ADN, ou seja, a contagem na˜o e´ c´ıclica.
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Aplicando (2.4) ao fragmento de ADN (2.1), os valores in(1) e in(6) sa˜o:
in(1) = min {1, 6, 10, 13} = 1
in(4) = 15− 4 = 11
Repetindo o mesmo procedimento para as restantes posic¸o˜es, a sequeˆncia de distaˆncias
global entre nucleo´tidos sera´ enta˜o
in = (1, 5, 1, 11, 1, 2, 4, 5, 1, 2, 3, 3, 2, 1, 0) .
Nesta definic¸a˜o de sequeˆncia de distaˆncias global, o conhecimento da posic¸a˜o da primeira
ocorreˆncia de cada nucleo´tido na sequeˆncia de ADN na˜o e´ suficiente para reconstruir esta
u´ltima, uma vez que na˜o e´ poss´ıvel determinar o tipo de nucleo´tido que ocupa a posic¸a˜o N ,
ou seja, o mapeamento que gera a sequeˆncia in na˜o e´ revers´ıvel.
Ana´lise explorato´ria
Para cada espe´cie foram registadas individualmente as sequeˆncias de distaˆncias entre
nucleo´tidos iguais, dx. Adicionalmente, foi tambe´m registada a sequeˆncia de distaˆncias
global entre nucleo´tidos iguais, d. Os elementos de ambas as sequeˆncias foram calculados
de acordo com os mapeamentos atra´s definidos. Na Tabela 2.3 e´ apresentado um suma´rio
de estat´ısticas referente a` sequeˆncia de distaˆncias global observada para cada uma das
espe´cies. E´ de destacar que, embora o nu´mero ma´ximo de distaˆncias observadas difira de



















)⇔ d¯ = 4N
N
⇔ d¯ = 4 .
No que diz respeito a` variabilidade, nos organismos procariotas os maiores valores foram
observados nas espe´cies Mj e Cb, enquanto que no caso dos organismos eucariotas os
maiores valores foram observados nas espe´cies Dd e Pl.
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Tabela 2.3: Suma´rio de estat´ısticas: bacte´rias, plantas, animais, protozoa´rios
e fungos.
Espe´cie Min 1ºQ. Med 3ºQ Ma´x Me´dia Desv.padra˜o
Ap 1 1 3 5 99 4 3.77
Hr 1 2 3 5 127 4 3.96
Mj 1 1 2 5 180 4 5.04
Pf 1 1 3 5 93 4 4.10
Tk 1 1 3 5 88 4 3.74
Ba 1 1 3 5 110 4 4.18
Bs 1 1 3 5 144 4 3.80
Ct 1 1 3 5 122 4 3.85
Cb 1 1 2 5 156 4 5.06
Dv 1 2 3 5 97 4 3.80
Ec 1 1 3 5 83 4 3.60
Hi 1 1 3 5 156 4 3.96
Hp 1 1 2 5 217 4 4.21
Mg 1 1 3 5 132 4 4.36
Pa 1 2 3 5 134 4 3.94
Sa 1 1 3 5 121 4 4.16
Sm 1 1 3 5 87 4 4.00
St 1 1 3 5 94 4 3.88
At 1 1 3 5 669 4 4.35
Os 1 1 3 5 1003 4 4.29
Po 1 1 2 5 1357 4 4.86
Vv 1 1 2 5 1866 4 4.81
Bt 1 1 3 5 1127 4 4.14
Cf 1 1 2 5 951 4 4.51
Eq 1 1 3 5 1125 4 4.21
Gg 1 1 3 5 1134 4 4.13
Am 1 1 2 5 902 4 5.26
Dm 1 1 3 5 1127 4 4.15
Mu 1 1 3 5 2691 4 4.58
Ce 1 1 2 5 888 4 4.38
Rn 1 1 3 5 2358 4 4.44
Xt 1 1 3 5 912 4 4.06
Hs 1 1 3 5 1819 4 4.34
Mm 1 1 3 5 2897 4 4.31
Pt 1 1 3 5 1541 4 4.31
Dr 1 1 3 5 2256 4 4.96
Fu 1 1 3 5 1010 4 4.21
Oa 1 1 3 5 1022 4 4.17
Dd 1 1 2 4 606 4 7.49
continua na pa´gina seguinte
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Tabela 2.3 – continuac¸a˜o da pa´gina anterior
Espe´cie Min 1ºQ. Med 3ºQ Ma´x Me´dia Desv.padra˜o
Li 1 2 3 5 643 4 4.26
Pl 1 1 2 4 723 4 7.16
Tb 1 1 3 5 762 4 4.25
Ca 1 1 3 5 157 4 4.60
Nc 1 1 3 5 362 4 4.13
Sc 1 1 3 5 398 4 4.10
Sp 1 1 3 5 212 4 4.13
Na Figura 2.1 sa˜o apresentadas as caixas de bigodes1 para as espe´cies em estudo. A
distribuic¸a˜o emp´ırica de cada uma das espe´cies e´ assime´trica positiva. Em relac¸a˜o a`
variabilidade dos dados, verifica-se uma maior concentrac¸a˜o dos 50% dos valores mais
centrais nas espe´cies Hr, Dv, Pa e Li. De salientar que 75% das distaˆncias sa˜o inferiores
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Figura 2.1: Caixas de bigodes das espe´cies da Tabela 2.1: bacte´rias, plantas, animais, protozoa´rios e
fungos.
1 A caixa de bigodes permite a obtenc¸a˜o de informac¸a˜o sobre a localizac¸a˜o central e variabilidade dos
dados (altura da caixa reduzida e bigodes mais pequenos significam que existe uma maior concentrac¸a˜o
dos dados) e tambe´m sobre a assimetria da distribuic¸a˜o e a existeˆncia de observac¸o˜es at´ıpicas.
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2.2 Distribuic¸a˜o das distaˆncias
Admitindo que as sequeˆncias de nucleo´tidos foram geradas por um processo aleato´rio in-
dependente e identicamente distribu´ıdo (i.i.d.), uma distribuic¸a˜o teo´rica admiss´ıvel para
modelar as distaˆncias emp´ıricas entre nucleo´tidos iguais seria dada pela distribuic¸a˜o
geome´trica. Esta possibilidade e´ reforc¸ada pelo facto de a distribuic¸a˜o geome´trica in-
dicar a probabilidade de ocorrer um sucesso apo´s um determinado nu´mero de provas,
independentemente dos resultados das provas anteriores, propriedade que pode ser utili-
zada directamente para o ca´lculo da probabilidade da existeˆncia de uma distaˆncia k entre
dois nucleo´tidos do mesmo tipo. Com base na lei da probabilidade total, uma poss´ıvel
distribuic¸a˜o teo´rica para a sequeˆncia de distaˆncias global, pode ser definida por uma mis-
tura daquelas quatro geome´tricas, as quais correspondem a`s distribuic¸o˜es das distaˆncias
entre os nucleo´tidos A, C, G e T.
Distribuic¸a˜o geome´trica
Designam-se por provas de Bernoulli de paraˆmetro p (0 < p < 1) uma sucessa˜o de provas
independentes realizadas nas mesmas condic¸o˜es, tendo cada prova apenas dois resultados
poss´ıveis, o sucesso e o insucesso. Em cada prova de Bernoulli a probabilidade de sucesso
e´ constante e igual a p. Se a varia´vel aleato´ria (v.a.) Y designar o nu´mero de provas de
Bernoulli ate´ a` ocorreˆncia do primeiro sucesso, tem-se que Y e´ uma v.a. discreta, tomando
um nu´mero finito ou infinito numera´vel de valores com func¸a˜o massa de probabilidade
P (Y = y) = p (1− p)y−1, y = 1, 2, 3, . . . . (2.5)
Nestas condic¸o˜es, diz-se que Y tem uma distribuic¸a˜o geome´trica2 de paraˆmetro p ,
Y ∼ Geom(p) . A sua func¸a˜o de distribuic¸a˜o e´, por definic¸a˜o,
F (y) = P (Y ≤ y) =

0, y < 1
[y]∑
i=1
(1− p)i−1p, y ≥ 1
,
onde [y] representa a parte inteira do nu´mero real y. Atendendo a que F (y), para valores
de y ≥ 1, representa a sucessa˜o das somas parciais de uma se´rie geome´trica de raza˜o 1−p ,
2 Esta distribuic¸a˜o e´, por vezes, chamada de distribuic¸a˜o do tempo de espera por um sucesso.
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com |1− p| < 1, obte´m-se3,
F (y) =
 0 , y < 11− (1− p)y, y ≥ 1 . (2.6)
O valor esperado e a variaˆncia de Y sa˜o, respectivamente,
E (Y ) =
1
p





E (Y ) =
+∞∑
i=1
i(1− p)i−1p = p
+∞∑
i=1









Sabendo que uma se´rie de poteˆncias pode ser deriva´vel termo a termo dentro do seu
intervalo de convergeˆncia, obte´m-se































V ar (Y ) = E
(
Y 2
)− (E (Y ))2 = 1− p
p2
.
Distribuic¸a˜o das distaˆncias em sequeˆncias aleato´rias com s´ımbolos
independentes












3 Seja Sn =
n∑
i=0
ui o termo geral da sucessa˜o das somas parciais de uma se´rie geome´trica de raza˜o
|u| < 1. Enta˜o Sn = 1−un+11−u e limn→∞ Sn =
1
1−u .
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e´ uma sequeˆncia nume´rica, tomando valores 1, 2, . . . , ondeDxi representa a i-e´sima distaˆncia
entre nucleo´tidos do tipo x, com x ∈ A = {A,C,G,T}. Designem-se por pA, pC, pG e pT as
probabilidades de ocorreˆncia dos nucleo´tidos A, C, G e T, respectivamente, numa posic¸a˜o
qualquer na sequeˆncia. Admitindo que as sequeˆncias de nucleo´tidos foram geradas por
um processo aleato´rio i.i.d., enta˜o, para cada x,
Dx ∼ Geom(px).
Atendendo a (2.5), a func¸a˜o massa de probabilidade, fx, vem na forma
fx(k) = P (Dx = k) = P (D = k|x) = px(1− px)k−1, k = 1, 2, . . . . (2.9)
Atendendo a (2.6), a func¸a˜o de distribuic¸a˜o, F x, vem na forma
F x(k) = P (Dx ≤ k) = 1− (1− px)k, k ≥ 1.













onde Nx e´ o comprimento da sequeˆncia Dx (coincidente com o nu´mero de nucleo´tidos do
tipo x existentes na sequeˆncia original de ADN) e N o comprimento da sequeˆncia D.
A distaˆncia global
D ∼ Modelo(p), p = (pA, pC, pG, pT) , (2.12)
cuja func¸a˜o massa de probabilidade, f , atendendo a` lei da probabilidade total, vem na
forma
f(k) = P (D = k) =
∑
x∈A
P (D = k|x) px =
∑
x∈A
px(1− px)k−1px, k = 1, 2, . . . . (2.13)










pxE (Dx) = 4.
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V ar (D) = E
(
D2






− 20 = 2
∑
x∈A
E (Dx)− 20 .
2.3 Distribuic¸a˜o emp´ırica vs Distribuic¸a˜o modelo
O vector da sequeˆncia de distaˆncias global de cada uma das espe´cies foi reduzido a uma
tabela de frequeˆncias
y 1 2 · · · L
fy f1 f2 · · · fL
,
onde fi representa a frequeˆncia absoluta da distaˆncia i e traduz a distribuic¸a˜o emp´ırica
das distaˆncias de cada uma das espe´cies.
Na Figura 2.2 sa˜o apresentadas graficamente4 as distribuic¸o˜es geome´tricas (2.9) e as dis-
tribuic¸o˜es emp´ıricas para as sequeˆncias de distaˆncias entre nucleo´tidos iguais da espe´cie
St. Estes gra´ficos foram obtidos atrave´s da representac¸a˜o das distaˆncias observadas entre
nucleo´tidos, dx, e as curvas (linhas azuis) foram obtidas a partir da distribuic¸a˜o geome´trica
(2.9), com paraˆmetros constantes estimados atrave´s de (2.11), concretamente
DA ∼ Geom(0.3021) DC ∼ Geom(0.1982)
DG ∼ Geom(0.1967) DT ∼ Geom(0.3030) .
4 Por uma questa˜o de melhor visualizac¸a˜o, apenas sa˜o apresentadas as vinte e cinco primeiras distaˆncias
e e´ usada uma linha cont´ınua para representar a distribuic¸a˜o geome´trica, em vez de uma sequeˆncia de
pontos.
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Figura 2.2: Distribuic¸a˜o emp´ırica (gra´fico de barras) e distri-
buic¸a˜o da sequeˆncia de distaˆncias entre nucleo´tidos iguais dx,
para a espe´cie St (conjunto de pontos contidos na curva repre-
sentada a azul).
Na Figura 2.3 e´ apresentado o gra´fico de barras para a mesma espe´cie, St, mas conside-
rando agora a sequeˆncia de distaˆncias global d. A curva (linha azul) foi obtida a partir
da distribuic¸a˜o modelo (2.13), com vector de paraˆmetros de componentes estimadas por
(2.11), tendo resultado
pˆ = (0.3021, 0.1982, 0.1967, 0.3030) .
As representac¸o˜es gra´ficas da distribuic¸a˜o emp´ırica de cada espe´cie e a forma da distri-
buic¸a˜o modelo proposta por [2] incentivam a procura por uma distribuic¸a˜o teo´rica que
melhor se ajuste a` distribuic¸a˜o emp´ırica, sugerindo identificar a melhor mistura finita de
distribuic¸o˜es geome´tricas ajustada. Abordar-se-a´ este assunto no Cap´ıtulo 4.
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Figura 2.3: Distribuic¸a˜o emp´ırica (gra´fico de barras) e distribuic¸a˜o
da sequeˆncia de distaˆncias global d, para a espe´cie St (conjunto de
pontos contidos na curva representada a azul).
2.4 A matriz dos erros relativos
E´ na diferenc¸a entre a distribuic¸a˜o emp´ırica e a frequeˆncia esperada sob a hipo´tese de
independeˆncia que se manifesta a selecc¸a˜o natural na evoluc¸a˜o dos organismos [16]. Adi-
cionalmente, uma forma de melhor salientar a diferenc¸a entre a distribuic¸a˜o emp´ırica de
cada distaˆncia e a correspondente distribuic¸a˜o modelo, e´ analisar o erro de uma relati-
vamente a` outra, por comparac¸a˜o das respectivas distribuic¸o˜es [2]. Na ana´lise que se ira´





, f i0(k) 6= 0
0 , f i0(k) = 0
, (2.14)
onde f i0(k) e´ a frequeˆncia relativa observada da distaˆncia k na i-e´sima espe´cie
5 e f i(k) a
func¸a˜o massa de probabilidade associada a` distribuic¸a˜o modelo, isto e´, (2.13), da i-e´sima
5 No caso das espe´cies com o genoma mais curto (ver Tabela 2.3), foi atribu´ıdo o valor zero ao erro
relativo das distaˆncias para as quais na˜o se registaram ocorreˆncias.
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espe´cie. Os erros relativos podem ser apresentados sob a forma de uma matriz
∆n×p =

δ11 δ12 . . . δ1p





δn1 δn2 . . . δnp
 , (2.15)
onde n representa o nu´mero de espe´cies (indiv´ıduos) e p o nu´mero de valores poss´ıveis
tomados para a varia´vel distaˆncia. Os valores dos erros relativos correspondentes a` i-e´si-
ma espe´cie sa˜o representados por um vector linha δTi = (δi1, δi2, · · · , δip). Por outro lado,
o vector coluna δj = (δ1j, δ2j, · · · , δnj)T conte´m o erro relativo associado a` distaˆncia j
para cada espe´cie. O vector linha pode ser representado como um ponto no espac¸o Rp
e o vector coluna como um ponto no espac¸o Rn. Deste ponto de vista, a matriz ∆n×p e´
representa´vel como uma nuvem de pontos no espac¸o Rp ou no espac¸o Rn. Neste trabalho
considerar-se-a´ a matriz ∆ como uma nuvem de p pontos de coordenadas δj de Rn. Um
dos objectivos sera´ projectar essa nuvem de pontos num espac¸o de menor dimensa˜o, de
forma a tentar deduzir propriedades estat´ısticas associadas a`s distaˆncias nas diferentes
espe´cies.
Do mapeamento da distaˆncia entre nucleo´tidos da sequeˆncia de ADN das diferentes
espe´cies analisadas resultou um elevado nu´mero de valores observados distintos para a
varia´vel distaˆncia. Os resultados obtidos em [2] demonstram que e´ poss´ıvel obter in-
formac¸a˜o sobre o genoma limitando a ana´lise a`s cem primeiras distaˆncias, podendo estas
serem interpretadas como uma assinatura gene´tica. Assim, para a ana´lise realizada na
presente dissertac¸a˜o, considera-se a matriz dos erros relativos constitu´ıda pelas cem pri-
meiras distaˆncias de todas as espe´cies da Tabela 2.1, isto e´, ∆46×100.
Cap´ıtulo 3
Ana´lise Multivariada - Comparac¸a˜o
de Espe´cies
Classificac¸a˜o hiera´rquica, classificac¸a˜o na˜o-hiera´rquica e ana´lise de componentes princi-
pais sa˜o te´cnicas estat´ısticas de ana´lise multivariada que e´ poss´ıvel utilizar para melhor
evidenciar a relac¸a˜o entre os indiv´ıduos. Estas te´cnicas possuem fundamentos teo´ricos
diferentes, podendo ser aplicadas independentemente. Com a classificac¸a˜o hiera´rquica e´
poss´ıvel construir, utilizando todas as varia´veis dispon´ıveis, agrupamentos entre os in-
div´ıduos segundo um grau de similaridade que apresentam entre si e de acordo com um
crite´rio pre´-definido. E´ poss´ıvel tambe´m representar esses grupos no espac¸o bidimensional
atrave´s de um dendrograma (gra´fico em a´rvore). Com a classificac¸a˜o na˜o-hiera´rquica, os
indiv´ıduos sa˜o distribu´ıdos por k grupos especificados inicialmente, de acordo tambe´m
com uma medida de similaridade. Com a ana´lise de componentes principais pretende-
-se a reduc¸a˜o da dimensionalidade original das varia´veis sem perdas significativas de in-
formac¸a˜o.
A aplicac¸a˜o destas te´cnicas incidira´ sobre a matriz dos erros relativos ∆46×100 da Secc¸a˜o 2.4.
3.1 Classificac¸a˜o hiera´rquica e na˜o-hiera´rquica
O objectivo de uma classificac¸a˜o e´ reunir os objectos de uma amostra em grupos, satis-
fazendo a condic¸a˜o de que objectos que pertenc¸am a um mesmo grupo sejam similares
e objectos de grupos diferentes sejam dissimilares, face a um conjunto de varia´veis. A
ideia base e´ maximizar a homogeneidade de objectos dentro de grupos, ao mesmo tempo
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que se maximiza a heterogeneidade entre grupos [17]. O crite´rio em que assenta a de-
cisa˜o de similaridade ou dissimilaridade entre dois indiv´ıduos baseia-se numa medida de
proximidade. No caso do agrupamento de indiv´ıduos, a medida de proximidade sera´
uma medida de distaˆncia, pelo que a similaridade entre dois indiv´ıduos sera´ tanto maior
quanto menor for a distaˆncia entre eles. Para um agrupamento de varia´veis, a medida
a usar sera´ uma medida de associac¸a˜o, eventualmente baseada em coeficientes de cor-
relac¸a˜o1, pelo que quanto maior for o valor desta medida maior sera´ a similaridade entre
as duas varia´veis [23].
A principal diferenc¸a entre a classificac¸a˜o hiera´rquica e a na˜o-hiera´rquica reside no facto
de que, na primeira, quando um indiv´ıduo e´ atribu´ıdo a um grupo esse indiv´ıduo na˜o po-
dera´ transitar para outro grupo, enquanto que na segunda a atribuic¸a˜o de um indiv´ıduo
a um grupo pode ser alterada durante a execuc¸a˜o do algoritmo.
Neste trabalho apenas sera´ feito o agrupamento de indiv´ıduos, ou seja, o agrupamento de
espe´cies.
3.1.1 Medidas de proximidade
Como foi referido anteriormente, na ana´lise de agrupamentos de indiv´ıduos a similaridade
ou dissimilaridade entre dois deles pode ser expressa como uma func¸a˜o de distaˆncia entre
os dois pontos do espac¸o p-dimensional que os representam. Com base nesta distaˆncia,
e´ enta˜o calculada a distaˆncia de cada ponto a todos os outros pontos, constituindo-se
assim uma matriz de distaˆncias, d, designada por matriz de proximidade, a qual descreve
a proximidade entre todos os indiv´ıduos. A matriz d e´ uma matriz quadrada de ordem n,
sime´trica e com todos os elementos da diagonal principal nulos.
d =

0 d(2,1) . . . d(n,1)





d(n,1) d(n,2) . . . 0
 , (3.1)
onde d(i,j) corresponde ao valor da distaˆncia entre os indiv´ıduos de ı´ndices i e j. Esta
medida de distaˆncia satisfaz as seguintes propriedades:
1 Exemplos de coeficientes de correlac¸a˜o: Pearson, Spearman e Kendall.
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 d(i,j) ≥ 0 , ∀ i, j = 1, . . . , n;
 d(i,i) = 0 ,∀ i = 1, . . . , n;
 d(i,j) = d(j,i) ,∀ i, j = 1, . . . , n;
 d(i,j) ≤ d(i,k) + d(j,k) ,∀ i, j, k = 1, . . . , n.
As medidas de distaˆncias que se apresentam a seguir sa˜o as actualmente suportadas pela
func¸a˜o dist() do R. Sejam δTi = (δi1, δi2, . . . δip) e δ
T
j = (δj1, δj2, . . . δjp) os vectores do
i-e´simo e do j-e´simo indiv´ıduo de uma matriz de dados de dimensa˜o (n× p).





|δik − δjk|m , m ∈ N .
A distaˆncia absoluta (tambe´m conhecida por Manhattan ou city-block) e´ um caso




|δik − δjk| .





(δik − δjk)2 . (3.2)
A distaˆncia do ma´ximo ou l∞ e´ mais um caso particular (m → ∞) da distaˆncia de
Minkowski, estando definida por
d(i,j) = max
k
|δik − δjk| .






|δik + δjk| .
A escolha de qual a func¸a˜o de distaˆncia entre indiv´ıduos a utilizar depende do tipo de
dados. Existe uma apeteˆncia natural pela utilizac¸a˜o da distaˆncia euclidiana, uma vez
que a mesma e´ habitualmente utilizada para medir a distaˆncia entre indiv´ıduos no espac¸o
bidimensional ou tridimensional.
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3.1.2 Me´todos hiera´rquicos
Os diferentes me´todos de classificac¸a˜o hiera´rquica podem ser agrupados em duas catego-
rias: os me´todos ascendentes ou aglomerativos (Bottom-Up) e os me´todos descendentes
ou divisivos (Top-Down).
















Figura 3.1: Agrupamento hiera´rquico aglomerativo (bottom-up) e divisivo (top-down).
Nos me´todos aglomerativos, a cada indiv´ıduo corresponde inicialmente um grupo do
qual ele e´ o u´nico elemento. Em cada passo do algoritmo sa˜o fundidos os dois grupos de
indiv´ıduos mais similares, constituindo-se assim um novo agrupamento. Geralmente na˜o
existe nenhum crite´rio de paragem espec´ıfico e esta operac¸a˜o e´ repetida ate´ que todos
os indiv´ıduos estejam reunidos num u´nico agrupamento. Note-se que, em cada passo, os
indiv´ıduos dos grupos que se agregam sa˜o cada vez mais dissimilares. O resultado deste
procedimento designa-se por classificac¸a˜o hiera´rquica ascendente. Os me´todos divisivos
funcionam de maneira oposta a` dos me´todos aglomerativos, colocando inicialmente todos
os indiv´ıduos no mesmo grupo. Em cada passo do algoritmo, este grupo sera´ dividido em
dois outros grupos que conteˆm os objectos mais distintos, parando apenas quando a cada
grupo corresponder apenas um indiv´ıduo. O resultado deste procedimento designa-se por
classificac¸a˜o hiera´rquica descendente. Nos me´todos hiera´rquicos so´ se agregam ou dividem
dois grupos de cada vez e, uma vez formado um grupo, este ja´ na˜o se divide. Os me´todos
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aglomerativos sa˜o os mais usados devido a` sua eficieˆncia computacional, existindo, por
isso, menos implementac¸o˜es dos me´todos divisivos [18].
Algoritmo aglomerativo
(a) In´ıcio: n grupos, cada um com apenas um indiv´ıduo;
(b) Calcular a matriz de proximidade (3.1) de ordem n;
(c) Agrupar num so´ grupo os dois grupos cuja distaˆncia entre si e´ a menor;
(d) Criar uma nova matriz de proximidade de ordem (n− 1). A distaˆncia entre grupos
com mais de um indiv´ıduo sera´ calculada de acordo com um crite´rio de agregac¸a˜o,
que pode ser, por exemplo, um dos seguintes:
1. ligac¸a˜o u´nica (single linkage) - me´todo do vizinho mais pro´ximo: considerando-
-se todos os pares poss´ıveis de membros dos dois grupos em que os elementos de
cada par na˜o pertencem ambos ao mesmo grupo, a distaˆncia entre dois grupos
e´ a menor distaˆncia verificada entre os dois elementos de todos esses pares:
dgrupo1, grupo2 = min
{
d(i,j) : i ∈ grupo1, j ∈ grupo2
}
Este me´todo tende a produzir grupos com efeito de ligac¸a˜o, com indiv´ıduos que
podem estar muito distantes entre si, mas pertencendo a um mesmo grupo2.
2. ligac¸a˜o completa (complete linkage) - me´todo do vizinho mais afastado:
considerando-se todos os pares poss´ıveis de membros dos dois grupos em que
os elementos de cada par na˜o pertencem ambos ao mesmo grupo, a distaˆncia
entre dois grupos e´ a maior distaˆncia verificada entre os dois elementos de todos
esses pares:
dgrupo1, grupo2 = max
{
d(i,j) : i ∈ grupo1, j ∈ grupo2
}
2 Basta que exista um elemento de um grupo pro´ximo de um u´nico elemento do outro grupo para
que estes sejam atra´ıdos, independentemente de haver outros elementos dos grupos que estejam muito
distantes entre si.
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Este me´todo tem uma forte tendeˆncia para produzir grupos compactos com
diaˆmetros aproximadamente iguais dado que, em cada passo, tende a minimizar
as distaˆncias intra-grupo.
3. ligac¸a˜o me´dia (average linkage) - a distaˆncia entre dois grupos e´ obtida
determinando-se a distaˆncia entre os elementos de cada par de elementos dos
dois grupos, em que os elementos de cada par pertencem a grupos diferentes,









onde n1 e n2 representam o nu´mero de elementos do grupo1 e grupo2, respec-
tivamente.
Este me´todo tende a juntar grupos com variaˆncias reduzidas e a produzir gru-
pos com a mesma variaˆncia. Uma vez que considera todos os elementos do
grupo, em vez de um u´nico elemento, tende a ser menos influenciado por valo-
res extremos quando comparado com outros me´todos.
4. me´todo do centro´ide (centroid method) - o centro´ide e´ o ponto me´dio de um
grupo de pontos. E´ frequente o centro´ide na˜o coincidir com um dos pontos do
grupo. Neste me´todo a distaˆncia entre dois grupos e´ definida como a distaˆncia
entre os respectivos centro´ides.
Uma desvantagem deste me´todo verifica-se no caso dos dois grupos possu´ırem
dimenso˜es muito diferentes. O centro´ide do novo agrupamento estara´ mais
pro´ximo do grupo de maior dimensa˜o, pelo que as caracter´ısticas do grupo de
menor dimensa˜o tendera˜o a perder-se.
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5. me´todo de Ward (minimum variance method) A distaˆncia entre dois grupos
[22] e´ dada pelo quadrado da distaˆncia entre os vectores me´dios dos dois grupos
dividido pela soma dos inversos aritme´ticos do nu´mero de elementos de cada











Este me´todo tende a produzir grupos com um nu´mero aproximadamente igual
de indiv´ıduos.
(e) Repetir os passos (c) e (d) ate´ todos os indiv´ıduos estarem juntos num u´nico grupo.
Dendrograma
Baseado numa matriz de proximidade e num crite´rio de agregac¸a˜o, o processo de agru-
pamento hiera´rquico pode ser representado por um dendrograma (diagrama de a´rvore
hiera´rquico). No eixo horizontal sa˜o colocados os indiv´ıduos e no eixo vertical o ı´ndice de
similaridade.
A interpretac¸a˜o de um dendrograma assenta no pressuposto ba´sico de que, para cada
ramo, quanto menor for a distaˆncia (vertical) entre dois pontos, maior sera´ a semelhanc¸a
entre os indiv´ıduos correspondentes ou, por outras palavras, os valores das varia´veis que
modelam esses indiv´ıduos sera˜o mais semelhantes entre si. Isso significa que essas varia´veis
estara˜o mais pro´ximas no espac¸o multidimensional. Assim sendo, os dendrogramas reve-
lam especial utilidade na visualizac¸a˜o de indiv´ıduos representados por pontos em espac¸os
de dimensa˜o superior a treˆs, para os quais a representac¸a˜o gra´fica apresenta manifes-
tas dificuldades. Os ramos da a´rvore fornecem a ordem das (n − 1) ligac¸o˜es, em que o
primeiro n´ıvel representa a primeira ligac¸a˜o, o segundo n´ıvel a segunda ligac¸a˜o, e assim
sucessivamente, ate´ que todos os ramos se juntem, numa hierarquizac¸a˜o baseada no grau
de similaridade entre indiv´ıduos, colocando em ramos adjacentes os grupos que possuem
maior similaridade entre si. Uma outra caracter´ıstica u´til dos dendrogramas e´ a possibi-
lidade de, atrave´s da inspecc¸a˜o dos mesmos, ser poss´ıvel sugerir o nu´mero de grupos a
formar a partir da determinac¸a˜o (subjectiva ou anal´ıtica) do ponto de corte do dendro-
grama.
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3.1.3 Me´todos na˜o-hiera´rquicos
Um dos me´todos na˜o-hiera´rquicos mais utilizado e´ o algoritmo K-means. Existem muitas
variantes deste algoritmo. Nesta secc¸a˜o sera´ abordada uma das variac¸o˜es mais frequen-
temente utilizadas, conhecida por algoritmo de Lloyd [24]. O processo de formac¸a˜o dos
grupos e´ feito iterativamente estabelecendo-se, como paraˆmetros do algoritmo, o nu´mero
de grupos pretendidos, que se denominara´ por k, e para cada um desses grupos um
centro´ide inicial (uma semente). Os centro´ides iniciais podem ser definidos pelo utilizador
ou determinados aleatoriamente. Em cada uma das iterac¸o˜es, e com base numa medida de
proximidade, e´ associado um (novo) agrupamento de indiv´ıduos a cada um dos centro´ides
determinados na iterac¸a˜o anterior. De seguida, procede-se a` actualizac¸a˜o desses centro´ides
de acordo com os indiv´ıduos a ele associados na iterac¸a˜o corrente. O objectivo do algo-
ritmo e´ formar os grupos de modo a que, para cada grupo, se atinja o menor erro interno













onde ci representa o centro´ide do i-e´simo grupo Ci e k o nu´mero total de grupos.
O ciclo de iterac¸o˜es termina quando nenhum dos indiv´ıduos muda de grupo, ou seja,
quando deixam de ocorrer variac¸o˜es dos centro´ides. Esta situac¸a˜o corresponde a um
mı´nimo local do erro E, mas na˜o necessariamente a um mı´nimo global. Isto acontece
porque o algoritmo na˜o vai incidir sobre todos os k agrupamentos poss´ıveis mas sim
apenas sobre aqueles que correspondem aos centro´ides iniciais especificados [41].
Frequentemente, e uma vez que a maior parte da convergeˆncia ocorre nas primeiras
iterac¸o˜es, utiliza-se como crite´rio de paragem uma condic¸a˜o menos r´ıgida como crite´rio de
convergeˆncia, tal como, por exemplo, a na˜o ultrapassagem de uma percentagem ma´xima
de mudanc¸a de indiv´ıduos de um grupo para outro.
Algoritmo K-means
(1) Seleccionar k pontos como centro´ides iniciais (ou sementes);
(2) Formar k grupos, associando cada indiv´ıduo ao centro´ide mais pro´ximo;
(3) Actualizar o centro´ide de cada grupo com base nos indiv´ıduos correntes desse grupo;





A partir da matriz dos erros relativos (ver Secc¸a˜o 2.4) construiu-se a matriz de proximidade
usando a distaˆncia euclidiana como medida de similaridade. Na Figura 3.2 e na Figura 3.3
encontram-se representados os dendrogramas correspondentes, usando como me´todo de




























































































































Figura 3.2: Dendrograma usando a distaˆncia euclidiana como medida de similaridade e a ligac¸a˜o com-
pleta como crite´rio de agregac¸a˜o.
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Figura 3.3: Dendrograma usando a distaˆncia euclidiana como medida de similaridade e o me´todo de
Ward como crite´rio de agregac¸a˜o.
Das Figuras 3.2 e 3.3 e´ evidente que as ramificac¸o˜es dos dendrogramas dependem do
crite´rio de agregac¸a˜o utilizado. No dendrograma da Figura 3.3 e´ vis´ıvel o agrupamento
das espe´cies em procariotas (do lado direito) e eucariotas (do lado esquerdo). Existem,
no entanto, duas espe´cies que, aparentemente, esta˜o fora do agrupamento em que tradi-
cionalmente seriam colocadas: os protozoa´rios Dd e Pl, os quais deveriam estar no grupo
dos eucariotas, e as bacte´rias Mj e Cb, que deveriam estar no grupo dos procariotas. Na
Figura 3.2 a separac¸a˜o entre procariotas e eucariotas na˜o e´ ta˜o evidente, mas as quatro
espe´cies atra´s referidas como excepc¸o˜es continuam a seˆ-lo tambe´m neste dendrograma.
Em relac¸a˜o a`s restantes espe´cies, e em ambos os dendrogramas, verifica-se que os prima-
tas {Hs, Mm, Pt}, os ratos {Mu, Rn}, as leveduras {Sc, Sp} e as bacte´rias {Sm, St}
esta˜o bem agrupados. As espe´cies para as quais o grau de similaridade apresentado na˜o
e´ ta˜o o´bvio sa˜o, em ambas as figuras, o peixe Dr, o qual se encontra ligado ao ramo das
plantas Po e Vv e, apenas na Figura 3.2, o sapo Xt, o qual se encontra ramificado com a
galinha Gg.
Me´todos na˜o-hiera´rquicos
Em virtude do nu´mero elevado de varia´veis tomadas na coluna da matriz dos erros
(p = 100), os resultados que se apresentam a seguir dizem respeito a` aplicac¸a˜o do al-
goritmo K-means apenas a`s dez primeiras varia´veis (δ1, . . . , δ10, segundo Secc¸a˜o 2.4). A
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escolha do nu´mero inicial de agrupamentos para a aplicac¸a˜o do algoritmo foi feita com
base nos resultados da classificac¸a˜o hiera´rquica, mais precisamente no dendrograma da
Figura 3.3, tendo sido escolhidos dois grupos. A escolha dos centro´ides iniciais foi feita
aleatoriamente. A variante do algoritmo K-means seleccionada para execuc¸a˜o na func¸a˜o
kmeans() do R foi o algoritmo de Lloyd3, descrito na Secc¸a˜o 3.1.3.
Correndo va´rias vezes o algoritmo, apresenta-se a seguir, dos va´rios agrupamentos pro-
postos, o agrupamento que apresentou menor erro interno entre os pontos que compo˜em
cada grupo e o centro´ide desse grupo. O erro interno foi de 1.62 para o grupo1 e de 0.69
para o grupo2. Na Tabela 3.1 encontram-se os centro´des de cada grupo e na Tabela 3.12
a distribuic¸a˜o das espe´cies por grupo (23 espe´cies por grupo).
Tabela 3.1: Centro´ides do grupo1 e do grupo2 das primeiras dez varia´veis δj , onde δj representa o erro
relativo da frequeˆncia relativa da j-e´sima distaˆncia.
centro´ides δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8 δ9 δ10
grupo1 0.10 0.03 −0.05 −0.14 −0.15 −0.11 −0.16 −0.13 −0.09 −0.12
grupo2 0.09 −0.09 0.03 −0.15 −0.13 0.03 −0.12 −0.07 0.09 −0.11
Tabela 3.2: Distribuic¸a˜o das espe´cies por grupo.
grupo1 Ap Hr Mj Pf Tk Ba Bs Ct Cb Dv Ec Hi
Hp Mg Pa Sa Sm St Ce Dd Ca Sc Sp
grupo2 At Os Po Vv Bt Cf Eq Gg Am Dm Mu Rn
Xt Hs Mm Pt Dr Fu Oa Li Pl Tb Nc
A representac¸a˜o gra´fica da Figura 3.4 na˜o e´ mais do que uma colecc¸a˜o de projecc¸o˜es
ortogonais da nuvem de n = 46 pontos (espe´cies) sobre os 45 planos coordenados definidos
pelos poss´ıveis pares dos 10 menores valores poss´ıveis para a distaˆncia. Apesar de se
terem considerado apenas as dez primeiras varia´veis, a interpretac¸a˜o gra´fica na˜o e´ muito
elucidativa. A fim de melhor ilustrar a distribuic¸a˜o das espe´cies em estudo por dois grupos
far-se-a´, na Secc¸a˜o 3.2.2, uma aplicac¸a˜o do algoritmo K-means considerando os resultados
obtidos da ana´lise de componentes principais.
3 A func¸a˜o kmeans() do R, na sua versa˜o actual, implementa tambe´m os me´todos de Hartigan-Wong
[19], Forgy [15] e MacQueen [28].




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 3.4: Representac¸a˜o das dez primeiras varia´veis da matriz de erros
relativos ∆46×100, observadas em 23 espe´cies para cada um de dois grupos.
3.2 Ana´lise de componentes principais
A ana´lise de componentes principais (ACP) e´ um me´todo de ana´lise de dados mul-
tivariados que transforma um conjunto de p varia´veis originais correlacionadas entre
si,X1, X2, · · · , Xp , num outro conjunto de novas varia´veis na˜o correlacionadas, CP1,
CP2, · · · ,CPp . Aos elementos deste segundo conjunto chamam-se componentes princi-
pais. Cada componente principal e´ uma combinac¸a˜o linear de todas as varia´veis originais.
As varia´veis originais teˆm a mesma importaˆncia estat´ıstica, enquanto que as componentes
principais sa˜o obtidas por ordem decrescente de ma´xima variaˆncia, ou seja, a componente
principal CP1 dete´m mais informac¸a˜o estat´ıstica que a componente principal CP2, que
por sua vez dete´m mais informac¸a˜o estat´ıstica que a componente principal CP3, e assim
por diante. Aproveitando este facto e´ poss´ıvel conseguir-se uma reduc¸a˜o da dimensio-
nalidade original, pois consideram-se apenas as componentes principais que expliquem a
maior parte da variac¸a˜o associada a`s varia´veis iniciais. Assim, o tratamento dos dados e´
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facilitado visto que, sem perdas significativas de informac¸a˜o, a ana´lise passara´ a incidir
sobre um nu´mero reduzido de varia´veis na˜o correlacionadas.
A te´cnica da ACP foi originalmente descrita em 1901 por Karl Pearson, que na pra´tica
a usou para um ma´ximo de treˆs varia´veis originais, e foi posteriormente consolidada por
Hotelling em 1931.
3.2.1 Metodologia
Na ACP pretende-se transformar um vector p-dimensional X = (X1, X2, · · · , Xp)T num
vector s-dimensional Y = (CP1, CP2, · · · , CPs)T , normalmente de dimensa˜o menor, onde
p representa o nu´mero de varia´veis e s o nu´mero de componentes seleccionadas. A trans-
formac¸a˜o da ACP e´ dada por uma matriz V de dimensa˜o s× p , tal que
Y = V X .
Existem va´rios me´todos para estimar a matriz V . No me´todo convencional, as colunas da
matriz V correspondem aos vectores pro´prios da matriz de correlac¸o˜es ou covariaˆncias; a
ordenac¸a˜o dos vectores pro´prios e´ feita em func¸a˜o dos valores pro´prios correspondentes,
por ordem decrescente dos mesmos. A func¸a˜o princomp() do R utiliza este me´todo4.
Podera´ haver ganhos de eficieˆncia na determinac¸a˜o da matriz V se forem usados ou-
tros me´todos de ca´lculo para a mesma. A escolha desses me´todos alternativos depende de
va´rios factores, incluindo o nu´mero de varia´veis e/ou a dimensa˜o das amostras. A Decom-
posic¸a˜o em Valores Singulares (DVS) e´ um desses me´todos e e´ aquele que se ira´ usar dada
a dimensa˜o dos dados [40]. Existem no R pelo menos duas func¸o˜es, prcomp() e PCA(),
que usam o me´todo DVS como parte do algoritmo que implementam para executar a ACP.
Decomposic¸a˜o em valores singulares
Seja X uma matriz real de dimensa˜o n × p e caracter´ıstica r. Admite-se, sem perda de
generalidade, que n ≥ p e, por conseguinte, r ≤ p. A matriz XTX, de ordem p, e´ uma
matriz sime´trica com p valores pro´prios reais na˜o negativos λ1, λ2, · · · , λp. Designam-se
por valores singulares da matriz X as p ra´ızes quadradas dos valores pro´prios da matriz
4 Esta func¸a˜o na˜o se aplica quando o nu´mero de indiv´ıduos e´ inferior ao nu´mero de varia´veis.
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XTX, isto e´, σi =
√
λi , i = 1, 2, · · · , p. A matriz X admite a decomposic¸a˜o
X = U S V T , (3.3)
chamada decomposic¸a˜o em valores singulares, onde U e´ uma matriz ortogonal n× p,
S uma matriz diagonal p × p, e V T uma matriz ortogonal p × p. As colunas de U
denominam-se vectores singulares a` esquerda, {uk}, e formam uma base ortonormada
do espac¸o gerado pelas colunas de X. As linhas de V T denominam-se vectores singulares
a` direita, {vk}, e formam uma base ortonormada do espac¸o gerado pelas linhas de X.
Pode mostrar-se que as colunas de U correspondem aos vectores pro´prios da matriz XXT
e as colunas de V correspondem aos vectores pro´prios da matriz XTX. Os elementos
da diagonal principal de S correspondem aos valores singulares da matriz X, ou seja,
S = diag(σ1, . . . , σp) . No caso da matriz X possuir r valores singulares na˜o nulos, tem-se
que σ1 > σ2 > . . . > σr > 0 e σr+1 = σr+2 = . . . = σp = 0. Por convenc¸a˜o, a ordenac¸a˜o
dos vectores singulares e´ feita em func¸a˜o dos valores singulares. No caso de X ser uma
matriz quadrada sime´trica, a DVS e´ equivalente a` diagonalizac¸a˜o5 [42]. Para obter a DVS
de uma matriz no R, pode usar-se a func¸a˜o svd()6.
As componentes principais
Seja X = (X1, X2, . . . , Xp)
T o vector das varia´veis originais. As componentes princi-
pais sa˜o combinac¸o˜es lineares das p varia´veis originais correlacionadas entre si X1,X2,
X3, · · · , Xp :
CPj = e1jX1 + e2jX2 + . . .+ epjXp = e
T
j X , (3.4)
onde j = 1, 2, . . . , p e eTj = (e1j, e2j, . . . , epj) sa˜o vectores de constantes. A variaˆncia da
j-e´sima componente principal e´ determinada por




CPij − CP j
)2
n− 1 ,
5 Uma matriz A de ordem m e´ diagonaliza´vel, A = P ΛP−1, se e so´ se possui m vectores pro´prios
linearmente independentes, sendo Λ uma matriz diagonal cujos elementos da diagonal principal sa˜o iguais
aos valores pro´prios da matriz A , e P uma matriz que conte´m os vectores pro´prios associados aos valores
pro´prios de A. Se A e´ uma matriz sime´trica enta˜o e´ diagonaliza´vel por uma matriz ortogonal Q obtida
a partir dos vectores pro´prios de A, isto e´, A = QΛQT .
6 O nu´mero de valores singulares, vectores singulares a` direita e vectores singulares a` esquerda, e´ dado
por min(n, p).
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onde CPij corresponde ao valor da j-e´sima componente principal para o i-e´simo indiv´ıduo.
Os vectores dos coeficientes eTj sa˜o determinados de modo a satisfazerem as condic¸o˜es
seguintes:
 V ar(CP1) ≥ V ar(CP2) ≥ . . . ≥ V ar(CPp);
 Corr (CPi, CPj) = 0, i, j = 1, 2, . . . , p, i 6= j, isto e´, quaisquer duas componentes
principais sa˜o na˜o correlacionadas7;
 eTj ej = 1, j = 1, 2, . . . , p , isto e´, o vector e
T
j tem norma unita´ria.
Quando se usa a matriz de covariaˆncias Σ de X (ou a matriz de correlac¸o˜es de X) para
a obtenc¸a˜o das componentes principais, prova-se que:
(a) os vectores dos coeficientes eTj , j = 1, 2, . . . , p, correspondem aos p vectores pro´prios
associados aos p valores pro´prios (λ1 ≥ λ2 ≥ . . . ≥ λp ≥ 0) da matriz de covariaˆncias
(ou de correlac¸o˜es);




V ar(CPj) = tr (Σ).
Quando se usa a decomposic¸a˜o em valores singulares da matriz X = U S V T para a ob-
tenc¸a˜o das componentes principais, prova-se que:
(a) os vectores dos coeficientes eTj , j = 1, 2, . . . , p, correspondem aos p vectores singu-
lares a` direita8, {vk}, associados aos valores pro´prios (σ21 ≥ σ22 ≥ . . . ≥ σ2p ≥ 0) da
matriz XTX;
(b) V ar(CPj) = σ
2









7 No caso das varia´veis originais seguirem uma distribuic¸a˜o normal p−variada, as componentes prin-
cipais sa˜o independentes.
8 Vectores pro´prios da matriz XTX.
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Para avaliar a contribuic¸a˜o das k primeiras componentes CPk na explicac¸a˜o da variac¸a˜o
total, calcula-se a percentagem de variabilidade explicada pelas primeiras k compo-
nentes principais atrave´s da fo´rmula




× 100 , 1 ≤ k ≤ p. (3.5)
O coeficiente de correlac¸a˜o entre a j-e´sima varia´vel Xj e a k-e´sima componente prin-







A decisa˜o sobre o nu´mero de componentes principais a considerar depende da percenta-
gem de explicac¸a˜o das primeiras k componentes principais. Existem crite´rios pra´ticos e
emp´ıricos para esse efeito (ver, por exemplo, [29]), tais como:
(1) Decidir com base na representac¸a˜o gra´fica, por ordem decrescente, da percentagem
de variac¸a˜o total explicada por cada componente;
(2) Incluir o nu´mero mı´nimo de componentes que expliquem pelo menos 70% da variac¸a˜o
total;
(3) Reter somente aquelas componentes cujas variaˆncias sa˜o maiores do que um.
Em muitas situac¸o˜es, as varia´veis originais X1, X2, . . . , Xp sa˜o medidas em escalas dife-
rentes ou unidades diferentes, o que conduz a grandes discrepaˆncias das variaˆncias. Deste
modo, surge a necessidade de se estabelecer uma certa uniformizac¸a˜o dos dados, o que se




, j = 1, · · · , p .
As varia´veis Zj, j = 1, 2, . . . p teˆm valor me´dio nulo e variaˆncia unita´ria. A matriz de
covariaˆncias das varia´veis Zj e´ igual a` matriz de correlac¸o˜es das varia´veis Xj, isto e´,
Cov(Zi, Zj) = Corr(Xi, Xj).
9 A finalidade deste procedimento e´ uniformizar a importaˆncia estat´ıstica de todas as varia´veis utili-
zadas. Aos valores observados de cada varia´vel e´ subtra´ıdo o seu valor me´dio e divide-se pelo seu desvio
padra˜o.
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De facto, atendendo a` definic¸a˜o de covariaˆncia e a que E(Zj) = 0, vem








Atendendo a`s propriedades de valor esperado e a` definic¸a˜o de correlac¸a˜o,





= Corr (Xi, Xj) .
Em termos geome´tricos, na representac¸a˜o em Rp, a centralizac¸a˜o dos dados equivale a uma
translac¸a˜o do centro de gravidade da nuvem (ponto constitu´ıdo pelos valores me´dios das
varia´veis) para a origem do referencial, e cada eixo, de acordo com o valor do desvio padra˜o
da varia´vel correspondente, sera´ estendido (se
√
σjj < 1) ou contra´ıdo (se
√
σjj > 1), com
factores de alterac¸a˜o das escalas diferenciados para cada eixo. Com a reduc¸a˜o dos dados
elimina-se o problema da escala de medida das varia´veis.
3.2.2 Resultados experimentais
Os vectores dos erros relativos das distaˆncias para as diferentes espe´cies apresentam, de
modo geral, um erro relativo muito elevado a partir de uma determinada distaˆncia, que
e´ menor para os seres menos complexos e maior para os seres mais complexos. O acto
de centrar as componentes destes vectores em relac¸a˜o a` sua me´dia faz com que sejam
tratadas, de forma desigual, os erros relativos associados a`s primeiras distaˆncias. Pore´m,
de acordo com [2], sa˜o estas as que definem uma adequada caracterizac¸a˜o e diferenciac¸a˜o
das espe´cies. Por esse motivo, optou-se por aplicar a ACP a treˆs situac¸o˜es diferentes, de
forma a possibilitar a comparac¸a˜o de resultados: na primeira consideraram-se as varia´veis
padronizadas, na segunda as varia´veis apenas centradas e na terceira as varia´veis sem pa-
dronizac¸a˜o. Os resultados relativos a`s varia´veis padronizadas podem ser obtidos usando,
por exemplo, a func¸a˜o PCA() com o paraˆmetro scale.unit=TRUE, ou a func¸a˜o prcomp()
com os paraˆmetros center=TRUE e scale=TRUE. Ambas as func¸o˜es fazem uso do me´todo
DVS, apesar de no seu output a primeira apresentar os valores pro´prios da matriz de cor-
relac¸o˜es e a segunda a raiz quadrada dos valores pro´prios da matriz de correlac¸o˜es, em vez
de apresentarem o quadrado dos valores singulares e os valores singulares da DVS, respecti-
vamente. Os resultados relativos a`s varia´veis centradas podem ser obtidos com as mesmas
func¸o˜es, mas considerando agora na func¸a˜o PCA() o paraˆmetro scale.unit=FALSE e na
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func¸a˜o prcomp() o paraˆmetro scale=FALSE. As variaˆncias das componentes principais
apresentadas no output da func¸a˜o PCA() sa˜o ideˆnticas aos valores pro´prios da matriz de
covariaˆncias dos dados, e os desvios padra˜o das componentes principais apresentadas no
output da func¸a˜o prcomp() sa˜o iguais a` raiz quadrada dos valores pro´prios da matriz de
covariaˆncias dos dados. Os resultados relativos a`s varia´veis sem padronizac¸a˜o podem ser
obtidos atrave´s da func¸a˜o prcomp(), com os paraˆmetros center=FALSE e scale=FALSE.
Nenhuma das componentes resultantes da ACP parece apresentar um significado o´bvio
como indicador de alguma caracter´ıstica importante associada a` amostra em estudo.
Varia´veis padronizadas
A seguir apresentam-se os resultados obtidos pela aplicac¸a˜o da func¸a˜o PCA() a` matriz
dos erros relativos padronizada. A Tabela 3.3 da´-nos uma primeira informac¸a˜o acerca
da estrutura dos dados. Sa˜o apresentadas para as 15 primeiras componentes principais a
variaˆncia explicada (v.pro´prios), a percentagem de variaˆncia total (% var.total) e a per-
centagem de variaˆncia total acumulada (% var.total acum.). Verifica-se que para explicar
mais de 80% da variaˆncia, e´ necessa´rio considerar apenas as cinco primeiras componen-
tes principais; este e´ um nu´mero bastante reduzido de componentes principais quando
comparado com o nu´mero de varia´veis originais. Em todo o caso, as percentagens de
variaˆncia explicadas pelas componentes CP4 e CP5 sa˜o relativamente baixas, 3.37% e
2.79% respectivamente, quando comparadas com as percentagens de variaˆncia explicadas
pelas componentes CP1 e CP2, que sa˜o de 47.77% e 20.02%, respectivamente. Tendo em
conta os crite´rios de selecc¸a˜o do nu´mero de componentes a considerar (ver Secc¸a˜o 3.2.1),
considerar-se-a˜o apenas as treˆs primeiras componentes principais (ver Figura 3.5).
Tabela 3.3: Variac¸a˜o explicada pelas componentes principais.
c.p. v.pro´prios % var.total % var.total acum.
CP1 47.7663 47.7663 47.7663
CP2 20.0212 20.0212 67.7875
CP3 6.1751 6.1751 73.9626
CP4 4.9042 4.9042 78.8668
CP5 3.3739 3.3739 82.2407
CP6 2.7920 2.7920 85.0328
CP7 2.1717 2.1717 87.2045
continua na pa´gina seguinte
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Tabela 3.3 – continuac¸a˜o da pa´gina anterior
c.p. v.pro´prios % var.total expl. % var.total acum.
CP8 1.8624 1.8624 89.0669
CP9 1.5606 1.5606 90.6275
CP10 1.2148 1.2148 91.8423
CP11 1.1527 1.1527 92.9950
CP12 1.0382 1.0382 94.0332
CP13 0.9080 0.9080 94.9412
CP14 0.8272 0.8272 95.7684
CP15 0.8198 0.8198 96.5882











Figura 3.5: Barplot com os valores pro´prios da matriz de correlac¸o˜es.
Na Tabela 3.4 sa˜o apresentados os pesos das varia´veis que contribu´ıram, em valor abso-
luto, com peso superior ou igual a 0.1 para a formac¸a˜o das treˆs primeiras componentes
principais10. As varia´veis que mais contribu´ıram em valor absoluto para a formac¸a˜o da
componente CP1 foram as varia´veis δ52, δ35, δ37 e δ41; no caso da componente CP2, as
varia´veis que mais contribu´ıram foram as varia´veis δ77, δ79 e δ75; na formac¸a˜o da compo-
nentes CP3, a maior contribuic¸a˜o foi dada pelas varia´veis δ1 e δ10.
10 Os valores da Tabela 3.4 foram obtidos atrave´s da func¸a˜o prcomp(). O sinal dos valores dos vectores
pro´prios sa˜o arbitra´rios, e portanto podem diferir entre implementac¸o˜es da ACP, e mesmo entre verso˜es
do R.
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Tabela 3.4: Vectores pro´prios com peso absoluto igual ou superior a 0.1 nas treˆs
primeiras componentes principais.
δ CP1 CP2 CP3 δ CP1 CP2 CP3
δ1 0.3004 δ51 0.1290
δ2 −0.2116 δ52 0.1387
δ3 −0.2638 δ53 0.1267
δ4 δ54 0.1258 −0.1010
δ5 δ55 0.1069
δ6 −0.1197 δ56 0.1062 −0.1134
δ7 0.2518 δ57
δ8 0.1150 0.2571 δ58
δ9 −0.1275 δ59
δ10 0.1248 0.2973 δ60 0.1134 −0.1158
δ11 0.1481 0.2728 δ61 −0.1241
δ12 −0.1164 δ62 −0.1263 0.1063
δ13 0.1211 0.2381 δ63 −0.1331
δ14 0.1282 0.2089 δ64
δ15 0.1367 δ65 −0.1221 0.1049
δ16 0.1147 0.1705 δ66 −0.1369 0.1007
δ17 0.1039 0.1286 0.1135 δ67 −0.1158
δ18 0.1395 δ68 −0.1140
δ19 0.1149 0.1165 δ69 −0.1050
δ20 0.1153 0.1162 δ70 −0.1141
δ21 0.1147 −0.1365 δ71
δ22 0.1205 0.1091 0.0431 δ72 −0.1213
δ23 0.1258 0.1002 0.0061 δ73 −0.1205
δ24 0.1025 0.1000 −0.1338 δ74 −0.1528 0.1134
δ25 0.1268 δ75 −0.1563
δ26 0.1318 δ76 −0.1389
δ27 0.1171 −0.1141 δ77 −0.1606
δ28 0.1299 δ78 −0.1022
δ29 0.1298 δ79 −0.1566
δ30 0.1218 −0.1122 δ80 −0.1032
δ31 0.1309 δ81 −0.1142
δ32 0.1321 δ82 −0.1451
δ33 0.1257 δ83 −0.1175
δ34 0.1321 δ84 −0.1201
δ35 0.1331 δ85 −0.1249
δ36 0.1327 δ86 −0.1332
δ37 0.1329 δ87 −0.1045 0.1237
δ38 0.1311 δ88 −0.1128
δ39 0.1310 δ89 0.1027 −0.1109
continua na pa´gina seguinte
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Tabela 3.4 – continuac¸a˜o da pa´gina anterior
δ CP1 CP2 CP3 δ CP1 CP2 CP3
δ40 0.1326 δ90 −0.1425
δ41 0.1329 δ91 −0.1237
δ42 0.1315 δ92 −0.1270
δ43 0.1322 δ93 0.1046
δ44 0.1304 δ94 0.1043 −0.1037
δ45 0.1315 δ95 0.1063
δ46 0.1327 δ96 0.1016
δ47 0.1290 δ97 −0.1276
δ48 0.1285 δ98 0.1079 −0.1130
δ49 0.1281 δ99 0.1038
δ50 0.1032 −0.1192 δ100 −0.1293
Devido a` padronizac¸a˜o das varia´veis, o comprimento dos vectores dos erros relativos das
distaˆncias e´ inferior ou igual a` unidade. Em termos geome´tricos, isto significa que os
vectores se encontram dentro de uma hiperesfera de raio 1 cujo centro e´ a origem dos
eixos. Na Figura 3.6 e´ apresentado o c´ırculo de correlac¸o˜es em func¸a˜o das componentes
CP1 e CP2. Nesse c´ırculo, as varia´veis sa˜o representadas graficamente por vectores. A
projecc¸a˜o destes vectores sobre as componentes principais corresponde a` correlac¸a˜o entre
estas e as varia´veis representadas por esses vectores (valores da Tabela A.1 em anexo).
Constata-se que, das cem varia´veis, oito delas, δ3, δ6, δ7, δ8, δ9, δ11, δ12 e δ15, esta˜o corre-
lacionadas negativamente com a componente CP1. Destas, as varia´veis δ6, δ9 e δ12 sa˜o as
que apresentam uma maior correlac¸a˜o negativa (inferior a −0.80) com essa componente.
As restantes varia´veis apresentam uma correlac¸a˜o positiva com a componente CP1: δ4, δ5
e δ10 apresentam uma correlac¸a˜o muito fraca (inferior a 0.07) e as varia´veis compreendidas
entre δ23 e δ54, com excepc¸a˜o de δ24 e δ50, apresentam uma correlac¸a˜o relativamente forte
(superior a 0.80)(ver Tabela A.1 em anexo). Esta constatac¸a˜o e´ tambe´m confirmada pela
ana´lise dos valores do cosseno quadrado apresentados na Tabela 3.5, pois a qualidade de
representac¸a˜o de uma varia´vel e´ medida pelo cosseno quadrado do aˆngulo entre o vector
correspondente a` varia´vel e a projecc¸a˜o desse vector sobre a componente principal dese-
jada11. Se o valor do cosseno quadrado estiver pro´ximo de 1, isso significa que a varia´vel
esta´ bem projectada sobre a componente principal em questa˜o [27].
11 Valores obtidos a partir da func¸a˜o PCA().
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Figura 3.6: C´ırculo das correlac¸o˜es em func¸a˜o das componentes CP1 e CP2.
Mais de metade das primeiras varia´veis, com excepc¸a˜o das varia´veis δ2, δ3 e δ4, apresentam
uma correlac¸a˜o negativa com a componente CP2. A partir da varia´vel δ57, inclusive, e
excluindo a varia´vel δ60, todas as varia´veis apresentam uma correlac¸a˜o positiva com a
componente CP2. Em relac¸a˜o a` componente CP3, a maioria das varia´veis apresenta uma
correlac¸a˜o relativamente fraca (inferior, em valor absoluto, a 0.34) com esta componente,
com excepc¸a˜o das varia´veis, δ2 e δ3, as quais apresentam uma correlac¸a˜o inferior a −0.50,
e das varia´veis δ1, δ7, δ8, δ10, δ11, δ13, δ14 e δ16, as quais apresentam uma correlac¸a˜o
superior a 0.42.
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Tabela 3.5: Valores do cosseno quadrado.
δ CP1 δ CP1 δ CP1 δ CP1
δ1 0.0954 δ26 0.8296 δ51 0.7951 δ76 0.2825
δ2 0.2244 δ27 0.6551 δ52 0.9185 δ77 0.2384
δ3 0.2196 δ28 0.8061 δ53 0.7671 δ78 0.1260
δ4 0.0044 δ29 0.8045 δ54 0.7554 δ79 0.2859
δ5 0.0002 δ30 0.7088 δ55 0.5455 δ80 0.4132
δ6 0.6839 δ31 0.8181 δ56 0.5385 δ81 0.2533
δ7 0.0174 δ32 0.8330 δ57 0.3607 δ82 0.3016
δ8 0.0826 δ33 0.7550 δ58 0.3842 δ83 0.2572
δ9 0.7761 δ34 0.8329 δ59 0.4344 δ84 0.3528
δ10 0.0035 δ35 0.8468 δ60 0.6146 δ85 0.4301
δ11 0.0012 δ36 0.8408 δ61 0.3487 δ86 0.3104
δ12 0.6470 δ37 0.8442 δ62 0.2989 δ87 0.4664
δ13 0.2282 δ38 0.8206 δ63 0.2804 δ88 0.3141
δ14 0.2611 δ39 0.8195 δ64 0.2568 δ89 0.5034
δ15 0.1001 δ40 0.8395 δ65 0.2051 δ90 0.3309
δ16 0.4725 δ41 0.8434 δ66 0.2534 δ91 0.4303
δ17 0.5157 δ42 0.8265 δ67 0.2869 δ92 0.4304
δ18 0.1301 δ43 0.8353 δ68 0.2679 δ93 0.5225
δ19 0.6306 δ44 0.8128 δ69 0.1546 δ94 0.5201
δ20 0.6354 δ45 0.8266 δ70 0.2013 δ95 0.4433
δ21 0.3185 δ46 0.8405 δ71 0.2459 δ96 0.4935
δ22 0.6937 δ47 0.7950 δ72 0.1805 δ97 0.3933
δ23 0.7554 δ48 0.7891 δ73 0.1303 δ98 0.5557
δ24 0.5014 δ49 0.7840 δ74 0.1530 δ99 0.5142
δ25 0.7677 δ50 0.5087 δ75 0.2048 δ100 0.3317
Na Figura 3.7 e´ apresentada a distribuic¸a˜o das espe´cies em func¸a˜o das componentes CP1
e CP2. O eixo das abcissas representa os scores12 para a componente CP1 e o eixo das
ordenadas representa os scores para a componente CP2. Em relac¸a˜o a` componente CP1,
verifica-se que todas as bacte´rias apresentam scores negativos, com excepc¸a˜o das bacte´rias
Mj e Pf. Por outro lado, as espe´cies eucariotas apresentam scores positivos, com excepc¸a˜o
do fungo Sp (score quase nulo) e dos protozoa´rios Dd e Pl. A disposic¸a˜o das espe´cies na
Figura 3.7 torna aparente uma divisa˜o relativamente clara entre, pelo menos, espe´cies
eucariotas e procariotas.
12 Coordenadas das observac¸o˜es no novo sistema de eixos formado pelas componentes principais.
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Figura 3.7: Representac¸a˜o das espe´cies entre CP1 e CP2 (varia´veis originais padronizadas).
As representac¸o˜es do c´ırculo de correlac¸o˜es e da distribuic¸a˜o das espe´cies, em func¸a˜o
das componentes CP1 e CP3, encontram-se em anexo na Figura A.1 e na Figura A.2,
respectivamente; a Figura A.3 e a Figura A.4 apresentam o c´ırculo de correlac¸o˜es e a
distribuic¸a˜o das espe´cies, em func¸a˜o das componentes CP2 e CP3, respectivamente.
Varia´veis apenas centradas
A seguir mostram-se os resultados obtidos pela aplicac¸a˜o da func¸a˜o PCA() a` matriz dos
erros relativos centrada. Na Tabela 3.6 sa˜o apresentadas, para as 15 primeiras componen-
tes principais, a variaˆncia explicada, a percentagem de variaˆncia total e a percentagem
de variaˆncia total acumulada. Verifica-se que para explicar mais de 80% da variaˆncia, e´
necessa´rio considerar apenas as quatro primeiras componentes principais. As percenta-
gens de variaˆncia explicadas pelas componentes CP1, CP2 e CP3 sa˜o de 54.90%, 71.06%
e 76.61%, respectivamente. Tendo em conta os crite´rios de selecc¸a˜o do nu´mero de com-
ponentes a considerar, considerar-se-a˜o apenas as treˆs primeiras componentes principais
(ver Figura 3.8).
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Tabela 3.6: Variac¸a˜o explicada pelas componentes principais.
c.p. v.pro´prios % var.total % var.total acum.
CP1 4.3239 54.8983 54.8983
CP2 1.2726 16.1571 71.0554
CP3 0.4375 5.5541 76.6094
CP4 0.2768 3.5143 80.1238
CP5 0.2467 3.1322 83.2560
CP6 0.2112 2.6817 85.9377
CP7 0.1853 2.3521 88.2898
CP8 0.1721 2.1855 90.4754
CP9 0.1280 1.6254 92.1008
CP10 0.1064 1.3503 93.4510
CP11 0.0896 1.1375 94.5886
CP12 0.0780 0.9901 95.5787
CP13 0.0695 0.8825 96.4612
CP14 0.0617 0.7837 97.2449
CP15 0.0589 0.7483 97.9932
Na Tabela 3.7 sa˜o apresentados os pesos das varia´veis que contribu´ıram, em valor abso-
luto, com peso superior ou igual a 0.1 para a formac¸a˜o das treˆs primeiras componentes
principais13. As varia´veis que mais contribu´ıram em valor absoluto para a formac¸a˜o da
componente CP1 foram as u´ltimas, a partir da varia´vel δ88; no caso da componente CP2,
as varia´veis que mais contribu´ıram foram as varia´veis δ31, δ28, δ37, δ34 e δ25; na formac¸a˜o
da componente CP3, a maior contribuic¸a˜o deveu-se a`s varia´veis δ99, δ68, δ62 e δ61.
Atendendo a` Tabela A.2, em anexo, e relativamente a` CP1, constata-se que a partir da
varia´vel δ89 todas as varia´veis apresentam uma correlac¸a˜o positiva relativamente forte
(superior a 0.83) com essa componente principal. O mesmo acontece tambe´m para as
varia´veis δ85 e δ87. As varia´veis δ9 e δ12 apresentam uma correlac¸a˜o negativa relativa-
mente forte (inferior a −0.83) e a correlac¸a˜o da varia´vel δ18 e´ praticamente nula. Em
relac¸a˜o a` componente CP2, as varia´veis δ13, δ14 e as varia´veis compreendidas entre δ16 e
δ54 (excluindo δ50), sa˜o aquelas que apresentam maior correlac¸a˜o positiva com esta com-
ponente; as varia´veis δ3, δ4, δ6, δ9, δ12 e todas as varia´veis a partir de δ61, inclusive,
apresentam uma correlac¸a˜o negativa relativamente fraca (superior a −0.39) ou mesmo
praticamente nula; as varia´veis δ1, δ2, δ5, δ7, δ8, δ10, δ11, δ15, δ55, δ57, δ58 e δ59 apresentam
13 Os valores da Tabela 3.4 foram obtidos atrave´s da func¸a˜o prcomp().
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uma correlac¸a˜o positiva relativamente fraca (inferior a 0.33). Finalmente, e em relac¸a˜o
a` componente CP3, praticamente todas as varia´veis apresentam uma correlac¸a˜o relativa-
mente fraca (inferior, em valor absoluto, a 0.39) com essa componente, a` excepc¸a˜o de δ61,
δ62, δ63 e δ68, δ74, δ65 e δ66, as quais apresentam correlac¸a˜o positiva.











Figura 3.8: Barplot com os valores pro´prios da matriz de covariaˆncias.
Tabela 3.7: Vectores pro´prios com peso absoluto igual ou superior a 0.1
nas treˆs primeiras componentes principais.







continua na pa´gina seguinte
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Tabela 3.7 – continuac¸a˜o da pa´gina anterior










δ16 δ66 0.1049 0.1905
δ17 0.1045 δ67 0.1016 0.1742
δ18 δ68 0.2344
δ19 0.1400 δ69 0.1057
δ20 0.1306 δ70 0.1287
δ21 δ71
δ22 0.1645 δ72 0.1118
δ23 0.1594 δ73 0.1633
δ24 δ74 −0.1145 0.2173
δ25 0.1836 δ75 0.1184 −0.1223 0.2071
δ26 0.1723 δ76 0.1259 0.1875
δ27 0.1203 δ77 0.1354 −0.1332 0.1706
δ28 0.1966 δ78
δ29 0.1831 δ79 0.1439 −0.1227 0.1463
δ30 0.1303 δ80 0.1603
δ31 0.1972 δ81 0.1387
δ32 0.1834 δ82 0.1574 −0.1161 0.1031
δ33 0.1323 δ83 0.1415 −0.1910
δ34 0.1845 δ84 0.1561
δ35 0.1685 δ85 0.1755
δ36 0.1276 δ86 0.1603
δ37 0.1849 δ87 0.1705 0.1015
δ38 0.1718 δ88 0.1650 −0.1843
δ39 0.1330 δ89 0.2016 −0.1489
δ40 0.1680 δ90 0.1803 −0.1143 −0.1306
δ41 0.1574 δ91 0.1811
δ42 0.1138 δ92 0.1874
δ43 0.1426 δ93 0.1792
δ44 0.1417 δ94 0.1981 −0.1558
δ45 0.1090 δ95 0.1876 −0.1814
δ46 0.1275 δ96 0.1842 −0.2116
δ47 0.1260 δ97 0.1896 −0.1417
δ48 0.1018 δ98 0.2137 −0.1902
continua na pa´gina seguinte
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Tabela 3.7 – continuac¸a˜o da pa´gina anterior
δ CP1 CP2 CP3 δ CP1 CP2 CP3
δ49 0.1193 δ99 0.1977 −0.2821
δ50 0.1228 δ100 0.1732
Na Figura 3.9 e´ apresentada a distribuic¸a˜o das espe´cies em func¸a˜o das componentes CP1
e CP2. Tal como no caso padronizado, tambe´m aqui se verifica uma divisa˜o geral entre
as espe´cies procariotas e eucariotas. Em relac¸a˜o a` CP1, verifica-se que todas as bacte´rias
apresentam scores negativos, com excepc¸a˜o das bacte´rias Mj e Cb. Por outro lado, as
espe´cies eucariotas apresentam scores positivos, com excepc¸a˜o do protozoa´rio Pl. Neste
caso, o protozoa´rio Dd apresenta um score quase nulo.
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Figura 3.9: Representac¸a˜o das espe´cies entre CP1 e CP2 (varia´veis originais apenas centradas).
A representac¸a˜o das espe´cies em func¸a˜o das componentes CP1 e CP3 encontra-se em
anexo na Figura A.5 e a representac¸a˜o das espe´cies em func¸a˜o das componentes CP2 e
CP3 encontra-se em anexo na Figura A.6.
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Varia´veis na˜o padronizadas
A seguir mostram-se os resultados obtidos pela aplicac¸a˜o da func¸a˜o prcomp() a` matriz
dos erros relativos. Na Tabela 3.8 sa˜o apresentadas, para as 5 primeiras componentes
principais, a variaˆncia explicada, a percentagem de variaˆncia total e a percentagem de
variaˆncia total acumulada. Verifica-se que as duas primeiras componentes CP1 e CP2
explicam mais de 94% da variaˆncia: a CP1 contribui com 91.18% e a CP2 contribui com
2.93%.
Tabela 3.8: Variac¸a˜o explicada pelas componentes principais.
c.p. v.pro´prios % var.total % var.total acum.
CP1 47.6292 91.18 91.18
CP2 1.5280 2.93 94.10
CP3 0.9868 1.89 95.99
CP4 0.3318 0.64 96.63
CP5 0.2525 0.48 97.11
A percentagem de variaˆncia total acumulada e´ calculada atrave´s da fo´rmula (3.5), onde
a variaˆncia explicada por cada componente, V ar(CPj), e´ igual ao quadrado dos valores
singulares da DVS da matriz dos erros relativos. A seguir sa˜o apresentados os valores
singulares14, por ordem decrescente.
Tabela 3.9: Valores Singulares da matriz dos erros relativos (varia´veis na˜o padronizadas).
46.2959 8.2921 6.6639 3.8641 3.3706 3.2919 2.9209 2.8179 2.7418
2.4245 2.2044 2.0112 1.7908 1.7839 1.6514 1.5429 1.4651 1.3159
1.0397 0.8603 0.6073 0.5377 0.4105 0.3013 0.2680 0.2099 0.1695
0.1418 0.1343 0.1238 0.1206 0.1008 0.0907 0.0843 0.0648 0.0636
0.0560 0.0556 0.0507 0.0466 0.0432 0.0365 0.0349 0.0281 0.0192
0.0177
Atendendo a que o trac¸o da matriz dos erros relativos e´ igual a 2350.758, as percentagens
de variaˆncia total acumulada para as duas primeiras componentes sa˜o as seguintes:
% var.total acum.(CP1) =
(46.2959)2
2350.758
× 100 = 91.18
14 Os valores singulares foram obtidos usando a func¸a˜o svd().
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% var.total acum.(CP2) =
(46.2959)2 + (8.2921)2
2350.758
× 100 = 94.10
Na Tabela 3.10 sa˜o apresentados os pesos das varia´veis que contribu´ıram, em valor abso-
luto, com peso superior ou igual a 0.1 para a formac¸a˜o das duas primeiras componentes
principais15. As varia´veis compreendidas entre δ51 e δ87, inclusive, com excepc¸a˜o da δ86,
foram as varia´veis que mais contribu´ıram para a formac¸a˜o da componente CP1, com pesos
relativamente pro´ximos. No caso da componente CP2, as varia´veis que mais contribu´ıram
foram as u´ltimas varia´veis, a partir da varia´vel δ88, com excepc¸a˜o das varia´veis δ93 e δ96.
Tabela 3.10: Vectores pro´prios com peso absoluto igual ou superior a 0.1 nas duas
primeiras componentes principais.
δ CP1 CP2 δ CP1 CP2 δ CP1 CP2
δ1 δ35 0.1074 δ69 −0.1307
δ2 δ36 0.1032 δ70 −0.1325
δ3 δ37 0.1158 δ71 −0.1335
δ4 δ38 0.1220 δ72 −0.1255
δ5 δ39 −0.1026 0.1188 δ73 −0.1308
δ6 δ40 −0.1007 0.1219 δ74 −0.1304
δ7 δ41 −0.1029 0.1131 δ75 −0.1270
δ8 δ42 −0.1091 0.1133 δ76 −0.1278
δ9 δ43 −0.1087 0.1251 δ77 −0.1249 −0.1198
δ10 δ44 −0.1100 0.1221 δ78 −0.1276
δ11 δ45 −0.1147 0.1178 δ79 −0.1264 −0.1244
δ12 δ46 −0.1135 0.1127 δ80 −0.1218 −0.1054
δ13 δ47 −0.1157 0.1215 δ81 −0.1201 −0.1089
δ14 δ48 −0.1197 0.1258 δ82 −0.1220 −0.1444
δ15 δ49 −0.1196 0.1272 δ83 −0.1206 −0.1129
δ16 δ50 −0.1177 δ84 −0.1222 −0.1151
δ17 δ51 −0.1242 0.1140 δ85 −0.1204 −0.1380
δ18 δ52 −0.1226 δ86 −0.1195 −0.1447
δ19 δ53 −0.1252 0.1320 δ87 −0.1206 −0.1038
δ20 δ54 −0.1279 0.1211 δ88 −0.1136 −0.1447
δ21 δ55 −0.1271 0.1075 δ89 −0.1105 −0.1750
δ22 δ56 −0.1283 0.1227 δ90 −0.1148 −0.1913
δ23 δ57 −0.1294 δ91 −0.1183 −0.1483
δ24 δ58 −0.1283 δ92 −0.1157 −0.1635
δ25 δ59 −0.1289 δ93 −0.1186 −0.1044
continua na pa´gina seguinte
15 Os valores da Tabela 3.10 foram obtidos atrave´s da func¸a˜o prcomp().
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Tabela 3.10 – continuac¸a˜o da pa´gina anterior
δ CP1 CP2 δ CP1 CP2 δ CP1 CP2
δ26 δ60 −0.1327 0.1269 δ94 −0.1105 −0.1515
δ27 δ61 −0.1265 δ95 −0.1124 −0.1572
δ28 δ62 −0.1280 δ96 −0.1125 −0.1219
δ29 0.1015 δ63 −0.1283 δ97 −0.1097 −0.1795
δ30 0.1036 δ64 −0.1303 δ98 −0.1086 −0.1860
δ31 0.1076 δ65 −0.1289 δ99 −0.1103 −0.1549
δ32 0.1069 δ66 −0.1277 δ100 −0.1175 −0.1701
δ33 0.1074 δ67 −0.1285
δ34 0.1094 δ68 −0.1317
Atendendo a` Tabela A.3, em anexo, constata-se que a maioria das varia´veis esta˜o correla-
cionadas negativamente com a componente CP1, com excepc¸a˜o das varia´veis δ3, δ5, δ6, δ7,
δ8, δ9, δ10, δ11, δ12 e δ15. Destas, as varia´veis δ9 e δ12 apresentam uma correlac¸a˜o positiva
relativamente forte (superior a 0.84) com a componente CP1. Em relac¸a˜o a` componente
CP2, as varia´veis δ2, δ4, δ50, δ57, δ58, δ59 e todas as restantes a partir de δ61 apresentam
correlac¸a˜o negativa, registando-se os maiores valores de correlac¸a˜o a partir da varia´vel
δ74. As restantes varia´veis apresentam uma correlac¸a˜o positiva relativamente fraca, com
excepc¸a˜o das varia´veis δ11, δ15 e δ18.
Atendendo a` Tabela 3.8, tem-se que mais de 94% da variabilidade total dos dados e´
preservada pela projecc¸a˜o da nuvem de pontos (n = 46 espe´cies) sobre o sub-espac¸o
bidimensional de R100 que e´ gerado pelas duas primeiras componentes CP1 e CP2. Este
resultado significa que a distribuic¸a˜o das espe´cies na Figura 3.10 e´ uma representac¸a˜o
bastante fidedigna da nuvem de pontos original.
A` semelhanc¸a dos outros dois casos, varia´veis padronizadas e varia´veis apenas centradas,
tambe´m aqui e´ poss´ıvel identificar as espe´cies procariotas e eucariotas, as quais aparecem
em grupos bem separados na projecc¸a˜o dos dados sobre a componente CP1, com excepc¸a˜o
das bacte´rias Mj e Cb e dos protozoa´rios Dd e Pl.
Pode assim concluir-se que os resultados de todas as ana´lises efectuadas sa˜o concordantes.






































































































Figura 3.10: Representac¸a˜o das espe´cies entre CP1 e CP2 (varia´veis originais na˜o padronizadas).
Aplicac¸a˜o do algoritmo K-means
Dos resultados da ana´lise de componentes principais efectuada a`s varia´veis originais na˜o
padronizadas, concluiu-se que mais de 94% da variabilidade total dos dados e´ explicada
pelas componentes CP1 e CP2. Considerando os scores destas componentes, apresenta-se
a seguir uma aplicac¸a˜o da classificac¸a˜o na˜o-hiera´rquica baseada no algoritmo K-means,
descrito na Secc¸a˜o 3.1.3. Como foi referido na Secc¸a˜o 3.1.4, a escolha do nu´mero de agru-
pamentos foi baseada nos resultados obtidos pela classificac¸a˜o hiera´rquica. Para k = 2
grupos e´ poss´ıvel observar na Figura 3.11 uma divisa˜o entre as espe´cies eucariotas e pro-
cariotas, com excepc¸a˜o das bacte´rias Mj e Cb, que continuam a aparecer no grupo das
espe´cies eucariotas. Recorde-se que, de entre os organismo procariotas, sa˜o estas duas
espe´cies aquelas que apresentam o maior desvio padra˜o. Em relac¸a˜o aos organismos euca-
riotas, os protozoa´rios Dd e Pl sa˜o os que possuem maior desvio padra˜o (ver Tabela 2.3).
O agrupamento que apresentou menor erro interno entre os pontos que compo˜em cada
grupo e o centro´ide desse grupo e´ aquele que se apresenta na Figura 3.11. O erro interno
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foi de 39.22 para o grupo1 e de 29.01 para o grupo2. Na Tabela 3.11 encontram-se os
centro´ides de cada grupo e na Tabela 3.12 a distribuic¸a˜o das espe´cies por grupo (16 no
grupo1 e 30 no grupo2).
Tabela 3.11: Centro´ides do grupo1




Tabela 3.12: Distribuic¸a˜o das espe´cies por grupo.
grupo1 Ap Hr Pf Tk Ba Bs Ct Dv Ec Hi Hp Mg
Pa Sa Sm St
grupo2 Mj Cb At Os Po Vv Bt Cf Eq Gg Am Dm
Mu Ce Rn Xt Hs Mm Pt Dr Fu Oa Dd Li





































































































Figura 3.11: Algoritmo K-means aplicado aos scores das compo-
nentes CP1 e CP2 (varia´veis originais na˜o padronizadas).

Cap´ıtulo 4
Modelac¸a˜o da distribuic¸a˜o das
distaˆncias
A representac¸a˜o gra´fica da distribuic¸a˜o emp´ırica das va´rias espe´cies e a distribuic¸a˜o mo-
delo (2.13) proposta por [2], sugeriram averiguar a existeˆncia de outro modelo teo´rico
alternativo, tambe´m definido por mistura de geome´tricas, que determine um melhor ajus-
tamento da distribuic¸a˜o emp´ırica. Neste cap´ıtulo tentar-se-a´ concretizar este modelo
teo´rico alternativo. A estimac¸a˜o dos paraˆmetros do modelo sera´ feita pelo me´todo da
ma´xima verosimilhanc¸a, atrave´s do algoritmo iterativo EM (Expectation - Maximization).
A aplicac¸a˜o do algoritmo EM tem a vantagem de permitir considerar os efeitos do agru-
pamento dos dados e de simplificar o processo de obtenc¸a˜o das estimativas de ma´xima
verosimilhanc¸a para a mistura de distribuic¸o˜es [31]. A fim de avaliar a qualidade do ajus-
tamento dos va´rios modelos probabil´ısticos teo´ricos a` distribuic¸a˜o emp´ırica, utilizar-se-a´
o teste de ajustamento do qui-quadrado e medidas de similaridade, designadamente uma
medida baseada numa distaˆncia e a medida de Kullback-Liebler.
4.1 Mistura finita de distribuic¸o˜es
Distribuic¸o˜es baseadas em misturas de outras distribuic¸o˜es ocorrem quando a populac¸a˜o e´
constitu´ıda por subgrupos heteroge´neos, cada qual representado por uma distribuic¸a˜o de
probabilidade diferente [25]. Neste trabalho apenas sera´ tratado o caso de uma mistura
finita de distribuic¸o˜es parame´tricas (caso discreto).
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Seja Y1,Y2, . . . ,Yn uma amostra aleato´ria de dimensa˜o n, onde Yj e´ um vector aleato´rio








o vector que representa a amostra total1. Uma realizac¸a˜o do vector aleato´rio Y sera´ de-








, onde yj e´ o valor observado do vector aleato´rio Yj.
De acordo com McLachlan et al. [30], diz-se que Yj tem distribuic¸a˜o pertencente a uma




















sa˜o func¸o˜es massa de probabilidade conhecidas a menos de paraˆmetros
(desconhecidos);




 Ψ e´ um vector que conte´m todos os paraˆmetros desconhecidos do modelo da mistura
e pertence ao espac¸o parame´trico
Ω =
{(





pim = 1 e pim ≥ 0, θm ∈ Θm , 1 ≤ m ≤ g
}
, (4.2)
em que ξ e´ o vector que conte´m todos os paraˆmetros θ1, θ2, . . . , θg, inicialmente





sa˜o designadas por componentes da mistura e pi1, pi2, . . . , pig por









,m = 1, . . . , g, sa˜o func¸o˜es massa de probabili-




























1 O vector Y e´ um n-uplo de pontos em Rp.
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Na maioria das aplicac¸o˜es e´ frequente as componentes da mistura pertencerem a uma













onde f (· |θ ) representa um elemento gene´rico da famı´lia parame´trica {f (yj |θ) : θ ∈ Θ}.
Na formulac¸a˜o do modelo de mistura (4.1) considera-se o nu´mero de componentes g como
sendo fixo, mas em muitas aplicac¸o˜es o valor de g e´ desconhecido e tem de ser inferido a
partir dos dados dispon´ıveis, juntamente com as proporc¸o˜es da mistura e os paraˆmetros
das componentes da mistura. McLachlan et al. [30], afirmam que o teste para o nu´mero
de componentes g numa mistura e´ um problema importante mas muito dif´ıcil, o qual
ainda na˜o foi completamente resolvido.
Concretizac¸a˜o da mistura finita ao caso de geome´tricas
Considere-se uma mistura de distribuic¸o˜es geome´tricas (paraˆmetros diferentes) com g com-
ponentes. Atendendo a` definic¸a˜o de func¸a˜o massa de probabilidade (2.5), as componentes
da mistura na expressa˜o (4.3) sa˜o dadas por
f(k |pm ) = pm(1− pm)k−1, k = 1, 2, . . . , m = 1, 2, . . . g, (0 ≤ pm ≤ 1) . (4.4)
Deste modo,
f (k |Ψ) =
g∑
m=1
pim pm(1− pm)k−1, k = 1, 2, . . . , (0 ≤ pm ≤ 1) . (4.5)
As proporc¸o˜es da mistura pim sa˜o na˜o negativas, a sua soma e´ igual a 1 e o vector Ψ dos
paraˆmetros desconhecidos e´ constitu´ıdo por
Ψ = (pi1, pi2, . . . , pig−1, p1, p2, . . . , pg)T . (4.6)
No caso de duas componentes,
f (k |Ψ) = pi1 p1 (1− p1)k−1 + (1− pi1) p2 (1− p2)k−1, k = 1, 2, . . . , (4.7)
Ψ = (pi1, p1, p2)
T , 0 6 pi 6 1, i = 1, 2 .
Na Figura 4.1 encontram-se representadas duas distribuic¸o˜es geome´tricas de paraˆmetros
p1 = 0.3 e p2 = 0.5 , bem como a curva (cor azul) correspondente a` representac¸a˜o da
mistura destas duas distribuic¸o˜es com pesos pi1 = 0.4 e pi2 = 0.6 .
64 CAPI´TULO 4. MODELAC¸A˜O DA DISTRIBUIC¸A˜O DAS DISTAˆNCIAS
















Figura 4.1: Mistura de duas distribuic¸o˜es geome´tricas com Ψ = (0.4, 0.3, 0.5)
4.1.1 Identificabilidade de misturas de distribuic¸o˜es
A estimac¸a˜o do vector dos paraˆmetros Ψ no modelo (4.1), com base nas observac¸o˜es yj,
tem significado apenas se Ψ for identifica´vel [30]. Em geral, uma famı´lia parame´trica




diz-se identifica´vel se valores distintos de Ψ










se e so´ se
Ψ = Ψ∗ .
No caso de misturas finitas de distribuic¸o˜es, a definic¸a˜o de identificabilidade e´ ligeiramente




em (4.1) tem duas








pertencentes ambas a` mesma famı´lia pa-





tera´ o mesmo valor para cada yj, isto e´, a igualdade (4.8) e´ verificada.
Embora esta classe de misturas possa ser identifica´vel, o vector Ψ na˜o o e´. De facto, se
todas as g componentes da mistura (4.1) pertencerem a` mesma famı´lia parame´trica, enta˜o




sera´ invariante para as g! permutac¸o˜es dos ı´ndices


























duas quaisquer func¸o˜es massa de probabilidade pertencentes a uma classe de misturas
finitas de distribuic¸o˜es parame´tricas. Esta classe de misturas finitas diz-se identifica´vel






















,m = 1, 2, . . . , g . (4.11)
A modelac¸a˜o incorrecta de uma mistura de g − 1 componentes por uma mistura de g
componentes pode ser tratada de duas maneiras:
(1) Um dos pesos na mistura de g-componentes pode ser igualado a zero;
(2) Duas componentes na mistura de g-componentes podem ser encaradas como sendo
a mesma.
4.1.2 Estimac¸a˜o de ma´xima verosimilhanc¸a
Partindo do pressuposto que y1,y2, . . . ,yn sa˜o realizac¸o˜es independentes do vector Y, a



















O me´todo da ma´xima verosimilhanc¸a consiste na maximizac¸a˜o da verosimilhanc¸a L (Ψ)









O objectivo da estimac¸a˜o de ma´xima verosimilhanc¸a e´ determinar uma estimativa Ψˆ
para cada n, de modo a que se defina uma sequeˆncia de ra´ızes de (4.13) que seja consis-
tente e assimptoticamente eficiente3. Sabe-se que tal sequeˆncia existe sob condic¸o˜es de
regularidade apropriadas. Com probabilidade tendendo para 1, esta sequeˆncia de ra´ızes
corresponde ao ma´ximo local no interior do espac¸o parame´trico. Para modelos de es-
timac¸a˜o em geral, a verosimilhanc¸a tem habitualmente um ma´ximo global no interior do
espac¸o parame´trico. Enta˜o, uma sequeˆncia de ra´ızes da equac¸a˜o de verosimilhanc¸a com as
propriedades assimptoticamente desejadas e´ obtida considerando-se Ψˆ para cada n como
sendo a raiz que maximiza globalmente a func¸a˜o de verosimilhanc¸a L(Ψ), isto e´, Ψˆ e´ o
maximizador global da verosimilhanc¸a. Nestas condic¸o˜es, diz-se que Ψˆ e´ o estimador de
ma´xima verosimilhanc¸a [30].
Derivando parcialmente a equac¸a˜o (4.12) em relac¸a˜o aos paraˆmetros pim e θm, as equac¸o˜es

























, m = 1, 2, . . . , g. (4.15)
Igualando as equac¸o˜es (4.14) e (4.15) a zero, na˜o e´ imediata a obtenc¸a˜o da soluc¸a˜o expl´ıcita
para a estimativa de ma´xima verosimilhanc¸a
Ψˆ =
(
pˆi1, pˆi2, . . . , pˆig−1, θˆ1, θˆ2, . . . , θˆg
)T
.
Ao longo dos anos, uma grande variedade de me´todos teˆm sido usados para estimar os
paraˆmetros de misturas de distribuic¸o˜es, tais como, por exemplo, me´todos gra´ficos, o
2 Dado que L (Ψ) > 0 e a func¸a˜o logaritmo e´ mono´tona crescente, a maximizac¸a˜o de L (Ψ) equivale a`
maximizac¸a˜o da func¸a˜o logL (Ψ).
3 A demonstrac¸a˜o de que a sequeˆncia de ra´ızes da equac¸a˜o de verosimilhanc¸a e´ consistente e assimp-
toticamente eficiente pode ser encontrada em [26].
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me´todo dos momentos, o me´todo por distaˆncia mı´nima4, o me´todo de Newton-Raphson,
o me´todo da ma´xima verosimilhanc¸a e abordagens Bayesianas [30]. Neste trabalho, usar-
-se-a´ o me´todo da ma´xima verosimilhanc¸a, via algoritmo EM.
4.2 Algoritmo EM em modelos de misturas
O algoritmo EM assumiu ao longo do tempo um papel de crescente importaˆncia no con-
junto de ferramentas dispon´ıveis em Estat´ıstica Computacional, sendo amplamente uti-
lizado em quase todos os campos onde se recorrem a te´cnicas estat´ısticas [31]. E´ um
algoritmo muito usado no ca´lculo iterativo de estimativas de ma´xima verosimilhanc¸a nos
modelos de misturas finitas. A formulac¸a˜o geral deste algoritmo e das suas propriedades
ba´sicas foi realizada por Dempster, Laird e Rubin, no seu trabalho de 1977 [12], apesar de
antes da sua publicac¸a˜o ja´ terem sido desenvolvidos e aplicados algoritmos semelhantes
em va´rias situac¸o˜es [25].
A metodologia do algoritmo EM consiste em reformular o problema de dados incompletos
num problema de dados completos, estabelecendo uma relac¸a˜o entre as func¸o˜es de verosi-
milhanc¸a destes dois problemas. Embora inicialmente um problema possa na˜o aparentar
ser um problema de dados incompletos, podera´ ser vantajoso formula´-lo artificialmente
como tal, a fim de facilitar a estimac¸a˜o de ma´xima verosimilhanc¸a. Isto deve-se ao facto
de o algoritmo EM explorar a reduc¸a˜o na complexidade da estimac¸a˜o de ma´xima verosi-
milhanc¸a quando aplicado aos dados completos [31].
4.2.1 Estrutura de dados incompletos
Antes de se definir a estrutura de dados incompletos para o problema de misturas,
apresenta-se a seguir a metodologia para a gerac¸a˜o de vectores pseudo-aleato´rios de uma
mistura de func¸o˜es massa de probabilidade.
Uma forma de se gerar um vector aleato´rio Yj da func¸a˜o massa de probabilidade (4.1)
consiste em considerar uma varia´vel aleato´ria categorizada Zj que assuma os valores
1, 2, . . . , g, com probabilidades pi1, pi2, . . . , pig, respectivamente, e supor que a func¸a˜o massa
de probabilidade condicional de Yj, dado Zj = m, e´ fm(yj |θm ), m = 1, 2, . . . , g. Enta˜o,
4 Uma maneira de estimar o vector Ψ num modelo de mistura e´ usando o valor de Ψ que minimiza a
distaˆncia entre a distribuic¸a˜o da mistura FΨ e a distribuic¸a˜o emp´ırica Fˆn, δ(Fˆn, FΨ).
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Neste contexto, a varia´vel Zj pode ser interpretada como uma varia´vel latente do vector
Yj, indicando a componente da qual o vector Yj e´ proveniente. Em vez de se considerar a
varia´vel aleato´ria categorizada Zj, e´ conveniente trabalhar com um vector g-dimensional
Zj = (Z1j, Z2j, . . . , Zgj)
T onde o m-e´simo elemento de Zj e´ definido por
Zmj =
 1, se Yj pertence a` componente fm0, caso contra´rio (4.16)
Uma vez que cada vector Yj provem exactamente de uma componente, tem-se que
g∑
m=1
Zmj = 1 .
Atendendo a (4.16), Zj segue uma distribuic¸a˜o multinomial
Zj ∼Multg (1, pi) , pi = (pi1, pi2, . . . , pig)T ,
onde




2 . . . pi
zgj
g . (4.17)
Uma situac¸a˜o onde o modelo da mistura de distribuic¸o˜es (4.1) e´ directamente aplica´vel
sucede quando o vector Yj e´ extra´ıdo de uma populac¸a˜o G constitu´ıda por g grupos
G1, G2, . . . , Gg, nas proporc¸o˜es pi1, pi2, . . . , pig, respectivamente.
O vector Zj e´ um vector de dados que na˜o e´ observa´vel e tem apenas como finalidade
associar a` j-e´sima observac¸a˜o da amostra uma das g componentes da mistura. O conceito
da existeˆncia deste vector como uma varia´vel latente do vector Yj e´ muito u´til, apesar
de, em termos f´ısicos, nem sempre ser apropriado ver o modelo de mistura neste sentido.
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Sera´ visto que esta conceptualizac¸a˜o do modelo de mistura em termos de Yj e Zj e´ ex-
tremamente u´til, na medida que permite a estimac¸a˜o de ma´xima verosimilhanc¸a atrave´s
do algoritmo EM [30].
Considerem-se y1,y2, . . . ,yn como sendo as n realizac¸o˜es dos vectores aleato´rios i.i.d.
Y1,Y2, . . . ,Yn com func¸a˜o massa de probabilidade comum f(yj) dada por (4.1). Enta˜o,
Y1,Y2, . . . ,Yn
i.i.d.∼ F ,
onde F (yj) representa a func¸a˜o de distribuic¸a˜o correspondente a` func¸a˜o massa de probabi-
lidade f(yj). No aˆmbito da infraestrutura do algoritmo EM, as realizac¸o˜es y1,y2, . . . ,yn
sa˜o vistas como sendo incompletas pois os vectores z1, z2, . . . , zn, indicadores de compo-














e´ o vector dos dados observados (ou dados incompletos) e z =(
zT1 , z
T




e´ o vector na˜o observa´vel das varia´veis indicadoras de componentes. Os
vectores z1, z2, . . . , zn sa˜o realizac¸o˜es dos vectores aleato´rios Z1,Z2, . . . ,Zn, para os quais,
sob a hipo´tese de independeˆncia, e´ apropriado assumir [30] que seguem uma distribuic¸a˜o
multinomial
Z1,Z2, . . . ,Zn
i.i.d.∼ Multg (1, pi) , pi = (pi1, pi2, . . . , pig)T .
A m-e´sima proporc¸a˜o da mistura, pim, pode ser interpretada como a probabilidade a pri-
ori de que a observac¸a˜o pertenc¸a a` m-e´sima componente da mistura (m = 1, 2, . . . , g),
enquanto que a probabilidade a posteriori de que a observac¸a˜o pertenc¸a a` m-e´sima com-
ponente, sabendo que yj ja´ foi observado, e´ dada por
τm(yj|Ψ) = P
(



















) , m = 1, 2, . . . g; j = 1, 2, . . . , n. (4.19)
Se zmj fosse observa´vel, enta˜o a estimativa de ma´xima verosimilhanc¸a de pim (considerando
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, m = 1, 2, . . . , g (4.20)
e a estimativa de θm poderia ser obtido a partir das observac¸o˜es pertencentes a` m-e´sima
componente.
4.2.2 Formulac¸a˜o do algoritmo








o vector dos dados ob-









o vector dos paraˆmetros desconhecidos do modelo de mistura (4.1), a
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O algoritmo EM lida indirectamente com o problema de resolver a equac¸a˜o log-verosi-
milhanc¸a dos dados incompletos (4.13), procedendo iterativamente em termos da func¸a˜o
log-verosimilhanc¸a dos dados completos logLc (Ψ) [30]. A seguir apresenta-se a variante















o valor inicial da estimativa de Ψ e Ψ(k) o valor
aproximado da estimativa de Ψ obtido na k-e´sima iterac¸a˜o do algoritmo.
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 1ª iterac¸a˜o do algoritmo EM:
Passo-E: calcular a esperanc¸a matema´tica condicional da func¸a˜o log-verosimilhanc¸a





= EΨ(0) [ logLc (Ψ) |y ] .
Passo-M: escolher Ψ(1) como sendo um valor de Ψ ∈ Ω que maximiza Q (Ψ; Ψ(0)),




) ≥ Q (Ψ; Ψ(0)) , ∀Ψ ∈ Ω.
Na iterac¸a˜o seguinte, o valor de Ψ(0) e´ substitu´ıdo por Ψ(1).










= EΨ(k) [logLc (Ψ) |y ] . (4.23)
No contexto do modelo de misturas, e como a func¸a˜o logLc (Ψ) e´ linear na varia´vel
na˜o observa´vel zmj, neste passo do algoritmo apenas sera´ necessa´rio calcular a espe-
ranc¸a condicional de Zmj dado o vector de dados observados y, sendo Zmj a varia´vel
aleato´ria correspondente a zmj. Deste modo,
EΨ(k) [logLc (Ψ) |y ] = EΨ(k) [Zmj |y ]






mj e´ a probabilidade a posteriori da j-e´sima observac¸a˜o pertencer a` m-e´sima








) , m = 1, 2, . . . g, j = 1, 2, . . . , n. (4.24)
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Passo-M: escolher Ψ(k+1) como sendo um valor de Ψ ∈ Ω que maximiza Q (Ψ; Ψ(k)),




) ≥ Q (Ψ; Ψ(k)) , ∀Ψ ∈ Ω.
No contexto do modelo de misturas, as estimativas pi
(k+1)
m das proporc¸o˜es da mis-
tura pim sa˜o calculadas independentemente das estimativas ξ
(k+1) do vector ξ dos
paraˆmetros das componentes da mistura. Como no passo-E apenas se substitui zmj
pela sua correspondente esperanc¸a condicional z
(k)
mj na func¸a˜o log-verosimilhanc¸a
completa, enta˜o a estimativa actualizada de pim e´ dada pela substituic¸a˜o de cada
zmj por z
(k)








, m = 1, 2, . . . , g. (4.26)
Assim, no ca´lculo da estimativa de pim na (k+1)-e´sima iterac¸a˜o do algoritmo havera´,
de cada observac¸a˜o yj, uma contribuic¸a˜o igual a` sua probabilidade a posteriori de
pertencer a` m-e´sima componente do modelo de mistura.
No que diz respeito a` actualizac¸a˜o da estimativa do vector ξ na (k+1)-e´sima iterac¸a˜o,
decorre de (4.25) que ξ
(k+1)














Os passos -E e -M sa˜o alternados repetidamente, ate´ que se verifique convergeˆncia,




)− L (Ψ(k)) < ε,
onde ε e´ um valor arbitrariamente pequeno previamente fixado. Dempster et al. [12]
mostraram que a func¸a˜o de verosimilhanc¸a (dados incompletos) e´ na˜o decrescente




) ≥ L (Ψ(k)) , (4.28)
para k = 0, 1, 2, . . . . A func¸a˜o de verosimilhanc¸a sera´ crescente se a desigualdade
(4.28) se verificar no sentido estrito. Assim, para uma sequeˆncia limitada superi-











mente para algum L∗. Em quase todas as aplicac¸o˜es, L∗ e´ um valor estaciona´rio,
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Algumas propriedades do algoritmo
O algoritmo EM possui algumas propriedades que o tornam atraente [31], entre as quais
as seguintes:
 e´ numericamente esta´vel, aumentando a verosimilhanc¸a em cada iterac¸a˜o;
 a sua convergeˆncia e´ fia´vel sob condic¸o˜es bastante gerais, pois a convergeˆncia ocorre
quase sempre para um ma´ximo local, mesmo quando a escolha de Ψ(0) na˜o e´ a
melhor;
 a sua implementac¸a˜o e´ relativamente fa´cil, quer analiticamente quer computacio-
nalmente. Em particular, e´ geralmente fa´cil de programar e requer pouco espac¸o de
armazenamento. Observando o crescimento mono´tono da verosimilhanc¸a durante o
processo iterativo, e´ fa´cil monitorizar a convergeˆncia e os erros de programac¸a˜o;
 o custo por iterac¸a˜o e´ geralmente baixo, o que pode minorar a importaˆncia do facto
de o algoritmo EM necessitar geralmente de um nu´mero de iterac¸o˜es mais elevado
que outros algoritmos;
 pode ser usado para estimar paraˆmetros de dados incompletos.
O algoritmo EM tambe´m possui algumas fraquezas, entre as quais as seguintes:
 por vezes e´ muito lento a convergir, mesmo quando aplicado a problemas aparente-
mente simples e a problemas onde exista muita informac¸a˜o em falta;
 em alguns casos, pode na˜o ser poss´ıvel tratar analiticamente o passo-E.
74 CAPI´TULO 4. MODELAC¸A˜O DA DISTRIBUIC¸A˜O DAS DISTAˆNCIAS
Aplicac¸a˜o do algoritmo a dados categorizados
Com o objectivo de ajustar um modelo de mistura de distribuic¸o˜es geome´tricas (4.5) a`
distribuic¸a˜o emp´ırica da distaˆncia global entre nucleo´tidos, sera´ descrito nesta secc¸a˜o o
algoritmo EM para a estimac¸a˜o de ma´xima verosimilhanc¸a do vector dos paraˆmetros desse
modelo. O desenvolvimento teo´rico apresentado a seguir sera´ feito com base na Secc¸a˜o
4.2.2. Tomar-se-a´ em considerac¸a˜o o facto de os dados observados aos quais se ira´ aplicar
o algoritmo EM ja´ se encontrarem categorizados5:
y 1 2 · · · L
fy f1 f2 · · · fL
,
onde fy representa a frequeˆncia absoluta da distaˆncia y e
L∑
y=1
fy = N . (4.29)
Substituindo em (4.21) as componentes da mistura (4.4), a func¸a˜o verosimilhanc¸a com-



































Para a mistura de g distribuic¸o˜es geome´tricas, o passo-E na (k + 1)-e´sima iterac¸a˜o do





























































)y−1 , m = 1, 2, . . . , g. (4.33)
No passo-M, as estimativas actualizadas das proporc¸o˜es da mistura, atendendo a (4.26),















e as estimativas actualizadas dos paraˆmetros das componentes da mistura, derivando a











, m = 1, 2, . . . , g . (4.35)
4.2.3 Resultados experimentais
Nesta secc¸a˜o sa˜o apresentados os resultados da aplicac¸a˜o do algoritmo EM a` deter-
minac¸a˜o das estimativas dos paraˆmetros da mistura de duas, treˆs e quatro distribuic¸o˜es
geome´tricas, para a espe´cie St. Para as restantes espe´cies, os resultados da estimac¸a˜o
dos paraˆmetros da mistura de quatro geome´tricas pelo algoritmo EM encontram-se na
Secc¸a˜o 4.4.
A escolha das estimativas iniciais, no caso da mistura de duas e quatro distribuic¸o˜es,
foi feita com base na frequeˆncia relativa pˆx da ocorreˆncia do nucleo´tido do tipo x ∈ A,
enquanto que no caso da mistura de treˆs distribuic¸o˜es a escolha foi arbitra´ria. O crite´rio
de paragem do algoritmo EM baseou-se na diferenc¸a entre valores consecutivos da func¸a˜o
log-verosimilhanc¸a dos dados observados, ou seja,∣∣logL (Ψ(k+1))− logL (Ψ(k))∣∣ < ε , (4.36)
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onde ε e´ um valor fixo pre´-definido. Para ale´m das estimativas dos paraˆmetros das mis-







e o gra´fico das distribuic¸o˜es resultantes das misturas.
Mistura de duas distribuic¸o˜es geome´tricas - espe´cie St
Na Tabela 4.1 sa˜o apresentadas as estimativas de ma´xima verosimilhanc¸a para os paraˆmetros
de uma mistura de duas distribuic¸o˜es geome´tricas. O ca´lculo dos valores iniciais para a
aplicac¸a˜o do algoritmo EM foi baseado na fo´rmula (2.11), tendo-se atendido ao facto de
os nucleo´tidos {A,T} e {C,G} estarem presentes no genoma na mesma proporc¸a˜o. Assim
sendo, consideraram-se para as componentes da mistura os valores p
(0)
1 = pˆ




C = 0.1982. Aos pesos da mistura, uma vez que a probabilidade de ocorreˆncia
de qualquer nucleo´tido na sequeˆncia de ADN e´ a mesma, foram atribu´ıdos os valores
pi
(0)
1 = 0.5 e pi
(0)
2 = 0.5. O crite´rio (4.36) foi aplicado com ε = 10
−5.
Tabela 4.1: Resultados do algoritmo EM para uma mistura
de duas distribuic¸o˜es geome´tricas. Os dados observados dizem








0 0.5 0.5 0.3021 0.1982 ...
1 0.5062 0.4938 0.3175 0.2052 3439.93
... ... ... ... ... ...
10 0.5113 0.4887 0.3487 0.1929 31.6274
... ... ... ... ... ...
50 0.5050 0.4950 0.3555 0.1919 0.3616
... ... ... ... ... ...
1000 0.3719 0.6281 0.4019 0.2043 0.1229
... ... ... ... ...
4000 0.2240 0.7760 0.5075 0.2181 0.00697
... ... ... ... ... ...
8631 0.1889 0.8111 0.5549 0.2216 9.9e-05
... ... ... ... ... ...
11033 0.1858 0.8142 0.5600 0.222 1.2e-05
... ... ... ... ... ...
11277 0.1857 0.8143 0.5602 0.2220 9.99e-06
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Como se pode ver na Tabela 4.1 o algoritmo foi relativamente lento a satisfazer o crite´rio
estabelecido, o que apenas sucedeu na iterac¸a˜o 11277. De acordo com a Figura 4.2, que
diz respeito a` sequeˆncia de valores da func¸a˜o log-verosimilhanc¸a dos dados observados,
verifica-se que a func¸a˜o log-veromilhanc¸a e´ mono´tona crescente em cada iterac¸a˜o6 e que
a partir de certa altura ocorre uma estabilizac¸a˜o na evoluc¸a˜o das estimativas.














































Figura 4.2: Sequeˆncia de valores da func¸a˜o log-verosimilhanc¸a
{logL (Ψ(k))}k∈N para a mistura de duas geome´tricas, referente a`
espe´cie St.
A Figura 4.3 mostra uma representac¸a˜o da distribuic¸a˜o emp´ırica7, juntamente com a curva
(linha azul) da distribuic¸a˜o modelo (2.13) e as curvas que resultaram da mistura de duas
distribuic¸o˜es geome´tricas com paraˆmetros diferentes (linha vermelha e linha verde).
6 Como referido na Secc¸a˜o 4.2.2, sucede quando existe convergeˆncia do algoritmo EM.
7 Apenas sa˜o apresentadas as primeiras 25 distaˆncias, por uma questa˜o de melhor visualizac¸a˜o.
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Figura 4.3: Mistura de duas distribuic¸o˜es geome´tricas. A curva a azul corresponde a` distribuic¸a˜o modelo
(2.13). A curva a vermelho corresponde ao vector dos paraˆmetros Ψˆ = (pi(0), p(0)), onde pi(0) = (0.5, 0.5)
e p(0) = (0.3021, 0.1982). A curva a verde corresponde ao vector dos paraˆmetros Ψˆ = (pi(11277), p(11277)),
obtido a partir do algoritmo EM, onde pi(11277) = (0.1857, 0.8143) e p(11277) = (0.5602, 0.2220).
A curva a vermelho foi obtida considerando os valores iniciais do algoritmo EM como
sendo estimativas dos paraˆmetros da mistura. A curva a verde resultou das estimativas
dos paraˆmetros obtidas na iterac¸a˜o 11277 do algoritmo EM. Pela observac¸a˜o da Figura
4.3, constata-se que ha´ uma ligeira diferenc¸a entre a distribuic¸a˜o modelo (2.13) e as
misturas de distribuic¸o˜es de quatro geome´tricas. A distribuic¸a˜o que aparenta ajustar-
-se melhor a` distribuic¸a˜o emp´ırica e´ aquela que resultou da aplicac¸a˜o do algoritmo EM.
Apesar das diferenc¸as, visualmente podera´ concluir-se que estas distribuic¸o˜es sa˜o ambas
uma aproximac¸a˜o relativamente razoa´veis da distribuic¸a˜o emp´ırica.
Mistura de treˆs distribuic¸o˜es geome´tricas - espe´cie St
Na Tabela 4.2 sa˜o apresentadas as estimativas de ma´xima verosimilhanc¸a para os paraˆ-
metros de uma mistura de treˆs distribuic¸o˜es geome´tricas. A determinac¸a˜o dos valores
iniciais para a aplicac¸a˜o do algoritmo EM resultou de uma escolha arbitra´ria. Os valores
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escolhidos foram os seguintes:
pi
(0)
1 = 0.1 pi
(0)
2 = 0.2 pi
(0)
3 = 0.7 p
(0)
1 = 0.1 p
(0)
2 = 0.5 p
(0)
3 = 0.7 (4.37)
e o crite´rio (4.36) foi aplicado com ε = 10−5.
Constata-se que ha´ uma grande diferenc¸a entre a distribuic¸a˜o modelo proposta por [2]
e a mistura de distribuic¸o˜es que usa como paraˆmetros os valores das estimativas iniciais
(4.37). Apesar disso, o algoritmo EM acabou sempre por satisfazer o crite´rio estabelecido.
Verificou-se que a func¸a˜o log-veromilhanc¸a e´ tambe´m mono´tona crescente em cada iterac¸a˜o
(ver Figura 4.4) e que, a partir de certa altura, ocorre uma estabilizac¸a˜o na evoluc¸a˜o das
estimativas. A aplicac¸a˜o do algoritmo EM a este caso e´ uma ilustrac¸a˜o da propriedade que
o algoritmo EM possui (ver Secc¸a˜o 4.2.2) de convergir quase sempre para um ma´ximo local
da func¸a˜o log-verosimilhanc¸a, mesmo quando as estimativas iniciais na˜o sa˜o as melhores.
Tabela 4.2: Resultados do algoritmo EM para uma mistura de treˆs distribuic¸o˜es












0 0.1 0.2 0.7 0.1 0.5 0.7 ...
1 0.2657 0.2314 0.5029 0.1204 0.2977 0.4947 766945.1
2 0.2842 0.2445 0.4713 0.1425 0.2632 0.4381 51499.83
... ... ... ... ... ... ... ...
10 0.2982 0.2607 0.4411 0.1760 0.2348 0.3691 50.9377
... ... ... ... ... ... ... ...
3500 0.1 0.8487 0.0583 0.1398 0.2609 1 0.0066
... ... ... ... ... ... ... ...
5008 0.0926 0.8487 0.0589 0.1373 0.2598 1 1.32e-05
... ... ... ... ... ... ... ...
5074 0.0926 0.8487 0.0587 0.1373 0.2598 1 9.98e-06
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Figura 4.4: Sequeˆncia de valores da func¸a˜o log-verosimilhanc¸a
{logL (Ψ(k))}k∈N para a mistura de treˆs geome´tricas, referente a`
espe´cie St.
A Figura 4.5 mostra uma representac¸a˜o da distribuic¸a˜o emp´ırica8, juntamente com a
curva (linha azul) da distribuic¸a˜o modelo (2.13) e as curvas que resultaram da mistura de
treˆs distribuic¸o˜es geome´tricas com paraˆmetros diferentes (linha vermelha e linha verde).
A curva a vermelho foi obtida considerando-se os valores iniciais do algoritmo EM como
sendo estimativas dos paraˆmetros da mistura e a curva a verde resultou das estimativas dos
paraˆmetros obtidas na iterac¸a˜o 5074 do algoritmo EM. A distribuic¸a˜o que graficamente
aparenta ajustar-se melhor a` distribuic¸a˜o emp´ırica e´ a mistura de treˆs geome´tricas que
resultou da aplicac¸a˜o do algoritmo EM.
8 Apenas sa˜o apresentadas as primeiras 25 distaˆncias, por uma questa˜o de melhor visualizac¸a˜o.
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Figura 4.5: Mistura de treˆs distribuic¸o˜es geome´tricas. A curva a azul corresponde a` distribuic¸a˜o
modelo (2.13). A curva a vermelho corresponde ao vector dos paraˆmetros Ψˆ = (pi(0), p(0)), onde
pi(0) = (0.1, 0.2, 0.7) e p(0) = (0.1, 0.5, 0.7). A curva a verde corresponde ao vector dos paraˆmetros
Ψˆ = (pi(5074), p(5074)), onde pi(5074) = (0.0926, 0.8487, 0.0587) e p(5074) = (0.1373, 0.2598, 1), obtido a
partir do algoritmo EM.
Mistura de quatro distribuic¸o˜es geome´tricas - espe´cie St
Na Tabela 4.3 sa˜o apresentadas as estimativas de ma´xima verosimilhanc¸a para os paraˆme-
tros de uma mistura de quatro distribuic¸o˜es geome´tricas. O ca´lculo dos valores iniciais
para as componentes da mistura foi baseado na fo´rmula (2.11). No caso dos pesos da
mistura atendeu-se ao facto de a probabilidade de ocorreˆncia dos nucleo´tidos {A,C,G,T}
na sequeˆncia de ADN ser a mesma. Assim sendo, consideraram-se para pesos da mistura
pi
(0)




A = 0.3021 p
(0)
2 = pˆ
C = 0.1982 p
(0)
3 = pˆ
G = 0.1967 p
(0)
4 = pˆ
T = 0.3030 .
O crite´rio (4.36) foi aplicado com ε = 10−5, tendo sido satisfeito na iterac¸a˜o 3997. Tam-
be´m neste caso, verifica-se que a func¸a˜o log-veromilhanc¸a e´ mono´tona crescente em cada
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iterac¸a˜o (ver Figura 4.6) e que a partir de certa altura ocorre uma estabilizac¸a˜o na evoluc¸a˜o
das estimativas.
Tabela 4.3: Resultados do algoritmo EM para uma mistura de quatro distribuic¸o˜es geome´tricas. Os
















0 0.25 0.25 0.25 0.25 0.3021 0.1982 0.1967 0.3030 ...
1 0.2532 0.2468 0.2467 0.2533 0.3178 0.2058 0.2040 0.3187 3614.95
2 0.2537 0.2463 0.2463 0.2537 0.3237 0.2033 0.2013 0.3247 756.19
... ... ... ... ... ... ... ... ... ...
127 0.2451 0.2548 0.2547 0.2454 0.3513 0.2012 0.1864 0.3666 0.9846
128 0.2450 0.2549 0.2548 0.2453 0.3512 0.2012 0.1864 0.3668 1.0033
... ... ... ... ... ... ... ... ... ...
244 0.2365 0.2671 0.2633 0.2331 0.2971 0.2209 0.1809 0.4323 9.6063
... ... ... ... ... ... ... ... ... ...
1000 0.3527 0.4006 0.1911 0.0556 0.2726 0.2726 0.1618 1 0.3058
... ... ... ... ... ... ... ... ... ...
3650 0.3973 0.4512 0.0929 0.0586 0.2599 0.2599 0.1374 1 4.34e-05
... ... ... ... ... ... ... ... ... ...
3997 0.3974 0.4513 0.0926 0.0587 0.2598 0.2598 0.1373 1 9.96e-06
Adicionalmente, verifica-se que a partir da iterac¸a˜o 1000 os valores das estimativas dos
paraˆmetros p1 e p2 sa˜o iguais. Somando os valores das estimativas dos pesos pi1 e pi2,
obte´m-se pi(3997) = (0.8487, 0.0926, 0.0587) e p(3997) = (0.2598, 0.1373, 1). Permutando
o primeiro ı´ndice com o segundo nestes vectores, conclui-se que esta mistura de quatro
geome´tricas pode ser modelada pela mistura de treˆs geome´tricas anteriormente obtida
(ver Secc¸a˜o 4.1.1). Este facto tambe´m pode ser constatado na Figura 4.7, que mostra
uma representac¸a˜o da distribuic¸a˜o emp´ırica, juntamente com a curva (linha azul) da
distribuic¸a˜o modelo (2.13) e as curvas que resultaram da mistura de quatro distribuic¸o˜es
geome´tricas com paraˆmetros diferentes (linha vermelha e linha verde). A curva a vermelho
foi obtida considerando-se os valores iniciais do algoritmo EM como sendo estimativas dos
paraˆmetros da mistura e a curva a verde resultou das estimativas dos paraˆmetros obtidas
na iterac¸a˜o 3997 do algoritmo EM. Na Figura 4.7 e na Figura 4.5 a curva a verde corres-
ponde a` mesma distribuic¸a˜o.
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Figura 4.6: Sequeˆncia de valores da func¸a˜o log-verosimilhanc¸a
{logL (Ψ(k))}k∈N para a mistura de quatro geome´tricas, referente
a` espe´cie St.
























Figura 4.7: Mistura de quatro distribuic¸o˜es geome´tricas. A curva a azul corresponde a` distri-
buic¸a˜o modelo (2.13). A curva a vermelho corresponde ao vector dos paraˆmetros Ψˆ = (pi(0), p(0)),
onde pi(0) = (0.25, 0.25, 0.25, 0.25) e p(0) = (0.3021, 0.1982, 0.1967, 0.3030). A curva a verde corres-
ponde ao vector dos paraˆmetros Ψˆ = (pi(3997), p(3997)), onde pi(3997) = (0.3974, 0.4513, 0.0926, 0.0587)
e p(3997) = (0.2598, 0.2598, 0.1373, 1).
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4.3 Teste de ajustamento e medidas de similaridade
Em face dos resultados obtidos na Secc¸a˜o 4.2.3, na˜o se exclui a possibilidade de uma das
distribuic¸o˜es teo´ricas Modelo(p), Mgeom(Ψ(0)) e Mgeom(Ψ(EM)) se ajustar a` distribuic¸a˜o
emp´ırica da sequeˆncia de distaˆncias global D, onde a primeira dessas distribuic¸o˜es teo´ricas
corresponde a` distribuic¸a˜o modelo (2.13) com paraˆmetro p =
(
pA, pC, pG, pT
)
, a segunda
a uma mistura finita de distribuic¸o˜es geome´tricas com Ψ(0) representando o vector dos
paraˆmetros iniciais do algoritmo EM, e a terceira a uma mistura finita de distribuic¸o˜es
geome´tricas com Ψ(EM) representando o vector dos paraˆmetros obtido pelo algoritmo EM.
Teste do qui-quadrado
Para testar a qualidade do ajustamento entre a distribuic¸a˜o emp´ırica e, por exemplo, a
distribuic¸a˜o Mgeom(Ψ(EM)) , realizar-se-a´ o teste de ajustamento do qui-quadrado. As
hipo´teses a serem testadas sa˜o:
H0 : D ∼Mgeom(Ψ(EM)) vs H1 : D Mgeom(Ψ(EM))
Denote-se por:
 L o nu´mero de categorias (distaˆncias) e N o comprimento da sequeˆncia D;
 nobs,k o nu´mero de observac¸o˜es, ou frequeˆncia absoluta observada, da categoria k;
 pk a probabilidade de se obter uma observac¸a˜o na categoria k, assumindo que a
observac¸a˜o foi extra´ıda de uma mistura finita de distribuic¸o˜es geome´tricas.
A frequeˆncia esperada da categoria k, quando a hipo´tese H0 e´ verdadeira, e´ dada por
nesp,k = n pk .







Sendo verdadeira a hipo´tese H0, esta estat´ıstica tem distribuic¸a˜o assimpto´tica de um qui-
quadrado com (L−r−1) graus de liberdade, onde r e´ o nu´mero de paraˆmetros desconheci-
dos da distribuic¸a˜o especificada em H0 estimados a partir da amostra. Se a hipo´tese H0 for
verdadeira, a diferenc¸a entre o valor observado e o respectivo valor esperado, nobs,k−nesp,k,
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na˜o deve ser muito grande e, consequentemente, o valor observado da estat´ıstica de teste
χ2Pobs sera´ pequeno. Deste modo, e´-se levado a concluir que as frequeˆncias observadas sa˜o
provenientes de uma mistura finita de distribuic¸o˜es geome´tricas.
Em relac¸a˜o a` espe´cie St, tem-se L = 74 (nu´mero de distaˆncias com frequeˆncia absoluta





pim pm(1− pm)k−1, k = 1, 2, . . . , L . (4.39)
Como estimativas dos paraˆmetros da mistura, consideraram-se os valores obtidos na ite-
rac¸a˜o 5074 do algoritmo EM, ou seja,
pˆim = (0.0926, 0.8487, 0.0587) e pˆm = (0.1373, 0.2598, 1) .
De salientar que apenas 20% das frequeˆncias esperadas teˆm valor inferior a 5. O valor ob-
servado da estat´ıstica de teste e´ χ2Pobs = 7392.62 e o valor p igual a 2×10−16. Perante estes
resultados, pode concluir-se que, a um n´ıvel de significaˆncia de 1%, rejeita-se a hipo´tese de
uma mistura de treˆs distribuic¸o˜es geome´tricas se ajustar a` distribuic¸a˜o emp´ırica. Contudo,
este resultado na˜o e´ surpreendente dado o elevado nu´mero de observac¸o˜es que constitui a
sequeˆncia de distaˆncias global. Nestes casos, os testes de ajustamento tendem a ser na˜o
conservativos, pelo que se rejeita sempre a hipo´tese H0.
Medidas de similaridades
Para avaliar a similaridade entre a distribuic¸a˜o emp´ırica e o modelo teo´rico poder-se-a´









onde f0(k) representa a frequeˆncia relativa observada da distaˆncia k e f(k) a f.m.p. asso-
ciada a` distribuic¸a˜o teo´rica [6]. O valor da medida S1 esta´ compreendido entre 0 e 1.
Quanto mais pro´ximo o seu valor estiver de 1, maior sera´ a similaridade entre as duas
distribuic¸o˜es.
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Ale´m da medida S1 existem outras medidas, tais como o coeficiente de correlac¸a˜o linear
de Pearson e a entropia relativa (ou divergeˆncia de Kullback-Liebler). O coeficiente de
correlac¸a˜o linear de Pearson produz resultados que sa˜o qualitativamente similares aos
obtidos pela medida S1. No entanto, na utilizac¸a˜o do coeficiente de correlac¸a˜o linear de
Pearson existem diferenc¸as importantes que devem ser consideradas na sua utilizac¸a˜o, tais
como, por exemplo, o facto de ser sens´ıvel a observac¸o˜es at´ıpicas [6]. A entropia relativa










Tem-se que DKL ≥ 0 e, em geral, DKL(f0, f) 6= DKL(f, f0). Deste modo, DKL na˜o e´ uma
distaˆncia, embora muitas vezes seja denominada distaˆncia de Kullback-Liebler. No uso
desta medida utilizam-se as seguintes convenc¸o˜es:














Sa˜o apresentados a seguir, para cada uma das espe´cies em estudo, os resultados das es-
timativas dos paraˆmetros da distribuic¸a˜o Modelo(p), das estimativas dos paraˆmetros da
mistura de quatro distribuic¸o˜es geome´tricas Mgeom(Ψ(EM)), do teste de ajustamento do
qui-quadrado e dos valores das medidas de similaridade S1 e Kullback-Liebler entre a
distribuic¸a˜o emp´ırica e os modelos teo´ricos Modelo(p), Mgeom(Ψ(0)) e Mgeom(Ψ(EM)) .
Na ana´lise efectuada foram consideradas todas as distaˆncias.
Na Tabela 4.4 encontram-se os valores obtidos atrave´s da fo´rmula (2.11) para as estimati-
vas do paraˆmetro pˆx , x ∈ A, da distribuic¸a˜o da sequeˆncia de distaˆncias entre nucleo´tidos
Dx, para cada uma das espe´cies em estudo.
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Tabela 4.4: Estimativa do paraˆmetro pˆx , x ∈ A, da distribuic¸a˜o da sequeˆncia de distaˆncias
entre nucleo´tidos Dx, para cada uma das espe´cies em estudo.
Esp. pˆA pˆC pˆG pˆT Esp. pˆA pˆC pˆG pˆT
Ap 0.2156 0.2835 0.2796 0.2213 Cf 0.2937 0.2064 0.2064 0.2936
Hr 0.1706 0.3286 0.3286 0.1723 Eq 0.2924 0.2074 0.2076 0.2926
Mj 0.3442 0.1555 0.1574 0.3429 Gg 0.2921 0.2077 0.2078 0.2924
Pf 0.2962 0.2037 0.2040 0.2961 Am 0.3366 0.1636 0.1632 0.3367
Tk 0.2410 0.2604 0.2596 0.2390 Dm 0.2888 0.2112 0.2111 0.2889
Ba 0.3224 0.1779 0.1759 0.3238 Mu 0.2918 0.2080 0.2081 0.2921
Bs 0.2818 0.2181 0.2171 0.2830 Ce 0.3226 0.1775 0.1773 0.3226
Ct 0.2942 0.2065 0.2066 0.2927 Rn 0.2905 0.2096 0.2096 0.2903
Cb 0.3549 0.1429 0.1395 0.3627 Xt 0.2987 0.2013 0.2013 0.2986
Dv 0.1839 0.3162 0.3153 0.1845 Hs 0.2952 0.2045 0.2046 0.2957
Ec 0.2462 0.2542 0.2537 0.2459 Mm 0.2956 0.2043 0.2044 0.2957
Hi 0.3102 0.1916 0.1899 0.3083 Pt 0.2964 0.2034 0.2035 0.2968
Hp 0.3030 0.1961 0.1926 0.3082 Dr 0.3171 0.1830 0.1829 0.3169
Mg 0.3457 0.1578 0.1591 0.3374 Fu 0.2726 0.2273 0.2273 0.2728
Pa 0.1686 0.3357 0.3299 0.1658 Oa 0.2725 0.2276 0.2273 0.2726
Sa 0.3359 0.1630 0.1652 0.3360 Dd 0.3881 0.1123 0.1118 0.3877
Sm 0.3146 0.1854 0.1829 0.3171 Li 0.2021 0.2983 0.2970 0.2025
St 0.3021 0.1982 0.1967 0.3030 Pl 0.4031 0.0969 0.0970 0.4030
At 0.3200 0.1802 0.1801 0.3197 Tb 0.2667 0.2322 0.2317 0.2694
Os 0.2823 0.2177 0.2178 0.2822 Ca 0.3313 0.1670 0.1681 0.3336
Po 0.3316 0.1687 0.1685 0.3311 Nc 0.2507 0.2492 0.2496 0.2506
Vv 0.3275 0.1728 0.1727 0.3271 Sc 0.3098 0.1909 0.1906 0.3087
Bt 0.2910 0.2087 0.2088 0.2915 Sp 0.3193 0.1804 0.1803 0.3199
Na aplicac¸a˜o do algoritmo EM consideraram-se como estimativas iniciais os valores do
vector Ψ(0) da distribuic¸a˜o Mgeom(Ψ(0)), em que os pesos da mistura sa˜o iguais para to-
das as espe´cies, pi(0) = (0.25, 0.25, 0.25, 0.25), e como componentes da mistura os valores
da Tabela 4.4.
Na Tabela 4.5 encontra-se, para cada espe´cie, o nu´mero da iterac¸a˜o (coluna Iter.(k)) em
que o crite´rio ε = 10−5 do algoritmo EM foi atingido, bem como as estimativas do vector
dos paraˆmetros da distribuic¸a˜o Mgeom(Ψ(EM)) nessa iterac¸a˜o. Dos resultados a´ı apre-
sentados conclui-se que a modelac¸a˜o, no caso das bacte´rias Hr, Dv e Pa e do protozoa´rio
Li, podera´ ser feita considerando uma mistura de apenas duas geome´tricas. No caso das
bacte´rias Ap, Pf, Ct, Hp e St, do protozoa´rio Pl e do fungo Nc, a modelac¸a˜o podera´
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ser feita considerando uma mistura de apenas treˆs geome´tricas. Na classe dos animais e
das plantas na˜o se identificou nenhum caso em que fosse poss´ıvel reduzir para menos de
quatro o nu´mero de componentes da mistura.
Tabela 4.5: Resultados das estimativas do vector dos paraˆmetros Ψ(EM) = (pˆi, pˆ), obtidas pelo algoritmo
EM com ε = 10−5, onde pˆi = (pˆi1, pˆi2, pˆi3, pˆi4) e pˆ = (pˆ1, pˆ2, pˆ3, pˆ4), para cada uma das espe´cies em estudo.
Esp. Iter.(k) pˆi1 pˆi2 pˆi3 pˆi4 pˆ1 pˆ2 pˆ3 pˆ4
Ap 20592 0.01310 0.24743 0.34700 0.39247 0.11476 0.42621 0.22372 0.22372
Hr 585 0.09074 0.32966 0.32966 0.24993 0.11618 0.28247 0.28247 0.28247
Mj 115071 0.19404 0.01696 0.11194 0.67706 0.67741 0.06623 0.10645 0.28141
Pf 3726 0.14713 0.09101 0.49204 0.26982 0.69915 0.12488 0.24891 0.24891
Tk 30103 0.45483 0.14992 0.38009 0.01515 0.23169 0.54062 0.23169 0.12730
Ba 25088 0.50960 0.40840 0.04032 0.04168 0.34429 0.19501 0.10504 1.00000
Bs 87227 0.43343 0.50867 0.00654 0.05136 0.30411 0.20668 0.10501 1.00000
Ct 19617 0.21604 0.00662 0.45966 0.31768 0.53253 0.10065 0.22030 0.22030
Cb 73282 0.47628 0.09740 0.02748 0.39884 0.24709 0.11165 0.07026 0.49303
Dv 1473 0.09740 0.32292 0.32289 0.25680 0.13387 0.27582 0.27582 0.27582
Ec 32524 0.45912 0.01680 0.45872 0.06537 0.25649 1.00000 0.25649 0.16150
Hi 55778 0.09326 0.21977 0.00038 0.68658 1.00000 0.16700 0.04779 0.26583
Hp 3904 0.29086 0.46642 0.03907 0.20365 0.22301 0.22301 0.10789 0.84099
Mg 1165 0.12597 0.21460 0.33092 0.32851 1.00000 0.13818 0.28410 0.28414
Pa 824 0.24578 0.32063 0.32055 0.11304 0.28516 0.28516 0.28516 0.12706
Sa 3775 0.36821 0.19404 0.39603 0.04171 0.29794 0.13934 0.29779 1.00000
Sm 4700 0.33228 0.41001 0.17768 0.08003 0.27015 0.26937 0.15213 1.00000
St 3997 0.39739 0.45135 0.09261 0.05866 0.25982 0.25982 0.13727 1.00000
At 44601 0.19058 0.17827 0.00394 0.62721 0.53736 0.13845 0.05879 0.27381
Os 6910 0.34099 0.00775 0.31031 0.34094 0.34063 0.06283 0.16554 0.34061
Po 8808 0.06110 0.29176 0.02044 0.62670 1.00000 0.16297 0.06123 0.34534
Vv 16869 0.09156 0.21138 0.01262 0.68444 0.89279 0.14480 0.05486 0.31005
Bt 149024 0.62318 0.01356 0.27732 0.08594 0.29908 0.08831 0.16916 0.69643
Cf 29256 0.20210 0.00105 0.11575 0.68110 0.56839 0.03230 0.11871 0.25830
Eq 66883 0.62547 0.00077 0.19516 0.17860 0.27054 0.05218 0.14342 0.57118
Gg 38733 0.63042 0.00005 0.06374 0.30578 0.22857 0.01338 0.11842 0.43705
Am 23968 0.57132 0.08542 0.00424 0.33902 0.24903 0.09074 0.03826 0.51868
Dm 52733 0.74100 0.20943 0.00412 0.04545 0.29497 0.15149 0.06868 1.00000
Mu 21013 0.57483 0.00042 0.02545 0.39930 0.21128 0.01607 0.08445 0.41949
Ce 18634 0.05104 0.74506 0.08992 0.11398 1.00000 0.24815 0.11149 0.81433
Rn 32105 0.41398 0.02219 0.00039 0.56344 0.41420 0.08173 0.01968 0.20799
Xt 111125 0.14980 0.16840 0.00015 0.68164 0.62797 0.14810 0.03933 0.26013
Hs 16947 0.70534 0.00019 0.12346 0.17101 0.25989 0.01991 0.12454 0.59992
Mm 22959 0.71364 0.00014 0.10167 0.18456 0.25202 0.01810 0.11987 0.59075
Pt 21466 0.70285 0.00019 0.12529 0.17167 0.25994 0.02209 0.12512 0.60030
continua na pa´gina seguinte
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Tabela 4.5 – continuac¸a˜o da pa´gina anterior
Esp. Iter.(k) pˆi1 pˆi2 pˆi3 pˆi4 pˆ1 pˆ2 pˆ3 pˆ4
Dr 19073 0.46100 0.03924 0.00066 0.49910 0.40556 0.09193 0.01548 0.20849
Fu 56355 0.45332 0.00921 0.00014 0.53733 0.19056 0.07419 0.01556 0.36107
Oa 30612 0.75982 0.14642 0.00039 0.09337 0.27580 0.13437 0.03410 0.64871
Dd 1387 0.12160 0.15919 0.02416 0.69505 1.00000 0.12324 0.03299 0.37481
Li 487 0.11393 0.32848 0.32818 0.22941 0.11228 0.29681 0.29681 0.29681
Pl 599 0.39015 0.03813 0.18158 0.39014 0.45253 0.04271 0.13130 0.45253
Tb 7934 0.23714 0.44061 0.01422 0.30802 0.36779 0.18972 0.07282 0.36780
Ca 7866 0.68267 0.01508 0.25251 0.04974 0.33214 0.06781 0.15098 1.00000
Nc 7385 0.42038 0.00343 0.15670 0.41950 0.29588 0.05153 0.14312 0.29588
Sc 11051 0.03937 0.42100 0.00188 0.53776 1.00000 0.18370 0.04647 0.33022
Sp 34415 0.70287 0.22921 0.00353 0.06439 0.29140 0.15562 0.06961 1.00000
Aplicou-se tambe´m o algoritmo EM apenas a`s cem primeiras distaˆncias e, a` semelhanc¸a
de resultados obtidos por [2] com outras metodologias, tambe´m aqui os resultados sa˜o
muito pro´ximos daqueles que se obtiveram considerando todas as distaˆncias no algoritmo
EM.
A` semelhanc¸a do que aconteceu para a espe´cie St, tambe´m para as restantes espe´cies a
aplicac¸a˜o do teste de ajustamento do qui-quadrado levou a` rejeic¸a˜o da hipo´tese de uma
mistura de quatro distribuic¸o˜es geome´tricas se ajustar a` distribuic¸a˜o emp´ırica. Este re-
sultado ja´ era esperado, dado o elevado nu´mero de observac¸o˜es que constituem o conjunto
das distaˆncias entre nucleo´tidos por genoma sequenciado.
Na Tabela 4.6 encontram-se os valores da medida de similaridade S1, definida em (4.40),
calculados entre a distribuic¸a˜o emp´ırica e cada um dos modelos teo´ricos Modelo(p),
Mgeom(Ψ(0)) e Mgeom(Ψ(EM)). Das treˆs distribuic¸o˜es, aquela que melhor se ajusta
a` distribuic¸a˜o emp´ırica, para cada uma das espe´cies, foi a que resultou da aplicac¸a˜o do al-
goritmo EM, isto e´, a distribuic¸a˜o Mgeom(Ψ(EM)). A qualidade do ajustamento e´ melhor
nas espe´cies para as quais a modelac¸a˜o corresponde a uma mistura de quatro geome´tricas.
Os piores resultados do ajustamento verificam-se nas espe´cies para as quais a modelac¸a˜o
da mistura corresponde a uma mistura de duas geome´tricas.
Os resultados referentes a` medida de Kullback-Liebler apresentam-se em anexo na Ta-
bela A.4, mas na˜o fornecem informac¸a˜o relevante para ale´m daquela ja´ obtida atrave´s da
distaˆncia S1.
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Tabela 4.6: Resultados da aplicac¸a˜o da medida de similaridade S1 entre a distribuic¸a˜o emp´ırica
e cada uma das distribuic¸o˜es teo´ricas: Modelo( p), mistura de quatro distribuic¸o˜es geome´tricas
com os paraˆmetros iniciais do algoritmo EM, Mgeom(Ψ(0)), e mistura de quatro distribuic¸o˜es
geome´tricas com paraˆmetro obtidos pelo algoritmo EM, Mgeom(Ψ(EM)), para cada uma das
espe´cies em estudo.
Esp. Modelo (p) Mgeom(Ψ(0)) Mgeom(Ψ(EM)) Esp. Modelo (p) Mgeom(Ψ(0)) Mgeom(Ψ(EM))
Ap 0.9583 0.9544 0.9642 Cf 0.9360 0.9276 0.9908
Hr 0.9112 0.9062 0.9144 Eq 0.9436 0.9361 0.9946
Mj 0.9405 0.9015 0.9828 Gg 0.9629 0.9548 0.9925
Pf 0.9453 0.9418 0.9858 Am 0.9395 0.8976 0.9928
Tk 0.9508 0.9506 0.9669 Dm 0.9521 0.9482 0.9943
Ba 0.9581 0.9408 0.9794 Mu 0.9451 0.9373 0.9860
Bs 0.9535 0.9515 0.9804 Ce 0.9242 0.9097 0.9912
Ct 0.9616 0.9572 0.9847 Rn 0.9444 0.9374 0.9852
Cb 0.9591 0.8904 0.9791 Xt 0.9564 0.9465 0.9955
Dv 0.9528 0.9489 0.9550 Hs 0.9444 0.9350 0.9924
Ec 0.9641 0.9640 0.9735 Mm 0.9446 0.9348 0.9899
Hi 0.9402 0.9352 0.9821 Pt 0.9449 0.9350 0.9924
Hp 0.9050 0.9018 0.9853 Dr 0.9574 0.9332 0.9872
Mg 0.9197 0.8925 0.9641 Fu 0.9521 0.9495 0.9835
Pa 0.9266 0.9334 0.9309 Oa 0.9474 0.9453 0.9894
Sa 0.9589 0.9335 0.9717 Dd 0.9071 0.8183 0.9645
Sm 0.9417 0.9309 0.9709 Li 0.9129 0.9089 0.9245
St 0.9550 0.9486 0.9778 Pl 0.9369 0.7924 0.9479
At 0.9642 0.9388 0.9923 Tb 0.9428 0.9413 0.9797
Os 0.9499 0.9444 0.9878 Ca 0.9444 0.9163 0.9734
Po 0.9438 0.9199 0.9946 Nc 0.9543 0.9543 0.9771
Vv 0.9422 0.9217 0.9950 Sc 0.9615 0.9500 0.9840
Bt 0.9530 0.9458 0.9956 Sp 0.9575 0.9391 0.9844
A titulo de exemplo, apresentam-se na Figura 4.8 as representac¸o˜es gra´ficas das dis-
tribuic¸o˜es emp´ıricas e das distribuic¸o˜es Modelo(p) (linha azul) e Mgeom(Ψ(EM)) (linha
verde) referentes a`s espe´cies Mj, Pf, Hp e Dv. Para a espe´cie Dv a diferenc¸a entre os dois
modelos teo´ricos e´ mı´nima. Em anexo, na Figura A.7, apresentam-se as representac¸o˜es
das distribuic¸o˜es para a classe das plantas.
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Figura 4.8: Distribuic¸a˜o emp´ırica (gra´fico de barras) vs Distribuic¸o˜es teo´ricas Modelo(p)
(linha azul) e Mgeom(Ψ(EM)) (linha verde), das espe´cies Mj, Pf, Hp e Dv.

Cap´ıtulo 5
Concluso˜es e trabalho futuro
Nesta dissertac¸a˜o foram aplicadas algumas ferramentas de estat´ıstica multivariada aos
genomas completos de 46 espe´cies de organismos, com o objectivo de explorar e iden-
tificar a existeˆncia de poss´ıveis regras na estrutura prima´ria desses genomas. Em par-
ticular, investigaram-se as propriedades das distribuic¸o˜es emp´ıricas das distaˆncias entre
nucleo´tidos resultantes do mapeamento das sequeˆncias de ADN proposto por [2]. Este
mapeamento e´ designado por distaˆncia global entre nucleo´tidos iguais.
As metodologias estat´ısticas multivariadas utilizadas, nomeadamente a classificac¸a˜o hie-
ra´rquica, a classificac¸a˜o na˜o-hiera´rquica e a ana´lise de componentes principais, foram aqui
aplicadas com o intuito de investigar caracter´ısticas discriminativas (ou na˜o) da classe a
que cada espe´cie pertence.
Da classificac¸a˜o hiera´rquica concluiu-se que o mapeamento da distaˆncia global entre nu-
cleo´tidos iguais capturou as caracter´ısticas essenciais do ADN das espe´cies analisadas, no
sentido em que permitiu a construc¸a˜o de dendrogramas interpreta´veis como a´rvores filo-
gene´ticas, por estarem de acordo com as similaridades esperadas entre as espe´cies. Assim,
e a` semelhanc¸a dos resultados descritos em [2] para 28 espe´cies, tambe´m os resultados
obtidos na ana´lise efectuada nesta dissertac¸a˜o para 46 espe´cies, que incluem as 28 espe´cies
tratadas em [2], permitiram inferir que a distribuic¸a˜o das primeiras distaˆncias representa
uma poss´ıvel assinatura gene´tica capaz de permitir a diferenciac¸a˜o entre espe´cies.
A classificac¸a˜o na˜o-hiera´rquica e a ana´lise de componentes principais identificaram dois
grupos principais de organismos que, de acordo com as espe´cies que os constituem, cor-
respondem a` tradicional divisa˜o entre organismos eucariotas e procariotas.
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Confrontou-se a distribuic¸a˜o emp´ırica com o modelo geome´trico esperado caso o sequen-
ciamento das quatro letras que constituem o alfabeto geno´mico do ADN obedecesse a`
lei de independeˆncia estoca´stica, do que resultou a hipo´tese de existir um modelo pro-
babil´ıstico teo´rico mais bem adaptado a` distribuic¸a˜o emp´ırica, eventualmente baseado
em misturas de distribuic¸o˜es geome´tricas. Essa hipo´tese foi investigada, tendo-se con-
clu´ıdo, com base em medidas de similaridade, que o modelo de mistura de quatro distri-
buic¸o˜es geome´tricas, com os paraˆmetros estimados a partir do algoritmo EM, foi o que
melhor se ajustou a` distribuic¸a˜o emp´ırica da maioria das espe´cies, incluindo todos os ani-
mais e plantas. Relativamente a`s restantes espe´cies, verificou-se que no caso de algumas
bacte´rias, protozoa´rios e um fungo, a modelac¸a˜o pode ser feita com misturas de duas ou
treˆs distribuic¸o˜es geome´tricas. A qualidade do ajustamento entre os modelos teo´ricos e a
distribuic¸a˜o emp´ırica foi avaliada tambe´m com o aux´ılio do teste de ajustamento do qui-
quadrado. Pore´m, dado o elevado nu´mero de observac¸o˜es que constituem o conjunto das
distaˆncias entre nucleo´tidos por genoma sequenciado, o teste do qui-quadrado conduziu-
-nos a` rejeic¸a˜o da hipo´tese nula, tal como aconteceria com qualquer outro teste estat´ıstico
(tradicional) de ajustamento.
O comportamento na˜o conservativo dos testes de ajustamento face a um conjunto com
um nu´mero elevado de observac¸o˜es mostra a necessidade de uma investigac¸a˜o conjunta
envolvendo a Estat´ıstica e Te´cnicas de Prospecc¸a˜o de dados (data mining) com vista ao
desenvolvimento de me´todos que avaliem a qualidade de ajustamento a modelos teo´ricos
nessas condic¸o˜es. Da breve pesquisa realizada constatou-se a existeˆncia de uma lacuna
na investigac¸a˜o de me´todos adequados. Trata-se, por conseguinte, de uma tema´tica de
grande interesse para investigac¸a˜o futura.
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Apeˆndice A
Resultados complementares
ACP - Varia´veis padronizadas
Os valores dos coeficientes de correlac¸a˜o entre as varia´veis originais padronizadas e as treˆs
primeiras componentes principais encontram-se na Tabela A.1.
Tabela A.1: Valores dos coeficientes de correlac¸a˜o entre as varia´veis padronizadas
e as treˆs componentes CP1, CP2 e CP3.
δ CP1 CP2 CP3 δ CP1 CP2 CP3
δ1 0.3088 −0.1863 0.7465 δ51 0.8917 −0.1588 −0.2010
δ2 0.4737 0.1040 −0.5257 δ52 0.9584 −0.1062 −0.0181
δ3 −0.4686 0.0977 −0.6556 δ53 0.8759 −0.3839 −0.1176
δ4 0.0663 0.1616 −0.1632 δ54 0.8692 −0.2312 −0.2509
δ5 0.0136 −0.1153 −0.0058 δ55 0.7386 −0.0663 0.0576
δ6 −0.8270 −0.0182 −0.1532 δ56 0.7338 −0.1568 −0.2818
δ7 −0.1318 −0.3691 0.6257 δ57 0.6006 0.1124 0.0996
δ8 −0.2875 −0.5144 0.6388 δ58 0.6199 0.2766 0.1760
δ9 −0.8810 −0.2050 0.0337 δ59 0.6591 0.1452 0.0064
δ10 0.0593 −0.5582 0.7388 δ60 0.7840 −0.2635 −0.2878
δ11 −0.0343 −0.6627 0.6778 δ61 0.5905 0.5555 0.2091
δ12 −0.8044 −0.3170 −0.0061 δ62 0.5468 0.5650 0.2640
δ13 0.4777 −0.5417 0.5918 δ63 0.5295 0.5955 0.2375
δ14 0.5110 −0.5738 0.5190 δ64 0.5067 0.2251 −0.0163
δ15 −0.3163 −0.6115 −0.0349 δ65 0.4529 0.5465 0.2607
δ16 0.6874 −0.5131 0.4237 δ66 0.5034 0.6127 0.2501
δ17 0.7181 −0.5755 0.2821 δ67 0.5356 0.5179 0.0032
δ18 0.3607 −0.6244 −0.2539 δ68 0.5176 0.5100 0.0790
δ19 0.7941 −0.5214 0.2131 δ69 0.3932 0.4699 0.0498
continua na pa´gina seguinte
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Tabela A.1 – continuac¸a˜o da pa´gina anterior
δ CP1 CP2 CP3 δ CP1 CP2 CP3
δ20 0.7971 −0.5199 0.1249 δ70 0.4486 0.5104 0.2474
δ21 0.5643 −0.5132 −0.3393 δ71 0.4959 0.1918 −0.1901
δ22 0.8329 −0.4883 0.1072 δ72 0.4248 0.5427 −0.0244
δ23 0.8692 −0.4482 0.0153 δ73 0.3610 0.5392 0.0795
δ24 0.7081 −0.4473 −0.3325 δ74 0.3911 0.6836 0.2819
δ25 0.8762 −0.4375 0.0624 δ75 0.4525 0.6993 0.0110
δ26 0.9108 −0.3815 −0.0030 δ76 0.5315 0.6217 0.0264
δ27 0.8094 −0.3990 −0.2835 δ77 0.4882 0.7185 −0.0065
δ28 0.8978 −0.4175 0.0393 δ78 0.3549 0.4574 −0.2073
δ29 0.8969 −0.4116 −0.0097 δ79 0.5347 0.7008 0.0267
δ30 0.8419 −0.3828 −0.2788 δ80 0.6428 0.4617 0.1131
δ31 0.9045 −0.4056 0.0087 δ81 0.5033 0.5111 0.0515
δ32 0.9127 −0.3793 −0.0233 δ82 0.5491 0.6494 0.0984
δ33 0.8689 −0.3555 −0.2283 δ83 0.5071 0.5257 −0.2228
δ34 0.9126 −0.3746 0.0129 δ84 0.5939 0.5375 0.1210
δ35 0.9202 −0.3441 −0.0544 δ85 0.6558 0.5590 0.1563
δ36 0.9169 −0.2936 −0.2012 δ86 0.5571 0.5962 −0.0903
δ37 0.9188 −0.3670 0.0200 δ87 0.6830 0.4675 0.3073
δ38 0.9059 −0.3853 −0.0203 δ88 0.5604 0.5047 −0.2419
δ39 0.9052 −0.3524 −0.2024 δ89 0.7095 0.4962 0.1425
δ40 0.9162 −0.3523 0.0164 δ90 0.5752 0.6376 −0.1016
δ41 0.9184 −0.3126 0.0117 δ91 0.6559 0.5536 0.0534
δ42 0.9091 −0.3024 −0.1598 δ92 0.6560 0.5682 −0.0325
δ43 0.9139 −0.3514 0.0104 δ93 0.7228 0.4323 0.0288
δ44 0.9016 −0.3526 −0.0109 δ94 0.7212 0.4641 0.0861
δ45 0.9092 −0.2743 −0.1714 δ95 0.6658 0.4432 0.2642
δ46 0.9168 −0.2123 −0.0898 δ96 0.7025 0.3584 0.1338
δ47 0.8916 −0.3115 −0.0863 δ97 0.6272 0.5708 −0.1147
δ48 0.8883 −0.3478 −0.1610 δ98 0.7454 0.5058 0.0753
δ49 0.8854 −0.2944 −0.0782 δ99 0.7171 0.4172 0.0381
δ50 0.7133 −0.0244 −0.2962 δ100 0.5759 0.5787 0.1808
As representac¸o˜es do c´ırculo de correlac¸o˜es e da distribuic¸a˜o das espe´cies em func¸a˜o das
componentes CP1 e CP3, encontram-se na Figura A.1 e na Figura A.2, respectivamente.
As representac¸o˜es do c´ırculo de correlac¸o˜es e da distribuic¸a˜o das espe´cies em func¸a˜o das
componentes CP2 e CP3, encontram-se na Figura A.3 e a Figura A.4, respectivamente.
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Figura A.1: C´ırculo das correlac¸o˜es em func¸a˜o das componentes CP1 e CP3.
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Figura A.2: Representac¸a˜o das espe´cies entre CP1 e CP3 (varia´veis originais padronizadas).
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Figura A.3: C´ırculo das correlac¸o˜es em func¸a˜o das componentes CP2 e CP3.
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Figura A.4: Representac¸a˜o das espe´cies entre CP2 e CP3 (varia´veis originais padronizadas).
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ACP - Varia´veis apenas centradas
Os valores dos coeficientes de correlac¸a˜o entre as varia´veis originais centradas e as treˆs
primeiras componentes principais encontram-se na Tabela A.2.
Tabela A.2: Valores dos coeficientes de correlac¸a˜o entre as varia´veis centradas e
as treˆs componentes CP1, CP2 e CP3.
δ CP1 CP2 CP3 δ CP1 CP2 CP3
δ1 0.2235 0.2773 0.0134 δ51 0.6616 0.5982 0.1749
δ2 0.4541 0.1737 −0.2120 δ52 0.7635 0.5733 0.1350
δ3 −0.4060 −0.2747 0.0165 δ53 0.5677 0.7816 −0.0401
δ4 0.0755 −0.1158 0.3456 δ54 0.6124 0.6454 0.0897
δ5 −0.0919 0.0797 0.4689 δ55 0.5840 0.4392 0.2215
δ6 −0.7487 −0.3877 0.1529 δ56 0.5325 0.5243 0.0701
δ7 −0.2631 0.1940 0.1029 δ57 0.5348 0.2040 0.2134
δ8 −0.4637 0.2473 0.1179 δ58 0.6296 0.0750 0.3359
δ9 −0.8565 −0.2717 0.0274 δ59 0.6002 0.2151 0.1796
δ10 −0.1693 0.4456 0.0171 δ60 0.5305 0.6308 0.0321
δ11 −0.3057 0.4868 0.0911 δ61 0.7401 −0.1954 0.5235
δ12 −0.8456 −0.1523 0.0893 δ62 0.7080 −0.2324 0.5444
δ13 0.1900 0.6452 0.0628 δ63 0.7094 −0.2653 0.5201
δ14 0.1996 0.6899 0.0908 δ64 0.5360 0.0509 0.2293
δ15 −0.5568 0.3244 0.1291 δ65 0.6234 −0.2566 0.4504
δ16 0.3775 0.7384 0.0740 δ66 0.7190 −0.3121 0.4154
δ17 0.3655 0.8139 0.0926 δ67 0.6974 −0.1960 0.3804
δ18 −0.0004 0.6869 0.2173 δ68 0.6292 −0.1775 0.5611
δ19 0.4480 0.8098 0.1288 δ69 0.5698 −0.2350 0.2531
δ20 0.4451 0.8169 0.1381 δ70 0.6144 −0.2350 0.3481
δ21 0.2237 0.7085 0.1788 δ71 0.5002 0.0837 0.1475
δ22 0.4879 0.8126 0.1271 δ72 0.6587 −0.2705 −0.1611
δ23 0.5358 0.8015 0.1220 δ73 0.5238 −0.2834 0.3855
δ24 0.3747 0.7321 0.1794 δ74 0.6488 −0.4224 0.4699
δ25 0.5521 0.7969 0.0838 δ75 0.6968 −0.3905 0.3877
δ26 0.6059 0.7714 0.0858 δ76 0.7395 −0.2810 0.3504
δ27 0.4933 0.7452 0.1047 δ77 0.7549 −0.4030 0.3026
δ28 0.5788 0.7992 0.0680 δ78 0.5023 −0.1987 −0.0076
δ29 0.5772 0.7958 0.0789 δ79 0.7989 −0.3696 0.2583
δ30 0.5251 0.7578 0.1018 δ80 0.8165 −0.0966 −0.0719
δ31 0.5914 0.7970 0.0396 δ81 0.7063 −0.2206 −0.0044
δ32 0.6053 0.7799 0.0705 δ82 0.7998 −0.3200 0.1666
δ33 0.5634 0.7463 0.0900 δ83 0.7182 −0.1981 −0.3085
δ34 0.6102 0.7742 0.0589 δ84 0.7913 −0.1779 0.0575
continua na pa´gina seguinte
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Tabela A.2 – continuac¸a˜o da pa´gina anterior
δ CP1 CP2 CP3 δ CP1 CP2 CP3
δ35 0.6276 0.7571 0.0583 δ85 0.8631 −0.1771 0.0753
δ36 0.6394 0.7145 0.0887 δ86 0.7849 −0.2606 −0.1008
δ37 0.6217 0.7746 0.0262 δ87 0.8357 −0.0783 0.1582
δ38 0.5977 0.7880 0.0219 δ88 0.7653 −0.1673 −0.2718
δ39 0.6021 0.7667 0.0357 δ89 0.8981 −0.0989 −0.2110
δ40 0.6189 0.7645 0.0582 δ90 0.8359 −0.2874 −0.1926
δ41 0.6459 0.7353 0.0084 δ91 0.8602 −0.1657 0.0083
δ42 0.6328 0.7194 0.0515 δ92 0.8678 −0.1672 −0.1377
δ43 0.6127 0.7636 0.0883 δ93 0.8504 −0.0110 −0.0426
δ44 0.6139 0.7636 −0.0343 δ94 0.8816 −0.0388 −0.2205
δ45 0.6351 0.7009 0.0834 δ95 0.8502 −0.0690 −0.2615
δ46 0.6693 0.6505 0.1473 δ96 0.8342 0.0267 −0.3047
δ47 0.6198 0.7312 −0.0448 δ97 0.8433 −0.1818 −0.2004
δ48 0.5911 0.7506 0.0127 δ98 0.9354 −0.0746 −0.2648
δ49 0.6069 0.7059 0.1024 δ99 0.8784 −0.0088 −0.3988
δ50 0.5778 0.4069 0.0783 δ100 0.8217 −0.2489 −0.1006
A representac¸a˜o da distribuic¸a˜o das espe´cies em func¸a˜o das componentes CP1 e CP3
encontra-se na Figura A.5.
A representac¸a˜o da distribuic¸a˜o das espe´cies em func¸a˜o das componentes CP2 e CP3
encontra-se na Figura A.6.
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Figura A.5: Representac¸a˜o das espe´cies entre CP1 e CP3 (varia´veis originais apenas centradas).
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Figura A.6: Representac¸a˜o das espe´cies entre CP2 e CP3 (varia´veis originais apenas centradas).
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ACP - Varia´veis na˜o padronizadas
Os valores dos coeficientes de correlac¸a˜o entre as varia´veis originais na˜o padronizadas e
as duas primeiras componentes principais encontram-se na Tabela A.3.
Tabela A.3: Valores dos coeficientes de correlac¸a˜o entre as varia´veis na˜o padronizadas e
as duas componentes CP1 e CP2.
δ CP1 CP2 δ CP1 CP2 δ CP1 CP2
δ1 −0.2246 0.0378 δ35 −0.6943 0.1950 δ69 −0.5609 −0.5000
δ2 −0.4559 −0.1687 δ36 −0.7099 0.1681 δ70 −0.6178 −0.5057
δ3 0.4024 0.0820 δ37 −0.6843 0.2024 δ71 −0.5308 −0.1998
δ4 −0.1152 −0.0472 δ38 −0.6637 0.2306 δ72 −0.6164 −0.6392
δ5 0.0279 0.2169 δ39 −0.6743 0.2243 δ73 −0.5395 −0.4593
δ6 0.7508 0.2130 δ40 −0.6872 0.2075 δ74 −0.6398 −0.6591
δ7 0.2427 0.3150 δ41 −0.7056 0.1579 δ75 −0.6972 −0.6544
δ8 0.4423 0.4716 δ42 −0.6994 0.1678 δ76 −0.7432 −0.6083
δ9 0.8695 0.3309 δ43 −0.6850 0.2173 δ77 −0.7419 −0.7204
δ10 0.1493 0.4118 δ44 −0.6736 0.1940 δ78 −0.5031 −0.4262
δ11 0.2752 0.5384 δ45 −0.7098 0.1684 δ79 −0.7822 −0.7346
δ12 0.8471 0.4188 δ46 −0.7444 0.1189 δ80 −0.7887 −0.6016
δ13 −0.2283 0.3482 δ47 −0.6807 0.1718 δ81 −0.6764 −0.6122
δ14 −0.2443 0.3811 δ48 −0.6607 0.2165 δ82 −0.7745 −0.7189
δ15 0.5215 0.5987 δ49 −0.6822 0.1903 δ83 −0.6826 −0.6234
δ16 −0.4252 0.3073 δ50 −0.6379 −0.0017 δ84 −0.7661 −0.6297
δ17 −0.4261 0.3821 δ51 −0.7420 0.0994 δ85 −0.8396 −0.6690
δ18 −0.0792 0.5576 δ52 −0.8271 −0.0048 δ86 −0.7552 −0.6872
δ19 −0.5153 0.3404 δ53 −0.6361 0.2464 δ87 −0.8251 −0.5684
δ20 −0.5148 0.3508 δ54 −0.6898 0.1517 δ88 −0.7260 −0.6365
δ21 −0.3037 0.4343 δ55 −0.6458 0.0193 δ89 −0.8559 −0.6777
δ22 −0.5587 0.3230 δ56 −0.6022 0.1132 δ90 −0.7886 −0.7645
δ23 −0.6082 0.2896 δ57 −0.5814 −0.1209 δ91 −0.8317 −0.6697
δ24 −0.4564 0.3598 δ58 −0.6732 −0.2609 δ92 −0.8338 −0.6878
δ25 −0.6179 0.2654 δ59 −0.6495 −0.1502 δ93 −0.8369 −0.5453
δ26 −0.6714 0.2166 δ60 −0.6042 0.1855 δ94 −0.8493 −0.6150
δ27 −0.5679 0.2829 δ61 −0.7636 −0.5206 δ95 −0.7974 −0.6488
δ28 −0.6454 0.2514 δ62 −0.7282 −0.5287 δ96 −0.7990 −0.5534
δ29 −0.6456 0.2534 δ63 −0.7249 −0.5580 δ97 −0.8052 −0.6889
δ30 −0.6032 0.2764 δ64 −0.5576 −0.2542 δ98 −0.8922 −0.6881
δ31 −0.6560 0.2386 δ65 −0.6364 −0.5076 δ99 −0.8306 −0.6236
δ32 −0.6725 0.2241 δ66 −0.7141 −0.6276 δ100 −0.7739 −0.7307
δ33 −0.6382 0.2405 δ67 −0.7081 −0.5187
δ34 −0.6743 0.2127 δ68 −0.6760 −0.4054
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Resultados da medida de Kullback-Liebler
Na tabela A.4 encontram-se os resultados referentes a` medida de similaridade Kullback-
-Liebler.
Tabela A.4: Resultados da aplicac¸a˜o da medida Kullback-Liebler a`s seguintes distribuic¸o˜es:
Modelo( p), mistura de quatro distribuic¸o˜es geome´tricas com os paraˆmetros iniciais do algoritmo
EM, Mgeom(Ψ(0)), e mistura de quatro distribuic¸o˜es geome´tricas com paraˆmetro obtidos pelo
algoritmo EM, Mgeom(Ψ(EM)), para cada uma das espe´cies em estudo.
Esp. Modelo (p) Mgeom(Ψ(0)) Mgeom(Ψ(EM)) Esp. Modelo (p) Mgeom(Ψ(0)) Mgeom(Ψ(EM))
Ap 0.0059 0.0062 0.0037 Cf 0.0160 0.0174 0.0003
Hr 0.0222 0.0288 0.0200 Eq 0.0109 0.0119 0.0001
Mj 0.0131 0.0306 0.0015 Gg 0.0066 0.0075 0.0002
Pf 0.0099 0.0111 0.0011 Am 0.0154 0.0304 0.0002
Tk 0.0079 0.0079 0.0043 Dm 0.0090 0.0098 0.0002
Ba 0.0047 0.0102 0.0015 Mu 0.0130 0.0142 0.0006
Bs 0.0058 0.0060 0.0013 Ce 0.0156 0.0214 0.0004
Ct 0.0049 0.0057 0.0010 Rn 0.0124 0.0134 0.0007
Cb 0.0072 0.0333 0.0022 Xt 0.0064 0.0078 0.0001
Dv 0.0075 0.0106 0.0067 Hs 0.0116 0.0130 0.0002
Ec 0.0033 0.0033 0.0024 Mm 0.0112 0.0126 0.0003
Hi 0.0091 0.0113 0.0012 Pt 0.0112 0.0127 0.0002
Hp 0.0235 0.0257 0.0009 Dr 0.0096 0.0149 0.0005
Mg 0.0167 0.0282 0.0051 Fu 0.0111 0.0112 0.0007
Pa 0.0166 0.0240 0.0150 Oa 0.0121 0.0122 0.0005
Sa 0.0038 0.0127 0.0027 Dd 0.0307 0.1053 0.0050
Sm 0.0083 0.0116 0.0030 Li 0.0213 0.0230 0.0133
St 0.0051 0.0066 0.0016 Pl 0.0165 0.1137 0.0073
At 0.0056 0.0110 0.0003 Tb 0.0148 0.0149 0.0011
Os 0.0128 0.0132 0.0005 Ca 0.0092 0.0193 0.0025
Po 0.0119 0.0226 0.0001 Nc 0.0126 0.0126 0.0018
Vv 0.0125 0.0215 0.0001 Sc 0.0049 0.0075 0.0010
Bt 0.0086 0.0095 0.0001 Sp 0.0053 0.0098 0.0009
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Distribuic¸a˜o emp´ırica vs distribuic¸o˜es teo´ricas
Na Figura A.7 sa˜o apresentadas as distribuic¸o˜es emp´ıricas e as distribuic¸o˜es teo´ricas
Modelo(p) e Mgeom(Ψ(EM)) para a sequeˆncia de distaˆncias global das espe´cies At, Os,
Po, Vv. A linha a azul diz respeito a` distribuic¸a˜o Modelo(p) e a linha a verde diz repeito
a` distribuic¸a˜o Mgeom(Ψ(EM)).




































































































Figura A.7: Distribuic¸a˜o emp´ırica (gra´fico de barras) vs Distribuic¸o˜es teo´ricas Modelo(p) (linha
azul) e Mgeom(Ψ(EM)) (linha verde), das espe´cies At, Os, Po e Vv.
Apeˆndice B
Co´digo R
A seguir apresenta-se o co´digo R desenvolvido para suportar a ana´lise estat´ıstica efectu-
ada nesta dissertac¸a˜o, o qual inclui va´rias func¸o˜es e scripts. O co´digo R apresentado foi
desenvolvido e testado na versa˜o 2.11.0 do R, com as seguintes packages adicionadas a`
instalac¸a˜o base: FactoMineR (Versa˜o 1.12) e Hmisc (Versa˜o 3.7-0). O sistema operativo
utilizado foi o Linux Fedora 12.
Carregamento dos dados 
# Packages
l ibrary ( Hmisc )
l ibrary ( FactoMineR )
# Dados: distaˆncias entre nucleo´tidos, distaˆncias global entre nucleo´tidos e matriz
# dos erros relativos
dataFrame n u c l e o t i d o s = r e a d . c s v ( ” d i s t n u c l e o t i d o s . c s v ” , header = TRUE)
dataFrame d i s t a nc i aG loba l = r e a d . c s v ( ” d i s t g l o b a l . c s v ” , header = TRUE)
dataFrame e r r o s = r e a d . c s v ( ” e r r o s 1 0 0 d i s t . c s v ” , header=FALSE)
d = numeric (101)
for ( i in 1 : 101 ) {
d [ i ] = paste ( ”d” , i , sep=”” )
}
colnames ( dataFrame e r r o s ) = c ( ” ” ,d)
rownames( dataFrame e r r o s ) = dataFrame e r r o s [ , 1 ]




Suma´rio de estat´ısticas e representac¸a˜o das caixas de bigodes 
# Script usado para gerar os valores da Tabela 2.3 e os gra´ficos da Figura 2.1
wtd.quanti le .DataFrame =
function ( dataFrame , co lunasCons ideradas , header=FALSE) {
numeroDeColunasDaDataFrame = length ( dataFrame [ , co lunasCons ideradas ] )
nomesDasColunasDaDataFrame =
names( dataFrame [ 2 : numeroDeColunasDaDataFrame ] )
s t a t s = matrix (nrow=numeroDeColunasDaDataFrame−1,ncol=5)
n = vector ( )
out = vector ( )
group = vector ( )
bxpDados = l i s t ( )
l i s t aDeResu l t ados = l i s t ( )
matrizDeResultados = matrix (nrow=numeroDeColunasDaDataFrame−1,ncol=7)
for ( i in 2 : numeroDeColunasDaDataFrame ) {
numeroDeObservacoesDaColunaCorrente = NROW( na.omit ( dataFrame [ [ i ] ] ) )
quant i sParc ia i sDaColunaCorrente = wtd .quant i l e ( as .numer ic ( dataFrame [ , 1 ]
[ 1 : numeroDeObservacoesDaColunaCorrente ] ) , as .numer ic ( dataFrame [ , i ]
[ 1 : numeroDeObservacoesDaColunaCorrente ] ) ) [ 2 : 4 ]
quantisCompletosDaColunaCorrente =
wtd .quant i l e ( as .numer ic ( dataFrame [ , 1 ]
[ 1 : numeroDeObservacoesDaColunaCorrente ] ) ,
as .numer ic ( dataFrame [ , i ] [ 1 : numeroDeObservacoesDaColunaCorrente ] ) )
attr ( quant isParc ia i sDaColunaCorrente , ”names” )= NULL
l i m i t e S u p e r i o r P a r a O u t l i e r s = quant i sParc ia i sDaColunaCorrente [ 3 ] +
(1 . 5* ( quant i sParc ia i sDaColunaCorrente [ 3 ]
−quant i sParc ia i sDaColunaCorrente [ 1 ] ) )
l i m i t e I n f e r i o r P a r a O u t l i e r s = quant i sParc ia i sDaColunaCorrente [ 1 ] −
(1 . 5* ( quant i sParc ia i sDaColunaCorrente [ 3 ]
−quant i sParc ia i sDaColunaCorrente [ 1 ] ) )
o u t l i e r s S u p e r i o r e s =
na.omit ( dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente , 1 ]
[ dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente ,1]>
l i m i t e S u p e r i o r P a r a O u t l i e r s ] )
o u t l i e r s I n f e r i o r e s =
na.omit ( dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente , 1 ]
111
[ dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente ,1]<
l i m i t e I n f e r i o r P a r a O u t l i e r s ] )
h ingeSuper io r =
max( na.omit ( dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente , 1 ]
[ dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente ,1]<=
l i m i t e S u p e r i o r P a r a O u t l i e r s ] ) )
h i n g e I n f e r i o r =
min( na.omit ( dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente , 1 ]
[ dataFrame [ 1 : numeroDeObservacoesDaColunaCorrente ,1]>=
l i m i t e I n f e r i o r P a r a O u t l i e r s ] ) )
s t a t s [ i −1,]=c ( h i n g e I n f e r i o r , quant isParc ia i sDaColunaCorrente ,
h ingeSuper io r )
n = c (n , numeroDeObservacoesDaColunaCorrente )
out = c ( out , o u t l i e r s I n f e r i o r e s , o u t l i e r s S u p e r i o r e s )
group = c ( group , rep ( ( i −1) , l e n g t h . o u t = ( length ( o u t l i e r s I n f e r i o r e s ) +
length ( o u t l i e r s S u p e r i o r e s ) ) ) )
matrizDeResultados [ i −1,]=c ( quantisCompletosDaColunaCorrente ,
wtd.mean ( as .numer ic ( dataFrame [ , 1 ]
[ 1 : numeroDeObservacoesDaColunaCorrente ] ) ,
as .numer ic ( dataFrame [ , i ] [ 1 : numeroDeObservacoesDaColunaCorrente ] ) ) ,
sqrt ( wtd.var ( as .numer ic ( dataFrame [ , 1 ]
[ 1 : numeroDeObservacoesDaColunaCorrente ] ) , as .numer ic ( dataFrame [ , i ]
[ 1 : numeroDeObservacoesDaColunaCorrente ] ) ) ) )
}
i f ( header == TRUE) {
colnames ( matrizDeResultados ) =
c ( ”Min” , ”1Q.” , ”Med” , ”3Q” , ”Max” , ”Media” , ” Desvio Padrao” )
}





l i s t aDeResu l tados$bxpDados = bxpDados
l i s t aDeResu l tados$matrizDeResultados = matrizDeResultados
return ( l i s t aDeResu l t ados )
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}
q u a r t i s=wtd.quanti le .DataFrame ( dataFrame d i s tanc iaGloba l , header=TRUE)
# Suma´rio de estat´ısticas
q u a r t i s$matrizDeResultados
rownames( q u a r t i s$matrizDeResultados ) =
c (colnames ( dataFrame d i s t a nc i aG loba l [ 2 : 4 7 ] ) )
round( q u a r t i s$matrizDeResultados , 2 )
# Representac¸a˜o gra´fica das caixas de bigodes
coresDosBoxPlots =
c ( rep ( ” red ” ,18) , rep ( ” blue ” ,4 ) , rep ( ” black ” ,16) , rep ( ”cyan” ,4 ) ,
rep ( ” green ” ,4 ) )
bxp( q u a r t i s$bxpDados , log=”y” , border = coresDosBoxPlots , medlty = 1 ,
medlwd=2.5 , xlab = ” Espec i e s ” , ylab=” Dis tanc ia
g l o b a l ” , c e x . a x i s=0.8 , yl im=c (1 ,5000) , l a s =2)

Representac¸a˜o das distribuic¸o˜es emp´ırica e da sequeˆncia de distaˆncias entre nucleo´tidos iguais 
# Script usado para gerar os gra´ficos da Figura 2.2
e s p e c i e = dataFrame n u c l e o t i d o s [ , 7 0 : 7 3 ] # Espe´cie St
numeroLinhas = NROW( na.omit ( e s p e c i e ) )
componente s In i c i a i s = vector ( )
# Frequeˆncia relativa de cada nucleo´tido
for ( j in 1 : 4 ) {
componente s In i c i a i s [ j ] = sum( as .numer ic ( e s p e c i e [ 1 : numeroLinhas , j ] ) )
}
N = sum( as .numer ic ( componente s In i c i a i s ) )
componente s In i c i a i s = round ( ( componente s In i c i a i s/N) , 4)
nome = c ( ”A” , ”C” , ”G” , ”T” )
x = c ( 0 : 2 5 )
# Representac¸a˜o da distribuic¸a˜o emp´ırica e da distribuic¸a˜o dx
par ( mfrow=c (2 , 2 ) )
for ( j in 1 : 4 ) {
n = sum( as .numer ic ( e s p e c i e [ 1 : numeroLinhas , j ] ) )
f r e s p e c i e = e s p e c i e [ 1 : 2 5 , j ] / n
plot ( f r e s p e c i e , yl im=c (0 ,0 . 4 ) , type=”h” , xlab=”” , ylab=”” , main=nome [ j ] )
113
y = dgeom(x , componente s In i c i a i s [ j ] )
l ines ( x+1,y , type=” l ” , lwd=1,col=” blue ” )
}

Func¸a˜o massa de probabilidade da mistura de distribuic¸o˜es geome´tricas 
funcaoMassaDaMistura = function (x , parametros , theta ) {
sum(dgeom(x , parametros )* theta )
}

Representac¸a˜o de uma mistura de duas distribuic¸o˜es geome´tricas e das suas componentes 
n = 200 # Dimensa˜o da amostra
pesos = c (0 .4 , 0 . 6 )
parametros = c (0 .3 , 0 . 5 )
# Recolher uma amostra com reposic¸a˜o de acordo com os pesos
k = sample ( 1 : 2 , s i z e=n , replace=TRUE, prob=pesos )
# Gerar os valores correspondentes a`s distribuic¸o˜es
r a t e = parametros [ k ]
x = rgeom(n , prob=ra t e )
x=sort ( x )
dim( x ) = length ( x )
# Ca´lculo da func¸a˜o massa de probabilidade da mistura
y = apply (x , 1 , funcaoMassaDaMistura , parametros=parametros , theta=pesos )
plot (x , y , type=” l ” , ylim=c (0 ,0 . 6 ) , lwd=3, col=” blue ” , xlab=”” , ylab=” ” )
# Gerar o gra´fico de cada distribuic¸a˜o geome´trica individualmente
for ( j in 1 : 2 ) {
y = apply (x , 1 , dgeom, parametros [ j ] )




Representac¸a˜o dos Dendrogramas 
# Matriz dos dados sem a coluna da classificac¸a˜o
erros .dendrograma = e r r o s [ ,−101]
# Matriz de similaridades (distaˆncia euclidiana)
dendrograma.d i s tanc ia = d i s t ( erros .dendrograma , method=” e u c l i d i a n ” ,
upper=TRUE)
# Crite´rios de agregac¸a˜o: ”complete linkage” e me´todo ”Ward”
hc = h c l u s t ( dendrograma.d i s tanc ia , method=” complete ” )
hc = h c l u s t ( dendrograma.d i s tanc ia , method=”Ward” )
dendrograma1 = as.dendrogram ( hc )
# Func¸a˜o para colorir as folhas do dendrograma
dendroCol = function ( dend , vectorDasLabels , vectorDosGruposDasLabels ,
vectorDaListaDeGrupos , vectorDaListaDeCores ) {
i f ( i s . l e a f ( dend ) ) {
a t r i b u t o s A n t e r i o r e s = attributes ( dend )
l i s taDeCorrespondenc iaDeCores = l i s t ( )
numeroDeGrupos = length ( vectorDaListaDeGrupos )
for ( i in 1 : numeroDeGrupos ) {
l i s taDeCorrespondenc iaDeCores [ vectorDaListaDeGrupos [ i ] ] =
vectorDaListaDeCores [ i ]
}
numeroDeLabels = length ( vectorDasLabe ls )
for ( j in 1 : numeroDeLabels ) {
i f ( vectorDasLabels [ j ] == a t r i b u t o s A n t e r i o r e s$ l a b e l ) {
attr ( dend , ”nodePar” ) = c ( a t r i b u t o s A n t e r i o r e s$nodePar ,
l i s t ( l a b . c o l=l i s taDeCorrespondenc iaDeCores





return ( dend )
}
# Dados de entrada da func¸a˜o ”dendroCol”
vectorDasLabels = rownames( e r r o s )
vectorDosGruposDasLabels = a s . v e c t o r ( e r r o s [ , 1 0 1 ] )
vectorDaListaDeGrupos =
c ( ” b a c t e r i a ” , ” p lanta ” , ” animal ” , ” p ro to zoa r i o ” , ” fungo ” )
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vectorDaListaDeCores = c ( ” red ” , ” blue ” , ” black ” , ”cyan” , ” green ” )
# Representac¸a˜o do dendrograma
dendrogramaColorido = dendrapply ( dendrograma1 , dendroCol , vectorDasLabels ,
vectorDosGruposDasLabels , vectorDaListaDeGrupos , vectorDaListaDeCores )
plot ( dendrogramaColorido , pch=”” , ylab=” S i m i l a r i d a d e s ” )

ACP - Varia´veis padronizadas 
acpPadronizada = PCA( er ros , s c a l e . u n i t=TRUE, ncp=100 ,
q u a l i . s u p =101 , graph=FALSE)
# Tabela com os valores pro´prios e percentagem de variac¸a˜o total
acpPadron izada .e ig = round( acpPadronizada [ 1 ] $e ig , 4 )
# Tabela com os vectores pro´prios (uso da func¸a˜o prcomp)
acpPadronizada.prcomp = prcomp ( e r r o s [ , 1 : 1 0 0 ] , r e tx=TRUE, scale=TRUE,
cente r=TRUE)
acpPadron izada . load ings = round( acpPadronizada.prcomp$ r o t a t i o n [ , 1 : 5 ] , 4 )
# Correlac¸a˜o entre as varia´veis e as treˆs primeiras componentes principais
acpPadron i zada . co r r e l acao = round( acpPadronizada [ 2 ] $var$cor [ , 1 : 3 ] , 4 )
# Valores do cosseno quadrado
acpPadronizada .cosseno = round( acpPadronizada [ 2 ] $var$cos2 [ , 1 : 4 ] , 4 )
# Representac¸a˜o gra´fica dos primeiros 15 valores pro´prios
acpPadron izada .barp lot = acpPadron izada .e ig$ e i g [ 1 : 1 5 ]
n = length ( acpPadron izada .barp lot )
barplot ( acpPadronizada.barp lot , y lab=” Var ianc ia ” , ylim=c (0 ,50 ) ,
c e x . l a b=1.3 , c e x . a x i s=1.2 , space=0.3 , names.arg = paste ( ”CP” , 1 : n , sep =
”” ) )
# Representac¸a˜o gra´fica do c´ırculo das correlac¸o˜es (varia´veis)
plot ( acpPadronizada , cho ix = ” var ” , t i t l e=” ” , axes = c (1 , 2 ) , l i m . c o s 2 . v a r = 0)
# Representac¸a˜o gra´fica dos indiv´ıduos
plot ( acpPadronizada , cho ix = ” ind ” , h a b i l l a g e =101 , axes = c (1 , 2) , t i t l e=” ” )

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ACP - Varia´veis centradas 
acpCentrada = PCA( er ros , s c a l e . u n i t=FALSE, ncp=100 , q u a l i . s u p =101 ,
graph=FALSE)
# Tabela com os valores pro´prios e percentagem de variac¸a˜o total
acpCentrada .e ig = round( acpCentrada [ 1 ] $e ig , 4 )
# Tabela com os vectores pro´prios
acpCentrada.prcomp = prcomp ( e r r o s [ , 1 : 1 0 0 ] , r e tx=TRUE,
scale=FALSE, cente r=TRUE)
acpCentrada . load ings = round( acpCentrada.prcomp$ r o t a t i o n [ , 1 : 5 ] , 4 )
# Correlac¸a˜o entre as varia´veis e as treˆs primeiras componentes principais
acpCent rada . co r r e l acao = round( acpCentrada [ 2 ] $var$cor [ , 1 : 3 ] , 4 )
# Representac¸a˜o gra´fica dos primeiros 15 valores pro´prios
acpCentrada .barp lot = acpCentrada .e ig$ e i g [ 1 : 1 5 ]
n = length ( acpCentrada .barp lot )
barplot ( acpCentrada.barplot , y lab=” Var ianc ia ” , yl im=c (0 , 5 ) , c e x . l a b=1.3 ,
c e x . a x i s=1.2 , space=0.3 , names.arg = paste ( ”CP” , 1 : n , sep = ”” ) )
# Representac¸a˜o gra´fica dos indiv´ıduos
plot ( acpCentrada , choix = ” ind ” , h a b i l l a g e =101 , axes = c (1 , 2) , t i t l e=” ” )

ACP - Varia´veis na˜o padronizadas 
acpNaoPadronizada = prcomp ( e r r o s [ , 1 : 1 0 0 ] , scale=FALSE, cente r=FALSE)
# Desvio padra˜o e proporc¸a˜o de variaˆncia explicada
summary( acpNaoPadronizada )
# Tabela com os vectores pro´prios
acpNaoPadronizada. loadings = round( acpNaoPadronizada$ r o t a t i o n [ , 1 : 2 ] , 4 )
# Scores
acpNaoPadronizada.scores = acpNaoPadronizada$x [ , 1 : 2 ]
# Correlac¸a˜o entre as varia´veis e as duas primeiras componentes principais
acpNaoPadronizada .corre lacao = cor ( e r r o s [ , −101 ] , acpNaoPadronizada.scores )
# Representac¸a˜o gra´fica dos indiv´ıduos
plot ( acpNaoPadronizada.scores , cex=0.5 , col=as .numer ic ( e r r o s [ , 1 0 1 ] ) , pch=19,
xlab=”Dim1 (91 .2% ) ” , ylab=”Dim2 (2 .9% ) ” )
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abline (h = 0 , l t y =2)
abline ( v = 0 , l t y =2)
text ( acpNaoPadronizada.scores , labels= rownames( e r r o s ) ,pos=1, of fset = −0.9 ,
col=as .numer ic ( e r r o s [ , 1 0 1 ] ) )

Decomposic¸a˜o em valores singulares (DVS) 
v a l o r e s = svd ( e r r o s [ , 1 : 1 0 0 ] )
# Valores singulares
v a l o r e s S i n g u l a r e s = round( v a l o r e s$d , 4 )
# Valores singulares a` esquerda
va lo r e sS ingu la r e sEsque rda = round( v a l o r e s$u , 4 )
# Valores singulares a` direita
v a l o r e s S i n g u l a r e s D i r e i t a = round( v a l o r e s$v , 4 )
# Percentagem de variaˆncia explicada pelas CPs
varianciaCP = ( v a l o r e s$d) ˆ2
soma = sum( varianciaCP )
n = length ( varianciaCP )
percentagemVarianciaTotal = vector ( )
for ( i in 1 : n ) {
percentagemVarianc iaTotal [ i ] = ( varianciaCP [ i ] / soma ) * 100
}
round( percentagemVarianciaTotal , 2 )

K-means 
# K-means - aplicado a`s dez primeiras varia´veis
c l = kmeans ( e r r o s [ , − (11 :101) ] , 2 , a lgor i thm =”Lloyd” )
c l$ s i z e
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# Representac¸a˜o dos indiv´ıduos
plot (x , col=c l$ c l u s t e r , pch=16)
points ( c l$ cente r s , col = 9:10 , pch = 8 , cex=2)
# Kmeans - aplicado aos scores das componente CP1 e CP2
c l = kmeans ( acpNaoPadronizada.scores , 2)
# Representac¸a˜o dos indiv´ıduos com identificac¸a˜o
plot ( acpNaoPadronizada.scores , pch = 16 , asp = 1 , cex = 0 .5 , col=c l$ c l u s t e r ,
x lab=”Dim1 (91 .2% ) ” , ylab=”Dim2 (2 .9% ) ” )
text ( acpNaoPadronizada.scores ,rownames( e r r o s ) , col=c l$ c l u s t e r )
points ( c l$ cente r s , col = 1 : 2 , pch = 8 , cex=1)

Algoritmo EM - dados categorizados 
# A func¸a˜o EMmisturas retorna as estimativas do vector dos paraˆmetros de
# uma mistura finita de g distribuic¸o˜es geome´tricas, implementando o algoritmo EM
# para dados categorizados. Recebe os seguintes paraˆmetros de entrada:
# - um vector y com a frequeˆncia absoluta das distaˆncias
# - um vector pesosIniciais de dimensa˜o g-1
# - um vector componentesIniciais de dimensa˜o g (conte´m os paraˆmetros iniciais
# das componentes)
# - o nu´mero g de componentes da mistura
# - o crite´rio de paragem do algoritmo, epson
# - o nu´mero de espe´cies n
EMmisturas = function (y , p e s o s I n i c i a i s , componente s In i c i a i s , g , epson=1e−5,n) {
L = length ( y )
N = sum( as .numer ic ( y ) )
indicesDaAmostra = c ( 1 : L)
p e s o s I n i c i a i s = c ( p e s o s I n i c i a i s ,1−sum( p e s o s I n i c i a i s ) )
pesosCorrente s = vector (mode=”numeric ” , g )
pe so sSegu in t e s = vector (mode=”numeric ” , g ) # Pesos da mistura
l o g v e r o s i m i l h a n c a c o r r e n t e= vector ( )
componentesCorrentes = vector (mode=”numeric ” , g )
componentesSeguintes = vector (mode=”numeric ” , g ) # Componentes da mistura
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peso sSegu in t e s = p e s o s I n i c i a i s
componentesSeguintes = componente s In i c i a i s
k = 1
vero s im i lhancaAnte r i o r = 0
veros imi lhancaCorrente = 1
repeat {
matriz Z Corrente = matrix (0 , g , L)
pesosCorrente s = peso sSegu in t e s
componentesCorrentes = componentesSeguintes
for (m in 1 : g ) {
for ( j in 1 :L) {
z mj k Numerador = 0
z mj k Numerador = pesosCorrentes [m] *componentesCorrentes [m] *(1 −
componentesCorrentes [m] ) ˆ( j−1)
z mj k Denominador = 0
for (h in 1 : g ) {
z mj k Denominador = z mj k Denominador + ( pesosCorrentes [ h ] *
componentesCorrentes [ h ] * (1 − componentesCorrentes [ h ] ) ˆ( j −
1) )
}
z mj k = z mj k Numerador / z mj k Denominador
matr iz Z Corrente [m, j ] = z mj k # Probabilidade a posteriori
}
}
for (m in 1 : g ) {
peso sSegu in t e s [m]=0
for ( j in 1 :L) {
peso sSegu in t e s [m] = peso sSegu in t e s [m] + matr iz Z Corrente [m, j ] *
y [ j ] / N
}
}
for (m in 1 : g ) {
componentesSeguintes [m]=0
for ( j in 1 :L) {
componentesSeguintes [m] = componentesSeguintes [m] +
( ( matr iz Z Corrente [m, j ] * j * y [ j ] ) / ( pe so sSegu in t e s [m] * N) )
}
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componentesSeguintes [m] = 1 / componentesSeguintes [m]
}
veros imi lhancaCorrente = 0
for ( j in 1 :L) {
s o m a t o r i o I n t e r i o r = 0
for (m in 1 : g ) {
s o m a t o r i o I n t e r i o r = s o m a t o r i o I n t e r i o r + ( pesosCorrentes [m] *
componentesCorrentes [m] * (1 − componentesCorrentes [m] ) ˆ( j−1) )
}
veros imi lhancaCorrente = veros imi lhancaCorrente + y [ j ] *
log ( s o m a t o r i o I n t e r i o r )
}
c r i t e r i o = ( veros imi lhancaCorrente − ve ro s im i lhancaAnte r i o r )
i f ( ( k >= 2) & ( abs ( c r i t e r i o ) < epson ) ) {
vectorDeSaida = c (k−1, pesosCorrentes , componentesCorrentes )
return ( vectorDeSaida )
break
}
ve ro s im i lhancaAnte r i o r = veros imi lhancaCorrente
k = k + 1
l o g v e r o s i m i l h a n c a c o r r e n t e [ k ] = veros imi lhancaCorrente
cat ( ” I t e r a c a o ” ,k−1,”−” , ” Pesos : ” , pesosSegu inte s , ”\n” )
cat ( ” I t e r a c a o ” ,k−1,”−” , ”Componentes : ” , componentesSeguintes , ”\n” )




Estimativas iniciais para aplicac¸a˜o do algoritmo EM (mistura de 4 geome´tricas) a`s 46 espe´cies 
# Script usado para gerar os dados da Tabela 4.4
componente s In i c i a i s = matrix (0 ,46 , 4)
rownames( componente s In i c i a i s ) =
c (colnames ( dataFrame d i s t a nc i aG loba l [ 2 : 4 7 ] ) )
k = 2
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for (p in 1 : 4 6 ) {
c o l u n a E s p e c i e I n i c i o = k
colunaEspecieFim = c o l u n a E s p e c i e I n i c i o + 3
e s p e c i e=dataFrame n u c l e o t i d o s [ , c o l u n a E s p e c i e I n i c i o : colunaEspecieFim ]
numeroLinhas = NROW( na.omit ( e s p e c i e ) )
for ( j in 1 : 4 ) {
componente s In i c i a i s [ p , j ] = sum( as .numer ic ( e s p e c i e [ 1 : numeroLinhas , j ] ) )
}
componente s In i c i a i s [ p , ] =
componente s In i c i a i s [ p , ] /sum( as .numer ic ( componente s In i c i a i s [ p , ] ) )
k = k + 4
}
componente s In i c i a i s = round( componente s In i c i a i s , 4 )

Estimativas dos paraˆmetros da mistura de 4 geome´tricas obtidas via algoritmo EM a`s 46 espe´cies 
# Script usado para gerar os dados da Tabela 4.5
estimativasEM = matrix (0 , 46 , 9 )
for (p in 1 : 4 6 ) {
coluna = p+1
numeroLinhasSemNa = NROW( na.omit ( dataFrame d i s t a nc i aG loba l [ , co luna ] ) )
y = dataFrame d i s t a nc i aG loba l [ 1 : numeroLinhasSemNa , coluna ]
g = 4
p e s o s I n i c i a i s = c (0 .25 , 0 .25 , 0 . 25 )





Func¸o˜es usadas no ca´lculo das medidas de similaridade entre distribuic¸o˜es 
# Func¸a˜o para o ca´lculo da medida de similaridade S1
medidaDistancia = function (L , frequenciaObservada , f requenc iaEsperada ) {
somaNumerador = 0
somaDenominador = 0
for (d in 1 :L) {
somaNumerador = somaNumerador + abs ( f requenc iaObservada [ d ] −
f r equenc iaEsperada [ d ] )
somaDenominador = somaDenominador + (abs ( f requenc iaObservada [ d ] ) +
abs ( f requenc iaEsperada [ d ] ) )
}
medidaDistancia = 1 − ( somaNumerador / somaDenominador )
return ( medidaDistancia )
}
# Func¸a˜o para o ca´lculo da medida de Kullback-Liebler
k u l l b a c k L i e b l e r = function (L , frequenciaObservada , f requenc iaEsperada ) {
soma = 0
for ( i in 1 :L) {
soma = soma + frequenc iaObservada [ i ] * ( log ( f requenc iaObservada [ i ] /
f r equenc iaEsperada [ i ] ) )
}
return ( soma )
}
# Func¸a˜o massa de probabilidade do modelo
funcaoMassaModelo = function (L , parametrosDoModelo ) {
probabi l idadeModelo = vector (mode=”numeric ” , numeroLinhas )
for (d in 1 :L) {
soma = 0
for ( i in 1 : 4 ) {
soma = soma + ( parametrosDoModelo [ i ] ) ˆ (2) * (1 −
parametrosDoModelo [ i ] ) ˆ(d − 1)
}
probabi l idadeModelo [ d ] = soma
}




Ca´lculo das medidas de similaridade entre distribuic¸o˜es para as 46 espe´cies 
# Script usado para gerar os valores da Tabela 4.6 e da Tabela A.4
medidaEntreDis t r ibu icoes = matrix (0 , 46 , 6 )
rownames( med idaEntreDis t r ibu icoes ) =
c (colnames ( dataFrame d i s t an c i aG loba l [ 2 : 4 7 ] ) )
for (p in 1 : 4 6 ) {
coluna =p+1
numeroLinhasSemNa = NROW( na.omit ( dataFrame d i s t a nc i aG loba l [ , co luna ] ) )
d i s t a nc i aG loba l = dataFrame d i s t a nc i aG loba l [ 1 : numeroLinhasSemNa , coluna ]
d i s t a nc i aG loba l = d i s t an c i aG loba l [ d i s t anc i aG loba l > 0 ]
L = length ( d i s t anc i aG loba l )
# Frequeˆncia relativa da distaˆncia global para uma dada espe´cie
frequenciaObservadaDosDados = d i s t anc i aG loba l /
sum( as .numer ic ( d i s t anc i aG loba l ) )
parametrosDoModelo = componente s In i c i a i s [ p , ]
f requenciaEsperadaModelo = funcaoMassaModelo (L , parametrosDoModelo )
p e s o s I n i c i a i s = c (0 .25 , 0 .25 , 0 .25 , 0 . 25 )
x = c ( 0 : ( L−1) )
dim( x ) = length ( x )
# Ca´lculo da probabilidade da mistura: valores iniciais + valores EM
f r equenc iaEspe radaDaMis tura4Va lo r e s In i c i a i s =
apply (x , 1 , funcaoMassaDaMistura , parametros=componente s In i c i a i s [ p , ] ,
theta=p e s o s I n i c i a i s )
frequenciaEsperadaDaMistura4EM = apply (x , 1 , funcaoMassaDaMistura ,
parametros=as .mat r ix ( estimativasEM [ p , 6 : 9 ] ) ,
theta=as .mat r ix ( estimativasEM [ p , 2 : 5 ] ) )
# Ca´lculo das medidas de similaridades S1 e Kullback-Liebler
medidaDistanciaModelo = medidaDistancia (L , frequenciaObservadaDosDados ,
frequenciaEsperadaModelo )
med idaEntreDis t r ibu icoes [ p , 1 ] = medidaDistanciaModelo
medidaDis tanc iaMode lo4In i c ia l =
medidaDistancia (L , frequenciaObservadaDosDados ,
f r equenc iaEspe radaDaMis tura4Va lo r e s In i c i a i s )
med idaEntreDis t r ibu icoes [ p , 2 ] = medidaDis tanc iaMode lo4In i c ia l
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medidaDistanciaModelo4EM = medidaDistancia (L , frequenciaObservadaDosDados ,
frequenciaEsperadaDaMistura4EM )
medidaEntreDis t r ibu icoes [ p , 3 ] = medidaDistanciaModelo4EM
medidaKullbackLieblerModelo = k u l l b a c k L i e b l e r (L ,
frequenciaObservadaDosDados , frequenciaEsperadaModelo )
med idaEntreDis t r ibu icoes [ p , 4 ] = medidaKullbackLieblerModelo
med idaKul lbackL ieb l e rMode lo4 In i c ia l = k u l l b a c k L i e b l e r (L ,
frequenciaObservadaDosDados ,
f r equenc iaEspe radaDaMis tura4Va lo r e s In i c i a i s )
med idaEntreDis t r ibu icoes [ p , 5 ] = medidaKul lbackL ieb l e rMode lo4 In i c ia l
medidaKullbackLieblerModelo4EM = k u l l b a c k L i e b l e r (L ,
frequenciaObservadaDosDados , frequenciaEsperadaDaMistura4EM )
medidaEntreDis t r ibu icoes [ p , 6 ] = medidaKullbackLieblerModelo4EM
}
medidaEntreDis t r ibu icoes = round( medidaEntreDist r ibu icoes , 4 )

Teste de ajustamento do qui-quadrado 
# Aplicac¸a˜o do teste de ajustamento a` espe´cie St
coluna = 19
numeroLinhasSemNa = NROW( na.omit ( dataFrame d i s t a nc i aG loba l [ , co luna ] ) )
f r e q u e n c i a S u p e r i o r = 0
d i s t an c i aG loba l= dataFrame d i s t a nc i aG loba l [ 1 : numeroLinhasSemNa , coluna ]
d i s t an c i aG loba l = d i s t an c i aG loba l [ d i s t anc i aG loba l > f r e q u e n c i a S u p e r i o r ]
f requenc iaObservada = d i s t anc i a G loba l
# Ca´lculo das probabilidades da mistura de geome´tricas
L = length ( f requenc iaObservada )
x = c ( 0 : ( L−1) )
dim( x ) = length ( x )
N = sum( as .numer ic ( f requenc iaObservada ) )
# Estimativas obtidas pelo algoritmo EM
pesos = c (0 .84874 , 0 .09261 , 0 .05866 )
componentes = c (0 .25982 , 0 .13727 , 1)
pk = apply (x , 1 , funcaoMassaDaMistura , parametros=componentes , theta=pesos )
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# Teste do qui-quadrado
c h i s q . t e s t ( frequenciaObservada , p =pk , r e s c a l e . p=TRUE)
# Ca´lculo do valor da estat´ıstica do teste qui-quadrado
f r equenc iaEsperada = N * pk
Q = 0
for ( k in 1 :L) {
Q = Q + ( ( frequenc iaObservada [ k ] − f r equenc iaEsperada [ k ] ) ˆ2) /
f r equenc iaEsperada [ k ]
}
print (Q)
# Ca´lculo do quantil
qchisq (0 .01 , ( L−1) )

Representac¸a˜o gra´fica das distribuic¸o˜es: emp´ırica, modelo e mistura de 4 geome´tricas (via EM) 
# Script usado para gerar os gra´ficos da Figura 4.8 e da Figura A.7
numeroDeLinhas = 100
numeroDeColunas = 46
par ( mfrow=c (2 , 2 ) )
nomeDasEspecies = c ( ”Ap” , ”Hr” , ”Mj” , ”Pf” , ”Tk” , ”Ba” , ”Bs” , ”Ct” , ”Cb” , ”Dv” , ”Ec” ,
”Hi” , ”Hp” , ”Mg” , ”Pa” , ”Sa” , ”Sm” , ”St” , ”At” , ”Os” , ”Po” ,
”Vv” , ”Bt” , ”Cf” , ”Eq” , ”Gg” , ”Am” , ”Dm” , ”Mu” , ”Ce” , ”Rn” , ”Xt” , ”Hs” , ”Mm” ,
”Pt” , ”Dd” , ” Li ” , ”Pl” , ”Tb” , ”Dr” , ”Fu” , ”Oa” , ”Ca” , ”Nc” , ”Sc” , ”Sp” )
# Primeira posic¸a˜o de cada conjunto sequencial de quatro espe´cies
# no vector nomeDasEspecies
p = 19
for ( i in p : ( p+3) ) {
coluna = i + 1
colunaCorrente = dataFrame d i s t a nc i aG loba l [ , co luna ]
co lunaCorrente [ i s .na ( co lunaCorrente ) ] = 0
d i s t a nc i aG loba l = sum( as .numer ic ( co lunaCorrente ) )
f r D i s t a n c i a G l o b a l = colunaCorrente / d i s t a nc i aG loba l
parametrosDoModelo = componente s In i c i a i s [ i , ]
f requenciaEsperadaModelo =
funcaoMassaModelo ( numeroDeLinhas , parametrosDoModelo )
126 Apeˆndice B
x = c (0:(25−1) )
dim( x ) = length ( x )
frequenciaEsperadaDaMistura4EM = apply (x , 1 , funcaoMassaDaMistura ,
parametros=as .mat r ix ( estimativasEM [ i , 6 : 9 ] ) ,
theta=as .mat r ix ( estimativasEM [ i , 2 : 5 ] ) )
plot ( x+1, f r D i s t a n c i a G l o b a l [ 1 : 2 5 ] , type=”h” , ylim=c (0 ,0 . 33 ) , x lab=” d i s t a n c i a
g l o b a l ” , ylab=” f r e q u e n c i a r e l a t i v a ” , main= nomeDasEspecies [ i ] )
l ines ( x+1, frequenciaEsperadaModelo [ 1 : 2 5 ] , col = ” blue ” )
l ines ( x+1, frequenciaEsperadaDaMistura4EM [ 1 : 2 5 ] , col = ” green ” )
}

Matriz dos erros relativos 
# Func¸a˜o para o ca´lculo da matriz dos erros relativos
matr izErros = function (L , frequenciaObservadaDosDados ,
frequenciaEsperadaDoModelo ) {
e r ro = vector (mode=”numeric ” ,L)
for ( k in 1 :L) {
e r ro [ k ] = ( frequenciaObservadaDosDados [ k ] −
frequenciaEsperadaDoModelo [ k ] ) / frequenciaObservadaDosDados [ k ]
}
return ( e r ro )
}
componente s In i c i a i s = matrix (0 ,46 , 4)
rownames( componente s In i c i a i s ) =
c (colnames ( dataFrame d i s t a nc i aG loba l [ 2 : 4 7 ] ) )
k=2
for (p in 1 : 4 6 ) {
c o l u n a E s p e c i e I n i c i o = k
colunaEspecieFim = c o l u n a E s p e c i e I n i c i o + 3
e s p e c i e=dataFrame n u c l e o t i d o s [ , c o l u n a E s p e c i e I n i c i o : colunaEspecieFim ]
numeroLinhas = NROW( na.omit ( e s p e c i e ) )
for ( j in 1 : 4 ) {
componente s In i c i a i s [ p , j ] = sum( as .numer ic ( e s p e c i e [ 1 : numeroLinhas , j ] ) )
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}
componente s In i c i a i s [ p , ] =
componente s In i c i a i s [ p , ] /sum( as .numer ic ( componente s In i c i a i s [ p , ] ) )
k = k + 4
}
componente s In i c i a i s
numeroDeLinhas = 100
numeroDeColunas = 46
matrizDosErros = matrix (0 , numeroDeLinhas , numeroDeColunas )
for (p in 1 : numeroDeColunas ) {
coluna = p + 1
colunaCorrente = dataFrame d i s t a nc i aG loba l [ , co luna ]
co lunaCorrente [ i s .na ( co lunaCorrente ) ] = 0
d i s t a nc i aG loba l = sum( as .numer ic ( co lunaCorrente ) )
f r D i s t a n c i a G l o b a l = colunaCorrente / d i s t a nc i aG loba l
parametrosDoModelo = componente s In i c i a i s [ p , ]
f requenciaEsperadaModelo = funcaoMassaModelo ( numeroDeLinhas ,
parametrosDoModelo )
matrizDosErros [ , p ] = matr izErros ( numeroDeLinhas , f rD i s tanc i aGloba l ,
f requenciaEsperadaModelo )
}
# Conversa˜o dos valores NA a zero
matrizDosErros [ i s . i n f i n i t e ( matrizDosErros ) ] = 0
matrizDosErros = t ( matrizDosErros )
rownames( matrizDosErros ) = c (colnames ( dataFrame d i s t a nc i aG loba l [ 2 : 4 7 ] ) )
matrizDosErros


