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ABSTRACT
M-sequences are widely used in communications and posi-
tioning systems for synchronization purposes. In these sys-
tems, the receiver does not know which sequence is used by
the transmitter, this needs to be detected. This paper estab-
lishes first a link between the conventional detection theory
and the recently developed detection technique relying on it-
erative message-passing algorithm. Then, a novel decoding
strategy is proposed. It exploits the decimation property of m-
sequences to improve significantly the detection performance
compared to the existing decoding strategy.
Index Terms— m-sequence, decoding, belief-propagation
1. INTRODUCTION
A maximal length sequence (M-sequence) is a binary se-
quence with excellent auto-correlation properties [1]. Hence,
they are widely used for synchronization purpose in wire-
less communications and positioning systems. They are for
instance used for the cell search procedure in the WCDMA
system or for the acquisition of GPS’s satellites [2][3].
The conventional method to synchronize with a m-sequence is
to correlate the received signal with a replica of the searched
m-sequence [4]. If a correlation peak is observed and is above
a given threshold, the synchronization is declared. This cor-
relation can be implemented either with a standard FIR filter
whose coefficients are equal to the chips of the sequence, or
with a FFT [5].
An alternative method consists in performing synchroniza-
tion through a decoding of the received sequence. In fact, a
m-sequence generator can be regarded as a linear code gener-
ator. It is thus possible to detect a transmitted sequence with
a suitable decoder. This solution was originally proposed in
cryptography for fast correlation attacks on stream ciphers
[6][7]. This has been applied more recently in wireless com-
munications and localization [8][9]. Exploiting the unique
properties of m-sequence, an iterative message-passing al-
gorithm can be implemented to decode the received signal
[10]. The main drawback of this decoding procedure is its
sensitivity to the weight of the generator polynomial of the
m-sequence. The weight is given by the number of non zero
coefficients of the polynomial.
In this paper, the link between conventional detection theory
and sequence decoding is first established. Then, a novel de-
coding strategy is proposed. It exploits the decimation prop-
erty of m-sequences to decode any m-sequence of polynomial
degree r, with the generator polynomial of the m-sequence
having the smallest weight. This ensures to improve the de-
coding performances.
The paper is organized as follows. Section 2 establishes the
relationship between the Generalized Likelihood Ratio Test
technique (GLRT) and iterative decoding for the detection
of m-sequences. Section 3 describes the main properties of
m-sequences that will be exploited in this paper. Section 4
details the conventional message-passing algorithm used for
decoding m-sequence. Section 5 presents the novel algorithm
exploiting the decimation property of m-sequences. Section
6 presents simulation results and Section 7 concludes this
paper.
Notation: a sequence will be written in uppercase letters in
its anti-modal representation (S(k) ∈ {−1,+1}) and in low-
ercase in its binary representation (s(k) ∈ {0, 1}). ‖S‖2 is
the Euclidian norm of vector S.
2. RELATIONSHIP BETWEEN GLRT AND
DECODING
Many synchronization problems involving m-sequences can
be modeled as a binary hypothesis testing problem [11]. At
each sampling time, the receiver wants to decide for one of
the 2 hypothesis :
H1 : Y = S + n
H0 : Y = n
(1)
When the receiver is synchronized, hypothesis H1 is the cor-
recte one, while H0 is valid otherwise. However, the receiver
can be synchronized with the transmitted sequence but with-
out knowing which sequence was sent. This happens for in-
stance in the cell search of UMTS and CDMA200 systems or
for the acquisition of C/A code in the GPS system. The re-
ceiver has to detect the transmitted sequence and doing so it
is synchronized with this sequence.
Y = (Y (0), . . . , Y (N − 1))T is the vector containing the
N received samples. n is a vector of white Gaussian noise
with covariance matrix σ2IN . S = (S(0), . . . , S(N − 1))
T
is the m-sequence to be detected. If sequence S is known by
the receiver, a conventional Log Likelihood Ratio Test (Log-
LRT) can be applied.
Let L(Y) = p(Y|H1)
p(Y|H0)
be the likelihood ratio. p(Y|H1) is the
pdf of Y under hypothesis H1, and p(Y|H1) the pdf of Y
given under hypothesis H0. Since the noise is white with co-
variance matrix σ2IN , these two pdf are defined by :
p(Y|H1) = N(S, σ
2IN )
p(Y|H0) = N(0, σ
2IN )
Since S(k)± 1, we have ‖S‖2 = N . The Log-LRT becomes
[12]:
T (Y) = ℜ(YH .S)
H1
>
<
H0
γ (2)
ℜ(z) is the real part of the complex variable z.
γ is the detection threshold which is set according to the de-
sired missed detection and false alarm probabilities:
PFA = P (H1|H0)
PD = P (H1|H1)
(3)
where P (Hi|Hj) means the probability to decide for Hi
while Hj was true. The Log-LRT results in the conventional
detection scheme, by correlation.
Unfortunately, the received sequence is not always known by
the receiver. This happens for instance in the GPS system.
There are 32 satellites in the constellation, each of them trans-
mitting its own sequence. As a result, the receiver does not
know which sequence is received.
In order to solve this issue, the receiver may implement a
GLRT strategy. This empirical approach has been defined es-
pecially when some parameters are unknown to the receiver.
The basic principle is to estimate an unknown parameter θ ac-
cording to a Maximum Likelihood criteria (ML), and then to
apply the LRT with this estimate [12]:
L(Y ) = p(Y|θˆ1,H1)
p(Y|θˆ0,H0)
where θˆi = argmax p(Y|θˆi, Hi) i = 0, 1
(4)
If parameter θ does not appear in the model corresponding to
hypothesis H0, the GLRT becomes:
L(Y ) = max
θ
L(Y, θ)
L(Y, θ) = p(Y|θ,H1)
p(Y|H0)
(5)
In our context, the unkbnown parameter θ is the transmitted
sequence S. Applying the GLRT to the sequence estimation
problem with θ = S corresponds to the Maximum Likelihood
Sequence Estimation algorithm (MLSE)[13]:
Sˆ = max
S∈A
ℜ(YH .S) (6)
A = {S0, · · · , SNs−1} is the search space, constituted of Ns
possibles m-sequences. The algorithm selects the sequence
which gives the largest correlation peak, and then compare it
to the pre-defined detection threshold γ (2). If Ns is not too
large, it is feasible to implement this kind of processing. This
is the strategy adopted for the GPS receivers (Ns = 32). On
the other hand, if Ns is too large, this solution is not feasible.
One could implement for instance a Viterbi decoder that will
estimate the ML received sequence. As the decoder complex-
ity increases exponentially with the number of states, it can
be implemented only if this number is not too large. This
is generally not the case for the detection of m-sequences in
practical situations [7][9][14].
An alternative solution is to perform a Maximum A Posteriori
(MAP) symbol decoding instead of MLSE:
sˆ(i) = max
s(i)
p(s(i)|Y, H1) (7)
This approach is very well adapted for the decoding of m-
sequences, as explained in section 4. If the decoder finds a
valid m-sequence, it may either be the transmitted sequence
(correct decoding) or a delayed version of this sequence
(wrong decoding).
If the probability of wrong decoding and the probability of
false alarm are negligible, the decoding step not only gives
the initial state of the transmitted sequence but also the syn-
chronization with the beginning of the sequence. In this case,
the verification step with the LRT of Eq. 2 is not needed,
the probability of detection is very close to the probability
of correct decoding. If these probabilities are not negligible,
the verification phase is needed. As a consequence, the com-
plexity of the proposed approach will depend on the perfor-
mance of the iterative message-passing algorithm that will be
selected to approximate the MAP decoder.
3. M-SEQUENCES
A m-sequence with r shift registers is built with a Linear
Feedback Shift Register (LFSR) generator whose polynomial
g(D) =
∑r
i=0 giD
i is primitive [1]. Fig. 1 shows a LFSR
sequence generator according to the Fibonacci representation
[15]. A m-sequence is a periodic sequence of maximal period
N = 2r − 1. It has many interesting mathematical properties
which are detailed in [1]. In this paper, we will exploit the
decimation property. Any m-sequence of length N , s(k) can
be found by a suitable decimation of any other m-sequence
of the same length N , x(k). In other words, there exists an
integer d such that ([1, theorem 10.2]):
s(k) = x(dk mod N)
D D D D D
gr-1gr-2g1
++++
g2
X(k)
X(k+1)X(k+2)X(k+r) X(k+r-1) X(k+r-2)
Fig. 1. LFSR sequence with the Fibonacci representation
This property will be exploited to improve the performance
of the sequence decoder, as detailed in section 5
4. DECODING OF A M-SEQUENCE
The objective of the decoder is to find the initial state of the
shift registers. Once it has been found, it is possible to gen-
erate the m-sequence with the architecture presented in Fig.
1. A m-sequence x(k) satisfies the following parity check
equation (g0 = gr = 1), for all k ≥ 0:
r⊕
i=0
gr−ix(k + i) = 0
It is thus a cyclic linear code with coding rate r
N
. A codeword
of length N is generated by specifying an initial state of the
shift registers. The parity check matrix of this code depends
on the sequence’s primitive polynomial g(D):
H =


gr · · · g0 0 · · · · · · 0
0 gr · · · g0 0 · · · 0
...
. . .
. . .
. . .
. . .
. . .
...
0 · · · 0 gr · · · g0 0
0 · · · · · · 0 gr · · · g0


(8)
Once the parity check matrix has been defined, it is possible
to decode the received vector (Y (0), · · · , Y (N − 1)) with a
standard iterative message passing algorithm [10]. In addi-
tion, as it was proposed in [16], the use of Redundant Graph-
ical Model (RGM) improves significantly the decoder perfor-
mance. If g(D) is the sequence polynomial in GF(2), it satis-
fies:
g(D2
n
) = g(D)2
n
This property is exploited to create additional parity check
equations. Polynomial gn(D) = g(D
2n) also generates a
parity check matrix Hn similar to H . Theses matrices can
be concatenated to create a larger parity check matrix HRGM
[16]:
HRGM =


H0
H1
...
HnRGM−1

 (9)
where nRGM is the number of RGMs used for decoding. These
RGMs increase the column weight of the parity check matrix,
while keeping constant the row weight. The column weight
corresponds to the degree of the variable node in the bipartite
graph [10]. Having a large degree improves the probability
to correct an error on that variable because it receives more
informations from its neighboring nodes. This explains the
performance gain observed with the RGMs.
If the decoding is successful (all parity check equations are
satisfied), the soft decision output of the decoder is converted
into a binary representation with a hard decision rule. Then,
according to the Fibonacci representation (Fig. 1), the first r
bits of the codeword represents the content of the shift regis-
ters at initialization.
5. EXPLOITATION OF THE DECIMATION
PROPERTY
It is well established in the LowDensity Parity Check (LDPC)
codes litterature that decoding performances degrade when
the weight of the parity-check equations increases [17]. If
the number of variable nodes linked to a check node is large,
the information provided by each variable is diluted and this
reduces its impact on the decoding procedure. Even worst,
cycles of length 4 may appear, which are known to degrades
seriously the decoding performances. It is thus a good design
strategy to decrease the weight of the check nodes. In our
context, this weight is equal to the weight of the m-sequence
generator’s polynomial (i.e. the number of non-zero coeffi-
cients). The proposed algorithm gives a method to decode any
m-sequence of polynomial degree r, with the generator poly-
nomial of the m-sequence having the smallest weight. This
ensures to improve the decoding performances.
Let x(k) be the m-sequence of degree r whose generator’s
polynomial gx(D) has the smallest weight. As stated in Sec-
tion 3, any m-sequence s(k) of degree r can be obtained by a
suitable decimation of x(k). If a specific initial state is chosen
as a reference for each sequence x(k) and s(k), there exist 2
integers d and h such that [1]:
φ(k) = (dk + h) mod N
s(k) = x(φ(k))
(10)
h depends on the initial states chosen as a reference.
The basic decoding principles are to build from (1) a vector
representing an observation of sequence x(k), to decode x(k)
with a message-passing algorithm and, eventually, to compute
sequence s(k) according to (10).
The decoding steps are the followings :
• Step 1 : transform the observation of sequence s(k) in
(1) into the observation of sequence x(k):
Yd(k) = Y (φ
−1(k)) = X(k) + nd(k) (11)
nd(k) = n(φ
−1(k)) is a simple permutation of the
noise samples. Hence it has the same statistical proper-
ties.
• Step 2 : decode sequence x(k) with a message-passing
algorithm. The decoding algorithm described in section
4 is applied with polynomial gx(D) and input vector
Yd(k) for k = 0, . . . , N − 1.
• Step 3 : compute the initial state of sequence s(k) :
s(k) = x(φ(k)) for k = 0, . . . , r − 1
6. SIMULATION RESULTS
The performance of the algorithm are measured by the prob-
abilities of correct detection PD, wrong detection PWD, false
alarm PFA and missed detection PM , defined as follows:
PD = P (Ic = 1 and Qˆs = Qs|H1)
PWD = P (Ic = 1 and Qˆs 6= Qs|H1)
PFA = P (Ic = 1|H0)
PM = 1− PD − PWD
Ic is the indication function of the decoder:
Ic =
{
1 if all parity check equations are satisfied
0 otherwise
Qˆs is the estimated initial state vector of sequence s(k), given
by the decoder output.
Simulations have been performed for m-sequences of length
N = 1023, with r = 10 registers. In this case, the sequence
x(k) generated by the polynomial gx(D) = D
10 + D3 + 1
has the smallest weight. It is assumed that the initial state
of each sequence (x(k) or s(k)) is the all ’1’ configuration.
Table 1 lists the sequences that have been used to evaluate the
performance of the decoding procedure. One sequence has
been selected for each possible weight (5, 7 or 9). For each
sequence, the generator polynomial (taken from [18]) and the
decimation parameters (d, h) are also given.
Performances are measured with the following simulation
assumptions:
• When measuring PM and PWD, the receiver is syn-
chronized with the beginning of the frame (i.e. hypoth-
esisH1 is satisfied), while its is not synchronized when
s weight g(D) (d,h)
s1 5 gs2(D) = D
10+D8+D4+
D3 + 1
(43, 36980)
s2 7 gs4(D) = D
10+D9+D8+
D6 +D3 +D2 + 1
(65, 27300)
s3 9 gs5(D) = D
10+D9+D7+
D6+D4+D3+D2+D+1
(173,9342)
Table 1. Sequences
PFA is evaluated. 10
4 trials are used to measure PM ,
and 106 for PWD.
• the input noise is AWGN with variance σ2. The signal
to noise ratio is defined by : SNR = 1/σ2
• The decoder implements either a Min-Sum (MS) or
a Self-Corrected Min-Sum (SCMS) message-passing
algorithm [19][20]. The SCMS performs very close
to the “optimal” Belief propagation (Sum-Product) de-
coding with a reduced implementation complexity. In
addition, the decoder does not need to have any knowl-
edge about the noise variance as it is required for the
Sum-Product algorithm. The decoder stops when ei-
ther all the parity-check equations are satisfied or the
maximum number of iteration Niter = 60 is reached.
The number of RGMs is nRGM = 7.
Two algorithms have been evaluated : the “conventional” one
for which the parity check matrix is built with the genera-
tor polynomial of the considered sequence gs(D) (see section
4) and the novel algorithm described in the previous section.
The performance of the former algorithm will be denoted for
instance “Seq S1”, and the latter “Seq S1 decim”.
Fig. 2 compares the probability of missed detection PM ob-
tained with the MS and SCMS decoding algorithms. It is ob-
served that the novel algorithm outperforms the conventional
one by 9 to 13 dB, which is very significant. It can also be ob-
served that the SCMS algorithm outperforms by almost 3dB
the MS when the weight of the generator polynomial is large
(9 for S3). With the novel algorithm, the generator polyno-
mial used for decoding is gx(D) which weight equals 3. In
this case, the difference between the MS and SCMS is around
1dB.
Fig. 3 shows the probability of wrong decoding with the novel
algorithm for the MS or SCMS decoding procedures. The
SCMS gives a high probability of wrong detection, which
makes it unsuitable for detection purposes. Simulations not
reported in this paper also show that the probability of false
alarm is high with the SCMS ( 10−3) while it remains below
10−5 with the MS. Hence, decoding a m-sequence with the
MS algorithm is the best choice.
Fig. 4 presents the probability of missed detection PM for the
3 selected sequences defined in Table 1, and a MS decoding
algorithm. It shows that while PM depends on the weight of
each sequence’s polynomial for the conventional method, it
is independant with the novel algorithm. In addition, the per-
formance improvement is in the range of 6 to 12 dB. There is
however a degradation of 2 dB with respect to the detection
by correlation. For this simulation, the detection threshold
was set to keep PFA < 10
−5.
7. CONCLUSION
The relationship between the conventional GLRT detection
method and the detection by iterative message-passing decod-
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ing has been established for the acquisition of m-sequences.
Based on this framework, a novel detection algorithm has
been proposed and evaluated. It exploits the decimation prop-
erty between m-sequences of the same length, to improve the
probability of detection for all the m-sequence which gener-
ator polynomial does not have the smallest weight. Simu-
lation results show that this algorithm improves significantly
the probability of detection. It was also shown that the selec-
tion of the iterative message-passing algorithm has a decisive
impact on the probability of wrong decoding and false alarm.
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