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Weyl semimetals are characterized by unconventional electromagnetic response. We present an-
alytical expressions for all components of the frequency- and wave-vector-dependent charge-spin
linear-response tensor of Weyl fermions. The spin-momentum locking of the Weyl Hamiltonian
leads to a coupling between charge and longitudinal spin fluctuations, while transverse spin fluctua-
tions remain decoupled from the charge. A real Weyl semimetal with multiple Weyl nodes can show
this charge-spin coupling in equilibrium if its crystal symmetry is sufficiently low. All Weyl semimet-
als are expected to show this coupling if they are driven into a non-equilibrium stationary state with
different occupations of Weyl nodes, for example by exploiting the chiral anomaly. Based on the re-
sponse tensor, we investigate the low-energy collective excitations of interacting Weyl fermions. For
a local Hubbard interaction, the charge-spin coupling leads to a dramatic change of the zero-sound
dispersion: its velocity becomes independent of the interaction strength and the chemical potential
and is given solely by the Fermi velocity. In the presence of long-range Coulomb interactions, the
coupling transforms the plasmon modes into spin plasmons. For real Weyl semimetals with multiple
Weyl nodes, the collective modes are strongly affected by the presence of parallel static electric
and magnetic fields, due to the chiral anomaly. In particular, the zero-sound frequency at fixed
momentum and the spin content of the spin plasmons go through cusp singularities as the chemical
potential of one of the Weyl cones is tuned through the Weyl node. We discuss possible experiments
that could provide smoking-gun evidence for Weyl physics.
I. INTRODUCTION
Within the large field of topological condensed mat-
ter physics, the study of Weyl semimetals (WSMs) [1–6]
has received a strong boost by the discovery of several
candidate materials [7–24]. In WSMs, non-degenerate
bands touch at points in momentum space, called “Weyl
nodes.” This requires time-reversal or spatial inver-
sion symmetry to be broken since otherwise all bands
would be spin degenerate. In magnetic WSMs such
as the candidates Mn3(Ge,Sn) [13, 18, 20, 21, 25, 26]
and Co3Sn2S2 [22, 23, 27] as well as Na3Bi in a mag-
netic field [14] and (Gd,Nd)PtBi in a magnetic field
[17, 19, 24], time-reversal symmetry (TRS) is broken. On
the other hand, time-reversal-symmetric WSMs with bro-
ken inversion symmetry have been realized in the family
(Ta,Nb)(As,P) [7–12, 15, 16].
In WSMs, Weyl nodes act as sources and sinks of Berry
curvature (of, say, the lower band), which is analogous to
a magnetic field in momentum space. The correspond-
ing magnetic monopole charge, or “chirality,” is given
by the flux of the Berry curvature over a Fermi surface
enclosing the node and is quantized to an integer value.
Since the net monopole charge summed over all Weyl
nodes in the Brillouin zone must be zero, Weyl nodes al-
ways appear in pairs of opposite chirality [28–30]. Near
each node, the band dispersion is linear and the effec-
tive Hamiltonian has the form of the well-known Weyl
Hamiltonian [31, 32]. The corresponding massless low-
energy quasiparticles, the Weyl fermions, exhibit a chiral
or Adler-Bell-Jackiw anomaly [33–35], which means that,
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in the presence of parallel electric and magnetic fields, the
number of fermions close to Weyl nodes of opposite chi-
rality is not conserved separately. WSMs show a plethora
of exotic optical and transport properties, some, but not
all, of which are caused by the chiral anomaly. Examples
are an anomalous Hall effect in WSMs with broken time-
reversal symmetry [36], a chiral magnetic effect, i.e., a
dynamical current parallel to the magnetic field in WSMs
with broken inversion symmetry [5, 37, 38], and a neg-
ative magnetoresistance for the magnetic field parallel
to the electric field [39]. Moreover, the chiral anomaly
leads to the appearance of a term proportional to E ·B
in the electromagnetic action, with a non-uniform pref-
actor [40]. This term implies a magnetoelectric effect:
an applied electric field generates a magnetization, while
an applied magnetic field generates an electric polariza-
tion [2, 5, 6]. The magnetoelectric effect is encoded in the
coupled charge-spin linear-response tensor, the frequency
and wave-vector dependence of which has not been cal-
culated completely so far.
In this paper, we investigate the response of Weyl
fermions to time- and space-dependent electric and mag-
netic perturbations by calculating all components of the
composite charge-spin linear-response tensor for a sin-
gle Weyl node in Sec. II. Based on this, we investi-
gate observable manifestations for real Weyl semimetals
with pairs of Weyl nodes with opposite chirality in Sec.
III. After briefly discussing the electromagnetic response,
we present a detailed study of the collective excitations
within the random phase approximation, exploring in
particular the impact of the coupling between density
and spin excitations. The chiral anomaly significantly
affects the excitation modes, which can be probed by op-
tical pump-probe experiments. Finally, we summarize
our results in Sec. IV.
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2II. LINEAR RESPONSE
We start from an effective Hamiltonian describing the
low-energy physics of Weyl fermions in the vicinity of a
Weyl node residing at Q in the Brillouin zone,
H = χvFk · σ − µχ, (1)
where k is the momentum relative to the Weyl node, σ
is the vector of Pauli matrices representing the electron
spin, χ = ±1 denotes the chirality describing the rel-
ative orientation of spin and momentum, and µχ is the
chirality-dependent chemical potential. We set } = 1 and
assume isotropic Fermi velocity vF . However, our results
are qualitatively insensitive to the anisotropy.
The first-order response to electromagnetic perturba-
tions is described by a 4 × 4 linear-response tensor, the
components of which are determined by correlation func-
tions,
Παα′(q, iωn) =
1
N
∫ β
0
dτ eiωnτ 〈Tτα(q, τ)α′(−q, 0)〉,
(2)
where α, α′ ∈ {ρ, σl} refer to the Fourier-transformed
density and spin operators defined as ρ(q) =∑
kσ c
†
k+q,σck,σ and σl(q) =
∑
kζζ′ c
†
k+q,ζσ
l
ζ,ζ′ck,ζ′ , re-
spectively, in terms of the fermionic annihilation (cre-
ation) operators ck,σ (c
†
k,σ). β = 1/kBT is the inverse
temperature, iωn are Matsubara frequencies, and Tτ is
the time-ordering directive in imaginary time. All re-
sponse functions can be written as sums of interband
(denoted by superscript −) and intraband (superscript
+) contributions: Παα′ = Π
−
αα′ + Π
+
αα′ . The retarded
response functions are obtained by analytic continuation
iωn → ω + iδ.
A. Separate charge and spin responses
The retarded charge response functions Π∓ρρ(q, ω) were
obtained by Lv and Zhang [41] (see also Ref. [42]). At
zero temperature they are given by
Π∓ρρ(q, ω) =
1
2N
∑
k
(
1∓ k
′ · k
k′k
)
×
[
1
vF (k ± k′)− ω − iδ + (ω → −ω)
]
, (3)
where k′ = k + q, k = |k| etc. For completeness, the
explicit form of the charge response tensor Πρρ(q, ω) is
presented in Appendix A. It only depends on the magni-
tude of the wave vector q, as expected for the isotropic
Hamiltonian (1). The charge response is even in chirality.
The spin response tensors contain diagonal and off-
diagonal components in spin space. The diagonal terms
Π∓σlσl(q, ω) =
1
2N
∑
k
(
1± k
′
mkm + k
′
nkn − k′lkl
k′k
)
×
[
1
vF (k ± k′)− ω − iδ + (ω → −ω)
]
, (4)
where l, m, n refer to three orthogonal coordinate axes
with εlmn = +1, have recently been evaluated by Thakur
et al. [43] and Zhou and Chang [44]. These authors are
mainly interested in the current response, which is, how-
ever, closely related to the spin response due to spin-
momentum locking. On the other hand, the off-diagonal
components read as
Π∓σlσm(q, ω) =
1
2N
∑
k
[
∓klk′m+k′lkmkk′ + i
(k′n
k′ ± knk
)
vF (k ± k′)− ω − iδ
+
∓klk′m+k′lkmkk′ − i
(k′n
k′ ± knk
)
vF (k ± k′) + ω + iδ
]
. (5)
Evidently, the spin response depends on both the mag-
nitude and the direction of q. We consider q along
the positive z axis, without loss of generality. The re-
sponse tensor for q in other directions can then be ob-
tained by simultaneously rotating q as a vector and
Π∓σlσm as a second-rank tensor with indices l,m. The
diagonal terms have longitudinal (Π∓σzσz ) and transverse
(Π∓σxσx = Π
∓
σyσy ) components, which differ in the orien-
tation between the wave vector and the spin. The imag-
inary parts of the longitudinal and transverse diagonal
spin responses are related to the charge response by mul-
tiplicative factors [43]. For the real parts, the situation
is more complicated since they contain the unphysical
cutoff-dependent term Λ2/6pi2vF , where Λ is the ultra-
violet cutoff for the momentum sum [43–47]. This term
arises from the presence of the infinite sea of negative-
energy states for the effective Weyl Hamiltonian. The
spin response function should be regularized by taking
the µ = 0 ground state as the reference system [43–
45, 48], which corresponds to subtracting the Λ2 term
from the spin response tensor. Details of the calculation
are given in Appendix B, where we also reproduce the
explicit results for the diagonal components [43].
Among the off-diagonal terms, only the transverse
components Π∓σxσy = −Π∓σyσx differ from zero for q = qzˆ.
Hence, the transverse and longitudinal components of the
spin response decouple, which can be attributed to the
rotational invariance of the model about the wave vector
q. By rewriting the momentum sum in Eq. (5) as an
integral and performing the angular part, we obtain
Π∓σxσy (qzˆ, ω) =
i
16pi2q2
∫
dk
∫
dk′ (k ∓ k′)
× [q2 − (k ± k′)2]
[
1
vF (k ± k′)− ω − iδ − (ω → −ω)
]
.
(6)
3The integrals can be evaluated explicitly. The results are
given in Appendix B. In the undoped case, the response
function becomes simple and purely imaginary:
Πinσxσy (qzˆ, ω) = i
qω
24pi2v2F
. (7)
The usually considered off-diagonal response function
Πσ+σ− with σ± = σx ± iσy is related to the calculated
components by
Πσ+σ−(qzˆ, ω) = 2 Πσxσx(qzˆ, ω)− 2iΠσxσy (qzˆ, ω), (8)
where symmetries have been used. Hence, the real part
of Πσ+σ− is related to the imaginary part of Πσxσy .
Note that the Hall conductivity is proportional to the
off-diagonal current-current correlation function, which
can be expressed in terms of the spin response by [43, 49]
σxy(q, ω) =
ie2v2F
ω
Πσxσy (q, ω). (9)
In the static and uniform limit, the Hall conductivity is
known to be proportional to the separation of Weyl nodes
[40, 46, 50, 51]. This relies on the observation that the
Hall conductivity contributed by two-dimensional slices
of momentum space jumps by a quantized amount when
the slice passes a Weyl node. There is a corresponding
jump in the off-diagonal transverse spin response, which
is included in our results. However, the absolute value
of the Hall conductivity and hence of the off-diagonal
transverse spin response function cannot be determined
from a continuum field theory [51] (see also Appendix
B). Since the off-diagonal transverse spin response is not
central for this paper, we do not pursue this issue here.
For illustration, the wave-vector and frequency depen-
dence of the charge and spin response functions is pre-
sented in Fig. 1 for a single, undoped Weyl cone. The
ultraviolet cutoff is taken as vFΛ = 50 throughout the
paper. For a typical bandwidth of 1 eV, the correspond-
ing frequency scale is 20 meV and the wave-vector scale
is 106 cm−1 for vF ≈ 106 ms−1.
Figures 1(a)–1(c) depict the real parts of the charge
and diagonal spin response functions. The charge and
longitudinal spin response exhibits a logarithmic singu-
larity at ω = vF q from the joint density of states. The
singularity would be broadened by deviations from lin-
ear dispersion. In the diagonal transverse spin response
[Fig. 1(c)] the logarithmic singularity is pushed to the
first derivative by a vanishing prefactor ω2 − v2F q2. The
origin of this suppression is that the “on-shell” transverse
response is prohibited by spin-momentum locking. The
imaginary parts are not plotted here since they are sim-
ple rational functions of q and ω multiplied by the step
function θ(ω − vF q) [see Eqs. (A2), (B7), and (B8)].
Figure 1(d) shows the imaginary part of the off-
diagonal transverse spin response function Πσxσy , which,
as noted above, is related to the real part of the usual
off-diagonal spin response function Πσ+σ− . Unlike the
FIG. 1. Charge and spin responses of an undoped (µ = 0)
Weyl cone: wave-vector and frequency dependence of (a)
Re Πρρ, (b) Re Πσzσz , (c) Re Πσxσx , and (d) Im Πσxσy for
q = qzˆ. As discussed in the text, Im Πσxσy is related to the
off-diagonal response function Re Πσ+σ− , whereas Re Πσxσy
vanishes in the undoped case. Here, the ultraviolet cutoff is
taken to be vFΛ = 50.
components plotted in Figs. 1(a)–1(c), it is a real ana-
lytic function of q and ω and does not show any singu-
larity at the Weyl-fermion dispersion ω = vF q. However,
Πσxσy being nonzero relies on the chirality of the Weyl
Hamiltonian.
B. Coupled charge-spin response
For free electrons in a periodic potential, the linear
charge and spin responses are decoupled. In real ma-
terials, their coupling, i.e., a magnetoelectric effect [52],
can be caused by spin-orbit interaction or coupling to
strain but is usually weak. In WSMs, spin is locked to
momentum, which leads to strong correlations of spin
and current and hence to a large magnetoelectric effect
[2, 5, 6]. Consequently, the coupled charge-spin response
function Πρσl is large, as we show in the following. De-
tails of the calculation are relegated to Appendix C. We
find that only the longitudinal contribution, for which the
spin direction is parallel to the wave vector, is nonzero.
4Furthermore, it satisfies Πρσl = Πσlρ. The longitudinal
contribution can be decomposed into two parts, an in-
trinsic one which is nonzero already in the undoped case
and an extrinsic one that only emerges upon doping.
For the intrinsic case, the Fermi level lies at the Weyl
node, and only interband transitions from the completely
filled valence band to the empty conduction band con-
tribute. The imaginary and real parts of the intrinsic
charge-spin response are given by
Im Πinρσz (qzˆ, ω) =
qω
24piv2F
θ(ω − vF q), (10)
Re Πinρσz (qzˆ, ω) =
qω
24pi2v2F
ln
∣∣∣∣ 4v2FΛ2v2F q2 − ω2
∣∣∣∣ , (11)
where θ(x) is the Heaviside step function. In the pres-
ence of doping, the charge-spin response depends only
on the magnitude of the chemical potential µ, due to the
particle-hole symmetry of the Weyl Hamiltonian. For
electron doping, µ = vF kF > 0, the imaginary and real
parts of the extrinsic contribution read as
Im Πexρσz (qzˆ, ω) =
ω
8piqv2F
[
θ(vF q − ω)
(
[α(q, ω)− α(q,−ω)]θ(2µ− vF q − ω) + α(q, ω)θ(2µ− vF q + ω)θ(vF q + ω − 2µ)
)
+ θ(ω − vF q)
(
−α(−q,−ω)θ(2µ+ vF q − ω)θ(vF q + ω − 2µ)− q
2
3
θ(2µ− vF q − ω)
)]
, (12)
Re Πexρσz (qzˆ, ω) =
ω
8pi2v2F q
[
8µ2
3v2F
− α(q, ω)β(q, ω)− α(−q, ω)β(−q, ω)− α(q,−ω)β(q,−ω)− α(−q,−ω)β(−q,−ω)
]
,
(13)
where we have defined
α(q, ω) =
1
12v3F q
[
(2µ+ ω)3 − 3v2F q2(2µ+ ω) + 2v3F q3
]
(14)
and
β(q, ω) = ln
∣∣∣∣2µ+ ω − vF qvF q − ω
∣∣∣∣ . (15)
The full response function in the doped case is of course
Πρσz = Π
in
ρσz + Π
ex
ρσz . This response function satisfies
Πρσz (qzˆ, ω) =
ω
vF q
Πρρ(qzˆ, ω), (16)
which relates it to the charge response.
The wave-vector and frequency dependence of the lon-
gitudinal charge-spin response function Πρσz of a single
Weyl cone with χ = +1 is presented in Fig. 2 for the
undoped and doped cases. In Fig. 3, we plot the same
data for cuts at fixed wave numbers. For the undoped
case, when the valence band is completely occupied and
the conduction band is empty, the imaginary part shows
a step at ω = vF q, indicating the onset of interband
particle-hole excitations (the finite slope of the step arises
from the small imaginary part δ = 0.005 used for the cal-
culations). The real part depends linearly on q and ω for
small wave number or frequency. By dint of the Kramers-
Kronig relations, the step in the imaginary part implies a
logarithmic divergence (rounded by δ > 0) at ω = vF q in
the real part. Upon doping, a nonzero imaginary part ap-
pears for vF q − 2µ < ω < vF q, resulting from intraband
particle-hole excitations, while interband transitions are
Pauli blocked for vF q < ω < 2µ − vF q. Consequently,
the step in the imaginary part and the peak in the real
part become inverted and the real part can even change
sign. Note that this does not imply a thermodynamic in-
stability since the response of the system to external per-
turbations is governed by the full response tensor Παα′ ;
an instability would be signaled by a negative real part
of an eigenvalue.
It is worth noting that due to spin-momentum lock-
ing the charge-spin response is related to the density-
current response calculated in Ref. [44]. The result for
the density-current response for a single Weyl node is
similar to the one obtained for the charge-spin response
here. However, since the sign of spin-momentum lock-
ing is dictated by chirality, the density-current response
is even in chirality, whereas the charge-spin response is
odd, which has significant consequences as discussed in
the next section.
The 4× 4 response tensor Παα′ is related to the 6× 6
electromagnetic susceptibility by [53]
χeeij =
∂Pi
∂Ej
= − e
2
qiqj
Πρρ, (17)
χmmij =
∂Mi
∂Bj
=
(gµB
2
)2
Πσiσj , (18)
χemij =
∂Pi
∂Bj
= i
egµB
2
1
qi
Πρσj , (19)
χmeij =
∂Mi
∂Ej
= i
egµB
2
1
qj
Πσiρ, (20)
5FIG. 2. Coupled charge-spin responses of a Weyl cone: wave-
vector and frequency dependence of (a) Im Πρσz and (b)
Re Πρσz for the undoped case (µ = 0). (c) Im Πρσz and (d)
Re Πρσz for a doped (µ = 2.0) Weyl cone.
where we have taken the electron charge to be −e and
its magnetic moment to be −gµB/2. The charge-spin re-
sponse tensor thus implies a magnetization response to
an electric field and a polarization response to an elec-
tric field, as expected from the topological E ·B term in
the electromagnetic action [40]. Moreover, the fact that
only the longitudinal charge-spin response is nonzero is
consistent with the longitudinal nature of this term.
III. OBSERVABLE CONSEQUENCES
In this section, we analyze how the charge-spin re-
sponse is manifested in WSMs, which necessarily contain
at least two Weyl nodes with vanishing total chirality.
We will discuss the electromagnetic response and collec-
tive excitations.
A. Electromagnetic response
The charge-spin response originates from the coupling
of spin and momentum. Consequently, it changes sign for
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FIG. 3. Frequency dependence of (a) the imaginary and (b)
the real part of the charge-spin response function Πρσz (qzˆ, ω)
for various values of the wave number q. Solid and dashed
lines correspond to the undoped (µ = 0) and the doped (µ =
1.5) case, respectively.
a Weyl cone with opposite chirality, χ = −1, in Eq. (1).
The response at low energies is obtained from our results
in Sec. II by adding the responses for each node. The
measurable quantities are the electromagnetic suscepti-
bilities χemij (q, ω) and χ
me
ij (q, ω). In WSMs with inversion
symmetry (and broken TRS), any Weyl node at a mo-
mentum k is accompanied by another node at −k and
the same energy with the opposite chirality. In this case,
the total charge-spin response and also the off-diagonal
spin-spin response must vanish in equilibrium.
On the other hand, in the presence of TRS (and bro-
ken inversion symmetry) any Weyl node at k is accom-
panied by another node at −k and the same energy with
the same chirality. The vanishing total chirality guar-
antees the existence of further nodes with opposite chi-
rality but in general these are not required to have the
same Fermi velocities or to lie at the same energy. Thus,
the total charge-spin response need not cancel in equi-
librium. Additional lattice symmetries can enforce the
Weyl nodes to occur in pairs with the same Fermi ve-
locities and energies but opposite chirality, in which case
the response vanishes. The situation is similar if neither
TRS nor inversion symmetry is present. In conclusion,
in WSMs that break inversion symmetry, one has to an-
alyze the remaining symmetries to ascertain whether the
total charge-spin response vanishes in equilibrium. For
example, we have found that for (Gd,Nd)PtBi in a mag-
netic field applied in a low-symmetry direction, no two
Weyl nodes are at the same energy and a non-zero re-
sponse is expected. We also note that for a range of field
directions, there are exactly two Weyl points between the
topmost two of the four low-energy bands.
Moreover, due to the chiral anomaly, the electron con-
centration in Weyl cones of opposite chirality is not
conserved separately in parallel static E and B fields.
6The pumping of charge between Weyl nodes due to
the anomaly is counterbalanced by inter-node scatter-
ing, leading to a non-equilibrium stationary state with
different chemical potentials µχ for Weyl nodes of dif-
ferent chirality χ. (In WSMs with more than two Weyl
nodes, the chemical potential will generally be distinct for
all Weyl nodes and µn should be labeled by an index n
counting the nodes.) In such a case, the total charge-spin
response will generally be nonzero. As an example, let us
consider the “hydrogen atom” scenario for an inversion-
symmetric WSM: two identical Weyl cones of opposite
chirality at momenta ±k0. The closest material example
is the Dirac semimetal Na3Bi, which becomes a WSM
with two Weyl nodes in an applied static magnetic field
[14]. In the presence of a parallel static electric field, the
two nodes develop different effective chemical potentials
due to the chiral anomaly. In this case, there will be a
nonzero charge-spin response, which can be probed by
measuring the electromagnetic susceptibilities for radio-
frequency electric and magnetic fields.[54] The dynami-
cal charge-spin response can thus serve as a probe of the
Weyl character of quasiparticles.
B. Collective excitations
Having investigated the linear charge-spin response of
free Weyl fermions, we now turn to the collective excita-
tions of a “Weyl liquid” in the presence of interactions.
As noted in the previous section, the WSM must have
low symmetry or be driven out of equilibrium to achieve
nonzero charge-spin response. The interacting response
functions are calculated within the random phase approx-
imation (RPA). Since the transverse charge-spin response
vanishes, the 4×4 RPA response tensor decomposes into
two 2 × 2 blocks describing (i) the coupled charge and
longitudinal spin response and (ii) the transverse spin
response. Our interest is in the former part. We use a
charge-spin basis, in which the coupled response takes
the form
Πˆ =
(
Πρρ Πρσz
Πσzρ Πσzσz
)
. (21)
We first consider the consequences of an on-site interac-
tion and then of long-range Coulomb repulsion. These
two cases are understood as the extreme limits of the
screened Coulomb interaction. We investigate the collec-
tive excitations for a single doped Weyl cone and then
present results for a minimal model with two Weyl nodes
of opposite chirality and different chemical potentials µχ.
Details of the calculations are relegated to Appendix D.
1. On-site Hubbard interaction
For an ordinary Fermi liquid with on-site Hubbard re-
pulsion, the collective excitations in the low-temperature,
collisionless regime consist of gapless zero-sound modes.
 0
 0.5
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 1.5
 2
 0  0.5  1  1.5  2
ω
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q/kF
’dispersion1.dat’ u 1:3:(2.0)
Intraband
Interband
FIG. 4. Dispersion of collective modes for a single doped
Weyl cone in the long-wavelength regime. The short-dashed
red line shows the zero-sound mode without charge-spin cou-
pling. In the presence of charge-spin coupling, the zero-sound
mode linearly disperses with the Fermi velocity (solid blue
line). Intraband particle-hole excitations are present in the
light blue region for ω < vF q and interband particle-hole ex-
citations in the gray region with ω > vF q and ω + vF q > 2µ.
Here, U = vFΛ = 10µ. For a typical bandwidth of 1 eV, this
corresponds to U ≈ 1 eV and µ ≈ 0.1 eV.
We here consider a WSM with Hubbard repulsion of
strength U > 0 in the collisionless regime, taking T =
0. Note that transport properties in the hydrodynamic
regime have been studied by several authors [55–57].
Using the matrix form of Eq. (21), the RPA response
is given by
ΠˆRPA(q, ω) = Πˆ(q, ω)
[
1 + UτzΠˆ(q, ω)
]−1
, (22)
where 1 is the unit matrix and τz is a Pauli matrix in
the charge-spin basis. The latter implements the opposite
sign of the Hubbard interaction in the charge and spin
channels [58].
The poles of the eigenvalues of ΠˆRPA(q, ω) determine
the dispersion of collective modes. It is useful to con-
trast the results to the case without charge-spin coupling,
Πρσz = 0. In this case, the dispersion of the charge modes
(zero sound) at small q and ω is given by
ωzs(q) =
√
A 2µq [1−O(q
2)]√
1 + 2Aq2 ln(vFΛ/µ)
, (23)
with A = U/24pi2vF (see Appendix D). The leading term
for small q is linear with velocity 2µ
√A. With increasing
q, the velocity decreases and beyond a certain wave num-
ber q ∼ kF , the zero-sound mode enters the interband
particle-hole continuum and becomes damped. Similarly
to the ordinary Fermi liquid in the strong-interaction
limit [59], the velocity of the zero sound is proportional to
the square root of the interaction strength U ∝ A, and
below a critical value Uc = 6pi
2v3F /µ
2, the zero sound
gets damped by coupling to intraband particle-hole exci-
tations (light blue region in Fig. 4). On the other hand,
the uncoupled longitudinal spin fluctuations would not
7FIG. 5. Imaginary part of the trace of the RPA response
function, Im Tr ΠˆRPA(q, ω) (a) without and (b) with charge-
spin coupling. For parameter values see Fig. 4.
support propagating collective modes since the Hubbard
repulsion is effectively attractive in the spin channel.
In the presence of charge-spin coupling, the zero sound
mixes with the longitudinal spin waves and the dispersion
changes dramatically: it becomes lightlike, propagating
with the Fermi velocity, as shown by the blue line in
Fig. 4. The dispersion of this coupled zero-sound mode
is critical in the sense of having the minimum possible
velocity for undamped excitations. Its velocity does not
depend on the interaction strength or on the chemical
potential, although the linewidth does. The collective
modes can be clearly seen in the imaginary part of the
RPA response function, Im Tr ΠˆRPA(q, ω), which is plot-
ted in Fig. 5. Aside from the zero-sound branch, which is
strongly modified by charge-spin coupling, we observe a
gapped branch in Fig. 5(a), which stems from pure spin
fluctuations. The charge-spin coupling leads to its mixing
with charge modes in Fig. 5(b) but the dispersion remains
qualitatively unchanged. The linearly dispersing branch
at low frequencies in Fig. 5(a) also consists of spin fluctu-
ations. They are resonant with the intraband continuum
and thus damped. In Fig. 5(b), this branch is completely
removed by the mixing with the charge modes.
What happens in a WSM with a pair of Weyl cones
with opposite chirality that are otherwise identical? In
equilibrium, the zero-sound mode is described only by
the charge response and its dispersion will be qualita-
tively similar to the ordinary Fermi liquid as shown by the
dotted line in Fig. 4. However, when charge is pumped
from one Weyl node to the other by means of the chi-
ral anomaly, the charge-spin response is turned on. As
a result, the zero sound is described by the collective
excitations of density and spin, as we will discuss now.
Note that for materials of low symmetry, the charge-spin
response will survive even in the absence of charge pump-
ing.
Several proposals for the experimental identification of
 0
 0.25
 0.5
 0.75
 1
 0  0.2  0.4  0.6  0.8  1  1.2
q = 0.3 kF
ω
z
s
/µ
ν
FIG. 6. Frequency of zero sound for a WSM with two Weyl
nodes as a function of the ratio ν between pumped and equi-
librium carrier densities (solid red line). The minimum oc-
curs at the Lifshitz transition point ν = 1, where the modes
disperse with the Fermi velocity so that ωzs = vF q (dashed
horizontal line). Parameters same as in Fig. 4.
the chiral anomaly have been put forward, involving plas-
mons [41, 42], the optical conductivity [60, 61], non-local
transport measurements [62], as well as others. Here, we
show that zero sound can serve as a fingerprint of the chi-
ral anomaly. In WSMs, the chiral anomaly leads to the
transfer of charges from the χ = −1 nodes to χ = +1, or
vice versa, in parallel electric and magnetic fields. This
process is balanced by internode scattering, characterized
by a scattering time τ , and a steady state with different
charge densities in the two nodes is reached. The corre-
sponding chirality-dependent chemical potential is given
by [42, 43]
µχ = µ
(
1 + χν3
)1/3
, (24)
with
ν =
(
3e2v3F
2µ3
E ·B τ
)1/3
(25)
being the ratio between pumped and equilibrium carrier
densities.
The dependence of the zero-sound frequency on chi-
ral charge pumping is shown in Fig. 6. In the absence
of pumping, the positive and negative chiral nodes have
the equilibrium chemical potential µ+ = µ− = µ (with-
out loss of generality, we consider electron-doped Weyl
cones, µ > 0), and the zero sound is determined only
by charge density fluctuations. As ν becomes nonzero by
application of parallel static E and B fields, µ+ shifts up-
ward while µ− shifts downward. Consequently, the zero
sound obtains contributions from spin fluctuations and
is red-shifted (see Fig. 6). At ν = 1, µ− crosses a Weyl
node, which can be understood as a Lifshitz transition.
At this transition, spin fluctuations have maximal con-
tribution to the zero-sound wave and it becomes lightlike
with velocity vF . Beyond ν = 1, when µ− lies in the
8valence band, the frequency increases again. Therefore,
the zero sound can be taken as a signature of the chiral
anomaly, with a dip to lightlike dispersion indicating the
Lifshitz transition point.
2. Long-range Coulomb interaction
Now we consider Weyl fermions with a long-range Cou-
lomb interaction. The RPA response is described by
ΠˆRPA(q, ω) = Πˆ(q, ω)
[
1 +
V (q)
2
(1 + τz) Πˆ(q, ω)
]−1
(26)
in the charge-spin basis. Here, V (q) = 4pie2/κq2 is the
Fourier-transformed Coulomb interaction, with κ being
the dielectric constant. The difference in the interaction
vertex compared to Eq. (22) arises from the fact that
the Coulomb interaction only acts in the charge chan-
nel in the RPA, whereas the Hubbard interaction can be
decomposed into charge and spin channels. Using that
ΠρρΠσzσz −ΠρσzΠσzρ = 0, the response function can be
rewritten as
ΠˆRPA(q, ω) =
1
1 + V (q) Πρρ(q, ω)
Πˆ(q, ω). (27)
Thus, similarly to the ordinary Fermi liquid [59] and to
the two-dimensional Dirac liquid [63], the zero sound
morphs into plasmonic modes in the presence of long-
range Coulomb interaction. Interestingly, unlike for a
local interaction, all components of the charge-spin re-
sponse tensor are uniformly enhanced at the RPA level
and only the charge response governs this enhancement.
The plasmon dispersion is thus given by the zeros of the
RPA dielectric function [42]
RPA(q, ω) = 1 + V (q) Πρρ(q, ω), (28)
which also only depends on the charge response. The
dispersion is thus the same as when charge-spin coupling
is ignored, as in Ref. [42]. The dispersion can be obtained
in the long-wavelength limit, keeping only the leading
order in q and is given by [42]
ωpl(q) = ω0
(
1− v
2
F q
2
8µ2
[
1 +
ν20 − 3/5
ν20 (1− ν20)2
])
, (29)
where ν0 = ω0/2µ and
ω0 = µ
√
2ακ
3piκ∗(ω0)
(30)
is the plasmon frequency at q → 0. It is determined
by ακ = e
2/κvF and the frequency-dependent effective
background dielectric function
κ∗(ω) = 1 +
ακ
6pi
ln
∣∣∣∣ 4v2FΛ24µ2 − ω2
∣∣∣∣ . (31)
FIG. 7. Electron energy-loss function in the (q, ω) plane for
a single Weyl cone. The red line denotes the spin-plasmon
dispersion calculated from Eq. (28). The inset shows the am-
plitudes ∆ρ (solid blue line) and ∆σz (dashed red line) of the
spin plasmon in the charge and spin channels, respectively.
Here, we take vFΛ = 10µ and the background dielectric con-
stant κ = 20.
z
∆ρ
∆σz
FIG. 8. Schematic representation of a spin plasmon: a charge
density wave (blue line) is mixed with a longitudinal spin
polarization (red arrows). At the peaks and troughs of the
density wave, the spin polarization vanishes, whereas at zeros
of the density modulation, the spin polarization is maximum.
The plasmons are manifested as sharp peaks in the elec-
tron energy-loss function
Eloss(q, ω) = −Im 1
RPA(q, ω)
, (32)
which can be probed for example by electron energy-loss
spectroscopy. Figure 7 shows Eloss in the (q, ω) plane for
a single Weyl cone. The plasmon dispersion calculated
from Eq. (28) is shown as the red line, which agrees well
with the position of the peak in Eloss. The nonzero loss
below the line ω = vF q stems from intraband particle-
hole excitations. We see that the plasmon dispersion is
gapped in the Weyl liquid, similarly to the ordinary Fermi
liquid.
The fundamental difference between the collective
modes in the Weyl liquid and in a normal Fermi liq-
uid is that plasmons in the former carry spin, and hence
can be called spin plasmons. This is a signature of spin-
orbital locking. A schematic representation of the spin
plasmon is shown in Fig. 8. A density fluctuation is ac-
companied by a 90◦ out-of-phase longitudinal spin fluctu-
ation. This phase shift and the amplitudes ∆ρ and ∆σz
of the charge and spin fluctuations, respectively, can be
calculated from the eigenvectors of the response tensor.
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FIG. 9. Plasmon frequency (solid purple line) and the ampli-
tude of the spin-wave part of the spin plasmon (dashed red
line) for a pair of Weyl nodes of opposite chirality as functions
of the ratio ν between pumped and equilibrium carrier densi-
ties [see Eq. (25)]. Here, q = 0.01 kF and the other parameters
are the same as in Fig. 7.
They are plotted in the inset in Fig. 7. We find that the
charge amplitude is linear in q in the long-wavelength
limit. Therefore, the spin fluctuation associated with
spin plasmon becomes dominant for long wavelengths,
and for q → 0 the spin plasmon becomes a pure spin
excitation.
Spin plasmons have also been proposed for the two-
dimensional helical liquid formed by the surface states
of a topological insulator [49]. The main differences to
our case are that (i) the spin plasmon of the topological
insulator is a surface plasmon, whereas we are consid-
ering bulk excitations and (ii) the spin plasmon of the
helical surface liquid carries transverse spin fluctuations,
whereas the WSM spin plasmon is associated with longi-
tudinal spin fluctuations.
We now turn to a WSM with a pair of Weyl cones
with opposite chirality that are otherwise identical. In
equilibrium (for E · B = 0), the propagating plasmons
do not carry any spin polarization. For E · B 6= 0, the
Weyl cones of opposite chirality have different chemical
potentials, which results in the generation of a spin po-
larization by density fluctuations. The effect is shown in
Fig. 9 as a function of charge pumping, denoted by ν [see
Eq. (25)]. The spin amplitude associated with the spin
plasmon initially increases with ν. At ν = 1, the chemi-
cal potential µ− crosses a Weyl node and the charge-spin
coupling reaches its maximum, resulting in the maximum
amplitude of the spin-wave component. Beyond ν = 1,
the spin-wave amplitude decreases again. Therefore, the
spin wave associated with the collective mode can be used
as a fingerprint of the position of the Weyl node. On the
other hand, the spin-plasmon frequency decreases slightly
as a function of ν, reaches a minimum at the Lifsitz tran-
sition point ν = 1, and then increases again [42].
It should be possible to detect the coupled charge-spin
collective modes using optical pump-probe spectroscopy.
In the following, we call the excitations “spin plasmons”
but the discussion remains valid in the limit of short-
range interactions as well. The basic idea is to generate
a propagating longitudinal spin wave and to detect the
charge density wave coupled to it. An intense circularly
polarized light pulse propagating along the x direction
is incident on a yz surface of the sample. The pulse
generates a spin polarization, which is localized at the
surface, with a typical length scale given by the optical
penetration depth. This spin-polarization pattern can
be decomposed into plane waves eiqx. In the presence
of charge-spin mixing, the spin waves dress with charge
fluctuations to form spin plasmons, which then propa-
gate through the bulk of the sample with group velocity
dωpl/dq. The charge fluctuation associated with the spin
plasmons could be detected at the opposite surface for ex-
ample by means of the energy-gain (anti-Stokes) lines in
inelastic light scattering. The dispersion ωpl(q) leads to
a characteristic temporal distribution of the charge fluc-
tuations at the probe surface, which could be accessed by
varying the delay between pump and probe pulses. The
amplitude of charge fluctuation depends on the value of
E ·B, and is maximum when the chemical potential for
one chirality reaches a Weyl node.
Our scheme is quite different from the one proposed
by Raghu et al. [49] for the helical surface states of a
topological insulator. There, a transverse spin wave with
given wave vector is coherently excited by the incident
light. This approach does not work in our case since
the spin wave needs to be longitudinal to couple to the
plasmon.
IV. SUMMARY AND CONCLUSIONS
To summarize, we have investigated the electric and
magnetic response of Weyl fermions by calculating all
terms of the 4× 4 charge-spin linear-response tensor for
Weyl nodes with arbitrary doping. We have found that
the charge and the longitudinal (i.e., parallel to the vector
vector) spin responses are strongly coupled because of the
spin-momentum locking in the Weyl Hamiltonian. The
transverse spin response does not couple to the charge
and longitudinal spin response to linear order. Our de-
scription of the Weyl nodes as separate ideal Weyl Hamil-
tonians limits the validity of our results to small momenta
and low energies, where the appropriate momentum and
energy scales are set by the deviation of the band struc-
ture from the ideal linear form.
With the full response tensor for a single Weyl node
in hand, we have examined the electromagnetic response
and the collective excitations of Weyl fermions in the
presence of electron-electron interaction. The observa-
tion of charge-spin response requires either low crystal
symmetry so as to avoid cancellation of contributions
from Weyl nodes of opposite chirality or driving the sys-
tem out of equilibrium. The latter can be achieved by
applying parallel static electric and magnetic fields, by
virtue of the chiral anomaly. For a local, Hubbard-type
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interaction, we obtain zero sound with a constant veloc-
ity given by the Fermi velocity vF of the Weyl fermions,
independently of the interaction strength U or the chem-
ical potential µ. This is a dramatic change compared to
the result when charge-spin coupling is ignored; in that
case, the dispersion is linear only in the long-wavelength
limit and the velocity strongly depends on U and µ. The
charge-spin coupling also causes the zero sound modes to
have mixed charge and longitudinal spin character, and
so gives rise to the possibility to “hear” the spin fluctu-
ations, as proposed earlier for surface states of topologi-
cal insulators [49]. On the other hand, for a long-range
Coulomb interaction, we have found a propagating spin
plasmon, which also consists of charge and longitudinal
spin fluctuations. While the character of the collective
plasma modes is thus strongly affected by charge-spin
coupling, their dispersion is still determined by the ze-
ros of the dielectric function, which only depends on the
charge response.
For real WSMs of high symmetry, the charge-spin cou-
pling vanishes in equilibrium and the collective excita-
tions are conventional. Therefore, the collective modes
are sensitive probes of the chiral anomaly, which drives
the system out of equilibrium in static parallel E and
B fields. For a local interaction, the zero sound goes
through a sharp dip to the critical frequency vF q when
the chemical potential for one chirality is tuned to the
Weyl point. On the other hand, for the Coulomb in-
teraction, the spin content of the spin plasmons shows a
sharp peak in this case. We have proposed a pump-probe
experiment involving the spin plasmons that gives a null
result in the absence of the chiral anomaly and yields
the largest signal when the chemical potential for one
chirality is tuned to the Weyl point. These signatures
thus have the potential to lead to smoking-gun experi-
ments for the chiral anomaly and the presence of Weyl
nodes. As another possible direction for future research,
the tunability of the spin plasmons by means of the chi-
ral anomaly suggests the combination of plasmonics and
spintronics in Weyl systems.
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Appendix A: Charge response
In this appendix, we reproduce the explicit form of the charge response tensor [41, 42] for completeness. It is
independent of chirality. The charge response can be written as the sum of a contribution from the undoped system
(“intrinsic”) and a contribution due to doping (“extrinsic”),
Πρρ(q, ω) = Π
in
ρρ(q, ω) + Π
ex
ρρ(q, ω). (A1)
The imaginary and real parts of the intrinsic contribution are given by
Im Πinρρ(q, ω) =
q2
24pivF
θ(ω − vF q), (A2)
Re Πinρρ(q, ω) =
q2
24pi2vF
ln
∣∣∣∣ 4v2FΛ2v2F q2 − ω2
∣∣∣∣ , (A3)
respectively, where θ(x) is the Heaviside step function. For electron doping, µ = vF kF > 0, the imaginary and real
parts of the extrinsic contribution read
Im Πexρρ(q, ω) =
1
8pivF
[
θ(vF q − ω)
(
[α(q, ω)− α(q,−ω)]θ(2µ− vF q − ω) + α(q, ω)θ(2µ− vF q + ω)θ(vF q + ω − 2µ)
)
+ θ(ω − vF q)
(
−α(−q,−ω)θ(2µ+ vF q − ω)θ(vF q + ω − 2µ)− q
2
3
θ(2µ− vF q − ω)
)]
, (A4)
Re Πexρρ(q, ω) =
1
8pi2vF
[
8µ2
3v2F
− α(q, ω)β(q, ω)− α(−q, ω)β(−q, ω)− α(q,−ω)β(q,−ω)− α(−q,−ω)β(−q,−ω)
]
,
(A5)
where we have defined
α(q, ω) =
1
12v3F q
[
(2µ+ ω)3 − 3v2F q2(2µ+ ω) + 2v3F q3
]
(A6)
and
β(q, ω) = ln
∣∣∣∣2µ+ ω − vF qvF q − ω
∣∣∣∣ . (A7)
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Appendix B: Spin response
Here, we discuss the calculation of the 3× 3 spin response tensor. The components can be written as
Πσlσm(q, iωn) = −
1
N
∑
k
∑
λ,λ′
〈φλ′(k+ q)|σl|φλ(k)〉 〈φλ(k)|σm|φλ′(k+ q)〉 n
F
λ (k)− nFλ′(k+ q)
iωn + λ(k)− λ′(k+ q) , (B1)
where λ, λ′ = ± refer to the two bands with energies ± = ±vF |k| and eigenvectors (periodic parts of Bloch states)
given by
|φ+(k)〉 =
(
cos θk2 e
−iϕk/2
sin θk2 e
iϕk/2
)
, (B2)
|φ−(k)〉 =
(
sin θk2 e
−iϕk/2
− cos θk2 eiϕk/2
)
, (B3)
where θk and ϕk are the polar and azimuthal angle of k, respectively. n
F
λ is the Fermi-Dirac distribution function for
the band λ, which becomes a step function for the zero-temperature limit considered here.
The response tensor has diagonal (i = j) and off-diagonal (i 6= j) terms. The interband and intraband contributions
to diagonal terms can be simplified to [43]
Π∓σlσl(q, ω) =
1
2N
∑
k
(
1± k
′
mkm + k
′
nkn − k′lkl
k′k
)[
1
vF (k ± k′)− ω − iδ +
1
vF (k ± k′) + ω + iδ
]
, (B4)
where again k′ = k+ q and l, m, n refer to three orthogonal coordinate axes with εlmn = +1.
Taking q = qzˆ, the diagonal components can be categorized into longitudinal and transverse responses. After
rewriting the momentum sum as an integral and performing the angular part, the longitudinal part becomes
Π∓σzσz (qzˆ, ω) = ±
1
16pi2q3
∫
dk
∫
dk′ (k ± k′)2 [q2 − (k ∓ k′)2]
[
1
vF (k ± k′)− ω − iδ + (ω → −ω)
]
, (B5)
while the transverse response is described by
Π∓σxσx(qzˆ, ω) = Π
∓
σyσy (qzˆ, ω)
=
1
32pi2q3
∫
dk
∫
dk′ [(k + k′)2 ∓ q2] [q2 ± (k − k′)2]
[
1
vF (k ± k′)− ω − iδ + (ω → −ω)
]
. (B6)
Here, the limits of the integrals over k and k′ depend on the chemical potential in such a way that only transitions
from occupied to empty states are included. The integrals also depend on an ultraviolet cutoff, which is necessary
since the Hamiltonian in Eq. (1) describes an infinite sea of negative-energy states [48, 64].
The diagonal spin responses for a single Weyl cone were calculated by Thakur et al. [43] and Zhou and Chang [44].
It is even in chirality χ. The real parts contain a term Λ2/6pi2vF , which depends on the ultraviolet cutoff Λ [43–47].
The spin response function is regularized by taking the µ = 0 ground state as the reference [43, 45, 48], which amounts
to subtracting the Λ2 term.
The result for the intrinsic (undoped) contributions can be expressed in terms of the charge response as
Πinσzσz (qzˆ, ω) =
ω2
v2F q
2
Πinρρ(qzˆ, ω), (B7)
Πinσxσx(qzˆ, ω) =
ω2 − v2F q2
v2F q
2
Πinρρ(qzˆ, ω). (B8)
However, for the extrinsic (doping) part, the relationship between the spin and charge response is only valid for the
longitudinal response function,
Πexσzσz (qzˆ, ω) =
ω2
v2F q
2
Πexρρ(qzˆ, ω), (B9)
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whereas the transverse spin response does not satisfy a simple relation to the charge response [43]. The imaginary
part of the extrinsic transverse response function reads as [43]
Im Πexσxσx(qzˆ, ω) =
ω2 − v2F q2
32piv3F q
3
[
θ(vF q − ω)
(
[γ(q, ω)− γ(q,−ω)]θ(2µ− vF q − ω)
+ γ(q, ω)θ(2µ− vF q + ω)θ(vF q + ω − 2µ)
)
+ θ(ω − vF q)
(
γ(−q,−ω)θ(2µ+ vF q − ω)θ(vF q + ω − 2µ) + 4q
2
3
θ(2µ− vF q − ω)
)]
, (B10)
where the function γ(q, ω) is defined as
γ(q, ω) = 2q α(q, ω) + q2 (2µ− vF q + ω), (B11)
with α(q, ω) is defined in Eq. (A6). The real part is given by [43]
Re Πexσxσx(qzˆ, ω) = −
ω2 − v2F q2
2v2F q
2
Πexρρ(qzˆ, ω)−
ω2 − v2F q2
16pi2v3F q
∑
η=±1
P
∫ kF
0
dkP
∫ k+q
|k−q|
dk′
[
vF
vF k′ + ηvF k + ω
+ (ω → −ω)
]
− 1
16pi2vF q3
∑
η=±1
∫ kF
0
dk
∫ k+q
|k−q|
dk′ (k′ − ηk)[(k′ + ηk)2 + q2]. (B12)
We have re-evaluated the integrals since Eq. (D4) in Ref. [43] contains an ambiguous factor 0/0 for c = 0 and is
incorrect if one naively cancels c before setting c = 0. Our result reads as
Re Πexσxσx(qzˆ, ω) = −
ω2 − v2F q2
2v2F q
2
Πexρρ(qzˆ, ω)−
µ2
4pi2v3F
− ω
2 − v2F q2
32pi2v4F q
(
θ(vF q − µ)
[
ξ(q, ω)β(−q, ω) + ξ(q,−ω)β(−q,−ω)− ξ(−q, ω)β(q, ω)− ξ(−q,−ω)β(q,−ω)]
+ θ(µ− vF q)
[
(2µ+ ω) ln
∣∣∣∣ ξ(q, ω)ξ(−q, ω)
∣∣∣∣+ (2µ− ω) ln ∣∣∣∣ ξ(q,−ω)ξ(−q,−ω)
∣∣∣∣− 2ω ln ∣∣∣∣vF q + ωvF q − ω
∣∣∣∣
+ vF q
[
ζ(q, ω) + ζ(−q, ω) + ζ(q,−ω) + ζ(−q,−ω)]]), (B13)
where ξ(q, ω) = 2µ+ vF q + ω and
ζ(q, ω) = ln
∣∣∣∣2µ+ vF q + ωvF q + ω
∣∣∣∣ . (B14)
This also simplifies the expressions since the last term in Eq. (B12) is found to reduce to the momentum- and
frequency-independent term −µ2/4pi2v3F .
Note that the full longitudinal response function, Πσzσz = (ω
2/v2F q
2) Πρρ, has the same sign as the charge response
function [43, 44]. This is different from the linear response of the helical surface states of a topological insulator,
where the transverse spin response is related to the charge response and the relative factor is −ω2/v2F q2 [49].
The interband and intraband contributions to the off-diagonal spin responses can be obtained from
Π∓σlσm(q, ω) =
1
2N
∑
k
([
∓klk
′
m + k
′
lkm
kk′
+ i
(
k′n
k′
± kn
k
)]
1
vF (k ± k′)− ω − iδ
+
[
∓klk
′
m + k
′
lkm
kk′
− i
(
k′n
k′
± kn
k
)]
1
vF (k ± k′) + ω + iδ
]
. (B15)
Still assuming q = qzˆ, we have Πσxσz = Πσyσz = 0 and after performing the angular integrals, Eq. (B15) simplifies to
Π∓σxσy (qzˆ, ω) =
i
16pi2q2
∫
dk
∫
dk′ (k ∓ k′) [q2 − (k ± k′)2]
[
1
vF (k ± k′)− ω − iδ − (ω → −ω)
]
. (B16)
The integration limits again depend on the chemical potential in such a way that only transitions from occupied to
empty states are included. The response can be decomposed into intrinsic and extrinsic parts. Due to spin-momentum
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locking, it is proportional to the off-diagonal current-current correlation function, which in turn is related to the Hall
conductivity [49], giving
σxy(q, ω) =
ie2v2F
ω
Πσxσy (q, ω). (B17)
As pointed out by Burkov and Balents [51], an overall constant in the Hall conductivity cannot be determined within
a continuum model. This problem carries over to the off-diagonal transverse spin response. In the evaluation of Eq.
(B15) or Eq. (B16), it appears as an ambiguity of how to regularize the cutoff-dependent term. Specifically, for a
lattice model, the sum over k in Eq. (B15) depends on the location of the Weyl node in momentum space. In the
static and uniform limit, Burkov and Balents [51] determine this offset from the known limit of vanishing anomalous
Hall effect in a trivial insulator. This leads to the Hall conductance being proportional to the separation of nodes
[40, 46, 50, 51]. The generalization of this approach to the frequency- and wave-vector-dependent response is difficult
since it would involve the regularization of a cutoff-dependent function of q and ω. Since the transverse spin (or Hall)
response is not central for this paper, we do not attempt this here. Accordingly disregarding the cutoff-dependent
term, the intrinsic part is found to be purely imaginary,
Πinσxσy (qzˆ, ω) = i
qω
24pi2v2F
. (B18)
For the extrinsic contribution, a lengthy derivation yields
Im Πexσxσy (qzˆ, ω) =
1
16pi2v5F q
2
[
ω2 − v2F q2
4
(
ξ(−q, ω)ξ(q, ω) ln
∣∣∣∣ξ(−q, ω)ξ(q, ω)
∣∣∣∣+ ξ(q,−ω)ξ(−q,−ω) ln ∣∣∣∣ ξ(q,−ω)ξ(−q,−ω)
∣∣∣∣
+
[
ξ(q, ω)ξ(−q, ω) + ξ(q,−ω)ξ(−q,−ω)] ln ∣∣∣∣vF q + ωvF q − ω
∣∣∣∣ )+ 4vF qω (µ2 − v2F q2)], (B19)
Re Πexσxσy (qzˆ, ω) =
v2F q
2 − ω2
64pi2v5F q
2
[
ξ(q, ω)ξ(−q, ω)θ(vF q − ω)θ(2µ− vF q + ω)
− ξ(q,−ω)ξ(−q,−ω)θ(ω − vF q)θ(2µ+ vF q − ω)θ(vF q + ω − 2µ)
]
, (B20)
where ξ(q, ω) = 2µ + vF q + ω. The transverse off-diagonal spin response is odd in chirality [44]. We note that the
results of Zhou and Chang [44] are equivalent to the ones of Thakur et al. [43] and those obtained here, except for a
slightly different form of the cutoff-dependent term.
Appendix C: Coupled charge-spin response
In this appendix, we discuss the main steps of the calculation of the charge-spin response for a single Weyl cone
with χ = +1. By virtue of spin-momentum locking, it is proportional to the density-current response, which was
calculated in Ref. [44] using the Passarino-Veltman reduction scheme [65]. The charge-spin response function can be
calculated from the density-spin correlations as
Πρσl(q, iωn) = −
1
N
∑
k
∑
λ,λ′
〈φλ′(k+ q)|φλ(k)〉 〈φλ(k)|σl|φλ′(k+ q)〉 n
F
λ (k)− nFλ′(k+ q)
iωn + λ(k)− λ′(k+ q) (C1)
(see Appendix B for definitions of symbols). At zero temperature, the interband (superscript −) and intraband
(superscript +) contributions simplify to
Π∓ρσl(q, ω) =
1
2N
∑
k
[(
k′l
k′
∓ kl
k
± ikmk
′
n − k′mkn
kk′
)
1
vF (k ± k′)− ω − iδ
+
(
kl
k
∓ k
′
l
k′
± i kmk
′
n − k′mkn
kk′
)
1
vF (k ± k′) + ω + iδ
]
. (C2)
Further calculation shows that the transverse components of the charge-spin response, Π∓ρσl(q, ω) for lˆ ⊥ q, vanish.
We can thus write the vector of the response functions Π±ρσl as
Π∓ρσ(q, ω) = Π
∓
ρσq (q, ω) qˆ = Π
∓
ρσz (qzˆ, ω) qˆ, (C3)
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where qˆ ≡ q/q is the unit vector in the direction of q and σq ≡ σ · qˆ.
Taking q = qzˆ, without loss of generality, the non-vanishing response functions can be written in terms of the polar
angles of wave vectors as
Π∓ρσz (qzˆ, ω) =
1
2N
∑
k
(cos θk′ ∓ cos θk)
[
1
vF (k ± k′)− ω − iδ − (ω → −ω)
]
. (C4)
Due to particle-hole symmetry, the charge-spin response is identical for µ → −µ, and we now consider an electron-
doped Weyl node, i.e., µ > 0. The response can be decomposed into a sum of intrinsic (undoped) and extrinsic
(doping) parts, Πρσz = Π
in
ρσz + Π
ex
ρσz . The intrinsic part only contains interband contributions, whereas the extrinsic
part can be divided into interband and intraband contributions. We first evaluate the intrinsic part, which is given
by
Πinρσz (qzˆ, ω) =
1
16pi2q2
∫ Λ
0
dk
∫ k+q
|k−q|
dk′ (k + k′) [q2 − (k − k′)2]
[
1
vF (k + k′)− ω − iδ − (ω → −ω)
]
, (C5)
where we have made the limits of integration explicit. Λ is the ultraviolet cutoff for the momentum integral. Using
the Sokhotski-Plemelj formula
1
x± i = P
1
x
∓ ipiδ(x) (C6)
and taking ω > 0, we write
Im Πinρσz (qzˆ, ω) =
1
16piq2vF
∫ Λ
0
dk
∫ k+q
|k−q|
dk′ (k + k′) [q2 − (k − k′)2] δ(ω˜ − k − k′), (C7)
Re Πinρσz (qzˆ, ω) =
1
16pi2q2vF
P
∫ Λ
0
dk
∫ k+q
|k−q|
dk′ (k + k′) [q2 − (k − k′)2]
(
1
k + k′ − ω˜ −
1
k + k′ + ω˜
)
, (C8)
with ω˜ = ω/vF . The imaginary part is easy to calculate,
Im Πinρσz (qzˆ, ω) =
qω
24piv2F
θ(ω − vF q). (C9)
The real and imaginary parts are related by causality. However, since the imaginary part diverges for ω → ∞, the
standard Kramers-Kronig relation is not applicable. A generalized Kramers-Kronig relation can be used, though. The
nth-order generalized Kramers-Kronig relation for a response function χ(ω) that diverges as ωn−1 for ω →∞ is given
by [43, 66]
Reχ(ω)
ωn
=
1
ω
lim
ζ→0
Reχ(ζ)
ζn−1
+
1
pi
P
∫ ∞
−∞
dζ
Imχ(ζ)
ζn (ζ − ω) . (C10)
Here, the imaginary part of the charge-spin response diverges linearly with ω, thus we employ the second-order
Kramers-Kronig relation, which yields
Re Πinρσz (qzˆ, ω) = ω limζ→0
Re Πinρσz (qzˆ, ζ)
ζ
+
ω2
pi
P
∫ ∞
−∞
dζ
Im Πinρσz (qzˆ, ζ)
ζ2 (ζ − ω) . (C11)
The first term on the right-hand side evaluates to
qω
24pi2v2F
(
ln
4Λ2 − q2
q2
− 1
2
[
(2Λ)3
q
ln
2Λ + q
2Λ− q − 2(2Λ)
2 − 6qΛ ln 2Λ + q
2Λ− q +
16
3
q2
])
. (C12)
Using the identities
lim
x→∞
(
x3
y
ln
x+ y
x− y − 2x
2
)
=
2y2
3
, (C13)
lim
x→∞x ln
x+ y
x− y = 2y (C14)
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in the limit of large cutoff Λ, the terms in the angular bracket in Eq. (C12) vanish, and the expression simplifies to
qω
24pi2v2F
ln
4Λ2
q2
. (C15)
The second term on the right-hand side of Eq. (C11) can be rewritten as
2ω2
pi
∫ ∞
0
dζ
ω
ζ2 (ζ2 − ω2) Im Πρσz (qzˆ, ζ) =
qω
24pi2v2F
ln
∣∣∣∣ v2F q2v2F q2 − ω2
∣∣∣∣ . (C16)
Therefore, the real part of the intrinsic charge-spin response is given by
Re Πinρσz (qzˆ, ω) =
qω
24pi2v2F
ln
∣∣∣∣ 4v2FΛ2v2F q2 − ω2
∣∣∣∣ . (C17)
Direct evaluation of the integral in Eq. (C8) gives the same result.
The extrinsic contribution for electron doping can be calculated in a similar fashion. The imaginary and real part
are given by
Im Πexρσz (qzˆ, ω) =
ω
8piqv2F
(
θ(vF q − ω)θ(2µ− vF q − ω) [α(q, ω)− α(q,−ω)]
+ θ(vF q − ω)θ(2µ− vF q + ω)θ(vF q + ω − 2µ)α(q, ω)
+ θ(ω − vF q)θ(2µ+ vF q − ω)θ(vF q + ω − 2µ)[−α(−q,−ω)] + θ(ω − vF q)θ(2µ− vF q − ω)
(
−q
2
3
))
,
(C18)
Re Πexρσz (qzˆ, ω) =
ω
8pi2v2F q
[
8µ2
3v2F
− α(q, ω)β(q, ω)− α(−q, ω)β(−q, ω)− α(q,−ω)β(q,−ω)− α(−q,−ω)β(−q,−ω)
]
,
(C19)
where the functions α and β are defined in Eqs. (A6) and (A7), respectively. The step functions represent boundaries
in the (q, ω) plane for interband and intraband particle-hole excitations. The charge-spin response functions are odd
in chirality.
Appendix D: Dispersion of collective modes
Here, we calculate the dispersion relation of the coupled collective modes. The real part of the charge response
function Πρρ [41, 42] has intrinsic and extrinsic parts given in Eqs. (A3) and (A5), respectively. In the long-wavelength
limit with vF q  ω  2µ, the real part of Πρρ to order q4 is
Πρρ(q, ω) ∼= q
2
24pi2vF
[
ln
4v2FΛ
2
4µ2 − ω2 −
4µ2
ω2
(
1− v
2
F q
2
4µ2
[1 +K(ω/2µ)]
)]
, (D1)
with
K(u) = u
2 − 3/5
u2(1− u2)2 . (D2)
For a local Hubbard interaction U , the dispersion of zero sound is determined by 1 + U Re Πρρ(q, ωzs(q)) = 0 so that
ωzs(q) ∼=
√
U
24pi2vF
2µq√
1 + U24pi2vF q
2 ln
4v2FΛ
2
4µ2−ω2
(
1− v
2
F q
2
8µ2
[1 +K(ω/2µ)]
)
. (D3)
In the long-wavelength limit, the dispersion becomes
ωzs(q) ∼=
√
U
24pi2vF
2µq. (D4)
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Strictly speaking, Eq. (D3) should be solved self-consistently to obtain the dispersion. However, since the frequency
satisfies ω  2µ, we can ignore ω2 in the denominator of the logarithmic term and also take the long-wavelength form
ω0 for calculating K.
For the Coulomb interaction V (q) = 4pie2/κq2, the dispersion of the spin plasmon is determined by 1 +
V (q) Re Πρρ(q, ω) = 0, which in the long-wavelength limit gives [42]
κ∗(ω)− 4µ
2ακ
6piω2
(
1− v
2
F q
2
4µ2
[1 +K(ω/2µ)]
)
∼= 0, (D5)
with the effective background dielectric function
κ∗(ω) = 1 +
ακ
6pi
ln
∣∣∣∣ 4v2FΛ24µ2 − ω2
∣∣∣∣ . (D6)
Hence, the dispersion reads as
ωpl(q) ∼= µ
√
2ακ
3piκ∗(ω)
(
1− v
2
F q
2
8µ2
[1 +K(ω/2µ)]
)
. (D7)
Again, Eq. (D7) should in principle be solved self-consistently but we can use the q = 0 plasma frequency ω0 =
µ
√
2ακ/3piκ∗(0) for calculating K and κ∗(ω) with reasonable accuracy.
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