A B S T R A C T Utilities of the spectral formulations for measuring information content from observations are explored and demonstrated with real radar data. It is shown that the spectral formulations can be used (i) to precisely compute the information contents from one-dimensional radar data uniformly distributed along the radar beam, (ii) to approximately estimate the information contents from two-dimensional radar observations non-uniformly distributed on the conical surface of radar scan and thus (iii) to estimate the information losses caused by super-observations generated by local averaging with a series of successively coarsened resolutions to find an optimally coarsened resolution for radar data compression with zero or near-zero minimal loss of information. The results obtained from the spectral formulations are verified against the results computed accurately but costly from the singular-value formulations. As the background and observation error power spectra can be derived analytically for the above utilities, the spectral formulations are computationally much more efficient and affordable than the singular-value formulations, even and especially when the background space and observation space are both extremely large and too large to be computed by the singular-value formulations.
Introduction
Remotely sensed observations, especially those scanned from radars, are often much denser than the model background and analysis grids used in data assimilations for numerical weather predictions. Excessive observation resolutions not only impose unnecessary computational burdens on a data analysis system but can also cause the analysis system to be ill conditioned. To reduce or eliminate observation resolution redundancy for data assimilation, it is necessary to compress densely distributed observations into fewer super-observations with minimum possible loss of information. Such observational data compression is called super-Obbing. Some general super-Obbing techniques were proposed by Purser et al. (2000) to minimize the information loss measured by the Shannon entropy difference with the observations batched locally around each super-observation. With these techniques, super-observations can be generated efficiently by weighted local averaging, but the information loss is minimized locally rather than globally. By converting the general formulations of relative entropy and Shannon entropy difference into singular-value forms for measuring information content from observations, Xu (2007, referred to as X07 hereafter) examined the above issue without batching the observations locally. With the singular-value formulations, the information redundancy from densely distributed observations can be explicitly quantified in connection with the rank deficiency of the scaled observation operator, M ≡ R −1/2 HB 1/2 , and super-observations can be constructed with zero or minimized information loss globally. However, since the super-observations and their covariance are constructed in the truncated singular-vector space of M, their connections to the original observations are non-local and non-explicit in the physical space, and the singular-value decomposition (SVD) of M will become too expensive or impractical to compute if the background space and observation space are both very large, as often seen in radar data assimilation (Gao et al., 2004; Xu et al., 2010) .
To overcome the above shortcomings, Xu (2011, referred to as X11 hereafter) transformed the singular-value formulations into spectral forms in the wavenumber space for situations in which the observations are locally uniform and the observation and background error covariances or correlations (i.e. the covariances scaled by their respective variances) are locally homogeneous in each direction in the analysis domain. The spectral formulations exhibited the following advantages over their counterpart singular-value formulations: (i) The information contents from densely distributed observations can be calculated very efficiently and analysed easily for each wavenumber. (ii) Superobservations can be constructed by spectral truncations in the wavenumber space with zero or minimum loss of information and explicitly related to the original observations in the physical space. These advantages, however, have not been tested and demonstrated yet with real observations. As a follow-up of X11, this paper will design and perform these tests with radar observations and explore the utilities of the spectral formulations for radar data compression.
As shown and commented in section 4.1 of X11, constructing super-observations by a spectral truncation requires the observations to be precisely uniformly distributed, and this is a serious limitation for super-Obbing by spectral truncation. On the other hand, super-Obbing by local averaging or weighted local averaging can be used easily and adaptively for any densely distributed observations without the above limitation (see e.g. Purser et al., 2000; Liu et al., 2005; Alpert and Kumar 2007; Lu et al. 2011, section 3.3) . According to the theoretical analysis based on the spectral formulations in section 4.3 and remarks in section 4.4 of X11, super-Obbing by local averaging will cause no loss of information (measured globally by the dispersion part of relative entropy or the Shannon entropy difference) for uniformly distributed observations with unbiased and spatially uncorrelated errors unless the super-observation resolution becomes coarser than the effective background resolution (Frehlich, 2008) or the background error covariance resolution (determined by one half of the wavelength associated with the cut-off wavenumber of the background error power spectrum). This is an attractive global property for super-Obbing by local averaging, but it is not clear whether and to what extent this global property can be retained for non-uniformly distributed observations. It is also not clear whether and how the information loss (if any) caused by local averaging for non-uniformly distributed observations can be estimated by the spectral formulations. These problems will be examined in this paper. In particular, we will explore how to apply the spectral formulations to densely but non-uniformly distributed radar observations as well as to their compressed super-observations by local averaging, so the information loss (if any) caused by local averaging can be estimated efficiently as a function of the successively coarsened super-observation resolution to find an optimally coarsened resolution for superObbing by local averaging that causes zero or near-zero minimal loss of information.
The paper is organized as follows. The next section will examine the utility and accuracy of the spectral formulations, in comparison with the singular-value formulations, for computing the information contents from one-dimensional radar observations uniformly distributed along the radar beam and the information losses caused by spectral truncation, uniform thinning and local averaging. Section 3 will explore and demonstrate the utility of the spectral formulations, in comparison with the singular-value formulations, for estimating the information contents from twodimensional radar observations non-uniformly distributed on the conical surface of radar scan and the information losses caused by local averaging with a series of successively coarsened resolutions. Conclusions follow in Section 4.
Applications to one-dimensional radar data along the radar beam

Descriptions of the one-dimensional radar data and background field
The selected radar data are the same as those described in section 5.2 of X07, and they are the radial-component velocities (along the radar beam) scanned by the NSSL phased array radar from 2100 to 2200 UTC on 2 June 2004 with a resolution of 240 m in the radial direction and a resolution of 1.6 o in the azimuthal direction. The data were processed through quality control and then thinned to the coarsened resolution of x o = 3 km along the radar beam (see fig. 1 of X07). After the thinning, the observation errors become spatially uncorrelated to facilitate the tests in Section 2.5 for super-Obbing by local averaging to cause zero or minimal information loss. The observation error variance is σ 2 0 = 6.4 m 2 s −2 , as estimated in Xu et al. (2005) .
The single beam of radial-velocity observations that was used for the illustrative examples in section 5 of X07 is used here again. This beam was scanned at 2108 UTC along 0.75 o elevation angle and 97.8 o azimuthal angle (positive clockwise from the north), and it contains 40 (thinned) observations (spaced every x o = 3 km). The observation error covariance matrix is thus given by R = σ 2 0 I M with M = 40. The background velocity field is produced by the Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS, Hodur, 1997) on a 6 km grid and then projected onto the aforementioned radar beam on a one-dimensional grid of x = 6 km resolution with N = 20, where N denotes the number of grid points. This one-dimensional grid is similar to that described in section 5.2 of X07, except that the resolution is 6 km instead of 5 km and thus the number of grid points is 20 instead of 24. In this case, the background radial-velocity error covariance still can be modelled approximately by the Gaussian function, that is, σ 2 exp[-x 2 /(2L 2 )] according to (2.7) and (3.2) of Xu and Gong (2003) , where x is the distance between two correlated points along the radar beam, σ 2 and L denote the background radial-velocity error variance and de-correlation length scale, respectively. As in section 5.4 of X07, σ 2 = 70 m 2 s -2 and L = 15 km are selected here for the illustrative purpose. However, to use the spectral formation, the above one-dimensional domain of length D = M x o = N x (=120 km) needs to be extended periodically as described in section 2.2 of X11. In particular, the background error covariance function can be extended periodically into 
where
For the above selected D = 120 km and L = 15 km, A 0 = 1 + 2.5 × 10 −14 ≈ 1 and thus (1b) recovers B(x) = σ 2 exp[-x 2 /(2L 2 )] almost exactly for |x| ≤ D/2 in the original domain. Since the periodic covariance function in (1b) is smooth to infinitely high order and its associated power spectrum has a simple analytical form [see (10)], (1b) will be used in this section as the periodically extended covariance function. The background error covariance matrix B can be constructed from B(x) in (1b) with the nth element in the n th column of B given by B(n x -n x) for n and n' in the range of
Applications of spectral formulations versus singular-value formulations
According to (8) of Xu et al. (2009) and (22)- (24) of X11, the spectral formations for the signal part of the relative entropy (denoted by Sg), the dispersion part of the relative entropy (denoted by Ds), the Shannon entropy difference (denoted by SD), and the degrees of freedom for signal (denoted by DFS), can be written into the following forms:
and
are the ith components of Sg, Ds, SD and DFS, respectively, in the spectral space; and c i is the ith component of the normalized discrete Fourier transform ( 
where j ≡ (-1) 1/2 is the imaginary unit, k is the wavenumber, δ(•) denotes the delta function of (•),
is used in the second step, and the identity
i s used with k i = i k and k ≡ 2π /D in the third step (see page 68 of Lighthill, 1958) . Note that the Fourier integral that defines S(k) in (10) can be discretized into
is precisely the same discrete power spectrum as that defined in (12)-(13) of X11. On the other hand, the analytical form of S(k) derived in (10) can be discretized directly into
According to (10), the above two discretized forms should be equal to each other, and this leads to the following analytical expression of S i
As shown above, S i can be obtained either numerically by using the DFT in (12) of X11 [which is equivalent to the discrete cosine transform in (13) of in X11] or analytically by using (11). For the data described in Section 2.1, these two ways give almost identical S i and thus almost identical becomes different from the above obtained |γ 10 | mainly due to computer round-off errors. This well-verified equivalence is also shown in Fig. 1 by the two coincided curves, that is, (i) the grey dashed curve labelled 'SVD-Svi' for the SVD-computed λ i /λ 1 (called the relative amplitude of λ i ), and (ii) the thin solid curve labelled 'Spc-Svi' for the spectral-derived |γ i /γ 0 | (called the relative amplitude of |γ i |) plotted in the wavenumber index sequence of i = 0, 1, -1, . . . , 7, -7 (not shown) corresponding to the singular-value index sequence from i = 1 to 15 (as shown explicitly). According to the above comparisons, the spectralderived S i in (11) is sufficiently accurate and will be used for the applications considered in this section. With S i given by (11) and c i given by the DFT of the innovation d m , the signal part of the relative entropy Sg and its partitioned component, denoted by Sg i for the ith wavenumber k i , can be computed from (2) and (6), respectively. The computed Sg i /Sg is plotted in Fig. 1 by the dark dotted curve labelled 'Spc-Sgi' in the wavenumber index sequence of i = 0, 1, -1, . . . 7, -7 (not shown) corresponding to the singular-value index sequence from i = 1 to 15 (as shown explicitly). The relative amplitude Sg i /Sg is also computed by using the singular-value formulation {see (5.4) of X07 but note that Sg i was already normalized by Sg and there was a typo in the definition of Sg, that is, [λ
−2 inside the summation for the (7)- (9) and (20)- (21) of X11, the SVD presented by M = U V T in X07 can be generalized to a complex SVD (although M is always a real matrix), so the squared absolute value of the complex singular value can be given by 
Clearly, F M is different from U T , and this explains the difference between the SVD-Sgi and Spc-Sgi curves in Fig. 1 . As shown by the Spc-Sgi curve, the spectral-computed Sg i /Sg and Sg -i /Sg have the same value (due to the symmetry of Sg i = Sg -i ) for the ith paired (positive and negative) wavenumbers and this value is the same as the averaged value of the two counterpart points on the SVD-Sgi curve, so the two curves yield exactly the same summed value of Sg (=5.994949) in (2).
The dispersion part of the relative entropy Ds and its partitioned component Ds i for k i are formulated in (3) and (7), respectively. The Shannon entropy difference SD and its partitioned component SD i for the ith wavenumber k i are formulated in (4) and (8), respectively. The spectral-derived Ds i /Ds (called the relative amplitude of Ds i ) and SD i /SD (called the relative amplitude of SD i ) are plotted in Fig. 2 by the dark dotted and dark solid curves, respectively, as functions of the absolute value of the wavenumber index over the range of 0 ≤ |i| < 8. The SpcSVi curve in Fig. 1 is squared and recast into the thin solid curve labelled 'SVi2' for the spectral-derived |γ i /γ 0 | 2 as a function of |i|, where i is the wavenumber index (instead of the singularvalue index in Fig. 1 ). Note from (7)- (8) that Ds i and SD i are determined solely by |γ i |, and |γ i | for i > 0 (or i ≤ 0) is equivalent to λ 2i (or λ 2i+1 ) as shown by the coincided Spc-SVi and SVD-SVi curves in Fig. 1 , so the spectral-derived Ds i and SD i for i > 0 (or i ≤ 0) are equivalent to the SVD-computed Ds 2i (or Ds 2i+1 ) and SD 2i (or SD 2i+1 ), respectively. In view of the above explained and verified equivalences, we only need to present the results from the spectral formulations in the remaining part of this section.
Note that
Ds i /Ds ≤ 1.1 × 10 −7 and SD i /SD ≤ 7.6 × 10 −5 when |i| ≥ 6 in Fig. 2 (or, equivalently, i ≥ 12 in Fig. 1 ). Therefore, the upper limit of the wavenumber index i can be truncated from μ + = 10 to 5 for the summations (over i > 0) in the spectral formulations of Sg, Ds and SD [see (2)- (4)] with virtually no loss of information. This implies that the 40 observations can be compressed into 10 uniformly spaced super-observations with the observation resolution coarsened from x o = 3 km to x s = 4 x o = 12 km with no loss of information. This implication will be verified in Section 2.4.
Information loss caused by uniform thinning
According to the analysis in section 4.2 of X11, uniformly thinning the observations will always cause a loss of information and the information loss increases as the thinned observation resolution becomes increasingly coarse. The information losses for the signal and dispersion parts of the relative entropy and the Shannon entropy difference can be measured relative to Sg( x o ), Ds( x o ) and SD( x o ), respectively, by
Here , (12)- (14) for the thinned observations (with x s / x o = 2, 4, 5 and 10) are plotted in Fig. 3 by the thin solid curve labelled 'SIL-thin', light dotted curve labelled 'DIL-thin' and thin dashed curve labelled 'SDIL-thin', respectively. As shown, the information losses are significant and increase quasi-linearly with x s / x o . This exemplifies the analysis in section 4.2 of X11.
Super-Obbing by spectral truncation
According to the analysis in section 4.1 of X11, the original observations can be compressed into fewer super-observations by a proper spectral truncation with zero or minimum loss of information. This compression, called super-Obbing by spectral truncation, requires the observations to be uniformly distributed. The The information losses SIL, DIL and SDIL caused by the above super-observations are computed and plotted as functions of x s / x o (=2, 4, 5 and 10) in Fig. 3 by the thick solid curve labelled 'SIL-trun', dark dotted curve labelled 'DIL-trun' and thick dashed curve labelled 'SDIL-trun', respectively. As shown, the information losses are virtually zero for x s / x o = 2 (because x s = x in this case) and remain negligibly small (=0.02, 0.0001 and 0.002 for SIL, DIL and SDIL, respectively) as x s / x o increases to 4. This verifies the implication stated at the end of Section 2.2. As x s / x o further increases to 5, the dispersion-part information loss DIL (or SDIL) remains small and below 0.01 (or 0.03), but the signal-part information loss SIL becomes significant and increases to 0.36. Note that the signal-part information content depends on the sampled individual realization of the innovation and so does the signal-part information loss. Note also from in Fig. 1 that the Spc-Sgi curve reaches its peak value at the 4th paired wavenumbers k 4 and k -4 (corresponding to the singular-value indices at i = 8 and 9, respectively, in Fig. 1 ). When the wavenumber index increases from i = 0 to 4, |γ i | decreases rapidly from 11.84 to 1.01 but (6), the peak of the Spc-Sgi curve for Sg i /Sg can be largely explained by the peak of |c i | 2 /(ßS i ) at |i| = 4, while the latter peak is tied up with the smallness of S i and local (secondary) peak of |c i | at |i| = 4 in the innovation spectrum (not shown). When x s / x o increases to 5, the wavenumber k 4 is marginally retained but the wavenumber k -4 is truncated. This truncation is significant and it explains why SIL increases rapidly (from 0.02 to 0.36) as x s / x o increases from 4 to 5 in Fig. 3 . Based on the equivalence between the spectral and generalized singular-value formulations explained and verified in Section 2.2, the above super-Obbing by spectral truncation can be viewed as a special and yet generalized form of super-Obbing by singular-value truncation (see section 4 of X07) for uniformly distributed observations. An advantage of this super-Obbing is that super-observations generated in the truncated spectral space can be easily transformed back and explicitly related to the original observations in the physical space. In particular, as shown in (41)- (42) of X11, super-observations can be expressed in the physical space by the original observations convoluted with a super-Obbing operator [see (40) of X11], and their error covariance can be given explicitly by the original observation error covariance convoluted with the super-Obbing operator. In this case, the original observations are required to be precisely uniformly distributed (in each direction) so that the spectral truncation can be accurately implemented for super-Obbing to avoid or minimize information loss. The required uniform distribution, however, can rarely be satisfied in real data assimilation, and this is a serious limitation for super-Obbing by spectral truncation, as commented at the end of section 4.1 of X11 and mentioned in the introduction of this paper.
Super-Obbing by local averaging
According to the analyses in sections 4.3 and 4.4 of X11, uniformly distributed observations with unbiased and spatially uncorrelated errors can be compressed into super-observations by local averaging with no loss of information until the superobservation resolution becomes coarser than the effective background resolution (Frehlich, 2008) or the background error covariance resolution (determined by π /k c where k c is the cutoff wavenumber of the background error power spectrum). In this case, the original observations are simply averaged over each x s , where x s is the super-observation resolution. To verify and illustrate the above property, four types of superobservations are generated by local averaging with x s set to x s = 2 x o , 4 x o , 5 x o and 10 x o , respectively. The information losses caused by super-Obbing can be measured by the same SIL, DIL and SDIL as defined in (12)- (14) except that Sg( x s ), As explained in section 5.1 of X07, the signal-part information loss measures the information loss caused by super-Obbing that degrades the analysis mean, and the analysis mean degradation (MD) can be quantified by
where a and a s are the state vectors of the analysis means obtained from the original observations and super-observations, respectively. On the other hand, the dispersion-part information loss measures the information loss caused by super-Obbing that degrades the analysis covariance and, the analysis covariance degradation (CD) can be quantified by
where A and A s are the analysis covariance matrices obtained from the original observations and super-observations, respectively, and A -A s F denotes the Frobenius norm of A s -A defined by the square root of the sum of the squared absolute values of all the elements in A s -A [see (2.2-4) of Golub and Van Loan 1983] . If the observations are not used at all, then the analysis mean and covariance matrix reduce to the background mean and covariance matrix, denoted by b and B, respectively. In this case, the degradations of the analysis mean and covariance reach their maxima MD 0 ≡ |a -b| and CD 0 ≡ A -B F , respectively. The relative degradations of the analysis mean and covariance can be then measured by MD/MD 0 and CD/CD 0 , respectively, and they are expected to increase with x s / x o similarly to the relative information losses SIL and DIL (or SDIL), respectively. As shown in Fig. 4 , these expected similarities are indeed verified by the closeness of the thin solid curve for MD/MD 0 to the thick solid curve for SIL and the closeness of the thin dashed curve for CD/CD 0 to the thick dotted curve for DIL (or thick dashed curve for SDIL).
Applications to two-dimensional radar data on the conical surface of radar scan
Descriptions of the two-dimensional radar data and background field
The two-dimensional radar data used in this section are the radial velocities on the conical surface at 0.75 o elevation angle scanned by the same phased array radar around 2108 UTC as described in Section 2.1. As these original radar data are dense and have high resolutions (240 m in the radial direction and 1.6 o in the azimuthal direction) as mentioned in Section 2.1, the number of observations is quite large (=10134) over the (108 × 60 km 2 ) area covered by the analysis domain on the conical surface at 0.75 o elevation angle. The original radar data are thinned to the coarsened resolutions of r o = 1.2 km in the radial direction and θ o = 3.2 o in the azimuthal direction. After the thinning, the observation errors become essentially uncorrelated to facilitate the tests in Section 3.3 for super-Obbing by local averaging to cause near-zero minimal information loss. The observation error variance is σ 2 0 = 6.4 m 2 s −2 , as stated in Section 2.1. The analysis domain is a 108 × 60 km 2 rectangular area on the conical surface at 0.75 o elevation angle, and it ranges from 30 to 138 km in x-direction and from -30 to 30 km in y-direction relative to the radar. The analysis grid consists of 18 × 10 grid boxes with a uniform resolution of x = y = 6 km. The thinned radial-velocity data within the analyses domain are plotted in Fig. 5a . These thinned data will be used as the input observations for the analysis in this section, and the number of the observations is M o = 1012.
The background velocity field is produced by the COAMPS on the same 6 km grid as described in Section 2.1, and then projected onto the above two-dimensional analysis grid on the conical surface at 0.75 o elevation angle. The projected background radial-velocity field is shown in Fig. 5b . According to (5.1) of Xu and Gong (2003) , the background radial-velocity error covariance between two points x 2 and x 1 on this surface can be modelled by
where r = x 2 -x 1 , r = |r|, β is the angle between the two distance vectors represented by x 2 and x 1 in the radar-centred Cartesian coordinate system (see fig. 1 of Xu and Gong, 2003) . Here, as in (1), σ 2 and L denote the background radial-velocity error variance and decorrelation length scale, respectively. Again, as in Section 2.1, σ 2 = 70 m 2 s −2 and L = 15 km are selected for the illustrative purpose in this section.
Applications of spectral formulations and singular-value formulations
As shown in Fig. 5a , the input observations are not uniformly distributed and contain data-void areas. In this case, the signal part of the relative entropy cannot be easily or directly estimated by the two-dimensional spectral formulation in (29) of X11, because the signal part depends on the sampled observations and the observations must be properly mapped on a uniform grid in each direction in order to use the two-dimensional spectral formulation (which is an unexplored approach beyond this paper). However, the dispersion part of the relative entropy, Ds, and the Shannon entropy difference, SD, do not depend on the individual realization of the sampled set of observations although they depend on the observation distribution and error covariance. Thus, Ds and SD can be estimated approximately by the twodimensional spectral formulations in (30)-(31) of X11, as long as the input observations in Fig. 5a can be treated approximately as uniformly distributed with an averaged resolution in each direction and the background error covariance function in (17a) can be simplified into the following homogeneous and isotropic form:
The analysis domain in Fig. 5b can be extended periodically as described in section 2.2 of X11. The simplified background error covariance function in (17b) can be extended periodically in each direction, similar to that in (1b), into the following form:
For the analysis grid described in Section 3.1, we have x = y = 6 km, N x = 18, N y = 10, D x = 108 km, D y = 60 km and A 0 = 1 + 6.7 × 10 −4 (with L = 15 km). The background error power spectrum can be derived from (17c) by using the generalized Fourier transformation in each direction similar to that in (10)-(11). The derived background error power spectrum has the following discrete form:
For the input observations in Fig. 5a , the averaged resolutions can be represented by x o = 1.2 km in the x direction and y o = 5 km in the y direction. With these averaged resolutions, the observation space can be approximated by a M x × M y = 90 × 12 uniform grid over the 108 × 60 km 2 rectangular area of the above analysis domain. The observation error covariance is σ 2 0 multiplied by an identity matrix in the approximated observation space of
The observation error power spectrum is thus a constant in the approximated observation-spectral space and is given by
By substituting the derived background error power spectrum in (18) and approximated observation error power spectrum in Tellus 63A (2011), 5 Table 1 . Spectral-estimated and SVD-computed information contents from the input observations in Fig. 5a .
Sg
Ds SD Spectral-estimated N/A 57.0 7 5 .2 SVD-computed with B(r) in (17a): 66.7 6 1 .6 8 3 .6 SVD-computed with B(r) in (17b): 70.2 5 8 .4 7 8 .7 SVD-computed with B(x, y) in (17c): 83.9 5 3 .5 7 1 .0 (19) into the spectral formulations in (30)- (32) of X11, we can estimate Ds and SD approximately for the dispersion part of the information content extracted from the input observations in Fig. 5a by the analysis with the background field in Fig. 5b . As listed in the first row of Table 1 Fig. 5a . The innovation vector, denoted by d ∈ R Mo , in the observation space can be obtained by subtracting the background values in Fig. 5b from the observations in Fig. 5a . By substituting this d with the above constructed B and R into (3.6) of X07, we can compute Sg for the signal part of the information content from the input observations in Fig. 5a . As listed in the first column of Table 1 , the computed value is Sg = 66.7 for B constructed from the original B(r) in (17a), and the value is inflated slightly (by 5.2%) to 70.2 when B is constructed from the simplified B(r) in (17b), and inflated further (by 19.5%) to 83.9 when B is constructed from the periodically extended B(x, y) in (17c). By substituting the above B and R into (3.9)-(3.10) of X07, we can compute Ds and SD for the input observations in Fig. 5a . As listed in Table 1 , the computed values are Ds = 61.6 and SD = 83.6 when B is constructed from the original B(r) in (17a), and the values are deflated slightly (by 5.2% and 5.9%) to Ds = 58.4 and SD = 78.7, respectively, when B is constructed from B(r) in (17b), and deflated further (by 2.4% and 9.8%) to Ds = 53.5 and SD = 71.0, respectively, when B is constructed from B(x, y) in (17c).
Note that cos( β) (≤1) is a non-isotropic damping factor for B(r) in (17a). When this factor is neglected by the simplified B(r) in (17b), the spatial correlation is enhanced in B(r) relative to that in B(r). When B(r) is extended periodically into B(x, y) in (17c), the spatial correlation is further enhanced. Thus, when B Table 1 .
The spectral-estimated Ds (or SD) in the first row of Table 1 can be verified against the SVD-computed Ds (or SD) in the last row of Table 1 , because they both use the periodically extended background error covariance B(x, y) in (17c). When the observation error power spectrum is derived in (19), the observations are assumed to cover the analysis domain uniformly with no datavoid area. The observation space dimension is approximated by M = M x × M y = 90 × 12 = 1080 in the derivation of (19) which is slightly larger than that (M o = 1012) for the input observations in Fig. 5a , while the observation error variance remains the same (σ 2 0 = 6.4 m 2 s −2 ). This slightly increased number of observations (with the same σ 2 0 ) explains why the spectral-estimated Ds (or SD) in the first row is slightly larger than the SVD-computed Ds (or SD) in the last row of Table 1 . Consequently, the spectralestimated Ds (or SD) is very close to and only slightly smaller, by merely 4.4% (or 2.4%), than the SVD-computed Ds (or SD) with B constructed from B(r) in the third row of Table 1 . Therefore, B(r) will be used as an intermediate approximation of the original B(r), which is between B(x, y) and B(r), to compute the information losses caused by super-observations and verify the spectral-estimated information losses in the next subsection. 
Super-Obbing by local averaging
In this subsection, two types of super-observations, called S1 and S2, are generated from the input observations in Fig. 5a by local averaging. Each S1 super-observation covers a square area of x s × y s with x s = y s set to a prescribed resolution, denoted by l s . Each S2 super-observation covers a sector area with the radial-range interval r s set to a prescribed resolution l s in the radar-centred polar coordinate system (on the conical surface of radar scan), while the azimuth span of the sector area is determined by θ s = ( r s /r)(180 o /π ) where r is the radial range distance from the radar to the far side of the sector area. Each super-observation of either type is computed by averaging the input observations locally in its covered area. The location of each super-observation is assigned to the centroid of the input data points in its covered local area. The error variance of each super-observation is estimated by σ Six sets of S1 super-observations are generated with x s = y s = l s prescribed to 3, 6, 12, 15, 24 and 30 km, respectively, as listed in the first row of Table 2 . The associated ratios with respect to the input observation resolution x o = l o (=1.2 km) in the x-direction are l s / l o = 2.5, 5, 10, 12.5, 20 and 25, respectively, as listed in the second row of Table 2 . These six sets contain M s = 410, 153, 44, 30, 15 and 8 super-observations, respectively, as listed in the third row of Table 2 , and an example is shown in Fig. 5c for the set obtained with x s = y s = l s = 6 km. Six sets of S2 super-observations are generated with r s = l s prescribed to 3, 6, 12, 15, 24 and 30 km, respectively, as listed again in the first row of Table 2 . The associated ratios with respect to l o are the same as those listed in the second row of Table 2 . These six sets contain M s = 337, 136, 50, 34, 19 and 14 super-observations, respectively, as listed in the fourth row of Table 2 , and an example is shown in Fig. 5d for the set obtained with r s = l s = 6 km. As shown in Fig. 5c (or 5d) , super-observation areas do not overlap and their combined area covers all the input data points in Fig. 5a .
For each set of S1 or S2 super-observations listed in Table 2 , Sg, Ds and SD can be computed by the singular-value formulations in the same way as described in the previous subsection for the input observations. The background error covariance matrix B is still constructed directly from either B(r) in (17a) or B(r) in (17b), while the super-observation error covariance matrix R is simply given by σ The relative information losses caused by each set of superobservations with respect to the input observations in Fig. 5a can be measured and computed by SIL, DIL and SDIL in the same way as those in (12)- (14) Fig. 5a , and l s represents ( x s , y s ) with x s = y s = l s for S1 super-observations or represents ( r s , θ s ) with r s = l s and θ s = ( l s /r)(180 o /π ) for S2 super-observations. The SVD-computed SIL and DIL for the six sets of S1 (or S2) super-observations with B constructed from B(r) in (17a) are plotted in Fig. 6 as functions of l s / l o by the dark longdashed (or dark short-dashed) curve labelled SIL-S1a (or SILS2a) and dark dot-dashed (or dark dotted) curves labelled DILS1a (or DIL-S2a), respectively. The counterpart SIL and DIL computed with B constructed from B(r) in (17b) are plotted in Fig. 6 by the grey long-dashed (or grey short-dashed) curve labelled SIL-S1b (or SIL-S2b) and grey dot-dashed (or grey dotted) curve labelled DIL-S1b (or DIL-S2b), respectively. The SVD-computed SDIL curves (not shown) are very similar to and only slightly higher than their counterpart DIL curves in Fig. 6 . Note that l s / l o = 1 corresponds to the case of no superObbing and thus no information loss, so all the curves start from zero at l s / l o = 1 in Fig. 6 . All the grey curves are very close to their counterpart dark curves, so the simplified B(r) in (17b) can be indeed used as an approximation of the original B(r) in (17a) to facilitate the use of the spectral formulation to estimate the information losses as shown below.
When the spectral formulations in (30)-(32) of X11 are used to estimate Ds (or SD) for each set of super-observations, the super-observation space is approximated by a M xs × M ys Fig. 6 . SVD-computed SIL and DIL for S1 (or S2) super-observations with B constructed from B(r) in (17a) plotted as functions of l s / l o by the dark long-dashed (or dark short-dashed) curve labelled SIL-S1a (or SIL-S2a) and dark dot-dashed (or dark dotted) curves labelled DIL-S1a (or DIL-S2a), respectively; SVD-computed SIL and DIL for S1 (or S2) super-observations with B constructed from B(r) in (17b) plotted as functions of l s / l o by the grey long-dashed (or grey short-dashed) curve labelled SIL-S1b (or SIL-S2b) and grey dot-dashed (or grey dotted) curve labelled DIL-S1b (or DIL-S2b), respectively; and spectral-estimated DIL plotted as a function of l s / l o by the dark solid curve labelled DIL-Spc. See the first two rows and last two row in Table 2 Table 2 . The approximated super-observation resolutions are ( x s , y s ) = (3, 5), (6, 6), (12, 12), (13.5, 15), (21.6, 24) and (27, 30) km, respectively, as listed in the last two rows of Table 2 . In this case, the background error power spectrum is still given by (18), but the observation error power spectrum in (19) is replaced by the following super-observation error power spectrum
where n s = x s y s /( x o y o ) is the averaged number of input observations in the local area covered by a super-observation,
. By substituting (18) and (20) into (30)- (32) of X11, we can obtain the spectral-estimated Ds (or SD) for each set of super-observations and then estimate the associated information loss, DIL (or SDIL), relative to the spectral-estimated Ds (or SD) for the input observations (listed in the first row of Fig. 6 , the spectral-estimated DIL-Spc curve follows closely the SVD-computed DIL-S1b curve with B constructed from B(r).
All the curves in Fig. 6 increase with l s / l o monotonically, and the SVD-computed SIL curves increase more rapidly than the SVD-computed DIL curves especially when l s / l o increases from 5 to 10 and beyond. Note that x o = 1.2 km and l s / l o = 5 corresponds to x s = y s = l s = 6 km (or r s = l s = 6 km) for the S1 (or S2) super-observations, so the super-observation resolution becomes the same as the background resolution ( x = y = 6 km) when l s / l o = 5 in Fig. 6 . For the one-dimensional observations in Section 2, x o = 3 km and the super-observation resolution becomes the same as the background resolution ( x = 6 km) when x s / x o = 2 in Fig. 4 . Thus, the rapid increase of SIL after l s / l o > 5 in Fig. 6 is similar to the rapid increase of SIL (shown by the dark solid curve) after x s / x o > 2 in Fig. 4 . This rapid increase of SIL can be explained by the reduced super-observation space dimension (below the background space dimension) plus the reduced amplitude of the transformed super-innovation vector caused by the local averaging (that acts like a sinc-function filter in the spectral space), which is similar to that explained for the one-dimensional super-observations in Section 2.5.
As shown in Fig. 6 , the SVD-computed DIL curves increase slowly from zero to various levels below 0.05 when l s / l o increases from 1 to 10. Note that l s / l o = 10 corresponds to x s = y s = 12 km (or r s = 12 km) for the S1 (or S2) superobservations and this super-observation resolution (=12 km) is still finer than the background error de-correlation length scale L = 15 km. This explains why the SVD-computed DIL curves all remain very low (< 0.05) for l s / l o ≤ 10 in Fig. 6 . Note also that the S1 and S2 super-observations are not exactly uniformly distributed (because the location of each super-observation is assigned to the centroid of the input data points in its covered local area as described in Section 3.1 and shown in Figs. 5c and d), and they both contain data-void areas due to the incomplete coverage of the input data as shown in Fig. 5 . This explains why the SVD-computed DIL curves increase slowly but notably above zero as l s / l o increases from 1 to 10 in Fig. 6 . On the other hand, the spectral-estimated DIL curve (dark solid labelled DIL-Spc) remains virtually zero for l s / l o ≤ 10 in Fig. 6 . Similarly, the dark dotted DIL curve computed for the uniform one-dimensional super-observations is also virtually zero for x s / x o ≤ 5 as shown in Fig. 4 , and this is simply because x s / x o = 5 in Fig. 4 and l s / l o = 10 in Fig. 6 both correspond to the same super-observation resolution of x s = 12 km and thus the same ratio of x s /L (=0.8). Table 2 , the number of S1 super-observations is larger (or smaller) than that of S2 super-observations for l s / l o ≤ 5 (or l s / l o ≥ 10). This explains why the SIL-S1 curves are lower (or higher) than their respective SIL-S2 curves for l s / l o ≤ 5 (or l s / l o ≥ 10) as shown in Fig. 6 . Note also that the number of S1 super-observations is substantially smaller than that of S2 super-observations for l s / l o ≥ 20) as listed in Table 2 . This explains why the DIL-S1 curves become significantly higher than their respective DIL-S2 curves when l s / l o ≥ 20 as shown in Fig. 6 . Also as listed in Table 2 , the number of super-observations approximated by M s = M xs × M ys for the super-observation error power spectrum in (20) is much closer to the number of S1 super-observations than the number of S2 super-observations and even becomes identical to the number of S1 super-observations when l s / l o ≥ 20. This explains why the spectral-estimated DIL curve follows the SVDcomputed DIL-S1b curve more closely than the DIL-S2b curve especially when l s / l o ≥ 20, as shown in Fig. 6 . A similar close comparison is seen between the spectral-estimated SDIL curve and the SVD-computed SDIL-S1b curve (not shown) for the S1 observations with B constructed from B(r) in (17b). These close comparisons indicate that the spectral formulations can be used to estimate the information loss caused by local averaging for the purpose of finding an optimally coarsened resolution for radar radial-velocity data compression with zero or near-zero minimal information loss.
As listed in
As mentioned at the end of the previous subsection, the simplified B(r) in (17b) can be used as an intermediate approximation of the original background radial-velocity error covariance B(r) in (17a) to compute the information losses caused by radial-velocity super-observations. This is indeed the case as shown in this subsection. In addition to this proxy use, B(r) can be also used directly to model the pure-scalar error covariance without approximation for the background reflectivity field if σ 2 in (17b) is viewed as the background reflectivity error variance. In this case, the radial-velocity observations in Fig. 5a and background field in Fig. 5b can be viewed as reflectivity observations and background field, respectively. Then, the SVD-computed information losses with B constructed from B(r) become accurate results (without approximation) for reflectivity super-observations, and their close comparisons with the spectral-estimated information losses (shown by the DILS1b and DIL-Spc curves in Fig. 6 ) ought to indicate that the spectral formulations can have the same (or even better) utility for radar reflectivity observations as demonstrated for the radar radial-velocity observations in this section.
Conclusions
In this paper, the spectral formulations derived in X11 for measuring information contents from uniformly distributed observations are applied to radar observations to test and demonstrate the advantages of the spectral formulations in comparison with the singular-value formulations derived in X07 and to explore the utilities of the spectral formulations for radar data compression. The main results are summarized below with conclusions:
(i) For uniformly distributed observations, the spectral formulations are shown to have precise correspondences to the singular-value formulations, as speculated in the conclusion of X11. As the SVD of the scaled observation operator M is generalized to complex domain in the spectral formulations, the absolute singular values can be computed very efficiently or even derived analytically in the spectral space [see Fig. 1 and (11)]. In this case, the spectral formulations are not only very accurate but also much more efficient than the singular-value formulations in computing the information contents. This advantage and related utilities of the spectral formulations for computing the information losses (if any) caused by uniform thinning, spectral truncation and local averaging are demonstrated (in Sections 2.2-2.5) with one-dimensional radar radial-velocity observations uniformly distributed along the radar beam.
(ii) For densely but non-uniformly distributed observations, the spectral formulations are shown to be able to estimate the dispersion part of the information content (measured globally by the dispersion part of relative entropy Ds or the Shannon entropy difference SD) with the observation error power spectrum constructed approximately based on the averaged observation resolution in each direction [see (19) ]. The spectral formulations can also estimate the dispersion part of the information content from super-observations generated by local averaging with the super-observation error power spectrum constructed based on the super-observation resolution in each direction [see (20) ]. These utilities of the spectral formulations are demonstrated with two-dimensional radar radial-velocity observations densely but non-uniformly distributed on the conical surface of radar scan (see Fig. 5a ). The spectral-estimated information contents are closely verified by the SVD-computed counterpart values (see Table 1 ).
(iii) The background error power spectrum can be derived analytically [see (18) ] in addition to the observation and superobservation error power spectra, so the information content (measured globally by Ds or SD) from the original observations and the information loss caused by their compressed superobservations through local averaging can be estimated very efficiently by the spectral formulations. The high-computational efficiency is an important advantage for the spectral formulations over the singular-value formulations, especially when the background and observation spaces are both extremely large and too large to be computed by the singular-value formulations, as often seen in radar data assimilation (Gao et al., 2004; Xu et al. 2010) . Thus, regardless of the sizes of the observation and background spaces, the spectral formulations can always efficiently estimate the information loss caused by local averaging as a function of successively coarsened super-observation resolution, so an optimally coarsened super-observation resolution can be found for radar data compression to minimize the information loss to an insignificant level. This utility is demonstrated with the aforementioned two-dimensional radar radial-velocity observations in section 3.3 (see Fig. 6 ).
In addition to the results summarized above, the spectral formulations can also estimate the dispersion part of information content from thinned non-uniform observations and the associated information loss (not shown), while the thinned observation error power spectrum can be constructed based on the thinned observation resolution in each direction similarly to that for the original observations [see (19) ]. Moreover, as explained at the end of Section 3.3, the original non-isotropic background radial-velocity error covariance [in (17a)] is simplified into an isotropic form [in (17b) ] to facilitate the use of the spectral formulations and such an isotropic form can be used directly to model the pure-scalar error covariance without approximation for the background reflectivity field (or any other pure-scalar background field). Thus, although the spectral formulations are tested only with the radial-velocity observations, they can be equally well or even better tested with radar reflectivity observations for similar utilities. The spectral formulations are also expected to have similar utilities for other densely and remotely sensed observations (such as those from GOES satellites).
As explained in Sections 2.1 and 3.1, the original radar observations are thinned to facilitate the tests in Sections 2.5 and 3.3 for super-Obbing by local averaging to cause zero or minimal information loss. In addition, the thinning also reduced the computational cost of the singular-value formulations drastically (especially if the number of observations exceeds the order of 10 3 ) for the two-dimensional case tested in Section 3. Ideally for real-data applications (without using the expensive singular-value formulations for verifications), the spectral formulations should be applied to the original radar observations directly without thinning to avoid thinning-caused information loss (see section 4.2 of X11 and Section 2.3 of this paper). In this case, we need to consider correlated radar observation errors between neighbouring gates or neighbouring beams and use their associated non-constant observation error power spectrum [more complex than that in (19)] in the spectral formulations to estimate the information contents from the original observations and evaluate the information loss caused by local averaging. This problem will be examined in a follow-up study.
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