Millimeter wave (mmWave) communication is one feasible solution for high data-rate applications like vehicular-toeverything communication and next generation cellular communication. Configuring mmWave links, which can be done through channel estimation or beam-selection, however, is a source of significant overhead. In this paper, we propose using spatial information extracted at sub-6 GHz to help establish the mmWave link. Assuming a fully digital architecture at sub-6 GHz; and an analog architecture at mmWave, we outline a strategy to extract spatial information from sub-6 GHz and its use in mmWave compressed beam-selection. Specifically, we formulate compressed beam-selection as a weighted sparse signal recovery problem, and obtain the weighting information from sub-6 GHz channels. In addition, we outline a structured precoder/combiner design to tailor the training to out-of-band information. We also extend the proposed out-of-band aided compressed beam-selection approach to leverage information from all active subcarriers at mmWave. To simulate multi-band frequency dependent channels, we review the prior work on frequency dependent channel behavior and outline a multi-frequency channel model. The simulation results for achievable rate show that out-of-band aided beam-selection can considerably reduce the training overhead of in-band only beam-selection.
packed into small form factors. Configuring these arrays, however, is not without challenges. First, the high power consumption of RF components makes fully digital baseband precoding difficult [2] . Second, the precoder design usually relies on channel state information, which is difficult to acquire at mmWave due to large antenna arrays and low pre-beamforming signal-to-noise ratio (SNR). Therefore, several approaches have been proposed to rapidly establish mmWave links [4] [5] [6] [7] [8] . The usual strategy is to exploit some sort of structure in the unknown channel that aids in link establishment, e.g., sparsity [4] , [5] or channel dynamics [6] .
MmWaves have applications in cellular systems [2] , [9] , [10] , including fixed wireless access [11] , backhaul [8] , mobile access [2] , [10] , and even vehicleto-everything (V2X) communications [12] , [13] . The V2X application is of interest as the sensors on next generation intelligent vehicles may generate up to hundreds of Mbps [14] , and the current vehicular communication mechanisms do not support such data-rates. MmWave communication has the potential to provide the required data-rates owing to the large bandwidth. Unfortunately, configuring mmWave links in high mobility is challenging as the link configuration could consume a significant fraction of the channel coherence interval, leaving little time for utilization.
We propose to leverage out-of-band information extracted from lower frequency channels to reduce the overhead of establishing a mmWave link. This is relevant as mmWave systems will likely be deployed in conjunction with lower frequency systems: (i) to provide wide area control signals; and/or (ii) for multi-band communications [15] , [16] . The use of low-frequency information is feasible as the spatial characteristics of sub-6 GHz and mmWave channels are similar [17] . To motivate this idea, consider the hypothetical power azimuth spectrum (PAS) of sub-6 GHz and mmWave shown in Fig. 1 (a) . The PASs are substantially similar and we refer to this similarity as "spatial congruence". We can obtain a coarse estimate of the dominant directions from sub-6 GHz and use it at mmWave. Consider an elementary use case where the aim is to choose a suitable directional beam at mmWave from the candidate beams shown in Fig. 1 (b) . The directional beams of the sub-6 GHz system in the strong directions of the channel are shown in Fig. 1 (c) . The sub-6 GHz system has wider beams due to a small number of antennas. Given the sub-6 GHz spatial lobes, the candidate beams at mmWave can now be restricted only to those beams that overlap with sub-6 GHz spatial lobes as shown in Fig. 1 (d) . In this work, we use the sub-6 GHz spatial information to establish the mmWave link. Specifically, we consider the problem of finding the optimal transmit/receive beam-pair for analog mmWave systems. We assume wideband frequency selective MIMO channels and OFDM signaling for both sub-6 GHz and mmWave systems. The mmWave system uses analog beamforming with quantized phase-shifters, whereas the sub-6 GHz system is fully digital. Both sub-6 GHz and mmWave systems use uniform linear arrays (ULAs) at the transmitter (TX) and the receiver (RX). The main contributions of this work are:
• Exploiting the limited scattering nature of mmWave channels and using the training on one OFDM subcarrier, we formulate the compressed beam-selection problem. • We outline a strategy to extract spatial information from sub-6 GHz channel. The proposed strategy takes the mmWave beam-codebook design in consideration. • We use weighted sparse signal recovery [18] to leverage out-of-band information in compressed beamselection. The weights are chosen based on out-of-band information. • We propose a structured random codebook design for compressed beam-selection based on out-of-band information. The proposed design enforces the training precoder/combiner patterns to have high gains in the strong channel directions based on out-of-band information. • We formulate the compressed beam-selection as a multiple measurement vector (MMV) sparse recovery problem [19] to leverage training from all active subcarriers. The MMV based sparse recovery improves the beamselection by a simultaneous recovery of multiple sparse signals with common support. We extend the weighted sparse recovery and structured codebook design to the MMV case. • Based on prior work, we draw conclusions about the expected degree of spatial congruence between sub-6 GHz and mmWave channels. Subsequently, we outline a multi-frequency channel model to generate channels that are consistent with frequency-dependent channel behavior observed in prior work. Using this model, we show that the proposed approach can reduce the training overhead of beam-selection considerably. The rest of the paper is organized as follows: In Section II we review the related work. The system and channel models for mmWave and sub-6 GHz are outlined in Section III. In Section IV, we formulate the compressed beam-selection problem. We outline the proposed out-of-band aided compressed beam-selection approach in Section V. In Section VI, we review the prior work on frequency dependent channel behavior and outline a simulation strategy to generate multiband frequency dependent channels. The simulation results are presented in Section VII, and Section VIII concludes the paper.
Notation: We use the following notation throughout the paper. Bold lowercase x is used for column vectors, bold uppercase X is used for matrices, non-bold letters x, X are used for scalars. [x] m , [X] m,n , [X] m,: , and [X] :,n , denote mth entry of x, entry at the mth row and nth column of X, mth row of X, and nth column of X, respectively. Superscript T and * represent the transpose and conjugate transpose. 0 and I denote the zero vector and identity matrix respectively. CN (x, X) denotes a complex circularly symmetric Gaussian random vector with mean x and correlation X. We use E[·], · p , and · F to denote expectation, p norm and Frobenius norm, respectively. X ⊗ Y is the Kronecker product of X and Y. Calligraphic letter X denotes sets and [X] represents the set {1, 2, · · · , X}. Finally, | · | is the absolute value of its argument or the cardinality of a set, and vec(·) yields a vector for a matrix argument. The sub-6 GHz variables are underlined, as x, to distinguish them from mmWave.
II. RELATED WORK
Prior work on using out-of-band information in communication systems primarily targets beamforming reciprocity in frequency division duplex (FDD) systems. Based on the observation that the spatial information in the uplink (UL) and downlink (DL) is congruent [20] , [21] , several strategies were proposed to estimate DL correlation from UL measurements (see [22] , [23] and references therein). The estimated correlation was in turn used for DL beamforming. Along similar lines, in [24] the multi-paths in the UL channel were estimated and subsequently the DL channel was constructed using the estimated multi-paths. In [25] , the UL measurements were used as partial support information in compressed sensing based DL channel estimation. The frequency separation between UL and DL is typically small. As an example, there is 9.82% frequency separation between 1935 MHz UL and 2125 MHz DL [21] . In essence, the aforementioned strategies were tailored for the case when the percent frequency separation of the channels under consideration is small and spatial information is congruent. We consider channels that can have frequency separation of several hundred percents, and hence some degree of spatial disagreement is expected.
There is some prior work on leveraging out-of-band information for mmWave communications. In [26] , the directional information from legacy WiFi was used to reduce the beamsteering overhead of 60 GHz WiFi. The measurement results presented in [26] confirm the value of out-of-band information for mmWave link establishment. Our work is distinguished from [26] as the techniques developed in this work are applicable to non-line-of-sight (NLOS) channels, whereas [26] primarily considered LOS channels. In [27] , a scheduling problem was considered for a joint sub-6 GHz-mmWave system to maximize the delay constrained throughput of the mmWave system. Our work, however, focuses on compressed beam-selection in analog mmWave systems using sub-6 GHz information. In [28] , the coarse angle estimation at sub-6 GHz followed by refinement at mmWave was pitched. The implementation details and results, however, were not provided. In [29] , the mmWave spatial correlation was estimated using sub-6 GHz spatial correlation. The estimated correlation was in turn used for linear channel estimation in SIMO systems. In contrast with [29] , we consider MIMO systems and focus on compressed beam-selection in an analog architecture. The concept of radar aided mmWave communication was introduced in [30] . The information extracted from a mmWave radar was used to configure the mmWave communication link. Unlike [30] , we use sub-6 GHz communication system's information for mmWave link establishment.
Compressed beam-selection was considered for a narrowband system in [5] . The problem was formulated using codebooks based on sampled array response vectors (i.e., with high-resolution phase-shifters) and did not consider out-of-band information. In contrast, we formulate the compressed beam-selection problem using codebooks based on low-resolution phase-shifters and aid the beam-selection with out-of-band information. We are extending our prior work [1] and provide a detailed treatment of the problem. Herein, we propose and use a frequency dependent clustered channel model, where each cluster contributes multiple rays. The clustered behavior is observed in recent mmWave channel modeling studies [31] . In contrast, [1] assumed that each cluster contributes a single ray. Further, this work considers frequency selective channels for sub-6 GHz and mmWave, whereas [1] assumed narrowband systems. The compressed beam-selection in [1] is based on DFT codebooks, whereas we consider codebooks based on low-resolution phase-shifters. Finally, we present a structured random codebook design that is not present in [1] .
III. SYSTEM AND CHANNEL MODEL
We consider a multi-band MIMO system shown in Fig. 2 , where ULAs of isotropic point sources are used at the TX and the RX. The ULAs are considered for ease of exposition, whereas, the proposed strategies can be extended to other array geometries with suitable modifications. We assume that the sub-6 GHz and mmWave arrays are co-located, aligned, and have comparable apertures. Both sub-6 GHz and mmWave systems operate simultaneously.
A. Millimeter Wave System and Channel Model
The mmWave system is shown in Fig. 3 . The TX has M TX antennas and the RX has M RX antennas. Both the TX and the RX are equipped with a single RF chain, hence only analog beamforming is possible. The idea of using out-of-band information can also be applied to hybrid analog/digital and fully digital low-resolution mmWave architectures, an interesting direction for future work. The mmWave system uses OFDM signaling with K subcarriers. The data symbols s[k] are transformed to the time-domain using a K -point IDFT. A cyclic prefix (CP) of length L c is then prepended to the time-domain samples before applying the analog precoder f. The length L c CP followed by the K time-domain samples constitute one OFDM block. The effective transmitted signal on subcarrier k
where P t is the total average power in the useful part, i.e., ignoring the CP, per OFDM block. Since f is implemented using analog phase-shifters, it has constant modulus entries i.e., |[f] m | 2 = 1 M TX . Further, we assume that the angles of the analog phaseshifters are quantized and have a finite set of possible values. With these assumptions,
We assume perfect time and frequency synchronization at the receiver. The received signal is first combined using an analog combiner q. The CP is then removed and the timedomain samples are converted back to the frequency-domain using a K -point DFT. If the M RX × M TX MIMO channel at the subcarrier k is denoted as H[k], the received signal on subcarrier k after processing can be expressed aš
wherev[k] ∼ CN (0, σ 2 v I). We adopt a wideband geometric channel model with C clusters. Each cluster has a mean time delay τ c ∈ R and mean physical AoA/AoD {θ c , φ c } ∈ [0, 2π). Each cluster is further assumed to contribute R c rays/paths between the TX and the RX. Each ray r c ∈ [R c ] has a relative time delay τ r c , relative AoA/AoD shift {ϑ r c , ϕ r c }, and complex path gain α r c . Further, ρ pl denotes the large-scale pathloss and p(τ ) denotes the pulse shaping filter evaluated at point τ . Under this model, the delay-MIMO channel matrix H[ ] can be written as [32] 
where T s is the signaling interval and a RX (θ ) and a TX (φ) are the antenna array response vectors of the RX and the TX, respectively. The array response vector of the RX is
where d is the inter-element spacing in wavelength. The array response vector of the TX is defined in a similar manner. We normalize the array response vectors to have a unit norm and take out the effect of this normalization from the channel (2) by pre-multiplying with √ M RX M TX . This practice ensures that (i) the precoders and combiners based on the array response vector do not need further normalization to be unit norm, and (ii) the channel is normalized irrespective of the number of antennas. With the delay-MIMO channel matrix given in (2), the channel at subcarrier k, H[k] can be expressed as [32] 
where L ≤ L c + 1 is the number of taps in the mmWave channel.
B. Sub-6 GHz System and Channel Model
The sub-6 GHz system is shown in Fig. 4 . Note that we underline all sub-6 GHz variables to distinguish them from the mmWave variables. The sub-6 GHz system has one RF chain per antenna and as such, fully digital precoding is possible. The channel model of sub-6 GHz is analogous to mmWave. The sub-6 GHz OFDM system has K subcarriers and a CP of length L c . The time domain sub-6 GHz channel is thus restricted to have L ≤ L c + 1 taps.
IV. PROBLEM FORMULATION
In this section, we formulate the compressed beam-selection problem. We discuss the beam codebook design for ULAs using low-resolution phase-shifters. We then present exhaustive beam-selection and the application of sparsity in the beamselection problem. Subsequently, we formulate the compressed beam-selection problem for the analog mmWave system using training from a single subcarrier. Finally, we extend the proposed formulation to leverage training data from all active subcarriers.
A. Beam Codebook Design
The beam-selection problem for analog mmWave systems is to select the best precoder (and combiner) from the candidate precoders (and combiners). Collectively the candidate precoders are called the precoding codebook. Here we discuss the design of the precoding codebook, but the same design applies to the combining codebook as well. Generating the precoding codebook by sampling the array response vector of the TX array at a few (carefully chosen) directions within the region of interest is a viable choice. Since ULAs produce unequal beamwidth according to the direction -i.e., narrower beams towards broadside and wider beams towards endfire -separating the sample directions according to the inverse sine is preferable, as it guarantees almost equal gain losses among the adjacent beams [33] , [34] . Synthesizing the resulting precoders exactly, however, requires high-resolution phase-shifters. An approximation using D TX -bit phase-shifters can be achieved by quantizing the phase of each element in the precoder to the nearest phase in the set {0, 2π 2 D TX , · · · , 2π(2 D TX −1)
}. Fig. 5 shows the codebook generated using the aforementioned method for a 32 element ULA. The region of interest is a 120 • sector spanning the angles [− π 3 , π 3 ) as in [34] . The number of codewords in the codebook is also 32.
Here onwards, we will assume that there are G TX precoders in the TX codebook and G RX combiners in the RX codebook. We reserve the notation w n for the nth precoder and z m for the mth combiner. The
collects all the combiners. This notational choice for the precoders and combiners is intentionally different from the random precoders and combiners used later in compressed beam-selection.
In the compressed beam-selection problem formulation we will suppose that WW * ≈ I, which is true for orthonormal precoders. In Fig. 6 we evaluate this approximation as a function of the number of antennas N TX and the the number of phaseshifter bits D TX , assuming G TX = N TX . The region of interest is 120 • sector spanning the angles [− π 3 , π 3 ). The accuracy of the approximation is tested using the metric
. We can see that the approximation become accurate as D TX increases. The achievable rate results presented in Section VII, however, show good performance even for D TX = 2. 
B. Exhaustive Beam-Selection
In the training phase, the TX uses a precoding vector w m and the RX uses a combining vector q n . Using the mmWave system model (1), the received signal on the kth subcarrier iš
where w m s m [k] is the precoded training symbol on subcarrier k. The superscript (E) on a variable signifies its association to exhaustive beam-selection. The receiver divides through by the training symbol s m [k] to get
where v
is the post-processing noise after combining and division by the training. The TX transmits the training OFDM blocks on G TX precoding vectors. For each precoding vector, the RX uses G RX distinct combining vectors. The number of total training blocks is G RX × G TX . Collecting the signals (6), we get an G RX × G TX matrix
The largest absolute entry in
Specifically, the best precoder index is j = r G RX , and the best combiner index is i = r − ( j − 1)G RX . The receiver needs to feedback the best precoder index to the transmitter, which can be achieved using the active sub-6 GHz link. Note that we did not keep the index [k] with r as the analog precoder and combiner are independent of the subcarrier. Constructing
) by exhaustive-search as in (7) incurs a training overhead of G RX × G TX blocks.
C. Sparsity in Beam-Selection
The crux of compressed beam-selection is to reduce the training overhead of beam-selection by exploiting the spatial clustering of multi-paths in the channel. To this end, let us re-write the noise free version of (7) as
Due to the spatial clustering in the mmWave channel, the matrix E[k] is sparse. We show an example for a 64 × 16 MIMO system in Fig. 7 . The channel has a single cluster at θ = φ = 0 with arrival and departure spread of 2 • . Note that depending on the AoA and AoD, even a single path channel will not yield E[k] with a single non-zero coefficient. This is because any ray illuminates multiple consecutive beams, albeit with reduced power moving from the closest beam to the farthest. With large enough antenna arrays at the transmitter and receiver and a few clusters with small AS in the mmWave channel, the matrix E[k] can be considered approximately sparse. As such, we can proceed by assuming that E[k] is a sparse matrix. Note that, in this work, we do not exploit the sparsity in delay-domain, as in [35] . As such, the time-offset of the incoming rays is irrelevant.
D. Compressed Beam-Selection
The training burden of beam-selection can be reduced by exploiting the sparsity of E[k]. The resulting framework, called compressed beam-selection, uses a few random measurements to estimate r . The random training codebooks that respect the analog beamforming constraints were reported in [36] , where TX designs its M TX × N TX training codebook such that [F] n,m = 1 √ M TX e jζ n,m , where ζ n,m is randomly and uniformly selected from the set of quantized angles {0, 2π
The RX similarly designs its M RX × N RX training codebook Q. Similar to (7), we collect all measurements in a N RX × N TX training matrix Y[k] to get
which is further vectorized to set up the following system 
In (11), (a) follows from the notational choice e[k] = vec(E[k]) and (b) follows by introducing the sensing matrix = (F T ⊗Q * )(W c ⊗Z). Exploiting the sparsity of e, r can be estimated reliably, even when N TX G TX and N RX G RX . The system (11) can be solved for sparse e[k] using any of the sparse signal recovery techniques. In this work, we use the orthogonal matching pursuit (OMP) algorithm [37] . We outline the working principle of OMP here and refer the interested readers to [37] for details. The OMP algorithm uses a greedy approach in which the support is constructed in an incremental manner. At each iteration, the OMP algorithm adds to the support estimate the column of that is most highly correlated with the residual. The measurement vector y[k] is used as the first residual vector, and subsequent residual vectors are calculated asỹ[k] = y[k] − ê[k], whereê[k] is the least squares estimate of e[k] on the support estimated so far. As we are interested only in r , we can find the approximate solution in a single step using the OMP framework, i.e.,
A single step solution implies low computational complexity of the proposed approach, and makes it suitable for practical implementations.
E. Leveraging Data From All Active Subcarriers
If the unknowns e[k] were recovered on all subcarriers, a suitable criterion for choosing r could be r = arg max
] r |. One can recover the vectors e[k] individually on each subcarrier and then find r . Instead, we note that the unknown sparse vectors have a similar sparsity pattern i.e., they share an approximately common support [38] . To exploit the common support property, we formulate a joint recovery problem using measurements from all subcarriers. Formally, we collect all vectors y[k] in a matrixȲ, which can be written as
The columns ofĒ are approximately jointly sparse, i.e.,Ē has only a few non-zero rows. The sparse recovery problems of the form (13) are referred to as MMV problems. The simultaneous OMP (SOMP) algorithm [19] is an OMP variant tailored for MMV problems. Using SOMP, r can be found as
The summation over k (i.e., subcarriers) ensures that the measurements from all subcarriers contribute in deciding the best beam-pair.
V. OUT-OF-BAND AIDED COMPRESSED BEAM-SELECTION
The proposed out-of-band aided compressed beam-selection is a two-stage procedure. In the first stage, the spatial information is extracted from sub-6 GHz channel. In the second stage, the extracted information is used for compressed beam-selection.
A. First Stage (Spatial Information Retrieval From Sub-6 GHz)
The spatial information sought from sub-6 GHz is the dominant spatial directions i.e., AoAs/AoDs. Prior work has considered the specific problem of estimating both the AoAs/AoDs (see [39] ) and the AoAs/AS (see [40] ) from an empirically estimated spatial correlation matrix. The generalization of these strategies to joint AoA/AoD/AS estimation, however, is not straightforward. Further, angle estimation algorithms typically rely on channel correlation knowledge which is difficult to acquire for rapidly varying channels. Therefore, we seek a methodology that can provide reliable spatial information for rapidly varying channels with minimal overhead. For the application at hand, the demand on the accuracy of the direction estimates, however, is not particularly high. Due to the inherent differences between sub-6 GHz and mmWave channels, the extracted spatial information will have an unavoidable mismatch. Consequently, we only need a coarse estimate of the angular information from sub-6 GHz.
We assume that the estimate of the MIMO channel tapsĤ[ ] or equivalently H[k] is available (see [41] for OFDM channel estimation techniques). The estimate of MIMO chan-nelĤ[ ] is required for the operation of sub-6 GHz system itself. Hence, the spatial information extraction from the sub-6 GHz channel does not incur any additional training overhead from out-of-band information retrieval point of view. The directional estimate from sub-6 GHz to be used with mmWave beam-selection can be constructed aŝ
where W comprises of sub-6 GHz TX array response vector sampled at the same spatial points as used for mmWave codebook generation. We refer to |Ê[k]| ∈ R G RX ×G TX as the spatial spectrum. The same procedure is used for constructing Z. The spatial spectrum averaged over all sub-6 GHz subcarriers |Ê| is used as out-of-band information in compressed beamselection. We show the spatial spectrum |Ê| of an 8 × 2 sub-6 GHz MIMO system for the example considered in Section IV-C in Fig. 8 . The spatial spectrum |Ê| is directly used in weighted sparse signal recovery. The structured random codebook design, however, requires the indices of the dominant sub-6 GHz precoders and combiners. These indices can be easily found by inspecting the spatial spectrum. We collect the indices of the O dominant precoders in the set J and the dominant combiners in the set I .
B. Second Stage (Out-of-Band Aided Compressed Beam-Selection)
We explain the out-of-band aided compressed beamselection in two parts. The first part is the weighted sparse recovery and the second is the structured random codebook design.
1) Weighted Sparse Recovery: The OMP based sparse recovery assumes that the prior probability of the support is uniform, i.e., all elements of the unknown can be active with the same probability p. If some prior information about the non-uniformity in the support is available, the OMP algorithm can be modified to incorporate this prior information. In [18] a modified OMP algorithm called logit weighted -OMP (LW-OMP) was proposed for non-uniform prior probabilities. Assume that p ∈ R G TX G RX is the vector of prior probabilities. Specifically, the r th element of e[k] can be active with prior probability 0 ≤ [p] r ≤ 1. Then r can be found using LW-OMP as , where J w is a constant that depends on sparsity level, the amplitude of the unknown coefficients, and the noise level. In the absence of prior information, (16) can be solved using uniform probability p = δ1, where 0 < δ <= 1, which is equivalent to solving (12) . The spatial information from sub-6 GHz can be used to obtain a proxy for p. The probability vector p ∈ R G RX G TX is obtained using |Ê| ∈ R G RX ×G TX . Letê = vec(Ê), then a simple proxy of the probability vector based on the spatial spectrum can be
Initially the spectrum is scaled to meet the probability constraint 0 ≤ [p] r ≤ 1. The subsequent scaling byJ p ∈ (0, 1] captures the reliability of out-of-band-information. The reliability is a function of the sub-6 GHz and mmWave spatial congruence, and operating SNR. For highly reliable information, a higher value can be used for J p .
2) Structured Random Codebooks: So far we have considered random codebooks that respect the analog hardware constraints, i.e., constant modulus and quantized phase-shifts. The random codebooks used for training, however, can be tailored to out-of-band information. We describe the design of structured codebooks for precoders, but it also applies to the combiners.
Recall that J is the index set associated with the dominant precoders. Hence [W] :,J are the dominant precoders. We construct a super random codebookF containingN TX N TX codewords according to [36] . The desired random codebook then consists of the N TX codewords from the super codebook that have the highest correlation with the precoder [W] :,J . The procedure to generate structured precoding codebooks is summarized in Algorithm 1. The LW-OMP algorithm with structured codebooks is referred to as structured LW-OMP.
Algorithm 1 Structured Random Codebook Design
Input: J, W Output: F 1: Construct a super-codebookF usingN TX random codewords generated according to [36] [42] . We show the mutual coherence as a function of the number of measurements for sensing matrices based on random dictionaries and structured random dictionaries in Fig. 9 . We can observe that the mutual coherence of a sensing matrix based on structured random Fig. 9 .
The mutual coherence χ of sensing matrices based on random codebooks and structured-random codebooks. codebooks is higher. From application point of view, however, the structured random codebooks take more meaningful random measurements in the directions that are more likely to be active, and hence can provide gains in compressed beam-selection.
Finally, if all active subcarriers are used for the training, out-of-band information can be incorporated in SOMP algorithm via logit weighting and structured codebooks. Specifically, the logit weighted -SOMP (LW-SOMP) algorithm [43] finds r by 
The LW-SOMP algorithm used with structured random codebooks is termed structured LW-SOMP.
VI. MULTI-BAND CHANNEL CHARACTERISTICS AND SIMULATION The out-of-band aided mmWave beam-selection strategies proposed in this work rely on the information extracted at sub-6 GHz. Therefore, it is essential to understand the similarities and differences between sub-6 GHz and mmWave channels. Furthermore, to assess the performance of proposed out-of-band aided mmWave link establishment strategies, a simulation strategy is required to generate multi-band frequency dependent channels. In this section, we review a representative subset of prior work to draw conclusions about the expected degree of spatial congruence between sub-6 GHz and mmWave channels. Based on these results, we outline a strategy to simulate multi-band frequency dependent channels.
A. Review of Multi-Band Channel Characteristics
The material properties change with frequency, e.g., the relative conductivity and the average reflection increase with frequency [44] , [45] . Hence, some characteristics of the channel are expected to vary with frequency. It was reported that the delay spread decreases [46] [47] [48] [49] [50] , the number of angle-of-arrival (AoA) clusters increase [31] , the shadow fading increases [48] , and the angle spread (AS) of clusters decreases [47] , [49] with frequency. Further, it was observed that the late arriving multi-paths have more frequency dependence due to higher interactions with the environment [51] , [52] .
Not all channel characteristics vary greatly with frequency. As an example, the existence of spatial congruence between the UL and DL channels is well established [20] , [21] . In [20] , it was noted that though the propagation channels in UL and DL are not reciprocal, the spatial information is congruent. It was observed in measurements (for 1935 MHz UL and 2125 MHz DL) that the deviation in AoAs of dominant paths of UL and DL is small with high probability [21] . Prior work has exploited the spatial congruence between UL and DL channels to reduce/eliminate the feedback in FDD systems, see [22] [23] [24] [25] .
Some channel characteristics are congruent for larger frequency separations. In [17] , the directional power distribution of 5.8 GHz, 14.8 GHz, and 58.7 GHz LOS indoor channels were reported to be almost identical. The number of resolvable paths, the decay constants of the clusters, the decay constants of the subpaths within the clusters, and the number of angleof-departure (AoD) clusters were found to be similar in 28 GHz and 73 GHz channels [31] in an outdoor scenario. In [53] , similar power delay profiles (PDPs) were reported for 10 GHz and 30 GHz indoor channels. The received power as a function of distance was found to be similar for 5.8 GHz and 14.8 GHz in [17] . Only minor differences were observed in the CDFs of delay spread, azimuth AoA/AoD spread, and elevation AoA/AoD spread of six different frequencies between 2 GHz and 60 GHz in the outdoor environments studied in [54] .
To the best of authors' knowledge there is no prior work on simultaneous measurements of sub-6 GHz and mmWave vehicular channels. As such, the spatial congruence (or lack of it) for such channels is yet to be established. The existing studies in indoor [17] , [53] and outdoor [31] , [54] , however, confirm that there can be substantial similarity between channels at different frequencies, even with large separations. Hence, it is likely that there is significant, albeit not perfect, congruence between sub-6 GHz and mmWave channels. This observation is leveraged by prior work that used legacy WiFi measurements to configure 60 GHz WiFi links [26] .
Due to the differences in the wavelength of sub-6 GHz and mmWave frequencies, it is possible that the Fresnel zone clarity criterion for LOS -e.g., first Fresnel zone 80% obstruction free -is satisfied at sub-6 GHz but, not for mmWave. This would imply that the sub-6 GHz channel is LOS and the mmWave channel is NLOS. It is expected that the out-ofband aided link establishment will not perform well in such scenarios as the spatial information in a LOS sub-6 GHz and NLOS mmWave may be different. In this case, one option is to detect such scenarios and revert to in-band only link establishment. Another option is use machine learning based methods see [55] .
B. Simulation of Multi-Band Frequency Dependent Channels
The following observations are made about the frequency dependent channel behavior from the review of the prior work:
• The channel characteristics differ with frequency, and the differences increase as the percent separation between center frequencies of the channels increase. • The late arriving multi-paths have more frequency dependence [51] , [52] . • Some paths may be present at one frequency but not at the other [56] . The proposed multi-band frequency dependent channel simulation algorithm takes the aforementioned observations into consideration. It takes the parameters of the channels at two frequencies as input and outputs a random realization for each of the two channels. The input parameters include the number of clusters, the number of paths within a cluster, root mean squared (RMS) delay spread, RMS delay spread of the paths within clusters, center frequency, and the RMS AS of the paths within clusters. The output random realizations of the two channels are consistent in the sense that one of the channels is a perturbed version of the other, where the perturbation model respects the frequency dependent channel behavior. Before discussing the proposed simulation algorithm, we present the required preliminaries.
The following exposition is applicable to the channels at two frequencies f 1 and f 2 (not necessarily sub-6 GHz and mmWave). Therefore, we use subscript index i ∈ [I ], where I = 2, to distinguish the parameters of the channel at center frequency f 1 from the parameters of the channel at center frequency f 2 . We assume that there are C i clusters in the channel i . Each cluster has a mean time delay τ c,i and mean physical AoA/AoD {θ c,i , φ c,i } ∈ [0, 2π). Each cluster c i is further assumed to contribute R c,i rays/paths between the TX and the RX. Each ray r c,i ∈ [R c,i ] has a relative time delay τ r c,i , relative AoA/AoD shift {ϑ r c,i , ϕ r c,i }, and complex path gain α r c,i . If ρ pl,i represents the path-loss, then the omnidirectional impulse response of the channel i can be written as
The continuous time channel impulse response given in (19) is not band-limited. The impulse response convolved with the pulse shaping filter, however, is band-limited and can be sampled to obtain the discrete time channel as in Section III. Further, in (19) we have only considered the azimuth AoAs/AoDs for simplicity. The general formulation with both azimuth and elevation angles is a straightforward extension, see [31] . A detailed discussion on the choice of the channel parameters is beyond the scope of this paper. The reader is directed to prior work see [57] for discussions on suitable channel parameters. A cursory guideline can be established, however, based on the literature review presented earlier.
Assuming N (0, 1) 
τ max,1 ≥ τ max,2 [46] [47] [48] [49] , σ ϑ c,1 ≥ σ ϑ c,2 , and σ ϕ c,1 ≥ σ ϕ c,2 [47] , [49] . Furthermore, the parameters used for numerical evaluations in Section VII are an example of the parameters that comply with the observations of the prior work. The proposed channel simulation strategy is based on a two-stage algorithm. In the first stage, the mean time delays τ c,i and mean AoAs/AoDs {θ c,i , φ c,i } of the clusters are generated together for both frequencies, while respecting the frequency dependent behavior. In the second stage, the paths within the clusters are generated independently for both frequencies. The first stage of the proposed channel simulation algorithm is outlined in Algorithm 2.
1) First Stage: The number of clusters C i , the RMS delay spreads τ RMS,i , and the center frequencies f i for channels i ∈ [I ] are fed to the first-stage of the proposed algorithm as inputs. The first stage has three parts. In the first part, the clusters for both the channels are generated independently. In the second part, we replace several clusters in one of the channels by the clusters of the other channel. The first two parts ensure that there are a few correlated as well as a few independent clusters in the channels. Finally, in the third part frequency dependent perturbations are added to the clusters of one of the channels. This is to imitate the effect that the correlated clusters in the two channels may have a time/angle offset.
Part 1 (Generation): The algorithm initially generates the mean time delays and mean AoAs/AoDs for all the clusters in both channels i.e., {τ c,i , θ c,i , φ c,i }. The set of the three parameters {τ c,i , θ c,i , φ c,i } corresponding to a cluster is referred to as the cluster parameter set. The clusters for both channels are generated independently.
Part 2 (Replacement): We replace several clusters in one channel with the clusters of the other to ensure correlated clusters in the channels. The exact number of replaced clusters varies in each realization. The replacement step is to be carried in accordance with the following observations: (i) the late arriving clustered paths are more likely to fade independently across the two channels [51] , [52] ; and (ii) independent clustered paths are more likely as the percent frequency separation increases. In other words, for fixed percent frequency separation, the early arriving clustered paths are correlated across the channels with a higher likelihood. We store the indices of correlated clusters in sets R i , henceforth called the replacement index sets. As an example, the index sets can be created by sorting the cluster parameter sets in an ascending order with respect to τ c,i and populating
is the delay spread of the channel. Here ξ is a standard Uniform random variable, i.e., ξ ∼ U [0, 1]. For the candidate indices that appear in R 1 and R 2 , we replace the corresponding clusters in one channel with those of the other. To be specific, we replace the clusters of the channel with larger delay spread. Hence, we update the cluster parameters sets
Part 3 (Perturbation): So far we have simulated the effect that there will be correlated as well as independent clusters in the channels at two frequencies. Now we need to add frequency dependent perturbation in the clusters of one of the channels to simulate the behavior that correlated clusters can have some time/angle offset. The perturbation should be: (i) proportional to the mean time delay of the cluster [51] , [52] ; and (ii) proportional to percent center frequency separation. We continue by assuming that the clusters of the channel b are perturbed. A scalar perturbation c,b is generated for all
The perturbation c,b is then modified for delays and AoAs/AoDs using deterministic modifiers g τ (·), g θ (·) and g φ (·), respectively. The rationale of using deterministic modifications of the same perturbation for delays and angles is the coupling of these parameters in the physical channels. This is to say that the amount of variation in the mean delay of the cluster, from one frequency to another, is not expected to be independent of the variation in AoA/AoD. Let us define the function
With this definition, an example perturbation model could be
The modifier g φ can be chosen similar to g θ . The modified perturbations g τ ( c,b ), g θ ( c,b ), and g φ ( c,b ) are added in τ c,b , θ c,b , and φ c,b , respectively, to obtain the cluster parameters for channel b. Finally, the cluster parameter sets for both channels are returned.
2) Second Stage: Once the parameters {τ c,i , θ c,i , φ c,i } for all c i ∈ [C i ] and i ∈ [I ] are available, the paths/rays within the clusters are generated independently for both channels in the second stage of the proposed algorithm. The second stage requires the number of paths per cluster R c,i , the RMS time spread of the paths within clusters σ τ r c,i , and the RMS AS of the relative arrival and departure angle offsets {σ ϑ c,i , σ ϕ c,i }, as input. The output of the second stage are the sets {α r c,i , τ r c,i , ϑ r c,i , ϕ r c,i } for all r c,i ∈ R c,i and i ∈ [I ]. The relative time delays τ r c,i are generated according to a suitable intra-cluster PDP (e.g., Exponential or Uniform), the relative angle shifts {ϑ r c,i , ϕ r c,i } according to a suitable PAS (e.g., uniform, truncated Gaussian or truncated Laplacian), and the complex coefficients α r c,i according to a suitable fading model (e.g., Rayleigh or Ricean).
VII. SIMULATION RESULTS
In this section, we present simulation results for the proposed channel simulation strategy and performance of the proposed out-of-band aided mmWave beam-selection strategies. We start by presenting the channel parameters and results, and subsequently present the system parameters and the results for the proposed out-of-band aided mmWave beam-selection strategies.
A. Channel Simulation
The sub-6 GHz channel is centered at f = 3.5 GHz with 150 MHz bandwidth, and the mmWave channel is centered at f = 28 GHz with 850 MHz bandwidth. The bandwidths are maximum available bandwidths in the respective bands [58] , [59] . The sub-6 GHz and mmWave channels have C = 10 and C = 5 clusters respectively, each contributing R c = R c = 20 rays. The mean AoAs/AoDs of the clusters are limited to [− π 3 , π 3 ). The relative AoA/AoD shifts come from a wrapped Gaussian distribution with with AS {σ ϑ c , σ ϕ c } = 4 • and {σ ϑ c , σ ϕ c } = 2 • . As the delay spread of sub-6 GHz channel is expected to be larger than the delay spread of mmWave [46] [47] [48] [49] , we choose τ RMS ≈ 3.8 ns and τ RMS ≈ 2.7 ns. The relative time delays of the paths within the clusters are drawn from zero mean normal distributions with RMS AS σ τ rc = τ RMS 10 and σ τ rc = τ RMS 10 . The powers of the clusters are drawn from exponential distributions. Specifically, the exponential distribution with parameter μ is defined as f (x|μ) = 1 μ e − x μ . The parameter for sub-6 GHz was chosen as μ = 0.2 and for mmWave μ = 0.1. This implies that the power in late arriving multi-paths for mmWave will decline more rapidly than sub-6 GHz. We use the replacement and perturbation models described in Section VI with the angle modifier adjusted to limit the angles in [− π 3 , π 3 ). An example realization of the channel with this configuration is shown in Fig. 10 .
B. Out-of-Band Aided Compressed Beam-Selection
In this subsection, we present simulation results to test the performance of the proposed out-of-band aided mmWave beam-selection strategies. The sub-6 GHz system has M RX = 8 and M TX = 2 antennas and the mmWave system has M RX = 64 and M TX = 16 antennas. Both systems use ULAs with half wavelength spacing d = d = 1/2. The number of sub-6 GHz OFDM subcarriers is K = 32 and mmWave OFDM subcarriers is K = 128. The CP length is quarter quarter the symbol duration for both sub-6 GHz and mmWave. With the chosen operating frequencies, the number of antennas, and the inter-element spacing, the array aperture for sub-6 GHz and mmWave arrays is the same. Fig. 10 .
An example realization generated using the proposed channel generation strategy.
The transmission power for sub-6 GHz system was set to P t = 30 − 10 log 10 (M TX ) dBm per 25 MHz of bandwidth [60] . The subtraction of 10 log 10 (M TX ) takes care of antenna array gain. The transmission power for mmWave system was set to P t = 43 − 10 log 10 (M TX ) dBm [61] . These power values are based on Federal Communications Commission (FCC) proposals [60] , [61] . The path-loss coefficient at sub-6 GHz and mmWave is 3. The number of taps in sub-6 GHz and mmWave is one more than the length of CP, i.e., L = 9 and L = 33 taps. The raised cosine filter with a roll off factor of 1 is used as a pulse shaping filter.
The metric used for performance comparison is the effective achievable rate R eff defined as In the first experiment, we test the performance of out-ofband aided compressed beam-selection in comparison with in-band only compressed beam-selection. The TX-RX separation for this experiment is fixed at 60 m. The compressed beam-selection is performed using information on a single subcarrier, chosen uniformly at random from the K subcarriers. The number of independent trials is E = 2000. The number of measurements for exhaustive-search are fixed at 64 × 16 = 1024. The rate results as a function of the number of measurements N RX × N TX are shown in Fig. 11 . It can be observed that throughout the range of interest the out-of-band aided compressed beam-selection using structured LW-OMP has a better effective rate in comparison with OMP.
It is observed from Fig. 11 that the effective rate of structured LW-OMP only reaches the rate of exhaustivesearch. This, however, is true for large channel coherence T c values. We plot the effective rate of the proposed structured LW-OMP based compressed beam-selection for three channel coherence values in Fig. 12 . As the coherence time of the channel decreases, the advantage of the proposed approach becomes significant. As an example, for a medium channel coherence time i.e., 32(M RX × M TX ), the proposed structured LW-OMP based compressed beam-selection can reduce the training overhead of exhaustive-search by over 4×. The gains for smaller channel coherence times are more pronounced. Therefore, the proposed approach is suitable for applications with rapidly varying channels e.g., V2X communications.
To study the fraction of times the proposed approach recovers the best beam-pair, we define and evaluate the success percentage of the proposed approach. The success percentage is defined as
wherer is the index estimated by the proposed approach and B N is the set containing the actual indices corresponding to the N best TX/RX beam-pairs. When N = 1, the set B 1 has only one element and that is the index corresponding to the beampair with the highest receive power. For N > 1, the set has N entries that are indices corresponding to the N beam-pairs with the highest receive power. Using a set of indices, instead of the index corresponding to the best beam-pair, generalizes the study and reveals an interesting behavior about selecting one of the better beam-pairs in comparison with selecting the best beam-pair. For now, note that due to the spread of each cluster and the presence of multiple clusters in the mmWave channel, it is possible that the proposed approach does not recover the best beam-pair and still manages to provide a decent effective rate. We populate the set B N by performing exhaustive-search in a noiseless channel. We do so as the exhaustive-search in a noisy channel is itself subject to errors. This behavior is revealed in Fig. 13 , where the exhaustivesearch succeeds ≈ 42% of the times for B 1 and ≈ 58% of the times for B 5 . The success percentage of the proposed structured LW-OMP algorithm is ≈ 57% for B 1 and ≈ 30% for B 5 . The high success percentage for B 5 is a ramification of having several strong candidate beam-pairs due to cluster spread and the presence of multiple clusters. Note that even though the proposed approach has a (slightly) inferior success percentage for B 5 compared with the exhaustive-search, the training overhead of the proposed approach is significantly lower. With the overhead factored in, the proposed approach is advantageous compared to exhaustive-search as evidenced by the effective rate results in Fig. 12 . Next, we evaluate the performance of structured LW-SOMP based compressed beam-selection using information from all Fig. 13 . Success percentage of the structured LW-OMP approach versus the number of measurements N RX × N TX with 60 m TX-RX separation. active subcarriers. The TX-RX separation is 60 m. The results of this experiment are shown in Fig. 14. The structured LW-SOMP achieves a better effective rate in comparison with LW-SOMP. Due to the use of training information from all subcarriers, both structured LW-SOMP and LW-SOMP reach the effective rate of exhaustive-search with a handful of measurements. For low channel coherence times T c , the compressed beam-selection approaches, especially outof-band aided compressed beam-selection, will outperform exhaustive-search.
VIII. CONCLUSION
In this paper, we used the sub-6 GHz spatial information to reduce the training overhead of beam-selection in an analog mmWave system. We formulated the compressed beamselection problem with the codebooks generated from lowresolution phase-shifters. We used a weighted sparse recovery approach with structured random codebooks to incorporate out-of-band information. We proposed a method to generate multi-band frequency dependent channels according to the frequency dependent channel behavior observed in the prior work. We used the proposed multi-band frequency dependent channels to evaluate the achievable rate of the proposed approach. From the rate results, we concluded that the training overhead of in-band only compressed beam-selection can be reduced substantially if out-of-band information is used.
There are several directions for future work. The frequency dependent channel generation strategy can be calibrated with the emerging joint channel modeling results for sub-6 GHz and mmWave. The out-of-band aided beam-selection strategies can be explored for arrays other than uniform linear arrays, e.g., circular and planar arrays. Finally, using out-of-band information in hybrid analog/digital and fully digital lowresolution architectures for mmWave systems would also be interesting.
