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Abstract
This paper proposes a technique [termed censored average derivative estimation (CADE)] for
studying estimation of the unknown regression function in nonparametric censored regression mod-
els with randomly censored samples. The CADE procedure involves three stages: ﬁrstly-transform
the censored data into synthetic data or pseudo-responses using the inverse probability censoring
weighted (IPCW) technique, secondly estimate the average derivatives of the regression function,
and ﬁnally approximate the unknown regression function by an estimator of univariate regression
using techniques for one-dimensional nonparametric censored regression. The CADE provides an
easily implemented methodology for modelling the association between the response and a set of
predictor variables when data are randomly censored. It also provides a technique for “dimension
reduction” in nonparametric censored regression models. The average derivative estimator is shown
to be root-n consistent and asymptotically normal. The estimator of the unknown regression function
is a local linear kernel regression estimator and is shown to converge at the optimal one-dimensional
nonparametric rate. Monte Carlo experiments show that the proposed estimators work quite well.
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1. Introduction
In studying the relationship between a response and a set of predictor variables, the
mean response variable is often assumed to be a linear regression function of the predictor
variables. In recent years, numerousmodels have been developed in studying nonparametric
estimation of the regression function and its derivatives, the latter is of special interest to
econometricians and other applied researchers. In one of these models, the mean response is
assumed to be a nonparametric regression of the response on the weighted sum of predictors
variables. In an econometric context this model is called a single-index model, deﬁned by
Y = g(XT )+  with E(|X) = 0, (1)
where Y is the response variable, X ∈ Rd is the regressor (·T denotes the transpose),  is
a (d × 1)-dimensional unknown parameter, and g(·) is the mean response of Y given X.
Therefore, g(·) is of unknown functional formwhen the distribution of Y is unknown. In this
case,  can still be consistently estimated by the nonparametric average derivative estimator
of g(·). This model provides a ﬂexible method of studying general multivariate regression
relationships. It has an attractive feature as in linearmodels, because the coefﬁcientsmeasure
the relative impacts of the individual predictor variables on the response variable. For the
nonparametric regression function estimation and the average derivative technique and its
economic applications, we refer the reader to Eubank [4], Härdle [10], Rilstone [30], Stoker
[34], Härdle et al. [12], Newey and Stoker [26] and Pagan and Ullah [27]. Estimation of
point-wise derivative of the kernel regression is discussed in [8,31] among others. Härdle
and Stoker [13], Powell et al. [29], Rilstone [30], Härdle et al. [12], Newey and Stoker [26]
have proposed
√
n-consistent average derivative estimators based on Nadaraya–Watson
[25,37] kernel regression estimators. In particular, the method presented in [13] is called
average derivative estimation (ADE). Li et al. [21] suggested to use the sample average of
the derivative estimators from a local polynomial ﬁtting to estimate the average derivatives
of an unknown multivariate function.
The aforementioned statistical tools are for modelling the relationship between the re-
sponse and the predictor variables if the data are fully observable. For the censored data,
however, these techniques are not directly applicable. A large number of estimators exist
for parametric and semiparametric censored regression models. In most cases, they focus
on the case where the censoring variable C is random (which is a model adopted in many
medical applications), or constant (which is a model adopted in many economic applica-
tions). These models include those of Buckley and James [2], Koul et al. [16], Powell [28],
Duncan [3], Fernandez [6], Horowitz [14], Powell et al. [29], Ritov [32], Ichimura [15],
Lewbel [18] and Buchinsky and Hahn [1]. Most of these models either assume a parametric
form, or they assume that the error distribution is parametric, or they provide estimates of
average derivatives only up to an unknown scale under ﬁxed censoring.
A small number of estimators exist for nonparametric censored regression models. For
example, under random censoring, Fan and Gijbels [5] proposed a nonparametric censored
regression estimator based on a local version of Buckley and James [2]. But they considered
only univariate X, though they indicated their ideas hold for the case of two or more
covariates. In the situationwhere there aremulti-covariates,Wang andZheng [36] andLiang
and Zhou [22] investigated asymptotic properties in a semiparametric partial linear model
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with randomly censored data. Li et al. [20] sought ways of reducing the dimensionality of
the regressor using the method of sliced inverse regression. From a different motivation,
Van Keilegom and Akritas [35] obtained the uniform consistency of the estimators for the
unknown regression function and the heteroscedastic scale function and their derivatives
with censored data. Singh and Lu [33] studied nonparametric additive regression models
based on some special data transformations. Under ﬁxed censoring and truncation, Lewbel
and Linton [19] proposed a novel technique of estimating the regression function and its
derivatives in two stages. Estimators under random censoring and estimators under ﬁxed
censoring cannot interchange, they are consistent only under different censoring schemes.
Their focuses are also different. The former focuses on the medical applications, the latter
focuses on the economic applications. The estimation of average derivatives and of high-
dimensional nonparametric regressionmodels under random censoring have applications in
both economics and medical science. They are worthy of further investigation. This paper
explores some interesting properties arising from these estimations.
Let (X, Y ) denote a random vector, where Y is the response studied and X is a d-
dimensional random vector of predictor variables. In general, the mean response of Y given
X is denoted by
m(x) = E(Y |X = x). (2)
The vector of “average derivative” is deﬁned as follows:
 def= E[m(1)(X)], (3)
where m(1)(x) = m(x)/x is the vector of partial derivatives and expectation is taken
with respect to the marginal distribution of X. When data are fully observable, Härdle and
Stoker [13] proposed a technique for studying the mean response m(x) = E(Y |x) through
the estimation of the d-dimensional vector of average derivatives  = E[m(1)(X)]. This
procedure is termed ADE (average derivative estimation). It involves two stages: ﬁrst esti-
mate  using an estimator ˆ, and then approximate m(x) by mˆ(x) = gˆ(xT ˆ). They stated
that the ADE procedure exhibits several attractive characteristics: for example, data sum-
marization through interpretable coefﬁcients, graphical depiction of possible nonlinearity
between y and xT ˆ.
The main focus of this article is the analysis of the average derivatives under random
censoring. Another objective is, when data are subject to censoring, to approximate the
regression function m(x) by
mˆ(x) = gˆ(xT ˆ). (4)
Our model is analogous to that of Härdle and Stoker [13] except that the response Y is ran-
domly censored. In this article, we use local linear kernel estimation instead of Nadaraya–
Watson kernel estimation in estimating regression function. This is because local linear
kernel estimators enjoy good theoretical properties and perform better in simulation stud-
ies. They have smaller bias and avoid boundary difﬁculties. We call our method censored
average derivative estimation (CADE). We show that results similar to those of Härdle and
Stoker [13] hold for censored data. In addition, when
E(Y |x) = E(Y |xT ) = g(xT ), (5)
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we show that, by extending the method of Fan and Gijbels [5] for nonparametric univariate
censored regression, the optimal one-dimensional convergence rate is achievable in the
estimation of g(xT ) = E(Y |xT ). Hence, the CADEmethod can be regarded as a version
of projection pursuit regression of Friedman and Stuetzle [7] under random censoring.
The plan of the paper is as follows: In Section 2, we introduce our methods for censored
regression. We present our main results in Section 3 and Section 4. In Section 5, we report
Monte Carlo simulation results. All the proofs are presented in the appendix. New proofs
are given in greater detail.
2. Censored regression models
We consider the following nonparametric regression equation:
Y = m(X)+ (X) (i = 1, . . . , n), (6)
where Y is the survival time or some time-to-event outcome, X is the associated covariate,
X ∈ D, D is a compact subset of Rd , m(·) is a smooth function with an unspeciﬁed func-
tional form, and (·) is the conditional variance representing the possible heteroscedacity.
Assume that X and  are independent, E() = 0 and V ar() = 1. Let C be the random
censoring time associated with the survival time Y . Assume C is independent of (X, Y ).
Denote Z = min(Y, C) and  = I (YC). The observations are {(Xi, Zi,i ) : i =
1, . . . , n}, which is a random sample from the population (X,Z,). Denote m(1)(x) =
(m(x)/x1, . . . , m(x)/xd)T as the d × 1 partial derivative functions of m(x). We are
interested in estimating the average derivatives of m(x):  = E[m(1)(X)], the regression
function: g(xT ) = E(Y |xT ), in general, as well as the regression function m(x) =
g(xT ). In this section and Section 3, we discuss the estimation of average derivatives.
When data are fully observable, let f (x) denote the probability density function (pdf) of
X, Härdle and Stoker [13] assume that m(x)f (x) vanishes at the boundary of the support
ofX (for example f (x) vanishes at the boundary of its support). Using integration by parts,
one gets E(m(1)(X)) = −E[Yf (1)(X)/f (X)], where g(1)(v) = {g(u)/u}|u=v . Härdle
and Stoker [13] suggested to estimate  = E[m(1)(X)] by
ˆHS = −1
n
∑
j
Yj
fˆ (1)(Xj )
fˆ (Xj )
,
where fˆ (Xj ) = (1/nhd)∑i Kij is the kernel estimator of f (Xj ),Kij = K((Xi−Xj)/h)
is the kernel function,h is the smoothingparameter and fˆ (1)(Xi) = (1/nhd+1)∑l K(1)((Xi−Xl)/h) is the kernel estimator of f (1)(Xi).
Rilstone [30] used a direct estimator forE[m(1)(X)] by n−1∑j {m˜(x)/x}x=Xj , where
m˜(x) =∑l YlKlx/∑i Kix , Kix = K((Xi − x)/h). Thus
ˆR = 1
n
∑
j


[∑
i Kij
] [∑
l YlK
(1)
j l
]
−
[∑
i K
(1)
ij
] [∑
l YlKjl
]
[∑
s Kjs
]2

 .
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Li et al. [21] propose to estimate E[m(1)(X)] by the sample average of the ﬁrst-order
derivative estimators based on a pth order local polynomial least squares ﬁtting. The sim-
ulation studies show that the local polynomial method has better performance than Härdle
and Stoker [13]’s and Rilstone [30]’s methods when data are complete. Hence, in this paper,
we only consider the local polynomial method for censored data.
When data are censored, the method for estimating  = E[m(1)(X)] consists of the
following steps. In the subsequent sections we discuss and explain each step in detail.
Transformation of the data: In this paper, we assume that C is independent of (X, Y ).
This assumption is reasonable in many clinical trials where censoring occurs primarily
by end of study or administrative censoring (see [38]). Let F and G be the distribution
functions of Y and C, respectively. That is, F(x) = P(Yx), G(x) = P(Cx). Denote
F = inf{t : F(t) = 1} and G = inf{t : G(t) = 1}. We suppose F G throughout
this paper. When G(·) is unknown, assume Gˆ(·) is an estimator of the survival function of
random censoring variable C, for example, the Kaplan–Meier estimator. We construct the
following synthetic data or pseudo-response Z
iGˆ
using the inverse probability censoring
weighted (IPCW) technique,
Z
iGˆ
= Zii
1− Gˆ(Zi−)
, (7)
where Gˆ(·−) is the left-continuous version of the Kaplan–Meier estimator. We replace the
observed data {(Xi, Zi,i )} by {(Xi, ZiGˆ)}.
Application of the ADE techniques: We have mentioned a few methods for estimating
the average derivatives. In the following section, we apply local polynomial method to the
transformed data to estimate the average derivatives under random right-censorship and
discuss the asymptotic distributions of the estimates.
3. Local polynomial regression for estimating average derivatives
When data are fully observed, Li et al. [21] propose to estimate  = E[m(1)(X)] by the
sample average of the ﬁrst-order derivative estimators based on apth order local polynomial
least squares ﬁtting. Their results rely heavily on that of Masry [23,24]. Assuming thatm(·)
has derivatives of total order p + 1 at the point z, we can approximate m(x) locally by a
multivariate polynomial of total order p:
m(x) ≈
∑
0 |k|p
1
k! (D
km)(v)|v=z(x − z)k,
where, following Masry [23,24], we use the notation
k = (k1, . . . , kd), k! = k1! × · · · × kd !,
|k| =
d∑
i=1
ki, x
k = xk11 × · · · × xkdd , (8)
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∑
0 |k|p
=
p∑
j=0
j∑
k1=0
. . .
j∑
kd=0;k1+···+kd=j
, and (Dkm)(x) = 
k
m(x)
xk11 . . . x
kd
d
.
When data are censored by a random variable C with a censoring distribution G(·), we
transform observed data Zi = min(Yi,i ) to ZiG = (Zii )/(1−G(Zi−)) in an unbiased
way such thatE(ZiG|Xi) = E(Yi |Xi) = m(Xi). LetK(v) be a nonnegative kernel function
onRd , consider the multivariate weighted least squares
n∑
i=1

ZiG − ∑
0 |k|p
bk(x)(Xi − x)k


2
K
(
Xi − x
h
)
. (9)
Minimizing (9) with respect to each bk gives an estimator bˆk,G(x), and k!bˆk,G(x) estimates
(Dkm)(x). The minimization of (9) leads to the set of equations
tn,G,j (x) =
∑
0 |k|p
h|k|bˆk,G(x)sn,j+k(x), 0 |j |p, (10)
where tn,G,j (x) = n−1∑ni=1 Zi,G ((Xi−x)/h)jKh(Xi−x), sn,j+k(x) = n−1∑ni=1((Xi−
x)/h)j+kKh(Xi−x), andKh(v) = (1/hd)K(v/h). Deﬁne n,G(x) = (n,G,0, n,G,1, . . . ,
n,G,p)T , where n,G,i is a Ni × 1 vector with elements of tn,G,j (x) arranged in the lexico-
graphical order following the method of Masry [23,24]. Note that n,G(x) is of dimension
N×1 withN =∑pi=0Ni . Similarly arrange the distinct values of h|k|bˆk,G, 0 |k|p, as a
column vector of dimensionN×1 in the form of ˆn,G(x) = (ˆn,G,0, ˆn,G,1, . . . , ˆn,G,p)T ,
where ˆn,G,i is of dimension Ni × 1 (i = 1, . . . , p). Finally, arranging the possible val-
ues of sn,j+k by a matrix Sn,|j |,|k| in a lexicographical order, we deﬁne a N × N matrix
Sn(x) consisting of Sn,|j |,|k| whose dimension is N|j | by N|k|. We can write the ﬁrst-order
condition, Eq. (10), in a matrix form
n,G(x) = Sn(x)ˆn,G(x). (11)
Under the assumption that Sn(x) is positive deﬁnite, we have
ˆn,G(x) = S−1n (x)n,G(x). (12)
Recall that m(1)(x) is the d × 1 vector of ﬁrst-order derivatives of m(x). We use mˆ(1)G (x)
to denote the estimator of m(1)(x) obtained from (12). Since ˆn,G,1 is a d × 1 vector that
estimates hm(1)(x),
mˆ
(1)
G (x) = h−1ˆn,G,1(x).
The local polynomial (LP) average derivative estimator of m(1)(x) is given by
ˆLP,G = 1
n
n∑
l=1
mˆ
(1)
G (Xl) =
1
nh
n∑
l=1
ˆn,G,1(Xl). (13)
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The following conditions will be used to establish the asymptotic normality results of the
average derivative estimators given in Theorems 1–3.
(C1) (Yi, XTi ) are independent and identically (i.i.d.) distributed as (Y,XT ). uG = ZG −
E(ZG|X) = ZG−m(X) has ﬁnite fourth moments.D, the support ofX, is a compact
subset ofRd .
(C2) m(·) has continuous derivatives of total order p + 1. Let f (·) denote the density
function of X, f (·) has continuous derivatives of total order 2, and infx∈D f (x)
for some  > 0. Deﬁne 2G(x) = E(u2G|X = x), 2G(·) is a continuous function.
(C3) As n→ ∞, nh2p+2 → 0 and nhd+2/ln(n)→ ∞.
(C4) Thekernel functionK(·) is non-negative, has a compact support, and satisﬁes ∫Rd K(u)
du = 1, ∫Rd uK(u) du = 0 and ∫Rd uuT K(u) du = cId for some c > 0, where Id is
the identity matrix of dimension d . Moreover,K(·) is uniformly Lipschitz continuous.
(C5) In addition to the assumption (X, Y, C) stated in Section 2.2, we assume that for
FX(y) = P(Yy|X) and all sF , G(s) · FX(s) = 0, which means G and FX
have no common jumps.
The above conditions are similar to the ones used in [21,23,24] except that we consider the
case of censored data. Condition (C2) imposes some smoothness conditions on f (·), m(·)
and 2G(·). Condition (C3) requires 2p > d (p is the order of polynomial, x ∈ Rd ). The
bounded support of K(·) in (C4) can be relaxed to: ∫Rd ||u||LK(u) < ∞ for any positive
integer L (e.g., a standard normal kernel). Conditions (C1)–(C4) are needed for Theorem 1
and (C5) for Theorem 2.
Theorem 1. Under conditions (C1)–(C4), we have
√
n(ˆLP,G − hpA(d) − E[m(1)(X)]) L→ N(0,G + 	),
where ˆLP,G is given in (13), 	 = var[m(1)(X)], and G is a d × d matrix deﬁned in
Lemma A.5, and A(d) is a d × 1 vector deﬁned in Lemma A.6 (see the appendix).
The detailed proof of Theorem 1 is given in the appendix from Lemmas A.1–A.6.
When the censoring distributionG is unknown, we replaceG(·) by its estimator Gˆ(·) in
all terms associated with G(·) in the above section. Usually, we can estimate 1 −G(·) by
the Kaplan–Meier method; the estimator is given by
1− Gˆ(t) =
n∏
i=1
[
n− i
n− i + 1
]I [Z(i) t,(i)=0]
,
where Z(1)Z(2) · · · Z(n) are the order statistics of the Z-sample, and (i) is the 
associated withZ(i), i = 1, 2, . . . , n. The effect of replacingG by Gˆ is that it produces extra
terms in the local polynomial average derivative estimator. These are studied in Lemmas
A.7–A.10 of the appendix, which are used to prove:
Theorem 2. Under conditions (C1)–(C5), we have
√
n(ˆLP,Gˆ − hpA(d) − E[m(1)(X)])
L→ N(0,G − 
+ 	),
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where ˆLP,Gˆ is given in (13) with G replaced by Gˆ.	,G and A(d) are deﬁned in Theorem
1. 
 is deﬁned in Lemma A.9 (see the appendix).
Remark 1. When there is no censoring, i.e., G(·) ≡ 1, then 
 = 0, G =  =
E{2(X)[(W(X))(d),1][(W(X))(d),1]T }, the result from this theorem coincides with Theo-
rem 2.1 in [21].
Remark 2. The limiting variances and standard errors involve G, 
 and 	. When p =
1 and local linear ﬁt is used, we obtain that G = E[2G(X){f (1)(X)/f (X)}⊗2], 
 =∫∞
0 E[{f (1)(X)/f (X)}ZI [s < Z]]⊗2(1/P (Zs))(1/(1 − G(s))dG(s) and 	 = var
[m(1)(X)]. These quantities can be consistently estimated by their corresponding empirical
versions.
Remark 3. The limiting co-variance matrix G − 
 obtained in Lemma A.8 is nonnega-
tively deﬁnite. This is seen from the proof of Lemma A.8. A strict proof may be obtained
using a decomposition of 2G(X) given X = x, similar to the decomposition of var(ZiG)
given by Lemma 4.1 of Zhou [39].
4. Estimation of regression function with censored data
When the objective is to approximate m(x) by g(xT ) = E(y|xT ) or the true model is
a single-index model given by (1), we can estimate the unknown link function g(·) using
estimated average derivatives and transformed data. A local linear ﬁt proposed by Fan and
Gijbels [5] for the univariate censored regression can be used. The procedure involves the
following three steps.
Step 1: Transformation of data. This is done through (7).
Step 2: Estimation of the average derivatives. The estimation procedure is given by
Theorem 2.
Step 3:Application of the local linear regression technique. After we construct a nonpara-
metric estimator ˆof,we can consistently estimateusing the fact that = E[dg/d(XT )]
, assumingE[dg/d(XT )] = 0. Based on a random sample {(Xi, Zi,i ) : i = 1, . . . , n},
our procedure formodellingm(x) is to ﬁrst compute ˆ, form theweighted sumUi = XTi ˆ for
i = 1, . . . , n, and then compute the local linear kernel estimator gˆ(·) of the regression of the
transformed data Z∗i on Ui . There are two ways to obtain Z∗i . The ﬁrst one is directly to use
Z∗i = ZiGˆ given by the IPCWmethod in (7). The second way is based on the method devel-
oped by Fan and Gijbels [5]. With this method, the observations Zi’s are ordered according
to the Ui’s. Z∗i = Y ∗∗i (ˆ) are the transformed data from {(Ui, Zi,i ) : i = 1, . . . , n}.
Y ∗∗i (ˆ) = iZi + (1− i )
∑
j :Zj>Zi ZjK
(
Ui−Uj
(Ui+k−Ui−k)/2
)
j∑
j :Zj>Zi K
(
Ui−Uj
(Ui+k−Ui−k)/2
)
j
. (14)
This transformation is a local version of Buckley and James [2]. It is called the local
average transformation method. It is regarded as the “best restoration" since it gives the
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minimum predicted error. The ﬁrst transformation is relatively easy to implement, but
results in increased variances. In this paper, we consider both transformations (7) and (14).
After we obtain the estimates of the single-index coefﬁcients ˆ and the transformed data
Z∗i , in light of the method by Fan and Gijbels [5] for censored regression, we perform a
local linear regression as follows:
gˆ(u; ˆ) =
n∑
i=1
wi(u; ˆ)Z∗i /
n∑
i=1
wi(u; ˆ), (15)
with
wi(u; ˆ) ≡ K
(
u− Ui
hˆk(u)
)
[sn,2 − (u− Ui)sn,1],
where
sn,l = K
(
u− Ui
hˆk(u)
)
(u− Ui)l, l = 1, 2.
Here we use the adaptive variable bandwidth of order k,
hˆk(u) = (Ul+k − Ul−k)/2, (16)
where k is the smoothing parameter, l is the index of the design point Ul closest to u. Using
the results given by Fan and Gijbels [5] for univariate censored regression, under some
regularity conditions, we can obtain a consistent estimator of g(u). Moreover, in some
cases, we have shown that the estimator is asymptotically normal. For simplicity, we only
give the result for transformation (7).
Theorem 3. Consider transformation (7), let Z∗i = ZiGˆ in (15). Let fU0(·) be the density
function of U0 = XT . Suppose that fU0(·), g′′(·) and ∗(·) are bounded functions, con-
tinuous at the point u, and that fU0(u) > 0, the censoring time C is independent of the
covariate X or U0. If kn → ∞ such that kn log n/n → 0, then, under conditions given in
Theorem 2, conditionally on the covariates {U1, . . . , Un},
√
kn(gˆ(u; ˆ)− g(u)− g′′(u)cKh2k(u)/2) L→ N(0, dK∗2(u)), (17)
where hk(u) = kn/(nfU0(u)), ∗(u) = var(Z∗|U0 = u), cK =
∫ +∞
−∞ v
2K(v) dv and
dK =
∫ +∞
−∞ K
2(v) dv.
When  is known, we can easily prove the asymptotic normality of gˆ(u; ) using the
results in [5] for univariate censored regression. Therefore, to prove Theorem 3, it sufﬁces
to show that gˆ(u; ˆ)− gˆ(u; ) = op(n−1/2). This is implied by the root-n consistency of ˆ
and the assumption that K(·) is uniformly Lipschitz continuous.
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5. Monte Carlo Simulations
AMonte Carlo study is conducted to check the ﬁnite sample behavior of our estimators.
We investigate two problems. The ﬁrst one is to examine the estimation procedure for
average derivatives under censorship. The other is to examine the estimation procedure for
regression functions under censorship.
First, we conducted some Monte Carlo experiments to estimate the average derivatives
with a bivariate single-index regression model (d = 2). We adapted the following data
generating process from Härdle et al. [11].
Y = m(u;C)+  = −C(u− 1/√2)2 + C +  with C = 1, 4, (18)
where C is called the “steepness parameter”. Different steepness gives different signal-to-
noise ratios. The simulationswere performedwith different size n andwithX = (X1, X2)T ,
X1 and X2 are independently uniformly distributed on [−2, 2]2. The true parameter vector
was  = (1, 1)T /√2. The single-index was U = XT . m(u;C) was the link function.
The error distribution was selected to be standard normal with standard deviation  = 0.2.
The censoring distribution was selected to be uniform [0, ]. We have chosen different  to
study the performance with different censoring proportions. In this model, the true average
derivatives are 0 = (C,C)T .
In Table 1 we report the results over 500 simulations. In this table the bias (and standard
deviation) of ˆ = (ˆ1, ˆ2)T are given as a function of sample size n, curve parameter C and
censoring parameter  (corresponding different censoring proportions). We used the second
order polynomial and Epanechnikov kernel function K(v) = (3/4)(1 − v2)I [|v|1] to
compute the estimates. The bandwidth was selected to be optimal for estimating m(x) by
the cross-validation method.
We can make the following conclusions from the simulation results in Table 1.
1. In terms of the bias and the standard deviation, the biases are relatively small. It conﬁrms
that our method works quite well.
Table 1
Biases and standard deviations (in parentheses) of estimated average derivatives as a function of sample size n,
curve parameter C and censoring proportion p
C = 1 C = 4
n p ˆ1 ˆ2 p ˆ1 ˆ2
25 18% 0.032(0.510) 0.047(0.484) 18% 0.051(1.869) 0.005(1.806)
50 ( = 2) 0.004(0.282) 0.013(0.301) ( = 8) 0.048(1.163) 0.017(1.155)
100 0.009(0.209) −0.001(0.201) 0.031(0.768) 0.025(0.740)
25 34% −0.016(0.667) −0.071(0.664) 34% −0.244(2.834) −0.052(2.876)
50 ( = 1) −0.091(0.478) −0.046(0.506) ( = 4) −0.079(2.094) −0.170(1.980)
100 −0.040(0.385) −0.051(0.356) −0.046(1.731) −0.141(1.421)
25 44% −0.054(0.615) −0.041(0.662) 44% −0.275(2.745) −0.245(2.801)
50 ( = 0.5) −0.088(0.557) −0.038(0.507) ( = 2) −0.310(2.108) −0.149(1.879)
100 −0.077(0.355) −0.071(0.409) −0.372(1.484) −0.431(1.450)
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Fig. 1. Curve estimation. (i) true curve (solid line); (ii) estimated curve using the IPCW transformed data (dot
line); (iii) estimated curve using local average transformed data (dot-dash line).
2. For the same “steepness parameter” C and the same sample size, when the censoring
rate increases, both the bias and the standard deviation increase.
3. For the same “steepness parameter” C and the same censoring rate, when the sample
size increases, the bias ﬂuctuates, and the standard deviation decreases.
A typical simulation was conducted to examine the predictability of the censored re-
gression estimators. The simulated model (18) with C = 4 was used for this purpose. But
the censoring random variable was chosen to be uniform [-20, 20], which produced about
38% censored data. The error distribution was selected to be standard normal with standard
deviation  = 2 to produce more noise. Sample size was n = 100. Two estimators were
considered. One used transformation (7) and the other used transformation (14). The single-
indexXT was estimated using the average derivative estimates. The estimators along with
data are graphed in Fig. 1. The appearance of the two estimated curves is very similar to the
true curve. This shows that the CADE method works well in multiple censored regression
analysis too.
6. Concluding remarks
The CADE method is proposed as a tool for studying general multivariate regression
relationships when the response variable is subject to censorship. It has all the features of the
ADEmethod given byHärdle and Stoker [13] for complete data. It differs from their method
in two ways. It allows for censored data and it uses local polynomial estimation, rather than
the usual kernel method of Nadaraya and Watson to estimate average derivatives. Local
polynomial estimation reduces bias and avoids boundary problems. Proofs of consistency
and asymptotic normality are given. Simulation results are given, which demonstrate the
accuracy and usefulness of the method.
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Appendix. Proof of the main results
Proof of Theorem 1. The proof follows closely the proof of Theorem 2.1 in [21]. Since we
assume that the censoring distribution G is known, (Xi, ZiG,i ) are i.i.d samples, then,
we can obtain our Lemmas A.1–A.6, paralleling to Lemmas A.1–A.6 in [21]. The proofs
are similar and omitted.
Throughout this appendix, we will use small letter uiG to denote ZiG−m(Xi). Also we
will writeAn = Bn+(s.o.) to denote the fact thatBn is the leading term ofAn, (s.o.) stands
for terms that have smaller order than Bn. Theorem 1 is proved in Lemma A.6. Lemmas
A.1–A.5 are used to prove Lemma A.6.
First we need to introduce some notation and deﬁne some matrices. For each j with
0 |j |p, deﬁne
j =
∫
Rd
vjK(v) dv, s,j =
∫
Rd
vsv
jK(v) dv (s = 1, . . . , d), (A.1)
where vs is the sth component of v (vs is a scalar) and vj is deﬁned by (8).
Deﬁne the N ×N matricesM ,Qs (s = 1, . . . , d) and V by
M =


M0,0 M0,1 . . . M0,p
M1,0 M1,1 . . . M1,p
...
...
Mp,0 Mp,1 . . . Mp,p

 , (A.2)
Qs =


Qs,0,0 Qs,0,1 . . . Qs,0,p
Qs,1,0 Qs,1,1 . . . Qs,1,p
...
...
Qs,p,0 Qs,p,1 . . . Qs,p,p

 (s = 1, . . . , d) (A.3)
and
V (x) =
d∑
s=1
f (1)s (x)Qs, (A.4)
whereMi,j andQs,i,j areNi×Nj dimensional matrices whose (l, m) element are given by
gi(l)+gj (m) and s,gi (l)+gj (m), respectively, gi represents the Ni tuple in a lexicographical
order, f (1)s (x) is the sth component of f (1)(x), s = 1, . . . , d.
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Deﬁne the centered tn,G,j (x) as
t∗n,G,j (x) =
1
n
∑
i
(ZiG −m(Xi))
(
Xi − x
h
)j
Kh(Xi − x)
= 1
n
∑
i
uiG
(
Xi − x
h
)j
Kh(xi − x), (A.5)
and deﬁne a N × 1 matrix ∗n,G the same way as n,G(x) but with tn,G,j (x) replaced by
t∗n,G,j (x).
Denotes the Np+1 elements of derivatives (1/j !)(Djm)(x) for |j | = p+ 1 by a column
vector mp+1(x) using the lexicographical order deﬁned in section 3. Also deﬁne the N ×
Np+1 matrices Bn and B by
Bn(x) =


Sn,0,p+1
Sn,1,p+1
...
Sn,p,p+1

 , B =


M0,p+1
M1,p+1
...
Mp,p+1

 , (A.6)
where Sn,i,p+1 is deﬁned as in Section 3.
Sincem(x)has continuous derivatives of total orderp+1,wehaveTaylor series expansion
of m(Xi) around x for ||Xi − x||h,
m(Xi) =
∑
0 |j |p+1
1
j ! (D
jm)(x)(Xi − x)j + op(hp+1). (A.7)
As in Masry [23,24], from (11), (A.5) and (A.7), we obtain
∗n,G(x) = Sn(x)(ˆn,G(x)− (x))− hp+1Bn(x)mp+1(x)+ op(hp+1). (A.8)
Eq. (A.8) leads to
ˆn,G(x)− (x) = S−1n (x)∗n,G(x)+ hp+1S−1n (x)Bn(x)mp+1(x)+ op(hp+1). (A.9)
The sample average of ˆn,G −  is
An,G ≡ 1
n
n∑
l=1
[ˆn(Xl)− (Xl)]
= 1
n
n∑
l=1
S−1n (Xl)∗n,G(Xl)+ hp+1
1
n
n∑
l=1
S−1n (Xl)Bn(Xl)mp+1(Xl)+ op(hp+1)
≡ A1n,G + hp+1A2n + o(hp+1), (A.10)
where
A1n,G = n−1
∑
l
S−1n (Xl)∗n,G(Xl) (A.11)
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and
A2n = 1
n
∑
l
S−1n (Xl)Bn(Xl)mp+1(Xl). (A.12)
Lemma A.1. (i) supx∈D |Sn(x)−f (x)M−hV (x)| = O((h2+(ln(n)/(nhd))1/2)) = o(h)
a.s.;
(ii) supx∈D |S−1n (x)− [(f (x)M)−1 − hQ(x)]| = o(h) a.s., where M and V are deﬁned
in (A.2) and (A.4), andQ(x) = M−1V (x)M−1/f 2(x).
Denotes by et a N × 1 vector with the t th element equal to one and all other elements
equal to zero (t = 2, . . . , d + 1) and denotes by A1n,G,t the t th element of A1n,G, i.e.,
A1n,G,t = eTt A1n,G. Using Lemma A.1(ii): (Sn(x))−1 = (f (x)M)−1 − hQ(x)+ o(h) a.s.
uniformly in x ∈ D, we have
A1n,G,t ≡ eTt A1n,G =
1
n
n∑
l=1
eTt S
−1
n (Xl)
∗
n,G(Xl)
= 1
n
n∑
l=1
eTt (f (Xl)M)
−1∗n,G(Xl)− h
1
n
n∑
l=1
eTt Q(Xl)
∗
n,G(Xl)+ (s.o.)
≡ J1n,G,t − hJ2n,G,t + (s.o.),
where
J1n,G,t = 1
n
n∑
l=1
eTt (f (Xl)M)
−1∗n,G(Xl) (A.13)
and
J2n,G,t = 1
n
n∑
l=1
eTt Q(Xl)
∗
n,G(Xl). (A.14)
Lemmas A.2–A.4 give the probability orders or asymptotic distributions of A2n, J1n,G,t
and J2n,G,t .
Lemma A.2. A2n=A+O(h) a.s. whereA2n is deﬁned in (A.12),A=M−1BE[mp+1(Xl)]
and B is deﬁned in (A.6).
Lemma A.3. J1n,G,t = Op((nhd/2)−1) for t = 2, . . . , d + 1, where J1n,G,t is deﬁned in
(A.13).
Lemma A.4.
√
nJ2n,G,t
L→ N(0,t,G) for t = 2, . . . , d + 1, where J2n,G,t is deﬁned
in (A.14), t,G = E{2G(Xi)[(W(Xi))t,1]2}, (W(x))t,1 is the (t, 1)th element of W(x),
W(x) = (f (x)M)−1V (x). M and V (x) are deﬁned in (A.2) and (A.4). 2G(x) is deﬁned
in condition (C2).
196 X. Lu, M.D. Burke / Journal of Multivariate Analysis 95 (2005) 182–205
Lemma A.5. Deﬁne d × 1 vectors J2n,G,(d) and (W(x))(d),1 by: J2n,G,(d) = (J2n,G,2,
J2n,G,3, . . . , J2n,G,d+1)T and (W(x))(d),1 = ((W(x))2,1, (W(x))3,1, . . . , (W(x))d+1,1)T ,
where J2n,G,t is deﬁned in (A.14) and (W(x))t,1 is the (t, 1)th element of W(x), t =
2, . . . , d + 1.W(x) is deﬁned in Lemma A.4. Then
√
nJ2n,G,(d)
L→ N(0,G),
where G = E{2G(X)[(W(X))(d),1][(W(X))(d),1]T }.
Lemma A.6 proves the Theorem 1.
Lemma A.6. Let J2n,G,(d) be deﬁned as in Lemma A.5, deﬁne d×1 vectors J1n,G,(d),
A2n,(d) and A(d) by: J1n,G,(d) = (J1n,G,2, J1n,G,3, . . . , J1n,G,d+1)T , A2n,(d) = (A2n,2,
A2n,3, . . . , A2n,d+1)T , and A(d) = (A2, A3, . . . , Ad+1)T , where J1n,G,t , A2n,t and At are
the tth elements of J1n,G,A2n and A, respectively. J1n,G,t is deﬁned in (A.13),A2n is deﬁned
in (A.12) and A is deﬁned in Lemma A.2.
Then under conditions (C1)–(C4) we have
√
n(n−1
n∑
l=1
mˆ
(1)
G (Xl)− E[m(1)(Xl)] − hpA(d))
L→ N(0,G + 	),
where G is deﬁned in Lemma A.5 and 	 = var[m(1)(Xl)].
Proof of Theorem 2. To prove Theorem 2, we will establish Lemmas A.7–A.10. Lemmas
A.7–A.9 are used to prove Lemma A.10, and Theorem 2 is proved in Lemma A.10.
Lemma A.7. J1n,Gˆ,t = Op((nhd/2)−1) for t = 2, . . . , d + 1, where J1n,Gˆ,t is deﬁned in
(A.13) with G replaced by Gˆ.
Proof. Write J1n,Gˆ,t as
J1n,Gˆ,t = R1n,Gˆ,t + J1n,G,t .
Since J1n,G,t = Op((nhd/2)−1) for t = 2, . . . , d+1 by Lemma A.3, we only need to show
for each t
R1n,Gˆ,t = Op((nhd/2)−1).
It is seen that
R1n,Gˆ,t =
1
n
n∑
l=1
(1/f (Xl))
∑
0 |j |p
(M−1)t,j (t∗
n,Gˆ,j
(Xl)− t∗n,G,j (Xl))
= 1
n2
∑
0 |j |p
(M−1)t,j
n∑
l=1
n∑
i=1
(1/f (Xl))(Zi,Gˆ − Zi,G)
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((Xi −Xl)/h)jKh(Xi −Xl)
≡ 1
n2
∑
|j |=0
(M−1)t,j
n∑
l=1,i=l
+ 1
n2
∑
0 |j |p
(M−1)t,j
n∑
l=1,i =l
≡ R(1)
1n,Gˆ,t
+ R(2)
1n,Gˆ,t
.
Let
G(t) =
∫ t
−∞
1
1−G(s−) dG(s),
Ni(t) = I [Zi t, i = 0],
Mi(t) = Ni(t)−
∫ t
0
I [Zis] di (s), i (s) = G(s),
Yn(t) =
n∑
i=1
I [Zi t], Y¯n = 1
n
Yn(t).
By the fact
Gˆ(z−)−G(z−)
1−G(z−) =
∫
s<z
1− Gˆ(s−)
1−G(s)
∑n
j=1 dMj (s)
Yn(s)
= 1
n
∫
s<z
1− Gˆ(s−)
1−G(s)
n∑
j=1
dMj (s)
Y¯n(s)
and
Z
i,Gˆ
− Zi,G = Zii
1− Gˆ(Zi−)
Gˆ(Zi−)−G(Zi−)
1−G(Zi−) ,
we have
R
(1)
1n,Gˆ,t
= 1
n2
n∑
i=1
(M−1)t,0(Zi,Gˆ − Zi,G)Kh(0)/f (Xi)
= Kh(0)(M
−1)t,0
n2
n∑
k=1
∫ ∞
−∞
{
1
n
n∑
i=1
ZiiI [s < Zi]
f (Xi)(1− Gˆ(Zi−))
}
1− Gˆ(s−)
1−G(s)
1
Y¯n(s)
dMk(s).
Suppose we replace
∫∞
−∞ inR
(1)
1n,Gˆ,t
by
∫ v
−∞,−∞ < v < F−, and denote it byR(1)1n,Gˆ,t (v).
Then Fˆ (·) = 1
n
n∑
i=1
I [Yi ·], Gˆ and Y¯n converge uniformly on (−∞, v] to their correspond-
ing population components. Since suptv |(1 − Gˆ(t))/(1 − G(t)) − 1| P→ 0 (see [9], p.
56), it can be shown that
R
(1)
1n,Gˆ,t
(v) = Kh(0)(M
−1)t,0
n2
[
n∑
k=1
∫ v
−∞
{
E
(
YI [s < Y ]
f (X)
)}
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{(1−G(s))(1− F(s−))}−1dMk(s)+ oP (
√
n)
]
= Op((n3/2hd)−1).
Similar to the proof of (2.29) in [17], we obtain
R
(1)
1n,Gˆ,t
− R(1)
1n,Gˆ,t
(v) = op((n3/2hd)−1),
as v → F− and n→ ∞. Therefore, we have
R
(1)
1n,Gˆ,t
= Op((n3/2hd)−1). (A.15)
Now we consider R(2)
1n,Gˆ,t
.
R
(2)
1n,Gˆ,t
= 1
n2
∑
0 |j |p
(M−1)t,j
n∑
l=1
n∑
i =l
(1/f (Xl))(Zi,Gˆ − Zi,G)
((Xi −Xl)/h)jKh(Xi −Xl)
= 1
n2
∑
0 |j |p
(M−1)t,j
n∑
l=1
n∑
i =l
(1/f (Xl))
(
Zii
1− Gˆ(Zi−)
− Zii
1−G(Zi−)
)
((Xi −Xl)/h)jKh(Xi −Xl)
= 1
n
n∑
k=1
∫ ∞
−∞


∑
0 |j |p
(M−1)t,j
1
n2
n∑
l=1
n∑
i =l
(1/f (Xl))
ZiiI [s < Zi]
1− Gˆ(Zi−)
((Xi −Xl)/h)jKh(Xi −Xl)

 1− Gˆ(s−)1−G(s) 1Y¯n(s)dMk(s).
Let
P1n(v) = 1
n
n∑
k=1
∫ v
−∞


∑
0 |j |p
(M−1)t,j
1
n2
n∑
l=1
n∑
i =l
(1/f (Xl))
ZiiI [s < Zi]
1− Gˆ(Zi−)
((Xi −Xl)/h)jKh(Xi −Xl)


{
1− Gˆ(s−)
1−G(s)
1
Y¯n(s)
}
dMk(s),
for −∞ < v < F−. {P1n(v)} is a local martingale with predictable variation process
〈P1n(v)〉. Using the identity∑0 |j |p(M−1)t,jj = 0 for t = 2, . . . , d+1 (see the proof
of Lemma A.3 in [23]), we have
〈P1n(v)〉 = 1
n2
n∑
k=1
∫ v
−∞




∑
0 |j |p
(M−1)t,j
1
n2
n∑
l=1
n∑
i =l
(1/f (Xl))
ZiiI [s < Zi]
1− Gˆ(Zi−)
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((Xi −Xl)/h)jKh(Xi −Xl)


{
1− Gˆ(s−)
1−G(s)
1
Y¯n(s)
}

2
d〈Mk(s)〉
p→ 1
n
E
∫ v
−∞




∑
0 |j |p
(M−1)t,j
1
n2
n∑
l=1
n∑
i =l
(1/f (Xl))
ZiiI [s < Zi]
1−G(Zi−)
((Xi −Xl)/h)jKh(Xi −Xl)


{
1−G(s−)
1−G(s)
1
P(Zs)
}
2
d〈M1(s)〉
= n−1(n−4n3h−d) = n−2h−d ,
therefore, P1n(v) = Op((nhd/2)−1). The same technique is used as in the proof of (2.29)
in [17], we get
1√
n
n∑
k=1
∫ ∞
v
1
n3/2h−d/2




∑
0 j |p
(M−1)t,j
n∑
l=1
n∑
i =l
(1/f (Xl))
ZiiI [s < Zi]
1− Gˆ(Zi−)
((Xi −Xl)/h)jKh(Xi −Xl)


{
1− Gˆ(s−)
1−G(s)
1
Y¯n(s)
} dMk(s) p→ 0
as v → F− and n→ ∞. All together prove that
R
(2)
1n,Gˆ,t
= Op((nhd/2)−1)+ op((nhd/2)−1) = Op((nhd/2)−1).
This completes the proof of R1n,Gˆ,t = Op((nhd/2)−1) and Lemma A.7.
Next, we consider J2n,Gˆ,t deﬁned in (A.14) with G replaced by Gˆ for each t , t =
2, . . . , d + 1.
Lemma A.8.
√
nJ2n,Gˆ,t → N(0,t,G − 
t ) for t = 2, . . . , d + 1, where J2n,Gˆ,t is
deﬁned in (A.14) with G replaced by Gˆ, t,G = E{2G(Xi)[(W(Xi))t,1]2}, W(x) is de-
ﬁned in Lemma A.4. 
t =
∫ F
−∞H
2
t,1(s)(1− F(s−))(1−G(s))(1/(1−G(s−)) dG(s) =∫ F
−∞ E{(W(X1))t,1Z1GI [Z1 > s]}Ht,1(s)(1/(1−G(s−)) dG(s),whereHt,1(s) is deﬁned
below in the proof.
Proof. Write J2n,Gˆ,t as
J2n,Gˆ,t =
1
n
n∑
l=1
e′tQ(Xl)∗n,Gˆ(Xl)
= 1
n
n∑
l=1
e′tQ(Xl)(∗n,Gˆ(Xl)− ∗n,G(Xl))+
1
n
n∑
l=1
e′tQ(Xl)∗n,G(Xl)
≡ R2n,Gˆ,t + J2n,G,t , (A.16)
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where
R2n,Gˆ,t =
1
n2
n∑
l=1
n∑
i=1
∑
0 |j |p
(Z
iGˆ
− ZiG)(Q(Xl))t,j ((Xi −Xl)/h)jKh(Xi −Xl).
By Lemma A.4, we have
√
nJ2n,G,t = 1√
n
n∑
i=1
uiG(W(Xi))t,1 + op(1)
≡ Mn1,t + op(1)
L→ N(0,t,G). (A.17)
LetHt,1(s) = E{(W(X1))t,1Z1GI [s < Z1]}/{(1−G(s))(1−F(s−))},where (W(X))t,1 =
(Q(X)M)t,1f (X) = ∑
0 |j |p
(Q(X))t,jj f (X), which is deﬁned in Lemma A.4 (since
W(x) = (f (x)M)−1V (x) = Q(x)Mf (x)). Deﬁne
Mn2,t = 1√
n
n∑
k=1
∫
Ht,1(s) dMk(s).
We can show that
√
nR2n,Gˆ,t = Mn2,t + op(1).
In fact, we have
√
nR2n,Gˆ,t =
√
n
1
n2
n∑
l=1
n∑
i=1
∑
0 |j |p
(Z
iGˆ
− ZiG)(Q(Xl))t,j
((Xi −Xl)/h)jKh(Xi −Xl)
= √n 1
n2
n∑
l=1
n∑
i=1
∑
0 |j |p
(Q(Xl))t,jZiGˆ
Gˆ(Zi−)−G(Zi−)
1−G(Zi−)
((Xi −Xl)/h)jKh(Xi −Xl)
= √n1
n
n∑
k=1
∫  1
n2
n∑
l=1
n∑
i=1
∑
0 |j |p
(Q(Xl))t,jZiGI [s < Zi]
((Xi −Xl)/h)jKh(Xi −Xl) 1
Y¯n(s)
1− Gˆ(s−)
1−G(s)

 dMk(s)+ op(1)
≡ √n1
n
n∑
k=1
∫
Hn,t (s) dMk(s)+ op(1).
For −∞ < v < F−, let
√
nR2n,Gˆ,t (v) =
√
n
1
n
n∑
k=1
∫ v
−∞
Hn,t (s) dMk(s).
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Then, for s ∈ [−∞, v], uniformly
Hn,t (s) = 1
n
n∑
l=1

 ∑
0 |j |p
(Q(Xl))t,j


{
1
n
n∑
i=1
ZiGI [s < Zi]
((Xi −Xl)/h)jKh(Xi −Xl) 1
Y¯n(s)
1− Gˆ(s−)
1−G(s)


= 1
n
n∑
i=1
ZiGI [s < Zi]

1n
n∑
l=1

 ∑
0 |j |p
(Q(Xl))t,j


((Xi −Xl)/h)jKh(Xi −Xl)

{
1
Y¯n(s)
1− Gˆ(s−)
1−G(s)
}
= 1
n
n∑
i=1


∑
0 |j |p
(Q(Xi))t,j

j f (Xi)ZiGI [s < Zi]
1
(1−G(s))(1− F(s−)) + op(1)
= E{(W(X1))t,1Z1GI [s < Z1]}
(1−G(s))(1− F(s−)) + op(1)
= Ht,1(s)+ op(1).
Hence, we have
√
nR2n,Gˆ,t (v) =
√
n
1
n
n∑
k=1
∫ v
−∞
Ht,1(s) dMk(s).
Again, similar to the proof of (2.29) in [17], we get
√
n
1
n
n∑
k=1
∫ ∞
v
Hn,t (s) dMk(s)
p→ 0,
as v → F− and n→ ∞. These together prove that
√
nR2n,Gˆ,t = Mn2,t + op(1). (A.18)
For−∞ < v < F−, {Mn2,t (v)} is a local martingale with predictable variation process
〈Mn2,t (v)〉 = 1
n
n∑
k=1
∫ v
−∞
H 2t,1(s)I [Zks](1− G(s)) dG(s)
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p→
∫ v
−∞
H 2t,1(s)P [Zs](1− G(s)) dG(s)
=
∫ v
−∞
H 2t,1(s)(1−G(s−))(1− F(s−))
1−G(s)
1−G(s−)
dG(s)
1−G(s−)
=
∫ v
−∞
E{(W(X1))t,1Z1GI [Z1 > s]}Ht,1(s) dG(s)1−G(s−) .
Further, we have
1√
n
n∑
k=1
∫ F
v
Ht,1(s) dMk(s)
p→ 0
as v → F−. By Rebelledo’s martingale central limit theorem, we obtain
Mn2,t
L→ N(0,
t ). (A.19)
Consider the joint distribution of (Mn1,t ,Mn2,t ). Since dMk(s) = dNk(s)− I [Zks] d
k(s) = (1 − k) − I [Zks](1/(1 − G(s−))dG(s), noticing that i (1 − i ) = 0, we
have
E{Mn1,tMn2,t }
= 1
n
E
n∑
i=1
∫
Ht,1(s)(W(Xi))t,1{ZiG − E(Yi |Xi)} dMi(s)
= E
∫
Ht,1(s)(W(X1))t,1{Z1G − E(Y1|X1)} dM1(s)
= −E
∫
(W(X1))t,1Z1GI [Z1s] Ht,1(s)1−G(s−) dG(s)
+E
∫
(W(X1))t,1E(Y1|X1)I [Z1s] Ht,1(s)1−G(s−) dG(s)
−E{Ht,1(Z1)(W(X1))t,1E(Y1|X1)(1− 1)}
= −E
∫
(W(X1))t,1Z1GI [Z1s] Ht,1(s)1−G(s−)dG(s)
+E
∫
Ht,1(s)(W(X1))t,1E(Y1|X1){1− FX1(s−)} dG(s)
−E
∫
Ht,1(s)(W(X1))t,1E(Y1|X1){1− FX1(s)} dG(s)
= −E
∫ F
−∞
(W(X1))t,1Z1GI [Z1 > s]Ht,1(s) dG(s)1−G(s−)
= −
t ,
where FX(s) is deﬁned in condition (C5), we have used the assumption in (C5) thatG and
FX have no common jumps. Therefore, (A.16)–(A.19) together prove Lemma A.8.
Lemma A.9. Deﬁne d × 1 vectors J2n,Gˆ,(d), (W(x))(d),1 and H(d)(s) by:
J2n,Gˆ,(d) = (J2n,Gˆ,2, J2n,Gˆ,3, . . . , J2n,Gˆ,d+1)T ,
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(W(x))(d),1 = ((W(x))2,1, (W(x))3,1, . . . , (W(x))d+1,1)T and H(d)(s) = (H2,1(s),H3,1
(s), . . . , Hd+1,1(s))T , where J2n,G,t is deﬁned in (A.14) with G = Gˆ and (W(x))t,1 is de-
ﬁned inLemmaA.4, t = 2, . . . , d+1.Let
 = ∫ (H(d)(s))⊗2P [Zs](1−G(s)) dG(s),
then,
√
nJ2n,Gˆ,(d)
L→ N(0,G − 
),
where G = E{2G(X)[(W(X))(d),1][(W(X))(d),1]T }.
Lemma A.10 proves Theorem 2.
Lemma A.10. Let J2n,Gˆ,(d) be deﬁned as in Lemma A.9, deﬁne d × 1 vectors J1n,Gˆ,(d),
A2n,(d) and A(d) by: J1n,Gˆ,(d) = (J1n,Gˆ,2, J1n,Gˆ,3, . . . , J1n,Gˆ,d+1)T , A2n,(d) = (A2n,2,
A2n,3, . . . , A2n,d+1)T , and A(d) = (A2, A3, . . . , Ad+1)T , where J1n,Gˆ,t , A2n,t and At are
the tth elements ofJ1n,Gˆ,(d),A2n andA, respectively.J1n,Gˆ,t is deﬁned in (A.13)withG = Gˆ,
A2n is deﬁned in (A.12) and A is deﬁned in Lemma A.2.
Then, under conditions (C1)–(C4), we have
√
n
(
n−1
n∑
l=1
mˆ
(1)
Gˆ
(Xl)− E[m(1)(Xl)] − hpA(d)
)
L→ N(0,G − 
+ 	),
where G is deﬁned in Lemma A.5 and 	 = var[m(1)(Xl)].
Proof. Deﬁne ˜ = n−1∑nl=1m(1)(Xl). From Eqs. (A.10)–(A.14), and by the results of
Lemmas A.7–A.9, we have
√
n(
LP,Gˆ
− ˜− hpA(d))
=
√
n
h
{
1
n
n∑
l=1
[ˆ
n,Gˆ,(d)
(Xl)− n,(d)(Xl)− hp+1A(d)]
}
=
√
n
h
[J1n,Gˆ,(d) − hJ2n,Gˆ,(d) + hp+1(A2n,(d) − A(d))+ op(hp+1)]
= Op((nhd+2)−1/2)− n1/2J2n,Gˆ,(d) +Op(n1/2hp+1)+Op(n1/2hp+1)
= −n1/2J2n,Gˆ,(d) + op(1)
L→ N(0,G − 
).
Next, by the Lindeberg C.L.T., we have n−1/2
∑
l[m(1)(Xl)−E(m(1)(Xl))] L→ N(0,	),
where 	 = var[m(1)(Xl)].
It is easy to show that cov(n−1/2
∑n
l=1[mˆ(1)Gˆ,t (Xl)−m
(1)
t (Xl)−hpA(d)], n−1/2
∑n
l=1 [m(1)t
(Xl)− E(m(1)t (Xl))]) = O(h) = o(1). Hence, we have√
n[ n−1∑l (mˆ(1)Gˆ (Xl)−E(m(1)(Xl))− hdA(d)) ] = n−1/2∑l[mˆ(1)Gˆ (Xl)−m(1)(Xl)−
hpA(d)] + n−1/2∑l[m(1)(Xl)− E(m(1)(Xl))] L→ N(0,G − 
+ 	).
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