the result of Freyd and Kelly extends to classes almost all members of which are (just) epimorphisms; and also to classes consisting of λ-presentable morphisms (in the sense of [10] ) and strong epimorphisms. Our most surprising counter-example concerns the category UCPO of unary algebras defined on cpo's: we present a category in which UCPO is the orthogonal subcategory H ⊥ where all members of H but one are epimorphisms, but UCPO fails to be (even weakly) reflective -however, the larger category is locally ranked in the sense of [4] . This demonstrates that, although the definitions of locally bounded and locally ranked are almost identical, their properties can differ dramatically.
In our previous work [2] we have formulated a logic for orthogonality for deriving the "orthogonality consequence" of a class H of morphisms. This means those morphisms k such that every object orthogonal to all members of H is also orthogonal to k. We prove that this logic is complete in all the above cases yielding the affirmative answer of the orthogonal subcategory problem.
The Small Object Argument is an important classical result of homotopy theory formulated by D. Quillen [15] , see also P. Gabriel and M Zisman [8] . In its generalized form it states that for every set H of morphisms the category Inj H allows for H-cellular weak reflections. This is true in every locally ranked category, as proved in [4] . Our example UCPO mentioned above demonstrates that here we cannot generalize to almost small classes H. However, in locally bounded categories we prove that the Small Object Argument holds for all almost small classes. Under the Vopěnka's Principle, this holds in locally presentable categories for classes almost all members of which are (just) epimorphisms. It is an open problem whether this result can be achieved without a large-cardinal axiom.
Grigori Roşu formulated a logic for injectivity [16] in the case of finitary epimorphisms which we generalized in [1] to a logic of injectivity for arbitrary morphisms. The completeness result for that logic we proved is improved in the present paper: besides covering the above cases for which the existence of H-cellular weak reflections is established, we also prove the completeness in locally presentable categories for classes made of λ-presentable morphisms and strong epimorphisms. This contrasts to the non completeness for classes of morphisms in general, proved in [2] , independently of set theory.
Locally Bounded and Locally Ranked Categories
Throughout we work in categories in which each object is "λ-small" for some infinite regular cardinal λ. In the case of locally presentable categories "λ-small" objects are just the λ-presentable ones. But we consider other types of smallness defined in this section.
Definitions
Let K be a cocomplete category with a proper factorization system (E, M), λ an infinite regular cardinal, and K an object of K.
(1) K is said to have bound λ, if hom(K, −) preserves λ-directed unions of M-subobjects. Explicitly: given a λ-directed collection of subobjects m i : M i → M (i ∈ I) in M whose union is M in the sense that the morphism [m i ] : i∈I M i → M lies in E, then every morphism from K to M factors through m i for some i ∈ I.
(2) K is said to have rank λ, if hom(K, −) preserves λ-directed colimits of diagrams whose connected morphisms lie in M.
Definition A category K together with a proper factorization system (E, M) is called locally bounded provided that (i) K is cocomplete and E-cowellpowered and
(ii) every object has a bound.
Definition If in the above definition we replace (ii) by
(ii) every object has a rank. we obtain the definition of locally ranked category.
Remark
Locally bounded categories were considered by Freyd and Kelly in [7] for the study of the Orthogonal Subcategory Problem, although they did not give them a name. Locally ranked categories were introduced in [4] and showed to be suitable as a setting for a generalized Small-Object Argument. There are locally ranked categories which are not locally bounded (see Example 3.7), but we do not know if the converse implication is verified.
2.5. Examples (a) All locally presentable categories are both locally bounded and locally ranked w.r.t. the factorization system (StrongEpi, M ono) ( [7] , [5] ).
(b) The category Top of topological spaces and continuous functions is locally bounded w.r.t. the factorization system (Surjections, Embeddings) (cf. [7] ). In fact, strong monomorphisms are just inclusions of subspaces. It follows that every topological space of cardinality less than λ (a regular cardinal) is bounded by λ. Moreover Top is locally ranked w.r.t. the same factorization system (see [4] ).
(c) The category Haus of Hausdorff topological spaces is also locally bounded w.r.t. the factorization system (Surjections, Embeddings). In fact, the same is true for every epireflective subcategory of Top. This follows from the local boundedness of Top and the fact that every one of its epireflective subcategories is closed under embeddings.
Definition
In locally bounded categories w.r.t. a factorization system (E, M), a class of morphisms will be called almost small if its members which do not lie in E form just a set.
The Orthogonal Subcategory Problem
The Orthogonal Subcategory Problem (OSP for short) asks wether given a collection H of morphisms then the orthogonality class H ⊥ , which is the full subcategory of all objects orthogonal to every member of H, is reflective. From Max Kelly (10.1 and 10.2 of [11] ), we know that the OSP has an affirmative answer:
(1) for sets of morphisms in locally ranked categories, and (2) for almost small classes of morphisms in locally bounded categories.
In what concerns locally presentable categories, we know from [5] that under the Vopěnka's Principle the reflectivity of H ⊥ holds for general classes of morphisms. In [2] we answered affirmatively (without the assumption of any large-cardinal set-theoretic axiom) to the OSP for classes of λ-presentable morphisms and regular epimorphisms. On the other hand, since, as observed in [7] , locally presentable categories are locally bounded w.r.t. the (StrongEpi, M ono) factorization system, (2) above gives an affirmative answer for classes consisting of strong epimorphisms plus a set of any morphisms. Here we go further: OSP has an affirmative answer for classes whose non epimorphic members form a set, and also for classes made of λ-presentable morphisms and strong epimorphisms.
The main result of this section enlightens the picture of locally ranked categories and locally bounded categories. In fact, as far as we know, until now the question of the reflectivity of H ⊥ in locally ranked categories for almost small classes of morphisms remained open. We will show that, in spite of the similarity of locally bounded and locally ranked categories, there appears to be a basic difference: we present a locally ranked category with an almost small class H of morphisms such that H ⊥ is not reflective. 
, then, given g : A → B in F and a morphism f : A → X, let f be the unique morphism such that f ·Rg = Rf (assuming that the reflections of objects of
Then it is easily seen that f ·r B is the unique morphism fulfilling the equality (f ·r
Then Rh · Rg = h and Rh is the unique such a morphism.
(2)Ĥ e = R(H e ) is a class of epimorphisms in H ⊥ s , and the latter category is locally presentable, thus, cocomplete and cowellpowered (see [5] ). Therefore,Ĥ ⊥ e is reflective in H ⊥ s ; for each X in H ⊥ s the reflection is given by the multiple pushout of all morphisms with domain in X which belong to the closure ofĤ e under pushouts, composition and multiple pushout (see [1] and [17] ).
From (1) Proof Since A ↓ A is locally λ-presentable (see [5] ), f is the colimit of the canonical diagram made of all the λ-presentable morphisms with domain A through which f factors. Let (l j : (e j , A j ) → (e, C)) be the full subdiagram (also λ-filtered) of all λ-presentable strong epimorphisms. We show that the induced g : C → B is an isomorphism. Since it is certainly a strong epimorphism, we need only to show it is monomorphic. For that it suffices to check that it has the fill-in diagonal property with respect to strong epimorphisms between λ-presentable objects, see [9] and 5.7 of [6] . Let q : X → Y be a strong epimorphism with X a λ-presentable object, and let u and v be morphisms such that
The λ-presentability of X assures the existence of some morphismū : X → A j with j ∈ J such that u = l j ·ū. Let (q,û) be the pushout of (q,ū).
Henceq is a λ-presentable strong epimorphism, and, then, so is its composition with e j , that is,q · e j = e k for some k ∈ J. The equality l k ·q = l j follows because e j is an epimorphism. Thus, we easily conclude that l k ·û is the desired diagonal morphism. 
Remark
The property stated in the above theorem fails to be true if we replace "strong epimorphisms" by "epimorphisms". This follows from the example 1.5(b) of [9] . Proof Let λ be a regular cardinal such that the given category and the morphisms of H p are λ-presentable. For each f ∈ H e select a family of λ-presentable strong epimorphisms of which f is a colimit, according to the previous theorem. LetĤ e be the union of all these families. Then it is easy to see thatĤ
Consequently the result follows from the fact, proved in [2] , that the full subcategory of all objects orthogonal to a presentable class is reflective. 2
Open Problem
The above results on locally presentable categories give rise to the question of knowing if locally presentable categories are locally bounded for the (Epi, StrongM ono) factorization system.
Example
We give an example of a locally ranked category of all pairs (A, α) where A is a partial cpo and α is a binary relation on its underlying set. Every unary cpo-algebra is considered as an object with α equal to the graph of the unary operation.
Morphisms f : (A, α) → (B, β) are the strict, continuous functions f : A → B which are graph homomorphisms: from aαa it follows that f (a)βf (a ).
Notation (1) For every partial cpo, A, we denote by
A is a subposet closed under Z A -joins, i.e., the embedding : A →Ā is strict and continuous, and (iii) every strict continuous function f : A → B where B is a cpo has a unique strict continuous extension tof :
This posetĀ always exists, see [13] . In the articles [13] and [14] Ana Pasztor work with a subset system Z on the category of posets, but all her results remain true if one works with one poset A and one collection Z A .
(2) Let H e be the class of all morphisms
where A is a partial cpo considered as an object of UCPO * via the empty relation.
where the links | and G G correspond to the ordering and the relation, respectively. Proof An object (A, α) is orthogonal to H e iff A is a cpo: this follows from the fact that H e is the class of reflections of all objects of CPO * in the subcategory CPO. Let A be a cpo and let (A, α) ⊥ h.
For every a ∈ A the morphism P → A with x → a and y → a factors uniquely through h, thus, there exists a unique a with aαa . This tells us that α is (the graph of) a unary operation. And α is obviously order preserving: for a ≤ b in A consider the morphism
Conversely, whenever α is an order preserving unary operation, then clearly (A, α) ⊥ h. This proves
To see that this is not a reflective subcategory of the category UCPO * , observe that the latter category has a (one-element) initial object, and the category UCPO does not have an initial object. In fact, suppose (A, α) is initial in UCPO and define a chain of elements a i ∈ A for all ordinals i by transfinite induction as follows:
and for limit ordinals j
It follows by easy transfinite induction that i ≤ i implies a i ≤ a i . Thus, the last join exists. We prove that i < j implies a i = a j -a contradiction. In fact, let (B, β) be the object of UCPO where B is the cpo of all ordinals k ≤ j and β is defined by k → k + 1 for k < j and 
Denote by i : C →C the subposet ofC on the image ofc · B , considered as a partial cpo via
Then c : B → C is a morphism of CPO * : it is strict and order-preserving (being equal tō c · B ). And the definition of Z C makes c obviously continuous (sincec is). We claim that c is a coequalizer of u and v.
Given a morphism
Therefore, there is a strict, continuoush :C →D withh ·c =d. Since c is surjective and r D monic there exist a diagonal fill-in morphism h in Set, and we only need to show that h is strict (obvious from the strictness of d) and continuous. In fact, for every member of
Finally,c · B is strict and continuous, thereforec · B preserves the join of M , consequently, ∨M lies in the image of B underc · B which is C. We conclude that c, the codomain restriction ofc · B , also preserves the join of M , finishing the proof of
(2) UCPO * is cocomplete. In fact, the forgetful functor to CPO * makes this topological over CPO * , therefore cocomplete, see [3] 
(ii) Successor ordinals:
LetÂ be a free completion of A under joins and letf :Â →B be the extension of f preserving joins. We prove that every element of B lies in the image off by transfinite induction on i with b i G G b . This follows from the following more general fact:
Case i = 0 is obvious. 
is a strong monomorphism. The diagonal fill-in property w.r.t. the epimorphism
tells us that for every x, y ∈ C we have
Consequently, we can assume without loss of generality that C is a subposet of D and m is the inclusion map. Moreover, C is closed under the chosen joins in the following sense
and the join of a set M ∈ Z C is the same in C and D. In fact, this follows from the diagonal fill-in property applied to the epimorphism (4)) makes it clear that
is a morphism. Therefore, hom(A, −) preserves the colimit as described in (5).
Remark In a locally ranked category w.r.t. (E, M), H
⊥ is reflective for any H ⊆ E, the argument is the same as in 3.1(2). Thus, the above example shows, in particular, that an affirmative answer to the OSP both for sets of morphisms and classes of E-morphisms is not sufficient for having an affirmative answer for almost small classes of morphisms.
The Orthogonality Logic
The logic of orthogonality concerns the question of which morphisms k are the orthogonality consequences of the given collection H. That is: for which morphisms k every object of H ⊥ is also orthogonal to k. The aim of this section is to prove that the Orthogonality Logic we formulated in [2] for deriving orthogonality consequence is complete in the following (strong) sense: Given a class H of morphisms, all but a set of them epimorphisms, then the orthogonality consequences of H are precisely the morphisms provable from H in our logic. This is proved for locally presentable categories and also for categories such as the one of topological spaces. For the completeness in locally bounded categories we use the result of Max Kelly [11] on the orthogonal subcategory problem.
Notation
Let us recall that given an ordinal α, a functor C with domain α is said to be smooth if Cj = colim i<j Ci for every limit ordinal j < α. A morphism k is an α-composite of morphisms h i (i < α) provided that there exists a smooth functor C : α + 1 → K such that h i = C(i → i + 1) for every i < α and h = C(0 → α). The case α = 0 expresses precisely that k is an identity morphism, the case α = 2 is the usual concept of composition.
The Orthogonality Deduction System, formulated in [2], consists of four deduction rules:
pushout s t for every pushout
Notation
Let H be a class of morphisms. We denote by |= the orthogonal consequence
By we denote provability in the deduction system of pushout, coequalizer, transfinite composition and weak cancellation.
Remark
In [2] we showed that: (1) The Orthogonality Logic is sound in every category with colimits: Given a class H ∪ {k} of morphisms then
(2) In locally presentable categories, it is complete for presentable classes H of morphisms, that is, H |= k implies H k (for any morphism k).
Remark (1) If f :
A → B is the multiple pushout of a family (f i ) i∈I , then {f i , i ∈ I} f . This is so because, as observed in [1] , every multiple pushout is a transfinite composite of pushouts.
(2) If A is cocomplete and cowellpowered and H is a class of epimorphisms, then H ⊥ is reflective in A. Furthermore, for each A ∈ A the reflection map r A is the multiple pushout of all morphisms with domain in A belonging to the closure of H under pushouts, composition and multiple pushout, thus we have that H r A (see [1] and [17] ). 
Theorem In locally presentable categories the Orthogonality Logic is complete for classes
(2) We prove that H |= k implies H k in A. We are going to use the fact that, in locally presentable categories, the Orthogonality Logic is complete for sets (see [2] ). LetĤ e = R(H e ). As seen in (2) 
Theorem The Orthogonality Logic is complete for every almost small class H of morphisms in a locally bounded category.
Remark From Theorem 10.2 of [11] , H ⊥ is reflective. From the proof of that theorem we will derive that all reflection maps are provable from H.
Proof (1) For every morphism k : M → N define a pointed endofunctor σ : Id → S of A by using the following pushouts for all X ∈ A
Here η M andk have the f -component equal to f and to the composition of k with the injection indexed by f , respectively, and η N andl have the g-component g and the injection indexed by f = g · k, respectively. We will prove that σ X is an orthogonality consequence of k:
k σ X This is done by describing the above pushout as a certain multiple pushout (see 4.5) . For every morphism f : M → X form the pushout
We have of course k s f , due to pushout. Given a morphism g : N → X with f = g · k, form a coequalizer
is the multiple pushout of all c f,g where g is ranging over morphisms with f = g · k, then k c f ,
Let us form a multiple pushout of these morphisms
We claim that the square
is a pushout: (a) The square above commutes. In fact, the f -component commutes since
The g-component commutes because for f = g · k we have the multiple pushout defining c f , and then
(b) Suppose that the square
For each f we have a unique u f : S f → P with
because the left-hand side isf , and the right-hand one p · g = g · k =f . Thus we get a unique b g : C f,g → P with u f = b g · c f,g and this yields a unique
we obtain a unique v : SX → P with
This morphism has then the desired properties:
the latter equality follows becausẽ
Conversely, these two properties determine v uniquely.
(2) In the proof of Theorem 10.2 in [11] it is proved that for every object A of A the reflection r A : A →Ā exists "constructively", where the construction uses transfinite composition and multiple pushouts of morphisms of the form σ X for various members k ∈ H and various objects X of A. Thus, (1) implies that H r A , and, taking into account Proposition 4.7, this finishes the proof. 
We use the result of Věra Trnková [18] that Top is almost universal. In particular there exists a proper class of topological spaces (A i , α i ), i ∈ I, such that there are no continuous maps between them except the constant maps and the identity self-maps. For each i let a i be the clique on A i :
This defines a morphism
(1) We prove H |= v, that is, whenever an object (B, β, b) is orthogonal to H, then the graph b contains a unique loop. In fact, choose i such that A i has cardinality bigger than B. Since h i ⊥ (B, β, b) , we have a unique morphism f : (A i , α i , a i ) → (B, β, b) . There exists x = x in A i with f (x) = f (x ). Since xa i x , we conclude that f (x) = f (x ) is a loop. The loop is unique because every loop defines a constant morphism (A i , α i , a i ) → (B, β, b) .
(2) H v. Assuming the contrary we derive a contradiction: it is sufficient to find a categoryK in which K is a full subcategory closed under colimits and such that
In fact, then a proof of v from H in K is also a proof of v from H inK, in contradiction to Remark 4.4. We extend K by a single new objectK: the intension is thatK is the coproduct of all (A i α i , a i ) . Therefore, the morphisms ofK are (a) all morphisms of K; (b) the endomorphisms ofK are precisely all families (f i ) i∈I where 
where J ⊆ I is a set; to make these well defined we assume that J is the least such set, i.e., every j ∈ J fulfils
The composition inK is obvious: it is easy to see that K is a full subcategory of K closed under colimits. We haveK
In factK is orthogonal to h i because hom(1,K) = ∅. AndK is orthogonal to h i because the unique morphism from (
Since a i is a clique on A i , it easily follows that there exists j ∈ J with f [A i ] ⊆ A j . This implies J = {j} by our minimality requirement above. Since a i is a clique and a j has no loops, f must be one-toone. This implies i = j and f = id A i by our choice at the beginning. We obviously haveK ∈ {v} ⊥ because hom(1,K) = ∅. 
The Injective Subcategory Problem
Recall that a weak reflection of an object X into a subcategory is defined like a reflection without the uniqueness condition. A weakly reflective subcategory closed under retracts is injective, that is, it is of the form Inj H for some class of morphisms H. This means that the subcategory consists of precisely all objects which are injective to H. Analogously to the case of orthogonality, the Injective Subcategory Problem asks wether a injective subcategory is weakly reflective.
Clearly a weak reflection is not unique. In homotopy theory the so-called H-cellular weak reflections are of special interest. Recall that a morphism is H-cellular provided that it belongs to the closure of H under pushouts and transfinite composition. This leads to a refinement of the Injective Subcategory Problem: the one imposing that the weak reflections are H-cellular. The Small Object Argument gives the means to give an affirmative answer to this problem in locally presentable categories (see [8] ). In [4] a generalized Small Object Argument is provided to show that in locally ranked categories the H-cellular weak reflections always exist whether H is a set. In this section we prove the existence of H-cellular weak reflections in locally bounded categories for almost small classes H of morphisms. Furthermore, we exhibit a counterexample showing that this result fails in locally ranked categories.
Notation
Let H be a set of morphisms of a cocomplete category. We define a pointed endofunctor (S, σ) by assigning to every object A the multiple pushout σ A : A → SA of all morphisms h f : A → A h,f where h : P → Q is a member of H, f : P → A is a morphism, and h f is the pushout of h along f . The definition of S on morphisms u : A → A is natural: Su is the unique morphism such that for the above multiple pushout, where
we have Su ·ĥ f =ĥ u·f ·ū, withū the pushout of u along h f . (ii) A is injective w.r.t. H iff σ A is a split monomorphism. In fact, the condition is sufficient because for every span (h, f ) as above we have a commutative square
Remark
where f h is the composite ofĥ f and the pushout of f along h. The condition is also easily seen to be necessary. (iii) If H is a class of morphisms of the form
H s small and H e ⊆ E then in every E-cowellpowered cocomplete category we can define the pointed endofunctor (S, σ) as above. In fact, since all the morphisms h f , except a set, lie in E, the multiple pushout exists and (S, σ) is clearly well defined. Also the properties (i) and (ii) above hold.
The definition of (S, σ) is analogous to that used by Max Kelly [11] for the orthogonal subcategory H ⊥ . However, the functor (S, σ) need not be well pointed. Thus, one has no hope of following the route of Max Kelly and simply iterate
. . until this chain stops. In fact, already the simplest example, such as A = Set and H consisting of the unique morphism ∅ → 1, shows that the iteration need not stop in general. (1) For every object A we present a weak reflection in Inj H as follows. Let X : Ord → A be the chain of objects X i and morphisms x ij (i ≤ j) defined by transfinite induction:
Theorem Let
for all ordinals i X i = colim j<i X j with the colimit cocone x ji for all limit ordinals i.
There exists a smooth embedding ϕ : Ord → Ord (for the meaning of "smooth", see 4.1), a chain Y : Ord → A, and a natural transformation
and (ii) for every limit ordinal i a colimit of (Y j ) j<i is formed by the cocone
(This follows from 8.5 of [12] , see also 4.1 of [11] , taking into account that the cocomplete category A has a proper factorization system (E, M) and is E-cowellpowered.) (2) Since H s is small, there is a regular cardinal k such that all domains and codomains of morphisms of H s are bounded by k. We prove that, if
then Z is injective w.r.t. H s . From (ii) of (1), the morphisms
are the colimit morphisms of a k-directed colimit whose connecting morphisms lie in M. Then, as e belongs to E, Z is the union of the M-subobjects n i :
given h : A → B in H s and a morphism f : A → Z, since A is bounded by k there is some ordinal i and some morphism f : A → Y i such that
From the definition of (S, σ), we have a commutative diagram of the form
(3) By using H e in place of H we obtain a new pointed endofunctor (S,σ) and the components ofσ lie in E. Let us define a chain Z : Ord → A analogous to the chain X by Z 0 = X ϕ(k) , Z i+1 =SZ i and Z i = colim j<i Z j for limit ordinals i. Of course, every morphism z ij (for i ≤ j) of this chain belongs to E. Since E is cowellpowered, the chain converges, i.e., there is some l ∈ Ord such that z lj is an isomorphism for every j ≥ l. We are going to show that Z l is H-injective, what finishes the proof.
The object Z l is clearly H e -injective becauseσ Z l = z l,l+1 is an isomorphism (see the square (5.1)). In order to show that Z l is H s -injective, we apply (2): it suffices to show that, for each i < ϕ(k), the morphism Then, for h as in 3.7, we have that UCPO = Inj (H e ∪ {h}).
But the argument in 3.7 to show that UCPO does not have a terminal object actually shows that it does not have a weakly terminal one. Hence UCPO is not weakly reflective in UCPO * .
Remark
In Section 3, we proved that in locally presentable categories the OSP has an affirmative answer for classes of morphisms whose non epimorphic members form a set. To obtain an analogous result for the injectivity case we need to use a large-cardinal axiom: the Vopěnka's Principle. Recall that this axiom may be expressed as follows: The category of Ord of ordinals cannot be fully embedded into the category of graphs (see [5] 
, with r · h = h · r X , be a pushout of h and r X . Let f : P → RY be the factorizing morphism: f · h = Rh and f · r = r Y . We know that r is an epimorphism and that the reflection morphism r Y is H-cellular. Consequently, f is H-cellular, because it is the pushout of f · r along r , as it is easily seen. Since also h is H-cellular (due to h ∈ H), this proves that Rh = f · h is H-cellular. 2 6 The Logic of Injectivity 6.1. The Injectivity Deduction System, presented in [1] , consists of the axioms pushout, transfinite composition (see 4.2) and
