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Open access under CC BThe present work deals with the design of energy–momentum conserving schemes for ﬂexible multibody
dynamics. The proposed approach is based on nonlinear ﬁnite element methods for the space discretiza-
tion of ﬂexible bodies. In particular, the focus is on geometrically exact shells relying on Reissner–Mindlin
kinematics. It is shown that the equations of motion pertaining to the semi-discrete shell formulation can
be written in the form of differential-algebraic equations (DAEs). The DAEs provide a uniform framework
for a rotationless description of ﬂexible multibody dynamics. The use of rotational parameters is circum-
vented throughout the discretization process in space and time. The rotationless description facilitates
the straightforward incorporation of geometrically exact shells (and beams) into a multibody framework.
In addition to that, the advocated approach makes possible the design of a uniform energy–momentum
conserving time-stepping scheme for general multibody systems. Numerical examples demonstrate the
excellent numerical stability properties of the present scheme. Moreover, comparison is made with more
traditional formulations based on rotational parameters.
 2009 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
The present work deals with the incorporation of ﬂexible shell
structures into multibody systems. In particular, we focus on the
discretization in space and time of geometrically exact shells rely-
ing on classical Reissner–Mindlin kinematics. Our approach makes
possible a uniform computational treatment of nonlinear shells
and ﬂexible multibody systems.
In the last years the extension of ﬁnite element methods for
nonlinear structural dynamics to the realm of ﬂexible multibody
dynamics has attracted a lot of research. We refer to the book by
Géradin and Cardona [20] for a summary of previous developments
until the turn of the millennium.
Main ingredients of contemporary ﬁnite element methods for
nonlinear structural dynamics are (i) geometrically exact formula-
tions which rely on nonlinear strain measures and can cope with
both ﬁnite strains and arbitrarily large rigid body motions, and
(ii) energy–momentum conserving schemes (or energy decaying
variants thereof) which make possible the stable time integration
of the stiff1 nonlinear ODEs resulting from the space discretization.
It was realized soon that these methods possess great poten-
tial for the computer simulation of ﬂexible multibody dynamics.
For example, the coupling of nonlinear continuum elements toetsch).
nated by the material contri-
shear strains.
Y-NC-ND license.rigid bodies has been treated by Puso [34] and Göttlicher and
Schweizerhof [23]. Nonlinear beam ﬁnite elements have been
incorporated into multibody dynamics, for example, by Bauchau
and Bottasso [2], Ibrahimbegovic´ et al. [26], Bottasso et al. [14],
Jelenic´ and Crisﬁeld [27], Taylor [42], Betsch and Steinmann [9]
and Muñoz and Jelenic´ [33]. Only few works deal with nonlinear
shell ﬁnite elements in the context of multibody dynamics, see
Bauchau et al. [3].
The ﬁrst energy–momentum conserving (EM) scheme for geo-
metrically exact shells has been developed by Simo and Tarnow
[39], see also Brank et al. [15] for details of the implementation. En-
ergy decaying variants of the EM scheme have been proposed by
Bottasso et al. [13] andRomero andArmero [35]. TheNewmark-type
schemedevelopedby Simoet al. [38] can be regarded as precursor of
the EM scheme. The Newmark-type scheme conserves angular
momentum and has been extended to the realm of geometrically
exact sandwich shells by Vu-Quoc et al. [28]. Alternative New-
mark-type schemes on the rotation manifold have been developed
in the context of nonlinear shells by Lubowiecka and Chrós´cielewski
[31] and Brank et al. [16].
In nonlinear structural dynamics, the semi-discrete equations
of motion resulting from the ﬁnite element discretization in space
are commonly treated as ODEs on the rotation manifold. Accord-
ingly, rotational parameters are an integral part of the time dis-
cretization. In contrast to that, in the present work we regard
the ODEs on the rotation manifold as differential-algebraic equa-
tions (DAEs). This viewpoint turns out to be especially beneﬁcial
to (i) the incorporation of geometrically exact shells (and beams)
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ible multibody dynamics in general.
We present the ﬁrst EM scheme for multibody systems contain-
ing geometrically exact shells. Moreover, we compare our rotation-
less discretization approach with previous approaches relying on
rotational parameters. We show that the advocated uniform algo-
rithmic treatment of displacements and rotations has several
advantages over the traditional use of rotational parameters.
An outline of the rest of the paper is as follows: Section 2 pro-
vides a summary of the main ingredients of the geometrically exact
shell model needed for the subsequent discretization process. The
discretization in space is treated in Section 3, while the discretiza-
tion in time is dealt with in Section 4. Details of the present algo-
rithmic treatment of ﬁnite rotations are presented within a
suitable model problem in Section 5. Moreover, in Section 5, the
advocated rotationless discretization approach is compared with
more common methods relying on rotational parameters. The
incorporation of shells into multibody systems is presented in Sec-
tion 6. Several numerical examples dealing with the dynamics of
shells and ﬂexible multibody systems are dealt with in Section 7.
Eventually, conclusions are drawn.
2. Summary of the shell formulation
The present work aims at nonlinear shell formulations relying
on classical Reissner–Mindlin kinematics. In particular, we start
from the stress resultant geometrically exact shell model described
in Simo and Fox [37]. The nonlinear shell formulation belongs to
the class of special Cosserat shells, see Antman [1, Chapter 17].
However, in essence, the present approach can be directly applied
to any degenerate continuum (or continuum-based) C0 shell
element.
This section provides a summary of the variational shell equa-
tions which form the basis of the ﬁnite element discretization in
space. Additionally, we outline important conservation properties
of the continuous shell formulation which shall be conserved un-
der discretization.
Let s ¼ ðs1; s2Þ 2A  R2 be curvilinear coordinates for the mid-
surface S of the shell. Then the map u :A# R3 deﬁnes the posi-
tion of material points on the mid-surface S. In addition to that,
the director ﬁeld d :A# S2  R3 characterizes the orientation of
material ﬁbers normal to the mid-surfaceS0 in the reference con-
ﬁguration. In this connection, the unit sphere in R3 is deﬁned by
S2 ¼ fd 2 R3jkdk ¼ 1g: ð1Þ
Accordingly, the conﬁguration space of the shell is given by
Q ¼ U ¼ ðu;dÞ :A# R3  S2j uj@Su ¼ u and dj@Sd ¼ d
n o
; ð2Þ
where u and d are prescribed at different parts of the boundary @S.
The space of test functions coincides with the tangent space to Q gi-
ven by
V ¼ dU ¼ ðdu; ddÞ :A# R3  TdS2jduj@Su ¼ 0 and ddj@Sd ¼ 0
n o
:
ð3Þ
Here, TdS2 denotes the tangent space to the unit sphere at d 2 S2 de-
ﬁned by
TdS
2 ¼ fdd 2 R3jd  dd ¼ 0g: ð4Þ
The weak form of the momentum balance equations pertaining to
the geometrically exact shell formulation can be written in the form
GðU; dUÞ ¼ GdynðU; dUÞ þ GintðU; dUÞ  GextðdUÞ ¼ 0; ð5Þ
where Gext can be interpreted as virtual work of the external loading
and Gdyn is the contribution of the inertia terms deﬁned byGdynðU; dUÞ ¼
Z
S0
½A.0du  €uþ I.0dd  €ddS: ð6Þ
Here, A.0 is the (time-independent) nominal surface density and I.0
is the (time-independent) nominal rotational inertia of the shell.
Furthermore, Gint is the virtual work of the internal forces given
by the following expression:
GintðU; dUÞ ¼
Z
S0
@cW
@u;a
 du;a þ
@cW
@d;a
 dd;a þ @
cW
@d
 dd
" #
dS: ð7Þ
The stored energy function W ¼ cW ðu;a;d;a;dÞ accounts for hyper-
elastic material behavior and assumes the speciﬁc form
W ¼ fW ðaab;jab; caÞ ð8Þ
with the set of kinematic quantities
aab ¼ u;a  u;b; jab ¼ u;a  d;b þ d;a  u;b; ca ¼ u;a  d: ð9Þ
Note that (8) implies that the constitutive equations are invariant
under rigid motions which conforms with the fundamental princi-
ple of frame-indifference. Let U] ¼ ðu];d]Þ 2 Q deﬁne a motion that
differs from U ¼ ðu;dÞ 2 Q by a rigid motion. Then there is a vector
cðtÞ 2 R3 and a rotation tensor QðtÞ 2 SOð3Þ such that
u]ðs; tÞ ¼ cðtÞ þ QðtÞuðs; tÞ;
d]ðs; tÞ ¼ QðtÞdðs; tÞ:
ð10Þ
It can be easily veriﬁed that the kinematic quantities in (9) are
invariant under rigid motions. For example,
a]ab ¼ u];a  u];b ¼ u;a  Q TQu;b ¼ u;a  u;b ¼ aab: ð11Þ
Similarly, j]ab ¼ jab and c]a ¼ ca, so that fW ða]ab;j]ab; c]aÞ ¼fW ðaab;jab; caÞ. Alternatively, rotational invariance of the stored en-
ergy function implies thatcW ðQu;a;Qd;a;QdÞ ¼ cW ðu;a;d;a;dÞ: ð12Þ
Let Q e ¼ expS0ð3ÞðebnÞ 2 SOð3Þ for any e 2 R and skew-symmetric
tensor bn 2 soð3Þ. In this connection, expS0ð3Þ denotes the exponential
map on the rotation group, see Section 5.1 for further details. Rota-
tional invariance of the stored energy function yields
0 ¼ d
de

e¼0
cW ðQ eu;a;Q ed;a;Q edÞ
¼ @
cW
@u;a
 bnu;a þ @cW@d;a  bnd;a þ @cW@d  bnd
¼ n  @
cW
@u;a
 u;a þ
@cW
@d;a
 d;a þ @
cW
@d
 d
" #
ð13Þ
for any n 2 R3.
2.1. Conservation properties
We next outline important conservation laws which shall be
preserved under discretization. Our exposition serves the addi-
tional purpose of introducing further shell-speciﬁc quantities re-
quired in the sequel.
2.1.1. Total linear momentum
The total linear momentum of the shell is deﬁned by
L ¼
Z
S0
A.0 _udS: ð14Þ
In the case of vanishing external loading (i.e. Gext ¼ 0) and pure
Neumann boundary conditions the total linear momentum is a con-
served quantity. To see this, choose speciﬁc test functions of the
form dU ¼ ðdu; ddÞ ¼ ðn;0Þ, where n 2 R3 is constant and arbitrary.
Fig. 1. The free shell described in terms of ðu;dÞ 2 R3  S2.
Fig. 2. The free semi-discrete shell with nodal coordinates ðuA ;dAÞ 2 R3  S2.
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(6), GdynðU; ðn;0ÞÞ ¼ n 
R
S0
A.0 €udS. Accordingly, the weak form (5)
yields
GðU; ðn;0ÞÞ ¼ n  _L ¼ 0: ð15Þ
Consequently, L is an integral of the motion.
2.1.2. Total angular momentum
The total angular momentum of the shell is deﬁned by
J ¼
Z
S0
½A.0u _uþ I.0d _ddS: ð16Þ
Consider the case of pure Neumann boundary conditions along with
test functions of the form dU ¼ ðdu; ddÞ ¼ ðn u; n dÞ, where
n 2 R3 is constant. Under the assumption that GextðU; ðn u;
n dÞÞ ¼ 0, the momentum map Jn ¼ J  n is a constant of the mo-
tion. This property is a consequence of the rotational invariance of
the stored energy function. Accordingly, with regard to (7),
GintðU; ðn u; n dÞÞ
¼
Z
S0
@cW
@u;a
 ðn u;aÞ þ
@cW
@d;a
 ðn d;aÞ þ @
cW
@d
 ðn dÞ
" #
dS
¼ n 
Z
S0
@cW
@u;a
 u;a þ
@cW
@d;a
 d;a þ @
cW
@d
 d
" #
dS ¼ 0; ð17Þ
where use has been made of (13). In addition to that, (6) yields
GdynðU; ðn u; n dÞÞ ¼ n 
Z
S0
½A.0u €uþ I.0d €ddS
¼ n  d
dt
Z
S0
½A.0u _uþ I.0d _ddS: ð18Þ
To summarize, the weak form (5) yields
GðU; ðn u; n dÞÞ ¼ n  _J ¼ d
dt
Jn ¼ 0 ð19Þ
so that Jn is conserved.
2.1.3. Total energy
If the external loads can be derived from a potential energy
functional VextðUÞ, which does not depend explicitly on time, the
mechanical system under consideration can be identiﬁed as auton-
omous Hamiltonian system. Conservation of the Hamiltonian (or
the total energy) can be easily veriﬁed by inserting dU ¼
ðdu; ddÞ ¼ ð _u; _dÞ into the weak form (5). Accordingly, (7) gives
GintðU; ð _u; _dÞÞ ¼ ddt
Z
S0
cW ðu;a;d;a;dÞdS: ð20Þ
Introducing the total potential
VðUÞ ¼ V intðUÞ þ VextðUÞ ð21Þ
with
V intðUÞ ¼
Z
S0
cW ðu;a;d;a;dÞdS; ð22Þ
we may write
GintðU; ð _u; _dÞÞ  Gextðð _u; _dÞÞ ¼ ddt V int þ Vext½  ¼
dV
dt
: ð23Þ
Moreover, introducing the kinetic energy
T ¼ 1
2
Z
S0
½A.0k _uk2 þ I.0k _dk2dS ð24Þ
expression (6) for the contribution to the weak form of the inertial
terms yields
GdynðU; ð _u; _dÞÞ ¼
Z
S0
½A.0 _u  €uþ I.0 _d  €ddS ¼
dT
dt
: ð25ÞTo summarize, the weak form (5) yields
GðU; ð _u; _dÞÞ ¼ d
dt
½T þ V  ¼ 0: ð26Þ
Thus the total energy T þ V is an integral of the motion.
3. Semi-discrete shell formulation
We next deal with the Galerkin ﬁnite element approximation of
the weak form (5). For the discretization in space of a conﬁguration
U ¼ ðu;dÞ 2 Q we make use of standard isoparametric interpola-
tions of the form Fig. 1
UhðsÞ ¼
Xnnode
A¼1
NAðsÞqA: ð27Þ
Here NAðsÞ, A ¼ 1; . . . ;nnode, are Lagrangian shape functions with
associated nodal values (see Fig. 2)
qA ¼ ðuA;dAÞ 2 R3  S2: ð28Þ
Note that the present ﬁnite element approximation relies on the no-
dal interpolation of the director ﬁeld d 2 S2. It is worth mentioning
that the director interpolation is a characteristic feature of degener-
ate shell elements (cf. Büchter and Ramm [17]). Moreover, it has
been shown in Simo et al. [38], that the director interpolation is a
prerequisite for maintaining conservation of angular momentum
in the semi-discrete shell formulation.
Interpolation (27) entails that both the essential boundary con-
ditions as well as the unit-length condition on the director ﬁeld are
conﬁned to the nodal points. Accordingly, in the semi-discrete shell
formulation, both conditions can be written as algebraic con-
straints on the nodal values. Typically, the constraints due to the
essential boundary conditions can be cast in the form
Gextq ¼ b; ð29Þ
where b contains prescribed values associated with the Dirichlet
boundary conditions and q 2 R6nnode is the nodal conﬁguration vec-
tor of the semi-discrete shell given by
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q1
q2
..
.
qnnode
266664
377775: ð30Þ
In addition to the ‘external’ constraints associated with the Dirichlet
boundary conditions there are nnode ‘internal’ constraints related to
the inextensibility condition on the nodal directors. Accordingly,
the nodal conﬁguration space is given by
Qnode ¼ q 2 R6nnode jGextq¼ b; 12 ðkdAk
2  1Þ ¼ 0; A¼ 1;2; . . . ;nnode
 
:
ð31Þ
The ﬁnite element approximation of the conﬁguration space can
now be written as
Qh ¼ Uh ¼ ðuh;dhÞjUh ¼
Xnnode
A¼1
NAqA; q 2 Qnode
( )
: ð32Þ
Similarly, the ﬁnite element approximation of the test functions
yields
Vh ¼ dUh ¼ ðduh; ddhÞjdUh ¼
Xnnode
A¼1
NAdqA; dq 2 TqQnode
( )
ð33Þ
with the nodal tangent space at q 2 Qnode given by
TqQnode ¼ dq 2 R6nnode jGextdq ¼ 0; dA  ddA ¼ 0; A ¼ 1;2; . . . ;nnode
 
:
ð34Þ
The nonlinear constraints on the nodal directors are commonly ac-
counted for by introducing two rotational parameters for S2, leading
to a total of ﬁve degrees of freedom per node, see, for example, Bely-
tschko et al. [4, Chapter 9]. In the present work, we refrain from
introducing rotational parameters at this stage and rather keep
the redundant coordinates subject to algebraic constraints. This
viewpoint will turn out to be beneﬁcial to (i) the incorporation of
shells into multibody systems, and (ii) the design of conserving time
stepping schemes.
Incorporating the ﬁnite element approximations into the weak
form (5) leads to the following semi-discrete shell problem: ﬁnd
Uh 2 Qh such that for all dUh 2 Vh:
GðUh; dUhÞ ¼ 0: ð35Þ
We next provide alternative, more explicit, representations of the ﬁ-
nite-dimensional shell problem at hand. With regard to (5), the last
equation can be rewritten in the formXnnode
A;B¼1
dqA MAB€qB þ GintðUh; dUhÞ  GextðdUhÞ ¼ 0; ð36Þ
whereMAB are 6 6 nodal sub-matrices of the consistent mass ma-
trix given by
MAB ¼ M
AB
u I 0
0 MABd I
" #
with
MABu ¼
R
S0
A.N
ANB dS;
MABd ¼
R
S0
I.N
ANB dS:
ð37Þ
Inserting the ﬁnite element interpolations (27) into expression (21)
for the potential energy yields the discrete function VhðqÞ ¼ VðUhÞ,
or
VhðqÞ ¼ VhintðqÞ þ VhextðqÞ: ð38Þ
Moreover, similar to (23), we get
GintðUh; dUhÞ  GextðdUhÞ ¼ rVhintðqÞ þ rVhextðqÞ
h i
 dq
¼
Xnnode
A¼1
FAintðqÞ  FAextðtÞ
h i
 dqA; ð39Þwhere the internal and external nodal forces, FAint and F
A
ext, respec-
tively, have been introduced. Concerning the internal nodal forces
a straightforward calculation yields
FAint ¼
R
S0
2 @eW
@aab
uh;a þ 2 @eW@jab dh;a þ @eW@cb dh
 
NA;bdSR
S0
2 @eW
@jab
NA;b þ @eW@ca NA
 
uh;adS
26664
37775; ð40Þ
where use has been made of (22), (27), (8) and (9). It is important to
remark that the present displacement-based ﬁnite element descrip-
tion is prone to locking in the thin-shell limit. To remedy transverse
shear locking of the 4-node element we apply the transverse shear
modiﬁcation proposed by Dvorkin and Bathe [18]. However, for
simplicity of exposition, we keep the present displacement-based
description. Substituting (39) into (36) yieldsXnnode
A;B¼1
dqA MAB€qB þ
Xnnode
A¼1
dqA  FAint  FAext
h i
¼ 0: ð41Þ
Note that the dqA’s in (41) are not independent but subject to the
constraints in (34), i.e. dq 2 TqQnode. Due to the unit-length condi-
tion on the nodal directors, there are at most ﬁve degrees of free-
dom per node. Let m be the total number of independent
algebraic constraints so that the system under consideration has
~n ¼ 6nnode m degrees of freedom. Then dq 2 TqQnode can be written
in the form
dq ¼ Pdm ð42Þ
with independent variations dm 2 R~n and the 6nnode  ~n matrix P.
Inserting (42) into (41) yields
PT M€qþ F int  Fext½  ¼ 0; ð43Þ
where the nodal vectors in (41) have been arranged in correspond-
ing system vectors similar to (30). The semi-discrete equations of
motion (43) can be regarded as ODEs on a manifold which deter-
mine q 2 Qnode. This viewpoint is supported by the fact that the
number of ODEs speciﬁed by (43) is equal to the dimension of the
nodal conﬁguration space (31), dimðQnodeÞ ¼ ~n.
Alternatively, the semi-discrete equations of motion can be
written in the form of differential-algebraic equations (DAEs). To
this end we introduce the m 6nnode constraint matrix
G ¼ Gint
Gext
 
; ð44Þ
where Gext is related to the external constraints and has already
been introduced in (29). In addition to that, Gint ¼ DUintðqÞ corre-
sponds to the internal constraints given by
UintðqÞ ¼ 0 with UintA ¼
1
2
ðdA  dA  1Þ ð45Þ
for A ¼ 1;2; . . . ;nnode. Note that the internal constraints are a conse-
quence of the unit-length condition on the director ﬁeld which is an
intrinsic kinematic feature of the underlying shell theory. We fur-
ther remark that, by design, the columns of matrix P span the null
space of the constraint Jacobian G, i.e. GP ¼ 0. Therefore, we shall
refer to P occasionally as the null space matrix.
Now the semi-discrete shell problem can be cast in the follow-
ing alternative DAE form: ﬁnd q 2 R6nnode such that
M€qþ F int  Fext þ GTk ¼ 0;
Gextq b ¼ 0;
Uint ¼ 0:
ð46Þ
The multipliers k 2 Rm specify the forces of constraint necessary to
enforce the m ideal holonomic constraints in (46)2,3. A more com-
pact form of the DAEs (46) can be obtained by introducing the vec-
tor of constraint functions
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Uext
 
with Uext ¼ Gextq b ð47Þ
along with the augmented potential function
VkðqÞ ¼ VhintðqÞ þ VhextðqÞ þ
Xm
l¼1
klUlðqÞ: ð48Þ
Now the DAEs (46) can be written in the alternative form
_q v ¼ 0;
M _v þrVkðqÞ ¼ 0;
UðqÞ ¼ 0:
ð49Þ
Note that, with regard to (38), (44) and (47), the gradient of the aug-
mented potential function may also be written in the form
rVkðqÞ ¼ rVhðqÞ þ GTk: ð50Þ
In the present work, the DAEs (49) provide the starting point for the
time discretization dealt with in Section 4. We shall show subse-
quently that the present DAEs not only govern the motion of
semi-discrete shells but also that of ﬂexible multibody systems in
general.
Remark 3.1. In the wake of recasting the present DAEs in the form
(49), the vector of nodal velocities v 2 TqQnode has been intro-
duced. The constraints on the velocities are often referred to as
hidden constraints since they do not appear explicitly in the DAEs.
Differentiating (49)3 with respect to time yields the constraints on
the velocity level given by Gv ¼ 0.3.1. Conservation properties of the semi-discrete system
We next verify that the semi-discrete shell formulation inherits
the conservation properties from the underlying continuous shell
model (cf. Section 2.1).
3.1.1. Total linear momentum
If Fext ¼ 0 and if no external constraints Uext act on the system
then the total linear momentum is conserved. To verify this, one
may insert dqA ¼ ðduA; ddAÞ ¼ ðn;0Þ, with arbitrary and constant
n 2 R3, into (41). Accordingly,
n 
Xnnode
A;B¼1
MABu €uB þ
Xnnode
A¼1
FAint;u
" #
¼ 0: ð51Þ
In this connection, FAint;u denotes the ﬁrst three rows of the vector of
nodal internal forces (40). Since
P
NA;b ¼ 0, due to the completeness
condition on the shape functions, i.e.
P
NA ¼ 1, P FAint;u ¼ 0. Thus
(51) gives
n 
Xnnode
A;B¼1
MABu €uB ¼ n 
Xnnode
A¼1
MAu€uA ¼ n 
d
dt
Lh ¼ 0; ð52Þ
where the discrete counterpart of the total linear momentum (14) is
given by
Lh ¼
Xnnode
A¼1
MAu _uA with M
A
u ¼
Xnnode
B¼1
MABu ¼
Z
S0
A.N
A dS: ð53Þ
In view of (52), Lh is conserved.
3.1.2. Total angular momentum
The discrete counterpart of the total angular momentum (16)
can be written as
Jh ¼
Xnnode
A¼1
uA  pAu þ dA  pAd
h i
ð54Þwith
pA ¼ p
A
u
pAd
" #
¼
Xnnode
B¼1
MABvB: ð55Þ
Differentiating (54) with respect to time yields
d
dt
Jh ¼
Xnnode
A¼1
uA  _pAu þ dA  _pAd
h i
: ð56Þ
On the other hand, the semi-discrete equations of motion (49)2 can
also be written as
_pAu
_pAd
" #
¼  ruAVkrdAVk
 
ð57Þ
for A ¼ 1;2; . . . ; nnode. Thus (56) can be recast in the form
d
dt
Jh ¼ 
Xnnode
A¼1
uA ruAVk þ dA rdAVk
	 

: ð58Þ
Suppose that the underlying continuous system has a rotational
symmetry. It can be easily veriﬁed that the corresponding semi-dis-
crete system inherits the symmetry properties from the continuous
one. In particular, the isoparametric interpolation (27) warrants
that the discrete strains inherit the frame-indifference of the under-
lying continuous strains. To see this, consider rigid motions of the
semi-discrete shell deﬁned by
ðuAÞ] ¼ c þ QuA and ðdAÞ] ¼ QdA ð59Þ
for c 2 R3, Q 2 SOð3Þ and A ¼ 1;2; . . . ;nnode. Due to the isoparamet-
ric interpolation (27), the properties
ðuhÞ] ¼ c þ Quh;
ðdhÞ] ¼ Qdh;
ð60Þ
hold in analogy to the continuous case, see Eq. (10). Accordingly, the
invariance of the discrete strains can be shown along the lines of the
continuous case treated above. Consequently, the potential function
Vhint inherits the rotational invariance from the stored energy func-
tion. That is, VhintðQ  qÞ ¼ VhintðqÞ, where Q  q ¼ ðQu1;Qd1; . . . ;
Qunnode ;Qdnnode Þ. Similarly, with regard to (45), the internal con-
straints on the nodal directors are rotationally invariant, i.e.
UintA ðQdAÞ ¼ UintA ðdAÞ.
Assume that the potential function Vhext accounting for the
external loads is invariant under rotations about the axis n 2 R3,
i.e. VhextðQ e  qÞ ¼ VhextðqÞ, where Q e ¼ expS0ð3ÞðebnÞ 2 SOð3Þ. For
example, in the case of gravity loading, n is parallel to the vector
of gravitational acceleration. Then the augmented potential func-
tion (48) shares the same property, i.e. VkðQ e  qÞ ¼VkðqÞ.
Consequently,
0 ¼ d
de

e¼0
VkðQ e  qÞ
¼
Xnnode
A¼1
ruAVk  ðn uAÞ þ rdAVk  ðn dAÞ
	 

¼ n 
Xnnode
A¼1
uA ruAVk þ dA rdAVk
	 

; ð61Þ
and (58) yields
n  d
dt
Jh ¼ 0: ð62Þ
Accordingly, the semi-discrete angular momentum map Jhn ¼ Jh  n is
a constant of the motion.
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With regard to (42), admissible nodal velocities v 2 TqQnode can
be written in the form
v ¼ Pl ð63Þ
with independent velocities l 2 R~n. Pre-multiplying (43) by l yields
v  M _v þ F int  Fext½  ¼ 0;
d
dt
1
2
v M _v
 
þ rV intðqÞ þ rVextðqÞ½   _q ¼ 0;
d
dt
ThðvÞ þ d
dt
VhðqÞ ¼ 0:
ð64Þ
In this connection, (38) and (39) have been taken into account.
Moreover, the discrete counterpart of the kinetic energy (24) is gi-
ven by
ThðvÞ ¼ 1
2
Xnnode
A;B¼1
vA MABvB ¼ 12v Mv: ð65Þ
Accordingly, (64) corroborates that the total energy Th þ Vh of the
semi-discrete system is a conserved quantity.
4. Discretization in time
We next deal with the time discretization of the DAEs (49) gov-
erning the motion of the semi-discrete shell model. In particular,
we aim at time-stepping schemes which inherit important conser-
vation properties from the underlying ﬁnite-dimensional system.
4.1. Basic energy–momentum scheme
We make use of a direct discretization of the DAEs (49). In es-
sence, we apply the conserving integration scheme proposed by
Gonzalez [22], see also Betsch and Hesch [6, Section 3]. Consider
a representative time interval ½tn; tnþ1 with time step
Dt ¼ tnþ1  tn, and given state-space coordinates qn 2 Qnode and
vn 2 R6nnode at tn. The resulting algebraic problem to be solved is gi-
ven as follows: ﬁnd ðqnþ1;vnþ1Þ 2 R6nnode  R6nnode and knþ1 2 Rm as
the solution of the algebraic system of equations
qnþ1  qn ¼
Dt
2
ðvn þ vnþ1Þ;
Mðvnþ1  vnÞ ¼ Dt rVknþ1 ðqn;qnþ1Þ;
0 ¼ Uðqnþ1Þ:
ð66Þ
Note that, due to (66)3, qnþ1 2 Qnode. In the sequel, the algorithm
(66) will be called the basic energy–momentum (BEM) scheme.
The advantageous algorithmic conservation properties of the BEM
scheme are linked to the notion of a discrete gradient (or derivative)
of a function f : Rk # R, introduced by Gonzalez [21]. In the present
work rf ðqn;qnþ1Þ denotes the discrete gradient of f. The following
properties of the discrete gradient play a fundamental role in the
present work:
 If f is at most quadratic then the discrete gradient coincides with
the standard gradient evaluated in the mid-point conﬁguration
speciﬁed by qnþ12 ¼ ðqn þ qnþ1Þ=2. That is, in this case
rf ðqn;qnþ1Þ ¼ rf qnþ12
 
.
 Satisfaction of the directionality property:
rf ðqn;qnþ1Þ  ½qnþ1  qn ¼ f ðqnþ1Þ  f ðqnÞ: ð67Þ Major symmetry properties are inherited from the underlying
time continuous system. In particular, it will be shown in Sec-
tion 4.3.2 that a time discrete version of (61) is satisﬁed.With regard to the augmented potential function (48), applica-
tion of the discrete gradient in (66)2 yields
rVknþ1 ðqn;qnþ1Þ ¼ rVhintðqn; qnþ1Þ þ rVhext qnþ12
 
þ
Xm
l¼1
ðklÞnþ1rUl qnþ12
 
¼ Fintðqn; qnþ1Þ  Fext tnþ12
 
þ G qnþ12
 T
knþ1: ð68Þ
The nodal contributions to the discrete version of the internal force
vector Fintðqn;qnþ1Þ follow from the following deﬁnition of the dis-
crete counterpart of the internal nodal forces (40):
FAintðqn; qnþ1Þ
¼
R
S0
uh;a
 
nþ12
nab þ dh;a
 
nþ12
mab þ dh
 
nþ12
qb
 
NA;bdSR
S0
mabNA;b þ qaNA
	 

uh;a
 
nþ12
dS
2664
3775: ð69Þ
In this connection, nab, mab, and qb are algorithmic stress resultants.
For general stored energy functions, the algorithmic stress resul-
tants can be calculated as described in Appendix A. For the custom-
ary St. Venant–Kirchhoff-type constitutive model, the algorithmic
stress resultants assume a particularly simple form as will be out-
lined next.
Remark 4.1. Although the BEM scheme ensures that qnþ1 2 Qnode,
in general vnþ1 R Tqnþ1Qnode. The nodal constraints on the velocity
level can be enforced at the end of the time step by adjusting the
GGL-type [19] technique to the present conserving framework, see
[8] for further details. However, numerical tests revealed no
signiﬁcant improvement of the numerical performance which
would justify the additional computational effort.4.1.1. Isotropic constitutive equations
A common constitutive model for isotropic hyperelastic mate-
rial response is governed by the decoupled stored energy function
W ¼ W eab;qab; da
 
¼ 1
2
Habcdm eabecd þ
1
2
Habcdb qabqcd þ
1
2
Qabdadb; ð70Þ
where eab ¼ 12 aab  a0ab
h i
are the membrane strains, qab ¼
1
2 jab  j0ab
h i
are the bending strains, and da ¼ ca  c0a are the trans-
verse shear strains. Here and in the sequel, index 0 refers to quan-
tities in the stress-free initial conﬁguration at time t0. In (70),
Habcdm ¼
Eh
1 m2 H
abcd;
Habcdb ¼
Eh3
12ð1 m2ÞH
abcd
ð71Þ
and Qab ¼ 5Eh6ð2þ2mÞ aab0 . In this connection, ½aab0  ¼ ½a0ab1, with metric
coefﬁcients a0ab ¼ uh0;a  uh0;b, associated with the reference surface
of the shell at time t0. Moreover, E is Young’s modulus, m is Poisson’s
ratio, and h denotes the thickness of the shell. Inserting expression
(70) into the formulas for the calculation of the algorithmic stress
resultants (see Eq. (A.1) in Appendix A) yields
nab ¼ Habcdn
1
2
ðecdÞn þ ðecdÞnþ1
	 

;
mab ¼ Habcdb
1
2
ðqcdÞn þ ðqcdÞnþ1
h i
;
qb ¼ Qba 1
2
ðdaÞn þ ðdaÞnþ1
	 

:
ð72Þ
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To reduce the computational costs and improve the condition-
ing of the algebraic system to be solved we perform a size-reduc-
tion of the BEM scheme. The size-reduction procedure rest on (i)
the introduction of a matrix Pðqn;qnþ1Þ, the columns of which span
the null space of the discrete constraint Jacobian in (68), so that the
relationship
G qnþ12
 
P qn;qnþ1
  ¼ 0 ð73Þ
is satisﬁed, and (ii) a parametrization of the nodal conﬁguration
space Qnode in the neighborhood of qn 2 Qnode. Let the corresponding
map Fqn : U# Qnode be given in terms of local coordinates
u 2 U  R~n. Then the redundant coordinates qnþ1 2 R6nnode can be ex-
pressed in terms of new incremental unknowns u 2 U through
qnþ1 ¼ FqnðuÞ: ð74Þ
Now the reduced energy–momentum (REM) scheme can be directly
deduced from the BEM scheme leading to the following algebraic
problem: Given qn 2 Qnode and vn 2 R6nnode , ﬁnd u 2 U and
vnþ1 2 R6nnode as the solution of
qnþ1  qn ¼
Dt
2
vn þ vnþ1ð Þ;
P qn;qnþ1
 TM vnþ1  vnð Þ ¼ Dt Fext tnþ12  Fint qn; qnþ1 h i; ð75Þ
where qnþ1 2 Qnode is represented by (74). It can be easily veriﬁed
that the REM scheme is equivalent to the BEM scheme, see [5, Sec-
tion 3.4] for details.
4.3. Algorithmic conservation properties
This section contains a veriﬁcation of the algorithmic conserva-
tion properties of the advocated energy–momentum scheme.
4.3.1. Total linear momentum
Algorithmic conservation of linear momentum can be veriﬁed
along the lines of the semi-discrete case dealt with in Section
3.1.1. In view of (53),
n  Lhnþ1  Lhn
h i
¼ n 
Xnnode
A¼1
MAu v
u
Anþ1  vuAn
	 

¼ n 
Xnnode
A;B¼1
MABu v
u
Anþ1  vuAn
	 

¼ n 
Xnnode
A¼1
pAunþ1  pAun
h i
¼ Dtn 
Xnnode
A¼1
ruAVknþ1 : ð76Þ
Provided that n P ruAVhext ¼ 0 together with n  ruAUext ¼ 0, and
since, as in the semi-discrete case,
P ruAVhint ¼ 0, the right-hand
side of (76) vanishes, which conﬁrms algorithmic conservation of
linear momentum.
4.3.2. Total angular momentum
Starting with expression (54) for the total angular momentum
pertaining to the semi-discrete shell, a straightforward calculation
yields
Jhnþ1  Jhn ¼
Xnnode
A¼1
uAnþ1  pAunþ1  uAn  pAun þ dAnþ1  pAdnþ1  dAn  pAdn
h i
¼
Xnnode
A¼1
uAnþ12  p
A
unþ1  pAun
h i
þ uAnþ1  uAn
	 
 pAunþ12 þ dAnþ12n
 pAdnþ1  pAdn
	 
þ dAnþ1  dAn½   pAdnþ12o: ð77ÞSimilar to (57), the discrete equations of motion (66)2 can be writ-
ten in the alternative form
pAunþ1  pAun
pAdnþ1  pAdn
" #
¼ Dt
ruAVknþ1
rdAVknþ1
" #
ð78Þ
for A ¼ 1;2; . . . ;nnode. In addition to that, (66)1 can also be written as
uAnþ1  uAn
dAnþ1  dAn
 
¼ Dt
vu
Anþ12
vd
Anþ12
24 35 ð79Þ
for A ¼ 1;2; . . . ; nnode. Inserting from (78) and (79) into (77) yields
Jhnþ1  Jhn ¼ Dt
Xnnode
A¼1
uAnþ12  ruAVknþ1 þ dAnþ12  rdAVknþ1
n o
þ Dt
Xnnode
A;B¼1
MABu v
u
Anþ12
 vu
Bnþ12
þMABd vdAnþ12  v
d
Anþ12
n o
; ð80Þ
where use has been made of (55) and (37). In the above equation
the second sum vanishes due to the symmetry of the inertial quan-
tities MABu , M
AB
d and the skew-symmetry of the cross product.
Accordingly, the discrete counterpart of (58) can be written as
Jhnþ1  Jhn ¼ Dt
Xnnode
A¼1
uAnþ12  ruAVknþ1 þ dAnþ12  rdAVknþ1
n o
: ð81Þ
On the other hand, it can be easily veriﬁed by a straightforward cal-
culation starting with (68) that, under the same symmetry assump-
tions which led to the result (61), the following equation holds in
the fully discrete case:
n 
Xnnode
A¼1
uAnþ12  ruAVknþ1 þ dAnþ12  rdAVknþ1
n o
¼ 0: ð82Þ
Accordingly,
n  Jhnþ1  Jhn
h i
¼ 0; ð83Þ
which conﬁrms algorithm conservation of angular momentum.
4.3.3. Total energy
For autonomous systems, algorithmic conservation of energy
can be easily veriﬁed by scalar multiplying (66)2 by vnþ12 and taking
into account (66)1:
vnþ12 M vnþ1  vnð Þ ¼  rVknþ1 qn; qnþ1
   qnþ1  qn	 
;
Th vnþ1ð Þ  Th vnð Þ ¼  Vknþ1 qnþ1
 Vknþ1 qnð Þ	 
;
Th vnþ1ð Þ þ Vh qnþ1
  Th vnð Þ þ Vh qnð Þh i
¼ 
Xm
l¼1
klnþ1 Ul qnþ1
 Ul qnð Þ	 
;
ð84Þ
where use has been made of (65), (48), and (38) and the direction-
ality property (67) of the discrete gradient. Since the algebraic con-
straints are satisﬁed at tn and tnþ1, the right-hand side of the above
equation vanishes. Accordingly, the scheme conserves total energy.
5. Model problem
In the DAEs (49) governing the motion of the semi-discrete shell
the unit-length constraint on the nodal directors is enforced by
means of nodal constraint forces. As has been outlined in Section
4.2, the algorithmic forces of constraint can be eliminated from
the BEM scheme leading to the REM scheme. This section contains
a detailed treatment of this approach.
Since the constraints are conﬁned to the nodes we introduce
a simple model problem which captures the essential features and
facilitates a concise exposition. In addition to that, the model
Fig. 3. Illustration of the degeneration process: 4-node shell element based on a 8-
node continuum element.
Fig. 4. The dumbbell in terms of Cartesian coordinates (left) and shell-type
coordinates (right).
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common method of introducing rotational parameters prior to the
time discretization. In the context of the model problem we further
provideadetaileddescriptionof the implementationof the resulting
algorithms which can be easily generalized to the shell problem.
The model problem is motivated by the degenerated continuum
approach which relies on imposing the constraints of the shell the-
ory on a continuum element. In the wake of this process the two
nodes along a ﬁber of a continuum element are replaced by one
node with associated director, see Fig. 3. Correspondingly, the mod-
el problem consists of a dumbbell whose conﬁguration is originally
described in terms of Cartesian coordinates which specify the posi-
tion vectors x1; x2 2 R3 of the two mass points m1 and m2 (Fig. 4).
The distance h between the two masses is assumed to be con-
stant which corresponds to the inextensibility condition in the
shell theory. The kinetic energy T , potential V and internal con-
straint function Uint are given by
T ¼ 1
2
m1k _x1k2 þm2k _x2k2;
V ¼Vðx1; x2Þ;
Uint ¼ 12 kx2  x1k
2
=h2  1
 
:
ð85Þ
The total linear momentum L and angular momentum J with re-
spect to the origin assume the form
L ¼ m1 _x1 þm2 _x2;
J ¼ m1x1  _x1 þm2x2  _x2:
ð86Þ
The introduction of shell-type coordinates rests on the center of
mass u 2 R3 and director d 2 R3, deﬁned by the relationships
u ¼ m1x1 þm2x2
m1 þm2 and d ¼
x2  x1
h
: ð87Þ
The quantities in (85) now assume the modiﬁed form
T ¼ 1
2
A.k _uk2 þ 12 I.k
_dk2;
V ¼ Vðu;dÞ;
Uint ¼ 12 kdk
2  1
  ð88Þwith inertial quantities
A. ¼ m1 þm2 and I. ¼ m1m2m1 þm2 h
2
: ð89Þ
The linear and angular momenta are now given by
L ¼ A. _u;
J ¼ A.u _uþ Ju;
ð90Þ
where Ju is the spin angular momentum
Ju ¼ I.d _d: ð91Þ
The equations of motion pertaining to the dumbbell can now be
easily derived from Lagrange’s equations leading to
A.€uþruV ¼ 0;
I.€dþ k1dþrdV ¼ 0;
1
2
kdk2  1
 
¼ 0:
ð92Þ
Note that the above system of equations ﬁts perfectly into the
framework for DAEs speciﬁed by (49). In what follows we shall fo-
cus on the rotational motion of the dumbbell which is governed by
(92)2,3. The algebraic constraint (92)3 conﬁnes possible director
conﬁgurations to the nonlinear manifold S2  R3. The DAEs (92)2,3
can thus be viewed as ODEs on the manifold S2.
5.1. Connection between S2 and SO(3)
As outlined above, the unit-length constraint (92)3 restricts the
rotational motion of the dumbbell to a two-dimensional conﬁgura-
tion space, i.e. dðtÞ 2 S2. The consistency condition dUint=dt ¼ 0
yields an additional constraint on the velocity level. That is, possi-
ble director velocities have to lie in the tangent space TdS
2. Conse-
quently, admissible director velocities m 2 TdS2 can be written in
the form
m ¼ V1d1 þ V2d2; ð93Þ
where d1;d2 2 R3 span the orthogonal complement of the line along
d. We choose d1 and d2 such that fd1;d2;dg form a right-handed
orthonormal frame. Note that the representation (93) contains
two independent ‘generalized speeds’ V1;V2 2 R, which conforms
with the fact that dim(TdS
2)=2. Possible conﬁgurations of the ro-
tated director may be characterized by parameter curves of the
form
d ¼ expdðemÞ ¼ expSOð3ÞðebxÞd ð94Þ
for m 2 TdS2. Here, expd : TdS2 # S2 denotes the exponential map on
the unit sphere given by
expdðemÞ ¼ cosðekmkÞdþ
sinðekmkÞ
kmk m: ð95Þ
Furthermore, in (94), expS0ð3Þ : soð3Þ# SOð3Þ is the exponential map
on the rotation group SOð3Þ, given by the Rodrigues formula (see,
e.g., Marsden and Ratiu [32])
expS0ð3ÞðebxÞ ¼ I þ sinðekxkÞkxk bx þ 12 sinðekxk=2Þkx=2k
 2bh2: ð96Þ
In this connection bx 2 soð3Þ is a skew-symmetric matrix with asso-
ciated axial vector x 2 R3. That is, bxa ¼ x a for any a 2 R3. Due to
the properties of the exponential map, (94) implies
dje¼0 ¼ d ð97Þ
and
d
de

e¼0
d ¼ m ¼ bxd: ð98Þ
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m ¼ x d: ð99Þ
Taking the cross product with d from the left yields
d m ¼ d ðx dÞ ¼ kdk2x ðd  xÞd: ð100Þ
Under the assumption of vanishing drill rotations, i.e.
d  x ¼ 0: ð101Þ
Eq. (100) determines the angular velocity vector x associated with
m 2 TdS2:
x ¼ d m: ð102Þ
Inserting from (93) into the last equation yields
x ¼ X1d1 þX2d2 ð103Þ
with
X1 ¼ V2;
X2 ¼ V1:
ð104Þ
To summarize, the rotational motion on S2 can be described as drill-
free rotation on SOð3Þ in terms of two independent rotational de-
grees of freedom. In particular, the director motion is accompanied
by the rotation of the triad fd1;d2;d3 	 dg, with corresponding
parameter curves
di ¼ expSOð3ÞðebxÞdi ð105Þ
for i ¼ 1;2;3.
5.2. Size-reduction of the rotational equations of motion
We next perform a size-reduction of the original DAEs (92)2,3
governing the rotational motion of the dumbbell. In particular,
the size-reduction rests on the introduction of a matrix K, whose
columns span the null space of the constraint Jacobian
DUintðdÞ ¼ dT . According to (99) and (93), admissible director
velocities _d 2 TdS2 may be written in the form
_d ¼ x d ¼ KV ; ð106Þ
where
K ¼ d1 d2½  and V ¼
V1
V2
 
: ð107Þ
Accordingly, the 3 2 matrix K plays the role of a null space matrix
introduced in (42). Differentiating (106) with respect to time yields
€d ¼ _x d kxk2d; ð108Þ
where use has been made of condition (101). To perform the size-
reduction we insert (108) into (92)2 and premultiply the resulting
equation by KT . Accordingly, we get
d1 d2½ TðI. _x dþrdVÞ ¼ 0 ð109Þ
with ½d1;d2;d 2 SOð3Þ. The two equations in (109) constitute non-
linear ODEs on S2. These ODEs determine the (drill-free about d)
motion of the triad fd1;d2;dg. Note that expression (91) for the spin
angular momentum can be rewritten as
Ju ¼ I.x; ð110Þ
where (102) has been taken into account. Furthermore, since
k _dk2 ¼ kx dk2 ¼ x  ½d ðx dÞ ¼ kxk2, the kinetic energy (88)1
can be recast in the form
T ¼ 1
2
A.k _uk2 þ 12 I.kxk
2
: ð111ÞRemark 5.1. An alternative form of (109) can be obtained by
cross-multiplying (92)2 by d and taking into account expression
(102), which implies that d €d ¼ _x. Accordingly, (92)2 yields
I. _xþ drdV ¼ 0: ð112Þ
This relationship yields two independent equations which are
equivalent to (109).5.3. Discretization of the ODEs on S2
We next apply the angular momentum conserving time-step-
ping scheme developed by Simo et al. [38] to the ODEs (109) on
S2. The scheme can be viewed as midpoint rule on S2. The time dis-
crete version of (109) reads
ðd1Þnþ12 ðd2Þnþ12
h iT
I. xnþ1  xnð Þ  dnþ12 þ DtrdV jnþ12
 
¼ 0
ð113Þ
together with
xnþ1 ¼ 2Dt h expS0ð3Þ
bh xn
ðdiÞnþa ¼ expS0ð3Þ abh ðdiÞn ð114Þ
for i ¼ 1;2;3 and a 2 f1=2;1g. The two algebraic equations emanat-
ing from (113) in conjunction with (114) can be used to solve for
the two unknowns h1 and h2 which specify incremental rotations
of the from
h ¼ h1ðd1Þn þ h2ðd2Þn: ð115Þ
We refer to Appendix B.1 for details of the implementation.
Remark 5.2. An alternative material version of the above scheme
has been proposed by Simo et al. [40, Section 4]. Let K be a rotation
matrix such that di ¼ Kei, for i ¼ 1;2;3, and introduce the material
(or convective) vectors
H ¼ KTnh; Xn ¼ KTnxn; Xnþ1 ¼ KTnþ1xnþ1: ð116Þ
The scheme proposed in [40, Section 4] reads
H ¼ Dt
2
Xn þXnþ1½ ;
Knþa ¼ KnexpS0ð3Þ a bH ;
I. Knþ1Xnþ1  KnXn½  ¼ DtKnþ12e3 rdV jnþ12:
ð117Þ
It can be easily veriﬁed by using (116), that the Eq. (117)1,2 are
equivalent to those in (114). Moreover, scalar multiplying (117)3
by dnþ12 yields (see [40, Proposition 4.1] for details)
dnþ12  Knþ1Xnþ1  KnXn½  ¼ 0: ð118Þ
With regard to (116), the last equation is equivalent to the identity
xnþ1  xnð Þ  dnþ12 ¼ 0 (cf. [38, Appendix]). Property (118) implies
that Xn  e3 ¼ 0 and Xnþ1  e3 ¼ 0, so that, with regard to (117)1,
H  e3 ¼ 0. These properties make possible the reduction of the rota-
tional dynamics to a two degrees of freedom problem. Accordingly,
the vectors Xn, Xnþ1 and H can be expressed in terms of two com-
ponents lying in the e1, e2 plane. This is consistent with expressions
(103) and (115) for the spatial quantities x and h. The projection of
(117)3 onto the plane spanned by ðd1Þnþ12 and ðd2Þnþ12 yields two
equations which are equivalent to (113).
With regard to Remark 5.1, Eq. (117)3 can be identiﬁed as
conservation form of the mid-point rule. Consequently, (117)3 can
also be written in the form
Junþ1  Jun ¼ Dtdnþ12 rdV jnþ12; ð119Þ
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used. The last equation automatically facilitates conservation of
angular momentum.Fig. 5. The pendulum.5.4. Discretization of the DAEs and subsequent size-reduction
To summarize the procedure outlined above, the time discreti-
zation of the rotational dynamics pertaining to the model problem
under consideration can be divided into two main steps: First, the
underlying DAEs have been converted to ODEs on S2 through the
size-reduction outlined in Section 5.2. Subsequently, in Section
5.3, the ODEs on S2 have been discretized to obtain a momentum
conserving scheme.
We next present an alternative procedure which is advocated in
the present work and has been developed in [5] for general con-
strained mechanical systems. In essence, the proposed approach
relies on reversing the order of the two main steps summarized
above. That is, we ﬁrst discretize the DAEs and then perform a
size-reduction of the discrete system. Note that the two alternative
procedures do not commute since the manifold of interest, namely
S2, is nonlinear.
We apply the time discretization outlined in Section 4.1 to the
present DAEs (92)2,3 governing the rotational motion of the dumb-
bell. Accordingly, in the present context, the BEM scheme (66) as-
sumes the form
dnþ1  dn ¼ Dt2 v
d
n þ vdnþ1
	 

;
I. vdnþ1  vdn
	 
 ¼ Dt rdV þ knþ1dnþ12h i;
0 ¼ 1
2
kdnþ1k2  1
 
:
ð120Þ
Inserting from (120)1 into (120)2 yields
2I.
Dt
dnþ1  dnð Þ  2I.vdn þ Dt rdV þ knþ1dnþ12
 
¼ 0: ð121Þ
The last equation together with (120)3 can be used to solve for dnþ1
and knþ1. For further details, see Appendix B.2.1. Alternatively, we
may apply the discrete size-reduction procedure outlined in Section
4.2 to obtain the REM scheme. To this end, we introduce a discrete
version of the null space matrix (107). Similar to the continuous
case the discrete null space matrix serves the purpose of (i) elimi-
nating the discrete constraint forces, and (ii) reducing the size of
the system. As discrete null space matrix we choose
eK ¼ ed1 ed2h i ð122Þ
with
eda ¼ ðdaÞn  ðdaÞn  dnþ12dn  dnþ12 dn ð123Þ
for a ¼ 1;2. In addition to that, we aim at a mapping of the form
(74). For this purpose we introduce two coordinates h1; h2 2 R for
the parametrization of S2. These coordinates play the role of new
unknowns for the speciﬁcation of the incremental rotation through
the relationship
ðdiÞnþ1 ¼ expSOð3Þ h1ðcd1Þn þ h2ðcd2Þn ðdiÞn ð124Þ
for i ¼ 1;2;3. Note that the inextensibility constraint (120)3 of the
original scheme is identically fulﬁlled by the reparametrization
(124). To summarize, the resulting REM scheme provides two alge-
braic equations of the form
ed1 ed2h iT eR ¼ 0 with eR ¼ 2I.Dt dnþ1  dnð Þ  2I.vdn þ Dt rdV ;
ð125Þwhich can be used to determine the unknowns h1; h2. For further de-
tails of the implementation, see Appendix B.2.2.
Remark 5.3. Concerning the design of valid discrete null space
matrices one may choose any 3 2 matrix ½d1; d2 with linearly
independent column vectors for which the relationship da  dnþ12 ¼ 0
(a ¼ 1;2) is satisﬁed. For example, as an alternative to (122), one
may set up a rotation matrix K which maps e3 ¼ 0 0 1½  to
dnþ12=kdnþ12k. Then set
da ¼ Kea which obviously satisﬁes da  dnþ12 ¼
kdnþ12kea  K
TKe3 ¼ kdnþ12kea  e3 ¼ 0 for a ¼ 1;2. This approach has
been used in Simo and Tarnow [39, cf. Remark 10 (3)]. A similar ad-
hoc construction can be found in Brank et al. [15, Box 1].5.5. Incorporation of external constraints
We next demonstrate the incorporation of external constraints
of the form (29). In particular, we consider the dumbbell with mass
m1 ﬁxed, leading to the pendulum depicted in Fig. 5. The associated
constraint equation can be written in the form
UextðqÞ ¼ Gextq ¼ 0 ð126Þ
with
Gext ¼ I3 n1I3½ ; q ¼
u
d
 
and n1 ¼
m2
A.
h: ð127Þ
The motion of the pendulum is characterized by the following for-
mulation: ﬁnd q 2 R6 and k 2 R4 such that
M€qþrqV þ GTk ¼ 0;
Gextq ¼ 0;
UintðqÞ ¼ 0:
ð128Þ
Here, the mass matrix M and the constraint matrix G are given by
M ¼ A.I 0
0 I.I
" #
and G ¼ Gint
Gext
" #
¼ 0
T dT
I3 n1I3
" #
; ð129Þ
respectively. Note that the DAEs (128) have the same structure as
the DAEs (46) governing the motion of semi-discrete shells. In par-
ticular, the algebraic constraints restrict possible conﬁgurations to
Q1, where Q1 is given by (31) with node ¼ 1. Moreover, admissible
velocities _q 2 TqQ1 can be written in the form
_q ¼ PV with P ¼ n1K
K
" #
: ð130Þ
In this connection, the 3 2 matrix K is given by (107). By design,
the null space matrix P has the following properties: (i) P has full
column rank, and (ii) GP ¼ 0.
Remark 5.4. Explicit expressions for the null space matrix can be
systematically generated through a velocity analysis which takes
into account the algebraic constraints on the velocity level, such
that the conditions Gint _q ¼ 0 and Gext _q ¼ 0 are satisﬁed. If ﬁrst the
external constraints are considered, and second the internal ones
we obtain
P ¼ PaextPbint with Paext ¼
n1I
I
 
and Pbint ¼ K: ð131Þ
Fig. 7. Pendulum: comparison of the accuracy of the momentum (M) scheme and
the energy–momentum (EM) scheme (Dt ¼ 0:1).
Fig. 8. Initial conﬁguration of the spring-dumbbell system.
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_q 2 TqQ1 can be written in the form
_q ¼ Paext _d ð132Þ
for _d 2 TdS2. If one proceeds the other way round one obtains
P ¼ PaintPbext with Paint ¼
I3 032
033 K
 
and Pbext ¼
n1K
I2
" #
:
ð133Þ
Now GintPaint ¼ 0, and GextP ¼ 0. We refer to Betsch and Leyendecker
[7] and Betsch and Uhlar [12] for further details about the system-
atic design of null space matrices for lower kinematic pairs and
closed-loop multibody systems.
We next perform a size-reduction of the DAEs (128) along the
lines of Section 5.2. Pre-multiplying (128)1 by PT completely elim-
inates the constraint forces and reduces the number of equations
from six to two. Accordingly,
KT Pa
T
extMP
a
ext
€dþ PaTextrqV
h i
¼ 0: ð134Þ
A straightforward calculation yields
Pa
T
extMP
a
ext ¼ m2h2 ¼: I0.
Pa
T
extrqV ¼ n1ruV þrdV ¼: reV ðdÞ ð135Þ
with eV ðdÞ ¼ Vðn1d;dÞ. Employing the above relationships together
with (108), Eq. (134) yields
KT I0. _x dþreV ðdÞh i ¼ 0: ð136Þ
To summarize, the original DAEs (128) governing the motion of the
pendulum have been converted to ODEs on S2. Note that the ODEs
again assume the form (109). Consequently, the two alternative
time discretizations dealt with in Sections 5.3 and 5.4 can again
be applied in a straightforward way.
5.6. Numerical examples
5.6.1. The pendulum
We next apply the above treated schemes to the pendulum
(Fig. 6). We choosem2 ¼ 10 and h ¼ 1. Gravity is acting onm2 with
associated potential function Vðu;dÞ ¼ A.g  u, where g ¼ 10e3
is the gravitational acceleration. Application of (135) yields the po-
tential function
eV ðdÞ ¼ m2hg  d: ð137Þ
The initial values at time t0 ¼ 0 are given by d0 ¼ e1 and
x0 ¼ 5e2 þ 5e3.
The purely rotational motion of the present two degrees of free-
dom system is captured exceptionally well by the momentum con-
serving scheme dealt with in Section 5.3. Fig. 7 illustrates the
superior accuracy of the momentum conserving scheme by depict-
ing the 2-component of dðtÞ, i.e. dðtÞ  e2, calculated with Dt ¼ 0:1.
Similar results have been obtained for the remaining two compo-
nents as well as for the corresponding velocity components. TheFig. 6. Initial conﬁguration of the pendulum.reference solution has been obtained with Dt ¼ 105. The en-
ergy–momentum scheme (see Section 5.4) requires Dt ¼ 0:01 to
yield results which are practically indistinguishable from the refer-
ence solution for t 2 ½0;2. As expected, both schemes conserve the
3-component of the angular momentum for arbitrary step-sizes.
5.6.2. The spring-dumbbell system
In this example, we consider two dumbbells connected with
two nonlinear springs as depicted in Fig. 8. Due to the presence
of the springs the rotational motion is coupled to the translational
one. The spring-dumbbell system can be regarded as simple model
problem for nonlinear shells.
The conﬁguration of each dumbbell is described by its center of
mass ua 2 R3 and director da 2 S2 (a ¼ 1;2). The potential of the
springs can be written as V int ¼ V int;1 þ V int;2, where
V int;a ¼ 12Kae
2
a with ea ¼
1
2
la
La
 2
 1
" #
: ð138Þ
Here, the current spring lengths are given by
l1 ¼ kx3  x1k ¼ ku2  u1  n3d2 þ n1d1k;
l2 ¼ kx4  x2k ¼ ku2  u1 þ n4d2  n2d1k:
ð139Þ
The corresponding initial values are denoted by L1 and L2. The gov-
erning equations of the spring-dumbbell system can be either writ-
ten as DAEs in the form (49) or as ODEs on ðR3  S2Þ2.
We again compare the two alternative discretization ap-
proaches outlined above. Accordingly, the ﬁrst approach relies on
the direct discretization of the DAEs and yields an energy–momen-
tum scheme. The second approach is based on the application of
Fig. 10. Spring-dumbbell system: comparison of the accuracy of the momentum
(M) scheme and the energy–momentum (EM) scheme (Dt ¼ 0:01).
Fig. 11. Director rotations on S2: in the advocated approach the incremental
rotation of the director is characterized by the difference vector Dd.
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discretization of the ODEs on S2, as outlined in Section 5.3. Con-
cerning the calculation of the algorithmic spring forces we proceed
as follows: For the EM scheme we make use of the discrete gradi-
ent of V int given by (cf. Section 4.1.1)
rqV int;a ¼ Ka2 ean þ eanþ1½ rqnþ12ea; ð140Þ
where the gradient of the strains is evaluated in the mid-point con-
ﬁguration speciﬁed by uanþ12 2 R
3 and danþ12 2 R
3. Note that, in this
connection, ðÞnþ12 ¼ ½ðÞn þ ðÞnþ1=2. On the other hand, the momen-
tum scheme relies on the mid-point evaluation of the gradient of
V int following from
rqV int;a

nþ12
¼ dV int;a
dea
rqea

nþ12
: ð141Þ
In this connection, danþ12 2 S
2 is given by danþ12 ¼ Kanþ12e3, cf. Section
5.3.
The data for the present example has been chosen as follows:
point masses mi ¼ 1 (i ¼ 1; . . . ;4), length h1 ¼ 0:2, h2 ¼ 0:2, and
spring constants K1 ¼ 100, K2 ¼ 1000. The initial conﬁguration is
given by x1 ¼ 0:1e1, x2 ¼ 0:1e1, x3 ¼ 0:1e1 þ 1e3, and
x4 ¼ 0:1e1 þ 1e3. Alternatively,
u1 ¼
0
0
0
264
375; u2 ¼ 00
1
264
375; K1 ¼ K2 ¼ 0 0 10 1 0
1 0 0
264
375: ð142Þ
The initial velocities are given
_u1 ¼
1
0
1
264
375; _u2 ¼ 02
3
264
375; x1 ¼ 03
4
264
375; x2 ¼ 00
2
264
375: ð143Þ
To illustrate the simulated motion of the spring-dumbbell system
Fig. 9 depicts snapshots at various points tj in time, j 2 f0;1;2;3g.
The numerical results obtained with Dt ¼ 105 serve as reference
solution. For Dt ¼ 0:001 and t 2 ½0;1, both schemes under consider-
ation yield results which are practically indistinguishable from the
reference solution. Concerning the numerical accuracy the momen-
tum scheme does not produce favorable results anymore. This can
be observed from Fig. 10, where as representative result for theFig. 9. Spring-dumbbell system: Snapshots of the motion at t ¼ 0, t ¼ 1, t ¼ 2 and
t ¼ 3 (Dt ¼ 0:01).simulations with Dt ¼ 0:01, the 3-component of the director d1ðtÞ
pertaining to the ﬁrst dumbbell, i.e. e3  d1ðtÞ, is plotted versus time.
Similar results have been obtained for the other components of both
the conﬁguration variables and the velocities.
5.7. Summary
Our numerical investigations in the context of the model prob-
lem give rise to the following conclusions. The momentum scheme
resulting from the discretization of the ODEs on S2 turned out to be
tailor-made for the simulation of two degrees of freedom rota-
tional motion. However, the favorable properties of this discretiza-
tion approach vanish if the rotational motion is coupled with the
translational one. This coupling is an essential feature of nonlinear
shell formulations and, more generally, ﬂexible multibody systems.
Due to the coupling, methods that treat both translations and rota-
tions on an equal footing seem to be advantageous. In the case of
the dumbbell such a uniform treatment of translations and rotations
means that rotations of the director d 2 S2  R3 are treated as dis-
placements in R3. The unit-length constraint is only enforced at
discrete points in time (see Fig. 11 for an illustration). This is in
contrast to formulations relying on rotational parameters (such
as that dealt with in Section 5.3) which guarantee from the outset
that d 2 S2.
To summarize, the salient features of the advocated approach
are (i) the particular form of the DAEs which is facilitated by
embedding the conﬁguration manifold into a linear space, and
(ii) the direct discretization of the DAEs. This approach entails a re-
lease from the underlying conﬁguration manifold since the alge-
braic conﬁguration constraints are only enforced at discrete
points in time.
The advantages of the advocated rotationless discretization ap-
proach are much more pronounced in the context of nonlinear
shells and ﬂexible multibody systems. The direct discretization of
the underlying DAEs yields EM schemes in a straightforward
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discretization process in general leads to cumbersome expressions
which severely impair the design of conserving schemes. For
example, the extension to nonlinear shells of the momentum
scheme outlined in Section 5.3 is not straightforward and requires
a modiﬁcation of the original space discretization, see Section 7.1
for further details.
6. Shells in a multibody framework
Due to the fact that the semi-discrete shell equations of motion
have been cast in the form of the DAEs (49), the incorporation of
smooth shells into multibody systems can be accomplished in a
straightforward way. The connection of smooth shells with other
bodies can be realized by adjoining additional external constraints
to the underlying DAEs. In this connection, we resort to speciﬁc
formulations of rigid bodies and semi-discrete beams which per-
fectly ﬁt into the advocated rotationless approach (cf. Section
5.7). Moreover, folded shells can be viewed as multibody systems
resulting from the assembly of smooth shells.
Consequently, the DAEs not only govern the motion of smooth
semi-discrete shells but also that of folded semi-discrete shells, ri-
gid bodies, semi-discrete beams, and ﬂexible multibody systems in
general. Concerning the time discretization of the DAEs we can still
apply the approach outlined in Section 4 (see also Section 5.4)
leading in a straightforward manner to a uniform energy–momen-
tum conserving scheme for general ﬂexible multibody systems, see
also Leyendecker et al. [30].
6.1. Folded shells
We regard folded shells (or shells with intersections) as multi-
body system consisting of several smooth shells. For simplicity of
exposition we consider in the sequel two smooth semi-discrete
shells joined together leading to the model of a folded shell struc-
ture (Fig. 12). Similar to previous works by Hughes and Liu [25],
Stanley et al. [41], and Simo [36] we assume that the intersections
are rigid.
Consider two representative nodes A1 and A2 belonging to ini-
tially separate smooth shell components as depicted on the left-
hand side of Fig. 12. The associated nodal conﬁguration vectors
qA1 ¼
uA1
dA1
 
and qA2 ¼
uA2
dA2
 
ð144Þ
may be arranged in the vector
qFold ¼ qA1
qA2
" #
: ð145Þ
To model the shell intersection, the two shells are joined together
by imposing external nodal constraints with associated constraint
functionFig. 12. Shell intersections: two smooth shell components (lUFoldext ¼
uA2  uA1
dA1  dA2  cosða0Þ
 
: ð146Þ
Here, a0 denotes the constant angle between dA1 and dA2 , which has
to be prescribed initially. Note that, in addition to the internal unit-
length constraints, (146) speciﬁes one more constraint on dA1 and
dA2 . Thus the six components of dA1 and dA2 are subject to three
independent constraints leading to three rotational degrees of
freedom.
6.1.1. Size-reduction
Taking into account the external constraints speciﬁed by (146),
yields four additional algebraic constraints per node which can be
easily appended to the DAEs (49). The discretization of the DAEs
can again be performed along the lines of Section 4.1 leading to
the BEM scheme.
Alternatively, as before, we may perform a size-reduction of the
DAEs by eliminating the constraint forces. Guided by our previous
developments we aim at a viable null space matrix PFoldext which
annihilates the nodal constraint forces corresponding to (146).
The discrete counterpart of PFoldext can then be employed in the
REM scheme (see Section 4.2).
The nodal conﬁguration vectors (145) are subject to a total of
six constraints speciﬁed by
UFold ¼
UintA1
UintA2
UFoldext
264
375 with UintAa ¼ 12 dAa  dAa  1ð Þ: ð147Þ
The corresponding 6 12 constraint Jacobian GFold ¼ DUFoldðqFoldÞ
reads
GFold ¼
0T dTA1 0
T 0T
0T 0T 0T dTA2
I3 03 I3 03
0T dTA2 0
T dTA1
266664
377775: ð148Þ
We now aim at a null space matrix PFold, which has linearly inde-
pendent columns and satisﬁes the condition GFoldPFold ¼ 0. In partic-
ular, (cf. Remark 5.4) we make use of the multiplicative
decomposition
PFold ¼ PFoldint PFoldext : ð149Þ
Our previous treatment of the internal shell constraints completely
determines the 12 10 matrix PFoldint :
PFoldint ¼
PintA1 0
0 PintA2
" #
with PintAa ¼
I3 032
03 KAa
 
: ð150Þ
Here, in complete analogy to the 3 2 matrix K introduced in Sec-
tion 5.2, KB makes possible to write nodal director velocities
_dB 2 TdBS2 in the formeft) are joined together modelling a folded shell (right).
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V1
V2
 
B
: ð151Þ
It now remains to set up matrix PFoldext in (149). To this end, we link
the two velocities V1 and V2 to the angular velocity x 2 R3, which
can be associated with the three rotational degrees of freedom of
the node on the intersection. Combining (106) and (107) yields
the relationship
V ¼ EKTx with E ¼ 0 11 0
 
: ð152Þ
We thus obtain the 10 6 matrix
PFoldext ¼
PextA1
PextA2
" #
with PextAa ¼
I3 03
023 EKTAa
" #
: ð153Þ
Now (149) can be calculated to obtain
PFold ¼
PFoldA1
PFoldA2
" #
ð154Þ
with
PFoldAa ¼ PFoldintAaP
Fold
extAa
¼ I3 03
03 KAaEKTAa
" #
: ð155Þ
Furthermore, for each node, we obtain
KEKT ¼ d1 
 d2  d2 
 d1 ¼ dd2  d1 ¼ bd; ð156Þ
where use has been made of the fact that for a;b 2 R3, a
 b b
 a
is a skew-symmetric tensor with associated axial vector given by
b a. Accordingly, combining the last two equations we eventually
arrive at
PFoldAa ¼
I3 03
03 ddAa
" #
: ð157Þ
It can be easily veriﬁed by a direct computation that the condition
GFoldPFold ¼ 0 is satisﬁed indeed. We further remark that result (157)
is in agreement with the treatment of shell intersections in Simo
[36].
Discrete setting In order to apply the REM scheme (see Section
4.2) we have to provide a discrete version of the null space matrix
(149), such that the condition
GFold qFoldnþ12
 
PFold qFoldn ;q
Fold
nþ1
  ¼ 0 ð158Þ
holds. Speciﬁcally, as discrete counterparts of (150), (153) and
(157) we propose
PintAa ¼
I3 032
03 eKAa
 
; PextAa ¼
I3 03
023 eEAa eKTAa
" #
and PFoldAa ¼
I3 03
03  ddAa 
nþ12
24 35; ð159Þ
where for each node, eKAa coincides with eK in (122). Moreover,
eEB ¼ 0 dBn  dBnþ12dBn  dBnþ12 0
" #
: ð160Þ
That these matrices qualify indeed as discrete null space matrices
can be easily veriﬁed along the lines of the continuous case treated
above. In this connection, for each node, the discrete counterpart of
(156) is given by
eKeE eKT ¼ bdnþ12: ð161ÞNodal update Within the iterative solution procedure the redun-
dant nodal coordinates (145) can be expressed in terms of 3
incremental displacements l and 3 incremental rotations h. In par-
ticular, the mapping (74) assumes the form
qFoldnþ1 ¼ FqFoldn ðl; hÞ; ð162Þ
which follows from the update formulas
uAanþ1 ¼ uAan þ l;
dAanþ1 ¼ expSOð3ÞðhÞdAan:
ð163Þ6.2. Connection of shells to rigid bodies
We next consider the rigid connection of semi-discrete shells to
rigid bodies (Fig. 13). We make use of a speciﬁc rigid body formu-
lation which perfectly ﬁts into the framework of the DAEs (49). We
refer to Refs. [7,12] for a detailed treatment of the advocated rota-
tionless approach to rigid body dynamics including the treatment
of lower kinematic pairs.
In the underlying rigid body formulation the conﬁguration of
the rigid body is described in terms of 12 redundant coordinates
which are subject to 6 independent internal constraints. Accord-
ingly, the conﬁguration vector of the free rigid body along with
the function of internal constraints read
qR ¼
uR
dR1
dR2
dR3
266664
377775 and URint ¼
½dR1  dR1=2
½dR2  dR2=2
½dR3  dR3=2
dR1  dR2
dR1  dR3
dR2  dR3
266666666664
377777777775
: ð164Þ
Consider a representative node B of the semi-discrete shell which is
to be rigidly connected to the rigid body (Fig. 13). The nodal conﬁg-
uration vector and the associated internal constraint function are
given by
qS ¼ uB
dB
 
and UintB ¼
1
2
½dB  dB  1: ð165Þ
Suppose that the shell director dB does not lie in the plane spanned
by dR1 and d
R
2. Then the rigid coupling is characterized by ﬁve exter-
nal constraints of the form
USRext ¼
½uB  uR  dR1  X1
½uB  uR  dR2  X2
½uB  uR  dR3  X3
dB  dR1  g1
dB  dR2  g2
266666664
377777775; ð166Þ
where Xi and gi ¼ dB  dRi need to be speciﬁed initially. Accordingly,
the 18 coordinates under consideration, namely
qSR ¼ q
S
qR
" #
ð167Þ
are subject to 7 internal constraints plus 5 external constraints.
Consequently, there remain 6 independent coordinates. For exam-
ple, the nodal shell coordinates qS can be completely expressed in
terms of the coordinates of the rigid body via the relationship
uB ¼ uR þ XidRi ;
dB ¼ gidRi :
ð168Þ
Fig. 13. Coupling of a shell with a rigid body.
Fig. 14. Geometrically exact beam model.
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identically satisﬁes the external constraints speciﬁed by (166) and
the internal constraint in (165).
6.2.1. Size-reduction
Similar to our previous developments we aim at a null space
matrix PSR to achieve a size-reduction of the discrete equations
of motion. In particular, the time discrete version of PSR is required
in the REM scheme described in Section 4.2. With regard to (168),
we choose the velocity _uR 2 R3 of the rigid body center of mass to-
gether with its angular velocity xR 2 R3 as the six independent
velocity components. Accordingly, (cf. Betsch and Leyendecker
[7]) the redundant velocities of the rigid body can be written as
_qR ¼ PRint
_uR
xR
 
with PRint ¼
I3 03
03 cdR1
03 cdR2
03 cdR3
26666664
37777775: ð169Þ
Differentiating (168) with respect to time and taking into account
(169) along with (151) and (152) yields
_qS ¼ PSintBP
S
extB
_uR
xR
 
; ð170Þ
where PSintB is given in (150), and
PSextB ¼
I3 XicdRi
023 EKTB
" #
so that PSintBP
S
extB
¼ I3 X
icdRi
03 cdB
24 35:
ð171Þ
In summary, we arrive at the result
_qSR ¼ PSR _u
R
xR
 
with PSR ¼ P
S
intB
PSextB
PRint
" #
: ð172Þ
Discrete setting The discrete counterpart of the null space matrix
PSR is given by
PSR ¼ P
S
intB
PSextB
PRint
" #
: ð173Þ
Here, PSintB is given in (159),
PRint ¼ PRint qRnþ12
 
and PSextB ¼
I3 Xi cdRi 
nþ12
023 eEB eKTB
264
375; ð174Þ
where again use has been made of (160). Accordingly,
PSintBP
S
extB
¼
I3 Xi cdRi 
nþ12
03  cdB 
nþ12
26664
37775: ð175ÞNodal update Within the iterative solution procedure the redun-
dant coordinates (167) can be expressed in terms of 3 incremental
displacements lR and 3 incremental rotations hR of the rigid body. In
particular, the mapping (74) assumes the form
qSRnþ1 ¼ FqSRn ðl
R; hRÞ; ð176Þ
which follows from the update formulas
uRnþ1 ¼ uRn þ lR
dRinþ1 ¼ expSOð3Þðh
RÞdRin
ð177Þ
in conjunction with (168).
6.3. Incorporation of geometrically exact beams
In the present rotationless approach geometrically exact beams
are treated in complete analogy to shells. We refer to Refs.
[10,11,29] for further details. In short, the equations of motion per-
taining to semi-discrete beams again assume the form of the DAEs
in (49). Moreover, from a kinematic point of view, each node of the
semi-discrete beam (Fig. 14) can be handled as a rigid body.
Accordingly, the quantities in (164) can be associated with each
node of the semi-discrete beam. As before, the connection between
beams and other components of a multibody system can be mod-
elled by appending further external constraints to the DAEs.
7. Numerical examples
7.1. Tumbling cylinder
We next deal with the numerical example of a (smooth) cylin-
drical shell that has been taken from Simo and Tarnow [39], see
also Brank et al. [15]. In addition to the EM scheme emanating from
our rotationless discretization approach, we consider the angular
momentum conserving scheme proposed by Simo et al. [38], re-
ferred to as SRF scheme in the sequel.
The SRF scheme can be viewed as extension of the momentum
conserving scheme treated in the context of the model problem
(Section 5.3) to the present shell formulation. However, to retain
algorithmic conservation of angular momentum, the consistent
mass matrix of the semi-discrete shell formulation has to be mod-
iﬁed by applying a speciﬁc mass lumping technique (see Appendix
B.1.1 for further details).
Fig. 15. Tumbling cylinder: initial conﬁguration and external loading.
Fig. 16. Tumbling cylinder: load function f ðtÞ.
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elements. Starting at rest, the motion is initialized by applying
external loads as depicted in Fig. 15. In particular, the nodal dead
loads are given by
F i ¼ f ðtÞFi;
where
F1 ¼
0
1
1
264
375 F2 ¼ 11
1
264
375 F3 ¼ 11
1
264
375 F4 ¼ 01
1
264
375:Fig. 18. Tumbling cylinder: plot of energy (l
Fig. 17. Tumbling cylinder: sequenThe external loads are applied in form of a hat function over time
(Fig. 16). Accordingly, for t > 1 no external forces act on the cylinder
anymore such that the algorithmic conservation properties can be
checked. To illustrate the motion a sequence of deformed shapes
of the tumbling cylinder is shown in Fig. 17.
To make possible a direct comparison between the schemes SRF
and EM, the mass lumping technique outlined in Appendix B.1.1
has also been applied to the EM scheme. As expected, both
schemes conserve the total angular momentum (Fig. 18) indepen-
dent of the step-size. Moreover, the EM scheme conserves the total
energy as well. Even for the step-size Dt ¼ 0:02 the total energy
practically coincides with the reference solution obtained with
Dt ¼ 104 (Fig. 18).
In contrast to that, the SRF scheme fails to conserve the total en-
ergy. After about 288 time steps the lack of algorithmic energy con-
servation eventually leads to the energy blow-up depicted in
Fig. 18 (Dt ¼ 0:02), which is accompanied by the divergence of
Newton’s method. On the other hand the EM scheme keeps stable
(after 12,000 time steps we stopped the simulation).
Similar to the model problem dealt with in Section 5.6.2, both
schemes yield almost the same solution for the nodal quantities
(until the SRF scheme blows up). This can be observed from
Fig. 19, in which the director component d3ðtÞ  e3 of the node lying
initially at the position ðr;0;0Þ (Fig. 15) is plotted versus time.
Accordingly, compared to the present rotationless discretization
approach, the use of rotational parameters in the discretization
process does not pay off also in terms of accuracy. These observa-
tions add to the conclusions made in the context of the model
problem (Section 5.7).
We ﬁnally remark that in the present example the BEM scheme
leads to 7nnode ¼ 896 unknowns (6 redundant coordinates plus one
Lagrange multiplier per node). In contrast to that, both the SRF
scheme and the REM scheme yield 5nnode ¼ 640 unknowns (3 dis-
placements plus 2 rotations per node).
7.2. Dynamics of three intersecting plates
The next example deals with three plates which are joined to-
gether as shown in Fig. 20. Two plates are discretized witheft) and total angular momenta (right).
ce of deformed conﬁgurations.
Fig. 19. Tumbling cylinder: comparison of the results for the nodal director component d3ðtÞ  e3.
Fig. 20. Three intersecting plates: initial conﬁguration and external loading.
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with 6 18 shell elements. A similar example has been investi-
gated in Simo and Tarnow [39]. We view the present example of
a folded shell as multibody system consisting of three plates, see
Section 6.1 for further details.
Accordingly, in view of (146), to each node lying on an intersec-
tion we associate two directors dA1 ;dA2 , subject to one external
constraint of the form dA1  dA2 ¼ 0 (in the present example
a0 ¼ p=2). The ﬁrst three rows of (146) yield linear constraints
which are handled by standard ﬁnite element assembly
procedures.
The semi-discrete system consists of 301 nodes, where 14
nodes belong to a shell intersection. Accordingly, the underlying
rotationless formulation relies on 1848 redundant coordinatesFig. 21. Three intersecting plates: sequsubject to a total of 329 constraints. Consequently, the BEM
scheme is based on 2177 unknowns, whereas the size-reduction
described in Section 6.1.1 yields 1519 unknowns (which equals
the number of degrees of freedom of the semi-discrete system at
hand) for the REM scheme.
As indicated in Fig. 20 external nodal dead loads are applied in
form of a hat function over time. In particular, the external nodal
forces are given by
F i ¼ f ðtÞFi;
where
F1 ¼
2
0
2
264
375 F2 ¼ 24
2
264
375 F3 ¼ 11
1
264
375 F4 ¼ 106
1
264
375:
Here, the load function assumes the form
f ðtÞ ¼
2t for t 6 0:5;
2 2t for 0:5 6 t 6 1:0;
0 for t P 1:0:
8><>:
Accordingly, for t P 1:0 the total energy as well as the total angular
momentum (and the linear momentum) are ﬁrst integrals of the
motion. To illustrate the resulting motion a sequence of deformed
conﬁgurations is depicted in Fig. 21. It can be observed from
Fig. 22 that the present EM scheme does indeed conserve total en-
ergy and angular momentum for any step-size.
7.3. Flexible multibody system – the satellite
The last example deals with the ﬂexible multibody model of a
satellite (Fig. 23). The satellite is comprised of a rigid body as well
as nonlinear beam and shell components. The complete system
is modelled by applying the present rotationless approach. For
the space discretization a total of ten 2-node beam elementsence of deformed conﬁgurations.
Fig. 22. Three intersecting plates: total energy and angular momentum (Dt ¼ 0:001).
Fig. 23. The satellite: schematic of the ﬂexible multibody system.
Fig. 24. The satellite: prescribed external forces (left) and actuated joint angles (right).
Fig. 25. The satellite: sequence of deformed conﬁgurations.
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mentation technique developed in Ref. [12] is applied to actuate
the revolute joints connecting the ﬂexible panels of the satellite
with its center part consisting of beams and a rigid body (cf.
Fig. 23).
The discrete system gives rise to 904 redundant coordinates and
310 independent constraints. Accordingly, the implementation of
the BEM scheme yields 1214 unknowns, whereas the application
of the REM scheme results in a reduction to 594 unknowns.
Starting at rest, a pair of forces (Fig. 23) is applied for t 2 ½0;0:3
(cf. Fig. 24, left diagram). After t ¼ 0:3 no external forces act on thesystem anymore such that the total angular momentum is a con-
served quantity. For t 2 ½2:5;3:5 joint-torques are applied to effect
the evolution of the corresponding joint-angles depicted in Fig. 24
(right diagram). This causes a motion of the panels relative to the
center part of the satellite.
The simulated motion is illustrated with some snapshots of de-
formed conﬁgurations in Fig. 25. It can be observed from Fig. 26
that the present energy–momentum scheme correctly conserves
the total energy (for 0:3 6 t 6 2:5 and t P 3:5) as well as the total
angular momentum (for t P 0:3). For the simulation a step-size of
Dt ¼ 0:05 has been used.
Fig. 26. The satellite: total energy and angular momentum (Dt ¼ 0:05).
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We have newly proposed a rotationless discretization in space
and time of a speciﬁc geometrically exact shell model which allows
a straightforward incorporation of nonlinear shells into a multi-
body framework. Our approach can be regarded as generalization
of the work by Simo and Tarnow [39] to the realm of multibody
systems.
Two alternative implementations of the proposed
energy–momentum method have been presented. Details of the
implementations have been described in the context of the model
problem of a dumbbell (Section 5). The BEM scheme requires the
solution of a generalized saddle point system in each Newton iter-
ation. In this approach the redundant coordinates along with the
Lagrange multipliers associated with the constraints are solved
for simultaneously. In contrast to that, the REM scheme relies on
two size-reduction steps leading to an algebraic system of equa-
tions of minimal size. In the size-reduction use is made of rota-
tional parameters. Note, however, that the rotational parameters
do not affect the underlying rotationless discretization. Although
the details of both implementations are given in the context of
the model problem, the extension to shells can be easily performed
on a nodal basis.
The model problem served the additional purpose of compar-
ing the present rotationless approach to more common methods
relying on rotational parameters. These methods are usually
based on the discretization of ODEs on a manifold. Our investiga-
tions have shown that the present rotationless approach has the
following advantages over methods relying on rotational param-
eters:
 The equations governing the motion of rigid bodies, semi-dis-
crete beams and shells are provided by the uniform set of DAEs
(49). Accordingly, the DAEs can be used to describe the motion
of general ﬂexible multibody systems.
 The uniform DAE description of ﬂexible multibody dynamics
makes possible the application of a single time integrator. To
the best of our knowledge the present approach led to the ﬁrst
energy–momentum scheme for arbitrary ﬂexible multibody sys-
tems containing nonlinear shells.
 A characteristic feature of the discrete systems considered in
this work is the intrinsic coupling of translational and rotational
motion. Our numerical investigations presented in the context
of the model problem (Section 5.6.2) and for the dynamics of
smooth shells (Section 5.6.2) indicate that the use of rotations
in the discretization process is not of beneﬁt to the present
systems. In contrast to that, the present rotationless approach
entails a uniform treatment of both translations and rota-
tions leading to the advantages summarized in the above two
items.Acknowledgements
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Appendix A. General hyperelastic constitutive models
For general stored energy functions, the algorithmic stress
resultants in (69) are deﬁned by
nab ¼ daabWjnþ1cnþ1 an;anþ1ð Þ þ daabWjncn an;anþ1ð Þ
mab ¼ djabWancnþ1 jn;jnþ1ð Þ þ djabWanþ1cn jn; jnþ1ð Þ
qb ¼ 1
2
dcbWanjn cn; cnþ1
 þ dcbWanþ1jnþ1 cn; cnþ1 h i
ðA:1Þ
with
daabWjc an;anþ1ð Þ ¼
@fW
@aab
anþ12; j; c
 
þ
fW ðanþ1;j; cÞ  fW ðan;j; cÞ  @eW@am. ðanþ12;j; cÞDam.
Dam.Dam.
Daab;
djabWac jn;jnþ1ð Þ ¼
@fW
@jab
a;jnþ12; c
 
þ
fW ða;jnþ1; cÞ  fW ða;jn; cÞ  @eW@jm. ða; jnþ12; cÞDjm.
Djm.Djm.
Djab;
dcbWaj cn; cnþ1
  ¼ @fW
@cb
a;j; cnþ12
 
þ
fW ða;j; cnþ1Þ  fW ða;j; cnÞ  @eW@cm ða; j; cnþ12ÞDcm
Dc.Dc.
Dcb;
Daab ¼ ðaabÞnþ1  ðaabÞn; Djab ¼ ðjabÞnþ1  ðjabÞn;
Dcb ¼ ðcbÞnþ1  ðcbÞn:
ðA:2ÞAppendix B. Details of the implementation
B.1. Angular momentum conserving scheme
We next consider the linearization of the residual vector per-
taining to the angular momentum conserving scheme dealt with
in Section 5.3. In view of (113), Newton’s method requires the lin-
earization of
RðhÞ ¼ ðd1Þnþ12 ðd2Þnþ12
h iT
I. xnþ1  xnð Þ  dnþ12 þ DtrdV jnþ12
 
:
ðB:1Þ
Table 1
Angular momentum conserving scheme: outline of the calculations within a single
Newton iteration.
 Given: Initial quantities of the current time step fðdiÞng, xn .
Prescribed step-size Dt.
Incremental rotation after l iterations
hðlÞ ¼ hðlÞ1 ðd1Þn þ hðlÞ2 ðd2Þn:
 Calculate residual vector (B.1) and iteration matrix (B.8) by employing
x
ðlÞ
nþ1 ¼
2
Dt
hðlÞ  exp bhðlÞ xn;
ðdiÞðlÞnþ12 ¼ exp
bhðlÞ=2 ðdiÞn:
 Solve
KDH ¼ R
for
DH ¼ Dh1 Dh2½ T
 Update incremental rotation
hðlþ1Þ ¼ hðlÞ1 þ Dh1
 
ðd1Þn þ hðlÞ2 þ Dh2
 
ðd2Þn
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DðdiÞnþa ¼
d
de

e¼0
exp að dhþ eDhÞ ðdiÞn;
DðdiÞnþa ¼
d
de

e¼0
exp að dhþ eDhÞ  exp abh ðdiÞnþa;
DðdiÞnþa ¼ x
4ðahÞ  ðdiÞnþa;
ðB:2Þ
where
x
4ðahÞ ¼ HðahÞaDh ðB:3Þ
with
HðhÞ ¼ sinðkhkÞkhk I þ
1 cosðkhkÞ
khk
bh
khk
þ 1 sinðkhkÞkhk
 
h
 h
khk2
: ðB:4Þ
Consequently,
ðDd1Þnþ12 Dðd2Þnþ12
h iT
a ¼ ðd1Þnþ12 ðd2Þnþ12
h iT bax4ðh=2Þ ðB:5Þ
for any a 2 R3.
Secondly, with regard to (114)1, we get
Dxnþ1 ¼ dde

e¼0
2
Dt
ðhþ eDhÞ  exp dðhþ eDhÞ xn 
Dxnþ1 ¼ 2DtDh
d
de

e¼0
exp dðhþ eDhÞ  exp bh  exp bh xn
Dxnþ1 ¼ 2DtDh x
4ðhÞ  exp bh xnh i
Dxnþ1 ¼ GðhÞDh
ðB:6Þ
with
GðhÞ ¼ 2
Dt
I þ dexp bh xn HðhÞ; ðB:7Þ
where again (B.3) has been employed. A tedious but straightforward
calculation starting from (B.1), yields the tangent operator
K ¼ dde je¼0Rðhþ eDhÞ in the form
K ¼ ðd1Þnþ12 ðd2Þnþ12
h iT eK ðd1Þn ðd2Þn	 
 ðB:8Þ
with
eK ¼ I.bdnþ12GðhÞ  12 I. xnþ1  xnð Þ 
 dnþ12  Dt drdV jnþ12 Hðh=2Þ:
ðB:9Þ
In this connection use has been made of the identity
xnþ1  xnð Þ  dnþ12 ¼ 0, see Remark 5.2. Moreover, for simplicity it
has been assumed that r2dV ¼ 0. Table 1 contains an outline of
the implementation of the present algorithm within the iterative
solution procedure.
B.1.1. Extension to shells
The momentum conserving scheme described above in the con-
text of the model problem can be extended to the present semi-
discrete shell formulation dealt with in Section 3. We next provide
a short summary of the approach originally proposed by Simo et al.
[38].
The semi-discrete shell equations of motion are viewed from
the outset as ODEs on R3  S2 nnode . The time discretization is per-
formed along the lines of the model problem treated in Section 5.3.
To maintain algorithmic conservation of angular momentum a
diagonalization of the (consistent) mass matrix is required. In whatfollows we focus on the contribution of the inertia terms to the dis-
cretized weak form (35), given by
Ghdyn ¼ GdynðUh; dUhÞ ¼
Xnnode
A;B¼1
dqA MAB€qB: ðB:10Þ
Making use of the consistent mass matrix in (37) gives rise to the
decomposition
Ghdyn ¼ Gudyn þ Gddyn ðB:11Þ
with
Gudyn ¼
Xnnode
A;B¼1
MABu duA  €uB and Gddyn ¼
Xnnode
A;B¼1
MABd ddA  €dB: ðB:12Þ
Now, the director part Gddyn is modiﬁed by applying the row-sum
lumping technique (see Hughes [24, Chapter 7]) leading to
Gd;SRFdyn ¼
Xnnode
A¼1
ddA  eMAd€dA ðB:13Þ
with the components of the lumped mass matrix
eMAd ¼ Xnnode
B¼1
MABd ¼
Z
S0
I.N
A dS: ðB:14Þ
Accordingly, the lumped mass matrix follows from adding the off-
diagonal terms on each row to the diagonal term. Now, in complete
analogy to Section 5.2, we get
Gd;SRFdyn ¼
Xnnode
A¼1
ddA  eMAd _xA  dA; ðB:15Þ
where ddA 2 TdAS2 is implemented as before by setting up the triad
fðd1ÞA; ðd2ÞA; ðd3ÞA 	 dAg such that ddA 2 span ðd1ÞA; ðd2ÞA
 
, for
A ¼ 1; . . . ;nnode. The time discretization can be performed on a nodal
basis as outlined in Section 5.3. That is, the discrete version of (B.13)
yields the following nodal contribution to the residual vector
FAdyn;h ¼ ðd1ÞAnþ12
ðd2ÞA
nþ12
h iT eMAd xAnþ1  xAn  dAnþ12 : ðB:16Þ
Note that, in contrast to the director part, the mid-surface part of
the inertia terms is still consistent with the underlying ﬁnite ele-
ment discretization in space. That is, both the SRF scheme and the
EM scheme rely on identical nodal contributions to the residual
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Speciﬁcally, with regard to the left-hand equation in (B.12),
Gudyn ¼
Xnnode
A¼1
duA  FAdyn;u with FAdyn;u
¼
Xnnode
B¼1
MABu v
u
Bnþ1
 vuBn
h i
: ðB:17Þ
The nodal contribution to the residual vector can now be written in
the form
RA ¼ FAdyn þ Dt FAint qnþ12
 
 FAext tnþ12
 h i
; ðB:18Þ
where the contribution of the inertia terms is given by
FAdyn ¼
FAdyn;u
FAdyn;h
" #
¼
Pnnode
B¼1
MABu v
u
Bnþ1  v
u
Bn
h i
ðd1ÞA
nþ12
ðd2ÞA
nþ12
h iT eMAd xAnþ1  xAn  dAnþ12
2664
3775:
ðB:19Þ
Furthermore,
FAint qnþ12
 
 FAext tnþ12
 
¼ PAT FAint qnþ12
 
 FAext tnþ12
 h i
; ðB:20Þ
where FAint and F
A
ext have already been introduced in (39), and the
6 5 matrix PA assumes the form
PA ¼
I3 032
03 ðd1ÞAnþ12
ðd2ÞA
nþ12
h i" #: ðB:21Þ
The nodal contributions to the conﬁguration vector qnþ12 2 Qnode are
given by
uA
nþ12
¼ 1
2
uAn þ uAnþ1
 
;
dA
nþ12
¼ exp bhA=2 dAn : ðB:22Þ
While the treatment of the translational part is standard, the rota-
tional part can be handled on a nodal basis as summarized in Table
1. In this connection, the incremental nodal rotations are character-
ized by two rotational parameters ðh1ÞA and ðh2ÞA, such that
hA ¼ ðh1ÞAðd1ÞAn þ ðh2ÞAðd2ÞAn : ðB:23ÞB.2. Energy–momentum conserving scheme
B.2.1. BEM scheme
In the context of the model problem considered in Section 5.4,
the BEM scheme yields the following algebraic system of nonlinear
equations:
R dnþ1; knþ1ð Þ ¼ eR dnþ1ð Þ þ Dtknþ1dnþ12;
Uðdnþ1Þ ¼ 0;
ðB:24Þ
where eR is given in (125), and U ¼ ðd  d 1Þ=2. To solve for dnþ1
and knþ1 we apply Newton’s method. Accordingly, in each iteration
the following linear system in saddle point form has to be solved:
2I.
Dt þ Dtknþ12
 
I3 Dtd
ðlÞ
nþ12
dðlÞ
T
nþ1 0
24 35 Ddnþ1
Dknþ1
 
¼ 
R dðlÞnþ1; k
ðlÞ
nþ1
 
UðdðlÞnþ1Þ
24 35: ðB:25Þ
Note that, for simplicity, it has been assumed that r2dV ¼ 0.
B.2.2. REM scheme
With regard to Section 5.4, Eq. (125), the residual vector associ-
ated with the REM scheme assumes the formeR dnþ1ð Þ ¼ ed1 ed2h iT eR: ðB:26Þ
Note that, in view of (124), dnþ1 is expressed in terms of two incre-
mental rotations h1 and h2. Thus, similar to the momentum scheme
treated in Appendix B.1, the two incremental rotations are the pri-
mary unknowns to be solved for. In complete analogy to Appendix
B.1, the following relationship holds:
Ddnþ1 ¼ x4ðhÞ  dnþ1 ¼ bdnþ1HðhÞDh: ðB:27Þ
The linearization of (B.26) may be written in the form
DeR dnþ1ð Þ  Ddnþ1 ¼ Ded1 Ded2h iT eR þ ed1 ed2h iTDeR  Ddnþ1:
ðB:28Þ
A straightforward calculation based on (123) yields
Deda  eR ¼  dn  eR2dn  dnþ12 eda  Ddnþ1 ðB:29Þ
for any a 2 R3. Accordingly,
Ded1 Ded2h iT eR ¼  dn  eR2dn  dnþ12 ed1 ed2
h iT
Ddnþ1: ðB:30Þ
Altogether, the pertinent tangent operator can be written as
eK ¼ ed1 ed2h iT eK ðd1Þn ðd2Þn	 
 ðB:31Þ
with
eK ¼ dn  eR
2dn  dnþ12
 2I.
Dt
 !bdnþ12HðhÞ: ðB:32Þ
References
[1] S.S. Antman, Nonlinear Problems of Elasticity, second ed., Springer-Verlag,
2005.
[2] O.A. Bauchau, C.L. Bottasso, On the design of energy preserving and decaying
schemes for ﬂexible, nonlinear multi-body systems, Comput. Methods Appl.
Mech. Engrg. 169 (1999) 61–79.
[3] O.A. Bauchau, J.-Y. Choi, C.L. Bottasso, On the modeling of shells in multibody
dynamics, Multibody Syst. Dyn. 8 (2002) 459–489.
[4] T. Belytschko, W.K. Liu, B. Moran, Nonlinear Finite Elements for Continua and
Structures, John Wiley & Sons, 2000.
[5] P. Betsch, The discrete null space method for the energy consistent integration
of constrained mechanical systems. Part I: Holonomic constraints, Comput.
Methods Appl. Mech. Engrg. 194 (50–52) (2005) 5159–5190.
[6] P. Betsch, C. Hesch, Energy–momentum conserving schemes for frictionless
dynamic contact problems. Part I: NTS method, in: P. Wriggers, U.
Nackenhorst (Eds.), IUTAM Symposium on Computational Methods in
Contact Mechanics, IUTAM Bookseries, vol. 3, Springer-Verlag, 2007, pp. 77–
96.
[7] P. Betsch, S. Leyendecker, The discrete null space method for the energy
consistent integration of constrained mechanical systems. Part II: Multibody
dynamics, Int. J. Numer. Methods Engrg. 67 (4) (2006) 499–552.
[8] P. Betsch, P. Steinmann, Conservation properties of a time FE method. Part III:
Mechanical systems with holonomic constraints, Int. J. Numer. Methods Engrg.
53 (2002) 2271–2304.
[9] P. Betsch, P. Steinmann, A DAE approach to ﬂexible multibody dynamics,
Multibody Syst. Dyn. 8 (2002) 367–391.
[10] P. Betsch, P. Steinmann, Frame-indifferent beam ﬁnite elements based upon
the geometrically exact beam theory, Int. J. Numer. Methods Engrg. 54 (2002)
1775–1788.
[11] P. Betsch, P. Steinmann, Constrained dynamics of geometrically exact beams,
Comput. Mech. 31 (2003) 49–59.
[12] P. Betsch, S. Uhlar, Energy–momentum conserving integration of multibody
dynamics, Multibody Syst. Dyn. 17 (4) (2007) 243–289.
[13] C.L. Bottasso, O.A. Bauchau, J.-Y. Choi, An energy decaying scheme for
nonlinear dynamics of shells, Comput. Methods Appl. Mech. Engrg. 191
(2002) 3099–3121.
[14] C.L. Bottasso, M. Borri, L. Trainelli, Integration of elastic multibody systems by
invariant conserving/dissipating algorithms. II. Numerical schemes and
applications, Comput. Methods Appl. Mech. Engrg. 190 (2001) 3701–3733.
[15] B. Brank, L. Briseghella, N. Tonello, F.B. Damjanic, On non-linear dynamics of
shells: implementation of energy–momentum conserving algorithm for a
ﬁnite rotation shell model, Int. J. Numer. Methods Engrg. 42 (1998) 409–442.
1630 P. Betsch, N. Sänger / Comput. Methods Appl. Mech. Engrg. 198 (2009) 1609–1630[16] B. Brank, J. Korelc, A. Ibrahimbegovic´, Dynamics and time-stepping schemes
for elastic shells undergoing ﬁnite rotations, Comput. Struct. 81 (12) (2003)
1193–1210.
[17] N. Büchter, E. Ramm, Shell theory versus degeneration – a comparison in large
rotation ﬁnite element analysis, Int. J. Numer. Methods Engrg. 34 (1992) 39–
59.
[18] E.N. Dvorkin, K.-J. Bathe, A continuum mechanics based four-node shell
element for general nonlinear analysis, Engrg. Comput. 1 (1984) 77–88.
[19] C.W. Gear, G.K. Gupta, B.J. Leimkuhler, Automatic integration of the Euler–
Lagrange equations with constraints, J. Comput. Appl. Math. 12 (1985) 77–
90.
[20] M. Géradin, A. Cardona, Flexible Multibody Dynamics: A Finite Element
Approach, John Wiley & Sons, 2001.
[21] O. Gonzalez, Time integration and discrete Hamiltonian systems, J. Nonlinear
Sci. 6 (1996) 449–467.
[22] O. Gonzalez, Mechanical systems subject to holonomic constraints:
differential-algebraic formulations and conservative integration, Physica D
132 (1999) 165–174.
[23] B. Göttlicher, K. Schweizerhof, Analysis of ﬂexible structures with occasionally
rigid parts under transient loading, Comput. Struct. 83 (2005) 2035–2051.
[24] T.J.R. Hughes, The Finite Element Method, Prentice-Hall, New Jersey, 1987.
[25] T.J.R. Hughes, W.K. Liu, Nonlinear ﬁnite element analysis of shells: Part I.
Three-dimensional shells, Comput. Methods Appl. Mech. Engrg. 26 (1981)
331–362.
[26] A. Ibrahimbegovic´, S. Mamouri, R.L. Taylor, A.J. Chen, Finite element method in
dynamics of ﬂexible multibody systems: modeling of holonomic constraints
and energy conserving integration schemes, Multibody Syst. Dyn. 4 (2-3)
(2000) 195–223.
[27] G. Jelenic´, M.A. Crisﬁeld, Dynamic analysis of 3D beams with joints in presence
of large rotations, Comput. Methods Appl. Mech. Engrg. 190 (2001) 4195–
4230.
[28] L. Vu-Quoc, H. Deng, X.G. Tan, Geometrically-exact sandwich shells: the
dynamic case, Comput. Methods Appl. Mech. Engrg. 190 (22–23) (2001) 2825–
2873.
[29] S. Leyendecker, P. Betsch, P. Steinmann, Objective energy–momentum
conserving integration for the constrained dynamics of geometrically exact
beams, Comput. Methods Appl. Mech. Engrg. 195 (2006) 2313–2333.[30] S. Leyendecker, P. Betsch, P. Steinmann, The discrete null space method for the
energy consistent integration of constrained mechanical systems. Part III:
Flexible multibody dynamics, Multibody Syst. Dyn. 19 (1–2) (2008) 45–72.
[31] I. Lubowiecka, J. Chrós´cielewski, On dynamics of ﬂexible branched shell
structures undergoing large overall motion using ﬁnite elements, Comput.
Struct. 80 (2002).
[32] J.E. Marsden, T.S. Ratiu, Introduction to Mechanics and Symmetry, second ed.,
Springer-Verlag, 1999.
[33] J. Muñoz, G. Jelenic´, Sliding joints in 3D beams: conserving algorithms using
the master-slave approach, Multibody Syst. Dyn. 16 (3) (2006) 237–261.
[34] M.A. Puso, An energy and momentum conserving method for rigid-ﬂexible
body dynamics, Int. J. Numer. Methods Engrg. 53 (2002) 1393–1414.
[35] I. Romero, F. Armero, Numerical integration of the stiff dynamics of
geometrically exact shells: an energy-dissipative momentum-conserving
scheme, Int. J. Numer. Methods Engrg. 54 (2002) 1043–1086.
[36] J.C. Simo, On a stress resultant geometrically exact shell model. Part VII: Shell
intersections with 5/6-DOF ﬁnite element formulations, Comput. Methods
Appl. Mech. Engrg. 108 (1993) 319–339.
[37] J.C. Simo, D.D. Fox, On a stress resultant geometrically exact shell model. Part I:
Formulation and optimal parametrization, Comput. Methods Appl. Mech.
Engrg. 72 (1989) 267–304.
[38] J.C. Simo, M.S. Rifai, D.D. Fox, On a stress resultant geometrically exact shell
model. Part VI: Conserving algorithms for non-linear dynamics, Int. J. Numer.
Methods Engrg. 34 (1992) 117–164.
[39] J.C. Simo, N. Tarnow, A new energy and momentum conserving algorithm for
the nonlinear dynamics of shells, Int. J. Numer. Methods Engrg. 37 (1994)
2527–2549.
[40] J.C. Simo, N. Tarnow, K.K. Wong, Exact energy–momentum conserving
algorithms and symplectic schemes for nonlinear dynamics, Comput.
Methods Appl. Mech. Engrg. 100 (1992) 63–116.
[41] G.M. Stanley, K.C. Park, T.J.R. Hughes, Continuum-Based Resultant Shell
Elements, Finite Element Methods for Plate and Shell Structures, Pineridge
Press, Swansea, 1986.
[42] R.L. Taylor, Finite element analysis of rigid-ﬂexible systems, in: J.A.C.
Ambrósio, M. Kleiber (Eds.), Computational Aspects of Nonlinear Structural
Systems with Large Rigid Body Motion of NATO Science Series: Computer &
Systems Sciences, vol. 179, IOS Press, 2001, pp. 63–84.
