When a compact (quantum) group H acts freely on unital C * -algebras A and B, the existence of equivariant maps A → B may often be ruled out due to the incompatibility of some invariant. For example, the classical Borsuk-Ulam theorem may be rewritten in such a C * -algebraic formulation, and the associated invariant is cohomology, K-theory, or a related object. The general noncommutative Borsuk-Ulam conjectures of Baum-D ' abrowski-Hajac are also of this flavor, and they have been solved in special cases using two particular invariants, the spectral count and the local-triviality dimension. We examine the limitations of these invariants (and others) in both concrete and abstract terms. Among our results, we find that even if a fixed H is finite-dimensional, there might be no well-behaved invariant which solves the Type 1 conjecture for free actions of H, in stark contrast to the finite abelian case. In the same vein, it is possible for all iterated joins of H to be cleft as comodules over the Hopf algebra associated to H. Further, both the local-triviality dimension and spectral count may change in a θ-deformation procedure.
Introduction
The Borsuk-Ulam theorem, a landmark result concerning the antipodal action of the two-element group Z/2Z on spheres S n , severely restricts the existence of equivariant maps. Because the antipodal action on S n is generated by the order two homeomorphism x → −x, equivariant maps f : S n → S m by definition satisfy f (−x) = −f (x), so they are also commonly called odd functions.
Theorem 1.1 (Borsuk-Ulam)
There is no odd function f : S n → S m if m < n.
Viewing the Borsuk-Ulam theorem through the Gelfand-Naimark correspondence X ↔ C(X) between compact Hausdorff spaces and commutative unital C * -algebras produces an equivalent C * -algebraic statement. If Z/2Z acts on C(S n ) via f (x) → f (−x), then there is no equivariant unital * -homomorphism φ : C(S m ) → C(S n ) if m < n. Note in particular that the roles of domain and codomain have switched, as the Gelfand-Naimark correspondence is contravariant.
Just as the Borsuk-Ulam theorem may be generalized to larger classes of (para)compact spaces and groups acting on these spaces [10, 23] , so too does the C * -algebraic formulation open itself up to broader interpretation [2, 7, 20, 21, 24] . The perspective taken in [2] is that the sphere S n may be written as the topological join of n + 1 copies of the group Z/2Z, and the antipodal action
• Type 1 Conjecture: There is no (δ, δ ∆ )-equivariant unital * -homomorphism A → A ⊛ δ H.
• Type 2 Conjecture: There is no (∆, δ ∆ )-equivariant unital * -homomorphism H → A ⊛ δ H.
The above conjectures are quite general. For example, if Γ is a finite group, then a grading of A by Γ corresponds to an action of the compact quantum group CΓ on A. Such gradings were considered in [21] , with some highlights on the difference between the abelian and non-abelian cases. Motivated by the construction in [21, Example 3] , which connects an invertible element of a nontrivial isotypic subspace to 1 using its representation as a commutator, we find that perfect groups Γ are the source of many pathological constructions in the equivariant join setting.
If H = C(G) is classical, then Conjecture 1.2 is equivalent to Conjecture 1.3 Type 1 by [6, Proposition 3.5] . That is, for compact groups G, it makes no difference if one discusses noncommutative or commutative C * -algebras on which G acts freely. Moreover, there are numerous special cases (classical and quantum) for which the Type 1 and Type 2 conjectures have been resolved [2, 9, 6, 14, 19] . The Type 1 conjecture remains open in full generality, and the Type 2 conjecture is false by [6, Theorems 2.3 and 2.6], even if H is commutative and A is nuclear. However, the classification of precisely which H produce Type 2 counterexamples is incomplete.
We begin by giving some background and notational conventions in Section 2. Next, in Section 3, we consider the invariants used to prove special cases of the Type 1 conjecture in [19, 14] and describe their limitations through the construction of extremal examples. In the classical case H = C(G), G a compact torsion-free group, we produce examples which show that actions of finite local-triviality dimension (which satisfy the Type 1 conjecture by [14, Theorem 5.3] ) include cases which are not distinguished by previous invariants. However, constructions using perfect groups show that the local-triviality dimension, or rather, any well-behaved invariant, cannot universally solve the Type 1 conjecture, even if H is finite-dimensional. Namely, there exists a finite compact quantum group H and a free action of H on A, such that A admits maps into any iterated join of H. This claim in stark contrast to the finite abelian setting, and our constructions give examples of C * -algebras, both commutative and noncommutative, which should be key examples in later study.
In Section 4, we consider the Type 2 conjecture and revisit the classification of which H admit counterexamples. In the classical abelian case H = C * (Γ), Γ discrete and abelian, we show that the Type 2 conjecture fails if direct sums of the map induced by γ → γ ⊕ γ −1 contract to the trivial representation in a stabilized fashion. However, any reduced group C * -algebra which satisfies the Baum-Connes conjecture and has nontrivial rational homology enjoys a non-contractibility property (and in particular, the reduced C * -algebras considered need not admit characters). Next, we study the characters of joins and fusions, concluding that they may be easily described in terms of the characters of the components. This allows us to write a connectedness property for equivariant joins when the compact quantum group H has a counit. We conclude with discussion of cleftness when H is finite-dimensional, showing that in certain circumstances, it may occur that all of the iterated joins of H are cleft as comodules over the associated Hopf algebra, but not necessarily as comodules over the associated Hopf C * -algebra.
Background and Notational Conventions
If X and G are compact Hausdorff spaces, then the join of X and G is defined by
∀g, h ∈ G, x ∈ X, (x, g, 1) ∼ (y, g, 1) ∀x, y ∈ X, g ∈ G,
so that X * G connects a copy of X to a copy of G within a continuum of copies of X × G. The iterated joins of G are denoted G * n = E n−1 G, where the above connects n copies of G (or is defined using n−1 join procedures). If G is a compact group which acts on X, then the diagonal action of G on X * G is given by [(x, g, t) ]·h = [(x·h, gh, t)], which extends to the iterated joins in a similar way.
As in [2, 8] , the join procedure generalizes to the noncommutative setting, with one key difference: the action induced on a join cannot be diagonal, so the boundary conditions of the join need to be adjusted to produce a compatible action. If (H, ∆) is a compact quantum group which acts on a unital C * -algebra A through δ : A → A ⊗ min H, then the (equivariant) noncommutative join
connects a copy of A to a copy of H in such a way that applying the rule
produces an action of (H, ∆) on A ⊛ δ H. Moreover, if δ is free (see [13] ) in the sense of the Ellwood condition
While the δ(A) boundary condition in the equivariant noncommutative join does not appear to match the topological case, there is no fundamental difference. That is, if A = C(X), H = C(G), and δ is dual to an action of G on X, then A ⊛ δ H is equivariantly isomorphic to C(X * G). Note also that we have reversed the interval in the join from [2] . The new convention will simplify the presentation in Section 3 of the iterated joins of H. Moreover, we believe this arrangement is more in-tune with classical conventions, in that a null-homotopy begins with a general path and ends with a constant path, not the other way around. To simplify notation, we also assume henceforth that all tensor products are minimal.
We will primarily be concerned with group C * -algebras. If H = C * π (Γ) for a discrete group Γ, then we may define a the usual comultiplication ∆ by declaring that
for each γ ∈ Γ, then extending the map linearly and continuously. If δ is a coaction of H on A, then for each γ ∈ Γ, we denote the γ-isotypic subspace of (A, δ) as
which gives a grading on A. It follows that δ is free if and only if the isotypic subspaces satisfy the saturation property
This is not the most general form of a saturation condition, but it will be sufficient for our purposes. See [3] for discussion of the equivalence of saturation conditions and freeness in the general setting. Also, note that if H = C(G) = C * (Γ) for G a compact abelian group and Γ its discrete abelian dual, then a coaction δ of H on A is dual to an action β of G on A. In particular, (2.2) is essentially the declaration that γ is a character, and the equation δ(γ) = a ⊗ γ may be written in the equivalent form β g (a) = γ(g)a. That is, in the classical setting, A γ is precisely the γ-spectral subspace.
If A = H and δ = ∆, we may produce the join of H with itself, and this procedure may be iterated, as in the classical case. In fact, the iterated joins of H have been crucial in the solution of both classical and noncommutative Borsuk-Ulam problems. We adopt two notational conventions below in an attempt to be consistent with the classical setting. Set
where the subscript notation is used as in (2.1). That is, E n H is the join of n + 1 copies of H with a free action ∆ n induced by the join procedure. We caution the reader that the equivariant join does not satisfy an obvious associativity property. Namely, there is always a single compact quantum group on the right, so the iteration must always proceed in a left-to-right fashion. Analogous to the classical case, we also let H ⊛n := E n−1 H denote the join of n copies of H. Similarly, we let H ⊗n and H ⊕n denote the tensor product or direct sum of n copies of H, so that we may denote the trivial object using 0 copies, as in H ⊗0 := C and H ⊕0 := {0}.
Type 1 and Dimension Invariants
Conjecture 1.3 Type 1 has been solved in some special cases, as in [19, 14] . Below we give a definition of a weak index and strong index in order to provide context for the methods used in both cases.
Definition 3.1 Fix a compact quantum group (H, ∆), and fix a class C of tuples (A, δ), where δ is a free action of H on A. Suppose also that (E n H, ∆ n ) ∈ C for all n bigger than or equal to a fixed N . If α : Free(H) → [−∞, ∞] associates an extended real number to each (A, δ) such that δ is free, then we call α a weak index on C if it satisfies the properties (F), (D), and (I).
• (F) If (A, δ) ∈ C, then α(A, δ) is finite.
•
• (I) The set {α(E n H, ∆ n ) : n ≥ N } is not bounded above.
If, in addition, C is closed under the equivariant join procedure, and α satisfies the following property (J), then α is called a strong index on C.
These properties stand for "finiteness", "decreasing", "iteration", and "join", respectively, where we note that property (J) is a strengthening of property (I). When H and δ are understood, we will abuse notation by writing α(A) instead of α(A, δ). We emphasize that a strong index is analogous, with a few tweaks, to the notion of an index in the classical setting (see [23] , for example). The specification of weak versus strong is meant to capture the minimal assumptions necessary for α to affirm the Type 1 Borsuk-Ulam conjecture for a fixed (H, ∆) and any (A, δ) in the class C.
Implicit in the definition of a weak index is the iteration procedure of [19] , which is very much motivated by classical ideas. In its weakest form, the iteration procedure first posits that if an equivariant map A → A ⊛ δ H exists, then a quotient produces an equivariant map A → H = E 0 H. It follows that {n : ∃ equivariant A → E n H} is the set of all nonnegative integers, as
Thus, if H acts on A, and an index α exists on a class which includes A, then the supposed map A → A ⊛ δ H has produced a contradiction. Namely, α(A, δ) is finite but is an upper bound of the set {α(E n H, ∆ n ) : n ≥ 0}, which is not bounded above.
The resolved cases of the Type 1 conjecture in [19, 14] ultimately rely on some form of weak index. In [19] , coactions of H = C(Z/nZ) = C[Z/nZ] were considered, and the arguments therein focused on spectral subspaces. Let γ ∈ Z/nZ be a generator and consider the spectral subspace (that is, the isotypic subspace) A γ . Then the spectral count
is a weak index on the class of all unital C * -algebras with free actions of Z/nZ. In particular, finiteness of c γ (A) is due to the equivalence of freeness and saturation properties, and unboundedness of the set of c γ (E n H) is due to the increasing connectivity of the iterated joins of Z/nZ (see [16, Proposition 4.4.3] and [10, Remark on p.68]).
The invariant considered in [14] is the local-triviality dimension of an action; we repeat the definition below. Definition 3.2 (Gardella-Hajac-Tobolski-Wu, [14] ) Let A be a unital C * -algebra with an action δ of a compact quantum group (H, ∆). The local-triviality dimension of (A, δ) is defined to be the infimum of the set of d ≥ 0 such that there exist H-equivariant * -homomorphisms The local-triviality dimension is used in [14, Theorem 5.3] to show that if H admits a nontrivial classical subgroup C(G) and dim
C(G)
triv (A) is finite, then the Type 1 conjecture holds for A. By passing from H to the subgroup C(G), and from A to the largest abelian quotient A/I = C(X), the argument essentially proves that dim
triv (C(X)) is a strong index on the class of unital commutative C * -algebras with actions of C(G) having finite local-triviality dimension.
It is not shown in [14] that the local triviality dimension satisfies property (J) of a strong index when A is noncommutative. However, the inequality dim
immediate in all cases, as we show below. Proposition 3.4 Let δ be an action of (H, ∆) on A, and equip A ⊛ δ H with the induced action 
Then γ 0 , . . . , γ d+1 are completely positive, contractive, order zero, H-equivariant linear maps with
It follows that dim
Finally, we note that since γ 0 = id establishes dim H triv (E 0 H) = 0, we may induct to find dim
It would be of interest to know the most general circumstances under which equality holds, as in property (J) of a strong index. Similarly, for which H is it guaranteed that all free actions have finite local-triviality dimension? Operating once again in analogy with the abelian case, one might hope that if H is finite-dimensional, then the local-triviality dimension of any free action is automatically finite. However, this is not generally the case, and our constructions below imply that the gulf between the abelian and nonabelian cases is quite large.
We begin with a reformulation of the iterated join E n H as a set of functions from an n-simplex into H ⊗n+1 which meet boundary conditions. We denote the standard n-dimensional simplex as S(n) ⊂ R n . That is, S(n) is the convex hull of e 0 := 0 and the standard basis vectors e 1 , . . . , e n . Further, we denote the convex hull of vertices e k 1 , . . . , e km by S k 1 ...km . Similarly, a boundary condition on points of the subsimplex S k 1 ...km is written as C k 1 ...km , so that we may declare
The trivial case is the 0-join
for which the condition C 0 := H imposes no restrictions. Similarly, we have
for which C 0 := ∆(H) and C 1 := C ⊗ H impose restrictions, but C 01 := H ⊗ H does not. Finally, we may induct on this procedure: if E n H is given as
then we may produce boundary conditions C ′ for E n+1 H as follows.
We must also consider the case when there are no k i , for which we define
Finally, we have that
so that by a recursive procedure, any E n H admits a presentation as the set of functions from S(n) to H ⊗n+1 meeting conditions on each subsimplex. In particular, we note that in the interior of any m-simplex S k 1 ,...k m+1 , only one boundary condition applies, and any x ∈ Int(S k 1 ...k m+1 ) is restricted to an embedded copy of H ⊗m+1 .
When H = C * π (Γ) is given as a group C * -algebra and f is in the γ-isotypic subspace (E n H) γ , then by definition of the coaction and associated grading, this implies that for each x ∈ S(n), f (x) ∈ H ⊗n ⊗ Cγ. Combined with the boundary conditions above, every x in the interior of an m-simplex S k 1 ...k m+1 is restricted to an embedded copy of H ⊗m . That is, membership in the γ-isotypic subspace has removed one degree of freedom. We note that this applies when m = 0: the value of f ∈ (E n H) γ at a vertex e p is determined up to a scalar in C = H ⊗0 .
In what follows we will make repeated use of the following notion. Definition 3.5 Let Γ be a nontrivial discrete group, and fix a C * -completion CΓ ֒→ C * π (Γ). The completion C * π (Γ) is called strongly perfect if Γ is perfect and every γ ∈ Γ is path-connected to 1 in the unitary group of C * π (Γ).
Note that if Γ is a finite nontrivial perfect group, then CΓ is already a C * -algebra, and it is strongly perfect. Therefore, the smallest strongly perfect C * π (Γ) corresponds to the alternating group on 5 generators. Further, if C * π (Γ) is strongly perfect and π dominates ρ, then C * ρ (Γ) is also strongly perfect. Theorem 3.6 Let H = C * π (Γ) be strongly perfect. Then for any γ ∈ Γ and for any n, there is a unitary element in (E n H) γ .
Proof Fix n. An element in E n H may be considered as a function from S(n) to H ⊗n+1 which meets boundary conditions on each subsimplex, as in (3.2). For any group element γ, we will define a unitary element in (E n H) γ via construction of maps f (k) γ defined on the k-skeleta of S(n), meeting the necessary boundary conditions. We note, however, that f
The value of a function in (E n H) γ on the vertices e 0 , . . . , e n is determined up to a scalar degree of freedom. We therefore define f (0) γ at each vertex e k by choosing the scalar 1. Similarly, the boundary conditions of (E n H) γ in the interior of each edge allow movement within an embedded copy of H = C * π (Γ). By assumption, γ is path-connected to 1 within the unitaries of H, so we may extend f (0) γ along edges to reach a unitary-valued f (1) γ meeting the boundary conditions of (E n H) γ on the 1-skeleton. Now, we may induct. Fix 1 ≤ k ≤ n − 1, and for each ζ ∈ Γ suppose that we have selected a function f (k) ζ defined on the k-skeleton which meets the boundary conditions for (E n H) ζ . If γ ∈ Γ is fixed, then because Γ is a perfect group, we may write γ as a product of commutators
on the k-skeleton, noting that g meets the boundary conditions of (E n H) γ . For any (k + 1)-simplex A ⊆ S(n), g is defined at any boundary point of A, and we wish to extend it to the interior of A, retaining the fact that it is unitary-valued and meets boundary conditions for elements of (E n H) γ . We may move within (the unitaries of) an embedded copy of H ⊗k+1 imposed by the boundary conditions. Now, as g is represented as a product of commutators, its restriction to the boundary of A is a trivial element in the group π k (U (H ⊗k )), which is abelian by the EckmannHilton argument. Therefore, g may be extended to the interior of the subsimplex A, meeting the boundary conditions of (E n H) γ . Upon extending g to each (k + 1)-simplex, we have produced f (k+1) γ . Doing so for each γ ∈ Γ completes the inductive step. Theorem 3.6 applies when Γ is a nontrivial finite perfect group, and the result is in stark contrast to the finite abelian case, as if γ generates Γ = Z/kZ, then the spectral count (3.1) of (E n H) γ increases without bound as n increases. The following corollary shows that the discrepancy between the two cases is even more serious, through the use of universal constructions.
Corollary 3.7
Let H = C * (Γ) be a full group C * -algebra which is strongly perfect. Fix a generating set X of Γ and let F X denote the free group on X. Then A = C * (F X ) admits a free action of H such that for each n ∈ Z + , there is an equivariant morphism φ n : A → E n H.
Proof The full group C * -algebra A = C * (F X ) may be presented as
which may be given a coaction δ :
The unital * -homomorphism δ exists, as U x ⊗ x is unitary for each x ∈ X. It follows that δ is free by the saturation condition (2.3), as there is a unitary in each isotypic subspace. Similarly, if n is fixed, then by Theorem 3.6, for each x ∈ X there is a unitary y x ∈ (E n H) x . The universal property of A shows there is a morphism φ n : A → E n H defined by φ n (U x ) = y x , which is equivariant as it preserves the isotypic subspaces.
Corollary 3.8
Let H = C * (Γ) be a full group C * -algebra which is strongly perfect. Then any class C for which there exists a weak index must exclude the C * -algebraic constructions found in Corollary 3.7. In particular, if Free(H) denotes the class of all (A, δ) such that δ is a free action of H on A, then there is no weak index defined on Free(H).
Proof Suppose α is a weak index which may be evaluated on the action of C * (Γ) on A = C * (F X ), as in Corollary 3.7. Then as there exist equivariant maps φ n : A → E n H for all n, it follows that
This is a contradiction, as the right hand side is infinite by property (I), but the left hand side is finite by property (F).
Corollary 3.8 applies when H = CΓ, where Γ is a finite nontrivial perfect group. Therefore, even in the finite-dimensional (quantum) setting, it is possible that free actions of (H, ∆) are not classified by finiteness of a well-behaved invariant. However, for any particular choice of invariant, it is not clear which of the conditions of a weak index must fail. For example, do the constructions in Corollary 3.7 have infinite local-triviality dimension, or does the local-triviality dimension fail to increase when an iterated join is applied?
It remains in the realm of possibility that all compact quantum groups, and in particular all finite-dimensional ones, have a positive answer. If this holds, then the local-triviality dimension would solve the Type 1 conjecture for any free actions with dim H triv (A, δ) < ∞. However, Corollary 3.8 would then show that, for certain finite-dimensional H, there can exist free actions with infinite dimension, and those actions would need to be handled separately. Below we consider a situation similar to Theorem 3.6 for general C * -algebras. Proposition 3.10 Let Γ be a nontrivial discrete perfect group and fix a group C * -algebra C * π (Γ). Suppose δ is an action of C * π (Γ) on a unital C * -algebra A, such that every γ-isotypic subspace of A contains a unitary element. If the group of unitary path classes in A is abelian, then the induced action of C * π (Γ) on A ⊛ δ C * π (Γ) also has a unitary element in each γ-isotypic subspace.
Proof For each ζ ∈ Γ, choose a unitary U ζ in A ζ . Fix an arbitrary γ ∈ Γ. Since Γ is perfect, we
is also in A γ . Since the unitary path classes of A form an abelian group by assumption, there is a path g(t) connecting g(0) = W γ to g(1) = 1 within the unitaries of A. It follows that the function
As used in [21, Example 3] , C * r (F n ) has stable rank one (see [12, Theorems 1.1 and 3.8] and the corrigendum [11] ), so its unitary path classes form an abelian group, and certain unitary elements may be immediately contracted to the identity. In the language of join constructions, the same reasoning shows that the Type 1 conjecture needs to see the difference between full and reduced C * -algebras on which H acts. Proposition 3.11 Suppose Γ is a nontrivial discrete perfect group with finite generating set X, and define H = C * r (Γ). Let H coact freely on the full and reduced C * -algebras C * (F X ) and C * r (F X ) by the declaration that the unitary corresponding to the generator x ∈ X is in the x-isotypic subspace. Then there is an equivariant morphism φ :
By definition of the given actions of H = C * r (Γ) on both C * -algebras, there is a unitary in each γ-isotypic subspace. Moreover, the group of unitary path classes in C * r (F X ) is abelian, so by Proposition 3.10, there is a unitary f γ in each γ-isotypic subspace of C * r (F X ) ⊛ δ H. It follows that the map
The full group C * -algebra in the domain is crucial, as we need only find unitaries in a target to define a morphism, but the full group C * -algebra does not have as many unitaries which may be connected to the identity. On the other hand, the reduced C * -algebra in the codomain is also crucial, as many unitaries may be connected the identity, but there are not as many morphisms with the reduced C * -algebra as their domain.
Question 3.12 Is there a single C * -algebra C * π (F X ) which may replace both the full and reduced C * -algebras in Proposition 3.11?
We now return to the classical case H = C(G). As in [6, Lemma 3.2 and Proposition 3.5], we may assume that G is the p-adic group Z p for some prime p, and that A = C(X) is commutative. Below, we find that the local-triviality dimension distinguishes objects that the spectral count does not. This follows because, in the same spirit as Proposition 3.11, the topological Borsuk-Ulam conjecture is also sensitive to the application of (different) quotients in the domain and codomain of a map.
For what follows, we adopt the following notational convention. Let r be a divisor of q, and suppose X admits a free action of Z/qZ, but Y admits an action of Z/qZ which factors through a free action of Z/rZ. Then a Z/qZ-equivariant map from X to Y will be called a (q, r)-equivariant map, or a (q, r)-map for short. For example, the natural quotient map
is a (q, r)-map. Similarly, if ω is a primitive qth root of unity and ω k has order r, then a map
Consequently
Proof We expand upon the reasoning 1 in [6, §4] . Write points (z 1 , z 2 ) of the 3-dimensional sphere S 3 in polar coordinates z j = r j u j , and define
If ω is a primitive p 2k root of unity, which defines a free Z/p 2k Z action on S 3 by multiplication, then ψ(ω z) = ω p k ψ( z). Since ω p k is a primitive p k root of unity, ψ is a (p 2k , p k ) map. The degree of ψ is p 2k , so since the (p 2k , p k )-map ψ may be adjusted in degree by any multiple of p 2k , there is a different (p 2k , p k )-map γ : S 3 → S 3 which has degree zero, i.e. it is homotopically trivial. It follows that there is a (p 2k , p k )-equivariant map
Since (Z/p 2k Z) * 5 is 4-dimensional and S 3 * Z/p 2k Z is 3-connected, there is a (p 2k , p 2k )-equivariant map f : (Z/p 2k Z) * 5 → S 3 * Z/p 2k Z by the techniques of [10] (or direct construction). Similarly, as S 3 is 3-dimensional and (Z/p k Z) * 4 is 2-connected, there is a (p k , p k )-equivariant map g :
Define ρ to be the composition
If m = 4, define φ = ρ, and if m > 4, join additional copies of the quotient map Z/p 2k Z → Z/p k Z to ρ in order to produce φ.
Finally, by varying the value of k and the number of joins, we may create a chain of equivariant maps
and form a (p k·2 j , p k )-equivariant map ψ : (Z/p k·2 j Z) * m+j → (Z/p k Z) * m as a composition of maps in the chain.
Remark 3.14 First, the fact that there are no Z p -equivariant maps Z * m+1 p → Z * m p follows from an unpublished result of Edwards and Bestvina, so Theorem 3.13 shows that the Edwards-Bestvina theorem is sensitive to the application of different finite quotients. Second, we point out that the proof of Theorem 3.13 uses the fact that existence of a (p 2k , p k )-map on S 3 of degree q allows one to produce (p 2k , p k )-maps of degree q − p 2k as well, since p 2k is the order of the group acting on S 3 . We only apply this well-known topological construction in the case S 3 ∼ = SU (2), in which case the degree-shifted map may be written fairly explicitly in C * -algebraic terms, as seen below.
Denote the complex coordinates of S 3 by (z 1 , z 2 ), and consider also that C(S 3 ) is given by the presentation
, generators are normal and commute).
shows S 3 is homeomorphic to SU (2), and similarly
That is, the K 1 -class of Φ(V) corresponds to the degree.
Let Z/mZ act on S 3 , and hence on C(S 3 ), via α : (Z 1 , Z 2 ) → (ωZ 1 , ωZ 2 ) for ω m = 1. The
is m + 1, and the K 1 -class of V as above Proof Since the compact group Z p is the inverse limit of Z/p k Z, it follows that the discrete group Z p is the direct limit of the dual groups Z/p k Z ∼ = Z/p k Z. Therefore, the order of τ is p k for some k. For m ≤ 4, one may directly construct 2 elements a 0 , a 1 of the τ -spectral subspace whose square sum is invertible through a composition Z * m p → (Z/p k Z) * m → C ⊕ C. For m > 4, Theorem 3.13 shows that we may create a chain of maps
such that the composition again produces 2 elements a 0 , a 1 of the τ -spectral subspace whose square sum is invertible. Therefore, in all cases, c τ (C(Z * m p )) ≤ 1.
We note that Corollary 3.15 also answers [6, Question 3.4] negatively, as a positive answer would place a lower bound on the spectral counts of Z * m p that increases with m. As such, since
by Corollary 3.15 and [14, Theorem 2.7], the local-triviality dimension has distinguished objects which the spectral count could not. However, as in [6] , we note that a map X → X * Z p produces not only equivariant maps X → Z * n p , but also X → βZ * ∞ p , where Z * ∞ p is the inductive limit of Z * n p and β denotes the Stone-Cech compactification. Whether or not the spectral count of C(βZ * ∞ p ) (defined in the very precise sense of [6, Question 3.7] due to non-continuity) is infinite, or whether or not maps of the form X → Z * ∞ p can exist for other reasons (as in [6, Question 3.6] ) is still of interest, as this could potentially prove the Type 1 conjecture in the classical case H = C(G). That is, the Type 1 conjecture would hold even for spaces with infinite local-triviality dimension. Given the connections between the Type 1 conjecture and the Hilbert-Smith conjecture detailed in [5] , such a problem is likely to be quite difficult by association.
The proof of Corollary 3.15 also produces inverse limit spaces corresponding to chains of the form
for any fixed k. The space X = lim ←n (Z/p 2 n ·k Z) * (n+4) admits a free action of Z p , and it seems that X is not clearly of finite local-triviality dimension, so that it should be investigated as a potential counterexample to the Type 1 conjecture. The inverse limit X may be considered a way to form an "infinite join" that is distinct from the usual inductive limit formulation (which is not compact).
We close this section with computations on the θ-deformed spheres that concern degree-shifting procedures, local-triviality dimension, and the spectral count. The θ-deformed spheres C(S 2k−1 θ ) of [17, 18] are given by the presentations
indexed by antisymmetric matrices θ ∈ M k (R). Each θ-deformed sphere has K 1 (C(S 2k−1 θ )) ∼ = Z, and in fact, K 1 (C(S 2k−1 θ )) is generated by a unitary matrix V θ of dimension 2 k−1 × 2 k−1 , where each entry of V θ is a * -monomial. Moreover, the entries (or rather, the coefficients) of V θ vary continuously in θ. With notation as in [20, (4.8 
)], if
denotes a rotation action for mth roots of unity ω 1 , . . . , ω k , then there are diagonal matrices A ω , B ω ∈ U 2 k−1 (C), whose entries are independent of θ, such that A m ω = B m ω = I and
We note that while the claim is made in [20] only for primitive roots of unity, there is no need for that assumption (primitivity was only used starting in later results, such as [20, Theorem 4.11 and Corollary 4.12]). We consider non-primitive roots of unity in the following theorem.
Theorem 3.16
Let ω 1 , . . . , ω k be primitive mth roots of unity, and let γ 1 , . . . , γ k be (possibly nonprimitive) mth roots of unity. Suppose that
Proof It suffices to prove that [Φ 1 (V θ )Φ 2 (V θ ) * ] K 1 is a multiple of m. First, note that since each γ i is an mth root of unity (though perhaps not primitive), we have that the matrices A γ and B γ fulfilling the role of (3.3) for the rotation R γ satisfy A m γ = I = B m γ . Also, since the Φ i are (R γ , R ω )-equivariant unital * -homomorphisms, and the matrices A γ and B γ have scalar entries, it follows that The case of Theorem 3.16 in which each γ i is a primitive mth root of unity is covered by [20, Corollary 4.12] . In fact, in this case, the computed K 1 -classes are both congruent to 1 modulo m, and in particular they are nontrivial if m ≥ 2.
Restricting to the commutative case θ = 0 = ζ and applying the Chern character recovers a (likely well-known) topological Borsuk-Ulam result for rotation actions on spheres, where said actions may or may not be free. We list it here for completeness.
Corollary 3.17 Let ω 1 , . . . , ω k be primitive mth roots of unity, and let γ 1 , γ 2 , . . . , γ k be primitive n i th roots of unity, where each n i is a divisor of m. Equip a domain sphere S 2k−1 with the rotation action (z 1 , . . . , z k ) → (ω 1 z 1 , . . . , ω k z k ) and a codomain sphere S 2k−1 with the rotation action (z 1 , . . . , z k ) → (γ 1 z 1 , . . . , γ k z k ). If φ : S 2k−1 → S 2k−1 is an equivariant, continuous map, then
Proof Write (z 1 , . . . , z k ) ∈ S 2k−1 in polar coordinates z j = r j u j , and consider maps of the form
Since the ω i are primitive mth roots of unity, the γ i are primitive n i th roots of unity, and n i divides m, we may select b i such that ω 
Suppose that φ is another equivariant map on S 2k−1 for the given actions. Then Theorem 3.16, in the case θ = 0 = ζ, shows that the degrees of ψ b and φ are congruent modulo m. ) for the given actions and then compute that map's effect on odd K-theory. Since a polar decomposition does exist in the θ-deformed case, this is sometimes possible using a formula analogous to (3.4) to define a map. However, such computations depend quite heavily on the deformation parameter.
The case n i = m = 2 of Corollary 3.17 is the traditional odd-degree formulation of the BorsukUlam theorem (restricted to spheres of odd dimension). We note that it is sometimes possible to obtain deg(φ) = 0 in Corollary 3.17, so the result does not always imply that φ is homotopically nontrivial; this is exactly the pathology abused in the proof of Theorem 3.13. Rather, Corollary 3.17 implies that the degrees of equivariant maps that may be obtained using the degree-shift technique in the proof of Theorem 3.13 exhaust all possible options.
While Theorem 3.16 shows that some degree properties of equivariant morphisms C(S
) are restricted in such a way that is independent of the deformation parameter, we note that the local-triviality dimension and spectral count do not necessarily remain the same when the deformation parameter changes. The Borsuk-Ulam theorem shows that the antipodal action on the commutative sphere C(S 2n−1 ) has local-triviality dimension 2n − 1 and spectral count n − 1, but [20, Theorem 3.15] implies that the spectral count can become lower under a θ-deformation. A small adjustment to that result also applies to the local-triviality dimension, so long as we choose a θ-deformed sphere carefully. ) be the (2n − 1)-dimensional θ-deformed sphere whose generators Z j pairwise anticommute. Then the antipodal action Z j → −Z j has both local-triviality dimension and spectral count equal to 1.
Proof Decomposing the normal generators as Z j = X j + iY j shows that the X j pairwise anticommute and the Y j pairwise anticommute. The self-adjoint elements
are odd (that is, in the −1 spectral subspace of the action) and have
This implies that the spectral count of C(S 2n−1 θ ) is at most 1. Next, it follows from [20, Propositions 3.9 and 3.11] that C(S 2n−1 θ ) has no odd left-invertible elements, so the spectral count is exactly 1.
We now consider local-triviality dimension. Define b i := a i |a i | −1/2 using the functional calculus (which is possible since the power 1/2 is less than 1), so that b 0 and b 1 are self-adjoint odd elements with |b 0 |+|b 1 | = 1. Letting C(Z/2Z) = C+Cω for a self-adjoint odd unitary ω, there are completely positive, contractive, order zero maps
and hence dim
Since there is an equivariant map C(S 2n−1 θ ) → C(S 1 ) from annihilation of all but one generator, dim
The local-triviality dimension as currently defined counts how many completely positive contractive, equivariant, order zero maps γ 0 , . . . , γ n : H → A are needed to achieve γ i (1) = 1. We note, however, that when A = C(X) and H = C(G) are commutative, this condition is equivalent to the demand that γ i (1) := φ is invertible, as we may always rescale the maps by the central positive invariant element φ −1 . Further, since the noncommutative Borsuk-Ulam theorem proved in [14, Theorem 5.3 ] ultimately reduces to the commutative setting, there appears to be no meaningful distinction between the two possible definitions in Borsuk-Ulam contexts. In the quantum setting, relaxing the condition on γ i (1) may allow more actions to be finite-dimensional, or it may pose problems with the potential growth of the dimension of E n H in the parameter n. Regardless of the choice, it is possible for the local-triviality dimension to decrease in a deformation. In fact, if the definition is adjusted, then a computation similar to Proposition 3.19 would extend to more θ-deformed spheres, as in [20, Theorem 3.15] . Similarly, an adjusted definition would allow the claim "a Z/2Z action is free if and only if it has finite (adjusted) local-triviality dimension". This is consistent with the observation that the spectral count is sufficient to prove a Borsuk-Ulam theorem for finite cyclic group actions [19, Corollary 2.4 Alternative Proof A] without explicitly reducing to commutative quotients. From this point of view, it is somewhat bizarre that the local-triviality dimension as currently defined might only capture the Z/2Z case when applied to a commutative quotient A/I ∼ = C(X) instead of A itself. In particular, it is an open problem whether dim C(Z/2Z) triv (A, δ) is always finite if δ is free.
Type 2 and Cleftness
In [6, Corollary 2.5], it is shown that any compact quantum group H = C(T X ) corresponding to a torus admits a free action on some unital C * -algebra A which gives a counterexample to Conjecture 1.3 Type 2. That is, there exists an equivariant morphism H → A ⊛ δ H. On the other hand, if H is a compact quantum group which admits an embedding K ֒→ H of a nontrivial finitedimensional compact quantum group K, then there are no counterexamples among free actions of H by [6, Theorem 2.7] . Since a compact abelian group G is connected if and only if Γ = G is torsionfree, this suggests that in the abelian case, the classification of when Type 2 counterexamples exist may come down to a connectedness or torsion property.
Let Γ be an abelian discrete group. Below we show that one way to achieve counterexamples to Type 2 is to connect a morphism of C * (Γ) of the form γ → γ γ −1 to the trivial representation γ → 1 1 in a stabilized fashion. In fact, it suffices to contract an infinite direct sum of such representations in a stabilized fashion, which is a more relaxed condition. We denote endomorphisms of C * (Γ) that are induced by endomorphisms of Γ as follows:
For any unital C * -algebra B, we give the space of unital * -homomorphisms Hom(C * (Γ), B) the pointwise norm topology. Also, if H is an infinite-dimensional Hilbert space, we frequently abuse notation by making such identifications as id
Theorem 4.1 Let Γ be a discrete abelian group such that C * (Γ) satisfies following representation connectedness property: there exists an infinite-dimensional Hilbert space H such that there is a continuous path within Hom(C * (Γ), B(H) ⊗ C * (Γ)) connecting id ⊕H ⊕ inv ⊕H ⊕ triv ⊕H to triv ⊕H . Then there exists a Type 2 counterexample for the compact quantum group C * (Γ) acting on A := B(H) ⊗ C * (Γ) through the right tensorand.
Proof We note that because C * (Γ) is commutative, any element of C ⊗ C * (Γ) is in the center of B(H) ⊗ C * (Γ). As such, let φ t : C * (Γ) → B(H) ⊗ C * (Γ) be a path of morphisms connecting
It follows that ψ t defines a homomorphism from Γ to the unitary group of B(H) ⊗ C * (Γ), and hence also defines an element of Hom(C * (Γ), B(H) ⊗ C * (Γ)), that varies continuously in t. The path connects ψ 0 = squ ⊕H ⊕ triv
We now show that we may use the above paths to connect the morphism id ⊕H to the morphism triv ⊕H within Hom(C * (Γ), B(H) ⊗ C * (Γ)). Beginning with id ⊕H , we may apply the path ψ to connect id ⊕H to squ ⊕H ⊕ triv ⊕H ⊕ id ⊕H . Next, we focus on the middle summand, so that we may apply φ to obtain a path connecting squ ⊕H ⊕ triv
Reorganizing using a path of unitary conjugations leads to squ ⊕H ⊕ triv ⊕H ⊕ id ⊕H ⊕ triv ⊕H ⊕ inv ⊕H , which may be connected using ψ to id ⊕H ⊕ triv ⊕H ⊕ inv ⊕H . Finally, we may apply φ once more to connect this morphism to triv ⊕H .
A path connecting the morphisms id ⊕H and triv
is given the right tensorand action of C * (Γ), then an equivariant map C * (Γ) → A may be connected to a one-dimensional representation of C * (Γ). By the construction in [6, Lemma 2.2], a Type 2 counterexample exists.
Consider the case Γ = Z, generated by γ. It is possible to connect id ⊕ inv to triv ⊕2 without any stabilization, as in the C * -algebra M 2 (C) ⊗ C * (Γ), the unitary γ ⊕ γ −1 may be connected to I 2 using an explicit continuous path φ t . Therefore, the path demanded in Theorem 4.1 may be written as an infinite direct sum built up from φ t and trivial representations. Following the proof then gives a more explicit form of the counterexample in [6, Theorem 2.3].
Generally speaking, we expect that Type 2 counterexamples will need to use infinite-dimensional constructions. For example, consider the case Γ = Z once again, generated by γ. It is impossible to connect id ⊕n to triv ⊕n within Hom(C * (Γ), M n (C)⊗C * (Γ)). In particular, applying the determinant shows that such a path would place γ n in the same path component as 1 in the unitary group of C * (Γ) ∼ = C(S 1 ), contrary to elementary facts about the fundamental group of S 1 . However, when M n (C) is replaced by B(H), this obstruction vanishes. Note also that the counterexamples constructed for Type 2 so far have all been of the form A = B ⊗ C(G) for some C * -algebra B, where C(G) acts on A through the right tensorand only. Types 1 and 2 of Conjecture 1.3 overlap along the question "does there exist an equivariant map φ : H → H ⊛ ∆ H?" When H = C(G) is classical, it is known that φ cannot exist because G is not contractible. This computation can be done for any H which has a counit: [9, Lemma 2.4] implies that if H has a counit and φ exists, then the identity map on H may be connected within the endomorphisms of H to a one-dimensional representation. Therefore, when H does not have a counit, it is natural to view existence of φ as an equivariant analogue of the claim that H is contractible (or more precisely, that the quantum group underlying the Hopf C * -algebra H is contractible). With this perspective, the following result is then a relatively simple observation. For background on the Baum-Connes conjecture we refer the reader to the introductory paper [22] as well as [1] , where the conjecture originates.
Proposition 4.2 Let (H, ∆) be the reduced C * -algebra C * r (Γ) of a discrete group that satisfies the Baum-Connes conjecture and which has non-trivial rational homology. Then there is no equivariant map φ : H → H ⊛ ∆ H.
Proof [6, Theorem 2.7] proves that Conjecture 1.3 Type 2 holds when Γ has torsion, so we may as well assume Γ is torsion-free.
Existence of φ implies that we can find a path connecting a Γ-equivariant endomorphism
to one of the form
Restricting attention to the group Γ inside C * r (Γ), the maps given take the form
for characters ϕ i : Γ → S 1 . This, in turn, implies that the maps induced by ψ i (and denoted by the same symbols here) coincide on K-theory.
In the torsion-free case, the Baum-Connes conjecture implements an isomorphism
between K * (C * r (Γ)) and the K-homology K * (BΓ) of the classifying space of Γ (see e.g. [22, Introduction] ). Extending coefficients to the field Q turns
into a rational coalgebra, co-augmented in the sense that it is a rational coalgebra with a distinguished group-like element g coming from the inclusion 1 → Γ (see [4, §4] ).
In turn, for i = 0, 1 we have
by [22, Remark 4.2.13 (2) ]. (The result is stated there over the complex numbers, but there is no material distinction: the essence is that homology of the group is isomorphic to K-homology of the classifying space up to torsion. See also [22, Lemma A.4.2] ). The isomorphism is implemented by the Chern character, which is functorial in Γ; this follows for instance from its description in [15, §4.2] . Therefore, ch respects the diagonal map ∆ : Γ → Γ ×2 and the obvious maps 1 → Γ → 1.
All together, ch is an isomorphism between K * (BΓ) Q and the rational homology H * (Γ, Q) of Γ, regarded as a (graded) rational coalgebra co-augmented by the grouplike element
Finally, the existence of φ now implies that up to the automorphisms induced by ϕ i , i ∈ {0, 1}, the maps
are equal. Applying the counit ε : H * (Γ, Q) → Q to the left tensorand in H * (Γ, Q), we conclude that H * (Γ, Q) is trivial (more precisely, Q ∼ = H * (Γ, Q)), contradicting our assumption to the contrary.
Restricting attention to amenable groups, we obtain the following.
Corollary 4.3 If Γ is amenable and discrete with
Proof It is well known that amenable groups satisfy the Baum-Connes conjecture, and the C * completion of CΓ is unambiguous in the amenable case.
We now briefly return to discussion of C * -algebras with characters. The following proposition implies that characters in join and fusion procedures (see [8] ) are easily determined by the characters of the components.
Proposition 4.4 Let B be a unital C * -algebra, and let X be a compact Hausdorff space. Fix finitely many s i ∈ X, 1 ≤ i ≤ N . For each i, let B s i denote a unital C * -subalgebra of B, and define A as A := {f ∈ C(X, B) :
Also, define B s := B for s ∈ X \ {s 1 , . . . , s N }. Then if φ is a character on A, it may be decomposed as φ = ψ • ev s for some s ∈ X and character ψ on B s .
Proof For each t ∈ X, let J t denote the ideal of functions in A which vanish at t. We note that because the s i are isolated, it follows that A/J t ∼ = B t , and the quotient corresponds to evaluation at t. Let I = ker(φ) and suppose t is such that J t ⊆ I. Since I has codimension 1 in A, it follows that J t + I = A, and in particular there is some f ∈ I such that f (t) = 1. We may assume f is positive by replacing f with f f * if necessary.
Suppose all t ∈ X have J t ⊆ I. For each t, pick a function f t ∈ I such that f t ≥ 0 and f t (t) = 1, and note that the open sets U t := {s ∈ X : f t (s) is invertible in B s ⊆ B} form a cover of X. By compactness, there is a finite subcover {U t 1 , . . . , U t k } of X. It follows that the positive element f t 1 + . . . + f t k ∈ I takes invertible values at each s ∈ X, and hence it is invertible in A. This contradicts the fact that I is a proper ideal. We conclude that some t ∈ [0, 1] has J t ⊆ I, which gives the decomposition φ = ψ • ev t for some character ψ on A/J t ∼ = B t .
In particular, the equivariant join
is of the form considered in Proposition 4.4, so we may determine its characters.
Corollary 4.5 Suppose there is a character φ on A ⊛ δ H, where δ is a free action of H on A.
Then the following hold.
• At least one of A or H admits a character.
• If H has a counit, then then there is a continuous path of characters on A ⊛ δ H connecting φ to a character of the form ρ • ev 1 , where ρ is a character on C ⊗ H ∼ = H.
• If A admits at least one character, then there is a continuous path of characters on A ⊛ δ H connecting φ to a character of the form ρ • ev 0 , where ρ is a character on δ(A) ∼ = A.
Proof By Proposition 4.4, φ is of the form ψ • ev t , where ψ is a character on δ(A) if t = 0, A ⊗ H if 0 < t < 1, or C ⊗ H if t = 1. At least one of A or H maps into the domain of ψ, so at least one admits a character.
Case I: Suppose H has a counit. If t = 1, there is nothing left to prove.
Next, if t ∈ (0, 1), then follow the path ψ • ev s for s ∈ [t, 1]. At t = 1, we may write the resulting character ψ • ev 1 as ρ • ev 1 , for ρ a character on C ⊗ H, by following the embedding of C ⊗ H into A ⊗ H.
If t = 0, then ψ is a character on δ(A). Because H has a counit ε, we may compose the chain
it follows that Ψ is actually an extension of ψ from the domain δ(A) to the domain A⊗H. Therefore, the original character φ = ψ • ev 0 = Ψ • ev 0 may be connected via Ψ • ev s to a character based at s = 1. Similar to the above, Ψ • ev 1 may be written as ρ • ev 1 for a character ρ on C ⊗ H.
Case II: Suppose A admits a character. If t = 0, there is nothing to prove, and if t ∈ (0, 1), then we may again shift the character φ = ψ • ev t by moving the scalar parameter to 0. If t = 1, then ψ is a character on C ⊗ H, which we may extend to a character Ψ on the domain A ⊗ H by fixing a character α of A and writing the composition
We are then free to shift the scalar parameter of φ = Ψ • ev 1 .
If A is a simple quantum torus, then A admits a free action of C(Z/2Z), and C(Z/2Z) certainly has characters. In this case, the join of A and C(Z/2Z) admits characters corresponding to those of C(Z/2Z) at the t = 1 endpoint, but no others. On the other hand, if A has characters but H does not, perhaps no free action of H on A exists. For example, this is suggested (but not proved) in [9, §2] . When both A and H have characters, connectedness properties of the topological join carry over to the C * -algebraic setting. Corollary 4.6 Suppose H has a counit ε, and fix a free action δ of H on A, where A has at least one character. Then any character of A ⊛ δ H may be connected via a path to the character
Proof By Corollary 4.5 and its proof, any character φ on A ⊛ δ H may be connected to a character of the form ψ • ev 0 = Ψ • ev 0 , where ψ is a character on δ(A) which extends to a character Ψ on A ⊗ H through the composition
The path Ψ • ev t connects the given character to Ψ • ev 1 . However, from the boundary conditions of A ⊛ δ H, the range of ev 1 is C ⊗ H, and
Consider a free action of C(Z/2Z) on a simple C * -algebra A once more; this shows that the assumption that A also admit characters is necessary. Namely, in A ⊛ δ C(Z/2Z), the only two characters are of the form ρ • ev 1 , and they are isolated from each other. In contrast, applying Corollary 4.6 to iterated joins of H with itself, we conclude from the above that the character space of E n H is path connected if n ≥ 1, analogous to the topological picture.
We conclude with results about cleftness of the iterated joins E n H. Recall the following definition. Definition 4.7 Let H be a Hopf algebra. An H-comodule algebra A is called cleft if there exists a convolution-invertible H-comodule morphism H → A.
The convolution φ * ψ of linear maps φ, ψ : H → A is given by the following commutative diagram.
As usual, ∆ : H → H ⊗ H denotes the comultiplication, and mult : A ⊗ A → A denotes the map which sends any elementary tensor a ⊗ b to ab. Further, the convolution identity is given by the formula
where ε : H → C is the counit of the Hopf algebra H. We abuse notation slightly by also calling the convolution identity ε.
When H = CΓ for a finite group Γ, an H-comodule morphism is simply a linear map φ : H → A which respects the graded structure over Γ, and we need only be concerned with the specification of φ(γ) ∈ A γ . Further, since following (4.1) shows that the convolution φ * ψ of two linear maps from H to A is given easily by the computation
and similarly for the reverse order, we conclude that the convolutions φ * ψ and ψ * φ are simultaneously equal to
if and only if for each γ ∈ Γ, φ(γ) and ψ(γ) are inverses under multiplication. It follows that A is cleft over the Hopf algebra H = CΓ if and only if for each γ ∈ Γ, there is an invertible element U γ = φ(γ) in the γ-isotypic subspace of A.
Similarly, if H is a finite-dimensional Hopf algebra, not necessarily of the form CΓ, consider any finite-dimensional (right) H-comodule V . The right comodule structure ρ : V → V ⊗ H amounts to a left module structure over the dual Hopf algebra H * , and hence we have a well-defined algebra morphism
We denote by A ρ the image in End(V ) of this morphism. We will allow ourselves the slight notational abuse of substituting V for the subscripts of θ ρ and A ρ . The comodule structure is captured by an invertible element u = u V ∈ A V ⊗ H defined implicitly by the equation
and the inverse of u is its image through id ⊗ S, where S is the antipode of H.
Proposition 4.8 For any finite-dimensional complex Hopf algebra H, the join
Remark 4.9 It is crucial that H is considered as a Hopf algebra, not as a Hopf C * -algebra, as the maps we construct do not necessarily preserve the adjoint operation.
Proof As per Definition 4.7, we want to prove the existence of a convolution-invertible H-comodule morphism from H to H ⊛ ∆ H. To this end, we apply the preceding discussion to the right regular comodule structure of H itself, i.e. V = H regarded as a comodule via the comultiplication. In this case the subalgebra A H ⊂ End(H) is isomorphic to H * itself.
Because A H ⊗ H ∼ = H * ⊗ H is a finite-dimensional complex algebra, its group GL(H * ⊗ H) of invertible elements is path connected. It follows that we can find a path p t ∈ GL(H * ⊗ H), p 0 = u, p 1 = id;
it can be expressed as p t = (id ⊗ ψ t )(u) for a path of linear maps ψ t : H → H, ψ 0 = id, ψ 1 = (unit of H) • ε.
Finally, define the path ϕ t : H → H ⊗ H by the following commutative diagram.
It is easy to see that the φ t determine a map from H to H ⊛ ∆ H; this is the desired comodule morphism that realizes the cleftness.
To verify this latter claim, note first that ϕ = (ϕ t ) t is indeed a comodule map simply because both morphisms making up the upper half of (4.3) respect the H-comodule structure coming from the regular coaction on the right hand tensorand.
Finally, we prove that ϕ is convolution-invertible. First, note that ψ t : H → H has a convolution inverse ψ t defined simply by the requirement that p t and p t := (id ⊗ ψ t )(u) be mutually inverse in GL(H * ⊗ H).
Next, we can define the convolution inverse ϕ t of ϕ t as the composition
where τ denotes the flip.
Again, the constructions above do not necessarily apply to cleftness over finite quantum groups, i.e. finite-dimensional Hopf C * -algebras, as the morphisms given need not respect the adjoint structure. Indeed, we find many cases below where cleftness properties of E n H over the Hopf algebra or C * -algebra H = CΓ are classified in different ways.
Theorem 4.10 Let Γ be a nontrivial finite group, and let H = CΓ.
• If |Γ| is odd, then E 1 H = H ⊛ ∆ H is cleft over the Hopf algebra or C * -algebra H.
• If |Γ| is even, then E 1 H = H ⊛ ∆ H is cleft over the Hopf algebra H, but it is not cleft over the Hopf C * -algebra H.
• If n ≥ 2 and Γ is perfect, then E n H is cleft over the Hopf algebra H, but it is not cleft over the Hopf C * -algebra H.
• If n ≥ 2 and Γ is not perfect, then E n H is not cleft over the Hopf algebra or C * -algebra H.
Proof Recall from (4.2) that if H = CΓ, an H-comodule algebra A is cleft over the Hopf algebra H if and only if for each γ ∈ Γ, there is an invertible element U γ ∈ A γ . Similarly, A is cleft over the Hopf C * -algebra H if and only if the additional condition U γ −1 = U * γ is satisfied, as γ and γ −1 are adjoints in CΓ.
For any finite Γ, Proposition 4.8 shows that E 1 H is cleft over the Hopf algebra H, so in particular there is an invertible element U γ in each γ-isotypic subspace of E 1 H. If |Γ| is odd, then we may select U 1 = 1 and U γ −1 = U * γ , as the only element in Γ equal to its own inverse is the identity. We conclude that E 1 H is also cleft over the Hopf C * -algebra H. In contrast, if |Γ| is even, then there is an order two element γ = γ −1 = γ * , so if U γ −1 = U * γ , then U γ is a self-adjoint invertible in (E 1 H) γ . This is impossible, as applying the counit pointwise in E 1 H on the right tensorand would then produce a path of self-adjoint invertibles connecting an element h ∈ H with σ(h) = −σ(h) to a scalar. We conclude that E 1 H is not cleft over the Hopf C * -algebra H.
If n ≥ 2 and Γ is perfect, then we may select invertibles U γ in each (E n H) γ by Theorem 3.6. It follows that E n H is cleft over the Hopf algebra H. On the other hand, if Γ is not perfect, there is a quotient H → K, where K = CΛ for a nontrivial cyclic group Λ = Z/kZ. If E n H is cleft over the Hopf algebra H, then there is an invertible element in (E n H) γ for each γ ∈ Γ, and applying a pointwise quotient shows there is also an invertible element in (E n K) λ for each λ ∈ Λ. Now, E n K is equivariantly isomorphic to the C * -algebra of continuous complex-valued functions on the (n − 1)-connected space X = E n (Z/kZ) = (Z/kZ) * n+1 , where connectedness of the iterated joins may be derived from [16, Proposition 4.4.3 ]. An invertible element in the generating isotypic subspace of E n K may be rescaled to produce an equivariant map X → S 1 , where X is acted upon freely and diagonally by Z/kZ, and S 1 is acted upon freely by Z/kZ through an order k rotation. This contradicts the remark on page 68 of [10] , as the connectivity of X is at least as big as the dimension of S 1 .
Finally, if n ≥ 2, we prove that E n H is not cleft over the Hopf C * -algebra H in two cases, based on the previous results. If |Γ| is even, then we know that E 1 H is not cleft, and since E n H surjects onto E 1 H, we have that E n H is also not cleft over the Hopf C * -algebra H. If |Γ| is odd, then by the Feit-Thompson theorem, Γ is solvable. Since |Γ| = 1, it follows that Γ is not perfect. It has therefore already been proved in the previous paragraph that E n H is not cleft over the Hopf algebra H, from which we conclude it is also not cleft over the Hopf C * -algebra H.
Since E 0 H = H is certainly always cleft over H, Theorem 4.10 shows that for any nontrivial finite group Γ, the problem of cleftness for the iterated joins of CΓ is completely determined in both the Hopf algebraic and Hopf C * -algebraic contexts. Further, Theorem 4.10 implies that in the finite group case, Theorem 3.6 is optimal for n ≥ 2, in that the only nontrivial finite groups Γ for which the theorem holds are perfect.
