Abstract: This paper proposes an online type of controller parameter tuning method by modifying the standard fictitious reference iterative tuning method and by utilizing the so-called recursive least-squares (RLS) algorithm, which can cope with variation of plant characteristics adaptively. As used in many applications, the RLS algorithm with a forgetting factor is also applied to give more weight to more recent data, which is appropriate for adaptive controller tuning. Moreover, we extend the proposed method to online tuning of the feed-forward controller of a two-degree-of-freedom control system. Finally, numerical examples are provided to illustrate the effectiveness of the proposed method.
INTRODUCTION
For the last decade, some direct tuning methods of controller parameters such as proportional-integral-derivative (PID) gains have been investigated (Hjalmarsson (2002) ; Campi and Savaresi (2006) ; Souma et al. (2004) ). These methods directly use experimental input and output data of a plant to tune controller parameters. They are therefore more practical than indirect methods which require a plant model identified by using the input and output data.
Among the representative direct controller parameter tuning methods, iterative feedback tuning (IFT) proposed in Hjalmarsson (2002) requires iterative experiments. In contrast, virtual reference feedback tuning (VRFT) proposed in Campi and Savaresi (2006) and fictitious reference iterative tuning (FRIT) proposed in Souma et al. (2004) are performed based on input and output data obtained from only a one-shot experiment, which means that VRFT and FRIT are more practical than IFT. Moreover, although FRIT and VRFT are based on a similar idea, FRIT is more intuitively understandable and simple than VRFT as stated in Kaneko et al. (2011) . For these reasons, FRIT has received much attention recently as a practical and useful method, and its extended methods have been studied (see, e.g., Tasaka et al. (2009); Masuda (2010) ; Wakasa et al. (2011) ).
The standard FRIT is basically performed offline. This means that once plant characteristics change, the control performance may be deteriorated, and therefore, FRIT has to be re-performed offline. To cope with this problem, online methods of FRIT have been proposed in Masuda (2010); Yamashina et al. (2011) . In general, an optimization problem in the standard FRIT is not a convex programming problem, which leads to relatively long computation time to be solved. To avoid this difficulty, the standard FRIT is modified in Masuda (2010) ; Yamashina et al. (2011) so that the resulting optimization problem becomes a form of least-squares problem. However, these online methods based on the least-squares method still can be improved from a computational viewpoint. Moreover, in the method in Masuda (2010) , controller parameters have to be updated periodically, so that the controller parameters may change considerably, thereby leading to control performance deterioration. This paper proposes an online type of controller parameter tuning method by utilizing the so-called recursive leastsquares (RLS) algorithm (see, e.g., Haykin (2002) ) which takes less computational complexity than the standard least-squares algorithm. As used in many applications, the RLS algorithm with a forgetting factor is applied to give more weight to more recent data, which is appropriate for adaptive controller tuning. We also introduce a filter to avoid abrupt variation of controller parameters. Moreover, we extend the proposed method to online tuning of the feed-forward controller of a two-degree-of-freedom (2DOF) control system. Finally, numerical examples are provided to illustrate the effectiveness of the proposed method.
2. SYSTEM CONFIGURATION Consider a system configuration shown in Fig. 1 . In the figure, G(z) is a plant modeled as a discrete-time singleinput and single-output linear system, C(z, θ) is a parameterized controller such as a PID controller, and θ denotes a parameter vector to be tuned in the controller. Also, u(k), y(k), r(k) , and e(k) denote the control input, control output, reference signal, and tracking error, respectively.
We assume that the controller C(z, θ) is linearly parameterized with respect to θ. For example, denoting
we can express a continuous-time transfer function of a PID controller as
where K P , K I , and K D are the proportional, integral, and derivative gains, respectively,
T includes the PID gains to be tuned, and τ is the filter time constant of the approximate derivative. In this paper, we denote a discretized model of ϕ c (s) by ϕ(z) and use the following discrete-time PID controller as a typical case:
STANDARD FRIT
In the standard FRIT (Souma et al. (2004) ), we first perform a closed-loop experiment to obtain input/output data u 0 (k), y 0 (k), k = 1, . . . , N , for an initial controller parameter θ 0 and a reference signal r(k). Then the fictitious reference signal is calculated bỹ
Based on the fictitious reference signal, we tune the controller parameter θ so that the following performance index is minimized:
where M (z) is a given reference model that can express an ideal closed-loop system. The abovementioned tuning procedure is performed offline.
ONLINE TUNING VIA RECURSIVE LEAST-SQUARES METHODS
One of the reasons why the standard FRIT is performed offline is that J is usually not convex with respect to θ, and therefore, this computation cannot be efficiently carried out.
To cope with this difficulty, we first assume that θ satisfies an ideal case:
It follows from this assumption that
By focusing on the above relationship, the tuning method by minimizing the following performance index has been proposed in (Masuda (2010) ):
In this case, the minimization problem ofĴ is regarded as a least-squares problem becauseê(k) is linear with respect to θ. In Masuda (2010), a period for evaluating the performance index is defined, and the normal equation corresponding to the least-squares problem is solved at each period to update controller parameters. Although this tuning procedure is carried out online, the controller parameters can be abruptly updated at a definite period of time, so that the control performance may be deteriorated. Moreover, the computational complexity of solving the normal equation is relatively large.
To resolve these problems, in this paper, we utilize the socalled RLS method (Haykin (2002) ) and propose a method for reducing the variations of controller parameters.
We first replace the initial data u 0 (k), y 0 (k) with u(k), y(k) for (1) and define the following signals:
Therefore, when we aim to tune the controller parameters based on the data up to time k, we can express the performance index to be minimized as follows:
The RLS algorithm is an algorithm which recursively finds the optimal estimateθ(k) of controller parameters by usingθ(k − 1) at the previous time k − 1 (Haykin (2002)).
Since the standard RLS uses all data u(k), y(k) from the initial time to the current time, it cannot cope with characteristic variations of the plant. Therefore the RLS with a forgetting factor λ(0 < λ < 1) is appropriate for such a case. The forgetting factor is a weighting factor which is introduced into the performance index as follows:
The forgetting factor gives exponentially less weight to older error samples. When λ = 1, we have the standard RLS algorithm. The inverse of 1 − λ is, roughly speaking, a measure of the memory of the algorithm. Therefore, the special case λ = 1 corresponds to infinite memory (see for the details, e.g., Haykin (2002) ).
The RLS algorithm with a forgetting factor is as follows:
To initialize the RLS algorithm, we need to specify the initial controller parameterθ(0) and the initial correlation matrix P (0). Usually we set the matrix
where γ > 0 is set to be a large constant for high signalto-noise ratio.
According to the abovementioned RLS algorithm, the controller parameterθ(k) is updated at each time. This variation of the controller parameter may be large at the beginning of the algorithm, at the time when plant characteristics change abruptly, and at the time when the set-point reference is changed. Due to this, the control performance can be deteriorated, and the system may fail to be stable in the worst case. Thus, to reduce the variation of the controller parameter, we propose the following update rule of the implemented controller parameter θ(k):
where α is a sufficiently small positive constant. By the update rule (8),θ is filtered by the low path filter α/(z + α − 1), so that θ is changed moderately.
To sum up, the proposed online controller parameter tuning algorithm is described as follows:
Online controller parameter tuning algorithm
Step 1. Set an initial controller parameterθ(0) = θ(0) = θ 0 and parameters γ, λ, and α. For each time, perform Steps 2-4.
Step 2. From (2) and (3), compute ξ(k) and d(k).
Step 3. Obtainθ(k) by computing (5)-(7).
Step 4. Obtain θ(k) according to (8) and implement it into the controller.
We show the block diagram of the online controller parameter tuning algorithm in Fig. 2 . Moreover, a more detailed mechanism of the RLS algorithm is illustrated in Fig. 3 . Remark 1. As in the standard offline FRIT, the proposed online FRIT does not ensure the stability of the control system. A remedy for this problem is to restrict θ(k)within the range aimed at ensuring the stabiliy of the control
system by utilizing information on a pre-experiment or plant model.
EXTENSION TO 2DOF CONTROL SYSTEMS
In this section, we extend the proposed method to online tuning of the feed-forward controller in a 2DOF control system by applying the results in Kaneko et al. (2011) .
We consider the 2DOF control system illustrated in Fig. 4 . In the figure, C fb (z) is a feedback controller which is assumed to be implemented so as to stabilize the closedloop as in Kaneko et al. (2011) . Also, C ff (z, θ) is a feed-forward controller which is assumed to be linearly parameterized as follows:
where θ ∈ R n is a tunable parameter vector and ψ(z) is an n-dimensional rational function with real coefficients given by the designer.
In this system configuration, using the obtained input and output data u(k), y(k), k = 1, . . . , N , we can express the fictitious reference signal as -30, 2012 WeA2.3
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As stated in Section 3, the performance index to be minimized in FRIT is
In Kaneko et al. (2011) , however, the error y(k) − M (z)r(θ, k) evaluated in the performance index is modified asẽ
we can express the modified errorẽ(k) as
which is the same form as (4). Therefore we can apply the online controller parameter tuning algorithm described in the previous section to the feed-forward controller tuning in the same way. In this case, the RLS with a forgetting factor is used, and therefore, the performance index to be minimized is described as follows:
Also, (9) is used instead of (2) in the online controller parameter tuning algorithm in the previous section.
NUMERICAL EXAMPLE
We consider the following plant used in a benchmark problem in Suda (1992):
G(s) = 12s + 8 20s 4 + 113s 3 + 147s 2 + 62s + 8 .
Let the sampling time be 0.001 s and the reference model be
which is a discretized system of M c (s) = 1/(0.5s + 1) 2 with a zero-order hold. The reference signal r(k) is given by a rectangle wave taking values 0 and 1. Accordingly, the desired output is y d (k) = M (z)r(k). We apply the method proposed in Section 4 and set the initial controller parameter and the filter time constant of the approximate derivative by θ(0) = [3, 0.5, 0] T and τ = 0.1, respectively. We provide white noise with zero mean and standard deviation 10 −4 as measurement noise. We set the parameters in the algorithm as γ = 10 2 , λ = 1 − 5 · 10 5 , and α = 10 −4 . 
Case 1: Slow Change of Plant Characteristics
In order to evaluate the adaptation to characteristic variation, we consider the case where the gain of the plant is proportionally reduced to its half from 70 s to 170 s, i.e., the plant is changed according to
where t denotes the unit of time, the second.
The control input and output by the proposed method are shown in the PID gains are tuned adaptively in accordance with the variation of the plant characteristics, and good tracking performance is maintained. We see from the figures that the proposed method is effective to the slow change of the plant characteristics.
Case 2: Abrupt Change of Plant Characteristics
Next we consider the case where the gain of the plant is halved abruptly at 70 s, i.e., the plant is 1/2G(s) after 70 s. We have the simulation results shown in Figs. 7 and 8. Due to the characteristic variation of the plant at 70 s, the output is disturbed. After that, however, the PID gains are gradually tuned, and finally, good tracking performance is achieved again. It is apparent from the figures that the proposed method is effective to the abrupt change of the plant characteristics.
CONCLUSION
In this paper, we have proposed an online controller parameter tuning method by applying the standard FRIT and the RLS algorithm. Moreover, we have extended the proposed method to online tuning of a feed-forward controller in a 2DOF control system. We have shown some numerical examples to verify the effectiveness of the proposed method.
In comparison with the conventional FRIT which is offline tuning, the proposed algorithm can be performed continuously without stopping the control operation or without changing the controller parameter abruptly, which implies that the proposed method is more practical than the conventional one. However, we need to appropriately set some setting parameters in the algorithm. Future research directions are to investigate some guidelines of such an appropriate parameter setting and to verify the effectiveness of the proposed method by carrying out some experiments. 
