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1. INTRODUCTION 
There exists an extensive amount of literature dealing with oscillations in 
scalar differential equations of first and higher order with and without 
deviating arguments and we refer to Kartsatos [4] for a survey of the work 
done in this area. However, almost no attention has been paid for studying 
oscillations in systems (non-scalar) of differential equations with deviating 
arguments. The purpose of this article is to examine a system of differential- 
difference equations of the form 
!?YICYU= i a,,x,(t--z) 
dt” 
t>O i= 1,2 ,..., n 
,= 1 
(1.1) 
where m is a fixed positive integer (m 3 l), a,, (i, j = 1, 2,... n) and r are real 
constants with r > 0. If we denote the column vector (x,(t),... ~,,(t)}~ by 
it(t) then we can rewrite (1.1) in the vector matrix notation as follows: 
dm5J t) 
-=kz(t-7) 
dt” 
t>o (1.2) 
0022-247X/86 $3.00 
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where A denotes the n x n matrix of constants a&i, j = 1, 2,..., n). If (1.2) is 
supplemented with a set of initial conditions of the form 
I”‘(O+)=&,;j= 1, 2 )...) (m- l);x”‘(o+)=,lfnl+ y 
(1.3) 
where 6, (j = 1, 2,..., (m - 1)) are constant vectors and @5: [I-t, 0] + R” is 
continuous on C-r, 01, then (1.2) together with (1.3) becomes an initial 
value problem. 
One can reformulate (1.2)-( 1.3) as an initial value problem for a tirst- 
order system in the form 
dZ( t) 
-=Mz”(t)+M(t-7) 
dt 
t>o (1.4) 
where M and N are constant matrices of the type nm x nm and z”(t) = 
i-xl(t)> x;“(t),..., x\“-‘)(t); X2(f), X$“(f),..., xi” -1’; “‘X (t) X’,“(l),... 
x@ ‘)(t)T. Although it appears that the initial conditions in’( 1.3) are not 
&licient for solving such a reformulated problem of a first-order system, 
one can verify directly (see appendix for an example) that the initial data in 
(1.3) are in fact sufficient for solving (1.4). From such a modified problem, 
it is an elementary procedure to show that solutions of (1.4) and hence 
those of (1.2) are of exponential order (see appendix). Thus the technique 
of Laplace transform can be used for the study of systems of the form 
(1.2)-( 1.3). 
Since the literature on oscillations of nonscalar systems of ordinary or 
differential-difference equations is (almost) nonexistent, we will adopt the 
following: 
DEFINITION. A nontrivial vector Z(t) = {xi(t),... x,(r)} defined on 
[0, co) will be called oscillatory if and only if at least one component of the 
vector .C(.) has arbitrarily large zeros on [0, co). 
We note that if a vector (x,(t),..., x,(t)} defined for t 30 is non- 
oscillatory then there exists a t* > 0 such that all components of the vector 
remain nonzero for all t 3 t*. We remark that the above definition of 
oscillatory solutions of nonscalar systems is not the only possible 
generalization of a similar notion for scalar valued functions on [0, co); 
however our definition of oscillatory vectors reduces to the familiar 
definition of oscillatory scalar functions in the special case when a vector 
has one component only. 
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2. OSCILLATORY SYSTEMS 
Let Z(t)= {x,(t),...,x,(t)), (t>O) denote the solution of (1.2))(1.3) and 
let X(A) denote the Laplace transform of Z(t) defined by 
P(i) = (X,(A),..., X,(i)) 
X,(i) = io^ x,(t) e ~~ i’ dt, 
(2.1) 
j= 1, 2,... n. 
from the elementary properties of Laplace transforms it will then follow 
that 
[i”I- Ae ~m-l@(o)+i”-Zcc, + .‘. +rxmp, +A ’ 4(s) ds 1 
(2.2) 
and hence 
where 
and Z denotes the m x m identity matrix. 
We have from (2.2) that 
where 
B(n) = adj. [i”Z- Ae -“I e(l) 
H(A) 
(2.3) 
H(l) = det.[A”I- Ae iT]. (2.4) 
By the inversion theorem on Laplace transforms we have from (2.3) that 
the solution Z(t) of (1.2))( 1.3) is given by 
where 0 is a real number greater than the real parts of all the roots of 
H(A) =O; the existence of such a real number g is well known (Hale [3]). 
The integral in (2.5) can be evaluated using residue calculus so that 
iT( t) = C p,(t) e”” t>o (2.6) 
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where the vector jj(t) is determined as follows: 
d,(t) = residue of 
e”{adj.[A”Z-AeP”]} Q(A) 
H(A) 
(2.7) 
at a root of Aj of H(l) = 0. 
The convergence of the series representation in (2.6) has been established 
by Banks and Manitius [ 11. With these preparations we are now ready to 
formulate our result. 
THEOREM 2.1. Assume the following for ( 1.2))( 1.3); 
(i) det A #O; 
(ii) the eigenvalues /I,, p2,..., fi,, (real or complex) of A satisfy 
IPjl Trndn, 1. 
mm 
2 j= 1, 2,..., n 
Then all bounded solutions of (1.2)-( 1.3) are oscillatory on [0, co J. 
Proof: Since solutions of (1.2)-( 1.3) are representable as in (2.6) it will 
follow that a necessary and sufficient condition for all bounded solutions of 
(1.2) to be oscillatory is that the characteristic equation H(L) = 0 has no 
real nonpositive roots. Since /?, , p2,..., p, are the eigenvalues of A, we have 
immediately that 
det[I1"'-Ae mir]=Oe i [Am-p,e "'1 =O. 
j= I 
(2.9) 
Suppose now there exists a bounded nonoscillatory solution of (1.2); then 
there exists a real nonpositive root I* such that 
(A*)” = jjle-i.*’ for some j E { 1, 2 ,..., IZ }. (2.10) 
Since det A # 0, /I, # 0 for j = 1, 2 ,..., n and hence A* 6 0 implies that A* < 0. 
We have from (2.10) that 
I;l*lm = Ipi1 el”*l’ for some j E ( 1, 2,..., n > 
which leads to 
1 = lpi/ P{eii*“/(I~*I r)m} 
3 l/J,1 Tmem 
mm 
for some j E ( 1, 2 ,..., H}. (2.11) 
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But (2.11) contradicts (2.8) and hence (1.2) cannot have a bounded non- 
oscillatory solution and the proof is complete. 
The following corollary provides sufficient conditions for the existence of 
bounded nonoscillatory solutions of ( 1.2). 
COROLLARY 2.1. Suppose the matrix A in ( 1.2) has a real eigenvalue say 
(T # 0 with sign(e) = ( - 1)” and suppose 
(2.12) 
Then (1.2) has at least one bounded nonoscillatory solution. 
Proof: The portion of the characteristic equation (see (2.9)) 
corresponding to (T is given by 
~~~~ = (_ * )~~~j,l e j.r (2.13) 
If we let -,“=I then (2.13) reads pm= 1~1 e’“; If we let 
we note that 
F(p) = ,u’,, - /(r/ eAcr 
F(O)= -ID./ <o 
from which it will follow that there exists a root say p* E (0, 7) such that 
p* = I@( exp(p*r); corresponding to this p*, (1.2) has a solution of the 
form 
T(t) = j?,*(t) e I’*’ (2.14) 
where p,*(t) is a polynomial in t and hence a solution such as in (2.14) is a 
nonoscillatory solution of (1.2) and the proof is complete. 
Let us now consider a linear system of delay-differential equations of the 
form 
where a;,, T,-(i, j= 1, 2 ,..., n) are real constants. 
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THEOREM 2.2. Suppose the constant aijr zii in (2.15) satisfy the,following: 
(i) det A = det(a,) # 0, 
(ii) aii#O, T,,>O; i= 1, 2 ,... n, 
(iii) 
laiil r;em 
mm 
>I+(:, ,a,Jr;)~,i=1,2.....n. (2.16) 
Then all bounded solutions of (2.15) corresponding to any continuous initial 
function Z(s) = G(s), SE C-z, 01, 7 = max, Ci,,Gn sii together with 
.?(j)(O) = gjii, j= 1, 2 ,..., (m - 1) are oscillatory on [0, co). 
Pro@ The characteristic equation corresponding to (2.15) is given by 
det[il”Z- a,ie-i.“] = 0. (2.17) 
Suppose (2.15) has a bounded nonoscillatory solution. Then (2.17) has a 
real nonpositive root say 6 such that 
det [PZ - a,je “y] = 0. 
Then 6 # 0 since det A #O and hence 6 60 implies 6 < 0; thus 6”’ is 
an eigenvalue of the matrix with entries a,e- ‘GJ (i, j= 1, 2,..., n). By 
Gershgorin’s theorem on eigenvalues of matrices (Franklin [2]), 6” 
satisfies 
I~m-aiie~6’“l < i] lavl ec6’” for some iE { 1, 2,..., n}. (2.18) 
jz 1 
iiti 
Since 6 < 0, we have from 
the inequality 
1 + i (7ii)mlaij( {e161’q/(JSI TV)“} 
j=l 
ifi 
3 (~ii)mlaiil {e”“lr/( 161 til)m for some iE { 1, 2 ,..., n}. (2.19) 
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Taking the inlimum of both sides of (2.19) with respect to Ifi/, 
inf 
‘ii1 >o F 
1 + i (rji)“la,l { e’““‘l/( 161 ril)M} 
,=I 1 
I#i 
3 ,j,n,f” I(z~~)‘~~Q~,[ {e’“““/161 rji)‘%}l for some iE { 1, 2,..., ~1 (2.20) 
which implies that 
T:b,l 8’ 
,.$f IQ,,@> m m  for some i E ( I, 2 ,..., n ). (2.21) 
/=l 
.iZ 1 
But (2.21) contradicts (2.16) and hence (2.15) cannot have a bounded non- 
oscillatory solution and the proof is complete. 
Although our results provide sufficient conditions for all bounded 
solutions of vector systems of delay differential equations to be oscillatory, 
in special cases of scalar systems our conditions also become necessary for 
oscillation of all bounded solutions; for instance consider the scalar dif- 
ferential-difference equation 
d2u 
dt’=UU(t-T) (2.22) 
where a, T are positive constants and u is a scalar function. 
By theorem (2.1) all bounded solutions of (2.22) are oscillatory on 
[0, co) if (r2e2/4) a> 1; this condition is in fact necessary for all bounded 
solutions of (2.22) to be oscillatory. Suppose now that (T2e2/4) a < 1, we 
will show that then (2.22) has a nonoscillaroty solution. The characteristic 
equation associated with (2.22) is given by 
F(I) E E,’ - ae mm’7 = 0. (2.23) 
It will follow from 
that there exists aA* E ( - (2/2), 0) such that F(L*) = 0 corresponding to 
which (2.22) has a solution of the form 
(for some constant 6) 
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which is bounded and nonoscillatory on [0, co). Thus the necessity of the 
condition (r2e2/4) c1> 1 for all bounded solutions of (2.22) to be oscillatory 
follows. 
3. APPENDIX 
By means of an example we will now demonstrate the reformulation of a 
system of higher-order differential difference equations as an equivalent 
first-order system; we also indicate the sufficiency of initial conditions of 
the form (1.3) for an integral reformulation of the problem (1.2), (1.3) with 
which we show that solutions of equations of the form (1.1) are of 
exponential order. 
Consider a system of differential difference equations 
d3x,(t) -=u,*x,(t-r)+u,,x,(t-T) 
dt 
d3xAt) 
t>o (3.1) 
-=a~,x,(t-~)+a2*"2(t-~) 
dt 
along with the initial conditions 
-y,(.y) = (P*(s) .t,(O)=a,,,i,(O)=a,, . 
-yz(s) = cpz(f) ’ 
sE[--,O]; x2(0) =a,, > %(O) =Q2 (3.2) 
where uii, ~l,~ (i, j = 1, 2) are constants, cp 1, ‘p2 are continuous real functions 
on C--z, 01. Define a vector j(t) as follows: 
where 
At) = LJM)~ J4tb. Y6U)lT 
y,(t) =-xl(t); Y‘df) =*x2(t) 
J%(t)=i,(t); ydt)=.%(t) t>o 
y3(t) =-f,(t); .Ydt) =-G(t) 
We can rewrite (3.1) in the vector matrix form 
dF(t) 
-=hfF(t)+NY(t-z) 
dt (3.4) 
(3.3) 
where 
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010000 
001000 
M= 
000000 
I I 
000010 
000001 
000000 
N= I 
0 0 0 0 0 0’ 
0 00 0 00 
a,, a12 0 0 0 0 
0 00 0 00 
0 00 0 00 
u2, 0 0 a22 0 0. 
The initial conditions for the vectory y are given by 
Y,(S) = cplb), L)‘Js)=(PAs), SE C-L 01. 
Y,(o)=@,, YAo)=~,l (3.5) 
Y,(O)=al, YdO) = %2. 
(3.4) can be written as 
y(r)= y(O)+Ml; &)ds+j’N&s)ds t>o (3.6) 
0 
and note that although P(s- z) appears in the integrand in (3.6), the 
nature of Ny((s--z) as an integrand makes the initial conditions in (3.5) 
sufficient for the evaluation of the integral 
so that we have from (3.6), 
II @)ll d II F(o)ll +I0 
-1 
IINII h)lI 4 + [IIWI + IINIII j; II @~)ll 4 
which by Gronwall’s inequality implies, 
II ~tt)ll d II j%)ll +I0 IIN~t(r)ll 4 exPC(IlM/I + IIN) tl 
I T I 
showing that the solutions (3.1))(3.2) are of exponential order. 
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We remark that a reformulation similar to that of (3.1)-(3.2) but with 
several matrices can be used for converting (2.15). 
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