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Global dynamics above the ground state energy for the
combined power-type nonlinear Schro¨dinger equations with
energy-critical growth at low frequencies
Takafumi Akahori, Slim Ibrahim, Hiroaki Kikuchi and Hayato Nawa
Abstract
We consider the combined power-type nonlinear Schro¨dinger equations with energy-
critical growth, and study the solutions slightly above the ground state threshold at
low frequencies, so that we obtain a so-called nine-set theory developed by Nakanishi
and Schlag [24, 25].
1 Introduction
We consider the following nonlinear Schro¨dinger equation:
i
∂ψ
∂t
+∆ψ + |ψ|p−1ψ + |ψ| 4d−2ψ = 0, (NLS)
where ψ = ψ(x, t) is a complex-valued function on Rd × R (d ≥ 3), ∆ is the Laplace
operator on Rd and p satisfies that
2 +
4
d
< p+ 1 < 2∗ := 2 +
4
d− 2 . (1.1)
We denote the mass and the Hamiltonian of (NLS) by M and H, respectively, that is,
M(u) := 1
2
‖u‖2L2 , (1.2)
H(u) := 1
2
‖∇u‖2L2 −
1
p+ 1
‖u‖p+1
Lp+1
− 1
2∗
‖u‖2∗L2∗ . (1.3)
The Cauchy problem for (NLS) is locally well-posed in H1 (see, e.g., Proposition
3.1 in [29]), and the mass and the Hamiltonian are conserved quantities for the flow
defined by (NLS). Furthermore, for any solution ψ of finite variance, we have the “virial
identity”:
d2
dt2
∫
Rd
|x|2|ψ(x, t)|2 dx = 8K(ψ(t)), (1.4)
where
K(u) := ‖∇u‖2L2 −
d(p − 1)
2(p + 1)
‖u‖p+1
Lp+1
− ‖u‖2∗L2∗ . (1.5)
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It is easy to see that
H(u) > 1
2
K(u). (1.6)
A standing wave of (NLS) with frequency ω is a solution to (NLS) of the form eitωu,
so that u solves the following semilinear elliptic equation:
ωu−∆u− |u|p−1u− |u| 4d−2u = 0, u ∈ H1(Rd) \ {0}. (1.7)
Moreover, a ground state of (1.7) is a solution to (1.7) of the minimal action, where by
the action, we mean the functional Sω defined by
Sω := ωM+H. (1.8)
In [2], the same authors showed the existence of a ground state via the variational problem
mω := inf
{Sω(u) : u ∈ H1(Rd) \ {0}, K(u) = 0}. (1.9)
More precisely, we proved that for any d ≥ 4, any p with 2 + 4
d
< p + 1 < 2∗ and any
ω > 0, the variational problem associated with mω has a minimizer, and any minimizer
for mω becomes a ground state of (1.7). Moreover, we see from Proposition 1.2 in [2]
that for any d ≥ 3, any p with 2 + 4
d
< p+ 1 < 2∗ and any ω > 0,
mω = inf
{Iω(u) : u ∈ H1(Rd) \ {0}, K(u) ≤ 0}
= inf
{Jω(u) : u ∈ H1(Rd) \ {0}, K(u) ≤ 0}, (1.10)
where
Iω(u) := Sω(u)− 2
d(p− 1)K(u), (1.11)
Jω(u) := Sω(u)− 1
2
K(u). (1.12)
It is worthwhile noting that Iω and Jω do not contain the Lp+1-norm and H˙1-norm,
respectively: Precisely,
Iω(u) = ω
2
‖u‖2L2 +
p− 1− 4
d
2(p− 1) ‖∇u‖
2
L2 +
2∗ − (p+ 1)
2∗(p− 1) ‖u‖
2∗
L2
∗ , (1.13)
Jω(u) = ω
2
‖u‖2L2 +
d(p − 1− 4
d
)
4(p+ 1)
‖u‖p+1
Lp+1
+
1
d
‖u‖2∗
L2
∗ . (1.14)
Remark 1.1. The authors have to say that Theorem 1.2 in [2] contains a mistake.
Actually, if d = 3 and 3 < p < 5, then for any ω > 0, we can prove the existence of
ground state of (1.7) (cf. Theorem 1 in [32]). Moreover, we find from Proposition A.1
in Section A that if d = 3 and 1 < p < 5, then there exists ω3 > 0 such that for any
0 < ω < ω3, the equation (1.7) admits at least one ground state.
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Our aim in this paper is to study the behavior of solutions to (NLS) slightly above the
“ground state threshold at low frequencies”, in the spirit of Nakanishi and Schlag [24, 25].
To this end, we need detailed information about ground states of (1.7) . We will see that
for any d ≥ 3 and 2 + 4
d
< p+ 1 < 2∗, there exists ω1 > 0 such that for any 0 < ω < ω1,
a positive radial ground state Φω of (1.7) exists and unique (see Proposition 2.1 and (i)
of Proposition 2.4). Furthermore, the ground state Φω satisfies that
d
dω
M(Φω) < 0 on
(0, ω1) (see (iii) of Proposition 2.4), so that the inverse of the mapping α ∈ (0, ω1) →
M(Φα) ∈ (M(Φω1),∞) exists (we will see that limω→0M(Φω) =∞ in (2.9)).
Throughout this paper, we use the symbol Φω to denote the positive radial ground
state of (1.7). Moreover, O(Φω) denotes the orbit
O(Φω) :=
{
eiθΦω : θ ∈ R
}
. (1.15)
Now, we state our main result.
Theorem 1.1. Assume either d = 3 and 3 ≤ p < 5, or d ≥ 4 and 1 + 4
d−1 < p < 2
∗ − 1.
Then, there exists ω∗ > 0 such that for any ω ∈ (0, ω∗), there exists a positive function
εω : [0,∞)→ (0,∞) with the following property: Set
P˜Wω :=
{
u ∈ H1(Rd) : Sω(u) < mω + εω(M(u))
}
. (1.16)
Then, any radial solution ψ starting from P˜Wω exhibits one of the following scenarios:
In the statement below, α > 0 denotes the constant such that M(ψ) =M(Φα).
(i) Scattering both forward and backward in time;
(ii) Finite time blowup both forward and backward in time;
(iii) Scattering forward in time, and finite time blowup backward in time;
(iv) Finite time blowup forward in time, and scattering backward in time;
(v) Trapped by O(Φα) forward in time, and scattering backward in time;
(vi) Scattering forward in time, and trapped by O(Φα) backward in time;
(vii) Trapped by O(Φα) forward in time, and finite time blowup backward in time;
(viii) Finite time blowup forward in time, and trapped by O(Φα) backward in time;
(ix) Trapped by O(Φα) both forward and backward in time.
Here, “scattering forward in time” means that the maximal lifespan of a solution ψ is
infinity and there exists φ ∈ H1(Rd) such that
lim
t→∞
∥∥ψ(t)− eit∆φ∥∥
H1
= 0; (1.17)
“blowup forward in time ” means that the maximal lifespan of a solution is finite; and
“trapped by O(Φα) forward in time” means that the maximal lifespan of a solution is
infinity and the solution stays in some neighborhood of O(Φα) in H
1(Rd) after some
time. The terms corresponding to “backward in time” are used in a similar manner.
Remark 1.2. We continue our study in anticipation of validity of Theorem 1.1 for d ≥ 3
and 1 + 4
d
≤ p < 2∗ − 1. We describe main obstructions to the extension:
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(1) The double critical case (namely, p = 1 + 4
d
) has a special difficulty that the same
proof as (iii) of Proposition 2.4 cannot apply to derive the property (2.11). In fact, the
property (2.11) fails for the equation (1.22) with p = 1 + 4
d
. Moreover, in the double
critical case p = 1 + 4
d
, the scaling-exponent sp (see (1.42)) vanishes (s1+ 4
d
= 0), which
requires some modifications in our argument, especially the proof of existence of unstable
mode (Proposition 4.1).
(2) The restriction on the exponent p in Theorem 1.1 comes from the “one-pass theorem”
(see Theorem 7.1 and Remark 7.1).
We will undertake the extension of Theorem 1.1 including the double critical case in
a forthcoming paper as well as the high-frequency case ω ≫ 1.
We give a proof of Theorem 1.1 in Section 3 below. In particular, we show how to
construct the function εω (see (3.8)).
The equation (NLS) reminds us of the following ones
i
∂ψ
∂t
+∆ψ + |ψ|p−1ψ = 0, (1.18)
i
∂ψ
∂t
+∆ψ + |ψ| 4d−2ψ = 0. (1.19)
These equations are invariant under the following scalings, respectively:
ψ(x, t) 7→ λ− 2p−1ψ(x
λ
,
t
λ2
), (1.20)
ψ(x, t) 7→ λ− d−22 ψ(x
λ
,
t
λ2
). (1.21)
On the other hand, there is no scaling which leaves (NLS) invariant.
The stationary problems corresponding to (1.18) and (1.19) are respectively
ωv −∆v − |v|p−1v = 0, (1.22)
∆v + |v| 4d−2 v = 0. (1.23)
Any solution v to (1.22) gives rise to a standing wave eiωtv to (1.18), and any solution
to (1.23) solves the equation (1.19). Here, we introduce the “scaling-operator” Tω to be
that for any function f on Rd,
Tωf(x) := ω
− 1
p−1 f(
x√
ω
). (1.24)
Then, putting u := Tωv, we see that u solves
u−∆u− |u|p−1u = 0. (1.25)
It is well known that the equation (1.25) has a unique positive solution up to translations
which is radially symmetric with respect to some point. We denote the positive solution
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symmetric about the origin by U . On the other hand, the equation (1.23) possesses a
solution of the form
W (x) :=
(√
d(d− 2)
1 + |x|2
) d−2
2
. (1.26)
Here, a positive C2-solution of (1.23) is unique up to scalings and translations (see
Corollary 8.2 in [8]). Following Bre´zis-Nirenberg [7], we introduce the variational value
σ := inf
{ ‖∇u‖2L2 : u ∈ H˙1(Rd), ‖u‖L2∗ = 1}. (1.27)
Then, it is known that u =W/‖W‖L2∗ is a minimizer of the variational problem associ-
ated with σ and
σ
d
2 = ‖∇W‖2L2 = ‖W‖2
∗
L2
∗ . (1.28)
We also introduce the variational value
m‡ := inf
{I‡(u) : u ∈ H˙1(Rd) \ {0}, K‡(u) ≤ 0}, (1.29)
where
I‡(u) := H‡(u)− 2
d(p − 1)K
‡(u) (1.30)
with
H‡(u) := 1
2
‖∇u‖2L2 −
1
2∗
‖u‖2∗
L2
∗ , (1.31)
K‡(u) := ‖∇u‖2L2 − ‖u‖2
∗
L2
∗ . (1.32)
Note that
I‡(u) = d(p − 1)− 4
2d(p − 1) ‖∇u‖
2
L2 +
4− (d− 2)(p − 1)
2d(p − 1) ‖u‖
2∗
L2
∗ . (1.33)
In particular, I‡(u) ≥ 0 for 1 + 4
d
≤ p ≤ 2∗ − 1.
We can verify (see Appendix A) that
m‡ = I‡(W ) = H‡(W ) = 1
d
σ
d
2 . (1.34)
Furthermore, we proved in [2] that for any d ≥ 4, any 1+ 4
d
< p < 2∗ − 1 and any ω > 0,
0 < mω <
1
d
σ
d
2 . (1.35)
We can also prove (1.35) for d = 3 if ω > 0 is sufficiently small (see Lemma A.4).
Now, we go back to the equation (1.7). If u is a solution to (1.7), then v := Tωu
satisfies that
v −∆v − |v|p−1v − ω
2∗−(p+1)
p−1 |v| 4d−2 v = 0. (1.36)
We should mention that if ω is small enough, it is expected that (1.7) has properties
similar to (1.25). Indeed, this is the heart of our analysis.
We briefly review results for (1.18) and (1.19) which are used in this paper.
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In [18], Kenig and Merle studied the equation (1.19) in the dimensions d = 3, 4, 5,
and proved the scattering of radial solutions starting from the set
PW ‡+ :=
{
u ∈ H1(Rd) : H‡(u) < H‡(W ), ‖∇u‖2L2 < ‖∇W‖2L2
}
. (1.37)
Their result is extended to the higher dimensional cases by Killip and Visan [21]. We
summarize these results:
Theorem 1.2 ([18, 21]). Assume d ≥ 3. Then, the set PW ‡+ is invariant under the flow
defined by (1.19). Furthermore, any non-trivial radial solution ψ to (1.19) starting from
PW ‡+ exists globally in time, and satisfies that
‖∇ψ‖St(R) <∞, (1.38)
H‡(ψ) ≥ 1
2
inf
t∈R
K‡(ψ(t)) > 0, (1.39)
where St(R) := L∞(R, L2(Rd)) ∩ L2(R, L2∗(Rd)).
The result for (1.18) corresponding to Theorem 1.2 is derived by Duyckaerts, Holmer
and Roudenko [11, 14] for d = p = 3. Furthermore, the first and the fourth authors
extended their result to the general dimensions d ≥ 1 and the powers p satisfying (1.1)
in [1]; the result says that we have either the scattering or the blowup, if the solutions
start from the set
PW † :=
{
u ∈ H1(Rd) \ {0} : H†(u) <
(M(U)
M(u)
) 1−sp
sp H†(U)}, (1.40)
where
H†(u) := 1
2
‖∇u‖2L2 −
1
p+ 1
‖u‖p+1
Lp+1
, (1.41)
and sp is the “scaling-exponent” given by
sp :=
d
2
− 2
p− 1 . (1.42)
The condition (1.1) on p implies that 0 < sp < 1. Furthermore, we can classify the
behavior of the solutions by the sign of the functional K† defined by
K†(u) := ‖∇u‖2L2 −
d(p− 1)
2(p+ 1)
‖u‖p+1
Lp+1
. (1.43)
Note here that for any ω > 0, the replacement of U with TωU in (1.40) leaves PW
†
unchanged. Moreover, introducing the set PW †ω as
PW †ω :=
{
u ∈ H1(Rd) \ {0} : S†ω(u) < S†ω(U)
}
, (1.44)
we can express PW † as the union of PW †ω over all ω > 0:
PW † =
⋃
ω>0
PW †ω. (1.45)
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Here, S†ω denotes the action for (1.22), namely,
S†ω(u) := ωM(u) +H†(u). (1.46)
In [25], Nakanishi and Schlag considered the equation (1.18) in the case d = p = 3.
They developed a method to analyze the behavior of (radial) solutions starting from the
set
PW †,ε :=
{
u ∈ H1(R3) \ {0} : H†(u) <
(M(U)
M(u)
)
(H†(U) + ε)} (1.47)
for some ε > 0. Clearly, the set PW †,ε is an enlargement of PW †. In particular, they
proved that there exists ε > 0 such that all solutions starting from PW †,ε exhibit one of
the same nine scenarios as Theorem 1.1 above. This result motivated our study.
We note that the way to define PW † (see (1.40)) is based on the scaling-invariant
nature of U (cf. [1]). Due to lack of such a scaling property, it is not appropriate to
define the corresponding “potential well” for our equation (NLS) by simply replacing H†
and U with H and Φω, respectively in PW †. Instead, from the viewpoint of (1.45), we
consider the frequency-wise “potential well” PWω defined by
PWω :=
{
u ∈ H1(Rd) : Sω(u) < mω
}
. (1.48)
This set is closely related to a variational nature of Φω. Indeed, the definition of mω (see
(1.9)) implies that if u ∈ H1(Rd) \ {0} and K(u) = 0, then Sω(u) ≥ mω, so that we can
split PWω into three parts according to the sign of the functional K:
PWω = PWω,+ ∪ {0} ∪ PWω,−, (1.49)
where
PWω,+ :=
{
u ∈ H1(Rd) : Sω(u) < mω, K(u) > 0
}
, (1.50)
PWω,− :=
{
u ∈ H1(Rd) : Sω(u) < mω, K(u) < 0
}
. (1.51)
The following theorem follows from the results in [2, 3] together with the existence
theorem of ground state in R3 (see Proposition A.1 and Proposition A.4, and [32]).1
Theorem 1.3. Let ω > 0. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Furthermore, assume
ω ∈ (0, ω3) if d = 3, where ω3 is the frequency given in Proposition A.1. Then, the
following hold: PWω,+ and PWω,− are invariant under the flow defined by (NLS); and
(i) Any radial solution ψ to (NLS) starting from PWω,+ satisfies
‖〈∇〉ψ‖St(R) <∞, (1.52)
H(ψ) ≥ 1
2
inf
t∈R
K(ψ(t)) > 0, (1.53)
1The papers [2, 3] dealt with the case where d ≥ 4 and 2 + 4
d
< p + 1 < 2∗ only. However, we can
easily verify that the arguments in [2, 3] work well for the case where d = 3 and 1 + 4
3
< p < 5 as long
as there exists a ground state Qω with mω = Sω(Qω).
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where St(R) := L∞(R, L2(Rd)) ∩ L2(R, L2∗(Rd)). In particular, ψ scatters both forward
and backward in time.
(ii) Any radial solution ψ to (NLS) starting from PWω,− satisfies
sup
t∈Imax(ψ)
K(ψ(t)) < 0, (1.54)
and blows up in a finite time both forward and backward in time, where Imax(ψ) denotes
the maximal existence-interval of ψ.
Note that Theorem 1.1 is an extension of Theorem 1.3.
This paper is organized as follows. In Section 2, we give fundamental properties of
ground state of (1.7). In Section 3, we prove Theorem 1.1. The main ingredient of the
proof is Theorem 3.1. We assign preliminaries for the proof of Theorem 3.1 to Section
4 through Section 7: In Section 4, we think about the decomposition of solution around
the ground state in the same viewpoint of Nakanishi and Schlag [25]. In Section 5, we
prove the “ejection lemma” for the equation (NLS). In Section 6, we introduce the dis-
tance function used in [25], and derive some variational lemmas. In Section 7, we prove
the “one-pass theorem”. In Section 8, we finally prove Theorem 3.1. This paper also
has appended sections: In Section A, we prove the existence of ground state of (1.7) in
three dimensions. In Section B, we state fundamental properties of linearized operator
around a ground state of (1.7). In Section C, we give two well-known inequalities for
radial functions. In Section D, we record a small-data theory, and in Section E we give
a long-time perturbation theory in a general setting.
Notation. Besides the notation introduced so far, we use the following notation (see
also the table of notation in Section F):
(i) We use ∂ωΦω to denote the derivative of the positive radial grand state Φω of (1.7)
with respect to ω (see Proposition 2.4 below for the differentiability).
(ii) The daggered symbols are related to (1.25):
L†+ := 1−∆− pUp−1, (1.55)
L†− := 1−∆− Up−1. (1.56)
(iii) Functionals with tilde are related to the rescaled equation (1.36):
K˜ω(u) := ‖∇u‖2L2 −
d(p − 1)
2(p + 1)
‖u‖p+1
Lp+1
− ω
2∗−(p+1)
p−1 ‖u‖2∗
L2
∗ , (1.57)
I˜ω(u) := 1
2
‖u‖2L2 +
sp
d
‖∇u‖2L2 + ω
2∗−(p+1)
p−1
1− sp
d
‖u‖2∗
L2
∗ , (1.58)
L˜ω,+ := 1−∆− p
(
TωΦω
)p−1 − ω 2∗−(p+1)p−1 (2∗ − 1)(TωΦω) 4d−2 , (1.59)
L˜ω,− := 1−∆−
(
TωΦω
)p−1 − ω 2∗−(p+1)p−1 (TωΦω) 4d−2 . (1.60)
8
(iv) We use (·, ·)L2 to denote the inner product in L2(Rd):
(u, v)L2 :=
∫
Rd
u(x)v(x) dx.
We also use L2real(R
d) to denote the real Hilbert space of complex-valued functions in
L2(Rd) which is equipped with the inner product
(u, v)L2
real
:= ℜ
∫
Rd
u(x)v(x) dx.
Furthermore, H1real(R
d) denotes the real Hilbert space of functions in H1(Rd) equipped
with the inner product
(u, v)H1real
:= (u, v)L2real
+ (∇u,∇v)L2real .
(v) We use 〈v, u〉H−1,H1 to denote the duality pair of u ∈ H1real(Rd) and v ∈ H−1real(Rd):
〈v, u〉H−1,H1 := ((1−∆)−
1
2 v, (1 −∆) 12u)L2
real
.
(vi) Let I be an interval, and let 1+ 4
d
≤ q ≤ 2∗ − 1. Then, we introduce Strichartz-type
spaces on I as
St(I) := L∞t L
2
x(I) ∩ L2tL2
∗
x (I), (1.61)
Vq+1(I) := L
(d+2)(q−1)
2
t L
2d(d+2)(q−1)
d(d+2)(q−1)−8
x (I), (1.62)
Wq+1(I) := L
(d+2)(q−1)
2
t,x (I). (1.63)
Note here that Sobolev’s embedding shows |∇|−sqVq+1(I) →֒ Wq+1(I). Moreover, by
Strichartz’ estimate, we mean the following estimate: for any appropriate space-time
function u, any t0 ∈ I and any pair (q, r) ∈ [2, 2∗]× [2,∞] with 2r = d(12 − 1q ),
‖u‖St(I) . ‖u(t0)‖L2 + ‖i
∂u
∂t
+∆u‖
Lr
′
t L
q′
x (I)
, (1.64)
where q′ and r′ denote the Ho¨lder conjugates of q and r respectively.
O1
r
1
q1
2
1
2∗
1
2
Wp+1
sp
d
2
d(p−1)
W V
Vp+1
1
d
•
•
•W2∗
Figure 1: Strichartz-type spaces
(vii) For a space-time function u, we define
F [u] := |u|p−1u+ |u| 4d−2u, F †[u] := |u|p−1u, F ‡[u] := |u| 4d−2u, (1.65)
e[u] := i
∂u
∂t
+∆u+ F [u], e‡[u] := i
∂u
∂t
+∆u+ F ‡[u]. (1.66)
2 Properties of Ground State
In this section, we give several fundamental properties of ground state of (1.7). As
mentioned in Section 1, for any d ≥ 4, any 1+ 4
d
< p < 2∗−1 and any ω > 0, the equation
(1.7) admits at least one ground state Qω satisfying mω = Sω(Qω) (see Proposition 1.1
and Theorem 1.1 in [2]). When d = 3, it follows from Proposition A.1 and Proposition
A.4 in Appendix A that for any 1 + 43 < p < 5, there exists ω3 > 0 such that for any
0 < ω < ω3, the equation (1.7) admits a ground state Qω satisfying mω = Sω(Qω).
The following proposition tells us that any ground state of (1.7) is essentially positive
and radial:
Proposition 2.1. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Let ω > 0, and let Qω be a
ground state of (1.7). Then, there exist θ ∈ R, y ∈ Rd and a positive radial ground state
Φω of (1.7) such that Φω ∈ C2(Rd) ∩H1(Rd), x|x| · ∇Φω < 0 and Qω = eiθΦω(· − y).
Proof of Proposition 2.1. Let Qω be a ground state of (1.7). Then, using (1.10), we can
verify that |Qω| is also a ground state of (1.7). We also see that |Qω| ∈ W 2,qloc (Rd) for
any 2 ≤ q < ∞ (see Theorem 2.3 in [6]). Furthermore, the Schauder theory shows that
Qω ∈ C2(Rd) and lim|x|→∞ |Qω(x)| = 0. On the other hand, it follows from Theorem
9.10 in [23] that for any compact set K in Rd, there exists a constant C depending only
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on K and ω such that for any x ∈ K,
|Qω(x)| ≥ C
∫
K
|Qω(y)| dy. (2.1)
Hence, |Qω| is a positive ground state of (1.7). We see from the result of Gidas, Ni and
Nirenberg [12] that there exist a positive radial function Φω with
x
|x| · ∇Φω(x) < 0 for
any x ∈ Rd \ {0}, and y ∈ Rd, such that |Qω| = Φω(· − y). We introduce the sign of a
complex-valued function u, denoted by sgnu, as
sgnu :=
u
|u| . (2.2)
Then, we have
sgnQω :=
Qω
|Qω| , (2.3)
so that Qω = |Qω|sgnQω. We shall show that sgnQω is constant, which together with
|sgnQω| ≡ 1 completes the proof. Since
ℜ[sgnQω∇sgnQω(x)] = ℜ[ Qω|Qω|∇
(
Qω
|Qω|
)]
=
ℜ[Qω∇Qω]− |Qω|∇|Qω|
|Qω|2 = 0, (2.4)
we have
‖∇Qω‖2L2 =
∥∥∇ ( |Qω|sgnQω ) ∥∥2L2
=
∫
Rd
∣∣∇|Qω(x)|∣∣2 dx+ ∫
Rd
∣∣Qω(x)∣∣2∣∣∇sgnQω(x)∣∣2 dx
+
∫
Rd
∇∣∣Qω(x)∣∣2ℜ[sgnQω∇sgnQω(x)] dx
=
∫
Rd
∣∣∇|Qω(x)|∣∣2 dx+ ∫
Rd
∣∣Qω(x)∣∣2∣∣∇sgnQω(x)∣∣2 dx.
(2.5)
Hence, if ∇sgnQω 6≡ 0, then we would have
mω = Sω(Qω) > Sω(|Qω|) = Sω(Φω) = mω. (2.6)
However, this is a contradiction. Thus, sgnQω must be constant.
Next, we give a decay property of a positive ground state.
Proposition 2.2. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Let ω > 0, and let Φω ∈
C2(Rd) ∩ H1(Rd) be a positive radial ground state of (1.7). Then, there exist positive
constants C(ω) > 0 and δ(ω) > 0 depending on ω such that
|Φω(x)|+ |∇Φω(x)|+ |∆Φω(x)| ≤ C(ω)e−δ(ω)|x| (2.7)
for any x ∈ Rd. In particular, Φω ∈ H2(Rd).
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Proof of Proposition 2.2. We can prove the proposition in a way similar to [5].
The following convergence result justifies the intuition that the equation (1.7) looks
like (1.25) for a sufficiently small ω.
Proposition 2.3. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Let ω > 0, and let Φω be a
positive radial ground state of (1.7). Moreover, let U be the unique positive radial ground
state of (1.25). Then, we have
lim
ω↓0
‖TωΦω − U‖H1 = 0. (2.8)
Proof of Proposition 2.3. We can prove the proposition in a way similar to [16].
Remark 2.1. We see from Proposition 2.3 that for any 1 ≤ q ≤ 2∗ − 1,
lim
ω↓0
ωsp−
q−1
p−1 ‖Φω‖q+1Lq+1 = ‖U‖
q+1
Lq+1
(2.9)
and
lim
ω↓0
ωsp−1‖∇Φω‖2L2 = ‖∇U‖2L2 . (2.10)
Proposition 2.4. Assume that d ≥ 3 and 1+ 4
d
< p < 2∗− 1. Then, there exists ω1 > 0
with the following properties:
(i) For any ω ∈ (0, ω1), a positive radial ground state of (1.7) uniquely exists.
(ii) The mapping ω ∈ (0, ω1) 7→ Φω ∈ H1(Rd) is continuously differentiable.
(iii) For any ω ∈ (0, ω1),
d
dω
M(Φω) =
(
Φω, ∂ωΦω
)
L2real
< 0. (2.11)
Here, Φω denotes the unique positive radial ground state of (1.7).
In order to prove the claim (i) in Proposition 2.4, we need the following result (see,
e.g., Theorem 0.2 in [17], [26] and Proposition 2.8 in [31]):
Lemma 2.5. Assume either d = 1, 2 and 1 < p < ∞, or d ≥ 3 and 1 < p < 2∗ − 1.
Then, we have
KerL†+ = span
{
∂1U, . . . , ∂dU
}
, (2.12)
where L†+ is the operator defined by (1.55), and ∂1U, . . . , ∂dU denote the partial derivatives
of U .
Now, we give a proof of the claim (i):
Proof of (i) in Proposition 2.4. It suffices to prove the uniqueness of the ground state.
Suppose for contradiction that for any k ∈ N, there exists ωk ∈ (0, 1k ) such that the
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equation (1.7) has two different positive radial ground states, say Uωk and Vωk . Put
U˜k := TωkUωk , V˜k := TωkVωk and
u˜k :=
U˜k − V˜k
‖U˜k − V˜k‖H1
. (2.13)
Then, u˜k satisfies the equation
u˜k −∆u˜k −
U˜pk − V˜ pk
‖U˜k − V˜k‖H1
− ω
2∗−(p+1)
p−1
k
U˜2
∗−1
k − V˜ 2
∗−1
k
‖U˜k − V˜k‖H1
= 0. (2.14)
Moreover, it follows from u˜k ∈ H1rad(Rd) and ‖u˜k‖H1 = 1 for any k ∈ N that there exists
a radial function u˜ ∈ H1(Rd) such that, passing to a subsequence, we have
lim
k→∞
u˜k = u˜ weakly in H
1(Rd), (2.15)
and for any 2 < q < 2∗,
lim
k→∞
u˜k = u˜ strongly in L
q(Rd). (2.16)
We shall show that u˜ ≡ 0. First note that the fundamental theorem of calculus together
with Proposition 2.3 and (2.16) implies that for any φ ∈ C∞c (Rd),
lim
k→∞
〈 U˜pk − V˜ pk∥∥U˜k − V˜k∥∥H1 , φ
〉
H−1,H1
= lim
k→∞
p
∫ 1
0
〈 {
V˜k + θ(U˜k − V˜k)
}p−1
u˜k, φ
〉
H−1,H1
dθ
= p
∫
Rd
Up−1u˜φ dx.
(2.17)
We can also verify that for a given function φ ∈ C∞c (Rd),
lim
k→∞
ω
2∗−(p+1)
p−1
k
〈 U˜2∗−1k − V˜ 2∗−1k
‖U˜k − V˜k‖H1
, φ
〉
H−1,H1
= 0. (2.18)
Combining (2.14) with (2.15), (2.17) and (2.18), we find that for any φ ∈ C∞c (Rd),〈
L†+u˜, φ
〉
H−1,H1
=
〈
u˜−∆u˜− pUp−1u˜, φ 〉
H−1,H1
= 0. (2.19)
Furthermore, since u˜ is a radial H1-solution of L†+u˜ = 0, we find that u˜ ∈ H2rad(Rd).
Hence, it follows from Lemma 2.5 (there is no radial function in the kernel of L†+) that
u˜ ≡ 0.
Now, multiplying the equation (2.14) by u˜k and then integrating the resulting equa-
tion over Rd, we obtain
‖u˜k‖2H1 =
∫
Rd
U˜pk − V˜ pk
‖U˜k − V˜k‖H1
u˜k dx+ ω
2∗−(p+1)
p−1
k
∫
Rd
U˜2
∗−1
k − V˜ 2
∗−1
k
‖U˜k − V˜k‖H1
u˜k dx. (2.20)
Then, it follows from (2.16) and u˜ ≡ 0 that the right-hand side of (2.20) tends to 0 as
k → ∞, whereas the left-hand side is identically 1 (see (2.13)). This is a contradiction.
Thus, we have completed the proof of the claim (i) in Proposition 2.4.
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Next, we mention how to prove the claim (ii) in Proposition 2.4.
Proof of (ii) in Proposition 2.4. The claim (ii) follows from the result by Shatah and
Strauss [27] (see also [20]).
Finally, we move on to the proof of the claim (iii) in Proposition 2.4. Let us notice
that the claim (iii) is an analogy to that
d
dω
M(Tω−1U) =
1
2
d
dω
(
ω−sp‖U‖2L2
)
= −sp
2
ω−sp−1‖U‖2L2 < 0. (2.21)
Hence, it is convenient to introduce a function ΛU defined by
ΛU(x) := ∂ω{Tω−1U(x)}
∣∣
ω=1
=
1
p− 1U(x) +
1
2
x · ∇U(x). (2.22)
Then, we can verify that ΛU obeys
L†+ΛU = −U. (2.23)
Differentiation of the both sides of the equation (1.7) with respect to ω yields
ω∂ωΦω −∆∂ωΦω − pΦp−1ω ∂ωΦω − (2∗ − 1)Φ
4
d−2
ω ∂ωΦω = −Φω. (2.24)
Furthermore, we see from (2.24) that
L˜ω,+(ωTω∂ωΦω) = −TωΦω, (2.25)
where L˜ω,+ is the operator defined by (1.59). We state a property of the operator L˜ω,+.
Lemma 2.6. Assume d ≥ 3 and 1+ 4
d
< p < 2∗−1. Then, there exist ω0 > 0 and C > 0
such that for any ω ∈ (0, ω0) and any f ∈ H2rad(Rd),
‖L˜ω,+f‖L2 ≥ C‖f‖H1 . (2.26)
Proof of Lemma 2.6. Suppose for contradiction that for any k ∈ N, there exist ωk ∈ (0, 1k )
and fk ∈ H2rad(Rd) with ‖fk‖H1 = 1 such that
‖L˜ωk,+fk‖L2 <
1
k
. (2.27)
Then, we can take f∞ ∈ H1rad(Rd) such that, passing to some subsequence,
lim
k→∞
fk = f∞ weakly in H1(Rd), (2.28)
and for any 2 < q < 2∗,
lim
k→∞
fk = f∞ strongly in Lq(Rd). (2.29)
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Furthermore, for any φ ∈ C∞c (Rd), we have∣∣〈L†+f∞, φ〉H−1,H1∣∣
≤ ∣∣ 〈 L˜ωk,+fk, φ 〉H−1,H1 ∣∣+ ∣∣ 〈 L˜ωk,+(f∞ − fk), φ 〉H−1,H1 ∣∣
+ p
∣∣〈{(TωkΦωk)p−1 − Up−1}f∞, φ〉H−1,H1∣∣
+ ω
2∗−(p+1)
p−1
k (2
∗ − 1)∣∣〈(TωkΦωk) 4d−2 f∞, φ〉H−1,H1∣∣.
(2.30)
This together with the hypothesis (2.27), (2.28), (2.29), Proposition 2.3 and limk→∞ ωk =
0 shows that L†+f∞ = 0 in the distribution sense. Since (KerL
†
+)
∣∣
H1
rad
= {0} (see Lemma
2.5), we conclude that f∞ = 0. Furthermore, this fact f∞ = 0 together with ‖fk‖H1 = 1,
(2.29) and limk→∞ ωk = 0 gives us that
lim
k→∞
(L˜ωk,+fk, fk)L2 = 1. (2.31)
However, it follows from the hypothesis (2.27) that
lim
k→∞
∣∣(L˜ωk,+fk, fk)L2∣∣ ≤ lim
k→∞
‖L˜ωk,+fk‖L2 = 0. (2.32)
This is a contradiction. Thus, we have proved that (2.26) holds.
Lemma 2.7. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Then, we have
lim
ω↓0
‖ωTω∂ωΦω − ΛU‖H1 = 0. (2.33)
Proof of Lemma 2.7. Let ω0 > 0 and C > 0 be constants given in Lemma 2.6. Further-
more, let {ωn} be a sequence in (0, ω0) with limn→∞ ωn = 0, and set
ΛΦωn := ∂ωΦω|ω=ωn . (2.34)
Then, we find from Proposition 2.6, (2.25) and Proposition 2.3 that there exists a number
N such that for any n ≥ N ,
C‖ωnTωnΛΦωn‖H1 ≤
∥∥L˜ωn,+(ωnTωnΛΦωn)∥∥L2 = ‖TωnΦωn‖H1 ≤ 2‖U‖H1 . (2.35)
Thus, {ωnTωnΛΦωn} is bounded in H1(Rd) and therefore we can take g∞ ∈ H1(Rd) such
that, passing to some subsequence,
lim
n→∞ωnTωnΛΦωn = g∞ weakly in H
1(Rd). (2.36)
This together with Proposition 2.3 also shows that for any φ ∈ C∞0 (Rd),
lim
n→∞〈L˜ωn,+(ωnTωnΛΦωn), φ〉H−1,H1 = 〈L
†
+g∞, φ〉H−1,H1 . (2.37)
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On the other hand, we see from (2.25) and Proposition 2.3 that
lim
n→∞ L˜ωn,+(ωnTωnΛΦωn) = −U strongly in H
1(Rd). (2.38)
Putting (2.37) and (2.38) together, we find that L†+g∞ = −U . Furthermore, since
(KerL†+)
∣∣
H1
rad
= {0} (see Lemma 2.5), this identity together with (2.23) shows that
g∞ = ΛU . It remains to show that
lim
n→∞ ‖ωnTωnΛΦωn‖H1 = ‖ΛU‖H1 . (2.39)
We see from (2.25), Proposition 2.2, Proposition 2.3, (2.36) with g∞ = ΛU and (2.23)
that
lim
n→∞ ‖ωnTωnΛΦωn‖
2
H1
= − lim
n→∞(TωnΦωn , ωnTωnΛΦωn)L2real
+ lim
n→∞ p((TωnΦωn)
p−1ωnTωnΛΦωn , ωnTωnΛΦωn)L2
real
+ lim
n→∞ω
2∗−(p+1)
p−1
n (2
∗ − 1)((TωnΦωn)
4
dωnTωnΛΦωn , ωnTωnΛΦωn)L2real
= −(U,ΛU)L2
real
+ p(Up−1ΛU,ΛU)L2
real
= (L†+ΛU,ΛU)L2
real
+ p(Up−1ΛU,ΛU)L2
real
= ‖ΛU‖2H1 .
(2.40)
Thus, we have completed the proof.
Now, we are in a position to prove the claim (iii) in Proposition 2.4.
Proof of (iii) in Proposition 2.4. We see from Proposition 2.3, (2.7) and (2.22) that
lim
ω→0
ωsp+1
d
dω
M(Φω) = lim
ω→0
ωsp+1(Φω,Φ
′
ω)L2real
= lim
ω→0
(TωΦω, ωTω∂ωΦω)L2real
= (U,ΛU)L2
real
= −sp
2
‖U‖2L2 < 0,
(2.41)
which gives us the desired result.
3 Proof of Theorem 1.1
In order to prove Theorem 1.1, for a given ε ≥ 0, we consider the set
Aεω :=
{
u ∈ H1(Rd) : Sω(u) < mω + ε, M(u) =M(Φω)
}
. (3.1)
Then, a key fact to prove Theorem 1.1 is the following:
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Theorem 3.1. Assume either d = 3 and 3 ≤ p < 5, or d ≥ 4 and 1 + 4
d−1 < p < 2
∗ − 1.
Then, there exists ω∗ > 0 with the following property: for any ω ∈ (0, ω∗), there exists a
positive constant ε(ω) such that all radial solutions starting from A
ε(ω)
ω exhibit one of the
following scenarios:
(i) Scattering both forward and backward in time;
(ii) Finite time blowup both forward and backward in time;
(iii) Scattering forward in time, and finite time blowup backward in time;
(iv) Finite time blowup forward in time, and scattering backward in time;
(v) Trapped by O(Φω) forward in time, and scattering backward in time;
(vi) Scattering forward in time, and trapped by O(Φω) backward in time;
(vii) Trapped by O(Φω) forward in time, and finite time blowup backward in time;
(viii) Finite time blowup forward in time, and trapped by O(Φω) backward in time;
(ix) Trapped by O(Φω) both forward and backward in time.
We give a proof of this theorem in Section 8.
In order to prove Theorem 1.1, we also use the following fact:
Lemma 3.1. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Let ω1 be the frequency given by
Proposition 2.4. Then, we have the following:
(i) mω is differentiable on (0, ω1), and
dmω
dω
=M(Φω) (3.2)
for all ω ∈ (0, ω1). In particular, mω is strictly increasing on (0, ω1).
(ii) mω
ω
is differentiable and strictly decreasing on (0, ω1).
(iii) Let 0 < α < β < ω1. Then, we have that
M(Φβ) < mβ −mα
β − α <M(Φα). (3.3)
Proof of Lemma 3.1. We shall prove the claim (i). Since S ′(Φω) = 0 and Φω is differ-
entiable with respect to ω on (0, ω1) (see (ii) of Proposition 2.4), we see that for any
ω ∈ (0, ω1),
dmω
dω
=
d
dω
Sω(Φω) =M(Φω) + S ′ω(Φω)∂ωΦω =M(Φω). (3.4)
Thus, we have proved the first claim.
Next, we shall prove the second claim (ii). The differentiability of mω
ω
follows from the
first claim. Furthermore, we conclude from (ii) of Proposition 2.4 that for any ω ∈ (0, ω1),
d
dω
(mω
ω
)
=
d
dω
(Sω(Φω)
ω
)
=
S ′ω(Φω)∂ωΦωω − Sω(Φω)
ω2
= −Sω(Φω)
ω2
< 0. (3.5)
Thus, we find that mω
ω
is strictly decreasing on (0, ω1).
Finally, we shall prove the last claim (iii). It follows from the mean value theorem
and (3.2) that for any 0 < α < β < ω1, there exists θ ∈ (0, 1) such that
mβ −mα
β − α =M(Φα+θ(β−α)). (3.6)
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On the other hand we see from (iii) of Proposition 2.4 that for any θ ∈ (0, 1),
M(Φβ) <M(Φα+θ(β−α)) <M(Φα). (3.7)
Putting (3.6) and (3.7) together, we obtain the desired result (3.3).
We see from (2.9) with q = 1 and (iii) of Proposition 2.4 that there is a strictly
decreasing function α : (M(Φω1),∞) → (0, ω1) such that M = M(Φα(M)) for any M ∈
(M(Φω1),∞); α is the inverse of the function ω 7→ M(Φω). Let ω∗ be the frequency given
by Theorem 3.1. Then, for each ω ∈ (0, ω∗), we define a positive function εω : [0,∞) →
(0,∞) to be that for any M ≥ 0,
εω(M) :=

mω∗ −mω − (ω∗ − ω)M(Φω∗) if M ≤M(Φω∗),
ε(α(M)) +mα(M) −mω − (α(M)− ω)M if M(Φω∗) < M <M(Φω),
ε(ω) if M =M(Φω),
ε(α(M)) + (ω − α(M))M − (mω −mα(M)) if M >M(Φω),
(3.8)
where ε(α(M)) and ε(ω) are the positive constants given by Theorem 3.1.
Remark 3.1. It follows from (iii) of Lemma 3.1 that εω(M) is positive for all M ≥ 0.
Furthermore, the continuity of ε(ω) with respect to ω implies that
inf
M≥0
εω(M) > 0. (3.9)
Now, we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Let ω∗ be the frequency found in Theorem 3.1, and let ω ∈ (0, ω∗).
Furthermore, let εω be the positive function define by (3.8), and let P˜Wω be the set
defined by (1.16).
O
H
M
mω
•
M(Φω)
ωM+H = mω
mα(M)
mα(M) −mω − (α(M) − ω)M
•
M
εω(M(Φω)) = ε(ω)
•
M(Φω∗)
mω∗ −mω − (ω∗ − ω)M(Φω∗)
PWω
α(M)M+H = mα(M)
εω(M)
•
mω
ω
mω∗
Figure 2: How to extend the potential well PWω
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We consider a solution ψ to (NLS) starting from P˜Wω. If M(ψ) ≤ M(Φω∗), then
we can verify that ψ ∈ PWω∗ (see Figure 2 above). Hence, it follows from Theorem 1.3
that ψ exhibits the scenario (i) or (ii) in Theorem 1.1. On the other hand, if M(Φω∗) <
M(ψ) <M(Φω), then we can verify that ψ ∈ Aε(α)α , where α := α(M(ψ)). Similarly, if
M(ψ) ≥ M(Φω), then ψ ∈ Aε(α)α . Hence, it follows from Theorem 3.1 that ψ exhibits
one of the nine scenarios in Theorem 1.1.
4 Decomposition around ground state
In this section, for a positive radial ground state Φω to (1.7) and a solution ψ to (NLS)
with the maximal existence-interval Imax, we consider the decomposition of the form
ψ(x, t) = eiθ(t)
(
Φω(x) + η(x, t)
)
, (4.1)
where θ(t) is some function of t ∈ Imax to be chosen later, and η is the remainder. In
this decomposition, we do not assume the orthogonality between Φω and η(t) in L
2
real
(see (4.57) below).
4.1 Linearized operator
The decomposition (4.1) leads us to the linearized operator Lω around Φω which is defined
by
Lωu := ωu−∆u− p+ 1
2
Φp−1ω u−
p− 1
2
Φp−1ω u−
2∗
2
Φ
4
d−2
ω u− 2
∗ − 2
2
Φ
4
d−2
ω u
=
(
ω −∆− pΦp−1ω − (2∗ − 1)Φ
4
d−2
ω
)ℜ[u] + i(ω −∆− Φp−1ω − Φ 4d−2ω )ℑ[u].
(4.2)
The operator Lω is self-adjoint in L
2
real(R
d), and for any u, v ∈ H1(Rd),[S ′′ω(Φω)u]v = 〈Lωu, v〉H−1,H1 . (4.3)
It is convenient to introduce the operators Lω,+ and Lω,−:
Lω,+ := ω −∆− pΦp−1ω − (2∗ − 1)Φ
4
d−2
ω , (4.4)
Lω,− := ω −∆− Φp−1ω − Φ
4
d−2
ω . (4.5)
Then, we have
Lωu = Lω,+ℜ[u] + iLω,−ℑ[u]. (4.6)
Moreover, since Φω is a solution to (1.7), we can verify that
LωΦω = Lω,+Φω = −(p− 1)Φpω − (2∗ − 2)Φ2
∗−1
ω , (4.7)
Lω(iΦω) = Lω,−Φω = 0, (4.8)
Lω∂ωΦω = Lω,+∂ωΦω = −Φω. (4.9)
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Inserting the decomposition ψ(t) = eiθ(t)(Φω + η(t)) into the equation (NLS), we obtain
the equation for η:
∂η
∂t
(t) = −iLωη(t)− i
{dθ
dt
(t)− ω
}
(Φω + η(t)) + iNω(η(t)), (4.10)
where Nω(η) denotes the higher order term of η, i.e.,
Nω(η) := |Φω + η|p−1
(
Φω + η
) − |Φω|p−1Φω − p+ 1
2
Φp−1ω η −
p− 1
2
Φp−1ω η
+ |Φω + η|
4
d−2
(
Φω + η
)− |Φω| 4d−2Φω − 2∗
2
Φ
4
d−2
ω η − 2
∗ − 2
2
Φ
4
d−2
ω η
= O
(|η|min{2, p}).
(4.11)
We see from (4.10) that the operator −iLω relates to the behavior of the remainder η(t).
Unfortunately, −iLω is not symmetric in L2real(Rd), and therefore we do not have the
orthogonality of eigenfunctions in this space. Thus, we need to work in the symplectic
space (L2(Rd),Ω) instead of L2real(R
2), where Ω is the symplectic form defined by
Ω(f, g) := ℑ
∫
Rd
f(x)g(x) dx =
(
f, ig
)
L2
real
. (4.12)
Proposition 4.1. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Let ω1 be the frequency given
by Proposition 2.4. Then, there exists ω2 ∈ (0, ω1) such that for any ω ∈ (0, ω2), −iLω
has a positive eigenvalue µ, as an operator in L2real(R
d). Furthermore, the eigenvalue µ
satisfies that
− µ2 = inf
{ 〈Lω,+u, u〉H−1,H1
((Lω,−)−1u, u)L2real
: u ∈ H1(Rd), (u,Φω)L2
real
= 0
}
. (4.13)
Proof of Proposition 4.1. We prove the proposition following the exposition in Section 2
of [9]. What we need to prove is that there exist a function u ∈ H1(Rd) and ν < 0 such
that
Lω,−Lω,+u = νu. (4.14)
Indeed, putting f1 = −ℜ[u] and f2 = −
√−ν(Lω,−)−1ℜ[u], we see from (4.6) and (4.14)
that
−iLω(f1 + if2) = −iLω,+f1 + Lω,−f2
= i(Lω,−)−1νℜ[u]− Lω,−
√−ν(Lω,−)−1ℜ[u] =
√−ν(f1 + if2).
(4.15)
Furthermore, we can verify that the problem (4.14) is equivalent to that there exist
u ∈ H1(Rd), ν < 0 and α ∈ R such that Lω,+u = ν(Lω,−)
−1u+ αΦω,
(u,Φω)L2
real
= 0.
(4.16)
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Note here that KerLω,− = span {Φω} (see Lemma B.1) and −Φω = Lω,+∂ωΦω (see (4.9)).
The problem (4.16) leads us to the following minimizing problem
νω := inf
{ 〈Lω,+u, u〉H−1,H1
((Lω,−)−1u, u)L2real
: u ∈ H1(Rd), (u,Φω)L2
real
= 0
}
. (4.17)
We can verify that any minimizer of (4.17) satisfies the equation (4.16) with ν = νω
for some α ∈ R. Thus, it suffices to show that −∞ < νω < 0 and the existence of a
minimizer.
First, we shall show that −∞ < νω. We take any u ∈ H1(Rd) with (u,Φω)L2
real
= 0.
Then, we see from Proposition 2.2 that
〈Lω,+u, u〉H−1,H1
((Lω,−)−1u, u)L2real
=
〈Lω,−u, u〉H−1,H1
‖(Lω,−)− 12u‖2L2
− 〈{(p − 1)Φ
p−1
ω + (2∗ − 2)Φ
4
d−2
ω }u, u〉H−1,H1
‖(Lω,−)− 12u‖2L2
≥ ‖(Lω,−)
1
2u‖2
H1
‖(Lω,−)− 12u‖2L2
− C(ω) ‖u‖
2
L2
‖(Lω,−)− 12u‖2L2
,
(4.18)
where C(ω) is some positive constant depending on ω. Moreover, it is easy to see that
‖u‖2L2 = ((Lω,−)
1
2u, (Lω,−)−
1
2u)L2
real
≤ ‖(Lω,−)
1
2u‖L2‖(Lω,−)−
1
2u‖L2
≤ 1
2C(ω)
‖(Lω,−)
1
2u‖2L2 +
C(ω)
2
‖(Lω,−)−
1
2u‖2L2 .
(4.19)
Putting the estimates (4.18) and (4.19) together, we find that νω > −C(ω)2 > −∞.
Next, we shall show that νω is negative for any sufficiently small ω > 0. To this end,
we introduce projections Πω and Π:
Πωu := u−
(u,Φω)L2
real
‖Φω‖2L2
Φω, Πu := u−
(u,U)L2
real
‖U‖2
L2
U. (4.20)
Then, we see from substitution of variables, Proposition 2.3 and Lemma 2.7 that
ω−2νω = ω−2 inf
{ 〈Lω,+u, u〉H−1,H1
((Lω,−)−1u, u)L2
real
: u ∈ H1(Rd), (u,Φω)L2real = 0
}
≤ ω−2 〈Lω,+Πω∂ωΦω,Πω∂ωΦω〉H−1,H1
((Lω,−)−1Πω∂ωΦω,Πω∂ωΦω)L2real
=
〈L˜ω,+(ωTωΠω∂ωΦω), ωTωΠω∂ωΦω〉H−1,H1
((L˜ω,−)−1(ωTωΠω∂ωΦω), ωTωΠω∂ωΦω)L2
real
→ 〈L
†
+ΠΛU,ΠΛU〉H−1,H1
〈(L†−)−1ΠΛU,ΠΛU)L2
real
as ω ↓ 0,
(4.21)
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where L˜ω,+, L˜ω,−, L
†
+ and L
†
− are operators defined by (1.59), (1.60), (1.55) and (1.56),
respectively. Thus, it suffices to show that
〈L†+ΠΛU,ΠΛU〉H−1,H1
〈(L†)−1− ΠΛU,ΠΛU)L2
real
< 0. (4.22)
Note here that we see from (2.22) and integration by parts that
ΠΛU = ΛU +
sp
2
U. (4.23)
Moreover, it follows from (2.22) and (2.23) that
L†+ΠΛU = L
†
+ΛU −
(ΛU,U)L2real
‖U‖2
L2
L†+U = −U −
(p− 1)sp
2
Up. (4.24)
Using (4.23), (4.24), (2.22) and integration by parts, we obtain that
〈L†+ΠΛU,ΠΛU〉H−1,H1 = 〈−U −
(p− 1)sp
2
Up,ΛU +
sp
2
U〉H−1,H1
= −(U,ΛU)L2
real
− (p− 1)sp
2
(Up,ΛU)L2
real
− sp
2
‖U‖2L2 −
(p− 1)s2p
4
‖U‖p+1
Lp+1
=
d(p − 1)sp
4
(1
2
− 1
p+ 1
)
‖U‖pLp < 0.
(4.25)
Since Lemma B.1 implies that (ΠΛU, (L†−)−1ΠΛU)L2real > 0, we find from (4.25) that
(4.22) holds.
Finally, we shall show the existence of a minimizer u for νω. We can take a sequence
{un} in H1(Rd) such that
(un,Φω)L2real
≡ 0, (4.26)
((Lω,−)−1un, un)L2real ≡ 1, (4.27)
lim
n→∞〈Lω,+un, un〉H−1,H1 = νω. (4.28)
Note here that Lemma B.1 shows that the square root of Lω,− is well-defined. We see
from (4.28), Proposition 2.2, the Cauchy-Schwarz inequality, (B.1) and (4.27) that for
any sufficiently large number n,
‖un‖2H1 ≤ (1 + ω−1)〈Lω,+un, un〉H−1,H1
+
∫
Rd
{
p(Φω(x))
p−1 + (2∗ − 1)(Φω(x))
4
d−2
}|un(x)|2 dx
. (1 + ω−1)νω + C1(ω)((Lω,−)
1
2un, (Lω,−)−
1
2un)L2real
≤ (1 + ω−1)νω + C1(ω)‖(Lω,−) 12un‖L2‖(Lω,−)−
1
2un‖L2
= (1 + ω−1)νω + C1(ω)(Lω,−un, un)
1
2
L2real
((Lω,−)−1un, un)
1
2
L2real
≤ (1 + ω−1)νω + C2(ω)‖un‖H1 ,
(4.29)
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where C1(ω) and C2(ω) are some constants depending only on d, p and ω. This implies
that {un} is bounded in H1(Rd) and therefore we can extract a subsequence of {un} (still
denoted by the same symbol) and a function u∞ ∈ H1(Rd) such that
lim
n→∞un = u∞ weakly in H
1(Rd), (4.30)
(u∞,Φω)L2
real
= 0, (4.31)
lim
n→∞
∫
Rd
Φω(x)
q|un(x)|2 dx =
∫
Rd
Φω(x)
q|u∞(x)|2 dx, (4.32)
where q indicates p − 1 or 4
d−2 : Here, (4.31) follows from (4.26) and (4.30), and (4.32)
follows from (4.30) and Propositionre 2.2. Furthermore, we can verify that
〈Lω,+u∞, u∞〉H−1,H1 ≤ lim inf
n→∞ 〈Lω,+un, un〉H−1,H1 = νω < 0. (4.33)
In particular, the limit u∞ is non-trivial. We also see from Lemma B.1, (4.8), (4.26) and
(4.27) that for any number n,
‖(Lω,−)−1un‖2H1 . (un, (Lω,−)−1un)L2real ≤ 1, (4.34)
where the implicit constant depends on ω. Hence, there exists a subsequence of {un}
(still denoted by the same symbol) and a function v∞ ∈ H1(Rd) such that
lim
n→∞(Lω,−)
−1un = v∞ weakly in H1(Rd). (4.35)
Furthermore, we see from (4.8) that for any test function φ ∈ C∞c (Rd),
〈Lω,−v∞, φ〉H−1,H1 = 〈Lω,−φ, v∞〉H−1,H1
= lim
n→∞((Lω,−)
−1un, Lω,−φ)L2
real
= (u∞, φ)L2
real
.
(4.36)
This together with (4.31) shows that
v∞ = (Lω,−)−1u∞. (4.37)
We also see from (4.37) and Lemma B.1 that
((Lω,−)−1u∞, u∞)L2
real
= (v∞, Lω,−v∞)L2
real
> 0. (4.38)
Furthermore, it follows from (4.35), (4.37), (4.26) and (4.27) that
((Lω,−)−1u∞, u∞)L2
real
≤ lim inf
n→∞ ((Lω,−)
−1un, un)L2
real
= 1, (4.39)
so that we can take ρ1 ≥ 1 such that ((Lω,−)−1ρ1u∞, ρ1u∞)L2
real
= 1. Suppose here that
ρ1 > 1. Then, we see from (4.31) and (4.33) that
νω ≤ 〈Lω,+ρ1u∞, ρ1u∞〉H−1,H1 < 〈Lω,+u∞, u∞〉H−1,H1 ≤ νω. (4.40)
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This is a contradiction. Thus, we have shown that
((Lω,−)−1u∞, u∞)L2
real
= 1. (4.41)
Then, the same argument as (4.40) shows that
νω = 〈Lω,+u∞, u∞〉H−1,H1 . (4.42)
This together with (4.31) and (4.41) shows that u∞ is a minimizer for the problem
(4.17).
4.2 Symplectic decomposition
In this subsection, we assume that d ≥ 3, 1 + 4
d
< p < 2∗ − 1 and 0 < ω < ω2, where
ω2 is the frequency given in Proposition 4.1. Note that −iLω has a positive eigenvalue
µ > 0 as an operator in L2real(R
d).
We will apply the “symplectic decomposition” corresponding to the discrete modes
of −iLω to the remainder η in (4.1) (see (4.48) below). Moreover, we determine the
function θ(t) in (4.1).
Let U+ be an eigenfunction corresponding to the positive eigenvalue µ, and put
U− := U+. (4.43)
Then, we have
− iLωU− = iLωU+ = −µU+ = −µU−. (4.44)
Hence, U− is an eigenfunction of −iLω corresponding to −µ. We assume that U+ and
U− are normalized in the following sense:
Ω
(
U+,U−
)
= 1, Ω
(
U−,U+
)
= −1. (4.45)
It is obvious that
Ω
(
U+,U+
)
= Ω
(
U−,U−
)
= 0. (4.46)
Furthermore, it follows from (4.8), (4.9) and LωU± = ±iµU± that
Ω
(
iΦω,U±
)
= Ω
(
∂ωΦω,U±
)
= 0. (4.47)
Now, we expand the remainder η(t) in the decomposition (4.1) by the discrete modes
of −iLω:
η(t) = λ+(t)U+ + λ−(t)U− + a(t)iΦω + b(t)∂ωΦω + γ(t), (4.48)
where
Ω
(
γ(t),U+
)
= Ω
(
γ(t),U−
)
= Ω
(
γ(t), iΦω
)
= Ω
(
γ(t), ∂ωΦω
)
= 0. (4.49)
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We see from (4.45), (4.46) and (4.47) that the coefficients are as follows:
λ+(t) = Ω(η(t),U−), λ−(t) = −Ω(η(t),U+), (4.50)
a(t) =
Ω(η(t), ∂ωΦω)
(Φω, ∂ωΦω)L2real
, b(t) = − Ω(η(t), iΦω)
(Φω, ∂ωΦω)L2real
. (4.51)
Note here that the denominators in (4.51) are non-zero (see (iii) of Proposition 2.4).
Moreover, it follows from Ho¨lder’s inequality that
λ2±(t) = Ω(η(t),U∓)
2 ≤ ‖U+‖2L2‖η(t)‖2L2 . (4.52)
We require that the mode iΦω does not appear in the decomposition (4.48), that is,
a(t) ≡ 0. To this end, we choose the function θ(t) in (4.1) so that
Ω(e−iθ(t)ψ(t), ∂ωΦω) ≡ 0. (4.53)
Then, it follows from Ω(Φω, ∂ωΦω) = 0 that Ω(η(t), ∂ωΦω) ≡ 0, and therefore a(t) ≡ 0.
Furthermore, the choice of θ(t) has room of an integer multiple of π. Hence, in addition
to (4.53), we can choose θ(t) so that
(e−iθ(t)ψ(t), ∂ωΦω)L2
real
< 0. (4.54)
This choice of θ(t) plays an important role in the argument below (see (6.10)).
4.3 Modulation equations
We continue the discussion about the decompositions (4.1) and (4.48) for a solution ψ
to (NLS). Throughout this subsection, as well as Section 4.2, we assume that d ≥ 3,
1 + 4
d
< p < 2∗ − 1 and 0 < ω < ω2. Furthermore, we assume that ψ satisfies (4.53),
(4.54) and
M(ψ) =M(Φω). (4.55)
Since
M(ψ) =M(Φω) +M(η(t)) +
(
Φω, η(t)
)
L2real
, (4.56)
the condition (4.55) implies that for any t ∈ Imax,(
Φω, η(t)
)
L2
real
= −M(η(t)). (4.57)
In particular, there is no orthogonality between Φω and η(t) in L
2
real(R
d).
Our aim here is to derive ordinary differential equations for θ, λ+ and λ− under the
condition (4.55).
First, we shall derive an equation for θ. We see from (4.53) that
0 =
d
dt
Ω(Φω + η(t), ∂ωΦω) = (
dη
dt
(t), i∂ωΦω)L2real
. (4.58)
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Putting (4.10) and (4.58) together, we obtain
0 = (−Lωη(t)−
{dθ
dt
(t)− ω
}
(Φω + η(t)) +Nω(η(t)), ∂ωΦω)L2
real
= −(η(t),Lω∂ωΦω)L2
real
−
{dθ
dt
(t)− ω
}(
Φω + η(t), ∂ωΦω
)
L2
real
+
(
Nω(η(t)), ∂ωΦω
)
L2real
.
(4.59)
Furthermore, using (4.9) and (4.57), we obtain the equation for θ:{dθ
dt
(t)− ω
}(
Φω + η(t), ∂ωΦω
)
L2
real
= −M(η(t)) + (Nω(η(t)), ∂ωΦω)L2
real
. (4.60)
Next, we shall derive equations for λ+ and λ−. It follows from (4.10), (4.47), (4.50) and
LωU± = ±iµU± that
dλ±
dt
(t) = ±Ω(dη
dt
(t),U∓)
= ±Ω(−iLωη(t)− i
{dθ
dt
(t)− ω
}
η(t) + iNω(η(t)), U∓)
= ±(η(t), iµU∓)L2
real
∓ ({dθ
dt
(t)− ω
}
η(t)−Nω(η(t)), U∓
)
L2
real
= ±µλ±(t)∓
({dθ
dt
(t)− ω
}
η(t)−Nω(η(t)), U∓
)
L2
real
.
(4.61)
Thus, we have obtained equations for λ+ and λ−:
dλ+
dt
(t) = µλ+(t)−
({dθ
dt
(t)− ω
}
η(t) −Nω(η(t)), U−
)
L2
real
, (4.62)
dλ−
dt
(t) = −µλ−(t) +
({dθ
dt
(t)− ω
}
η(t)−Nω(η(t)), U+
)
L2
real
. (4.63)
Note here that it follows from iLωU± = ±µU±, (4.62), (4.63) and (4.45) that
〈Lω
(
λ+(t)U+ + λ−(t)U−
)
,
dλ+
dt
(t)U+ +
dλ−
dt
(t)U−〉H−1,H1
= −µλ−(t)
({dθ
dt
(t)− ω
}
η(t)−Nω(η(t)), U−
)
L2
real
+ µλ+(t)
({dθ
dt
(t)− ω
}
η(t) −Nω(η(t)), U+
)
L2
real
.
(4.64)
4.4 Linearized energy norm
Our aim here it to introduce the “linearized energy norm” for the remainder η in the
decomposition (4.1). Throughout this subsection, as well as Section 4.3, we assume that
d ≥ 3, 1 + 4
d
< p < 2∗ − 1, 0 < ω < ω2 and ψ is a solution to (NLS) satisfying (4.53)
through (4.55).
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Put
Γ(t) := b(t)∂ωΦω + γ(t). (4.65)
Then, since a(t) ≡ 0 (see (4.53)), the decomposition (4.48) is rewritten by
η(t) = λ+(t)U+ + λ−(t)U− + Γ(t). (4.66)
We see from (4.47) and (4.49) that
Ω(Γ(t),U+) = Ω(Γ(t),U−) = Ω
(
Γ(t), ∂ωΦω
)
= 0. (4.67)
As a consequence of these orthogonalities, we have the following relationship:
Lemma 4.2. The function Γ in the decomposition (4.66) satisfies
〈LωΓ(t),Γ(t)〉H−1,H1 ∼ ‖Γ(t)‖2H1 (4.68)
for all t ∈ Imax, where the implicit constant depends on ω as well as d and p.
Proof of Lemma 4.2. Lemma B.5 together with (4.67) gives the desired result.
Now, we see from (4.55), Taylor’s expansion around Φω, S ′ω(Φω) = 0, (4.3), LωU± =
±iµU± and (4.45) that
H(ψ)−H(Φω) = Sω(ψ)− Sω(Φω)
= Sω(e−iθ(t)ψ)− Sω(Φω) = Sω(Φω + η(t))− Sω(Φω)
=
1
2
〈Lωη(t), η(t)〉H−1 ,H1 +O( ‖η(t)‖min{3,p+1}H1 )
=
1
2
λ+(t)λ−(t)(−iµU+,U−)L2
real
+
1
2
λ+(t)λ−(t)(iµU−, U+)L2
real
+
1
2
〈LωΓ(t),Γ(t)〉H−1,H1 +O( ‖η(t)‖min{3,p+1}H1 )
= −µλ+(t)λ−(t) + 1
2
〈LωΓ(t),Γ(t)〉H−1,H1 +O( ‖η(t)‖min{3,p+1}H1 ).
(4.69)
We define the linearized energy norm ‖η(t)‖E by
‖η(t)‖2E :=
µ
2
(
λ2+(t) + λ
2
−(t)
)
+
1
2
〈LωΓ(t),Γ(t)〉H−1,H1 . (4.70)
Then, we see from (4.69) that
H(ψ)−H(Φω) + µ
2
(
λ+(t) + λ−(t)
)2 − ‖η(t)‖2E = O( ‖η(t)‖min{3,p+1}H1 ). (4.71)
Lemma 4.3. The function Γ in the decomposition (4.66) satisfies
‖Γ(t)‖H1 . ‖η(t)‖H1 (4.72)
for all t ∈ Imax. Moreover, we have
‖η(t)‖H1 ∼ ‖η(t)‖E . (4.73)
Here, the implicit constants in (4.72) and (4.73) depend on ω as well as d and p.
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Proof of Lemma 4.3. We see from (4.52) that
‖Γ(t)‖2H1 = ‖η(t) − λ+(t)U+ − λ−(t)U−‖2H1
. ‖η(t)‖2H1 + λ2+(t)‖U+‖2H1 + λ2−(t)‖U−‖2H1
. (1 + 2‖U+‖4H1)‖η(t)‖2H1 ,
(4.74)
which proves (4.72).
Next, we shall prove (4.73). We see from (4.66), U− = U+ (see (4.43)), Lemma 4.2
and the definition (4.70) that
‖η(t)‖2H1 = ‖λ+(t)U+ + λ−(t)U− + Γ(t)‖2H1
. λ2+(t)‖U+‖2H1 + λ2−(t)‖U−‖2H1 + ‖Γ(t)‖2H1
. ‖U+‖2H1
(
λ2+(t) + λ
2
−(t)
)
+ 〈LωΓ(t),Γ(t)〉H−1,H1
. max{1, µ−1}(1 + ‖U+‖2H1)‖η(t)‖2E .
(4.75)
Moreover, it follows from (4.52), Lemma 4.2 and (4.74) that
‖η(t)‖2E . µ‖U+‖2L2‖η(t)‖2L2 + ‖Γ(t)‖2H1
. µ‖U+‖2L2‖η(t)‖2H1 +
(
1 + 2‖U+‖4H1
)‖η(t)‖2H1 . (4.76)
Putting (4.75) and (4.76) together, we find that (4.73) holds.
4.5 Distance function from the ground state
Our aim here is to introduce a distance function from the ground state Φω by using the
linearized energy norm (4.70) (cf. [25]). Throughout this subsection, we assume that
d ≥ 3, 1+ 4
d
< p < 2∗−1 and 0 < ω < ω2, where ω2 is the frequency given by Proposition
4.1.
We see from (4.71), and (4.73) in Lemma 4.3 that there exists a constant δE(ω) > 0
with the following property: for any solution ψ to (NLS) satisfyingM(ψ) =M(Φω) and
any t ∈ Imax(ψ) for which ‖η(t)‖E ≤ 4δE(ω),∣∣∣ H(ψ(t)) −H(Φω) + µ
2
(
λ+(t) + λ−(t)
)2 − ‖η(t)‖2E ∣∣∣≤ ‖η(t)‖2E10 , (4.77)
where η(t), λ+(t) and λ−(t) are the functions appearing in the decomposition for ψ of
the form (4.1) with (4.66) (see also (4.48), (4.53) and (4.54)). Regarding the initial data
of a solution to (NLS) as a general function in H1(Rd), we find that the following fact
holds:
Proposition 4.4. There exists a constant δE(ω) > 0 with the following property: let u
be a function in H1(Rd) satisfying M(u) = M(Φω). Consider the decomposition of the
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form
u = eiθ[u](Φω + η[u]), Ω(e
−iθ[u]u, ∂ωΦω) ≡ 0, (e−iθ[u]u, ∂ωΦω)L2real < 0, (4.78)
η[u] = λ+[u]U+ + λ−[u]U− + Γ[u]. (4.79)
Define ‖η[u]‖E by
‖η[u]‖2E :=
µ
2
(
λ2+[u] + λ
2
−[u]
)
+
1
2
〈LωΓ[u],Γ[u]〉H−1,H1 . (4.80)
Furthermore, assume that
‖η[u]‖E ≤ 4δE(ω). (4.81)
Then, ∣∣∣ H(u)−H(Φω) + µ
2
(
λ+[u] + λ−[u]
)2 − ‖η[u]‖2E ∣∣∣≤ ‖η[u]‖2E10 . (4.82)
Now, we introduce a distance function dω. To this end, fix a non-increasing smooth
function χ on [0,∞) such that
χ(r) =
{
1 if 0 ≤ r ≤ 1,
0 if r ≥ 2. (4.83)
Moreover, we define
H1ω(R
d) :=
{
u ∈ H1(Rd) : M(u) =M(Φω)
}
. (4.84)
Then, we define a function dω : H
1
ω(R
d)→ [0,∞) by
dω(u)
2 := ‖η[u]‖2E + χ
( ‖η[u]‖E
2δE(ω)
)
Cω(u), (4.85)
where δE(ω) is the constant given by Proposition 4.4, and
Cω(u) := H(u)−H(Φω) + µ
2
(
λ+[u] + λ−[u]
)2 − ‖η[u]‖2E . (4.86)
We rephrase (4.82) as follows: if ‖η[u]‖E ≤ 4δE(ω), then
|Cω(u)| ≤ ‖η[u]‖
2
E
10
. (4.87)
Now, we consider a solution ψ to (NLS) satisfying M(ψ) = M(Φω). In the decom-
position (4.1) with (4.66), it is convenient to introduce new parameters λ1(t) and λ2(t)
defined by
λ1(t) :=
λ+(t) + λ−(t)
2
, λ2(t) :=
λ+(t)− λ−(t)
2
. (4.88)
We see from (4.62) and (4.63) that
dλ1
dt
(t) = µλ2(t) +
1
2
(
{dθ
dt
(t)− ω
}
η(t)−Nω(η(t)), U+ − U−)L2
real
, (4.89)
dλ2
dt
(t) = µλ1(t)− 1
2
(
{dθ
dt
(t)− ω
}
η(t)−Nω(η(t)), U+ + U−)L2
real
. (4.90)
An important property of the distance function dω(ψ(t)) is the following:
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Lemma 4.5. Assume that there exists an interval I on which
sup
t∈I
dω(ψ(t)) ≤ δE(ω). (4.91)
Then, all of the following hold for all t ∈ I:
1
2
‖η(t)‖2E ≤ dω(ψ(t))2 ≤
3
2
‖η(t)‖2E , (4.92)
dω(ψ(t))
2 = H(ψ)−H(Φω) + 2µλ21(t), (4.93)
d
dt
dω(ψ(t))
2 = 4µ2λ1(t)λ2(t) + 4µλ1(t)Ω
({dθ
dt
(t)− ω
}
η(t)−Nω(η(t)), f2
)
. (4.94)
Furthermore, if
Sω(ψ) < mω + 1
2
dω(ψ(t))
2 (4.95)
holds for all t ∈ I, then
dω(ψ(t)) ∼ |λ1(t)| (4.96)
for all t ∈ I, where the implicit constant depends on ω as well as d and p.
Proof of Lemma 4.5. First, we shall show that for any t ∈ I,
‖η(t)‖E ≤ 4δE(ω). (4.97)
Suppose for contradiction that ‖η(t0)‖E > 4δE(ω) for some t0 ∈ I. Then, it follows from
the definition (4.85) that dω(ψ(t0)) = ‖η(t0)‖E ≥ 4δE(ω). However, this contradicts the
assumption (4.91). Thus, we have proved (4.97). Using (4.87) and (4.97), we can verify
(4.92). Indeed,
1
2
‖η(t)‖2E ≤ ‖η(t)‖2E −
∣∣Cω(ψ(t))∣∣
≤ dω(ψ(t))2 ≤ ‖η(t)‖2E +
∣∣Cω(ψ(t))∣∣ ≤ 3
2
‖η(t)‖2E .
(4.98)
Next, we shall derive the equation (4.93). We see from (4.91) and (4.92) that
‖η(t)‖2E ≤ 2dω(ψ(t))2 ≤ 2δE(ω)2. (4.99)
Furthermore, it follows from the definition of dω(ψ(t)) (see (4.85) and (4.86)) that
dω(ψ(t))
2 = ‖η(t)‖2E + Cω(ψ(t)) = H(ψ)−H(Φω) +
µ
2
(
λ+(t) + λ−(t)
)2
, (4.100)
so that (4.93) holds.
The equation (4.94) follows from (4.93) and (4.89).
Finally, we shall prove (4.96). We see from the definition of Cω(ψ(t)) (see (4.86)),
(4.97) and (4.87) that
‖η(t)‖2E = H(ψ)−H(Φω) +
µ
2
(
λ+(t) + λ−(t)
)2 − Cω(ψ(t))
≤ H(ψ)−H(Φω) + µ
2
(
λ+(t) + λ−(t)
)2
+
‖η(t)‖2E
10
,
(4.101)
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so that
9
10
‖η(t)‖2E ≤ H(ψ)−H(Φω) + 2µλ1(t)2. (4.102)
Moreover, it follows from the assumptions (4.55) and (4.95), and mω = Sω(Φω) that
H(ψ)−H(Φω) = Sω(ψ)− Sω(Φω) < 1
2
dω(ψ(t))
2. (4.103)
Putting (4.92), (4.102) and (4.103) together, we obtain that
dω(ψ(t))
2 ≤ 3
2
‖η(t)‖2E <
5
6
dω(ψ(t))
2 +
10
3
µλ1(t)
2. (4.104)
Hence, we have
dω(ψ(t))
2 < 200µλ1(t)
2. (4.105)
On the other hand, we see from (4.52), Lemma 4.3 and (4.92) that
µλ1(t)
2 ≤ 2µ(λ2+(t) + λ2−(t)) ≤ 4µ‖U+‖2L2‖η(t)‖2L2 . dω(ψ(t))2, (4.106)
where the implicit constant depends on µ and ‖U+‖2L2 . Combining (4.105) and (4.106),
we obtain (4.96).
4.6 Fundamental properties of the eigenfunctions
In connection with λ1 and λ2 (see (4.88)), we introduce the real-valued functions f1 and
f2:
f1 :=
U+ + U−
2
= ℜ[U+], f2 := U+ − U−
2i
= ℑ[U+]. (4.107)
We shall observe the properties of f1 and f2. Throughout this subsection, we assume
that d ≥ 3, 1+ 4
d
< p < 2∗− 1, 0 < ω < ω2 and (4.55), where ω2 is the constant given by
Proposition 4.1.
First, we note that the decomposition (4.66) of η(t) is expressed as follows in terms
of the functions f1 and f2 defined by (4.107):
η(t) = 2λ1(t)f1 + 2iλ2(t)f2 + Γ(t). (4.108)
We see from (4.6) and LωU+ = iµU+ that
Lω,+f1 = −µf2, Lω,−f2 = µf1. (4.109)
Furthermore, it follows from the elliptic regularity for (4.109) that
‖f1‖L∞ + ‖f2‖L∞ <∞. (4.110)
Lemma 4.6. We have that f2 6∈ span {Φω} = KerLω,−.
31
Proof of Lemma 4.6. Suppose for a contradiction that f2 = kΦω for some k 6= 0. Then,
it follows from (4.8) and (4.107) that
0 = kLω(iΦω) = Lω(if2) =
1
2
Lω(U+ − U−) = 1
2
iµU+ +
1
2
iµU− = iµf1. (4.111)
Furthermore, we see from (4.109) and (4.111) that
− µf2 = Lω,+f1 = 0. (4.112)
Thus, f1 = f2 ≡ 0. This is a contradiction.
Lemma 4.7. We have the following orthogonalities:(
Φω, f1
)
L2
=
(
∂ωΦω, f2
)
L2
= 0. (4.113)
Furthermore, we have (
f1, f2
)
L2
> 0 (4.114)
and (
Φω, f2
)
L2
6= 0. (4.115)
Proof of Lemma 4.7. Since Lω,−Φω = 0 and Lω,− is self-adjoint in L2(Rd), we find from
(4.109) that(
Φω, f1
)
L2
= µ−1〈Lω,−f2,Φω〉H−1,H1 = µ−1
(
Lω,−Φω, f2
)
L2
= 0. (4.116)
On the other hand, it follows from (4.109), (4.9) and the self-adjointness of Lω,+ in
L2(Rd) that(
∂ωΦω, f2
)
L2
= −µ−1〈Lω,+f1, ∂ωΦω〉H−1,H1 = −µ−1
(
Lω,+∂ωΦω, f1
)
L2
= µ−1
(
Φω, f1
)
L2
,
(4.117)
which together with (4.116) proves (4.113).
Next, we shall prove (4.114). It follows from (4.109) that(
f1, f2
)
L2
= µ−1〈Lω,−f2, f2〉H−1,H1 . (4.118)
Since f2 6∈ KerLω,− (see Lemma 4.6), Lemma B.1 together with (4.118) shows the desired
result.
Finally, we prove (4.115). Suppose for contradiction that (Φω, f2)L2 = 0. Then, we
see from (4.7), the self-adjointness of Lω,+ and (4.109) that(
(p− 1)Φpω + (2∗ − 2)Φ2
∗−1
ω , f1
)
L2
= −(Lω,+Φω, f1)L2 = µ(Φω, f2)L2 = 0. (4.119)
Hence, it follows from Lemma B.3 that 〈Lω,+f1, f1〉H−1,H1 ≥ 0. However, it must follow
from (4.109) and (4.114) that
〈Lω,+f1, f1〉H−1,H1 = −µ
(
f2, f1
)
L2
< 0. (4.120)
This is a contradiction. Thus, we find that (4.115) holds.
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The relation (4.115) in Lemma 4.7 allows us to choose f2 so that
(Φω, f2)L2 < 0. (4.121)
In our analysis, the frequency ω varies. In particular, we need to take ω → 0. Hence,
we have to pay attention to the dependence of ω. Such a bother does not appear in the
scale invariant cases such as (1.18) (see [25]). The following lemma plays an important
role to prove the ejection lemma (Lemma 5.2):
Lemma 4.8. For any constant C > 0, there exists ω(C) > 0 such that for any ω ∈
(0, ω(C)),
µ
∣∣(Φω, f2)L2∣∣ ≥ C∣∣(Φ2∗−1ω , f1)L2 ∣∣. (4.122)
Proof of Lemma 4.8. We use the notation µω, f1,ω and f2,ω instead of µ, f1 and f2 in
order to emphasise the dependence on ω.
Suppose for contradiction that there exists a constant C0 > 0 with the following
property: for any number n, there exists ωn ∈ (0, 1n) such that
µωn
∣∣(Φωn , f2,ωn)L2∣∣ < C0∣∣(Φ2∗−1ωn , f1,ωn)L2∣∣, (4.123)
where f1,ωn and f2,ωn are functions given by (4.107) for ωn. We consider the functions
f1,n and f2,n defined by
f1,n := ω
−sp
n Tωnf1,ωn , f2,n := ω
−sp
n Tωnf2,ωn . (4.124)
It follows from (4.109) that
L˜ωn,+f1,n = −µωnω−1n f2,n, L˜ωn,−f2,n = µωnω−1n f1,n, (4.125)
where L˜ω,+ and L˜ω,− are the operators defined by (1.59) and (1.60), respectively. We
put
gn :=
f1,n
‖f1,n‖H1
, hn :=
f2,n
‖f1,n‖H1
. (4.126)
Then, we can take a real-valued function g in H1(Rd) such that
lim
n→∞ gn = g weakly in H
1(Rd). (4.127)
We shall show that g is non-trivial. Suppose for contradiction that g was trivial. Then,
it follows from Lemma 4.7, (4.125), Proposition 2.3 and (4.127) that
0 ≥ lim
n→∞
−ω−sp−1n µωn
‖f1,n‖2H1
(f1,ωn , f2,ωn)L2 = lim
n→∞
−ω−1n µωn
‖f1,n‖2H1
(f1,n, f2,n)L2
= lim
n→∞
1
‖f1,n‖2H1
〈L˜ωn,+f1,n, f1,n〉H−1,H1
= 1− lim
n→∞
∫
Rd
{
p(TωnΦωn)
p−1|gn|2 + ω
2∗−(p+1)
p−1
n (2
∗ − 1)(TωnΦωn)
4
d−2 |gn|2
}
dx
= 1.
(4.128)
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This is a contradiction, and therefore g is non-trivial.
Next, we shall show that there exists a constant C0 > 0 such that for any number n
and any real-valued function f ∈ H1(Rd) with (f, TωnΦωn)L2 = 0,
〈L˜ωn,−f, f〉H−1,H1 ≥ C0‖f‖2H1 . (4.129)
Suppose for contradiction that we could take a subsequence of {ωn} (still denoted by the
same symbol) and a sequence {fn} in H1(Rd) such that
lim
n→∞〈L˜ωn,−fn, fn〉H−1,H1 = 0, ‖fn‖H1 = 1, (fn, TωnΦωn)L2 = 0. (4.130)
Furthermore, we can take f0 ∈ H1(Rd) such that limn→∞ fn = f0 weakly in H1(Rd).
Then, we see from the weak lower semicontinuity and Proposition 2.3 that
0 = lim
n→∞〈L˜ωn,−fn, fn〉H−1,H1
= lim
n→∞
{ ‖fn‖2H1 − ∫ (TωnΦωn)p−1|fn|2dx− ω 2∗−(p+1)p−1n ∫ (TωnΦωn) 4d−2 |fn|2dx }
≥ 〈L†−f0, f0〉H−1,H1 .
(4.131)
Moreover, it follows from Proposition 2.3 and the hypothesis (4.130) that
(f0, U)L2 = lim
n→∞(fn, TωnΦωn)L2 = 0. (4.132)
Hence, we conclude from (4.131) and the positivity of L†− together with (4.132) that
0 ≥ 〈L†−f0, f0〉 & ‖f0‖2H1 , (4.133)
so that f0 is trivial. However, the same argument as (4.128) yields that f0 is non-trivial.
Thus, we arrive at a contradiction and therefore (4.129) holds.
We shall show that {hn} is bounded in H1(Rd). We see from (4.129) and (4.125) that
C0‖f2,n‖2H1 ≤ 〈L˜ωn,−f2,n, f2,n〉H−1,H1 = µωnω−1n (f1,n, f2,n)L2
= −〈L˜ωn,+f1,n, f1,n〉H−1,H1 ≤ C‖f1,n‖2H1 .
(4.134)
Dividing the both sides above by ‖f1,n‖2H1 , we find that {hn} is bounded in H1(Rd).
We shall show that the sequence {µωnω−1n } is bounded. It follows from (4.125) that∣∣µωnω−1n | = |〈L˜ωn,−f2,n, f1,n〉H−1,H1 |‖f1,n‖2L2 . (4.135)
Furthermore, it follows from (4.127) and the boundedness of {gn} and {hn} in H1(Rd)
that∣∣µωnω−1n ∣∣ ≤ supn∈N |〈L˜ωn,−hn, gn〉H−1,H1 |lim infn→∞ ‖gn‖2L2 . supn∈N(‖gn‖
2
H1
+ ‖hn‖2H1)
‖g‖2
L2
. 1. (4.136)
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Thus, we find that {µωnω−1n } is bounded.
Since {hn} is bounded in H1(Rd), there exists h ∈ H1(Rd) such that
lim
n→∞hn = h weakly in H
1(Rd). (4.137)
Moreover, we can take a subsequence of {µωnω−1n } (still denoted by the same symbol)
and ν∗ ∈ [0,∞) such that limn→∞ µωnω−1n = ν∗. We shall show that ν∗ 6= 0 and h is
non-trivial. Recall here that µωn is a positive eigenvalue of −iLωn . We find from the
proof of Proposition 4.1 (see (4.15) and (4.17)) that
− µ2ωn = inf
{ 〈Lωn,+u, u〉H−1,H1
((Lωn,−)−1u, u)L2
real
: u ∈ H1(Rd), (u,Φωn)L2real = 0
}
. (4.138)
Furthermore, it follows from the estimates (4.21) and (4.22) in the proof of Proposition
4.1 shows that
− ν2∗ = lim
n→∞ω
−2
n (−µ2ωn) =
〈L†+ΠΛU,ΠΛU〉H−1,H1
((L†−)−1ΠΛU,ΠΛU)L2
real
< 0, (4.139)
where Π is the projection given by (4.20). Thus, we find that ν∗ 6= 0. Next, suppose
for contradiction that h was trivial. Then, we see from (4.125) and (4.127) that for any
ϕ ∈ C∞0 (Rd),
0 = lim
n→∞〈L˜ωn,−hn, ϕ〉H−1,H1 = limn→∞(µωnω
−1
n gn, ϕ)L2
real
= (ν∗g, ϕ)L2
real
. (4.140)
However, this contradicts that ν∗ 6= 0 and g is non-trivial. Thus, we find that h is
non-trivial.
Note that g and h satisfies that
L†+g = −ν∗h, L†−h = ν∗g. (4.141)
Then, applying the same proof of (4.115) (use Lemma 2.2 in [9] instead of Lemma B.3),
we find that
〈L†+U, h〉H−1,H1 = (p− 1)(Up, h)L2 6= 0. (4.142)
We see from (4.109) and the scaling that
− ω−1n µωn(Φωn , f2,ωn)L2 = 〈L˜ωn,+TωnΦωn , f1,n〉H−1,H1 . (4.143)
Moreover, it follows from Proposition 2.3 that
lim
n→∞ L˜ωn,+TωnΦωn = L
†
+U strongly in H
−1(Rd). (4.144)
This together with (4.137) yields
lim
n→∞〈L˜ωn,+TωnΦωn , hn〉H−1,H1 = 〈L
†
+U, h〉H−1,H1 . (4.145)
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We find from (4.143), (4.145) and (4.142) that
lim
n→∞ ‖f1,n‖
−1
H1
ω−1n µωn
∣∣(Φωn , f2,ωn)L2∣∣ = lim
n→∞
∣∣〈L˜ωn,+TωnΦωn , hn〉H−1,H1∣∣
=
∣∣〈L†+U, h〉H−1,H1∣∣ & 1, (4.146)
On the other hand, it follows from Proposition 2.3 and (4.127) that
lim
n→0
‖f1,n‖−1H1ω
− 2∗−2
p−1
n
∣∣(Φ2∗−1ωn , f1,,ωn)L2∣∣ = limn→0 ∣∣((TωnΦωn)2∗−1, gn)L2∣∣
=
∣∣(U2∗−1, g)L2 ∣∣ . 1. (4.147)
Since 2
∗−2
p−1 > 1, we conclude from (4.146) and (4.147) that for any sufficiently large
number n,
µωn
∣∣(Φωn , f2,,ωn)L2∣∣ & ω− 2∗−2p−1 +1n ∣∣(Φ2∗−1ωn , f1,,ωn)L2∣∣≫ C0∣∣(Φ2∗−1ωn , f1,ωn)L2∣∣, (4.148)
where C0 is the constant given in the hypothesis (4.123). However, this contradicts
(4.123). Thus, the desired result (4.122) holds.
Now, we see from (4.47) and (4.57) that
(Φω,Γ(t))L2real
= −M(η(t)). (4.149)
Moreover, we see from (4.7) and (4.8) that
2ωΦω − 2∆Φω − d(p − 1)
2
Φpω − 2∗Φ2
∗−1
ω
= (2− sp)Lω,−Φω + spLω,+Φω − (1− sp)(2∗ − 2)Φ2∗−1ω
= spLω,+Φω − (1− sp)(2∗ − 2)Φ2∗−1ω = −sp(p− 1)Φpω − (2∗ − 2)Φ2
∗−1
ω .
(4.150)
Furthermore, this together with (4.108), (4.109) and (4.149) shows that
K′(Φω)η(t)
= 2〈ωΦω −∆Φω − d(p − 1)
4
Φpω −
2∗
2
Φ2
∗−1
ω , η(t)〉H−1,H1 − 2ω(Φω, η(t))L2
real
= 2spλ1(t)(Lω,+Φω, f1)L2 − 2(1− sp)(2∗ − 2)λ1(t)(Φ2
∗−1
ω , f1)L2
− sp((p − 1)Φpω + (2∗ − 2)Φ2
∗−1
ω ,Γ(t))L2
real
− (1− sp)(2∗ − 2)(Φ2∗−1ω ,Γ(t))L2real + ωM(η(t))
= −2µspλ1(t)(Φω, f2)L2 − 2(1 − sp)(2∗ − 2)λ1(t)(Φ2
∗−1
ω , f1)L2
− sp(p − 1)(Φpω,Γ(t))L2
real
− (2∗ − 2)(Φ2∗−1ω ,Γ(t))L2
real
+ ωM(η(t)).
(4.151)
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5 Ejection lemma
Let ω2 denote the frequency given by Proposition 4.1 throughout this section. Further-
more, for a given ω ∈ (0, ω2), δE(ω) denotes the constant given by Proposition 4.4.
We see from the argument in the previous section that any solution ψ satisfying
M(ψ) =M(Φω) has the decomposition of the form (4.1) with (4.48), (4.53) and (4.54).
Recall that dω : H
1
ω(R
d)→ [0,∞) denotes the distance function defined by (4.85).
The following lemma is a criterion of continuation for the solutions to (NLS) in terms
of the ground state:
Lemma 5.1. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Then, for any ω ∈ (0, ω2), there
exists δ0(ω) ∈ (0, δE(ω)) such that if ψ is a solution to (NLS) satisfying
M(ψ) =M(Φω), (5.1)
then ψ extends as long as dω(ψ(t)) ≤ δ0(ω).
Proof of Lemma 5.1. We prove the claim by contradiction. Hence, suppose to the con-
trary that there exists ω ∈ (0, ω2) with the following property: for any δ0 ∈ (0, δE(ω)),
there exists a solution ψ to (NLS) such that: M(ψ) =M(Φω); Tmax := sup Imax(ψ) <∞;
and supt∈[t0,Tmax) dω(ψ(t)) ≤ δ0 for some t0 ∈ Imax. Then, it follows from Lemma 4.3 and
Lemma 4.5 that
sup
t∈[t0,Tmax)
‖η(t)‖H1 . sup
t∈[t0,Tmax)
dω
(
ψ(t)
)
< δ0, (5.2)
where the implicit constant depends only on d, p and ω. In particular, we have
sup
t∈[t0,Tmax)
‖ψ(t)‖H1 . ‖Φω‖H1 + δ0. (5.3)
Let t1 ∈ (t0, Tmax). Then, Strichartz’ estimate together with (5.2) shows that
‖〈∇〉ei(t−t1)∆ψ(t1)‖St([t1,Tmax]) . ‖〈∇〉ei(t−t1)∆Φω‖St([t1,Tmax]) + ‖η(t1)‖H1
. ‖〈∇〉ei(t−t1)∆Φω‖St([t1,Tmax]) + δ0.
(5.4)
Furthermore, the small-data theory (Lemma D.1) together with (5.3) shows that there
exists δ(ω) > 0 such that if
‖〈∇〉ei(t−t1)∆ψ(t1)‖St([t1,Tmax]) ≤ δ(ω), (5.5)
then the solution ψ exists on [t1, Tmax]. Since
lim
t1↑Tmax
‖〈∇〉ei(t−t1)∆Φω‖St([t1,Tmax]) = 0, (5.6)
we see from (5.4) that if δ0 ≪ δ(ω), then ψ extends beyond Tmax. However, this is a
contradiction. Thus, we have proved the lemma.
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Note here that if follows from Lemma 4.8 that there exists a frequency ω(2∗) ∈ (0, ω2)
such that for any ω ∈ (0, ω(2∗)),
µsp
∣∣(Φω, f2)L2 ∣∣ ≥ 2(1 − sp)(2∗ − 2)∣∣(Φ2∗−1ω , f1)L2 ∣∣. (5.7)
We use this fact in the proof of the ejection lemma below.
Lemma 5.2 (Ejection lemma). Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Then, for any
ω ∈ (0, ω(2∗)), there exist constants δX ∈ (0, δ0(ω)) (δ0(ω) denotes the constant given by
Lemma 5.1), A∗ > 0, B∗ > 0, C∗ > 0 and T∗ > 0 with the following properties: for any
t0 ∈ R and any solution ψ to (NLS) defined around t0 satisfying
M(ψ) =M(Φω), (5.8)
0 < R0 := dω(ψ(t0)) < δX , (5.9)
Sω(ψ) < mω + R
2
0
2
, (5.10)
we can extend ψ as long as dω(ψ(t)) ≤ δX . Furthermore, assume that there exists T > t0
such that
R0 ≤ min
t∈[t0,T ]
dω(ψ(t)), (5.11)
and define
TX := inf
{
t ∈ [t0, T ] : dω(ψ(t)) = δX
}
, (5.12)
where we interpret TX = T if dω(ψ) < δX on [t0, T ]. Then, for any t ∈ [t0, TX ],
A∗eµ(t−t0)R0 ≤ dω(ψ(t)) ≤ B∗eµ(t−t0)R0, (5.13)
‖η(t)‖H1 ∼ sλ1(t) ∼ sλ+(t) ∼ eµ(t−t0)R0, (5.14)
|λ−(t)|+ ‖Γ(t)‖H1 . R0 +
(
eµ(t−t0)R0
)min{3,p+1}
2 , (5.15)
sK(ψ(t)) & (eµ(t−t0) − C∗)R0, (5.16)
where s is either s = 1 or s = −1. Moreover, dω(ψ(t)) is increasing on the region
{t ∈ [t0, TX ] : t0 + T∗Rmin{1,p−1}0 ≤ t}; and∣∣dω(ψ(t)) −R0∣∣ . Rmin{2,p}0 (5.17)
on the region {t ∈ [t0, TX ] : t0 ≤ t ≤ t0 + T∗Rmin{1,p−1}0 }.
Proof of Lemma 5.2. Let δX ∈ (0, δ0(ω)) be a small constant to be chosen later, and let
ψ be a solution satisfying (5.8), (5.9) and (5.10). Since the equation (NLS) is invariant
under the time translations, it suffices to consider the case where t0 = 0.
First, we find from Lemma 5.1 that ψ extends as long as dω(ψ(t)) ≤ δX .
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Next, we assume (5.11) as well as (5.8), (5.9) and (5.10). Then, it follows from the
definition of TX and t0 = 0 that for any t ∈ [0, TX ],
dω(ψ(t)) ≤ δX < δE(ω). (5.18)
Hence, we see from Lemma 4.3 and Lemma 4.5 that for any t ∈ [0, TX ],
‖Γ(t)‖H1 . ‖η(t)‖H1 ∼ ‖η(t)‖E ∼ dω(ψ(t)) ∼ |λ1(t)|, (5.19)
d
dt
dω
(
ψ(t)
)2
= 4µ2λ1(t)λ2(t) + 4µλ1(t)Ω
({dθ
dt
(t)− ω
}
η(t) −Nω(η(t)), f2
)
. (5.20)
In particular, we deduce from (4.52), (5.18) and (5.19) that for any t ∈ [0, TX ],
|λ−(t)|+ ‖Γ(t)‖H1 . ‖η(t)‖H1 ∼ |λ1(t)| . δX ≪ 1. (5.21)
Furthermore, we find from (5.11) and (5.19) that for any t ∈ [0, TX ].
0 < R0 . |λ1(t)|, (5.22)
which together with the continuity of λ1(t) shows that for any t ∈ [0, TX ]
s := sgn[λ1(t)] ≡ sgn[λ1(0)]. (5.23)
Now, we further choose δX so small that
δX ≪ |(Φω, ∂ωΦω)L2 |
2‖∂ωΦω‖L2
. (5.24)
Then, we find from (5.21) that for any t ∈ [0, TX ],
‖η(t)‖L2 ≤ ‖η(t)‖H1 ≪ min
{
1,
|(Φω, ∂ωΦω)L2 |
2‖∂ωΦω‖L2
}
. (5.25)
Furthermore, (5.25) implies that for any t ∈ [0, TX ],∣∣(Φω+ η(t), ∂ωΦω)L2∣∣ ≥ ∣∣(Φω, ∂ωΦω)L2 ∣∣−‖η(t)‖L2‖∂ωΦω‖L2 ≥ 12 ∣∣(Φω, ∂ωΦω)L2∣∣. (5.26)
We see from Ho¨lder’s inequality and Nω(η) = O(|η|min{2,p}) (see (4.11)) that for any
function u ∈ L1(Rd) ∩ L∞(Rd),∣∣(Nω(η(t)), u)L2
real
∣∣ ≤ ‖Nω(η(t))‖
L
p+1
min{2,p}
‖u‖
L
p+1
max{1,p−1}
. ‖η(t)‖min{2,p}
Lp+1
‖u‖L1∩L∞ .
(5.27)
We deduce from the equation (4.60) for θ(t), (5.26), (5.27) and (5.25) that for any
t ∈ [0, TX ],∣∣∣dθ
dt
(t)− ω
∣∣∣ . ‖η(t)‖2L2 + ‖η(t)‖min{2,p}Lp+1 ‖∂ωΦω‖L1∩L∞|(Φω, ∂ωΦω)L2 | . ‖η(t)‖min{2,p}H1 , (5.28)
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where the implicit constant depends on ω. Furthermore, it follows from (5.28), (5.27)
and (5.25) that for any t ∈ [0, TX ],∣∣∣∣Ω({dθdt (t)− ω}η(t)−Nω(η(t)), f2)
∣∣∣∣
≤
∣∣∣dθ
dt
(t)− ω
∣∣∣‖η(t)∥∥
L2
‖f2‖L2 + ‖η(t)‖min{2,p}Lp+1 ‖f2‖L2∩L∞
. ‖η(t)‖min{2,p}+1
H1
+ ‖η(t)‖min{2,p}
H1
. ‖η(t)‖min{2,p}
H1
,
(5.29)
where the implicit constant depends on ω. Hence, we find form (5.29) and (5.19) that
for any t ∈ [0, TX ],∣∣∣∣Ω({dθdt (t)− ω}η(t)−Nω(η(t)), f2)
∣∣∣∣ . ∣∣λ1(t)∣∣min{2, p}, (5.30)
where the implicit constant depends on ω. Similarly, we can verify that for any t ∈ [0, TX ],∣∣∣∣({dθdt (t)− ω}η(t) −Nω(η(t)),U±)L2real
∣∣∣∣ . ∣∣λ1(t)∣∣min{2, p}, (5.31)
where the implicit constant depends on ω.
We shall show that
λ1(0) ∼ λ+(0) ∼ sR0, (5.32)
where the implicit constants depend on ω. We see from (5.9) and (5.11) that
d
dt
dω
(
ψ(t)
)2∣∣∣∣
t=t0=0
= 2R0
d
dt
dω
(
ψ(t)
)∣∣∣∣
t=0
≥ 0, (5.33)
which together with (5.20) yields
0 ≤ µ2λ1(0)λ2(0) + µλ1(0)
∣∣∣∣Ω({dθdt (0) − ω}η(0) −Nω(η(0)), f2)
∣∣∣∣. (5.34)
Combining (5.34) with (5.30), we obtain that
0 ≤ µ2 sgn[λ1(0)]|λ1(0)|λ2(0) +Cµ|λ1(0)|min{3,p+1} (5.35)
for some constant C > 0 depending on ω. Furthermore, it follows from (5.35) that
− C|λ1(0)|min{2,p} ≤ µsλ2(0). (5.36)
Suppose here that s = sgn[λ1(0)] = 1. Then, we see from (5.22), (5.36) and (5.21) that
0 < λ1(0) . λ1(0)− C
µ
∣∣λ1(0)∣∣min{2,p} . λ1(0) + λ2(0) = λ+(0), (5.37)
so that sgn[λ+(0)] = 1. Suppose next that sgn[λ1(0)] = −1. Then, (5.36) becomes
µλ2(0) ≤ C|λ1(0)|min{2,p}. This together with (5.21) shows that
λ+(0) = λ1(0) + λ2(0) ≤ λ1(0) + C
µ
|λ1(0)|min{2,p} ∼ λ1(0). (5.38)
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Thus, we conclude that
sgn[λ1(0)] = sgn[λ+(0)]. (5.39)
Since λ1(0) and λ+(0) are independent of t, (5.39) together with (5.19) and dω(ψ(0)) = R0
implies (5.32).
Next, we shall prove (5.14) and (5.13). Since we have (5.19), it suffices for (5.14) to
show that for any t ∈ [0, TX ],
λ1(t) ∼ λ+(t) ∼ sR0eµt. (5.40)
Let α > 1 be a constant satisfying |λ1(0)| ≤ 12αR0, and consider
Tα := sup
{
T ∈ [0, TX ] : |λ1(t)| ≤ αR0eµt for all t ∈ [0, T ]
}
. (5.41)
Then, we have Tα > 0. We shall show that Tα = TX . Suppose for contradiction that
Tα < TX . Then,
αR0e
µTα = |λ1(Tα)| . δX , (5.42)
where we have used (5.21) to obtain the inequality. Using the equation (4.62) for λ+, we
have that
d
dt
(
e−µtλ+(t)
)
= e−µt
( dλ+
dt
(t)− µλ+(t)
)
= −e−µt({dθ
dt
(t)− ω
}
η(t) −Nω
(
η(t)
)
, U−
)
L2
real
.
(5.43)
Furthermore, integrating the equation (5.43), and then using (5.31) and (5.21), we find
that for any t ∈ [0, TX ],
∣∣λ+(t)− eµtλ+(0)∣∣ = ∣∣∣∣eµt ∫ t
0
e−µs
({dθ
dt
(s)− ω
}
η(s)−Nω(η(s)), U−
)
L2real
ds
∣∣∣∣
.
∫ t
0
eµ(t−s)
∣∣λ1(s)∣∣min{2,p} ds,
(5.44)
where the implicit constant depends on ω. Similarly, we have
∣∣λ−(t)− e−µtλ−(0)∣∣ . ∫ t
0
e−µ(t−s)
∣∣λ1(s)∣∣min{2,p} ds. (5.45)
Then, we find from (5.44), (5.45), (5.32) and (5.21) that for any t ∈ [0, TX ],
|λ1(t)| ≤ |λ+(t)|+ |λ−(t)|
. eµt|λ+(0)| + e−µt|λ−(0)| +
∫ t
0
eµ(t−s)
∣∣λ1(s)∣∣min{2,p} ds
. eµtR0 +R0 + e
µt
∫ t
0
e−µs
∣∣λ1(s)∣∣min{2,p} ds.
(5.46)
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This together with the definition of Tα (see (5.41)) and (5.42) shows that
|λ1(Tα)| . eµTαR0 + 1
µmin{1, p − 1}(αR0e
µTα)min{2,p}
≤ eµTαR0 + 1
µmin{1, p − 1}δ
min{1,p−1}
X αR0e
µTα .
(5.47)
Hence, if 1
µmin{1,p−1}δ
min{1,p−1}
X ≪ 1, then (5.47) implies that |λ1(Tα)| ≤ 12αR0eµTα .
However, this contradicts (5.42). Thus, we have proved that Tα = TX , and therefore for
any t ∈ [0, TX ],
|λ1(t)| . R0eµt. (5.48)
We also see from (5.44), (5.45) and (5.48) that for any t ∈ [0, TX ],∣∣λ+(t)− eµtλ+(0)∣∣ . (R0eµt)min{2,p}, (5.49)∣∣λ−(t)− e−µtλ−(0)∣∣ . (R0eµt)min{2,p}. (5.50)
Furthermore, we find from (5.32), (5.49) and (5.50) that (5.40) holds. Combining (5.19)
and (5.40), we also obtain (5.13).
We shall prove (5.15). It follows from (5.40) that for any t ∈ [0, TX ],
|λ+(t)|+ |λ−(t)| . |λ+(t)|+ |λ1(t)| ∼ R0eµt. (5.51)
Furthermore, (5.50) together with (5.51) shows that∣∣λ−(t)∣∣ . e−µt∣∣λ−(0)∣∣ + (R0eµt)min{2,p} . R0 + (R0eµt)min{2,p}. (5.52)
In order to complete the proof of (5.15), we employ the “nonlinear energy projected onto
U± plane”:
E{U+,U−}(t) := Sω
(
Φω + λ+(t)U+ + λ−(t)U−
)− Sω(Φω). (5.53)
The second order Taylor’s expansion around Φω together with S ′ω(Φω) = 0, (4.3), LωU± =
±iµU± and (4.45) shows that
E{U+,U−}(t) =
1
2
[S ′′ω(Φω){λ+(t)U+ + λ−(t)U−}]{λ+(t)U+ + λ−(t)U−}
+O(
∥∥λ+(t)U+ + λ−(t)U−∥∥min{3,p+1}H1 )
=
1
2
〈Lω
(
λ+(t)U+ + λ−(t)U−
)
, λ+(t)U+ + λ−(t)U−〉H−1,H1
+O(
∥∥λ+(t)U+ + λ−(t)U−∥∥min{3,p+1}H1 )
=
1
2
(
iµλ+(t)U+ − iµλ−(t)U−, λ+(t)U+ + λ−(t)U−
)
L2real
+O(
∥∥λ+(t)U+ + λ−(t)U−∥∥min{3,p+1}H1 )
= −µλ+(t)λ−(t) +O(
∥∥λ+(t)U+ + λ−(t)U−∥∥min{3,p+1}H1 ).
(5.54)
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We find from (4.69), (5.8), (5.54) and Lemma 4.2 that
Sω(ψ)− Sω(Φω)− E{U+,U−}(t)
=
1
2
〈LωΓ(t),Γ(t)〉H−1,H1
+O(‖η(t)‖min{3,p+1}
H1
) +O(
∥∥λ+(t)U+ + λ−(t)U−∥∥min{3,p+1}H1 )
∼ ‖Γ(t)‖2H1 +O(‖η(t)‖min{3,p+1}H1 ) +O(
∥∥λ+(t)U+ + λ−(t)U−∥∥min{3,p+1}H1 ).
(5.55)
Moreover, it follows from S ′ω(Φω) = 0, (4.3), (4.64) and (5.31) that∣∣∣ d
dt
E{U+,U−}(t)
∣∣∣
=
∣∣∣S ′ω(Φω + λ+(t)U+ + λ−(t)U−){dλ+dt (t)U+ + dλ−dt (t)U−}∣∣∣
.
∣∣∣∣[S ′′ω(Φω)(λ+(t)U+ + λ−(t)U−)]{dλ+dt (t)U+ + dλ−dt (t)U−}
∣∣∣∣
+
∥∥λ+(t)U+ + λ−(t)U−∥∥min{2,p}H1 ∥∥∥dλ+dt (t)U+ + dλ−dt (t)U−∥∥∥H1
=
∣∣∣∣〈Lω(λ+(t)U+ + λ−(t)U−), dλ+dt (t)U+ + dλ−dt (t)U−〉H−1,H1
∣∣∣∣
+
∥∥λ+(t)U+ + λ−(t)U−∥∥min{2,p}H1 ∥∥∥dλ+dt (t)U+ + dλ−dt (t)U−∥∥∥H1
. µ(|λ−(t)|+ |λ+(t)|)min{3,p+1}
+
(|λ+(t)|+ |λ−(t)|)min{2,p}(∣∣∣dλ+
dt
(t)
∣∣∣+ ∣∣∣dλ−
dt
(t)
∣∣∣).
(5.56)
Here, the equations (4.62) and (4.63) together with (5.28) and (5.27) show that for any
t ∈ [0, TX ],∣∣∣dλ±
dt
(t)
∣∣∣ ≤ µ|λ±(t)|+ ∣∣∣dθ
dt
(t)− ω
∣∣∣‖η(t)‖L2‖U±‖L2 + ∣∣(Nω(η(t)), U∓)L2
real
∣∣
. |λ+(t)|+ |λ−(t)|+ ‖η(t)‖min{3,p+1}H1 + ‖η(t)‖
min{2,p}
H1
. |λ+(t)|+ |λ−(t)|+
∥∥λ+(t)U+ + λ−(t)U− + Γ(t)∥∥min{2,p}H1
. |λ+(t)|+ |λ−(t)|+
∥∥Γ(t)‖min{2,p}
H1
,
(5.57)
where the implicit constant depends on ω. Putting (5.56) and (5.57) together, we find
that for any t ∈ [0, TX ],∣∣∣ d
dt
E{U+,U−}(t)
∣∣∣
.
∥∥Γ(t)‖min{2,p}
H1
(|λ+(t)|+ |λ−(t)∣∣)+ (|λ+(t)|+ |λ−(t)∣∣)min{3,p+1}, (5.58)
43
where the implicit constant depends on ω. Furthermore, we find from (5.55), the decom-
position (4.66) and (5.58) that for any t ∈ [0, TX ],
‖Γ(t)‖2H1
. Sω(ψ)− Sω(Φω)− E{U+,U−}(0) −
(
E{U+,U−}(t)− E{U+,U−}(0)
)
+O(
∥∥η(t)∥∥min{3,p+1}
H1
) +O(
∥∥λ+(t)U+ + λ−(t)U−∥∥min{3,p}H1 )
. ‖Γ(0)‖2H1 +
∫ t
0
∣∣∣∣ ddtE{U+,U−}(t′)
∣∣∣∣ dt′
+ sup
0≤t′≤t
∥∥Γ(t′) + λ+(t′)U+ + λ−(t′)U−∥∥min{3,p+1}H1
+ sup
0≤t′≤t
(|λ+(t′)|+ |λ−(t′)|)min{3,p+1}
. ‖Γ(0)‖2H1 +
∫ t
0
‖Γ(t′)‖min{2,p}
H1
(|λ+(t′)|+ |λ−(t′)|) dt′
+
∫ t
0
(|λ+(t′)|+ |λ−(t′)|)min{3,p+1} dt′
+ sup
0≤t′≤t
‖Γ(t′)‖min{3,p+1}
H1
+ sup
0≤t′≤t
(|λ+(t′)|+ |λ−(t′)|)min{3,p+1}.
(5.59)
Suppose here that p < 2, so that min{3, p+ 1} = p+ 1. Note that p+ 1 < 22−p . Then, it
follows from (5.59), Young’s inequality, (5.19), (5.51) and (5.40) that for any t ∈ [0, TX ],
sup
0≤t′≤t
‖Γ(t′)‖2H1 . ‖Γ(0)‖2H1 +
∫ t
0
(|λ+(t′)|+ |λ−(t′)|) 22−p dt′
+
∫ t
0
(|λ+(t′)|+ |λ−(t′)|)p+1 dt′
+ sup
0≤t′≤t
{|λ+(t′)|+ |λ−(t′)|}p+1
. |λ1(0)|2 +
∫ t
0
|λ1(t′)|p+1 dt′ + sup
0≤t′≤t
|λ1(t′)|p+1
. R20 +
∫ t
0
(
R0e
µt′
)p+1
dt+ sup
0≤t′≤t
(
R0e
µt′
)p+1
. R20 + (R0e
µt)p+1.
(5.60)
This together with (5.52) gives us the desired result (5.15) for p < 2. Similarly, we can
prove (5.15) for p ≥ 2.
We shall prove that there exists T∗ > 0 such that dω(ψ(t)) is strictly increasing on
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[T∗R
min{1,p−1}
0 , TX ]. It follows from (5.19), (5.20) and (5.30) that for any t ∈ [0, TX ],
|λ1(t)| d
dt
dω(ψ(t)) ∼ dω(ψ(t)) d
dt
dω(ψ(t)) =
1
2
d
dt
dω(ψ(t))
2
≥ 2µ2|λ1(t)|sλ2(t)− C1µ|λ1(t)|min{3,p+1},
(5.61)
so that
d
dt
dω(ψ(t)) & µ
2
sλ2(t)− C1µ|λ1(t)|min{2,p}, (5.62)
where C1 > 0 is constant depending only on d, p and ω. Here, multiplying the equation
(4.90) by s, integrating the resulting equation, and using (5.31) and (5.40), we obtain
that
sλ2(t) = sλ2(0) + µ
∫ t
0
sλ1(t
′) dt′
− s1
2
∫ t
0
(
{dθ
dt
(t′)− ω
}
η(t′)−Nω(η(t′)), U+ + U−)L2
real
dt′
≥ sλ2(0) + C2R0(eµt − 1)−C3
∫ t
0
(R0e
µt′)min{2,p} dt′,
(5.63)
where C2 and C3 are some positive constants depending only on d, p and ω. Here, we
see from (5.36) and (5.32) that
µsλ2(0) & −|λ1(0)|min{2,p} ∼ −Rmin{2,p}0 , (5.64)
where the implicit constants depend on ω. Moreover, it follows from (5.40) and (5.21)
that for any t ∈ [0, TX ],
|λ1(t)| ∼ R0eµt . δX , (5.65)
so that, taking δX sufficiently small dependently on ω, we have
C3
∫ t
0
(R0e
µt′)min{2,p} dt′ ≤ C2
2
µ
∫ t
0
R0e
µt′ dt′ =
C2
2
R0(e
µt − 1). (5.66)
Putting the estimates (5.63), (5.64) and (5.66) together, we find that for any t ∈ [0, TX ],
sλ2(t) ≥ C2
2
R0(e
µt − 1)− C4Rmin{2,p}0 ≥
C2
2
R0µt− C4Rmin{2,p}0 (5.67)
for some constants C4 > 0 depending only on d, p and ω. Hence, if we choose T∗ ≥ 4C4µC2 ,
then for any t ∈ [T∗Rmin{1,p−1}0 , TX ],
sλ2(t) ≥ T∗C2µRmin{2,p}0 . (5.68)
Furthermore, it follows from (5.50), (5.40) and (5.51) that
|λ2(t)| ≥ |λ1(t)| − |λ−(t)|
≥ |λ1(t)| − e−µtλ−(0) −C5(eµtR0)min{2,p}
≥ c1R0eµt − C6R0e−µt − C5(R0eµt)min{2,p}
(5.69)
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for some constants c1 ∈ (0, 1), C5 > 0 and C6 > 0 depending only on d, p and ω. Hence,
if t ≥ 12µ log (4C6c1 ), then we find from (5.69) and (5.40) that
|λ2(t)| ≥ c1
10
R0e
µt ∼ |λ1(t)|. (5.70)
Furthermore, we see from (5.62), (5.70) and (5.65) that for any t ≥ 12µ log (4C6c1 ),
d
dt
dω(ψ(t)) > 0. (5.71)
On the other hand, if t ≤ 12µ log (4C6c1 ), then we have
|λ1(t)| ∼ R0eµt . R0. (5.72)
Hence, choosing T∗ suitably, and using (5.62), (5.68) and (5.72), we conclude that for
any t ∈ [T∗Rmin{1,p−1}0 , TX ] with t ≤ 12µ log (4C6c1 ),
d
dt
dω(ψ(t)) ≥ µ
3C2T∗
2
R
min{2,p}
0 − C1|λ1(t)|min{2,p} > 0. (5.73)
Putting (5.71) and (5.73) together, we obtain the desired result.
We shall prove (5.17). It follows from dω(ψ(0)) = R0 and the fundamental theorem
of calculus that ∣∣dω(ψ(t)) −R0∣∣ ≤ ∫ t
0
∣∣∣ d
ds
dω(ψ(s))
∣∣∣ ds. (5.74)
Here, it follows from (5.19), (5.20), (5.30) and (5.40) that
|λ1(t)|
∣∣∣ d
dt
dω(ψ(t))
∣∣∣ ∼ ∣∣∣2dω(ψ(t)) d
dt
dω(ψ(t))
∣∣∣ = ∣∣∣ d
dt
dω(ψ(t))
2
∣∣∣
. |λ1(t)||λ2(t)|+ |λ1(t)|min{3,p+1}
= |λ1(t)||λ+(t)− λ1(t)|+ |λ1(t)|min{3,p+1} . |λ1(t)|2,
(5.75)
where the implicit constants depend on ω. Furthermore, this together with (5.40) gives
us that for any t ∈ [0, T∗Rmin{1,p−1}0 ]∣∣∣ d
dt
dω(ψ(t))
∣∣∣ . R0eµt. (5.76)
Putting (5.74) and (5.76) together, we find that for any t ∈ [0, T∗Rmin{1,p−1}0 ],∣∣dω(ψ(t)) −R0∣∣ . ∫ t
0
R0e
µs ds . T∗R
min{2,p}
0 e
µT∗R
min{1,p−1}
0 . R
min{2,p}
0 , (5.77)
where the implicit constants depend on ω. Thus, we have proved (5.17).
Finally, we shall prove (5.16). Taylor’s expansion of K around Φω together with
K(Φω) = 0 and (4.151) shows that
K(ψ(t)) = K(Φω + η(t)) = K′(Φω)η(t) +O(‖η(t)‖2H1)
= −2µspλ1(t)(Φω, f2)L2 − 2(1− sp)(2∗ − 2)λ1(t)(Φ2
∗−1
ω , f1)L2
− sp(p− 1)(Φpω,Γ(t))L2real − (2
∗ − 2)(Φ2∗−1ω ,Γ(t))L2real
+ ωM(η(t)) +O(‖η(t)‖2H1).
(5.78)
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Furthermore, multiplying the both sides above by s = sgn[λ1], and using (Φω, f2)L2 < 0
(see (4.121)), (5.7) and (5.19), we find that for any t ∈ [0, TX ],
sK(ψ(t)) ≥ 2spµ
∣∣(Φω, f2)L2∣∣|λ1(t)| − 2(1− sp)(2∗ − 2)∣∣(Φ2∗−1ω , f1)L2∣∣|λ1(t)|
− (p− 1)‖Φω‖pLp+1‖Γ(t)‖Lp+1 − (2∗ − 2)‖Φω‖2
∗−1
L2
∗ ‖Γ(t)‖L2∗
−O(|λ1(t)|2)
≥ spµ
∣∣(Φω, f2)L2∣∣|λ1(t)|
− (p− 1)‖Φω‖pLp+1‖Γ(t)‖Lp+1 − (2∗ − 2)‖Φω‖2
∗−1
L2
∗ ‖Γ(t)‖L2∗
−O(|λ1(t)|2).
(5.79)
Recall here that |λ1(t)| . δX ≪ 1 for t ∈ [0, TX ] (see (5.19)). Then, we conclude from
(5.79), (5.40) and the proved result (5.15) that there exists a constant C∗ > 0 depending
only on d, p and ω such that
sK(ψ(t)) & R0eµt − C∗R0, (5.80)
where the implicit constant depends on ω. Thus, we have completed the proof.
6 Modified distance function
In this section, we continue to study the decomposition of the form (4.1) with (4.48),
(4.53) and (4.54). Our aim here is to introduce the “modified distance function” d˜ω (see
Proposition 6.2). To this end, we introduce two distances between a function u ∈ H1(Rd)
and the orbit of Φω:
distH1
(
u,O(Φω)
)
:= inf
θ∈R
‖u− eiθΦω‖H1 , (6.1)
distL2
(
u,O(Φω)
)
:= inf
θ∈R
‖u− eiθΦω‖L2 . (6.2)
Lemma 6.1. Assume d ≥ 3, 1 + 4
d
< p < 2∗ − 1, and let ω2 be the frequency given by
Proposition 4.1. Then, for any ω ∈ (0, ω2), there exists γ1(ω) > 0 with the following prop-
erty: let ψ be a solution to (NLS) satisfying M(ψ) =M(Φω). If distH1
(
ψ(t),O(Φω)
) ≤
γ1(ω), then
‖η(t)‖E . distH1
(
ψ(t),O(Φω)
) ≤ ‖η(t)‖E , (6.3)
and if distL2
(
ψ(t),O(Φω)
) ≤ γ1(ω), then
‖η(t)‖L2 ∼ distL2
(
ψ(t),O(Φω)
)
. (6.4)
Here, η is the function appearing in the decomposition for ψ of the form (4.1) with (4.48),
(4.53) and (4.54). Moreover, the implicit constants in (6.3) and (6.4) depend on ω as
well as d and p.
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Proof of Lemma 6.1. Note first that Lemma 4.3 shows
distH1
(
ψ(t),O(Φω)
) ≤ ‖ψ(t) − eiθ(t)Φω‖H1 = ‖η(t)‖H1 . ‖η(t)‖E . (6.5)
Moreover, we can take a continuous function θ0(t) of t such that
‖ψ(t) − eiθ0(t)Φω‖H1 = distH1
(
ψ(t),O(Φω)
)
. (6.6)
Put η0(t) := ψ(t) − eiθ0(t)Φω, so that ‖η0(t)‖H1 = distH1
(
ψ(t),O(Φω)
)
. Then, it follows
from Ω(Φω, ∂ωΦω) = (Φω, i∂ωΦω)L2
real
= 0 and (4.53) that
Ω(e−iθ(t)η0(t), ∂ωΦω) = Ω(e−iθ(t)ψ(t), ∂ωΦω)− Ω(ei(θ0(t)−θ(t))Φω, ∂ωΦω)
= −(iei(θ0(t)−θ(t))Φω, ∂ωΦω)L2
real
= sin (θ0(t)− θ(t))(Φω, ∂ωΦω)L2
real
.
(6.7)
Hence, we have∣∣ sin (θ0(t)− θ(t))∣∣∣∣(Φω, ∂ωΦω)L2real∣∣ ≤ ‖η0(t)‖L2‖∂ωΦω‖L2
≤ distH1
(
ψ(t),O(Φω)
)‖∂ωΦω‖L2 . (6.8)
We see from (6.8) and distH1
(
ψ(t),O(Φω)
)≪ 1 that
inf
k∈Z
∣∣θ0(t)− θ(t) + kπ∣∣ . distH1(ψ(t),O(Φω)), (6.9)
where the implicit constant depends on ω. Here, we can eliminate the case where k is
odd in the above infimum. Indeed, it follows from the choice of θ(t) (see (4.54)) that
0 > (e−iθ(t)ψ(t), ∂ωΦω)L2
real
= cos (θ0(t)− θ(t))(Φω, ∂ωΦω)L2
real
+ (e−iθ(t)η0(t), ∂ωΦω)L2
real
,
(6.10)
so that
− cos (θ0(t)− θ(t))(Φω, ∂ωΦω)L2
real
> (e−iθ(t)η0(t), ∂ωΦω)L2
real
. (6.11)
Thus, supposing for contradiction that θ0(t)−θ(t) lay near an odd multiple of π, we have
1
2
(Φω, ∂ωΦω)L2
real
> (e−iθ(t)η0(t), ∂ωΦω)L2
real
. (6.12)
However, this together with (iii) of Proposition 2.4 shows
1 .
1
2
∣∣(Φω, ∂ωΦω)L2
real
∣∣ < ‖η0(t)‖L2‖∂ωΦω‖L2 ≤ distH1(ψ(t),O(Φω))‖∂ωΦω‖L2 , (6.13)
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which contradicts that distH1
(
ψ(t),O(Φω)
)≪ 1. Since distH1(ψ(t),O(Φω))≪ 1 implies
that θ0(t)− θ(t) lies near an even multiple of π, we see from Lemma 4.3 and (6.9) that
‖η(t)‖E . ‖η(t)‖H1 = ‖e−iθ(t)ψ(t)− Φω‖H1
≤ ∣∣ei(θ0(t)−θ(t)) − 1∣∣‖Φω‖H1 + ‖η0(t)‖H1
.
∣∣ cos (θ0(t)− θ(t))− 1∣∣+ ∣∣ sin (θ0(t)− θ(t))∣∣+ ‖η0(t)‖H1
. inf
k∈Z
|θ0(t)− θ(t)− 2kπ|+ ‖η0(t)‖H1
. distH1
(
ψ(t),O(Φω)
)
.
(6.14)
Putting (6.5) and (6.14) together, we obtain the desired result (6.3). The same argument
as the above shows (6.4).
Now, we recall that H1ω(R
d) denotes the set
{
u ∈ H1(Rd) : M(u) = M(Φω)
}
(see
(4.84)). The following proposition is an immediate consequence of Lemma 6.1:
Proposition 6.2. Assume d ≥ 3, 1 + 4
d
< p < 2∗ − 1, and let ω2 be the frequency
given by Proposition 4.1. Then, for any ω ∈ (0, ω2), there exist a constant γ˜(ω) ∈
(0, δE(ω)) (δE(ω) denotes the constant given by Proposition 4.4) and a continuous func-
tion d˜ω : H
1
ω(R
d)→ [0,∞) such that:
d˜ω(u) ∼ distH1
(
u,O(Φω)
)
, (6.15)
where the implicit constant depends only on d, p and ω; and if d˜ω(u) ≤ γ˜(ω), then
d˜ω(u) = dω(u), (6.16)
where dω is the distance function defined by (4.85).
Remark 6.1. We can take the constant δX given by the ejection lemma (Lemma 5.2)
so small that δX ≤ γ˜(ω). Hence, we may assume that δX < γ˜(ω) in what follows.
Lemma 6.3. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1, and let ω2 be the frequency given
by Proposition 4.1. Then, for any ω ∈ (0, ω2) and any δ > 0, there exist ε0(δ) > 0 and
κ1(δ) > 0 with the following properties: ε0(δ) and κ1(δ) are non-decreasing with respect
to δ; and for any radial function u ∈ H1(Rd) satisfying
M(u) =M(Φω), (6.17)
Sω(u) < mω + ε0(δ), (6.18)
d˜ω(u) ≥ δ, (6.19)
we have either
K(u) ≤ −κ1(δ) (6.20)
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or
K(u) ≥ min{κ1(δ), 1
2
‖∇u‖2L2
}
. (6.21)
Here, d˜ω denotes the function given by Proposition 6.2.
Proof of Lemma 6.3. We see from Ho¨lder’s inequality that if u ∈ H1(Rd) satisfiesM(u) =
M(Φω), then
‖u‖p+1
Lp+1
≤ ‖u‖p+1−
d(p−1)
2
L2
‖u‖
d(p−1)
2
L2
∗ =M(Φω)
p+1
2
− d(p−1)
4 ‖u‖
d(p−1)
2
L2
∗ . (6.22)
Since 2 < d(p−1)2 < 2
∗, we see from (6.22) and Sobolev’s embedding that there exists
c0 > 0 depending only on d, p and ω such that if u ∈ H1(Rd) satisfies M(u) = M(Φω)
and ‖∇u‖2
L2
≤ c0, then K(u) ≥ 12‖∇u‖2L2 . Thus, for the desired result, it is sufficient to
prove that for any δ > 0, there exist ε0(δ) > 0 and κ0(δ) > 0 with the following property:
for any radial function u ∈ H1(Rd) satisfying (6.17) through (6.19) and ‖∇u‖2
L2
≥ c0, we
have |K(u)| > κ1(δ). We prove this by contradiction argument. Hence, we suppose to
the contrary that there exists δ0 > 0 with the following property: for any number n ≥ 1,
there exists a radial function un ∈ H1(Rd) satisfying
M(un) =M(Φω), (6.23)
Sω(un) < mω + 1
n
, (6.24)
d˜ω(un) ≥ δ0, (6.25)
inf
n≥1
‖∇un‖L2 ≥ c0, (6.26)
|K(un)| ≤ 1
n
. (6.27)
Then, we see from (6.24) and (6.27) that
sp
d
‖∇un‖2L2 ≤ Iω(un) = Sω(un)−
2
d(p − 1)K(un) ≤ mω + 2, (6.28)
so that
‖un‖2H1 ≤ 2M(Φω) +
d
sp
(mω + 2). (6.29)
Hence, we can take a radial function u∞ ∈ H1(Rd) and a subsequence of {un} (still
denoted by the same symbol {un}) such that
lim
n→∞un = u∞ weakly in H
1(Rd) (6.30)
and for any 2 < q < 2∗,
lim
n→∞un = u∞ strongly in L
q(Rd). (6.31)
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We shall show that u∞ is non-trivial by using the contradiction argument. Hence, suppose
to the contrary that u∞ ≡ 0. Then, we see from (6.31) that
lim
n→∞ ‖un‖Lp+1 = 0. (6.32)
Moreover, (6.27) together with (6.32) shows that, passing to some subsequence,
lim
n→∞ ‖∇un‖
2
L2 = limn→∞ ‖un‖
2∗
L2
∗ . (6.33)
We see from the definition of σ (see (1.27)) and (6.33) that
lim
n→∞ ‖∇un‖
2
L2 ≥ σ limn→∞ ‖un‖
2
L2
∗ = σ lim
n→∞ ‖∇un‖
4
2∗
L2
, (6.34)
which together with (6.33) and (6.26) yields
lim
n→∞ ‖un‖
2∗
L2
∗ ≥ σ d2 . (6.35)
Furthermore, we see from the definition of Jω (see (1.12) and (1.14)), (6.24), (6.27) and
(6.35), we find that
1
d
σ
d
2 ≤ lim
n→∞
1
d
‖un‖2∗L2∗ ≤ limn→∞Jω(un) ≤ limn→∞
{Sω(un) + 1
2
|K(un)|
} ≤ mω. (6.36)
However, this contradicts (1.35) and therefore u∞ is non-trivial.
Next, we shall prove u∞ = eiθ0Φω for some θ0. We see from (6.24) and (6.27) that
Iω(u∞) ≤ lim
n→∞Iω(un) ≤ limn→∞
{Sω(un) + 2
d(p− 1) |K(un)|
} ≤ mω. (6.37)
Hence, from the point of view of (1.10), what we need to prove is that K(u∞) ≤ 0. We
prove this by contradiction. Hence, suppose to the contrary that K(u∞) > 0. Then, the
Brezis-Lieb lemma together with (6.27) shows
lim
n→∞K(un − u∞) = − limn→∞
{K(un)−K(un − u∞)} = −K(u∞) < 0, (6.38)
so that for any sufficiently large n ∈ N,
K(un − u∞) < 0. (6.39)
Hence, we can take λn < 1 such that K(λ
d
2
n
{
un(λn·)− u∞(λn·)
}
) = 0 (cf. Lemma 2.1 in
[3]). Moreover, this implies that
mω ≤ Iω
(
λ
d
2
n
{
un(λn·)− u∞(λn·)
}) ≤ Iω(un − u∞)
= Iω(un)− Iω(u∞) + on(1) = Sω(un)− 2
d(p − 1)K(un)− Iω(u∞) + on(1),
(6.40)
which together with (6.24) and (6.27) shows
mω ≤ mω − Iω(u∞). (6.41)
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Since Iω(u∞) > 0, this is a contradiction. Hence, K(u∞) ≤ 0. In particular, we find from
(6.37) that u∞ is a minimizer of the variational problem (1.10). Since any minimizer
of Iω is also a ground state (see Proposition 1.2 in [2]), we conclude from the radial
symmetry and non-triviality of u∞, and Proposition 2.1 that u∞ = eiθ0Φω for some
θ0 ∈ R. In particular, K(u∞) = 0 and I(u∞) = mω. However, the condition (6.25)
prevents u∞ from existing. Indeed, it follows from the weak convergence (6.30) and
limn→∞ Iω(un) ≤ mω = I(u∞) that
lim
n→∞ ‖un‖L2 = ‖u∞‖L2 , limn→∞ ‖∇un‖L2 = ‖∇u∞‖L2 . (6.42)
Hence, we find that
lim
n→∞un = u∞ strongly in H
1(Rd). (6.43)
Using the strong convergence (6.43), we have
δ0 < inf
θ
‖un − eiθΦω‖H1 ≤ ‖un − eiθ0Φω‖H1 = ‖un − u∞‖H1 = on(1). (6.44)
However, this is a contradiction. Thus, we cannot take a sequence {un} satisfying (6.23)
through (6.27) and therefore the lemma holds.
Lemma 6.4. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1, and let ω2 be the frequency given
by Proposition 4.1. Then, for any ω ∈ (0, ω2) and any δ > 0, there exists κ2(δ) > 0 such
that for any radial function u ∈ H1(Rd) satisfying Jω(u) ≤ mω − δ, the following holds:
K(u) ≥ min{κ2(δ), 1
2
‖∇u‖2L2
}
. (6.45)
Proof of Lemma 6.4. Let u be a function satisfying Jω(u) ≤ mω − δ. Then, we see from
(1.14) and (1.10) that
‖u‖2L2 ≤
2
ω
Jω(u) ≤ 2
ω
mω, (6.46)
K(u) > 0. (6.47)
Furthermore, it follows from Ho¨lder’s inequality and (6.46) that
‖u‖p+1
Lp+1
≤ ‖u‖p+1−
d(p−1)
2
L2
‖u‖
d(p−1)
2
L2
∗ ≤
( 2
ω2
mω
) p+1
2
− d(p−1)
4 ‖u‖
d(p−1)
2
L2
∗ . (6.48)
Hence, we find from (6.48), 2 < d(p−1)2 < 2
∗ and Sobolev’s embedding that there exists
c0 > 0 depending only on d, p and ω such that if u ∈ H1(Rd) satisfies Jω(u) ≤ mω−δ and
‖∇u‖2
L2
≤ c0, then K(u) ≥ 12‖∇u‖2L2 . Thus, for the desired result (6.45), it is sufficient to
prove that for any δ > 0, there exists κ2(δ) > 0 with the following property: if u ∈ H1(Rd)
is radial and satisfies that Jω(u) ≤ mω − δ and ‖∇u‖2L2 ≥ c0, then K(u) > κ2(δ). We
prove this by contradiction. Hence, suppose to the contrary that there exists δ0 > 0 with
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the following property: for any n ∈ N, there exists a radial function un ∈ H1(Rd) such
that
Jω(un) ≤ mω − δ0, (6.49)
inf
n≥1
‖∇un‖L2 ≥ c0, (6.50)
0 < K(un) ≤ 1
n
. (6.51)
Furthermore, it follows from (1.12), (6.49) and (6.51) that
Sω(un) ≤ Jω(un) + 2
n
≤ mω + 2
n
− δ0. (6.52)
Now, using (1.14), (6.49) and (6.51), we find that for any n ≥ 1,
‖u‖2L2 + ‖∇un‖2L2 ≤ K(un) + ‖u‖2L2 + ‖u‖p+1Lp+1 + ‖u‖2
∗
L2
∗
. 1 + Jω(un) ≤ 1 +mω.
(6.53)
Hence, we can extract a subsequence of {un} (still denoted by the same symbol {un})
and a radial function u∞ ∈ H1(Rd) such that
lim
n→∞un = u∞ weakly in H
1(Rd) (6.54)
and for any 2 < q < 2∗,
lim
n→∞un = u∞ strongly in L
q(Rd). (6.55)
Then, we see from the same argument as the proof of Lemma 6.3 that u∞ is non-trivial.
Furthermore, the lower semi-continuity of the weak limit together with (6.54), (6.55) and
(6.49) implies that
Jω(u∞) ≤ lim inf
n→∞ Jω(un) < mω. (6.56)
Hence, we find from (1.10) and u∞ 6≡ 0 that K(u∞) > 0. However, the same argument
as the proof of Lemma 6.3 shows that K(u∞) ≤ 0. This is a contradiction. Thus, we
have completed the proof.
7 One-pass theorem
In this section, we derive the one-pass theorem for our equation (NLS) (cf. Theorem 4.1
in [25]). To this end, we need the following inequalities for radial functions:
Lemma 7.1. The following hold for all M > 0 and all radial functions g in H1(Rd): if
d = 3 and 3 ≤ q ≤ 5 = 2∗ − 1, then∫
R3
M |x|
(M + |x|)2 |g(x)|
q+1 dx .
1
M
‖g‖q−1
H1
∥∥∥∇( M
M + |x|g
)∥∥∥2
L2
, (7.1)
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and if d ≥ 4 and 1 + 4
d−1 ≤ q ≤ 2∗ − 1, then∫
Rd
M |x|
(M + |x|)2 |g(x)|
q+1 dx . M−
(d−2)q−d
4 ‖∇g‖q−1
L2
∥∥∥∇( M
M + |x|g
)∥∥∥2
L2
+M−
(d−1)(q−1)−4
4 ‖g‖q−1
H1
∫
Rd
M
|x|(M + |x|)2 |g(x)|
2 dx.
(7.2)
Here, the implicit constants depend only on d and q.
Remark 7.1. We rely on the radial Sobolev inequalities to prove Lemma 7.1, which
causes the restriction of p in the one-pass theorem (Theorem 7.1) and Theorem 1.1.
Proof of Lemma 7.1. First, we prove the inequality (7.1). We see from (C.1) and Sobolev’s
embedding that for any 3 ≤ q ≤ 5,∫
R3
M |x|
(M + |x|)2 |g(x)|
q+1 dx ≤ 1
M
sup
x∈R3
|x|
∣∣∣ M
M + |x|g(x)
∣∣∣2 ∫
R3
|g(x)|q−1 dx
.
1
M
‖g‖q−1
H1
∥∥∥∇( M
M + |x|g
)∥∥∥2
L2
.
(7.3)
Next, we prove (7.2). We see from (C.1), Ho¨lder’s inequality and Hardy’s inequality
that for any d ≥ 4 and 1 + 4
d
≤ q ≤ 2∗ − 1 (hence d
d−2 ≤ q ≤ 3),∫
|x|≤√M
M |x|
(M + |x|)2 |g(x)|
q+1 dx
≤ 1
M
∥∥∥|x| d−22 M
M + |x|g
∥∥∥2
L∞
∫
|x|≤
√
M
|g(x)|q−1
|x|d−3 dx
.
1
M
∥∥∥∇( M
M + |x|g
)∥∥∥2
L2
(∫
|x|≤√M
|x|−
2(d−2−q)
3−q dx
) 3−q
2
(∫
Rd
|g|2
|x|2 dx
) q−1
2
. M−
(d−2)q−d
4 ‖∇g‖q−1
L2
∥∥∥∇( M
M + |x|g
)∥∥∥2
L2
.
(7.4)
On the other hand, we see from (C.2) that for any 1 + 4
d−1 ≤ q ≤ 2∗ − 1,∫
√
M≤|x|
M |x|
(M + |x|)2 |g(x)|
q+1 dx
≤ ∥∥|x|d−1|g|2∥∥ q−12
L∞
∫
√
M≤|x|
|x|− (d−1)(q−1)2 +2M
|x|(M + |x|)2 |g(x)|
2 dx
. M−
(d−1)(q−1)−4
4 ‖g‖q−1
H1
∫
Rd
M
|x|(M + |x|)2 |g(x)|
2 dx.
(7.5)
Putting (7.4) and (7.5) together, we obtain the desired estimate (7.2).
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Next, we recall that: ω2 denotes the frequency given by Proposition 4.1; ω(2
∗) ∈
(0, ω2) is the frequency satisfying (5.7); and for a given ω ∈ (0, ω(2∗)), δX , A∗, B∗ and
C∗ denote the constants given by the ejection lemma (Lemma 5.2). Moreover, for given
ω ∈ (0, ω2) and δ > 0, ε0(δ) denotes the constant determined by Lemma 6.3. Here, we
may assume that
δX ≪ µ|(Φω, f2)L2 |. (7.6)
Furthermore, we define δS > 0 as a constant satisfying
δS ≤ A∗δX
2B∗C∗
and δS < δX . (7.7)
Note that δS < δX < δ0(ω) < δE(ω) and δX < γ˜(ω), where δE(ω), δ0(ω) and γ˜(ω) are
the constants given by Proposition 4.4, Lemma 5.1 and Proposition 6.2, respectively.
In the proof of the one-pass theorem (Theorem 7.1) below, we use the following sign
function:
sign[α] =
 1 if α ≥ 0,−1 if α < 0. (7.8)
In particular, sign[0] = 1.
Theorem 7.1 (One-pass theorem). Assume that either d = 3 and 3 ≤ p < 5, or d ≥ 4
and 1 + 4
d−1 < p < 2
∗ − 1. Then, there exists ω∗ > 0 such that for any ω ∈ (0, ω∗), there
exist positive constants ε∗, δ∗ and R∗ with the following properties:
√
ε∗ ≪ R∗ ≪ δ∗ ≪ δS , ε∗ ≤ ε0(δ∗), (7.9)
and for any ε ∈ (0, ε∗], any R ∈ (
√
2ε,R∗) and any radial solution ψ to (NLS) satisfying
M(ψ) =M(Φω), (7.10)
Sω(ψ) < mω + ε, (7.11)
d˜ω(ψ(0)) < R, (7.12)
we have either
(i) d˜ω(ψ(t)) < R+R
min{3,p+1}
2 for all t ∈ [0, Tmax]; or
(ii) there exists t∗ > 0 such that d˜ω(ψ(t)) ≥ R+R
min{3,p+1}
2 for all t ∈ [t∗, Tmax].
Here, Tmax denotes the maximal lifespan of ψ.
Proof of Theorem 7.1. We prove the claim by contradiction. Hence, we suppose to the
contrary that for any 0 < ω∗ ≪ 1, there exists 0 < ω < ω∗ such that for any ε∗, δ∗, R∗ > 0
with
√
ε∗ ≪ R∗ ≪ δ∗ ≪ δS and ε∗ < ε0(δ∗), there exist ε ∈ (0, ε∗], R ∈ (
√
2ε,R∗) and
a radial solution ψ such that for these ω, ε, R and ψ, the conditions (7.10), (7.11) and
(7.12) hold, while both (i) and (ii) fail. Here, we may assume that δ∗ is so small that
log
(
δX
δ∗
)
≤ 1
M0
δX
δ∗
(7.13)
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for some positive constant M0 to be specified later dependently only on d, p and ω.
The failure of (i) together with (7.9) and (7.12) shows that there exist times t2 >
t1 > 0 such that
d˜ω(ψ(t1)) = R < δ∗, (7.14)
d˜ω(ψ(t2)) = R+R
min{3,p+1}
2 < δ∗ ≪ δS < δX , (7.15)
R <d˜ω(ψ(t)) < R+R
min{3,p+1}
2 < δ∗ ≪ δS < δX for all t ∈ (t1, t2). (7.16)
Moreover, the failure of (ii) shows that there exists t3 > t2 such that
R <d˜ω(ψ(t3)) < R+R
min{3,p+1}
2 , (7.17)
d˜ω(ψ(t3)) < d˜ω(ψ(t)) for all t ∈ (t2, t3). (7.18)
We see from (7.14) through (7.18) that
R = d˜ω(ψ(t1)) = min
t∈[t1,t3]
d˜ω(ψ(t)). (7.19)
Note here that the ejection lemma (Lemma 5.2) together with (7.15) shows that
t1 + T∗Rmin{1,p−1} < t2, (7.20)
where T∗ is the constant given by the ejection lemma. Put
t′2 := inf{t ∈ [t1, t3] : d˜ω(ψ(t)) = δX}. (7.21)
Then, (7.16) shows t2 < t
′
2. Moreover, we see from (6.16) and the ejection lemma that
A∗eµ(t−t1)R ≤ dω(ψ(t)) ≤ B∗eµ(t−t1)R, (7.22)
‖η(t)‖H1 ∼ |λ1(t)| ∼ eµ(t−t1)R ∼ dω(ψ(t)), (7.23)
‖Γ(t)‖H1 . R+ {eµ(t−t1)R}
min{3,p+1}
2 ∼ d˜ω(ψ(t1)) + |λ1(t)|
min{3,p+1}
2 , (7.24)
sign[λ1(t)]K(ψ(t)) & (eµ(t−t1) − C∗)R (7.25)
for all t ∈ [t1, t′2], and d˜ω(ψ(t)) increases on [t1+T∗Rmin{1,p−1}, t′2]. In particular, d˜ω(ψ(t))
must reach δX before t3 and therefore
t2 < t
′
2 < t3. (7.26)
Furthermore, we see from (7.16) that there exists tS ∈ (t2, t′2) such that d˜ω(ψ(tS)) = δS .
Now, note that (7.11) together with
√
2ε < R and (7.19) shows that
Sω(ψ) < mω + 1
2
d˜ω(ψ(t))
2 for all t ∈ [t1, t3]. (7.27)
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Hence, we find from Lemma 4.5, (6.16) and (7.19) that
R ≤ dω(ψ(t)) ∼ |λ1(t)| for all t ∈ [t1, t3] with d˜ω(ψ(t)) ≤ δE(ω). (7.28)
In particular, sign[λ1(t)] is constant on the set {t ∈ [t1, t3] : d˜ω(ψ(t)) ≤ δE(ω)}. Moreover,
Lemma 6.3 together with (7.11) and ε < ε∗ < ε0(δ∗) shows that sign[K(ψ(t))] is constant
on the set {t ∈ [t1, t3] : d˜ω(ψ(t)) ≥ δ∗}.
We shall show that for any t ∈ [t1, t3] with δ∗ ≤ d˜ω(ψ(t)) ≤ δE(ω),
sign[λ1(t)] = sign[K(ψ(t))]. (7.29)
Since both sign[λ1(t)] and sign[K(ψ(t))] are constant on the set {t ∈ [t1, t3] : δ∗ ≤
d˜ω(ψ(t)) ≤ δE(ω)}, it suffices to show that sign[λ1(t′2)] = sign[K(ψ(t′2))]. We see from
(7.21), (7.22), (6.16) and (7.7) that
δX ≤ B∗eµ(t′2−t1)R ≤ B∗eµ(t′2−t1) e
−µ(tS−t1)
A∗
d˜ω(ψ(tS))
=
B∗
A∗
eµ(t
′
2−tS)δS ≤ δX
2C∗
eµ(t
′
2−tS).
(7.30)
Dividing the both sides of (7.30) by δX , and taking the logarithm, we obtain
1
µ
logC∗ < t′2 − tS . (7.31)
Since t1 < tS , we find from (7.25) and (7.31) that sign[λ1(t
′
2)] = sign[K(ψ(t′2))]. Hence,
(7.29) holds.
We find from (7.29) that the following function S : [t1, t3]→ {1,−1} is well-defined:
S(t) :=
 sign[λ1(t)] if d˜ω(ψ(t)) ≤ δE(ω),sign[K(ψ(t))] if d˜ω(ψ(t)) ≥ δ∗. (7.32)
Note that the function S(t) is constant on [t1, t3]. Put s := S(t) ∈ {1,−1}. When s = 1,
we see that there exists C(ω) > 0 such that for any t ∈ [t1, t3],
sup
t∈[t1,t3]
‖ψ(t)‖H1 ≤ C(ω). (7.33)
Indeed, if d˜ω(ψ(τ)) ≥ δS for some τ ∈ [t1, t3], then (7.32) shows inft∈[t1,t3]K(ψ(t)) ≥ 0.
Hence, we see from (1.11), (1.13) and the assumption (7.11) that for any t ∈ [t1, t3],
ω
2
‖ψ(t)‖2L2 +
sp
d
‖∇ψ(t)‖2L2 ≤ Iω(ψ(t)) ≤ Sω(ψ) ≤ mω + 1. (7.34)
On the other hand, if d˜ω(ψ(t)) ≤ δS for all t ∈ [t1, t3], then we see from Lemma 4.3,
Lemma 4.5 and (6.16) that for any t ∈ [t1, t3],
‖ψ(t)‖2H1 . ‖Φω‖2H1 + ‖η(t)‖2H1 . ‖Φω‖2H1 + dω(ψ(t))2 . ‖Φω‖2H1 + δS . (7.35)
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Thus, we have verified that (7.33) holds.
Let us summarize information obtained so far: there exist t′1(= t1+ T∗R
min{1,p−1}) ∈
(t1, t2) and t
′
2 ∈ (t2, t3) such that: d˜ω(ψ(t)) increases on [t′1, t′2]; d˜ω(ψ(t′2)) = δX ; and for
any t ∈ (t1, t′2),
δX ≥ d˜ω(ψ(t)) ∼ ‖η(t)‖H1 ∼ |λ1(t)| ∼ eµ(t−t1)R, (7.36)
‖Γ(t)‖H1 . d˜ω(ψ(t1)) + |λ1(t)|
min{3,p+1}
2 , (7.37)
sK(ψ(t)) & (eµ(t−t1) −C∗)R. (7.38)
Arguing from t3 backward in time, we are also able to obtain a time interval (t
′′
2 , t3) ⊂
(t′2, t3) such that: d˜ω(ψ(t
′′
2)) = δX ; for any t ∈ (t′′2 , t3),
δX ≥ d˜ω(ψ(t)) ∼ ‖η(t)‖H1 ∼ |λ1(t)| ∼ eµ(t3−t)d˜ω(ψ(t3)), (7.39)
‖Γ(t)‖H1 . d˜ω(ψ(t3)) + |λ1(t)|
min{3,p+1}
2 , (7.40)
sK(ψ(t)) & (eµ(t3−t) − C∗)d˜ω(ψ(t3)), (7.41)
and d˜ω(ψ(t)) decreases at least in the region {t ∈ [t′′2 , t3] : d˜ω(ψ(t)) ≥ 2d˜ω(ψ(t3))} (cf.
(5.17) in the ejection lemma (Lemma 5.2)).
Suppose here that there exists a time τ ∈ (t′2, t′′2) such that d˜ω(ψ(τ)) is a local min-
imum and d˜ω(ψ(τ)) < δ∗. Then, we can apply the ejection lemma (Lemma 5.2) from τ
both forward and backward in time to obtain an open interval Iτ ⊂ (t′2, t′′2) such that
d˜ω(ψ(inf Iτ )) = d˜ω(ψ(sup Iτ )) = δX , (7.42)
and for any t ∈ Iτ ,
δX ≥ d˜ω(ψ(t)) ∼ ‖η(t)‖H1 ∼ |λ1(t)| ∼ eµ|t−τ |d˜ω(ψ(τ)), (7.43)
‖Γ(t)‖H1 . d˜ω(ψ(τ)) + |λ1(t)|
min{3,p+1}
2 , (7.44)
sK(ψ(t)) & (eµ|t−τ | − C∗)d˜ω(ψ(τ)), (7.45)
and d˜ω(ψ(t)) is monotone in the region d˜ω(ψ(t)) ≥ 2d˜ω(ψ(τ)). Note that for any distinct
local minimum points τ1 and τ2 of d˜ω(ψ(t)) in (t
′
2, t
′′
2), the monotonicity away from them
implies that the intervals Iτ1 and Iτ2 are either disjoint or identical.
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RR+O(Rmin{2,p})
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Figure 3: Behavior of d˜ω(ψ(t)) in the case where there exists a local minimum point
τ ∈ (t′2, t′′2) such that d˜ω(ψ(τ)) < δ∗.
We find from the above observation that there exist a number n ≥ 2 and disjoint
open subintervals I1, . . . , In of [t1, t3] with the following properties
2:
• inf I1 = t1, sup In = t3, d˜ω(ψ(sup I1)) = d˜ω(ψ(inf In)) = δX , and
d˜ω(ψ(inf Ij)) = d˜ω(ψ(sup Ij)) = δX except for j = 1, n. (7.46)
• For each 1 ≤ j ≤ n, there exists τj ∈ Ij such that
d˜ω(ψ(τj)) < δ∗, (7.47)
and for any t ∈ Ij ,
δX ≥ d˜ω(ψ(t)) ∼ ‖η(t)‖H1 ∼ |λ1(t)| ∼ eµ|t−τj |d˜ω(ψ(τj)), (7.48)
‖Γ(t)‖H1 . d˜ω(ψ(τj)) + |λ1(t)|
min{3,p+1}
2 , (7.49)
sK(ψ(t)) & (eµ|t−τj | −C∗)d˜ω(ψ(τj)). (7.50)
• If t satisfies sup Ij−1 < t < inf Ij for some 2 ≤ j ≤ n, then
d˜ω(ψ(t)) > δ∗. (7.51)
2Note that I1 = (t1, t
′
2). Moreover, if d˜ω(ψ(t)) ≥ δ∗ on [t
′
2, t
′′
2 ], then n = 2 and I2 = (t
′′
2 , t3).
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Put I ′ := [t1, t3] \
⋃n
j=1 Ij. Then, for any t ∈ I ′, we have d˜ω(ψ(t)) > δ∗ (see (7.51)),
which together with Lemma 6.3 gives us that for any t ∈ I ′, K(ψ(t)) ≥ min
{
κ1(δ∗),
1
2
‖∇ψ(t)‖2L2
}
if s = 1,
K(ψ(t)) ≤ −κ1(δ∗) if s = −1.
(7.52)
We can find from elementary calculations, (7.48), d˜ω(ψ(τj)) ≤ δ∗ and (7.13) that for any
1 ≤ j ≤ n,
µ|Ij |d˜ω(ψ(τj)) =
{
log eµ| sup Ij−τj | + log eµ| inf Ij−τj |
}
d˜ω(ψ(τj))
. log
( δX
d˜ω(ψ(τj))
)
d˜ω(ψ(τj)) ≤ 1
M0
δX .
(7.53)
We shall derive a contradiction in the case where s = 1. To this end, we use the
following identity: for any t ∈ Imax(ψ) and any M > 0,
d
dt
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx
= 2K
(
M
M + |x|ψ(t)
)
− p− 1
p+ 1
∫
Rd
{
M2
(M + |x|)2 +
(d− 1)M
M + |x| −
dMp+1
(M + |x|)p+1
}
|ψ(t)|p+1 dx
− 2
d
∫
Rd
{
M2
(M + |x|)2 +
(d− 1)M
M + |x| −
dM2
∗
(M + |x|)2∗
}
|ψ(t)|2∗ dx
+
1
2
∫
Rd
{
2M2
(M + |x|)4 +
(d− 3)(d − 1)M
|x|(M + |x|)2
}
|ψ(t)|2 dx.
(7.54)
Here, note that an elementary computation shows that for any d ≥ 3 and any 1 ≤ q ≤
2∗ − 1,∫
Rd
{
M2
(M + |x|)2 +
(d− 1)M
M + |x| −
dM q+1
(M + |x|)q+1
}
|ψ(t)|q+1 dx
=
∫
Rd
{
dM
M + |x|
(
M
M + |x| −
M q
(M + |x|)q
)
+
(d− 1)M |x|
(M + |x|)2
}
|ψ(t)|q+1 dx
.
∫
Rd
M |x|
(M + |x|)2 |ψ(t)|
q+1 dx.
(7.55)
We shall derive a contradiction in three steps:
Step 1. We shall derive an estimate for (7.54) on the region
⋃n
j=1 Ij.
We see from Sobolev’s embedding that for any d ≥ 3, any 1 + 4
d
≤ q ≤ 2∗ − 1, any
M > 0 and any t ∈ Imax(ψ),∫
Rd
M |x|
(M + |x|)2 |ψ(t)|
q+1 dx .
1
M
∫
Rd
|x||Φω(x)|q+1 dx+ ‖η(t)‖q+1Lq+1
.
C(ω)
M
+ ‖η(t)‖q+1
H1
,
(7.56)
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where C(ω) is some positive constant depending only on d, p and ω. Furthermore, it
follows from (7.54), (7.55) and (7.56) that for any d ≥ 3, any 1 + 4
d
≤ p < 2∗ − 1, any
M > 0 and any t ∈ Imax(ψ), then
d
dt
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx
≥ 2K
( M
M + |x|ψ(t)
)
− C(ω)
M
− C{‖η(t)‖p+1
H1
+ ‖η(t)‖2∗H1
} (7.57)
where C(ω) is some positive constant depending only on d, p and ω, and C is some
positive constant depending only on d and p.
We consider the first two terms on the right-hand side of (7.57). Note first that it
follows from (4.150) that for any u ∈ H1(Rd),
K′(Φω)u = −sp〈(p − 1)Φpω, u〉H−1,H1 − (2∗ − 2)〈Φ2
∗−1
ω , u〉H−1,H1
− 2ω〈Φω, u〉H−1,H1 .
(7.58)
Furthermore, the first order Taylor’s expansion of K around Φω together with (7.58)
shows that
K
( M
M + |x|ψ(t)
)
= K
(
Φω + η(t)− |x|
M + |x| {Φω + η(t)}
)
= −sp〈(p − 1)Φpω, η(t)〉H−1,H1 + sp〈(p− 1)Φpω,
|x|
M + |x|
{
Φω + η(t)
}〉H−1,H1
− (2∗ − 2)〈Φ2∗−1ω , η(t)〉H−1,H1 + (2∗ − 2)〈Φ2
∗−1
ω ,
|x|
M + |x|
{
Φω + η(t)
}〉H−1,H1
− 2ω〈Φω, η(t)〉H−1,H1 + 2ω〈Φω,
|x|
M + |x|
{
Φω + η(t)
}〉H−1,H1
+O
( ∥∥∥ M
M + |x|η(t)−
|x|
M + |x|Φω
∥∥∥2
H1
)
.
(7.59)
Here, we see from the decomposition (4.108), (4.7), (4.109), (4.121) and s = 1 (hence
λ1(t) ≥ 0 by (7.32)) that the first and third terms on the right-hand side of (7.59) are
rewritten as follows:
− sp〈(p − 1)Φpω, η(t)〉H−1,H1 − (2∗ − 2)〈Φ2
∗−1
ω , η(t)〉H−1 ,H1
= −sp〈(p − 1)Φpω, 2λ1(t)f1〉H−1,H1 − sp(p− 1)〈Φpω ,Γ(t)〉H−1,H1
− (2∗ − 2)〈Φ2∗−1ω , 2λ1(t)f1〉H−1,H1 − (2∗ − 2)〈Φ2
∗−1
ω ,Γ(t)〉H−1,H1
= 2spλ1(t)〈Lω,+Φω, f1〉H−1,H1 − sp(p− 1)〈Φpω ,Γ(t)〉H−1,H1
− 2(1− sp)(2∗ − 2)λ1(t)〈Φ2∗−1ω , f1〉H−1,H1 − (2∗ − 2)〈Φ2
∗−1
ω ,Γ(t)〉H−1,H1
= 2spµ|λ1(t)||(Φω , f2)L2 | − sp(p− 1)〈Φpω,Γ(t)〉H−1,H1
− 2(1− sp)(2∗ − 2)|λ1(t)|〈Φ2∗−1ω , f1〉H−1,H1 − (2∗ − 2)〈Φ2
∗−1
ω ,Γ(t)〉H−1,H1 .
(7.60)
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We also see from the decomposition (4.108), Lemma 4.7 and (4.149) that
− 2ω〈Φω, η(t)〉H−1 ,H1 = −2ω〈Φω,Γ(t)〉H−1,H1 = ω‖η(t)‖2L2 . (7.61)
Moreover, it follows from Ho¨lder’s inequality, Sobolev’s embedding and (2.9) that for any
p ≤ q ≤ 2∗ − 1 and any sufficiently small ω > 0,∣∣(Φqω,Γ(t))L2 ∣∣ ≤ ‖Φω‖qLq+1‖Γ(t)‖Lq+1 . ω qq+1 ( q−1p−1−sp)‖Γ(t)‖H1 ≤ ω 1−sp2 ‖Γ(t)‖H1 , (7.62)
where the implicit constant depends only on d and q; it follows from Ho¨lder’s inequality
and Sobolev’s embedding that for any 1 ≤ q ≤ 2∗ − 1 and any sufficiently small ω > 0,
〈Φqω,
|x|
M + |x|
{
Φω + η(t)
}〉H−1,H1 ≥ − ∫
Rd
|x|
M + |x|Φ
q
ω|η(t)| dx
≥ − 1
M
(∫
Rd
|x| q+1q Φq+1ω dx
) q
q+1
‖η(t)‖Lq+1 ≥ −
1
M
G(ω)‖η(t)‖H1 ,
(7.63)
where G(ω) is some positive constant depending only on d, q and ω; and it follows from
Sobolev’s embedding that∥∥∥ M
M + |x|η(t)−
|x|
M + |x|Φω
∥∥∥2
H1
. ‖η(t)‖2H1 +
1
M
G(ω), (7.64)
where G(ω) is some positive constant depending only on d, q and ω.
Plugging (7.60) and (7.61) into (7.59), and then using Lemma 4.8 with C = sp −
2(1− sp)(2∗ − 2), (7.62), (7.63) and (7.64), we find that if ω∗ is sufficiently small (hence
so is ω), then
K
( M
M + |x|ψ(t)
)
− C(ω)
M
= 2spµ|λ1(t)||(Φω , f2)L2 | − sp(p− 1)〈Φpω,Γ(t)〉H−1,H1
− 2(1− sp)(2∗ − 2)|λ1(t)|(Φ2∗−1ω , f1)L2 − (2∗ − 2)〈Φ2
∗−1
ω ,Γ(t)〉H−1,H1
+ sp〈(p − 1)Φpω,
|x|
M + |x|
{
Φω + η(t)
}〉H−1,H1
+ (2∗ − 2)〈Φ2∗−1ω ,
|x|
M + |x|
{
Φω + η(t)
}〉H−1,H1
+ ω‖η(t)‖2L2 + 2ω〈Φω,
|x|
M + |x|
{
Φω + η(t)
}〉H−1,H1
+O
( ∥∥∥ M
M + |x|η(t)−
|x|
M + |x|Φω
∥∥∥2
H1
) −C(ω)
M
≥ spµ|λ1(t)||(Φω, f2)L2 | − C1ω
1−sp
2 ‖Γ(t)‖H1 −
1
M
G1(ω)‖η(t)‖H1
− C2‖η(t)‖2H1 −
1
M
G2(ω),
(7.65)
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where C1 and C2 are some positive constants depending only on d and p, and G1(ω) and
G2(ω) are some positive constants depending only on d, q and ω. Recall here that (7.48),
(7.49) and (7.6) give us that for any t ∈ Ij,
‖η(t)‖H1 ∼ |λ1(t)| ∼ eµ|t−τj |d˜ω(ψ(τj)), (7.66)
‖η(t)‖2H1 . δX |λ1(t)| ≪ µ|(Φω, f2)L2 ||λ1(t)|, (7.67)
‖Γ(t)‖H1 . d˜ω(ψ(τj)). (7.68)
Moreover, it follows from (7.19) that if M ≥ G2(ω)/R, then
G2(ω)
M
≤ R ≤ d˜ω(ψ(τj)). (7.69)
Hence, (7.65) together with (7.66) through (7.69) shows that for any sufficiently small
ω > 0, any M ≥ G2(ω)/R and any t ∈ Ij ,
K
( M
M + |x|ψ(t)
)
− C(ω)
M
≥ 2C∗0 (ω)
{
eµ|t−τj | − C∗1 (ω)
}
d˜ω(ψ(τj)), (7.70)
where C∗0(ω) and C
∗
1 (ω) are some positive constant depending only on d, p and ω.
We find from (7.57), (7.70), ‖η(t)‖H1 . δX (see (7.48)) and (7.66) that if we take δX
sufficiently small dependently only on d, p and ω in advance, then for any M ≥ G2(ω)/R
and any t ∈ Ij ,
d
dt
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx
≥ 2C∗0 (ω)
{
eµ|t−τj | − C∗1(ω)
}
d˜ω(ψ(τj))− Cδp−1X eµ|t−τj |d˜ω(ψ(τj))
≥ C∗0 (ω)
{
eµ|t−τj | − C∗1 (ω)
}
d˜ω(ψ(τj)).
(7.71)
Step 2. Next, we consider the “variational region” I ′. We have d˜ω(ψ) ≥ δ∗ on I ′.
Moreover, it follows from (7.54), (7.55), Lemma 7.1 and (7.33) that if d ≥ 3 and 3 ≤ p < 5,
or d ≥ 4 and 1+ 4
d−1 < p < 2
∗ − 1, then for any sufficiently large M > 0 depending only
on d, p and ω, we have
d
dt
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx
≥ 2K
( M
M + |x|ψ(t)
)
− oM (1)
∥∥∥∇( M
M + |x|ψ(t)
)∥∥∥2
L2
.
(7.72)
Suppose here that ‖∇ψ(t)‖L2 ≤ α for some α > 0. Then, it follows from Ho¨lder’s
inequality, d(p−1)2 > 2, Sobolev’s embedding and the assumption (7.10) that∥∥∥ M
M + |x|ψ(t)
∥∥∥p+1
Lp+1
≤
∥∥∥ M
M + |x|ψ(t)
∥∥∥p+1− d(p−1)2
L2
∥∥∥ M
M + |x|ψ(t)
∥∥∥ d(p−1)2
L2
∗
≤ ‖ψ(t)‖p+1−
d(p−1)
2
L2
‖ψ(t)‖
d(p−1)
2
−2
L2
∗
∥∥∥ M
M + |x|ψ(t)
∥∥∥2
L2
∗
.M(Φω)
p+1
2
− d(p−1)
4 α
d(p−1)
2
−2
∥∥∥∇( M
M + |x|ψ(t)
)∥∥∥2
L2
.
(7.73)
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Similarly, we have ∥∥∥ M
M + |x|ψ(t)
∥∥∥2∗
L2
∗
. α2
∗−2
∥∥∥∇( M
M + |x|ψ(t)
)∥∥∥2
L2
. (7.74)
Furthermore, we find from (7.73) and (7.74) that for a given ω > 0 there exist α0 > 0
and κ0 > 0 such that for any t ∈ Imax(ψ) with ‖∇ψ(t)‖L2 ≤ α0,
K
( M
M + |x|ψ(t)
)
≥ κ0
∥∥∥∇( M
M + |x|ψ(t)
)∥∥∥2
L2
. (7.75)
On the other hand, we see from (7.52) that for any t ∈ I ′ with ‖∇ψ(t)‖L2 > α0,
K(ψ(t)) ≥ min{κ1(δ∗), 1
2
α20
}
. (7.76)
Choosing ε∗ > 0 so small that ε2∗ <
1
4 min{κ1(δ∗), 12α20}, and using (7.11) and (7.76), we
obtain that for any t ∈ I ′ with ‖∇ψ(t)‖L2 > α0,
Jω
( M
M + |x|ψ(t)
)
≤ Jω(ψ(t)) = Sω(ψ)− 1
2
K(ψ(t)) < mω − ε2∗, (7.77)
which together with Lemma 6.4 gives us that
K
( M
M + |x|ψ(t)
)
≥ min{κ2(ε2∗),
1
2
∥∥∥∇( M
M + |x|ψ(t)
)∥∥∥2
L2
}. (7.78)
Putting (7.75) and (7.78) together, we find that for any t ∈ I ′,
K
( M
M + |x|ψ(t)
)
≥ min{κ2(ε2∗), κ0
∥∥∥∇( M
M + |x|ψ(t)
)∥∥∥2
L2
} (7.79)
for some constant κ0 > 0 depending only on d, p and ω. Note here that (7.33) shows∥∥∥∇( M
M + |x|ψ(t)
)∥∥∥
L2
≤
∥∥∥ M
(M + |x|)2ψ(t)
∥∥∥
L2
+
∥∥∥ M
M + |x|∇ψ(t)
∥∥∥
L2
. C(ω) (7.80)
for all t ∈ [t1, t3]. Furthermore, we find from (7.72), (7.79) and (7.80) that if M satisfies
oM (1)≪ min{κ2(ε2∗)/C(ω)2, κ0} and t ∈ I ′, then
d
dt
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx ≥ 0. (7.81)
Step 3. We finish the proof by deriving a contradiction.
We see from (7.71) and (7.81) that for any sufficiently small ω > 0, there exists
64
L(ω)≫ 1 such that if M ≥ L(ω)/R, then[
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx
]t3
t1
=
∫ t3
t1
d
dt
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx dt
≥ C∗0 (ω)
n∑
j=1
∫
Ij
{
eµ|t−τj | − C∗1 (ω)
}
d˜ω(ψ(τj)) dt
= C∗0 (ω)
n∑
j=1
1
µ
{
eµ| sup Ij−τj | + eµ| inf Ij−τj | − 2
}
d˜ω(ψ(τj))
− C∗0 (ω)C∗1 (ω)
n∑
j=1
|Ij |d˜ω(ψ(τj)).
(7.82)
Here, it follows from (7.46) and (7.48) that for any 1 ≤ j ≤ n,
δX = d˜ω(ψ(sup Ij)) ∼ eµ| sup Ij−τj |d˜ω(ψ(τj)) except for j = n, (7.83)
δX = d˜ω(ψ(inf Ij)) ∼ eµ| inf Ij−τj |d˜ω(ψ(τj)) except for j = 1. (7.84)
Moreover, we see from (7.53) and d˜ω(ψ(τj)) ≥ R (see (7.19)) that if M0 is sufficiently
large dependently only on d, p and ω,
µC∗1 (ω)|Ij |d˜ω(ψ(τj)) . C∗1 (ω)
1
M0
δX ≪ δX . (7.85)
Thus, (7.82) together with (7.83), (7.84), d˜ω(ψ(τj)) ≤ δ∗ ≪ δX and (7.85) shows that for
any sufficiently large M > 0 depending only on d, p, ω and R,[
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t)
]t3
t1
≥ 2C∗∗(ω)
n∑
j=1
{
δX − δ∗
}− C∗∗(ω) n∑
j=1
δX ≥ 1
2
C∗∗(ω)nδX ≥ C∗∗(ω)δX
(7.86)
for some positive constant C∗∗(ω) depending only on d, p and ω. Note here that[
ℑ
∫
Rd
M |x|
M + |x|
x
|x| · ∇Φω(x)Φω(x) dx
]t3
t1
= 0. (7.87)
Moreover, we have∣∣∣∣ℑ ∫
Rd
M |x|
M + |x|
x
|x| · Φω(x)∇η(x, t) dx
∣∣∣∣ ≤ ‖|x|Φω‖L2‖∇η(t)‖L2 . (7.88)
Here, since Φω decays exponentially, ‖|x|Φω‖L2 is finite.
We see from the decomposition (4.1), (7.87), (7.88), Lemma 4.3, Lemma 4.5, ‖η(t1)‖H1 ∼
d˜ω(t1) = R and ‖η(t3)‖H1 ∼ d˜ω(t3) . R that if R∗ is sufficiently small dependently on ω,
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and M = L(ω)/R for some sufficiently large constant L(ω) depending only on d, p and
ω, then∣∣∣∣ [ℑ ∫
Rd
M |x|
M + |x|
x
|x| · ∇ψ(x, t)ψ(x, t) dx
]t3
t1
∣∣∣∣
≤
∣∣∣∣ [ℑ ∫
Rd
M |x|
M + |x|
x
|x| ·
( ∇η(x, t)Φω(x) +∇Φω(x, t)η(x, t) ) dx]t3
t1
∣∣∣∣
+
∣∣∣∣ [ℑ ∫
Rd
M |x|
M + |x|
x
|x| · ∇η(x, t)η(x, t) dx
]t3
t1
∣∣∣∣
≤
∣∣∣∣ [ℑ ∫
Rd
M |x|
M + |x|
x
|x| · ∇η(x, t)Φω(x) dx
]t3
t1
∣∣∣∣
+
∣∣∣∣ [ℑ ∫
Rd
M |x|
M + |x|
x
|x| · Φω(x, t)∇η(x, t) dx
]t3
t1
∣∣∣∣
+
∣∣∣∣ [ℑ ∫
Rd
{
dM2
(M + |x|)2 +
(d− 1)M |x|
(M + |x|)2
}
Φω(x, t)η(x, t) dx
]t3
t1
∣∣∣∣
+
∣∣∣∣ [ℑ ∫
Rd
M |x|
M + |x|
x
|x| · ∇η(x, t)η(x, t) dx
]t3
t1
∣∣∣∣
. ‖η(t1)‖H1 + ‖η(t3)‖H1 +M‖η(t1)‖2H1 +M‖η(t3)‖2H1 ≪ C∗∗(ω)δX .
(7.89)
This contradicts (7.86). Hence, the case s = 1 never happens.
We can deal with the case where s = −1 in a way similar to Section 4.1 of [25]. Hence,
we have completed the proof.
8 Proof of Theorem 3.1
Our aim in this section is to prove Theorem 3.1. By the time reversality, it suffices
to show that there are only three possibilities (scattering, blowup, trapping) forward in
time. Throughout this section, we fix ω ∈ (0, ω∗), where ω∗ > 0 is the frequency given
by the one-pass theorem (Theorem 7.1).
We introduce several notation used in this section:
•We use Imax(ψ) to denote the maximal existence-interval of a solution ψ to (NLS), and
set Tmax(ψ) := sup Imax(ψ) and Tmin(ψ) := inf Imin(ψ).
• Since the set Aεω is invariant under the flow defined by (NLS) for all ε > 0 (see (3.1)),
we use the convention ψ ∈ Aεω to indicate that ψ(t) ∈ Aεω for all t ∈ Imax(ψ).
• For given R > 0 and ε > 0, we define Sεω,R by
Sεω,R :=
{
ψ :
ψ is a radial solution to (NLS) such that 0 ∈ Imax(ψ),
ψ ∈ Aεω, and d˜ω(ψ(t)) ≥ R for all t ∈ [0, Tmax(ψ))
}
. (8.1)
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Next, we give a fundamental fact in Aεω:
Lemma 8.1. Assume d ≥ 3 and 1 + 4
d
< p < 2∗ − 1. Let ψ be a solution to (NLS) and
ε > 0. Furthermore, assume that ψ ∈ Aεω and
inf
t∈Imax(ψ)
‖∇ψ(t)‖2L2 ≤ H(Φω). (8.2)
Then, we have either
sup
t∈Imax(ψ)
K(ψ(t)) < 0, (8.3)
or
inf
t∈Imax(ψ)
K(ψ(t)) > 0. (8.4)
Proof of Lemma 8.1. Note first that M(ψ) =M(Φω) and therefore ψ is non-trivial. We
also see from the assumption (8.2) that there exists t0 ∈ Imax(ψ) such that
‖∇ψ(t0)‖2L2 ≤
3
2
H(Φω). (8.5)
Furthermore, we see from M(ψ) =M(Φω) and (8.5) that
Sω(ψ) = ωM(ψ) + 1
2
‖∇ψ(t0)‖2L2 −
1
p+ 1
‖ψ(t0)‖p+1Lp+1 −
1
2∗
‖ψ(t0)‖2∗L2∗
≤ ωM(Φω) + 3
4
H(Φω) = Sω(Φω)− 1
4
H(Φω) < mω.
(8.6)
Hence, the claim follows from (1.49) and Theorem 1.3.
Now, let us recall that δX and δS denote the constants given by the ejection lemma
(Lemma 5.2) and (7.7), respectively (see also Remark 6.1). Furthermore, the one-pass
theorem shows that there exist constants 0 < ε∗ ≪ R∗ ≪ δ∗(≪ δS < δX) such that:
ε∗ ≤ ε0(δ∗) (see Lemma 6.3 for the definition of ε0(δ∗)); and for any ε ∈ (0, ε∗), any
R ∈ (√2ε,R∗) and any solution ψ to (NLS) with ψ ∈ Aεω, the following alternative holds:
Case 1. There exists t0 ∈ Imax(ψ) such that d˜ω(ψ(t0)) < R and d˜ω(ψ(t)) < R +
R
min{3,p+1}
2 for all t ∈ [t0, Tmax(ψ)); or
Case 2. There exists t1 ∈ Imax(ψ) such that for all t1 ≤ t < Tmax(ψ),
d˜ω(ψ(t)) ≥ R. (8.7)
In Case 1, it follows from R + R
min{3,p+1}
2 < δS < δX , (6.16) in Proposition 6.2,
Remark 6.1 and Lemma 5.1 that Tmax(ψ) = ∞. Hence, ψ is trapped by O(Φω) forward
in time.
Next, we consider Case 2. In this case, we have that ψ(· − t1) ∈ Sεω,R and
ε ≤ min
{ d˜ω(ψ(t))
2
, ε0(δ∗)
}
(8.8)
for any t ∈ [t1, Tmax(ψ)). In Section 8.1 and Section 8.2, we will prove that the solution
ψ blows up in a finite time or scatters. To this end, we need some preparations. Let us
begin with the following:
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Lemma 8.2. Let ε ∈ (0, ε∗), R ∈ (
√
2ε,R∗), and let ψ ∈ Sεω,R. Then, for any T ∈
(0, Tmax(ψ)), there exists τ ∈ [T, Tmax(ψ)) such that
d˜ω(ψ(τ)) ≥ δX . (8.9)
Proof of Lemma 8.2. Suppose for contradiction that there exists T0 ∈ (0, Tmax(ψ)) such
that for any t ∈ [T0, Tmax(ψ)),
dω(ψ(t)) = d˜ω(ψ(t)) < δX , (8.10)
where the equality follows from (6.16) in Proposition 6.2 and Remark 6.1. Then, we see
from Lemma 5.1 that Tmax(ψ) = ∞. Let L ≫ 1µ , and consider a time tL ∈ [T0, T0 +
L log δX
ε∗
] such that RL := dω(ψ(tL)) is the minimum of dω(ψ(t)) over the interval [T0, T0+
L log δX
ε∗
]. Note that δX > RL ≥ R > ε∗. If T0 ≤ tL ≤ T0 + L2 log δXε∗ , then we see from
the ejection lemma (Lemma 5.2) that
dω
(
ψ
(
tL +
L
2
log
δX
ε∗
)) ∼ eµ(L2 log δXε∗ )RL > (δX
ε∗
)µL
2
ε∗ ≫ δX . (8.11)
However, this contradicts (8.10). Similarly, when tL ≥ T0+L2 log δXε∗ , applying the ejection
lemma backward in time, we reach a contradiction. Thus, we have proved the claim.
Next, we show that the solution ψ stays away from Φω after some time.
Lemma 8.3. Let ε ∈ (0, ε∗), R ∈ (
√
2ε,R∗), and let ψ ∈ Sεω,R. Then, there exists a time
T0 ∈ [0, Tmax(ψ)) such that for any t ∈ [T0, Tmax(ψ)),
d˜ω
(
ψ(t)
) ≥ R∗. (8.12)
Proof of Lemma 8.3. It suffices to consider the case where there exists a time τ0 ∈
[0, Tmax(ψ)) such that
R ≤ R˜∗ := d˜ω
(
ψ(τ0)
)
< R∗. (8.13)
Here, it follows from Lemma 8.2 that we may assume that
√
1 + 4R∗ − 1
2
≤ R˜∗ < R∗. (8.14)
Then, we see from the one-pass theorem (Theorem 7.1) that either
sup
t≥τ0
d˜ω
(
ψ(t)
) ≤ R˜∗ + R˜min{3,p+1}2∗ , (8.15)
or there exists T0 ≥ τ0 such that
inf
t≥T0
d˜ω
(
ψ(t)
) ≥ R˜∗ + R˜min{3,p+1}2∗ ≥ R˜∗ + R˜2∗ ≥ R∗. (8.16)
We find from Lemma 8.2 and R∗ ≪ δX that the former case (8.15) never happens. Thus,
the latter case (8.16) only happens, and the proof is completed.
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Lastly, we introduce a sign function which will determine the scattering or blowup.
Lemma 8.4. Let ε ∈ (0, ε∗) and R ∈ (
√
2ε,R∗). Then, there exists a function S : Sεω,R →
{1,−1} such that
S(ψ) =
 sign[λ1(t)] if t ∈ [0, Tmax(ψ)) with d˜ω(ψ(t)) ≤ δE(ω),sign[K(ψ(t))] if t ∈ [0, Tmax(ψ)) with d˜ω(ψ(t)) ≥ δ∗. (8.17)
In addition, there exists a positive constant C(ω) which is independent of ε and R and
satisfies that
sup
{‖ψ‖L∞t H1x([0,Tmax(ψ))) : ψ ∈ Sεω,R, S(ψ) = 1} ≤ C(ω). (8.18)
Proof of Lemma 8.4. We introduced a sign function (7.32) in the proof of one-pass the-
orem (Theorem 7.1). Employing the same argument as (7.32) and Lemma 8.2, we can
prove the existence of the desired sign function. Furthermore, we can prove (8.18) in the
same way as (7.33).
We divide Sεω,R into two parts according to the sign of S:
Sεω,R,± :=
{
ψ ∈ Sεω,R : S(ψ) = ±1
}
. (8.19)
8.1 Analysis on Sε
ω,R,−
In this section, we shall prove that any radial solution ψ ∈ Sεω,R,− blows up forward in
time.
Proposition 8.5. Assume that 0 < ε < min{ε0(R∗), ε∗}, where ε0(R∗) is a constant
given by Lemma 6.3. Let R ∈ (√2ε,R∗), and let ψ ∈ Sεω,R,−. Then, the maximal lifespan
Tmax(ψ) is finite: the finite time blowup forward in time.
Proof of Proposition 8.5. We see from Lemma 8.3, Lemma 6.3 and Lemma 8.1 that there
exist a time T0 ∈ [0, Tmax(ψ)) and κ1(R∗) > 0 such that
inf
t∈[T0,Tmax(ψ))
|K(ψ(t))| ≥ κ1(R∗). (8.20)
Moreover, it follows from Lemma 8.2 that there exists a time τ ∈ [T0, Tmax(ψ)) such that
d˜ω(ψ(τ)) ≥ δX ≥ δ∗. (8.21)
Hence, Lemma 8.4 together with S(ψ) = −1 shows that
K(ψ(τ)) < 0. (8.22)
Putting (8.20) and (8.22) together, we find that
sup
t∈[T0,Tmax(ψ))
K(ψ(t)) ≤ −κ1(R∗). (8.23)
Then, the same argument as the proof of Theorem 1.3 in [2] is available. Thus, we find
that Tmax(ψ) <∞.
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8.2 Analysis on Sε
ω,R,+
In this section, we shall prove that any solution ψ ∈ Sεω,R,+ scatters forward in time.
Lemma 8.3 together with time-translation allows us to restrict ourselves to the solutions
in Sεω,R∗,+. Then, Lemma 6.3 together with Lemma 8.1 determines constants ε0(R∗) > 0
and κ1(R∗) > 0 such that if ε ∈ (0, ε0(R∗)), then any solution ψ ∈ Sεω,R∗,+ obeys
inf
t∈[0,Tmax(ψ))
|K(ψ(t))| ≥ κ1(R∗). (8.24)
Furthermore, this together with Lemma 8.2 and Lemma 8.4 shows that for any ε ∈
(0, ε0(R∗)) and any ψ ∈ Sεω,R∗,+,
inf
[0,Tmax(ψ))
K(ψ(t)) ≥ κ1(R∗). (8.25)
It is well known (see, e.g, the claim (v) of Theorem 4.1 in [3]) that the boundedness
of a solution ψ in the Strichartz-type space Wp+1([0, Tmax(ψ))∩W2∗([0, Tmax(ψ)) implies
the scattering forward in time. Thus, our aim is to prove the following:
Proposition 8.6. For any ω ∈ (0, ω∗), there exists ε ∈ (0, ε∗) such that for any ψ ∈
Sεω,R∗,+,
‖ψ‖Wp+1([0,Tmax(ψ))∩W 2∗ ([0,Tmax(ψ))) <∞. (8.26)
In particular, the solution ψ scatters forward in time.
Proof of Proposition 8.6. We divide the proof into several parts: In section 8.2.1, we
suppose for contradiction that the claim was false, and extract some sequence of non-
scattering solutions in Sε∗ω,R∗,+. In Section 8.2.2, we apply a profile decomposition to
this sequence, and obtain “linear profiles”. In Section 8.2.3, we introduce the “nonlinear
profiles”, and investigate their fundamental properties. Furthermore, in Section 8.2.4,
we show the existence of a nonlinear profile whose Strichartz norm diverges. Finally, in
Section 8.2.5, we derive a contradiction by showing the existence of the “critical element”,
and complete the proof.
8.2.1 Setup
For any E > 0, we define ν(E) by
ν(E) := sup
{
‖ψ‖Wp+1([0,Tmax(ψ)))∩W2∗ ([0,Tmax(ψ))) : ψ ∈ Sε∗ω,R∗,+, H(ψ) ≤ E
}
. (8.27)
Furthermore, we put
E∗ := sup{E > 0: ν(E) <∞}. (8.28)
If ψ ∈ Sε∗ω,R∗,+ and H(ψ) < H(Φω), then we see from (8.25) that ψ ∈ PWω,+. Hence, it
follows from Theorem 1.3 that
E∗ ≥ H(Φω). (8.29)
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Thus, what we want to prove is that E∗ > H(Φω). We prove this by contradiction, and
therefore suppose that
E∗ = H(Φω). (8.30)
Then, we can take a sequence {εn} of constants in (0, ε∗) and a sequence {ψn} of solutions
such that
lim
n→∞ εn = 0, (8.31)
εn < min
{
ε0(R∗),
κ1(R∗)
10d(p − 1) + 10
}
, (8.32)
ψn ∈ Sεnω,R∗,+, (8.33)
‖ψn‖Wp+1([0,Tmax(ψn)))∩W2∗ ([0,Tmax(ψn))) =∞. (8.34)
In particular, we have that
inf
n≥1
inf
t∈[0,Tmax(ψn))
d˜ω(ψn(t)) ≥ R∗, (8.35)
lim
n→∞H(ψn) = H(Φω) = E∗. (8.36)
Furthermore, it follows from (8.25) and Lemma 8.4 that
inf
n≥1
inf
t∈[0,Tmax(ψn))
K(ψn(t)) ≥ κ1(R∗), (8.37)
sup
n≥1
sup
t∈[0,Tmax(ψn))
‖ψn(t)‖H1 <∞. (8.38)
8.2.2 Linear profiles
Let {ψn} be the sequence of solutions obtained in Section 8.2.1. We employ the profile
decomposition for a sequence in the homogeneous space H˙1(Rd) (see Theorem 1.6 in
[19] and Lemma 2.10 in [21]). We apply it to the sequence {|∇|−1〈∇〉ψn(0)} in H˙1(Rd),
instead of {ψn} itself. Then, we find3 that there exists a subsequence of {ψn} (de-
noted by the same symbol {ψn}) with the following properties: there exist a family
{{(x1n, t1n, λ1n)}, {(x2n, t2n, λ2n)}, . . .} of sequences in Rd × R × (0,∞), a family {u˜1, u˜2, . . .}
of functions in H1(Rd), and a family {{w1n}, {w2n}, . . .} of sequences in H1(Rd) such that:
• For any j ≥ 1,
lim
n→∞ t
j
n = t
j
∞ ∈ R ∪ {±∞}, (8.39)
lim
n→∞λ
j
n = λ
j
∞ ∈ {0, 1,∞},
 λ
j
n ≡ 1 if λj∞ = 1,
λjn ≤ 1 if λj∞ = 0.
(8.40)
3We do not use the assumption that every ψn is radial in this subsection (Section 8.2.2) and therefore
translation parameters appear in the linear profile decomposition. In Section 8.2.4 and 8.2.5, we need
the radial symmetry of the solutions so that we can take every translation xjn = 0.
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• For any j′ 6= j,
lim
n→∞
{ λj′n
λjn
+
λjn
λj
′
n
+
|xjn − xj
′
n |
λjn
+
|tjn − tj
′
n |
(λjn)2
}
=∞. (8.41)
• For any H˙1-admissible pair4 (q, r),
lim
j→∞
lim
n→∞
∥∥|∇|−1〈∇〉eit∆wjn∥∥LrtLqx(R) = 0. (8.42)
• For any n ≥ 1 and k ≥ 1,
eit∆ψn(0) =
k∑
j=1
〈∇〉−1|∇|Gjn
(
eit∆|∇|−1〈∇〉u˜j)+ eit∆wkn
=
k∑
j=1
〈∇〉−1〈λjn∇〉
λjn
ei(t−t
j
n)∆gjnu˜
j + eit∆wkn,
(8.43)
where Gjn and g
j
n are the operators defined by
Gjnv(x, t) :=
1
(λjn)
d−2
2
v
(x− xjn
λjn
,
t− tjn
(λjn)2
)
, (8.44)
gjnu(x) :=
1
(λjn)
d−2
2
u
(x− xjn
λjn
)
. (8.45)
Note that
〈∇〉−1〈λjn∇〉
λjn
ei(t−t
j
n)∆gjnu˜
j = gjnσ
j
ne
i
t−t
j
n
(λ
j
n)
2
∆
u˜j = Gjnσ
j
ne
it∆u˜j, (8.46)
where
σjn :=
〈(λjn)−1∇〉−1〈∇〉
λjn
. (8.47)
• For any k ≥ 1 and any 1 ≤ j ≤ k,
lim
n→∞〈∇〉
−1|∇|e−i
t
j
n
(λ
j
n)
∆
(gjn)
−1|∇|−1〈∇〉wkn = 0 weakly in H1(Rd). (8.48)
• For any k ≥ 1,
lim
n→∞
{
‖〈∇〉ψn(0)‖2L2 −
k∑
j=1
‖〈∇〉gjnσjne
−i t
j
n
(λ
j
n)
2
∆
u˜j‖2L2 − ‖〈∇〉wkn‖2L2
}
= 0. (8.49)
4A pair (q, r) is said to be H˙1-admissible if 1
r
= d
2
( 1
2
− 1
q
− 1
d
) and (q, r) ∈ [2,∞]× [2,∞].
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Furthermore, the following hold for all k ≥ 1 (see Lemma 2.2. in [3]):
lim
n→∞
{
M(ψn)−
k∑
j=1
M(gjnσjne−i tjn(λjn)2∆u˜j)−M(wkn)} = 0, (8.50)
lim
n→∞
{
H(ψn)−
k∑
j=1
H(gjnσjne−i tjn(λjn)2∆u˜j)−H(wkn)} = 0, (8.51)
lim
n→∞
{
Sω(ψn)−
k∑
j=1
Sω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)− Sω(wkn)} = 0, (8.52)
lim
n→∞
{
Iω(ψn(0))−
k∑
j=1
Iω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)− Iω(wkn)} = 0. (8.53)
Note that it follows from Strichartz’ estimate, (8.38) and (8.49) that for any k ≥ 1,
there exists a number N(k) such that for any n ≥ N(k),∥∥〈∇〉eit∆wkn∥∥St(R) . ‖wkn‖H1 . 1. (8.54)
Moreover, it follows from (8.42) and (8.54) that for any 1 + 4
d
< q ≤ 2∗ − 1,
lim
k→∞
lim
n→∞ ‖e
it∆wkn‖Wq+1(R) ≤ lim
k→∞
lim
n→∞ ‖e
it∆wkn‖1−sqW
2+ 4
d
(R)‖eit∆wkn‖
sq
W2∗ (R)
. lim
k→∞
lim
n→∞ ‖|∇|
−1〈∇〉eit∆wkn‖sqW2∗(R) = 0.
(8.55)
We shall discuss fundamental properties of operators gjn (see (8.45)) and σ
j
n (see
(8.47)). To this end, for each j ≥ 1, we introduce an operator σj∞ as
σj∞ :=

|∇|−1〈∇〉 if λj∞ = 0,
1 if λj∞ = 1,
0 if λj∞ =∞.
(8.56)
Lemma 8.7. The following hold for all function f ∈ H1(Rd) and all j ≥ 1:
(i)
lim
n→∞
∥∥∇{σjnf − σj∞f}∥∥L2 = 0; (8.57)
(ii)
lim
n→∞
∥∥gjnσjnf∥∥L2 = limn→∞∥∥λjnσjnf∥∥L2 =

0 if λj∞ = 0,
‖f‖L2 if λj∞ = 1,
‖〈∇〉f‖L2 if λj∞ =∞.
(8.58)
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Proof of Lemma 8.7. We shall prove (8.57). If λj∞ = 1, then σjn ≡ 1 and therefore the
claim is trivial. Assume that λj∞ = 0. Then, we see from Parseval’s identity that
lim
n→∞
∥∥|∇|{σjnf − σj∞f}∥∥L2 = limn→∞
∥∥∥∥|∇|{ 〈(λjn)−1∇〉−1
λjn
− |∇|−1
}
〈∇〉f
∥∥∥∥
L2
= lim
n→∞
∥∥∥∥{ |ξ|√
(λjn)2 + |ξ|2
− 1
}
〈ξ〉F [f ]
∥∥∥∥
L2ξ
.
(8.59)
Moreover, since limn→∞ λ
j
n = λ
j∞ = 0, we see that
lim
n→∞
{ |ξ|√
(λjn)2 + |ξ|2
− 1
}
〈ξ〉F [f ](ξ) = 0 for almost all ξ ∈ Rd. (8.60)
Hence, we find from Lebesgue’s convergence theorem that (8.57) holds. Similarly, we can
prove the case where λj∞ =∞.
Next, we give a proof of (8.58). The case where λj∞ = 1 is trivial. Assume that
λj∞ = 0. Then, we see from the substitution of variables and Parseval’s identity that
lim
n→∞ ‖g
j
nσ
j
nf‖L2 = lim
n→∞ ‖λ
j
nσ
j
nf‖L2 = lim
n→∞
∥∥∥∥ 1√
1 + |ξ|
2
(λjn)2
〈ξ〉F [f ]
∥∥∥∥
L2ξ
.
(8.61)
Since limn→∞ λ
j
n = λ
j
∞ = 0, we find from (8.61) and Lebesgue’s convergence theorem
that (8.58) holds. Similarly, we can prove the case where λj∞ =∞.
Lemma 8.8. Let j be a number such that λj∞ 6=∞. Then, for any n ≥ 1, any q ∈ [2,∞)
and any function f with 〈∇〉f ∈ Lq(Rd),∥∥λjnσjnf∥∥Lq + ∥∥∇σjnf∥∥Lq . ∥∥〈∇〉f∥∥Lq , (8.62)
where the implicit constant depends only on d and q.
Proof of Lemma 8.8. If λj∞ = 1, then the claim is trivial. When λj∞ = 0, we find from
the Mihlin multiplier theorem that∥∥λjnσjnf∥∥Lq + ∥∥∇σjnf∥∥Lq . ∥∥〈∇〉f∥∥Lq + ∥∥σjn(σj∞)−1|∇|σj∞f∥∥Lq
.
∥∥〈∇〉f∥∥
Lq
+
∥∥|∇|σj∞f∥∥Lq . ∥∥〈∇〉f∥∥Lq . (8.63)
Thus, we have proved the lemma.
Lemma 8.9. Let 1 + 4
d
< q < 2∗− 1, and let j ≥ 1 be a number for which λj∞ ∈ {0,∞}.
Then, the linear profile u˜j satisfies
lim
n→∞ ‖G
j
nσ
j
ne
it∆u˜j
∣∣
t=0
‖Lq+1 = lim
n→∞ ‖g
j
nσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j‖Lq+1 = 0. (8.64)
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Proof of Lemma 8.9. Assume that λj∞ ∈ {0,∞}. Then, we see from the Gagliardo-
Nirenberg inequality that
∥∥gjnσjne−i tjn(λjn)2∆u˜j∥∥q+1Lq+1 . ∥∥λjnσjnu˜j∥∥q+1− d(q−1)2L2 ∥∥∇σjnu˜j∥∥ d(q−1)2L2 . (8.65)
If λj∞ = 0, then it follows from (8.65) and Lemma 8.7 that
lim
n→∞
∥∥gjnσjne−i tjn(λjn)2∆u˜j∥∥q+1Lq+1 . limn→∞∥∥λjnσjnu˜j∥∥q+1− d(q−1)2L2 ‖〈∇〉u˜j‖d(q−1)2L2 = 0. (8.66)
On the other hand, if λj∞ =∞, then it follows from (8.65) and Lemma 8.7 that
lim
n→∞
∥∥gjnσjne−i tjn(λjn)2∆u˜j∥∥q+1Lq+1 . ∥∥〈∇〉u˜j∥∥q+1− d(q−1)2L2 limn→∞∥∥∇σjnu˜j∥∥d(q−1)2L2 = 0. (8.67)
Thus, we have completed the proof.
8.2.3 Nonlinear profiles
In this subsection, we introduce the “nonlinear profile” associated with (u˜j , {(xjn, tjn, λjn)})
for each j ≥ 1. From the point of view of (8.43), we first introduce a function U jn as the
solution to (NLS) satisfying
U jn(0) =
〈∇〉−1〈λjn∇〉
λjn
e−it
j
n∆gjnu˜
j. (8.68)
Then, we find from (8.46) that
eit∆U jn(0) = G
j
nσ
j
ne
it∆u˜j . (8.69)
Furthermore, Duhamel’s formula for U jn together with (8.69) shows that U
j
n satisfies
U jn(t)−Gjnσjneit∆u˜j = i
∫ t
0
ei(t−s)∆
{
F †[U jn](s) + F
‡[U jn](s)
}
ds, (8.70)
where see (1.65) for the definitions of F † and F ‡. Applying (σjn)−1(Gjn)−1 to the both
sides in (8.70), we find that
(σjn)
−1(Gjn)
−1U jn(t)− eit∆u˜j
= i(σjn)
−1(gjn)
−1
∫ t
− t
j
n
(λ
j
n)
2
ei(λ
j
n)
2(t−s)∆ { (λjn)− (d−2)(p−1)2 gjnF †[(Gjn)−1U jn](s)
+ (λjn)
−2gjnF
‡[(Gjn)
−1U jn](s)
}
(λjn)
2 ds
= i(σjn)
−1
∫ t
− t
j
n
(λ
j
n)
2
ei(t−s)∆
{
(λjn)
4−(d−2)(p−1)
2 F †[σjn(σ
j
n)
−1(Gjn)
−1U jn](s)
+ F ‡[σjn(σ
j
n)
−1(Gjn)
−1U jn](s)
}
ds.
(8.71)
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From the point of view of (8.71), for each number j ≥ 1 with λj∞ ∈ {0, 1}, we define the
nonlinear profile ψ˜j associated with (u˜j , {xjn, tjn, λjn}) as the solution to
ψ˜j(t) = eit∆u˜j + i
∫ t
− t
j
∞
(λ
j
∞)
2
ei(t−s)∆(σj∞)
−1
{
(λj∞)
4−(d−2)(p−1)
2 F †[σj∞ψ˜
j ](s)
+ F ‡[σj∞ψ˜
j ](s)
}
ds.
(8.72)
When − tj∞
(λj∞)2
∈ {±∞}, the equation (8.72) is interpreted as the final value problem at
±∞. Moreover, if j ≥ 1 is a number for which λj∞ = ∞, then we define ψ˜j(t) := eit∆u˜j
(we define ψ˜j as a free solution to (NLS) so that (8.76) holds; in particular, if u˜j ≡ 0,
then ψ˜j ≡ 0).
We simply write Ijmax := Imax(ψ˜
j), T jmax := Tmax(ψ˜
j) and T jmin := Tmin(ψ˜
j). More-
over, for an interval I and a number j ≥ 1, we define
Wj(I) :=
{
Wp+1(I) ∩W2∗(I) if λj∞ ∈ {1,∞},
W2∗(I) if λ
j∞ = 0.
(8.73)
We find from the construction of the nonlinear profiles (see (8.72)) that the following
hold for all numbers j ≥ 1:
• ψ˜j ∈ C(Ijmax,H1(Rd)).
• ψ˜j satisfies 
i
∂σj∞ψ˜j
∂t
+∆σj∞ψ˜
j + F [σj∞ψ˜
j ] = 0 if λj∞ = 1,
i
∂σj∞ψ˜j
∂t
+∆σj∞ψ˜
j + F ‡[σj∞ψ˜
j ] = 0 if λj∞ = 0,
i
∂ψ˜j
∂t
+∆ψ˜j = 0 if λj∞ =∞.
(8.74)
• There exists a number N(j) such that for any n ≥ N(j),
− t
j
n
(λjn)2
∈ Ijmax (8.75)
and
lim
n→∞
∥∥ψ˜j(− tjn
(λjn)2
)
−e−i
t
j
n
(λ
j
n)
2
∆
u˜j
∥∥
H1
= 0. (8.76)
• If − tj∞
(λj∞)2
=∞, then T jmax =∞ and for any T > T jmin,∥∥σj∞ψ˜j∥∥Wj([T,∞)) <∞; (8.77)
• If − tj∞
(λj∞)2
= −∞, then T jmin = −∞ and for any T < T jmax,∥∥σj∞ψ˜j∥∥Wj((−∞,T ]) <∞. (8.78)
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When λj∞ ∈ {0,∞}, it is convenient rewriting (8.76) in the form
lim
n→∞
∥∥ψ˜j( · −xjn, − tjn
(λjn)2
)
− gjnσjne
−i t
j
n
(λ
j
n)
2
∆
u˜j
∥∥
H1
= 0 if λj∞ = 1,
lim
n→∞
∥∥∇gjn
{
σj∞ψ˜
j
(
− t
j
n
(λjn)2
)
− σjne
−i t
j
n
(λ
j
n)
2
∆
u˜j
}∥∥∥
L2
= 0 if λj∞ = 0.
(8.79)
Now, for each number j ≥ 1, we define
ψjn := G
j
nσ
j
nψ˜
j , (8.80)
and let Ijmax,n be the maximal existence-interval of ψ
j
n. Then, we see from (8.74) that
i
∂ψjn
∂t
+∆ψjn + F [ψ
j
n] = 0 if λ
j∞ = 1,
i
∂ψjn
∂t
+∆ψjn + (σ
j
∞)
−1F ‡[Gjnσ
j
∞ψ˜
j ] = 0 if λj∞ = 0,
i
∂ψjn
∂t
+∆ψjn = 0 if λ
j∞ =∞,
(8.81)
and
Ijmax,n =
 ((λ
j
n)2T
j
min + t
j
n, (λ
j
n)2T
j
max + t
j
n) if λ
j∞ ∈ {0, 1},
(−∞,∞) if λj∞ =∞.
(8.82)
Furthermore, (8.75) shows that 0 ∈ Ijmax,n for any n ≥ N(j).
In what follows, we discuss fundamental properties of nonlinear profiles in a series of
lemmas. In particular, we show that there is at most one “bad nonlinear profile”; the
other profiles are “good” in the sense of (8.135) and (8.136).
Lemma 8.10. Let j be a number for which λj∞ = 0, and let I be an interval on which∥∥〈∇〉ψ˜j∥∥
St(I)
<∞. (8.83)
Then, the following hold:
lim
n→∞ ‖σ
j
∞ψ˜
j − σjnψ˜j
∥∥
W2∗(I)
. lim
n→∞
∥∥∇{σj∞ψ˜j − σjnψ˜j}∥∥V2∗(I) = 0, (8.84)
lim
n→∞
∥∥∇{σj∞ψ˜j − σjnψ˜j}∥∥V
2+ 4
d
(I)
= 0, (8.85)
lim
n→∞
∥∥λjnσjnψ˜j∥∥V
2+ 4
d
(I)
= 0. (8.86)
Proof of Lemma 8.10. The inequality in (8.84) follows from Sobolev’s embedding. We
see from Ho¨lder’s inequality, Lemma 8.7, Lemma 8.8 and the assumption (8.83) that for
almost all t ∈ I,
lim
n→∞ ‖∇{σ
j
∞ψ˜
j(t)− σjnψ˜j(t)
}‖ 2(d+2)d−2
L
2d(d+2)
d2+4
≤ lim
n→∞ ‖∇{σ
j
∞ψ˜
j(t)− σjnψ˜j(t)
}‖ 8d−2
L2(I)
‖〈∇〉ψ˜j(t)‖2
L2
∗ (I)
= 0.
(8.87)
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Furthermore, we see from Lemma 8.8 and the assumption (8.83) that
‖∇{σj∞ψ˜j(t)− σjnψ˜j(t)
}‖ 2(d+2)d−2
L
2d(d+2)
d2+4
. ‖〈∇〉ψ˜j(t)‖
2(d+2)
d−2
L
2d(d+2)
d2+4
∈ L1(I). (8.88)
Thus, Lebesgue’s convergence theorem shows that the equality in (8.84) holds. Similarly,
we can prove (8.85). It remains to prove (8.86). We see from Ho¨lder’s inequality, Lemma
8.7, Lemma 8.8 and the assumption (8.83) that for almost all t ∈ I,
lim
n→∞
∥∥λjnσjnψ˜j(t)∥∥ 2(d+2)dL 2(d+2)
d
≤ lim
n→∞ ‖λ
j
nσ
j
nψ˜
j(t)‖
4
d
L2(I)
‖〈∇〉ψ˜j(t)‖2
L2
∗ (I) = 0. (8.89)
Furthermore, we see from Lemma 8.8 and the assumption (8.83) that
‖λjnσjnψ˜j(t)‖
2(d+2)
d
L
2(d+2)
d
. ‖〈∇〉ψ˜j(t)‖
2(d+2)
d
L
2(d+2)
d
∈ L1(I). (8.90)
Thus, Lebesgue’s convergence theorem shows that (8.86) holds.
Lemma 8.11. Let j be a number for which λj∞ = 0, and let I be an interval on which∥∥〈∇〉ψ˜j∥∥
St(I)
<∞. (8.91)
Then, the nonlinear term in (8.81) satisfies
lim
n→∞
∥∥〈∇〉{(σj∞)−1F ‡[Gjnσj∞ψ˜j ]− F [ψjn]}∥∥
L
2(d+2)
d+4
t,x (I
j
n)
= 0, (8.92)
where Ijn := ((λ
j
n)2 inf I + t
j
n, (λ
j
n)2 sup I + t
j
n).
Proof of Lemma 8.11. Note first that
F [ψjn] = F
‡[Gjnσ
j
nψ˜
j ] + F †[Gjnσ
j
nψ˜
j ]. (8.93)
Next, observe that
lim
n→∞
∥∥〈∇〉{(σj∞)−1F ‡[Gjnσj∞ψ˜j ]− F ‡[Gjnσjnψ˜j ]}∥∥
L
2(d+2)
d+4
t,x (I
j
n)
= lim
n→∞(λ
j
n)
−2∥∥Gjn(λjn)−1|∇|F ‡[σj∞ψ˜j ]−Gjn〈(λjn)−1∇〉F ‡[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
= lim
n→∞
∥∥|∇|F ‡[σj∞ψ˜j ]− λjn〈(λjn)−1∇〉F ‡[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I)
. lim
n→∞
∥∥∇{F ‡[σj∞ψ˜j ]− F ‡[σjnψ˜j ]}∥∥
L
2(d+2)
d+4
t,x (I)
+ lim
n→∞λ
j
n
∥∥{|(λjn)−1∇| − 〈(λjn)−1∇〉}F ‡[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I)
.
(8.94)
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We consider the first term on the right-hand side of (8.94). We see from elementary
computations and Ho¨lder’s inequality that
lim
n→∞
∥∥∇{F ‡[σj∞ψ˜j ]− F ‡[σjnψ˜j ]}∥∥
L
2(d+2)
d+4
t,x (I)
≤ lim
n→∞
∥∥|σj∞ψ˜j | 4d−2∇σj∞ψ˜j − |σjnψ˜j | 4d−2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
+ lim
n→∞
∥∥|σj∞ψ˜j | 8−2dd−2 (σj∞ψ˜j)2∇σj∞ψ˜j − |σjnψ˜j | 8−2dd−2 (σjnψ˜j)2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
.
(8.95)
Furthermore, we see from the triangle inequality, Ho¨lder’s inequality, Sobolev’s embed-
ding, Lemma 8.8, Lemma 8.10 and the assumption (8.91) that if d ≥ 6 (hence 4
d−2 ≤ 1),
then
lim
n→∞
∥∥|σj∞ψ˜j | 4d−2∇σj∞ψ˜j − |σjnψ˜j | 4d−2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
+ lim
n→∞
∥∥|σj∞ψ˜j | 8−2dd−2 (σj∞ψ˜j)2∇σj∞ψ˜j − |σjnψ˜j | 8−2dd−2 (σjnψ˜j)2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
. lim
n→∞
∥∥|σj∞ψ˜j | 4d−2∇σj∞ψ˜j − |σjnψ˜j | 4d−2∇σj∞ψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
+ lim
n→∞
∥∥|σj∞ψ˜j | 8−2dd−2 (σj∞ψ˜j)2∇σj∞ψ˜j − |σjnψ˜j | 8−2dd−2 (σjnψ˜j)2∇σj∞ψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
+ lim
n→∞
∥∥|σjnψ˜j | 4d−2∇σj∞ψ˜j − |σjnψ˜j | 4d−2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
+ lim
n→∞
∥∥|σjnψ˜j | 8−2dd−2 (σjnψ˜j)2∇σj∞ψ˜j − |σjnψ˜j | 8−2dd−2 (σjnψ˜j)2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
. lim
n→∞ ‖σ
j
∞ψ˜
j − σjnψ˜j‖
4
d−2
W2∗ (I)
‖∇σj∞ψ˜j‖V
2+ 4
d
(I)
+ lim
n→∞ ‖σ
j
nψ˜
j‖
4
d−2
W2∗ (I)
‖∇{σj∞ψ˜j − σj∞ψ˜j}‖V2+ 4
d
(I)
. lim
n→∞ ‖σ
j
∞ψ˜
j − σjnψ˜j‖
4
d−2
W2∗ (I)
‖〈∇〉ψ˜j‖V
2+ 4
d
(I)
+ lim
n→∞ ‖〈∇〉ψ˜
j‖
4
d−2
V2∗ (I)
‖∇{σj∞ψ˜j − σj∞ψ˜j}‖V
2+ 4
d
(I)
= 0.
(8.96)
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Similarly, we can verify that if 3 ≤ d ≤ 5 (hence 1 < 4
d−2 = 1 +
6−d
d−2 ), then
lim
n→∞
∥∥|σj∞ψ˜j | 4d−2∇σj∞ψ˜j − |σjnψ˜j | 4d−2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
+ lim
n→∞
∥∥|σj∞ψ˜j | 8−2dd−2 (σj∞ψ˜j)2∇σj∞ψ˜j − |σjnψ˜j | 8−2dd−2 (σjnψ˜j)2∇σjnψ˜j}∥∥
L
2(d+2)
d+4
t,x (I)
. lim
n→∞
{‖σj∞ψ˜j‖ 6−dd−2W2∗ + ‖σjnψ˜j‖ 6−dd−2W2∗ (I)}‖σj∞ψ˜j − σjnψ˜j‖W2∗(I)‖〈∇〉ψ˜j‖V2+ 4
d
(I)
+ lim
n→∞ ‖σ
j
nψ˜
j‖
4
d−2
W2∗ (I)
‖∇{σj∞ψ˜j − σj∞ψ˜j}‖V
2+ 4
d
(I)
= 0.
(8.97)
Next, we consider the second term on the right-hand side of (8.94). We see from the
Mihlin multiplier theorem, the assumption (8.91) and Lemma 8.10 that
lim
n→∞λ
j
n
∥∥{|(λjn)−1∇| − 〈(λjn)−1∇〉}F ‡[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I)
. lim
n→∞λ
j
n
∥∥F ‡[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I)
. lim
n→∞
∥∥σjnψ˜j∥∥ 4d−2W2∗(I)‖λjnσjnψ˜j‖V2+ 4
d
(I) = 0.
(8.98)
Putting (8.94) through (8.98) together, we find that
lim
n→∞
∥∥〈∇〉(σj∞)−1F ‡[Gjnσj∞ψ˜j ]− 〈∇〉F ‡[Gjnσjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
= 0. (8.99)
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We can also verify in a way similar to the estimates (8.94) and (8.98) that
lim
n→∞
∥∥〈∇〉F †[Gjnσjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
= lim
n→∞(λ
j
n)
4−(d−2)(p−1)
2
∥∥λjn〈(λjn)−1∇〉F †[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
. lim
n→∞(λ
j
n)
4−(d−2)(p−1)
2 λjn
∥∥{|(λjn)−1∇| − 〈(λjn)−1∇〉}F †[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
+ lim
n→∞(λ
j
n)
4−(d−2)(p−1)
2
∥∥∇F †[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
. lim
n→∞(λ
j
n)
4−(d−2)(p−1)
2 λjn
∥∥F †[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
+ lim
n→∞(λ
j
n)
4−(d−2)(p−1)
2
∥∥∇F †[σjnψ˜j ]∥∥
L
2(d+2)
d+4
t,x (I
j
n)
. lim
n→∞(λ
j
n)
4−(d−2)(p−1)
2
∥∥σjnψ˜j∥∥p−1Wp+1(I)‖λjnσjnψ˜j‖V2+ 4
d
(I)
+ lim
n→∞(λ
j
n)
4−(d−2)(p−1)
2
∥∥σjnψ˜j∥∥p−1Wp+1(I)‖∇σjnψ˜j‖V2+ 4
d
(I)
≤ lim
n→∞ ‖λ
j
nσ
j
nψ˜
j‖(p−1)(1−sp)
V
2+ 4
d
(I) ‖σjnψ˜j‖
(p−1)sp
W2∗(I)
‖λjnσjnψ˜j‖V
2+ 4
d
(I)
+ lim
n→∞ ‖λ
j
nσ
j
nψ˜
j
∥∥(p−1)(1−sp)
V
2+ 4
d
(I)
‖λjnσjnψ˜j
∥∥(p−1)sp
W2∗(I)
‖∇σjnψ˜j‖V
2+ 4
d
(I)
= 0.
(8.100)
Then, the desired result (8.92) follows from (8.99) and (8.100).
Lemma 8.12. For any δ > 0 and any k ≥ 1, there exists a number N(δ, k) such that for
any n ≥ N(δ, k), ∑
1≤j≤k
λ
j
∞=∞
‖〈∇〉F [ψjn]‖
L
2(d+2)
d+4
t,x (R)
≤ δ, (8.101)
where the sum is taken over all integers j satisfying 1 ≤ j ≤ k and λj∞ =∞.
Proof of Lemma 8.12. Let q denote p or 2∗ − 1, and let j ≥ 1 be a number for which
λj∞ = ∞, so that ψjn = Gjnσjneit∆u˜j. Then, we see from Ho¨lder’s inequality, Sobolev’s
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embedding, Strichartz’ estimate, Lemma 8.7 with σj∞ = 0 (see (8.56)) that
lim
n→∞ ‖|ψ
j
n|q−1ψjn‖
L
2(d+2)
d+4
t,x (R)
≤ lim
n→∞ ‖ψ
j
n‖q−1Wq+1(In)‖ψ
j
n‖V
2+ 4
d
(R)
. lim
n→∞(λ
j
n)
(q−1)(1−sq)‖|∇|sqσjneit∆u˜j‖q−1Vq+1(In)λ
j
n‖σjneit∆u˜j‖V2+ 4
d
(R)
. lim
n→∞(λ
j
n)
(q−1)(1−sq)‖|∇|sqσjnu˜j‖q−1L2 ‖λjnσjnu˜j‖L2
. lim
n→∞ ‖λ
j
nσ
j
nu˜
j‖(q−1)(1−sq)
L2
‖∇σjnu˜j‖(q−1)sqL2 ‖λjnσjnu˜j‖L2 = 0.
(8.102)
Similarly, we can verify that
lim
n→∞ ‖∇{|ψ
j
n|q−1ψjn}‖
L
2(d+2)
d+4
t,x (R)
. lim
n→∞ ‖|ψ
j
n|q−1|∇ψjn|‖
L
2(d+2)
d+4
t,x (R)
≤ lim
n→∞ ‖ψ
j
n‖q−1Wq+1(In)‖∇ψ
j
n‖V2+ 4
d
(R) = 0.
(8.103)
Thus, we find from (8.102) and (8.103) that for any δ > 0 and any k ≥ 1, there exists
N(δ, k) ≥ 1 such that for any n ≥ N(δ, k),∑
1≤j≤k
λ
j
∞=∞
‖〈∇〉{|ψjn|q−2ψjn}‖
L
2(d+2)
d+4
t,x (R)
≤ δ, (8.104)
which gives us the desired result.
Lemma 8.13. Let j ≥ 1, and let I be an interval on which ψ˜j exists. Then, we have
sup
n≥1
‖〈∇〉ψjn‖St(Ijn) . ‖〈∇〉ψ˜
j‖St(I), (8.105)
where Ijn := ((λ
j
n)2 inf I + t
j
n, (λ
j
n)2 sup I + t
j
n).
Proof of Lemma 8.13. We can easily verify that
‖〈∇〉ψjn‖L∞t L2x(Ijn) ≤ ‖λ
j
nσ
j
nψ˜
j‖L∞t L2x(I) + ‖∇σjnψ˜j‖L∞t L2x(I), (8.106)
‖〈∇〉ψjn‖L2tL2∗x (Ijn) ≤ ‖λ
j
nσ
j
nψ˜
j‖L2tL2∗x (I) + ‖∇σ
j
nψ˜
j‖L2tL2∗x (I). (8.107)
When λj∞ ∈ {0, 1}, these estimates (8.106) and (8.107) together with Lemma 8.8 prove
the lemma. Assume λj∞ =∞, so that ψ˜j(t) = eit∆u˜j. Then, we see from (8.106), (8.107)
and Strichartz’ estimate that
‖〈∇〉ψjn‖L∞t L2x(Ijn) + ‖〈∇〉ψ
j
n‖L2tL2∗x (Ijn) . ‖λ
j
nσ
j
nu˜
j‖L2 + ‖∇σjnu˜j‖L2
. ‖〈∇〉u˜j‖L2 = ‖〈∇〉ψ˜j‖L∞t L2x(I).
(8.108)
Thus, we have completed the proof.
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Lemma 8.14 (cf. Lemma 6.8 in [3]). There exists a number J0 such that I
j
max = R for
any j > J0; and for any r ≥ 2,∑
j>J0
‖〈∇〉ψ˜j‖rSt(R) .
∑
j>J0
‖u˜j‖rH1 <∞. (8.109)
Proof of Lemma 8.14. It follows from (8.49) and the uniform boundedness (8.38) that
lim
n→∞
k∑
j=1
∥∥gjnσjne−i tjn(λjn)2∆u˜j∥∥2H1 . 1 (8.110)
for all k ≥ 1. Furthermore, we see from Lemma 8.7 that: if λj∞ = 0, then
lim
n→∞
∥∥gjnσjne−i tjn(λjn)2∆u˜j∥∥L2 = limn→∞∥∥λjnσjnu˜j∥∥L2 = 0, (8.111)
lim
n→∞
∥∥∇gjnσjne−i tjn(λjn)2∆u˜j∥∥L2 = limn→∞∥∥∇σjnu˜j∥∥L2 = ‖u˜j‖H1 ; (8.112)
and if λj∞ ∈ {1,∞}, then
lim
n→∞
∥∥gjnσjne−i tjn(λjn)2∆u˜j∥∥H1 = ‖u˜j‖H1 . (8.113)
Putting (8.110) through (8.113) together, we obtain that
∞∑
j=1
‖u˜j‖2H1 = lim
k→∞
k∑
j=1
‖u˜j‖2H1 . lim
k→∞
k∑
j=1
lim
n→∞
∥∥gjnσjne−i tjn(λjn)2∆u˜j∥∥2H1 . 1. (8.114)
In particular, for any δ > 0, we can take J(δ) ≥ 1 such that for any j ≥ J(δ),
‖u˜j‖H1 < δ. (8.115)
Note here that if λj∞ = 0, then (8.115) is rewritten as ‖∇σj∞u˜j‖2L2 < δ. Since ψ˜j satisfies
(8.74) and (8.76), the small-data theory (Lemma D.1) together with (8.115) implies that
there exists a number J0 such that for any j ≥ J0,
‖〈∇〉ψ˜j‖St(R) . ‖u˜j‖H1 . (8.116)
Then, the claim (8.109) follows from (8.114), (8.116) and Jensen’s inequality.
Lemma 8.15. For any number k ≥ 1, there exists a number N(k) such that for any
n ≥ N(k),
k∑
j=1
Iω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)
+ Iω(wkn) ≤ mω −
κ1(R∗)
10d(p − 1) . (8.117)
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Proof of Lemma 8.15. It follows from (8.32), (8.37) and Sω(ψn) ≤ mω + εn that for any
numbers n and k,
mω − κ1(R∗)
2d(p − 1) ≥ mω + εn −
2
d(p − 1)K(ψn(0))
≥ Sω(ψn)− 2
d(p − 1)K(ψn(0)) = Iω(ψn(0)).
(8.118)
This together with (8.53) gives us the desired result (8.117).
Lemma 8.16. For any number k ≥ 1, there exists a number N(k) such that for any
n ≥ N(k) and any j ≤ k for which the linear profile u˜j is non-trivial,
H(gjnσjne−i tjn(λjn)2∆u˜j) > 12K(gjnσjne−i
t
j
n
(λ
j
n)
2
∆
u˜j
)
> 0, (8.119)
H(wkn) ≥
1
2
K(wkn) ≥ 0. (8.120)
Proof of Lemma 8.16. Since Iω is non-negative, Lemma 8.15 together with (1.10) shows
that for any k ≥ 1, there exists a number N(k) such that for any n ≥ N(k) and any
j ≤ k for which u˜j is non-trivial,
K(gjnσjne−i tjn(λjn)2∆u˜j) > 0, K(wkn) ≥ 0. (8.121)
This together with (1.6) gives us the desired result.
Lemma 8.17. There is at most one number j0 such that λ
j0∞ ∈ {0, 1} and Sω(σ
j0∞ψ˜j0) ≥ mω if λj0∞ = 1,
H‡(σj0∞ψ˜j0) ≥ H‡(W ) if λj0∞ = 0.
(8.122)
Proof of Lemma 8.17. First, we consider a number k such that
Sω
(
gknσ
k
ne
−i t
k
n
(λkn)
2
∆
u˜k
) ≤ 2
3
mω. (8.123)
Then, it follows from Lemma 8.7, Lemma 8.9, (8.74), (8.79), (1.34) and (1.35) that for
any sufficiently large number n,
Sω(σk∞ψ˜k) = Sω
(
σk∞ψ˜k
(
− tkn
(λkn)
2
))
< mω if λ
k∞ = 1,
H‡(σk∞ψ˜k) = H‡
(
σk∞ψ˜k
(
− tkn
(λkn)
2
))
< H‡(W ) if λk∞ = 0.
(8.124)
Thus, it suffices for the desired result to show that there is at most one number j0 such
that for any sufficiently large n,
Sω
(
gj0n σ
j0
n e
−i t
j0
n
(λ
j0
n )
2
∆
u˜j0
) ≥ 2
3
mω. (8.125)
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We see from Lemma 8.16 that for any j ≥ 1 and any sufficiently large n,
Sω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
) ≥ 0. (8.126)
Hence, it follows from (8.52) and Sω(ψn(0)) < mω + εn that there are at most one linear
profile satisfying (8.125).
Now, using Lemma 8.17 and reordering the indices, we may assume that for any
j ≥ 2,  Sω(σ
j∞ψ˜j) < mω if λ
j∞ = 1,
H‡(σj∞ψ˜j) < H‡(W ) if λj∞ = 0.
(8.127)
Lemma 8.18. Assume (8.127). Then, for any j ≥ 1 for which the nonlinear profile ψ˜j
is non-trivial and λj∞ ∈ {0, 1}, there exists a number N(j) such that for any n ≥ N(j),
K(ψ˜j(− tjn
(λjn)2
))
> 0 if λj∞ = 1,
K‡(σj∞ψ˜j(− tjn
(λjn)2
)
> 0 if λj∞ = 0.
(8.128)
Furthermore, if λj∞ = 0 and H‡(σj∞ψ˜j) < H‡(W ), then for any n ≥ N(j),
∥∥∇σj∞ψ˜j(− tjn
(λjn)2
)∥∥2
L2
< ‖∇W‖2L2 . (8.129)
Proof of Lemma 8.18. We see from Lemma 8.15 that there exists a number N(j) such
that for any n ≥ N(j),
Iω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
) ≤ mω − κ1(R∗)
100d(p − 1) . (8.130)
When λj∞ = 1, the desired result (8.128) follows from (8.79), (8.130) and (1.10). In order
to prove (8.128) in the case λj∞ = 0, note that it follows from (1.30) and (8.130) that for
any n ≥ N(j),
I‡ω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)
= H‡(gjnσjne−i tjn(λjn)2∆u˜j)− 2d(p− 1)K‡(gjnσjne−i
t
j
n
(λ
j
n)
2
∆
u˜j
)
≤ Sω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)− 2
d(p − 1)K
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)
= Iω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
) ≤ mω − κ1(R∗)
100d(p − 1) .
(8.131)
Furthermore, we see from (8.131) and (8.79) that for any n ≥ N(j),
I‡ω
(
σj∞ψ˜
j
(
− t
j
n
(λjn)2
))
= lim
n→∞I
‡(gjnσjne−i tjn(λjn)2∆u˜j) ≤ mω − κ1(R∗)100d(p − 1) . (8.132)
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Thus, when λj∞ = 0, (1.29) together with (1.34), (1.35) and (8.132) shows that for any
n ≥ N(j),
K‡(σj∞ψ˜j(− tjn
(λjn)2
))
=
∥∥∇σj∞ψ˜j(− tjn
(λjn)2
)∥∥2
L2
− ∥∥σj∞ψ˜j(− tjn
(λjn)2
)∥∥2∗
L2
∗ > 0, (8.133)
which completes the proof of (8.128).
Next, we shall show (8.129). Assume λj∞ = 0 and H‡(σj∞ψ˜j) < H‡(W ). Then, we
see from (8.133), (1.34) and (1.28) that for any n ≥ N(j),
1
d
∥∥∇σj∞ψ˜j(− tjn
(λjn)2
)∥∥2
L2
=
1
2
∥∥∇σj∞ψ˜j(− tjn
(λjn)2
)∥∥2
L2
− 1
2∗
∥∥∇σj∞ψ˜j(− tjn
(λjn)2
)∥∥2
L2
≤ 1
2
∥∥∇σj∞ψ˜j(− tjn
(λjn)2
)∥∥2
L2
− 1
2∗
∥∥σj∞ψ˜j(− tjn
(λjn)2
)∥∥2∗
L2
∗
= H‡(σj∞ψ˜j) < H‡(W ) = 1d‖∇W‖2L2 .
(8.134)
Thus, we have completed the proof.
We see from Lemma 8.18 and (8.127) that for any j ≥ 2 for which ψ˜j is non-trivial
and λj∞ 6=∞,  σ
j∞ψ˜j ∈ PWω,+ if λj∞ = 1,
σj∞ψ˜j ∈ PW ‡+ if λj∞ = 0.
(8.135)
Furthermore, since ψ˜j(t) = eit∆u˜j for j ≥ 1 with λj∞ =∞, it follows from Theorem 1.2,
Theorem 1.3 and Lemma 8.14 that Ijmax = R for any j ≥ 2, and
sup
j≥2
‖〈∇〉ψ˜j‖St(R) <∞. (8.136)
8.2.4 Existence of bad profile
In the previous section, we showed that there are at most one bad profile (see Lemma
8.17), and the candidate is ψ˜1 (see (8.136)). Our aim in this section is to show that for
any T ∈ (T 1min, T 1max),
‖σ1∞ψ˜1‖W1([T,T 1max)) =∞, (8.137)
where W1 is the function space defined by (8.73) (see Proposition 8.25 below). To this
end, we observe properties of ψ˜1 on an interval where
‖σ1∞ψ˜1‖W1(I) <∞. (8.138)
Lemma 8.19. For any interval I satisfying (8.138), we can take a constant A(I) > 0
such that
‖〈∇〉ψ˜1‖St(I) ≤ A(I). (8.139)
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Proof of Lemma 8.19. When λ1∞ = ∞, ψ˜1(t) = eit∆u˜1 and therefore the claim follows
from Strichartz’ estimate. Moreover, when I is a compact interval in I1max, the claim
follows from the well-posedness theory. Thus, we may assume that λj∞ ∈ {0, 1}, and
sup I = T 1max or inf I = T
1
min. We only consider the case where sup I = T
1
max and
T 1min < inf I. The same proof is applicable for the other cases. Since sup I = T
1
max, the
blowup criterion (cf. Theorem 4.1 in [3] and Lemma 2.11 in [18]) together with (8.138)
shows that T 1max =∞ and
‖σ1∞ψ˜1‖W1([inf I,∞)) <∞. (8.140)
We shall show that
sup
t∈[inf I,∞)
‖ψ˜1(t)‖H1 <∞. (8.141)
Suppose for contradiction that (8.141) was false. Then, we could take a sequence {tn} in
[inf I,∞) such that limn→∞ tn =∞ and
lim
n→∞
∥∥ψ˜1(tn)∥∥H1 =∞. (8.142)
Assume λ1∞ = 1. Then, ψ˜1 is a solution to (NLS), and we see from Strichartz’ estimate
and Ho¨lder’s inequality that for any tm < tn,
∥∥e−itm∆ψ˜1(tm)− e−itn∆ψ˜1(tn)∥∥H1 ≤ sup
T∈[tm,tn]
∥∥∥∫ T
tm
e−it∆F [ψ˜1(t)] dt
∥∥∥
H1
. ‖ψ˜1‖p−1
Wp+1([tm,∞))‖〈∇〉ψ˜
1‖Vp+1([tm,∞)) + ‖ψ˜1‖
4
d−2
W2∗ ([tm,∞))‖〈∇〉ψ˜
1‖V2∗ ([tm,∞)).
(8.143)
Moreover, we see from (8.140) and σ1∞ = 1 that
lim
T→∞
‖ψ˜1‖Wp+1([T,∞))∩W2∗([T,∞)) = 0. (8.144)
In particular, for any δ > 0, there exists T (δ) > 0 such that
‖ψ˜1‖Wp+1([T (δ),∞))∩W2∗ ([T (δ),∞)) ≤ δ. (8.145)
An estimate similar to (8.143) together with (8.145) also yields that
‖〈∇〉ψ˜1‖Vp+1([T (δ),∞))∩V2∗ ([T (δ),∞))
. ‖ψ˜1(T (δ))‖H1 + (δp−1 + δ 4d−2 )‖〈∇〉ψ˜1‖Vp+1([T (δ),∞))∩V2∗ ([T (δ),∞)). (8.146)
Thus, we can take δ0 > 0 such that
‖〈∇〉ψ˜1‖Vp+1([T (δ0),∞))∩V2∗ ([T (δ0),∞)) . ‖ψ˜1
(
T (δ0)
)‖H1 . (8.147)
Combining (8.143) with (8.144) and (8.147), we find that {e−itn∆ψ˜1(tn)} is a Cauchy
sequence in H1(Rd). Similarly, when λ1∞ = 0, we can verify that {e−itn∆σ1∞ψ˜1(tn)} is
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a Cauchy sequence in H˙1(Rd). Thus, in both cases λ1∞ = 1 and λ1∞ = 0, we can take
φ+ ∈ H1(Rd) such that
lim
n→∞ ‖ψ˜
1(tn)‖H1 = ‖φ+‖H1 <∞. (8.148)
However, this contradicts (8.142). Hence, we have proved (8.141).
Now, we are able to show (8.139). If λ1∞ = 1, then e[ψ˜1] ≡ 0 (see (1.66) for the
definition of e[ψ˜1]), and Lemma D.2 together with (8.140) and (8.141) gives us the desired
estimate (8.139). If λ1∞ = 0, then e‡[σ1∞ψ˜1] ≡ 0. Moreover, it follows from (8.73), (8.140)
and (8.141) that
‖σ1∞ψ˜1‖W2∗ ([inf I,∞)) <∞, sup
t∈[inf I,∞)
‖∇σ1∞ψ˜1‖L2 <∞. (8.149)
Hence, we see from Lemma D.2 that
‖〈∇〉ψ˜1‖St([inf I,∞)) = ‖∇σ1∞ψ˜1‖St([inf I,∞)) <∞, (8.150)
which completes the proof.
Since the estimate (8.42) is insufficient to control the remainder eit∆wjn in the Strichartz
space 〈∇〉−1St(R), we need the following estimate:
Lemma 8.20. Assume (8.127), and let q denote p or 2∗ − 1. Then, for any δ > 0, any
interval I satisfying (8.138), and any number j ≥ 1, there exists a number K(δ, I, j) with
the following property: for any k ≥ K(δ, I, j), there exists a number N(δ, I, j, k) such
that for any n ≥ N(δ, I, j, k) and s ∈ {0, 1},∥∥ψjn|∇|seit∆wkn∥∥
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
≤ δ, (8.151)
where In := ((λ
1
n)
2 inf I + t1n, (λ
1
n)
2 sup I + t1n).
Proof of Lemma 8.20. Let I be an interval on which (8.138) holds. Put I1 := I and
Ij := R for j ≥ 2. Then, it follows from Lemma 8.19 and (8.136) that there exists a
constant A(I) > 0 such that
sup
j≥1
‖〈∇〉ψ˜j‖St(Ij) ≤ A(I). (8.152)
Moreover, we see from (8.80) and elementary computations that for any numbers j, k, n ≥
1 and s ∈ {0, 1},
‖ψjn|∇|seit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
≤ (λjn)2−sq‖σjnψ˜j(Gjn)−1|∇|seit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
.
(8.153)
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We consider the right-hand side of (8.153) according to s and λj∞:
Case 1.1. Assume s = 0 and λj∞ ∈ {0, 1} in (8.153). Then, we see from Ho¨lder’s
inequality, Lemma 8.8, (8.152) and (8.55) that there exists a number K1(δ, I) with the
following property: for any k ≥ K1(δ, I), there exists a number N1(δ, I, k) such that for
any j ≥ 1 and any n ≥ N1(δ, I, k),
(λjn)
2−sq‖σjnψ˜j(Gjn)−1eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
≤ λjn‖σjnψ˜j‖V
2+ 4
d
(Ij)‖eit∆wkn‖Wq+1(R) . ‖〈∇〉ψ˜j‖V2+ 4
d
(Ij)‖eit∆wkn‖Wq+1(R) ≤ δ.
(8.154)
Case 1.2. Assume s = 0 and λj∞ = ∞. Then, ψ˜j(t) = eit∆u˜j and we see from an
estimate similar to (8.154), Strichartz’ estimate, Lemma 8.7 and Lemma 8.14 that for
any k ≥ K1(δ, I), there exists a number N1(δ, I, k) such that for any j ≥ 1 and any
n ≥ N1(δ, I, k),
(λjn)
2−sq‖σjnψ˜j(Gjn)−1eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
≤ λjn‖eit∆σjnu˜j‖V
2+ 4
d
(Ij)‖eit∆wkn‖Wq+1(R) . ‖〈∇〉u˜j‖L2‖eit∆wkn‖Wq+1(R) ≤ δ.
(8.155)
Case 2.1. Assume s = 1 and λj∞ ∈ {0, 1} in (8.153). Take a sequence {vjm}m≥1 of
smooth functions on Rd × R with the following properties:
lim
m→∞
∥∥〈∇〉(ψ˜j − vjm)∥∥V
2+ 4
d
(Ij)∩V2∗ (Ij) = 0, (8.156)
and for each m ≥ 1, there exist Rjm > 0, T jm > 0 and ajm ∈ R such that
Ejm :=
{
(x, t) : |x| ≤ Rjm, |t− ajm| ≤ T jm
} ⊂ Rd × Ij (8.157)
and the support of vjm is contained in E
j
m.
We see from (8.152) and (8.156) that for each j ≥ 1, there exists a number M1(I, j)
such that for any m ≥M1(I, j),
‖〈∇〉vjm‖V
2+ 4
d
(Ij)∩V2∗ (Ij) ≤ A(I) + 1. (8.158)
Moreover, it follows from (8.156) that for any δ > 0 and any j ≥ 1, there exists
M2(δ, I, j) ≥ 1 such that for any m ≥M2(δ, I, j),
‖〈∇〉(ψ˜j − vjm)‖V
2+ 4
d
(Ij)∩V2∗ (Ij) ≤ δ. (8.159)
Put m0 := max{M1(I, j),M2(δ, I, j)}. We see from the triangle inequality, Ho¨lder’s
inequality and Sobolev’s embedding that the right-hand side of (8.153) with s = 1 is
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estimated as follows:
(λjn)
2−sq‖σjnψ˜j(Gjn)−1|∇|eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
≤ (λjn)1−sq‖σjnψ˜j − σjnvjm0‖Wq+1(Ij)‖|∇|eit∆wkn‖V2+ 4
d
(Ij)
+ (λjn)
2−sq‖σjnvjm0(Gjn)−1|∇|eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
.
(8.160)
We consider the first term on the right-hand side of (8.160). Using (8.54), Ho¨lder’s
inequality, Lemma 8.8 and (8.159) that if n is sufficiently large dependently on k, then
(λjn)
1−sq‖σjnψ˜j − σjnvjm0‖Wq+1(Ij)‖|∇|eit∆wkn‖V2+ 4
d
(Ij)
. (λjn)
1−sq‖σjnψ˜j − σjnvjm0‖
1−sq
V
2+ 4
d
(Ij)
‖σjnψ˜j − σjnvjm0‖
sq
W2∗ (I
j)
. ‖〈∇〉{ψ˜j − vjm0}‖
1−sq
V
2+ 4
d
(I)‖〈∇〉{ψ˜j − vjm0}‖
1−sq
V2∗ (I)
≤ δ.
(8.161)
Next, we consider the second term on the right-hand side of (8.160). Assume first
that λj∞ = 1, so that λjn ≡ 1 and σjn ≡ 1. Then, we see from Ho¨lder’s inequality,
Sobolev’s embedding, (8.158), (8.54), Lemma 2.5 of [21] and (8.55) that there exists
a number K2(δ, I, j) with the following property: for any k ≥ K2(δ, I, j), there exists
N2(δ, I, j, k) ≥ 1 such that for any n ≥ N2(δ, I, j, k),
(λjn)
2−sq‖σjnvjm0(Gjn)−1|∇|eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
= ‖vjm0 |∇|eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4 (Ejm0 )
≤ ‖vjm0‖W2∗ (Ij)‖|∇|eit∆wkn‖
L
(d+2)(q−1)
q+1 (Ejm0 )
. ‖∇vjm0‖V2∗ (Ij)‖|∇|eit∆wkn‖
L
(d+2)(q−1)
q+1 (Ejm0 )
. {A(I) + 1}‖|∇|eit∆wkn‖1−sqL2(Ejm0 )‖|∇|e
it∆wkn‖sqV
2+ 4
d
(R)
. {A(I) + 1}(T jm0)
2(1−sq )
3(d+2) (Rjm0)
(3d+2)(1−sq)
6(d+2) ‖eit∆wkn‖
1−sq
3
W2∗(R)
‖∇wkn‖
2(1−sq)
3
L2
. {A(I) + 1}(T jm0)
2(1−sq )
3(d+2) (Rjm0)
(3d+2)(1−sq)
6(d+2) ‖eit∆wkn‖
1−sq
3
W2∗(R)
≤ δ.
(8.162)
Next, we assume that λj∞ = 0. We see from Lemma 8.8 and the support property of vjm0
that
‖λjnσjnvjm0(t)‖2L2 . ‖〈∇〉vjm0(t)‖2L2 ∈ L1(R). (8.163)
We also see from Lemma 8.7 that for any t ∈ R,
lim
n→∞ ‖λ
j
nσ
j
nv
j
m0
(t)‖L2 = 0. (8.164)
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Hence, Lebesgue’s convergence theorem shows that
lim
n→∞ ‖λ
j
nσ
j
nv
j
m0
‖2
L2t,x(I
j) = limn→∞
∫
R
‖λjnσjnvjm0(t)‖2L2 dt = 0. (8.165)
Furthermore, it follows from Ho¨lder’s inequality, (8.54), Sobolev’s embedding, Lemma
8.8, (8.158), λjn ≤ 1 and (8.165) that for any k ≥ 1, there exists N3(δ, I, j, k) ≥ 1 such
that for any n ≥ N3(δ, I, j, k),
(λjn)
2−sq‖σjnvjm0(Gjn)−1|∇|eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
≤ (λjn)1−sq‖σjnvjm0‖
1−sq
V
2+ 4
d
(Ij)
‖σjnvjm0‖
sq
W2∗ (Ij)
‖|∇|eit∆wkn‖V
2+ 4
d
(R)
. ‖λjnσjnvjm0‖
1−sq
V
2+ 4
d
(Ij)
{A(I) + 1}sq
. ‖λjnσjnvjm0‖
1−sq
2
L2tL
2
x(I
j)
(λjn)
1−sq
2 ‖σjnvjm0‖
1−sq
2
W2∗(I
j)
{A(I) + 1}sq
. ‖λjnσjnvjm0‖
1−sq
2
L2tL
2
x(I
j)
‖∇σjnvjm0‖
1−sq
2
V2∗ (I
j)
{A(I) + 1}sq
. ‖λjnσjnvjm0‖
1−sq
2
L2tL
2
x(Ij)
{A(I) + 1} 1+sq2 ≤ δ.
(8.166)
Case 2.2. Assume s = 1 and λj∞ = ∞ in (8.153). We see from Ho¨lder’s inequality,
(8.54), Sobolev’s embedding, Strichartz’ estimate and Lemma 8.7 that for any k ≥ 1,
there exists N4(δ, j, k) ≥ 1 such that for any n ≥ N4(δ, j, k),
(λjn)
2−sq‖σjnψ˜j(Gjn)−1|∇|eit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (I
j)
≤ (λjn)1−sq‖σjnψ˜j‖1−sqV
2+ 4
d
(Ij)
‖σjnψ˜j‖sqW2∗(Ij)‖|∇|e
it∆wkn‖V
2+ 4
d
(R)
. (λjn)
1−sq‖eit∆σjnu˜j‖1−sqV
2+ 4
d
(Ij)
‖eit∆∇σjnu˜j‖sqV2∗ (Ij)
. ‖λjnσjnu˜j‖1−sqL2 ‖∇σjnu˜j‖
sq
L2
≤ δ.
(8.167)
Thus, putting the estimates (8.153), (8.154), (8.160), (8.161), (8.162), (8.166) and
(8.167) together, we obtain the desired result (8.151).
Now, for a number k ≥ 1, we define an approximate solution ψk−appn of ψn by
ψk−appn (t) :=
k∑
j=1
ψjn(t) + e
it∆wkn. (8.168)
Assume (8.127). Then, we have Ijmax = R for all j ≥ 2, which together with (8.82)
shows that Ijmax,n = R for all j ≥ 2. Hence, for any numbers k and n, the maximal
existence-interval of ψk−appn is I1max,n :=
(
(λ1n)
2T 1min + t
1
n, (λ
1
n)
2T 1max + t
1
n
)
. Furthermore,
we see from (8.75) that 0 ∈ I1max,n for any sufficiently large number n.
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Lemma 8.21. Assume (8.127), and let q denote one of the numbers 1+ 4
d
, p and 2∗−1.
Then, for any j0 ≥ 2, any k > j0 and any δ > 0, there exists a number N(j0, k, δ) such
that for any n ≥ N(j0, k, δ),
∥∥ k∑
j=j0
ψjn
∥∥ (d+2)(q−1)2
Wq+1(R)
≤
k∑
j=j0
‖ψjn‖
(d+2)(q−1)
2
Wq+1(R)
+ δ, (8.169)
∥∥∇ k∑
j=j0
ψjn
∥∥ 2(d+2)d
V
2+ 4
d
(R) ≤
k∑
j=j0
‖∇ψjn‖
2(d+2)
d
V
2+ 4
d
(R) + δ. (8.170)
Proof of Lemma 8.21. Let j0 and k be numbers with 2 ≤ j0 < k. Then, we can verify
that there exists a constant C(j0, k) such that for any number n,
∥∥ k∑
j=j0
ψjn
∥∥ (d+2)(q−1)2
Wq+1(R)
≤
k∑
j=j0
‖ψjn‖
(d+2)(q−1)
2
Wq+1(R)
+ C(j0, k)
k∑
j=2
∑
2≤j′≤k;
j′ 6=j
∫
R
∫
Rd
|ψjn|
(d+2)(q−1)
2
−1|ψj′n | dxdt.
(8.171)
Furthermore, the orthogonality (8.41) shows that for any δ > 0, we can take a number
N(j0, k, δ) such that for any distinct numbers j, j
′ ∈ {2, . . . , k} and any n ≥ N(j0, k, δ),∫
R
∫
Rd
∣∣ψjn(x, t)∣∣ (d+2)(q−1)2 −1∣∣ψj′n (x, t)∣∣ dxdt ≤ δC(j0, k)k2 . (8.172)
Putting (8.171) and (8.172) together, we obtain the desired result (8.169). Similarly, we
can verify that (8.170) holds.
Lemma 8.22. Assume (8.127). Then, for any interval I satisfying (8.138), we can take
a constant B(I) > 0 with the following property: for any number k, there exists a number
N(k) such that for any n ≥ N(k),
‖ψk-appn ‖Wp+1(In)∩W2∗ (In) + ‖〈∇〉ψk-appn ‖V2+ 4
d
(In) ≤ B(I), (8.173)
where In := ((λ
1
n)
2 inf I + t1n, (λ
1
n)
2 sup I + t1n).
Proof of Lemma 8.22. We consider the first term on the right-hand side of (8.173). Let
q denote p or 2∗ − 1, and let J0 be the number found in Lemma 8.14. Then, it follows
from Lemma 8.21 with δ = 1, Lemma 8.13, (8.54), Lemma 8.19, (8.136) and Lemma 8.14
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that for any number k, there exists a number N(k) such that for any n ≥ N(k),
‖ψk-appn ‖
(d+2)(q−1)
2
Wq+1(In)
. ‖ψ1n‖
(d+2)(q−1)
2
Wq+1(In)
+
k∑
j=2
‖ψjn‖
(d+2)(q−1)
2
Wq+1(R)
+ 1 + ‖eit∆wkn‖
(d+2)(q−1)
2
Wq+1(R)
. ‖〈∇〉ψ˜1‖
(d+2)(q−1)
2
St(I) +
J0∑
j=2
‖〈∇〉ψ˜j‖
(d+2)(q−1)
2
St(R) +
∞∑
j=J0
‖〈∇〉ψ˜j‖
(d+2)(q−1)
2
St(R) + 1
. A(I)
(d+2)(q−1)
2 + J0 + 1.
(8.174)
Thus, we have obtained the desired estimate for the first term. We can deal with the
second term in a similar way.
Lemma 8.23. Assume (8.127), and let q denote p or 2∗−1. Then, for any δ > 0 and any
interval I satisfying (8.138), we can take a number K(δ, I) with the following property:
for any k ≥ K(δ, I), there exists a number N(δ, I, k) such that for any n ≥ N(δ, I, k) and
s ∈ {0, 1}, ∥∥|ψk-appn |q−1|∇|seit∆wkn∥∥
L
2(d+2)
d+4
t,x (In)
≤ δ, (8.175)
where In := ((λ
1
n)
2 inf I + t1n, (λ
1
n)
2 sup I + t1n).
Proof of Lemma 8.23. Let us begin with some preparation. We see from Sobolev’s em-
bedding, Lemma 8.13 and Lemma 8.14 that for any δ > 0, there exists a number K1(δ)
such that ∞∑
j=K1(δ)
∥∥ψjn∥∥ (d+2)(q−1)2Wq+1(R) . ∞∑
j=K1(δ)
∥∥〈∇〉ψ˜j∥∥ (d+2)(q−1)2
St(R) ≤ δ. (8.176)
This together with Lemma 8.21 shows that for any δ > 0 and any k > K1(δ), there exists
a number N1(δ, k) such that for any n ≥ N1(δ, k),
∥∥ k∑
j=K1(δ)+1
ψjn
∥∥ (d+2)(q−1)2
Wq+1(R)
. δ. (8.177)
Furthermore, we see from Ho¨lder’s inequality, (8.54) and (8.55) that for any δ > 0, there
exists a number K2(δ) with the following property: for any k ≥ K2(δ), there exists a
number N2(δ, k) such that for any n ≥ N2(δ, k) and s ∈ {0, 1},∥∥eit∆wkn|∇|seit∆wkn∥∥ (d+2)(q−1)2
L
2(d+2)(q−1)
d(q−1)+4
t,x (R)
≤ ‖eit∆wkn‖
(d+2)(q−1)
2
Wq+1(R)
‖|∇|seit∆wkn‖
(d+2)(q−1)
2
V
2+ 4
d
(R)
. ‖eit∆wkn‖
(d+2)(q−1)
2
Wq+1(R)
≤ δ.
(8.178)
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Now, we shall prove (8.175). First, we consider the case where q ≤ 2. Then, we
see from Ho¨lder’s inequality, (8.54), (8.177) and (8.178) that for any δ > 0, any k >
max{K1(δ),K2(δ)}, any n ≥ max{N1(δ, k), N2(δ, k)} and s ∈ {0, 1},
‖|ψk-appn |q−1|∇|seit∆wkn‖
d+2
2
L
2(d+2)
d+4
t,x (In)
≤ ‖ψk-appn |∇|seit∆wkn‖
(d+2)(q−1)
2
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
‖|∇|seit∆wkn‖
(d+2)(2−q)
2
V
2+ 4
d
(In)
. ‖ψk-appn |∇|seit∆wkn‖
(d+2)(q−1)
2
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
. C(δ)
K1(δ)∑
j=1
‖ψjn|∇|seit∆wkn‖
(d+2)(q−1)
2
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
+ ‖
k∑
j=K1(δ)+1
ψjn‖
(d+2)(q−1)
2
Wq+1(R)
‖|∇|seit∆wkn‖
(d+2)(q−1)
2
V
2+ 4
d
(R)
+
∥∥eit∆wkn|∇|seit∆wkn∥∥ (d+2)(q−1)2
L
2(d+2)(q−1)
d(q−1)+4
t,x (R)
. C(δ)K1(δ) sup
1≤j≤K1(δ)
‖ψjn|∇|seit∆wkn‖
(d+2)(q−1)
2
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
+ δ,
(8.179)
where C(δ) is some constant depending only on d, q and K1(δ). Moreover, Lemma
8.20 shows that we can take a number K3(δ, I) with the following property: for any
k ≥ K3(δ, I), there exists a number N3(δ, I, k) such that for any 1 ≤ j ≤ K1(δ), any
n ≥ N3(δ, I, k) and s ∈ {0, 1},∥∥ψjn|∇|seit∆wkn∥∥ (d+2)(q−1)2
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
≤ δ
C(δ)K1(δ)
. (8.180)
Putting (8.179) and (8.180) together, we obtain the desired result (8.175) in the case
q ≤ 2.
Next, we consider the case where q > 2. In this case, we see from Ho¨lder’s inequality
and Lemma 8.22 that there exists B(I) > 0 with the following property: for any number
k, there exists a number N4(k) such that for any n ≥ N4(k) and s ∈ {0, 1},∥∥|ψk-appn |q−1|∇|seit∆wkn∥∥
L
2(d+2)
d+4
t,x (In)
≤ ‖ψk-appn |∇|seit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
‖ψk-appn ‖q−2Wq+1
≤ ‖ψk-appn |∇|seit∆wkn‖
L
2(d+2)(q−1)
d(q−1)+4
t,x (In)
B(I)q−2.
(8.181)
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Then, we can obtain the desired estimate (8.175) in a way similar to the case q ≤ 2.
The following lemma enables us to control the error term of the approximate solution:
Lemma 8.24. Assume (8.127). Then, for any δ ∈ (0, 1) and any interval I satisfying
(8.138), there exist numbers k0 (depending on δ and I) and N(δ, I) such that for any
n ≥ N(δ, I),
‖〈∇〉e[ψk0-appn ]‖
L
2(d+2)
d+4
t,x (In)
≤ δ, (8.182)
where In := ((λ
1
n)
2 inf I + t1n, (λ
1
n)
2 sup I + t1n).
Proof of Lemma 8.24. Let q denote p or 2∗ − 1. Then, we see from (8.55), Lemma 8.22
and Lemma 8.23 that for any δ ∈ (0, 1) and any interval I satisfying (8.138), there exist
a number k0 ≥ 1 (depending on δ and I), a constant B(I) > 0 (independent of δ) and a
number N1(δ, I) ≥ 1 such that if n ≥ N1(δ, I), then
‖eit∆wk0n ‖Wq+1(R) ≤
δ
(1 +B(I))2∗
, (8.183)
‖ψk0-appn ‖Wq+1(In) + ‖〈∇〉ψk0-appn ‖V2+ 4
d
(In) ≤ B(I), (8.184)
‖|ψk0-appn |q−1eit∆wk0n ‖
L
2(d+2)
d+4
t,x (In)
+ ‖|ψk0-appn |q−1|∇|eit∆wk0n ‖
L
2(d+2)
d+4
t,x (In)
≤ δ. (8.185)
We rewrite the “error term” e[ψk0-appn ] as follows:
e[ψk0-appn ] =
k0∑
j=1
(
i
∂ψjn
∂t
+∆ψjn
)
+F
[ k0∑
j=1
ψjn
]
+ F
[
ψk0-appn
]− F [ψk0-appn − eit∆wk0n ].
(8.186)
Then, we have
‖〈∇〉e[ψk0-appn ]‖
L
2(d+2)
d+4
t,x (In)
≤ ‖〈∇〉
{ k0∑
j=1
(
i
∂ψjn
∂t
+∆ψjn
)
+ F
[ k0∑
j=1
ψjn
] } ‖
L
2(d+2)
d+4
t,x (In)
+
∥∥〈∇〉 { F [ψk0-appn ]− F [ψk0-appn − eit∆wk0n ] } ∥∥
L
2(d+2)
d+4
t,x (In)
.
(8.187)
We consider the first term on the right-hand side of (8.187). It follows from (8.81),
Lemma 8.11 and Lemma 8.12 that there exists a number N2(δ, I) such that for any
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n ≥ N2(δ, I),
‖〈∇〉
{ k0∑
j=1
(
i
∂ψjn
∂t
+∆ψjn
)
+ F
[ k0∑
j=1
ψjn
] } ‖
L
2(d+2)
d+4
t,x (In)
≤ ‖〈∇〉
{ k0∑
j=1
F
[
ψjn
]− F [ k0∑
j=1
ψjn
]}‖
L
2(d+2)
d+4
t,x (In)
+ δ.
(8.188)
Then, we see from elementary computations that for q = p or q = 2∗ − 1,
‖
k0∑
j=1
∣∣ψjn|q−1ψjn − | k0∑
j=1
ψjn
∣∣q−1 k0∑
j=1
ψjn‖
L
2(d+2)
d+4
t,x (In)
.
k0∑
j=1
∑
1≤k≤k0
k 6=j
‖|ψjn|q−1ψkn‖
L
2(d+2)
d+4
t,x (In)
(8.189)
and
‖∇
{ k0∑
j=1
|ψjn|q−1ψjn −
∣∣ k0∑
j=1
ψjn
∣∣q−1 k0∑
j=1
ψjn
}
‖
L
2(d+2)
d+4
t,x (In)
.
k0∑
j=1
∑
1≤k≤k0
k 6=j
‖|ψjn|q−1∇ψkn‖
L
2(d+2)
d+4
t,x (In)
.
(8.190)
Here, when q > 2, we must add the following term to the right-hand side of (8.190):
k0∑
i=1
k0∑
j=1
∑
1≤k≤k0
k 6=j
‖|ψin|q−2|∇ψjn||ψkn|‖
L
2(d+2)
d+4
t,x (In)
. (8.191)
We see from the orthogonality (8.41) that there exists a number N3(δ, I) such that for
any distinct numbers j, k ∈ {1, . . . , k0} and any n ≥ N3(δ, I),
‖|ψjn|q−1ψkn‖
L
2(d+2)
d+4
t,x (In)
+ ‖|ψjn|q−1∇ψkn‖
L
2(d+2)
d+4
t,x (In)
≤ δ
k20
. (8.192)
When q > 2, we also see that for any number i ∈ {1, . . . , k0}, any distinct numbers
j, k ∈ {1, . . . , k0} and any n ≥ N3(δ, I),
‖|ψin|q−2∇ψjn ψkn‖
L
2(d+2)
d+4
t,x (In)
≤ δ
k30
. (8.193)
Putting the estimates (8.188) through (8.193) together, we find that for any n ≥ max{N2(δ, I), N3(δ, I)},
‖〈∇〉
{ k0∑
j=1
(
i
∂ψjn
∂t
+∆ψjn
)
+ F
[ k0∑
j=1
ψjn
] } ‖
L
2(d+2)
d+4
t,x (In)
. δ. (8.194)
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We move on to the second term on the right-hand side of (8.187). We can verify that for
q = p or q = 2∗ − 1, and any number n ≥ 1,
‖〈∇〉
{
|ψk0-appn |q−1ψk0-appn − |ψk0-appn − eit∆wk0n |q−1(ψk0-appn − eit∆wk0n )
}
‖
L
2(d+2)
d+4
t,x (In)
. ‖|ψk0-appn |q−1eit∆wk0n ‖
L
2(d+2)
d+4
t,x (In)
+ ‖|eit∆wk0n |q−1ψk0-appn ‖
L
2(d+2)
d+4
t,x (In)
+ ‖|ψk0-appn |q−1∇eit∆wk0n ‖
L
2(d+2)
d+4
t,x (In)
+ ‖|eit∆wk0n |q−1∇ψk0-appn ‖
L
2(d+2)
d+4
t,x (In)
+ ‖〈∇〉{|eit∆wk0n |q−1eit∆wk0n }‖
L
2(d+2)
d+4
t,x (In)
.
(8.195)
When q > 2, we must add the following terms to the right-hand side of (8.195):
‖|ψk0-appn |q−2eit∆wk0n ∇ψk0-appn ‖
L
2(d+2)
d+4
t,x (In)
, (8.196)
‖|eit∆wk0n |q−2ψk0-appn ∇eit∆wk0n ‖
L
2(d+2)
d+4
t,x (In)
. (8.197)
Furthermore, using (8.185), Ho¨lder’s inequality, (8.183), (8.184) and (8.54), we can verify
that the right-hand side of (8.195) vanishes as n tends to the infinity (cf. the proof of
(3.10) in [21]). Thus, we conclude that
lim
n→∞
∥∥〈∇〉{F [ψk0-appn ]− F [ψk0-appn − eit∆wk0n ]}∥∥
L
2(d+2)
d+4
t,x (In)
= 0. (8.198)
Putting (8.187), (8.194) and (8.198) together, we find that the desired estimate (8.182)
holds.
Proposition 8.25. Assume (8.127). Then, λ1∞ ∈ {0, 1}, and for any T ∈ I1max =
(T 1min, T
1
max),
‖σ1∞ψ˜1‖W1([T,T 1max)) =∞. (8.199)
Furthermore, the following holds: Sω(σ
1∞ψ˜1) ≥ mω if λ1∞ = 1,
H‡(σ1∞ψ˜1) ≥ 1dσ
d
2 > mω if λ
1∞ = 0.
(8.200)
Proof of Proposition 8.25. First, we assume λ1∞ ∈ {0, 1} and prove (8.199). Suppose for
contradiction that (8.199) failed for some T ∈ I1max. Then, we see from the well-posedness
theory that T 1max =∞ and for any τ ∈ (T 1min,∞),
‖σ1∞ψ˜1‖W1([τ,∞)) <∞. (8.201)
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In order to derive a contradiction, we consider the approximate solution ψk-appn defined
by (8.168). Note that for any numbers k and n, the maximal existence interval of ψk-appn
is identical to I1max,n := ((λ
1
n)
2T 1min + t
1
n,∞).
We shall show that there exists a constant B > 0 with the following property: for
any number k, there exists a number N(k) such that for any n ≥ N(k),
‖ψk-appn ‖V2+ 4
d
([0,∞))∩W2∗([0,∞)) ≤ B. (8.202)
If − t1∞
(λ1∞)
2 = −∞, then we see from (8.201) and (8.78) that Lemma 8.22 is available on
the whole interval R. Thus, we can take a constant B1 > 0 with the following property:
for any number k, there exists a number N1(k) such that for any n ≥ N1(k),
‖ψk-appn ‖V
2+ 4
d
(R)∩W2∗ (R) ≤ B1. (8.203)
On the other hand, if − t1∞
(λ1∞)
2 6= −∞, then it follows from the construction of ψ˜1 (see
(8.72)) that − t1∞
(λ1∞)
2 ∈ (T 1min,∞)∪{∞}. This implies that there exist τ0 ∈ (T 1min,∞) and
a number N0 such that τ0 < − t
1
n
(λ1n)
2 for any n ≥ N0, so that [0,∞) ⊂ ((λ1n)2τ0+ t1n,∞) ⊂
I1max,n. Furthermore, we see from Lemma 8.22 and (8.201) with τ = τ0 that there exists
a constant B2 > 0 with the following property: for any number k, there exists a number
N2(k) such that for any n ≥ max{N0, N2(k)},
‖ψk-appn ‖V2+ 4
d
([0,∞))∩W2∗ ([0,∞)) ≤ B2. (8.204)
Thus, (8.203) and (8.204) give the desired result (8.202).
Now, we shall finish the proof of (8.199) for λ1∞ ∈ {0, 1}. Note that it follows from
(8.43), (8.46) and Lemma 8.8 that
‖ψn(0)− ψk-appn (0)‖H1 =
∥∥ k∑
j=1
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j −
k∑
j=1
gjnσ
j
nψ˜
j
(
− t
j
n
(λjn)2
)∥∥
H1
.
k∑
j=1
∥∥e− tjn(λjn)2∆u˜j − ψ˜j(− tjn
(λjn)2
)∥∥
H1
.
(8.205)
This estimate together with (8.76) shows that for any number k, there exists a number
N3(k) such that
sup
n≥N3(k)
‖ψn(0) − ψk-appn (0)‖H1 ≤ 1. (8.206)
We also see from (8.38) that
sup
n≥1
‖ψn‖L∞t H1x([0,∞)) . 1. (8.207)
Let δ0 > 0 be a constant determined by the long-time perturbation theory (Lemma E.1)
together with (8.202), (8.206) and (8.207). Then, we see from Sobolev’s embedding,
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Strichartz’ estimate, (8.205) and (8.76) that for any number k, there exists a number
N4(k) such that for any n ≥ N4(k),
‖eit∆{ψn(0)− ψk-appn (0)}‖V2+ 4
d
([0,∞)∩W2∗([0,∞))
. ‖〈∇〉eit∆{ψn(0)− ψk-appn (0)}‖St([0,∞)) . ‖ψn(0)− ψk-appn (0)‖H1 ≪ δ0. (8.208)
Moreover, it follows from Lemma 8.24 that we can take numbers k0 and N5 such that
for any n ≥ N5,
‖〈∇〉e[ψk0-appn ]‖
L
2(d+2)
d+4
t,x ([0,∞))
≤ δ0. (8.209)
Thus, applying the long-time perturbation theory (Lemma E.1) to ψn and ψ
k0-app
n with
n ≥ max{N(k0), N3(k0), N4(k0), N5}, we find that
‖〈∇〉ψn‖St([0,∞)) <∞. (8.210)
However, this contradicts (8.34). Thus, we have shown that (8.199) holds when λ1∞ ∈
{0, 1}.
Next, we assume that λ1∞ =∞. Then, (8.202) holds without the hypothesis (8.201).
Furthermore, the same argument as (8.205) through (8.210) shows that the case λ1∞ =∞
never happens.
It remains to prove (8.200). Suppose to the contrary that the claim (8.200) was false.
Then, it follows from (8.74), Theorem 1.2, Theorem 1.3, Lemma 8.18 and (8.199) that
‖σj∞ψ˜j‖St([0,∞)) <∞. However, this contradicts (8.199). Thus, we have proved that the
claim (8.200) is true.
8.2.5 Critical element and completion of the proof
We shall show the existence of “critical element” (see Lemma 8.29 below). Furthermore,
we will derive a contradiction by using it under the hypothesis (8.30), which completes
the proof of Proposition 8.6.
Let us begin by defining the functionals Sjω and Ijω. For each j ≥ 1, we define
Sjω :=
 Sω if λ
j∞ ∈ {1,∞},
H‡ if λj∞ = 0,
Ijω :=
 Iω if λ
j∞ ∈ {1,∞},
I‡ if λj∞ = 0.
(8.211)
Lemma 8.26. Assume (8.127). Then, for any δ > 0 and any number k ≥ 2, there exists
a number N(δ, k) such that for any t ∈ R and any n ≥ N(δ, k),
k∑
j=2
Ijω
(
σj∞ψ˜
j(t)
)
+ Iω(wkn) ≤ δ. (8.212)
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Proof of Lemma 8.26. We see from (8.31), (8.33) and (8.52) that for any δ > 0 and any
number k, there exists a number N1(δ, k) such that for any n ≥ N1(δ, k),
Sω
(
g1nσ
1
ne
−i t
1
n
(λ1n)
2∆u˜1
)
+
k∑
j=2
Sω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)
+ Sω(wkn) ≤ mω + δ. (8.213)
If λ1∞ = limn→∞ λ1n = 0, then Lemma 8.7 shows that for each t ∈ I1max,
lim
n→∞ ‖g
1
nσ
1
nψ˜
1(t)‖L2 = 0. (8.214)
We see from Lemma 8.18, (8.120) in Lemma 8.16, (8.79), (8.213), (8.214) and (8.200) in
Proposition 8.25 that for any δ > 0 and any number k, there exists N2(δ, k) such that
for any t ∈ R and any n ≥ N2(δ, k),
k∑
j=2
Ijω
(
σj∞ψ˜
j(t)
)
+ Iω(wkn) ≤
k∑
j=2
Sjω
(
σj∞ψ˜
j
)
+ Sω(wkn)
≤
k∑
j=2
Sjω
(
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j
)
+ δ + Sω(wkn)
≤ mω − S1ω(σ1∞ψ˜1) + 2δ ≤ 2δ.
(8.215)
Thus, we have completed the proof.
Put τ1n := − t
j
n
(λ1n)
2 . Then, passing to a subsequence, we may assume that
τ1∞ := lim
n→∞ τ
1
n ∈ R ∪ {±∞}. (8.216)
Lemma 8.27. Assume (8.127). Then, we have that λ1∞ = 1. Furthermore, there exists
a time T ∈ I1max such that
inf
t∈[T,T 1max)
d˜ω
(
ψ˜1(t)
) ≥ R∗
2
(8.217)
and
inf
t∈[T,T 1max)
K(ψ˜1(t)) ≥ κ1(R∗)
2
, (8.218)
where κ1(R∗) is the constant appearing in (8.37).
Proof of Lemma 8.27. Proposition 8.25 together with (8.77) shows that λ1∞ 6= ∞ and
τ1∞ 6=∞. If τ1∞ = −∞, then it follows from (8.78) that T 1min = −∞ and ‖σ1∞ψ˜1
∥∥
W1((−∞,T ]) <
∞ for any T < T 1max. If τ1∞ ∈ R, then we see from the construction of ψ˜1 (see (8.72))
that τ1∞ ∈ I1max. Put
τ1min :=

T 1min + τ
1∞
2
if T 1min > −∞,
τ1∞ − 1 if τ1∞ ∈ R and T 1min = −∞,
−∞ if τ1∞ = −∞.
(8.219)
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Then, T 1min ≤ τ1min ≤ τ1∞, and we can take a number N1 such that for any n ≥ N1,
τ1min < −
t1n
(λ1n)
2
< T 1max. (8.220)
Note that 0 ∈ I1max,n for all n ≥ N1. Furthermore, for each T ∈ (τ1min, T 1max),
‖σ1∞ψ˜1‖W1((τ1min,T ]) <∞, (8.221)
which together with Lemma 8.19 shows that for any T ∈ (τ1min, T 1max), there exists a
constant A(T ) > 0 such that
‖〈∇〉ψ˜1‖St((τ1min,T ]) ≤ A(T ). (8.222)
Sobolev’s embedding also gives us that
‖σ1∞ψ˜1‖W1((τ1min,T ]) . ‖〈∇〉ψ˜
1‖St((τ1min,T ]) ≤ A(T ). (8.223)
Now, we consider the approximate solution ψk-appn defined by (8.168). Lemma 8.22
together with (8.223) shows that for any T ∈ (τ1min, T 1max), there exists B(T ) > 0 with
the following property: for any number k, there exists a number N2(k) such that for any
n ≥ N2(k),
‖ψk-appn ‖V
2+ 4
d
(In(T ))∩W2∗ (In(T )) + ‖〈∇〉ψk-appn ‖L∞t L2x(In(T )) ≤ B(T ), (8.224)
where
In(T ) :=
(
(λ1n)
2τ1min + t
1
n, (λ
1
n)
2T + t1n
]
. (8.225)
Lemma 8.24 together with (8.223) shows that for any δ ∈ (0, 1) and any T ∈ (τ1min, T 1max),
there exists numbers k0 (depending on δ and T ) and N3(δ, T ) such that for any n ≥
N3(δ, T ),
‖〈∇〉e[ψk0-appn ]‖
L
2(d+2)
d+4
t,x (In(T ))
≤ δ. (8.226)
We also see from (8.43), Lemma 8.8 and (8.76) that for any number k and any γ > 0,
there exists a number N4(k, γ) such that for any n ≥ N4(k, γ),
∥∥ψn(0)− ψk-appn (0)∥∥H1 = ∥∥ k∑
j=1
gjnσ
j
ne
−i t
j
n
(λ
j
n)
2
∆
u˜j −
k∑
j=1
gjnσ
j
nψ˜
j
(
− t
j
n
(λjn)2
)∥∥
H1
.
k∑
j=1
∥∥e−i tjn(λjn)2∆u˜j − ψ˜j(− tjn
(λjn)2
)∥∥
H1
≤ γ.
(8.227)
Furthermore, it follows from Strichartz’ estimate and (8.227) that for any number k and
any δ > 0, there exists a number N5(k, δ) such that for any n ≥ N5(k, δ),∥∥〈∇〉eit∆{ψn(0)− ψk-appn (0)}∥∥Vp+1(R) . ∥∥ψn(0)− ψk-appn (0)∥∥H1 ≤ δ. (8.228)
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The long-time perturbation theory (Lemma E.1) together with (8.224), (8.226), (8.227)
and (8.228) shows that for any T ∈ (τ1min, T 1max), there exist constants δ0(T, γ) > 0 and
C(T, γ) > 0 with the following properties: for any δ ∈ (0, δ0(T, γ)), we can take numbers
k0 (depending on δ and T ) and N6(δ, T ) such that for any n ≥ N6(δ, T ),∥∥〈∇〉ψn∥∥St(In(T )) ≤ C(T, γ), (8.229)
sup
t∈In(T )
∥∥〈∇〉{ψn(t)− ψk0-appn (t)}‖L2 ≤ C(T, γ)γ. (8.230)
Here, C(T, γ) is non-decreasing with respect to γ. Furthermore, it follows from (8.230),
Lemma 8.7 and Lemma 8.26 that for any T ∈ (τ1min, T 1max), any δ ∈ (0, δ0(T, γ)) and the
number k0 determined by T and δ, we can take a number N7(δ, T, ω) such that for any
n ≥ N7(δ, T, ω) and s ∈ {0, 1},
‖|∇|s{ψn((λ1n)2T + t1n)− ψ1n((λ1n)2T + t1n)}‖2L2
. ‖|∇|s{ψn((λ1n)2T + t1n)− ψk0-appn ((λ1n)2T + t1n)}‖2L2
+
∥∥|∇|s k0∑
j=2
ψjn
(
(λ1n)
2T + t1n
)∥∥2
L2
+ ‖|∇|swk0n ‖2L2
. C(T, γ)2γ2 + k0
k0∑
j=2
∥∥|∇|sψjn((λ1n)2T + t1n)∥∥2L2 + ‖|∇|swk0n ‖2L2 + δ
= C(T, γ)2γ2 + k0
k0∑
j=2
∥∥|∇|sgjnσjnψ˜j(T )∥∥2L2 + ‖|∇|swk0n ‖2L2 + δ
. C(T, γ)2γ2 + δ.
(8.231)
We shall show that λ1∞ = 1. Suppose for contradiction that λ1∞ = 0. Fix a time
T ∈ (τ1min, T 1max). Then, it follows from Lemma 8.7 that
lim
n→∞
∥∥ψ1n((λ1n)2T + t1n)∥∥L2 = limn→∞∥∥g1nσ1nψ˜1(T )∥∥L2 = 0. (8.232)
Furthermore, we see fromM(ψn) ≡M(Φω), (8.231) and (8.232) that for any sufficiently
small ω > 0 and any δ ∈ (0, δ0(T, γ)),
‖Φω‖2L2 = limn→∞ ‖ψn
(
(λ1n)
2T + t1n
)‖2L2 . C(T, γ)2γ2 + δ. (8.233)
Taking γ → 0 and δ → 0, we deduce that Φω ≡ 0. However, this is a contradiction.
Thus, we find that λ1∞ = 1, so that λ1n ≡ 1, τ1∞ = −t1∞ and σ1n ≡ 1.
Now, we are in a position to prove (8.217) and (8.218). We first consider the case
τ1∞ = −∞. In this case, we have t1∞ =∞. Suppose for contradiction that (8.217) failed.
Then, for any T ∈ (τ1min, T 1max), we can take T ′ ∈ [T, T 1max) such that
d˜ω
(
ψ˜1(T ′)
) ≤ 2
3
R∗. (8.234)
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Since limn→∞ t1n = ∞, we can take a number N8(T ′) such that T ′ + t1n ≥ 0 for any
n ≥ N8(T ′). Thus, we find from (8.35), (8.231) with λ1n ≡ 1 and (8.234) that
R∗ ≤ d˜ω
(
ψn
(
T ′ + t1n
)) ≤ d˜ω(ψ1n(T ′ + t1n))+ oγ(1) + oδ(1)
= d˜ω
(
ψ˜1(T ′)
)
+ oγ(1) + oδ(1) ≤ 2
3
R∗ + oγ(1) + oδ(1).
(8.235)
However, this is impossible for sufficiently small γ and δ. Hence, the claim (8.217) is
true. Suppose next that (8.218) failed. Then, for any T ∈ (τ1min, T 1max), there exists
T ′ ∈ [T, T 1max) such that
K(ψ˜1(T ′)) ≤ 2
3
κ1(R∗). (8.236)
Let N8(T
′) be the number obtained above. Then, we find from (8.37), (8.231) with
λ1n ≡ 1 and (8.236) that
κ1(R∗) ≤ K
(
ψn
(
T ′ + t1n
))
≤ K(ψ1n(T ′ + t1n))+ oγ(1) + oδ(1) ≤ 23κ1(R∗) + oγ(1) + oδ(1).
(8.237)
However, for a sufficiently small γ and δ, this is a contradiction. Hence, the claim (8.218)
is true.
It remains to consider the case τ1∞ ∈ R. In this case, we have that τ1min < τ1∞ =
−t1∞ < T 1max (see (8.220)). Let T ′ ∈ [−t1∞, T 1max) be a time for which (8.234) or (8.236)
holds. Then, we can derive a contradiction as well as the case τ1∞ = −∞.
Lemma 8.28. Assume (8.127). Then, we have M(ψ˜1) =M(Φω).
Proof of Lemma 8.28. We see from λ1n ≡ 1 (see Lemma 8.27), (8.50) with k = 2, (8.76),
Lemma 8.26 and Lemma 8.7 that for any δ > 0, there exists a number N(δ) such that
for any n ≥ N(δ),
ωδ ≥ ω∣∣M(ψn(0))−M(e−it1n∆u˜1)∣∣− ωM(g2ne−it2n∆u˜2)− ωM(w2n)
≥ ω∣∣M(ψn(0))−M(e−it1n∆u˜1)∣∣− δ
≥ ω∣∣M(Φω)−M(ψ˜1)∣∣− ωδ − δ.
(8.238)
Since δ is an arbitrary constant, (8.238) implies the desired result.
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Proposition 8.29. There exists a solution Ψ to (NLS) such that
Ψ ∈ Sε∗ω,R∗,+, (8.239)
inf
t∈[0,Tmax)
K(Ψ(t)) ≥ κ1(R∗)
2
, (8.240)
H(Ψ) = E∗, (8.241)
‖Ψ‖Wp+1([0,Tmax))∩W2∗ ([0,Tmax)) =∞, (8.242){
Ψ(t) : t ∈ [0, Tmax)
}
is precompact in H1(Rd), (8.243)
where Tmax denotes the maximal lifespan of Ψ.
Proof of Proposition 8.29. Without loss of generality, we may assume (8.127). Then, we
see from Lemma 8.27 that λ1∞ = 1 (hence σ1∞ = 1 and ψ˜1 is a solution to (NLS)), and
there exists T ∈ I1max such that
inf
t∈[T,T 1max)
d˜ω
(
ψ˜1(t)
) ≥ R∗
2
, inf
t∈[T,T 1max)
K(ψ˜1(t)) ≥ κ1(R∗)
2
. (8.244)
We also see from (8.31), (8.33), (8.36), (8.52), (8.76) and Lemma 8.16 that
Sω(ψ˜1) ≤ lim
n→∞Sω(ψn) ≤ ωM(Φω) + E∗ = mω. (8.245)
This together with Lemma 8.28 and (8.244) shows that ψ˜1(·+T ) ∈ S
ε∗
2
ω,R∗
2
. Furthermore,
we find from Lemma 8.2, Lemma 8.4, (8.244) and Lemma 8.3 that ψ˜1(·+ T0) ∈ Sε∗ω,R∗,+
for some T0 ≥ T . Put Ψ(t) := ψ˜1(t+T0). Then, the maximal lifespan of Ψ is Tmax(Ψ) :=
T 1max − T0, and Ψ ∈ Sε∗ω,R∗,+. We also find from Proposition 8.25, (1.6) and (8.244) that
‖Ψ‖Wp+1([0,Tmax(Ψ)))∩W2∗ ([0,Tmax(Ψ)) =∞, (8.246)
H(Ψ) ≥ 1
2
inf
t∈[0,Tmax(Ψ))
K(Ψ(t)) ≥ κ1(R∗)
4
. (8.247)
Since M(Ψ) =M(ψ˜1) =M(Φω), the definition of E∗ (see (8.28)) together with (8.245)
and (8.246) shows the property (8.241).
Now, suppose for contradiction that there existed a number j ≥ 2 such that ψ˜j is
non-trivial. Without loss of generality, we may assume that ψ˜2 is non-trivial. Then, it
follows from (8.135) and Theorem 1.2 that H
(
ψ˜2
)
> 0 if λ2∞ = 1,
H‡(σ2∞ψ˜2) > 0 if λ2∞ = 0. (8.248)
We see from (8.79), Lemma 8.9 and (8.248) that
0 < h2 :=

limn→∞H
(
g2nσ
2
ne
−i t
2
n
(λ2n)
2∆u˜2
)
= H(ψ˜2) if λ2∞ = 1,
limn→∞H
(
g2nσ
2
ne
−i t
2
n
(λ2n)
2∆u˜2
)
= H‡(σ2∞ψ˜2) if λ2∞ = 0.
(8.249)
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Furthermore, we see from (8.51), (8.36), (8.120) in Lemma 8.16 and (8.249) that
0 = lim
n→∞
{
H(ψn)−
2∑
j=1
H(gjnσjne−i tjn(λjn)2∆u˜j)−H(w2n)}
≤ E∗ − lim
n→∞H
(
e−it
1
n∆u˜1
)− h2.
(8.250)
This together with (8.79) shows that
H(Ψ) = H(ψ˜1) = lim
n→∞H
(
e−it
1
n∆u˜1
) ≤ E∗ − h2. (8.251)
However, this contradicts the proved property (8.241). Thus, we have found that ψ˜j ≡ 0
for all j ≥ 2. Then, we also see that u˜j ≡ 0 for all j ≥ 2.
We return to the decomposition (8.43): ψn(0) = e
−it1n∆u˜1+w1n. It follows from (8.50),
(8.79) and M(ψ˜1) =M(Ψ) =M(Φω) =M(ψn) that
lim
n→∞ ‖w
1
n‖L2 = 0. (8.252)
Moreover, it follows from (8.36), (8.51), (8.79) and (8.241) that
lim
n→∞H
(
w1n
)
= 0, (8.253)
which together with (8.120) in Lemma 8.16 shows
lim
n→∞ ‖∇w
1
n‖2L2 ≤
d
sp
lim
n→∞
{
H(w1n)− 2d(p− 1)K(wkn)} ≤ dsp limn→∞H(w1n) = 0. (8.254)
Thus, we find that
lim
n→∞ ‖w
1
n‖H1 = 0. (8.255)
Finally, we shall prove the precompactness of {Ψ(t)} in H1(Rd). Take a sequence
{τn} in [0, Tmax(Ψ)). By the continuity in time, it suffices to consider the case where
limn→∞ τn = Tmax(Ψ). Applying the above argument to {Ψ(t + τn)}, we can take a
subsequence of {τn} (still denoted by the same symbol), a sequence {tn} in R, a sequence
{wn} in H1(Rd) and a function u˜ ∈ H1(Rd) such that
Ψ(τn) = e
−itn∆u˜+wn, (8.256)
lim
n→∞ ‖wn‖H1 = 0, (8.257)
t∞ := lim
n→∞ tn ∈ R ∪ {∞}, (8.258)
and if t∞ =∞, then Tmin(Ψ) = −∞. We see from (8.256) and (8.257) that
lim
n→∞ ‖Ψ(τn)− e
−itn∆u˜‖H1 = 0. (8.259)
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Hence, in order to prove the precompactness, it suffices to show that t∞ ∈ R. Suppose
for contradiction that t∞ =∞. Then, we find from Strichartz’ estimate and (8.259) that
lim
n→∞ ‖e
it∆Ψ(τn)‖V
2+ 4
d
((−∞,0])∩W2∗ ((−∞,0])
= lim
n→∞ ‖e
i(t+tn)∆Ψ(τn)‖V
2+ 4
d
((−∞,−tn])∩W2∗((−∞,−tn])
≤ lim
n→∞ ‖e
i(t+tn)∆e−itn∆u˜‖V
2+ 4
d
((−∞,−tn])∩W2∗((−∞,−tn])
+ lim
n→∞ ‖e
i(t+tn)∆
{
Ψ(τn)− e−itn∆u˜
}‖V
2+ 4
d
((−∞,−tn])∩W2∗((−∞,−tn])
. lim
n→∞ ‖〈∇〉e
it∆u˜‖V
2+ 4
d
((−∞,−tn])∩V2∗((−∞,−tn]) + limn→∞ ‖Ψ(τn)− e
−itn∆u˜‖H1
= 0.
(8.260)
Thus, the small-data theory (see Lemma D.1 below) shows that there exists a number
N ≥ 1 such that for any n ≥ N ,
‖Ψ‖Wp+1((−∞,τn])∩W2∗((−∞,τn]) = ‖Ψ(·+ τn)‖Wp+1((−∞,0])∩W2∗ ((−∞,0]) . 1, (8.261)
which together with limn→∞ τn = Tmax(Ψ) shows
‖Ψ‖Wp+1((−∞,Tmax(Ψ)))∩W2∗ ((−∞,Tmax(Ψ))) . 1. (8.262)
However, this contradicts (8.242). Thus, we have t∞ ∈ R and therefore the precompact-
ness holds.
Now, we finish the proof of Proposition 8.6. Under the hypothesis (8.30), we have
shown the existence of solution Ψ with the properties (8.239) through (8.243) in Proposi-
tion 8.29. However, the same argument as the proof of Proposition 5.3 in [18] shows that
such a solution Ψ never exists, and therefore we have arrived at a contradiction. Thus,
the hypothesis (8.30) is false, and we have proved Proposition 8.6.
A Existence of ground state
In this section, we show the existence of ground state of (1.7) in three dimensions. We
also give a proof of (1.34) at the end of this section.
Proposition A.1. Assume d = 3 and 1 < p < 5. Then, there exists ω3 > 0 such that
for any 0 < ω < ω3, a ground state of (1.7) exists.
In order to prove Proposition A.1, we consider the following equation in Rd:
v −∆v − ω− 5−p4 |v|p−1v − |v| 4d−2 v = 0, v ∈ H1(Rd) \ {0}. (A.1)
106
The action associated with the equation (A.1) is
S˜ω(v) = 1
2
‖v‖2L2 +
1
2
‖∇v‖2L2 −
ω−
5−p
4
p+ 1
‖v‖p+1
Lp+1
− 1
2∗
‖v‖2∗
L2
∗ . (A.2)
It is easy to see that: if d = 3 and v is a solution to (A.1), then the H1-rescaled
function ω
1
4 v(
√
ω·) becomes a solution to (1.7) in R3; and if u is a solution to (1.7) in
R
3, then ω−
1
4u(·/√ω) becomes a solution to (A.1). Furthermore, if d = 3 and Φ˜ω is a
ground state of (A.1) (namely, Φ˜ω is a solution which minimizes the action S˜ω among
the solutions to (A.1)), then for any solution u to (1.7) with d = 3,
Sω(ω 14 Φ˜ω(
√
ω·)) = S˜ω(Φ˜ω) ≤ S˜ω(ω− 14u(·/
√
ω)) = Sω(u). (A.3)
Thus, we find that it is sufficient for Proposition A.1 to prove the existence of ground
state of (A.1) in R3. An advantage to consider the equation (A.2) is that we can take
into account the smallness of ω easier than the original problem (1.7) in our variational
argument below.
We define
m˜ω := inf
{T˜ω(v) : v ∈ H1(R3) \ {0}, N˜ω(v) ≤ 0}, (A.4)
where
N˜ω(v) := ‖v‖2L2 + ‖∇v‖2L2 − ω−
5−p
4 ‖v‖p+1
Lp+1
− ‖v‖2∗
L2
∗ , (A.5)
T˜ω(v) := p− 1
2(p + 1)
{‖v‖2L2 + ‖∇v‖2L2}+ 5− p6(p + 1)‖v‖2∗L2∗ . (A.6)
It is easy to verify that
T˜ω = S˜ω − 1
p+ 1
N˜ω. (A.7)
Moreover, we have the following:
Lemma A.2. Assume d = 3 and 1 < p < 5. Then, we have the following:
(i)
m˜ω = inf
{S˜ω(v) : v ∈ H1(R3) \ {0}, N˜ω(v) = 0}. (A.8)
(ii) Any minimizer of the variational problem associated with m˜ω becomes a ground state
of (A.1).
Proof of Lemma A.2. First, we shall prove (i). Since T˜ω(v) = S˜ω(v) for every v ∈ H1(R3)
with N˜ω(v) = 0, we see that m˜ω ≤ inf
{S˜ω(v) : v ∈ H1(R3) \ {0}, N˜ω(v) = 0}. In order
to prove the opposite inequality, we note that for any v0 ∈ H1(R3)\{0} with N˜ω(v0) ≤ 0,
there exists 0 < λ0 ≤ 1 such that N˜ω(λ0v0) = 0. Furthermore, this together with (A.7)
shows that
inf
{S˜ω(v) : v ∈ H1(R3) \ {0}, N˜ω(v) = 0} ≤ S˜ω(λ0v0) = T˜ω(λ0v0) ≤ T˜ω(v0). (A.9)
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Since v0 is an arbitrary function in H
1(R3) \ {0} with N˜ω(v0) ≤ 0, we find that (A.8)
holds.
Next, we shall prove the claim (ii). It is well known that if Q˜ω is a minimizer of
inf
{S˜ω(v) : v ∈ H1(R3) \ {0}, N˜ω(v) = 0}, then Q˜ω is also a ground state of (A.1).
Hence, we see from (A.7) and (A.8) that it suffices to prove that N˜ω(Q˜ω) = 0 for all
minimizer Q˜ω for m˜ω. Suppose to the contrary that there exists a minimizer Q˜ω for
m˜ω such that N˜ω(Q˜ω) < 0. Then, we could take 0 < λ0 < 1 such that N˜ω(λ0Q˜ω) = 0.
Furthermore, we see from the definition of m˜ω (see (A.4)) and 0 < λ0 < 1 that
m˜ω ≤ T˜ω(λ0Q˜ω) < T˜ω(Q˜ω) = m˜ω, (A.10)
which is a contradiction. Thus, N˜ω(Q˜ω) = 0.
A key lemma to prove the existence of the minimizer is the following:
Lemma A.3. Assume d = 3 and 1 < p < 5. Then, there exists ω3 > 0 such that for any
0 < ω < ω3,
0 < m˜ω <
1
3
σ
3
2 . (A.11)
Proof of Lemma A.3. First, we shall show that m˜ω > 0. Let v be a nontrivial function
in H1(R3) such that N˜ω(v) ≤ 0. Then, it follows from Sobolev’s embedding that
‖v‖2H1 = ‖v‖2L2 + ‖∇v‖2L2 ≤ ω−
5−p
4 ‖v‖p+1
Lp+1
+ ‖v‖2∗
L2
∗ . ω−
5−p
4 ‖v‖p+1
H1
+ ‖v‖6H1 . (A.12)
In particular, (A.12) implies that
ω
5−p
4 . ‖v‖p−1
H1
+ ω
5−p
4 ‖v‖4H1 . (A.13)
Since the implicit constant of the inequality (A.13) depends only on p, we find that for
any 1 < p < 5 and any ω > 0, there exists C(ω) > 0 such that C(ω) ≤ T˜ω(v) for all
v ∈ H1(Rd) \ {0} with N˜ω(v) ≤ 0. Thus, we have proved that m˜ω > 0.
Next, we shall show that m˜ω <
1
3σ
3
2 . We define
Wω(x) := ω
− 1
2W (x/ω) = ω
1
2
(
ω2 +
|x|2
3
)− 1
2
. (A.14)
Note that Wω does not belong to L
2(R3). Let χ be an even smooth function on R such
that χ(r) = 1 for 0 ≤ r ≤ 1, χ(r) = 0 for r ≥ 2, and χ is non-increasing on [0,∞). Then,
we define
W˜ω(x) := χ(|x|)Wω(x). (A.15)
We see from (1.28) that
‖∇W˜ω‖2L2 = σ
3
2 +O(ω), (A.16)
‖W˜ω‖2∗L2∗ = σ
3
2 +O(ω3). (A.17)
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Moreover, we find that for any 2 ≤ q < 6,
‖W˜ω‖qLq =

O(ω
6−q
2 ) if 3 < q < 6,
O(ω
3
2 | log ω|) if q = 3,
O(ω
q
2 ) if 2 ≤ q < 3.
(A.18)
Note here that there exists a unique τω,0 > 0 such that
N˜ω(τω,0W˜ω) = 0. (A.19)
Furthermore, it follows from (A.16) through (A.19) that: if 2 < p < 5, then
0 = τ2ω,0‖W˜ω‖2L2 + τ2ω,0‖∇W˜ω‖2L2 − ω−
5−p
4 τp+1ω,0 ‖W˜ω‖p+1Lp+1 − τ2
∗
ω,0‖W˜ω‖2
∗
L2
∗
= τ2ω,0O(ω) + τ
2
ω,0{σ
3
2 +O(ω)} − τp+1ω,ε O(ω
5−p
4 )− τ6ω,0{σ
3
2 +O(ω3)};
(A.20)
if p = 2, then
0 = τ2ω,0O(ω) + τ
2
ω,0{σ
3
2 +O(ω)} − τ3ω,0O(ω
3
4 | log ω|)− τ6ω,0{σ
3
2 +O(ω3)}; (A.21)
and if 1 < p < 2, then
0 = τ2ω,0O(ω) + τ
2
ω,0{σ
3
2 +O(ω)} − τp+1ω,0 O(ω
p+1
2
− 5−p
4 )− τ6ω,0{σ
3
2 +O(ω3)}. (A.22)
Thus, we find from (A.20) through (A.22) that
τ4ω,0 = 1 +O(ω)− τp−1ω,0 oω(1), (A.23)
where oω(1) means a certain function such that limω→0 oω(1) = 0. Furthermore, since
0 < p− 1 < 4, this implies that
lim
ω→+0
τω,0 ≥ 1
2
. (A.24)
We introduce a function yω : (0,∞)→ R as
yω(t) :=
1
2
t2
{‖W˜ω‖2L2 + ‖∇W˜ω‖2L2}− t2∗2∗ ‖W˜ω‖2∗L2∗ . (A.25)
It is easy to verify that the function yω attains its maximum only at the point
τω,max :=
{‖W˜ω‖2L2 + ‖∇W˜ω‖2L2} 14
‖W˜ω‖
3
2
L2
∗
. (A.26)
Note here that it follows from the definition of σ (see (1.27)), (A.16) and (A.17) that
‖∇W˜ω‖2L2
‖W˜ω‖2L2∗
=
σ
3
2 +O(ω)
σ
1
2 +O(ω3)
= σ +O(ω). (A.27)
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Moreover, we see from (A.16) and (A.18) that
‖W˜ω‖2L2
‖∇W˜ω‖2L2
= O(ω). (A.28)
Hence, if ω is sufficiently small, then we have
y(τω,max) =
1
3
(‖W˜ω‖2L2 + ‖∇W˜ω‖2L2
‖W˜ω‖2L2∗
) 3
2
=
1
3
‖∇W˜ω‖3L2
‖W˜ω‖3L2∗
(
1 +
‖W˜ω‖2L2
‖∇W˜ω‖2L2
) 3
2
=
1
3
‖∇W˜ω‖3L2
‖W˜ω‖3L2∗
{
1 +
3
2
‖W˜ω‖2L2
‖∇W˜ω‖2L2
+O
( ‖W˜ω‖4L2
‖∇W˜ω‖4L2
)}
=
1
3
σ
3
2 +O(ω).
(A.29)
Furthermore, it follows from (A.8), (A.18), (A.19), the same computations concerning
‖W˜ω‖p+1Lp+1 as (A.20) through (A.22), and (A.24) that
m˜ω ≤ S˜ω(τω,0W˜ω) = yω(τω,0)− ω
− 5−p
4
p+ 1
τp+1ω,0 ‖W˜ω‖p+1Lp+1
≤ yω(τω,max)− cωθ = 1
3
σ
3
2 +O(ω)− cωθ
(A.30)
for some 0 < θ < 1 and some c > 0 depending only on p. Thus, we find that if ω is
sufficiently small depending only on p, then (A.11) holds.
Now, we give a brief proof of Proposition A.1:
Proof of Proposition A.1. As mentioned above, if d = 3 and Φ˜ω is a ground state of (A.1),
then ω
1
4 Φ˜ω(
√
ω·) is one of (1.7). We also see from Lemma A.2 that any minimizer of the
variational problem associated with m˜ω becomes a ground state of (A.1). Thus, it suffices
to prove that for the frequency ω3 > 0 given in Lemma A.3 and any 0 < ω < ω3, there
exists a minimizer for m˜ω. The proof is standard: using Lemma A.3 and the Schwarz
symmetrization, we can prove the existence of minimizer for m˜ω (see, e.g, Propositoin
2.1 in [2], and [7]).
At the end of this section, we discuss the variational value mω defined by (1.9) in
three dimensions.
Proposition A.4. Assume d = 3 and 1 + 43 < p < 5. Let ω3 be the frequency given in
Proposition A.1. Then, for any 0 < ω < ω3,
0 < mω <
1
3
σ
3
2 . (A.31)
Furthermore, any ground state Qω of (1.7) satisfies
Sω(Qω) = mω. (A.32)
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Proof of Proposition A.4. First, we shall show that mω > 0. To this end, we recall that
(1.10) holds for d = 3 and 1 + 43 < p < 5. Let u be a nontrivial function in H
1(R3) such
that K(u) ≤ 0. Then, it follows from Sobolev’s embedding that
‖∇u‖2L2 . ‖u‖
5−p
2
L2
‖∇u‖
3(p−1)
2
L2
+ ‖∇u‖6L2 . (A.33)
In particular, if ‖u‖L2 ≪ 1, then (A.33) implies that 1 . ‖∇u‖L2 . Hence, if ‖u‖L2 ≪ 1,
then Iω(u) ≥ p−1−
4
3
p−1 ‖∇u‖2L2 & 1. On the other hand, if ‖u‖L2 & 1, then Iω(u) ≥
ω
2 ‖u‖2L2 & ω. Thus, we find that Iω(u) & min{1, ω} for all u ∈ H1(R3) \ {0} with
K(u) ≤ 0. This together with (1.10) shows mω > 0.
Next, we shall prove (A.31). Let Q˜ω be a minimizer of the variational problem
associated with m˜ω (see the proof of Proposition A.1 for the existence of the minimizer).
Then, it follows from Lemma A.2 that Q˜ω is a ground state of (A.1). Furthermore, it
is easy to verify that N˜ω(Q˜) = 0. Put Qω := ω 14 Q˜ω(
√
ω·). Then, Qω becomes a ground
state of (1.7) and satisfies the following identity:
K(Qω) = 0. (A.34)
Hence, we find from the definition of mω, (A.8) and Lemma A.3 that
mω ≤ Sω(Qω) = S˜ω(Q˜ω) = m˜ω < 1
3
σ
3
2 . (A.35)
Then, the standard argument (see, e.g., Proposition 2.1 in [2]) proves the existence of
minimizer of the variational problem associated with mω. Furthermore, it is well-known
that any minimizer for mω becomes a ground state of (1.7) (see, e.g., Proposition 1.1 in
[2]). Thus, (A.32) holds.
Next, we give a proof of (1.34).
Proof of (1.34). We find from (1.28) that the functionW (see (1.26)) satisfies K‡(W ) = 0
and I‡(W ) = H‡(W ) = 1
d
σ
d
2 . Hence, m‡ ≤ 1
d
σ
d
2 and therefore it remains to prove
1
d
σ
d
2 ≤ m‡. Let u ∈ H1(Rd) \ {0} satisfy K‡(u) ≤ 0. Then, we can take 0 < λ0 ≤ 1
such that K‡(λ0u) = 0. Furthermore, it follows from the definition of σ (see (1.27)) and
K‡(λ0u) = λ20‖∇u‖2L2 − λ2
∗
0 ‖u‖2
∗
L2
∗ = 0 that
σ ≤ ‖∇u‖
2
L2
‖u‖2
L2
∗
≤ λ
4
d−2
0 ‖u‖
4
d−2
L2
∗ . (A.36)
Raising the both sides of (A.36) to the power of d2 , and using K‡(λ0u) = 0 and λ0 ≤ 1,
we see that
1
d
σ
d
2 ≤ 1
d
‖λ0u‖2∗L2∗ = H‡(λ0u)
= H‡(λ0u)− 2
d(p − 1)K
‡(λ0u) = I‡(λ0u) ≤ I‡(u).
(A.37)
Since u is arbitrary, we find that 1
d
σ
d
2 ≤ m‡. Thus, we have completed the proof.
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B Fundamental properties of the linearized operators
In this section, we discuss fundamental properties of the operators Lω,+ and Lω,− defined
by (4.4) and (4.5), respectively. Throughout this section, we assume that d ≥ 3, 1+ 4
d
<
p < 2∗ − 1 and 0 < ω < ω1, where ω1 is the frequency given by Proposition 2.4.
First, we can easily verify that for any f ∈ H1(Rd),∣∣∣〈Lω,+f, f〉H−1,H1∣∣∣+ ∣∣∣〈Lω,−f, f〉H−1,H1∣∣∣ . (ω + 1 + ‖Φω‖p−1Lp+1 + ‖Φω‖ 4d−2L2∗ )‖f‖2H1 , (B.1)
where the implicit constant is independent of ω. Moreover, we see from (4.3) and (4.6)
that for any u, v ∈ H1real(Rd),[S ′′ω(Φω)u]v = 〈Lω,+ℜ[u] + iLω,−ℑ[u], v〉H−1,H1 . (B.2)
Lemma B.1. The operator Lω,− is non-negative and KerLω,− = span{Φω}; in particu-
lar, there exists δω > 0 depending on ω such that for any u ∈ H1(Rd) with (u,Φω)L2
real
=
0,
〈Lω,−u, u〉H−1,H1 ≥ δω‖u‖2H1 . (B.3)
Proof of Lemma B.1. We can prove the claim in a way similar to [30].
Differentiating the equation (1.7) for Φω with respect to xj, 1 ≤ j ≤ d, we have
0 = ∂j(ωΦω −∆Φω − Φpω − Φ2
∗−1
ω ) = Lω,+∂jΦω. (B.4)
Lemma B.2. There exists ω3 > 0 such that for any ω ∈ (0, ω3), we have
KerLω,+ = span{∂1Φω, . . . , ∂dΦω}. (B.5)
Proof of Lemma B.2. We can prove this lemma by regarding the operator Lω,+ as a
perturbation of L†ω (see [13] and Lemma 2.5).
Now, we introduce the functional Nω as
Nω(u) := ω‖u‖2L2 + ‖∇u‖2L2 − ‖u‖p+1Lp+1 − ‖u‖2
∗
L2
∗ . (B.6)
Then, we can verify that
mω = inf
{
Sω(u) : u ∈ H1(Rd) \ {0}, Nω(u) = 0
}
. (B.7)
Lemma B.3. For any u ∈ H1(Rd) satisfying(
(p− 1)Φpω + (2∗ − 2)Φ2
∗−1
ω , u
)
L2
real
= 0, (B.8)
we have 〈
Lω,+u, u
〉
H−1,H1
≥ 0. (B.9)
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Proof of Lemma B.3. The proof is similar to Lemma 2.3 in [24].
Lemma B.4. As an operator in L2rad(R
d), Lω,+ has only one negative eigenvalue which
is non-degenerate and 0 is not an eigenvalue.
Proof of Lemma B.4. We can prove this lemma in a way similar to [30] and [13].
Lemma B.5. Let ω2 be the frequency given by Proposition 4.1. Then, there exists ω0 ∈
(0, ω2) such that the following holds for all 0 < ω < ω0: Let µ > 0 be a positive eigenvalue
of iLω as an operator in L
2
real(R
d), and let U+ be a corresponding eigenfunction. Then,
we have:
(i) For any non-trivial, real-valued radial function g ∈ H1(Rd) with (g, f2)L2
real
= 0,
〈Lω,+g, g〉H−1,H1 ∼ ‖g‖2H1 , (B.10)
where the implicit constant may depend on ω.
(ii) For any non-trivial, real-valued radial function g ∈ H1(Rd) with (g, ∂ωΦω)L2
real
= 0,
〈Lω,−g, g〉H−1,H1 ∼ ‖g‖2H1 , (B.11)
where the implicit constant may depend on ω.
Proof of Lemma B.5. We prove the claim (i).
First, we shall show that for any 0 < ω < ω2 and any nontrivial, radial real-valued
function g ∈ H1(Rd) satisfying (g, f2)L2
real
= 0,
〈Lω,+g, g〉H−1,H1 > 0. (B.12)
Suppose for contradiction that there exists ω > 0 and a nontrivial radial real-valued
function g− ∈ H1(Rd) such that
(g−, f2)L2
real
= 0, (B.13)
〈Lω,+g−, g−〉H−1,H1 ≤ 0. (B.14)
Since Lω,+ is self-adjoint in L
2
real(R
d), we see from (4.109) and (B.13) that
〈Lω,+g−, f1〉H−1,H1 =
(
g−, Lω,+f1
)
L2
real
= −µ(g−, f2)L2
real
= 0. (B.15)
Moreover, it follows from (4.109) and (4.114) that
〈Lω,+f1, f1〉H−1,H1 = −
(
µf2, f1
)
L2real
= −µ(f1, f2)L2real < 0. (B.16)
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Note here that (B.15) and (B.16) show that g− and f1 are linearly independent in
L2real(R
d). We see from the hypothesis (B.14) and (B.15) that for any a, b ∈ R,
〈Lω,+
(
af1 + b
g−
‖g−‖L2
)
,
(
af1 + b
g−
‖g−‖L2
)
〉H−1,H1
= a2
(
Lω,+f1, f1
)
L2
real
+
b2
‖g−‖2L2
〈Lω,+g−, g−〉H−1,H1 +
2ab
‖g−‖L2
〈Lω,+g−, f1〉H−1,H1
≤ a2(Lω,+f1, f1)L2
real
≤ 0.
(B.17)
Put
e1 :=
g−
‖g−‖L2
, e2 :=
f1 − (f1, e1)L2reale1∥∥f1 − (f1, e1)L2
real
e1
∥∥
L2
. (B.18)
Then, it is clear that ‖e1‖L2 = ‖e2‖L2 = 1 and (e1, e2)L2real = 0. Moreover, we find from
(B.17) that for any α, β ∈ R,
〈Lω,+
(
αe1 + βe2
)
, αe1 + βe2〉H−1,H1 ≤ 0. (B.19)
Since Weyl’s essential spectrum theorem shows σess(Lω,+) = σess(−∆ + ω2) = [ω2,∞),
the min-max theorem (see Theorem 12.1 in [23]) together with (B.19) shows that the
second eigenvalue of Lω,+ is non-positive. However, this contradicts the fact that Lω,+
has only one non-positive eigenvalue as an operator in L2rad(R
d) (see Lemma B.4). Thus,
we have proved the claim (B.12).
Now, we are in a position to prove the claim (i). It follows from (B.1) and (2.9) that
there exists ω0 > 0 such that for any ω ∈ (0, ω0) and any g ∈ H1(Rd),
〈Lω,+g, g〉H−1 ,H1 .
(
ω + 1 + ω
p−1
p+1
(1−sp)‖U‖p−1Lp+1 + ω
4
(d−2)(p−1)
−1‖U‖2∗−2L2∗
)‖g‖2H1 . (B.20)
Thus, it suffices to show that
inf
g∈H1
rad
(Rd,R)
‖g‖
H1
=1
(g,f2)L2
real
=0
〈Lω,+g, g〉H−1,H1 > 0, (B.21)
where H1rad(R
d,R) denotes the space of radial real-valued functions in H1(Rd). Suppose
for a contradiction that (B.21) failed. Then, we could take a sequence {gn} of radial
real-valued functions in H1(Rd) such that
‖gn‖H1 ≡ 1, (B.22)
(gn, f2)L2
real
≡ 0, (B.23)
lim
n→∞〈Lω,+gn, gn〉H−1,H1 = 0. (B.24)
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Here, passing to some subsequence, we may assume that there exists a radial real-valued
function g∞ ∈ H1(Rd) such that
lim
n→∞ gn = g∞ weakly in H
1(Rd). (B.25)
If g∞ = 0, then we see from (B.24) and (B.25) that for any ω ∈ (0, 1),
0 = lim
n→∞〈Lω,+gn, gn〉H−1,H1 = limn→∞
(
Lω,+gn, gn
)
L2
real
= lim
n→∞
{
ω
∫
Rd
∣∣gn∣∣2 + ∫
Rd
∣∣∇gn∣∣2 − p ∫
Rd
Φp−1ω
∣∣gn∣∣2 − (2∗ − 1)∫
Rd
Φ
4
d−2
ω
∣∣gn∣∣2}
≥ ω − lim
n→∞
{
p
∫
Rd
Φp−1ω
∣∣gn∣∣2 + (2∗ − 1)∫
Rd
Φ
4
d−2
ω
∣∣gn∣∣2}
= ω,
(B.26)
which is a contradiction. Thus, we have found that g∞ is nontrivial. Then, it follows
from (B.24), the lower semicontinuity and (B.12) that
0 = lim
n→∞〈Lω,+gn, gn〉H−1,H1 ≥ 〈Lω,+g∞, g∞〉H−1,H1 > 0. (B.27)
This absurd conclusion comes from the hypothesis that (B.21) failed. Thus, we have
prove the claim (i).
Next, we prove the claim (ii). Let g ∈ H1(Rd) be a non-trivial, real-valued, radial
function with (g, ∂ωΦω)L2
real
= 0. We write g in the form
g = aΦω + h, (B.28)
where h satisfies (h,Φω)L2
real
= 0. Note that the condition (g, ∂ωΦω)L2
real
= 0 implies that
a = −
(
h, ∂ωΦω
)
L2
real(
Φω, ∂ωΦω
)
L2
real
. (B.29)
Hence, we find from (h,Φω)L2
real
= 0 that
‖g‖2H1 =
(
g, g
)
L2real
+
(∇g,∇g)
L2real
= a2‖Φω‖2H1 + ‖h‖2H1 − 2a
(∇Φω,∇h)L2
real
≤ ‖∂ωΦω‖
2
L2
‖h‖2
L2∣∣(Φω, ∂ωΦω)L2
real
∣∣2 ‖Φω‖2H1 + ‖h‖2H1 + 2‖∂ωΦω‖L2‖h‖L2∣∣(Φω, ∂ωΦω)L2real∣∣‖∇Φω‖L2‖∇h‖L2
. ‖h‖2H1 .
(B.30)
Moreover, we see from Lω,−Φω = 0 and Lemma B.1, that
〈Lω,−g, g〉H−1 ,H1 = 〈Lω,−(aΦω + h), aΦω + h〉H−1,H1
= 〈Lω,−h, h〉H−1,H1 & ‖h‖2H1 .
(B.31)
115
Putting (B.30) and (B.31) together, we obtain
‖g‖2H1 . 〈Lω,−g, g〉H−1 ,H1 . (B.32)
The opposite relation follows from (B.1). Hence, we have completed the proof.
C Inequalities for the radial functions
We see from the fundamental theorem of calculus and Hardy’s inequality that for any
d ≥ 3 and any radial function g ∈ H1(Rd),
sup
x∈Rd
{|x|d−2|g(x)|2} = sup
x∈Rd
∫ ∞
|x|
d
dr
{
− rd−2|g(r)|2
}
dr
.
∫ ∞
0
r
d−3
2 |g(r)|r d−12 |g′(r)| dr
≤
(∫ ∞
0
|g(r)|2rd−3 dr
)1
2
(∫ ∞
0
|g′(r)|2rd−1 dr
) 1
2
. ‖∇g‖2L2(Rd).
(C.1)
Similarly, we can verify that for any d ≥ 3 and any radial function g ∈ H1(Rd),
sup
x∈Rd
{|x|d−1|g(x)|2} . ∫ ∞
0
r
d−1
2 |g(r)|r d−12 |g′(r)| dr . ‖g‖L2(Rd)‖∇g‖L2(Rd). (C.2)
D Small-data theory
We record standard small-data theories for (NLS) and (1.19) (see Lemma E.1 below and
Corollary 3.9 in [22]):
Lemma D.1. (i) Assume d ≥ 3 and 1+ 4
d
< p < 2∗−1. Then, for any A > 0, there exists
δ(A) > 0 with the following property: for any t0 ∈ R and any ψ0 ∈ H1(Rd) satisfying
‖〈∇〉ψ0‖L2 ≤ A, (D.1)
‖ei(t−t0)∆ψ0‖W
2+ 4
d
(R)∩W2∗ (R) ≤ δ(A), (D.2)
there exists a unique strong H1-solution ψ to (NLS) with ψ(t0) = ψ0. Furthermore, the
maximal existence-interval of ψ is the whole of R, and ψ satisfies
‖〈∇〉ψ‖St(R) . ‖〈∇〉ψ0‖L2 . (D.3)
(ii) Assume d ≥ 3. Then, there exists δ0 > 0 with the following property: for any t0 ∈ R
and any ψ0 ∈ H˙1(Rd) satisfying
‖∇ψ0‖L2 ≤ δ0, (D.4)
there exists a unique strong H˙1-solution ψ to (1.19) with ψ(t0) = ψ0. Furthermore, the
maximal existence-interval of ψ is the whole of R and
‖∇ψ‖St(R) . ‖∇ψ0‖L2 . (D.5)
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We can control the norm of the full Strichartz space by a few particular norms:
Lemma D.2. Assume d ≥ 3, and let A1, A2, A3 > 0. Then, there exists a constant
C(A1, A2, A3) > 0 with the following property:
(i) for any interval I and any space-time function u satisfying
‖u‖L∞(I,H1) ≤ A1, (D.6)
‖u‖Wp+1(I)∩W2∗ (I) ≤ A2, (D.7)∥∥〈∇〉e[u]∥∥
L
2(d+2)
d+4
t,x (I)
≤ A3, (D.8)
we have
‖〈∇〉u‖St(I) ≤ C(A1, A2, A3). (D.9)
(ii) for any interval I and any space-time function u satisfying
‖∇u‖L∞(I,L2) ≤ A1, (D.10)
‖u‖W2∗(I) ≤ A2, (D.11)∥∥∇e‡[u]∥∥
L
2(d+2)
d+4
t,x (I)
≤ A3, (D.12)
we have
‖∇u‖St(I) ≤ C(A1, A2, A3). (D.13)
Proof of Lemma D.2. See the proof of Lemma 4.1 in [3].
E Long-time perturbation theory
In this section, we give the long-time perturbation theory for a general nonlinear Schro¨dinger
equation including (NLS) with 1 + 4
d
≤ p < 2∗ − 1:
i
∂ψ
∂t
+∆ψ + f(ψ) = 0, (E.1)
where f : C→ C is a continuously differentiable function in the real-sense.
Fix an even, smooth cut-off function χ defined on R such that χ(r) = 1 if 0 ≤ r ≤ 1
and χ(r) = 0 if r ≥ 2, and define
f≤1(z) := χ(|z|)f(z), (E.2)
f>1(z) := f(z)− f≤1(z). (E.3)
Then, our assumptions about the nonlinearity f are the followings:
1.
f(0) =
∂f
∂z
(0) =
∂f
∂z¯
(0) = 0. (E.4)
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2. There exists a constant C≤1 > 0 such that for any z1, z2 ∈ C,∣∣∣∂f≤1
∂z
(z1)− ∂f≤1
∂z
(z2)
∣∣∣+ ∣∣∣∂f≤1
∂z¯
(z1)− ∂f≤1
∂z¯
(z2)
∣∣∣
≤ C≤1
 |z1 − z2|min
{
10, (|z1|+ |z2|) 4d−1
}
if d = 3,
|z1 − z2| 4d if d ≥ 4.
(E.5)
3. There exists a constant C>1 > 0 such that for any z1, z2 ∈ C,∣∣∣∂f>1
∂z
(z1)− ∂f>1
∂z
(z2)
∣∣∣+ ∣∣∣∂f>1
∂z¯
(z1)− ∂f>1
∂z¯
(z2)
∣∣∣
≤ C>1
 |z1 − z2|(|z1|+ |z2|)
4
d−2
−1 if 3 ≤ d ≤ 5,
|z1 − z2|
4
d−2 if d ≥ 6.
(E.6)
Throughout this section, we allow the implicit constants to depend on C≤1 and C>1,
so that the assumptions (E.4) through (E.6) imply that
|f≤1(z)| . |z|1+ 4d , (E.7)
|f>1(z)| . |z|1+
4
d−2 , (E.8)∣∣∣∂f≤1
∂z
(z)
∣∣∣+ ∣∣∣∂f≤1
∂z¯
(z)
∣∣∣ . |z| 4d , (E.9)∣∣∣∂f>1
∂z
(z)
∣∣∣+ ∣∣∣∂f>1
∂z¯
(z)
∣∣∣ . |z| 4d−2 (E.10)
for any z ∈ C.
Now, we state the long-time perturbation theory for the equation (E.1):
Lemma E.1. Let d ≥ 3, I an interval, ψ ∈ C(I,H1(Rd)) a solution to (E.1), and let u
be a function in C(I,H1(Rd)). Assume that
‖u‖L∞t H1x(I) ≤ A, (E.11)
‖u‖V
2+ 4
d
(I)∩W2∗ (I) ≤ B, (E.12)
‖ψ(t0)− u(t0)‖H1 ≤ γ (E.13)
for some t0 ∈ I and some constants A > 0, B > 0 and γ > 0. Then, there exist constants
δ0(A,B, γ) > 0 and C(A,B, γ) > 0 such that if
‖ei(t−t0)∆{ψ(t0)− u(t0)}‖V
2+ 4
d
(I)∩W2∗ (I) ≤ δ, (E.14)
‖〈∇〉e(u)‖
L
2(d+2)
d+4
t,x (I)
≤ δ (E.15)
118
for some 0 < δ < δ0(A,B, γ), then we have
‖ψ − u‖V
2+ 4
d
(I)∩W2∗ (I) ≤ C(A,B, γ)δ
1
d(d+2) , (E.16)
‖〈∇〉{ψ − u}‖St(I) ≤ C(A,B, γ)γ, (E.17)
‖〈∇〉ψ‖St(I) ≤ C(A,B, γ). (E.18)
Here, the constant C(A,B, γ) is non-decreasing with respect to each of the parameters A,
B and γ.
We can prove Lemma E.1 in a way similar to the proof of Theorem 3.8 in [22]. The
main difference of the proof is that we need another exotic Strichartz estimate. For
example, the following exotic Strichartz norms work well:
‖u‖ES(I) := ‖〈∇〉
4
d+2u‖
L
d(d+2)
2(d−2)
t L
2d2(d+2)
d3−4d+16
x (I)
+ ‖u‖
L
d+2
2
t L
2d(d+2)
(d−2)(d+4)
x (I)
, (E.19)
‖u‖ES∗(I) := ‖〈∇〉
4
d+2u‖
L
d
2
t L
2d2(d+2)
d3+4d2+4d−16
x (I)
+ ‖u‖
L
d(d+2)
2(d+4)
t L
2d2(d+2)
(d+4)2(d−2)
x (I)
, (E.20)
where I is an interval. In particular, we have the following exotic Strichartz estimate.
Lemma E.2 (Exotic Strichartz estimate). Let d ≥ 3. Then, we have
‖u− ei(t−t0)∆u(t0)‖ES(I) . ‖i
∂u
∂t
+∆u− g‖ES∗(I) + ‖〈∇〉g‖
L
2(d+2)
d+4
t,x (I)
(E.21)
for any interval I, any t0 ∈ I, and any functions u and g defined on Rd × I.
Moreover, we can derive an analogue of Lemma 3.11 in [22]:
Lemma E.3. Let d ≥ 3. Then, we have
‖u‖ES(I) . ‖u‖
1
d+2
L
2(d+2)
d−2
t,x (I)
‖∇u‖
d+1
d+2
St(I) + ‖u‖
16(d−2)
d2(d+2)
L
2(d+2)
d
t,x (I)
‖〈∇〉u‖
d3+2d2−16d+32
d2(d+2)
St(I) (E.22)
for any interval I and any function u on Rd × I. In particular, we have
‖u‖ES(I) . ‖〈∇〉u‖St(I). (E.23)
Moreover, there exist constants θ0, θ1 ∈ (0, 1] depending only on d such that
‖u‖
L
2(d+2)
d
t,x (I)
≤ ‖u‖1−θ0
St(I)‖u‖θ0ES(I), (E.24)
‖u‖
L
2(d+2)
d−2
t,x (I)
≤ ‖∇u‖1−θ1
St(I)
‖u‖θ1
ES(I)
(E.25)
for any interval I and any function u on Rd × I.
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F Table of notation
Symbols Description or equation number
M (1.2)
H,H†,H‡, (1.3), (1.41), (1.32)
Sω,S†ω,Sjω (1.8), (1.46), (8.211)
K, K˜ω,K†,K‡ (1.5), (1.57), (1.43), (1.31)
Iω, I˜ω,I‡,Ijω (1.11), (1.58), (1.30), (8.211)
Jω (1.12)
Φω, U positive, radial ground states of (1.7) and (1.22)
W (1.26)
mω, σ, νω (1.9), (1.27), (4.17)
P˜Wω, PWω, PWω,+, PWω,− (1.16), (1.48), (1.50), (1.51)
PW †, PW †ω, PW †,ε (1.40), (1.44), (1.47)
PW ‡+ (1.37)
Tω (1.24)
sp (1.42)
Lω, Lω,+, Lω,− (4.2), (4.4), (4.5)
L†+, L
†
− (1.55), (1.56)
L˜ω,+, L˜ω,− (1.59), (1.60)
µ positive eigen-value of −iLω
U± eigen-function of −iLω corresponding to ±µ
λ±(t) (4.50)
Γ(t) (4.65)
λ1(t), λ2(t) (4.88)
dω(ψ(t)), d˜ω(ψ(t)) (4.85), (6.15)
δE , δX , δS , δ∗ (4.77), (5.24), (7.7), (??)
TX (5.12)
κ1(δ) (6.20)
Aεω, S
ε
ω,R, S
ε
ω,R,± (3.1), (8.1), (8.19)
St(I), Vq(I), V (I),Wq(I),W (I),W
j(I) (1.61), (1.62), (8.73)
Gjn, g
j
n (8.44), (8.45)
σjn, σ
j∞ (8.47), (8.56)
xjn, t
j
n, λ
j
n (8.39), (8.40), (8.41)
u˜j , wkn (??), (8.42)
ψ˜j , ψjn (8.72), (8.80)
ψk-appn (8.168)
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