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It is necessary to select from a vast amount of information in order to obtain highly reliable information from 
the web media. Considering the objectivity, accuracy, fairness, etc. of the information to be selected, 
understanding of the bias of the media is required. In various media, it is difficult to understand at a glance how 
difference the bias is, and it is difficult to receive comprehensively and accurately and fairly information. In this 
study, focusing on Web news, we aim to quantitatively visualize the bias of each newspaper company. In order 
to visualize the bias, "characteristic words" which can interpret the sentiment are extracted, and the way of 
handling each newspaper company for them is quantified. As the quantitative index, we used the sentiment value 
by the evaluation sentiment dictionary that takes into consideration the dependency of the characteristic word 
and the probability belonging to the newspaper publisher of each characteristic word by the topic model and 
logistic regression. In the probability that each characteristic word belongs to a newspaper publisher, it is 
possible to quantitatively show the bias of a newspaper article that makes it easy to visually understand the 
relation of each newspaper publisher and each characteristic word by hierarchical clustering. 
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１．	はじめに 
インターネットや端末の普及につれて，ニュースサイ
ト，ブログ，SNS 等の様々な形のメディアに触れる機会
が増えている．総務省の平成 28 年版情報通信白書[1] で
は，インターネットの利用者数は年々増加し，インターネ
ットメディアに対しての信頼度も増加している． 
しかし，様々なメディアにおいて，執筆者の主観による
情報の偏向性があり，その偏向性がどのような差異であ
るのかが一見して理解しづらいため，多種類のメディア
から統合的に正確かつ公平な情報を受け取ることは難し
い． 
本研究では，比較的信頼度が高いニュースサイト(Web
ニュース)に着目し，大手新聞社 4 社の朝日新聞，毎日新
聞，産経新聞，読売新聞の Web ニュース記事を対象に，
偏向性が解釈可能な”特徴語”に対する評価値を示すこと
により，偏向性の可視化を行うことを目的とした． 
 
２．	関連研究 
本研究に似た先行研究として，輪島らの研究[2]がある．
これは潜在的ディリクレ配分法(LDA)[3]と評価表現辞書
を用いて，質問(文書) の潜在的に存在するネガティブさ
(深刻度)の傾向を明らかにするものである．この手法では，
トピックに含まれる平均評価極性値を求め，その分布を
俯瞰するものである．しかし輪島らの研究では，ネガティ
ブ方向の極性値しか扱っておらず，また結果とした各ト
ピックの平均評価極性値の分布は，偏向性を示すという
目的には合わない．本研究とは，ポジティブな方向の極性
も扱う他，偏向性が解釈可能な特徴語に対する評価値を
結果とする点で異なる． 
熊本らの研究[4]では，Web ニュース記事に対して受け
手がどのように感じるかを推測するシステムを構築して
いる．記事種毎に感情語による記事の感情尺度値等の評
価値の比較という点では，本研究と似ているが，評価尺度
は受け手に対する感情値であり，記事の客観性や正確性，
公平性等の偏向性を俯瞰することを目的としている本研
究と相反する． 
市川らの研究[5]では，Web ニュースの報道の偏りを検
知し可視化することを目的としており，この点は本研究
と同じである．また，各新聞社の単語の扱われかたを示す
という点も等しい．しかし，市川らの研究では，その手法
として Word2Vec を用いた語の分散表現を主成分分析と
t-SNE により，2 次元に圧縮し，図示するというものであ
る．この研究の問題点は，各新聞社の語の扱われ方につい
て，語の分散表現間の距離感，つまり語の意味の近さを掴
むことはできるが，一見して新聞社間の偏りを理解させ
られるとは言い難い．本研究では，各新聞社の語の扱われ
方，各新聞社間の偏りを一見して理解させるため，偏向性
が解釈可能な特徴語に対する評価値を示すシステムの構
築を行う．  
 
３．	方法 
本研究では，記事の偏向性を解釈可能な特徴語に対し
て，各新聞社がどのように扱っているかを表す評価値を
示すシステムの構築を行う．本研究ではこの評価値を，特
徴語に対する各新聞社の極性評価値平均と，極性を考慮
した特徴語を含む記事の各新聞社に属する確率の 2 種類
の評価値を用いる．特徴語に対する各新聞社の極性評価
値平均を算出するまでの流れを Fig. 1，極性を考慮した特
徴語を含む記事の各新聞社に属する確率を算出するまで
の流れを Fig. 2 に示す． 
Fig. 1，Fig. 2 における各処理は以下の節で説明する． 
 
Fig. 1 特徴語に対する各新聞社の極性評価値平均を算
出するまでの流れ 
 
 
Fig. 2 極性を考慮した特徴語を含む記事の各新聞社に
属する確率を算出するまでの流れ 
 
（１）Web ニュース記事 
各新聞社の Web ニュースの経済・政治・国際のカテゴ
リの記事を，2014 年の 7 月から 2015 年の 11 月までに取
得したものから，ランダムに各新聞毎に 5610件を抽出し，
これを対象とした． 
（２）形態素解析 
対象となった記事群に対して，まず前処理として形態
素解析を行い，トークン単位に分割を行った．形態素解析
には，MeCab [6]を用い，新語に対応させるために mecab-
ipadic-NEologd [7]を使用した． 
（３）特徴語 
本研究では記事の偏向性が解釈可能な語(特徴語)を評
価極性を持ち，記事内で頻出し，出現する記事数が多い名
詞と仮定する． 
特徴語を決定するために，形態素解析を行った新聞記
事𝑑"におけるトークン𝑡$について以下の式で与えられるtfdf$,"を定義する． 
 tfdf$ = df$ tf$,**  
 tf$," = 𝑛$,"𝑛*,"*  
 df$ = log | 𝑑: 𝑑 ∋ 𝑡$ ||𝐷|  
 
 𝑛$,"はトークン𝑡$の記事𝑑"における出現回数， 𝑛*,"* は，
記事𝑑" におけるすべてのトークンの出現回数の和，|𝐷|は
総記事数，| 𝑑: 𝑑 ∋ 𝑡$ |はトークン𝑡$を含む文書数である．
つまりtfdf$は記事内で頻出し，かつ出現する記事数が多い
トークンが高い値を示す． 
語が評価極性をもつかどうかの判断のために，極性評
価辞書[8],[9] を用いた．この評価極性辞書に含まれ，かつtfdf$値が高い名詞を特徴語とし，用言を評価極性用言群と
した． 
（４）係り受け解析 
新聞社毎の特徴語の評価極性値を算出する前に，記事
から係り受け解析を行い，特徴語の係る文節群を抜き出
す．係り受け解析には CaboCha [10] [11] を使用した．こ
れにより，特徴語のかかるトークン群(文節) を抽出した．
この文節中のトークンの極性値(ポジティブの場合 1,ネガ
ティブの場合-1 をとる)の合計が文節の極性評価値となり，
新聞社毎にこの合計をとることによって，各新聞社の特
徴語の評価極性値を算出した．  
（５）LSI モデル 
特徴語の各新聞社に属する確率を求める際に，トピッ
クモデルを使用した．トピックモデルは文書の潜在的な
意味解析を行う際に用いる手法である．本研究では，トピ
ックモデルの一つとして Latent Semantic Indexing(LSI) モ
デルを用いた．LSI は文書に含まれる語 M 語と，文書 N
個による MN 行列を特異値分解により，次元削減を行う．
この削減された次元による空間が単語ベクトルと文書ベ
クトルによる潜在意味的な空間を表しており，概念空間
と呼び，概念空間の基底をトピックと呼ぶ． 
本研究では，文書単位を記事として扱う．まず全記事に
含まれる全トークンの内，2 回以上出現し，かつ助詞，助
動詞でないトークンについて ID を振り分ける．これによ
り，記事毎に各トークンの出現回数によって構成される
文書のベクトルが与えられる．文書ベクトルの次元を M，
全記事数を N とした場合，この文書ベクトルを並べた，
MN 行列の特異値分解を行った．特異値分解により得られ
た行列によって，潜在意味解析を行いたい記事(以下クエ
リ記事) を，概念空間に写像してやることで，クエリ記事
の潜在意味を表すベクトルを得ることができる． 
（６）ロジスティック回帰モデル 
概念空間に写像されたクエリ文書ベクトルが，どの新
聞社に属するかの確率を求めたい．その際本研究では，ロ
ジスティック回帰モデルを使用した．モデルのフィッテ
ィングには L2 正則化項を用いた． 
また，LSI モデルとロジスティック回帰モデルの性能を
示す事前実験として，新聞記事の新聞社推定を行った．新
聞社毎の記事 5610 件のうち 4488 件をモデルフィッティ
ング用に，1122 件をテスト用に分けて推定を行った．推
定の流れはモデルフィッティング用の文書により，LSI モ
デルを作成し，全記事を概念空間に写像する．概念空間に
写像したモデルフィッティング用文書ベクトルにより，
ロジスティック回帰モデルのパラメータのフィッティン
グを行う．その後，概念空間に写像したテスト用文書ベク
トルがどの新聞社に属するかを決定した．この実験では，
accuracy は 0.8077 という結果が得られた．なお LSI の概
念空間の次元数(トピック数)は 1000 とした．本研究では，
この実験でフィッティングした LSI モデルとロジスティ
ック回帰モデルを使用する． 
（７）特徴語の各新聞社に属する確率 
特徴語を表すようなクエリ文書を作成し，LSI モデル
とロジスティック回帰モデルによって各新聞社に属する
確率を算出する．特徴語を表すようなクエリ文書は，ポジ
ティブ，ネガティブの極性を考慮した文書とする．本研究
ではこのクエリ文書を，特徴語と極性値が与えられてい
る用言(評価極性用言群) を含んだ文書とした．評価極性
用言群は，特徴語の抽出と同様に，用言の評価極性辞書を
用いて 30 語抽出を行った．特徴語を表すようなクエリ文
書として，極性毎の評価極性用言群と，特徴語を用言の語
数 30 語分を含む文書とした．つまり，クエリ文書は極性
毎，全特徴語 60 語毎に作成されるので，120 件のクエリ
文書が作成される．これらのクエリ文書を LSI モデルと
ロジスティック回帰によって各新聞社に属する確率を算
出する 
 
４．	評価実験 
特徴語に対する各新聞社の極性評価値を，極性語数で
割ったもの，つまり 1 文節あたりの極性評価値を，ポジ
ティブ極性を Table 1，ネガティブ極性を Table 2 に示す． 
 
Table 1 ポジティブな特徴語の文節あたりの極性評価値 
 
 
Table 2 ネガティブな特徴語の文節あたりの極性評価値 
 
 
特徴語の各新聞社に属する確率のヒートマップを，ポ
ジティブ極性評価用言群で表したポジティブな特徴語に
よるものを Fig. 3，ポジティブ極性評価用言群で表したネ
ガティブな特徴語によるものを Fig. 4，ネガティブ極性評
価用言群で表したポジティブな特徴語によるものを Fig. 
5，ネガティブ極性評価用言群で表したネガティブな特徴
語によるものを Fig. 6 に示す．ヒートマップの周りの樹
形図は，新聞社毎，特徴語毎に，ベクトルのユークリッド
距離によって階層的クラスタリングを行ったものである． 
 
 
Fig. 3 ポジティブ極性評価用言群で表したポジティブ
な特徴語の各新聞社に属する確率 
 
 
Fig. 4 ポジティブ極性評価用言群で表したネガティブ
な特徴語の各新聞社に属する確率 
 
Fig. 5 ネガティブ極性評価用言群で表したポジティブ
な特徴語の各新聞社に属する確率 
 
 
Fig. 6 ネガティブ極性評価用言群で表したネガティブ
な特徴語の各新聞社に属する確率 
 
 
５．	考察 
 特徴語に対する新聞社毎の極性評価値は，それぞれの特
徴語に対してどのような修飾語，述語等を用いて書いて
あるかを表している．朝日新聞では"テロ"という単語が-
1.762，"事件" という単語は-2.991 と"事件" の方がより
ネガティブに書いているのに対して，毎日新聞では"テロ
" が-5.448，"事件" が-3.347 と，"テロ" のほうがよりネ
ガティブに書いている．他の例としては，"増税" という
単語に対して，毎日新聞，産経新聞，読売新聞ではプラス
の値を示すが，朝日新聞ではマイナスの値を示している．
これは"増税" という単語に対して朝日新聞は，他の特徴
語よりはポジティブな単語を使用していないことが分か
る．特徴語の各新聞社に属する確率の結果を見てみると，
例えば，"平和"，"支持"，"利益" という単語を含む記事は
ポジティブ，ネガティブの両極性について読売新聞に属
する確率が高いが，ネガティブな記事であると"利益" と
いう単語が読売新聞に属する確率が他の 2 語より高く，
ポジティブな記事であると，その差があまり無い．つまり，
"利益" という単語について"支持" や"平和" よりもポジ
ティブに書くより，ネガティブに書いたほうが，より読売
新聞らしい記事であるということが言える．他の例とし
ては，"殺害" という単語について，産経新聞と読売新聞
で比較すると，ネガティブな用言を含む"殺害" の記事は
どちらかというと産経新聞に属しやすく，ポジティブな
用言を含む"殺害" の記事は読売新聞のほうが属しやすい
と考察できる．新聞社毎の樹形図を見ると，全 60 語の特
徴語について，基本的に毎日新聞と読売新聞の距離が一
番近いが，ポジティブな用言を含むポジティブな特徴語
では，毎日新聞と産経新聞のほうが近い．これは，基本的
に毎日新聞と読売新聞が似ているが，ポジティブな話題
に対してポジティブに書く記事では，毎日新聞と産経新
聞のほうが似ていると言える． 
 
６．	結論 
新聞社 4 社の Web ニュース記事を対象に，特徴語に対
する新聞社毎の極性評価値と，特徴語の各新聞社に属す
る確率という 2 つの指標により，新聞社の偏向性の定量
評価を行った．その結果，各特徴語に対する扱いが新聞社
毎に異なっていることにより，偏向性が確認できた．また，
各新聞社の相似性やその新聞社らしさ等も確認，考察が
できる結果となった．しかし，特徴語の各新聞社に属する
確率で，ポジティブとネガティブの評価極性用言による
差が比較的少ないという問題点がある．この問題点を解
決するためには，特徴語を表すクエリ文書の定義をより
正確に定義する必要がある．他の問題点としては，特徴語
が偏向性を評価するための基底として適切かどうかを検
証していないため，その評価，検証を行うとともに，特徴
語の抽出方法についても考察する余地があるように思わ
れる．また，2 つの指標について偏向性が確認できるもの
の，一見しては理解しづらく，2 つの指標についての表示
方法について改善すべきである． 
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