We calculate the DC conductivity in the nematic phase of iron based superconductors within the orbital selective spin fluctuation scenario. We find that the anisotropy in the DC conductivity for each pocket depends on both the velocity and the scattering rate renormalized by the orbital selective spin fluctuations. The contribution of the scattering rate to the anisotropy is dominated by the cold spots at the Fermi surface arising from the orbital selective spin fluctuation self-energy. The contribution of the velocity is a new result absent in previous analysis performed within the band spin-nematic scenario. In addition, the resulting conductivity anisotropy from the velocity is unusual since the conductivity increases in the direction where the self-energy is larger. This effect arises because the nematic splitting exchanges the orbital character in the pockets. In electron pockets the ellipticity and/or the xy quasiparticle renormalization can overcome this effect. This work demonstrates that that both the velocities and the scattering rate carry on orbital information in the spin scenario and can contribute to the anisotropy for the nematic phase shedding light in the long-standing question of the origin of the anisotropy in DC conductivity.
The driving force of electronic nematicity is one of the most intriguing puzzles in iron superconductors. The structural transition from tetragonal to orthorhombic at T s comprised the nematic phase characterized by a marked electronic anisotropy, much larger than the one expected by the structural transition itself 1 . In most iron pnictides the structural transition precedes or coincides with the magnetic transition at T N . The proximity of the magnetic phase led to the well known proposal of the band spin-nematic scenario 2, 3 where the spin fluctuations at Q X = (π, 0) and at Q Y = (0, π) become anisotropic below the structural transition. This scenario has been challenged by FeSe. FeSe presents a nematic phase below the structural transition at T s = 90K down to the critical superconducting temperature T c = 9K. The lack of long-range magnetic ordering have cast some doubts on the spin-driven nematic scenario. In addition, ARPES experiments report a momentum-modulated orbital ordering between the Γ and M point of the Brillouin zone 4 . This fact has prompted several proposals on an orbitalordering scenario [5] [6] [7] [8] [9] . However, even though a long-range magnetic order is absent, sizeable spin fluctuations have been found also in FeSe [10] [11] [12] [13] [14] . In this situation two related questions arise: what is the role of the spin-orbital interplay and whether the origin of nematicity is universal or material-dependent [15] [16] [17] .
Resistivity anisotropy is a hallmark of nematicity in iron superconductors. In detwinned electron doped 122 compounds ∆ρ = ρ x − ρ y < 0 is found below the structural transition [18] [19] [20] [21] [22] while detwinned hole doped compounds and FeSe present the opposite anisotropy 23, 24 . There is an on-going debate in the literature whether the observed dc anisotropy is due to the anisotropy in the scattering rate or to the anisotropy in Fermi surface parameters [25] [26] [27] [28] [29] [30] [31] [32] [33] . In principle, within an orbital-ordering scenario the different occupation of the various orbitals affects mainly the Fermi surface [34] [35] [36] , while within a spindriven scenario the largest effect is an anisotropy in the inelastic scattering rate 25, [37] [38] [39] [40] . Specifically, in the band spin-nematic scenario, depending on the Fermi Surfaces shape and size, the band nesting is active at the so called hot spots on the Fermi surface, where the scattering rate is maximum. It has been argued that the location of the hot spots could explain the different signs between e-doped compounds and h-doped compounds 23 .
On the other hand, in the presence orbital-spin entanglement such a precise dichotomy should be revised. In the magnetic phase Hartree-Fock studies of multiorbital microscopic models 41, 42 have shown that conductivity anisotropy can originate from the Fermi velocity, as corroborated also by similar studies adding impurities 43 . Spin-orbital interplay has been also used to address the anisotropy in 122 compounds in an effective three orbital spin-fermion model 44 . In a recent proposal 45 the orbital ordering is originated by orbital-dependent spin fluctuations that gives rise to anisotropic inelastic scattering rates. This framework has been used to explain the different signs between 122 compounds and FeSe compounds. However, a study of the DC conductivity anisotropy resulting from a spin-nematic scenario accounting for the spin-orbital interplay and able to address pnictides and FeSe, is still missing.
Recently we derived a low-energy effective model for iron-based superconductors characterized by the presence of orbital-selective spin fluctuations (OSSF) 17 . In this approach, the spin fluctuations at Q X = (π, 0)/Q Y = (0, π) involve the yz/xz orbitals 46 (see Fig. 1 ). As in the spin-nematic scenario, the nematic phase emerge when arXiv:1804.07293v2 [cond-mat.supr-con] 27 Apr 2018 spin fluctuations at Q X = (π, 0) and at Q Y = (0, π) become anisotropic. Notably, this approach has been able to explain the difference in the phase diagram of the nematic and magnetic phases in FeSe and 122 compounds 17 and the odd orbital ordering observed in ARPES in FeSe 47 . In addition the model can explain (i) the small size of the Fermi surfaces in FeSe 47 (ii) The decrease of the nematic phase in FeSe with pressure 17 found experimentally 4, 48, 49 and (iii) the enigmatic anisotropy of the superconducting gap in the nematic state of FeSe 50 revealed by STM 51 and ARPES [52] [53] [54] experiments. In this work, we use this OSSF model to calculate the conductivity anisotropy by computing the effects of selfenergy corrections in the nematic phase. In contrast to the band spin-nematic scenario 2, 3 , where just the scattering rate contributes to the conductivity anisotropy, also the velocity contributes. The contribution of the scattering rate to the resistivity anisotropy is dominated by the location of the cold spots where the scattering rate is minimum (see Fig. 1 ). This location of the cold spots is determined by the spin-orbital interplay of the OSSF. The contribution of the velocity to the resistivity anisotropy is counter-intuitive since the conductivity is larger in the direction where the self-energy is also larger. This interesting effect is due to the orbital exchange of the pockets arising from the OSSF self-energy. In our model we can take also into account the high-energy orbital selective effective masses renormalization widely discussed via DMFT or slave-particle approach in the context of iron superconductors 55 . The final result depends on whether scattering rate or velocity anisotropy dominates on each pocket, as well as other parameters such as the quasiparticle renormalization and ellipticity. Thus different experimental results among the various families of iron superconductors can be explained within the same OSSF scenario.
The organization of the paper is as follows. In Sec. I we introduce the OSSF model. In Sec. II we outline the calculation of the DC conductivity. We first summarize the general features of the DC anisotropy within the perfectly-nested parabolic-band approximation, where analytical expressions can be derived. Next, we discuss the effects of having a finite spin-orbit coupling, elliptical e-pockets and high-energy orbital selective quasiparticle weight renormalization. We end with a discussion of our results and a comparison to experiments in Section III.
I. MODEL
The OSSF low-energy model has been derived in detailed in Ref. [17] . Here we summarize the main features of the model. The starting point is a general 4-pocket model with two h-pockets at Γ, denoted as Γ ± , and two e-pockets at X and Y . The model can be easily adapted to describe different compounds among the 122 and 11 families. The kinetic part of the Hamiltonian is derived following the low-energy approach considered in Ref. [56] , where each pocket is described using a spinor representation in the orbital space.
with l = Γ, X, Y and τ the matrices representing the orbital pseudo-spin. The spinors are defined as ψ 
As already discussed in Ref.s [17, 46, 47] , the interacting Hamiltonian simplifies considerably once that the spinexchange interaction is projected onto the low-energy kinetic model described by Eq. (2) . Considering that the largest contribution to magnetism originates from intraorbital spin excitations 42, 57 , the generic spin operator reads S 
whereŨ is the intraorbital interaction renormalized at low energy and
. The relevant magnetic fluctuations occur at momenta q near Q X = (π, 0) and Q Y = (0, π), which connect a h-pocket with the X and Y e-pocket respectively. Since the only common orbitals are the yz or xz along the X or Y directions, respectively, one obtains that 17, 46, 47 :
For the same reason the spin interaction (6) has no xy-orbital dependence. Eq.s (6)-(8) completely define the orbital-selective nature of the spin fluctuations, as sketched in Fig. (1) .
The OSSF given in Eq. (7), (8) lead in turn to orbitalselective self-energy corrections 47 .
with Σ
The dependence on ω is implicit. The anisotropy between the self-energy corrections in different orbitals is a consequence of the anisotropy of the spin fluctuations below T N . 47 We have taken that the renormalization of the Γ pockets is equal but in principle could be different. Thus, in the paramagnetic state at T > T S the self-energies are the same in the xz and yz orbitals, leading to ∆Σ Γ = 0, ∆Σ X = ∆Σ Y , while in the nematic state the OSSF generates an anisotropy between xz/yz self-energy corrections and we can define the nematic splitting as
Using the previous expressions, the dressed Green's functions in the orbital basis are obtained via the Dyson equationĜ
Since the self-energy is a complex function, Eq. (13) accounts both for the modification of the band dispersion
with respect to the bare one in Eq. (3), and for the renormalized scattering rate
where we also added a residual constant broadening term Γ 0 . It is easy to understand the location of the minimum value of Γ l± R on the Fermi surface corresponding to the cold spots shown in Fig. 1 . As we discussed in Ref. [47] , the reconstruction of the Fermi surface below T S is consistent with Ising-nematic spin-fluctuations being bigger at Q X than at Q Y . This also implies that self-energy corrections are stronger on the yz orbital than on the xz one, and are absent on the xy orbital. Thus, the smaller scattering rate corresponds to the xz orbital in the hole pockets and to the xy-orbital in the electron pockets given the absence of xy-OSSF (see Appendix A for further details). This result is an example of the spin-orbital interplay retained by the OSSF approach that allows to directly link the cold spots position with the FS orbital character and is not present in the ordinary band-based spin-nematic scenario 2 . These cold spots represented in Fig. 1 will play an important role in the DC conductivity.
We now turn our attention to the matrix U Rl (k, ω) in Eq. (12) . It has a structure analogous to Eq. (4) as well as the renormalized coherence factors to Eq. (5):
It is interesting to expand this Eq. (17) at first order O(∆Σ) in order to understand the physical implication of the OSSF self-energy corrections:
where we have neglected the imaginary part of the selfenergy. In Eq. (18) we can observe that Re∆Σ l exchanges the orbital character in each pocket. Notice that Re∆Σ Γ defines the nematic phase given in Eq. (11) . This effect of the OSSF self-energy in the coherence factors will have important consequences for the renormalized velocities as we will see in the following section.
II. DC CONDUCTIVITY
The DC conductivity is the Ω → 0 limit of the longitudinal optical conductivity given by
with Π α given in the bubble approximation by the following equation
We rotate Eq. (20) in the band space in which the Green's functions are given by Eq. (12) . The DC conductivity becomes
where α = x, y. In this equation the spectral function is given by
where Γ the renormalized coherence factors defined in Eq. (17) . We have omitted the dependence on (ω, k) for simplicity. Via the coherence factors the renormalized velocity depends on ∆Σ l (ω) that defines the nematic phase (see Eq. (11)). Thus, the renormalization of the velocity is sensitive to the exchange of the orbital character in each pocket due to the OSSF self-energy (see Eq. (18)). This dependence of the renormalized velocity on the self-energy in the nematic phase is a new result absent in the band-based spin-nematic scenario 2,3 and it will contribute to the conductivity anisotropy.
Analytical calculation We compute Eq. (21) in the limit of T → 0 and we use the Boltzmann approximation, i.e. we approximate the spectral functions as a delta. In this limit one can see that the conductivity is given by
We consider the parabolic approximation where the e/hpockets are perfectly nested with their corresponding orbital content. The pocket DC conductivity turns out to be (see Appendix B)
The new effect of the OSSF in Eq. (57) is the dependence on Re∆Σ l and Im∆Σ l . In the band spin nematic scenario the conductivity depends on the Fermi surface shrinking given by the term 0 ± ReΣ l 0 and in the scattering rate 58, 59 . Larger self-energy corrections imply a larger Fermi-surface shrinking, so smaller v l F and k l F , and larger scattering rate. In the nematic phase the self-energy corrections are larger on the yz orbital, since this is the one affected by the dominant spin fluctuations along Q X . Consequently, shrinking is larger in the portions of Fermi surface with yz orbital content 47 . One would have expected that in that direction the velocity and density are smaller, however, due to the renormalization of the velocity there is the opposite dependence in Re∆Σ l . We will see this effect more clearly in the conductivity anisotropy. Taking into account the opposite sign of the self-energy correction on the hole and electron pockets 47, 58, 59 we can then define the nematic order parameters on the hole (Φ h , ∆Γ h ) and electron (Φ e , ∆Γ e ) pockets as
One can then write the contribution to the dc conductivity anisotropy ∆σ DC ≡ σ x − σ y coming from electron and hole pockets as:
As one can see the contribution of the scattering rate 0 Γ0 ∆Γ l is opposite to the first term Φ l . Φ l encodes two contributions: the shrinking (-Φ l ) and the velocity contribution (2Φ l ). Since the velocity contribution overcomes the shrinking contribution (see Appendix B) from now on we will take Φ l as the velocity contribution. As mention in Eq. (18) and Eq. (23) the velocity contribution arises because of the exchange of the orbital character in each pocket due to the OSSF renormalization. The contribution of the renormalization of the velocity to the conductivity anisotropy is a new feature absent in the band spin nematic scenario.
Within this approximation with all the pockets perfectly nested the h-pocket contribution cancels. Then, the anisotropy is dominated by the e-pockets. In this situation the overall sign of ∆σ DC will depend on which effect dominates, i.e. the renormalization of the velocity or the effect of the scattering rate.
Beyond the analytical approach Realistic Fermi surfaces have to have into account that the hole pockets are not equal in size, that spin-orbit interaction can split the two hole pockets at Γ and that the electron pockets are elliptical. Then, the analytical formula for the pocket conductivity given in Eq. (61) is no longer valid and we have to calculate numerically the formula given in Eq. (21) . To gain physical insight we have plotted in Fig. 3 the renormalized velocities for each pocket given by Eq. (23) and the scattering rate Eq. (16) for a representative case. Parameters are detailed in the caption. The scattering rate shown in Fig. 3b is very similar to the scattering rate in the analytical approach as shown in Appendix B. The location of the cold spots are found as expected from the OSSF physics.
In the case of the hole pockets shown in Fig. 3a even though we did the calculation including the spin-orbit coupling we can still learn something from the analytical approach. The overall contribution of the h-pockets does not cancel out in Eq. (61) and the Γ + and the Γ − pocket have opposite anisotropy. We have checked numerically that this opposite anisotropy remains in accordance to the analytical approach. The opposite anisotropy in the Γ pockets can be easily understood since the OSSF selfenergy gives opposite contribution in the scattering rate (as shown in the cold spots of Fig. 1 ) and in the velocity. For the particular case shown in Fig. 3 the scattering rate dominates the anisotropy and the Γ − /Γ + pocket has conductivity anisotropy in the x/y direction.
Let's now discuss the effect of having elliptical epockets on the DC anisotropy ∆σ DC . The ellipticity strongly affect the contribution of the electron pockets to the conductivity anisotropy via anisotropic changes in the velocity. It can even reverse the anisotropy found in the analytical approach given by Eq. (61). Fig. 3a shows the renormalized velocities at the Fermi surface. Given the elliptical shape of the Fermi surface now a larger portion of the FS is contributing along the shorter axis of each pocket, so that the anisotropy of the X/Y pocket velocity is bigger in the y/x Fig. 3a . This effect could be important in the case of strong ellipticity, since the effect of the anisotropy in the bare velocity can overcome the self-energy effect, specially in the Y pocket where the self-energy effect is smaller due to the anisotropic OSSF. It might happen that the Y pocket anisotropy dominate over the X pocket anisotropy. In fact, for the case presented in Fig. 3 the total conductivity anisotropy summing all the pockets is in the x direction due to the dominance of the velocity anisotropy of the Y pocket.
The ellipticity of the X/Y pockets also decreases the degree of nesting of the system. As a consequence the nesting is active only at the so called hot spots on the Fermi surface, where the scattering rate is maximum. This scenario has been discussed in depth within spinnematic scenario not accounting for the orbital content of the Fermi surfaces 23, 37 . The effect of the hot spots would be on top of the orbital effect highlighted by the cold spots. Multiorbital RPA calculation computing the scattering rate of spin-fluctuations in a 4-pocket model in the paramagnetic state for iron-based material support indeed that the dominant effect in the scattering rate renormalization would come from the orbital character of the Fermi surface. 60, 61 The cold spots at the hole pockets in the nematic phase cannot be found within RPA approach, since they originate for nematic spin fluctuations, which can only be obtained by including spin-fluctuations interactions beyond RPA level 17 .
Within our OSSF model the xy orbital is not renormalized, as also discussed in previous RPA works using a 4-pocket multiorbital hamiltonian 60, 61 . However, it is well established that the high-energy renormalizations of the quasiparticle coming from local interactions in iron based material are quite strong and orbital selective in nature 42,62? ,63 . The xy orbital is in general the most correlated with mass enhancement ranging from 2 − 3 for 122 materials to 6-9 for FeSe 4 . The inclusion of a severe reduction of the coherence of the xy orbital into our OSSF model, lead to the suppression of the σ x/y X/Y contributions enhancing the DC anisotropy in the electron pockets. In addition, the severe renormalization of the xy scattering rate could overcome the low-energy orbital effect and making the xy orbital content on the X/Y pockets not longer a cold spot of the FS. A further smaller renormalization come from the yz −xz differention of the effective quasiparticle masses 64 that would further affect and enhance the anisotropic properties of all the pockets.
III. DISCUSSION
The DC conductivity anisotropy in the orbital selective spin nematic scenario depends on the cold spots of the scattering rate and on the velocity renormalization from the OSSF self-energy. This velocity renormalization has the effect of interchange the orbital content in each pocket. These are new results in contrast to the band spin-nematic scenario 2, 3 . Summarizing the previous section, for hole pockets the anisotropy in Γ + is opposite to the anisotropy in Γ − . In addition, the anisotropy driven by the scattering rate is opposite to the anisotropy driven by the renormalized velocity. This result can be read from the analytical formula in the parabolic approach Eq. (61) and is robust when it is calculated with the general formula Eq. (21) adding spin-orbit coupling. The situation in the electron pockets is more complex. In the parabolic approach the Y /X pocket has the same anisotropy than the Γ + /Γ − pocket. However, the sign of the anisotropy can change once the ellipticity and the high-energy orbital renormalizations are taken into account. Specially, if there is a high xy renormalization in the scattering rate, the cold spots on the electron pockets could change their location and a high value of the xy effective mass will strongly affect the velocity. This situation calls for a deeply study of the problem merging low and high energy renormalization.
Comparison to experiments Let's now consider which are the possibilities to match the experimental result, ∆σ DC (F eSe) < 0 and ∆σ DC (122) > 0. In FeSe there is just the Γ + hole pocket above the Fermi surface while in 122 compounds there are both hole pockets Γ ± . In Ref.
17 , using the OSSF scenario, the nematic and magnetic phases in FeSe and 122 compounds have been explained with the different orbital nesting between the electron and outer/inner hole pockets. We consider this same situation i.e in FeSe the nematic phase mainly governed by the Γ + X inter-pocket interaction and in 122 compounds by Γ − X. We will deal with two possible situations: the case where the renormalization of the hole pockets is lower than the one of electron pockets and viceversa. (i) Lower renormalization in the hole pockets: From Eq. (61) we can see that the dominance of the scattering rate will explain the experimental situation, since the anisotropy in the Γ + pocket is negative and the anisotropy in the Γ − pocket is positive. This can also be understood from the general formula in Eq. (21), the anisotropy is determined by the cold spots in the hole pockets represented in Fig. 3b , since lower scattering implies a bigger conductivity. Looking at the renormalized Fermi velocity in Fig. 3a on the cold spots of Γ + /Γ − we can infer the anisotropy: the velocity is in the k y /k x direction. This corresponds to the experimental situation ∆σ DC (F eSe) < 0/∆σ DC (122) > 0 and it is the same situation than in the orbital ordering scenario arising from orbital-dependent spin fluctuations explained in [16] . Since the anisotropy in this orbital scenario is given by orbital dependent spin-fluctuations is natural to find the same result. This scenario will match optical conductivity experiments where they find that in FeSe is dominant the scattering rate anisotropy in the DC limit 65 .
(ii) Lower renormalization in the electron pockets. This case is more complex because we have to take into account the ellipticity and the on-site renormalization of the xy orbital. Both can change the anisotropy given in the parabolic approximation by Eq. (61). The experimental results can be explained either if the scattering contribution is dominating or if the velocity contribution is dominating depending on specific details of each compound and on fitting parameters of the model. The case shown in Fig. 3 corresponds to anisotropy in the x direction due to the dominance of the velocity anisotropy of the Y pocket. This result is in agreement with optical conductivity experiments in BaFe 2 As 2 30 where it is shown the dominance of the plasma frequency contribution versus the scattering rate. The plasma frequency contribution is strongly affected by the Fermi velocity.
Theoretically, one might think that if we take into account the low and high energy renormalization, the electron pockets will be in general more renormalized because of the presence of the xy orbital content and the first situation (i) will be more likely. However, quantum oscillations find unusual high mobility in the electron pockets. 4 As a result, a complex situation is presented where the final anisotropy will depend on several inputs by different experiments and theoretical insight.
In conclusion we have calculated the DC conductivity anisotropy in the nematic phase. We have used the orbital selective spin-nematic scenario sensitive to the orbital content of the Fermi surface 17, 46, 47, 50 . In this scenario, the usual correspondence that anisotropic magnetic fluctuations give rise just to an anisotropy in the inelastic scattering rate 37 is not longer valid since we find that the velocity can also be anisotropic. The resulting conductivity anisotropy from the velocity is a curious result since the conductivity increases in the direction where the self-energy is larger. This effect arises because the nematic splitting exchanges the orbital character in the pockets. In addition, the scattering rate is strongly affected by the orbital degree of freedom giving rise to cold spots. These results reveals the spin-orbital interplay ubiquitous in ironsuperconductors. Conductivity anisotropy also depends on the OSSF renormalization of the electron and hole pockets, ellipticity and high energy renormalizations. The OSSF scenario is then an optimal spin-fluctuation model taking into account the orbital-spin interplay that can explain different anisotropies found on compounds with the same mechanism.
The bare Green's functionsĜ
are given by,
with
Interacting Hamiltonian
The low-energy interacting Hamiltonian describing the spin exchange between h-and e-pockets is given in the main text Eq. (6). The corresponding Dyson equation for each pocket is:
is the self-energy due to the OSSF defined in the main text. From now on we do not display the (k, ω) dependence.
Because of the OSSF, the self-energy matrix acquires the diagonal form of:
The full Hamiltonian isĤ
Rotating the HamiltonianĤ l into the band basis we haveĤ
R ) is the eigenvalue matrix and E l± R is given by
Since the self-energy given in Eq. (36) is complex we define the renormalized energy dispersion relation as The unitaryÛ l R matrix has a structure analogous to Eq. (31) provided that the coherence factors are given by
Analytical approach: Perfect Nested Circular Fermi surfaces.
For the analytical approach, we write the bare pocket Hamiltonian Eq. (29) in polar coordinates with θ = arctan k y /k x :
It is easy to check that the orbital content of the 4-pocket model for iron superconductors Fig. (1) is reproduced in the parabolic approximation. Thus, the problem can be treated analytically. Using Eq. (33) the coherence factors take the expression
To allow analytical treatment, we expand at first order in the self-energy. The dressed dispersion relation l± R = ReE l± R becomes:
Replacing the values for the case of circular Fermi surface given in Eq. (39) we get:
The scattering rate Γ l± R = Γ 0 + |ImE l± R | acquires the expression:
with Γ 0 some scattering background. In this equation it can be seen that due to the presence of the orbital weight in the Fermi surface the scattering rate is not constant in the parabolic approximation. Using Eq. (39) we get:
where we separated the constant part Γ l = Γ 0 + |ImΣ l 0 |, from the angular dependent renormalization. Eq. (44) is plotted in Fig. (3) b. From Eq. (44) we can obtain analytically the locations on the Fermi surface where the minimum value of the scattering rate is found (the so-called cold spots). So we can define the cold spots as the minimal value of the scattering rate
The location of the cold spots in the Fermi surface can be seen in Fig. 1 . This result is easy to understand due to the orbital selective spin-fluctuations shown in this figure. In the nematic phase, spin-fluctuations with momentum Q X are bigger than the ones with Q Y . As a consequence, the biggest scattering is found in the yz orbital due to the orbital selective nature of spin fluctuations, while the xy-orbital component is not renormalized given the absence of xy-OSSF. Since this is a general argument cold spots are also present beyond the parabolic approximation.
The dressed coherence factors Eq. (38) for the h-pockets and e-pockets at order O(∆Σ) are given by:
where we have neglected the imaginary part of the self-energy.
The renormalized spectral function A ± = 1/πIm(iω n − E l± Rk ) −1 can be written as At T → 0 we have − ∂f (ω− F ) ∂ω → δ(ω − F ) and we get that the DC conductivity at Fermi surface is
To calculate σ DCα we use the Boltzmann approximation, i.e. approximate the spectral function A ls as a delta. Then, when Γ 
Replacing this expression in Eq. 52 we get that the conductivity is To make a first estimate of the DC conductivity we consider the simple case where the electron/hole pockets are perfectly nested circular Fermi surfaces. We use the expressions given in Appendix A in the section analytical approach.
It is easy to check that the velocity at first order in the self-energy O(∆Σ) (using the expressions Eq. (46) for the coherence factors) can be expressed in the common form of the derivative of the renormalized dispersion relation given in Eq. (41) 
where Eq. (39) has been used. Notice that the effect of the self-energy is opposite in the hole pockets and this will have important consequences in the conductivity. 
