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Abstract
The paper deals with a system of nonlinear PDE’s which describes a phase-ﬁeld model with convection and tem-
perature dependent constraint to the vector order parameter. Existence of solutions for the systemunder consideration
is proved by the method ofYosida approximation and ﬁxed point arguments.
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1. Introduction
The present paper deals with a class of phase transitionmodels which takes into account the hysteresis,
diffusive and convective effects and is described by the following system of PDE’s
awt + IK(u)(w)  F(w, u) in Q, (1)
(c1w1 + c2w2)t + dut − ∇ · (∇u+ Kˆ(w))= h(w, u) in Q, (2)
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where w = (w1, w2), T > 0,  ⊂ RN is a bounded domain with smooth boundary ,Q= (0, T )× ;
a, c1, c2, d are given constants; Kˆ : R2 → RN , F : R2×R → R2, h : R2×R → R, f∗, f ∗, g∗, g∗ :
R → R are given functions. We assume that 0b1 is a given constant, f∗, f ∗, g∗, g∗ ∈ C2(R),
f∗(u)f ∗(u) on R, g∗(u)g∗(u) on R, f∗(u), f ∗(u), g∗(u), g∗(u) are nondecreasing functions on R.
Also we suppose that there exists a constant k0> 0 such that f∗(u) = f ∗(u) = g∗(u) = g∗(u) = −1 on
(−∞,−k0] and f∗(u)= f ∗(u)= g∗(u)= g∗(u)= 1 on [k0,∞).
Deﬁne
K(u)= {(w1, w2) : f∗(u)w1 + bw2f ∗(u), g∗(u) − bw1 + w2g∗(u)}.
We denote by IK(u)(·) the indicator function of the set K(u) and IK(u)(·) denotes the subdifferential
of IK(u)(·). The subdifferential IK(u)(w) is a set-valued mapping and in our statement of the problem
IK(u)(w) = {0} if w ∈ intK , and IK(u)(w) coincides with the cone of normals to K at the point w if
w ∈ K .
In this paper we study system (1), (2) together with the following boundary and initial conditions:
 · (∇u+ Kˆ(w))= 0 on = (0, T )× , (3)
w(0, x)= w0(x), u(0, x)= u0(x) in , (4)
where  is the unit outward normal vector on , w0, u0 are given initial data.
Eqs. (1) and (2) correspond, respectively, to the kinetics of the vector order parameter w = (w1, w2)
and the balance of the internal energy; u is the relative temperature. System (1), (2) describes solid–liquid
phase transitions of a physical system which is a mixture of two substances having different solidiﬁcation
temperatures. If we consider melting problem of only one substance then the respective system contains
scalar function for the order parameter. However, in the case when we have mixture of two different
substances, the adequate mathematical model describing their solid–liquid phase transitions contains two
component vector order parameter. Let us note that models with vector hysteresis are object of active
recent investigations (see papers [7,21] as well as monograph [17]).
Various special cases of system (1), (2) have been already studied. In [19,20] Visintin proposed the
following system:
awt + I[−1,1](w)  a1w + a2u in Q,
cwt + dut − u= g(x, t) in Q
as a model for Stefan problem with phase relaxation, where f∗(u) ≡ −1, f ∗(u) ≡ 1. Further investiga-
tions deal with the case of cubic nonlinearity−a0w3+ a1w+ a2u in the kinetics of the order parameter,
see [6,9,10]. The equation
wt + Iu(w)  0 in Q,
including the constraint f∗(u)wf ∗(u), was investigated in [3,19], see also [8,11,12]. In [5], Colli
et al. studied system (1), (2) in the special case when w is scalar function, h = h(t, x) and there is no
convective effects: Kˆ = 0. Later, Kubo in [13] studied the case of scalar order parameter in the presence
of convective effects.
Let us note that in mathematical aspect the present paper has been inﬂuenced by paper [13] as well as
[5,18]. Our goal is to incorporate the case of vector order parameter to the phase transition phenomena
with diffusive, hysteresis and convective effect.
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In the present paper we obtain results for boundedness and existence of solutions of system (1)–(4).
Using the method of Yosida approximation and ﬁxed point arguments we prove that there exists at least
one solution of the problem under consideration.
2. Preliminary notes
Denote byH the Hilbert spaceL2()with the usual scalar product (·, ·)H and norm | · |H , and byH the
product space H ×H . Denote by V the Sobolev space H 1() equipped with the norm |u|V = (u, u)1/2V ,
where
(u, v)V = (u, v)H + a(u, v),
a(u, v)=
∫

∇u(x) · ∇v(x) dx, u, v ∈ V,
and by V the product space V × V .
We give the deﬁnition of solutions in a weak (variational) sense for system (1)–(4).
Deﬁnition 2.1. A pair of functions {w, u} is called a solution of system (1)–(4) if:
(i) w1, w2 ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V ).
(ii) u ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H 2()).
(iii) aw′ + IK(u)(w)  F(w, u) in H ×H a.e. in (0, T ).
(iv) (c1w1 + c2w2)′ + du′ − ∇ · (∇u+ Kˆ(w))= h(w, u) in H a.e. in (0, T ).
(v)  · (∇u+ Kˆ(w))= 0 in L2() a.e. in (0, T ).
(vi) w(0)= w0, u(0)= u0.
For simplicity we denote, respectively, by w′ and u′ the time-derivatives wt and ut of w and u.
Note that inclusion (iii) is equivalent to the following conditions:
(iii) (a) w ∈ K(u) a.e. in Q.
(iii) (b) (aw′(t)− F(w(t), u(t)),w(t)− z)0 for all z ∈ H with z ∈ K(u(t))
a.e. in  for a.e. t ∈ (0, T ).
Throughout the paper we suppose that the following assumptions hold:
H1. a, c1, c2, d, b are given constants such that a > 0, c1> 0, c2> 0, d > 0, 0b1, and bc1<c2.
H2. f∗, f ∗, g∗, g∗ ∈ C2(R) are such thatf∗(u)f ∗(u) onR,g∗(u)g∗(u) onR,f∗(u), f ∗(u), g∗(u),
g∗(u) are nondecreasing functions on R and there exists a constant k0> 0 such that f∗(u)=f ∗(u)=
g∗(u)= g∗(u)=−1 on (−∞,−k0] and f∗(u)= f ∗(u)= g∗(u)= g∗(u)= 1 on [k0,∞).
H3. sup(w,u)∈R2×R|h(w, u)|<+∞.
H4. F and h are locally Lipschitz continuous functions on R2 × R, Kˆ : R2 → RN is locally Lipschitz
continuous function on R2.
H5. w01, w02, u0 ∈ L∞() ∩ V and w0 ∈ K(u0) a.e. in , where w0 = (w01, w02).
312 E. Minchev / Journal of Computational and Applied Mathematics 177 (2005) 309–330
3. Main results
3.1. Boundedness of solutions
Theorem 3.1. Any solution {w, u} of (1)–(4) satisﬁes the estimate
|w1|∞, |w2|∞, |u|∞ M0, (5)
whereM0> 0 is a constant which depends on T, |h|∞, |u0|∞, k0 and |Kˆ|∞.
To prove Theorem 3.1 we will use the following lemma from [13, Lemma 2.1].
Lemma 3.2 (Kubo [13]). Let W ∈ (L∞((0, T ) × ))N and p0 ∈ L∞() be given. Then there exists
a constant L1> 0 depending on T, |W |∞, |h|∞ and |p0|∞ such that the solution p ∈ W 1,2(0, T ;H) ∩
L∞(0, T ;V ) of the linear problem
(dp′, z)+
∫

(∇p +W) · ∇z dx = (h, z) f or all z ∈ V, a.e. t ∈ (0, T ), (6)
p(0)= p0 a.e. in , (7)
satisﬁes
|p|∞L1.
Let us note that Lemma 3.2 can be proved by the standard technique for linear parabolic PDE’s (see
[14, pp. 189–191]).
Proof of Theorem 3.1. The proof is similar to the proof of Theorem 2.1 in [13]. We present it
below jsut for convenience of the reader. First, let us note that |w1|∞, |w2|∞2 by the deﬁnition of
solutions. Now, we will prove the estimate for u.
Let p1 be the solution of (6), (7) withW= Kˆ(w) and p0 = |u0|∞. Then by Lemma 3.2 we have that
|p1|∞L1,
where L1> 0 is a constant depending on T, |h|∞, |Kˆ|∞ and |u0|∞. Now we deﬁne
p = p1 + k0 + L1.
It is seen that p is a solution of (6), (7) withW= Kˆ(w) and p0 = |u0|∞ + k0 + L1 and
k0pk0 + 2L1. (8)
From (iv) and (v) of Deﬁnition 2.1 we have that
(c1w
′
1 + c2w′2 + du′, z)+
∫

(∇u+ Kˆ(w)) · ∇z dx = (h, z)
for all z ∈ V and a.e. t ∈ (0, T ). Thus by (6) (withW= Kˆ(w)) and the above equality, we obtain that
(c1w
′
1 + c2w′2, z)+ (d(u− p)′, z)+
∫

∇(u− p) · ∇z dx = 0 (9)
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for all z ∈ V and a.e. t ∈ (0, T ). Now taking z=[u−p]+ (the positive part of u−p) in (9), we have that
d
2
d
dt
|[u− p]+|2H + (c1w′1 + c2w′2, [u− p]+)+ |∇[u− p]+|2H = 0. (10)
Note that if u>p(k0), then f∗(u)= f ∗(u)= g∗(u)= g∗(u)= 1. Hence w′1 = w′2 = 0 a.e. on the set{[u− p]+> 0}, so that
(c1w
′
1 + c2w′2, [u− p]+)= 0 for a.e. t ∈ (0, T ).
Integrating (10), we get in view of (8) that
|[u(t)− p(t)]+|2H  |[u0 − p(0)]+|2H = 0.
Hence, we conclude that upL2 := k0 + 2L1.
Similarly, it can be proved that u − L2 and thus we can takeM0 := L2 + 2. 
Remark 3.1. FromTheorem 3.1 it follows that by cutting outside the set {|u|M0, |wi |M0, i=1, 2}
(if necessary), we can assume without loss of generality that the function F is bounded and Lipschitz
continuous on R2 × R.
Remark 3.2. Because of the constraint forw in problem (1)–(4) we can assumewithout loss of generality
that Kˆ : R2 → RN is a bounded and Lipschitz continuous function on R2.
3.2. Auxiliary problems
In this section we introduce the following problem:
aw′ + IK(u)(w)  F(w, u) in Q, (11)
(c1w1 + c2w2)′ + du′ − u= h(w, u)+ ∇ · Kˆ(w¯) in Q, (12)
u

=− · Kˆ(w¯) on , (13)
w(0, x)= w0(x), u(0, x)= u0(x) in , (14)
namely, we have replaced the terms ∇ · Kˆ(w) and  · Kˆ(w) by ∇ · Kˆ(w¯) and  · Kˆ(w¯), where w¯ is a given
function.
Deﬁnition 3.3. Let w¯ ∈ L2(0, T ;V) be a given function. A pair of functions {w, u} is called a solution
of system (11)–(14) if:
(i) w1, w2 ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V ).
(ii) u ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H 2()).
(iii) aw′ + IK(u)(w)  F(w, u) in H ×H a.e. in (0, T ).
(iv) (c1w1 + c2w2)′ + du′ − u= h(w, u)+ ∇ · Kˆ(w¯) in H a.e. in (0, T ).
(v) u =− · Kˆ(w¯) in L2() a.e. in (0, T ).(vi) w(0)= w0, u(0)= u0.
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We will prove existence and uniqueness of the solutions of system (11)–(14) as well as continuous
dependence on the data w¯.
Theorem 3.4. For any given w¯ ∈ W 1,2(0, T ;H) ∩ L2(0, T ;V), there exists a unique solution {w, u} of
(11)–(14).
Moreover, the solution {w, u} satisﬁes the following inequality:∫ t
0
(|w′(s)|2H + |u′(s)|2H) ds + |∇w(t)|2H + |∇u(t)|2H
N1
{
1+
∫ t
0
|w¯′(s)|H|∇u(s)|H ds +
∫ t
0
|∇w¯(s)|2H ds
}
(15)
for all t ∈ [0, T ], where N1> 0 is a constant independent of w¯ and {w, u}.
In order to study system (11)–(14) we introduce an approximate systemwith approximation parameters
> 0 and > 0. To this for (w, u) ∈ R2 × R we denote
Juw = (J (1)u w, J (2)u w)
= (max{min{w1 + bw2, f ∗(u)}, f∗(u)},max{min{−bw1 + w2, g∗(u)}, g∗(u)}).
Consider also theYosida regularization of the subdifferential graph IK(u) which is deﬁned as
IK(u)(w)=
1

√
b2 + 1 [g∗(u)− (−bw1 + w2)]
+(b,−1)
+ 1

√
b2 + 1 [(w1 + bw2)− f
∗(u)]+(1, b)
+ 1

√
b2 + 1 [(−bw1 + w2)− g
∗(u)]+(−b, 1)
+ 1

√
b2 + 1 [f∗(u)− (w1 + bw2)]
+(−1,−b).
Consider the following approximate system of PDE’s:
aw′ − w + IK(u)(w)= F(w, u) in Q, (16)(
c1 + bc2
1+ b2 J
(1)
u w +
−bc1 + c2
1+ b2 J
(2)
u w
)′
+ du′ − u= h(w, u)+ ∇ · Kˆ(w¯) in Q, (17)
u

=− · Kˆ(w¯), w

= 0 on , (18)
w(0, x)= w0(x), u(0, x)= u0(x) in . (19)
The regularization term−w is needed since we need not only existence of unique solution of problem
(11)–(14) but also some compactness property (implicitly given in inequality (15)).
Below we give a deﬁnition of the solution of the approximate system (16)–(19). For the sake of
simplicity we will denote the solution again by {w, u} instead of {w,, u,}.
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Deﬁnition 3.5. Let w¯ ∈ L2(0, T ;V) be a given function. A pair of functions {w, u} is called a solution
of system (16)–(19) if:
(i) w1, w2 ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H 2()).
(ii) u ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H 2()).
(iii) aw′ − w + IK(u)(w)  F(w, u) in H ×H a.e. in (0, T ).
(iv) ( c1+bc21+b2 J
(1)
u w + −bc1+c21+b2 J
(2)
u w)
′ + du′ − u= h(w, u)+ ∇ · Kˆ(w¯) in H a.e. in (0, T ).
(v) u =− · Kˆ(w¯), w = 0 in L2() a.e. in (0, T ).(vi) w(0)= w0, u(0)= u0.
Lemma 3.6. For each w¯ ∈ W 1,2(0, T ;H) ∩ L2(0, T ;V) there exists a unique solution of system
(16)–(19). Moreover,
|u|∞M0,
for the same constantM0 as in Theorem 3.1.
Proof. The existence and uniqueness are consequence from the results in [4]. The boundedness of u can
be proved as in Theorem 3.1 noticing that (J (1)u w)′ = (J (2)u w)′ = 0 a.e. on the set {u>p}. 
Denote c˜1 = c1+bc21+b2 , c˜2 = −bc1+c21+b2 .
Lemma 3.7. Let u, v ∈ W 1,2(0, T ;H), w ∈ W 1,2(0, T ;H). Then the function (Jvw)(t) belongs to the
classW 1,2(0, T ;H) and
(i) |(c˜1J (1)v w + c˜2J (2)v w)′(t)|H 2
√
2(c1 + c2)(
√
2|w′(t)|H + C0|v′(t)|H), a.e. t ∈ (0, T ), where
C0 =max{|f ′∗|∞, |f ∗′|∞, |g′∗|∞, |g∗′|∞}.
(ii) ((c˜1J (1)v w + c˜2J (2)v w)′(t), u′(t)) − 2
√
2(c1 + c2)(
√
2|w′(t)|H + C0|v′(t)|H)|u′(t)|H , a.e. t ∈
(0, T ).
(iii) If u= v, then ((c˜1J (1)u w+ c˜2J (2)u w)′(t), u′(t)) − 2
√
2(c1+ c2)|w′(t)|H|u′(t)|H , a.e. t ∈ (0, T ).
Proof. The conclusions can be proved using that (Jvw)′=

(f ′∗(v)v′, g′∗(v)v′) if w1 + bw2f∗(v) and − bw1 + w2g∗(v)
(f ′∗(v)v′,−bw′1 + w′2) if w1 + bw2f∗(v) and g∗(v)<− bw1 + w2<g∗(v)
(f ′∗(v)v′, g∗′(v)v′) if w1 + bw2f∗(v) and − bw1 + w2g∗(v)
(w′1 + bw′2, g′∗(v)v′) if f∗(v)<w1 + bw2<f ∗(v) and − bw1 + w2g∗(v)
(w′1 + bw′2,−bw′1 + w′2) if f∗(v)<w1 + bw2<f ∗(v) and g∗(v)<− bw1 + w2<g∗(v)
(w′1 + bw′2, g∗′(v)v′) if f∗(v)<w1 + bw2<f ∗(v) and − bw1 + w2g∗(v)
(f ∗′(v)v′, g′∗(v)v′) if w1 + bw2f ∗(v) and − bw1 + w2g∗(v)
(f ∗′(v)v′,−bw′1 + w′2) if w1 + bw2f ∗(v) and g∗(v)<− bw1 + w2<g∗(v)
(f ∗′(v)v′, g∗′(v)v′) if w1 + bw2f ∗(v) and − bw1 + w2g∗(v)
and that f ′∗(v)0, f ∗′(v)0, g′∗(v)0, g∗′(v)0, 0b1. 
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3.3. Proof of Theorem 3.4
Let us note that the uniqueness part of Theorem 3.4 can be proved exactly in the same way as in [18]
(Section 6).
The existence part of the proof is based on the arguments used in [5,13,18] and will be given in this
section.
First, we will prove some uniform bounds for the pairs {w, u} that solve the approximate system
(16)–(19). To this end we derive certain energy inequalities. We have that
((c˜1J
(1)
u w + c˜2J (2)u w)′, u′)

∫{
w1 + bw2f∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜2(−bw1 + w2)′u′ dx
+
∫{
f∗(u)<w1 + bw2<f ∗(u),
−bw1 + w2g∗(u)
} c˜1(w1 + bw2)′u′ dx
+
∫{
f∗(u)<w1 + bw2<f ∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜1(w1 + bw2)′u′ dx
+
∫{
f∗(u)<w1 + bw2<f ∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜2(−bw1 + w2)′u′ dx
+
∫{
f∗(u)<w1 + bw2<f ∗(u),
−bw1 + w2g∗(u)
} c˜1(w1 + bw2)′u′ dx
+
∫{
w1 + bw2f ∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜2(−bw1 + w2)′u′ dx
= a−1
∫{
w1 + bw2f∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜2
× (−bF 1 + F2 + (−bw1 + w2)+ (−bIK(u)(1)(w)+ IK(u)(2)(w)))u′ dx
+ a−1
∫{
f∗(u)<w1 + bw2<f ∗(u),
−bw1 + w2g∗(u)
} c˜1
× (F1 + bF 2 + (w1 + bw2)+ (IK(u)(1)(w)+ bIK(u)(2)(w)))u′ dx
+ a−1
∫{
f∗(u)<w1 + bw2<f ∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜1
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× (F1 + bF 2 + (w1 + bw2))u′ dx
+ a−1
∫{
f∗(u)<w1 + bw2<f ∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜2
× (−bF 1 + F2 + (−bw1 + w2))u′ dx
+ a−1
∫{
f∗(u)<w1 + bw2<f ∗(u),
−bw1 + w2g∗(u)
} c˜1
× (F1 + bF 2 + (w1 + bw2)+ (IK(u)(1)(w)+ bIK(u)(2)(w)))u′ dx
+ a−1
∫{
w1 + bw2f ∗(u),
g∗(u)<− bw1 + w2<g∗(u)
} c˜2
× (−bF 1 + F2 + (−bw1 + w2)+ (−bIK(u)(1)(w)+ IK(u)(2)(w)))u′ dx
 − 2√2a−1(c1 + c2)(|F|H + |w|H)|u′|H . (20)
Now, we multiply Eq. (17) by u′ and using (20), we obtain that
d|u′|2H +
d
dt
{
1
2
|∇u|2H +
∫

Kˆ(w¯) · ∇u dx
}
2
√
2a−1(c1 + c2){|w|H + |F(w, u)|H}|u′|H + |h(w, u)|H |u′|H +
∫

(Kˆ(w¯))′ · ∇u dx.
Therefore,
d|u′|2H +
d
dt
{
1
2
|∇u|2H +
∫

Kˆ(w¯) · ∇u dx
}
2
√
2a−1(c1 + c2)|w|H|u′|H + 4a−1(c1 + c2)|F|∞||1/2|u′|H
+√2|h|∞||1/2|u′|H + 2|Kˆ′|∞|w¯′|H|∇u|H ,
where |F|∞ = sup(w,u)∈R2×R,i=1,2|Fi(w, u)|, |h|∞ = sup(w,u)∈R2×R|h(w, u)|, || denotes the Lebesgue
measure of the set .
ApplyingYoung’s inequality with = d1+3a−1(c1+c2) , we obtain that
d
2
|u′|2H +
d
dt
{
1
2
|∇u|2H +
∫

Kˆ(w¯) · ∇u dx
}
C1(|w¯′|H|∇u|H + 2|w|2H + 1), (21)
where
C1 = max
{
2|Kˆ′|∞, 1+ 3a
−1(c1 + c2)
d
a−1(c1 + c2),
1+ 3a−1(c1 + c2)
d
(a−1(c1 + c2)|F|2∞ + |h|2∞)||
}
.
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Now, we multiply (17) by −∇ · (∇u+ Kˆ(w¯)) and using Lemma 3.7, we have that
d
dt
{
d
2
|∇u|2H + d
∫

Kˆ(w¯) · ∇u dx
}
+ |∇ · (∇u+ Kˆ(w¯))|2H
2
√
2(c1 + c2)(
√
2|w′(t)|H + C0|u′(t)|H)|∇ · (∇u+ Kˆ(w¯))|H
+ d
∫

(Kˆ(w¯))′ · ∇u dx + |h(w, u)|H |∇ · (∇u+ Kˆ(w¯))|H .
ApplyingYoung inequality with = 1
(c1+c2)(C0+2)+1 we obtain that
d
dt
{
d
2
|∇u|2H + d
∫

Kˆ(w¯) · ∇u dx
}
+ 1
2
|∇ · (∇u+ Kˆ(w¯))|2H
C2(|w′|2H + |u′|2H + |w¯′|H|∇u|H + 1),
where C2 = ((c1 + c2)(C0 + 2)+ 1)max{c1 + c2, C0(c1 + c2), 2d(c1+c2)(C0+2)+1 |Kˆ′|∞, |h|2∞||}.
Noting that
|∇ · (∇u+ Kˆ(w¯))|2H  12 |u|2H − |∇ · Kˆ(w¯)|2H
we conclude that
d
dt
{
d
2
|∇u|2H + d
∫

Kˆ(w¯) · ∇u dx
}
+ 1
4
|u|2H
C3(|w′|2H + |u′|2H + |w¯′|H|∇u|H + |∇w¯|2H + 1), (22)
where C3 = C2 + |Kˆ′|2∞.
Lemma 3.8. Let {w, u} be a solution of (16)–(19). Then the function
(I

K(u)(w))(t)
= 1
2
√
b2 + 1 |[g∗(u)− (−bw1 + w2)]
+|2H +
1
2
√
b2 + 1 |[(w1 + bw2)− f
∗(u)]+|2H
+ 1
2
√
b2 + 1 |[(−bw1 + w2)− g
∗(u)]+|2H +
1
2
√
b2 + 1 |[f∗(u)− (w1 + bw2)]
+|2H
is absolutely continuous on [0, T ] and
d
dt
I

K(u)(w)(I

K(u)(w),w
′)H + C0|IK(u)(w)|H|u′|H , a.e. in (0, T ).
Proof. We have that
d
dt
I

K(u)(w)
= 1

√
b2 + 1([g∗(u)− (−bw1 + w2)]
+, g′∗(u)u′ − (−bw1 + w2)′)
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+ 1

√
b2 + 1([(w1 + bw2)− f
∗(u)]+, (w1 + bw2)′ − f ∗′(u)u′)
+ 1

√
b2 + 1([(−bw1 + w2)− g
∗(u)]+, (−bw1 + w2)′ − g∗′(u)u′)
+ 1

√
b2 + 1([f∗(u)− (w1 + bw2)]
+, f ′∗(u)u′ − (w1 + bw2)′)
= 1

√
b2 + 1([g∗(u)− (−bw1 + w2)]
+, bw′1)+
1

√
b2 + 1([(w1 + bw2)− f
∗(u)]+, w′1)
− 1

√
b2 + 1([(−bw1 + w2)− g
∗(u)]+, bw′1)−
1

√
b2 + 1([f∗(u)− (w1 + bw2)]
+, w′1)
− 1

√
b2 + 1([g∗(u)− (−bw1 + w2)]
+, w′2)+
1

√
b2 + 1([(w1 + bw2)− f
∗(u)]+, bw′2)
+ 1

√
b2 + 1([(−bw1 + w2)− g
∗(u)]+, w′2)−
1

√
b2 + 1([f∗(u)− (w1 + bw2)]
+, bw′2)
+ 1

√
b2 + 1([g∗(u)− (−bw1 + w2)]
+, g′∗(u)u′)
− 1

√
b2 + 1([(w1 + bw2)− f
∗(u)]+, f ∗′(u)u′)
− 1

√
b2 + 1([(−bw1 + w2)− g
∗(u)]+, g∗′(u)u′)
+ 1

√
b2 + 1([f∗(u)− (w1 + bw2)]
+, f ′∗(u)u′)
(IK(u)(w),w
′)H
+ max{|f ∗′|∞, |f ′∗|∞, |g∗′|∞, |g′∗|∞}
1

(
1√
b2 + 1 |[g∗(u)− (−bw1 + w2)]
+
+ 1√
b2 + 1 [f∗(u)− (w1 + bw2)]
+ + 1√
b2 + 1 [(w1 + bw2)− f
∗(u)]+
+ 1√
b2 + 1 [(−bw1 + w2)− g
∗(u)]+|, |u′|
)
(IK(u)(w),w
′)H + C0|IK(u)(w)|H|u′|H . 
Now, we multiply (16) by w′ and using Lemma 3.8, we obtain that
a|w′|2H +

2
d
dt
|∇w|2H +
d
dt
I

K(u)(w)
C0|IK(u)(w)|H|u′|H + |F(w, u)|H|w′|H
C0{a|w′|H + |w|H + |F(w, u)|H}|u′|H + |F(w, u)|H|w′|H.
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Therefore,
a|w′|2H +

2
d
dt
|∇w|2H +
d
dt
I

K(u)(w)
C0{a|w′|H + |w|H +
√
2|F|∞||1/2}|u′|H +
√
2|F|∞||1/2|w′|H.
ApplyingYoung’s inequality with = a
C0a+1 , we have that
a
2
|w′|2H +

2
d
dt
|∇w|2H +
d
dt
I

K(u)(w)C4(|u′|2H + 2|w|2H + 1), (23)
where
C4 =max
{
C0
a
((C0a + 1)(a + 1)+ a), 2
(
C0a
C0a + 1 +
C0a + 1
a
)
|F|2∞||
}
.
Since f∗(u), f ∗(u), g∗(u), g∗(u) ∈ H 2() a.e. in (0, T ), we have that
(IK(u)(w),−w)H
=
(
b√
b2 + 1 [g∗(u)− (−bw1 + w2)]
+ + 1√
b2 + 1 [(w1 + bw2)− f
∗(u)]+
− b√
b2 + 1 [(−bw1 + w2)− g
∗(u)]+ − 1√
b2 + 1 [f∗(u)− (w1 + bw2)]
+,−w1
)
+
(
− 1√
b2 + 1 [g∗(u)− (−bw1 + w2)]
+ + b√
b2 + 1 [(w1 + bw2)− f
∗(u)]+
+ 1√
b2 + 1 [(−bw1 + w2)− g
∗(u)]+ − b√
b2 + 1 [f∗(u)− (w1 + bw2)]
+,−w2
)
=
(
1√
b2 + 1 [g∗(u)− (−bw1 + w2)]
+,−(g∗(u)− (−bw1 + w2))
)
+
(
1√
b2 + 1 [g∗(u)− (−bw1 + w2)]
+,g∗(u)
)
+
(
1√
b2 + 1 [(w1 + bw2)− f
∗(u)]+,−((w1 + bw2)− f ∗(u))
)
+
(
1√
b2 + 1 [(w1 + bw2)− f
∗(u)]+,−f ∗(u)
)
+
(
1√
b2 + 1 [(−bw1 + w2)− g
∗(u)]+,−((−bw1 + w2)− g∗(u))
)
+
(
1√
b2 + 1 [(−bw1 + w2)− g
∗(u)]+,−g∗(u)
)
+
(
1√
b2 + 1 [f∗(u)− (w1 + bw2)]
+,−(f∗(u)− (w1 + bw2))
)
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+
(
1√
b2 + 1 [f∗(u)− (w1 + bw2)]
+,f∗(u)
)
= 1√
b2 + 1 |∇[g∗(u)− (−bw1 + w2)]
+|2H
+
(
1√
b2 + 1 [g∗(u)− (−bw1 + w2)]
+,g∗(u)
)
+ 1√
b2 + 1 |∇[(w1 + bw2)− f
∗(u)]+|2H
+
(
1√
b2 + 1 [(w1 + bw2)− f
∗(u)]+,−f ∗(u)
)
+ 1√
b2 + 1 |∇[(−bw1 + w2)− g
∗(u)]+|2H
+
(
1√
b2 + 1 [(−bw1 + w2)− g
∗(u)]+,−g∗(u)
)
+ 1√
b2 + 1 |∇[f∗(u)− (w1 + bw2)]
+|2H
+
(
1√
b2 + 1 [f∗(u)− (w1 + bw2)]
+,f∗(u)
)
 − 1
22
{
1
b2 + 1 |[g∗(u)− (−bw1 + w2)]
+|2H +
1
b2 + 1 |[(w1 + bw2)− f
∗(u)]+|2H
+ 1
b2 + 1 |[(−bw1 + w2)− g
∗(u)]+|2H +
1
b2 + 1 |[f∗(u)− (w1 + bw2)]
+|2H
}
− 1
2
|f∗(u)|2H −
1
2
|f ∗(u)|2H −
1
2
|g∗(u)|2H −
1
2
|g∗(u)|2H
 − 1
4
|IK(u)(w)|2H −
1
2
|f∗(u)|2H −
1
2
|f ∗(u)|2H −
1
2
|g∗(u)|2H −
1
2
|g∗(u)|2H . (24)
Also
(F(w, u),−w)H = (F1(w, u),−w1)+ (F2(w, u),−w2)
=
∫

{
F1
w1
|∇w1|2 + F1w2∇w1 · ∇w2 +
F1
u
∇u · ∇w1
}
dx
+
∫

{
F2
w1
∇w1 · ∇w2 + F2w2 |∇w2|
2 + F2
u
∇u · ∇w2
}
dx
C∗F(|∇u|2H + |∇w|2H), (25)
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where C∗F =max{C∗F1, C∗F2},
C∗Fi = sup
(w,u)∈R2×R
∣∣∣∣ Fiw1 (w, u)
∣∣∣∣+ sup
(w,u)∈R2×R
∣∣∣∣ Fiw2 (w, u)
∣∣∣∣
+ sup
(w,u)∈R2×R
∣∣∣∣Fiu (w, u)
∣∣∣∣ , i = 1, 2.
Now, multiplying (16) by −w, we get in view of (24) and (25) that
a
2
d
dt
|∇w|2H + |w|2H

1
4
|IK(u)(w)|2H +
1
2
|f ∗(u)|2H +
1
2
|f∗(u)|2H +
1
2
|g∗(u)|2H +
1
2
|g∗(u)|2H
+ C∗F(|∇u|2H + |∇w|2H). (26)
Now, we multiply (16) by IK(u)(w) and using Lemma 3.8, we have that
a
d
dt
I

K(u)(w)+ |IK(u)(w)|2HaC0|IK(u)(w)|H|u′|H +

4
|IK(u)(w)|2H
+ 
2
|f ∗(u)|2H +

2
|f∗(u)|2H +

2
|g∗(u)|2H
+ 
2
|g∗(u)|2H + |F(w, u)|H|IK(u)(w)|H.
ApplyingYoung’s inequality with = 1
aC0+1 , we get that
a
d
dt
I

K(u)(w)+
1
2
|IK(u)(w)|2H

1
2
aC0(aC0 + 1)|u′|2H +

4
|IK(u)(w)|2H +

2
|f ∗(u)|2H +

2
|f∗(u)|2H
+ 
2
|g∗(u)|2H +

2
|g∗(u)|2H + C1(F), (27)
where C1(F)= (aC0 + 1)|F|2∞||.
Note that
f∗(u)= f ′′∗ (u)|∇u|2 + f ′∗(u)u, g∗(u)= g′′∗(u)|∇u|2 + g′∗(u)u,
f ∗(u)= f ∗′′(u)|∇u|2 + f ∗′(u)u, g∗(u)= g∗′′(u)|∇u|2 + g∗′(u)u
and consequently,
|f∗(u)|2H C5(|∇u|4L4 + |u|2H), |g∗(u)|2H C5(|∇u|4L4 + |u|2H),
|f ∗(u)|2H C5(|∇u|4L4 + |u|2H), |g∗(u)|2H C5(|∇u|4L4 + |u|2H),
where C5 = 2max{|f ′′∗ |2∞, |f ′∗|2∞, |f ∗′′|2∞, |f ∗′|2∞, |g′′∗ |2∞, |g′∗|2∞, |g∗′′|2∞, |g∗′|2∞}. By the Gagliardo–
Nirenberg inequality (cf. [22, p. 287]), we have that
|∇u|4
L4C()|u|2H 2()|u|2∞C(,M0)|u|2H 2(),
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whereM0 is the constant fromLemma3.6. Let us note that from the a priori estimates for nonhomogeneous
Neumann boundary problems (see [16, Chapter 2, Theorem 5.2]), we have that
|u|H 2()C()
{
|u|H + |u|H +
∣∣∣∣u
∣∣∣∣
H 1/2()
}
.
Thus in view of Lemma 3.6 we have that (cf. [13])
|u|H 2()C(,M0){|u|H + | · Kˆ(w¯)|H 1/2() + 1}
C(,M0){|u|H + |Kˆ(w¯)|H1() + 1}
C(,M0, Kˆ){|u|H + |∇w¯|H + 1}.
Thus, we obtain that
|f∗(u)|2H + |f ∗(u)|2H + |g∗(u)|2H + |g∗(u)|2H C6(|u|2H + |∇w¯|H + 1), (28)
with C6> 0 is a constant depending on ,M0, Kˆ.
Adding (26) and (27), we get in view of (28) that
d
dt
{
aI

K(u)(w)+
a
2
|∇w|2H
}
+ |w|2H +
1− 
4
|IK(u)(w)|2H
C7(1+ )(1+ |∇u|2H + |∇w|2H + |u′|2H + |u|2H + |∇w¯|2H), (29)
where
C7 =max{2C1(F), C∗F, 12aC0(aC0 + 1), C6}.
Let 1, 2, 3 be positive numbers to be speciﬁed later. We calculate
(21)+ 1 × (22)+ 2 × (23)+ 3 × (29).
We have that(
d
2
− 1C3 − 2C4 − 3C7(1+ )
)
|u′|2H
+
(
2
a
2
− 1C3
)
|w′|2H +
( 1
4
− 3C7(1+ )
)
|u|2H
+ (3 − (C1 + 2C4))|w|2H + 3
1− 
4
|IK(u)(w)|2H
+ d
dt
{
(1+ 1d)
2
|∇u|2H + (1+ 1d)
∫

Kˆ(w¯) · ∇u dx
+(2+ 3a)
2
|∇w|2H + (2 + a3)IK(u)(w)
}
C8(1+ )(|∇u|2H + |∇w|2H + |w¯′|H|∇u|H + |∇w¯|2H + 1), (30)
where C8 = C1 + 1C3 + 2C4 + 3C7.
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Now, we will ﬁx i , i = 1, 2, 3, as well a constant 0, so that the coefﬁcients in the ﬁrst three lines of
(30), i.e.
d
2
− 1C3 − 2C4 − 3C7(1+ ),
2
a
2
− 1C3, 14 − 3C7(1+ ),
(3 − (C1 + 2C4)), 3 1− 4
be all positive whenever  ∈ (0, 0). For instance, we can take
2 = d8C4 , 1 =
1
4C3
min
{
d
2
, 2a
}
,
and then
3 = 116C7 min {d, 1}
with
0 = 12 min
{
1,
1
C1 + 2C4 3
}
.
Thenwe can conclude from (30) that there exist positive constantsM1, . . . ,M6 such that for any 0< 0
the following inequality holds:
M1(|u′|2H + |w′|2H + |u|2H + |w|2H + |IK(u)(w)|2H)
+ d
dt
{
M2
(
1
2
|∇u|2H +
∫

Kˆ(w¯) · ∇u dx
)
+ (M3+M4)|∇w|2H +M5IK(u)(w)
}
M6(|∇u|2H + |∇w|2H + |w¯′|H|∇u|H + |∇w¯|2H + 1). (31)
Notice that
1
2
|∇u|2H +
∫

Kˆ(w¯) · ∇u dx 1
4
|∇u|2H − |Kˆ|2∞||. (32)
Then by application of the Gronwall inequality to (31) in view of (32), we can deduce uniform estimates
for w, = w and u, = u, namely that
{w1,}, {w2,} are bounded in W 1,2(0, T ;H) ∩ L∞(0, T ;V ),
{u,} is bounded in W 1,2(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H 2()).
Taking the limits  → 0,  → 0 we can obtain a solution of system (11)–(14) following the procedures
in [5,9].
Now we will prove estimate (15). Following [13] we deﬁne
G=M2
(
1
2
|∇u|2H +
∫

Kˆ(w¯) · ∇u dx
)
+ (M3+M4)|∇w|2H +M5IK(u)(w).
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In view of (32) we have that
|∇u|2H + |∇w|2H(4M−12 +M−14 )G+ (4+M2M−14 )|Kˆ|2∞||. (33)
Thus, we have from (31) that
M1(|u′|2H + |w′|2H + |u|2H)+
G
t
M7(G+ |w¯′|H|∇u|H + |∇w¯|2H + 1),
whereM7 =M6(4M−12 +M−14 + (4+M2M−14 )|Kˆ|2∞ + 1).
Integration of the above estimate for all 0 tT gives that∫ t
0
e−M7sM1(|u′|2H + |w′|2H + |u|2H) ds + e−M7tG(t)
G(0)+
∫ t
0
M7(|w¯′|H|∇u|H + |∇w¯|2H + 1) ds. (34)
Let us note that by the standard compactness lemma (see [15, p. 58]) we can derive a subsequence of
{u,} which converges strongly in L2(0, T ;V ). Thus taking the limits in (34) and using (33) we obtain
inequality (15).
Thus, the proof of Theorem 3.4 is completed. 
3.4. Continuous dependence of the solutions of system (11)–(14) on w¯
Theorem 3.9. Let w¯n, w¯ ∈ W 1,2(0, T ;H) ∩ L2(0, T ;V), n= 1, 2, . . . , and let {wn, un}, {w, u} be the
respective solutions of system (11)–(14). Suppose that {w¯n} is bounded inW 1,2(0, T ;H) ∩ L2(0, T ;V)
and
w¯n → w¯ in L2(0, T ;H).
Then we have that
un → u weakly in W 1,2(0, T ;H) ∩ L2(0, T ;H 2())
and weakly-∗ in L∞(0, T ;V ),
wn → w weakly in W 1,2(0, T ;H) and weakly-∗ in L∞(0, T ;V).
Proof. From the proof of Theorem 3.4 it is seen that the sequence {wn, un} obey the same uniform bounds
obtained in the previous section. We will prove that the limit {w, u} is a solution of system (11)–(14). To
this end we will show that we can take the limits in conditions (iii)–(v) of Deﬁnition 3.3.
Noting that
Kˆ(w¯n)→ Kˆ(w¯) in L2(0, T ;H) and weakly in L2(0, T ;V),
we can take the limits in (iv) and (v) of Deﬁnition 3.3.
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On the other hand, we have that
aw′n − F(wn, un)→ aw′ − F(w, u) weakly in L2(0, T ;H)
and
f∗(u)w1 + bw2f ∗(u), g∗(u) − bw1 + w2g∗(u) a.e. in Q.
Take any functions v1, v2 ∈ L2(0, T ;H) such that
f∗(u)v1 + bv2f ∗(u), g∗(u) − bv1 + v2g∗(u) a.e. in Q
and consider (v1n, v2n) deﬁned as
v1n + bv2n =max{min{v1 + bv2, f ∗(un)}, f∗(un)},
−bv1n + v2n =max{min{−bv1 + v2, g∗(un)}, g∗(un)}.
Then we have
f∗(un)v1n + bv2nf ∗(un), g∗(un) − bv1n + v2ng∗(un) a.e. in Q.
In view of the variational inequality (iii) from Deﬁnition 3.3 we have that
∫ T
0
(w′n − F(wn, un),wn − vn) dt0.
Taking the limit n→∞ in the above inequality gives
∫ T
0
(w′ − F(w, u),w − v) dt0,
which implies that the variational inequality in (iii) holds for {w, u} by virtue of the theory of proper l.s.c.
convex functions and their subdifferentials in L2(0, T ;H) (for more details we refer to [1, Proposition
3.3] and [2, Proposition 2.16]).
Thus, we conclude that the limit pair {w, u} is a solution of system (11)–(14). 
3.5. Existence of solutions of system (1)–(4)
In this section we will formulate and prove the main result of the paper.
Theorem 3.10. There exists at least one solution of system (1)–(4).
The main idea of the Proof is due to [13].
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3.5.1. Local solutions
First, we will show the existence of a local solution of system (1)–(4) using ﬁxed point arguments
applied to the auxiliary system (11)–(14). We deﬁne the convex set S = S(T ,) as follows:
S =
{
w¯ ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V) : |w¯|∞2, a.e. inQ
and
∫ T
0
|w¯′(t)|2H dt + sup
0 tT
|∇w¯(t)|2H
}
,
where > 0 is a constant to be ﬁxed later in the sequel.
Clearly, S is a compact and convex subset of L2(0, T ;H). By Theorem 3.4 we can deﬁne a map
 : S → L2(0, T ;H) as follows:
(w¯)= w,
where {w, u} is a solution of system (11)–(14).
Now following [13] we will choose the constant  as well as a constant T0> 0 such that  maps the
set S(T0,) into itself. From (15) we have for w ∈ S(T0,) and 0 tT0∫ t
0
|w′(s)|2H ds + |∇w(t)|2H + |∇u(t)|2H
N1
{
1+
{∫ t
0
|w¯′(s)|2H ds
}1/2{∫ t
0
|∇u(s)|2H ds
}1/2
+
∫ t
0
|∇w¯(s)|2H ds
}
N1
{
1+ 1/2
{∫ t
0
|∇u(s)|2H ds
}1/2
+ t
}
. (35)
Integration of (35) and application ofYoung inequality gives∫ T0
0
|∇u(s)|2H dsN1
{
T0 + T01/2
{∫ T0
0
|∇u(s)|2H ds
}1/2
+ 1
2
T 20 
}

1
2
∫ T0
0
|∇u(s)|2H ds +
1
2
N21T
2
0 +N1
(
T0 + 12T
2
0 
)
and we conclude that∫ T0
0
|∇u(s)|2H dsN21T 20 + 2N1
(
T0 + 12T
2
0 
)
.
From (35) in view of the above estimate we have that∫ t
0
|w′(s)|2H ds + |∇w(t)|2H
N1
{
1+ 1/2
{
N21T
2
0 + 2N1
(
T0 + 12T
2
0 
)}1/2
+ t
}
.
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Thus, for 0T0T∫ T0
0
|w′(s)|2H ds + sup
0 tT0
|∇w(t)|2H
2N1
{
1+ 1/2T 1/20
{
N21T+ 2N1
(
1+ 1
2
T
)}1/2
+ T0
}
. (36)
Taking 4N1 and T0> 0 such that
1/2T 1/20 {N21T+ 2N1(1+ 12T)}1/2 + T01,
we conclude from (36) that∫ T0
0
|w′(s)|2H ds + sup
0 tT0
|∇w(t)|2H4N1
and thus  maps S(T0,) into itself.
Moreover, the map  is continuous with respect to the topology of L2(0, T0;H). Indeed, if
w¯n → w¯ in L2(0, T0;H), w¯n, w¯ ∈ S(T0,)
then
w¯n → w¯ in L2(0, T0;H) and weakly in H1((0, T0)× ),
and by Theorem 3.9 we conclude that
wn → w in L2(0, T0;H).
Applying Schauder ﬁxed point theorem we conclude that the map has a ﬁxed point which is a solution
of system (1)–(4) on [0, T0] × ¯.
3.5.2. Global solutions
In the previous section we have obtained a local solution of system (1)–(4) on the time interval
[0, T0]. We can take {w(T0), u(T0)} as a new initial data and construct a solution on an interval [T0, T1],
T1>T0. Repeating this procedure we will have a solution on the interval [0, T ∗), where T ∗= limn→∞Tn,
0<T0<T1< · · ·<Tn < · · ·.
Now let {w, u} be a solution of system (1)–(4) on [0, T ∗) × ¯. Using estimate (15) with w¯ = w we
have (following [13]) that∫ t
0
(|w′(s)|2H + |u′(s)|2H) ds + |∇w(t)|2H + |∇u(t)|2H
N1 + 12
∫ t
0
|w′(s)|2H ds +
(
N21
2
+N1
)∫ t
0
(|∇u(s)|2H + |∇w(s)|2H) ds,
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and thus∫ t
0
(|w′(s)|2H + |u′(s)|2H) ds + |∇w(t)|2H + |∇u(t)|2H
2N1 + (N21 + 2N1)
∫ t
0
(|∇u(s)|2H + |∇w(s)|2H) ds
for any 0 tT ∗. Application of Gronwall inequality shows that∫ T ∗
0
(|w′(t)|2H + |u′(t)|2H) dt <∞,
sup
0 t<T ∗
{|∇w(t)|2H + |∇u(t)|2H }<∞.
Now, in view of Theorem 3.1 we conclude the existence of the limit
lim
t→T ∗, t<T ∗{w(t), u(t)} = {w(T
∗), u(T ∗)} in H×H,
weakly in V× V and weakly-* in (L∞())2 × L∞()
and
f∗(u(T ∗))w1(T ∗)+ bw2(T ∗)f ∗(u(T ∗)),
g∗(u(T ∗)) − bw1(T ∗)+ w2(T ∗)g∗(u(T ∗)) a.e. in .
Consequently, the solution can be prolongated beyond the time T ∗ and this implies that we have a solution
on the whole time interval [0, T ]. Thus the proof of Theorem 3.10 is completed. 
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