INTRODUCTION
Numerous prediction models for carbon dioxide (CO 2 ) corrosion of carbon steel exist. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] Most of these are semiempirical, while some of the more recent models are based on mechanistic descriptions of the processes underlying CO 2 corrosion. [14] [15] [16] [17] [18] [19] A thorough review of the field of CO 2 corrosion modeling was published in 1997. 20 A joint industry project where several of the models were compared with actual field data recently has been finished. 21 The present study describes another attempt at mechanistic modeling in which some of the deficiencies noted in the previously published works are addressed. The significance of the present study is that it mathematically models most of the important processes present in corrosion using fundamental physicochemical laws. Therefore, even if the model was created primarily to cover the area of uniform CO 2 corrosion, it can, with small modifications, be adapted to cover various other types of corrosion, by addition/removal of species and corresponding chemical and electrochemical reactions.
The following section covering the physicochemical model describes qualitatively all the processes underlying CO 2 corrosion and lists all the relevant chemical and electrochemical reactions. It describes how CO 2 corrosion happens, without referring to complex equations. The section on the mathematical model displays how these concepts are cast into equations. The section on the numerical methods discusses means of solving these equations. The section on verification shows how the model predictions compare with results of experimental laboratory studies. Finally, the last section on numerical experimentation foreshadows how a mechanistic model such as this one can be used to help understand and control CO 2 corrosion. This aspect of the model is elaborated on in the second part of this study.
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PHYSICOCHEMICAL MODEL OF CO 2 
CORROSION OF MILD STEEL
In uniform CO 2 corrosion of mild steel, a number of chemical, electrochemical, and transport processes occur simultaneously. They are briefly described below.
Chemical Reactions
When dissolved in water, CO 2 is hydrated to give carbonic acid (H 2 CO 3 ):
which then dissociates in two steps:
H CO H HCO 
In practical CO 2 corrosion situations, many other species are present in the water solution. Therefore, a large number of additional chemical reactions can occur. The full list of the chemical reactions accounted for in the present version of the model is shown in Table 1 . Chemical reactions are sometimes very fast compared to all other processes occurring simultaneously, thus preserving chemical equilibrium throughout the solution. In other cases, when chemical reactions proceed slowly, other faster processes (such as electrochemical reactions or diffusion) can lead to local nonequilibrium in the solution. Either way the occurrence of chemical reactions can significantly alter the rate of electrochemical processes at the surface and the rate of corrosion. This is particularly true when, as a result of high local concentrations of species, the solubility limit is exceeded and precipitation of surface films occurs. In a precipitation process, heterogeneous nucleation occurs first on the surface of the metal or within the pores of an existing film since homogenous nucleation in the bulk requires a much higher concentration of species. Nucleation is followed by crystalline film growth. Under certain conditions, surface films can become very protective and reduce the rate of corrosion by forming a transport barrier for the species involved in the corrosion reaction and by covering (blocking) parts of the metal surface (i.e., by making it "unavailable" for corrosion). 
A number of recent publications discuss the role of FeCO 3 films in CO 2 corrosion.
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Electrochemical Reactions at the Steel Surface
The presence of CO 2 increases the rate of corrosion of mild steel in aqueous solutions primarily by increasing the rate of the hydrogen evolution reaction. In strong acids, which are fully dissociated, the rate of hydrogen evolution occurs according to:
and cannot exceed the rate at which H + ions are transported to the surface from the bulk solution (mass transfer limit). In CO 2 solutions, where typically pH >4, this limiting flux of H + ions is small; therefore, it is the presence of H 2 CO 3 that enables hydrogen evolution at a much higher rate. Thus, for pH >4 the presence of CO 2 leads to a much higher corrosion rate than would be found in a solution of a strong acid at the same pH.
The presence of H 2 CO 3 can increase the corrosion rate in two different ways. Dissociation of H 2 CO 3 , as given by Reaction (2), serves as an additional source of H + ions, 4 which are subsequently reduced according to Equation (5) . In addition, there is a possibility that direct reduction of H 2 CO 3 can increase the corrosion rate further :   2  2  2   2  3  2  3 H CO e H HCO + → + − - (6) as assumed by many workers in the field. 1, [25] [26] Both of these reaction mechanisms for hydrogen evolution have been included in the present model. The direct reduction of H 2 CO 3 can be "switched on or off" in the model to study the effect of this additional cathodic reaction.
It has been suggested 27 that in CO 2 solutions at pH >5 the direct reduction of the bicarbonate ion becomes important: 
which might be true as the concentration of HCO 3 -increases with pH and can exceed that of H 2 CO 3 .
However, it is difficult to experimentally distinguish the effect of this particular reaction mechanism for hydrogen evolution from Equations (5) and (6) , and therefore this reaction has not been included in the present model.
Hydrogen evolution by direct reduction of water:
can become important [28] [29] only at CO 2 partial pressure (p CO2 ) <<1 bar and pH >5 and is therefore rarely an important factor in practical CO 2 corrosion situations. This reaction was also omitted from the present model.
The electrochemical dissolution of iron in a water solution:
is the dominant anodic reaction in CO 2 corrosion. It has been studied extensively in the past with several multistep mechanisms suggested to explain the various experimental results. Even if the overall anodic reaction (Reaction [9] ) does not suggest any dependency on pH, numerous studies have revealed that in strong acidic solutions the reaction order with respect to OH -is between 1 and 2. Measured Tafel slopes are typically 30 mV to 40 mV. This subject, which is controversial with respect to the mechanism, is reviewed in detail by Drazic 30 and Lorenz and Heusler. 31 The anodic dissolution in aqueous CO 2 solutions has not been the subject of detailed mechanistic studies, until recently. The mechanism for strong acids, suggested by Bockris, et al., 32 frequently has been assumed to apply in CO 2 solutions in which typically pH >4. 1, 25, 27, 33 It was overlooked that the experimental results presented by Bockris, et al., 32 show that the pH dependency decreases rapidly as pH >4, suggesting a change in mechanism or a different rate-determining step. In the present study, the results from a recent study by Nesic, et al., 34 were used and it was confirmed that the anodic dissolution of iron does not depend significantly on OH -concentrations above pH 4; however, it is affected by the presence of CO 2 , as previously indicated by Davies and Burstein 35 and Videm.
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Transport Processes
From the description of the electrochemical processes it is clear that certain species in the solution will be produced in the solution at the metal surface (e.g., Fe
2+
) while others will be depleted (e.g., H + ). The established concentration gradients will lead to molecular diffusion of the species toward and away from the surface. In cases when the diffusion processes are much faster than the electrochemical processes, the concentration change at the metal surface will be small. Vice versa, when the diffusion is unable to "keep up" with the speed of the electrochemical reactions, the concentration of species at the metal surface can become very different from the ones in the bulk solution. On the other hand, the rate of the electrochemical processes depends on the species concentrations at the surface. Therefore, there exists a two-way coupling between the electrochemical processes at the metal surface (corrosion) and processes in the adjacent solution layer (i.e., diffusion in the boundary layer). The same is true for chemical reactions that interact with both the transport and electrochemical processes in a complex way, as will be described.
In most practical systems, the water solution moves with respect to the metal surface. Therefore, the effect of convection on transport processes cannot be ignored. Near-solid surfaces, in the boundary layer, time-averaged convection is parallel to the surface and does not contribute to the transport of species to and from the surface. However, transient turbulent eddies can penetrate deep into the boundary layer and significantly alter the rate of species transport to and from the surface. Very close to the surface no turbulence can survive and the species are transported solely by diffusion and electromigration as described in the following paragraph.
Many of the dissolved species in CO 2 solutions are electrically charged (ions) and have different diffusion coefficients. This means that they diffuse through the solution with different "speeds." Consequently, any diffusion occurring as a result of the existence of concentration gradients will tend to separate the charges. 37 This will be opposed by strong, short-range, attraction forces between opposing charges. Therefore, only a small separation of charge can occur, building up to a potential gradient within the solution that will tend to "speed up" the slower diffusing ions and "slow down" the faster ones, a process called electromigration or simply migration.
MATHEMATICAL MODEL
A mathematical model is described that covers all of the previously described processes:
-Homogenous chemical reactions, including precipitation of surface films -Electrochemical reactions at the steel surface -Transport of species to and from the bulk, including convection and diffusion through the boundary layer and the porous surface films as well as migration as a result of the establishment of potential gradients These processes are mathematically modeled using fundamental physicochemical laws and resulting equations. Parameters for the different equations, such as equilibrium constants, reaction rate constants, and diffusion coefficients, are taken from the open literature.
Chemical Reactions
Homogenous chemical reactions can be seen as local sources or sinks of species in the solution. To describe how the rates of homogenous chemical reactions are calculated, the first and second dissociation steps of H 2 CO 3 will be used as an example:
The net rate of change of H 2 CO 3 concentration attributable to the first dissociation step-Reaction (10)-is:
where k f,ca and k b,ca are the forward and backward reaction rate constants and c H2CO3 , c H +, and c are the concentrations of species involved. In accordance with the law of mass (and electrical charge) conservation, the net rates of change of H + and HCO 3 -species concentrations, attributable to the first dissociation step-Reaction (10)-are given by:
The net rates of change (R j ) of the concentrations of the three species (H + , HCO 3 -, and CO 3 2-) involved in the second dissociation step-Reaction (11)-can be described similarly. All the chemical reaction terms can be conveniently grouped by using a matrix form as:
At equilibrium, all the net rates, R j , are equal to zero. Generally, for any set of k chemical reactions involving j species, one can write compactly:
where tensor notation applies for the subscripts, a jk is the stoichiometric matrix where row j represents the j-th species, column k represents the k-th chemical reaction, and r k is the reaction rate vector. Using this technique, any number of homogenous chemical reactions can be added to the model with little effort. This chemical reaction model does not prescribe a priori whether any particular reaction will be locally or globally in equilibrium, as is often done. If the homogenous chemical reaction rates, k f and k b , for a particular reaction are very large, the net reaction term, R j , will be much larger than the other terms in transport equations below (Equation [20] ), reducing it to R j = 0, what is a condition of equilibrium. This means that the concentrations of the species involved will be at equilibrium, irrespective of other processes (diffusion, migration, etc.). In the case of slow chemical reactions the concentrations of species will be determined by other terms in transport Equation (20) , resulting in a nonequilibrium concentration field. The equilibrium, forward, and backward reaction rate coefficients for reactions included in the present model, defined in Table 1 , are listed in Table 2 .
One heterogeneous chemical reaction of particular interest is the FeCO 3 precipitation/dissolution reaction. When the concentration of Fe 2+ and CO 3 2-species locally exceeds the solubility limit (i.e., the ionic product, c Fe 2+c CO 3 2-, is larger than the solubility limit, K sp ), conditions are met for precipitation. However, for ionic products only slightly more than the solubility limit and at low temperatures, the precipitation rate is so low that very little film is formed. Typically, to get appreciable rates of film formation, high temperature (>60°C) and considerable supersaturation (S = c Fe 2+c CO 3 2-/K sp ) are required. Nucleation of crystalline films is a very difficult process to model mathematically. In addition, in many corrosion situations the rate of precipitation is believed to be controlled by the crystal growth rate rather than nucleation rate. In the case of FeCO 3 precipitation, two studies [44] [45] have proposed somewhat different expressions for the precipitation (crystal growth) rate, and both have been tested in the present model:
According to Johnson 
In these two expressions, A is the surface area available for precipitation per unit volume and K sp is the precipitation rate constant. According to the present model, FeCO 3 precipitation can occur on the steel surface or within the pores of a given porous surface film. In the porous film, A is equal to the surface area of the pores per unit volume. For FeCO 3 films it is hard to find values for A in the literature. Instead, a value was used based on a simple calculation for a model film consisting of spherical particles with a radius of 1 µ m to 10 µ m placed in a lattice with a distance of 1 µ m to 10 µ m from particle to particle, giving A ≈ 10 5 m -1 . The solubility product (K sp ) for FeCO 3 is modeled as a function of temperature (°C) and ionic strength based on the IUPAC data 41 and in-house calculations (Thermo-Calc † program). 46 Repeated observations were made that crystals usually dissolve much faster than they grow: a factor of 5 is not uncommon. 47 In most cases, it can be assumed that the rate of dissolution is controlled by the rate of mass transfer of the solvated species from the surface of the crystal into the bulk solution. 47 In the present version of the model, dissolution is not included.
FeCO 3 precipitation has been implemented in the model as a chemical reaction taking place at the steel surface, in the porous corrosion film and on the film surface. The precipitation reaction acts as a sink for Fe 2+ and CO 3 2-ions, influencing the fluxes and concentration gradients for both the ions and all other carbonic species.
Electrochemical Reactions at the Steel Surface
In the first approximation, the rates of the electrochemical reactions at the metal surface depend on the electrical potential of the surface, the surface concentrations of species involved in those reactions and temperature. Since electrochemical reactions involve exchange of electrons, the reaction rate can be conveniently expressed as a rate at which the electrons are "consumed or released" (i.e., in terms of an electrical current density, i). Fundamental rate equations of electrochemistry relate i to the potential at the metal surface (E), via an exponential relationship:
which can be written down for each of the electrochemical reactions involved in a corrosion process such as Reactions (5), (6) , and (9). The positive sign applies for anodic reactions such as Reaction (9) while the negative sign applies for cathodic reactions such as Reactions (5) through (8) . In Equation (18), i o is the exchange current density, E rev is the reversible potential, while b is the Tafel slope, all characteristic for a particular electrochemical reaction. In most cases, i o and E rev are nonlinear functions of the surface concentration of species involved in a particular reaction, while all three parameters are functions of temperature. A summary about how these parameters are calculated is given in Table 3 , while the details are described elsewhere (Nesic and coworkers describe the cathodic reaction 29 and the anodic reaction 34 ). † Trade name. 
where n a and n c are the total number of anodic and cathodic reactions, respectively. In situations where external polarization is applied (e.g., during potentiodynamic experiments, cathodic protection using "impressed" current or in electrochemical reactors), the potential, E, is known explicitly.
Transport Processes
Species conservation equations are used to describe the transport of all the species in the solution, irrespective of whether they are involved in the electrochemical reactions at the metal surface or in the homogenous chemical reactions. A full list of species accounted for in the present version of the model, along with their diffusion coefficients, is shown in Table 4 . Since this is a model of uniform corrosion, a one-dimensional computational domain is sufficient, stretching from the steel surface through the pores of a surface film and the mass-transfer boundary layer, ending in the bulk of the solution, as sketched in Figure 1 . The flow field is assumed to be turbulent in the bulk solution so that the transport of species on that side of the boundary layer is dominated by turbulent mixing, while in the sublayer closer to the surface and in the pores of the surface film it is controlled by molecular transport (diffusion). Quite different transport rates are typically found in these three regions, large in the turbulent boundary layer, intermediate in the molecular diffusion-dominated boundary layer, and low in the porous film.
For the domain between the two boundaries, the concentration of each species is governed by a species conservation (mass balance) equation. The equation that describes transport for species (i) in the presence of chemical reactions, which is valid for the liquid boundary layer 37 and the porous film, 50 is: 
where c j is the concentration of species j; ε and κ are the volumetric porosity and the surface permeability of the film, respectively (both equal to one outside the film-in the boundary layer); N j is the flux of species j; R j is the source or sink of species j due to all the chemical reactions in which the particular species is involved; t is time; and x is the spatial coordinate. Means of computing R j have been described. The flux of species N j in Equation (20) 
where D j is the molecular diffusion coefficient of species j, z j is the electrical charge of species j, u j is the mobility of species j, F is the Faradays constant, and φ is the electric potential in the solution.
The instantaneous velocity (ν) appearing in the convection term is not known explicitly in turbulent flow unless results of full DNS (1) simulation are available. A well-established statistical technique is to divide the instantaneous velocity into a time-averaged and a turbulent-fluctuating component. Close to a solid surface, the former is parallel to the surface and does not contribute to the transport of species in the direction normal to the metal surface. The turbulent convection term in Equation (21), c j ν arising from the presence of eddies, can be approximated by a "turbulent diffusivity" term, 51 
The liquid boundary layer thickness is typically a function of the Reynolds number. For pipe flow, it reads: 7 8 Re / (23) where d is the hydraulic diameter, Re = ρUd/µ is the Reynolds number, U is bulk velocity, ρ is the density, and µ is dynamic viscosity. The density and viscosity are modeled as a function of temperature as shown in Table 5 . It is assumed that there is no fluid flow within the porous film (for x < δ f ).
Not all terms in Equations (20) and (21) are easily found. The molecular diffusion coefficients, D j , for various species are readily listed in the open literature (the ones used in this study are listed in Table  4 ). The mobility (u j ) can best be determined via its relationship with the diffusion coefficient via the Nernst-Einstein equation:
In the first approximation, the permeability (κ) of surface films for transport of species in Equation (20) depends on the amount of pores in the film (expressed as superficial porosity, ε s , in a plane parallel to the metal surface) and the shape and connections between the pores (expressed via the tortuosity, ψ):
If one assumes that superficial porosity (ε s ) is approximately equal to volumetric porosity (ε) and that tortuosity is proportional to a square root of porosity (in an analogy with the theory of porous electrodes 37 ), permeability of surface films for transport of species κ can be found as:
The electric potential gradient (∂φ/∂χ) in Equation (21) can be found via:
where ξ is the dielectric constant and depends on temperature as indicated in Table 5 . It is clear from Equation (27) that the electrical potential field (∂Φ/ ∂x) in the solution is established due to the charge imbalance (∑ j z j c j ). In the present model, a local charge imbalance is established as a result of species concentration gradients and different diffusion coefficients of charged species in solution. The proportionality constant (εF/κξ) in Equation (27) is so large that even a tiny separation of charge results in an appreciable potential gradient, which in practice prevents any further significant separation of charge. Often, instead of Equation (27) 
This equation is based on an assumption that any amount of solution, however small, is always electroneutral (i.e., there is a perfect balance between the positively and negatively charged species everywhere in the solution). In other words, no charge separation can occur. The electroneutrality Equation (28) appears to be simpler than Equation (27) , however, it does not offer an explicit way to compute the electrical potential gradient (∂φ/∂x) needed to determine the contribution of migration in the transport Equation (21) . A way around this problem has been suggested by Newman, 37 which amounts to eliminating the potential gradient from the transport equations by implicitly using the electroneutrality equation. However, the consequence is that all the charged species become explicitly linked in the transport equation through a complex nonlinear migration term. To avoid this problem in this study, the linear equation for the electric potential (Equation [27] ) has been used to explicitly compute the electrical potential gradient (∂φ/∂x) without invoking the electroneutral condition (Equation [28] ).
Initial and Boundary Conditions
Uniform concentrations of species in chemical equilibrium are used as initial conditions for all the species.
These equilibrium concentrations are also used as boundary conditions in the bulk where it is assumed that all species are thoroughly mixed by turbulence.
At the metal surface, zero flux, N j = 0, is specified for the species not involved in the electrochemical equation. For species j involved in electrochemical reactions at the metal surface, the flux at the metal surface can be determined from:
The partial current (i j ) for a given species is easily obtained from Equation (18) once the corrosion potential (E) is known; n j is the number of mols of electrons exchanged per mol of species j participating in a particular electrochemical reaction. For example, n H + = 1 mol e /mol H + for Reaction (5) . The electric potential (φ) in the solution, appearing in Equation (27) , is given a constant (reference) value (φ ref ) in the first node adjacent the steel surface. In the bulk, a potential gradient can be specified (derived from zero total current condition 37 ) as:
where:
Since the concentrations c j are known in the bulk (they are specified via boundary conditions as equilibrium), κ c can be directly computed, and the boundary condition (Equation [30] ) is linear.
Growth of Iron Carbonate Films
In the model described, the means of calculating the thickness of FeCO 3 film (δ f ) and its porosity (ε) are not given. While the rate of FeCO 3 precipitation can be readily calculated from Equations (16) or (17), it is not straightforward to compute the morphology and thickness of the resulting solid film precipitate. At this stage, buildup of corrosion films as a function of time due to FeCO 3 precipitation is not included in the model. If corrosion in the presence of corrosion product films is to be calculated, the user has to specify the thickness and porosity of the film.
On the other hand, the model can be used to predict the equivalent of a scaling tendency as proposed by van Hunnik, et al., 45 which is a ratio between the precipitation rate and the corrosion rate before any film is formed.
NUMERICAL METHOD
All the relevant equations have been listed. To summarize, for n species in the solution, one has n+1 equations; that is, one transport Equation (20) for each species and Equation (27) for the potential. Since all the equations are strongly and nonlinearly coupled through the chemical reaction and migration terms, they all have to be solved simultaneously, together with the boundary conditions including the nonlinear surface charge balance, Equation (19) .
The differential transport equations (Equation [20] ) were discretized using a finite difference method and a nonuniform grid as sketched in Figure 2 . For example, the finite difference approximation of the transport equations (Equation [20] ) for species j in control volume p is given by: 
Superscripts n+1 and n denote new and old points in time, respectively; ∆x p is the size of the control volume p. A fully implicit time discretization scheme is used here for stability reasons where all the variables on the right-hand side of Equation (32) are taken at the new time, n+1. Following spatial discretization, all the terms are evaluated in the center of the con-
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trol volumes, except the fluxes, which are evaluated at the control volume boundaries (Figure 2 ). Harmonic averaging is used to calculate these fluxes based on values of the variables in the node points p-1, p, and p+1 on each side of the boundaries. When there is an abrupt change in permeability (e.g., at the interface between the fluid and the film), other interpolation schemes would not be conservative and would lead to large numerical errors. All the nonlinear terms-the fluxes, the chemical reaction rate terms, and all the terms in the surface charge balance equation-are linearized in variable space. This is achieved by using Taylor series expansion around the known solution and by keeping only the constant and the linear term. For example, in the case of the chemical reaction terms, this reads: 
where superscript n′ denotes the known solution. To avoid instabilities, an iterative process is applied where the n′-solution is gradually changed from the old time solution (n) to the new time solution (n+1) at the end of the iterations. The discretization procedure described above converts the set of nonlinear partial differential equations for species transport (Equation [20] ) and the electric potential (Equation [27] ) into a set of linear equations in the form Ax = b. The matrix A is block tri-diagonal. In the present study, the equations are solved directly by a LU solver. 53 The model was implemented in Fortran programming language to increase the speed of the lengthy calculations.
A typical hydrodynamic boundary layer thickness in turbulent pipe flow is on the order of 100 µ m to 1,000 µ m, while the corresponding mass-transfer boundary layer is thinner, approximately by an order of magnitude due to the large Sc numbers of the species involved (Sc ~ 10 2 to 10 3 ). Therefore, the onedimensional spatial grid (depicted in Figures 1 and 2 ) needed to cover typically 10 µ m to 300 µ m in various simulations. To successfully resolve the concentration profiles in the mass-transfer boundary layer, typically 25 to 100 spatial nodes were used. Grid refinement was used regularly to establish grid independence of the final solution.
In uniform corrosion without film formation, a stable corrosion rate (steady state) is achieved rather fast as the relaxation time of the mass-transfer boundary layer is on the order of 0.1 s to 1 s. Therefore, if one is only interested in the steady state, the choice of the time step is not crucial for the final result. However, problems arise in the beginning of the simulation (t = 0) due to the abrupt initiation of corrosion and introduction of large species fluxes at the metal surface. To start the simulation without numerical instabilities, very small time steps had to be used (10 -3 s to 10 -2 s) combined with significant underrelaxation (0.1 to 0.2) of the fluxes.
VERIFICATION-COMPARISON WITH EXPERIMENTS
Any model cannot be trusted before its performance is compared with experimental values. A number of such comparisons with laboratory data are presented below.
Potentiodynamic Sweep Measurements
One way to thoroughly test a mechanistic corrosion model is to try to simulate a standard laboratory corrosion experiment such as a potentiodynamic sweep as it carries a wealth of information about the various processes underlying corrosion. To achieve this goal, the original model was adapted so that the simulation was executed much in the same way as an experimental potentiodynamic sweep is done: a steady-state corrosion potential/current was calculated first and then the potential was "swept" anodically and cathodically. This was achieved by excluding the surface charge balance Equation (19) from the calculations. Instead, the surface potential was specified explicitly and changed at a slow rate so that equilibrium concentrations were reached at each point. In the actual experiments, which were con- ducted under strictly controlled chemical, electrochemical, and hydrodynamic conditions, two different flow geometries were studied simultaneously in the same electrolyte within a glass loop: a rotating cylinder and pipe flow. 54 As indicated in Figures 3 and 4 , the agreement between the model predictions and the experiments is very good. The cathodic branch of the curve exhibits a limiting current, which is a direct consequence of depletion of H + ions near the surface and the slow hydration rate of CO 2 . This was an important test for the transport model since all the electrochemical reaction rates depend on surface concentrations and no explicit limiting current equations were built into the model. It should be noted that almost identical total cathodic limiting currents were obtained, irrespective of whether the direct reduction of H 2 CO 3 Reaction (6) was included in the model (Figure 4) or not ( Figure 3 ). This confirms the well-known fact that it is very hard to distinguish the two mechanisms for hydrogen evolution, both computationally and experimentally. The underlying anodic and cathodic reactions suggest that under these conditions the corrosion rate is predominantly under chargetransfer control. This is impossible to deduce by looking at the potentiodynamic sweep curve alone. Discrepancies between the predicted and the experimental sweep increase at very negative potentials. This is caused by an additional electrochemical reaction (water reduction), which occurs at very negative potentials and is not presently included in the model.
Corrosion Rate Measurements
The present model was used to simulate a large number of selected flow loop corrosion experiments performed under conditions giving little or no protective film formation. 55 The experiments were performed at 20°C to 90°C, with the majority in the 40°C to 60°C range. The CO 2 partial pressure (p CO2 ) was between 0.3 bar and 12 bar and the flow velocity between 0.1 m/s and 13 m/s. Low pH values in the range from 3.5 to 4.5 were used, except for a few experiments at 20°C with pH ~5.5. At these conditions very high corrosion rates are obtained. The agreement between the predictions and the experiments is only modest with the model generally underpredicting the corrosion rate, as seen in Figure 5 . The reason is that in these long duration experiments conducting iron carbide films formed, which increased the corrosion rate probably via a galvanic effect, 55-56 a phenomenon not presently included in the model. In addition, a careful analysis has revealed that for the experiments conducted at high velocity, low temperatures, and low partial pressures of CO 2 , the agreement is better (Figure 6 ). It can be speculated that at these high flow rates the loose iron carbide films were removed. More importantly, most of the experimentally determined coefficients built into the present model were obtained at low temperatures and CO 2 partial pressures, while theoretical relationships were typically used to extend their validity to the higher temperature and pressure ranges. Clearly, this aspect of the model needs further improvement based on the input from hightemperature, high-pressure laboratory experiments.
CO 2 CORROSION NUMERICAL EXPERIMENTS
The capabilities of the present model go far beyond a mere prediction of a steady-state CO 2 corrosion rate. It can be used as a framework where different assumptions can be tested and compared to existing empirical evidence. A theoretical model such as the present one can be seen as a "numerical experiment" (i.e., an environment in which different events can be switched on/off, processes acceler- 
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ated/decelerated, at will-an impossible task in a real experiment). In addition, the numerical experiment can be used to investigate the underlying processes governing the corrosion process for a given set of conditions. To illustrate this aspect of the model, simulations were made with and without any CO 2 gas dissolved in the water and t = 20°C, pipe diameter = 0.1 m, flow velocity = 1 m/s, and pH 6. It is known from practice that in deaerated, nearly-neutral conditions without any CO 2 gas dissolved in the water at low temperature, the corrosion rate of mild steel is low. The present model predicts 0.01 mm/y for this situation. When CO 2 gas is introduced with a partial pressure, p CO2 = 1 bar, and with all other parameters unchanged, the predicted corrosion rate increases to 0.27 mm/y without taking into account the direct reduction of H 2 CO 3 (Equation [6] ). When direct reduction of H 2 CO 3 is included, the predicted corrosion rate increases further to 0.97 mm/y, which is close to experimentally observed values. This shows that an important effect of H 2 CO 3 in the solution is to provide an additional source of H + through dissociation. To explain the increased corrosion rate in the presence of CO 2 , it is not necessary to assume direct reduction of H 2 CO 3 as an additional cathodic reaction, as originally proposed by de Waard and Milliams. 1 However, when included into the calculations, direct reduction of H 2 CO 3 increases the predicted corrosion rate even further.
The concentration and flux profiles for the case described above with direct reduction of H 2 CO 3 included are shown in Figures 7 and 8 , respectively, as function of the distance from the metal surface. At pH 6 there is little H + available in the bulk, and the fluxes of CO 2 and H 2 CO 3 toward the surface are much larger than the flux of H + (all shown as negative in Figure 8 because these species move in the negative x direction). In the vicinity of the surface, CO 2 is hydrated to H 2 CO 3 , which is then consumed at the metal surface, either by direct reduction or by dissociation to H + , which is then reduced. The corrosion products HCO 3 -and Fe 2+ are transported away from the metal surface (shown as positive fluxes in Figure 8 ).
In the presence of protective films, the corrosion rate is reduced for two reasons: diffusion of species toward and away from the surface is hindered, and the surface of the metal, where the corrosion reactions occur, is "blocked" by the attached film. The latter effect is often ignored in analysis of corrosion in the presence of surface films. Concentration profiles of the dissolved species in the solution shown in Figure 9 illustrate this. A two-layered film is assumed here with a total film thickness of 10 µ m. The inner layer next to the metal surface is quite dense (ε = 0.1) while the outer layer facing the solution is more open (ε = 0.6). The resulting concentration profiles show that most of the resistance for diffusion is in the dense layer of the film. The resulting corrosion rate is predicted to be 0.16 mm/y, which is more than 20 times less than that obtained for the same conditions without the film.
The full capability of this model to be used as a numerical experiment is exploited in the second part of this study, where the focus is on the conditions affecting protective FeCO 3 film formation and on the role of these films in reducing CO 2 corrosion rates.
CONCLUSIONS
❖ The mechanistic model created covers most of the processes important in uniform CO 2 corrosion: electrochemical reactions at the steel surface, diffu- sion of species to and from the bulk including diffusion through porous surface films, migration as a result of the establishment of potential gradients, and homogenous chemical reactions including precipitation of surface films. These processes are mathematically modeled using fundamental equations. The model simulates the corrosion rate and concentration, and flux profiles for all involved species. ❖ Comparisons with laboratory experiments have revealed the strengths of the model such as its ability to assist in understanding the complex processes taking place during corrosion in the presence of surface films. However, the comparisons have also uncovered the model's weaknesses primarily related to the lack of reliable experimental data at higher temperatures and CO 2 partial pressures. Also, the effects related to the presence of conducting iron carbide surface films need to be introduced if more accurate predictions are to be obtained at lower temperatures and pH. It is recognized that the properties of protective FeCO 3 corrosion product films are crucial in predicting the actual corrosion rate at higher temperatures and pH, and that mechanistic modeling of the morphology of the corrosion films is a difficult task. 
