Abstract. We consider a coupled bulk/surface model for advection and diffusion of interacting chemical species in biological cells. Specifically, we consider a signalling protein that can exist in both a cytosolic and a membrane-bound state, along with a variable that gives a coarse-grained description of the cytoskeleton. The main focus of our work is on the well-posedness of the model, whereby the coupling at the boundary is the main source of analytical difficulty. A priori L pestimates, together with classical Schauder theory, deliver global existence of classical solutions for small data on bounded, Lipschitz domains. For two physically reasonable regularised versions of the boundary coupling, we are able to prove global existence of solutions for arbitrary data. In addition, we prove the existence of a family of steady-state solutions of the main model which are parametrised by the total mass of the membrane-bound signal molecule.
Introduction
Cell-polarisation processes are the key to many biological functions, such as cell movement, differentiation and communication [22] . A prominent example is the budding of yeast, with the Rho GTPase protein Cdc42 as the main polarity marker [6] : preceding any mechanical deformation of the cell, one sees the emergence and maintenance of an inhomogeneous distribution of regulatory proteins at the cell membrane and in the inner cytosolic domain [25] . Various mechanisms have been identified that can contribute to this kind of symmetry breaking, whereby a distinction is commonly made between driven and spontaneous cell polarisation [10] . The former is induced by either extracellular chemical gradients (chemotaxis) or historical markers at the membrane, while the latter is, instead, a consequence of interactions between different regulatory proteins and/or other constituents of the cell. Turing-type interactions between short-range activators and longrange inhibitors are one scenario that may lead to spontaneous polarisation [9, 27] . A distinct and well-documented mechanism [33, 34, 18] is a positive feedback between membrane-recruited signaling proteins and the cytoskeleton. The latter is built from actin monomers that polymerise to form long filaments: activated Cdc42 directs actin polymerisation at the membrane, and, in turn, Cdc42 is actively transported along the cytoskeleton filaments towards the membrane, leading to a positive feedback loop [24] . Such active transport relies on a permanent energy input from ATP hydrolysis, and hence constitutes an example of an out-of-equilibrium system.
In this paper we will analyse a mathematical model for the kind of actin-mediated spontaneous cell polarisation just described. The basis of our work is a modification of a model introduced by Hawkins et al. [10] that uses a coarse-grained description of the actin-filaments, and that leads to a coupled bulk/surface reaction-diffusion-advection model with a nonlinearity in the bulk of chemotaxis type. Our mathematical analysis will demonstrate the well-posedness of the associated initial-value problem under a smallness-condition on the initial data.
In order to introduce the model, consider a domain B ⊂ R 3 with boundary Γ = ∂B, modelling the cell and its outer cell-membrane. Consider further three chemical species (resp. their concentrations): the cytosolic concentration V of the biochemical messenger, the concentration u of the membrane-bound messenger, and the concentration of actin filaments in the cell, c. While V and c live in the cell interior, B, the function u has its domain of definition on the cell membrane, Γ. We assume that V can diffuse in the cell interior, and that V and u are exchanged at the membrane. Moreover, u can diffuse throughout the membrane (i.e., tangentially), and acts as a boundary source for the (very) diffusible species c, generating an advective velocity field, ∇c, in B which tends to transport V towards the boundary. These model assumptions can be summarised as the following coupled system: consider a given time interval (0, T ), and functions V, c : B × [0, T ) → R, u : Γ × [0, T ) → R, such that
0 = ∆c − αc (2) in B × (0, T ), subject to the flux conditions
on Γ × (0, T ), and such that u satisfies
on Γ × (0, T ). Here ∆ Γ is the Laplace-Beltrami operator on the manifold Γ = ∂B, and we are assuming α > 0, d > 0 and D > 0. To close the system, we prescribe a constitutive law for the bulk-surface exchange term. In the present paper we will mainly consider a simple linear law
although two alternative (regularised) choices for q(V, u), resp. the Neumann source in (4), will briefly be examined towards the end of the paper, in Section 6. The system (1)- (6) is complemented by the initial conditions V (·, 0) = V 0 , u(·, 0) = u 0 ,
where V 0 : B → R and u 0 : Γ → R are given data that we assume to be smooth, bounded, integrable in space, and nonnegative. Note that, by construction (and an integration by parts), the system (1)-(5) conserves the total mass of V and u, regardless of the choice of q(V, u): B V (x, t) dx +ˆΓ u(y, t) dS(y) =ˆB V 0 (x) dx +ˆΓ u 0 (y) dS(y) =: M for all t ≥ 0.
The system (1)- (6) is a generalisation of the model introduced in [10] and further analysed in [4, 5, 20] . We will discuss below the results of this analysis in the context of our own findings.
Our system is somewhat similar to the celebrated Patlak-Keller-Segel (PKS) chemotaxis system [26, 14] (see also the review [12] ), which is given by
supplemented by initial and boundary conditions. A typical feature of PKS-type models is the existence of a critical space (in many cases L n 2 , where n is the space dimension) and a threshold phenomenon: for sub-critical inital data one has global existence of solutions, whereas for data sufficiently large (in the sense of the critical norm), solutions blow-up in finite time. This phenomenon was first observed by Jäger and Luckhaus [13] , and is by now rather well-understood -see, in particular, [11, 31] and the review [12] . Compared to our model, the classical PKS model exhibits a much more direct feedback between advection of V up the concentration-gradient of c and the up-regulation of c by V . More specifically, in (1)-(6) the influx of c is generated at the boundary by a source that is proportional to the concentration of membrane-bound messenger, which in turn is positively regulated by V at the boundary. This shows a higher level of amplification and nonlocality in the feedback mechanism, and it suggests that any blow-up should occur at the boundary.
Our more indirect and nonlocal feedback, mediated by a diffusible messenger on Γ, ostensibly represents some kind of regularisation of PKS dynamics, but unfortunately makes the analysis rather more involved. In particular, it is not obvious that there is any Lyapunov functional present. We therefore have to do without the very efficient tools available in the analysis of the PKS model [28, 3] , relying instead on Jäger-Luckhaus-type techniques [13] of estimating L pnorms, thus obtaining (conditional on the size of the initial data) a-priori bounds via GagliardoNirenberg-Sobolev type estimates. Whether or not our indirect feedback mechanism is so weak as to prevent blow-up of solutions turns out to be a rather difficult question to answer, and, in particular, we do not expect the kind of clear-cut threshold characterisation that is now available for the PKS model.
Our first main result states that for both B = R 3 + , the upper half space, and B a smooth, bounded domain, a certain smallness condition on the initial data guarantees a-priori bounds for classical solutions; see Proposition 2 and Proposition 3. The smallness condition is given in terms of the total mass M and integrals of p-th powers, specifically the quantities
After this, we focus entirely on the case of bounded domains, B, and first show in Section 3 that simultaneous explosion of both the L 4 (B)-norm of V and the L 4 (Γ)-norm of u is necessary for blow-up of classical solutions. Then we prove several results which eventually give unique existence of classical solutions in certain parabolic Hölder spaces, provided some ϑ(p) with p > 1 is sufficiently small; see Theorem 7.
The results mentioned up to this point all relate to the linear exchange law (6) for q, and the linear flux condition (4) . The analysis is extended in Section 6, where we show that if any of these constitutive laws is replaced by a suitable nonlinear relation that gives an a-priori bound on the respective flux, then globally existing classical solutions are guaranteed for arbitrary data.
Our final result, Theorem 10, is to prove the existence of a continuum of steady states with small u-mass.
To add a little more context to our results, note that the system (1)- (6) is a slight generalisation of the model introduced in [10] . There, a reduction to two space dimensions, the choice α = 0, and a specific cell shape are considered. A linear-stability analysis of spatially homogeneous steady states is presented which reveals the possibility of spontaneous polarisation. Numerical simulations in [5] and, for an extended model, in [20] show the development of steep concentration gradients. In [4] , both a 1-d reduction of the model from [10] and, for arbitrary space dimensions, a two-variable reduction in the upper half-space are analysed, such that the membrane-bound messenger concentration is taken as the trace of V , rather than being an independent variable. A thorough mathematical analysis is presented, such that the model is shown to behave similarly to the PKS system, with, however, a different critical space: smallness of the initial data in L n implies global existence of weak solutions, while under suitable conditions on the initial data, and additional assumptions on the solution, finite-time blow-up occurs.
Compared with the results in [4] , we observe that the critical norm for V in our model is between L 1 and any L p , p > 1, in contrast to the critical exponent p = n = 3 in [4] . In addition, in our case a smallness condition on the additional surface variable u is necessary, L 2 (Γ) being critical here. Under these smallness conditions, we are able to give a rather satisfactory result on global existence. As already mentioned, in [4] it was possible to give criteria for the failure of global existence, while here we have to leave this question open. The main obstacle is that the usual moment-estimate methods for proving blow-up in the case of (in some sense) concentrated data on a half-space seem to be very difficult to apply in our model.
Notation. In the rest of the paper we will often simplify the notation by dropping the symbol dx for integration over B, resp. dS(y) for integration over the surface Γ = ∂B. For B bounded we denote by |B| = L 3 (B) the volume of B and by |Γ| = H 2 (Γ) the surface area of the cell boundary.
Again for simplicity, we will just write ∇ and ∆ for the surface gradient ∇ Γ and LaplaceBeltrami operator ∆ Γ on Γ.
We let
p (B T ) we denote the parabolic Sobolev space of functions with one time and two space-derivatives in L p (B T ). Furthermore, we use the standard Hölder spaces C k,α (B), k ∈ N 0 , 0 ≤ α < 1 with norms · C k,α (B) , and the parabolic Hölder spaces H l,l/2 (B T ), H l,l/2 (Γ T ), l > 0, with norms | · | (l) (see [15] for definition and properties).
A-priori estimates for small data
Throughout this section we assume that (V, c, u) is a smooth, non-negative solution of (1)- (7) on a time interval [0, T ). Note that classical solutions corresponding to non-negative data on a bounded domain are automatically non-negative on their interval of existence -moreover, positivity is also preserved for smooth-enough solutions in a half-space (see the Appendix for a proof of these statements). Furthermore, by (8) , the total mass is conserved, and hence the L 1 (B) norm of V (·, t) and the L 1 (Γ) norm of u(·, t) are uniformly bounded in time.
Our immediate aim is to obtain global a priori L p -estimates for V and u, given small data, which will preclude the concentration of mass, either in the interior or on the boundary. First we derive an estimate for the evolution of spatial integrals of p-th powers of u and V .
and, with
Proof. First we test (1) with V p−1 , and integrate by parts, to obtain d dt
where we used (2), (4), c ≥ 0 and
to get the last line in (12) . This establishes (9) .
Next, (10) follows easily by testing (5) with u p−1 and integrating the Laplacian term by parts. Finally, (11) follows by taking the appropriate weighted sum of (9) and (10) , and noting that −(x − y)(x p−1 − y p−1 ) ≤ 0 for all x, y ∈ R + 0 , p ≥ 1. 2.1. Unbounded domains: the half-space. We first restrict ourselves to the case B = R 3 + = {x ∈ R 3 : x 3 > 0}, Γ = R 2 × {0} = R 2 , and assume that u and V are bounded and integrable in space for all times. We then obtain a-priori bounds for any L p norm, provided the initial data are sufficiently small.
In the following we set
with
Proposition 2. We have the following properties:
(1) For any r > 1, there exist δ 1 , δ 2 > 0, depending only on the model parameters such that the condition
implies that
where C is a modulus of continuity in its second argument.
Proof. Let r > 1 be given, and consider the following trace inequality for half-spaces (see, for example, [21] ), which holds for any f ∈ H 1 (B):
We therefore deduce, for any p > 1,
In particular, using this inequality for p = r, we deduce from (11) that
In the case r ≥ 2, we see by interpolation that
Using this in the above inequality yields
In particular, if δ 1 , δ 2 are chosen so small that
provided this condition holds at t = 0. This proves (16) for r ≥ 2. We continue to assume r ≥ 2, and next consider an arbitrary p ≥ 1. As in (19) , (20) we infer, using (21) that
We therefore obtain that the right-hand side is non-positive for all times if M < M p for M p chosen sufficiently small. This proves (17) for r ≥ 2, p ≥ 2. By the interpolation inequality
, and by (16) we obtain that (17) also holds for r ≥ 2, p < 2.
We now turn to the case 1 < r < 2. From (10) we have
Observe
Moreover, again by (18), we can argue as above to get
Thus, for 1 < r ≤ 3 2 , (19) and the interpolation inequality
which proves (16) for 1 < r ≤ 
Finally, in the case 1 < r < 2, we can use very similar arguments to show that (17) follows from (16) and (19).
Bounded domains.
We next consider the case of a bounded, open set B ⊂ R 3 , such that the smooth boundary Γ = ∂B has a finite number of connected components. The estimates used will be similar to those which were useful in the half-space case, but for bounded domains we have to take into account the fact that Gagliardo-Sobolev embeddings of the form (18) only hold for functions with mean-value zero, thus making the calculations somewhat more complicated. In the sequel, we will make frequent use of the mean values v p
Our first result is the following.
Proposition 3. Let B ⊂ R 3 be bounded, and suppose p ∈ (1, ∞). Then there exist a constant c p > 0 and a modulus of continuity σ p , such that if
Proof. Using [16, Section 2 (2.27)] we obtain
Hence, (11) implies
We will show that, for c p > 0 sufficiently small,
holds for all t ≥ 0. For the moment, we assume that this property holds up to some particular time, t. We deduce from (27) 
Now consider the case where (29) does not hold, and hence
Note thatˆB
and therefore by the Poincaré-Wirtinger inequalitŷ
Moreover, for p ≥ 2, we obtain by interpolation
and deduce from (31) that
Also, by the Poincaré-Wirtinger inequality, (30) , (32) and (33),
where ρ
p is a modulus of continuity. Furthermore, again for p ≥ 2,
Thus, by (34) and Young's inequalitŷ
where ρ (2) p is another modulus of continuity, and hencê
for some modulus of continuity ρ
p .
Putting this together, we can now argue that, for p ≥ 2, conclusion (24) holds. Thus, choosing c p > 0 sufficiently small, we first obtain, by interpolation, that u L 2 (Γ) (t) ≤ Dp 3Cp is satisfied initially. Next, consider the maximal time interval [0, t 0 ] such that (28) holds. We have the following dichotomy: as long as (29) holds, Q p is decreasing with time, while if (29) does not hold, then by (33) and (35) Q p is bounded by a modulus of continuity ρ p (M ), and hence by Hölder's inequality Q p is bounded by a modulus of continuityσ p (Q p (0)). Either way, Q p remains bounded by a modulus of continuity σ p (Q p (0)). Since p ≥ 2, this also gives, for c p > 0 sufficienly small, u L 2 (Γ) (t) ≤ Dp 3Cp on [0, t 0 ], and hence (28) and (24) must be satisfied for all time. By interpolation, we may also conclude that (25) holds for p ≥ 2. Now consider 1 < p < 2. First, we again use [16, Section 2 (2.27)], and observe that
Instead of (27) , we now have, by (22) , (23), (26) , and (36),
Thus, by the same argument as before, if u 2 is small enough relative to Dp Cp , then either the right-hand side is negative or we havê
by (34) , and
where ρ always stands for some modulus of continuity, thus giving a priori control of Q p (t) by a modulus of continuity if c p is small enough. This proves (24) , and finally (25) follows for 1 < p < 2 from (24) and the definition (14).
Some remarks on blow-up in bounded domains
We have not been able to obtain global L p -control of solutions to (1)- (7) for arbitrary data, or indeed to find a counterexample with L p blow-up in finite time. In particular, decisive vanishingmoment estimates seem to be very difficult to obtain in our model. This being the case, we will now simply make a few observations about qualitative solution behaviour near any possible blow up on a bounded domain, B.
Thus, returning to the last term in (11), we see by Young's inequality that
for arbitrary ǫ > 0. Now set p = 4, and use the trace inequality
where we used Hölder's inequality to get the last line, and hence (11) implies
.
Given this, we make a special choice of ǫ, namely
+ 1), which leads to
Thus, any finite-time L 4 blow-up has to occur simultaneously for V and u (since Q 4 can grow at most exponentially if one of u L 4 (Γ) and V L 4 (B) remains bounded), and this can be used to show that the trace of V also has to blow up at the same time. Specifically, from (5) we get, by Duhamel's principle, e k 2 t u(y, t) = e td∆ u(y, 0) +ˆt
and therefore lim sup
where T is the blow-up time.
Next, we have a smoothing estimate for the heat semi-group on a compact 2-manifold, of the form [30] , Ch.15, Eq (1.15),
for any p ≥ q and s ≥ r (here W s,p is the L p -type Sobolev space of order s). Hence, setting p = 4 and s = 0, there exists a sequence
Note that L 4 -control of u and V implies global existence of classical solutions, as follows.
Assuming that Q 4 is bounded, we have from (41), on any interval [0, T ) of existence,
while Duhamel's principle (42), and (43) with p = ∞, r = 0, q = 8, yield
for s ≥ 0. Next, the trace inequality [2] yields
The right-hand side of this equation is L 4 -integrable in time, by (44) and the uniform boundedness of Q 4 . Thus, we deduce from (45), by Hölder's inequality, that
which implies that u(t) stays in C α (Γ) for any α ∈ [0,
, which in particular yields that the trace of V blows up in H −1 (Γ) and W −2,4+ǫ (Γ), for any ǫ > 0. We will prove in Theorem 7 that smallness of Q r (0), for any r > 1, prevents any such blow-up from occurring.
Existence and uniqueness of local classical solutions
Classical solutions of our model can be constructed with the aid of standard Schauder theory for elliptic and parabolic equations in Hölder spaces -one advantage of working in these spaces, as compared to Sobolev spaces, is that V has the same regularity on the boundary, Γ, as in the bulk, B.
Before coming to the existence proof, we first prove a uniqueness result for solutions on bounded domains.
Proposition 5. Suppose B ⊂ R 3 is bounded. Then, for a given pair (V 0 , u 0 ) of initial data, there is at most one classical solution (V, u, c) of the system (1)- (7).
Proof. Suppose that we have two smooth solution triples (V i , u i , c i ), i = 1, 2, with the same initial data, on a time interval [0, T ). Then, from (2), (4), we havê
such that integrating by parts and using the Trace Theorem giveŝ
Dividing through by c 1 − c 2 H 1 (B) , and using α > 0, we therefore get
Next, taking differences in (1), applied to V 1 and V 2 , and then testing with V 1 − V 2 there follows, after an integration by parts and application of the flux condition,
where we used (49) to estimate
Hence, since ∇c 1 C 0 (B) and V 2 C 0 (B) remain bounded on any time interval [0,T ] withT < T , Young's inequality yields, for any t <T ,
while substituting u 1 , resp. u 2 , into (5), taking differences and testing with u 1 − u 2 leads to
Thus, taking the sum of (50) and (51), and then using Young's inequality once more to deal with the bad product term, yields
and Gronwall's inequality plus (49) shows that (
With the aid of Schauder's fixed-point theorem, we next prove short-time existence of smooth solutions to (1)-(7). Proposition 6. Assume that B and the initial data (V 0 , u 0 ) are of class C 2,γ , γ > 0, and satisfy the compatibility condition
Then there exists a unique classical solution (V, u, c) of (1)-(7) on some time interval [0, T ), where T depends only on γ, B, the model parameters and V 0 C 2,γ (B) , u 0 C 2,γ (Γ) .
Proof. We use an iteration scheme and Schauder's fixed point theorem. First fix an arbitrary T > 0 and let
We start the iteration with an arbitrary V ∈ B K , and use this to generate u : Γ T → R via the linear equation 
(see [16, Theorem III.3.2] for an existence statement). The iteration procedure is completed by solving
on B T , subject to the boundary condition
or, equivalently, of the linear initial/boundary-value problem for V new is guaranteed by, for example, [15, Theorem IV.5.3, p.320], and that we therefore have a welldefined mapping
A fixed point of this mapping will give the solution we are looking for.
The aim is now to obtain Hölder estimates for V new that ensure V new ∈ B(K), for T > 0 sufficiently small and K sufficiently large.
First of all, since the boundary Γ is a compact manifold, and since the Comparison Principle gives us control of u L ∞ (Γ T ) in terms of V L ∞ (B T ) , we can stitch together interior-type Schauder estimates ( [15] , Theorem 10.1, p.351) to get 
Now, by the argument of Proposition 5, we have c
(49)), and so (61) implies
and hence, by (60), with the aid of the Sobolev imbedding H 2 (B) ֒→ C 0 (B),
Also, by using the homogeneity of (55) and taking temporal differences (details given in Appendix B), one sees that (63) implies max |c|
which by (59) gives H γ,γ/2 (B T )-control on the coefficients in the right-hand side of (56). Furthermore, the coefficients and the inhomogeneity in the boundary condition (58) are by (59) controlled in H 
where C depends on |c| (γ) , |∇c| (γ) and |u| (1+γ) .
Combining |V | 1+γ B T ≤ K with (59) and (64) thus results in
Moreover, by Proposition 15 and Remark 16 in the Appendix, we have
for some δ > 0. Hence,
which entails that if we choose K sufficiently large relative to V 0 C 2,γ (B) , and T sufficiently small relative to K and u 0 C 2,γ (Γ) , then we have
and consequently, using (66), F : B(K) → B(K) (compactly). Finally, in order to apply Schauder's fixed-point theorem, we need to show that the mapping F : B(K) → B(K) is continuous with respect to the | · | (1+γ) -norm. This is done by applying linear Schauder estimates to differences of (54), (55), (56) and (57), for starting iterates V and V (with the same initial data), which gives
and
as required. Thus, Schauder's fixed-point theorem can be applied to give us the required short-time solution -uniqueness was already proved above.
Continuation of classical solutions with small data on bounded domains
Here we synthesise the results of Sections 2 and 4 to obtain a global-in-time classical solution of (1)- (7) on a bounded domain for small data. More precisely, we have the following theorem.
Theorem 7. For bounded B ⊂ R 3 and initial data (V 0 , u 0 ), all of class C 2,γ , γ > 0, satisfying appropriate compatibility conditions (as in Proposition 6), there exists a unique, global classical solution (V, u, c) of the system (1)- (7), provided some Q p (0), p ∈ (1, ∞), is chosen sufficiently small.
Proof. Suppose we have a classical solution (V, u, c) on some maximal time interval of existence [0, T ), where the existence of such a T > 0 is guaranteed by Proposition 6.
From Proposition 3, we can make u L 2 (Γ) (t) arbitrarily small, a priori, by choosing any Q p (0) sufficiently small. Thus, in (27) , we can set p = 2 and make
In the following, we will only need this latter bound. First we test (2), (4) with c p−1 , and deduce by Gagliardo-Sobolev embedding and interpolation inequalities that c pˆB |∇c
for some θ = θ(p) ∈ (0, 1). This in particular implies
Next Duhamel's principle (42) and (43) with
Next, by the trace inequality [2]
Thus, by Young's inequality applied to the integrand on the right-hand side of (74), we deduce that u(t) stays in W 1− 1 p ,p (Γ) for p < 6 and t < T , with
By elliptic regularity ( [7] , p.57) and (73) we then obtain
+ Λ for any 1 ≤ p < 6, and hence taking p ∈ (3, 6), we get by Morrey's inequality that c ∈ C 1+σ (B) for all 0 < σ < 1 2 and that
Thus, all the coefficients in (1) and (3) 
By [35, Thm 3.2] , this is enough to guarantee
Hence, by an embedding theorem of Ladyzhenskaya [15, Lemma II.3.3 ]
Thus, by Schauder theory on compact manifolds,
and by elliptic Schauder theory
As in the proof of (64) in Proposition 6, we also get control of Hölder seminorms of c by taking temporal differences, max |c|
and finally by parabolic Schauder estimates
Thus, the local solution guaranteed by Proposition 6 can always be continued onto a longer time interval, since a lower bound on the existence time for local-in-time solutions is determined by any C 2,γ -norm of the initial data.
6. Global L p -control for arbitrary data in two different regularised models
We now force global existence of classical solutions for arbitrary data by regularising our model in two different ways. Note in advance that both of our regularised models will preserve positivity of solutions, by the same argument as in Proposition 12.
6.1. Truncating the flux at the boundary. One way of preventing blow-up of V and u is to regularise by truncating the boundary flux, q. Thus, we replace q = k 1 V −k 2 u with q m (k 1 V −k 2 u), taken to be monotonically increasing on physical grounds, where m ∈ R,
We therefore immediately have boundedness of the exchange term between bulk and surface. The price we pay, however, is that the boundary condition (3) and the surface evolution equation (5) are now nonlinear. Thus, instead of (5) we now have
and instead of (3) we have
Since q m is bounded, we have, by comparison, u(t) ≤ C + mt, for t ∈ [0, T ). Also note that the boundedness of the flux, q m , implies by parabolic regularity [30, Eq. 1.13, p.316], as in the proof of Theorem 7,
and hence
The bound (79) and the comparison principle [15, Thm 2.3, p.17] imply that V is uniformly bounded on [0, T ).
By our assumptions (76) on q m , and since V is a priori bounded, it follows from our control on u and [15, Theorem V.7.1, p.478, and Theorem II.8.1], that some |V | κ B T is also bounded. Next, using parabolic regularity theory for (77) (for example, by covering Γ with coordinate patches, pulling the localised equations back to a subset of R 2 × (0, T ) and then applying interior estimates), together with the bound on |V | δ B T , we get u ∈ H 2+δ,1+ δ 2 (Γ T ) for some δ > 0. With the aid of Proposition 14, we also deduce that c ∈ H 1+δ, 1+δ 2 (Γ T ).
Thus far we have obtained a-priori bounds
for some δ > 0. We next apply [15, Theorem IV.5.3] to (1), (78) and use Ehrling's lemma to deduce
Choosing ǫ = ǫ(Λ) sufficiently small gives an a-priori bound for V in H 2+δ,1+ δ 2 (B T ). To complete this discussion, we claim that the proof of Proposition 6 goes through with only slight modifications when q is replaced by a q m satisfying our assumptions.
Thus, we once again consider for some T, K > 0 the set
and start our iteration with an arbitrary V ∈ B K . We then solve the initial-value problem
As above, we deduce from the boundedness of q m , the regularity of V , and Schauder estimates that u ∈ H 2+γ,1+
The iteration procedure is completed by solving
where existence of V new ∈ H 2+γ,1+ , and the rest of the proof follows as before.
Summarising, we have thus proved the following.
Theorem 8. Fix m ∈ R, and assume that q m satisfies (76). Assume that B is bounded, that B and the initial data (V 0 , u 0 ) are of class C 2,γ for some γ > 0, and that the compatibility condition
holds. Then there exists a unique, global classical solution (V, u, c) of the modified model (1), (2), (4), (77) and (78).
6.2.
Truncating the boundary source for c. Another reasonable modification of the model is to truncate the boundary flux term for c for large values of u. We therefore consider a function z ∈ C 3 (R), bounded and monotonically increasing, with z(0) = 0 and |z| ≤ z max ,
for some z max > 0. We then replace the Neumann boundary condition (4) by
In this case, we have, for the unfavourable term in the L p -estimate (13)
and therefore we get L p control of u and V (for arbitrary data and p ∈ (1, ∞)) with the aid of the trace inequality [16] ˆΓ
which is the analogue of (11). Finally, by arguing almost exactly as in Sections 3, 5 and 6.1, we see that local smooth solutions of the second modified model can always be continued onto a longer time interval. Thus, L 4 -control implies by Duhamel's principle that u (and hence z(u)) stays in C 1,ǫ (Γ) for ǫ < 
and we therefore have the following result. 
Steady-state analysis
In this section we look for steady states of our system, that is to say, solutions of
in B, subject to the flux conditions
on Γ, such that u satisfies
on Γ.
Theorem 10. Let B ⊂ R 3 be bounded and of class C 2,γ , 0 < γ < 1 2 . Then, if µ > 0 is small enough (only depending on the parameters), there exists a steady-state solution (V, c, u) of (1)- (5) such that V, c ∈ C 2,γ (B), u ∈ C 2,γ (Γ) are all nonnegative, and´Γ u = µ.
Proof. We use an iterative scheme, together with Schauder's fixed-point theorem.
First define, for K, µ > 0, the closed, convex set
which is non-empty if µ ≤ K|Γ|. Next, let us start the iteration with an arbitrary u ∈ U µ . It follows from [16, Theorem 3.2, p.137] that there exists a unique solution c ∈ C 2,γ (Γ) of ∆c − αc = 0 in B, ν · ∇c| Γ = βu on Γ.
By the Schauder estimate [16, Theorem 3.1, p.135] we then have
Moreover, by the maximum principle and u ≥ 0 we deduce that c ≥ 0. We next consider for given u and c the elliptic Robin boundary-value problem
By [8, Theorem 6.31] and the Fredholm alternative, see the discussion [8, p.124 ], a solution V ∈ C 2,γ (B) exists as long as the corresponding homogeneous problem, that is (94), (95) with u replaced by zero on the right-hand side, has only the trivial solution. Assuming that V * is a solution of the homogeneous problem, we deduce that
On the other hand, the left-hand side can be estimated from below by c 0 (D, k 1 , B) V * 2 H 1 (B) , using the trace theorem in H 1 (B). Therefore, the condition
guarantees the existence of a unique solution V ∈ C 2,γ (B) of (94) 
while [23, Theorem 3.14(iv)] implies that
Putting the last two estimates together and using (93) we deduce
Testing (94) with V − ≤ 0 leads to the estimatê
which is completely analogous to (96). Hence, the condition (97) also guarantees nonnegativity of V .
Also, from the divergence structure of (94), and by (95), we havê
To complete the iteration, we finally solve
for u new = u new (V ) on Γ, which implies, via (99),
thus preserving the mass constraint.
By the maximum principle, we deduce that
. Hence, by Schauder theory and (98)
Let us finally control the C 1,γ (Γ)-norm of u new . By elliptic L p -theory we obtain that for any 2 < p < 4
for some θ = θ p ∈ (0, 1). Since W 2,p (Γ) embeds continuously into C 1,γ (Γ) for γ = 1 − 2 p , and since H 1 (B) embeds continuously into L 4 (Γ) we therefore obtain, using (99), for any 0 < γ <
for some 0 < θ γ < 1. Testing (94), (95) with V yieldŝ
and the condition (97) ensures that
Using this in (103) finally gives
Thus, in order to satisfy (97) and, to guarantee u new C 1,γ (Γ) ≤ K, we need in addition
We finally need U µ to be non-empty. For this the condition
is necessary and sufficient, hence both (104), (105) are satisfied if
We now check that it is possible to meet all conditions if 0 < µ < µ 0 , where µ 0 > 0 satisfies
Consequently, for µ < µ 0 and K chosen such that (97), (106) hold, the mapping T : u → u new takes U µ into itself. Moreover, by (102), T (U µ ) is compact in the C 1,γ -topology. Continuity of T follows easily by taking differences, T (u 1 ) − T (u 2 ), and applying Schauder estimates to the c, V and u equations in turn. Hence, all the conditions of Schauder's fixed-point theorem are satisfied, and we are therefore guaranteed a solution of the steady-state problem.
For the particular case of spherical cell shapes, we can prove existence of stationary states for any given total mass. Proposition 11. Let B ⊂ R 3 be a ball of radius R. Then for every M > 0 there exists a spherically symmetric steady state (V, c, u) with total mass´B V +´Γ u = M . Moreover, u is constant and V, c are smooth.
Proof. The symmetry immediately implies that u is constant: u(y) = u 0 , and also V = V 0 = k 2 k 1 u 0 on Γ -it remains to determine u 0 , V = V (r) and c = c(r) in the interior, where r is the radius.
Equation (89) 
With this we can find V by solving (88), (90), which gives
The final condition is then
Here, the right-hand is zero when u 0 = 0, and tends to infinity as u 0 → ∞. Hence, there exists at least one spherically symmetric steady-state solution for any given mass.
Conclusions
In this paper, we have analysed the well-posedness of a model for spontaneous cell polarisation. The model takes the form of a rather generic coupled bulk/surface reaction-diffusion-advection system with feedback and total-mass conservation which could conceivably be of physical relevance beyond its original biological motivation. Coupling between bulk and surface pde's has recently gained a lot of attention, but well-posedness results for models with advection seem to be much thinner on the ground. Our bulk equations resemble the PKS model for chemotaxis, but with a somewhat weaker form of feedback, which nevertheless leaves open the (unproven) possibility of finite-time blow-up.
We have made several contributions to developing an existence theory for the model. First, we proved, under a precise smallness condition on the initial data, that classical solutions exist globally in time. This is in some sense analogous to one half of the well-established dichotomy in the PKS model. The critical space for the smallness condition is L 2 for the surface variable, u, and between L 1 and any L p , p > 1 for the bulk variable, V . Scaling arguments [32] seem to suggest that these findings are, with respect to the usual L p spaces, optimal, but we are not able to prove an analogue of the other half of the PKS dichotomy (blow-up for concentrated data), due to the absence of suitable moment-estimates.
The main model we have considered uses a rather ad-hoc choice for the constitutive functions that determine the boundary coupling. One could easily argue for the presence of some kind of saturation effect that prevents the associated Neumann sources from becoming infinite. We have therefore analysed corresponding regularisations of our model, and have proved that this leads unconditionally to global-in-time existence of classical solutions. This precludes any, seemingly unphysical, occurrence of singular mass-concentration. Nevertheless, blow-up solutions of the original system can be expected to have approximate counterparts in the regularised systems, with strongly heterogeneous concentration profiles that may still be interpreted as polarised states.
Our partial results leave open a number of avenues for further inquiry. In terms of the biological motivation, a thorough analysis of the qualitative behaviour (polarisation, more complex pattern formation), possibly in combination with numerical simulations would be the natural next step. Again, the complex structure of the model makes this a rather challenging prospect, and we therefore leave this question for the future.
Appendix A. Positivity of solutions
Here we show that classical solutions corresponding to nonnegative initial data remain nonnegative on their interval of existence.
Proposition 12. Suppose B ⊂ R 3 is a smooth bounded domain and (V, c, u) is a classical solution of (1)- (5) on B × [0, T ) corresponding to non-negative initial data V 0 , u 0 . Then V (·, t), c(·, t) and u(·, t) are also non-negative for all t ∈ [0, T ).
Proof. We test (1) with the negative part of V , i.e. V − := − min{V, 0} ≥ 0, and (5) with the negative part of u, i.e. u − . Using Stampacchia's Lemma, and arguing as in the proof of Lemma 1, we arrive at 
and that (k 1 V − − k 2 u − )(k 1 V − k 2 u) ≤ 0 by definition. Using (86) we therefore deduce that
for all t ≤T , hence by (107) and (108)
and by Gronwall's inequality we deduce that V − (·, t) = 0 and u − (·, t) = 0 for all t ≤T < T , hence for all 0 < t < T . We can also deduce a similar result for the case B = R 3 + .
Proposition 13. Suppose B = R 3 + and (V, c, u) is a classical solution of (1)- (5) Then V (·, t), c(·, t) and u(·, t) are also non-negative for all t ∈ [0, T ).
Proof. As above, we find that (107), (108) 
and the rest of the argument is identical to that for bounded B.
Appendix B. Some useful parabolic-Hölder estimates Proposition 14. Suppose B ⊂ R 3 is a C 2,γ domain, for some 0 < γ < 1. If u belongs to the parabolic Hölder space H (2+γ) (Γ T ), and c : B T → R is determined by (2) and (4), then max |c|
for some C > 0.
Proof. First we write out the relevant parabolic Hölder norms explicitly [15] :
where, for example, c
x is the Hölder constant of c, of order γ, with respect to x, on B T . Similarly,
while for u we have
Thus, the C 0 -norms of c and ∇c are trivially dominated by |u|
, as a consequence of (63). Next, by the homogeneity of (2), (4), we can apply an estimate of the form (63) to temporal differences, which gives, for fixed t, t ′ , c(·, t) − c(·, t ′ ) (t − t ′ ) 
Taking the supremum over t, t ′ ∈ [0, T ] gives c 
