Abstract-In this paper, we study the time-of-arrival (TOA) based self-calibration problem of dual-microphone array for known and unknown rack distance, and also for different combinations of dimension for the affine spaces spanned by the receivers and by the senders. Particularly, we analyze the minimum cases and present minimum solvers for the case of microphones and speakers in 3-D/3-D, in 2-D/3-D, and in 3-D/2-D, with given or unknown rack length. We identify for each of these minimal problems the number of solutions in general and develop efficient and numerically stable, non-iterative solvers. Solving these problems are of both theoretical and practical interest. This includes understanding what the minimal problems are and how and when they can be solved. The solvers can be used to initialize local optimization algorithms for finding the maximum likelihood estimate of the parameters. The solvers can also be used for robust estimation of the parameters in the presence of outliers, using, e.g., RANSAC algorithms. We demonstrate that the proposed solvers are numerically stable in synthetic experiments. We also demonstrate how the solvers can be used with the RANSAC paradigm. We also apply our method for several real data experiments, using ultra-wide-band measurements and using acoustic data.
I. INTRODUCTION
T HE problem of sensor (or microphone) localization has broad interest in general. Time-of-arrival (TOA) and time-difference-of-arrival (TDOA) measurements are used in applications ranging from radio based positioning to beam-forming and audio sensing. In a more general setting, this is an inverse problem, where one tries to determine positions using distance measurements , see [2] . As such these problems are applicable to a large range of applications such as (i) node determination using signal strength measurements of e.g., wifi or bluetooth, (ii) node localization using ultra-wide-band distance measurements, (iii) node localization Manuscript received July 14, 2014; revised January 07, 2015; accepted March 06, 2015. Date of publication March 26, 2015 ; date of current version July 14, 2015. The work was supported by the Strategic Research Projects ELLIIT and eSSENCE and the Swedish Foundation for Strategic Research projects ENGROSS and VINST under Grants RIT08-0075 and RIT08-0043, and the Swedish Research Council. This work is an extension of [1] , published at the conference EUSPICO 2014. The guest editor coordinating the review of this manuscript and approving it for publication was Prof. Ramani Duraiswami.
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Digital Object Identifier 10.1109/JSTSP.2015.2417117 using phase based radio measurements or (iv) node localization using acoustic measurements. In this more general setting there are also applications to node calibration of sensor networks, and also to 3D atom positioning determination using NMR [3] . Although such problems have been studied extensively in the literature in the form of localization of e.g., a sound source using a calibrated detector array, see e.g., [4] - [7] , the problem of calibration of a sensor array using only measurements, the initialization problem for sensor network calibration, has received comparatively less attention, see [8] , [9] . Antenna self-calibration techniques remain of great importance to many application beyond the microphone arrays. Several previous contributions addressing the self-calibration problem rely on prior knowledge or extra assumptions of locations of the sensors to initialize the problem. Some techniques are to manually measure the inter-distance between pairs of microphones and use multi-dimensional scaling [10] to compute receiver locations, see [11] , to use GPS to get approximate locations, see [12] , to use additional speakers close to the receivers [13] - [15] , or to use a partially calibrated receiver array [16] . Being able to solve the self-calibration problem without using more than the TOA measurements between speakers and receivers open up for interesting applications. Iterative methods exist for TOA or TDOA based self-calibration [17] , [18] . However, such methods are dependent on initialization and can get stuck in local minima. For a general graph structure, one can relax the TOA-based calibration problem as a semi-definite program [19] . Initialization of TOA sensor networks using only measurements has been studied in [20] , [21] , where solutions to the minimal cases of three senders and three receivers in the plane, or six senders and four receivers in 3D are given. Initialization of TDOA networks is studied in [22] and refined in [23] where a solution to non-minimal case of 9 receivers and 4 speakers in 3D was derived. In [24] a far field approximation was utilized to calibrate both TOA and TDOA networks. In [18] , [25] algorithms for far-field unsynchronized receivers were also proposed. In the far-field approximation, it is assumed that the distances between the speakers and receivers is considerably larger than between receivers. [20] - [25] attempt to solve the self-calibration problem with either minimal or close to minimal data. Studying minimal cases is both of theoretical importance and essential to develop fast stable algorithms suitable in random sample consensus (RANSAC) [26] schemes. RANSAC has the advantage of doing parameter estimation and at the same time weed out outliers in noisy or incorrectly matched data, which is a common problem in TOA/TDOA applications. Fig. 1 . The problem of inferring structure from distance measurements, is relevant for measurements using audio and radio. The top part of the image contains one of the microphones (the t.bone MM-1 omni directional measurement microphone) and one of the speakers used for acoustic experiments. The bottom part of the image contains one ultra-wideband tag and a ultra-wide-band equipped mobile phone used for radio experiments. Ultra-wideband wireless radios send short signal pulses over a broad spectrum. Fig. 2 . Sketch of proposed setting. Rigid pair of receivers with unknown positions get TOA signals from unknown sender positions. The paper addresses the problem of recovering the displacement of a set of microphones and sound source positions based on the TOA measurements between microphones and sources. In particular, microphones are organized in couples, with a fixed distance between each microphone pair. Here are receivers and transmitters, respectively.
In this paper we focus on the previously unsolved problem of finding positions of a set of receivers and speakers, where pairs of receivers are set on a rigid rack, using only time-ofarrival (TOA) measurements between receivers and speakers with unknown positions, the equipments used for data acquisition and the illustration of the setting shown in Figs. 1 and  2 , respectively. We show in what constellations of receivers and speakers the self-calibration problem has a solution, and present numerically stable closed form solvers for these minimal cases. Applications can be in robotics and SLAM, where a robot is equipped with stereo microphones in a rigid constellation, moving through an environment with a number of fixed loudspeakers in unknown positions. To be able to lock in part of the map, i.e., find loudspeaker positions, and simultaneously figure out movement is a crucial step in SLAM, cf. [27] . This corresponds to the dual receiver rack self-calibration we study here. Minimal algorithms can further be used in a RANSAC setting to weed out outliers and identify parts of the measurement set which is good. An alternative could be that there is a set of fixed microphones in unknown position in the room and that the robot has a pair of loudspeakers attached to it. Recently mobile devices e.g., iPhone 5s also come equipped with dual microphones. Thus, an application could be to figure out movement of the mobile devices, using TDOA measurements from unknown sources. Solving the corresponding TDOA calibration problem often involves a two step process: First, figuring out the offsets and then solving the TOA calibration problem, see e.g., [23] , [28] . Another application is that of ultra-wideband distance measurements, e.g., such that measure distances to tags, see Fig. 9 . Here the tag calibration and the movement of a rack of two such receivers could be determined using the distance measurements only. The dual receiver rack self-calibration we study here also has the advantage of needing fewer measurements than the corresponding self-calibration problems for unconstrained receivers, and is thus better suited in RANSAC schemes where the setting applies. In addition, the constraint that the microphones are on a rack of the same length is explicitly enforced.
II. THE TOA-BASED MICROPHONE-RACK CALIBRATION PROBLEM
We study the TOA-based microphone-rack calibration problem for dual microphone arrays. A dual microphone array is a rigid array with two receivers in each rack and we set all racks to have same length between receivers. The problem setting can be seen in Fig. 2 , where the microphone-racks can either be different, or one rack moving between measurement positions. We describe the problem of locating signal emitters and receivers, where pairs of receivers are fixed on a rack. It is considered further if the receiver distance on the rack is given ('calibrated' rack) or must be found. Measuring the absolute distance between every signal and receiver constrains possible locations, which also known as Time-of-Arrival (TOA).
We assume that (i) the speed of the medium, , is known, and thus all time measurements are transformed to distances by multiplication by , (ii) receivers can distinguish which TOA signal comes from which transmitter. This can be done in practice by e.g., separating the signals temporally or by frequency. The TOA dual rack calibration problem can then be defined as follows.
Let and be the number of microphone racks and sound sources, respectively, and and denote the dimension of affine space of microphone racks and sound sources. Let , be the spatial coordinates of receivers (e.g., microphones) and , be the spatial coordinates of speakers (e.g., sound events), and , for , is fixed length of the rack. We have two problems of concern:
Problem 1 (Calibrated): Given absolute distance measurements and a fixed known length between receiver pairs on the same rack , determine receiver positions and transmitter positions .
Problem 2 (Uncalibrated): Given absolute distance measurements , determine receiver positions and transmitter positions , as well the constant length, , of the receiver racks. One can only hope to recover a solution up to rotation/mirroring and translation of coordinate system, as any such transformation applied to a solution result in the same measurements . In the following, we called the problem with known/unknown rack length as calibrated/uncalibrated microphone-rack selfcalibration problem.
A. Identifying Minimal Problems
Depending on the number of receiver racks and speakers, we first characterize when such problems are well-defined i.e., when there is a finite positive number of solutions to the problem. We are particularly interested in the minimal problems where minimal numbers of receiver racks and speakers are required to solve the problem. One way to identify such minimal problems is to study the degrees of freedom of the problems and the number of measurements . The necessary condition for a problem to be minimal is that (comparing number of measurements to the degrees of freedom, we see if they are equal). For instance, for the case where the receiver racks and the speakers both span a 3D affine space, we have (here takes care of the gauge freedom i.e., rotation and translation ambiguity in the reconstruction). The condition that is the necessary condition, but not sufficient condition for identifiability of the problem, which can be seen in 2 racks on 2D and 4 speakers on 3D case, see Section III-B.3. There are in some sense fewer measurements than due to the constraints imposed by the problem for these constellations.
If we denote , then is the gauge freedom of the -dimensional space (we can only determine the positions up to an unknown rigid transforms i.e., rotation and translation). Specifically, we have for calibrated cases (known rack length ): (1) and uncalibrated cases (unknown rack length ):
Based on (1) and (2), we have identified the following potential minimal problems: we have and for calibrated and uncalibrated cases, respectively. By finding such that , we can identify potential minimal cases. With this type of analysis, we have identified a set of potential minimal problems. These cases are summarized in Table I , however, this by itself is not a sufficient condition for minimality. The cases in Table I are only based on calculations of degrees of freedom and number of constraints. Some of the 'minimal cases' might not be solvable. A further investigation of the different problems is needed.
B. Problem Formulation
The goal is to derive a low-degree polynomial equations system with few unknowns. We start by deriving a set of new equations of type , for Using these equations, we now describe methods to solve the polynomial systems for different minimal problems. The main steps of the method includes:
• Use Type (D) equations for factorization to reconstruct the positions up to an unknown affine transformation.
• Rewrite equations of Type (A) -(C) and (E) (or (E')) using the unknowns in the sought affine transformation.
• Use Type (A) and (B) equations to form polynomial equations.
• Use linear equation Type (C) and (E) (or (E')) to do linear elimination.
• Use algebraic geometric tools to verify number of solutions.
• Use efficient polynomial solver to find the unknown transformation.
• Generate the solutions for microphone and sender positions using the found transformation.
III. SOLVING MINIMAL PROBLEMS
The solution strategy is to use a factorization step first to reconstruct the positions up to an unknown affine transformation and . By collecting terms, the equations of type (D) can be written in matrix form with as columns of and as columns of . The rank of depends on the dimensionality of the affine span of the receivers and the speakers respectively. For instance, if we assume that both of the racks and the speakers are in 3D, then the matrix also has rank 3. By factorizing which is of rank 3 using e.g., singular value decomposition, we can compute the vectors to all receivers and speakers from unknown initial/reference positions ( and ) up to an unknown full-rank 3 3 transformation such that . Depending on how one fixes the gauge freedom, the unknown enters the equations in different ways. By a good choice of parametrization of the problems it can be shown that the equations of Types C, E (or E ) are linear in the unknowns and the equations of Types A and B can be used to form polynomial equations.
A. 3D-Racks and 3D-Speakers
In this section, we solve the minimal problems for the cases where both racks and speakers are in 3D.
To solve for the unknown transformation and reference positions, we now utilize the nonlinear constraints in equations of Type A, B and C. First we can fix the gauge freedom by choosing the location at the origin and also parameterize as where is a 3 1 vector. Given that and . This gives (3) where . Using the parametrization above and also letting the equations of type (A), (B), (C) and (E) become (4) (5) (6) (7) Below we discuss the problem with different cases.
1) Case of 2-Racks and 4-Speakers (Calibrated):
There are in total 9 unknowns (6 and 3 unknowns for and , respectively). By utilizing , where is the adjoint of , we can multiply equations in (4)- (5) by to rewrite them as polynomials equations. There are three linear equations of type C and two linear equation of type E. Since we have 5 linear equations, by linear elimination we can parameterize and in terms of unknowns , therefor they become . After multiplying on both sides of Type (A) and (B) equations, we now obtain polynomial system with four equations:
(10) (11) in the four unknowns. While multiplying introduces false solutions, we utilize the same saturation technique as in [21] to remove such solutions. Using algebraic geometric tools, we verify that this system has in general 12 solutions. We then solve this system with efficient polynomials solvers based on [29] . After solving for , L can be calculated with Cholesky factorization. is thus only determined up to a matrix where , which coincides with the gauge freedom of rotating and/or mirroring our solution. Some of the solutions obtained are complex. Some solutions, although real, give invalid matrices that are not positive definite which does not have a real decomposition into and does not produce real solutions.
2) Case of 2-Racks and 5-Speakers (Uncalibrated):
For this case, there are 9 equations (1 of Type A, 4 of Type B, 3 of Type C and 1 of Type E ) and 9 unknowns (6 and 3 unknowns for and , respectively). We follow a similar solution scheme as for the case of 2-racks and 4-speakers case. By linear elimination using the 4 linear constraints of type C and E, we can express and in terms of unknowns . The remaining five constraints (1 of Type A, and 4 of Type B) gives a polynomial system with 28 solutions after a saturation procedure similar to the previous case. Again we use the scheme in [29] to produce a numerically stable and efficient solution.
B. 2D-Racks and 3D-Speakers
In this section, we solve the minimal problems for cases where the racks are on 2D and speakers are in 3D.
1) Case of 3-Racks and 2-Speakers (Calibrated):
As shown in Fig. 3 , we get orthogonal projection of and on the plane which microphone racks lie. We set By factorizing which is of rank 1 in this case, we can compute all receivers and speakers from unknown initial/reference positions up to the unknown transformation , which is now an unknown constant. We then utilize the nonlinear constraints in equations of Type A, B, C and E.
We know that one can reconstruct for and with factorization up to unknown transformation such that , we put and . We fix the gauge freedom by choosing the location and , and also denote second row of and as and , respectively. This gives Let where is the first 3 columns and is the last 8 columns of and denote the first 3 elements of as and the last 8 elements as , then we can construct the following equations: (17) We could have a solution
. We then proceed to solve the three equations (18) in the three unknowns using the techniques in [29] . Resubstitution gives us the coordinates of and . In general there are 2 solutions.
2) Case of 4-Racks and 2-Speakers (Uncalibrated): Similar to the previous calibrated case, we now have 12 equations (1 of Type A, 1 of Type B, 7 of Type C and 3 of Type E ). We again need to select ten columns of such that has full rank and low condition number. We solve the problem in the same manner as the calibrated 3-racks and 2-speakers case. For the corresponding polynomial system, there is in general 6 solutions.
3) Case of 2-Racks and 4-Speakers (Uncalibrated):
This case is actually under-determined even though it satisfies . One way to explain this is adding one transmitter seems to give 4 measurements and 3 unknowns (unknown speaker positions in 3D), thus one obtains an additional constraint which could indicate that we can use that to solve the rack length . But in fact we only get 3 (linearly independent) measurements due to the rank constraints on . Thus it is unsolvable.
4) Case of 2-Racks and 3-Speakers (Calibrated):
We can here parameterize the two racks to be on the -plane. Then we know that the matrix is of rank-2, and is a symmetric 2 by 2 matrix, and is a 2 by 1 matrix. There are three linear equations of type C and two linear equations of type E and 5 unknowns (3 for and 2 for ). Thus we can solve for and linearly and resolve for the positions of and the projection of onto the -plane. Then we solve the coordinates for the speakers simply using the distance measurements, i.e., equations Type (A) and (B). In general, there is one solution.
C. 3D-Racks and 2D-Speakers
In this section, we solve the minimal problems for cases where the racks are in 3D and speakers are in 2D. Fig. 4 shows, we carefully choose the gauge freedom so that microphone racks and speaker positions are of the following form:
1) Case of 3-Racks and 3-Speakers (Calibrated): As
The solution strategy follows a similar technique as 2D-3D case, but this time has rank 2, and we have different characterization of and as and . If we fix the translational part of the gauge freedom by choosing the location and also denote first two rows of and as and , respectively, then we get our equation system in a similar way.
Then and gives th and th column of and , respectively. (19) Using this parametrization and also let , the equations of type (A), (B), (C) and (E) can then be simplified as (20) (21)
For this case, there are 11 equations (1 of Type A, 2 of Type B, 5 of Type C and 3 of Type E) with 8 of them linear, and 11 unknowns (6 for z-coordinate of receivers and 5 unknowns for and ). We use the same technique which is used in Section III-B.1. By using the parametrization where and . We have 8 linear equations from (22) and (23), thus we can express all the unknowns in terms of . We then proceed to solve (20) , (21) , and the three equations (24) in the unknowns using the techniques in [29] . Using algebraic geometry tools, we verify that there are in general 16 solutions.
2) Case of 4-Racks and 3-Speakers (Uncalibrated):
We have 13 equations (1 of Type A, 2 of Type B, 7 of Type C and 3 of Type E ) and 13 unknowns (8 for z-coordinate of receivers and 5 unknowns for and ). We follow the same strategy to parametrize the problem as the calibrated 3 racks and 3 speakers case. This problem is much more difficult and has in general 29 solutions.
3) Case of 2-Racks and 4-Speakers (Uncalibrated):
We have 8 equations (1 of Type A, 3 of Type B, 3 of Type C and 1 of Type E ) and 9 unknowns (4 for z-coordinates of receivers and 5 unknowns for and ). We do not have enough information to solve the case, thus it is a under-determined problem.
IV. USING MINIMAL SOLVERS FOR OVERDETERMINED PROBLEMS
The study of minimal configurations that are solvable are interesting from a theoretical viewpoint. By solving and understanding these minimal problems one obtains a better understanding of the geometrical problems and can identify possible failure cases for the estimation problem. The minimal solvers are also interesting from a practical viewpoints. Two main applications are (i) to obtain initial estimates for iterative methods for optimizing likelihood function and (ii) to remove outliers using sample and test algorithms such as RANSAC, cf. [26] .
A. Local Optimization Methods for Estimating Parameters for the Overdetermined Case
Assume as before that is the number of microphone racks, be the dimension of affine space of microphone racks, be the number of sound sources and be the dimension of affine space of sound sources. The unknown parameters are the spatial coordinates of the receivers (e.g., microphones) , and the spatial coordinates of speakers (e.g., sound events), and possibly the unknown but constant distance between the receivers on the rack, . In order to keep the presentation clear we will here only study the case where the rack length is known. We are thus assuming that , for . For brevity we will use to denote the unknown parameter, i.e.,
. The measurements are the distance measurements . Here are used to denote the measurement errors. Assuming that these are independent, the maximum likelihood estimate of the parameter is found by maximizing One common choice for modeling the probability density functions is to use the Gaussian distribution. By taking the negative logarithm this optimization problem becomes (25) The function typically has many local minima. The fact that there are several solutions to some of the minimal problems as demonstrated above, is in fact a proof that there are such problems with several local minima. It is generally difficult to obtain good initial estimates of the parameters. However, once such initial estimates are obtained, it is relatively straightforward to improve the estimate by performing local optimization of using e.g., Gauss-Newton method or any other local optimization method.
A disadvantage of optimizing is that the solution is not only sensitive to the initial estimate, but also sensitive to outliers in the data. Assuming Gaussian distribution is an implicit assumption that the probability of outliers is extremely small. For problems where there are more outliers it is often a better approach to assume a different distribution. One popular method is to minimize the one-norm, i.e., to minimize (26) This gives methods that are less sensitive to outliers. It is however still sensitive to the initial estimate of the parameter. Again this is because the function also has many local minima. In all of these cases it is possible to use the solutions from the minimal solvers to obtain initial estimates for non-linear optimization techniques.
B. Random Sampling Consensus
Hypothesize and test ideas such as Random Sampling Consensus (RANSAC) can be quite effective for finding good parameter values in the presence of outliers. The main idea of the algorithm is to make a number of iterations, where in each iteration a minimal subset of the data is chosen. Even in the presence of outliers there might be a fair chance that the subset is outlier-free. This probability is higher the smaller the subset is. An algorithm for solving for the parameters using minimal data is then used. This estimated parameters are then tested on the remaining data. These tests can typically be done sequentially, so that each step is relatively robust to outliers and such that each test is computationally efficient. The idea here is that a good set of parameters will fit to a large portion of the remaining data.
V. EXPERIMENTS
To be able to evaluate the quality of a solution, receivers and transmitter positions and are compared to ground truth positions and . Positions are rotated, mirrored and translated so that the points are aligned using [30] . For comparing with computer vision reconstruction, the alignment of points is also done over scale. Relative errors are defined as , where is the Frobenius norm. For the additive noise , we use the Gaussian distribution. Simulations were run for 100 times where ground truth receivers and transmitters where drawn uniformly over a unit cube around the origin. Half of the receivers were then fitted to a rack distance of 0.2 from their respective pairs, and measurements were created from ground truth. Relative errors for the solvers with and without additive Gaussian noise on the measurements can be seen in Figs. 5 and 6, respectively. Looking at Fig. 5 , the results of the minimal solver show that the algorithms has good numerical performance. For indicating whether a distribution is skewed and whether there are any unusual observations (outliers) in the mean error, we add standard deviation bar and outliers to the mean reconstruction error, which is showed in Fig. 7 . The central rectangle spans the first quartile to the third quartile, a segment inside the rectangle shows the median, and "whiskers" above and below the box show the locations of the minimum and maximum mean errors.
For testing the case of senders and receivers in 3D with a calibrated rack distance, an indoor experiment was carried out. A set of real data was obtained using four T-bone MM-1 microphones and four Roxcore portable speakers, connected to a Fast Track Ultra 8R sound card in an indoor environment, with speakers and microphones placed in an approximate 1.5 1.5 1.5 m volume ( Fig. 8(a) ).
TOA measurements were obtained by matching sounds from different speakers to sound flanks recorded from different microphones. The footprint of the matching was selected to be small as to avoid degeneration from reverberation effects. Fig. 7 . Box plot of mean reconstruction error. Legend is same with Fig. 6 . It shows the shape of the distribution, its central value, and variability. This plot displays the full range of variation (from min to max), the likely range of variation, and the median, and also shows outliers. Synchronization was achieved by sharing the same local clock by having everything connected to the same sound card. The sounds were separated temporally so that the matching of which sound came from which speaker could be done. Matching was done using the beginning of emitted sounds, thus ignoring reflections as there exist a direct path between speakers and microphones. A reconstruction of the scene was made using computer vision techniques to be used as ground truth.
The reconstruction (Fig. 8(b) ) when compared to the visionbased reconstruction has an RMSE of 4.2 cm and 5.6 cm for microphones and speakers respectively. From Table II , we can see that many minimal configuration have multiple solutions, the corrected solutions are always within the solutions we obtain, and there may have false solutions. For these false solutions, we first remove the complex ones and further remove more by verifying using measurements from an additional microphone, seen in Fig. 8(a) as the microphone with a green dot on.
A. Overdetermined Case With Noise and Outliers
To test how to use the new algorithms for overdetermined cases with outliers we have generated a bank (A) of test cases. For this test we have used 3 2-racks moving in a plane and 40 sound sources. The sound sources are randomly generated in a cube of size 2 2 2, centered at the origin. The racks are randomly generated in the plane , such that the rack distance has length 1. In total we generated 100 such random cases. For each case we calculate the distances from each sound source to each microphone. We have thus 6 40 distance measurements for each case. In each case we randomly chose different percentage of the measurements to be outliers, see Table III . To each of the measurements we added a random measurement error (Gaussian distribution with mean zero and standard deviation 0.001) if the measurement is considered to be an inlier and a larger error (rectangular distribution between 0.4 and 1.2) if the measurement is considered to be an outlier.
To test the algorithms for the case of no outliers, a similar bank (B) of test sets were constructed without any outliers.
We test three algorithms for estimating the parameters, . 1) Random initial estimate of , followed by non-linear least squares optimization of the residuals, see (25) . We repeat this process times and choose the solution with the lowest . Here and algorithm (2), we can use fairly low , such as . 2) Random initial estimate of , followed by non-linear optimization of the residuals, see (26) . We repeat this process times and choose the solution with the lowest . 3) A single run of RANSAC algorithm using the minimal solver, followed by non-linear optimization, (25) , using the measurements that were considered to be inliers by the RANSAC-algorithm. We evaluate the performance of the algorithm by studying the estimates of the microphone racks . We measure this error as Table III the performance for the three algorithm is shown on three datasets of problems, without outliers, with 5% of outliers and with 10% outliers respectively. Here, the RANSAC approach shows much better results in recovering the microphone-rack positions in the presence of outliers. A further bonus is that each measurement gets a classification as either inlier or outlier using the minimal solvers and RANSAC, thus giving a good hypothesis for which measurements are inliers.
A final real example was made using "Spoonphone" ultrawideband (UWB) tags and mobile phones as measuring devices, see bottom part of Fig. 1 . The problem is symmetric in terms of tags and phones. Thus we could consider a phone with two UWB units or two such phones mounted on a moving platform moving in an environment with several tags. Alternatively we could consider pairs of UWB tags with known inter-tag distance and a moving phone.
In this experiment we chose the latter setup and placed 3 pairs of tag with known inter-tag distance of 1 meter on the floor. We then measured the distances to these 6 tags at a number of positions using the mobile phone. The measured distances from the 6 tags to a subset of the measurement positions are given in Table IV .
By using a minimal solver (3 dual-rig case moving in a plane to 2 points in general position), we obtain an initial estimate of the tags and of the phone motion. The remaining phone-positions are obtained using trilateration. The final estimate, shown in Fig. 9 is found by non-linear least squares optimization.
VI. CONCLUSION
We consider the problems with varying setups as (i) if the internal distances between the microphone nodes are known a priori or not. (ii) if the microphone racks lies in an affine space with different dimension than the sound sources. A set of minimal configurations (i.e., minimal number of microphones and sources) are derived for which the problem is solvable. Such minimal configuration depend on the subspace in which microphone and source lay (3D-3D, 2D-3D, 3D-2D) , and on the knowledge of the distance between each microphone couple. For each minimal configuration a non-iterative solving strategy is devised, based on rank constraints of a modified matrix of TOAs, and subsequent polynomial system. Synthetic experiments are carried out for a subset of configurations to assess the reconstruction accuracy vs. Gaussian noise on measurements showing good results. One of the solver is further used on data sets containing outliers in a RANSAC setting, showing good results and the feasibility of using these minimal solvers as a part in finding speaker and microphone-rack positions in the presence of severe outliers, a common problem in TOA and TDOA measurements. A real experiment using ultra-wideband shows a reasonable solution. Finally a real sound experiment is carried out for one minimal configuration. Results are good with 5 cm RMSE error.
It is difficult to give comparison evaluation, since this work assumes a particular microphone array setup that each pair of microphones are sit on the rack which has same length, but similar setup not found in other literature. It is also hard to compare performance with the case of single microphones distribution if each pair of microphones not distributed at same inter-distance. In our solver we used extra equations comparing to [21] which are the equations (E) or (F). In our settings we have assumption that there is fixed length between each pair of microphones, as if a robot or receiver with a dual-pair of microphones have when moving between measurement positions. If one could solve the above setup for not fixed rack length, i.e., each pair of microphones does not necessarily have same rack length, then it would be possible to compare it with single microphone distribution problem, here we have even number of microphones. This could be the different view of solving calibration problem for considering microphones by pair.
The addressed problem is more specialized than the general TOA problem which was discussed in [21] , presenting a closedform minimum solution. However, we specify the problem further and it reduces the required numbers of signals and receivers even more. We see this problem as a building block for TDOA based self-calibration problem of dual microphone racks, and we believe it can be used to further analyze problem within radio, Wi-Fi and ultrasound.
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