INTRODUCTION
The growing popularity of the World Wide Web has led to the advent of Internet data centers that host third-party web applications and services. In such data centers, the application owner rents server resources, and in return, the application is provided guarantees on resource availability and performance. To provide such guarantees, the data center must provision sufficient resources to meet application needs. Since web workloads are known to vary dynamically with time, dynamic resource allocation techniques are necessary to provide guarantees to web applications running on shared data centers. To address this issue, we use a system architecture that combines online measurements with prediction and resource allocation techniques. To capture the transient behavior of the application workloads, we model a server resource using a time-domain description of a generalized processor sharing (GPS) server. This model relates application resource requirements to their dynamically changing workload characteristics. The parameters of this model are continuously updated using an online monitoring and prediction framework. This framework uses time series analysis techniques to predict expected workload parameters from measured system metrics. We then employ a constrained non-linear optimization technique to dynamically allocate the server resources based on the estimated application requirements. The main advantage of our techniques is that they capture the transient behavior of applications while incorporating nonlinearity in the system model unlike techniques based on steady-state system behavior [6] or linear system models [1] .
PROBLEM FORMULATION
We model a server resource using a system of Ò queues, where each queue corresponds to a particular application running on the server. Requests within each queue are assumed to be served in FIFO order and the resource capacity is shared among the queues using GPS. A queue with a weight Û is allocated a share . To achieve feasible allocation during transient overload conditions, we introduce the notion of an application discontent function:
where Ü · represents Ñ Ü´¼ Ü µ. The overall system goal then is to assign a share to each application such that the total system-wide discontent, i.e., the quantity È Ò ½ ´ Ì µ is minimized.
DYNAMIC RESOURCE ALLOCATION
To perform dynamic resource allocation based on the above formulation, each GPS-scheduled resource on the shared server employs three components: (i) a monitoring module that measures the workload and the performance metric of each application, (ii) a prediction module that uses the measurements from the monitoring module to estimate the future workload, and (iii) an allocation module that uses these workload estimates to determine resource shares such that overall system-wide discontent is minimized. 
Online Monitoring and Measurement
The online monitoring module is responsible for measuring various system and application metrics used to estimate the resource model parameters and workload characteristics. 
Allocating Resource Shares to Applications
The allocation module is invoked periodically (every adaptation window Ï ) to dynamically partition the resource capacity among the various applications running on the shared server. To determine the resource requirements of an application based on its expected workload and response time goal, we present a time-domain description of a resource queuing model. Let Õ ¼ denote the queue length at the beginning of an adaptation window. Let denote the estimated request arrival rate and denote the estimated service rate in the next adaptation window (i.e., over the next Ï time units). Then, assuming the values of and are constant, the length of the queue at any instant Ø within the next adaptation window is given by
Since the resource is modeled as a GPS server, the service rate of an application is effectively´ ¡ µ, where is the resource share of the application and is the resource capacity. Hence, if × is the estimated mean service demand per request, the request service rate is
We derive the average response time Ì over the adaptation interval Ï using Equations 2 and 3.
where Õ is the expected mean queue length over the adaptation window. The values of Õ ¼ , , and × are obtained using measurement and prediction techniques as discussed below. We use this relation between an application's mean response time goal and resource share to determine a feasible resource allocation. This allocation is done by solving the constrained optimization problem: The two constraints specify that (i) the total allocation across all applications should not exceed the resource capacity, and (ii) the share of each application can be no smaller than its minimum allocation Ñ Ò and no greater than the resource capacity. The resulting optimization problem can be solved using the Lagrange multiplier method [4] .
Workload Prediction
Next, we present techniques that use past observations to estimate the future workload for an application. The workload seen by an application can be characterized by two complementary distributions: the request arrival process and the service demand distribution.
To characterize the request arrival process, the monitoring module measures the number of request arrivals in each measurement interval Á. The sequence of these values ½ AE from the history À represents a stochastic process . We model the process as an AR (1) process [3] . Using the AR (1) where, and are the autocorrelation and mean of Ñ respectively, and is a white noise component.
To estimate the service demand for an application, the prediction module computes the probability distribution of the per-request service demands. This distribution is represented by a histogram of the per-request service demands over the history. This histogram is updated with the service demand of each request upon its completion.
The expected request service demand × for requests in the next adaptation window is then computed as the mean, the median, or a percentile of the distribution obtained from the histogram.
EXPERIMENTAL EVALUATION
We conduct a simulation study using a trace-driven workload based on the World Cup Soccer '98 server logs [2] -a publicly available web server trace. Here, we present results based on a 24-hour long portion of the trace that contains a total of 755,705 requests at a mean request arrival rate of 8.7 requests/sec, and a mean request size of 8.47 KB. We use this trace workload to evaluate the efficacy of our prediction and allocation techniques. Figure 2 (a) depicts the workload for two applications, one of which is synthetic and the other is based on the World Cup trace. Figure 2 (b) plots the resulting resource share allocations for the applications, which can be seen to adapt to the relative application workloads. Other results, not shown here, indicate that our dynamic resource allocation techniques yield significantly lower discontent values than static allocation under transient overload conditions.
More details of our work are available in a technical report [5] .
