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Abstract. To model check concurrent systems, it is convenient to dis-
tinguish between the data flow and the control. Correctness is specified
on the level of data flow whereas the system is configured on the level
of control. Petri nets with transits and Flow-LTL are a corresponding
formalism. In Flow-LTL, both the correctness of the data flow and as-
sumptions on fairness and maximality for the control are expressed in
linear time. So far, branching behavior cannot be specified for Petri nets
with transits. In this paper, we introduce Flow-CTL∗ to express the in-
tended branching behavior of the data flow while maintaining LTL for
fairness and maximality assumptions on the control. We encode physical
access control with policy updates as Petri nets with transits and give
standard requirements in Flow-CTL∗. For model checking, we reduce the
model checking problem of Petri nets with transits against Flow-CTL∗
via automata constructions to the model checking problem of Petri nets
against LTL. Thereby, physical access control with policy updates under
fairness assumptions for an unbounded number of people can be verified.
1 Introduction
Petri nets with transits [9] superimpose a transit relation onto the flow relation
of Petri nets. The flow relation models the control in the form of tokens moving
through the net. The transit relation models the data flow in the form of flow
chains. The configuration of the system takes place on the level of the control
whereas correctness is specified on the level of the data flow. Thus, Petri nets
with transits allow for an elegant separation of the data flow and the control
without the complexity of unbounded colored Petri nets [15]. We use physical
access control [13,12,14] as an application throughout the paper. It defines and
enforces access policies in physical spaces. People are represented as the data
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flow in the building. The control defines which policy enforcement points like
doors are open to which people identified by their RFID cards [20]. Changing
access policies is error-prone as closing one door for certain people could be
circumvented by an alternative path. Therefore, we need to verify such updates.
Flow-LTL [9] is a logic for Petri nets with transits. It specifies linear time
requirements on both the control and the data flow. Fairness and maximality
assumptions on the movement of tokens are expressed in the control part. The
logic lacks branching requirements for the data flow. In physical access control,
branching requirements can specify that a person has the possibility to reach a
room but not necessarily has to visit it. In this paper, we introduce Flow-CTL∗
which maintains LTL to specify the control and adds CTL∗ to specify the data
flow. Fairness and maximality assumptions in the control part dictate which
executions, represented by runs, are checked against the data flow part.
This leads to an interesting encoding for physical access control in Petri nets
with transits. Places represent rooms to collect the data flow. Transitions rep-
resent doors between rooms to continue the data flow. The selection of runs by
fairness and maximality assumptions on the control restricts the branching be-
havior to transitions. Hence, the data flow is split at transitions: Every room has
exactly one outgoing transition enabled unless all outgoing doors are closed. This
transition splits the data flow into all successor rooms and thereby represents
the maximal branching behavior.
We present a reduction of the model checking problem of safe Petri nets with
transits against Flow-CTL∗ to the model checking problem of safe Petri nets
against LTL. This enables for the first time the automatic verification of physical
access control with policy updates under fairness and maximality assumptions
for an unbounded number of people. Policy updates occur for example in the
evening when every employee is expected to eventually leave the building and
therefore access is more restricted. Such a policy update should prevent people
from entering the building but should not trap anybody in the building.
Our reduction consists of three steps: First, each data flow subformula of
the given Flow-CTL∗ formula is represented, via an alternating tree automaton,
an alternating word automaton, and a nondeterministic Bu¨chi automaton, by a
finite Petri net to guess and then to verify a counterexample tree. Second, the
original net for the control subformula of the Flow-CTL∗ formula and the nets
for the data flow subformulas are connected in sequence. Third, an LTL formula
encodes the control subformula, the acceptance conditions of the nets for the
data flow subformulas, and the correct skipping of subnets in the sequential
order. This results in a model checking problem of safe Petri nets against LTL.
The remainder of this paper is structured as follows: In Sect. 2, we motivate
our approach with an example. In Sect. 3, we recall Petri nets and their extension
to Petri nets with transits. In Sect. 4, we introduce Flow-CTL∗. In Sect. 5, we
express fairness, maximality, and standard properties for physical access control
in Flow-CTL∗. In Sect. 6, we reduce the model checking problem of Petri nets
with transits against Flow-CTL∗ to the model checking problem of Petri nets
against LTL. Section 7 presents related work and Sect. 8 concludes the paper.
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kitchen hall lab
Fig. 1: The layout of a simple building is shown. There are three rooms indicated
by gray boxes which are connected by doors indicated by small black boxes.
2 Motivating Example
We motivate our approach with a typical example for physical access control.
Consider the very simple building layout in Fig. 1. There are three rooms con-
nected by two doors. An additional door is used to enter the building from the
outside. Only employees have access to the building. A typical specification re-
quires that employees can access the lab around the clock while allowing access
to the kitchen only during daytime to discourage too long working hours. Mean-
while, certain safety requirements have to be fulfilled like not trapping anybody
in the building. During the day, a correct access policy allows access to all rooms
whereas, during the night, it only allows access to the hall and to the lab.
Figure 2 shows a Petri nets with transits modeling the building layout from
Fig. 1. There are corresponding places (represented by circles) with tokens (rep-
resented by dots) for the three rooms: hall, lab, and kitchen. These places are
connected by transitions (represented by squares) of the form from→to for from
and to being rooms. The doors from the kitchen and lab to the hall cannot be
closed as this could trap people. For all other doors, places of the form ofrom→to
and cfrom→to exist to represent whether the door is open or closed.
In (safe) Petri nets, transitions define the movement of tokens: Firing a tran-
sition removes one token from each place with a black arrow leaving to the
transition and adds one token to each place with a black arrow coming from
the transition. Firing transition evening moves one token from place oh→k to
place ch→k as indicated by the single-headed, black arrows and one token from
and to each of the places hall, lab, and kitchen as indicated by the double-headed,
black arrows. Firing transitions modeling doors returns all tokens to the same
places while the transit relation as indicated by the green, blue, and orange
arrows represents employees moving through the building. Dashed and dotted
arrows only distinguish them from black arrows in case colors are unavailable.
Firing transition enterHall starts a flow chain modeling an employee entering
the building as indicated by the single-headed, green (dashed) arrow. Meanwhile,
the double-headed, blue (dotted) arrow maintains all flow chains previously in
hall. All flow chains collectively represent the data flow in the modeled system
incorporating all possible control changes. Firing transitions from→to, which
correspond to doors, continues all flow chains from place from to place to as
indicated by the single-headed, green (dashed) arrows and merges them with
all flow chains in the place to as indicated by the double-headed, blue (dotted)
arrows. For example, firing transition hall→lab lets all employees in the hall
enter the lab. When employees leave the hall, their flow chain ends because it is
not continued as indicated by the lack of colored arrows at transition leaveHall.
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hall
enterHall
leaveHall
lab
kitchen
oh→l
ch→l
oh→k
ch→k
evening
hall→[l,k]
hall→lab
hall→kitchen
lab→hall
kitchen→hall
Fig. 2: The Petri net with transits encoding the building from Fig. 1 is depicted.
Rooms are modeled by corresponding places, doors by transitions. Tokens in
places starting with o configure the most permissive access policy during the
day. In the evening, access to the kitchen is restricted. Employees in the building
are modeled by the transit relation depicted by green, blue, and orange arrows.
Flow-CTL∗ allows the splitting of flow chains in transitions. Splitting flow
chains corresponds to branching behavior. Thus, when the doors to the lab and
kitchen are open, we represent this situation by one transition which splits
the flow chains. Transition hall→[l,k ] realizes this by the single-headed, green
(dashed) arrows from the hall to the lab and kitchen. Branching results in a flow
tree for the possible behavior of an employee whereas a flow chain represents
one explicit path from this flow tree, i.e., each employee has one flow tree with
possibly many flow chains. Notice that transition hall→[l,k ] can only be fired
during the day, because, when firing transition evening, access to the kitchen
is revoked. Then, only transition hall→lab can be fired for moving flow chains
from the hall. For simplicity, we restrict the example to only one time change
which implies that the transition hall→kitchen can never be fired. Firing tran-
sition evening continues all flow chains in the three places hall, lab, and kitchen,
respectively, as indicated by the distinctly colored, double-headed arrows. Thus,
we can specify requirements for the flow chains after the time change.
We specify the correctness of access policies with formulas of the logic Flow-
CTL∗. The formula AAGEFlab expresses persistent permission requiring that
all flow chains (A) on all paths globally (AG) have the possibility (EF) to reach
the lab. The formula AA((EFkitchen)Uevening) expresses dependent permission
requiring that all flow chains on all paths (A) have the possibility to reach the
kitchen until (U) evening. Both properties require weak or strong fairness for
all transitions modeling doors to be satisfied. The second property additionally
requires weak or strong fairness for transition evening to be satisfied. Flow-CTL∗
and specifying properties with it are discussed further in Sect. 4 and Sect. 5.
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3 Petri Nets with Transits
We recall the formal definition of Petri nets with transits [9] as extension of
Petri nets [18]. We refer the reader to Appendix A for more details. A safe
Petri net is a structure N = (P,T,F, In) with the set of places P, the set of
transitions T, the (control) flow relation F ⊆ (P×T)∪(T×P), and the initial
marking In ⊆ P. In safe Petri nets, each reachable marking contains at most
one token per place. The elements of the disjoint union P ∪T are considered
as nodes. We define the preset (and postset) of a node x from Petri net N as
preN(x) = {y ∈ P ∪T | (y, x) ∈ F} (and postN(x) = {y ∈ P ∪T | (x, y) ∈
F}). A safe Petri net with transits is a structure N = (P,T,F, In, Υ ) which
additionally contains a transit relation Υ refining the flow relation of the net
to define the data flow. For each transition t ∈ T, Υ (t) is a relation of type
Υ (t) ⊆ (preN(t) ∪ {})× postN(t), where the symbol  denotes a start. With
 Υ (t) q, we define the start of a new data flow in place q via transition t and
with p Υ (t) q that all data in place p transits via transition t to place q. The
postset regarding Υ of a place p ∈ P and a transition t ∈ postN(p) is defined by
postΥ (p, t) = {p′ ∈ P | (p, p′) ∈ Υ (t)}.
The graphic representation of Υ (t) in Petri nets with transits uses a color
coding as can be seen in Fig. 2. Black arrows represent the usual control flow.
Other matching colors per transition are used to represent the transits of the
data flow. Transits allow us to specify where the data flow is moved forward,
split, and merged, where it ends, and where data is newly created. The data
flow can be of infinite length and at any point in time (possibly restricted by the
control) new data can enter the system at different locations.
As the data flow is a local property of each distributed component (possibly
shared via joint transitions) it is convenient that Petri nets with transits use a
true concurrency semantics to define the data flow. Therefore, we recall the no-
tions of unfoldings and runs [6,7] and their application to Petri nets with transits.
In the unfolding of a Petri net N, every transition stands for the unique occur-
rence (instance) of a transition ofN during an execution. To this end, every loop
in N is unrolled and every backward branching place is expanded by multiply-
ing the place. Forward branching, however, is preserved. Formally, an unfolding
is a branching process βU = (NU , λU ) consisting of an occurrence net NU
and a homomorphism λU that labels the places and transitions in NU with the
corresponding elements ofN. The unfolding exhibits concurrency, causality, and
nondeterminism (forward branching) of the unique occurrences of the transitions
in N during all possible executions. A run of N is a subprocess β = (NR, ρ)
of βU , where ∀p ∈ PR : |postN
R
(p)| ≤ 1 holds, i.e., all nondeterminism has been
resolved but concurrency is preserved. Thus, a run formalizes one concurrent
execution of N. We lift the transit relation of a Petri net with transits to any
branching process and thereby obtain notions of runs and unfoldings for Petri
nets with transits. Consider a run β = (NR, ρ) of N and a finite or infinite
firing sequence ζ = M0[t0〉M1[t1〉M2 · · · of NR with M0 = In
R. This sequence
covers β if (∀p ∈ PR : ∃i ∈ N : p ∈ Mi) ∧ (∀t ∈ TR : ∃i ∈ N : t = ti), i.e., all
places and transitions in NR appear in ζ. Several firing sequences may cover β.
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We define flow chains by following the transits of a given run. A (data) flow
chain of a run β = (NR, ρ) of a Petri net with transits N is a maximal sequence
ξ = t0, p0, t1, p1, t2 . . . of connected places and transitions of N
R with
(I) (, p0) ∈ Υ
R(t0),
(con) (pi−1, pi) ∈ ΥR(ti) for all i ∈ N \ {0} if ξ is infinite and for all i ∈ {1, . . . n}
if ξ = t0, p0, t1, . . . , tn, pn is finite,
(max) if ξ = t0, p0, t1, . . . , tn, pn is finite there is no transition t ∈ TR and place
q ∈ PR such that (pn, q) ∈ ΥR(t).
A flow chain suffix ξ′ = t0, p0, t1, p1, t2 . . . of a run β requires constraints (con),
(max), and in addition to (I) allows that the chain has already started, i.e.,
∃p ∈ PR : (p, p0) ∈ ΥR(t0).
A Σ-labeled tree over a set of directions D ⊂ N is a tuple (T, v), with a
labeling function v : T → Σ and a tree T ⊆ D∗ such that if x · c ∈ T for x ∈ D∗
and c ∈ D, then both x ∈ T and for all 0 ≤ c′ < c also x · c′ ∈ T holds. A
(data) flow tree of a run β = (NR, ρ) represents all branching behavior in the
transitions of the run w.r.t. the transits. Formally, for each t0 ∈ TR and place
p0 ∈ P
R with (, p0) ∈ Υ
R(t0), there is a T
R×PR-labeled tree τ = (T, v) over
directions D ⊆ {0, . . . , max{|postΥ
R
(p, t)| − 1 | p ∈ PR ∧ t ∈ postN
R
(p)}} with
1. v(ǫ) = (t0, p0) for the root ǫ, and
2. if n ∈ T with v(n) = (t, p) then for the only transition t′ ∈ postN
R
(p)
(if existent) we have for all 0 ≤ i < |postΥ
R
(p, t′)| that n · i ∈ T with
v(n · i) = (t′, q) for q = 〈postΥ
R
(p, t′)〉i where 〈postΥ
R
(p, t′)〉i is the i-th
value of the ordered list 〈postΥ
R
(p, t′)〉.
Figure 3 shows a finite run of the example from Fig. 2 with two flow trees. The
first tree starts with transition enterHall0, i.e., v(ǫ) = (enterHall0, hall1) and is
indicated by the gray shaded area. This tree represents an extract of the pos-
sibilities of a person entering the hall during the day ending with the control
change to the evening policy. The second tree (v(ǫ) = (enterHall1, hall3), v(0) =
(lab→hall , hall4), v(00) = (kitchen→hall , hall5), v(000) = (evening , hall6)) shows
the possibilities of a person in this run who later enters the hall and can, because
of the run, only stay there. Note that the trees only end due to the finiteness of
the run. For maximal runs, trees can only end when transition leaveHall is fired.
4 Flow-CTL∗ for Petri Nets with Transits
We define the new logic Flow-CTL∗ to reason about the Petri net behavior and
the data flow individually. Properties on the selection of runs and the general
behavior of the net can be stated in LTL, requirements on the data flow in CTL∗.
4.1 LTL on Petri Net Unfoldings
We recall LTL with atomic propositions AP = P ∪ T on a Petri net N =
(P,T,F, In) and define the semantics on runs and their firing sequences. We
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hall0
enterHall0
hall1
hall2
enterHall1 hall3
lab→hall
hall4
kitchen→hall
hall5
evening
hall6
oh→l o
′
h→l lab0 lab1
oh→k o′
h→k
kitchen0 kitchen1
lab2
kitchen2
lab3
kitchen3
ch→k
Fig. 3: A finite run of the Petri net with transits from Fig. 2 with two data flow
trees is depicted. The first one is indicated by the gray shaded area.
use the ingoing semantics, i.e., we consider the marking and the transition used
to enter the marking, and stutter in the last marking for finite firing sequences.
Syntactically, the set of linear temporal logic (LTL) formulas LTL over AP
is defined by ψ ::= true | a | ¬ψ | ψ1 ∧ ψ2 | ψ | ψ1 Uψ2, with a ∈ AP and
being the next and U the until operator. As usual, we use the propositional
operators ∨, →, and ↔, the temporal operators ψ = trueUψ (the eventually
operator) and ψ = ¬ ¬ψ (the always operator) as abbreviations.
For a Petri net N, we define a trace as a mapping σ : N → 2AP . The i-th
suffix σi : N → 2AP is a trace defined by σi(j) = σ(j + i) for all j ∈ N. To
a (finite or infinite) covering firing sequence ζ = M0[t0〉M1[t1〉M2 · · · of a run
β = (NR, ρ) of N, we associate a trace σ(ζ) : N → 2AP with σ(ζ)(0) = ρ(M0),
σ(ζ)(i) = {ρ(ti−1)} ∪ ρ(Mi) for all i ∈ N \ {0} if ζ is infinite and σ(ζ)(i) =
{ρ(ti−1)} ∪ ρ(Mi) for all 0 < i ≤ n, and σ(ζ)(j) = ρ(Mn) for all j > n if
ζ = M0[t0〉 · · · [tn−1〉Mn is finite. Hence, a trace of a firing sequence covering a
run is an infinite sequence of states collecting the corresponding marking and
ingoing transition of N, which stutters on the last marking for finite sequences.
The semantics of an LTL formula ψ ∈ LTL on a Petri net N is defined over
the traces of the covering firing sequences of its runs: N |=LTL ψ iff for all runs β
of N : β |=LTL ψ, β |=LTL ψ iff for all firing sequences ζ covering β : σ(ζ) |=LTL ψ,
σ |=LTL true, σ |=LTL a iff a ∈ σ(0), σ |=LTL ¬ψ iff not σ |=LTL ψ, σ |=LTL ψ1 ∧ ψ2
iff σ |=LTL ψ1 and σ |=LTL ψ2, σ |=LTL ψ iff σ1 |=LTL ψ, and σ |=LTL ψ1 Uψ2 iff
there exists a j ≥ 0 with σj |=LTL ψ2 and σi |=LTL ψ1 holds for all 0 ≤ i < j .
4.2 CTL∗ on Flow Chains
To specify the data flow of a Petri net with transits N = (P,T,F, In, Υ ), we
use the complete computation tree logic (CTL∗). The set of CTL∗ formulas CTL∗
over AP = P ∪T is given by the following syntax of state formulas : Φ ::= a |
¬Φ | Φ1 ∧ Φ2 | Eφ where a ∈ AP , Φ, Φ1, Φ2 are state formulas, and φ is a path
formula with the following syntax : φ ::= Φ | ¬φ | φ1∧φ2 | Xφ | φ1Uφ2 where Φ
is a state formula and φ, φ1,, φ2 are path formulas. We use the propositional
operators ∨,→,↔, the path quantifierAφ = ¬E¬φ, and the temporal operators
Fφ = trueUφ, Gφ = ¬F¬φ, φ1Rφ2 = ¬(¬φ1U¬φ2) as abbreviations.
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To a (finite or infinite) flow chain suffix ξ = t0, p0, t1, p1, t2, . . . of a run β =
(NR, ρ) of N, we associate a trace σ(ξ) : N → S = {{t, p}, {p} | p ∈ PR ∧ t ∈
T
R} with σ(ξ)(i) = {ti, pi} for all i ∈ N if ξ is infinite and σ(ξ)(i) = {ti, pi} for
all i ≤ n, and σ(ξ)(j) = {pn} for all j > n if ξ = t0, p0, t1, p1, . . . , tn, pn is finite.
Hence, a trace of a flow chain suffix is an infinite sequence of states collecting
the current place and ingoing transition of the flow chain, which stutters on the
last place p of a finite flow chain suffix. We define σs({p})(i) = {p} for all i ∈ N
to stutter on the last place of a finite flow chain suffix.
The semantics of a computation tree logic formula ϕ ∈ CTL∗ is evaluated on
a given run β = (NR, ρ) of the Petri net with transits N and a state s ∈ S of a
trace σ(ξ) of a flow chain suffix ξ or the trace itself:
β, s |=CTL∗ a iff a ∈ ρ(s)
β, s |=CTL∗ ¬Φ iff not β, s |=CTL∗ Φ
β, s |=CTL∗ Φ1 ∧ Φ2 iff β, s |=CTL∗ Φ1 and β, s |=CTL∗ Φ2
β, s |=CTL∗ Eφ iff there exists some flow chain suffix ξ = t0, p0, . . . of β
with p0 ∈ s such that β, σ(ξ) |=CTL∗ φ holds for s 6⊆P
and β, σs(s) |=CTL∗ φ holds for s ⊆ P
β, σ |=CTL∗ Φ iff β, σ(0) |=CTL∗ Φ
β, σ |=CTL∗ ¬φ iff not β, σ |=CTL∗ φ
β, σ |=CTL∗ φ1 ∧ φ2 iff β, σ |=CTL∗ φ1 and β, σ |=CTL∗ φ2
β, σ |=CTL∗ Xφ iff β, σ
1 |=CTL∗ φ
β, σ |=CTL∗ φ1Uφ2 iff there exists some j ≥ 0 with β, σj |=CTL∗ φ2 and
for all 0 ≤ i < j the following holds: β, σi |=CTL∗ φ1
with atomic propositions a ∈ AP , state formulas Φ,Φ1, and Φ2, and path formu-
las φ, φ1, and φ2. Note that since the formulas are evaluated on the runs of N,
the branching is in the transitions and not in the places of N.
4.3 Flow-CTL∗
Like in [9], we use Petri nets with transits to enable reasoning about two sep-
arate timelines. Properties defined on the run of the system concern the global
timeline and allow to reason about the global behavior of the system like its
general control or fairness. Additionally, we can express requirements about the
individual data flow like the access possibilities of people in buildings. These
requirements concern the local timeline of the specific data flow. In Flow-CTL∗,
we can reason about these two parts with LTL in the run and with CTL∗ in the
flow part of the formula. This is reflected in the following syntax :
Ψ ::= ψ | Ψ1 ∧ Ψ2 | Ψ1 ∨ Ψ2 | ψ → Ψ | Aϕ
where Ψ , Ψ1, Ψ2 are Flow-CTL
∗ formulas, ψ is an LTL formula, and ϕ is a CTL∗
formula. We call ϕA = Aϕ flow formulas and all other subformulas run formulas.
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ϕ
✓
(a) Permission: AEFϕ
ϕ
✗
(b) Prohibition: AAG¬ϕ
ϕ ψ
✓/✗ ✗
(c) Blocking: AAG(ϕ⇒ AG¬ψ)
ϕ ψ
✓/✗ ✓/✗
✗
(d) Way-pointing: AA(ϕR¬ψ)
ϕ
day: ✓/✗
night: ✓
(e) Policy update:
AAG(time ⇒ EFϕ)
ϕ
normal: ✗
emergency: ✓/✗
(f) Emergency situation:
AA(AG¬ϕUXemergency)
Fig. 4: Illustrations for standard properties of physical access control are de-
picted. Gray boxes represent rooms and arrows represent directions of doors
that can be opened (✓), closed (✗), or are not affected by the property (✓/✗).
The semantics of a Petri net with transits N = (P,T,F, In, Υ ) satisfying
a Flow-CTL∗ formula Ψ is defined over the covering firing sequences of its runs:
N |= Ψ iff for all runs β of N : β |= Ψ
β |= Ψ iff for all firing sequences ζ covering β : β, σ(ζ) |= Ψ
β, σ |= ψ iff σ |=LTL ψ
β, σ |= Ψ1 ∧ Ψ2 iff β, σ |= Ψ1 and β, σ |= Ψ2
β, σ |= Ψ1 ∨ Ψ2 iff β, σ |= Ψ1 or β, σ |= Ψ2
β, σ |= ψ → Ψ iff β, σ |= ψ implies β, σ |= Ψ
β, σ |= Aϕ iff for all flow chains ξ of β : β, σ(ξ) |=CTL∗ ϕ
Due to the covering of the firing sequences and the maximality constraint of the
flow chain suffixes, every behavior of the run is incorporated. The operator A
chooses flow chains rather than flow trees as our definition is based on the com-
mon semantics of CTL∗ over paths. Though it suffices to find one of the possibly
infinitely many flow trees for each flow formula to invalidate the subformula,
checking the data flow while the control changes the system complicates the di-
rect expression of the model checking problem within a finite model. In Sect. 6,
we introduce a general reduction method for a model with a finite state space.
5 Example Specifications
We illustrate Flow-CTL∗ with examples from the literature on physical access
control [19,14]. Branching properties like permission and way-pointing are given
as flow formulas, linear properties like fairness and maximality as run formulas.
5.1 Flow Formulas
Figure 4 illustrates six typical specifications for physical access control [19,14].
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Permission. Permission (cf. Fig. 4a) requires that a subformula ϕ can be
reached on one path (AEFϕ). In our running example, permission can be re-
quired for the hall and the lab. Permission can be extended as it requires reaching
the subformula once. Persistent permission then requires that, on all paths, the
subformula ϕ can be repeatedly reached on a path (AAGEFϕ).
Prohibition. Prohibition (cf. Fig. 4b) requires that a subformula ϕ, for example
representing a room, can never be reached on any path (AAG¬ϕ). In our running
example, closing the door to the kitchen would satisfy prohibition for the kitchen.
Blocking. Blocking (cf. Fig. 4c) requires for all paths globally that, after reach-
ing subformula ϕ, the subformula ψ cannot be reached (AAG(ϕ ⇒ AG¬ψ)).
This can be used to allow a new employee to only enter one of many labs.
Way-pointing. Way-pointing (cf. Fig. 4d) ensures for all paths that subfor-
mula ψ can only be reached if ϕ was reached before (AA(ϕR¬ψ)). This can be
used to enforce a mandatory security check when entering a building.
Policy update. A policy update (cf. Fig. 4e) allows access to subformula ϕ
according to a time schedule (AAG(time⇒ EFϕ)) with time being a transition.
This can be used to restrict access during the night.
Emergency. An emergency situation (cf. Fig. 4f) can revoke the prohibition of
subformula ϕ at an arbitrary time (AA(AG¬ϕUXemergency)) with emergency
being a transition. An otherwise closed door could be opened to evacuate people.
The next operatorX is necessary because of the ingoing semantics of Flow-CTL∗.
5.2 Run Formulas
Flow formulas require behavior on the maximal flow of people in the building.
Doors are assumed to allow passthrough in a fair manner. Both types of assump-
tions are expressed in Flow-CTL∗ as run formulas.
Maximality. A run β is interleaving-maximal if, whenever some transition is
enabled, some transition will be taken: β |= (
∨
t∈T pre (t) →
∨
t∈T t). A
run β is concurrency-maximal if, when a transition t is from a moment on always
enabled, infinitely often a transition t′ (including t itself) sharing a precondition
with t is taken: β |=
∧
t∈T( pre (t)→
∨
p ∈ pre (t), t′ ∈ post (p) t
′).
Fairness. A run β is weakly fair w.r.t. a transition t if, whenever t is always
enabled after some point, t is taken infinitely often: β |= pre (t)→ t.
A run β is strongly fair w.r.t. t if, whenever t is enabled infinitely often, t is
taken infinitely often: β |= pre (t)→ t.
6 Model Checking Flow-CTL∗ on Petri Nets with
Transits
We solve the model checking problem for a given Flow-CTL∗ formula Ψ and a
safe Petri net with transits N in four steps:
1. For each flow subformula Aϕi of Ψ , a subnet N
>
i is created via a sequence
of automata constructions which allows to guess a counterexample, i.e., a
flow tree not satisfying ϕi, and to check for its correctness.
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Petri net with transits N Flow-CTL∗ formula Ψ input
K(N,AP1) T¬ϕ1
A¬ϕ1
A¬ϕ1
K(N,APn) T¬ϕn
A¬ϕn
A¬ϕn
. . .
N
>
1N
>
O N
>
n
N
>
LTL formula
ψ>
output
. . .|T| |T|+ |E1| |T|+ |En−1|
|T|+ |En|
3.
(i)
(ii)
(iii)
(iv)
(v)
(iii)
(iv)
(v)
Fig. 5: Overview of the model checking procedure: For a given safe Petri net with
transits N and a Flow-CTL∗ formula Ψ , a standard Petri net N> and an LTL
formula ψ> are created: For each flow subformulaAϕi, create (i) a labeled Kripke
structure K(N,APi) and (ii) the alternating tree automaton T¬ϕi, construct (iii)
the alternating word automaton A¬ϕi = T¬ϕi ×K(N,APi), and from that (iv)
the Bu¨chi automaton A¬ϕi with edges Ei, which then (v) is transformed into a
Petri net N>i . These subnets are composed to a Petri net N
> such that they
get subsequently triggered for every transition fired by the original net. The
constructed formula ψ> skips for the run part of Ψ these subsequent steps and
checks the acceptance of the guessed tree for each automaton. The problem is
then solved by checking N> |=LTL ψ>.
2. The Petri net N> is created by composing the subnets N>i to a copy of N
such that every firing of a transition subsequently triggers each subnet.
3. The formula Ψ> is created such that the subnets N>i are adequately skipped
for the run part of Ψ , and the flow parts are replaced by LTL formulas
checking the acceptance of a run of the corresponding automaton.
4. N> |=LTL Ψ> is checked to answer N |= Ψ .
The construction from a given safe Petri net with transits N = (P,T,F, In, Υ )
and a Flow-CTL∗ formula Ψ with n ∈ N flow subformulas ϕAi = Aϕi with
atomic propositions AP i to a Petri net N
> = (P>,T>,F>,F>I , In
>) with in-
hibitor arcs (denoted by F>I ) and an LTL formula Ψ
> is defined in the following
sections. More details and proofs can be found in Appendix B. An inhibitor arc
connects a place p and a transition t of a Petri net such that t is only enabled
when p is empty. Figure 5 gives a schematic overview of the procedure.
6.1 Automaton Construction for Flow Formulas
In Step 1, we create for each flow subformula Aϕi of Ψ with atomic proposi-
tions AP i a nondeterministic Bu¨chi automaton A¬ϕi which accepts a sequence
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of transitions of a given run if the corresponding flow tree satisfies ¬ϕi. This
construction has four steps:
(i) Create the labeled Kripke structureK(N,APi) which, triggered by transitions
t ∈ T, tracks every flow chain of N. Each path corresponds to a flow chain.
(ii) Create the alternating tree automaton T¬ϕi for the negation of the CTL
∗
formula ϕi and the set of directions D ⊆ {0, . . . , max{|post
Υ (p, t)| − 1 | p ∈
P∧t ∈ postN(p)}} which accepts all 2APi-labeled trees with nodes of degree
in D satisfying ¬ϕi [16].
(iii) Create the alternating word automaton A¬ϕi = T¬ϕi×K(N,APi) like in [16].
(iv) Alternation elimination for A¬ϕi yields the nondeterministic Bu¨chi automa-
ton A¬ϕi [17,5].
Step (ii) and Step (iv) are well-established constructions. For Step (iii), we mod-
ify the construction of [16] by applying the algorithm for the groups of equally
labeled edges. By this, we obtain an alternating word automaton with the alpha-
bet A = T∪{s} of the labeled Kripke structure rather than an alternating word
automaton over a 1-letter alphabet. This allows us to check whether the, by the
input transition dynamically created, system satisfies the CTL∗ subformula ϕi.
Step (i) of the construction creates the labeled Kripke structure K(N,APi) =
(AP , S, S0, L,A,R) with a set of atomic propositions AP = AP i, a finite set of
states S = ((T ∩AP)×P)∪P, the initial states S0 ⊆ S, the labeling function
L : S → 2AP , the alphabet A = T ∪ {s}, and the labeled transition relation R ⊆
S×A×S. The Kripke structure serves (in combination with the tree automaton)
for checking the satisfaction of a flow tree of a given run. Hence, the states track
the current place of the considered chain of the tree and additionally, when
the transition extending the chain into the place occurs in the formula, also this
ingoing transition. The initial states S0 are either the tuples of transitions tj and
places pj which start a flow chain, i.e., all (tj , pj) ∈T ×P with (, pj) ∈ Υ (tj)
when tj ∈ AP or only the place pj otherwise. The labeling function L labels the
states with its components. The transition relation R connects the states with
respect to the transits, connects each state (t, p) ∈ S with s-labeled edges to
the state p ∈ S, and loops with s-labeled edges in states s ∈ P to allow for the
stuttering of finite chains.
Lemma 1 (Size of the Kripke Structure). The constructed Kripke structure
K(N,APi) has O(|AP i ∩T| · |N|+ |N|) states and O(|N
3|) edges.
Note that the number of edges stems from the number of transits (p, t, q) ∈
P ×T ×P used in the Petri net with transits N.
The size of the Bu¨chi automaton is dominated by the tree automaton con-
struction and the removal of the alternation. Each construction adds one expo-
nent for CTL∗.
Lemma 2 (Size of the Bu¨chi Automaton). The size of the Bu¨chi automa-
ton A¬ϕi is in O(2
2|ϕ|·|N|3) for specifications ϕi in CTL
∗ and in O(2|ϕ|·|N|
3
) for
specifications in CTL.
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6.2 From Petri Nets with Transits to Petri Nets
In Step 2, we construct for the Petri net with transits N and the Bu¨chi au-
tomata A¬ϕi for each flow subformula ϕAi = Aϕi of Ψ , a Petri net N
> by
composing a copy ofN (without transits), denoted byN>O , to subnetsN
>
i corre-
sponding to A¬ϕi such that each copy is sequentially triggered when a transition
of N>O fires. The subnet N
>
i , when triggered by transitions t ∈T, guesses non-
deterministically the violating flow tree of the operator A and simulates A¬ϕi .
Thus, a token from the initially marked place [ι]i is moved via a transition for
each transition t ∈ T starting a flow chain to the place corresponding to the
initial state of A¬ϕi . For each state s of A¬ϕi , we have a place [s]i, and, for each
edge (s, l, s′), a transition labeled by l which moves the token from [s]i to [s
′]i.
There are two kinds of stutterings: global stuttering for finite runs and local
stuttering for finite flow chains. To guess the starting time of both stutterings,
there is an initially marked place N , a place S, and a transition which can switch
from normal to stuttering mode for the global stuttering in N>O and for the lo-
cal stutterings in each subnet N>i (denoted by [N ],[S]). The original transitions
of N>O and the transitions of a subnet N
>
i corresponding to a transition t ∈ T
depend on the normal mode. The s-labeled transitions (used for global stutter-
ing) of the subnet depend on the stuttering mode. To enable local stuttering,
we add, for each edge e = (s, s, s′) of A¬ϕi , a transition t
> for each transition
t ∈T for which no edge (s, t, s′′) exists in A¬ϕi . These transitions depend on the
stuttering mode and move the token according to their corresponding edge e.
The original part N>O and the subnets N
>
i are connected in a sequential
manner. The net N>O has an initially marked activation place→o in the preset of
each transition, the subnets have one activation place [→t] in the preset of every
transition t> corresponding to a transition t ∈T (normal as well as stuttering).
The transitions move the activation token to the corresponding places of the next
subnet (or back to N>O ). To ensure the continuation even though the triggering
transition does not extend the current flow tree (e.g., because it is a concurrent
transition of the run), there is a skipping transition for each transition t ∈ T
which moves the activation token when none of the states having a successor edge
labeled with t are active. For the global stuttering, each subnet has an activation
place [→s]i, in which an additional transition ts in N
>
O puts the active token
if the stuttering mode of N>O is active. Each s-labeled transition of the subnets
moves this token to the next subnet (or back to N>O ).
By that, we can check the acceptance of each A¬ϕi by checking if the subnet
infinitely often reaches any places corresponding to a Bu¨chi state of A¬ϕi . This
and only allowing to correctly guess the time point of the stutterings is achieved
with the formula described in Sect. 6.3. A formal definition is given in Def. 3
in App. B. The size of the constructed Petri net is dominated by the respective
single- or double-exponential size of the nondeterministic Bu¨chi automata.
Lemma 3 (Size of the Constructed Net). The constructed Petri net with
inhibitor arcs N> for a Petri net with transits N and n nondeterministic Bu¨chi
automata A¬ϕi = (T∪{s}, Qi, Ii, Ei, Fi) has O(|N| ·n+ |N|+
∑n
i=1 |Qi|) places
and O(|N|2 · n+ |N|+
∑n
i=1 |Ei|+ |N| ·
∑n
i=1 |Qi|) transitions.
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6.3 From Flow-CTL∗ Formulas to LTL Formulas
The formula transformation from a given Flow-CTL∗ formula Ψ and a Petri net
with transits N into an LTL formula (Step 3) consists of three parts:
First, we substitute the flow formulas ϕAi = Aϕi with the acceptance check of
the corresponding automaton A¬ϕi , i.e., we substitute ϕAi with ¬
∨
b∈Fi
[b]i
for the Bu¨chi states Fi of A¬ϕi .
Second, the sequential manner of the constructed net N> requires an adap-
tation of the run part of Ψ . For a subformula ψ1 Uψ2 with transitions t ∈ T
as atomic propositions or a subformula ψ in the run part of Ψ , the sequential
steps of the subnets have to be skipped. Let T>O be the transition of the original
copyN>O ,T
>
i the transitions of the subnetN
>
i ,T⇛i the transitions of the subnet
N
>
i which skip the triggering of the automaton in the normal mode, and tN→S
the transition switching N>O from normal to stuttering mode. Then, because of
the ingoing semantics, we can can select all states corresponding to the run part
with M =
∨
t∈T>
O
\{tN→S}
t together with the initial state i = ¬
∨
t∈T> t. Hence, we
replace each subformula ψ1 Uψ2 containing transitions t ∈ T as atomic propo-
sitions with ((M ∨ i) → ψ1)U((M ∨ i) → ψ2) from the inner- to the outermost
occurrence. For the next operator, the second state is already the correct next
state of the initial state also in the sense of the global timeline of ψ>. For all other
states belonging to the run part (selected by the until construction above), we
have to get the next state and then skip all transitions of the subnet. Thus, we re-
place each subformula ψ with i→ ψ∧¬i→ (
∨
t∈T>\T>
O
tU
∨
t′∈T>
O
t′∧ψ)
from the inner- to the outermost occurrence.
Third, we have to ensure the correct switching into the stuttering mode. By
skipi = ¬ ((
∨
t∈T>i
t)→ (
∨
t′∈T⇛i
t′)) a subnet is enforced to switch into its
stuttering mode if necessary. If it wrongly selects the time point of the global
stuttering, the run stops. Hence, we obtain the formula ψ> = (( →o) ∧∧
i∈{1,...,n} skipi) → ψ by only selecting the runs where the original part is
infinitely often activated and each subnet chooses its stuttering mode correctly.
Since the size of the formula depends on the size of the constructed Petri
net N>, it is also dominated by the Bu¨chi automaton construction.
Lemma 4 (Size of the Constructed Formula). The size of the constructed
formula ψ> is double-exponential for specifications given in CTL∗ and single-
exponential for specifications in CTL.
We can show that the construction of the net and the formula adequately fit
together such that the additional sequential steps of the subnets are skipped in
the formula and the triggering of the subnets simulating the Bu¨chi automata as
well as the stuttering is handled properly.
Lemma 5 (Correctness of the Transformation). For a Petri net with tran-
sits N and a Flow-CTL∗ formula Ψ , there exists a safe Petri net N> with in-
hibitor arcs and an LTL formula Ψ> such that N |= Ψ iff N> |=LTL Ψ>.
The complexity of the model checking problem of Flow-CTL∗ is dominated
by the automata constructions for the CTL∗ subformulas. The need of the alter-
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nation removal (Step (iv) of the construction) is due to the checking of branch-
ing properties on structures chosen by linear properties. In contrast to standard
CTL∗ model checking on a static Kripke structure, we check on Kripke structures
dynamically created for specific runs.
Theorem 1. A safe Petri net with transits N can be checked against a Flow-
CTL∗ formula Ψ in triple-exponential time in the size of N and Ψ . For a Flow-
CTL formula Ψ ′, the model checking algorithm runs in double-exponential time
in the size of N and Ψ ′.
Note that a single-exponential time algorithm for Flow-LTL is presented in [9].
7 Related Work
There is a large body of work on physical access control: Closest to our work are
access nets [13] which extend Petri nets with mandatory transitions to make peo-
ple leave a room at a policy update. Branching properties can be model checked
for a fixed number of people in the building. Fixing the number of people enables
explicit interaction between people. In logic-based access-control frameworks,
credentials are collected from distributed components to open policy enforce-
ment points according to the current policy [2,3]. Techniques from networking
can be applied to physical access control to detect redundancy, shadowing, and
spuriousness in policies [12]. Our model prevents such situations by definition as
a door can be either open or closed for people with the same access rights.
A user study has been carried out to identify the limitations of physical access
control for real-life professionals [1]. Here, it was identified that policies are made
by multiple people which is a problem our approach of global control solves.
Types of access patterns are also studied [8,14,19]: Access policies according to
time schedules and emergencies, access policies for people without RFID cards,
and dependent access are of great importance. The first and the third problem
are solvable by our approach and the second one seems like an intrinsic problem
to physical access control. Policies for physical access control can be synthesized
if no policy updates are necessary [19]. It is an interesting open question whether
policy updates can be included in the synthesis of access policies.
8 Conclusion
We present the first model checking approach for the verification of physical
access control with policy updates under fairness assumptions and with an un-
bounded number of people. Our approach builds on Petri nets with transits which
superimpose a transit relation onto the flow relation of Petri nets to differentiate
between data flow and control. We introduce Flow-CTL∗ to specify branching
properties on the data flow and linear properties on the control in Petri nets
with transits. We outline how Petri nets with transits can model physical access
control with policy updates and how Flow-CTL∗ can specify properties on the
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behavior before, during, and after updates including fairness and maximality.
To solve the model checking problem, we reduce the model checking problem of
Petri nets with transits against Flow-CTL∗ via automata constructions to the
model checking problem of Petri nets against LTL. In the future, we plan to eval-
uate our approach in a tool implementation and a corresponding case study. We
can build on our tool AdamMC [10] for Petri nets with transits and Flow-LTL.
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Appendix
A Definitions for Petri Nets and Unfoldings
In this section of the appendix we recall some definitions for safe Petri nets and
unfoldings.
Let N = (P,T,F, In) be a safe Petri net. Thus, every marking M of N
is a set (rather than a multiset) of places, i.e., M ⊆ P. We define the preset
of a node x from N as preN(x) = {y ∈ P ∪T | (y, x) ∈ F} and the postset
as postN(x) = {y ∈ P ∪ T | (x, y) ∈ F}. A transition t ∈ T is enabled
at a marking M iff preN(t) ⊆ M . Firing an enabled transition t ∈ T at a
marking M yields the successor marking M ′ = (M \ preN(t)) ∪ postN(t). We
denote this firing relation by M [t〉M ′. The interleaving semantics of a safe Petri
net has the reachable markings R(N) = In ∪ {Mn ⊆ P | ∃t1, . . . , tn ∈
T : In[t1〉M1[t2〉 · · · [tn〉Mn} as states and connects them according to the firing
relation.
The following paragraphs introduce the unfolding of a safe Petri net, a true
concurrency semantics obtained by unfolding the behavior of the net into a tree.
The nodes of N can be partially ordered by their causal dependencies. For two
nodes x, y ∈ P∪T we call x a causal predecessor of y, written x < y, iff xF+ y
holds, i.e., y can be reached by following directed arcs from x. We write x ≤ y
iff x < y or x = y. The nodes x and y are causally related iff x ≤ y or y ≤ x
holds. They are in conflict, written x ♯ y, iff there is a place p ∈ P \ {x, y} and
two transitions t1, t2 ∈ post
N(p) with t1 6= t2 such that t1 ≤ x and t2 ≤ y holds.
If they are neither in conflict nor causally related, we call the nodes concurrent.
A set of places X ⊆ P is called concurrent iff all places are pairwise concurrent.
An occurrence net is a Petri net N = (P,T,F, In) which represents the
occurrences of transitions with their conflicts and causal dependencies with the
following constraints: (i) ∀p ∈ P : |preN(p)| ≤ 1, (ii) ∀t ∈ T : ¬(t ♯ t), (iii) ∀x ∈
P ∪ T : ¬(x < x), (iv) ∀x ∈ P ∪ T : |{y ∈ P ∪ T | y < x}| < ∞,
and (v) In = {p ∈ P | preN(p) = ∅}. Thus, each place has only one ingoing
transition, no transition is in self-conflict, the flow relation is acyclic, the relation
< is well-founded, i.e., does not contain any infinitely decreasing sequence, and
the initial marking consists of exactly the places not having any predecessor. We
call an occurrence net a causal net, when further each place has at most one
transition as successor, i.e., (vi) ∀p ∈ P : |postN(p)| ≤ 1 holds.
Let N1 = (P1,T1,F1, In1) and N2 = (P2,T2,F2, In2) be two Petri nets.
We call N1 a subnet of N2 iff P1 ⊆ P2, T1 ⊆ T2, F1 ⊆ F2, and In1 = In2
holds. A homomorphism from N1 to N2 is a mapping h : P1 ∪ T1 → P2 ∪
T2 satisfying the following constraints: (i) h(P1) ⊆ P2 and h(T1) ⊆ T2 and
(ii) ∀t ∈ T1 : h(preN1(t)) = preN2(h(t)) ∧ h(postN1 (t)) = postN2(h(t)), with the
component-wise application of the homomorphism to a set X ⊆ P1 ∪T1, i.e,
h(X) = {h(x) | x ∈ X}. This means as homomorphism preserves the types of
the nodes and the pre- and postconditions of the transitions. We call h initial iff
also (iii) h(In1) = In2. We assume the elements of a superscripted Petri net N
X
implicitly to be superscripted accordingly, i.e., NX = (PX ,TX ,FX , InX).
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A branching process β = (NU , λU ) of a Petri net N consists of an occurrence
net NU and a homomorphism λU : PU ∪TU → P∪T such that ∀t1, t2 ∈ TU :
(preN(t1) = pre
N(t2) ∧ λ
U (t1) = λ
U (t2)) ⇒ t1 = t2 holds. This means λ
U is
injective on transitions with the same preset. We call β initial iff λU is initial. A
branching process βR = (N
R, ρ) of N is called (concurrent) run of N iff NR is
a causal net and called an initial (concurrent) run iff furthermore ρ is an initial
homomorphism. A run formalizes a single concurrent execution of the net. For
a function h let h |X restrict the domain of h to the set X . A branching process
β1 = (N1, λ1) is called a subprocess of a branching process β2 = (N2, λ2) iff N1
is a subnet of N2 and λ1 = λ2 |P1∪T1 .
An unfolding of a net N is an initial branching process β = (NU , λU ) of N
which has a transition tU labeled with t whenever there is a transition t ∈ T
which can extend the unfolding: ∀t ∈ T, C ⊆ PU : C concurrent ∧ λU (C) =
preN(t)⇒ ∃tU ∈TU : preN
U
(tU ) = C ∧ λU (tU ) = t. An unfolding is unique up
to isomorphism. Each run of N is a subprocess of an unfolding β.
We lift the transit relation of a Petri net with transits to any branching
process β = (NU , λU ) and thereby obtain notions of runs and unfoldings for
Petri nets with transits. The transit relation ΥU of a branching process with
transits β of a Petri net with transits N is defined as follows: For any t ∈ TU ,
we define ΥU (t) ⊆ (preN
U
(t) ∪ {}) × postN
U
(t) such that (p, q) ∈ ΥU (t) ⇔
(λU (p), λU (q)) ∈ Υ (λU (t)) holds for all p, q ∈ PU .
B Formal Definitions and Proofs of the Model Checking
Procedure
In this section of the appendix we provide the formal definitions and proofs for
Sect. 6. We fix a Petri net with transits N = (P,T,F, In, Υ ) and a Flow-CTL∗
formula Ψ with n ∈ N flow subformulas ϕAi = Aϕi with atomic propositions
AP i throughout the section.
We formally define the labeled Kripke structure of which the unwinding trig-
gered by a firing sequence corresponds to one flow tree of a run of N.
Definition 1 (Kripke Structure). We construct the labeled Kripke structure
K(N,APi) = (AP , A, S, S0, ℓ, R) with
– the finite set of atomic propositions AP = AP i,
– the finite set of states S ⊆ ((T ∩ AP)×P) ∪P,
– the finite set of initial states S0 ⊆ S,
– the labeling function ℓ : S → 2AP ,
– the alphabet A = T ∪ {s},
– the labeled transition relation R ⊆ S ×A× S.
The initial states S0 = {(t, p) ∈ T ×P | ∃t ∈ T ∩ AP : (, p) ∈ Υ (t)} ∪ {p ∈
P | ∃t ∈ T \AP : (, p) ∈ Υ (t)} correspond to all tuples of transitions t ∈ AP
and places (or only to the places) which start a data flow in N.
The labeling function L labels the states with its components: ∀(p, t) ∈ (T ∩
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AP) ×P : ℓ((t, p)) = {t, p} and ∀p ∈ P : ℓ(p) = {p}. The transition relation
is composed of two sets R = R′ ∪ R′′. The relation R′ connects the states with
respect to the transits:
R′ ={(p, t, q) ∈ S ×T × S | (p, q) ∈ Υ (t) ∧ t 6∈ AP}
∪{(p, t, (t, q)) ∈ S ×T × S | (p, q) ∈ Υ (t) ∧ t ∈ AP}
∪{((t′, p), t, q) ∈ S ×T × S | (p, q) ∈ Υ (t) ∧ t 6∈ AP}
∪{((t′, p), t, (t, q)) ∈ S ×T × S | (p, q) ∈ Υ (t) ∧ t ∈ AP}.
The relation R′′ adds s-labeled loops to states s ∈ P and s-labeled edges be-
tween (t, p) and p states to allow for the stuttering of finite chains: R′′ =
{(p, s, p) ∈ S ×{s}× S}∪ {((t, p), s, p) ∈ S ×{s}× S}. The states S are exactly
the states reachable from the initial states.
We define the function sK : S×A→ 2S with sK(s, l) = {s′ ∈ S | (s, l, s′) ∈
R} returning all l-labeled successors of a state s.
For an alternating tree automaton created of a CTL∗ formula ϕ and a la-
beled Kripke structure we define an alternating word automaton accepting the
sequences of transitions which flow trees satisfy ϕ. The definition is very simi-
lar to [16], we only apply the edge definition on each equally labeled group of
transitions separately.
Definition 2 (Product Automaton). Given an alternating tree automaton
TD,ϕ = (2
AP ,D, Qϕ, δϕ, q0, Fϕ) accepting exactly all D-trees satisfying ϕ and a
labeled Kripke structure K(N,AP) = (AP , A, S, S0, ℓ, R) created by Def. 1 with
degrees in D. The product automaton A¬ϕi = (A,S × Qϕ, δ, S0 × {q0}, F ) of
TD,ϕ and K(N,AP) is defined with δ:
For every (s, q) ∈ S ×Qϕ, l ∈ A, sK(s, l) 6= ∅, and δϕ(q, ℓ(s), |sK(s, l)|) = θ, we
have an edge δ((s, q), l) = θ′, where the positive Boolean formula θ′ is obtained
from θ by replacing the atoms (c, q′) with (〈sK(s, l)〉c, q′), where 〈sK(s, l)〉c is
the c-th value of the ordered list of successors.
The acceptance condition of Fϕ is transferred to F by preserving the type and
building the cross product of the acceptance set(s) with S.
Lemma 2 states that the size of the nondeterministic Bu¨chi automata is
single-exponential for specifications given in CTL and double-exponential in
specifications given in CTL∗.
Proof (Size of the Bu¨chi Automaton (Lemma 2)). The construction for a CTL∗
formula ϕ and a set of directions D ⊂ N results in a hesitant alternating au-
tomaton of size O(|D| · 2|ϕ|) (for CTL only of size O(|D| · |ϕ|)) [16]. In our case
the set of directions is D = {0, . . . , max{|sK(s, l)| − 1 | s ∈ S ∧ l ∈ A}. This
is maximally D ⊆ {0, . . . , max{|postΥ (p, t)| − 1 | p ∈ P ∧ t ∈ postN(p)}},
the maximum of all numbers of successor transits of any place p ∈ P. Hence,
at most |D| ≤ |P|. The product automaton created from the Kripke structure
with O(|N| · |AP i ∩ T| + |N|) states and O(|N3|) edges and the hesitant al-
ternating automaton has O(|P| · 2|ϕ| · (|N| · |AP i ∩T|+ |N|)) = O(2|ϕ| · |N|3)
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states and O((2|ϕ| · |N|3) · (|T| + 1)) edges (for CTL O(|ϕ| · |N|3) states and
O((|ϕ| · |N|3) · (|T| + 1)) edges). Removing the alternation results in another
exponent: the states of A¬ϕi are in O(2
2|ϕ|·|N|3 · 22
|ϕ|·|N|3) (O(2|ϕ|·|N|
3
· 2|ϕ|·|N|
3
)
for CTL). As A¬ϕi is a nondeterministic Bu¨chi automaton, the edges of A¬ϕi
are in O(22
|ϕ|·|N|3 · |T|) and in O(2|ϕ|·|N|
3
· |T|) for CTL. ⊓⊔
We formally define the construction of a standard Petri net with inhibitor
arcs from a Petri net with transits and n Bu¨chi automata.
Definition 3 (Petri Net with Transits to Petri Net). Given N and the
corresponding n Bu¨chi automata A¬ϕi . We define the Petri net with inhibitor
arcs N> = (P>,T>,F>,F>I , In
>) with
P
> = P>o ∪
⋃
i∈{1,...,n}
P
>
i , T
> = T>o ∪
⋃
i∈{1,...,n}
T
>
i
F
> = F>O ∪F
>
C ∪
⋃
i∈{1,...,n}
F
>
i , F
>
I = F
>
I O
∪
⋃
i∈{1,...,n}
F
>
I i
and a partial labeling function λ : T> → T ∪ {s} by:
(o) The original part of the net is a copy of N without the transits and with an
additional activation place →o. Furthermore, we use the places N and S,
the switch tN→S, and the stuttering transition ts to allow for checking finite
runs, in which case we have to trigger the automata A¬ϕi infinitely often to
handle the stuttering:
P
>
O =P ∪ {→o,N ,S},
T
>
O =T ∪ {tN→S, ts},
F
>
O =F ∪ {(→o, t) | t ∈T} ∪ {(N , tN→S), (tN→S ,S), (→o, ts)},
F
>
I O
=F>I ∪ {(S, t) | t ∈T} ∪ {(N , ts)}
(sub) For each Bu¨chi automaton A¬ϕi = (T ∪ {s}, Q,Q0, E, F ), we create the
places, transition, and flows to simulate the automaton. The places are the
states of the automaton with a special place [ι]i for initially guessing the vio-
lating tree, two places [N ]i and [S]i for switching from normal to stuttering
mode, and an activation place [→t]i for each transition t ∈T, and one [→s]i
for the global stuttering transitions:
P
>
i = {[ι]i , [N ]i , [S]i , [→s]i} ∪ {[s]i | s ∈ Q} ∪ {[→t]i | t ∈ T}.
The transitions consists of
T
>
i = {[tN→S]i} ∪Ti ∪TEi ∪T⇛i ∪Tsi
with the switch from normal to stuttering mode [tN→S ]i, one transition for
each initial flow chain: Ti = {[tp]i | t ∈T∧ (, p) ∈ Υ (t)}, one transition
for each edge of A¬ϕi : TEi = {[e]i | e ∈ E}, one skipping transition [t⇛]i
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for each transition t ∈ T to not trigger the automaton when the transition
does not extend the current chain: T⇛i = {[t⇛]i | t ∈ T}, and for each
stuttering edge e = (s, s, s′) of A¬ϕi there is one local stuttering transition
for each transition t ∈ T which is no label of a successor edge of the state s to
move the activation token to the next subnet, when this net is in stuttering
mode, but not the global net: Tsi = {[tes ]i | e = (s, s, s
′) ∈ E ∧ t ∈
T ∧ ¬∃(s, t, s′′) ∈ E}.
The labeling function labels every transition t> ∈ T> corresponding to a
transition t ∈ T or the stuttering with t or s, respectively: ∀ [tp]i ∈ Ti :
λ([tp]i) = t, ∀ [e]i ∈ TEi : λ([e]i) = l with e = (s, l, s
′), ∀ [t⇛]i ∈ T⇛i :
λ([t⇛]i) = t, and ∀ [tes ]i ∈Tsi : λ([tes ]i) = t.
The flows connect each transition t> ∈T>i \Tsi corresponding to a transition
t ∈ T with the normal mode and the corresponding activation token [→t]i:
F
>
N i
={([→t]i , t
>) | t> ∈Ti \Tsi ∧ t ∈ T ∧ λ(t
>) = t},
F
>
I N i
={([S]i , t
>) | t> ∈Ti \Tsi ∧ t ∈T ∧ λ(t
>) = t}.
The transitions for guessing a flow chain are connected to the corresponding
initial state of A¬ϕi :
F
>
i
= {([ι]i , [tp]i), ([tp]i , s0) | [tp]i ∈T
>
i
∧s0 ∈ Q0∧(s0 = p∨s = (tp, p))}.
The transitions corresponding to an edge of A¬ϕi , move the tokens accord-
ingly:
F
>
Ei
= {([s]i , [e]i), ([e]i , [s
′]i) | [e]i ∈ TEi ∧ e = (s, λ([e]i), s
′)}.
Skipping is only allowed in situations where no corresponding transition is
firable:
F
>
I ⇛i
= {([s]i , [t⇛]i) | [t⇛]i ∈ T⇛i ∧ ∃(s, λ([t⇛]i), ·) ∈ E}.
The stuttering transitions are only allowed in the stuttering mode: F>I Si =
{([N ]i , t
>) | λ(t>) = s ∨ t> ∈ Tsi}, the global stuttering transitions move
the active stuttering token F>
Si
1
= {([→s]i , t
>) | t> ∈ T>Ei ∧ λ(t
>) = s},
the local stuttering transitions move the corresponding active token F>
Si
2
=
{([→t]i , t
>) | t> ∈ Tsi ∧ λ(t
>) = t} and the state token according to the
edge: F>
Si
3
= {([s]i , [tes ]i), ([tes ]i , [s
′]i) | [tes ]i ∈ Tsi ∧ e = (s, λ([e]i), s
′)}.
With F>
Si
= F>
Si
1
∪F>
Si
2
∪F>
Si
3
, the flows of the subnet are the union of the
previous sets, in addition to a nondeterministically switch from normal to
stuttering mode:
F
>
i =F
>
N i
∪F>
i
∪F>Ei ∪F
>
Si
∪ {([N ]i , [tN→S]i), ([tN→S]i , [S]i)},
F
>
I i
=F>I N i ∪F
>
I ⇛i
∪F>I Si .
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(con) The nets are connected in a sequential manner:
F
>
C ={(t, [→t]1) | t ∈T} ∪ {(ts, [→s]1)}
∪
⋃
i∈{1,...,n−1}
{(t>, [→s]i+1) | t
> ∈ T>i ∧ λ(t
>) = s}
∪
⋃
i∈{1,...,n−1}
{(t>, [→t′ ]i+1) | t
> ∈T>i ∧ λ(t
>) = t ∈T}
∪{(t>,→o) | t
> ∈ T>n ∧ λ(t
>) = l ∈T ∪ {s}}.
(in) The initial marking is the original marking with the activation place for the
original part and one place for each subnet to start guessing the chain, and
one for switching into the stuttering mode:
In> = In ∪ {→o,N} ∪ {[N ]i , [ι]i | i ∈ {1, . . . , n}}.
The size of the constructed net is dominated by the nondeterministic Bu¨chi
automata A¬ϕi = (T ∪ {s}, Qi, Ii, Ei, Fi) checking the CTL
∗ subformulas.
Proof (Size of the Constructed Net (Lemma 3)). For the number of places, we
have |P>O | = |P|+ 3 and |P
>
i | = 4 + |Qi|+ |T|. Hence, |P
>| = |P|+ 3 + (4 +
|T|) · n+
∑n
i=1 |Qi|.
For the number of transitions, we have |T>O | = |T|+ 2 and the size of T
>
i is in
O(1+ |T| · |P|+ |Ei|+ |T|+ |Qi| · |T|) because each state has a stuttering edge
and maximally there is no other outgoing transition. Hence, |T>| is in O(|T|+
2+(1+ |T| · |P|+ |T|) ·n+
∑n
i=1 |Ei|+T ·
∑n
i=1 |Qi|). For a double-exponential
number of states Qi and edges Ei for specifications ϕi in CTL
∗ and single-
exponential for specifications in CTL (Lemma 2) the size of the constructed net
is in the respective classes. ⊓⊔
The size of the formula is dependent on the size of the net and therewith also
dominated by the nondeterministic Bu¨chi automaton construction.
Proof (Size of the Constructed Formula (Lemma 4)). The next and the until
replacement introduces disjunctions over all transitions of the net. Also, the
skipping constraint uses nearly every transition. Hence, the size of the formula
depends on the number of transitions T> and is therewith double-exponential
for specifications in CTL∗ and single-exponential for specifications in CTL. ⊓⊔
The correctness of the transformation is based on the correctness of the
Kripke structure and the automata constructions. The constructed formula and
the constructed net together ensure the correct triggering of the automata.
Proof (Correctness of the Transformation (Lemma 5)). The unwinding of the
Kripke structure along each transition sequence of a run creates trees correspond-
ing to flow trees of the run. The standard constructions yield the correspondence
of the acceptance of the automaton which we check with ¬
∨
b∈F [b]i. Be-
cause of the “infinitely often”, we do not have to do anything special for the net
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structure. By checking all runs of the net N> and the nondeterministic guessing
of the violating flow tree in each subnet we check all flow trees. The run part
of the formula is adequately substituted such that all elements concerning the
timeline (the U and the operator) regarding N are adapted such that the
sequential steps are omitted regarding the timeline of N>.
The open part of this construction is to check whether only correct runs
regarding the sequential triggering and stuttering of the subnets are allowed.
All nets in normal mode: The original partN>O can only choose one transition t ∈
T and move the active token to the first subnet. The stuttering transition ts is
not enabled due to the inhibitor arc to N . If in the current state of the subnet
t can extend the tree, i.e., is the label of a successor arc of the state, the only
transition fireable (apart from the switch) is the corresponding transition in TEi
(because of the inhibitor arcs for T⇛i). If not, only the corresponding skipping
transition in T⇛i is fireable and moves the token to the next subnet. If the net
wrongly chose to be in normal mode, i.e., this subnet could only fire skipping
transitions, the constraint ¬ ((
∨
t∈T>i
t)→ (
∨
t′∈T⇛i
t′)) of the formula omits
these runs.
Global stuttering: If at some point the global net switches into the stuttering
mode, only transition ts is fireable anymore. This transition only activates the
first net with the stutter token in [→s]1. Since all but the global stuttering
transitions depend on an active place corresponding to a transition only the
global stuttering transitions [e]i ∈ TEi with e = (s, s, s
′) are fireable. Hence,
when the net does not switch into the stuttering mode, the whole run is stuck
and is not considered due to the ( →o) constraint in the formula Ψ>.
Local stuttering: If the global net is not in stuttering mode S, but some net N>i
is, then only the transitions in Tsi are fireable. If the net wrongly chose to be in
stuttering mode then it would stuck and again the constraint ( →o) of the
formula omits this run.
The run which never decides to track any tree for a subnet introduces no
problems because the initial place [ι]i cannot be part of the Bu¨chi places. ⊓⊔
The previous lemmata yield the final complexity results.
Proof (Theorem 1). For a Petri net with transitsN and a Flow-CTL∗ formula Ψ ,
Lemma 3 and Lemma 4 yield the double-exponential size of the constructed
Petri net with inhibitor arcs N> and the constructed formula ψ> (the single-
exponential size for the CTL fragment). Lemma 5 yields the correctness. Check-
ing a safe Petri net against LTL can be seen as checking a Kripke structure of
exponential size (due to the markings of the net). Since this can be checked in
linear time in the size of the state space and in exponential time in the size of
the formula [4], we obtain a triple-exponential algorithm for CTL∗ formulas and
a double-exponential algorithm for CTL formulas in the size of the net and the
formula. ⊓⊔
