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Abstract
We generalize the notion of a neutral element of aggregation oper-
ators. Our construction involves tuples of values that are neutral with
respect to the result of aggregation. Neutral tuples are useful to model
situations in which information from different sources, or preferences
of several decision makers, cancel each other. We examine many pop-
ular classes of aggregation operators in respect to their neutral sets,
and also construct new aggregation operators with predefined neutral
sets.
Keywords Aggregation operators, neutral element, neutral information, bipo-
lar aggregation.
1 Introduction
Aggregation of pieces of information coming from different sources is an im-
portant task in expert and decision support systems, multicriteria decision
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making and group decision making. Aggregation operators are mathematical
objects that perform precisely this type of information fusion. For a recent
extensive overview of different classes of aggregation operators see [8].
Frequently these pieces of information contradict each other, and in some
cases need to be canceled out. For example, in group decision making, two
members of a five-member jury may be in favor of a decision, and two may
be against it. In this case the decision is based solely on the vote of the
remaining fifth member. If the members of the jury are allowed to express
the strength of their opinion, or have different voting power, their votes can
cancel out in more complicated ways. For instance if two members are in
favor of a decision, one weakly, the other one strongly, and two others are both
moderately against, we still have the fifth member deciding the outcome. In
politics, the balance of power is the term referring to one, or few members of
minor parties whose vote or opinion is crucial, when the votes of members of
major parties cancel each other. Under some aggregation rules, the outcome
will be given exactly by the preferences of the minority parties, whereas other
aggregation rules will modify these preferences.
Similarly, in expert systems there may be certain pieces of evidence in
favor of a hypothesis, and certain pieces not supporting it, so that in total
the hypothesis is neither supported nor rejected. In this case some additional
evidence may be sought, which will be decisive. A classical example of an
expert system with such behavior is MYCIN [6].
In the above mentioned examples, the “pros” and “cons” cancel each
other, and the outcome in some sense is neutral with respect to this informa-
tion (evidence, opinions). We shall refer to it as neutral information. Within
the framework of aggregation operators, the values that cancel each other will
be referred to as neutral tuples, and the set made of all the neutral tuples of
an aggregation operator will be called its neutral set.
The illustrative examples provided above suggest the variety of practi-
cal situations in which we would like to model cancelative behavior of the
aggregation procedure. It is interesting to examine known aggregation oper-
ators in respect to this behavior, and also to develop construction procedures
if we want to obtain an aggregation operator with a predefined cancelative
behavior.
The purpose of this paper is to study aggregation operators from the
point of view of handling neutral information. We generalize the standard
notion of a neutral element and study some known families of aggregation
operators and identify their neutral sets. We shall also present a method of
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construction of aggregation operators with the desired neutral set.
The rest of the paper is organized as follows. The next two sections give
the basic definitions of aggregation operators and neutral sets, and provide
a number of general results. In section 4 we analyze the most important
families of aggregation operators and establish their neutral sets. In section
5 we solve the opposite problem: how to build an aggregation operator with
a predefined neutral set. We conclude the article with a short summary.
When dealing with aggregation of pieces of information that may be in
favor or against, it is customary to employ bipolar aggregation operators,
which are functions f : [−1, 1]n → [−1, 1], monotone non-decreasing in each
argument and satisfying f(−1,−1, . . . ,−1) = −1, f(1, 1, . . . , 1) = 1. Neg-
ative values of the arguments are often referred to as negative information,
whereas positive values are referred to as positive information.
On the other hand, many families of aggregation operators are naturally
defined on the unipolar scale [0, 1]. Of course there is an isomorphism between
unipolar and bipolar scales (and aggregation operators), and one can easily
construct a bipolar n-ary aggregation operator f : [−1, 1]n → [−1, 1] from a
unipolar one f˜ : [0, 1]n → [0, 1] by taking, e.g., f(x) = (2f˜(x+1
2
) − 1) (here
and in the rest of the paper x = (x1, . . . , xn)). We shall work with these
operators on their natural domain, and when required translate the results
to bipolar scale.
2 Preliminaries
Let I denote the basic domain, [0, 1] for the unipolar case and [−1, 1] for the
bipolar case.
Definition 1 [8] An aggregation operator is a function F :
⋃
n∈N
In → I
such that:
(i) F (x1, . . . , xn) ≤ F (y1, . . . , yn) whenever xi ≤ yi for all i ∈ {1, . . . , n}.
(ii) F (t) = t for all t ∈ I.
(iii) F (I0, . . . , I0︸ ︷︷ ︸
n−times
) = I0 and F (1, . . . , 1︸ ︷︷ ︸
n−times
) = 1,
where I0 = 0 in the unipolar case and I0 = −1 for the bipolar case.
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Each aggregation operator F can be represented by a family of n-ary
operators fn : I
n → I given by fn(x1, . . . , xn) = F (x1, . . . , xn). This repre-
sentation allows to define most of the properties of aggregation operators:
Definition 2 Let F be an aggregation operator and (fn)n∈lN the corre-
sponding family of n-ary operations.
(i) F is called symmetric, idempotent, strictly monotone (on the whole
domain) or continuous if, for each n ≥ 2, the n-ary operation fn is
symmetric, idempotent, strictly monotone or continuous, respectively.
(ii) An element e ∈ I is called a neutral element and an element a ∈ I is
called an annihilator of F if for each n ≥ 2, for each i ∈ {1, . . . , n} and
for all x1, . . . , xn ∈ I, we have, respectively:
fn(x1, . . . , xi−1, xi, xi+1, . . . , xn) = fn−1(x1, . . . , xi−1, xi+1, . . . , xn) when-
ever xi = e;
fn(x1, . . . , xi−1, xi, xi+1, . . . , xn) = a whenever xi = a.
3 Neutral information
According to the definition which has been recalled in the preliminaries, a
neutral element of an aggregation operator F is a value e ∈ I that can
be omitted, without influencing the final output, from any position of any
input vector. In the following, in order to cope with larger pieces of neutral
information, we generalize the standard definition of neutral element to the
case of tuples ε = (ε1, . . . , εm) ∈ Im, m ∈ lN = {1, 2, . . .}.
To denote the subsets of components of a vector x ∈ In we shall employ
the following notation. If I ⊂ {1, . . . , n} is an index set with cardinality
0 < m = |I| and p is a permutation of the components of {1, . . . ,m}, then
xI = (xIp(1) , ..xIp(m)) will be used to denote the vector obtained from x by
selecting the components whose indices are in I in the order given by the
permutation p (and using the convention I1 < . . . < Im). Throughout this
paper we will assume that the permutation p is given together with the set
I, but will not mention it explicitly to avoid heavy notation. In addition,
if I = {I1, . . . , In−m}, with convention I1 < . . . < In−m, denotes the com-
plement of I in {1, . . . , n}, then xI will denote the tuple (xI1 , . . . , xIn−m).
For example, if n = 5, I = {2, 4, 5} and p = {2, 1, 3}, then xI = (x4, x2, x5),
I = {1, 3} and xI = (x1, x3).
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Definition 3 Let F be an aggregation operator and let I ⊂ {1, . . . , n},
n > 1, be an index set such that 0 < |I| = m. Then:
• A tuple ε ∈ Im is neutral for F at level n w.r.t. I when
fn(x) = fn−m(xI) (1)
holds for all x ∈ In such that xI = ε.
• The set made of all the tuples ε ∈ Im which are neutral for F at level
n with respect to (w.r.t.) I will be denoted by Em(F, n, I) and will be
called the neutral set of F at level n w.r.t. I.
Example 1 Let F be an aggregation operator, n = 3, I = {2, 3} and ε =
(1, 0) ∈ I2. Then ε is neutral for F at level 3 w.r.t. I, i.e., ε ∈ E2(F, 3, I),
if f3(t, 1, 0) = f1(t) = t holds for any t ∈ I.
The above definition implies that when aggregating n values with F ,
the information contained in a given tuple ε, if appearing in the positions
indicated by some particular index set I, does not affect the final output. Of
course, the same could happen – as it is the case of the standard neutral
element – independently of the positions that the components of ε occupy in
the input vector x. The next definition accommodates this situation.
Definition 4 Let F be an aggregation operator and let m,n ∈ lN. Then:
• A tuple ε ∈ Im is neutral for F at level n when, for any index set
I ⊂ {1, . . . , n} such that |I| = m, ε is neutral for F at level n w.r.t. I.
• The set made of all the tuples ε ∈ Im which are neutral for F at level
n will be denoted by Em(F, n) and will be called the m-neutral set of
F at level n.
Example 2 Choosing, as in the previous example, n = 3 and ε = (1, 0) ∈ I2,
now ε is neutral for F at level 3, i.e., ε ∈ E2(F, 3), if f3(P (t, 1, 0)) = f1(t) = t,
where P (x) is any permutation of the components of x, holds for any t ∈ I.
Remark 1 If F is an aggregation operator and m,n ∈ lN, then:
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1.
Em(F, n) =
⋂
I⊂{1,...,n},|I|=m
Em(F, n, I)
2. If F is symmetric, then it obviously suffices to have ε ∈ Em(F, n, I) for
some I in order to automatically have ε ∈ Em(F, n).
Coming back to Definition 3, note now that it refers to just one specific
dimension, n, of the aggregation operator F . Similarly to the way in which
the standard neutral element is defined, we could think of tuples ε ∈ Im
remaining neutral for any dimension (as long as such dimension contains the
positions given by the index set I):
Definition 5 Let F be an aggregation operator and let I ⊂ {1, 2, . . .} be
an index set such that |I| = m. Then:
• A tuple ε ∈ Im is neutral for F w.r.t. I when, for any n ≥ max(|I|+
1,max(I)), ε is neutral for F at level n w.r.t. I.
• The set made of all the tuples ε ∈ Im which are neutral for F w.r.t.
I will be denoted by Em(F, I) and will be called the neutral set of F
w.r.t. I.
Example 3 Choosing, as in Example 1, I = {2, 3}, then ε = (1, 0) ∈ I2
is neutral for F w.r.t. I, i.e., ε ∈ E2(F, I), if f3(t1, 1, 0) = f1(t1) = t1
holds for any t1 ∈ I, f4(t1, 1, 0, t2) = f2(t1, t2) holds for any t1, t2 ∈ I,
f5(t1, 1, 0, t2, t3) = f3(t1, t2, t3) holds for any t1, t2, t3 ∈ I, etc.
Remark 2 If F is an aggregation operator, I ⊂ {1, 2, . . .} is an index set
such that |I| = m, then:
Em(F, I) =
⋂
n≥max(|I|+1,max(I))
Em(F, n, I)
Definitions 4 and 5 have been obtained from Definition 3 after indepen-
dently introducing a stronger demand on two different aspects: the position
of the neutral information within the input vector and the dimension of the
later, respectively. If these two aspects are taken into account simultaneously,
the result can be stated as follows:
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Definition 6 Let F be an aggregation operator and let m ∈ lN. Then:
• A tuple ε ∈ Im is neutral for F when, for any n > m and for any index
set I ⊂ {1, . . . , n} such that |I| = m, ε is neutral for F at level n w.r.t.
I.
• The set made of all the tuples ε ∈ Im which are neutral for F will be
denoted by Em(F ) and will be called the m-neutral set of F .
Example 4 The tuple ε = (0, 1) ∈ I2 is neutral for F if: ∀n > 2,∀(x1, . . . , xn) ∈
In,
fn(x1, . . . , xn) = fn−2(x1, . . . , xi−1, xi+1, . . . , xj−1, xj+1, . . . , xn)
whenever there exist i, j ∈ {1, . . . , n} such that xi = 0, xj = 1.
Remark 3 If F is an aggregation operator and m ∈ lN, then:
1.
Em(F ) =
⋂
I⊂{1,...,n},|I|=m
Em(F, n, I)
2. If ε = (ε1, . . . , εm) ∈ Em(F ), then εα = (εα(1), . . . , εα(m)) ∈ Em(F ) for
any permutation α = (α(1), . . . , α(m)) of (1, . . . ,m).
3. When choosing m = 1, Definition 6 recovers the standard definition of
the neutral element, i.e.:
E1(F ) =
{ {e}, if F has neutral element e ∈ I
∅, otherwise
Remark 4 Note also that, as it can be easily checked, the concept of neutral
tuple for F could have been alternatively defined using either Definition 4 or
Definition 5, that is, the two following statements hold:
1. ε ∈ Im is neutral for F if and only if ε is neutral for F at level n for
any n > m, that is:
Em(F ) =
⋂
n>m
Em(F, n)
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2. ε ∈ Im is neutral for F if and only if ε is neutral for F w.r.t. I for any
ordered index set I ⊂ {1, 2, . . .} such that |I| = m, that is:
Em(F ) =
⋂
I⊂{1,2,...},|I|=m
Em(F, I)
When referring to the set made of all the tuples, regardless of their di-
mension, which are neutral for a given aggregation operator F , we will use
the following:
Definition 7 The neutral set of an aggregation operator F , denoted by
E(F ), is the set made of all the tuples ε ∈ Im, m ∈ lN, which are neutral for
F , i.e.,
E(F ) =
⋃
m∈lN
Em(F )
Let us now discuss some general properties of neutral tuples. We can
first of all notice that the concatenation of two neutral tuples provides a new
neutral tuple. Indeed, if given ε = (ε1, . . . , εp) ∈ Ip and τ = (τ1, . . . , τq) ∈
Iq, p, q ≥ 1, ετ is used to denote the tuple of dimension p + q built as
(ε1, . . . , εp, τ1, . . . , τq), then the following result may be stated:
Proposition 1 Let F be an aggregation operator. If ε, τ ∈ E(F ), then ετ ∈
E(F ).
Proof. Let us suppose that it is ε ∈ Ip and τ ∈ Iq for some p, q ∈ lN.
Then we have to prove that for any I ⊂ {1, . . . , n} such that |I| = p + q
it is ετ ∈ Ep+q(F, n, I), i.e., fn(x) = fn−(p+q)(xI) for any x ∈ In such that
xI = ετ . But if xI = ετ , then there exist J ,K such that xJ = ε and
(xJ )K = τ . Then:
fn(x) = fn−p(xJ ) (because ε ∈ E(F ) and xJ = ε)
= f(n−p)−q((xJ )K) (because τ ∈ E(F ) and (xJ )K = τ)
= fn−(p+q)(xI) (because (xJ )K = xI)
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Proposition 2 Let F be an aggregation operator with a non-empty neutral
set Em(F, n, I) at level n. Then for any ε ∈ Em(F, n, I) and any x ∈ In such
that xI = ε and xI = (0, 0, . . . , 0):
fn(x) = 0 = min(x).
Also for any ε ∈ Em(F, n, I) and any x ∈ In such that xI = ε and xI =
(1, 1, . . . , 1):
fn(x) = 1 = max (x).
Proof. In the first case
fn(x) = fn−m(0, 0, . . . , 0) = 0,
and
fn(x) = fn−m(1, 1, . . . , 1) = 1
in the second.
Corollary 1 Let M∨p (F ) = {x ∈ Ip : F (x) = max(x)}, and M∧q (F ) = {x ∈
Iq : F (x) = min(x)}. Then
{x ∈ Ip : xI ∈ Em(F, p, I), xI = (1, . . . , 1)} ⊆ M∨p (F )
and
{x ∈ Iq : xI ∈ Em(F, q, I), xI = (0, . . . , 0)} ⊆ M∧q (F )
for all p, q > m.
Proposition 3 Let F be an aggregation operator with neutral tuples ε and
τ , such that ε ≥ τ componentwise. Then ξ : τ ≤ ξ ≤ ε are also neutral tuples
of F .
Proof. Follows immediately from monotonicity of aggregation opera-
tors.
As it will be shown later on when considering concrete examples, there are
aggregation operators – like, for example, the well-known arithmetic mean
– that have empty neutral sets. However, Proposition 1 allows to establish,
in particular, that there are at least some important families of aggregation
operators with non-empty neutral sets (moreover, with non-empty m-neutral
sets for any dimension m ∈ lN):
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Proposition 4 Let F be an aggregation operator with neutral element e ∈ I.
Then for any m ∈ lN, (e, . . . , e︸ ︷︷ ︸
m times
) ∈ Em(F ).
Proof. e ∈ E1(F ) by definition (see Remark 3). Then, applying Propo-
sition 1 to ε = τ = e we get (e, e) ∈ E2(F ). The same result, applied to
ε = (e, e) and τ = e, shows that (e, e, e) ∈ E3(F ), and, similarly, we get that,
in general, (e, . . . , e︸ ︷︷ ︸
m times
) ∈ Em(F ) for any m ≥ 1.
Proposition 5 Let F be an aggregation operator with a neutral element e.
Then the neutral set Em(F, n, I) is not empty for every I ⊂ {1, . . . , n}, m =
|I|.
Proof. Since {(e, . . . , e︸ ︷︷ ︸
m−times
)} ∈ Em(F ) and
Em(F ) =
⋂
I⊂{1,...,n},|I|=m
Em(F, n, I),
all Em(F, n, I) 6= ∅.
However, one may have some Em(F, n, I) 6= ∅ holding for m ≥ 1, but no
neutral element (e.g., projection operators in section 4.5).
Thus we have established that aggregation operators with a standard
neutral element e ∈ I, such as for example the well-known triangular norms,
triangular conorms or uninorms, will have nonempty neutral sets, including,
at least, the tuples of the form (e, . . . , e); later we shall see that, in some
cases, neutral sets may have elements with a more complicated structure.
Observe now that neutral tuples have the property that their aggregation,
by means of F , always provides the same output:
Proposition 6 Let F be an aggregation operator. Then for any ε, τ ∈ E(F )
it is F (ε) = F (τ).
Proof. Let us suppose that it is ε = (ε1, . . . , εp) ∈ Ip and τ = (τ1, . . . , τq) ∈
Iq for some p, q ∈ lN. Then:
(i) ε ∈ E(F ) implies, in particular, fp+q(ε1, . . . , εp, τ1, . . . , τq) = fq(τ)
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(ii) Similarly, τ ∈ E(F ) implies fp+q(ε1, . . . , εp, τ1, . . . , τq) = fp(ε)
From (i) and (ii) we get fp(ε) = fq(τ), i.e., F (ε) = F (τ).
Note that choosing p = q = 1 the above proposition recovers the well-
known result which establishes the uniqueness of the standard neutral ele-
ment. In addition, Proposition 6 can be particularized to the case of aggre-
gation operators with standard neutral element in the following way:
Corollary 2 Let F be an aggregation operator with neutral element e ∈ I.
Then for any ε ∈ E(F ), it is F (ε) = e.
Proof. Since the neutral element e ∈ I belongs to E1(F ) (see Remark
3), it suffices to apply the previous result to the particular case τ = e ∈ I,
and then it is F (ε) = F (e) = f1(e) = e for any ε ∈ E(F ).
Remark 5 Note that the converse is not true, i.e., F (ε) = e, where e is the
neutral element of F , does not imply that ε is a neutral tuple. For example,
the 3−Π operator with the convention 0
0
= 1
2
(Example 5). F (0, 1) = 1
2
but
(0, 1) is not a neutral tuple as F (x, 0, 1) = 1
2
6= x if x 6= 1
2
.
Recall also (see for example [8]) that given an aggregation operator F :⋃
n∈N
[c, d]n → [c, d] and a monotone bijection ϕ : [a, b] → [c, d], the operator
Fϕ :
⋃
n∈N
[a, b]n → [a, b], defined as (fn)ϕ(x1, . . . , xn) = ϕ−1(fn(ϕ(x1), . . . , ϕ(xn))),
is in turn an aggregation operator, usually known as the ϕ-transform of F .
We may therefore wonder about the relationship between the neutral infor-
mation associated to F and the one related to its ϕ-transform Fϕ. The next
proposition describes this relationship:
Proposition 7 Let F :
⋃
n∈N
[c, d]n → [c, d] be an aggregation operator and let
ϕ : [a, b] → [c, d] be a monotone bijection. If I ⊂ {1, . . . , n}, n > 1, is an
ordered index set such that 0 < |I| = m, then for any ε ∈ [c, d]m:
ε ∈ Em(F, n, I) if and only if ϕ−1(ε) ∈ Em(Fϕ, n, I)
where, if ε ∈ [c, d]m represents the vector (ε1, . . . , εm), then ϕ−1(ε) ∈ [a, b]m
denotes the vector (ϕ−1(ε1), . . . , ϕ−1(εm)).
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Proof. It suffices to take into account that ϕ(x)I = ϕ(xI) for any
bijection ϕ : I → I.
When working, as it is usually the case, with operators acting on the unit
interval (i.e., when it is [c, d] = [0, 1]), the above result may be applied, in
particular, to the two following situations:
1. When choosing [a, b] = [0, 1] and taking ϕ : [0, 1]→ [0, 1] as the duality
transformation ϕ(x) = ϕd(x) = 1− x for any x ∈ [0, 1]. In such a case,
the ϕd-transform of a given aggregation operator F , Fϕd , is known as
the dual of F , and Proposition 7 states that the neutral tuples of a given
operator may be directly obtained from the ones of its dual operator.
2. When a bipolar operator, obtained by transformation from a unipo-
lar operator, is needed (i.e., when choosing [c, d] = [0, 1] and [a, b] =
[−1, 1]). In such situations, Proposition 7 allows to obtain the neutral
tuples of the bipolar operator directly from the ones of the correspond-
ing unipolar operator (note that, obviously, the same could be done in
the opposite direction, i.e., starting with a bipolar operator).
4 Neutral sets of aggregation operators
4.1 Conjunctive and disjunctive operators
Conjunctive aggregation operators, i.e., those verifying F ≤ min, constitute
an important class of operators that includes widely-used ones such as the
already mentioned triangular norms (subsequently abbreviated as t-norms)
or copulas (see e.g. [12, 14]). With regards to their neutral sets, the next
result proves that these sets are either empty or they are limited to just one
specific tuple:
Proposition 8 Let F be a conjunctive aggregation operator. Then for any
n > 1 and any ordered index set I ⊂ {1, . . . , n} such that |I| = m, it is
Em(F, n, I) ⊆ {(1, . . . , 1︸ ︷︷ ︸
m−times
)}.
Proof. Let us suppose that ε = (ε1, . . . , εm) ∈ Em(F, n, I) and let us
choose x ∈ In such that xI = ε and xI = (1, . . . , 1). Then Proposition
2 establishes that fn(x) = 1. Now, since F is conjunctive, this implies
1 = fn(x) ≤ min(x) = min(ε1, . . . , εm), that is, ε = (1, . . . , 1).
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The above result, along with the one obtained in Proposition 4, allows
one to describe the neutral sets of a wide class of conjunctive aggregation
operators, those with neutral element e = 1, such as t-norms and copulas:
Proposition 9 Let F be an aggregation operator with neutral element 1.
Then for anym ∈ lN, I ⊂ {1, . . . , n}, |I| = m, it is Em(F, n, I) = {(1, . . . , 1︸ ︷︷ ︸
m−times
)}.
Consequently, Em(F ) = {(1, . . . , 1︸ ︷︷ ︸
m−times
)}.
Proof. We first prove that if F has neutral element 1 then it is nec-
essarily conjunctive. To see this, let min(x) = xi. Because of the mono-
tonicity property and the fact that e = 1 acts as a neutral element, it is
fn(x) ≤ fn(1, . . . , 1, xi, 1, . . . , 1) = xi = min(x) for any x ∈ In, i.e., F ≤ min.
By Proposition 8 Em(F, n, I) ⊆ {(1, . . . , 1︸ ︷︷ ︸
m−times
)} for any m ∈ lN. Now, in order
to obtain the equality, it suffices to consider Proposition 4 (and also Remark
3).
Disjunctive aggregation operators, that is, those verifying F ≥ max, are
the dual operators of the conjunctive ones, so results similar to the ones deal-
ing with conjunctive operators may be obtained by duality, using Proposition
7.
Proposition 10 Let F be a disjunctive aggregation operator. Then for any
n > 1 and any ordered index set I ⊂ {1, . . . , n} such that |I| = m, it is
Em(F, n, I) ⊆ {(0, . . . , 0︸ ︷︷ ︸
m−times
)}.
Similarly to the case of conjunctive operators, disjunctive operators in-
clude, in particular, any operator with neutral element e = 0, such as t-
conorms or dual copulas.
Proposition 11 Let F be an aggregation operator with neutral element 0.
Then for any m ∈ lN, I ⊂ {1, . . . , n}, |I| = m, it is Em(F, n, I) = Em(F ) =
{(0, . . . , 0︸ ︷︷ ︸
m−times
)}.
Thus it appears that both conjunctive and disjunctive aggregation oper-
ators, in particular t-norms and t-conorms, are not very interesting as far as
neutral information is concerned, as they only have trivial neutral sets.
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4.2 Quasi-linear T-S operators
Consider now quasi-linear T -S aggregation operators [15], which are con-
structed from a t-norm T , a t-conorm S, a parameter λ ∈]0, 1[ and a con-
tinuous and strictly monotone function g : [0, 1] → [−∞,∞] such that
{g(0), g(1)} 6= {−∞,+∞} as follows:
QLT,S,λ,g(x) = g
−1 [(1− λ)g(T (x)) + λg(S(x))] .
This class includes the well-known linear and exponential convex T-S opera-
tors ( [8, 13]), which may be obtained by choosing, respectively, g = Id and
g = log, and that are given by:
LT,S,λ(x) = (1− λ)T (x) + λS(x) and
ET,S,λ(x) = T (x)
1−λS(x)λ
Proposition 12 Any quasi-linear T-S aggregation operator F has empty
neutral sets Em(F, n, I).
Proof. Let us suppose that there exists ε ∈ Em(F, n, I). Then for any
x ∈ In such that xI = ε it is fn(x) = fn−m(xI), i.e.,
(1− λ)g(Tn(x)) + λg(Sn(x)) = (1− λ)g(Tn−m(xI)) + λg(Sn−m(xI))
Take xI = (0, . . . , 0). Then we have
(1− λ)g(0) + λg(Sn(x)) = (1− λ)g(0) + λg(0) = g(0),
from which it is either Sn(x) = 0 (since λ 6= 0) or g(0) = ±∞. In the first
case we have x = 0 as the only possible solution, i.e., ε = xI = (0, . . . , 0).
Then, for an arbitrary x ∈ In such that xI = ε, it is
(1− λ)g(0) + λg(Sn(x)) = (1− λ)g(Tn−m(xI)) + λg(Sn−m(xI))
But we know that (0, . . . , 0) is a neutral tuple for S, i.e., Sn(x) = Sn−m(xI),
and hence, since λ 6= 1, it must be Tn−m(xI) = 0, which is not true for all
arbitrary xI . In the second case (g(0) = ±∞), taking xI = (1, . . . , 1), we get
(1− λ)g(Tn(x)) + λg(1) = (1− λ)g(1) + λg(1) = g(1),
which implies, since it is g(1) 6= ±∞ (by definition it is {g(0), g(1)} 6=
{−∞,+∞}) and λ 6= 1, Tn(x) = 1, that is, ² = xI = (1, . . . , 1). But
then we have, for an arbitrary x ∈ In such that xI = ε,
(1− λ)g(Tn(x)) + λg(1) = (1− λ)g(Tn−m(xI)) + λg(Sn−m(xI))
Since (1, . . . , 1) is a neutral tuple for T , which means that Tn(x) = Tn−m(xI),
and λ 6= 0, it must be Sn−m(xI) = 1 for any xI , which is impossible.
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4.3 Uninorms and Nullnorms
Let us now consider uninorms, and some other types of aggregation operators.
We start with representable uninorms which are defined with the help of an
additive generator [10], a strictly monotone bijection g : I → [−∞,∞],
fn(x1, . . . , xn) = g
−1 (g(x1) + . . .+ g(xn)) .
We use the convention ∞ + (−∞) = −∞. We recall that uninorms are as-
sociative commutative aggregation operators with the neutral element e ∈
[0, 1]. Uninorms are necessarily discontinuous on In, except when e = 0 or
e = 1, in which case they coincide with t-norms or t-conorms. Representable
binary uninorms are continuous on I2\{(0, 1), (1, 0)}, (for n variables discon-
tinuity happens at all faces of In whose coordinates contain at least one 0
and one 1). The neutral element of representable uninorms is the zero of g,
g(e) = 0.
Uninorms are frequently used in fuzzy systems modeling [19]. A notable
example is MYCIN’s aggregation operator, which turn out to be a repre-
sentable uninorm [9,18].
Proposition 13 Let F be a representable uninorm, with the generator g.
Then Em(F ) = {x ∈ (0, 1)m :
∑
i=1,...,m
g(xi) = 0}.
Proof. From the definition of neutral tuples we have
g−1
(
n∑
i=1
g(xi)
)
= g−1
(
n∑
i6∈I
g(xi)
)
.
Then for xi, i ∈ I distinct from 0 and 1 we should have
n∑
i=1
g(xi) =
∑
i∈I
g(xi) +
∑
i6∈I
g(xi) =
∑
i6∈I
g(xi),
which implies the necessity of
∑
i∈I g(xi) = 0. Sufficiency is straightforward.
The tuples involving 0 and 1 are excluded since F (0, 1, x) = x for example,
will violate associativity. The reasoning is valid for any m, n > m, and any
I.
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Example 5 3− Π operator [8], p.19, given by
fn(x1, x2, . . . , xn) =
∏
xi∏
xi +
∏
(1− xi) ,
with the convention 0
0
= 0 is a representable uninorm with an additive gen-
erator g(x) = log( x
1−x) and neutral element e =
1
2
.
The neutral set Em(F ) containing the tuples ε ∈ (0, 1)m is identified from∏
i=1,...,m
εi =
∏
i=1,...,m
(1− εi).
In particular, when m = 2, we have an explicit formula
E2(F ) = {ε = (xi, xj) ∈ (0, 1)2, i 6= j : ε1 + ε2 = 1}.
Thus we also have, by concatenating neutral tuples as in Proposition 1
{ε ∈ (0, 1)m : εi + εj = 1, εk = 1
2
, k 6= i, j} ⊆ Em(F ),m > 2,
and also
{ε ∈ (0, 1)m : εi + εj = 1, εk + εl = 1, all i, j, k, l distinct} ⊆ Em(F ),m = 4,
etc.
Proposition 14 Let F be a representable uninorm, with the neutral element
e = 1
2
and a generator g, satisfying g(t) = −g(1− t). Then
E2(F ) = {ε = (xi, xj) ∈ (0, 1)2, i 6= j : ε1 + ε2 = 1}.
and the tuples
{ε ∈ (0, 1)m : εi + εj = 1, εk = 1
2
, k 6= i, j} ⊆ Em(F ),m > 2,
{ε ∈ (0, 1)m : εi + εj = 1, εk + εl = 1, all i, j, k, l distinct} ⊆ Em(F ),m = 4,
etc.
Proof. Clearly, g(ε1) + g(ε2) = g(ε1) + g(1 − ε1) = 0. By applying
Proposition 1 we obtain the other tuples.
Note that 3− Π operator in Example 5 satisfies the condition of Propo-
sition 14.
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Remark 6 On the bipolar scale I = [−1, 1], the conditions of Proposition
14 are e = 0 and g(t) = −g(−t), and the characterization equation changes
to ε1 + ε2 = 0.
Example 6 The MYCIN’s aggregation operator is a representable uninorm
on a bipolar scale with the generator [6, 9]
g(t) =
{
ln(1 + t), if t < 0,
− ln(1− t), otherwise.
On I = [0, 1] it is given as
g(t) =
{
ln(2t), if t < 1
2
,
− ln(2(1− t)), otherwise.
On bipolar scale the neutral sets are characterized by
Em(F ) = {ε ∈ (−1, 1)m :
∏
εi<0
(1 + εi) =
∏
εi≥0
(1− εi)}
Clearly, the neutral element e = 0 and g(t) = −g(−t), hence some neutral
tuples are given explicitly as in Proposition 14 (see Remark 6),
E2(F ) = {x ∈ (−1, 1)2 : ε1 + ε2 = 0},
and
{ε ∈ (−1, 1)m : εi + εj = 0, εk = 0, k 6= i, j} ⊆ Em(F ),m > 2,
{ε ∈ (−1, 1)m : εi+ εj = 0, εk+ εl = 0, all i, j, k, l distinct} ⊆ Em(F ),m = 4,
etc.
Example 7 PROSPECTOR’s aggregation operator is a representable uni-
norm on a bipolar scale with the generator [9]
g(t) = ln
(
1 + t
1− t
)
The neutral sets are
Em(F ) = {ε ∈ (−1, 1)m :
∏
i=1,...,m
(1 + εi) =
∏
i=1,...,m
(1− εi)}
The neutral element e = 0 and g(t) = −g(−t), conditions of Proposition
14 and Remark 6 are satisfied, and we obtain explicitly some of the same
neutral tuples as in MYCIN’s operator. However, in general, except for m =
2, the neutral sets are different.
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Nullnorms [7] are commutative and associative aggregation operators with
the annihilator a ∈ [0, 1]. They are related to ordinal sums of t-norms and
t-conorms, and coincide with t-norm or t-conorm when a = 0 or a = 1
respectively.
Proposition 15 Let F be a nullnorm with the annihilator a ∈ (0, 1). All
neutral sets are empty.
Proof. Assume the converse, and let ε be a neutral tuple. Take x ∈ In :
xI = ε, xI = (1, . . . , 1). By Proposition 2, F (x) = 1, but a nullnorm takes the
value of 1 exclusively at x = (1, 1, . . . , 1), which implies that ε = (1, . . . , 1︸ ︷︷ ︸
m−times
).
Now take x ∈ In : xI = ε, xI = (0, . . . , 0). By Proposition 2, F (x) = 0,
but a nullnorm takes the value of 0 exclusively at x = (0, 0, . . . , 0), which
implies that ε = (0, . . . , 0︸ ︷︷ ︸
m−times
). Hence we have a contradiction.
4.4 Other generated aggregation operators
Consider now another class of unipolar aggregation operators similar to rep-
resentable uninorms [13]. Let g : I → [a, b], −∞ < a < b <∞ be a monotone
increasing function with zero e ∈ I. Define
fn(x1, . . . , xn) = g
(−1) (g(x1) + . . .+ g(xn)) , (2)
where g(−1) denotes the pseudoinverse.
The function (2) is continuous on In, but it is not associative. Further,
on [e, 1]n it coincides with a (scaled) nilpotent t-conorm and on [0, e]n it
coincides with a (scaled) nilpotent t-norm. As with uninorms, e is its neutral
element, and when e = 1 or e = 0 we obtain t-norms and t-conorms as
limiting cases. We have an analogue of Proposition 13.
Proposition 16 Let F be a function given by (2), with an additive generator
g. Then Em(F ) = {x ∈ Im :
∑
i=1,...,m
g(xi) = 0}.
We also have an analogue of Proposition 14 for this type of operators,
which helps characterize some of the neutral tuples explicitly.
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Example 8 [8,13] Let g(t) = t−1
2
. Then F is an ordinal sum of Lukasiewicz
t-norm and t-conorm, given by
F (x) = max(0,min(1,
1
2
+
n∑
i=1
(xi − 1
2
)))
The neutral set Em(F ) = {ε ∈ Im :
∑m
i=1 εi =
m
2
}.
It is interesting to consider the same operator on bipolar scale, i.e.,
F (x) = max(−1,min(1,
n∑
i=1
xi)).
The neutral set is given as Em(F ) = {ε ∈ Im :
∑m
i=1 εi = 0}.
4.5 Averaging operators
We recall that an aggregation operator is called an averaging if it is bounded
by minimum and maximum. Averaging aggregation operators are idempo-
tent. A distinguished class of averaging operators is the one made of the
so-called weighted quasi-arithmetic means ( [1], [8]):
Definition 8 An aggregation operator is a weighted quasi-arithmetic mean
if, for each n ∈ lN, it can be written as
fn(x) = g
−1
(
n∑
i=1
wing(xi)
)
where g : [0, 1]→ [−∞,+∞] is a continuous strictly monotone function and
wn = (w1n, . . . , wnn) ∈ In verifies
∑n
i=1win = 1.
The above definition includes two important classes of commonly used
operators: weighted arithmetic means (obtained when choosing g(t) = t)
and quasi-arithmetic means (obtained when taking the weights win = 1/n
for all n ∈ lN, i ∈ {1, . . . , n}).
Regarding neutral information, the neutral sets of weighted quasi-arithmetic
means are, in general, empty, except in some specific cases described in the
following proposition:
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Proposition 17 Let F be a weighted quasi-arithmetic mean. Then for any
n ∈ lN and any I ⊂ {1, . . . , n} such that |I| = m it is:
Em(F, n, I) 6= ∅ if and only if
{
(i) win = 0 ∀i ∈ I
(ii) wIjn = wjp ∀j ∈ {1, . . . , p}
where p = n−m. In addition, under the above conditions, it is Em(F, n, I) =
Im.
Proof. If the conditions (i) and (ii) hold, it is clearly Em(F, n, I) = Im.
Conversely, let us suppose that Em(F, n, I) 6= ∅, i.e., there exists ε ∈ Im such
that ε ∈ Em(F, n, I). By definition, this means
∑
i∈I
wing(εi) +
p∑
j=1
wIjng(xIj) =
p∑
j=1
wjpg(xIj) (3)
for any x ∈ In such that xI = ε. Given a, b ∈]0, 1[, a 6= b, this must be true,
in particular, for xI = (a, . . . , a) and xI = (b, . . . , b). Then we have:
∑
i∈I
wing(εi) = g(a)
[
1−
p∑
j=1
wIjn
]
= g(b)
[
1−
p∑
j=1
wIjn
]
.
Since g is strictly monotone, this implies
∑p
j=1wIjn = 1, and, therefore,
win = 0 for any i ∈ I, i.e., condition (i) must be satisfied. But then equation
(3) becomes
p∑
j=1
wIjng(xIj) =
p∑
j=1
wjpg(xIj)
for any xI ∈ Ip. In particular, for each j ∈ {1, . . . , p} we can choose xI
such that g(xIi) 6= 0 if i = j and g(xIi) = 0 otherwise (if g is such that
0 /∈ Ran(g), recall - see e.g. [8] - that any linear transformation of g generates
the same weighted quasi-arithmetic mean). We then obtain wIjn = wjp for
any j ∈ {1, . . . , p}, which is condition (ii).
The projections to the first and to the last coordinates, given, respectively,
by PF (x1, . . . , xn) = x1 and PL(x1, . . . , xn) = xn, are important examples
of averaging operators ( [8]) that appear to have non-empty neutral sets.
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Indeed, both can be seen as weighted arithmetic means with weighting vectors
of the form (1, 0, . . . , 0) and (0, . . . , 0, 1), respectively. Then, according to
Proposition 17, PF will have nonempty neutral sets Em(PF , n, I) = Im, if
1 /∈ I and 0 < m ≤ n− 1, and Em(PF , n, I) = ∅ if 1 ∈ I. It is similar for PL,
and thus projection operators deliver the largest possible neutral sets with
any index set I : |I| = n − 1. Of course, projection operators discard all
information given by the components xI , and thus may seem to be of little
practical interest. However they help to prove that the absence of a neutral
element does not imply that the neutral sets are empty.
On the other hand, Proposition 17 shows that weighted quasi-arithmetic
means with strictly positive weighting vectors have always empty neutral
sets (this is the case, in particular, of any quasi-arithmetic mean). We can
generalize this result for other averaging aggregation operators:
Proposition 18 Let F be an averaging aggregation operator bounded by
min(x) < F (x) < max(x) except on the diagonal where the equality takes
place. All neutral sets are empty.
Proof. We have M∨n(F ) = M∧n(F ) = {x ∈ In : x1 = x2 = . . . = xn},
where as in Corollary 1, M∨n(F ),M∧n(F ) denote the subsets on which the
aggregation operator coincides with maximum and minimum respectively.
Now, it follows from Corollary 1 that if xI ∈ Em(F, n, I), and xI = (0, . . . , 0),
then x ∈ M∧n(F ), which implies xI = (0, . . . , 0). On the other hand, if
xI ∈ Em(F, n, I), and xI = (1, . . . , 1) then x ∈ M∨n(F ), which implies xI =
(1, . . . , 1). Hence we have a contradiction.
We will now deal with another important class of averaging operators:
Definition 9 An aggregation operator is a generalized Ordered Weighted
Averaging (OWA) ( [8, 20]) if, for each n ∈ lN, it can be written as
fn(x) = g
−1
(
n∑
i=1
wing(x(i))
)
where g : [0, 1] → [−∞,+∞] is a continuous strictly monotone function,
wn = (w1n, . . . , wnn) ∈ In verifies
∑n
i=1win = 1 and (x(1), . . . , x(n)) is a vector
obtained from x by arranging its components in a non-decreasing order.
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Proposition 18 may be applied, in particular, to generalized OWA opera-
tors with strictly positive weighting vectors and generating function satisfying
Ran(g) ⊂ lR, thus proving the existence of generalized OWA operators with
empty neutral sets. However, the next result shows that this is not always
the case (note that, since generalized OWA are symmetric, we can directly
deal with sets Em(F, n) instead of sets Em(F, n, I)):
Proposition 19 Let F be a generalized OWA operator.Then for any m,n ∈
lN such that p = n − m > 0 it is ε ∈ Em(F, n) if and only if there exists
r, s ≥ 0 such that m = r + s and:
(i) If r 6= 0, then win = 0 ∀i ∈ {1, . . . , r}.
If s 6= 0, then win = 0 ∀i ∈ {n− s+ 1, . . . , n}.
(ii) ε ∈ {0, 1}m and contains exactly r zeros and s ones.
(iii) (w(r+1)n, . . . , w(n−s)n) = (w1p, . . . , wpp)
Proof. If the three conditions (i)-(iii) are satisfied then ε is clearly a
neutral tuple. Conversely, let us suppose that ε ∈ Em(F, n). By definition,
this means
n∑
i=1
wing(x(i)) =
p∑
j=1
wjpg(xI (j)) (4)
for any x ∈ In such that xI = ε, where I, |I| = m, is an arbitrary index set.
Let us prove that ε contains only zeros and ones. Assume the contrary, say
ε has j zeroes, s ones, m = j+ s+1, and one of the components 0 < εk < 1.
We note that the generating function g(t) is defined up to an arbitrary linear
transformation (see e.g. [8]), therefore with no loss of generality we assume
that g(εk) < 0, and g increasing.
Let us show first that at least one of the weights win, j + 1 < i < n −
s + 1 is strictly positive. Take xI = (c, c, . . . , c), εk < c < 1, i.e., x() =
(0, . . . , 0, εk, c . . . , c, 1, . . . , 1). Then from (4)
j∑
i=1
wing(0)+wj+1,ng(εk)+
n−s∑
i=j+2
wing(c)+
n∑
i=n−s+1
wing(1) =
p∑
i=1
wipg(c) = g(c)
But if win = 0, j + 1 < i < n− s + 1, the expression on the left is constant,
and that on the right depends on c, hence contradiction.
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Thus let wqn be the first nonzero weight, i.e., win = 0, i = j+1, . . . , q−1,
q < n − s + 1 and wqn > 0. Eq. (4) must hold or any xI , let us take the
following vectors
x1I = (a, a, a, . . . , a)
x2I = (b, a, a, . . . , a)
x3I = (b, b, a, . . . , a)
. . .
xn−m+1I = (b, b, b, . . . , b),
with 0 < b < εk < a < 1, and g(a) = 0.
By choosing an appropriate vector xlI , l = 1, . . . , n − m + 1 from the
collection above, we can always obtain such a vector x, that its q-th smallest
component is εk, i.e., x(q) = εk. But then the expression
n∑
i=1
wing(x(i)) =
j∑
i=1
wing(0)+
q−1∑
i=j+1
0g(b)+wqng(εk)+
n−s∑
i=q+1
0win+
n∑
i=n−s+1
wing(1)
involves a non-zero term wqng(εk) and is constant. On the right-hand side of
(4) we have
q−1∑
i=1
wipg(b) +
p∑
i=q
0wip = g(b)
q−1∑
i=1
wip
i.e., it is either a non-constant function of b, or it is null (if all the weights
wip = 0, i = 1, . . . , q − 1 ). In the former case we immediately have a
contradiction, so consider the latter case, which implies
j∑
i=1
wing(0) + wqng(εk) +
n∑
i=n−s+1
wing(1) =
q−1∑
i=1
wip = 0
Now take another vector xlI from the collection above, such that x(q−1) = εk.
We have
j∑
i=1
wing(0) + wq−1,ng(εk) +
n∑
i=n−s+1
wing(1) = g(b)
q−2∑
i=1
wip = 0.
But this leads to the conclusion that wq−1,ng(εk) = wqng(εk), which is im-
possible since wq−1,n = 0 and wqn > 0. Hence we also have a contradiction.
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Assumption that more than one component of ε is distinct from zero or one
leads to a similar contradiction. Hence the necessity of item (ii) is proven.
Thus we assume in the rest of the proof that ε = (0, . . . , 0︸ ︷︷ ︸
r times
, 1, . . . , 1︸ ︷︷ ︸
m−r times
).
Now take the vector xI = (a, . . . , a), 0 < a < 1, such that g(a) = 0. We
have
F (x) =
r∑
i=1
wing(0) +
n−m+r∑
i=r+1
wing(a) +
n∑
i=n−m+r+1
wing(1)
=
p∑
j=1
wjpg(a) = g(a) = 0.
Hence
r∑
i=1
wing(0) +
n∑
i=n−m+r+1
wing(1) = 0.
Take another vector xI = (b, . . . , b), 0 < b < 1, b 6= a.
F (x) =
r∑
i=1
wing(0) +
n−m+r∑
i=r+1
wing(b) +
n∑
i=n−m+r+1
wing(1)
= 0 +
n−m+r∑
i=r+1
wing(b) =
p∑
j=1
wjpg(b) = g(b).
This implies that
n−m+r∑
i=r+1
win = 1, but win ≥ 0 and
n∑
i=1
win = 1, which means
win = 0 for i = 1, . . . , r and i = n−m+ r + 1, . . . , n. Thus the necessity of
(i) is proven.
Since (i) and (ii) are the necessary conditions, equation (4) becomes
w(r+1)ng(x(1)) + . . .+ w(n−s)ng(x(p)) = w1pg(x(1)) + . . .+ wppg(x(p))
for any x ∈ Ip. Then choosing x such that g(x(1)) 6= 0 and g(x(i)) = 0
for any i 6= 1 we get w(r+1)n = w1p (recall again that if 0 /∈ Ran(g), g can
always be replaced by a linear transformation). Since this can be done for
any j ∈ {1, . . . , p}, condition (iii) is obtained.
Obviously, Proposition 19 applies to OWA operators, obtained when
choosing g(t) = t, and then also to min and max, since both of them
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are special cases of OWA operators with weighting vectors (1, 0, . . . , 0) and
(0, . . . , 0, 1), respectively. Note that in these cases Proposition 19 recovers the
fact (see section 4.1) that (1, . . . , 1) and (0, . . . , 0) are neutral, respectively,
for min and max.
To end this section we briefly analyze another class of averaging operators,
based on the Choquet integral.
Definition 10 [11] Choquet integral based aggregation operator with respect
to a fuzzy measure v is given by
Cv(x) =
n∑
i=1
x(i)[v({j|xj ≥ x(i)})− v({j|xj ≥ x(i+1)})], (5)
where (x(1), x(2), . . . , x(n)) is a non-decreasing permutation of the input x, and
x(n+1) =∞ by convention.
Choquet integral based operators may have nontrivial neutral sets, as can
be seen from the following example.
Example 9 Consider fuzzy measure given by
v({1}) = a, v({2}) = 0, v({3}) = b, v({1, 2}) = 1,
v({1, 3}) = c, v({2, 3}) = d, v({1, 2, 3}) = 1,
where a, b, c, d ∈ I, a, b ≤ c, b ≤ d. The neutral set E2(F, 3, {2, 3}) = {(1, 0)},
i.e., Cv(t, 1, 0) = t. Note that values a, b, c, d can be chosen fairly arbitrary.
4.6 Self-dual operators
Definition 11 [8] An aggregation operator is called self-dual if F (x) =
1− F (1− x) for all x ∈ In.
Self-dual operators have been characterized by Silvert [16] as those that are
symmetric sums
F (x) =
A(x)
A(x) + A(1− x) ,
with the convention 0
0
= 1
2
, where A is an aggregation operator.
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In some cases self-dual aggregation operators will have a neutral element
(necessarily e = 1
2
). For example, the operator
fn(x1, x2, . . . , xn) =
∏
xi∏
xi +
∏
(1− xi) ,
with the convention 0
0
= 1
2
. This aggregation operator coincides with the
3− Π uninorm in the interior of the unit cube, but it is not associative [8].
There are many other self-dual aggregation operators with the neutral
element e = 1
2
. To construct them, take as A any non self-dual aggregation
operator with e = 1
2
(if A is self-dual, we get F = A). Clearly, if A has the
neutral element e = 1
2
, so is F .
Proposition 20 A self-dual aggregation operator with the neutral element
e = 1
2
has nonempty neutral sets Em(F, n).
Proof. Follows from Proposition 4.
In some cases we can characterize the neutral sets of self-dual aggregation
operators using a necessary condition which involves operator A.
Proposition 21 A necessary condition for a tuple ε to be a neutral tuple of
a self-dual aggregation operator F with the neutral element e = 1
2
is
A(ε) = A(1− ε)
Proof. From Corollary 2 F (ε) = 1
2
.
A(ε) =
1
2
(A(ε) + A(1− ε)),
from which we get the result.
Proposition 22 If ε is a neutral tuple of a self-dual aggregation operator F ,
then τ = 1− ε is also a neutral tuple.
Proof. Evident.
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5 Construction methods
From the previous section we see that different classes of aggregation op-
erators have quite distinct neutral sets, ranging from empty sets, to finite
and infinite neutral sets, to the whole cube Im,m < n. If we have a given
aggregation operator F , we can characterize its neutral sets in some cases
explicitly. The goal of this section is to solve the opposite problem: given a
desired neutral set, how to design an aggregation operator with this neutral
set. We concentrate on building an n-ary aggregation operator fn(x) of a
fixed dimension n.
In the following we will assume that the aggregation operator is Lipschitz-
continuous, with a Lipschitz constant M in some norm lp. Such aggregation
operators are of significant practical interest, as they provide stable output
with respect to inaccuracies in the values of arguments. p-stable, 1-Lipschitz,
kernel aggregation operators, copulas and quasi-copulas are special classes of
Lipschitz aggregation operators with Lipschitz constant M = 1.
In this section we construct the largest and the smallest Lipschitz ag-
gregation operators with the desired neutral set, and will also identify the
optimal one.
Let the neutral set of an aggregation operator be given implicitly as
Em(F, n, I) = {x ∈ Im : h(x) = 0}. We have seen from the previous section
that frequently g is given as the opposite diagonal, i.e.,
∑m
i=1 xi = 1 in the
unipolar case, or
∑m
i=1 xi = 0 in the bipolar scale. Such a neutral set seems
to be quite intuitive, it includes tuples that should cancel each other, like
(1,−1), (1, 1,−1,−1), (p,−p, q,−q), and so on (we will restrict ourselves to
bipolar scale from now on, it will simplify the equations, and transformation
to the unipolar scale is easily done with Proposition 7).
A general method of construction of the largest and smallest monotone
Lipschitz functions interpolating a given set of data was given in [2–5]. Sup-
pose we want to interpolate the data set D = {(xk, yk)}Kk=1, xk ∈ In, yk ∈
I, yk = f(xk) with a Lipschitz function with the Lipschitz constant M . The
upper and lower bounds on the values of such a function are given by
σu(x) = min
k
{yk +M ||(x− xk)+||},
σl(x) = max
k
{yk −M ||(xk − x)+||}, (6)
where z+ denotes the positive part of vector z: z+ = (z¯1, . . . , z¯n), with
z¯i = max{zi, 0}.
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and the optimal interpolant, the one that minimizes the error in the worst
case scenario is given by the central scheme [17] as
g(x) =
1
2
(σl(x) + σu(x)). (7)
In our case, we will calculate the bounds that result from the conditions
fn((xI |xj)) = f1(xj) = xj, for j 6∈ I and m = n − 1, which will applied
together with the bounds resulting from other data, such as conditions f(1) =
1, f(0) = 0, etc. A detailed treatment of this method is given in [4, 5].
Let us formally state the problem. Take an index set I of cardinality
n − 1, j 6∈ I. Let us use the notation z = (z1, . . . , zj−1, t, zj+1, . . . , zn), such
that zI ∈ Em(F, n, I) and zj = t. Given the desired neutral set Em(F, n, I) =
{x ∈ Im : h(x) = 0}, |I| = m = n− 1, which implies the condition f(z) = t,
and also a Lipschitz constantM in some norm (necessarilyM ≥ 1), compute
the upper and lower bounds on f given by (6), and the optimal aggregation
operator (7).
The bounds (6) translate into
σu(x) = min
z:h(zI)=0,t∈I
{t+M ||(x− z)+||},
σl(x) = max
z:h(zI)=0,t∈I
{t−M ||(z − x)+||}. (8)
Next we compute these bounds explicitly. Consider the upper bound in (8),
which is a constrained optimization problem. Using the method of Lagrange
multipliers, convert it to
min
λ≥0,z∈In
(t+M ||(x− z)+||+ λh(zI)) . (9)
We remind that zj = t. Let us now consider a special case h(z) =
∑
i∈I zi,
mentioned earlier, i.e., the opposite diagonal of the aggregation operator. We
shall use a standard lp-norm. For p > 1, after differentiating with respect
to λ and components of zI we have the following system of the necessary
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conditions, ∑
i∈I
zi = 0,
KM(x1 − z1)p−1+ + λ = 0,
...
KM(xj−1 − zj−1)p−1+ + λ = 0,
KM(xj+1 − zj+1)p−1+ + λ = 0,
...
KM(xn − zn)p−1+ + λ = 0,
with K = −(∑
i∈I
(xi − zi)p+ + (xj − t)p+)
p−1
p from which
(x1− z1)p−1+ = . . . = (xj−1− zj−1)p−1+ = (xj+1− zj+1)p−1+ = . . . = (xn− zn)p−1+ .
Note that if h(x) =
∑
i∈I xi ≤ 0, then there exists z : h(z) = 0, xi ≤
zi,∀i ∈ I, meaning (xi − zi)+ = 0, hence the minimum with respect to z is
achieved at such a point, and we obtain
σu(x) = min
t∈I
{t+M(xj − t)+},
which yields the solution σu(x) = xj.
Thus we consider the case
∑
i∈I xi > 0. This effectively restricts the
domain to {z ∈ In : ∀i ∈ I zi ≤ xi and
∑
i∈I zi = 0}, and such a subset
is non-empty. Together with the necessary conditions of a minimum, this
translates into the system of equations
x1 − z1 = . . . = xj−1 − zj−1 = xj+1 − zj+1 = . . . = xn − zn.
In conjunction with
∑
i∈I zi = 0 solving for z1 we get
z1 =
x1(n− 2)− x2 − . . .− xn
n− 1 .
By resolving the rest of the equations with respect to zi we obtain a generic
formula, which identifies all but the j-th component of the optimal z.
zi = xi − 1
n− 1
∑
i∈I
xi, i ∈ I. (10)
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For p = 1 it is not difficult to check that the expression∑
i∈I
(xi − zi)+,
when restricted to
∑
i∈I zi = 0 and zi ≤ xi, is a constant function, hence the
set of its minimizers is {z : ∀i ∈ I zi ≤ xi,
∑
i∈I zi = 0}. Evidently, z given
by (10) belongs to this set, and hence we can use (10) for p ≥ 1.
Substituting the values of zi in (8) we obtain
σu(x) = min
t∈I
(
t+M((xj − t)p+ + γ)1/p
)
,
where γ =
∑
i∈I
(xi − zi)p+ = (n− 1)1−p
(∑
i∈I
xi
)p
.
To identify the minimum with respect to t we use the following
Proposition 23 Let γ ≥ 0, M ≥ 1, p ≥ 1, a ∈ I and
fa(t) = t+M((a− t)p+ + γ)1/p
The minimum of fa(t) is achieved at
• t∗ = −1, if M = 1;
• t∗ = a, if p = 1 and M > 1;
• t∗ = med
{
−1, a−
(
γ
M
p
p−1−1
) 1
p
, a
}
otherwise,
and its value is
min fa(t) =

M(γ + (a+ 1)p)
1
p , if t∗ = −1,
a+ (M
p
p−1 − 1) p−1p γ 1p , if t∗ = a−
(
γ
M
p
p−1−1
) 1
p
,
a+Mγ
1
p , if t∗ = a.
(11)
Proof. If p = 1, then
fa(t) = t+M(γ + (a− t)+) = t+Mγ +M(a− t)+.
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It is clear that when t ≥ a the function fx(t) = t+Mγ is strictly increasing
with respect to t and therefore its minimum is obtained at t∗ = a. On the
other hand, if t ≤ a then
fa(t) = t(1−M) +Mγ +Ma
and since M > 1, fa(t) would be decreasing and the minimum would be
located at t∗ = a; both cases provide
min fa(t) = fa(a) = a+Mγ.
For the case p > 1, note that for all t ≥ a, fa(t) is again strictly increasing
in t (and it will have its minimum at t∗ = a) so we only have to find the
minimum of fa(t) on [−1, a]. The possible minimizers are the endpoints of
this interval and the points fulfilling dfa(t)
dt
= 0. The derivative is
dfa(t)
dt
= 1−M
(
(a− t)p
γ + (a− t)p
) p−1
p
.
In the special case M = 1, if γ = 0 then fa(t) = t + (a − t) = a and
mint fa(t) = fa(−1). If γ > 0, fa(t) is increasing, and the minimum is
achieved also at t = −1.
ForM > 1, the critical points are t = −1, t = a−
(
γ
M
p
p−1−1
) 1
p
, and t = a.
Now, since fa(t) is a convex function it is clear that its minimum in [−1, a]
is achieved at med
(
−1, a−
(
γ
M
p
p−1−1
) 1
p
, a
)
. The value of the minimum is
easily obtained by substituting t in fa(t) by these values.
Thus σu(x) is given by (11), with a = xj and γ = (n − 1)1−p
(∑
i∈I
xi
)p
,
when
∑
i∈I
xi ≥ 0, or by σu(x) = xj otherwise.
Similar development for σl(x) yields σl(x) = xj when
∑
i∈I
xi ≤ 0, otherwise
the maximum in (8) is achieved at
• t∗ = 1, if M = 1;
• t∗ = xj, if p = 1 and M > 1, or
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• t∗ = med
{
xj, xj +
(
γ
M
p
p−1−1
) 1
p
, 1
}
otherwise,
and the value is
σl(x) =

xj −Mγ
1
p , if t∗ = xj
xj − (M
p
p−1 − 1) p−1p γ 1p , if t∗ = xj +
(
γ
M
p
p−1−1
) 1
p
,
1−M(γ + (1− xj)p)
1
p , if t∗ = 1.
(12)
The actual bounds on the values of a Lipschitz aggregation operator F
are computed as [5]
Bu(x) = min{σu(x),M ||x||, 1},
Bl(x) = max{σl(x), 1−M ||1− x||, 0},
where σu, σl are given by (8) (explicitly by (11) and (12)), and the other
expressions arise from the interpolation conditions F (0) = 0, F (1) = 1.
In the presence of other requirements (conjunctive or disjunctive behaviour,
annihilator, etc.) the bounds are further tightened as detailed in [5].
In the case when there exist neutral tuples with respect to several index
sets I, for example by taking Ij = {1, . . . , n} \ j and running j = 1, . . . , n,
we obtain the bounds as in (8) for each fixed j, call them σju, σ
j
l , and then
take the pointwise minimum and maximum
σu = min{σ1u, . . . , σnu}, σl = max{σ1l , . . . , σnl },
and then compute the bounds Bu, Bl as earlier. The optimal aggregation
operator is then computed as the half-sum of Bu and Bl.
6 Conclusion
We extended the notion of neutral element of aggregation operators to neu-
tral tuples. Such tuples are useful when modeling cancelative behaviour of
aggregation procedures. It turns out that many types of aggregation opera-
tors will have nonempty and nontrivial neutral sets, whereas some other types
will have empty neutral sets. The following table summarizes our findings.
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Further we developed a method of construction of Lipschitz aggregation
operators (in particular p-stable, 1-Lipschitz and kernel aggregation opera-
tors) with a desired neutral set.
Our future research will involve a parallel study of absorbing sets, which
generalize the notion of the annihilator.
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Table 1: The neutral sets of various families of aggregation operators.
Aggregation Operator Neutral set
Triangular norms {(1, 1, . . . , 1)}
Triangular conorms {(0, 0, . . . , 0)}
Uninorms nonempty nontrivial neutral sets
Nullnorms empty
Other generated operators nonempty nontrivial neutral sets
Quasi-linear T-S operators empty
Means empty, if all weights are positive
OWA empty, if all weights are positive
Generalized OWA empty, if all weights are positive
Symmetrical sums nonempty if there is neutral element
Choquet integrals nonempty in some cases
Projection operators nonempty, largest neutral set
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