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Abstract—Sharing the spectrum with in-band full-duplex (FD)
primary users (PU) is a challenging and interesting problem in
the underlay cognitive radio (CR) systems. The self-interference
introduced at the primary network may dramatically impede the
secondary user (SU) opportunity to access the spectrum. In this
work, we attempt to tackle this problem through the use of the
so-called improper Gaussian signaling. Such a signaling technique
has demonstrated its superiority in improving the overall perfor-
mance in interference limited networks. Particularly, we assume
a system with a SU pair working in half-duplex mode that uses
improper Gaussian signaling while the FD PU pair implements
the regular proper Gaussian signaling techniques. First, we derive
a closed form expression for the SU outage probability and an
upper bound for the PU outage probability. Then, we optimize
the SU signal parameters to minimize its outage probability
while maintaining the required PU quality-of-service based on
the average channel state information. Finally, we provide some
numerical results that validate the tightness of the PU outage
probability bound and demonstrate the advantage of employing
the improper Gaussian signaling to the SU in order to access the
spectrum of the FD PU.
I. INTRODUCTION
Cognitive radio (CR) is a promising technology that mit-
igates the spectrum scarcity which resulted from the recent
tremendous growth of wireless devices over the past decade.
As many licensed primary users (PU) block the available
spectrum, underlay CR system exploits the same spectrum
resources and allows secondary users (SU) to coexist with
PU without degrading the PU quality-of-service (QoS) [1].
CR systems can be incorporated with other communication
techniques, such as cooperative and full-duplex (FD) commu-
nications, to improve the spectrum utilization of the commu-
nication networks and the SU performance [2], [3] .
FD is a spectral efficient paradigm that allows the com-
munication nodes to transmit and receive simultaneously at
the same frequency. FD has recently attracted wide attention
especially after the progress in self-interference cancellation,
which gives a great promise in practical realization [4]. In
underlay CR systems, FD is used to compensate the spectral
efficiency loss of cooperative systems that is used to increase
the SU coverage [2], [3]. In addition to that, FD is used
to achieve simultaneous sensing and data transmission for
SU, or possibly receive data from the other SU node during
the transmission according to the channel conditions [5].
The existing research on CR systems avoided sharing the
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spectrum with in-band FD PU due to the increased interference
limitations at the PU side, which can impede the operation
of underlay CR systems. Thus, investigating communication
systems that can relieve the interference signature on the PU
while improving the SU performance becomes imperative.
Improper Gaussian signaling has proven its superiority
over proper Gaussian signaling to improve the achievable
rate in interference-limited networks [6]–[8]. In CR systems,
improper Gaussian signaling is employed in [9], where the
PU is assumed to work in half-duplex mode with proper
Gaussian signaling. On the other hand, the SU is assumed
to use improper Gaussian signaling and have perfect instan-
taneous channel state information (CSI) of all PU and SU
communication links. Improper Gaussian signaling showed
better performance than proper Gaussian signaling when the
PU is not highly loaded.
In this paper, we assume the challenging spectrum sharing
scenario where PU is working in FD mode and inspect the pos-
sibility of inserting the SU into operation without deteriorating
the PU QoS. For this purpose, we adopt the improper Gaussian
signaling for the SU to create a room for spectrum sharing
with the FD PU while satisfying its QoS. To the best of our
knowledge, this is the first work that investigates sharing the
licensed spectrum of in-band FD PU. Our main contributions
are summarized as follows:
• Derive a closed form expression for the outage probability
of the SU employing improper Gaussian signaling and
subjected to interference from the FD PU.
• Derive a tight upper bound for the outage probability of
FD PU, which subjected to SU and self interference, in
terms of the SU signal parameters represented in the SU
power and the circularity coefficient.
• Design the SU signal parameters to improve its per-
formance based on the average CSI while maintaining
acceptable PU QoS . In this context, the system perfor-
mance is measured in terms of the outage probability.
• Investigate through numerical results the benefits that can
be reaped by employing the improper Gaussian signaling
for the SU.
II. SYSTEM MODEL
Consider an underlay CR system, where a half-duplex
SU pair coexists with an in-band full-duplex PU pair as
depicted in Fig. 1. In this scenario, we have three simultaneous
different transmissions occur in the same network over the
same frequency. Before proceeding in describing the system
components, we define the following terms:
PU Node 1 PU Node 2
SU Transmitter SU Receiver
h12
g2
h1
g
h21
g1
h2
h22h11
Fig. 1. System model.
Definition 1: The variance and pseudo-variance of a zero
mean complex random variable x are defined as σ2x = E{|x|2}
and σˆ2x = E{x2}, respectively, where E{.} is the expectation
operator and |.| is the absolute value [10].
Definition 2: The proper signal has a zero σˆ2x, while im-
proper signal has a non-zero σˆ2x.
Definition 3: The circularity coefficient Cx measures the
degree of impropriety of signal x and is defined as Cx =∣∣σˆ2x∣∣ /σ2x, where 0 ≤ Cx ≤ 1. Cx = 0 denotes proper signal
and Cx = 1 denotes maximally improper signal.
The PU nodes are assumed to use zero-mean proper Gaus-
sian signals xi, i ∈ {1, 2} with a unit variance, while the SU
transmitter uses an improper Gaussian signal xs with a unit
variance and a circularity coefficient Cx. The received signal
at the PU node j, where j ∈ {1, 2}, i 6= j, is expressed as
yj =
√
pihijxi +
√
pjhjjxj +
√
psgjxs + nj , (1)
where pi is transmitted power of the PU node i, ps is the
SU transmitted power, nj is the noise at the PU node j
receiver, hij denotes the communication channel between PU
node i and PU node j, gj represents the interference channel
between the SU transmitter and PU node j and hjj represents
the residual self interference (RSI) channel of node j after
undergoing analog and digital cancellation techniques. We
assume that the RSI is modeled as a zero mean complex
Gaussian random variable as in [2], [11]. As for the PU direct
links, we could assume channel reciprocity, i.e., hij = hji,
however it might not be the case when the two PU nodes
use different spatial antennas locations or the receivers’ front
end and transmitters’ back end are not perfectly matched [12].
Hence, we adopt the general assumption of different forward
and reverse PU links.
In the same time, the SU operates in half-duplex mode and
the received signal is expressed as
ys =
√
psgxs +
√
p1h1x1 +
√
p2h2x2 + ns, (2)
where ns is the AWGN at the SU receiver, hi is the inter-
ference channel of PU node i on the SU receiver, g denotes
the direct channel between the SU transmitter and receiver.
The SU transmitter needs to adjust its power in order not
to exceed the allowable interference level at the PU receiver.
The channels in the described system are modeled as slow
Rayleigh flat fading channels and the noise at the receivers
end is modeled as a zero mean additive white Gaussian noise
with variance σ2. The transmitted signals, channel coefficients
and noise components are assumed to be independent of each
other, except for hij and hji, which can be dependent on each
other.
As a result of using improper Gaussian signaling, the
achievable rate for the PU node i is given by [6], [9],
Rpi (ps, Cx) = log2
(
1 +
piγpi
pjυpj + psIsj + 1
)
+
1
2
log2
(
1− C2yi
1− C2Ii
)
, (3)
where Cyi and CIi are the circularity coefficients of the
received and interference-plus-noise signals at PU node i,
respectively, γp
i
= |hij |2/σ2 is the channel-to-noise ratio
(CNR) of the PU channel from PU node i to PU node j,
Isi = |gi|2/σ2 is the interference CNR of SU to PU node
i and υpi = |hii|2/σ2 in the RSI CNR of PU node i. After
evaluating Cyi and CIi , Rpi (ps, Cx) can be simplified as
Rpi (ps, Cx) =
1
2
×
log2
((
piγpi + pjυpj + psIsj + 1
)2 − (psIsjCx)2(
pjυpj + psIsj + 1
)2 − (psIsjCx)2
)
. (4)
Similarly, the SU achievable rate can be expressed as
Rs (ps, Cx) = 1
2
log2
(
p2sγs
2
(
1− C2x
)
(p1Ip1 + p2Ip2 + 1)2
+
2psγs
p1Ip1 + p2Ip2 + 1
+ 1
)
, (5)
where γs = |g|2/σ2 is the SU direct CNR between the SU
transmitter and receiver and Ipi = |hi|2/σ2 is the PU node i
interference CNR to the SU.
The direct, interference and RSI CNR γp
i
, γs, Ipi , Isi , υpi
are exponentially distributed random variables with mean
values γ¯p
i
, γ¯s, I¯pi , I¯si , υ¯pi respectively.
One can notice from (3) and (5) that if Cx = 0, we can
obtain the well known formulations of the achievable rates
of proper signaling. Moreover, if Cx increases, the SU rate
decreases while the PU rate increases which will allow the
SU to increase its transmitted power while satisfying the PU
QoS requirements.
III. OUTAGE PROBABILITY ANALYSIS
In this section, we first derive the exact outage probability
for the SU, then we derive an upper bound for the PU.
A. SU Outage Probability
Assume that the SU target rate is R0,s, then its outage
probability, Pout,s (ps, Cx), is defined as
Pout,s (ps, Cx) = Pr {Rs (ps, Cx) < R0,s} . (6)
By substituting (5) in (6), we obtain
Pout,s (ps, Cx) = Pr
{
p2sγs
2
(
1− C2x
)
(p1Ip1 + p2Ip2 + 1)2
+
2psγs
p1Ip1 + p2Ip2 + 1
− Γs < 0
}
, (7)
where Γs = 22R0,s − 1. One can show that the conditional SU
outage probability (conditioned on Ip1and Ip2) is given by
Pout,s (ps, Cx |Ip1 , Ip2 ) =
γs0∫
0
1
γ¯s
exp
(
− x
γ¯s
)
dx, (8)
where γs0 is the non-negative zero obtained by solving the
quadratic inequality in (7) with respect to γs, which is found
to be
γs0 =
p1Ip1 + p2Ip2 + 1
ps
(
1− Cx2
) (√1 + (1− C2x) Γs − 1) . (9)
By evaluating the integral in (8), we obtain
Pout,s (ps, Cx |Ip1 , Ip2 ) =
1− exp
(
−p1Ip1 + p2Ip2 + 1
(1− C2x)
Ψs (ps, Cx)
)
, (10)
where Ψs (ps, Cx) is defined as
Ψs (ps, Cx) =
√
1 + (1− C2x) Γs − 1
psγ¯s
. (11)
By averaging over the exponential statistics of Ipi , we get
Pout,s (ps, Cx) = 1−
(
1− C2x
)2
exp
(
−Ψs(ps,Cx)1−C2x
)
2∏
j=1
(
pjI¯pjΨs (ps, Cx) + 1− C2x
) . (12)
B. PU Outage Probability
The outage probability of PU node i for a given target rate
R0,pi is defined as
Pout,pi (ps, Cx) = Pr {Rpi (ps, Cx) < R0,pi} . (13)
Similar to the above subsection, one can show that the outage
probability of PU node i (conditioned on Isj and υpj ) is
Pout,pi
(
ps, Cx
∣∣Isj , υpj ) = 1−
exp
(
− (p
j
υpj + psIsj + 1
)
Ψpi
(
psIsjCx
p
j
υpj + psIsj + 1
))
,
(14)
where Ψpi (x) =
(√
1 + Γpi (1− x2)− 1
)
/ (p
i
γ¯pi) and
Γpi = 2
2R0,pi − 1. Then, the PU outage probability is found
by evaluating the following expression
Pout,pi (ps, Cx) = EIsj ,υpj
{
Pout,pi
(
ps, Cx
∣∣Isj , υpj )} (15)
Unfortunately, there is no closed form expression for this
expectation except at Cx = 0, which yields
Pout,pi (ps, 0) = 1−
exp (−Ψpi (0))(
psI¯sjΨpi (0) + 1
) (
p
j
υ¯pjΨpi (0) + 1
) .
(16)
For Cx 6= 0, we resort to obtaining an upper bound for the
outage probability. First, one can prove the convexity of the
exponential term in (14) in terms of Isj and hence we use
the Jensen’s inequality to obtain an upper bound of the PU
outage probability conditioned on υpj . Then, we obtain a
similar convex exponential term with respect to υpj , which
motivates us to apply the Jensen’s inequality again obtaining
the following outage probability upper bound
PUBout,pi (ps, Cx) = 1−
exp
(
− (p
j
υ¯pj + psI¯sj + 1
)
Ψpi
(
psI¯sjCx(
p
j
υ¯pj + psI¯sj + 1
)
))
.
(17)
IV. SU TRANSMITTED SIGNAL DESIGN
In this section, we optimize the SU signal parameters
to minimize the SU outage probability while maintaining a
predetermined PU outage probability for each PU link.
First, we state the PU design criterion in order to be satisfied
by the SU during the operation with either proper or improper
Gaussian signaling. Assume the PU nodes operate with a
rate R0,pi and a target maximum outage probability of Opi
considering an allowable interference power margin Pint,pi .
The PU is assumed to use its maximum budget pi to guarantee
achieving its required QoS. Thus, the target maximum PU
outage probability, from its perspective, is expressed as
Opi = Pr
{
log2
(
1 +
pi|hij |2
σ2 + Pint,pi
)
< R0,pi
}
= 1− exp
(
−1 + Imax,pi
γ¯pi
Ψpi (0)
)
, (18)
where Imax,pi = Pint,pi/σ2 is the maximum allowable margin
interference-to-noise ratio at the receiver of PU node i. By
considering a maximum PU outage probability threshold Opi ,
Imax,pi can be found from (18) as
Imax,pi =
[
µi√
1 + Γpi − 1
− 1
]+
, (19)
where [z]+ = max(0, z), µi = piγ¯pi log
(
1
1−Opi
)
and log (.)
is the natural logarithm. In the following subsections, we
design proper and improper Gaussian signals for the SU to
improve its performance, measured by the outage probability,
considering a predetermined Opi and other system parameters
such as pi and R0,pi .
A. Proper Gaussian Signaling Design
In the case of proper Gaussian signaling, the SU allocates
its power in order to minimize its outage probability subject
to its own power budget ps,max and PU QoS by solving the
following optimization problem,
min
ps
Pout,s (ps, 0)
s. t. Pout,pi (ps, 0) ≤ Opi , 0 < ps ≤ ps,max. (20)
The predetermined PU outage probability constraints in (20)
reduce to ps ≤ p(i)s , where p(i)s is the maximum allowable
power that satisfies the PU required outage probability thresh-
old, which is expressed as
p(i)s =
[
exp (−Ψpi (0))− (1−Opi)
(
p
j
υ¯pjΨpi (0) + 1
)
I¯sjΨpi (0) (1−Opi)
(
p
j
υ¯pjΨpi (0) + 1
)
]+
.
(21)
Thus, we can rewrite the optimization problem in (20) as
min
ps
Pout,s (ps, 0) s. t. ps ≤ min
(
p(1)s , p
(2)
s , ps,max
)
. (22)
One can prove that Pout,s (ps, 0) is strictly decreasing in ps,
thus the upper bound of the constraint achieves the optimal
minimum SU outage probability and is expressed as
ps = min
(
p(1)s , p
(2)
s , ps,max
)
. (23)
From (21), the SU operates if exp (−Ψpi (0)) >(
(1−Opi)
(
p
j
υ¯pjΨpi (0) + 1
))
. Otherwise, it remains silent.
B. Improper Gaussian Signaling Design
The improper Gaussian signal design aims to tune ps and
Cx to minimize the SU outage while holding a required PU
QoS based on the upper bound derived in (17) achieving the
worst case system design. To this end, we formulate the design
optimization problem as,
min
ps,Cx
Pout,s (ps, Cx)
s. t. PUBout,pi (ps, Cx) ≤ Opi , 0 ≤ ps ≤ ps,max, 0 ≤ Cx ≤ 1.
(24)
Unfortunately, this optimization problem turns to be non-
linear and non-convex which makes it hard to find its optimal
solution. However, similar to what we did in the proper
signaling design, we exploit some monotonicity properties of
the objective function and the constraints that lead us to the
optimal solution of (24).
First, based on (17), we express the outage probability con-
straints in (24) by the following equivalent quadratic inequality
in terms of ps as
Γpi
(
1− C2x
) I¯2sjp2s + 2ΛiI¯sjps −Υi ≤ 0, (25)
where Υi =
(
µ2i + 2βjµi − Γpiβ2j
)
, Λi = (βjΓpi − µi), βj =(
pj υ¯pj + 1
)
. Based on (25), the outage probability constraints
is equivalent to ps ≤ p(i)s (Cx), where p(i)s (Cx) is found by
equating the left-hand-side of (25) to zero and find the feasible
root(s). One can show that if Υi < 0, then, Λi > 0, which
results in two negative roots. On the other hand, if Υi > 0,
then, there is exactly one positive and one negative roots. Thus,
the power upper bound exists at Υi > 0 and is given by
p(i)s (Cx) =
√
Λ2i + Γpi (1− C2x)Υi − Λi
Γpi I¯sj (1− C2x)
. (26)
Thus, the power constraints in (24) is equivalently rewritten as
ps (Cx) ≤ min
{
p(1)s (Cx) , p(2)s (Cx) , ps,max
}
. (27)
We obtain the distinct intersection points of these three func-
tions in 0 < Cx < 1. First, we can show that p(i)s is a strictly
increasing function in Cx. Hence, (27) can be described as
a piecewise function with a maximum of four intervals (three
breaking points) and a minimum of one interval (zero breaking
points). The intersection point, r(i), between p(i)s and ps,max is
r(i) =
√√√√1 + 2
(
ps,maxI¯sj
)
Λi −Υi
Γpi
(
ps,maxI¯sj
)2 , (28)
which exists if p(i)s (0) < ps,max and p(i)s (1) > ps,max.
Furthermore, the intersection between p(1)s and p(2)s in the in-
terested interval, if they are not identical, is r(3) =
√
(1− κ),
where κ is computed from
κ =
4Γp1Γp2 I¯s1 I¯s2
(
Γp1Λ2I¯s2 − Γp2Λ1I¯s1
) (
Λ2Υ1I¯s1 − Λ1Υ2I¯s2
)
(
Γp2Υ1I¯
2
s1
− Γp1Υ2I¯
2
s2
)2
(29)
which exists if p(i)s (0) < p(j)s (0) and p(i)s (1) > p(j)s (1).
Define the interval boundaries points as C(z)x , where z is
an integer number in [1, k + 1], k is the number of distinct
intersection points, i.e. k ∈ {0, 1, 2, 3}, C(0)x = 0, C(k+1)x = 1
and C(1)x , C(2)x and C(3)x are the ordered distinct intersection
points (if exist).
Thereafter, we divide the optimization problem in (24) into
(k + 1) subproblems, where each subproblem is defined in
a specific range C(z−1)x ≤ Cx ≤ C(z)x . We can show that
Pout,s (ps, Cx) is strictly decreasing in ps for a fixed Cx.
Hence, ps is assigned the upper bound of (27) to minimize
the outage probability obtaining k+1 subproblmes, where the
zth subproblem is written as
Pz : min
Cx
Pout,s (Cx) s. t. C(z−1)x ≤ Cx ≤ C(z)x . (30)
To solve the Pz problem, we have two cases, either ps =
ps,max or ps = p
(i)
s (Cx). If ps = p(i)s in (27), Pout,s (Cx) is a
strictly decreasing function in Cx if1
Λi < 0 or Γs <
ΓpiΥi
Λ2i
. (31)
Therefore, the optimal solution pair in this case is
(p
(z)
o , C(z)o ) = (p(i)s (C(z)x ), C(z)x ). Otherwise, it is a
strictly increasing function and hence, (p(z)o , C(z)o ) =
(p
(i)
s (C(z−1)x ), C(z−1)x ). Moreover, one can show easily in a
similar way to the proof in Appendix A, that if ps = ps,max in
(27), Pout,s (Cx) is a strictly increasing function in Cx, hence,
the optimal solution pair is (p(z)o , C(z)o ) = (ps,max, C(z−1)x ). At
the end, we pick the optimal pair (p(z)o , C(z)o ) that minimizes
the objective function Pout,s (ps, Cx). Based on the aforemen-
tioned analysis, we develop Algorithm I to find the optimal
solution pairs in z regions, then find the pair, (p∗s , C∗x), with
minimum SU outage probability.
1See Appendix A for the proof.
Algorithm I
1: Input pi, γ¯p
i
, I¯pi , I¯si , υ¯pi , R0,pi , Opi , C(z)x , p(0)s =
ps,max, γ¯s, and R0,s
2: for z = 1 : k + 1 do
3: Construct interval [C(z−1)x , C(z)x ]
4: Compute m = argmin
l∈{0,1,2}
p
(l)
s
(
C(z−1)x +C
(z)
x
2
)
5: if m = 0 then
6: p(z)o ← ps,max, C(z)o ← C(z−1)x
7: else if Λm < 0 or Γs < ΓpmΥmΛ2m is true then
8: p(z)o ← p(m)s
(
C(z)x
)
, C(z)o ← C(z)x
9: else
10: p(z)o ← p(m)s
(
C(z−1)x
)
, C(z)o ← C(z−1)x
11: end if
12: end for
13: Output (p∗s , C∗x) = argmin
p
(z)
o , C
(z)
o
pout,s
(
p
(z)
o , C(z)o
)
V. NUMERICAL RESULTS
In this section, we present some numerical examples which
validate the introduced analysis and investigate the benefits of
employing improper Gaussian signaling in spectrum sharing
with FD PU. Throughout this Section, we use the following
general system parameters for all examples, unless otherwise
specified. For the PU nodes, we assume R0,pi = 0.5 b/s/Hz
with a maximum power budget pi = 1 W . The communica-
tions channels are characterized as, γ¯p
i
= 25 dB, I¯pi = 3
dB, υ¯pi = 5 dB. The SU is assumed to target R0,s = 0.5
b/s/Hz using ps,max = 1 W . The SU channels parameters are
assumed to be I¯si = 13 dB and γ¯s = 20 dB.
Example 1: This example compares the upper bound com-
puted from (17) with the exact value computed by evaluating
the expectations in (15) numerically. We assume γ¯p
i
= γ¯p,
Cx = 0.5 and I¯si = I¯s = 4, 8, 13 dB. As shown in Fig. 2,
the upper bound is tight to the exact outage probability for
different I¯s. Similar results are observed for different R0,pi
but are not included due to space limitations.
Example 2: In this example, we inspect the benefits of de-
signing the improper Gaussian signaling for SU over the con-
ventional proper Gaussian signaling design. First, we assume
that the required PU outage probability threshold Opi = 0.01,(I¯s1 , I¯s2) are assumed to have (0, 4) , (4, 8) , (13, 13) dB. The
proper design is based on (21). For the improper design,
we first obtain the distinct intersection points, if exist, and
sort them in Czx, then we apply Algorithm I to obtain the
optimal pair (p∗s , C∗x). Fig. 3 shows the SU outage probability
versus γ¯s for different pairs of I¯si . For
(I¯s1 , I¯s2) = (0, 4)
dB, there is no gain from using improper signaling. In this
case, the interference channel is week, which allows the SU
with proper signaling to improve its performance (minimize its
outage probability) by increasing the transmitted power, which
could reach its maximum budget. As we observed from the
improper design, ps tends to increase with Cx as can be seen
in (26), but since ps(0) ≃ ps,max, then the improper solution
reduces approximately to the proper design. As the the SU
γp(dB)
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P
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I¯s = 4, 8, 13 dB
Fig. 2. A comparison between the exact PU outage probability and the upper
bound versus γ¯p for I¯s = 4, 8, 13.
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Fig. 3. SU outage probability for proper and improper Gaussian signaling
versus γ¯s for different pairs of I¯si .
interference channels I¯si become stronger proper, signaling
tends to use less power to meet the PU QoS. On the other
hand, improper signaling system uses more power to improve
its outage probability performance while compensating for its
interference impact on the PU by increasing the circularity
coefficient. Fig. 3 shows a 1.5 − 3.5 dB improvement as a
result of adopting the improper Gaussian signaling.
Example 3: This example investigates the impact of RSI-
CNR in limiting the CR operation and compares between its
effect on both proper and improper Gaussian signaling based
systems. For this purpose, we assume υ¯pi = υ¯p and plot
the SU outage probability versus υ¯p for different values of
ps,max in Fig. 4. We observe that improper Gaussian signaling
achieves better performance than the proper Gaussian signal-
ing system at low values of υ¯p. Although the proper Gaussian
signaling system cannot get benefits from increasing the power
budget, the improper Gaussian signaling tends to use the total
budget efficiently and relieve the interference effect on PU by
υp(dB)
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Fig. 4. SU outage probability for proper and improper Gaussian signaling
versus υ¯p for different pairs of ps,max.
increasing Cx, which compensates for the interference impact
as can be seen from (3). On the other hand, at high RSI-CNR
values, both proper and improper fail to operate properly.
VI. CONCLUSION
In this paper, we study the opportunity of sharing the
spectrum resources of licensed FD PU using improper Gaus-
sian signaling in underlay CR mode. We use the outage
probability as a performance metric, then derive a closed form
for the SU and a tight upper bound for the PU. Based on
the average CSI, we optimize the SU signal parameters, i.e.,
transmit power and circularity coefficient, to minimize the SU
outage probability while maintaining a predetermined QoS
requirements for the PU. As a result, we derive a low complex
algorithm that tune the signal parameters to accomplish the
design objectives. The numerical results show a promising
performance for the improper Gaussian signaling with the
average CSI. Specifically, the main advantage of the proposed
scheme is for strong SU interference channels to PU, where
proper signaling scheme tends to use less transmitted power,
while SU with improper Gaussian signaling uses more power
and compensate its interference impact through the increase
of signal impropriety.
APPENDIX A
In this appendix, we derive the conditions in (31) over the
interested interval 0 < Cx < 1. First, (12) can be written as
Pout,s (G,Y) = 1− G
2Y2
2∏
j=1
(
pj I¯pj + GY
) exp
(
− 1GY
)
, (32)
where Y =
√
1− C2x/
(√
1 + (1− C2x) Γs − 1
)
and G =
p
(i)
s γ¯s
√
1− C2x. By using the chain rule of partial derivatives
defined as
∂Pout,s
∂Cx =
∂Pout,s
∂G
dG
dCx +
∂Pout,s
∂Y
dY
dCx . (33)
We obtain,
∂Pout,s (G,Y)
∂Cx =

 TCxγ¯s
(
−Λi +
√
Λ2i +Φi
)
Γpj I¯sj
(√
1 + (1− C2x) Γs − 1
)
(1− C2x)


×
(
Λi√
Λ2i +Φi
− 1√
1 + (1− C2x) Γs
)
, (34)
where
T =
GY
(
2∏
j=1
pj I¯pj +Θ− G2Y2
)
+Θ
Θ2
exp
(
− 1GY
)
> 0,
Φi = Γpi
(
1− C2x
)
Υi > 0 and Θ =
2∏
j=1
(
pj I¯pj + GY
)
> 0.
It is clear from (34) that if Λi < 0, Pout,s is directly a
strictly decreasing function in Cx while if Λi > 0, one can
show easily that if Γs < (ΓpiΥi) /Λ2i , Pout,s is also a strictly
decreasing function in Cx. Otherwise, It is a strictly increasing
function in Cx and this concludes the proof.
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