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Abstract
The lumped mass &nite element approximation for a linear homogeneous parabolic equation is considered.
We deal with a semidiscrete (in the space variable) scheme and derive L2 and H 1 error estimates of optimal
order with nonsmooth initial data. Our main tool is the holomorphic (analytic) semigroup theory.
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1. Introduction
The lumped mass &nite element approximation enjoys, as is well-known, useful and reasonable
features from both numerical and analytical points of view. It makes an implementation of numerical
integration easy and guarantees the discrete maximum principle for &nite element solutions (see,
for example, Fujii [2]). That is, we might say that the lumped mass &nite element approximation
exempli&es that a good approximation is closely related with a tight mathematical structure.
In the present paper, we are interested in estimations of the error u(x; t) − uh(x; t), where u(x; t)
denotes a solution of a linear parabolic equation
9u
9t − Lu= 0 (x∈; t ¿ 0); u|9 = 0; u|t=0 = u0;
uh(x; t) a solution of its semidiscrete (in the space variable x) &nite element solution of the lumped
mass type with piecewise linear trial functions, and h¿ 0 a mesh parameter. The precise de&nition
of the second-order elliptic partial diBerential operator L and the domain  ⊂ Rd to be considered
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will be described in the next section. However, at this stage, we note that L is independent of t and
a symmetry of L will not be assumed in what follows.
The particular objective of the present paper is to derive the optimal rate of convergence of the
form
‖u(t)− uh(t)‖L2()6Ch2‖u0‖H 2() if u0 ∈H 2(); u0|9 = 0; (1)
‖u(t)− uh(t)‖L2()6Ct−1h2‖u0‖L2() if u0 ∈L2() (2)
with a suitable choice of uh(0). If the lumping is not taken, these results were already proved by
Fujita and Mizutani [4], and others. (Introductory interpretation of their theory is given by Fujita et
al. [5] and ThomGee [15].) We shall also derive H 1 error estimates of the order h.
Convergence of the lumped mass &nite element approximation for the case L =  was studied,
for example, by Chen and ThomGee [1], Ushijima [16,17]. In [1], Chen and ThomeGe gave L∞ error
estimates as well as L2 error estimates of the type
‖u(t)− uh(t)‖L2()6Ch2‖u0‖H 3() if u0 ∈H 3(); u0|9 = (Iu0)|9 = 0;
‖u(t)− uh(t)‖L2()6Ct−
1
2 h2‖u0‖H 2() if u0 ∈H 2(); u0|9 = 0:
On the other hand, in [16], Ushijima applied semigroup theory on the space of continuous functions
and made L∞ analysis without any convergence rate. Then, in [17], he gave L2 error estimates of the
order h in general triangulations and of the order h2 in the case of local symmetric triangulations.
In such preceding results, we may observe that the regularity on initial data is assumed. Are they
surplus or optimal? The answer will be given as Theorems 1 and 2, where we claim that (1) and
(2) actually hold true. It is possible by a sophisticated use of the holomorphic (analytic) semigroup
theory. Especially its smoothing eBect plays a crucial role.
We deal only with a semidiscrete scheme to a linear homogeneous parabolic equations. However,
some extensions to fulldiscrete schemes and to inhomogeneous equations such as
9u
9t − Lu= f(x; t) (x∈; t ¿ 0)
are also obtained as straightforward applications of Theorem 2. We shall not mention them in this
paper.
We should place this paper as a preliminary step towards approximation theory of nonlinear
problems using lumped mass technique, for example [11]. The author believes that the delicate
estimate for linear problems such as (2) is of use in a study of error analysis to nonlinear problems.
We notice that it is already exempli&ed by the fact that error analysis to the semidiscrete &nite
element approximation for the Navier–Stokes equations was established by virtue of the analogous
inequality with (2) for a linear Stokes problem (see Okamoto [12,13]).
The organisation of this paper is as follows. In Section 2, we describe our problem and main
theorems. Section 3 is devoted to preliminary considerations. There, in particular, we introduce the
notation and describe various results concerning holomorphic semigroup. Some of them seems to be
well-known for specialists, but for convenience for readers who are unfamiliar with operator theory,
we summarise them brieKy. For more complete descriptions concerning the holomorphic semigroup,
we refer to Kato [9] and Tanabe [14], and Fujita et al. [15] for its numerical approximation. In
Sections 4 and 5, the proof of our main theorems will be established. For this purpose, following
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the argument of Fujita [3], we employ Helfrich’s real method ([6]). Although some descriptions
presented in this paper are essentially same as those of [3], for the purpose of completeness, we
state them. In our approximate problem, the particular choice of uh(0) is taken. A remark on general
choice is described in Section 6.
It should be kept in mind that, although our method of the proof is operator theoretical, the
description of our problems and theorems does not involve any operator theoretical concepts at all.
2. Main results
All functions considered in this paper are real valued. Let  be a convex polyhedron in Rd,
d= 1; 2; 3, and consider an elliptic diBerential operator L of the second-order de&ned as
Lu=
d∑
i; j=1
9
9xj
aij(x)
9u
9xi
+
d∑
i=1
bi(x)
9u
9xi
+ c(x)u;
where coeNcients aij(x)=aji(x), bi(x), c(x) are assumed to be suNciently smooth on O. We suppose
that L is strongly elliptic uniformly in x.
We use X = L2() and the standard Sobolev spaces Hm() of the order m, m¿ 1, de&ned on
. The inner products of L2() and Hm() are denoted by (·; ·) and (·; ·)m, respectively. Moreover
we write ‖ · ‖= (·; ·)1=2 and ‖ · ‖m = (·; ·)1=2m . We set
V = H 10 () = {v∈H 1()| v|9 = 0};
which is a Hilbert space equipped with (·; ·)V = (·; ·)1 and ‖ · ‖V = ‖ · ‖1. For the later use, we put
D= H 2() ∩ V:
To &x the idea, we shall restrict our attention to the following initial value problem of a linear
parabolic equation with the homogeneous Dirichlet boundary condition to the unknown u = u(x; t)
of O × [0; T ]:
9u
9t − Lu= 0 in  × (0; T );
u= 0 on 9 × (0; T );
u|t=0 = u0 on ;
(3)
where u0 denotes the initial value taken from X and T ¿ 0 an arbitrary constant. Introducing the
bilinear form a associated with L:
a(u; v) =
∫


 d∑
i; j=1
aij(x)
9u
9xi
9v
9xj
+
d∑
i=1
bi(x)
9u
9xi
v+ c(x)uv

 dx
for u; v∈H 1(), we can state a weak formulation of (3): for every t ∈ [0; T ], &nd u(t)∈V satisfying(
d
dt
u(t); ’
)
+ a(u(t); ’) = 0 (∀’∈V );
(u(0); ’) = (u0; ’) (∀’∈X ):
(4)
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Assumption on the smoothness of aij(x), bi(x), and c(x) implies
|a(u; v)|6 1‖u‖V‖u‖V (∀u; v∈V ) (5)
a(v; v)¿ 2‖v‖2V + 3‖v‖2 (∀v∈V ) (6)
with constants 1¿ 0, 2¿ 0 and 3. In the sequel, for the sake of simplicity, we assume 3 = 0.
Namely we assume
a(v; v)¿ 2‖v‖2V (∀v∈V ): (7)
However, it is not a serious restriction. Actually, replacement of u by e−3tu in (4) implies re-
placement of a(·; ·) by a(·; ·) − 3(·; ·), which means that we may assume 3 = 0 without loss of
generality. According to the Lax–Milgram theory, by (5) and (7), problem (4) admits a unique solu-
tion u(t)∈V for every t ∈ [0; T ]. Furthermore, as will be recalled in the next section, the semigroup
theory guarantees u∈C1([0; T ] :D).
We proceed to the presentation of the &nite element approximation. Let {Th} = {Th}h↓0 be a
family of triangulations Th of . We set h=max{d()| ∈Th}, where d() denotes the diameter
of circumscribing ball of . Throughout this paper, {Th} is assumed to be regular so that there is
a constant 1¿ 0:
()¿ 1d() ∀∈Th; ∀Th ∈{Th}; (8)
where () stands for the diameter of inscribing ball of . Moreover, we often pose on {Th} that
there is a constant 2¿ 0:
d()¿ 2hˆ(Th) ∀∈Th; ∀Th ∈{Th}; (9)
where hˆ(Th) denotes the maximum size length of all ∈Th. Condition (9) is referred to as an
inverse assumption. We use piecewise linear trial functions
Xh = {h ∈C( O) ∩ V | h is linear on each ∈Th};
and regard Xh as a Hilbert space equipped with the usual L2 inner product. Let {Pj}Npj=1, NP being
a positive integer, be the set of all vertices of ∈Th locating in . With Pj, j = 1; : : : ; NP, we
associate #j ∈Xh which is de&ned by #j(Pi) = ji, where ji denotes Kroneker’s delta. Obviously
{#j}NPj=1 forms a basis of Xh. As is well-known, each Pj takes the barycentric domain Dj. (However,
for the sake of convenience, we shall recall its de&nition in Appendix.) Let O#j be the characteristic
function of Dj, namely,
O#j(x) =
{
1 (x∈Dj);
0 (x∈ O \ Dj)
and denote by OX h the vector space spanned by { O#j}NPj=1. The operator Mh :Xh → OX h de&ned by
Mhh =
NP∑
j=1
h(Pj) O#j (h ∈Xh)
is referred to as the lumping operator.
N. Saito / Journal of Computational and Applied Mathematics 169 (2004) 71–85 75
Now we state the &nite element approximation of lumped mass type to (4) as follows: for every
t ∈ [0; T ], &nd uh(t)∈Xh satisfying(
Mh
d
dt
uh(t); Mh’h
)
+ a(uh(t); ’h) = 0 (∀’h ∈Xh);
(uh(0); ’h) = (u0; ’h) (∀’h ∈Xh):
(10)
Since problem (10) may be regarded as the system of linear ordinary diBerential equations, it admits
a unique solution uh(t)∈Xh for every t ∈ [0; T ].
Various generic constants depend on  and coeNcients of L are denoted indiBerently by C or C ′.
We are now in a position to describe main results of this paper.
Theorem 1. Let u0 ∈D. Suppose that u(t) and uh(t) are solutions of (4) and (10), respectively.
Then we have as h ↓ 0
‖u(t)− uh(t)‖6Ch2‖u0‖2: (11)
Furthermore, if the inverse assumption (9) is satis5ed, then as h ↓ 0
‖u(t)− uh(t)‖16Ch‖u0‖2: (12)
Theorem 2. Let u0 ∈X . Suppose that u(t) and uh(t) are solutions of (4) and (10), respectively.
Then we have as h ↓ 0
‖u(t)− uh(t)‖6C h
2
t
‖u0‖ (t ∈ (0; T ]): (13)
Furthermore, if (9) is satis5ed, then as h ↓ 0
‖u(t)− uh(t)‖16C ht ‖u0‖ (t ∈ (0; T ]): (14)
3. Preliminaries from semigroup theory
First of all, introducing the linear operator A of X → X as
D(A) = “the domain of A” =D; Av=−Lv (v∈D(A));
we have (Au; v) = a(u; v) for u∈D and v∈V . (We recall that  is a convex polyhedron.)
Then (4) is reduced to the evolution equation
d
dt
u(t) + Au(t) = 0; u(0) = u0 (15)
in X . As is well-known, −A generates the linear semigroup {e−tA}t¿0 on X and the function
u(t) = e−tAu0 ∈C1([0; T ] :D) solves (15). It follows from (7) that e−tA is a contraction
‖e−tA‖= ‖e−tA‖X;X 6 1 (t ∈ [0; T ]); (16)
where ‖ · ‖X;X denotes the operator norm of X ;
‖e−tA‖X;X = sup{‖e−tAv‖; v∈X; ‖v‖= 1};
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and if there is no fear of confusion, we write ‖ · ‖ to express ‖ · ‖X;X . Furthermore, according to (5)
and (7), the semigroup {e−tA}t¿0 is holomorphic on X . Its smoothing property is expressed as
‖A'e−tA‖6Ct−' ('∈ [0; 1]; t ∈ (0; T ]); (17)
where A' denotes the fractional power of A de&ned in a natural way. D(A'), the domain of A',
forms a Hilbert space equipped with a graph norm.
Next we consider the &nite element approximation. To this end, we introduce the (&nite dimen-
sional) linear operator Ah and Kh of Xh → Xh by
(Ahh; ’h) = a(h; ’h) (h; ’h ∈Xh);
Kh =M ∗h Mh;
where M ∗h : OX h → Xh denotes the adjoint operator of Mh in Xh. Mh and M ∗h are invertible, and hence
Kh is so too. We also introduce the L2 projection operator Ph :X → Xh as
(v− Phv; h) = 0 (h ∈Xh):
Then (10) is reduced to the evolution equation
Kh
d
dt
uh(t) + Ahuh(t) = 0; uh(0) = Phu0
in Xh or equivalently
d
dt
uh(t) + OAhuh(t) = 0; uh(0) = Phu0 (18)
in Xh, where
OAh = K−1h Ah:
In order to treat (18) via semigroup theory, we introduce
(h; ’h)h = (Mhh;Mh’h) (h; ’h ∈Xh);
which de&nes a new inner product in Xh. In fact, we recall that there are constants C¿ 0 and C ′¿ 0
which are independent of h such that
C‖Mhh‖6 ‖h‖6C ′‖Mhh‖ (∀h ∈Xh): (19)
This implies that ‖ · ‖h ≡ (·; ·)1=2h = ‖Mh · ‖ is equivalent to ‖ · ‖ in Xh. For the proof of (19), see
Section 5.1 of [5]. We shall distinguish a Hilbert space Xh equipped with (·; ·)h, which is denoted
by Xh, from Xh with the standard L2 inner product. Because of
( OAhh; ’h)h = (Ahh; ’h) = a(h; ’h) (h; ’h ∈Xh);
the operator − OAh is m-sectorial on Xh. Therefore it generates the holomorphic semigroup {e−t OAh}
on Xh and a solution of (18) is given as uh(t) = e−t
OAhPhu0. Furthermore we have
‖e−t OAh‖h6 1; (t ∈ [0; T ]) (20)
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‖ OA'he−t OAh‖h6Ct−' ('∈ [0; 1]; t ∈ (0; T ]); (21)
where ‖ · ‖h = ‖ · ‖Xh;Xh denotes the operator norm of Xh.
Inequalities (20) and (21) are connected with corresponding L2 estimates through the lumping
operator. Actually, from (19), (20), and (21), we obtain
‖e−t OAh‖6C (t ∈ [0; T ]); (22)
‖ OA'he−t OAh‖6Ct−' ('∈ [0; 1]; t ∈ (0; T ]): (23)
We recall that −Ah generates the holomorphic semigroup {e−tAh} on Xh so that
‖e−tAh‖6 1 (t ∈ [0; T ]); (24)
‖A'he−tAh‖6Ct−' ('∈ [0; 1]; t ∈ (0; T ]): (25)
Also we recall that the inverse assumption (6) implies an inverse inequality
‖∇h‖6Ch−1‖h‖ (h ∈Xh): (26)
Before concluding this section, we describe some remarks on equivalent norms. In general, we
write
‖v‖Y ∼ ‖v‖′Y (v∈Y )
to express that ‖ · ‖Y is equivalent to ‖ · ‖′Y on a Banach space Y . It is well-known that ‖∇v‖ ∼
‖ · ‖V (v∈V ) by PoincarGe’s inequality. When a is symmetric, i.e. A is self-adjoint, it is easy to see
that ‖A1=2v‖ ∼ ‖v‖V (v∈V ). However, even if a is not in that case, in view of (5) and (7), we
have D(A1=2) =D(A∗1=2) = V and
‖A1=2v‖ ∼ ‖v‖V ; ‖A∗1=2v‖ ∼ ‖v‖V (v∈V ); (27)
where A∗ denotes the adjoint operator of A with respect to the L2 inner product. For these fundamental
facts, we refer to Lions [10]. (See also Kato [7,8].) Similarly we have
‖A1=2h vh‖ ∼ ‖vh‖V ; ‖A∗1=2h vh‖ ∼ ‖vh‖V (vh ∈Xh); (28)
‖ OA1=2h vh‖h ∼ ‖vh‖V ; ‖ OA∗1=2h vh‖h ∼ ‖vh‖V (vh ∈Xh): (29)
By elliptic estimate,
‖Av‖ ∼ ‖v‖2 (v∈D): (30)
Since the proof of the following inequalities is same as that of (3.10) of Okamoto [13], we omit it.
‖A'hPhv‖6C‖A'v‖; ‖ OA'hPhv‖6C‖A'v‖ ('∈ [0; 1]; v∈D(A')): (31)
4. Proof of Theorem 1
We recall the Ritz projection operator Rh :D→ Xh associated with a:
a(v− Rhv; ’h) = 0 (’h ∈Xh): (32)
Then we know that AhRh = PhA and we have
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Lemma 3. Let v∈D. Then as h ↓ 0
‖(I − Rh)v‖V 6Ch‖v‖2; (33)
‖(I − Rh)v‖6Ch2‖v‖2; (34)
‖(I − Rh)e−tAv‖V 6Ch‖v‖2 (06 t6T ); (35)
‖(I − Rh)e−tAv‖6Ch2‖v‖2 (06 t6T ); (36)
‖(I − Rh)(e−sA − e−tA)v‖V 6C(t − s)1=2s−1=2h‖v‖2 (0¡s6 t6T ): (37)
Proof. Inequalities (33) and (34) are standard. Inequalities (35) and (36) immediately follow from
(33) and (34), respectively. Actually, for example, by inequalities (30) and (33),
‖(I − Rh)e−tAv‖V 6Ch‖e−tAv‖26Ch‖Ae−tAv‖6Ch‖e−tA‖ · ‖Av‖
6Ch‖v‖2:
To derive (37), we &rstly note
‖(I − Rh)(e−sA − e−tA)v‖V 6 ‖(I − Rh)e−sAv‖V + ‖(I − Rh)e−tAv‖V
6Ch‖v‖2 (38)
by (35). On the other hand, by (33) and the inequality due to Fujita [3]
‖e−sA − e−tA‖=
∣∣∣∣
∣∣∣∣
∫ t
s
Ae−rA dr
∣∣∣∣
∣∣∣∣6C
∫ t
s
r−1 dr6C(t − s)s−1;
we obtain
‖(I − Rh)(e−sA − e−tA)v‖V 6Ch‖(e−sA − e−tA)v‖2
6Ch‖A(e−sA − e−tA)v‖
6Ch‖e−sA − e−tA‖ · ‖Av‖
6Ch(t − s)s−1‖v‖2: (39)
Combining (38) with (39), we deduce (37).
We collect a few lemmas concerning Kh.
Lemma 4. We have
‖A−1=2h (Kh − I)vh‖6Ch2‖∇vh‖ (vh ∈Xh): (40)
Moreover, if (9) is ful5lled, then
‖(Kh − I)vh‖6Ch‖∇vh‖ (vh ∈Xh): (41)
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Proof. Let vh ∈Xh. By Chen and ThomeGee [1, Lemma 1] (or ThomGee [15, Lemma 15.1]), for h ∈Xh,
|((Kh − I)vh; h)|= |(Mhvh;Mhh)− (vh; h)|6Ch2‖∇vh‖ · ‖∇h‖: (42)
(In [1], the case d = 2 is explicitly mentioned, but the proof is valid for the case d = 1 and 3.)
Choosing h = (A
−1=2
h )
∗A−1=2h (Kh − I)vh in (42), we obtain by (28)
‖A−1=2h (Kh − I)vh‖26Ch2‖∇vh‖ · ‖∇(A−1=2h )∗A−1=2h (Kh − I)vh‖
6Ch2‖∇vh‖ · ‖A−1=2h (Kh − I)vh‖
which implies (40). Next, in order to derive (41), we apply (26) to (42) and get
|((Kh − I)vh; h)|6Ch‖∇vh‖ · ‖h‖:
Then, by taking h = (Kh − I)vh, we obtain (41).
Lemma 5. Let u0 ∈D. Suppose that uh(t) is a solution of (10) and put
rh(t) = Khuh(t)− uh(t) = (Kh − I)e−t OAhPhu0: (43)
Then we have∣∣∣∣
∣∣∣∣A−1=2h ddt rh(t)
∣∣∣∣
∣∣∣∣6Ch2t−1=2‖u0‖2 (t ∈ (0; T ]): (44)
Moreover, if (9) is ful5lled, then∣∣∣∣
∣∣∣∣ ddt rh(t)
∣∣∣∣
∣∣∣∣6Cht−1=2‖u0‖2 (t ∈ (0; T ]): (45)
Proof. Since d=dt and Kh − I are commutative each other, we can write
A−1=2h
d
dt
rh(t) =A
−1=2
h (Kh − I)
d
dt
e−t OAhPhu0 = A
−1=2
h (Kh − I)(− OAh)e−t OAhPhu0
=−A−1=2h (Kh − I)e−t OAh OAhPhu0:
Hence, by making use of (23), (30), (31), and (40),∣∣∣∣
∣∣∣∣A−1=2h ddt rh(t)
∣∣∣∣
∣∣∣∣6Ch2‖∇e−t OAh OAhPhu0‖6Ch2‖ OA1=2h e−t OAh‖ · ‖ OAhPhu0‖
6Ch2t−1=2‖u0‖2:
Inequality (45) is obtained in the same way with the aid of (41).
Now we are able to state the
Proof of Theorem 1. We divide u(t)− uh(t) as u(t)− uh(t) = vh(t) + wh(t), where
vh(t) = u(t)− Rhu(t); wh(t) = Rhu(t)− uh(t):
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Since we already got ‖vh(t)‖6Ch2‖u0‖2 by (36), it suNces to verify
‖wh(t)‖6Ch2‖u0‖2: (46)
To this end, we observe(
d
dt
wh(t); h
)
+ a(wh(t); h) =
(
d
dt
(rh(t)− vh(t)); h
)
;
for any h ∈Xh, where rh(t) is de&ned as (43). This leads to
d
dt
wh(t) + Ahwh(t) =
d
dt
[rh(t)− Phvh(t)]
in Xh and hence by Duhamel’s principle
wh(t) = e−tAhwh(0) +
∫ t
0
e−(t−s)Ah
d
ds
[rh(s)− Phvh(s)] ds
≡ Ih(t) + Jh(t); (47)
where
Ih(t) = e−tAhwh(0)−
∫ t
0
e−(t−s)Ah
d
ds
Phvh(s) ds; (48)
Jh(t) =
∫ t
0
e−(t−s)Ah
d
ds
rh(s) ds: (49)
H. Fujita has already derived in [3]
‖Ih(t)‖6Ch2‖u0‖2:
(It can be derived in the similar way as the proof of (52) below.) Therefore (46) is reduced to
‖Jh(t)‖6Ch2‖u0‖2; (50)
which follows from
‖Jh(t)‖6
∫ t
0
‖e−(t−s)AhA1=2h ‖ ·
∣∣∣∣
∣∣∣∣A−1=2h dds rh(s)
∣∣∣∣
∣∣∣∣ ds
6Ch2‖u0‖2
∫ t
0
(t − s)−1=2s−1=2 ds
= Ch2‖u0‖2B( 12 ; 12) = C2h2‖u0‖2;
by (44), where B(·; ·) denotes Euler’s B-function. Thus we establish (11).
We proceed to the proof of (12). Let u0 ∈D. It suNces to derive
‖wh(t)‖V 6Ch‖u0‖2; (51)
because ‖vh(t)‖V 6Ch‖u0‖2 is already obtained by (35). We are going to show
‖A1=2h Ih(t)‖+ ‖A1=2h Jh(t)‖6Ch‖u0‖2: (52)
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Then, by (28) and (47), we get (51). By making use of (45),
‖A1=2h Jh(t)‖6
∫ t
0
‖A1=2h e−(t−s)Ah‖ ·
∣∣∣∣
∣∣∣∣ dds rh(s)
∣∣∣∣
∣∣∣∣ ds
6
∫ t
0
C(t − s)−1=2 · Chs−1=2‖u0‖2 ds= 2Ch‖u0‖2: (53)
On the other hand, by integration by parts
Ih(t) = e−tAhPhwh(0)−
∫ t
0
e−(t−s)Ah
d
ds
Ph[vh(s)− vh(t)] ds
=−e−tAh Phvh(t) +
∫ t
0
Ahe−(t−s)AhPh[vh(s)− vh(t)] ds
≡F (1)h (t) + F (2)h (t): (54)
By (31) and (35), we have
‖A1=2h F (1)h (t)‖6 ‖e−tAh‖ · ‖A1=2h Phvh(t)‖6 1 · C‖vh(t)‖V 6Ch‖u0‖2: (55)
In virtue of (31) and (37), we calculate as
‖A1=2h F (2)h (t)‖6
∫ t
0
‖Ahe−(t−s)Ah‖ · ‖A1=2h Ph[vh(s)− vh(t)]‖ ds
6
∫ t
0
C(t − s)−1‖vh(s)− vh(t)‖V ds
6Ch‖u0‖2
∫ t
0
(t − s)−1=2s−1=2 ds= 2Ch‖u0‖2;
which, together with (53), (54) and (55), implies (52). The proof is completed.
5. Proof of Theorem 2
We state the
Proof of Theorem 2. Let u0 ∈X . Setting
Eh(t) = e−tA − e−t OAhPh;
we have by (11)
‖Eh(t)A−1u0‖6Ch2‖A−1u0‖26Ch2‖u0‖;
which implies
‖Eh(t)A−1‖6Ch2: (56)
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Moreover, by applying (11) to the adjoint operators, we obtain
‖Eh(t)∗(A∗)−1‖6Ch2: (57)
(This is possible by the smoothness assumption on L). We also have
Eh(2t) = Eh(t)e−tA + e−t
OAhPhEh(t) ≡ J (1)h (t) + J (2)h (t): (58)
Firstly by (17) and (56)
‖J (1)h (t)‖= ‖Eh(t)A−1Ae−tA‖6 ‖Eh(t)A−1‖ · ‖Ae−tA‖6Ch2t−1: (59)
To derive an upper bound of ‖J (2)h (t)‖, we write
J (2)h (t) = e
−t OAhPhAA−1Eh(t) = e−t
OAhAhRhA−1Eh(t)
= e−t OAhAhPhRhA−1Eh(t)
= e−t OAhAhPh(Rh − I)A−1Eh(t) + e−t OAhAhPhA−1Eh(t): (60)
The operator norm of the &rst term of the right-hand side is estimated by
‖e−t OAh OAh‖ · ‖ OA−1h Ah‖ · ‖Ph‖ · Ch2‖A−1Eh(t)‖2
6Ct−1 · C · 1 · Ch2‖Eh(t)‖
6Ct−1h2(‖e−tA‖+ ‖e−t OAhPh‖)
6Ct−1h2: (61)
Here we have used
‖ OA−1h Ah‖6C; (62)
which follows from ‖ OA−1h Ah‖= ‖A∗h( OA∗h)−1‖6C. On the other hand, according to (57), the operator
norm of the second term is bounded by
‖e−t OAh OAh‖ · ‖ OA−1h Ah‖ · ‖A−1Eh(t)‖6Ct−1 · C · ‖Eh(t)∗(A∗)−1‖
6Ct−1 · Ch2: (63)
As a consequence of (58)–(61), and (63), we obtain
‖Eh(t)‖6C h
2
2t
;
which implies (13).
We proceed to the proof of (14). We note that (12) yields
‖A1=2Eh(t)A−1‖6Ch: (64)
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It suNces to show
‖A1=2Eh(t)‖6Cht−1; (65)
because then (14) follows. We have
‖A1=2J (1)h (t)‖6 ‖A1=2Eh(t)A−1‖ · ‖Ae−tA‖6Cht−1: (66)
Writing
A1=2J (2)h (t) =A
1=2e−t OAhAhPh(Rh − I)A−1Eh(t) + A1=2e−t OAhAhPhA−1Eh(t)
≡ I (1)h + I (2)h ; (67)
we calculate as
‖I (1)h ‖ = ‖A1=2 OA−1=2h OAhe−t OAh OA−1=2h A1=2h A1=2h Ph(Rh − I)A−1Eh(t)‖
6 ‖A1=2 OA−1=2h ‖ · ‖ OAhe−t OAh‖ · ‖ OA−1=2h A1=2h ‖ · ‖A1=2h Ph(Rh − I)A−1Eh(t)‖
6C · Ct−1 · C · ‖(Rh − I)A−1Eh(t)‖V
6Ct−1h‖A−1Eh(t)‖26Cht−1‖u0‖: (68)
In order to estimate ‖I (2)h ‖, we need
‖A−1=2Eh(t)‖6Ch: (69)
(The proof will be given in the end of this section.) Then
‖I (2)h ‖6 ‖A1=2 OA−1=2h ‖ · ‖ OAhe−t OAh‖ · ‖ OA−1=2h AhA−1=2h ‖ · ‖A1=2h PhA−1Eh(t)‖
6C · Ct−1 · C · ‖A1=2A−1Eh(t)‖6Ct−1h: (70)
As a result of those inequalities, we obtain (65) and &nish the proof.
It remains to state the
Proof of (69). It suNces to verify
‖Eh(t)A−1=2‖6Ch: (71)
Actually, by applying (71) to the adjoint operators, we have
‖A−1=2Eh(t)‖= ‖Eh(t)∗(A∗)−1=2‖6Ch:
Let u0 ∈V , and put u(t) = e−tAu0, uh(t) = e−t OAhPhu0. Then (71) is equivalent to
‖u(t)− uh(t)‖6Ch‖u0‖V : (72)
We write u(t) − uh(t) = vh(t) + F (1)h (t) + F (2)h (t) + Jh(t), where vh(t), F (1)h (t), F (2)h (t) and Jh(t) are
functions de&ned in the proof of Theorem 1. Firstly, according to the well-known property of the
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Ritz projection, we have
‖vh(t)‖6Ch‖u0‖V ;
‖F (1)h (t)‖6 ‖e−tAh‖ · ‖Ph‖ · ‖vh(t)‖6Ch‖u0‖V :
Next we calculate as
‖F (2)h (t)‖6
∫ t
0
‖Ahe−(t−s)Ah‖ · ‖Ph‖ · ‖vh(s)− vh(t)‖ ds6 2Ch‖u0‖V ;
by using
‖vh(s)− vh(t)‖6C(t − s)1=2s−1=2h‖u0‖V
which is obtained in the similar way as (37). Finally,
‖Jh(t)‖6Ch‖u0‖V
follows from∣∣∣∣
∣∣∣∣A−1=2h ddt rh(t)
∣∣∣∣
∣∣∣∣6Ch2‖∇e−t OAh OAhPhu0‖6Ch‖e−t OAh OAhPhu0‖
6Ch‖e−t OAh OA1=2h ‖ · ‖ OA1=2h Phu0‖6Cht−1=2‖u0‖V ;
where (26) is used. Combining those inequalities, we obtain (72).
6. A remark on general choice of initial data
In our approximate problem (10), the particular choice of uh(0) is considered. However, more
general choice is available. Let u0 ∈X and u0h ∈Xh. Suppose that u(t) is a solution of (4) with u0
and uh(t) is one of (10) where the second condition is replaced by
(uh(0); ’h) = (u0h; ’h) (∀’h ∈Xh):
Then we have as h ↓ 0
‖u(t)− uh(t)‖6C
(
h2
t
‖u0h‖+ ‖u0h − Phu0‖
)
(t ∈ (0; T ]):
Furthermore, if (9) is satis&ed, then as h ↓ 0
‖u(t)− uh(t)‖V 6C
(
h
t
‖u0h ‖+ 1t1=2 ‖u0h − Phu0‖
)
(t ∈ (0; T ]):
Since the proof can be done in the similar way as that of [4, Theorem 4.3] with the aid of Theorem
2, we shall not describe it here.
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Appendix A. De(nition of barycentric domain
Let ∈Th and V () be the set of all vertices of . Recall that {Pj}NPj=1 is the set of all vertices
of all ∈Th locating in . We introduce 5j = {∈Th| Pj ∈V ()} and Vj =
⋃
∈5j
V (). Then the
barycentric domain Dj with respect to Pj is de&ned as
Dj =
⋃
∈5j
{x∈ |6(x; ; Q)6 6(x; ; Pj) (Q∈Vj \ {Pj})};
where 6(·; ; Q) with ∈Th and Q∈V () is a linear function on  such that
6(P; ; Q) =
{
1 (P ∈V (); P = Q);
0 (P ∈V (); P = Q):
(6(·; ; Q) is usually referred to as the barycentric coordinate of  corresponding to Q.)
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