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Abstract
We consider boundary value problems of fourth-order differential equations of the form
u′′′′ + βu′′ − αu = µh(x)f (u), 0 < x < r,
u(0) = u(r) = u′′(0) = u′′(r) = 0,
where µ is a parameter, β ∈ (−∞,∞), α ∈ [0,∞) are constants with
r2β
π2
+ r
4α
π4
< 1,
h ∈ C([0, r], [0,∞)) with h ≡ 0 on any subinterval of [0, r], f ∈ C(R,R) satisfies f (u)u > 0 for all
u = 0, and
lim
u→−∞
f (u)
u
= 0, lim
u→+∞
f (u)
u
= f+∞, lim
u→0
f (u)
u
= f0
for some f+∞, f0 ∈ (0,∞). We use bifurcation techniques to establish existence and multiplicity
results of nodal solutions to the problem.
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In [6], Lazer and McKenna considered the fourth-order boundary value problem
u′′′′ + c˜u′′ = µ[(u + 1)+ − 1], 0 < x < r, (1.1)
u(0) = u(r) = u′′(0) = u′′(r) = 0 (1.2)
and proved the following
Theorem A [6, Theorem 1]. Let {λk}∞1 be the eigenvalues of the problem
y′′ + λy = 0, y(0) = y(r) = 0.
Let c˜ < λ1. If µ > λk(λk − c˜), then there are at least 2k − 1 nontrivial solutions of (1.1),
(1.2). In fact, there exist solutions w1, . . . ,wk , such that for 1  j  k, wj has exactly
j − 1 simple zeros on (0, r) and w′j (0) < 0, and there exist solutions z2, . . . , zk , such that
for 2 j  k, zj has exactly j − 1 simple zeros on (0, r) and z′j (0) > 0.
To prove this result, they employed the bifurcation theory of Rabinowitz and used the
following fact:
The eigenvalues of the linear eigenvalue problem
u′′′′ + c˜u′′ = µu, 0 < x < r, (1.3)
u(0) = u(r) = u′′(0) = u′′(r) = 0 (1.4)
are
µk = k
2π2
r2
(
k2π2
r2
− c˜
)
, k = 1,2, . . . , (1.5)
and for each k ∈N, µk is simple and the corresponding eigenfunctions
ϕk(x) = sin kπ
r
x, k = 1,2, . . . . (1.6)
Motivated by [6], we consider the existence of nodal solutions of more general fourth-
order boundary value problem
u′′′′ + βu′′ − αu = λh(x)f (u), 0 < x < r, (1.7)
u(0) = u(r) = u′′(0) = u′′(r) = 0 (1.8)
under the assumptions:
(H1) β ∈ (−∞,∞), α ∈ [0,∞) are constants with
r2β
π2
+ r
4α
π4
< 1; (1.9)
(H2) h ∈ C([0, r], [0,∞)) and h ≡ 0 on any subinterval of [0, r];
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lim
u→−∞
f (u)
u
= 0, lim
u→+∞
f (u)
u
= f+∞, lim
u→0
f (u)
u
= f0 (1.10)
for some f+∞, f0 ∈ (0,∞).
However in order to use bifurcation technique to study the nodal solutions of (1.7),
(1.8), we firstly need to prove that the generalized eigenvalue problem
u′′′′ + βu′′ − αu = ηh˜(x)u, 0 < x < r, (1.11)
u(0) = u(r) = u′′(0) = u′′(r) = 0 (1.12)
(where h˜ satisfies (H2)) has an infinite number of positive eigenvalues
η1 < η2 < · · · < ηk < · · · → ∞ (1.13)
and each eigenvalue there corresponds an essential unique eigenfunction ϕk which has
exactly k − 1 simple zeros in (0, r) and is positive near 0. Fortunately, Elias [4] developed
a theory on the eigenvalue problem
Ly + λhˆ(x)y = 0,
(Liy)(a) = 0, i ∈ {i1, . . . , ik},
(Lj y)(b) = 0, i ∈ {j1, . . . , jn−k}, (1.14)
where
L0y = ρ0y,
Liy = ρi(Li−1y)′, i = 1, . . . , n,
Ly = Lny,
and ρi ∈ Cn−i[a, b] with ρi > 0 on [a, b]. L0y, . . . ,Ln−1y are called the quasi-derivatives
of y(x). To apply Elias’s theory, we have to prove that (1.11), (1.12) can be rewritten to the
form of (1.14), i.e., the linear operator
L[u] := u′′′′ + βu′′ − αu (1.15)
has a factorization of the form
L[u] = l4
(
l3
(
l2
(
l1(l0u)
′)′)′)′
on [0, r], where li ∈ C4−i[0, r] with li > 0 on [0, r], and u(0) = u(r) = u′′(0) = u′′(r) = 0
if and only if
(l0u)(0) = (l0u)(r) = l2
(
l1(l0u)
′)′(0) = l2(l1(l0u)′)′(r) = 0.
This can be achieved under (H1) by using the disconjugacy theory in Coppel [2].
The rest of the paper is arranged as follows: In Section 2, we show that (H1) implies the
equation
L[u] = 0
is disconjugate on [0, r], and establish some preliminary properties on the eigenvalues and
eigenfunctions of (1.11), (1.12). Finally in Section 3, we state and prove our main result
which generalizes [6, Theorem 1].
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Let
L[y] = y(n) + p1(t)y(n−1) + · · · + pn(t)y (2.1)
be nth-order linear differential operator whose coefficients pk(·) (k = 1, . . . , n) are contin-
uous on an interval I .
Definition 2.1 [2, Definition 1, p. 1]. A linear differential equation of order n,
L[y] = 0, (2.2)
is said to be disconjugate on an interval I if every nontrivial solution has less than n zeros
on I , multiple zeros being counted according to their multiplicity.
Remark 2.1. It is worth remarking that there is a different definition of disconjugacy for
systems of differential equations. See Coppel [2, Definition 2, p. 2]. Let pk ∈ Ck([a, b])
(k = 0,1, . . . , n) and pn(t) > 0 on [a, b], and let
L˜u =
n∑
k=0
(−1)k[pk(t)u(k)](k). (2.3)
Then by [2, Theorem 18, Chapter 2], L˜u = 0 is disconjugate on [a, b] in the sense of [2,
Definition 2, p. 2] if and only if the quadratic functional
Q[u] =
b∫
a
n∑
k=0
(−1)k[pk(t)u(k)]2 dt (2.4)
is positive on the class of admissible functions. Evidently (H1) implies that the fourth-order
equation
L[u] = 0 (2.5)
(where L[u] = u′′′′ + βu′′ − αu, see (1.15)) is disconjugate on [0, r] in the sense of [2,
Definition 2, p. 2]. However [2, Theorem 18, Chapter 2] cannot be used to ensure (2.5) is
disconjugate on [0, r] in the sense of Definition 2.1!
Since Elias’s eigenvalue theory requires (2.2) to be disconjugate on [a, b] in the sense
of Definition 2.1, in the rest of the paper, we say (2.2) is disconjugate on [a, b] we always
means that (2.2) is disconjugate on [a, b] in the sense of Definition 2.1.
Definition 2.2. The functions z1, . . . , zn ∈ Cn(I) are said to form a Markov system if the n
Wronskians
Wk := W(z1, . . . , zk) =
∣∣∣∣∣∣
z1 · · · zk
...
...
z
(k−1)
1 · · · z(k−1)k
∣∣∣∣∣∣ (k = 1, . . . , n)
are positive throughout I .
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fundamental system of solutions on the interval I if and only if L has a representation
L[y] = v1v2 · · ·vn
(
1
vn
· · ·
(
1
v2
(
1
v1
y
)′)′
· · ·
)′
,
where vk ∈ Cn−k+1(I ) with vk > 0 (k = 1, . . . , n).
Lemma 2.2 [2, Theorem 3, Chapter 3]. The linear differential equation (2.2) has a Markov
fundamental system of solutions on the compact interval [a, b] if, and only if, it is discon-
jugate on [a, b].
Theorem 2.1. Let (H1) hold. Then
(i) L[y] = 0 is disconjugate on [0, r], and L[y] has a factorization
L[y] = v1v2v3v4
(
1
v4
(
1
v3
(
1
v2
(
1
v1
y
)′)′)′)′
, (2.6)
where vk ∈ C4−k+1[0, r] with vk > 0 (k = 1,2,3,4).
(ii) y(0) = y(1) = y′′(0) = y′′(1) = 0 if and only if
(L0y)(0) = (L2y)(0) = (L0y)(1) = (L2y)(1) = 0, (2.7)
where
L0y = 1
v1
y,
Liy = 1
vi+1
(Li−1y)′, i = 1,2,3,
L4y = v1v2v3v4(L3y)′. (2.8)
Proof. For simplicity let us assume [0, r] = [0,1] so (H1) reduces to
(H1′) β ∈ (−∞,∞), α ∈ [0,∞) are constants with
β
π2
+ α
π4
< 1.
To prove (i), in view of Lemmas 2.1 and 2.2, we only need to prove that L[y] = 0 has a
Markov fundamental system of solutions on [0,1].
Now we divide the proof into four cases:
Case 1. α > 0.
In this case, we have from (2.3) that the equation λ4 +βλ2 −α = 0 has 4 roots λ1 = −a,
λ2 = a, λ3 = bi, λ4 = −bi, where
a :=
√
−β +√β2 + 4α
> 0, b :=
√
β +√β2 + 4α
> 0. (2.9)
2 2
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b ∈ (0,π). (2.10)
From (2.10), there exists a positive constant σ such that
sinb(t + σ) > 0, t ∈ [0,1]. (2.11)
Take
z1(t) = e−at , z2(t) = eat ,
z3(t) = − sinb(t + σ), z4(t) = cosb(t + σ). (2.12)
It is easy to check that z1, z2, z3, z4 form a Markov fundamental system of solutions on
[0,1]. Applying the formula
v1 = 1, vk = WkWk−2
W 2k−1
, k = 2,3,4, (2.13)
with W0 = 1 (see [2, p. 92]), we conclude that
y′′′′ + βy′′ − αy
= 2b(a
2 + b2)
sinb(t + σ)
(
sin2 b(t + σ)
2b
(
2aeat
(a2 + b2) sinb(t + σ)
(
1
2ae2at
(eaty)′
)′)′)′
(2.14)
and accordingly
L0y = 1
v1
y = eaty, (2.15)
L1y = 1
v2
(L0y)
′ = ay + y
′
2aeat
, (2.16)
L2y = 1
v3
(L1y)
′ = 1
(a2 + b2) sinb(t + σ)(y
′′ − a2y). (2.17)
Using (2.15), (2.17) and (2.11), we conclude that y(0) = y(1) = y′′(0) = y′′(1) = 0 is
equivalent to (2.7).
Case 2. α = 0 and β > 0.
Let c = √β and let σ be a positive constant defined in (2.11). Applying the similar
method used in Case 1, we obtain the factorization
y′′′′ + βy′′ − αy = c
sin c(t + σ)
(
c sin2 c(t + σ)
(
1
c2 sin c(t + σ)
(
1
1
(
1
1
y
)′)′)′)′
.
From this, we can easily see that y(0) = y(1) = y′′(0) = y′′(1) = 0 is also equivalent to
(2.7).
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Let c0 = √−β and let σ ∈ (0,∞) be a constant. Then
y′′′′ + βy′′ − αy = c50ec0t
(
1
c30e
2c0t
(
ec0t
c20
(
1
1
(
1
1
y
)′)′)′)′
.
Clearly in this case y(0) = y(1) = y′′(0) = y′′(1) = 0 if and only if (2.7) holds.
Case 4. α = β = 0. The case is trivial.
This completes the proof of the theorem. 
Now we are in the position to apply Elias’s eigenvalue theory [4] to study the fourth-
order eigenvalue problem (1.11), (1.12).
Theorem 2.2. Let (H1) and h˜ satisfy (H2) hold. Then
(i) (1.11), (1.12) has an infinite sequence of positive eigenvalues
η1 < · · · < ηk < · · · .
(ii) ηk → ∞ as k → ∞.
(iii) To each eigenvalue ηk there corresponds an essentially unique eigenfunction ϕk which
has exactly k − 1 simple zeros in (0, r) and is positive near 0; 0 and r are also simple
zeros of ϕk .
(iv) Given an arbitrary subinterval of [0, r], then an eigenfunction which belongs to a
sufficiently large eigenvalue, change its sign in that subinterval.
(v) For each k ∈N, the geometric multiplicity of ηk is 1.
Proof. (i)–(iv) are immediate consequences of Elias [4, Theorems 1–5] and Theorem 2.1.
We only prove (v).
Let
Lˆu := u′′′′ + βu′′ − αu, u ∈ D(Lˆ), (2.18)
with
D(Lˆ) := {u ∈ C4[0,1] ∣∣ u(0) = u(1) = u′′(0) = u′′(1) = 0}.
To show (v), it is enough to prove
ker(Lˆ − ηk)2 = ker(Lˆ − ηk).
Clearly
ker(Lˆ − ηk)2 ⊇ ker(Lˆ − ηk). (2.19)
Suppose on the contrary that the geometric multiplicity of ηk is greater than 1. Then
there exists y ∈ ker(Lˆ − ηk)2 \ ker(Lˆ − ηk), and subsequently
Lˆy − ηky = γ ϕk (2.20)
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deduce that
0 = γ
r∫
0
[
ϕk(x)
]2
dx, (2.21)
which is a contradiction! 
Theorem 2.3 (Maximum principle). Let (H1) hold. Let e ∈ C[0, r] with e 0 in [0, r] and
e ≡ 0 in [0, r]. If u ∈ C4[0, r] satisfies
u′′′′ + βu′′ − αu = e(x), (2.22)
u(0) = u(r) = u′′(0) = u′′(r) = 0, (2.23)
then u(x) > 0 in (0, r).
Proof. The case α = β = 0 is trivial. So we assume that α2 + β2 > 0.
Let Du = u′′. Then
u′′′′ + βu′′ − αu = (D + r1I )(D + r2I )u, (2.24)
where
r1 = β −
√
β2 + 4α
2
, r2 = β +
√
β2 + 4α
2
.
Since
∂r2
∂α
= ∂
∂α
(
β +√β2 + 4α
2
)
= 1√
β2 + 4α > 0
for all (α,β) ∈D with
D =
{
(α,β)
∣∣∣ α  0, β ∈R, α2 + β2 > 0, r2β
π2
+ r
4α
π4
 1
}
we conclude that
r2 < sup
(α,β)∈D
β +√β2 + 4α
2
= sup
(α,β)∈∂D
β +√β2 + 4α
2
= π
2
r2
.
Moreover,
r1  r2 <
π2
r2
.
Let
z := (D + r2I )u. (2.25)
Then we have from (2.22) and (2.23) that
z′′ + r1z = e, z(0) = z(r) = 0,
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z(x) < 0, x ∈ (0, r). (2.26)
From (2.25) and (2.23), we get
u′′ + r2u = z, u(0) = u(r) = 0.
This together with (2.26) implies that u(x) > 0 for x ∈ (0, r). 
3. The main results
Theorem 3.1. Let {ηk}∞1 be the eigenvalues of the operator Lˆ defined in (2.18). If
λ >
ηk
f0
,
then there are at least 2k−1 nontrivial solutions of (1.7), (1.8). In fact, there exist solutions
w1, . . . ,wk , such that for 1 j  k, wj has exactly j −1 simple zeros on the open interval
(0, r) and w′j (0) < 0 and there exist solutions z2, . . . , zk , such that for 2 j  k, zj has
exactly j − 1 simple zeros on the open interval (0, r) and z′j (0) > 0.
Remark 3.1. If we let α = 0, h ≡ 1 and f (u) = (u + 1)+ − 1, then Theorem 3.1 reduces
to [6, Theorem 1].
Remark 3.2. For the results concerning the existence of solutions (or positive solutions)
of fourth-order and higher-order problems, one may refer, with further references therein,
to Bai and Wang [1], Del Pino and Manasevich [3], Eloe and Henderson [5] and Ma and
Wang [7]. For the recent results on the existence of nodal solutions, see Ma and Thompson
[8] and Rynne [10].
Let Y be the Banach C[0,1] with the norm ‖u‖∞ = maxt∈[0,1] |u(t)|. Let
E = {u ∈ C2[0,1] ∣∣ u(0) = u(1) = u′′(0) = u′′(1) = 0}
with the norm ‖u‖E = max{‖u‖∞,‖u′‖∞,‖u′′‖∞}. Then Lˆ−1 :Y → E is completely con-
tinuous. Here Lˆ is given as in (2.18).
Let ζ, ξ ∈ C(R,R) be such that
f (u) = f0u + ζ(u), f (u) = f+∞u+ + ξ(u). (3.1)
Here u+ = max{u,0}. Clearly
lim|u|→0
ζ(u)
u
= 0, lim|u|→∞
ξ(u)
u
= 0. (3.2)
Let
ξ˜ (u) = max ∣∣ξ(s)∣∣,
0|s|u
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lim
u→∞
ξ˜ (u)
u
= 0. (3.3)
Let us consider
Lˆu = λh(x)f0u + λh(x)ζ(u) (3.4)
as a bifurcation problem from the trivial solution u ≡ 0.
Equation (3.4) can be converted to the equivalent equation
u(x) = λLˆ−1[h(·)f0u(·)](x) + λLˆ−1[h(·)ζ (u(·))](x). (3.5)
Clearly the compactness of Lˆ−1 together with (3.2) implies that∥∥Lˆ−1[h(·)ζ (u(·))]∥∥= o(‖u‖E) as ‖u‖E → 0.
In what follows we use the terminology of Rabinowitz [9].
Let S+k denote the set of functions in E which have exactly k − 1 interior nodal (i.e.,
nondegenerate) zeros in (0, r) and are positive near t = 0, and set S−k = −S+k , and Sk =
S+k ∪ S−k . They are disjoint and open in E. Finally, let Φ±k =R× S±k and Φk =R× Sk .
The results of Rabinowitz [9] for (3.5) can be stated as follows: For each integer k  1,
ν ∈ {+,−}, there exists a continuum Cνk ⊆ Φνk of solutions of (3.5) joining ( ηkf0 ,0) to infin-
ity in Φνk . Moreover, C
ν
k \ {( ηkf0 ,0)} ⊂ Φνk .
Notice that we have used the fact that if u is a nontrivial solution of (3.4), then all zeros
of u on [0,1] are simple under (H1)–(H3).
In fact, (3.4) can be rewritten to
Lˆu = λhˆ(t)u,
where
hˆ(t) =
{
h(t)
f (u(t))
u(t)
, as u(t) = 0,
h(t)f0, as u(t) = 0.
Clearly hˆ(t) satisfies (H2). So Theorem 2.2(iii) yields that all zeros of u on [0,1] are
simple.
Proof of Theorem 3.1. We only need to show that
C−j ∩
({λ} × E) = ∅, j = 1,2, . . . , k,
and
C+j ∩
({λ} × E) = ∅, j = 2, . . . , k.
Suppose on the contrary that
Cιi ∩
({λ} × E)= ∅ for some (i, ι) ∈ Γ, (3.6)
where
Γ := {(j, ν) ∣∣ j ∈ {2, . . . , k} as ν = +, and j ∈ {1,2, . . . , k} as ν = −}.
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in E, there exists a sequence {(χm,um)} ⊂ Cιi such that χm ∈ (0, λ) and ‖um‖E → ∞ as
m → ∞. We may assume that χm → χ¯ ∈ [0, λ] as m → ∞. Let vm = um/‖um‖E , m 1.
From the fact
Lˆum(x) = χm
[
h(x)f+∞
]
(um)
+(x) + χmh(x)ξ(um)(x) (3.7)
we have that
vm(x) = χmLˆ−1
([
h(·)f+∞
]
(vm)
+)(x) + χmLˆ−1
[
h(·) ξ(um)‖um‖E
]
(x). (3.8)
Therefore, since L−1|E :E → E is completely continuous, we may assume that there exists
v ∈ E with ‖v‖E = 1 such that ‖vm − v‖E → 0 as m → ∞. Since
|ξ(um)|
‖um‖E 
ξ˜ (‖um‖∞)
‖um‖E 
ξ˜ (‖um‖E)
‖um‖E ,
we have from (3.8) and (3.3) that
v = χ¯ Lˆ−1[h(x)f+∞]v+, (3.9)
i.e.,
v′′′′ + βv′′ − αv = χ¯h(x)f+∞v+,
v(0) = v(1) = v′′(0) = v′′(1) = 0.
By (H1) and (H2) and (3.9) and the fact that ‖v‖E = 1, we conclude that χ¯h(x)×
f+∞v+ ≡ 0, and consequently
χ¯ > 0, v+ ≡ 0. (3.10)
By Theorem 2.3, we know that v(x) > 0 in (0,1). This means χ¯f∞ is the first eigen-
value of Lˆu = ηh(t)u and v is the corresponding eigenfunction of η1. Hence v ∈ S+1 and
therefore, since S+1 is open and ‖vm − v‖E → 0, we have that vm ∈ S+1 for m large. But
this contradicts the assumption that (χm, vm) ∈ Cιi and (i, ι) ∈ Γ , so (3.6) is wrong, which
completes the proof. 
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