Abstract. We prove a higher regularity result for the free boundary in the obstacle problem for the fractional Laplacian via a higher order boundary Harnack estimate.
Introduction and Main Results
In this paper, we investigate the higher regularity of the free boundary in the fractional obstacle problem. We prove a higher order boundary Harnack estimate, building on ideas developed by De Silva and Savin in [12, 13, 14] . As a consequence, we show that if the obstacle is C m,β , then the free boundary is C m−1,α near regular points for some 0 < α ≤ β. In particular, smooth obstacles yield smooth free boundaries near regular points.
1.1. The Fractional Obstacle Problem. For a given function (obstacle) ϕ ∈ C(R n ) decaying rapidly at infinity and s ∈ (0, 1), a function v is a solution of the fractional obstacle problem if
in R The sets P := {v = ϕ} and Γ := ∂{v = ϕ} are known as the contact set and the free boundary respectively. The fractional obstacle problem appears in many contexts, including the pricing of American options with jump processes (see [11] and the Appendix of [3] for an informal discussion) and the study of the regularity of minimizers of nonlocal interaction energies in kinetic equations (see [10] ).
While the obstacle problem for the fractional Laplacian is nonlocal, it admits a local formulation thanks to the extension method (see [9, 24] ). Specifically, one considers the a-harmonic 1 extensionṽ of v to the upper half-space R n+1 + := R n × (0, ∞):
where L a u(x, y) := div(|y| a ∇u(x, y)) and a := 1 − 2s ∈ (−1, 1).
The functionṽ is obtained as the minimizer of the variational problem min ˆR n+1 + |∇u| 2 |y| a dx dy : u ∈ H 1 (R n+1 + , |y| a ), u(x, 0) = v(x) 1 We say a function u is a-harmonic if Lau = 0. After an even reflection across the hyperplane {y = 0}, (1.1) is equivalent to the following local problem. For a given a ∈ (−1, 1) and a function ϕ ∈ C(R n ) decaying rapidly at infinity, a functionṽ is a solution of the localized fractional obstacle problem if it is even in y and satisfies
L aṽ (x, y) = 0 in R n+1 \ {ṽ(x, 0) = ϕ(x)}.
(1.2)
When a = 0, i.e., s = 1/2, the operator L a is the Laplacian, and (1.2) is the well-known Signorini (thin obstacle) problem, which can be stated not only in all of R n+1 , but in suitable bounded domains of R n+1 . For example, a typical formulation of the Signorini problem is in B 1 ⊂ R n+1 :
on B 1 ∩ {y = 0} v(x, y) = g(x, y) on ∂B 1 ∆ṽ(x, y) ≤ 0 in B 1 ∆ṽ(x, y) = 0 in B 1 \ {ṽ(x, 0) = ϕ(x)}.
(1.3)
Primary questions in obstacle problems are the regularity of the solution and the structure and regularity of the free boundary. The local formulation of the fractional obstacle problem, (1.2) , allows the use of local PDE techniques to study the regularity of the solution and the free boundary. Under mild conditions on the obstacle 2 , Caffarelli, Salsa, and Silvestre show, in [8] , that the solution of (1.1) is optimally C 1,s using the almost-optimal regularity of the solution shown via potential theoretic techniques in [28] . Furthermore, studying limits of appropriate rescalings of the solution (blowups) at points on the free boundary, they show the blowup at x 0 ∈ Γ must either have (a) homogeneity 1 + s or (b) homogeneity at least 2. The points at which the blowup is (1 + s)-homogeneous are known as regular points of Γ. In [8] , they show that the regular points form a relatively open subset of Γ and that Γ is C 1,σ near these regular points for some 0 < σ < 1. For the case s = 1/2, analogous results were first shown in [1, 2] . The structure of the free boundary away from regular points is investigated, for example, in [3] and [18] .
Main Result and Current Literature. Our main result is the following:
Theorem 1.1. Let ϕ ∈ C m,β (R n ) with m ≥ 4 and β ∈ (0, 1) or m = 3 and β = 1. Suppose x 0 is a regular point of the free boundary Γ = Γ(v) of the solution v to (1.1). Then, Γ ∈ C m−1,α in a neighborhood of x 0 for some α ∈ (0, 1) depending on s, n, m, and β. In particular, if ϕ ∈ C ∞ (R n ), then Γ ∈ C ∞ near regular points.
Starting from the C 1,σ regularity obtained in [8] , the Hölder exponent α obtained in Theorem 1.1 is the minimum of β and σ. In order to prove Theorem 1.1, we establish a higher order boundary Harnack estimate for the operator L a . We prove this estimate in slit domains, that is, domains in R n+1 from which an n-dimensional slit P ⊂ {x n+1 = 0} is removed. Recall that the classical boundary Harnack principle states that the quotient of two positive harmonic functions that vanish continuously on a portion of the boundary of a Lipschitz domain is Hölder continuous up to the boundary (see [7, 17] ). In [13] , De Silva and Savin remarkably extend this idea to the higher order boundary Harnack principle, proving that the quotient of two positive harmonic functions that vanish continuously on a portion of the boundary of a C k,α domain is C k,α . Motivated by applications to the Signorini problem, in [14] , they prove such a higher order boundary Harnack principle on slit domains. To do so, they assume Γ := ∂ R n P is locally the graph of a function of the first n − 1 variables, and they consider a coordinate system (x, r) on R n+1 where x ∈ R n and r is the distance to Γ. They also define a corresponding notion of Hölder regularity C k,α x,r (see Section 2) that restricts to the standard notion of C k,α on Γ when Γ ∈ C k,α .
Theorem 1.2 (De Silva and Savin, [14]
). Let u and U > 0 be harmonic functions in B 1 \ P ⊂ R n+1 that are even in x n+1 and vanish continuously on the slit P. Suppose 0 ∈ Γ := ∂ R n P with Γ ∈ C k,α for k ≥ 1 and Γ C k,α ≤ 1. If u L ∞ (B1) ≤ 1 and U (ν(0)/2) = 1, where ν is the outer unit normal to P, then u U C k,a
x,r (Γ∩B 1/2 ) ≤ C for some C = C(n, k, α) > 0.
Here, Γ C k,α is defined as in (2.1). Theorem 1.2 is used to prove that the free boundary is smooth near regular points for (1.3) with ϕ ≡ 0 in the same way that the boundary Harnack principle is used to improve the regularity of the free boundary near regular points from Lipschitz to C 1,α in, for example, the classical obstacle problem. Indeed, if Γ is locally the graph of a C k,α function γ of the first n − 1 variables, then Theorem 1.2 implies that ∂ iṽ /∂ nṽ is C k,α on Γ whereṽ is the solution to the Signorini problem. On the other hand, Γ is also the zero level set ofṽ, and so ∂ i γ, for each i = 1, . . . , n − 1, is given by ∂ iṽ /∂ nṽ on Γ. Hence, γ ∈ C k+1,α . Starting with k = 1 and proceeding iteratively, one proves that the free boundary is smooth near regular points.
The proof of the higher order boundary Harnack estimate in this paper is motivated by the global strategy developed by De Silva and Savin to prove Theorem 1.2. However, some delicate arguments are needed to adapt these ideas to our setting, which we briefly describe here. The proof involves a perturbative argument, the core regularity result being one in which Γ is flat (Proposition 3.3). When a = 0, the flat case follows from capitalizing on the structural symmetry of the Laplacian; boundary regularity is inherited from interior regularity for a reflection of the solution. Instead, to handle the case a = 0, we prove the necessary regularity of our solutions by hand. First, a reduction argument allows us to focus on the two-dimensional case. Here, the specific degeneracy of the operator L a , for each a = 0, forces a specific degeneracy in solutions that vanish on the negative x-axis to the equation L a u = 0. We observe this first in global homogeneous solutions. Then, we prove that our solutions have a well-defined power series-like decomposition in terms of these homogeneous solutions, which in turn yields the regularity result. (See Section 6.)
Another new difficulty we encounter comes from considering nonzero obstacles in (1.1). As discussed above, Theorem 1.2 implies C ∞ regularity of the free boundary near regular points in the Signorini problem with zero obstacle, that is, taking ϕ ≡ 0 in (1.3). Yet, taking ϕ ≡ 0 in the nonlocal problem (1.1) is rather uninteresting: the solution is identically zero. While the results of [14] do extend to (1.1) when s = 1/2 so long as an extension of ϕ can be subtracted off without producing a right-hand side 3 , such an extension is not generally possible. The new feature of the higher order boundary Harnack estimates here, necessary for treating general obstacles, is that we allow both L a u and L a U to be nonzero when considering the quotient u/U . Still, handling general obstacles in (1.1) is quite involved. Even after constructing a suitable extension of the obstacle from R n to R n+1 , one finds a large gap between having and applying these propositions, another consequence of having to work with a degenerate elliptic operator. (See Section 7.) Proposition 3.2 and Proposition 5.4 are the higher order boundary Harnack estimates in the generality needed to prove Theorem 1.1. The simplest case of these estimates, however, takes the following form. Theorem 1.3 (Higher Order Boundary Harnack Estimate). Let u and U > 0 be a-harmonic functions in B 1 \ P ⊂ R n+1 that are even in x n+1 and vanish continuously on the slit P. Suppose 0 ∈ Γ := ∂ R n P with Γ ∈ C k,α for k ≥ 1 and
The original approach to proving higher regularity in obstacle problems, pioneered in [20] , was to use the hodograph-Legendre transform. These techniques have been extended to prove higher regularity in the Signorini problem with zero obstacle in [21] and in thin obstacle problems with variable coefficients and inhomogeneities in [22] . On the other hand, at the same time as [21] , De Silva and Savin used the higher order boundary Harnack principle to show higher free boundary regularity in the Signorini problem with zero obstacle in [14] , as we discussed above. They also used these techniques to give a new proof of higher regularity of the free boundary in the classical obstacle problem (see [13] ). The higher order boundary Harnack approach has been adapted to the parabolic setting, proving higher regularity of the free boundary for the parabolic obstacle problem in [4] and for the parabolic Signorini problem with zero obstacle in [5] . We mention that an advantage of the hodograph-Legendre transform approach is that it allows one to prove analyticity of the free boundary near regular points when the obstacle is analytic.
Upon completion of this work, we learned that Koch, Rüland, and Shi in [23] -independently and at the same time -have proven an analogous result to our Theorem 1.1. In contrast to the methods used herein, they employ the partial hodograph-Legendre transform techniques mentioned above.
1.3. Organization. In Section 2, we introduce some notation and present some useful properties of the operator L a . In Section 3, we state and prove a pointwise higher order boundary Harnack estimate. Section 4 is dedicated to proving a pointwise Schauder estimate, while Section 5 extends the results of the previous two sections to a lower regularity setting. In Section 6, we prove a regularity result for a-harmonic functions vanishing continuously on a hyperplane. Finally, we prove Theorem 1.1 in Section 7. was done while the authors were guests of theÉcole Normale Supériore de Lyon in the fall of 2015; the hospitality of ENS Lyon is gratefully acknowledged. RN is supported by the NSF Graduate Research Fellowship under Grant DGE-1110007.
Preliminaries
2.1. Notation and Terminology. Let X ∈ R n+1 be given by
where x ′ ∈ R n−1 , x n ∈ R is the nth component of X, and y ∈ R is the (n + 1)st component of X. In this way, x = (x ′ , x n ) ∈ R n and z = (x n , y) ∈ R 2 . Furthermore, define
Let Γ be a codimension two surface in R n+1 of class C k+2,α with k ≥ −1. Then, up to translation, rotation, and dilation, Γ is locally given by
and notice that ∂ R n P = Γ. Let d = d(x) denote the signed distance in R n from x to Γ with d > 0 in the e n -direction, and let r = r(X) be the distance to Γ in R n+1 :
Then,
where κ = κ(x) denotes the mean curvature and ν = ν(x) represents the unit normal in R n of the parallel surface to Γ passing through x. Moreover, set
Observe that one can express U a as
and when Γ is flat, that is, γ ≡ 0, U a is equal tō
As shown in [8] ,Ū a is (up to multiplication by a constant) the only positive a-harmonic function vanishing on {x n ≤ 0, y = 0}. Thus, ifṽ is a global homogeneous solution of (1.2) with ϕ ≡ 0, then, up to a rotation,Ū a = ∂ νṽ , where ν is the unit normal in R n to the free boundary Γ. When Γ is not flat, the function U a is not a-harmonic. However, it approximates a-harmonic functions in the sense of the Schauder estimates of Proposition 4.1.
We work in the coordinate system determined by x and r. For a polynomial
we let P := max{|p µm |}. Here, µ is a multi-index, |µ| = µ 1 + · · · + µ n , µ i ≥ 0, and
It is useful to think that the coefficients p µm are defined for all indices (µ, m) by extending by zero. Frequently, we use the convention of summation over repeated indices.
A function f :
We will write f ∈ C k,α x,r (X 0 ), and f C k,α x,r (X0) will denote the smallest constant M > 0 for which
We will call objects universal if they depend only on any or all of a, n, k, or α. Throughout, unless otherwise stated, C and c will denote positive universal constants that may change from line to line.
2.2.
Basic Regularity Results for L a . Let us collect some regularity results for weak solutions u ∈ H 1 (B λ , |y| a ) of the equation L a u = |y| a f , beginning with interior regularity. Throughout the section, we assume that 0 < λ ≤ 1.
As the weight |y| a is an A 2 -Muckenhoupt weight, we obtain the following local boundedness property for subsolutions L a from [16] . 
for some α ∈ (0, 1).
If u is such that L a u = 0, then L a (∂ i u) = 0 for i = 1, . . . , n. Moreover, as pointed out in [9] , the function
Here, the partial derivatives of f are understood in the distributional sense. And so, we have the following regularity result for ∇ x u and |y| a ∂ y u.
In fact, ∂ i u and |y| a ∂ y u are Hölder continuous, but boundedness is all we need.
Proof. By [16, Theorems 2.3.1 and 2.3.14], ∇ x u has the following local boundedness property:
for some δ > 0. Using the energy inequalitŷ
for u and recalling λ ≤ 1, the first estimate follows.
Applying (2.6) once more concludes the proof.
The following boundary regularity result is a consequence of Proposition 2.3 applied to odd reflections. More specifically, let B + λ := B λ ∩ {y > 0} and u ∈ H 1 (B + λ , y a ) be such that
and letū andf be the odd extensions across {y = 0} of u and f respectively. Then, notice that L aū = |y| af in B λ . Applying Proposition 2.3 toū yields the following.
Corollary 2.4 (Boundary Regularity for ∇ x u and y a ∂ y u).
where
If f does not vanish on {y = 0} yet depends only on x, then we have the following.
where againū is the odd extension of u across {y = 0}, we have
and consider the barriers
Therefore, L −a v + ≥ 0 and L −a v − ≤ 0. Applying Proposition 2.1 and arguing as in the proof of Proposition 2.3, we see that
The same bound holds for sup B λ/4 −v − . As v − ≤ w ≤ v + , this concludes the proof.
As a consequence of Corollaries 2.4 and 2.5, we have the following growth estimate on |∇ x u| when f = f (x) is Lipschitz.
Corollary 2.6 (Boundary Growth of
where, using Proposition 2.3, we see that C depends on a, n, λ, u
. Since ∂ i u(x, 0) = 0, we determine that
We have the same growth estimate for |∇ x u| when f is less regular and unconstrained to depend only on x so long as it vanishes on {y = 0}.
Corollary 2.7 (Boundary Growth of
∀i ∈ 1, . . . , n.
In other words,
where we see from Proposition 2.
. Arguing as in the proof of Corollary 2.6 completes the proof.
A Higher Order Boundary Harnack Estimate
In this section, we prove a pointwise higher order boundary Harnack estimate when Γ is at least C 2,α . This estimate, Proposition 3.2, and its C 1,α counterpart, Proposition 5.4, will play key roles in proving higher regularity of the free boundary in (1.1), as sketched in the introduction. We refer the reader to Section 7 for the details of how exactly this is accomplished.
Let U ∈ C(B 1 ) be even in y and normalized so that U (e n /2) = 1. Suppose further that U ≡ 0 on P and U > 0 on B 1 \ P, and assume U satisfies
where T (x, r) is a polynomial of degree k + 1 and
In Proposition 4.1, we show that if Γ ∈ C k+2,α with Γ C k+2,α ≤ 1 and U is as above, then U takes the form
2) for some polynomial P 0 (x, r) of degree k + 1 with P 0 ≤ C and U a as defined in (2.2). Formally, if we differentiate (3.2), we find that
and
Rigorously justifying these expansions in our application to the fractional obstacle problem will require a delicate argument, which we present in Proposition 7.1. That said, in Proposition 3.2, we simply make the assumption that (3.3) and (3.4) hold.
3) and (3.4) follow by arguing as in Section 5 of [12] and the Appendix of [14] , using the regularity results in Section 2.
Proposition 3.2. Let Γ ∈ C k+2,α with Γ C k+2,α ≤ 1. Let U, T, G, and P 0 be as in (3.1), (3.3), and (3.4). Suppose that u ∈ C(B 1 ) is even in y with u L ∞ (B1) ≤ 1, vanishes on P, and satisfies
where R(x, r) is a polynomial of degree k + 1 with R ≤ 1 and
Then, there exists a polynomial P (x, r) of degree k + 2 with P ≤ C such that
for some constant C = C(a, n, k, α) > 0.
Proposition 3.2 is proved via a perturbation argument that relies on following result, where we consider the specific case that T, G, R, F ≡ 0 and Γ is flat.
Then, for any k ≥ 0, there exists a polynomialP (x, r) of degree k with P ≤ C such thatŪ aP is a-harmonic in B 1 \ {x n ≤ 0, y = 0} and
for some constant C = C(a, n, k) > 0.
Recall thatŪ a , defined in (2.4), is U a when Γ is flat. We postpone the proof of Proposition 3.3 until Section 6. In order to proceed with proof of Proposition 3.2, we need to adapt the notion of approximating polynomials for u/U , introduced in [14] , to our setting. Observe that
where, lettingī denote the n-tuple with a one in the ith position and zeros everywhere else,
Up to a dilation, we can assume that
for any ε > 0. For ε > 0 sufficiently and universally small, the constant term of P 0 in (3.2) is nonzero (see Remark 3.6 below). So, up to multiplication by a constant, (3.2) takes the form
where Q 0 (x, r) is a degree k + 1 polynomial with zero constant term and Q 0 ≤ 1. Taylor expansions of ν, κ, and d yield
Hence, using (3.3) and (3.4) to expand III, we find that I, II, and III become .7), (3.9), and (3.10), we determine that
where c
, we see that p σ,l+1 can be expressed in terms of A σl , a linear combination of p µm for µ + m ≤ |σ| + l, and a linear combination of p µm for µ + m ≤ |σ| + l and m ≤ l. Consequently, the coefficients p µm are uniquely determined by the linear system (3.12) given A σl and p µ0 . Definition 3.4. Let u and U be as in Proposition 3.2. A polynomial P (x, r) of degree k + 2 is approximating for u/U if the coefficients A σl coincide with the coefficients of R.
Before we prove Proposition 3.2, let us make two remarks and state a lemma.
Remark 3.5. While U a is not a-harmonic in B 1 \ P, it is comparable in B 1 to a function V a that is a-harmonic in B 1 \ P. Indeed, using the upper and lower barriers V ± := (1 ± r/2)U a , one can construct such a function V a by Perron's method. Remark 3.6. Up to an initial dilation, taking Γ C k+2,α ≤ ε for a universally small ε > 0, the constant term of P 0 in (3.2) is nonzero. If U and U a were a-harmonic in B 1 \ P, this would follow directly from the boundary Harnack estimate applied to U a /U without a dilation. By Remark 3.5, U a is comparable to the a-harmonic function V a . For ε > 0 sufficiently small (universally so), we will find that U is also comparable to an a-harmonic function W ; hence, we can effectively apply the boundary Harnack estimate to U a /U passing through the quotient V a /W to conclude. More specifically, after dilating, let us normalize so that U (e n /2) = 1. First, let W satisfy
The strong maximum principle ensures that W is positive in B 1 \ P. Applying the boundary Harnack estimate to W and V a , Remark 3.5 implies that
Second, let V := U − W , and observe that
Lemma 3.7 then shows that |V | ≤ CεU a . So, 1 − Cε ≤ W (e n /2) ≤ 1 + Cε and for ε > 0 small,
Now, if the constant term of P 0 were zero, then (3.2) would yield cU a ≤ U ≤ CU a |X|, which is impossible.
In addition to its use in Remark 3.6 above, the following lemma will be used at several other points. The proof follows by considering the upper and lower barriers
Then, |v| ≤ CU a for some constant C = C(a) > 0.
We are now in a position to prove Proposition 3.2.
Proof of Proposition 3.2. First, let ε > 0 in (3.8) be sufficiently small so that Remark 3.6 holds. Then, solving a system of linear equations as discussed above, we obtain an initial approximating polynomial Q 0 (x, r) of degree k + 2 for u/U . Up to multiplying u by a small constant and further decreasing ε > 0 (recall that Q 0 ≤ Cε), we can assume that
Step 1: There exists 0 < ρ < 1, depending on a, n, k, and α, such that, up to further decreasing ε > 0, the following holds. If there exists a polynomial Q of degree k + 2 that is approximating for u/U with
then there exists a polynomial Q ′ of degree k + 2 that is approximating for u/U with
For any λ > 0, define the rescalings
, and by (3.11), we have that
Let w be the unique solution to
Notice that w is even in y by the symmetry of the domain and boundary data and w L ∞ (B1) ≤ 1 by the maximum principle. Since P λ has uniformly positive L a -capacity independently of ε and λ, w is uniformly Hölder continuous in compact subsets of B 1 . So, lettingw be the solution of (3.15) in B 1 \ {x n ≤ 0, y = 0}, by compactness, w is uniformly close tow if ε is sufficiently small (universally so). Indeed, recall that Γ → {x n = 0, y = 0} in C k+2,α as ε → 0. Furthermore, thanks to (3.9), we have that U λ →Ū a uniformly as ε → 0. Proposition 3.3 ensures that there exists a polynomial P (X) :=p µm x µ |z| m of degree k + 2 such that P ≤ C,Ū aP is a-harmonic in the set B 1 \ {x n ≤ 0, y = 0}, and
Notice that the a-harmonicity ofŪ aP implies that
Therefore, choosing ρ and then ε sufficiently small depending on a, n, k, and α, we find that
whereP (X) :=p µm x µ r m λ has the same coefficients asP . Now, set v :=ũ − w. From (3.14), we find that
From Lemma 3.7 and (3.9), we deduce that
Then, combining (3.18) and (3.17) and further decreasing ε depending on ρ, a, n, k, and α, we find that
Rescaling implies that
withQ(X) := Q(X) + λ k+2+αP (X/λ). To conclude, we must alterQ to make it an approximating polynomial for u/U by replacingP (X/λ) with another polynomial P ′ (X/λ). As Q is already an approximating polynomial for u/U , we need the coefficients p ′ µm of P ′ to satisfy the system 
Setting Q ′ (X) := Q(X) + λ k+2+α P ′ (X/λ) concludes Step 1.
Step 2: Iteration and Upgrade.
Iterating
Step 1, letting λ = ρ j for j = 0, 1, 2, . . . , we find a limiting approximating polynomial P such that P ≤ C and
To upgrade this inequality to
(Γ∩B1) ≤ 1, and U > 0 is a-harmonic in B 1 \ P with U (ν(0)/2) = 1, where ν is the outer unit normal to P, then
In Proposition 3.2, we were crucially able to approximate U in terms of U a P 0 , where P 0 = P 0 (x, r) is a polynomial of degree k + 1. This approximation, (3.2), is a consequence of the Schauder estimates of Proposition 4.1 below. These Schauder estimates roughly say if u satisfies
then u gains regularity in terms of the regularity of f and Γ. More precisely, we find that
x,r (0) and Γ ∈ C k+2,α .
is even in y with u L ∞ (B1) ≤ 1, vanishes on P, and satisfies
where R(x, r) is a polynomial of degree k with R ≤ 1 and
Then, there exists a polynomial P 0 (x, r) of degree k + 1 with P 0 ≤ C such that
To prove Proposition 4.1, we must first extend the appropriate notion of approximating polynomial to this setting. We compute that
Each of the functions ν i , κ, and d can be written as the sum of a degree k polynomial in x and a C k,α function in x whose derivatives vanish up to order k. The lowest degree terms in the Taylor expansion at zero of ν i , κ, and d are δ in , κ(0), and x n respectively. Hence, grouping terms by degree up to order k and the remainder, we see that
Here, c 
where |σ| + l ≤ k,
1 ) with vanishing derivatives up to order k − m at zero. Assuming that Γ C k+2,α ≤ ε, we have |h(X)| ≤ ε P |X| k+α .
Considering (4.1), we see that p σ,l+1 can be expressed in terms of A σl , a linear combination of p µm for µ + m ≤ |σ| + l, and a linear combination of p µm for µ + m ≤ |σ| + l and m ≤ l. Thus, the coefficients p µm are uniquely determined by the linear system (4.1) given A σl and p µ0 .
Definition 4.2. Let u be as in Proposition 4.1. We call a polynomial P (x, r) of degree k + 1 approximating for u/U a if the coefficients A σl coincide with the coefficients of R.
Since Γ ∈ C k+2,α , the mean curvature κ = κ(x) does not possess enough regularity to yield the same order error as G after being expanded. Indeed, letting g := κ − T where T is the kth order Taylor polynomial of κ at the origin, we see that
This discrepancy lies at the heart of the difference in approximating u/U a and u/U .
With the correct notion of approximating polynomial in hand, the proof of Proposition 4.1 is now identical to that of Proposition 3.2 upon replacing U with U a ; it is therefore omitted.
The Low Regularity Case
The goal of this section is to prove Proposition 5.4, which extends the higher order boundary Harnack estimate of Proposition 3.2 to the case when Γ is only of class C 1,α . In this case, the functions r and U a introduced in Section 2.1 do not possess enough regularity to directly extend the proof of Proposition 4.1 or the notion of approximating polynomial for u/U in Definition 3.4. Following [14] , this is rectified by working with regularizations of r and U a , denoted by r * and U a, * respectively. The following lemma contains estimates which will allow us to replace r and U a by their regularizations when needed. The construction and the proofs of these estimates can be found in the Appendix.
Lemma 5.1. Let Γ C 1,α ≤ 1. There exist smooth functions r * and U a, * such that
where C * = C * (a, n, α) > 0. If Γ C 1,α ≤ ε, then each inequality holds with the right-hand side multiplied by ε.
The following pointwise Schauder estimate plays the role of Proposition 4.1 in the case when Γ is
Then, there exists a constant p ′ with |p ′ | ≤ C such that
Note that even though Proposition 5.2 is stated just at the origin, it holds uniformly at all points Γ∩B 1/2 since the assumption on the right-hand side in (5.1) does not distinguish the origin. The proof of Proposition 5.2 is quite similar to that of Propositions 3.2 and 4.1, but we include it to demonstrate how U a, * is used. In the proof, we will make use of the following lemma, whose proof via a barrier argument is given in the Appendix.
Lemma 5.3. Assume Γ C 1,α ≤ ε with α ∈ (0, 1 − s), and suppose u satisfies
If ε > 0 is sufficiently small, depending on a, n, and α, then |u| ≤ CU a for some C = C(a, n, α) > 0.
Proof of Proposition 5.2. Up to a dilation, we may assume that
for any ε > 0, in particular, for ε small enough to apply Lemma 5.3.
Step 1: There exists 0 < ρ < 1, depending on a, n, and α, such that, up to further decreasing ε > 0, the following holds. If there exists a constant q such that |q| ≤ 1 and
then there exists a constant q ′ with |q
for some constant C = C(a, n, α) > 0.
Define P λ , r λ , and U a,λ as in (3.13), and consider the rescaling
Note that ũ L ∞ (B1) ≤ 1 by Lemma 5.1. Let w be the unique solution of
Observe that w is even in y and w L ∞ (B1) ≤ 1. By compactness, w →w locally uniformly as ε → 0 wherew vanishes on {x n ≤ 0, y = 0} and is such that L aw = 0 in B 1 \ {x n ≤ 0, y = 0}. Proposition 3.3 ensures the existence of a constantp with |p| ≤ C such that, choosing ρ and then ε sufficiently small, depending on a, n, and α,
Lemma 5.3 shows that |v| ≤ CεU a,λ . Then, up to further decreasing ε, we deduce that
In terms of u, this implies that
Consequently, by Lemma 5.1, further decreasing ε if necessary, we find that
where q ′ := q + 2C * λ α+sp .
Iterating
Step 1, letting λ = ρ j , we find that there exists a limiting constant p ′ such that
To conclude, we must upgrade this inequality to
Arguing as in Step 1, in B 1 \ P λ , with
we have that |ũ| ≤ |w| + |v| ≤ CU a,λ in B 1/2 . Indeed, the bound on v comes from Lemma 5.3, and the bound on w comes from an application of the boundary Harnack estimate (see Remark 3.5) and Lemma 5.1.
5 Thus, after rescaling, since 0 < λ ≤ 1 was arbitrary, we find that
as desired.
We now proceed with the higher order boundary Harnack estimate. Let U ∈ C(B 1 ) be even in y with U ≡ 0 on P and U > 0 on B 1 \ P, normalized so that U (e n /2) = 1, and satisfy
where t is a constant with |t| ≤ 1 and
for a constant |p ′ | ≤ C. As before, formally differentiating (5.4) yields
(5.6) the justification of these derivative estimates for our application is somewhat delicate and is given in Proposition 7.3. Again, in the simplest case, taking t ≡ G ≡ 0, these derivative estimates can be shown by arguing as in Section 5 of [12] and the Appendix of [14] , using the regularity results in Section 2 (cf. Remark 3.1).
Proposition 5.4. Let Γ ∈ C 1,α with Γ C 1,α ≤ 1. Let U, t, G, and p ′ be as in (5.2), (5.3), (5.5), and (5.6). Suppose that u ∈ C(B 1 ) is even in y with u L ∞ (B1) ≤ 1, vanishes on P, and satisfies
where b is a constant such that |b| ≤ 1 and
Then, there exists a polynomial P (x, r) of degree 1 with P ≤ C such that
for some constant C = C(a, n, α) > 0. 5 Here, we use the upper and lower barriers Ua, * ∓ U 1+α/s a, * in Perron's method to build an a-harmonic function that vanishes on P and is comparable to Ua, * and Ua.
To prove Proposition 5.4, we extend the notion of approximating polynomial to this low regularity setting by considering polynomials in (x, r * ) rather than in (x, r); that is, P (x, r * ) = p 0 +p i x i +p n+1 r * . After performing an initial dilation, as before, using Lemma 5.1, (5.5), and (5.6), one can show that
with |h(X)| ≤ ε P r s−1 |X| α .
Definition 5.5. Let u and U be as in Proposition 5.4. A polynomial P (x, r * ) of degree 1 is approximating for u/U if b = tp 0 + 2sp n + 2p n+1 .
With this definition of approximating polynomial, the proof of Proposition 5.4 is identical to that of Proposition 3.2 and is therefore omitted.
Proof of Proposition 3.3
In this section, we prove Proposition 3.3. That is, if u is a-harmonic in B 1 \ {x n ≤ 0, y = 0} and vanishes continuously on {x n ≤ 0, y = 0}, then the quotient u/U a is C ∞ x,r (Γ ∩ B 1/2 ). The perturbative arguments of Sections 3 through 5 all rely on this core regularity result. The idea of the proof is the following. The domain B 1 \ {x n ≤ 0, y = 0} and the operator L a are translation invariant in the e i direction for any i = 1, . . . n − 1, so differentiating the equation L a u = 0 shows that u is smooth in these directions. We can then reduce the proof of Proposition 3.3 to the two-dimensional case, but with a right-hand side. A final reduction (Lemma 6.7) leaves us with the main task of this section, which is proving Proposition 3.3 in the case n = 2 with zero right-hand side. This is Proposition 6.1 below.
It will be convenient to fix the following additional notation. For x ′ ∈ R n−1 , we let
We sometimes suppress the dependence on x ′ and view D λ,x ′ = D λ as a subset of R 2 .
Proposition 6.1. Let u ∈ C(B 1 ) be even in y with u L ∞ (D1) ≤ 1 and satisfy
Then, for any k ≥ 0, there exists a polynomial P (x, r) of degree k with P ≤ C such that U a P is a-harmonic in D 1 \ {x ≤ 0, y = 0} and
The geometry of our domain D 1 \ {x ≤ 0, y = 0} is simplified through the change of coordinates
which identifies the right-half unit disk D + 1 := {z ∈ R 2 : |z| < 1, z 1 > 0} and D 1 \ {x ≤ 0, y = 0}. 6 If we letū denote u after this change of coordinates, thenū is even in z 2 and
where the operatorL a (which is L a in these coordinates) is given bȳ
The odd extension ofū satisfies the same equation in D 1 . In this new coordinate system and after an odd extension in z 1 , the function U a becomes |z 1 | −a z 1 . Thus, Proposition 6.1 is equivalent to the following proposition. Proposition 6.2. Let u ∈ C(D 1 ) be odd in z 1 and even in z 2 with u L ∞ (D1) ≤ 1 and satisfy
For any k ≥ 0, there exists a polynomial Q of degree 2k with Q ≤ C such thatL a (
for some constant C = C(a, k) > 0.
If a = 0, then u is harmonic and Proposition 6.2 follows easily. Instead, when a = 0, we prove the result from scratch in three steps. First, we construct a set homogeneous solutions of (6.1). Second, we show that these homogeneous solutions form an orthonormal basis for L 2 (∂D 1 ) with an appropriate weight. Third, we expand u| ∂D1 in this basis, extend this expansion to the interior of D 1 , and compare u to the extension.
Letω a (z 1 , z 2 ) := |2z 1 z 2 | a , and observe thatω a is an A 2 -Muckenhoupt weight.
Remark 6.3 (Homogeneous Solutions)
. For every j ∈ N ∪ {0}, define the function
and b 0 = b 0 (j, a) is chosen so that ū j L 2 (∂D1,ωa) = 1. Eachū j is odd in z 1 , even in z 2 , vanishes on the z 2 -axis, and satisfiesL
The two Green's identities below will be used in what follows. The first is applied to prove Lemma 6.5, an important estimate for the proof of Proposition 6.2. The second is utilized in Lemma 6.6 to show that the homogeneous solutions of Remark 6.3 form an orthonormal basis for L 2 (∂D 1 ,ω a ).
Remark 6.4 (Green's Identities
, then u and v satisfy the following Green's identities forL a :
3)
The following lemma shows that the (weighted) L 2 -norm of u on the boundary of D 1 controls the (weighted) L 2 -norm of u inside D 1 .
Then, there exists a positive constant C, depending only on a, such that
Proof. Let φ defined by
where the average is taken with respect toω a . Using (6.2), we compute that φ is increasing in λ. Proof. By construction, ι a L 2 (∂D1,ωa) = ū j L 2 (∂D1,ωa) = 1. We show that {ι a ,ū j : j = 0, 1, . . . } is an orthogonal, dense set in L 2 (∂D 1 ,ω a ). We first treat the question of density. By symmetry, letting A := ∂D 1 ∩ {z 1 , z 2 ≥ 0}, it suffices to show that span{ι a ,ū j : j = 0, 1, . . . } is dense in L 2 (A,ω a ). Furthermore, via the locally Lipschitz change of variables Φ : [0, 1] → A given by Φ(t) := (t, √ 1 − t 2 ) with Jacobian J Φ (t) = (1 − t 2 ) −1/2 , this reduces to showing that span{1,w j :
To this end, observe that for every l ∈ N ∪ {0}, there exist constants c j ∈ R for j = 0, 1, . . . , l such that
The Müntz-Szász theorem 7 implies that the family span{1,
, the question of density is settled. We now show the set {ι a ,ū j : ω a ) . First, since the functions u j are odd in z 1 andω a is even, the inner product ofū j and ι a in L 2 (∂D 1 ,ω a ) is zero for every j ∈ N ∪ {0}. Moreover, sinceū j is homogeneous of degree 2s + 2j, one computes for any z ∈ ∂D 1 ,
Therefore, forū k andū j , (6.3) becomes 0 = (2k − 2j)ˆ∂ D1ū jūkωa dσ, as desired.
We now prove Proposition 6.2 (and thus, Proposition 6.1) using Lemmas 6.5 and 6.6 and the local boundedness property forL a (cf. (2.5)).
Proof of Proposition 6.2. By Lemma 6.6, ω a ) , and c a = 0 as u is odd in z 1 . For every k ∈ N ∪ {0}, let v k := 
7 The Müntz-Szász theorem (see [25] and [27] ) says that span{1, t p i :
Since u L ∞ (D1) ≤ 1, it follows that sup j |c j | ≤ 1. Consequently,
for a constant C depending only on k and a. For any 0 < λ < 1, define the rescaling w(z) := w k+1 (λz) λ 2s+2k+2 , and observe that |w| ≤ C in D 1/2 thanks to the homogeneity of each term in w k+1 . Furthermore, the functionsw and |z 1 | −a z 1 vanish on {z 1 = 0} and satisfyL aw =L a (|z 1 | −a z 1 ) = 0 in D 1/2 . Applying the boundary Harnack estimate in D 1/2 ∩ {z 1 > 0} and recalling thatw and |z 1 | −a z 1 are odd in z 1 , we find that
Rescaling and letting
2 ), we deduce that
concluding the proof.
With Proposition 6.1 in hand, we use a perturbative argument to prove the following, which in turn will allow us to conclude the proof of Proposition 3.3.
Lemma 6.7. Suppose u ∈ C(B 1 ) is even in y with u L ∞ (D1) ≤ 1, vanishes on {x ≤ 0, y = 0}, and satisfies
Then, there exists a polynomial P (x, r) of degree k + 1 such that P ≤ C and
for some constant C = C(a, k, α) > 0.
The proof of Lemma 6.7 follows the two step improvement of flatness and iteration procedure given in the proof of Proposition 3.2, and so we omit it. 8 We now prove Proposition 3.3.
Proof of Proposition 3.3. The equation (3.5) is invariant with respect to x ′ , so any partial derivative of u in an x ′ -direction also satisfies (3.5). Furthermore, the set {x n ≤ 0, y = 0}, where u vanishes, has uniformly positive L a -capacity. It follows that solutions of (3.5) are uniformly Hölder continuous in compact subsets of B 1 . In particular, as u L ∞ (B1) ≤ 1, we see that for any multi-index µ,
for some constant C = C(a, |µ|) > 0; that is, u ∈ C ∞ x ′ (B 1/2 ). With the regularity of u in x ′ understood, we turn to understanding the regularity of u in z. To this end, notice that
8 Since Ua and r are homogeneous when Γ is flat and Ua is a-harmonic away from the set {xn ≤ 0, y = 0}, the notion of approximating polynomials and proof are much simpler.
So, for any fixed x ′ , u satisfies
as a function of z. (Here, L a is seen as a two-dimensional operator.) Let
By (6.4), f is C 0,τ in compact subsets of B 1 . Up to multiplying by a constant, we may assume that f C 0,τ (B 1/2 ) ≤ 1. Then, since f (x ′ , 0) = 0 for every x ′ , viewed just as a function in z, we see that
In particular, u satisfies the hypotheses of Lemma 6.7 with k = 0 taking R(x n , r) ≡ 0 and F (z) = f (z). Applying Lemma 6.7, we find a degree 1 polynomial P 0 (x n , r) such that
As u and f have the same regularity in z, it follows that
for a polynomial Q 0 (x n , r) of degree 1. Equivalently,
where R(x n , r) = rQ 0 (x n , r) is a degree 2 polynomial and, up to multiplication by a constant, R ≤ 1 and |F (z)| ≤ r s−1 |z| 2+τ . In this way, we can bootstrap Lemma 6.7 with k = 2j to find polynomials P j (x n , r) of degree 2j + 1 such that
In other words, for each
Since u is smooth in x ′ and U a is independent of
This proves (3.6).
Finally, that U a P is a-harmonic in B 1 \ P follows by induction: decompose P into its homogeneous parts P (x, r) = k m=0 P m (x, r), where each P m (x, r) is a homogeneous polynomial of degree m.
is a-harmonic in B 1 \ {x n ≤ 0, y = 0}. Now, consider the rescalings of v defined bỹ
Observe that L aṽ = 0 in B 1 \ {x n ≤ 0, y = 0} and thatṽ → U a P l+1 as λ → 0 by (6.5). Therefore, L a (U a P l+1 ) = 0 in B 1 \ {x n ≤ 0, y = 0}, which concludes the proof.
Proof of Theorem 1.1
In this section, we prove Theorem 1.1. Up to multiplication by a constant, we may assume that
and after a translation, rotation, and dilation, we can assume that the origin is a regular point of Γ, that Γ ∩ B * 2 can be written as the graph of a C 1,σ function of n − 1 variables, and that ∂ R n P = Γ is locally given by
Here, α := min{β, σ}. Now, recalling the discussion following the statement of Theorem 1.2, our goal is to apply Proposition 5.4 and then iteratively apply Proposition 3.2 to produce a polynomial P of degree m − 2 for which, after restricting to the hyperplane {y = 0}, we have
The functions ∂ i (v − ϕ) and ∂ n (v − ϕ) are only defined on R n , so, to apply our higher order boundary Harnack estimates, we must first extend v and ϕ to R n+1 . Following the notation set in the introduction, we denote the (even in y) a-harmonic extension of our solution v byṽ, which satisfies (1.2). Choosing an extensionφ for the obstacle to R n+1 is less straightforward, as our choice governed by the need for the pair u = ∂ i (ṽ −φ) and U = ∂ n (ṽ −φ) to satisfy the hypotheses of Propositions 5.4 and 3.2. The primary challenge is to show that U will satisfy the derivative estimates (5.5), (5.6), (3.3), and (3.4). With this in mind, we definẽ
where c 0 := 1, c j := 2j(2j + a − 1)c j−1 , and T 0 = T 0 (x) is the mth order Taylor polynomial of ϕ at the origin. The coefficients c j are chosen such that
2) For any i ∈ 1, . . . , n, [8, Proposition 4.3] implies that ∂ i w ∈ C 0,δ (B 1 ) for all 0 < δ < s, and, up to multiplication by universal constant,
is of class C m−3,β and
Again, in order to apply the higher order boundary Harnack estimates we must justify (5.5), (5.6), (3.3) , and (3.4) for U = ∂ n w. We do this in two propositions. The following addresses (3.3) and (3.4), while Proposition 7.3 below addresses (5.5) and (5.6).
Proposition 7.1. Let Γ ∈ C k+2,α with 0 ≤ k ≤ m − 3 and Γ C k+2,α ≤ 1. Let U := ∂ n w for w as defined in (7.2). Let P 0 (x, r) be the polynomial of degree k + 1 obtained from Proposition 4.1. Then,
As we shall see, to prove Proposition 7.1, we stitch together a family of analogous estimates in overlapping cones based at points on Γ in a neighborhood of the origin. In the cone
these estimates are given by the following lemma.
where f = f (x) and f ∈ C m−3,α (B 1 ) is such that f C m−3,α (B1) ≤ 1 with vanishing derivatives up to order m − 3 at the origin. Let P = P 0 be the polynomial of degree k + 1 obtained in Proposition 4.1. Then,
Proof. Since |L a U | ≤ |y| a r s−1 |X| k+α , Proposition 4.1 can indeed be applied to obtain an approximating polynomial P (x, r) for U/U a of degree k + 1 with P ≤ C such that
For a fixed 0 < λ < 1, defineŨ
where, since P is an approximating polynomial for U/U a ,
Here, h(X) = k l=0 r l h l (x), and h l ∈ C k,α (B * 1 ) have vanishing derivatives up to order k − l at zero; recall the discussion on approximating polynomials in Section 4. We decomposeŨ asŨ =Ũ 1 −Ũ 2 whereŨ i ≡ 0 on P λ and L aŨi = |y| a F i with
Notice that F 1 = F 1 (x) is of class C 1,α with C 1,α -norm bounded independently of λ and that F 2 ≡ 0 on P λ .
Proof of (7.9). SinceŨ vanishes on P λ , by (2.3),
Hence, Proposition 2.3 and Corollaries 2.4 and 2.5
(applied toŨ 2 andŨ 1 respectively) imply that
Expressing this in terms of U and rescaling, (7.9) follows as λ > 0 was arbitrary.
Proof of (7.8) . Notice that F is bounded independently of λ in the region C ∩ (B 7/8 \ B 1/8 ). Sincẽ U vanishes on P λ , Proposition 2.3 and Corollary 2.4 imply that
We need to improve this inequality to
(7.10) Let K ± be the upper and lower halves of K with respect to x n , that is,
, we see that U a,λ ≥ c, and so (7.10) is immediate in this region. On the other hand, by Corollaries 2.6 and 2.7 (applied toŨ 1 andŨ 2 respectively), (7.10) holds in K − ∩(B 3/4 \ B 1/4 ). Thus, (7.8) follows as λ > 0 was arbitrary.
We now prove Proposition 7.1. The idea is to define a different extensionφ x0 of ϕ at every point in Γ ∩ B * 1/2 in such a way that allows us to apply Lemma 7.2 to ∂ n (ṽ −φ x0 ) in cones based at x 0 . Then, we patch the estimates from Lemma 7.2 together and conclude.
Proof of Proposition 7.1.
with c j as in (7.1) and T x0 (x) the mth order Taylor polynomial of ϕ at x 0 . Set
Letting X 0 := (x 0 , 0) ∈ R n+1 , we again see that ∂ n w x0 C 0,δ (B1(X0)) ≤ 1 and
and, by construction, f . So, up to a dilation, we apply Lemma 7.2 to U = U X0 := ∂ n w x0 for every x 0 ∈ Γ ∩ B * 1/2 with right-hand side f = f x0 n . As Γ ∈ C k+2,α , after Taylor expanding ν i and d, we have 7.12) and
where P i X0 and P r X0 are polynomials of degree k + 1 and K X0 is the rotation and translation of K centered at x 0 pointing in the direction ν(x 0 ).
We now show that (7.12) and (7.13) hold for U 0 in all of B 1 . Given any X ∈ B 1 , let X 0 ∈ Γ be such that r(X) = |X − X 0 |; note that X ∈ K X0 and |X − X 0 | ≤ |X|.
(7.14)
As X ∈ K X0 , (7.12) and (7.14) imply that
On the other hand, if 2j + 2 ≤ m, then ∆ j ∂ in T 0 and ∆ j ∂ in T x0 are the Taylor polynomials of degree m − 2j − 2 at zero and x 0 respectively for ∆ j ∂ in ϕ. Therefore, again using (7.14),
Recalling (2.3) and that m − 2 ≥ k + 1, we see that
Finally, to bound III, let λ :
Noting that |Z| and |Z − X 0 | are of order λ for all Z ∈ B λ/2 (2λe n ), the bound on II and (7.12) imply that
Hence,
and, in particular, we determine that
We conclude that (7.5) holds for U 0 in B 1 . An identical argument shows that (7.6) holds for U 0 in B 1 . Now we address the case when Γ ∈ C 1,α . The following proposition shows that (5.5) and (5.6) hold for U = ∂ n w, with w defined as in (7.2). Proposition 7.3. Let Γ ∈ C 1,α with Γ C 1,α ≤ 1. Let U ∈ C(B 1 ) be even in y and normalized so that U (e n /2) = 1. Let U ≡ 0 on P and U > 0 in B 1 \ P, and suppose U satisfies
where f = f (x) and f ∈ C 0,1 (B 1 ) with f C 0,1 (B1) ≤ 1. Let p ′ be the constant obtained in Proposition 5.2. Then,
Proof. Note that Proposition 5.2 can be applied because |L a U | ≤ |y| a r s−2+α . Let Z be a point of differentiability for r with distance λ/2 from Γ. Up to a translation, we may assume that the closest point on Γ to Z is the origin. So, at Z, we have that U a =Ū a , r = λ/2, and
λ α+s and C := {2|z| > |x ′ |}, and let K and K ± be as in (7.7) and (7.11) . Arguing as in the proof of Lemma 5.1, where we obtained that |U a, * − U a | ≤ CU a r α , we see that
where, recalling thatŪ a is a-harmonic in B 1 \ {x n ≤ 0, y = 0},
Observe that F = F (x), F ∈ C 0,1 (B 1 ), and F C 0,1 (B1) ≤ 1. Arguing as in Lemma 7.2 and by (7.15), we find that
Moreover, since the origin was distinguished by an arbitrary translation,
for every X ∈ B 1/2 at which r is differentiable, letting X 0 be the projection of X onto Γ and p ′ X0 be the constant corresponding to the expansion of U at X 0 . Since
the lemma follows.
Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. Let U = ∂ n w and u = ∂ i w, with w as defined in (7.2). Thanks to the rescalings at the beginning of this section, we have Γ C 1,α ≤ 1. Up to possible further rescaling, U := ∂ n w > 0 in B 1 ; see [8] . Thanks to (7.3), (7.4), and Proposition 7.3, the remaining hypotheses of Proposition 5.4 are satisfied up to multiplication by a universal constant. So, applying Proposition 5.4 to u and U , we obtain the existence of a polynomial P of degree 1 that, after a Taylor expansion of d, yields
Up to translation and rotation, we may argue identically with x 0 ∈ Γ ∩ B * 1/2 in place of the origin. Hence, Passing from C k+2,α to C k+3,α for 0 ≤ k ≤ m − 4 is identical; here Proposition 7.1 is used to show the hypotheses (3.3) and (3.4) of Proposition 3.2 are satisfied. Applying Proposition 3.2, we find that there exists a polynomial P of degree k + 2 such that, after restricting to the hyperplane {y = 0},
In turn, this implies that Γ ∈ C k+3,α . Arguing iteratively for k = 0, . . . , m − 4, the theorem is proved.
Appendix
In this section, we prove Lemmas 5.1 and 5.3.
Proof of Lemma 5.1. The regularizations of r and U a are constructed in the same way as the analogous regularizations in [14] . First, we smooth the signed distance function d via convolution in λ-neighborhoods of Γ. Then, we define approximations r λ and U a,λ in geometrically shrinking annuli, and we patch them together in a smooth way. The functions r λ and U a,λ here should not be confused with the rescalings of r and U a defined in (3.13).
The functions d, r, and U a are locally Lipschitz in B 1 \ P, and are therefore differentiable almost everywhere. When we speak of their derivatives, we assume we are at a point of differentiability.
Step 1: Construction and estimates for the function d λ .
Define the set D λ := {x ∈ R n : |d| < 4λ}. Let η ∈ C ∞ 0 (B * 1/50 ) be a positive, radially symmetric function that integrates to 1, and set d λ := d * η λ where η λ := λ −n η(x/λ). As in [14] , the following estimates hold for d λ in D λ :
In particular, the gradient estimate implies
Step 2: Construction and estimates for the function r λ . Consequently, we have that Hence, (8.7) follows from (8.5).
Let
Step 3: Construction and estimates for the function U a,λ .
We define Step 3a: Estimates in R , we obtain (8.9).
Step 3b: Estimates in R − λ . In R − λ , the functions U a and U a,λ are comparable to |y| 2s λ −s . Indeed, As a consequence,
To see the x-gradient estimate in (8.8), since |∇ x U a | = sU a /r ≤ Cλ s−1 , we compute ∇ x U a,λ = ∇ x U a + O(λ α−1+s ).
Similarly, using that |∂ y U a | = s|y| −1 U a (r − d)/r ≤ C|y| −1 λ s , we find that
This proves (8.8) . Finally, we compute L a U a,λ directly: Step 4: Construction and estimates for r * and U a, * .
The functions r * and U a, * are constructed by letting λ k = 4 −k and smoothly interpolating between r λ k and U a,λ respectively with r * := r λ k in R λ k ∩ {r ≤ 2λ k } r 4λ k in R λ k ∩ {r > 3λ k } and U a, * := U a,λ k in R λ k ∩ {r ≤ 2λ k } U a,4λ k in R λ k ∩ {r > 3λ k } with r * and U a, * smooth in the intermediate region. We use the estimates in (8.4) The first inequality follows trivially. Since U a /r ≤ C|∇U a |, we find that ∇U a,λ = ∇U a (1 + O(λ α )). Hence, the second inequality in (8.12) holds utilizing the first inequalities in (8.8) and (8.11) . Finally, from (8.8) and (8.11) and an simple computation, one justifies the third estimate in (8.12) .
Given (8.10) and (8.12), the lemma follows.
We now prove Lemma 5.3.
Proof of Lemma 5.3. We construct upper and lower barriers. Define the upper barrier v + := U a, * − U β a, * for some β > 1 that will be chosen. Note that v + ≥ 0 on ∂B 1 ∪ P since β > 1. From Lemma 5.1, we have that |L a U a, * | ≤ C * ε|y| a r α−2+s , |U a, * | ≤ C * r s , and |∇U a, * | 2 ≥ c U 2−1/s a, * r .
The third inequality holds provided that 0 < ε ≤ 1/2C * . Indeed, if β − 1/s < 0. Setting β = 1 + α/s, we see that β − 1/s < 0 (recall that α ∈ (0, 1 − s)), and so choosing ε > 0 smaller if necessary, we deduce that L a v + ≤ −c|y| a r α−2+s .
