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Qualcuno che la sa lunga 
mi spieghi questo mistero: 
il cielo è di tutti gli occhi, 
di ogni occhio è il cielo intero. 
È mio, quando lo guardo. 
È del vecchio, del bambino, 
del re, dell’ortolano, 
del poeta, dello spazzino. 
Non c’è povero tanto povero 
che non ne sia il padrone. 
Il coniglio spaurito 
ne ha quanto il leone. 
Il cielo è di tutti gli occhi, 
 ed ogni occhio, se vuole, 
si prende la Luna intera,  
le stelle comete, il Sole. 
Ogni occhio si prende ogni cosa 
e non manca mai niente: 
chi guarda il cielo per ultimo 
non lo trova meno splendente. 
Gianni Rodari 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
SOMMARIO 
 
 
 
 
   La presente tesi analizza l'efficacia del Problema Circolare Ristretto 
dei Tre Corpi nel progetto di missioni spaziali, sia dal punto di vista 
delle orbite operative che delle traiettorie di trasferimento, studiando 
anche l’accoppiamento tra dinamica del modello a tre corpi e strategie di 
trasferimento a bassa spinta. 
   Lo studio è concentrato su orbite periodiche Lyapunov verticali 
intorno ai punti di librazione del problema, in quanto, grazie alla loro 
escursione fuori dal piano di moto dei due corpi attrattori considerati, 
sono utilizzabili in modo vantaggioso in numerose missioni sia 
scientifiche sia di telecomunicazione, ma, ciò nonostante, risultano poco 
trattate in letteratura.  
   La prima parte del lavoro, è dedicata  al calcolo delle orbite periodiche 
Lyapunov verticali intorno ai punti collineari dei sistemi Sole-Terra e 
Terra-Luna e alla determinazione delle varietà invarianti bi-dimensionali 
ad esse associate. A tale scopo sono state esaminate e impiegate 
metodologie di calcolo sia analitiche (approssimazione analitica al terzo 
ordine) sia numeriche (procedura di correzione differenziale e metodo di 
continuazione). 
   Il lavoro si focalizza poi sulla definizione di missioni spaziali a bassa 
spinta da un'orbita di parcheggio intorno alla Terra verso le suddette 
orbite periodiche. A tale scopo, sono state proposte strategie di 
trasferimento che prevedono l'accoppiamento di un arco a bassa spinta 
con la dinamica delle varietà invarianti associate all'orbita periodica, 
ottenendo, in particolare, trasferimenti Terra-Luna, a partire da 
un’Orbita di Trasferimento Geostazionaria (GTO) verso un’orbita 
periodica Lyapunov verticale intorno a L1, che impiegano all’incirca 220 
giorni, consumando una quantità di propellente tipicamente inferiore al 
20% della massa iniziale del satellite. 
   Infine, è stato affrontato, in via preliminare, il problema 
dell'ottimizzazione della traiettoria di trasferimento a bassa spinta, con 
l'obiettivo di determinare la legge temporale di variazione del modulo e 
della direzione del vettore accelerazione di spinta in grado di 
  
minimizzare il consumo di propellente. In particolare, per la soluzione di 
tale problema è stato scelto di avvalersi di un metodo diretto. 
   Il risultato ottenuto da tale analisi nel caso del trasferimento Terra-
Luna, da un’orbita di parcheggio GTO al manifold stabile associato a 
un’orbita Lyapunov verticale, è una riduzione della massa di 
combustibile consumata pari all’incirca al 30% e un aumento del tempo 
di trasferimento del 4-9% rispetto ai valori ottenuti con una strategia di 
spinta continua preassegnata. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
ABSTRACT 
 
 
 
 
   This work deals with the Circular Restricted Three Body Problem in 
the contest of space mission design both for operative orbits and transfer 
trajectories. It also studies the combination of the three body problem 
dynamic and low-thrust transfer strategies. 
   In particular, this thesis focuses on the Lyapunov vertical periodic 
orbits around the libration points peculiar to the problem because these 
orbits might be useful to either scientific and telecommunication space 
missions, due to their potentially large out-of-plane excursion. However 
there is very little literature on this subject. 
   The first part of the work is dedicated to the computation of Lyapunov 
vertical periodic orbits around the collinear points of the Sun-Earth and 
Earth-Moon systems together with the computation of the bi-
dimensional manifolds associated with the orbits. Both analytical (third-
order analytical approximation) and numerical methods (differential 
correction procedure and continuation method) have been used. 
   In the second part, the work focuses on the low-thrust space mission 
design from a parking orbit around the Earth towards the above 
mentioned target periodic orbits. 
   Transfer strategies that combine low-thrust arcs with the manifolds 
associated with the periodic orbit have been applied. Thus, transfers 
from a Geostationary Transfer Orbit (GTO) towards a Lyapunov vertical 
periodic orbit around the libration point between the Earth and the Moon 
have been assessed. Such transfers take about 220 days consuming a 
quantity of propellant lower than to 20% of the initial spacecraft mass. 
   Finally, a preliminary approach to the optimization problem of the 
low-thrust transfer trajectory has been considered. The aim was to 
determine the time histories of magnitude and direction of the propulsive 
acceleration vector able of minimizing the propellant consumed. In 
particular, a direct method has been chosen for the solution of this 
problem. Results obtained in the transfers from a GTO to a stable 
manifold associated to a Lyapunov vertical orbit in the Earth-Moon 
system shown a 30% reduction in the propellant mass consumption and 
an increase of about 4-9% in the transfer time if compared with the same 
transfers obtained using a continuous predefined thrust strategy. 
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INTRODUZIONE 
 
 
 
 
  
 
 
 
 
   L’intento di questa introduzione è di illustrare gli obiettivi del lavoro 
svolto e di fornire le motivazioni per le scelte di studio effettuate.      
Pertanto, nel seguito sono chiariti i vantaggi dell’impiego di un modello 
gravitazionale multi-corpo e dell’utilizzo di sistemi di propulsione a 
bassa spinta nella progettazione e nell’analisi di una missione spaziale.  
   Sono forniti, poi, alcuni cenni storici allo scopo di collocare 
temporalmente i primi studi e le prime missioni in cui sono stati 
applicati metodi e modelli in comune con il presente lavoro. 
   Inoltre, al fine di evidenziare l’attuale interesse della comunità 
scientifica per i punti di librazione, caratteristica intrinseca in modelli 
gravitazionali più accurati di quello Kepleriano, è fornito un elenco delle 
missioni spaziali in programma che ne prevedono il coinvolgimento. 
Infine, per giustificare tale interesse, sono spiegati i vantaggi derivanti 
dall’impiego dei punti di librazione nelle applicazioni spaziali. 
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1.1 Disegno preliminare di missioni spaziali 
 
   La definizione di una missione spaziale è un processo complesso che 
richiede il susseguirsi di fasi d’analisi con livello crescente di 
approssimazione. 
   In un primo momento è sufficiente utilizzare metodologie di studio che 
permettano di valutare in breve tempo l’influenza e l’ordine di 
grandezza dei parametri principali. A questo scopo sono generalmente 
impiegati il modello di Keplero dei due corpi e il metodo delle coniche 
raccordate (quest’ultimo può esser considerato una derivazione del 
primo). 
   Il moto kepleriano descrive la dinamica di un corpo di massa 
trascurabile (ad esempio un satellite) soggetto unicamente alla forza di 
attrazione gravitazionale di un corpo di massa uniforme, detto primario, 
rispetto a un sistema di riferimento solidale al primario stesso (moto 
relativo). In tal caso, le uniche traiettorie possibili sono orbite coniche di 
cui il primario occupa uno dei due fuochi[1]. Le forze gravitazionali degli 
altri corpi celesti, quando prese in considerazione, sono trattate come 
perturbazioni e in molte applicazioni il loro effetto è indesiderato, 
pertanto, per annullarlo, sono previste opportune manovre di station 
keeping. 
   Il metodo delle coniche raccordate[1] permette di studiare, in prima 
approssimazione, le missioni di trasferimento in cui è necessario tenere 
in considerazione l’azione sulla sonda della forza di attrazione 
gravitazionale esercitata da diversi corpi celesti. In particolare, durante il 
trasferimento, il satellite attraversa la sfera di influenza[1] dei vari corpi, 
ovvero la regione dello spazio intorno a un primario nella quale la forza 
gravitazionale di tale primario è preponderante rispetto a quella degli 
altri corpi attrattori considerati. Il moto della sonda all’interno di ogni 
sfera di influenza è approssimato con il modello kepleriano, quindi il 
metodo tiene conto dell’azione gravitazionale di un solo primario per 
volta. Infine, per rendere la traiettoria continua sia in posizione sia in 
velocità, i vari archi di conica risultanti, uno per ogni sfera di influenza 
attraversata, dovranno essere raccordati.  
   I vantaggi fondamentali del metodo delle coniche raccordate sono la 
semplicità e la possibilità di ottenere soluzioni in modo analitico, infatti, 
in ogni fase della missione il problema è ricondotto a un problema di 
Keplero e quest’ultimo è integrabile analiticamente. 
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   Invece, quando la missione prevede lunghi tempi di permanenza nella 
regione dello spazio in cui le forze di attrazione di due primari si 
equilibrano, l’analisi con il metodo delle coniche raccordate non è in 
grado di predire adeguatamente il moto del satellite. In tal caso è 
necessario ottenere una previsione più accurata dell’orbita percorsa e ciò 
richiede l’utilizzo di un modello dinamico che descriva in maniera più 
consona la realtà fisica.  
   Nella realtà il moto di un satellite è influenzato dall’azione 
gravitazionale simultanea di un numero infinito di corpi, quindi risultati 
migliori possono essere ottenuti impiegando modelli fisici che tengano 
conto dell’azione simultanea di molteplici attrattori. Tutto ciò però, a 
discapito di un aumento della complessità del problema e della perdita di  
soluzioni analitiche. Infatti, il problema degli n-corpi con n≥3 è in 
generale integrabile solo numericamente a causa della dipendenza dalla 
posizione di entrambi i membri delle equazioni di moto[2]. Soluzioni 
analitiche sono ottenibili solo in casi particolari in cui le distanze 
reciproche tra i corpi sono istantaneamente costanti[3,4]. 
   Inoltre, l’impiego di un modello con n≥3, anche detto non-kepleriano, 
determina la perdita della proprietà di conservazione del momento della 
quantità di moto e del momento angolare, proprie del modello 
kepleriano, e conseguentemente rimangono indefiniti gli elementi 
orbitali classici. Bruns (1887)[5] e Poincaré (1896)[6] dimostrarono che 
esiste un unico integrale primo del moto per ogni problema di 
gravitazione con più di due corpi: l’energia. 
   Oltre alla maggiore accuratezza della traiettoria predetta, i vantaggi 
fondamentali dell’adozione di un modello non-kepleriano per il disegno 
di missioni spaziali sono: una gamma più ampia di orbite disponibili, 
oltre alle coniche classiche, e quindi la possibilità di soddisfare 
particolari vincoli di missione altrimenti irrealizzabili; e la minore 
energia totale richiesta per il compimento di un determinata missione.   
Infatti, a parità di missione, un trasferimento elaborato con il metodo 
delle coniche raccordate necessita di un maggior consumo di energia[7,8]. 
   Analizzando la legge monodimensionale dei razzi, anche detta 
equazione di Tsiolkowsky[1]: 
 
 
݉௣
݉଴
ൌ 1 െ ݁
ି ∆௩ூೞ೛௚బ 
 
(1.1)
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risulta che una minore richiesta di energia, ovvero di variazione totale di 
velocità ∆ݒ , equivale a un minor consumo di propellente, ݉௣ . Ciò 
permette di ridurre la massa iniziale del satellite, ݉଴ , e quindi il costo di 
lancio, oppure di aumentare il carico utile a parità di massa iniziale del 
razzo. Pertanto, la riduzione del consumo di propellente è, in genere, 
l’obiettivo guida del disegno di una missione spaziale. A tal fine, la 
scelta di un modello dinamico non-kepleriano risulta spesso efficace. 
   I sopra illustrati vantaggi e gli enormi progressi avvenuti durante gli 
ultimi venti anni nelle prestazioni di calcolo sono la ragione del successo 
odierno dei modelli non-kepleriani nell’analisi preliminare di missioni 
spaziali. 
   Dall’equazione di Tsiolkowsky si evince, inoltre, che un’ulteriore 
riduzione del consumo di propellente è ottenibile impiegando propulsori 
ad alto impulso specifico ( ܫ௦௣  ), quali, per esempio, i motori a 
Propulsione Elettrica. Infatti, la Propulsione Elettrica, è in grado di 
fornire spinte a impulso specifico di un ordine di grandezza superiore a 
quello caratteristico della Propulsione Chimica. Tuttavia, impiegando 
un propulsore elettrico, l’entità della spinta fornita con le tipiche potenze 
a bordo dei satelliti è bassa, ovvero dell’ordine di qualche millinewton 
(mN) e ciò comporta l’aumento del tempo di trasferimento e la necessità 
di definire l’adeguata strategia di spinta (steering program). Infatti, il 
motore dovrà restare acceso per lunghi tempi dando luogo a un 
cosiddetto trasferimento a spinta continua, il quale è caratterizzato da 
una traiettoria spiraleggiante di cui dovranno essere determinate le 
opportune leggi temporali di variazione del modulo e della direzione del 
vettore di spinta. 
   Con l’obiettivo di ridurre la massa di propellente consumata, è 
doppiamente vantaggioso descrivere il moto attraverso un particolare 
modello non-kepleriano: il Problema Circolare Ristretto dei Tre Corpi 
(nel capitolo successivo sarà data una descrizione esaustiva di tale 
modello ai fini del lavoro di tesi, mentre per un’analisi più approfondita 
si rimanda alla bibliografia, e.g. [2]). 
   Il Problema Circolare Ristretto dei Tre Corpi, anche noto attraverso 
l’acronimo CRTBP del suo nome in lingua inglese (Circular Restricted 
Three Bodies Problem), studia il moto di un corpo di massa trascurabile 
sotto l’azione gravitazionale simultanea di due corpi di massa maggiore 
(i primari), questi ultimi supposti in moto circolare intorno al baricentro 
del sistema di due masse che essi stessi costituiscono. In base alla scelta 
di quali corpi celesti considerare come primari, esistono diversi sistemi a 
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tre corpi (ad esempio: Sole-Terra, Terra-Luna, Sole-Giove ecc…), ma 
tutti hanno le caratteristiche esposte nel seguito del paragrafo.  
   Nel CRTBP esistono cinque punti di equilibrio del moto detti punti di 
librazione o di Lagrange (Li con i=1,…,5) intorno ai quali esistono 
diverse famiglie di orbite periodiche, le quali sono interessanti per varie 
applicazioni pratiche. A ogni orbita periodica è associato un numero 
infinito di traiettorie balistiche che asintoticamente tendono verso 
l’orbita (varietà invarianti stabili o manifolds stabili) oppure si 
allontanano da essa (varietà invarianti instabili o manifolds instabili).   
Tali orbite balistiche sono estremamente vantaggiose perché permettono 
il trasferimento del satellite senza accendere il propulsore. Pertanto, 
successi rilevanti, in termini di risparmio di propellente, sono ottenibili 
compiendo la missione attraverso l’inserzione del satellite su un 
manifold invariante. 
   Dunque, il CRTBP è uno strumento molto utile nelle mani degli 
analisti di missione. Infatti, l’accoppiamento delle strategie a bassa 
spinta con la dinamica delle varietà invarianti (manifolds) fornisce 
soluzioni eccellenti in termini di risparmio di massa di propellente. 
 
1.2 Cenni storici e prossime missioni verso punti di librazione 
 
   I primi contributi allo studio del problema ristretto a tre corpi risalgono 
al 1772 e sono dovuti a Eulero e al matematico francese Lagrange. Essi 
fondarono le basi del modello introducendo il sistema di riferimento 
sinodico (rotante) e scoprendo i cinque punti di equilibrio del moto 
(Fig.1.1): i primi tre (L1, L2 e L3) giacenti sull’asse x e detti punti 
collineari e gli altri due (L4 e L5) giacenti ai vertici di un triangolo 
equilatero formato con i due primari e detti punti equilateri. I punti L1 e 
L2 sono quelli più vicini al primario più piccolo, mentre il punto L3 è il 
più vicino al primario di massa maggiore. 
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Figura 1.1 - I cinque punti di Lagrange del CRTBP. 
 
   La prima proposta d’impiego di uno di tali punti risale al 1950 e fu 
fatta da Arthur C. Clarke, il quale suggerì l’utilizzo del punto collineare 
L2 del sistema Terra-Luna per l’installazione di stazioni radio e di 
trasmissione del segnale televisivo a colonie sulla semisfera nascosta 
della Luna[9,10]. 
   Tale idea fu presa in 
considerazione per la 
missione Apollo 17 che 
sarebbe dovuta essere la 
prima missione umana a 
raggiungere il lato 
nascosto alla Terra della 
Luna (Fig. 1.2).  La 
riduzione del programma 
spaziale lunare, però, 
comportò il riesame della 
missione e la modifica del 
sito di allunaggio che fu 
spostato sulla “faccia” in 
vista della Luna. 
   Il primo veicolo spaziale a raggiungere un’orbita periodica intorno a 
un punto di librazione è stato il satellite scientifico ISEE-3 lanciato nel 
1978 con un razzo vettore Delta. La traiettoria di ISEE-3 (Fig. 1.3), 
studiata e definita da Farquhar[12], consisteva nel trasferimento diretto 
del satellite verso il punto L1 del sistema Sole-Terra e nella sua 
inserzione su un’orbita Halo di grande escursione fuori dal piano 
Figura 1.2 – Orbita operativa Halo 
proposta per la missione Apollo 17 [11]. 
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(Az=120.000 km), in modo da evitare l’esclusione solare delle 
comunicazioni con la Terra[11]. 
Figura 1.3 - Orbita Halo operativa della missione ISEE-3 [11]. 
 
   Il primo studio a combinare un arco spiraleggiante di traiettoria a bassa 
spinta con uno balistico a più corpi attrattori è quello svolto da Belbruno 
per l’analisi della missione LGAS[13] . Mentre, il primo lavoro a 
utilizzare il trasferimento a un’orbita periodica per mezzo di uno dei 
manifolds stabili ad essa associato è quello di Gómez per un’orbita Halo 
intorno a L1 del sistema Sole-Terra[14].  
   Le missioni spaziali verso i punti di equilibrio[15] lanciate 
successivamente all’ISEE-3 hanno avuto tutte come obiettivo orbite 
periodiche intorno ai punti L1 o L2 del sistema Sole-Terra. Le principali 
sono: WIND (1994), SOHO (1995), ACE (1997), MAP (2001), Genesis 
(2001), Hershel (2009) e Planck (2009). In particolare, la missione 
Genesis è stata la prima a sfruttare estensivamente la dinamica dei 
manifolds del problema circolare ristretto a tre corpi Sole-Terra. 
   Nel 2010 la NASA ha posizionato il primo satellite della storia, 
ARTEMIS-P1, in orbita intorno al punto di Lagrange L1 del sistema 
Terra-Luna. La missione ARTEMIS utilizza due dei cinque satelliti della 
costellazione per lo studio del Sole THEMIS lanciata nel 2007 e 
conclusa con successo nel 2010. La Fig. 1.4 illustra la traiettoria prevista 
per le due sonde gemelle che orbiteranno autonomamente una dall’altra 
in momenti diversi intorno ai punti L1 e L2 del sistema Terra-Luna, 
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permettendo una scansione completa simultanea da due posizioni 
opposte dell’ambiente spaziale geofisico intorno alla Luna[16]. 
 
 
Figura 1.4 - Traiettoria della missione ARTEMIS della NASA.(1) 
   Attualmente sono in fase di definizione le seguenti missioni(2), il cui 
lancio è previsto nei prossimi anni e il cui obiettivo sono orbite 
periodiche Halo o Lissajous (vedi Cap. 3) intorno al punto di librazione 
L2 del sistema Sole-Terra: GAIA (2013), JWST/NGST (2014), EUCLID 
(2017), PLATO (2018) e IXO (2020). Nel 2013 è previsto anche il 
lancio della sonda LISA pathfinder verso un’orbita operativa Halo del 
punto L1 del sistema Sole-Terra. 
 
1.3 I vantaggi dei punti di librazione nel disegno di missione  
 
   Il successo dei punti di equilibrio L1 e L2 è dovuto alla loro utilità in 
missioni scientifiche e di telecomunicazione. La posizione intorno al 
punto L2 del sistema Sole-Terra è ideale per determinate applicazioni 
poiché è caratterizzata da un ambiente termico stabile e da minime 
regioni di ombra terrestre o lunare. Invece, un satellite posto su un’orbita 
intorno a L1 del sistema Sole-Terra è continuamente illuminato dal Sole 
e mantiene una distanza quasi costante dalla Terra favorendo le 
comunicazioni. 
   Le missioni di studio delle particelle e dei campi magnetici ed elettrici 
intorno alla Terra e alla Luna trovano nel primo e secondo punto 
collineare del sistema Terra-Luna le posizioni operative migliori. Inoltre, 
le orbite periodiche intorno a tali punti caratterizzate da grande 
escursione fuori dal piano di moto dei primari sono ideali per 
l’osservazione delle regioni polari di entrambi i primari e per la 
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collocazione di satelliti di telecomunicazione tra la Terra e i poli lunari.   
Queste applicazioni sono necessarie, per esempio, nel caso di future 
missioni umane sulla Luna che, grazie alla presenza di acqua ghiacciata, 
vedono nella regione del polo sud il sito prescelto per l’installazione di 
basi permanenti, da utilizzare, tra l’altro, come stazioni di partenza per 
l’esplorazione dei pianeti più lontani del sistema solare e dello spazio 
profondo[17]. 
 
1.4 Motivazioni e obiettivo del lavoro 
 
   L’obiettivo del presente lavoro di tesi è di studiare l’efficacia 
dell’utilizzo del modello dinamico del CRTBP nel disegno preliminare 
di missioni spaziali, sia in termini di orbite operative che di 
trasferimento, analizzandone anche l’accoppiamento con strategie di 
trasferimento a bassa spinta. In particolare, sono stati affrontati il 
problema del calcolo delle orbite periodiche intorno a un punto 
collineare e quello della determinazione delle varietà invarianti bi-
dimensionali ad esse associate.  
   Lo studio si è poi concentrato sul trasferimento verso orbite periodiche 
Lyapunov1 verticali intorno ai punti di librazione, in quanto, grazie alla 
loro escursione fuori dal piano di moto dei due primari, sono utilizzabili 
in modo vantaggioso in numerose missioni sia scientifiche sia di 
telecomunicazione, ma, ciò nonostante, risultano poco trattate in 
letteratura.  
   Con l’intento di ridurre la massa di propellente consumata, sono state 
analizzate strategie di trasferimento che combinano archi a bassa spinta 
con la dinamica dei manifolds associati all’orbita periodica. 
   Infine, è stato anche affrontato, in modo preliminare, il problema 
dell’ottimizzazione della traiettoria di trasferimento a bassa spinta per la 
determinazione della legge di spinta necessaria a minimizzare la quantità 
di propellente consumata. 
 
 
                                                 
1 Aleksandr Mikhailovich Lyapunov (1857-1918) era un fisico-matematico russo i cui 
maggiori interessi erano le equazioni differenziali, la Meccanica Celeste e la Teoria 
della Probabilità. I suoi lavori più importanti riguardano la stabilità dell’equilibrio, il 
moto dei sistemi meccanici, il modello teorico per la stabilità di liquidi uniformi 
turbolenti e il moto delle particelle influenzato dalla forza di gravità. 
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1.5 Organizzazione del lavoro 
 
   Il seguito della presente tesi è strutturato in cinque ulteriori capitoli. 
   Nel primo, intitolato Il modello dinamico, è fornita la descrizione del 
Problema Circolare Ristretto dei Tre Corpi, utilizzato nel resto del 
lavoro per lo studio del moto del satellite. In particolare, ne sono 
introdotte le nozioni fondamentali e sono illustrati i punti di equilibrio 
che lo caratterizzano e la dinamica linearizzata nel loro intorno.  
   Nel capitolo successivo, Orbite periodiche Lyapunov verticali e 
manifolds associati, l’attenzione è concentrata su una particolare 
famiglia di orbite periodiche intorno a un punto di librazione del 
CRTBP: la famiglia delle orbite Lyapunov verticali. In particolare, sono 
descritte le metodologie di calcolo utilizzate per la loro determinazione e 
per quella delle varietà invarianti ad esse associate. Inoltre, sono riportati 
i risultati ottenuti impiego tali metodologie. 
   Nel capitolo Studio preliminare di missioni spaziali a bassa spinta è 
affrontato il problema dell’analisi e definizione di una missione spaziale 
da un’orbita di parcheggio intorno alla Terra a una determinata orbita 
periodica Lyapunov verticale intorno a un punto collineare. Sono quindi, 
spiegati i vantaggi derivanti dall’utilizzo di strategie di trasferimento che 
prevedono l’accoppiamento di archi di traiettoria a bassa spinta con la 
dinamica dei manifolds e sono investigate diverse metodologie di spinta. 
Inoltre, sono illustrati i concetti fondamentali utilizzati 
nell’implementazione dei codici di calcolo impiegati per l’esecuzione 
delle prove pratiche e i risultati ottenuti. 
   Al fine di raffinare il trasferimento motorizzato, con l’obiettivo di 
ridurre al minimo il consumo di propellente, è stato affrontato, in modo 
preliminare, il problema dell’ottimizzazione della traiettoria. Il metodo 
diretto di soluzione utilizzato e i risultati ottenuti sono descritti e 
commentati nel capitolo Ottimizzazione della traiettoria di 
trasferimento. 
   Infine, nell’ultimo capitolo, Conclusioni e prospettive di sviluppo, 
sono riassunti i risultati ottenuti nel presente lavoro e sono proposti 
possibili approfondimenti da sviluppare in studi successivi. 
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2 
 
 
 
 
 
 
 
IL MODELLO DINAMICO 
 
 
 
 
 
 
 
 
 
   In questo capitolo è descritto il modello dinamico utilizzato per lo 
studio del moto del veicolo spaziale. Tale descrizione è eseguita col fine 
di fornire le nozioni fondamentali e non una derivazione rigorosa del 
problema, per la quale si rimanda alla bibliografia[2]. 
 
2.1 Introduzione 
 
   Un corpo ( ݉௜) in moto nello spazio è soggetto alle forze di attrazione 
gravitazionali esercitate dagli altri corpi ( ௝݉  con ݆ diverso da ݅ ) e ad 
azioni di natura non gravitazionale (ࡲ௜כ) quali, per esempio, la spinta 
propulsiva, la resistenza atmosferica e la pressione di radiazione solare.      
Contemporaneamente, il moto degli altri corpi è influenzato dalla forza 
di attrazione della massa studiata. Il problema che ne deriva è noto in 
letteratura come problema generale degli n-corpi e, rispetto a un 
Capitolo 2 – Il modello dinamico 
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riferimento inerziale, è governato dal sistema di 3n equazioni 
differenziali del secondo ordine 2.1[1]: 
 
 
݉௜࢘ሷ ௜ ൌ ܩ݉௜෍
௝݉
ݎ௜௝
ଷ
௡
௝ୀଵ
௝ஷ௜
൫࢘௝ െ ࢘௜൯ ൅ ࡲ௜
כ         ݅ ൌ 1,… , ݊ 
 
in cui G è la costante di gravitazione universale e  ݎ௜௝  è la distanza 
euclidea tra due corpi. 
   H. Poincarè[18] dimostrò  che se n ≥ 3, anche trascurando tutte le azioni 
non gravitazionali, non esistono soluzioni analitiche in forma chiusa di 
tale sistema. 
   Per ottenere un problema più trattabile sono necessarie alcune 
semplificazioni. 
   La prima approssimazione, che permette di ridurre il numero delle 
equazioni differenziali del secondo ordine da 3n a 3, è assumere 
trascurabile la massa del corpo di cui si intende analizzare il moto (il 
satellite), in tal caso il moto degli altri corpi attrattori, detti primari, non 
è influenzato dalla sua forza gravitazionale e può essere studiato 
separatamente. Si ottiene così, il cosiddetto problema ristretto degli n-
corpi le cui equazioni di moto scritte in un sistema di riferimento 
inerziale sono: 
 
࢘ሷ ൌ ܩ෍ ௝݉
൫࢘௝ െ ࢘൯
ฮ࢘௝ െ ࢘ ฮ
૜
௡ିଵ
௝ୀଵ
  
 
con r vettore posizione del satellite e ࢘௝ vettore posizione del primario j-
esimo. Noto il moto dei primari e le condizioni iniziali, il problema 
ristretto degli n-corpi è integrabile numericamente. 
   Un’ulteriore semplificazione è ottenibile riducendo il numero dei corpi 
a tre. In tal caso il moto dei primari risulta essere kepleriano e il 
problema è detto problema ristretto dei tre corpi. 
   Un’ipotesi comune in letteratura è quella di assumere entrambi i 
primari in moto circolare intorno al baricentro del sistema di due masse 
che essi stessi costituiscono sotto l’azione della sola forza di attrazione 
gravitazionale reciproca: problema circolare ristretto dei tre corpi, 
(2.2)
(2.1)
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anche noto, come già detto nel Cap.1, attraverso l’acronimo CRTBP 
(Circular Restricted Three Bodies Problem). 
   Quest’ultimo è il modello dinamico scelto per lo svolgimento del 
presente lavoro di tesi. 
  
2.2 Il problema circolare ristretto dei tre corpi 
 
   Per quanto detto in precedenza (vedi Par. 2.1) il CRTBP studia il moto 
di una particella di massa trascurabile, m3, sotto l’azione gravitazionale 
di due primari puntiformi di massa M1 e M2, quest’ultimi di masse 
diverse ed in rotazione su orbite circolari intorno al baricentro del 
sistema che essi stessi costituiscono. Pertanto, le ipotesi fondamentali 
sono:  
 
• M1 > M2 >> m3; 
• azione delle sole forze gravitazionali dei primari;  
• distanza tra i due primari, l, costante durante il moto. 
 
   In particolare, utilizzando un sistema di riferimento inerziale centrato 
nel baricentro dei due corpi attrattori, il moto dei primari risulta circolare 
uniforme con stessa velocità angolare ω, data dalla formula 2.3[2]: 
 
߱ ൌ ඨܩ
ܯଵ ൅ܯଶ
݈ଷ
 
 
e le equazioni di moto del CRTBP risultano dipendenti esplicitamente 
dal tempo[2]: 
 
࢘ሷ ൌ ܩܯଵ
ሺ࢘ଵ െ ࢘ሻ
ݎଵ૜
൅ ܩܯଶ
ሺ࢘ଶ െ ࢘ሻ
ݎଶ૜
 
  
infatti, le distanze r1 e r2 del satellite dai corpi M1 e M2 dipendono dalla 
posizione istantanea dei primari, ovvero r1= r1(t) e r2= r2(t). 
   Per rendere le equazioni autonome è necessario utilizzare un sistema di 
riferimento rispetto al quale i primari sono fissi. Tale sistema è detto 
sinodico ed è scelto  baricentrale, in rotazione alla stessa velocità 
angolare ߱ dei primari, con asse x congiungente i baricentri dei singoli 
(2.3)
(2.4)
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primari e con verso dal corpo di massa maggiore M1 a quello di massa 
minore M2, asse z perpendicolare al piano di moto dei due primari e asse 
y a formare una terna destrorsa (Fig. 2.1).  
 
Figura 2.1 – Sistema di riferimento sinodico (x,y,z) del CRTBP[19]. 
   Tipicamente, il sistema di equazioni del CRTBP è adimensionalizzato 
attraverso la scelta di opportune unità di misura: la somma delle masse 
dei due primari come unità di massa (MU), la distanza media tra i due 
primari come unità di lunghezza (DU) e l’unità di tempo (TU) è scelta 
tale che il periodo di rotazione medio, ܶ , di ܯଵ  e ܯଶ  intorno al loro 
baricentro risulta pari a 2π, ovvero tale che ω=1 e G = 1 (Tab. 2.1).  
 
Grandezza Unità di misura scelta Equivalenza 
Massa MU 1 MU = M1+M2
Lunghezza DU 1 DU = l 
Tempo TU 1 TU = 2ߨ ܶ⁄  
Tabella 2.1 - Unità di misura del CRTBP. 
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   Con tale adimensionalizzazione le equazioni del moto dipendono da 
un unico parametro, detto parametro di massa, che esprime il rapporto 
tra la massa del primario più “leggero” e la somma delle masse dei due 
primari: 
 
ߤ ൌ
ܯଶ
ܯଵ ൅ܯଶ
          ൌ൐       ߤ ߳ ሾ 0 , 0.5 ሿ 
 
   Quindi, adimensionalizzando risulta: 
 
                     M1 = (1 - μ)   MU            M2 = μ    MU   
 
   Inoltre, le posizioni P1 e P2 di M1 e M2 nel sistema di riferimento 
sinodico adimensionale sono individuate ad ogni istante dalle seguenti 
coordinate (Fig. 2.2): 
 
P1 = ( - μ, 0, 0 )  DU      P2 = ( 1 - μ, 0, 0 ) DU 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.2 - Posizioni e masse nel sistema di riferimento sinodico[20]. 
 
2.3 Le equazioni del moto del CRTBP 
 
   Rispetto al sistema di riferimento sinodico adimensionale le distanze r1 
e r2 di m3 dai primari si esprimono nel seguente modo: 
 
(2.5)
(2.6)
(2.7)
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   Pertanto, le equazioni di moto adimensionali del CRTBP nel 
riferimento rotante sono[2]:  
   In esse i pedici indicano le derivate parziali della funzione:  
 
Ωሺݔ, ݕ, ݖሻ ൌ  
1
2
ሺݔଶ ൅ ݕଶሻ ൅
1 െ ߤ
ݎଵ
൅
ߤ
ݎଶ
൅
1
2
µሺ1 െ ߤሻ 
 
detta potenziale effettivo e composta dalla somma del potenziale 
centrifugo, che tiene conto delle forze centrifughe nel problema, e di 
quello gravitazionale, che considera tutte le forze di attrazione 
gravitazionali agenti. 
   Il sistema 2.9 ammette un unico integrale primo, l’integrale di Jacobi, 
che è dato da[2]: 
 
2Ωሺݔ, ݕ, ݖሻ െ ሺݔሶ ଶ ൅ ݕሶ ଶ ൅ ݖሶଶሻ ൌ ܥ 
 
C indica la costante di Jacobi che è legata all’energia E del sistema dalla 
relazione:  
 
ܥ ൌ െ2ܧ 
 
   In assenza di perturbazioni l’energia, ovvero la costante di Jacobi, si 
mantiene constante lungo una determinata orbita. Quindi, data una 
condizione iniziale di moto del satellite in termini di vettore posizione e 
velocità è fissato il valore della costante C. Utilizzando l’equazione 2.11 
ciò permette di determinare le regioni dello spazio rotante delle 
posizioni ammesse e proibite per il moto del satellite, le cosiddette 
regioni di Hill. Infatti, l’energia cinetica ሺݔሶ ଶ ൅ ݕሶ ଶ ൅ ݖሶଶሻ è semi-definita 
ݕሷ ൅ 2ݔሶ ൌ Ω௬, 
ݔሷ െ 2ݕሶ ൌ Ω௫, 
ݖሷ ൌ Ω௭.  
ݎଵ ൌ ඥሺݔ ൅ ߤሻଶ ൅ ݕଶ ൅ ݖଶ 
ݎଶ ൌ ඥሺݔ ൅ ߤ െ 1ሻଶ ൅ ݕଶ ൅ ݖଶ 
(2.9)
(2.8)
(2.10)
(2.11)
(2.12)
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positiva, quindi le regioni in cui il moto è consentito sono quelle 
soddisfacenti alla seguente relazione[2]: 
 
 Աሺݔ, ݕ, ݖሻ ൌ ሼሺݔ, ݕ, ݖሻ ߳ Թଷ:  2Ωሺݔ, ݕ, ݖሻ ൒ ܥ ሽ 
 
   Le regioni di Hill sono dunque delimitate dalle superfici a velocità 
nulla (zero velocity surface), ovvero a energia cinetica nulla, che sono 
inattraversabili dal satellite[2]: 
 
ݏݑ݌݁ݎ݂݅ܿ݅ ݀݅ ܪ݈݈݅:    ሼሺݔ, ݕ, ݖሻ ߳ Թଷ:  2Ωሺݔ, ݕ, ݖሻ െ ܥ ൌ 0 ሽ 
 
   Proiettando le superfici di Hill sul piano (x,y) del sistema sinodico si 
ottengono le cosiddette curve di Hill o curve a velocità nulla (Fig. 2.3 e 
2.5) . 
 
 
Figura 2.3 - Curve di Hill al variare dell'energia per μ =0.2.  
   Maggiore è l’energia, o equivalentemente minore è la costante di 
Jacobi, della condizione iniziale fornita, più ampia è la regione di moto 
ammissibile, che passa da essere circoscritta intorno a uno solo dei 
(2.14)
(2.13)
E 
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primari, ad abbracciarli entrambi fino ad aprirsi al reame2 esterno prima 
a monte di M2 e poi, per valori ancora più grandi, a valle di M1 (Fig. 2.4). 
   Fissato il valore del parametro di massa, esistono cinque diverse 
configurazioni delle regioni di Hill, quattro delle quali rappresentate in 
Fig. 2.4 e la quinta costituita dalla possibilità di moto in modo indistinto 
in tutto lo spazio. 
   Quindi, anche nel caso a tre corpi, così come in quello classico 
kepleriano, è il valore dell’energia a discriminare i diversi tipi di orbite. 
   I cinque valori di energia critici che determinano il passaggio da una 
configurazione dello spazio delle posizioni ammissibili all’altra sono 
quelli associati ai cinque punti di equilibrio[2] del problema (vedi Par. 
2.4). 
 
2.4 I punti di equilibrio del CRTBP 
 
   Il sistema di equazioni 2.9 ammette cinque punti stazionari[2], nei quali 
la velocità e l’accelerazione sono entrambe nulle. Pertanto, un corpo 
posto in essi con velocità iniziale zero vi permane, apparendo fisso 
rispetto a un sistema di riferimento sinodico.  
   Tali punti sono detti punti di Lagrange o di librazione e sono indicati 
in letteratura con Li (i=1,..,5), si veda Fig. 2.7. I primi tre (L1, L2 e L3) 
giacciono sull’asse sinodico x, quindi sono collineari con i due primari, 
mentre gli ultimi due (L4 e L5) sono collocati sul piano di moto dei due 
                                                 
2 Con la parola reame si intende una regione dello spazio in cui è consentito il moto. 
Nel CRTBP esistono tre diversi reami: il reame che circonda M1, quello che circonda 
M2 e il reame esterno. 
Figura 2.4 - Intersezione delle regioni di Hill col piano z=0 al variare
dell'energia. Il caso E>E4=E5 non è rappresentato perché per esso il moto
è permesso in tutto lo spazio. (la zona grigia è interdetta al moto)[24]. 
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primari e formano due triangoli equilateri con essi, perciò sono chiamati 
punti equilateri. 
   Designando con Ei e con Ci (i=1,..,5) rispettivamente l’energia e la 
costante di Jacobi associate ad ogni punto di equilibrio risulta[2]:  
   In particolare, il valore dell’energia, e quindi della costante di Jacobi, 
dei punti equilateri è indipendente dal parametro di massa μ del sistema, 
vedi Fig. 2.5 e 2.6. 
 
Figura 2.5 – Valori assunti dall’energia nei punti di equilibrio Li 
(i=1,…,5) a variare del parametro di massa del sistema a tre corpi. 
E1< E2 <E3 <E4 =E5 = - 1,5 
C1> C2 >C3 >C4 =C5 = 3 
(2.15)
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Figura 2.6 - Valori assunti dalla costante di Jacobi nei punti di 
equilibrio Li (i=1,…,5) a variare del parametro di massa del sistema a 
tre corpi. 
 
   Studiando la stabilità dell’equilibrio dei punti di librazione[2] risulta 
che i punti collineari sono di equilibrio instabile per ogni valore del 
parametro di massa (Fig.2.7), mentre i due punti equilateri sono di 
equilibrio stabile se μ<0.03852 e ciò accade praticamente per quasi tutti 
i sistemi a tre corpi di interesse. Inoltre, risulta che l’instabilità di L3 è 
molto più lenta di quella dei punti L1 e L2, quindi sono quest’ultimi ad 
essere i più interessanti per il disegno di trasferimenti spaziali (Fig. 2.7). 
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Figura 2.7- I punti di Lagrange, le curve a velocità nulla e le direzioni 
di stabilità (frecce rosse) e instabilità (frecce blu) nel sistema a tre corpi 
Sole-Terra (disegno non in scala)(3). 
 
2.5 Calcolo della posizione dei punti di librazione 
 
   Il calcolo della posizione dei punti di equilibrio del moto nel sistema di 
riferimento sinodico è eseguibile annullando tutte le componenti di 
velocità e di accelerazione nelle equazioni 2.9. Ciò coincide con il porre 
uguali a zero tutte e tre le derivate direzionali del potenziale effettivo, 
quindi i punti di librazione coincidono con i punti a tangente orizzontale 
del potenziale effettivo. 
   Qualunque sia il valore del parametro di massa, risulta che i punti di 
Lagrange L4 e L5 sono collocati ai vertici di due triangoli equilateri che 
hanno alle altre estremità i primari[2]. Quindi, le coordinate sinodiche dei 
suddetti punti sono:  
(2.16)
ܮସ : ቆ
1
2
െ ߤ,
√3
2
, 0ቇ 
ܮହ : ቆ
1
2
െ ߤ,െ
√3
2
, 0ቇ 
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   I punti collineari, invece, giacciono sull’asse x del riferimento 
sinodico[2], pertanto l’unica incognita da determinare è la loro ascissa.   
Ponendo nell’equazione 2.10: 
 
ݕ ൌ ݖ ൌ ݔሶ ൌ ݕሶ ൌ ݖሶ ൌ 0 
 
il potenziale diviene funzione della sola coordinata x, ovvero Ω ൌ Ωሺݔሻ, 
quindi per calcolare la posizione dei punti collineari è sufficiente 
annullare l’unica derivata direzionale non identicamente nulla rimasta: 
Ω௫. Facendo ciò
[2], per ogni punto si ottiene un’equazione algebrica del 
quinto ordine le cui soluzioni sono determinabili solo numericamente. 
   In particolare, nel caso del primo e secondo punto di Lagrange, 
sostituendo all’ascissa x la distanza di L1 (γ1) o L2 (γ2) da M2, l’equazione 
finale risultante è:  
 
ߛହ ט ሺ3 െ ߤሻߛସ ൅ ሺ3 െ 2ߤሻߛଷ െ ߤߛଶ േ 2ߤߛ െ ߤ ൌ 0 
 
nella quale il segno superiore è utilizzato per L1, mentre quello inferiore 
per L2. 
   Applicando la regola dei segni di Cartesio3, nel caso del punto L1 si 
ottiene che esiste almeno una radice positiva dell’equazione, invece nel 
caso del punto L2 risulta che per 0 < μ ≤ 0.5 ne esiste una e una sola 
maggiore di zero mentre per μ=0 esiste unica radice reale ߛ ൌ 0. 
   Prendendo in considerazione il punto collineare L3 l’equazione 
algebrica del quinto ordine che si ottiene sostituendo all’ascissa del 
punto la sua distanza (ߛଷ) da M1, è:  
 
ߛଷହ ൅ ሺ2 ൅ ߤሻߛଷସ ൅ ሺ1 ൅ 2ߤሻߛଷଷ െ ሺ1 െ ߤሻߛଷଶ െ 2ሺ1 െ ߤሻߛଷ െ ሺ1 െ ߤሻ ൌ 0  
 
e poiché presenta un singolo cambiamento di segno, per la regola di 
Cartesio, ammette una e una sola radice positiva.  
                                                 
3 La regola dei segni di Cartesio o teorema di Cartesio afferma che: “un polinomio di 
grado n a coefficienti reali ai (i=0,…,n) ha al più tante radici positive (contate con la 
loro molteplicità) quante sono le alternanze di segno della sequenza ordinata dei sui 
coefficienti (an, an-1, an-2,…, a0) e la differenza tra il numero di alternanze ed il numero 
delle radici è un numero pari (eventualmente nullo)”. In particolare, nel caso in cui sia 
già noto che il polinomio a coefficienti reali ha tutte radici reali vale: “il numero delle 
radici positive del polinomio è uguale al numero delle variazioni di segno della 
sequenza dei suoi coefficienti”. 
(2.17)
(2.18)
(2.19)
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   Soluzioni approssimate delle equazioni 2.18 e 2.19 sono calcolabili 
utilizzando un metodo numerico, per esempio, il metodo di Newton a 
partire dall’ipotesi di soluzione iniziale ඥߤ 3⁄య   per i punti L1 e L2 e 
ሺ1 െ 7ߤ 12⁄ ) per il punto L3. Inoltre, esistono soluzioni approssimate in 
serie di potenze, quali[2]:  
 
in cui:  
 
ݎ௛ ൌ ට
ߤ
3
య
ൌ ݎܽ݃݃݅݋ ݀݅ ܪ݈݈݅                    ߥ ൌ
7
12
ߤ 
 
   In Fig.2.8 sono rappresentate le curve dei valori assunti dalle ascisse 
dei tre punti collineari al variare del parametro di massa, mentre in 
Tab.2.2 sono riportati i valori di tali ascisse per alcuni sistemi a tre corpi. 
Figura 2.8 - Valori assunti, nel sistema di riferimento sinodico 
adimensionale, dalle ascisse dei punti collineari L1,2,3 al variare del 
parametro di massa, ߤ א ሾ0, 0.5ሿ. 
ߛଵ ൌ ݎ௛ሺ1 െ
1
3
ݎ௛ െ
1
9
ݎ௛ଶ ൅ ڮሻ 
ߛଶ ൌ ݎ௛ሺ1 ൅
1
3
ݎ௛ െ
1
9
ݎ௛ଶ ൅ ڮሻ 
ߛଷ ൌ 1 െ ߥሺ1 ൅
23
84
ߥଶ ൅
23
84
ߥଷ ൅ ڮሻ 
(2.20)
(2.21)
ࡸ૜ 
ࡸ૚ 
ࡸ૛ 
࢞ࡹ૚ 
࢞ࡹ૛ 
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Sistema μ L1 L2 L3 
Sole-Mercurio 0.0000001667 0.9961889786 1.0038203944 -1.0000000694 
Sole-Marte 0.0000003233 0.9952484658 1.0047659847 -1.0000001347 
Sole-Venere 0.0000024510 0.9906782924 1.0093750674 -1.0000010212 
Sole-(Terra+Luna) 0.0000030359 0.9899909371 1.0100701875 -1.0000012650 
Sole-Saturno 0.0002855022 0.9547609794 1.0460572665 -1.0001189592 
Sole-Giove 0.0009538754 0.9323655863 1.0688305221 -1.0003974480 
Terra-Luna 0.0121409319 0.8369626376 1.1556450246 -1.0050586237 
Tabella 2.2 - Ascisse dei punti collineari nel riferimento sinodico. 
 
2.6 La dinamica intorno ai punti di librazione collineari  
 
   Lo studio della dinamica nell’intorno di un punto di Lagrange può 
essere eseguito attraverso una trattazione lineare del sistema di equazioni 
di moto. Ciò segue dal teorema di Moser[15], che è una generalizzazione 
del teorema di Lyapunov e afferma che nell’intorno di un punto di 
Lagrange, per valori dell’integrale di Jacobi poco più piccoli di quello 
associato al punto di librazione, la soluzione del sistema non lineare ha 
lo stesso comportamento qualitativo della soluzione del sistema 
linearizzato. Pertanto, nell’intorno di un punto di Lagrange, tutti i 
risultati qualitativi deducibili nell’ambito di una trattazione lineare sono 
estendibili al caso non lineare[15]. 
   Scegliendo un sistema di riferimento sinodico con origine traslata nel 
punto di equilibrio collineare Li (i=1,2,3) e scalando le equazioni in 
modo che la nuova unità di lunghezza sia pari alla distanza di Li dal 
primario più vicino, è possibile riscrivere il sistema 2.9 espandendo i 
termini non lineari 1 ݎଵ⁄  e 1 ݎଶ⁄  in serie dei polinomi di Legendre
4 
usando la formula 2.22[21,22]: 
 
ଵ
ඥሺ௫ି஺ሻమାሺ௬ି஻ሻమାሺ௭ି஼ሻమ
ൌ ଵ
஽
∑ ቀఘ
஽
ቁ
௡
௡ܲ ቀ
஺௫ା஻௬ା஼௭
஽ఘ
ቁାஶ௡ୀ଴  
 
 
                                                 
4 I polinomi di Legendre sono: P0(x)=1, P1(x)=x e per n >1 vale la seguente formula 
ricorsiva: ௡ܲሺݔሻ ൌ ݔ ቀ
ଶ௡ିଵ
௡
ቁ ௡ܲିଵሺݔሻ െ ቀ
௡ିଵ
௡
ቁ ௡ܲିଶሺݔሻ. 
(2.22)
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nella quale D2= A2 + B2 + C2   ,   ߩ ൌ ݔଶ ൅ ݕଶ ൅ ݖଶ  e Pn è il polinomio 
di Legendre di grado n. 
   Dunque, le equazioni approssimate del moto intorno al punto 
collineare Li (i=1,2,3) risultano[22]: 
 
 
in cui le ܿ௡ sono costanti che dipendono dal punto di librazione scelto e 
dal parametro di massa secondo le leggi[22] 2.24 e 2.25. Nella 2.24 si 
utilizza il segno superiore nel caso di L1 e quello inferiore nel caso di L2. 
 
 
ܿ௡ ൌ
1
ߛ௜
ଷ ൭ሺേ1ሻ
௡ߤ ൅ ሺെ1ሻ௡
ሺ1 െ ߤሻߛ௜
ሺ௡ାଵሻ
ሺ1 ט ߛ௜ሻሺ௡ାଵሻ
൱  ݏ݁ ܮଵ ݋ ܮଶ  
 
 
ܿ௡ ൌ
1
ߛଷ
ଷ ൭1 െ ߤ ൅
ߤߛଷ
ሺ௡ାଵሻ
ሺ1 ൅ ߛଷሻሺ௡ାଵሻ
൱  ݏ݁ ܮଷ  
 
 
   Il moto linearizzato nell’intorno di un punto di equilibrio collineare è 
descritto dalla parte lineare delle equazioni 2.23:  
 
 
(2.23)
ݔሷ െ 2ݕሶ െ ሺ1 ൅ 2ܿଶሻݔ ൌ 0 , 
ݕሷ ൅ 2ݔሶ ൅ ሺܿଶ െ 1ሻݕ ൌ 0 , 
ݖሷ ൅ ܿଶݖ ൌ 0 .
(2.26)
(2.24)
(2.25)
ݔሷ െ 2ݕሶ െ ሺ1 ൅ 2ܿଶሻݔ ൌ
߲
߲ݔ
෍ܿ௡ߩ௡ ௡ܲ ൬
ݔ
ߩ
൰
௡ஹଷ
, 
ݕሷ ൅ 2ݔሶ ൅ ሺܿଶ െ 1ሻݔ ൌ
߲
߲ݕ
෍ܿ௡ߩ௡ ௡ܲ ൬
ݔ
ߩ
൰
௡ஹଷ
 , 
ݖሷ ൅ ܿଶݖ ൌ
߲
߲ݖ
෍ܿ௡ߩ௡ ௡ܲ ൬
ݔ
ߩ
൰
௡ஹଷ
. 
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nelle quali la costante ܿଶ, deducibile dalle 2.24 e 2.25 ponendo ݊ ൌ 2 e 
specializzando ߛ௜ rispetto al punto di librazione considerato, è espressa 
da: 
 
ܿଶ ൌ
1
ߛଵ
ଷ ቆߤ ൅
ሺ1 െ ߤሻߛଵଷ
ሺ1 െ ߛଵሻଷ
ቇ       ݏ݁  ܮଵ, 
 
ܿଶ ൌ
1
ߛଶ
ଷ ቆߤ ൅
ሺ1 െ ߤሻߛଶଷ
ሺ1 ൅ ߛଶሻଷ
ቇ       ݏ݁  ܮଶ, 
 
ܿଶ ൌ
1
ߛଷ
ଷ ൭ሺ1 െ ߤሻ ൅
ߤߛଷଷ
ሺ1 ൅ ߛଷሻଷ
൱       ݏ݁  ܮଷ. 
 
 
e risulta in ogni caso maggiore di uno.  
   Nel sistema 2.26 è da notare che l’ultima equazione è indipendente 
dalle prime due, pertanto è possibile risolverla separatamente ottenendo 
un’oscillazione armonica verticale. Quindi, nel caso linearizzato, il moto 
nel piano (x,y) non influenza in alcun modo quello lungo l’asse z[2]. 
   Ponendo ݑ ൌ ݔሶ  , ݒ ൌ ݕሶ  e ݓ ൌ ݖሶ, è possibile riscrivere tale sistema di 
tre equazioni differenziali del secondo ordine come un sistema di sei 
equazioni differenziali del primo ordine: 
 
ۉ
ۈۈ
ۇ
ݔሶ
ݕሶ
ݖሶ
ݑሶ
ݒሶ
ݓሶ ی
ۋۋ
ۊ
ൌ
ۉ
ۈۈ
ۇ
0
0
0
1 ൅ 2ܿଶ
0
0
 
0
0
0
0
1 െ ܿଶ
0
 
0
0
0
0
0
െܿଶ
 
1
0
0
0
െ2
0
    
0
1
0
2
0
0
     
0
0
1
0
0
0
 
ی
ۋۋ
ۊ
ۉ
ۈ
ۇ
ݔ
ݕ
ݖ
ݑ
ݒ
ݓی
ۋ
ۊ
 
 
   Gli autovalori del problema, calcolabili risolvendo l’equazione 
caratteristica del sistema 2.28, sono േߣ,േ݅߱௫௬, േ݅߱௭ con
[23] : 
 
ߣଶ ൌ
ܿଶ െ 2 ൅ ඥ9ܿଶଶ െ 8ܿଶ
2
 
߱௫௬ଶ ൌ
2 െ ܿଶ ൅ ඥ9ܿଶଶ െ 8ܿଶ
2
 
߱௭ଶ ൌ ܿଶ 
(2.29)
(2.28)
(2.27)
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e la soluzione analitica generale del sistema 2.28 risulta[24]:  
 
nella quale A1, A2, Ax e Az sono costanti arbitrarie determinabili dalle 
condizioni iniziali, ߮ e ߰ sono le fasi rispettivamente dell’oscillazione 
nel piano (x,y) e di quella perpendicolare ad esso, k1 e k2 sono costanti 
che dipendono solo dagli autovalori e dal parametro di massa: 
 
                      ݇ଵ ൌ
ଶ௖మାଵିఠ೥మ
ଶఠ೥
            ݇ଶ ൌ
ଶ௖మାଵାఠೣ೤మ
ଶఠೣ೤
   
 
   Si noti che, esistendo un autovalore con parte reale maggiore di zero 
(λ), i tre punti collineari sono di equilibrio instabile, infatti condizione 
sufficiente per l’instabilità è che il sistema ammetta almeno un 
autovalore con parte reale positiva. 
   La soluzione 2.30 è data dal prodotto di una parte aperiodica (sella) e 
una periodica. Quest’ultima è costituita dal prodotto di due oscillazioni 
(centro x centro) una nel piano di moto dei due primari e l’altra 
perpendicolare ad esso. Per tale motivo in letteratura (e.g. [2],[25]) si 
afferma che la dinamica linearizzata nella regione di equilibrio intorno a 
un punto collineare è del tipo sella x centro x centro (Fig. 2.9). 
   Con il termine regione di equilibrio si intende la zona dello spazio 
delle fasi sufficientemente vicina al punto di librazione in cui è lecito 
studiare il moto del corpo attraverso le equazioni linearizzate. 
   Inoltre, nelle 2.30 è chiaro che il moto linearizzato lungo l’asse z è, 
come precedentemente detto, un’oscillazione armonica pura di ampiezza 
Az e frequenza ߱௭. 
 
 
(2.30)
ݔሺݐሻ ൌ ܣଵ݁ఒ௧ ൅ ܣଶ݁ିఒ௧ ൅ ܣ௫cos ሺ߱௫௬ݐ ൅ ߮ሻ , 
ݕሺݐሻ ൌ െ݇ଵܣଵ݁ఒ௧ ൅ ݇ଶܣଶ݁ିఒ௧ െ ݇ଶܣ௫sen ሺ߱௫௬ݐ ൅ ߮ሻ , 
ݖሺݐሻ ൌ ܣ௭cos ሺ߱௭ݐ ൅ ߰ሻ . 
(2.31)
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Figura 2.9 – Dinamica linearizzata intorno a un punto collineare nel 
sistema di riferimento con assi gli autovettori del problema[25]. 
 
2.6.1 Il moto aperiodico  
 
   Lo studio del solo moto divergente e aperiodico nell’intorno dei punti 
L1, L2 e L3 può essere eseguito ponendo nelle 2.30 Ax=Az=0. In tal caso, 
il moto linearizzato risulta completamente planare e le equazioni che lo 
descrivono sono:  
   Se la condizione iniziale è tale da determinare: 
 
•  A1= 0 e A2≠ 0, le equazioni 2.32 rappresentano la varietà 
invariante stabile associata al punto di equilibrio, anche detta 
manifold stabile e indicata con ௅ܹ೔
௦ . Nel sistema sinodico 
centrato in Li con assi gli autovettori del problema linearizzato 
tale orbita è costituita da due semirette asintotiche al punto di 
ݔሺݐሻ ൌ ܣଵ݁ఒ௧ ൅ ܣଶ݁ିఒ௧ , 
ݕሺݐሻ ൌ െ݇ଵܣଵ݁ఒ௧ ൅ ݇ଶܣଶ݁ିఒ௧ , 
ݖሺݐሻ ൌ 0 . 
(2.32)
Sella 
Centro Centro 
Studio Preliminare di Missioni Spaziali a Bassa Spinta verso Orbite 
Lyapunov Verticali 
 
 31 
librazione che hanno la caratteristica di guidare naturalmente la 
sonda verso Li, Fig. 2.10; 
 
• A1≠ 0 e A2= 0, le equazioni di moto lineari rappresentano la 
varietà invariante instabile associata al punto di equilibrio, 
anche detta manifold instabile e indicata con ௅ܹ೔
௨. Nel sistema 
di riferimento degli autovettori è composta da due semirette 
asintotiche al punto di librazione che hanno la caratteristica di 
guidare naturalmente il corpo lontano da Li, Fig. 2.10; 
 
• A1≠ 0 e A2≠ 0, nel riferimento che ha come assi gli autovettori 
del sistema lineare 2.28 le orbite che si generano sono delle 
iperboli piane, Fig. 2.10. In particolare, se A1A2 > 0 si chiamano 
orbite di transito poiché, come dimostrato da Conley[26], 
rappresentano traiettorie che attraversano la regione di equilibrio 
permettendo il trasferimento tra due reami diversi dello spazio 
delle fasi. Se invece A1A2 < 0 si dicono orbite di non transito 
perché sono traiettorie che non riescono ad attraversare la 
regione di equilibrio, quindi sono costrette a rimanere intorno a 
uno dei primari o nel reame esterno. 
 
Figura 2.10 - Possibili traiettorie di moto lineare aperiodico nella 
regione di equilibrio intorno a L1 del sistema Terra-Luna. Le orbite di 
transito sono rappresentate con linea inspessita mentre quelle di non 
transito con linea sottile[27]. 
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2.6.2 Le orbite periodiche 
 
   Nel seguito l’analisi sarà concentrata sul moto periodico nella regione 
di equilibrio intorno ad un punto collineare.  
   Per fare ciò, è necessario annullare la parte aperiodica nella soluzione 
di moto 2.30 ponendo A1=0 e A2=0. Si ottengono così le seguenti 
equazioni:  
 
   Essendo il CRTBP un sistema Hamiltoniano, la soluzione nell’intorno 
di un punto  di equilibrio non è una singola orbita periodica ma un 
numero infinito di orbite periodiche (i.e. famiglia) che sono 
parametrizzabili in funzione di una determinata variabile, quale per 
esempio l’ampiezza nel piano (Ax) o quella fuori dal piano (Az).  
   Analizzando le equazioni 2.33, in base ai valori assunti dalle ampiezze 
ܣ௫ e ܣ௭ è possibile distinguere le seguenti principali famiglie di orbite 
nell’intorno di un punto collineare (Fig.2.11): 
 
• Orbite periodiche Lyapunov planari: se ܣ௫ ് 0  e ܣ௭ ൌ 0 ; 
giacciono nel piano di moto dei due primari; 
 
• Orbite periodiche Lyapunov verticali: se ܣ௫ ൌ 0  e ܣ௭ ് 0 ; 
hanno grande escursione fuori dal piano (x,y) e la loro dinamica 
lineare è un’oscillazione armonica pura lungo l’asse z di 
ampiezza Az e frequenza ߱௭; 
 
• Orbite quasi-periodiche Lissajous: se ܣ௫ ് ܣ௭ ് 0 e ߱௭/߱௫௬ è 
un numero irrazionale (ovvero ߱௭  e ߱௫௬  sono non-
commensurabili); sono il risultato della combinazione di due 
oscillazioni perpendicolari ad autofrequenze diverse e non 
commensurabili, pertanto non risultano periodiche ma quasi-
periodiche.  
 
ݔሺݐሻ ൌ ܣ௫cos ሺ߱௫௬ݐ ൅ ߮ሻ , 
ݕሺݐሻ ൌ െ݇ଶܣ௫sen ሺ߱௫௬ݐ ൅ ߮ሻ , 
ݖሺݐሻ ൌ ܣ௭cos ሺ߱௭ݐ ൅ ߰ሻ . 
(2.33)
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• Altre orbite periodiche: se ܣ௫ ് ܣ௭ ് 0 e ߱௭/߱௫௬ è un numero 
razionale (ovvero ߱௭  e ߱௫௬  sono commensurabili); sono il 
risultato della combinazione di due oscillazioni perpendicolari ad 
autofrequenze differenti ma commensurabili, quindi risultano 
periodiche[2,28]; 
 
   Esiste un’ulteriore famiglia di orbite periodiche instabili nell’intorno di 
un punto collineare che non compare nelle soluzioni di moto linearizzate 
2.33, la famiglia delle Orbite Halo (Fig. 2.11). Esse sono conseguenza 
dei termini non lineari delle equazioni di moto 2.23. In particolare, si 
ottengono nel caso in cui le ampiezze ܣ௫ e ܣ௭  hanno valore 
sufficientemente grande da permettere ai termini non lineari di generare 
autofrequenze nel piano e fuori dal piano uguali[29] . Ciò non accade mai 
nelle equazioni linearizzate perché, come risulta dalle 2.29, in tal caso è 
sempre ߱௭ ് ߱௫௬ . Le orbite periodiche Halo sono completamente 
tridimensionali e presentano ampia escursione fuori dal piano (Az). 
 
 
 
Figura 2.11 - Le quattro famiglie principali di orbite intorno a un punto 
di librazione del CRTBP: Lyapunov planari[20] (in alto a sinistra), 
Lyapunov verticali (in alto a destra), Halo[27] (in basso a sinistra) e 
Lissajous[20] (in basso a destra). 
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   Tali tipi di orbite sono molto interessanti per le applicazioni spaziali 
sia per le loro caratteristiche geometriche che per le varietà invarianti 
(i.e. manifolds) ad esse associate, per la cui descrizione dettagliata e 
calcolo si rimanda al Cap.3.  
   Nel caso delle orbite periodiche le varietà invarianti sono superfici bi-
dimensionali costituite da tutte le traiettorie balistiche che in un tempo 
infinito tendono all’orbita, varietà invariante stabile ( ௅ܹ೔,௣.௢.
௦ ), o 
dipartono dall’orbita, varietà invariante instabile ( ௅ܹ೔,௣.௢.
௨ )[30]. Ogni 
“tubo” invariante è composto da due “rami” che attraversano reami 
diversi e sono centrati nelle varietà invarianti monodimensionali 
associate al punto di equilibrio in esame[2,25]. I manifolds bi-dimensionali 
fungono da discriminanti per i diversi tipi di orbite aperiodiche 
nell’intorno del punto di equilibrio. In particolare, tutte le traiettorie 
racchiuse dai “tubi” sono di transito mentre quelle che passano 
esternamente ad essi sono di non transito[25](Fig. 2.12). 
 
Figura 2.12 – I tubi di manifolds di un’orbita Lyapunov planare intorno 
a L2 del sistema Sole-Giove e un esempio di orbita di transito[27]. 
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   L'importanza delle traiettorie asintotiche nel disegno di missione è 
dovuta alla possibilità di utilizzarle per compiere trasferimenti spaziali a 
basso consumo di propellente. A tale proposito è possibile sfruttare i 
passaggi a bassa energia generati dall’intersezione dei vari “tubi” di 
manifolds associati a diversi sistemi a tre corpi. Tale metodologia di 
trasferimento è stata proposta, ad esempio, per un tour delle lune di 
Giove[25], Fig. 2.13, o addirittura per trasferimenti interplanetari a lungo 
raggio, le cosiddette Interplanetary Superhighway (IPS)[31], Fig. 2.14.  
 
Figura 2.13 - Tour delle lune di Giove[25]. 
Figura 2.14 - Interplanetary Superhighway. 
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3 
 
 
 
 
 
 
 
 
ORBITE LYAPUNOV VERTICALI E 
MANIFOLDS ASSOCIATI 
 
 
 
 
 
 
 
 
 
   In questo capitolo sono descritte le caratteristiche delle orbite 
Lyapunov verticali e le metodologie di calcolo utilizzate per la loro 
determinazione e per il calcolo delle varietà invarianti ad esse associate.   
Sono poi illustrati e discussi i risultati che sono stati ottenuti applicando 
tali tecniche. 
 
3.1 Introduzione 
 
   Grazie alla loro geometria le orbite periodiche Lyapunov verticali 
intorno ai punti collineari L1 e L2 (Fig.3.1) sono impiegabili in modo 
vantaggioso a numerosi scopi, tra i quali: 
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• l’esplorazione del campo magnetico, delle particelle energetiche 
e del   plasma intorno a uno dei primari; 
• l’osservazione delle regioni polari di uno o entrambi i primari; 
• la raccolta di campioni del vento solare; 
• la trasmissione di comunicazioni tra future stazioni umane  sulla 
Luna e la Terra[32]. 
 
   Per questo motivo, nel lavoro svolto, tali traiettorie sono state scelte 
come obiettivo delle missioni di trasferimento analizzate.  
   In particolare, lo studio si è concentrato sul disegno preliminare di 
missioni a basso consumo di propellente da un’orbita di parcheggio 
intorno alla Terra verso una fissata orbita di Lyapunov verticale intorno 
a un punto collineare del sistema Terra-Luna, Fig.3.1.  
 
Figura 3.1 – Orbite Lyapunov verticali intorno ai punti di Lagrange L1 
(a sinistra) e L2 (a destra) del sistema Terra-Luna (sistema di 
riferimento sinodico adimensionale, Az=80.000 km). 
 
   Al fine di definire l’intero trasferimento, il lavoro è stato articolato 
nelle seguenti fasi: 
 
? Fase 1: calcolo dell’orbita obiettivo Lyapunov verticale 
attraverso: 
?  Approssimazione analitica (Par. 3.3.1): metodo di 
Richardson; 
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? Costruzione numerica (Par.3.3.2): procedura di 
correzione differenziale e metodo di continuazione; 
 
? Fase 2. Calcolo dei manifolds associati all’orbita Lyapunov 
verticale selezionata (Par. 3.5); 
 
? Fase 3.  Calcolo attraverso propagazione all’indietro nel tempo 
della traiettoria motorizzata a bassa spinta per condurre il veicolo 
spaziale dall’orbita di parcheggio intorno alla Terra a un punto su 
una varietà invariante stabile dell’orbita Lyapunov verticale 
finale (varie strategie di spinta analizzate), Cap. 4; 
 
? Fase 4. Ottimizzazione preliminare della traiettoria motorizzata 
(Cap. 5). 
 
3.2 Caratteristiche delle orbite Lyapunov verticali 
 
   La famiglia di orbite periodiche Lyapunov verticali è caratterizzata da 
una dinamica lineare costituita da un’oscillazione armonica pura di 
frequenza ωz≠0 perpendicolare al piano orizzontale del sistema di 
riferimento sinodico. Infatti, ponendo Ax=0 nelle equazioni di moto 
linearizzate 2.32 si ottiene[27]: le quali rappresentano proprio 
un’oscillazione armonica di ampiezza ܣ௭, Fig. 3.2. 
Figura 3.2 – Dinamica lineare di un’orbita Lyapunov verticale nel 
riferimento sinodico centrato nel punto collineare(disegno non in scala). 
ݔሺݐሻ ൌ 0 , 
ݕሺݐሻ ൌ 0 , 
ݖሺݐሻ ൌ ܣ௭cos ሺ߱௭ݐ ൅ ߰ሻ . 
(3.1)
x
z
M1 M2L1
+Az
-Az 
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   Il teorema di Moser[15], introdotto nel Cap.2, implica che intorno ai 
punti di librazione esistono anche traiettorie periodiche soluzione del 
sistema non lineare. In particolare, le non linearità modificano la 
soluzione 2.32 del sistema lineare cambiandone le autofrequenze e le 
ampiezze[21]. Pertanto, le traiettorie periodiche non lineari possono 
essere considerate come orbite risonanti soluzione del sistema lineare 
perturbate in frequenza e ampiezza[21]. 
   La dinamica non lineare delle orbite Lyapunov verticali, rispetto al 
sistema di riferimento sinodico, risulta a forma di “otto” e gode delle 
seguenti proprietà di simmetria: antisimmetria rispetto al piano (x,y), 
simmetria rispetto all’asse x. L’intervallo di tempo tra due 
configurazioni di simmetria lungo l’orbita è pari a un quarto del periodo 
dell’orbita, Fig.3.3.      
 
 
 
Figura 3.3 – Orbita Lyapunov verticale intorno a L2 del sistema Terra-
Luna (μ =0.01215, Az=100.000 km). 
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3.3 Metodi di calcolo delle orbite Lyapunov verticali 
 
   Il CRTBP non ammette soluzioni analitiche in forma chiusa[18], è 
intrinsecamente non lineare e molto sensibile alle condizioni iniziali, 
pertanto la determinazione di un’orbita periodica intorno a un suo punto 
collineare risulta piuttosto complessa. In particolare, è possibile ottenere 
solo soluzioni approssimate utilizzando opportuni metodi di 
approssimazione analitica e/o metodi numerici di calcolo. 
   In questo lavoro, per ottenere un’approssimazione analitica al terzo 
ordine dell’orbita Lyapunov verticale, si è scelto di impiegare il metodo 
utilizzato da Richardson[33,29] nel caso di orbite Halo. La soluzione così 
ottenuta è stata poi adoperata come ipotesi iniziale per successive 
procedure numeriche iterative di correzione della traiettoria, quali la 
correzione differenziale e il metodo di continuazione. 
 
3.3.1 Approssimazione analitica: metodo di Richardson  
 
   Nel 1979 D. Richardson propose un metodo analitico di 
approssimazione per orbite periodiche Halo[29] fondato sulla 
rielaborazione del Lagrangiano5 e delle equazioni di moto nell’intorno di 
un punto collineare[33]. La sua analisi è estendibile anche al caso delle 
altre famiglie di orbite periodiche e nel seguito, dopo una breve 
descrizione, sarà applicata al calcolo delle orbite Lyapunov verticali. 
   Al fine di ottenere uno sviluppo analitico sufficientemente accurato del 
moto periodico e quasi-periodico nell’intorno di un punto di librazione, è 
necessario tenere in considerazione molti ordini di grandezza dei termini 
non lineari. Richardson presentò un metodo per la riscrittura delle 
equazioni di moto in una forma semplice, nella quale i termini non 
lineari di qualsiasi ordine sono calcolabili attraverso relazioni ricorsive 
note. 
   Egli scelse un sistema di riferimento sinodico centrato nel punto 
collineare Li (i=1,2,3), Fig.3.4, con asse x orientato da M1 verso M2 
(M1>M2), e adimensionalizzato sia rispetto alle unità di misura scelte 
classicamente per il CRTBP (vedi Par. 2.2) che rispetto alla distanza  γi 
del punto Li dal primario più vicino, cioè: 
 
                                                 
5 Il Lagrangiano di un sistema è definito come la differenza tra l’energia cinetica e 
l’energia potenziale del sistema, ovvero: ࣦ ൌ ࣮ െ ܷ. 
Capitolo 3 – Orbite Lyapunov verticali e manifolds associati 
42 
 
ߛ௜ ൌ ൞
ݎଶ
ݎଵଶ
 ݏ݁ ݅ ൌ 1 ݋ 2 ሺܮଵ ݋ ܮଶሻ,
ݎଵ
ݎଵଶ
 ݏ݁ ݅ ൌ 3 ሺܮଷሻ.                
 
 
 
 
Figura 3.4 – Sistema di riferimento sinodico centrato nel punto 
collineare (M1>M2). 
 
   Utilizzando la tecnica dei polinomi di Legendre[34] per l’espansione dei 
potenziali di perturbazione gravitazionale, Richardson ha elaborato la 
seguente riscrittura del Lagrangiano del sistema dei tre corpi nel 
riferimento sinodico sopra descritto[33]: 
 
ࣦ ൌ
1
2
൬
߲࣋
߲ݏ
·
߲࣋
߲ݏ
൰ ൅ ෍ ܿ௡ߩ௡ ௡ܲ ൬
ݔ
ߩ
൰
ஶ
௡ୀଶ
௡אԺశ
 
 
nella quale ࣋ è il raggio vettore di m3 rispetto a Li, s è una variabile 
adimensionale definita dalla relazione: 
 
ݏ ൌ ߱ݐ ൌ ߛ௜
ଷ ଶ⁄ ݐ 
 
e le costanti ܿ௡ sono date dalle espressioni
[33]:  
 
M1M2 
(3.2)
 (3.3)
 (3.4)
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ܿ௡ ൌ ൞
ଵ
ఊ೔
య ቂሺേ1ሻ௡ߤ ൅ ሺെ1ሻ௡
ሺଵିఓሻఊ೔
೙శభ
ሺଵטఊ೔ሻ೙శభ
ቃ  ݏ݁ ݅ ൌ 1 ݋ 2  ሺܮଵ ݋ ܮଶሻ,
ଵ
ఊ೔
య ቂ1 െ ߤ ൅
ఓఊ೔
೙శభ
ሺଵାఊ೔ሻ೙శభ
ቃ  ݏ݁ ݅ ൌ 3  ሺܮଷ ሻ.                                 
 
 
   Nella prima equazione delle 3.5 il segno superiore vale per il moto 
intorno al primo punto di Lagrange (L1), mentre quello inferiore per il 
moto intorno al secondo punto di Lagrange (L2). 
   Il simbolo  ௡ܲ ቀ
௫
ఘ
ቁ rappresenta il polinomio di Legendre del primo tipo 
di grado n con argomento ቀ௫
ఘ
ቁ. Per il calcolo dei polinomi di Legendre 
vale la segue formula ricorsiva a partire da ଴ܲ ቀ
௫
ఘ
ቁ ൌ 1 e ଵܲ ቀ
௫
ఘ
ቁ ൌ ௫
ఘ
 : 
 
௡ܲ ൬
ݔ
ߩ
൰ ൌ
ݔ
ߩ
൬
2݊ െ 1
݊
൰ ௡ܲିଵ ൬
ݔ
ߩ
൰ െ ൬
݊ െ 1
݊
൰ ௡ܲିଶ ൬
ݔ
ߩ
൰ 
 
   E’ da notare che lo sviluppo in polinomi di Legendre applicato è 
legittimo solo se i rapporti ߩ ݎଵ⁄  e ߩ ݎଶ⁄  sono entrambi minori dell’unità, 
ovvero solo nell’intono di un punto collineare. 
   Applicando al Lagrangiano espresso dalla 3.3 le equazioni di Eulero-
Lagrange: 
 
݀
݀ݐ
ߜܮ
ߜݍሶ௜
െ
ߜܮ
ߜݍ௜
ൌ 0          ݅ ൌ 1,… , ݊ 
 
in cui le ݍ௜ (i=1,…,n) sono le coordinate generalizzate del sistema, dopo 
alcune ricombinazioni dei vari termini, le equazioni di moto nel sistema 
di riferimento sinodico scelto da Richardson divengono[33]:  
 
 (3.5)
 (3.6)
 (3.7)
Capitolo 3 – Orbite Lyapunov verticali e manifolds associati 
44 
 
   Gli apici ′′ e ′ indicano rispettivamente le derivate prime e seconde 
rispetto alla variabile s (vedi l’equazione 3.4 per la sua espressione). 
   Nelle ultime due equazioni delle 3.8 l’operatore ௡ܲ෩  è dato dalla 
relazione 3.9:  
 
௡ܲ෩ ൬
ݔ
ߩ
൰ ൌ ෍ ሺ3 ൅ 4݇ െ 2݊ሻ ௡ܲିଶ௞ିଶ ൬
ݔ
ߩ
൰
ሾሺ௡ିଶሻ ଶ⁄ ሿ
௞ୀ଴
௞אԺశ
 
 
nella quale le parentesi quadre denotano la parte intera di ሺ݊ െ 2ሻ 2⁄ . 
   La grande praticità delle equazioni di moto 3.8 risiede nel fatto che 
sviluppi di qualsiasi ordine dei termini non lineari, ovvero quelli a destra 
del simbolo di uguaglianza, sono facilmente implementabili attraverso le 
formule ricorsive dei polinomi di Legendre. 
   Linearizzando le equazioni di moto 3.9 si ottiene:  
   Poiché le orbite periodiche Halo sono ottenibili se le ampiezze di moto 
linearizzato sono abbastanza grandi da permettere alle non linearità di 
generare autofrequenze uguali, allo scopo di calcolare 
un’approssimazione analitica di tali orbite, Richardson[33] riscrisse le 
ݔᇱᇱ െ 2ݕᇱ െ ሺ1 ൅ 2ܿଶሻݔ ൌ ෍ ሺ݊ ൅ 1ሻܿ௡ାଵߩ௡ ௡ܲ ൬
ݔ
ߩ
൰
ஶ
௡ୀଶ
௡אԺశ
, 
ݕᇱᇱ ൅ 2ݔᇱ ൅ ሺܿଶ െ 1ሻݕ ൌ ෍ ܿ௡ݕߩ௡ିଶ ௡ܲ෩ ൬
ݔ
ߩ
൰
ஶ
௡ୀଷ
௡אԺశ
 , 
ݖᇱᇱ ൅ ܿଶݖ ൌ ෍ ܿ௡ݖߩ௡ିଶ ௡ܲ෩ ൬
ݔ
ߩ
൰
ஶ
௡ୀଷ
௡אԺశ
 . 
 (3.9)
 (3.8)
ݔᇱᇱ െ 2ݕᇱ െ ሺ1 ൅ 2ܿଶሻݔ ൌ 0 , 
ݕᇱᇱ ൅ 2ݔᇱ ൅ ሺܿଶ െ 1ሻݕ ൌ 0 , 
ݖᇱᇱ ൅ ܿଶݖ ൌ 0 . 
 (3.10)
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equazioni 3.10 imponendo uguali le autofrequenze nel piano e fuori dal 
piano (߱௫௬ ൌ ߱௭): 
 
 
e utilizzò la correzione: 
 
∆ൌ ߱௫௬ଶ െ ܿଶ 
 
per riscrivere l’equazione di moto non lineare lungo z: 
 
ݖᇱᇱ ൅ ߱௫௬ଶ ݖ ൌ ෍ ܿ௡ݖߩ௡ିଶ ௡ܲ෩ ൬
ݔ
ߩ
൰
ஶ
௡ୀଷ
௡אԺశ
൅ ߂ݖ  
 
   Troncando al terzo ordine le equazioni non lineari 3.8, nelle quali 
l’ultima equazione deve essere sostituita dalla 3.13, supponendo 
߂ ൌ ܱሺܣ௭ଶሻ e introducendo la nuova variabile temporale ߬ ൌ ߱ݏ con ߱ 
correzione in frequenza data dalla relazione: 
 
߱ ൌ 1 ൅෍߱௡
௡ஹଵ
 ,         ߱௡ ൏ 1    e    ߱௡ ൌ ܱሺܣ௫௡ሻ 
 
il sistema approssimato di equazioni di moto diventa:  
 
ݔᇱᇱ െ 2ݕᇱ െ ሺ1 ൅ 2ܿଶሻݔ ൌ 0 , 
ݕᇱᇱ ൅ 2ݔᇱ ൅ ሺܿଶ െ 1ሻݕ ൌ 0 , 
ݖᇱᇱ ൅ ߱௫௬ଶ ݖ ൌ 0 . 
߱ଶݔᇱᇱ െ 2߱ݕᇱ െ ሺ1 ൅ 2ܿଶሻݔ
ൌ ଷ
ଶ
ܿଷሺ2ݔଶ െ ݕଶ െ ݖଶሻ ൅ 2ܿସݔሺ2ݔଶ െ 3ݕଶ െ 3ݖଶሻ, 
߱ଶݕᇱᇱ ൅ 2߱ݔᇱ ൅ ሺܿଶ െ 1ሻݕ ൌ െ3ܿଷݔݕ െ
ଷ
ଶ
ܿସݕሺ4ݔଶ െ ݕଶ െ ݖଶሻ , 
߱ଶݖᇱᇱ ൅ ߱௫௬ଶ ݖ ൌ െ3ܿଷݔݖ െ
ଷ
ଶ
ܿସݖሺ4ݔଶ െ ݕଶ െ ݖଶሻ ൅ Δݖ . 
 (3.11)
 (3.12)
 (3.13)
 (3.14)
 (3.15)
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   I valori delle correzioni in frequenza ߱௡ della 3.14 sono scelti durante 
lo sviluppo della soluzione per rimuovere i termini secolari che vi 
compaiono. Per un’analisi accurata del processo di soluzione del sistema 
3.15 si rimanda alla bibliografia[35], mentre nel seguito se ne riportano 
solo i risultati. In particolare, l’eliminazione dei termini secolari nella 
soluzione del secondo ordine necessita di porre: 
 
߱ଵ ൌ 0 
 
mentre quella dei termini secolari nella soluzione al terzo ordine richiede 
un vincolo sulla frequenza ߱ଶ, uno sulle ampiezze Ax e Az e uno sulle 
fasi della soluzione del sistema lineare 3.10: 
 
߱ଶ ൌ ݏଵܣ௫ଶ ൅ ݏଶܣ௭ଶ 
 
݈ଵܣ௫ଶ ൅ ݈ଶܣ௭ଶ ൅ Δ ൌ 0 
 
߰ ൌ ߶ ൅
݊ߨ
2
 ,      ݊ ൌ 1,3 
 
(per le espressioni dei coefficienti ݏଵ, ݏଶ, ݈ଵ e ݈ଶ si rimanda all’appendice 
A). 
   Infine, l’approssimazione al terzo ordine per orbite Halo risulta:  
nelle quali ܣ௫, ܣ௬ e ܣ௭ sono le ampiezze delle oscillazioni lungo gli assi 
della soluzione di moto lineare, ߬ଵ ൌ ߱௫௬߬ ൅ ߶ e per l’espressione dei 
coefficienti ܽ௜௝, ܾ௜௝ e ݀௜௝ si rimanda all’appendice A. 
   La soluzione 3.20 differisce da quella di Richardson per l’aggiunta dei 
termini ܾଷଷ , ܾଷସ  e ܾଷହ  nell’espressione della coordinata y. Tali termini 
ݔ ൌ ܽଶଵܣ௫ଶ ൅ ܽଶଶܣ௭ଶ െ ܣ௫ cosሺ߬ଵሻ ൅ ሺܽଶଷܣ௫ଶ െ ܽଶସܣ௭ଶሻ cosሺ2߬ଵሻ ൅ 
ݕ ൌ ݇ܣ௫ݏ݁݊ሺ߬ଵሻ ൅ ሺܾଶଵܣ௫ଶ ൅ ܾଶଶܣ௭ଶሻݏ݁݊ሺ2߬ଵሻ ൅ 
ݖ ൌ ߜ௡ܣ௭ cosሺ߬ଵሻ ൅ ߜ௡݀ଶଵܣ௫ܣ௭ ሺcosሺ2߬ଵሻ െ 3ሻ ൅ 
       ൅ሺܽଷଵܣ௫ଷ െ ܽଷଶܣ௫ܣ௭ଶሻܿ݋ݏሺ3߬ଵሻ 
       ൅ሺܾଷଵܣ௫ଷ െ ܾଷଶܣ௫ܣ௭ଶሻݏ݁݊ሺ3߬ଵሻ ൅ ሺܾଷଷܣ௫ଷ ൅ ሺܾଷସ െ ܾଷହሻܣ௫ܣ௭ଶሻ senሺ߬ଵሻ 
       ൅ߜ௡ሺ݀ଷଶܣ௭ܣ௫ଶ െ ݀ଷଵܣ௭ଷሻcos ሺ3߬ଵሻ 
 (3.16)
 (3.17)
 (3.19)
 (3.20)
 (3.18)
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aggiuntivi sono dovuti al lavoro di R. Thurman e A. Worfolk[35], i quali 
nel riesaminare la procedura di Richardson hanno riscontrato e risolto un 
errore nell’eliminazione dei termini secolari nelle equazioni del terzo 
ordine. 
 
3.3.1.1 Applicazione alle orbite di Lyapunov verticali 
 
   Per il calcolo di un’approssimazione analitica delle orbite Lyapunov 
verticali è stato scelto di seguire le linee del lavoro di Richardson. 
   In particolare, poiché le orbite Lyapunov verticali sono caratterizzate 
da un valore nullo delle escursioni di moto lineare periodico lungo gli 
assi x e y, ovvero ܣ௫ ൌ 0 e ܣ௬ ൌ ݇ܣ௫ ൌ 0, sostituendo tali valori nelle 
equazioni 3.20 si ottengono le equazioni:  
 
che approssimano al terzo ordine l’orbita Lyapunov verticale di 
ampiezza lineare ܣ௭ 
   La Fig. 3.5  mostra il risultato ottenuto applicando il metodo appena 
descritto al calcolo di un’orbita Lyapunov verticale di ampiezza 
ܣ௭=55.000 km intorno al punto collineare L1 del sistema Terra-Luna. Più 
precisamente, in tale figura la curva di colore rosso è la soluzione 
calcolata applicando il metodo analitico di Richardson, mentre quella 
blu è la soluzione ottenuta propagando numericamente le equazioni di 
moto a partire dalla condizione iniziale generata con il software di 
calcolo per orbite periodiche AUTO-2000[36]. Dal confronto delle due 
traiettorie si nota come la metodologia di approssimazione analitica 
utilizzata sia effettivamente in grado di generare orbite Lyapunov 
verticali. 
   Nella Fig. 3.6 sono illustrati altri risultati ottenuti applicando 
l’approssimazione analitica al terzo ordine di Richardson al calcolo di 
orbite Lyapunov verticali. 
 (3.21)
ݔ ൌ ܣ௭ଶሺ1 െ ܽଶସ cosሺ2߬ଵሻሻ, 
ݕ ൌ ܾଶଶܣ௭ଶݏ݁݊ሺ2߬ଵሻ, 
ݖ ൌ ߜ௡ܣ௭ cosሺ߬ଵሻ െ ߜ௡݀ଷଵܣ௭ଷcos ሺ3߬ଵሻ. 
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Figura 3.5 - Immagini dell’orbita Lyapunov verticale di ampiezza 
Az=55.000 km approssimata analiticamente al terzo ordine (in rosso) e 
calcolata numericamente a partire dalla condizione iniziale data dal 
software AUTO-2000 (in blu). 
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Figura 3.6 - Orbite periodiche Lyapunov verticali calcolate 
analiticamente con il metodo di Richardson nel sistema Sole-Terra 
(sopra) e in quello Terra-Luna (sotto). 
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   Inoltre, poiché il CRTBP ammette come unico integrale di moto 
l’energia, essa dovrebbe rimanere costante lungo la traiettoria. Quindi, 
un valido metodo per valutare il grado di approssimazione dell’orbita 
Lyapunov verticale ottenuta con la procedura di Richardson è quello di 
analizzare l’andamento del grafico dell’energia lungo l’orbita, Fig. 3.7.      
In particolare, risulta che l’energia non si mantiene costante lungo la 
traiettoria, bensì assume valori che oscillano intorno a un valore medio 
con periodo pari a metà periodo dell’orbita (perché l’orbita è 
doppiamente simmetrica). Le oscillazioni dell’energia sono dovute 
proprio al fatto che la traiettoria calcolata con il metodo di Richardson è 
solo un’approssimazione dell’orbita periodica soluzione del CRTBP. 
Figura 3.7 - Andamento dell’energia lungo un’orbita Lyapunov 
verticale calcolata con l’approssimazione analitica al terzo ordine di 
Richardson (Az=57.000 km, Tpo≈10,8 gg). 
 
   Inoltre, risulta che l’ampiezza delle oscillazioni nel grafico 
dell’energia aumenta all’aumentare del valore Az dell’orbita, Fig. 3.8.  
   Ciò dimostra che, all’aumentare dell’ampiezza dell’orbita, 
l’approssimazione analitica di Richardson peggiora e sono necessarie 
tecniche di calcolo più raffinate. In particolare, la soluzione analitica al 
terzo ordine risulta una buona approssimazione dell’orbita di Lyapunov 
verticale solo per orbite con valore piccolo dell’ampiezza fuori dal piano 
(Az), vedi Fig. 3.8. 
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Figura 3.8 -Grafico dei valori dell’energia lungo un’orbita periodica 
Lyapunov verticale intorno a L2 del sistema Terra-Luna al variare 
dell’ampiezza Az da 1000 km a 100000 km con passo di 3000 km (figura 
sopra), da 100 km a 1000 km con passo di 50 km (figura sotto). 
Capitolo 3 – Orbite Lyapunov verticali e manifolds associati 
52 
3.3.2 Costruzione numerica 
 
   A causa della non linearità e della forte dipendenza dalle condizioni 
iniziali del sistema di moto del CRTBP, integrando le equazioni 2.9 a 
partire da una condizione iniziale come quella ottenuta con il metodo di 
Richardson non si ottiene un’orbita periodica, Fig.3.9. 
 
Figura 3.9 – Integrazione delle equazioni di moto del CRTBP (curva 
blu) a partire dalla soluzione analitica di Richardson approssimata al 
terzo ordine (curva verde) dell’orbita Lyapunov verticale intorno a L1. 
 
   Per ottenere una soluzione periodica è dunque necessario un processo 
numerico iterativo che “aggiusti” la condizione iniziale data 
dall’approssimazione di Richardson. A tale scopo, è possibile utilizzare 
la procedura di correzione differenziale[21,37] che permette di calcolare 
alcune delle orbite Lyapunov verticali, ma non di determinarne l’intera 
famiglia. Infatti, l’approssimazione analitica al terzo ordine da cui parte 
è buona solo per orbite con valore piccolo dell’ampiezza fuori dal piano 
(Az) e non è soddisfacente per valori molto grandi[21]. 
   Questo problema è risolvibile impiegando metodi di approssimazione 
analitica della traiettoria di ordine maggiore di tre, in modo da generare 
un’ipotesi iniziale più precisa per la procedura di correzione 
differenziale in grado di farla convergere, oppure utilizzando un 
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opportuno metodo di continuazione[21] sul parametro Az. Nell’ambito di 
questa tesi è stato scelto l’uso del metodo di continuazione.  
   In Fig. 3.10 è rappresentato l’algoritmo di calcolo utilizzato per la 
determinazione dell’orbita Lyapunov verticale di ampiezza ܣҧ௭. 
 
APPROSSIMAZIONE 
ANALITICA AL TERZO 
ORDINE 
(METODO  DI RICHARDSON 
Inputs: 
ܣ௭ ൌ ࡭ഥࢠ ,  ܣ௫ ൌ 0
Seleziona la configurazione a 
specchio (vedi Par.3.3.2.1) di 
tipo P con z > 0: 
(x0, 0, z0, 0, v0, 0)
หܣഥݖ  െ ݖ଴ห ൐
0,1% ܣഥݖ  
?
SI 
METODO DI 
CONTINUAZIONE 
NO CORREZIONE 
DIFFERENZIALE 
Outputs: 
Approssimazione numerica 
dell’orbita Lyapunov verticale 
Figura 3.10 – Algoritmo di calcolo dell’orbita Lyapunov verticale. 
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3.3.2.1 Procedura di correzione differenziale 
 
   La procedura di correzione differenziale utilizzata consiste in un 
metodo iterativo di rettifica della condizione iniziale approssimata della 
traiettoria, basato sulle proprietà di simmetria caratteristiche dell’orbita e 
sul teorema di periodicità di Roy e Ovenden[38]. Quest’ultimo è valido 
in generale nel problema degli n-corpi ed afferma che: “se n punti 
materiali sono in moto sotto la sola azione delle forze gravitazionali 
reciproche, le loro orbite sono periodiche se, a due istanti di tempo 
differenti, si verifica una configurazione a specchio.” 
   In particolare, Roy e Ovenden definiscono la periodicità nel modo 
seguente: “in un sistema di n punti materiali in moto sotto l’azione delle 
sole forze gravitazionali reciproche, le loro orbite si dicono essere 
periodiche se, a intervalli di tempo periodici, si ripresentano, senza alcun 
cambiamento di scala, le stesse configurazioni di raggi vettore e 
velocità”. Inoltre, definiscono configurazione a specchio, per un sistema 
di n masse puntiformi soggette solo alle mutue forze di attrazione 
gravitazionale, ogni configurazione di tali masse per la quale ciascun 
raggio vettore è perpendicolare a ciascun vettore velocità rispetto al 
sistema di riferimento centrato nel baricentro del complesso delle n 
masse[38]: 
 
൬
݀࢘࢏
݀ݐ
· ࢘࢐൰
௧ୀ௧ҧ
ൌ 0    ׊ ݅, ݆ ൌ 1,… , ݊   ֞   ܿ݋݂݊݅݃ݑݎܽݖ݅݋݊݁ ܽ ݏ݌݄݁ܿܿ݅݋ 
 
   Se a un certo istante ݐҧ  il sistema degli n-corpi assume una 
configurazione a specchio, l’orbita di ogni massa dopo quell’istante è 
l’immagine specchiata della sua orbita prima di quell’istante e risulta 
che, in corrispondenza della configurazione a specchio, tutte le orbite 
delle varie masse sono continue (teorema dello specchio di Roy e 
Ovenden o Mirror Theorem[38]). 
   Nel problema ristretto dei tre corpi esistono due possibili 
configurazioni a specchio differenti che indichiamo con A e P[39]: 
 
• tipo A: m3 giace sull’asse x congiungente i due primari con 
vettore velocità istantanea perpendicolare a tale asse, ovvero le 
componenti di m3 nello spazio delle fasi sono: (x, 0, 0, 0, v, w); 
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• tipo P: m3 giace sul piano (x,z) con vettore velocità istantanea 
perpendicolare a tale piano, ovvero le componenti di m3 nello 
spazio delle fasi sono (x, 0, z, 0, v, 0); 
 
   A seconda della combinazione di configurazioni a specchio che si 
succedono a due diversi istanti di tempo si ottengono orbite periodiche 
con proprietà di simmetria differenti[39]: 
 
• P - P: orbita periodica antisimmetrica rispetto al piano (x,z) con 
intervallo tra le due configurazioni di simmetria successive pari a 
metà del periodo dell’orbita (ᇞ ݐ ൌ ௣ܶ.௢./2ሻ; 
 
• A - A: orbita periodica assialsimmetrica rispetto all’asse x con 
intervallo tra le due configurazioni di simmetria successive pari a 
metà del periodo dell’orbita (ᇞ ݐ ൌ ௣ܶ.௢./2ሻ; 
 
• P - A o A - P: orbita periodica a doppia simmetria, simmetrica 
rispetto all’asse x e antisimmetrica rispetto al piano (x,z), con 
intervallo tra due configurazioni di simmetria successive pari a 
un quarto del periodo dell’orbita (ᇞ ݐ ൌ ௣ܶ.௢./4ሻ; 
 
   Applicando il teorema di periodicità di Roy e Ovenden, il problema 
della determinazione di un’orbita periodica tridimensionale nel CRTBP 
può essere ridotto a quello della determinazione di un set di condizioni 
iniziali del tipo (x0, y0, z0, u0, v0, w0) costituenti una configurazione a 
specchio che, utilizzate per integrare le equazioni di moto 2.9, danno una 
soluzione avente una seconda configurazione a specchio a un istante di 
tempo t > t0. Ovviamente, per il calcolo di un determinato tipo di orbita 
periodica è necessario conoscere le proprietà di simmetria dell’orbita e 
quindi il tipo delle sue configurazioni a specchio.  
   Propagando le equazioni di moto del CRTBP (2.9) a partire da una 
condizione iniziale approssimata corrispondente a una configurazione a 
specchio, cioè del tipo: 
 
ࢄ෩૙ ൌ ൫ݔ෤଴భ, ݔ෤଴ఱ, ݔ෤଴೔൯     ܿ݋݊     ݅ ൌ ൜
3    ݏ݁ ݀݅ ݐ݅݌݋ ܲ
6    ݏ݁ ݀݅ ݐ݅݌݋ ܣ  
 
(i pedici numerici indicano le componenti  del raggio vettore (1,2,3) e del 
vettore velocità (4,5,6) rispetto al riferimento sinodico e le componenti 
 (3.22)
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non esplicitamente indicate sono nulle), fino alla successiva intersezione 
con il piano y=0 (condizione valida sia per la ricerca di configurazioni di 
tipo P che di tipo A), oppure con il piano z=0 (condizione valida solo per 
la ricerca di configurazioni di tipo A), si ottiene lo stato:  
 
Φ൫ࢄ෩૙, ̃ݐכ ൯ ൌ ࢄ෩כ ൌ
ൌ ൜
ሺݔ෤ଵכ, 0, ݔ෤ଷכ, ݔ෤ସכ, ݔ෤ହ
כ, ݔ෤଺כሻ ݏ݁ ݅݊ݐ݁ݎݏ݁ݖ݅݋݊݁ ܿ݋݊ ݌݅ܽ݊݋ ݕ ൌ 0
ሺݔ෤ଵכ, ݔ෤ଶכ, 0, ݔ෤ସכ, ݔ෤ହ
כ, ݔ෤଺כሻ ݏ݁ ݅݊ݐ݁ݎݏ݁ݖ݅݋݊݁ ܿ݋݊ ݌݅ܽ݊݋ ݖ ൌ 0
   
 
   L’istante finale è ̃ݐכ ൌ ݐ଴ ൅ᇞ ݐ෦  con ݐ଴ istante iniziale dell’integrazione 
(in genere ݐ଴ ൌ 0ሻ  e ᇞ ݐ෦  intervallo di tempo approssimato tra due 
configurazioni di simmetria. 
   Affinché lo stato finale sia una configurazione a specchio deve essere: 
 
ቐ
ݔ෤ଶכ ൌ 0
ݔ෤ସכ ൌ 0
ݔ෤௝
כ ൌ 0
          ܿ݋݊        ݆ ൌ ൜
6    ݏ݁ ݀݅ ݐ݅݌݋ ܲ
3    ݏ݁ ݀݅ ݐ݅݌݋ ܣ  
 
ma ciò, in genere, non si verifica, perché la condizione iniziale da cui 
parte l’integrazione non è quella richiesta, bensì è un’approssimazione 
analitica al terzo ordine dell’orbita che differisce dalla soluzione 
desiderata ሺݔ଴భ, ݔ଴ఱ, ݔ଴೔ሻ per le quantità:  
 
che possono essere scritte in forma compatta in un unico vettore delle 
differenze: 
 
ᇞ ࢄ૙ ൌ ࢄ૙ െ ࢄ૙෪ ൌ ሺᇞ ݔ଴భ,ᇞ ݔ଴ఱ,ᇞ ݔ଴೔ሻ 
 
   Nella 3.26 è stata utilizzata, ancora una volta, la forma di scrittura di 
un vettore nella quale le componenti non esplicitamente indicate sono 
nulle.  
   Nei due casi di condizione iniziale desiderata e approssimata 
differiscono anche gli intervalli di tempo d’integrazione tra due 
ᇞ ݔ଴ఱ ൌ ݔ଴ఱ െ ݔ෤଴ఱ, 
ᇞ ݔ଴భ ൌ ݔ଴భ െ ݔ෤଴భ, 
ᇞ ݔ଴೔ ൌ ݔ଴೔ െ ݔ෤଴೔ . 
 (3.23)
 (3.24)
 (3.25)
 (3.26)
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configurazioni di simmetria e quindi, il periodo dell’orbita e l’istante 
finale d’integrazione: 
 
ᇞ ݐכ ൌ   ݐכ െ ̃ݐכ 
 
   Lo stato finale può essere riscritto in funzione della condizione iniziale 
desiderata incognita e del vettore delle differenze: 
 
Φ൫ࢄ෩૙, ̃ݐכ ൯ ൌ Φሺࢄ૙ െᇞ ࢄ૙, ݐכ െᇞ ݐכሻ 
 
e può essere espanso in serie di Taylor al primo ordine sia per lo stato 
che per il tempo ottenendo:  
 
Φሺࢄ૙ െᇞ ࢄ૙, ݐכ െᇞ ݐכ ሻ ൌ Φሺࢄ૙, ݐכ ሻ െ
߲Φሺࢄ૙ െᇞ ࢄ૙, ݐכ െᇞ ݐכ ሻ
߲ࢄ
ᇞ ࢄ૙ ൅ 
െ
߲Φሺࢄ૙ െᇞ ࢄ૙, ݐכ െᇞ ݐכ ሻ
߲ݐ
ᇞ ݐכ 
 
   La matrice  ܤ ׷ൌ డ஍
డࢄ
 è la matrice di transizione di stato del sistema6[35] 
e lo stato finale Φሺࢄ૙, ݐכ ሻ ൌ   ሺݔ1כ, ݔ5כ, ݔ݆כሻ è quello teorico, cioè quello nel 
caso in cui la condizione iniziale sia proprio quella dell’orbita periodica 
cercata. 
   Si definisce per compattezza di notazione il vettore ࢌሺࢄ෩כሻ così: 
 
ࢌሺࢄ෩כሻ ׷ൌ
߲Φሺࢄ૙ െᇞ ࢄ૙, ݐכ െᇞ ݐכ ሻ
߲ݐ
 
 
   La procedura di correzione differenziale consiste nell’imporre la 
periodicità obbligando lo stato finale a soddisfare alle opportune 
equazioni 3.24. Si ottiene in tal modo uno dei sistemi seguenti:  
 
ܤ ·
ۉ
ۈ
ۇ
ᇞ ݔ଴భ
૙
ᇞ ݔ଴య
૙
ᇞ ݔ଴ఱ
૙ ی
ۋ
ۊ
൅ ࢌሺࢄ෩כሻ ᇞ ݐכ ൌ
ۉ
ۈ
ۇ
ݔଵכ
૙
ݔଷכ
૙
ݔହ
כ
૙ ی
ۋ
ۊ
െ ࢄ෩כ  ݏ݁ ݅ ൌ ݆ ൌ 3   ሺࡼ െ ࡼሻ 
                                                 
6 Per una descrizione più approfondita si rimanda al Par. 3.4. In particolare, la matrice 
di transizione di stato si calcola integrando il sistema di equazioni 3.50[35]. 
 (3.27)
 (3.28)
 (3.29)
 (3.30)
 (3.31)
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ܤ ·
ۉ
ۈۈ
ۇ
ᇞ ݔ଴భ
૙
૙
૙
ᇞ ݔ଴ఱ
ᇞ ݔ଴లی
ۋۋ
ۊ
൅ ࢌሺࢄ෩כሻ ᇞ ݐכ ൌ
ۉ
ۈۈ
ۇ
ݔଵכ
૙
૙
૙
ݔହ
כ
ݔ଺כی
ۋۋ
ۊ
െ ࢄ෩כ  ݏ݁ ݅ ൌ ݆ ൌ 6   ሺ ࡭ െ ࡭ሻ  
 
ܤ ·
ۉ
ۈ
ۇ
ᇞ ݔ଴భ
૙
ᇞ ݔ଴య
૙
ᇞ ݔ଴ఱ
૙ ی
ۋ
ۊ
൅ ࢌሺࢄ෩כሻ ᇞ ݐכ ൌ
ۉ
ۈۈ
ۇ
ݔଵכ
૙
૙
૙
ݔହ
כ
ݔ଺כی
ۋۋ
ۊ
െ ࢄ෩כ  ݏ݁ ݅ ൌ 3 ݁ ݆ ൌ 6   ሺ ࡼ െ ࡭ሻ  
 
ܤ ·
ۉ
ۈۈ
ۇ
ᇞ ݔ଴భ
૙
૙
૙
ᇞ ݔ଴ఱ
ᇞ ݔ଴లی
ۋۋ
ۊ
൅ ࢌሺࢄ෩כሻ ᇞ ݐכ ൌ
ۉ
ۈ
ۇ
ݔଵכ
૙
ݔଷכ
૙
ݔହ
כ
૙ ی
ۋ
ۊ
െ ࢄ෩כ  ݏ݁ ݅ ൌ 6 ݁ ݆ ൌ 3   ሺ ࡭ െ ࡼሻ  
  
   Considerando solo le equazioni del sistema che annullano le 
componenti ݔ෤௝כ  con  j=2,3,4, se la configurazione a specchio finale deve 
essere di tipo A, oppure j=2,4,6, se la configurazione a specchio finale 
deve essere di tipo P, si ottiene un sistema di tre equazioni nelle quattro 
incognite  ᇞ ݔ଴భ, ᇞ ݔ଴ఱ, ᇞ ݔ଴೔  e ᇞ ݐ
כ, che sono le correzioni da apportare 
alla condizione iniziale approssimata per ottenere la periodicità. Tale 
sistema è quindi indeterminato perché presenta un grado di libertà, 
dovuto al fatto che, come già detto, le orbite periodiche si presentano in 
famiglie e per scegliere un’orbita all’interno della famiglia è necessario 
selezionare un parametro[37]. Quindi, per ottenere una soluzione, una 
delle correzioni è imposta uguale a zero e il sistema è risolto per le altre 
tre. La scelta di quale correzione annullare ha importanti conseguenze 
sulla convergenza della procedura ed è legata al parametro scelto per 
selezionare un’orbita della famiglia. Per esempio[37], nel caso di orbite 
periodiche Halo o Lyapunov verticali parametrizzate rispetto ad ܣ௭  si 
impone nulla la correzione ᇞ ݖ , mentre per orbite Lyapunov planari, 
parametrizzate rispetto ad ܣ௫, si impone nulla la correzione ᇞ ݔ , inoltre 
 (3.32)
 (3.33)
 (3.34)
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poiché, in tal caso, l’ultima equazione del sistema 3.31 non esiste, non è 
richiesta alcuna correzione fuori dal piano (ᇞ ݖ ؠ 0ሻ.  
   Finché lo stato finale non soddisfa alla condizione di periodicità entro 
una specificata accuratezza, la procedura si ripete in modo iterativo, 
integrando numericamente le equazioni del moto a partire dalla 
condizione iniziale corretta fino alla successiva intersezione con il piano 
y=0 (oppure come precisato sopra z=0) e calcolando il valore delle 
nuove correzioni necessarie per ottenere la periodicità. Nel lavoro svolto 
è stata scelta la condizione di arresto del procedimento 3.35: 
 
|ݔ෤ହ
כ| ൏ ߝ    ר     หݔ෤௝
כห ൏ ߝ  
 
nella quale ߝ  è una costante piccola a piacere, detta accuratezza di 
periodicità. In particolare, le orbite oggetto del presente lavoro sono 
state calcolate ponendo ߝ ൌ 10ିଵସ  per valori adimensionali delle 
coordinate del vettore velocità e del raggio vettore. 
   Infine, il calcolo dell’intera orbita periodica è eseguito propagando le 
equazioni del CRTBP a partire dalla condizione iniziale a fine procedura 
di correzione differenziale per un tempo pari al risultante periodo 
dell’orbita: 
 
෨ܶ௣.௢. ൌ ቄ
ᇞ ݐ෦ כ 2          ݏ݁  ܣ െ ܣ  ݋  ܲ െ ܲ
ᇞ ݐ෦ כ 4          ݏ݁  ܣ െ ܲ  ݋  ܲ െ ܣ
 
 
   L’applicazione della procedura di correzione differenziale appena 
descritta al calcolo delle orbite periodiche Lyapunov verticali è 
immediata. Infatti, è necessario solo tenere in considerazione il fatto che 
tali orbite sono del tipo P-A, ovvero sono doppiamente simmetriche 
rispetto al sistema di riferimento sinodico: assialsimmetriche rispetto 
all’asse x e antisimmetriche rispetto al piano (x,z). Quindi, il sistema di 
equazioni da utilizzare per il calcolo delle correzioni è il 3.33, la 
correzione da imporre nulla è quella per la componente z ሺᇞ ݖ ൌ 0ሻ e il 
periodo dell’orbita è quattro volte l’intervallo di tempo tra due 
configurazioni a specchio successive ሺ ෨ܶ௣.௢. ൌᇞ ݐ෦ כ 4ሻ. 
   In particolare, nel lavoro svolto l’integrazione numerica delle 
equazioni di moto è stata eseguita a partire dalla configurazione a 
specchio di tipo P, dell’orbita approssimata analiticamente, giacente sul 
piano (x,z) con coordinata z positiva (vedi Par. 3.3.1). Inoltre, per motivi 
di convergenza della procedura è stato scelto di utilizzare, come 
 (3.35)
 (3.36)
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condizione di arresto dell’integrazione, l’intersezione con il piano z=0.   
Ciò è lecito perché la successiva configurazione di simmetria cercata è 
di tipo A. Più precisamente, tale scelta è dovuta al fatto che la procedura 
con condizione di arresto y=0 converge solo per un intervallo ristretto di 
valori di Az e necessita di un maggior numero di iterazioni per la 
convergenza. Per esempio, nel caso del punto L1 del sistema Terra-Luna 
usando la condizione y=0 l’intervallo di ampiezze fuori dal piano per cui 
si verifica la convergenza è approssimativamente ܣ௭ א [28.000;53.000] 
km, mentre usando la condizione z=0 converge fino a un’ampiezza ܣ௭ 
=139.000 km. Inoltre, nel caso, per esempio, di un’orbita Lyapunov 
verticale intorno a L1 del sistema Terra-Luna con Az=30.000 km la 
procedura con y=0 converge dopo sette iterazioni, mentre quella con z=0 
ne richiede solo quattro. 
   Nelle figure 3.11, 3.12 e 3.13 sono riportati alcuni dei risultati ottenuti 
nel presente lavoro applicando la correzione differenziale al calcolo 
delle orbite Lyapunov verticali. In particolare, dalle prove eseguite nel 
sistema Terra-Luna risulta che tale procedura converge  per valori 
dell’ampiezza fuori dal piano minori di 139.000 km nel caso del punto di 
Lagrange L1, e per valori minori di 154.000 km nel caso del punto L2.   
Oltre tali ampiezze è necessario l’impiego di una metodologia di calcolo 
più raffinata, quale, per esempio, il metodo di continuazione. 
   In Fig. 3.14 è rappresentato, per maggiore chiarezza, l’algoritmo della 
procedura di correzione differenziale utilizzata. 
 
 
Figura 3.11 – Iterazione della procedura di correzione differenziale (in 
blu) a partire dall’orbita approssimata analiticamente (in verde). 
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Figura 3.12 – Risultato della procedura di correzione differenziale 
applicata al calcolo dell’orbita di Lyapunov verticale di ampiezza 
60.000 km nel sistema Terra-Luna. 
Figura 3.13 - Confronto tra l’andamento dell’energia lungo la 
traiettoria nel caso di orbita Lyapunov verticale approssimata 
analiticamente e calcolata con la procedura di correzione 
differenziale.(L1, Terra-Luna, Az=60.000 km). 
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Figura 3.14 – Algoritmo della procedura di correzione differenziale. 
 
∆ݖ଴ ൌ 0  
C.I. approssimata al 3°ordine  
X0=(x0, 0, z0 , 0, v0, 0) dell’orbita  ݐ଴ ൌ 0  ࢿ 
Integrazione numerica delle equazioni 
di moto del CRTBP a partire da 
 (t0, X0)  con condizione di fine 
integrazione per z=0. 
ࢄ෩כ ൌ ሺݔ෤ଵכ, ݔ෤ଶכ, 0, ݔ෤ସכ, ݔ෤ହ
כ, ݔ෤଺כሻ;   ̃ݐכ 
ݔ෤ଶכ ൏ ߝ  
ר 
ݔ෤ସכ ൏ ߝ ? 
X0new=  
(x0+∆ݔ଴, 0, z0 , 0, v0+∆ݒ଴, 0) 
SI 
NO 
INTEGRAZIONE NUMERICA DELLE 
EQUAZIONI DI MOTO DEL CRTBP a 
partire dalla C.I.  X0new per un tempo T=4̃ݐכ 
OUTPUT: Orbita periodica 
Lyapunov verticale approssimata 
numericamente di ampiezza 
Az=z0 e periodo T=4̃ݐכ. 
Calcolo delle correzioni 
∆ݔ଴, ∆ݒ଴ 
risolvendo il sistema 3.33 
nel caso P-A 
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3.3.2.2 Metodo di continuazione 
 
   Come già discusso nel Par. 3.3.2.1, la procedura di correzione 
differenziale impiegata non converge per grandi valori del parametro Az 
(e.g. Az > 139.000 km nel caso del punto L1 del sistema Terra-Luna).   
Pertanto, nel presente lavoro, allo scopo di superare tale limite e riuscire 
a calcolare una gamma più vasta di orbite Lyapunov verticali, è stato 
scelto di utilizzare un metodo di continuazione sul parametro Az. 
   Esso consiste in un processo iterativo che varia ad ogni passo il valore 
dell’ampiezza dell’orbita Az di un certo ΔAz a partire da un valore 
piccolo ܣ௭బ  fino a quello finale voluto. La condizione iniziale è 
l’approssimazione analitica di Richardson dell’orbita di ampiezza ܣ௭బ , 
che deve essere sufficientemente piccola affinché l’approssimazione al 
terzo ordine risulti buona. Ad ogni iterazione è applicata la procedura di 
correzione differenziale con condizione iniziale la soluzione ottenuta 
dalla precedente iterazione modificata solo aumentando l’escursione 
lungo z di una quantità pari a ΔAz . Per maggiore chiarezza in Fig. 3.18 è 
schematizzato l’algoritmo del metodo. 
   Nel lavoro svolto è stato scelto di utilizzare la continuazione, al posto 
della procedura di correzione differenziale, oltre che per generare orbite 
Lyapunov verticali di ampiezza maggiore di 139.000 km, per ottenere 
orbite di piccola ampiezza più raffinate di quelle calcolate applicando la 
sola correzione differenziale. Infatti, all’aumentare dell’ampiezza 
dell’orbita da determinare diminuisce l’accuratezza della procedura di 
correzione differenziale, ciò risulta chiaro dai dati raccolti nella Tab. 3.1.   
Più precisamente, in tale tabella sono riportati i valori in chilometri delle 
differenze tra le ampiezze fuori dal piano desiderate e quelle ottenute 
utilizzando il metodo di continuazione oppure la procedura di correzione 
differenziale (in quest’ultimo caso le ampiezze fuori dal piano calcolate 
coincidono con quelle dell’approssimazione analitica).  
   In particolare, è stato scelto di utilizzare la procedura di continuazione 
quando l’orbita approssimata analiticamente ha un valore dell’ampiezza 
fuori dal piano che differisce da quello teorico desiderato, ܣҧ௭ , di una 
quantità maggiore allo 0,1%. Inoltre, ad ogni iterazione è stato utilizzato 
un incremento ߂ܣ௭ pari a 1000 km.  
   Impiegando la procedura appena descritta, sono state calcolate orbite 
Lyapunov verticali di ampiezza fino a 250.000 km.  
   La Fig. 3.15, estratta dalla letteratura[40], illustra le famiglie di orbite 
Lyapunov verticali intorno al primo e secondo punto di Lagrange del 
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sistema Terra-Luna, mentre le Fig. 3.16 e 3.17 rappresentano i risultati 
ottenuti nel presente lavoro. 
 
Az 
nominale 
[km] 
differenzaAz 
corr.diff. 
[km] 
% errore 
corr.diff. 
differenzaAz 
continuazione 
[km] 
% errore 
continuazione 
1000 0,0063 0,0006 - - 
5000 0,7913 0,0158 - - 
10.000 6,3304 0,0633 - - 
13.000 13,9079 0,1070 0,0063 0,000048 
15.000 21,3652 0,1424 0,0063 0,000042 
20.000 50,6434 0,2532 0,0063 0,000031 
35.000 271,4170 0,7755 0,0063 0,000018 
56.000 1.111,7 1,9852 0,0063 0,000011 
70.000 2.171,3 3,1019 0,0063 0,000009 
85.000 3.887,7 4,5737 0,0063 0,000007 
100.000 6.330,4 6,3304 0,0063 0,000006 
139.000 17.001 12,2310 0,0063 0,000004 
150.000 Non converge Non converge 0,0063 0,000004 
200.000 Non converge Non converge 0,0063 0,000003 
250.000 Non converge Non converge 0,0063 0,000002 
Tabella 3.1 - Valori dell’errore commesso sull’escursione lungo l’asse z 
nel calcolo numerico delle orbite periodiche Lyapunov verticali intorno 
a L1 del sistema Terra-Luna. Nel caso del metodo di continuazione le 
orbite sono state calcolate a partire da quella di ampiezza Az=1.000 km 
con incremento di 1.000 km ad ogni iterazione. 
Figura 3.15 - Famiglia di orbite Lyapunov verticali intorno a L1 (in blu) 
e intorno a L2 (in rosso) del sistema Terra-Luna[40]. 
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Figura 3.16 – Orbite di Lyapunov verticali intorno a L1(in rosso) e a L2 
(in blu) del sistema Terra-Luna calcolate con il metodo di continuazione 
(Az=[1000, 190.000] km). 
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Figura 3.17 - Famiglia di orbite Lyapunov verticali intorno a L1 del 
sistema Terra-Luna (Az =[1.000, 250.000] km). 
M2 M2 
X [DU] 
Y [DU] 
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Figura 3.18 – Algoritmo del metodo di continuazione utilizzato. 
 
3.4 Matrice monodroma 
 
   In questo paragrafo saranno forniti alcuni cenni sulla teoria di Floquet 
volti a fornire solo le nozioni fondamentali per definire e comprendere la 
matrice monodroma, la quale ha un ruolo fondamentale nel calcolo delle 
varietà invarianti associate a un’orbita periodica del CRTBP (vedi Par. 
3.5). Per una spiegazione più dettagliata si rimanda alla 
bibliografia[35,41,42,43]. 
ܣҧ௭ 
obiettivo
C.I. approssimata al 3°ordine  
X0=(x0, 0, z0 , 0, v0, 0) dell’orbita di 
ampiezza Az0 sufficientemente 
∆Az  ࢿ 
CORREZIONE 
DIFFERENZIALE 
ࢄ૙
࢕࢛࢚ ൌ ሺ࢞૙
࢕࢛࢚, ૙, ࢠ૙
࢕࢛࢚, ૙, ࢜૙
࢕࢛࢚, ૙ሻ; ઢ࢚࢕࢛࢚ 
z0out < ܣҧ௭ 
? 
X0new= X0out + (0, 0, ∆Az , 0, 0)
NO 
SI 
INTEGRAZIONE NUMERICA DELLE 
EQUAZIONI DI MOTO DEL CRTBP a 
partire dalla C.I.  X0out per un tempo T=4∆tout
 
OUTPUT: Orbita periodica 
Lyapunov verticale approssimata 
numericamente di ampiezza ׽ ܣҧ௭
ࢄ૙
࢕࢛࢚ ൌ ሺ࢞૙
࢕࢛࢚, ૙, ࢠ૙
࢕࢛࢚, ૙, ࢜૙
࢕࢛࢚, ૙ሻ; ઢ࢚࢕࢛࢚ 
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   La teoria di Floquet è una branca della teoria delle equazioni 
differenziali ordinarie che studia la ricerca delle soluzioni dei sistemi di 
n equazioni differenziali lineari del primo ordine, non autonomi (i.e. 
dipendenti esplicitamente dal tempo), a coefficienti periodici; ovvero del 
tipo(4): 
 
࢞ሶ ሺݐ, ࢞૙ሻ ൌ ࡭ሺݐ, ࢞૙ሻ࢞ሺݐ, ࢞૙ሻ 
 
con matrice dei coefficienti, ࡭ሺݐ, ࢞૙ሻ, quadrata (݊  ൈ  ݊) , continua e 
periodica di periodo T, cioè caratterizzata dalla condizione: 
 
࡭ሺݐ ൅ ܶ, ࢞૙ሻ ൌ ࡭ሺݐ, ࢞૙ሻ    ׊ݐ א Թ 
 
   In generale, anche prescindendo dalla condizione di periodicità 3.38, 
una matrice ݊  ൈ  ݊ ઴ሺݐ, ࢞૙ሻ le cui colonne sono soluzioni ࣘ࢏ሺݐ, ࢞૙ሻ del 
sistema 3.37 soddisfacenti alle condizioni iniziali imposte ࢞૙ , è detta 
matrice di soluzioni del sistema e ha la forma(4): 
 
઴ሺݐ, ࢞૙ሻ ൌ ሾࣘ૚ሺݐ, ࢞૙ሻ ࣘ૛ሺݐ, ࢞૙ሻ … ࣘ࢔ሺݐ, ࢞૙ሻሿ  ݁  ࣘ࢏ሺݐ, ࢞૙ሻ߳ࣧ௡ൈଵ 
 
   Una matrice di soluzioni prende il nome di matrice fondamentale se le 
sue colonne sono linearmente indipendenti. In particolare, vale il 
Teorema 3.1(4). 
 
Teorema 3.1 Una matrice di soluzioni di 3.37 è fondamentale se 
e solo se il suo determinante è diverso da zero per tutti i valori di 
t. 
 
   Per quanto detto, le matrici di soluzioni, e dunque le matrici 
fondamentali, verificano l’equazione matriciale: 
 
઴ሶ ሺݐ, ࢞૙ሻ ൌ ࡭ሺݐ, ࢞૙ሻ઴ሺݐ, ࢞૙ሻ 
 
   Le n soluzioni raggruppate nella matrice fondamentale, essendo 
linearmente indipendenti, costituiscono una base dello spazio lineare 
dell’insieme delle soluzioni del sistema 3.37, pertanto se C è una matrice 
݊  ൈ  ݊  costante ed invertibile anche શሺݐ, ࢞૙ሻ ൌ ࡯઴ሺݐ, ࢞૙ሻ è soluzione 
di 3.37 che soddisfa alle condizioni iniziali ࢞૙. Inoltre, vale il Teorema 
3.2(4): 
(3.37)
(3.38)
(3.39)
(3.40)
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Teorema 3.2 Data una matrice fondamentale ࢶሺݐ, ࢞૙ሻ  per il 
sistema 3.37 ed una matrice ࡯  costante ed invertibile, anche 
࡯ࢶሺݐ, ࢞૙ሻ  è matrice fondamentale di 3.37. Viceversa, ogni 
matrice fondamentale di 3.37 ha questa forma. 
 
   Se al tempo iniziale ݐ଴ è ઴ሺݐ଴, ࢞૙ሻ ൌ ࢩ, con ࢩ matrice identità nхn, la 
matrice fondamentale delle soluzioni è detta matrice principale e una 
soluzione generica del sistema 3.41 può essere scritta come(4): 
 
ࣘሺݐ, ࢞૙ሻ ൌ  ઴ሺݐ, ࢞૙ሻࢉ 
 
nella quale c è un vettore colonna costante di dimensione n. 
   Richiamati i risultati generali sui sistemi lineari, nel seguito del 
paragrafo la discussione sarà specializzata al caso in cui la matrice 
࡭ሺݐ, ࢞૙ሻ sia continua e periodica di periodo T , ovvero vale la 3.38. 
   Dal Teorema 3.1 applicando la condizione di periodicità 3.38 si ottiene 
che: se ઴ሺݐ, ࢞૙ሻ  è matrice fondamentale di 3.37 allora anche ઴ሺݐ ൅
ܶ, ࢞૙ሻ lo è. Inoltre, usando il Teorema 3.2 si deduce che deve esistere 
una matrice costante ed invertibile ࡯ tale che: 
 
઴ሺݐ ൅ ܶ, ࢞૙ሻ ൌ ࡯઴ሺݐ, ࢞૙ሻ   ׊ݐ א Թ 
 
   La matrice ࡯ che soddisfa alla condizione di periodicità 3.38 prende il 
nome di matrice monodroma e nel presente lavoro è indicata con M. 
   Ponendo ݐ ൌ ݐ଴ ൌ 0  nella 3.42 e notando che la matrice ઴ሺݐ, ࢞૙ሻ , 
essendo fondamentale, è invertibile ׊ݐ א Թ , è possibile scrivere: 
 
ࡹ ൌ ઴ሺ0, ࢞૙ሻିଵ઴ሺܶ, ࢞૙ሻ 
 
   Scegliendo, infine, come matrice delle soluzioni la matrice principale è 
઴ሺ0, ࢞૙ሻ ൌ ࡵ e quindi dalla 3.43 risulta: 
 
ࡹ ൌ ઴ሺܶ, ࢞૙ሻ 
 
   Da quanto è stato spiegato e dai risultati ottenuti (e.g., 3.44) è possibile 
definire la matrice monodroma come la matrice principale di un sistema 
di n equazioni differenziali lineari del primo ordine a coefficienti 
periodici valutata alla fine del periodo. 
(3.41)
(3.42)
(3.43)
(3.44)
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   È dimostrabile[43] che gli autovalori della matrice monodroma sono 
una caratteristica invariante del sistema 3.37. Essi prendono il nome di 
moltiplicatori caratteristici o di Floquet del sistema. 
   Di grande importanza per le applicazioni è il Teorema di Floquet, il 
quale afferma che(4): 
 
Teorema 3.3 (Teorema di Floquet) Sia ઴ሺݐ, ࢞૙ሻ una matrice 
fondamentale di 3.37 sotto la condizione di periodicità 3.38. 
Esistono allora una matrice periodica non singolare P(t) di 
periodo T ed una matrice costante B tali che: 
઴ሺݐ, ࢞૙ሻ ൌ ࡼሺݐ, ࢞૙ሻ݁࡮௧. 
 
   Utilizzando il Teorema 3.3 nel caso della matrice monodroma 
risulta(4): 
 
ࡹ ൌ ઴ሺܶ, ࢞૙ሻ ൌ ࡼሺܶ, ࢞૙ሻ݁࡮் 
 
ma, poiché ࡼሺݐ, ࢞૙ሻ  è periodica di periodo T, ࡼሺܶ, ࢞૙ሻ ൌ ࡼሺ0, ࢞૙ሻ  e, 
poiché deve essere anche ઴ሺ0, ࢞૙ሻ ൌ ࡵ, risulta ࡼሺ0, ࢞૙ሻ ൌ ࡵ e quindi: 
 
ࡹ ൌ ݁࡮் 
 
   Inoltre, studiando la stabilità di un’orbita periodica si può 
dimostrare[35,42] che selezionando un punto dell’orbita la matrice 
monodroma è la matrice che moltiplicata per la perturbazione iniziale 
imposta dà il valore al primo ordine della perturbazione dopo una 
rivoluzione, ovvero incorpora l’evoluzione della perturbazione su un 
periodo[35]: 
 
ࡹ ൌ
ߜ࢞ሺࢀ, ࢞૙ሻ
ߜ࢞૙
 
 
   In particolare, se ࢞૙  è un punto appartenente all’orbita periodica, la 
matrice monodroma rappresenta l’approssimazione al primo ordine per 
mappare il flusso di un punto ࢞෥, nelle immediate vicinanze di ࢞૙, dopo 
un periodo T [27,19]: 
 
࢞෥ հ ࢞૙ ൅ࡹሺ࢞෥ െ ࢞૙ሻ 
 
(3.47)
(3.48)
(3.45)
(3.46)
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quest’ultima relazione (3.48) si ottiene dalla 3.47 ponendo ߜ࢞ሺࢀ, ࢞૙ሻ ൌ
࢞෥ࢀ െ ࢞૙ e ߜ࢞૙ ൌ ࢞෥ െ ࢞૙. 
   Quindi, la matrice monodroma è la matrice di transizione di stato (o 
matrice principale) del sistema ఋ࢞ሺ௧,࢞૙ሻ
ఋ࢞૙
  valutata  a un tempo uguale a un 
periodo (t=T)[35]. Pertanto, per il calcolo della matrice monodroma è 
necessario determinare l’espressione dell’evoluzione nel tempo della 
matrice di transizione di stato[35]:  
 
ߜ
ߜݐ
൬
ߜ࢞ሺݐ, ࢞૙ሻ
ߜ࢞૙
൰ ൌ
ߜ
ߜ࢞૙
൬
ߜ࢞ሺݐ, ࢞૙ሻ
ߜݐ
൰ ൌ
ߜ
ߜ࢞૙
ࢌሺ࢞ሻ ൌ
ߜࢌሺ࢞ሻ
ߜ࢞૙
ߜ࢞ሺݐ, ࢞૙ሻ
ߜ࢞૙
 
 
   La 3.49 rappresenta un sistema di n2 equazioni differenziali, lineari, 
non autonome del primo ordine, che descrive l’evoluzione temporale 
della matrice principale. Per ottenere una soluzione di tale sistema è 
necessario conoscere ad ogni istante lo stato ࢞ሺݐ, ࢞૙ሻ . Quest’ultimo 
risulta dall’integrazione delle n equazioni del moto 2.9 e, poiché il 
problema del CRTBP non è integrabile in forma chiusa, tale processo 
richiede un’integrazione numerica. 
   Quindi, per calcolare la matrice monodroma è necessario integrare 
simultaneamente, per un tempo pari al periodo T, il sistema di n2+n 
equazioni differenziali del primo ordine 3.50[35]: 
 
ቐ
࢞ሶ ሺݐሻ ൌ ࢌሺ࢞ሻ                          
઴ሶ ሺݐ, ࢞૙ሻ ൌ
ߜࢌሺ࢞ሻ
ߜ࢞
઴ሺݐ, ࢞૙ሻ
 
 
con condizioni iniziali: 
 
൜
࢞ሺݐሻ ൌ ࢞૙     
઴ሺ0, ࢞૙ሻ ൌ ࡵ
 
 
   Nel caso delle orbite periodiche del CRTBP il sistema 3.50 è costituito 
da 42 (6+36) equazioni per orbite Halo, Lissajous e Lyapunov verticali, 
mentre è costituito da 20 (4+16) equazioni per orbite Lyapunov planari. 
   E’ possibile calcolare la matrice monodroma per ogni punto sull’orbita 
periodica risolvendo il sistema 3.50 con le opportune condizioni iniziali 
࢞૙ corrispondenti al punto selezionato. Così facendo risulta che ai punti 
appartenenti all’orbita sono associate matrici monodrome differenti 
(3.50)
(3.51)
(3.49)
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legate, però, da relazioni di similitudine, quindi tutte possiedono gli 
stessi autovalori (ma diversi autovettori!). Ciò conferma quanto già detto 
in precedenza per una matrice monodroma.  
   Inoltre, nel caso di un sistema hamiltoniano, la matrice monodroma M 
presenta le seguenti proprietà[35]: 
 
• Det(M)=1; 
• Se ߣ è un autovolare della matrice M allora anche 1/ߣ lo è. 
   In particolare, per un’orbita periodica tridimensionale del CRTBP la 
matrice M è quadrata 6ൈ 6, quindi possiede sei autovalori ߣ௜  con 
ሺ݅ ൌ 1,… ,6ሻ il cui prodotto deve essere pari a uno, dato che: 
 
ෑߣ௜
଺
௜ୀଵ
ൌ detሺࡹሻ ൌ 1 
 
   Più precisamente risulta che gli autovalori di M sono(5): due unitari, 
due complessi coniugati (giacciono sul cerchio unitario nel piano 
complesso) e due reali reciproci. 
 
 
3.5 Metodo di calcolo dei manifolds invarianti 
 
   Come introdotto nel capitolo precedente (Par. 2.6.2) ad ogni orbita 
periodica intorno a un punto collineare sono associati due “tubi” bi-
dimensionali di varietà invarianti (manifolds): uno detto stabile, i cui due 
“rami” convergono asintoticamente verso l’orbita, e uno detto instabile, i 
cui “rami” dipartono asintoticamente dall’orbita verso reami 
differenti[19], Fig. 3.19. 
   Come già detto nel Par.3.4, se ࢞૙ è un punto appartenente all’orbita 
periodica, la matrice monodroma associata ad esso rappresenta 
l’approssimazione al primo ordine per mappare il flusso di un punto ࢞෥૙, 
nelle immediate vicinanze di ࢞૙, dopo un periodo T [27,19]: 
 
࢞෥૙ հ ࢞૙ ൅ࡹሺ࢞෥૙ െ ࢞૙ሻ 
 
   Gli autovettori di M individuano le direzioni, approssimate al primo 
ordine, dei manifolds associati al punto selezionato dell’orbita periodica.      
(3.53)
(3.52)
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Ciò permette di ottenere un’approssimazione lineare delle varietà 
invarianti nell’intorno del punto, che può essere estesa a tutto lo spazio 
delle configurazioni attraverso la procedura di globalizzazione dei 
manifolds descritta nel seguito. 
   La varietà invariante stabile associata a ࢞૙ è calcolabile propagando le 
equazioni di moto 2.9 all’indietro nel tempo a partire dalla condizione 
iniziale ࢞෥૙, che rappresenta l’approssimazione lineare del manifold[19]:  
 
࢞෥૙ ൌ ࢞૙ േ ࢙݀࢜࢔࢕࢘࢓ 
 
nella quale ࢙࢜࢔࢕࢘࢓ è l’autovettore stabile normalizzato della matrice M 
valutata in ࢞૙ e ݀ è un numero che rappresenta la perturbazione, lungo la 
direzione dell’autovettore, imposta al punto dell’orbita per ottenere la 
condizione iniziale per la procedura di globalizzazione del manifold. 
   Analogamente, la varietà invariante instabile associata a ࢞૙  è 
calcolabile propagando in avanti nel tempo le 2.9 con condizione iniziale 
nella direzione dell’autovettore instabile normalizzato ࢛࢜࢔࢕࢘࢓ 
[19]: 
 
࢞෥૙ ൌ ࢞૙ േ ࢛݀࢜࢔࢕࢘࢓ 
 
   Il simbolo േ nelle 3.54 e 3.55 tiene conto del fatto che esistono due 
differenti “rami” da calcolare per ognuno dei manifolds, stabile ed 
instabile, associati a un punto della traiettoria. 
   L’autovettore stabile della matrice M è quello associato all’autovalore 
reale di modulo minore di uno, mentre l’autovettore instabile è associato 
all’autovalore reale maggiore dell’unità (reciproco del precedente).  
   Ripetendo la procedura appena esposta per ogni punto dell’orbita 
periodica, si ottengono due “tubi” bi-dimensionali di varietà invarianti. 
   È da notare che il valore della perturbazione ݀ non deve essere troppo 
piccolo, ciò per prevenire grandi errori di arrotondamento e lunghi tempi 
di calcolo d’integrazione, ma non può nemmeno essere troppo grande 
perché l’approssimazione lineare utilizzata come condizione iniziale è 
accettabile solo nell’intorno del punto dell’orbita[44]. 
(3.54)
(3.55)
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Figura 3.19 – “Tubi” di manifolds stabile (verde e magenta) e instabile 
(giallo e rosso) di un’orbita periodica Lyapunov verticale intorno a L1 
(sistema di riferimento sinodico adimensionale). 
 
3.5.1 Applicazione alle orbite Lyapunov verticali 
 
   La metodologia di calcolo dei manifolds descritta nel Par. 3.5 è stata 
utilizzata nel presente lavoro per determinare le varietà invarianti bi-
dimensionali associate a un’orbita periodica Lyapunov verticale. 
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   In accordo con il lavoro svolto da M. T. Ozimek e K. C. Howell[45], gli 
autovettori stabile ed instabile della matrice monodroma sono stati 
normalizzati solo in posizione, in modo tale che la perturbazione d 
rappresenti la distanza in DU, lungo la direzione dell’autovettore, del 
punto impiegato come condizione iniziale per la globalizzazione da 
quello sull’orbita. Ovvero, essendo ࢙࢜ ൌ ሺݔ௦, ݕ௦, ݖ௦, ݔሶ௦, ݕሶ௦, ݖሶ௦ሻ  e ࢛࢜ ൌ
ሺݔ௨, ݕ௨, ݖ௨, ݔሶ௨, ݕሶ௨, ݖሶ௨ሻ è stato posto: 
 
࢙࢜࢔࢕࢘࢓ ൌ
࢙࢜
ඥݔ௦ଶ ൅ ݕ௦ଶ ൅ ݖ௦ଶ
 
 
࢛࢜࢔࢕࢘࢓ ൌ
࢛࢜
ඥݔ௨ଶ ൅ ݕ௨ଶ ൅ ݖ௨ଶ
 
 
   Pertanto, il modulo dei vettori ࢙࢜࢔࢕࢘࢓ e ࢛࢜࢔࢕࢘࢓ non risulta unitario. 
   Il valore della perturbazione scelto per l’approssimazione lineare dei 
manifolds è ݀ ൌ 10ି଺ DU, ovvero ݀ ൎ 0,4 km nel sistema Terra-Luna e 
݀ ൎ 149 km nel sistema Sole-Terra. 
   Alcuni dei risultati ottenuti sono rappresentati nelle Fig.3.20, 3.21, 
3.22, 3.23 e 3.24. 
 
Figura 3.20 – Manifolds di un’orbita Lyapunov verticale di L1 nel 
sistema Sole-Terra (Az=350.000 km, verde e blu rami stabili, nero e 
rosso rami instabili). 
 
(3.56)
(3.57)
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Figura 3.21 - Manifolds di un’orbita Lyapunov verticale di L2 nel 
sistema Sole-Terra (Az=300.000 km, verde e blu rami stabili, nero e 
rosso rami instabili). 
Figura 3.22 – Varietà invarianti associate all’orbita Lyapunov verticale 
di ampiezza Az=10.000 km intorno a L2 del sistema Terra-Luna. (verde e 
blu rami stabili, nero e rosso rami instabili). 
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Figura 3.23 - Varietà invarianti associate all’orbita Lyapunov verticale 
di ampiezza Az=56.000 km intorno a L1 del sistema Terra-Luna. (verde e 
blu rami stabili, nero e rosso rami instabili). 
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Figura 3.24 – Rappresentazioni tridimensionali dei manifolds associati 
all’orbita Lyapunov verticale di ampiezza Az=56.000 km intorno a L1 
del sistema Terra-Luna. (verde e blu rami stabili, nero e rosso rami 
instabili). 
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   Nelle figure 3.20-3.24 sono rappresentate le traiettorie invarianti stabili 
(verdi e blu) ed instabili (nere e rosse) calcolate per sessanta punti equi-
spaziati di un’orbita periodica Lyapunov verticale sia nel caso del 
sistema a tre corpi Terra-Sole (Fig. 3.20 e 3.21) che in quello Terra-Luna 
(Fig.3.22-3.24). Per entrambi i sistemi sono state prese in considerazione 
orbite periodiche intorno al primo e al secondo punto collineare (L1 e 
L2).  
   In particolare, nel caso del sistema Terra-Luna i manifolds dell’orbita 
periodica intorno a L1 che giacciono nel reame della Terra sono stati 
propagati per un tempo pari a 14 TU (≈ 60 gg), mentre quelli nel reame 
della Luna per un tempo pari a 7 TU (≈ 30 gg). Invece, per le varietà 
invarianti dell’orbita intorno a L2 il tempo d’integrazione è stato fissato 
pari a 14 TU per i manifolds nel reame esterno e a 20 TU (≈ 90 gg) per 
quelli che attraversano il reame della Luna. Tale differenza di tempi è 
stata scelta solo per motivi grafici di chiarezza delle figure.  
   Nel caso del sistema Sole-Terra i manifolds dell’orbita intorno a L1 che 
attraversano il reame del Sole sono stati propagati per 55 TU (≈ 9 anni), 
mentre quelli nel reame della Terra per 7 TU (≈ 400 gg). Invece, le 
varietà invarianti dell’orbita Lyapunov verticale intorno a L2 che 
giacciono nel reame esterno sono state propagate per un tempo pari a 55 
TU e quelle che attraversano il reame della Terra per 7 TU. Anche in 
questo caso la differenza di tempi è stata scelta solo per motivi grafici di 
chiarezza delle figure. 
   Ai fini del progetto di missioni spaziali verso orbite periodiche intorno 
alla Luna è importante notare che i manifolds associati a un’orbita 
periodica Lyapunov verticale nel sistema Terra-Luna passano a grande 
distanza dalla Terra, maggiore di 100.000 km, hanno coordinata z 
significativa e mantengono la stessa forma per lungo tempo[45]. 
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4 
 
 
 
 
 
 
 
STUDIO PRELIMINARE DI MISSIONI 
SPAZIALI A BASSA SPINTA 
 
 
 
 
 
 
 
 
 
   Nel presente capitolo è condotto lo studio preliminare del 
trasferimento per realizzare una missione spaziale verso un’orbita 
periodica Lyapunov verticale. Lo scopo ultimo è di illustrare i vantaggi 
derivanti dall’accoppiamento della dinamica delle varietà invarianti, 
caratteristiche del CRTBP, con le strategie di trasferimento a bassa 
spinta. 
   Inoltre, sono descritti i concetti utilizzati per lo sviluppo dei codici che 
hanno permesso l’implementazione pratica dello studio teorico. Sono poi 
riportati e commentati i risultati delle prove eseguite. 
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4.1 Introduzione 
 
   Avendo studiato il CRTBP e le metodologie di calcolo delle orbite 
periodiche Lyapunov verticali e delle varietà invarianti ad esse associate, 
l’intento è ora quello di utilizzare le conoscenze e i risultati finora 
ottenuti per lo studio preliminare di missioni spaziali. 
   In particolare, il lavoro si è concentrato sull’analisi di missioni verso 
orbite periodiche Lyapunov verticali intorno al punto di Lagrange L1 del 
sistema Terra-Luna. 
   In generale, le missioni studiate concernono il trasferimento di un 
satellite da un’orbita di parcheggio intorno alla Terra verso un’orbita 
operativa Lyapunov verticale di ampiezza fuori dal piano selezionata a 
priori. Per realizzare tali trasferimenti, sono state considerate strategie a 
basso consumo di propellente che prevedono l’accoppiamento di un arco 
di traiettoria a bassa spinta con uno balistico, costituito da uno dei 
manifolds stabili associati all’orbita periodica operativa. Ciò, ha 
richiesto, tra l’altro, di affrontare il problema della definizione 
dell’adeguata storia temporale del vettore di spinta durante la fase 
propulsiva. A tal proposito, sono state analizzate e confrontate diverse 
strategie e nel Cap. 5 è anche affrontato il problema dell’ottimizzazione 
della traiettoria. 
   L’implementazione pratica dello studio teorico è stata realizzata 
sviluppando opportuni codici di calcolo attraverso il programma 
MATLAB®[46]. Saranno nel seguito illustrati gli elementi in comune a 
tutti i propagatori implementati e a tutte le prove svolte. 
   I risultati ottenuti in ambiente MATLAB® sono stati, inoltre, 
confrontati con quelli disponibili in letteratura. 
 
4.2 Strategie di trasferimento 
 
   Con l’obiettivo di definire una missione di trasferimento da un’orbita 
di parcheggio intorno alla Terra a una determinata orbita Lyapunov 
verticale intorno a L1 nel sistema Terra-Luna, si è scelto di sfruttare la 
dinamica dei manifolds stabili associati all’orbita. Infatti, ciò consente di 
raggiungere l’orbita finale a “costo zero” perché il satellite, una volta 
posizionato sulla varietà invariante stabile, asintoticamente è condotto 
verso l’orbita dalla dinamica del sistema. Quindi, non è necessaria 
l’accensione dei propulsori e, dunque, non è richiesto alcun consumo di 
propellente. Un utilizzo più efficiente del combustibile durante la 
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missione corrisponde a una riduzione della massa di propellente che è 
necessario imbarcare sul satellite al lancio. Ciò, come già spiegato nel 
Cap.1, a parità di missione, determina una maggiore massa di carico 
utile trasportabile, oppure a parità di massa iniziale consente di ottenere 
un maggiore ∆ݒ  che permette di realizzare missioni altrimenti 
impossibili[47]. Quindi, in tale ottica, l’impiego delle varietà invarianti 
stabili è l’ideale.  
   Il problema, però, risiede nel fatto che nel sistema Terra-Luna i 
manifolds stabili, associati alle orbite Lyapunov verticali intorno a L1 e a 
L2, passano troppo lontani dalla Terra per pianificare una missione che li 
utilizzi direttamente a partire dall’orbita di parcheggio[21], vedi per 
esempio la Fig. 3.23. Quindi, è necessaria una fase motorizzata iniziale 
che porti il satellite dall’orbita di parcheggio intorno alla Terra al 
manifold stabile. Nel lavoro svolto, è stato scelto di utilizzare un arco di 
trasferimento a bassa spinta, costituito da una traiettoria spiraleggiante 
che a partire dall’orbita geocentrica arriva tangenzialmente al manifold 
stabile associato all’orbita finale. In corrispondenza del punto 
d’intersezione, il propulsore è spento e il satellite, balisticamente, tende 
verso l’orbita operativa selezionata. 
   Belbruno[13], nell’ambito dello studio della missione LGAS, fu il 
primo a proporre come strategia di trasferimento la combinazione di un 
arco a bassa spinta con uno invariante balistico caratteristico del sistema. 
   Nel presente lavoro, per produrre la spinta è stato scelto l’uso di un 
propulsore elettrico, perché l’alto impulso specifico fornito dalla 
Propulsione Elettrica (ܫ௦௣ ؄ 1.000 ൊ 10.000 sec) permette di ottenere 
alte velocità di scarico e quindi, a parità di missione, di consumare una 
minore quantità di propellente rispetto a un propulsore chimico (ܫ௦௣ ؄
150 ൊ 600 sec)[47]. Però, la dipendenza dei propulsori elettrici dai valori 
della potenza elettrica disponibile determina bassi valori della spinta 
fornita e quindi lunghi tempi di trasferimento. 
   Chiarite le scelte compiute per la progettazione del trasferimento, nel 
seguito del capitolo sono analizzate le metodologie d’analisi e di calcolo 
impiegate. 
 
4.3 Sistemi di riferimento  
 
   Nel seguito del presente lavoro è fatto uso dei seguenti sistemi di 
riferimento: 
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• inerziale baricentrale inclinato {G, X, Y, Z}: ha origine nel 
baricentro dei due primari e il piano orizzontale (X,Y) 
coincidente con il piano di moto dei primari (in nero in Fig. 4.1); 
 
• sinodico {G, x, y, z}: centrato nel baricentro dei due primari, 
rotante con essi e con piano orizzontale (x,y) coincidente con il 
piano di moto dei primari (in rosso in Fig. 4.1); 
 
• inerziale inclinato centrato nel baricentro della Terra 
{G۩, ܺ۩, ۩ܻ, ܼ۩}: è centrato nel baricentro della Terra e ha il 
piano orizzontale (ܺ۩, ۩ܻ) coincidente con il piano di moto dei 
due primari (in rosso nella Fig. 4.2); 
 
• inerziale geocentrico o IJK {O, ூܺ௃௄, ூܻ௃௄, ܼூ௃௄}: è centrato nel 
baricentro della Terra e ha il piano orizzontale ( ூܺ௃௄, ூܻ௃௄) 
coincidente con il piano equatoriale, l’asse ூܺ௃௄  punta nella 
direzione del punto dell’Ariete[1] (in blu in Fig. 4.1 e 4.2);Figura 
4.1 – Sistemi di riferimento utilizzati. 
XIJK 
YIJK 
ZIJK 
G 
M1 
M2 
X 
Zؠz 
y 
x 
Y 
߱ݐ 
Studio Preliminare di Missioni Spaziali a Bassa Spinta Verso Orbite 
Lyapunov Verticali 
 
 85 
4.3.1 Trasformazione di coordinate dal sistema sinodico al sistema 
baricentrale inclinato e viceversa 
 
   Il cambiamento di coordinate dal sistema di riferimento sinodico {G, 
x, y, z} al sistema di riferimento inerziale baricentrale inclinato {G, X, Y, 
Z} è una rotazione semplice intorno all’asse z esprimibile attraverso la 
matrice di rotazione Q [2,37]: 
 
ܳ ൌ ൥
cos ሺ߱ݐሻ െݏ݁݊ሺ߱ݐሻ 0
ݏ݁݊ሺ߱ݐሻ cos ሺ߱ݐሻ 0
0 0 1
൩ 
 
   Poiché con l’adimensionalizzazione precedentemente descritta ߱ ൌ 1 
diventa: 
 
ܳ ൌ ൥
cos ሺݐሻ െݏ݁݊ሺݐሻ 0
ݏ݁݊ሺݐሻ cos ሺݐሻ 0
0 0 1
൩ 
 
con t tempo trascorso in TU dalla condizione iniziale scelta di sistemi di 
riferimento sovrapposti, ovvero al tempo t=0 gli assi x, y e z coincidono 
con quelli X, Y e Z.  
   Viceversa la matrice di trasformazione di coordinate dal sistema 
inerziale baricentrale inclinato al sistema sinodico è l’inversa della 
matrice Q. Poiché Q è ortogonale la sua matrice inversa coincide con la 
trasposta: Q -1=Q t. 
   È da notare che per la derivata temporale della matrice Q vale la 
relazione 4.2, mentre per quella della matrice Qt vale la 4.3. 
 
ሶܳ ൌ ܳ ൥
0 െ1 0
1 0 0
0 0 0
൩ 
 
ܳ௧ሶ ൌ ܳ௧ ൥
0 1 0
െ1 0 0
0 0 0
൩ 
 
   Dunque, le trasformazioni di coordinate dei vettori posizione, velocità 
(indicate con un punto sopra) e accelerazione (indicate con due punti 
sopra) dal sistema di riferimento sinodico a quello inerziale baricentrale 
(4.1)
(4.2)
(4.3)
Capitolo 4 – Studio preliminare di missioni spaziali a bassa spinta 
86 
inclinato sono date dalle seguenti equazioni[37], nelle quali sono state 
utilizzate le relazioni 4.2 e 4.3: 
   
݌݋ݏ݅ݖ݅݋݊݅:           ൭
ܺ
ܻ
ܼ
൱ ൌ ܳ ቆ
ݔ
ݕ
ݖ
ቇ 
 
ݒ݈݁݋ܿ݅ݐà:             ൭
ሶܺ
ሶܻ
ሶܼ
൱ ൌ ሶܳ ቆ
ݔ
ݕ
ݖ
ቇ ൅ ܳ ൭
ݔሶ
ݕሶ
ݖሶ
൱ ൌ ܳ ൭
ݔሶ െ ݕ
ݕሶ ൅ ݔ
ݖሶ
൱  
 
݈ܽܿܿ݁݁ݎܽݖ݅݋݊݅:  ൭
ሷܺ
ሷܻ
ሷܼ
൱ ൌ ሶܳ ൭
ݔሶ െ ݕ
ݕሶ ൅ ݔ
ݖሶ
൱ ൅ ܳ ൭
ݔሷ െ ݕሶ
ݕሷ ൅ ݔሶ
ݖሷ
൱ ൌ ܳ ൭
ݔሷ െ 2ݕሶ ൅ ݔ
ݕሷ ൅ 2ݔሶ െ ݕ
ݖሷ
൱ 
 
   Le trasformazioni inverse sono invece: 
 
݌݋ݏ݅ݖ݅݋݊݅:          ቆ
ݔ
ݕ
ݖ
ቇ ൌ  ܳ௧ ൭
ܺ
ܻ
ܼ
൱ 
 
ݒ݈݁݋ܿ݅ݐà:             ൭
ݔሶ
ݕሶ
ݖሶ
൱ ൌ ሶܳ ௧ ൭
ܺ
ܻ
ܼ
൱ ൅ ܳ௧ ൭
ሶܺ
ሶܻ
ሶܼ
൱ ൌ ܳ௧ ൭
ሶܺ ൅ ܻ
ሶܻ െ ܺ
ሶܼ
൱  
 
݈ܽܿܿ݁݁ݎܽݖ݅݋݊݅:  ൭
ݔሷ
ݕሷ
ݖሷ
൱ ൌ ܳ௧ሶ ൭
ሶܺ ൅ ܻ
ሶܻ െ ܺ
ሶܼ
൱  ൅ ܳ௧ ൭
ሷܺ ൅ ሶܻ
ሷܻ െ ሶܺ
ሷܼ
൱      
ൌ ܳ௧ ൭
ሷܺ ൅ 2 ሶܻ െ ܺ
ሷܻ െ 2 ሶܺ െ ܻ
ሷܼ
൱ 
 
4.3.2 Trasformazione di coordinate dal sistema baricentrale 
inclinato al sistema inerziale inclinato centrato nel 
baricentro della Terra e viceversa  
 
   Per eseguire tale cambiamento di coordinate basta traslare l’origine del 
sistema di riferimento inerziale baricentrale inclinato nel baricentro della 
Terra, che nel caso del sistema a tre corpi Terra-Luna, è il primario di 
(4.4)
(4.5)
(4.6)
(4.7)
(4.8)
(4.9)
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massa maggiore. Dunque, le coordinate nel nuovo sistema di riferimento 
diventano:  
 
4.3.3 Trasformazione di coordinate dal sistema inerziale inclinato 
centrato nel baricentro della Terra al sistema IJK e 
viceversa 
 
   Per definire il cambiamento di coordinate dal sistema inerziale 
inclinato centrato nella Terra al 
sistema IJK è necessario 
conoscere i tre angoli di  
Eulero 7  della trasformazione. 
Quest’ultimi coincidono con i 
parametri orbitali classici[1] 
inclinazione ( ड़ ), ascensione 
retta del nodo ascendente (Ω , 
da non confondersi con il 
potenziale effettivo del 
CRTBP) e argomento del 
perigeo (४ ) dell’orbita di M2 
intorno a M1, vedi Fig. 4.2. 
Utilizzando il modello 
dinamico del CRTBP, però, 
vale l’ipotesi di moto circolare 
uniforme dei due primari 
intorno al loro comune baricentro alla stessa velocità angolare unitaria 
(in unità di misura adimensionali, vedi Tab. 2.1). Quindi, l’orbita di M2  
intorno a M1 è una circonferenza e l’argomento del perigeo è indefinito, 
in quanto il perigeo non esiste.  
   Nella realtà l’orbita della Luna intorno alla Terra è piuttosto 
complicata, infatti è un’ellisse che cambia forma e orientazione 
                                                 
7 Gli angoli di Eulero descrivono la posizione di un sistema di riferimento XYZ solidale 
con un corpo rigido attraverso tre rotazioni, a partire da un sistema di riferimento fisso 
xyz. I due sistemi di riferimento coincidono nell'origine (Fig. 4.2). 
XIJK
YIJK 
ZIJK
Piano 
equatoriale
Ω 
ड़ 
४ 
ܺ۩ 
۩ܻ 
ܼ۩
Piano 
orbitale 
Figura 4.2 - Angoli di Eulero per la 
trasformazione di coordinate. 
(4.10)
ܺ۩ ൌ ܺ ൅ ߤ          ሶܺ۩ ൌ ሶܺ  
۩ܻ ൌ ܻ               ሶܻ۩ ൌ ሶܻ  
ܼ۩ ൌ ܼ                  ሶܼ۩ ൌ ሶܼ  
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continuamente[48]. In particolare, risulta che l’inclinazione, l’ascensione 
retta del nodo ascendente, l’eccentricità e l’argomento del perigeo della 
sua orbita hanno un andamento oscillatorio nel tempo intorno a un 
valore medio, vedi Fig. 4.3[48].  
Figura 4.3 – Evoluzione dall’anno 1980 al 2020 dei parametri orbitali 
dell’orbita della Luna alla Terra rispetto al sistema IJK[48]. Dall’alto 
verso il basso: inclinazione, argomento del perigeo e ascensione retta 
del nodo ascendente. 
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   Nel lavoro svolto, intendendo eseguire un’analisi preliminare della 
missione senza definire una data di lancio, è stato scelto di utilizzare 
come angoli di Eulero proprio il valore medio dell’inclinazione ( ଟሶ ҧ), 
dell’ascensione retta del nodo ascendente (Ωഥ ) e dell’argomento del 
perigeo (४ഥ  ) dell’orbita “reale” della Luna intorno alla Terra. Così 
facendo è stata supposta una traiettoria circolare della Luna intorno alla 
Terra giacente sul piano inclinato di un angolo pari a ଟሶ ҧ rispetto a quello 
equatoriale e con ascensione retta del nodo ascendente pari a  Ωഥ .      
L’angolo ४ഥ  rappresenta l’angolo compreso tra la direzione dell’asse X 
inerziale (congruente con quella dell’asse x del sistema sinodico al 
tempo zero) e la linea dei nodi dell’orbita circolare approssimata della 
Luna intorno alla Terra. 
   La matrice di trasformazione di coordinate dal sistema inerziale 
inclinato centrato nel baricentro della Terra al sistema IJK è[1]:  
 
ܴ ൌ ቎
cሺΩഥሻ ܿሺ४ഥሻ െ sሺΩഥሻ ݏሺ४ഥሻܿሺଟሶ ҧሻ sሺΩഥሻ ܿሺ४ഥሻ ൅ cሺΩഥሻ ݏሺ४ഥሻܿሺଟሶ ҧሻ ݏሺ४ഥሻݏሺଟሶ ҧሻ
െcሺΩഥሻ ݏሺ४ഥሻ െ sሺΩഥሻ ܿሺ४ഥሻܿሺଟሶ ҧሻ െsሺΩഥሻ ݏሺ४ഥሻ ൅ cሺΩഥሻ ܿሺ४ഥሻܿሺଟሶ ҧሻ ܿሺ४ഥሻݏሺଟሶ ҧሻ
sሺΩഥሻ ݏሺଟሶ ҧሻ െcሺΩഥሻ ݏሺଟሶ ҧሻ ܿሺଟሶ ҧሻ
቏ 
 
in essa la lettera “c” sta per la funzione trigonometrica coseno e quella 
“s” per la funzione seno. È da notare che tale matrice non dipende dal 
tempo, inoltre, essendo il risultato della composizione delle tre matrici di 
rotazione elementari necessarie a sovrapporre le due terne, è ortogonale, 
quindi: ܴିଵ ൌ ܴ௧. 
   Infine, le trasformazioni di coordinate risultano[1]: 
 
݌݋ݏ݅ݖ݅݋݊݅:          ቌ
XIJK
YIJK
ZIJK
ቍ ൌ  ܴ ቌ
ܺ۩
۩ܻ
ܼ۩
ቍ     
 
ݒ݈݁݋ܿ݅ݐà:             ൮
Xሶ IJK
YሶIJK
Zሶ IJK
൲ ൌ  ܴ ቌ
ሶܺ۩
ሶܻ۩
ሶܼ۩
ቍ 
 
 
   Le trasformazioni inverse invece sono[1]: 
 
(4.11)
(4.12)
(4.13)
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݌݋ݏ݅ݖ݅݋݊݅:          ቌ
ܺ۩
۩ܻ
ܼ۩
ቍ ൌ  ܴ௧ ቌ
XIJK
YIJK
ZIJK
ቍ 
 
ݒ݈݁݋ܿ݅ݐà:             ቌ
ሶܺ۩
ሶܻ۩
ሶܼ۩
ቍ ൌ    ܴ௧ ൮
Xሶ IJK
Yሶ IJK
Zሶ IJK
൲ 
 
   In Tab. 4.1 sono riportati i valori degli angoli di Eulero impiegati per 
la trasformazione di coordinate. 
 
ଟሶ ҧ Ωഥ ४ഥ  
23,5° 0° 180° 
Tabella 4.1 – Angoli di Eulero scelti per la trasformazione di coordinate 
dal sistema di riferimento inerziale centrato nel baricentro della Terra 
al sistema geocentrico equatoriale IJK. 
 
4.4 Calcolo della traiettoria a bassa spinta  
 
   Definita la missione da compiere, cioè scelte l’orbita iniziale di 
parcheggio intorno alla Terra e quella finale periodica Lyapunov 
verticale, sono state calcolate, con le metodologie descritte nel Cap. 3, 
l’orbita obiettivo della missione e le varietà invarianti stabili associate ad 
essa.  
   Per quanto detto nel Par. 4.2, nel lavoro svolto è stato scelto di trarre 
vantaggio dall’impiego nella fase di trasferimento del satellite dei 
manifolds stabili dell’orbita periodica. A tale scopo, ne è stato 
selezionato arbitrariamente uno tra gli infiniti esistenti nel reame della 
Terra. Scelto poi un punto sul manifold selezionato, la traiettoria a bassa 
spinta, necessaria a raggiungerlo per quanto detto nel Par. 4.2, è stata 
calcolata attraverso una procedura di propagazione delle equazioni di 
moto all’indietro nel tempo (procedura a ritroso o backward).  
   Più precisamente, le equazioni di moto utilizzate per la traiettoria 
motorizzata sono quelle del CRTBP (2.9) modificate con l’aggiunta dei 
termini che tengono conto della spinta elettrica: 
(4.14)
(4.15)
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   Nelle 4.16 ܽॻ௫, ܽॻ௬,  e ܽॻ௭  sono le componenti del vettore 
accelerazione di spinta istantaneo (ࢇॻሺݐሻ) nel sistema di riferimento 
sinodico. Il modulo istantaneo del vettore accelerazione di spinta 
elettrica è il rapporto tra la spinta del propulsore all’istante t (ॻሺݐሻ) e la 
massa istantanea (݉ሺݐሻ) del veicolo spaziale: 
 
ܽॻሺݐሻ ൌ
ॻሺݐሻ
݉ሺݐሻ
 
 
   La massa del satellite diminuisce nel tempo a causa del consumo di 
propellente, in particolare se  ݉଴  è la sua massa iniziale e ሶ݉ ሺݐሻ è la 
storia temporale della portata di propellente espulsa risulta: 
 
݉ሺݐሻ ൌ ݉଴ െ Δ݉ሺݐሻ ൌ ݉଴ െ න ሶ݉ ሺ߬ሻ
௧
௧బ
݀߬ 
 
   Nei codici di calcolo utilizzati il propulsore elettrico è stato definito 
attraverso i valori che lo caratterizzano di potenza (P), impulso specifico 
(ܫ௦௣ሻ  e rendimento (ߟ ). Note tali grandezze è possibile calcolare la 
velocità efficace di scarico (ݒ௘௙௙ሻ, la portata di propellente e la spinta 
del propulsore con le formule 4.19, 4.20 e 4.21[47]. 
 
     
ݒ݈݁݋ܿ݅ݐà ݂݂݁݅ܿܽܿ݁ ݀݅ ݏܿܽݎ݅ܿ݋: ݒ௘௙௙ ൌ g଴ܫ௦௣ 
݉݋݀ݑ݈݋ ݈݈݀݁ܽ ݏ݌݅݊ݐܽ:                             ॻ ൌ
2ߟܲ
ݒ௘௙௙
 
݌݋ݎݐܽݐܽ ݀݅ ݌ݎ݋݌݈݈݁݁݊ݐ݁: ሶ݉ ൌ
ॻ
ݒ௘௙௙
 
(4.16)
(4.17)
(4.18)
(4.19)
(4.20)
(4.21)
ݔሷ െ 2ݕሶ ൌ Ω௫ ൅ ܽॻ௫, 
ݕሷ ൅ 2ݔሶ ൌ Ω௬ ൅ ܽॻ௬, 
ݖሷ ൌ Ω௭ ൅ ܽॻ௭. 
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   Il sistema completo di equazioni differenziali che descrive, nell’ambito 
del CRTBP, il moto del satellite su cui agisce una spinta è:  
nel quale è stata aggiunta la legge di variazione di massa del veicolo 
spaziale. 
   Nella procedura backward utilizzata le 4.22 sono integrate 
numericamente all’indietro nel tempo a partire dalla condizione iniziale 
corrispondente al punto  selezionato Pഥ sul manifold stabile e con massa 
del satellite pari al valore a fine fase motorizzata (݉௙௜௡): 
 
൫ݔPഥ, ݕPഥ, ݖPഥ, ݔሶPഥ, ݕሶPഥ, ݖሶPഥ, ݉௙௜௡൯ 
 
   Nel lavoro svolto la massa finale (݉௙௜௡) considerata è di 500 kg. 
   L’integrazione numerica delle 4.22 è eseguita con il metodo di Runge-
Kutta di ordine 4-5[54]. La condizione di fine integrazione imposta è il 
raggiungimento della prescelta orbita di parcheggio intorno alla Terra, 
ovvero l’integrazione è arrestata quando il vettore posizione e il vettore 
velocità del satellite nel sistema di riferimento IJK coincidono con uno 
stato dell’orbita di parcheggio. Oppure, nel caso ciò non si verifichi, 
l’integrazione è arrestata al raggiungimento del massimo tempo di 
trasferimento consentito o nell’eventualità di urto con la Terra.   
Quest’ultimo caso corrisponde alla condizione di distanza del satellite 
dal baricentro della Terra minore o uguale al raggio terrestre. 
   In particolare, l’orbita iniziale è definita attraverso i suoi parametri 
orbitali classici[1]. 
   La procedura backward è ripetuta per vari punti del manifold, in modo 
da valutare per quali di essi è possibile il raggiungimento dell’orbita 
iniziale desiderata entro il limite massimo di tempo prefissato.  
   Inoltre, è possibile ripetere l’intera procedura per manifolds stabili 
differenti dell’orbita. 
 
ݔሷ െ 2ݕሶ ൌ Ω௫ ൅ ܽॻ௫, 
ݕሷ ൅ 2ݔሶ ൌ Ω௬ ൅ ܽॻ௬, 
 ݖሷ ൌ Ω௭ ൅ ܽॻ௭, 
  ሶ݉ ൌ
ॻ
ݒ௘௙௙
. 
(4.22)
(4.23)
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4.5 Strategie di spinta investigate 
 
   Per studiare la fase di trasferimento a bassa spinta è necessario definire 
la strategia di spinta da adottare, cioè è necessario stabilire, oltre alla 
storia temporale del modulo, quella della direzione del vettore di spinta. 
   Nel lavoro eseguito sono state prese in considerazione varie strategie,  
quali: 
 
• Spinta tangenziale nel sistema di riferimento sinodico: il 
vettore accelerazione di spinta è in ogni istante allineato col 
vettore velocità del satellite nel sistema di riferimento sinodico. 
Pertanto nelle equazioni di moto 4.22 le componenti 
dell’accelerazione sono calcolabili attraverso le relazioni: 
 
ܽॻ௫ ൌ ܽॻ
ݔሶ
ඥݔሶ ଶ ൅ ݕሶ ଶ ൅ ݖሶଶ
 , 
ܽॻ௬ ൌ ܽॻ
ݕሶ
ඥݔሶ ଶ ൅ ݕሶ ଶ ൅ ݖሶଶ
 , 
ܽॻ௭ ൌ ܽॻ
ݖሶ
ඥݔሶ ଶ ൅ ݕሶ ଶ ൅ ݖሶଶ
 . 
 
• Spinta circonferenziale nel sistema di riferimento sinodico: il 
vettore accelerazione di spinta è in ogni istante diretto 
perpendicolarmente al raggio vettore del satellite nel sistema di 
riferimento sinodico. La direzione circonferenziale è calcolabile 
ruotando la direzione del raggio vettore (࢘) di 90° attraverso la 
matrice di rotazione S: 
 
ܵ ൌ ൥
0 െ1 0
1 0 0
0 0 1
൩ 
 
   Quindi, la direzione circonferenziale istantanea nel sistema 
sinodico è: 
 
ࢋࢇॻ ൌ ܵ
࢘
ݎ
 
 
(4.24)
(4.25)
(4.26)
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pertanto, le componenti del vettore accelerazione di spinta lungo 
gli assi del sistema sinodico sono: 
 
ܽॻ௫ ൌ െܽॻ
ݕ
ඥݔଶ ൅ ݕଶ ൅ ݖଶ
 , 
ܽॻ௬ ൌ ൅ܽॻ
ݔ
ඥݔଶ ൅ ݕଶ ൅ ݖଶ
 , 
ܽॻ௭ ൌ ൅ܽॻ
ݖ
ඥݔଶ ൅ ݕଶ ൅ ݖଶ
 . 
 
• Spinta tangenziale rispetto al sistema di riferimento IJK: la 
direzione del vettore di spinta nel sistema di riferimento sinodico 
è in ogni istante parallela a quella del vettore velocità del satellite 
nel sistema di riferimento IJK. 
   Le componenti del vettore velocità nel sistema di riferimento 
IJK sono: 
 
࢜ࡵࡶࡷ ൌ ሺ ሶܺூ௃௄, ሶܻூ௃௄, ሶܼூ௃௄ሻ 
 
e la direzione di tale vettore nel riferimento IJK è 
semplicemente: 
 
ࢋ࢜ࡵࡶࡷ ൌ
࢜ࡵࡶࡷ
ට ሶܺூ௃௄
ଶ ൅ ሶܻூ௃௄
ଶ ൅ ሶܼூ௃௄
ଶ
 
 
   Trasportando direttamente tale direzione nel sistema di 
riferimento sinodico, senza eseguire la trasformazione di 
coordinate tra sistema IJK e sinodico, le componenti del vettore 
accelerazione di spinta da utilizzare nelle equazioni di moto 4.22 
sono:  
 
ܽॻ௫ ൌ ܽॻ
ሶܺூ௃௄
ට ሶܺூ௃௄
ଶ ൅ ሶܻூ௃௄
ଶ ൅ ሶܼூ௃௄
ଶ
 , 
(4.27)
(4.28)
(4.29)
(4.30)
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ܽॻ௬ ൌ ܽॻ
ሶܻூ௃௄
ට ሶܺூ௃௄
ଶ ൅ ሶܻூ௃௄
ଶ ൅ ሶܼூ௃௄
ଶ
 , 
ܽॻ௭ ൌ ܽॻ
ሶܼூ௃௄
ට ሶܺூ௃௄
ଶ ൅ ሶܻூ௃௄
ଶ ൅ ሶܼூ௃௄
ଶ
 . 
 
• Spinta circonferenziale rispetto al sistema di riferimento 
IJK: la direzione del vettore accelerazione di spinta nel sistema 
di riferimento sinodico è in ogni istante parallela alla direzione 
perpendicolare al raggio vettore del satellite nel sistema di 
riferimento IJK. 
   Le componenti del raggio vettore nel sistema di riferimento 
IJK sono: 
 
࢘ࡵࡶࡷ ൌ ሺ ூܺ௃௄, ூܻ௃௄, ܼூ௃௄ሻ 
 
e la direzione perpendicolare a tale vettore nel riferimento IJK è: 
 
ࢋୄ࢘ࡵࡶࡷ ൌ ܵ
࢘ࡵࡶࡷ
ට ூܺ௃௄
ଶ ൅ ூܻ௃௄
ଶ ൅ ܼூ௃௄
ଶ
 
 
   Utilizzando direttamente tale direzione nel sistema di 
riferimento sinodico, senza eseguire la trasformazione di 
coordinate tra sistema IJK e sinodico, le componenti del vettore 
accelerazione di spinta da utilizzare nelle equazioni di moto 4.22 
sono: 
 
ܽॻ௫ ൌ െܽॻ
ூܻ௃௄
ට ூܺ௃௄
ଶ ൅ ூܻ௃௄
ଶ ൅ ܼூ௃௄
ଶ
 , 
ܽॻ௬ ൌ ܽॻ
ூܺ௃௄
ට ூܺ௃௄
ଶ ൅ ூܻ௃௄
ଶ ൅ ܼூ௃௄
ଶ
 , 
(4.31)
(4.32)
(4.33)
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ܽॻ௭ ൌ ܽॻ
ܼூ௃௄
ට ூܺ௃௄
ଶ ൅ ூܻ௃௄
ଶ ൅ ܼூ௃௄
ଶ
 . 
   Inoltre, sono state investigate le strategie di spinta anti-tangenziale e 
anti-circonferenziale dei casi sopra elencati. Esse hanno componenti di 
accelerazione identiche a quelle dell’analogo caso nell’elenco ma con 
segno opposto. 
 
4.6 Implementazione e risultati 
 
   Al fine di eseguire prove pratiche di trasferimento, è necessario 
scegliere il propulsore elettrico da utilizzare nella fase motorizzata. Tale 
scelta non è stata oggetto di studio. Tutte le prove sono state eseguite 
con il motore a effetto Hall PPS-1350-G(6) perché ha prestazioni che si 
collocano nella media delle prestazioni dei propulsori elettrici ed è un 
motore elettrico largamente provato. Infatti, è stato il primo propulsore 
al plasma ad essere impiegato come sistema propulsivo principale per il 
trasferimento di un satellite da un’orbita intorno alla Terra a un’orbita 
lunare nell’ambito della missione ESA SMART-1.  Nel corso di tale 
missione ha accumulato un totale di 5.000 ore di operatività delle quali 
ben 260 in modo continuo(6). Inoltre, il PPS-1350-G funziona in modo 
stabile in un ampio intervallo di valori della potenza compresi tra 1200 e 
1600 W(6).   
   In base alle prestazioni del propulsore PPS-1350-G i valori di potenza, 
impulso specifico e rendimento che sono stati implementati nei 
propagatori sono riportati in Tab. 4.2.  
 
Potenza Impulso Specifico Rendimento Spinta 
1425 W 1500 s 0.5 96,8 mN
Tabella 4.2 – Valori implementati per le prestazioni del propulsore. 
   Come già detto nel Par. 4.4, indipendentemente dalla prova eseguita, il 
valore della massa del satellite al punto d’inserzione sulla varietà 
invariante stabile è scelto pari a 500 kg. 
   Nei sotto-paragrafi che seguono sono descritte solo alcune delle prove 
eseguite nell’ambito del presente lavoro di tesi. In particolare, sono state 
riportate quelle più significative per il disegno preliminare di missioni 
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spaziali verso orbite periodiche Lyapunov verticali, e i cui risultati 
hanno validità generale. 
   Per chiarezza delle tabelle riportate nel seguito del paragrafo, è 
importante precisare che il manifold stabile scelto è individuato dal 
tempo necessario a raggiungere il punto a cui è associato, a partire dal 
punto d’intersezione dell’orbita con il piano sinodico y=0 avente 
componente z>0. 
   Inoltre, il punto sul manifold al quale avviene l’inserimento del 
satellite è individuato dal tempo di permanenza del veicolo su di esso 
prima di raggiungere l’orbita periodica.  
   È importante anche specificare che nei grafici temporali riguardanti la 
fase motorizzata, nonostante l’utilizzo della procedura a ritroso 
d’integrazione, il tempo zero corrisponde al tempo di accensione del 
propulsore a inizio trasferimento, mentre il tempo finale è l’istante 
d’inserzione del satellite sul manifold stabile e quindi di spegnimento del 
propulsore (supponendo di utilizzare strategie a spinta continua).  
 
4.6.1 Prova balistica di validazione della procedura backward 
 
   Al fine di validare i codici di calcolo implementati per la procedura 
backward e di ottenere risultati di riferimento è stata eseguita una prova 
completamente balistica, nella quale sono stati scelti solo l’orbita 
operativa, il manifold stabile, il punto d’inserzione sul manifold e il 
tempo massimo d’integrazione delle equazioni di moto ma non l’orbita 
di parcheggio.  
   I dati iniziali sono raccolti nella Tab 4.3, mentre i risultati ottenuti 
dalla prova sono riportati nelle figure 4.4 e 4.5. 
 
Dati della prova balistica 
Sistema Terra-Luna 
Orbita di parcheggio indefinita 
Orbita Lyapunov  verticale operativa intorno a L1 con Az=56000 km 
Manifold stabile ݐ௠ ൎ9h 57' 
Tempo di permanenza sul manifold ∆ݐ௠ ൎ27gg 15h  
Tempo massimo d’integrazione ∆ݐ ൌ 220 gg 
Massa finale del satellite 500 kg 
Propulsore elettrico nessuno 
Tabella 4.3 – Dati utilizzati per la prova balistica di validazione della 
procedura a ritroso. 
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Figura 4.4 – Orbita balistica rispetto al sistema di riferimento sinodico 
(sopra) e rispetto a quello IJK (sotto). 
Legenda: 
_ _ _ _       = L2 
______  = Luna 
_ _ _ _   = L1 
______  = Lyapunov 
verticale 
______  = manifold 
stabile 
______  = traiettoria 
balistica  
______  = orbita 
balistica 
finale 
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Figura 4.5 – Variazione degli elementi orbitali classici (ovvero 
supponendo un moto a due corpi Terra-satellite) della traiettoria di 
trasferimento nel sistema di riferimento IJK in Fig.4.4. 
___ = coordinata x 
         nel sinodico 
___ = coordinata y  
          nel sinodico 
___ = coordinata z  
          nel sinodico 
___ = semiasse 
         maggiore 
___ = coordinata x 
          di L1
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   Poichè la traiettoria balistica coincide con la varietà invariante stabile 
associata all’orbita Lyapunov verticale, dalla Fig. 4.4 si nota come il 
manifold stabile, entro i tempi di trasferimento richiesti, passa a grande 
distanza dalla Terra. In particolare, la distanza minima dal baricentro 
della Terra risulta pari a 118.264 km, quindi non è realizzabile 
un’immissione diretta del satellite da un’orbita di parcheggio intorno alla 
Terra sul manifold. Pertanto, come già detto in precedenza, è necessario 
un trasferimento motorizzato. Ciò accade anche nel caso di tutte le altre 
varietà invarianti stabili associate alle orbite periodiche intorno ai punti 
collineari del sistema Terra-Luna. 
   La Fig.4.5 permette di fare alcune importanti considerazioni 
sull’azione della forza di attrazione gravitazionale della Luna. Infatti, 
analizzando il grafico dell’andamento temporale del semiasse maggiore, 
dell’eccentricità, dell’argomento del perigeo e del periodo dell’orbita del 
satellite intorno alla Terra (ovvero supponendo un moto a due corpi 
Terra-satellite) si nota che tutti rimangono approssimativamente costanti 
per periodi temporali corrispondenti, poi cambiano bruscamente. Tale 
fenomeno è spiegabile osservando che in corrispondenza dei picchi si 
verifica all'incirca una risonanza[27], cioè la linea degli apsidi della 
traiettoria del satellite si allinea quasi con l’asse che congiunge i due 
primari (i.e. l’asse x sinodico), e il satellite ha posizione intermedia tra i 
primari molto vicina alla Luna. In tal caso, infatti, il satellite è prossimo 
alla regione dello spazio intorno al punto di equilibrio L1 in cui 
l’attrazione gravitazionale esercitata su di esso dalla Luna è dello stesso 
ordine di grandezza di quella terrestre e riesce, quindi, a determinare un 
aumento improvviso del semiasse maggiore dell’orbita geocentrica[27]. 
   A prova di quanto detto, nel grafico del semiasse maggiore (Fig. 4.5) è 
osservabile che i picchi avvengono quando la coordinata y si annulla in 
prossimità di un estremo positivo della coordinata x. In particolare, 
risulta che il picco più alto si verifica in corrispondenza del maggiore 
allineamento (entro il tempo di trasferimento analizzato) tra la linea 
degli apsidi del satellite e l’asse sinodico, difatti le coordinate sinodiche 
y e z del satellite in corrispondenza di tale picco sono all’incirca nulle e 
la coordinata x assume valore estremo. 
   Il valore della coordinata z risulta avere poca influenza sul fenomeno 
analizzato, più precisamente agisce sul valore del picco, che è tanto 
maggiore più z ha modulo minore, ma non sul verificarsi di 
quest’ultimo. 
 
Studio Preliminare di Missioni Spaziali a Bassa Spinta Verso Orbite 
Lyapunov Verticali 
 
 101 
4.6.2 Prove eseguite per confrontare le diverse strategie di spinta  
 
   Al fine di investigare le varie strategie di spinta proposte nel Par. 4.5, 
nelle prove illustrate in questo sotto-paragrafo non è stata definita 
l’orbita di parcheggio intorno alla Terra. Come condizione di fine 
integrazione è stato impostato il tempo massimo di integrazione (90 
giorni per le strategie valutate nel sinodico e 150 giorni per quelle 
nell’IJK) o nell’eventualità la condizione d’urto con la superficie 
terrestre. Sono, invece, state selezionate l’orbita operativa, la varietà 
invariante stabile e il punto d’inserimento del satellite su quest’ultima. 
Tutte le scelte effettuate sono riportate nella Tab. 4.3. 
   Inoltre, in ogni caso, il propulsore è stato supposto funzionare al 
massimo livello di spinta in modo continuo dal tempo zero al tempo 
d’inserzione del satellite sul manifold stabile. 
 
Dati della prova eseguita per il confronto delle strategie di spinta 
Sistema Terra-Luna 
Orbita di parcheggio indefinita 
Orbita Lyapunov verticale intorno a L1 con Az=56000 km 
Manifold stabile ݐ௠ ൎ 9h 57' 
Tempo di permanenza sul manifold ∆ݐ௠ ൎ27gg 15h 
Tempo massimo d’integrazione ∆ݐ ൌ90 gg o ∆ݐ ൌ150 gg 
Massa finale del satellite 500 kg 
Propulsore elettrico PPS-1350-G a effetto Hall 
Tabella 4.4 – Dati della prova eseguita per il confronto delle diverse 
strategie di spinta proposte nel Par. 4.5. 
   Le immagini dei risultati ottenuti per ogni strategia di spinta sono 
riportate nelle figure 4.6 - 4.21, mentre, nel seguito, sono esposti i 
commenti a tali risultati. 
   La strategia di spinta tangenziale nel sistema sinodico risulta, come 
previsto[27], quella che determina il maggiore aumento, in avanti nel 
tempo, del semiasse maggiore (i.e. dell’energia) dell’orbita fissato il 
tempo di trasferimento (vedi Fig. 4.8). Inoltre, risulta che durante 
l’integrazione backward l’eccentricità dell’orbita aumenta, pertanto non 
è possibile il raggiungimento all’indietro nel tempo di un’orbita 
circolare, o meglio partendo da un’orbita di parcheggio circolare e 
utilizzando una bassa spinta continua tangenziale non è possibile 
l’immissione diretta (i.e. senza eseguire un’ulteriore manovra) del 
satellite sul manifold stabile. Al contrario, tale strategia risulta idonea al 
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trasferimento diretto del veicolo spaziale da un’orbita di trasferimento 
geostazionaria (GTO), la quale è caratterizzata da una grande 
eccentricità, al manifold stabile (nel sotto-paragrafo 4.6.3 è preso in 
esame proprio tale tipo di missione). 
   L’aumento dell’eccentricità all’indietro nel tempo è caratteristica 
comune anche alle strategie di spinta circonferenziale nel sinodico (Fig. 
4.11) e tangenziale nell’IJK (Fig. 4.14), mentre nel caso di spinta 
circonferenziale nell’IJK l’eccentricità a fine integrazione è minore di 
quella in corrispondenza del manifold, ma in tal caso risulta che il 
semiasse maggiore rimane pressappoco costante e quindi tale strategia 
non ha alcuna utilità pratica per eseguire il trasferimento (vedi Fig. 
4.17). 
   La strategia di spinta circonferenziale nel sinodico, a parità di tempo di 
trasferimento, determina, all’indietro nel tempo, una minore riduzione 
del semiasse maggiore e un maggiore aumento dell’eccentricità 
dell’orbita rispetto a quella tangenziale nel sinodico (Fig. 4.11). Quindi, 
in base ai vincoli di missione imposti può essere una valida scelta. 
   Nel caso dell’impiego di una spinta continua tangenziale nell’IJK la 
variazione del semiasse maggiore e dell’eccentricità dell’orbita è molto 
lenta (Fig. 4.14), pertanto rispetto alle altre strategie, a parità di spinta e 
di missione, necessita di un tempo di trasferimento più lungo, e quindi di 
un consumo di propellente maggiore. 
   Per ogni metodologia di spinta analizzata, l’inclinazione dell’orbita 
cambia poco durante il trasferimento. Quindi, in generale sono richieste 
orbite di parcheggio con grande inclinazione perché le traiettorie dei 
manifolds associati ad un’orbita Lyapunov verticale hanno coordinata z 
significativa e quindi i punti su di essi corrispondono ad orbite molto 
inclinate (e.g. ݅ ؄36° nella prova descritta). 
   Le prove eseguite con strategia di spinta anti-tangenziale e anti-
circonferenziale nel riferimento sinodico risultano inutilizzabili per 
trasferimenti a partire da orbite intorno alla Terra, infatti durante la 
propagazione backward portano il veicolo spaziale ad allontanarsi dalla 
Terra, invece che ad avvicinarsi (vedi Fig. 4.18 e Fig. 4.19). Lo stesso 
accade impiegando una strategia di spinta anti-tangenziale nel sistema 
IJK (Fig. 4.20), anche se in tal caso inizialmente il semiasse maggiore 
dell’orbita rimane all’incirca costante e solo successivamente (e.g. dopo 
all’incirca 90 giorni di integrazione a ritroso nell’esempio illustrato) 
incomincia ad aumentare rapidamente. 
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   Infine, non si ottiene una riduzione del semiasse maggiore nemmeno 
utilizzando una spinta continua anti-circonferenziale nel riferimento IJK 
(Fig. 4.21). In questo caso gli elementi orbitali rimangono pressoché 
costanti e quindi, l’impiego di una tale strategia di spinta è 
completamente inefficiente perché comporta consumo di propellente 
senza alcun effetto utile al trasferimento. 
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Spinta tangenziale nel sistema sinodico 
 
Figura 4.6 – Traiettoria di trasferimento con strategia di spinta 
tangenziale nel riferimento sinodico rispetto al sistema sinodico (sopra) 
e IJK(sotto). 
Legenda: 
_ _ _ _       = L2 
______  = Luna 
_ _ _ _   = L1 
______  = Lyapunov 
verticale 
______  = manifold 
stabile 
______  = traiettoria 
motorizzata  
______  = orbita 
balistica 
finale 
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Figura 4.7 - Traiettoria di trasferimento con strategia di spinta 
tangenziale nel riferimento sinodico rispetto al sistema IJK. 
Figura 4.8 - Elementi orbitali classici dell’orbita di trasferimento con 
strategia di spinta tangenziale nel riferimento sinodico. 
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Spinta circonferenziale nel sistema sinodico 
 
Figura 4.9 – Traiettoria di trasferimento con strategia di spinta 
circonferenziale nel riferimento sinodico rispetto al sistema sinodico 
(sopra) e IJK(sotto). 
Legenda: 
_ _ _ _   = L2 
______   = Luna 
_ _ _ _   = L1 
______   = Lyapunov 
verticale 
______   = manifold 
stabile 
______   = traiettoria 
motorizzata 
______   = orbita 
balistica 
finale 
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Figura 4.10 - Traiettoria di trasferimento con strategia di spinta 
circonferenziale nel riferimento sinodico rispetto al sistema IJK. 
Figura 4.11 - Elementi orbitali classici dell’orbita di trasferimento con 
strategia di spinta circonferenziale nel riferimento sinodico. 
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Spinta tangenziale nel sistema IJK 
 
Figura 4.12 – Traiettoria di trasferimento con strategia di spinta 
tangenziale nel riferimento IJK rispetto al sistema sinodico (sopra) e 
IJK(sotto). 
Legenda: 
_ _ _ _   = L2 
______   = Luna 
_ _ _ _   = L1 
______   = Lyapunov 
verticale 
______   = manifold 
stabile 
______   = traiettoria 
motorizzata 
______   = orbita 
balistica 
finale 
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Figura 4.13 - Traiettoria di trasferimento con strategia di spinta 
tangenziale nel riferimento IJK rispetto al sistema IJK. 
Figura 4.14 - Elementi orbitali classici dell’orbita di trasferimento con 
strategia di spinta tangenziale nel riferimento IJK. 
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Spinta circonferenziale nel sistema IJK 
 
Figura 4.15 – Traiettoria di trasferimento con strategia di spinta 
circonferenziale nel riferimento IJK rispetto al sistema sinodico (sopra) 
e IJK(sotto). 
Legenda: 
_ _ _ _   = L2 
______   = Luna 
_ _ _ _   = L1 
______   = Lyapunov 
verticale 
______   = manifold 
stabile 
______   = traiettoria 
motorizzata 
______   = orbita 
balistica 
finale 
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Figura 4.16 - Traiettoria di trasferimento con strategia di spinta 
circonferenziale nel riferimento IJK rispetto al sistema IJK. 
Figura 4.17 - Elementi orbitali classici dell’orbita di trasferimento con 
strategia di spinta circonferenziale nel riferimento IJK. 
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Strategia di spinta anti-tangenziale nel sinodico: 
Figura 4.18 - Traiettoria di trasferimento con strategia di spinta anti-
tangenziale nel riferimento sinodico rispetto al sistema sinodico. 
 
Strategia di spinta anti-circonferenziale nel sinodico: 
 
Figura 4.19 - Traiettoria di trasferimento con strategia di spinta anti-
circonferenziale nel riferimento sinodico rispetto al sistema sinodico. 
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Strategia di spinta anti-tangenziale nell’IJK: 
Figura 4.20 - Traiettoria di trasferimento con strategia di spinta anti-
tangenziale nel riferimento IJK rispetto al sistema sinodico. 
 
Strategia di spinta anti-circonferenziale nell’IJK: 
 
Figura 4.21 - Traiettoria di trasferimento con strategia di spinta anti-
circonferenziale nel riferimento IJK rispetto al sistema sinodico. 
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4.6.3 Trasferimento da un’orbita GTO a un’orbita periodica 
Lyapunov verticale intorno a L1  
 
   Sono state eseguite prove di trasferimento a bassa spinta da un’orbita 
di trasferimento geostazionaria (GTO), di semiasse maggiore 24.510 km 
ed eccentricità 0,7234, a un manifold stabile dell’orbita di Lyapunov 
verticale intorno a L1 del sistema Terra-Luna con ampiezza Az=56.000 
km (in Tab.4.5 sono specificate tutte le scelte effettuate). 
 
Dati trasferimento GTO-Lyapunov verticale 
Sistema Terra-Luna 
Orbita di parcheggio GTO (a=24510±5 km, e=0,7234±0.002) 
Orbita Lyapunov verticale intorno a L1 con Az=56000 km 
Manifold stabile ݐ௠ ൎ 17h 22'  
Tempo di permanenza sul manifold ∆ݐ௠ ൌ ሾ20: 1: 60ሿgg 
Tempo massimo d’integrazione ∆ݐ ൌ200 giorni 
Massa finale del satellite  500 kg 
Propulsore elettrico PPS-1350-G a effetto Hall 
Strategia di spinta Tangenziale nel riferimento sinodico 
Tabella 4.5 – Dati utilizzati per le prove di trasferimento a bassa spinta 
tangenziale nel riferimento sinodico da un’orbita GTO a un manifold 
stabile dell’orbita periodica Lyapunov verticale operativa. 
 
   In particolare, è stata eseguita la prova per investigare quali punti della 
varietà invariante stabile permettono di raggiungere, entro un limite di 
tempo arbitrariamente fissato a duecento giorni, un’orbita GTO, 
utilizzando la procedura d’integrazione a ritroso (vedi Par.4.4) con 
strategia di spinta tangenziale nel riferimento sinodico (vedi Par. 4.5),  
   Al fine di ottenere tempi di missione ragionevoli, l’analisi è stata 
limitata ai punti compresi tra venti e sessanta giorni di permanenza del 
satellite sul manifold prima del raggiungimento dell’orbita periodica 
finale. Ovviamente, non è possibile esaminare tutti gli infiniti punti 
appartenenti a tale arco di traiettoria, per questo motivo e per evitare 
tempi di calcolo troppo lunghi, è stato scelto di selezionare i vari punti 
con un intervallo di un giorno tra di essi.  
   Inoltre, è importante precisare che l’orbita di parcheggio GTO è stata 
definita attraverso i parametri orbitali classici eccentricità e semiasse 
maggiore senza fare alcuna ipotesi sull’inclinazione del piano orbitale.  
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   Il risultato ottenuto è visibile nella Fig. 4.22, nella quale la traiettoria 
in blu è il tratto di manifold stabile analizzato e i punti rossi 
rappresentano quei punti per i quali, integrando all’indietro nel tempo le 
equazioni di moto 4.16, è raggiunta un’orbita GTO con una tolleranza di 
±5 km per il semiasse maggiore e ±0.002 per l’eccentricità. Invece, nella 
Fig. 4.23 sono rappresentati gli andamenti dell’energia lungo tutti i 
trasferimenti motorizzati per i quali la procedura backward ha come 
risultato una GTO (in blu energia del manifold, in rosso quella dei vari 
trasferimenti motorizzati e in nero quella dell’orbita GTO finale). 
   Aumentando la tolleranza sul semiasse maggiore dell’orbita GTO a 
±10 km il risultato è quello riportato in Fig. 4.25. In questo caso si 
infittiscono i punti del manifold in grado di raggiungere la GTO ma i 
tratti rimangono gli stessi.  
 
Figura 4.22 - Possibili trasferimenti a bassa spinta tangenziale nel 
riferimento sinodico da un’orbita GTO a punti diversi sul manifold 
stabile selezionato. 
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Figura 4.23 – Energia dei possibili trasferimenti a bassa spinta 
tangenziale nel riferimento sinodico da un’orbita GTO a punti diversi 
sul manifold stabile selezionato. 
Figura 4.24 – Escursione temporale degli elementi orbitali dei 
trasferimenti a bassa spinta di Fig. 4.23 che raggiungono una GTO. 
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Figura 4.25 – Punti sul manifold stabile selezionato per i quali è 
possibile un trasferimento a bassa spinta tangenziale nel riferimento 
sinodico a partire da un’orbita GTO. 
   Inoltre, risulta che impiegando una strategia di spinta tangenziale nel 
riferimento sinodico i tempi di trasferimento da un’orbita GTO ai vari 
punti del tratto di manifold stabile considerato variano da 183 a 193 
giorni, e il consumo di propellente, nell’ipotesi di spinta continua 
costante, varia da 104 a 110 kg.  
   Per ridurre il tempo di trasferimento motorizzato è possibile aumentare 
il valore della spinta aumentando la potenza del propulsore; per esempio 
raddoppiandola (ॻ ൎ 193,7 mN) il tempo si riduce a 90-100 giorni e il 
consumo di propellente rimane più o meno lo stesso. Nel caso in cui, 
oltre a raddoppiare la potenza, si raddoppi l’impulso specifico il modulo 
della spinta non cambia (ॻ ൎ 98 mN), quindi il tempo di trasferimento 
rimane immutato, mentre il consumo di propellente dimezza (∆݉௣~ 52-
55 kg). Nello spazio però, non sono generabili grandi potenze. Inoltre, la 
dipendenza lineare della massa del generatore di potenza dall’impulso 
specifico[47] comporta l’esistenza di un valore ottimale per quest’ultimo 
al fine di minimizzare il consumo di propellente a parità di missione 
(ovvero di ∆ݒ). 
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   Inoltre, compiere una di tali operazioni significa cambiare modello di 
propulsore, pertanto quelle indicate sono da considerarsi solo 
speculazioni teoriche. 
   Le prove finora descritte utilizzano tutte strategie di spinta prefissate e 
a modulo costante, invece nel caso di trasferimenti a bassa spinta un 
metodo, che permette di ridurre il consumo di propellente, è quello dello 
studio delle storie temporali ottime del modulo e della direzione del 
vettore di spinta[27,45,49]. Nel prossimo capitolo (Cap. 5), è affrontato 
proprio tale problema. In particolare, è presa in esame una missione di 
trasferimento da un’orbita GTO a un’orbita Lyapunov verticale intorno 
al punto L1 del sistema Terra-Luna. 
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5 
 
 
 
 
 
 
 
OTTIMIZZAZIONE DELLA 
TRAIETTORIA DI TRASFERIMENTO 
 
 
 
 
 
 
 
 
 
 
   Al fine di investigare i benefici derivanti dall’impiego combinato della 
dinamica caratteristica del CRTBP e dei propulsori a bassa spinta nel 
progetto di missioni spaziali, nei capitoli precedenti sono state studiate 
varie strategie di trasferimento che combinano archi a bassa spinta con le 
traiettorie balistiche dei manifolds del sistema. I risultati ottenuti sono 
trasferimenti Terra-Luna, da una GTO a un’orbita periodica Lyapunov 
verticale intorno a L1, che impiegano all’incirca 220 giorni, consumando 
una quantità di propellente inferiore al 20% della massa iniziale del 
satellite. 
   In questo capitolo è affrontato il problema dell’ottimizzazione della 
traiettoria di trasferimento a bassa spinta allo scopo di minimizzare il 
consumo di propellente. Tale problema consiste nella determinazione 
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delle leggi temporali ottime di variazione del modulo e della direzione 
del vettore di spinta durante il trasferimento.  
   La soluzione del problema può essere condotta essenzialmente 
attraverso due diversi approcci: il metodo diretto e il metodo indiretto[50].   
Nel presente lavoro, è stato scelto il metodo diretto di soluzione e in 
particolare quello denominato Direct Multiple Shooting[45,50,56]. 
   Nel seguito sono forniti alcuni brevi cenni sull’impostazione 
matematica del problema (per un approfondimento dell’argomento si 
rimanda alla bibliografia[51,52]), dopodiché l’attenzione è concentrata sul 
metodo di soluzione scelto e sulla sua implementazione. 
   Infine, sono esposti e commentati i risultati ottenuti dalle prove 
numeriche eseguite. 
 
5.1 Il problema di ottimizzazione della traiettoria 
 
   L’ottimizzazione della traiettoria di un satellite consiste nel problema 
della determinazione della traiettoria del satellite che minimizza (o 
massimizza) una funzione scalare J, la quale rappresenta una qualche 
quantità importante del sistema (e.g. il consumo di propellente o il 
tempo di trasferimento), mentre soddisfa simultaneamente le equazioni 
di moto del sistema e i vincoli di missione imposti: condizioni iniziali, 
condizioni finali, vincoli di traiettoria e vincoli di disuguaglianza[50]. 
   La funzione obiettivo J è definita indice delle performance e in 
generale è una funzione sia dello stato finale sia delle grandezze lungo la 
traiettoria e può essere scritta nella forma di Bolza[50]: 
 
ܬ ൌ ߶൫࢞൫ݐ௙௜௡൯, ࢖, ݐ௙௜௡൯ ൅ න ܮሺ
௧೑೔೙
௧బ
࢞ሺݐሻ, ࢛ሺݐሻ, ࢖, ݐሻ݀ݐ  
 
in cui ࢞ሺݐሻ è il vettore n-dimensionale degli stati, ࢛ሺݐሻ è il vettore m-
dimensionale dei controlli e ࢖ è un vettore di parametri indipendenti dal 
tempo. 
   Nel caso in cui il problema riguarda l’ottimizzazione di una funzione 
che dipende solo dalle quantità valutate all’istante finale, l’indice delle 
performance diventa: 
 
ܬ ൌ ߶൫࢞൫ݐ௙௜௡൯, ࢖, ݐ௙௜௡൯ 
 
(5.1)
(5.2)
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e si dice scritto in  forma di Mayer[50]. 
   Mentre, se la funzione obiettivo include solo grandezze lungo la 
traiettoria si ottiene la forma di Lagrange[50]: 
 
ܬ ൌ න ܮሺ
௧೑೔೙
௧బ
࢞ሺݐሻ, ࢛ሺݐሻ, ࢖, ݐሻ݀ݐ 
 
   In generale, la dinamica del sistema è definita da un sistema di n 
equazioni differenziali ordinarie del tipo: 
 
࢞ሶ ൌ ࢌሾ࢞ሺݐሻ, ࢛ሺݐሻ, ࢖, ݐሿ  
 
   Le condizioni iniziali al tempo ݐ଴  e quelle finali al tempo ݐ௙௜௡  sono 
esprimibili definendo opportuni limiti inferiori (߰଴௟, ߰௙௜௡௟) e superiori 
(߰଴௨, ߰௙௜௡௨ሻ attraverso le 5.5: 
 
߰଴௟ ൑ ߰ሾ࢞ሺݐ଴ሻ, ࢛ሺݐ଴ሻ, ࢖, ݐ଴ሿ ൑ ߰଴௨, 
 
߰௙௜௡௟ ൑ ߰ൣ࢞൫ݐ௙௜௡൯, ࢛൫ݐ௙௜௡൯, ࢖, ݐ௙௜௡൧ ൑ ߰௙௜௡௨. 
 
   Inoltre, in generale la soluzione deve soddisfare vincoli di traiettoria 
nella forma:  
 
ࢍ௟ ൑ ࢍሾ࢞ሺݐሻ, ࢛ሺݐሻ, ࢖, ݐሿ ൑ ࢍ௨, 
 
limiti sulle variabili di stato del tipo: 
 
࢞௟ ൑ ࢞ሺݐሻ ൑ ࢞௨, 
 
e limiti sulle variabili di controllo: 
 
࢛௟ ൑ ࢛ሺݐሻ ൑ ࢛௨. 
 
nelle quali i pedici l e u significano rispettivamente low (inferiore) e up 
(superiore). 
   Vale la pena notare che nelle equazioni 5.5 - 5.8 possono essere 
imposti vincoli di uguaglianza semplicemente scegliendo valori uguali 
del limite superiore e inferiore (e.g. ࢍ௟=ࢍ௨). 
(5.3)
(5.4)
(5.5)
(5.6)
(5.7)
(5.8)
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   Risolvere il problema continuo di ottimizzazione appena formulato 
significa determinare la storia temporale del vettore dei controlli ࢛ሺݐሻ e i 
parametri ࢖  che minimizzano (o massimizzano) l’indice delle 
performance soddisfacendo alle equazioni 5.4 - 5.8[50]. 
 
5.2 L’approccio diretto e indiretto al problema di ottimizzazione  
 
   La soluzione del problema continuo di ottimizzazione, formulato nel 
Par. 5.1, può essere condotta utilizzando diverse metodologie 
classificabili, in base all’approccio seguito, in due principali categorie: i 
metodi diretti e i metodi indiretti. Per l’esattezza, non tutte le tecniche di 
soluzione sono catalogabili in una sola di queste tipologie, ne esistono 
alcune che le combinano entrambe[50]. 
   L’approccio indiretto consiste nel derivare, utilizzando le tecniche 
proprie del calcolo delle variazioni, le condizioni necessarie (non 
sufficienti) per un punto di ottimo vincolato, anche dette equazioni di 
Eulero-Lagrange[50,51]. Il sistema di equazioni differenziali algebriche 
che ne risulta deve essere risolto imponendo le condizioni iniziali, al 
tempo  ݐ଴, e finali, al tempo ݐ௙௜௡, quindi la soluzione del problema di 
ottimizzazione è ricondotta a quella di un problema ai limiti a due 
punti[51]. Tale problema è poi risolto utilizzando tecniche numeriche che 
impiegano opportune discretizzazioni, infatti soluzioni in forma chiusa 
sono spesso difficili o addirittura impossibili[52]. 
   I metodi diretti, invece, trascrivono il problema continuo di 
ottimizzazione in un problema parametrico[53,54]. Esso è risolubile in 
modo diretto, senza derivare le condizioni necessarie né introdurre i 
moltiplicatori di Lagrange indispensabili, invece, nel caso dell’analisi 
attraverso il calcolo delle variazioni.  
   Utilizzando l’approccio diretto, il soddisfacimento del sistema 
dinamico di equazioni è perseguito integrando numericamente in un 
passo (single-step) oppure in più passi (multi-step) le equazioni del 
sistema attraverso formule d’integrazione implicite (e.g. Hermite-
Simpson[54,55]) oppure esplicite (e.g. Runge-Kutta[54]). Il risultato è la 
discretizzazione delle equazioni di moto in un set di equazioni 
algebriche non lineari che vincolano i parametri del sistema. In tal modo 
il problema è trasformato in un problema discreto di programmazione 
non lineare[53,54] (NonLinear Programming o NLP). 
   Confrontando i due tipi di metodo risulta che i vantaggi dei metodi 
indiretti sono[45]: una convergenza rapida, pochi parametri incogniti e il 
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fatto che, quando implementati con procedure numeriche di soluzione, 
richiedono poche valutazioni della funzione. I loro principali svantaggi 
invece, sono[45,54]: l’alta sensibilità delle equazioni di Eulero-Lagrange, 
la necessità di fornire un’ipotesi iniziale per i valori dei moltiplicatori di 
Lagrange del problema ai limiti a due punti e le discontinuità che spesso 
risultano nel vettore ottimo di controllo. In particolare, i moltiplicatori di 
Lagrange non hanno un significato fisico che permetta di stimare 
l’ordine di grandezza, o addirittura il segno, del loro valore iniziale, e ciò 
comporta grandi errori perché il problema, a causa delle sue non 
linearità, è molto sensibile a tutti o ad alcuni di tali valori iniziali[51]. 
   I metodi diretti, al contrario, sono più robusti8 e non coinvolgono i 
moltiplicatori di Lagrange, quindi non presentano il problema della loro 
stima e le relative conseguenze, però hanno un numero di variabili 
sconosciute molto grande, convergono lentamente e richiedono molte 
valutazioni della funzione. Inoltre, poiché l’approccio diretto non 
utilizza le condizioni necessarie di Eulero-Lagrange è indispensabile 
verificare a posteriori  che quella trovata sia effettivamente una 
soluzione ottima locale del problema[51]. 
   Nel presente lavoro, l’approccio scelto per la soluzione del problema 
di ottimizzazione è quello diretto, che trasforma il problema continuo in 
uno parametrizzato risolvibile attraverso un risolutore di problemi NLP.  
 
5.3 Introduzione ai metodi diretti 
 
   I due principali tipi di metodi diretti di ottimizzazione di una traiettoria 
sono i metodi di collocazione[50,52,54,55] o direct collocation methods e i 
metodi di tipo shooting o direct shooting methods [50,52]. Entrambi 
approssimano la storia temporale del vettore di controllo attraverso 
funzioni polinomiali (e.g. costante, lineare, cubica) e discretizzano i 
vincoli di traiettoria imponendone il soddisfacimento solo in alcuni 
punti, ma differiscono per il modo con cui trattano lo stato del sistema.   
In particolare, i metodi diretti di collocazione approssimano, oltre che la 
storia temporale del controllo, quella del vettore di stato utilizzando 
opportune formule polinomiali (e.g. i polinomi di Hermite-
Simpson[54,55]), mentre i direct shooting methods non utilizzano alcuna 
approssimazione per la storia temporale dello stato, bensì impiegano 
                                                 
8 La robustezza è definita come l’abilità del metodo di soluzione di convergere alla 
traiettoria ottima a partire da un ipotesi iniziale di soluzione poco soddisfacente[51]. 
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l’integrazione numerica esplicita delle equazioni di moto (e.g. Runge-
Kutta[54]). 
   Esistono due tipi di metodi diretti shooting : single shooting[45,50,51] e 
multiple shooting[45,50,56]. Il direct single shooting è uno dei metodi più 
popolari per la soluzione dei problemi ai limiti a due punti e consiste in 
una procedura iterativa che, fissate le condizioni al bordo e scelto un 
valore iniziale del vettore di controllo e la sua storia temporale, ad ogni 
iterazione propaga in avanti nel tempo le equazioni di moto fino 
all’istante finale. Dopodiché, valuta il valore dell’indice delle 
performance e la differenza tra stato finale raggiunto e condizione finale 
imposta, quindi modifica di conseguenza il vettore di controllo. Le 
variabili di ottimizzazione sono in tal caso solo i valori discretizzati del 
controllo e dello stato all’istante iniziale e finale. 
   Il problema di tale metodo è che risulta sensibile alle condizioni 
iniziali, cioè piccoli cambiamenti nelle condizioni iniziali possono 
propagarsi in grandi variazioni non lineari alla fine della traiettoria[50].  
   Il metodo diretto di tipo multiple shooting, permette di superare tale 
problema introducendo punti intermedi (i.e nodi) lungo la traiettoria, nei 
quali sono discretizzati sia il controllo che lo stato del sistema. Ciò 
consente di suddividere l’integrazione in più passi, ovvero l’integrazione 
è riavviata ad ogni passo a partire dai valori di stato e controllo associati 
al nodo considerato. In tal modo, oltre a ridurre la sensibilità alle 
condizioni iniziali è aumentata la stabilità numerica del metodo, infatti è 
prevenuta la crescita degli errori introdotti da una ipotesi iniziale di 
soluzione insoddisfacente, dalle discretizzazioni e dagli errori di 
arrotondamento[56]. In questa metodologia, il vettore delle variabili di 
ottimizzazione è costituito dai valori del controllo e del vettore di stato 
in ogni nodo, quindi la dimensione del problema non lineare di 
ottimizzazione da risolvere è molto maggiore che nel caso del single 
shooting method. 
   Nel presente lavoro, il metodo diretto scelto per la soluzione del 
problema di ottimizzazione è il direct multple shooting, pertanto nel 
seguito l’attenzione è concentrata su di esso, mentre per tutte le altre 
metodologie si rimanda alla bibliografia[50, 51,52, 53, 54, 55]. 
 
5.3.1 Il metodo di soluzione scelto: Direct Multple Shooting 
 
   Il direct multiple shooting è il metodo introdotto da Bock e Plitt[56] nel 
1984 per la soluzione del problema continuo di ottimizzazione. Tale 
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metodo permette di ridurre il problema di dimensione infinita in un 
problema di ottimizzazione parametrico finito.  
   L’applicazione del direct multiple shooting method prevede, 
innanzitutto, la suddivisione dell’intervallo di tempo ൣݐ଴, ݐ௙௜௡൧ in N sotto-
intervalli: 
 
ݐ଴ ൏ ݐଵ ൏ ݐଶ ൏ ڮ ൏ ݐே ൌ ݐ௙௜௡ 
 
   Gli istanti di tempo ݐ௜  con ݅ ൌ 0,… ,ܰ  sono detti nodi. Il vettore di 
stato e quello di controllo sono discretizzati nei nodi ( ࢄ࢏, ࢛࢏, ݅ ൌ
0,… ,ܰሻ , mentre la storia temporale del vettore di controllo è 
approssimata su ogni sotto-intervallo ൣݐ௝, ݐ௝ାଵ൧  ( ݆ ൌ 0, … , ܰ െ 1ሻ 
attraverso una data legge che in generale è del tipo: 
 
࢛ሺ௝ሻሺݐሻ ൌ ߮௝൫ݐ, ݐ௝, ݐ௝ାଵ, ࢛࢐, ࢛࢐ା૚൯            ݆ ൌ 0,… ,ܰ െ 1   
 
   A partire dal valore dello stato e del controllo in ogni nodo (ࢄ࢐, ࢛࢐, ݆ ൌ
0,… ,ܰ െ 1ሻ le equazioni di moto 5.4 insieme alle 5.10 sono integrate 
numericamente in ogni sotto-intervallo, dal tempo ݐ௝  al tempo ݐ௝ାଵ 
attraverso opportuni risolutori ODE. Il risultato di ogni integrazione è 
una stima dello stato nel nodo successivo (ࢄ෩࢐ା૚), quindi per ogni nodo 
rimangono definiti i seguenti difetti ሺࣀ࢐ା૚ሻ: 
 
ࣀ࢐ା૚ ൌ ࢄ෩࢐ା૚ െ ࢄ࢐ା૚           ݆ ൌ 0,… ,ܰ െ 1 
 
   Al fine di assicurare la continuità della traiettoria nei nodi tutti i difetti 
devono essere posti uguale a zero: 
 
ࣀ࢐ା૚ ൌ ࢄ෩࢐ା૚ െ ࢄ࢐ା૚ ൌ ૙         ݆ ൌ 0,… ,ܰ െ 1 
 
   Il problema generale di ottimizzazione descritto nel Par.5.1 è in questo 
modo trasformato in un problema vincolato parametrico con vettore 
delle variabili di ottimizzazione: 
 
ঀ ൌ ሾࢄ૙, ࢄ૚, … , ࢄࡺ, ࢛૙, ࢛૚, … , ࢛ࡺି૚, ݌଴, ݌ଵ, … , ݌௠ሿ 
 
in cui i ݌௜ ሺ݅ ൌ 1,… ,݉ሻ  sono m parametri costanti, e l’indice delle 
performance J diventa[56]: 
(5.9)
(5.10)
(5.11)
(5.12)
(5.13)
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ܬ ൌ ߶ሺࢄࡺ, ࢖, ݐேሻ ൅ ෍න ܮሺ
௧ೕశభ
௧ೕ
ࢄሺݐሻ, ࢖, ࢛ሺ࢐ሻሺݐሻ, ݐሻ݀ݐ
ேିଵ
௝ୀ଴
 
 
   Le variabili di ottimizzazione devono soddisfare le condizioni al 
bordo, i vincoli di traiettoria e i limiti sui vettori di stato e di controllo 
espressi dalle disuguaglianze dalla 5.5 alla 5.8. 
   Utilizzando il direct multiple shooting method si ottiene, quindi, un 
problema NLP di dimensione (potenzialmente) molto grande, infatti il 
numero delle variabili di ottimizzazione è pari a: 
 
݊ঀ ൌ ݊ࢄሺܰ ൅ 1ሻ ൅ ࢛݊ܰ ൅݉ 
 
con ݊ࢄ  e ࢛݊  rispettivamente dimensione del vettore di stato e di 
controllo, N numero di segmenti e m numero di parametri costanti.      
Però, la matrice Jacobiana del metodo quasi-Newtoniano9 utilizzato per 
risolvere il problema NLP risulta sparsa a blocchi, pertanto esistono e 
sono impiegabili efficienti metodi di soluzione, per i quali si rimanda 
alla bibliografia[50,56]. 
   In questo lavoro di tesi le equazioni di moto sono state integrate 
numericamente utilizzando il metodo di Runge-Kutta di ordine 4/5[54].      
Cioè, le equazioni 5.4 sono state propagate in avanti nel tempo per ogni 
intervallo temporale [ݐ௝, ݐ௝ାଵሿ del multiple shooting attraverso le formule 
esplicite a quattro stadi 5.16[54]:  
 
ࢅ௝
ଵ ൌ ࢄ࢐ ൅
݄
2
ࢌ൫ࢄ࢐, ࢛࢐൯, 
 ࢅ௝
ଶ ൌ ࢄ࢐ ൅
݄
2
ࢌ ൬ࢅ௝
ଵ, ࢛ ቀ௛
ଶ
ቁ൰, 
ࢅ௝
ଷ ൌ ࢄ࢐ ൅ ݄ࢌ ൬ࢅ௝
ଶ, ࢛ ቀ௛
ଶ
ቁ൰, 
ࢅ௝
ସ ൌ ࢄ࢐ ൅
݄
6
ቂࢌ൫ࢄ࢐, ࢛࢐൯ ൅ 2ࢌ ൬ࢅ௝
ଵ, ࢛ ቀ௛
ଶ
ቁ൰ ൅ 2ࢌ ൬ࢅ௝
ଶ, ࢛ ቀ௛
ଶ
ቁ൰
൅ ࢌ൫ࢅ௝
ଷ, ࢛࢐ା૚൯ቃ ൌ ࢄ෩࢐ା૚. 
                                                 
9 Metodo iterativo utilizzato per la ricerca di un punto stazionario del Lagrangiano di 
un problema di calcolo del minimo, soggetto a vincoli di uguaglianza e disuguaglianza, 
di una funzione obiettivo[50,56]. 
(5.14)
(5.15)
(5.16)
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in cui ݄ ൌ ݐ௝ାଵ െ ݐ௝ ,  ࢄ࢐  è il vettore di stato nel nodo j, ࢛࢐ e ࢛࢐ା૚ sono i 
valori del controllo nei due nodi  e ࢛ሺ݄ 2⁄ ሻ è il valore del vettore di 
controllo nel punto intermedio dell’intervallo.  
   Inoltre, per la soluzione del problema di programmazione non lineare è 
stato utilizzato un metodo di ricerca del minimo basato sul gradiente 
(gradient-based method) del tipo SQP[56] (Sequential Quadratic 
Programming ovvero Programmazione Quadratica Sequenziale), in 
quanto tale metodo è specializzato nella risoluzione di problemi sparsi di 
grande dimensione con molti parametri e vincoli. Dunque, la funzione, 
ad ogni iterazione, risolve un sotto-problema di programmazione 
quadratica[56] (QP,  Quadratic Programming). 
 
5.4 Implementazione del metodo diretto multiple shooting 
 
   Nel lavoro svolto è stato studiato il problema dell’ottimizzazione della 
traiettoria di trasferimento a bassa spinta da un’orbita di parcheggio 
GTO a un punto sul manifold stabile dell’orbita periodica Lyapunov 
verticale scelta. L’obiettivo perseguito durante l’ottimizzazione è stato 
quello di minimizzare il consumo di propellente. Pertanto, l’indice delle 
performance scelto è una funzione solo dello stato finale e può essere 
espresso nella forma di Mayer: 
 
ܬ ൌ ݉௜௡ 
 
in cui ݉௜௡  è la massa del satellite all’accensione del motore a inizio 
trasferimento. Infatti, per lo studio della traiettoria di trasferimento è 
stata utilizzata la procedura a ritroso descritta nel Par. 4.4, nella quale è 
fissata la massa del satellite all’istante d’inserimento sul manifold 
(݉௙௜௡=500 kg). 
   Poiché l’analisi è condotta in modo backward il tempo ݐ଴ del problema 
di ottimizzazione corrisponde al punto di inserzione sulla varietà 
invariante, mentre il tempo ݐ௙௜௡  a quello di accensione del motore in 
corrispondenza dell’orbita di parcheggio. Più precisamente, scelto come 
tempo zero quello del satellite sull’orbita periodica Lyapunov verticale 
all’intersezione col piano y=0 con coordinata z positiva e andando 
indietro nel tempo è: 
 
(5.17)
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ݐ଴ ൌ ݐ௠                   ݐ௙௜௡ ൌ ݐ௧௢௧ 
 
 
con ݐ௠  tempo per raggiungere il punto di immissione del satellite sul 
manifold da quello zero sull’orbita operativa e ݐ௧௢௧  tempo totale di 
missione. 
   Anche i nodi del metodo diretto multiple shooting utilizzato sono 
discretizzati all’indietro nel tempo, cioè: 
 
ݐ௠ ൌ ݐ଴ ൏ ݐଵ ൏ ݐଶ ൏ ڮ ൏ ݐே ൌ ݐ௧௢௧ 
 
   La scelta del numero di segmenti in cui discretizzare la traiettoria deve 
tenere conto del fatto che all’aumentare dei nodi aumenta l’accuratezza 
della soluzione ottenuta, ma si accresce la dimensione del sistema NLP 
da risolvere. Nelle prove eseguite è stato scelto un numero di nodi 
all’incirca pari a tre per ogni giorno di trasferimento. 
   Il tempo di trasferimento totale e il punto lungo la varietà invariante 
stabile non sono stati fissati, lasciando all’ottimizzatore il compito di 
determinare quelli ottimi. Invece, è stata fissata l’orbita GTO, o meglio 
sono stati imposti i valori del semiasse maggiore e dell’eccentricità 
dell’orbita, ed è stato calcolato a priori il manifold stabile da raggiungere 
a fine trasferimento motorizzato. Pertanto, la condizione al bordo 
iniziale per lo stato all’istante ݐ଴ ൌ ݐ௠ di inizio procedura backward è 
l’appartenenza alla varietà invariante stabile pre-calcolata con massa del 
satellite pari al valore ݉௙௜௡fissato: 
 
ࢄሺݐ௠ሻ െ ࢄ࢓ሺݐ௠ሻ ൌ 0 
 
ovvero: 
 
 ቎
࢘ሺݐ௠ሻ െ ࢘࢓ሺݐ௠ሻ
࢜ሺݐ௠ሻ െ ࢜࢓ሺݐ௠ሻ
݉ሺݐ௠ሻ െ ݉௙௜௡
቏ ൌ 0 
 
con ࢘࢓ሺݐ௠ሻ e ࢜࢓ሺݐ௠ሻ rispettivamente raggio vettore e vettore velocità 
nel sistema di riferimento sinodico del punto sul manifold stabile 
corrispondente all’istante ݐ௠.  
(5.19)
(5.20)
(5.21)
(5.18)
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   Invece, la condizione al bordo finale, all’istante di fine procedura a 
ritroso ݐ௙௜௡ ൌ ݐ௧௢௧ , è il raggiungimento di un’orbita GTO di cui sono 
fissati il semiasse maggiore (ܽீ்ை ൌ24.510 km) e l’eccentricità (݁ீ்ை ൌ 
0,7234); pertanto è esprimibile nella forma: 
 
ܽሺݐ௧௢௧ሻ െ ܽீ்ை ൌ 0 
݁ሺݐ௧௢௧ሻ െ ݁ீ்ை ൌ 0 
 
   Nelle 5.22 ܽሺݐ௧௢௧ሻ  ed ݁ሺݐ௧௢௧ሻ  sono rispettivamente il semiasse 
maggiore e l’eccentricità calcolate all’istante di fine integrazione a 
ritroso supponendo un moto a due corpi satellite-Terra. Ovvero, 
attraverso le equazioni 4.4, 4.5, 4.10, 4.12 e 4.13, i vettori posizione e 
velocità del satellite all’istante ݐ௧௢௧, espressi in coordinate del sistema di 
riferimento sinodico, sono trasformati in coordinate del sistema IJK ed 
utilizzati per il calcolo degli elementi orbitali classici del moto 
Kepleriano[1]. 
   L’indice delle performance è soggetto alla dinamica del CRTBP 
modificata con l’aggiunta della legge di variazione della massa del 
satellite e dei termini che tengono conto dell’accelerazione di spinta, 
equazioni  4.22. 
   Il vettore accelerazione ࢇॻ è il vettore di controllo ࢛ del problema di 
ottimizzazione ed è univocamente determinato dal suo modulo ܽॻ, che 
può variare da zero a un valore massimo: 
 
ܽॻ ൌ ߪܽॻெ஺௑        ߪ߳ሾ0,1ሿ 
 
e da due angoli ߙ e ߚ che individuano la sua direzione istantanea rispetto 
al vettore velocità istantaneo (࢜) del satellite. In particolare, ߙ߳ሾെߨ, ߨሿ è 
l’angolo misurato sul piano orbitale istantaneo, mentre ߚ߳ሾെߨ/2, ߨ/2ሿ è 
l’angolo tra il vettore accelerazione e il piano orbitale istantaneo, vedi 
Fig. 5.1[57]. 
(5.23)
(5.22)
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Figura 5.1 – Angoli che individuano la direzione istantanea del vettore 
di controllo (࢛) rispetto al vettore velocità del satellite (࢜) [57]. 
 
   Per il calcolo delle componenti del vettore accelerazione lungo gli assi 
del sistema sinodico noti ߙ, ߚ e ߪ si rimanda all’appendice B. 
   Il vettore di stato che individua posizione, velocità e massa istantanea 
del satellite è composto da sette elementi: 
 
ࢄ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ
 
ݔ
ݕ
ݖ
ݔሶ
ݕሶ
ݖሶ
݉
 
ے
ۑ
ۑ
ۑ
ۑ
ې
 
 
   Il vettore delle variabili di ottimizzazione è infine: 
 
 
ঀ ൌ ሾࢄ૙, ࢄ૚, … , ࢄࡺ, ߪ଴, ߪଵ, … , ߪேିଵ, ߙ଴, ߙଵ, … , ߙேିଵ, ߚ଴, ߚଵ, … , ߚேିଵ,
ݐ௠, ݐ௧௢௧ሿ 
 
con N numero di segmenti scelto per la discretizzazione del tempo.   
Quindi, la dimensione del problema NLP da risolvere risulta: 
 
݊ঀ ൌ 7ሺܰ ൅ 1ሻ ൅ 3ܰ ൅ 2 
 
   Ovviamente, per impostare e risolvere il problema di ottimizzazione è 
necessario scegliere una soluzione iniziale per la traiettoria di 
trasferimento. Nelle prove eseguite è stata scelta come ipotesi iniziale di 
(5.25)
(5.26)
(5.24)
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soluzione la traiettoria motorizzata ottenuta da una strategia a spinta 
continua tangenziale nel riferimento sinodico, in quanto è quella che a 
parità di spinta e di tempo di trasferimento determina il maggiore 
aumento del semiasse maggiore dell’orbita (vedi Cap.4). 
   Ai fine dell’integrazione numerica delle equazioni di moto è 
importante anche notare che poiché i tempi iniziale e finale del problema 
sono variabili di ottimizzazione possono cambiare durante la risoluzione 
e quindi cambiano gli intervalli di integrazione. Per evitare tali 
cambiamenti può essere eseguita una normalizzazione del tempo t in 
modo tale che l’istante iniziale normalizzato risulti zero e quello finale 
uno[58]: 
 
 
߬ ൌ
ݐ െ ݐ଴
ݐ௙௜௡ െ ݐ଴
 
 
   La trasformazione 5.27 richiede un cambiamento anche nella 
definizione della dinamica[58]: 
 
݀ࢄ
݀߬
ൌ
݀ࢄ
݀ݐ
݀ݐ
݀߬
ൌ ࢌ൫ࢄ, ࢛, ߬, ݐ଴, ݐ௙௜௡൯ · ሺݐ௙௜௡ െ ݐ଴ሻ 
 
   I vantaggi di tale normalizzazione sono che il metodo d’integrazione 
non deve più affrontare alcun cambiamento negli intervalli 
d’integrazione che rimangono gli stessi della traiettoria di riferimento 
iniziale[58]. 
 
5.5 Risultati ottenuti 
 
   Le prove eseguite hanno affrontato il problema dell’ottimizzazione 
della traiettoria di trasferimento motorizzata da una GTO a un manifold 
stabile di un’orbita Lyapunov verticale di ampiezza (arbitrariamente 
scelta) Az=57.000 km intorno al punto L1 del sistema Terra-Luna. 
   Nell’ambito del lavoro svolto è risultato che, come atteso, l’impiego 
del metodo diretto di soluzione multiple shooting genera un problema 
NLP di dimensione molto grande (dell’ordine delle centinaia di variabili 
di ottimizzazione) che richiede tempi di calcolo dell’ordine della decina 
di ore (impiegando un PC standard con processore da 2.66 GHz). Ciò è 
dovuto essenzialmente al fatto che le strategie a bassa spinta 
(5.27)
(5.28)
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determinano traiettorie di trasferimento lunghe nel tempo (nel presente 
lavoro, all’incirca 190 giorni) che descrivono molte spirali intorno alla 
Terra, quindi per la loro discretizzazione è indispensabile un elevato 
numero di nodi, ovvero di variabili di ottimizzazione. 
   Pertanto, al fine di ridurre i tempi di calcolo e consentire lo studio 
preliminare del problema di ottimizzazione della traiettoria motorizzata 
con il metodo diretto multiple shooting è stato necessario scegliere un 
valore dell’accelerazione di spinta (corrispondente all’istante iniziale 
sulla GTO), piuttosto alto, ovvero pari a 3,9x10-3 m/s2.  
   Inoltre, al fine di ridurre il numero delle variabili di ottimizzazione, e 
quindi la dimensione del problema NLP da risolvere, è stato scelto di 
non prendere in considerazione l’angolo ߚ di elevazione della direzione 
di spinta rispetto al piano orbitale istantaneo del satellite. Ciò equivale a 
supporre che il vettore accelerazione di spinta giaccia in ogni istante nel 
piano di moto, ovvero ߚ  è costantemente nullo. Tale assunzione è 
ammissibile in quanto non sono stati imposti vincoli sull’inclinazione 
della GTO. Nel vettore delle variabili di ottimizzazione, con questa 
scelta, non compare l’angolo ߚ e quindi ha dimensione: 
 
݊ঀ ൌ 7ሺܰ ൅ 1ሻ ൅ 2ܰ ൅ 2 
 
   Per tutte le prove sono state assunte leggi temporali di variazione 
lineare del modulo (i.e. del valore del parametro ߪ) e dell’angolo ߙ tra 
due nodi. 
   In tutte le prove eseguite, la funzione obiettivo (Eq. 5.17) e i difetti di 
massa (Eq. 5.11) sono stati adimensionalizzati con il valore della massa 
finale del satellite (scelta pari a 500 kg). 
   Anche i difetti di posizione e velocità (Eq. 5.11) sono espressi in unità 
adimensionali DU e TU (vedi Tab. 2.1) e la tolleranza su di essi, per la 
convergenza a una soluzione feasible, è stata scelta pari a 10-4. 
   In ogni prova, l’ipotesi iniziale di soluzione utilizzata è la traiettoria 
motorizzata a spinta continua costante tangenziale nel riferimento 
sinodico calcolata attraverso la procedura a ritroso (Par. 4.4). Con 
l’accelerazione assunta, risulta che il trasferimento manifold-GTO 
richiede un consumo di propellente pari a 110 kg impiegando 7,8 giorni, 
pertanto è stato scelto di discretizzare la traiettoria in 21 nodi (poco 
meno di 3 nodi al giorno). Dunque, il numero totale di variabili di 
ottimizzazione è 191. 
(5.29)
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   Sono state effettuate molteplici prove, l’unica differenza tra quelle qui 
riportate, i cui risultati sono illustrati nel seguito, è la griglia temporale 
scelta per la discretizzazione della traiettoria. In particolare, sono state 
utilizzate due diverse metodologie di suddivisione del tempo totale di 
trasferimento normalizzato (Eq. 5.27): a intervalli temporali uniformi e a 
intervalli temporali di ampiezza variabile in modo logaritmico lungo la 
traiettoria. Cioè: 
 
 
݃ݎ݈݅݃݅ܽ ݑ݂݊݅݋ݎ݉݁:          ௝߬ାଵ െ ௝߬ ൌ
1
ܰ
                          ׊ ݆ ൌ 0,… ,ܰ െ 1 
 
݃ݎ݈݅݃݅ܽ ݈݋݃ܽݎ݅ݐ݉݅ܿܽ:      ௝߬ାଵ െ ௝߬ ൌ logଵ଴ ൬
݆ ൅ 1
ܰ
൰    ׊ ݆ ൌ 0, … , ܰ െ 1 
 
 
   Con le ipotesi fatte, nel caso di griglia uniforme il risultato ottenuto 
dall’ottimizzazione è la traiettoria rappresentata in Fig. 5.2 che impiega 
8,5 gg di trasferimento consumando circa 77 kg di propellente. Quindi, 
rispetto al caso di traiettoria a spinta tangenziale continua, 
l’ottimizzazione consente un risparmio di propellente pari a 33 kg, 
ovvero pari al 30%, a discapito di un aumento del tempo di trasferimento 
del 9%. Le leggi temporali ottimizzate di variazione del modulo e della 
direzione sono rappresentate in Fig. 5.3, mentre la Fig. 5.4 illustra 
l’andamento temporale delle coordinate del raggio vettore e del vettore 
velocità nel sistema di riferimento sinodico.  
   La Fig. 5.5 riporta i grafici dei difetti di posizione, velocità e massa 
della soluzione del problema di ottimizzazione nei nodi scelti per 
l’utilizzo del metodo diretto multiple shooting.  
È importante precisare che, nonostante l’utilizzo della procedura 
d’integrazione a ritroso, nelle Fig. 5.3-5.5 e nelle successive Fig. 5.7-5.9, 
il tempo zero corrisponde alla condizione di satellite sulla GTO e il 
tempo finale all’istante d’inserzione sulla varietà invariante stabile. 
 
(5.30)
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Figura 5.2 – Traiettoria di trasferimento a bassa spinta ottimizzata con 
griglia temporale uniforme (in blu) e a spinta continua tangenziale nel 
sinodico (in arancione) da una GTO al manifold stabile di un’orbita 
Lyapunov verticale di ampiezza Az=57.000 km nel sistema Terra-Luna. 
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 Figura 5.3 – Storia temporale ottimizzata dell’angolo alfa e del
modulo della spinta (sopra) e andamento temporale della massa della
sonda (sotto) durante il trasferimento motorizzato in Fig. 5.2. 
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Figura 5.4 – Andamento temporale delle coordinate rispetto al sistema 
di riferimento sinodico del raggio vettore(sopra) e del vettore 
velocità(sotto) del trasferimento ottimizzato in Fig. 5.2. 
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Figura 5.5 – Da sinistra a destra: difetti di posizione, velocità e massa 
nei nodi del metodo diretto multiple shooting per il trasferimento 
ottimizzato in Fig. 5.2. 
 
   Nel caso a griglia temporale logaritmica il risultato dell’ottimizzazione 
è la traiettoria in Fig. 5.6 che impiega circa 8,1 gg per il trasferimento 
consumando circa 78 kg di propellente. Quindi consente un risparmio di 
propellente pari al 29% impiegando un tempo di trasferimento più lungo 
del 3,8% rispetto al caso di strategia di spinta tangenziale prefissata. Le 
leggi temporali ottimizzate di variazione del modulo e della direzione 
per questo caso sono riportate in Fig. 5.7, mentre la Fig. 5.8 illustra 
l’andamento temporale delle coordinate del raggio vettore e del vettore 
velocità nel sistema di riferimento sinodico.  
   In Fig. 5.9 sono riportati i grafici dei difetti di posizione, velocità e 
massa nei nodi della soluzione ottimizzata.  
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Figura 5.6 – Traiettoria di trasferimento a bassa spinta ottimizzata con 
griglia temporale logaritmica (in blu) e a spinta continua tangenziale 
nel sinodico (in arancione) da una GTO al manifold stabile di un’orbita 
Lyapunov verticale di ampiezza Az=57.000 km nel sistema Terra-Luna. 
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Figura 5.7 – Storia temporale ottimizzata dell’angolo alfa e del modulo 
della spinta (sopra) e andamento temporale della massa della sonda 
(sotto) durante il trasferimento motorizzato in Fig. 5.6. 
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Figura 5.8 – Andamento temporale delle coordinate rispetto al sistema 
di riferimento sinodico del raggio vettore(sopra) e del vettore 
velocità(sotto) del trasferimento ottimizzato in Fig. 5.6. 
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Figura 5.9 – Da sinistra a destra: difetti di posizione, velocità e massa 
nei nodi del metodo diretto multiple shooting per il trasferimento 
ottimizzato in Fig. 5.6. 
 
   Nel caso della prova con spaziatura temporale logaritmica i tempi di 
calcolo sono quattro volte maggiori rispetto alla soluzione con griglia 
temporale uniforme perché l’ottimizzazione richiede circa quattro volte 
più iterazioni per la convergenza ma la soluzione trovata ha una 
maggiore feasibility (dell’ordine di 10-5 contro 10-4  della spaziatura 
uniforme). 
   In particolare, i difetti massimi di posizione ottenuti sono dell’ordine 
di qualche chilometro e quelli di velocità dell’ordine di 10-2-10-3 m/s 
pertanto risultano accettabili per un’analisi preliminare di missione. 
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   Dalle numerose prove eseguite, risulta che un numero di nodi troppo 
piccolo, ovvero minore o uguale a due al giorno, non consente la 
convergenza del metodo numerico. 
   Inoltre, poiché i trasferimenti a bassa spinta compiono numerose 
spirali nelle vicinanze della Terra, prevedere griglie temporali con un 
numero maggiore di nodi nell’intorno della Terra (come nel caso della 
spaziatura logaritmica) permette di migliorare la feasibility. A tale scopo 
altre spaziature possibili sono: fissare il numero di nodi per ogni spirale 
oppure spaziare i nodi in base a leggi dipendenti dalla distanza 
geocentrica. 
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CONCLUSIONI E PROSPETTIVE DI 
SVILUPPO 
 
 
 
 
 
 
 
 
 
6.1 Conclusioni 
 
   Nell’ambito del lavoro svolto è stato studiato il modello dinamico 
CRTBP allo scopo di impiegare le orbite che lo caratterizzano per la 
definizione preliminare di missioni spaziali. 
   Infatti, le orbite proprie di tale modello multi-corpo risultano adatte 
alla progettazione di missioni di rilevanza scientifica e di 
telecomunicazione altrimenti irrealizzabili. Inoltre, la dinamica 
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caratteristica dei punti di librazione del sistema fornisce archi di 
traiettoria balistici, stabili ed instabili, che risultano impiegabili in modo 
vantaggioso nella progettazione di trasferimenti spaziali. 
   In particolare, in questo lavoro sono state calcolate le orbite periodiche 
Lyapunov verticali intorno ai punti collineari del sistema Terra-Luna e 
Sole-Terra. L’approssimazione analitica al terzo ordine di tali orbite, 
ottenuta dall’impiego di una procedura simile a quella utilizzata da 
Richardson nel caso delle orbite Halo, è risultata non sufficiente, in 
quanto integrando numericamente le equazioni di moto del sistema a 
partire da tale approssimazione non si ottiene alcun orbita periodica. 
Sono dunque necessarie procedure numeriche di correzione della 
traiettoria, che permettano partendo dalla soluzione analitica, di ottenere 
un’orbita periodica. In particolare, per conseguire una migliore 
approssimazione delle orbite è stato scelto di utilizzare una procedura di 
correzione differenziale. Essa converge solo per orbite Lyapunov 
verticali con ampiezza fuori dal piano minore di un certo valore (nel 
presente lavoro, 139.000 km nel caso del punto L1 del sistema Terra-
Luna). Inoltre, le orbite ottenute attraverso tale procedura sono 
sufficientemente accurate (errore sul valore di Az minore dello 0,1%) 
solo per valori piccoli dell’ampiezza fuori dal piano (Az<13.000 km nel 
caso del sistema Terra-Luna). Pertanto, per la determinazione di 
traiettorie più raffinate e di grande escursione fuori dal piano è risultato 
indispensabile l’impego di un metodo di continuazione naturale sul 
parametro Az. 
   Sono state, inoltre, calcolate le varietà invarianti associate ai punti di 
un’orbita periodica Lyapunov verticale. Ciò è stato fatto propagando 
numericamente le equazioni di moto del CRTBP in avanti (manifolds 
instabili) e all’indietro (manifolds stabili) nel tempo. La condizione 
iniziale d’integrazione utilizzata è l’approssimazione lineare dei 
manifolds associati al punto dell’orbita considerato, la quale è 
individuata dalle direzioni degli autovettori della matrice monodroma 
valutata in tale punto. Le varietà invarianti così ottenute passano a 
grande distanza dalla Terra, maggiore di 100.000 km, hanno coordinata z 
significativa (dell’ordine dell’ampiezza dell’orbita iniziale) e 
mantengono la stessa forma per lungo tempo. 
   Al fine di definire missioni spaziali da un’orbita di parcheggio intorno 
alla Terra verso un’orbita Lyapunov verticale nei pressi della Luna è 
stato scelto di sfruttare i manifolds stabili dell’orbita periodica operativa, 
in quanto la loro dinamica è tale da condurre balisticamente in modo 
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asintotico il satellite verso di essa. Poiché, però, tali traiettorie invarianti 
passano troppo lontano dalla Terra per consentire un’immissione diretta 
del satellite, è necessario per raggiungerle un trasferimento motorizzato.   
In particolare, per tale fase propulsa è stato scelto di utilizzare la 
Propulsione Elettrica in quanto l’alto impulso specifico che la 
caratterizza permette, a parità di missione, trasferimenti a minor 
consumo di propellente rispetto alla Propulsione Chimica. 
   I risultati ottenuti dall’indagine di varie strategie prefissate a spinta 
continua indicano che la migliore strategia è quella a spinta tangenziale 
nel riferimento sinodico, in quanto determina il maggiore aumento del 
semiasse maggiore dell’orbita (quindi della sua energia) a parità di 
tempo di trasferimento (i.e. di consumo di propellente). Tale 
metodologia di spinta è stata utilizzata per studiare trasferimenti Terra-
Luna da un’orbita di parcheggio GTO verso un’orbita Lyapunov 
verticale intorno a L1. Il risultato ottenuto sono trasferimenti che 
combinano bassa spinta e dinamica dei manifolds e impiegano circa 220 
giorni per raggiungere l’orbita periodica finale consumando una quantità 
di propellente inferiore al 20% della massa iniziale del satellite.  
   Infine, è stato affrontato, in modo preliminare, il problema 
dell’ottimizzazione della traiettoria di trasferimento a bassa spinta, al 
fine di ridurre il consumo di propellente. In particolare, è stata presa in 
analisi la missione di trasferimento da un’orbita GTO verso un’orbita 
Lyapunov verticale intorno a L1 del sistema Terra-Luna. Per la soluzione 
del problema di ottimizzazione è stato scelto il metodo diretto 
denominato multple shooting a partire da un’ipotesi iniziale di soluzione 
corrispondente alla traiettoria di trasferimento ottenuta utilizzando una 
strategia di spinta continua tangenziale nel riferimento sinodico. 
   Il risultato raggiunto nel caso di accelerazione pari a 3,9x10-3 m/s2 è 
una riduzione della massa di combustibile consumata pari all’incirca al 
30% e un aumento del tempo di trasferimento del 4-9% rispetto ai valori 
ottenuti con la strategia di spinta tangenziale preassegnata. 
 
 
6.2 Prospettive di sviluppo 
 
   Il lavoro svolto nell’ambito di questa tesi, è uno studio preliminare, 
pertanto per natura richiede un’analisi più approfondita, che riduca il 
peso delle ipotesi semplificative adottate e impieghi tecniche di calcolo 
analitiche e numeriche di successiva approssimazione.  
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   In particolare, il modello del CRTBP è solo un’approssimazione della 
realtà, pertanto per la definizione di una missione reale è necessario 
tenere in considerazione anche altre forze e/o perturbazioni che agiscono 
sul satellite.  
   Nell’ambito del CRTBP, allo scopo di eseguire uno studio di missione 
più raffinato, il calcolo delle orbite periodiche e delle varietà invarianti 
ad esse associate dovrebbe essere condotto utilizzando tecniche meno 
approssimate, che permettano di estendere la classe di orbite calcolabili 
e di migliorare l’accuratezza dei risultati ottenuti.  
   Per quanto riguarda l’analisi di missioni di trasferimento da un’orbita 
GTO verso un’orbita Lyapunov verticale, nel presente lavoro è stato 
previsto solo il soddisfacimento dei valori dell’eccentricità e del 
semiasse maggiore dell’orbita di parcheggio, pertanto potrebbero essere 
sviluppati studi di missioni con vincoli più restrittivi.  
   Inoltre, nel lavoro svolto non sono state considerate le data di lancio, 
in quanto l’orbita della Luna intorno alla Terra è stata scelta invariante 
nel tempo, pertanto sarebbe auspicabile un’analisi più realistica di tale 
problema.  
   Anche l’ottimizzazione della traiettoria di trasferimento a bassa spinta 
richiede uno studio più approfondito. In particolare, è indispensabile un 
perfezionamento dei codici di calcolo sviluppati per l’implementazione 
del metodo diretto multiple shooting. Essenziale sarebbe anche eseguire 
prove raffinate aumentando il numero di nodi, e maggiormente 
realistiche, riducendo i valori dell’accelerazione di spinta considerati in 
questo lavoro. Infatti, per ridurre il tempo di calcolo è stato scelto un 
numero di nodi molto ridotto, e i valori dell’accelerazione in 
corrispondenza dell’orbita di parcheggio sono stati aumentati fino a 
3,9x10-3 m/s^2.  Inoltre, dovrebbero essere cercate soluzioni del 
problema di ottimizzazione con una maggiore feasibility dell’ordine di 
1x10-6. 
   Interessante sarebbe anche investigare i risultati ottenuti impiegando 
altre metodologie di soluzione del problema di ottimizzazione, sia di tipo 
diretto che indiretto, in modo da eseguire un confronto e stimare la 
miglior tecnica per il problema analizzato, sia in termini di qualità dei 
risultati che di tempo di calcolo. 
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APPENDICE A 
 
 
Costanti del metodo analitico di Richardson 
 
 
   Nel seguito sono riportate le espressioni dei coefficienti e delle 
costanti che compaiono nell’approssimazione analitica al terzo ordine di 
Richardson[29]. 
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ܿସሺ12 െ ݇ଶሻൠ 
 
݇ ൌ
1
2߱௫௬
൫߱௫௬ଶ ൅ 1 ൅ 2ܿଶ൯ ൌ
2߱௫௬
߱௫௬ଶ ൅ 1 െ ܿଶ
 
 
݈ଵ ൌ ܽଵ ൅ 2߱௫௬ଶ ݏଵ 
 
݈ଶ ൌ ܽଶ ൅ 2߱௫௬ଶ ݏଶ 
 
ܽଵ ൌ െ
3
2
ܿଷሾ2ܽଶଵ ൅ ܽଶଷ ൅ 5݀ଶଵሿ െ
3
8
ܿସሺ12 െ ݇ଶሻ 
 
ܽଶ ൌ
3
2
ܿଷሺܽଶସ െ 2ܽଶଶሻ ൅
9
8
ܿସ 
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ܽଶଵ ൌ
3ܿଷሺ݇ଶ െ 2ሻ
4ሺ1 ൅ 2ܿଶሻ
 
 
 
ܽଶଶ ൌ
3ܿଷ
4ሺ1 ൅ 2ܿଶሻ
 
 
ܽଶଷ ൌ െ
3ܿଷ߱௫௬
4݇݀ଵ
ൣ3݇ଷ߱௫௬ െ 6݇൫݇ െ ߱௫௬൯ ൅ 4൧ 
 
ܽଶସ ൌ െ
3ܿଷ߱௫௬
4݇݀ଵ
ሺ2 ൅ 3݇߱௫௬ሻ 
 
ܽଷଵ ൌ െ
9߱௫௬
4݀ଶ
ሾ4ܿଷሺ݇ܽଶଷ െ ܾଶଵሻ ൅ ݇ܿସሺ4 ൅ ݇ଶሻሿ
൅ ቆ
9߱௫௬ଶ ൅ 1 െ ܿଶ
2݀ଶ
ቇ ሾ3ܿଷሺ2ܽଶଷ െ ܾ݇ଶଵሻ ൅ ܿସሺ2 ൅ 3݇ଶሻሿ 
 
ܽଷଶ ൌ െ
1
݀ଶ
൜
9߱௫௬
4
ሾ4ܿଷሺ݇ܽଶସ െ ܾଶଶሻ ൅ ݇ܿସሿ
൅
3
2
൫9߱௫௬ଶ ൅ 1 െ ܿଶ൯ሾܿଷሺܾ݇ଶଶ ൅ ݀ଶଵ െ 2ܽଶସሻ െ ܿସሿൠ 
 
ܾଶଵ ൌ െ
3ܿଷ߱௫௬
2݀ଵ
ሺ3݇߱௫௬ െ 4ሻ 
 
ܾଶଶ ൌ
3ܿଷ߱௫௬
݀ଵ
 
 
ܾଷଵ ൌ
3
8݀ଶ
൛8߱௫௬ሾ3ܿଷሺܾ݇ଶଵ െ 2ܽଶଷሻ െ ܿସሺ2 ൅ 3݇ଶሻሿ
൅ ൫9߱௫௬ଶ ൅ 1 ൅ 2ܿଶ൯ሾ4ܿଷሺ݇ܽଶଷ ൅ ܾଶଵሻ ൅ ݇ܿସሺ4 ൅ ݇ଶሻሿൟ 
 
ܾଷଶ ൌ
1
݀ଶ
൜9߱௫௬ሾܿଷሺܾ݇ଶଶ ൅ ݀ଶଵ െ 2ܽଶସሻ െ ܿସሿ
൅
3
8
൫9߱௫௬ଶ ൅ 1 ൅ 2ܿଶ൯ሾ4ܿଷሺ݇ܽଶସ െ ܾଶଶሻ ൅ ݇ܿସሿൠ 
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ܾଷଷ ൌ െ
݇
16߱௫௬
ൣ12ܿଷሺܾଶଵ െ 2݇ܽଶଵ ൅ ݇ܽଶଷሻ ൅ 3ܿସ݇ሺ3݇ଶ െ 4ሻ
൅ 16ݏଵ߱௫௬ሺ߱௫௬݇ െ 1ሻ൧ 
 
ܾଷସ ൌ െ
݇
8߱௫௬
ൣെ12ܿଷ݇ܽଶଶ ൅ 3ܿସ݇ ൅ 8ݏଶ߱௫௬ሺ߱௫௬݇ െ 1ሻ൧ 
 
 
ܾଷହ ൌ െ
݇
16߱௫௬
ሾ12ܿଷሺܾଶଶ ൅ ݇ܽଶସሻ ൅ 3ܿସ݇ሿ 
 
݀ଶଵ ൌ െ
ܿଷ
2߱௫௬ଶ
 
 
݀ଷଵ ൌ
3
64߱௫௬ଶ
ሺ4ܿଷܽଶସ ൅ ܿସሻ 
 
݀ଷଶ ൌ
3
64߱௫௬ଶ
ሾ4ܿଷሺܽଶଷ െ ݀ଶଵሻ ൅ ܿସሺ4 ൅ ݇ଶሻሿ 
 
݀ଵ ൌ
3߱௫௬ଶ
݇
ൣ݇൫6߱௫௬ଶ െ 1൯ െ 2߱௫௬൧ 
 
݀ଶ ൌ
8߱௫௬ଶ
݇
ൣ݇൫11߱௫௬ଶ െ 1൯ െ 2߱௫௬൧ 
 
ܿ௡ ൌ ൞
ଵ
ఊ೔
య ቂሺേ1ሻ௡ߤ ൅ ሺെ1ሻ௡
ሺଵିఓሻఊ೔
೙శభ
ሺଵטఊ೔ሻ೙శభ
ቃ  ݏ݁ ݅ ൌ 1 ݋ 2  ሺܮଵ ݋ ܮଶሻ,
ଵ
ఊ೔
య ቂ1 െ ߤ ൅
ఓఊ೔
೙శభ
ሺଵାఊ೔ሻ೙శభ
ቃ  ݏ݁ ݅ ൌ 3  ሺܮଷ ሻ.                                 
 
 
 
   Si noti che nel lavoro di Richardson[29] non compaiono i coefficienti 
ܾଷଷ, ܾଷସ e ܾଷହ che sono stati introdotti da R. Thurman e P. A. Worfolk
[35] 
per correggere l’imprecisione nella rimozione dei termini secolari 
nell’equazione del terzo ordine della y, che necessita di termini 
moltiplicativi per l’ampiezza ݏ݁݊ሺ߬ଵሻ. 
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APPENDICE B 
 
 
Calcolo delle componenti del vettore accelerazione di spinta nel 
sistema sinodico 
 
 
   Si analizza di seguito il problema del calcolo delle componenti 
istantanee del vettore accelerazione di spinta lungo gli assi del 
riferimento sinodico, noti il modulo e gli angoli direttori ߙ e ߚ rispetto al 
vettore istantaneo di velocità del satellite, Fig. 5.1. 
   Si considera innanzitutto un sistema di riferimento centrato nel 
baricentro del satellite e definito dai versori ࢜,ෝ ࢝ෝ, ࢎ෡  (i.e. riferimento 
ݒݓ݄), tali che ࢜ෝ è allineato con il vettore velocità ࢜, ࢎ෡  è parallelo al 
vettore momento angolare istantaneo ࢘ ר ࢜ e ࢝ෝ  è tale da originare una 
terna destrorsa con gli altri due. Quindi, tali versori sono definiti dalle 
equazioni B1[45]: 
 
࢜ෝ ൌ
࢜
ݒ
                  ࢎ෡ ൌ
࢘ ר ࢜
ԡ࢘ ר ࢜ԡ
           ࢝ෝ ൌ ࢎ෡ ר ࢜ෝ 
 
 
   Vale la pena di notare che ࢘ e ࢜ sono il raggio vettore e il vettore 
velocità istantanei del satellite nel sistema di riferimento sinodico. 
   Se ߙ e ߚ sono i due angoli che individuano la direzione del vettore di 
spinta ࢛ෝॻ nel sistema di riferimento ݒݓ݄  appena descritto risulta: 
 
࢛ෝॻ࢜࢝ࢎ ൌ ሾܿ݋ݏߙܿ݋ݏߚ ݏ݁݊ߙܿ݋ݏߚ ݏ݁݊ߚሿࢀ 
 
   Poiché le equazioni del CRTBP sono espresse nel sistema di 
riferimento sinodico (con versori ଙ,ෝ ଚ̂, ࢑෡ ) è richiesta una matrice di 
rotazione R per trasformare la direzione del vettore di spinta (࢛ෝॻ࢜࢝ࢎ) : 
 
ࡾ ൌ ቎
ଙ̂ · ࢜ෝ ଙ̂ · ࢝ෝ ଙ̂ · ࢎ෡
ଚ̂ · ࢜ෝ ଚ̂ · ࢝ෝ ଚ̂ · ࢎ෡
࢑෡ ڄ ࢜ෝ ࢑෡ ڄ ࢝ෝ ࢑෡ · ࢎ෡
቏ 
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quindi: 
 
 
࢛ෝॻ࢏࢐࢑ ൌ ࡾ࢛ෝॻ࢜࢝ࢎ 
 
   Dunque, le componenti del vettore accelerazione di spinta nel sistema 
di riferimento sinodico sono:  
 
ܽॻ௫ ൌ ܽॻሺଙ̂ · ࢜ෝܿ݋ݏߙܿ݋ݏߚ ൅ ଙ̂ · ࢝ෝ ݏ݁݊ߙܿ݋ݏߚ ൅ ଙ̂ · ࢎ෡ ݏ݁݊ߚሻ 
 
ܽॻ௬ ൌ ܽॻሺଚ̂ · ࢜ෝܿ݋ݏߙܿ݋ݏߚ ൅ ଚ̂ · ࢝ෝ ݏ݁݊ߙܿ݋ݏߚ ൅ ଚ̂ · ࢎ෡ ݏ݁݊ߚሻ 
 
ܽॻ௭ ൌ ܽॻሺ࢑෡ · ࢜ෝܿ݋ݏߙܿ݋ݏߚ ൅ ࢑෡ · ࢝ෝ ݏ݁݊ߙܿ݋ݏߚ ൅ ࢑෡ · ࢎ෡ ݏ݁݊ߚሻ 
 
nelle quali ܽॻ è il modulo istantaneo del vettore accelerazione di spinta. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(B.4)
(B.5)
