[1] We investigated whether observed changes in seismicity rate following the 1992 Landers and 1995 Kobe earthquakes correspond with predictions from Coulomb stress transfer models. To quantify the relationship between Coulomb stress change and seismicity rate change, we compared spatial changes in observed seismicity rates to the modeled changes in Coulomb failure stress (DCFS) for the two subject earthquakes. We begin with the simplest and most common DCFS model, which assumes that regional stress orientations are uniform and the stress change is resolved on optimally oriented strike-slip planes. We then extended the DCFS models to include the more geophysically realistic assumptions of spatially varying regional stress orientations and optimally oriented planes in three dimensions. For all the tested DCFS models, we found that virtually everywhere seismicity rate changes could be resolved, the rate increased regardless of whether the DCFS theoretically promoted or inhibited failure and that we were not able to reliably resolve seismicity rate decreases. An improvement in the correlation between the sign of the DCFS and where rate increases occur when estimating the DCFS on optimally oriented planes in three dimensions rather than two dimensions is a consequence of using optimally oriented planes and the ability to primarily observe rate increases. The region of positive DCFS increases by allowing more degrees of freedom so the correlation with positive rate change appears to increase. The areas of highest seismicity rate following the main shock did not correlate with the sign or the magnitude of the DCFS. Rather, the areas most active after the main shock were also the most active before the main shock.
Introduction
[2] A primary goal of earthquake triggering studies such as this one is to develop the ability to predict where the next earthquake in a region will occur [Freed, 2005] . Steacy et al. [2005] point out the two main directions in the development of predictive tools based on Coulomb stress transfer: (1) change in probabilities of large earthquakes in a region [Parsons, 2005; Parsons et al., 2000; Stein et al., 1997; Toda et al., 2005 Toda et al., , 1998 ] and (2) almost real-time assessment of areas prone to off-rupture aftershocks [McCloskey et al., 2003; Steacy et al., 2005; Toda et al., 2005] , both of which have great societal importance. This work contributes to both of these directions. It addresses the first in that we are assessing whether areas show the increases or decreases in seismicity rate predicted by elastic Coulomb stress transfer as these changes in seismicity rate indicate the change in probability of large earthquakes according to the GutenbergRichter relationship. The work also contributes to the second direction of assessment of areas prone to off-rupture aftershocks in that if the changes in observed seismicity rate correlate with the changes in Coulomb failure stress (DCFS), this can allow for estimation of regions that will be more susceptible to triggered earthquakes following a given main shock.
[3] Shortly after the Joshua Tree -Landers -Big Bear earthquake sequence in 1992, researchers began doing studies of elastic Coulomb stress change in the area, or the change in Coulomb stress due to the static offset of the main shock, to explain the locations of aftershocks [King et al., 1994; Parsons et al., 2000; Stein, 1999] . These studies found aftershocks concentrated in zones with a positive change in elastic Coulomb failure stress, DCFS, and rare in zones where the change was negative consistent with simple elastic Coulomb failure stress theory [Reasenberg and Simpson, 1992; Stein, 1999; Stein et al., 1997; Toda et al., 1998] . A number of studies have attempted to quantitatively correlate the changes in observed seismicity rate following a moderate to large main shock and the calculated changes in Coulomb failure stress [Gross and Burgmann, 1998; Kilb et al., 2002; Lin and Stein, 2004; Ma et al., 2005; Marsan, 2003; Marsan and Nalbant, 2005; Ogata et al., 2003; Parsons, 2002; Reasenberg and Simpson, 1997; Steacy et al., 2004 Steacy et al., , 2005 Toda and Stein, 2003; Toda et al., 1998; Woessner et al., 2004; Wyss and Wiemer, 2000] .
[4] Of particular importance are the decreases in seismicity rates in areas of negative DCFS commonly referred to as stress shadows, which are only predicted by elastic Coulomb failure and not other triggering mechanisms, such as dynamic stresses. Such shadows were observed over broad regions following the M 7.9 1857 Fort Tejon earthquake in southern California and the M 7.8 1906 San Francisco earthquake [Harris and Simpson, 1996, 1998; Reasenberg and Matthews, 1988] . However, recent detailed analyses of seismicity rates in California had difficulty identifying stress shadows following the 1989 M W 7.0 Loma Prieta, 1992 M W 7. 3 Landers, 1994 M W 6.7 Northridge, and 1999 M W 7 .1 Hector Mine earthquakes [Felzer and Brodsky, 2005] . In this study we investigated whether observed changes in seismicity rates following the M L 7.4 1992 Landers and M W 6.9 1995 Kobe earthquakes correspond with predictions from elastic Coulomb stress transfer models.
[5] Breakdowns in the correlation between the seismicity rate changes and elastic Coulomb stress transfer at given length scales or timescales would indicate the need for incorporating more complicated time-dependent processes. In response to such observations, Coulomb stress transfer modeling has expanded beyond the simple elastic case to consider the time advance of major earthquakes by coupling of static DCFS with rate and state friction models [Stein, 1999; Toda et al., 1998 ], the time-dependent effects of viscoelastic flow in the lower crust and upper mantle [Freed, 2005; Freed and Lin, 2001; Pollitz and Sacks, 2002] , and poroelastic effects [Masterlark and Wang, 2002; Peltzer et al., 1998 ]. In addition to earthquakes triggered by changes in Coulomb stress due to the static offset of the main shock, dynamic stress changes from the passing of seismic waves are also a possible mechanism for triggering events both distantly [Freed, 2005; Gomberg et al., 2001; Hill et al., 1993] and in the near-field [Beroza and Zoback, 1993; Felzer and Brodsky, 2006; Freed, 2005; Gomberg et al., 2003; Kilb et al., 2000 Kilb et al., , 2002 . In this study we restrict our analysis to the changes in elastic Coulomb failure stress caused by the static offset of the Landers and Kobe main shocks, but we also comment on how these results fit in with hypotheses of dynamic triggering in the surrounding region.
[6] Most previous regional studies also have assumed optimally oriented strike-slip or dip-slip faults [King et al., 1994; Toda et al., 1998 ]. Steacy et al. [2005] considered optimally oriented planes in three dimensions based on the regional stress and the main shock stress tensors, and assumed that there was a causal relationship between the aftershocks and the change in Coulomb stress in an effort to determine the best method for computing Coulomb stress maps. We also consider optimally oriented planes in three dimensions but instead explore whether using this more complicated model can predict the distribution of seismicity rate changes following the Landers and Kobe earthquakes in an effort to test the predictions of elastic Coulomb failure stress models. Calculating DCFS on optimally oriented planes assumes that the crust has preexisting fractures in every orientation, and it is the fractures that are optimally oriented in the current stress field that will fail due to changes in the elastic Coulomb stress [King et al., 1994] . Additionally, previous studies of Coulomb stress change following moderate earthquakes have calculated DCFS assuming uniform regional background stress orientations [Freed and Lin, 2001; King et al., 1994; Pollitz and Sacks, 2002] . However, in complicated plate boundary regions where most large earthquakes occur, assuming regional heterogeneous background stresses may be more accurate. Zoback [2001b, 2006] used seismicity to invert for the orientation of the maximum horizontal stress, S Hmax , in southern California and southwestern Japan, respectively. While there is a resolvable mean orientation of S Hmax , variations are sufficiently large that they may impact the determination of optimally oriented planes for DCFS calculations.
[7] In this paper we extend the work of previous studies by adding two more physically realistic assumptions: (1) the change in Coulomb stress is calculated on optimally oriented planes in three dimensions and (2) the regional stress orientations are heterogeneous. We test whether incorporating these two assumptions more accurately predicts the observed changes in seismicity than the common assumptions of optimally oriented strike-slip two-dimensional planes and a regionally uniform stress field. This will help determine if more realistic and complicated models of elastic Coulomb stress more accurately predict changes in earthquake probabilities. We also show that when using models based on slip occurring on optimally oriented planes in three dimensions, the area of the region in which a positive DCFS is observed increases. Hence we will present an analysis that incorporates the comparison of the percentage of the region experiencing increases (or decreases) in DCFS to the correlation between seismicity rate increases and the modeled change in DCFS.
Study Areas
[8] The Landers earthquake in southern California and the Kobe earthquake in southwestern Japan provide ideal locations to study the effect of DCFS on seismicity rates. Both areas are monitored by a dense seismic network facilitating the detection of seismicity rates and thus earthquake probability, which is critical due to the high population densities of the regions.
[9] The M L 7.4 Landers earthquake occurred in the Mojave Desert section of the San Andreas Fault (SAF) system in southern California. This area is characterized by primarily NW striking right lateral faults subparallel to the SAF (Figure 1a) . Figures 2a and 2b show the seismicity before and after the Landers main shock.
[10] Kobe is located in southwestern Japan where the Philippine plate is subducting under the Eurasia plate. Kobe is inland from the subduction zone in an area composed principally of NE striking right-lateral, NW striking leftlateral, and north striking thrust faults (Figure 1b) . This region has great subduction events with repeat times of $100 years, and large strike-slip events with repeat times of $>1000 years [Toda et al., 1998 ]. On 17 January 1995 a M W 6.9 right-lateral strike-slip earthquake struck the Kobe region, the strongest to hit since 1923, causing extensive damage to the city of Kobe and leaving 5500 dead. The seismicity before and after the Kobe main shock is shown in Figures 2c and 2d. 3. Comparing the Seismicity Rate Change to the Change in CFS 3.1. Quantifying Changes in Seismicity Rate
[11] Before making a quantitative comparison of seismicity rate change and DCFS, we must define a metric that characterizes the change in seismicity rate and a method for defining measurement regions. In this study we use multiple methods and will show below that they yield similar results.
[12] Theb value, as described by Matthews and Reasenberg [1988] , is sensitive to changes in seismicity rate between two time periods in a given area. It is defined as
where n a and n b are the number of events in time periods a and b, t a and t b are the duration of the two time periods, Var is the variance and E(n a ) = r b t a represents the values of n a expected under the null hypothesis of stationary random occurrence. If the variance is represented as a binomial process, then Var(n a ) = n b t a . Positive and negative values of b indicate the seismicity rate increases and decreases, respectively. The z value is similar to the b value in that it also measures the significance of the rate change between two time periods [Habermann, 1987] . However, instead of normalizing the rate change by the variance, the z value relies on the mean and standard deviation of the rates of the two time periods, as follows:
where M is the mean seismicity rate in each of the two time periods, a and b, S is the standard deviation of the rate, and n is the number of earthquakes. The z value is calculated in the same way as in the ZMAP tools developed by M. Wyss, S. Wiemer, and R. Zúñiga for use with Matlab [Wiemer, 2001] . The seismicity for a given time period is binned by smaller subtime intervals and the mean and standard deviation are calculated from the frequency counts of this binned data. Because the standard deviation is in the denominator and is normalized by the number of events in the time period having few events in the time period drives the z value to progressively smaller numbers decreasing the significance of the rate change. A negative z value indicates an increase in seismicity while a positive z value indicates a decrease. The magnitude of b or z indicates the significance of the rate change based on a normal distribution. For example, a value of 1.64 is considered 90% significant for both b and z. In our analysis we considered only seismicity rate changes that are significant at the 1s level, which is with a b value or z value !±1, as too few regions experienced rate changes that were significant at the 2s level. This is primarily due to the low seismicity rates which make resolving rate changes, especially rate decreases, difficult and is the same significance level used by Kilb et al. [2002] . We use 1s to define a significant rate change in order to identify some rate decreases, but recognize that changes %1s are not reliably resolved.
[13] In addition to using the b and z values, we also directly compute the rate change by comparing the average rates before and after the main shock as was done by Toda et al. [1998] . Using this measure shows the same general results as the b and z values.
Grid
[14] To calculate the change in seismicity rate for two time periods in a given area, it is necessary to grid the seismicity in the region. We tested multiple gridding methods: a nearest-neighbor technique , a modified-quadtree technique Zoback, 2001a, 2001b] , and a uniform grid. All three produced similar results, so here we present the uniform grid, requiring a minimum number of events in each grid cell. We first specified the grid size to be 2 km per side, which is equal to the horizontal location error in the Southern California Seismic Network (SCSN) catalog for Landers and the Japan Meteorological Association (JMA) catalog for Kobe. The grid we created is two-dimensional, with all the earthquakes projected to a single depth plane. We restricted the maximum depth of events to 20 km for Landers and 30 km for Kobe to ensure that all the events were crustal and, for Kobe, to eliminate events related to the subduction of the Philippine Sea Plate. We used all events with M ! 2.0 for both Landers and Kobe, which is comparable to the magnitude of completion, M c , determined by Wiemer and Wyss [2000] .
[15] In our work, the entire region is gridded and only cells that have a minimum number of earthquakes over the entire time of the catalog are kept and rate changes calculated. In southern California we require a minimum of 20 earthquakes between 1984 and 2001 to define a grid cell; in the less seismically active area around Kobe we require a minimum of 10 earthquakes between 1985 and 2001 to define a grid cell. There is little difference between the number and distribution of grid cells if only 10 earthquakes are required for Landers. The requirement of a minimum of 20 earthquakes per cell increases the potential for observing statistically significant rate changes. Conversely, at Kobe, requiring 20 earthquakes per grid cell generated too few areas where seismicity rate changes could be resolved, so a lower number of earthquakes were required. If there are fewer than the minimum number of earthquakes, no grid cell is formed or rate change calculated. For each grid cell, where there at least 20 earthquakes (for Landers) or 10 earthquakes (for Kobe),we calculate the rate change for a specified time period. The only time we run into a problem is when there are no earthquakes in either the before or after period and there are enough in the other time period to define a rate change. These changes in seismicity rate are important, and should be included. However, whenever the number of earthquakes in a time period, n, is equal to zero there is a singular value in the denominator of the z value (for example) due to the normalization of the standard deviation by the number of events in the time period (equation (2)). To address this, we can convert the undefined ratio of the standard deviation normalized by the number of events to either 1 or 0 when there are no events in the time period to allow the calculation to proceed. As the singularity is driven by the number of events in the denominator being zero as opposed to changes in the standard deviation, making estimates of the regional variance does not solve the singularity problem. The choice of 1 or 0 to replace the singular ratio represent two end-members of what the singular ratio could be replaced by. We tested both of these end-member options and found that there is little difference in the results (see Figure S1 in the auxiliary material 1 ). We proceed by assigning the singular ratio in the denominator equal to 1 in these instances.
[16] For this study we calculated seismicity rates in various time periods beginning with the month after the main shock (the most active period of aftershocks) followed by 1-year intervals and finally by the entire time span in our catalogs after the Landers and Kobe earthquakes. The catalog used for Landers ends in 2001 at the time of the Hector Mine earthquake. The catalog for Kobe also ends in 2001 as that was the end of the available data. Background rates were defined by seismicity in the 8 to 10 years before the main shock; however, the results did not change significantly if we use only half of that time to define the background, indicating that the background seismicity rate is relatively stable over the entire premain shock period. The grids with the seismicity rate changes calculated using both the b and z values for Landers and Kobe appear in Figures  3b, 3c , 3e, and 3f.
[17] These rate changes are used in all comparisons to the various DCFS models. In all cases we are unable to reliably resolve seismicity rate decreases. We do not ignore the few occasions when rate decreases are observed, but focus our analysis on the rate increases and their correlation with DCFS. Studies performed by Wyss and Wiemer [2000] show that they were able to resolve areas of decreased seismicity in the same areas as the lobes of negative DCFS. The main difference between their technique and ours is that they use a nearest-neighbor gridding technique, which in areas of low seismicity causes the searched region around the node to increase in order to encompass enough data to calculate a rate change. While this gridding technique does allow for resolving areas of seismicity rate decrease in regions of low seismicity (which we are unable to do with the uniform grid cell size), it runs the risk of artificially imposing rate changes with no seismicity, because of the smoothing effects of the large overlapping circles allowing individual earthquakes to be used to calculate rate changes at multiple nodes. Wyss and Wiemer [2000] found that at $70% of the nodes the sign of the seismicity rate change matched the sign of the Coulomb stress change, and they were able to resolve decreases in seismicity rate. However, when we performed our quantitative statistical analysis using the same gridding technique (nearest-neighbor) and time periods as Wyss and Wiemer [2000] , we found that at $40 -70% of the nodes the sign of the seismicity rate change matched the sign of DCFS. While the nearestneighbor technique did allow seismicity rate decreases so be resolved, in many of these areas the seismicity is sufficiently low that the circle surrounding the node was so large as to include seismicity associated with a different DCFS. Marsan and Nalbant [2005] discuss the problems with using this method for gridding if the goal is to detect seismicity shadows and observe that a different procedure must be adopted in order to reliably detect shadows.
Calculating the Change in Coulomb Failure Stress
[18] The change in Coulomb failure stress is defined as
where t b is the shear stress on the failure plane oriented at b to the s 1 axis (positive in the direction of fault slip), s b is the normal stress (positive for compression), and m 0 is the effective coefficient of friction, which includes pore pressure effects [Harris, 1998; King et al., 1994] . The orientation of the failure plane, b, is determined by the combination of the regional background stress and the coseismic stress change from the main shock [King et al., 1994] . A positive DCFS indicates an increased tendency toward slip in the direction of interest (defined by the sign on t b ), whereas a negative DCFS indicates a reduction in the tendency to slip.
[19] In this study we used the program DLC written by R. Simpson [Parsons et al., 1999] , which is based on the subroutines of Okada [1992] for an elastic half-space, because it is more versatile than the commonly used Coulomb 2.6 software package [Toda et al., 1998 ] and allows for complicated and realistic models of regional stress. Using the slip model for the 28 June 1992 Landers earthquake determined by Wald and Heaton [1994] , we modeled the DCFS on optimally oriented strike-slip planes, assuming m 0 = 0.4 and a regional stress of N7°E ( Figure 3a ). These are the same parameters used by King et al. [1994] . Since the Joshua Tree and Big Bear earthquakes were close to the Landers event both temporally and spatially, the slip from these events is included in our calculations of DCFS. In addition, for a strike-slip main shock the calculations of DCFS do not vary much over depth, so DCFS was calculated on optimally oriented faults at 7.5 km depth (the middle of the seismogenic zone). In Figure 3a note that as pointed out by King et al. [1994] , the aftershocks appear to be concentrated in areas where DCFS is positive (red) and absent where DCFS is negative (blue).
[20] Figure 3d shows the DCFS model for the Kobe main shock using the Wald [1996] slip model on optimally oriented strike-slip planes, assuming m 0 = 0.4 and a regional stress orientation of N90E, the same parameters as used by Toda et al. [1998] . We resolved the change in stress on planes at a depth of 10 km (the center of the crustal seismogenic zone), as since the main shock was predominately strike-slip the DCFS does not vary much with depth. While the correlation between DCFS and seismicity is not as clear as for Landers, Toda et al. [1998] performed statistical tests and claimed that Coulomb stress transfer is able to explain the spatial distribution of aftershocks following the Kobe earthquake.
Quantitative Comparison of Changes in DCFS and in Seismicity Rate
[21] Although visual comparison of the changes in seismicity rate to the calculated DCFS shown in Figures 3a and 3d appear to be qualitatively comparable, for each location where we calculated DCFS, we can quantitatively test whether the seismicity rate change has the same sign. We compared these two values by plotting them against each other, with the CFS on the x axis and seismicity rate change on the y axis (we will refer to these plots as ''quad plots'') [Reasenberg and Simpson, 1992] . For example, if a grid cell that had an increase in seismicity rate is located in an area of increased DCFS, then it would plot in the upper right quadrant, and a grid cell with a decrease in seismicity rate located in an area of decreased DCFS will plot in the lower left quadrant. Thus, if the changes in seismicity rate perfectly followed what elastic Coulomb stress transfer theory predicts, all the points would be in the upper right and lower left quadrants. At this point we are only interested in whether increases in seismicity rate correspond to increases in CFS, or vice versa, and not any linear relationship between the magnitude of CFS and rate change.
[22] The quad plot method of comparing changes in seismicity rate and DCFS is similar to comparing the percentage of events consistent with triggering [Hardebeck et al., 1998; Kilb et al., 2002] and using the correlation coefficient between areas of stress increase and seismicity [Steacy et al., 2005 ] but offers some advantages over both of these methods. We chose the quad plot method because, in addition to finding what percentage of grid cells are consistent with triggering, it provides insight into both the potential relationship between the magnitude of Coulomb stress change required for triggering (or suppression) and any direct relationship between the magnitude of Coulomb stress change and the magnitude of the seismicity rate change. In addition, the quad plots do not restrict us to identifying areas simply consistent with triggering (increases in seismicity and in DCFS) but allow us to consider stress shadows (the correlation coefficient used by Steacy et al. [2005] does not).
[23] For all the quad plots we restricted the analysis to regions with values of DCFS between ±5 bars, which effectively eliminates the area within $15 km of the rupture where details in slip distribution can have a large effect on the DCFS calculation, similar to the work by Toda et al. [1998] . Previous studies that used this technique to compare seismicity rate change and DCFS used the c 2 statistic with a fourfold table [Reasenberg and Simpson, 1997; Toda et al., 1998 ]; however, since we are unable to resolve seismicity rate decreases in many cases, there are quadrants with no data points in them (Figures 4, 5, and 6) making the c 2 statistic inappropriate. Instead, we simply calculate the percentage of points in each quadrant.
Simple DCFS Model: Optimally Oriented Strike-Slip Planes and a Uniform Regional Stress Orientation
[24] We first tested the models of DCFS shown in Figures 3a and 3d to see how accurately they predicted the observed changes in seismicity rate change. These models have the same parameters as the models published by King et al. [1994] for Landers and Toda et al. [1998] for Kobe. These studies concluded that the DCFS accurately predicts the location of aftershocks. As Freed [2005] points out, it can be difficult to resolve seismicity rate decreases because they need to occur in an area of active seismicity before the main shock (if there are few earthquakes in a region before the main shock, we cannot resolve any decreases in seismicity rate). However, in our study, there are still a large number of grid cells in areas of negative DCFS and thus we can examine the extent to which rate increases occur where Coulomb stress transfer theory predicts there should be decreases in seismicity rate.
[25] With the uniform grid, large portions of the study areas for both Landers and Kobe do not have sufficient seismicity to either define a grid cell or to calculate a significant change in seismicity rate. This is similar to what was observed by both Kilb et al. [2002] and Toda et al. [2005] for Landers and by Toda et al. [1998] for Kobe. The simplest explanations for this observation are that the change in Coulomb stress was not large enough to induce a change in seismicity rate, or that the background rate was too low to detect a change. However, there appears to be no correlation between the magnitude of DCFS and observed seismicity rate changes (Figures 4 and 5) . Toda et al. [2005] also noticed this lack of correlation between DCFS magnitude and seismicity rate changes and argued that only areas that have high background seismicity will respond to changes in the Coulomb stress, regardless of magnitude. If there is no correlation between the magnitude of stress change and seismicity rate changes, it implies that the areas with no rate changes either have faults that are too far from failure to be triggered by the perturbed stress state (i.e., locked), no faults, or low ambient loading rates so that the background rate is too low to detect a change. We will focus the rest of our work on the regions that have sufficient Figure 3 . (a) Elastic Coulomb stress change from Landers earthquake using rupture model of Wald and Heaton [1994] on optimally oriented strike-slip planes assuming a uniform regional stress orientation of N7°E. Warm colors indicate an increase in CFS; cool colors indicate a decrease. Yellow stars indicate the epicenters of the Joshua Tree, Landers, and Big Bear earthquakes. SAF, San Andreas Fault; GF, Garlock Fault. (b) Seismicity rate change following Landers earthquake using the z value. Grid cells defined using seismicity from 1984 to 2000. Background rate is determined by 1984-1992 compared to 1992.6 -1993.6 . (c) Seismicity rate change following Landers earthquake using the b value. (d) Elastic Coulomb Stress change from the Kobe earthquake using rupture model of Wald [1996] on optimally oriented strike-slip planes assuming a uniform regional stress orientation of N90°E. Warm colors indicate an increase in CFS; cool colors indicate a decrease. Yellow star indicates the epicenter of the Kobe earthquake. K, Kobe; AI, Awaji Island. (e) Seismicity rate change following the Kobe earthquake using z value. Grid cells defined using seismicity from 1985 to 2001. Background rate determined by 1985-1994.9 compared to 1995-1996 . (f) Seismicity rate change following the Kobe earthquake using b value. seismicity to resolve rate changes to test the static stress triggering hypothesis.
[26] Figures 4 and 5 show the quad plots of z values versus DCFS for all time periods calculated. For the remainder of the paper we will show only the quad plot for the first year, which begins 1 month after the main shock. This is because when the first month of seismicity following the main shock is included the increases in seismicity rate observed are strongly influenced by the very high seismicity rates over the entire region immediately following the main shock due possibly to dynamic stresses which radiate in all directions form the main shock. In addition, it is in this time period when the catalog becomes saturated and one needs to be concerned with a change in the magnitude of completion. We begin the first year's analysis following the first month after the main shock because it is long enough after the main shock that changes in the magnitude of completion should not affect the calculations and stress shadows (if present) can be resolved [Marsan, 2003; Marsan and Nalbant, 2005] and it is a short enough time after the main shock that nonelastic effects such as viscoelastic flow of the lower crust and upper mantle should have very little to no effect. By considering the first month following the main shock separately we do omit the largest seismicity rate change signal from the first year of data; however, the first month of activity dominates the changes in seismicity rate for the first year and decreases the possibility of observing any seismicity rate decreases. We did test various time lengths following the main shock to optimize the detection of seismicity rate changes including shadows and found that after the first month following the main shock, there is little change in the correlation between seismicity rate and DCFS. Also, during the time period considered the seismicity rates are still high enough to resolve significant rate changes if present. In the years following the main shock, the distribution of points in the various quadrants of the plot is not significantly different from what could be expected for a random distribution of earthquakes in time for a catalog with no large earthquake. Part of what is contributing to this decrease in being able to resolve significant rate changes is that the z and b values are inaccurate measures when there are too few earthquakes [Marsan and Nalbant, 2005] .
[27] However, if we quantify the rate change as simply R/r, where R is the mean rate after the main shock and r is the mean rate before [Toda et al., 1998 ], and create the quad plots, the distributions are very similar to those seen in the first year for all the time periods. Quad plots using this metric are shown for Landers as an example in Figure 6 . Figure 7 shows the quad plots using the R/r metric for a random catalog. This catalog was created by randomizing the seismicity in the Landers region between 1982 and 1999 in time while maintaining the spatial distribution and calculating the rate change for the same time periods as in the Figure 6 . The overall distribution of points in the quadrants is not significantly different than the data (a result of maintaining the spatial distribution of events); however, the magnitude of the seismicity rate change in the random catalog is substantially lower. For the random catalog the rate changes fluctuate around zero, whereas there are substantial rate increases following the main shock in the data indicating that there are more earthquakes following the main shock compared to a random catalog.
[28] Figure 8 and Table 1 show the results of comparing the seismicity rate change for the first year following the Landers and Kobe main shocks using both the z and b value to characterize seismicity rate changes to the calculated DCFS for the simple model of optimally oriented strike-slip planes with a uniform regional stress orientation. While anywhere from 43 to 62% of the cells show an increase in seismicity rate when DCFS is positive, as Coulomb theory predicts, 29-57% of the cells show an increase in seismicity associated with a decrease in DCFS. Less than 10% of the cells for Landers show a decrease in seismicity rate, and no cells for Kobe show a decrease in seismicity rate, despite having sufficient seismicity in areas of negative DCFS to define significant changes in seismicity rate. At Kobe much of the area of increased seismicity associated with negative DCFS is dominated by the cluster of seismicity south of the Kobe rupture on the Kii Peninsula (Figures 3e and 3f) , which is an area typified by thrust faulting, thus optimally oriented strike-slip planes are likely not accurately modeling the planes that are active. This may account of the large percentage of cells showing an increase in seismicity rate associated with a negative DCFS and provides strong motivation to incorporate optimally oriented planes in three dimensions and regionally heterogeneous stress orientations.
[29] Overall, we found that the ''standard'' model of elastic DCFS is generally unable to fit the observed changes in seismicity rate. At Landers, where significant rate changes can be resolved, $60-70% of grid cells show an increase in seismicity associated with positive DCFS, less than 10% show a decrease in rate associated with negative DCFS, and 30-40% (depends on z or b value) show an increase in seismicity rate associated with negative DCFS. At Kobe the results are even more dramatic as seismicity rate decreases are never resolved and there are more seismicity rate increases in areas of decreased DCFS than increased DCFS. These observations led us to consider slightly more complicated DCFS models in order to test whether these changes could improve the fit of the observed rate changes to the models. Since we are unable to resolve seismicity rate decreases with confidence and over 90% of the grid cells with significant rate changes were showing increases in seismicity rate, we will focus on the seismicity rate increases in the comparison of the more complicated DCFS models to the seismicity rate changes in the following sections. Furthermore, since the quad plots using the z value and the b value are similar, for the remaining models in this paper we only present results using the z value.
Extending the Simple Coulomb Failure Stress Models
[30] In regions such as Landers and Kobe, where the stress state is strike-slip/thrust, the planes failing are both vertical and dipping. By considering optimally oriented planes in three dimensions, the portion of the region experiencing a positive DCFS may increase. This is because the areas that are modeled to have a positive DCFS for the optimally oriented strike-slip case will remain the optimally oriented planes, and thus retain the positive DCFS. However, in areas where the DCFS was negative in the strike-slip case the optimally oriented plane in three dimensions may be a dipslip plane that is modeled to experience an increase in DCFS. Figure 6 . Quad plots for Landers defining seismicity rate changes as the ratio of the average rates before and after the main shock as described by Toda et al. [1998] . R is the average seismicity rate after the main shock, and r is the average seismicity rate before the main shock. The quad plots using this metric for representing seismicity rate change give the same results as the quad plots using the z value and b value for both Landers and Kobe. 
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By increasing the percentage of the area experiencing a positive DCFS the observed seismicity may better fit the elastic DCFS. There is always the concern that by using optimally oriented planes a bias in the distribution of DCFS toward positive values is introduced. This would be of greater concern in our study if there were significant regions of decreased seismicity rate in areas of increased DCFS and the optimally oriented planes were different than the average mechanism of the events. In both our study areas neither of these cases is present, so any bias introduced due to optimally oriented planes does not change the general observations and conclusions of this study.
[31] Next, we consider heterogeneous background regional stress orientations and calculated the DCFS on both optimally oriented vertical strike-slip planes and optimally oriented planes in three dimensions. In sections 5.1 -5.3 we describe . Quad plots for Landers using a randomized seismicity catalog and defining seismicity rate changes as the ratio of the average rates before and after the main shock as described by Toda et al. [1998] . R is the average seismicity rate after the main shock and r is the average rate before the main shock. The seismicity catalog from 1982 to 1999 is randomized in time while maintaining the spatial distribution of events, and seismicity rate changes are calculated using the same time intervals as in Figure 6 . While the overall distribution of points in the quad plot is similar for the random catalog compared to the data, the magnitude of the rate changes is substantially smaller for the random catalog. the motivation behind these additions to the DCFS models, discuss the methods, and finally present the results of the comparisons of the new models to the observed changes in seismicity rates.
Optimally Oriented Planes in Three Dimensions With Regionally Uniform Stress Orientations
[32] Geologic, seismologic, and stress indicators show that the Landers and Kobe regions are in a strike-slip/thrust faulting regime. At Landers the majority of focal mechanisms are strike slip, but a significant percentage of the mechanisms are thrust, and there is even the occasional normal mechanism. The strike-slip and thrust mechanisms are distributed throughout the region while the normal mechanisms are concentrated in two localized clusters, one near Cajon Pass, where Zoback and Healy [1992] and Weldon and Springer [1988] discuss localized normal faulting, and the other is near the Garlock fault in the northern part of the region. The study of Kobe by Toda et al. [1998] used optimally oriented strike-slip planes for most of the region, but optimally oriented dip-slip planes on the Kii peninsula south of Kobe, which has a cluster of persistent seismicity (Figures 2c, 2d and 3d) . However, while this cluster of seismicity is characterized by diverse mechanisms, it is not the only part of the Kobe region to have dip-slip mechanisms. The variety of focal mechanisms present in both the Landers and the Kobe regions indicates that the assumption of optimally oriented strike-slip planes is not valid. Thus we allow the DLC program to choose optimal planes in three dimensions, which allows for both strike-slip and dip-slip motion on optimally oriented planes in the region and removes the human element of choosing different optimally oriented planes for various regions.
[33] In general, to calculate DCFS on optimally oriented planes in three dimensions, it is necessary to know f, the ratio of the difference between the intermediate (S 2 ) and minimum (S 3 ) principal stress magnitudes to the differential stress, in order to define the rake of the slip vector on the optimally oriented planes. This ratio is defined by Angelier [1989] as
We can still correctly calculate the sign of the CFS change (but not the magnitude) without incorporating f into the DCFS calculation, assuming that the region is uniaxial compressive (which is valid for a strike-slip/thrust regime, as S Hmax > S v ! S hmin ). This is useful because we are considering regions that are in a strike-slip/thrust faulting regime, and are only interested in whether increases in seismicity rate correlate with increases in DCFS.
[34] Figures 9a and 9c illustrate DCFS resolved on optimal planes in three dimensions in a uniform stress field. The most significant change from previous models ( Figures  3a and 3d) is that the regions of positive DCFS have expanded to include much of the area surrounding the rupture, practically eliminating the off-fault areas of negative DCFS. The three dimensional (3-D) optimally oriented planes for Landers do not change in most places, except in some of the off-fault lobes where they become dip slip. This change in optimally oriented planes is what contributes to the region experiencing primarily positive DCFS. The areas modeled to have dip-slip optimally oriented planes better capture the thrust and normal mechanisms observed in the Los Angeles (LA) basin and near Cajon Pass, respectively. For Kobe, the 3-D approach adds dip-slip planes primarily to the south of the main shock rupture, which more accurately captures the area of high seismicity on the Kii Peninsula where dip-slip mechanisms are common. This observation is apparent in the quantitative comparison of DCFS with the observed seismicity rate changes, as shown in Figures 9b and 9d . For Landers, for the cells that show a significant seismicity rate change, 72% show an increase in seismicity associated with an increase in CFS, and 17% show an increase in seismicity rate associated with a decrease in CFS. For Kobe, of the cells that show a significant rate change, 93% show an increase in seismicity and CFS, while only 7% show an increase in seismicity rate associated with a decrease in CFS. This appears to be a significant improvement over the correlations seen with the DCFS model for optimally oriented strike-slip planes. However, as we will show, the relationship between the improved apparent fit and the increase in the percentage of the region experiencing an increase in CFS is important.
Varying the Regional Stress Field
[35] All previous studies of Coulomb stress change after an earthquake assumed a uniform regional background stress orientation [Freed and Lin, 2001; King et al., 1994; Pollitz and Sacks, 2002] . Townend and Zoback [2001b] , similar to Hardebeck and Hauksson [2001] , used seismicity and a recursive gridding algorithm to invert focal mechanisms to determine the orientation of S Hmax (the maximum horizontal stress) in Southern California. While the overall maximum horizontal stress direction is NE -SW, as is assumed in regionally uniform models, upon close inspection the stress field varies through the region. Townend and Zoback [2001b] found that the orientation of S Hmax is approximately N30°E in the eastern Mojave and almost Also shown in Figure 8 . DCFS > 0 indicates areas with an increased tendency to slip, while DCFS < 0 are less likely to slip. ISR, increased seismicity rate; DSR, decreased seismicity rate. The results using the z and b value are qualitatively the same, so we use only the z value for the remainder of the paper.
due north in the western Mojave and LA basin (Figure 10a ). This rotation of S Hmax encompasses the region affected by the Landers earthquake.
[36] The orientation of S Hmax in the Kobe region is generally east -west [Townend and Zoback, 2006; Tsukahara and Kobayashi, 1991] . While the S Hmax orientation in this area has been noted previously, Townend and Zoback's [2006] study was the first to use a consolidated earthquake catalog of events derived from the Japan Meteorological Agency (JMA) catalog, the Japan University Network Earthquake Catalog (JUNEC), and the National Research Institute for Earth Science and Disaster Prevention's Kanto -Tokai Network Catalog (KTK). This improved catalog, together with the nonhierarchical clustering algorithm (similar to the recursive gridding algorithm), allowed Townend and Zoback [2006] to resolve more accurately the variations in S Hmax orientation throughout Japan. Although the orientation of S Hmax in the Kobe region is predominately east -west, there are variations in the absolute orientation (Figure 10b ) along the Kii Peninsula south of Kobe, an area which shows increases in seismicity following the Kobe main shock despite being in a region of CFS decrease (Figures 2 and 9c) .
[37] In order to use the stress orientations determined by Zoback [2001b, 2006] in our CFS modeling, we employed the stress extrapolation method of Hansen and Mount [1990] to extrapolate these S Hmax orientations over the entire region of interest. This method is a two-step process that first calculates an estimate of the true stress field (from existing data), and then distance weighting to extrapolate stress orientations to locations where stress data are unavailable. The user emphasizes either smoothness in the extrapolated field or fidelity to the data by varying how the objective function is maximized. Since we were inter- Figure 9 . (a) Elastic Coulomb stress changes from the Landers earthquake using rupture model of Wald and Heaton [1994] on optimally oriented planes in three dimensions assuming a uniform regional stress orientation of N7°E. (b) Quad plot for Landers using the z value to quantify the seismicity rate change for year 1. (c) Elastic Coulomb stress changes from the Kobe earthquake using rupture model of Wald [1996] on optimally oriented planes in three dimensions assuming a uniform regional stress orientation of N90°E. (d) Quad plot for Kobe using the z value to quantify the seismicity rate change for year one. ested in variations in the regional stress orientations and wanted the extrapolated field to correspond closely to the observed stress orientations, we required the objective function to emphasize fidelity. The resulting regional stress field, which is spatially heterogeneous, was used as input for the DCFS models.
[38] Figure 11 presents the results of including the heterogeneous regional stress orientations in the calculations of DCFS caused by the Landers and Kobe earthquakes for both optimally oriented strike-slip planes and optimally oriented planes in three dimensions. Comparing Figure 11 to Figures 3a, 3d, and 9c shows that varying the stress orientation does affect the DCFS model, although the effect is small. When we quantitatively compared the new models of DCFS to the observed changes in seismicity rate, there was a slight improvement in the fit of the model to the observed seismicity rate changes (Figure 12 ). For Landers, assuming optimally oriented strike-slip planes, the percentage of grid cells that showed an increase in seismicity rate and CFS increased from 62% to 69% (Figures 8a and 12a) . The percentage of grid cells with increases in both seismicity rate and CFS went from 73% to 78% when we considered optimally oriented planes in three dimensions (Figures 9b  and 12b ). For Kobe the fit of the DCFS to the observed seismicity rate changes did not change when we included the heterogeneous regional stress orientations (Figures 8c, 9d , 12c, and 12d). However, even with this best fitting model for both Landers and Kobe, 7% of grid cells for Kobe and 13% for Landers show an increase in seismicity rate despite a decrease in CFS.
Relationship Between CFS Models and Apparent Fit
[39] While the more complicated models of DCFS appear to fit the observed changes in seismicity rate well, the apparent fit is related to the increase in the percentage of the region that is experiencing an increase in DCFS (Table 2) . To show this, we plotted the percentage of points in the upper quadrants of the quad plots versus the percentage of the region modeled to have increases (circles) and decreases (squares) in DCFS. We did this for each of the four DCFS models where there was a significant rate change ( Figure 13 ). The linear trend of the points with an approximate slope of one indicates that for both Landers and Kobe, the apparent improvements in the fit of the DCFS models to the observed changes in seismicity rate change is simply the result of increasing the proportion of the region modeled to have a positive DCFS. The percentage of points in each quadrant of the quad plot essentially only tells what percentage of the region is experiencing positive or negative DCFS. As primarily seismicity rate increases are observed, despite the sign of DCFS, the percentage of points in a given quadrant of the quad plots is simply illustrating the percentage of the region experiencing a positive or negative DCFS for each of the various models.
Seismicity Rate Evolution
[40] Using the heterogeneous regional stress and optimally oriented planes in three dimensions (the ''best fitting'' model) for both Landers and Kobe, we then examined the number of events for 1 year before (gray bars) and 1 year after (black bars) the main shock in grid cells with increases and decreases in CFS after filtering out near field values. Figures 14a and 14b show that while only seismicity increases are observed, seismicity rates are higher after the main shock in areas of DCFS increase. This observation holds for all of the DCFS models and time intervals tested, and the implications will be discussed in section 6.
Discussion
[41] The detailed quantitative comparisons of changes in CFS and changes in seismicity rate as a result of the Landers Figure 10 . Orientations of S Hmax determined by Zoback [2001b, 2006] from focal mechanism inversions. These orientations were extrapolated in order to calculate the change in CFS assuming heterogeneous regional stress orientations. (a) Landers region. The orientation of S Hmax rotates from almost north -south in the southern to northeast -southwest in the northeast. (b) Kobe region. S Hmax orientations are predominately east -west except for on the Kii Peninsula south of Kobe where there is significant rotation.
and Kobe earthquakes indicate that decreases in seismicity rate are difficult to observe. Rather, all we can measure are increases in seismicity rate everywhere, regardless of the sign or magnitude of DCFS. Even areas with high background seismicity rates, where decreases might be observable, have still higher seismicity rates following the main shock. This agrees with observations made by Toda et al. [2005] following the Landers and Hector Mine earthquakes. They argue that an increase in seismicity rate in areas of ongoing seismicity is consistent with predictions based on rate-and-state friction. However, the converse was almost never observed in their study.
[42] Our ability to primarily resolve seismicity rate increases agrees with the observations by Kilb et al. [2002] . They conclude that while the pattern of seismicity rate increases agrees with both the static DCFS and dynamic DCFS(t) models, the observed asymmetry of the triggered seismicity fits the dynamic model better. Kilb et al. [2002] argue that this implies that dynamic stresses can be as effective as static stresses in triggering seismicity even long after the seismic waves have passed. For all the tested models we observe that seismicity rate increases regardless of the value of DCFS, but increases more in areas of positive DCFS (e.g., Figure 14 ). These observations suggest that both dynamic stress changes, which would increase seismicity everywhere, and static stress changes, which should have stress shadows, may be triggering seismicity after the Landers and Kobe events. This may explain why the increase in seismicity in areas of positive DCFS is larger than the increase in areas of negative DCFS. In regions of positive DCFS the seismicity rate would be responding to both the increases in static Coulomb stress offset and dynamic stresses from the passing of the seismic waves, while in regions of negative DCFS the increases in seismicity should only be due to the dynamic Figure 11 . (a) Elastic Coulomb stress changes from Landers earthquake using rupture model of Wald and Heaton [1994] on optimally oriented strike-slip planes using the heterogeneous regional stress orientations extrapolated from Townend and Zoback [2001b] . (b) Elastic Coulomb stress changes from Landers earthquake using rupture model of Wald and Heaton [1994] on optimally oriented planes in three dimensions using the heterogeneous regional stress orientations. (c) Elastic Coulomb stress changes from the Kobe earthquake using rupture model of Wald [1996] on optimally oriented strike-slip planes using the heterogeneous regional stress orientations extrapolated from Townend and Zoback [2006] . (d) Elastic Coulomb stress changes from the Kobe earthquake using rupture model of Wald [1996] on optimally oriented planes in three dimensions using the heterogeneous regional stress orientations [see also Townend and Zoback, 2001b] . stresses, and some of this may be offset by the decreases in static DCFS.
[43] This observation of seismicity rates increasing regardless of the value of DCFS is contrary to what has been argued by numerous other researchers [Harris and Simpson, 1996, 1998; King et al., 1994; Ma et al., 2005; Simpson, 1992, 1997; Toda and Stein, 2003; Toda et al., 1998; Woessner et al., 2004; Wyss and These results are also shown graphically in Figure 13 . DCFS > 0 indicates areas with an increased tendency to slip, while DCFS < 0 are less likely to slip. ISR, increased seismicity rate; DSR, decreased seismicity rate. . We explore possible reasons for the contradictions between some of these studies and our results here. When we use the same gridding technique and time periods as Wyss and Wiemer [2000] for Landers, while the quad plots indicate decreases in seismicity rate are able to be resolved, there remain a significant number of nodes that experience an increase in seismicity rate despite a decrease in DCFS. The reason that decreases in seismicity rate are able to be resolved with the nearest-neighbor technique is because in areas of low seismicity the sampling circle around the node must be sufficiently large to sample enough earthquakes that many of these events are responding to different DCFS than that observed at the node or are sampling many widespread areas that are experiencing changes in rate that are not significant. While this does indicate that seismicity rate decreases are resolvable when the sampling area sufficiently large, it does not allow for determining if the observed rate changes correlate with changes in elastic DCFS as the large sample area covers areas of different values of DCFS. The techniques used by Toda et al. [1998] to quantitatively compare seismicity rate changes and DCFS following Kobe presents the comparison in such a way as to emphasize the positive correlation between the increases in both seismicity rate and positive Figure 13 . Comparison of the percentage of points in the upper quadrants of the quad plot (seismicity rate increase) versus the percentage of the region experiencing an increase or decrease in CFS for (a) Landers and (b) Kobe. Circles represent regions experiencing an increase in CFS, while the squares represent the regions experiencing a decrease in CFS. The linear relationship indicates that the percentage of points that ''fit'' the elastic Coulomb stress model of an increase in seismicity associated with an increase in CFS are simply reflecting the proportion of the region modeled to experience an increase in CFS. Figure 14 . (a) Number of events in grid cells with a given value of DCFS for the year before and after the Landers main shock. Light gray bars are the year before, and dark gray bars are the year after the main shock. The number of events is greater in the year after the main shock compared to the year before regardless of the value of DCFS, but the increase in events is larger in grid cells with a positive DCFS. (b) Number of events in grid cells with a given value of DCFS for the year before and after the Kobe main shock. Light gray bars are the year before, and dark gray bars are the year after the main shock. The number of events is greater in the year after the main shock compared to the year before regardless of the value of DCFS, but the increase in events is larger in grid cells with a positive DCFS.
DCFS while deemphasizing the regions of negative DCFS and decreases in seismicity rate. Finally, many of the studies done for other earthquakes were either calculating the change in stress directly on known structures Simpson, 1992, 1997] , looking at earthquake couplets [Toda and Stein, 2003; Woessner et al., 2004] , looking at very large earthquakes like the 1906 San Francisco and 1857 Fort Tejon earthquakes with ruptures of hundreds of kilometers [Harris and Simpson, 1996, 1998 ], or examining thrust main shocks which change the Coulomb stress in the crust very differently than large strike-slip events [Ma et al., 2005] .
[44] The remaining major question related to the inability to resolve seismicity rate decreases following Landers and Kobe is whether the gridding technique or the time intervals used permit the resolution of seismicity rate decreases. Marsan [2003] and Marsan and Nalbant [2005] note that parameters used to estimate seismicity rate changes are biased toward positive rate changes, particularly on short timescales. They determine that there should be at least 100 days of data to resolve decreases in seismicity rate. The short time period explains why we are unable to resolve seismicity rate decreases in the first month following the Landers and Kobe main shocks, but not why using a year or more of data we are still unable to resolve rate decreases. Ma et al. [2005] observed that shadows following the ChiChi earthquake did not appear until 3 months after the main shock. We also tested this time interval, instead of simply 1 month following the main shock, but saw no difference in the changes in the correlation between seismicity rate and DCFS. To test if shadows are even detectable for the grid and time intervals, we created synthetic seismicity catalogs by running Monte Carlo simulations while decreasing or increasing the background seismicity rate in each grid cell by 10%, 50% and 90% and calculating the z and b values. We find using the uniform grid that the resolution of detecting increases and decreases in seismicity rate are approximately equal, though it is difficult to resolve either at both the 1s and 2s levels. The only way that we are able to resolve any significant rate decreases with real data is using the nearest-neighbor technique, whose limitations we have already addressed. If it were simply necessary to sample a larger area in regions of low seismicity to resolve rate decreases, the recursive gridding algorithm should have resolved the rate decreases seen with the nearest-neighbor technique. That there were no seismicity rate decreases resolved using the recursive gridding algorithm implies that it is not simply the optimal grid that is preventing the resolution of rate decreases.
Conclusions
[45] Triggering of earthquakes by changes in elastic Coulomb stresses predicts that seismicity rates should increase in areas of positive DCFS and decrease in areas of negative DCFS. To test this prediction, we quantitatively compared various models of DCFS from the Landers and Kobe earthquakes to long-term changes in seismicity rates following both events. While all the DCFS models appear to show positive DCFS with increased seismicity rate changes in >50% of the area for which rate changes could be measured, this is only because we measured rate increases almost everywhere and most of the region experiences an increase in CFS. Since we are unable to measure a statistically significant decrease in seismicity rate, we are unable to verify or reject elastic Coulomb stress transfer as a triggering mechanism over other mechanisms, such as dynamic triggering. Also, as the complexity of the static DCFS models increased they appeared to better predict the locations of the observed increases in seismicity rate, but we found that this increase in correlation was simply reflecting the percentage of the region subject to positive values of DCFS.
[46] Examination of the number of events in the year before and after the main shock relative to the sign of DCFS showed that only seismicity increases were measured following the main shock, and more so in areas of increased CFS. Areas of increased CFS have higher seismicity rates than areas of decreased CFS both before and after the main shock. The observation that seismicity rate is highest after the main shock where it was high before the main shock leads us to conclude that earthquake triggering, whether by static or dynamic stresses, is concentrated in critically stressed regions of the crust that were failing before the main shock, which explains why very small changes in stress are all that are needed to trigger additional seismicity. However, that we were unable to resolve decreases in seismicity rates even in areas of negative DCFS indicates that dynamic stresses remain a possible mechanism for triggering earthquakes. We thus conclude that everywhere seismicity rates could be resolved, rate increases following the Landers and Kobe earthquakes and did not reflect changes in elastic Coulomb stress.
