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Abstract
A function f :V →{−1; 1} de+ned on the vertices of a graph G=(V; E) is a signed
2-independence function if the sum of its function values over any closed neighbourhood is
at most one. That is, for every v∈V , f(N [v])6 1, where N [v] consists of v and every ver-
tex adjacent to v. The weight of a signed 2-independence function is f(V )=
∑
f(v), over all
vertices v∈V . The signed 2-independence number of a graph G, denoted 2s (G), equals the
maximum weight of a signed 2-independence function of G. In this paper, we establish upper
bounds for 2s (G) in terms of the order and size of the graph, and we characterize the graphs
attaining these bounds. For a tree T , upper and lower bounds for 2s (T ) are established and the
extremal graphs characterized. It is shown that 2s (G) can be arbitrarily large negative even for
a cubic graph G. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Domination and its variations in graphs are now well studied. The literature on this
subject has been surveyed and detailed in the two books by Haynes et al. [7,8].
Let G=(V; E) be a graph and let S ⊆ V . The set S is a dominating set of G if
every vertex in V − S is adjacent to a vertex of S. The domination number (G) is
the minimum cardinality of a dominating set of G.
In this paper, we study the concept of the signed 2-independence number of a
graph which was recently introduced by Zelinka [13] as a certain dual to the signed
domination number of a graph.
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For notation and graph theory terminology we in general follow [1]. Speci+cally,
let G=(V; E) be a graph with vertex set V of order n and edge set E of size q, and
let v be a vertex in V . The open neighbourhood of v is N (v)= {u∈V | uv∈E} and
the closed neighbourhood of v is N [v] = {v} ∪ N (v). The subgraph of G induced by
the vertices in S is denoted by 〈S〉. The minimum degree among the vertices of G is
denoted by (G). An end-vertex is a vertex of degree one, while a support vertex is a
vertex which is adjacent to an end-vertex. An end-vertex of a tree is also called a leaf.
The diameter, diamG, of G is the maximum distance between two vertices of G. For
a subset A ⊆ V and a vertex v∈V , we de+ne deg(v; A) to be the number of vertices
in A that are adjacent with v. In particular, deg(v; V )= deg v, where deg v denotes the
degree of v in G.
Let f :V → {−1; 1} be a function which assigns to each vertex of a graph G=(V; E)
an element of the set {−1; 1}. The weight of f is w(f)=∑v∈V f(v), and for S ⊆ V
we de+ne f(S)=
∑
v∈S f(v), so w(f)=f(V ). For a vertex v in V , we denote f(N [v])
by f[v] for notational convenience. The function f is de+ned in [3] to be signed
dominating function of G if f[v]¿ 1 for every v∈V . The signed domination number,
denoted s(G), of G is the minimum weight of a signed dominating function on G.
Signed domination has been studied in [2–6,9–12,14] and elsewhere.
The function f is de+ned in [13] to be a signed 2-independence function, denoted
S2IF, on G if for every v∈V , f[v]6 1. The signed 2-independence number, denoted
2s (G), of G is the maximum weight of a S2IF on G. Hence the signed 2-independence
number is a certain dual to the signed domination number of a graph.
In Section 2, we list some known results due to Zelinka [13]. In Section 3, we
establish upper bounds for 2s (G) in terms of the order and size of the graph, and we
characterize the graphs attaining these bounds. For a tree T , upper and lower bounds
for 2s (T ) are established in Section 4 and the extremal graphs characterized. In par-
ticluar, we show that 2s (T )¿ 0. It is shown that a tree T satis+es 
2
s (T )= 0 if and
only if T has a 2-packing, every vertex of which has odd degree, that dominates T .
In Section 5, we show that 2s (G) can be arbitrarily large negative even for a cubic
graph G.
2. Known results
The signed 2-independence number of complete graphs, stars, cycles, paths, and
complete bipartite graphs was determined by Zelinka [13] (see Table 1).
Zelinka [13] established the following sharp upper bound on 2s for regular graphs.
Theorem A (Zelinka [13]). If G is a regular graph of order n and degree r¿ 1; then
2s (G)6
{
n=(r + 1) for r even;
0 for r odd:
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Table 1
2s (G) for some families of graphs
G 2s (G)
(n¿ 2) Kn or K1;n−1
{
0 for n even
1 for n odd
(n¿ 3) Pn or Cn


n=3 for n ≡ 0mod 3
(n− 4)=3 for n ≡ 1mod 3
(n− 2)=3 for n ≡ 2mod 3
(m; n¿ 2) Km;n


0 for m; n even
−2 for m; n odd
−1 otherwise
3. Bounds
Our +rst aim is to establish an upper bound on 2s in terms of the order of the graph
given the minimum degree of the graph.
Theorem 1. If G is a connected graph of order n with minimum degree ; then
2s (G)6 n+
⌈

2
⌉
+ 1− 2
√
n ·
⌈

2
⌉
+
1
4
(⌈

2
⌉
+ 1
)2
and this bound is sharp.
Proof. If =0, then G=K1, 2s (G)= 1 and the theorem holds. Hence we assume
¿ 1. Let f :V → {−1; 1} be any S2IF on G for which f(V )= 2s (G). Let P and
M (standing for “positive” and “minus”) be the sets of vertices in G that are assigned
the values +1 and −1, respectively, under f, and let |M |=m. Then, |P|= n−m and
2s (G)= |P| − |M |= n − 2m. Let [M;P] denote the set of edges between M and P.
Since (G)¿ 1 and f[v]6 1 for each vertex v of G, each vertex of P is adjacent to
at least =2 vertices of M , and so |[M;P]|¿ =2 · |P|. On the other hand, each
vertex of M is adjacent to at most m + 1 vertices of P, and so |[M;P]|6m(m + 1).
Thus, ⌈

2
⌉
· |P|6 |[M;P]|6m(m+ 1)
and so, |P|6m(m+1)==2. Thus, n= |M |+ |P|6m+m(m+1)==2. This implies
that
m¿
√
n ·
⌈

2
⌉
+
1
4
(⌈

2
⌉
+ 1
)2
− 1
2
(⌈

2
⌉
+ 1
)
:
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Hence, 2s (G)= n−2m6 n+=2+1−2
√
n · =2+ 14(=2+ 1)2. This establishes
the desired upper bound. That the given upper bound is sharp, may be seen as follows.
For k¿ 1, let
m= k ·
⌈

2
⌉
·
(
1 +
⌊

2
⌋)
and let
‘=
m(m+ 1)
=2 · (1 + =2) :
By our choice of m, we note that ‘ is an integer. Now let H 1k be a complete graph on
m vertices, and let H 2k be the disjoint union of ‘ complete graphs of order =2+ 1.
Then H 1k is a graph of order m and H
2
k is a graph of order m(m+ 1)==2.
Let Hk be the graph obtained from the disjoint union of H 1k and H
2
k by adding
m(m + 1) edges with one end in H 1k and the other end in H
2
k distributed evenly.
In particular, let V (H 1k )= {u1; u2; : : : ; um} and let V (H 2k )= {w0; w1; : : : ; wx−1} where
x=m(m+ 1)==2. Then for 16 i6m join ui to the m+ 1 vertices wj for (m+ 1)
(i− 1)6 j6 (m+1)i− 1, where subscripts are read modulo x. Let n denote the order
of Hk , and so n=m(m+1)==2+m. By construction, each vertex of H 1k is adjacent
to exactly m+ 1 vertices of H 2k , while each vertex of H
2
k is adjacent to exactly =2
vertices of H 2k . Furthermore, each vertex of H
2
k has degree exactly  in Hk , and so Hk
has minimum degree .
Assigning to each vertex of H 1k the value −1 and to each vertex of H 2k the value
+1, produces a S2IF on Hk of weight n− 2m. However,√
n ·
⌈

2
⌉
+
1
4
(⌈

2
⌉
+ 1
)2
=
√
m(m+ 1) + m ·
⌈

2
⌉
+
1
4
(⌈

2
⌉
+ 1
)2
=
√
m2 + m
(⌈

2
⌉
+ 1
)
+
1
4
(⌈

2
⌉
+ 1
)2
=m+ 12
(⌈

2
⌉
+ 1
)
and so,
2s (G)6 n+
⌈

2
⌉
+ 1− 2
√
n ·
⌈

2
⌉
+
1
4
(⌈

2
⌉
+ 1
)2
= n+
⌈

2
⌉
+ 1− 2
(
m+
1
2
(⌈

2
⌉
+ 1
))
;
= n− 2m:
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Fig. 1. A graph in the family G2.
Consequently,
2s (F)= n− 2m= n+
⌈

2
⌉
+ 1− 2
√
n ·
⌈

2
⌉
+
1
4
(⌈

2
⌉
+ 1
)2
:
Hence for each value of  there exists an in+nite family of graphs that satisfy the
upper bound presented in the theorem.
As an immediate consequence of the proof of the upper bound on 2s (G) presented
in Theorem 1, we have the following result.
Corollary 2. If G is a connected graph of order n¿ 2; then
2s (G)6 n+ 2− 2
√
n+ 1:
Proof. Using the notation introduced in the proof of Theorem 1, n= |M | + |P|6
m + m(m + 1)==2. Thus since ¿ 1, n6m + m(m + 1), and so m¿√n+ 1 − 1.
Hence, 2s (G)= n− 2m6 n+ 2− 2
√
n+ 1.
In order to characterize the graphs attaining the upper bound in Corollary 2, we de+ne
a family G of graphs as follows. For m¿ 1, let Gm be the family of graphs of order
n=(m+2)m obtained from the disjoint union of m stars K1;m+1 by adding all possible
edges between the central vertices of these m stars (so that the m central vertices of
the stars induce a clique) and adding edges, if any, between the (m+1)m end-vertices
of the stars so that each end-vertex is joined to at most one other end-vertex (and so
the m(m+1) end-vertices of the stars induce a graph of maximum degree at most 1).
We de+ne the family G to consist of all such families Gm. For example, G1 = {P3; K3}.
An example of a graph in the family G2 is shown in Fig. 1.
We are now in a position to present the following result.
Theorem 3. If G is a connected graph of order n¿ 2; then
2s (G)6 n+ 2− 2
√
n+ 1
with equality if and only if G ∈G.
Proof. Suppose that G ∈G. Then, G ∈Gm for some m¿ 1. Thus, G is a graph of
order n=(m + 2)m. Assigning to the central vertex of each star of G the value −1
and to all other vertices of G the value +1, produces a S2IF on G of weight n−2m=
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n+2−2√n+ 1. Hence, 2s (G)¿ n+2−2
√
n+ 1. However, by Corollary 2, we know
that 2s (G)6 n+ 2− 2
√
n+ 1. Consequently, 2s (G)= n+ 2− 2
√
n+ 1. Hence, every
graph G ∈G is a connected graph of order n satisfying 2s (G)= n+ 2− 2
√
n+ 1.
Suppose secondly that G is a connected graph of order n¿ 2 for which 2s (G)=
n+2− 2√n+ 1. Then it follows from the proof of Theorem 1 (with 6 2) that each
vertex of M is adjacent to exactly m + 1 vertices of P while each vertex of P is
adjacent to exactly one vertex of M . This implies that each vertex of M is adjacent to
every other vertex of M , and so M induces a clique, and each vertex of P is adjacent
to at most one other vertex of P. Thus, G ∈Gm, and so G ∈G.
For m¿ 1, let G′m be the subfamily of Gm consisting of those graphs in Gm for
which the set of (m + 1)m end-vertices of the stars induce a perfect matching. Thus
each graph in G′m has minimum degree 2. Let G
′ be the subfamily of G consisting
of all such families G′m. For example, G
′
1 = {K3}. The graph shown in Fig. 1 is an
example of a graph in the family G′2. The proof of the following result is similar to
that of Theorem 3 and therefore omitted.
Theorem 4. If G is a connected graph of order n with (G)¿ 2; then
2s (G)6 n+ 2− 2
√
n+ 1
with equality if and only if G ∈G′.
Our next result establishes an upper bound on 2s in terms of both the order and the size
of the graph. For this purpose, let F be the family of graphs constructed as follows.
Let F ′ be any connected graph. For each vertex v∈V (F ′), add deg v+2 new vertices
and join each of these new vertices with an edge to v. Let F denote the resulting
graph. We refer to the graph F ′ as the underlying graph of F . The family F consists
of all such graphs F .
Theorem 5. If G is a connected graph of order n¿ 2 and size q; then
2s (G)6
4q− n
5
with equality if and only if G ∈F.
Proof. Let f :V → {−1; 1} be any S2IF on G for which f(V )= 2s (G). Let P and
M be the sets of vertices in G that are assigned the values +1 and −1, respectively,
under f, and let |M |=m. Then, |P|= n − m and 2s (G)= |P| − |M |= n − 2m. Let
[M;P] denote the set of edges between M and P. Since (G)¿ 1 and f[v]6 1 for
each vertex v of G, each vertex of P is adjacent to at least one vertex of M , and
so |[M;P]|¿ |P|= n − m. Furthermore, each vertex v of M is adjacent to at most
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deg(v;M) + 2 vertices of P, and so deg(v; P)6 deg(v;M) + 2. Hence,
n− m6 |[M;P]|=
∑
v∈M
deg(v; P)6
∑
v∈M
(deg(v;M) + 2)=2q(〈M 〉) + 2m (1)
and so q(〈M 〉)¿ (n− 3m)=2. Thus,
q¿ |[M;P]|+ q(〈M 〉)¿ (n− m) + (n− 3m)=2 (2)
or, equivalently, m¿ (3n−2q)=5. Hence, 2s (G)= n−2m6 n−2(3n−2q)=5= (4q−n)=5.
Furthermore, if 2s (T )= (4q − n)=5, then we have equality throughout the inequal-
ity chains (1) and (2). This implies that each vertex v of M is adjacent to exactly
deg(v;M) + 2 vertices of P, while each vertex of P is adjacent to exactly one vertex
of M . Furthermore, this implies that there are no edges of G joining two vertices of
P, and so each vertex of P has degree 1 in G. Since G is connected, the vertices in
M induce a connected subgraph. Hence, G ∈F.
On the other hand, suppose F ∈F. Let F ′ be the underlying graph of F . Then F ′ is
a connected graph of order m, say. Let V (F ′)= {v1; : : : ; vm}. For i=1; : : : ; m, let vi be
adjacent to di vertices of M . Then F has size q=
∑m
i=1(di+2)+q(〈M 〉)= 3q(〈M 〉)+2m
and order n=m+
∑m
i=1 (di+2)=2q(〈M 〉)+3m. Hence, (4q−n)=5=2q(〈M 〉)+m. Now
assigning to each vertex of F ′ the value −1 and to all other vertices of F the value +1,
produces a S2IF on F of weight
∑m
i=1 (di+2)−m=2q(〈M 〉)+m=(4q−n)=5. Hence,
2s (F)¿ (4q− n)=5. However, as observed earlier, 2s (F)6 (4q− n)=5. Consequently,
2s (F)= (4q− n)=5 for each graph F ∈F.
Intuitively, it seems best to assign the −1’s to vertices of highest degrees and to
assign the +1’s to the vertices of lowest degrees. The next result, which gives an upper
bound on 2s in terms of the degree sequence of the graph, shows that this intuition is
justi+ed.
Theorem 6. Let G be a graph of order n; the degrees di of whose vertices satisfy
d16d26 · · ·6dn. If k is the largest integer for which
k∑
i=1
di −
n∑
i=k+1
di6 2(n− k)
then 2s (G)6 2k − n.
Proof. Let f be a S2IF satisfying f(V )= 2s (G). We consider the sum N =
∑∑
f(u),
where the outer sum is over all v∈V and the inner sum is over all u∈N [v]. This sum
counts the value f(u) exactly deg u+1 times for each u∈V , so N =∑ (deg u+1)f(u),
over all u∈V . Since ∑u∈N [v] f(u)=f[v]6 1 for each v∈V , N =∑f[v] over all
v∈V satis+es N6 n. Hence,∑
u∈V
(deg u+ 1)f(u)6 n: (3)
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Fig. 2. A graph G for which 2s (G)= 8.
Let P and M be the sets of vertices in G that are assigned the values +1 and −1,
respectively. Then, 2s (G)=f(V )= |P| − |M |=2|P| − n. Now,∑
u∈V
(deg u+ 1)f(u) =
∑
u∈P
(deg u+ 1)−
∑
u∈M
(deg u+ 1)
¿
|P|∑
i=1
(di + 1)−
n∑
i=|P|+1
(di + 1)
=
|P|∑
i=1
di −

 n∑
i=|P|+1
di

+ 2|P| − n: (4)
By (3) and (4),
|P|∑
i=1
di −
n∑
i=|P|+1
di6 2(n− |P|):
By our choice of k, it follows that |P|6 k, and so 2s (G)= 2|P| − n6 2k − n.
To illustrate Theorem 6, consider the graph G shown in Fig. 2 which has degree
sequence d1; d2; : : : ; d20, where di =2 for 16 i6 12 and di =6 for 136 i6 20. The
largest integer k for which d1 +d2 + · · ·+dk − [dk+1 +dk+2 + · · ·+d20]6 2(n− k) is
k =14. Hence applying Theorem 6, we get 2s (G)6 8. On the other hand, let x be a
vertex of degree 6 in G and let y be the vertex of degree 6 at distance 3 from x in G.
Let f be the function on G de+ned by letting f(v)=− 1 if deg v=6 and v ∈ {x; y}
and letting f(v)=+ 1 if deg v=2 or if v∈{x; y}. Then, f is a S2IF on G of weight
8, and so 2s (G)¿ 8. Consequently, 
2
s (G)= 8.
We close this section by establishing a relationship between the signed 2-independence
number and the domination number of a graph.
Theorem 7. If G is a connected graph of order n¿ 2; then
2s (G) + 2(G)6 n
and this bound is sharp.
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Proof. Let f :V → {−1; 1} be any S2IF on G for which f(V )= 2s (G). Let P and
M be the sets of vertices in G that are assigned the values +1 and −1, respectively,
under f, and let |M |=m. Since n¿ 2 and (G)¿ 1, each vertex of P is adjacent
to at least one vertex of M . This implies that M is a dominating set of G, and so
(G)6m. Hence, 2s (G)= |P|−|M |= n−2|M |= n−2m6 n−2(G), or, equivalently,
2s (G) + 2(G)6 n.
Since (Pn)= n=3, it follows from Table 1 that 2s (Pn) + 2(Pn)= n for all n¿ 2.
This example serves to illustrate that the bound is sharp.
4. Trees
As an immediate consequence of Theorem 5, we have a sharp upper bound on the
signed 2-independence number of a tree.
Corollary 8. If T is a tree of order n¿ 2; then
2s (T )6
3n− 4
5
with equality if and only if T is obtained from a tree T ′ by adding; for each vertex
v of T ′; deg v + 2 new vertices and joining each of these new vertices with an edge
to v.
Our aim in this section is to +nd a lower bound on the signed 2-independence number
of a tree in terms of the order of the tree and to characterize the trees attaining this
lower bound. For this purpose, the following lemma will be useful.
Lemma 9. If T is a tree of order n; then there exists a S2IF on T of weight 2s (T )
that assigns to every support vertex the value −1.
Proof. Let f :V → {−1; 1} be any S2IF on T for which f(V )= 2s (T ). Let v be a
support vertex of T and let u be a leaf adjacent to v. If f(v)= + 1, then every leaf
adjacent to v is assigned the value −1 under f. In particular, f(u)= − 1. Let g be
the function obtained from f by interchanging the values assigned to v and u (and so
g(v)=− 1 and g(u)= + 1). Then, g is a S2IF on T of weight w(g)=w(f)= 2s (T ).
Continuing in this way, we can construct a S2IF on T of weight 2s (T ) that assigns to
every support vertex the value −1.
To simplify the notation in the remaining proofs presented in this section, we shall
adopt the following notation: Whenever T ′ denotes a tree, we shall let f′ denote a
S2IF on T ′ of weight 2s (T
′) that assigns to every support vertex the value −1. (The
function f′ exists by Lemma 9.)
Theorem 10. If T is a tree of order n; then 2s (T )¿ 0; and this bound is sharp.
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Proof. We proceed by induction on n¿ 1. If n∈{1; 3; 5}, then it is straightforward
to check that 2s (T )= 1, while if n∈{2; 4}, then 2s (T )= 0. Assume, then, that for all
trees T ′ of order less than n, where n¿ 6, that 2s (T
′)¿ 0. Let T =(V; E) be a tree
of order n. If T is a star, then the result follows from Table 1. Hence we may assume
that diam T¿ 3. Let T be rooted at a vertex r of maximum eccentricity. Let v be a
support vertex of T at maximum distance from r. Thus each child of v is a leaf. Let
z denote the parent of v in T .
We consider three possibilities depending on the degree of v. In each case, we delete
a selected set of vertices from T to obtain a tree T ′ of order less than n. We then
apply the inductive hypothesis to T ′ to produce a S2IF f′ on T ′ of weight at least 0.
We then extend f′ to a S2IF on T of weight at least 0.
Suppose that deg v=2. Then, v is adjacent to one leaf, u say. Let T ′=T−{u; v}. Ap-
plying the inductive hypothesis to T ′, 2s (T
′)=w(f′)¿ 0. Now f′ can be extended to a
S2IF f on T by assigning the value −1 to v and +1 to u (and so f(v)=−1, f(u)=+1,
and f(x)=f′(x) for all remaining vertices x of T ). Thus, 2s (T )¿w(f)=w(f
′)¿ 0.
Suppose that deg v¿ 4. Then, v is adjacent to at least three leaves. Let u and w
denote two leaves adjacent to v, and let T ′=T − {u; w}. Then T ′ is a tree of order
less than n in which v is a support vertex. In particular, f′(v)= − 1. Applying the
inductive hypothesis to T ′, w(f′)¿ 0. Now f′ can be extended to a S2IF f on T by
assigning the value −1 to u and +1 to w. Thus, 2s (T )¿w(f)=w(f′)¿ 0.
Suppose that deg v=3. Let u and w denote the two leaves adjacent to v. If deg z=2,
then let T ′=T − N [v]. Applying the inductive hypothesis to T ′, w(f′)¿ 0. Now f′
can be extended to a S2IF f on T by assigning the values −1 to w and z and the
value +1 to u and v. Thus, 2s (T )¿w(f)=w(f
′)¿ 0. Hence we may assume that
deg z¿ 3, and so z has at least two children.
Suppose z has a child z′ that is a leaf. Let T ′=T − {u; v; w}. Then z′ is a leaf
adjacent to z in T ′, and so z is a support vertex in T ′. Thus, by our choice of the
function f′, f′(z)= − 1. Applying the inductive hypothesis to T ′, w(f′)¿ 0. Now
f′ can be extended to a S2IF f on T by assigning the values +1 to u and w and
the value −1 to v. Thus, 2s (T )¿w(f)=w(f′) + 1¿ 1. Hence we may assume that
no child of z is a leaf. Thus, by our choice of the vertex v, each child of z is a
support vertex. In fact, we may assume that each child of z has degree exactly 3 (and
so each child of z is adjacent to exactly two leaves), for otherwise we can show that
2s (T )¿ 0.
Let T ′ be the tree obtained from T by deleting z and all its descendants. Applying
the inductive hypothesis to T ′, w(f′)¿ 0. Now f′ can be extended to a S2IF f on
T by assigning the values −1 to z and to each of the deg z − 1 children of z and the
value +1 to each of the 2(deg z−1) grandchildren of z. Thus, 2s (T )¿w(f)=w(f′)+
deg z − 2¿ 1. Hence, it follows by induction, that 2s (T )¿ 0.
That the upper bound is sharp may be seen by taking a star of even order. Further-
more, H ◦K1 achieves the lower bound of the theorem, where the corona H ◦K1 of a
graph H is the graph constructed from a copy of H , where for each vertex v∈V (H),
a new vertex v′ and a pendant edge vv′ are added.
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An immediate consequence of Theorem 10 now follows.
Corollary 11. If T is a tree of order n; then
2s (T )¿
{
0 for n even;
1 for n odd:
Next we characterize the trees T for which 2s (T )= 0. For this purpose, we note that
a set S is a 2-packing if for each pair of vertices u; v∈ S, N [u] ∩ N [v] = ∅.
Theorem 12. A tree T satis=es 2s (T )= 0 if and only if T has a 2-packing; every
vertex of which has odd degree; that dominates T.
Proof. Suppose +rst that T has a 2-packing S such that every vertex of S has odd
degree and S dominates T . Let f be a S2IF on T of weight 2s (T ). Then, since each
vertex of S has odd degree, f[v]6 0 for each v∈ S. Thus, since S is a 2-packing that
dominates T , w(f)=
∑
v∈S f[v]6 |S| · 0=0. Thus, 2s (T )=w(f)6 0. On the other
hand, 2s (T )¿ 0 by Theorem 10. Consequently, 
2
s (T )= 0. This proves the suMciency.
To prove the necessity, we proceed by induction on the order n of a tree T for
which 2s (T )= 0. By Corollary 11, such a tree T has even order n. If n∈{2; 4}, then
it is readily checked that T has a 2-packing, every vertex of which has odd degree,
that dominates T . Assume, therefore, that every tree T ′ of order less than n, where
n¿ 6, that satis+es 2s (T
′)= 0 has a 2-packing, every vertex of which has odd degree,
that dominates T ′. Let T =(V; E) be a tree of order n that satis+es 2s (T )= 0. Let T
be rooted at a vertex r of maximum eccentricity. Let v be a support vertex of T at
maximum distance, h say, from r. Thus each child of v is a leaf.
We consider four possibilities depending on the degree of v. In each case, we delete
a selected set of vertices from T to obtain a tree T ′ of order less than n satisfying
2s (T
′)= 0. We then apply the inductive hypothesis to T ′ to show the existence of a
2-packing S ′ such that every vertex of S ′ has odd degree in T ′ and S ′ dominates T ′.
We then extend S ′ to a 2-packing S of T that dominates T and such that every vertex
of S has odd degree in T .
Suppose that deg v¿ 5. Then, v is adjacent to at least four leaves. Let u and w denote
two leaves adjacent to v, and let T ′=T −{u; w}. Then T ′ is a tree of even order less
than n in which v is a support vertex, and so f′(v)=−1. Hence, if w(f′)¿ 2, then f′
can be extended to a signed S2IF on T of weight w(f′)¿ 2 by assigning the value −1
to u and +1 to w. This contradicts the fact that 2s (T )= 0. Hence, w(f
′)= 0. Applying
the inductive hypothesis to T ′, there exists a 2-packing S ′ such that every vertex of S ′
has odd degree in T ′ and S ′ dominates T ′. Necessarily, v∈ S ′. But then S ′ is also a
2-packing in T such that every vertex of S ′ has odd degree in T and S ′ dominates T .
Hence if deg v¿ 5, then the result follows. We may therefore assume that deg v6 4.
Suppose that deg v=4. Let u be a leaf of v, and let T ′=T −u. Let f′ be a S2IF on
T ′ of weight 2s (T
′) that assigns to the two children of v in T ′ the value +1 and the
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value −1 to v and its parent in T ′. Since T ′ has odd order, Corollary 11 implies that
w(f′)¿ 1. However, f′ can be extended to a S2IF on T of weight w(f′) + 1¿ 2 by
assigning the value +1 to u. This contradicts the fact that 2s (T )= 0. Hence, deg v =4.
Suppose that deg v=3. Let u and w denote the two leaves adjacent to v, and let
z denote the parent of v. Suppose that deg z¿ 3. Then, z has at least two children.
If z is adjacent to a leaf, then let T ′=T − u. Since v and z are support vertices in
T ′, f′(v)= − 1 and f′(z)= − 1. Since T ′ has odd order, Corollary 11 implies that
w(f′)¿ 1. However, f′ can be extended to a S2IF on T of weight w(f′) + 1¿ 2
by assigning the value +1 to u, a contradiction. Hence every child of z is a support
vertex. As shown above, we may assume that each child of z has degree 2 or 3. Let
v′ be a child of z diNerent from v.
Suppose deg v′=3. Let T ′=T − {u; w}. Then T ′ is a tree of even order less than
n. Since v′ and z are support vertices of T ′, f′(v′)= − 1 and f′(z)= − 1, and so
f′(v)= + 1. Let f be the function obtained from f′ by reassigning the value −1 to
v and assigning the values +1 to each of u and w. Then, f is a S2IF on T of weight
w(f′). It follows that w(f′)= 0. Applying the inductive hypothesis to T ′, there exists
a 2-packing S ′ such that every vertex of S ′ has odd degree in T ′ and S ′ dominates T ′.
However, T ′ does not contain such a 2-packing S ′ (since v′ would belong to S ′ and
therefore v is not dominates by S ′), a contradiction. Hence deg v′=2.
Let u′ denote the child of v′. By our choice of v′, u′ is a leaf. Let T ′=T −{u′; v′}.
Then T ′ is a tree of even order less than n. Let f′ be a S2IF on T ′ of weight 2s (T
′)
that assigns to the two children of v in T ′ the value +1 and the value −1 to each
of v and z. Since f′ can be extended to a S2IF on T of weight w(f′) by assigning
the value +1 to u′ and the value −1 to v′, it follows that w(f′)= 0. Applying the
inductive hypothesis to T ′, there exists a 2-packing S ′ such that every vertex of S ′
has odd degree in T ′ and S ′ dominates T ′. Necessarily, v∈ S ′. But then S ′ ∪ {u′} is a
2-packing of T that dominates T and such that every vertex of S ′∪{u′} has odd degree
in T . Hence we may assume that deg z=2 for otherwise the desired result follows.
Let T ′=T −{u; w}. Then T ′ is a tree of even order less than n. Since z is a support
vertex of T ′, f′(z)= − 1, and so f′(v)= + 1. Let f be the function obtained from
f′ by reassigning the value −1 to v and assigning the values +1 to each of u and
w. Then, f is a S2IF on T of weight w(f′). It follows that w(f′)= 0. Applying the
inductive hypothesis to T ′, there exists a 2-packing S ′ such that every vertex of S ′ has
odd degree in T ′ and S ′ dominates T ′. Since z has even degree in T ′, z ∈ S ′, and so
v∈ S ′. But then S ′ is also a 2-packing such that every vertex of S ′ has odd degree in T
and S ′ dominates T . Hence, if deg v=3, then the desired result follows. Thus, in what
follows we may assume that every support vertex at distance h from r has degree 2.
In particular, deg v=2. Let u denote the child of v, and let z denote the parent of v.
Suppose that deg z¿ 3. Then, z has at least two children. Let v′ be a child of z
diNerent from z. If v′ is a support vertex, then, since d(r; v′)= h, v′ has degree 2. Let
u′ denote the child of v′. Let T ′=T −{u; v}. Then T ′ is a tree of even order less than
n. Since any S2IF on T ′ can be extended to a S2IF on T by assigning the value −1 to
v and the value +1 to u, it follows that 2s (T
′)= 0. Applying the inductive hypothesis
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to T ′, there exists a 2-packing S ′ such that every vertex of S ′ has odd degree in T ′ and
S ′ dominates T ′. Since v′ has even degree in T ′, v′ ∈ S ′, and so u′ ∈ S ′. This implies
that z′ ∈ S ′. But then S ′ ∪ {u} is a 2-packing of T that dominates T and such that
every vertex of S ′ ∪ {u} has odd degree in T . Hence, we may assume that each child
of z diNerent from v is a leaf, for otherwise the desired result follows. In particular, v′
is a leaf.
Suppose deg z¿ 4. Then, z is adjacent to deg z− 2¿ 2 leaves. Let T ′=T − {u; v}.
Then T ′ is a tree of even order less than n satisfying 2s (T
′)= 0. Applying the inductive
hypothesis to T ′, there exists a 2-packing S ′ such that every vertex of S ′ has odd degree
in T ′ and S ′ dominates T ′. Since z is adjacent to at least two leaves in T ′, we must
have z ∈ S ′. This implies that z has odd degree in T ′, and therefore even degree in T .
We now let T ∗=T−v′. Since T ∗ has odd order, Corollary 11 implies that 2s (T ∗)¿ 1.
By Lemma 9, there exists a S2IF f∗ on T ∗ of weight 2s (T
∗) that assigns to every
support vertex the value −1. In particular, f∗(v)=− 1 and f∗(z)=− 1. Since z has
odd degree in T ∗, f[z]6 0. Thus f∗ can be extended to a S2IF on T by assigning
the value +1 to v′, and so 2s (T )¿w(f
∗) + 1¿ 2, a contradiction. Hence, deg z=3.
Let T ′=T−{u; v}. Then T ′ is a tree of even order less than n satisfying 2s (T ′)= 0.
Applying the inductive hypothesis to T ′, there exists a 2-packing S ′ such that every
vertex of S ′ has odd degree in T ′ and S ′ dominates T ′. Since z has even degree in
T ′, we must have v′ ∈ S ′. But then S ′ ∪ {u} is a 2-packing of T that dominates T and
such that every vertex of S ′ ∪ {u} has odd degree in T . Hence we may assume that
deg z=2, for otherwise the desired result follows.
Let w denote the parent of z. We show +rst that w has odd degree in T . Let
T ′=T −{u; v; z}. Then T ′ is a tree of odd order, and so, by Corollary 11, 2s (T ′)¿ 1.
If w has odd degree in T ′, then f′[w]6 0. But then f′ can be extended to a S2IF
on T by assigning the values +1 to each of u and z and the value −1 to v, and so
2s (T )¿w(f
′) + 1¿ 2, a contradiction. Hence, w must have even degree in T ′, and
therefore odd degree in T . In particular, degw¿ 3. Let z′ be a child of w diNerent
from z.
Suppose z′ is a leaf. Let T ′=T −{u; v}. Then T ′ is a tree of even order less than n
satisfying 2s (T
′)= 0. Applying the inductive hypothesis to T ′, there exists a 2-packing
S ′ such that every vertex of S ′ has odd degree in T ′ and S ′ dominates T ′. Since w
is adjacent to two leaves in T ′, w∈ S ′. But then S ′ ∪ {u} is a 2-packing of T that
dominates T and such that every vertex of S ′ ∪ {u} has odd degree in T . Hence we
may assume that no child of w is a leaf. Let v′ be a child of z′.
Suppose v′ has a child u′. Then, as shown earlier with v and z, we may assume that
each of v′ and z′ has degree 2. Let T ′=T − {u; v}. Then T ′ is a tree of even order
less than n satisfying 2s (T
′)= 0. Applying the inductive hypothesis to T ′, there exists
a 2-packing S ′ such that every vertex of S ′ has odd degree in T ′ and S ′ dominates
T ′. Since v′ and z′ have even degree in T ′, we must have u′ ∈ S ′, and so w∈ S ′ to
dominate z′. But then S ′ ∪ {u} is a 2-packing of T that dominates T and such that
every vertex of S ′ ∪ {u} has odd degree in T . Hence we may assume that every child
of z′ is a leaf (and that u is the only descendant at distance 3 from w).
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Suppose deg z′=2. Let T ′=T −{v′; z′}. Then T ′ is a tree of even order less than n
satisfying 2s (T
′)= 0. Applying the inductive hypothesis to T ′, there exists a 2-packing
S ′ such that every vertex of S ′ has odd degree in T ′ and S ′ dominates T ′. Since each
of v, w and z have even degree in T ′, v; w; z ∈ S ′. But then S ′ does not dominate z,
a contradiction. Hence, deg z′¿ 3. Thus, z′ is adjacent to deg z′ − 1¿ 2 leaves. Let
T ′=T − {u; v}. Then T ′ is a tree of even order less than n satisfying 2s (T ′)= 0.
Applying the inductive hypothesis to T ′, there exists a 2-packing S ′ such that every
vertex of S ′ has odd degree in T ′ and S ′ dominates T ′. Since z′ is adjacent to at
least two leaves in T ′, z′ ∈ S ′. But then S ′ cannot contain z or w, and so S ′ does not
dominate z, a contradiction. This completes the inductive proof.
5. Cubic graphs
As a special case of Theorem A, we know that 2s (G)6 0 for all cubic graphs. In this
section, our aim is to show that the signed 2-independence number can be arbitrarily
large negative even for cubic graphs. For this purpose, we construct a family of cubic
graphs as follows. We de+ne a unit to be the graph shown in Fig. 3. If v is a vertex of
a graph, then by attaching a unit to v we mean adding a (disjoint) unit to the graph
and identifying its end-vertex with v.
Theorem 13. For any integer k¿ 1; there exists a cubic graph Gk for which
2s (Gk)6− 2k.
Proof. Let Gk be the graph (of order 18k) obtained from a cycle C3k by attaching a
unit to each vertex of the cycle. Let g :V → {−1; 1} be any S2IF on G for which
w(g)= 2s (G). Let F be an arbitrary unit in Gk . We may assume that vertices of F are
labelled as in Fig. 3, where v1 is the vertex of G that belongs to the cycle C3k . Suppose
v1; v2; : : : ; v6 are assigned the values a; b; : : : ; f under g, respectively. Since G is a cubic
graph, g[v]6 0 for each vertex v of G. In particular, by considering g[v2]; g[v3]; g[v4]
and g[v6], it follows that a+ b+ c+f6 0; b+ c+d+ e6 0; c+d+ e+f6 0, and
b+d+e+f6 0. Thus, a+3(b+c+d+e+f)6 0, and so b+c+d+e+f6−a=3. Since
b+ c+d+ e+f is an odd number, it follows that b+ c+d+ e+f6−1 irrespective
Fig. 3. A unit F .
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of whether a= − 1 or a= + 1. Thus g(V (F))6 − 2 if a= − 1 and g(V (F))6 0 if
a=+ 1.
Let v be an arbitrary vertex on the cycle C3k , and let u and w be the two neighbours
of v on the cycle. Furthermore, let Fu; Fv and Fw denote the three units containing
u; v and w, respectively. As shown earlier, each of g(V (Fu)), g(V (Fv)) and g(V (Fw))
is at most 0. Since g[v]6 0, at least one of u, v and w is assigned the value −1 under
g. Hence, as shown earlier, at least one of g(V (Fu)), g(V (Fv)) and g(V (Fw)) is at
most −2. Thus the sum of the values of the vertices in Fu, Fv and Fw is at most
−2. This is true for every three consecutive vertices on the cycle. It follows that
w(g)6− 2k.
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