Among other results we show that near the equilibrium point, the Hamiltonian of the sine-Gordon (SG) equation on the circle can be viewed as an element in the Poisson algebra of the modified Korteweg-de Vries (mKdV) equation and hence by well established properties of the latter equation admits Birkhoff coordinates. On the other hand we prove that there exists a large set of smooth initial data, away from the equilibrium point and lying on the ramification locus of a double cover, for which the initial value problem of the SG equation has no classical solution.
Introduction
Consider the complex sine-Gordon equation on the circle T = R/Z U xt = sin(U), x ∈ T, t ∈ R, U(t, x) ∈ C.
(1)
Solutions of (1) with values in R, U(x, t) = u(x, t) ∈ R are solutions of the real sine-Gordon equation
whereas imaginary valued solutions, U(x, t) = iu(x, t) ∈ iR, are solutions to the sinh-Gordon equation, u xt = sinh(u), x ∈ T, t ∈ R, u(x, t) ∈ R.
Equation (2) has already been studied extensively since it arose long ago in the theory of pseudospherical surfaces (cf. discussion at the end of the introduction). In view of the many applications it is arguably among the most important equations in contemporary physics: it arises in model field theories (see e.g. [12] ), superconductivity (see e.g. [11] ) and in mechanical models of nonlinear wave propagation (see e.g. [10] and references therein).
One of the main results of this paper says, that away form the ramification locus of a double cover, equation (2) can be viewed as a Hamiltonian PDE on the phase space of the focusing modified Korteweg-de Vries (mKdV) equation
with Hamiltonian in the corresponding Poisson algebra of this equation. A similar relation is established between the sinh Gordon equation (3) and the defocusing mKdV equation
Let us first state our results for the sinh-Gordon equation, which are somewhat easier to formulate than 
Finally we need to introduce the notion of Poisson algebra of an integrable PDE such as the defocusing mKdV equation. It is well known that equation (5) admits a Lax pair formulation
We say that a Hamiltonian H is in the Poisson algebra of equation (5) if the periodic and anti-periodic spectra of L M are constants of motion under the flow of H. Our first main result is the following.
Theorem 1.
For any m ≥ 0, the following holds:
is a real analytic diffeomorphism and transforms equation (3) into
on the space H m 0 where the vector field
(ii) Equation (6) is a Hamiltonian PDE with respect to the Gardner bracket with Hamiltonian Our second main result concerns equation (2) . It is customary to consider solutions u of (2) of the
The integer k is referred to as topological charge (see e.g. [6] ). We identify an element u ∈ H m with the one periodic function on R x → u(x (mod 2π)) and define the affine
where T 2π = R/2πZ. Note that for u ∈ L m k , m ≥ 1 one has that sin(u), cos(u) ∈ H m are well defined as well as
pairwise disjoint, for any solution u of (2) the topological charge is a constant of motion and hence it is defined by the initial data. For this reason we fix k ∈ Z and drop the index k in the sequel. Note that for
and hence
This implies that for any
hence as a scale of phase spaces of (2) we chose . Furthermore for T exp(iu) dx = 0 one has
. This is discussed in more detail in Proposition 1. 
and introduce, for l ≥ 0, the spaces
The space W l is open in the affine space
The Poisson algebra of equation (4) is defined in an analoguous way as the one for equation (5).
Theorem 2.
For any l ≥ 0, the following holds:
− respectively. Furthermore they both transform equa-
on the space W l with vectorfield
(ii) Equation (8) is a Hamiltonian PDE with respect to the Gardner bracket with Hamiltonian (2) for initial value small enough
Proposition 1 can be used to show that equation (2) is not wellposed on M m 0 for any m ≥ 1 in the following sense:
There is an open set U in M 1 0 such that for any u 0 ∈ U and any T > 0, the initial value problem This implies that there are elements in U which are C ∞ .
We end this section with a proposition describing M m 0 in more details, Proposition 2. Let u ∈ M m sg and c ∈ T 2π such that c = 0, π (mod 2π) then:
Application in geometry: Equation (2) was already studied in the nineteenth century in the course of investigations of surfaces of constant Gaussian curvature −1, also referred to as pseudo spherical surfaces, see e.g. [3] . Let Σ ⊂ R 2 ∋ (x, t) be an open set. There is a correspondence between any given C 2 immersion r : Σ → R 3 of constant Gaussian curvature −1 with |∂ x r| = |∂ t r| = 1, i.e., in Chebyshev form, and solutions u : Σ → R to (2) . Indeed the first and second fundamental forms of a constant
Gaussian curvature -1 immersion in Chebyshev form are given by g = dx 2 + 2 cos(u)dxdt + dt 2 and A = 2 sin(u)dxdt (10) where u(x, t) is the angle between ∂ x r and ∂ t r in R 3 and takes values in (0, π). Since g, A are the first and second fundamental forms of the immersion, the Gauss-Codazzi-Mainardi equations hold. In terms of u this is
Conversely given any smooth function u : Σ → (0, π) define g, A by (10) . Then g, A fulfill the GaussCodazzi-Mainardi equations iff (11) holds, in which case by Bonnet's Theorem there is a constant Gaussian curvature −1 immersion Σ → R 3 with fundamental forms g, A, see e.g. [5] . Hence all Chebyshev pseudospherical immersions of R 2 which are 1-periodic in x are periodic solutions of equation (2) 
and the Lax pair formulation of equation (1) 
there is a map mapping the periodic and anti-periodic spectra of L SG onto the corresponding ones of
By the Lax pair formulation of equation (1), the periodic and anti-periodic spectra of L SG are constants of motion and hence so are the ones of L KdV . In [8] a new Lax pair formulation for the mKdV equation, we prove Theorem 3.
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Proofs: part 1

Proof of Theorem 1 (i). First note that
imply that c sh is well defined. By the addition theorem for sinh, one sees that 
Proof of Proposition 2 (i). Define
K : L m → R 2 , u → T e iu dx then M m ± = K −1 (±R >0 ) and M m 0 = K −1 (0), furthermore K(u + c) = e ic K(u). Hence u, u + c ∈ M m sg iff K(u) = 0 or e ic = ±1. Proof of Proposition 2 (ii). For u ∈ M m 0 one has K(u) = 0 this implies K(u + c) = e ic K(u) = 0 for all c ∈ T 2π .
Proof of Proposition 2 (iii).
Assume that u ∈ M m 0 has oscillation smaller than π. We can assume by (iv)
that min x∈ [0, 1] (u(x)) = 0 hence u| [0, 1] takes values in [0, π) and sin(u) is non negative. As T sin(u) dx = 0 it implies that u ≡ 0 and hence T cos(u) dx = 1 which is a contradiction. is well defined such that 
shows that Ψ − sg is onto. Finally one verifies in a straight forward way, that Ψ + sg and Ψ − sg transform (2) on
Proof of Theorem 2 (ii).
First note that at any point v ∈ W l the tangent space of W l is H m 0 (T, R). The derivative ∂ v H sg in direction h ∈ H m 0 (T, R) can be computed as follows
= 0 one concludes
As a consequence
Proofs: part 2
To construct Birkhoff coordinates for the Hamiltonians (7) and (9), we use results for the mKdV equation
and its hierarchy in [8] . In order to state the theorem on Birkhoff coordinates for mKdV from [8] , we introduce for any α ∈ R h α = ℓ 2 α × ℓ 2 α , where ℓ 2 α = ℓ 2 α (N, R) is the weighted ℓ 2 sequence space given by
it is endowed with the standard Poisson bracket where {x n , y k } = −{y k , x n } = δ nk , whereas all other brackets between coordinate functions vanish.
The defocusing mKdV is a Hamiltonian PDE on H 1 with respect to the Gardner bracket and Hamiltonian Remark. To extend this result to the case m = 0 one can follow the proof in [8] and use results for KdV in [7] .
These coordinates have the property that all Hamiltonian PDE's in the Poisson algebra of equation (4) transform into a Hamiltonian PDE in Birkhoff normal form. Furthermore as the mapping is real analytic the complexification of the Hamiltonian system with Hamiltonian 
where
Note that the Lax formulation of the sine-Gordon equation is also valid in the complex case and that 
further in [8] it is shown that 
Proofs: part 3
In this section we prove Theorem 3. Let us first assume that for some
x sin(u) dx and using that ∂ t [u] is independent of x we get the constraint
For a C 1 −solution v of equation (8) 
Proof of Theorem 3. To prove Theorem 3 we are left to show the following lemma.
Lemma 2.
There is an open set U in M m 0 containing elements of any topological charge k ∈ Z, such that K 1 (u) = 0 for all u ∈ U.
In the rest of this section we will prove Lemma 2. Since K 1 is continuous it is enough to show that for any k ∈ Z there is an element in M m 0 which has topological charge k such that K 1 (u) = 0. Define for k ∈ Z and r ∈ (0, 1) Remark 3. One can read off from the proof of Theorem 3 that for any sequences 0 = t 0 < t 1 < · · · < above with K 1 (u) = 0 has Hausdorff dimension n − 1. Most likely, the subset where K 1 (u) = 0, is a submanifold of M m 0 . On this submanifold one could repeat the arguments of Theorem 3 and take the time derivative of K 1 (u(t)) to get another constraint of the form K 2 (u) = 0. Iterating this procedure one might obtain infinitely many additional constraints.
