ABSTRACT Recently, L 1 -norm-based robust discriminant feature extraction technique has been attracted much attention in dimensionality reduction and pattern recognition. However, it does not relate to the scatter matrix which well characterizes the geometric structure of data. In this paper, we propose a robust formulation of graph embedding framework for dimensionality reduction. In this robust framework, we use L 2 -norm to measure the distance along space dimension and L 1 -norm to sum overall data points. The proposed robust graph embedding framework retains the traditional framework's desirable properties, such as rotational invariance and well geometric structure, and simultaneously suppresses outliers. Based on this framework, we develop a simple and robust feature extraction method, namely L 2,1 -norm-based discriminant locality preserving projections (L 2,1 -DLPP) and provide an effective iterative algorithm to solve L 2,1 -DLPP. Extensive experiments in artificial data and three popular face databases illustrate the effectiveness of our proposed method.
I. INTRODUCTION
Dimensionality reduction (DR) has been an active topic in field of image analysis and pattern recognition. It aims to seek a low-dimensional subspace on which the data are suitable for different tasks such as classification and clustering. Subspace learning is one of the most widely used dimensionality reduction techniques for its flexibility and simplicity. Some subspace learning methods can be estimated using relatively fewer samples and they can be transformed to solve eigen problems [1] , [2] .
Principal component analysis (PCA) [3] and linear discriminant analysis (LDA) [4] are two of the most representative subspace learning methods. PCA extracts the most expressive features in which variance of samples are maximized. LDA encodes discriminant information and learns an optimal matrix by minimizing the within-class scatter while maximizing the between-class scatter in the low-dimensional subspace. Applied LDA to face recognition, Belhumeur et al. proposed Fisherfaces algorithm [5] . Motivated by Fisherfaces, many variants based on LDA have been developed to improve the stability of LDA in classification. All of them can be roughly divided into two forms: ratio trace and trace ratio. Solution of ratio trace form is composed of the eigenvectors of S −1 w S b corresponding to the first serval largest eigenvalues. The most representative approaches include Fisherface [4] , regularized discriminant analysis (RDA) [6] , enhanced Fisher discriminant criterion (EFDC) [7] , max-min distance analysis (MMDA) [8] , 2DLDA [9] and tensor LDA [2] . This kind of algorithm needs to compute the inverse of the matrix, resulting in computational cost, while trace ratio form does not. Trace ratio form aims to simultaneously seek all the projection vectors by maximizing the criterion function. For example, Guo et al. [10] transformed trace ratio form to an equivalent trace difference problem and provided an iterative bisection way to solve the optimal projection matrix. Wang et al. [11] proposed an iterative method, termed Iterative algorithm for the Trace Ratio (ITR) which can get the global solution, for the objective function. Jia et al. [12] analyzed the relationship between trace difference and ITR, and proposed a fast algorithm.
Apart from the aforementioned methods, which mainly explore the global geometric structure, manifold learning techniques intuitively characterize the intrinsic geometric structure on which high-dimensional data possibly reside and have been widely used for dimensionality reduction. The most representative nonlinear manifold learning methods include Laplacian Eigenmap (LE) [13] and locally linear embedding (LLE) [14] . LE and LLE yield impressive results on some benchmark artificial datasets. However, due to the out of samples problem, LLE and LE cannot be widely used in real applications. To handle this problem, He et al. proposed locality preserving projection (LPP) [15] and neighborhood preserving embedding (NPE) [16] , which are linear approximation of LE and LLE respectively. Inspired by LPP and NPE, many discriminant manifold learning methods have been developed, such as margin Fisher analysis (MFA) [17] which is similar to locally discriminant embedding (LDE) [18] , discriminant locality preserving projections (DLPP) [19] which makes use of the class structure on the basis of LPP [15] , discriminative locality alignment (DLA) [20] , stable orthogonal local discriminant embedding (SOLDE) [21] , parameter free large margin nearest neighbor (PFLMNN) [22] , low-rank preserving projections (LRPP) [23] and sparse representation-based Fisher discriminant criterion (SRC-FDC) [24] . No matter what the motivations of the aforementioned methods are, they can be unified within the graph embedding framework [17] and employ squared Euclidean distance as the distance metric in the criterion function.
Since squared Euclidean distance excessively emphasizes the large distance [25] , [26] , the aforementioned approaches is prone to the presence of outliers, which are usually defined as the points that deviate significantly from the rest of data [27] . This results in sensitivity of approaches to noise and outliers. To handle this problem, L 1 -norm based subspace learning has been considered to be capable of obtaining the robust projection vectors [28] - [30] . Two of the most representative methods are L 1 -PCA [28] and PCA-L 1 [29] , which employ L 1 -norm to measure reconstruction error and variance in the low-dimensional space, respectively. Nie et al. [31] proposed a non-greedy algorithm to solve PCA-L 1 , which maximizes the criterion function. Both of them involve the estimation of the optimal mean, which is difficult to attain under the L 1 -norm distance metric. To tackle this problem, Luo et al. [32] avoided the calculation of mean by maximizing the L 1 -norm variance between data points.
Motivated by the impressive results of L 1 -norm PCA, L 1 -norm discriminant analysis has attracted much attention in pattern recognition and machine learning [33] - [35] , where LDA-L 1 [33] and kernel LDA-L 1 [35] are two of the most representative methods, which employ L 1 -norm as the distance metric to calculate between-class and withinclass scatters in the linear and nonlinear criterion functions, respectively. Since they use greedy algorithm to solve the solution, the solution does not maximize the criterion function. To handle this problem, Liu et al. [36] proposed a nongreedy algorithm to solve the trace ratio form of L1-norm based linear discriminant analysis. To well reveal local intrinsic geometric structure, Zhong et al. [37] proposed DLPP-L 1 . It is commonly known that spatial geometric structure embedded in image pixels is important for image classification. Inspired by it, some L 1 -norm or L p -norm two-dimensional dimensionality reduction methods have been developed, such as 2DPCA-L 1 [38] , [39] , 2DPCA-L p [40] and 2DLDA-L 1 [41] .
Since solution of L 1 -norm dimensionality reduction methods does not relate to the scatter matrices, the aforemention robust methods do not well characterize the geometric structure of data which is important for classification [27] , [42] , [43] . To tackle this problem, Ding et al. [27] characterized the dissimilarity between data by R 1 -norm, which is just L 2,1 -norm, and developed R 1 -PCA that relates to covariance matrix of data and has rotational invariance. Kong et al. [44] used L 2,1 as the similarity measure in nonnegative matrix factorization (NMF) and proposed L 2,1 -NMF. Inspired by R 1 -PCA and L 2,1 -NMF, many related methods have been developed and have shown that L 2,1 -norm not only is robust to outliers and noise but also helps select sparse features that are important for subsequent analysis such as denoising, image representation, and classification [45] - [48] .
However, some aforementioned methods that employ L 2,1 -norm as the distance metric in the criterion function ignore the label information of data and cannot well encode the discriminant information. To solve this problem, we propose a robust graph embedding framework for dimensionality reduction in this paper. In our framework, we use L 2 -norm to measure the distance along space dimension and L 1 -norm to sum overall data points. Compared with traditional graph embedding framework, our framework has the following advantages.
First, from the norm point of view, L 2 -norm and squared L 2 -norm have no essential difference [49] , [50] . Thus, our framework retains tradition graph embedding framework's desirable properties such as rotational invariance and well geometric structure of data. Second, compared with squared L 2 -norm, L 2 -norm suppresses the role of outliers in the criterion function. So, our framework has a good robustness to outliers. Third, L 2 -norm can enhance the role of small between-class distance and simultaneously suppress the role of large between-class distance in the criterion function. It illustrates that our robust framework can help improve the margin in low-dimensional space. In other words, our framework can well encode discriminant information.
Based on our framework, we develop a robust feature extraction method, namely L 2,1 -norm based discriminant locality preserving projections (L 2,1 -DLPP) and provide an effective iterative algorithm to solve L 2,1 -DLPP. Experimental results on artificial database and three face databases (AR, Extended Yale B and PIE) illustrate the effectiveness of our proposed method.
The rest of this paper is organized as follows: Section II introduces the related work. We propose a L 2,1 -norm graph embedding framework for dimensionality reduction and then develop a L 2,1 -norm DLPP method to extract discriminant features in Section III. Section IV presents the experimental results. We conclude the paper in Section V.
II. RELATED WORKS A. GRAPH EMBEDDING FRAMEWORK
As the aforementioned analysis, most existing manifold learning algorithms can be unified within the graph 40724 VOLUME 6, 2018 embedding framework [17] . Assume that we have training data matrix X = [x 1 , x 2 , · · · , x N ] ∈ R n×N that are sampled from c classes, where n is the dimensionality of training data and N denotes the number of training samples. Each sample x i belongs to one of the c classes {X 1 , X 2 , · · · ,X c }, where
], x i j and N i denote the jth sample and number of samples in the ith class, respectively. The intrinsic graph and penalty graph are denoted by G = {X , S} and G p = {X , S p }, respectively, where S ∈ R N ×N and S p ∈ R N ×N are the weighted matrices [17] . For a pair of vertices, each element of the weighted matrices measures its similarity. The weighted matrices can be formed using different similarity criteria, such as local neighborhood relationship [14] and Gaussian similarity from Euclidean distance [51] . Graph embedding framework aims to seek the projection matrix
by solving the following objective function [17] :
where tr(·) is the trace operator of a matrix and superscript T denotes the transposition operation.
Graph embedding framework employs squared L 2 -norm as the distance metric, which remarkably exaggerates the role of large distance. Thus, graph embedding framework has the following two disadvantages. First, it is not robust to outliers and noise due to the fact that outlying measurements can skew the solution from the desired solution. Second, it does not well obtain the large margin due to the fact that squared L 2 -norm enlarges large between-class distance and simultaneously weakens small between-class distance in the criterion function.
B. DLPP AND DLPP-L 1
DLPP [19] improves the classification performance of LPP by making full use of the class structure. DLPP aims to find an optimal projection by maximizing the following objective function:
In the above equation, B ij and A k i,j are defined as
/t), respectively. t > 0 and s > 0 are parameters. m i and m j are the mean of the ith class and jth class, respectively.
To improve robustness of algorithms, many L 1 -norm based discriminant analysis methods have been developed, where DLPP-L 1 [37] is one of the most representative methods. It aims to seek projection vector w by the following model:
In [37] , each projection vector w is obtained by independently solving the objective function (3). Thus, the obtained projection matrix W opt = [w 1 , w 2 , · · · , w d ] does not maximize the corresponding trace ratio objection function of the model (3) .
Another disadvantage of DLPP-L 1 is that solution of the objective function (3) does not relate to scatter matrix which characterizes the geometric structure of data. In other words, the objective function (3) does not well reveal geometric structure that is important for classification. Finally, it is difficult to solve L 1 -norm optimization problem. To tackle these problems, a simple and intuitive robust graph embedding framework is proposed in Section III.
III. L 2,1 -NORM BASED GRAPH EMBEDDING FRAMEWORK A. MOTIVATION AND OBJECTIVE FUNCTION
As the aforementioned analysis, it is just squared L 2 -norm that makes the outlying measurements remarkably dominate the solution of graph embedding framework and weakens the small between-class distance. This leads to sensitivity of graph embedding framework to outliers and noise. To tackle this, distance metric in the criterion function should suppress the effect of large distance. Moreover, we hope the robust criterion function not only has rotational invariance but also well characterizes the geometric structure of data.
It is commonly known that, L 2 -norm and squared L 2 -norm have no essential difference [49] , [50] , thus L 2 -norm can well retain squared L 2 -norm's desirable properties such as rotational invariance and well geometric structure. Furthermore, L 2 -norm can further suppress the role of large distance in the criterion function. This helps improve the robustness of method to outliers. Finally, compared with squared L 2 -norm, L 2 -norm can help enlarge the role of small between-class distance and weaken the effect of large between-class distance in the criterion function. This results in large margin in lowdimensional space, which is important for classification.
For example, we randomly produce some data points which belong to three classes marked with different shapes by Matlab software. Each class has 20 2D data points shown in Fig. 1 representation in Fig. 1 (a) and (b), respectively. As can be seen in Fig. 1 , L 2,1 -GEF obtains large margin between class 1 and class 2 in the low-dimensional space and separates all classes in the low-dimensional space, while traditional GEF does not.
Combining the aforementioned analysis, we use L 2 -norm instead of squared L 2 -norm in Eq. (1). Thus the robust formulation of graph embedding framework, namely L 2,1 -norm graph embedding framework, is
In this section, we discuss how to solve the objective function (4). As in [17] , we can obtain different dimensionality reduction methods by setting different weighted matrices S and S p in the objective function (4). In the model (4), we need to calculate the point to point distance. It is time consuming. Inspired by DLPP-L 1 and the fact that, compared with point to point distance for classification, class to class distance not only helps improve the performance of classification but also reduces computational complexity [52] , [53] , we derive a simple and robust function, which is called L 2,1 -DLPP, for dimensionality reduction from the robust graph embedding framework. The objective function can be written as following:
where
· 2,1 denotes L 2,1 -norm of a matrix. For a matrix U (U ∈ R n×m ), U 2,1 is defined as follows [27] :
where u j is the jth column of U .
C. ALGORITHM
Before solving the objective function (5), we firstly introduce the following corollary.
Corollary 1:
The objective function (5) is equal to the following objective function:
where X i b and X i w denote the ith column of X b and X w respec-
Proof: According to Eq. (8), we have
). According to Eq. (12), we have
Substituting Eq. (13) and Eq. (14) into the objective function (5) and by simple algebra, the objective function (5) finally becomes The model (9) is formally similar to the model (1) that is the trace ratio form of general dimensionality reduction. The main difference is that matrices D b and D w in the model (9) relate to the projection matrix W , while matrices M and L in Eq. (1) do not. Thus, we cannot use most existing trace ratio algorithms [10] - [12] to solve the model (9) . Motivated by [10] , the model (9) can be approximately solved by solving the corresponding trace difference objective function, which is
where (16) include two variables which are unknown and relate to W . Thus, to solve the model (16), we alternatively update W (while fixing λ) and λ (while fixing W ). Specifically, assume that in the kth iteration, we calculate λ k by Eq. (17) with W k−1 which is obtained in the (k − 1)th iteration.
then, W can be updated by solving the model:
arg max
where,
is a real symmetrical matrix. If P is known in advance, the model (18) is a convex optimization. According to matrix theory [54] , the global solution of Eq. (18) 
According to the Cauchy-Schwarz inequality | x, y | ≤ x 2 y 2 , we have
Combining Eq. (20) and Eq. (21) yields
Similarly, according to |a| + |b| + |c| ≥ √ a 2 + b 2 + c 2 , for the denominator of the objective function (5), we have
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According to matrix theory [54] , we have
According to Eq. (23) and Eq. (24), we have
Combining Eq. (22) and Eq. (25), we have that the objective function (5) has an upper bound.
Theorem 2:
Proof: Since F(W k ) ≥ 0, then we have:
By simple algebraic steps, we have
Substituting Eq. (17) into Eq. (28), we have
Note that J (W * ) = J (W k ) if and only if W * is a local maximum of J (W k ).
According to Theorem 1 and Theorem 2, we have that Algorithm 1 will converge to a local optimal solution of Eq. (5) in most cases. Experimental results also illustrate the convergence of algorithm 1 for the model (5) (See Fig. 8 ).
E. ROTATIONAL INVARIANCE
In this section, we first show the rotational invariance of the objective function (5), which include two meanings [27] . First, under a rotational transformation of the feature space , the projection directions (columns of W ) are rotated accordingly, i.e., W . Second, low-dimensional representation for each data remains unchanged. We define the rotational transformation of
where ∈ R n×n ( T = I ) is rotation matrix. According to the objective function (5), we have
where W = W . Eq. (31) illustrates that, if W * is the solution of the objective function (5), then W is the solution of the objective (5) under a rotational transformation . Thus, we have
Eq. (32) illustrates that low-dimensional representations, which are extracted by the model (5), remain unchanged under rotational transform .
As can be seen in the step 3 in algorithm 1, the optimal solution of the model (18) is composed of the eigenvectors of matrix P(W ), i.e.,
where P(W ) is defined as Eq. (19) . In Eq. (19) , X b D b X T b and X w D w X T w denote weighted between-class and within-class scatter matrices, respectively. It illustrates that solution of our model (5) or (9) relates to the between-class and withclass scatter matrices which well characterize the geometric structure of data.
As the aforementioned analysis, compared with squared L 2 -norm, L 2 -norm can enhance the role of small-distance and suppress the role of large distance in the criterion function. Thus, our model not only has a good robustness to outliers but also helps improve the role of small between-class distance, i.e., margin, which is important for classification. Note that, as the discussion of graph embedding framework in [17] , we can get many robust dimensionality reduction methods by defining different weights in penalty graph and intrinsic graph.
IV. EXPERIMENTS
In the first subsection, we take two experiments on artificial datasets. In the second subsection, the experimental results on three face databases (AR, Extended Yale B and PIE) are presented. In addition, all experiments are performed on the Windows-7 operating systems (Intel Core i7-4770 CPU M620 @ 3.40 GHz 8 GB RAM).
A. EXPERIMENTS ON ARTIFICIAL DATABASES
To illustrate the robustness of L 2,1 -DLPP, we construct two Gaussian classes with the equivalent covariance matrix being [0.3, 0; 0, 1.5] and means being [-2, 0] and [2, 0] , respectively. Each class consists of 20 2D samples which are shown in Fig. 2 . Moreover, we also add an additional outlier, i.e., [8, 8] specified by red ''o'' in Fig. 2 . We first use the clean data as training data and respectively extract the optimal projection vectors of L 2,1 -DLPP, DLPP-L 1 [37] and DLPP [19] , which are shown in Fig. 2 with the solid line. It can be seen that they are close to the ideal optimal projection vector w = [1, 0] T . If we use the outlier [8, 8] instead of the left point marketed by ''o'' in Fig. 2 to construct another training data, we can obtain the optimal projection vectors of L 2,1 -DLPP, DLPP-L 1 and DLPP, which are shown in Fig. 2 with the dotted line. As can be seen in Fig. 2 , when training data include outlier data points, the optimal projection direction of DLPP has obviously a remarkable variation, while the optimal projection direction of L 2,1 -DLPP has a slight variation and is still close to the ideal projection direction. This experiment illustrates that the proposed approach L 2,1 -DLPP is more robust to outliers than DLPP-L 1 and DLPP.
Moreover, we construct Gaussian data classes for comparing the classification accuracy of L 2,1 -DLPP, DLPP-L 1 . We conduct two group experiments using these artificial data. In the first group experiment, we ignore the outlier ([200,200] ) and randomly select 50 samples from each class as training dataset and the remaining 150 samples of each class are used for testing. In the second group experiment, besides 50 samples from each class in the first group experiment, we also add the outlier ([200,200] ) in the training dataset and the testing dataset is not changed. To ensure the reliability of the experimental results, each group experiment is repeated 10 times. Table I lists the average classification accuracy and standard deviation.
As illustrated in Table I , when training data do not include outliers, DLPP, DLPP-L 1 and L 2,1 -DLPP almost have the same average classification accuracy. However, when training data include outliers, the average classification accuracy of DLPP is obviously decreased, while the average classification accuracy of DLPP-L 1 and L 2,1 -DLPP almost unchangeable. The reason may be that, compared with squared L 2 -norm, L 1 -norm and L 2 -norm can suppress the role of outliers in the criterion function. Moreover, L 2,1 -DLPP is superior to DLPP-L 1 when training data include outliers. The reason may be that L 2,1 -DLPP relates to scatter matrices, while DLPP-L 1 does not.
B. EXPERIMENTS ON THREE FACE DATABASES
We evaluate our proposed method by comparing it with recently proposed related algorithms including LPP [15] , LPP-L1 [55] , 2DLPP [56] , 2DLPP-L1 [57] , DLPP [19] , DLPP-L 1 [37] , LDA-L 1 [33] , and Wang's method [34] . As in [37] , to avoid over-fitting, in the following experiments we first use PCA to reduce dimensionality to be 200, and then extract the features by the aforementioned four methods, respectively. Finally, 1-nearest neighbor (1NN) and SVM are used for classification, respectively.
The AR dataset [58] has over 4000 frontal view images which are sampled from 126 person with different illumination, facial expression and occlusions such as glasses and scarf. The images of 120 person were taken in two sessions and are normalized to 50×40 pixels. These images construct new gallery for experiments. Fig. 3 shows some images of one person. In the first experiment, 13 images per person are randomly chosen as training images and the remaining images are viewed as testing images. Thus, both training images and testing images may include occlusions which are viewed as outliers. In the second experiments, 10 occlusionfree images and 10 other images per person, which may have occlusion, are randomly chosen as training images and testing images, respectively. So, training images do not have occlusion, while testing images do. In the third experiment, we randomly select 10 occlusion-free images per person for testing, and randomly select 10 images from the remaining images for training. For each method, we repeat the experiments 10 times.
The Extended Yale B dataset [59] has 2414 frontal-face images that were sampled from 38 individuals with variation illumination. In this database, most classes (person) have 64 images, while the 11th and 13th classes have 60 images, the 12th class has 59 images, the 15th class has 62 images, and the 14th, 16th, and 17th classes have 63 images. The face portion of each image was manually cropped and resized to be 32×32 pixels. We randomly chose 14 images per person and placed black and white noise with random distribution in these selected images (See Fig. 4) . The ratio between pixels of noise and image pixels was interval 0.05 to 0.15. Thus, we get a new gallery for the experiments. In the new gallery, we do three group experiments. First, 32 noise-free images per person are randomly selected as training images, and the remaining images are used for testing. Second, 32 images per person, which have 18 noise-free images and 14 noised images are randomly selected as training images and the corresponding remaining images are viewed as testing images. Third, 25 noise-free images and 7 noised images per person are randomly selected for training, and the corresponding remaining images are viewed as testing images. For each method, we repeat the experiments 10 times.
The PIE dataset [60] are composed of frontal-face images which were sampled from 68 individuals with various illumination. In this database, each image is resized to 32×32 pixels. 10 images per person are randomly chosen and added the same outliers as that in the Extended Yale B database (see Fig. 5 ). Thus, we got a new gallery for the experiment. In the first experiment, 21 noise-free images per person are randomly chosen as training images, and the remaining images are viewed as testing images. Thus, training data do not include outliers, while testing data include outliers. In the second experiment, 11 noise-free images and 10 noised images per person are randomly chosen as training data, and the corresponding remaining images are viewed as testing data. Thus, training data include noised images, while testing data do not. In the third experiment, 5 noised images and 16 noise-free images per person are randomly chosen as training data, and the corresponding remaining images are viewed as testing data. So, training data and testing data include noised images. For each method, we repeat the experiments 10 times. Table 2 and Table 3 list the average classification accuracy, standard deviation and the corresponding number of projection vectors on the AR, Extended Yale B and PIE databases using 1NN and SVM as classifier, respectively. Table 4 lists the average training time of each algorithm on the three databases. Considering the the average classification accuracy on Table 2 and Table 3 , Figure 6 and Figure 7 just plot the average classification curves of four methods (i.e, LDA-L 1 , DLPP-L 1 , L 2,1 -DLPP and Wang's method) versus the number of projection vectors on the three databases using 1NN and SVM as classifier, respectively. Figure 8 shows the convergence curve of our approach on the three databases.
Comparing the aforementioned experiments, we have the several interesting observations:
(1) Table 2 and Table 3 show that our model achieves the best results on all datasets. This is probably due to the fact that our approach well encodes the local discriminant structure by L 2,1 -norm measurement, which is important for classification. In addition, LDA-L 1 and DLPP-L 1 , L 2,1 -DLPP and Wang's method are much better than other methods. This is probably because the last four methods in tables both consider the label information and use L 1 -norm or L 2,1 -norm to measure the relationship among projection vectors.
(2) Figure 6 and Figure 7 show that our proposed approach L 2,1 -DLPP is superior to DLPP-L 1 under the each dimensionality, and achieves the highest recognition accuracy with the near whole projection vectors. This is probably because that our approach uses the non-greedy strategy to solve the projection matrix, which can best optimize the projection function (5) under each dimensionality while DLPP-L 1 does not obtain the maximum value under each dimensionality. When the training data has no outliers, the top recognition accuracies of the aforementioned methods are different. This is probably because that the variations between the images of the same face due to illumination are almost always larger than image variations due to the change in face identity, and the images with large variations are viewed as outliers. (3) Table 4 shows the training time cost of each method on three databases. DLPP performers better than other methods, but the advantage is not obvious compared with our algorithm. However, considering the recognition rate, our proposed algorithm is much faster than LDA-L 1 , DLPP-L 1 and Wang's method.
(4) Figure 8 shows the value of function converges within only 10 steps. Therefore, we always fix the maximum number of iteration at 10 in the experiments. This is consistent with our analysis in Section II. It illustrates that our algorithm may converge to a local optimum. Moreover, the most time consuming operation in Algorithm 1 is the eigenvalue decomposition in step 3, whose time complexity is O(n 3 ), where n is dimensionality of the data. All of these demonstrate that our algorithm has a good practical application for its low complexity and good convergence.
V. CONCLUSION
In this paper, we present a robust dimensionality reduction approach, namely, L 2,1 -norm based discriminant locality preserving projections (L 2,1 -DLPP), for feature extraction. The proposed approach measures the similarity between data by using L 2,1 norm, which retains the conventional discriminant manifold learning algorithm's desirable properties, such as rotational invariance and the solution is related with scatter matrices. We provide a non-greedy iterative algorithm to solve the projection matrix, which can best optimize the objective function. Moreover, we prove the local convergence of our proposed algorithm. Experiments on artificial databases and three face databases (AR, Extended Yale B, and PIE) illustrate the efficiency of our proposed approach.
