On the distance between separatrices for the discretized logistic
  differential equation by Sellama, Hocine
ar
X
iv
:0
70
5.
15
32
v2
  [
ma
th.
DS
]  
12
 Ju
n 2
00
8
On the distane between separatries for the
disretized logisti dierential equation
Hoine Sellama
IRMA - UMR 7501 CNRS/ULP
7 rue René Desartes - 67084 Strasbourg Cedex, Frane
email: sellamamath.u-strasbg.fr
abstrat
In this paper, we onsider the disretization
y(t+ ε) = y(t− ε) + 2ε
(
1− y(t)2
)
,
ε > 0 a small parameter, of the logisti dierential equation y′ = 1 − y2,
whih an also be seen as a disretization of the system{
y′ = 2
(
1− v2
)
,
v′ = 2
(
1− y2
)
.
This system has two saddle points at A = (1, 1), B = (−1,−1) and there
exist stable and unstable manifolds. We will show that the stable manifold
W+
s
of the point A = (1, 1) and the unstable manifold W−
i
of the point
B = (−1,−1) for the disretization do not oinide. The vertial distane
between these two manifolds is exponentially small but not zero, in partiu-
lar we give an asymptoti estimate of this distane. For this purpose we will
use a method adapted from the paper of Shäfke-Volkmer [5℄ using formal
series and aurate estimates of the oeients.
Keywords : Dierene equation ; Manifolds ; Linear operator ; Formal so-
lution ; Gevrey asymptoti ; Quasi-solution
1 Introdution
We onsider the logisti equation
y′ = 1− y(t)2, (1.1)
whose solutions are y(t) = tanh(t + c). The disretization of this equation by
Nystrm's method, whih onsists in replaing the derivative by the symmetrial
dierene, gives the reurrene :
yn+1 = yn−1 + 2ε
(
1− y2n
)
. (1.2)
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Fig. 1  This gure represents yn as a funtion of nε
2
.
With the initial onditions y0 = 0, y1 = ε, we alulate the disrete solution yn
with 1600 iterates and ε = 120 (see FIG.1). We observe that the disrete solution
rejoins quikly the level y = 1, it stays lose to this point for a relatively long time
before it leaves its neighborhood, then for the little while the even numbered points
follow one urve and the odd numbered follow another urve, the two urves meet
at the level y = −1, the disrete solution stays lose to this point for a relatively
long time, then it remakes the same yle.
Now letting un = y2n, vn = y2n+1, we obtain a reurrene of rst order in the
plane
(un+1, vn+1) = Φ(un, vn) (1.3)
where the dieomorphism Φ : IR2 7→ IR2 is dened by
u1 = u+ 2ε
(
1− v2
)
,
v1 = v + 2ε
(
1− u21
)
.
This is a disretization of the following system of dierential equations{
u′ = 2
(
1− v2
)
,
v′ = 2
(
1− u2
)
.
(1.4)
We notie easily that the set E =
{
(u, v)\(u− v)(u2 + uv + v2 − 3) = 0
}
is an
invariant set for this system. The system (1.4) has two saddle points in A = (1, 1)
2
and B = (−1,−1) and orresponding stable and unstable manifolds lie on its
invariant set E.
The stable manifold at A and unstable manifolds atB are part of set
{
(u, v)\u =
v
}
, where as the unstable manifold at A and stable manifolds at B are part of set{
(u, v)\u2 + uv + v2 = 3
}
. The stable manifold of A oinides with the unstable
manifold of B (See FIG.2).
For the disretized equation (1.3), these manifolds still exist [2℄, let W+s , W
−
i
denote the stable manifold at A and the unstable manifold at B respetively, W+i
and W−s unstable manifold at A and stable manifold at B respetively, W
+
s and
W−i do not oinide an more (See FIG.3) as we want to show.
In the paper [2℄, after introduing the notion of length of the rst level l1(ε) =
2εn1(ε), where n1(ε) = inf
{
n ∈ IN\y2n(ε) + y2n+1(ε) < 0
}
, Fruhard-Shäfke had
shown that there exist a postive onstant K suh that
∆(ε) ≤ exp
(
−
pi2 + o(1)
2ε
)
, as εց 0,
l1(ε) ≥
pi2
4ε
+ o(1),
where ∆(ε) denote the distane between the sets W+s ∩S and W
−
i ∩S in the sense
of Hausdor and S =
{
(u, v)\ − 1 ≤ u+ v ≤ 1
}
.
With the initial ondition y0 = 0, y1 = ε, the length of the rst level satises
l1(ε) = −
1
2
(
1 + o(1)
)
log(∆(ε)) as ε ց 0[2℄. They also showed that there are two
families of entire funtions y±ε : C 7−→ C, solutions of the dierene equation
y(t+ ε) = y(t− ε) + 2ε
(
1− y(t)2
)
, (1.5)
and the funtions t 7→
(
y+ε (t), y
+
ε (t + ε)
)
, t 7→
(
y−ε (t), y
−
ε (t + ε)
)
provide parame-
trization w+s (t) of W
+
s for t ∈ [−1,∞[ respetively w
−
i (t) of W
−
i for t ∈]−∞, 1].
In this work we will prove
Theorem 1.1. There exist a onstant α with 1.2641497 ≤ α ≤ 1.2641509 and
ε0 > 0 suh that for 0 < ε < ε0
Distε
(
w+s (t),W
−
i
)
=
4piα cos(piε t+ pi)
ε3
(
1− tanh(t)2
)e−pi22ε +O( 1
ε2
e−
pi2
2ε
)
, as εց 0,
where Distε is dened as the vertial distane between the stable and unstable
manifolds.
In order to show the theorem 1.1, we start with the onstrution of a formal
power series solution in d whose oeients are polynomials in u = tanh(d t/ε),
afterwards we will give asymptoti approximations of these oeients using ap-
propriate norms on the spaes of polynomials. The next step is to onstrut a
quasi-solution i.e. a funtion that satises the equation (1.5) exept for an expo-
nentially small error, then we show that this quasi-solution and the exat solution
of equation (1.5) are exponentially lose.
3
Fig. 2  The stable and unstable manifolds for the logisti dierential equation.
Finally we give an asymptoti estimate of the distane between the stable
manifold of A and the unstable manifold of B and we show that this distane is
exponentially small but not zero, thus ompleting the proof of the theorem 1.1.
Fig. 3  The stable and unstable manifolds for the dierene equation.
2 Formal solutions
We onsider the dierene equation
y(t+ ε) = y(t− ε) + 2ε
(
1− y(t)2
)
, (2.1)
where ε > 0 is the disretization step and y(t) → 1 as t → +∞. Our rst aim is
to transform (2.1) in suh a way that the new equation admits a formal solutions
whose oeients are polynomials. We dene u and A(d, u) suh that
u := tanh(
d
ε
t), (2.2)
4
yε(t) = A(d, u), (2.3)
where d :=
∑+∞
n=1 dnε
n
is a series to be determined. When these variables are
substituted in (2.1), the following equation satised by A(d, u) is obtained :
A
(
d, T+(d, u)
)
−A
(
d, T−(d, u)
)
= f
(
ε,A(d, u)
)
, (2.4)
where
f(ε, x) := 2ε(1 − x2), (2.5)
T+ := T+(d, u) =
u+ tanh(d)
1 + u tanh(d)
, (2.6)
T− := T−(d, u) =
u− tanh(d)
1− u tanh(d)
. (2.7)
For small ε one an onstrut a formal expansion in powers of ε2 of the form∑∞
n=0A2n+1(u)d
2n
, where A2n+1 are polynomials whih satisfy A1(u) = u and
A2n+1(±1) = 0, for n ≥ 1.
The existene of a suh formal solution is only possible if d and ε are oupled
in a very speial way. Indeed, suppose that there exists a suh formal power series
solution. We dierentiate (2.4) with respet to u and obtain at u = 1
∂A
∂u
(d, 1) · lim
u→1
T+(d, u)− 1
u− 1
−
∂A
∂u
(d, 1) · lim
u→1
T−(d, u) − 1
u− 1
=
∂f
∂x
(ε, 1) ·
∂A
∂u
(d, 1).
Beause A2n+1(1) = 0 for n ≥ 1 implies A(d, 1) = 1. Thus with
∂f
∂x(ε, 1) = −4ε
and
∂A
∂u (d, 1) = 1 +O(d) 6= 0, the above equation implies
ε =
tanh(d)
1− tanh(d)2
=
1
2
sinh(2d). (2.8)
Theorem 2.1. Let ε and d be oupled by ε = 12 sinh(2d). Then (2.4) has a formal
power series solution that an be written in the form
A(d, u) = u+
∞∑
n=1
A2n+1(u)d
2n, (2.9)
where A2n+1(u) are odd polynomial and A2n+1(1) = A2n+1(−1) = 0 for all n.
Proof. We will use the Indution Priniple for even n to show that there exist
unique odd polynomials A1, A3, A5...An+1 suh that
Z(d, u) =
n∑
k=0
k even
Ak+1d
k, (2.10)
5
satisfy
Z
(
d, T+(d, u)
)
− Z
(
d, T−(d, u)
)
= f
(
ε, Z(d, u)
)
mod dn+2. (2.11)
For n = 0, we put A1(u) = u and Z(d, u) = u and obtain
Z
(
d, T+(d, u)
)
− Z
(
d, T−(d, u)
)
= T+(d, u) − T−(d, u) = (2− 2u2)d+O(d3).
and
f
(
ε, Z(d, u)
)
= 2ε(1 − u2) = (2− 2u2)d+O(d3).
This gives
Z
(
d, T+(d, u)
)
− Z
(
d, T−(d, u)
)
= f
(
ε, Z(d, u)
)
mod d2.
Now suppose that for some even n already A1, A3, A5...An+1 have been found
with the above properties. We have to onstrut An+3. First, we show that Z(d, u)
satises (2.11) even modulo dn+3. To this purpose, let
Z
(
d, T+
)
− Z
(
d, T−
)
= f
(
ε, Z(d, u)
)
+ Rn+2(u)d
n+2 +O(dn+3) (2.12)
we replae d by −d. Using that Z is even and ε is odd in d, we obtain
Z
(
d, T−
)
− Z
(
d, T+
)
= −2ε
(
1− Z(d, u)2
)
+ Rn+2(u)d
n+2 +O(dn+3),
this gives
Z
(
d, T+
)
− Z
(
d, T−
)
= 2ε(d)
(
1− Z(d, u)2
)
− Rn+2(u)(d)
n+2 +O(dn+3).
With (2.12) this implies Rn+2(u) = 0 and onsequently
Z
(
d, T+
)
− Z
(
d, T−
)
= f
(
ε, Z(d, u)
)
+Rn+3(u)d
n+3 +O(dn+4). (2.13)
We want to onstrut An+3(u) suh that
Z˜
(
d, T+
)
− Z˜
(
d, T−
)
= f
(
ε, Z˜(d, u)
)
+O(dn+4), (2.14)
if we put
Z˜(d, u) = Z(d, u) +An+3(u)d
n+2. (2.15)
To this purpose we use again Taylor expansion
f
(
ε, Z˜(d, u)
)
= f
(
ε, Z(d, u)
)
− 4uAn+3(u)d
n+3 + O(dn+4),
Z˜
(
d, T+(d, u)
)
= Z(d, u) +An+3(u)d
n+2 + (1− u2)
∂An+3
∂u
(u)dn+3 +O(dn+4),
Z˜
(
d, T−(d, u)
)
= Z(d, u) +An+3(u)d
n+2 − (1− u2)
∂An+3
∂u
(u)dn+3 +O(dn+4).
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With (2.13), this gives
Z˜
(
d, T+
)
− Z˜
(
d, T−
)
= f
(
ε, Z˜(d, u)
)
+ R˜n+3(u)d
n+3 +O(dn+4), (2.16)
where
R˜n+3(u) = 2(1 − u
2)
∂An+3
∂u
(u) + 4uAn+3(u) + Rn+3(u).
We see that (2.14) is satised if only if
2(1− u2)
∂An+3
∂u
(u) + 4uAn+3(u) + Rn+3(u) = 0. (2.17)
This equation has a unique odd solution whih is given by
An+3(u) = −(1− u
2)
∫ u
0
Rn+3(t)
2(1− t2)2
dt.
We an prove that this solution is polynomial. For that, it is neessary that
Rn+3(u) and R
′
n+3(u) vanish into 1 and -1. Indeed, if we take (2.13) with u = 1,
we obtain
Rn+3(1)d
n+3 = Z
(
d, T+(d, 1)
)
−Z
(
d, T−(d, 1)
)
− f
(
ε, Z(d, 1)
)
+O(dn+4). (2.18)
Sine, T+(d, 1) = T−(d, 1) = Z(d, 1) = 1 and f
(
ε, 1
)
= 0, we obtain
Rn+3(1)d
n+3 = O(dn+4), (2.19)
therefore Rn+3(1) = 0. In order to show that R
′
n+3(1) = 0, we derive formally (2.13)
and replae u by 1. Using T+(d, 1) = T−(d, 1) = Z(d, 1) = 1 and ∂f∂u
(
ε, 1
)
= −4ε,
we obtain
R
′
n+3(1)d
n+3 =
∂Z
∂u
(d, 1)
(
∂T+
∂u
(d, 1) −
∂T−
∂u
(d, 1) + 4ε
)
+O(dn+4). (2.20)
By hoie of d, f (2.8). Thus we have ∂T
+
∂u (d, 1) −
∂T−
∂u (d, 1) = −2 sinh(2d). with
(2,8) we obtain
R
′
n+3(1)d
n+3 = O(dn+4), (2.21)
therefore R
′
n+3(1) = 0. As formula (2.13) shows that Rn+3(u) is odd, then Rn+3(−1) =
R
′
n+3(−1) = 0.
The rst polynomials An+1(u) with even n are given by
n 0 2 4 6
An+1(u) u u− u
3 (1− u2)
(
4
3u−
10
3 u
3
)
(1− u2)
(
62
3 u
5 − 1909 u
3 + 18245 u
)
We introdue the operators C2, C,S2,S dened by
7
C(Z)(d, u) = 12
(
Z(d, T+
1
2 ) + Z(d, T−
1
2 )
)
,
S(Z)(d, u) = 12
(
Z(d, T+
1
2 )− Z(d, T−
1
2 )
)
,
C2(Z)(d, u) =
1
2
(
Z(d, T+) + Z(d, T−)
)
,
S2(Z)(d, u) =
1
2
(
Z(d, T+)− Z(d, T−)
)
.
(2.22)
where T+
1
2 = T+(d2 , u), T
− 1
2 = T−(d2 , u) and Z(d, u) is a formal power series of d
whose oeients are polynomials. We rewrite equation (2.4) as
S2(A)(d, u) = ε
(
1−A(d, u)2
)
. (2.23)
3 Norms for polynomials and basis
In the sequel we denote :
 P the set of all polynomial whose oeents are omplex,
 Pn the spaes of all polynomials of degree less than or equal to n,
 Q := {Q(d, u) =
∑∞
n=0Qn(u)d
n, where Qn(u) ∈ Pn, for all n ∈ N} .
Proposition 3.1. [5℄ If we dene the sequene of the polynomial funtions τn(u)
by τ0(u) = 1, τ1(u) = u, τn+1(u) =
1
nDτn(u), where the operator D is dened by
D := (1− u2) ∂∂u , we have
1. T+(d, u) =
∑∞
n=0 τn+1(u)d
n,
2. τn(u) has exatly degree n,
3. τn(tanh(z)) =
1
(n−1) !
(
d
dz
)n−1(
tanh(z)
)
.
Denition 3.2. Let p ∈ Pn. As τ0(u), τ1(u), ..., τn(u) form a basis of Pn, we an
write p as
p =
n∑
k=0
akτk(u).
Then we dene the norm
‖p‖n =
n∑
i=0
ai
(pi
2
)n−i
. (3.1)
Theorem 3.3. [5℄ Let n,m be positive integers and p ∈ Pn, q ∈ Pm. The norms
‖ ‖n of the above denition have the following property :
8
1. ‖Dp‖n+1 ≤ n‖p‖n.
2. If p odd we have ‖p‖n ≤ ‖Dp‖n+1.
3. There exists a onstant M1 suh that ‖pq‖n+m ≤M1‖p‖n|q‖m.
4. There is a onstant M2 suh that |p(u)| ≤M2
(
2
pi
)n
‖p‖n (−1 ≤ u ≤ 1).
5. There is a onstant M3 suh that for all n > 1 with p(−1) = p(−1) = 0,∥∥∥ p
τ2
∥∥∥
n−2
≤M3‖p‖n.
4 Operators
In this setion we will use denitions and results adapted from [5℄ by replaing
pi
2 by pi.
Denition 4.1. Let f be formal power series of z whose oeients are omplex.
We dene a linear operator f(dD) on Q by
f(dD)Q =
∞∑
n=0
( n∑
i=0
fiD
iQn−i(u)
)
dn, (4.1)
Where f(z) =
∑∞
i=0 fiz
i
and Q =
∑∞
n=0Qn(u)d
n ∈ Q.
By the above denition and (1) of the proposition 3.1, we an show that
Q(d, T+
(
θd, u)
)
=
(
exp(θdD)Q
)
(d, u), for Q ∈ Q and all θ ∈ C. (4.2)
With (2.22) this implies
C(Q)(d, u) = cosh(d2D)Q, S(Q)(d, u) = sinh(
d
2D)Q,
C2(Q)(d, u) = cosh(dD)Q, S2(Q)(d, u) = sinh(dD)Q,
for polynomial series Q in Q. We denote
∥∥Q∥∥
n
=
∥∥Qn∥∥n.
Theorem 4.2. . Let f(z) be formal power series having a radius of onvergene
greater than pi and let k be a positive integer. There is a onstant K suh that : If
Q is a polynomial series having the following property
‖Q‖n ≤
{
0 for n < k
M(n− k) !pi−n for n ≥ k
where M independent of n and Q ∈ Q then the polynomial series f(dD)Q satises
‖f(dD)Q‖n ≤
{
0 for n < k
MK(n− k) !pi−n for n ≥ k
9
We dene the operator C−1 by C−1 = g(dD), where g(z) =
1
cosh(z/2)
Theorem 4.3. There exists a positive onstant K suh that, if Q is a polynomial
series suh that Qn odd, ‖Q‖n = 0 for n < k for some positive integer k and
‖dDQ‖n ≤M(n− k) !pi
−n
for n ≥ k
where M independent of n and Q ∈ Q, the polynomial series C−1(Q) satises
∥∥C−1(Q)∥∥
n
≤MKpi−n

n ! for k = 1
(n− 1) ! log(n) for k = 2
(n− 1) ! for k ≥ 3
Theorem 4.4. We onsider a polynomial series
Qα(d, u) =
∞∑
n=1
n odd
αn(n− 1) !
( i
pi
)n−1
τn(u)d
n
where αn = O(n
−k) as n→∞ with some integer k ≥ 2. Let α := 1pi
∑∞
n=1 αn. then
the oeients
{
C−1(Qα)
}
n
of C−1(Qα) satisfy∥∥∥∥∥ {C−1(Qα)}n − α(n− 1) !( ipi)n−1τn
∥∥∥∥∥
n
= O
(
(n− k) !pi−n
)
,
as n→∞ for odd n.
Theorem 4.5. Let k, l, p, q be positive integer with p ≥ k and q ≥ l. Dene m as
the minimum of k + q and l + p. Then there is a onstant K with the following
property :
If P and Q are polynomial series suh that ‖P‖n = 0 for n < p, ‖Q‖n = 0 for
n < q and
‖P‖n ≤M1(n− k) !pi
−n, for n ≥ k,
‖Q‖n ≤M2(n− l) !pi
−n, for n ≥ l.
Then
‖PQ‖n ≤ KM1M2(n−m) !pi
−n, for n ≥ p+ q.
Theorem 4.6. Let Q1(d, u) be a onvergent polynomial series whih is even with
respet to both variables and has onstant term 1.
Let Q2(d, u) = d
2(1−u2)Q1(d, u) and P (d, u) = S(Q2)/C(Q2). Consider the linear
operator dened by
L(Q) = S(Q)− P (d, u) · C(Q), Q ∈ Q. (4.3)
10
Then, there exist a onstant K with the following property. If Q is an odd polyno-
mial series with odd oeients Qn(u) satisfying Qn(1) = 0 for all n, ‖L(Q)‖n = 0
for n < 6 and
‖L(Q)‖n ≤M(n− 6) !pi
−n
for n ≥ 6,
then also
‖dDQ‖n ≤ KM(n− 6) !pi
−n
for n ≥ 6.
5 Asymptoti approximation of the oeients of the
formal solution
The objetive in this setion is to onstrut an asymptoti aproximation of the
oeents of the formal solution (2.9). It will turn out to be onvenient to onsider
the new series B(d, u) = εA(d, u),
B(d, u) = εA(d, u) =
∞∑
n=2
n even
An+1(u)εd
n + εu,
this gives
B(d, u) =
∞∑
n=3
n odd
Bn(u)d
n + εu,
where Bn(u) are odd polynomials. Furthermore we have Bn(u) ∈ Pn and Bn(1) =
Bn(−1) = 0 for all n. The new equation for B(d, u) is
S2(B)(d, u) = ε
2 −B(d, u)2. (5.1)
We saw in setion 2 that the series A was a formal solution of the starting equation.
For the moment, nothing is known about the norms of its oeients, but we will
show that this series is Gevrey-1, more preisely ‖A‖n = O
(
n !pi−n
)
. This enables
us thereafter to onstrut a quasi-solution. To this purpose, we will prepare the
equation (5.1) so that we an onstrut a reurrene.
We start with the deompostion of series B(d, u) in the form :
B = U + F, where U = εu+ (u− u3)d3 +
(10
3
u5 −
16
3
u3 + 2u
)
d5. (5.2)
Next, we dene
G : = QF,
J : =
C(G)
Q1
. (5.3)
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where
Q(d, u) : = (1− u2)d2 + (u4 − u2)d4 −
(13
6
u6 −
7
2
u4 +
4
3
u2
)
d6
+
(47
6
u8 −
31
6
u6 +
58
15
u4 −
104
45
u2 + 1
)
d8,
Q1(d, u) = (1− u
2)d2 +
3
2
(u2 − u4)d4. (5.4)
The hoie of Q and Q1 and by using the properties of the operators S, C, we
will be able to rewrite the equation (5.1) in the form :
e0(d, u)L(J) = e1(d, u)C(J) + e2(d, u)F + e3(d, u)F
2
+e4(d, u)C2(F ) + e5(d, u)
where L is the operator dened in (4.3) and ei(d, u), i = 0, ..., 5 are onvenient
known onvergent series in d and u whih will be thereafter given.
The left hand side of this equation is series with leading term 1 multiplied
by the invertible operator L applied to the series J . The right hand side is an
expression of F and J multiplied by known onvergent series ei(d, u), i = 1, ..., 5.
U , Q, Q1 were hosen so that the series ei(d, u), i = 0..5 are of a rather large
order in d, this makes the seond term smaller than the right hand side. This
property will be useful to onstrut a reurrene on n and to reverse then the
operators L, C, whih makes possible to estimate the oeients of series C(G) and
nally the oeients of the formal solution of the equation (5.1).
More preisely, we insert (5.2) into the equation (5.1) and nd
S2(F ) = −F
2 − 2U F + ε2 − U2 − S2(U). (5.5)
We dene X by
X := V (d, u) · SC(G) +W (d, u) · C2(G) (5.6)
where
V (d, u) : = 1 + 2u2d2 −
(7
3
u4 − 3u2
)
d4 −
(31
3
u6 −
221
9
u4 +
253
15
u2 −
41
15
)
d6,
W (d, u) : = 2εu.
Then, beause of G = QF , we have X (G) = V · SC(F Q) +W · C2(F Q). Using
the formulas
C2 = 2C
2 − Id,
S2 = 2SC,
S2(F Q) = S2(F )C2(Q) + S2(Q)C2(F ),
C2(F Q) = C2(F )C2(Q) + S2(Q)S2(F ).
(5.7)
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We obtain
X =
1
2
V · S2(F Q) +
1
2
W ·
(
C2(F Q) +QF
)
=
1
2
(
V C2(Q) +W S2(Q)
)
S2(F ) +
1
2
(
V S2(Q) +W C2(Q)
)
C2(F )
+
1
2
W Q · F.
With (5.5) this implies
X =
1
2
W1 F +
1
2
W2 C2(F )−
1
2
(
V C2(Q) +W S2(Q)
)
F 2 + µ(ε, u), (5.8)
where
W1 = −2U
(
V C2(Q) +W S2(Q)
)
+W Q,
W2 = V S2(Q) +W C2(Q),
µ(ε, u) = 12
(
V C2(Q) +W S2(Q)
)(
ε2 − U2 − S2(U)
)
.
The lowest power of d inW1 andW2 is the eleventhW1 = O(d
11) = W2, µ(ε, u)
is analyti. On the other hand C(G) = Q1 J, this implies
X (G) = V · S(Q1 J) +W · C(Q1 J). (5.9)
If we use the produt formulas
S(Q1 J) = S(J)C(Q1) + S(Q1)C(J),
C(Q1 J) = C(J)C(Q1) + S(Q1)S(J).
(5.10)
We have
X (G) =
(
V C(Q1) +WS(Q1)
)
S(J) +
(
V S(Q1) +WC(Q1)
)
C(J). (5.11)
With (5.8) and (4.3), this implies
V1L(J) = −(W3 + PV1)C(J) +
1
2
W1F −
1
2
(
V C2(Q) +W S2(Q)
)
F 2
+
1
2
W2 C2(F ) + µ(ε, u), (5.12)
V1 = V C(Q1) +WS(Q1),
W3 = V S(Q1) +WC(Q1),
P = S
(
(1− u2)d2
)
/C
(
(1− u2)d2
)
= −ud+O(d2),
L(J) = S(J)− P · C(J). (5.13)
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We divide (5.12) by (1− u2)d2, this implies
V1
(1− u2)d2
L(J) = −
W3 + PV1
(1− u2)d2
C(J) +
W1
2(1 − u2)d2
F −
V C2(Q) +W S2(Q)
2(1− u2)d2
F 2
+
W2
2(1 − u2)d2
C2(F ) +
µ(ε, u)
(1− u2)d2
, (5.14)
where F and J are oupled by the equation Q1J = C(QF ) = C(G).
Theorem 5.1. With the above notations, we have the following estimation∥∥dDC(G)∥∥
n+1
= O
(
(n− 7) !pi−n
)
as n→∞.
Proof. We set
en :=
∥∥dDC(G)∥∥
n+1
(n − 6) !pi−n
for n ≥ 7. (5.15)
We must show that en = O(n
−1). In the sequel we will use the onvention : If
an, n = 0, 1, .... is any sequene of positive real numbers, then
a+n := max(a0, a1, ...an), for all n ≥ 0. (5.16)
In this proofK1,K2, ... will always denote onstants independent of n. Theorem
4.3 gives ∥∥G∥∥
n
≤ K1e
+
n (n− 1) !pi
−n, (5.17)∥∥G2∥∥
n
≤ K2fn(n− 10) !pi
−n, for n ≥ 18, (5.18)
where
fn =
n−9∑
i=9
e+i e
+
n−i
(i− 1) ! (n − i− 1) !
(n− 10) !
, for n ≥ 18.
Using theorem 3.3, (5), we nd∥∥F∥∥
n
≤ K4e
+
n+1(n+ 1) !pi
−n,∥∥F 2∥∥
n
≤ K3fn+4(n − 6) !pi
−n.
(5.19)
Using theorem 4.2, we obtain∥∥C2(F )∥∥n ≤ K5e+n+1(n+ 1) !pi−n. (5.20)
Observe that the onvergent polynomials seriesW1/2(1−u
2)d2 ,W2/2(1−u
2)d2
begins with d9 and
(
V C2(Q)+W S2(Q)
)
/2(1−u2)d2 begin with 1. Using theorem
4.5 we thus obtain∥∥∥ W2
2(1 − u2)d2
C2(F )
∥∥∥
n
≤ K6e
+
n−7(n− 7) !pi
−n, (5.21)
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∥∥∥ W1
2(1− u2)d2
F
∥∥∥
n
≤ K7e
+
n−7(n− 7) !pi
−n, (5.22)
∥∥∥(V C2(Q) +W S2(Q))
2(1− u2)d2
F 2
∥∥∥
n
≤ K8f
+
n+4(n− 6) !pi
−n. (5.23)
On the other hand ∥∥Q1J∥∥n = ∥∥C(G)∥∥n ≤ en(n− 6) !pi−n.
We apply the theorems 3.3, (5) and 4.2 and nd∥∥C(J)∥∥
n
≤ K9en+2(n− 4) !pi
−n.
Beause the onvergent polynomial series (W3 + PV1)/(1 − u
2)d2 = O(d3), then∥∥∥∥(W3 + PV1)(1− u2)d2 C(J)
∥∥∥∥
n
≤ K10e
+
n−1(n− 9) !pi
−n. (5.24)
With a rude estimate of the onvergent terms µ(ε, u) the inequalities (5.21)- (5.24)
gives ∥∥∥ V1
2(1 − u2)d2
L(J)
∥∥∥
n
≤ K11(1 + e
+
n−1 + f
+
n+4)(n− 6) !pi
−n.
The multipliation by the onvergent terme 2(1 − u2)d2/V1 only hanges the
onstant K11. Sine theorem 4.5 applies to the operator L dened in (4.3), we
obtain ∥∥dDJ∥∥
n
≤ K12(1 + e
+
n−1 + f
+
n+4)(n− 6) !pi
−n. (5.25)
This with theorem 4.5 gives via
dDC(G) = dD(Q1J) = J · (dDQ1) +Q1 · (dDJ),
the estimate ∥∥dDC(G)∥∥
n
≤ K13(1 + e
+
n−3 + f
+
n+2)(n − 8) !pi
−n. (5.26)
By equation (5.15), we obtain
en−1 ≤
K
n
(1 + e+n−3 + f
+
n+2). (5.27)
Lemma 5.2. Under the ondition (5.27), we have en = O(n
−1) as n→∞.
Proof. Let K1 ≥ 9 !e
+
10 an arbitrary number. We assume that
en ≤
K1(n+ p) !
(n− 1) !(p + 10) !
, for 10 ≤ n ≤ N − 3, (5.28)
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with p ≥ −1, N ≥ 14. This gives for 13 ≤ n ≤ N
(n− 8) !fn+2 ≤ 2e
+
9 K1
8 !(n + p− 7) !
!(p+ 10) !
+K21
n−8∑
i=10
(i+ p) !(n + p− i+ 2) !(
(p+ 10) !
)2 .
Using the inequality,
n−8∑
i=10
(i+ p) !(n+ p− i+ 2) ! ≤ (p+ 10) !(n + p− 7) !,
we obtain
fn+2 ≤ K2
(n+ p− 7) !
(p+ 10) !(n − 8) !
≤ K2
(n+ p− 3) !
(p+ 10) !(n − 4) !
for 13 ≤ n ≤ N,
with a onstant K2 depends on k1, independent of p. The asumption (5.27) of the
lemma yields
en−1 ≤
K
n
(1 +K1 +K2)
(n+ p− 3) !
(p + 10) !(n − 4) !
for 13 ≤ n ≤ N,
this implies
en ≤
K3
n+ 1
(n+ p) !
(p+ 10) !(n − 1) !
, for 12 ≤ n ≤ N − 1,
with a onstant K3 only depending upon K1. Now we hoose N0 ≥ 12 so large
that
K3
N0
≤ K1 and then p so large that (5.28) holds. Then
en ≤
K1
n+ 1
(n+ p) !
(p+ 10) !(n − 1) !
for 12 ≤ n ≤ N − 1, with N ≥ N0.
Sine K1 ≥ 9 !e10 is an arbitrary number, we have shown for any p ≥ −1 , taht
en = O
(
(n + p) !
(n − 1) !
)
as n→∞,
implies that
en = O
(
(n+ p− 1) !
(n− 1) !
)
as n→∞.
Consequently
en = O
(
n−1
)
, as n→∞
Thus we have shown that∥∥dDC(G)∥∥
n+1
= O
(
(n− 7) !pi−n
)
as n→∞ .
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Let E := C(G) . Like G, the polynomial series E is odd in d and the oeients
are odd in u. We partition them
En = αn(n− 1) !
( i
pi
)n−1
τn(u) + βn−2(n− 3) !
( i
pi
)n−3
τn−2(u)
+ γn−4(n− 5) !
( i
pi
)n−5
τn−4(u) + En−6, (5.29)
for odd n ≥ 7, where αn and βn are real number and also E have at most degree
n for all n. For the whole series E this is equivalent to
C(G) = E = E1 + d
2E2 + d
4E4 + d
6E, (5.30)
where
E1 =
+∞∑
n=7
αn(n− 1) !
( i
pi
)n−1
τn(u)d
n,
E2 =
+∞∑
n=5
βn(n− 1) !
( i
pi
)n−1
τn(u)d
n,
E3 =
+∞∑
n=3
γn(n− 1) !
( i
pi
)n−1
τn(u)d
n,
E =
+∞∑
n=1
En(u)d
n.
Theorem 5.1 and the denition of the norms yields
αn = O(n
−7), βn = O(n
−5), γn = O(n
−3) and ‖DEn‖n+1 = O
(
(n− 1) !pi−n
)
.
We apply C−1 to (5.29) and obtain
G = C−1(E1) + d
2C−1(E2) + d
4C−1(E4) + d
6C−1(E). (5.31)
To the rst two summands, theorem 4.4 applies and yields∥∥∥{C−1(E1)}n − α(n− 1) !( i
pi
)n−1
τn(u)
∥∥∥
n
= O
(
(n− 7) !pi−n
)
,∥∥∥{C−1(E2)}n − β(n− 1) !( i
pi
)n−1
τn(u)
∥∥∥
n
= O
(
(n− 5) !pi−n
)
,∥∥∥{C−1(E3)}n − γ(n− 1) !( i
pi
)n−1
τn(u)
∥∥∥
n
= O
(
(n− 3) !pi−n
)
,
where
α =
1
pi
∞∑
n=7
αn, β =
1
pi
∞∑
n=5
βn, γ =
1
pi
∞∑
n=3
γn.
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To the last part of (5.29), we apply theorem 4.3 and obtain∥∥∥{C−1(E)}n∥∥∥
n
= O
(
(n− 1) !pi−n log(n)
)
.
Using G = C−1(E), we have shown∥∥∥∥Gn − α(n − 1) !( ipi)n−1τn − β(n− 3) !( ipi)n−3τn−2 − γ(n − 5) !( ipi)n−5τn−4
∥∥∥∥
n
= O
(
(n− 7) !pi−n log(n)
)
.
If we use (5.3) and the relation τn+1 =
1
nDτn and we apply theorem 3.3, (5), we
obtain our nal result of this setion∥∥∥∥Fn − αn !( ipi)n+1τ ′n+1 − β(n− 2) !( ipi)n−1τ ′n−1 − γ(n− 4) !( ipi)n−3τ ′n−3
∥∥∥∥
n
=
O
(
(n− 5) !pi−n log(n+ 2)
)
.
and∥∥∥∥Fn − α(n + 1) !( ipi)n+1 τn+2τ2 − β(n − 1) !
( i
pi
)n−1 τn
τ2
− γ(n− 3) !
( i
pi
)n−3 τn−2
τ2
∥∥∥∥
n
= O
(
(n − 5) !pi−n log(n+ 2)
)
.
6 Preparation of the funtions to onstrut a quasi-
solutions
In the previous setion , we have shown that equation (2.4) has a formal solu-
tion and we found an asymptoti approximation of the oeients of this formal
solution. We will use this to onstrut the quasi-solution. To that purpose, we
dene the funtions
Hn(u) := (n+ 1) !
( i
pi
)n+1
τn+2(u) (6.1)
h(t, u) :=
∞∑
n=7
n odd
Hn(u)
tn−1
(n− 1) !
. (6.2)
We rewrite
h(t, u) =
( i
pi
)2 ∞∑
n=6
n even
(n + 1)(n + 2)
( it
pi
)n
τn+3(u). (6.3)
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Using proposition (3.1)-(4), we obtain
h(t, u) =
−1
pi2
∞∑
n=6
n even
1
n !
( it
pi
)n dn
dnξ
( d2
d2ξ
(
tanh(ξ)
))
,
or equivalently
h(t, u) =
−1
pi2
∞∑
n=6
n even
1
n !
( it
pi
)n dn
dnξ
(
g(ξ)
)
,
where g(ξ) = −2
(
tanh(ξ)− tanh(ξ)3
)
and ξ = ξ(u) = artanh(u).
and hene that
h(t, u) =
−1
pi2
∞∑
n=0
n even
1
n !
( it
pi
)n dn
dnξ
(
g(ξ)
)
+ µ(t, u),
where
µ(t, u) := −
2u
pi2
τ2(u) +
4
pi4
(3u3 − 2u)τ2(u) t
2 −
2
3pi6
(45u5 − 60u3 + 17u)τ2(u) t
4.
Thus we an write
h(t, u) =
−1
2pi2
[
g
(
ξ +
it
pi
)
+ g
(
ξ −
it
pi
)]
+ µ(t, u). (6.4)
This gives
h(t, u) = (1− u2)
[
(4u3 − 4u) sin
(
t
pi
)4
− (6u3 − 2u) sin
(
t
pi
)2
+ 2u
pi2
(
cos
(
t
pi
)2
+ u2 sin
(
t
pi
)2)3
]
+ µ(t, u). (6.5)
For xed real u the funtion h(., u) is analyti in |t| < ρ, where ρ = pi
2
2 . In the
subsequent denition, we onsider real values of u, 0 < u ≤ 1, here h(., u) is also
analyti with respet to t on the positive real axis.
Now we dene the funtion H(d, u) by
H(d, u) :=
∫ +∞
0
e−
t
dh(t, u)d t, for (0 < u ≤ 1). (6.6)
The funtion H(d, .) is real analyti ; they an be ontinued analytially to the
interval −1 < u ≤ 1 in the following way. Choose some positive number M and let
Γ1 the path onsisting of the segment from 0 toMi and of the ray t 7→ t+Mi, t ≥ 0.
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Let Γ2 the symmetri path that ould also be obtained using −M instead of M .
Realling (6.4), we an also dene
H(d, u) : = −
1
pi2
[∫
Γ2
e−
t
d g
(
ξ +
it
pi
)
dt+
∫
Γ1
e−
t
d g
(
ξ −
it
pi
)
dt
]
+ µ1(d, u),
where
µ1(d, u) :=
∫ ∞
0
e−
t
dµ(t, u)dt,
for − tanh( 2piM) < u ≤ 1, where ξ = artanh(u), beause the singularities of tanh
are i(pi2 + npi), n integer. As M is arbitrary, this denes the analyti ontinuation
of H(d, .) for −1 < u ≤ 1.
In the sequel we onsider u0 ∈]− 1, 0].
Lemma 6.1. If we onsider the above funtion H(d, u) and the operators dened
in (2.22). Then, for u0 < u ≤ 1
 1.
S2(H) = (1− u
2)D1(d, u),
where the funtion D1(d, u) is analyti, beginnings with d
8
.
 2.
C2(H) = −H(d, u) + (1− u
2)D2(d, u),
where the funtion D2(d, u) is analyti, beginnings with d
7
.
 3
S2
( 1
τ2(u)
H
)
= −
2uε
τ2(u)
H(d, u) +D3(d, u)
where the funtion D3(d, u) is analyti beginnings with d
8
Proof. (1)- If we replae u by T+ and T− in (6.5) we obtain
H(d, T+)−H(d, T−) =
∫ +∞
0
e−
t
d
(
h(t, T+)− h(t, T−)
)
d t,
this implies
H(d, T+)−H(d, T−) = −
1
2pi2
(
I+ − I−
)
+ σ(d, T+)− σ(d, T−), (6.7)
where
I+ =
∫ +∞
0
e−
t
d
(
g
(
ξ(T+) +
it
pi
)
+ g
(
ξ(T+)−
it
pi
))
d t,
I− =
∫ +∞
0
e−
t
d
(
g
(
ξ(T−) +
it
pi
)
+ g
(
ξ(T−)−
it
pi
))
d t,
σ(d, u) =
∫ +∞
0
e−
t
dµ(t, u)d t.
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Using ξ(T±) = ξ ± d, where ξ and u are oupled by ξ = artanh(u), we obtain
I+ =
∫ +∞
0
e−
t
d g
(
ξ + d+
it
pi
)
d t+
∫ +∞
0
e−
t
d g
(
ξ + d−
it
pi
)
d t.
If we substitute t+ pii d in the rst part, t− pii d in the seond part, we obtain
I+ = −
∫ +∞+piid
−piid
e−
t
d g
(
ξ +
it
pi
)
d t−
∫ +∞+piid
piid
e−
t
d g
(
ξ −
it
pi
)
d t.
We apply Cauhy's theorem
I+ = −
∫ +∞
0
e−
t
d
(
g
(
ξ +
it
pi
)
+ g
(
ξ −
it
pi
))
d t +
∫ −piid
0
e−
t
d g
(
ξ +
it
pi
)
d t
+
∫ piid
0
e−
t
d g
(
ξ −
it
pi
)
d t.
Substitute t = −i s d in the seond part, t = i s d in the third part, we obtain
I+ = −
∫ +∞
0
e−
t
d
(
g
(
ξ +
it
pi
)
+ g
(
ξ −
it
pi
))
d t+ 2d
∫ pi
0
sin(s)g
(
ξ +
s d
pi
)
d s.
This implies
I+ = −
∫ +∞
0
e−
t
d
(
g
(
ξ +
it
pi
)
+ g
(
ξ −
it
pi
))
d t− 4d(1 − u2)D+(d, u), (6.8)
where
D+(d, u) =
∫ pi
0
sin(s)
(
u+ tanh(s dpi )
)(
1− tanh(s dpi )
2
)(
1 + u tanh(dspi )
)3 d s.
We an also use the same method for I− and obtain
I− = −
∫ +∞
0
e−
t
d
(
g
(
ξ +
it
pi
)
+ g
(
ξ −
it
pi
))
d t− 4d(1 − u2)D−(d, u), (6.9)
where
D−(d, u) =
∫ pi
0
sin(s)
(
u− tanh(dspi )
)(
1− tanh(s dpi )
2
)(
1− u tanh(s dpi )
)3 d s.
Consequently
H(d, T+)−H(d, T−) =
2d(1 − u2)
pi2
(
D+(d, u)−D−(d, u)
)
+ σ(d, T+)− σ(d, T−).
Using (2.22), we nd
S2(H) = (1− u
2)D1(d, u), (6.10)
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where D1(d, u) is analyti, beginnings with d
8.
(2). Using the same method, we obtain
H(d, T+) +H(d, T−) = −2H(d, u) + 2(1− u2)D2(d, u).
With (2.22) we nd
C2(H) = −H(d, u) + (1− u
2)D2(d, u).
D2(d, u) is analyti, beginnings with d
7.
(3). Using (5.7), (2.8), (2.22) and (1), (2) of this lemma, we obtain
S2
( 1
τ2(u)
H
)
= S2
( 1
τ2(u)
)
C2
(
H
)
+ C2
( 1
τ2(u)
)
S2
(
H
)
= −
2uε
τ2(u)
H(d, u) +D3(d, u)
where
D3(d, u) :=
(
1 + (1 + u2) sinh(d)2
)
(1− u2)D1(d, u) + 2uε(1− u
2)D2(d, u).
Proposition 6.2. We have
1. For u0 < u ≤ 1
H(d, u) ∼
∞∑
n=7
n odd
(n+ 1) !
( i
pi
)n+1
τn+2(u)d
n, as dց 0, (6.11)
2.
∣∣∂H
∂u (d, u)
∣∣ ≤ Kd for u0 ≤ u ≤ 1 (d > 0).
Proof.
1. To prove (1) we use Watson's lemma and (6.2). if |t− kpi2| < pi
2
2 , for u0 ≤
u < 1
2.  For u0 ≤ u ≤
1
2 ∣∣∣H(d, u)∣∣∣ = 1
d6
∫ ∞
0
e−t/dh(−6)(t, u) dt,
where h(−6)(t, u) satises( ∂
∂t
)6
h(−6) =
∂h
∂u
and
( ∂
∂t
)k
h(−6)(0, u) = 0, for k = 0, ..., 5.
Beause of
h(−6)(t, u) ≤ K
t7
7 !
for t ≥ 0,
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we obtain ∣∣∣∂H
∂u
(d, u)
∣∣∣ ≤ K
7 !d6
∫ ∞
0
e−
t
d t7dt.
This implies ∣∣∣∂H
∂u
(d, u)
∣∣∣ ≤ Kd (d > 0).
 for
1
2 ≤ u ≤ 1 ∣∣∣∂H
∂u
(d, u)
∣∣∣ = ∣∣∣ ∫ ∞
0
e−
t
d
∂h
∂u
(d, u)dt
∣∣∣,
≤ K
∫ ∞
0
e−
t
ddt,
≤ Kd (d > 0). 
Let us onsider a sequene Rn(u) of polynomials of degree at most n, suh that
‖Rn‖n = O
(
(n− 5) !pi−1 log(n)
)
Lemma 6.3. Let polynomial series dine R ∈ Q with the above estimate be given
and dene
r(t, u) : =
∞∑
n=7
Rn(u)
tn−1
(n − 1) !
, (t ∈ C, |t| ≤
pi2
2
, u0 ≤ u ≤ 1),
r(t, u) : = r
(pi2
2
, u
)
+
(
t−
pi2
2
)∂r
∂t
(pi2
2
, u
)
, (t >
pi2
2
, u0 ≤ u ≤ 1),
R(d, u) : =
∫ ∞
0
e−
t
d r(t, u)dt.
Then
1. r is ontinuously dierentiable funtion on the set B of all (t, u) suh that
u satises u0 ≤ u ≤ 1 and t is a omplex number and satises |t| ≤
pi2
2 or
t > pi
2
2 . The restrition of r to u0 ≤ u ≤ 1, |t| ≤
pi2
2 is twie ontinuously
dierentiable. For xed u0 ≤ u ≤ 1 the funtion r(t, u) is analyti in |t| <
pi2
2 .
2. R(d, u) is ontinuous, partially dierentiable with respet to u, has ontinuous
partial derivative and
R(d, u) ∼
∞∑
n=7
Rn(u)d
n, as dց 0. (6.12)
3.
∣∣R(d, u)∣∣ ≤ Kd3, ∣∣∂R∂u (d, u)∣∣ ≤ Kd3, for u0 ≤ u ≤ 1 (d > 0).
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The importane of our denition of R lies in a ertain ompatibility with
insertion of the funtions T+, T− for u. First let
∞∑
n=7
R+n (u)d
n :=
∞∑
n=7
Rn
(
T+(d, u)
)
dn,
∞∑
n=7
R−n (u)d
n :=
∞∑
n=7
Rn
(
T−(d, u)
)
dn.
We obtain a new sequenes R+n (u), R
−
n (u) of polynomials of degree at most n.
Theorem 4.2, and (4.2) imply∥∥R+n (u)∥∥n = O((n− 5) !pi−n log(n))∥∥R−n (u)∥∥n = O((n− 5) !pi−n log(n))
Therefore we an use lemma 6.3 for R+n (u), R
−
n (u), and obtain funtions R
+(d, u),
R−(d, u).
Theorem 6.4. There is a positive onstant K independent of d, u suh that∣∣R+(d, u)−R(d, T+)∣∣ ≤ Kd3e−pi22d for (0 < d < d0, u0 < u < 1)∣∣R−(d, u)−R(d, T−)∣∣ ≤ Kd3e−pi22d for (0 < d < d0, u0 < u < 1).
Proof The proof is exatly the one of [5℄.
Denition 6.5. Let D(d, u) be a funtion dened for 0 < d < d0 and u0 < u < 1.
We say that D(d, u) has property G if
D(d, u) =
∫ ∞
0
e−
t
d q(t, u)dt (0 < d < d0, u0 < u < 1)
is the Laplae transform of some funtion q(t, u) that has the following proprties :
1. q(t, u) is dened if u0 < u < 1 and either t is omplex and |t| <
pi2
2 or t is
real and t ≥ 0,
2. q(t, u) is analyti in |t| < pi
2
2 for u0 < u < 1,
3. q(t, u) restrited to 0 ≤ t < pi
2
2 or t ≥
pi2
2 is ontinuous and the limt→pi2
2
q(t, u)
exists for every u0 < u < 1,
4. there is a positive onstant K suh that
|q(t, u)| ≤ KeKt, for t ≥ 0, u0 < u < 1, (0 < d < d0, u0 < u < 1)
The set of all funtion with the property G will be denote by G
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Lemma 6.6. For u0 < u ≤ 1
1. If H(d, u) is the funtion dened in (6.6) then
d4H(d, u) = (1− u2)H˜(d, u) +O
(
(1− u2)e−
pi2
2d
)
where H˜(d, u) has property G
2. Let k be a psitive integer. If D1,D2 have property G and their rst terms in
the Taylor development at d = 0, begin with dk then
D1(d, u)D2(d, u) = d
kD(d, u) +O
(
dke−
pi2
2d
)
,
where D(d, u) has property G
3. If H(d, u) is the funtion dened in (6.6) then
H(d, u)2 = (1− u2)2d3E(d, u) +O
(
(1− u2)2d3e−
pi2
2d
)
where E(d, u) has property G
4. Any funtion D(d, u) analyti in a neighborhood of d = 0 has property G if
D(0, u) = 0 for all u,
5. If R(d, u) is dened by lemma 6.3 then
1
d2
R(d, u) has property G
6. If D1,D2 have property G then so do D1 +D2, D1 −D2 and D1 · D2
7. If D(d, u) has property G then∣∣D(d, u)∣∣ ≤ Kd (0 < d < 1
K
) (6.13)
with some onstant K > 0 independent of u.
Proof.
1. For u > 0, we have
d4H = (1− u2)
∫ ∞
0
e−
t
d g4(t, u)dt (6.14)
where
g4(t, u) =
1
(1− u2)
∫ t
0
∫ θ
0
∫ υ
0
∫ τ
0
h(s, u)ds dτ dυ dθ
g4(t, u) has a logarithmi singularity at tk(s) = (2k + 1)
pi2
2
± dpi sε i for (k ≥
0, s > 0). it is analyti in |t| < pi
2
2 and limt→pi2
2
g4(t, u) exists.
If we put
H˜(d, u) =
∫ ∞
0
e−
t
d g˜4(t, u)d t
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where
g˜4(t, u) =
{
g4(t, u), if t ≤
pi2
2
g4
(
pi2
2 , u
)
, if t ≥ pi
2
2
then H˜(d, u) has property G and
d4H(d, u) = (1− u2)H˜(d, u) +O
(
(1− u2)e−
pi2
2d
)
.
(ii)- For −u0 < u < 1, where 0 < u0 < 1, we have
H(d, u) =
∫ ∞eiϕ
0
e−
t
dh(t, u)d t + 2pii
∑
k≥0
Res
(
e−
t
dh(t, u), tk(s)
)
=
∫ ∞eiϕ
0
e−
t
dh(t, u)d t +O
(
1
d2
(1− u2)e−
pi2
2d
)
where
pi
2
< ϕ <
pi
4
. For 0 < u < u0, this formula oinides with the formula∫ ∞
0
e−
t
dh(t, u)d t
and extends it by real analyti ontinuation for −u0 < u < 0.
This implis
d4H(d, u) = (1− u2)
∫ ∞eiϕ
0
e−
t
d g4(t, u)d t+O
(
(1− u2)d2e−
pi2
2d
)
we obtain
d4H(d, u) − (1 − u2)H˜(d, u) = (1− u2)
∫
Γ
e−
t
d g2(t, u)dΓ
+ O
(
(1− u2)e−
pi2
2d
)
,
where Γ is the path following the real line from innity to (pi
2
2 , 0), then along
the vertial line from (pi
2
2 , 0) to
(
pi2
2 ,
pi2
2 tan(ϕ)
)
and nally along the line
y = tan(ϕ)x from
(
pi2
2 ,
pi2
2 tan(ϕ)
)
to innity.
Sine g4(., u) is bounded on Γ, then∣∣∣d4H(d, u) − (1− u2)H˜(d, u)∣∣∣ ≤ K(1− u2)e−pi22d ,
where K is positive onstant. Finally
d4H(d, u) = (1 − u2)H˜(d, u) +O
(
(1− u2)e−
pi2
2d
)
for (0 < u0 < u ≤ 1)
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2. We assume that D1(d, u),D2(d, u) have property G and their rst terms in
the Taylor development at d = 0 begin with dk. Then
D1 =
∫ ∞
0
e−
t
d f(t, u)d t
D2 =
∫ ∞
0
e−
t
d g(t, u)d t
where f(t, u), g(t, u) are analyti in |t| < pi
2
2 and f(t, u) = O(t
k−1), g(t, u) =
O(tk−1).
D1(d, u)D2(d, u) =
∫ ∞
0
e−
t
d (f ∗ g)(t, u)d t (6.15)
Sine
h(t, u) = (f ∗ g)(t, u) =
∫ s
0
f(t, u)g(t− s, u)ds
=
∫ t
0
f(t− s, u)g(s, u)ds
=
∫ t
t/2
f(s, u)g(t− s, u)ds+
∫ t
t/2
f(t− s, u)g(s, u)ds.
For t < pi
2
2 , the funtion h(t, u) is k times dierentiable with respet to t and
h′(t, u) = f(t, u)g(0, u) + f(0, u)g(t, u) − f(
t
2
, u)g(
t
2
, u)
+
∫ t
t/2
f(s, u)g′(t− s, u)ds +
∫ t
t/2
f ′(t− s, u)g(s, u)ds
=
∫ t
t/2
f(s)g′(t− s)ds+
∫ t
t/2
f ′(t− s, u)g(s, u)ds
− f(
t
2
, u)g(
t
2
, u)
h(k)(t, u) =
∫ t
t/2
f(s)g(k−1)(t− s)ds+
∫ t
t/2
f (k−1)(t− s, u)g(s, u)ds
−
k−1∑
n=0
f (n)(
t
2
, u)g(k−1−n)(
t
2
, u)
Observe that h(k)(t, u) is ontinuous on [0, pi2[, it is analyti for |t| < pi
2
2 . If
we put
h˜(t, u) =
h(t, u), if t <
pi2
2(
t− pi
2
2
)k
. if t ≥ pi
2
2
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then ∫ ∞
0
e−
t
d h˜(k)(t, u)d t,
has property G and
(D1 · D2)(d, u) =
∫ ∞
0
e−
t
dh(t, u)d t =
∫ ∞
0
e−
t
d h˜(t, u)d t +O
(
dke−
pi2
2d
)
= dk
∫ ∞
0
e−
t
d h˜(k)(t, u)d t +O
(
dke−
pi2
2d
)
= dkD(d, u) +O
(
dke−
pi2
2d
)
where D(d, u) has property G.
3. We have
H(d, u)2 =
1
d8
(d4H) · (d4H)
Using (1) and (2) of this lemma, we obtain immediately the result.
For 0 ≤ u ≤ 1, the proof of (4), (5), (6) and (7) is exatly the one of [5℄. This proof
is valid for u0 < u ≤ 1.
7 Approximate solution A(d, u) of the funtional equa-
tion (2.4)
In this setion we use the formal solution of (2.4). The estimates of setion 5
for its oeients and the preliminary results of setion 6 allow to onstrut the
funtion A(d, u) that almost satises (2.4), exept an error whih is exponentially
small as d→ 0.
In theorem 2.1 we found that (2.4) has a uniquely determined formal power
series solution
A(d, u) =
1
ε
B(d, u) =
1
ε
(
U +
∞∑
n=7
n odd
Fn(u)d
n
)
, (7.1)
where
U(d, u) = εu+ (u− u3)d3 + (
10
3
u5 −
16
3
u3 + 2u)d5,
Fn = αn !
( i
pi
)n+1
τ ′n+1(u) + β(n − 2) !
( i
pi
)n−1
τ ′n−1(u)
+ γ(n − 4) !
( i
pi
)n−4
τ ′n−3(u) +Rn(u),∥∥Rn∥∥n = O((n− 5) !pi−1 log(n)), (n ≥ 7).
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Consequently
B(d, u) =
(
α+βd2+γd4
) ∞∑
n=7
n odd
(n+1) !
( i
pi
)n+1 τn+2(u)
τ2(u)
dn+
∞∑
n=7
nodd
Rn(u)d
n+U(d, u),
Now we set
B(d, u) =
(
α+ βd2 + γd4
) 1
τ2(u)
H(d, u) +R(d, u) + U(d, u), (d > 0, u0 < u < 1),
(7.2)
where H(d, u) is dened in (6.6) and R˜(d, u) is the funtion orresponding to
Rn, n = 7, 9, .. By lemma 6.3 and proposition 6.2, we have
B(d, u) ∼ B(d, u), as dց 0 for every u0 < u < 1. (7.3)
Theorem 7.1. We have∣∣∣A(d, T+)−A(d, T−)− f(ε,A(d, u))∣∣∣ ≤ K
d
e−
pi2
2d , for (0 < d < d0, u0 ≤ u < 1),
where K is a onstant independent of d, u and
A(d, u) =
1
ε
B(d, u) (7.4)
Proof. We set
T (d, u) = S2(B)− ε
2 + B(d, u)2. (7.5)
then
T (d, u) =
(
α+ βd2 + γd4
)
S2
( 1
τ2(u)
H
)
− ε2 + B(d, u)2
+
1
2
R(d, T+)−
1
2
R(d, T−) + S2(U)
With (7.2) and lemma 6.1, this implies
T (d, u) = T0(d, u) · H(d, u) + T1(d, u) + T2(d, u),
where
T0(d, u) =
(
α+ βd2 + γd4
)[
− 2εu + 2U(d, u)
] 1
τ2(u)
,
T1(d, u) =
(
α+ βd2 + γd4
)2 1
τ2(u)2
H(d, u)2 +R(d, u)2
+ 2
(
α+ βd2 + γd4
) 1
τ2(u)
H(d, u)R(d, u)
T2(d, u) = 2U(d, u)R(d, u) +
1
2
R(d, T+)−
1
2
R(d, T−),
T3(d, u) = U(d, u)
2 + S2(U)− ε
2 +
d
2
D(d, u)
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Observing that T0(d, u) is analyti funtion beginnings with d
3
. Using (1) of lemma
6.6, we obtain that dT0(d, u)H(d, u) has property G.
Applying lemma 6.6, we obtain
T1(d, u) = d
3D3(d, u) +O
(
d3e−
pi2
2d
)
where D3(d, u) has property G.
Using (5) of lemma 6.6 and theorem 6.4, we nd
T2(d, u) = d
3D4(d, u) +O
(
d3e−
pi2
2d
)
where D4(d, u) has property G.
On the other hand,
1
d
T3(d, u) has property G. This implies
T (d, u) =
1
d
D5(d, u) +K(d, u),
where D5(d, u) has property G and∣∣K(d, u)∣∣ ≤ Kd3e−pi22d for (0 < d < d0, u0 < u < 1). (7.6)
Altogether we have proved that
T (d, u) =
1
d
∫ ∞
0
e−
t
d δ(t, u)dt +K(d, u),
where δ(., u) is analyti in |t| < pi
2
2 , it is ontinuous on [0,
pi2
2 [ and ]
pi2
2 ,∞[ and has
a limit as t→ pi
2
2 for every u0 < u < 1 and satisfaies
|δ(t, u)| ≤ K eKt, (7.7)
with a onstant K independent of u. Now if δ(t, u) =
∑∞
n=0 δn(t)t
n
is the power
series of δ(t, u) near t = 0, Watson's lemma implies with (7.6) that
dT (d, u) ∼
∞∑
n=0
n !δnd
n+1, as dց 0 for every u0 < u < 1.
On the other hand, beause of its denition
T (d, u) ∼
1
2
B(d, T+)−
1
2
B(d, T−)− ε2 +B(d, u)2
∼ 0 + 0d+ · · ·,
beause the formal series B satisfy (5.1). But this means that all δn must vanish
and δ(t, u) ≡ 0 if
|t| < pi
2
2 , u0 < u < 1. With (7.7), thus we obtain for u0 < u < 1∫ ∞
0
e−
t
d |δ(t, u)|dt ≤
∫ ∞
pi2
2
e−
t
dKeKtdt ≤ Kde−
pi2
2d , (0 < d < d0).
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We obtain ∣∣T (d, u)∣∣ ≤ Ke−pi22d (0 < d < d0).
Finally, we have shown that there is a onstant K suh that∣∣∣A(d, T+)−A(d, T−)− f(ε,A(d, u))∣∣∣ = 1
ε
∣∣T (d, u)∣∣ ≤ K
d
e−
pi2
2d ,
for 0 < d < d0, 0 ≤ u < 1.
8 Distane between points of manifolds
Let y(t), t ∈]− 1,∞[ an exat solution to the dierene equation (2.1), so that
the stable manifold W+s is parametrized by t 7→
(
y(t), y(t + ε)
)
. We know that
y−(t) = −y−(−t) is also an exat solution of (2.1) with y−(t) → 1 as t → −∞
. Morever the instable manifold W−i is parametrized by t 7→
(
y−(t), y−(t + ε)
)
.
We introdued the quasi-solution A(d, u) in previous setion, then A−(d, u) =
−A(d,−u) is a quasi-solution lose to the exat solution y−(t). We denote by W˜s,
W˜i the manifolds lose toW
+
s respetivelyW
−
i parametrized by t 7→
(
ξ+(t), ξ+(t+
ε)
)
respetively t 7→
(
ξ−(t), ξ−(t + ε)
)
, where ξ+(t) = A
(
d, u(t)
)
and ξ−(t) =
A−
(
d, u(t)
)
.
In this setion we will show that the vertial distane between a point of the
stable manifold and the manifold W˜s is exponentially small as well as that between
W˜i and W
−
i ; both are smaller, as we will show than the distane between W˜s and
W˜i. This eventually proves that W
+
s and W
−
i do not oinide.
In order to estimate the distane between some point (x0, y0) on the stable
manifold W+s , we onsider the sequene Pn = (xn, yn), dened by Pn+1 = φ(Pn),
where
φ
(
x
y
)
=
(
y
x+ 2ε(1 − y2)
)
. (8.1)
Pn = (xn, yn) is a point of the stable manifold. We obtain
Pn+1 = φ
(
xn
yn
)
=
(
xn+1
yn+1
)
=
(
yn
xn + 2ε(1 − y2n)
)
(8.2)
Sine Φ = φ◦φ, where Φ is dened in (1.3), and the stable manifoldW+s is invariant
by the appliation Φ, then the stable manifold W+s remains invariant by φ. Then
theorem 7.1 implies
ξ+(t+ ε) = ξ+(t− ε) + 2ε
(
1− ξ+(t)
2
)
+
1
ε
η(t)e−
pi2
2ε
(8.3)
where η(t) is bounded. There is a sequene tn ∈]− 1,+∞[ suh that
ξ+(tn − ε) = xn = A
(
d, T−
(
d, u(tn)
))
= A
(
d, T−
(
d, Uε(n)
))
(8.4)
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Fig. 4  The vertial distane between a point of the stable manifold and the approxi-
mation dened using the quasi-solution A for the logisti equation .
ξ+(tn) = A
(
d, Uε(n)
)
ξ+(tn + ε) = A
(
d, T+
(
d, Uε(n)
))
(8.5)
where Uε(n) = u(tn). The relation (8.4) implies that the point (xn, bn), where bn =
ξ+(tn), the vertial projetion of the point (xn, yn) on the urve t 7→
(
ξ+(t), ξ+(t+
ε)
)
. But, aording to (8.2), (8.4), we have
ξ+(tn+1 − ε) = xn+1 = yn. (8.6)
Now onsider the error quantities
dε(n) = yn −A
(
d, Uε(n)
)
= yn − bn, (8.7)
dε(n) denotes the vertial distane between a point Pn and the manifold Wˆs. The
manifold W˜+s is parameterized by the urve
t 7→
(
ξ+(t), ξ+(t+ ε)
)
. We obtain
dε(n+ 1) = yn+1 − f(xn+1) = yn+1 − f(yn) = yn+1 − f
(
dε(n) + bn
)
, (8.8)
where f(x) = ξ+
(
ξ−1+ (x) + ε
)
. The point (yn, f
(
yn)
)
is the vertial projetion of
the point (xn+1, yn+1) on the urve t 7→
(
ξ+(t), ξ+(t+ ε)
)
(See FIG.4).
If we use Taylor expainson, (8.8) implies
dε(n+ 1) = yn+1 − f(bn)− f
′(θn)dε(n), bn < θn < bn + dε(n). (8.9)
Then aording to the denitions of f and bn, we have f(bn) = ξ+(tn + ε), with
(8.3) and (8.4), we obtain
f(bn) = xn + 2ε(1 − b
2
n) +
1
ε
η(tn)e
−pi
2
2ε . (8.10)
Together with (8.9) and (8.2) this implies
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dε(n+ 1) = −f
′(θn)dε(n) + 2ε(b
2
n − y
2
n)−
1
ε
η(tn)e
−pi
2
2ε , (8.11)
Using (8.7) we obtain
dε(n+ 1) = −
(
f ′(θn) + 2ε(yn + bn)
)
dε(n)−
1
ε
η(tn)e
−pi
2
2ε . (8.12)
Now
f ′(θn) =
ξ′+(zn + ε)
ξ′+(zn)
, where zn = ξ
−1
+ (θn),
then
f ′(θn) = 1− 2u(zn)d+
(
3u(zn)
2 − 1
)
d2 +O(d3).
On the other hand bn < θn < yn implies
0 < bn < ξ(zn) < yn
and thus
f ′(θn) + 2ε(yn + bn) > 1 + 2ε
(
ξ+(zn) + bn
)
− 2u(zn)d
+
(
3u(zn)
2 − 1
)
d2 +O(d3). (8.13)
We know that
ξ+(zn) = u(zn) +
(
u(zn)− u(zn)
3
)
d2 +O(d4),
this with (2.8) implies
f ′(θn) + 2ε(yn + bn) > 1 + 2εbn +O(d
2).
As bn > 0, then for suiently small d,
f ′(θn) + 2ε(yn + bn) > 1.
This implies
f ′(θn) + 2ε(yn + bn) = 1 + gε
(
u(zn)
)
, with some gε
(
u(zn)
)
≥ εc,
gε
(
u(zn)
)
= O(ε) and c is a positive onstant. With (8.12), this implies
dε(n+ 1) = −
(
1 + gε
(
u(zn)
))
dε(n)−
1
ε
η(tn)e
−pi
2
2ε . (8.14)
As dε(n)→ 0 as n→ +∞, this implies that
|dε(n)| ≤
1
ε
e−
pi2
2ε
∞∑
k=n
∣∣∣∣ η(sk)∏i=k
i
(
1 + gε
(
u(zk)
))∣∣∣∣, (8.15)
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provided this series onverges. This follows from
∞∑
k=n
∣∣∣∣ η(sk)∏i=k
i
(
1 + gε
(
u(zk)
))∣∣∣∣ ≤ K1 +∞∑
k=0
(1 + εc
)−k
,
where we used that η is bounded. This imply that there is a onstant K > 0 suh
that
∞∑
k=n
∣∣∣∣ η(sk)∏i=k
i
(
1 + gε
(
u(zk)
))∣∣∣∣ ≤ Kε .
With (8.5) implies
dε(n) = O
(
1
ε2
exp
(
−
pi2
2ε
))
,
and in partiular that the vertial distane dε(0) of (x0, y0) to W˜s is
dε(0) = O
(
1
ε2
exp
(
−
pi2
2ε
))
. (8.16)
Now we will alulate the vertial distane between the twomanifolds W˜s and
W˜i. To do this, we will need to extend both quasi-solutions in an adequate way.
We dene
ξ˜+(t) = A
(
d, u(t)
)
, for −
1
2
≤ u ≤ 1,
ξ˜−(t) = A
−
(
d, u(t)
)
, for − 1 ≤ u ≤
1
2
. (8.17)
First, we evaluate the quantities
dε
(
ξ˜+(t), ξ˜−(t)
)
= A(d, u) −A−(d, u), for −
1
2
≤ u ≤
1
2
(8.18)
using (7.2) and (7.4)
dε
(
ξ˜+(t), ξ˜−(t)
)
= ξ˜+(t)− ξ˜−(t), (8.19)
=
1
ε
(α + βd2 + γd4)
(
H˜(d, u) − H˜−(d, u)
)
,
where
H˜(d, u) =
∫ ∞
0
e−
s
dh(s, u) ds, for −
1
2
≤ u ≤
1
2
,
H˜−(d, u) = −
∫ ∞
0
e−
s
dh(s,−u) ds, for −
1
2
≤ u ≤
1
2
. (8.20)
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Modifying the path of integral, we obtain
H˜(d, u) =
∫
Γ
e−
s
dh(s, u) ds +
∑
Im(sk(u))<0
2piiRes
(
e−
s
dh(s, u), sk(t)
)
−
∑
Im(sk(u))>0
2piiRes
(
e−
s
dh(s, u), sk(t)
)
,
where sk(t) =
pi2
2 ±
dpi t
ε i + kpi
2
for k ≥ 0, Γ is the sum of two paths Γ1 and Γ2.
Here Γ1 onsist of two segments of the higher half-plane, one of these two segments
is parallel to the axis y = 0 and begins at the point (pi
2
4 , 1), the other ends in the
point (0,0), and the path Γ2 is the symmetry of Γ1 relatively to the axis y = 0.
This implies
H˜(d, u) =
∫
Γ
e−
s
dh(s, u) ds +
pie
pi t
ε
i
2d2(1− u2)
∞∑
k=0
exp
(
−
(k + 1)pi2
2d
)
+
pie−
pi t
ε
i
2d2(1− u2)
∞∑
k=0
exp
(
−
(k + 1)pi2
2d
)
Therefore
H˜(d, u) =
∫
Γ
e−
s
dh(s, u) ds +
pi cos(pi tε )
d2(1− u2)
∞∑
k=0
exp
(
−
(k + 1)pi2
2d
)
. (8.21)
Similary for H˜−(d, u)
H˜−(d, u) =
∫
Γ
e−
s
dh(s, u) ds −
pi cos(pi tε )
d2(1− u2)
∞∑
k=0
exp
(
−
(k + 1)pi2
2d
)
.
Therefore
dε
(
ξ˜+(t), ξ˜−(t)
)
=
2pi(α+ βd2 + γd4) cos(pi tε )
ε3 (1− u2)
exp
(
−
pi2
2d
)
+O
(
cos(pi tε )
ε3
e−
3pi2
2d
)
,
for −artanh(12) < t < artanh(
1
2 ). Consequently
dε
(
ξ˜+(t), ξ˜−(t)
)
=
2piα cos(pi tε )
ε3
(
1− tanh(dε t)
2
)e−pi22ε +O(1
ε
cos(
pi t
ε
)e−
pi2
2d
)
(8.22)
Now we want to estimate the vertial distane between a point on the quasi-
manifold W˜s and its vertial projetion on the quasimanifold W˜i. For this purpose
let t suh that −12 ≤ u(t) ≤
1
2 . Then the point
(
ξ˜+(t), ξ˜+(t + ε)
)
is on the qua-
simanifold W˜s. We suppose that
(
ξ˜+(t), ξ˜
−(t1 + ε)
)
, where −12 ≤ u(t1) ≤
1
2 , is
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its vertial projetion on the quasimanifold W˜i, then the vertial distane between
these two points is
distv(t) = ξ˜+(t+ ε)− ξ˜−(t1 + ε) = ξ˜+(t+ ε)− f˜
(
ξ˜+(t)
)
, (8.23)
where f˜(x) = ξ˜−
(
ξ˜−1− (x) + ε
)
, ξ˜−1− the inverse funtion of ξ˜−. Using (8.22) and
(8.20) we obtain
distv(t) = ξ˜+(t+ ε)− f˜
(
ξ˜−(t) + eε(t)
)
,
where eε(t) = dε
(
ξ˜+(t), ξ˜−(t)
)
. We use Taylor expansion and obtain
distv(t) = ξ˜+(t+ ε)− f˜
(
ξ˜−(t)
)
− eε(t) · f˜
′(θ),
= ξ˜+(t+ ε)− ξ˜−(t+ ε)− eε(t) · f˜
′(θ), (8.24)
where ξ˜−(t) < θ < ξ˜−(t) + eε(t). With (8.20) this implies
distv(t) = eε(t+ ε)− eε(t) · f˜
′(θ). (8.25)
Sine eε(t + ε) = −eε(t) + O
(
ε · eε(t)
)
and f˜ ′(θ) =
ξ˜′−
(
ξ˜−1− (θ) + ε
)
ξ˜′−
(
ξ˜−1− (θ)
) = 1 + O(ε),
we obtain
distv(t) =
(
− 2 +O(ε)
)
eε(t). (8.26)
Consequently
distv(t) ∼ −
4piα cos(pi tε )
ε3
(
1− tanh(dε t)
2
)e−pi22ε . (8.27)
Combining (8.16) and (8.27), we onlude
Distε
(
w+s (t),W
−
i
)
=
4piα cos(piε t+ pi)
ε3
(
1− tanh(dε t)
)e−pi22ε +O( 1
ε2
e
−pi2
2ε
)
, as εց 0,
9 An estimate for the main asymptoti oeients
In this setion we show that the number α in the main theorem of the introdu-
tion is not zero and we want to nd bounds for αn and will then obtain estimats
for α using the rst αn whih an be omputed expliitly. We reall that
α =
1
pi
∞∑
n=7
αn (9.1)
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where αn(n − 1) !
(
i
pi
)n−1
un is the leading term of the oeient {C(G)}n(u) of
dn in C(G)(d, u), where G = Q(d, u).F (d, u), F (d, u) = B(d, u)− U(d, u) (f.(5.2)
and (5.5)).
For a polynomial series X(d, u) =
∑∞
n=0Xn(u)d
n
where the degrees of Xn(u)
do not exeed n, we an write Xn(u) =
∑n
k=0 xnku
n
. Then we denote by X̂(z) =∑∞
n=0 xnnz
n
.
The mapping X(d, u) 7→ X̂(z) extrats the leading terms of the series X(d, u).
It is ompatible with addition and multipliation. If we dene the following ope-
rator D̂ = −z2 ddz , we also nd
D̂X̂(z) = D̂X(z) = −z2X̂ ′(z)
Ĉ(X)(z) = cosh
(
D̂
2
)
X̂(z) :=
1
2
(
X̂
( 2z
2 + z
)
+ X̂
( 2z
2− z
))
Ŝ(X)(z) = sinh
(
D̂
2
)
X̂(z) :=
1
2
(
X̂
( 2z
2 + z
)
− X̂
( 2z
2− z
))
Ĉ2(X)(z) = cosh(D̂)X̂(z) :=
1
2
(
X̂
( z
1 + z
)
+ X̂
( z
1− z
))
Ŝ2(X)(z) = sinh(D̂)X̂(z) :=
1
2
(
X̂
( z
1 + z
)
− X̂
( z
1− z
))
where the operators S, C,S2, C2 are dened in (2.18). If we apply the mapping
X(d, u) 7→ X̂(z) to the equation (5.13) , we obtain
L̂
(
Ê
Q̂1
)
(z) = R̂
(
Ê
)
(z), (9.2)
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where
L̂(x) := −
V̂1
z2
(
Ŝ(x)−
Ŝ(z2)
Ĉ(z2)
Ĉ(x)
)
R̂(x) := −
µ̂
z2
+
Ŵ5
z2
Ĉ
(
x
Q̂1
)
−
Ŵ1
2z2Q̂
Y +
Ŵ4
2z2Q̂2
Ĉ
(
x
Q̂1
)
Y2
−
Ŵ2
2z2
Ĉ2
(
Y
Q̂
)
,
Ê = Ĉ(G) =
∞∑
n=0 odd
αn(n− 1) !
(
i
pi
)n−1
zn,
Y = Ĉ−1(x),
Q̂ = −z2 + z4 −
13
6
z6 +
47
18
z8,
Q̂1 = −z
2 −
3
2
z4,
V̂1 = 4z
2
[
− 192 − 240z2 + 508z4 + 1995z6 + 3418z8
+ 4389z10 + 217z12
]/[
3(z2 − 4)4
]
,
Ŵ2 = z
11
[
591− 15457z2 + 21610z4 + 59194z6 + 36583z8
+ 2759z10
]/[
27(z2 − 1)8
]
,
Ŵ1 = z
11
[
2385 − 32832z2 − 11790z4 + 231917z6 − 116267z8 + 720682z10
+ 1018936z12 + 290089z14 + 2480z16
]/[
81(z2 − 1)8
]
,
Ŵ4 = V̂ Ĉ2(Q̂) + Ŵ Ŝ2(Q̂)
= −z2
[
54− 432z2 + 1449z4 − 2724z6 + 4449z8 − 14719z10 − 12857z12
+ 95146z14 + 110905z16 + 29041z18 + 248z20
]/[
54(z2 − 1)8
]
,
Ŵ5 = Ŵ3 + P̂ V̂3,
= −8z5
[
− 1152 + 1168z2 + 9744z4 + 18901z6 + 14664z8
+ 1240z10
]/[
3(z2 − 4)4(4 + z2)
]
,
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µ̂ = z10
[
− 527000z30 − 1988300z28 + 14763570z26 − 25488145z24
+ 11808105z22 + 11381027z20 − 17065562z18 − 15479497z16 − 15777878z14
− 21499321z12 + 14844222z10 + 4847178z8 − 1419003z6 − 541026z4
+ 320490z2 − 50220
]/[
972(z2 − 1)12
]
, (9.3)
with x = x(z) is a power series.
Now for integers m > p ≥ −1, m ≥ 0, we introdue the set
M(m, p) =
{∑
∗
n=m
∞
xnz
n\ xn
/[
(n − p) !pi−n
]
, n = m,m+ 2... is bounded
}
M(m, p) is a Banah spae with the norm
|x|m,p = sup
{
|xn|
/[
(n− p) !pi−n
]
, n ≧ m,n ≡ m mod 2
}
. (9.4)
Here the symbol
∑
∗
n=m
∞
for the summation means that only summands with
n ≡ m mod 2 are onsidered.
Proposition 9.1. Let m,p,q be integers and m ≥ p ≥ −1,m ≥ q ≥ −1,m ≥ 0.
The norms (9.4) have the following property :
1. If q < p ≤ m then M(m, p) ⊂M(m, q) and
|x|m,q ≤
(m− p) !
(m− q) !
|x|m,p for x ∈ M(m, p) (9.5)
2. If x ∈ M(m, p) then zx ∈ M(m+ 1, p + 1) and
|zx|m+1,p+1 = pi|x|m,p (9.6)
3. D̂ :M(m, p) 7→ M(m+ 1, p) and
pi|x|m,p ≤ |D̂(x)|m+1,p ≤ pi
m
m− p+ 1
|x|m,p (9.7)
Now we onsider an even power series f(z) =
∑∞
j=0 ∗fjz
j
having a radius of
onvergene greater than pi. Then f(D̂) maps M(m, p) into itself and
|f(D̂)x|m,p ≤ ‖f‖m,p|x|m,p, forx ∈ M(m, p) (9.8)
where
‖f‖m,p = sup
{∑
∗
j=0
n−m
|fj |pi
j
p−1∏
k=1
n− k
n− j − k
\n ≥ m,n ≡ m mod 2
}
if p ≥ 1,
‖f‖m,p = sup
{∑
∗
j=0
∞
|fj |pi
j\n ≥ m,n ≡ m mod 2
}
if p ≤ 0. (9.9)
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We have also
|f.x|m,p ≤Mm,p(f)|x|m,p, forx ∈ M(m, p), (9.10)
where
Mm,p(f) = sup
{∑
∗
j=0
n−m
|fj|pi
j (n− p− j) !
(n − p) !
\n ≥ m,n ≡ m mod 2
}
. (9.11)
We onlude that the inverse of Ĉ maps M(m, p) with p ≥ 3 into M(m, 1) and
|Ĉ−1(x)|m,1 ≤ cm,p|x|m,p, with cm,p =
4
pi
∑
∗
n=m
∞
(n− p) !
(n− 1) !
. (9.12)
Let x ∈ M(m, p) and y ∈ M(m, q) and assume that m+ q ≤ n + p. Then we
obtain x.y ∈ M(n+m, q +m) and
|x.y|n+m,q+m ≤ αm−p,n−q|x|m,p|y|n,q, (9.13)
with
αr,s = sup
{∑
∗
j=r
N−s j !(N − j) !
(N − r) !
\N ≥ r + s,N − r − s even
}
.
Finally we need estimates for the inverse of the linear operator L̂ in (9.2). L̂ maps
M(m − 1, q) onto M(m, q) and is one to one.Now let x ∈ M(m − 1, p) and
w = L̂(x). If we proeed similar to the proof of theorem 4.6, we nd that
D̂y = f(D̂)
[
−
(4 + z2)
4V̂1
w
]
,
x = z2y. (9.14)
where f(z) = z/ sinh(z/2).
We an apply (9.6)..(9.13) and obtain for m ≥ max(p+ 1, 4)
|L̂−1(w)|m−1,p ≤ Lm,p|w|m,p forw ∈ M(m, p), (9.15)
where
Lm,p =
1
pi
∥∥∥∥ zsinh(z/2)
∥∥∥∥
m−2,p−2
Mm,p
(
(4 + z2)z2
4V̂1
)
. (9.16)
Now we are in a position to use (9.2) to estimate Ê. We use that Ê an be
omputed reursively from (9.2). If x is an odd power series and x ≡ Ê mod zn
with n ≥ 9 then via Ĉ−1(x) ≡ Ĝ mod zn we rst obtain R̂(x) ≡ R̂(Ê) mod zn+1
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and then L̂−1
(
R̂(x)
)
≡
bE
bQ1
mod zn+1.Thus if x0 ≡ 0 mod z
9
is arbitrary and we
let
xn+1 := Q̂1L̂
−1
(
R̂(xn)
)
forn = 0... (9.17)
then xn ≡ Ê mod z
9+2n
for all n. We begin with the polynomial x0 of degree
≤ 79 with x0 ≡ Ê mod z
81
. We omputed it expliitly and found that
|x0|9,7 ≤ K0 := 308027.359777894414. (9.18)
Then we onsider the sequene xn of polynomial series dened in (9.17), whih
now satises xn ≡ Ê mod z
81+2n
. We will show
|xn|9,7 ≤ K0 for alln ≥ 0 (9.19)
and this implies |Ê|9,7 ≤ K0 beause eah oeient of Ê is also that of some xn
if n is suiently large.
We prove (9.19) by indution. For n = 0 it is true. Assume that |xn|9,7 ≤ K0,
for this Let us take again the equation (9.18) with (9.2). We obtain
xn+1 + Q̂1L̂
−1
(
µ̂
z2
)
= Q̂1L̂
−1
(
Ŵ5
z2
Ĉ
(
xn
Q̂1
))
− Q̂1L̂
−1
(
Ŵ1
2z2Q̂
Yn
)
+ Q̂1L̂
−1
(
Ŵ4
2z2Q̂2
Ĉ
(
xn
Q̂1
)
Y2n
)
− Q̂1L̂
−1
(
Ŵ2
2z2
Ĉ2
(
Yn
Q̂
))
(9.20)
where Yn = Ĉ
−1(xn). Then using (9.2)..(9.17), we obtain
∣∣∣∣∣Q̂1L̂−1
(
Ŵ5
z2
Ĉ
(
xn
Q̂1
))∣∣∣∣∣
11,10
≤ K1|x0|9,7,∣∣∣∣∣Q̂1L̂−1
(
Ŵ1
2z2Q̂
Yn
)∣∣∣∣∣
17,10
≤ K2|x0|9,7,∣∣∣∣∣Q̂1L̂−1
(
Ŵ2
2z2
Ĉ2
(
Yn
Q̂
))∣∣∣∣∣
17,10
≤ K3|x0|9,7,∣∣∣∣∣Q̂1L̂−1
(
Ŵ4
2z2Q̂2
Ĉ
(
xn
Q̂1
)
Y2n
)∣∣∣∣∣
15,10
≤ K4|x0|
2
9,7
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where
K1 : = pi
2M9,8
(
1 +
3
2
z2
)
L10,8M7,5
(
Ŵ5
z5
)
M9,7
(
z2
Q̂1
)∥∥∥ cosh (z
2
)∥∥∥
7,5
,
K2 : = pi
9M15,8
(
1 +
3
2
z2
)
L16,8M9,1
(
Ŵ1
2z9Q̂
)
c9,7,
K3 : = pi
9M15,8
(
1 +
3
2
z2
)
L16,8M7,−1
(
Ŵ2
2z11
)∥∥ cosh(z)∥∥
7,−1
M9,1
(
z2
Q̂
)
c9,7,
K4 : =
1
56pi2
M13,8
(
1 +
3
2
z2
)
L14,8M14,8
(
Ŵ4
2z2
)
M18,12
(
z4
Q̂2
)
α8,8 c
2
9,7.
This imply∣∣∣∣xn+1 + Q̂1L̂−1( µ̂z2
)∣∣∣∣
11,10
≤
(
K1 +K2 +K3 +K4K0
)
K0
Evaluation of these quantities yields approximately
K1 K2 K3 K4
375142.8501573 633.1622891589 10214.44411459 0.000011150281
and altogether ∣∣∣∣xn+1 + Q̂1L̂−1( µ̂z2
)∣∣∣∣
11,10
≤ 118896679183. (9.21)
Now we onsider g(z) := z2L̂−1
(
bµ
z2
)
, letting z2y = z−2g(z), with (9.15) we
obtain
D̂y = D̂
(
z−4g
)
= f
(
D̂
)[ µ̂(z)(4 + z2)
4z4V̂1
]
, (9.22)
where
f(z) :=
z
sinh(z/2)
.
The oeient of zk in f(z) is smaller than 4(2pi)k we obtain by omparison
of the oeients of zj in (9.22)
(j − 1)|gj+3| ≤ 4
j∑
k=4
∗ (2pi)k−j hk
(j − 1) !
(k − 1) !
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and hene
|gj|pi
j2j
(j − 2) !
≤ 4
∞∑
k=4
hk(2pi)
k
(k − 1) !
≤ 3668333.
We obtain for add j ≥ 9
|gj|
(j − 10) !pi−j
≤ pi3 · 3668333 · (j − 9)(j − 8)(j − 7)(j − 6)(j − 5)2−j+3.
and
|gj−2|
(j − 10) !pi−j
≤ pi5 · 3668333 · (j − 9)(j − 8)(j − 7)2−j+5.
but,
{
bQ1
z2 g(z)
}
j
= gj +
3
2gj−2, with (9.20) this yields eventually∣∣{xn+1}j∣∣
(j − 10) !pi−j
≤ 118896679184 for j ≥ 81.
This implies ∣∣{xn+1}j∣∣
(j − 7) !pi−j
≤
118896679184
72 · 73 · 74
≤ 305691 for j ≥ 81
and with xn+1 ≡ xn mod z
81
we nally proved that |xn+1|9,7 ≤ K0 = 308027.35.
Thus the proof of (9.18) is omplete.
Theorem 9.2.
|αn| ≤
98048.15
(n− 1)(n − 2)(n − 3)(n − 4)(n − 5)(n − 6)
for n ≥ 9.
and even better
|αn| ≤ 37845988419
(n − 10) !
(n− 1) !
for odd n ≥ 81.
As a onsequene we obtain estimates for α∣∣∣∣∣α− 1pi ∑∗
n=1
N
αn
∣∣∣∣∣ ≤ 12046752267
∞∑
n=N
(n− 10) !
(n− 1) !
for n ≥ 9,
≤ 12046752267 ·
(N − 10) !
16(N − 2) !
(
1 +
8
N − 1
)
,
≤
762333542
N(N − 1)(N − 2)(N − 3)(N − 4)(N − 5)(N − 6)(N − 7)
We evaluated αn for n = 9, 11, ..., 81 and obtain
|α− 1.264150331| ≤ 6 · 10−7. (9.23)
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