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Forthcoming Papers
T. Horiyama and T. Ibaraki, Ordered binary decision diagrams as knowledge-
bases
We consider the use of ordered binary decision diagrams (OBDDs) as a means of realizing
knowledge-bases, and show that, from the view point of space requirement, the OBDD-based
representation is more efficient and suitable in some cases, compared with the traditional CNF-
based and/or model-based representations. We then present polynomial time algorithms for the two
problems of testing whether a given OBDD represents a unate Boolean function, and of testing
whether it represents a Horn function.  2002 Published by Elsevier Science B.V.
M. Bowling and M. Veloso, Multiagent learning using a variable learning rate
Learning to act in a multiagent environment is a difficult problem since the normal definition of an
optimal policy no longer applies. The optimal policy at any moment depends on the policies of the
other agents. This creates a situation of learning a moving target. Previous learning algorithms have
one of two shortcomings depending on their approach. They either converge to a policy that may not
be optimal against the specific opponents’ policies, or they may not converge at all. In this article
we examine this learning problem in the framework of stochastic games. We look at a number of
previous learning algorithms showing how they fail at one of the above criteria. We then contribute a
new reinforcement learning technique using a variable learning rate to overcome these shortcomings.
Specifically, we introduce the WoLF principle, “Win or Learn Fast”, for varying the learning rate. We
examine this technique theoretically, proving convergence in self-play on a restricted class of iterated
matrix games. We also present empirical results on a variety of more general stochastic games, in
situations of self-play and otherwise, demonstrating the wide applicability of this method.  2002
Published by Elsevier Science B.V.
R. Dechter and D. Frost, Backjump-based backtracking for constraint satisfaction
problems
The performance of backtracking algorithms for solving finite-domain constraint satisfaction
problems can be improved substantially by look-back and look-ahead methods. Look-back
techniques extract information by analyzing failing search paths that are terminated by dead-ends.
Look-ahead techniques use constraint propagation algorithms to avoid such dead-ends altogether.
This survey describes a number of look-back variants including backjumping and constraint
recording which recognize and avoid some unnecessary explorations of the search space. The last
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portion of the paper gives an overview of look-ahead methods such as forward checking and dynamic
variable ordering, and discusses their combination with backjumping.  2002 Published by Elsevier
Science B.V.
F. Aiolli and A. Sperduti, A re-weighting strategy for improving margins
G. Lamperti and M. Zanella, Diagnosis of discrete-event systems from uncertain
temporal observations
R. Ben-Eliyahu-Zohary, Yet some more complexity resuts for default logic
Z.-H. Zhou, J. Wu and W. Tang, Ensembling neural networks: Many could be better
than all
