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I. INTRODUCTION 
A. A Brief Description of Thai 
Agricultural Economy 
Thailand, located in Southeast Asia, shares a frontier with Laos, 
Burma, Cambodia, and Malaysia. The country occupies roughly 200,000 
square miles or 321 million rai^ of land. In 1976, the total popula­
tion was estimated at 42.9 million, national income was 264.9 billion 
9 
baht", and per capita income v.-as 6166 baht (24, pp. 203-205). Of­
ficially, the country is partitioned into four regions: Central 
plain. North, Northeast, and South. There are 71 provinces of varying 
sizes. The map of Thailand is shown in Figure A,l. 
Thailand is still a subsistence economy. Seventy percent of the 
labor force is engaged in agriculture"^, a backward sector in the 
country. Its share of GNP is considerably small from the fact that 
almost three-quarters of the population still live on farms. In 
1976; farmland occupied 116 million rai or 36% of the total land. 
The size of farms is small, averaging 29.05 rai for the whole country 
/ o c: 0 \ 5 y •  ^C.J m 
Traditionally, the agricultural economy of Thailand has been 
dominated by a single rice crop. After World War II, crop diversifica 
txon. wcS occurrco. ifi &11 I'c^xoris of tlic couiiCiry, CuîrrùiiCly^ 
maior asriculcural orocucts are rice, corn, suear. cassava, coconut. 
2 
rubber and kenaf. Those products are also the main source of foreign 
exchange earnings of the country. In 1976, more than 57% of the total 
value of exports was contributed by five major agricultural items; 
rice. corn, sugar, rubber and cassava (24. pp. 84-111). 
The sources of cash farm income are different in each region. A 
survey^ of income and expenditure of farm families was conducted by the 
Division of Agricultural Scon-.5mics, Ministry of Agriculture in 1970 
(25, p. 6). It was found that in the Central, East, and North 
regions, rice is the major source of cash farm income. In the 
Northeast and South, the major source of cash farm income is live­
stock and rubber, respectively. However, for the country as a whole, 
rice is still the main source of cash farm income. The distribution 
of cash farm income of farmers for various regions is shown in 
Table 1.1. 
B. The Characteristics of Thai Rice Economy 
1. Growing and harvesting season 
The rice growing and harvesting season depends upon the climate^ 
In Thailand, the climate is under the influence of the seasonal monsoon 
wxnds. The Southeast monsoon comes during May through October, bringing 
^ ^ •• ^ I ^ ^  ^ ^ ^  ** ^ ^  «"» n 1 o » ^ ^ T .T ^ ^  ^ ^  ^  ^ 
of the South. We call the period of the Southeast monsoon 'v-'ind the 
^The survey divided che Central plain into two subregions, namely. 
Central and East. 
Tablt! 1.1. Percentage oi; income fron various sources^ 
Fend Food Oil Fiber Fruit and 
Regions Rice grain grain seed crops vegetable Livestock Rubber Other 
Cent)al 33. 71 8 .08  10 . 11 8 .09 1. 18 12 .03 26.  55 — 0, .26 
East 33. 41 0, .30 15, .63 3 .29  0. 05 10, .65 21. 38 10.53 4, .76 
North 36. 31 14. ,53 6. ,19 5, .51 3. 67 15, .81 17. 23 — 0, ,76 
Northeast 20. 91 1, ,42  1. ,70 1. ,19 24. 50 9. ,24 38.  65 — 2. ,39 
South _9_. il __0_. _15_ 17. ,68  _07 l_(h Ak 15. 62 46.19 0, ,07 
Coun(:ry 28.  68 6. 59 6. 62 6. 39 7. 00 12. ,07 25. 13 6.20 1. 32 
^Source: 2.5, p. 6. 
4 
Table 1.2. Land holding and average cash farm income by regions^ 
Regions 
Land holding 
per farm (rai) 
Average cash farm 
income per farm 
Central 36.25 8006.63 
East 41.26 6301.25 
North 24.13 4242.81 
Northeast 29.85 2122.02 
South 22.18 3288.43 
Country 29.05 3876.87 
"Source: 2 5 ,  p. 32. 
wet season. November through February is the time of the Northeast 
monsoon wind. The cold and dry air that sweeps down from the mainland 
China brings the period of dry season. 
Due to the climatic conditions, the first crop of rice is planted 
in May or June during the wet season and harvested during December through 
January in the dry season. It takes four to seven months, depending 
upon the variety of rice (28). In some irrigated areas, rice can be 
grown as a second crop in the dry season, planted in March and har­
vested in June. But the production of the second crop is small compared 
WLull fxiTSu 
2, Production and area planted 
Rice, produced in all regions in Thailand, is staple food for 
Thai oeoole. Most of the Thai farmers nroduce rice to meet their 
5 
the market. The Central plain is the ref^ion where the surplus is the 
largest. The area planted to rice in the whole country was more than 
53 million rai or 46% of the total farmland holding; the total 
area and production for various regions can be seen in Table 1.3= 
3. Grading and paddy prices 
Rice is not a homogeneous product. According to Dan Usher (31), rice 
canbs classified into six types, the classification based upon quality: 
1. Percentage of broken grain 
2. Color 
3. Length 
4. Old and new rice 
5. Species of rice 
6. Glutinous and nonglutinous. 
The percentage of broken grain and species of rice are the main 
characteristics in grading for both local and export markets. 
Paddy is the rice before milling, or rice in the form that is 
^ O, <<3 -r • O ' i 4- -T ^ Tx /*5 " -«O <-5 ^* '-i -T /-» /H -î f ^ O *»• "* T TT w/ jr  ^ O « u. n.\L.  ^a ^ J. V k/ Jf  ^^ .k  ^ A. rf.>i t<^  
with the varieties of paddy and the type of mill used. Usually, the 
weight of rice, excluding bran, is about 66% of the weight of paddy. 
rrt« •«. ^ 1 ^ _• 
7 grades for nonglutinous paddy and 5 grades for glutinous paddy, as 
)ws : 
A. Nonglutinous paddy 
1. Paddv snecial erade 
Table Planted area and paddy proiiuction by region, 1967-1976^ 
Central cilain North Northeast Sou_th 
Planted Production Planted Production Planted Production Plan*et' Production 
area (J.000 ton) area (1000 ton) area (1000 ton) area (1000 ton) 
Year (1000 rai) (1000 raL) (1000 rax) (1000 \il) 
1967 13,789 3,818 9 ,08. )  2 ,738 15,160 2,3:50 3,578 71.9 
1968 14,154 3,570 9 ,56!)  2 ,559 17,860 3,192 3,590 1,027 
1969 13,410 4,010 10,030 3,840 20,240 4,580 3,720 980 
1970 13,040 3,720 9,980 4,070 20,460 4,920 3,360 860 
1971 13,170 3,895 9,20 3 3,557 21,471 5,4.34 3,199 858 
1972 14,363 4,483 9,471 2,710 12,241 4,198 3 ,856 1,022 
1973 15,494 5 ,451 11,496 3,984 22,199 4,638 3,081 825 
1974 14,980 4,829 10,390 3,872 20,683 3,795 3,836 890 
1975 15,055 4,647 12,004 4,322 25,017 5,326 3,526 1,005 
1976 14,149 5,103 10,79.) 4,111 23,760 4,686 3,891 1,168 
'^Source: 24, j). 42. 
7 
2. Paddy grade 1 
3. Paddy grade 2 
4. Paddy grade 3 
C "O ^  J J •? yJ 
_/ « a. \-Ljr 
6. Paddy H..D.1 
7. Paddy R.D.3 
B. Glutinous paddy 
1. Glutinous paddy grade 1 
2. Glutinous paddy grade 2 
3. Glutinous paddy mixed grade 
4. Glutinous paddy R.D.2 
5. Glutinous paddy R.D.4 
The paddy special grade is the paddy that has no broken grain when 
it is milled. The paddy grades 1, 2, 3, both glutinous and nonglutinous, 
are paddy that have the broken grain of 57=, 10% and 15%, respectively, 
when milled. Paddy R.D. is the new variety developed by the Rice Depart-
/• •-> J J»» C 
-r • M. y c/ s^y O 
In Thailand, the paddy is sold in the spot market. Mostly, the 
price is determined through individual negotiations between tne 
farmers and paddy buyers. There are two groups of "hv.yprs who 
buy paddy from farmers: 
1. The paddy buyers called "The Middlemen." Th.e middlemen 
usually live in the village with farmers. They buy paddy from 
farmers even in small amounts for storing. When the supply is shoj.t, 
8 
they release the paddy back to the market. 
2. Rice millers who also buy paddy directly from farmers in 
larger amounts in comparison with the middlemen. 
5. Storage 
Most farmers have their ovm storage facilities, of varying sizes. The 
capacity of the facilities ranges from 9-17 kwiens for temporary storage which 
lasts less than 10 years and 15- 30 kwiens for permanent storage which lasts more 
than 10 years (29). 
rlatiy farmers sell their paddy immediately after the harvest; seme farmers 
prefer to store and sell when they need cash. Generally during the marketing 
season, the stock of paddy is held by farmers, millers and middlemen, and it is 
difficult to say what the percentage of distribution is among the three. 
There are many grades of paddy, as listed before. In this analysis, an 
attempt is made to determine the expected net returns over the storage costs on 
farms; the nonglutinous paddy grade 1 is selected as a case study. 
C- The SrArATnAnr: nf rroblem 
Generally two important factors that determine cash farm income of a 
rice farmer are paddy production and its prices. Immediately after the harvest, 
•? c T-îvon ^ no-r- a p -r ^ o-** f-ii a m /-« o o *- /~v 
month, The cash farm income of a rice farm 2r depends . then, on which month he 
sells his paddy. 
From the 13-year average of monthly paddy price grade one in the 
Central plain of Thailand during 1967-1979, paddy price is found to be 
1 o +• » -r* -1 T-\ rr ? i ' i ' M n v -» o /% V. -T c» o o o o /-» r> fs ^ ^ ^ ^  ^ ^  ^ 
and reaches ics peak during October when the supply is shore before the 
new harvest period. The average price difference between February and 
August is 226.60 baht per kwien^ or about 14%. The monthly average 
paddy price variation is shown in Figure 1.1. Thus, a rice farmer who 
iictd UCdl J. 11 UllC LVCia ^ ^  ^ .w 
price movement as shown in Figure 1.1. 
By the average over periods of years, we can say that paddy price 
is low during the harvest time and rises to its peak before the new 
harvest period. If we examine closely the distribution of paddy prices 
for a particular year, for example, in 1970, paddy price at the harvest 
time is the highest in comparison with the paddy prices of other months. 
Then, at the decision period, the current price or the price at the 
harvest time may be known with certainty, but the price in the future 
months is an event that cannot be predicted with certainty. 
The rice farmer as a marketing decision-maker is confronted with the 
price uncertainty. He has alternate choices of selling at the decision 
period or storing to sell later. His problem is to decide when to store 
c eo 1 > 
3. Objectives of the Study 
The main objective of this dissertation, is to develop marketing 
- o  V  -  r> c. - J  r\r^  / - »  c. 
plain of Thailand in helping him to make decisions to sell his paddy. 
Two types of models are considered; 
Wiic rvw jLCii a c wu wuc ^ v wtic 
10 
Paddy price grade #1 (baht/kwien) 
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1. Single-stage Bayesian decision model; the rice farmer as 
a marketing decision-maker facing cash prices which fluctuate from 
month-to-month. The decision-maker who has alternative courses of 
actions to sell his paddy must decide at the harvest time whether to 
sell immediately or store and sell later. The outcomes of the decision 
are price per kwien of paddy which are uncertain at the time of decision. 
This model will provide a method to choose the best action. 
Two Bayesian strategies are computed, a) No-data strategies — 
the strategy developed by using the prior probability, b) Data 
strategies — the strategy developed by using a posterior probability 
uistributiou. The data strategy requires for the saziple or forecast 
price that posterior probabilities be computed. Four price forecast 
models are developed: 
a. Persistence Forecasting Model 1 (PFMI) 
b. Persistence Forecasting Model II (PFMII) 
c. Simple Linear Trend Model (SLTM) 
J A- • _ 1 /-> A-T. XX-. J ... 1 
Li .  U ici 1. VJJLUWL.11 i'luvacx VAjVJi-A/ 
2. Multi-stage Bayesian decision model; the rice farmer has 
nine periods of decision. At each decision period, he will revise his 
decision when he receives current information. This model will pro­
vide the rule to the rice farmer ia assisting him to decide whether to 
continue storing or sell at that decision period. Only the PFMI is 
modified co generate the forecast prices for each decision period. 
The objective function of both single- and multi-stage Bayesian 
decision models is to maximize the expected net returns over the 
12 
storage costs. The expected net returns are expressed in the terms 
of baht per kwien of paddy. 
13 
II. BAYESIAN DECISION MODEL 
A decision problem arises when a decision-maker is faced with alterna­
tive courses of action yielding different outcomes. One of them must be 
selected. There are many kinds of decision problems. Some are riinor, 
since the consequences involved are not important, but some decision prob­
lems have important consequences. In the latter cases, the decision-maker 
has to use a complicated tool in selecting the best action. The decision 
problems may be easy to solve if the decision-maker knows which event 
or state of nature will occur. Generally, the actual states of nature 
are not known for certain. In such situations, the consequences or 
outcome of the decisions are random. It is a decision under-uncertainty. 
To solve the decision under-uncertainty, a number of Bayesian models 
have been developed to assist the decision-maker to choose the optimum 
activity or action. Each model prescribes a criterion in selecting 
the best action. The Bayesian decision model can lead to better 
decisions. 
A Bayesian decision model is employed in this dissertation to 
solve a marketing decision problem under-uncertainty. Actual cash prices 
curing the marketing season are considered as the states of nature. 
The subjective prior probabilities are assigned to the states of 
tc generate conditional probabilities. The posterior probabilities 
over the states of nature are obtained by applying Baye's theorem. 
Then, the optimum action that maximizes expected net returns is selected. 
14 
In this chapter, the basic components of a Bayesian decision model 
are presented, the expected outcomes or payoffs under prior probabilities 
and posterior probabilities are computed, and the criterion to choose 
A. Components of the Bayesian Decision Model 
In general, Bayesian decision models have several possible com­
ponents. For additional reading and a mora detailed description 
of Bayesian decision models, the reader is referred to Anderson, 
Dillon and Hardaker (1), Haltor and Dean (10), Lindley (18), Raiffa 
and Schlaifer (21), and Winkler (33). The following are essential 
components of a Bayesian decision model: 
1. Alternative courses of action or decisions which are an exhaustive 
and exclusive set (D). The decisions are both exhaustive and ex­
clusive. They exhaust the possibilities, and the choice of any one 
excludes the choices of the other. The alternative courses of action 
represented by d^d d. d where d. belongs to D. 12 1 n 1 
' i "i-v a A c -I M "vs o ""T "P /a T T-T +-1-> «->/-. T /-x -T —» ^ ys -C f -T __ T O \ 
— A.  ^ fV _i.  ^11 W X.  ^ — .1. y  ^J 11 y 
which is the best for him. 
2. The events or states of nature (8) must be an exhaustive and 
It is also exclusive because one of them occurring precludes the pos­
sibility of any other taking place. The state of nature is a random 
variable. The occurrence of the event is outside of the decision-maker's 
control. A decision-maker who confronts the states of nature does 
15 
not know which one will occur. The state of nature is represented Try 
0,0. 0. 0 where 9. is an element of the set 0 or 
12 J m J 
6 0. 
O A ^ ^ ^ « — ^ -fc—. ^ ^ M, ^  M « ^  ^ ^ ^ V » IT ^ O ** 
^ s^wiio c c: o vx ^ <3.^ Vw/ ^ J- *v^ ^ ^ %«'•>. 
alternative courses of action and the state of nature. We define . 
-J 
to be a consequence or payoff associated with each combination of 
an action d. and the actual state of nature 0.. Table 2.1 shows the 
1 2 
payoff to the decision-maker. A consequence of a Bayesian decision 
model depends on the objective of a particular model. Objectives 
may be monetary gains or utility. 
Up to this point, the solution for a game theoretic model can be 
obtained by setting up a criterion for selecting the best action. How­
ever, these three components are not adequate to solve a Bayesian 
decision model. A Bayesian decision model requires probabilities and 
other information such as experimental results or a sample from time 
series data. 
ignorance. He may have had some experiences in the past that will help 
him know that some events are more likely to occur than others. From 
it is possible to assign prior subjective probabilities or compute prior 
objective probabilities from long-run historical data. 
4. Experiments (Z): the experiments are obtained from running 
a survey, making a forecast, conducting an experiment, etc. The experi-
16 
Table 2.1. Conditional payoff table 
States of nature 
m 
^12 ^3 
X, 
2^1 2^2 23 
3^1 3^2 3^3 
Ij 
X 
2j 
3j 
X. 
Im 
X. 
2m 
X 3in 
Courses 
of 
action il •Î 9 X i3 X. X. xm 
d X _ X ^ X _ 
n nl nz n3 nj X nm 
of Z or z, e Z. k 
5. Probability distribution: There are three types of probability 
distributions required as inputs into a Bayesian decision model. (a) 
"Ptt /-vT-* /4 n c f" ^  1 -f- n "S /-> /4 n ^  4 o T TW r» 4 14 /4 4 c 4-^ 4  ^— 
tion, and (c) posterior probability distribution. 
The prior probability ?(3) reflects all relevant prior infor-ma-
•-J-'-'il CI w lie oi_ai_*;o W A. ltd V UJL C a va i O iv/li—UlCl .U O j. nc 
prior probability can be a subjective or objective form. The objec­
tive prior probability is obtained from relative frequency in a long 
series of repeated events. The subjective prior probability is a 
personalistic interpretation of probability. This probability defends 
17 
upon the degree of belief of a decision-maker. However, in many 
decision situations, there are little or no recorded series of re­
peated events to compute the objective probabilities. In these 
cases, the judgiûêûts of CicCxâxoïi-rûâtCcjrs or experts can be ussd. 
Let ?(8.) denote the prior probability that S. is the state 
of nature. The prior probability is nonnegative and their summation 
is one or 
m 
P(8.) > 0 and E ?(9.) = 1 
J j=l j 
Conditional probability P(Z/6): This is the conditional 
probability of observing the kth forecast state of nature when the 
actual state of nature is 9., It is always assumed that the P(z,/0.) 
J ^ J 
is defined for each z. belongs to Z and 8. belongs to 6. The condi-
^ J 
tional probability provides the information about the relationship 
among the predicted state of nature and actual state of nature. The 
conditional probability is also nonnegative and the summation across 
L.1.1C ui c:u..LU ouducs ui. tiduui-c: j. a vjiic ui 
.  /  /  / •  \  1  / / - > \  4  kz,/c.; «inc. ^ 
^ 2 3 
j.ne conûicxonaj. ana prxor prooaoiiicxes are snown in xac^ e z:.^ . 
Posterior probability ? ( S /Z): This probability combines all 
relevant information currently available and sample or experiment 
information (Z) obtained to predict the state of nature 9 that will 
 ^ J. y W W W  ^\ v. / a.O UliC L/.L. w &-/ C. W  ^«_ Y 
of observing uhe scace of nacure 6^ concirionai on observing outcome 
Table 2.2. Conditlcinal and prior probability table 
State of Prioc Conditional probability P(Z /6.) 
nature probability k i 
8j r(Gj) %:l ^2 Zk Zm 
8^ r(8i) P(%i/8i) PCZg/Bi) P(%k/Gl) 
@2 PCGg) P(%i/82) PCZg/Gz) 
00 
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By using Bayes' theorem, we have 
(2.1) 
P(z )  = Z P(8 )P(z  /e . )  
1 — 1 J ^ J 
(2 .2 )  
Bayes' theorem shown in Equation2,l, combines all relevant informa­
tion contained in a prior probability function given by the decision­
maker and a conditional probability obtained by the sample information 
or forecast information. The posterior probability is nonnegative and 
the summation is one or 
Also, the marginal probability is nonnegative and also the sum­
mation is one or 
m 
P (8. / z . )  >0 and 2: P(S./z, ) = 1 
J ^ J 
m 
P(z,.) > 0 and I P(zJ = 1 
2. Computing an Expected Return 
TT:-7O tj'pes of Bayesian strategies can be developed in a Bayesian 
1. The "no data" problem; it is the strategy developed by 
20 
2. The "data" problem; it is the strategy developed by using 
the posterior probability distribution. 
For the "no data" problem, the expected return of action d^ is 
m 
ER'(d.) = Z X. .P(9.) (2.3) 
^ j=l ] 
The ER' is the expected return of action d^. The expected 
return of this Bayesian strategy is simply the vcighted average of 
returns. 
Under the "no data" problem, the Bayesian strategy is to select 
the action d. such that: 1 
ER' (d|) = max ER' (d_.) 
where ER'(d^) is the optimum action. 
For the "data" problem, the expected return of action d_. given fore­
cast 2^ is computed as 
ER"(d.^) = Z (2-4) 
where ER''(d. ) is the expected return, of action d. under posterior 3LrC i 
T T C f-lna m +-a 1 /-M i i- r* rwm a 
Under the "data" problem, the Bayesian strategy is d?^, in 
Eauaticn 2.5. if the observed exoerimental outcome is z. 
k 
ER''(d* ) = m2X.ER"(d.,) (2.5) 
ILiC X 2.K 
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where ER"(d^^) is the optimum action given z^. 
The value of ER"(d^^) in Equation 2.5 can be computed before the 
experimental outcome is observed. After the experimental outcome 
is observed, the "'data" Bayesian strategy is selected. It is simply 
dv, in Equation 2.5 and d^  ^give the optimum action (32, p. 12). 
To reduce the computation burden, if the observed outcome is 
then the "data" optimum action is d*^^ in Equation 2.5' 
ES"(d|^; = max.ER"(d.^*) (2.5') 
where ER"(d* .) is the value of the optimum action d*, . when z,^  
is observed. 
C. Review of Selected Studies 
Utilizing the Bayesian Decision Model 
Carlson (5) use a Bayesian decision model to find the optimum 
crop disease control practices for California peach growers in con­
trolling peach brown-ret. He computed optimum application of pesticide 
for three objective functions: 
1. Maximum subjective expected returns 
2. Mean-standard deviation of returns 
3. Maximum expected returns with a minimum income side condition. 
XaT nil"? gvm O ^ 7 \ «-m /g ^ < i « ^ ^  — —- — 
^ ^ ^  ^ o <*nT » f a iC. ^ "3 ^  ^ /a ^ ^  A o »» ^ ^ *2 ^ 
^ ^ C» *— w ^ v.. # C& Cau n 11 J , AiiW \-L C ^  
T.7P <: <i 0-^ 7<=* 1 nn C»n t-/-> t-"ho loact* r*/^ C-*- t-p-J--î />•»-» -Prvr- Ck2tr»r» /^ p+--»-1o -^ OO /H 
"3 /%  ^^ y o  ^  ^  ^^  ^^   ^9 w ^  ^ ^ ^ ^   ^  ^  ^^  ^ ^ ^   ^^ ^ ^  ^^  # • '> ^  ^ ^ 1 f". 
—  ^ —» — - • w Sw/ w V  ^^   ^^ w ^  && V- ^  ^ Sw .A_/ jr V— O ^  ^^ O M Vtt 1±1 C ^  ^i&C 
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set of actions available to the cattle feeder ranges from not feeding 
to feeding for various rate of gain for varying lengths of time. 
The states of the world confronting the cattle feeder are the change 
in cattle prices. The prior probabilities are obcained from relative 
frequencies. 
Bullock and Logan (4) used a Bayesian decision theory in developing 
a set of decision rules to assist the commercial cattle feeder in 
California in making decisions when faced with uncertainty about the 
future slaughter cattle prices. The monthly price forecasting model 
was developed and the p::ice forecasting information was incorporated into 
a Bayesian decision framework to arrive at a set of marketing 
strategies. 
Baquet, Halter, and Conklin (3) utilized a Bayesian decision 
theory to find the value of frost forecasting. The problem is one of 
choosing among alternative frost protections when the temperature 
represents an uncertain state of nature. 
An interesting application of Bayesian decision theory to grain 
a Bayesian decision, model to assist graia fariiiers who faced an uncertain 
future casn price to make decisions on selling grain after the harvest, 
Five different price forecasting models were developed and orice fore-
O O ^  1 Cr 1 V* T" "3 4—1 T.T O O -T  ^«2, y? -T /-» "5. -^ -r «1  ^ x» ^  — am. ,-v » >1» w ta ^ ^ ^ »» o u. V* L. A. diiic w w rv , 
Then, the marketing gains were computed. Both prior and posterior 
probabilities were used to compute the marketing gains. 
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III. THE PRICE FORECAST MODELS 
The purpose of this chapter is to develop monthly price forecast 
models for paddy prices. Forecast price information will be 
incorporated into a Bayesian decision theory framework to compute the 
net returns over storage costs on the farms. Due to the lack of data, 
an econometric model cannot be built. Price forecast models pre­
sented here are time series models in which we assume that there is 
no structural knowledge about the real world causual relationships 
that affect the paddy prices we are trying to forecast. On this basis, 
the time series model accounts for patterns in the past movements of 
paddy prices and we use that information to predict the paddy price 
movement in the future. 
A, Persistence Forecasting Model I (PFMI) 
This model presents a simple process that might be used by the 
majority of farmers. Ir is one or the expectacion modela (6) . «t; asbunie 
that the system has a certain momentum with the future replicating the 
orrn.^ = nctuai casa price in the ith post-harvest month ot 
TD U — -T d -I-»-* ^ 4 +-% ^ c ^ ^ - a c ^ 
r\-f ma Ir a f- -i -n cr copc mn t-
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CPH^ = Actual cash price at the harvest month of mar­
keting season t. 
CPPH^ ^ ^ = Actual cash price in the ith post-harvest month 
of markt;iiiag seasoii t - 1 {lasL . 
G?Ii^ , = Actual cash price at the harvest month of mar­
keting season t - 1. 
Harvest months = December and January 
i = 1, 2, ... 10 
i = 1 = February 
i = 2 = March 
i = 10 = November 
We expect that the difference between the actual cash price in 
the current year (t) and last year (t - 1) at the ith post-harvest 
month will be equal to the difference between the actual cash price 
during the harvest month at the current year (t) and last year (t - 1) 
or 
- CPPH_. ^ ^ = CPH^ - CPH^ , (3.1) 
%. %. ; U— X tl X 
we can write Equation 3.1 as 
CPPH.^ = CPE + [CPPH. . - CPH 1 
It t ].) t-i t-1 
Also, in the term of orice forecast, we can write as 
?PPH. = CPH -f I CPPH. . - CPH ,1 f'3.2^ ic z ' 3.,r-j. c-i" 
25 
The last term of the right-hand side of Equation 3.2 may be posi­
tive or negative; 
1. If CPPH. ^ , - CPH , >0 
x,t-l t-1 
then the Drice in the ith post-harvest month zs forecast by 
adding the difference between the actual cash price in the ith post-
harvest month and the actual cash price at the harvest month of mar­
keting season or year t - 1 to the actual cash price at the harvest 
month of marketing year t. 
2. If CPPH. . . - CPH, . < 0 
z-i 
then the price in the ith post-harvest month is forecast by sub­
tracting the difference between the actual cash price in the ith post-
harvest month and the actual cash price at the harvest month of mar­
keting season or year t-1 from the actual cash price at the harvest 
month of marketing season t. 
LudL wt: wcniL Lu i.ort:cctbL in riisrcn cinu. SeuLeuiuei. / S, 
FPPH (Inarch, 1979) = CPH (1979) -i- [CPPH (March, 1978) 
- CPH (1978)] 
TTP-PW TQ7Q> = COM ("TOVON ^ F TTJ-OW 1 078\ 
— — — — \ ^  ^ ^ ^ / — — — \ ^  ^ «-".w — \  ^  ^^  / 
- C?H (1978)j 
where C?H (1979) scancs for che price az the harvest monch xn 1979. 
Practically, it is the average of prices in December 1978 and January 
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1979, since the harvest period ranges from December to January and the 
marketing season starts from February and ends in November. 
The price in March 1979 can be forecast by using the actual cash 
price of the harvest month in 1979 plus the price difference between 
March 1978 and the price at the harvest month 1978. By the same token, 
the forecast price in September 1979 is obtained by using the actual 
cash price at the harvest month 1979 plus the price difference between 
September and the price at the harvest month in 1978, From this model; 
if paddy prices rise by 10 bahts from January to March in the first 
year, then in the second year, the paddy price from January to March 
is expected to rise by 10 bahts. 
The results of ?FMI can be seen in Table 3.1. The PFMI can fore­
cast only paddy prices at post-harvest months (February to November), 
since prices at the harvest months are assumed to be known. 
B. Persistence Forecasting Model II (PFMII) 
The paddy price in each month now has a proportionate change in­
stead of an absolute change as treated in Section A of this chapter. 
We also assume that the prices at the harvest month are known. The 
forecast prices by persistence forecasting model II are obtained as 
follows : 
Fr?H._ = CPK^ -r (CPPH. ^ , - GPH^ J (3.3) 
J- U L. >M>J. -ki..  ^ J. , U— ^  W—J-
C" I 
—ca L. u .L o uiiC y— vy ujLWiic: uc # j_ u uidj 
be oositive or ne^acive, Suoocse cliac we wane co forecast orices in 
Table 3.1. Monthly forecast prices by PtW 
Year February Match April May June 
1968 1398.22 1144.84 1371.37 1391 J. 52 1494.06 
1969 1133.61 1071.61 1057.58 1083.22 1113.31 
1970 1120.55 1125.62 1125.17 1170.48 1314.44 
1971 721.55 759.58 686.98 628.34 773.02 
1972 821.02 781.16 733.20 924.9.7 961.57 
1973 1185.25 1204.03 1234.89 1303.35 1379.94 
19/4 1858.17 192:1.15 2107.69 228).75 2379.44 
1975 2615.77 303:!.  68 2950.08 281.).  39 2897.21 
19/6 2296.35 222:!.73 2273.07 2270.49 2216.12 
1977 2100.68 2015.99 2049.81 201).82 1883.55 
1978 2320.12 233fi.04 2239.10 2337.18 2292.68 
19/9 2406.90 2535.63 2499.74 2553.83 2742.47 
July August September October November 
1526.82 
1117.36 
1303.40 
826.50 
951.43 
1325.48 
2200.54 
2817.73 
2093.52 
1929.70 
2439.15 
2708.47 
1640.40 
1091.13 
1290.30 
883.98 
948.24 
1554.18 
2162.40 
2874.93 
2271.05 
1867.95 
2524.32 
2695.97 
1651.23 
1048.04 
1327.55 
782.65 
984.34 
1600.46 
2183.73 
2943.76 
2383.06 
2056.10 
2510.04 
2800.39 
1630.04 
959.33 
1315.77 
823.98 
993.97 
1609.11 
2563.07 
2944.10 
2339.45 
2146.26 
2403.31 
2729.22 
1462.91 
892.57 
1298.02 
729.81 
943.52 
1656.76 
2252.37 
2909.12 
2328.84 
2041.86 
2617.68 
2833.39 
28 
March 1979. This model can be illustrated as follows; 
FPPH(March, 1979) = CPH(1979) + 
[CPPH(March, 1978) - CPH(1978)] 
The results of PFMII are shown in Table 3.2. 
C. Simple Linear Trend Model (SLTM) 
The SLTM is a deterministic model based on time series. There is no 
reference on the source of underlying the randomness in the series. 
The model involves the extrapolatiori technique. We ignore all forces 
inside the confinement of the economic system, such as demand and supply 
quantity. The paddy price is a function only of time. It will increase 
in a constant absolute amount in each period. We can predict the paddy 
price by fitting the trend line 
y^ = a + bt (3.4) 
where t = time or month 
y^ = the paddy price in month t 
a = constant term 
b = baht increase due to the increase in t or slope of the 
line. 
Usually, t is zero in the base period and increases by one in each 
period. We can estimate a and b in Equation 3.4 by the least squares 
method. Then we obtain the orice forecast model as shown in Scuaticn 
Table 3 . 2 .  Monthly forecast prices by PFMII 
Year February March April May June July August September October November 
1V6H 1412.86 1471.90 1380.58 141:1 .23 1538.33 1584, ,88 1760.25 1778.69 1743.77 1495.79 
1969 1134.97 1071.94 1058.52 10£3 .28 1113.67 1117, ,87 1091.13 1049.57 973.21 923.93 
1970 1122.25 1126.94 1126.53 1176 .63 1335.26 1321.28 1304.99 1352.15 1336.96 1314.55 
1971 737.82 768.10 712.45 674 .11 779.39 827. 41 884.51 787.68 825.04 744.18 
1972 834.37 806.30 777.43 924 .93 962.87 952. 06 948.71 988.02 999.02 934.57 
1973 1192.30 1208.18 1235.94 13C4 .84 1393.90 1329. 28 1643.58 1720.90 1735.86 1821.18 
1974 1859.85 1932.90 2176.74 246 3 .00 2633.73 2319. 76 2259.36 2292.86 3008.58 2405.52 
1975 2645.50 3265.14 3127.14 2918 .25 3042.76 2921. 71 3008.12 3116.89 3117.44 3061.50 
1976 2297.59 2229.59 2275.59 227 3 .18 2223.71 2121. 25 2273.71 2383,50 2339.50 2329.04 
1977 2104.08 2029.88 2058.18 202(1 .73 1923,51 1958. 53 1912.08 2063.73 2147.08 2051.20 
1978 2323.04 2336.97 2250.93 2328 ,99 2997.95 2439. 85 2531.37 2515.56 2402.31 2639.30 
1979 2406.95 2541.44 2502.55 25 e 1 .57 2786.46 2743. 73 2728.27 2861.46 2769.69 2905.44 
30 
y = 785.97 + 12,lût (3.5) 
The results of monthly forecast prices by SLIM can be seen in 
Table 3.3. 
D. Exponential Gro\rt;h Model (EGM) 
In the EGM it is assumed that the series of paddy price grows 
as a percentage increase instead of a constant absolute increase. The 
exponential growth forecast price model is 
y^ = Ae^^ (3.6) 
where t = time or month 
y^ = the paddy price in month t 
A, r = parameters. 
To estimate A and r, we transform Equation 3.6 into a log-linear 
regression equation as follows: 
log y^ = log A 4- re (3.7) 
Let a = loe A 
0 = r 
inen we nave 
-Og y^ = a -r at 
•^'^3 CI L/ UC C A U L. C L. UY LIA L. IIC XCCI CR U S CO .LIIDI 
the price forecast nodel is obtained as sho'^zn in Equation 3.9. 
Table 3.3. Monthly forecast prices by SLTM 
Year J anuary February March April May June 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
IS 74 
1975 
1976 
1977 
1978 
1979 
798.07 
943.27 
1088.48 
1233.68 
1378.89 
1524.09 
1669.30 
TOT/. c n J.U J-T • W 
1959.70 
2104.91 
2250.11 
2395.32 
2540.52 
810.17 
955.37 
1100.58 
1245.78 
1390.99 
1536.19 
1681.40 
1 o nc cr\. xu .w 
1971.81 
2117.01 
2262.21 
2407.42 
2552.62 
822.27 
967.47 
1112.68 
1257.88 
1403.09 
1548.29 
1693.50 
1 o oo nr\ * t \j 
1983.91 
2129.11 
2274.32 
2419.52 
2564.72 
834.37 
979.57 
1124.78 
1269.98 
1415.19 
1560.39 
1705.60 
1  O  C  A  O A  JL V-/ V # w 
1996.01 
2141.21 
2286.42 
2431.62 
2576.83 
846.47 
991.67 
1136.88 
1282.08 
1427.29 
1572.49 
1717.70 
1S62 50 
2008.11 
2153.31 
2298.52 
2443.72 
2588.93 
858.57 
1003.30 
1148.98 
1294.18 
1439.39 
1584.59 
1729.80 
1 o-yc nrv U. V /-/.WW 
2020.21 
2165.41 
2310.62 
2455.82 
2601.03 
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July August September October November December 
870.67 
1015.87 
1161.08 
1306.28 
1451.49 
1596.69 
1741.90 
1887.10 
2032.31 
2177.51 
2322.72 
2467.92 
2613.13 
« 8 2 . / /  
1027.47 
1173.18 
1318.38 
1463.59 
1608.79 
1754.00 
1899.20 
2044.41 
2189.61 
2334.82 
2480.02 
2625.23 
1040.07 
1185.28 
1330.48 
1475.69 
1620.89 
1766.10 
1911.30 
2056.51 
2201.71 
2346.92 
2492.12 
2637.33 
yuo.y/ 
1052.18 
1197,38 
1342.58 
1487.79 
1632.99 
1773.20 
1923.40 
2068.61 
2213.81 
2359.02 
2504.22 
2649.43 
yiy.u/ 
1064.28 
1209.48 
1354.69 
1499.89 
1645.09 
1790.30 
1935.50 
2080.71 
2225.91 
2371.12 
2516.32 
2661.53 
yJi.i/ 
1076.38 
1221.58 
1366.79 
1511.99 
1657.19 
1802.40 
1947.60 
2092.81 
2238.01 
2383.22 
2528.42 
2673.63 
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log = 182.11 + 17.08t (3.9) 
The results of the monthly price forecast model can be seen in 
Table 3.4. 
Four forecasting models have been used to generate the forecast 
prices, but not all price forecasting models will be incorporated 
into the Bayesian decision models, since PFMl and PFKLI are persistence 
price forecast. The PFML predicts the same absolute change from one 
year to the next in the same month, while the PFMII predicts the same 
proportionate change. The SLTM and EGM are simple extrapolation tech­
niques and we estimate by the least squares method. Mean square 
error (MSE) is used to select two models from each technique. The MSE 
is obtained by 
MSE = Z (y - yJVT (3.10) 
t=l 
where t = time or month 
T = total observations 
y^ = the actual cash price in month t 
y^ = the forecast price in month t. 
The MSE for each model is shown in Table 3.5. 
From Table 3.5, the PFMl and EGM are selected to incorporate into 
the Bayesian decision models, since nhe rFHI and EGM have a s=sll 
MSE in comparison with PFMIl and SLTM, 
Table 3.4. Monthly forecast prices by GEM 
Year January February March April May June 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
933.32 
1015.77 
1105.50 
1203.15 
1309.43 
1425.10 
1550.99 
1688.00 
1837.11 
1ggg_39 
2176.01 
2368.22 
2557.42 
yjy.yj 
1022.96 
1113.32 
1211.67 
1318.70 
1435.19 
1561.97 
1699.95 
1850.11 
2013.54 
2191.41 
2384.99 
2595.67 
940.59 
1030.20 
1121.21 
1220.25 
1328.04 
1445.35 
1573.03 
1711.98 
1863.21 
2027.80 
2206.92 
2401.87 
2614.04 
y^ J. zy 
1037-50 
1129.14 
1228.89 
1337.44 
1455.58 
1584.16 
1724.10 
1876.40 
2042.15 
2222.55 
2418.88 
2632.55 
you.uo 
1044.84 
1137.14 
1237.59 
1346.91 
1465.89 
1595.38 
1736.31 
1889.68 
2056.61 
2238.28 
2436.00 
2651.18 
3CO . o_) 
1052.24 
1145.19 
1246.35 
1356.44 
1476.26 
1606.67 
1748.60 
1903.06 
2071.17 
2254.12 
2453.24 
2669.95 
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July August September October November December 
y/j.o/ 
1059.68 
1153.29 
1255.17 
1366.04 
1486.71 
1618.04 
1760.97 
1916.53 
2085.83 
2270.08 
2470.61 
2688.85 
yo\j.D / 
1067.19 
1161.46 
1246.05 
1375.72 
1497.24 
1629.50 
1773.44 
1930.10 
2100.59 
2286.15 
2488.10 
2707.89 
•JO t .Oi. 
1074.74 
1169.68 
1273.00 
1385.45 
1507.84 
1641.03 
1786.00 
1943.76 
2115.46 
2302.33 
2505.71 
2727.06 
1082.35 
1177.96 
1282.01 
1395.26 
1518.51 
1652.65 
1795.64 
1957.52 
2130.44 
2318.63 
2523.45 
2746.36 
J-UUJL.Of 
1090.01 
1186.30 
1291.09 
1405.14 
1529.26 
1664.35 
1811.37 
1971.38 
2145.52 
2335.05 
2541.31 
2765.80 
J.UUO . oo 
1097.73 
1194.70 
1300.25 
1415.09 
1540.09 
1676.13 
1824.19 
1985.33 
2160.71 
2351.58 
2559.30 
2785.38 
36 
Table 3.5. The MSE for each price forecast model 
Models MSE 
o5 5 ->C3 
PFI-GI 91,202 
SLTM 112,209 
SGM 95,878 
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IV. A SINGLE-STAGE BAYESIAN DECISION MODEL 
Rice in the central plain of Thailand is harvested from December 
to January. After deduction of home consumption, the marketable 
surplus is estimated at 8 kwiens per farm. These marketable surpluses 
can be sold immediately after the harvest or stored and be sold later. 
The problem confronting a rice farmer is the choice of selling paddy 
during the harvest months or post-harvest months which range from 
'J -  " N T T ^ * î c  < 4  a f *  4  c  4  c  - ^ V »  a  + •  r »  o  
price, which is certainly known at the harvest month, the storage costs 
and the expected prices in the future months, which are uncertain. 
The rational rice farmer will decide to store his paddy if he expects 
that the prices in the future months will surpass current 
price at the harvest month by a margin big enough to compensate 
at least the storage costs, which include the premium for risk taking, 
interest rate and storage space. Otherwise, he will sell immediately 
at the harvest month. 
In this chapter, the break-even price, which is the estimate of cash 
y j. W liC iJ. L. lie U. jf OlXtClllXJ. J. O X ox» .L "C JL<% k..!. V C L. w 
supply, will be presented. The components of a Bayesian decision as 
discussed in Chapter II are defined and quantified in terms used in 
T- r-it CT ry 1 > C» •»—*1 • o CO I or 
Docn caca ana nonaaca T>roD±ems wxii oe •oresenrea^ 
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A. Assumptions of the Model 
Following is the list of basic assumptions used in a single-stage 
Bayesian decision model. 
1. Paddy can be marketed at any time after the harvest. 
2. Credits are available to farmers at the interest rate of 12% 
a year. This interest rate is controlled by the government. 
3. There is no paddy to carry over to the next marketing 
season. Paddy must be sold within one marketing season. 
4. The marketing season can be broken up into 10 intervals 
represented by month ranges from February to November. Each month 
represents the possibility of selling paddy. 
In this single-stage Bayesian decision, the decision takes place 
only in the harvest month. It differs from a multi-stage Bayesian 
decision model which utilizes the current paddy price to revise the 
decision every month. We shall analyze the selling decision by using 
the multi-stage decision in the next chapter. 
S. Break-Even Prices 
Paddy is a crop that is harvested vithin a short period and ±s 
sold throughout the year. According to the theory of seasonal price 
variation, the price rise through the year is a function of 
storage costs (30, pp. 165-173). In the normal season, if the 
future demands for a storable commodity •were correctly anticipated 
rise from the low point at the harvest month to the end of zha marketing 
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season just enough to cover the storage costs. These price changes 
must be sufficient to induce some farmers to sell and others to 
continue storing. Thus, the product is allocated through the year by 
L, lie ^ C JL CI U.X Ui&C ^ 
months and the storage costs. However, in most of the marketing 
seasons the normal price pattern rarely exists, sellers (including 
rice farmers) and buyers may not act on perfect information. Hence, 
the commodity may not be correctly anticipated. For example, a lot of 
farmers may sell their paddy too soon. As a consequence, prices rise 
by less than the storage costs. However, on the average over a period 
of years, the seasonal price rise must cover the storage costs, 
otherwise there would be no commodity to store in the long run. 
In this study the cash price for every year will be broken 
up into cash prices at the harvest month CPH^ and cash prices at post-
harvest months CPPH.^. In the central plain of Thailand, the harvest 
time usually lasts two months; December and January. Price 
d u L. lie iiGi. V c o u a vL; uy u.ojLii.3 cx v 0^% k-^ j_>». ju 
/. 1 
CP(Dec)^ . + CP(Jan)^ 
CPH = (4.1) 
CP (Dec) . = cash t>rice in December last marketing season 
• t-i -
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The post-harvest month for any marketing season starts from 
February and ends in November. The cash prices for every month from 
marketing year 1967-1979 are derived from the Division of Agricul­
tural Economic, Office of Uiuier Secretary of State I-Iiiiistry of 
Agriculture (DAE). 
At the time of decision (harvest time), the cash prices at the 
post-harvest month CPPH. have not yet been observed. The 
It 
decision-maker uses the break-even price for every month as an estimate 
of cash price in the future months. Break-even prices are defined as 
the price where future demands for paddy are always correctly antici­
pated relative to suppliers and the correct quantities were stored. 
If any expected cash price is equal to a break-even price, the 
zero marketing profit is expected. 
Mathematically, the break-even prices for each post-harvest month 
are obtained by 
= CPEXl + r J- 4- SC_ (4.2) 
JL U L L i L 
= 1 ? 1 q 
—  —  g  — 5  • • • • •  
i = 1 2 10 
where ^ = break-even price for storing paddy from harvest month 
to the itii post-harvest month in marketing year t 
W — IT «3 V» o o ^  Cr c o o C 
^ — +• «î -n t- c ^ o o T> ctn* m ^ V( -1 T"% vm 3 a f- -î v* cr 
SCv.^ = the storage costs from the harvest month to the ith 
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The break-even price for each month is exactly equal to the 
paddy price at the harvest month plus the storage costs from the 
harvest month to the ith post-harvest month, taking into account 
T'Ko < +-/a^ cf" ^ c +- a •? c 4 vn a «4 T.7-Î +-T-I p c cnnmT>'^*î 
rice farmers have opportunity cost for money value of paddy. 
In Thailand, agricultural credits can be divided into two 
sources : 
1. Noninstitution credits include relatives, neighbors, land­
lords and merchants. 
2. Institution credits include agricultural credit banks, com­
mercial banks, agricultural cooperatives, and farmer group associa­
tions. 
The interest rates from noninstitution credits differ from place to 
place, but the interest rates from institution credits are all 
the same at 12% a year. This rate is controlled by the government. 
rate of more than 12% a year. The interest rate from different 
sources and regions can be seen in Table 6.1. 
?" p ^  A /'\f 1 a TT^ ai* VAp emT^ c -F/xv c 4 o 4  ^ ci- v 9^  a cva * 
1. The interest rate of the institution credit has never been 
changed from year to year or month to month. This will make the 
break-even -orices be smoother; 
Table 4.1. ïlie interest rate from dix Cerent sources, classified regions' 
Sources : 
Regions 
Noaihstitution credit Institution credit 
Rela- Nedgh- Land- Merchant Others Agricultural Commercial Agricultural Farmer 
tives hors lord and bank cooperative group 
cooperative association 
bank 
North(îast 30.28 48.48 48.00 59.5'+ 16.44 12.0 12.0 12.0 12.0 
North 34.56 48.36 23.28 53.;.(3 33.84 12.0 12.0 12.0 12.0 
East 18.12 30.48 32.40 39.72 14.38 12.0 12,0 12.0 12.0 
Central 30.00 30.36 43.08 49.1(0 14.28 12.0 12.0 12.0 12.0 
West 17.04 17.5 2 — 34.110 22.86 12,0 12.0 12.0 12.0 
South 24^84 36JH) J12^00 12.0 12.0 12.0 12.0 
28.80 39.00 32.60 32.1,0 21.60 12.0 12.0 12.0 12.0 
"'source; 26, p. 31. 
to 
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2. Institution credits are the major source of supply of agricul­
tural credit. A survey of indebtedness of farmers in Thailand in 
crop year 1976/77 found that in the central plain of Thailand, more 
 ^— CO  ^C  ^  ^  ^ - - — —»  ^  ^ V-, J -T -»-s  ^*"• « «î  ^O "7 \ UlXCllI /O i. ClgiL XWCIX CI ^ W Ck O LV L.C» wwk wo. V^« / « 
Sesides the interest rate, the data required to compute the 
break-even prices include the storage costs, the most important 
component in computing break-even prices. The storage costs are 
also derived from DAE^. The costs are broken into fixed and 
variable components. Fixed costs include depreciation and the 
interest rate on investments. Variable costs include the following 
items: repairs, packing, interest rate on short-term loans and damage. 
The storage costs in the marketing season 1975/76 can be seen in 
Table 4.2. 
The break-even prices in Equation 4.2 are illustrated in Figure 4. 
(we drop the subscript "t" from the notation as reference is made to on 
one marketing season). 
' ^ ^ ^ . x—» ^ «k— >-V ^ Aw -T *- T -T ^ f Z ^ ' I ' /" L liC '~J ^ ^Cirv~ t. V •C-i.i. O-N- O CA j. \ ^  ^  ^ — v / « — Si 
cost per rscnth is the slope of the line. The price at the harvest 
time is the intercept. In the decision-maker point view, if 
1-%. — 1 ^ ^ ^ Ta ^ ~',o*• 
^  g  w w w  W  ^  S —  W  
over the storage costs will be greater than zero. Storing paddy is 
profitable. On the other hand, if the expected cash price is below 
the line; the expected net returns over the storage costs will be 
1  ooo  '7Ck^r \  a /4 /4  T7  vna  ^ 7  T i /^ f -  o 
"Data are derived from the DAE sur^'ey of small sample size. 
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Table 4.2. Components of storage costs for the storage of size 9-18 
kwien, marketing season 1975/76^ 
Baht/kwien 
Fixed costs 
Depreciation 3.86 
Interest rate 
on investment 7.61 
Variable costs 
Reparation 11.66 
Packing 2.87 
Pesticides 1.93 
Interest rate 
on short-term loans 1.70 
Damage 27.04 
Total 56.67 
^Source: Data are derived from the DAE survey of small sample 
size (29). 
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uasn prices 
(baht/kwien) 
BEP_. 
T? r\ TVT 
Figure 4.1. Monthly break-even prices at post-harvest months 
C, Defining the State of Nature of Cash Prices 
Paddy prices are random variables and cannot be controlled by rice 
jl «âu.v-i v jlll Ctic îu-l-u-L'c mOriCiiS luclV xFi-C jT c: <SSc ^ ITcuiâj-ri COIto uâtlc. 
^ Ml ^ •-* C ^ *- UJo ^ CI +*Ho £ 
^-r- i-\/-V o -f- — Vi Ci T-T70 c +- m /-VT1 i-ln 4 c «aT* o c T- T m 3 +" o r>T f"V»o a C Vi n />o t t> t" Vi o t» c — 
harvest month. Tae discrepancy between a cash price -and break-even 
price generates an additive stochastic disturbance term as shown in 
Ecuation 4.3, 
CPPH.^ = BE?.^ -f u . ^  
Xt It It 
C4.3^ 
September October November 
1967 1163.61 
1968 1284.11 
1969 1105.93 
1970 1178.27 
1971 870.71 
1972 940.55 
1973 1282.01 
1974 1834.65 
1975 2412.15 
1976 2379.45 
19'7 2217.24 
1978 2429.38 
1979 2447.98 
117».).3 1192.76 1207.51 1222.38 1237.37 1252.48 1267.71 
1299.83 1315.68 1331,66 1347.77 1364.01 1380.39 1396.90 
1119.94 1134,06 114^,29 1162.64 1177.09 1191.67 1206,35 
1193.00 1207,85 1222,82 1237.91 1253.12 1268.45 1283.91 
882.38 894,13 90!,,97 917.90 929.92 942.03 954.24 
953.06 965.67 97%,38 991.17 1004.07 1017.06 1030,15 
1298.03 1314,17 1330.45 1346.86 1363.39 1380.06 1396.87 
1057.46 1800.46 1903,, 64 1927.00 1950.56 1974.30 1998.24 
2440.87 2469.84 2499.,05 25 28.50 2558.21 2588.16 2618.37 
2408.52 2437.83 2467,, 38 2497.17 2527.20 2557.49 2588.02 
2244.66 2272.30 2300.17 2328.26 2356.57 2385.12 2413.90 
2458.92 2488.70 2518,73 2549.01 2597.54 1610.31 2641.35 
2478.64 2509.55 2540,71 2572.12 2603.78 2635.69 2667.86 
1283.07 1298.54 
1413.54 1430.33 
1221.61 1236.08 
1299.49 1315.20 
966.53 978.92 
1043.34 1056.63 
1413,81 2046.70 
2022.37 2046.70 
2648,83 2679.55 
2618.80 2649.84 
2442,64 2472.17 
2672.64 2704.19 
2700.29 2732.98 
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where u.^ is the disturbance term with the assumption that u^^ is 
2 distributed as N(0, o ). 
i 
The distribution of cash prices can be illustrated in Figure 4.2. 
CPPH it 
U SEP 
Post-harvest months 
Figure 4.2. The distribution of cash prices arcjnô rneir break-even 
prices 
We also assume that CPPE.^ are approximately distributed as normal 
3. L. 
2 
with mean BEP_. ^  and variance cr__ , i.e., 
CPPH^, ~ N(BE?_, G~ ) 
where is the variance of cash prices which is given by u. . o J 
1 
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The density function of cash prices of the ith post-harvest 
month is 
-1/2(CPPH.^-BEP. )2/0'2 
f.(CPPH. ) = e lu It 1 (4.4) 
^ it ^ / O 
The range of cash price is partitioned into three intervals, all 
are equally likely, mutually exclusive and collectively exhaustive. 
We define these intervals as the states of nature of the future cash 
prices. 
Let 8..^ be the jth (j = 1, 2, 3) state of nature of cash price 
ILÛ Cllê iLÛ V.j- — J- 5 ^5 ••••• j. V/ L.*" ildi. VC U UAUiXUil UO. iUC&i. rVCU JLII^ OCdOWll 
t. The state of nature represents the market when it is in surplus 
supply of paddy. A paddy price is expected to be below the price at 
the harvest time. The state of nature 8. ^ represents the market in 
regular supply of paddy. The paddy price is expected to increase at the 
same level of the break-even price. Finally, the state of nature 
^ 4- ^ +-1"% >-\ ^ ^ +- ^ O V\ +• f., * À V**î <->V\ TX V? O "Î O o *- 6/1 
The state of nature 9.. is a random event that influences the 
zit 
outcome of decisions. The rice farmer does not know which state of 
nature will occur. Thus, the outcome of decision is uncertain at 
the time of decision. 
Three class intervals of cash prices with probability 1/3 sym­
metrically are illuscraced in Figure 4.3. Classes I and III repre­
sent the low and high prices, class il is the median price. 
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Class 31 Class I 
BEP, 
u: 
Figure 4.3. Three class intervals of cash prices in each month with 
probability 1/3 symmetrically 
iO determine the class intervals of states of nature, we transform 
uhe density function in Equation 4,4 to standard normal density func­
tion with zero mean and unit variance as shown in Equation 4.5 and 
Figure 4.4. 
i 
! 
Cls5$ X j Clâ^^ IL I C1.2i$SllI 
i 
T 
^r\ A A 
4.4. The standard normal of cash prices 
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1 
CPPH - BEP 
where z = ^ — (4.6) 
It o 
u_. 
and its distribution function is 
1 -=ft/2 
N.(2.^) = I •• e dy (4.7) 
' 1. V2n 
Equation 4.6 can be written as 
CPPH. = BEP. + z.^a (4.8) 
It It It u. i 
From the table of standard function (16, p. 138) at the boundary 
of class one and two, has the value - 0.44. The cash price at this 
boundary is given by 
CPPH. = BEP. - 0.44 c (4.9) 
xt It u. 
X 
At the boundary of class two and three, z.^ has the value 0.44. 
CPPH. = BEP. 4- 0.44 C7 (4.10) 
xt xt u. 
The range of cash prices or state of nature with their class 
interval can be illustrated in Table 4.4. Any observed cash price 
will fall in one of three ranges of cash trices. 
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Table 4.4. The class intervals for state of nature 9., ijt 
States of 
nature Class intervals 
9 , CPPH. < BEP.^ - 0.44 a 
lit It - It u^ 
9.^ BEP. - 0.44 a < CPPH. <BEP. + 0.44 cr i2t It u. It — xt u. 
X X 
9 , BEP. -f 0.44 CT < CPPH. 
x3t xt u^ It 
D. Defining the Range of Forecast Prices 
At the decision period (harvest time), the current prices are 
known with certainty, but prices in the future months can be 
obtained only by predicting or forecasting. In our marketing decision 
model, the forecast price ?PPH_.^ is generated from any price forecasting 
models in Chapter III. In this section, we define the range of fore­
cast prices. The range of forecast prices and cash prices will be used 
to determine the conditional probability distribution in the next 
-T —. n +-V» -Î e T.to ^ c ci ^ p 
O  C  ^  ^  ^  \J L t  #  ^  C .  W  W  « > w  V —  V  W  ^  —  — —  —  —  w  -  -  W  
break-even price for each month is an estimate of the forecast price 
as shown in Equation 4.11. The discrepancy between the break-even 
"ic-
FTPSL. = BSP;., + (4,11) 
where v.. is the disturbance term with the assumption that v. . xs 
52 
distributed as N(0, a ). 
i 
The distribution of forecast prices can be illustrated in 
Figure 4.5. The forecast prices are also approximately distributed 
2 
as normal but BEP. and variance . i.e.. 
i 
FPPH. ~ N(BEP.^, 0^ ) 
i 
2 
where o is an estimate variance of forecast price which is ob-
V. 1 
tained by 
2 ^ 2 
a = (FPPH. - BEP. ) /T - 1 
^i t=l 
P(v) 
FPPH. 
'A 
P r» c — "h ja c 1- -"hc 
><*^0 /r. ^ T'Vv /-I -» a r* "3 c t- *\*» •« a c o •» »• r»V A c 
even orzces 
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The density function of forecast price of the ith post-harvest 
month is 
, -l/2(fPPa.,-BEP.)2/of 
g,(FPPH. J = e "i 
"v.'^ ^  " 
X 
Also, the forecast prices are partitioned into three ranges which 
are equally likely, mutually exclusive and collectively exhaustive. 
Any forecast price will fall in one and only one of three ranges. 
Let be the kth (k = 1, 2, 3) range of forecast prices in the 
ith (i = 1, 2, 10) post-harvest month of marketing season t. 
The range of forecast prices is determined by using the same method 
as discussed in Section G of this chapter. The results are shown in 
Table 4.5. 
Table 4.5. The class intervals for the range of forecast price z^^^ 
Ranges of 
forecast prices Class intervals 
z., FPPH.^ - 0.44 CT 
xlt xt — xt V. 
z.^ BEP. - 0.44 a < FPPH. <BE?.. 0.44 c 
x2t xt v. xc — xr v. 
X 3 
z._ BEP.^+ 0.44 a <FPPH.^ 
x3c xt v. xt 
Note that cash orice CPPH. and forecast price FPPH. have the 
xc ^ xt 
sase mean BE?_^ The variance of cash srices and the estimate variance 
L. 
of forecasL trices aza and . If , thzz thz forecast 
u. v. u. V. 
XX XX
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price is identically distributed as cash price. The distribution of 
cash and forecast prices are illustrated in Figure 4.6. 
PPPH;. 
CPPH:, 
BEPij 
Figure 4.6. Distribution of cash and forecast prices with the same 
mean BEP. 
It 
E. Subjective Prior Probability Distribution 
In Section C of this chapter, we classified three states oi 
nature: short supply, regular supply and surplus supply. Those states 
of nature are uncertain events. The prior probabilities assigned 
f--h. av ^ r* o nci .-rsnrssl int-pr-
pretations of probability, depending upon the degree of belief 
of a particular individual. 
Let p(5..) be che prior probability assigned to the states of 
nature 3.. (we dropped the subscript t) by a decision-maker. It must 
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be noted that one person' s prior probability can differ from another' s even 
if both are faced with a similar problem; for example, during the paddy market in 
July, one believes that the market would be a short supply market, whereas 
another balisves that it be ? supply market. 
Generally, the analyst and the decision-maker are not the same 
person. There are two broad groups from the standpoint of the rela­
tionship between the analyst or research economist and the decision­
maker : 
1, The analyst is in close contact with a single decision­
maker or decision body. In this case, the firm usually hires its own 
research staff. 
2, The analyst is remote from the decision-makers. For example, 
the analyst works in the government office or research station and the 
decision-makers are farmers. 
For our selling decision problem, the decision-makers are rice farmers, and 
then we are trying to make general information available to many rice 
farrnpTR ro nelp them make better decisions. Iii Oiil' model, the personsl 
prior probabilities can be provided by many rice farmers. To 
serve many individuals in making decisions, we use the hypothetical 
prior distributions, as recommended by Hildreth (12, p. 428): 
"It seems reasonable to expect that there may be quite a 
few areas of application in which a statistician can carry 
the decision problem somewhat further. He can, for 
instance, postulate a number of hypothetical prior distribu­
tions and determine the posterior distribution corresponding 
to each. Each client where the prior distribution is closely 
approximated by one of the postulated distributions will 
then have an approximation of his posterior distribution. 
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In this study, three types of prior probability are il­
lustrated. 
1. The prior probability vector "I." The rice farmer believes 
that all three states of nature have equal chances to occur. He as­
signs equal probability to each state of nature. 
2. The prior probability vector "P." The rice farmer believes 
that the state of low price has a better chance to occur. Se assigns the 
high probability to the state of low price and the low probability to 
the state of high price. The rice farmer in this category is referred to 
as the pessimistic farmer. 
3. The prior probability vector "O."" The rice farmer in this 
category is called the optimistic farmer, since he believes that the 
state of high price has a greater chance of occurring than the other 
prices. He assigns hi^ probability to the state of high price and 
low probability to the state of low price. 
r .  oonuiuxonai anc roscerxor riroosoT i  t t v  
A conditional probability is defined as the probability of fore­
cast price FPPH^ occurring in the range of forecast prices 
given that the actual state of nature . has occurred (the subscript 
— J 
conditional probabilities, we use the range of cash prices and the range of for? 
cast prices defined in Sections C and D of this chapter to construct a cross-
classification table as illustrated in Table 4.6. Given the state of nature 0. 
57 
Table 4.6. Cross-classification table 
The ranges of The ranges of forecast price 
observed 3 
cash prices z._ z z.„ 2 n. = n. . 
2 il i2 i3 ijk ij' 
®il ^ill \l2 ^il3 ^il-
®i2 ^i21 ^i22 °i23 ^i2-
®i3 ^i31 ^i32 ^i33 ^3-
3 
^ "ijk " ^i-k ^i-1 \.2 ^i.3 ^i--j=l 
we count the number of times in 13 years that the forecast prices fall 
in the range of forecast prices. 
Let n... be the number of times that actual cash price CPPH. ijk ^ ic 
was in 0.. and forecast price FPPH. was in the range of forecast 
Xj It 
price 
Then, the conditional probability can be computed as 
' Wij. »•«> 
3 
where n. . = S n. 
-3' :Ljk 
The 3x3 conditional probability table can be seen in Table 4=7= 
From Bayes' theorem, the posterior probabilities ?(0_. ./z,.,^) 
of the ith post-harvest month are derived as 
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Table 4.7. Conditional probability for the forecast price of the ith 
post-harvest month 
States of 
nature of 
cash prices 
The ranges of forecast prices 
'il 'i2 lO 
9 
0 
il 
i2 
i3 
î(.,2/e,i) Kz. 3 /e..) 
PCz.j/Sij) 
P(^,3/e,3) 
where P(z., ) = Z P(e. .)?(z /e. .) ik xj ik ij 
The posterior probability depends upon the prior subjective 
probability which differs from one farmer to another, and the past 
observations of cash prices as well as the forecast prices. The 
posterior probability for the state of nature 9^^ is shown in 
Table 4.8, 
Table 4.8, Posterior probability for the states of nature 9.. 
S of 
nature The ranges of forecast prices 
'il 'i2 'i3 
il 
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G. Alternative Courses of Action and Payoffs 
The rice farmer, as a decision-maker, has alternative courses of 
action. Those actions or decisions are the possibility of selling 
his paddy at the harvest month or the post-harvest month during the 
marketing season. 
Let d^ be the decision (i = 1, 2, ... 10, d^ = sell in February, 
d^Q = sell in November). The rice farmer who is confronted with 
three states of nature of future cash prices nrust choose one of those 
actions. 
Let X. . be the consequence or payoff associated with each combina­
is 
tion of decision d^ and the state of nature 9^, The payoffs or conse­
quences are being expressed in the term of price per kwien of paddy. 
We shall use the conditional means of the states of nature of future 
cash prices as the payoffs. 
To compute the conditional mean for each class: 
j-IC L. A — W X 11 . 
1 
X = BE?. 
i 
y. - X 
u. 
dx = dz 
Then, the conditional mean of class one is obtained by 
60 
X., = 
il " 0.33 
Z=X 
L. — CO 
-l/2(x-X)2/G2. 
/—— C 
J 2TT U. 
dx (4.14) 
By adding and subtracting X, we have 
""X 
c. 
\l 0.33 
J ~ L-' -•= "i U 
ÛX 
J 
_n a Z l  
\l 0.33 
C j .  ^2TT 
-l/2z' dz + 
-X 
U.U 
V2n 
-l/2z 
e c 
[X(0.33) - (0.4394)] 
- 0.4394 ^ 
A - r TT" V 
= X - 1.3315 a 
X., = BEP. - 1.3315 a (4.15) 
xl 1 u. 
X 
The conditional nean of class two is 
k4.16) 
The conditional mean of class three is given by 
r , = 1 
- __i_u r _i_ _-i/2z^ ^ _ r _z__ _-i/2z2 
"i3- 0.33 Î ^ I — "= u. I — " -1 
I -''0.44 " ^0.44 -1 
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Table 4.9. 10 x 3 payoff matrix 
States of nature 
Actions or decisions S 
d^ = February \2 
d^ = March 
^21 ^22 ^23 
d^ = April 
^31 ^32 ^33 
II 1
 
\2 \3 
d^ = June 
^51 "53 
d, = July 
D ^61 %2 \3 
d_ = August X,, / J. t z. /J 
d„ = September 
o %a2 ^83 
dg = October > %,2 > 
dio = November 
^10,1 ^10,2 ^0,3 
H. Compute Bayesian Strategies 
Two types of Bayesian strategies are determined: 
1. No-data strategy 
2. Data strategy. 
The no-data strategy is determined by using the prior probability 
distribution of the state of nature in selecting the optimum action. 
The data strategy uses che posterior probability distribution of 
the state of nature. 
To compute the no-data Bayesian strategy, we compute the excected 
O O ^ c ^  y»*"» ^ Kl oc 
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3 
EP(d.) = Z X..P(e.) (4.18) 
 ^ 3=1  ^
where EP(d^) = Expected price for the ith month. 
harvest =onth and the state of nature j. 
P(9^) = Prior probability distribution over the state of 
nature 6.. 
J 
We select the course of action d^ such that expected net returns 
which define as the expected price minus the break-even price 
is maximized as shown in Equation 4.19 
ER(dp = max [EP(d^) - SEP J (4.19) 
i = 1, 2, ... 10 
Under the data Bayesian strategy, the expected price for each 
post-harvest month is computed as 
T?T>/^-3 V "V "D/O \ /A on A 
^ \ \ • • — N-' / 
:LK- . . :LJ ]_] IrC-
3 = 1 
_ T o in 
x  —  j .  ,  z .  .  • • •  x  v  
o /-» o o +• d TT'P'P'W f c 1 1 c % n c» t 
?(9^./z.,^^) = Posterior probability density function given 
that z. . is the range to be forecast. 
tc* 
l!?ote that in Equation 4^20 if the forecast price FPPH. ^ falls 
probability function given z% will be used to compute the expected 
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prices. If the forecast price falls in the range then and 
would be irrelevant. 
The optimum action ER(d*^^) is selected such that expected net 
1 e ULi^ lia Vil Xâi.ut OUWXCL^O Xll -r, ^  
ER(dj^^) =inaXi[EP(di^^) - BEP^] (4.21) 
i = 1, 2 ,  ... 10 
For both data and no-data strategies, if the expected net returns 
for ail future months are negative or zero, the rice farmers select to 
sell paddy at the harvest time. 
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V. MULTI-STAGE BAYESIAN DECISION MODEL 
A. Introduction 
The single-stage Bayesian decision model has been built 
to compute the expected net returns on farm storage. The rice 
farmers use the expected net returns over the storage costs as a 
criterion to make decisions. If the expected net returns over the 
storage cost for every future month is negative, storing of paddy may 
not be profitable. He would make decisions to sell his paddy at the 
harvest time; otherwise, he would store and sell in the month with the 
ovnor» t-oH n cf- y a f-i TK-M c 
In this chapter the multi-stage Bayesian decision model which 
i*" composed of nine decision periods. The decision periods are 
the months after the harvest time. The solution of the multi­
stage Bayesian decision model has two choices: (1) store and 
(2) sell. We assume that the decision is made at harvest time to 
store paddy. In the first decision period (February) , when the decision­
maker receives the current paddy price, he will revise the break-even 
/a c f ^ O -T ^ x] ««» V» — 1 -T /-V —k <"« —». . 4- /"y O O ^ O ^  
^ ^ O O CkttV* ^ L. liC. 1 & i— W ^ «W& 
prices and expected net returns and make a decision to sell or store. 
The decision is made to store if the expected net returns in any future 
decision is made to sell in February if the expected net returns for every 
future month are negative. If the decision is made to sell, then the 
Bayesian decision analysis ends; if the decision is made to store, 
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then for the next decision period (March), the process of Bayesian decision 
analysis will be repeated as before. This is a sequential decision 
or decision over time, since the time element is involved in the 
Sê4uêuc x<il pI'OCcuLiré. TIic Su'iTuCuurc: OC cûi-S uajO-cl xS cut: S<iuic âS ciic 
earlier model except for a minor change. 
B. The Revision of the Model 
Let e be the decision period within a marketing season which runs 
from February to November; e runs from 1, 2, 9 (e = l = February 
decision, e = 9 = October decision). 
When the current price is obtained, the forecast prices will be 
revised. From Equation 3.2, we add the subscript e so that the set of 
the forecast price for every decision period can be generated as 
follows : 
FPPHf^ = CPPH® + (CPPH. ^ - CPPH^ J (5.1) 
1 C t 1, t- i t-i 
where FPPH^^ = The forecast cash price in the ith post-harvest 
period of marketing season z when the decision is made 
in period e for any i > e. 
CPPH^ = Actual cash orice in the eth decision neriod of t 
marketing season c. 
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This revised model of forecast price can be illustrated as 
follows : 
Suppose that the decision is made in February 1979 (e = 1), 
chen 
^^^^rch, 1979 " ^ ^™1979 ^^^^March, 1978 " ^^^1978^ 
This is the forecast price in March where the decision is made in 
February 1979, 
We need to generate the forecast price for all coinbinations of 
i for any i > e, i.e., and •' 
e = 1 i = 2, 3, 10 
e = 2 i = 3, 4, 10 
e = 3 i = 4, 5, 10 
e = 9 i = 10 
Also, the break-even price (4.1) can be revised as follows: 
RBEP^^ = C?Fnf(l + r^)""^ 4- (i - e)SC^ (5.2) 
where RBEP? - Revised break-even price in the eth decision period 
xt 
of the marketing season t if tbp paddy is stored until 
the ith post-harvest month. 
r^ = Rate of interest per month in the marketing season t. 
SC^ = Storage costs per month in year t (bahc per kwien). 
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(i - e)SC^ = Storage costs per kwien of paddy from period e 
to period i (i > e). 
To illustrate the revised break-even price, suppose that e = 1 = 
X ^ ^  J. W.C1 i. J J- > / > 
®^^^iïrch. 1979 • °^^?979(^ + " ^>^=1979 
This is the revised break-even price in March 1979 when the deci­
sion is made in February. 
1979 = =^979^1 + + <3 - l)SC.g„ 
RBEPq j^ .^ 1979 ^ CPPH^g^g(L + r) + (9 - l)SC^gyg 
This is the revised break-even price in October 1979 when the 
decision is made in February for the marketing season 1979. As with 
the forecast price, we need to compute the revised break-even prices 
for all combinations of e and i for any i > e, i.e., 
e = 1 i = 2, 3, 10 
e - 2 i = 3, 4, 10 
e = 3 i = 4, 5, 10 
e = 9 i = 10 
For each state of nature, we add the decision period e. Let 
5T be the jch state of nature of cash prices for the ith post-harvest lit 
period which the decision is made in the eth period of marketing 
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season t. As with the single-stage decision model, the state of 
nature of cash prices is partitioned into three intervals. 
To determine the class interval for each state of nature, the 
variance and staiidard deviation of cash pricss arc defined in Equations 
5.3 and 5.4. 
T 
0^ (i - e) = Z (EBEPf^ - CPPH® )^/T (5.3) 
"i t=l 
This is the variance of cash prices in the ith post-harvest month 
when the decision is made in the eth period. The standard deviation 
of cash price is obtained by 
(i - e) = (i - e) (5.4) 
i i 
The standard deviation of cash prices are computed for all 
combinations of e and i for any i > e, i.e., 
e = 1 i = 2, 3, ..... 10 
e = 2  i = 3 , 4 ,  1 0  
e = 3 i = 4, 5, 10 
e = 7 
iiy tne same prccecure cr zns sxngie-stajje 
the cash price at the boundary of class one and two is given by 
CPPH® = 33E?! - 0.44 CT (i - e) (5.5) it it u. 
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Also, the cash price at the boundary of class two and three is 
obtained by 
CPPH®^ = RBEP^^ + 0.44 (i - e) (5.6) 
i 
The class intervals for three states of nature can be illustrated 
in Table 5.1. 
Table 5,1. The class intervals for three states of nature sf. 
xjt 
States of 
nature Class intervals 
CPPHÎ_ it < KBEPÎ - 0.44 a (i -— it u. i 
• e) 
RBEpf - 0.44 
it 
cr^ (i - e) < CPPE? it < RBEPf + 0.44 c (i • — it u^ - e) 
RBEP! +0.44 it 
c (i - e) 
u. 
1 
< CPPE? 
it 
Let be the kth range of forecast price for the ith post-
harvest month when the decision is made in period e of marketing 
season t. To determine the class limit of the range of forecast 
prices, we compute the estimated variance and standard deviation of 
forecast prices as 5.7 and 5.8, 
cf (i - e) = E (RBEpG - FPPHG^)2/(T - 1) (5.7) 
' i t= 
This is the estimated variance of forecast prices in the ith 
c •.-r'K a-—» +-V»o 4 c -î m Ti AT" oH 
' " w ^ «-3 /-««, vT ^ mm /-«» ^ /-s O ^ O O ^ O O ** O /"> n % V "VN T T 
-i> O k. W ^ V V- u. V V/ W ^ A O W» ^ ^ • O w. MW ^ A V •.> J 
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(i - e) = Jcr^ (i -a (.1 ; c  e) (5.8) 
i i 
The standard deviations are computed for all combinations of e 
and i for any i > e, i.e., 
e = i  
e = 2 i = 3, 4, 10 
e = 3 i = 4, 5, 10 
e = 9 i = 10. 
The class intervals for the ranges of forecast prices can be il­
lustrated in Table 5.2. 
Table 5.2. The class intervals for the ranges of forecast price 
Ranges of 
forecast 
prices Class intervals 
T-Ti-nTT— -n-o-o-n^ n f./. ^ / _r 7 i. X J. Li. XN-i-AAji. . — w . -1—r \ JL — C / 
lit z l -  v _ .  
z% RBEp" - 0,44 a (i - e) < ?P?H~ < KBEPT. + 0.44 c (i - e) 
i.2t I t  V. '  Z.Z — i r  V. 
KBEP® 4- 0.44 c (i _ < ??PH® 
:L3t I t  V. zc 
Since ve have three ranges of cash prices or states of nature and 
three ranges of forecast prices, the 3x3 cross-classification table 
is constructed to determine the conditional probabilities. 
Given the state or nature we count che number of ciiaes chac 
-J 
the forecast prices fall in the three ranges of forecast prices. 
71 
Let n?., = number of times that actual cash price was in 9?. 
and the forecast price was in the range when the 
decision is made in period e. 
The cross-classification table can be illustrated in Table 5.3. 
(The subscript "t" is dropped out; it refers to one marketing season.) 
Table 5.3. 3x3 cross-classification table 
Ranges of 
forecast prices -2 3 
e 
=11 
e 
^i2 ' " k:l 
Observed 
states of nature il 
e 
^ill 
e 
^il2 
e 
*113 
e 
*11. 
for the ith month 
at the eth 
®i2 "121 *122 *123 
e 
^12-
decision period 
^13 
e 
^i31 *132 *133 
e 
*13. 
The conditional probability ?( can be computed as 
?(z!./9Î.) 1 K 1, 1 _ / - "iik' X J " 
f* **0 «-VT-N ^ ^  •* ^7 *3 -f- 3 c t- T; 
z., given that 9.. is the actual state cf nature when the decision is ik ij 
made in the eth period. The conditional probability cable can be 
seen in Table 5.4. 
The posterior probabilities are determined by combining the prior 
probability and conditional probability by means cf Bayes' theorem as 
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Table 5.4. Conditional probability for 
when the decision is made in 
the ith post-harvest 
the eth period 
month 
Ranges of forecast prices 
"ik 
il 
e 
^i2 <3 
States of 
nature 
P(Z=2/Ô:,) 
e?. ij 
<3 
P(9!.)P(z!,/8?.) 
This is the posterior probability of the state of nature 9^ 
ij 
occurring, given the range of forecast price when the decision 
is made in the period e. 
The posterior probabilities are computed for all combinations of 
e and i for any i > e, i.e.. 
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Table 5.5. Posterior probability for the state of nature 0?^ 
Ranges of forecast price 
e e e 
hi ^i2 h3 
_ ^ , 'L States of 
rature 0^^ 
°i3 
"e." The conditional mean for each state of nature is obtained as 
follows; 
= RBEpG _ 1.3315 0-^ (i - e) (5.11) 
i 
This is a payoff to the decision-maker who takes an action d_. 
and the state of nature 9?, occurs when the decision is made in the il 
eth oeriod. 
T_Z 
= xvDj^r . / r -Î n\ V-* • / 
This is a payoff to the decision-maker who takes an action d. 
and the state of nature occurs when the decision-maker is made in 
the eth period. 
= RBEPJ + 1.3315 o-^ (i - e) (5.13) 
i 
This is a payoff to the decision-maker who takes an action d_. 
and the state of nature S?„ occurs when the decision is made in the 2.3 
eth period. 
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The payoffs are determined for all combinations of e and i for 
any i > e, i.e., 
e = 1 i = 2, 3, 10 
e = 2 i = 3, 4, 10 
e = 3  i  =  4 , 5 j  1 0  
e = 9 i = 10. 
C. Decision Rules 
As with the single-stage Bayesian decision model, the rice 
farmer uses the expected net returns over the storage costs as a 
criterion for making decisions whether to continue storing or sell his 
paddy. 
Let be used to identify the state of nature actually forecast. 
Define 
I . ( 1 ir ^ f-arî 1 r» o t r> f-r» a c Vt c t* -f cr-«^TOT^ 
that ^ is forecast when the expectation is formed 
in the etn period. 
2= ERD^(i. k'"^) = Expected net returns in the ith post-harvest 
month if the decision is made in the eth period to 
store until period i and sell in the period i if 
is forecast. 
Then, 
-ru ic^; = z, a. .r ^/ z. 
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and 
ERD®(i, k*) = EPD®(i, k*) - RBSP® (5.15) 
the rules for making decisions are: 
1. The decision is made to store paddy if 
ERD (i, k^) >0 for some i >e (5.16 
2. The decision is made to sell paddy if 
ERD®(i, k*) <0 for every i >e (5.17) 
We compute ERD^(i, k*) for all combinations of e and i for any 
i > e until the Bayesian analysis ends. The Bayesian analysis ends 
when the decision is made to sell paddy. 
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VI, EMPIRICAL RESULTS 
This chapter reports the results of marketing decision models 
developed to assist rice farmers in making decisions to sell their 
paddy when they are faced with uncertainty of paddy prices. Two 
marketing decision models have been developed in this dissertation: 
the single-stage Bayesian decision model and multi-stage Bayesian 
decision model. The objective of both marketing decision models is 
to maximize expected returns above the storage costs. The single-
stage Bayesian decision model provides the optimum action (selling 
month) with the highest net expected returns. The multi-stage 
Bayesian decision model provides two options: sell or store at that 
decision period. The rice farmers will decide to sell if all expected 
net returns in the future months are less than zero. Otherwise, they 
will continue storing. The outcome of these decisions are uncertain 
at the time when the decisions are made. 
Both single- and multi-stage Bayesian decision models require 
the following three sets of data: 
1. Monthly paddy prices 
2. Storage costs 
3. Interest rate. 
Tb.3 1lS6Ci i-tl inod6ls W6T6 by DAE cTld 2pp08Z 
•• 1-» A 1 A 9 
Two Bayesian strategies were incorporated into the single-stage 
Bayesian decision model: the no-data strategies and data strategies. 
The no-data strategy uses the prior probability distribution. Three 
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sets of hypothetical prior probability distributions which appear in 
Table 6.1 were used to compute the no-data strategy. The first set 
represents the degree of belief of the pessimistic farmer or "P" 
farmer. The second sei; represents the degree of bslicf cf a fcrrsr 
who thinks that all three prices (three states cf nature) have equal 
chance to occur. We call the farmer who belongs to this category the 
"I" farmer. The third set represents the degree of belief of the 
optimistic farmer, or "0" farmer. The data strategy requires sample 
information. All price forecast models which appear in Chapter III 
have provided the forecast prices for the Bayesian decision models to 
compute the data strategies. Only the PFKL was modified (5.1) to 
generate the forecast information for multi-stage Bayesian decision 
models. 
The 1978-79 marketing season was selected to simulate the marketing 
decision. The payoff matrix, expected prices, expected net returns and 
actual net returns for the 1978/79 marketing season were computed, 
me sojLucioïîti oo. j-ci rroûi oiic co another z.f the przcz 
probability distributions as -well as the price fcrecasr models are 
^ ^ vaa.a.j-Ci.oi.ii, . 
A. Single-Stage Bayesian Decision Medal 
The payoff matrix for the 1978/79 marketing season computed by 
Equations 4.16-4.18 is shovm in Table 6.2. This table represents the 
outcome for all possible combinations of the states of nature and 
decisions. The payoff table is a 3 x 10 array. An element of the 
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Table 6.1. Hypothetical prior probability distribution 
States of nature Current attitude of the rice farmers 
of cash price 
8^ 0.6 0.33 0.1 
8 0.3 0.34 0.3 
G_ 0.1 0.33 0.6 
= pessimistic rice farmer. 
= a farmer who believes that all three states of cash prices 
have an equal chance to occur. 
^0 = optimistic rice farmer. 
payoff matrix is the paddy price per kwien. The first column is the 
decisions. The second, third and fourth columns are the states of 
low, median and high prices, respectively. The state of the median 
prices is identical to the break-even prices. These states of prices 
are random variables and which price will occur is not known. For 
a vovDfv lo 4 ri 4 c S —TTI H H a —n cr? ^ ar* o*? rra o 
of three states of prices : 2291.4, 2429.38 or 2567.62 bahts per kwien. 
The conditional possibilities: the monthly cash prices and fore-
«3 O ^ O C T- 1 *5, C* /"S « o O +"/->> y*  ^M ^   ^4-«« /->,»-> 1 «-«T-s m 1 ^  _ 
ties. The conditional probability for each month was con puted by 
Equation 4.12 in Chapter IV. Each forecast price model gives a set of 
the conditional probability distributions which consist of 10 post-
harvest months. The results are reported in Tables A.3 and A.4. 
from the rrl-II price forecast model. Table A,4 is the monthly conditional 
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Table 6.2. Payoff matrix for the 1978/79 marketing season (baht per 
kwien) 
States of nature 
Decisions 6^ 8^ 9^ 
d^ (February) 2291.14 2429.38 2567.62 
d^ (March) 2175.86 2458.92 2740.98 
d^ (April) 2199.62 2488.70 2777.79 
d^ (May) 2238.75 2518.73 2798.72 
d^ (June) 2203.27 2549.01 2894.75 
dg (July) 2280.68 2579.54 2878.39 
d^ (August) 2309.00 2510.31 2S J.1.62 
do (September) 
O 2341.59 2541.35 2941.10 
dg (October) 2303.94 2672.64 3041.34 
dio (November) 2365.15 2704.19 3043.22 
probability distribution obtained fr om the EGM price forecast model. 
ror example- in Table A. 3 . FtJuruaxTV (JOiiu. L J_ Viic.^. i^x\ju/c3.ux.j.j.uy 
tion, the ?(2,/0,) is the conditicna 1 probability of 2^ given 9.. 
Its value is 0.2857. The ?(2,/0^) is the conditional probability of 
z. given 8 . Its value is zero, meaning that the combination of 
z, and 3„ never occurred. 
J. J 
The posterior probabilities: the posterior probabilities were 
computed by Equation 4.13. Each combination of a prior probability 
vector and a forecast price model gives a set of monthly posterior 
probability distribution over the states of nature. The results are 
-y — — — "T" • — — - —- ' " ' ^ * C ^^ -w — ^ "ï ^ T* ^ A C -I ^ 4— ^ 
^ C ^  W^ L. ^ ^ d L/ ^ C <3 ^ L. V/ # .i. W » W» ^ y»f ^ ^ ^  s-> » - » ^ w » w 
80 
monthly posterior probability distribution obtained from the combination 
of the PFME price forecast model and the prior probability vector 
"P." In the February posterior probability distribution, the 
is the posterior probability for the state of nature S. 
given that is forecast. Its value is 0.7407. 
In the single-stage Bayesian decision model, two Bayesian 
strategies are computed. 
1. The nondata strareeies 
The nondata strategies were determined by using the prior 
probability vectors (Table 6.1). The expected prices and expected 
net returns for each month are computed by Equations 4.18 and 4.19. 
The results appear in Table 6.3. The first column of Table 5.3 is 
the selling months. The second, third and fourth columns are the 
solutions of the "I" and "0" rice farmers, respectively. The 
upper half of the table is expected prices. The lower half of the 
table is the expected net returns on farm storages. All expected 
net returns for the "P" rice farmer were negative. The best strategy 
for the "P" rice farmer was not to store paddy and sell during the 
harvest time. 
All expected net returns for the ''I" rice farmer were zero. 
the break-even price in each month. The best strategy for the "I" 
farmer was to sell paddy during the harvest time. 
All expected net returns for the ''0" rice farmer were positive. 
But the October action has the highest expected net returns with 184.35 
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Table 6.3. Bayesian "nondata" strategies, expected prices and expected 
net returns (baht per kwien) 
Months P I 0 
Expected prices 
February 2360.26 2429.38 2498.50 
March 2317.89 2458.92 2599.95 
April 2344.16 2488.70 2633.25 
May 2378.74 2518.73 2658.73 
June 2376.14 2549.01 2721.88 
July 2430.11 2579.54 2728.96 
August 2459.66 2610.31 2760.97 
September 2491.47 2641.35 2791.22 
October 2488.29 2672.64 2856.99 
November 2534.67 2704.19 2873.70 
Expected net returns 
February - 69.12 0.0 69.12 
March - 141.03 0.0 141.03 
April - 144.54 0.0 144.54 
May - 139.99 0.0 139.99 
June - 172.87 0.0 172.87 
July - 149.43 0.0 149.43 
August - 150.65 0.0 150.65 
September - 149.88 0.0 149.88 
October - 184.35 0.0 184.35 
November - 169.52 0.0 169.52 
bahts per kwien (the underlined figure), The "0" rice fanner made a 
decision to store and sold in October. The October strategy was the 
bast for hir.. Suppose that in July_ an actual net return (actual price 
break-even price) is greater than 184.35 bahtc per ktd.en. It does not 
mean that he changes his mind and sells in July. The figure 184.35 
just tells the "0" rice farmer that October is the best month to 
market his paddy in comparison with other months. 
82 
2. The data strategies 
The data strategies require the use of a Bayesian data decision 
model, which combines the data or forecast information and the prior 
1 +- r\ +" Avn ryy T>T*r\^ pT>"îTTt"V n OT) 
for the states of nature. The posterior probability distribution 
was used to determine the action with the highest expected net returns 
(Equation 4.21). 
A separate Bayesian data decision model was used for each combina­
tion of one of three sets of the prior probability distribution and 
one price forecast model. To simulate the marketing decision for the 
1978/79 marketing season, one pair of a set of prior probability 
distributions and a price forecast model was used for the entire 
marketing season. The process was repeated for all possible combina­
tions. 
The results of the Bayesian data strategies with the ?FMI price 
forecast model appear in Table 6.4. The basic format of Table 6.4 
JL 5 îïiUiXiCir L.O L1Ï6 L US?CU ill j-dU j. t: V . Oj. une ilUi.lU.ClU Cl. OUI. C. UCA Y . 
All expected net returns for the "P" rice farmer were less than 
zero. Thus, the best strategy for the "P" rice farmer was to market 
paddy at the harvest time. 
The expected net returns for the "I" rice farmer was the highest 
in August with 113.77 bahts per kwien (the underlined figure). 
August is the best month to market paddy for the "I'' rice farmer. He 
made a decision to store and sold his paddy in August. 
Also. August had the highest expected net returns for the ''O'' 
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rable 6.4. Bayesian "data" strategies with PFMI, expected prices and 
expected net returns (baht per kwien) 
Months 0 
February-
March 
April 
May 
June 
July 
Au^u-Su 
September 
October 
November 
February 
March 
April 
May 
June 
July 
August 
Septembei 
October 
November 
2326.98 
2238.17 
2271.89 
2308.75 
2314.61 
2336.28 
2360.88 
2523.58 
2508.77 
2495.55 
102,40 
220.75 
216.81 
209.40 
234.40 
251.81 
282.05 
177.76 
163.87 
208.64 
Expected prices 
2349.06 
2279.54 
2317.33 
2352.75 
2493.57 
2531.61 
2724.08 
2604.57 
2569.52 
2556,00 
Expected net returns 
- 80.32 
- 179.39 
- 171.37 
- 165.98 
-  55.44 
- 47.92 
113.77 
- 36.77 
- 103.11 
- 148.19 
2384.79 
2353.15 
2392.34 
2425.41 
2716.30 
2714.14 
2777.71 
2693.48 
2629.26 
2632.81 
44.59 
105.77 
96.36 
93.33 
167.29 
144.61 
167.39 
52.13 
43.38 
71.38 
y c rs.wj.d.1 \ i_ i&c .uj-iicnj. wcio o c j-Cs- ucu. cso uiic oti 
data strategy. Then, the "0" rice farmer made a decision to store paddy 
and sold in August, 
sold paddy earlier than the "I" and "0" rice farmers. 
The results of the Sayesian data strategies with the SGÎ'Î price 
forecast model are reported in Table 6.5. The basic format of Table 
6.5 is also similar to that used in Table 6.3 of the nondata strategy. 
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Table 6.5. Bayesian "data" strategies with EGM expected prices, 
expected net returns (baht per kwien) 
Months 0 
Expected prices 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
2379.11 
2285.34 
2323.51 
2332.08 
2345.63 
2403.74 
2638.74 
2501.92 
2502.16 
2467.70 
2476.23 
2335.63 
2375.14 
2380.83 
2502.74 
2539.54 
2680.44 
2641.35 
2631.27 
2628.27 
2513.99 
2307.16 
2310.06 
2368.09 
2703.61 
2684.23 
2724.08 
2802.63 
2793.10 
2738.80 
;ctsd net returns 
February 
March 
April 
^lay 
June 
July 
August 
September 
October 
November 
50.27 
173.58 
165.19 
186.66 
203.38 
175.80 
28.43 
139.42 
170.47 
236.48 
46.85 
123.29 
113.57 
137.90 
46.27 
39.99 
70.12 
0.00 
41.37 
75.92 
84.61 
151.76 
178.65 
150.64 
154.60 
104.69 
113.77 
161.28 
120.47 
34.61 
The action that maximized expected net returns for the rice 
farmer was August, with 28.43 baht s per kwien (the underlined figure). 
The expected net returns for other months were less than zero. Thus, 
August was the best strategy for the rice farmer. 
Also, the action that maximized expected net returns for the "I" 
rice farmer was August with 70.12 bahts per kwien. August was the 
best month for the "I" rice farmer in comparison with other months. 
August was selected from among 10 actions. 
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The expected net returns for the "0" rice farmer reached its peak 
in September with 161.28 bahts per kwien. Thus, September was the 
best strategy for the "0" rice farmer, who planned to market his 
paddy. 
Note that for the data strategy with the GEM price forecast model, 
the "P" and "I" rice farmers sold their paddy earlier than the "0" 
rice farmers. 
B. Multi-Stage Bayesian Decision Model (MBDM) 
The multi-stage Bayesian decision is a somewhat more sophisticated 
economic decision model developed to assist the rice farmer in making 
decisions whether to sell or store paddy. This model also does re­
quire the forecast prices. Only the PFMI price forecast model was 
modified to generate the forecast prices. The rice farmer can revise 
his decision every decision period when he receives the current 
paddy price. The decisions are made whether to sell or continue 
storing paddy. If the decision is made to sell, the Bayesian decision 
analysis ends. 
The marketing decision for 1978/79 was simulated. The forecast 
prices and break-even prices were revised by using Equations 5.1 and 
5.2. The results are shown in Tables 6.6 and 6.7. Table 6.6 
shows the monthly price forecast in the marketing season 1978/79. 
The first column of Table 6.6 lists the decision periods ranging 
from February to November. The forecast prices for every month 
after the decision periods are shovrn in column 2-10. For example, 
Table 6.6. Monchly forecast pric(;;s by rovised PFMI, 1978/79 
Dec.ifiion Post-decision periods 
pcrciods March April May June July August September October November 
February 2404.35 2308.41 2406.49 2361 .99 2508.46 2593.63 2579.35 2471.62 2686.99 
Miii.'oh 2422.22 2520.30 2475 .80 2622.27 2707.44 2693.16 2585.43 2800.80 
Apr 1.1 2580.25 2535 .85 2682.32 2767.49 2753.21 2645.48 2860.85 
May 2491 .86 2638.33 2723.50 2709.22 2601.49 2816.86 
June 2871.47 2956.64 2942.36 2834.63 3050.00 
July 2776.71 2761.89 2654.16 2869.53 
August 2664.22 2556.49 2771.86 
Se] ) tomber 
October 
Table 6.7. Monthly revised break-even prices, 1978/79 
Décision Post-decision periods 
periods March April May June July August 
February 2416.23 2443.23 2470.^ 2 2497.81 2525.40 2553.19 
March 2574.29 2062.66 2631.24 2660.03 2689.03 
April 2565.79 2594.04 2622.50 2651.16 
May 2650.11 2679.06 2708.24 
June 2876.35 2907.30 
July 2871.42 
August 
September 
October 
September Octobtr November 
2581.19 2609.38 2637.78 
2718.25 2747.68 2777.32 
2680.03 2709.12 2738.42 
2737.63 2767.23 2797.05 
2938.48 2969.B9 3001.53 
2902.27 2933.36 2964,68 
2888.97 2919.93 2951.13 
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when Lhe decision was made in February 1978/79, the forecast prices 
from March to November were computed. When the decision was made in 
March, the forecast prices from March to November were computed. The 
decision period reduces by one month until the Bayesian decision 
analysis ends. 
Table 6.7 contains the revised break-even prices. In the tirst 
column, the decision periods are listed. Columns 2-10 are the revised 
break-even prices for every month after the decision period. Similar to the 
forecast price, the decision period reduces by one month until the Bayesian 
analysis ends. In the marketing season 1978/79, both forecast prices 
and break-even prices were generated up to the August decision. 
The conditional probability distributions for MBDM are revised 
every period by using Equation 5.9. The results are shown in Table 
A.11, which shows the monthly conditional probability distribution. When 
the decision was made in February, the conditional probability distribu­
tions from March to November were determined. For example, in the March 
conditional vrobability dictributicn, the ) is the nnai 
crcbabilitv of z_ ziven 3.. Its value is 0.3333. When the decision was 
1 - 1 
made in î-îarch, the conditional probability distributions from April to 
November were determined. The conditional probability distributions 
were computed up to the August decision as they were for break-even 
price and forecast price. 
The posterior probability distributions for the states of nature 
are computed for every combination of the prior probability veczor and 
PFMZ price forecast model by Zcuation 5.lC. The results are reported 
in Tables A.12 through A.14. 
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Table A.12 shows the monthly posterior probability distribution 
obtained from the combination of the revised PFME and the prior 
probability vector "P." In this table, the monthly posterior 
the May decision, when the Bayssian analysis ended. 
Table A.13 shows the monthly posterior probability distribution 
obtained from the combination of the revised PFKE and the prior 
probability vector "I." The monthly posterior probability distribu­
tions in this table were computed from February decision to August 
decision, since the Bayesian decision analysis ended in August. 
Table A.14 shows the monthly posterior probability distribution 
obtained from the combination of the revised PFMI and the prior 
probability vector "0." Also, the monthly posterior probability 
distributions were computed from February decision to August deci­
sion. 
These monthly posterior probability distributions were used to 
•f r\-r- i-ln a c a/n 4 ç •? r»T^ Tno o oo n r> o c ^no 0'VT>o/^1-on Ti a t-
nT^tniTTTis fozT 03cli S01 of pfi.or pro"bci"bi.li.d.i.stiri.Duti.ons 6 cornputz^d 
1—1 - — ? - — C T/. C ^ C k/ jr ^ s, • ^~r _/ « ^ _/ * 
rm. . _ r 
The expected prices for the rice farmer are reported in Table 
6.8. The first column of Table 6.8 is the list of the decision months 
starting from February to October. Columns 2-10 are the expected 
orices. 
Tal)Ie 6.8. Expected prices of the "P" rice farmer, MBDM, 1978/79 
D(!cision 
periods Mirch April May 
F(!l)ruary 
M;n;ch 
April 
May 
June 
July 
All) just 
.Sopteniber 
Oc. tober 
June July August September October November 
> 2276.68 2364.50 2185.39 2215.28 2752.60 2159.93 
) 2362.35 2778.27 2403.30 2412.98 2873.79 2350.42 
2734.43 2554.37 2555.63 2363.08 2456.70 2351.14 
2539.22 2651.88 2628.74 2664.58 2767.23 2495.66 
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At the February decision period, 1978/79, the expected prices from 
March to November were computed. At the March decision period, the ex­
pected prices from April to November were computed. The expected prices 
for the "P" rice farmer were computed up to the May decision. The Bayesian 
decision analysis ended in May, These expected prices are the weighted 
average of the states of three prices. At different decision periods, the 
expected prices for a particular month were not the same. For example, 
the expected price in June at the February decision was 2276.63 bahts 
per kwien and the expected price in June for the March decision was 
2326.35 bahts per kwien. 
The expected net returns for the rice farmer are reported in 
Table 6.9. The first column of Table 6.9 indicates the decision periods. 
Columns 2-10 are the expected net returns. The decisions are shown in 
the last column. 
At the decision period one, February 1978/79, the expected net 
returns from March to November were computed. The expected net returns 
/"k'Vs r.fo c o rr^  +- H «3 r* ' I'M 
expected net returns for other months were less than zero. By the 
decision rule (5.16). the decision was made to store paddy. 
6 ^   ^V o  ^ c ^  o*" •» /-\/  ^ "M"p iQ7Q/7Q o vrxo /-* -f-û/n m -r* Ck v-m o 
from April to November were revised. The expected net returns in some 
future months are greater than zero. Because the decision-maker expected 
to obtain more net returns in the future months, he decided to store 
paddy. 
Ac?ain- at decision neriod three. Aoril 1978/79. the exnected 
Table 5.9. Expected net returns of the "P" rice farmer, MBDM, 1978/79 
Decision Post-decision periods 
periods March April May June July 
February - 36.42 - 119.41 - 217. ,30 221. 13 - 160. 90 
March - 71.47 - 118. 56 268. 89 118. 24 
April - 33. .38 140. 39 - 68. 13 
May - 110. 89 - 27. 18 
June 
July 
August 
September 
October 
93 
Post-decision periods 
August September October November Deciciona 
- 367.80 - 365.91 143.22 - 477.85 Store 
- 285.73 - 305.27 126.11 - 426.91 Store 
- 95.53 - 316.95 - 252.42 - 387.28 Store 
- 79.05 - 73.05 0.00 - 301.39 Sell 
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was made to continue storing paddy. 
At decision period four. May 1978/79, all expected net re­
turns in the future months were less than zero. The expected price 
for each future month was less than the break-even price. By the 
decision rule (5.17), the decision was made to sell paddy. The Bayesian 
decision analysis ended in May. 
The price received by the rice farmer was the actual price in 
May which he knew with certainty. Sailing paddy in May is the best 
strategy for the "P" rice farmer. 
2. The "I" rice farmer 
The expected prices for the "I" rice farmer are reported in Table 
6.10. The first column of Table 6.10 indicates the decision months. The ex­
pected prices are shown in columns 2-10. The expected prices were 
revised up to August decision, since Bayesian decision analysis ended 
in August 1978/79. 
The expected net returns of the "I" rice farmer are reported in 
Table 6,11. The first column is the decision months. The expected net 
returns are shown in columns 2-10. The first column indicates the decisions. 
At the first decision period, February 1978/79, the expected net 
returns in some future months were greater than zero. Then, the 
decision was made to continue storing paddy. The expacrsd net returns 
were revised up to the August dc-cision.. 
At the August decision, the expected net returns in September, October 
and November were - 70,04. - 144.37 and - 135.53. respectively. All 
o o +• ck/5 f o 4- c o 1 C» c c T o* r\ Tina <4 4 C t Q 
Table 6.10. Expected prices of the 
Decision 
periods March April May 
February 2475.78 2365.20 2393.:!' ,  
March 2523.15 2602. (>6 
April 2589.03 
May 
June 
July 
August 
September 
October 
farmer, MBDM marketing season 1978/79 
Post-decision periods 
June July August September October November 
2546.04 2636.10 2426.32 2581.18 2930.48 2637.78 
2432.58 2885.44 2689.03 2718.25 3029.74 2777.32 
2799.79 2795.72 2807.36 2605.31 2709.12 2738.42 
2622.38 2774.38 2836.21 2857.07 2767.23 2797.05 
2680.46 2966.65 2895.67 2799.49 2725.44 
2898.94 2902.27 2739.77 3032.77 
2818.92 2775.57 2815.59 
Table 6.11. Expected net returns of the "I" farmer, MBDM marketing 
season 1978/79 
Decision Post-decision periods 
periods March April May June July 
February 29.55 - 78, ,03 - 77. 17 48, ,23 110, ,70 
March- - 51. ,14 0. 00 - 198, ,66 225, ,41 
April 23. ,23 205, ,75 113. ,22 
May 
- 27. 72 95. ,31 
June - 195. .89 
July-
August 
September 
October 
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Post-decision periods 
August September October November Decisions 
IZD.O/ 
0,00 
156,20 
127.97 
59.35 
27.52 
u. uu 
0.00 
74.72 
119.44 
42.80 
0.00 
70.04 
282.06 
0 .00  
0.00 
170.39 
193.60 
144.37 
0.00 
0.00 
0 .00  
276.09 
68.09 
135.53 
Store 
Store 
Store 
Store 
Store 
Store 
Sell 
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made to sell paddy in August. The Bayesian decision analysis ended. 
The "I" rice farmer received the actual cash price in August. August 
was the best month to sell paddy in comparison with September, October 
3. The "0" rice farmer 
The expected prices are reported in Table 6.12. The basic format 
of Table 6.12 is similar to that used in Table 6.10 for the "I" rice 
farmer. The expected net returns are reported in Table 6.13, and the 
basic format of Table 6.13 is also similar to Table 6.11 of the "I" 
rice farmer. 
At the February decision period, 1978/79, the decision was made to continue 
storing paddy, since the expected net returns in some future months 
are greater than zero. The "0" rice farmer expected to obtain 
more marketing profit in the future. The best strategy for the "0" 
rice farmer was to continue storing paddy. 
At the March decision period, the expected net returns from April 
to November were revised. The decision was mace to store paddy. 
The decisions ware revised up to the August decision. In August, 
the paddy was sold, since the expected net returns in September, 
October and November were - 34.67, - 68.78 and - 59.26, respectively. 
They were less LhaTlie best strategy for ths "0" ricc farmer 
was to sell paddy in August. 
Table 6.12. Kxpocted prices of the "C" farmer, MBDM marketing season 1978/79 
Decision Post-decision periods 
pr!:<rlods Î-Iarch April May June July August September October November 
February 2537.13 2409.11 2383.07 2787.90 2842.64 2737.09 2947.09 3091.79 3115.63 
Mavoh 2549.43 2721.22 2530.41 2958.20 2974.76 3023.52 3170.52 3204.23 
Api-Ll 2635.74 2829.28 2858.63 2968.27 2905.59 2961.54 3125.70 
May 2733.27 2851.97 2961,64 2980.11 2767.23 3098.44 
June 2680.46 3101,64 3063.23 2885,80 2861.40 
July 2962.65 2987.68 2831.28 3255.74 
Auivuîit 2854.36 2851.15 2891.87 
September 
Oc Lobcr 
Table 6.13. Expected net returns of the "0" farmer, MBDM marketing 
season 1978/79 
Decision Post-decision periods 
periods March April May June July 
February 120.89 - 34.12 112.64 290.08 317.24 
March - 24.86 118.56 - 100.83 298.17 
April 69.94 235.24 236.14 
I-lay 83.17 172.90 
June - 195.89 
July 
August 
September 
October 
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Post-decision periods 
August September October November Decisions 
183.90 365.91 482.41 477.85 Store 
285.73 305.27 422.84 426.91 Store 
317.11 225.56 252.42 387.28 Store 
253.40 242.48 0.00 301.39 Store 
194.35 129.75 ~ 84.09 - 140.14 Store 
91.23 85.41 - 102.08 291.06 Store 
- 34.67 - 68.78 - 59.26 Sell 
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C. Comparison of Bayesian Decision Models 
One way to evaluate the different Bayesian decision models is to 
compare the results of each Bayesian decision model with the actual 
net returns. The actual net return is the difference between the 
actual cash price and break-even price. Table 6.14 shows the actual 
net return and break-even price for each post-harvest month. The 
break-even prices in this table are computed by the single-stage 
Bayesian decision. In Table 6=14; the actual net returns for the 
marketing season 1978/79 were low and less than zero in February and 
April. They were high during June to September. June has the highest 
actual net return with 175.99 bahts per kwien (the underlined figure). 
We have seen that the solutions of both single- and multi-stage 
Bayesian decision models depend upon the method of price forecast as 
well as the judgment of an individual decision-maker. The solutions 
of the nondata strategies are sensitive to the prior probability 
distributions. They do not conform well to the net actual return 
criterion. 
The solutions of the data strategies for both models seem to 
conform well to the actual net return criterion if we consider that 
the paddy was sold during the period of high price, since the prior 
^ .# 1 * w  ^  ^4—  ^ * « 4* .m  ^  ^  ^ m v • •  ^^  T.Û O  ^ 4—  ^  ^v «lA .k V  ^XA k/ V VA  ^ Y X..>H  ^V WW 
tain the posterior probability distribution over the states of nature 
of future cash prices. 
The multi-stage Bayesian decision is better than the single-
stage Bayesian decision in the sense that the decision can be revised 
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Table 6.14. The actual net returns for the 1978/79 marketing season 
(baht per kwien) 
Actual cash Break-even Actual net 
Months prices prices returns 
February 2389.43 2429.38 - 39.95 
March 2518.16 2458.92 59.24 
April 2482.27 2488.40 - 6.43 
May 2536.36 2518.73 17.63 
June 2725.00 2549.01 175.99 
July 2691.00 2579.54 111.46 
August 2678.50 2610.31 68.19 
September 2782.92 2641.35 141.57 
October 2711.75 2672.64 39.11 
November 2815.92 2704.19 111.73 
every month when new information is available. The criterion for 
Lliê inul Li-S Lâiîé BavêSiîû uêciaioû it> Liic Cùuiuaï iûûii Û L LilC Cc rtâlïi 
price at the dec: ision month and the expected prices in the fu ture 
months. 
D. Summary and Conclusions 
1. Suromary 
Paddy is a commodity that can be stored on the farm. The 
net returns from storage are uncertain at che time the decision 
is made, since the paddy price changes from month to month. A 
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rice farmer, as a marketing decision-maker, has alternative courses 
of action. These actions are the possibility of selling or storing 
of paddy during the period or month of the marketing season. The 
 ^X W LV Clii J. W11 l_ UitC C 0. CI J. lliC J. 0.0 UW  ^
psddy• 
The objective of this dissertation was to develop economic 
decision models to assist the rice farmer in making decisions. 
Two Bayesian decision models were developed. 
1. The single-stage Bayesian decision model 
2. The multi-stage Bayesian decision model. 
The single-stage Bayesian decision model: The rice farmer makes 
a decision at the harvest time whether to sell immediately at the har­
vest time or store and sell later in the month with the highest ex­
pected net returns. 
The theory of seasonal price variation for a storing commodity 
was used to establish the break-even prices. The break-even prices 
•fn-f opr'n mn-nrn r n o ocrn m;p:-fan ojacn -m-i 07Tr-încr rne Tn^ TKetl/nt? 
season. The monthly cash prices were distributed around their 
break-even prices. The break-even price for each month was used 
to determine the expected net returns in the Bayesian decision 
models in this dissertation. 
The states of nature defined in this Bayesian decision model were 
the range of cash prices during the marketing season. The range of 
cash prices was partitioned into three inter^/als: all are equally 
1 n Irai mil ^11 o T *1 v a111 c n T 1 \7 0"vV» jaii C t" "? r^T"n 
ui. Kjuau y Vi J. a ui. wLi u uv uixc a 4..ci uc a w j. u v-i. c wcxo 
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subjective. It depends upon the degree of belief or the current at­
titude of the rice farmer. 
The payoffs to the rice farmer were the price per kwien of paddy. 
The conditional means of the state of nature were the specific pay­
offs. 
Two Bayesian strategies were incorporated into the single-stage 
Bayesian decision model: the data strategies and the nondata 
strategies. The basis of the data strategies in this Bayesian decision 
model is the forecast prices. Four models of monthly forecast prices 
were developed; PFMI, PFMII, SLTM and EGM. The PFMII and SLTM price 
forecast models were not incorporated into Bayesian decision, models, 
since MSE are high in comparison with PFMI and EGM price forecast 
models. 
The range of forecast prices was partitioned into three intervals; 
all are equally likely, mutually exclusive and collectively exhaustive. 
The range of forecast prices was used to predict the actual state of 
^ ^ <—• — ^ ^ -C ^ £ A^ ^ ^  ^ •"* •• o 1 ^ o ^ ^  o LLG. C , X. c& ULJC, C O L/ -1- U. iiC d 
were used to determine tha conditional probability distribution. The 
conditional probability or the likelihood was combined with the sub­
jective prior probability by use of Bayes' theorem to compute a 
posterior probability over the state of nature. 
The objective function of the single-stage Bayesian decision model 
was to maximize expected net returns over the storage costs. The ex­
pected net returns for all actions were calculated. The optimum action 
with the highest expected net returns was selected. 
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revise his decision every decision period whether to continue storing 
or sell at that decision period. All components of the single-stage 
Bayesian decision model were modified by adding the subscript "e," 
which stands for the decision period. The decision period ranges 
from February to October. For every decision period, when new 
and better information was obtained, the forecast prices, break­
even prices as well as all components of the Bayesian decision 
model must be validated. The expected net returns for every future 
month were computed. If the expected net returns for some future 
months are greater than zero, the rice farmer will continue storing 
paddy. Otherwise, he would sell his paddy ac that decision period, 
and the Bayesian decision analysis ends. 
The marketing season for 1978/79 was simulated. The summary of 
both models was reproduced in Table 6.15. Table 6.15 shows the best 
month for paddy to be sold. 
2. Conclusions 
Paddy marketing is relevant for application of decision theory 
because of the paddy price uncertainty. The asset of this analysis 
is the incorporation of price uncertainty into the Bayesian decision 
models. The price uncertainty is incorporated into this analysis by 
In general, the solutions of the models in this dissertation 
depend upon the prior probability distribution of the state of 
nature as well as the price forecast model that was used to determine 
the conditional probability distribution. Three sets of prior 
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Table 6.15. Summary of the solutions of paddy sold for 1978/79 mar­
keting season 
Bayesian decision 
models 
Current attitude of rice farmers 
1. No data strategies 
2. Data strategies 
PFML 
EGM 
Milti-stage 
Harvest time Harvest time October 
Harvest time August August 
August August September 
May August August 
probability distributions were used to represent the degree of belief 
of the rice farmer and four price forecast models were used to generate 
price forecast information. Each combination of a set of prior 
probability distribution and a price forecast model gives a different 
solution. 
' '  ^  ^ "  ^ —v -t « -t  ^  ^^  n — t *1 m  ^ j—  ^  ^^  o o jl o .l >^1.1. a. w w w. 
T^onth to sell paddy^ The multi-stage Bayesian decision model is 
more realistic than the single-stage Bayesian decision model^ since 
the decision-maker can revise his decision every decision period by 
using current information. This modal is useful for both experienced 
and inexperienced rice farmers. At every decision period, the 
current attitude of a rice farmer may change, say from optimism 
to pessimism. The three sets of hypothetical prior probability 
ciscribucion» can serve chis farmer. 
108 
The rice farmer and the analyst are not the same person. These 
models can be used to solve a specific farmer's selling problem 
if the prior probability distribution is assessed by that rice farmer. 
xûê pXxOi pi Oûciùi. ii uxoci. j.uuuj.uii wj_xx uc xcrvx&cu. uy uiic co i.citi 
decision framework and the Bayesian solution will be obtained. 
Both single- and multi-stage Bayesian decision models cannot 
predict the marketing decision in the next marketing season (t + 1). 
They can apply only to the current marketing season (t) , since at the 
current marketing season, the price at harvest time is known. 
This price will be used to obtain the break-even prices for the 
entire marketing season. 
The models have some weakness; for example, in the real marketing 
decision, the decision period is continuous, not discrete as treated 
in this dissertation. 
The need for further research would be in the following directions: 
1. The models would be more realistic if more than three states 
ul iiiiLutc yl caau prices were incorporaced. More scales ox nature 
^ A ^ V/ U. I- tic C L.C& C.C a \J ±. lia U LH. C W ilCll u lie V U liu — 
cional probability distributions are determined. 
2. Econometric price forecast raodels such as simultaneous equations 
should be developed to generate the additional information (forecast 
price). The econometric price forecast model will give a good 
•F/M* oct" o -T o "Î i o f T-k o r* o c o ^  o -î /-w» -Z «-» o*** rv 
V&xxcûxcS• 
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3. It would be of interest if the prior probability distribu­
tions were assessed by the paddy marketing expert. 
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APPENDIX 
Figure A.l. Thailand by official regions 
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North 
Northeast 
Central Plain J 
^ \ 
Table A.l. Monthly paddy prices from 1967-19/9 (baht per kwien)^  
Year January February March April May June 
1967 1149. 21 1278. 92 1325. 54 1252. 07 1279. 2'-: 1376;76 
1968 1294. 36 1310. 09 1248. 09 1234. 06 1259. 70 1289.79 
1969 1104. 00 1048. 03 1054. 06 1053. 55 1104. 86 1242.82 
1970 1124. 18 1026. 07 1064. 10 991, .5 932. 86 1077.54 
1971 814. 98 752. 02 712. 16 664, .2 855. 92 892.57 
1972 902. 00 847. 26 866. 04 896, .90 965. 36 1041.95 
1973 1297. 01 1312. 27 1377. 25 1561 .79 1739. 85 1833.54 
1974 1969. 64 2044. 13 2461. 04 2378 .44 2243. 75 2325.57 
1975 2427. 59 2329. 11 2255. 78 2306 .12 2303. 54 2249.17 
1976 2348. 50 2261. 25 2176, ,56 2210 .38 2176. ,39 2044.12 
1977 2144. 08 2110. ,08 2125. ,00 2029 .06 2127. ,14 2082.64 
1978 2434. ,54 2389. ,43 2518, ,16 2482 .27 2536. ,36 2725.00 
1979 2387. ,59 2420. 00 2435. ,65 2477 .18 2521. ,84 2564.00 
A^verage monthly paddy prices have been collected by DAE (23). 
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July August September October November December 
1407.52 
1293.84 
1231.78 
1131.02 
882.43 
987.49 
1654.64 
/L r\f\ 
2126.17 
2090.27 
2229.11 
2691.00 
2637.45 
1520.80 
1267.61 
1218.68 
1188.50 
879.24 
1216.19 
1616.50 
o o O r\ 
2304.10 
2028.52 
2314.28 
2678.50 
2765.20 
1531.93 
1224.52 
1255.93 
1087.17 
915.34 
1262.47 
1637.83 
o "y 1 n 
2416.11 
2216.67 
2300.00 
2782.92 
2936.47 
1510.74 
1135.81 
1244.15 
1128.50 
924.97 
1271.12 
2017.17 
O O -7 O /. c Z../ / . -TW 
2372.50 
2306.83 
2192.27 
2711.75 
2887.30 
1343.61 
1069.05 
1226.40 
1034.33 
865.52 
1318.77 
1706.47 
O O O -T /. O 
-TW 
2361.89 
2202.43 
2407.64 
2815.92 
282:.38 
1242.15 
1080.05 
1203.11 
903.28 
954.25 
1235.23 
1664.58 
ooon -7/. 
• / -T 
2352.71 
2236.00 
2365.62 
2447.50 
2853.75 
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Table A.2. Average storage costs per month^  from 1967-1979 (baht per 
kwien) 
Storage cost 
Year per month 
1967 2.91 
1968 2.91 
1969 2.89 
1970 2.98 
1971 2.99 
1972 3.14 
1973 3 23 
1974 4.51 
1975 4.65 
1976 5.33 
1977 5.30 
1978 5.30 
1979 5.25 
Source: Data are derived from the uAù survey of small sample 
size (29). 
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Table A.3. Conditional probability distribution, PFME 
Julv 
0.7143 
0.5000 
0.0000 
0.1429 
0 . 25 00 
1.0000 
March 
0.1429 
0.2500 
0.0000 
0.5000 
0.2000 
0.3333 
0.2500 
0.4000 
0.3333 
Augus t 
0.2500 
0.4000 
0.3333 
0.6000 
0.3333 
0.0000 
0.2000 
0,5000 
1.0000 
April 
0.2000 
0,1667 
0.0000 
0.3333 
0.2000 
0.0000 
0.0000 
0.8000 
0.5000 
September 
0.6667 
0.0000 
0.5000 
0.6000 
0.4000 
0.0000 
0.2000 
0.6000 
0.5000 
May 
0.2000 
0.0000 
0.5000 
0.4000 
1.0000 
0.2000 
0.2000 
0.0000 
0.2000 
October 
0.4000 
0.0000 
0.6000 
?2 
0.5000 
0.3333 
0.0000 
0.2500 
0.6667 
0.5000 
0.2500 
0.0000 
0.5000 
0.4000 
1.0000 
0.0000 
0.2000 
0.0000 
0.5000 
0.4000 
0.0000 
0.5000 
June November 
II 1 
0.2000 
0.3333 
I) 
0.4000 
0.3333 
I I . I II ) 
0.4000 
0.3333 
I J . U.IM M I 
0.5000 
0.3333 
n.awun 
0.5000 0.0000 
0.6667 
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Table A.4. Conditional probability distribution, EGM 
February July 
0.2857 
0.2500 
0.0000 
0.4286 
0.2500 
1.0000 
0.2857 
0.5000 
0.0000 
0.5000 
0.2000 
0.3333 
0.5000 
0.3333 
0.0000 
0.3333 
March August 
0.4000 
0.1667 
1.0000 
0.4000 
0.5000 
0.0000 
0.2000 
0.3333 
0.0000 
1.0000 
0.0000 
0.2500 
0.0000 
0.8000 
0.2500 
0.0000 
0.2000 
0.5000 
April September 
0,4000 
0.2000 
0.5000 
0 4000 
0.6000 
0.0000 
0.2000 
0.5000 
A cr\r\r\ 
0.0000 
0.2000 
0.5000 
0.4000 
0.5000 
0.4000 
0.5000 
0.1667 
0.5000 
0.5000 
0.5000 
0.0000 
0.0000 
0.3333 
0.5000 
0.6000 
0.0000 
0.2500 
October 
0.4000 
0.6667 
0.2500 
0.0000 
0.3333 
0.5000 
June November 
0.5000 
0.2000 
0.3333 
u _ ->v n n i 
0.3333 
U I M M II ) 
0.3333 
0.6000 
0.2500 
0.3333 
n 
0.0000 
A onnm 
0.6667 
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Table A.5. Posterior probability distribution, PFML, prior 
probability vector "P" 
Zi Zg Zg 2^ 3^ 
February Julv 
0.7407 
0.2593 
0.0000 
0.3288 
0.2877 
0.3836 
March 
0.4667 
0.0000 
0.7627 
0.1525 
0.0847 
0.4945 
0.3956 
0.1099 
August 
0.4945 
0.3956 
0.1099 
0.7826 
0.2174 
0.0000 
0.3243 
0.4054 
0.2703 
April 
0.7059 
0.2941 
0.0000 
0.7692 
0.2308 
0.0000 
0.0000 
0.8276 
0.1724 
September 
0.8889 
O.CDOO 
0.1111 
0.7500 
0.2500 
0.0000 
0.3429 
0.5143 
0.1429 
0.7059 
0.0000 
0.2941 
0.4286 
0.5357 
0.0357 
0.8571 
0.0000 
0.1429 
0.8000 
0.2000 
0.0000 
October 
0.7500 
0.2500 
0.3750 
0.5000 
0.1250 
0.7500 
0.0000 
0.4444 
0.5555 
0.7059 
0.0000 
0.2941 
0.8276 
0.0000 
0.1724 
June November 
0.7627 
0.1525 
Û.0S47 
0.4945 
0.3956 
0.1099 
0.3956 
0.1099 
0.5669 
0.3543 
0.0787 
V . O i J T  
0.3846 
0.0000 
0.5429 
0.0000 
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Table A.6. Posterior probability distribution, PFML, prior probabil: 
vector "I" 
February July 
0.5810 
0.4190 
0.0000 
0.1020 
0.1839 
0.7141 
0.3568 
0.6432 
0.0000 
0,4810 
0.1983 
0.3207 
0.4140 
0.3349 
0.2511 
0.4140 
0.3349 
March Augusi 
0.6360 
0.3640 
0.0000 
0.1166 
0.3004 
0.5830 
0.5380 
0.4620 
0.0000 
0.6180 
0.3820 
0.0000 
0.0000 
0.6224 
0.3776 
0.5714 
0.0000 
0.4286 
April September 
0.5928 
0.4072 
0.0000 
0.1571 
0.4690 
0.3790 
0.2857 
0.0000 
0.7143 
0.2454 
0.6320 
0.1227 
0.5000 
0.0000 
0.5000 
0.4000 
0.0000 
0.5000 
4 0.5928 0.4072 0.1740 0.4780 
0.3480 
0.3333 
0.4140 
0.3349 
0.2797 
0.7303 
0.0000 
0.2857 
0.0000 
0.7143 
0.4444 
0.0000 
n RssA 
June November 
0.4810 
0.1938 0.4140 0.4140 
n "son/. 
0.4126 0.5629 
n 
0.0000 
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Table A.7. Posterior probability distribution, PFMl, prior probability 
vector "0'' 
February July 
0.3226 
0.6774 
0.0000 
0.0207 
0.1088 
0.8705 
March 
0.8400 
0.0000 
0.1813 
0,1935 
0,6452 
0.0725 
0,3478 
0.5797 
August 
0.3478 
0.5797 
57, 
••i 
U.j/3U 
0.6250 
0,0000 
0.1948 
0.7792 
0.2857 
0.7143 
0.0000 
0,6429 
0.0000 
0.4444 
0,5556 
0,0000 
0.8182 
April September 
0.3333 
0.6667 
0.0000 
0.0400 
0.3600 
0.6000 
0.0625 
0.0000 
0.9375 
0.0870 
0.6522 
0,2609 
0,1429 
0.0000 
0,8571 
0.1000 
0.0000 
0.9000 
uctooer 
0,3333 
0.6667 
0.0000 
0.0476 
0.3810 
0.5714 
0.0769 
0.0000 
0.9231 
0.1176 
0.8824 
0.0000 
0,0625 
0.0000 
0,9375 
0.1176 
0.0000 
0.8824 
June November 
:! J 
0.1613 
0,1935 
0.6452 
0.0725 
0,3478 
0,5797 
0,0725 
0.3478 
0,5797 
U,iUDD 
0.3846 
0.5128 
U.Z I U D  
0.7895 
0.0000 
U, U4/0 
0.0000 
0.9524 
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Table A.8. Posterior probability distribution, EGM, prior probability 
vector 
February July 
I 
0.6957 
0.3043 
0.0000 
0.5950 
0.1736 
0.2314 
0.5333 
0.4667 
0.0000 
0.1525 
0.0847 
0.6618 
0.2647 
0.0735 
0.0000 
0.7826 
0.2174 
March August 
3^ 
0.1282 
0.2564 
0.6154 
0.3846 
0,0000 
0.5455 
0.4545 
0.0000 
0.9600 
0.0000 
0.0400 
0.0000 
0.9057 
0.0943 
0.0000 
0.5455 
0.4545 
April September 
I 
0.6857 
0.1714 
0.1429 
0.5714 
0.4286 
0.0000 
0.5217 
0.2609 
0.2174 
0.9474 
0.0000 
0.0526 
0.5581 
0.3488 
0.0930 
0.0000 
0.7898 
0.2105 
May October 
0.7500 
0.1250 
0.1250 
0.6667 
0.3333 
0.0000 
0.6667 
0.3333 
0.9351 
0.0000 
0.0649 
0.5161 
0.4301 
0.0538 
0.0000 
0.6667 
June Noveiab er 
0.7627 
0.1525 
0.0847 
0.6618 
0.2647 
0.0735 
0.7286 
0.2174 
0.1601 
0.3478 
0.6522 
V•vvvv 
0.0000 
U . -> J / J. 
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Table A.9. Posterior probability distribution, EGM, prior probability 
vector "I"' 
February July 
0.5259 
0.4741 
0.0000 
0. 2542 
0.1528 
0.5931 
March 
0.3568 
0.6432 
0.0000 
0.4810 
0.1983 
0.3207 
0.4015 
0.3309 
0.2675 
August 
u.uuuu 
0.5528 
0.4472 
s 
0,2545 
0.1093 
0.6362 
0.4371 
0.5629 
0.0000 
Anril 
0.3680 
0.6320 
0.0000 
0.8000 
0.0000 
0.2000 
0.0000 
0.7673 
0.2327 
Septezber 
0.0000 
0.2918 
0.7082 
S 
0.3616 
0,1863 
0.4521 
0.3929 
0.6071 
0.0000 
0.2207 
0.2274 
0.5518 
0.7500 
0.0000 
0.2500 
0.3041 
0.3917 
0.3041 
0.0000 
0.5629 
0.4371 
«3 
0.4267 
0.1466 
0.4267 
0.4925 
0.5075 
June 
0.0000 
0.4072 
0.5928 
0.7059 
0.0000 
0.2941 
0.2992 
0.5138 
0.1870 
Novemb er 
0.0000 
0.4072 
0.5928 
0.1983 
0.5207 
0.3309 
0.2676 
0.5528 
U.44-/ Z. 
0.2163 
0.2799 
U.2U5& 
0.7944 
V # WW 
U.ZJU5 
0.0000 
0.7692 
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Table A.10. Posterior probability distribution, EGM, prior probability 
vector "0" 
February July 
0.1020 
0.1839 
0.7141 
0.7350 
0.2650 
0.0000 
0.2171 
0.7829 
O.COOO 
0.7082 
0.2918 
0.0000 
u.uuuu 
0.6497 
0.3503 
u.uuuu 
0.0000 
1.0000 
March August 
0.5380 
0.4620 
0.0000 
0.5380 
0.4620 
0.0000 
0.1296 
0.2225 
0.6479 
0.5353 
0.3309 
0.1338 
0.0000 
0.6224 
0.3776 
0.0000 
0.0000 
1.0000 
April Septeisbar 
1 
Î2 
0.6180 
0.3820 
0.0000 
0.0000 
0.4518 
0.5482 
0.0000 
0.0000 
1.0000 
0.6600 
0.3400 
0.0000 
0.0000 
0.4620 
0.5380 
0.0000 
0.0000 
1.0000 
October 
I 0.5380 0.4620 0.0000 0.2554 0.7444 
June 
0.0000 
0.0000 
1.0000 
1.0000 
0.0000 
0.0000 
0.0000 
0.6733 
0.3267 
November 
0.0000 
0.0000 
1.0000 
0.6180 
0.3820 
0.0000 
0.5528 
0.4472 
0.0000 
1.0000 
0.7554 
0.2436 0.5916 
u.uuuu 
0.0000 
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Table A.11. Conditional probability distribution, MBDM, with revised 
PFMI 
Zi 2^ 3^ 1^ 2^ =3 
reoruary aecxsxou 
March August 
0.3333 
0.2857 
0.0000 
0,3333 
0.5714 
1.0000 
0.3333 
0.1429 
0.0000 
0.0000 
0.1111 
0.0000 
1.0000 
0.8889 
0.5000 
0.0000 
0.0000 
0.5000 
Auril September 
0.2500 
0.5000 
0.0000 
0.7500 
0.3333 
0.0000 
0.1667 
0.0000 
0.1111 
0 nnr.ri 
1.0000 
0.7778 
1.0000 
0.0000 
0.1111 
0.0000 
Ma' October 
=3 
0.0000 
0.2500 
1.0000 
0.6250 
June 
0.0000 
0.1250 
0 snnn 
0.0000 
0.0000 
0.0000 
0.0000 
0.9000 
0.5000 
November 
0.0000 
0.1000 
0.5000 
0.5000 
0.1429 
0.0000 
0.5000 
0.7143 
0.6667 
0.0000 
0.1429 
0.3333 
0.0000 
0 .2222  
0.0000 
1,0000 
0.6667 
1.0000 
0.0000 
0.1111 
0.0000 
LiV 
,2 
'3 
0.1111 
0.ûûûû 
W m 
0.7778 
1.GOGO 
0.1111 
narcn o.ecxsxon 
Apr XI L. 
9. o 0.1667 
n rir\r\r\ 
0,0000 
0 .2222  
0.0000 
1.0000 
0.6667 
1.0000 
0.0000 
0.1111 
0.0000 
129 
Table A.11. Continued 
March decision 
September 
0.0000 
0.1250 
0.5000 
0.5000 
0.7500 
0.5000 
June 
0.5000 
0.1250 
0.0000 
0.0000 
0.1111 
0.0000 
1.0000 
0.7778 
1.0000 
October 
0.0000 
0.1111 
0.0000 
0.3333 
0.3333 
0.0000 
0.3333 
0.3333 
1.0000 
0.3333 
0.3333 
0.0000 
0.0000 
0.1111 
0.0000 
0.0000 
0.8889 
0.5000 
0.0000 
0.5000 
T.,- November 
0.6667 
0.1250 
0.0000 
0.0000 
0.8750 
1.0000 
0.3333 
0.0000 
0.0000 
0.0000 
0 .2222  
0.0000 
1.0000 
0.6667 
1.0000 
0.0000 
0.1111 
0.0000 
April decision 
June 
0.5000 
0.1667 
0.2500 
0.6667 
n qnnn 
,2500 
, 1667 
n nnnn 
0.6667 
0.2500 
0.0000 
0.2500 
0.3333 
0.5000 
0.2000 
e? J 
I 
5 
0.6667 
0.1250 
0.0000 
0.6667 
0.1429 
0.0000 
0.0000 
0.2657 
n nnnn 
July 
0.3333 
0.7500 
1.0000 
August 
0.3333 
0.5714 
1.0000 
September 
1.0000 
0.4256 
n 6667 
0.0000 
0.1250 
0.0000 
i.OOOO 
0.0000 
0.0000 
u.uuuu 
n ?7qn 
October 
0.5000 
r\ "jz r\r\ V. / VL/W 
0.5000 
November 
0.5000 
 ^ nnnn 
U.JUUU 
0.5000 
V # VVVV 
0.1250 
n nnnn 
0.0000 
U . /  
0.3333 
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Table A.11, Continued 
May decision 
June August 
0.5000 
0.0000 
0.3333 
0.2500 
0.8000 
0.3333 
0.2500 
0.2000 
0.3333 
0.3333 
0.2857 
0.0000 
0.3333 
0.4286 
1.0000 
0.3333 
0.2857 
0.0000 
July September 
0.1429 
0.0000 
0.7143 
1.0000 
0.1429 
0.0000 
0.4286 
0.0000 
0.3333 
0.5714 
1.0000 
0.6667 
0.0000 
0.0000 
October November 
I 0.0000 0.4286 0.0000 1.0000 0.4286 1.0000 0.0000 0.1429 0.0000 0,0000 0.4286 0.0000 
June decision 
1.0000 
0.5714 
1.0000 
0.0000 
0.0000 
0.0000 
July October 
0.6000 
1.0000 
0.0000 
0.4000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.3333 
0.3750 
0.0000 
0.6667 
0.6250 
1.0000 
0.0000 
0.0000 
0.0000 
August November 
II 
0,4286 
0.0000 
0.5714 
0.50QC 
1.0000 
0.ODOO 
0.0000 
0. 2500 
0.0000 
0.7500 
0.0000 
0=0000 
0.0000 
Sentember 
0.3333 
0.5000 
0.6667 
0,5000 
0.0000 
0,0000 
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Table A.11. Continued 
z. 
July decision 
0.5556 
1.0000 
1.0000 
August 
0.3333 
0.0000 
0.0000 
0.1111 
0.0000 
0.0000 
0.3333 
0.2857 
0.0000 
October 
0.6667 
0.5714 
0.5000 
0.0000 
0.1429 
0.5000 
September November 
0.3333 
0.6667 
0.3333 
0.5000 
0.0000 
0.6667 
0.1667 
0.3333 
0.0000 
0.3333 
0.3750 
0.0000 
0.6667 
0.5000 
1.0000 
0.0000 
0.1250 
0.0000 
A11 rrt 1 o+• O/-» •? c "î 
0.9000 
0.0000 
September 
0.1000 
0•OuOO 
0.0000 
October 
0.0000 
0.0000 
0.3333 
0.0000 
November 
0.6667 
0.0000 
C.OOOO 
0.0000 
0.5714 
0.7500 
Ci nnnn 
0 2857 
0.2500 
1.OuOO 
0.1429 
0.0000 
0 - 0000 
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Table A.12. Posterior probability distribution, MBDM, with prior 
probability vector "P" 
or**» <?T n-n 
August 
0.7000 
0.3000 
0.0000 
0.4242 
0.3636 
0.2121 
0.8235 
0.1765 
0.0000 
0.0000 
1.0000 
0.0000 
0.6545 
0.2909 
0.0545 
0.0000 
0.0000 
1.0000 
April September 
0.5000 
0.5000 
0.0000 
0.7500 
0.1667 
0.0833 
0.0000 
0.5000 
0.5000 
0.0000 
1.0000 
0.0000 
0.6429 
0.2500 
0.1071 
0.0000 
1.0000 
0.0000 
.-lay October 
0.0000 
1.0000 
0.0000 
0.7164 
0.2239 
0.0597 
0.0000 
0.4286 
0.5714 
0.0000 
0.0000 
0.0000 
0.0000 
0.8437 
0.1563 
0.0000 
0.3750 
0.6250 
June November 
0.8750 
0.1250 
0.0000 
0.5164 
0.3689 
0.1148 
0.0000 
0.5625 
0.4375 
0.0000 
1.0000 
0.0000 
0.6667 
0 . 2 2 2 2  
0.1111 
0.0000 
1.0000 
0.0000 
p. 
a-"-
0.9000 
0,1000 
0.0000 
0.3684 
0.1579 
1.0000 
0.0000 
ft o r* 1 c? 1 
April Aueus 1 
=3 
0.6250 
0.0000 
0.4762 
U. 
1.0000 
).0000 
0.0000 
0.0000 
0.6667 
0 .2222  
0.1111 
0.0000 
0.0000 
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Table A.12. Continued 
March decision 
Ai September 
3^ 
0.0000 
0.4286 
0.5714 
0.5217 
0.3913 
0.0870 
June 
0.8889 
0.1111 
0.0000 
0.0000 
1.0000 
0.0000 
0.6429 
0.2500 
0.1071 
October 
0.0000 
1.0000 
0.6667 
0.3333 
0.0000 
0.50GO 
0.2500 
0.2500 
0.3333 
0.0000 
1.0000 
0.0000 
0.8421 
0.1579 
0.9231 
0.0000 
0.0769 
July November 
I 0.1943 0.8057 0.0000 o.oooo 0.72W 0 . 275 9 1.0000 0.0000 0.0000 0.0000 1.0000 0.0000 
A-pril decision 
0.6667 
0 .2222  
0.1111 
0.0000 
1.0000 
0.0000 
Ma\7 September 
0.7500 
0.1250 
0.1250 
0.375'0 
0.500'0 
0,125 0 
0.7500 
0.2500 
0.0000 
1,0000 
0.0000 
0.7545 
0.1617 
0.0838 
0.0000 
0.7200 
0.2800 
June October 
0.8421 
0.0000 
0.483-9 
0.516-1 
0.5405 
0.4054 
0.0541 
1,0000 
0.0000 
0.3913 
0.0870 
0=0000  
0.1429 
Jul-y November 
0.0857 
0,0000 
U. J8 i-U 
0.4286 
0,1905 
I.0000 
0.0000 
1.0000 
0.0000 
0.1765 1.0000 
u.uuuu 
Aujgu St 
8. 0.9032 
0.0000 
0.424)2 
0.36 35 
0.21 21 
0.0000 
o.oooo 
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Table A.12. Continued 
z, 1 
May decision 
June September 
0.9000 
0.0000 
0.1000 
0.3543 
0.5669 
0.0787 
0.6164 
0.2466 
0.1370 
1.0000 
0.0000 
0.4242 
0.3636 
0.2121 
1.0000 
0.0000 
0.0000 
July October 
0.9130 
0.0870 
0.0000 
0.3231 
0.4615 
0.2154 
Au^ U.5 C 
0.0000 
1.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.7241 
0.1552 
0.1207 
0.0000 
1.0000 
0.0000 
0.7000 
0.3000 
0.0000 
0.4667 
0.3000 
0.2333 
0.7000 
0.3000 
0.0000 
0.0000 
1.0000 
0.0000 
0.6885 
0.1967 
0,1148 
0.0000 
0.0000 
0.0000 
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Table A.13. Posterior probability distribution, MBDM, with prior 
probability vector "I" 
February decision 
August 
0.5310 
0.4690 
0.0000 
0.1734 
0.3063 
0.5203 
0.6937 
0.3063 
0.0000 
0.0000 
1.0000 
0.0000 
0.4139 
0.3791 
0.2070 
0.0000 
0.0000 
1.0000 
Q o  ^
3! 
0.3267 
0.6733 
0.0000 
0.4707 
0.2155 
0.3138 
May 
0.0000 
0.2556 
0.7444 
0.0000 
1.0000 
0.0000 
0.3570 
0.2861 
0.3570 
October 
0.0000 
1.0000 
0,0000 
0.0000 
1.0000 
0.0000 
0.4664 
0.3004 
0.2332 
0.0000 
0.2048 
0.7952 
0.0000 
0.0000 
0.0000 
0.0000 
0.6497 
0.3503 
0.0000 
0.1709 
0.8291 
June November 
0.2274 
0.0000 
u.zczo 
0.3868 
0.3504 
0.3063 
0.6937 
1.0000 
0.0000 
u.j/zz 
0.2556 
0.3722 
u.uvuu 
1.0000 
0.0000 
8. u.ai3/  
0.1863 
0.0000 
0.2173 
0.3482 
0-4345 
0.0000 
1.0000 
0.0000 
roarcn cecision 
Anril Au 211 St 
U.44VZ 
0.5528 
0.0000 
U.iVlU 
0.2361 
0.5729 
l.UUUU 
0.0000 
0.0000 
u.uuuu 
1.0000 
0.0000 
0.3722 
0.2556 
0.3722 
0.0000 
1.0000 
0.0000 
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Table A.13. Continued 
March decision 
September 
0,0000 
0.2048 
0.7952 
0.2821 
0.4359 
0 .2821  
0.7952 
0.2048 
0.0000 
0.0000 
1.0000 
0.0000 
0.3570 
0.2861 
0.3570 
0.0000 
1.0000 
0.0030 
June October 
0.4952 
0.5075 
0.0000 
0.1988 
0.2048 
0.5964 
0.4925 
0.5075 
0.0000 
0.0000 
1.0000 
0.0000 
0.0000 
0.6468 
0.3532 
0.6667 
0.0000 
0.3333 
T« « 1 
0.8381 0.0000 1.0000 0.0000 0.3722 0.0000 
0.1619 0.4741 0.0000 1.0000 0.2556 1.0000 
0.0000 0.5259 0.0000 0.0000 0.3722 0.0000 
April decision 
Septsniber 
!2 
0.4267 
0.1466 
n A' 
0.1740 
0.4780 
r, -KAsn 
0.5928 
0.4072 
n nnnn 
0.0000 
1.0000 
0.4743 
0.2094 
0.0000 
0.4690 
Î ! I U 
June October 
r? 
0.7213 
0.2787 
0.0000 
0.0000 
0.2436 
0.7564 
0.3179 
0.4913 
0.1908 
0.0000 
1.0000 
0.0000 
0.2821 
0.4359 
0.2821 
0-5000 
0.0000 
0.5000 
July NovenbeT 
0.8381 
0.1613 
0.0000 
0.1583 
0.3669 
0.4748 
0.0000 
u.uuuu 
0.0000 
U . UU'JU 
0.3976 
0.2048 
0.3976 
0.0000 
u.uuuu 
On 
«•i. 
0.8191 
0.1809 
n nnnn 
iiUgUS C 
0.1734 
Û.303Ô 
n 
0.0000 
1.GOOÛ 
n nnnn 
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Table A.13. Continued 
May decision 
June September 
0 I 0.6000 0.0000 0.4000 0.1776 0.5856 0.2368 
Ju^  
0.3167 
0,2610 
0.4223 
0.0000 
1.0000 
0.0000 
0.1734 
0.3063 
0.5203 
October 
1.0000 
0.0000 
0.0000 
0.8359 
0.1641 
0.0000 
0.1259 
0.3706 
0.5035 
0.0000 
1.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.4096 
0.1809 
0.4096 
0.0000 
1.0000 
0.0000 
0.5310 
0.4690 
0.0000 
0.1878 
0.2488 
0.5634 
0.5310 
0.4690 
0.0000 
0.0000 
1.0000 
0.0000 
0.3863 
0.2274 
0.3863 
0.0000 
0.0000 
0.0000 
June decision 
July October 
S 0.3680 0.6320 n nnnn 1.0000 0.0000 n nnnn 0.0000 0.0000 n nnnn 0.4632 0.5268 n nnnn 0.2885 0.2787 A /.-ÎOfi 0.0000 0.0000 n f»nr>ri 
August November 
0.4541 
0.5459 
0.0000 
0.2739 
0.2469 
0.4793 
0.0000 
0.0000 
0.0000 
0.4925 
0.5075 
0.0000 
0.4925 
0.5075 
0.0000 
0.0000 
0.0000 
0.0000 
September 
?1 
% 
0.2286 0.3872 
U. ^DOi. 
0.0000 
u.vuuu 
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Table A.13. Continued 
July decision 
0.2148 
0.3948 
0.3867 
0.2463 
0.5075 
0.2463 
August 
0.4286 
0.0000 
0.5714 
September 
0.4286 
0.0000 
C.5714 
1.0000 
0.0000 
0.0000 
0.3267 
0.6733 
0.0000 
0.5310 
0.4690 
0.0000 
0.4632 
0.536S 
0.0000 
October 
0.3798 
0.3354 
0.2848 
November 
0.3056 
0.2361 
0.4583 
0.0000 
0.2274 
0.7726 
0.0000 
1.0000 
0.0000 
fiugusL decision 
0.4662 
0.5338 
0.0000 
September 
1.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.3267 
0.6733 
0.0000 
November 
0.6600 
0.3400 
0.0000 
0.0000 
0.0000 
0.0000 
uctoDer 
0.4251 
0.5749 
0.1851 
0,1669 
1.0000 
0.0000 
139 
Table A.14. Posterior probability distribution, MBDM, with prior 
probability vector "0" 
2i 2^ 
February decision 
rxarcn Augus t 
0.2800 
0.7200 
0.0000 
0.0414 
0.2130 
0.7456 
0.4375 
0.5625 
0.0000 
0.0000 
1.0000 
0.0000 
0.1500 
0.4000 
0.4500 
0.0000 
0.0000 
1.0000 
September 
:: 
0.1249 
0.8571 
0.0000 
0.1579 
0.2105 
0.6316 
0.0000 
0.1429 
0.8571 
0.0000 
1.0000 
0.0000 
0.1071 
0.2500 
0.6429 
October 
0.0000 
1.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0,1702 
0.3191 
0.5106 
0.0000 
0.1111 
0.8889 
0.0000 
0.0000 
0.0000 
0.0000 
0.4737 
0.5263 
0.0000 
0.0909 
0.9091 
Novemb er 
0.5385 
0.4615 
0.0000 
0.0753 
0.3226 
0.6022 
0.0000 
0.1765 
0.8235 
0.0000 
1.0000 
0.0000 
0.1111 
0 .2222  
0.6667 
0.0000 
1.0000 
0.0000 
July 
9- 0.6000 
0.4000 
0.0000 
0.0566 
0.2642 
O . b / y Z "  
0.0000 
1.0000 
0.0000 
March decision 
Az-.C 
0.2174 
0.7826 
0.0000 
0.0442 
0.1593 
0,7965 
1.0000 
0.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.1111 
0 .2222  
0.6667 
0.0000 
1.0000 
0.0000 
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Table A.14. Continued 
Zi Zg z^  z^  
March decision 
May September 
:: 
0.0000 
0.1111 
0.8889 
0.0870 
0.3913 
0.5217 
June 
0.5714 
0.4286 
0.0000 
0.0000 
1,0000 
0.0000 
0.1071 
0.2500 
0,6429 
October 
0.0000 
1.0000 
0.0000 
I 0.2500 0.7500 0.0000 0.0455 0.1354 0.8182 0.2500 0.7500 0.0000 0.0000 1.0000 0.0000 0.0000 0.4706 0.5294 0.2500 0,0000 0.7500 
Juiy iNovemoer 
0.6400 
0.3600 
0.0000 
0.0000 
0.3043 
0.6957 
1.0000 
0.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.1111 
0.2222 
0.6667 
0.0000 
1.0000 
0.0000 
ADrxj. cecision 
Mai September 
O _ 
0.1250 
0.1250 
V.7500 
0.0476 
0.3810 
0- 5T14 
0.3333 
0.6667 
G-GGOO 
0.0000 
1.0000 
G.GGGG 
0.1591 
0.2045 
G.6364 
0.0000 
0.3000 
G-7GGG 
October 
0.4706 
0.5294 
0.0000 
0.0000 
0.1351 
0.8649 
0.1099 
0.4945 
0.3956 
0.0000 
1.0000 
0.0000 
0.0870 
0.3913 
0.5217 
0.1429 
0.0000 
0.8571 
Jul" November 
9; 
9: 
0.6400 
0.3600 
0.0000 
0.0388 
0.2621 
0.6990 
0.0000 
0.0000 
0.0000 
0.0000 
0.1176 
0.1765 
0.7059 
0.0000 
1.0000 
0.0000 
August 
Û 
J 
r\ tzr\on V « WO / 
0.3913 
V e VvOv 
0.2130 1.0000 
V e UVVV 
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Table A.14. Continued 
Mav decision 
June September 
0.2000 
0.0000 
0.8000 
0.0538 
0.5161 
0.4301 
0.0877 
0.2105 
0.7018 
0.0000 
1.0000 
0.0414 
0.2130 
0.7456 
1.0000 
0.0000 
0.0000 
July October 
0.6364 
0.3636 
0.0298 
0.2553 
0.7149 
0.0000 
1.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.1207 
0.1552 
0.7241 
0.0000 
1.0000 
0.0000 
August wovemoer 
0.2800 
0.7200 
0.0000 
0.0438 
0.1687 
0.7875 
0.2800 
0.7200 
0.0000 
0.0000 
1.0000 
0.0000 
0.1148 
0.1967 
0.6885 
0.0000 
0.0000 
0.0000 
June decision 
JUiV October 
.2 
c _ 
0.1667 
0.8333 
V . u u u u  
1.0000 
0.0000 
0.0000 
0.0000 
0.2286 
0.7714 
0.0780 
0.2195 
0.7024 
0.0000 
0.0000 
G.0000 
August Novemb ei 
0.2222 
0.7778 
0,0000 
0.0708 
0.1858 
0,7434 
September 
0.0000 
0.0000 
0.0000 
0.2500 
0.7500 
0.0000 
0.2500 
0.7500 
0.0000 
0.0000 
0.0000 
0.0000 
«5 
®3 
0.0588 
0.2353 
0.7059 
0.1304 
0.3478 
0.5217 
0.0000 
0.0000 
0.0000 
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Table A.14. Continued 
vj-c:^  j_ o 
0.0581 
0.3140 
0.6279 
1.0000 
0.0000 
0.0000 
September 
1.0000 
0.0000 
0.0000 
0.2800 
0.7200 
0.0000 
0.1239 
0.3186 
0.5575 
November 
0.0000 
0.1250 
0.8750 
0.0769 
0.4615 
0.4615 
0.1111 
0.0000 
0.8889 
0.1429 
0.8571 
0.0000 
0.2286 
0.7714 
0.0000 
0.0816 
0.1837 
0.7347 
0.0000 
1.0000 
0.0000 
August decision 
0.2308 
0.769: 
0.0000 
September 
1.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.1429 
0.8571 
0.0000 
November 
0.4000 
0,6000 
0.0000 
0.0000 
0.0000 
0.0000 
October 
0.2025 
0.7975 
0.0406 
0.1066 
1.0000 
0,0000 
