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Abstract
A hole in a graph is a chordless cycle of length at least 4. A theta is a graph formed
by three internally vertex-disjoint paths of length at least 2 between the same pair of
distinct vertices. A wheel is a graph formed by a hole and a node that has at least 3
neighbors in the hole. In this series of papers we study the class of graphs that do not
contain as an induced subgraph a theta nor a wheel. In Part II of the series we prove
a decomposition theorem for this class, that uses clique cutsets and 2-joins. In this
paper we use this decomposition theorem to solve several problems related to finding
induced paths and cycles in our class.
1 Introduction
In this paper all graphs are finite and simple. We say that a graph G contains a graph H
if H is isomorphic to an induced subgraph of G, and that G is H-free if it does not contain
H. For a family of graphs H, G is H-free if for every H ∈ H, G is H-free.
A hole in a graph is a chordless cycle of length at least 4. A theta is a graph formed
by three paths between the same pair of distinct vertices so that the union of any two of
the paths induces a hole. This implies that each of the three paths has length at least 2 (a
path of length 1 would form a chord of the cycle induced by the two other paths). A wheel
is a graph formed by a hole and a node that has at least 3 neighbors in the hole.
In this series of papers we study the class of (theta, wheel)-free graphs, that we denote
by C throughout the paper. This project is motivated and explained in more detail in Part I
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of the series [7], where two subclasses of C are studied. In Part II of the series [20], we prove
a decomposition theorem for graphs in C that uses clique cutsets and 2-joins, and use it to
obtain a polynomial time recognition algorithm for the class. In Part III of the series [21]
we use the decomposition theorem from [20] to obtain further properties of graphs in the
class and to construct polynomial time algorithms for maximum weight clique, maximum
weight stable set, and coloring problems. In this part we use the decomposition theorem
from [20] to obtain polynomial time algorithms for several problems related to finding
induced paths and cycles.
The Disjoint Paths problem is to test whether a graph G with k pairs of specified
vertices (s1, t1), . . . , (sk, tk) contains vertex-disjoint paths P1, . . . , Pk such that, for i =
1, . . . , k, Pi is a path from si to ti. When k is part of the input, this problem is NP-
complete [15]. If k is any fixed integer (i.e. not part of the input) then the problem is called
k-Disjoint Paths and can be solved in O(n3) time as shown by the linkage algorithm of
Robertson and Seymour [22]. (Throughout the paper n will denote the number of vertices
and m the number of edges of an input graph.) In this paper we consider the induced
variant of this problem. We note that there are slight differences in the definition of this
problem (for example in [13]; see also Subsection 4.4).
Induced Disjoint Paths problem (G,W)
Instance: A graph G and a set W = {(s1, t1), (s2, t2), . . . , (sk, tk)} of pairs of vertices of
G such that all 2k vertices are distinct and the only edges between these vertices are of
the form siti, for some 1 6 i 6 k.
Question: Does G contain k vertex-disjoint paths Pi = si . . . ti, i ∈ {1, . . . , k}, such that
no vertex of Pi is adjacent to a vertex of Pj , for every i 6= j?
For chordal graphs [1] this problem can be solved in time O(kn3). When k is fixed
(i.e. not part of the input) then the problem is called k-Induced Disjoint Paths. The
k-Induced Disjoint Paths is NP-complete whenever k ≥ 2 as proved by Bienstock [2],
even when restricted to several classes of graphs (see [18]). It has been studied in several
classes of graphs (but not many if compared to other problems such as graph coloring or
maximum stable set for instance). It can be solved for line graphs as a simple corollary
of the linkage algorithm mentioned above. For any fixed k, it can be solved in linear time
for planar graphs [16] and circular-arc graphs [14], and in polynomial time for AT-free
graphs [12] and claw-free graphs [9].
Golovach, Paulusma and van Leeuewen [13] proved that for claw-free graphs the k-
Induced Disjoint Paths is fixed-parameter tractable when parameterized by k, meaning
that it can be solved for any fixed k in time f(k)nc, where c is a constant that does not
depends on k, and f is a computable function that depends only on k.
Here, we prove that the Induced Disjoint Paths problem remains NP-complete on
C, and we give a polynomial time algorithm for the k-Induced Disjoint Paths problem
on C. We also consider a number of related problems, namely k-in-a-Path, k-in-a-Tree
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and H-Induced-Topological Minor, to be defined in Section 4. These problems were
already studied in differents settings and classes of graphs, see [5, 6, 8, 19].
Outline of the paper
In Section 2 we state several results for the class C that are proved in previous parts of
this series and that will be needed here. Most importantly, we give the decomposition
theorem for C from [20] and recall some results that will help us manage the cutsets that
appear in this decomposition theorem. In fact, fundamental for our algorithms are the
2-join decomposition techniques developed in [25], which we also describe here.
In Section 3 we prove that for a graph G ∈ C the only obstruction for the existence of
an induced cycle through the given two non-adjacent vertices is a clique cutset of G that
separates these vertices. Note that a similar result holds for claw-free graphs as proved by
Bruhn and Saito [3]. Using our result we derive an O(nm)-time algorithm for the problem
of finding and chordless cycle through two prescribed vertices of a graph in C. Also, we
show that k-in-a-Cycle problem is fixed-parameter tractable (when parameterized by k)
for graphs in C.
In Section 4 we give an O(n2k+6)-time algorithm for the k-Induced Disjoint Paths
for graphs in C. As an intermediate step we show that the Induced Disjoint Paths
problem is fixed-parameter tractable (when parameterized by k) for the class of graphs
of C that do not have clique cutsets. We also show that if G is any hereditary class of
graphs such that there exists an O(nc)-time algorithm (where c is a constant that does
not depend on k) for the k-Induced Disjoint Paths on the graphs of G that do not
have clique cutsets, then the k-Induced Disjoint Paths problem can be solved on G in
O(n2k+c)-time.
In Section 4 we show that the generalization of the k-Induced Disjoint Paths
problem where the terminals (i.e. vertices s1, . . . , sk, t1, . . . , tk) are not necessarily distinct
and where there could possibly be edges between the terminal vertices, can be solved in
O(n4k+6)-time. Consequently we obtain polynomial-time algorithms for a number of re-
lated problems (on C) such as k-in-a-Path, k-in-a-Tree and H-Induced Topological
Minor.
Finally, in Section 5 we give several NP-completeness results.
Terminology and notation
A clique in a graph is a (possibly empty) set of pairwise adjacent vertices. A stable set in
a graph is a (possibly empty) set of pairwise nonadjacent vertices. A diamond is a graph
obtained from a complete graph on 4 vertices by deleting an edge. A claw is a graph
induced by nodes u, v1, v2, v3 and edges uv1, uv2, uv3.
A path P is a sequence of distinct vertices p1p2 . . . pk, k ≥ 1, such that pipi+1 is an edge
for all 1 6 i < k. Edges pipi+1, for 1 6 i < k, are called the edges of P . Vertices p1 and
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pk are the endnodes of P . A cycle C is a sequence of vertices p1p2 . . . pkp1, k ≥ 3, such
that p1 . . . pk is a path and p1pk is an edge. Edges pipi+1, for 1 6 i < k, and edge p1pk are
called the edges of C. Let Q be a path or a cycle. The vertex set of Q is denoted by V (Q).
The length of Q is the number of its edges. An edge e = uv is a chord of Q if u, v ∈ V (Q),
but uv is not an edge of Q. A path or a cycle Q in a graph G is chordless if no edge of G
is a chord of Q.
Let G be a graph. We denote the vertex set of G by V (G). For v ∈ V (G) and
T ⊆ V (G), NT (v) is the set of neighbors of v in T . Also, if T = V (G), then we use N(v) to
denote NT (v). For S ⊆ V (G), NG(S) (or simply N(S) when clear from context) denotes
the set of vertices u ∈ V (G) \ S such that for some v ∈ S, uv is an edge of G. Also, for
S ⊆ V (G), G[S] denotes the subgraph of G induced by S and G \ S the subgraph of G
induced by V (G) \ S. For disjoint subsets A and B of V (G), we say that A is complete
(resp. anticomplete) to B if every vertex of A is adjacent (resp. nonadjacent) to every
vertex of B.
When clear from the context, we will sometimes write G instead of V (G).
2 Decomposition of (theta, wheel)-free graphs
To state the decomposition theorem for graphs in C we first define the basic classes involved
and then the cutsets used.
Basic classes
If R is a graph, then the line graph of R, denoted by L(R), is the graph whose vertices
are the edges of R, and such that two vertices of L(R) are adjacent if and only if the
corresponding edges are adjacent in R. A graph G is chordless if no cycle of G has a chord.
In the decomposition theorem for (theta, wheel)-free graphs obtained in [20] we have two
types of basic graphs: line graphs of triangle-free chordless graphs and P-graphs. Their
union is denoted by B. The definition of a P-graph is a bit technical (see [20]), and in
this paper we do not need it in full. We therefore just list the properties that we need.
Fortunately, these properties are common to both types of basic graphs. Here they are:
• every graph G ∈ B is induced by V (L(R)) ∪K, where V (L(R)) and K are disjoint;
• R is triangle-free and chordless and K is a clique (it is possible that K = ∅);
• each vertex of L(R), that corresponds to an edge of R incident with a degree 1 vertex
(in R), is adjacent to at most one vertex of K, and these are the only edges between
L(R) and K;
• if a vertex v of L(R), that is of degree at least 2 in L(R), is adjacent to a vertex w
of K, then w has no other neighbors in L(R) (note that this implies: if a vertex v of
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L(R) is adjacent to a vertex w of K that has some other neighbor in L(R), then the
degree of v in G is 2).
We say that R is the skeleton and K the special clique of G. Clearly every line graph
of a triangle-free chordless graph satisfies the above properties. The fact that P-graphs
satisfy them follows from conditions (i), (vi) and (viii) in the definition of P-graphs in [20].
We also observe that all induced subgraphs of graphs in B satisfy these properties. Note
that each G ∈ B is diamond-free (since L(R) does not contain a diamond, each vertex of
L(R) has at most one neighbor in K and no vertex of K is adjacent to more than 1 vertex
that is of degree at least 2 in L(R)), and center of every claw of G is contained in K.
Cutsets
In a graph G, a subset S of nodes and/or edges is a cutset if its removal yields a disconnected
graph. A node cutset S is a clique cutset if S is a clique. Note that every disconnected
graph has a clique cutset: the empty set.
An almost 2-join in a graph G is a pair (X1, X2) that is a partition of V (G), and such
that:
• For i ∈ {1, 2}, Xi contains disjoint nonempty sets Ai and Bi, such that A1 is complete
to A2, B1 is complete to B2, and there are no other adjacencies between X1 and X2.
• For i ∈ {1, 2}, |Xi| ≥ 3.
An almost 2-join (X1, X2) is a 2-join when for i ∈ {1, 2}, Xi contains at least one path
from Ai to Bi, and if |Ai| = |Bi| = 1 then G[Xi] is not a chordless path.
We say that (X1, X2, A1, A2, B1, B2) is a split of this (almost) 2-join, and the sets
A1, A2, B1, B2 are the special sets of this (almost) 2-join. We often use the following
notation: Ci = Xi \ (Ai ∪Bi) (possibly, Ci = ∅).
We are ready to state the decomposition theorem from [20].
Theorem 2.1 ([20]) If G is (theta, wheel)-free, then G is a line graph of a triangle-free
chordless graph or a P-graph, or G has a clique cutset or a 2-join.
It trivially follows that if G ∈ C then G ∈ B or G has a clique cutset or a 2-join. We
now describe how we decompose a graph from C into basic graphs using the cutsets in the
above theorem.
Decomposing with clique cutsets
If a graph G has a clique cutset K, then its node set can be partitioned into sets (A,K,B),
where A and B are nonempty and anticomplete. We say that (A,K,B) is a split for the
clique cutset K. When (A,K,B) is a split for a clique cutset of a graph G, the blocks
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of decomposition of G with respect to (A,K,B) are the graphs GA = G[A ∪ K] and
GB = G[K ∪B].
A clique cutset decomposition tree of depth p for a graph G is a rooted tree T defined
as follows.
(i) The root of T is G0 = G.
(ii) The non-leaf nodes of T are G0, G1, . . . , Gp−1. Each non-leaf node Gi has two chil-
dren: one is Gi+1 and the other one is G
B
i+1.
The leaf-nodes of T are graphs GB1 , G
B
2 , . . . , G
B
p and Gp. Graphs G
B
1 , G
B
2 , . . . , G
B
p , Gp
have no clique cutset.
(iii) For i ∈ {0, 1, . . . , p− 1}, Gi has a clique cutset split (Ai,Ki, Bi) and graphs Gi+1 =
G[Ai∪Ki] and GBi+1 = G[Bi∪Ki] are blocks of decomposition of Gi w.r.t. this clique
cutset split.
Also, we set Bp = Ap−1, Kp = Kp−1 and GBp+1 = Gp. So, the leaves of T are the graphs
GBi+1 = G[Ki ∪Bi], for i ∈ {0, 1, . . . , p}.
Theorem 2.2 ([24]) A clique cutset decomposition tree of an input graph G can be com-
puted in time O(nm) and has O(n) nodes.
Note that for a non-leaf node Gi of T the corresponding clique cutset Ki is also a clique
cutset of G. The following lemmas proved in [7] will also be needed.
Lemma 2.3 (Lemma 3.2 in [7]) If G is a wheel-free graph that contains a diamond,
then G has a clique cutset.
A star cutset in a graph is a node cutset S that contains a node (called a center)
adjacent to all other nodes of S. Note that a nonempty clique cutset is a star cutset.
Lemma 2.4 (Lemma 3.3 in [7]) If G ∈ C has a star cutset, then G has a clique cutset.
Decomposing with 2-joins
We first state some properties of 2-joins in graphs with no clique cutset. Let D be the class
of all graphs from C that do not have a clique cutset. By Lemma 2.4 no graph from D has
a star cutset and by Lemma 2.3 no graph from D contains a diamond.
An almost 2-join with a split (X1, X2, A1, A2, B1, B2) in a graph G is consistent if the
following statements hold for i = 1, 2:
(i) Every component of G[Xi] meets both Ai, Bi.
(ii) Every node of Ai has a non-neighbor in Bi.
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(iii) Every node of Bi has a non-neighbor in Ai.
(iv) Either both A1, A2 are cliques, or one of A1 or A2 is a single node, and the other
one is a disjoint union of cliques.
(v) Either both B1, B2 are cliques, or one of B1, B2 is a single node, and the other one
is a disjoint union of cliques.
(vi) G[Xi] is connected.
(vii) For every node v in Xi, there exists a path in G[Xi] from v to some node of Bi with
no internal node in Ai.
(viii) For every node v in Xi, there exists a path in G[Xi] from v to some node of Ai with
no internal node in Bi.
Note that the definition contains redundant statements (for instance, (vi) implies (i)),
but it is convenient to list properties separately as above.
Lemma 2.5 (Lemma 6.1 in [7]) If G ∈ D, then every almost 2-join of G is consistent.
We now define the blocks of decomposition of a graph with respect to a 2-join. Let G
be a graph and (X1, X2, A1, A2, B1, B2) a split of a 2-join of G. Let k1 and k2 be positive
integers. The blocks of decomposition of G with respect to (X1, X2) are the two graphs
Gk11 and G
k2
2 that we describe now. We obtain G
k1
1 from G by replacing X2 by a marker
path P 2 = a2 . . . b2 of length k1, where a2 is a node complete to A1, b2 is a node complete
to B1, and V (P2) \ {a2, b2} is anticomplete to X1. The block Gk22 is obtained similarly by
replacing X1 by a marker path P
1 = a1 . . . b1 of length k2.
In [20] the blocks of decomposition w.r.t. a 2-join that we used in construction of a
recognition algorithm had marker paths of length 2. In this paper we will use blocks whose
marker paths are of length 5. So, unless otherwise stated, when we say that G1 and G2
are blocks of decomposition w.r.t. a 2-join we will mean that their marker paths are of
length 5. This will be discussed in more details in Section 4.
Lemma 2.6 (Lemma 2.10 in [21]) Let G be a graph from D. Let (X1, X2) be a 2-join
of G, and G1, G2 the blocks of decomposition with respect to this 2-join whose marker paths
are of length at least 2. Then G1 and G2 are in D and they do not have star cutsets.
A 2-join (X1, X2) of G is a minimally-sided 2-join if for some i ∈ {1, 2} the following
holds: for every 2-join (X ′1, X ′2) of G, neither X ′1 ( Xi nor X ′2 ( Xi. In this case Xi is a
minimal side of this minimally-sided 2-join.
A 2-join (X1, X2) of G is an extreme 2-join if for some i ∈ {1, 2} and all k ≥ 3 the block
of decomposition Gki has no 2-join. In this case Xi is an extreme side of such a 2-join.
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Graphs in general do not necessarily have extreme 2-joins (an example is given in [25]),
but it is shown in [25] that graphs with no star cutset do. It is also shown in [25] that if
G has no star cutset then the blocks of decomposition w.r.t. a 2-join whose marker paths
are of length at least 3, also have no star cuset. This is then used to show that in a graph
with no star cutset, a minimally-sided 2-join is extreme. We summarize these results in
the following lemma.
A flat path of G is any path of G of length at least 3, whose interior vertices are of
degree 2 (this definition is slightly different than in [25], but this does not affect the proof of
part (iii) of the following lemma). The following statement can be extracted from Lemmas
3.2, 4.2, 4.3 and 4.4 of [25].
Lemma 2.7 ([25]) Let G be a graph with no star cutset. Let (X1, X2, A1, A2, B1, B2) be
a split of a minimally-sided 2-join of G with X1 being a minimal side, and let G1 and G2
be the corresponding blocks of decomposition whose marker paths are of length at least 3.
Then the following hold:
(i) |A1| ≥ 2, |B1| ≥ 2, and in particular all the vertices of A2 ∪ B2 are of degree at
least 3.
(ii) If G1 and G2 do not have star cutsets, then (X1, X2) is an extreme 2-join, with X1
being an extreme side (in particular, G1 has no 2-join).
(iii) If P is a flat path of G, such that P ∩ X1 6= ∅ and P ∩ X2 6= ∅, then one of the
following holds:
(a) for an endnode u of P , P \ u ⊆ X1 and u ∈ A2 ∪B2;
(b) for endnodes u and v of P , u ∈ A2, v ∈ B2, P \ {u, v} ⊆ X1, the length of P is
at least 3 and G[X1] has exactly two connected components that are both a path
with one end in A1, one end in B1 and interior in C1.
Remark 2.8 We will be applying Lemma 2.7 only to graphs G ∈ D, and so by Lemmas
2.4 and 2.6, all of G,G1, G2 have no star cutsets. Furthermore, for G ∈ D, by Lemma 2.5,
every 2-join is consistent, so outcome (b) of (iii) of Lemma 2.7 is not possible (i.e. (a) is
the only possible outcome of Lemma 2.7(iii)).
In [25] it is shown that one can decompose a graph with no star cutset using a sequence
of ‘non-crossing’ 2-joins into graphs with no star cutset and no 2-join (which will in our case
be basic). In this paper we will use minimally-sided 2-joins (as opposed to [25] and [21],
where minimally-sided 2-joins were ’moved’ to allow marker paths to be disjoint). This
will be particularly important when solving the induced paths problem. We now describe
this 2-join decomposition.
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2-Join decomposition tree TG of depth p ≥ 1 of a graph G that has no star cutset
and has a 2-join
(i) The root of TG is G
0 = G.
(ii) The non-leaf nodes of TG are G
0, G1, . . . , Gp−1. Each non-leaf node Gi has two
children: one is Gi+1 and the other one is Gi+1B .
The leaf-nodes of TG are graphsG
1
B, G
2
B, . . . , G
p
B andG
p. GraphsG1B, G
2
B, . . . , G
p
B, G
p
have no star cutset nor 2-join.
(iii) For i ∈ {0, 1, . . . , p−1}, Gi has a 2-join (Xi1, Xi2) that is minimally-sided with minimal
side Xi1. We denote the split of this 2-join by (X
i
1, X
i
2, A
i
1, A
i
2, B
i
1, B
i
2). Graphs G
i+1
and Gi+1B are blocks of decomposition of G
i w.r.t. (Xi1, X
i
2) whose marker paths are
of length 5. The block Gi+1B corresponds to the minimal side X
i
1, i.e. X
i
1 ⊆ V (Gi+1B ).
We denote with P i+1 the marker path used to build Gi+1.
Lemma 2.9 There is an algorithm with the following specification.
Input: A graph G ∈ D that has a 2-join.
Output: A 2-join decomposition tree TG of depth at most n, such that all graphs that
correspond to the nodes of TG belong to D, and all graphs that correspond to the
leaves of TG (i.e. G
1
B, . . . , G
p
B, G
p) belong to B.
Running time: O(n4m).
proof — Let G0 = G. Suppose that a decomposition tree of depth i ≥ 0 of G has been
constructed. By Lemmas 2.4 and 2.6 graph Gi belongs to D and has no star cutset. We
apply on Gi the algorithm from [4] that finds a minimally-sided 2-join (the running time of
this algorithm is O(n3m)). If no 2-join is found, then i = p, Gi is basic (by Theorem 2.1)
and we stop the algorithm. If a 2-join (Xi1, X
i
2) is found, then we build graphs G
i+1 and
Gi+1B as in the definition of a 2-join decomposition tree. Note that, by Lemmas 2.4, 2.6
and 2.7 and Theorem 2.1, Gi+1B ∈ B and Gi+1 does not have a star cutset. Hence, (Xi1, Xi2)
is an extreme 2-join of Gi (by Lemma 2.7).
Let TG be the 2-join decomposition tree that is obtained using the algorithm we de-
scribed. Note that every 2-join used to construct TG is in fact extreme and by Lemma
2.5 consistent. So, the conclusion of Lemma 8.1 from [25] holds, i.e., the depth of TG is
at most n (Lemma 8.1 from [25] is formulated for a different graph class and the marker
paths used there have length 3 or 4, but in our case we can derive almost identical proof;
the only step there that is specific to that situation can be obtained in our case using the
fact that the 2-joins that we use are consistent). Hence, the running time of our algorithm
is O(n4m). 2
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3 Induced cycles
In this section we consider an instance (G,V) of the k-in-a-Cycle problem on C, that is
a graph G ∈ C and a set V = {v1, . . . , vk} of k distinct vertices of G. The problem is to
decide whether there exists a chordless cycle that contains all vertices of V.
2-in-a-Cycle
The 2-in-a-Cycle problem is to decide whether a graph G contains a chordless cycle
through two specified vertices u and v of G. By Bienstock’s construction, this problem is
NP-complete for general graphs (see [2]). In this section we prove that for G ∈ C the only
obstructions for the existence of such a cycle are clique cutsets that separate u and v. This
leads to an algorithm of running time O(nm) for 2-in-a-Cycle for C.
An additional property of P-graphs that we need in the proof of Theorem 3.2 below is
the following: a P-graph is a graph G ∈ B with skeleton R and special clique K such that
K 6= ∅ and each vertex of L(R) that corresponds to an edge of R incident with a degree 1
vertex (in R), has a neighbor in K. We also need the following result from [20].
Lemma 3.1 (Lemma 3.4 in [20]) Let R be a skeleton of a P-graph. If e1 and e2 are
edges of R, then there exists a cycle of R that goes through e1 and e2, or there exists a path
in R whose endnodes are of degree 1 (in R) and that goes through e1 and e2.
Theorem 3.2 Let G be a graph of C, and u and v be non-adjacent vertices of G. Then
there exists a hole of G that contains both u and v, or G admits a clique cutset that separates
u and v.
proof — Our proof is by induction on |V (G)|. By Theorem 2.1, it is enough to examine
the following cases.
Case 1. G is a line graph of a triangle-free chordless graph.
Let R be the root graph of G, and let e = x1x2 and f = y1y2 be the edges of R that
correspond to u and v (note that {x1, x2} ∩ {y1, y2} = ∅). By Menger’s theorem, in R
there exist two vertex disjoint paths P and Q from {x1, x2} to {y1, y2}, or there is a vertex
z that separates {x1, x2} from {y1, y2}. In the first case P ∪ Q is a hole of R (since R is
triangle-free and chordless), and hence L(P ∪Q) is a hole of G that contains u and v. In
the second case the set {zz′ : z′ ∈ NR(z)} \ {x1x2, y1y2} correspond to a clique cutset of
G that separates u and v.
Case 2. G is a P-graph.
Let R be the skeleton and K the special clique of G. First, let us consider the case when
both u and v are in L(R). We apply Lemma 3.1 to edges e1 and e2 that in R correspond
to u and v. If a hole H is obtained, then L(H) is a hole of G that contains u and v. If a
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path P is obtained, then L(P ) together with neighbor(s) in K of its endnodes induces a
hole in G that contains u and v.
So, we may assume that u ∈ K and let u′ ∈ L(R) be a neighbor of u. Then v ∈ L(R).
Since u′ is of degree 1 in L(R), by Lemma 3.1, there exists a chordless path Q in L(R)
that contains both u′ and v, and such that its other endnode w′ (w′ 6= u′) is of degree 1 in
L(R). Let w be the neighbor of w′ in K. Then V (Q)∪ {u,w} induces a desired hole in G.
Case 3. G admits a clique cutset.
Let (A,K,B) be a split of this cutset. If u and v are separated by this cutset, we are done,
so we may assume that u, v ∈ V (GA). Then, by induction, there exists a hole H in GA
that contains both u and v, or a clique cutset K ′ of GA that separates u and v. In the first
case H is a hole of G that contains both u and v, and in the second K ′ is a clique cutset
of G that separates u and v.
Case 4. G admits a 2-join.
Let (X1, X2, A1, A2, B1, B2) be a 2-join of G. By Case 3, we may assume that G does not
admit a clique cutset, and hence, by Lemma 2.5, that (X1, X2) is a consistent 2-join. So, by
property (vi) of consistent 2-joins, for i ∈ {1, 2} there is a chordless path Qi in G[Xi] that
has exactly one vertex from both Ai and Bi. Also, by Lemma 2.6, blocks of decomposition
G1 and G2 belong to D.
First, let us assume that u, v ∈ Xi, for some i ∈ {1, 2}. Then, by induction, there
is a hole H in Gi that contains u and v. If H is contained in G[Xi], then we are done.
Otherwise H contains the marker path P 3−i, and hence to obtain a desired hole it is enough
to replace P 3−i with Q3−i in H.
So, we may assume that u ∈ X1 and v ∈ X2. By induction there exists a hole H1
(resp. H2) in G1 (resp. G2) that contains u and c2 (resp. v and c1), where ci is an internal
vertex of P i, for i ∈ {1, 2}. Let R1 (resp. R2) be the path obtained from H1 (resp. H2) by
removing the vertices of the marker path P 2 (resp. P 1). Then V (R1) ∪ V (R2) induces a
hole in G that contains both u and v. 2
Theorem 3.3 There is an algorithm with the following specifications:
Input: A graph G ∈ C and two vertices u and v of G.
Output: YES if there is a chordless cycle of G that contains both u and v, and NO
otherwise.
Running time: O(nm).
proof — First, let us consider the case when uv is an edge of G. Let G′ be the graph
obtained from G by deleting uv. Now, if there exists a path from u to v in G′, then return
YES, and otherwise return NO.
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So, we may assume that u and v are not adjacent. We build a clique cutset decom-
position tree T for G and remember (all) leaf nodes of this tree that contain some of the
vertices u and v. By Theorem 2.2, this can be done in time O(nm). If there is a leaf node
of T that contains both u and v, then there does not exist a clique cutset that separates u
and v, and hence, by Theorem 3.2, we return YES. Otherwise, we return NO. The running
time of this algorithm is O(nm). 2
k-in-a-Cycle
In this section we prove that the problem k-in-a-Cycle is fixed-parameter tractable, when
parameterized by k, for graphs in C.
We use the following result of Robertson and Seymour.
Theorem 3.4 ([22]) The k-Disjoint paths problem is fixed-parameter tractable, when
parameterized by k. More precisely, there is a computable function h, that depends only on
k, such that the k-Disjoint paths problem can be solved in time h(t)n3.
Lemma 3.5 For any fixed integer k, there is an algorithm with the following specifications:
Input: A graph G ∈ B and a set V = {v1, . . . , vk} of k distinct vertices from G.
Output: YES if the problem (G,V) has a solution, and NO otherwise.
Running time: O(n5).
proof — Clearly, we may assume that G is connected. Recall that G is (wheel, diamond)-
free. In time O(n2m) we can find the set C of all centers of claws in G. If |C| ≥ 2, then let
K be the maximal (w.r.t. inclusion) clique that contains C (this can be done in O(n)-time
since G is diamond-free). Otherwise, let K = C. So G \K is (wheel, diamond, claw)-free.
By Lemma 2.4 in [7] it follows that G \K is a line graph of a triangle-free chordless graph.
In O(n + m)-time we can compute graph R such that G \ K = L(R) (see [17, 23]). It
follows that K is a special clique and R a skeleton of G.
To solve the given problem it is enough to solve k! problems (G,W), where W =
{(vσ(1), vσ(2)), (vσ(2), vσ(3)), . . . , (vσ(k−1), vσ(k)), (vσ(k), vσ(1))} and σ is a permutation of
{1, 2, . . . , k} (note that these are not Induced Disjoint Path problems by our defini-
tion, but they are by the definition used in [13], where it is allowed that the paths in the
solution share endnodes; see also Subsection 4.4). Hence, it is enough to show that each of
them can be solved in O(n5) time.
Case 1. K = ∅.
Then G = L(R), so, as noted in [13, Lemma 3.7], to solve each of the given problems
it is enough to solve 22k Disjoint Paths problems on R. These problems can be solved
using the algorithm from Theorem 3.4. Since edges of R are vertices of G, graph R
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has O(n) vertices (in the proof of [13, Lemma 3.7] a worse bound O(n2) is used, which
leads to a worse running time in that lemma), so the total running time in this case is
O(n3 + n2m) = O(n4).
Case 2. K 6= ∅.
Let S be the set of all vertices of L(R) that have a neighbor in K. For each pair (u, v)
of vertices from S we build a graph Gu,v in the following way: we start with L(R), add
to it the unique chordless (u, v)-path Puv (of length 2 or 3) whose interior vertices are
from K, and remove all vertices from L(R) \ {u, v} that have a neighbor in the interior of
Puv. It is easy to see that (G,W) has a solution if and only if (L(R),W) or (Gu,v,W), for
some u, v ∈ S, has a solution. Each of the graphs L(R) and Gu,v, for u, v ∈ S, is (wheel,
diamond, claw)-free, and hence, by Lemma 2.4 in [7], it is the line graph of a triangle-free
chordless graph. So, each of the problems (L(R),W) and (Gu,v,W), for u, v ∈ S, can be
solved as in Case 1, and since |S| = O(n), this implies an O(n2m+ n2 · n3) = O(n5)-time
algorithm for solving the given problem. 2
Theorem 3.6 For any fixed integer k, there is an algorithm with the following specifica-
tions:
Input: A graph G ∈ C and a set V = {v1, . . . , vk} of k distinct vertices from G.
Output: YES if the problem (G,V) has a solution, and NO otherwise.
Running time: O(n6).
proof — In [20] an O(n2m)-time algorithm is given for recognizing whether a graph
belongs to B. If G ∈ B, then the problem (G,V) can be solved in time O(n5) using Lemma
3.5. So we may assume that G ∈ C \ B.
Next, we consider the case when G ∈ D \ B. Using Lemma 2.9 we build a 2-join
decomposition tree TG in time O(n4m) (throughout the proof we use the notation from
the definition of TG). Let ci (resp. c
B
i ) be an internal vertex of the marker path of G
i (resp.
GiB), for 1 ≤ i ≤ p. By Theorem 2.1, graphs G1B, . . . , GpB, Gp are in B.
Let V0 = V. We now describe the problems (Gi,V i) and (GiB,V iB), 1 ≤ i ≤ p, that we
solve during our algorithm to obtain the solution of the problem (G,V).
We first introduce some notation. Let Ci be any chordless cycle of Gi, and QiB (resp.
Qi) be the part of Ci contained in Xi1 (resp. X
i
2). Note that one of the following holds:
(1) QiB and Q
i are subpaths of Ci of length at least 1; or (2) Qi is not a path of length at
least 1; or (3) QiB is not a path of length at least 1. Then we define C
i+1
B (resp. C
i+1) as
the chordless cycle obtained from Ci in the following way: (1) by replacing Qi (resp. QiB)
with the marker path of Gi+1B (resp. G
i+1); (2) by replacing the vertices (if they exist) of
Ci ∩ Ai2 or Ci ∩ Bi2 with endnodes ai2 and bi2 of the marker path of Gi+1B (resp. Ci+1 is
empty); (3) Ci+1B is empty (resp. C
i+1 is equal to Ci). (Note that Ai2 and B
i
2 are cliques,
so in case (3) Ci is contained in Xi2.)
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Similarly, for a (non-empty) chordless cycle Ci+1B (resp. C
i+1) of Gi+1B (resp. G
i+1) that
contains the marker path of Gi+1B (resp. G
i+1) we define a chordless cycle Ci of Gi as
follows. Let Qi (resp. QiB) be any chordless path from a vertex of A
i
1 (resp. A
i
2) to a vertex
of Bi1 (resp. B
i
2) in X
i
1 (resp. X
i
2) (this path exists by Lemma 2.5). Then C
i is obtained
from Ci+1B (resp. C
i+1) by replacing the marker path of Gi+1B (resp. G
i+1) by Qi (resp.
QiB).
Now, we describe how our algorithm solves the problem (Gi,V i). It is enough to
consider the following 3 cases.
Case 1. V i ⊆ Xi1.
We note that Ci is a solution of (Gi,V i) if and only if Ci+1B is a solution of (Gi+1B ,V i). So,
in this case it is enough to decide whether (Gi+1B ,V i) has a solution, which can be done
using Lemma 3.5 in time O(n5).
Case 2. V i ⊆ Xi2.
We note that Ci is a solution of (Gi,V i) if and only if Ci+1 is a solution of (Gi+1,V i). So,
we proceed recursively, by solving the problem (Gi+1,V i).
Case 3. V i ∩Xi1 6= ∅ and V i ∩Xi2 6= ∅.
Let V i+1B = (V i∩Xi1)∪{ci+1B } and V i+1 = (V i∩Xi2)∪{ci+1}. We note that Ci is a solution of
(Gi,V i) if and only if Ci+1 is a solution of (Gi+1,V i+1) and Ci+1B is a solution of (Gi+1B ,V i+1B )
(indeed, in this case the cycle Ci+1 (resp. Ci+1B ) constructed from C
i contains the marker
path of Gi+1 (resp. Gi+1B )). So, we solve the problem (G
i+1
B ,V i+1) using algorithm from
Lemma 3.5. If this algorithm returns NO, then we return NO and stop. Otherwise, we
proceed recursively, by solving the problem (Gi+1,V i+1) (note that |V i+1| ≤ |V i|).
The running time of the described algorithm is O(n4m + n · n5) = O(n6), since there
are at most p+ 1 = O(n) calls to the algorithm from Lemma 3.5.
Finally, let us consider the general case, that is G ∈ C. First, using Theorem 2.2 we
build a clique cutset decomposition tree T of G in time O(nm) (in what follows we use the
notation from the definition of T ). Note that for each 1 ≤ i ≤ p a chordless cycle can not
contain vertices from both Ai and Bi. So, for each 1 ≤ i ≤ p we check if both Ai ∩ V and
Bi∩V are non-empty, and if this is the case we return NO. This can be done in time O(n).
Hence, we may assume that V is contained in GBj , for some j ∈ {1, 2, . . . , p + 1}. Then
a desired cycle, if it exists, is also contained in GBj , so it is enough to solve the problem
(GBj ,V). Since GBj ∈ D, this can be done in time O(n6) using the previous part of the
proof. Hence the running time of the algorithm is O(n+ n6) = O(n6). 2
Corollary 3.7 For graphs in C the k-in-a-Cycle problem is fixed-parameter tractable,
when parameterized by k.
proof — Let (G,V) be an instance of the k-in-a-Cycle problem. By Theorem 3.4, the
problem k-Disjoint Paths can be solved in time h(k)n3, where h is a computable function
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that depending only on k. Since Lemma 3.5 has at most 22kk!n2 calls to this algorithm,
the problem (G,V) can be solved in time 22kk!h(k)n5 for graphs in B. Now, since for each
i ∈ {0, 1, . . . , p− 1} the algorithm from Theorem 3.6 has at most one call to the algorithm
from Lemma 3.5, and p ≤ n (by Lemma 2.9), we conclude that the problem (G,V) can be
solved in time 22kk!h(k)n6 for graphs in C. 2
4 Induced disjoint paths
In this section, we consider an instance (G,W) of the k-Induced Disjoint Paths problem,
that is a graph G, a set W = {(s1, t1), (s2, t2), . . . , (sk, tk)} of pairs of vertices of G such
that all 2k vertices are distinct and the only edges between these vertices are of the form
siti, for some 1 6 i 6 k. We denote W = {s1, . . . , sk, t1, . . . , tk}. Vertices in W are the
terminals of W.
Recall that k is a fixed integer (that is not part of the input). We have to decide
whether there exist k vertex-disjoint paths Pi = si . . . ti, 1 6 i 6 k, such that there are no
edges between vertices of paths Pi and Pj , for i 6= j.
Note that (G,W) has a solution (say Pi = si . . . ti, 1 6 i 6 k) if and only if (G,W) has a
solution so that all the paths in this solution are chordless (it is enough to take P ′i = si . . . ti,
1 6 i 6 k, where P ′i is a chordless path of G contained in Pi). So, when solving (G,W) we
may add the condition that the paths Pi = si . . . ti, 1 6 i 6 k, are chordless. Throughout
the paper when we say that a set of paths P is a solution of (G,W), we will assume that
all paths in P are chordless.
In Subsection 4.1, we study how clique cutset can be used. In Subsection 4.2, we study
basic graphs. In Subsection 4.3, we study how 2-joins can be used, and we give the main
algorithm. In Subsection 4.4, we study related problems.
4.1 Clique cutsets and induced paths
Let G be a class of graphs that is closed under taking induced subgraphs, and let Gbasic ⊆ G.
Suppose that G and Gbasic satisfy the following:
If G ∈ G, then G ∈ Gbasic or G has a clique cutset.
Then we say that G is Gbasic-decomposable using clique cutsets.
Let G be a class that is Gbasic-decomposable using clique cutsets. In this section we
show how an O(nc)-time algorithm for k-Induced Disjoint Paths problem for graphs in
Gbasic, where c is a constant (that does not depend on k), can be turned into an O(n2k+c)-
time algorithm for k-Induced Disjoint Paths problem for graphs in G.
Throughout the rest of the section, we consider an instance (G,W) as described above
for a graph G ∈ G. Graphs from Gbasic will be refered to as basic graphs.
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Let T be a clique cutset decomposition tree of G of depth p (with all notations as in
Section 2). The next lemma tells how a set obtained during the decomposition process
behaves at the root level (that is in G).
Lemma 4.1 Suppose that G is not basic (so p ≥ 1). Let i ∈ {0, 1, . . . , p−1} and X ∈ {Ai∪
Ki,Ki ∪Bi,Kp ∪Bp}. If C is a connected component of G \X, then NG(C) = NG(C)∩X
is a clique.
proof — We prove the result by induction on p. If p = 1, then i = 0, (A0,K0, B0) is a
split of a clique cutset of G and either X = A0 ∪K0 = K1 ∪B1 or X = K0 ∪B0. In both
cases, NG(C) ∩X ⊆ K0, so the conclusion holds.
Suppose p > 1. If i = 0, the conclusion holds as above. So, suppose i ≥ 1. Observe
that then X ⊆ V (G1) = A0 ∪K0. Also, the tree obtained from T by deleting G0 and GB1
is a decomposition tree for G1 with depth p − 1, and with exactly the same cutsets and
splits as in T , so we may apply the induction hypothesis to it. Therefore, we know that
for every connected component D of G1 \X, NG1(D) is a clique.
Let C be a connected component of G\X. Recall that (A0,K0, B0) is a split of a clique
cutset of G and X ⊆ A0 ∪K0. If C ⊆ A0, then C is connected component of G1 \X, so
NG(X) = NG1(C) is a clique by the induction hypothesis. Hence, we may assume that C
contains at least one vertex in K0 ∪B0. In fact, since G[K0 ∪B0] has no clique cutset (by
the definition of a decomposition tree), it follows that B0 is connected and every vertex of
K0 has a neighbor in B0, and hence (B0 ∪K0) \X ⊆ C.
If C = B0 (meaning in fact that K0 ⊆ X), then NG(C) ⊆ K0. So suppose B0 ( C.
Hence, C ∩K0 6= ∅. Note that C \B0 is connected, because K0 is a clique and every vertex
in C \ B0 can be linked by a path to some vertex in K0. Hence, C \ B0 is a connected
component of G1 \X, so NG1(C \B0) is a clique K, and K0∩X ⊆ K. Since NG(B0) ⊆ K0,
we have NG(C) ⊆ K. 2
Lemma 4.2 For every i = 0, . . . , p, G[Ki ∪Bi] is basic.
proof — By the definition of decomposition trees, G[Ki ∪Bi] has no clique cutset. From
the definition of Gbasic-decomposable classes, G[Ki ∪Bi] is therefore basic. 2
Let us assume that a non-negative integer weight function w : V → Z≥0 is assigned to
vertices of G (here Z≥0 is the set of non-negative integers). Then for A ⊆ V we define
w(A) = Σv∈Aw(v).
Lemma 4.3 Suppose that G is not basic (so p ≥ 1) and that a non-negative integer weight
w(v) is given to each vertex v ∈ V (G). Then one of the following holds:
(i) For some i ∈ {0, 1, . . . , p− 1}, Ki is a clique cutset of G for which there exists a split
(A,Ki, B) such that w(A) ≥ 2 and w(B) ≥ 2.
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(ii) For some i ∈ {0, 1, . . . , p}, every connected component C of G \ (Ki ∪ Bi), satisfies
w(C) 6 1.
proof — Suppose first that w(B0) ≥ 2. Then, we may assume that w(A0) 6 1 for
otherwise, (i) holds with Ki = K0 and the split (A0,K0, B0). Hence, (ii) holds for i = 0.
So, we may assume that w(B0) 6 1.
It follows that every connected component C of G \ (A0 ∪ K0) satisfies w(C) 6 1.
Hence, it is well defined to consider the maximal index ` ∈ {0, . . . , p− 1} such that every
connected component C of G \ (A` ∪ K`) satisfies w(C) 6 1. If ` = p − 1, then since
Bp = Ap−1 and Kp = Kp−1, (ii) holds for i = p, so we may assume ` < p − 1. Therefore,
(A`+1,K`+1, B`+1) is a split of a clique cutset of G`+1 = G[A` ∪K`]. Since, by Lemma 4.1,
for every connected component C of G\ (A`∪K`), NG(C) is a clique, there are three types
of such components C:
• type A: connected components that have neighbors in A`+1 but no neighbor in B`+1
(possibly in K`+1);
• type B: connected components that have neighbors in B`+1 but no neighbor in A`+1
(possibly in K`+1);
• type K: connected component whose neighborhood (possibly empty) is included in
K`+1.
We denote by A (resp. B, K) the union of all connected components of type A (resp.
B, K).
The connected components of G \ (K`+1 ∪B`+1) are the connected components of type
B or K (that all have weight at most 1) and the connected components of G[A ∪ A`+1].
Therefore, unless K`+1 ∪B`+1 satisfies (ii), we may assume that w(A ∪A`+1) ≥ 2.
The connected components of G \ (A`+1 ∪K`+1) are the connected components of type
A or K (that all have weight at most 1) and the connected components of G[B ∪ B`+1].
Therefore, by the maximality of `, we know that w(B ∪B`+1) ≥ 2.
Now, we observe that (A`+1 ∪ A ∪K,K`+1, B`+1 ∪ B) is the split of a clique cutset of
G that satisfies (i). 2
Theorem 4.4 Let G be a class that is Gbasic-decomposable using clique cutsets. Further-
more, let us assume that there is an O(nc)-time algorithm for k-Induced Disjoint Paths
problem for graphs in Gbasic, where c ≥ 1 is a constant (that does not depend on k). Then
there is an algorithm that solves in O(n2k+c) time the k-Induced Disjoint Paths problem
for every instance (G,W) such that G ∈ G.
proof — Our proof is by induction on k. If k = 1, then we can solve our problem in time
O(n+m) = O(n2). So, we may assume that k ≥ 2.
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We build a clique cutset decomposition tree T for G. Let us assume that it is of depth
p. By Theorem 2.2, this can be done in time O(nm) = O(n3). Clearly, we may assume
that p ≥ 1. We give weight 1 to every vertex in W , weight 0 to every vertex in V (G) \W ,
and then we apply Lemma 4.3. This leads to two cases.
Case 1: For some ` ∈ {0, 1, . . . , p− 1}, K` is a clique cutset of G for which there exists a
split (A,K`, B) such that |A ∩W | ≥ 2 and |B ∩W | ≥ 2.
Note that this situation can be detected in time O(n3) by computing connected com-
ponents of G \K`, for each ` ∈ {0, 1, . . . , p− 1} (by Theorem 2.2, p = O(n)).
We set K = K`. Note that no two paths from a solution of (G,W) can have a vertex in
K, so if for some i 6= j both {si, ti} and {sj , tj} have a non-empty intersection with both
A∪K and B∪K, then we return NO and stop the algorithm. Hence, we may assume that
at most one pair from W has non-empty intersection with both A ∪K and B ∪K.
Let WA = {(si, ti) | si, ti ∈ A} and WB = {(si, ti) | si, ti ∈ B}. By the previous remark
and the assumption in this case, bothWA andWB are non-empty and |W\(WA∪WB)| 6 1.
We observe that for every solution P of (G,W) at most two vertices of K are contained
in paths of P, and if two vertices of K are members of these paths, then they are in the
same path of P.
We now build several pairs of instances of Induced Disjoint Paths problem that we
use to solve (G,W). The construction depends on |W \ (WA ∪ WB)| and the position of
vertices from the pair from W \ (WA ∪WB) (if |W \ (WA ∪WB)| = 1). By symmetry, it is
enough to examine the following cases.
Case 1.1: If |W \ (WA ∪WB)| = 0, then these instances are:
• (G[A],WA) and (G[B],WB);
• for every x ∈ K, (G[A ∪ {x}],WA) and (G[B \N(x)],WB);
• for every x ∈ K, (G[A \N(x)],WA) and (G[B ∪ {x}],WB);
• for every distinct x, y ∈ K, (G[A ∪ {x, y}]),WA) and (G[B \ (N(x) ∪N(y))],WB);
• for every distinct x, y ∈ K, (G[A \ (N(x) ∪N(y))],WA) and (G[B ∪ {x, y}],WB).
Case 1.2: If |W \ (WA ∪WB)| = 1, then w.l.o.g. {(s1, t1)} =W \ (WA ∪WB).
In case s1 ∈ A and t1 ∈ B, we build the following pairs of instances:
• for every x ∈ K, (G[A ∪ {x}],WA ∪ {(s1, x)}) and (G[B ∪ {x}],WB ∪ {(x, t1)});
• for every distinct x, y ∈ K, (G[(A\N(y))∪{x}],WA∪{(s1, x)}) and (G[(B \N(x))∪
{y}],WB ∪ {(y, t1)}).
In case s1 ∈ A and t1 ∈ K, we build the following pairs of instances:
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• (G[A ∪ {t1}],WA ∪ {(s1, t1)}) and (G[B \N(t1)],WB);
• for every x ∈ K, (G[A ∪ {x}],WA ∪ {(s1, x)}) and (G[B \ (N(x) ∪N(t1))],WB).
In case s1, t1 ∈ K, we build the following pair of instances:
• (G[A \ (N(s1) ∪N(t1))],WA) and (G[B \ (N(s1) ∪N(t1))],WB).
In each case it is straightforward to check that (G,W) has a solution if and only if for
some pair of instances that we built both of them have a solution. So, we run recursively
our algorithm for all these instances.
Case 2: For some ` ∈ {0, 1, . . . , p}, every connected component C of G\ (K`∪B`) satisfies
|C ∩W | 6 1.
Note that this case can be detected in time O(n3) by computing connected components
of G \ (K` ∪B`), for l ∈ {0, 1, . . . , p} (by Theorem 2.2, p = O(n)).
We first delete all connected components C of G \ (K` ∪B`) that satisfies |C ∩W | = 0.
This is correct because a path in a solution for (G,W) cannot contain a vertex from such
a connected component (by Lemma 4.1).
Now, for each connected component C of G \ (K` ∪ B`) (that is left after previous
deletions) there exists a unique si or ti in C and we set: Si = N(C) if si ∈ C, and
Ti = N(C) if ti ∈ C. Let IS ⊆ {1, 2, . . . , k} (resp. IT ⊆ {1, 2, . . . , k}) be the set of all i for
which Si (resp. Ti) is defined.
Choose s′i ∈ Si, for i ∈ IS , and t′i ∈ Ti, for i ∈ IT , and let s′i = si for i ∈ {1, 2, . . . , k}\IS ,
and t′i = ti for i ∈ {1, 2, . . . , k} \ IT (note that i ∈ {1, 2, . . . , k} \ IS implies si ∈ K` ∪B`).
Furthermore, let W ′ = {(s′i, t′i) | i ∈ {1, 2, . . . , k}}. It is now straightforward to check that
(G,W) has a solution if and only if (G[K` ∪ B`],W ′) has a solution for at least one W ′
constructed in this way. Note that the graph G[K` ∪B`] is basic.
Complexity analysis
Suppose that for some constant q ≥ 1, the algorithm for the basic class runs in time at
most qnc. We claim that our algorithm then runs in time at most T (n, k) 6 q3kn2k+c =
O(n2k+c) (because k is not part of the instance).
If we are in Case 2, this is direct, since we call at most n2k times the algorithm for the
basic class.
If we are in Case 1, we first observe that we run recursively the algorithm at most n2
times on each side. Let kA = |WA| and kB = |WB|. Then 1 6 kA, kB 6 k − 1.
Now, in Case 1.1 the running time T (n, k) satisfies:
T (n, k) 6 n2T (n, kA) + n2T (n, kB) + n3
6 qn23max{kA,kB}[n2kA+c + n2kB+c + n]
6 qn23k−1[n2k+c−2 + n2k+c−2 + n]
6 q3kn2k+c.
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In Case 1.2 we have kA, kB 6 k − 2 and the running time T (n, k) satisfies:
T (n, k) 6 n2T (n, kA + 1) + n2T (n, kB + 1) + n3
6 qn23max{kA+1,kB+1}[n2kA+2+c + n2kB+2+c + n]
6 qn23k−1[n2k+c−2 + n2k+c−2 + n]
6 q3kn2k+c,
which concludes our proof. 2
4.2 Basic graphs
In this section we provide a polynomial-time algorithm that solves the problem (G,W) for
graphs G ∈ B.
Lemma 4.5 For a fixed integer k, there is an algorithm with the following specifications:
Input: A graph G ∈ B and a set of pairs of vertices W = {(s1, t1), (s2, t2), . . . , (sk, tk)}
from G, such that all 2k vertices are distinct and the only possible edges between these
vertices are of the form siti, for some 1 6 i 6 k.
Output: YES if the problem (G,W) has a solution, and NO otherwise.
Running time: O(n5).
proof — We use almost the same algorithm as in Lemma 3.5 – the only difference is that
we do not construct k! Induced Disjoint Path problems, but work directly with the
problem (G,W). 2
With a more complicated algorithm the running time in the above lemma can be
reduced to O(n2m+n3), but since this will not help improve the overall complexity of the
algorithm in this section we do not include it here.
4.3 2-joins and induced paths
In this section we give a polynomial-time algorithm that solves the problem (G,W) for
graphs G ∈ D. In fact, we solve a similar problem on certain structures, called o-graphs,
which allow us to use 2-joins in a more convenient way.
Definition 4.6 An o-graph GF ,O is a triple (G,F ,O), where G is a graph, F is a set
of some flat paths of G of length at most 7 and some vertices of G (viewed as paths of
length 0), and O is a set such that for each W ∈ O, (G,W) is an instance of the Induced
Disjoint Paths problem where every terminal vertex is contained in a path P ∈ F .
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We say that an o-graph GF ,O is linkable if for at least one W ∈ O, the problem (G,W)
has a solution.
Note that an instance (G,W) of the Induced Disjoint Paths problem has a solution
if and only if the o-graph (G,F ,O) is linkable, where F is the set of terminals of W and
O = {W}. So, to solve (G,W), it is enough to decide whether GF ,O is linkable.
We do this with 2-join decompositions that are performed to reduce the problem to basic
graphs. If G ∈ D is not basic, then it has a 2-join and we consider a minimally sided 2-join
(X1, X2) where X1 is a minimal side. So, the block of decomposition G
1 (that contains X1)
is a basic graph, and our algorithm solves a number of instances of the Induced Disjoint
Paths problem in it, to know how disjoint paths may exist through X1. We then define an
o-graph G2F2,O2 , where G
2 is the block of decomposition that contains X2. The sets F2,O2
are designed using the information gained from the computations made in G1, so that
GF ,O is linkable if and only if G2F2,O2 is linkable (see Lemma 4.10). The marker path of G
2
(or an extension of it) is sometimes added to F2 to record different types of interactions
of the solution paths with the 2-join. Throughout all these steps of the algorithm, we can
prove that |F| is bounded by the initial number of terminals, and this leads to an FPT
algorithm. In the following lemma we prove that |O| is bounded by a function of |F|.
Lemma 4.7 Let GF ,O be an o-graph, such that |F| ≤ t. Then |O| ≤ 28t(8t)!.
proof — Each path in F has at most 8 vertices. Hence |F| ≤ t implies that each set in
O has at most 4t pairs of vertices. So, there is at most 28t ways to choose the vertices that
are going to be in the pairs of an element of O. Once we have chosen these vertices, say 2s
of them (2s ≤ 8t), to obtain an element of O we only need to group them in s (disjoint)
pairs. This can be done in 1s!
(
2s
2
)(
2s−2
2
) · · · (22) = (2s)!2ss! ways, and hence
|O| ≤ 28t (2s)!
2ss!
≤ 28t(8t)!.
2
Corollary 4.8 Let t be a fixed integer. If GF ,O is an o-graph such that G ∈ B and |F| ≤ t,
then there is an O(n5)-time algorithm that decides whether GF ,O is linkable.
proof — Follows from Lemmas 4.5 and 4.7. 2
Let G ∈ D be a graph that has a 2-join (X1, X2) and (G,W) an instance of the k-
Induced Disjoint Paths problem. For a split (X1, X2, A1, A2, B1, B2) of (X1, X2) we
define:
• I1 = {1 6 i 6 k : si, ti ∈ X1};
• I2 = {1 6 i 6 k : si, ti ∈ X2};
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X1 X2
A1
B1
A2
B2
X1
A1
B1
a2
a′2
c2
d2
b′2
b2
X2
A2
B2
a1
a′1
c1
d1
b′1
b1
Figure 1: G and its blocks of decomposition G1 and G2
• J = {1, 2, . . . , k} \ (I1 ∪ I2);
• W ′1 = {(si, ti) : i ∈ I1};
• W ′2 = {(si, ti) : i ∈ I2}.
Furthermore, we may assume that for j ∈ J , sj ∈ X1 and tj ∈ X2.
Recall that we build a block Gj , for j ∈ {1, 2}, by replacing X3−j with a chordless path
P 3−j = a3−ja′3−jc3−jd3−jb
′
3−jb3−j (called the marker path) such that a3−j (resp. b3−j) is
complete to Aj (resp. Bj). See Fig. 1.
Next, we list a number of pairs of problems (S1,S2). Problem S1 is going to be solved
on G1 and problem S2 is going to be solved on G2. Each pair (S1,S2) corresponds to a
possible way a solution of (G,W) interacts with the 2-join. We aim to prove Lemma 4.9
showing that (G,W) has a solution if and only if for one of the pairs (S1,S2), both S1 and
S2 have a solution. We therefore call these pairs potential solutions (for example, in (2.3)
a potential solution is described and we will refer to it as potential solution (2.3)).
Our definition of pairs (S1,S2) depends on the type of interaction of W with the 2-join
(X1, X2). We list these types and the potential solutions in what follows. (Note: it is best
suited to examine the potential solutions while reading the proof of Lemma 4.9. Also, see
Fig. 2, 3, 4 and 5.)
Type 1: J = ∅.
(1.1) S1 = (G1,W ′1 ∪ {(a2, b2), (c2, d2)}), S2 = (G2,W ′2);
(1.2) S1 = (G1,W ′1 ∪ {(a2, a′2), (b2, b′2)}), S2 = (G2,W ′2 ∪ {(c1, d1)});
(1.3) S1 = (G1,W ′1 ∪ {(b2, b′2), (a′2, c2)}), S2 = (G2,W ′2 ∪ {(a1, a′1)});
(1.4) A2 = {a}, S1 = (G1,W ′1 ∪ {(b2, b′2)}), S2 = (G2,W ′2 ∪ {(a, a1)});
(1.5) S1 = (G1,W ′1 ∪ {(a2, a′2), (b′2, d2)}), S2 = (G2,W ′2 ∪ {(b1, b′1)});
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(1.1)
(1.2)
(1.3)
(1.4)
(1.5)
(1.6)
Figure 2: Type 1 potential solutions (1.1)–(1.6)
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(1.7)
(1.8)
(1.9)
(1.10)
(1.11)
Figure 3: Type 1 potential solutions (1.7)–(1.11)
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(1.6) B2 = {b}, S1 = (G1,W ′1 ∪ {(a2, a′2)}), S2 = (G2,W ′2 ∪ {(b, b1)});
(1.7) S1 = (G1,W ′1 ∪ {(a′2, b′2)}), S2 = (G2,W ′2 ∪ {(a1, a′1), (b1, b′1)});
(1.8) A2 = {a}, S1 = (G1,W ′1 ∪ {(c2, b′2)}), S2 = (G2,W ′2 ∪ {(a, a1), (b1, b′1)});
(1.9) B2 = {b}, S1 = (G1,W ′1 ∪ {(a′2, d2)}), S2 = (G2,W ′2 ∪ {(b, b1), (a1, a′1)});
(1.10) A2 = {a}, B2 = {b}, S1 = (G1,W ′1 ∪ {(c2, d2)}), S2 = (G2,W ′2 ∪ {(a, a1), (b, b1)});
(1.11) S1 = (G1,W ′1), S2 = (G2,W ′2 ∪ {(a1, b1), (c1, d1)}).
Type 2: J = {j1}.
(2.1) S1 = (G1,W ′1 ∪ {(sj1 , c2), (b2, b′2)}), S2 = (G2,W ′2 ∪ {(a1, tj1), (b′1, d1)});
(2.2) S1 = (G1,W ′1 ∪ {(sj1 , d2), (a2, a′2)}), S2 = (G2,W ′2 ∪ {(b1, tj1), (a′1, c1)});
(2.3) S1 = (G1,W ′1 ∪ {(sj1 , a′2), (b′2, d2)}), S2 = (G2,W ′2 ∪ {(a1, tj1), (b1, b′1)});
(2.4) S1 = (G1,W ′1 ∪ {(sj1 , b′2), (a′2, c2)}), S2 = (G2,W ′2 ∪ {(b1, tj1), (a1, a′1)});
(2.5) B2 = {b}, S1 = (G1,W ′1 ∪ {(sj1 , a2), (c2, d2)}), S2 = (G2,W ′2 ∪ {(a1, tj1), (b, b1)});
(2.6) A2 = {a}, S1 = (G1,W ′1 ∪ {(sj1 , b2), (c2, d2)}), S2 = (G2,W ′2 ∪ {(b1, tj1), (a, a1)}).
Type 3: J = {j1, j2}.
(3.1) S1 = (G1,W ′1 ∪ {(sj1 , a2), (sj2 , b2)}), S2 = (G2,W ′2 ∪ {(a1, tj1), (b1, tj2)});
(3.2) S1 = (G1,W ′1 ∪ {(sj1 , b2), (sj2 , a2)}), S2 = (G2,W ′2 ∪ {(b1, tj1), (a1, tj2)}).
In what follows, for a set of paths P, we denote V (P) = ⋃P∈P V (P ).
Lemma 4.9 Let (X1, X2, A1, A2, B1, B2) be a split of a minimally-sided 2-join of G ∈ D
such that X1 is minimal side. Then (G,W) has a solution if and only if in one of the
potential solutions listed above both S1 and S2 have a solution.
proof — Let Rj , for j ∈ {1, 2}, be a chordless path in G[Xj ] whose one endnode is in
Aj , the other in Bj and no interior node is in Aj ∪ Bj (these paths exist by Lemma 2.5).
Furthermore, let I1, I2, J , W ′1 and W ′2 be defined as above. If |J | ≥ 3, then (G,W) has
no solution. So, we may assume that |J | 6 2. Depending on how W interacts with the
2-join (X1, X2) we define different options for S1 and S2 as above. For i = 1, 2, we denote
by Wi the set of terminal pairs of the problem Si.
By Lemma 2.4 and Lemma 2.7(i) we have |A1|, |B1| ≥ 2, and consequently, by
Lemma 2.5, A2 and B2 are both cliques, and if A1 (resp. B1) is not a clique then |A2| = 1
(resp. |B2| = 1).
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(2.1)
(2.2)
(2.3)
(2.4)
(2.5)
(2.6)
Figure 4: Type 2 potential solutions
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(3.1)
(3.2)
Figure 5: Type 3 potential solutions
(⇒:) Let P = {P1, . . . , Pk} be a solution of (G,W) (where for i = 1, . . . , k, Pi is a path
from si to ti) and let Pj = {Pi ∈ P : i ∈ Ij}, for j ∈ {1, 2}. Note that since A2 and B2
are cliques, if a path from P2 contains a vertex from X1, then it contains vertices from
both A1 and B1. We now consider the following cases (that correspond to different types
of interaction of W with 2-join (X1, X2) from the definition of S1 and S2).
Case 1: J = ∅.
First, let us assume that a path Pi from P2 contains a vertex from X1. Then Pi
contains vertices from both A1 and B1. Let P
′
i be the subpath of Pi contained in G[X1].
Then P1 ∪ {P ′′i , c2d2} is a solution of the problem S1 from (1.1), where P ′′i is the path
induced by V (P ′i ) ∪ {a2, b2}, and (P2 ∪ {P ′′′i }) \ {Pi} is a solution of the problem S2 from
(1.1), where P ′′′i is the path induced by (V (Pi)\V (P ′i ))∪{a1, a′1, b1, b′1, c1, d1}. So, in what
follows, we may assume that V (P2) ∩X1 = ∅.
Next assume that V (P1)∩X2 = ∅. If V (P1)∩ (A1∪B1) = ∅, then P1∪{a2a′2, b2b′2} is a
solution of S1 from (1.2) and P2 ∪ {c1d1} is a solution of S2 from (1.2). If V (P1) ∩A1 6= ∅
and V (P1)∩B1 = ∅, then no path from P2 has a vertex in A2 and hence P1 ∪ {b2b′2, a′2c2}
is a solution of S1 from (1.3) and P2 ∪ {a1a′1} is a solution of S2 from (1.3). Similarly, if
V (P1) ∩ A1 = ∅ and V (P1) ∩ B1 6= ∅, then both S1 and S2 from (1.5) have a solution. If
V (P1) ∩ A1 6= ∅ and V (P1) ∩ B1 6= ∅, then no path from P2 has a vertex in A2 ∪ B2 and
hence P1 ∪ {a′2c2d2b′2} is a solution of S1 from (1.7) and P2 ∪ {a1a′1, b1b′1} is a solution of
S2 from (1.7).
We may now assume that V (P1) ∩X2 6= ∅. First, we examine the case when |V (P1) ∩
X2| = 1. Then V (P1) ∩ X2 = {x}, and x ∈ A2 or x ∈ B2. Suppose that x ∈ A2. Then
A1 is not a clique, and hence A2 = {x}. Also, no vertex of a path from P2 is adjacent to
or coincident with x. Let Pi be the path of P1 that contains x, and let P ′i be the path
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of G1 obtained from Pi by replacing x with a2. Also, let P ′1 = (P1 \ {Pi}) ∪ {P ′i}. If
V (P1)∩B1 = ∅, then P ′1∪{b2b′2} is a solution of S1 from (1.4) and P2∪{a1x} is a solution
of S2 from (1.4). If V (P1) ∩ B1 6= ∅, then V (P2) ∩ B2 = ∅ and hence P ′1 ∪ {c2d2b′2} is a
solution of S1 from (1.8) and P2 ∪ {a1x, b1b′1} is a solution of S2 from (1.8). So we have
shown that if x ∈ A2 then either both S1 and S2 from (1.4) have a solution, or both S1
and S2 from (1.8) have a solution. By symmetric argument, if x ∈ B2 then either both S1
and S2 from (1.6) have a solution, or both S1 and S2 from (1.9) have a solution.
Next suppose that V (P1) ∩ X2 = {a, b}, where ab is not an edge. Without loss of
generality, let a ∈ A2 and b ∈ B2. It follows, as above, that A1 and B1 are not cliques,
and hence A2 = {a} and B2 = {b}. Also, no vertex of a path from P2 is adjacent to a
or b. Let Pi (resp. Pj) be the path of P1 that contains a (resp. b), and let P ′i (resp. P ′j)
be the path of G1 obtained from Pi (resp. Pj) by replacing a (resp. b) with a2 (resp. b2).
(Note that in this case possibly Pi = Pj , i.e. the path contains both a and b. In this case
P ′i = P
′
j is the path obtained from Pi = Pj by replacing a with a2 and b with b2.) Then
(P1 \{Pi, Pj})∪{P ′i , P ′j , c2d2} a solution of S1 from (1.10), and P2∪{aa1, bb1} is a solution
of S2 from (1.10).
Finally, suppose that a path Pi from P1 contains an edge of X2. Let P ′i be the subpath
of Pi contained in G[X2], P
′′
i the path induced by (V (Pi) \ V (P ′i )) ∪ {a2, a′2, b2, b′2, c2, d2},
and P ′′′i the path induced by V (P
′
i ) ∪ {a1, b1}. Then (P1 \ {Pi}) ∪ {P ′′i } is a solution of S1
from (1.11) and P2 ∪ {P ′′′i , c1d1} is a solution of S2 from (1.11).
Case 2: |J | = 1.
Let J = {j}. So Pj ∈ P is a path from sj to tj . We consider the case when V (Pj)∩A1
and V (Pj) ∩ A2 are both non-empty, and show that in that case in one of the cases (2.1),
(2.3) or (2.5), both S1 and S2 have a solution. The case when V (Pj)∩B1 and V (Pj)∩B2
are both non-empty is handled similarly and leads to S1 and S2 both having a solution
in one of the cases (2.2), (2.4) or (2.6). So assume that both V (Pj) ∩ A1 and V (Pj) ∩ A2
are non-empty. Let P 1j (resp. P
2
j ) be the sja
′-subgraph (resp. a′′tj-subpath) of Pj , where
V (Pj)∩A1 = {a′} (resp. V (Pj)∩A2 = {a′′}). Furthermore, let P ′j be the path induced by
V (P 1j ) ∪ {a2, a′2, c2} and P ′′j be the path induced by V (P 2j ) ∪ {a1}.
First, let us assume that no path from P1 ∪ {P 1j } has a vertex in B2. If no path from
P1 ∪ {P 1j } has a vertex in B1, then P1 ∪ {P ′j , b2b′2} is a solution of S1 from (2.1) and
P2 ∪{P ′′j , b′1d1} is a solution of S2 from (2.1). If some path from P1 ∪{P 1j } has a vertex in
B1, then no path from P2 has a vertex in B2. Hence, P1 ∪ {P ′j \ {c2}, b′2d2} is a solution of
S1 from (2.3) and P2 ∪ {P ′′j , b1b′1} is a solution of S2 from (2.3).
Let us now assume that a path from P1 ∪ {P 1j } has a vertex in B2. Then this path
has two vertices in B1, which implies that B1 is not a clique and hence that B2 has a
single vertex b. So, no vertex from a path from P2 is adjacent to b. Let Pi be the path
of P1 ∪ {P 1j } that contains b, and let P ′i be the path of G1 obtained from Pi by replacing
b with b2. Now, if Pi 6= P 1j , then (P1 ∪ {P ′j \ {a′2, c2}, P ′i , c2d2}) \ {Pi} is a solution of S1
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from (2.5); if Pi = P
1
j , then P1∪{P ′i \{a′2, c2}, c2d2} is a solution of S1 from (2.5). Clearly,
P2 ∪ {P ′′j , bb1} is a solution of S2 from (2.5).
Case 3: |J | = 2.
Let J = {j1, j2}. So Pj1 , Pj2 ∈ P are paths from sj1 to tj1 and from sj2 to tj2 ,
respectively. Then no path from P \ {Pj1 , Pj2} has a vertex in both X1 and X2. For
s, r ∈ {1, 2}, let P sjr be the subpath of Pjr contained in G[Xs]. Let P ′jr (resp. P ′′jr), for
r ∈ {1, 2}, be the path induced by V (P 1jr)∪{a2} (resp. V (P 2jr)∪{a1}) if an endnode of P 1jr
(resp. P 2jr) is in A1 (resp. A2), or the path induced by V (P
1
jr
) ∪ {b2} (resp. V (P 2jr) ∪ {b1})
if an endnode of P 1jr (resp. P
2
jr
) is in B1 (resp. B2). So, if an endnode of P
1
j1
is in A1 (resp.
B1), then P1 ∪ {P ′j1 , P ′j2} is a solution of S1 from (3.1) (resp. (3.2)) and P2 ∪ {P ′′j1 , P ′′j2} is
a solution for S2 from (3.1) (resp. from (3.2)).
(⇐:) Let P1 be a solution of S1 and P2 a solution of S2 of some potential solution. We
consider the following cases.
Case 1: J = ∅.
Suppose that S1 and S2 are from (1.1). Let Pi ∈ P1 be the path from a2 to b2.
Since c2d2 ∈ P1, Pi contains a vertex of A1 and a vertex of B1. So no path from P1 \
{Pi, c2d2} contains a vertex from A1 ∪ B1. Hence, if no path from P2 contains a vertex
from {a1, a′1, b1, b′1, c1, d1}, then (P1 ∪ P2) \ {Pi, c2d2} is a solution of (G,W). So we may
assume that Pj ∈ P2 contains a vertex of {a1, a′1, b1, b′1, c1, d1}. Since A2 and B2 are cliques
it follows that Pj contains all vertices of {a1, a′1, b1, b′1, c1, d1}. Let P ′j be the subgraph of
Pj contained in G[X2]. Furthermore, let P
′
i be the path induced by V (Pi) \ {a2, b2}, and
P ′′j be the path induced by V (P
′
i ) ∪ V (P ′j). Then (P1 \ {Pi, c2d2}) ∪ (P2 \ {Pj}) ∪ {P ′′j } is
a solution for (G,W).
If S1 and S2 are from (1.2), then V (P1) \ {a2, a′2, b2, b′2} ⊆ X1 \ (A1 ∪B1) and V (P2) \
{c1, d1} ⊆ X2 (as A2 and B2 are cliques), and hence (P1 ∪ P2) \ {c1d1, a2a′2, b2b′2} is a
solution of (G,W).
If S1 and S2 are from (1.3) (resp. (1.5)), then V (P1) \ {a′2, b2, b′2, c2} ⊆ X1 \ B1 (resp.
V (P1) \ {a2, a′2, b′2, d2} ⊆ X1 \ A1) and no path from P2 has a vertex in A2 (resp. B2).
Hence (P1 ∪ P2) \ {a1a′1, b2b′2, a′2c2} (resp. (P1 ∪ P2) \ {b1b′1, a2a′2, b′2d2}) is a solution of
(G,W).
Suppose that S1 and S2 are from (1.4). Then no path of P2 \ {aa1} contains a vertex
that is adjacent to or coincident with the vertex of A2, and no path of P1 contains a vertex
of B1. So, if V (P1)∩{a2} = ∅, then clearly (P1 ∪P2) \ {aa1, b2b′2}) is a solution of (G,W).
Now suppose that a path Pi ∈ P1 contains a2. Let P ′i be the path obtained from Pi by
replacing a2 by a. Then (P1∪P2∪{P ′i})\{Pi, aa1, b1b′1} is a solution of (G,W). Similarly,
if S1 and S2 are from (1.6), then (G,W) has a solution.
If S1 and S2 are from (1.7), then no path from P2 has a vertex in A2 ∪ B2 and hence
(P1∪P2) \ {a1a′1, b1b′1, Pt} is a solution of (G,W), where Pt ∈ P1 is the path from a′2 to b′2.
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Suppose that S1 and S2 are from (1.8). Then no path of P2 \ {aa1, b1b′1} contains a
vertex that is adjacent to or coincident with the vertex of A2, nor coincident with a vertex
of B2. Let Pt be the path of S1 from c2 to b′2. If V (P1)∩{a2} = ∅, then clearly (P1 ∪P2) \
{aa1, b1b′1, Pt} is a solution of (G,W). So, suppose that a path Pi ∈ P1 contains a2. Let P ′i
be the path obtained from Pi by replacing a2 by a. Then (P1∪P2∪{P ′i})\{Pi, aa1, b1b′1, Pt}
is a solution of (G,W). Similarly, if S1 and S2 are from (1.9), then (G,W) has a solution.
Suppose that S1 and S2 are from (1.10). Then no path of P2 contains a vertex that
is adjacent to or coincident with a node of A2 ∪ B2. If a2 (resp. b2) is contained in some
path of P1 then replace it by a (resp. b). Let P ′1 be the resulting set of paths. Then
(P ′1 ∪ P2) \ {aa1, bb1, c2d2} is a solution of (G,W).
Finally suppose that S1 and S2 are from (1.11). Let P ′ be the path of P2 from a1
to b1. If V (P1) ∩ {a2, a′2, c2, d2, b′2, b2} = ∅, then P1 ∪ (P2 \ {P ′, c1d1}) is a solution of
(G,W). If some path of P1 contains a2 (resp. b2) and no other vertex of the marker path,
then replace a2 (resp. b2) in that path by a vertex a ∈ A2 (resp. b ∈ B2), and let P ′1
be the resulting family of paths. Note that by Lemma 2.5 2-join (X1, X2) is consistent
and hence we may choose a and b to be non-adjacent. Then P ′1 ∪ (P2 \ {P ′, c1d1}) is a
solution of (G,W). So we may assume that some path Pi of P1 contains all of the vertices
a2, a
′
2, c2, d2, b
′
2, b2. Let P
′
i be the path of G induced by (V (Pi) ∩X1) ∪ (V (P ′) \ {a1, b1}).
Then (P1 \ {Pi}) ∪ (P2 \ {P ′, c1d1}) ∪ {P ′i} is a solution for (G,W).
Case 2: |J | = 1.
Let J = {j}, and P 1j ∈ P1 be the path from sj to the appropriate vertex of the
marker path P 2. First, suppose that S1 and S2 are from (2.1) (resp. (2.2)), and let P 2j ∈
P2 be the path from tj to a1 (resp. b1). Furthermore, let Pj be the path induced by
(V (P 1j ) ∪ V (P 2j )) \ {a2, a′2, c2, a1} (resp. (V (P 1j ) ∪ V (P 2j )) \ {b2, b′2, d2, b1}). Then no path
from P1 has a vertex in B1 (resp. A1), and hence (P1 ∪ P2 ∪ {Pj}) \ {P 1j , P 2j , b′1d1, b2b′2}
(resp. (P1 ∪ P2 ∪ {Pj}) \ {P 1j , P 2j , a′1c1, a2a′2}) is a solution for (G,W).
Next, suppose that S1 and S2 are from (2.3) (resp. (2.4)), and let P 2j ∈ P2 be the path
from tj to a1 (resp. b1). Furthermore, let Pj be the path induced by (V (P
1
j ) ∪ V (P 2j )) \
{a2, a′2, a1} (resp. (V (P 1j ) ∪ V (P 2j )) \ {b2, b′2, b1}). Then no path from P2 has a vertex in
B2 (resp. A2), and hence (P1 ∪ P2 ∪ {Pj}) \ {P 1j , P 2j , b1b′1, b′2d2} (resp. (P1 ∪ P2 ∪ {Pj}) \
{P 1j , P 2j , a1a′1, a′2c2}) is a solution for (G,W).
Suppose that S1 and S2 are from (2.5), and let P 2j ∈ P2 be the path from tj to a1. If
P 1j contains b2 then let Pj be the path induced by (V (P
1
j )∪V (P 2j )\{a2, b2, a1})∪{b}, and
otherwise let Pj be the path induced by (V (P
1
j ) ∪ V (P 2j )) \ {a2, a1}. If no path of P1 \ P 1j
contains b2 then (P1 ∪P2 ∪ {Pj}) \ {P 1j , P 2j , bb1, c2d2} is a solution for (G,W). So suppose
that Pi ∈ P1 \ {P 1j } contains b2. Let P ′i be the path obtained from Pi by replacing b2 with
b. Then (P1 ∪ P2 ∪ {P ′i , Pj}) \ {Pi, P 1j , P 2j , bb1, c2d2} is a solution for (G,W). Similarly, if
S1 and S2 are from (2.6), then (G,W) has a solution.
Case 3: |J | = 2.
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Let J = {j1, j2}. Suppose that S1 and S2 are from (3.1). Let P 1j1 , P 1j2 ∈ P1 be the
paths from sj1 to a2 and from sj2 to b2, respectively, and let P
2
j1
, P 2j2 ∈ P2 be the paths
from tj1 to a1 and from tj2 to b1, respectively. Furthermore, let Pj1 be the path induced
by (V (P 1j1)∪V (P 2j1))\{a1, a2} and Pj2 be the path induced by (V (P 1j2)∪V (P 2j2))\{b1, b2}.
Then (P1 ∪ P2 ∪ {Pj1 , Pj2}) \ {P 1j1 , P 2j1 , P 1j2 , P 2j2} is a solution for (G,W). Similarly, if S1
and S2 are from (3.2), then (G,W) has a solution. 2
By the previous lemma, in order to solve (G,W) it is enough to solve S1 and S2 in
each of the potential solutions explained above. This will be recorded in the corresponding
o-graph. Further, we note that in our main algorithm the graph G1 is going to be basic
(we use the decomposition tree TG), so all the problems S1 can be solved using Lemma 4.5.
Let GF ,O be an o-graph such that G ∈ D has a 2-join (X1, X2). Further, we assume
that (X1, X2) is a minimally-sided 2-join of G such that X1 is the minimal side. Let G
1 and
G2 be the blocks of decompositions w.r.t. this 2-join and P 1 and P 2 the marker paths used
to build these blocks (P j is contained in G3−j , for j ∈ {1, 2}). Let the extended marker
path P 1ext of G
2 be the path obtained by adding to P 1 vertex a if it is the unique vertex of
A2 and b if it is the unique vertex of B2. Note that, by this definition, P
1
ext is a flat path
of length at most 7. In what follows we define the o-graph G2F2,O2 .
For j ∈ {1, 2}, let F ′j be the set of flat paths F that are contained in Xj , together with
the set of paths P ∈ F of length 0 contained in Xj . Let F0 = F \ (F ′1 ∪ F ′2). So, F0
contains only flat paths. By Lemma 2.7 and Remark 2.8, for every P ∈ F0, the set P ∩X2
is of size 1 and contained in A2 ∪B2. Furthermore, since P is a flat path of length greater
than 1, if P ∩A2 6= ∅, then |A2| = 1 and similarly if P ∩B2 6= ∅, then |B2| = 1.
Let us now define F2 and O2. If F ′1 ∪ F0 = ∅, then F2 = F ′2 and otherwise F2 =
F ′2 ∪ {P 1ext}. Next, for every W ∈ O and every potential solution associated with the
problem (G,W) we solve the corresponding problem S1 and if it has a solution we add the
set of terminal pairs of the corresponding problem S2 to O2, except when S1 from (1.1) has
a solution. In this last case, we add the set of terminal pairs of the corresponding problem
S2 to O2 and we disregard all other potential solutions forW. By construction, all terminal
vertices of S2 are in the paths from F ′2 ∪ {P 1ext}. Further, if each terminal vertex of W is
in a path from F ′2 (in particular when F ′1 ∪F0 = ∅), then all terminal vertices of a set that
is added to O2 are in the paths from F ′2. Indeed, then in potential solution (1.1) we have
S1 = (G1, {(a2, b2), (c2, d2)}), which has a solution since (X1, X2) is a consistent 2-join (by
Lemma 2.5). Hence, only the set of terminals for S2 from the potential solution (1.1) is
added to O2, and this set contains only vertices from paths of F ′2. So, (G2,F2,O2) is a
well-defined o-graph.
Lemma 4.10 Let GF ,O be an o-graph such that G ∈ D, and let (X1, X2) be a minimally
sided 2-join of G such that X1 is minimal side. Further, let G
1 and G2 be the blocks
of decompositions w.r.t. this 2-join and G2F2,O2 o-graph constructed above. Then GF ,O is
linkable if and only if G2F2,O2 is linkable.
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proof — Suppose G2F2,O2 is linkable. Then GF ,O is linkable as shown by Lemma 4.9 and
the definition of G2F2,O2 .
So, suppose that GF ,O is linkable, that is some problem (G,W) with W ∈ O has a
solution. Then the converse also follows from Lemma 4.9, except in the case when for
(G,W) the problem S1 from (1.1) has a solution. Recall that in this case we add the set of
terminal pairs of problem S2 from (1.1) to O2 and disregard all other potential solutions
for W. Since W is of type 1 and (G,W) has a solution, by Lemma 4.9 problem S ′2 from
(1.i), for some i = 1, . . . , 11 has a solution. This implies that S2 from (1.1) has a solution
since the set of pairs of terminals for S2 is a subset of the one for S ′2. Hence, G2F2,O2 is
linkable. 2
Theorem 4.11 Let c ∈ N be a constant. There is an algorithm with the following specifi-
cations:
Input: An o-graph GF ,O, where |F| ≤ c and G ∈ D.
Output: YES if GF ,O is linkable, and NO otherwise.
Running time: O(n6).
proof — In [20] an O(n2m)-time algorithm is given for recognizing whether a graph
belongs to B. If G ∈ B, then the problem can be solved in time O(n5) using Corollary 4.8.
So we may assume that G ∈ D \ B. By Theorem 2.1, G has a 2-join, and by Lemma 2.4
G has no star cutset. Using Lemma 2.9 we build a 2-join decomposition tree TG in time
O(n4m) and use the notation from the definition of TG.
Description and correctness of the algorithm. We now process the decomposition
tree TG from its root G
0 = G and the associated o-graph G0F0,O0 (where F0 = F and
O0 = O). For each 0 ≤ i ≤ p − 1 we build the o-graph (Gi+1,F i+1,Oi+1). Then, by
Lemma 4.10, GF ,O is linkable if and only if (Gp,Fp,Op) is linkable. So, it is enough to
check whether (Gp,Fp,Op) is linkable; since Gp ∈ B, this can be done using Corollary 4.8
(in the next paragraph we will verify that all hypothesis to Corollary 4.8 hold).
Complexity of the algorithm. Let |F| = t. We prove that for each i ∈ {0, 1, . . . , p},
|F i| ≤ t. Our proof is by induction on i. So, suppose that this is true for i ≤ p− 1 and let
us prove it for i + 1. Note that F i+1 is obtained from F i by adding at most one element
(that corresponds to the extended marker path of Gi+1) and removing all elements from F i
that are in the corresponding set F ′1 ∪F0. So, |F i+1| ≤ |F i| ≤ t, unless in (Gi,F i,Oi) the
set of corresponding paths F ′1 ∪ F0 is empty. But then the extended marker path of Gi+1
is not an element of F i+1, and hence F i+1 ⊆ F i, which implies |F i+1| ≤ t. In particular,
since |F| ≤ c, we have |F i| ≤ c, for 0 ≤ i ≤ p.
Let us now examine the complexity of our algorithm. By Lemma 4.7 and previous
paragraph, for each i ∈ {0, 1, . . . , p − 1}, to build o-graphs (Gi+1,F i+1,Oi+1) from the o-
graph (Gi,F i,Oi) it is enough to solve at most 11 · |Oi| ≤ 11 · 28c(8c)! Induced Disjoint
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Paths problems on Gi+1B (since for each problem (G
i,W), where W ∈ Oi we need to solve
at most 11 problems from the potential solutions) and each of these problems has at most
4|F i| ≤ 4c terminal pairs. So, by Lemma 4.5, we can build o-graphs (Gk+1,Fk+1,Ok+1),
for i ∈ {0, 1, . . . , p−1}, in time O(p ·n5) = O(n6) (since p = O(n) by Lemma 2.9). Finally,
using Corollary 4.8 we can check if (Gp,Fp,Op) is linkable in time O(n5). 2
Theorem 4.12 For a fixed integer k, there is an algorithm with the following specifica-
tions:
Input: A graph G ∈ D and a set of pairs W = {(s1, t1), (s2, t2), . . . , (sk, tk)} of vertices
of G such that all 2k vertices are distinct and the only possible edges between these
vertices are of the form siti, for some 1 6 i 6 k.
Output: YES if the problem (G,W) has a solution, and NO otherwise.
Running time: O(n6).
proof — Let GF ,O be the o-graph defined with F = {si : 1 ≤ i ≤ k} ∪ {ti : 1 ≤ i ≤ k}
and O = {W}. Then GF ,O is linkable if and only if (G,W) has a solution. Hence, to solve
the given problem it is enough to apply Theorem 4.11 for GF ,O. 2
Corollary 4.13 For graphs in D the k-Induced Disjoint Paths problem is fixed-
parameter tractable, when parameterized by k.
proof — Let (G,W) be an instance of the k-Induced Disjoint Paths problem. As
in the proof of Corollary 3.7, we conclude that the problem (G,W) can be solved in time
22kh(k)n5 for graphs in B. Now, for each i ∈ {0, 1, . . . , p} the algorithm from Theorem 4.12
has at most 11 · 216k(16k)! calls to the algorithm from Lemma 4.5 (here c = 2k), p ≤ n (by
Lemma 2.9) and in each call of Lemma 4.5 we solve a problem with at most 8k terminal
pairs. We conclude that the problem (G,W) can be solved in time
(p+ 1) · 11 · 216k(16k)!216kh(8k)n5 ≤ 22 · 232k(16k)!h(8k)n6
for graphs in D. 2
4.4 Induced disjoint paths on C and some related problems
Theorems 2.1, 4.4 and 4.12 directly imply the following theorem.
Theorem 4.14 There is an algorithm with the following specifications:
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Input: A graph G ∈ C and a set of pairs W = {(s1, t1), (s2, t2), . . . , (sk, tk)} of vertices
of G such that all 2k vertices are distinct and the only possible edges between these
vertices are of the form siti, for some 1 6 i 6 k.
Output: YES if the problem (G,W) has a solution, and NO otherwise.
Running time: O(n2k+6).
In what follows we consider several problems (for graphs in C) that are related to the
k-Induced Disjoint Paths problem. The first is in fact its generalization.
Let k be a fixed integer (that is not part of the input), G a graph and W =
{(s1, t1), (s2, t2), . . . , (sk, tk)} a multiset of pairs of vertices of G (so, pairs need not be
disjoint, there may be edges between vertices from W =
⋃k
i=1{si, ti} that are not of the
form siti and we allow (si, ti) = (sj , tj), for i 6= j). Again, we say that vertices of W are
terminals of W.
We consider the following problem: decide whether there exist k paths Pi = si . . . ti,
1 6 i 6 k, that are vertex-disjoint except that they can have a common endnode, and
such that there are no edges between vertices of these paths except those on the paths and
the ones from G[W ]. For this problem we use the same notation as for the k-Induced
Disjoint Paths problem, that is, we denote it with (G,W).
Theorem 4.15 There is an algorithm with the following specifications:
Input: A graph G ∈ C and a multiset W = {(s1, t1), (s2, t2), . . . , (sk, tk)} of pairs of
vertices of G.
Output: YES if the problem (G,W) has a solution, and NO otherwise.
Running time: O(n4k+6).
proof — Let W =
⋃k
i=1{si, ti} be the set of terminals of W in G. First, let Q be
the multiset of all pairs of type (v, v) from W. Furthermore, let Q = ⋃(v,v)∈Q{v} and
N =
(
Q ∪⋃v∈QN(v))\W ′, where W ′ is the set of terminals of the multisetW \Q. Then
the problem (G,W) is equivalent to (G \N,W \Q). So, we may assume that si 6= ti, for
1 6 i 6 k.
Next, let F be the multiset of all pairs of type (v, w) from W such that vw is an edge
of G. Furthermore, let F =
⋃
(v,w)∈F{v, w} and N =
(⋃
v∈F N(v)
) \ W ′, where W ′ is
the set of terminals of the multiset W \ F . Then the problem (G,W) is equivalent to
(G \N,W \ F). So, we may also assume that siti is not an edge of G, for 1 6 i 6 k.
Let W = {w1, w2, . . . , ws} (here W is a set), Wj = {i | si = wj or ti = wj} and
kj = |Wj |, for 1 6 j 6 s. Now, let us assume that (G,W) has a solution P. Then for each
j, wj is an endnode of kj paths from P and the set of neighbors Nj of wj on these paths
is contained in N(wj) (note that |Nj | = kj). Let N =
⋃s
j=1Nj . If v ∈ Nj ∩Ni, for some
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j 6= i, then v is on path of P of length 2, v has no other neighbors in N and is not contained
in Nt, for t 6∈ {i, j}; if for v′, v′′ ∈ N , v′v′′ is an edge of G, then v′ and v′′ are on the same
path of a solutions of (G,W) (these two conditions are later called conditions (∗)). Let S
be the set of vertices that are in more than one of the sets Ni. Then a solution of (G,W)
gives a solution of (G′,W ′), where G′ is the graph obtained from G by removing all vertices
from W ∪ S and all neighbors of vertices from S, and W ′ is certain set of pairs of vertices
of N \S, that satisfies conditions of Theorem 4.14. So, now it is clear that to solve (G,W)
it is enough to do the following. For every 1 6 j 6 k choose a kj-element subset Nj of
N(wj), check if these subsets satisfy the conditions (∗), build the corresponding problem
(G′,W ′) and use Theorem 4.14 to solve it. If for at least one choice of the subsets Nj the
corresponding problem (G′,W ′) has a solution we return YES, and otherwise return NO.
We have |N(wj)| = O(n) and |Nj | = kj , so the subset Nj can be chosen in O(nkj ) ways.
Hence, all subsets Nj , for 1 6 j 6 s, can be chosen in O(n2k) ways, since
∑s
j=1 kj = 2k.
So, in our algorithm we solve O(n2k) problems of type (G′,W ′) (using Theorem 4.14), and
hence its running time is O(n4k+6). 2
Now, we list some problems that can be reduced to the problem (G,W) from the
previous theorem. These reductions are simple and given in more details in [9] and [13]
(there the reductions are given for claw-free graphs, but they work equally well in general).
Throughout k is fixed.
4.4.1 k-in-a-Path
The problem k-in-a-Path is to decide whether there is a chordless path in G that contains
given vertices v1, v2, . . . , vk of G. To solve this problem it is enough to solve k! problems
(G,W), whereW = {(vσ(1), vσ(2)), (vσ(2), vσ(3)), . . . , (vσ(k−1), vσ(k))} and σ is a permutation
of {1, 2, . . . , k}. So, by Theorem 4.15 the problem k-in-a-Path can be solved in time
O(n4k+6) for graphs in C.
4.4.2 H-Anchored Induced Topological Minor
Let H be a fixed graph with vertex set {x1, x2, . . . , xk}, l edges and s isolated ver-
tices (then l 6
(
k
2
)
and s 6 k). The problem H-Anchored Induced Topolog-
ical Minor is to decide whether for the given vertices v1, v2, . . . , vk of G there ex-
ists an induced subgraph of G that is isomorphic to a subdivision of H such that the
isomorphism maps vi to xi, for 1 6 i 6 k. We may assume that if xi is an iso-
lated vertex of H, then vi is not adjacent to vj for j 6= i, since otherwise the prob-
lem clearly does not have a solution. This problem is equivalent to (G,W), where
W = {(vi, vj) |xixj is an edge of H} ∪ {(vi, vi) |xi is an isolated vertex of H}, so by The-
orem 4.15 it can be solved in time O(n4(l+s)+6) for graphs in C.
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4.4.3 H-Induced Topological Minor
Let H be a fixed graph with vertex set {x1, x2, . . . , xk}, l edges and s isolated vertices
(then l 6
(
k
2
)
and s 6 k). The problem H-Induced Topological Minor is to decide
whether G contains (as an induced subgraph) a subdivision of H. To solve this problem
it is enough to solve H-Anchored Induced Topological Minor problem for any k
distinct vertices of G. So this problem can be solved in time O(nk+4(l+s)+6) for graphs
in C.
4.4.4 k-in-a-Tree
The problem k-in-a-Tree is to decide whether there is an induced tree of G that contains
given vertices v1, v2, . . . , vk of G. The problem is trivial for k = 1, so we may assume
that k ≥ 2. Let us suppose that this problem has a solution, and let T ′ be a minimal
tree (w.r.t. inclusion) that contains vertices v1, v2, . . . , vk. Then all leaves of T
′ are from
{v1, v2, . . . , vk}, and hence T ′ is an induced subdivision of a tree T that satisfies: all leaves
and vertices of degree 2 of T are from {v1, v2, . . . , vk} and all vertices from {v1, v2, . . . , vk}
are vertices of T . Note that T has at most 2k−2 vertices. Indeed, if T has e edges, v vertices,
a leaves and b vertices of degree 2, then 2v−2 = 2e = ∑u∈V (T ′) deg u ≥ a+2b+3(v−a−b),
and hence v 6 2a+ b− 2 6 2k − 2.
So, to solve k-in-a-Tree for a graph G ∈ C (and its vertices {v1, v2, . . . , vk}) it is
enough to do the following. First, we find the set S of all non-isomorphic trees T with at
least k, but at most 2k − 2 vertices, and such that the total number of leaves and degree
2 vertices of T is at most k. Then |S| is bounded by a constant (depending on k), and
hence the set S can be found in constant time. Now, for each T ∈ S we do the following.
First, we choose s − k vertices from V (G) \ {v1, v2, . . . , vk}, where s is the number of
vertices of T , and label them with vk+1, vk+2, . . . , vs arbitrarily. This can be done in time
O(ns−k) = O(nk−2). Let a be the number of leaves and b the number of degree 2 vertices
of T . Now, we assign labels {1, 2 . . . , s} to vertices of T (we build several instances of such
assignments) and solve the appropriate T -Anchored Induced Topological Minor
problem. First, we choose a set A of a distinct vertices from {v1, v2, . . . , vk} and then label
the leaves of T with a permutation of the appropriate a indices. Next, we choose a set
B of b distinct vertices from {v1, v2, . . . , vk} \ A and then label the degree 2 vertices of T
with a permutation of the appropriate b indices. The remaining vertices of V (T ) (which
are all of degree at least 3) are then label with a permutation of indices of elements from
{v1, v2, . . . , vs} \ (A ∪B). So, the total number of T -Anchored Induced Topological
Minor problem that is obtained is bounded by a constant (depending on k), and each of
them can be solved in time O(n4(s−1)+6) = O(n8k−6).
Hence, the problem k-in-a-Tree can be solved in time O(nk−2 ·n8k−6) = O(n9k−8) for
graphs in C.
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5 When k is part of the input
In the previous section we proved that the problems k-Induced Disjoint Paths, k-in-
a-Path and k-in-a-Cycle are polynomially solvable on C for any fixed k. Using the
reductions similar to the ones used in [9], we prove that these problems are NP-complete
in the class of line graphs of triangle-free chordless graphs when k is part of the input, and
hence in C.
Theorem 5.1 The Induced Disjoint Paths problem is NP-complete for the class of
line graphs of triangle-free chordless graphs.
proof — We can check in polynomial time if a given collection of paths is a solution
of an instance of the Induced Disjoint Paths problem. Hence, this problem is in NP.
To prove the NP-completeness of this problem in the class of line graphs of triangle-free
chordless graphs, we reduce from the Disjoint Paths problem, which is NP-complete [15].
Let G be a graph and (s1, t1), (s2, t2), . . . , (sk, tk) disjoint pairs of vertices from G that
are terminals of an instance S of the Disjoint Paths on G. Also, let G′ be the graph
obtained from G by subdividing each of its edges once. Then G′ is chordless and triangle-
free and S is equivalent with the instance S ′ of the Disjoint Paths problem on G′ with the
same terminals. Let G′′ be the graph obtained from G′ by adding new vertices s′i and t
′
i, and
edges s′isi and tit
′
i, for 1 6 i 6 k (the graph G′′ remains chordless and triangle-free). Then
S ′ has a solution if and only if the problem (L(G′′),W), whereW = {(s′isi, t′iti) | 1 6 i 6 k},
has a solution. This completes our reduction, since L(G′′) is the line graph of a triangle-free
chordless graph. 2
A graph is cubic if the degree of each of its vertices is 3. A path of a graph G is
Hamiltonian if it contains all vertices of G. The Hamiltonian Path problem is to decide
whether the given graph has a Hamiltonian path.
Theorem 5.2 The k-in-a-Path problem and the k-in-a-Cycle problem are NP-complete
in the class of line graphs of triangle-free chordless graphs, when k is part of the input.
proof — We can check in polynomial time if a given path (resp. cycle) is a solution of
an instance of the k-in-a-Path (resp. k-in-a-Cycle) problem, and hence both problems
are in NP. To prove the NP-completeness of these problem in the class of line graphs of
triangle-free chordless graphs, we reduce from the Hamiltonian Path problem, which is
NP-complete for cubic graphs (see [11, problem GT39]).
Let G be a cubic graph and S the instance of the Hamiltonian Path problem for G.
We build the graph G′ from G as follows. For each u ∈ V (G) we build a triangle u1u2u3
of G′, and {ui | 1 6 i 6 3, u ∈ V (G)} is the set of vertices of G′. Next, for each edge uv of
G we build exactly one edge uivj , for some i, j ∈ {1, 2, 3}, such that each vertex of G′ is of
degree 3 (so, for u ∈ V (G), i ∈ {1, 2, 3}, ui is adjacent to uj , for j ∈ {1, 2, 3} \ {i}, and to
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a vertex vs for some v ∈ N(u) and s ∈ {1, 2, 3}). It is proved in [9] that S has a solution if
and only if G′ has a path that passes through all edges from {u1u2 |u ∈ V (G)}. We call the
latter problem S ′. Now, let G′′ be the graph obtained from G′ by subdividing each edge of
G′, that is, each edge xy of G′ is replaced with the path xvxyy (where vxy is of degree 2 in
G′′). Note that G′′ is triangle-free and chordless. Then it is clear that S ′ has a solution if
and only if G′′ has a path that passes through all edges from {u1vu1u2 , u2vu1u2 |u ∈ V (G)}.
We call the later problem S ′′. Since the paths of G′′ are in one-to-one correspondence with
induced paths of L(G′′), the problem S ′′ has a solution if and only if there is an induced path
of L(G′′) that passes through all vertices from {u1vu1u2 , u2vu1u2 |u ∈ V (G)} ⊆ V (L(G′′)).
This completes our reduction, since L(G′′) is the line graph of a triangle-free chordless
graph.
For the k-in-a-Cycle problem analogous reduction is made from the Hamiltonian
Cycle problem, which is again NP-complete for cubic graphs (see [11]). 2
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