In this paper, we present a new approach to linearizing zero-one quadratic minimization problem which has many applications in computer science and communications. Our algorithm is based on the observation that the quadratic term of zero-one variables has two equivalent piece-wise formulations, convex and concave cases. The convex piece-wise objective function and/or constraints play a great role in deducing small linearization. Further tight strategies are also discussed.
Introduction
In this article, we consider the zero-one quadratic programming problem P: min (1.1) This problem is a generalization of unconstrained zero-one quadratic problems, zero-one quadratic knapsack problems, quadratic assignment problems and so on. It is clearly NP-hard.
Linearization strategies are to reformulate the zeroone quadratic programs as equivalent mixed-integer programming problems (1.1) and (1.3) with additional binary variables and/or continuous variables and continuous constraints, see [1, 2, 3, 6, 7, 8, 9, 10, 12, 13] . The main contributions of this article is to present a simple approach to linearizing zero-one quadratic minimization problem. It is based on the observation that the quadratic term of zero-one variables has two equivalent piece-wise formulations, convex and concave cases. Small linearization is obtained based on reformulating the corresponding convex piece-wise objective function and/or constraints.
Recently, Sherali and Smith [14] developed small linearizations for (1.1) -(1.3), which is more general with structure. The linearization generated by our approach is smaller. More tight linearization strategies are proposed in this article for further improvement.
This article is organized as follows. In section 2, we shortly describe the existing efficient linearization approach. In section 3, we introduce our approach and represent the linearized model. Tight linearization strategies are developed in section 4. We conclude the paper in section 5. 
The Existing Efficient Linearization Approach
,, It was shown in [14] that Problems BP and P are equivalent in the sense that for each feasible solution to one problem, there exists a feasible solution to the other problem having the same objective value. Furthermore, let x be part of an optimal solution to Problem BP. Then x solves Problem P.
Besides, BP can be improved by the additional cuts min min max 
A Representation Approach
Motivated by [15] , we first reveal the relation between general quadratic and piece-wise linear terms for zero-one variables.
Lemma 3.1 let {0,1} .
the left hand side of (3.1) is clearly 0 and the right hand side becomes It is easy to see that the equivalence of Proposition 3.1 holds if we restrict the variables to be zeros or ones. Next we show the existence of such equivalent 'convex' piece-wise linear program for zero-one quadratic minimization problem. Proof. Clearly, the maximum of several linear functions is convex and the minimum is concave. Then (3.1) and (3.2) in Lemma 3.1 provide the convex and concave formulations, respectively. Therefore, for any given zeroone quadratic minimization problem, we can obtain an equivalent convex piece-wise linear program by using (3.1) and/or (3.2) . Note that we use (3.1) and (3.2) simultaneously only when handling equality constraints, see also Corollary 3.1. Actually, the linearization generated by our convex piecewise approach coincides theirs.
Tight Strategies
We show Lemma 3.1 can be strengthened. Define 
As pointed by one referee, the enhancing lower and upper bounding parameters approach was first developed in [3] .
Here we notice that , , , },
denotes the convex hull of the set S, and (4.13) -(4.14) holds due to the fact 
. Conclusions
In this article, we discuss small linearizations for the zero-one quadratic minimization problem. We present the equivalence of quadratic terms and piece-wise linear terms for zero-one variables. There are two piece-wise formulations, convex and concave cases. We show the smaller linearization is based on the convex piece-wise objective function and constraints. Linearization generated by our approach is smaller than that in [14] . Our approach can be easily extended to linearize polynomial zero-one minimization problems.
Further tight strategies are also discussed such as enhancing the lower and upper bounding parameters, strengthening existing cuts and adding new cuts.
