Abstract. An iterative substructuring method for the system of linear elasticity in three dimensions is introduced and analyzed. The pure displacement formulation for compressible materials is discretized with the spectral element method. The resulting sti ness matrix is symmetric and positive de nite. The method proposed provides a domain decomposition preconditioner constructed from local solvers for the interior of each element, and for each face of the elements and a coarse, global solver related to the wire basket of the elements. As in the scalar case, the condition number of the preconditioned operator is independent of the number of spectral elements and grows as the square of the logarithm of the spectral degree.
chanics require the solution of large and sparse linear systems of equations. In the past, such systems have often been solved by direct methods. These methods are limited by their high arithmetical costs, memory requirements, and poor scalability on parallel computers. In order to overcome these limitations, a great deal of research has in recent years focused on the design and analysis of e cient iterative methods. Solvers which combine a Krylov space accelerator with a robust preconditioner have been shown to outperform direct solvers in large three-dimensional elasticity computations; see Dickinson and Forsyth 11] , Farhat and Roux 14] and the references therein. Domain decomposition provides some of the best preconditioners for elliptic problems; see Smith, Bj rstad and Gropp 35] for a general introduction and Le Tallec 20] and Farhat and Roux 14] for a discussion of domain decomposition in structural mechanics. In this paper, we will focus on the system of linear elasticity in three dimensions. For more general problems and methods in nonlinear elasticity, we refer to Ciarlet 10] and Le Tallec 21] .
Iterative substructuring methods form an important family of domain decomposition algorithms, with origins in the direct substructuring techniques developed in the structural analysis community over several decades. When an iterative substructuring method is used, the domain of the elliptic problem is decomposed into nonoverlapping subdomains. After the elimination of the interior variables, the discrete problem for the interface variables, known as the Schur complement system, is solved iteratively by a preconditioned Krylov space method, such as PCG or GMRES. The preconditioner is constructed from the solutions of local problems and a coarse global problem; see Dryja, Smith, and Widlund 12] and Smith, Bj rstad, and Gropp 35, Ch. 4] .
In this paper, we will study iterative substructuring methods for spectral element discretizations of systems of elliptic equations. Spectral elements originated in computational uid dynamics growing out of earlier work on spectral methods on a single region (see, e.g., Canuto . We note that the p? and h ? p version nite elements di er from spectral elements in the choice of bases and quadrature rules for evaluating the integrals of the Galerkin formulation. For all these methods, improved accuracy is achieved by increasing the spectral degree aas well as the number of elements. We note that iterative solvers for a variety of higher order methods have been developed by Mandel 24] , Katz and Hu 18] , and Guo 16] ; see also the theses of Pavarino 28 ], Casarin 9] , and Bic a 4].
In our previous work 29, 31], we considered the scalar case and iterative substructuring methods with a wire basket based coarse space. Each spectral element is then the a ne image of a reference cube considered as a subdomain of the domain decomposition method. The wire basket preconditioner for the Schur complement is based on a solver for the interior of each element, a solver for each face (shared by two elements) and a coarse solver for the wire basket (the union of the edges and vertices of the elements). We proved, and veri ed numerically that the convergence rate of this method is independent of the number of elements and the jumps in the coe cients of the elliptic operator, and that it depends only weakly on the spectral degree. An alternative proof was later given by Casarin 9] . This type of wire basket preconditioner was originally proposed for h-version nite elements by Smith 32, 33, 34] ; see also Bramble, Pasciak and Schatz 5] for earlier related work. Other iterative substructuring methods that have been successfully applied to elasticity problems and h-version nite elements are the Neumann-Neumann methods, see, e.g., 20], the balancing domain decomposition method of Mandel 23] and the FETI method of Farhat and Roux 14] . Schwarz methods for nonconforming nite elements in planar elasticity have been considered in Xu and Li 37] . Multigrid methods have also been extended to elasticity problems; see Ko cvara and Mandel 19] , Parsons and Hall 26, 27], and Brenner 6, 7] .
In this paper, we extend the wire basket preconditioner to the system of threedimensional linear elasticity discretized with spectral elements. We consider compressible materials for which the Poisson ratio is bounded away from 1=2, e.g., 0:4. In this case, the pure displacement formulation is valid and it leads to a symmetric positive de nite sti ness matrix. For almost incompressible materials, characterized by close to 1=2, the pure displacement formulation breaks down; in addition to problems with locking (see Babu ska and Suri 1]), the sti ness matrix becomes increasingly ill-conditioned (see Figure 1) . A possible solution is to use a mixed formulation. This approach, as well as the related Stokes problem for incompressible uids, will be the subject of part II of this work 30].
The main result of this paper is a polylogarithmic bound for the condition number of the iteration operator with the wire basket preconditioner. As in the scalar case, this result is obtained by working within the Schwarz framework; see 35, 12, 13] .
The paper is organized as follows. In Section 2, we brie y describe the system of linear elasticity. In Section 3, we discretize the problem by the spectral element method and Gauss-Lobatto-Legendre quadrature. In preparation for the de nition of the wire basket preconditioner, we introduce, in Section 4, two extension operators from the interface to the interior of each element and in Section 5 an extension operator from the wire basket to the interface and interior of each element. In Section 6, we construct the wire basket preconditioner in matrix form, while in Section 7 we give a variational formulation in the Schwarz framework and prove some technical results and the main theorem. In the concluding Section 8, we report on some numerical experiments in three dimensions.
2. The linear elasticity system. Let R 3 be a polyhedral domain and let ? 0 be a nonempty subset of its boundary. Let V be the Sobolev space V = fv 2 H 1 ( ) 3 : vj ?0 = 0g. The linear elasticity problem consists in nding the displacement u 2 V of the domain , xed along ? 0 , subject to a surface force of density g, along ? 1 = @ n ? 0 , and a body force f:
Here and are the Lam e constants, ij (u) = 1 2 ( @ui @xj + @uj @xi ) the linearized strain tensor, and the inner products are de ned as
We denote the bilinear form of linear elasticity by
see, e.g., Ciarlet 10] for a detailed treatment of nonlinear and linear elasticity. This pure displacement model is a good formulation for compressible materials, for which the Poisson ratio = 2( + ) is strictly less than 1/2, e.g., 0:4. In this paper, we con ne our analysis to this case. For almost incompressible materials and the related Stokes problem for incompressible uids, we will use a mixed spectral element formulation; see part II of this work 30]. This is a nodal basis, since every element of Q n ( ref ) can be written as
The reference element can be decomposed into its interior, six faces, twelve edges, and eight vertices. The union of its edges and vertices is called the wire basket of the element and is denoted by W ref .
Analogously, each basis function can be characterized as being of interior, face, edge, or vertex type:
-interior: i; j; k 6 = 0 and 6 = n;
-face: exactly one index is 0 or n; -edge: exactly two indices are 0 and/or n; -vertex: all three indices are 0 and/or n. Each displacement component can therefore be written as the sum of its vertex, edge, face, and interior components, u = u V + u E + u F + u I ; where each term is expressed in terms of the corresponding basis functions.
We now replace each integral of the continuous model (1) 
These bounds imply an analogous uniform equivalence between the H 1 ( )-seminorm and the discrete seminorm (ru; ru) n; based on GLL quadrature. Applying these quadrature rules, we obtain the discrete bilinear form a n (u; v) = 2 ( (u) : (v)) n; + (divu; divv) n; ; 4 and the discrete elasticity problem:
Find u 2 V n such that a n (u; v) =< F; v > n; 8v 2 V n :
An analysis of the spectral element discretization for the Laplacian and Stokes problems can be found in Bernardi and Maday 2, 3] and in Maday, Patera, and R nquist 22]. The same techniques can be applied to provide an analysis and error estimates for the linear elasticity problem. We denote by K the symmetric and positive de nite sti ness matrix associated with the discrete problem (3). It is less sparse than the sti ness matrices obtained by low-order nite elements, but is still well-structured and the corresponding matrixvector multiplication is relatively inexpensive if advantage is taken of the tensor product structure; see, e.g., Bernardi and Maday 2, 3] . See also Figure 1 for a sparsity plot of the sti ness matrix K on the reference element.
For an interior element, a n ( ; ) has a six-dimensional null space N, spanned by the rigid body motions r j N = spanfr j ; j = 1; ; 6g: We note that it is easy to show that both the divergence and the linearized strain tensor of these six functions vanish. 4 . Extensions from the interface. In the construction of our algorithm, we need to extend piecewise polynomials from the boundaries of the elements to their interiors.
Let ? be the (interior) interface of the decomposition = N i=1 i :
? is composed of N F faces F k (open sets) of the elements and the wire basket W , de ned as the union of the edges and vertices, ? = NF
Let V n ? = V n (?) be the space of restrictions of V n to the interface. We note that, on each face, any function in V n ? is an a ne image of a Q n space with two variables. We de ne local subspaces consisting of piecewise polynomials with support in the interior of each element, V n i = V n \ H 1 0 ( i ) 3 ; i = 1; ; N: (6) We will consider two ways of extending a piecewise polynomial de ned on ? to the interior of each element i . These extensions are constructed locally, i.e. element by element. H n u = u on @ i ; i = 1; ; N; where b n (u; v) = (ru : rv) n; is the discrete bilinear form associated with the vector Laplacian. This is just the component by component discrete harmonic extension used extensively in the study of iterative substructuring methods for scalar elliptic problems. As in the scalar case, the discrete harmonic extension satis es the minimization property 4.2. The discrete elastic extension. We can also extend a piecewise polynomial from ? to the interior of each element by solving a linear elasticity problem in each element. The discrete elastic extension E n : V n ? ?! V n , is the operator that maps a piecewise polynomial u 2 V n ? into the unique solution of a n (E n u; v) = 0 8v 2 V n i ;
E n u = u on @ i ; i = 1; ; N:
In our applications to elasticity problems, we will choose the range of this extension operator,
V n E = E n (V n ? ) (8) as the subspace of interface displacements. The elements in this subspace are completely determined by their values on ?.
The discrete elastic extension satis es the minimization property a n (E n u; E n u) = min v a n (v; v) 8v 2 V n with v = u on ?: 5. Extension from the wire basket. In the construction of our algorithm, we will also need to extend piecewise polynomials from the wire basket to the faces. As this is also a local operation, we can restrict our attention to the reference element. A preliminary extension operatorĨ W from the wire basket is constructed for any function u 2 V n by expanding its restriction to the wire basket, using the vertex and edge basis functions described in Section 3, I W u = u V + u E : Given that we are using a nodal basis,Ĩ W u will simply vanish at all the face GLL points outside the wire basket. Therefore this extension operator does not preserve the rigid body motions r j ; j = 1; ; 6: In order to construct a scalable algorithm, we must de ne an extension operator that preserves the rigid body motions on the interface; see Mandel 23] and or Smith, Bj rstad, and Gropp, 35, p. 132] for a discussion of this null space property.
We start by considering the di erence between each of the r j and the function obtained by using the preliminary extension. They can all be expressed in terms of four scalar functions, de ned on each face by Here, the F j k ; j = 0; 1; 2; 3, vanish on all faces except F k . For each scalar component u (i) of u, we de ne a new extension I W u from the wire basket to the interface as follows:
On a face F k , for which the two relevant variables are x 1 and x 2 , the restriction of I W u (i) to F k has the form
The weights a k ; b 1 k ; b 2 k ; and b 3 k are given by the following moments (the factors 1 8 and 3 16 come from the fact that we work on the reference element):
a k = (u (i) ; 1) n;@Fk (1; 1) n;@Fk = 1 8 (u (i) ; 1) n;@Fk ; b j k = (u (i) ; x j ) n;@Fk (x j ; x j ) n;@Fk = 3 16 (u (i) ; x j ) n;@Fk ; j = 1; 2; 3:
We note that on each face only three correction terms are used; see (9) . For a vector valued displacement u, the extension operator is then de ned as the discrete elastic extension of the scalar face functions given by (9), i.e. as required. Moreover, any rigid body motion r is also reproduced inside each element, i.e. E n r = r. This follows from the minimization property of the elastic extension and the fact that a n (r; r) = 0. Therefore, I W r = r; 8r 2 N. We note that the extension operator I W de nes a change of basis in V n ? ; the face basis functions are unchanged, but the wire basket basis functions are transformed according to (9) . 6 . A wire basket preconditioner for linear elasticity. In this section, we describe our wire basket preconditioner for linear elasticity problems in matrix form. A variational form of the method and an analysis using the Schwarz framework will be given in the next section. We model the wire basket preconditioner on our previous work on the scalar case; see 29, 31] .
The sti ness matrix K of the discrete linear elasticity problem (3) is built by subassembly from the individual contributions from each element i ,
In each element, we order rst the interior variables and then the interface variables, obtaining local sti ness matrices of the form
The interior unknowns are eliminated by solving local linear elasticity problems, obtaining local Schur complement matrices
The global Schur complement is also built by subassembly from the local contributions
We solve the interface problem with the coe cient matrix S using a preconditioned Krylov space method, such as CG. We can then avoid forming S explicitly, since only the matrix-vector product Sv is needed and this product can be evaluated by solving N local linear elasticity problems. We now introduce a wire basket preconditioner b S for S, based on the solution of local problems for each face and a coarse, global problem associated with the wire basket. If the interface unknowns are ordered by placing the face variables rst, and then the wire basket variables, the local Schur complements can be written as
We then perform a change of basis in the space spanned by the wire basket functions in order to satisfy the null space property, i.e. in order to ensure that the null space of the local contribution b S (i) to the preconditioner is the space of rigid body motions N. This can be done by using the extension operator I W de ned by (9) , since I W reproduces rigid body motions. In matrix form, this change of basis is represented locally by the transformation matrix The action of R (j) and R (i) on a face shared by two elements j and i is the same, because the extension of any function de ned on the wire basket to a face, using the operator I W , is determined only by the values on the boundary of that face. Therefore the preconditioner can be obtained by subassembly where R 0 = (R; I WW ); see Dryja, Smith, and Widlund 12]. We have thus obtained an additive preconditioner, with independent parts associated with each face and the wire basket. Multiplicative and hybrid variants can also be de ned and analyzed in a completely routine way once that the analysis of the additive method has been completed; see, e.g., Smith, Bj rstad, and Gropp, 35].
7. Variational formulation and analysis of the method. Working inside the standard Schwarz framework, see, e.g., Smith, Bj rstad, and Gropp, 35], we de ne an iterative substructuring method by rst decomposing the space V n into subspaces associated with the interiors and a space associated with the interface, which, in turn, will be further decomposed:
Here V n i = V n \ H 1 0 ( i ) 3 are the interior spaces and V n E = E n (V n ? ) the interface space de ned in (8) . It is easy to see that a n (E n u ? ; E n u ? ) = u T ? Su ? ; where S is the Schur complement de ned in (10). Our wire basket method is de ned by the following decomposition of the interface space:
where V 0 = range (I W ) is the wire basket space consisting of discrete elastic extensions of piecewise polynomials with given values on the wire basket. Their extension to the faces is determined using the interpolation operator I W given in (9), and where V n Fk = fv 2 V n : v = E n w; w 2 V n ? with w = 0 on ? n F k g are face spaces consisting of piecewise discrete elastic extensions of polynomials associated with individual faces. We now de ne a projection-like operator for V 0 and a projection for each of the other subspaces T 0 : V n E ! V 0 byã 0 (T 0 u; v) = a n (u; v) 8v 2 V 0 ;
Fk by a n (T Fk u; v) = a n (u; v) 8v 2 V n Fk :
On the wire basket space, we use the special bilinear form a 0 (u; u) = (1 + log n)
inf cij ku ? which leads to a simpli ed solver for this space, constructed from the matrix b S (i) WW de ned in (11) . This can be seen by a computation analogous to that of the scalar case. In fact, the minimizing c ij are given on the reference element by c ij = (u; r j ) n;Wref (r j ; r j ) n;Wref :
When deriving this formula, we use the fact that the r j are L 2 ?orthogonal on W ref .
Therefore, inf cij ku ? where C is a constant independent of n and N .
By explicitly computing the matrix form of the operators T 0 and T Fk , we see that the matrix form of the operator T is given by b S ?1 S. Therefore, Theorem 7.1 provides a polylogarithmic bound on cond( b S ?1 S).
7.1. Technical tools. Before proving the main theorem, we need the following technical results. In the following estimates, C will denote a generic constant independent of n and N . The proof consists of applying the scalar result, 31, Lemma 4.4], to each displacement component: Again the proof follows from the scalar result, 31, Lemma 4.6]. b) The same bound holds for the analogous quantities a = (u (i) ; 1) n;Wref (1; 1) n;Wref ;b j = (u (i) ; x j ) n;Wref (x j ; x j ) n;Wref . Numerical results. In this section, we report on the results of a numerical study of the local condition number using the wire basket preconditioner. All computations were carried out in Matlab 5.0. We recall that S is the Schur complement of the sti ness matrix K for the discrete linear elasticity problem (3) and that b S denotes the wire basket preconditioner for S. The local contribution from an element i are denoted by S (i) and b S (i) , respectively. Figure 1 , left panel, shows the sparsity pattern of K when n = 5 and the lexicographic order is used for each component of the displacement. The right panel is a semi-logarithmic plot of the condition number cond(K), the ratio of the largest to the smallest nonzero eigenvalues of Table 1 Local condition numbers for the wire basket method with original wire basket block S Table 2 Local condition numbers for the wire basket method with approximate wire basket block b the sti ness matrix on the reference element for n = 3; 4; 5, which clearly shows the limitation of the pure displacement formulation for almost incompressible materials: when ! 0:5; cond(K) ! 1 and a mixed formulation should be used instead.
As we have pointed out in Sections 6 and 7.2, our wire basket algorithm satis es the null space property and therefore the local condition number cond in the space orthogonal to N. Table 1 provides the local condition numbers and extreme eigenvalues for = 0:3 and 0:4 when the wire basket preconditioner contains the original wire basket block S (i) WW . Table 2 provides the same quantities when the wire basket preconditioner contains the simpli ed wire basket block b S (i) WW , de ned in (11) .
As in the scalar case, the simpli ed wire basket block is less expensive but yields higher condition numbers than the original block. In both cases, it is di cult to discern a di erence between a linear and a polylogarithmic growth of the condition numbers. However, the log-log plot of Figure 2 seems to indicate that the growth of ?1 m is less than linear. 
