Let T α denote the rotation T α x = x + α (mod 1) by an irrational number α on the additive circle
Introduction
Denote by T = [0, 1) the additive circle. Let α ∈ (0, 1) be an irrational number and T α stand for the corresponding circle rotation: T α x = x + α. The meaning of α being fixed, throughout the paper, we will write T instead of T α (except for Sections 2.2 and 2.3).
Let β 1 , ..., β d be d ≥ 1 parameters in [0, 1). We consider the cocycle generated over T by the vectorial function Ψ d+1 (x) := (ψ(x), ψ(x + β 1 ), ..., ψ(x + β d )), with ψ(x) = {x} − 1 2 .
This cocycle takes values in R d+1 and one of the goals of this paper is to describe its ergodic properties. Namely, we are mostly interested whether or not Ψ d+1 is regular (that is, cohomologous to a "smaller" cocycle which is ergodic, see Section 2.2 for the precise meaning of regularity). It is well known that Ψ 1 : T → R is ergodic for each irrational α, but for d ≥ 1 the problem of regularity is unsolved. As for applications in ergodic theory, or more precisely in the theory of joinings, an importance of regularity of cocycles of the form (1) has been shown in [LeMeNa03] . Indeed, Theorem 3 therein gives the full description of all ergodic self-joinings for so called Rokhlin extensions given by regular cocycles. In particular, it is shown in [LeMeNa03] that Ψ 2 is regular whenever α has bounded partial quotients. In the present paper we show that Ψ 2 is regular without the assumption of boundedness on the partial quotients of α. For higher dimensions (d ≥ 2), we give sufficient conditions for regularity. While the case d = 2 we leave unsolved, for d = 3 we give examples of non-regular cocycles Ψ 4 for certain values of the parameters β j , j = 1, 2, 3. In Section 4.3, we show that the cocycle (1) is ergodic for a generic choice (in the measure-theoretic and the topological sense) of parameters β 1 , . . . , β d , d ≥ 2.
One of our basic tools is Theorem 4.1 below. It states that the group of essential values of Ψ d+1 contains the diagonal subgroup ∆ d+1 = {(t, ..., t) : t ∈ R} ⊂ R d+1 . It follows that the problem of regularity for the cocycle Ψ d+1 is reduced to the regularity of the cocycles of the form Φ d = (1 [0,β j ) − β j , j = 1, ..., d). Note that by taking linear combinations of cocycles of the form Φ d we can get every step cocycle. Therefore, we devote a large part of the paper to the problem of classification of steps functions with values in R d .
The problem of ergodicity or regularity of step functions, mainly in the one dimensional case, has been broadly studied in the literature, for instance see: [Or83] , [Pa90] , [Fr00] , [LePaVo96] , [Co09] , [Zh10] ; note that in Corollary 3.9 we generalize the main result of [Zh10] . We would like to emphasize that the methods presented in the paper, in large part (see Section 3), seem to be new and they contribute to a better understanding of the problem of regularity of general vectorial cocycles Φ : T → R d over irrational rotations.
Preliminaries

Irrational rotations
Let us recall some basic facts about continued fractions (e.g. [Kh] ). Let [0; a 1 , ..., a n , ...] be the continued fraction representation of α, and let (p n /q n ) n≥−1 be the sequence of its convergents. The integers p n (resp. q n ) are the numerators (resp. denominators) of α.
We have p −1 = 1, p 0 = 0, q −1 = 0, q 0 = 1, and for n ≥ 1:
(2) p n = a n p n−1 + p n−2 , q n = a n q n−1 + q n−2 , (−1) n = p n−1 q n − p n q n−1 .
As usual the fractional part of u ∈ R is {u} = u − [u], where [u] is the integral part of u. For u ∈ R, set u = inf n∈Z |u − n| = min({u}, 1 − {u}). Then for any integer M we have Mu |M| u . Note that · introduces a translation invariant distance on T.
We have for n ≥ 0, q n α = (−1) n θ n with θ n = q n α − p n , and moreover 1 = q n q n+1 α + q n+1 q n α , (3) 1 q n+1 + q n ≤ q n α ≤ 1 q n+1 = 1 a n+1 q n + q n−1 , (4) q n α ≤ kα , for 1 ≤ |k| < q n+1 .
An irrational α is said to be of bounded type if the sequence (a n ) is bounded.
We need some preliminary lemmas on the diophantine properties of α.
Lemma 2.1. 1) Let p, q be two coprime positive integers and θ = q(α − ), 0 ≤ j ≤ q − 1 contains one (and only one) number of the form {kα}, with 0 ≤ k ≤ q − 1. When θ < 0 the same is true for j = 1, . . . , q − 2; there are two points kα (one for k = 0) in [0, 2) For each x ∈ T the distance between two consecutive elements of the set {x + kα} : k = 0, . . . , q − 1 is < 2 q .
3) There are at most two elements of the set {x+kα} : k = 0, . . . , q −1 in any interval on the circle of length ). The proof is similar if θ < 0. Hence the first assertion follows.
Assertion 2) is true for x = 0 by 1); hence, because the distance is invariant by translations, it is true for any x ∈ T.
For 3), suppose that there are {x + k 1 α} < {x + k 2 α} < {x + k 3 α} distinct in an interval of length < 1/q. We have ℓ q ≤ {k 1 α} < {k 2 α} < {k 3 α} < ) contains two points of the set {kα} : 0 ≤ k < q − 1 , which clearly contradicts 1).
4)
We have the following 1 2q n ≤ 1 q n + q n−1 ≤ q n−1 α ≤ jα , ∀j, |j| < q n and the assertion follows.
The first assertion of Lemma 2.1 implies easily the well-known Denjoy-Koksma inequality: let ϕ be a centered function of bounded variation V (ϕ) and p/q a rational number (in lowest terms) such that |α − p/q| < 1/q 2 , then ϕ(x + ℓα) ≤ V (ϕ).
Indeed, let us consider the case θ > 0 (the proof is analogous when θ < 0). We can assume x = 0. For j = 0, ..., q − 1, there is one and only one point {k j α} of the set
). Therefore, since ϕ dt = 0, we have:
Lemma 2.2. 1) If there exists n 0 such that inf 0≤|j|<qn β − jα < 1 2 q n+1 α , ∀n ≥ n 0 , then β ∈ Zα + Z.
2) Suppose α of bounded type. a) If β ∈ Zα + Z, then there exist c > 0 and an increasing sequence (n k ) such that, for
∈ (Qα+Q)\(Zα+Z), then there exists c > 0 such that β −jα ≥ c/q n , for 0 ≤ |j| ≤ q n (n ≥ 1).
Proof. 1) For each n ≥ 1, consider the family of intervals
Let n ≥ n 0 . If j ∈ {−q n + 1, ..., q n − 1} and j ′ ∈ {−q n+1 + 1, ..., q n+1 − 1} are distinct, then the intervals I j n and I j ′ n+1 are disjoint, since otherwise by (j ′ − j)α ≤ 1 2 q n+1 α + 1 2 q n+2 α < q n+1 α , with 0 < |j ′ − j| < q n + q n+1 ≤ q n+2 which contradicts (5).
If inf 0≤|j|<qn β − jα < 1 2 q n+1 α for n ≥ n 0 , then there is a sequence (j n ) n≥n 0 such that 0 ≤ |j n | < q n and β ∈ I jn n for n ≥ n 0 . Since β ∈ I jn n ∩ I j n+1 n+1 , we have j 0 := j n 0 = j n 1 = .... This implies β = {j 0 α} which completes the proof of 1). 2a) By part 1) if β ∈ Zα + Z, it follows that there exists a sequence (n k ) such that β − jα ≥ 1 2 q n k +1 α , for 0 ≤ |j| ≤ q n k and k ≥ 1. Suppose additionally that α is of bounded type. Since q n k +1 α and
∈ Zα + Z with t, r, u, s integers and r, s ≥ 1. Let j n be such that ε n := min j:0≤|j|≤qn
We have t r α+ u s = j n α+ℓ n ± ε n , for an integer ℓ n ; hence: (rsj n −ts)α = ru−rsℓ n ± rsε n . It follows
Suppose that rsj n −ts = 0 for infinitely many n. Then t r = j n and |u−sℓ n | = s|ε n |. Since |ε n | is arbitrarily small for n large enough and u, s, ℓ n are integers, it follows u = sℓ n . Then, we find β = j n α + ℓ n contrary to the assumption that β is not in Zα + Z. It follows that the integers rsj n − ts are different from zero for all n ≥ n 1 . Now, α is of bounded type, so there is K > 0 such that q n+rs+1 ≤ K q n , for every n ≥ 1. Using additionally (4) and (5), we obtain
On the other hand, in view of (2), given any constant C > 0 we have
q n+m ≥ mq n + C for all m ≥ 1 and n large enough (indeed, it suffices to consider n so that q n−1 ≥ C). Hence, for the integer |rsj n − ts| we have
whenever n is large enough. Therefore, for n large enough, by (7) and (8), we obtain |ε n | ≥ c/q n , with c = 1 2K .
By taking c > 0 smaller if necessary, the conclusion holds for all n ≥ 1.
Lemma 2.3. Suppose α of bounded type. Let B be a non-empty finite subset of (Qβ + Qα + Q) − (Zα + Z), where β is a real number. Then there exist c > 0 and a strictly increasing sequence (n k ) such that
Proof. We have B = B 0 ∪ B 1 , where the elements β i in B 0 are of the form
, with u i , w i , s i integers, s i = 0, β i ∈ Zα + Z, and the elements in B 1 of the form
, with v i , u i , w i , s i integers and v i , s i = 0. Remark that B 0 or B 1 can be empty and that B = B 0 if β ∈ Qα + Q.
If β ∈ Qα + Q and B 1 is not empty, we apply Lemma 2.2 to
. There are a positive constant c and a sequence (n k ) such that
We have
As α is of bounded type, there are r and K such that Mq n−r + L ≤ q n ≤ Kq n−r , for all n ≥ 1. This implies, simultaneously for every i:
For β i in B 0 , if this subset is non empty, by the part 2b) of the previous lemma any subsequence of (q n ) is "good".
We conclude that the subsequence (q n k −r ) r≥1 fulfills the assertion of the lemma.
Remark 1. As the proof of Lemma 2.3 shows, the result is true for any change of the part belonging to Qα + Q for the elements of B 1 (that is, we may replace
, for i = 1, ..., t, by a different element of Qα + Q). However, each time we change this part, we also change the resulting subsequence (q n k ).
Remark 2. When α is not of bounded type, the set K(α) = {β ∈ R : lim n q n β = 0} is an uncountable additive subgroup of R.
Nevertheless, if lim n q n β = 0 and β ∈ Zα + Z, the rate of convergence toward 0 is moderate, as shown by the following lemma (see [Co80] , [La88] , [KrLi91] , [Co09] ).
Lemma 2.4. If there exists n 0 such that q n β ≤ 1 4 q n q n α for n ≥ n 0 , then β ∈ Zα+Z. In particular, if α is of bounded type and β satisfies lim n q n β = 0, then β ∈ Zα + Z.
Essential values of cocycles taking values in Abelian groups
In this subsection we recall the definition and general results about essential values of a cocycle (see [Sc77] , [Aa97] ).
Let (X, B, µ) be a (non-atomic) standard Borel probability space and T : (X, B, µ) → (X, B, µ) an ergodic automorphism. Such an automorphism is then automatically aperiodic (that is, for each n ≥ 1, {x ∈ X : T n x = x} has measure zero).
Assume that G is an Abelian locally compact second countable (l.c.s.c.) group with the σ-algebra of its Borel sets B(G) and a fixed Haar measure m G (we will also write dg instead of m G ). Denote by G = G ∪ {∞} the one-point compactification of G (when G is non compact).
For a measurable function ϕ : X → G, we denote by (ϕ n ) the cocycle generated by ϕ:
and we extend the formula to all n ∈ Z so that, for n, k ∈ Z, ϕ n+k (x) = ϕ n (x)+ϕ k (T n x). For simplicity, the function ϕ itself will be called a cocycle. We say that a cocycle
Recurrence of a cocycle
Let be a norm on R d . The inequality | ϕ n+1 (x) − ϕ n (T x) | ≤ ϕ(x) implies the T -invariance of the set {x : lim n ϕ n (x) = +∞}. Therefore by ergodicity this set has measure 0 or 1, and we have the following alternative: either for µ-a.e. every x, lim n ϕ n (x) = +∞ or for µ-a.e. x lim inf n ϕ n (x) < +∞.
It can be shown that recurrence for (ϕ n ) n≥0 is equivalent to conservativity of T ϕ with respect to µ × dg and that it implies lim inf n ϕ n (x) = 0 for a.e. x.
It is also equivalent to the following property: for each neighborhood U ∋ 0 and A ⊂ X of positive measure there exists N ∈ Z \ {0} such that
Remark 3. In order to give a simple example of a recurrent cocycle recall that an increasing sequence (ℓ n ) is called a rigidity sequence for T if, in the strong operator topology, lim n T ℓn = I where I is the identity mapping. Suppose that ϕ : X → G is a cocycle such that ϕ ℓn → 0 in measure. Then ϕ is recurrent; indeed, in (10), T −qn A is almost equal to A while [ϕ qn ∈ U] is almost the whole space X.
Remark 4. For each d ≥ 1, the cocycle generated by a function ϕ : T → R d over any irrational rotation is recurrent if the components of ϕ have bounded variation and integral 0. Indeed by Denjoy-Koksma inequality (6), since (ϕ qn ) is a bounded sequence in R d the condition lim inf n ϕ n (x) < ∞ holds for every x.
This applies in particular to all piecewise affine or step functions considered in this paper.
We always consider recurrent cocycles.
A cocycle ϕ is called a coboundary if ϕ = f − f • T for a measurable map f : X → G. Two cocycles ϕ, ψ are called cohomologous if ϕ − ψ is a coboundary.
Regular cocycles. An obvious obstruction to the ergodicity of a cocycle is that ϕ is cohomologous to a cocycle ψ taking its values in a smaller closed subgroup of G. This suggests the following definition:
Definition 2. A cocycle ϕ is regular if it is cohomologous to a cocycle ψ with values in a closed subgroup H of G such that
) is ergodic on X × H for the measure µ × dh, where dh is the Haar measure on H.
So, a regular cocycle is "almost" ergodic (up to reduction by cohomology to a smaller closed subgroup).
One of the main tools for studying ergodicity and regularity of a cocycle is the following notion.
Essential value. An element g ∈ G is called an essential value for a cocycle ϕ, if for each open neighborhood U ∋ g in G, for each A ∈ B of positive measure, there exists
We denote the set of essential values by E(ϕ) and we set E(ϕ) := E(ϕ) ∩ G.
) > 0 for infinitely many values of N ∈ Z. Indeed, because T is ergodic and aperiodic, for each N ∈ Z \ {0} we can find a subset C ⊂ A, µ(C) > 0 such that
Remark 5. Cocycles with non-trivial essential values must be recurrent. Indeed, assume that g ∈ E(ϕ) \ {0}. We show Property (10). Take U a neighborhood of 0 ∈ G. Then find N ∈ Z so that there is B ⊂ X, µ(B) > 0 such that
Apply once more the definition of the essential value, this time to the set T N B to find C ⊂ X, µ(C) > 0 and an integer M = N such that
It turns out that E(ϕ) is a closed subgroup of G. Besides, two cohomologous cocycles have the same group of essential values.
Let σ g (x, h) := (x, g + h), g ∈ G, be the action of G on X × G by translations on the second coordinate. Clearly, it commutes with T ϕ . Then (see [Sc77] , Theorem 5.2) E(ϕ) is the stabilizer of the Mackey action of ϕ, that is
In other words E(ϕ) is the group of periods of the measurable T ϕ -invariant functions. Therefore ϕ is ergodic if and only if E(ϕ) = G. If ϕ is regular, then the group H in the definition of regularity is necessarily E(ϕ). Coboundaries are precisely regular cocycles ϕ with E(ϕ) = {0}.
The following lemmas show how essential values and regularity behave when a group homomorphism is applied to a cocycle.
Lemma 2.5. Assume that ϕ : X → G is a cocycle and let M : G → H be a (continuous) group homomorphism. Then ME(ϕ) ⊂ E(Mϕ). If M is an isomorphism, then ME(ϕ) = E(Mϕ).
Proof. Let p ∈ E(ϕ). We want to show that Mp is a period of the measurable T M ϕ -invariant functions on X × H. Let F : X × H → C be such a function. Moreover, by a standard argument, we can modify F on a set of zero measure in order to obtain a function (still denoted by F ) which is T M ϕ -invariant everywhere.
Let us fix h ∈ H and denote F h : X × G → C by setting F h (x, y) = F (x, h + My). We have
In view of (11), p ∈ E(ϕ) is a period for F h , i.e., F h (x, y + p) = F h (x, y) for a.e. (x, y). This implies that, for every h ∈ H and for a.e. (x, y), F (x, h+My+Mp) = F (x, h+My).
By Fubini, this implies that there is y ∈ G such that for a.e. (x, h), F (x, h+My +Mp) = F (x, h + My). By invariance of the Haar measure, this implies
and Mp is a period of F .
For the second part of the assertion, apply the above to Mϕ and M −1 .
We have the following lemma (cf. Lemma 2.9 in [CoFr11] ):
Lemma 2.6. If ϕ is a cocycle on (X, µ, T ) with values in an Abelian l.c.s.c. group G and H a closed subgroup of G, then the subgroup E(ϕ)/H of G/H is such that
If H ⊂ E(ϕ), then we have
Moreover, ϕ * := ϕ + H : X → G/H is regular if and only if ϕ is regular.
Proof. Whenever H ⊂ G is a closed subgroup, (12) follows from Lemma 2.5 applied to the homomorphism g ∈ G → g + H ∈ G/H.
Now suppose that H ⊂ E(ϕ).
In view of (12) it remains to show that E(ϕ+H) ⊂ E(ϕ)/H. Take g 0 + H ∈ E(ϕ + H). All we need to show is that there exists h 0 ∈ H such that g 0 + h 0 ∈ E(ϕ), which, by H ⊂ E(ϕ), is equivalent to showing that g 0 ∈ E(ϕ).
Take F : X × G → C which is measurable and
). Since g 0 + H ∈ E(ϕ + H), again using (11), we obtain thatF • σ g 0 +H =F , which by H-invariance of F means F • σ g 0 = F and therefore g 0 ∈ E(ϕ).
Assume now that ϕ * is regular. So there are a measurable η * : X → G/H and a closed subgroup J * ⊂ G/H such that
so E(ϕ ′ ) = J and ϕ is regular.
Conversely, if ϕ is regular then ϕ = η − η • T + ψ, where η : X → G is measurable and
A particular case is when H = E(ϕ). For ϕ * = ϕ + E(ϕ), we get: E(ϕ * ) = {0} and ϕ is regular if and only if ϕ * is regular (hence a coboundary).
It can be shown that a cocycle ϕ is a coboundary if and only if E(ϕ) = {0}. This includes in particular the fact that, if ϕ has its values in a compact group and has no non trivial essential values, it is a coboundary.
Hence regularity is equivalent to E(ϕ * ) = {0}. In particular cocycles with values in compact groups, or more generally such that E(ϕ) has a compact quotient in G, are regular.
Lemma 2.7. Assume that ϕ : X → G is a cocycle and let M : G → H be a (continuous) group homomorphism. If ϕ : X → G is regular, so is Mϕ : X → H.
Proof. If ϕ is regular, there is a cocycle ψ : X → J with values in a closed subgroup J ⊂ G and a measurable function f :
We have E(ψ) = J by ergodicity of T ψ on X × J and MJ = ME(ψ) ⊂ E(Mψ) by Lemma 2.5. Since Mψ : X → MJ ⊂ MJ , it implies E(Mψ) ⊂ MJ . But E(Mψ) includes MJ and is closed, so it is equal to MJ .
Hence T M ψ is ergodic on X × MJ , which implies the regularity of Mϕ.
The lemma gives a variant of the proof of the second part of Lemma 2.6. It shows that if ϕ has a non regular quotient then it is non regular.
is close to (g 1 , g 2 ) if and only if g 1 is close to zero and (ψ 2 ) N (x) is close to g 2 , so this equality follows directly from the definition of essential value. Moreover, clearly ψ is a regular cocycle if ψ 2 is regular and the converse follows from Lemma 2.7.
Finally we recall some effective tools which can be used to find essential values of a cocycle. Given T : (X, B, µ) → (X, B, µ) and ϕ : X → G, we denote the image of µ on G via ϕ by ϕ * µ. We will make use of the following essential value criterion.
Proposition 2.8 ( [LePaVo96] ). Assume that T is ergodic and let ϕ : X → G be a cocycle with values in an Abelian l.c.s.c. group G. Let (ℓ n ) be a rigidity sequence for T .
Let us recall that all Abelian l.c.s.c. groups are metrizable. Let d be a metric.
Definition 3. We say that g ∈ G is a quasi-period of a cocycle ϕ over T with values in G, if there exist δ > 0, a rigidity sequence (ℓ n ) for T and a sequence 0 < ε n → 0 such that
Lemma 2.9. The set of quasi-periods is included in E(ϕ).
Proof. With no loss of generality we can assume that (ϕ ℓn ) * µ → ν where ν is a probability measure on G. In view of Proposition 2.8 it suffices to show that a quasi-period g is in the topological support of ν. Take U a neighborhood of g, and select a smaller
The following "lifting essential values" lemma can be applied when T is an irrational rotation by α, ϕ below is R-valued, centered and of bounded variation (see (6)), dealing with different subsequences of the sequence (q n ) of denominators of α.
Lemma 2.10. Assume that T is ergodic and let (ℓ n ) be a rigidity sequence of T . Assume that ϕ : X → H is a cocycle such that there exists a compact neighborhood C ⊂ H of 0 ∈ H for which ϕ ℓn ∈ C eventually. Let ψ : X → G be a cocycle such that (ψ ℓn ) * (µ) → κ with κ a probability measure on G. Assume that
Proof. Note first that in view of Proposition 2.8, g 0 ∈ E(ψ). By passing to a subsequence if necessary, we can assume that the distributions of ϕ ℓn and Φ ℓn converge, that is
where ν is a probability measure on H, but in fact (by our standing assumption) which is concentrated on C, whence ρ is a probability measure concentrated on C × G. Moreover,
the projections of ρ on C and G are equal to ν and κ respectively.
(if no such a point exists, each point of C × V n has a neighborhood which is of measure ρ zero, a finite union of such neighborhoods must then cover the set C × V n , a contradiction).
In this way we obtain a sequence (c n , g n ), n ≥ 1, of points which are in supp(ρ) ∩ C × V 1 and from which we can choose a converging subsequence (c n k , g n k ). Moreover, by our assumption on the diameters of V n , (c n k , g n k ) → (c, g 0 ), so the result follows.
In particular, by the proof of Lemma 2.9, Lemma 2.10 will apply when g 0 ∈ G is an essential value of ψ obtained as a quasi-period along a subsequence of the sequence (q n ) of denominators of α.
Essential values of cocycles taking values in R d
In the lemmas of this subsection, Φ will stand for a cocycle with values in R d .
Lemma 2.11. Let θ = (θ 1 , ..., θ d ) ∈ R d be a non zero essential value of Φ. Then there is a change of basis in R d given by a matrix M such that the vector (1, 0, ..., 0) is an essential value of the cocycle MΦ. If θ is rational, then M can be taken rational.
Proof. There is a change of basis in R d with θ as the first vector of the new basis. This can be done via a matrix M 1 with rational coefficients if θ ∈ Z d . The cocycle Φ ′ = M 1 Φ has an essential value of the form (θ 1 , 0, ..., 0), where θ 1 is a positive real (a positive integer if θ is in Z d , for an adapted choice of M 1 ). By applying a linear isomorphism M 2 (rational in the θ rational case) we get that Φ ′′ = M 2 M 1 Φ has an essential value of the form (1, 0, ..., 0). Lemma 2.12. There exist a linear isomorphism M :
Select y 1 , . . . , y d 0 ∈ R d so that together with previously chosen v j and w k we obtain a basis of
where e 1 , . . . , e d is the standard basis of R d . Since E(MΦ) = ME(Φ), we obtain E(MΦ) = {0} × H 1 × Γ 2 as required and MΦ = (ψ 0 , ψ 1 , ψ 2 ).
Corollary 2.13. Let us consider the case
Φ is regular if and only if aϕ 1 + bϕ 2 : X → R is regular for each a, b ∈ R.
Proof. In view of Lemma 2.7 we only need to prove sufficiency. Suppose Φ is not regular. In view of Lemma 2.12 we obtain a linear isomorphism M :
equals either 1 or 2 and H 0 = {0} by non-regularity of Φ and H i = {0} since E(Φ) = {0} by hypothesis. Hence E(ψ 0 ) = {0} and there are a and b such that ψ 0 = aϕ 1 + bϕ 2 . But aϕ 1 + bϕ 2 is, by assumption, regular, so ψ 0 must be a coboundary. Hence (ψ 0 , ψ i ) is cohomologous to (0, ψ i ) and it now follows from Remark 6 that (ψ 0 , ψ i ) is regular, a contradiction.
Lemma 2.14. Let Φ : X → R d be a recurrent cocycle and let M :
yielding the assertions of the previous lemma. Assume additionally that the quotient cocycle Φ/E(Φ) is constant. Then ψ 0 = 0. Moreover, Φ is regular.
It follows that there is a constant b ∈ R d 0 such that ψ 0 = b. However, MΦ is recurrent as Φ is recurrent and therefore ψ 0 is also recurrent. It follows that b = 0. Now regularity follows from Remark 6 since H 1 × Γ 2 has a compact quotient in H 1 × H 2 .
An example of a situation described by the previous lemma is the following: let ψ be an ergodic step cocycle with values in Z over an irrational rotation by α ∈ (0, 1). If we modify ψ by 1 [0,α) − α which is a coboundary, then for ϕ := ψ + 1 [0,α) − α we have E(ϕ) = E(ψ) = Z; here Γ 2 = Z and ϕ mod E(ϕ) = −α.
Step cocycles over an irrational rotation
In this section, we study the regularity of a step R d -valued cocycle Φ = (ϕ 1 , . . . , ϕ d ) over an irrational rotation T : x → x + α. For such a cocycle the coordinate R-valued cocycles ϕ j are integrable and we will constantly assume that 1 0 ϕ j dµ = 0 with µ = m T the Lebesgue measure on T 1 , for j = 1, . . . , d.
Representations of step cocycles
The coordinates of Φ = (ϕ 1 , . . . , ϕ d ) can be (uniquely) represented as follows:
where, for j = 1, . . . , d, {I i,j } is a finite family of disjoint intervals of [0, 1) (covering [0, 1) and maximal on which ϕ j is constant) and t i,j ∈ R. Clearly, when d ≥ 1 is fixed, the family of step cocycles forms a linear space over R.
; hence the cocycle ϕ j n can be written in the following form:
with the notation (which is not a cocycle expression)
Remark 7. Without loss of generality, we can assume that the difference between any two discontinuity points of the cocycle Φ is never a multiple of α (modulo 1). Indeed, if β and β ′ are two discontinuity points of a component of Φ such that β ′ − β ∈ Zα + Z, we can suppress one of them by adding to Φ a coboundary, without changing the ergodic properties of Φ (we use the fact that
. In particular, after modification, the lengths µ(I i,j ) in the representation of the new ccocycle are not in Zα + Z.
Rational step cocycles Assume that ϕ : T → R is a zero mean step cocycle with its unique representation (17) of the form
1 Indeed, we have 1 [1−α,1) (x) − α = j(x) − j(x + α) with j(x) = {x}, then for integers k, s
The general case is obtained using the obvious fact that other rotations commute with T x = x + α.
We say that ϕ is rational if there are c i ∈ Q, i = 1, ..., m and β ∈ R such that
Lemma 3.1. Assume that ϕ : T → R is a (zero-mean) step cocycle. The following conditions are equivalent:
(i) ϕ is rational.
(ii) There exists w ∈ R such that in the unique representation (20) of ϕ we have t i ∈ w+Q for i = 1, ..., m.
(iii) ϕ takes values in a coset of Q.
In particular, the family of rational cocycles is a linear space over Q.
(ii)⇒(iii) For some r i ∈ Q, i = 1, ..., m and x ∈ [0, 1) we have . By assumption, there exists η ∈ R such that ϕ(x) ∈ η + Q for each x ∈ [0, 1). Thus, for x ∈ I i we have
for some r i ∈ Q. Whence t i ∈ (γ + η) + Q for i = 1, ..., m.
The latter assertion follows directly from (iii).
Suppose that ϕ is rational with a representation (21) and let ϕ =
be another rational representation. Then by (iii) of Lemma 3.1 it follows that β − β ′ ∈ Q, in other words, in the rational representation (21) the coset β + Q ∈ R/Q is unique. By β(ϕ) we will denote that coset (in fact, less formally it will be the number β in (21) understood modulo Q). Note that
With this in mind we have immediately the following observation:
Lemma 3.2. Assume that ϕ 1 , ..., ϕ d : T → R are rational step cocycles. Assume moreover that a j ∈ Q for j = 1, ..., d and set ϕ = d j=1 a j ϕ j . Then
Now, let d ≥ 1. We say that a step cocycle Φ : T → R d is a rational step cocycle if its coordinates ϕ j are rational, i.e.:
where the coefficients c i,j are rational numbers and β j is such that 1 0
In this case, by replacing Φ by its non-zero integer multiple so that all c i,j are integers (recall that a non-zero multiple of a cocycle Φ shares its ergodic properties with Φ) we obtain:
where the functions u j (n) have values in Z. Below we write β j = β j (ϕ j ) = β j (Φ) (in the representation (22)) to stress the dependence of the β j 's on the cocycle Φ. The number of discontinuities of Φ is denoted D(Φ).
We denote by L(β j ) the set of limit values of the sequence ( q n β j ) n≥1 . Observe that if L(β j ) = {0}, there exists a sequence (n k ) such that lim k {q n k β j } ∈ (0, 1). (23), where V is the variation.
F will denote the interval of integers
From (6), (23) and (19), it follows that:
3.1 Rational step cocycles Lemma 3.3. Let Φ be a rational step cocycle. If L(β j 0 ) = {0} for some j 0 , then E(Φ) contains a rational vector θ = (θ 1 , ..., θ d ) with θ j 0 = 0.
Proof. By multiplying Φ by an integer if needed, we can use (23) with u j (n) (x) ∈ Z. We can select a subsequence (n k ) so that ({q n k β j }) k≥1 converges for all j = 1, . . . , d to a limit denoted δ j , with δ j 0 ∈ (0, 1). Taking into account (25), denote for (ℓ 1 , . . . ,
} is a partition of T. By passing to a further subsequence if necessary, we can assume that µ (A k,ℓ 1 ,. .
In view of (24), (23) and the fact that ϕ j dµ = 0, we have
It follows that
..,ℓ d = 1 for some ℓ 0 ∈ F and the other sums are 0, so that the left hand side of (26) is an integer, a contradiction. This implies
By Lemma 2.9 it follows that
with ℓ − ℓ ′ = 0 which completes the proof (for the initial Φ we have to divide by an integer and obtain a non zero essential value with rational coordinates). that fixes e 1 and sends θ ′ to e 2 and set
(this cocycle has e 1 and e 2 as its essential values).
Again, these new cocycles (except for ϕ 
, e 2 and sending θ ′′ 3 into e 3 and pass to the cocycle M 3 (M 2 (M 1 (Φ))). We complete the proof in finitely many steps. Remark 8. a) The previous proof is based on the method of rational cocycle, but applies even to non rational cocycle.
Reduction in the bounded type case
As an illustration of the result, let us consider the cocycle: ϕ = θ1 [0,β) − 1 [0,θβ) , with (1, α, β, θβ) rationally independent, θ ∈ Q and β, θβ ∈ [0, 1). This cocycle is not rational, but obtained from the cocycle Φ = (1 [0,β) − β, 1 [0,θβ) − θβ) by the map (y 1 , y 2 ) → θy 1 − y 2 . For α of bounded type, Φ and therefore also ϕ are regular (Theorem 3.5).
b) An example of cocycle for which the previous method does not solve the question of regularity, even for α of bounded type, is
(See also Example 2, after Theorem 3.10.) c) We would like to mention that when β = 1/2 and α is of bounded type the regularity (for each γ ∈ T) has been shown recently by Zhang [Zh10] using different methods. In fact, Zhang shows that the cocycle Φ = (1 [0,1/2) (·) − 1/2, 1 [0,1/2) (· + γ) − 1/2) is regular (whenever α is of bounded type).
The regularity of Φ follows also from Lemma 2.3 and Theorem 3.8 below (see Corollary 3.9).
d) We will give in Subsection 3.4 a different method, based on "clusters" of discontinuity points, which can be applied to the lower dimensional cocycle: ϕ = 1 [0,β) − 1 [0,γ) − β + γ when (1, α, β, γ) are rationally dependent. e) In the bounded type case, the reduction given by Theorem 3.4 reduces to a cocycle of the form (22) such that β j ∈ Zα + Z for all j = d 1 + 1, ..., d. We can even obtain β j = 0 by using the identity: α = 1 [1−α,1) (x) + j(x + α) − j(x), for 0 < α < 1, where j(x) = {x}.
3.3 The case q n β j → 0 If q n β j → 0, ∀j and β j ∈ Zα + Z (a situation which can occur only for α not of bounded type), the previous method of reduction cannot be applied. Nevertheless, there is a first step reduction, based on another method. Lemma 3.6. Let Φ be a step function with D = D(Φ) points of discontinuity. We have µ(A q,ℓ (Φ)) > 1 − 2Dqε, with ε = ℓ qα , where
Proof. Let ∆ be the set of discontinuities of Φ. If x ∈ A q,ℓ (Φ), we can find s, 1 ≤ s < ℓ, and j, 0 ≤ j < q, such that Φ(x + jα) = Φ(x + jα + sqα). This implies that Φ has a discontinuity at δ on the circle between x + jα and x + jα + sqα, and therefore x belongs to the interval (δ − jα − ε, δ − jα + ε) because sup 1≤s≤ℓ sqα ≤ ℓ qα . Now, the complement of A q,ℓ (Φ) is included in the set 0≤j<q, t∈∆ B(t − jα, ε), whose measure is less than 2Dqε.
Proposition 3.7. Let Φ = (1 [0,β j ) − β j , j = 1, ..., d) . Suppose β j ∈ Zα + Z and q n β j → 0, ∀j, then E(Φ) contains a non zero vector in Z d or a non discrete subgroup of R d .
Proof. For n ≥ 1, we can write (cf. 23): ϕ j n (x) =ũ j (n) (x) − ε nβ j , where ε = ±1 and u j (n) is the integer valued functioñ
(qn) (x) = 0}) → 1 for some j 0 , the proof is similar to the proof of Lemma 3.3: by passing to a subsequence if necessary to ensure the convergence of all components ϕ j qn , we find that Φ has a quasi-period (ρ 1 , ρ 2 , ..., ρ d ), with ρ j 0 = 0. It follows that E(Φ) contains a non-zero vector in Z d .
b) Now, we can assume lim n µ({x ∈ T :ũ j (qn) (x) = 0}) = 1, for every j. By Lemma 2.4 there is a sequence (n k ) such that q n k β 1 > 1 4
There is at least one index j 0 such that, infinitely often, q n k β j 0 is the biggest value of the set { q n k β j , j = 1, ..., D(Φ)}. Hence for j 0 and an infinite subsequence, still denoted (n k ), we have 0 < q n k β j ≤ q n k β j 0 , ∀j.
In particular, we have
Using the notation and the assertion of Lemma 3.6, we have
Moreover, using the definition of
, outside of a set of measure tending to 0,
For the other components j = j 0 , outside of a set of measure tending to 0, we have on
The above quantity is bounded, since
Passing to a subsequence still denoted (n k ) if necessary, we obtain that outside of a set of measure tending to 0, on A qn k ,L k (Φ) the sequence (Φ ℓ k qn k (x)) converges to the vector (ρ 1 , ρ 2 , ..., ρ d ).
Now, the measure of A qn k ,L k (Φ) is bounded away from 0 and the sequence (ℓ k q n k ) is a rigidity sequence for T , since ℓ k ≤ L k + 1 and
It follows that, for an arbitrary ρ ∈ (0, η), E(Φ) contains a vector (ρ 1 , ρ 2 , ..., ρ d ) ∈ E(Φ), with ρ j 0 = ρ. It follows that E(Φ) includes a non-discrete subgroup of R d .
Remark 9. Lemma 3.3 and Proposition 3.7 show that, in dimension 1, for Φ = 1 [0,β] − β, if β ∈ Zα + Z, the group E(Φ) contains at least a positive integer.
Well separated discontinuities, clusters of discontinuities
The previous method was based on diophantine properties of the values of the integrals for rational cocycle. In this subsection we present results relying on diophantine properties of the discontinuities of the cocycle. We give sufficient conditions for regularity of the cocycle defined by a step function Φ :
The set of discontinuities of Φ n (x) = n−1
. A discontinuity of the form {x i − kα} is said to be of type x i .
By Lemma 2.1, any interval of the circle of length ≥ 2/q n contains at least one point of the set {x i − kα}, k = 0, . . . , q n − 1 , hence at least one discontinuity of Φ qn of type x i for each x i ∈ D.
Well separated discontinuities
We write D n = {γ n,1 < ... < γ n,Dn < 1} and γ n,Dn+1 = γ n,1 , where, for 1 ≤ ℓ ≤ Dn, the points γ n,ℓ run through the set of discontinuities D n in the natural order. Definition 4. The cocycle is said to have well separated discontinuities (wsd), if there is c > 0 and an infinite set Q of denominators of α such that γ q,ℓ+1 − γ q,ℓ ≥ c/q, ∀q ∈ Q, ℓ ∈ {1, . . . , Dq}. Theorem 3.8. Let Φ be a zero mean step function. If Φ satisfies the wsd property (27), then the group E(Φ) includes the set {σ i : i = 1, . . . , D} of jumps at discontinuities of Φ. Moreover, Φ is regular.
Proof. Let us consider Φ q (x) for q ∈ Q. By (18) and (25), we can write, with u i,j (q) (x) in a finite fixed set of integers F ,
Let θ (q) := (θ j,q , j = 1, ..., d) with θ j,q := − i t i,j {qβ i,j }. We can assume that the limit θ := lim q→∞, q∈Q θ (q) exists. The set of values of Φ q for q ∈ Q is included in R + θ (q) where R is the finite fixed set of vectors
Let I q be the partition of the circle into the intervals of continuity of Φ q , I q,ℓ = [γ q,ℓ , γ q,ℓ+1 ), 1 ≤ ℓ ≤ Dq. With the constant c introduced in (27), let J q,ℓ ⊂ T be the union of L := ⌊2/c⌋ + 1 consecutive intervals in I q starting with I q,ℓ . By (27) every J q,ℓ has length ≥ 2/q, thus contains an element of the set {x i − sα}, s = 0, . . . , q − 1 for each x i .
Therefore, for every jump σ i of Φ, there is v ∈ R and two consecutive intervals I, I ′ ∈ I q , with I ∪ I ′ ⊂ J q,ℓ , such that the value of Φ q is v + θ (q) on I and v + θ (q) + σ i on I ′ .
Given i ∈ {1, ..., D}, we denote H q (σ i ) the family of intervals I ∈ I q such that the jump of Φ q at the right endpoint of I is σ i . Since each interval J q,ℓ contains an interval
Fix additionally v ∈ R and let A q (σ i , v) be the set of intervals I ∈ H q (σ i ) such that
be the set of intervals I ′ ∈ I q adjacent on the right to the intervals I ∈ A q (σ i , v).
By (27) and (28), we have
. Thus v 0 + θ and v 0 + θ + σ i are quasi-periods, hence, by Lemma 2.9 essential values. Since E(Φ) is a group, σ i is an essential value. Therefore E(Φ) includes the group generated by the jumps of Φ.
Finally, notice that the quotient cocycle Φ/E(Φ) is a continuous step cocycle, hence is constant. Therefore, the regularity of Φ follows from Lemma 2.14.
with β i = β j whenever i = j, the jump of Φ d is (1, ..., 1) at 0 and (0, ..., 0, −1, 0, ..., 0) at β j (−1 stands at the j-th coordinate), j = 1, . . . , d. If the wsd property is satisfied, the group E(Φ) includes Z d . Therefore the cocycle Φ d is regular whenever the wsd property holds.
In view of Lemma 2.3 and Theorem 3.8, we obtain the following result (where the case β ∈ Zα + Z can be treated directly).
Corollary 3.9. Let α be of bounded type. Let β be a real number. 
2) If
Clusters of discontinuities
For a subset C of discontinuities of Φ, we denote σ(C) = x i ∈C σ(x i ) the corresponding sum of jumps of Φ. The number of discontinuities of Φ is D = D(Φ). The following result can be useful when the discontinuities are not well separated.
Theorem 3.10. Suppose that there are two discontinuities x i 0 , x j 0 of Φ and a subsequence (q n k ) such that for a constant κ > 0 we have
Then, if the sum σ(C) is = 0 for each non-empty proper subset C of the set of discontinuities of Φ, then Φ has a non trivial essential value.
Proof. By Lemma 2.1 any interval of length 2/q n on the circle contains at least one discontinuity of each type x i and at most 4 such discontinuities, therefore at most 4D(Φ) discontinuities of Φ qn .
Consider the sequence Q = (q n k ) of denominators satisfying (29). On the circle T we will deal with families of disjoint intervals of length 4/q n k . In fact, we consider families of the form
and J k is such that its cardinality satisfies |J k | ≥ δ 1 q n k for a fixed positive constant δ 1 .
The number of different "patterns of discontinuities" (i.e. consecutive types of discontinuities) which can occur altogether in these intervals is finite (indeed, the length of a pattern of discontinuity is bounded by 8D(Φ)). There are an infinite subsequence of Q (still denoted by Q) and a family of intervals I
for a fixed positive constant δ 2 (therefore with a total amount of measure bounded away from 0) such that the same pattern of discontinuities occurs in each interval of the family. For illustration, if the cocycle has 4 discontinuities x 1 , x 2 , x 3 , x 4 , we can have for instance in each interval the pattern (x 1 , x 3 , x 4 , x 3 , x 2 , x 1 , x 2 , x 4 ), corresponding in a given interval to the "configuration" (a sequence of discontinuities) of the form ({x 1 − ℓ j,1 α}, {x 3 − ℓ j,2 α}, {x 4 − ℓ j,3 α}, {x 3 − ℓ j,4 α}, {x 2 − ℓ j,5 α}, {x 1 − ℓ j,6 α}, {x 2 − ℓ j,7 α}, {x 4 − ℓ j,8 α}). Now, by taking a further subsequence of Q if necessary, we will assure a convergence at scale 1/q n k for the discontinuities in I (k) j . More precisely, observe that if
0 and therefore it belongs to the set {x i − uα} : |u| < q n k ∩ I (k) 0 . Notice that this set {x i − uα} : |u| < q n k ∩ I (k) 0 has at least 2 elements and has no more that 8 elements and it does not depend on j (when k changes, the set J ′ k does and so j are different for different k, however the common shift, namely the shift by jα, leads to points which will be common for all j ∈ J ′ k ; on the other hand r runs over a fixed set as the patterns of discontinuities are the same regardless k and j). Therefore we can write it explicitly as {x i − u n k ,i,r α} .
We can extract a new subsequence of Q (for which we still keep the same notation Q = (q n k )) such that for each {x i − u n k ,i,r α} the sequence q n k {x i − u n k ,i,r α} converges to a limit y i,r ∈ [0, 4] when k → ∞. This is possible, since there is a finite number of such points in I (k) 0 for each n k .
Therefore the configurations of discontinuities in the intervals I (k) j for j ∈ J ′ k are converging at the scale 1/q n k , i.e. after applying the affinities x → q n k (x − {−jα}). We can group the discontinuities (of type) x i according to the value of the limit y i,r .
We call "clusters" the subsets of discontinuity points in I (k) j with the same limit at the scale q n k (hence, such that the corresponding limits y i,r in [0, 4] coincide). Observe that two discontinuities of the same type x i are at distance ≥ 1 2qn k by the point 4) of Lemma 2.1 and therefore are not in the same cluster: a cluster contains at most one discontinuity of a given type x i . In view of (29), the number of elements in a cluster is strictly less than D(Φ) the number of discontinuities of Φ.
By passing once more to a subsequence of Q (still denoted by Q = (q n k )) if necessary, we extract a sequence of families of disjoint "good" intervals of length 4/q n k with the same configuration of clusters inside the intervals of a family. There are at least three different clusters in each "good" interval (since for an interval of length 4/q n k a given type of discontinuity occurs at least twice and must occur in different clusters as shown above, moreover the number of elements in a cluster is at most D(Φ) − 1). The clusters in each interval are separated by more than c/q n k . As in the proof of Theorem 3.8, the values of the cocycle at time q n k are v + θ (qn k ) with v in a fixed finite set and (θ (qn k ) ) a converging sequence.
For k large, clusters of discontinuities are separated by intervals of order c 1 /q n k for a fixed positive constant c 1 and there are at least 3 clusters in a "good" interval I (k) j . The number of intervals in the families is greater than a fixed fraction of q n k . It follows that, under the assumption that the sum of jumps σ(C) is = 0 for each non-empty proper subset C of the set of discontinuities of Φ, the cocycle at time q n k is close to a non zero constant on a set which has a measure bounded away from 0.
Therefore there Φ has a non trivial quasi-period, hence a non trivial finite essential value.
Recall that, by Remark 7, if x 1 , . . . , x D are all discontinuities of a step cocycle Φ, then for i = j we can assume that x i − x j is not a multiple of α modulo 1. Assume that α is of bounded type. Then, fixing i 0 = j 0 and using Lemma 2.3 to select a subsequence (q n k ) so that (29) holds for a constant κ > 0, the assumption of the theorem are fulfilled.
Example 1: cocycle with 3 discontinuities
Let α be an irrational number of bounded type. Let ϕ be a scalar cocycle with 3 effective discontinuities 0, β, γ. The sum of jumps for the 3 discontinuities is 0, and for subsets of 1 or of 2 discontinuities it is always non zero. If β (resp. γ) is not in Zα + Z, by Lemma 2.3 there are subsequences of denominators along which the discontinuities of type β (resp. γ) belong to clusters which reduce to a single discontinuity or to two discontinuities. Therefore, by Theorem 3.10 the group of finite essential values does not reduce to {0}.
Example 2: cocycle with 4 discontinuities
Let us consider the R-valued cocycle a(
There are 4 discontinuity points: (0, β, γ, β + γ) with respective jumps +a, −a, −1, +1. Assume that β is such that there is a subsequence (q n k ) and a constant κ > 0 such that
We apply the method of Theorem 3.10, with the subsequence (q n k ). By the above condition on β, in a cluster we can find either a single discontinuity, or two discontinuities of type in (0, γ), (0, β + γ), (β, γ), (β, β + γ) with respective sum of jumps: a − 1, a + 1, −(a + 1), −a + 1. The case of 3 discontinuities is excluded.
Therefore, if a ∈ {±1}, we have a non trivial essential value. When a = −1, then the cocycle reads −1 [0,β) (·) − 1 [0,β) (· − γ) + 2β, and by Theorem 3.5 or the method of Proposition 3.7 we obtain a non trivial essential value.
So for the classification of the cocycle a( 3.5 On the regularity of
Theorem 3.11. The cocycle Φ β = 1 [0,β) − β is regular over any irrational rotation.
Proof. If β ∈ Zα+Z, then Φ β is a coboundary (see Remark 7). Suppose that β ∈ Zα+Z. Then, by Lemma 3.3 and Proposition 3.7, there is a positive integer in the group E(Φ) (cf. Remark 9). Therefore the cocycle Φ β is always regular.
Remark 10. If β, α, 1 are independent over Q, then by a result of Oren ([Or83] ) the cocycle defined by Φ β is ergodic.
a) α of bounded type Theorem 3.12. If α is of bounded type, the cocycle
Proof. Recall that we constantly assume that β, γ, β − γ are not in Zα + Z. The proof is done in three steps:
Step 1. E(Φ 2 ) = {0}; indeed, this follows immediately from the proof of Theorem 3.4 applied to β / ∈ Zα + Z (see Lemma 2.4 and Lemma 3.3).
Step 2. β = γ; then our cocycle is regular by Theorem 3.11.
Step 3. 0 < β < γ < 1. Now, we claim that for each a, b ∈ R the cocycle a(
is regular. Indeed, we have already noticed this property to hold if a or b is equal to zero. When a = 0 = b, we obtain a step cocycle with 3 effective discontinuities 0, β and γ. In that case we apply Theorem 3.10 (see the application to cocycles with 3 discontinuities, example 1 after the proof) to conclude that our scalar cocycle has a non-zero finite essential value and hence is regular. The claim immediately follows. The regularity of Φ is now an immediate consequence of Corollary 2.13.
Remark 11. Notice that we can apply other previous results to obtain another, more complex proof of Theorem 3.12, which however can be applied in other situations. Indeed, since α of bounded type, we apply Theorem 3.5 to conclude that the cocycle Φ is regular whenever β, γ, α, 1 are independent over Q.
Otherwise, there are integers r, s, v, w not all equal to zero such that rβ +sγ +vα+w = 0.
The case when β or γ belongs to Zα + Z is excluded (cf. Remark 7).
1) Assume that β, γ ∈ Qα + Q and β − γ / ∈ Qα + Q. and obtain a subsequence (q n k ) along which the wsd property is satisfied for the discontinuities of Φ 2 . Then Theorem 3.8 applies.
2) Suppose s = 0 and γ / ∈ Qα + Q, β ∈ Qα + Q. It is enough to show that d 1 = 2 in Theorem 3.4. By the proof of that theorem applied to β / ∈ Zα+Z, in view of Lemma 2.4, we obtain M : R 2 → R 2 a rational change of coordinates such that MΦ 2 = (ψ 1 , ψ 2 ) has (1, 0) as its essential value. On the other hand, by Lemma 3.2 (taking into account that det M = 0) and remembering that under our assumption β and γ are independent over Q, we obtain that β(ψ i ) / ∈ Zα + Z, i = 1, 2. Therefore, again by Lemma 2.4, L(β(ψ i )) = {0}, hence by the proof of Theorem 3.4, d 1 = 2.
3) The missing case β − γ ∈ Qα + Q (see the assumption in 1) and the separate case β, γ ∈ Qα + Q) are covered by Lemma 2.3 and an application of Theorem 3.8.
b) α of non bounded type
For d = 2 and α not of bounded type the question of construction of a non regular step function is not solved and the purpose of this paragraph is to present some observations. From Lemma 3.3 and Proposition 3.7, we know that E(Φ) does not reduce to {0}. By Corollary 2.13, the regularity of the cocycle is equivalent to the regularity of the one dimensional cocycles with 3 discontinuities:
, where a, b are arbitrary real numbers. Since we know already that regularity holds for
It is interesting to understand the particular case γ = ℓβ, with ℓ a positive integer. We will give some partial results on this cocycle and ask questions.
First of all, there are special situations where one can conclude that the cocycle ϕ = ℓ1 [0,β) − 1 [0,ℓβ) is a coboundary (we assume that ℓβ < 1). We use the following result of Guenais and Parreau (with the notation of Section 2.1, in particular T x = x + α):
, Theorem 2) Let ϕ be a step function on T with integral 0 and jumps −s j at distinct points (β j , 0 ≤ j ≤ m), m ≥ 1, and let t ∈ T. Suppose that there is a partition P of {0, . . . , m} such that for every J ∈ P and β J ∈ {β j : j ∈ J}:
(ii) for every j ∈ J, there is a sequence of integers (b j n ) n such that
Then there is a measurable function f of modulus 1 solution of
Conversely, when j∈J s j / ∈ Z for every proper non empty subset J of {0, .., m}, these conditions are necessary for the existence of a solution of (31).
With the previous notation, the discontinuities are at β 0 = 0, β 1 = β, β 2 = γ = ℓβ (m = 2) with jumps ℓ − 1, −ℓ, 1 respectively and the partition P is the trivial partition with the single atom J = {0, 1, 2}. We also have β J = 0, j∈J s j = 0. Suppose that the parameter β has an expansion in base (q n α) (Ostrowski expansion, see [IN88] ):
2 n = ℓb n , so that j∈J b j n s j = ℓb n − ℓb n = 0. In view of Theorem 3.13, for every real s, the multiplicative equation e 2πisϕ = f • T /f has a measurable solution f : T → S 1 . By using Theorem 6.2 in [MoSc80] , we conclude that ϕ is a measurable coboundary. Let us mention that another proof based on the tightness of the cocycle (ϕ n ) can also be given.
Conversely, if ϕ is a measurable coboundary, then e 2πisϕ = f • T /f , for s real has a measurable solution, and this implies that β has the expansion given by (32).
Therefore we obtain: (Notice that by Theorem 3.13 it cannot be a coboundary.)
We will consider α of non bounded type and construct non regular cocycles (cf. [Co09] ). For r ∈ R, we denote by ρ r the translation x → x + r mod 1. Proof. By a result of Merril ([Me85], Theorem 2.5 therein, see also Theorem 3.13 above from [GuPa06] ), we know that, if β satisfies (32), then there is an uncountable set of real numbers s (so containing irrational numbers) such that we can solve the following quasi-coboundary multiplicative equation in (s, β): for s ∈ R there exist |c| = 1 and a measurable function f :
For this choice of β and s (s is irrational), e 2πis(1 [0,β) −1 [0,β) •ρr) is a multiplicative coboundary for every r.
For the integer valued cocycle
It follows that the group of finite essential values over T of the cocycle ψ r is also included in the group 1 s Z and therefore E(ψ r ) ⊂ {0, ∞}.
This implies that ψ r is either non regular or a coboundary (cf. Subsection 2.2). The latter case cannot occur for a set of values of r of positive measure, because otherwise, by Proposition 3.16 below, 1 [0,β) − β is an additive coboundary up to some additive constant c (and necessarily c = 0, since the cocycle defined by 1 [0,β) − β is recurrent). But this would imply that e 2πiβ is an eigenvalue of the rotation by α, a contradiction.
Therefore the cocycle 1 [0,β) − 1 [0,β) • ρ r is non regular for a.e. r ∈ R.
Proposition 3.16. Assume that K is a compact connected Abelian (monothetic) group. Let T be an ergodic rotation on K. Let ϕ : K → R be a cocycle. Assume moreover, than on a set of g ∈ K of positive Haar measure we can find a measurable function ψ g : K → R such that
Then ϕ is an additive quasi-coboundary, i.e. ϕ = b + h • T − h, for a measurable function h : K → R and a constant b ∈ R.
Proof. For g ∈ K satisfying (33) and arbitrary s ∈ R we have: = ψ qn (x) + q n β + (M(x + β) − M(x)), if x + β < 1, ψ qn (x) + (q n β − q n ) + (M({x + β}) − M(x)), if 1 x + β < 2.
We will reduce the cocycle Ψ d+1 to step cocycles using the group of finite essential values.
Proposition 4.1. The group E(Ψ d+1 ) includes ∆ d+1 = {(t, ..., t) : t ∈ R}, the diagonal subgroup of R d+1 .
Proof. Denote S i (x) = ρ β i (x) = x+β i mod 1. Suppose that {q n k β i } → c i , with c i ∈ [0, 1) for i = 1, . . . , d, and consider the measures
Since ∀x, y ∈ [0, 1), |ψ qn k (x) − ψ qn k (y)| < 2 V (ψ) = 2 and ψ dµ = 0, we have that
It follows that we can select a subsequence of (ν k ) (still denoted (ν k )) which converges to a probability measure ν concentrated on [−2, 2] d+1 . We will show in what kind of a subset of R d+1 the support of ν is included. Consider the image of the measure ν k via In view of (35), we obtain
with M i (x) ∈ Z, whence F * ν k is the measure concentrated on ({q n k β 1 }, ..., {q n k β d }) + Z d .
Since ν k → ν weakly, F * ν k → F * ν (because all these measures are concentrated on a bounded subset of R d+1 ). As {q n k β i } → c i , it follows that supp ν ⊂ {(x 0 , . . . , x d ) ∈ R d+1 : x i − x 0 = c i + k i , k i ∈ Z, i = 1, . . . , d}.
The set on the right hand side of this inclusion is equal to the union of sets of the form {(x, x − (c 1 + k 1 ), ..., x − (c d + k d ) : x ∈ R}, hence of countably many lines parallel to the diagonal ∆ d+1 . Moreover, the support of ν is uncountable (because one dimensional projections of ν are absolutely continuous measures -see [LePaVo96] ), whence it must be uncountable on one of these lines. In view of Proposition 2.8, supp ν ⊂ E(Ψ d+1 ) and since E(Ψ d+1 ) is a group, we have supp ν − supp ν ⊂ E(Ψ d+1 ). However, the set ∆ d+1 ∩ (supp ν − supp ν) is uncountable, so because E(Ψ d+1 ) is closed, we must have ∆ d+1 ⊂ E(Ψ d+1 ) and the proof is complete. Proof. Using Corollary 4.2, we only need to show that the set of (β 1 , . . . , β d ) for which the set of accumulation points of ({q n β 1 }, . . . , {q n β d }) n≥1 is dense in T d , is residual (i.e. it includes a dense G δ subset).
We take ε > 0 , c 1 , . . . , c d ∈ [0, 1) and consider the sets A N = A N (c 1 , . . . , c is a dense G δ and the proof is complete. Now, we show that the multiple ergodicity problem has a positive answer for a.a. choices of (β 1 , . . . , β d ). We will need the following classical lemma of Rajchman.
Lemma 4.5. Let (X, B, µ) be a probability space, f n : X → R such that f n ∈ L 2 (X, B, µ), f n < C, and f n ⊥f m whenever n = m. Then 1 n n k=1 f k → 0 a.e.
Proof. It follows from the assumptions that
We have L 2 n ≤ n < (L n + 1) 2 and Proof. By Corollary 4.2, all we need to show is that the set of (β 1 , . . . , β d ) for which the set of accumulation points of ({q n β 1 }, . . . , {q n β d }) n≥1 is dense in T d , is a set of full measure. We will show more: the set of such d-tuples for which ({q n β 1 }, . . . , {q n β d }) n≥1 is uniformly distributed (mod 1) in T d is of full measure.
For almost all (β 1 , . . . , β d ), the sequence (q n β 1 , . . . , q n β d ) n≥1 is uniformly distributed (mod 1). Indeed, by Weyl's criterium of equidistribution (see e.g. [KuNi] ) it suffices to show that for almost all (β 1 , . . . , β d ) in T d , for any nontrivial character χ of T d , the Cesaro averages of the sequence (χ(q n β 1 , . . . , q n β d )) n≥1 tend to zero.
