Abstract-Optimizing polymer bulk heterojunction solar cells requires a fine tune over the thickness, weight ratio, and the morphology because of the strong coupling among light absorption, exciton dissociation, and charge carrier transport within bulk heterojunctions. Without guidance from modeling and simulation, it will be a daunting challenge to optimize the device performance. In this paper, we present a multiscale modeling and simulation approach by integrating the Monte Carlo simulation, the optical absorption calculation, and the macroscopic device simulation. Such integration accounts for multiscale aspects of the bulk heterojunctions in polymer solar cells, which is not possible by any individual method alone. For the first time, we are able to predict the best device performance by simultaneously optimizing the thickness of the active layer, the nanoscale morphology of the bulk heterojunctions, and the donor/acceptor weight ratio through the multiscale simulation.
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I. INTRODUCTION
W ITH the advantages of easy fabrication, low cost, and mechanical flexibility, organic photovoltaics is considered to be a promising substitute to traditional inorganic photovoltaics. The most efficient organic solar cell today is made from blending conjugated polymers (donors) and fullerene molecules (acceptors) to form bulk heterojunctions (BHJs) [1] . It is well accepted that the thickness of the active layer [2] , [3] , the nanoscale morphology of the BHJs [4] , and the weight ratio of the donor/acceptor (D/A) [5] - [7] play critical roles in determining the performance of polymer solar cells. For example, the nanoscale morphology of the disordered BHJs must be tuned in such a way that the formation of phase-separated domains provides enough interconnections to transport free carriers but does not sacrifice too much interfacial contact area for efficient exciton dissociation, while the thickness of BHJs must be chosen such that it is thin enough for efficient collection of free carri-ers but thick enough to absorb sufficient light; in addition, the weight ratio of the D/A needs to be optimized to balance the electron and hole mobility and to balance the light absorption and exciton dissociation.
Even though the world-record efficiency of organic photovoltaic cells has reached 10% [8] , only 3-5% is routinely achievable in general labs because of the lack of effective tool to optimize the device design and the fabrication process. The optimization, which is usually relying on expensive trial-and-error experiments [9] , is not trivial because of the strong coupling among all those coupled parameters that dictate the performance of the device. Comparing with trial-and-error-based physical experiments, modeling and simulation provides an alternative but more effective and economical way to optimize polymer solar cells. Unfortunately, few works have been reported that optimize polymer BHJ solar cells via modeling and simulation due to the limitations of current modeling and simulation methods.
Recently, we have reviewed the recent progress in modeling and simulation of polymer BHJ solar cells [10] . Two major approaches for modeling and simulation of polymer BHJ solar cells are frequently discussed in the literature to optimize polymer solar cells: the macroscopic approach based on the drift-diffusion model [2] , [3] , [11] , [12] and the mesoscopic approach based on the Monte Carlo model [13] - [18] . So far, neither of them alone is able to describe the full operation of polymer BHJ solar cells. The macroscopic approach simulates the device performance by considering the mean effect of many factors without directly correlating the device performance to the nanoscale morphology. The Monte Carlo simulation takes the nanoscale morphology into account to simulate a few important factors, such as exciton-dissociation efficiency (EDE) and internal quantum efficiency (IQE), but fails to simulate the performance at device level because of the requirement of excessive computation power and the inconvenience to consider the boundary conditions. Because of the complexity of polymer solar cells, it is difficult to simply tune one or a few parameters to achieve optimal performance. Instead, the optimization of polymer solar cells is a fine balancing art, which means all the parameters need to be tuned simultaneously. Therefore, the optimization of polymer solar cells calls for a multiscale modeling and simulation approach that is able to take all aspects of the device into consideration.
In our recent work [19] , we have proposed a multiscale modeling and simulation method to simulate the performance of polymer solar cells, thus optimizing the performance with respect to both active layer thickness and nanoscale morphology. In this paper, we extend our previous multiscale simulation by considering the weight ratio of D/A, thus, optimizing the performance with respect to weight ratio in addition to active layer thickness and nanoscale morphology. All three optimized parameters depend on the fabrication process directly; therefore, it is possible to obtain an optimization of the fabrication process, which is meaningful for guidance of device fabrication.
Similar to our previous work [19] , the multiscale simulation integrates the Monte Carlo simulation, the optical absorption calculation, and the macroscopic simulation. Such integration accounts for multiscale aspects of the device such as the active layer thickness, nanoscale morphology, and weight ratio of the D/A. The multiscale simulation is effective in optimizing several physical aspects of the device simultaneously. In this paper, the poly(3-hexylthiophene) (P3HT) and phenyl-C61-butyric acid methyl ester (PCBM) material system are used as an example to demonstrate the effectiveness of the multiscale modeling and simulation. The P3HT:PCBM is chosen simply because it is commonly investigated in the literature, and many parameters are readily available. The developed multiscale simulation approach in this paper is applicable to other material systems with no technical barriers.
II. MULTISCALE MODELING AND SIMULATION
The schematic diagram of the proposed multiscale modeling and simulation framework is illustrated in Fig. 1 Finally, the performances of the device such as the shortcircuit current, the open-circuit voltage, the fill factor, and the power conversion efficiency (PCE) are derived from these J-V curves. The details of these modules will be discussed in the following sections.
A. Morphology Generation
In order to obtain an exact description of phase separation level of the photoactive layer in polymer solar cells, a series of morphologies with different average domain sizes are generated using the Ising model [20] with simulated annealing methods [21] . The morphology generation process for the D/A weight ratio of 1:1 is shown in the following.
First, the active layer is discretized into small cubes with a lattice constant of 3 nm. Every cube, which is also called a site, is assigned a value 0 or 1 with equal probability, where 0 stands for donor and 1 for acceptor.
Second, choose two neighboring sites randomly from all the lattices and calculate the Ising Hamiltonian value of the system comprised of the chosen two sites, their neighbors, and secondnearest neighbors according to the following equation:
where δ si,sj is the delta function, and J=+1.0K b T ; the contribution of the second-nearest neighbors is scaled by a factor of 1/ √ 2. Third, exchange the spin value (0 or 1) of the chosen two sites with the probability
where Δε is the difference between Hamiltonian values before and after the exchange. Finally, after a great number of attempted spins exchanges, a morphology series with the required domain sizes is generated.
The aforementioned procedures are performed to simulate the actual annealing process. Through the exchanges, the energy of the system, which is evaluated by the Hamiltonian value, will decrease, and the same material sites get close to each other.
The morphology generation for weight ratios other than 1:1 is similar except that each cube is assigned value of 1 or 0 with different probability initially. The average domain size (or phase separation) is scaled according to the minority component (either donor or acceptor depending on the weight ratio) and expressed as 6 * min[α, 1−α]V /A, where α is the ratio of one component (either donor or acceptor), A is the D/A interfacial area, and V represents the volume of the bulk. The example of nanoscale morphology of the BHJ, which is made of P3HT:PCBM, at weight ratio of 1:1 with different domain sizes, is shown in Fig. 2 . Even though the morphology generation process does consider the physical evolution during annealing, the Ising model is more about a mathematical process. Therefore, an experimental justification is necessary. Atomic force microscopy (AFM) has become an indispensable tool today to characterize organic solar cells [22] - [29] because of its easy operation and simple sample preparation. However, most studies by AFM are only limited to the characterization of nanoscale topographical roughness of the active layer without providing a clear phase-separation map. Considering the AFM phase image is largely dictated by material properties, here, we propose a simple but effective approach to generate a clear phase-separation map from an AFM phase image to identify the real morphology. First, an AFM phase image is obtained by scanning a P3HT:PCBM surface with a weight ratio of 1:1 [see Fig. 3 Obviously, the morphology on the surface may not exactly resemble the inner morphology. However, at least, it will give us some qualitative information to justify the validity of using the Ising model to generate morphologies. Comparing the morphology observed from experiment [see Fig. 3(d) ] and the morphology generated by the Ising model [see Fig. 2 (a)], they are indeed similar, although with slight differences. Therefore, we can safely conclude that the morphologies generated by the Ising model resemble the real morphologies.
B. Monte Carlo Simulation
Comparing with macromethods that only consider the mean effect of many factors on the performance of polymer solar cells, mesoscopic approach such as Monte Carlo simulation can help to gain a deeper understanding on the relationship between the nanoscale morphology of the active layer and the performance of the device. Using a dynamic Monte Carlo model, the thickness dependence of absorption, exciton diffusion, and carrier collection efficiencies are studied for different morphologies by Yang and Forrest [18] . Even though Monte Carlo is capable of simulating the J-V characteristics [30] , it is not convenient to simulate the full experimental J-V characteristics. Here, we use Monte Carlo simulation to bridge the simulation from mesoscale to macroscale by calculating the recombination rate, the EDE, and the bulk mobility of both carriers with respect to the internal electrical field and the inner morphology (the average domain size). To eliminate the finite size effect, periodic boundary conditions are applied to both x-and y-axis, which are parallel to the device surface. First reaction method (FRM) [31] is adopted to make the Monte Carlo simulation implementable on a workstation computer.
The following photocurrent generation processes are simulated in the Monte Carlo simulation. First, an exciton is generated at a random site in the P3HT:PCBM heterojunction layer. The generated exciton transports to the D/A interface to be further separated into electron and hole. The generated free electron (hole) transports through the active layer in donor (acceptor) under the electric field originated from the combination of the external voltage, electrostatic interactions (only consider the charges within cutoff radius), and the built-in potential. Charge carriers are extracted when they are neighboring to their corresponding electrode. Meanwhile, electron and hole could also decay by recombining with each other at the D/A interface or be trapped at dead ends.
In the FRM strategy, a queue is generated and updated to store all the enabled events in a photocurrent generation process. The events include generation, hopping, dissociation, decay of exciton and hopping, extraction, and recombination of charge carriers (electron and hole). In the Monte Carlo simulation, each possible event is assigned a waiting time, which is calculated according to the happening rate constants of the events, which represent attempt-to-happen frequencies of the events. Because exciton can only dissociate at the D/A interface, the exciton dissociation rate is set to be an extremely high value at the D/A interface, while set to be zero for other sites. The exciton decay rate equals the reciprocal of exciton lifetime (about 500 ps). Among all the rate constants, the most important ones to be determined are the hopping rates for the electron and hole. Herein, the Miller-Abrahams expression [32] , which is presented as follows, is adopted to estimate charge carrier hopping rates:
in which, v hop is the attempt-to-hop frequency, γ is the localization radius. The energy difference between states after and before the hopping ΔE ij is composed of three parts: 1) the energy difference due to the electric field; 2) the energy difference due to the electrostatic interaction; and 3) the energy disorder obeying Gaussian distribution. The carrier extraction rate constant is treated as carrier hopping from active layer to electrode, and the energy gap between cathode (anode) and lowest unoccupied molecular orbital, LUMO a (highest occupied molecular orbital, HOMO d ) of PCBM (P3HT) is treated as the energy difference for electron and hole, respectively. All the parameters that are used in Monte Carlo simulation are listed in Table I . The recombination rate of electron and hole is adjusted to get a proper charge density (about 10 22 m −3 ). During the Monte Carlo simulation, the trajectories of particles (exciton, electron, and hole) are completely recorded for postanalysis. Several variables can be estimated when the simulation reaches a stable state. The effective carrier mobility (bulk mobility), the EDE, and the recombination rate are calculated from the following equations: because it is more difficult for carriers to escape from dead-end traps under high electric field strength. The result agrees well with that from experiment [34] . It is also clear that when the concentration of PCBM is higher, a higher electron mobility is observed, while a higher concentration of P3HT leads to a higher hole mobility, which are intuitive and straightforward.
The recombination rates corresponding to electric field and morphology for different weight ratios are shown in Fig. 6 . The recombination rate shows a declining tendency to both domain size and electric field strength (see Fig. 6 ). As the domain size increases, the transport paths for carriers become wider, and the carriers are more likely to travel to the electrodes, rather than being recombined at the donor-acceptor interface. Under stronger electric field, the carriers can move to electrodes more quickly; therefore, the recombination rate is expected to decrease when the electric filed strength increases. It is observed that the 2:3 weight ratio gives the least recombination rate. The dependence of EDE on domain size is also calculated in the simulation (see Fig. 7 ). It can be seen that the EDE decreases as domain size increases. Such a trend is reasonable because larger domain size means less interfacial area and, therefore, low EDE. Apparently, the 1:1 ratio yields the best EDE, which is the reason why 1:1 ratio often gives the best experimental results.
The IQE, J-V curve, and subsequently PCE should be directly obtainable from Monte Carlo simulation. However, without a full consideration of the boundary conditions at the electrodeactive layer interfaces, Monte Carlo simulation is not a nice choice for full device description. In addition, the Monte Carlo simulation of the J-V curve demands high computation power that is often not readily available. To obtain the J-V curve of the polymer solar cells, we propose to use the macroscopic simulation based on the drift-diffusion model, which will be discussed in Section II-D.
C. Calculation of Carrier Generation Rate
The charge carrier generation rate is a critical parameter for device simulation based on the drift-diffusion model (see Section II-D). The charge carrier generation rate can be ob- tained by multiplying the EDE (see Section II-B) and the light absorption in the active layer. The calculation of light absorption for traditional solar cells is based on the Beer-Lambert law that assumes an exponential decay in bulk materials
where I(x) is the light intensity at position x, I 0 is the incident light intensity, and α is the absorption coefficient. However, light absorption in polymer solar cells is greatly affected by optical interference, given that the thickness of each layer is less than the light wavelength. A rigorous investigation of both the light distribution and light absorption in the device is essential before a reliable exciton generation rate is available. By taking the light interference effect into account, the optical transfer matrix theory, which is similar to that described in [35] , is adopted to find the light absorption in the active layer of polymer solar cells. Since the device is composed of several layers, two different cases, i.e., the interface between neighboring layers and the bulk of individual layer, are to be considered separately. Because of the reflection and interference effect, the optical electric field in the bulk layer is divided into two parts, i.e., one propagating in the direction parallel to the incident light and another in the opposite direction. Fig. 8 shows optical transport in a typical multilayer solar cell. A plane wave is incident from left at an m-layer structure (layer 1 to layer m) between a semiinfinite transparent ambient and a semiinfinite opaque substrate. Due to the interference effect in the thin-film device, the optical electric field at any point x in layer j is a complex quantity and consists of a positive component E + j (x) and a negative component E − j (x). By multiplying all the transfer matrix of all layers and their interfaces, the optical transfer matrix can be calculated. With the optical transfer matrix known, the optical electric field distribution and, subsequently, the light intensity distribution in the device can be calculated. Finally, the photon absorption rate can be computed through integration of the energy dissipation rate for light wavelength between 350 and 800 nm according to the extinction coefficients for materials with different weight ratios (see Fig. 9 ). The selected wavelength range (350-800 nm) is reasonable because the light below 350 nm is strongly absorbed by the glass substrate, and the light above 800 nm is rarely absorbed by active layer due to the large bandgap (1.9 eV) of P3HT. For simplification, the dependence of photon extinction coefficient on morphology or domain size of the active layer is not taken into consideration here. Some pieces of literature The blue curve represents extraterrestrial measurement data, the black curve represents calculation based on 5800-K blackbody radiation, and red curve represents the AM 1.5G spectrum (original data from http://rredc.nrel.gov/solar/spectra/) [10] . [37] , [38] have reported that the absorption profile changes little after device annealing, even though the inner morphology changes dramatically and external quantum efficiency. Therefore, it is fair to assume that the photon absorption coefficient keeps constant upon domain size.
Based on the optical transfer matrix theory [35] , we can calculate the absorption efficiency of the P3HT:PCBM active layer according to the thickness and the D/A weight ratio. Herein, the illumination intensity is set to be AM 1.5G spectrum [see Fig. 10 (a) data from http://rredc.nrel.gov/solar/ spectra]. Fig. 10(b) shows the photon absorption efficiency of the P3HT:PCBM active layer in solar cells with the following structure: ITO(150 nm)/PEDOT:PSS(40 nm)/ P3HT:PCBM/Al(100 nm). It is observed that there exists optical interference effect; as the result, the absorption is enhanced at certain thickness.
From Monte Carlo simulation, we have obtained the EDE with respect to the domain size (see Fig. 7 ). If we assume that one absorbed photon transfers into one exciton, the charge carrier generation rate (see Fig. 11 ) can now be obtained by multiplying the EDE and the photon absorption efficiency.
D. Device Scale Simulation Based on Drift-Diffusion Model
The drift-diffusion model is derived from Poisson's equation [see (8) ] and continuity equations for electrons [see (9) ] and holes [see (10) ] that are commonly used to describe the electrical behavior of semiconductor devices
where ϕ represents the electric potential, q is the unit charge, ε is the dielectric constant of the semiconductor, n and p are the electron and hole density, respectively, J n , p is the electron (hole) current, G is the generation rate, and R n (p) is the recombination rate. J n (J p ) can be written as functions of ϕ, n, and p, consisting of drift and diffusion components
where μ n (p) is the electron (hole) mobility, and D n (p) are electron (hole) diffusion coefficients. For the steady-state analysis (∂n/∂t = ∂p/∂t = 0), we can have the two following carrier continuity equations:
The goal of the simulation is to calculate carrier density n(x), p(x), as well as electric potential ϕ(x) and then to obtain the current with respect to the externally applied voltage (J-V characteristics). The full J-V characteristics of polymer solar cells can be obtained by solving these equations when the mean effects of bandgap and bulk mobility are considered.
To simulate polymer BHJ solar cells using the aforementioned model, several critical issues need to be clarified, considering the unique properties of BHJs: 1) The permittivity ε is the spatially averaged dielectric constant of D/A blend, and hence, ε is different for blends with different weight ratios between donor and acceptor materials [39] .
2) The open-circuit voltage is limited by the polaron pair energy [40] , [41] , as well as weakly affected by the work function of the electrodes [42] . Therefore, it is not trivial to estimate the exact open-circuit voltage. In the simulation, the common approach is to estimate the V oc by taking an offset from the effective bandgap, which is expressed as V oc = LUMO a -HOMO d -Δ [11] . 3) Although the classic Einstein relation (D n,p /μ n,p = kT/q) might not hold well in disordered materials [43] - [45] , it was still often assumed in most simulations for simplicity without causing significant deviation [11] , [46] . 4) Dirichlet boundary conditions [2] , [11] with ohmic contacts are assumed, where the surface potential and carrier concentrations are fixed at both ends. Without any trustful experimental data, we set the boundary contacts to be ohmic just for simplification. However, the real contact properties might be different. Recently, [47] reported that the contact at the anode is ohmic, but the contact at the cathode might be Schottky. However, the possible contact Schottky at the cathode can be ruled out by observation of a constant resistance of P3HT single layers measured in the forward bias range [48] and the ohmic cathode interface of PCBM [49] . In our previous work [12] , we were able to match the simulation to experimental measurements by assuming ohmic contacts. Thus, we continue to assume ohmic contacts in this paper.
It is clear that the carrier density has nonlinear relation versus the distance and that the continuity equations are coupled together. In addition, the change of electric potential in the semiconductor is gradual, but the carrier density changes very fast, and hence, the general calculation method will not always converge. After discretization of ϕ and n (p) by central difference formula and by Scharfetter and Gummel method [50] , respectively, either a decoupled iteration method [51] (Gummel method) or a coupled method (Newton method) can be employed to solve the linearized and discretized differential equations. A detailed description regarding the discretization and linearization, as well as the Gummel method and the Newton method, can be found in [52] . For simplicity, we use the Gummel method here.
With the macroscopic simulation, we can acquire the full J-V characteristics of the device by considering the physical dimension and boundary conditions, as well as other properties of the device, which have been obtained from the Monte Carlo simulation and the light absorption calculation. As an example, Fig. 12 shows a J-V curve for 1:1 the D/A weight ratio system with thickness and domain size to be 90 and 10 nm, respectively. Detailed descriptions of the device scale simulation and optical model are available in [33] . Some parameters that are used in the macroscopic simulation are also listed in Table I . Subsequently, the short current density, the fill factor, and, especially, the PCE are obtained from the J-V curves.
III. OPTIMIZATION VIA MULTISCALE SIMULATION
After integration of the simulation modules at each scale, we are able to perform optimization of polymer solar cells via the multiscale simulation. The morphology-dependent parameters such as bulk mobility, recombination rate, and charge generation rate, which are obtained from Monte Carlo simulation and light absorption calculation, are fed into the macroscopic simulation module to implement a full description of photocurrent generation on device scale. With the J-V curves obtained from device scale simulation, subsequent performance indices are calculated. These indices can be used to evaluate the device design and processing conditions for optimal device performance. In this study, we acquire the current density for the input applied voltage from −0.3 to 0.7 V with the step of 0.01 V. Furthermore, we vary the thickness of active layer from 50 to 400 nm and domain size (of the minority component) from 4 to 30 nm. The J-V curves corresponding to each point of thickness and domain size and subsequent device performance parameters are all calculated. As the dependence of performance on morphology and thickness is predicted, we can locate the maximum PCE value and its corresponding domain size and thickness. Therefore, both the inner morphology and the external physical dimension are optimized at the same time.
In order to investigate the influence of the composition of the active layer on the device performance, different morphologies for the varied D/A weight ratio (3:1, 2:1, 3:2, 1:1, 2:3, and 1:2) are generated using the Ising model mentioned previously. The multiscale simulation is applied to all the six groups with different compositions. The dependence of carrier mobility (see Figs. 4 and 5) and recombination ratio (see Fig. 6 ) on domain size and electric field is obtained from the Monte Carlo simulation. With the photon extinction coefficient for different weight ratio, which is shown in Fig. 9 , the charge generation rates corresponding to different weight ratio are calculated through the optical absorption model (similar to Fig. 11) . Finally, the device performance indices' dependence on domain size and active layer thickness for different weight ratios is calculated and plotted in Fig. 13(a)-(f) .
The influence of D/A composition on the achievable maximum PCE value is shown in Fig. 14 . optimal parameters for each D/A composition. As the weight ratio of P3HT increases, the maximum PCE increases initially, and then the slope decreases, finally decreases quickly. The tendency is reasonable because the electron and hole mobility are unbalanced initially. Therefore, increasing the weight ratio of P3HT increases the hole mobility and balance the transport of the two type of carriers. Furthermore, the increase of P3HT composition will lead to a rise of photon absorption efficiency and result in a higher maximum PCE. Excessively increasing P3HT composition results in a higher recombination rate (see Fig. 6 ), thus leading to a dramatic decrease of the performance. Surprisingly, the weight ratio 1:1, which has been chosen in many pieces of literature, does not yield the best performance but is very close to the best one. Our findings suggest that the best weight ratio of P3HT is close to 2:1.
From Table II , we can see that the domain sizes of donor and acceptor are asymmetrical except the 1:1 ratio. The domain size of the minority component remains constant, while the domain size of the counterpart needs to grow with respect to its concentration in order to achieve the best device performance. Such morphology raises a technical challenge to be implemented in reality, which can explain why the 1:1 ratio is mostly reported in the literature.
IV. CONCLUSION
We have proposed a framework for multiscale modeling and simulation of polymer solar cells with BHJs. The working principle of simulation at each scale has been investigated. By integrating the Monte Carlo simulation, the photon absorption calculation based on the optical transfer matrix theory, and the device scale simulation based on the drift-diffusion model, the multiscale approach is able to take account of multiscale aspects of the BHJs in the simulation. In this integration, the Monte Carlo simulation engenders EDE, bulk mobility, and recombination rate by taking account of the nanoscale morphology; the outputs of the Monte Carlo simulation are then rendered to the light absorption calculator and the device scale simulator that further generates the complete current-voltage (J-V) characteristics according to the physical dimensions, boundary conditions, and other parameters of the device. The proposed multiscale simulation method can be an efficient tool to simultaneously optimize the thickness, morphology, and D/A composition of the BHJs.
Compared with the state-of-the-art works on simulation of organic solar cells, our contributions are in threefold: 1) Through Monte Carlo simulation, we are able to directly relate the effective mobility to domain size or inner morphology of the active layer, which is critical to bridge simulations at disparate scales. 2) Using the proposed multiscale method, the device is optimized by taking domain size, thickness, and D/A weight ratio into consideration simultaneously, which are not possible without this multiscale simulation because of the strong coupling among these aspects. 3) These three parameters depend on the fabrication process directly. Therefore, our approach has great potential to guide the fabrication process.
Even though some parameters used in this simulation may not be so accurate, the optimization results from such a multiscale simulation approach will provide useful guidance in optimizing the real device through experiments, thus saving a tremendous amount of effort in searching the optimal parameters. The multiscale simulation is demonstrated for the P3HT:PCBM system in this paper, but it can be easily extended to other type of organic BHJ solar cells, as long as the properties of the materials are known.
