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Résumé – Nous proposons une méthode permettant sous certaines hypothèses de diminuer la variance d’un estimateur optimal
sans dégrader son risque, en utilisant conjointement plusieurs estimateurs grâce à une technique très simple pour arriver à un
estimateur hybride profitant du meilleur des deux. Cette méthode peut s’appliquer dans de nombreux cas, typiquement à des
estimateurs obtenus par régression linéaire.
Abstract – We present a method allowing under some hypothesis to decrease the variance of an optimal estimator without
causing damage to its risk, using many estimators jointly, thanks to a very basic technique leading to a hybrid estimator that
takes advantage of the best of them. This method can be applied in various fields, typically on estimators that were obtained
using linear regressions.
1 Introduction
Soit X(t) un processus qui dépend d’un paramètre fonc-
tionnel α(t). L’estimation de α(t) est un problème usuel
qui a de nombreuses applications en traitement du signal
et des images. Classiquement, le problème à résoudre s’ex-
prime comme la recherche d’un estimateur minimisant le
risque, c’est à dire réalisant le meilleur  compromis biais-
variance  : on parvient alors à la solution optimale en
résolvant l’équation biais2 ≈ variance [1] [2]. Cependant,
en ce qui concerne l’aspect visuel, la variance apparâıt
plus perturbante que le biais parce qu’elle introduit des
 fausses irrégularités  que l’on peut confondre avec les
 vraies irrégularités  propres à α [3]. A risque constant,
un estimateur ayant une variance plus faible est donc sou-
vent préférable.
Nous proposons une méthode générale permettant de
réduire la variance d’un estimateur α̂2 sans augmenter son
risque, à condition que l’on dispose d’un autre estimateur
α̂1 et que certaines hypothèses reliant les biais et variances
de ces deux estimateurs soient vérifiées. Cette technique
très simple ne nécessite presque aucun calcul supplémen-
taire une fois qu’α̂1 et α̂2 ont été obtenus.
Une situation typique où notre méthode s’applique est
la suivante : supposons que l’on connaisse un estimateur
α̂1 qui est performant dans le cas où c’est bien le processus
X qui est observé, mais fortement biaisé quand c’est G ·X
qui est observé, où G est une constante. Pour éliminer le
biais dû à G, on définit généralement un deuxième esti-
mateur α̂2 calculé via une régression linéaire sur plusieurs
échelles [4]. Cette technique élimine bien le biais détermi-
niste dû à G, mais souvent au prix d’une forte augmen-
tation de la variance. Nous disposons alors de deux esti-
mateurs dont le premier présente un fort biais mais une
petite variance, et le second possède une grande variance.
La technique que nous proposons permet ici de garder le
 meilleur des deux mondes , c’est à dire de diminuer la
variance de α̂2 tout en gardant son aspect optimal.
Nous présentons la méthode dans un cadre général dans
la section 2, et nous l’appliquons pour l’estimation de la
régularité locale d’un processus fractal dans la section 3.
Nous pensons que cette approche pourrait être mise à pro-
fit dans divers cadres autres que celui de la régression.
2 Principe
2.1 Hypothèses
On cherche ici à estimer une fonction α, paramètre d’un
processusX(t) = Xα(t)(t) indexé par t ∈ I un intervalle de
R, à partir d’un échantillonnage sur N points. On suppose
que l’on dispose de deux estimateurs de cette fonction, α̂1
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, etc., i = 1, 2
Posons les hypothèses suivantes : Il existe des para-
mètres δ1 et δ2 tels que :
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§̈ ¥¦H1 ∃R(N) −−−→N→∞ 0 tel que ∥∥∥R(N)i (δi)∥∥∥∞ ≤ R(N)§̈ ¥¦H2 ∀t B(N)1 (δ1, t) = B(N)1C +B(N)1V (δ1, t)§̈ ¥¦H3 ∥∥∥B(N)1V (δ1)∥∥∥∞ = o³B(N)1C ´§̈ ¥¦H4 ∥∥∥B(N)2 (δ2)∥∥∥∞ = o³B(N)1C ´§̈ ¥¦H5 ∥∥∥V (N)1 (δ1)∥∥∥∞ = o³∥∥∥V (N)2 (δ2)∥∥∥∞´
Nous disposons alors de deux estimateurs consistants
(H1) : le premier présente un biais en deux parties, dont
une qui est indépendante de t et de δ1 (H2) et prépondé-
rante (H3). Le second possède un biais pas nécessairement
indépendant de t, mais dont la norme infinie est bien plus
faible (H4) alors que sa variance est beaucoup plus forte
(H5). Un cas typique où ces conditions sont vérifiées est ce-
lui où l’on observe non pas le processus X(t) mais G·X(t),
où G est une constante déterministe, mais inconnue. Le
biais du premier estimateur est dû à ce facteur d’échelle
et il est nécessaire d’effectuer une régression linéaire pour
s’en affranchir et ainsi obtenir le second estimateur au prix
d’une augmentation de la variance.
Supposons de plus t ∈ [0, 1] et que pour des valeurs suf-
fisamment éloignées en temps, les valeurs des estimateurs
soient indépendantes (cette hypothèse peut être affaiblie
et remplacée par une hypothèse sur la vitesse de décrois-
sance des corrélations) :
§̈ ¥¦H6 |t− t′| ≥ N δi−1 ⇒ α̂i(δi, t) et α̂i(δi, t′)indépendants
2.2 Résultat principal
Théorème 2.1. Soit l’estimateur α̂ défini pour tout t
par :
§̈ ¥¦α̂ (t) = α̂1 (t)− < α̂1 > + < α̂2 >







Soient B et V respectivement le biais et la variance de
α̂. Alors, sous les hypothèses H1 à H6, on a :



























Ce nouvel estimateur cumule le meilleur des deux mondes :
son biais ne comporte plus la partie prépondérante (constante)
du biais de α̂1, et dans le même temps sa variance reste
négligeable par rapport à celle de α̂2. La figure 1 met en
évidence ce résultat. On constate en outre que le second
estimateur n’est utilisé que dans l’unique but de faire dis-
parâıtre cette partie constante.
Fig. 1 – A partir de α̂1 et α̂2 (en haut), on construit α̂ (en
bas)
Le paramètre δ∗1 du premier estimateur sera classique-







1 (δ1). Il est important de noter
qu’en revanche, δ∗2 ne sera pas la valeur qui minimise
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3.1 Définition d’un processus fractal à par-
tir de ses coefficients d’ondelettes
Pour illustrer le théorème 2.1, nous définissons un pro-
cessus à régularité prescrite par ses coefficients d’onde-
lettes : ils sont indépendants et définis en loi par :




, v.a gaussienne centrée
pour tout j = 0 . . . n− 1, k = 0 . . . 2j − 1
où σj,k = 2
−jα(k2−j), α(t) = H(t) + 12 suffisamment régulière
et G > 0 est un facteur d’échelle déterministe
Soit (tn1 , . . . , t
n
2n) un échantillonnage de l’intervalle I =
[0, 1] sur N = 2n points. En tout point t = tnk , on consi-
dère l’ensemble
©
cj,k(j,t), j = 0 . . . n− 1
ª
des coefficients
d’ondelettes situés  au dessus  de lui, avec k(j, t) =⌊
(t+ 1)2j+1−n
⌋
(Pour une raison de simplicité d’écriture,
il sera simplement noté k par abus de notation).
Dans le but d’identifier la fonction α nous définissons
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α̂1 (δ, j, t)
Biais





































j = n− 1
α̂2 (δ,m, t)
Biais









































































avec 0 < δ < 1 et la régression sur les m derniers niveaux.
Grâce à ce processus simple, à voir comme un outil
permettant de mener des calculs explicites, nous pouvons
alors obtenir des équivalents précis pour les biais, variances,
et paramètres optimaux de ces estimateurs, en fonction du
nombre de coefficients N = 2n, de la largeur de l’intervalle
de prémoyennage ajustée par δ, de l’échelle j, du nombre
de niveaux de régression m et de la valeur de la dérivée de
α en t, βj,k. Ces résultats sont regroupés dans le tableau
suivant :
Il reste maintenant à s’assurer que les hypothèses du
théorème 2.1 sont vérifiées : les deux estimateurs sont
consistants (H1), le biais de α̂1 est bien en deux parties
(H2) et la seconde partie en − log2(G)j est prépondérante
devant 2
−jδ
j dès que G est différent de 1 (H3). En outre,
étant donné qu’il n’y a pas de chevauchement pour des
points suffisamment éloignés en temps, on obtient (H6)
grâce à l’indépendance des coefficients d’ondelettes.
Fig. 2 – δ1 choisi pour minimiser le risque standard de
α1 (δ, j, t) (en haut), et δ2 pour minimiser le biais de α2 (δ, m, t)
(en bas)
Enfin, un réglage optimal des paramètres des deux esti-
mateurs va permettre de valider les deux dernières hypo-
thèses. Pour α̂1, il faut choisir j le plus grand possible, soit
j = n− 1 et δ1 de sorte qu’il minimise le risque de l’esti-
mateur sans la partie constante du biais. Nous prendrons
donc δ1 = δ
∗
R1
(figure 2 à gauche).














, où δ2 n’apparâıt plus en puissance. Par consé-
quent, la minimisation revient essentiellement à minimiser
le biais, soit une régression sur deux niveaux, et δ2 = δ
∗
B2
(figure 2 à droite).
Comparons maintenant la variance de ce nouvel estima-
teur avec ses paramètres optimaux α̂
¡









, qui réalise le meilleur compromis

































On remarque que même si les taux exponentiels de conver-
gences asymptotiques optimaux sont les mêmes pour α̂ et
α̂2, la présence du terme 1/n
2 assure de réduire la va-
riance. De fait, α̂ donne de meilleurs résultats  à l’oeil 
que α̂2. Ceci est illustré par la figure 1, obtenue en im-
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plémentant les trois estimateurs pour le processus décrit
ci-dessus échantillonné sur 216 points.
Notons par ailleurs que les paramètres optimaux asymp-
totiques 4/5 et 2/3 ne sont atteint que pour des tailles de
signaux inaccessibles, de l’ordre de 2200. En pratique, ils
sont proches de 0.65 et 0.5 pour des valeurs  raison-
nables  des paramètres, comme on le constate sur figure
2 : celle ci représente les choix optimaux de δ1 et δ2 pour
un échantillonnage sur 216 points et la fonction α présen-
tée sur la figure 1.
La même principe a été appliqué avec succès sur des
mouvements Browniens multifractionnaires [4], où H(t)
est estimé soit par des oscillations, soit par des varia-
tions quadratiques généralisées, et il est implémenté dans
la bôıte à outils FracLab [5].
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