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Abstract
We give a proof that the geometric K-homology theory for finite CW-
complexes defined by Baum and Douglas is isomorphic to Kasparov’s K-
homology. The proof is a simplification of more elaborate arguments which
deal with the geometric formulation of equivariant K-homology theory.
1 Introduction
K-homology theory, the homology theory which is dual to Atiyah-Hirzebruch K-
theory, may be defined abstractly using the Bott spectrum and standard contruc-
tions in homotopy theory. Atiyah [Ati70] pointed out the relevance to index theory
of a concrete definition of K-homology. Following his suggestions, detailed ana-
lytic definitions of K-homology were provided by Brown, Douglas and Fillmore
[BDF77] and by Kasparov [Kas75], and these works are now foundational papers
in operator K-theory. At about the same time, Baum and Douglas [BD82] intro-
duced a geometric definition of K-homology (using manifolds, bordisms, and so
on) in connection with work on the Riemann-Roch problem [BFM75, BFM79].
Baum and Douglas defined a very simple and natural map from their geometric
theory to analytic K-homology, and this map turns out to be an isomorphism. The
combined efforts of various mathematicians in the early 1980’s produced a proof
of this, but a detailed account of the matter was never published. This is despite
the fact that over the years the isomorphism has grown in importance, thanks to
its connection with the Baum-Connes conjecture [BCH94]. The purpose of this
note is to present, after a twenty five year gap, a detailed proof of the isomorphism
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from geometric K-homology to analytic K-homology. (See [Jak98, Jak00] for a
related approach to the problem of defining homology theories dual to multiplica-
tive cohomology theories like K-theory.) The proof is a spin-off from our work
on equivariant K-homology theory, which will be reported upon in a future paper,
where we shall prove that for a discrete, countable groupG, geometric equivariant
K-homology is isomorphic to analytic equivariant K-homology on the category of
proper, finite G-CW-complexes.
With admiration and affection we dedicate this paper to Robert MacPherson.
A conversation between the first-named author and Bob MacPherson at IHES in
1978 was crucial to the eventual formulation of geometric K-homology.
2 Review of Analytic K-Homology
In this section we shall review Kasparov’s definition of analytic K-homology, and
list those facts about it that we shall need in the sequel. For further details the
reader is referred to the monograph [HR00] on the subject.
Throughout this section we shall be working with locally compact, second
countable topological spaces. If Z is such a space then we shall denote by C0(Z)
the (separable) C∗-algebra of continuous, complex-valued functions on Z which
vanish at infinity.
IfX and Y are operators on a Hilbert space, then the notationX ∼ Y will signify
the equality of X and Y modulo the compact operators.
2.1 Definition. LetA be a separableC∗-algebra. An (ungraded) Fredholm module
over A is given by the following data:
(a) a separable Hilbert space H,
(b) a representation ρ : A→ B(H) of A as bounded operators on H, and
(c) an operator F on H such that for all a ∈ A,
(F2 − 1)ρ(a) ∼ 0, (F− F∗)ρ(a) ∼ 0, Fρ(a) ∼ ρ(a)F.
The representation ρ is not required to be non-degenerate in any way. In fact ρ,
and even the Hilbert space H, are allowed to be zero.
Roughly speaking, Kasparov’s K-homology groups are assembled from ho-
motopy classes of Fredholm modules over A = C0(Z). However it is necessary
to equip these Fredholm modules with a modest amount of extra structure.
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2.2 Definition. Let p ∈ {0, 1, 2, . . . } and let A be a separable C∗-algebra. A
p-graded1 Fredholm module is a Fredholm module (H, ρ, F), as above, with the
following additional structure:
(a) The Hilbert space H is equipped with a Z/2-grading H = H+⊕H− in such a
way that for each a ∈ A, the operator ρ(a) is even-graded, while the operator
F is odd-graded.
(b) There are odd-graded operators ε1, . . . , εp on H such that
εj = −ε
∗
j , ε
2
j = −1, εiεj + εjεi = 0 (i 6= j),
and such that F and each ρ(a) commute with each εj.
Of course, if p = 0 then part (b) of the definition does not apply.
2.3 Definition. Let (H, ρ, F) and (H ′, ρ ′, F ′) be p-graded Fredholm modules over
A. A unitary equivalence between them is a grading-degree zero unitary isomor-
phism U : H → H ′ which intertwines the representations ρ and ρ ′, the operators
F and F ′, and the grading operators εj and ε ′j.
2.4 Definition. Suppose that (H, ρ, Ft) is a family of p-graded Fredholm modules
parameterized by t ∈ [0, 1], in which the representation ρ, the Hilbert space H
and its grading structures remain constant but the operator Ft varies with t. If
the function t 7→ Ft is norm continuous, then we say that the family defines
an operator homotopy between the p-graded Fredholm modules (ρ,H, F0) and
(ρ,H, F1), and that the two Fredholm modules are operator homotopic.
There is a natural notion of direct sum for Fredholm modules: one takes the
direct sum of the Hilbert spaces, of the representations, and of the operators F.
The zero module has zero Hilbert space, zero representation, and zero operator.
Now we can give Kasparov’s definition of K-homology.
2.5 Definition. Let p ∈ {0, 1, 2, . . . } and let A be a separable C∗-algebra. The
Kasparov K-homology group K−p(A) is the abelian group with one generator [x]
for each unitary equivalence class of p-graded Fredholm modules overA and with
the following relations:
(a) if x0 and x1 are operator homotopic p-graded Fredholm modules then [x0] =
[x1] in K−p(A), and
1The term ‘p-multigraded’ is used in [HR00].
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(b) if x0 and x1 are any two p-graded Fredholm modules then [x0⊕ x1] = [x0] +
[x1] in K−p(A).
2.6 Definition. A p-graded Fredholm module is said to be degenerate if the equiv-
alences modulo compact operators listed in item (c) of Definition 2.1 are actually
equalities.
It is easy to see that a degenerate p-graded Fredholm module determines the
zero element of K−p(A).
2.7 Lemma. Let (H, ρ, F) be a p-graded Fredholm module. Assume that there
exists a self-adjoint, odd-graded involution E : H → H which commutes with the
action ofA and with the multigrading operators εj, and which anticommutes with
F. Then the Fredholm module (H, ρ, F) represents the zero element of K−p(A).
Proof. The path Ft = cos(t)F+ sin(t)E gives an operator homotopy from F to the
degenerate operator E.
It follows from the lemma that the additive inverse of the K-homology class
represented by (H, ρ, F) is the class of (Hopp, ρ,−F), where Hopp denotes H with
the grading reversed. This is because the involution ( 0 11 0) on H ⊕ Hopp satisfies
the hypotheses of the lemma, applied to the Fredholm module (H ⊕ Hopp, ρ ⊕
ρ, F⊕−F). It follows that every class in K−p(A) is represented by a single Fred-
holm module, and that two modules represent the same class if and only if, up to
isomorphism, they become operator homotopic after adding degenerate modules.
If (H, ρ, F) is a p-graded Fredholm module A, then we may construct from it
a (p+ 2)-graded Fredholm module (H ′, ρ ′, F ′) over A by means of the formulas
H ′ = H⊕Hopp, ρ ′ = ρ⊕ ρ, F ′ = F⊕ F,
along with the grading operators
εj = εj⊕ εj (j = 1, . . . p), εp+1 =
(
0 I
−I 0
)
and εp+2 =
(
0 iI
iI 0
)
.
2.8 Definition. The formal periodicity map
K−p(A) −→ K−(p+2)(A)
is the homomorphism of Kasparov groups induced from this construction.
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The periodicity map can be reversed by compressing a (p + 2) graded Fred-
holm module to the +1 eigenspace of the involution −iεp+1εp+2. We obtain an
isomorphism
K−p(A) ∼= K−(p+2)(A).
As a result there are really only two genuinely distinct K-homology groups, Kev
and Kodd, as follows:
2.9 Definition. Let us denote by Kev(A) and Kodd(A) the groups K0(A) and
K−1(A) respectively, or more canonically, the direct limits
Kev(A) = lim−→
k
K−2k(A) and Kodd(A) = lim−→
k
K−(1+2k)(A)
under the above periodicity maps.
2.10 Definition. If Z is a second countable,2 locally compact space, and if A =
C0(Z), then we shall write Kp(Z) in place of K−p(A). These are the Kasparov K-
homology groups of the space Z. If (X, Y) is a second countable, locally compact
pair, and if Z is the difference X \ Y, then we define relative K-homology groups
by
Kp(X, Y) = K−p(Z).
We shall define periodic groups Kev/odd(X, Y) similarly.
Kasparov’s main theorem concerning these objects is then as follows:
2.11 Theorem. There are natural transformations
∂ : Kp(X, Y) −→ Kp−1(Y)
(connecting homomorphisms) which are compatible with the formal periodic-
ity isomorphisms and which give Kasparov K-homology the structure of a Z/2-
graded homology theory on the category of compact metrizable pairs (X, Y). On
the subcategory of finite CW-complexes Kasparov K-homology is isomorphic
to topological K-homology — the homology theory associated to the Bott spec-
trum.
2This assumption is required at several points in Kasparov’s theory, which is designed for
separable C∗-algebras.
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3 Dirac-Type Operators
We continue to follow the monograph [HR00].
3.1 Definition. LetM be a smooth, second countable finite dimensional manifold
(possibly with non-empty boundary) and let V be a smooth, Euclidean vector bun-
dle overM. A p-graded Dirac structure on V is a smooth, Z/2-graded, Hermitian
vector bundle S overM together with the following data:
(a) An R-linear morphism of vector bundles
V → End(S)
which associates to each vector v ∈ Vx a skew-adjoint, odd-graded endomor-
phism u 7→ v · u of Sx in such a way that
v · v · u = −‖v‖2u.
(b) A family of skew-adjoint, odd-graded endomorphisms ε1, . . . , εp of S such
that
εj = −ε
∗
j , ε
2
j = −1, εiεj + εjεi = 0 (i 6= j),
and such that each εj commutes with each operator u 7→ v · u.
UsuallyM will be a Riemannian manifold and we will take V = TM. In this case
we shall call S a p-graded Dirac bundle onM.
3.2 Definition. Let M be a Riemannian manifold which is equipped with a p-
graded Dirac structure, with Dirac bundle S. We shall call an odd-graded, sym-
metric, order one linear partial differential operator D acting on the sections of S
a Dirac operator if it commutes with the operators εj, and if
[D, f]u = grad f · u,
for every smooth function f on M and every section u of S.
Every Dirac bundle on a Riemannian manifold admits a Dirac operator, and the
difference of two Dirac operators on a single Dirac bundle S is an endomorphism
of S.
A p-graded Dirac operatorD on a Riemannian manifoldM without boundary
defines in a natural way a class [D] ∈ Kp(M). The general construction is a little
involved, and we refer the reader to [HR00] for details, but when M is closed
there is a very simple description of [D]:
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3.3 Theorem. Let M be a closed (i.e. compact without boundary) Riemannian
manifold and let D be a Dirac operator on a p-graded Dirac bundle S. Let H =
L2(M,S) be the Hilbert space of square-integrable sections of S, and let ρ be the
representation of C(M) on H by pointwise multiplication operators. Let
F = D(I+D2)−
1
2 .
The triple (ρ,H, F) is a p-graded Fredholm module for A = C(M).
To describe further properties of the classes [D] we need to introduce the fol-
lowing boundary operation on Dirac bundles:
3.4 Definition. Let S be a p-graded Dirac bundle on a Riemannian manifold M
with boundary ∂M. If e1 denotes the outward pointing unit normal vector field on
the boundary manifold ∂M then the formula
X : u 7→ (−1)∂ue1 · ε1u
defines an automorphism of the restriction of S to ∂M which is even, self-adjoint,
and satisfies X2 = 1. The operator X commutes with multiplication u 7→ Y · u
by tangent vectors Y orthogonal to e1, and also with the multigrading operators
ε2, . . . , εp. The +1 eigenbundle for X is a (p− 1)-graded Dirac bundle3 on ∂M,
which we shall call the boundary of the Dirac bundle S.
The following theorem summarizes facts proved in Chapters 10 and 11 of
[HR00].
3.5 Theorem. To each Dirac operator D on a p-graded Dirac bundle over a
smooth manifold without boundary there is associated a class [D] ∈ Kp(M) with
the following properties:
(i) The class [D] depends only on the Dirac bundle, not on the choice of the
operatorD.
(ii) IfM1 is an open subset ofM2, and ifD1 is a Dirac operator onM1 obtained
by restricting a Dirac operatorD2 onM2, then [D2] maps to [D1] under the
homomorphism Kp(M2)→ Kp(M1).
3The multigrading operators are obtained from ε2, . . . , εp by shifting indices downwards.
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(iii) LetM be the interior of a Riemannian manifoldM with boundary ∂M, and
let S be a p-graded Dirac bundle on M. Let D be a Dirac operator on M
associated to S and let D∂M be a Dirac operator on ∂M associated to the
boundary of S. The connecting homomorphism
∂ : Kp(M)→ Kp−1(∂M)
in Kasparov K-homology takes the class [DM] to the class [D∂M]:
∂[DM] = [D∂M] ∈ Kp−1(∂M).
We shall need one additional fact about Dirac operators which concerns the
structure of operators on fiber bundles. Suppose that M is a closed Riemannian
manifold and that P is a principal bundle overM whose structure group is a com-
pact Lie group G. Suppose that N is a closed Riemannian manifold on which G
acts by isometries. We can then form the manifold Z = P ×G N. Its tangent
bundle TZ fits into an exact sequence of vector bundles over Z,
0 // V // TZ // pi∗TM // 0 ,
where pi denotes the projection mapping from Z to M and where V denotes the
“vertical tangent bundle” V = P ×G TN. If we choose a splitting of the sequence
then we obtain an isomorphism
(3.1) TZ ∼= V ⊕ pi∗TM,
which equips Z with a Riemannian metric.
Now suppose that SM is a p-graded Dirac bundle for M and that SN is a 0-
graded Dirac bundle for N. Let us also suppose that there is an action of G on
SN which is compatible with the action of G on N. We can then form the bundle
SV = P ×G SN over Z, and from it the graded tensor product SZ = SV⊗^pi∗SM.
Using the direct sum decomposition (3.1) this becomes a p-graded Dirac bundle
forZ, with the tangent vector v⊕w ∈ V⊕pi∗TM acting as the operator v⊗^1+1⊗^w
on SV⊗^pi
∗SM.
We can now form the class [DZ] ∈ Kp(Z) associated to a Dirac operator on
the Dirac bundle SV⊗^pi∗SM, and using the projection mapping pi : Z → M we
obtain a class
pi∗[DZ] ∈ Kp(M).
The following proposition relates pi∗[DZ] to the class [DM] of a Dirac operator for
the Dirac bundle SM on M.
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3.6 Proposition. Assume that there exists a G-equivariant Dirac operator for the
Dirac bundle SN onN whose kernel is the one-dimensional trivial representation
of G, spanned by an even-graded section of SN. Then
pi∗[DZ] = [DM] ∈ Kp(M).
Proof. Let us consider first the special case in which the principal bundle P is
trivial: P = G ×M (in this case we might as well take G = {e}). Then of course
Z = N×M. We can take the Dirac operator DZ to be
DZ = DN⊗^I+ I⊗^DM,
where DN is a Dirac operator for the Dirac bundle S on N with one-dimensional
kernel, as in the statement of the proposition. Now the Hilbert space on whichDZ
acts is the tensor product
L2(N×M,SN⊗^SM) = L
2(N, SN)⊗^L
2(M,SM).
If we split the first factor, L2(N, SN), as ker(DN) plus its orthogonal complement,
then we obtain a corresponding direct sum decomposition of L2(N×M,SN⊗^SM).
The operator FZ formed from DZ, as in Theorem 3.3, respects this direct sum de-
composition, as does the action of C(M). We therefore obtain a decomposition
of the Fredholm module representing [DZ] as a direct sum of two Fredholm mod-
ules. The first acts on ker(DN)⊗ L2(M,SM) ∼= L2(M,SM) and is isomorphic to
the Fredholm module representing [DM]. The second represents the zero element
of Kp(M). This follows from Lemma 2.7, since if T is the partial isometry part
ofDN in the polar decomposition, and if γ is the grading operator on L2(M,SM),
then the odd-graded involution
E = iT⊗^1
on the Hilbert space ker(D)⊥⊗^L2(M,SM) commutes with the action of C(M),
and with the grading operators εj, and anticommutes with FZ (using the conven-
tions of [HR00, A 3.3].
The proof of the general case is similar. To begin, the Hilbert space on which
DZ acts is naturally isomorphic to the fixed point space[
L2(N, SN)⊗^L
2(P, pi∗SM)
]G
.
Denote by D˜M a G-equivariant linear partial differential operator on P, acting on
sections of pi∗SM, which is obtained as follows. Select a finite cover of M by
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open sets Uj over which the bundle P is trivial, and fix isomorphisms to G × Uj
over these open sets. Use the isomorphisms to define operators D˜j on pi−1[Uj] ⊆ P
which act asD in theUj direction and act as the identity in theG-direction. Select
also a smooth partition of unity {σ2j } which is subordinate to the cover. Then define
D˜ by averaging the sum
∑
σjD˜jσj over the action of G. Having constructed D˜M,
we obtain a Dirac operator for SM⊗^SV by the formula
DZ = DN⊗ I+ I⊗^D˜M.
From here the argument used in the special case may be applied verbatim.
3.7 Remark. By using some machinery the preceding result can be conceptual-
ized and generalized as follows. If G is a compact group and A is a C∗-algebra
equipped with an action of G (for example A = C(N)), then there is a natural
notion of G-equivariant Fredholm module, from which we may define equivari-
ant K-homology groups K−pG (A). In the commutative case these give equivariant
groups KGp(N). Now if P is a principal G-bundle overM, as above, then by elab-
orating on the construction of the Kasparov product (which we shall not actually
use anywhere in this paper) we obtain a pairing
KG0 (N)⊗ Kp(M)
µP // Kp(Z)
One can compute that the class [DM] ⊗ [D] is mapped to [DZ]. Next, the map
which collapsesN to a point induces a homomorphism from KG0 (N) to the coeffi-
cient group KG0 (pt), which is the representation ring of G. From a representation
of G and the principal bundle P we obtain by induction a vector bundle on the
spaceM. We therefore obtain a map
ε : KG0 (N)
// K0(M) .
Finally, the group Kp(M) is a module over the ring K0(M) by the cap product
between homology and cohomology. We obtain a diagram
KG0 (N)⊗ Kp(M)
µP //
ε⊗1

Kp(Z)
pi∗

K0(M)⊗ Kp(M) ∩
// Kp(M).
Proposition 3.6 follows from the assertion that this diagram commutes (in the
special case where the collapse map sends [D] to 1 ∈ R(G)). The commutativity
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of the diagram is a simple exercise with the Kasparov product, but it is beyond the
scope of the present article.
We conclude this section by introducing a specific Dirac operator to which we
shall apply Proposition 3.6. In order to fix notation we begin with the following
definition:
3.8 Definition. Let V be a Euclidean vector space. The complex Clifford algebra
for V is the universal complex ∗-algebra Cliff(V) equipped with an R-linear in-
clusion of V , and subject to the relations v2 = −‖v‖2 · 1 for v ∈ V . If {e1, . . . , en}
is an orthonormal basis for V , then the algebra Cliff(V) is linearly spanned by the
2n monomials ej1 · · · ejk , where j1 < · · · < jk and 0 ≤ k ≤ n. We introduce an
inner product on Cliff(V) by deeming these monomials to be orthonormal.
The algebra Cliff(V) is Z/2-graded: the monomial ej1 · · · ejk is even or odd-
graded, according as k is even or odd.
3.9 Definition. Let N be an even-dimensional, Riemannian manifold and let
Cliff(TN) be the complex vector bundle on N whose fibers are the complexified
Clifford algebras of the fibers of the tangent bundle of N. The bundle Cliff(TN)
has a natural 0-graded Dirac bundle structure (tangent vectors act by Clifford mul-
tiplication on the left).
If N is oriented, and if {e1, . . . , en} is a local, oriented, orthonormal frame,
then the operator of right-multiplicaton by the product
σ = i
n
2 e1 · · ·en
is an even-graded, self-adjoint involution of the bundle Cliff(TN) which com-
mutes with the Dirac bundle structure.
3.10 Definition. Denote by Cliff 1
2
(TN) the +1-eigenbundle of the involution σ.
This is a 0-graded Dirac bundle in its own right.
We wish to compute the index of a Dirac operator associated to this Dirac
bundle, at least in the case of a sphere N = Sn. To do so, we use the standard
isomorphism between Cliff(TN) and the complexified exterior algebra bundle∧∗
C
T ∗N ∼=
∧∗
C
TN, which associates to the Clifford monomial ej1 · · · ejk the dif-
ferential form ej1∧ · · ·∧ejk . Under this correspondence, the operatorD = d+d∗
on forms becomes a Dirac operator for the Dirac bundle Cliff(TN). So the kernel
of D is the space of harmonic forms on N. Using the fact that the involution σ
exchanges the 0 and n-forms onN we obtain the following result.
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3.11 Proposition. Let N be an even-dimensional, round sphere (oriented as the
boundary of the ball). There is a Dirac operator for Cliff1
2
(TN) which is equiv-
ariant for the natural action of the special orthogonal group, and whose kernel
is the one-dimensional trivial representation, and is generated by an even-graded
section of Cliff 1
2
(TN).
3.12 Remark. For general oriented Riemannian manifolds N, the index of the
Dirac operator for Cliff 1
2
(TN) is the average of the Euler characteristic and the
signature. Indeed the direct sum of Cliff1
2
(TN) with the opposite of the bundle
complementary to Cliff1
2
(TN) in Cliff(TN) is the Dirac bundle associated to the
signature operator of Atiyah and Singer.
4 Spinc-Structures
We shall define Spinc-structures using the notion of Dirac bundle that was intro-
duced in the last section.
4.1 Definition. Denote by Cn the complex Clifford algebra for Rn, generated by
the standard basis elements e1, . . . , en of Rn.
Let M be a smooth manifold and let V be a rank p Euclidean vector bundle
over M. If e1, . . . , en is a local orthonormal frame for V , defined over an open
set U ⊆ M, then the trivial bundle U × Cn over U with fiber Cn may be given
the structure of an p-graded Dirac bundle for V |U: Clifford multiplication by an
element ej of the frame is left multiplication by the jth generator of Cp, and the
p-multigrading operators ε1, . . . , εp for the bundle are right multiplication by the
same generators.
4.2 Definition. Let M be a smooth manifold and let V be a p-dimensional Eu-
clidean vector bundle overM. A complex spinor bundle for V is a p-multigraded
Dirac bundle SV which is locally isomorphic to the trivial bundle with fiber Cp,
the Clifford multiplication being determined from some local orthonormal frame,
as above. We shall call a bundle V equipped with a complex spinor bundle a
Spinc-vector bundle. IfM is a smooth manifold (possibly with boundary) then by
a Spinc-structure on M we shall mean a pair consisting of a Riemannian metric
onM and a complex spinor bundle SM for TM.
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4.3 Remark. A spinor bundle determines an orientation of V , as follows. If
{f1, . . . , fp} is a local orthonormal frame for V , then the endomorphism of the
spinor bundle SV determined by the formula
u 7→ (−1)p+(p−1)∂uf1 · · · fp · εp · · · ε1u
is plus or minus the identity (here ∂u is the Z/2-grading degree of the section u).
If the endomorphism is +I then we deem the frame to be oriented; if it is −I then
we deem it to be oppositely oriented.
4.4 Example. Let V1 and V2 be Euclidean vector bundles on M equipped with
spinor bundles S1 and S2. Using the well-known Clifford algebra isomorphism
Cp1⊗^Cp2
∼= Cp1+p2 the graded tensor product S1⊗^S2 becomes a spinor bundle
for V1⊕ V2. It defines the direct sum Spinc-structure on V1⊕ V2.
4.5 Remark. The definition of Spinc-structure can be rephrased in the language
of principal bundles, as follows. The group Spin(n) is the closed subgroup of
the unitary group of Cn whose Lie algebra is the R-linear span of the elements
eiej, for i 6= j. The group Spinc(n) is the closed subgroup of the unitary group
of Cn which is generated by Spin(n) and the complex numbers of modulus one.
The group Spinc(n) acts by inner automorphisms on the R-linear subspace of Cn
spanned by the elements ej, and in this way we obtain a homomorphism from
Spinc(n) into GL(n,R) (in fact intoO(n)). Now ifM is a smooth manifold, and
if P is a reduction to Spinc(n) of the principal bundle of tangent frames, then the
reduction determines a Riemannian metric on M, and the bundle
S = P ×Spinc(n) Cn
is a spinor bundle onM (here Spinc(n) acts on Cn by left multiplication). Thus P
determines a Spinc-structure. Conversely, every Spinc-structure arises in this way
(up to isomorphism).
4.6 Definition. Let Mn be a smooth manifold, without boundary, equipped with
a Spinc-structure. We shall denote by [M] ∈ Kn(M) the K-homology class of
any Dirac operator on S. This is the K-homology fundamental class of the Spinc-
manifoldM.
IfM is a smooth manifold with boundary then of course a Riemannian metric
on M restricts to one on the interior M, and also to one on the boundary ∂M. A
spinor bundle S for M restricts to a spinor bundle on M, and the boundary of S,
as described in Definition 3.4, is a spinor bundle for ∂M. The following result is
a consequence of Theorem 3.5.
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4.7 Theorem. IfM is the interior of ann-dimensional Spinc-manifold with bound-
ary, and if we equip the boundary manifold ∂M with the induced Spinc-structure,
then the K-homology boundary map
∂ : Kn(M)→ Kn−1(∂M)
takes the fundamental class of M to the fundamental class of ∂M:
∂[M] = [∂M] ∈ Kn−1(∂M).
4.8 Definition. Let M be a smooth manifold equipped with a Spinc-structure.
The opposite Spinc-structure is defined by changing the action of the multigrading
operator ε1 by a sign.
4.9 Definition. Let M be a smooth manifold. Two Spinc-structures on M are
concordant if there is a Spinc-structure on [0, 1]×M for which the induced Spinc-
structure on the boundaryM∪M is one of the given Spinc structures on one copy
ofM, and the opposite of the other given structure on the other copy ofM.
In Chapter 11 of [HR00], the following result is proved.
4.10 Theorem. Concordant Spinc-structures on M determine the same funda-
mental class in K-homology.
In the case of even-dimensional manifolds the following simplified description
of Spinc-structures will be useful for us.
4.11 Definition. Let Mn be a smooth, even-dimensional manifold. A reduced
Spinc-structure on M consists of a Riemannian metric on M and a Dirac bundle
S (Z/2-graded, but with no n-grading structure) whose fiber dimension is 2n2 . We
shall call S a reduced spinor bundle.
If n is even then the complex Clifford algebra Cn is isomorphic to the matrix
algebraM
2
n
2
(C), and hence has a unique representation Vn of dimension 2
n
2 . The
operator
γ = i
n
2 e1 · · · en
provides Vn with a Z/2-grading. If S is a reduced spinor bundle, as in the def-
inition, then the tensor product S⊗^Vn is a spinor bundle in the sense of Defini-
tion 4.2, and conversely every spinor bundle in the sense of Definition 4.2 is of
14
this form. If we temporarily denote by [M]red ∈ K0(M) the K-homology class of
the Dirac operator on the reduced spinor bundle S, then under the periodicity map
K0(M)→ Kn(M) the fundamental class [M]red maps to [M].
We conclude this section by comparing reduced spinor bundles with the Dirac
bundles Cliff1
2
(TN) that we introduced in Section 3.
Let N be an even-dimensional, oriented Riemannian manifold, and assume it
admits a Spinc-structure, with reduced spinor bundle S. As we noted above, the
complex Clifford algebra of a Euclidean vector space of dimension n = 2k is
isomorphic to the algebra of complex 2k × 2k matrices. It follows by counting
dimensions that the natural map Cliff(TN) → End(S) is an isomorphism. Hence
there is an isomorphism
Cliff(TN) ∼= S⊗^S∗
compatible with the left and right actions by Clifford multiplication.
4.12 Proposition. Let S be a reduced spinor bundle for N and denote by S∗+ the
even-graded part of its dual. There is an isomorphism of Dirac bundles
Cliff1
2
(TN) ∼= S⊗ S∗+.
Proof. The reduced spinor bundle determines a full spinor bundle for M, which
in turn determines the orientation of M, as described earlier. Having fixed this
orientation, the operator γ acts as +1 on S+ and −1 on S−. So the proposition
follows from the isomorphism Cliff(TN) ∼= S⊗^S∗.
5 Review of Geometric K-Homology
5.1 Definition. Let X be a paracompact Hausdorff space and let Y be a closed
subspace of X. A K-cycle for the pair (X, Y) is a triple (M,E,φ) consisting of:
(i) A smooth, compact manifold M (possibly with boundary), equipped with a
Spinc-structure.
(ii) A smooth, Hermitian vector bundle E onM.
(iii) A continuous map φ : M→ X such that φ[∂M] ⊆ Y.
5.2 Remark. The manifoldM need not be connected. Moreover the components
ofM may have differing dimensions.
15
Two K-cycles are isomorphic if there are compatible isomorphisms of all of
the above three components in the definition of K-cycle (this includes an isomor-
phism of spinor bundles). Following [BD82] we are going to construct an abelian
group from sets of isomorphism classes of cycles so as to obtain “geometric”
K-homology groups for the pair (X, Y). In order to define the relations in these
groups we need to introduce several kinds of operations and relations involving
K-cycles.
5.3 Definition. If (M,E,φ) and (M ′, E ′, φ ′) are two K-cycles for (X, Y), then
their disjoint union is the K-cycle (M ∪M ′, E ∪ E ′, φ ∪φ ′).
5.4 Definition. If (M,E,φ) is a K-cycle for (X, Y), then its opposite is the K-
cycle (−M,E,φ), where −M denotes the manifoldM equipped with the opposite
Spinc-structure.
5.5 Definition. A bordism of K-cycles for the pair (X, Y) consists of the following
data:
(i) A smooth, compact manifold L, equipped with a Spinc-structure.
(ii) A smooth, Hermitian vector bundle F over L.
(iii) A continuous map Φ : L→ X.
(iv) A smooth map f : ∂L → R for which ±1 are regular values, and for which
Φ[f−1[−1, 1]] ⊆ Y.
To understand the definition, it is best to consider the case where Y = ∅. In
this case it follows from condition (iv) that the set f[−1, 1] is empty, and therefore
the boundary of L is divided by f into two components: M+ = f−1(+1,+∞) and
M− = f
−1(−∞,−1). We therefore obtain two K-cycles (M+, F|M+ , Φ|M+ ) and
(M−, F|M− , Φ|M−), and we shall say that the first is bordant to the opposite of the
second.
In the case where Y is non-empty the sets M+ = f−1[+1,+∞) and M− =
f−1(−∞,−1] are manifolds with boundary, and we obtain, as before two K-cycles
(M+, F|M+ , Φ|M+) and (M−, F|M− , Φ|M−), but now for the pair (X, Y). Once
again we shall say that the first is bordant to the opposite of the second.
The purpose of the function f in Definition 5.5 is to provide a notion of bor-
dism for manifolds with boundary without having to introduce manifolds with
corners. Bordism is an equivalence relation.
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We have one more operation on K-cycles to introduce. Let M be a Spinc-
manifold and let W be a Spinc-vector bundle over M. Denote by 1 the trivial,
rank-one real vector bundle. The direct sum W ⊕ 1 is a Spinc-vector bundle, and
moreover the total space of this bundle may be equipped with a Spinc structure in
a canonical way, up to concordance. This is because its tangent bundle fits into an
exact sequence
0 // pi∗[W ⊕ 1] // T(W ⊕ 1) // pi∗[TM] // 0,
where pi is the projection fromW ⊕ 1 onto M, so that, upon choosing a splitting,
(or equivalently, choosing a Riemannian metric on the manifold W ⊕ 1 which is
compatible with the above sequence) we have a direct sum decomposition
T(W ⊕ 1) ∼= pi∗[W ⊕ 1]⊕ pi∗[TM].
Different splittings result in concordant Spinc-structures.
Let us now denote by Z the unit sphere bundle of the bundleW⊕1. Since Z is
the boundary of the disk bundle, we may equip it with a natural Spinc-structure by
first restricting the given Spinc-structure on total space ofW⊕1 to the disk bundle,
and then taking the boundary of this Spinc-structure to obtain a Spinc-structure on
the sphere bundle.
5.6 Definition. Let (M,E,φ) be a K-cycle for (X, Y) and letW be a Spinc-vector
bundle overMwith even-dimensional fibers. Let Z be the sphere bundle ofW⊕1,
as above. The vertical tangent bundle of Z has a natural Spinc-structure (one
applies the boundary construction of Definition 3.4 to the pullback of W ⊕ 1 to
Z). Denote by SV the corresponding reduced spinor bundle and let F = S∗V,+. In
other words, define F to be the dual of the even-graded part of the Z/2-graded
bundle SV. The modification of (M,E,φ) associated toW is the K-cycle (Z, F⊗
pi∗E,φ ◦ pi).
We are now ready to define the Baum-Douglas geometricK-homology groups.
5.7 Definition. Denote by Kgeom(X, Y) the set of equivalence classes of K-cycles
over (X, Y), for the equivalence relation generated by the following relations:
(i) If (M,E1, φ) and (M,E2, φ) are twoK-cycles with the same Spinc-manifold
M and map φ : M→ X, then
(M ∪M,E1 ∪ E2, φ ∪φ) ∼ (M,E1⊕ E2, φ).
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(ii) If (M1, E1, φ1) and (M2, E2, φ2) are bordant K-cycles then
(M1, E1, φ1) ∼ (M2, E2, φ2).
(iii) If (M,E,φ) is a K-cycle, and if W is an even-dimensional Spinc-vector
bundle overM, then
(M,E,φ) ∼ (Z, F⊗ pi∗E,φ ◦ pi),
where (Z, F⊗ pi∗E,φ ◦ pi) is the modification of (M,E,φ) given in Defin-
tion 5.6.
The set Kgeom(X, Y) is in fact an abelian group. The addition operation is given
by disjoint union,
[M1, E1, φ1] + [M2, E2, φ2] = [M1 ∪M2, E1 ∪ E2, φ1 ∪φ2],
and the additive inverse of a cycle is obtained by reversing the Spinc-structure:
−[M,E,φ] = [−M,E,φ].
The neutral element is represented by the empty manifold, or any cycle bordant to
the empty manifold.
5.8 Definition. Denote by Kgeomev (X, Y) andK
geom
odd (X, Y) the subgroups of the group
Kgeom(X, Y) composed of equivalence classes of K-cycles (M,E,φ) for which ev-
ery connected component ofM is even dimensional and odd dimensional, respec-
tively.
The groups Kgeom
ev/odd(X, Y) are functorial in (X, Y), and they satisfy weak exci-
sion: if U is an open subset of Y whose closure is in the interior of Y, then
K
geom
ev /odd(X \U, Y \U)
∼= K
geom
ev/odd(X, Y).
There is moreover a “homology sequence”
Kgeomev (Y)
// Kgeomev (X)
// Kgeomev (X, Y)

K
geom
odd (X, Y)
OO
K
geom
odd (X)
oo K
geom
odd (Y)
oo
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(where as usual we defineKgeomev (Y) = Kgeomev (Y, ∅), and so on). The boundary maps
take a K-cycle (M,E,φ) for (X, Y) to the boundary cycle (∂M, E|∂M, φ|∂M) for Y
(it is easily verified that this definition is compatible with the equivalence relation
used to define the geometric K-homology groups). The composition of any two
successive arrows is zero. However it is not obvious that the sequence is exact.
For the special case of finite CW-pairs this exactness will follow from the main
theorem of the paper, which identifies geometric K-homology with Kasparov K-
homology.
6 Natural Transformation and Formulation of the
Main Theorem
Now let (X, Y) be a pair of compact and metrizable spaces. We associate to each
K-cycle (M,E,φ) for (X, Y) a class 〈M,E,φ〉 in Kasparov K-homology, as fol-
lows. Denote by M◦ the interior of M, which is an open Spinc-manifold. The
Spinc-structure on M determines a spinor bundle S on M◦ by restriction, and of
course the complex vector bundle E also restricts toM◦. The tensor product S⊗E
is a Dirac bundle overM◦, and ifDE is an associated Dirac operator, then we can
form the class
[DE] ∈ Kn(M
◦)
(here n is the dimension of M). The map φ : M → X restricts to a proper map
fromM◦ into X \ Y, and we can therefore form the class
φ∗[DE] ∈ Kn(X, Y).
6.1 Theorem. The correspondence (M,E,φ) 7→ φ∗[DE] determines a functorial
map
µ : K
geom
ev/odd(X, Y)→ Kev/odd(X, Y)
which is compatible with boundary maps in geometric and analytic K-homology.
Proof. The only thing to check is that the correspondence is compatible with the
relations in Definition 5.7 which generate the equivalence relation on cycles used
to define geometric K-homology. Once this is done, functoriality will be clear
from the construction of 〈M,E,φ〉 and compatibility with boundary maps will
follow from Theorem 3.5.
Compatibility with relation (i) from Definition 5.7 is straightforward. Com-
patibility with relation (ii) follows from Theorem 3.5. So the proof reduces to
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showing that the correspondence is compatible with the relation (iii) of vector
bundle modification.
Let (M,E,φ) be a K-cycle for (X, Y) and let n = dim(M) (by working with
one component of M at a time we can assume that dim(M) is well-defined). Let
W be a Spinc-vector bundle over M of even fiber dimension 2k. Let SM be the
spinor bundle for M, and let SV be the reduced spinor bundle for the vertical
tangent bundle of the sphere bundle pi : Z→M. Form the tensor product
SZ = SV⊗^pi
∗[SM].
This is neither a fully multigraded spinor bundle forZ nor a reduced spinor bundle,
but something in between. If DZ is a Dirac operator for SZ then the class [DZ] ∈
Kn(Z) is the image of the K-homology fundamental class [Z] ∈ Kn+2k(Z) under
the periodicity isomorphismKn+2k(Z) ∼= Kn(Z). Similarly, ifDZ,F⊗pi∗E is a Dirac
operator for the tensor product bundle SZ⊗ F ⊗ pi∗E, then the class [DZ,F⊗pi∗E] ∈
Kn(Z) is the image of the K-homology class of the modification (Z, F⊗pi∗E,φZ)
of the cycle (M,E,φ) under the same periodicity isomorphism.
To prove compatibility with the relation (iii) in the definition of geometric K-
homology we need to show that [DZ,F⊗pi∗E] is equal to the class [DM,E] ∈ Kn(M).
But writing
SZ⊗ F⊗ pi
∗E ∼= [SV ⊗ F]⊗^pi
∗[SM⊗ E],
we see that this follows from Propositions 3.6, 3.11 and 4.12.
We can now state the main theorem in this paper.
6.2 Theorem. If (X, Y) is a finite CW-pair then the homomorphism
µ : K
geom
ev/odd(X, Y)→ Kev/odd(X, Y)
is an isomorphism.
The proof will be carried out in the remaining sections.
7 Outline of the Proof
We wish to prove that if X is a finite CW complex, then the homomorphisms
µ : K
geom
ev /odd(X)→ Kev/odd(X)
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are isomorphisms. What makes this tricky is that we don’t yet know that geometric
K-homology is a homology theory. To get around this problem we are going to
define a “technical” homology theory kev /odd(X, Y) which fits into a commuting
diagram
kev /odd(X, Y)
α //
β ((PP
PP
PP
PP
PP
PP
Kev /odd(X, Y)
K
geom
ev /odd(X, Y)
µ
66nnnnnnnnnnnn
in which the horizontal arrow is a natural transformation between homology the-
ories. Having done so, the proof will be completed in two steps:
(a) We shall check that when X is a point and Y is empty, the horizontal arrow is
an isomophism. It will follow that the horizontal arrow is an isomorphism for
every finite CW pair (X, Y).
(b) We shall prove that for every finite CW pair (X, Y), the map in the diagram
from kev /odd(X, Y) to Kgeomev /odd(X, Y) is surjective.
It is clear that (a) and (b) together will imply that all the arrows in the diagram are
isomorphisms, for every finite CW pair (X, Y).
The reader who is acquainted with the definition of K-homology starting from
the Bott spectrum will see that our definition of kev /odd(X, Y) is extremely close to
the spectrum definition ofK-homology. However the definition which is presented
in the next section is not designed with this in mind.
8 Definition of the Technical Group
Fix a model K for the 0th space of the Bott spectrum, e.g. Z× BU. We shall use
the following features of this space:
(a) If X is a pointed finite CW complex, then there is a natural isomorphism
K0(X, ∗) ∼= [X,K]+
between the relative Atiyah-Hirzebruch K-theory group K0(X, ∗) and the set
of homotopy classes of maps from X into K. Here ∗ is the base point of X
and [X,K]+ denotes the set of homotopy classes of basepoint-preserving maps
(recall that K is a base-pointed space).
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(b) There is a basepoint-preserving map m : K ∧ K → K which induces the
operation of tensor product (the ring structure) on K0(X).
8.1 Example. We could take K to be the space of all Fredholm operators on
a separable, infinite-dimensional Hilbert space H (the Fredholm operators are
topologized by the operator-norm topology). The isomorphism (a) is described
in [Ati67]. For later use we note that the set of connected components of K is
isomorphic to Z, the isomorphism being given by the Fredholm index.
8.2 Definition. Let S2 be the standard 2-sphere, equipped with its standard Spinc
structure as the boundary of the ball in R3. Denote by β : S2 → K a basepoint-
preserving map which, under the isomorphism [S2,K]+ ∼= K0(R2) = K0(S2, ∗),
corresponds to the difference [S∗+] − [1]. Here S∗+ is the dual of the positive part
of the reduced spinor bundle on the 2-sphere (which is the one-point compactifi-
cation of R2), and 1 is the trivial line bundle.
8.3 Remark. Note that S∗+ is a line bundle, so that the difference [S∗+] − [1] has
virtual dimension zero.
Now, we are going to construct the “technical” homology groups kev /odd(X, Y)
using the space K, the map β, and the notion of framed bordism, which we briefly
review.
8.4 Definition. A framed manifold is a smooth, compact manifold Mn with a
given stable trivialization4 of its tangent bundle:
k ⊕ TM ∼= k ⊕ n
We shall identify two stable trivializations if they are stably homotopic (that is, ho-
motopic after forming the direct sum with the identity map on an additional trivial
summand). Thus a framed manifold is a smooth, compact manifold together with
a stable homotopy class of stable trivializations of its tangent bundle.
8.5 Definition. If (X, Y) is any paracompact and Hausdorff pair then we shall
denote by ΩFn(X, Y) the n-th framed bordism group of the pair (X, Y). Thus
ΩFn(X, Y) is the set of all bordism classes of maps from framed manifolds into
X, mapping the manifold boundaries into Y. Compare Definition 5.5 or [Sto68].
4In this definition we are using n or k to denote the trivial real vector bundle of rank n or k,
respectively.
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Note that the boundary of a framed manifold M is itself a framed manifold in a
natural way: starting from a stable trivialization
k ⊕ TM ∼= k ⊕ n
we use an inward pointing normal vector field on ∂M to obtain a stable trivializa-
tion
k ⊕ 1 ⊕ T∂M ∼= k ⊕ n.
We use the inward pointing normal to agree with orientation conventions estab-
lished earlier.
We can now define our “technical” homology theory kev /odd(X, Y). For a finite
CW pair (X, Y) and an integer n, form a direct system of abelian groups
ΩFn(X×K, Y ×K)→ ΩFn+2(X×K, Y ×K)→ ΩFn+4(X×K, Y ×K)→ · · ·
as follows. Given a cycle f : M→ X×K forΩFn+2k(X×K, Y ×K), the compo-
sition
M× S2
f×β // X×K×K
1×m // X×K
is a cycle for ΩFn+2k+2(X × K, Y × K). This defines the map from ΩFn+2k(X ×
K, Y ×K) to ΩFn+2k+2(X×K, Y ×K) which appears in the directed system.
8.6 Definition. Denote by kev /odd(X, Y) the direct limit of the above directed sys-
tem, for n even/odd.
Since ΩF∗ is itself a homology theory (on finite CW pairs), and since direct
limits preserve exact sequences, it is clear that k∗ is a homology theory.
The map β from kev /odd(X, Y) intoKgeomev/odd(X, Y) which appears in Section 7 is
defined as follows (for notational simplicity we will only describe the construction
for the absolute groups kev /odd(X), not the relative groups). If M is a framed
manifold then the framing k ⊕ TM ∼= k ⊕ n determines a Spinc-structure on M.
A map M → X × K determines a map φ : M → X and a K-theory class for M,
which we may represent as a difference [E1] − [E2] for some vector bundles E1
and E2. A map
βn : Ω
F
n(X×K)→ Kgeomn (X)
is defined by associating to the bordism class ofM→ X×K the difference of K-
cycles (M,E1, φ) − (M,E2, φ). It follows from part (i) of Definition 5.7 that the
K-homology class of this difference does not depend on the choice of E1 and E2 to
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represent the K-theory class on M. It follows from part (ii) of the definition that
the K-homology class only depends on the bordism class of the mapM→ X×K.
Finally, it follows from part (iii) of the definition that the diagram
ΩFn(X×K)

βn // K
geom
n (X)
=

ΩFn+2(X×K) βn+2
// K
geom
n+2(X)
is commutative (on the right is the periodicity isomorphism described in Sec-
tion 2). Sinceβ is compatible with the direct limit procedure using which kev /odd(X)
is obtained from the framed bordism groups, we obtain maps
β : kev /odd(X)→ Kgeomev /odd(X)
as required.
9 Proof of the Main Theorem
9.1 Proof of (a)
We wish to show that the maps α : kn(pt)→ Kn(pt) are isomorphisms for n = 0
and n = 1. If W is any (base-pointed) topological space then by the Pontrjagin-
Thom isomorphism [Pon42, Pon59, Tho54] the nth framed bordism group of W
is isomorphic to the nth stable homotopy group of W: ΩFn(W) ∼= piSn(W). Ac-
cording to Bott periodicity, [Bot57, AB64] the second loop space of K has the
homotopy type of K. In fact the map
S2∧ K
β∧1 // K ∧ K
m // K
induces a homotopy equivalence K ∼ Ω2K. This, and the fact that the flip map
S2∧ S2→ S2∧ S2 is homotopic to the identity map, imply that the evident maps
lim−→pin+2k(K)→ lim−→pi
S
n+2k(K)
are isomorphisms. The first direct limit is formed by associating to a map f : Sn+2k→
K the composition
S2∧ Sn+2k
1∧f // S2∧ K
m // K,
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and the second direct limit is formed using a similar procedure, starting with maps
from Sn+2k+2j into S2j∧ K. To verify the assertion, view the second direct limit
as the limit of the array
.
.
.
.
.
.
.
.
.
pi6(S
4∧ K)
s
OO
b // pi8(S
4∧ K)
s
OO
b // pi10(S
4∧ K)
s
OO
b // . . .
pi4(S
2∧ K)
s
OO
b // pi6(S
2∧ K)
s
OO
b // pi8(S
2∧ K)
s
OO
b // . . .
pi2(K)
s
OO
b // pi4(K)
s
OO
b // pi6(K)
s
OO
b // . . .
in which the vertical maps are suspension by S2 and the horizontal maps are in-
duced from suspension by S2, followed by composition with b : S2 ∧ K → K
defined by
S2∧ K
β∧1 // K ∧ K
m // K .
The first direct limit is then the direct limit of the bottom row, and the required
isomorphism follows from these facts:
(i) If x ∈ pi2k(S2j∧ K), and if s(x) = 0, then b(x) = 0.
(ii) If x ∈ pi2k(S2j ∧ K) for some j > 0, and if x = b(y), for some y ∈
pi2k−2(S
2j∧ K), then x = s(z), for some z ∈ pi2k−2(S2j−2∧ K).
Item (i) is an immediate consequence of the definition of the map b. As for item
(ii), if x = b(y), then x can be written as a composition
S2∧ S2k−2
1∧y // S2∧ S2j∧ K
1∧b // S2j∧ K .
Writing S2j as S2j−2∧ S2, and using the fact that the flip on S2∧ S2 is homotopic
to the identity, we can write this composition as
S2∧ S2k−2
1∧y // S2∧ S2j−2∧ S2∧ K
1∧1∧b// S2∧ S2j−2∧ K .
This is clearly in the image of the map s.
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Now
kn(pt) = lim−→Ω
F
n+2k(K)
∼= lim−→pi
S
n+2k(K)
∼= lim−→pin+2k(K)
∼= pin(K).
As a result we obtain the isomorphisms
kn(pt) ∼= pin(K) ∼= K0(Rn)
which implies that kev(pt) ∼= Z and kodd(pt) = 0. It follows immediately that the
map α : kodd(pt) → Kodd(pt) is an isomorphism, since both domain and range are
zero. In the even case the map
k0(pt) ∼= pi0(K)→ K0(pt) ∼= Z
sends a Fredholm operator T to the index of T . This map is an isomorphism.
9.2 Proof of (b)
We wish to prove that the map kev /odd(X, Y) → Kgeomev /odd(X, Y) is surjective. The
image of this map consists precisely of the equivalence classes ofK-cycles (N, F, ψ)
for which N is a framed Spinc-manifold. So we must prove that if (M,E,φ) is
any K-cycle for (X, Y), then there is an equivalent K-cycle (N, F, ψ) for which N
is a framed Spinc-manifold.
To do this, choose a smooth real vector bundle V , with even-dimensional
fibers, such that TM⊕ V is trivializable, and fix an isomorphism
TM⊕ V ∼= n ⊕ k.
The trivial bundle n ⊕ k has a canonical Spinc-structure, and the above isomor-
phism and the following lemma therefore define a Spinc-structure on V .
9.1 Lemma. Let V and W be real, orthogonal vector bundles over the same
space X. Assume that V and V ⊕W are equipped with Spinc-structures. There is
a Spinc-structure on W whose direct sum with the given Spinc-structure on V is
the given Spinc-structure on V ⊕W.
Proof. Let SV be a (non-reduced) spinor bundle for V and let SV⊕W be the same
for V⊕W. Denote by SW the bundle of fiberwise linear maps SV → SV⊕W which
graded-commute with the Clifford action of V and which graded-commute with
the action of the first k multigrading operators ε1, . . . , εk, where k = rank(V).
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The bundle W acts on SV⊕W, as do the remaining multigrading operators. By
composition, W and the remaining multigrading operators also act on SW. A
local consideration shows that we obtain a (non-reduced) spinor bundle for W,
and that it has the required property with respect to direct sum.
The vector bundle modification of the K-cycle (M,E,φ) by V is a K-cycle
whose manifold is framed, as required.
10 Appendix: The Real Case
In this appendix we briefly discuss the changes needed to prove the result analo-
gous to Theorem 6.2 in KO-homology.
Kasparov’s theory readily adapts to the real case. A real Hilbert space can
be viewed as a complex Hilbert space equipped with a conjugate-linear isometric
involution. A real C∗-algebra is the same thing as a complex C∗-algebra equipped
with a conjugate linear involutive ∗-automorphism (which, unlike the ∗-operation,
preserves the order of products). By including these complex-conjugation op-
erators, the definitions of Section 2 extend immediately to the real case. The
only difference is that in the real case the counterpart of the formal periodicity
map K−p → K−(p+2) does not exist. However the four-fold composition of this
map is compatible with real structures, and defines a real formal periodicity map
KO−p → KO−(p+8). The results of Section 3 carry over without change, except
that the bundle Cliff1
2
(TN) is a real Dirac bundle only when the dimension ofN is
a multiple of 4. Our discussion of Spinc structures in Section 4 is designed to carry
over to the real case just by replacing complex Clifford algebras with real Clifford
algebras; reduced real spinor bundles exist in dimensions which are multiples of
8. The geometric definition of K-homology is based on Spin-manifolds—the real
counterparts of Spinc-manifolds—and the real counterpart of Theorem 6.2 is now
easy to formulate. The only really new aspect of the proof is that a more careful
treatment of part (a) is required. The argument given above shows that
ko0(pt) ∼= pi0(KO) ∼= KO0(Rn).
Under these isomorphisms, the map ko0(pt) → KOn(pt) corresponds to the map
KO0(Rn) → KOn(pt) which takes a K-theory class x to the index of the Dirac
operator on Rn twisted by x. The fact that this map is an isomorphism is another
formulation of Bott Periodicity (compare [Ati68]).
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