A Deligne-Mumford stable pointed curve is an algebraic curve having at most nodal singularities and n ≥ 0 ordered nonsingular points. Stability means that each rational irreducible component has at least three singular or marked points, and each elliptic component has at least one such a point. The dual modular graph of a pointed nodal curve X is a graph whose set of vertices is the set of irreducible components of the curve X, the set of edges is the set of its nodal points and the set of half-edges is the set its of marked points. For each modular graph Γ consider the moduli space M Γ of curves whose dual modular graph is Γ. Then the Deligne-Mumford compactification M g,n of the moduli space M g,n of n-pointed genus g curves has the stratification M g,n = all genus g modular graphs Γ with n half-edges
(1.1)
Formally speaking a modular graph Γ may be defined by the following data (V, − → E , i, − → E − , s, g, l), where:
(1) V is the finite set of vertices of Γ;
(2) − → E is the finite set of oriented edges of the modular graph Γ; (3) i : − → E → − → E is an orientation-changing involution, (that is fixed point free).
(4)
− → E − is the set of outgoing oriented edges of the modular graph Γ; it is claimed that
, so that each edge is either incoming or outgoing; (5) s :
− → E − → V is a surjective source map, assigning to every outgoing edge from − → E − its source vertex.
(6) g : V → {0, 1, 2, 3, . . .} -the genus function;
(7) the set
is the set of outgoing half-edges (incident to only one vertex), for a nonempty − → H − the bijection l : − → H − → {1, 2, 3, . . . , n} defines the ordering of the set of half-edges of the modular graph Γ.
The set of non-oriented edges of a modular graph Γ is the quotient set E = ( − → E ∩ i( − → E ))/i. An isomorphism of two modular graphs is given by a pair of bijections between the corresponding sets of vertices and corresponding sets of oriented edges, preserving all the described data. Note that a non-trivial automorphism of a modular graph may be identic both on the set of vertices and on the set of non-oriented edges. The number ν(v) = |s −1 (v)| of outgoing oriented edges incident to a given vertex v is called the valence of the vertex v. A modular graph is called stable if 2(g(v) − 1) + ν(v) > 0 for any vertex v ∈ V (Γ). The number g(Γ) = v∈V (Γ) g(v) + dim H 1 (Γ) is the genus of the connected modular graph Γ; n(Γ) is the number of half-edges of the modular graph Γ. Suppose that g(v) = 0 for all vertices of the modular graph Γ, such graphs will be called combinatorial graphs or simply graphs; stability in this case means that the valency of every vertex is at least three. In this article all the graphs are supposed to be connected.
Let {µ g,n , 2(g − 1) + n > 0} be a set of (commutative) variables, Γ -a modular graph. Consider the monomial: 2) where Aut Γ is the automorphism group of the modular graph Γ. Denote by G k g,n the set of all genus g modular graphs with k edges and n half-edges, consider the polynomials 
is the partition function, usually considered in the quantum field theory (here
is the set of all genus g modular graphs with n half-edges). We prove that the functions Φ and Ψ satisfy the Burgers equation:
The function Ψ(s, t, ) satisfies the potential form of the Burgers equation:
and the function Φ(s, t, ) satisfies the Burgers equation:
Note that the initial condition Ψ(0, t, ) for the Burgers equation is the sum over the set of all edgeless graphs G 0 g,n . For each pair (g, n) such that 2(g − 1) + n > 0 the set G 0 g,n has only one element -the modular tree S g,n that haves one genus g vertex and n half-edges. This tree corresponds to the moduli space of all nonsingular n-pointed curves: M Sg,n = M g,n . Therefore
There are many ways of specializing the variables {µ g,n } that provide interesting generating functions Ψ (or Φ).
(1) Counting functions for combinatorial graphs of definite type.
(a) For an integer d ≥ 3 put
Then Ψ is the counting functions for all d-valent (combinatorial) graphs:
All genus g d-valent graphs Γ with k edges and n half-edges
(1.11) (Note that the sum in brackets is nonzero only for
In this case the initial condition is:
Below we present explicit formulas for the most interesting case of trivalent graphs
We obtain the counting series for all stable (combinatorial) graphs:
All genus g stable graphs Γ with k edges and n half-edges
(1.14)
Initial condition for this case is:
(c) Putting µ g,n = 1 for all g, n provides the counting function for all modular graphs:
all modular graphs Γ genus g with k edges and n half-edges
(1.16) Initial condition for this case is:
Choose some motivic measure v, attaching to every nonsingular algebraic variety X an element v(X) of a certain commutative Q-algebra, satisfying the following conditions:
The corresponding virtual motivic measureṽ of an orbifold X is defined byṽ(X) = v(X)/N , whereX → X is an unramified covering of orbifolds and X is nonsingular. (It is sufficient to have such a covering for each strata of some stratification of X). Denote µ g,n =ṽ(M g,n ). Then it is not hard to deduce that
where M k g,n is the moduli space of Deligne-Mumford stable n-pointed curves, having exactly k nodal points. Note that for fixed g and n the spaces M k g,n form a stratification of M g,n and codim M g,n M k g,n = k. So the generating functions (1.4) for this case is
(1.20)
Thus the partition function (1.6) for this case is the generating function for the values of the virtual motivic measureṽ(M g,n ) of the compactified moduli space M g,n :
and the initial condition (1.9) is the generating function for the values of the virtual motivic measureṽ(M g,n ) of the moduli space of nonsingular curves M g,n :
For such virtual motivic measureṽ we may take the virtual Poincare polynomial of X (see [8] or [7] ), or the virtual Euler characteristic of X, or the number of points of X(F q ) over a finite field F q . But an explicit formula for the initial condition is known only for the case of virtual Euler characteristic. It is given by the well-known result by Harer-Zagier [9] : for g > 0
for g ≥ 2, n ≥ 0 or g = 1, n ≥ 1. Adding the g = 0 case (see [7] or section 6), we obtain the generating functions
In all the described cases we need to solve the Cauchy problem for the Burgers equation with the initial condition given by one of the formulas (1.12), (1.15), (1.17) or (1.25).
The equation (1.7) may be linearized by the Cole-Hopf transform (see [5] , [6] 
Substituting in (1.7) we obtain the heat equation
with the initial condition
(1.28)
The solution of the Cauchy problem for (1.27) with the initial condition (1.28), formally expressed by the Poisson integral is known for s = 1 as Wick's theorem (see [1] ):
Of course (1.29) should be considered as an equality of formal Laurent series in , but unfortunately the usage of the Poisson integral can not be justified because the initial conditions (1.12), (1.15), (1.17) and (1.25) are unbounded, so that (1.29) diverges. Moreover, A.N.Tykhonov in 1935 (see [11] ) has proved that the solution of the Cauchy problem for the heath equation with the initial condition growing faster than e t 2 is no longer unique. That is just the case for all our examples. For instance for the virtual number of trivalent graphs we have the following integral:
In (1.57) we present an explicit formula for a one-parametric family of solutions of (1.27) with the initial condition
. Of course (1.29) may be considered as a distribution but this can hardly help us to get the coefficients of the generating function. Instead of that we may try to expand the solution by the powers of :
where Φ g = ∂Ψg ∂t
, and then try to find a recursive formula for the functions Φ g or Ψ g .
In this way we get quasi-linear equation for Φ 0 :
and recursive quasi-linear equation for Φ g and Ψ g for g > 0:
Solving (1.33) with the initial condition Φ 0 (0, t) = Φ(0, t, 0) we obtain the following description of generating functions for modular trees (g = 0). Note that the moduli space M 0,n is smooth and modular trees have no automorphisms, so for g = 0 we obtain the decent Poincare polynomials or Euler characteristics or the number of trees.
Theorem 1.2 The formal series
are inverse to each other with respect to the composition of functions; the function Φ 0 (s, t) satisfies the functional equations
The counting function for the number of trivalent trees is
The counting function for the number of stable trees Φ 0 (s, t) satisfies the functional equation
and the differential equation
The generating function Φ 0 (s, t) for the Poincare polynomial of M 0,n satisfies the functional equation
.
The generating function Φ 0 (s, t) for the Euler characteristic of M 0,n satisfies the functional equation
The equations for Poincare polynomial and Euler characteristic are wellknown for s = 1 (see [7] or [2] . The function Φ 0 (s, t) is essentially used in the recursive formulas for the solutions of the equations (1.35) for g > 0 based on the following integral representation.
of the potential Burgers equation (1.7) with the initial condition Ψ(0, t, ) is given by
As the result we obtain explicit recursive formulas.
Now we are in position to apply (1.49) to any case, for which we are able to find Φ 0 (s, t) and the initial condition Ψ(0, t, ).
Trivalent graphs.
We have seen that for stable trivalent graphs Φ 0 (s, t) =
and Ψ(0, t, ) = t 3 /6 . In this case we present a one-parametric family of explicit solutions of the equations (1.34) in terms of modified Bessel functions I ν (z) or Airy functions Ai(z) and Bi(z) (see the definitions in [4] ). All these solutions are analytic outside the line s = 0, and have infinitely many derivatives on this line, and each solution provides the same (divergent) expansion in s and t.
Theorem 1.4
The counting function Φ for trivalent graphs
genus g trivalent graphs Γ with k edges and n labelled half-edges
is the asymptotic expansion of
, and
1 3u
The counting function for trivalent graphs with one half-edge (see also table 1) is the asymptotic expansion of W (u):
(1.53) For g > 1 the numbers τ g g > 1 satisfy the following recurrence:
(1.54)
The counting function Ψ for trivalent graphs
where
The counting function for trivalent graphs without half-edges (see also 
is the asymptotic expansion of V (u):
− 1)( where τ g , C i and C i are the same as in the theorem 1.4.
2
Causally we have constructed a one-parametric family of solutions of the Cauchy problem for the heath equation (1.27) with the initial condition F (0, t) = e t 3 /6 . Non-uniqueness of the solutions of the Cauchy problem 2 Don Zagier communicated to me a nice direct combinatorial proof of the formula F (s, t) = 1 − 2st s 3 e −2+6st−3s 2 t 2 6s 3
(1.57)
The second representation in (1.57) is given to show that F is defined and infinitely differentiable on the real axe s = 0: this is evident about the first product, and the second is V ( 
for all (combinatorial) graphs are expressed as follows:
where P g is a polynomial of degree 2g − 2, satisfying the following recurrence 3 :
Here we present first three functions Ψ g , calculated using the package MAPLE. 
for the virtual euler characteristic of may be expressed as follows:
• for g = 1 Ψ 1 (s, t) = − 1 2 ln(1+t−s(t+sΦ 0 (s, t)))+ 5 12 ln(1+t+sΦ 0 (s, t)); (1.66) 0 (s, t) ) , 0 , (1.67) and Ψ g (s, 0) are polynomials in s of degree 3g − 3, satisfying the following recurrence:
The coefficient of the leading term of Ψ g (s, 0) equals
(see the definition of τ g in the theorem 1.4).
In section 6 we present the results of calculations based on these formulas, performed with the package MAPLE.
Cutting and clutching modular graphs.
Consider the set G k g,n of genus g stable modular graphs with k edges and n half-edges. For k > 0, n > 0 and g ≥ 0 there is the uniquely defined clutching map & : whereG k g,n is the set of genus g stable modular graphs having k edges, n half-edges and one marked oriented edge. The mapping& is injective: we may reconstruct Γ by cutting the marked edge of&(Γ). Now for k > 0, n ≥ 0, g ≥ 0 fix some nonnegative integers n 1 , n 2 , k 1 , k 2 , g 1 , g 2 , such that n 1 + n 2 = n, k 1 + k 2 = k − 1, g 1 + g 2 = g and some partition (I 1 , I 2 ) of the set {1, 2, . . . , n} = I 1 I 2 such that |I 1 | = n 1 , |I 2 | = n 2 . Put I 1 = {i 1 , i 2 , . . . , i n 1 } and I 2 = {j 1 , j 2 , . . . , j n 2 }, where i 1 < i 2 < . . . < i n 1 j 1 < j 2 < . . . < j n 2 . Choose two modular graphs Γ 1 ∈ G k 1 g 1 ,n 1 +1 and Γ 2 ∈ G k 2 g 2 ,n 2 +1 and glue together the first half-edge of the modular graph Γ 1 and the last half-edge of the modular graph Γ 2 . Define the labelling of the half-edges of the joint graph Γ 1 &Γ 2 as follows: m-th half-edge of the modular graph Γ 1 becomes i m−1 -th half-edge of the modular graph Γ 1 &Γ 2 for 2 ≤ m ≤ n 1 + 1 and m-th half-edge of the modular graph Γ 2 becomes j m -th half-edge of the modular graph Γ 1 &Γ 2 for 1 ≤ m ≤ n 2 . Thus we have defined the clutching maps:
where P n 1 ,n 2 is the set of all partitions. Repeating the above arguments it is easy to see that the map (2.4) is injective. For fixed n and g we may arrange all the clutching maps (2.1), (2.3) (and, respectively (2.2), (2.4) ) into one map
The last mapping& g,n , is obviously bijective: for ( e,Γ) ∈G k g,n the inverse mapping is& −1 g,n given by cutting the marked oriented edge e of the graph Γ ∈ G k g,n into two half-edges. The ordering of the half-edges is inherited from the graphΓ, and the two new half-edges get the first and the last number according to the orientation of the marked edge.
Consider the projection
Choose a modular graphΓ ∈ G k g,n ; the group Aut(Γ) acts on the set of its oriented edges E(Γ). There is one to one correspondence between the set of orbits of this action and the set of the pairs ( e,Γ) ∈ π −1 g,n (Γ). Choose one representative { e α } from each orbit, then 
Let {µ g,n , 2(g − 1) + n > 0} be a set of (commutative) variables. In (1.2) and (1.3) we have defined the monomials
(2.12) and the polynomials µ g,n (Γ) has the same collection of vertices with the same valences, therefore multiplying (2.11) by v∈V (Γ) µ g(v),ν(v) we obtain:
(2.14)
Taking the sum (2.14) over allΓ ∈ G k g,n we obtain:
Using the definition of the generating function (1.4) 
This is evident for the case when Γ is a tree; any modular graph may be constructed from a tree by a sequence of clutching maps (2.1). So to complete the proof it is sufficient to compareṽ(M Γ ) andṽ(M &(Γ) ) in (2.1). Put ( e,Γ) =&(Γ) (this simply means thatΓ = &(Γ) and e is the marked oriented edge, obtained by gluing two half-edges together). Consider the moduli spaceMΓ parameterizing Deligne-Mumford stable nodal pointed curves with one marked branch of one of its nodal points, whose dual graph isΓ. The projection π :MΓ → MΓ is a 2k-fold unramified covering of orbifolds. The spaceMΓ splits into disjoint union of components, corresponding to the orbits of the action of the group Aut(Γ) on the set of oriented edges E(Γ) of the modular graphΓ. The component corresponding to the orbit of e will be denoted byMΓ , e , then π :MΓ , e → MΓ is an unramified covering of orbifolds
The clutching maps (2.1) and (2.2) define the clutching maps
21)
MΓ , e is the image of& Γ , and&
is an isomorphism, henceṽ(M Γ ) =ṽ(MΓ , e ). This completes the proof of (1.18).
Solving the Burgers equation.
In this section we solve the Burgers equations (1.7) or (1.8) using the expansions (1.32) and (1.31):
Substituting (1.7) into (1.8), we get a quasi-linear equation for Φ 0 :
For g = 0 we have only the quasi-linear equation (3.3) . The equations for the characteristics are
The two first integrals for (3.6) are
Then the general solution of (3.3) is 8) for some function f 0 . Using the initial conditions Φ 0 (0, t), we see that for s = 0 f 0 (Φ 0 (0, t), t) = 0; this means that f 0 (a, b) = 0 is equivalent to a = Φ 0 (0, b). Thus the equation (3.8) provides the functional equation for Φ 0 (s, t):
Put α s (t) = t − sΦ 0 (0, t) and β s (t) = t + sΦ 0 (s, t). (3.10)
From (3.9) we obtain t + sΦ 0 (s, t) − sΦ 0 (0, t + sΦ 0 (s, t)) = t, so the function α s is inverse to the β s with respect to the composition of functions:
Thus the theorem 1.2 is proved. Now let us study the quasi-linear equation (3.5) . The equations for the characteristics for (3.5) are
The equations for the characteristics for (3.4) are
Let us denote the denominator in (3.12) by
14)
note that H g depends only on Ψ i for i < g. We have already found one first integral for (3.13) and (3.12) for all g:
Substituting into (3.9) we see that
Let us denote one of the branches of the function inverse to Φ 0 (0, t) by ϕ, then t = ϕ(C 1 ) − sC 1 . Now the second first integral for (3.5) may be (recursively) found by simple integration:
Eliminating C 1 we obtain:
Note that we choose the integration constant so that Ξ g (0, t) = 0. Thus the general solution of (3.5) may be written as:
for an arbitrary function U g . The function U g then may be determined from the initial condition:
Substituting t + sΦ 0 (s, t) instead of t in Φ 0 (0, t) and using (3.9) we obtain the following recurrence formula for the solution of the Burgers equation.
The theorem 1.3 is proved.
4 g = 0.
In this section we use Theorem 1.2 to obtain in a uniform way functional equations for Φ 0 (s, t) for all the cases we have discussed. 1) Counting functions for trivalent trees. In this case Φ 0 (0, t) = is the solution of the quadratic equation β s (t) − s
and therefore
This is a well-known generating function for the number of trivalent trees with labelled half-edges.
2) Counting functions for all stable trees. In this case (see (1.15))
Substituting into (1.38), we obtain the functional equation (1.41). The differential equation (1.42) is deduced from it in a standard way.
3) The Poincare polynomial and the Euler characteristic for M 0,n . The Poincare polynomial for M 0,n in variable y coincides with the number of points in M 0,n (F q ) for a finite field F q (after the substitution q = y 2 ). There are q + 1 point on the projective line; the first three of them we may send to 0, 1 and ∞ by some projective automorphism; the remaining q − 3 points may be chosen in (q − 2)(q − 3) . .
ways. Hence the generating function is
Substituting into (1.38) we obtain the functional equation (1.43). The differential equation (1.44) is deduced from it in a standard way.
For the Euler characteristic we may simply put q = 1 in (4.4).
5 Counting function for trivalent graphs.
In this case it is better to begin with the equation (1.8) on the function Φ(s, t, ). For any genus g trivalent graph with k edges and n half-edges k = 3g − 3 + n, therefore Φ contains only monomials
and hence
for some function Z(x, y). Substituting (5.2) into (1.8) we obtain the equation
Similarly to (1.31) consider the expansion
Then for Z 0 (y) we have the homogeneous equation
The solution we need (with the initial condition Z 0 (0) = 0) is 
It is not hard to find Z 1 and the general form of Z g (as well we could use (1.49), which would lead to a bit cumbersome transformations):
for some constants τ g , where
. The equation (5.7) provides the recursive formula for τ g , g > 1:
It is not hard to transform (5.9) to a better form:
Here are the four first values of τ g : 
where W is some function in one variable. Substituting into (5.3), we get an ordinary differential the equation for W (u):
Multiplying by u −2/3 and integrating we get:
Since W is regular at u = 0 then C = 0. for any C 1 , C 2 . Using asymptotic expansion of Bessel functions (see [4] ) the solution (for any C 1 and C 2 ) may be represented as a quotient of two power series: Now we can present the answer:
Φ(s, t, ) = 1
It is also useful to express the solution Φ(s, t, ) by the Airy functions (see [4] where C 1 = √ 3(C 2 − C 1 ) and C 2 = C 2 + C 1 . Now it is easy to find the analytical expression (1.55) for Ψ(s, t, ) by integration; the integration constant (depending on s and ) can be found from the Burgers equation (1.7) .
The proof of Theorem 1.4 and Corollary 1.3 is completed.
6 Virtual Euler characteristic of M g,n .
The main step in the proof of theorem 1.6 is to notice that the solutions Ψ g (s, t) may be represented in the following form: Ψ g (s, t) = 1 (1 + t + sΦ 0 (s, t)) 2g−2 P g s(1 + t + sΦ 0 (s, t)) 1 + t − s(t + sΦ 0 (s, t)) , (6.1)
where P g is some polynomial. It is sufficient for that to find Ψ g (s, t) using formulas (1.49) for several first values of g, and then prove the statement by induction, using (1.33). (Use (1.46) to find the derivatives of Φ 0 .) After that we only need to notice that for t = 0 the equation (6.1) provides Ψ g (s, 0) = P g (s). Note that for the leading coefficients of P g (s) the recurrence (1.68) gives exactly the recurrence (1.54), defining the numbers τ g . This has a clear geometric explanation: the leading coefficients of P g (s) are exactly the coefficients of s 3g−3 g−1 in the expansion of Ψ g (s, t). But these coefficients represent the contribution to the Euler characteristic of the 0-dimensional strata M 3g−3 g,n corresponding to the discrete set of maximally degenerated curves. These are exactly the curves, whose dual graph is trivalent and all the irreducible components are rational ( ll-curves in terms of A.N.Tyurin's book [3] ).
Here we present the results of calculations based on formulas (1.68), performed with the package MAPLE.
Polynomials Ψ g (s, 0) g = 2, 3, 4, 5, 6. 
