ABSTRACT
Introduction
. Trial structure and fixation locations in Experiment 1 (presented to scale). Panel A: Trial Timing. Fixation Bias was defined at the mean gaze location during the last 10 millisecond of the blank screen that followed the fixation symbol and that preceded the target. Panel B: Spatial features of fixation and targets. Targets were positioned on an invisible arch that extended 10 • above and below the fixation symbol, at 12 • eccentricity. Specific location on the arch was always determined randomly. The fixation symbol consisted of an inner ring (radius = 0.4 • ) within an outer ring (radius = 1.2 • ).
Instructions and training

107
To maintain participants' alertness, we included catch trials in the form of target symbols with a white line through them. These 108 appeared every 16-20 trials following a uniform distribution. Participants were told that catch trials would appear infrequently
Impact of recent trials
143
To determine the impact of previous trials on current oculomotor behavior (as captured by FB) we defined two kinds of trials; 144 returns which were trials where the screen-side of the last-presented target was the same as the one that preceded it, and 145 alternation where the screen-side of the last-presented target was the opposite of the one preceding it. In this schema, FB 146 quantifies the impact of the last transition (categorized as return or alternation) on anticipatory oculomotor behavior. Saccade 147 latencies were analyzed according to the same schema.
148
In a separate analysis we modeled the impact of each of the last 6 transitions on current oculomotor behavior. We used a regression model in which dummy variables coded the status of each of the last six transitions as a return or alternation. This approach has been successfully used in prior work on statistical learning of transition probabilities (e.g., Bornstein & Daw, 2012) . The complete regression model is presented in Equation 1 , where S = 1 if the trial is a return, and 0 if alternation. This information is coded for each of the last k transitions (k = 6).
In this model, positive coefficients for any of the regressors β 1 to β 6 indicate that a return at lag k was associated with 149 increased FB. Negative coefficients indicate reduced FB. The intercept c is the expected FB for 6 consecutive alternations, and
150
is not further considered. When analyzing FB data, we fit these regression models to each participant, predicting the current FB 151 value separately for the pret70 and pret30 conditions.
152
For saccade latencies (SL), we similarly fit regressions separately for the two conditions, but constructed separate models 153 for return and alternation saccades. This is because return saccades are strongly impacted by inhibition of return (IOR, e.g.,
154
Rafal et al., 1989), and for this reason could provide less information about the impact of recent trials.
155
Estimation of learning rate from Rescorla-Wagner model applied to Fixation Bias data 156 We evaluated whether the FB data could be accounted for by a Rescorla-Wagner (RW) model, and relatedly, whether a RW-model that reflected a combination of two processes with different learning rates accounts better for the data. The basic model we constructed fit the FB data according to transition probabilities estimated from a RW process, implemented as in Equation 2:
     P ret (t + 1) = P ret (t) + α(1 − P ret (t)) after a return P ret (t + 1) = P ret (t) − αP ret (t) after an alternation FB(t + 1) = K(P ret (t + 1) − P 0 ) (2) 4/25 subjective points of equilibrium significantly deviate from 50%; a truly random binary series is subjectively perceived as having 165 too many streaks (see Falk & Konold, 1997 ). The reduced model where P 0 was fixed at 50% offered a significantly poorer 166 fit as evaluated by a Bayes Information Criterion (BIC) criterion and is not discussed further; ∆BIC = 18 ± 5 in pret30 and 167 ∆BIC = 16 ± 5 in pret70, both above zero with p < .001, bootstrap test.
168
To evaluate whether FB reflects two learning processes with different learning rates we also fit an extended model in which probabilities were updated based on two processes with different learning rates (see Bornstein & Daw, 2012) . In this model, two estimations of the transition probability are updated independently, P (1) ret (α 1 ) and P (2) ret (α 2 ) as in Equation 2, and an overall summary statistic is defined as their weighted average as in Equation 3: P ret (t) = w P (1) ret (t, α 1 ) + (1 − w) P 
172
Information provided about transition structure by fixation biases and saccade latencies 173 To evaluate whether FB and saccade latencies provided complementary or independent information about the transition structure in the series, we used a Mutual Information (MI) analysis. MI captures the amount of knowledge one variable provides about another, or equivalently, the uncertainty about one variable that is reduced by knowing another (Cover & Thomas, 1991) . MI does not assume any particular relationship between two variables and captures all orders of correlations, while Pearson's R quantifies a linear relationship (see Equation 4 ).
In Equation 4, H(x) is the entropy of the variable x (here, the experimental condition pret), and H(x|w) is the entropy of x given 174 w (the specific known behavioral response). Because the two stochastic processes (pret70, pret30) were equally probable, the 175 entropy related to which condition participants were observing (pret equal to 70 or 30) on any given trial was 1 bit. We used MI
176
to quantify the degree of uncertainty removed about the variable pret by considering several oculomotor information sources
177
and their joint distribution. First we calculated the entropy reduction achieved by FB, I(pret; FB). Second, we performed the 178 same calculation for the saccade latency measure, I(pret; SL). Because saccade latencies on any given trial likely depend on 179 whether the saccade was was an alternate or a return due to IOR, we also partialized by this factor in the MI formulation (see
180
Additional Information). Third, we calculated the uncertainty removed when considering the joint (bivariate) distribution of FB
181
and saccade latency, I(pret; FB&SL).
182
We calculated these three MI quantities per participant, which licensed statistical tests at the group level. We determined: i) whether FB and saccade latency were differentially informative with respect to average transition structure and ii) whether they provide redundant information (Schneideman, Bialek, &Berry, 2003) about the transition structure, in which case MI provided by the joint distribution is lower than the sum of the two former terms, as shown in Equation 5:
I(pret; FB&SL) < I(pret; SL) + I(pret; FB)
Finally we calculated the information about pret carried by separate oculomotor contributions to FB. either: i) both the location and image category were weakly predictable; ii) both the location and image category were highly 203 predictable; iii) only location was highly predictable; and iv) only category was highly predictable.
204
Examples of a highly-constraining (high predictability; HP) and weakly-constraining transition matrices (low predictability; As shown in these matrices, the difference between the two types is that M HP1 contains transitions with 66% probability,
210
and M LP consists of a uniform set of transitions with 33% probability. Markov entropy was 0.92 bits/trial for the HP process and 211 1.58 bits/trial for the LP process. In constructing series within each of these 4 conditions, the transitions governing locations 212 and categories were independent (i.e., they were determined by different processes), so that their statistical features needed to 213 be tracked separately. From these transition matrices we produced series with 120 trials, following the same procedure as in
214
Experiment 1, and with the same trial timing. To each 120-trial series, we added 8 trails with random images presented in 215 clockwise or anti-clockwise manner to partially reduce the impact of recent statistical structure. In the study, these series were 216 presented according to a random order determined separately per participant. The first 8 trials of each series were not analyzed 217 as by definition the HP and LP series cannot be discriminated immediately.
218
Given that our interest is in potential anticipatory biases related to target location, for purposes of addressing gaze data in 219 this study, we ignore the category predictability factor by collapsing across its levels and just examine differences between 220 series depending on whether the location series participants observed was highly predictable (HP) or had low predictability 221 (LP).
222
The series were constructed so that in both HP and LP, i) the marginal frequencies of the 4 locations were 25% (i.e., all four 223 locations were visited equally often independent of the transition patterns), ii) returns to the prior location were not possible,
224
and iii) The mean frequency of the different pairwise transitions (e.g., a transition from top left to top right location on two 225 successive trials) was equal. We achieved this by creating 4 high-constraint transition matrices so that the distribution of 
Analyses
229
Our first analysis evaluated whether gaze location in the HP condition was strongly impacted by the location of the next most 230 probable target. We coded Gaze Bias as positive/negative depending on whether average gaze location was to the right/left of 231 fixation during the last 10ms of the pre-target blank interval. We analyzed Gaze Bias data using an ANOVA with 3 factors: be weaker when the most probable target location is on the same screen side as the last-presented target, due to IOR effects.
235
The second analysis used a steady-state approach, where we examined the frequency content of time series of the Gaze Bias For all participants, FB was greater in pret70 than in pret30 ( 
262
We used regression models to determine the impact of each of the 6 last transitions (i.e., 7 trials) on FB, separately 263 for pret70 and pret30 (see Methods). As shown in Figure 2C , in both conditions there was a rapidly decaying impact of 264 1 We performed three validation and robustness analyses of ∆FB. First, we determined split-half reliability by deriving two separate ∆FB values per participant: one from odd trials and one from even trials. Split-half reliability was very robust (0.90 after correction). Second, we evaluated to what extent ∆FB depended on the specific trial inclusion criteria. We found that ∆FB was robust across a range of trial inclusion values, including trials where FB was restricted to 1.2 • from screen center (see Additional Information). Third, we verified whether ∆FB was driven by transition structure or the number of returns and alternate trials in each series. We used bootstrapping to construct synthetic series from the pret70 and pret30 data, but where the number of alternation and return trials were equated (see Additional Information). We found statistically significant ∆FB values in these cases.
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recent returns/alternates on current FB, with returns contributing positively to FB. For pret70, the regression model explained 265 8.0 ± 1.2% of the variance, and the first 5 coefficients exceeded zero (Bonferroni corrected). For pret30 the model explained 266 7.5 ± 1.3% of the variance, and the first 3 coefficients exceeded zero (Bonferroni corrected). 2 We additionally evaluated a 267 similar model coding for history of right/left screen sides in recent trials. This model produced statistically significant weights 268 for the two most recent locations, but these effects were an order of magnitude smaller than those found for transition history.
269
A Rescorla-Wagner model predicts Fixation Biases
270
We modeled FB according to a Rescorla-Wagner model, but including two additional parameters: P 0 which reflects the internal 271 subjective point of equilibrium, and K which is a multiplicative scaling factor related to transforming internal probabilities to 272 FB magnitudes (see Methods). On average, the model accounted for 8 ± 1% of adjusted variance in both conditions. We also 273 compared this model, which contained a single learning rate parameter, to an extended model that reflected a combination 274 of two processes with two learning rates (see Methods). Because these models differed in the number of free parameters, 275 we compared their performance using BIC. For both pret70 and pret30, the extended model did not provide a significant 289 We found evidence for learning of long-term statistical structure in the FB data. We first evaluated FB during the 20 random-290 location trials that were appended to each series (trials 101-120). Any differences in FB during these trials can only reflect a 291 carry-over effect from the transition structure in the preceding 100 trials. We found a strong carry-over effect, as shown in 
Fixation Biases contain signatures of long-term statistical learning
8/25
after returns. In all, during these random trials, we found a strong effect of the most recent trial, which summed linearly with a 296 longer term impact of the transition structure in the series that preceded the random trials.
297
Sensitivity to longer-term statistics was also seen in the development of differences between FB values in the pret70 and 298 pret30 conditions (∆FB) over the 100 trials within each series (see Figure 4B ). ∆FB significantly increased from 0.25 ± 0.03 There was a strong impact of the statistical structure of the series presented prior to the random trials, and independently, a strong impact of the immediately preceding trial. Crosses above each bar indicate significant differences from zero. Asterisks above/below bar pairs indicate significant difference (also in following panels). Panel B: ∆FB was defined as the difference between FB values in the pret70 and pret30 conditions. Its values significantly increased from the first half to the second half of the experimental series. Panel C: Similar results when quantified via Mutual Information. In all panels, measures of spread indicate variance within condition and are provided for completeness; they are not indicative of effect sizes in within-participant contrasts.
Fixation Biases develop within a trial and are co-determined by gaze drifts and saccade instabilities 303
Before quantifying the development of fixation biases within a trial, we first qualitatively present the trajectories of gaze 304 movements (on the horizontal, x-direction), from the point that participants saccaded to center (i.e., time locked to landing in 305 the vicinity of the fixation symbol, which tended to occur approximately 10ms in advance of presentation of fixation symbol). The process captured by the figure is clear: in both conditions (pret30 and pret70), the landing position (t = 0) was on the 309 screen side of the prior target, and in both conditions this was followed by an adjustment towards the screen center during We also found that, collapsing across condition, the impact of whether the last trial was a return or alternation was weaker We concisely report an analysis of saccade latencies (SL) because SL have been used to study the impact of statistical structure 350 and expectation, and because identifying the expected SL patterns would license relating FB to SL data on a trial by trial basis.
351
The statistical structure of the series produced the expected impact on SL (see Figure 6A were performed more quickly in the condition in which they were more frequent.
357
To understand whether the saccade latencies could be associated with either a threshold shift prior to saccade generation,
358
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or accumulation rate, we fit a LATER model (Carpenter & Williams, 1995) to SL data in each of these four conditions, 
367
We used regression models to determine the impact of recent transitions on SL (see Figure 6B) . Given the strong impact 368 of IOR on SL, we fit separate regression models to alternate trials and return trials in pret70 and pret30. IOR could reduce 369 the sensitivity for identifying recent-trial effects when analyzing SL for return saccades. For return saccades in pret30, 370 only the lag1 coefficient significantly departed from zero, because return saccades were faster when preceded by a return, trials. In summary, for saccade latencies evidence for the impact of prior trials was only found for transitions that were less 377 expected in a given condition (returns in pret30, alternates in pret70).
378
Figure 6. The impact of statistical structure on saccade latency. Panel A: Saccade latencies indicate learning of statistical structure in addition to an effect of whether a saccade is a return or alternation. Asterisks above bar pairs indicate significant difference. Panel B: Regression models for saccade latencies in the pret30 and pret70 conditions, constructed separately for alternate (Alt) and return (Ret) trials. For pret70, a return in any of the last 4 transitions impacted positively (slowed down) SL in alternate trials. For pret30, return saccades were faster when preceded by a return saccade in the immediately prior trial, but there was no indication for more remote effects. Crosses above each point indicate significant differences from zero.
Signatures of learning long-term statistics in saccade latency
379
Examining saccade latencies to alternations and returns during the 20 random trials appended to each series, we found that 380 sacccades on alternation trials were faster after the pret30 condition than after the pret70 condition, consistent with a carry-over 381 effect, t(20) = 2.45, p < .05, d = 0.45. However saccades on return trials were not faster after pret70 than after pret30.
382
Second, we evaluated whether indexes of learning developed from the first half of each series (trials 1-50) to the second half (trials 51-100). We defined the following contrast term as an index of statistical learning:
∆RT is larger to the extent that individuals can compute what is the more probable transition in each condition. Consistent 
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between SL and the experimental condition, conditioned on whether each trial was as return or alternations: I(pret; SL|S), the trials.
390
Nevertheless, when considering these latter MI values in relation to the ones we found for the FB data, it is notable that for 391 trials 51-100, fixation biases provided around three times the information about the statistical process, 0.054 bits for FB vs. alternations. We evaluated these correlations in the pret30 and pret70 conditions.
399
The analysis produced two findings (see Figure 7) . For pret70, the correlations exactly matched the predicted relation While the trial level correlations between FB and SL held as described above, these relations did not hold when evaluated 409 from an inter-individual perspective. Across participants, increased sensitivity to statistical structure, as measured by ∆FB
410
did not significantly correlate with increased sensitivity to statistical structure as measured by ∆RT. Similarly we did not find 411 significant correlations between the information-theoretic measures I(pret; FB) and I(pret; SL|S).
412
Extension to four-quadrant study 413 Gaze Bias does not directly signal screen side of most likely subsequent target 414 In the high predictability condition (HP), on each trial there was a probability of 66% of transitioning to one location, 33% 415 probability of transitioning to another, and 0% transition to a third (in addition, repeats were never allowed). To understand if recurrence rate is related to the mean number of trials between repeated presentation of a stimulus at the same location (see
439
Methods).
440
We calculated the power spectral densities of Gaze blank X (Gaze blank Y ) in HP and LP and we defined ∆PSDx as the We also applied this steady-state analysis separately for the first and second halves of each series. We found no differences 448 between the HP and LP processes in the first half. However, in the second half of trials ∆PSDx at f req = 1/3 was significantly 449 greater than zero, t(39) = 2.98, p < .01, d = 0.50. ∆PSDy at this frequency was also significantly greater than zero, t(39) = 517 regular series, but the pre-stimulus patterns in those series were less differentiated, and mediated by working memory capacity.
518
Identifying anticipatory behaviors linked to stimulus probability would be useful for separating contributions linked to 519 anticipation from those linked to stimulus response, as well as for identifying neural systems that optimize oculomotor function 520 in predictable contexts. We thus shift to our research focus on Fixation Bias. We also found signatures of learning over longer scales. Differences between FB for pret70 and pret30 (∆FB) were larger 530 when computed from trials 51-100 than from trials 1-50, a pattern consistent with a conceptually similar analysis we conducted 531 for SL. Furthermore, during the 20 random trials appended to each series, FB was impacted by the preceding statistical structure.
532
Specifically, when the random trials were appended to the pret70 series there was still greater bias towards the last screen 533 location, and when they were appended to the pret30 series, there was still a greater bias towards the alternate side. During the 534 random trials, this continuing long-term impact of the prior statistical structure coexisted with a second, independent effect of 535 whether the last trial was an alternate or return. This indicates that the impact of prior statistical structure, which at that point 536 was not reinforced but memory enabled, maintained above and beyond an independent strong modulation of each prior trial.
537
While this study constitutes an initial examination of anticipatory FB and its implications for models of learning and 538 prediction, the data produced findings that bear on the relation between formal uncertainty, subjective uncertainty and prediction. Conversely, humans judge binary series as random only once they contain 60 − 70% alternations. If such biases are not limited 546 to judgments or reasoning, but also impact online learning, then the pret70 and pret30 should be associated with different 547 learning trajectories, with the latter reflecting signatures of a (subjectively) random process.
548
This was exactly what we found. Fixation biases in pret30 and pret70 were associated with different learning characteristics, 549 in a manner consistent with the aforementioned studies on judgments of randomness. We applied a Rescorla-Wagner model to 550 FB data, which was successfully validated on out-of-sample data for almost all participants. The parameter fits indicated a 551 significantly higher learning rate α for pret30 than pret70, reflecting a narrower temporal integration window in pret30. This 552 result was consistent with the regression model results for FB and SL, which showed a weaker impact of recent trials in pret30.
553
Additionally, the parameter K, which reflects the transformation from subjective probability to FB, was significantly larger 554 for pret70 than pret30. This means that, all else being equal, the transformation from the subjective probability estimate to 555 anticipatory behavior was associated with larger scaling effect in pret70. It remains to be determined whether these findings 556 for K reflect different levels of confidence in the internal distributional estimations (as captured, e.g., by hyperparameters in 557 Dirichlet distributions), or a difference in how distributional information translates into oculomotor commands. Finally, the 558 findings for the equilibrium point P 0 only partially confirmed expectation. Because prior work suggests that series are perceived 559 as random when the proportion of returns is around 30%, we expected P 0 to be in that range for both conditions. While P 0 560 differed between the conditions, the distribution in pret30 was qualitatively larger (encompassing almost the entire [0,1] interval, 561
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and more work is needed in order to determine this issue.
562
With respect to potential for future discovery, we showed that analyses of gaze biases can determine whether environmental 563 regularities impact anticipatory behavior, even in absence of an a-priori learning model, or a model of how learning impacts 564 anticipatory behavior. In an extension to the main study, we presented targets in one of four quadrants based on a first-order 565 Markov process. Even though the series of target locations was stochastic rather than deterministic, gaze locations tracked the 566 recurrence characteristics of the Markov process, as reflected in the cyclical nature of target locations. We identified this using a 567 steady-state analysis, which indicated that the gaze-location time series had higher power in the recurrence frequency of the 568 high probability process. Furthermore, we directly linked between the sequence of target locations and the sequence of gaze 569 locations by confirming their coherence in the frequency domain. In contrast, a more conventional analysis, which assumed that 570 gaze bias would be strongly determined by the screen side of the next most probable transition (implemented via an ANOVA), 571 failed to account for significant variance. This suggests that gaze biases in such contexts are not random, but reflect relatively 572 complex integration dynamics. with a larger undershoot after return than alternate saccades. Our analyses indicated that the difference in gaze patterns and 578 fixation biases in the pret70 and pret30 developed over the subsequent 560ms (i.e., the combined period of the fixation screen 579 and 160ms of blank screen) culminating in the significant difference documented in the main analysis. Interestingly, the impact 580 of the last saccade on FB (return vs. alternation) also developed over the course of the trial. It was weaker when measured at 581 landing prior to presentation of the fixation cross than when measured during the last 10msec of the pre-target blank screen.
582
These findings suggest that, as compared to the final gaze position (where FB was measured), the initial gazes made to center 583 were more weakly impacted by both the general stochastic context and the type of last trial. These effects developed over the 584 duration of the fixation symbol and subsequent blank screen.
585
We identified two sorts of oculomotor movements, both of which were impacted by statistical regularities. First, in pret30,
586
there was a greater frequency of small corrective saccades away from the location of the prior target. Second, in pret30 the 587 direction of eye drifts was in the direction opposite to that of the last target, whereas in pret70 drifts were in the same direction. 
RW-model validation
657
To evaluate the validity of the RW models, we used a leave-one-series-out validation scheme on the single-participant level. For 658 each condition, we fit the model parameters from nine of the ten series, and the resulting parameter set was then evaluated 659 against the left-out series. Specifically, model-derived series were generated by applying the updating scheme of Equation was than ranked in relation to the mean distribution of the permuted variance reduction.
670
Mutual Information
671
We used MI to quantify the amount of information that is conveyed by FB and SL about the overall statistic of the target locations. Since SL on any given trial depend on whether it is an alternate or a return (due to IOR) we considered this factor in the MI calculation and computed the quantity I(pret; SL|y), where y just defines if the trial is an alternate or return (Equation 7)
I(pret; SL|y) = ∑ We calculated all MI quantities and their bias correction through the 'Gaussian method', (i.e. considering the probability 
688
Each parameter was then normalized by its mean across different conditions. In five participants we excluded a small subset
689
(about 5%) of trials whose values on the recinormal plot lay on a line with a smaller slope respect the other points suggestive of 690 express saccade dynamics (see Carpenter, 1994) .
To equally represent all the possible eye trajectories, in the highly predictive condition we generated series of target locations using four different transition matrices. When considered across these four matrices, the proportion of pair-wise transitions was equal for the HP and LP processes. This meant that statistical structure was not confounded with the pair-wise movements across trials. Specifically, in addition to the matrix M HP1 presented in the main text, we used also M HP2 below, and two transpositions of those matrices, M HP3 = M T HP1 ; M HP4 = M T HP2 : the spectrum S y ( f ) and cross spectrum S yv ( f ), where y is the Gaze Bias in the y − axis and v is the vertical target location.
732
Finally we obtained a measure of the total coherence as C Tot = C xh +C yv . 
