Sparse learning aims to learn the sparse structure of the true target function from the collected data, which plays a crucial role in high dimensional data analysis. This article proposes a unified and universal method for learning sparsity of M-estimators within a rich family of loss functions in a reproducing kernel Hilbert space (RKHS). The family of loss functions interested is very rich, including most commonly used ones in literature. More importantly, the proposed method is motivated by some nice properties in the induced RKHS, and is computationally efficient for large-scale data, and can be further improved through parallel computing.
Introduction
With the development of modern technology, it is much easier to collect a large amount of data with unprecedented size and complexity at relatively low cost. It is common that the number of variables collected are much larger than the sample size. In such scenarios, it is generally believed that only a small number of collected variables are useful for statistical analysis while others are noise. Thus, sparse learning aiming to correctly learn the sparse structure of the true target function plays a crucial role to facilitate subsequent statistical modeling and analysis.
Sparse learning has attracted tremendous attention in the past few decades. A popular class is based on regularized M-estimations under certain working model assumptions. The most popular assumed working model is the linear model, which assumes that the variables affect the response only through a linear pattern, and thus the truly informative variables are defined as those with nonzero coefficients. Under the linear assumption, the regularized M-estimation aims to solve the optimization on the combination of various loss functions and some sparse-induced penalty terms (see [5, 12, 13, 28] and references therein). Most recently, Loh [17] examines the theoretical properties of regularized linear M-estimators. More efforts have been made by considering the nonparametric additive model to relax the restrictive linear assumption (see [11, 18, 29] and the references therein). Yet such assumptions are usually difficult to check in real-life analysis and their performance highly relies on the validity of the pre-specified model assumption. Only a few attempts have been made recently to relax the restrictive assumptions (see [9, 16, 26, 27] and references therein). Yet they are highly computational demanding and the computational efficiency becomes one of their main obstacles.
Another popular research line on high dimensional data analysis is the screening type of methods, which examine the marginal relationship between the response and each variable to screen out non-informative variables under some pre-specified criteria (see [4, 10, 14] and references therein). Most recently, Han [7] proposes a novel nonparametric screening working within a con-vex loss family, which shows substantial advantage than many existing methods. Yet it requires that the loss function should be differentiable almost everywhere, which may exclude some popularly used loss functions such as the hinge loss. Note that the screening type of methods can attain the sure screening property, which is slightly weaker than the selection consistency, and may fail to detect the marginally independent but jointly dependent variables [10, 14] . Recently, some novel methods have been proposed by adding noise into the model and thus identify the truly informative variables by using the property of noise, including the measurement-error-model-based selection and the knock-off filter methods (see [1, 25] and the references therein). Most recently, Dasgupta et al. [2] propose a recursive feature elimination method via repeatedly fitting a kernel ridge regression within a rich loss function family. Yet their lack of selection consistency or computational efficiency remain as some of their main obstacles.
This article proposes a new spare learning method to learn the sparse structure of the true target function via the regularized M-estimators within a rich family of loss functions in a flexible RKHS. The family of loss functions interested is very rich, which contains most commonly used one in literature, such as the square loss, check loss, hinge loss, logistic loss, -insensitive loss and so on. The proposed method is motivated by the derivative reproducing properties of RKHS [30] .
The proposed method is methodologically simple and easy to carry out. Specifically, it consists of the estimation of regularized M-estimators in a flexible RKHS, computation of the gradient functions as well as a hard thresholding step. It shows great advantage than most existing methods that it works for general loss functions, assumes no distributional model, admits general dependence structure, allows for efficient computation, and attains asymptotic selection consistency. The proposed method is computationally efficient by only fitting a standard kernel ridge regression, and thus scalable to analyze large scale dataset. More importantly, asymptotic estimation and selection consistencies of the sparse learning method can be established for general loss functions without requiring any explicit model assumptions. To our knowledge, it is the only method which achieves universality, scalability, efficiency and consistency at the same time in literature.
The rest of the article is organized as follows. Section 2 introduces the rich family of loss functions interested in this paper. The motivations as well as the proposed sparse learning method are provided in Section 3. In Section 4, the asymptotic estimation and selection consistencies of the sparse learning method are established for a general loss under mild conditions. Numerical experiments on the simulated and real examples are reported in Section 5. A brief summary is provided in Section 6, and the numerical algorithms as well as all the technical proofs are given in Appendix and a online supplemental material.
Preambles
Suppose a training sample
are independent copies of Z = (x, y), with x = (x 1 , ..., x p ) T ∈ X supported on a compact metric space of R p and y ∈ Y ⊂ R. The true target function f * is often defined as the minimizer of an expected error
where L(·, ·) : Y × R → R + is a loss function of interest. In this paper, we assume the following conditions on L that
(1) L(y, ·) is convex, and there exist some positive constants c 1 and q ≥ 1 such that L(y, ω) ≤ c 1 (|y| q + |ω| q ), for any y ∈ Y and ω ∈ R.
(2) L is locally Lipschitz continuous; i.e., for any R ≥ 0, there exists some constant c 2 > 0 such
Note that both conditions are commonly used in machine learning literature to characterize loss functions [2, 8, 15] . Many popularly used loss functions satisfy these two conditions, including:
2 with c 2 = 2(|M y | + R) and q = 2, for any |y| ≤ M y with a constant M y ;
(ii) check loss: The explicit form of f * varies from one loss function to another; for example, when the square loss is used, f * (x) = E(y| x); when the check loss is used, f * (x) = Q τ (y| x) with Q τ (y| x) = inf{y : P (Y ≤ y| x) ≥ τ }; and when the hinge loss is used, f * (x) = sign(P (y = 1| x) − 1/2).
In this paper, we assume that f * ∈ H K , where H K is a reproducing kernel Hilbert space (RKHS)
induced by a kernel function K(·, ·).
Methodology
Unlike most existing nonparametric methods with substantial computational cost, the proposed method provides an efficient alternative for conducting nonparametric variable selection. It is motivated by a key observation that a variable does not contribute to f * if and only if
More importantly, the derivative reproducing property in RKHS [30] assures that for any f ∈ H K ,
where
∂x l . This implies that to estimate g l (x) within the induced RKHS, it suffices to estimate f itself without loss of any information. Furthermore, the L 2 (X , ρ x )-norm induced by
which can be adopted as a valid measure to distinguish the informative and noninformative variables. Then the true active set is defined as
Motivated by the key observations (2) and (3), the proposed method consists of three steps, involving a regularized M-estimation in a flexible RKHS, the computation of the corresponding gradients functions and a hard-thresholding procedure.
Firstly, to estimate f * , we consider the regularized M-estimation in a flexible RKHS by solving
where the first term of (5) is denoted as E L Z n (f ) and · K is the RKHS-norm induced by K. By the representer theorem [24] , the solution of (5) must have an finite form that
Once f is obtained, the derivative reproducing property in Proposition ?? can be used to facilitate the computation of g l and by (3), we have g l (x) = α T ∂ lKn (x) for each l, where the estimated representer coefficients α are obtained in (6) and
, since ρ x is usually unknown. We then adopt the empirical norm of g l as a practical measure,
Then the active set can be estimated as A vn = l : g l 2 n > v n for some pre-specified v n .
Note that the selection performance of the proposed method highly depends on the thresholding parameter v n , and thus the stability-based criterion [23] is employed to select an optimal value of v n . Specifically, its key idea is to measure the stability of variable selection by randomly splitting the training sample into two parts and comparing the disagreement between the two estimated active sets. Specifically, given a thresholding value v n , we randomly split the training sample Z n into two parts Z 
where P r(a) = n 11 +n 22 pn and P r(e) = (n 11 +n 12 )(n 11 +n 21 )
,vn | and | · | denotes the set cardinality. The procedure is repeated for B times and the estimated variable selection stability is measured asŝ
Finally, the thresholding parameter v n is set as v n = max v n :ŝ
is some given percentage.
In this section, we establish the estimation and selection consistencies of the proposed method.
We start with a brief introduction about some basic facts in learning theory. Specifically, we have K(x, ·) ∈ H K for any x ∈ X , and f, K x K = f (x) for any f ∈ H K . By the Mercer's theorem, under some regularity conditions, the eigen-expansion of the kernel function is
where µ 1 ≥ µ 2 ≥ ... ≥ 0 are non-negative eigenvalues, and {φ k } ∞ k=1 are the associated eigenfunc-
The RKHS-norm of any f ∈ H K then can be written as
which implies the decay rate of µ k fully characterizes the complexity of the RKHS induced by K, and has close relationships with various entropy numbers [22] . Therefore, for any f ∈ H K ,
, which is automatically satisfied if sup x∈X K(x, x) is bounded. Besides, the solution of (1) may not be unique, and we further
In the rest of this paper, we rewrite p and λ as p n and λ n to emphasize their dependency on n, and p n is allowed to diverge with n. We also denote A 0 as |A 0 | = p 0 < p n . The following technical assumptions are required to establish the estimation consistency of the proposed method.
Assumption 1: There exist some positive constants κ 1 and κ 2 such that sup x∈X K x K ≤ κ 1 and
Assumption 2: There exist some positive constants c 3 and θ such that the approximation error
Assumption 1 imposes the boundedness condition on the kernel function as well as its gradient functions, which is commonly used in literature [20, 21] and satisfied by many kernels, including the Gaussian kernel, Sobolev kernel, scaled linear kernel, scaled quadratic kernel and so on. Assumption 2 quantifies the approximation error as a function of the tuning parameter λ n , which is sensible as lim λn→0 f − f * 2 K = 0 in general. Similar assumptions are also used in literature to control the approximation error rate [2, 19, 20, 27] . Particularly, Mendelson and Neeman [19] shows that the approximation error under the square loss is O(λ 
Theorem 1 establishes the estimation consistency of g l , in the sense that g l 2 n converges to
2 in probability. This consistency result is established without requiring any specific model assumption for a general loss L satisfying conditions (1) and (2) in Section 2. Note that the convergence result allows p n to diverge with n but the dependency is generally difficult to be quantified explicitly. Similar observations have also been made in [6] . Theorem 1 is also crucial to establish the selection consistency of the proposed method.
One more technical assumption is needed to establish the selection consistency of the proposed method. Assumption 3 requires that g * l contains sufficient information about the truly informative variables. Note that the required minimal signal strength in Assumption 3 is much tighter than many nonparametric variable selection methods [11, 26] , which require the signal is significantly bounded away from zero by some positive constant. Now we establish the selection consistency of the proposed method.
Theorem 2.
Suppose that all the assumptions of Theorem 1 as well as Assumption 3 are satisfied.
Let v n = c 5 2 log 4 δn ξ max (log n) q/2 n −3/16 , n −θ/(4q) , then we have
Theorem 2 shows that the selected active set can exactly recover the true active set with probability tending to 1. This result is particularly interesting given the fact that it is established for general loss function without any explicit model assumption. The attained theoretical result also shows some advantages than the existing results in literature. First, the theoretical results hold for a variety of loss functions, including (i)-(v) in Section 2. Second, the proposed method can be regarded as a joint screening method and thus is able to identify all the informative variables acting on the response with a general dependence structure, including the marginally noninformative but jointly informative ones. To some extent, the proposed method can simultaneously achieve methodological universality, computational scalability, and theoretical consistency.
Numerical results
In this section, we examine the proposed method in some simulated and real-life examples under various settings. Specifically, we consider mean regression with square error loss, check loss with quantile level 0.5, and classification with the hinge loss and logistic loss, due to their popularity and importance in statistical machine learning [10, 26, 28, 31] . Under mean regression setting, we compare the performance of the proposed methods with distance correlation learning [14] , the quantile-adaptive screening [10] with quantile level 0.5, denoted as MF-SQ, MF-QA, DC and Qa-SIS for simplicity. As the DC and QaSIS methods are designed to keep the first [n/ log n] variables to assure the sure screening property, they are also truncated by some thresholding values to conduct variable selection and we denote the truncated methods as DC-t and QaSIS-t, respectively.
Under classification setting, we compare the performance of the proposed methods with sparse additive machine [29] , DC and DC-t, and the first three methods are denoted as MF-SVM, MF-LOG and SAM for simplicity.
In all the examples, the RKHS induced by the Gaussian kernel
n is adopted, where σ n is set as the median of all the pairwise distances among the training sample.
Other tuning parameters such as the ridge regression parameter and the thresholding value are selected by the variable selection stability criterion [23] via a grid search, where the grid is set as {10 −3+0.1s : s = 0, ..., 60}.
Simulated examples
In this section, we consider two simulated examples to illustrate the performance of the proposed algorithm. The first example is under mean regression setting where the true regression function is nonparametric. The second example is under classification setting where the true conditional logit function has a complicated structure. The two simulated examples are examined under various scenarios.
Example 1 (Regression): We first generate
, where W ij and U i are independently drawn from U (−0.5, 0.5). The response y i is generated as 
Clearly, the first 2 variables are truly informative.
For each example, we consider scenarios with (n, p) = (400, 500), (400, 1000) and (500, 10000).
For each scenario, η = 0 and η = 0.2 are examined. When η = 0, the variables are completely independent, whereas when η = 0.2, correlation structure are added among the variables. Each scenario is replicated 50 times. The averaged performance measures are summarized in Tables 1   and 2 , where Size is the averaged number of selected informative variables, TP is the number of truly informative variables selected, FP is the number of truly non-informative variables selected, and C, U, O are the times of correct-fitting, under-fitting, and over-fitting, respectively. Tables 1-2 about here It is evident that the proposed methods outperform the other competitors in both regression and classification settings. In Example 1, MF-SQ and MF-QA are able to identify all the truly informative variables in most replications. However, the DC-t and QaSIS-t methods tend to miss some truly informative variables. In Example 2, MF-SVM and MF-LOG are able to identify all the truly informative variables acting on the true conditional logit function with high probability, but the DC-t method tends to underfit by missing some truly informative variables and the SAM method tends to overfit by including some noise variables. As opposed to DC-t and SIS-t, the DC and Qa-SIS methods tend to overfit in every replication as they are designed to keep a substantial amount of noninformative variables to attain the sure screening property. Furthermore, when the correlation structure with η = 0.2 is considered, identifying the truly informative variables becomes more difficult, yet the proposed algorithm still outperforms the other competitors in most scenarios. As a computational remark, since the computational cost of SAM can be very expensive especially the dimension is large, and thus we do not report the performance of SAM in the scenarios with (n, p) = (500, 10000).
Human breast cancer dataset
In this section, we apply the proposed method to a real dataset on the human breast cancer study [28] , which can be downloaded online at https://www.ncbi.nlm. Clearly, this dataset falls into classification scenarios. Then we apply all the methods used in Example 2 to identify the informative genes. When the informative genes have been selected, we randomly split the dataset, with 78 observations for testing and the remaining for training, and refit a standard kernel SVM by using R package 'e1071'. The splitting is replicated 1000 times, and the averaged prediction results are summarized in Table 3 . Besides, we also provide the boxplots for all the methods in Figure 1 . Figure 1 and Table 3 about here Note that since the oestrogen receptor status plays a important role in assistant diagnosis for breast cancer, it is more severe to wrongly classify the patients with positive oestrogen receptor status to the negative one. And thus, we also report the false negative rate in Table 3 . Clearly, MF-SVM shows substantial advantage than all the other methods and followed by MF-LOG from Table 3 and Figure 1 . Specifically, the averaged testing error and false negative rate based on the selected sets of MF-SVM are the smallest among all the methods, and followed by MF-LOG and SAM have the similar performance and show advantage than the DC and DC-t in terms of the testing error. Note that MF-LOG selects less genes than SAM, which implies that SAM may wrongly identify some variables. The high testing errors of DC-t and DC suggest that these methods may include or exclude some non-informative genes that deteriorate their prediction performance. The numerical results in real-life analysis assure that our proposed method outperforms most existing classification methods in literature with strong selection and prediction power.
Discussion
This paper proposes a novel and universal sparse learning method, which brings bright to the general variable selection under various scenarios. The proposed method takes fully advantage of the nice properties of the induced RKHS. It is worhty to point out that our proposed method can be directly extended to conduct interaction selection efficiently without explicit model assumption without paying much additional efforts. Another interesting future extension is to allow f * to be out of the induced RKHS but f * ∈ C(X ), one possible routine is to modify the definition of the true active set as A * = {l : D l (f * ) > 0}, where x −l denotes all variables except for 
Supplementary materials
Due to space constraint, the computing algorithms and some lemmas and their proofs are provided in a online supplementary material.
Appendix II: technical proofs
Proof of Theorem 1: Define the sample operators for gradients, D l : H K → R n and its adjoint
respectively. Similarly, the integral operators for gradients,
Note that D l and D l are Hilbert-Schimdt operators [20] in the Hilbert-Schmidt space HS(K),
where HS(K) is a Hilbert space with all the Hilbert-Schmidt operators on H K , endowed with norm · HS . Note that the following property holds: T K ≤ T HS for any T ∈ HS(K).
Therefore, we have
Therefore, there holds
by the combination of Assumption 2 and Lemma 2 in the supplementary material. Now we turn to
By Assumption 1 and direct calculation yields that
On the other hand, by the concentration inequalities in HS(K) on H K [20] , for any n ∈ (0, 1),
Then, this implies that for any δ n ∈ (0, 1), with probability at least 1 − δ n /2, there holds 
Hence, when f − f * K is sufficiently small and for any δ n ≥ 4(log n) −1 E|y| q , by (9) , (10) and Lemma 2 in the supplementary material, there exist some positive constant a 1 and c 5 such that with probability at least 1 − δ n , there holds and g l 2 n ≤ v n . Hence, by Theorem 1, with probability at least 1 − δ n , we have
And thus it contradicts with Theorem 1 again. This implies that A 0 ⊂ A vn with probability at least 1 − δ n . Combining these two results yields the desired sparsistency. 
