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Abstract—In this letter, we present a widely-linear minimum
mean square error (WL-MMSE) precoding scheme employing
real-valued transmit symbols for downlink large-scale multi-user
multiple-input single-output (MU-MISO) systems. In contrast to
the existing WL-MMSE transceivers for single-user multiple-
input multiple-output (SU-MIMO) systems, which use both WL
precoders and WL detectors, the proposed scheme uses WL
precoding only and simple conventional detection at the user
terminals (UTs). Moreover, to avoid the computational complexity
associated with inversion of large matrices, we modify the WL-
MMSE precoder using polynomial expansion (PE). Our simula-
tion results show that in overloaded systems, where the number
of UTs is larger than the number of base station antennas, the
proposed PE WL-MMSE precoder with only a few terms in the
matrix polynomial achieves a substantially higher sum rate than
systems employing conventional MMSE precoding. Hence, more
UTs sharing the same time/frequency resources can be served
in a cell. We validate our simulation results with an analytical
expression for the asymptotic sum rate which is obtained by using
results from random matrix theory.
Index Terms—Large-scale MU-MISO systems, precoding,
widely-linear filtering, polynomial expansion, large system anal-
ysis.
I. INTRODUCTION
MULTIPLE-input multiple-output (MIMO) technologyenables a substantial increase in spectral efficiency and
transmission reliability in wireless communication systems.
An emerging research field in MIMO communications are
so-called large-scale MIMO systems, where base stations are
equipped with a large number of antennas, e.g., hundred or
more. Large-scale MIMO systems enable very high spectral
and power efficiencies [1].
In this letter, we consider the downlink (DL) of a large-scale
multi-user multiple-input single-output (MU-MISO) system,
which embodies a Gaussian broadcast channel (GBC). It
is known that for the GBC, nonlinear dirty paper coding
(DPC) is capacity achieving [2]. However, due to the high
computational complexity of DPC, linear precoding schemes
such as minimum mean square error (MMSE) precoding are
attractive alternatives. Moreover, in the asymptotic scenario,
where the number of base station antennas, N, and the
number of user terminals (UTs), K, are very large but K is
significantly smaller than N , the linear MMSE precoder with
complex Gaussian transmit symbols achieves near optimum
performance in terms of the sum rate [1]. On the other hand,
in DL MU-MISO systems, if the number of UTs, K , is very
large, and K is much larger than the number of base station
antennas, N , so-called semi-orthogonal user selection zero-
forcing (SUS-ZF) precoding achieves the same asymptotic
sum rate as DPC [3].
For code division multiple access (CDMA) systems and
single-user MIMO (SU-MIMO) systems with improper trans-
mit symbols, i.e., transmit symbols with non-zero pseudo-
covariance, it has been shown that so-called widely-
linear MMSE (WL-MMSE) detectors outperform conventional
MMSE detectors [4]. In a WL-MMSE detector, both the re-
ceived signal and its complex conjugate are filtered separately
and independently, and the filter outputs are combined [4], [5],
[6]. Recently, the authors of [6] introduced a joint optimization
approach for designing WL precoders and detectors for SU-
MIMO systems. However, in MU-MISO systems, due to their
decentralized structure, the application of WL detectors such
as those proposed in [6] is not possible. In this letter, we
propose a WL precoding scheme for MU-MISO systems,
which uses real-valued data symbols and does not require any
signal processing at the UTs. The goal of the optimization
is the minimization of the sum mean square error (sum
MSE) between the real part of the received symbols and
the real-valued data symbols under a sum transmit power
constraint. However, the obtained solution still entails a high
computational complexity due to the required inversion of
a large matrix. To overcome this problem, we exploit the
large system properties of large-scale MU-MISO systems and
extend the results of [7] to approximate the matrix inversion
in the WL-MMSE precoder by a matrix polynomial. Finally,
using results from random matrix theory, we obtain analyti-
cal expressions for the asymptotic signal-to-interference-plus-
noise ratio (SINR) and the asymptotic sum rate.
The contributions of this letter are summarized as follows.
First, we develop a WL-MMSE precoder for real-valued
transmit symbols and show that it yields a substantially higher
sum rate than the commonly used MMSE precoder, when the
number of UTs is larger than the number of base station
antennas. This is different from the work in [8], where a
framework for calculation of strictly linear MMSE downlink
transceiver filters from uplink filters was introduced. Second,
in contrast to the existing WL-MMSE transceivers, where
signal processing is performed both at the transmitter and
the receiver, in our proposed scheme, signal processing at
the receiver is not required. This makes the proposed scheme
attractive for decentralized applications, i.e., MU-MISO sys-
tems. Third, using results from random matrix theory, we also
propose a polynomial expansion (PE) WL-MMSE precoder,
which is based on a matrix polynomial instead of matrix
inversion and further reduces the computational complexity.
Fourth, our numerical results show that the proposed PE WL-
MMSE precoder achieves a sum rate which is very close to the
sum rate of the SUS-ZF precoder proposed in [3] but entails
a lower computational complexity. We consider SUS-ZF as a
performance benchmark because of its excellent performance,
when the number of UTs is larger than the number of base
station antennas.
Notation: Boldface lower and upper case letters represent
column vectors and matrices, respectively. diag (Q1, . . . , QK)
is a diagonal matrix with scalars Q1, . . . , QK on its main
diagonal. IK denotes the K ×K identity matrix and [A]m,:,
[A]:,n, and [A]m,n stand for the mth row, the nth column,
and the element in the mth row and the nth column of
matrixA, respectively. (·)∗ denotes the complex conjugate and
tr(·), (·)T, and (·)H are the trace, transpose, and Hermitian
transpose of a matrix, respectively. ℜ{·} stands for the real
part of a complex variable and ‖a‖ represents the Euclidean
norm of vector a. E{·} refers to the expectation operator and
CN (m,Φ) denotes a circular symmetric complex Gaussian
distribution with mean vector m and covariance matrix Φ.
II. SYSTEM MODEL
We consider the downlink of a single-cell large-scale MU-
MISO system, where a base station with N antennas transmits
signals to K single-antenna UTs which are randomly and
uniformly distributed within the cell. Each UT occupies the
same time and frequency resources. N and K are assumed to
be large with their ratio β = K/N being constant. We consider
a flat fading channel, and we further assume that the channel
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state information (CSI) is perfectly known at the transmitter.
The real-valued, independent and identically distributed (i.i.d.)
zero-mean unit-variance Gaussian data symbols of the K
UTs are stacked into vector d = [d1 . . . dK ]T ∈ RK with
E
{
ddT
}
= IK .
1 The vector of the stacked detected symbols
of all UTs is given by
dˆ = ℜ
{
P−1/2∆HVP1/2d+P−1/2∆n
}
, (1)
where channel matrix H models i.i.d. Rayleigh fading with
[H]m,n ∼ CN (0, 1). V ∈ CN×K is the normalized precoding
matrix with unit norm columns. ∆ = diag (δ1, . . . , δK)
contains real-valued scaling factors for all UTs and P =
diag (P1, . . . , PK) is the power allocation matrix with Pi
being the ith UT’s transmit power. n = [n1 . . . nK ]T ∼
CN (0, σ2nIK) is an additive white Gaussian noise (AWGN)
vector whose entries have variance σ2n. Using augmented real-
valued vectors and matrices, dˆ can be equivalently expressed
as
dˆ = P−1/2∆H˜V˜P1/2d+P−1/2∆nR, (2)
where H˜ = [HR −HI] and V˜ =
[
VTR V
T
I
]T
. Here,
HR/HI and VR/VI are the real/imaginary parts of H and
V, respectively. Furthermore, nR = [nR1 . . . nRK ]
T is the real
part of the noise vector n with variance σ2nR = 0.5σ
2
n. In Fig.
1, the block diagram of the downlink augmented real-valued
system model is shown. The design goal in this work is the
optimization of V˜ for the minimization of the sum MSE. The
corresponding optimization problem can be formulated as
min
V˜
E
{
‖d− dˆ‖2
}
(3)
subject to: tr
(
PV˜HV˜
)
= PTX, Pk ≥ 0, ∀k ∈ {1, . . . ,K},
where PTX denotes the joint transmit power budget of all UTs.
Because of the coupling of the different UTs introduced by
the precoding matrix, the constrained downlink optimization
problem in (3) is difficult to solve. In contrast, in the uplink,
each vector of the detection matrix can be optimized separately
and the corresponding optimization problem is easier to solve.
In the next section, we exploit results from uplink/downlink
duality to transform the original downlink system into its
equivalent uplink counterpart and solve the much simpler
optimization problem in the uplink [8].
III. WIDELY-LINEAR PRECODING
In this section, we use the uplink/downlink duality to derive
the WL precoders. First, we derive the optimal WL-MMSE
precoder in Section III-A. Then, in Section III-B, we introduce
the low-complexity PE WL-MMSE precoder.
1Throughout this letter, we assume real-valued Gaussian data symbols for
WL-MMSE precoding, whereas for conventional ZF and MMSE precoding,
which are considered as benchmark schemes, complex-valued Gaussian data
symbols are assumed as usual.
A. Optimal WL-MMSE Precoding
One of the main results of the uplink/downlink duality
of sum MSE minimization in MU-MISO systems states that
under the same sum power constraint, in the downlink system,
the same sum MSE can be achieved as in the equivalent
dual uplink system, if the power allocation, precoding, and
detection matrices are chosen appropriately [8]. For complex-
valued system models, the dual uplink system model is ob-
tained by adopting the Hermitian transposes of the downlink
channel and precoding matrices as the uplink channel and
detection matrices, respectively. Here, we extend this concept
to augmented real-valued system models, cf. Fig. 2. In the
dual uplink system model, depicted in Fig. 2, the sum MSE
minimization problem can be formulated as
min
U˜
E
{
‖d− dˆ‖2
}
(4)
subject to: tr (Q) =PTX, Qk ≥ 0, ∀k ∈ {1, . . . ,K},
where dˆ can be expressed as
dˆ = Q−1/2∆U˜H˜TQ1/2d+Q−1/2∆U˜nR. (5)
Here, Q is the power allocation matrix and U˜ is the nor-
malized version of the detection matrix Uˇ = ∆U˜ with unit
norm rows, where diagonal matrix ∆ contains the norms of
the rows of Uˇ. We define the signal-to-noise ratio (SNR)
as SNR , PTX/σ
2
n. To focus on the precoder design,
we assume that all UTs transmit with equal powers, i.e.,
Q = (PTX/K) IK . This makes the problem in (4) convex
with U˜ =∆−1Uˇ as the optimum solution, where Uˇ is given
by
Uˇ =
1
N
H˜
(
1
N
H˜TH˜+
σ2nR
PTX
K
N
I2N
)−1
. (6)
Now, exploiting the uplink/downlink duality, the normalized
precoding matrix is obtained as [8]
V˜ = U˜T. (7)
We further use the uplink/downlink duality to obtain the dual
counterpart of the power allocation in the downlink as P =
diag (p), where vector p is given by [9, Eq. (10.44)],
p =
σ2n
2
(
IK −BT
)−1
b. (8)
Here, matrix B is defined as [B]m,n =
∣∣∣[H˜]n,:[V˜]:,m
∣∣∣2, and
the elements of vector b = [b1 . . . bK ]T are given by [9]
bk =
SINRULk(
1 + SINRULk
) ∣∣∣[H˜]k,:[V˜]:,k
∣∣∣2 . (9)
SINRULk is the SINR at the kth UT in the uplink and isdefined as
SINRULk ,
Qk
∣∣∣[U˜]k,:[H˜T]:,k
∣∣∣2
0.5 σ2n
∥∥[U˜]
k,:
∥∥2+∑Kj=1
j 6=k
Qj
∣∣∣[U˜]k,:[H˜T]:,j
∣∣∣2 .
(10)
Finally, the normalized WL precoding matrix V = VR +
jVI can be constructed from its augmented version V˜ =[
VTR V
T
I
]T
.
B. PE WL-MMSE Precoding
In the following, we derive the PE WL-MMSE precoder. To
this end, we approximate the matrix inversion in the detector
matrix Uˇ by a matrix polynomial and rewrite (6) as
UˇPE =
1
N
H˜
L∑
l=0
ωl
(
1
N
H˜TH˜
)l
. (11)
3Adopting the minimization of the average energy of the
difference between the WL-MMSE detector’s output and the
PE WL-MMSE detector’s output as the optimization objective,
the optimal coefficients ω = [ω0 . . . ωL]T are calculated as
ω = Ξ−1 · ϕ, where the elements of matrix Ξ are given by
[10]
[Ξ]m,n = ξ
(m+n) +
σ2nR
PTX
K
N
ξ(m+n−1), (12)
and the elements of vector ϕ are defined as [ϕ]m = ξ(m).
Here, ξ(m) is the mth order moment of the eigenvalues of the
large matrix 1N H˜
TH˜ and given by [11, Theorem 1],
ξ(m)
a.s.−−−−−−→
K,N→∞
m−1∑
i=0
(
m
i
)(
m
i+ 1
)
(β/2)i
m
. (13)
The optimal coefficient vector ω can be calculated easily
and does not depend on the instantaneous realizations of H˜.
The PE WL-MMSE precoder is then obtained by replacing Uˇ
with UˇPE in Section III-A. Exploiting the structure of (11)
and applying Horner’s scheme, the PE WL-MMSE precoded
data vectors can be calculated by performing matrix-vector
multiplications only while avoiding matrix-matrix multiplica-
tions, see [7], [11] for details. This leads to a computational
complexity of O (KN) for calculation of one precoded data
vector.
IV. LARGE SYSTEM ANALYSIS
In this section, we use results from random matrix theory
to derive asymptotic expressions for the UTs’ SINRs and the
sum rate in the downlink of a large-scale MU-MISO system.
Since the SINRs in the downlink and the dual uplink system
are identical [8] and due to the fact that large system analysis
of the detector in the uplink is simpler than analysis of the
downlink precoder, we derive the asymptotic SINRs for the
dual uplink model. First, we analyze the SINRs in the uplink
for conventional MMSE detection. The corresponding detected
signal of the kth UT can be expressed as
dˆMMSEk = [H]k,:
(
HHH+
σ2n
ρ
IN
)−1
[H]
H
k,: dk
+
K∑
j 6=k
[H]k,:
(
HHH+
σ2n
ρ
IN
)−1
[H]
H
j,: dj
+
1√
ρ
[H]k,:
(
HHH+
σ2n
ρ
IN
)−1
n, (14)
where ρ = PTX/K . Now, we define the following variables
ξk , lim
K,N→∞
1
N
[H]k,:
(
1
N
HHkHk + γIN
)−1
[H]
H
k,: (15)
ψk , lim
K,N→∞
1
N
[H]k,:
(
1
N
HHkHk + γIN
)−2
[H]
H
k,: (16)
ζk , lim
K,N→∞
1
N
[H]k,:
(
1
N
HHkHk + γIN
)−1
1
N
HHkHk
× ( 1
N
HHkHk + γIN
)−1
[H]
H
k,: , (17)
where γ = σ2n/(ρN) and Hk is identical to matrix H with the
kth row removed. Here, ξk, γψk, and ζk are the asymptotic
values of the magnitude of the useful signal, noise power, and
interference power of the kth UT for K,N →∞, respectively.
Using the above defined variables, the asymptotic value of the
SINR of the kth UT for K,N →∞ can be expressed as
SINRMMSE
◦
k (β, γ) =
ξ2k
ζk + γψk
. (18)
Now, exploiting [12, Corollary 1] yields
ξk = lim
K,N→∞
1
N
[H]k,:
( 1
N
HHkHk + γIN
)−1
[H]
H
k,:
= tr
(
1
N
HHkHk + γIN
)−1
=
∫ ∞
−∞
dFΛ (s)
s+ γ
, HΛ (β,−γ)
=
√
(1− β)2
4γ2
+
(1 + β)
2γ
+
1
4
+
1− β
2γ
− 1
2
, (19)
where dFΛ (s) is the empirical distribution of the eigenvalues
of 1NH
H
kHk = TΛT
H with Λ and T being the matrix of
eigenvalues and the matrix of eigenvectors, respectively. Here,
the Stieltjes transform of dFΛ (s) is denoted by HΛ (β, λ) =∫∞
−∞
(s− λ)−1dFΛ(s). Using [12, Corollary 1], applying
the above mentioned eigen-decomposition, and considering
TTH = IN , the following expression is obtained for ψk
ψk = lim
K,N→∞
1
N
[H]k,:
( 1
N
HHkHk + γIN
)−2
[H]
H
k,: =
tr
(( 1
N
HHkHk + γIN
)−2) a.s.−−−−−−→
K,N→∞
tr
((
Λ+ γIN
)−2)
a.s.−−−−−−→
K,N→∞
∫ ∞
−∞
dFΛ (s)
(s+ γ)2
= −∂HΛ (β,−γ)
∂γ
. (20)
Using a similar procedure and performing algebraic opera-
tions, ζk can be expressed as [12], [13]
ζk = lim
K,N→∞
1
N
[H]k,:
(
1
N
HHkHk + γIN
)−1
1
N
HHkHk×(
1
N
HHkHk + γIN
)−1
[H]Hk,:
a.s.−−−−−−→
K,N→∞
tr
(
Λ (Λ+ γIN )
−2
)
=
∫ ∞
−∞
sdFΛ (s)
(s+ γ)
2 =
∫ ∞
−∞
dFΛ (s)
s+ γ
− γ
∫ ∞
−∞
dFΛ (s)
(s+ γ)
2
= HΛ (β,−γ) + γ ∂
∂γ
HΛ (β,−γ) . (21)
Substituting (19)-(21) into (18) yields the asymptotic SINR
of the kth UT in the uplink. Since this SINR is identical to
the SINR of the kth UT in the dual downlink system, the
asymptotic sum rate in the downlink with MMSE precoding
and complex-valued Gaussian data symbols is given by
R◦MMSE =
K∑
k=1
log2
(
1 + SINRMMSE
◦
k (β, γ)
)
. (22)
Now, we are ready to provide the uplink SINR for WL-MMSE
detection.
Theorem 1: The asymptotic SINR of the kth UT in the uplink
of a MU-MISO system with K,N → ∞ using real-valued
transmit symbols and WL-MMSE detection is given by
SINRWL−MMSE
◦
k (β, γ) = SINR
MMSE◦
k (β/2, γ/2).
Proof: See Appendix.
Using the above theorem and the uplink/downlink duality,
the sum rate of the downlink system using real-valued Gaus-
sian data symbols and a WL-MMSE precoder can be expressed
as
R◦WL−MMSE = 0.5
K∑
k=1
log2
(
1 + SINRMMSE
◦
k (β/2, γ/2)
)
.
V. NUMERICAL RESULTS
In order to evaluate the performance of the proposed WL
precoder, Monte-Carlo simulations have been conducted. The
noise variance is assumed to be σ2n = 1. In Fig. 3, the
ergodic sum rates of the MMSE, ZF, conjugate beamforming
4(BF), WL-MMSE, SUS-ZF [3], and WL-ZF precoders for
SNR = 20 dB and N = 100 base station antennas are
depicted. Conjugate BF is the downlink counterpart of the
matched filter in the uplink. The ergodic sum rate is given
by R =
∑K
k=1 E{log2 (1 + SINRk)}, where the expectation
is approximated by averaging over a sufficient number of
channel realizations. The WL-ZF precoding matrix is obtained
by setting the detector matrix in the dual uplink model to
Uˇ = (H˜H˜T)−1H˜ and using the procedure described in
Section III to obtain the precoder.
As can be seen in Fig. 3, with increasing K/N , the
difference in performance between conjugate BF and the other
schemes increases until the load factor reaches K/N = 0.7,
where the MMSE precoder achieves the highest sum rate
performance among the considered schemes. For K/N < 1,
the MMSE precoder outperforms the WL-MMSE precoder.
This is due to the fact that for K < N , the base station
has enough spatial degrees of freedom to efficiently suppress
interference from K − 1 users if complex transmit symbols
and MMSE precoding are employed. On the other hand, for
K < N , the sum rate of the WL-MMSE precoder is com-
promised by the waste of dimensions caused by the limitation
to real-valued transmit symbols. For K > N , the WL-MMSE
precoder achieves a significantly higher sum rate compared
to the conventional MMSE precoder. This occurs because the
WL-MMSE precoder employs real-valued transmit symbols,
which enables it to relegate the interference to the imaginary
part of the received signal, making it invisible to the receiver
that inspects only the real part of the observation. In addition,
in contrast to the WL-ZF precoder’s sum rate, which decreases
significantly for K/N > 1.5, the sum rate of the WL-MMSE
precoder is almost constant for 1.5 < K/N < 1.9. In fact, the
proposed WL-MMSE precoder closely approaches the sum
rate of the SUS-ZF precoder [3]. Moreover, in contrast to
the SUS-ZF precoder, where UTs with poor channels are
allocated zero rate, with the proposed WL-MMSE precoder,
always all UTs are served. Furthermore, in Fig. 3, we also
present analytical results for the sum rate obtained from the
large system analysis for the conventional MMSE and WL-
MMSE precoders. A perfect match between analytical results
and simulation results is observed.
In Fig. 4, the sum rates of PE WL-MMSE precoders with
different polynomial orders L are compared to the sum rate
of the BF and WL-MMSE precoders for SNR = 15 dB and
N = 50. As can be observed, for increasing L, the PE WL-
MMSE precoder approaches the sum rate of the WL-MMSE
precoder. For example, for L = 4 and K/N = 1.5, the
PE WL-MMSE precoder achieves almost 91% of the WL-
MMSE precoder’s sum rate and thereby also approaches the
sum rate of the SUS-ZF precoder. However, for K > N ,
the computational complexity of calculating one precoding
vector for PE WL-MMSE precoding and SUS-ZF precoding is
O (KN) and O (KN2) [3], respectively, i.e., PE WL-MMSE
entails a lower complexity.
APPENDIX - PROOF OF THEOREM 1
The detected signal in the uplink of a MU-MISO system us-
ing WL-MMSE detection is given by (14), but with H, n, and
σ2n being replaced by H˜, nR, and 0.5 σ2n, respectively. Thus,
for the WL-MMSE detector, a similar SINR expression as for
the conventional MMSE detector results. Furthermore, both
matrices H˜ and H have zero-mean i.i.d. Gaussian distributed
entries, but the dimension of H˜ is K×2N whereas that of H
is K ×N . Therefore, the Stieltjes transform of dF 1
N
H˜HH˜
(s)
is obtained by replacing β in the Stieltjes transform of
dF 1
N
HHH (s) by K/ (2N) = β/2. Moreover, the SINRs in
the uplink system using WL-MMSE and MMSE detection
are only functions of the Stieltjes transform of dF 1
N
H˜HH˜
(s)
and dF 1
N
HHH (s), and their derivative with respect to γ,
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respectively. In addition, we have σ2nR = 0.5σ
2
n. Hence, the
SINR in the uplink system using WL-MMSE detection is
obtained by replacing β with β/2 and γ with γ/2 in the SINR
expression of the uplink system using MMSE detection.
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