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SOME STABILITY THEOREMS FOR ORDINARY DIFFERENCE EQUATIONS 
by 
James Hurt 
LaSalle [ 1,2,3] and others have developed a generalization 
of the 'I second method" of Liapunov which utilizes certain invariance 
properties of solutions of ordinary differential equations. 
variance properties of solutions of ordinary difference equations 
are utilized here to develop stability theorems similar to those 
in LaSalle [l]. 
a region of convergence is derived for the Newton-Raphson and 
Secant iteration methods. A modification of one of these theorems 
is given and applied to study the effect of round-off errors in 
the Newton-Raphson and Gauss-Seidel iteration methods. 
In- 
As illustrations of the application of these theorems, 
I. INTRODUCTION. An ordinary difference equation is an equation of 
the type given in (l), 
x(k+l) = f(k,x(k)) 
where each x and f(k,x) are elements of X, an n-dimensional 
vector space. 
clumsy, the somewhat neater E notation is used. If E is defined 
as the operator where 
Since the notation used'in (1) can become very 
Ex(k) = x(k+l), then equation (1) can be 
2 
wri t t en  a s  i n  (1*) 
EX = f (k ,x)  ( l*) 
where t h e  arguments of x and Ex are understood t o  be k. 
A funct ion x(k;ko,xo) i s  called a so lu t ion  of t h e  
d i f f e rence  equation (1) i f  it s a t i s f i e s  t h e  fol lowing three  
condi t ions.  
a )  x(k;ko,xo) i s  defined f o r  ko 4 k 5 ko + K f o r  
some i n t e g e r  K > 0. 
b) x(ko;k x ) = x t h e  i n i t i a l  vector .  
0’ 0 0’ 
c) x(k+l;ko,xo) = f(k,x(k;ko,xo)) f o r  ko 4 k 5 k 0 + K-1. 
Hereafter,  it i s  assumed t h a t  a so lu t ion  t o  (1) e x i s t s  
and i s  unique f o r  a l l  k I k 
i n  t h e  i n i t i a l  vec tor  x More s p e c i f i c a l l y ,  i f  ( x  n ] i s  a 
sequence of n-vectors  with xn + x  as n +m, then  t h e  so lu t ions  
through xn converge t o  t h e  so lu t ion  through xo: 




For a l l  k on any compact i n t e r v a l ,  t h i s  convergence i s  assumed 
t o  be uniform. 
For any n-vector x, l e t  1x1 denote any vec to r  n o m  Of 
x. For any non-empty s e t  of n-vectors  A, denote t h e  d i s t a n c e  from 
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x t o  A by d(x,A). 
d(x,A) = i n f  (lx-yl : y E A). 
Introduce t h e  vector m t o  X and def ine  d(x,a) = 1x l - l .  Let 
A* = A U (a) and d(x,A*) = min (d(x,A), d(x,m)). 
A point  p E X i s  a pos i t i ve  l i m i t  po in t  of  x(k)  i f  --
t h e r e  i s  a sequence (k,) w i t h  kn+l > kn + a, and x(kn) + p 
as n +m. The union of a l l  t h e  pos i t i ve  l i m i t  po in ts  of x(k)  
i s  t h e  pos i t i ve  l i m i t  s e t  of  x(k) .  -- 
11. THE GENERAL STABILITY THEORFSI. Let G be any s e t  i n  t h e  vec tor  
space X. G may be unbounded. Let V(k,x) and W(x) be r e a l  
valued funct ions defined f o r  a l l  k 2 ko and a l l  x i n  G. I f  
V(k,x) and W(x) a r e  continuous i n  x, V(k,x) i s  bounded below, 
and 
-
AV(k,x) = V(k+l,f(k,x))-V(k,x) S - W ( X )  5 0 
f o r  a l l  k Z ko and a l l  x i n  G, then  V i s  ca l l ed  a Liapunov 
func t ion  f o r  (1) on G. Let be t h e  closure of G, including 
t~ i f  G i s  unbounded, and define t h e  s e t  A by (2 ) .  
A = ( x  E E : W ( X )  = 0) 
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The following r e s u l t  i s  t h e  d i f f e rence  analog t o  Theorem 
1 i n  LaSalle [I]. 
THEOREM 1. If t h e r e  e x i s t s  a Liapunov func t ion  V f o r  (1) on G, 
then  each so lu t ion  of (1) which remains i n  G f o r  a l l  k - 
approaches t h e  set  A* = A U [a) as k + m, 
2? ko 
PROOF: Let x(k) be  a so lu t ion  t o  (1) which remains i n  G f o r  
a l l  k 2 ko. Then, by assumption, V(k,x(k)) i s  a monotone non- 
increas ing  func t ion  which i s  bounded from below. 
must approach a l i m i t  as k + 50, and W(x( k ) )  must approach zero 
as k + m .  From t h e  d e f i n i t i o n  of A* and t h e  con t inu i ty  o f  
W(x), we ge t  d(x(k),A*) + O  as k +m. Note t h a t  i f  G i s  
unbounded and t h e r e  e x i s t s  a sequence [xn) such t h a t  xnE G, 
lxnI +m, and W(xn) + O  as n + m ,  then  it i s  poss ib l e  t o  have 
an unbounded so lu t ion  under t h e  condi t ions  of t h e  theorem. I f  
G i s  bounded or  i f  W(x) i s  bounded away from zero  f o r  a l l  
s u f f i c i e n t l y  l a r g e  x, then  a l l  so lu t ions  which remain i n  G a r e  
bounded and approach a closed, bounded s e t  contained i n  A as 
k +a. 
Hence, V( k, x( k ) )  
This  theorem can be used t o  e a s i l y  prove a l l  of t h e  
usua l  Liapunov s t a b i l i t y  theorems. See, f o r  example, Hahn [l] 
and Kalman and Bertram [l]. For example, if G i s  t h e  e n t i r e  
space X and W(x) i s  p o s i t i v e  d e f i n i t e ,  then  A = (0) and 
a l l  so lu t ions  approach t h e  o r i g i n  as k +m.  However, as t h e  
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fol lowing example shows, o the r  considerations can be used t o  
determine i f  a so lu t ion  x(k) w i l l  remain i n  G. The d i f f e rence  
equation i s  given i n  equation (3).  
( 3 )  
-2 
EX = x for x > 0 
Let t h e  s e t  G be t h e  s e t  of p o s i t i v e  numbers. Then, 
if x > 0, we get  Ex > 0 from equation (3) and a l l  so lu t ions  
which s tar t  i n  G remain i n  G. The func t ion  V(k,x) = V(x) 
i s  a Liapunov func t ion  f o r  (3) on G s ince  V(x) 2 0 and 
x x( 1 - X ) ( x 3 - 1 )  = -w(x) s 0 
-2 
X 
AV(x) = - - - = 
1+x-4 1+x2 ( l+x2) ( 1+x4) 
We have W(x) = 0 when x = 0, x = 1, and W(x) + O  as  x +m. 
Thus, t h e  s e t  A* i s  t h e  s e t  {O, l ,m} .  Each so lu t ion  w i t h  x > 0 
approaches A* as k +m. A look  a t  t h e  so lu t ions  t o  (3) 
0 
x(k) = x0 (-2Ik 
shows t h a t  t h i s  i s  exac t ly  t h e  case. If xo = 1, then  x(k) = 1 
f o r  a l l  k. If xo < 1, then  x(k) + O  f o r  even k and x(k) + m  
f o r  odd k. 
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Q u i t e  o f t en  t h e  s e t  G can be constructed so  t h a t  a l l  
so lu t ions  which start  i n  some smaller s e t  G1 remain i n  G. One 
such case i s  covered i n  t h e  fol lowing coro l la ry .  
COROLLARY 1. Let u(x)  and v(x) be continuous real-valued 
funct ions.  Let V(k,x) be such t h a t  
u(x) 5 V(k,x) 5 v(x) 
f o r  a l l  k 2 ko. For some 7, de f ine  t h e  sets  G = G(7) and 
G 1  = q 1 1 )  as 
I f  V is  a Liapunov func t ion  f o r  (1) on G ( q ) ,  then  a l l  so lu t ions  
which start  i n  G1(i')) remain i n  G ( T ~ )  and approach A as k +m. 
PROOF: Let x(k) be a so lu t ion  of (1) with x(ko) E G1(q). 
Then 
f o r  a l l  k t ko, implying t h a t  x(k) E G ( q )  f o r  a l l  k Z ko. 
Theorem 1 and Corol la ry  1 give  s u f f i c i e n t  conditons f o r  
t h e  pos i t i ve  l i m i t  s e t  of a so lu t ion  x(k)  t o  be contained i n  A. 
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There i s  an ar t  t o  f ind ing  t h e  bes t  V, W, u, and v, i .e . ,  t h e  
func t ions  V, W, u, and v which give t h e  l a r g e s t  G, t h e  l a r g e s t  
G1, and t h e  smallest  A. Often more information about t h e  behavior 
of t h e  so lu t ions  can be obtained by consider ing s e v e r a l  d i f f e r e n t  
Liapunov func t ions  and combining the  r e s u l t s  from each. 
The fol lowing example i s  taken from V i d a l  and Laurent 
[l]. 
descr ibed by t h e  d i f f e rence  equation (4) .  
The sampled c o n t r o l  systems covered i n  t h i s  paper a r e  
EX = M( k, X ) X  ( 4) 
where M(k,x) i s  a matr ix ,  For  any vector  norm, I X I ,  d e f ine  
t h e  norm of the matrix M(k,x) by 
IM(k,x)I = min (b  : IM(k,x)yl 5 b ( y )  f o r  a l l  y # 0 )  
Then c l ea r ly ,  I M(k,x)xl S I M(k,x)( I X I  . 
( b ) ,  t r y  t h e  Liapunov func t ion  
For t h e  d i f f e rence  equation 
V( k, x) = I XI . Then 
Let  
For a l l  x i n  G ( 7 )  and all k 2 ko l e t  IM(k,x)l S a(.) and 
U(X)  = v(x)  = V(k,x) = 1x1, then  G1(7) = G ( 7 )  = {x:lxl < 7). 
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w(x) = + ( l - a ( x ) ) l x l .  Then we have 
AV(k,x) 5 -W(x) . 
I f  a(.) < 1 f o r  a l l  x i n  G ( 7 ) ,  then -W(x) 6 0, t h e  set  A 
i s  t h e  o r i g i n  and poss ib ly  something on t h e  boundary of 
Since V(k,x(k)) i s  a non-increasing func t ion  of k and t h e  
boundary o f  G(i1) i s  a l e v e l  sur face  of V(k,x), t h e  so lu t ions  
cannot approach t h e  boundary of G ( 7 ) .  Hence, a l l  so lu t ions  which 
s tar t  i n  G ( 7 )  remain i n  G( 7 )  and approach t h e  o r i g i n  as k + 03. 
The s e t  G(q)  
The best  G ( 7 )  i s  chosen by p ick ing  7 as l a rge  a s  poss ib l e  
without v i o l a t i n g  t h e  i n e q u a l i t y  a(.) < 1 f o r  a l l  x i n  G ( 7 ) .  
G ( 7 ) .  
i s  ca l l ed  a domain of  s t a b i l i t y  f o r  t h e  system ( 4 ) .  -
Various choices  f o r  t h e  vec tor  norm w i l l  r e s u l t  i n  
var ious  a(.) and var ious  domains of s t a b i l i t y .  Since each i s  
su f f i c i en t ,  t h e  union o f  a l l  t h e s e  domains of s t a b i l i t y  i s  a l s o  
a domain of  s t a b i l i t y .  
I f  M(k,O) i s  a constant  matrix,  independent of k, 
and t h e  s p e c i a l  r ad ius  o f  
i s  a vector  norm such t h a t  a(.) i s  continuous i n  x and a(0) < 1, 
ind ica t ing  t h a t  t h e r e  i s  a non-empty domain of s t a b i l i t y  (see t h e  
Appendix) . 
M(k,O) i s  less  than  one, then  t h e r e  
The fol lowing example i l l u s t r a t e s  t h a t  t h e  r e s u l t s  
obtained i n  Theorem 1 and Corol lary 1 are t h e  best  poss ib l e  with- 
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out fu r the r  assumptions. The d i f fe rence  equation i s  ( 5 ) .  
Ex = y 
Ey = a x + p(k)y 2 
2 
where 0 < a < 1 and 0 < 6 4 p ( t )  < 1-a . If p(k) = p, a 
constant,  then t h e  conditons f o r  s t a b i l i t y  a r e  s a t i s f i e d  and a l l  
so lu t ions  approach t h e  o r i g i n  a s  k +a. 
Try t h e  Liapunov function 
2 2  2 
V(k,x,y) = a x + y 
Then 
2 2 2  
AV(k,x,y) = -a p(k)(x-y)2 + a2(p(k)-(1-a ) ) x  
2 2  
+ (P (k )+ l ) (P (k ) - ( l - a  ) ) Y  
2 2 2 2 
4 -a p(k)(x-y)  4 -a 6(x-y) = -W(x,y) 4 0 . 
From Corol lary 1, we see t h a t  a l l  so lu t ions  a r e  bounded and 
x(k)-y(k)  + O  a s  k +m. 
If 
f o r  a l l  k 2 0, then t h i s  p(k)  s a t i s f i e s  t h e  condi t ions given above and 
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one so lu t ion  o f  t he  d i f f e rence  equation ( 3 )  i s  
x(k) = 1 + ak +1 as k + a  
+ ak+l  + 1 as k + 33 . Y(k) = 1 
The r e s u l t s  obtained a r e  t h e  b e s t  possible .  Notice, however, 
2 
t h a t  t h i s  p(k) approaches 1-a as k +a. If, ins tead  of 
p(k)  < 1-a , we knew t h a t  p(k) 5 1-a - E f o r  some E > 0, then  
we ge t  
2 2 
2 2 2 2  2 
AV(k,x,y) d -a 6(x-y) -a €x - (l+6)€ y = -W1(X,Y) 5 0 
and t h e  only poin t  where WI(x,y) = 0 i s  x = y = 0. I n  t h i s  
case, a l l  so lu t ions  approach t h e  o r i g i n  as k +m. 
111. A'CITONOMOUS DIFFERENCE EQUATIONS. I f  t h e  func t ion  f (  k, x) 
i n  (1) i s  independent of k, then  t h e  d i f f e r e n c e  equat ion i s  sa id  
t o  be  autonomous, as i n  equat ion (6). 
J u s t  as i s  t h e  case f o r  autonomous d i f f e r e n t i a l  equations,  s o l u t i o n s  
ko = 0 t o  (6) a re  e s s e n t i a l l y  independent of  ko so we assume 
and wr i t e  t h e  so lu t ion  as x(k;:co). A func t ion  x*(k) i s  sa id  
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t o  be a so lu t ion  f o r  (6) on ( -w,w) i f ,  f o r  any ko i n  (-m,*), 
we have f o r  a l l  k L k 
0 
x(k-k ;x*(ko)) = x*(k). 
0 
A s e t  B i s  an inva r i an t  s e t  of (6) i f  x0c B implies t h a t  t h e r e  
i s  a so lu t ion  x*(k) f o r  (6) on (-w,w) such t h a t  x*(k)E B f o r  
a l l  k and x*(O) = xo. 
LFMMA 1. The p o s i t i v e  l i m i t  s e t  B of any bounded so l tu ion  of (6) 
i s  a nonempty, compact, i nva r i an t  s e t  of (6) .  
PROOF: Let x(k)  be  a bounded so lu t ion  of (6) and B i t s  
p o s i t i v e  l i m i t  s e t .  For each p 6 B, t h e r e  i s  a monotone sequence 
of i n t e g e r s  (k,) such t h a t  k + w  and x(k,) + p  as n + w .  n 
Then each func t ion  
yn(0) + p  as n +*. From con t inu i ty  i n  t h e  i n i t i a l  conditions,  
yn(k) = x(k+k,) i s  a so lu t ion  of (6) with 
t h e s e  func t ions  approach t h e  so lu t ion  x(k;p) as n + 00. BY 
extending each func t ion  yn(k) t o  -kn, we can extend t h e  so lu t ion  
x(k ;p)  t o  -00. The simultaneous convergence t o  x(k;p) and B 
impl ies  t h a t  x(k;p) E B f o r  a l l  k, and so B i s  an  i n v a r i a n t  
s e t .  The f a c t  t h a t  B i s  nonempty and compact i s  obtained from 
t h e  d e f i n i t i o n  of a p o s i t i v e  l i m i t  s e t  and t h e  boundedness of x(k) .  
For an autonomous equation, Theorem 1 can be strengthened 
as follows. 
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T H E O M  2. I f  t h e r e  e x i s t s  a Liapunov func t ion  V(x) f o r  (6) on 
some s e t  G, then each so lu t ion  x(k)  which remains i n  G i s  
e i t h e r  unbounded o r  approaches some inva r i an t  s e t  contained i n  
A as  k + w .  
PROOF. From Theorem 1, x(k) + A  U ( w )  a s  k + w. If x(k) i s  
unbounded, then Lemma 1 does not hold. I f  x(k) i s  bounded, then  
i t s  pos i t i ve  l i m i t  s e t  i s  an inva r i an t  s e t .  
If t h e  s e t  M i s  defined as t h e  union of a l l  t h e  in -  
va r i an t  s e t s  contained i n  A, then  x(k) + M  as k + =  whenever 
x(k)  remains i n  G and i s  bounded. The s e t  M may be consider- 
ab ly  smaller than t h e  set  A. Under t h e  condi t ions  of Theorem 2, 
an unbounded so lu t ion  can e x i s t  only i f  G i s  unbounded and t h e r e  
i s  a sequence (xn) ,  xnc G, xn + and AV(xn) + 0 a s  n + m. 
Corol lary 1 can be r e s t a t e d  i n  a similar manner. 
COROLLARY 2. If, i n  Theorem 2, t h e  s e t  G i s  of t h e  form 
G = G ( 7 )  = ( x  : V(x) < 7) 
f o r  some 7 > 0, then  a l l  so lu t ions  which start i n  G remain i n  
G and approach M as k --)a. 
T h i s  co ro l l a ry  can be used t o  ob ta in  reg ions  of convergence 
f o r  various i t e r a t i v e  methods which can be descr ibed by an autonomous 
d i f fe rence  equation. A reg ion  - of convergence i s  a s e t  G C X such 
t ha t ,  if x(0) E G, then x(k)  E G f o r  a l l  k Z 0 and x(k) 
approaches t h e  des i red  vec tor  as k +a. The l a r g e s t  region of 
convergence i s  t h e  union of a l l  regions of convergence. The 
Secznt and Newton-Raphson methods a r e  t r e a t e d  as examples. 
a de r iva t ion  and discussion of these  methods see, f o r  example, 
Traub [l] o r  Ostrowski [l]. 
-- 
For 
The Secant method f o r  f ind ing  a roo t  of f ( z )  = 0 ( f ( z )  
1 and z a r e  complex numbers) i s  given by assuming values f o r  z 
and z2, then  forming t h e  sequence {zk] by repeated app l i ca t ion  
of equation (7).  
We assume tha t ,  f o r  every k, z ~ + ~  # z and f ( ~ ~ + ~ )  # f ( z k ) ,  
so  t h i s  i t e r a t i o n  formula i s  we l l  defined f o r  a l l  k. Let (3 be 
t h e  des i red  roo t  of f ( z )  = 0 and l e t  
k 
2 f(a + e) = f ' ( a ) e  + g(a,e)e  . 
Then, l e t t i n g  z = a + e f o r  each k, equation (7) becomes k k 
where 
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With the assumption t h a t  Q i s  a simple roo t  of f ( z )  = 0 and 
g(a ,e)  i s  continuous and bounded i n  e, then  M(a,ek,ek+l) i S  
continuous and bounded f o r  ek, e k+l s m a l l  enough. 
The d i f f e rence  equation (8) i s  obtained by l e t t i n g  
k+l’  x (k )  = e and x2(k) = e 1 k 
EX = x2 
Ex2 = M ( a  ’ x 1’ x 2 )x-,-x~ 
1 
q Consider t h e  Liapunov func t ion  Vq(xl,x2) = I xll 
some q 2 1. Then 
+ I x21 f o r  
and AV ( x  x ) 5 0 i f  1M(a,xl,x2)x21 5 1. Let G (7) be t h e  
set  Gq(q)  = ((x1,x2) : ( 1  x11 + I x21 q ) l / q  < 7). Since x2 = o 
implies  I M(a,x1,x2)x21 = 0 < 1, t h e r e  i s  some 7 > 0 such t h a t  
1 M(a x x )x21 6 1 f o r  a l l  ( xl, x2) 
t h i s  G ( 7 )  
I f  t h e  i n i t i a l  guesses z and z2 a r e  such t h a t  (x1,x2)€ Gq(7) 
f o r  some q, then  (x1,x2) w i l l  remain i n  G ( 7 )  f o r  a l l  k and 
q 
approach a n  i nva r i an t  s e t  contained i n  t h e  s e t  
q 1’ 2 9 
i n  Gq( v)  . From Corol la ry  2, ’ 1’ 2 
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i s  a reg ion  of convergence f o r  t h e  Secant method. 
1 
A = ((x1,x2) E: gq(rl) : x1 = 0). 
(8) w i t h  x1 = 0 i s  t h e  o r ig in  x = x2 = 0, so we get (x1,x2)+ ( 0 , O )  1 
as  k +a, and t h e  method converges. 
The only invariant  s e t  of equation 
If, f o r  I el 5 7 we get 
0' 
then we get t h a t  I M(a,xX1,x2)x2I < 1 if  I x21 < F/G. Thus, T) 
can be taken as  t h e  smaller of  7 and F/G. For the pa r t i cu la r  
equation f ( z )  = z -a , we get I f ' ( a + e ) )  2(a l  -2v0 and I g(a,e)l = 1 
f o r  I el < v0.  
0 
2 2  
2 I n  t h i s  case, we can choose 7 = qo = - la1 . 3 
It should be noted t h a t  the s e t  G ( T)), or even t h e  union 
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of  these  s e t s  f o r  all q 2 1, i s  not always the  l a rges t  region of 
convergence. For t h e  simple equation f ( z )  = z -a , almost any 
choice of zl, z2, provided only tha t  z1 # z2 and f(zl)  # f ( z 2 ) ,  
w i l l  lead t o  a sequence which w i l l  converge e i t h e r  t o  a o r  t o  
2 2  
-a. However, i f  z1 and z2 a re  i n  t h e  region defined by G (T)), 
9 
then not only will t h e  sequence converge t o  Q but t h i s  convergence 
w i l l  be uniform i n  t h e  sense t h a t  I zk-al 9 + 1 Z ~ + ~ - ~ I '  w i l l  be a 
decreasing function of k. 
Corollary 2 can also be used t o  f ind a region o f  con- 
vergence f o r  t h e  Newton-Raphson method. 
f o r  f ind ing  a root  of f ( z )  = 0 ( f ( z )  and z a r e  n-vectors) i s  
given by assuming a value f o r  
The Newton-Raphson method 
zl, then forming t h e  sequence {zk} 
16 
. 
by repeated app l i ca t ion  of equation (9) .  
af where r(zk) i s  t h e  mat r ix  of p a r t i a l  d e r i v a t i v e s  of f .  Here, 




root  i s  a simple root ,  then  t h i s  i s  t h e  case. By l e t t i n g  a be  
t h e  desired root ,  expanding f ( a+e )  as 
af 
f ( a+e )  = [-(a)]e a2 + f o ( e )  
and l e t t i n g  z = Q+e then  t h e  d i f f e rence  equation becomes k k' 
af -1 af 
where Ml(e) = [z(a+e)] and M2(e) = [x(a+e) - % ( a ) ] .  Let 
I el b e  some vector  norm (see t h e  Appendix). I f  a i s  a simple 
roo t  of  f ( z )  = 0 and f i s  twice cont inuously d i f f e r e n t i a b l e  
a Z  
a t  z = a, then, f o r  each 7 > 0, t h e r e  e x i s t s  a p o s i t i v e  constant  
k(7)  such t h a t ,  f o r  a l l  e with I el < 7, w e  have 
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and AV( e)  5 0 i f  k(7)l el 5 1. Using Corol lary 2, we ge t  a 
region of convergence G( 7 j o )  = { z  : I z-al < v0} where 7, - 
1 
t hus  obta in ing  7 0, min(V,-). We can choose 7 so as t o  maximize 
t h e  b e s t  region of  convergence obtainable  with t h i s  Liapunov 
funct ion.  
k( 7) 
For t h e  case where z and f ( z )  a r e  complex numbers, 
2 
i f  t h e r e  i s  some F > 0 such t h a t  I fo(e)l  5 F( e \  f o r  a l l  z where 
' I z-QIl 7, some 7 I 5 , then we can ge t  F 
and t h e  b e s t  (with t h i s  
G( 7,) where 
k( 7 ) )  region of convergence i s  given by 
2 2  2 
For t h e  simple case f (  z) = z -QI , we g e t  qo = 71 a1 . 
However, a sharper  es t imate  may be used f o r  k(7) which r e s u l t s  
i n  v0  = $aI .  This  l a t t e r  case i s  t h e  best  possible .  Any d i s c  
centered a t  a with r ad ius  l a rge r  than  w i l l  have po in t s  
i n s i d e  t h e  d isc  which w i l l  map outs ide t h e  d i s c  on t h e  next i t e r a t i o n  
and AV(x) i s  p o s i t i v e  f o r  some values of  x. 
2 
2 
It should be noted t h a t  t h e  region of convergence G(qo) 
i s  not  always t h e  l a r g e s t  region of convergence. For t h e  simple 
2 2  
equation f ( z )  = z -a , any i n i t i a l  guess z # 0 w i l l  lead t o  
a sequence {z,} which w i l l  converge e i t h e r  t o  +a o r  t o  -a. 
1 
1V.PERIODIC DIFFERETJCE EQUATIONS. If, i n  t h e  d i f f e rence  equat ion 
(l), f (k ,x )  i s  T-periodic  f o r  some in t ege r  T h 1 and f ixed  x, 
i .e. ,  f(k+T,x) = f (k ,x )  f o r  a l l  k,x, then t h e  d i f f e rence  equat ion 
i s  s a i d  t o  be a T-periodic d i f f e rence  equation. 
i s  s a i d  t o  be a so lu t ion  f o r  (1) on ( - 0 3 , ~ )  if ,  f o r  any ko i n  
A func t ion  x*(k) 
- - 
( -m,m) ,  we have f o r  a l l  k 2 k 
0 
x( k; ko, x*( ko) ) = x*( k) 
A s e t  B i s  an inva r i an t  s e t  of (1) i f  x E B impl ies  t h a t  t h e r e  
i s  a ko and a so lu t ion  x*(k) f o r  (1) on (-m,m) such t h a t  
x*(ko) = x and x*(k)E B f o r  a l l  k. 
0 
0 
LEMMA 2. L e t  x(k)  be  a so lu t ion  of (1) t h a t  i s  bounded f o r  a l l  
k B ko. Then t h e  p o s i t i v e  l i m i t  s e t  of  x(k)  i s  an inva r i an t  
s e t  of (1). 
PROOF: 
used i n  Lemma 1. The ko used i n  t h e  d e f i n i t i o n  of  an i n v a r i a n t  
s e t  i s  obtained i n  t h e  fol lowing manner. If (kn} i s  a monotone 
sequence such t h a t  
then  the re  i s  a sequence of i n t e g e r s  (Mn} such t h a t  kn-MnT € [O,T) 
f o r  a l l  n. The s e t  [O,T)  
This  lemma i s  proven i n  a manner ve ry  similar t o  t h a t  
x(k,) + p E: R, t h e  p o s i t i v e  l i m i t  s e t  of x( k),  
c o n s i s t s  of a f i n i t e  number of integers ,  so at l e a s t  one o f  t hese  
in tegers ,  ko, must s a t i s f y  f o r  an i n f i n i t e  number 
of n 's .  The so lu t ion  x(k;ko,p) i s  t h e  shown t o  be t h e  l i m i t  
of t h e  func t ions  yn(k) = x(k+k ) and i s  i n  B f o r  a l l  k, t h u s  n 
demonstrating t h a t  B i s  an invar ian t  s e t  of (1). 
ko = kn-M T n 
Theorem 1 can now be r e s t a t ed  f o r  T-periodic d i f f e rence  
equations.  
THEOREM 3. Let V(k,x) be a T-periodic, continuous func t ion  vhich 
i s  bounded below f o r  a l l  x i n  some set  G. For k 2 ko and x 
i n  G, l e t  AV(k,x) S 0 and def ine  t h e  s e t  A by 
A = ( (k ,x)  : AV(k,x) = 0, x E c ] .  Let M be t h e  union of  a l l  
so lu t ions  x(k)  of (1) such t h a t  (k,x(k))E: A f o r  a l l  k. Then 
each so lu t ion  of (1) which remains bounded and i n  
k 2 k approaches some inva r i an t  se t  contained i n  M as k +w. 
G f o r  a l l  
0 
PROOF. The func t ion  V( k, x( k) ) i s  non-increasing and bounded 
below, hence AV( k,x( k ) )  4 0 as k -+ a. The con t inu i ty  of V 
and AV implies  t h a t  d((k,x(k)) ,A) -+0 as k -00. Since x(k)  
must approach an inva r i an t  s e t  as k +m, it must approach M as 
k +w. 
An unbounded so lu t ion  i s  poss ib l e  under t h e  condi t ions  
of  Theorem 3 only i f  G i s  unbounded and t h e r e  e x i s t s  a sequence 
((kn,xn)) with + m ,  and AV(kn,xn) 4 0  a s  n +a. If G 
i s  bounded o r  i f  AV(k,x) i s  bounded away from zero f o r  a l l  
20 
s u f f i c i e n t l y  l a r g e  x, then  a l l  so lu t ions  of (1) which remain i n  
G a r e  bounded and approach M as k +no. 
V. ASYMPTOTICALLY ATUONOMOUS DIFFERENCE EQUATIONS. If t h e  
d i f f e rence  equation (1) can be w r i t t e n  i n  t h e  form of equat ion 
(10) 
EX = H(x)  + F(k,x) (10) 
where F( k,x) --j 0 as k 3 m uniformly f o r  a l l  x i n  any compact 
set, t he  d i f f e rence  equation i s  sa id  t o  be an asymptot ical ly  
autonomous d i f f e rence  equation. With each asymptot ical ly  autonomous 
d i f fe rence  equation, (lo), t h e r e  i s  t h e  assoc ia ted  autonomous 
d i f f e rence  equation (11). 
EX = H(x)  
LEMMA 3. The p o s i t i v e  l i m i t  se t  of any bounded s o l u t i o n  of  t h e  
asymptot ical ly  autonomous d i f f e rence  equat ion (10) i s  an invariant 
s e t  of t h e  autonomous d i f f e rence  equat ion (11). 
This  lemma i s  proven i n  t h e  same manner as Lemma 1. 
Theorem 1 could now be r e s t a t e d  i n  a manner similar t o  Theorem 2, 
bu t  t h e  following, more genera l  s ta tement  has  proven more u s e f u l  
i n  i t s  appl ica t ions .  
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THEOREM 4. If a solution x(k) of the difference equation (1) 
approaches a closed, bounded set A as k +a, and if x(k) is 
also a solution of the asymptotically autonomous difference equa- 
tion (lo), then it approaches the largest invariant set of (11) 
contained in A as k + m. 
As an example ofthe application of Theorem 4, consider 
the difference equation (12), 
EX = cx - S(1-p(k))y 
Ey = sx + c(1-p(k))y 
where c = cos CD, s = sin (u, 0 < w < 2rr, 0 < 6 6 p(k) 5 2-E < 2. 
2 2  With the Liapunov function V(x,y) = x +y , we get 
2 2 AV(x,y) = -p(k)(z-p(k))y 6 -6 E y 5 0 
Applying Corollary 1, we get that all solutions for (12) are 
bounded and y(k) + O  as k -00. 
Let xl(k), yl(k) be a solution for (12), then yl(k) 
is bounded and approaches 0 as k +m. Also, xl(k), yl(k) is 
a solution of the difference equation (13). 
EX = cx - SY + p(k)yl(k) 
EY = SX + CY - P(k)yl(k) 
(13)  
This d i f f e rence  equation i s  asymptot ical ly  autonomous t o  t h e  
d i f fe rence  equation (14). 
EX = cx - SY 
Ey = sx + C Y  
The only inva r i an t  s e t  of (14) with y = 0 i s  t h e  o r i g i n  x=y=O 
s ince  0 < CD < 2rr. By Theorem 4, a l l  so lu t ions  of (12)  approach 
t h i s  invar ian t  s e t ,  t h e  or ig in ,  as k +woo,  
V I .  PFUCTICAL STABILITY. For many d i f f e rence  equat ions a so lu t ion  
i s  considered a s t a b l e  so lu t ion  i f  it e n t e r s  and remains i n  a 
s u f f i c i e n t l y  s m a l l  s e t .  For example, under t h e  proper condi t ions  
a l l  so lu t ions  of t h e  Newton-Raphson equat ion (9) approach t h e  
desired so lu t ion  a s  k +so. But, when t h e  e f f e c t s  of round-off 
e r r o r s  a re  considered t h i s  i s  no longer t h e  case.  However, if 
a l l  t h e  so lu t ions  become and remain c l o s e  t o  t h e  des i r ed  so lu t ion ,  
then  the  method i s  judged t o  be s a t i s f a c t o r y .  This  type  of s t a b i l i t y  
i s  ca l l ed  p r a c t i c a l  s t a b i l i t y .  
a r e  concerned with p r a c t i c a l  s t a b i l i t y  f o r  t h e  d i f f e r e n c e  equat ion 
The fol lowing theorem and c o r o l l a r i e s  
(15). 
EX = f (k ,x)  (15) 
THEOREM 5 .  Given a set  G C X, p o s s i b l y  unbounded. Let V(x) 
and W(x) be continuous, r e a l  valued func t ions  def ined  on G 
and such t h a t ,  f o r  a l l  k and a l l  x i n  G, 
(i) V ( X )  2 o 
(ii) AV(k,x) = V(f(k,x))-V(x) 5 W(x) 5 a 
f o r  some cons tan t  a h 0. Let t h e  s e t  S be  t h e  s e t  
s = ( x  E E : w(x) 2 0 )  
Let b = sup (V(x) : x E S} and the  s e t  A be t h e  s e t  
A = ( x  E E : V(x) 5 b + a) 
Then any so lu t ion  x(k)  which remains i n  G and e n t e r s  A 
when k = k remains i n  A f o r  a l l  k 2 kl. 1 
The p r o p e r t i e s  of S, A, and V(x) a r e  used t o  show t h a t ,  
i f  x(k)  i s  i n  A, then  x(k+l )  i s  i n  A. The theorem follows 
by induction. 
COROLLARY 3. 
x(k)  of (15) which remains i n  G e n t e r s  A i n  a f i n i t e  number 
I f  6 = sup {-W(x) : x E G-A) > 0, then  each so lu t ion  
of  s teps .  
If x(k)  does not enter  A i n  a f i n i t e  number of steps,  
t h e n  
k- 1 
S V(x(ko)) - (k-ko)6 
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and V(x( k) )  + -CQ as k + 9, a cont rad ic t ion  s ince  V(x) I b+a 
fo r  a l l  x i n  G-A. 
COROLLARY 4. If G i s  of t h e  form G = G ( 7 )  = (x : V(x) < 7) 
and the conditons of Theorem 5 and Corol lary 3 a r e  s a t i s f i e d ,  
then  a l l  so lu t ions  which s tar t  i n  G remain i n  G and en te r  A 
i n  a f i n i t e  number of s teps .  
Corol lary 4 can be used t o  study t h e  e f f e c t s  of round- 
off e r r o r s  i n  t h e  Newton-Raphson method. Without e r rors ,  t h e  
Newton-Raphson method i s  given by equation (9). 
method i s  given by equation (16).  
With e r ro r s ,  t h i s  
where a l l  t h a t  i s  known about t h e  e r r o r  term 
bound, say 
A value f o r  E can be  obtained by assuming t h a t  zk i s  known 
exac t ly  and study-ing t h e  s t e p s  of t h e  computations i n  great d e t a i l  
h(k,zk) i s  i t s  upper 
E > 0. I h(k, zk)l 5 E f o r  some vec to r  norm and some 
This  e r r o r  t e r m  inc ludes  t h e  e f f e c t s  k+l' t o  es t imate  t h e  e r r o r  i n  z 
of e r r o r s  i n  t h e  func t ions  
af 
f ( z )  
Often it i s  not very d i f f i c u l t  t o  f ind  an es t imate  f o r  E, t h e  
f (  z)  and 3 f (  z), e r r o r s  i n  eva lua t ing  
[-(z)]-', and any o ther  e r r o r s  t h a t  may be encountered. 
a, 
and a Z  
problem i s  t o  determine t h e  n e t  e f f e c t  of t h e  t e r m  
p o s i t i v e  l in i t  s e t  of a so lu t ion  
h(k,z)  on t h e  
z (k) .  
With t h e  same assumptions on f ( z )  and t h e  same expansions 
used before, t he  d i f f e rence  equation (16) becomes 
With V(e) = I e l ,  we get  
AV(e) 5 - ( l - k ( q ) ~ e ~ ) ~ e ~  + E = + W(e) 5 E 
The s e t  S becomes 
S = {e  : W(e) 2 0) = { e  : le1 5 b) 
where 
provided t h a t  4 k ( 7 ) ~  < 1. If k k ( 7 ) ~  2 1, then  W(e) 2 0 every- 
where and the  i t e r a t i o n s  may not  converge. The s e t  A i s  defined 
by 
A = { e  : V(e) 5 b + E) = { e  : le1 5 b + E] 
We note  t h a t ,  f o r  7 small enough, we have 
2 
W(e) 5 - (b  - k(v)(b+E) ) = -6  . 
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From Corol lary 4. we have, i f  
start  i n  G ( v o )  remain i n  G ( v o ) ,  e n t e r  A i n  a f i n i t e  number 
i s  not  of i n t e ra t ions ,  and remain i n  A t h e r e a f t e r .  Here, 
k( v o ) v o  5 1, q u i t e  t h e  same as before .  We must choose 
4k(v0)€ < 1, and b(vo)-k(vo)(b(vo)+c)2 > 0. If v1 i s  t h e  
smallest  p o s i t i v e  so lu t ion  of 
w i l l  s a t i s f y  both k(yo)v0 < 1 and b-k(vo)(b+€) > 0. The 
condi t ion 
accuracy required i n  t h e  computations. 
6 > 0, then  a l l  so lu t ions  which 
70  
such t h a t  70 
7jlk(vl) = 1, then  choosing v o  < v1 
2 
4k(v0)€ < 1 becomes a condi t ion on t h e  p rec i s ion  o r  
Thus one e f f e c t  of round-off e r r o r s  i s  t o  reduce t h e  
region of convergence. Another e f f e c t  of round-off e r r o r s  i s  
t h a t  the e r r o r  of each z cannot genera l ly  be reduced much below k 
2 
t h e  value b+E = 26 + 2 k ( 7 ) ~  + ... no mat te r  how many i t e r a t i o n s  
a r e  preformed. The value b + E  i s  c a l l e d  t h e  u l t ima te  accuracy 
obtainable  with round-off e r ro r s .  Notice t h a t ,  f o r  s m a l l  E, 
t h e  u l t imate  accuracy i s  approximately 2 ~ ,  or  about twice t h e  
round-off e r r o r s  committed a t  each s tep.  
I f  t h e  u l t ima te  accuracy i s  la rge ,  t hen  t h e  method i s  
judged t o  be a poor s ince  t h e  e f f e c t  of  s m a l l  round-off e r r o r s  i s  
a l a r g e  e r ro r  i n  t h e  computed so lu t ion .  If t h e  u l t ima te  accuracy 
i s  s m a l l ,  then  t h e  method i s  judged t o  be a good one s ince  s m a l l  
round-off e r r o r s  have a s m a l l  e f f e c t  on t h e  computed so lu t ion .  
I n  t h i s  sense, t h e  Newton-Raphson method i s  judged t o  be  a good 
method. 
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For a nonsingular matrix A, many i t e r a t i o n  methods f o r  
so lv ing  Ax = b f o r  t h e  vector  x a r e  described by t h e  d i f f e rence  
equation (17) 
= Bxk + c k+ l  X 
where t h e  matr ix  B and t h e  vector  c a r e  determined i n  some 
fashion by A and b. For example, i f  A = Q + R, then  B = -Q-h 
and c = Q-Lb would be a p o s s i b i l i t y .  B and c must have t h e  
property t h a t  x = Bx + c i f  and only i f  Axo = b. The i t e r a t i o n s  
x w i l l  converge t o  t h e  so lu t ion  x i f  and only i f  p(B),  t h e  
s p e c t r a l  r ad ius  of B, i s  l e s s  than one. For a de r iva t ion  of 
s eve ra l  of t hese  methods, see, f o r  example, Kunz [l] o r  Hildebrand 
[ 1 3 .  Choose a vector  norm I X I  such t h a t  I BI = h < 1. Since 
p(B) < 1, t h i s  can always be done ( s e e  t h e  Appendix). 
0 0 
k 0 
Let x be t h e  desired so lu t ion  and l e t  xk = x + e 
0 o k' 
Then t h e  ek s a t i s f y  t h e  d i f fe rence  equation 
= Bek + h(k  e ) k+ 1 ' k  e 
where t h e  term 
a t  s t e p  k. We assume t h a t  t he re  e x i s t s  p o s i t i v e  cons tan ts  q and 
E: such t h a t  Ih(k,e)l  5 E f o r  a l l  k and a l l  e, I el < 7. 
h ( k  e ) 'k represents  t h e  round-off e r r o r s  committed 
Try t h e  Liapunov funct ion V( e)  = I el . Then 
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Av(e) S_ -(1-h)IeI + E = W(e) 5 E 
Then t h e  s e t  S i s  given by 
E s = ( e  : w(e) 2 01 = ( e  : le1 5 G  1 
The s e t  A i s  given by E and b = -  1-h 
2- A 
1- x A = ( e  : V(e) 5 b + E) = ( e  : \ e l  5 E}. 
then  w e  can choose 2- h If 11 >= E, 
and Corol lary 4 holds. Thus, i f  e 1 i s  i n  t h e  s e t  G, then  t h e  
so lu t ion  w i l l  remain i n  G, w i l l  e n t e r  A a f t e r  a f i n i t e  number 
of i t e r a t i o n s ,  and w i l l  remain i n  A f o r  a l l  following i t e r a t i o n s .  
By looking a t  t h e  s e t  A, w e  see t h a t  t h e  u l t ima te  
accuracy i s  given by b + E .  
E 
2-h b + E =  -
1- x 
We note  t h a t ,  i f  
may be l a rge  even i f  E i s  small. For example, if A = 1-a, t hen  
h i s  very nea r ly  one, t hen  t h i s  ultimate accuracy 
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-1 
b + € = (a: + l)€ Z €/a:, and €/a may be large.  T h i s  i nd ica t e s  
t h a t  these  i t e r a t i o n  methods w i l l  give acceptable r e s u l t s  only i f  
h = IBI i s  considerably l e s s  than one. 
APPENDIX -- A THEOREM ON MATRIX NORMS. Let x be an n-vector and - -
x* i t s  complex-conjugate transpose. Given some pos i t i ve  d e f i n i t e  
matr ix  B, l e t  t h e  norm of x, 1x1, be defined by 
Other vector  norms a r e  possible,  bu t  vec tor  norms o f t h i s  type a r e  
a l l  t h a t  a r e  considered here. 
Given a matrix A, t h e  matr ix  norm of A, !AI, can be 
defined i n  terms of t h e  vector  norm by 
IAI = min ( b  : lAxl 5 blxl f o r  a l l  x # 0) 
I n  addi t ion  t o  t h e  usua l  proper t ies  of  a norm, t h i s  matrix norm 
s a t i s f i e s  t h e  following. 
4 l Ax1 I A I  1x1 
4 P(A) 5 IA I  
b)  I hl 5 I AI f o r  any eigenvalue h of A. 
where p(A), t h e  s p e c t r a l  radius  of  A, i s  t h e  absolute  value of 
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t h e  1a.rgest eigenvalue of A. 
THEOREM: Let A. be a matr ix  with s p e c t r a l  rad ius  a = p(Ao) .  
For each a > ao, t h e r e  e x i s t s  a vec tor  norm such t h a t  
0 
PROOF: This  theorem i s  proven by consider ing t h e  equation 
where C i s  some p o s i t i v e  d e f i n i t e  matr ix  and 
2 2 A;BAo - a B = -a C 
For any p o s i t i v e  d e f i n i t e  matrix Cy l e t  B be t h e  
pos i t i ve  d e f i n i t e  matr ix  defined by 
W 
B = $=ga-2kA*kCAk 0 0  
Since a > a. = p(Ao),  t h i s  sum converges abso lu te ly  and B i s  
pe r fec t ly  we l l  defined. Furthermore, t h i s  B s a t i s f i e s  equation 
(A4)  and can be  used t o  de f ine  a vec tor  norm as i n  (Al). 
norm, we ge t  
With t h i s  
o r  
From t h e  d e f i n i t i o n  of t h e  matrix norm given i n  (A2), we get 
The other  ha l f  of t h e  inequa l i ty  (A3) i s  a bas ic  property o f  matr ix  
norms. 
I A I 5 a. 
0 
The s igni f icance  of t h i s  theorem i s  t h a t  a vector norm 
can be chosen so  t h a t  t h e  matrix norm of a matr ix  i s  made a s  c lose  
t o  t h e  s p e c t r a l  rad ius  
l e t t i n g  a = l ( l + a  < 
coro l la ry .  
2 0  
of t h e  matrix a s  desired.  If a. < 1, then 
1 leads  immediately t o  t h e  following 
COROLLARY. A necessary and su f f i c i en t  condi t ion f o r  t h e  s p e c t r a l  
radius a. of a matr ix  A. t o  be l e s s  than one i s  t h a t  t he re  e x i s t  
a vector  norm such t h a t  t h e  matr ix  norm of A s a t i s f i e s  IAoI < 1. 
0 
It should be emphasized t h a t  t h e  vector  norm i n  t h e  theorem 
and c o r o l l a r y  depends q u i t e  heavi ly  on t h e  matr ix  under consideration. 
Given two d i f f e r e n t  matr ices  A1 and A2 both with s p e c t r a l  r a d i i  
l e s s  than one, t h e r e  may not e x i s t  one vector  norm so t h a t  both 
While t h e  vec tor  norm used s a t i s f i e s  a l l  t h e  requirements 
of a vec tor  norm, it may be an "acceptable" norm. 
" u n i t  sphere" S = ( x  : 1x1 = 1) 
For example, t h e  
i s  an e l l i p s o i d  and t h e  r a t i o  of 
t h e  longest  a x i s  t o  t h e  s h o r t e s t  a x i s  may be very high. 
(A5)  almost never can be  used t o  compute t h e  matr ix  B and r e s o r t  
must be made t o  so lv ing  (A4)  d i r e c t l y  f o r  
f i c u l t  t a s k  and it may be impossible t o  compute 
degree o f  accuracy. 
compute t h i s  norm of a vector .  
Equation 
B. This  may be a d i f -  
B t o  any des i red  
This  means t h a t  it may be  very d i f f i c u l t  t o  
T n i s  theorem and c o r o l l a r y  a r e  e a s i l y  extended t o  cover 
continuous l i n e a r  opera tors  i n  a Hi lbe r t  space. 
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