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The concept of structural inconsistency in systems of equations is generalized to systems in 
which the number of equations is not necessarily equal to that of unknowns, and efficient 
algorithms for detecting it are established. Some examples are presented to show that the present 
method is not only useful for detecting errors in the formulation of large-scale systems but also 
useful for analyzing some essential properties of various kinds of engineering systems. 
1. Introduction 
When we try to understand an engineering object mathematically, we usually 
represent the object by a system of equations in which unknowns denote states of 
the object and equations denote relations among the unknowns. Each equation con- 
strains unknowns 'locally', and hence errors in its formulation can be avoided 
relatively easily. It is, on the other hand, not easy for us to determine which set of 
equations is necessary and sufficient for the representation f the object, especially 
when the system is of large scale. For this reason, the detection of inconsistency in
systems of equations i an important preprocessing for the analysis of large-scale ob- 
jects. What is most elementary, and hence is to be checked first, is a 'structural' in- 
consistency found in the combinatorial structure of which equations contain which 
unknowns. 
For a system of equations in which the number of equations is the same as that 
of unknowns, the structural inconsistency has been studied for more than a decade 
(Iri et al. [17]). An efficient method for detecting the inconsistency was obtained as 
a natural application of matchings in bipartite graphs (Hall [8], and Mirsky [21]), 
Dulmage-Mendelsohn canonical decompositions [3,4], and their algorithms 
(Hopcroft and Karp [10], and Iri [14]). Moreover, the theory of principal partitions 
of matroids (Tomizawa [28], and Iri [15]) enables us to analyze the distribution of 
inconsistency in systems. Quite recently, finer structures of inconsistency are studied 
from a viewpoint of numerical computation (Iri et al. [16], and Murota and Iri [20]). 
For many engineering objects, however, the number of equations is not neces- 
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sarily equal to that of unknowns when they are formulated by 'natural'  sets of 
unknowns and equations. For example, engineering drawings are usually drawn 
with the convention that figures convey only rough information about shape of ob- 
jects and the precise shape is defined by lengths and angles explicitly specified in 
drawings (Hillyard and Braid [9], and Requicha [23]). I f  we take vertex positions 
as unknowns and length/angle specifications as equations, the number of unknowns 
must be greater than the number of equations for a properly specified set of lengths 
and angles, because the figure has the degrees of freedom due to translation and 
rotation. In this way we often come across systems of equations that have degrees 
of freedom in choice of solutions and hence (when correctly formulated) have more 
unknowns than equations. 
In the present paper we shall construct a method for detecting structural incon- 
sistency in a system of equations in which the number of unknowns is greater than 
that of equations. The method is valid for various kinds of degrees of freedom, and 
moreover efficient in the sense that the time complexity is of polynomial order with 
respect o the size of the system. A preliminary discussion on this issue can be found 
in Sugihara [25]; however the present paper contains stronger esults together with 
shorter proofs. 
2. Primary structures 
Consider a system of equations {¢pi{~)=0[i= 1 .... ,p} where the ~9i'S are con- 
tinuously differentiable real-valued functions on •q. We are not concerned with 
exact forms of equations, but concentrate our attention upon the combinatorial 
structure of which equations explicitly contain which unknowns. 
The relation that two equations contain exactly the same subset of unknowns is 
an equivalence relation in the set of equations, and hence partitions the set of equa- 
tions into equivalence classes. Let U denote the set of the equivalence classes, and, 
for any u e U, let g(u) denote the number of equations belonging to the equivalence 
class u. Similarly, the relation that two unknowns appear in exactly the same subset 
of equations is an equivalence relation in the set of unknowns, and consequently 
partitions the set of unknowns into equivalence classes. Let W be the set of these 
equivalence classes, and, for any w e IV, let h(w) denote the number of unknowns 
belonging to the equivalence class w. 
For any Xc  U, let F(X) denote the subset of W that contains w ( ~ W) if and only 
if the unknowns belonging to w appear in equations belonging to some element of 
X. Throughout he paper, we assume that F is surjective, that is, F(U) = HI. This 
assumption does not restrict he framework of our discussion, because f being non- 
surjective merely means that W includes some elements that do not appear in any 
equation, and hence these elements can be removed from W without changing the 
essential properties of the system of equations. 
Furthermore, for any Yc_ W, let us be given a nonnegative integer o(Y) called the 
Structural inconsistency in systems of equations 299 
expected egrees of f reedom of Y. The role of ~o(Y) is the following. In general a 
system of equations does not necessarily admit a unique solution; it may have in- 
finitely many solutions. However, as the implicit function theorem says, we can 
select a (possibly empty) subset of unknowns in such a way that values of unknowns 
in the subset can be chosen arbitrarily in a certain neighbourhood of the solution 
space and that once they are chosen, all the other unknowns are determined 
uniquely. Moreover, the cardinality of this kind of subset is unique. This unique car- 
dinality is called the degrees of freedom of the system of equations with respect o 
the neighbourhood. For any Yc_ W, the value of the degrees of freedom of Y with 
respect o this neighbourhood is defined as the maximum cardinality of subset Z of 
Y such that values of the unknowns in Z can be chosen arbitrarily. The degrees of 
freedom depend on a neighbourhood of a solution we are concerned with, but in 
what follows we assume that the neighbourhood is fixed implicitly and omit the ex- 
pression 'with respect o such and such neighbourhood'. It is in general not easy to 
find the degrees of freedom unless we solve the system of equations explicitly. 
However, in many practical situations in engineering, we know the underlying ob- 
ject for which the system of equations is established, and hence can often tell what 
value the degrees of freedom should have if the system is formulated correctly, as 
will be shown in examples. The value Q(Y) is to represent thus the expected value 
of the degrees of freedom. If  the system is to have a unique solution, we can put 
Q(Y)=0 for any Yc_ W. 
The sextuple S = (U, W, F, g, h, 6) thus defined is called the primary structure of the 
system of equations together with 6- Note that the primary structure is not defined 
uniquely from the system of equations alone, because Q is not determined from the 
system of equations, whereas the other five constituents are extracted uniquely from 
the system of equations. 
Example 1 (Plane skeletal structures). Let G=(V,E)  denote a simple acyclic un- 
directed graph having vertex set V and arc set E. Suppose that G is embedded in 
the plane. Then, we can consider G as a two-dimensional skeletal structure by re- 
garding E as the set of rigid bars in a two-dimensional Euclidean space and V as 
the set of pin joints connecting end points of bars (where a pin joint connects bars 
in such a way that the bars can change relative angles around the joint). For any 
oi ~ V, let (xi, Yi) denote the position of the joint oi. Then, each bar {oi, Oj} ~E can 
be thought of as the constraint hat the distance between vi and oj can not change, 
that is, 
(xi - xj) 2 + (Yi - uj) 2 = const. (1) 
Thus we get a system of equations consisting of 2] V[ unknowns and [E] equations. 
In this system two unknowns xi and Yi are always found in pairs, and consequently 
we can identify V as the set W of the equivalence classes of unknowns. Hence, we 
get U=E,  W= V, g(u)= 1 (u~U) ,  h(w)=2 (we W), and 
F(X)={v lv i s  an end point of someeeX} (Xc_E). 
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Equations of the form (1) can not remove the degrees of freedom of translation and 
rotation on the plane. Hence, any vertex oi (or, more exactly, a pair of unknowns 
xi and Yi associated with vi) has 2 degrees of freedom (corresponding to transla- 
tion), and any set of two or more vertices has at least 3 degrees of freedom (cor- 
responding to translation and rotation). Thus we can put, for any Yc_ W, o(Y)= 
min{3,2]Y]}. If the skeletal structure can move mechanically, we may select a 
better lower bound as 0(Y) according to which part of the structure has the degrees 
of freedom due to mechanical movements. 
3. Structural inconsistency 
Let E={e I.... .  en} be a finite set, and x be a map from E to the set of reals. 
Since x can be thought of as an n-dimensional vector x= (x(el) ... . .  x(en)), the map 
x is called a vector on E, and x(ei) is called the ith component of x. For any Y c_ E, 
we shall define 
x(Y)= ~ x(ei). 
eiE Y 
A primary structure S= (U, W, F, g, h, 6) is said to be consistent if S satisfies the 
following condition: 
g(X) + o(F(X)) <_ h(F(X)) for any X c_ U. (2) 
S is said to be inconsistent if it does not satisfy (2). The system of equations 
associated with S is said to be structurally consistent with respect o ~o if S is consis- 
tent, and structurally inconsistent with respect o 0 if otherwise. The phrase 'with 
respect o ~o' will be omitted whenever 0 is unambiguous. 
Inequality (2) means that, in the subsystem consisting of X, the number of 
unknowns (i.e., h(F(X))) is not less than the number of equations (i.e., g(X)) plus 
the expected egrees of freedom (i.e., Q(F(X))). Hence, we can find no problem if 
this condition is satisfied. On the other hand, if the inequality (2) is violated by some 
Xc  U, then the subsystem consisting of X (and hence the whole system) has 
superfluous equations; the system is erroneous or redundant. When it is erroneous, 
we have to correct he formulation of the system. When it is redundant, we have 
to remove the redundancy because the redundancy usually causes numerical in- 
stability. Moreover, the existence of redundancy often enables us to understand 
some internal structures of the objects, as will be shown by examples. In any case 
it is an important step of preprocessing to ascertain whether the system is struc- 
turally consistent or not. 
It should be noted here that the structural inconsistency of a system of equations 
depends on the expected egrees of freedom function ~o. Mathematically we can 
choose Q arbitrarily, but the structural inconsistency does not make sense if ~ is 
chosen arbitrarily. However, if we can choose as ~o either the precise degrees of 
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freedom associated with the underlying real object or a lower bound of the precise 
degrees of freedom, then the structural inconsistency of the primary structure is ex- 
pected to be an enough condition for the system of equations to be inconsistent as 
the representation f the underlying real object. Indeed the choice of such function 
is possible in many practical situations in engineering. Moreover, if Lo is chosen 
carefully, the resultant structural inconsistency can often be a necessary and suffi- 
cient condition of a real object to be inconsistent in some generic sense, as will be 
shown in examples. 
Example 1 (continued). Consider the primary structure S of the system of equations 
associated with a plane skeletal structure defined previously. If S is inconsistent, 
then it follows from the definition that there are superfluous equations in the 
system and consequently deletion of some equations does not affect the relative 
position of the joints, that is, deletion of some bars does not affect the rigidity of 
the plane skeletal structure. Moreover, the converse is also true in a certain general 
assumption, and hence S is inconsistent if and only if the associated plane skeletal 
structure has redundant bars in the sense that the deletion of them does not change 
the mechanical degrees of freedom of the skeletal structure (Laman [18] and 
Asimow and Roth [1]). Therefore, the check of the structural inconsistency is an im- 
portant procedure in the design and analysis of skeletal structures. 
Throughout the paper, we assume that, for any X, Y c_ W, 0 satisfies the following 
inequalities. 
Q(X) <_ h(X), (3a) 
Xc_ Y implies Q(X)<_o(Y), (3b) 
o(XU Y) -~(Y)<_~(X) -~(XD Y). (3c) 
The inequality (3a) implies that o(X) does not exceed the number of unknowns in 
X, and (3b) indicates that ~ is monotonically nondecreasing. The inequality (3c) 
demands that the expected egrees of freedom of Xt3 Y minus that of Y (the left 
hand of the inequality) is equal to or less than the expected egrees of freedom of 
X minus that of XD Y (the right hand); that is, the expected egrees of freedom 
left in X -  Y becomes maller when we remove the expected egrees of freedom of a 
larger part outside X -  Y. A function Q satisfying (3c) is said to be submodular. The 
inequalities (3a), (3b) and (3c) are usually satisfied by the quantity named 'the 
degrees of freedom'. 
The pair (W, ~o) of a finite set W and a nonnegative function ~o satisfying (3b) and 
(3c) is called a polymatroid, and W and ~o are respectively called a ground set and 
a rank function of the polymatroid (Edmonds [6], or Welsh [29]). The polymatroid 
(IV, ~o) is said to be integral if ~o is an integer-valued function. 
We shall, in what follows, construct polynomial-time methods for checking the 
consistency of any primary structure satisfying (3a), (3b) and (3c). 
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4. Inconsistency and network flows 
Let (E,6) be a polymatroid consisting of ground set E and rank function 6. A 
vector x on E is called an independent vector of (E,6) if O<_x(X)<-6(X) for any 
Xc_E. An independent vector x is called a base if x(E)=6(E) .  The set of all in- 
dependent vectors of (E, 6) form a convex polyhedron in ]E l-dimensional Euclidean 
space. Let BV(E, 6) denote the set of all bases of (E, 6) that belong to vertices of the 
convex polyhedron formed by independent vectors of (E,6). The number of 
elements of BV(E,6) is not greater than ,~E),t IEI ~ where (P) denotes the number of 
choices of q elements from a set of p distinct elements (Edmonds [6]). Hence, if 6(E) 
is fixed, the number of elements of BV(E, 6) is of polynomial order with respect o 
IEJ. 
The next lemma is useful for the subsequent discussions. 
Lemma 1. Let (E, 6) be a polymatroid. For any X ¢_ E, there exists a vector x in 
B V(E, 6) such that x(X) = 6(X). 
Proof. Let X be any subset of E. We assign a linear order to the elements of E in 
such a way that X= {el,.. . ,  elx I } and E-  X= {elx r+ 1 .. . . .  elE I }, and define a vec- 
tor x on E by 
x(el) = 6({e  1 }), 
x(ei):6({el . . . . .  e i})-6({el  . . . . .  ei_l}), i=2 , . , . ,  IEI. 
From Edmonds' result (Theorem (22) in [6]) it follows that the vector x is an element 
of BV(E,Q). Furthermore, 
IX! 
x(X)  = ~ x(ei) 
i= l  
!Xl 
= ~({el }) + ~ (~({el . . . . .  ei}) - ~({el . . . . .  el_ 1})) 
i -2  
=6({el . . . . .  e xl }) =6(X).  [] 
A network is a quintuple N= (V, A, s, t, z) where V is a set of nodes, A a set of 
directed arcs (A c V × V), s and t are special nodes respectively called the entrance 
and the exit (s, t~ V), and z is a nonnegative vector on A called a capacity function. 
For any node o in V, let A+(o) be the set of arcs coming into o and A (o) the set 
of arcs going out of o. A nonnegative vector ~ on A is called a f low of N if it satisfies 
the following (4a) and (4b): 
~(a)<_z(a) for any a~A,  (4a) 
~(A+(o))=~(A-(o)) for any v~ V-  {s,t}. (4b) 
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For a flow ~ of N, we define I~l by 
Ill = ~(A (s))-  ~A+(s)), 
and call it the value of ~. A flow with the possible maximum value is called a maxi- 
mum flow. 
A pair (V 1, 1"2) is called a cut of N if { V 1, I/2} is a partition of V such that se  V l 
and t e V z. For any cut (V 1, V2), we define the value of the cut, denoted by 
c(V 1, V2), to be the sum of the capacities z(a) of arcs a's from Vj to V 2. A cut with 
the possible minimum value is called a minimum cut. In any network, the maximum 
value of flows equals the minimum value of cuts (Ford and Fulkerson [7] and Iri 
[14]). 
With any primary structure S=(U, W,F,g,h,Q), we shall associate a network 
N(S) = (Vs, As, s, t, z) where 
vs= uu  wu {s, t}, 
Bs = {(u,  w) lu ~ u, w~r({u})}, 
As=BsU({s} x U)U(Wx {t}), 
[g(wu) if a=(s,u)e {s} x U, 
z(a) = if a e B s, 
k h(w) i fa=(w, t )eWx{t} .  
Any cut of N(S) is of the form ({s}UXUY,  { t}U(U-X)U(W-Y) )  for some 
Xc_ U and Yc_ W, and its value is g(U-X)+h(Y)+ Y. z(ai) where the summation 
is taken over all arcs  ai's from X to W-  Y. However, since the capacity of every 
arc connecting U and W is infinity, a minimum cut can be sought for among cuts 
with Y= F(X). Hence from the maximum-flow minimum-cut theorem we see that 
N(S) has a maximum flow of value g(U) if and only if, for any X c_ U 
g( U) <_ g( U -  X) + h(F(X) ). (5) 
Next, for any vector y in B V(W, 6), let N-(S; y)= (V s, A s, s, t, z-) be a network 
that is obtained from N(S) by changing the capacity function such that 
z-(a)=h(w)-y(w) if a=(w, t )eWx{t} ,  and z (a)=z(a) otherwise. Note that 
from (3a) z-  is nonnegative. In the same manner as we derive (5), we see that 
N-(S; y) has a maximum flow of value g(U) if and only if, for any X_c U, 
g( U) <_ g( U -  X) + h(F(X) ) -y(F(X)). (6) 
Let 6" F be a function on 2 u defined by 
6" F(X) =6(F(X)) (X c_ U). 
We can easily see that (U,6- F) is a polymatroid, and hence we get BV(U,6. F), the 
set of all bases belonging to vertices of the convex polyhedron formed by indepen- 
dent vectors of (U, ~o-F). From the definition of a base, we see that x(U) = 6(F(U)) 
for any x in BV(U,6.F). For any xeBV(U,6.F) ,  let N+(S;x)=(Vs, As, s,t,z +) 
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be a network that is obtained from N(S) by changing the capacity function in such 
a way that z+(a) = g(u) + x(u) if a = (s, u) ~ {s} x U, and z+(a) = z(a) otherwise. From 
the maximum-flow minimum-cut theorem, we see that N+(S; x) has a maximum 
flow of value g(U)+~(F(U)) if and only if, for any Xc  U, 
g( U) + ~(F( U) ) <_ g( U -  X)  + x( U -  X)  + h(F(X) ). (7) 
Our main theorem is the following. 
Theorem 1. Suppose that the function CO satisfies the conditions (3a) to (3c). Then 
for any primary structure S = (U, W, F,, g, h, CO), the following three statements are 
equivalent: 
S1. S is structurally consistent, that is, 
g(X) + CO(F(X)) < h(F(X)) whenever Xc__ U. 
$2. For any x~BV(U,  CO.F), N+(S;x) admits a maximum flow of value 
g( U) + co(r( u) ). 
$3. For any y~BV(W,  CO), N (S; y) admits a maximum flow of value g(U). 
Proof. Suppose that S1 is true. Let x be any element of BV(U, CO. F). Since x is an 
independent vector of polymatroid (U, CO. F), we see that x(X)<_CO(F(X)) for any 
X c_ U. Hence, we get 
g(X) + x(X) <_ g(X) + CO(F(X)) <_ h(F(X)) for any X c U, 
where the second inequality follows from S1. This can be paraphrased by 
g(U)+x(U)<_g(U-X)+x(U-X)+h(F(X) )  for any Xc_ U, 
which indicates that the network N+(S;x) allows a maximum flow of value 
g(U)+x(U) (note that x(U)=CO(F(U)) and see (7)). Thus we get $2. 
Suppose conversely that $2 is true. Let X be any subset of U. Then, 
g(U) + x(U) = g(U) + CO(F(U)) <_ g (U-  X)  + x (U-  X)  + h(F(X)) 
for any x in BV(U, CO. F). Lemma 1 assures us that some x in BV(U, CO. F) satisfies 
x(X) = CO(F(X)). Hence we get g(X) + CO(F(X)) <_ h(F(X)). Because X is arbitrary, we 
get S1. Thus, S1 and $2 are equivalent. 
The equivalence of S1 and $3 can be shown in a similar way when we note (6) 
(this part of the theorem and its rather long proof can be found also in Sugihara 
[25]). [] 
5. Algorithms for inconsistency checking 
Theorem 1 gives us a foundation on which we construct an efficient method for 
the inconsistency detection. Suppose that r---CO(W) = co(F(U)), the degree of freedom 
on the whole system, does not depend on the size of the system (this is the case for 
Structural inconsistency in systems of equations 305 
many systems found in engineering; see examples). Then, the number of elements 
of BV(U,Q. F) and that of BV(W,Q) are of polynomial order with respect o ]U] 
and t W I, respectively. Since the capacities of the networks are all integers, a maxi- 
mum flow can be found in polynomial time. Hence, each of $2 and $3 can be check- 
ed in polynomial time with respect o the size of the system if the independence an 
be tested efficiently, which is the case for many practical situations in engineering. 
First consider the inconsistency detection based on $2. We note that a maximum 
flow of N(S) is a flow of N+(S; x). Hence, once a maximum flow of N(S) is ob- 
tained, it can be used as an initial flow for the construction of a maximum flow of 
N+(S;x) for each x in BV(U,p. F). This observation leads us to the following 
algorithm. 
Algorithm 1 (Inconsistency detection based on $2) 
Step 1. Find a maximum flow ~0 for N(S). If I~0] ¢g(U), return 'inconsistent'. 
Step 2. For each x in BV(U,~.F) do the following: 
2.1. Starting with ~0, find a maximum flow ~ for N+(S; x). 
2.2. If I~[ :gg(U) + ao(F(U)), return 'inconsistent'. 
Step 3. Return 'consistent'. 
Let n be the number of unknowns of the system of equations, that is, n = h(W). 
We can restrict our consideration tothe case where g(U) _ h(W) - r = O(n), because, 
if the number of equations exceeds h(W)- r, the system is obviously inconsistent. 
Let us assume that IAs] =O(n). This assumption is valid if the number of un- 
knowns contained in each equation does not exceed a certain fixed number, which 
is the case for many engineering systems. 
Because of the special structure of N(S), Step 1 can be reduced to a problem of 
finding a maximum matching of a bipartite graph, which is easier than general maxi- 
mum flow problems. For each u ~ U, we replace the node u and arcs incident o u 
with g(u) copies and define the capacities of the arcs from s to these copy nodes to 
be all l's. Similarly, for each w e W, we replace the node w and arcs incident o w 
with h(w) copies and define the capacities of the arcs from these copy nodes to t 
to be all l's. Then, the resultant maximum flow problem is nothing but a maximum 
matching problem of a bipartite graph, the number of whose nodes and arcs are of 
order O(n). Therefore, Step 1 can be executed in O(n 15) time (Hopcroft and Karp 
[10l). 
For any x in BV(U,~.F), the value of a maximum flow of N+(S;x) is at 
most g(U)+r. Since we have obtained a flow of value g(U) in Step l, we can 
construct a maximum flow of N+(S;x) by repeating the flow-augmentation 
processing at most r times, that is, in O(n). Consequently, Step 2 can be ex- 
ecuted in O(n IBV(U,~. F)I ) time. Hence, the time complexity of Algorithm 1 is 
max{O(nl'5), O(n IBV(U,o. r )  l)}. 
From $3 we can construct another algorithm for the inconsistency detection. 
Suppose that N(S) admits a maximum flow ~0 such that I~0l =g(U). For any y 
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in BV(W,o), ~o is not necessarily a flow of N-(S; y), but the total amount of 
'overflow' (i.e., the sum of values ~o(a)-h(w)+y(w) at arcs a--(w,t) at which 
G0(a) exceeds the capacities) is not greater than r. Hence, from G0 we can obtain 
in O(n) time a flow of N (S; y) whose value is at least g(U)- r. Using this as an 
initial flow, we can find a maximum flow of N-(S; y) in O(n) time. This observa- 
tion assures us the validity of the next algorithm as well as its time complexity 
max{O(nl"5), O(n tBV(W,o) I)}. 
Algorithm 2 (Inconsistency detection based on $3) 
Step 1. Find a maximum flow G0 for N(S). If [~01 4=g(U), return 'inconsistent'. 
Step 2. For each y in BV(VV, Q) do the following: 
2.1. Find a flow ~' of N (S; y) such that ~'<~0 and [~'1 is maximal with 
this property. 
2.2. Starting with ~', find a maximum flow ~ for N-(S; y). 
2.3. If  [~l#=g(U), return 'inconsistent'. 
Step 3. Return 'consistent'. 
Example 1 (continued). As we have seen, a primary structure S=(U, W,F,g,h,o) 
associated with a plane skeletal structure G= (V, E) satisfies 0(Y)=min{3,21Y ] } 
for any Yc_ W. Since each equation of form (1) involves two vertices, we see 
o(F(X))=3 for any Xc_ U, X#:0 and consequently from Edmonds' theorem [6] it 
follows that ]BV(U, O" F)I = I U I. Therefore, employing Algorithm 1, we can judge 
in O(n 2) time whether S is consistent or not. 
6. Polymatroids formed by consistent substructures 
A function f :  2E--'~, where E is a finite set and fir is the set of reals, is called a 
rio-function if 
f(X)>_O for any Xc_E, X:g0; (8a) 
Xc YcE  implies f(X)<_f(Y); (8b) 
f (X  U Y) +f(X Cl Y) <_ f(X) + f(Y) for any X, Y c E. (8c) 
For a r/0-function f ,  we define P(f) as the set of all nonnegative vectors x on E 
such that x(X)<f(X) for any Xc_E, X--gO. Then, P(f) coincides with the convex 
polyhedron formed by independent vectors of a polymatroid on E whose rank func- 
tion a is defined by 
i a(X)= min f(Xi) if X--gO, Xc_E, (9) 
where the minimum is taken over all partitions {Xi} of X (see Edmonds [6]). 
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For a polymatroid (E, a) and a nonnegative vector x on E, 
ax(X)=min{a(D)+x(X-D)]DcX} (XCE) (10) 
D 
is a rank function of some polymatroid. This polymatroid (E, ax) is called a reduc- 
tion of (E, a) with respect o x. 
For a primary structure S= (U, W,F,g, h,~), let us consider a function f on 2 u of 
the form f(X) = h(F(X))- ~(F(X)) for 0 :g X c_ U. This kind of function is in general 
not a r/0-function. However, note that if S satisfies 
~(F({u}))=r (=Q(F(U))) for anyueU,  (11) 
then from (3b), Q(F(X))=r for any 0~XC U and from (3a), h(F(X))>_r for any 
0~eXc_ U. Therefore, if S satisfies (11), the function 
f (X)=h(F(X)) -r  (Xc_ U) (12) 
is a r/0-function and consequently we get a polymatroid (U,a) and its reduction 
(U, ag) with respect o g, where a and ag are defined by (9) and (10). We shall say 
that the primary structure S is polymatroidal if it satisfies (11), and call (U, ag) the 
polymatroid induced by S. 
Let S= (U, W,F,g, h,o) be a primary structure of a system of equations, and x be 
a nonnegative integer-valued vector on U such that x(X)<_g(X) for any Xc_ U. 
Then, the sextuple Six = (U, W, F, x, h, ~)), which is obtained from S by replacing  
with x, is a primary structure of a system of equations that is obtained when we 
remove g(u)-x(u) equations from each equivalence class u (e U) of the original 
system of equations. We call S J x a substructure of S. From the definition of the 
structural consistency, it follows that, for a polymatroidal primary structure S, Six 
is consistent if and only if x is an integer-valued independent vector of the 
polymatroid (U, ag) induced by S. 
From (11) we can say that a primary structure is polymatroidal if a set of 
unknowns contained in each equation can enjoy the whole degrees r of freedom of 
the system. This observation enables us to understand why, among many engineer- 
ing systems with similar structures, some admit matroidal and/or polymatroidal 
structures but others do not (see examples). 
Let S = (U, W, F, g, h, ~)) be a polymatroidal primary structure. Then, from (11) we 
easily see that, for any element x of BV(U,p. F), there exists u in U such that 
x(u) = r and x(u') = 0 for any u' e U -  { u}. Hence, ]B V(U, ~o. F)  I = ] U] = O(n), and 
consequently Algorithm 1 runs in O(n 2) time. 
As a special case of (12), the function 
f(X) =p Ir(X)l-r (Xc_ U) (13) 
(where p is a positive integer) defines polymatroids (U, a) and (U, ax). Imai [12, 13] 
calls them 'transversal polymatroids with negative defects' and studies algorithmic 
aspects of this class of polymatroids. Especially, he found an efficient algorithm for 
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finding a base, which runs in O(n 2) time on the same assumption as we made when 
we evaluate our algorithms in the last section. Therefore, if S is polymatroidal and 
h(F(X)) is of the form p [F(X)[, then a maximal consistent substructure of S can 
be extracted also in O(n 2) time. 
Example 1 (continued). As we have seen, a primary structure S = (U, IV, F,, g, h, ~) of 
a plane skeletal structure is of the form (13), where p = 2 and r = 3. Hence, by Imai's 
algorithm [12, 13] we can extract a maximum consistent subsystem in O(n 2) times. 
This time complexity coincides with that of Algorithm 1. Since g(u)= 1 for any u 
in U, the polymatroid (U, trg) induced by S is a matroid. This matroid has been 
studied by many researchers (Crapo [2], Lovasz and Yemini [19], and Sugihara 
[27]). 
7. Other applications 
A plane skeletal structure has been used as an example. This section presents other 
examples in which checking of structural inconsistency plays some important roles 
in the analysis of engineering objects. 
Example 2 (Skeletal structures in other dimensions). Considering a graph G = (V, E) 
as a two-dimensional skeletal structure, we have constructed the primary structure 
S = (U, IV, F, g, h, ~o) in Example 1. If  we change the dimension of the space in which 
the skeletal structure is embedded, we get similar structures, one for each dimen- 
sion, whose primary structures differ only in h and ~o. 
For a one-dimensional space, h(w) = 1 for w in W and Lo(Y) = 1 for any nonempty 
Yc_ W, and hence the primary structure is polymatroidal. We easily see that the 
derived polymatroid is nothing but the cycle matroid of the grah G; consistent 
substructures correspond to acyclic subgraphs of G. 
For a three-dimensional space, h(w) -- 3 for w in W and 0(Y) =0,3,5, or 6 accord- 
ing to whether I Y I= 0, 1, 2, or I Y I_> 3. Hence, the primary structure is not poly- 
matroidal. Unlike the two-dimensional case, for the primary structure to be consis- 
tent is a merely necessary condition for the skeletal structure to be nonredundant 
(Whiteley [30]). Note that any element x of BV(U,o .  F)  is of the form x(ui)= 5, 
X(Hj) = 1 and x(u) = 0 for u e U-  { u i, uj } (i--g j ) .  Hence [B V(U, ~o. F)  I = O(n2) and 
Algorithm 1 takes O(n 3) time. However, the time complexity can be lessened to 
O(n 2) in the following way (the following method is a natural extension of Imai's 
idea [11]). 
Let Xio be a vector on U such that Xio(Ui)=5 and Xio(u)=O for any ue U-  {ui}, 
and let xij be an element of BV(U, ~o. F)  such that xij(ui) = 5, xij(uj) = 1 and x(u) = 0 
for u ~ U-  {u i, ug}. Suppose that the network N+(S; Xio) admits a maximum flow 
of value g( U) + Xio( U) (if it does not, S is obviously inconsistent). Then, the net- 
work N+(S; xij) has maximum flows of value g(U)+Q(F(U)) if and only if there 
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exist flow-augmentable paths from uj to t in the network N+(S; Xio) with the flow 
4- We can find in O(n) time the set of all nodes that are on flow-augmentable paths 
reaching t, that is, maximum flows of networks N+(S; xij) for all j can be found 
in O(n) time, and consequently we can check the inconsistency of S in O(n 2) time. 
Example 3 (Line drawings of polyhedrons). In scene analysis we come across 
systems of equations with nontrivial degrees of freedom, because two-dimensional 
pictures usually lack information about depths. Consider a picture of a polyhedron. 
Let V and F be the set of vertices and that of faces drawn on the picture, and R be 
a set of vertex-face pairs (v,f)  such that v (e V) lies on f (eF )  in a three-dimen- 
sional space. We shall denote by (xi, Yi, zi) the position of the vertex vi and by 
ajx + bjy + z + cj = 0 the surface on which face fj lies. Then, for each pair (vi, fj) in 
R, we get 
a jx  i + b jy  i + z i + cj = 0.  (14) 
If the picture plane is perpendicular to the z-axis and the picture is an orthographic 
projection along the z-axis, then xi and Yi are constants given in the picture and 
consequently the only unknowns in (14) are zi, aj, bj, cj. Collecting all such equa- 
tions, we get a system of equations consisting of IV] +3 IF] unknowns and IR] 
equations. From this system we get a primary structure S = (U, W, F, g, h, Lo) such that 
U= R, W= V U F, F(X)  = { v, f l (v, f )  e X} for any X c_ U, g(u) = 1 (u e U), h(v) = 1 
(v ~ V), h ( f )  = 3 ( feF ) ,  and ~o(Y) = rain{4, 3 ]YDF  I } (note that there exist exactly 
3 degrees of freedom in choice of a three-dimensional position of a single face drawn 
in the picture, and at least 4 degrees of freedom for two or more faces). The function 
thus defined is a rough lower bound of the true degrees of freedom, because ao 
does not count the degrees of freedom of vertices. On some general assumption, 
however, for S to be consistent is a necessary and sufficient condition for the 
polyhedron to be reconstructible (Sugihara [24]). 
Primary structures associated with pictures of polyhedrons are not polymatroidal. 
We easily see that ]BV(U,~o.F)I=O(n 2) and ]BV(W,~o)I=O(n2). Hence, Al- 
gorithms 2 and 3 work in O(n 3) time. However, the time complexity can be 
lessened to O(n 2) by the technique in Example 2. See Imai [11] for details. 
Example 4 (Dimensioning in engineering drawings). In engineering drawings 
diagrams are regarded to be rough sketches of objects and precise shapes are 
represented by lengths and angles explicitly specified by additional lines and figures 
called 'stiffeners'. Two-dimensional shapes bounded by straight line-segments are 
usually specified by four types of stiffeners; length between two points (type 1), 
angle between two lines (type 2), length between a point and a line (type 3), and 
length between two lines (type 4) (Hillyard and Braid [9], and Sugihara [26]). Each 
of the first three types of stiffeners imposes one constraint, whereas the fourth one 
imposes two constraints (i.e., parallelism of the two lines and the distance between 
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them). Let V be the set of vertices of a two-dimensional shape drawn in an engineer- 
ing drawings, and D be the set of stiffeners. Since the position of vertex vi can be 
represented by two parameters (xi, Yi), D can be regarded as the set of equations 
with respect o 21 V] unknowns. From the system of equations we get a primary 
structure S=(U, W,F,g,h,~), where U=D, W= V, for each Xc_ U, F(X) denotes 
the set of vertices involved in stiffeners in X, g(d)= 1 for stiffener d of type 1, 2, 
or 3 and g(d)=2 for stiffener d of type 4, h(v)=2 for any v in V, and 
~o(Y)=min{3,21Y]} for each Yc_ W. For S to be inconsistent implies that the 
specification of lengths and angles is redundant, which should not occur in engineer- 
ing drawings because a redundant set of stiffeners is apt to make the tolerance con- 
tradictory. We see that Q(F(X)) = 2 IF(X)] - 3 for 0 ~ X_c U, and consequently S is 
polymatroidal. Hence the inconsistency can be detected in O(n 2) time. 
Example 5 (Dimensioning of polyhedrons). Consider a polyhedron having vertex set 
V, face set F and vertex-face pair set R such that (v, f )  is in R if and only if vertex 
v is on face f.  Suppose that the polyhedron is quantitatively specified by set D~ 
( c_ {{v, v'} Iv, v'e V}) of specification of lengths between two vertices and by set 
D 2 (C_ {{f , f '}  ] f f 'eF})  of specification of angles between two faces. In order to 
detect redundancy of the length and angle specification, we can construct primary 
structure S=(U, W,F,g,h,o), where U=RUDIUD2, W= VUF, for any XoC_R, 
X1 c_ Dl , X2 c_ D 2 
F(XoUX 1UX2) = {v, f t  (v,f)  e Xo} U {v, v'[ {v, v'} e X l } 
U{f , f ' [{ f , f '}eX2},  
g(u)= 1 (ueU), h(w)=3 (we W), and for any Yc_ IV, o (Y )=0,  3, 5, or 6, respec- 
tively, if I Y I = 0, 1, 2, or _> 3. Note that a vertex or a plane in a three-dimensional 
space is represented by three parameters, and hence h(w)= 3 for any w e W. Note 
furthermore that, for any Y c_ W such that ]YI =2,  the associated set of six 
unknowns admit only five degrees of freedom when the elements in Y are relatively 
rigid to each other. Indeed, if two vertices are relatively rigid, the distance between 
them is constant; if a vertex and a plane are relatively rigid, the distance from the 
vertex to the plane is constant; if two planes are relatively rigid, the angle between 
them is constant. Hence, ~)(Y)=5 when ]YI =2. The primary structure S is not 
polymatroidal. 
Example 6 (General inked structures). Let W be a set of three-dimensional rigid 
members, and U be a set of joints connecting members. For any X c_ U, let F(X) 
be the set of members that are connected by joints in X. Since a position of a rigid 
member in a three-dimensional space can be specified by 6 parameters, we put 
h(w) = 6 for any w e W. Let g(u) denote the number of constraints placed by joint 
u e U; for example, g(u) = 3 if u is a ball joint, g(u) = 4 if u is a piston joint, g(u) = 5 
if u is a pin joint or a piston with a gutter, and so on. Lastly let ~(Y) = rain{6, 6 I YI} 
for any Yc_ W. Then, the primary structure S=(U, W,F,g,h,Q) thus defined is in- 
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consistent if there are superfluous members or unnecessarily strong joints for the 
whole structure to be rigid (Earl [5], and Manolescu [22]). For this primary structure 
we see IBV(U,~. F) I = O(n) and IBV(U, 6)] = O(n), hence both of Algorithms 1 and 
2 run in O(n 2) time. Moreover, S is polymatroidal because o(F(X))= 6 IP(X)] -  6 
(X c U,X--/:O). 
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