We construct a preconditioned MHSS (PMHSS) iteration scheme for solving and preconditioning a class of block two-by-two linear systems arising from the Galerkin finite-element discretizations of a class of distributed control problems. The convergence theory of this class of PMHSS iteration methods is established and the spectral properties of the PMHSSpreconditioned matrix are analyzed. Numerical experiments show that the PMHSS preconditioners can be quite competitive when used to precondition Krylov subspace iteration methods such as GMRES.
Introduction
Consider block two-by-two systems of linear equations of the form
where W, T ∈ R n×n are real, symmetric and positive semidefinite matrices with at least one of them, e.g., W, being positive definite. This class of linear systems can be formally regarded as a special case of the generalized saddle-point problem [2, 14, 15, 3] . It frequently arises from finite-element discretizations of elliptic PDE-constrained optimization problems such as the distributed control problems [20, 19, 23, 4] , and also from real equivalent formulations of complex symmetric linear systems [1, 17, 13] . being the Hermitian and skew-Hermitian parts and A * being the conjugate transpose of the matrix A ∈ R 2n×2n , we can apply the HSS iteration method [8] or its preconditioned variant PHSS (see [10] ) to compute an approximate solution of the block two-by-two linear system (1.1); see also [14, 15, 7] . By this alternating splitting iteration approach, at each step we need to solve two linear sub-systems of the following forms:
(αV D + H)x = r (1) and (αV D + S)x = r (2) , where V D ∈ R 2n×2n is a given symmetric positive definite matrix of the block-diagonal form V D = Diag(V, V), with V ∈ R n×n , α is a prescribed positive constant, and r (j) , j = 1, 2, are two known vectors. In matrix-vector forms, the above linear sub-systems can be equivalently written as 
b ∈ R n , j = 1, 2.
The matrix αV + W is symmetric positive definite, so the first linear sub-system may be effectively solved either exactly by the Cholesky factorization or inexactly by some inner iterative scheme. The matrix αV −T T αV is nonsymmetric and positive definite. The second linear sub-system may be solved in principle through Schur complement reduction (block-triangular factorization) by first computing the solution sub-vector z from (α 2 V + TV −1 T)z = αr (2) b − TV −1 r
a , and then computing another solution sub-vector y from
a ).
The problem with this approach is that in most cases the Schur complement α 2 V + TV −1 T will be a large dense matrix that cannot be easily managed.
In this paper we develop a new approach to solving block linear systems of the form (1.1) that avoid Schur complements. The new schemes are based on a class of methods for solving linear systems with complex symmetric matrices introduced in [5, 6] , and exploit the fact that real systems of the form (1.1) are formally identical to linear systems with complex coefficient matrix A c := W + iT ∈ C n×n , where i = √ −1 denotes the imaginary unit. The algorithm described in [5] is a modified HSS (MHSS) iteration method; the one introduced in [6] is a preconditioned variant of MHSS, called PMHSS.
In the following we develop a PMHSS iterative method for solving the block two-by-two linear system (1.1), establish its convergence theory, and analyze the spectral properties of the corresponding preconditioned matrix. The PMHSS iteration scheme is, in spirit, analogous to the preconditioned HSS iteration methods discussed above (see also [14, 10, 7] for detailed treatments) for solving non-Hermitian positive definite linear systems. Convergence analysis has shown that the PMHSS iteration method is convergent when both W and T are symmetric positive semidefinite and at least one of them is positive definite. For certain special cases of the PMHSS iteration method, this convergence condition can be weakened to the one that both matrices W and T are symmetric positive semidefinite satisfying null(W) ∩ null(T) = {0}, where null(·) represents the null space of the corresponding matrix. Also, the PMHSS iteration method naturally leads to a preconditioning matrix for the block two-by-two matrix A. For the afore-mentioned special PMHSS preconditioners, the eigenvalues of the preconditioned matrices are clustered within complex disks centered at 1 with radii
α+1 , and the matrix of the corresponding eigenvectors are of the condition number κ 2 (αW + T), where α > 0 is the iteration parameter and κ 2 (·) represents the condition number in the Euclidean norm.
In this paper the PMHSS iteration method is applied to a class of KKT linear systems arising from a finite-element discretization of a class of distributed control problems [20, 19, 23, 4] . In order to apply the method, we first eliminate the Lagrange multiplier from the original KKT system to obtain a block two-by-two system which is then diagonally scaled so as to obtain linear systems of the form (1.1). The PMHSS iteration method for such a scaled block two-by-two linear system is then transformed back to the original variables, resulting in the PMHSS iteration method and, therefore, the PMHSS preconditioner, for the (non-scaled) block two-by-two linear system. Numerical results in Section 4 below show that the PMHSS iteration methods, when used to precondition Krylov subspace methods such as GMRES [16] , lead to rapid convergence and tend to outperform the constraint preconditioners proposed in [23] ; see also [18, 3, 11, 12, 21] and the references therein for additional information on constraint preconditioning.
The organization of the paper is as follows. In Section 2, we establish the PMHSS iteration method and analyze its convergence and preconditioning properties. In Section 3, we derive the PMHSS iteration method for a class of block two-by-two linear systems arising from the distributed control problems. Numerical results are given in Section 4 to show the effectiveness of the PMHSS preconditioner. Finally, in Section 5 we end the paper with some conclusions and remarks.
The PMHSS Iteration Method
The block two-by-two linear system (1.1) can be rewritten as a fixed-point equation as follows:
Alternatively, it can also be rewritten into another fixed-point equation as follows:
Alternating between these two splittings leads to the (real) PMHSS iteration method for systems of the form (1.1), described as follows. Here and in the sequel, we use (·) T to denote the transpose of either a vector or a square matrix.
where α is a given positive constant and V ∈ R n×n is a prescribed symmetric positive definite matrix.
.
Then after straightforward derivations we can reformulate the PMHSS iteration scheme (2.1) into the standard form
where
Note that L(V; α) is the iteration matrix of the PMHSS iteration method (real version), i.e., Method 2.1.
By straightforward computations we can also show that the spectral radius of L(V; α) is bounded by a quantity σ(α), which only depends on the iteration parameter α. This fact is precisely stated in the following theorem.
Theorem 2.1. Let A ∈ R 2n×2n be the block two-by-two matrix defined as in (1.1), with both W ∈ R n×n and T ∈ R n×n being symmetric positive semidefinite matrices, and let α be a positive constant. Then the following statements hold true: (i) A is nonsingular if and only if null(W) ∩ null(T) = {0};
(ii) if W is symmetric positive definite, the spectral radius of the PMHSS iteration matrix
i.e., the PMHSS iteration, defined by Method 2.1, converges unconditionally to the unique solution of the block two-by-two linear system (1.1) for any initial guess, where sp(·) denotes the spectral set of the corresponding matrix;
(iii) for the choice α ⋆ = γ min γ max , with γ min and γ max being the smallest and the largest eigenvalues of the matrix V −1 W, it holds that
Proof. We first prove (i).
Necessity: If there exists a nonzero vector y ∈ null(W)∩null(T), then it follows from Wy = 0 and Ty = 0 that Ax = 0, where x = (y T , y T ) T ∈ R 2n is a nonzero vector. This obviously contradicts the assumption that A ∈ R 2n×2n is nonsingular. Hence, it must hold that null(W) ∩ null(T) = {0}.
, with y, z ∈ R n , such that Ax = 0, i.e., Wy − Tz = 0 and Ty + Wz = 0.
Then we easily have
Because W and T are symmetric positive semidefinite matrices and null(W) ∩ null(T) = {0}, we see that W + T is a symmetric positive definite matrix. Therefore, by solving y from the first equation in (2.2) we get
and by substituting it into the second equation in (2.2) we get
Noticing that the matrix [(W + T)
is symmetric positive definite, we immediately obtain z = 0 and, thus, y = 0. This shows that A ∈ R 2n×2n must be nonsingular.
To demonstrate (ii), we first introduce the notation
and
Then there exist orthogonal matrices
By block scaling and matrix similarity we know that the PMHSS iteration matrix L(V; α) is similar to the matrix
Here we have used the facts that sp( W) = sp(V −1 W) and sp( T) = sp(V −1 T). Noticing that sp(V −1 T) ⊆ [0, +∞), we see that for ∀ µ ∈ sp(V −1 T), the bounds
are valid. Hence, it holds that
The validity of (iii) follows immediately from the estimate
and the fact that this upper bound attains the minimum at α ⋆ = γ min γ max . By making use of this α ⋆ we get
. 2
In addition, if we introduce matrices
then it holds that
Therefore, the PMHSS iteration scheme (2.1) is induced by the matrix splitting A = F(V; α) − G(V; α) defined in (2.5). It follows that the splitting matrix F(V; α) given in (2.3) can be used as a preconditioning matrix for the block two-by-two matrix A ∈ R 2n×2n in (1.1), which will be referred as the PMHSS preconditioner.
In actual implementations, the action of the preconditioning matrix F(V; α), when used to precondition Krylov subspace methods, is often realized through solving a sequence of generalized residual equations of the form
where r = (r T a , r T b ) T ∈ R 2n , with r a , r b ∈ R n , represents the current residual vector, while
, with v a , v b ∈ R n , represents the generalized residual vector. By making use of the concrete structures of the matrices F(V; α) in (2.3) and P(α) in (2.4), we obtain the following procedure for computing the vector v:
by solving the systems of linear equations
Note that both matrices αV + W and αV + T are symmetric positive definite. Hence, the above four systems of linear equations can be solved effectively either exactly by Cholesky factorizations or inexactly by some conjugate gradient or multigrid scheme; see [9] .
In particular, when V = W, we have
We note that the PMHSS iteration scheme in the real version is induced from the matrix splitting
with P(α) being defined in (2.4).
Moreover, it holds that
see Theorem 2.1(ii). We can further prove the convergence of this PMHSS iteration method under weaker conditions without imposing the restriction that the matrix W ∈ R n×n is positive definite. This result is precisely stated in the following theorem.
Theorem 2.2. Let A ∈ R 2n×2n be the block two-by-two matrix defined as in (1.1), with W ∈ R n×n and T ∈ R n×n being symmetric positive semidefinite matrices satisfying null(W) ∩ null(T) = {0}, and let α be a positive constant. Then the spectral radius of the PMHSS iteration matrix
i.e., the PMHSS iteration converges unconditionally to the unique solution of the block two-bytwo linear system (1.1) for any initial guess.
Proof. Because W and T are symmetric positive semidefinite matrices, null(W) ∩ null(T) = {0}, and α > 0, we know that the matrix αW + T is symmetric positive definite. Based on the identities
from (2.6) we immediately have
which is similar to the matrix
By noticing
For ∀µ (α) ∈ sp( Z (α) ), it easily follows from sp(
2 The spectral properties of the preconditioned matrix F(α) −1 A are established in the following theorem.
Theorem 2.3. Let A ∈ R 2n×2n be the block two-by-two matrix defined as in (1.1), with W ∈ R n×n and T ∈ R n×n being symmetric positive semidefinite matrices satisfying null(W) ∩ null(T) = {0}, and let α be a positive constant. Define Z (α) = (αW + T)
n the eigenvalues of the symmetric matrix Z (α) ∈ R n×n , and by q 
and the corresponding eigenvectors are
Proof. Define matrices
Then it holds that
Because the inverse of the matrix P(α) defined in (2.4) is given by
and the matrices W −T T W and I I −I I commute, from (1.1) and (2.7) we easily get
Based on the identities
we further obtain from (2.9) that
Then by straightforward computations we have
Now, it follows from (2.10) that
Moreover, as Q (α) ∈ R n×n is orthogonal and U (α) ∈ C n×n is unitary, we immediately find that
Remark 2.1. The previous result requires some comments. Because of the non-uniqueness of the eigenvectors, the condition number κ 2 ( X (α) ) of the eigenvector matrix is also not uniquely defined. One possibility is to replace it with the infimum over all possible choices of the eigenvector matrix X (α) , in which case the quantity κ 2 (αW + T) provides an upper bound for the condition number of the eigenvectors which can be pessimistic. However, the infimum is not easily computable. As an approximation, we will use instead the condition number of the matrix formed with the normalized eigenvectors returned by the eig function in Matlab. When the eigenvectors are normalized in the 2-norm, X (α) is replaced by
In the special case when the coefficient matrix A ∈ R 2n×2n is normal, we can easily see that the PMHSS-preconditioned matrix F(α) −1 A is also normal. In this case the condition number of the normalized eigenvector matrixX (α) is of course exactly equal to one. This property is formally stated in the following theorem, which can be proved in an analogous fashion to [6, Theorem 3.3] .
Theorem 2.4. Let the conditions of Theorem 2.3 be satisfied, and the eigenvector matrix X (α) be normalized as in Remark 2.1 withX (α) being the normalized matrix. Assume that the matrix A ∈ R 2n×2n is normal. Then it holds that κ 2 (X (α) ) = 1. Moreover, the orthogonal eigenvectors q 2 . This shows that when
is used to precondition the matrix A ∈ R 2n×2n , the eigenvalues of the preconditioned matrix F −1 A are contained within the complex disk centered at 1 with radius
2 . Moreover, Theorem 2.3 indicates that the matrix F −1 A is diagonalizable, with the matrix X (1) , formed by its eigenvectors, satisfying κ 2 ( X (1) ) = κ 2 (W + T). Hence, the preconditioned Krylov subspace iteration methods, when employed to solve the block two-by-two linear system (1.1), can be expected to converge rapidly when κ 2 (W + T) is not too large. We emphasize that this is a sufficient condition only. As the previous theorem shows, the condition is certainly satisfied in the normal case.
Applications to the Numerical Solution of Distributed Control Problems
Consider the distributed control problem
with u = g on ∂Ω 1 and
where Ω is a domain in R 2 or R 3 , ∂Ω is the boundary of Ω, and ∂Ω 1 and ∂Ω 2 are two parts of ∂Ω satisfying ∂Ω 1 ∪ ∂Ω 2 = ∂Ω and ∂Ω 1 ∩ ∂Ω 2 = ∅. Such problems, introduced by Lions in [20] , consist of a cost functional (3.1) to be minimized subject to a partial differential equation (PDE) problem (3.2)-(3.3) posed on the domain Ω. Here, the function u * (the "desired state") is known, and we want to find u which satisfies the PDE problem and is as close to u * as possible in the L 2 -norm sense. For recent references on this topic, see, e.g., [19, 4] .
When the PDE-constrained optimization problem (3.1)-(3.3) is treated with the discretizethen-optimize approach [23] through application of a Galerkin finite-element method to its weak formulation, we obtain a KKT system in the following saddle-point form:

where M ∈ R m×m is the mass matrix, K ∈ R m×m is the stiffness matrix (the discrete Laplacian), β > 0 is the regularization parameter, d ∈ R m contains the terms coming from the boundary values of the discrete solution, and b ∈ R m is the Galerkin projection of the discrete state u * . In addition, λ is a vector of Lagrange multipliers.
The saddle-point linear system (3.4) can be equivalently rewritten in block-element form as By substituting this expression with respect to λ into the other two equations in (3.5), we obtain
or equivalently,
We remark that the block two-by-two linear system (3.7), together with (3.6), are equivalent to the saddle-point linear system (3.4). Recall that M ∈ R m×m is the mass matrix and is, thus, symmetric positive definite. Therefore, the matrix A ∈ R 2m×2m is positive real, i.e., its symmetric part is positive definite.
In the remainder of this section we assume that the stiffness matrix K is symmetric and positive semidefinite; this assumption is slightly more general than needed for the treatment of the particular distributed control problem (3.1)-(3.3), for which K is positive definite. Through symmetric block-scaling by the diagonal matrix
where I ∈ R m×m represents the identity matrix, we can reformulate the block two-by-two linear system (3.7) into the form of (1.1), with
Now, first applying Method 2.1 directly to the block two-by-two linear system (1.1), and then transforming the induced iteration scheme back to the original variables through (3.9) and (3.10), with the notational replacement V = V we obtain the PMHSS iteration method for solving the block two-by-two linear system (3.7) as follows.
where α is a given positive constant and V ∈ R m×m is a prescribed symmetric positive definite matrix.
We easily see that the convergence rate of the PMHSS iteration sequence generated by Method 3.1 is bounded by
Moreover, the PMHSS preconditioner induced from Method 3.1 for the block two-by-two linear system (3.7) is given by
see (2.3), (2.4) and (3.8) for the definitions of the matrices F(V; α), P(α) and D, respectively.
Here we have applied the relationships in (3.9).
In actual implementations, the action of the preconditioning matrix F (V ; α), when used to precondition the Krylov subspace iteration methods, is often realized through solving a sequence of generalized residual equations of the form
where r = (r T a , r T b ) T ∈ R 2m , with r a , r b ∈ R m , represents the current residual vector, while
, with v a , v b ∈ R m , represents the generalized residual vector. By making use of the concrete structure of the matrix F (V ; α), we obtain the following procedure for computing the vector v:
(i) compute v a , v b ∈ R m by solving the systems of linear equations
Note that both matrices αV + M and αV + √ 2βK are symmetric positive definite. Hence, the above four systems of linear equations can be solved effectively either exactly by Cholesky factorizations or inexactly by some conjugate gradient or multigrid scheme; see [9] .
In particular, when V = M , the PMHSS preconditioning matrix F (V ; α) defined in (3.11) through (3.12) reduces to
If α = 1, then we further have
where P = 1 2β
We stress that our solution approach is not limited to the special (and rather simple) model problem (3.1)-(3.3), and that it can handle any kind of distributed control problem leading to KKT systems of the form (3.4) with K symmetric and positive (semi-)definite. Hence, a broad class of elliptic PDE constraints can be accommodated besides Poisson's equation.
Numerical Results
In this section, we use the following example to examine the numerical behavior of the PMHSS preconditioning matrix and the corresponding preconditioned Krylov subspace iteration methods:
Example 4.1. [23] Let Ω = [0, 1] 2 be a unit square and consider the distributed control problem (3.1)-(3.3), with ∂Ω 2 = ∅, g = u * and
otherwise.
To this end, we solve the system of linear equations (3.4) by the projected conjugate gradient method preconditioned with the constraint preconditioning matrix P C and its approximation (inexact variant) P (app) C (see, e.g., [18] ), and solve the system of linear equations (3.7) by the GMRES method preconditioned with the PMHSS preconditioning matrices F (α) and F , defined by (3.13) and (3.14), and their inexact variants F (app) (α) and F (app) . Here, in the action of P (app) C , the approximation K (app) to the matrix K is set to be two AMG V-cycles obtained by the amg operator in the software COMSOL Multiphysics 2 , while the approximation M (app) to the matrix M is set to be 20 steps of Chebyshev semi-iteration approximation; see [23] . In computing the actions of the inverses of F (app) (α) and F (app) , the inverses of the approximations G (app) (α) and G (app) corresponding to the matrices G(α) := αM + √ 2βK and G := M + √ 2βK are also implemented by 20 steps of Chebyshev semi-iteration.
In our implementations, all iteration processes are terminated once the Euclidean norms of the current residuals are reduced by a factor of 10 4 from those of the initial residuals, and the iteration parameters α opt adopted in the PMHSS preconditioners F (α) and F (app) (α) are the experimentally found optimal ones that minimize the total iteration steps of the corresponding iteration processes; see Table 1 .
In Tables 2-3 we list the numbers of iteration steps and the computing times (in parentheses) with respect to the constraint preconditioner, the PMHSS preconditioners and their inexact variants, which are employed to precondition the projected CG and the GMRES methods, respectively. The optimal iteration parameters α opt used in these two tables are those given in Table 1 .
From Table 2 we see that the number of iteration steps of the preconditioned projected conjugate gradient (PPCG) method, with the constraint preconditioner, is independent of the discretization meshsize h, with h =
, when β = 10 −2 and 10 −4 . It is mildly dependent on the discretization meshsize h when β = 10 −6 , and is strongly dependent on h when β = 10 −8 . The number of iteration steps of the PMHSS-preconditioned GMRES method, with the preconditioner F (α opt ) or F , is roughly independent of the discretization meshsize h for all tested values of β. In addition, as β decreases from 10 −2 to 10 −8 , the number of iteration steps of the PPCG method changes drastically, while that of the PMHSS-preconditioned GMRES method remains nearly constant. These observations indicate that the PMHSS preconditioner shows hand β-independent convergence properties, whereas the constraint preconditioner does not.
For β ranging from 10 −2 to 10 −6 , the computing times of the PMHSS-preconditioned GMRES method are comparable with those of the PPCG method when h = 2 −j , j = 2, 3, 4, 5; they are, however, one order of magnitude less than those of the PPCG method when h = 2 −6 . For β = 10 −8 , the computing times of the PMHSS-preconditioned GMRES method are comparable with those of the PPCG method when h = 2 −j , j = 2, 3, 4; they are, however, one order of magnitude less than those of the PPCG method when h = 2 −5 and 2 −6 . This shows that the Table 1 : Experimental optimal parameters for F (α)-and F (app) (α)-preconditioned GMRES methods.
performance of the PMHSS-preconditioned GMRES method is comparable to or better than that of the PPCG method.
Moreover, and importantly, the iteration steps and the computing times with respect to both preconditioners F (α opt ) and F are almost the same. This implies that in actual implementations of the PMHSS preconditioning matrix one should simply take the iteration parameter α to be 1, resulting in a parameter-free method; see Figures 1 and 2 .
Comparing the results in Tables 2 and 3 we observe that the inexact PMHSS preconditioner F (app) (α opt ) yields almost the same iteration steps and computing times as the exact PMHSS preconditioner F (α opt ) when β = 10 −6 and 10 −8 . This phenomenon also occurs for the inexact and the exact constraint preconditioners P (app) C and P C when β = 10 −2 and 10 −4 .
Moreover, from Table 3 we see that F (app) performs as well as F (app) (α opt ), as both of them produce exactly the same iteration steps and nearly the same computing times. Therefore, in actual computations we may adopt the inexact preconditioning matrices rather than the exact ones to accelerate the PPCG and the GMRES methods and, instead of the experimentally found optimal parameters α opt , we may simply take α = 1 to obtain nearly optimal numerical results.
In Table 4 we list the Euclidean condition numbers κ 2 (X (αopt) ) of the normalized matrices X (αopt) from the eigenvector matrices X (αopt) of the PMHSS-preconditioned matrices F(α) −1 A with respect to different mesh sizes h and regularization parameters β, where α opt are the experimentally found optimal values of the parameters α. We see that the eigenvector condition numbers depend in a complicated way on h and β, making it difficult to draw any definite conclusion. While for β = 10 −2 the condition number does not grow too fast as h is decreased, we see that for smaller values of β it can become large. On the other hand, the theory guarantees that the eigenvalues remain confined to the disk centered at 1 with radius √ 2 2 , regardless of h and β. Hence, the numerical experiments suggest the view that for this particular class of problems, the eigenvalues are indeed descriptive of GMRES convergence, with the eigenvectors not playing much of a role (if any). We refer the reader to the recent paper [22] for a discussion of this and related issues.
Concluding Remarks
The PMHSS iteration method provides a fairly general framework for solving block two-by-two linear systems arising from the discretization of a class of distributed control problems. For this class of linear systems, choosing V = W (which is just a mass matrix) one can construct highquality preconditioners for which the eigenvalues of the preconditioned matrices are clustered within complex disks centered at 1 with radii δ(α) := √ α 2 +1
α+1 , and the matrices of the corre- 
