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intéressantes suggestions, ainsi que Vlad Sergiescu d’avoir accepté de participer au jury.
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forcé d’imagination pour me donner l’illusion bienveillante que je pourrai un jour, qui sait, faire
quelque chose de ma vie.
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l’enseignement pendant ces trois années.
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l’attendre en vélo au col de la Croix Perrin. Il me semble que nous étions tout de même arrivés
6
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un véritable festival pour les papilles.
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Chapitre 1
Introduction
On considère Σpg,n une surface orientable de type fini épointée et à bord : c’est la
réunion de g tores à laquelle on ôte p points et n disques ouverts (g, n, p ∈ N). Le
complexe de courbes, introduit pour la première fois par Harvey ([Har81]) et défini
ici dans la section 2.2, est un complexe simplicial dont les sommets sont les classes
d’homotopies de courbes simples fermées non orientées et non triviales. Une courbe
simple fermée (on appellera cela un lacet) est essentielle si elle n’est pas le bord d’un
disque, d’un disque à une piqûre, ou si elle ne borde pas un cylindre avec une composante
de bord de la surface. Un ensemble de sommets {α1, ..., αk} forme un k-simplexe si
et seulement si les classes α1, ..., αk ont des représentants deux à deux disjoints. On
remarque que le complexe de courbes d’une surface Σpg,n est isomorphe au complexe
de courbes d’une surface Σ0g,n+p, de sorte que dans la suite, on ne considèrera que des
surfaces à n composantes de bord que l’on notera génériquement Σg,n. On rappelle que
la caractéristique d’Euler est un invariant topologique dont on connâıt la valeur explicite
pour une surface orientable de type fini : elle vaut χ(Σg,n) = 2− 2g + n.
Le complexe des courbes d’une telle surface offre, notamment lorsque la surface a une
caractéristique d’Euler négative, de nombreuses propriétés topologiques et géométriques.
En tant qu’espace topologique, le complexe de courbes est homotopiquement équivalent à
un bouquet de sphères dont la dimension est une formule explicite ne dépendant que de sa
caractéristique d’Euler ([Har86]). Le complexe de courbes est un espace (−χ(Σg,n)− p)-
connexe, où p est égal à 1,2 ou 3 suivant le type topologique de Σg,n ([Iva87]). Muni
de sa métrique combinatoire, le 1-squelette du complexe de courbes d’une surface de
caractéristique d’Euler négative est un espace δ-hyperbolique au sens de Gromov, de
diamètre infini ([MM99]). La preuve de ce résultat important se base sur la construction
d’une quasi-isométrie entre l’espace de Teichmüller T (Σg,n) et le complexe de courbes
C(Σg,n). Bien que Masur et Wolf aient montré dans ([MW95]) que l’espace de Teichmüller
T (Σg,n), muni de la métrique de Teichmüller, n’est pas hyperbolique au sens de Gro-
mov, Masur et Minsky ont démontré plus tard ([MM99]) que T (Σg,n) est relativement
hyperbolique par rapport à une certaine famille de sous-ensembles fermés notés Thinα.
Etant donné α un sommet de C(Σg,n), on définit Thinα comme étant le sous-ensemble
de T (Σg,n) où la longueur extrémale de α est inférieure à un certain ε > 0 fixé à l’avance.
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Ainsi, les auteurs montrent que l’espace de Teichmüller électrique Tel(Σg,n), obtenu de
T (Σg,n) en réduisant les sous-ensembles Thinα à des sous-ensembles de diamètre 1, est
hyperbolique au sens de Gromov. De plus, Masur et Minsky montrent que Tel(Σg,n)
et C(Σg,n) sont quasi-isométriques, ce qui permet d’affirmer que C(Σg,n) est également
hyperbolique au sens de Gromov. Par la suite, Klarreich ([Kla99]) a calculé le bord à
l’infini du complexe de courbes et montré que c’est l’espace de feuilletages minimaux sur
Σg,n.
Le groupe modulaire de Σg,n, noté Mod(Σg,n) et introduit dans la section 2.1, est
le groupe des classes d’homotopie des homéomorphismes de Σg,n préservant ou non
l’orientation 1. L’image par un homéomorphisme f de Σg,n d’un lacet essentiel est un
lacet essentiel, les images par f de deux lacets homotopes sont deux lacets homotopes,
les images par f de deux lacets disjoints sont deux lacets disjoints. Ainsi, le complexe
de courbes est un espace naturel sur lequel agit le groupe modulaire d’une surface. On
a un morphisme naturel (section 2.5) :
Ψ : Mod(Σg,n) −→ Aut(C(Σg,n))
Il existe d’autres complexes sur lesquels le groupe modulaire agit de façon évidente,
notons par exemple le complexe de pantalons, le complexe des arcs, le complexe des
courbes séparantes. Pour plus de détails, voir la section 2.3.
En 1997, Ivanov ([Iva97]) est le premier à apporter une réponse à la question générale
suivante :
Question 1. Le groupe modulaire d’une surface Σ est-il isomorphe au groupe d’auto-
morphismes du complexe C(Σ), où C(Σ) est un complexe de courbes ou de décompositions
de la surface Σ ?
Dans le cadre des hypothèses décrites ci-dessus, cela revient à se demander si ce
morphisme naturel Ψ est un isomorphisme. La réponse est positive pour les surfaces de
genre g ≥ 2. Dans le même temps, Korkmaz ([Kor99]) résoud les cas de surface de genre
g ≤ 1. Plus tard, une nouvelle preuve traitant le cas de tous les types de surfaces est
donnée par Luo ([Luo00]), apportant pour la première fois une réponse au cas de Σ1,2.
Puis une réponse analogue concernant le complexe de décompositions en pantalons est
traité par Margalit ([Mar04]).
Dans le Chapitre 2, on mettra en avant certaines techniques, maintenant devenues
standard, développées par Ivanov puis Korkmaz pour la preuve de la surjectivité du mor-
phisme Ψ. Le noyau de l’application Ψ est le centre du groupe modulaire, qui est trivial
dans la plupart des cas. Leur démarche consiste à étudier des propriétés topologiques des
automorphismes du complexe. Après avoir classifié certains types de classe d’homotopie
de lacets de la surface, on montre que ces types sont préservés par tout automorphisme.
Une classe d’homotopie de lacet essentiel de la surface Σg,n est une donnée topologique,
1. On prendra garde au fait que dans la littérature, on trouvera souvent le nom “groupe modulaire
étendu“, tandis que le groupe modulaire concerne seulement les homéomorphismes préservant l’orien-
tation. Ici, sauf quand cela est précisé, le groupe modulaire contient les classes d’homéomorphismes ne
préservant pas l’orientation.
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mais aussi combinatoire en tant que sommet du complexe de courbes C(Σg,n). Pour faire
le lien entre les deux, il est utile de considérer un complexe auxiliaire associé à chaque
classe d’homotopie d’un lacet α (et donc à chaque sommet de C(Σg,n), que l’on nommera
le link L(α). Le link L(α) est un sous-complexe de C(Σg,n) dont les sommets sont les
sommets de C(Σg,n) adjacents à α dans C(Σg,n). Cela revient à considérer l’ensemble
des classes de lacets essentiels disjoints de α, donc le complexe de courbes de la surface
obtenue de Σg,n après le découpage le long de α. On détaille l’utilité du link dans la
section 2.6.2. On donne un exemple d’application de ces techniques dans la section 2.6.5.
Dans le Chapitre 3, j’apporte une réponse (voir le Théorème 7) à la question 1 ap-
pliquée à une surface Σ0,∞ de type infini et au complexe de décompositions de Σ0,∞.
Les définitions et résultats de ce chapitre proviennent de [FN11]. La surface Σ0,∞ est
une surface planaire, orientée, de genre zéro, homéomorphe à un voisinage fermé de
l’arbre binaire infini sans racine plongé dans le disque hyperbolique D2. On définit en-
suite un groupe modulaire adapté à cette surface, que l’on appelle le groupe modulaire
asymptotique Moda(Σ0,∞). Ce groupe est l’ensemble des classes d’homotopie des homé-
omorphismes de Σ0,∞ préservant une structure additionnelle, appelée structure rigide, en
dehors d’une sous-surface compacte de Σ0,∞. Une structure rigide est une décomposition
de la surface en hexagones. On fixe une décomposition τ∗ que l’on appelle la structure
canonique. Par la suite, on construit un complexe 2-cellulaire CP(Σ0,∞) dont les sommets
représentent l’ensemble des décompositions de Σ0,∞ en hexagones cöıncidant asympto-
tiquement avec τ∗. Deux sommets sont reliés par une arête si on peut relier par à un
mouvement élémentaire les deux décompositions. Les 2-cellules remplissent les 4-cycles
et les 5-cycles que l’on trouve dans le graphe ainsi construit.
En considérant la surface Σ0,∞ comme étant le disque hyperbolique auquel on ajoute
une infinité de points de son bord, on peut voir toute décomposition en hexagones de
Σ0,∞ comme une triangulation idéale du disque hyperbolique D2. Ce point de vue permet
notamment de constater que le groupe modulaire asymptotiquement rigide ainsi défini
est isomorphe au groupe de Thompson T . Rappelons que le groupe de Thompson T est
un groupe d’homéomorphismes du cercle, linéaires par morceaux et vérifiant certaines
propriétés (voir [CFP96] et Définition 3.1.6).
Ensuite, on étudie l’action de Moda(Σ0,∞) (ou de manière équivalente T ) par auto-
morphismes de CP(Σ0,∞). On montre que celle-ci est transitive et que le morphisme
naturel qui envoie un élément de T sur un élément de Aut(CP(Σ0,∞)) est injectif.
Réciproquement, afin de voir si tout automorphisme de CP(Σ0,∞) admet un antécédent
dans Moda(Σ0,∞), on étudie les propriétés des automorphismes en les faisant agir sur
un complexe auxiliaire, le link d’un sommet de CP(Σ0,∞) (par analogie avec la définition
du link dans le Chapitre 2, voir la section 3.4.1). On montre que tous les links sont iso-
morphes, de sorte que l’on peut se ramener à n’étudier que le link de la décomposition
standard LΣ0,∞(τ∗). Son 1-squelette n’est rien d’autre que le graphe d’adjacence de la
décomposition τ∗ : chaque sommet représente un arc de τ∗, et deux sommets sont reliés
par une arête s’ils représentent deux arcs bordant un même hexagone de τ∗.
On constate par ailleurs que tout automorphisme de Aut(CP(Σ0,∞)) induit naturelle-
ment un isomorphisme de link. Réciproquement, sous certaines conditions sur l’isomor-
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phisme de link (voir la section 3.4.2), un isomorphisme de link provient d’un automor-
phisme de CP(Σ0,∞). On obtient alors que le groupe des automorphismes de CP(Σ0,∞)
est isomorphe à une extension de T par Z/2Z.
Le groupe Z/2Z est isomorphe au groupe engendré par l’homéomorphisme agis-
sant comme une symétrie sur Σ0,∞. Cette extension de T revient donc à inclure les
homéomorphismes ne préservant pas l’orientation. J’obtiens ainsi un véritable analogue
au théorème d’Ivanov que l’on peut reformuler ainsi :
Théorème. Le groupe des automorphismes de CP(Σ0,∞) est isomorphe au groupe mo-
dulaire asymptotique étendu de la surface Σ0,∞.
On tire également de cette étude certaines propriétés du complexe CP(Σ0,∞). Du
fait de son lien avec le complexe de triangulation d’un polygone convexe, on déduit
la connexité et simple connexité de CP(Σ0,∞) (Prop 3.3.2). Par ailleurs, on peut voir
directement que ce complexe n’est pas δ-hyperbolique au sens de Gromov (Prop 3.3.4).
En effet, on peut même construire des triangles géodésiques aussi larges que l’on veut.
Cela vient du fait qu’il y a une infinité d’arcs d’une décomposition auxquels on peut
appliquer un mouvement élémentaire.
Dans le Chapitre 4, je m’intéresse à une autre surface de type infini S0,∞ qu’on
obtient en recollant deux copies de Σ0,∞ le long de son bord. Dans l’idée de répondre
à la problématique énoncée dans la question 1, on définit comme dans le Chapitre 3 un
groupe modulaire de S0,∞. On part du groupe modulaire asymptotique défini par Funar
et Kapoudjian ([FK04]), à savoir le groupe modulaire universel de genre zero B, dont
les éléments préservent asymptotiquement une certaine structure que l’on adjoint à la
surface. Cette structure est la donnée d’une décomposition en pantalons de S0,∞ et d’une
collection d’arcs, appelés coutures, qui sépare la surface en deux composantes connexes,
que l’on nomme respectivement la face visible et invisible. On définit ensuite le groupe
B
1
2 , contenant B, dont les éléments présevent asymptotiquement une décomposition en
pantalons uniquement. Le groupe modulaire B̂
1
2 que l’on définit (Définition 4.2.12) est
une complétion du groupe B
1
2 qui est finiment engendré (voir la section 4.3.6). Ce groupe
est constitué de classes d’homotopie d’homéomorphismes de S0,∞, préservant ou non
l’orientation, stabilisant asymptotiquement la décomposition en pantalons standard E
fixée à l’avance. Par construction, le groupe modulaire d’une sphère Σ0,n à n trous se
plonge naturellement dans B̂
1
2 . Il est à noter que B̂
1
2 est une extension du groupe de
Thompson V , qui lui même contient T comme sous-groupe.
Dans la section 4.4, on définit un complexe 2-cellulaire CP(S0,∞) dont les sommets
représentent les décompositions en pantalons de S0,∞ cöıncidant avec la décomposition
standard E en dehors d’un compact. De même que dans le cas compact, on relie deux
sommets s’ils représentent deux décompositions en pantalons différant d’un mouvement
élémentaire. On obtient ainsi des 3-cycles,4-cycles et 5-cycles que l’on remplit par des
2-cellules.
On peut ensuite étudier l’action naturelle de B̂
1
2 sur CP(S0,∞) par automorphismes.
Un raisonnement analogue au cas de Σ0,∞ permet de voir immédiatement que cette
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application Ψ : B̂
1
2 → Aut(CP(S0,∞)) est injective. Je montre le résultat suivant (voir le
Théorème 8) :
Théorème. Le groupe modulaire B̂
1
2 est isomorphe au groupe des automorphismes de
CP(S0,∞).
Dans la section 4.5.1, pour tout sommet F de CP(S0,∞), on définit un graphe coloré
LS0,∞(F ) dont les sommets sont les sommets adjacents à F dans CP(S0,∞) et qui encode
la géométrie de CP(S0,∞) autour de F . Ainsi, tout automorphisme de CP(S0,∞) induit un
isomorphisme de LS0,∞(E) dans LS0,∞(F ), où F est l’image de E par cet automorphisme.
On étudie ensuite la structure de LS0,∞(E) (section 4.5.2) avant de voir comment agissent
les générateurs de B̂
1
2 en tant qu’isomorphismes de link (sections 4.5.4 et 4.5.5).
La section 4.6 permet de faire le lien entre les résultats concernant les surfaces de
type fini Σ0,n et le cas de S0,∞. On montre que tout automorphisme de CP(S0,∞) induit
naturellement un automorphisme du complexe de pantalons de Σ0,n. Cela permet de voir
en utilisant le théorème de Margalit (Théorème 5, [Mar04]) que pour tout automorphisme
φ de CP(S0,∞), il existe un élément de B̂
1
2 dont l’action sur CP(S0,∞) cöıncide avec
φ sur un compact de S0,∞ (Lemme 4.6.1). Ce résultat implique que localement, un
automorphisme de CP(S0,∞) se comporte comme un élément de B̂
1
2 , ce qui me permet
de construire une fonction réciproque à l’application Ψ et démontrer le Théorème 8.
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Chapitre 2
Complexes de courbes et groupes
modulaires
2.1 Groupe modulaire d’une surface compacte
2.1.1 Définition et exemples
On se donne Σg,n une surface connexe, orientable, compacte, de genre g, avec n
composantes de bord.
Définition 2.1.1. Le groupe modulaire 1 Mod(Σg,n) de la surface Σg,n est le groupe
des classes d’homotopie des homéomorphismes de Σg,n préservant ou non l’orienta-
tion, respectant une paramétrisation donnée des composantes de bord et pouvant per-
muter les composantes de bord entre elles. Autrement dit, Mod(Σg,n) est le quotient
Homeo(Σg,n)/Homeo0(Σg,n), où Homeo0(Σg,n) est le groupe des homéomorphismes ho-
motopes à l’identité.
Définition 2.1.2. Le groupe modulaire pur (noté PMod(Σg,n)) est le sous-groupe de
Mod(Σg,n) constitué des éléments qui fixent le bord de la surface point par point.
Ces deux groupes sont reliés par la suite exacte suivante, où Sn est le groupe des
permutations de l’ensemble à n éléments.
1 → PMod(Σg,n) → Mod(Σg,n) → Sn → 1
Voyons maintenant quelques exemples fondamentaux d’éléments du groupe modu-
laire d’une surface.
Involution hyperelliptique
Prenons une surface fermée Σg,0 de genre g ≥ 0. On peut la représenter par un
polygone à 4g + 2 côtés dont on a identifié les côtés opposés deux à deux. On considère
1. Le groupe modulaire est souvent appelé mapping class group, ou mapping class group étendu
quand il inclut les classes d’homéomorphismes renversant l’orientation.
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un homéomorphisme h de Σg,0 qui agit comme une rotation d’angle π sur le polygone.
Si on considère la surface plongée dans R3, cela revient à définir une rotation d’angle π
autour d’un axe comme cela est représenté sur la Figure 2.1
Figure 2.1 – La rotation d’angle π autour de l’axe est une involution hyperelliptique
Twist de Dehn
Etant donnée une surface Σg,n, on appelle lacet de Σg,n une courbe simple fermée
dessinée sur la surface.
On considère un lacet orienté a de Σg,n, A = S
1 × [0, 1] un anneau, A′ un voisinage
régulier de a dans Σg,n et f : A→ A′ un homéomorphisme préservant l’orientation.
On définit le twist T sur l’anneau A par T (θ, t) = (θ + 2πt, t), puis l’application Ta
sur Σg,n qui
Ta(x) =
{
f ◦ T ◦ f−1(x) x ∈ A′
x x ∈ Σg,n \A′
On note α la classe d’homotopie (libre) du lacet a. La classe d’homotopie de l’appli-
cation Ta définit un élément non trivial tα du groupe modulaire, ne dépendant que de
la classe α ([FM11]). On appelle tα le twist de Dehn le long de α. Voir la Fig 2.2 pour
l’illustration d’un exemple.
Figure 2.2 – Action d’un twist de Dehn sur un segment
On rappelle quelques propriétés de base à savoir sur les twists, que l’on trouve par
exemple dans [FM11] :
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Proposition 2.1.1. Soient α et β deux classes d’homotopie de lacets de Σg,n. Alors les
deux twists tα, tβ ∈ Mod(Σg,n) sont égaux si et seulement si α = β.
Proposition 2.1.2. Soit f ∈ Mod(Σg,n) et α la classe d’homotopie d’un lacet de Σg,n.
Alors
tf(α) = ftαf
−1
On déduit de ces deux propriétés que
Proposition 2.1.3. Soit f ∈ Mod(Σg,n) et α la classe d’homotopie d’un lacet de Σg,n.
Alors f commute avec tα si et seulement si α = f(α).
Demi-twists
On considère un lacet a et deux composantes de bord notées b et c respectivement.
On appelle P le pantalon délimité par a, b et c.
On définit un homéomorphisme Da,b,c de la façon suivante : Da,b,c cöıncide avec
l’identité sur Σg,n \ P , il fixe le lacet a et effectue une rotation d’angle π qui échange b
et c.
On note α la classe d’homotopie du lacet a. La classe d’homotopie de l’application
Da,b,c définit un élément dα,b,c du groupe modulaire. On appelle dα,b,c le demi-twist le
long de α, relativement à b et c. Voir la Fig 2.3 pour l’illustration d’un exemple.
b c
aa
c b
Figure 2.3 – Action d’un demi-twist
On remarquera que d2α,b,c = tα.
2.1.2 Une système de générateurs fini du groupe modulaire
Théorème 1 ([Lic64]). Pour tout g, n ≥ 0, le groupe Mod(Σg,n) est engendré par un
nombre fini de twists et de demi-twists. De plus, le sous-groupe PMod(Σg,n) est engendré
par un nombre fini de twists. Un système de générateurs est représenté sur la Fig 2.4
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Figure 2.4 – Générateurs de Mod(Σg,n)
2.2 Le complexe de courbes
2.2.1 Définitions
On se donne Σg,n une surface orientable de genre g, avec n composantes de bord.
Définition 2.2.1. Un lacet est dit essentiel s’il n’est pas homotope au bord d’un disque
de Σg,n contenant au plus un trou.
Définition 2.2.2. Un multi-lacet est une famille de classes d’homotopie de lacets
distinctes ayant des représentants deux à deux disjoints. Une décomposition en pan-
talons d’une surface Σg,n est un multi-lacet maximal.
Définition 2.2.3. On construit un complexe simplicial C(Σg,n) de la façon suivante.
Les sommets du complexe sont des classes d’homotopie de lacets de la surface Σg,n.
Deux sommets sont reliés par une arête si les deux classes d’homotopie de lacets as-
sociés peuvent être réalisés disjointement dans leur classe d’homotopie. Un k-simplexe
représente un ensemble de k + 1 classes d’homotopie de lacets pouvant être réalisés dis-
jointement deux à deux ; les k + 1 faces associées (des (k − 1)-simplexes) sont obtenues
en enlevant un lacet.
Un exemple de simplexe de C(Σg,n) est dessiné dans la Figure 2.5.
Remarque 2.2.1. Supposons que Σg,n soit de genre g ≥ 2. La dimension du complexe
C(Σg,n) est 3g + n− 4. En effet, le nombre de pantalons d’une décomposition maximale
de Σg,n en pantalons est 2g−2+n. On en déduit que le cardinal maximal d’une partition
est 3g − 3 + n, d’où la dimension du complexe.
Démonstration. Par hypothèse, on a que g ≤ 3g−3+n. On note Σ = Σg,n. Etant donnée
une surface Σi, de genre gi, munie de ni composantes de bord, on considère l’opération
suivante :
– Si gi > 0, il existe un lacet essentiel α tel que Σi\α ait une composante connexe,
autrement dit que α ne sépare pas Σi, et qu’en coupant Σi le long de α, on ob-
tienne une surface Σi+1 de genre gi − 1. Cela crée deux composantes de bord
supplémentaires, et ainsi nj = ni + 2.
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Figure 2.5 – Exemple de simplexes dans C(Σ3,0)
– Si gi = 0 et ni > 3 : il existe un lacet essentiel α séparant Σ. En coupant Σ le long
de α, on obtient une surface Σi+1 ayant deux composantes connexe, de genre gi.
Comme précédemment, on a ni+1 = ni + 2.
– Si gi = 0 et ni = 3 : on ne fait rien.
On applique cette opération à Σ, et on obtient une surface avec plusieurs composantes
connexes. Récursivement, on applique cette action à chaque composante connexe de la
surface Σi ainsi obtenue, en commençant par celles dont le genre est strictement positif.
On fait cette opération 3g − 3 + n fois.
A chaque opération, si la somme des genres de chaque composante est strictement
positive, elle diminue de 1. Sinon, c’est le nombre de composantes qui augmente de 1. Soit
f(i) la somme des genres diminuée du nombre de composantes connexes de la surface Σi :
alors f(0) = g−1, et pour tout i : f(i+1) = f(i)−1. Ainsi, après 3g−3+n opérations,
f(3g − 3 + n) = g − 1 − (3g − 3 + n) = 2 − 2g − n. Or g ≤ 3g − 3 + n, donc la somme
des genres est nulle, et ainsi le nombre de composantes connexes est 2g − 2 + n. Or à
chaque opération, la somme sur chaque composante connexe des caractéristiques d’Euler
de chaque composante est invariante : en effet, dans le premier cas, la caractéristique est
2− 2(g − 1)− (n+ 2) = 2− 2g − n
et dans le deuxième cas elle est égale à
2− 2g′ − n′ + 2− 2(g − g′) + (n− n′) + 2 = 2− 2g − n
Donc après 3g− 3+n opérations, chaque composante est de caractéristique −1. Or elles
sont chacune de genre 0, donc ce sont des sphères à 3 trous, pour lesquelles il n’existe
pas de lacet essentiel.
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2.2.2 Géométrie
Métrique sur le graphe
Définition 2.2.4. On note par d la distance naturelle associée au graphe de courbes
C(1)(Σg,n) (le 1-squelette du complexe C(Σg,n)), qui assigne la distance 1 entre deux
sommets reliés par une arête.
Ainsi, si le graphe de courbes C(1)(Σg,n) est connexe, alors C(1)(Σg,n) est un espace
métrique géodésique complet.
On caractérise deux lacets disjoints de la façon suivante : α et β sont deux classes de
lacets pouvant être réalisés disjointement si et seulement si d(α, β) = 1.
Métrique sur le complexe
Chaque simplexe B peut être muni d’une structure euclidienne, associée à la distance
dB, pour laquelle chaque arête du simplexe est de longueur 1. On peut voir C(Σg,n)
comme un espace métrique géodésique en construisant la distance suivante :
Définition 2.2.5.
Soit x, y ∈ C(Σg,n) : une m-châıne de x à y est un (m + 1)-tuple C = (x0, ..., xm) de
points du complexe tels que x = x0, y = xm, et pour tout i il existe un simplexe B(i)
contenant à la fois xi et xi+1.
La longueur d’une châıne C est
λ(C) =
m−1∑
i=0
dB(i)(xi, xi+1)
Définition 2.2.6. Dans le cas où Σg,n est non dégénérée, C(Σg,n) est connexe d’après
le Lemme 2.2.1. Ainsi, on associe la distance :
dC(Σg,n)(x, y) = inf{λ(C),C est une châıne de x à y}
2.2.3 Cas dégénérés
Si Σ est la sphère (g = 0), avec n ≤ 3 trous, alors C(Σg,n) = ∅.
Si g = 0 et n = 4, ou encore g = 1 et n = 0, le complexe est un ensemble dénombrable
de points. En effet, on ne peut pas trouver deux lacets essentiels disjoints. Pour ces deux
cas de figure, on modifie légèrement la définition du complexe de courbes en disant que
deux sommets sont reliés par une arête si l’intersection géométrique des deux lacets
associés est minimale (égale à 2 si g = 0 et n = 4, égale à 1 si g = 1 et n = 0). Dans
ces deux cas, on constate que le complexe des courbes est alors isomorphe au graphe de
Farey.
Tous ces cas seront appelés des cas dégénérés. Une surface non dégénérée est donc
une surface qui vérifie que
3g + n− 4 > 0
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2.2.4 Intersections géométriques et distance
Définition 2.2.7. Soit α, β les classes d’homotopie de deux lacets essentiels. Soit a et b
deux représentants respectifs des classes α et β tels que le cardinal de a∩ b est minimal.
On note i(α, β) ce cardinal : c’est le nombre d’intersections géométriques de α et β.
Deux lacets d’une même classe d’homotopie peuvent être réalisés disjointement. On
en déduit un premier lien entre distance et intersection géométrique :
d(α, β) ≤ 1 si et seulement si i(α, β) = 0
Plus précisément, le lemme suivant permet de voir que l’on peut borner la distance
par une fonction affine de l’intersection géométrique.
Lemme 2.2.1. Pour tout α, β ∈ C(1)(Σg,n), d(α, β) ≤ 2i(α, β) + 1.
Démonstration. Soit α, β ∈ C(1)(Σg,n). On peut les supposer distincts. On les réalise
dans leur classe d’homotopie de telle sorte que |α ∩ β| = i(α, β). Si i(α, β) = 0, alors
d(α, β) = 1.
1er cas : si i(α, β) = 1, on considère un voisinage de α ∪ β. Ce voisinage est un tore
avec un trou, dont le bord forme un lacet γ disjoint de α et β. Mais on suppose que Σ
est non dégénérée, donc γ est non trivial. Cela montre que d(α, β) = 2.
2ème cas : si i(α, β) ≥ 2 : on procède par récurrence. On considère deux intersections
successives de α sur β. Il y a deux cas (voir la Fig 2.6) suivant que ces deux points
d’intersection ont la même orientation ou non.
On construit un lacet α′ de la façon suivante : on note β = β0 ∪ β1 où β0 est le sous-
arc de β dont les extrémités sont les points d’intersections considérés, qui n’intersecte
pas α, et α = α0 ∪ α1 où α0 a pour extrémité gauche la première intersection de β avec
α, et pour extrémité droite l’autre intersection. En posant α′ = α0 ∪ β0, on forme un
lacet non trivial, et non homotope à une composante de bord (il intersecte au moins
une fois un élément de C(1)(Σg,n)), et vérifiant i(α′, β) ≤ (α, β) − 1, ce qui permet
d’appliquer l’hypothèse de récurrence à α′ et β. On en déduit, par inégalité triangulaire,
que d(α, β) ≤ d(α, α′) + 2i(α, β) − 1. Or d(α, α′) ≤ 2, car i(α, α′) ∈ {0, 1}, cela permet
de conclure.
2.2.5 Topologie
On déduit directement du Lemme 2.2.1 le résultat suivant :
Lemme 2.2.2. Soit Σg,n une surface de genre g avec n composantes de bord, où g et n
sont des entiers excluant les cas où g = 0 et n ≤ 4, g = 1 et n ≤ 1 ; alors le complexe de
courbes C(Σg,n) est connexe.
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β
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α
β
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α
β
β
Figure 2.6 – Chirurgie sur les lacets α et β
On connâıt précisément le type d’homotopie du complexe de courbes. Celui-ci ne
dépend que de la topologie de la surface.
Théorème 2 ([Har86],[IJ08]). Le complexe de courbes C(Σg,n) est homotopiquement
équivalent à un bouquet infini de sphères dont la dimension est donnée dans le tableau
suivant.
g n dim(C(Σg,n)) hdim(C(Σg,n))
g = 0 n ≥ 3 n− 4 n− 4
g = 1 n = 0 0 0
g = 1 n ≥ 1 n− 1 n− 1
g ≥ 2 n = 0 2g − 2 3g − 4
g ≥ 2 n ≥ 1 2g − 3 + n 3g − 4 + n
Ainsi, il suffit de connâıtre la structure du complexe C(Σg,n) pour savoir si g ≤ 1 ou
non, et même connâıtre toute la topologie de Σg,n si g ≥ 2.
2.2.6 Propriétés hyperboliques
La distance définie sur le 1-squelette de C(Σg,n) fait de ce graphe un espace métrique
géodésique. On rappelle la définition d’un espace hyperbolique au sens de Gromov :
Définition 2.2.8 ([Gro81],[Gro87]). Etant donné un réel positif δ, un espace métrique
géodésique X est appelé δ-hyperbolique si tout triangle hyperbolique est δ-fin (voir la
Fig 2.7). Autrement dit, étant donnés trois points quelconques x, y, z de X, toute géodé-
sique reliant x à z est contenue dans un δ-voisinage de la réunion de deux géodésiques
reliant x à y et y à z respectivement.
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x
y
z
Figure 2.7 – Triangle δ-fin.
En 1999, Masur et Minsky ont montré le théorème suivant :
Théorème 3 ([MM99]). Si Σg,n est non dénégérée, alors C(Σg,n) est un espace hyper-
bolique de diamètre infini.
2.3 Autres complexes
On définit ici plusieurs complexes cellulaires dont la construction s’inspire directe-
ment de celle du complexe de courbes d’une surface.
2.3.1 Complexe des arcs
On se donne Σg,n une surface orientable de genre g, avec n composantes de bord.
Définition 2.3.1. Un arc essentiel de la surface Σg,n est un plongement γ : [0, 1] → Σg,n
non homotope à une composante de bord, dont les extrémités γ(0) et γ(1) appartiennent
à une composante de bord.
Définition 2.3.2. On définit un complexe simplicial A(Σg,n) de la façon suivante :
un k-simplexe représente un ensemble de k + 1 classes d’homotopie d’arcs essentiels
de Σg,n pouvant être réalisés disjointement. Ainsi, les sommets du complexe sont des
classes d’homotopie d’arcs, et deux sommets sont reliés par une arête si ces deux classes
d’homotopie d’arcs ont des représentants disjoints .
2.3.2 Complexe de pantalons
Une décomposition en pantalons de Σg,n est une famille de lacets qui définit un
simplexe maximal du complexe des courbes C(Σg,n). Elle comporte 3g− 3+n lacets. Le
complémentaire d’une décomposition en pantalons est une famille de 2g−2+n pantalons.
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Définition 2.3.3. Soit deux décompositions en pantalons F et F ′ de la surface Σg,n.
On dit que F et F ′ diffèrent d’un mouvement élémentaire si F ′ peut être obtenue de
F en remplaçant un lacet par un autre qui l’intersecte de façon minimale.
On fixe un lacet α de F et on le considère dans le complémentaire des autres lacets
de la décomposition en pantalons F . Il y a deux cas possibles :
– Si α appartient à une surface homéomorphe à Σ0,4 alors un lacet α
′ intersecte α
de façon minimale si et seulement si i(α, α′) = 2 (Fig 2.8)
– Si α appartient à une surface homéomorphe à Σ1,1 alors un lacet α
′ intersecte α
de façon minimale si et seulement si i(α, α′) = 1 (Fig 2.9)
Figure 2.8 – Mouvement élémentaire sur Σ0,4
Figure 2.9 – Mouvement élémentaire sur Σ1,1
Définition 2.3.4. On définit le complexe de pantalons de Σg,n, noté CP(Σg,n), de la
façon suivante :
– Les sommets sont les décompositions en pantalons de Σg,n.
– Deux sommets sont reliés par une arête si ces sommets représentent deux décom-
positions en pantalons qui diffèrent par un mouvement élémentaire.
– Les 2-cellules ont pour bord les cycles de mouvements élémentaires du type suivant :
triangulaire, carré, pentagonal (voir les Figures 2.10, 2.11, 2.12, 2.13).
2.4 Link d’un sommet
On introduit une notion utile par la suite concernant les complexes. Soit K un com-
plexe simplicial, L un sous-complexe. On dit que L est un sous-complexe complet si tout
ensemble de sommets de L formant un simplexe de K forme également un simplexe de
L.
On définit le link d’un sommet, puis le link dual :
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Figure 2.10 – 2-cellule triangulaire
Figure 2.11 – 2-cellule triangulaire
Définition 2.4.1. Pour tout sommet α d’un complexe simplicial K, le link L(α) associé
à α est le sous-complexe complet de K dont les sommets sont les sommets de K reliés
par une arête à α dans K. Le link dual Ld(α) est le graphe dont les sommets sont ceux
de L(α). Ces sommets sont reliés par une arête si et seulement s’ils ne sont pas reliés
par une arête dans K.
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Figure 2.12 – 2-cellule carrée
Figure 2.13 – 2-cellule pentagonale
2.5 Action du groupe modulaire sur des complexes
2.5.1 Action sur le complexe des courbes
Le groupe modulaire a une action naturelle sur le complexe de courbes définie de
la façon suivante. Etant donnée la classe d’homotopie d’un homéomorphisme f de la
surface, on définit l’image de la classe d’homotopie d’un lacet essentiel α comme étant la
classe d’homotopie du lacet essentiel f(α). Du fait que tout homéomorphisme préserve
l’intersection nulle entre deux lacets, on voit que Mod(Σg,n) agit sur le complexe de
courbes C(Σg,n) comme un automorphisme simplicial. Un exemple d’action d’un élément
du groupe modulaire sur un lacet est donné dans la Figure 2.15.
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α
Figure 2.14 – Exemple de simplexes dans L(α)
β
α
tα(β)
Figure 2.15 – Action de tα sur β
En d’autres termes, il existe un morphisme naturel
Ψ : Mod(Σg,n) → Aut(C(Σg,n))
Ivanov ([Iva97]), Korkmaz ([Kor99]) montrent que sous certaines conditions sur Σg,n,
l’application Ψ est un isomorphisme. Luo donne une nouvelle preuve ([Luo00]) valable
pour tout genre g, en traitant le cas jusqu’alors non résolu de Σ1,2. Leurs résultats sont
résumés dans le théorème suivant :
Théorème 4 ([Iva97],[Kor99],[Luo00]). Si g ≥ 2 et n ≥ 1, g = 1 et n ≥ 3 ou g = 0 et
n ≤ 5, l’application naturelle Ψ est un isomorphisme entre Mod(Σg,n) et Aut(C(Σg,n)).
Plus précisément, pour toute surface de caractéristique d’Euler négative non homé-
omorphe à Σ1,2, l’application Ψ : Mod(Σg,n) → Aut(C(Σg,n)) est une surjection. Si Σ est
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homéomorphe à Σ1,1, Σ1,2, Σ2,0, le noyau ker(Ψ) est isomorphe à Z/2Z (il est engendré
par l’involution hyperelliptique). Si Σ est homéomorphe à Σ0,4, ker(Ψ) est isomorphe à
Z/2Z⊕Z/2Z (il est engendré par les deux involutions hyperelliptiques). En fait, ker(Ψ)
est le centre du groupe modulaire (voir la Prop 2.1.3 et [Kor99]).
Pour démontrer la surjectivité du morphisme Ψ : Mod(Σg,n) → Aut(C(Σg,n)), Iva-
nov et Korkmaz étudient les propriétés des automorphismes de C(Σg,n). On va énoncer
certains résultats importants dans la section 2.6.
2.5.2 Action sur le complexe de pantalons
En considérant l’action simpliciale du groupe modulaire sur le complexe de courbes,
on constate qu’un simplexe maximal du complexe de courbes est envoyé sur un sim-
plexe maximal. En d’autres termes, le groupe modulaire envoie une décomposition en
pantalons de la surface sur une autre. Il en résulte qu’il existe un morphisme naturel
Ψ′ : Mod(Σg,n) → CP(Σg,n). Un résultat analogue au théorème d’Ivanov a été démontré
par Margalit.
Théorème 5 ([Mar04]). Si g ≥ 2 et n ≥ 1, g = 1 et n ≥ 3 ou g = 0 et n ≤ 4,
l’application naturelle Ψ′ est un isomorphisme entre Mod(Σg,n) et CP(Σg,n).
Ce résultat est plus précis que le théorème précédent, dans le sens où le groupe des
automorphismes de CP(Σg,n) est potentiellement plus gros que celui de C(Σg,n). Des
versions analogues de ce résultat appliqué à des cas de surfaces de type infini feront
l’objet des chapitres 3 et 4.
2.6 Automorphismes de C(Σg,n)
2.6.1 Classification des lacets essentiels
Par définition, un automorphisme de C(Σg,n) agit sur l’ensemble des sommets de
C(Σg,n), donc envoie la classe d’homotopie d’un lacet essentiel sur un autre. On va
étudier plus précisément cette action en distinguant certaines classes d’homotopie de
lacets essentiels que l’on définit dans ce paragraphe. On fixe la classe d’homotopie d’un
lacet essentiel (autrement dit un sommet de C(Σg,n)) que l’on note α.
On note Σ
(α)
g,n la surface obtenue en découpant Σg,n le long de α.
On dit que le sommet α est non séparant si la surface Σ
(α)
g,n est connexe. Sinon, le
sommet α est dit séparant.
Si α est séparant et qu’une composante connexe de Σ
(α)
g,n est un disque à k trous, on
dit que α est k-séparant.
Proposition 2.6.1. Si α est β sont deux lacets non séparants, il existe un homé-
omorphisme f de Σg,n tel que f(α) = β.
Démonstration. Cela vient du fait que les deux surfaces Σ
(α)
g,n et Σ
(β)
g,n sont homéomorphes.
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Proposition 2.6.2. Si (α, β) et(α′, β′) sont deux paires de lacets tels que i(α, β) =
i(α′, β′) = 1, il existe un homéomorphisme f de Σg,n tel que f(α) = α
′ et f(β) = β′.
Démonstration. Cela vient du fait que les deux surfaces (Σ
(α)
g,n)(β) et (Σ
(α′)
g,n )(β
′) sont
homéomorphes.
On déduit de ces deux propositions le résultat suivant :
Proposition 2.6.3. Soit α un lacet essentiel de Σg,n. Alors α est non-séparant si et
seulement s’il existe un lacet essentiel β tel que i(α, β) = 1.
2.6.2 Interprétation sur le link d’un sommet
Soit α un sommet de C(Σg,n). La surface Σ(α)g,n obtenue après le découpage le long
d’un représentant de α comporte une ou deux composantes connexes.
Si α est un lacet séparant, la surface Σ
(α)
g,n a deux composantes connexes S1 et S2.
Tout sommet de Ld(α) est un lacet essentiel de S1 ou de S2. La surface S2 contient un
lacet essentiel si et seulement si elle n’est pas homéomorphe à un disque à deux trous.
Par ailleurs, deux sommets x, y de Ld(α) sont connectés par un chemin dans Ld(α) si et
seulement s’il existe une châıne de lacets α1, ..., αk de Σ
(α)
g,n ayant x et y pour extrémités
et telle que pour tout 1 ≤ i < k, αi ∩ αi+1 6= ∅. Ceci est possible si et seulement si ces
deux sommets appartiennent à la même composante connexe de la surface Σ
(α)
g,n. On en
déduit la propriété suivante :
Proposition 2.6.4. Soit α un lacet essentiel de Σg,n. Son link dual Ld(α) est connexe
si et seulement si α est non-séparant ou 2-séparant.
On note a1 et a2 les deux composantes de bord de Σ
(α)
g,n issues de ce découpage.
Tout sommet β′ de C(Σ(α)g,n) correspond à la classe d’homotopie d’un lacet essentiel de la
surface Σ
(α)
g,n. En particulier, cette classe n’est homotope à aucune des composantes de
bord a1 et a2. Après le recollement de Σ
(α)
g,n le long de a1 et a2, on obtient de nouveau
Σg,n, et β
′ définit la classe d’homotopie d’un lacet essentiel β de Σg,n différent de α
et d’intersection géométrique nulle avec α. Réciproquement, si β est un lacet essentiel
d’intersection géométrique nulle avec α, ce lacet définit après découpage le long de α
un lacet essentiel de la surface Σ
(α)
g,n. Si α est non séparant, on a donc un isomorphisme
entre les complexes C(Σ(α)g,n) et L(α).
Si α est séparant, on remarque que C(S1) et C(S2) sont des sous-complexes complets
de L(α).
On considère maintenant α un sommet de C(Σg,n) et φ un automorphisme de C(Σg,n).
Soit β un sommet de Σg,n à distance 1 de α ; φ(β) est donc à distance 1 de φ(α).
L’automorphisme φ induit donc deux applications
φ∗ : L(α) → L(φ(α))
φ∗,d : Ld(α) → Ld(φ(α))
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Si β et β′ sont deux sommets de L(α) à distance 1 dans C(Σg,n), il en est de même
pour φ(β) et φ(β′). Cela permet de voir que les applications induites φ∗ et φ∗,d sont des
isomorphismes.
Dans le cas où α est séparant et que Ld(α) a deux composantes connexes Ld1(α) et
Ld2(α) associées respectivement aux surfaces S1 et S2, l’existence de l’isomorphisme φ∗,d :
Ld(α) → Ld(φ(α)) implique que Ld(φ(α)) a deux composantes connexes Ld1(φ(α)) et
Ld2(φ(α)). De plus, φ∗,d induit un isomorphisme Ldj (α) → Ldj (φ(α)) pour tout j ∈ {1, 2}.
A tout sommet de Ldj (α) correspond un unique sommet de L(α). Cela permet d’identifier
deux sous-complexes L1(α) et L2(α) de L(α), qui sont respectivement les complexes de
courbes C(S1) et C(S2) identifiés plus haut. De même, en identifiant deux sous-complexes
L1(φ(α)) et L2(φ(α)) de L(φ(α)), on obtient un isomorphisme Lj(α) → Lj(φ(α)) pour
tout j ∈ {1, 2}.
2.6.3 Propriétés topologiques des automorphismes de C(Σg,n)
Nous allons voir que l’intersection géométrique minimale entre deux lacets α et β
(égale à 1 ou 2 suivant le genre de la surface) est stable par tout automorphisme de
C(Σg,n). Ce sont des éléments clés dans la preuve d’Ivanov et Korkmaz du Théorème 4,
dont on rappellera la structure dans la section 2.6.4.
Cas où le genre g ≥ 1
Lorsque le genre de la surface est non nul, il existe des paires de lacets essentiels α, β
telles que i(α, β) = 1. Pour des raisons topologiques, leur image par un homéomorphisme
de la surface Σg,n est une paire de lacets essentiels d’intersection géométrique égale à
1. On va montrer que tout automorphisme de C(Σg,n) vérifie également cette propriété
(Lemme 2.6.2). Pour montrer ce résultat, il est utile de s’aider de la caractérisation
suivante :
Lemme 2.6.1. Soient α, β deux sommets de C(Σg,n) :
1. Si g ≥ 2, i(α, β) = 1 si et seulement s’il existe trois sommets γ1, γ2, γ3 de C(Σg,n)
tels que :
– γ1, α, γ2, β, γ3 forment un pentagone dans C(Σg,n) ;
– γ2 est séparant ;
– Σ
(γ2)
g,n a une composante connexe isomorphe au tore à un trou Σ1,1 contenant α
et β.
2. Si g = 1, i(α, β) = 1 si et seulement s’il existe trois sommets γ1, γ2, γ3 de C(Σg,n)
tels que :
– γ1, α, γ2, β, γ3 forment un pentagone dans C(Σg,n) ;
– γ1 et γ2 sont n-séparants ;
– γ3 est non-séparant.
Démonstration. L’existence de tels lacets est donnée par le fait que si i(α0, β0) = 1,
d’après la Proposition 2.6.2, il existe un homéomorphisme qui envoie des représentants
de α et β représentés dans la Figure 2.18.
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Réciproquement, supposons l’existence de γ1, α, γ2, β, γ3 vérifiant les hypothèses du
lemme, et montrons qu’alors i(α, β) = 1.
On considère la surface Σ
(α)
g,n obtenue après découpage de Σg,n le long de α. Il s’agit
d’une surface homéomorphe à Σg−1,n+2 car α est non séparant. On note p l’application
de recollement associée à ce découpage et a1, a2 les deux composantes de bord de Σ
(α)
g,n
telles que p(a1) = p(a2) = α.
Soit m = i(α, β) ≥ 1. On veut montrer que m = 1.
A priori, p−1(β) est une union d’arcs. Utilisons maintenant l’hypothèse que les cinq
lacets γ1, α, γ2, β, γ3 forment un pentagone dans C(Σg,n), ce qui signifie en particulier
que i(β, γ2) = 0. Cela implique que p
−1(β) est inclu dans le pantalon délimité par les
lacets γ2, a1, a2. De plus, chaque arc de p
−1(β) relie a1 à a2 (si un arc reliait a1 à a1, il
serait trivial).
On a également que i(β, γ1) > 0 et i(α, γ1) = 0. Cela implique que γ1 intersecte tous
les arcs de p−1(β) (cf Figure 2.16). Le même argument appliqué à γ3 permet de voir que
γ3 intersecte a1 et a2 sans intersecter p
−1(β).
γ1
p−1(β)
a1
a2
γ2
Figure 2.16 –
On résume la situation dans le schéma suivant (Fig 2.17), en notant
p−1(β) =
m⋃
i=1
[Xi, Yi]
où Xi, Yi sont les extrémités respectives de chaque arcs sur a1 et a2.
Il s’agit de trouver l’entier k tel que p(X1) = P (Y1+k). Mais γ1 et γ3 ne s’intersectent
pas, donc p−1(γ3) intersecte a1 sur ]Xm, X1[ et a2 sur ]Ym, Y1[. Cela implique que p(X1) =
p(Y1), et par suite que pour tout entier i ∈ [1,m], p(Xi) = p(Yi). Du fait que β est
connexe, on en déduit que m = 1.
Lemme 2.6.2. Soit φ un automorphisme de Aut(C(Σg,n)) et α, β deux sommets de
C(Σg,n) tels que i(α, β) = 1. Alors i(φ(α), φ(β)) = 1.
Démonstration. On suppose que i(α, β) = 1. D’après la caractérisation précédente, il
existe trois autres lacets essentiels γ1, γ2, γ3 tels que les cinq sommets γ1, α, γ2, β, γ3
forment un pentagone dans C(Σg,n). Le lacet γ2 est séparant, et on note respectivement
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a1
a2
γ1
X1X2...Xm
Y1Y2...Ym
γ3
Figure 2.17 –
γ3
α
γ2
γ1
β
Figure 2.18 – Cas où g ≥ 2
α
β
γ1
γ3
γ2
Figure 2.19 – Cas où g = 1
S0 et S1 les deux surfaces obtenues après avoir découpé Σg,n le long de γ2, où S1 contient
α et β et est homéomorphe à une surface Σ1,1 de genre 1 avec 1 composante de bord, et
S0 est homéomorphe à une surface Σg−1,n+1 de genre g − 1 avec n + 1 composantes de
bord.
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Par définition, l’automorphisme φ envoie une arête sur une arête, donc on sait d’ores
et déjà que φ(γ1), φ(α), φ(γ2), φ(β), φ(γ3) forment un pentagone dans C(Σg,n). Le reste
de la preuve va se baser sur l’étude du link et du link dual de φ(γ2), grâce aux outils
développés dans la section 2.6.2.
L’automorphisme φ induit un isomorphisme Ld(γ2) → Ld(φ(γ2)). En particulier, γ2
étant séparant, on sait que Ld(γ2) a deux composantes connexes. Pour tout j ∈ {0, 1},
on note Ldj (γ2) la composante connexe de Ld(γ2) associée à la surface Sj .
On en déduit que Ld(φ(γ2)) a deux composantes connexes. Pour tout j ∈ {0, 1}, on
note Ldj (φ(γ2)) l’image par φ de Ldj (γ2). Cela permet de dire que φ(γ2) est séparant. On
note S′0 et S
′
1 les deux surfaces résultant du découpage le long de φ(γ2), où pour tout
j ∈ {0, 1}, S′j est associée à Ldj (γ2).
Chaque link dual Ldj est associé à un link Lj , de sorte que φ induit un isomorphisme
Lj(γ2) → Lj(φ(γ2)). On raisonne maintenant sur la dimension des links, préservée par
φ. On a ainsi les égalités suivantes :
dim(L0(γ2)) = dim(L0(φ(γ2)))
dim(L1(γ2)) = dim(L1(φ(γ2)))
dim(L0(γ2)) = dim(L0(φ(γ2)))
dim(L1(γ2)) = dim(L1(φ(γ2)))
Or on connâıt exactement la topologie de S0 et S1 ; cela permet de voir que
dim(L0(γ2)) = dim(C(Σg−1,n+1))
dim(L0(γ2)) = dim(C(Σg−1,n+1))
dim(L1(γ2)) = dim(C(Σ1,1))
dim(L1(γ2)) = dim(C(Σ1,1))
et ainsi se référer à la table de valeurs des dimensions données pour tout type de
surface au paragraphe 2.2.5. Cela nous invite à distinguer les cas selon le genre g de la
surface de départ :
Si g ≥ 3 :
dim(L0(γ2)) = 3(g − 1)− 4 + (n+ 1)
dim(L0(γ2)) = 2(g − 1)− 3 + (n+ 1)
En remarquant d’abord que dim(L1(γ2)) = dim(L1(γ2)) = 0, on voit que S′1 ne peut
être homéomorphe qu’à deux types de surfaces : Σ1,1 et Σ0,4. Donc le genre g(S
′
0) de S
′
0
est supérieur ou égal à 2. En notant de même n(S′0) le nombre de composantes de bord
de S′0, on déduit de la table de valeurs que
dim(L0(φ(γ2))) = 3g(S′0)− 4 + n(S′0)
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hdim(L0(γ2)) = 2g(S′0)− 3 + n(S′0)
Mais en combinant ces égalités avec l’égalité des dimensions entre les links et leurs
images par φ, on a
3(g − 1)− 4 + (n+ 1) = 3g(S′0)− 4 + n(S′0)
2(g − 1)− 3 + (n+ 1) = 2g(S′0)− 3 + n(S′0)
On a donc que g(S′0) = g − 1 et n(S′0) = n+ 1. C’est ce que l’on voulait démontrer,
à savoir que S′1 est homéomorphe à Σ1,1.
Si g = 2 : On applique le même raisonnement. On a
dim(L0(γ2)) = dim(C(Σ1,n+1)) = n
On a donc g(S′0) 6= 0, et g(S′0) ≤ 2 par hypothèses. Si g(S′0) = 2, il existe un entier
naturel k ≤ n− 2 tel que S′0 soit homéomorphe à Σ2,k. On peut ainsi calculer
dim(L0(φ(γ2))) = 4− 3 + k = k + 1 < n = dim(L0(γ2))
Par l’absurde, on a donc que g(S′0) = g(S
′
1). En calculant dim(L0(γ2)) on obtient
n(S′0)− 1 = n. Cela permet de conclure que S′1 est homéomorphe à Σ1,1.
Si g = 1 : Cette technique ne fonctionne plus car la dimension simpliciale et la
dimension homotopique sont les mêmes. On peut se référer à [Kor99] pour les détails de
la preuve.
Une conséquence directe de cette caractérisation, en s’aidant de la Prop 2.6.3, est le
résutat suivant :
Lemme 2.6.3. L’image d’un lacet non-séparant par un automorphisme de C(Σg,n) est
un lacet non-séparant.
Puis grâce à la Proposition 2.6.4, on a :
Lemme 2.6.4. L’image d’un lacet 2-séparant par un automorphisme de C(Σg,n) est un
lacet 2-séparant.
Cas où le genre g = 0
Dans le cas de la sphère trouée, deux lacets essentiels non disjoints s’intersectent au
moins deux fois. Nous allons donner une définition mettant en jeu une paire de lacets
d’intersection géométrique égale à 2, puis voir que cette configuration est stable par tout
automorphisme de C(Σ0,n).
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Définition 2.6.1. Une paire simple est la donnée de deux lacets 2-séparants α, β ayant
un unique trou en commun. Cela revient à définir trois composantes de bord p1, p2, p3,
un arc essentiel reliant p1 à p2 et un arc essentiel disjoint du premier reliant p2 à p3.
Lemme 2.6.5. Soit φ un automorphisme de C(Σ0,n) et α, β deux lacets essentiels for-
mant une paire simple ; alors φ(α), φ(β) forment une paire simple.
Pour démontrer le Lemme 2.6.5, on peut obtenir un résultat analogue à la ca-
ractérisation donnée dans le Lemme 2.6.1 (voir [Kor99]) :
Lemme 2.6.6. Soient α, β deux sommets de C(Σ0,n) ; alors (α, β) forment une paire
simple si et seulement s’il existe n− 2 sommets γ1, γ2, ...γn−2 de C(Σ0,n) tels que :
– γ1, α, γ2, β, γ3 forment un pentagone dans C(Σg,n) ;
– γ1 et γn−2 sont 2-séparants ;
– γ2 est 3-séparants ;
– γk et γn−k sont k-séparants, 3 ≤ k ≤ n2 ;
– {α, γ3} ∪ σ, {α, γ2} ∪ σ, {β, γ3} ∪ σ, {β, γ2} ∪ σ sont des simplexes maximaux, où
σ = {γ3, ..., γn−2}.
Pour voir qu’une paire simple est envoyée sur une paire simple par un automorphisme
de C(Σ0,n), il suffit alors de voir qu’un lacet k-séparant est envoyé sur un lacet k-séparant.
C’est le lemme suivant :
Lemme 2.6.7. Soient Σ0,n une surface de genre 0 avec n ≥ 5 composantes de bord, φ
un automorphisme de C(Σ0,n) et α un lacet k-séparant, k ≥ 2. Alors φ(α) est un lacet
k-séparant de Σ0,n).
Démonstration. Le raisonnement sur la dimension des links utilisé dans la preuve du
Lemme 2.6.2 s’applique.
2.6.4 Lien avec les automorphismes du complexe des arcs
L’étude des automorphismes du complexe des arcs est utilisée dans [Iva97] dans la
preuve du Théorème 4 pour la raison suivante :
Proposition 2.6.5. Soit Σg,n une surface avec n ≥ 1. Tout simplexe de A(Σg,n) est la
face d’un simplexe maximal (de codimension 0). De plus, tout simplexe de codimension
1 est la face de 1 ou 2 simplexes maximaux.
Corollaire 2.6.1. Tout automorphisme de A(Σg,n) est déterminé par ses valeurs sur
un simplexe maximal de A(Σg,n).
On associe à chaque sommet de A(Σg,n) un sous-ensemble de sommets de C(Σg,n) à
1 ou 2 éléments. Soit I un sommet de A(Σg,n) :
1er cas Si l’arc essentiel I relie deux trous distincts P1 et P2, on l’associe au lacet α
défini comme étant le bord d’un voisinage de P1 ∪ I ∪P2. Avec les hypothèses faites sur
g et n, le lacet α est essentiel ; de plus, il est 2-séparant.
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2ème cas Si l’arc essentiel I relie la même composante de bord, le bord d’un voisinage
de P ∪ I est un cylindre ; le bord de ce cylindre a deux composantes connexes donc
définit deux lacets α1 et α2. Si l’un des deux (disons α2) borde un disque à un trou, à
I on associe le lacet essentiel α1. Dans ce cas, α1 est 2-séparant. Sinon, α1 et α2 sont
essentiels et à I on associe la paire {α1, α2}. Dans ce cas, α1 et α2 bordent un cylindre
à un trou.
Lemme 2.6.8. Soit Σg,n une surface telle que g ≥ 2 et n ≥ 1, g = 1 et n ≥ 3 ou g = 0
et n ≤ 5. Alors il existe un morphisme injectif C(Σg,n) ↪→ A(Σg,n).
Le Lemme 2.6.8 est une clé de la démonstration du Théorème 4. Pour le démontrer,
Ivanov et Korkmaz utilisent des propriétés topologiques des automorphismes du com-
plexe de courbes. En particulier, il s’agit de montrer que l’image d’un lacet 2-séparant
par un automorphisme du complexe de courbes est un lacet 2-séparant, et l’image d’une
paire de lacets bordant un cylindre pointé est une paire de lacets bordant un cylindre
pointé. On voit ainsi qu’un automorphisme du complexe de courbes agit sur les sommets
du complexe des arcs. Ensuite, il faut vérifier que l’application est simpliciale. Les détails
sont faits dans [Kor99] pour les cas de genre 0 ou 1 et s’adaptent aux cas de genre g ≥ 2.
2.6.5 Plongements simpliciaux de complexes de courbes
On considère deux surfaces Σg,n et Σg′,n′ et un plongement φ : Σg,n ↪→ Σg′,n′ , sous
réserve d’existence de ce dernier. Dans ce paragraphe, on notera κ et κ′ la dimension
respective de leur complexe de courbes associé.
Dans le cas particulier où les deux surfaces Σg,n et Σg′,n′ sont égales, cela revient
à considérer un automorphisme de C(Σg,n) comme précédemment. En s’inspirant des
résultats des théorèmes d’Ivanov, Korkmaz, Luo et Margalit, on peut se demander si un
tel plongement est induit par un homéomorphisme de surface.
Shackleton ([Sha07]) utilise des arguments dûs à Ivanov pour arriver à un résultat
similaire au Théorème 4 en étudiant les propriétés topologiques des plongements simpli-
ciaux. Nous allons énoncer quelques unes de ces propriétés, analogues à celles développées
dans la section 2.6.3 qui mènent au Théorème 6.
Lemme 2.6.9. Soient deux surfaces Σg,n et Σg′,n′ avec κ ≤ κ′. Alors tout plonge-
ment simplicial φ : Σg,n ↪→ Σg′,n′ envoie une décomposition en pantalons sur une autre
décomposition en pantalons.
Cette première propriété provient directement du caractère simplicial du plongement.
Les hypothèses imposent le fait que le nombre maximal de lacets disjoints non homotopes
sur Σg′,n′ est au moins égal au nombre maximal de lacets disjoints non homotopes sur
Σg,n.
Ces plongements simpliciaux préservent également une notion d’adjacence développée
par Behrstock et Margalit ([BM06]). On dit que deux lacets d’une décomposition en
pantalons P (ou plus généralement d’un multi-lacet) sont adjacents s’ils appartiennent
au bord d’un pantalon dans le complémentaire de P . Il est utile de construire un graphe
encodant cette information :
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Définition 2.6.2. Soit Σg,n une surface et Q un multi-lacet sur cette surface. On
construit le graphe d’adjacence Gadj(Q) de la façon suivante :
– Les sommets de Gadj(Q) sont les lacets de Q ;
– Une arête relie deux sommets si ces sommets représentent deux lacets adjacents
dans Q.
Ce graphe joue un rôle analogue à celui du link d’un sommet (voir les sections 2.4 et
2.6.2).
Lemme 2.6.10. Soient deux surfaces Σg,n et Σg′,n′ et Q un multi-lacet sur Σg,n. On
suppose que κ ≤ κ′. Alors tout plongement simplicial φ : Σg,n ↪→ Σg′,n′ induit un iso-
morphisme de Gadj(Q) sur Gadj(φ(Q)).
Il en résulte directement des propriétés topologiques sur les plongements simpliciaux
analogues à celles que l’on a vues sur les automorphismes des complexes simpliciaux
dans la section 2.6.3. Elles sont résumées dans le lemme suivant :
Lemme 2.6.11. Soient deux surfaces Σg,n et Σg′,n′. On suppose que κ ≤ κ′ et que
si κ = κ′ ≥ 3, les deux surfaces sont homéomorphes et différentes de Σ1,2. Alors tout
plongement simplicial φ : Σg,n ↪→ Σg′,n′ envoie un lacet non-séparant sur un lacet non
séparant, un lacet séparant non 2-séparant sur un lacet séparant non 2-séparant, un lacet
2-séparant sur un lacet 2-séparant.
Le résultat de Shackleton qui s’ensuit de cette étude est le théorème suivant :
Théorème 6. Soient deux surfaces Σg,n et Σg′,n′. On suppose que κ ≤ κ′ et que si
κ = κ′ ≥ 3, les deux surfaces sont homéomorphes ou l’une des deux est homéomorphe
à Σ1,3. Alors tout plongement simplicial φ : Σg,n ↪→ Σg′,n′ (préservant le type de chaque
lacet si les deux surfaces sont homéomorphes à Σ1,2) est induit par un homéomorphisme
de surface.
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Chapitre 3
Groupe de Thompson vu comme
un groupe modulaire
On a vu au Chapitre 2 qu’étant donnée une surface connexe, orientable de genre
g avec n trous, il existe plusieurs complexes simpliciaux associés dont le groupe des
automorphismes peut être identifié au groupe modulaire.
Nous allons maintenant traiter un cas où la surface considérée est de type infini. Il
s’agit d’abord de définir un analogue au groupe modulaire, puis un complexe sur lequel ce
groupe agit naturellement. Funar et Kapoudjian ont défini une notion de groupe modu-
laire asymptotique pour des surfaces de genre zéro et de type infini ([FK04], puis [FK08]
et [FK11]), et ont construit plusieurs complexes en montrant que le groupe modulaire
asymptotique agit comme un groupe d’automorphisme sur chaque complexe. Ces com-
plexes sont des complexes de décompositions de la surface en sous-surfaces élémentaires,
par analogie au complexe de pantalons des surfaces de type fini.
Il est intéressant de remarquer que le groupe modulaire asymptotique que l’on va
définir avec des considérations topologiques se trouve être isomorphe au groupe de
Thompson T , qui est l’un des premiers exemples de groupe simple infini de présentation
finie. Kapoudjian et Sergiescu ont également développé cette notion dans [KS05].
Le contenu de ce chapitre a fait l’objet de l’article [FN11] qui est en cours de publi-
cation. On va considérer le cas d’une surface infinie planaire avec un bord non compact
et lui définir un groupe modulaire asymptotique s’identifiant au groupe de Thompson
T . On montre que le groupe T agit par automorphisme sur le complexe, pour finalement
voir que le groupe des automorphismes de ce complexe est isomorphe à une extension
de T par Z/2Z. On donne également un sens géométrique à cette extension afin de
compléter l’analogie avec le théorème d’Ivanov dans le cas de cette surface Σ0,∞ de type
infini et démontrer le théorème 7 ([FN11] et section 3.1.2).
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3.1 Définitions et présentation des résultats
3.1.1 La surface Σ0,∞ et son groupe modulaire asymptotique
Soit D2 le disque hyperbolique, dont le bord est ici paramétré par l’intervalle [0, 1]
dont on identifie les extrémités. Soit τ∗ la triangulation de D2 donnée par la famille de
géodésiques bi-infinies représentant tous les intervalles standard dyadiques, c’est-à-dire
la famille des géodésiques Ina = [
a
2n ,
a+1
2n ] où a et n sont des entiers naturels tels que
0 ≤ a ≤ 2n − 1. Soit T le graphe dual de τ∗. Ce graphe est un arbre infini trivalent sans
racine. On choisit de réaliser l’arbre T dans D2 en utilisant des segments géodésiques
obtenus en appliquant une rotation d’angle π2n au segment I
n
a (voir la Figure 3.1).
On définit maintenant Σ0,∞ comme étant un voisinage fermé de T (voir la Figure
3.1). C’est une surface planaire, orientée, non compacte, contractible, qui a une infinité
de composantes de bord. On peut choisir ce voisinage assez fin de sorte qu’il n’y ait pas
d’auto-intersection, et que chaque intersection Ina ∩Σ0,∞ soit un arc connexe reliant deux
composantes de bord de Σ0,∞.
L’union de la triangulation τ∗ et des composantes de bord de Σ0,∞ définit un pavage τ
′
∗
de la surface en hexagones (voir la Figure 3.1). On remarquera que pour chaque hexagone,
ses côtés appartiennent alternativement à ∂Σ0,∞ et à un arc de la triangulation τ∗.
Figure 3.1 – La triangulation τ∗ de D2 (en pointillés), son arbre dual T et la surface
Σ0,∞.
Définition 3.1.1. Une sous-surface admissible de Σ0,∞ est une sous-surface com-
pacte de Σ0,∞ pouvant s’écrire comme la réunion finie et connexe d’hexagones de la
tesselation τ ′∗, contenant I
1
0 ∩ Σ0,∞.
Une sous-surface admissible de Σ0,∞ est définie par un ensemble d’arcs {In1a1 , ..., I
nk
ak
}
tel que l’union de ses arcs borde une sous-surface compacte. Un tel ensemble d’arcs est
alors qualifié de séparant (voir la Fig 3.2).
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Figure 3.2 – Une sous-surface admissible délimitée par une famille d’arcs séparants.
Définition 3.1.2. Un ensemble d’arcs {In1a1 , ..., I
nk
ak
} de τ∗ est séparant si l’union de
ses arcs borde une sous-surface compacte de Σ0,∞ contenant I
1
0 ∩ Σ0,∞.
Définition 3.1.3. Soit f un homéomorphisme de Σ0,∞. On dit que f est rigide s’il
stabilise la tesselation τ ′∗.
Définition 3.1.4 ([FK04]). Soit f un homéomorphisme de Σ0,∞. On dit que f est
asymptotiquement rigide s’il existe une sous-surface admissible S telle que f(S) est
une sous-surface admissible de Σ0,∞ et la restriction de f sur Σ0,∞ \ S est rigide.
Cette définition peut se traduire explicitement en citant l’ensemble d’arcs séparants
définissant la sous-surface compacte. On obtient alors qu’un homéomorphisme f de Σ0,∞
est asymptotiquement rigide s’il existe un ensemble d’arcs séparants {In1a1 , ..., I
nk
ak
} tel
que :
1. Pour tout 1 ≤ i ≤ k, il existe Inibi tel que f(I
ni
ai ∩ Σ0,∞) = I
ni
bi
∩ Σ0,∞, et
2. Pour tout 1 ≤ i ≤ k, j ∈ N et 0 ≤ l < 2j , l’arc f(Ini+j
2jai+l
∩ Σ0,∞) est égal à
Imi+j
2jbi+l
∩ Σ0,∞.
La première condition traduit le fait que f envoie une sous-surface admissible sur
une autre ; la deuxième condition correspond à la rigidité de f à l’extérieur de cette
sous-surface admissible. Un exemple d’homéomorphisme asymptotiquement rigide est
donné en Fig 3.3.
Le groupe des homéomorphismes asymptotiquement rigides de la surface Σ0,∞ sera
noté Homeoa(Σ0,∞).
Définition 3.1.5 ([FK04]). Le groupe modulaire asymptotique de Σ0,∞, noté Moda(Σ0,∞),
est le quotient Homeoa(Σ0,∞)/Homeo
0
a(Σ0,∞), où Homeo
0
a(Σ0,∞) est le sous-groupe des
homéomorphismes asymptotiquement rigides homotopes à l’identité.
40
Figure 3.3 – Un exemple d’homéomorphisme asymptotiquement rigide
Définition 3.1.6 ([CFP96]). Le groupe de Thompson T est le groupe des homéomor-
phismes du cercle linéaires par morceaux, préservant l’orientation, différentiables sauf
sur un nombre fini de nombre rationnels dyadiques, tels que sur les intervalles de diffé-
rentiabilité, les dérivées sont des puissances de 2, et qui stabilise l’ensemble des nombres
rationnels dyadiques.
Pour une introduction plus complète au groupe de Thompson T , voir [CFP96].
Proposition 3.1.1 ([FK08], section 1.3). Le groupe modulaire asymptotique Moda(Σ0,∞)
est isomorphe au groupe de Thompson T .
3.1.2 Le complexe CP(Σ0,∞)
On va maintenant définir un complexe cellulaire 2-dimensionnel sur lequel le groupe
modulaire asymptotique Moda(Σ0,∞) agit naturellement. Les sommets de CP(Σ0,∞) sont
les classes d’homotopie relativement au bord de Σ0,∞ des tesselations de Σ0,∞ en hexa-
gones qui diffèrent de la tesselation τ ′∗ seulement sur un nombre fini d’hexagones.
Soit v un sommet de CP(Σ0,∞) et a un arc constituant le côté commun de deux
hexagones h1 et h2 de la tesselation v. Soit a
′ un arc inclus dans h1 ∪ h2 telle que
l’intersection géométrique des classes homotopies des arcs a et a′ relativement au bord
de Σ0,∞ est égale à 1. Cela implique en particulier que les extrémités respectives de a et
a′ appartiennent à des cotés différents de h1 ∪h2. Soit w le sommet de CP(Σ0,∞) obtenu
de v en remplaçant l’arc a par a′. Alors les sommets v et w sont reliés par une arête
dans CP(Σ0,∞). On dit que w s’obtient de v par un flip de l’arc a. C’est l’analogue du
mouvement élémentaire décrit par les arêtes du complexe de pantalons dans la Définition
2.3.3. On remarquera qu’ici, l’hexagone dans Σ0,∞ joue le même rôle que le pantalon dans
une surface de type fini Σg,n.
Soit v un sommet de CP(Σ0,∞) et soient a et b deux arcs, chacun étant le côté d’un
hexagone de la tesselation v. En reprenant la terminologie utilisée dans la section 2.6.5,
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on dit que a et b sont adjacents s’il existe un hexagone de la tesselation v qui contient
ces deux arcs sur son bord. Il y a deux cas possibles :
1. Les deux arcs ne sont pas adjacents. Alors, si l’on applique un flip sur l’arc a puis
sur b, on obtient la même tesselation que si l’on flippe d’abord b puis a. Ainsi, la
commutativité des flips définit un 4-cycle sur le 1-squelette de CP(Σ0,∞) et on lui
attache une 2-cellule carrée (Fig 3.5).
2. Les deux arcs sont adjacents. Alors, si l’on flippe d’abord a puis b on obtient
une tesselation différente que si l’on flippe d’abord b puis a. Ces deux tesselations
diffèrent d’un flip. Cela correspond donc à un 5-cycle sur le 1-squelette de CP(Σ0,∞)
et on lui attache une 2-cellule pentagonale (Fig 3.6).
On obtient ainsi un analogue du complexe de pantalons d’une surface de type fini
décrit dans la section 2.3.2. En particulier, le groupe modulaire asymptotique agit tran-
sitivement sur le complexe par automorphisme (Prop 3.3.3).
On peut alors se demander de quelle manière le groupe des automorphismes de ce
complexe est relié au groupe modulaire asymptotique. Pour répondre à cette question,
on construit la suite exacte suivante :
1 → T → Aut(CP(Σ0,∞)) → Z/2Z → 1
On obtient ainsi le résultat suivant :
Théorème 7 ([FN11]). Le groupe Aut(CP(Σ0,∞)) est isomorphe au produit semi-direct
T o Z/2Z.
De plus, le co-noyau agit comme un automorphisme extérieur non trivial, de sorte
que l’on obtient un morphisme non trivial de Z/2Z → Out(T ). Comme Brin a montré
dans [Bri96] que le groupe des automorphismes extérieurs de T est isomorphe à Z/2Z,
ce morphisme est un isomorphisme.
Les outils utilisés dans la preuve de ce théorème permettent de donner une in-
terprétation géométrique de ce résultat. On distingue ainsi deux sortes d’éléments de
Aut(CP(Σ0,∞)) : ceux qui préservent l’orientation du complexe, et ceux qui l’inversent.
Il est ainsi naturel de définir le groupe modulaire étendu de Σ0,∞ par T oZ/2Z et ainsi
obtenir un véritable analogue au Théorème 4 sur les surfaces compactes.
La preuve de ce théorème va se structurer de la façon suivante : dans la section 3.2,
on opère une légère modification à la surface Σ0,∞ qui n’altèrera pas la notion de groupe
modulaire asymptotique défini plus haut. Cela permettra de décrire l’isomorphisme entre
le groupe modulaire asymptotique et le groupe de Thompson T . Dans la section 3.3, on
étudiera le complexe CP(Σ0,∞) et on définira l’action de T sur ce complexe. Enfin, dans
la section 3.4, on décrira la structure de Aut(CP(Σ0,∞)) dans le but de démontrer le
Théorème 7.
3.2 La surface et son groupe modulaire asymptotique
Dans cette section, on introduit un espace topologique Σ∗0,∞ homotope à la surface
Σ0,∞ définie au départ. Ces deux espaces ont le même groupe modulaire asymptotique.
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Définition 3.2.1. L’espace topologique Σ∗0,∞ s’obtient en attachant au disque hyperbo-
lique D2 les points de son bord correspondant aux nombres rationnels dyadiques.
La triangulation τ∗ de D2 est une triangulation de Σ∗0,∞ ayant comme sommets
l’ensemble des composantes de bord de Σ∗0,∞.
Lemme 3.2.1 ([FN11]). Soit ∂0Σ0,∞ une composante connexe du bord de Σ0,∞ qui est
une ligne bi-infinie de D2. La fermeture de ∂0Σ0,∞ dans D2 est ∂0Σ0,∞ ∪ {q}, où q est
un rationnel dyadique de ∂D2. Ainsi, il y a une bijection naturelle entre les nombres
rationnels dyadiques représentés par ∂Σ∗0,∞ et l’ensemble des composantes de bord de
Σ0,∞.
Corollaire 3.2.1. Soit ∂0Σ0,∞ une composante connexe du bord de S0,∞ et soient I
n1
a1 ,
In2a2 deux géodésiques de τ∗ intersectant ∂0Σ0,∞. Alors, I
n1
a1 , I
n2
a2 ont une extrémité en
commun (dyadique).
Corollaire 3.2.2. Soit {In1a1 , ..., I
nk
ak
} un ensemble d’arcs séparants cycliquement or-
donné. Alors ce sont les côtés d’un k-gone idéal de D2.
Corollaire 3.2.3. On peut déformer continûment Σ0,∞ en Σ
∗
0,∞ par une homotopie
H : Σ0,∞ × [0, 1] → D2 ∪ ∂D2 telle que :
– Pour t < 1, H(., t) est un homéomorphisme ;
– Pour t < 1, H(Σ0,∞ ∩ Ina , t) ⊂ Ina ;
– H(., 1) est un homéomorphisme de l’intérieur de Σ0,∞ dans D2 ;
– Soit ∂0Σ0,∞ une composante de bord de Σ0,∞ et soit q le rationnel dyadique sur
son adhérence. Alors H(∂0Σ0,∞, 1) = q.
On donne maintenant une définition de groupe modulaire asymptotique de Σ∗0,∞.
Définition 3.2.2. Soit f un homéomorphisme de Σ∗0,∞ préservant l’orientation. On dit
que f est asymptotiquement rigide s’il existe un ensemble d’arcs séparants {In1a1 , ..., I
nk
ak
}
tel que :
1. Pour tout 1 ≤ i ≤ k, il existe Inibi tel que f(I
ni
ai ) = I
ni
bi
, et
2. Pour tout 1 ≤ i ≤ k, j ∈ N et 0 ≤ l < 2j, l’arc f(Ini+j
2jai+l
) est égal à Imi+j
2jbi+l
.
L’ensemble d’arcs séparants {In1a1 , ..., I
nk
ak
} borde un polygone idéal dans Σ∗0,∞. On dira
que ce polygone est un support de f . Un homéomorphisme asymptotiquement rigide est
défini par la donnée d’un support et de son image, mais le support n’est pas unique.
Définition 3.2.3. Le groupe modulaire asymptotique Moda(Σ
∗
0,∞) est le quotient
Homeoa(Σ
∗
0,∞)/Homeo
0
a(Σ
∗
0,∞)
Proposition 3.2.1 ([FN11]). Les groupes modulaires asymptotiques de Σ0,∞ est Σ
∗
0,∞
sont isomorphes.
On peut maintenant donner une idée de la preuve de la Proposition 3.1.1.
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Preuve de la Proposition 3.1.1
Soit φ un homéomorphisme asymptotiquement rigide de Σ∗0,∞. On affirme que φ agit
comme un élément de T sur ∂Σ∗0,∞, qui est l’ensemble des nombres rationnels dyadiques,
et que cette action ne dépend que de la classe d’équivalence de φ dans Moda(Σ
∗
0,∞). Pour
voir cela, on considère deux ensemble d’arcs séparants {In1a1 , ..., I
nk
ak
} et {Im1b1 , ..., I
mk
bk
}
associés à φ, avec φ(Iniai ) = I
mi
bi
pour tout 1 ≤ i ≤ k. Sans perte de généralité, on
peut supposer que a1 = 0 et ak = 2
nk − 1 et que les deux ensembles sont cycliquement
ordonnés. Soit f l’unique application du cercle vérifiant les conditions suivantes :
1. Pour tout 1 ≤ i ≤ k, f
( ai
2ni
)
=
bi
2mi
2. Pour tout 1 ≤ i ≤ k, f
(
ai + 1
2ni
)
=
bi + 1
2mi
3. Pour tout x ∈
(
ai + 1
2ni
,
bi + 1
2mi
)
, f ′(x) = 2ni−mi .
On peut voir alors que f ∈ T .
Réciproquement, étant donné un élément f ∈ T , on peut montrer (voir le Lemme
2.2 de [CFP96]) qu’il existe une partition de l’intervalle unité en intervalles standard
dyadiques 0 = x0 < x1 < ... < xk = 1 et un entier 0 ≤ j ≤ k tels que :
1. Les sous-intervalles de la partition f(xj) < f(xj+1) < ... < f(xk) = f(x0) < ... <
f(xj−1) < f(xj) + 1 = 1 sont des intervalles standard dyadiques, et
2. L’application f est linéaire sur chaque sous-intervalle de la partition.
Ainsi, on peut trouver deux k-gones idéaux inscrits dans τ∗ définissant un élément φ
de Moda(Σ
∗
0,∞) qui agit comme f sur ∂Σ
∗
0,∞. Cela termine la preuve.
Une présentation finie de T
Il pourra être utile de penser au groupe de Thompson T comme un groupe engendré
par deux éléments : un élément α d’ordre 4 et un élément β d’ordre 3. Une présentation
complète (voir [FK08] et [LS97] pour plus de détails) est la suivante :
T = 〈α, β|α4, β3, [βαβ, α2βαβα2], [βαβ, α2β2α2βαβα2βα2], (βα5)〉
Les deux générateurs α, β peuvent être définis en termes de polygones idéaux : α
envoie {I20 , I21 , I22 , I23} sur {I21 , I22 , I23 , I20} et β envoie {I10 , I20 , I21} sur {I20 , I21 , I10}.
On remarquera que les polygones définissant un élément de T ne sont pas uniques,
bien qu’il existe un polygone minimal qui satisfasse les conditions. Considérons une paire
de polygones définissant un élément f ∈ T . Alors, si l’on scinde un intervalle standard
dyadique du polygone de départ en deux moitiés et que l’on fait la même opération sur
son intervalle image par f , la nouvelle paire de polygones ainsi obtenue définit le même
élément dans T . Toutes les paires de polygones définissant f sont obtenus en faisant
cette opération à partir d’une paire minimale un nombre fini de fois.
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3.3 Le complexe CP(Σ0,∞)
3.3.1 Lien avec le cas compact
On peut ainsi voir CP(Σ0,∞) plongé dans le complexe de pantalons CP(Σ0,n). Pour
cela, on considère deux copies de Σ0,∞ munie chacune de la tesselation τ
′
∗, que l’on recolle
ensemble le long de leur bord. On obtient ainsi une surface “doublée“ que l’on redéfinira
dans le chapitre suivant. Chaque arc de τ ′∗ voit ses deux copies former un lacet de la
surface doublée, la tesselation τ ′∗ devient alors une décomposition de la surface doublée
en une infinité de pantalons. Ainsi, un sommet de CP(Σ0,∞) peut être vu comme une
décomposition en pantalons de la surface doublée, s’obtenant de la décomposition initiale
(définie par un nombre fini de mouvements élémentaires appliqués à partir de τ ′∗, voir la
Définition 2.3.3).
3.3.2 Lien avec Σ∗0,∞
On va donner ici un autre point de vue sur le complexe CP(Σ0,∞) en utilisant la
définition de Σ∗0,∞. On peut par exemple voir un sommet de CP(Σ0,∞) comme étant
une triangulation de Σ∗0,∞ par des arcs dont les extrémités appartiennent à ∂Σ
∗
0,∞, qui
diffèrent de τ∗ seulement sur un nombre fini de triangles. Ainsi, deux sommets u, v de
CP(Σ0,∞) sont reliés par une arête si on peut obtenir v de u en changeant la diagonale
d’un quadrilatère inscrit dans la triangulation u (voir la Fig 3.4). On dira que v résulte
du flip d’un arc de u.
Figure 3.4 – Exemple de flip sur une triangulation de Σ∗0,∞.
Interprétation géométrique des 2-cellules
Chaque 2-cellule du complexe est un objet provenant d’un sommet v de CP(Σ0,∞) et
du flip consécutif de deux des arcs de la triangulation v. S’il existe un triangle dans v
contenant les deux arcs sur son bord (ces deux arcs sont alors adjacents), alors les flips
associés ne commutent pas et la 2-cellule est pentagonale. Sinon, ces deux arcs ne sont
pas adjacents, les flips associés commutent et la 2-cellule est carrée (voir les Fig 3.5 et
3.6). Cela permet d’affirmer le fait suivant :
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Proposition 3.3.1 ([FN11]). Etant donnés trois sommets u, v, w de CP(Σ0,∞) tels que
u et w sont distincts et reliés par une arête à v dans CP(Σ0,∞), alors il existe une unique
2-cellule contenant u, v et w.
Figure 3.5 – 2-cellule carrée de CP(Σ0,∞).
Figure 3.6 – 2-cellule pentagonale de CP(Σ0,∞).
Définition 3.3.1. On appelle le complexe 2-dimensionnel CP(Σ0,∞) le complexe de
décompositions de surface Σ0,∞ (ou Σ
∗
0,∞).
Lien avec le graphe de triangulations d’un polygone convexe
Il est intéressant de constater que le complexe CP(Σ0,∞) est fortement lié au graphe
des triangulations d’un n-gone convexe (voir par exemple [BH09], [Lee89] et [HN99]).
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Le graphe des triangulations d’un n-gone convexe est un graphe dont les sommets sont
les triangulations d’un n-gone en n− 2 triangles et les arêtes relient deux sommets s’ils
diffèrent par un seul flip. Ainsi, le complexe CP(Σ0,∞) peut être interprété comme le
complexe 2-dimensionnel associé au graphe de triangulations d’un ∞-gone convexe.
On peut maintenant en déduire la connexité de CP(Σ0,∞) à partir du cas fini (voir
[HN99]) pour une preuve simple). En effet, chaque sommet de CP(Σ0,∞) a seulement un
nombre fini d’arcs qui n’appartiennent pas la triangulation τ∗, de sorte qu’il existe un
polygone convexe contenant tous ces arcs.
De plus, Lee a montré dans [Lee89] que le complexe de triangulations du n-gone
convexe est un polytope convexe de dimension (n − 3) (voir aussi [DR01]). Ainsi, le
complexe CP(Σ0,∞) est aussi simplement connexe. En résumé :
Proposition 3.3.2 ([FN11]). Le complexe CP(Σ0,∞) est connexe et simplement connexe.
3.3.3 Action de T sur CP(Σ0,∞)
Action sur les sommets
Soit v un sommet de CP(Σ0,∞) et f ∈ T . Considérons l’ensemble G des géodésiques
définies comme suit : la géodésique joignant deux rationnels dyadiques p,q est dans G
si la géodésique joignant les rationnels dyadiques f−1(p) et f−1(q) appartiennent à la
triangulation v. On peut remarquer que les géodésiques deG définissent une triangulation
de Σ∗0,∞. On note cette triangulation f · v. Par définition de CP(Σ0,∞), f · v est un
sommet de CP(Σ0,∞). Remarquons que l’on peut trouver un polygone idéal défini par un
ensemble d’arcs séparants {In1a1 , ..., I
nk
ak
} qui est un support de f et qui contient toutes les
géodésiques qui sont dans la triangulation v et qui n’appartiennent pas à τ∗. On donne
un exemple avec les deux générateurs α, β ∈ T dans les Figures 3.7 et 3.8.
α
Figure 3.7 – Action du générateur α sur τ∗.
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β
Figure 3.8 – Action du générateur β sur τ∗.
Action sur les arêtes et les 2-cellules
Soit v, w deux sommets reliés par une arête dans CP(Σ0,∞), et f ∈ T . Par définition
de l’action sur les sommets, f · v et f · w sont également reliés par une arête. En se
souvenant de l’interprétation géométrique des 2-cellules, on voit que l’action s’étend
également au 2-squelette de CP(Σ0,∞). On a ainsi défini une application naturelle
Ψ : T → Aut(CP(Σ0,∞))
Proposition 3.3.3 ([FN11]). Le groupe modulaire asymptotique T de Σ∗0,∞ agit tran-
sitivement sur le complexe CP(Σ0,∞) par automorphismes. De plus, l’application Ψ est
injective.
Démonstration. Il a été montré au paragraphe précédent que T agit sur CP(Σ0,∞) par
automorphismes.
On prouve la transitivité en montrant que pour tout sommet v du complexe CP(Σ0,∞),
il existe un élément f ∈ T tel que f · τ∗ = v. Soit P un polygone idéal inscrit dans la
triangulation τ∗ tel P contient toutes les arêtes de la triangulation v qui ne cöıncident
pas avec τ∗ et comprend au moins les rationnels dyadiques 0,
1
4 ,
1
2 ,
3
4 sur son bord. Soit a
une arête de v comprise à l’intérieur du polygone P et p > q ses extrémités. Il existe un
unique triangle idéal dans P ayant pour sommets p, x, q, où x est un rationnel dyadique
tel que p > x > q. On associe le triangle défini par les sommets 12 , 0,
1
4 à ce triangle.
De façon analogue, au triangle ayant pour sommets y > p > q (ou p > q > y) de P
on associe le triangle 34 , 0,
1
2 . En répétant cette prodécure un nombre fini de fois, on
construit un polygone idéal Q triangulé, et l’élément f ∈ T défini par f(Q) = P vérifie
bien f(τ∗) = v.
Pour prouver l’injectivité de Ψ, on se contente de montrer que si f ∈ T est différent
de l’identité, il existe un sommet v tel que f · v 6= v. Soit q un rationnel dyadique tel que
f(q) 6= q. On prend un carré idéal inscrit dans la triangulation τ∗ ayant q pour sommet
et une intersection vide avec son image par f (il existe car f(q) 6= q, la triangulation τ∗
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a l’ensemble des rationnels dyadiques comme sommets et les rationnels dyadiques sont
denses dans [0,1]). Maintenant, soit v la triangulation obtenue en appliquant un flip à la
diagonale de ce carré dans τ∗. Alors f · v 6= v.
3.3.4 Le complexe CP(Σ0,∞) n’est pas Gromov-hyperbolique
Contrairement à ce qui a été montré au Théorème 3 pour le complexe de courbes
d’une surface compacte, on a le résultat suivant concernant le complexe CP(Σ0,∞)
Proposition 3.3.4 ([FN11]). Le complexe CP(Σ0,∞) n’est pas hyperbolique au sens de
Gromov.
Pour s’en convaincre, on se basera sur l’observation suivante :
Remarque 3.3.1. Un flip modifie un seul arc de la triangulation. Ainsi, la distance
entre deux sommets v, w ∈ CP(Σ0,∞) est minoré par le nombre d’arcs qui appartiennent
à la triangulation v mais pas à la triangulation w.
Démonstration. Soit n un entier strictement positif. On note d = dCP (Σ0,∞) la distance
usuelle sur le graphe de CP(Σ0,∞). On construit un triangle géodésique u, v, w tel que
d(u, v) = d(v, w) = n et d(u,w) = 2n, puis on donne un point p dans le segment
géodésique uw tel que d(p, x) ≥ n pour tout x ∈ uv ∪ vw.
On définit 2n carrés disjoints s1, ..., s2n inscrits dans τ∗. Soit u = τ∗, v le sommet
s’obtenant de τ∗ après avoir appliqué un flip aux diagonales de chaque carré s1, ..., sn et w
le sommet s’obtenant de τ∗ après avoir appliqué un flip aux diagonales de chaque carré
sn+1, ..., s2n. Les segments uv et vw représentent la succession de flips des diagonales
de s1, ..., sn et sn+1, ..., s2n respectivement, dans cet ordre. Le segment uw est issu du
flip de la diagonale du carré s2n, puis la diagonale du carré s2n−1, jusqu’au carré s1,
dans l’ordre décroissant (voir la Fig 3.9). Le point p est le sommet s’obtenant de τ∗ par
le flip des diagonales de sn+1, ..., s2n. Tous ces segments sont géodésiques et d(p, x) =
n+min{d(u, x), d(w, x)} pour tout x ∈ uv ∪ vw.
3.4 Le groupe des automorphismes du complexe CP(Σ0,∞)
Dans cette section, on va étudier le groupe Aut(CP(Σ0,∞)) et montrer qu’il est iso-
morphe au produit semi-direct T o Z/2Z.
La structure de la preuve s’inspire des idées développées par Ivanov et reprises par la
suite dans des cas similaires (voir le Chapitre 2). On va ainsi voir, dans l’idée du corollaire
de la Proposition 2.6.5, que tout automorphisme de CP(Σ0,∞) est entièrement déterminé
par ses valeurs prises sur la boule unité centrée en τ∗. Ensuite, on étudie les propriétés des
automorphismes de CP(Σ0,∞) à la lumière de leur action sur un complexe auxiliaire, le
link d’un sommet, à l’instar de ce qui a été fait dans la section 2.6.2. Cela permet alors de
construire, pour un φ ∈ Aut(CP(Σ0,∞)) donné, un élément t ∈ Ψ(T ) ⊂ Aut(CP(Σ0,∞))
tel que t(τ∗) = φ(τ∗).
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Figure 3.9 – Les points correspondent aux triangulations obtenues en flippant sur τ∗ la
diagonale de si, si la i-ème coordonnée est égale à 1. Les lignes discontinues représentent
les distances dans CP(Σ0,∞).
3.4.1 Construction du link LΣ0,∞(v)
On se rappelle que pour toute triangulation v de Σ∗0,∞, les flips le long de deux arcs de
v ne commutent pas si et seulement si ces arcs sont adjacents, c’est-à-dire qu’ils appar-
tiennent au bord d’un même triangle. On va construire un sous-complexe de CP(Σ0,∞)
qui encode cette information.
Soit L(1)Σ0,∞(v) un graphe dont l’ensemble des sommet est l’ensemble des sommets de
CP(Σ0,∞) est l’ensemble des sommets de CP(Σ0,∞) reliés par une arête à v (autrement
dit, la sphère unité centrée en v). On relie deux sommets de L(1)Σ0,∞(v) par une arête s’ils
appartiennent à une même 2-cellule pentagonale de CP(Σ0,∞).
Donnons maintenant une interprétation géométrique à L(1)Σ0,∞(v). On associe à chaque
arc a de la triangulation v un sommet qui représente le sommet de CP(Σ0,∞) s’obtenant
de v en appliquant un flip à l’arc a. D’après l’interprétation géométrique des 2-cellules
détaillée dans la section 3.3.2, on voit dès lors que deux sommets de L(1)Σ0,∞(v), respecti-
vement associés à deux arcs a et b de v, sont reliés par une arête si et seulement si a et
b sont adjacents. Ainsi, L(1)Σ0,∞(v) peut être vu comme une union connexe de triangles,
chacun étant inscrit dans un triangle de v, où l’intersection entre deux triangles est soit
vide, soit un sommet, et où chaque sommet appartient à deux triangles différents (voir
la Fig 3.10).
Définition 3.4.1 ([FN11]). Soit v un sommet de CP(Σ0,∞). Le link de v est le complexe
2-dimensionnel LΣ0,∞(v) qui est constitué de L
(1)
Σ0,∞
(v) auquel on attache une 2-cellule
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Figure 3.10 – Le link de τ∗.
sur chaque triangle. De plus, le link peut se plonger dans D2 et se trouve naturellement
orienté.
On remarque que le link a été construit en n’utilisant que la structure combinatoire de
CP(Σ0,∞) dans le voisinage d’un sommet. On note également que CP(Σ0,∞) est régulier
dans le sens où tous les sommets ont la même structure combinatoire sur leur voisinage.
Lemme 3.4.1 ([FN11]). Soit v un sommet de CP(Σ0,∞). Alors tout automorphisme φ
de CP(Σ0,∞) induit un isomorphisme φ∗,v : LΣ0,∞(v) → LΣ0,∞(w), où w = φ(v).
On déduit de ce lemme et de la transitivité de l’action de T sur CP(Σ0,∞) le corollaire
suivant :
Corollaire 3.4.1 ([FN11]). Soit v, w deux sommets de CP(Σ0,∞). Alors leurs links res-
pectifs LΣ0,∞(v) et LΣ0,∞(w) sont isomorphes.
3.4.2 Extension des isomorphismes de link
Dans la section précédente, on montre que tout automorphisme φ de CP(Σ0,∞) induit
un isomorphisme φ∗,v : LΣ0,∞(v) → LΣ0,∞(w), où w = φ(v). Réciproquement, étant
donnés deux sommets v et w de CP(Σ0,∞) et un isomorphisme i : LΣ0,∞(v) → LΣ0,∞(w),
on va se demander sous quelles conditions il existe un automorphisme φ ∈ Aut(CP(Σ0,∞))
tel que φ∗,v = i.
Un problème d’orientation
Soit φ ∈ Aut(CP(Σ0,∞)), v un sommet de CP(Σ0,∞) et w = φ(v). Soit (a, b, c) le triplet
de sommets d’un triangle ∆ du link LΣ0,∞(v). On suppose que ce triplet est cyclique-
ment ordonné, en accord avec l’orientation du triangle. Les sommets φ(a), φ(b), φ(c) ∈
CP(Σ0,∞) sont les sommets d’un triangle φ(∆) dans LΣ0,∞(w). Il y a deux possibilités :
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1. L’orientation de φ(∆) induit un ordre cyclique (φ(a), φ(b), φ(c)) sur ses sommets.
On dit alors que φ préserve l’orientation de ∆.
2. L’orientation de φ(∆) induit un ordre cyclique (φ(a), φ(c), φ(b)) sur ses sommets.
On dit alors que φ renverse l’orientation de ∆.
Définition 3.4.2 ([FN11]). Soit φ ∈ Aut(CP(Σ0,∞)), v un sommet de CP(Σ0,∞). On dit
que φ∗,v préserve (renverse) l’orientation s’il préserve (renverse) l’orientation de
chaque triangle de LΣ0,∞(v). Par extension, on dit de même que φ préserve (renverse)
la v-orientation s’il préserve (renverse) l’orientation de chaque triangle de LΣ0,∞(v).
Lien avec T
Remarque 3.4.1. Tout élément f ∈ T induit un automorphisme Ψ(f) ∈ Aut(CP(Σ0,∞))
qui préserve la v-orientation pour tout sommet v ∈ CP(Σ0,∞).
Lemme 3.4.2 ([FN11]). Soient v, w deux sommets de CP(Σ0,∞) et i : LΣ0,∞(v) →
LΣ0,∞(w) un isomorphisme préservant l’orientation. Alors il existe un unique automor-
phisme φ ∈ Aut(CP(Σ0,∞)) tel que φ∗,v = i. De plus, φ ∈ T .
Démonstration. On montre d’abord l’existence en construisant un élément φ ∈ T de
la façon suivante : soit {Id1c1 , ..., I
dl
cl
} un ensemble d’arcs séparants sur la triangulation
w contenant tous les arêtes ne cöıncidant pas avec τ∗. Soient u
′
1, ..., u
′
l les sommets de
LΣ0,∞(w) correspondant aux triangulations s’obtenant de w par le flip, respectivement,
des arêtes Id1c1 , ..., I
dl
cl
. Soit {In1a1 , ..., I
nk
ak
} (avec k ≥ l) un ensemble d’arcs séparants de la
triangulation v contenant en son intérieur i−1(u′1), ..., i
−1(u′l). Soit u1, ..., uk les sommets
de LΣ0,∞(v) correspondant aux triangulations s’obtenant de v par le flip, respectivement,
des arêtes In1a1 , ..., I
nk
ak
. Alors i(u1), ..., i(uk) sont les sommets correspondant aux arêtes
qui forment un ensemble d’arcs séparants de w que l’on note {Im1b1 , ..., I
mk
bk
}. On définit
alors φ par φ(I
nj
aj ) = I
nj
bj
pour tout 1 ≤ j ≤ k. On vérifie alors que φ∗,v = i.
On montre l’unicité en utilisant l’interprétation géométrique des 2-cellules et la Pro-
position 3.3.1. Soit ψ ∈ Aut(CP(Σ0,∞)) tel que ψ∗,v = i. On montre alors que l’action
sur le 0-squelette de CP(Σ0,∞) doit cöıncider avec φ. On a :
– ψ(v) = w
– Pour tout sommet u à distance 1 de v, ψ(u) = i(u)
– Supposons par récurrence que ψ est défini sur la boule de CP(Σ0,∞) centrée en v
de rayon n, avec n ≥ 2, et soit u un sommet à distance n + 1 de v. On considère
un chemin p = v, u1, ..., un−1, un, u de longueur n + 1 reliant v à u. Les sommets
un−1, un, u définissent une unique 2-cellule de CP(Σ0,∞). Cette 2-cellule contient au
moins un 4ème sommet u′ à distance inférieure ou égale à n de v. Ainsi, ψ(u) doit
être le sommet de l’unique 2-cellule de CP(Σ0,∞) définie par ψ(u′), ψ(un−1), ψ(un)
qui est reliée par une arête à ψ(un) et différent de ψ(un−1).
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Une obstruction liée à l’orientation
On va voir que le résultat du lemme précédent ne s’applique plus si l’isomorphisme
de link ne préserve pas l’orientation de tous les triangles.
Lemme 3.4.3 ([FN11]). Soient v, w deux sommets de CP(Σ0,∞) et i : LΣ0,∞(v) →
LΣ0,∞(w) un isomorphisme qui renverse l’orientation sur un triangle ∆1 = (u0, u1, u2)
et renversant l’orientation d’un triangle ∆2 = (u0, u3, u4). Alors il n’existe pas φ ∈
Aut(CP(Σ0,∞)) tel que φ∗,v = i.
Démonstration. Supposons par l’absurde qu’il existe φ ∈ Aut(CP(Σ0,∞)) tel que φ∗,v = i.
Du fait que u1 et u0 appartiennent à un même triangle de LΣ0,∞(v), les sommets u1, v, u0
définissent une 2-cellule pentagonale de CP(Σ0,∞). Soit u5 le sommet à distance 1 de u0
et différent de v sur cette 2-cellule. De la même façon, on définit u6 le sommet à distance
1 de u0 et différent de v sur la 2-cellule pentagonale engendrée par u4, v, u0. Les sommets
u5, u0, u6 définissent une 2-cellule pentagonale.
D’un autre côté, i(u1), i(v), i(u0) définissent également une 2-cellule pentagonale de
CP(Σ0,∞). En adaptant la preuve de l’unicité du lemme précédent, φ(u5) est nécessai-
rement le sommet à distance 1 de i(u0) et différent de w sur cette 2-cellule pentagonale.
De plus, φ(u6) est nécessairement le sommet à distance 1 de φ(u0) et différent de w sur
la 2-cellule pentagonale définie par i(u4), i(v), i(u0). Mais dans ce cas, les trois sommets
φ(u5), φ(u0), φ(u6) engendrent une 2-cellule carrée de CP(Σ0,∞), ce qui contredit le fait
que φ agit de façon cellulaire sur CP(Σ0,∞). On peut regarder la Fig 3.11 pour se faire
une idée de la situation.
Soit v un sommet de CP(Σ0,∞) et w un sommet à distance 1 de v. Soient (w, u1, u2) et
(w, u3, u4) les triplets de sommets définissant les deux triangles de LΣ0,∞(v) ayant comme
sommet commun w. Une représentation géométrique du link LΣ0,∞(w) a les mêmes
sommets que LΣ0,∞(v) et seuls les deux triangles mentionnés ci-dessus sont modifiés en
les deux triangles (w, u1, u4) et (w, u2, u3) (voir les Figures 3.10 et 3.12 dans le cas où
v = τ∗).
Cela permet de donner une autre preuve du Lemme 3.4.3 :
Démonstration. Supposons qu’il existe φ ∈ Aut(CP(Σ0,∞)) tel que φ∗,v = i. Alors φ∗,u0
est un isomorphisme entre le link de u0 et le link de i(u0). Mais la remarque faite dans
le paragraphe précédent permet de voir que u1 et u4 sont adjacents dans le link de u0,
ce qui n’est pas le cas de i(u1) et i(u4) dans le link de i(u0). Cela contredit le fait que
φ∗,u0 est un isomorphisme.
Le résultat suivant donne un exemple d’automorphisme qui ne préserve pas l’orien-
tation de chaque triangle sur le link :
Lemme 3.4.4 ([FN11]). Soit iR : LΣ0,∞(τ∗) → LΣ0,∞(τ∗) un isomorphisme renversant
l’orientation se construisant par la symmétrie par rapport à l’axe I10 . Alors il existe un
unique automorphisme φR ∈ Aut(CP(Σ0,∞)) tel que (φR)∗,τ∗ = iR.
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Figure 3.11 – Un exemple du Lemme 3.4.3.
3.4.3 Preuve du Théorème 7
On étend la notion de préservation de l’orientation des isomorphismes de link aux
automorphismes du complexe.
Définition 3.4.3 ([FN11]). Soit φ ∈ Aut(CP(Σ0,∞)) ; φ est un automorphisme qui
préserve (renverse) l’orientation s’il préserve (renverse) la v-orientation pour tout som-
met v de CP(Σ0,∞).
Avec cette terminologie, le Lemme 3.4.2 dit exactement que le sous-groupe des au-
tomorphismes de CP(Σ0,∞) préservant l’orientation est isomorphe au groupe T . En re-
vanche, l’automorphisme φR défini dans le Lemme 3.4.4 renverse l’orientation. Cela per-
met de classifier les automorphismes de CP(Σ0,∞) :
Proposition 3.4.1 ([FN11]). Tout automorphisme de CP(Σ0,∞) préserve ou renverse
l’orientation.
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Figure 3.12 – Le link du sommet obtenu après un flip de I10 sur τ∗.
Démonstration. Le Lemme 3.4.3 et la connexité de LΣ0,∞(τ∗) permet d’affirmer qu’étant
donné un automorphisme φ ∈ Aut(CP(Σ0,∞)), sa restriction au link φ∗,τ∗ préserve ou
renverse la τ∗-orientation. Dans le premier cas, φ ∈ Ψ(T ) d’après le Lemme 3.4.2 ; dans
le second cas, on considère l’automorphisme φ′ = φ ◦ φR qui préserve la τ∗-orientation,
donc préserve l’orientation. Ainsi, φ = φ′ ◦ φR renverse l’orientation (on vient de voir
que φR renverse l’orientation).
On peut maintenant montrer le Théorème 7 :
Démonstration. On cherche à construire la suite exacte suivante :
1 → T → Aut(CP(Σ0,∞)) → Z/2Z → 1
et on montre qu’elle se scinde.
On définit le morphisme : Π : Aut(CP(Σ0,∞)) → Z/2Z de la façon suivante :
φ 7→
{
0 si φ préserve l’orientation
1 si φ renverse l’orientation
La Proposition 3.4.1 montre que Π est bien définie. Des Lemmes 3.4.2 et 3.4.4, on
déduit que ce morphisme est surjectif et l’isomorphisme Z/2Z ≈< φR > est une section
de Π. Enfin, le Lemme 3.4.2 montre que le noyau de Π est isomorphe à T .
En conséquence, on a une action de Z/2Z sur le groupe des automorphismes de T ,
où le générateur de Z/2Z agit comme l’automorphisme γR défini par γR(t) = φR ◦ t◦φR,
pour tout t ∈ T . En particulier, on peut définir γR à partir des générateurs de T avec
γR(α) = α
−1 et γR(β) = α
2β−1α2. Cela signifie que si l’on conjugue γR par α
2, on
obtient le générateur du goupe des automorphismes exérieurs de T envoyant α sur α−1
et β sur β−1, qui est le générateur de Out(T ) donné par Brin dans [Bri96].
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Chapitre 4
Groupe des automorphismes du
complexe de décomposition d’une
surface infinie de genre 0
Nous allons dans ce chapitre définir une surface S0,∞, non compacte, de genre 0.
Funar et Kapoudjian ont défini un groupe modulaire adapté à cette surface, qu’ils ap-
pellent groupe modulaire universel en genre zéro, que l’on notera B. Ce groupe modulaire
est universel dans le sens où c’est le plus petit groupe contenant uniformément tous les
groupes modulaires de surfaces de genre nul. C’est une extension du groupe de Thomp-
son V par la limite inductive de groupes modulaires purs de sphères trouées. En suivant
la méthode de Hatcher-Thurston ([HT80]) pour montrer que les groupes modulaires des
surfaces compactes sont finiment présentés, Funar et Kapoudjian définissent un com-
plexe sur lequel B agit naturellement, puis montrent en utilisant un théorème de Brown
([Bro84]) que B est de présentation finie.
On définit donc CP(S0,∞) un complexe de décompositions en pantalons de la surface
S0,∞. En observant que B agit par automorphisme sur ce complexe, la question est de
connâıtre le lien exact entre le groupe des automorphismes de CP(S0,∞) et le groupe
modulaire B. Le résultat principal démontré dans ce chapitre est le suivant :
Théorème. Le groupe Aut(CP(S0,∞)) est isomorphe à la complétion d’une extension du
groupe B.
L’énoncé précis de ce résultat est le Théorème 8. La définition de cette extension est
donnée dans la section 4.3.6. Sauf mention contraire, les résultats de ce chapitre sont
originaux. Ils font l’objet d’un article en cours de préparation.
4.1 Introduction
On définit d’abord dans la section 4.2.1 une surface non compacte S0,∞, de genre 0,
homéomorphe à une sphère privée d’un ensemble de Cantor. Elle peut être représentée
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comme un voisinage tubulaire de l’arbre binaire infini sans racine T. On lui associe une
décomposition en pantalons particulière que l’on note E et qui fera office de décompo-
sition standard associée à S0,∞. On lui ajoute également une famille de segments qui
décomposent la surface en deux composantes connexes, que l’on appellera la face visible
et invisible respectivement. La donnée de la décomposition E et de cette famille de
segments est une structure rigide de S0,∞.
On peut ensuite introduire (section 4.2.2) le groupe modulaire asymptotique B : il
s’agit d’un groupe modulaire dont les éléments sont des classes d’homotopie d’homé-
omorphismes préservant l’orientation, mais aussi une structure rigide donnée à l’infini.
Cela signifie en particulier que la face visible de S0,∞ est préservée à l’infini. On ajoute
au groupe B des éléments ne préservant pas l’orientation, ni la face visible à l’infini, pour
obtenir le groupe modulaire asymptotique étendu B
1
2 et ensuite sa complétion B̂
1
2 .
Dans un deuxième temps, on définit dans la section 4.4 un complexe cellulaire
CP(S0,∞) dont les sommets représentent les décompositions en pantalons de S0,∞ qui
cöıncident asymptotiquement avec E. On montre que tout élément de B̂
1
2 agit par au-
tomorphisme de CP(S0,∞), et que l’application naturelle Ψ : B̂
1
2 → Aut(CP(S0,∞)) est
injective (Lemme 4.4.1).
Pour savoir si Ψ est surjective, on étudie dans la section 4.5 les propriétés des auto-
morphismes de CP(S0,∞) en les faisant agir sur un graphe auxiliaire, le link LS0,∞(E),
défini dans la section 4.5.1. On étudie précisément la structure de ce graphe et l’on décrit
l’action des générateurs de B̂
1
2 sur ce complexe (section 4.5.4 et section 4.5.5).
Dans la section 4.6, on obtient d’autres propriétés des automorphismes de CP(S0,∞)
en les considérant comme des prolongements d’automorphismes du complexe de panta-
lons d’une surface compacte. On construit explicitement un élément de B̂
1
2 qui agit sur
CP(S0,∞) de la même façon qu’un automorphisme quelconque du complexe. On démontre
ainsi le résultat principal de ce chapitre :
Théorème 8. Le groupe Aut(CP(S0,∞)) est isomorphe à B̂
1
2 .
4.2 Le groupe modulaire B
4.2.1 Description de la surface S0,∞
Définition 4.2.1. On définit S0,∞ comme étant la surface issue du recollement le long
de son bord de deux copies de Σ0,∞.
Il pourra être utile de considérer S0,∞ comme le bord d’un voisinage fermé trois-
dimensionnel de l’arbre binaire infini sans racine T dans R3, tandis que Σ0,∞ est un
voisinage fermé planaire de T.
Définition 4.2.2. Une décomposition en pantalons de la surface S0,∞ est une col-
lection maximale de lacets non triviaux sur S0,∞ qui sont deux à deux disjoints et non
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homotopes. Le complémentaire d’une décomposition en pantalons dans S0,∞ est une fa-
mille (dénombrable) de copies de Σ0,3.
On construit une décomposition en pantalons standard découlant naturellement du
pavage τ∗ de Σ0,∞ : la surface S0,∞ est issue du recollement de deux copies de Σ0,∞ le
long de leurs bords. Chaque copie est munie du pavage τ∗, qui est une famille d’arcs dont
les extrémités appartiennent au bord de Σ0,∞. On choisit l’application de recollement
de telle sorte que les deux copies de la famille d’arcs τ∗ forment une famille de courbes
simples fermées de S0,∞.
On ajoute à S0,∞ une structure additionnelle qui permettra ensuite de définir un
groupe modulaire. On reprend la terminologie employée dans [FK04].
Définition 4.2.3. Une structure prérigide de S0,∞ est une famille dénombrable de
droites disjointes proprement plongées dans S0,∞ telle que le complémentaire de leur
union dans S0,∞ a exactement deux composantes connexes.
Définition 4.2.4. Une structure rigide est la donnée d’une décomposition en panta-
lons et d’une structure prérigide. Ces deux familles doivent être compatibles, dans le sens
où la trace de la structure prérigide sur chaque pantalon est faite de trois composantes
connexes, chacune appelée couture. De plus, chaque paire de composantes de bord d’un
pantalon donné est reliée par une unique couture.
On fixe arbitrairement une structure prérigide que l’on associe à la décomposition en
pantalons canoniques E. On obtient une structure rigide particulière que l’on appelle la
structure rigide canonique (voir la Figure 4.1).
Définition 4.2.5. Le complémentaire dans S0,∞ de la réunion des courbes de la structure
prérigide canonique a deux composantes connexes. On en distingue une et on l’appelle
la face visible de S0,∞. La face visible est isomorphe à Σ0,∞ (il en est de même pour
la face invisible).
Définition 4.2.6. Une décomposition en pantalons de la surface S0,∞ est asympto-
tiquement triviale si elle cöıncide avec la décomposition canonique en dehors d’une
sous-surface compacte de Σ.
Définition 4.2.7. Soit F une décomposition en pantalons de la surface S0,∞. On dit
que F est compatible avec la face visible de S0,∞ si pour tout lacet c de F , la trace
de c sur la face visible de S0,∞ est connexe.
Par exemple, la décomposition en pantalons canonique E est compatible avec la
face visible de S0,∞. La face visible de S0,∞ munie de la trace de E sur celle-ci est
homéomorphe à Σ0,∞ munie du pavage τ
′
∗ décrit au chapitre précédent.
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(Σ+0,∞, τ∗) (S0,∞, E)
Figure 4.1 – La surface S0,∞ munie de sa décomposition canonique, découpée le long
de sa face visible, issue du recollement de deux copies de (Σ0,∞, τ∗) le long de leur bord.
4.2.2 Définition du groupe modulaire B
On va maintenant définir un groupe modulaire asymptotique de façon analogue au
cas de la surface planaire Σ0,∞. Les cinq définitions suivantes se trouvent dans [FK04].
Définition 4.2.8. Une sous-surface compacte Σ0,n est admissible si chacune de ses
composantes de bord est un lacet de la décomposition canonique de S0,∞. Le nombre n
de composantes de bord est appelé l’ordre de la sous-surface en question.
Définition 4.2.9. Soit f un homéomorphisme de S0,∞. On dit que f est rigide si elle
respecte la trace de la structure rigide canonique. Autrement dit, f est rigide si elle envoie
la décomposition en pantalons canonique sur la décomposition en pantalons canonique,
les coutures sur les coutures et la face visible sur la face visible.
Définition 4.2.10. Soit f un homéomorphisme de S0,∞. On dit que f est quasi-rigide
si elle respecte la trace de la décomposition en pantalons canonique.
Définition 4.2.11. Soit f un homéomorphisme de S0,∞. On dit que f est asymptoti-
quement rigide (resp. asymptotiquement quasi-rigide) s’il existe une sous-surface
admissible Σ0,n ⊂ S0,∞ telle que son image par f est également une sous-surface admis-
sible et la restriction de f à S0,∞ \ Σ0,n est rigide (resp. quasi-rigide).
Définition 4.2.12. On note B le groupe des classes d’homotopie des homéomorphismes
de S0,∞ asymptotiquement rigides. On l’appelle le groupe modulaire universel pré-
servant l’orientation en genre zéro.
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Lien avec Σ0,∞, V et T
Il existe une projection naturelle π : S0,∞ → Σ0,∞ telle que l’antécédent de chaque
arc du pavage τ ′∗ de Σ0,∞ soit un lacet de la décomposition E. Cela permet notamment
d’établir une bijection entre l’ensemble des lacets de la décomposition E et les intervalles
standard dyadiques, ceux-ci définissant chaque arc du pavage τ∗.
{lacets de E} ↔ {arcs de τ∗} ↔ {intervalles standard dyadiques}
Définition 4.2.13 ([CFP96]). Le groupe de Thompson V est le groupe des bijections
continues du cercle linéaires par morceaux, différentiables sauf sur un nombre fini de
nombre rationnels dyadiques, tels que sur les intervalles de différentiabilité, les dérivées
sont des puissances de 2, et qui stabilise l’ensemble des nombres rationnels dyadiques.
Il est à noter que le groupe de Thompson V contient le groupe de Thompson T défini
précédemment. La différence est que la condition “être un homéomorphisme du cercle
préservant l’orientation” dans la définition de T devient “être une bijection continue”. Si
l’on regarde l’action de V sur le disque hyperbolique D2 muni d’une triangulation dont
les sommets sont les rationnels dyadiques, cela signifie en particulier qu’un élément de
V envoie un polygone idéal sur un autre, sans forcément préserver l’ordre cyclique des
côtés du polygone, alors qu’un élément de T préserve cet ordre.
On rappelle que PMod(Σg,n) est le sous-groupe de Mod
+(Σg,n) qui fixe les com-
posantes de bord point par point de Σg,n. On définit PMod
∗ comme étant la limite
inductive
PMod∗ =
⋃
n→∞
PMod(Σ0,3×2n)
En prenant g = 0 en faisant tendre n vers l’infini dans la suite exacte de la section 2.1.1,
on obtient le résultat suivant :
Proposition 4.2.1 ([FK04]). On a la suite exacte suivante :
1 −→ PMod∗ −→ B −→ V −→ 1
On peut montrer par ailleurs ([FK04]) que cette suite exacte se scinde sur T . Plus
précisément, on a la caractérisation suivante :
Proposition 4.2.2 ([FK04]). Le groupe de Thompson T est le sous-groupe de B des
éléments préservant la face visible de la surface S0,∞.
Générateurs de B
Le groupe B est engendré par le twist t (Fig 4.2), la tresse π (Fig 4.3) et les deux
générateurs α et β du groupe de Thompson T . Pour plus de détails sur la définition de
ces générateurs, voir la section 3 de [FK04].
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b c b c
t
Figure 4.2 – Action d’un twist t sur un pantalon.
a
a
b c c b
π
Figure 4.3 – Action d’une tresse π sur un pantalon.
Autres sous-groupes remarquables de B
Proposition 4.2.3 ([FK04]). Le sous-groupe des éléments de B représentant des homé-
omorphismes rigides est isomorphe à PSL2(Z) : c’est le sous-groupe de T engendré par
les éléments α2 (d’ordre 2) et β (d’ordre 3).
On considère maintenant une surface Σ0,n plongée dans S0,∞ de sorte que ses com-
posantes de bord cöıncident avec des lacets appartenant à la décomposition E de S0,∞.
En particulier, chaque composante de bord a une face visible. Le groupe modulaire
Mod+(Σ0,n) est le groupe des classes d’homotopie des homéomorphismes préservant
l’orientation de Σ0,n. Ces homéomorphismes peuvent permuter les composantes de bord
de Σ0,n mais on peut supposer qu’ils préservent leurs faces visibles. Il existe donc un
plongement Mod+(Σ0,n) ↪→ B qui consiste à étendre de façon rigide l’homéomorphisme
représentant un élément de Mod+(Σ0,n).
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4.3 Le groupe modulaire asymptotique étendu B̂ 12
On définit certaines classes d’homotopie d’homéomorphismes de S0,∞ avant de définir
le groupe modulaire asymptotique étendu comme une extension du groupe B contenant
ces classes d’homéomorphismes.
4.3.1 La symétrie
Définition 4.3.1. On définit iR comme étant la classe d’homotopie de l’homéomorphisme
quasi-rigide qui agit comme une symétrie sur S0,∞, échangeant sur chaque pantalon de
la décomposition canonique E la face visible et la face invisible.
Définition 4.3.2. On définit B∗ comme étant l’extension par le groupe < iR >≈ Z/2Z
du groupe B. On l’appelle le groupe modulaire asymptotique de S0,∞.
Il existe ainsi un plongement Mod(Σ0,n) ↪→ B∗ du groupe modulaire de la surface
Σ0,n des homéomorphismes préservant ou non l’orientation de la surface.
4.3.2 Le groupe des demi-twists D
On adapte la définition du demi-twist donnée dans la section 2.1.1 au cas de la surface
infinie S0,∞. Soit S0 un pantalon de la décomposition E délimité par trois lacets notés
a, b, c. Après découpage le long de ces trois lacets, cela définit trois composantes connexes
infinies de S0,∞ que l’on note respectivement Sa, Sb, Sc. Le demi-twist Da,b,c défini sur S0
fixe le lacet a et effectue une rotation d’angle π qui échange b et c. On ajoute la condition
que la trace de b sur la face visible de S0,∞ est envoyée sur la trace de c sur la face non
visible, et vice-versa (voir la Fig 4.4). Puis on étend cet homéomorphisme à S0,∞ de
façon quasi-rigide. Cela signifie que Da,b,c agit comme l’identité sur Sa, envoie la face
visible de Sb sur la face invisible de Sc, la face invisible de Sb sur la face visible de Sc, la
face visible de Sa sur la face invisible de Sb et la face invisible de Sa sur la face invisible
de Sb (voir la Fig 4.5). On note da,b,c la classe d’homotopie de l’homéomorphisme Da,b,c,
ne dépendant que des classes d’homotopie des lacets a, b et c. On note supp(da,b,c) la
sous-surface de S0,∞ sur laquelle da,b,c agit non trivialement. Avec les notations de ce
paragraphe, on a supp(da,b,c) = S0 ∪ Sb ∪ Sc.
On note D le groupe engendré par tous les demi-twists le long de chaque lacet de la
décomposition canonique E. Le groupeD est un groupe abélien libre infiniment engendré.
4.3.3 Classification des demi-twists
Rappelons qu’il existe une bijection entre l’ensemble des lacets de E et les arêtes de
la triangulation τ ′∗, ce qui permet d’associer à chaque lacet un intervalle standard dya-
dique Ink = [
k
2n ,
k+1
2n ]. Dans D
2, les triplets (I10 , I
2
0 , I
2
1 ), (I
1
0 , I
2
2 , I
2
3 ) forment des triangles
idéaux de la triangulation τ∗. Puis pour a > 0, tous les autres triangles idéaux de τ∗
s’écrivent sous la forme (Ink , I
n+1
2k , I
n+1
2k+1). On a ainsi énuméré tous les pantalons de la
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da,b,c
Figure 4.4 – Action d’un demi-twist da,b,c sur un pantalon.
d e d e
a
b c c b
a
da,b,c
Figure 4.5 – Action d’un demi-twist da,b,c sur la face visible.
décomposition E. On va donc pouvoir décrire l’ensemble des demi-twists qui engendrent
D par l’ensemble des intervalles standard dyadiques :
Soit da,b,c un demi-twist. Il existe k et n des entiers naturels vérifiant 0 ≤ k ≤ 2n − 1
tels que a soit représenté par Ink , b par I
n+1
2k et c par I
n+1
2k+1. On utilise dès lors la notation
da,b,c = da = dInk
Remarque 4.3.1. Avec ces conventions, un lacet de E est naturellement associé à deux
lacets adjacents. Ainsi, la seule donnée d’un lacet a de E suffit pour déterminer un demi-
twist. Dans la suite, pour définir un demi-twist, on ne précisera l’identité des deux lacets
adjacents qui sont permutés par ce demi-twist que si cela aide à la compréhension.
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4.3.4 Définition de D̂
Pour tout n ≤ m et a, b vérifiant 0 ≤ a ≤ 2n − 1 et 0 ≤ b ≤ 2m − 1, on a supp(dIna )∩
supp(dImb ) = ∅ ou bien supp(dIna ) ⊂ supp(dImb ). Ainsi, pour toute suite (ai, ni, pi)i∈N
d’éléments de N×N× Z telle que pour tout i ∈ N, 0 ≤ ai ≤ 2ni − 1, la suite (ni)i∈N est
croissante, on peut définir le produit infini
∏∞
i=0(dIniai
)pi . On définit ainsi la complétion
D̂ de D.
4.3.5 Définition de B 12
Définition 4.3.3. On définit B
1
2 comme étant le groupe engendré par les demi-twists le
long des lacets de E et les deux générateurs α et β de T .
On remarque que la tresse et le twist sont engendrés par des demi-twists. En effet,
en itérant deux fois un demi-twist le long d’un lacet c, on obtient un twist le long du
lacet c. De plus, on obtient une tresse sur le pantalon dont les composantes de bord sont
numérotées par a, b, c en composant les demi-twists le long de a, b et c. Ainsi, B est un
sous-groupe de B
1
2 . De plus, tout demi-twist le long d’un lacet quelconque de S0,∞ est le
conjugué par un élément de B d’un demi-twist le long d’un lacet de E. En effet, B agit
transtivement sur les lacets. On en déduit que B
1
2 contient tous les demi-twists dα, pour
tout lacet α de S0,∞. Au final, on a les relations suivantes, où f ∈ B :
tc = d
2
c
π = dad
−1
b d
−1
c
dα = fdcf
−1
Remarque 4.3.2. Un demi-twist le long d’un lacet de la décomposition canonique est
un homéomorphisme quasi-rigide de S0,∞.
4.3.6 Définition du groupe modulaire aysmptotique étendu B̂ 12
Définition 4.3.4. On définit B̂
1
2 comme étant le groupe des classes d’homotopie des
homéomorphismes asymptotiquement quasi-rigides de la surface S0,∞.
Ce groupe contient B
1
2 comme sous-groupe. Il contient également la symétrie iR. On
peut voir que la symétrie s’écrit comme un produit infini de demi-twists sur tous les
lacets de E :
iR =
∏
ci∈E
dci
Si x ∈ B̂
1
2 , il existe une sous-surface S de S0,∞ en dehors de laquelle x agit de façon
quasi-rigide, c’est-à-dire stabilise la décomposition E. On peut supposer que S est bordée
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par un ensemble de lacets du type {In0l , 0 ≤ l ≤ 2
ni − 1}, où n0 ∈ N. Par conséquent,
chaque élément x du groupe B̂
1
2 s’écrit comme le produit infini
x = f ·
∞∏
i=0
(dIniai
)pi
où f ∈ B
1
2 agit de façon rigide en dehors de S, (ni) est une suite croissante d’entiers,
0 ≤ ai ≤ 2ni − 1 et pi ∈ Z pour tout i ∈ N. De plus, les demi-twists dIniai agissent comme
l’identité à l’intérieur de S . Donc f commute avec
∏∞
i=0(dIniai
)pi .
Soit x′ = f ′ ·
∏∞
i=0(d
I
n′
i
a′
i
)p
′
i un autre élément de B̂
1
2 où f ′ ∈ B
1
2 agit de façon rigide en
dehors de la sous-surface admissible délimitée par les les lacets {In
′
0
l , 0 ≤ l ≤ 2
n′i − 1}.
On considère le produit x · x′. On peut supposer sans perte de généralités que n′0 ≤ n0.
Quitte à remplacer f ′ par f ′ ·g où g est un produit fini de demi-twists, on peut supposer
que n′0 = n0. Ainsi,
x · x′ = f · f ′ ·
∞∏
i=0
(dIniai
)pi+p
′
i
Par conséquent, le produit de f avec
∏∞
i=0(dIniai
)pi permet bien de définir tout élément
du groupe B̂
1
2 .
4.4 Le complexe de décompositions en pantalons de S0,∞
4.4.1 Définition du complexe
Définition 4.4.1. Soient deux décompositions en pantalons asymptotiquement triviales
F et F ′ de S0,∞. On dit qu’elles diffèrent par un mouvement élémentaire le long du lacet
c si F ′ s’obtient de F en remplaçant le lacet c par un autre qui l’intersecte deux fois et
est disjoint des autres lacets de F (voir la Figure 4.6).
Figure 4.6 – Exemple d’un mouvement élémentaire entre deux décompositions en pan-
talons, les autres lacets non représentés de la décomposition étant fixes.
Définition 4.4.2. On définit le complexe de décompositions en pantalons de S0,∞, noté
CP(S0,∞), de la façon suivante :
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– Les sommets sont les décompositions en pantalons asymptotiquement triviales de
S0,∞ ;
– Deux sommets sont reliés par une arête si ces sommets représentent deux décom-
positions en pantalons qui diffèrent par un mouvement élémentaire ;
– Les 2-cellules ont pour bord les 3-cycles, 4-cycles et 5-cycles d’arêtes, que l’on
nomme respectivement les 2-cellules triangulaires, carrées, pentagonales (voir les
Figures 4.7 et 4.8).
Figure 4.7 – Exemple d’une 2-cellule triangulaire dans CP(S0,∞).
Figure 4.8 – Exemple d’une 2-cellule pentagonale dans CP(S0,∞).
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Définition 4.4.3. On note d la distance sur le graphe de CP(S0,∞) qui assigne la lon-
gueur 1 à chaque arête.
On va maintenant distinguer deux types de mouvement élémentaire sur la décompo-
sition canonique E de S0,∞. Soit c un lacet de E. Il existe une unique sous-surface d’ordre
4, notée S ⊂ S0,∞ telle que ses composantes de bord sont des lacets de E et c décompose
S en deux pantalons p1 et p2 de E et S s’obtienne de S0,∞ après un découpage le long
de quatre lacets de E. Il existe un unique lacet c′ de S qui intersecte deux fois c et dont
la trace sur la face visible de S est connexe. On dit alors que le mouvement élémentaire
transformant c en c′ est un mouvement élémentaire simple.
4.4.2 Interprétation géométrique des 2-cellules
De même que dans CP(Σ0,∞), les 2-cellules de CP(S0,∞) se caractérisent géomé-
triquement. On rappelle que deux lacets d’une décomposition en pantalons sont dit
adjacents si ce sont les composantes de bord d’un même pantalon. Le résultat suivant
est l’analogue de la Proposition 3.3.1.
Proposition 4.4.1. Soient F1, F2, F3 trois sommets du complexe CP(S0,∞) tels que
d(F1, F2) = d(F2, F3) = 1. Alors il existe une unique 2-cellule de CP(S0,∞) contenant ces
trois sommets.
Démonstration. Il y a trois cas possibles :
– Si d(F1, F3) = 1, alors F1, F2, F3 sont les sommets d’une 2-cellule triangulaire ;
– Si d(F1, F3) = 2, il y a deux cas possibles ; on note mc et mc′ les mouvements
élémentaires le long des lacets c et c′ représentés respectivement par les arêtes
(F1, F2) et (F2, F3) ;
– Si c et c′ ne sont pas adjacents dans la décomposition F2, les mouvements
élémentaires associés sont à supports disjoints et ils commutent. Ainsi, F1, F2, F3
appartiennent à une unique 2-cellule carrée ;
– Si c et c′ sont adjacents, les mouvements élémentaires associés à c et c′ ne
commutent pas. Soit F0 la décomposition obtenue en appliquant le mouvement
élémentaire mc′ à F1 et F4 la décomposition obtenue en appliquant mc à F3.
Alors d(F0, F4) = 1.
4.4.3 Action du groupe modulaire étendu sur le complexe
Lemme 4.4.1. Le groupe modulaire asymptotique étendu agit sur le complexe CP(S0,∞)
par automorphisme, transitivement sur l’ensemble des sommets. De plus, l’application
naturelle Ψ : B̂
1
2 → Aut(CP(S0,∞)) est injective.
Démonstration. La première partie est une version faible de la Proposition 5.4 de [FK04].
On montre la deuxième partie concernant l’injectivité de manière similaire à la preuve
de l’injectivité dans la Proposition 3.3.3, comme suit. On considère un élément x ∈ B̂
1
2 et
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on suppose que x est non trivial. On trouve un sommet F de CP(S0,∞) tel que x ·F 6= F .
Supposons d’abord que x ∈ B
1
2 . Soit Σ0,n une sous-surface admissible de S0,∞ en dehors
de laquelle x agit de façon rigide et telle que n ≥ 5. Alors x induit un homéomorphisme
non trivial de Σ0,n dans x(Σ0,n). Si Σ0,n 6= x(Σ0,n), il existe un lacet c de la décomposition
canonique E de S0,∞ bordant Σ0,n tel que x(c) est un lacet de E bordant x(Σ0,n) différent
de c. Soit F la décomposition issue d’un mouvement élémentaire du lacet c de E. Alors
x ·F 6= F . Si Σ0,n = x(Σ0,n), x induit un homéomorphisme non trivial x de Σ0,n. D’après
l’injectivité dans le théorème 5, il existe une décomposition en pantalon Fn de Σ0,n telle
que x ·Fn 6= Fn. Soit F la décomposition de S0,∞ qui cöıncide avec E en dehors de Σ0,n
et avec Fn à l’intérieur de Σ0,n. Alors x · F 6= F .
Supposons maintenant que x /∈ B
1
2 . Cela signifie que x s’écrit sous la forme
x = f ·
∞∏
i=0
(dci)
pi
où f ∈ B
1
2 . Si f est non trivial, le cas précédent permet de conclure. Sinon, il existe
i ∈ N tel que pi 6= 0. Soit F la décomposition issue du mouvement élémentaire simple
sur E appliqué à ci. Alors x · F 6= F .
On rappelle que l’on veut démontrer que Ψ est un isomorphisme (Théorème 8).
4.5 Le groupe des automorphismes du complexe CP(S0,∞)
On va dégager des propriétés des automorphismes de CP(S0,∞) en les faisant agir
sur un certain graphe, le link d’un sommet F de CP(S0,∞), dont l’ensemble des sommets
correspond aux sommets adjacents à F dans CP(S0,∞). Le résultat suivant permet de
réduire l’espace sur lequel il est pertinent d’étudier un automorphisme, en l’occurence la
boule unité d’un sommet.
Lemme 4.5.1. Soient deux automorphismes φ et φ′ de CP(S0,∞) tels que pour toute
décomposition F telle que d(E,F ) ≤ 1, on a φ(F ) = φ(F ′). Alors φ = φ′.
Démonstration. La preuve, se basant sur la caractérisation géométrique des 2-cellules de
la Proposition 4.4.1, est identique à la démonstration de l’unicité du Lemme 3.4.2. On
montre alors que φ et φ′ cöıncident sur le 0-squelette de CP(S0,∞). On a :
– φ(E) = φ′(E)
– Pour tout sommet F à distance 1 de E, φ(F ) = φ′(F )
– Supposons par récurrence que φ et φ′ cöıncident sur la boule de CP(S0,∞) centrée
en E de rayon n, avec n ≥ 2, et soit G un sommmet à distance n + 1 de E. On
considère un chemin p = E,H1, ..., Hn−1,Hn, G de longueur n + 1 reliant E à G.
Les sommets Hn−1,Hn, G définissent une unique 2-cellule de CP(S0,∞). Cette 2-
cellule contient au moins un 4ème sommet G′ à distance inférieure ou égale à n de
E. En effet, si cette 2-cellule était triangulaire, G serait à distance inférieure ou
égale à n de E. Ainsi, φ(G) doit être le sommet de l’unique 2-cellule de CP(Σ0,∞)
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définie par φ(G′), φ(Hn−1), φ(Hn) qui est reliée par une arête à φ(Gn) et différent
de φ(Gn−1). Par unicité, φ(G) = φ
′(G).
4.5.1 Le link d’une décomposition
De manière analogue à la démarche effectuée dans la section 3.4.1, on va, étant donnée
F une décomposition asymptotiquement triviale, considérer un graphe ayant comme
sommets l’ensemble des décompositions à distance 1 de F et qui encode la structure du
complexe CP(S0,∞).
Définition 4.5.1. On construit LS0,∞(F ) comme étant un graphe muni de deux types
d’arête :
– les sommets sont les décompositions en pantalons asymptotiquement triviales
reliées par une arête à F dans CP(S0,∞) ;
– les arêtes :
• les arêtes de type (A) relient deux sommets si les décompositions correspon-
dantes appartiennent à une même 2-cellule pentagonale ;
• les arêtes de type (B) relient deux sommets si les triangulations associées
appartiennent à une même 2-cellule triangulaire.
Définition 4.5.2. Pour tout lacet c de la décomposition F , on note Vc(F ) le sous-
ensemble des sommets de LS0,∞(F ) correspondant à un mouvement élémentaire de c sur
F .
Proposition 4.5.1. Le 0-squelette de LS0,∞(F ) est la réunion disjointe des Vc(F ) où c
parcourt l’ensemble des lacets de F .
Lemme 4.5.2. Tout automorphisme φ de CP(S0,∞) induit un isomorphisme φ∗,F :
LS0,∞(E) → LS0,∞(F ) où F = φ(E). De plus, φ∗,F préserve le type d’arête.
On en déduit que pour toute décomposition asymptotiquement triviale F , on a un
isomorphisme entre LS0,∞(E) et LS0,∞(F ).
On construit maintenant un graphe issu de LS0,∞(F ), contenant moins d’information
mais faisant apparaitre sa structure générale.
Définition 4.5.3. On note LAS0,∞(F ) le graphe obtenu en quotientant LS0,∞(F ) par la
relation d’équivalence qui identifie deux sommets reliés par une arête de type (B) ainsi
que cette arête à un seul point.
Enfin, on donne une définition similaire du link d’une décomposition en pantalons
d’une surface compacte, qui nous servira dans la section 4.6.
Soit Σ0,n une surface de genre 0 avec n composantes de bord (n ≥ 5) et Fn une
décomposition en pantalons de Σ0,n ; Fn est un sommet du complexe CP(Σ0,n).
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Définition 4.5.4. On construit le link restreint LS0,∞(Fn) comme étant un graphe muni
de deux types d’arête :
– les sommets sont les décompositions en pantalons reliées par une arête à Fn dans
CP(Σ0,n) ;
– les arêtes :
• les arêtes de type (A) relient deux sommets si les décompositions correspon-
dantes appartiennent à une même 2-cellule pentagonale ;
• les arêtes de type (B) relient deux sommets si les triangulations associées
appartiennent à une même 2-cellule triangulaire.
4.5.2 Structure de LS0,∞(E)
Puisque tous les links sont isomorphes, on va pouvoir se contenter de l’étude du link
de la décomposition canonique E fixée au départ. La description suivante se base sur la
caractérisation géométrique des 2-cellules.
Arêtes de type (A)
Etant donnés deux lacets c et c′ de E et deux sommets distincts quelconques a ∈
Vc(E) et b ∈ Vc′(E), il existe une arête (A) reliant les sommets a et b dans LS0,∞(E) si
et seulement si c et c′ sont adjacents dans E.
Arêtes de type (B)
Etant donnés deux lacets c et c′ de E et deux sommets distincts quelconques a ∈
Vc(E) et b ∈ Vc′(E), s’il existe une arête (B) reliant les sommets a et b dans LS0,∞(E)
alors c = c′.
Nous allons maintenant voir les conditions nécessaires pour que deux sommets a, b ∈
Vc(E) soient reliés par une arête, forcément de type (B), en étudiant la structure de
l’ensemble Vc(E).
Structure de Vc(E)
Soit c un lacet de la décomposition E. En effectuant un mouvement élémentaire
simple sur c, on définit un lacet c0 et on note Fc0 la décomposition obtenue en remplaçant
c par c0.
Tous les autres lacets intersectant deux fois c et n’intersectant pas les autres lacets
de E s’obtiennent de c0 après avoir effectué k demi-twists le long de c, k ∈ Z \ {0}. On
note ck = d
k
c (c0), Fck la décomposition en pantalons s’obtenant de F en remplaçant c
par ck, k ∈ Z (voir la Fig 4.9).
Ainsi, Vc(E) = {Fck , k ∈ Z}. Soit k, k′ ∈ Z : alors Fck et Fc′k sont reliés par une arête
(nécessairement de type (B)) si et seulement si |k − k′| = 1.
On remarque qu’un sommet de Vc(E) est une classe d’homotopie d’un lacet essentiel
de Σ0,4 et que deux sommets de Vc(E) sont reliés par un arête de type (B) si ces deux
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c
c0 c1 c2
c3
Figure 4.9 – Exemple de lacets correspondants aux sommets Fck pour k ∈ {0, ..., 3}.
lacets ont une intersection géométrique égale à 2. De ce fait, on peut voir Vc(E) comme
un sous-graphe du complexe de courbes C(Σ0,4), qui lui-même est isomorphe à la trian-
gulation de Farey du disque hyperbolique, que l’on a notée τ∗ au chapitre précédent. En
reprenant la numérotation des sommets de τ∗ par des rationnels dyadiques, on peut ainsi
représenter les sommets de Vc(E) via l’application Fck 7→ 12k+1 si k ≥ 0 et Fck 7→
3
2−k+1
si k < 0 (voir la Figure 4.10).
Fc0
Fc
−2
Fc
−1
Fc1
Fc2
Figure 4.10 – L’ensemble Vc(E) = {Fck , k ∈ Z} vu comme un sous-ensemble des som-
mets de la triangulation τ∗ du disque hyperbolique. Les arêtes en vert sont des arêtes de
CP(S0,∞), les autres sont des arêtes de type (B) de LS0,∞(E).
Remarque 4.5.1. On prendra garde au fait que la triangulation τ∗ revêt dès lors un
double sens : il s’agit à la fois d’un graphe isomorphe au complexe de courbes et au
complexe de pantalons de la sphère à 4 trous Σ0,4. C’est également la triangulation
privilégiée de la surface Σ∗0,∞ étudiée dans le chapitre précédent, fortement liée à la
décomposition en pantalons E choisie pour étudier le complexe CP(S0,∞).
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4.5.3 Structure de LAS0,∞(E)
Le travail précédent sur les arêtes de type (B) permet de voir que l’image par l’ap-
plication quotient LS0,∞(E) → LAS0,∞(E) de chaque ensemble Vc(E) est réduite à un
point. Il y a une bijection entre les sommets de LAS0,∞(E) et l’ensemble des lacets
de la décomposition E. Le graphe LAS0,∞(E) est en fait le graphe d’adjacence de la
décomposition E (voir la Définition 2.6.2), il est donc isomorphe au 1-squelette du link
de la décomposition canonique de la surface Σ0,∞, noté L(1)Σ0,∞(τ∗) :
LAS0,∞(E) ≈ L
(1)
Σ0,∞
(τ∗)
On va pouvoir notamment réutiliser les notions d’orientation du link développées dans
la section 3.4.2.
4.5.4 Action de D̂ sur les links
Action d’un demi-twist sur LS0,∞(E)
Soit d un demi-twist effectué sur un pantalon délimité par les lacets a, b, c de E, qui
permute a et b. Alors d agit sur LS0,∞(E) et préserve le type d’arête de LS0,∞(E). Donc d
agit sur l’ensemble des Vc′(E), où c
′ parcourt l’ensemble des lacets de E. On distingue 4
cas pour décrire l’action sur Vc′(E), selon la position de c
′ par rapport aux lacets a, b, c :
1. Le demi-twist d échange les lacets a et b : d envoie Va(E) sur Vb(E) et Vb(E) sur
Va(E). Cette action est définie via l’application Fak 7→ Fb−k et Fbk 7→ Fa−k , k ∈ Z.
2. L’ensemble Vc(E) est stable et d agit sur cet ensemble via l’application Fck 7→ Fck+1 ,
k ∈ Z.
3. Si c′ est un lacet appartenant à la composante connexe de S0,∞ \ c contenant a et
b, l’action sur Vc′(E) se déduit par quasi-rigidité de d via l’application Fc′k 7→ Fc′′−k ,
k ∈ Z, où c′′ est l’image de c′ par d.
4. Si c′ est un lacet appartenant à la composante connexe de S0,∞ \ c ne contenant
pas a et b, l’action sur Vc′(E) est fixe point par point car la restriction de d à la
composante connexe de S0,∞ \ c ne contenant pas a et b est l’application identitée.
Action d’un demi-twist sur LAS0,∞(E)
Soit d un demi-twist effectué le long d’un lacet c de E. Alors par définition d’un
demi-twist, d agit en renversant l’orientation d’un triangle autour du sommet Vc(E) de
LAS0,∞(E) (voir la Fig 4.11).
4.5.5 Action de T sur les link
Soit t un élément du groupe de Thompson T . Alors t induit un isomorphisme t∗,F :
LS0,∞(E) → LS0,∞(F ), où F = t(E). Si c est un lacet de E, il existe un lacet c′ de F tel
que t∗,F (Vc(E)) = Vc′(F ). L’homéomorphisme t préserve la face visible de S0,∞ d’après
la Proposition 4.2.2). Donc pour tout k ∈ Z, on a t∗,F (Fck) = Fc′k .
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Vb(E) Vb(E) Va(E)
dc,a,b
Va(E)
Vc(E)Vc(E)
Figure 4.11 – Le demi-twist d agissant sur LAS0,∞(E)
4.5.6 Caractérisation des isomorphismes LS0,∞(E) → LS0,∞(E)
On en déduit des conditions nécessaires pour qu’un isomorphisme LS0,∞(E) →
LS0,∞(E) soit issu d’un élément de B̂
1
2 .
Lemme 4.5.3. Soit f ∈ B̂
1
2 et φ = Ψ(f) ∈ Aut(CP(S0,∞)). On suppose de plus que
φ(E) = E. Soit c un lacet de E et c′ le lacet de E tel que φ(Vc(E)) = Vc′(E). Alors
il existe p ∈ Z et j ∈ {0, 1} tels que pour tout k ∈ Z, φ(Fck) = Fc′
(−1)j(k+p)
. De
plus, si a, b sont les deux lacets adjacents de c, φ préserve l’orientation du triangle
Va(E), Vb(E), Vc(E) de LAS0,∞(E) si et seulement si p est pair.
Démonstration. On construit un morphisme µc : B̂
1
2 → Aut(Z) tel que φ(Fck) = Fc′µc(k)
pour tout k ∈ Z. D’après la section 4.5.5, on a µc(t) = idZ pour tout élément t ∈ T .
Si d est un demi-twist, l’étude de l’action d’un demi-twist sur LS0,∞(E) dénombre trois
possibilités, suivant la position de c par rapport au lacet autour duquel tourne le demi-
twist d, comme suit : µc(d) est soit l’identité de Z, soit la translation k 7→ k + 1, soit la
symétrie k 7→ −k. Du fait que tout élément de B̂
1
2 engendré par α, β et les demi-twists,
ce morphisme existe.
De plus, on sait que T préserve l’orientation des triangles de LAS0,∞(E), conformément
au Lemme 3.4.2. D’après la section 4.5.4, φ préserve l’orientation d’un triangle si et
seulement si un nombre pair d’itérées du demi-twist autour du lacet définissant le sommet
engendrant ce triangle est appliqué.
Lemme 4.5.4. Soit f ∈ B̂
1
2 et φ = Ψ(f) ∈ Aut(CP(S0,∞)). On suppose de plus que
φ(E) = E et qu’il existe un triangle de LAS0,∞(E) stable par φ. Alors f ∈ D̂.
Démonstration. On peut écrire f comme le produit d’un élément d ∈ D̂ et f ′ ∈ B
1
2 .
Puisque d est quasi-rigide, f ′ est un élément quasi-rigide de B
1
2 . Quitte a composer f ′ par
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la symétrie iR, on peut supposer que f
′ préserve l’orientation de S0,∞. L’automorphisme
Ψ(f ′) stabilise un triangle de LAS0,∞(E) par hypothèse. Par conséquent, son isomorphisme
induit sur LAS0,∞(E) agit comme un automorphisme de l’arbre binaire infini enraciné. Cela
signifie (voir un sytème de générateurs du groupe des automorphismes de l’arbre binaire
infini enraciné dans [BS97]) que la projection de f ′ dans le groupe de Thompson V est un
produit de tresses. On en déduit que f ′ est un produit de demi-twists, donc un élément
de D̂.
Lemme 4.5.5. Soit f ∈ B̂
1
2 et φ = Ψ(f) ∈ Aut(CP(S0,∞)). Supposons que φ(E) = E et
qu’il existe un triangle Va(E), Vb(E), Vc(E) de LAS0,∞(E) stable par φ et que ce triangle est
associé au lacet c. Soient a′,a′′ deux lacets adjacents à a tels que Va(E), Va′(E), Va′′(E)
est le triangle associé à a. Alors il existe p, p′, p′′ ∈ Z tel que pour tout k ∈ Z, µa(f)(k) =
k + p, µa′(f)(k) = (−1)p × (k + p′), µa′′(f)(k) = (−1)p × (k + p′′).
Démonstration. On applique le Lemme 4.5.4 pour savoir que f est un produit (pos-
siblement infini) de demi-twists. La stabilité du triangle Va(E), Vb(E), Vc(E) permet
d’affirmer qu’il y a au plus un demi-twist du produit f qui agit non trivialement sur
Va(E). La connaissance de l’action d’un demi-twist sur le link permet de conclure.
4.6 Lien avec le cas compact
On veut montrer que tout automorphisme φ de CP(S0,∞) induit un isomorphisme de
complexes de pantalons
φn : CP(Σ0,n) → CP(Σ′0,n)
où Σ0,n et Σ
′
0,n sont des sous-surfaces admissibles de S0,∞ et n ≥ 5, au sens où φ et φn
cöıncident sur toute décomposition dont le support est inclus dans Σ0,n. On rappelle que
pour tout n ≥ 5 et toute surface Σ0,n de genre 0 avec n composantes de bord, CP(Σ0,n)
se plonge dans CP(S0,∞).
4.6.1 Définition de l’isomorphisme induit
Soit φ un automorphisme de CP(S0,∞) et F := φ(E). Il existe une sous-surface
admissible Σ′0,n d’ordre n telle que F cöıncide avec E en dehors de Σ
′
0,n. On peut choisir
n ≥ 5. La décomposition F induit une décomposition en pantalons de Σ′0,n, notée F ′n.
Définition de Σ0,n
L’ensemble (fini) des lacets c′ de Fn décomposant Σ
′
0,n en pantalons permet de définir
un ensemble fini et (A)-connexe de Vc′ de LS0,∞(F ) où c′ appartient au sous-ensemble
fini des lacets de F qui décomposent Σ′0,n en pantalons. L’image par φ
−1
∗,F de cet ensemble
est un ensemble fini et (A)-connexe de Vc de LS0,∞(E) où c appartient à l’ensemble des
lacets de E. Ces lacets définissent un ensemble fini et connexe de pantalons de S0,∞,
donc une sous-surface admissible notée Σ0,n (voir la Fig 4.12).
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Définition de φn sur les sommets de CP(Σ0,n)
Pour toute décomposition asymptotiquement triviale G, on note Gn la trace de G sur
Σ0,n. Soit G
′ une décomposition en pantalon de Σ0,n. Soit G la décomposition asympto-
tiquement triviale en pantalons de S0,∞ telle que G
′ = Gn. On définit φn(G
′) := φ(G)n
comme étant la trace de φ(G) sur Σ′0,n. Par définition de Σ0,n, φn(G
′) cöıncide avec E en
dehors de Σ′0,n. On montre que l’application φn ainsi définie de l’ensemble des sommets
de CP(Σ0,n) dans l’ensemble des sommets de CP(Σ0,n) est un isomorphisme de complexe.
Σn
E 7→ F
Σ
′
n
Σ
′
n
Σn
Figure 4.12 – Σ′0,n est un support de φ(E)
Σ
′
nΣn
En 7→ F
′
n
Figure 4.13 – L’isomorphisme CP(Σ0,n) → CP(Σ′0,n)
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φn préserve la structure cellulaire du complexe
Soit G une décomposition à distance 1 de E. Supposons qu’elle est issue d’un mou-
vement élémentaire sur un lacet de Σ0,n. Alors Σ0,n contient le support de G. De plus,
par construction de Σ0,n, φ(G) est issu d’un mouvement élémentaire de F sur un lacet
de Σ′0,n et induit une décomposition en pantalons de Σ
′
0,n.
Donc par récurrence, l’image par φ de toute décomposition de S0,∞ issue d’un nombre
fini de mouvements élémentaires sur des lacets de Σ0,n est une décomposition de S0,∞
dont le support est inclu dans Σ′0,n, donc un sommet de CP(Σ′0,n). Il reste à constater
que toute décomposition en pantalons asymptotiquement triviale de Σ0,n est issue d’un
nombre fini de mouvements élémentaires d’une décomposition de Σ0,n arbitrairement
fixée.
Lemme 4.6.1. Soit φ ∈ Aut(CP(S0,∞)). Il existe n ≥ 5 et un élément g ∈ B
1
2 tels que
φ et Ψ(g) ∈ Aut(CP(S0,∞)) cöıncident sur un link restreint LS0,∞(En).
Démonstration. On note E la décomposition canonique et F = φ(E). Soit Σ′0,n une sous-
surface telle que F cöıncide avec E en dehors de Σ′0,n. On note n l’ordre de Σ
′
0,n et on le
choisit plus grand ou égal à 5. Comme précédemment, on définit Σ0,n la sous-surface ad-
missible de S0,∞ par l’image réciproque par φ
−1
∗,F du sous-link associé. On note En la trace
de la décomposition canonique sur Σ0,n et E
′
n la trace de la décomposition canonique
sur Σ′0,n. On choisit la classe d’homotopie d’un homéomorphisme f envoyant Σ0,n sur
Σ′0,n tel que f(En) = E
′
n. Cet homéomorphisme induit un isomorphisme f : CP(Σ0,n) →
CP(Σ′0,n). En composant φn par f
−1
à gauche, on définit un automorphisme φn,f du
complexe de pantalons de la surface Σ0,n, puis avec le théorème de Margalit ([Mar04]),
un élément du groupe modulaire de Σ0,n noté Fn,f , préservant ou non l’orientation, qui
agit sur CP(Σ0,n) par l’automorphisme φn,f .
On considère maintenant la fonction f ◦ Fn,f : Σ0,n → Σ′0,n que l’on prolonge à un
homéomorphisme que l’on note gn,f de la surface S0,∞ de façon rigide en dehors de Σ0,n.
Par construction, Ψ(gn,f ) cöıncide avec φ sur le link restreint LS0,∞(En). On a ainsi un
automorphisme φ′ = φ ◦ Ψ(g−1n,f ) qui fixe la décomposition E et cöıncide avec l’identité
de LS0,∞(En).
4.6.2 Extension des isomorphismes de link
Le Lemme 4.6.1 a des conséquences importantes puisqu’il permet de généraliser les ca-
ractérisation locales décrites dans la section 4.5.6 à tous les automorphismes de CP(S0,∞).
Plus précisément, on a le résultat suivant :
Lemme 4.6.2. Soit φ ∈ Aut(CP(S0,∞)). On suppose de plus que φ(E) = E et qu’il existe
un triangle Va(E), Vb(E), Vc(E) de LAS0,∞(E) stable par φ. On suppose que ce triangle est
associé au lacet c. Soit a′,a′′ deux lacets adjacents à a tels que Va(E), Va′(E), Va′′(E) est le
triangle associé à a. Alors il existe p, p′, p′′ ∈ Z tel que pour tout k ∈ Z, µa(f)(k) = k+p,
µa′(f)(k) = (−1)p × (k + p′), µa′′(f)(k) = (−1)p × (k + p′′).
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Démonstration. D’après le Lemme 4.6.1, il existe un élément f ∈ B̂
1
2 tel que les au-
tomorphismes Ψ(f) et φ cöıncident sur un link restreint LS0,∞(En) contenant Va(E),
Vb(E), Vc(E). Ainsi, les propriétés valables pour Ψ(f) données par le Lemme 4.5.5 sont
également vraies pour φ.
4.6.3 Démonstration du théorème
Soit φ ∈ Aut(CP(S0,∞)). On cherche à construire un élément de B̂
1
2 qui agit comme
φ sur CP(S0,∞).
Soit F = φ(E). D’après le Lemme 4.6.1, il existe un élément g de B
1
2 qui est rigide
en dehors d’une sous-surface admissible Σ0,n de S0,∞, tel que φ(E) cöıncide avec E en
dehors de la sous-surface admissible g(Σ0,n). De plus, les automorphismes φ et Ψ(g)
cöıncident sur le link restreint LS0,∞(En) associé à Σ0,n.
On considère maintenant l’automorphisme φ ◦ Ψ(g−1). Soit a un lacet de E s’iden-
tifiant à une composante de bord de Σ0,n et P un pantalon de S0,∞ muni de la décom-
position canonique attaché tel que P ∩ Σ0,n = a. Le pantalon P a trois composantes
de bord a, a′, a′′ qui définissent un triangle Va(E), Va′(E), Va′′(E) de LAS0,∞(E). D’après
le Lemme 4.6.2, il existe p, p′, p′′ ∈ Z tel que pour tout k ∈ Z, µa(φ)(k) = k + p ,
µa′(φ)(k) = (−1)p × (k+ p′), µa′′(φ)(k) = (−1)p × (k+ p′′). Soit d le demi-twist agissant
sur le pantalon P autour de a. On pose g′ = dp ◦ g. D’après la description de l’action
d’un demi-twist, φ et Ψ(g′) cöıncident sur LS0,∞(En) ∪ {Va′(E)} ∪ {Va′′(E)}.
Par récurrence, en composant g à gauche par des demi-twists ainsi choisis, on construit
un élément f ∈ B̂
1
2 tels que les deux automorphismes Ψ(d◦gn,f ) et φ cöıncident sur tous
les éléments à distance inférieure ou égale à 1 de E, donc sont égaux (Lemme 4.5.1). On
a montré que l’application Ψ était surjective, ce qui permet de conclure la preuve du
théorème.
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[Chi97] Y. Chiang, Geometric intersection numbers on a four-punctured sphere,
Conform. Geom. Dyn. 1 (1997), 87–103. MR 1482943 (98i :57024)
[DR01] S. L. Devadoss and R. C. Read, Cellular structures determined by polygons and
trees, Ann. Comb. 5 (2001), 71–98.
[FK04] L. Funar and C. Kapoudjian, On a universal mapping class group of genus zero,
Geom. Funct. Anal. 14 (2004), no. 5, 965–1012. MR 2105950 (2005h :57025)
78
[FK08] , The braided Ptolemy-Thompson group is finitely presented, Geom. To-
pol. 12 (2008), 475–530.
[FK11] , The braided Ptolemy-Thompson group is asynchronously combable,
Comment. Math. Helv. 86 (2011), no. 3, 707–768. MR 2803858 (2012d :20082)
[FKS59] L. Funar, C. Kapoudjian, and V. Sergiescu, Asymptotically rigid mapping class
groups and Thompson groups, Handbook of Teichmuller theory (A. Papado-
poulos, ed.), vol. IV, to appear. arXiv :1105.0559.
[FLP79] A. Fathi, F. Laudenbach, and V. Poenaru, Travaux de Thurston sur les sur-
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Résumé
Soit Σg,n une surface orientable de genre g avec n trous. Le groupe modulaire de Σg,n
agit sur divers complexes, comme le complexe de courbes et le complexe de décomposition
en pantalons. Il a été prouvé, selon une approche initialement établie par Ivanov, que
le groupe d’automorphismes de chacun de ces complexes est isomorphe au groupe mo-
dulaire. Cela implique notamment que le groupe des automorphismes extérieurs d’un
sous-groupe d’indice fini du groupe modulaire est fini. Le but de cette thèse est de
démontrer un résultat similaire s’appliquant à des surfaces de type infini de genre zéro.
Pour cela, on définit un groupe modulaire asymptotique de ces surfaces, puis un com-
plexe cellulaire localement infini sur lequel le groupe modulaire agit naturellement. On
fait apparaitre des propriétés du groupe des automorphismes de chaque complexe en fai-
sant agir les automorphismes sur des graphes auxiliaires. Le premier groupe modulaire
étudié est isomorphe au groupe de Thompson T . Le second est une extension du groupe
modulaire universel de genre zéro.
Abstract
Let Σg,n be an orientable surface of genus g with n punctures. The mapping class
group of Σg,n acts on several complexes, for instance the curve complex or the pants
complex of the surface. It is proved that the automorphism group of each of these
complexes are isomorphic to the mapping class group. This implies in particular that
the group of outer automorphisms of a finite index subgroup is finite. The purpose
of this thesis is to prove a similar result on some surfaces of infinite type and genus
zero. For this, we define an asymptotic mapping class group of these surfaces, and
then a locally infinite cellular complex where the mapping class group acts naturally.
It brings up some properties of the automorphism group of each cellular complex by
making automorphisms act on auxiliary graphs. The first studied asymptotic mapping
class group is isomorphic to the Thompson group T . The second one is an extension of
the universal mapping class group of genus zero.
Mots-clés
groupe modulaire, complexe de pantalons, surface de type infini, groupe de Thompson
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