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AN ELEMENTARY HEURISTIC FOR HARDY–LITTLEWOOD
EXTENDED GOLDBACH’S CONJECTURE
CHRISTIAN TA´FULA
Abstract. The goal of this paper is to describe an elementary combinatorial
heuristic that predicts Hardy & Littlewood’s extended Goldbach’s conjecture. We
examine common features of other heuristics in additive prime number theory,
such as “Crame´r’s model”-like and density-type arguments, both of which our
heuristic draws from.
Apart from the prime number theorem, our argument is entirely elementary. The
idea is to model sums of two primes by a hypergeometric probability distribution
and then draw heuristic conclusions from its concentration behavior, which follows
from Hoeffding-type bounds.
1. Introduction
Denote by N the set of natural number with 0. Being P ⊆ N the set of prime
numbers, given h ≥ 1 we consider its representation functions :
rP,h(n) := {(k1, . . . , kh) ∈ Ph :
∑h
i=1ki = n} for n ∈ N,
sP,h(x) := {(k1, . . . , kh) ∈ Ph :
∑h
i=1ki ≤ x} =
∑
n≤x rP,h(n) for x ∈ R≥0.
These quantities are counting the number of solutions to k1 + . . .+ kh = n and
k1 + . . .+ kh ≤ x respectively, with ki ∈ P for i = 1, . . . , h, considering repetitions.
As usual, we denote the prime counting function by pi(x) := sP,1(x), and also the
characteristic function of P by 1P(n) := rP,1(n). These functions are generated by
the following power series:(∑
p∈P
zp
)h
=
∑
n≥0
rP,h(n)z
n,
(∑
p∈P z
p
)h
1− z =
∑
n≥0
sP,h(n)z
n.
Notice that this same setup can be replicated for any setA ⊆ N in place of P; in this
paper, however, we focus on the set of primes. From Chebyshev’s elementary estimate
pi(x) = Θ(x log(x)−1) it follows without much effort that sP,h(n) = Θ(nh log(n)−h)
for all h ≥ 1. Right off the bat, it seems therefore reasonable to expect that the
growth rate of rP,h(n) should be in some sense close to n
h−1 log(n)−h, i.e. similar to
sP,h(n)/n.
Indeed, in Hardy & Littlewood’s 1923 seminal paper “Some problems on ’Partitio
Numerorum’ III” [15] it is shown, assuming a weak version of the Generalized
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Riemann Hypothesis (GRH), that for all h ≥ 3, when n → +∞ through integers
with same parity than h the following holds:
(1.1) rP,h(n) ∼ 2Ch
(h− 1)!
nh−1
log(n)h
∏
p|n
p≥3
(
(p− 1)h + (−1)h(p− 1)
(p− 1)h − (−1)h
)
,
where Ch is the constant
Ch :=
∏
p≥3
(
1− (−1)
h
(p− 1)h
)
.
To be precise, their assumption was that there is some ε > 0 such that for every
Dirichlet character χ it holds:
(1.2) “If L(s, χ) = 0, then Re(s) ≤ 3/4− ε.”
We are not going to describe this in detail, for L-functions will not be essential to
our discussion. Nevertheless, roughly 15 years later, I. M. Vinogradov [26] introduced a
powerful new technique to prove estimate (1.1) unconditionally. This was a remarkable
achievement in additive prime number theory, implying in particular that every large
even integer is the sum of at most four primes. Details on Vinogradov’s method
applied to the even more general Waring-Goldbach’s problem may be found in Hua
[13].
It is interesting to remark that Vinogradov’s method for h = 3 can also be
used to show that “almost all” even numbers can be written as the sum of two
primes. In 1975, Montgomery & Vaughan [19] were able to ensure the existence
of an effectively computable small δ > 0 for which |E ∩ [0, x]|  x1−δ, where
E := {2n : n ∈ N} \ (P+ P)1 is the exceptional Goldbach’s set. The full Goldbach’s
conjecture is the far stronger statement
Goldbach’s Conjecture. E = {0, 2}.
Going back to the estimate in (1.1), note that it says nothing about h = 2. In
fact, even assuming the full GRH, with “1/2” instead of “3/4− ε” at (1.2), Hardy
& Littlewood [16] were only able to show |E ∩ [1, x]| ε x1/2+ε. At any rate, it still
motivates the following:
Conjecture 1.1 (Hardy & Littlewood). When n→ +∞ through the even numbers,
(1.3) rP,2(n) ∼ 2C2 n
log(n)2
∏
p|n
p≥3
(
p− 1
p− 2
)
,
where C2 is the constant
(1.4) C2 :=
∏
p≥3
(
1− 1
(p− 1)2
)
≈ 0.6601618 . . .
1In general, given A ,B ⊆ N we have the sumset A +B = {a + b : a ∈ A , b ∈ B}, and for
h ≥ 2 the h-fold sumset of A is written as hA := A + . . . +A︸ ︷︷ ︸
h times
.
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This would imply, in particular, that E is finite. Our goal in this paper is to motivate
this conjecture with far less machinery, in particular avoiding any non-elementary
sieve-theoretic estimates or Fourier analysis. Apart from the Prime Number Theorem
(PNT), our argument is completely elementary in the sense that it avoids complex
analysis. On the probabilistic side, we only use basic facts about the hypergeometric
distribution, together with a Hoeffding-type inequality due to V. Chva´tal [3]. For the
number-theoretic estimates used, refer to Apostol [1] and/or Hardy & Wright [17].
Notation. Our use of the asymptotic notations Θ,, O,, o,∼ is standard, as well as
the “floor” and “ceiling” functions b·c, d·e. The symbol “≈” is used to denote rough,
conjectural or heuristic approximations, the latter being indicated by a question
mark “?” above it.
We use Pr for the probability measure, E for expectation and Var for variance.
Given a probability space (Ω,F ,Pr), a random variable (abbreviated r.v.) X : Ω→ R
is said to be a Bernoulli trial when X(Ω) ⊆ {0, 1}. The conditional probability of an
event E given another event F ∈ F is denoted by Pr(E|F ) := Pr(F )−1 · Pr(E ∧ F ).
Whenever we write an asymptotic sign with a superscripted “a.s.” we mean that
the corresponding limit holds almost surely, i.e. for a subset of Ω with complement
having measure 0.
In general, letters p, q denote primes, and n | m means “n divides m”. We denote
by (a, b) the gcd of a and b, pi(x) := |P∩ [0, x]| the prime counting function, ϕ(n) :=
|{1 ≤ k ≤ n : (n, k) = 1}| is Euler’s totient function, and ω(n) := |{p ∈ P : p | n}|
the distinct prime factors counting function.
2. Flaws in simpler heuristics
Before presenting our argument, it will be instructive to look at two related
heuristic arguments that happen to fail in predicting Hardy & Littlewood’s expected
estimate in Conjecture 1.1. The purpose is to give an overview of the main ingredients
involved in heuristics concerning prime numbers, and also to contextualize our model
with related concepts in the literature.
Every heuristic argument can be said to have some sort of leap of faith, with some
more sound than others. We draw attention to this keyword that we shall use to
describe the non-rigorous step involved in such arguments, which is usually backed
by some probabilistic reasoning or density-type argument leading to an all in all
apparently sensible conclusion. Perhaps the most influential heuristic argument in
analytic number theory is the one formulated by H. Crame´r [4], which we briefly
outline.
2.1. Na¨ıve Crame´r’s model. Commonly referred in the literature as Crame´r’s
model, this heuristic argument consists in considering a random subset R ⊆ N with
Pr(n ∈ R) = log(n)−1, the events “n ∈ R” being mutually independent. The idea is
then to infer non-multiplicative properties of the primes based on probabilistic aspects
of R. The log(n)−1 term comes from the PNT, which states that pi(x)/x ∼ log(x)−1.2
This is not as unsound as it may seem at first glance. Similar constructions are
commonplace in probabilistic combinatorics (cf. [5, 6, 7, 8, 18, 24]), and a classical
2cf. Theorem 6, p. 10 of Hardy & Wright [17].
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exposition of related concepts may be found in Chapter III of Halberstam & Roth
[14]. To be a bit more rigorous, the general recipe of such constructions can be
described as follows. For any sequence of real numbers (αn)n≥0 with αn ∈ [0, 1], it is
possible to construct a probability space (2N,F ,Pr) satisfying:
(i) The events En := {R ⊆ N : n ∈ R} are measurable and Pr(En) = αn;
(ii) {E0, E1, E2, . . .} is a collection of mutually independent events;
(iii) F is the σ-algebra induced by the collection {E0, E1, E2, . . .}.
The well-definedness of this space follows once infinite Cartesian products of
probability spaces are established,3 for we may also interpret it as the product space
of the Bernoulli trials 1R(n) with Pr(1R(n) = 1) = αn.
It is also common to require the series
∑
n≥0 αn to diverge so as to work solely
with infinite subsets of N, for in this case R will almost surely be infinite. This
follows from the Borel–Cantelli lemma, which is a fundamental tool in the subject.
Borel–Cantelli lemma (Section VIII.3, p. 200 of Feller [9]). Let (En)n≥0 be a
sequence of events in a probability space. The following holds:
(i) If
∑∞
n=0 Pr(En) < +∞, then, with probability 1, only a finite number of these
events take place;
(ii) If
∑∞
n=0 Pr(En) diverges and the events are independent, then, with probability
1, an infinite number of these events occur.
The idea behind these probability measures is to study sets with certain prescribed
rates of growth. Indeed, with a specific version of the strong law of large numbers4
one deduces that, when
∑
n≥0 αn diverges,
|R ∩ [0, x]| a.s.∼
∑
n≤x
αn;
that is, this asymptotic relation will hold for almost all subsets R ⊆ N, i.e. all but a
set with measure 0. Under this framework, the so-called na¨ıve Crame´r’s model is just
a version of this construction done with the intent of having |R∩ [0, x]| a.s.∼ x log(x)−1.
In 1936, Crame´r [4] used his model to conjecture that gaps between primes must
be mostly small; more precisely, that pn+1 − pn = O(log(pn)2), where pn is the n-th
prime. He also showed that assuming the Riemann Hypothesis it is possible to derive
pn+1 − pn = O(√pn log(pn)), which is still much weaker than the former, for which
all current numerical data suggests to be really the case (cf. Section A.8 of Guy [11]).
One way to explore this model in Goldbach’s case is by considering the r.v.
rR,2(n) =
∑
k≤n 1R(k)1R(n− k) and studying its distribution. A first step is calcu-
lating its expected value E(rR,2(n)). Considering only integers greater than 3 in R
we have, by independence:
E(rR,2(n)) =
∑
3≤k≤n−3
1
log(k)
1
log(n− k) ∼ 2
∫ n/2
3
dt
log(t) log(n− t)︸ ︷︷ ︸
=: In
.
3This may be found in several sources, most notably in Halmos [12] (cf. Section 38). In Section
III of Halberstam & Roth [14] one finds this construction for the specific case we are working with.
4See Theorem 3.1 in [23] for a short proof of this version of the strong law.
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Since
2
log(n− 3)
∫ n/2
3
dt
log(t)
≤ 2In ≤ 2
log(n)− log(2)
∫ n/2
3
dt
log(n− t) ,
we may deduce, in view of
∫ x
3
log(t)−1dt ∼ x log(x)−1, that
E(rR,2(n)) ∼ n
log(n)2
.
With the aid of some concentration inequalities such as Chernoff bounds (cf.
Theorem 1.8, p. 11 of Tao & Vu [22]) it is even possible to show that rR,2(n)
a.s.∼
n log(n)−2. The leap of faith here would then be to assume that the sequence of
primes is an “average sequence” in this space, and hence
(2.1) rP,2(n)
?≈ n
log(n)2
.
But substituting “≈” by “∼” not only produces the wrong5 constant; it produces
the wrong growth order! One of the reasons for this is that this model does not take
into account the distribution of primes among residue classes. It leads us to expect,
for example, infinitely many “conjoined twin primes” (p, p+ 1), which is far from
actuality. A more in-depth analysis on further discrepancies produced by this model
may be found in Pintz [21].
A modified version of Crame´r’s model which does take divisibility by small primes
into account can be seen in Granville [10]. Further refinements to this probabilistic
reasoning have been extensively explored by other authors, the most prominent
example being the far-reaching conjecture concerning the distribution of prime
numbers over systems of integer-valued polynomials by P. T. Bateman & R. A. Horn
[2].
2.2. A more “sieve-ish” attempt. In Section 4 of [15], Hardy & Littlewood
compare their conjectured estimate with other heuristic arguments available at the
time that arrive at a different conclusion, in particular one derived from sieve theory
that is generally attributed to V. Brun.6
We will not describe his method, but we will present a rough sketch of the idea
behind it. First, using only Chebyshev’s elementary PNT7
pi(x) = Θ
(
x
log(x)
)
,
we may derive
rP,2(n) =
∑
k≤n
1P(k)1P(n− k)
=
∑
√
n<k≤n−√n
1P(k)1P(n− k) +O
( √
n
log(n)
)
.(2.2)
5That is, assuming Hardy-Littlewood’s conjecture do hold.
6Although following from Brun’s pure sieve, the heuristic concerning Goldbach was not formulated
by Brun, as remarked in footnote 5 at p. 33 of Hardy & Littlewood [15].
7cf. Theorem 4.6, p. 82 of Apostol [1].
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Fix then n ≥ 8 an even integer. Writing “x m≡ a” as short for “x ≡ a (mod m)”,
when
√
n < k ≤ n−√n we have:
1P(k)1P(n− k) = 1 ⇐⇒ ∀p ≤
√
n, k(n− k)
p
6≡ 0
⇐⇒ ∀p ≤ √n, k
p
6≡ 0 and k
p
6≡ n.
So to potentially solve Goldbach’s conjecture, all we need to do is to sift out the
undesirable ks from (
√
n, n−√n]. More specifically, we want to be able to estimate
(2.3) G(n) :=
∣∣∣∣{k ≤ n : k p6≡ 0 and k p6≡ n, ∀p ≤ √n}∣∣∣∣ ,
which is exactly our term of interest in (2.2).
Being µ the Mo¨bius function:
µ(n) :=
{
(−1)ω(n) if n squarefree,
0 otherwise;
one could effectively estimate G(n) in terms of µ using the identity
|{k ≤ x : (k, n) = 1}| =
∑
d|n
µ(d)
⌊x
d
⌋
,
which is basically a fancy version of Eratosthenes’ sieve. Both Brun’s and Selberg’s
sieve stem from a careful analysis of the error term produced by substituting “bx/dc”
by “x/d”. A detailed overview of both methods may be found in Chapter IV of
Halberstam & Roth [14].
For the sake of brevity we shall consider a more picturesque approach. Writing
x# :=
∏
p≤x p for the primorial function, we have, by the Chinese remainder theorem,∣∣∣∣{k ≤ √n# : k p6≡ 0 and k p6≡ n, ∀p ≤ √n}∣∣∣∣ = ∏
p|n
(p− 1)
∏
p -n
p≤√n
(p− 2);
thus a leap of faith in this direction should look something like:
G(n)
?≈ n√
n#
∏
p|n
(p− 1)
∏
p -n
p≤√n
(p− 2)(2.4)
= n
∏
p|n
(
1− 1
p
) ∏
p -n
p≤√n
(
1− 2
p
)
.
That is, we are assuming the distribution among residues provided by the Chinese
remainder theorem to be extremely regular on short intervals. Moreover, as it is
possible to deduce from Mertens’ 3rd theorem8 that∏
3≤p≤√n
(
1− 2
p
)
=
∏
3≤p≤√n
(
1− 1
p
)2(
1− 1
(p− 1)2
)
∼ 16e
−2γ
log(n)2
C2,
8cf. Theorem 429, p. 466 of Hardy & Wright [17].
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where γ := limn(
∑n
k=1 1/k − log(n)) ≈ 0.57721 . . . is the Euler-Mascheroni constant
and C2 is the constant from (1.4), we may rewrite (2.4) in terms of rP,2(n) as follows:
(2.5) rP,2(n)
?≈ 8e−2γC2 n
log(n)2
∏
p|n
p≥3
(
p− 1
p− 2
)
.
In contrast to the na¨ıve Cramer’s model, this heuristic at least agrees with Hardy
& Littlewood’s conjectured growth order, missing its constant only by a factor of
4e−2γ. That is exactly why substituting “≈” by “∼” in (2.5) must be unsound! In
Section 4 of Hardy & Littlewood [15] it is shown that if
rP,2(n) ∼ K n
log(n)2
∏
p|n
p≥3
(
p− 1
p− 2
)
for some real constant K > 0, then K must be equal to 2C2. A possible explanation
for the unsoundness of this substitution could be that the regularity we are requiring
in (2.4) is for an indeed very short interval; logarithmically short! In fact, it follows
from the PNT that
√
n# ∼ e(1+o(1))√n.
Notwithstanding, this is a more prolific approach than the previous one. Roughly a
decade before Vinogradov’s theorem on the sum of three primes, L. G. Schnirelmann
proved using purely combinatorial methods that every integer n ≥ 2 can be written
as sum of at most K primes, where K > 0 is some large, effectively computable
number not depending on n. This was the first significant result on the direction of
Goldbach’s conjecture, and at the heart of his proof is the fact that substituting “≈”
by “” in (2.4) is indeed sound (cf. Theorem 7.2, p. 186 of Nathanson [20]).
3. The Hypergeometric Model
We now describe the framework of our heuristic. Our argument is a sort of hybrid
between the two we have just presented, dealing probabilistically with p | 2n and
making a sort of density-type argument for p - 2n, culminating firstly at (3.5). The
punchline then boils down to the concentration behavior of the r.v.s used to model
rP,2(n). We try to make this argument as simple as possible, and for that reason
some unusual notation is temporarily introduced.
3.1. Urns and marbles. Fix n ≥ 2 an integer. The first thing that one can observe
about a hypothetical prime pair p ≤ q which sums to 2n is that p ≤ n ≤ q. As p | 2n
implies p | 2n− p, we have either (p, 2n) = (q, 2n) = 1 or p = q = n. With this in
mind, let
An := {1 < k < n : (k, 2n) = 1},
Bn := {n < k < 2n− 1 : (k, 2n) = 1},
and also
K(n) := |An|, P (n) := |An ∩ P|, Q(n) := |Bn ∩ P|.
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Notice that k ∈ An if and only if 2n − k ∈ Bn, hence |An| = |Bn| and we may
define the family of bijections:
Ψn : An → Bn
k 7→ 2n− k
Finally, denote by g(n) := |{p ≤ n : 2n − p ∈ P}| the Goldbach function, which
satisfies rP,2(2n) = 2g(n)−1P(n). This is just a matter of notation, for it will simplify
the argument. Rewriting g(n) in terms of Ψn,
g(n) =
∑
n≤p<2n
1P(2n− p)
= 1P(n) +
∑
k∈Bn∩P
1P(2n− k)
= 1P(n) +
∑
k∈Bn∩P
1P(Ψ
−1
n (k))
= 1P(n) +
∑
k∈Ψ−1n (Bn∩P)
1P(k).
The difficulty in understanding the behavior of g lies exactly on the problem of
counting primes in the pre-image of Bn ∩ P by Ψn. A simple attempt to circumvent
this difficulty, at least to get a grip on this quantity, would be to consider a random
subset of Bn with Q(n) elements. That is:
(3.1) g˜(n) :=
∑
k∈Ψ−1n (X)
X⊆Bn : |X|=Q(n)
1P(k).
Choosing X uniformly at random, the r.v. g˜(n) is described by the following
parameters: from an urn of K(n) “marbles” (set An), P (n) are “special” (set An∩P),
and Q(n) marbles are drawn uniformly at random and without replacement (set
Ψ−1n (X)). The quantity g˜(n) counts the number of special marbles drawn, and
therefore follows a hypergeometric probability distribution. What that means is that
(3.2) Pr(g˜(n) = k) =
(
P (n)
k
)(
K(n)−P (n)
Q(n)−k
)(
K(n)
Q(n)
) ,
defined for the range
max{0, P (n) +Q(n)−K(n)} ≤ k ≤ min{P (n), Q(n)},
with Pr(g˜(n) = k) = 0 for other values of k. The deduction of (3.2) is rather
straightforward, so we are not going to go into details. The reader interested in the
distribution per se may refer to Section II.6, p. 43 of Feller [9].
Notice that when P (n) +Q(n) > K(n) we have Pr(g˜(n) = 0) = 0, therefore such
n must, by the pigeonhole principle, satisfy g(n) > 0. Writing K, P , Q in terms of
classical arithmetic functions:
K(n) = ϕ(2n)/2− 1,
P (n) = pi(n)− ω(2n),
Q(n) = pi(2n− 2)− pi(n);
(3.3)
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one arrives at the following prettier statement.
Proposition 3.1. If pi(2n)− ω(2n) > ϕ(2n)/2, then g(n) > 0.
Unfortunately, the growth of these arithmetic functions are incompatible with the
previous inequality, hence it holds just for finitely many exceptional cases, which
cease to occur for 2n near 105 as illustrated by Figure 1.
Figure 1. Comparison between ϕ(2n)/2 and pi(2n)− ω(2n) for 2n
less than 105.
Indeed, the last values of 2n for which the hypothesis from Proposition 3.1 is
satisfied are 2n = 60060, 78540 and 90090. Any improvement in this inequality
would require a more “sieve-ish” approach, which would break the symmetry of our
argument.
For that very reason this model is incomplete up to this point, for it neglects
primes that do not divide 2n. There are a number of ways to try to correct this;
given the informal nature of our argument, we will go with the one we deem the
simplest.
For each prime q ≤ √2n such that q - 2n, if p 6= q is a prime with 2n − p also
prime then p 6≡ 2n (mod q). Since for any odd prime p we have
lim
n→+∞
|{k ≤ n : k
p
6≡ 0}|
n+ 1
= 1− 1
p
,
lim
n→+∞
p -n
|{k ≤ n : k
p
6≡ 0 and k
p
6≡ 2n}|
|{k ≤ n : k
p
6≡ 0}|
= 1− 1
p− 1 ,
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we may, for every x ∈ X in (3.1), add the correction factor
(3.4) “ Pr
(
Ψ−1n (x)
q
6≡ 2n ∣∣ Ψ−1n (x) q6≡ 0) ” ≈
(
1− 1
q−1
)(
1− 1
q
) = 1− 1
(q − 1)2
where q ≤ √2n is prime and q - 2n.
Notice that Pr appears in between quotes, for this is more of a density-type
heuristic than a probabilistic one. With this in mind, our leap of faith may then be
put as follows:
(3.5) g(n)
?≈ g˜(n)
∏
p - 2n
p≤√2n
(
1− 1
(p− 1)2
)
.
It is important to note that the formula above does not mean anything, for on the
left we have an arithmetic function whilst on the right we have a random variable.
What we are going to do now is to show that the RHS of this relation is almost surely
(i.e. with probability 1) asymptotic to Hardy & Littlewood’s conjectural estimate for
Goldbach’s problem.
3.2. Concentration bounds. Whenever a r.v. X follows a hypergeometric distri-
bution with parameters N (total marbles in the urn), M (special marbles) and n
(drawn marbles) we will adopt the notation
X
D∼ h(N,M, n).9
In our case, from (3.1) we may then write g˜(n)
D∼ h(K(n), P (n), Q(n)). As the
expected value for the hypergeometric distribution is just the proportion of special
marbles times the size of the sample drawn,10 we have
E(g˜(n)) =
P (n)Q(n)
K(n)
.
Going back to (3.3), we have K(n) = ϕ(2n)/2 − 1 and, by the PNT, P (n),
Q(n) ∼ n log(n)−1. Therefore:
(3.6) E(g˜(n)) ∼ 2n
ϕ(2n)
n
log(n)2
.
We now shall use two tools from probability theory, the already stated Borel–
Cantelli lemma and a concentration inequality for the hypergeometric distribution.
The latter is a Hoeffding-type inequality for which the proof can be seen in V. Chva´tal
[3].
Lemma 3.2 (Hoeffding–Chva´tal). If X
D∼ h(N,M, n) then
Pr(|X − E(X)| ≥ tn) ≤ 2e−2t2n
for all real t ≥ 0,
With this, we now state what can be considered the backbone of our argument.
9This notation is partially based on the short note by M. Skala [25], and the “D” for distribution
we put on top of “∼” is to differentiate it from the asymptotic symbol.
10cf. Example (d) at Section IX.5, pp. 232–233 of Feller [9].
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Theorem 3.3. As n→ +∞, we have g˜(n) a.s.∼ E(g˜(n)).
Proof. Our goal is to apply the Borel–Cantelli lemma, hence we start by applying
Lemma 3.2 to g˜(n). First of all, we have
Pr (|g˜(n)− E(g˜(n))| ≥ tQ(n)) ≤ 2e−2t2Q(n).
Dividing what is inside by E(g˜(n)) = P (n)Q(n)/K(n),
Pr
(∣∣∣∣ g˜(n)E(g˜(n)) − 1
∣∣∣∣ ≥ tK(n)P (n)
)
≤ 2e−2t2Q(n).
From (3.3) we see that K(n) < n for all n ≥ 2, and from the PNT we have P (n),
Q(n) > n/2 log(n) for all sufficiently large n. Therefore
Pr
(∣∣∣∣ g˜(n)E(g˜(n)) − 1
∣∣∣∣ ≥ ntn/2 log(n)
)
 e−nt2/2 log(n).
For each n ≥ 2, change t to 1/2 log(n)2. This way we obtain
Pr
(∣∣∣∣ g˜(n)E(g˜(n)) − 1
∣∣∣∣ ≥ 1log(n)
)
 e−n/8 log(n)5 .
Now, since 1/ log(n) = o(1) and
∑∞
n=2 e
−n/8 log(n)5 converges, we have that for all
ε > 0 it holds ∑
n≥3
Pr
(∣∣∣∣ g˜(n)E(g˜(n)) − 1
∣∣∣∣ ≥ ε) < +∞,
which, by the Borel–Cantelli lemma, implies our theorem. 
Hence, in view of (3.5), we are naturally lead to expect the following:
Conjecture 3.4 (Heuristic conclusion). As n→ +∞,
(3.7) g(n) ∼ 2n
ϕ(2n)
n
log(n)2
∏
p - 2n
p≤√2n
(
1− 1
(p− 1)2
)
.
The term on the RHS is just the product of (3.4) and (3.6). From the fact that
rP,2(2n) = 2g(n)−1P(n), the estimate at (3.7) may be rewritten in the notation used
in our introductory remarks as follows: when n→ +∞ through the even numbers,
(3.8) rP,2(n) ∼ n
ϕ(n)
n
log(n)2
∏
p -n
3≤p≤√n
(
1− 1
(p− 1)2
)
.
But notice that, when n is even,
n
ϕ(n)
=
n
n
∏
p|n
(
1− 1
p
)
= 2
∏
p|n
p≥3
(
p
p− 1
)
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= 2
∏
p|n
p≥3
(
1− 1
(p− 1)2
)∏
p|n
p≥3
(
p− 1
p− 2
)
,
thus (3.8) may be rewritten as
(3.9) rP,2(n) ∼ 2
∏
3≤p≤√n
(
1− 1
(p− 1)2
)
n
log(n)2
∏
p|n
p≥3
(
p− 1
p− 2
)
,
which, by the convergence C2 (as in (1.4)), is equivalent to Hardy & Littlewood’s
conjectured estimate (1.3). Thus Conjecture 3.4, which we arrived at by purely
combinatorial methods, is equivalent to Conjecture 1.1.
To end our discussion, we present two graphs showing how accurate this estimate
is for small values of n. In our second graph,
∫ n−2
2
(log(t) log(n − t))−1dt is used
instead of n log(n)−2, for it gives a faster approximation.
Figure 2. Values of rP,2(n) for n = 2 to 10
6 (even).
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Figure 3. From n = 2 to 107 (even), ratio between rP,2(n) and
2C2
( ∫ n−2
2
dt
log(t) log(n−t)
)∏
p|n
p≥3
(
p−1
p−2
)
.
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