Introduction.
In this paper we discuss the metric entropy (in the uniform metric) of certain classes hipia/A) of Lipschitz functions which will be defined in §2.
The notion of metric entropy (or e-entropy) of a totally bounded subset A oi a metric space was introduced by Kolmogorov [l] to characterize the massiveness of A. Among the most striking applications of this notion are the results of Kolmogorov [3] and Vitushkin [7] ; for expositions of the subject of metric entropy see Lorentz [4] , [5] .
We collect some basic definitions and facts. A will always denote a nonempty subset of a metric space X, and e a positive number not exceeding unity. We use the notation/(e) ~g(e) to mean lim(/(€)/g(e)) = 1 as e^0 + and /(e)«g(e) to mean /(e)=0(g(e)) as e->0+; /(e) =sg(e) means that both /(e) <<Cg(e) and g(e)<<C/(e). All logarithms will have base 2. Definition 1. A class C of subsets of X is called an t-cover of A if each set in C has diameter not exceeding 2e and A CU {C: CEC}. The following basic theorem of Kolmogorov [3, §l] will be used.
Theorem.
Let A be a totally bounded subset of a metric space X, e>0. Then Related estimates which will not be needed here can be found in [6] and [8, §17].
In the following we obtain an upper estimate for LL(Lip(a/^4)) which leads to a simple characterization of compact subsets A of which completes the proof of the theorem.
