Minimisation of shaking forces in mechanisms is an important issue in industry due to its destructive vibrations and acoustical disturbances. Practically, it may be impossible to eliminate the shaking forces because of many factors such as unfeasible counterweights and/or counter-rotators. However, it can be minimised. This paper presents a novel method, based on the closed-loop optimal control theory to indirectly minimise the shaking forces and input torques. To this end, the integrated design method is extended to closed-chain mechanisms. The proposed method is applied on a nonlinear position control problem. A slider-crank mechanism is utilised to validate the control algorithms. However, the proposed method can be simply extended to other mechanisms. The results indicate an impressive improvement in the shaking force reduction with an insignificant change in the control performance.
Introduction
In many industries, mechanisms are used as the main elements of the automation. They are used for moving parts, making some desired motions or applying forces. In every application, it can be seen that they exert shaking forces/moments to their bases where it needs to balance them in order to reduce the effects. In general, one choice is to eliminate these undesirable forces at the design stage, but practically, the elimination needs auxiliary mechanisms (Arakelian and Briot, 2015) or to accommodate unrealistic parameters. Therefore, practically the appropriate treatment is to minimise a shaking index. The problem faced here, is the fact that the index of shaking force/moment cannot be simply defined. The shaking force depends on acceleration of bodies and so the dynamical analysis should be considered (Acevedo, Haro and Martínez, 2015) . Considering dynamic effects in an optimisation is known as the optimal control problem (OCP) (Nikoobin and Moradi, 2015) .
OCPs can be seen in the servomechanism theory, especially in the positioning, variable input speed control (Yan and Yan, 2009) (Nikoobin and Moradi, 2011) . In this method, the Pontryagin minimum principle transforms an OCP into a multipoint boundary value problem where its solution is the optimal trajectory. The majority of proposed methods in this regard are implemented such as feedforward control or input shaping (Graichen and Zeitz, 2008) . However, in many cases, open loop control scheme due to model uncertainty leads to a sensitive motion control. To reduce the sensitivity, some measurements and thorough sensors are applied in the feedback. To find the optimal feedback controller, the close loop OCP, which is based on the optimality principle of Bellman (Al-Tamimi, Lewis and Abu-Khalaf, 2008), should be solved.
In the paper, modification and/or addition of passive elements such as links, counterweights (Demeulenaere et al., 2006) or springs (Lin, Shieh and Chen, 2013) in the mechanisms is extensively considered. Balancing approaches are categorised into two groups: complete (Moradi, Nikoobin and Azadi, 2010) and partial (Arakelian and Dahan, 2001) . In complete balancing, any disturbing terms such as gravitational coupling, velocity-based coupling and inertial coupling should be eliminated completely. It is obvious that the balancing needs some additional parts such as counterweights and counter-rotors where the balancing is impossible for usual applications (Briot and Arakelian, 2012) .
In the partial balancing, disturbing forces are just decreased instead of elimination (Herman, 2008) . However, the optimality of the selection needs to define a shaking index. Some authors have defined a performance index for partial balancing problem (Herman, 2005) . These definitions are based on predefined trajectories or dynamical properties. Since selection of balancing parameters changes dynamics and consequently will change the optimal trajectory of the system, therefore the balancing parameters and the optimal trajectory cannot be designed individually. One approach to this problem is the optimal balancing method (OBM), proposed by and Moradi (2011) , as a general mathematical theory about the partial balancing. In OBM, some unknown parameters are found simultaneously by the trajectory unknowns such as position waypoints and velocity profiles. It is previously shown that the complete balancing is a special case of OBM (Nikoobin, Moradi and Esmaili, 2013 ).
An optimal balancing method is a modern integrated plant/controller design (IPCD) problem. It was initiated by Hale, Dahl and Lisowski (1985) when a design of satellite with a minimum weight flexible arm was needed. In IPCD, the assumption that 'parameters of plant in designing of controller should be remained constant' is relaxed. As yet, IPCD is applied for various goals especially in the mechanism balancing (Li et al., 2000) , chemical processes (Vega et al., 2014) , structural design (van der Veen, Langelaar and van Keulen, 2014), hydraulic systems (Liang et al., 2011) and nanotechnology (Shilpiekandula and Youcef-Toumi, 2011) .
In many integrated designs, the cost is not optimised in the design stage and a linear controller is considered mostly. For instance, Li et al. (2000) studied the mass redistribution with a simple PD controller without any optimisation. However, having defined a cost function, the optimization can be established and using nonlinear controller the performance can be improved further.
Nevertheless, in the previous studies of OBM, counterweight/spring balancing is applied to robots Moradi, 2011, Nikoobin, Moradi and Esmaili, 2013) . The open loop scheme is considered there on open chain mechanisms.
In this paper, the OBM is extended to the closed-chain mechanisms based on the closed-loop OCP. Following, the Hamilton-Jacobi-Bellman (HJB) equation is solved by a recursive method called policy iteration in offline (Abu-Khalaf and Lewis, 2005) . Simultaneously, the balancing parameters are updated using the sensitivities of the HJB with respect to the parameters. Then, the proposed method is applied on a slider-crank mechanisms (SCM) as a simple and a clear example, in more detail. The simulations are stated and finally indicate that the straightforward optimisation method proposed, here, can improve the OBM with a simple implementation and proper convergence.
The paper is organised as follows: in Section 2, the kinematic and dynamic of the SCM are stated in detail. In Section 3, the optimisation method is presented based on the closed-loop OCP. In Section 4, the simulation results are shown.
Dynamic equations of slider-crank mechanism

Kinematic modelling
The SCM has two links with the input torque at the first joint. The links are constrained by algebraic equations that named the loop closure equation (LCE). It is assumed that the links are appropriate. The LCE can be stated for the SCM as shown in Figure 1 . 
where c i and s i represent cosθ i and sinθ i , respectively. These equations are nonlinear and they can be generally solved using the Newton iteration. Particularly, for planar mechanisms, it is possible to use the Dixon determinants to achieve the analytical solutions (Wampler, 2001 ). The Newton update law for the solution of LCE is presented in Appendix 'Solution of the Position LCE'. Having selected an appropriate initial guess, the iterative solution of LCE can be used. The velocity and acceleration relations are linear and they can be stated by taking derivative of the LCE, and since the A/V-LCEs are (generally) linear, they can be solved as
Force analysis
The force analysis of the SCM is used by the Newton-Euler method. The first step is to find the accelerations in the mechanism. Therefore, it is possible to relate the accelerations to the forces in the force diagram as
where the f is the forward dynamics function and a is the vector of the accelerations in the mechanism (Figure 2 ). The details for the SCM are expressed in Appendix 'Relating Accelerations to Forces in the SCM'. Note that, in many cases, selecting other coordinates may simplify the force computation. Here, for the purpose of generality in the statement, we prefer to use the Cartesian coordinates.
For the force analysis, there are six unknowns that can be found using the D'Alembert's principle based on dynamic equilibrium of external and inertial forces. Generally, the pin forces and the input torque are unknown:
where , f x i and y, f i are pin forces, u is the input torque and g is the inertial force relation function. This relation is expressed in detail for the SCM in Appendix 'Force Equation of the SCM'. By solving the force equations, it is possible to find the input torque and also the reaction forces. The main concern in the OCP is to find the signal u 1 so that the position θ 1 reaches to the desired state while minimising a specific performance index. The OCP procedure needs a state space model where it can be computed by the inverse dynamics of the torqueacceleration relation (5) as, 1 1 .
See that the relation between acceleration and torque in this form is linear and affine. Therefore, due to the affinity, it can be simply computed by the following numerical steps: The above simple algorithm can be used to compute the inverse dynamics. Hence, in this scheme for a certain situation, the state space model can be expressed as
1 . 
Computation of dynamic sensitivities with respect to the parameters
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Considering the shaking forces in the cost function
The shaking force depends on the input torque, 1 u , therefore any affine in control OCP cannot contain the shaking forces. A simple treatment to the problem is to define the input torque as a state and its derivation as a control variable (Moradi, Naraghi and Nikoobin, 2014) . Therefore, the final state space can be written as 
where v denotes the derivation of the input torque as the control signal. If it is desired to decrease shaking force in the same time of positioning, so three factors should be seen in the fitness function of the OCP. 'Error of positioning control', 'control actuation' and 'shaking force' should be appropriately decreased. These factors can be considered simultaneously using weighing function as
where R denotes effort-penalising factor, Q i denotes position and velocity-weighing factor and S denotes the shaking force effectiveness. The parameter α avoids the problem from a singularity in the control signal. The fitness function [Eq. (10)] should be minimised subject to the Eq. (9).
Optimisation process using closed-loop OCP
Optimisation problem for the affine dynamic system
Consider the affine system [Eq. (9)] subject to the known initial conditions ( ) 
where J denotes the cost function with subscript P for the plant and C for the controller. The IPCD form of the optimisation is ( ) ( )
The main motivation of IPCD is the inequality and Naraghi) .
Algebraic HJB and associated NLE equations for optimality of parameters
The cost (10) can be rewritten as a differential form as
where by substituting of the state Eq. (9), it leads to the following nonlinear Lyapunov equation (NLE)
Despite a selection of solution method for above linear PDE, if the optimal control stated by the maximum principle
be substituted to the NLE [Eq. (14)], a nonlinear HJB equation results, 
( 1 8 ) These sensitivity equations are linear. But the main difficulty arises in the solution of the HJB. The clear reason and philosophy that hold back us to solve these nonlinear bulky equations is that, when plant is not optimal, there is no intention to find its optimal controller. Therefore, instead of the HJB solution, we try an iterative solution method namely generalised HJB (GHJB), to update the plant and controller simultaneously, expressed in the next section.
GHJB formulation of IPCD
In the GHJB formulation, optimal controller is not found directly but iteratively. In this formulation, first, a stabilizer controller is supposed. Then, the value function is found by the NLE [Eq. (14)]. Now the optimal control [Eq. (15)] improves the control law. This iteration is well known as the policy iteration, with a proven convergence Lee, 1979, Beard, Saridis and Wen, 1998) . Plant-updating formulas can be found by taking derivation of the NLE [Eq. (14)] where they are simpler than Eq. (18) ( )
The NLEs of parameters [Eq. (19) 
Solution technique based on the Volterra neural network
In the previous section, the optimality conditions and optimisation scheme are derived in general. The only question remained is how to find value function. Abu-Khalaf and Lewis ( Substituting these equations in the NLEs derived in the previous section leads to
These NLEs should be solved by using least square method proposed by Abu-Khalaf and Lewis (2002).
Simulation results
The proposed method is applied here on the SCM. The results are shown in the following graphs. The values of the SCM considered in the simulations are shown in Table 1 . In Figure 3 , the positioning of balanced and unbalanced cases is compared. In Figure 4 , a little increment in the input torque of the balanced case is seen. This is obviously due to the additional masses in the mechanism. In Figure 5 , as the major result, the impressive decrement in the shaking force is shown. In Figure 6 , the cost convergences are shown. It was predictable that the integrated case should have a slower convergence. Also, the costs of the unbalanced case 6487 is decreased in the balanced case to 3024. The unit of the cost function is dimensionless. At last, in Figure 7 , the parameter convergences are shown to be m w1 = 8.12 and m w2 = 4.23 kg. 
Conclusion and future works
In this paper, OBM is extended to closed-chain mechanisms based on the closed-loop OCP. To this end, the HJB is solved recursively using the GHJB scheme. Along the controller improvement, the additional NLEs are introduced to estimate the parameter sensitivity of the cost. Then, the parameters are simultaneously improved with the controller. The final controller is a nonlinear integral state feedback controller. In order to show the effectiveness of the proposed method, some simulations are carried out for a SCM in the position control problem. In this problem, the cost function of the balanced case decreases 53.3% in comparison with the unbalanced case.
As future works, the proposed method can be applied on any other mechanisms and also parallel robots.
