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1. Introduction
Connections between lattices and hypergroupoids have been considered since at least three
decades, starting with [12] and followed by [8,2,1] and [9] (see also [6], pages 121–160).
We analyze here a lattice-determined hypergroupoid as a generalization of a hypergroupoid asso-
ciated with a fuzzy set, introduced in [4] and studied then in [5,7,10,11].
LetL = 〈L; ·,+〉 be a lattice with meet ‘‘·’’, join ‘‘+’’ and order relation≤ and let a nonvoid subset
H of L be fixed. For x, y ∈ H set
x ◦ y = [xy, x+ y] ∩ H (1)
where, as usual, [a, b] denotes the closed interval {x ∈ L : a ≤ x ≤ b} ofL. It is immediate that for all
x, y ∈ H
x, y ∈ x ◦ y. (2)
It follows that (x, y) 7→ x ◦ y is a map from H2(= H × H) into the set P of nonempty subsets of
H; expressed differently H = HL,H = 〈H; ◦〉 is a hypergroupoid. Obviously H is commutative and
idempotent; i.e., for all x, y ∈ H
x ◦ y = y ◦ x, x ◦ x = {x}.
Fact 1. For all x, y ∈ H
x ◦ (x ◦ y) = x ◦ y.
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Proof. Let u ∈ x ◦ (x ◦ y). Then u ∈ x ◦ v for some v ∈ x ◦ y. Thus
xv ≤ u ≤ x+ v, xy ≤ v ≤ x+ y.
Now xy ≤ v implies xy ≤ xv ≤ u and similarly v ≤ x + y implies u ≤ x + v ≤ x + y. Thus
xy ≤ u ≤ x+ y and hence u ∈ x ◦ y proving⊆. The inclusion⊇ follows from (2). 
Extend ◦ from H2 to P 2 by setting for all X, Y ∈ P




and for x ∈ H abbreviate {x} ◦ X by x ◦ X . A hypergroupoid G = 〈G ◦〉 satisfying the reproductive law
g ◦G = G = G◦g for all g ∈ G is a quasihypergroup. Notice thatH is a quasihypergroup due to y ∈ x◦y
for all x, y ∈ H . Next G is a semihypergroup if for all x1, x2, y ∈ H
x1 ◦ (y ◦ x2) = (x1 ◦ y) ◦ x2. (3)
Finally G is a hypergroup if it is both a quasihypergroup and semihypergroup. We need the follow-
ing easy and known fact.
Fact 2. Let G = 〈G; ◦〉 be a commutative hypergroupoid. Then
(i) If (x1, x2, y) ∈ G3 satisfies (3) then (x2, x1, y) satisfies (3), and
(ii) If for all (x1, x2, y) ∈ G3
x1 ◦ (y ◦ x2) ⊆ (x1 ◦ y) ◦ x2 (∗)
then G is a semihypergroup.
Proof. (i) Let (x1, x2, y) ∈ G3 satisfy (3). Then
x2 ◦ (y ◦ x1) = (x1 ◦ y) ◦ x2 = x1 ◦ (y ◦ x2) = (x2 ◦ y) ◦ x1
proving that (x2, x1, y) satisfies (3).
(ii) Let (∗) hold and let x1, x2, y ∈ G. Applying (∗) to (x1, x2, y) and (x2, x1, y)we obtain
x1 ◦ (y ◦ x2) ⊆ (x1 ◦ y) ◦ x2 = x2 ◦ (y ◦ x1) ⊆ (x2 ◦ y) ◦ x1 = x1 ◦ (y ◦ x2).
This shows
x1 ◦ (y ◦ x2) = x2 ◦ (y ◦ x1) = (x1 ◦ y) ◦ x2
and (3). 
The dual of an orderM = (M,≤) isM∂ = (M,≥). Thus the dual L∂ of the lattice L is obtained
by exchanging joins and meets. Directly from (1) we get:
Fact 3. HL,H = HL∂ ,H; i.e. L andL∂ yield the same hypergroupoid. In particular, a valid statement about
HL,H remains true if ≤, <, ∨ and ∧ are replaced throughout by ≥, >, ∧ and ∨. 
2. The hypergroupoid HL,H
In formulae involving ◦ and the set operations we adopt the convention that the operation ◦ takes
precedence over the set operations; e.g., (a ◦ b ∪ c) \ d ◦ e stands for ((a ◦ b) ∪ c) \ (d ◦ e).
Proposition 4. Let x1, x2, y ∈ H and
U = x1 ◦ y ∪ x2 ◦ y ∪ x1 ◦ x2.
Then
x1 ◦ (y ◦ x2) ⊆ (x1 ◦ y) ◦ x2 (4)
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if and only if for all
v ∈ x2 ◦ y \ x1 ◦ x2, w ∈ x1 ◦ v \ U (5)
there exists
u ∈ x1 ◦ y \ x1 ◦ x2 (6)
such that
w ∈ x2 ◦ u. (7)
Proof. We start with the following claim. By definition, (4) means⋃
v∈x2◦y
x1 ◦ v ⊆
⋃
u∈x1◦y
x2 ◦ u. (8)
Claim 1. The set U is a subset of both sides of (8).
Proof. Denote the left-hand and right-hand sides of (8) by A and B.
(1) Letw ∈ x1 ◦ y. Thenw ∈ A since we can choose v = y to get y ∈ x2 ◦ y andw ∈ x1 ◦ y. Similarly,
w ∈ B because choosing u = w we getw ∈ x1 ◦ y andw ∈ x2 ◦ w.
(2) Let w ∈ x2 ◦ y. Then w ∈ A as we can choose v = w to get w ∈ x2 ◦ y and w ∈ x1 ◦ w. Similarly,
w ∈ B since choosing u = ywe get y ∈ x1 ◦ y andw ∈ x2 ◦ y.
(3) Letw ∈ x1 ◦ x2. Then choosing v = x2 we get x2 ∈ x2 ◦ y andw ∈ x1 ◦ x2 provingw ∈ A.
Finally,w ∈ B since choosing u = x1 we get x1 ∈ x1 ◦ y andw ∈ x2 ◦ x1. This proves the claim. 
(H⇒) Let (4) hold. As mentioned above this is equivalent to (8). Let v and w satisfy (5). Then w
belongs to the left-hand side of (8) and hence to the right-hand side of (8). Thus there exists u ∈ x1 ◦ y
such thatw ∈ x2 ◦ u. Were u ∈ x1 ◦ x2, then by (7) and Fact 1
w ∈ x2 ◦ u ⊆ x2 ◦ (x1 ◦ x2) = x1 ◦ x2 ⊆ U
contrary to (5). Thus (6) holds. This proves the necessity of (5)–(7).
(⇐H) Let (5)–(7) hold. Suppose w belongs to the left-hand side of (8). Then w ∈ x1 ◦ v for some
v ∈ x2 ◦ y. Ifw ∈ U , then by Claim 1 clearly w belongs to the right-hand side of (8) and we are done.
Thus, letw ∈ x1 ◦ v \ U . Were v ∈ x1 ◦ x2 then from Fact 1 we would get the contradiction
w ∈ x1 ◦ v ⊆ x1 ◦ (x1 ◦ x2) = x1 ◦ x2 ⊆ U .
Thus (5) holds. From (6) and (7) we get w ∈ x2 ◦ u for some u ∈ x1 ◦ y and so w belongs to the
right-hand side of (4). This proves (8) and the proposition. 
The conditions (5)–(7) are not transparent. We first look at the case when (5) is vacuous, i.e.,
v ∈ x2 ◦ y \ x1 ◦ x2 H⇒ x1 ◦ v ⊆ U . (9)
In [11], Theorem 2(iii), it is stated (without proof):
Corollary 5. The inclusion (4) holds whenever x1, y and x2 are not pairwise distinct.
Proof. Let x1, y, x2 ∈ H be not pairwise distinct. If y = x2 then x2 ◦ x2 = {x2} ⊆ x1 ◦ x2 and (9) holds
since its premiss is void. The same holds if y = x1. Thus let x1 = x2. Then, by Fact 1, for every v ∈ x2 ◦y
x1 ◦ v = x2 ◦ v ⊆ x2 ◦ (x2 ◦ y) = x2 ◦ y ⊆ U
proving (9) and Corollary 5. 
Corollary 6. The inclusion (8) holds whenever {x1, y, x2} is a chain inL.
Proof. We show that x1 ◦ v ⊆ U for all v ∈ x2 ◦ y. Set a = x1yx2 and b = x1 + y+ x2. Then v ∈ [a, b]
and x1 ◦ v ⊆ [a, b] ∩ H ⊆ U . 
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As usual, in L = (L,≤) we write a ‖ b if a, b ∈ L are incomparable; i.e., neither a ≥ b nor a < b
holds. For N ⊆ H and a ∈ H we write a ‖ N provided a ‖ n for all n ∈ N . We address the more
complex situation of x1 < y > x2, x1 ‖ x2.
Corollary 7. (a) Let x1, y, x2 satisfy x1 < y > x2 and x1 ‖ x2 and let s = x1+x2. Then x1, y, x2 satisfy (4)
if and only if for all v ∈ x2 ◦ y andw ∈ x1 ◦ v such that
v ‖ s, w ‖ {x1, x2, s} (10)
there exists u satisfying
u ∈ x1 ◦ y, u ‖ {x2, s}. (11)
(b) Let x1, y, x2 satisfy x1 > y < x2 and x1 ‖ x2 and let s = x1x2. Then x1, y, x2 satisfy (4) if and only if
for all v ∈ x2 ◦ y andw ∈ x1 ◦ v satisfying (10), there exists u satisfying (11).
Proof. (a) Let x1 < y > x2 and x1 ‖ x2. Then y ≥ s = x1 + x2. Let v,w and u satisfy (5)–(7). To prove
(10) first suppose to the contrary that v ≤ s. Then, due to v ∈ x2 ◦ y we obtain x1x2 ≤ x2 = x2y ≤
v ≤ s = x1 + x2 and thus we get the contradiction v ∈ x1 ◦ x2.
Similarly, v > s leads to v > x1 and to the contradiction
w ∈ x1 ◦ v ⊆ x1 ◦ y ⊆ U .
Thus v 6> s and v ‖ s.
Next suppose to the contrary that w ≥ xi for some i ∈ {1, 2}. Then w ∈ [xi, y] ∩ H = xi ◦ y ⊆ U .
This contradiction shows w 6≥ xi for i = 1, 2. Suppose to the contrary that w ≤ x2.We claim that
then vx1 = x1x2. Indeed, from v ≥ x2 we get vx1 ≥ x1x2 while x2 ≥ w ≥ vx1 shows x1x2 ≥ vx1.
Now x1x2 = vx1 ≤ w ≤ x2 leads to the contradiction w ∈ x1 ◦ x2 ⊆ U . Thus w 6≤ x2. Suppose to
the contrary that w ≤ x1. From x2 ≤ v we get x1x2 ≤ vx1 ≤ w ≤ x1 leading to the contradiction
w ∈ x1 ◦ x2 ⊆ U and provingw 6≤ x1.
Suppose to the contrary that w ≤ s. From (5) and v ≥ x2 we see that w ≥ x1v ≥ x1x2 leading to
the contradictionw ∈ x1 ◦ x2 ⊆ U and provingw 6≤ s. Next suppose to the contrary thatw ≥ s. Then
x1 ≤ s ≤ w ≤ v+ x1 ≤ x1 + y ≤ y leads to the contradictionw ∈ x1 ◦ y ⊆ U and provingw 6≥ s. We
have shown (10).
We prove (11). Suppose to the contrary that u ≥ x2. From (6) and (7) we see that x2 ≤ w ≤ u ≤ y
leading to the contradictionw ∈ x2 ◦ y ⊆ U . Thus u 6≥ x2.
Next u < x2 combined with (6) would lead to the contradiction x1 ≤ u < x2. Thus u ‖ x2.
We show that u ‖ s. Suppose to the contrary that u ≤ s. From (6) we get u ≥ x1 and x2u ≥ x1x2
while x2 + u ≤ s. Thus we get the contradiction w ∈ x2 ◦ u ⊆ x1 ◦ x2 ⊆ U proving u 6≤ s. Next u ≥ s
would imply u ≥ x2 contrary to u ‖ x2 shown above. Thus u ‖ s and (11) holds.
We have shown that in our situation the condition (5)–(7) imply the additional restrictions on
v,w, u in (10) and (11).
It follows that the condition of the corollary is also sufficient.
(b) If x1 > y < x2 and x1 ‖ x2 the statement follows from (a) and Fact 3. 
The following corollary treats the case when the condition (10) of Corollary 7 is vacuous.
Corollary 8. Let x1, y, x2 ∈ H satisfy x1 < y > x2(x1 > y < x2) and x1 ‖ x2 and let s = x1 + x2 (s =
x1x2). Then (x1, y, x2) satisfies (8) provided for all v ∈ x2 ◦ y, v ‖ s every w ∈ x1 ◦ v is comparable with
at least one of x1, x2, s.
Now we address the remaining cases of two comparisons among x1, y and x2.
Corollary 9. Let x1, y, x2 ∈ H satisfy x1 < x2 > y and x1 ‖ y. Then (x1, y, x2) satisfies (4) if and only if
for all v,w ∈ H with
y ≤ v ≤ x2, x1 6≤ v, (12)
x1v ≤ w ≤ x1 + v, x1 6≤ w, y 6≤ w 6≤ x1 + y (13)
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there exists u ∈ H such that
x1y ≤ u ≤ x1 + y, x1 6≤ u ≤ w. (14)
Proof. Let x1, y, x2 ∈ H be such that x1 < x2 > y, x1 ‖ y. Let v,w, u ∈ H satisfy (5)–(7). Then v ∈ x2◦y
means the first part of (12) and w ∈ x1 ◦ v is the first part of (13). Now, from v ≤ x2 > x1 we get
w ≤ x1+v ≤ x2. Combining this withw 6∈ x1 ◦x2 we obtain x1 6≤ v proving (12). Similarly,w 6∈ x2 ◦y
turns into y 6≤ w. Next,w 6∈ x1 ◦ ymeans that x1y ≤ w ≤ x1 + y does not hold. Here x1y ≤ x1v ≤ w
is true and sow 6≤ x1+ y. Finally, the assumption x1 ≤ w leads to x1 ≤ w ≤ x1+ v ≤ x1+ x2 and the
contradiction w ∈ x1 ◦ x2. Thus (13) holds. The first part of (14) follows from (6). Were x1 ≤ u, then
x1 ≤ u ≤ x1 + y ≤ x2 would lead to the contradiction u ∈ x1 ◦ x2. Finally (7) and the above u ≤ x2
means u ≤ w ≤ x2 proving the second part of (14). 
The next corollary states the case when the conditions (12), (13) are vacuous.
Corollary 10. Let x1, y, x2 ∈ H satisfy x1 < x2 > y and x1 ‖ y. Then (x1, y, x2) satisfies (4) whenever
for all v,w ∈ H with
y ≤ v ≤ x2, x1v ≤ w ≤ x1 + v
at least one of
x1 ≤ v, x1 ≤ w, y ≤ w, w ≤ x1 + y
holds. 
The proof of the remaining case of two comparisons is similar to the proof of Corollary 9 and is
omitted.
Corollary 11. Let x1, y, x2 ∈ H satisfy x2 < x1 > y and x2 ‖ y. Then (x1, y, x2) satisfies (4) if and only if
for all v,w ∈ H with
x2y ≤ v ≤ x2 + y, v ≤ w ≤ x1, (15)
x2 6≤ w, y 6≤ w 6≤ x2 + y (16)
there exists u ∈ H such that
y ≤ u ≤ x1, x2 6≤ u. (17)
Corollary 12. Let x1, y, x2 ∈ H satisfy x2 < x1 > y and x2 ‖ y. Then (x1, y, x2) satisfies (4) provided for
all v,w ∈ H satisfying (15) at least one of
x2 ≤ w, y ≤ w, w ≤ x2 + y (18)
holds.
Corollary 13. If x1, y, x2 ∈ H are such that one of them is the join or meet of the others, then (x1, y, x2)
satisfies (8).
Proof. By Corollary 5, it suffices to assume that x1, y, x2 are pairwise distinct. By Fact 3, it suffices to
consider the case of joins. There are three cases:
(a) Let x1 = x2 + y. In Corollary 11 the condition (15) becomes x2y ≤ v ≤ w ≤ x1 = x2 + y.
(b) Let y = x1 + x2. Then in Corollary 8 every v ∈ H, x2 ≤ v ≤ y is comparable to s = y.
(c) Let x2 = x1 + y. Then in Corollary 10 for all v,w ∈ H with y ≤ v ≤ x2 and x1v ≤ w ≤ x1 + v =
x2 = x1 + ywe havew ≤ x1 + y. 
Remark 14. If U = [x1yx2, x1 + y+ x2] ∩ H , then (x1, y, x2) satisfies (4).
Indeed, from x2y ≤ v ≤ x2 + y, it follows that
x1yx2 ≤ x1v ≤ x1 + v ≤ x1 + x2 + y,
hence x1 ◦ v ⊆ U , that is (9) holds.
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Corollary 15. If x1, y, x2 ∈ H satisfy one of the following conditions:
(i) x1 ‖ y ‖ x2 ‖ x1 and x1y = x1x2 = x2y, x1 + y = x1 + x2 = x2 + y;
(ii) x1 ‖ {y, x2}, y < x2 (y > x2) and x1y = x1x2, x1 + y = x1 + x2;
then (x1, y, x2) satisfies (4).
Proof. This follows from U = [x1yx2, x1 + y+ x2] ∩ H and Remark 14. 
3. The join space HL,H
From Corollary 6 we obtain:
Proposition 16. If H is a chain inL, then H is a hypergroup.
Remark 17. For L = 〈[0, 1],≤〉 (the real closed interval with the natural order) Proposition 13 is
included in [4] Theorem 4.
We extend Theorem 4 to arbitrary chains. Recall that a commutative hypergroup 〈G, ◦〉 is a join
space if for all b, d, x ∈ G, every c ∈ d ◦ x and each a ∈ b ◦ x the sets b ◦ c and d ◦ a intersect (this is a
direct variant of the standard definition, see e.g. [3], p. 156).
Proposition 18. If H is a chain inL, then H is a join space. 
Proof. Let b, d, x ∈ H be arbitrary. The above definition of a join space is symmetric in b and d and so
we may assume that b ≤ d. We have three cases with respect to the position of x. (1) Let x ≤ b. From
c ∈ d ◦ x = [x, d]we get x ≤ c ≤ d and from a ∈ b ◦ x similarly x ≤ a ≤ b. Now, b ∈ (b ◦ c)∩ (d ◦ a).
(2) Let b < x ≤ d. Then x ≤ c ≤ d, b ≤ a ≤ x and x ∈ (b ◦ c) ∩ (d ◦ a). (3) Let d < x. Then
b ≤ c, d ≤ c ≤ x, b ≤ a ≤ x and d ∈ (b ◦ c) ∩ (d ◦ a). 
Proposition 19. If H is a distributive sublattice of L, then H is a hypergroup. 
Proof. According to Proposition 4, it is sufficient to check the conditions (6) and (7) for all x1, x2, y ∈ H
that satisfy the condition (5).
Let v ∈ x2 ◦ y \ x1 ◦ x2 andw ∈ x1 ◦ v \ U . We have x2y ≤ v ≤ x2 + y, x1v ≤ w ≤ x1 + v. Consider
u = w(y+ x1)+ yx1. We show u ∈ x1 ◦ y. Clearly x1y ≤ u. Next by distributivity and absorption
u = w(y+ x1)+ yx1 ≤ (x1 + v)(y+ x1)+ yx1 = x1 + vy+ yx1
= x1 + vy ≤ x1 + (x2 + y)y = x1 + y.
We showw ∈ x2 ◦ u. First
x2u = x2(w(y+ x1)+ yx1) = x2w(y+ x1)+ x1x2y ≤ w + x1v = w.
Now, we show x2 + u ≥ w. By the distributivity of ‘‘+’’ over ‘‘·’’,
x2 + u = (x2 + yx1)+ w(y+ x1) = (x2 + yx1 + w)(x2 + yx1 + (y+ x1)) ≥ w.
Therefore,w ∈ x2 ◦ u, that is (7) holds.
Finally, notice that u 6∈ x1 ◦ x2. Indeed, were u ∈ x1 ◦ x2, then w ∈ x2 ◦ u ⊆ x1 ◦ x2 ⊆ U , contrary
to (5). Hence the condition (6) holds, too. 
The following result, obtained by Varlet [12], gives a characterization of distributive lattices, using
join spaces. We here present a proof, based on Proposition 19.
Proposition 20. If H is a sublattice of L, then H is a distributive if and only if H is a join space.
Proof. (H⇒) According to Proposition 19, H is a hypergroup. Let b, d, x ∈ H be such that c ∈ d ◦ x
and let a ∈ b ◦ x. We have dx ≤ c ≤ d+ x and bx ≤ a ≤ b+ x and by distributivity, we get
ad ≤ (b+ x)d = bd+ xd ≤ bd+ c ≤ b+ c,
hence ad+ bc ≤ b+ c. Clearly, ad+ bc ≥ bc and so ab+ bc ∈ b ◦ c. Similarly bc + ad ≤ a+ d and
bc + ad ∈ a ◦ d.
Therefore, ad+ bc ≤ (a+ d)(b+ c), that is a ◦ d and b ◦ c intersect. Hence H is a join space.
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(⇐H) By the way of contraposition, suppose (H,∨,∧) is not distributive. Then H contains a five-
element sublattice {a, b, c, d, e}, where a + c = b + c = e, ac = bc = d and either a > b or
a ‖ b ‖ c ‖ a. We have bc ≤ a ≤ b + c , ac ≤ b ≤ a + c , that is a ∈ b ◦ c and b ∈ a ◦ c , but
b ◦ b = {b} and c ◦ c = {c} do not intersect, which contradicts the join space definition. Therefore H
is distributive. 
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