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ABSTRACT
We dealt with new approaches to the design of Proportional-Integral-Derivative (PID) con-
trollers and solved three important open problems: 1) Optimal design of H∞ continuous time
controllers 2) Optimal design ofH∞ discrete time controllers and 3) Design of PID controllers for
prescribed settling time. We also deal with optimal Dynamic Compensator design for controllable
and observable systems.
The main result of the first problem is a constructive determination of the set Sγ of stabilizing
continuous PI and PID controllers achieving anH∞ norm bound of γ on the error transfer function.
This result utilizes the computation of the complete stabilizing set S. We also point out connections
between this H∞ design and Gain and Phase Margin designs.
The main result of the second problem is a constructive characterization of the set Sγ of sta-
bilizing digital controllers achieving a prescribed bound γ on the error transfer function. This is
accomplished by utilizing the computation of S, the set of all PID stabilizing controllers. The
minimum achievable γ, denoted γ∗ is also determined.
The main result of the third problem is a constructive determination of the set S(σ) of stabi-
lizing PI and PID controllers with closed loop poles having real parts less than −σ. The signature
method is applied to obtain the set S(σ) in the controller parameter space. The maximum achiev-
able σ for a given plant is also determined.
The main result of the last problem is a new approach to design an optimal dynamic compen-
sator. The system is augmented with a proper number of integrators and the state feedback of
the augmented system is considered with a design parameter. The dynamic compensator is then
designed such that the eigenvalues of the augmented system is identical to the closed loop spec-
trum of the implemented system with the compensator. By sweeping over the design parameter,
multiple design specifications are compared within achievable boundary of performances.
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1. INTRODUCTION
One of the central objective of controller design is to find controllers that bring both good
stability margins and time performance characteristics in the feedback loop. For Proportional
integral derivative (PID) controllers, we have the signature method that enables us to obtain a
set of all stabilizing controllers, so called the stabilizing set. This dissertation deals with design
methods of PID controllers that exploits the existence of the stabilizing set. For a given plant,
having the stabilizing set in our hands opens to the challenge of multi-objective designs because
in any design methodology, if there exists a PID controller satisfying an objective, then it must
be a subset of the stabilizing set. Thus, in order to achieve multi-objective PID controller design,
this dissertation focuses on the development of design specifications, calculated in terms of the
controller gains, on the stabilizing set.
In this chapter, we introduce the stabilizing set and briefly summarize calculation procedures
of the set using the concept of signature for continuous time systems and discrete time systems,
separately.
In Chapter 2, we deal with the H∞ norm of the error transfer function for continuous time
plants. By superimposing the norm specification, the subset of the stabilizing set achieves robust-
ness of the closed loop in terms of the H∞ norm less than γ. In particular, the criterion for a fixed
γ is equivalent to the outside of family of ellipses in the controller parameter space.
In Chapter 3, we extend this to the H∞ norm of the error transfer function for discrete time
plants. Since the majority of the controllers are implemented in practice by the digital controllers,
we include several application examples.
In Chapter 4, we define σ-Hurwitz stability of a polynomial and apply this to find the subset
of stabilizing set which renders the characteristic polynomial of the closed loop system has poles
whose real part is less than −σ. Since the largest real part of the closed loop pole is related to the
maximum decay of the system response, it developes a constructive determination of the subset of
stabilizing set which achieves prescribed settling time specified the magnitude of σ. As we will
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see, the subsets are telescoping as the prescribed σ values increases. Thus, we find the maximum
achievable σ for a given plant when the stabilizing set shrinks gradually and just becomes empty.
In Chapter 5, we consider an arbitrary order controllers rather than fixed order controllers.
Since the late 1950, the control field have started leaning towards state variable equations and
time domain analysis using the equations. Doyle and Stein gave a counterexample to the almost
perfect stability margin properties of Kalmans state feedback optimal control law and showed
that if the controller was implemented using observer theory, such robust margins could vanish.
We believe that this is majorly because of the separated steps for the optimal control law and
the observer design. The optimality of the control law may only be valid when the order of the
original system is not compromised by the compensators which are the realization of the estimates
of unobservable states. Inspired by the earlier work of J. B. Pearson, we augment the system with a
series of successive derivative of the input signals and make a use of the relationships among actual
signals rather than virtual ‘states’. Moreover, we give a systematic and simple approach to design
an output feedback dynamic compensator such that we can compare mutiple design specifications
such as gain and phase margins,H∞ norms of the error transfer function and step responses, all of
which will vary as the design parameter varies over the interval which guarantees the stability of
the closed loop. We can fix the design parameter with which we obtain satisfactory specifications
and moreover we can retrieve the controller from the fixed value of the design parameter.
In Chapter 6, we finish the dissertation with concluding remarks.
1.1 Signature Method for Continuous Time Systems
Consider a monic polynomial δ(s) of degree n with real coefficients. Let C− denote the open
left-half plane (LHP), C+ the closed right-half plane (RHP), and δ− and δ+ the numbers of roots
of δ(s) in C− and C+, respectively and assume that δ(s) has no jω axis roots. Let ̸ δ(jω) denote
the phase of δ(s) at s = jω. The net change in the phase of δ(s)|s=jω from ω = 0 to ω = ∞ is
easily seen to be:
∆∞ω=0 ̸ δ(jω) =
pi
2
(δ− − δ+). (1.1)
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We call δ− − δ+ the Hurwitz signature of δ(s) and denote it as
signature(δ) := δ− − δ+. (1.2)
The signature of a polynomial δ(s) can be determined by knowing the zeros of the imaginary
part of δ(jω) and the signs of the real part of δ(jω) at these zeros. In the following we describe
how this can be exploited to determine the stabilizing set S. Now consider a unity feedback loop
with a PID controller and a plant in Fig. 1.1,
+
C(s) P (s)−
Figure 1.1: Unity feedback control loop.
where
P (s) =
N(s)
D(s)
, C(s) = kp +
ki
s
+ kds, (1.3)
and D(s), N(s) are polynomials of degree n and m, respectively, with real coefficients. We as-
sume that D(s) and N(s) are coprime, that is, they have no common roots and N(0) ̸= 0. The
characteristic polynomial of the closed loop system is
δ(s, kp, ki, kd) = sD(s) + (ki + kps+ kds
2)N(s). (1.4)
Define S to be the set of all stabilizing PID controllers:
S := {(kp, ki, kd): δ(s, kp, ki, kd) is Hurwitz} . (1.5)
For stability, we must have
signature(δ(s, kp, ki, kd)) = n+ 1, ∀(kp, ki, kd) ∈ S. (1.6)
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To achieve a separation of the gains into the real and imaginary parts, introduce the new poly-
nomial
ν(s) := δ(s, kp, ki, kd)N(−s). (1.7)
Assume N(s) has no roots on the imaginary axis. Let z− and z+ denote the numbers of roots of
N(s) in C− and C+, respectively. Then δ(s) is Hurwitz stable if and only if
signature(ν) = n+ 1− z− + z+
= n+ 1−m+ 2z+. (1.8)
The stabilizing set S can now be described as
S := {(kp, ki, kd): (1.8) is satisfied.}
In ν(s), kp only appears in the odd degree terms of s while ki and kd only appear in the even degree
terms of s. For a fixed kp = k∗p, there exist sets of linear inequalities in terms of ki and kd satisfying
the signature condition in (1.8). The intersection of the inequalities for each set is thus convex in
(ki, kd) space and the union of nonempty intersections is the stabilizing set for k∗p. The procedure
to find the entire set S is summarized in the following.
• Define νeven(s2) and νodd(s2) such that
ν(s) = νeven(s
2) + sνodd(s
2).
• Fix kp = k∗p and let 0 < ω1 < ω2 < · · · < ωl−1 denote the positive finite frequencies which
are zeros of
νodd(−ω2, kp) = 0 (1.9)
of odd multiplicities. Let ω0 := 0 and ωl :=∞.
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• Write j = sgn[νodd(0+, k∗p)] and determine the strings of integers i0, i1, . . . such that
n−m+ 1 + 2z+
=

j(i0 + 2
l−1∑
t=1
(−1)tit), if n+m odd,
j(i0 + 2
l−1∑
t=1
(−1)tit + (−1)lil), if n+m even.
(1.10)
• Let I1, I2, . . . denote distinct strings of {it}t=l−1t=0 or {it}t=lt=0 satisfying (1.10). For each string
Ij , a stabilizing set in (ki, kd) space with kp = k∗p is given by the intersection of the linear
inequalities
it · νeven(−ω2t , ki, kd) > 0 (1.11)
∀t ∈ {1, . . . , l − 1} if n + m is odd, or ∀t ∈ {1, . . . , l} if n + m is even, where each it ∈
{−1,+1}.
• For each string Ij , the intersection generates either an empty set or a convex polygon Sj(k∗p).
The stabilizing set for a fixed k∗p is the union of these convex polygons
S(k∗p) =
⋃
j
Sj(k
∗
p). (1.12)
• The complete stabilizing set in (kp, ki, kd) space can be found by sweeping kp over the real
axis and repeating all of the above calculations. The range of sweeping can be restricted to
those values of kp such that the number of roots l − 1 can satisfy the signature requirement
in the most favorable case:
l − 1 ≥

n−m− 1 + 2z+
2
, if n+m odd,
n−m− 2 + 2z+
2
, if n+m even.
(1.13)
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Thus, kp needs to be swept over those ranges where (1.9) is satisfied with l − 1 given by
(1.13).
1.2 Signature Method for Discrete Time Systems
The signature method converts the computation of the stabilizing set into a signature assign-
ment problem for a related rational function, which is computationally more tractable.
Consider a polynomial δ(z)with real coefficients. Let φδ(θ) denote the phase of δ(z) at z = ejθ.
If δ(z) has iδ roots in the interior of the unit circle centered at the origin of the complex plane, then
the net change in phase φδ(θ) as θ runs from 0 to 2pi is:
∆2piθ=0φδ(θ) = 2piiδ.
We call iδ the Schur signature of δ(z). If iδ is equal to the degree of δ(z), then we say δ(z) is Schur
stable.
r[k] + e[k]
C(z)
u[k]
P (z)
y[k]
−
Figure 1.2: Unity feedback control loop in the discrete time domain.
Consider the unity feedback control loop with the controller C(z) and plant P (z) in Fig. 1.2,
where
P (z) =
N(z)
D(z)
, (1.14)
C(z) =
K2z
2 +K1z +K0
z(z − 1) , (1.15)
and D(z), N(z) are real-coefficient polynomials in z and C(z) is the transfer function of the PID
controller. We assume that P (1) ̸= 0 since the closed loop cannot be stabilized otherwise. The
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characteristic polynomial δ(z) of the closed loop system is
δ(z) = z(z − 1)D(z) + (K2z2 +K1z +K0)N(z). (1.16)
Define S to be the set of all stabilizing PID controllers:
S := {(K0, K1, K2): δ(z) is Schur stable} . (1.17)
We call S the stabilizing set.
IfQ1(z) andQ2(z) have i1, i2 roots in the interior of the unit circle, respectively, then the Schur
signature of Q(z) := Q1(z)/Q2(z) is i1 − i2 since
∆piθ=0φQ(θ) = ∆
1
u=−1φQ(u) = pi(i1 − i2).
The procedure to find the set S using this signature concept is summarized in the following.
• Consider the controller C(z) of the form in (1.15) for the plant P (z) in (1.14). Multiplying
the characteristic polynomial δ(z) in (1.16) by z−1N(z−1), we have the rational function
Q(z) := z−1δ(z)N(z−1)
=(z − 1)D(z)N(z−1)
+ (K2z +K1 +K0z
−1)N(z)N(z−1).
(1.18)
• Let n,m denote the degrees ofD(z), N(z), respectively andm0 denote the number of roots
of N(z) inside the unit circle. The closed loop system is stable (δ(z) is Schur stable) if and
only if the Schur signature of Q(z) is n−m0 + 1.
• To determine the unit circle image of Q(z), let:
ejθ := −u+ jv,
7
e−jθ := −u− jv.
Using the representations in (3.8), (3.9) we define the following polynomials in u ∈ (−1, 1):
P1(u) := RD(u)RN(u) + (1− u2)TD(u)TN(u),
P2(u) := RN(u)TD(u)− TN(u)RD(u),
P3(u) := R
2
N(u) + (1− u2)T 2N(u).
• Introducing a new parameterK3 and two polynomialsR(u,K1, K2, K3) and T (u,K3) in the
following:
K3 := K2 −K0,
T (u,K3) := P1(u)− (u+ 1)P2(u) +K3P3(u),
R(u,K1, K2, K3) :=− (u+ 1)P1(u)− (1− u2)P2(u)
− {(2K2 −K3)u−K1}P3(u),
we obtain the unit circle image of Q(z):
Q(ejθ) = R(u,K1, K2, K3) + jvT (u,K3).
Note that only K3 appears in T (u,K3).
• FixK3 = K∗3 . Let u1, · · · , uk denote the real distinct zeros of T (u,K∗3) of odd multiplicities
for u ∈ (−1, 1):
−1 < u1 < u2 < · · · < uk < 1.
Denote u0 := −1 and uk+1 := 1.
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• Write
τ := sgn[T (−1+, K∗3)].
• Determine the strings of integers i0, . . . , ik+1 from {−1,+1} such that
n−m0 + 1
=
1
2
τ
(
i0 + 2
k∑
t=1
(−1)tit + (−1)k+1ik+1
)
.
(1.19)
• Let I1, I2, . . . denote distinct strings of {it}t=k+1t=0 satisfying (1.19). For each string Ij , a
stabilizing set in (K1, K2) space with K3 = K∗3 is given by the intersection of the linear
inequalities
it ·R(ut, K1, K2, K∗3) > 0, ∀ t ∈ {0, . . . , k + 1}
• For each string Ij , the intersection generates either an empty set or a convex polygon Sj(K∗3).
The stabilizing set for a fixedK∗3 is the union of these convex polygons
S(K∗3) =
⋃
j
Sj(K∗3).
• The complete stabilizing set in (K1, K2, K3) space can be found by sweeping K3 over the
real axis and repeating the above calculations. The range of sweeping can be restricted to
those values ofK3 such that there is enough number of roots k of T (u,K3) satisfying (1.19).
• The complete stabilizing set in (K0, K1, K2) space can be found by using the mapping:

K0
K1
K2
 =

0 1 −1
1 0 0
0 1 0


K1
K2
K3
 .
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1.3 Notes and References
The stabilizing set was first introduced in [1]. Silva treated the stabilizing set for time-delay
plants in [2]. Bhattacharyya, Datta and Keel developed new results on PID in [3].
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2. H∞ OPTIMAL SYNTHESIS FOR CONTINUOUS TIME PLANTS ∗
2.1 Introduction
The Nyquist stability criterion entails the frequency response of the open loop transfer function
to stay away from the critical point −1 + j0 in the complex plane. The stability margins such as
gain and phase margins are a measure of ‘robustness’ of a given system as they represent how far
the frequency response is away from the critical point at the crossover frequencies. An H∞ norm
specification on the error transfer function measures the closest distance to the critical point from
all frequencies. In this chapter, we consider theH∞ norm on the error transfer function as a design
criterion. The complete stabilizing set S of PI and PID controllers is computed in [3]. Having the
set S in hand, we find the subset Sγ of PI and PID controllers satisfying the H∞ norm less than γ.
In the next section, we develop a useful relationship between H∞ norm specification on the
error transfer function and guaranteed gain and phase margins. Following this we present our con-
structive calculation of Sγ for PI or PID controller sets satisfying the givenH∞ norm specification.
2.2 H∞ Optimal Control and Stability Margins
r(t) + e(t)×
m
G(s)
y(t)
−
Figure 2.1: Unity feedback loop.
Consider the unity feedback system in Fig. 2.1 with the error transfer function
e(s)
r(s)
=
1
1 +G(s)
. (2.1)
∗Sections 2.2, 2.3, 2.4 and 2.5 c© 2018 IFAC. Reproduced with permission from the original publication “PID
controller design with an H∞ criterion”, IFAC-PapersOnline, Volume 51, Issue 4, 2018, Pages 400-405. https:
//doi.org/10.1016/j.ifacol.2018.06.127
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Suppose that G(s) includes a controller designed to make the H∞ norm of (2.1) less than γ, a
prescribed real positive number. Then
1
|1 +G(jω)| < γ, for all ω ≥ 0 (2.2)
and (2.2) is equivalent to
|1 +G(jω)|> 1
γ
, for all ω ∈ [0,∞). (2.3)
We will now establish that (2.3) implies guaranteed gain and phase margins at the loop breaking
point ‘m’ in Fig. 2.1.
Remark 2.1. Let γ∗ denote the infimum value of γ satisfying (2.3). When G(s) is strictly proper,
γ∗ ≥ 1. When G(s) is proper, γ∗ > 1/|1 +G(j∞)|.
Case 1: γ > 1
Re
Im
unit circle
O
A
B
CD
E
-1
1
γ
θ φ
Figure 2.2: γ > 1. c© 2018 IFAC
The condition (2.3) implies that the Nyquist plot G(jω) stays out of the circle CEDB centered
at−1+j0 and of radius 1/γ. In Fig. 2.2, we have the limiting case in whichG(jω) passes through
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B, the phase margin is φ and
G(jω) =
−→
OB (2.4)
−1 + j0 = −→OA (2.5)
1 +G(jω) =
−→
AB. (2.6)
Since
−→
OA+
−→
AB =
−→
OB, we have
−1 + j0 + 1
γ
e−jθ = −1ejφ. (2.7)
Also
2θ + φ = pi (2.8)
from the triangle
−−→
OAB.
From (2.7) and (2.8),
−1 + 1
γ
sin
(
φ
2
)
= − cosφ (2.9)
sinφ =
1
γ
cos
(
φ
2
)
. (2.10)
From (2.10),
φ = 2 sin−1
(
1
2γ
)
(2.11)
which is the guaranteed minimum phase margin for the H∞ controller with norm less than γ.
The guaranteed gain margin is the interval:
[
1
OD
,
1
OC
]
=
[
γ
γ + 1
,
γ
γ − 1
]
. (2.12)
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Case 2: γ = 1
Re
Im
unit circle
O
A
B
D=-2
E
-1
1
γ
= 1
θ φ
Figure 2.3: γ = 1. c© 2018 IFAC
In this case, Fig. 2.2 is replaced by Fig. 2.3. It is easy to see that the guaranteed phase margin
is φ = pi/3 and the guaranteed gain margin is
[
1
2
,∞
]
. These also follow from formulas (2.11)
and (2.12) evaluated at γ = 1.
Case 3: γ < 1
The geometry corresponding to this case is shown in Fig. 2.4 below.
Re
Im
unit circle
OA
B
CD -1
1
γ
θ φ
Figure 2.4: γ < 1. c© 2018 IFAC
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In this case, it also follows that the guaranteed phase margin is
φ = 2 sin−1
(
1
2γ
)
(2.13)
and the guaranteed gain margin is
[
1
OD
,∞
]
=
[
γ
1 + γ
,∞
]
. (2.14)
Combining the above cases, we have the following result.
Theorem 2.2. Consider the unity feedback system in Fig. 2.1. If theH∞ norm of the error transfer
function is less than γ:
∥∥∥∥ 11 +G(s)
∥∥∥∥
∞
< γ, (2.15)
then the guaranteed phase margin at the loop breaking point ‘m’ is:
φ = 2 sin−1
(
1
2γ
)
. (2.16)
The guaranteed gain margin is:
gm =

[
γ
γ + 1
,
γ
γ − 1
]
, for γ > 0
[
γ
γ + 1
,∞
]
, for γ ≤ 0
(2.17)
Now consider the control system in Fig. 2.5 where r(t) is the reference signal, e(t) the error
signal, u(t) the input signal (to the plant), y(t) the output signal, P (s) is the plant transfer function
and C(s) is the controller transfer function which we will consider to be either PI or PID.
The problem to be solved in this chapter is: Find the set Sγ of all stabilizing PI or PID con-
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r(t) + e(t)
C(s)
u(t)
P (s)
y(t)
−
Figure 2.5: Unity feedback control loop.
trollers satisfying ∥∥∥∥ 11 + P (s)C(s)
∥∥∥∥
∞
< γ. (2.18)
In the following two sections we develop the computation of Sγ for PI and PID controllers.
Note that (2.18) is equivalent to
|1 + P (jω)C(jω)| > 1
γ
, ∀ ω ∈ [0,∞). (2.19)
2.3 Computation of Sγ for PI Controllers
PI controllers have the form:
C(s) = kp +
ki
s
. (2.20)
Write
P (jω) = Pr(ω) + jωPi(ω), (2.21)
C(jω) = kp − j ki
ω
. (2.22)
Substituting (2.21) and (2.22) in (2.19) we get
|1 + kpPr(ω) + kiPi(ω)︸ ︷︷ ︸
L0(ω)
+j(ωkpPi(ω)− ki
ω
Pr(ω)︸ ︷︷ ︸
L1(ω)
)| > 1
γ
(2.23)
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which can be rewritten as
(1 + L0(ω))
2 + L21(ω) >
1
γ2
(2.24) Pr(ω) Pi(ω)
ωPi(ω) −Pr(ω)ω

kp
ki
 =
L0(ω)
L1(ω)
 . (2.25)
(2.25) has a unique solution if
|P (jω)| ̸= 0, (2.26)
that is the plant has no jω axis zeros.
Assuming (2.26), (2.25) can be solved:
kp
ki
 = 1|P (jω)|2
 Pr(ω) ωPi(ω)
−ω2Pi(ω) −ωPr(ω)

︸ ︷︷ ︸
T (ω)
L0(ω)
L1(ω)
 (2.27)
(2.24) represents the outside of a circleCγ of radius
1
γ
in the (L0, L1) plane centered at (−1, 0):
L0
L1
−1
o
1
γ
Admissible
region
Cγ
Figure 2.6: The Cγ circle. c© 2018 IFAC
Lemma 2.3. Condition (2.19) at a fixed ω is equivalent to kp, ki lying in the exterior of the axis
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parallel ellipse Eγ(ω) with center o′ at (
−ω2Pi(ω)
|P (jω)|2 ,
−Pr(ω)
|P (jω)|2 ), and major and minor axes of
lengths
2
γ|P (jω)| ,
2ω
γ|P (jω)| .
Proof. For each ω ≥ 0, (2.23) is
∣∣∣∣1 + (Pr(jω) + jωPi(jω))(kp − j kiω )
∣∣∣∣ > 1γ
⇔ (1 + Pr(jω)kp + Pi(jω)ki)2 +
(
ωPi(jω)kp − Pr(jω)ki
ω
)2
>
1
γ2
⇔(ki − c1)
2
a2
+
(kp − c2)2
b2
> 1 (2.28)
where
c1 =
−ω2Pi(ω)
|P (jω)|2 , c2 =
−Pr(ω)
|P (jω)|2 , a =
ω/γ
|P (jω)| , b =
1/γ
|P (jω)| . (2.29)
ki
kp
o′
Eγ(ω)
Admissible
region
Figure 2.7: The Eγ(ω) ellipse. c© 2018 IFAC
For a fixed ω, let Sγ(ω) denote the intersection of the stabilizing set S with the exterior of the
ellipse Eγ(ω) as shown in Fig. 2.8. In other words,
Sγ(ω) = S \ Eγ(ω) ∀ ω ∈ [0,∞). (2.30)
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Figure 2.8: Eγ(ω) and Sγ(ω). c© 2018 IFAC
Since (2.19) must hold for all ω,
Sγ =
∞⋂
ω=0
Sγ(ω) (2.31)
as shown in Fig. 2.9.
We state this result in the following theorem.
Theorem 2.4. In the unity feedback control loop, suppose that the plant P (s) has no jω axis zeros.
All stabilizing PI controllersC(s) satisfying theH∞ norm bound of γ on the error transfer function
is the set Sγ:
Sγ =
∞⋂
ω=0
Sγ(ω). (2.32)
Proof. Sγ(ω) is the admissible set for each ω and the controller must satisfy the H∞ norm for all
frequencies. Hence we have the set Sγ by intersecting the admissible sets Sγ(ω) for all ω.
Note that S can be determined using the concept of signature developed in [3]. If Eγ(ω) is
19
Figure 2.9: Sγ . c© 2018 IFAC
outside of S then Sγ(ω) = S. If S ⊂ Eγ(ω) then Sγ is empty.
Remark 2.5. We can determine the minimum achievable γ for a given plant under PI or PID
control. The minimum γ denoted γ∗, is the value for which the union of family of ellipses eclipses
the stabilizing set S.
Remark 2.6. The computation of Sγ would not be possible without knowing the stabilizing set S.
2.4 Computation of Sγ for PID Controllers
PID controllers are of form:
C(s) = kp +
ki
s
+ kds. (2.33)
Substituting s = jω, we have
C(jω) = kp − j 1
ω
(
ki − ω2kd
)
. (2.34)
20
ki
kp kd
Eγ(ω)
Admissible
region
Figure 2.10: The Eγ(ω) elliptic cylinder. c© 2018 IFAC
Notice that (2.34) is equal to (2.22) if we replace ki in (2.22) with k′i = ki − ω2kd. By analysis
similar to the PI case, it is easy to show that (2.19) implies that the controller parameters kp, ki, kd
must lie in the exterior of Eγ(ω) described by:
(ki − ω2kd − c1)2
a2
+
(kp − c2)2
b2
> 1 (2.35)
where Eγ(ω) is an elliptic cylinder with the center lying on the line

ki − ω2kd = −ω
2Pi(ω)
|P (jω)|2 ,
kp =
−Pγ(ω)
|P (jω)|2 ,
(2.36)
and major and minor axes
2
γ|P (jω)| and
2ω
γ
√
ω4 + 1|P (jω)| .
As before,
Sγ(ω) = S \ Eγ(ω) ∀ ω ∈ [0,∞) (2.37)
and
Sγ =
∞⋂
ω=0
Sγ(ω). (2.38)
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Remark 2.7. We can also consider the H∞ norm with a weighting function W (s) multiplied by
the error transfer function in (2.18). In this case, we may replace γ by γ′ where γ′ =
γ
|W (jω)| .
Then, the major and minor axes of the axis parallel ellipse Eγ(ω) are subject to change with ω in
accordance to the frequency response of the weighting function. However, the rest of the derivation
of the equations in this section remains the same.
Remark 2.8. If C(s) is replaced by
Cτ (s) =
kps+ ki + kds
2
s(τs+ 1)
, (2.39)
then
Cτ (s)P (s) = C(s)
1
τs+ 1
P (s). (2.40)
Since τ can be fixed a priori, replace Pr(jω) and Pi(jω) by
P ′r(jω) =
Pr(jω) + τω
2Pi(jω)
1 + τ 2ω2
P ′i (jω) =
Pi(jω)− τPr(jω)
1 + τ 2ω2
.
Then, the controller design can be carried out as before.
2.5 Examples
We present two examples to illustrate the steps to find the set Sγ .
Example 2.9. Consider the second order plant and the PI controller:
P (s) =
s− 2
s2 + 4s+ 3
, C(s) = kp +
ki
s
. (2.41)
The stabilizing set was first computed for the plant and the PI controller given in (2.41). The
family of ellipses Eγ(ω) were drawn by sweeping over ω and Sγ was found accordingly for γ =
1.6, 2.0, 4.0 and 8.0. In Fig. 2.11 we observed that Sγ were contained in the stabilizing set S and
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Figure 2.11: Sγ for γ = 1.6, 2.0, 4.0, 8.0 with the stabilizing set. c© 2018 IFAC
Sγ1 ⊂ Sγ2 if γ1 < γ2. So, Sγ for γ ∈ [1, ∞) is the telescoping series of sets shown. If kp, ki were
chosen from sets Sγ , the Nyquist plot must stay outside of a circle centered at the critical point
−1 + j0 with radius of 1/γ. We chose some boundary points in Sγ that were inside the stabilizing
set S where γ = 2 and drew the Nyquist plots in Fig. 2.12. Each Nyquist plot was at least 0.5 away
from the critical point.
Following Theorem 2.2, the guaranteed gain margin was
[
γ
γ + 1
,
γ
γ − 1
]
=
[
2
3
, 2
]
, (2.42)
and the guaranteed phase margin φ was
φ = 2 sin−1
(
1
2γ
)
= 28.955o (2.43)
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Figure 2.12: Nyquist plots with kp, ki along the curve of γ = 2. c© 2018 IFAC
for γ = 2. Fig. 2.13 shows the guaranteed gain and phase margins when we choose kp and ki
from Sγ for γ = 2. For all controllers achieving the same H∞ norm at the boundary of Sγ , there
is a trade off between gain and phase margins. When higher gain margin is desired, one should
sacrifice some phase margin and vice versa. Nevertheless with theH∞ norm we get the guaranteed
gain and phase margins calculated in Eqs. (2.42) and (2.43).
Example 2.10. Consider a rational plant transfer function and the PID controller:
P (s) =
10s3 + 9s2 + 362.4s+ 36.16
2s5 + 2.7255s4 + 138.4292s3 + 156.471s2 + 637.6472s+ 360.1779
(2.44)
C(s) = kp +
ki
s
+ kds. (2.45)
The stabilizing set was computed using the signature method and is shown in Fig. 2.14. We
chose kd = 9 and computed Sγ for γ = 1 in the kp, ki plane. Fig. 2.15 shows Sγ and the family of
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Figure 2.14: The stabilizing set in kp, ki, kd space using the signature method. c© 2018 IFAC
ellipses, Eγ(ω).
We observed that the stabilizing set with kd = 9 was unbounded in the kp, ki plane. However,
Sγ for γ = 1 in the same plane was bounded. For high values of ω the major and minor axes of the
ellipses grow as the centers c1 and c2 in (2.29) go away from the origin. So, we suggest that the
family of ellipses be computed for high enough values of ω to get the exact set Sγ .
Clearly in this case, Sγ is not empty and the H∞ norm condition less than γ = 1 provides
very good robustness, namely [0.5,∞] gain margin and 60o phase margin. All of the points in Sγ
guarantee such good robustness. In fact, since the open loop transfer function P (s)C(s) is strictly
proper, the Nyquist plot of P (jω)C(jω) goes to 0 as ω→∞ and so every point in Sγ achieves the
same H∞ norm.
Time response considerations
So far we have discussed stability and robustness. However, the design of a controller should
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Figure 2.15: Sγ and family of ellipses for γ = 1 in kp, ki plane with kd = 9. c© 2018 IFAC
pay attention to the time response. In order to demonstrate this, we chose the following three
design points: 
C1(s) = 185 +
2986
s
+ 9s,
C2(s) = 20 +
800
s
+ 9s,
C3(s) = 19 +
200
s
+ 9s.
(2.46)
The first point has the maximum ki value in Sγ , the second and the third are arbitrary points
from the boundary of Sγ .
The Nyquist plots in Fig. 2.16 confirms that all three design points satisfy the robustness
condition. The step responses in Fig. 2.17 shows that the three controller designs result in different
time responses in terms of overshoot and settling time. While C1(s) and C2(s) have highest and
intermediate integral gains, C3(s) provides much shorter settling time and lower overshoot than
the other two controllers do.
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Figure 2.16: Nyquist diagram for P (s)C1(s) (red), P (s)C2(s) (green) and P (s)C3(s) (blue).
c© 2018 IFAC
The integrator in the controller provided zero steady state error and we found all stabilizing
controllers achieving prescribed H∞ norm of the error transfer function. While the robustness and
zero steady state error could be achieved by the proposed method, one should also consider the
quality of the transient response when tuning the PID parameters within the set Sγ . Thus, PID
controller design for better transient response within the same degree of robustness is an important
area of research.
2.6 Notes and References
The main results of this chapter are taken from Han, Keel, and Bhattacharyya [4]. In [5],
the 2D regions of stabilizing PID controllers achieving the H∞ norm bound of γ on the sensi-
tivity and complementary sensitivity functions with weightings were found by using Neimark’s
D-decomposition. The difference is that our approach explicitly uses the stabilizing set. A simi-
28
0 0.1 0.2 0.3 0.4 0.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
 
Time (seconds)
Am
pl
itu
de
Figure 2.17: Step responses for the closed loop systems of P (s)C1(s) (red), P (s)C2(s) (green)
and P (s)C3(s) (blue). c© 2018 IFAC
lar approach was adopted in [6] for first order controllers and in this case the stability region was
computed a priori. In [7] it was shown that at a fixed frequency (and for a fixed kd, the derivative
gain) the L2 norm of the error transfer function being equal to γ was represented by an ellipse in
(kp, ki) space. An H∞ optimal PID design using a frequency loop-shaping approach was reported
in [8, 9].
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3. H∞ OPTIMAL SYNTHESIS FOR DISCRETE TIME PLANTS
In this chapter, we consider the H∞ optimal synthesis of digital PI and PID controllers. We
present the computation of Sγ , the set of stabilizing digital PI or PID controllers for a given plant,
satisfying an H∞ norm bound of γ on the error transfer function.
3.1 Introduction
In digital control, dynamic systems are often represented in terms of z-transforms of discrete-
time signals and systems. In this chapter we extend the H∞ norm approach for the design of
continuous time systems developed in Chapter 2 to discrete-time systems. The H∞ norm criterion
on the error transfer function is written in terms of the z-transforms of discrete-time signals and
systems. We compute the stabilizing set S of digital PI or PID controllers based on the results in
[3]. Having computed the stabilizing set S, we constructively determine the subset Sγ of digital PI
or PID controllers for which the error transfer function of the closed loop system has an H∞ norm
less than a prescribed real value γ > 0.
3.2 Computation of Sγ for Digital PI Controllers
r[k] + e[k]
C(z)
u[k]
P (z)
y[k]
−
Figure 3.1: Unity feedback control loop in the discrete time domain.
Consider the unity feedback loop with a discrete time controller and plant in Fig. 3.1, where
P (z) =
N(z)
D(z)
, (3.1)
C(z) =
K1z +K0
z − 1 , (3.2)
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and D(z), N(z) are polynomials in z with real coefficients and C(z) is the transfer function of a
PI controller. We assume that P (1) ̸= 0 since the closed loop cannot be stabilized otherwise. The
error transfer function is
E(z)
R(z)
=
1
1 + P (z)C(z)
(3.3)
where E(z) and R(z) are the z-transforms of e[k] and r[k], respectively.
The H∞ norm criterion on the error transfer function is
∥∥∥∥E(z)R(z)
∥∥∥∥
∞
< γ (3.4)
for a prescribed γ > 0. This is equivalent to
sup
θ
∣∣∣∣ 11 + P (ejθ)C(ejθ)
∣∣∣∣ < γ, ∀ θ ∈ [0, 2pi) . (3.5)
Since N(z) andD(z) have real coefficients, it is sufficient to consider θ ∈ [0, pi). Substituting
z = ejθ, we have
N(z)|z=ejθ = N(ejθ) (3.6)
D(z)|z=ejθ = D(ejθ). (3.7)
Writing u := − cos θ, we decompose (3.6) and (3.7) into real and imaginary parts:
N(ejθ)
∣∣
−u=cos θ =: RN(u) + j
√
1− u2TN(u) (3.8)
D(ejθ)
∣∣
−u=cos θ =: RD(u) + j
√
1− u2TD(u). (3.9)
Denoting v :=
√
1− u2,
P (ejθ)
∣∣
−u=cos θ :=
RN(u) + jvTN(u)
RD(u) + jvTD(u)
. (3.10)
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Define RP (u) and TP (u) for P (ejθ) similar to those in (3.8) and (3.9). Then,
P (ejθ)
∣∣
−u=cos θ = RP (u) + jvTP (u) =: P (u) (3.11)
where
RP (u) =
RN(u)RD(u) + v
2TN(u)TD(u)
RD(u)RD(u) + v2TD(u)TD(u)
, (3.12)
TP (u) =
TN(u)RD(u)−RN(u)TD(u)
RD(u)RD(u) + v2TD(u)TD(u)
. (3.13)
Now, for C(z), we have
C(z)|z=ejθ = C(ejθ) =
K1e
jθ +K0
ejθ − 1 . (3.14)
By substituting u = − cos θ and denoting v = √1− u2, we have
C(ejθ) =
K1e
jθ +K0
ejθ − 1 ,
=
K1(−u+ jv) +K0
(−u+ jv)− 1 ,
=
K0 −K1u+ jvK1
−(u+ 1) + jv ,
=
(K0 −K1u+ jvK1)(u+ 1 + jv)
−{(u+ 1)2 + (1− u2)} ,
=
(u+ 1)(K0 −K1u)− v2K1 + jv(K1(u+ 1) +K0 −K1u)
−{u2 + 2u+ 1 + 1− u2} ,
=
−1
2(u+ 1)
[(u+ 1) {(K0 −K1u)− (1− u)K1}+ jv(K0 +K1)] ,
=
−1
2
(K0 −K1)− j v
2(1 + u)
(K0 +K1),
=
1
2
(K1 −K0)︸ ︷︷ ︸
=:L0
−j v
u+ 1
1
2
(K0 +K1)︸ ︷︷ ︸
=:L1
,
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where
L0 = −1
2
K0 +
1
2
K1,
L1 =
1
2
K0 +
1
2
K1.
(3.15)
or 
L0
L1
 =

−1
2
1
2
1
2
1
2

︸ ︷︷ ︸
=:W

K0
K1
 . (3.16)
Notice that the mappingW : (K0, K1)→ (L0, L1) is invertible and
W−1 =
−1 1
1 1
 . (3.17)
Thus, we can represent C(z)|z=ejθ as a function of u, L0, and L1:
C(u, L0, L1) = L0 − j v
u+ 1
L1, (3.18)
and we simply denote
C(u) := C(u, L0, L1)
P (u) := RP (u) + j v TP (u).
Condition (3.5) is then equivalent to
max
−1≤u<1
∣∣∣∣ 11 + P (u)C(u)
∣∣∣∣ < γ. (3.19)
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For a fixed u ∈ [−1, 1),
∣∣∣∣ 11 + P (u)C(u)
∣∣∣∣ < γ,
⇔
∣∣∣∣1 + (RP (u) + jvTP (u))(L0 − j vu+ 1L1)
∣∣∣∣ > 1γ ,
⇔
(
1 +RP (u)L0 +
v2
u+ 1
TP (u)L1
)2
+ v2
(
TP (u)L0 − 1
u+ 1
RP (u)L1
)2
>
1
γ2
. (3.20)
Since |P (u)|2 = R2P (u) + v2T 2P (u), it is easy to show that (3.20) is equivalent to
(
L0 +
RP (u)
|P (u)|2
)2
1
γ2|P (u)|2
+
(
L1 +
(u+ 1)TP (u)
|P (u)|2
)2
(u+ 1)2
γ2v2|P (u)|2
> 1. (3.21)
Thus, condition (3.21) is equivalent to L0, L1 lying in the complement of the interior of the axis
parallel ellipse Fγ(u) with center o at
(
−RP (u)
|P (u)|2 ,
−(u+1)TP (u)
|P (u)|2
)
, principal axes 2
γ|P (u)| ,
2|u+1|
γ v |P (u)| in
(L0, L1) space. This is illustrated in Fig. 3.2.
L1
L0
o
Fγ(u)
Admissible
region
Figure 3.2: The Fγ(u) ellipse.
We can use W−1 in (3.17) to map Fγ(u) back to (K0, K1) space. Denoting by Eoγ(u) the
interior of the ellipse in (K0, K1) space, we define Sγ(u), a subset of the stabilizing set S for a
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fixed u ∈ (−1, 1) as follows:
Sγ(u) := S \
(
Eoγ(u) ∩ S
)
, ∀u ∈ (−1, 1). (3.22)
We state the main result in the following theorem.
Theorem 3.1. In the unity feedback control loop with the controller C(z) and plant P (z), suppose
that P (1) ̸= 0. All stabilizing PI controllers C(z) satisfying the H∞ norm bound of γ on the error
transfer function is the set Sγ:
Sγ =
⋂
u∈ (−1,1)
Sγ(u). (3.23)
Proof. Sγ(u) is the admissible set for each u and (3.19) must be satisfied for all u ∈ (−1, 1). Hence
the set Sγ is obtained by intersecting the admissible sets Sγ(u) for all u ∈ (−1, 1).
Fact 3.2. If 0 < γ1 ≤ γ2, then Sγ1 ⊆ Sγ2 .
Remark 3.3. By Fact 3.2, the minimum achievable γ denoted by γ∗ can be constructively deter-
mined for a given plant.
3.3 Computation of Sγ for Digital PID Controllers
Consider a unity feedback control loop with a plant and a controller in Fig. 1.2, where
P (z) =
N(z)
D(z)
, (3.24)
C(z) =
K2z
2 +K1z +K0
z(z − 1) , (3.25)
D(z), N(z) are polynomials in z with real coefficients and C(z) is the same transfer function
representation for a PID controller. Again, it is assumed that P (1) ̸= 0, since stabilization is
impossible otherwise.
Now, for C(z), we have
C(z)|z=ejθ = C(ejθ) =
K2e
2jθ +K1e
jθ +K0
ejθ(ejθ − 1) =
K2e
jθ +K1 +K0e
−jθ
ejθ − 1 . (3.26)
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By substituting u = − cos θ and v = √1− u2 as before,
K2e
jθ +K1 +K0e
−jθ
ejθ − 1
=
K2(−u+ jv) +K1 +K0(−u− jv)
(−u+ jv)− 1 ,
=
−u(K2 +K0) +K1 + jv(K2 −K0)
−(u+ 1) + jv ,
=
{−u(K2 +K0) +K1 + jv(K2 −K0)} (u+ 1 + jv)
{−(u+ 1) + jv} (u+ 1 + jv) ,
=
−(u+ 1) {K2 −K1 − (1− 2u)K0}+ jv {K2 +K1 − (1 + 2u)K0}
−(u+ 1)2 − (1− u2) ,
=
1
2
{K2 −K1 − (1− 2u)K0} − j v
1 + u
1
2
{K2 +K1 − (1 + 2u)K0}
=: C(u) (3.27)
Let
W0 :=
1
2
K2 − 1
2
K1
W1 :=
1
2
K2 +
1
2
K1.
(3.28)
By substituting (3.28) into (3.27), we obtain
C(u) =
(
W0 − (1− 2u)
2
K0
)
− j v
(1 + u)
(
W1 − (1 + 2u)
2
K0
)
. (3.29)
Let
W˜0 := W0 − (1− 2u)
2
K0 (3.30)
W˜1 := W1 − (1 + 2u)
2
K0. (3.31)
so that (3.19) can be rewritten as follows:
|1 + P (u)C(u)|2 > 1
γ2
(3.32)
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⇔|1 + (R + jvT )(W˜0 − j v
(1 + u)
W˜1)|2 > 1
γ2
(3.33)
⇔
(
1 +RW˜0 +
v2
(1 + u)
TW˜1
)2
+ v2
(
TW˜0 − 1
(1 + u)
RW˜1
)2
>
1
γ2
(3.34)
⇔
(
R2W˜ 20 +
v4
(1 + u)2
T 2W˜ 21 + 2RW˜0 (3.35)
+
2v2
(1 + u)
TW˜1 +
2v2
(1 + u)
RW˜0TW˜1 + 1
)
+ v2
(
T 2W˜ 20 +
1
(1 + u)2
R2W˜ 21 −
2
(1 + u)
TW˜0RW˜1
)
>
1
γ2
(3.36)
⇔
(
R2W˜ 20 + v
2T 2W˜ 20 + 2RW˜0 + 1
)
+ v2
(
1
(1 + u)2
R2W˜ 21 +
v2
(1 + u)2
T 2W˜ 21 +
2
(1 + u)
TW˜1
)
>
1
γ2
(3.37)
⇔
(
|P |2W˜ 20 + 2RW˜0 + 1
)
+ v2
(
1
(1 + u)2
|P |2W˜ 21 +
2
(1 + u)
TW˜1
)
>
1
γ2
(3.38)
⇔|P |2
(
W˜0 +
R
|P |2
)2
− R
2
|P |2 + 1
+ v2|P |2
(
1
(1 + u)
W˜1 +
T
|P |2
)2
− v
2T
|P |2 >
1
γ2
(3.39)
⇔|P |2
(
W˜0 +
R
|P |2
)2
+
v2|P |2
(1 + u)2
(
W˜1 +
(1 + u)T
|P |2
)2
>
1
γ2
(3.40)
⇔
(
W˜0 +
R
|P |2
)2
1/|P |2 +
(
W˜1 +
(1+u)T
|P |2
)2
(1 + u)2/v2|P |2 >
1
γ2
(3.41)
⇔
(
W˜0 +
R
|P |2
)2
1
γ2|P |2
+
(
W˜1 +
(1+u)T
|P |2
)2
(1+u)2
γ2v2|P |2
> 1 (3.42)
⇔
(
W0 − (1−2u)2 K0 + R|P |2
)2
1
γ2|P |2
+
(
W1 − (1+2u)2 K0 + (1+u)T|P |2
)2
(1+u)2
γ2v2|P |2
> 1 (3.43)
⇔
(
W0 − (1−2u)2 K0 + RP (u)|P |2
)2
1
γ2|P |2
+
(
W1 − (1+2u)2 K0 + (1+u)TP (u)|P |2
)2
(1+u)2
γ2v2|P |2
> 1. (3.44)
For a fixed K0 = K∗0 , (3.44) represents the exterior of an axis-parallel ellipse Fγ(u,K
∗
0) in
(W0,W1) space for each u ∈ (−1, 1). Using the mapping in (3.28), we obtain the ellipseEγ(u,K∗0)
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in (K1, K2) space for each u ∈ (−1, 1).
Denoting S(K∗0) by the stabilizing set of S for a fixed K0 = K∗0 , we define a subset of S(K∗0)
as follows:
Sγ(u,K∗0) := S(K∗0) \ Eoγ(u,K∗0), ∀u ∈ (−1, 1).
By Theorem 3.1, it is easy to see that
Sγ(K∗0) =
⋂
u∈ (−1,1)
Sγ(u,K∗0).
Finally, we can obtain Sγ by sweeping K0 over the range for which S(K0) is nonempty:
Sγ =
⋃
K0
Sγ(K0).
3.4 Examples
We present four numerical examples which illustrate our approach.
Example 3.4. Consider the second order plant and the PI controller:
P (z) =
0.5
z2 − z + 0.5 , C(z) =
K1z +K0
z − 1 . (3.45)
The stabilizing set is first computed for the plant and the PI controller given in (3.45). Fig.
3.4 shows the stabilizing set (yellow) in (K0, K1) space. The stabilizing set is mapped to (L0, L1)
space in order to compute Sγ sets for γ = 1.6, 2.0 and 4.0 in Fig. 3.3. Then, the Sγ sets in (L0, L1)
space given by (3.21) are mapped back to (K0, K1) space to obtain the PI controllers achieving the
H∞ norm < γ specification as shown in Fig. 3.4.
Fixing γ = 2, some of the boundary points of the Sγ set are chosen for displaying the Nyquist
plots. It is important to verify that the Nyquist plots stay outside of a circle centered at the critical
point −1 + j0 with radius of 1/γ. In Fig. 3.5, the Nyquist plots are at least 0.5 away from the
critical point.
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Figure 3.3: Sγ for γ = 1.6, 2.0 and 4.0 with the stabilizing set in (L0, L1) space.
Example 3.5. Consider the second order plant and the PI controller:
P (z) =
0.522z + 0.4529
z2 + 0.215z + 0.2422
,
C(z) =
K1z +K0
z − 1 .
(3.46)
The plant P (z) is a discrete time model of a lathe process in [10]. We compute S in (K0, K1)
space and map the set into (L0, L1) space using the mapW in (3.16). Since an axis parallel ellipse
can be drawn in (L0, L1) from (3.21) for a fixed u ∈ (−1, 1), we fix γ > 0 and calculate the family
of ellipses by sweeping u over the range (−1, 1). The set Sγ for a prescribed γ in (L0, L1) space is
then obtained by intersecting the outside of the family of the ellipses with the stabilizing set S.
The Sγ sets for various γ values are shown in Fig. 3.6 and Fig. 3.7. For γ = 4, the family of
ellipses are overlapped with S in order to depict the graphical determination of Sγ sets. It can be
observed that the sets Sγ are telescoping as γ decreases (Fact 3.2.)
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Figure 3.4: Sγ for γ = 1.6, 2.0 and 4.0 with the stabilizing set in (K0, K1) space.
For γ = 2, the Nyquist plots of the plant P (z) and some of digital PI controllers C(z) in the
Sγ set are displayed. As expected, the Nyquist plots stay outside of a circle centered at the critical
point −1 + j0 with radius of 1/γ. In Fig. 3.8, the Nyquist plots are at least 0.5 away from the
critical point.
Example 3.6. Consider the second order plant and the PID controller:
P (z) =
1
z2 − 0.25 , C(z) =
K2z
2 +K1z +K0
z(z − 1) . (3.47)
The stabilizing set S is computed for the plant P (z) and the PID controller C(z) in (3.47). Fig.
3.9 shows S in (K0, K1, K2) space. We fix γ = 2 and Sγ is overlapped with S.
Fix K0 = −0.1. In (W0,W1) space, the H∞ criterion in (3.19) is represented by the outside
of an axis-parallel ellipse for a fixed u. Since the criterion is the worst case condition — the
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Figure 3.5: Nyquist plots with (K0, K1) along the boundary curve of Sγ with γ = 2.
maximum magnitude is less than γ, the family of ellipses is drawn and the intersection of all
outsides of ellipses is the admissible region. The family of ellipses are drawn in Fig. 3.10. Sγ in
(W0,W1) space is thus the intersection of S(K0 = −0.1) and the outside of ellipses.
Now we map the set Sγ in (W0,W1) space to (K1, K2) space for K0 = −0.1. Sweeping over
K0 gives the set Sγ as seen in Fig. 3.9. Since the mapping in (3.28) is not a diagonal matrix, each
mapped ellipse is not necessarily an axis-parallel ellipse. In Fig. 3.11, the family of ellipses is
displayed and overlapped with the stabilizing set Sγ(K0).
Example 3.7. Consider the second order plant and the PID controller:
P (z) =
−0.009652z + 0.01015
z2 − 1.98z + 0.9802 ,
C(z) =
K2z
2 +K1z +K0
z(z − 1) .
(3.48)
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Figure 3.6: Sγ for γ = 1.4, 2.0 and 4.0 with the stabilizing set in (L0, L1) space.
The plant P (z) in (3.48) is a discretized model of
P (s) =
−s+ 5
(s+ 1)2
. (3.49)
In [8], the same plant was used and the result of loop-shaping optimization was the controller:
Cref (z) =
1.0156z2 − 1.864942z + 0.85
z(z − 1) . (3.50)
This controller renders the H∞ norm of the error transfer function less than γ = 1.236. Since
K0 = 0.85 in (3.50), we can fix K0 to 0.85 and compute S(K0 = 0.85) as shown in Fig. 3.12.
It is observed, however, that the set S(K0 = 0.85) is difficult to be further exploited in (K1, K2)
space because the set is nearly a line segment tilted by 45o. Thus, we map the set into (W0,W1)
space and it is shown in Fig. 3.13.
In (W0,W1) space, the Sγ sets for various γ values are drawn. (Fig. 3.13) In particular, Sγ
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Figure 3.7: Sγ for γ = 1.4, 2.0 and 4.0 with the stabilizing set in (K0, K1) space.
with γ = 1.236 is identified much better than in (K1, K2) space. Following the approach we
discussed earlier, we see that the entire set Sγ with γ = 1.236 andK0 = 0.85 can be constructively
determined as shown in Fig. 3.13. Moreover, as γ decreases, γ∗ is numerically determined to be
γ∗ = 1.01 (Remark 3.3.)
Now, we verify that the set Sγ achieves the H∞ norm less than γ = 1.236. The Nyquist plots
for the set are shown in Fig. 3.14. It is seen that the controllers C(z) in Sγ with γ = 1.236 renders
the Nyquist plots of the open loop transfer function P (z)C(z) to stay outside the circle at −1+ j0
with radious 1/γ.
For controller synthesis, one should also consider time response specifications such as over-
shoot and settling time. In [8], the controllerCref (z) in (3.50) gives 0% overshoot and 13.8 seconds
of setting time. We chose three sample controllers in Table 3.1 from Sγ with γ = 1.236 and plotted
the step responses in Fig. 3.15.
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Figure 3.8: Nyquist plots of P (z)C(z) in (3.46) along the curve of γ = 2.
Table 3.1: Overshoot (OS) and settling time (ST) for various controllers in Sγ set.
K2 K1 K0 OS (%) ST (sec.)
C1(z) 0.9123 -1.7616 0.85 1.2 7.44
C2(z) 0.9558 -1.8050 0.85 0.0 6.68
C3(z) 0.9899 -1.8392 0.85 0.0 9.90
Cref (z) 1.0156 - 1.8649 0.85 0.0 13.76
C(z) in Sγ∗ 0.8674 -1.7173 0.85 0.0 83.79
3.5 Notes and References
In [11], Ho proposed an H∞ approach using a generalization of Hermite-Biehler theorem for
complex polynomials. Gryazina et al. [12] represented the H∞ criterion by a family of ellipses
in the controller parameter space and Han et al. [4] presented a method which superimposed the
family of ellipses over the stabilizing set. These methods were developed for continuous time
systems.
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Figure 3.9: The stabilizing set in (K0, K1, K2) space.
There are other PID controller tuning methods achieving robustness of the system, such as
loop-shaping [13, 8], auto-tuning and neural networks [14, 15, 16, 17], particle swarm optimization
[18] dominant pole placement [19] and linear matrix inequality (LMI) [20, 21].
Digital PID controllers are used in many applications such as DC-DC converters [22, 23],
underwater robots [24], lathe machine [10], bitumen tank [25] and unmanned aerial vehicles [26].
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Figure 3.10: The family of axis-parallel ellipses in (W0,W1) space as u runs from -1 to 1.
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Figure 3.11: Sγ(K0) and the family of ellipses in (K1, K2) space with K0 = −0.1.
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Figure 3.12: S(K0 = 0.85).
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Figure 3.13: S(K0 = 0.85) and Sγ sets for various γ values in (W0,W1) space. The family of
axis-parallel ellipses Eγ(u,K2, K1, K0 = 0.85) as u runs from -1 to 1 is overlapped to illustrate
the procedure.
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Figure 3.14: Nyquist plots for P (z) and C(z) from Sγ with γ = 1.236.
Figure 3.15: Step responses for C(z) from Table 3.1 and Cref (z). The solid dots indicate the
settling times. ‘C(z) with γ∗’ is the controller C(z) in Sγ∗ with γ∗ = 1.01.
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4. σ-HURWITZ STABILITY ∗
In some applications, it may be necessary to push the closed-loop characteristic roots to the
left of a line s = −σ to speed up the time response. In this chapter, we present a constructive
determination of S(σ), the subset of S for which the closed loop poles have real parts less than
−σ. By this means, we can also determine the maximum achievable σ for a given plant. It is
simply the smallest σ for which S(σ) = ∅.
4.1 Introduction
The performance of a Linear Time Invariant (LTI) control system is dependent on the location
of the closed loop poles. When the step response converges the decay rate is determined by the
poles that are closest to the imaginary axis. Thus, the settling time of the step response is inversely
proportional to the distance of the closest poles from the imaginary axis.
Recently, the computation of a set of all stabilizing PI/PID controllers has been reported in [3]
and the set is called the stabilizing set S. The main contribution of the proposed method in this
paper is the constructive determination of S(σ), the subset of S for which the closed loop poles
have real parts less than −σ. By this means, we can also determine the maximum achievable σ
for a given plant. Although it is a straightforward extension of the ‘signature method’ in [3] to
σ-Hurwitz stability, the proposed method is an important hitherto unsolved problem.
4.2 σ-Hurwitz Stability
Consider a monic polynomial δ(s) of degree n with real coefficients. Write
δ(s) = (s− λ1) · · · (s− λn) (4.1)
where λi ∈ C, ∀i ∈ {1, . . . , n}.
Definition 4.1. For σ ≥ 0, δ(s) is σ-Hurwitz stable if all its roots have real part less than −σ, that
∗Sections 4.1, 4.2, 4.3 and 4.4 are reprinted from Sangjin Han, S. P. Bhattacharyya PID Controller Synthesis Using
a σ-Hurwitz Stability Criterion. IEEE Control Systems Letters, with permission c© 2018 IEEE.
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is, Re{λi} < −σ ∀i.
Define s′ such that s = s′ − σ and δ′(s′) := δ(s′ − σ). Then we have the following fact.
Fact 4.2. δ′(s′) is Hurwitz if and only if δ(s) is σ-Hurwitz.
Remark 4.3. A Hurwitz polynomial is a special case of a σ-Hurwitz polynomial with σ = 0.
4.3 σ-Hurwitz PID Stabilizing Set
4.3.1 Problem Formulation
Consider a unity feedback loop with a PID controller and a plant in Fig. 4.1, where
r(t) + e(t)
C(s)
u(t)
P (s)
y(t)
−
Figure 4.1: Unity feedback control loop.
P (s) =
N(s)
D(s)
, (4.2)
C(s) = kp +
ki
s
+ kds. (4.3)
Let
S(σ) := {(kp, ki, kd): δ(s, kp, ki, kd) is σ-Hurwitz} (4.4)
denote the set of PID controllers that stabilize P (s) for which the characteristic polynomial δ(s, kp, ki, kd)
is σ-Hurwitz.
Fact 4.4. If 0 ≤ σ1 ≤ σ2, then S(σ1) ⊇ S(σ2).
We find below S(σ) for a prescribed σ. Moreover, we constructively determine the maximum
achievable σ <∞ for which S(σ) just becomes empty.
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4.3.2 Signature Method for σ-Hurwitz polynomials
In order for δ(s) to be σ-Hurwitz, we examine whether or not δ′(s′) is Hurwitz using Fact 4.2.
Observe that
δ′(s′) = δ(s′ − σ) (4.5)
= (s′ − σ)D(s′ − σ)︸ ︷︷ ︸
=:D′(s′)
+(ki + kp(s
′ − σ) + kd(s′ − σ)2)N(s′ − σ)︸ ︷︷ ︸
=:N ′(s′)
. (4.6)
Define N ′even(s
′2), N ′odd(s
′2), D′even(s
′2) and D′odd(s
′2) through
N ′(s′) = N ′even(s
′2) + s′N ′odd(s
′2), (4.7)
D′(s′) = D′even(s
′2) + s′D′odd(s
′2). (4.8)
Then,
N ′(−s′) = N ′even(s′2)− s′N ′odd(s′2). (4.9)
Let C−σ denote the open half plane to the left of the line Re{s} = −σ, C+σ the closed half
plane to the right of Re{s} = −σ, and z−σ and z+σ the numbers of roots of N ′(s′) in C−σ and C+σ ,
respectively. Then, N ′(−s′) has z+σ roots in C−σ and z−σ roots in C+σ .
AssumeN(s) has no roots on Re{s} = −σ. Consider the net change in the phase ofN(s)|s=−σ+jω
from ω = 0 to ω =∞. This is equivalent to the net change in the phase of N ′(s′)|s′=jω and
∆∞ω=0 ̸ N
′(jω) =
pi
2
(z−σ − z+σ ). (4.10)
We call z−σ − z+σ the σ-signature of N ′(s′) and denote it as
σ-signature(N ′) := z−σ − z+σ . (4.11)
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We form the new polynomial
ν ′(s′) := δ′(s′)N ′(−s′) (4.12)
and state the condition for σ-Hurwitz stability of the closed loop system in terms of ν ′(s′) in the
following.
Theorem 4.5. The closed loop system is σ-Hurwitz stable if and only if
σ-signature(ν ′) = n+ 1−m+ 2z+σ . (4.13)
Proof. By Fact 4.2, it suffices to show that δ′(s′) is Hurwitz stable. This is equivalent to
σ-signature(ν ′) = n+ 1− z−σ + z+σ
= n+ 1−m+ 2z+σ .
We substitute (4.7), (4.8) and (4.9) into (4.12), to get
ν ′(s′) = δ′(s′)N ′(−s′)
= Q0(s
′) + (k2 + k3s′2)Q1(s′) + k1s′Q1(s′) (4.14)
where
Q0(s
′) = (s′ − σ)(D′even(s′) + s′D′odd(s′))(N ′even(s′)− s′N ′odd(s′)),
Q1(s
′) = N ′2even(s
′)− s′2N ′2odd(s′),
k1 = kp − 2σkd, k2 = −σkp + ki + σ2kd, k3 = kd.
It is easy to see that the transformation from kp, ki, kd to k1, k2, k3 is a linear map and is
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invertible for all σ. We have 
kp
ki
kd
 =

1 0 2σ
σ 1 σ2
0 0 1


k1
k2
k3
 . (4.15)
We can see that ν ′(s′) exhibits the parameter separation property in terms of k1, k2, k3 just as ν(s)
does with respect to kp, ki, kd.
By fixing k1 = k∗1 , we can determine the zeros of the imaginary part of ν
′(jω). There exist sets
of linear inequalities in terms of k2 and k3 for such fixed k∗1 . By intersecting the half planes from
the inequalities in each set, we find the stabilizing set in (k2, k3) space. By sweeping over different
k1 values we obtain the stabilizing set in (k1, k2, k3) space. By the transformation in (4.15), we
obtain S(σ) in (kp, ki, kd) space for a prescribed σ. The maximum achievable σ can be found by
increasing σ until S(σ) just becomes empty.
4.4 Examples – Computation of achievable σ
The constructive procedure of the algorithm that finds S(σ), the subset of the stabilizing set S
for a prescribed σ is demonstrated by three examples.
Example 4.6. Consider the plant and controller:
P (s) =
s− 2
s2 + 4s+ 3
, C(s) = kp +
ki
s
. (4.16)
Substitute (4.16) into (4.6). Since
N(s) = s− 2, D(s) = s2 + 4s+ 3,
we have
N ′(s′) = s′ − σ − 2, (4.17)
N ′even(s
′2) = −σ − 2, (4.18)
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N ′odd(s
′2) = 1, (4.19)
and
D′(s′) = (s′ − σ)2 + 4(s′ − σ) + 3,
= s′2 + (4− 2σ)s′ + σ2 − 4σ + 3, (4.20)
D′even(s
′2) = s′2 + σ2 − 4σ + 3, (4.21)
D′odd(s
′2) = −2σ + 4. (4.22)
Substituting N ′even(s
′2), N ′odd(s
′2), D′even(s
′2) and D′odd(s
′2) into (4.14) and evaluating ν ′(s′) at s′ =
jω, we get
ν ′(jω) = p(ω, σ, k2) + jq(ω, σ, k1) (4.23)
where
p(ω, σ, k2) = p1(ω, σ) + k2p2(ω, σ), (4.24)
q(ω, σ, k1) = q1(ω, σ) + k1q2(ω, σ), (4.25)
and
p1(ω, σ) = −ω4 + (11− 10σ)ω2 + (σ4 − 2σ3 − 5σ2 + 6σ),
p2(ω, σ) = ω
2 + σ2 + 4σ + 4,
q1(ω, σ) = (6− 2σ)ω3 − (2σ3 + 2σ2 − 16σ + 6)ω,
q2(ω, σ) = ω
[
ω2 + σ2 + 4σ + 4
]
.
Suppose we fix σ = 0.5. Then, by Theorem 4.5, we need for σ-Hurwitz stability
σ-signature(ν ′) = n+ 1−m+ 2z+σ (4.26)
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= 2 + 1− 1 + 2 · 1 (4.27)
= 4. (4.28)
The admissible range for k1 is such that q(ω, σ = 0.5, k1) must have at least 1 positive zero with
odd multiplicity. This was graphically determined to be (−5,−0.2).
For a fixed k1 ∈ (−5,−0.2), for instance, k1 = −1, we have
q(ω, σ = 0.5, k1 = −1) = 4ω3 − 5ω (4.29)
and the nonnegative distinct zeros of q(ω, σ = 0.5, k1 = −1) with odd multiplicities are
ω0 = 0, ω1 =
√
5
2
. (4.30)
We also define ω2 :=∞. Since
sgn[q(0+, 0.5,−1)] = −1,
it follows that the stabilizing k2 values corresponding to k1 = −1 must satisfy the string of in-
equalities:
p1(ω0, σ = 0.5) + k2p2(ω0, σ = 0.5) < 0, (4.31)
p1(ω1, σ = 0.5) + k2p2(ω1, σ = 0.5) > 0, (4.32)
p1(ω2, σ = 0.5) + k2p2(ω2, σ = 0.5) < 0. (4.33)
Substituting for ω0, ω1 and ω2, we have
1.5625 + 6.25k2 < 0, (4.34)
7.499 + 7.499k2 > 0, (4.35)
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and this yields −1 < k2 < −0.25.
Using (4.15), the line segment in (k1, k2) space
{(k1, k2) : k1 = −1,−1 < k2 < −0.25} (4.36)
is mapped back to the line segment in (kp, ki) space
{(kp, ki) : kp = −1,−1.5 < ki < −0.75} . (4.37)
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Figure 4.2: S(σ) sets for various σ values. c© 2018 IEEE
By sweeping over different k1 values within the interval (−5,−0.2) and repeating the proce-
dure, we get the stabilizing set in (k1, k2) space and finally mapping the set back to (kp, ki) space
we get S(σ) for σ = 0.5.
The sets S(σ) are displayed for different σ values in Fig. 4.2. The set colored in yellow is the
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Figure 4.3: The closed loop poles for various σ values. c© 2018 IEEE
Hurwitz stabilizing set and it is consistent with S(σ) when σ = 0. Observe that the sets, S(σ), are
telescoping as σ increases, which is consistent with Fact 4.4. It vanishes at around σ = 1.1. Thus,
the maximum achievable σ can be determined to be approximately 1.1.
In order to demonstrate the movement of the closed loop poles, the controllers are selected
from the boundary points in the S(σ) sets for different σ values and the closed loop poles are
depicted in Fig. 4.3. It is clear that the poles are pushed to the left as σ increases. The closed loop
poles appear to be telescoping similar to the S(σ) sets in this example.
Since the plant is of second order and the controller is first order, the resulting closed loop sys-
tem has three poles. Some complex conjugate poles appear to be pushed more than the prescribed
σ, as marked in dashed ellipses in Fig. 4.3, but the third root is located at s = −σ. It should be
noted that the complex conjugate poles are not the rightmost poles but the real root at s = −σ is
the rightmost pole.
Location of the closed loop poles for several PI controllers and the corresponding step re-
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Figure 4.4: Closed loop poles (top) and step responses (bottom) for σ values. c© 2018 IEEE
sponses are plotted in Fig. 4.4. We chose PI gains so that each closed loop system had a pair of
complex poles whose imaginary part was around 0.2. Observe that settling time decreases as σ
increases as expected but undershoot also increases. The closed loop poles are lined up on the line
Re{s} = −σ when σ = 1.1.
Example 4.7. Consider the plant and the controller:
P (s) =
N(s)
D(s)
, C(s) = kp +
ki
s
+ kds, (4.38)
where
N(s) = s3 − 2s2 − s− 1, (4.39)
D(s) = s6 + 2s5 + 32s4 + 26s3 + 65s2 − 8s+ 1. (4.40)
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Figure 4.5: S(σ) set for σ = 0. c© 2018 IEEE
From (4.39) and (4.40), we have
N ′even(s
′2) =− 3σs′2 − σ3 − 2σ2 + σ − 1,
N ′odd(s
′2) =s′2 + 3σ2 + 4σ − 1,
D′even(s
′2) =s′6 + (15σ2 − 10σ + 32)s′4 + (15σ4 − 20σ3 + 192σ2 − 78σ + 65)s′2
+ σ6 − 2σ5 + 32σ4 − 26σ3 + 65σ2 + 8σ + 1,
D′odd(s
′2) =(2− 6σ)s′4 − (20σ3 − 20σ2 + 128σ − 26)s′2
− 6σ5 + 10σ4 − 128σ3 + 78σ2 − 130σ − 8.
Substituting the above equations into (4.14) and evaluating ν ′(s′) at s′ = jω, we get
ν ′(jω) = p(ω, σ, k2, k3) + jq(ω, σ, k1) (4.41)
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where
p(ω, σ, k2, k3) = p1(ω, σ) + (k2 − ω2k3)p2(ω, σ)
q(ω, σ, k1) = q1(ω, σ) + k1q2(ω, σ)
and
p1(ω, σ) =N
′
odd(−ω2)(D′even(−ω2)− σD′odd(−ω2))ω2 −D′odd(−ω2)N ′even(−ω2)ω2
− σD′even(−ω2)N ′even(−ω2),
p2(ω, σ) ={N ′odd(−ω2)}2ω2 + {N ′even(−ω2)}2,
q1(ω, σ) =D
′
odd(−ω2)N ′odd(−ω2)ω3 + σD′even(−ω2)N ′odd(−ω2)ω +N ′even(−ω2)(D′even(−ω2)
− σD′odd(−ω2))ω,
q2(ω, σ) =ω
[{N ′odd(−ω2)}2ω2 + {N ′even(−ω2)}2] .
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Figure 4.6: S(σ) set for σ = 0.1. c© 2018 IEEE
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Figure 4.7: S(σ) set for σ = 0.1655. c© 2018 IEEE
The sets S(σ) are displayed in Fig. 4.5, Fig. 4.6 and Fig. 4.7. The maximum achievable σ
is found to be 0.1655. The algorithm allows us to observe how these sets shrink in a telescoping
manner as σ increases. Of course, the complexity of computation of the stabilizing sets increases
with the order of the system because the number of linear inequalities increases.
Example 4.8. Current control of AC drives Three-phase dynamic systems can be modeled as
complex transfer functions. (See [27], [28] and [29] for details.) The complex transfer function
representation assumes that the input and output signals are also of a complex form. For current
control, in particular, the surface-mounted permanent-magnet synchronous machine is modeled by
a first order complex transfer function and the tracking PI controller is tuned to cancel the plant
pole which is stable. See Fig. 9 in [27] and Fig. 2 (b) in [29] for more details.
In a unity feedback control loop, the plant and the controller in the rotating dq frame can be
represented in Fig. 4.8, where ωe is the synchronous frequency, L and R are stator inductance and
resistance, Td the computation and modulation time delay, k a design parameter of the controller.
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irefdq k(L(s+ jωe) +R)
s
vdq e−sTd
L(s+ jωe) +R
idq
−
Figure 4.8: Block diagram for a surface-mounted permanent-magnet synchronous machine: irefdq is
the reference current, idq is the current output, vdq is the voltage, all are in the rotating dq frame.
c© 2018 IEEE
Specific values for ωe, L, R and Td were taken from [29].
We replaced the delay term e−sTd with the second-order Padé approximation. Then, the result-
ing closed loop system is the same as in Fig. 2.5 where
C(s) =
k
s
, P (s) =
1− 1
2
Tds+
1
12
T 2d s
2
1 + 1
2
Tds+
1
12
T 2d s
2
. (4.42)
Setting kp = 0, ki = k and kd = 0 in (4.6), we have
δ′(s′) = (s′ − σ)
(
1
12
T 2d (s
′ − σ)2 + 1
2
Td(s
′ − σ) + 1
)
+ k
(
1
12
T 2d (s
′ − σ)2 − 1
2
Td(s
′ − σ) + 1
)
N ′(−s′) = 1
12
T 2d (s
′ + σ)2 +
1
2
Td(s
′ + σ) + 1
and
ν ′(s′) = δ′(s′)N ′(−s′)
ν ′(jω) = p1(ω, σ, Td) + kp2(ω, σ, Td) + jq(ω, σ, Td)
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where
p1(ω, σ, Td) = − 1
12
(
1
12
σT 4d − T 3d
)
ω4
−
(
1
72
T 4d σ
3 − 1
12
T 3d σ
2 − 5
12
T 2d σ + Td
)
ω2
− 1
144
T 4d σ
5 +
1
12
T 2d σ
3 − σ,
p2(ω, σ, Td) =
1
144
T 4dω
4 +
1
12
(
1
6
T 4d σ
2 + T 3d σ + T
2
d
)
ω2
+
1
144
T 4d σ
4 +
1
12
T 3d σ
3 +
5
12
T 2d σ
2 + Tdσ + 1,
q(ω, σ, Td) =
1
144
T 4dω
5 +
1
12
(
1
6
T 4d σ
2 + T 3d σ − 5T 2d
)
ω3
+
1
12
(
1
12
T 4d σ
4 + T 3d σ
3 − T 2d σ2
)
ω − (Tdσ − 1)ω.
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Figure 4.9: Stabilizing k bounds vs. σ. c© 2018 IEEE
The sets S(σ) are intervals in k axis and the upper and lower bounds for each interval with
a prescribed σ are plotted in Fig. 4.9. S(σ) just becomes empty at around σ = 3356 and the
corresponding k is around 1230. Both values match the experimental result of [29] for the sampling
frequency fs of 5 kHz.
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4.5 Notes and References
In [30], a linear quadratic regulator (LQR) design with a prescribed stability degree was pro-
posed using state feedback. The control law minimized a quadratic performance index and the
closed-loop poles had real part less than −σ. In [31], a branch and bound algorithm for comput-
ing the stability degree was proposed when the system was subject to parametric perturbations. A
state feedback controller design with a prescribed damping ratio as well as the stability degree was
proposed in [32]. The algorithm was based on the control law by which the closed loop poles were
inside a prescribed disk.
A procedure for calculating PID gains for ‘optimal’ stability degree was proposed in [33]. The
plant model was assumed to be all-pole, that is, the plant had no zeros.
In dominant pole placement, the design objective is to find a controller that places a pair of
closed loop poles at the desired locations. A PID controller design approach was proposed in
[34, 35], first-order controller in [36] and Proportional-Integral-Retarded (PIR) controller in [37].
After the controller gains were obtained, stability of the closed loop had to be checked and the
locations of the rest of the closed loop poles had to be to the left of the pair of so-called ‘dominant’
poles.
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5. DYNAMIC COMPENSATOR DESIGN USING LQR METHOD
Kalman’s Linear Quadratic Regulator finds the optimal control law that minimizes a quadratic
performance index for a given system. The control law is then implemented by an observer and
the design of observer dynamics is decoupled from that of the optimal control law. We introduce
an optimal control design method that contains the compensator dynamics at the outset by aug-
menting the original plant dynamics with a series of ingetrators. The quadratic performance index
for the augmented system is minimized by an optimal control law and we exploit the control law
to construct the compensator dynamics. A design parameter ρ is introduced and we show by nu-
merical examples that a multi-objective design can be carried out by sweeping over the parameter
values for which the stability of the feedback closed loop system is guaranteed.
5.1 Introduction
The plant dynamics is represented by
x˙(t) = Ax(t) +Bu(t)
where (A,B) is controllable. The objective of control is to minimize the quadratic performance
index:
I =
∫ ∞
0
x′(t)Qx(t) + u′(t)Ru(t)dt
where Q = Q′ ≥ 0 and R = R′ > 0. The control law is of form:
u(t) = −Kx(t)
and
K = R−1B′P
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where P is a solution of the algebraic Riccati equation:
A′P + PA+Q− PBR−1B′P = 0.
+ ×ℓ u(t) (sI − A)−1B
x(t)
K
−
Figure 5.1: State feedback loop. ℓ is the loop breaking point.
The state feedback loop, as shown in Fig. 5.1, has the loop transfer function L1(s)
L1(s) = K(sI − A)−1B.
It can be shown from Kalman’s Return Difference relation [3] that the minimum stability mar-
gins of the system in Fig. 5.1 at the breaking point ℓ are
Gain Margin:
[
1
2
, ∞
]
Phase Margin: (−60o, 60o)
If all the states are not directly measured, their estimates xˆ(t) are generated by an observer:
˙ˆx = Axˆ+Bu(t) + L(y(t)− Cxˆ(t))
u(t) = −Kxˆ
From the block diagram corresponding to the observer shown in Fig. 5.2 the loop transfer
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+ ×ℓ
′ u(t)
C(sI − A)−1B
y(t)
Observer
u′(t)
K
xˆ(t)
−
Figure 5.2: Observer-based output feedback loop. ℓ′ is the loop breaking point.
function at the loop breaking point ℓ′ can be calculated.
y(s) = C(sI − A)−1Bu
xˆ(s) = (sI − A+ LC)−1Bu′(s) + (sI − A+ LC)−1Ly(s)
u′(s) = −Kxˆ(s).
Let
R1(s) := (sI − A+ LC)−1
R2(s) := (sI − A+ LC)−1LC(sI − A)−1.
Then the loop transfer function L2(s) is
L2(s) = (I +KR1(s)B)
−1KR2(s)B.
It is clear that L2(s) deviates from L1(s). Thus, the minimum stability margins of L1(s) could
not be attained by using observers. Now, we revisit the example by Doyle and Stein [38].
Example 5.1. Consider the plant:
x˙ =
 0 1
−3 −4
 x+
0
1
 u
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y =
[
2 1
]
x
and controller:
u =
[
−50 −10
]
xˆ+
[
50
]
r
where xˆ is the estimated variable of x. The controller is linear quadratic optimal, corresponding to
the performance index
I =
∫ ∞
0
(
xT HT H x+ u2
)
dt
with
H = 4
√
5
[√
35 1
]
.
It places the closed loop poles at
−7.0± j 2.0.
Figure 5.3: Nyquist plot for L1(s) (blue) and L2(s) (red).
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Although the Kalman’s LQR provides the phase margin of 86o with state feedback, the imple-
mented system with an observer-based compensator achieves less then 15o.
We have made several observations in the following. The observer based compensator may not
inherit Kalman’s guaranteed stability margins. LQR problem is solved for n-th order plant but the
overall closed loop system with compensators is of order (up to) 2n. The loop breaking point for
the state feedback case does not possess same physical meaning as that of output feedback. The
phase margin of 15o is somewhat surprising because the plant is stable and minimum-phase. The
parameters were chosen particularly to make the resulting system look worse than how it would
normally be.
Thus, we suggest that the order of the system that is optimized is same as the order of the system
that is implemented. Moreover, we verify that the location of the closed loop poles is identical
in both cases. In the following sections, following Pearson’s original work and Bhattacharyya’s
extension using LQR method, we present the Dynamic Compensator design method where the
observer is not used. In the design method, we employ a design parameter ρ and we are concerned
with how much margins could be ‘recovered’ by varying the parameter ρ.
5.2 Optimal Dynamic Compensator
Consider a controllable and observable plant of order n,
x˙(t) = Ax(t) +Bu(t) (5.1)
with measurements
y(t) = Cx(t) (5.2)
where A ∈ Rn×n, B ∈ Rn×r, C ∈ Rm×n withm < n.
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Let q be the smallest integer such that
Rank

C
CA
...
CAq

= n. (5.3)
Define
u1(t) := u˙(t),
u2(t) := u˙1(t),
...
uq−1(t) := u˙q−2(t),
v(t) := u˙q−1(t)
This is a string of rq integrators.
Define
xa(t) :=

x(t)
u(t)
u1(t)
...
uq−1(t)

, Aa :=

A B 0 · · · 0
0 0 I · · · 0
...
... . . . 0
0 0 0 · · · I
0 0 0 · · · 0

, Ba :=

x(t)
u(t)
u1(t)
...
uq−1(t)

We have a state equation with v(t) as an r-vector input.
x˙a(t) = Aax(t) +Bav(t) (5.4)
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The performance index is
Ja =
∫ ∞
0
x′a(t)Qa xa(t) + v
′(t)Ra v(t) dt (5.5)
where Ra = R′a > 0 and Qa = Q
′
a ≥ 0 with (Qa, Aa) observable.
The optimal control law is
v(t) = −Kaxa(t)
= − (K0x(t) + L0u(t) + · · ·+ Lq−1uq−1(t))
Since the observability matrix is of full rank, there exists a matrix
[
P0 P1 · · · Pq
]
such that
[
P0 P1 · · · Pq
]

C
CA
...
CAq

= K0 (5.6)
Observe that
y(t) = Cx(t)
y˙(t) = CAx(t) + CBu(t)
...
y(q)(t) = CAqx(t) + CAq−1Bu(t) + CAq−2Bu1(t) + · · ·CBuq−1(t)
and that
K0x(t) =P0Cx(t) + P1CAx(t) + · · ·+ PqCAqx(t)
=P0y(t) + P1 (y˙(t)− CBu(t)) + · · ·
71
+ Pq
(
y(q)(t)− CAq−1Bu(t)− CAq−2Bu1(t)− · · ·CBuq−1(t)
)
.
Define
Q0 := L0 − P1CB − P2CAB − · · · − PqCAq−1B
Q1 := L1 − P2CB − P3CAB − · · · − PqCAq−2B
...
Qq−1 := Lq−1 − PqCB.
Since
v(t) = u˙q−1(t) =
dqu(t)
dtq
,
we obtain
dqu(t)
dtq
+Qq−1
dq−1u(t)
dtq−1
+ · · ·+Q0u(t) = −Pq d
qy(t)
dtq
− Pq−1d
q−1y(t)
dtq−1
− · · · − P0y(t).
Define
Q(s) := sqI + sq−1Qq−1 + · · ·+Q0
P (s) := Pqs
q + Pq−1sq−1 + · · ·+ P0
We obtain
u(s) = Q−1(s)P (s)(−y(s)). (5.7)
Or alternatively,
− u(s) = Q−1(s)P (s)y(s). (5.8)
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The compensator has the following state variable equations:

z˙1(t)
z˙2(t)
...
z˙q(t)

=

0 · · · 0 −Q0
I · · · 0 −Q1
0
. . . 0
...
0 · · · I −Qq−1

︸ ︷︷ ︸
=:Ac

z1(t)
z2(t)
...
zq(t)

+

P0 −Q0Pq
P1 −Q1Pq
...
Pq−1 −Qq−1Pq

︸ ︷︷ ︸
=:Bc
y(t)
−u(t) =
[
0 · · · 0 I
]
︸ ︷︷ ︸
=:Cc

z1(t)
z2(t)
...
zq(t)

+ Pq︸︷︷︸
=:Dc
y(t)
+ ℓ× (sI − Aa)−1Ba
xa(t)
Ka
−
+ ℓ′× C(sI − A)−1B
y(t)
Cc(sI − Ac)−1Bc +Dc−u(t)
−
Figure 5.4: Block diagrams for the augmented system (top) and for the closed loop with dynamic
compensator (bottom).
The closed loop dynamics is
x˙ = Ax+Bu
= Ax−B(−u)
= Ax−B(Ccz +Dcy)
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= (A−BDcC)x−BCcz
z˙ = Acz +Bcy
= BcCx+ Acz
so that
Acl =
A−BDcC −BCc
BcC Ac
 .
Lemma 5.2. Aa −BaKa and Acl are similar.
Proof. Let
T :=

Aq Aq−1B · · · AB B
P0CA
q−1 P0CAq−2B · · · P0CB Q0
...
... . . .
...
...
q−2∑
i=0
PiCA
i+1
q−2∑
i=0
PiCA
iB · · · Pq−2CB +Qq−3 Qq−2
q−1∑
i=0
PiCA
i
q−1∑
i=1
PiCA
i−1B +Q0 · · · Pq−1CB +Qq−2 Qq−1

.
Then,
T (Aa −BaKa) = AclT.
Example 5.3. Doyle and Stein’s Example
Let
Qa =

2800 80
√
35 0
80
√
35 80 0
0 0 1
 , Ra = ρI.
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Figure 5.5: Nyquist plot with ρ = 1.
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Figure 5.6: Gain and Phase margins versus ρ ∈ (0.01, 100)
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Figure 5.7: H∞ norm versus ρ ∈ (0.01, 100)
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Figure 5.8: Step reseponses for ρ ∈ (0.01, 100)
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If we choose a ρ ∈ (0.01, 100), we have a corresponding controller. Since this is a regulator
design problem, the step responses have nonzero steady state errors. In the following section, we
consider the LQR problem to design a servo controller.
5.3 Servomechanism Compensator Design
We add a bank of integrators and define a ‘New Plant’.
up(t)
P (s)
y(t) −
Σ
r(t)
+
e(t)

1
s · · · 0
. . .
0 · · · 1s
 ym(t)
Stabilizing Controller
New Plant
Figure 5.9: Stabilizing Controller
Input to the new plant is up(t) and output is e(t) and ym(t). Let r(t) ≡ 0.
 x˙p(t)
x˙m(t)
 =
 Ap 0
−BmCp Am

︸ ︷︷ ︸
A
xp(t)
xm(t)
+
 Bp
−BmDp

︸ ︷︷ ︸
B
up(t)
 e(t)
ym(t)
 =
−yp(t)
ym(t)
 =
−Cp 0
0 Cm

︸ ︷︷ ︸
C
xp(t)
xm(t)
−Dp︸︷︷︸
D
up(t).
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r(t)
+ Σ e(t)

1
s · · · 0
. . .
0 · · · 1s

ym(t)
Stabilizing
Controller
up(t)
P (s)
yp(t)
−
Overall controller
Figure 5.10: Unity feedback multivariable control loop
Example 5.4. We consider the same example and design a servo controller in Fig.5.10.
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Figure 5.11: Gain and Phase margins versus ρ ∈ (0.01, 100)
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Figure 5.12: H∞ norms versus ρ ∈ (0.01, 100)
Figure 5.13: Step responses for ρ ∈ (0.01, 100)
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For instance, we choose ρ = 41 as our design point.
Figure 5.14: The step response for ρ = 41 (black dashed).
We can retrieve the controller:
C(s) =
1.553s2 + 4.275s+ 0.1562
s2 − 0.01544s
The closed loop poles are−3.0987,−1.2004± j1.1092,−0.0377 which are same as the eigen-
values of Aa −BaKa. The control effort for ρ = 41 is shown in Fig. 5.15.
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Figure 5.15: u(t) for ρ = 41.
Example 5.5. Multivariable Example The plant is [39]:
Ap =

−1 0 0 0
0 −1 0 0
0 0 −0.2 0
0 0 0 −0.2

, Bp =

−0.5 1.25
−2.5 −2.5
0.3 −1.25
1.5, 3.5

Cp =
1 0 1 0
0 1 0 1

In Fig. 5.16, the step responses for the observer based controller are shown. In Figs. 5.17,
5.18, 5.19 and 5.20, the step responses for the optimal dynamic compensator with varying ρ are
shown.
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Figure 5.16: Multivariable Step responses for the observer based controller.
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Figure 5.17: Input 1 to Output 1
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Figure 5.18: Input 2 to Output 1
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Figure 5.19: Input 1 to Output 2
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Figure 5.20: Input 2 to Output 2
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6. SUMMARY
We presented systematic and constructive determination of subsets of the stabilizing set S of PI
and PID controllers for Linear Time Invariant systems. Having the stabilizing set at the outset, we
expressed the design criteria in terms of controller parameters; superimposed over the stabilizing
set to get the subset satisfying design criteria; obtain the maximum achievable performance by
pushing the criteria until the subset just becomes empty.
The H∞ criterion provides the robustness of the closed loop in terms of the H∞ norm of the
error transfer function while the σ-Hurwitz stability provides time domain optimality of the closed
loop. As a result, we can have a way to construct a systematic methodology in which we find the
subset of PID controllers that achieve multiple design objectives efficiently and analytically.
Time domain controller synthesis exploiting the stabilizing set S and achievable performance
curves indexed by design parameters in the controller parameter space is a good area of future
research.
Optimal dynamic compensator for pole placement was first introduced by Pearson in 1969
[40]. Brasch, Pearson and Ding extended it to multivariable systems [41, 42], respectively. Bhat-
tacharyya applied the Dynamic Compensator concept using LQR method in [3]. We gave an
approach where we have a simple design parameter. We also considered a servomechanism case
which must be the ultimate objective of any control system design.
Extend the LQR method to the so-called Brasch-Pearson compensators [41] is also a good
research problem.
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