Normalizing Flows on Tori and Spheres by Rezende, Danilo Jimenez et al.
Normalizing Flows on Tori and Spheres
Danilo Jimenez Rezende * 1 George Papamakarios * 1 Se´bastien Racanie`re * 1 Michael S. Albergo 2
Gurtej Kanwar 3 Phiala E. Shanahan 3 Kyle Cranmer 2
Abstract
Normalizing flows are a powerful tool for build-
ing expressive distributions in high dimensions.
So far, most of the literature has concentrated on
learning flows on Euclidean spaces. Some prob-
lems however, such as those involving angles, are
defined on spaces with more complex geometries,
such as tori or spheres. In this paper, we propose
and compare expressive and numerically stable
flows on such spaces. Our flows are built recur-
sively on the dimension of the space, starting from
flows on circles, closed intervals or spheres.
1. Introduction
Normalizing flows are a flexible way of defining complex
distributions on high-dimensional data. A normalizing flow
maps samples from a base distribution pi(u) to samples from
a target distribution p(x) via a transformation f as follows:
x = f(u) where u ∼ pi(u). (1)
The transformation f is restricted to be a diffeomorphism:
it must be invertible and both f and its inverse f−1 must
be differentiable. This restriction allows us to calculate the
target density p(x) via a change of variables:
p(x) = pi
(
f−1(x)
) ∣∣∣∣det(∂f−1∂x
)∣∣∣∣ . (2)
In practice, pi(u) is often taken to be a simple density that
can be easily evaluated and sampled from, and either f or
its inverse f−1 are implemented via neural networks such
that the Jacobian determinant is efficient to compute.
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A normalizing flow implements two operations: sampling
via Equation (1), and evaluating the density via Equation (2).
These operations have distinct computational requirements:
generating samples and evaluating their density requires
only f and its Jacobian determinant, whereas evaluating
the density of arbitrary datapoints requires only f−1 and its
Jacobian determinant. Thus, the intended usage of the flow
dictates whether f , f−1 or both must have efficient imple-
mentations. For an overview of various implementations
and associated trade-offs, see (Papamakarios et al., 2019).
In most existing implementations of normalizing flows, both
u and x are defined to live in the Euclidean space RD,
whereD is determined by the data dimensionality. However,
this Euclidean formulation is not always suitable, as some
datasets are defined on spaces with non-Euclidean geometry.
For example, if x represents an angle, its ‘natural habitat’
is the 1-dimensional circle; if x represents the location of
a particle in a box with periodic boundary conditions, x is
naturally defined on the 3-dimensional torus.
The need for probabilistic modelling of non-Euclidean data
often arises in applications where the data is a set of angles,
axes or directions (Mardia & Jupp, 2009). Such applications
include protein-structure prediction in molecular biology
(Hamelryck et al., 2006; Mardia et al., 2007; Boomsma et al.,
2008; Shapovalov & Dunbrack Jr, 2011), rock-formation
analysis in geology (Peel et al., 2001), and path naviga-
tion and motion estimation in robotics (Feiten et al., 2013;
Senanayake & Ramos, 2018). Non-Euclidean spaces have
also been explored in machine learning, and specifically
generative modelling, as latent spaces of variational autoen-
coders (Davidson et al., 2018; Falorsi et al., 2018; Wang &
Wang, 2019; Mathieu et al., 2019; Wang et al., 2019).
A more general formulation of normalizing flows that is
suitable for non-Euclidean data is to take u ∈ M and
x ∈ N , whereM and N are differentiable manifolds and
f : M → N is a diffeomorphism between them. A diffi-
culty with this formulation is thatM and N are diffeomor-
phic by definition, so they must have the same topological
properties (Kobayashi & Nomizu, 1963). To circumvent this
restriction, Gemici et al. (2016) first projectM toRD, apply
the usual flows there, and then project RD back to N . How-
ever, a naive application of this approach can be problematic
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whenM or N are not diffeomorphic to RD; in this case,
the projection maps will necessarily contain singularities
(i.e. points with non-invertible Jacobian), which may result
in numerical instabilities during training. Another approach,
proposed by Falorsi et al. (2019) for the case where N is a
Lie group, is to apply the usual Euclidean flows on the Lie
algebra of N (i.e. the tangent space at the identity element),
and then use the exponential map to project the Lie algebra
onto N . Since these maps are not from N to itself, they are
not straightforward to compose. Also, the exponential map
is not bijective and is computationally expensive in general.
We discuss these issues in more detail in Section 3.
Our main contribution is to propose a new set of expres-
sive normalizing flows for the case where M and N are
compact and connected differentiable manifolds. Specif-
ically, we construct flows on the 1-dimensional circle S1,
the D-dimensional torus TD, the D-dimensional sphere SD,
and arbitrary products of these spaces. The proposed flows
can be made arbitrarily flexible, and avoid the numerical in-
stabilities of previous approaches. Our flows are applicable
when we already know the manifold structure of the data,
such as when the data is a set of angles or latent variables
with a prescribed topology. We empirically demonstrate the
proposed flows on synthetic inference problems designed to
test the ability to model sharp and multi-modal densities.
2. Methods
We will begin by constructing expressive and numerically
stable flows on the circle S1. Then, we will use these flows
as building blocks to construct flows on the torus TD and
the sphere SD. The torus TD can be written as a Cartesian
product ofD copies of S1, which will allow us to build flows
on TD autoregressively. The sphere SD can be written as a
transformation of the cylinder SD−1 × [−1, 1], which will
allow us to build flows on SD recursively, using flows on
S1 and [−1, 1] as building blocks. By combining these con-
structions, we can build a wide range of compact connected
manifolds of interest to fundamental and applied sciences.
2.1. Flows on the Circle S1
Depending on what is most convenient, we will
sometimes view S1 as embedded in R2, that is{
(x1, x2) ∈ R2;x21 + x22 = 1
}
, or parameterize it by a co-
ordinate θ ∈ [0, 2pi], identifying 0 and 2pi as the same point.
In this section, we describe how to construct a diffeomor-
phism f that maps the circle to itself.
Since 0 and 2pi are identified as the same point, the trans-
formation f : [0, 2pi] → [0, 2pi] must satisfy appropriate
boundary conditions to be a valid diffeomorphism on the
circle. The following conditions are sufficient:
f(0) = 0, (3)
f(2pi) = 2pi, (4)
∇f(θ) > 0, (5)
∇f(θ)|θ=0 = ∇f(θ)|θ=2pi. (6)
The first two conditions ensure that 0 and 2pi are mapped to
the same point on the circle. The third condition ensures that
the transformation is strictly monotonic, and thus invertible.
Finally, the fourth condition ensures that the Jacobians agree
at 0 and 2pi, thus the probability density is continuous.
A restriction in the above conditions is that 0 and 2pi are
fixed points. Nonetheless, this restriction can be easily over-
come by composing a transformation f satisfying these
conditions with a phase translation θ 7→ (θ + φ) mod 2pi,
where φ can be a learnable parameter. Such a phase trans-
lation is volume-preserving, so it does not incur a volume
correction in the calculation of the probability density.
Given a collection {fi}i=1,...,K of transformations satisfy-
ing the above conditions, we can combine them into a more
complex transformation f that also meets these conditions.
One such mechanism for combining transformations is func-
tion composition f = fK ◦ · · · ◦ f1, which can easily be
seen to satisfy Equations (3) to (6). Alternatively, we can
combine transformations using convex combinations, as any
convex combination defined by
f(θ) =
∑
i
ρifi(θ), where ρi ≥ 0 and
∑
i
ρi = 1 (7)
also satisfies Equations (3) to (6). By alternating between
function compositions and convex combinations, we can
construct expressive flows on S1 from simple ones.
Next, we describe three circle diffeomorphisms that by con-
struction satisfy the above conditions: Mo¨bius transforma-
tions, circular splines, and non-compact projections.
2.1.1. MO¨BIUS TRANSFORMATION
Mo¨bius transformations have previously been used to define
distributions on the circle and sphere (see e.g. Kato et al.,
2008; Wang, 2013; Kato & McCullagh, 2015). We will first
describe the Mo¨bius transformation in the general case of
the sphere SD, and then show how to adapt it, when D = 1,
to create expressive flows on the circle.
ω
z
0
gω(z)
hω(z)
Consider SD, the unit sphere in
RD+1. Let ω be a point in RD+1
with norm strictly less than 1. For
any point z in SD, draw a straight
line between z and ω (as shown on
the left). This line intersects SD at
exactly two distinct points. One is
z. Call the other one gω(z).
Definition 1. We define the Mo¨bius transformation hω(z)
of z with centre ω to be −gω(z).
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An explicit formula for hω is given by
hω(z) =
1− ‖ω‖2
‖z − ω‖2 (z − ω)− ω. (8)
When ω = 0, the transformation hω is just the identity. In
general, the variables z and ω in Equation (8) are meant
to be (D + 1)-dimensional real vectors. When D = 1,
the equation also reads correctly if z and ω are taken to
be complex numbers. In this case, Equation (8) and the
Mo¨bius transformations of the complex plane are related as
explained in formula (6) of Kato & McCullagh (2015).
The transformation hω expands the part of the sphere that is
close to ω, and contracts the rest. Hence, it can transform
a uniform base distribution into a unimodal smooth distri-
bution parameterized by ω. One property of the Mo¨bius
transformation is that it does not become more expressive
by composing various hω. This is because the set of trans-
formations Rhω , where R can be any matrix in SO(D+ 1),
forms a group under function composition (see Theorem
2 of Kato & McCullagh, 2015). Since composition of two
such transformations remains a member of the group, their
expressivity is not increased.
In case of the circle (where D = 1), we would like to get
expressive flows using a convex combination as in Equa-
tion (7) of Mo¨bius transformations. The transformation
hω defines a map from angles to angles that satisfies Equa-
tions (5) and (6), but it does not satisfy Equations (3) and (4).
This can be fixed by adding a rotation after hω. Let Rω be
a rotation in R2 with centre (0, 0) that maps hω(1, 0) back
to (1, 0). We define fω(θ) to be the polar angle, in [0, 2pi),
of Rω ◦ hω(z), and extend fω by continuity to the whole
range [0, 2pi] by setting fω(2pi) = 2pi. This function sat-
isfies Equations (3) to (6). We can then easily combine
various fω via convex combinations and obtain expressive
distributions on S1—see Figure 7 in the appendix for an
illustration. Unlike a single Mo¨bius transform, a convex
combination of two or more Mo¨bius transforms is not ana-
lytically invertible, but it can be numerically inverted with
precision  using bisection search with O(log 1 ) iterations.
2.1.2. CIRCULAR SPLINES (CS)
Spline flows is a methodology for creating arbitrarily flexi-
ble flow transformations from R to itself, first proposed by
Mu¨ller et al. (2019) and further developed by Durkan et al.
(2019a;b). Here, we will show how to adapt the rational-
quadratic spline flows of Durkan et al. (2019b) to satisfy the
sufficient boundary conditions of circle diffeomorphisms.
Rational-quadratic spline flows define the transformation
f : R→ R piecewise as a combination ofK segments, with
each segment being a simple rational-quadratic function.
Specifically, the transformation is parameterized by a set of
K + 1 knot points {xk, yk}k=0,...,K and a set of K slopes
{sk}k=1,...,K , such that xk−1 < xk, yk−1 < yk and sk > 0
for all k = 1, . . . ,K. Then, in each interval [xk−1, xk], the
transformation f is defined to be a rational quadratic:
f(θ) =
αk2θ
2 + αk1θ + αk0
βk2θ2 + βk1θ + βk0
, (9)
where the coefficients {αki, βki}i=0,1,2 are chosen so that
f is strictly monotonically increasing and f(xk−1) = yk−1,
f(xk) = yk, and ∇f(θ)|θ=xk = sk for all k = 1 . . . ,K
(see Durkan et al., 2019b, for more details).
We can easily restrict f to be a diffeomorphism from [0, 2pi]
to itself, by setting x0 = y0 = 0 and xK = yK = 2pi. This
construction satisfies the first three sufficient conditions in
Equations (3) to (5), and can be used to define probabil-
ity densities on the closed interval [0, 2pi]. In addition, by
setting s1 = sK , we satisfy the fourth condition in Equa-
tion (6), and hence we obtain a valid circle diffeomorphism
which we refer to as a circular spline (CS).
Circular splines can be made arbitrarily flexible by increas-
ing the number of segments K. Therefore, unlike Mo¨bius
transformations, it is not necessary to combine them via con-
vex combinations to increase their expressivity. An advan-
tage of circular splines is that they can be inverted exactly,
by first locating the corresponding segment (which can be
done in O(logK) iterations using binary search since the
segments are sorted), and then inverting the correspond-
ing rational quadratic (which can be done analytically by
solving a quadratic equation).
2.1.3. NON-COMPACT PROJECTION (NCP)
As discussed in the introduction, Gemici et al. (2016) project
the manifold to RD, apply the usual flows there, and then
project RD back to the manifold. Naively applying this
method can be numerically unstable. However, here we
show that, with some care, the method can be specialized
to S1 in a numerically stable manner. Since this method
involves projecting S1 to the non-compact space R, we refer
to it as non-compact projection (NCP).
We will use the projection x : (0, 2pi) → R defined by
x(θ) = tan
(
θ
2 − pi2
)
. This projection maps the circle minus
the point θ = 0 bijectively onto R. Applying the affine
transformation g(x) = αx + β in the non-compact space,
where α > 0 and β are learnable parameters, defines a
corresponding flow on the circle, given by
f(θ) = x−1 ◦ g ◦ x(θ)
= 2 tan−1
(
α tan
(
θ
2
− pi
2
)
+ β
)
+ pi,
(10)
with gradient
∇f(θ) =
[
1 + β2
α
sin2
(
θ
2
)
+ α cos2
(
θ
2
)
− β sin θ
]−1
.
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Even though the expression for f is not defined at the end-
points 0 and 2pi, the expression for the gradient is. The trans-
formation satisfies the appropriate boundary conditions,
lim
θ→0+
f(θ) = 0,
lim
θ→2pi−
f(θ) = 2pi,
∇f(θ)|θ=0 = ∇f(θ)|θ=2pi = α−1.
Therefore, we can extend f to [0, 2pi] by continuity such
that f(0) = 0 and f(2pi) = 2pi, which yields a valid circle
diffeomorphism. Although not immediately obvious, NCP
flows and Mo¨bius transformations are intimately related, as
explained in Appendix H (see also Downs & Mardia, 2002,
Section 2.1).
The above boundary conditions are satisfied when the trans-
formation g is affine, but they are not generally satisfied
when g is an arbitrary diffeomorphism. This limits the type
of flow we can put on the non-compact space. Therefore,
instead of making g more expressive, we choose to increase
the expressivity of the NCP flow by combining multiple
transformations f via convex combinations.
Similarly to Mo¨bius transformations, NCP flows form a
group. That’s because affine maps with positive slope on
R form a group, and if g1 and g2 are affine maps and fk =
x ◦ gk ◦ x−1, then f1 ◦ f2 = x ◦ g1 ◦ g2 ◦ x−1. Hence, the
composition of two NCPs with parameters (αk, βk), k =
1, 2 is another NCP with parameters (α1α2, β1 +α1β2). So
composing two NCP flows would produce a new NCP flow,
leading to no increase in expressivity.
A potential issue with NCP is that, near the endpoints 0 and
2pi, evaluating f using Equation (10) directly is numerically
unstable. To circumvent this numerical difficulty, we can
use equivalent linearized expressions when θ is near the
endpoints. For example, for θ close to 0 we can approximate
f(θ) ≈ θ/α, whereas for θ close to 2pi we have f(θ) ≈
2pi + (θ − 2pi)/α.
2.2. Generalization to the Torus TD
Having defined flows on the circle S1, we can easily con-
struct autoregressive flows on the D-dimensional torus
TD ∼= (S1)D. Any density p(θ1, . . . , θD) on TD can be
decomposed via the chain rule of probability as
p(θ1, . . . , θD) =
∏
i
p(θi | θ1, . . . , θi−1), (11)
where each conditional p(θi | θ1, . . . , θi−1) is a density on
S1. Each conditional density can be implemented via a
flow fψi : S1 → S1, whose parameters ψi are a function of
(θ1, . . . , θi−1). Thus the joint transformation f : TD → TD
given by f(θ1, . . . , θD) = (fψ1(θ1), . . . , fψD (θD)) is an
autoregressive flow on the torus. In the terminology of Papa-
makarios et al. (2019, Section 3.1), an autoregressive flow on
a torus is simply an autoregressive flow whose transformers
are circle diffeomorphisms, i.e. obey the boundary condi-
tions in Equations (3) to (6). As with any autoregressive
flow, the Jacobian of f is triangular, therefore the Jacobian
determinant in the density calculation in Equation (2) can be
computed efficiently as the product of the diagonal terms.
The parameters ψi of the i-th transformer are a function
of (θ1, . . . , θi−1) known as the i-th conditioner. In or-
der to guarantee that the conditioners are periodic func-
tions of each θi, we can make ψi be a function of
(cos θ1, sin θ1, . . . , cos θi−1, sin θi−1) instead. In our exper-
iments, we implemented the conditioners using coupling
layers (Dinh et al., 2017). Implementations based on mask-
ing (Kingma et al., 2016; Papamakarios et al., 2017) are
also possible.
More generally, autoregressive flows can be applied in the
same way on any manifold that can be written as a Cartesian
product of circles and intervals, such as the 2-dimensional
cylinder. Flows on intervals can be constructed e.g. using
regular (non-circular) splines as described in Section 2.1.2.
Thus, by taking fψi to be either a circle diffeomorphism
or an interval diffeomorphism as required, we can handle
arbitrary products of circles and intervals.
2.3. Generalization to the Sphere SD
The Mo¨bius transformation (Section 2.1.1) can in princi-
ple be used to define flows on the sphere SD for D ≥ 2,
but, as noted, its expressivity does not increase by com-
position. Increasing the expressivity via convex combina-
tions in D = 1 was only possible because we expressed
diffeomorphisms on S1 as strictly increasing functions on
[0, 2pi]. This construction however does not readily extend
toD ≥ 2. Instead, we propose two alternative flow construc-
tions for SD: a recursive construction that uses cylindrical
coordinates, and a construction based on the exponential
map. In what follows, SD will be embedded in RD+1 as{
(x1, . . . , xD+1) ∈ RD+1;
∑
i x
2
i = 1
}
.
2.3.1. RECURSIVE CONSTRUCTION
In Section 2.1, we described three methods for building uni-
variate flows on S1. We also described how to build univari-
ate flows on the interval [−1, 1] using splines (Section 2.1.2).
Using circle and interval flows as building blocks, we will
construct a multivariate flow on SD for D ≥ 2 by recursing
over the dimension of the sphere.
Our construction works as follows. First, we transform the
sphere SD into the cylinder SD−1 × [−1, 1] using the map
Ts→c(x) =
 x1:D√
1− x2D+1
, xD+1
 . (12)
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Figure 1. Illustration of the recursive flow on the sphere S2.
Then a two-stage autoregressive flow is applied on the cylin-
der. The ‘height’ r ∈ [−1, 1] is transformed first by a uni-
variate flow g : [−1, 1]→ [−1, 1], and the ‘base’ z is trans-
formed second by a conditional flow f : SD−1 → SD−1
whose parameters are a function of g(r), that is
Tc→c(z, r) =
(
f(z; g(r)), g(r)
)
. (13)
Finally, the cylinder is transformed back to the sphere by
Tc→s(z, r) =
(
z
√
1− r2, r
)
. (14)
The flow h : SD → SD is defined to be the composition h =
Tc→s ◦ Tc→c ◦ Ts→c. When stacking multiple h (each with
its own parameters), all the internal terms in Ts→c ◦ Tc→s
cancel out, so it is more efficient to just not compute them.
Only the first Tc→s and last Ts→c need to be computed.
Figure 1 illustrates this procedure on S2.
The above recursion continues until we reach S1, on which
we can use the flows we have already described. Unrolling
the recursion up to S1 is equivalent to first transforming SD
into S1 × [−1, 1]D−1, then applying an autoregressive flow
on S1 × [−1, 1]D−1 as described in Section 2.2, and finally
transforming S1 × [−1, 1]D−1 back to SD. In practice, we
can use any ordering of the variables in the autoregressive
flow and not just the one implied by the recursion, and we
can compose multiple autoregressive flows before trans-
forming back to SD. Figure 6 in the appendix illustrates the
model with the recursion fully unrolled.
At this point, it is important to examine carefully the trans-
formations Ts→c and Tc→s. Maps from SD−1 × [−1, 1]
to SD can never be diffeomorphisms since the topology of
these two spaces differ. Nevertheless, Ts→c and Tc→s are in-
vertible almost everywhere, in the sense that we can remove
sets of measure 0 from SD−1 × [−1, 1] and SD, and the re-
striction of these maps to these subsets are diffeomorphisms.
However, extra care must be taken to check that updates to
the density caused by Ts→c and Tc→s are still numerically
stable, and that the density is well-behaved everywhere on
SD. In Appendix A.1, we prove that the update to a base
density pi(z, r) due to Tc→s is
p(Tc→s(z, r)) =
pi(z, r)
(1− r2)D2 −1 . (15)
The update due to Ts→c is simply the inverse of the above.
Additionally, in Appendix A.1 we prove that the combined
density update due to h = Tc→s ◦ Tc→c ◦ Ts→c does not
have any singularity whenever g is such that g′(−1) > 0
and g′(1) > 0. Since we implement g with spline flows
(Section 2.1.2), this condition is satisfied by construction,
so the flow density is guaranteed to be finite.
Since the density update due to Ts→c and Tc→s can be done
analytically and the rest of the transformation is autoregres-
sive, the overall density update is efficient to compute. For
D = 2, the volume correction in Equation (15) is equal
to 1, and therefore Tc→s and Ts→c preserve infinitesimal
volume elements. Finally, we observe that the well-known
von Mises–Fisher distribution on S2 (Fisher, 1953) can be
obtained by transforming a uniform base density with Equa-
tions (12) to (14), where f is the identity and g has a simple
functional form (for details, see Jakob, 2012).
2.3.2. EXPONENTIAL-MAP FLOWS
Ideally, we would like to specify flows directly on the man-
ifold and avoid mapping between non-diffeomorphic sets.
This motivates us to explore exponential-map flows, a mech-
anism for building flows on spheres proposed by Sei (2013).
The main idea consists of two steps. First, we define a
cost-convex scalar field φ(x) on SD—for the definition of
‘cost-convex’, see (Sei, 2013, Formula 1). Second, we con-
struct a flow using the exponential map of the gradient
∇φ(x) ∈ TxSD, where TxSD is the tangent space of SD at
x. The exponential map expx : TxM→M on a Rieman-
nian manifoldM is defined as the terminal point γ(1) of
a geodesic γ : [0, 1] → M that passes through γ(0) = x
with velocity γ˙(0) = v (Kobayashi & Nomizu, 1963). For a
general manifold it is hard to compute exponential maps, but
for the sphere SD the exponential map is straightforward:
expx(v) = x cos ‖v‖+
v
‖v‖ sin ‖v‖, (16)
where ‖ · ‖ is the Euclidean norm.
Parameterizing a general cost-convex scalar field φ(x) re-
mains non-trivial on SD. To solve this, Sei (2013) proposes
to construct φ(x) via a convex combination of simple scalar
functions φi : [0, pi] → R that satisfy φ′i(0) = φ′i(pi) = 0
and φ′′i > −1. Specifically, φ(x) is given by
φ(x) =
∑
i
αiφi(d(x, µi)), (17)
where d(x, µi) is the geodesic distance between x ∈ SD
and µi ∈ SD, αi ≥ 0 and
∑
i αi ≤ 1. The exponential
map of the gradient field of φ(x) is guaranteed to be a
diffeomorphism from SD to SD (Sei, 2013, Lemma 4).
We found that it is challenging to learn concentrated multi-
modal densities on SD using the polynomial and high-
frequency scalar fields proposed by Sei (2013). To address
this limitation, we introduce a scalar field which is inspired
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by radial flows (Tabak & Turner, 2013; Rezende & Mo-
hamed, 2015) and is given by
φ(x) =
∑
i
αi
βi
eβi(x
Tµi−1), (18)
where αi ≥ 0,
∑
i αi ≤ 1, µi ∈ SD and βi > 0. It is
straightforward to see that the functions
φi(d(x, µi)) =
1
βi
eβi(cos d(x,µi)−1) =
1
βi
eβi(x
Tµi−1)
satisfy the required conditions, therefore the map
f(x) = expx∇φ(x)
= x cos ‖∇φ(x)‖+ ∇φ(x)‖∇φ(x)‖ sin ‖∇φ(x)‖
(19)
is a diffeomorphism from SD to SD.
As shown in Appendix A, the density update due to f is
p(f(x)) =
pi(x)√
det(E(x)>J(x)>J(x)E(x))
, (20)
where J(x) is the Jacobian of f at x when f is seen as a
map from RD+1 to RD+1, and the columns of E(x) form
an orthonormal basis of vectors tangent to the sphere at x.
Unlike the recursive flow which admits an efficient density
update, computing the above density update costs O(D3),
so the exponential-map flow is only practical for small D.
3. Related Work
The study of distributions on objects such as angles, axes
and directions has a long history, and is known as direc-
tional statistics (Mardia & Jupp, 2009). According to the
taxonomy of Navarro et al. (2017), directional statistics tra-
ditionally uses three approaches for defining distributions
on tori and spheres: wrapping, projecting, and conditioning.
Wrapping is typically used to define distributions on S1. The
idea is to start with a distribution p(x) on R, and wrap it
around S1 by writing x = θ + 2pik and marginalizing out
k. A common example is the wrapped Gaussian (see e.g.
Jona-Lasinio et al., 2012, Section 2.1). A disadvantage of
wrapped distributions is that, unless p(x) has bounded sup-
port, they require an infinite sum over k, which is generally
not analytically tractable.
Projecting is an alternative approach where the manifold
is embedded into RM with M > D, a distribution p(x) is
defined on RM , and the probability mass is projected onto
the manifold. For example, if the manifold is the sphere SD
embedded in RD+1, the probability mass in RD+1 can be
projected onto SD by writing x = rux where r = ‖x‖ and
ux is a unit vector in the direction of x, and then integrating
out r. A common example is the projected Gaussian on
S1 (see e.g. Wang & Gelfand, 2013). A difficulty with this
approach is that it requires computing an integral over r,
which may not be generally tractable.
Conditioning also begins by embedding the manifold into
RM and defining a distribution p(x) onRM (which here can
be unnormalized). Then, the distribution on the manifold
M is obtained by conditioning p(x) on x ∈ M, that is,
restricting p(x) onM and re-normalizing. Common exam-
ples whenM = S1 are the von Mises (Wang, 2013, Sec-
tion 1.3.3) and generalized von Mises distributions (Gatto
& Jammalamadaka, 2007), which are obtained by taking
an isotropic or arbitrary Gaussian (respectively) in R2 and
conditioning on ‖x‖ = 1. For the case ofM = SD, a com-
mon example is the von Mises–Fisher distribution (Fisher,
1953), which is obtained by conditioning an isotropic Gaus-
sian in RD on ‖x‖ = 1, and reduces to the von Mises for
D = 1. The von Mises–Fisher distribution can also be
extended to the Stiefel manifold of sets of N orthonormal
D-dimensional vectors (Downs, 1972), and it can be gener-
alized to the more flexible Kent distribution, also known as
Fisher–Bingham, on SD (Kent, 1982). Finally, distributions
on TD can be obtained by defining p(x) in R2D and condi-
tioning on x2i + x
2
D+i = 1 for all i = 1, . . . , D. Examples
include the multivariate von Mises (Mardia et al., 2008) and
multivariate generalized von Mises distributions (Navarro
et al., 2017), which correspond to p(x) being Gaussian with
constrained or arbitrary covariance matrix respectively. A
drawback of conditioning is that computing the normalizing
constant of the resulting distribution requires integrating
p(x) onM, which is not generally tractable.
In general, the above three strategies lead to distributions
with tractable density evaluation and sampling algorithms
only in special cases, which typically yield simple distribu-
tions with limited flexibility. One approach for increasing
the flexibility of such simple distributions is via combining
them into mixtures (see e.g. Peel et al., 2001; Mardia et al.,
2007). Such mixtures could be used as base distributions
for the flows on tori and spheres that we present in this
work. However, unlike flows whose expressivity increases
via composition, mixtures generally require a large number
of components to represent sharp and complex distributions,
and can be harder to fit in practice.
A general method for defining distributions on Lie groups,
which are groups with manifold structure, was proposed by
Falorsi et al. (2019). The tangent space of a D-dimensional
Lie group at the identity element is isomorphic to RD and
is known as the Lie algebra of the group. The method is
to define a distribution p(x) on the Lie algebra (e.g. using
standard Euclidean flows), and then map the Lie algebra
onto the group using the exponential map. If the Lie group
is a compact connected manifold, the exponential map is
surjective but not injective, and the method can be thought
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of as a generalization of wrapping. When the Lie group is
U(1) ∼= S1, we recover wrapped distributions on S1, since in
this case the exponential map is x 7→ (cosx, sinx). When
the Lie group is TD, the exponential map wraps RD around
the torus along each dimension. This involves an infinite
sum, but even if the sum is restricted to be finite (e.g. by
bounding the support of p(x)), the number of terms to be
summed scales exponentially with D. In addition to the
above, Falorsi et al. (2019) provide concrete examples for
SO(3) and SE(3). The main drawbacks of this method is
that the exponential map cannot be easily composed with
other maps (since it is not generally bijective), and can be
expensive to compute in high-dimensions.
Finally, a general method for defining normalizing flows on
a Riemannian manifoldM was proposed by Gemici et al.
(2016). This method relies on the existence of two maps:
an embedding g : M → RM and a coordinate chart φ :
M→ RD, where D ≤ M . The idea is to apply the usual
Euclidean flows on RD, and then transform the density onto
the (embedded) manifold via the map g ◦ φ−1. The density
update associated with this transformation is
√
det J>J ,
where J is the Jacobian of g◦φ−1 (as shown in Appendix A).
This method leads to composable transformations, but is
better suited for manifolds that are homeomorphic to RD
(so that φ is well-defined). Compact manifolds such as
tori and spheres are not homeomorphic to RD, hence φ
cannot be defined everywhere on M. In such cases, the
transformed density may not be well-behaved, which can
create numerical instabilities during training.
4. Experiments
For Mo¨bius transforms, we reparameterized the centre ω,
where ‖ω‖ < 1, in terms of an unconstrained parameter
ω′ ∈ R2 via ω = 0.991+‖ω′‖ω′. The constant 0.99 is used to
prevent ‖ω‖ from being too close to 1. For circular splines,
we prevent slopes from becoming smaller than 10−3 by
adding 10−3 to the output of a softplus of unconstrained
parameters. For autoregressive flows, the parameters of each
conditional transformation are computed by a ReLU-MLP
with layer sizes [Ni, 64, 64, No], where Ni is the number of
inputs and No the number of parameters for each transform.
All flow models use uniform base distributions.
We evaluate and compare our proposed flows based on their
ability to learn sharp, correlated and multi-modal target
densities. We used targets p(x) = e−βu(x)/Z with inverse
temperature β and normalizer Z. We varied β to create tar-
gets with different degrees of concentration/sharpness. The
models qη were trained by minimizing the KL divergence
KL(qη ‖ p) = Eqη(x)[ln qη(x) + βu(x)] + lnZ. (21)
For an additional evaluation of how well the flows match
the target, we used S = 20,000 samples xs from the trained
Figure 2. Comparing flows on T2 using ESS, for the targets in
Figure 3 and various inverse temperatures β. A larger value of β
makes the target densities more concentrated and therefore harder
to learn. Numbers in square brackets indicate the number of com-
ponents K used for each transform. All values are averages across
10 runs with different neural-network initialization. See also Fig-
ure 8 (appendix) for KL values and further comparisons. Top row:
Unimodal target. Middle row: Multi-modal target with 3 mixture
components. Bottom row: Correlated target.
flows to estimate the normalizer via importance sampling:
Z = Eqη(x)
[
e−βu(x)
qη(x)
]
≈ 1
S
S∑
s=1
ws, (22)
where ws = e−βu(xs)/qη(xs). The effective sample size,
(Arnaud et al., 2001; Liu, 2008), can be estimated by
ESS =
Varunif
[
e−βu(x)
]
Varq
[
e−βu(x)
qη(x)
] ≈
(∑S
s=1 ws
)2
∑S
s=1 w
2
s
. (23)
Higher ESS indicates that the flow matches the target better
(when reliably estimated). We report ESS as a percentage
of the actual sample size.
All models were optimized using Adam (Kingma & Ba,
2015) with learning rate 2 × 10−4, 20,000 iterations, and
batch size 256. The reported error bars are the standard devi-
ation of the average, computed from independent replicas of
each experiment with identical hyper-parameters, but with
different initialization of the neural network weights. All
shown model densities are kernel density estimates using
20,000 samples and Gaussian kernel with bandwidth 0.2.
Figures 2 and 3 show results for T2. The target densities
are: a unimodal von Mises, a multi-modal mixture of von
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Figure 3. Learned densities on T2 using NCP, Mo¨bius and CS
flows. Densities shown on the torus are from NCP.
Model KL [nats] ESS
MS (NT = 1,Km = 12,Ks = 32) 0.05 (0.01) 90%
EMP (NT = 1) 0.50 (0.09) 43%
EMSRE (NT = 1,K = 12) 0.82 (0.30) 42%
EMSRE (NT = 6,K = 5) 0.19 (0.05) 75%
EMSRE (NT = 24,K = 1) 0.10 (0.10) 85%
Table 1. Comparing baseline and proposed flows on S2 using KL
and ESS. The target density is the mixture of 4 modes shown
in Figure 4. We compare recursive Mo¨bius-spline flow (MS),
exponential-map polynomial flow (EMP) and exponential-map
sum-of-radial flow (EMSRE). Brackets show error bars on the KL
from 3 replicas of each experiment. NT is the number of stacked
transformations for each flow; Km is the number of centres used
in Mo¨bius; Ks is the number of segments in the spline flow; K
is the number of radial components in the radial exponential-map
flow. The polynomial scalar field is shown in Appendix E.
Mises, and a correlated von Mises (their precise definitions
are in Table 2 of the appendix). The results demonstrate that
we can reliably learn multi-modal and correlated densities
with different degrees of concentration. Among the circle
flows, NCP and Mo¨bius performed the best, whereas CS
performed less well for high β. An additional experiment is
shown in Appendix I, where flows on T6 are used to learn
the posterior density over joint angles of a robot arm.
Table 1 shows results for S2, where we compare the recur-
sive flow to the exponential-map flow with polynomial and
radial scalar fields. The recursive flow uses Mo¨bius for the
circle and splines for the interval. For the exponential-map
flow, the polynomial scalar field was proposed by Sei (2013)
and is shown in Appendix E, whereas the radial scalar field
is the new one we propose in Equation (18). The target
density is the mixture of 4 modes shown in Figure 4. We
demonstrate substantial improvement relative to the poly-
nomial scalar field, but we find that the exponential-map
Target Model
Figure 4. Learned multi-modal density on S2 using exponential-
map flows, using the Mollweide projection for visualization. The
model is a composition of 24 exponential-map transforms, using
the radial scalar field with 1 component.
Figure 5. Learned multi-modal density on SU(2) ∼= S3 using the
recursive flow. Each column shows an S2 slice of the S3 density
along a fixed axis using the Mollweide projection. Top row: target
density. Bottom row: learned density. We used a Mo¨bius trans-
form with Km = 32 for the circle, and spline transforms with
Ks = 64 for the two intervals (ESS = 84%, KL = 0.14).
flow with either scalar field is not yet competitive with the
recursive flow. Figure 5 shows an example of learning a
density on SU(2) ∼= S3 using the recursive flow. Finally,
Appendix J shows an example of training a recursive flow
(using splines for both the circle and the interval) on data
sampled form a ‘map of the world’ density on S2.
5. Discussion
This work shows how to construct flexible normalizing flows
on tori and spheres of any dimension in a numerically sta-
ble manner. Unlike many of the distributions traditionally
used in directional statistics, the proposed flows can be
made arbitrarily flexible, but have tractable and exact den-
sity evaluation and sampling algorithms. We conclude with
a comparison of the proposed models, a discussion of their
limitations, and some preliminary thoughts on how to extend
flows to other manifolds of interest to fundamental physics.
5.1. Comparison, Scope and Limitations
Among the flows on the circle, Mo¨bius and NCP performed
the best, with CS performing less well for highly concen-
trated target densities. However, increasing the expressivity
of Mo¨bius and NCP required convex combinations, whereas
CS can be made more expressive by adding more spline
segments. As a result, CS is the cheapest to invert (it can be
done analytically), whereas Mo¨bius and NCP (with more
than one component) require a root-finding algorithm such
as bisection search. Therefore, in practice it may be prefer-
able to use CS if both density evaluation and sampling are
required, and use Mo¨bius or NCP otherwise.
On SD, the recursive flow performed better than the
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exponential-map flow. In addition, the recursive flow scales
better to high dimensions since its density can be computed
efficiently, whereas the density of the exponential-map flow
has a computational cost of O(D3). The theoretical advan-
tage of the exponential-map flow is that it is intrinsic to the
sphere, but this advantage did not result in a practical benefit
in our experiments.
5.2. Towards Normalizing Flows on SU(D) and U(D)
The unitary Lie groups U(1), SU(2) and SU(3) are of partic-
ular interest to fundamental physics, because the symmetry
groups of particle interactions are constructed from them
(Woit, 2017). We have shown that we can construct expres-
sive flows on U(1) ∼= S1 and SU(2) ∼= S3.
Our recursive construction for SD provides a starting point
for flows on SU(D) for D ≥ 3 and U(D) for D ≥ 2, via re-
cursively building SU(D) from SU(D − 1) and U(1)2D−1,
and U(D) from SU(D) and extra angles. These decom-
positions provide coordinate systems on SU(D) and U(D)
in terms of Euler angles as shown by Tilma & Sudarshan
(2002; 2004). Working with explicit coordinate systems on
SU(D) and U(D) is more involved than on spheres; figur-
ing out the necessary details such as appropriate boundary
conditions for each coordinate/angle is a direction we plan
to explore in the future in order to build flows on a wider
variety of compact connected manifolds.
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Normalizing Flows on Tori and Spheres
A. Density Transformations on Manifolds
In this section, we explain how to update the density of a
distribution transformed from one Riemannian manifold to
another by a smooth map. We only consider the case where
both manifolds are sub-manifolds of Euclidean spaces.
LetM and N be D-dimensional manifolds embedded into
Euclidean spaces Rm and Rn respectively. For example,
M and N could be SD embedded in RD+1 as in Sec-
tion 2.3. Both manifolds inherit a Riemannian metric from
their embedding spaces. Let T be a smooth injective map
T :M→N . We will assume that T can be extended to a
smooth map between open neighbourhoods of the embed-
ding spaces that containM andN , and that we have chosen
such an extension. For example, the exponential-map flow
in Equation (19) can be written using the coordinates of the
embedding space RD+1, and can thus be extended to open
neighbourhoods of the embedding spaces as desired.
In what follows, we will use the fact that if u1, . . . , uD are
vectors in Rn, then the volume of the parallelepiped with
sides u1, . . . , uD is
√
det(U>U), where U is the n × D
matrix with column vectors u1, . . . , uD. If u1, . . . , uD form
an orthonormal system, this volume is 1.
Let pi : M → R+ be a density on M. This defines a
distribution on M and we can use T to transform it into
a distribution on N . Let p : N → R+ be the density of
the transformed distribution. We are interested in comput-
ing p assuming we know pi. Let x be a point onM, and
e1, . . . , eD be an orthonormal basis of the tangent space
TxM. Define E to be the m×D matrix with i-th column
vector ei. Let J be the n×m Jacobian of T , where T is seen
as a map between open sets in Rm and Rn. The tangent
map of T at x transforms each ei to Jei, and the matrix
that collects all transformed vectors in its columns is JE.
Hence, the volume of the parallelepiped with sides the trans-
formed vectors is
√
det((JE)>JE) =
√
det(E>J>JE).
Therefore, the density p is given by
p(T (x)) =
pi(x)√
det(E>J>JE)
. (24)
In the special case whereM = N = RD and m = n = D,
the matrix E is an orthogonal matrix, and the above reduces
to the familiar density update in Equation (2).
A.1. The case of Tc→s : SD−1 × [−1, 1]→ SD
In this section, we specialize toM = SD−1 × (−1, 1) and
N = SD with D ≥ 2. In particular, we will prove:
Proposition 1. Let pi be a density pi : SD−1 × (−1, 1) →
R+. Let p : SD → R+ be the density of the transformed
distribution under Tc→s. Then:
p(Tc→s(z, r)) =
pi(z, r)
(1− r2)D2 −1 . (25)
Proof. The sphere SD−1 is embedded in RD. This gives us
an embedding ofM inRD+1. The map Tc→s, introduced in
Equation (14), is easily extended to a map RD × (−1, 1)→
RD+1 using the same formula Tc→s(z, r) = (
√
1− r2z, r).
Its Jacobian is an upper triangular D + 1 by D + 1 matrix
J =

√
1− r2 0 · · · −x1r√
1−r2
0
√
1− r2 −x2r√
1−r2
...
. . .
...
0 · · · 1
 .
We will use a symmetry argument to simplify the computa-
tion of the determinant in Equation (24). Let G be a rotation
of RD+1 that leaves the last coordinate invariant.1 Note that
for any point x ∈ RD+1, we have Tc→s(Gx) = GTc→s(x).
This means that the Jacobian J transforms as a function of
x as J(Gx) = GJ(x)G>. Note also that if x is inM, and
E(x) is a matrix where the column vectors form a basis of
the tangent space at x, then Gx is also inM, and GE(x)
is a matrix where the column vectors form a basis of the
tangent space at Gx. So we can choose E(Gx) = GE(x).
With that choice
det
(
E(Gx)>J(Gx)>J(Gx)E(Gx)
)
= det
(
E(x)>G>GJ(x)>G>GJ(x)G>GE(x)
)
= det
(
E(x)J(x)>J(x)E(x)
)
.
Since for any x ∈ M, we can always choose G such that
Gx is of the form (
√
1− r2, 0, . . . , 0, r), we can restrict
ourselves to this case. For such a choice, the Jacobian
simplifies to
J =

√
1− r2 0 · · · −r√
1−r2
0
√
1− r2 0
...
. . .
...
0 · · · 1
 .
For E, we can simply choose the D + 1 by D matrix made
by removing the first column from the identity matrix. Then
JE is equal to J with the first column removed:
JE =

0 0 · · · −r√
1−r2√
1− r2 0 0
0
√
1− r2 0
...
. . .
...
0 · · · 1
 .
The product (JE)>JE is simply a diagonal matrix of size
D with diagonal (1 − r2, . . . , 1 − r2, 11−r2 ). Taking the
determinant and applying Equation (24) concludes the proof.
1The set of such rotations is the group of rotations of RD
embedded in RD+1.
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At first, Proposition 1 might seem worrying since the density
ratio in that proposition vanishes when r is −1 or 1. So, as
r approaches the boundary of the interval [−1, 1], it seems
that the correction term to the density will tend to infinity
and lead to numerical instability.
What saves us is that we do not use Tc→s on its own, and
instead combine it with a particular flow transformation on
SD−1 × [−1, 1] and the inverse Ts→c, as shown in Equa-
tions (12) to (14). In these formulas, the map g is a spline
on the interval [−1, 1] which maps −1 to −1, 1 to 1, and
has strictly positive slopes g′(−1) and g′(1). Looking only
at −1 (the case 1 can be similarly dealt with), this means
g(−1 + ) ≈ −1 + g′(−1).
As  goes to 0, the density corrections coming from Tc→s
and Ts→c combine to(
D
2
− 1
)
log
1− g(−1 + )2
1− (−1 + )2 ,
which is equivalent to(
D
2
− 1
)
log g′(−1)
as  goes to 0. In particular, the terms that tend to infinity
cancel each other, and the flow is well-behaved. When
implementing the flow, numerical stability is achieved by
not adding the terms that cancel each other. Finally, we
note a subtle point about what we proved: the sequence
of transformations Tc→s ◦ Tc→c ◦ Ts→c will transform a
distribution with finite density into another distribution with
finite density, but we do not guarantee that the resulting
density will be continuous.
B. Detailed Diagram of Recursive Flow on SD
In Figure 6, we provide an illustration of the recursive con-
struction in Equations (12) to (14), showing the specific
wiring order of the conditional maps inside the flow. This
order is the one implied by the recursion. In general, any
other order can be used, or a composition of autoregressive
flows with multiple orders.
C. Examples of Mo¨bius Transformations
To illustrate the kind of densities we get on S1 using the
Mo¨bius flows, we show a few random examples in Figure 7.
D. Fourier Transformations on S1
Another family of circle transformations that we considered
are Fourier transformations, defined by
fα,φ,w(θ) = θ +
∑
i
αi
wi
sin(wiθ − φi) + µ, (26)
AR
Figure 6. Detailed illustration of the recursive flow on the sphere
SD showing the explicit wiring of the conditional flows. The
sphere SD is recursively transformed to the cylinder S1 ×
[−1, 1]D−1, then an autoregressive flow is applied to the cylinder,
and finally the cylinder is transformed back to the sphere.
where µ =
∑
i αi sin(φi), wi ∈ Z, φi ∈ [0, 2pi] and∑
i |αi| ≤ 1. The integers wi are fixed frequencies in the
Fourier basis.
We found empirically that this family of transformations is
not competitive with the other transformations considered
in this paper, especially for highly concentrated densities as
shown in Figure 8.
E. Polynomial Exponential Map
The polynomial exponential map of Sei (2013) is the
exponential-map flow built using the scalar field
φ(x) = µ>x+ x>Ax, (27)
where x ∈ SD in the coordinates of the embedding space
RD+1. The parameters µ and A must satisfy the constraint
‖µ‖1 + ‖A‖1 ≤ 1 where ‖·‖1 is the elementwise `1 norm.
F. Target Densities Used in Experiments
For the experiments on the torus T2, we used targets built
from densities in the von Mises family as shown in Table 2.
On the sphere S2, the target was a mixture of the form
p(x) ∝
4∑
k=1
e10x
>Ts→e(µk), (28)
where µ1 = (0.7, 1.5), µ2 = (−1, 1), µ3 = (0.6, 0.5),
µ4 = (−0.7, 4), Ts→e maps from spherical to Euclidean
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Figure 7. Probability density functions of convex combinations of 15 Mo¨bius transformations applied to a uniform base distribution on
the circle S1. Each of these distributions required 30 = 15× 2 parameters.
Target Expression Parameters
Unimodal pA(θ1, θ2) ∝ exp[cos(θ1 − φ1) + cos(θ2 − φ2)] φ = (4.18, 5.96)
Multi-modal pB(θ1, θ2) ∝ 13
∑3
i=1 pA(θ1, θ2;φi) φ = {(0.21, 2.85), (1.89, 6.18), (3.77, 1.56)}
Correlated pC(θ1, θ2) ∝ exp[cos(θ1 + θ2 − φ)] φ = 1.94
Table 2. Target densities used for experiments on T2.
Figure 8. Same as Figure 2, with KL and values for the Fourier transforms added. For the Fourier models, the numbers between brackets
represent used frequencies, and a number before the bracket means each frequency was repeated. For example, Fourier3[1 − 4] is a
Fourier model with 12 frequencies: 3 frequencies of k for each k = 1, . . . , 4.
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coordinates, and x ∈ R3 is a point on the embedded sphere
in Euclidean coordinates.
On SU(2) ∼= S3, the target was a mixture of the same
form where µ1 = (1.7,−1.5, 2.3), µ2 = (−3.0, 1.0, 3.0),
µ3 = (0.6,−2.6, 4.5), µ4 = (−2.5, 3.0, 5.0), and x ∈ R4
is a point on the embedded sphere in Euclidean coordinates.
G. Misaligned Density on S2
The recursive formulas shown in Equations (12) to (14)
require choosing a sequence of axes in order to construct the
cylindrical coordinate system. This may introduce artifacts
to the density related to this choice of axes. To test if this
results in numerical problems, we compare the flow from
Equations (12) to (14) on a target density that forms a non-
axis-aligned ring against a composition of the same flow
with a learned rotation.
The results of this experiment are shown in Figure 9. We
compared both large (Ks = 32, Km = 12) and small
(Ks = 3, Km = 3) versions of the auto-regressive Mo¨bius-
Spline flow and observed no significant differences between
the two models on S2.
More experiments would be necessary to investigate this
potential effect in higher dimensions.
H. NCP as a complex Mo¨bius transformation
For a general Mo¨bius transformation
f(z) =
az + b
cz + d
, (29)
where a, b, c, d, z ∈ C, to define a diffeomorphism on S1 it
must be constrained to be of the form
h(z) =
z − a
1− a¯z . (30)
This form ensures that h(z)h¯(z) = 1 if zz¯ = 1 and has two
real-valued free parameters <(a) and =(a).
In what follows we show that for the choice =(a) = 0
and <(a) = − 1−α1+α , the transformation h(z) is equivalent
to an NCP transform w = 2 arctan
(
α tan
(
θ
2
)
+ β
)
with
scale parameter α and offset parameter β = 0 (assuming
w, θ ∈ (−pi, pi)). If we define θ via z = eiθ, the goal is to
show that w defined via
eiw =
eiθ + 1−α1+α
1 + 1−α1+αe
iθ
, (31)
follows the NCP transformation rule
w = 2 arctan
(
α tan
(
θ
2
))
mod 2pi.
We begin by expanding Equation (31) in terms of more basic
trigonometric quantities,
eiw =
eiθ + 1−α1+α
1 + 1−α1+αe
iθ
=
eiθ + 1−α1+α
1 + 1−α1+αe
iθ
1 + 1−α1+αe
−iθ
1 + 1−α1+αe
−iθ
=
eiθ + 2 1−α1+α +
(
1−α
1+α
)2
e−iθ
2(cos(θ)+α2(− cos(θ))+α2+1)
(α+1)2
=
(
ei
θ
2 + 1−α1+αe
−i θ2
)2
2(cos(θ)+α2(− cos(θ))+α2+1)
(α+1)2
=
1
2
(
(1 + α)ei
θ
2 + (1− α)e−i θ2
)2
cos(θ) + α2(− cos(θ)) + α2 + 1
=
2
(
cos
(
θ
2
)
+ iα sin
(
θ
2
))2
cos(θ) + α2(− cos(θ)) + α2 + 1 .
In order to isolate w, only the numerator v =
2
(
cos
(
θ
2
)
+ iα sin
(
θ
2
))2
of the expression above matters
as we are only interested in ratios of the imaginary and real
parts of this expression, tan(w) = =(v)<(v) . The numerator
can be expanded as
2
(
cos
(
θ
2
)
+ iα sin
(
θ
2
))2
2 cos2
(
θ
2
) = −α2 tan2(θ
2
)
+ 2α tan
(
θ
2
)
i + 1,
from which we conclude,
tan(w) =
=(v)
<(v) =
2α tan
(
θ
2
)
1− α2 tan2 ( θ2) . (32)
Using the trigonometric formula tan(2x) = 2 tan(x)1−tan(x)2 , we
arrive at the final result
tan
(w
2
)
= α tan
(
θ
2
)
⇔
w = 2 arctan
(
α tan
(
θ
2
))
mod 2pi.
I. Application: Multi-Link Robot Arm
As a concrete application of flows on tori, we consider
the problem of approximating the posterior density over
joint angles θ1,...,6 of a 6-link 2D robot arm, given (soft)
constraints on the position of the tip of the arm. The possible
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configurations of this arm are points in T6. The position rk
of a joint k = 1, . . . , 6 of the robot arm is given by
rk = rk−1 +
lk cos
∑
j≤k
θj
, lk sin
∑
j≤k
θj
,
where r0 = (0, 0) is the position where the arm is affixed,
lk = 0.2 is the length of the k-th link, and θk is the angle of
the k-th link in a local reference frame. The constraint on the
position of the tip of the arm, r6, is expressed in the form
of a Gaussian-mixture likelihood p(r6 | θ1,...,6) with two
components. The prior p(θ1,...,6) is taken to be a uniform
distribution on T6. The experimental results are illustrated
in Figure 10.
J. Application: Learning from samples
In most of the experiments shown on this paper, we trained
the models to fit a target density known up to a normalization
constant (i.e. an inference problem). In this experiment we
train our flow directly on data samples instead.
Training a flow-based model from data samples via max-
imum likelihood requires an explicit computation of the
inverse map as shown in Equation (2). To demonstrate this
is feasible with data coming from a non-trivial target density
on the sphere S2 (i.e. that would require a large number
of mixture components from simpler densities such as von
Mises), we created a dataset of samples on the sphere com-
ing from a density shaped as Earth’s continental map as
shown in Figure 11 (left).
We trained a flow built from stacking two autoregressive
flows. Each flow in the stack used circular splines and
standard splines on the interval. The model was trained to
maximize the likelihood of the dataset for 100,000 training
steps. Both splines used Ks = 80 segments. The neural
networks producing the spline parameters are the same as
for the other experiments. In Figure 11 (middle) we show
samples from the learned model overlaid on Earth’s map
and in Figure 11 (right) we show a heat map of the learned
density.
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Figure 9. Learning a non-axis-aligned density on S2 using Equations (12) to (14) with and without composing with a learnable rotation.
We compare Mo¨bius-spline flow (MS) (Ks = 32, Km = 12), learnable rotation composed with MS (Rot ◦ MS), small MS (Ks = 3,
Km = 3) (SMS) and learnable rotation composed with SMS (Rot ◦ SMS). We observed no substantial differences between these models,
suggesting that the particular choice of axis inside the flow has no impact on performance.
Figure 10. Learning the posterior density over joint angles of a 6-link 2D robot arm. We used an autoregressive Mo¨bius flow on the torus
T6 to approximate the posterior density of joint angles resulting in a Gaussian mixture density for the tip of the robot arm. Left: The heat
map shows the target density for the tip of the robot arm, a Gaussian mixture with two modes with centres at (−0.5, 0.5) and (0.6,−0.1).
White paths show arm configurations sampled from the learned model in angle space converted to position space. Right: Density of the
tips of the robot arm using samples from the learned model.
Figure 11. Learning a complex density from data samples using autoregressive spline flows. Left: Target density from which i.i.d. data
samples were generated. Middle: Model samples overlaid on target density; Right: Heat map of the learned density.
