We prove that the homotopy groups of the oriented matroid Grass-
Introduction
The combinatorial Grassmannian was rst de ned in 6], and was discussed in more detail in 8] . Below is a brief introduction and summary of previously known results. case is the set of diameters of the unit sphere given by an arrangement of hyperplanes in R k .) The Topological Representation Theorem of Folkman and Lawrence says that any oriented matroid can be realized by an arrangement of pseudospheres, and that every arrangement of pseudospheres gives an oriented matroid.
The axioms of oriented matroids are strong enough to describe much of the geometry of hyperplane arrangements. For instance, there is a natural notion of linear independence of elements of an oriented matroid, corresponding to independence of the normal vectors of a set of hyperplanes.
The rank of an oriented matroid M is de ned to be the order of a maximal independent set of elements of M. We can also de ne an analog to moving an arrangement of hyperplanes into more special position: this is called a specialization or weak map M 1 ; M 2 of oriented matroids (cf. 3], Section 7.7). One special case of this we will be using often is deletion. Let M 1 be an oriented matroid, and let M 2 be the oriented matroid obtained from M 1 by setting some elements equal to 0. Then M 2 is a specialization of M 1 .
Let MacP(k; n) denote the set of all rank k oriented matroids with el-ements f1; There is a very natural map from elements in G(k; R n ) to the realizable oriented matroids in MacP(k; n). Let V be an element of G(k; R n ), and let fH 1 ; : : : ; H n g be the coordinate hyperplanes in R n . Then A V = fV \ H i : i 2 f1; 2; : : : ; ngg is an arrangement of n (possibly degenerate) hyperplanes in V = R k , and thus A V gives an element of MacP(k; n). If M is a realizable oriented matroid in MacP(k; n), let U M = fV 2 G(k; R n ) : M is the oriented matroid given by A V g. The set of all such U M gives a strati cation of G(k; R n ). MacPherson then showed there is a triangulation of G(k; R n ) respecting this strati cation, giving the following theorem. It is not hard to see that this triangulation and map lift to a triangulation of the oriented Grassmannian OG(k; R n ) and a simplicial map OG(k; R n ) ! O MacP(k; n).
The hope is that the map c preserves much of the topology of G(k; R n ). The Topological Representation Theorem implies that c is a homeomorphism if k = 1. If k = 2 then Babson ( 1] ) showed that the two spaces are homotopy equivalent. Because there is a natural duality MacP(k; n) = MacP(n ?k; n) (cf. Section 3.4 in 3]), similar results for MacP(n ? 1; n) and MacP(n ? 2; n) follow immediately. For general k and n, the only previous result on homotopy groups was the observation (cf. 8]) that 0 ( MacP(k; n)) = 0 ( O MacP(k; n)) = 0. There is ample reason to doubt that c is a homotopy equivalence in general. For instance, c is not surjective (it misses all the non-realizable oriented matroids), and Mn ev proved ( 7] ) that the strata U M are not contractible { in fact, U M can have the topology of any semialgebraic set ( 7] ). There is an obvious inclusion : MacP(k; n ? 1) ! MacP(k; n): Thus we can take the direct limit and de ne MacP(k; 1). This is the classifying space for rank k \matroid bundles", de ned in 6]. Theorem 4.3 will imply that gives isomorphisms of homotopy groups for su ciently large n, leading to: Corollary 1.2 : i ( MacP(k; n ? 1)) ! i ( MacP(k; n)) is an isomorphism if n > k(i + 2) and a surjection for n > k(i + 1).
Thus the homotopy groups of MacP(k; 1) can be calculated from those for nite MacPhersonians. In terms of non-realizability, this result suggests that much of the non-realizability phenomena of general MacPhersonians can be completely understood by studying those with relatively small n. Let X be a simplicial complex, and s : X ! MacP(k; n) be a poset map. This section describes several ways to obtain maps s 0 : X 0 ! MacP(k; n) homotopic to s. In each case X 0 is PL equivalent to X. Proof: Certainly every minimal element of MacP(k; n) is in MacP hk+2i (k; n). For any 2 X, de ne ( ) to be 0 if s( ) 2 MacP hk+2i (k; n), and the maximal length of a chain in MacP(k; n) from s( ) to a maximal element of MacP hk+2i (k; n) otherwise. The proof is by induction on max 2X ( ): if this maximum is greater than 0, we give a homotopy of s to reduce it. Again, assume s is in canonical form. By the previous lemma, there exists a sequence of stellar homotopies on the 1-skeleton X (1) of X resulting in a map X (1) ! MacP hk+1i (k; n). We can carry out the same stellar homotopies in X, resulting in a subdivision X 1 of X and s 1 : X 1 ! MacP(k; n) such that, for every 2-simplex of X, the subdivision of the boundary of maps to MacP hk+1i (k; n). Then we may take a lowering homotopy to put the map into canonical form.
Let be a simplex of X with ( ) maximal. If the subdivision L of the boundary of has only three 1-simplices, then jE(s( ))j = j 2 E(s 1 ( ))j k + 2. In fact, even if exactly one of these three 1-simplices did not map to (In fact, we will give an element of the homotopy class c which is a homeomorphism.)
Proof: We will show that for any M 2 MacP 
QED
Given that c gives a surjection in 1 , we could also see that this c is an isomorphism by noting that 1 (G(k; R n )) = Z 2 and that MacP(k; n) has a connected double cover O MacP(k; n), and hence j 1 (MacP(k; n))j 2. We can now conclude that O MacP(k; n) is the universal cover of MacP(k; n), hence is simply connected. In the process of getting v out of link( ), we have introduced no new vertices whose oriented matroids have elements greater than or equal to y, and so by this process we get y out of link( ).
We have now done the hard work for proving Theorem 4.3: Proof: We may assume s to be in canonical form. Let y be the largest element in v2X E(s(v)), and assume y > k(i+1). Let be a 0-simplex of X with y 2 E(s( )). Then by Lemma 4.4, we may assume 2link( ) E(s( )) ki]. Since jE(s( ))j = k and E(s( )) contains an element not in k(i + 1)], there is some z in k(i + 1)]n( 2star( ) E(s( ))). We obtain a map s 0 by adding z parallel to y at the oriented matroid corresponding to each simplex of star( ). This is a raising homotopy of s, and E(s 0 ( )) has a basis B not containing y. Using this B, we take a stellar homotopy at . In this way we can remove y from the image of each 0-simplex of X. Any lowering homotopy to canonical form will send each simplex of star( ) to an oriented matroid which is 0 on y. 
