Abstract-In ontology-mediated querying, description logic (DL) ontologies are used to enrich incomplete data with domain knowledge which results in more complete answers to queries. However, the evaluation of ontology-mediated queries (OMQs) over relational databases is computationally hard. This raises the question when OMQ evaluation is efficient, in the sense of being tractable in combined complexity or fixed-parameter tractable. We study this question for a range of ontology-mediated query languages based on several important and widely-used DLs, using unions of conjunctive queries as the actual queries. For the DL ELHI ⊥ , we provide a characterization of the classes of OMQs that are fixed-parameter tractable. For its fragment ELH dr ⊥ , which restricts the use of inverse roles, we provide a characterization of the classes of OMQs that are tractable in combined complexity. Both results are in terms of equivalence to OMQs of bounded tree width and rest on a reasonable assumption from parameterized complexity theory. They are similar in spirit to Grohe's seminal characterization of the tractable classes of conjunctive queries over relational databases. We further study the complexity of the meta problem of deciding whether a given OMQ is equivalent to an OMQ of bounded tree width, providing several completeness results that range from NP to 2EXPTIME, depending on the DL used. We also consider the DL-Lite family of DLs, including members that, unlike ELHI ⊥ , admit functional roles.
I. INTRODUCTION
An ontology-mediated query (OMQ) is a database query enriched with an ontology that contains domain knowledge [11] , [13] , [14] . Adding the ontology serves the purpose of delivering more complete answers to queries and of enriching the vocabulary available for querying. Ontologies are often formulated in description logics (DLs), a family of ontology languages that has emerged from artificial intelligence, underlies the OWL 2 recommendation for ontology languages on the web, and whose members can be seen as decidable fragments of (two-variable guarded) first-order logic [4] . The actual queries in OMQs are typically conjunctive queries (CQs), unions of CQs (UCQs), or fragments thereof, query languages that are at the heart of relational databases [1] .
An OMQ language is a pair (L, Q) with L an ontology language and Q a query language [13] . Depending on the OMQ language chosen, the computational cost of evaluating OMQs can be high. Both the combined complexity and the data complexity of OMQ evaluation have received considerable interest in the literature, where data complexity means that the OMQ is fixed while the database is treated as an input, in line with the standard setup from database theory. The combined complexity ranges from PTIME [8] , [9] , [12] to at least 2EXPTIME [21] , [32] , [35] . Regarding the data complexity, there is an important divide between DLs that include negation or disjunction and induce CONP-hardness, and DLs that do not [16] , [20] , [27] , [30] . Studying the data complexity of the former has turned out to be closely related to the complexity of constraint satisfaction problems (CSPs) [13] .
In this paper, we explore the frontiers of two important notions of OMQ tractability, PTIME combined complexity and fixed-parameter tractability (FPT) where the parameter is the size of the OMQ. We believe these to be more realistic than PTIME data complexity given that ontologies can get large. In fact, hundreds or thousands of logical statements are not unusual in real world ontologies, and this can even go up to hundreds of thousands in extreme but important cases such as SNOMED CT [41] . However, there are only few OMQ languages that have PTIME combined complexity or are FPT without imposing serious restrictions on the shape of the query or the ontology. An example for the former is (ELH dr ⊥ , AQ) where · dr stands for domain and range restrictions and AQ refers to the class of atomic queries of the form A(x), A a concept name; this result is implicit in [33] . An example for FPT is (ELHI ⊥ , AQ); we are not aware of this being stated explicitly anywhere, but it is not too hard to prove using standard means. Both ELH dr ⊥ and ELHI ⊥ are widely used DLs that underpin profiles of the OWL 2 recommendation [37] . One should think of the former as an important DL without negation and disjunction, and of the latter as an important DL in which basic reasoning problems such as subsumption are still in PTIME. Note that the unrestricted use of CQs and UCQs rules out both of the considered complexities since (U)CQ-evaluation is NP-complete in complexity and W [1] hard, thus most likely not fixed-parameter tractable [24] .
A remarkable result by Grohe precisely characterizes the (recursively enumerable) classes of CQs over schemas of bounded arity that can be evaluated in PTIME [25] : this is the case if and only if for some k, every CQ in the class is equivalent to a CQ of tree width k, unless the assumption from parameterized complexity theory that FPT = W [1] fails. Grohe's result also establishes that PTIME complexity and FPT coincide for evaluating CQs. A generalization to UCQs is in [17] , more details are given in Sections II and III.
Our main contribution is to establish the following, under the widely-held assumption that FPT = W [1] :
classes in which each OMQ is equivalent to an OMQ of bounded tree width (Section IV); 2) a precise characterization of classes of OMQs from (ELH dr ⊥ , UCQ) that admit PTIME evaluation as those classes in which each OMQ is equivalent to an OMQ of bounded tree width (Section V), where an OMQ has bounded tree width if the actual query in it has. Regarding Point 1, we also observe that the runtime of the FPT algorithm can be made single exponential in the parameter. In Point 2, we work under the assumption that the ontology does not introduce relations beyond those admitted in the database; such additional relations are introduced to enrich the vocabulary available for querying, bearing a similarity to views in relational databases [31] . Given that ELH dr ⊥ is a fragment of ELHI ⊥ , Points 1 and 2 imply that PTIME complexity and FPT coincide in (ELH dr ⊥ , UCQ). To prove the 'upper bound' of Point 2, we use existential pebble games adapted in a careful way to OMQs. For the rather non-trivial 'lower bound', we build on Grohe's result. Here, the fact that OMQs can introduce additional relations results in serious challenges; in fact, several fundamental techniques that are standard in relational databases must be replaced by more subtle ones.
Related to our second main result, it has been shown in in [12] that whenever Q is a class of CQs that can be evaluated in PTIME, then the same is true for OMQs from (ELH, Q). In particular, Q might be the class of CQs of tree width bounded by some k. Our tractability results are stronger than this: adding an ontology can lower the complexity of a (U)CQ and it is in fact not hard to see that there are classes of OMQs from (EL, CQ) that can be evaluated in PTIME, but the class of CQs used in them cannot. In our characterizations, equivalence to an OMQ Q of bounded tree width includes the case that Q uses a different ontology than the original OMQ. We also show, however, that in most of the studied cases there is no benefit in changing the ontology. More loosely related studies of the combined complexity of OMQs in which the ontology is formulated in fragments of ELHI ⊥ such as DL-Lite R and DL-Lite R horn , important in ontology-based data integration, and where the queries have bounded tree width are in [8] , [9] .
We further study the complexity of the meta problem of deciding whether a given OMQ is equivalent to an OMQ of bounded tree width (Section VI). Decidability is needed for the characterizations described above, but we also consider this question interesting in its own right. Our results range from Π p 2 between (DL-Lite R , CQ) and (DL-Lite R horn , UCQ) via EXPTIME between (EL, CQ) and (ELH dr ⊥ , UCQ) to 2EX-PTIME between (ELI, CQ) and (ELHI ⊥ , UCQ); all these are completeness results. As an important special case, we consider the full database schema, meaning that the ontology cannot introduce additional relations. There, the complexity drops considerably, to NP, NP, and EXPTIME, respectively. The case of the full schema is also interesting because it admits constructions that are close to the case of relational databases, such as (a suitably adapted version of) retracts. We remark that when the schema is full, the problems studied here are closely related to the evaluation of (U)CQs of bounded tree width over relational databases with integrity constraints [6] . However, the constraints languages considered there are different from ontology languages and the connection breaks when the schema is not full.
Finally, we take a first glimpse at ontology languages that include a form of counting, more precisely at DL-Lite F , in which some binary relations can be declared to be partial functions (Section VII). This turns out to be closely related to the evaluation of UCQs over relational databases in the presence of key dependencies, as studied by Figueira [23] . We show that evaluating OMQs that are equivalent to an OMQ of tree width bounded by some k is in FPT and even in PTime when k = 1, and that the meta problem of deciding whether an OMQ belongs to this class is decidable in 3EXPTIME and NP-complete when k = 1. In this part, we assume the full database schema and Boolean queries. For the case k > 1, we additionally assume that the ontology cannot be changed.
Most of the proof details are deferred to the appendix, available at http://www.informatik.uni-bremen.de/tdki.
II. PRELIMINARIES

A. Databases and Queries
Databases. Let N C , N R , and C be countably infinite sets of concept names, role names, and constants, respectively. A database D is a finite set of facts of the form A(a) and r(a, b) where, here and in the remainder of the paper, A ranges over N C , r ranges over N R , and a, b range over C. We denote by dom(D) the set of constants used in D and sometimes write r − (a, b) ∈ D in place of r(b, a) ∈ D. A schema S is a set of concept and role names. An S-database is a database that uses only concept and role names from S. Note that as usual in the context of DLs, databases can only refer to unary and binary relations, i.e., concept and role names, but not to relations of higher (or lower) arity. We shall sometimes consider also infinite databases and then say so explicitly.
A homomorphism from database
For a database D and tuple (or set) a of constants, we write D| a to denote the restriction of D to facts that involve only constants from a.
Conjunctive Queries. A conjunctive query (CQ) is of the form q = ∃y ϕ(x, y), where x and y are tuples of variables and ϕ(x, y) is a conjunction of atoms of the form A(x) and r(x, y) with x, y variables. We call x the answer variables of q, y the quantified variables, and use var(q) to denote x∪y. We take the liberty to write α ∈ q to indicate that α is an atom in q and sometimes write r − (x, y) ∈ q in place of r(y, x) ∈ q. We neither admit equality atoms nor constants in CQs, but all results in this paper remain valid when both are admitted.
Every CQ q can be seen as a database D q by dropping the existential quantifier prefix and viewing variables as constants. A homomorphism from q to a database D is a homomorphism from D q to D. We write D |= q(a) and call the tuple of constants a an answer to q on D if there is a homomorphism h from q to D with h(x) = a, x the answer variables of q. Moreover, q(D) denotes the set of all answers to q on D.
A union of conjunctive queries (UCQ) q is a disjunction of one or more CQs that all have the same answer variables. Answers to a UCQ q are defined in the expected way, and so is q(D). The arity of a (U)CQ q is defined as the number of answer variables in it, and we use the term Boolean interchangeably with 'arity zero'.
A homomorphism from a CQ q 1 (x) to a CQ q 2 (x) is a homomorphism h from D q1 to D q2 such that h(x) = x. We write q 1 → q 2 if such a homomorphism exists. For a CQ q and tuple (or set) z of variables, the restriction q| z of q to the variables in z is defined in the expected way (it might involve a change of arity).
Tree Width. The evaluation problem for CQs takes as input a CQ q(x), a database D, and a candidate answer a, and asks whether a ∈ q(D). While in general the evaluation problem for CQs is NP-complete, it becomes tractable for CQs of bounded tree width [18] . The notion of tree width of a CQ, which is central to our work, is introduced next.
A tree decomposition of an undirected graph
The width of D is max t∈V D |µ(t)| − 1 and the tree width of G is the smallest width of any tree decomposition of G.
Each database D is associated with an undirected graph (without self loops) G D , its Gaifman graph, defined as follows: the nodes of G D are the constants in D and there is an edge {a, b} iff D contains a fact that involves both a and b. Each CQ q is associated with the directed graph G q = G Dq . We can thus use standard terminology from graph theory for databases and CQs, e.g. saying that a database D is connected and speaking about the tree width of D (when D contains no binary facts, we define its tree width to be 1). There is an exception, though. The tree width of a CQ q = ∃y ϕ(x, y) is defined in a more liberal way, namely as the tree width of G q|y (and 1 if q| y contains no binary atoms). For every k ≥ 0, a CQ k is a CQ of tree width at most k and a UCQ k is a union of CQ k s with the same answer variables.
B. Description Logics and Ontology-Mediated Queries
Concepts and Ontologies. We introduce several widely used description logics, see [4] for more details. An ELI ⊥ -concept is formed according to the syntax rule
An expression r − is an inverse role and a role is a role name or an inverse role. As usual, we identify (r − ) − with r. An EL ⊥ -concept is an ELI ⊥ -concept with no inverse roles.
An ELHI ⊥ -ontology is a finite set of ELI ⊥ -concept inclusions of the form C D, with C, D ELI ⊥ -concepts, and role inclusions of the form r s, with r, s roles. In the name ELHI ⊥ , the letter H indicates that role inclusions are admitted, I indicates that inverse roles are admitted, and · ⊥ indicates that the ⊥-concept may be used. It should thus also be clear what we mean by an EL-ontology, an ELH ⊥ -ontology, and so on. An ELH dr ⊥ -ontology is an ELH ⊥ -ontology that additionally admits range restrictions ∃r − . C with r a role name and C an EL ⊥ -concept. Note that · dr stands for domain and range restrictions, where domain restrictions are simply EL ⊥ -concept inclusions of the form ∃r.
C. We assume without loss of generality, and without further notice, that the ⊥-concept occurs only in concept inclusions of the form C ⊥, where C does not contain ⊥.
Semantics. The semantics of ontologies is defined based on interpretations, relational structures that interpret only relations of arity one and two. We choose a presentation here that is slightly nonstandard, but equivalent to the usual one [4] : an interpretation is a finite or infinite database I with dom(I) = ∅. Each ELI ⊥ -concept C and role r is associated with an extension C I , resp. r I , according to Note that standard reasoning tasks, e.g., the consistency of a given database with a given ontology, are in PTIME in ELH dr ⊥ and EXPTIME-complete between ELI ⊥ and ELHI ⊥ [4] . Note also that all the DLs defined above can be translated into (two-variable guarded) first-order logic in a standard way [4] .
Ontology-Mediated Queries. An ontology-mediated query (OMQ) takes the form Q = (O, S, q) with O an ontology, S a schema (which indicates that Q will be evaluated over Sdatabases), and q a query. The arity of Q is the arity of q. We write Q(x) to emphasize that the answer variables of q are x. When S = N C ∪ N R , then we denote it with S full and speak of the full schema. It makes perfect sense to use a non-full schema S while referring to concept and role names from outside S in both the ontology O and query q. In fact, enriching the schema with additional symbols is one main application of ontologies in querying [3] . This is similar to the distinction between extensional and intensional relations in Datalog [1] .
Consider an OMQ Q(x) and an S-database D. A tuple a ∈ dom (D) |x| is an answer to Q on D, written D |= Q(a), if I |= q(a) for all models I of D and O. We write Q(D) for the set of answers to Q on D.
We use (L, Q) to refer to the OMQ language in which the ontology is formulated in L and where the actual queries are from Q, e.g., (EL ⊥ , CQ) and (ELHI ⊥ , UCQ). As usual, we write |O| for the size of a syntactic object O such as an OMQ, an ontology, or a conjunctive query, that is, the number of symbols needed to write O where concept names, role names, variables names, and the like count as one.
The Chase. The chase is a widely used tool in database theory that allows us, whenever a database is consistent with an ELHI ⊥ -ontology O, to construct a universal model of D and O that enjoys many good properties; cf., [1] , [34] .
Let O be an ELHI ⊥ -ontology. Intuitively, the chase of D with respect to O, denoted ch O (D), is the potentially infinite interpretation I that is obtained in the limit of recursively applying the following two rules on D, based on the inclusions in O:
In Rule 1, 'add D(a) to I' means to add to I a finite treeshaped database that represents the ELI-concept D, identifying its root with a. For example, the concept A ∃r.(B ∃s. ) corresponds to the database {A(a), r(a, b), B(b), s(b, c)}. Our chase is oblivious, a formal definition can be found in the appendix. We sometimes apply the chase directly to a CQ q, implicitly meaning its application to the database D q . The following lemma summarizes the main properties of the chase. 
C. Parameterized Complexity
We study the evaluation problem for OMQs (defined below) both in terms of a traditional complexity analysis and in terms of its parameterized complexity; cf., [24] . A parameterized problem over an alphabet Σ is a pair (P, κ), with P ⊆ Σ * a decision problem and κ a parameterization of P , that is, a PTIME computable function κ : Σ * → N. A prime example is p-CLIQUE, where P is the set of all pairs (G, k) with G an undirected graph that contains a k-clique and κ(G, k) = k.
A problem (P, κ) is fixed-parameter tractable (fpt) if there is a computable function f : N → N and an algorithm that decides P in time |x|
, where x denotes the input. We use FPT to denote the class of all parameterized problems that are fpt. Notice that FPT corresponds to a relaxation of the usual notion of tractability: a problem in PTIME is also in FPT, but the latter class also contains some NP-complete problems.
An fpt-reduction from a problem (
An important parameterized complexity class is W[1] ⊇ FPT. Hardness for W [1] is defined in terms of fpt-reductions. It is believed that FPT = W [1] , the status of this problem being comparable to that of PTIME = NP. Hence, if a pa-
-hard problem is precisely p-CLIQUE [19] .
III. OMQ EVALUATION AND SEMANTIC TREE-LIKENESS A. OMQ Evaluation
The main concern of this work is the evaluation problem for classes of OMQs Q, defined as follows:
We are particularly interested in classifying the complexity of EVALUATION(Q) for all subsets Q of an OMQ language (L, Q) of interest, where we view the latter as a set of OMQs.
We are also interested in the parameterized version of this problem, with the parameter being the size |Q| of the OMQ Q, as customary in the database literature [38] , which we call p-EVALUATION(Q). In particular, if p-EVALUATION(Q) is in FPT, then it can be solved in time |D| O(1) · f (|Q|), for a computable function f : N → N. In general, the evaluation problem for CQs is NP-hard, and its parameterized version W[1]-hard [38] . Therefore, the same holds for the OMQ evaluation problem.
Proposition 1. For any of the DLs
L introduced above, 1) EVALUATION(L, CQ) is NP-hard; 2) p-EVALUATION(L, CQ) is W[1]-hard.
The above hold even when the ontology is empty.
On the other hand, CQ evaluation is tractable if restricted to CQs of tree width bounded by k, for any k. As established by Bienvenu et al., this positive behavior extends to OMQ evaluation in (ELH, CQ k ) [12] , and it is not hard to extend their result to (ELH dr ⊥ , UCQ k ). We refrain from giving details.
Adding inverse roles, however, destroys this property. In fact, evaluation is EXPTIME-complete already in (ELI, CQ), with the lower bound being a consequence of the fact that the subsumption problem in ELI is EXPTIME-hard [5] . Even with inverse roles, however, evaluating OMQs in which the actual queries are of bounded tree width is still fixed-parameter tractable.
for any k ≥ 1, with single exponential running time in the parameter.
B. Semantic Tree-likeness for OMQs
Recall that CQs q and q over schema S are equivalent if q(D) = q (D), for every S-database D. Grohe's Theorem establishes that, under the assumption FPT = W [1] , the classes of CQs that can be evaluated in PTIME over Sdatabases are precisely those of bounded tree width modulo equivalence. Also, fixed-parameter tractability does not add anything to standard tractability in this scenario.
Theorem 1 (Grohe's Theorem [25] ). Let Q be a recursively enumerable class of CQs over a schema S. The following are equivalent, assuming FPT = W[1]:
• the evaluation problem for CQs in Q is in PTIME;
• the evaluation problem for CQs in Q is in FPT;
• there is a k ≥ 1 such that every q ∈ Q is equivalent to a CQ q in CQ k .
Interestingly, the notion that characterizes tractability in this case, namely, being of bounded tree width modulo equivalence, is decidable. Recall that a retract of a CQ q is a homomorphic image q of q that is also equivalent to q, and a core of q is a maximum retract of it, i.e., a retract that admits no further retractions [26] . It can be proved that a CQ q is equivalent to a CQ q in CQ k , for k ≥ 1, iff the core of q is in CQ k . This problem is NP-complete, for each k ≥ 1 [18] . There is also a natural generalization of this characterization and of Theorem 1 to the class of UCQs [17] .
At this point, it is natural to ask whether it is possible to obtain a characterization of the classes of OMQs that can be efficiently evaluated, in the style of Theorem 1 and, in particular, whether a suitably defined notion of "being equivalent to a query of small tree width" for OMQs exhausts tractability or FPT for OMQ evaluation, as is the case in Grohe's Theorem. The following definition introduces such a notion. Notice that equivalence is applied no longer on the level of the (U)CQ, but to the whole OMQ.
we say that Q is UCQ k -equivalent while preserving the ontology.
Likewise, we define CQ k -equivalence and CQ k -equivalence while preserving the ontology. In informal contexts, we may refer to (U)CQ k -equivalence as semantic tree-likeness. We denote by (L, Q)
is the restriction of (ELHI ⊥ , CQ) to OMQs that are equivalent to an OMQ from (ELHI ⊥ , UCQ k ).
q : Example 1. We first illustrate that the ontology can have an impact on tree width. To this end, consider the OMQ Q 1 = (O 1 , S full , q) from (EL, CQ) given by
see also Figure 3 . Then q is a core of tree width 2, and thus not equivalent to a CQ of tree width 1. Yet Q is from (EL, CQ)
as it is equivalent to the OMQ (O 1 , S full , q| {x1,x2,x3} ) in which the CQ has tree width 1.
We next show that the schema can have an impact as well. This is in a sense trivial as every OMQ based on the empty schema has tree width 1. The following example is more interesting. Let Q 2 = (O 2 , S full , q) where
Then it is not hard to see that Q 2 is not in (ELHI ⊥ , CQ)
If, however, the concept name A 1 is omitted from the schema, then Q 2 is equivalent to the OMQ (O 2 , S full \ {A 1 }, q ) where
and thus in (EL, CQ)
. To see this, take a homomorphism h from q to I = ch O2 (D) for any
2 . In the former case, we obtain from h a homomorphism from q to I by setting h(x 4 ) = h(x 2 ), in the latter case we set h(x 3 ) = h(x 1 ).
In general, CQ k -equivalence and UCQ k -equivalence do not coincide, i.e., sometimes it is possible to rewrite into a disjunction of tree-like CQs, but not into a single one. Proposition 4. In (ELI, CQ), the notions of CQ 1 -equivalence while preserving the ontology and UCQ 1 -equivalence while preserving the ontology do not coincide.
On the other hand, CQ k -equivalence and UCQ k -equivalence coincide in (ELIH ⊥ , UCQ), for all k ≥ 1, when we restrict our attention to the full schema (see Corollary 2 below).
A Characterization of Semantic Tree-likeness. We provide a characterization of when an OMQ Q is UCQ k -equivalent. But first we need some auxiliary terminology.
A CQ q is a contraction of a CQ q if it can be obtained from q by identifying variables. When an answer variable x is identified with a non-answer variable y, the resulting variable is x; the identification of two answer variables is not allowed.
, where q a denotes the UCQ that consists of all contractions of a CQ from q of tree width at most k. By construction, Q a ⊆ Q, and in this sense Q a is an approximation of Q from below. The following result gives two central properties of Q a , in particular that it is the best possible such approximation.
Let Q = (O, S, q). The proof of Point 1 uses the fact that a homomorphism from q to ch O (D) gives rise to a collapsing of q whose tree width is not larger than that of D. For Point 2, we 'unravel' the input database into a database of tree width at most k and apply Point 1.
We obtain the following key corollary; '3 ⇒ 2' and '2 ⇒ 1' are immediate, while '1 ⇒ 3' follows from Theorem 2.
Corollary 1. Let Q be an OMQ from (ELHI ⊥ , UCQ) and k ≥ 1. The following are equivalent: 1) Q is UCQ k -equivalent; 2) Q is UCQ k -equivalent while preserving the ontology; 3) Q is equivalent to its UCQ k -approximation.
In (ELHI ⊥ , UCQ), the notion of UCQ k -equivalence thus coincides with UCQ k -equivalence while preserving the ontology. Moreover, Corollary 1 implies decidability of UCQ kequivalence since OMQ containment is decidable in the OMQ languages considered in this paper [7] . This is further elaborated in Section VI.
Full Schema. We now study the case of OMQs based on the full schema, which admits constructions that are close to the case without ontologies. Recall that in the latter case, a CQ is equivalent to a CQ k iff its core has tree width at most k. The core, in turn, is defined as the maximum retract. When ontologies are added, there is no longer an equivalent of the core that enjoys good properties. We show, however, that when the schema is full, we can develop a notion of maximum retracts (whose definition involves the chase) such that, for the purposes of this paper, any maximum retract can play the role that the core plays in the case without ontologies.
Let q(x) be a CQ and O an ELHI ⊥ -ontology. An Oretraction on q is a homomorphism h from q to ch O (q) such that h is the identity on x and on all variables in the range of h. We use ran + (h) to denote the range of h extended with all those x ∈ var(q) such that some fresh constant in the subdatabase of tree width 1 that the chase has generated below x is in the range of h. When h is an O-retraction on q, then the restriction q h of q to ran + (h) is an O-retract of q. Let Q = (O, S full , q). A rewriting of Q is an OMQ Q = (O, S full , q ) where q can be constructed as follows:
1) choose an O-retract q h of q and set q = q h ; 2) for each C D ∈ O and x ∈ C Dq ∩ dom(q ), let q C be C viewed as a CQ using fresh variables and add q C to q , identifying x with the root of q C .
We
In what follows, we show that full rewritings of OMQs can play the role that the core plays for CQs without an ontology when analyzing semantic tree-likeness. We first observe, however, that full rewritings need not be unique.
Example 2. Let Q = (O, S full , q) with O = {A ∃r.B, B A ∃r.B} and q() = ∃x∃y (A(x) ∧ r(x, y) ∧ B(y)). Then both q 1 () = ∃x A(x) and q 2 () = ∃x B(x) are O-retracts of q. Moreover, both (O, S full , q 1 ) and (O, S full , q 2 ) are full rewritings of Q, where q 2 = ∃x (A(x) ∧ B(x)).
We observe next that an OMQs is equivalent to any of its rewritings.
We now establish the main property of rewritings: an OMQ from (ELHI ⊥ , CQ) based on the full schema is UCQ kequivalent iff some or all of its rewritings (which is equivalent) fall into (ELHI ⊥ , CQ k ). In this sense, rewritings behave like a core for CQs without an ontology.
Theorem 3. Let Q = (O, S full , q) be a non-empty OMQ from (ELHI ⊥ , CQ) and k ≥ 1. The following are equivalent:
2) Q has a rewriting that falls within (ELHI ⊥ , CQ k ); 3) some full rewriting of Q falls within (ELHI ⊥ , CQ k ); 4) all full rewritings of Q fall within (ELHI ⊥ , CQ k ).
The interesting part of the proof is '1 ⇒ 4'. It works by showing that if Q = (O, S, q ) ∈ (ELHI ⊥ , UCQ k ) is equivalent to Q and Q f = (O, S, q f ) is a full rewriting of Q, then there is an injective homomorphism from q f to ch O (D p ) for some CQ p in the UCQ q , and thus the tree width of q f is bounded by that of q . We obtain the following corollary.
Corollary 2. In (ELHI ⊥ , CQ) based on the full schema, CQ k -equivalence and UCQ k -equivalence coincide, for k ≥ 1.
IV. FIXED-PARAMETER TRACTABILITY
The aim of this section is to establish the following theorem. 
We remark that Theorem 4 also covers OMQs where the ontology is formulated in DL-Lite R horn , introduced in Section VI. Below, we state the two directions of Theorem 4 as separate theorems, starting with the much simpler '2 ⇒ 1' direction.
Theorem 5. p-EVALUATION((ELHI
The above follows from Corollary 1, which states that an OMQ from (ELHI ⊥ , UCQ) ≡ UCQ k is equivalent to its UCQ kapproximation Q a ∈ (ELHI ⊥ , UCQ k ), and Proposition 3. Now for the rather non-trivial '1 ⇒ 2' direction, which we consider a main achievement of this paper.
As stated in Theorem 1, Grohe established a characterization of those classes of Boolean CQs that can be evaluated in PTIME combined complexity [25] , a special case of Theorem 4 where ontologies are empty and schemas are full. The 'lower bound part' of Grohe's proof is by fpt-reduction from p-CLIQUE, a W[1]-hard problem. We prove Theorem 6 by following the same approach, carefully reusing a central construction from [25] . For k, ≥ 1, the k × -grid is the graph with vertex set {(i, j) | 1 ≤ i ≤ k and 1 ≤ j ≤ } and an edge between (i, j) and (i , j ) iff |i − i | + |j − j | = 1. A minor of an undirected graph is defined in the usual way, see, e.g., [25] . When k is understood from the context, we use
The following is what we use from Grohe's proof.
Theorem 7 (Grohe).
Given an undirected graph G = (V, E), a k > 0, and a connected S-database D such that G D contains the k × K-grid as a minor, one can construct in time f (k) · poly(|G|, |D|) an S-database D G such that: 1) there is a surjective homomorphism h 0 from D G to D such that for every edge {a, b} in the Gaifman graph of
A careful analysis of [25] reveals that the proof given there establishes Theorem 7 without the 'such that' part of Condition (1), which we need to deal with role inclusions. That part, however, can be attained by first suitably switching from the original schema to a schema that is based on sets of relations from the original one, then applying Grohe, and then switching back.
To avoid overly messy notation, we first prove Theorem 6 for the case where Q ⊆ (ELHI ⊥ , CQ) consists only of Boolean OMQs. In the appendix, we explain how to extend the proof to the non-Boolean case, and from CQs to UCQs.
For the fpt-reduction from p-CLIQUE, assume that G is an undirected graph and k ≥ 1 a clique size, given as an input to the reduction. By Robertson and Seymour's Excluded Grid Theorem, there is an such that every graph of tree width exceeding contains the k × K-grid as a minor [39] . By our assumption on Q, we find an OMQ Q = (O, S, q) from Q such that Q / ∈ (ELHI ⊥ , CQ) ≡ UCQ . Since the choice of Q is independent of G and since it is decidable whether an OMQ from (ELHI ⊥ , CQ) belongs to (ELHI ⊥ , CQ) ≡ UCQ by Theorem 11 in Section VI, we can simply enumerate the OMQs from Q until we find Q.
Let Q a be the UCQ -approximation of Q. Note that any Sdatabase D with D |= Q and D |= Q a must be of tree width exceeding since Q a is equivalent to Q on S-databases of tree width at most by Theorem 2. Thus D contains the k×K-grid as a minor, which enables the application of Theorem 7. We could find such D by brute force enumeration and then hope to show that D G |= Q iff there is a homomorphism h from D to D G such that h 0 (h(·)) is the identity and thus, by Theorem 7, iff G contains a k-clique. This would in fact be easy if O was empty and S was full since then we could assume D to be isomorphic to q, but neither of this is guaranteed. As we show in the following, however, it is possible to construct D in a very careful way so that its relational structure is sufficiently tightly linked to q to enable the reduction.
A. The Construction of the Database
Injective homomorphisms are an important ingredient to identifying D since they link a CQ much closer to a database than non-injective homomorphisms. In fact, a main idea is to construct D such that for some contraction q c of q: if q c maps to ch O (D G ) but only in terms of injective homomorphisms, then the same is true for q c and ch O (D).
For a database D and a Boolean CQ p, we write D |= io p if D |= p and all homomorphisms h from p to D are injective. Here, 'io' stands for 'injectively only'. We start with a simple observation. Let q 1 , . . . , q n be the maximal connected components of q. For 1 ≤ i ≤ n, let Q i = (O, S, q i ). We can assume w.l.o.g. that Q i ⊆ Q j for all i = j because if this is not the case, then we can drop the component q j from q and the resulting OMQ is equivalent to Q. Since Q / ∈ (ELHI ⊥ , CQ)
≡ UCQ for some w, with 1 ≤ i ≤ n. From now on, we use Q a to denote the UCQ -approximation of Q w (rather than of Q), which we also compute as part of the reduction.
To achieve the desiderata for D mentioned above, we next identify an S-database D such that D |= Q w and D |= Q a and, additionally, if ch O (D) |= io q c for a contraction q c of q w , then there is no 'less constrained' contraction that does the same, even in databases that homomorphically map to D. Here a contraction q c of q w is less constrained than a contraction q c of q w , written q c ≺ q c , when q c is a proper contraction of q c . We write q c q c when q c ≺ q c or q c = q c . Proof. Since Q / ∈ (EL, CQ) ≡ UCQ and Q a ⊆ Q w , we find an S- The conditions in Lemma 4 are decidable. It can be shown that it suffices to consider databases D of a certain 'pseudo tree shape' (c.f. [7] ) which enables a reduction to satisfiability of monadic second-order logic (MSO) sentences on trees. 2) D has tree width exceeding .
By Point 2 of Lemma 7 and choice of , we have that D contains the k × K-grid as a minor. We can thus apply Theorem 7 to G, k, and D, obtaining an S-database D G and a homomorphism h 0 from D G to D such that Points 1 and 2 of that theorem are satisfied. Recall that q 1 , . . . , q n are the maximal connected components of q, giving rise to OMQs Q 1 , . . . , Q n , and that Q i ⊆ Q j for all i = j. 
B. Correctness of the Reduction
We show in the subsequent lemma that D * G |= Q if and only if G has a k-clique. For a CQ p, we use nt(p) to denote the result of removing all 'dangling trees' from p, where trees might include reflexive loops and multi-edges and 'nt' stands for 'no trees'. Formally, nt(p) is the maximal subset of p (viewed as a set of atoms) such that there is no articulation point x ∈ var(p) that separates nt(p) into components p 1 , p 2 with p 2 of tree width 1. It should be clear that nt(p) is uniquely defined when p is connected and contains a non-tree part, that is, the tree width of p exceeds 1. The range of g must fall into dom(D) since g is injective: if the range of g involved an element from a tree width 1 part of ch O (D + ), added by the transition from D to D + or by the chase, then because of the injectivity of g this gives rise to an articulation point in nt(q c ) that separates nt(q c ) into two components q 1 , q 2 with G q2 a tree, but such an articulation point does not exist. Moreover, the elements of ch O (D + ) that have not been added by the · + -construction or by the chase are precisely those in dom(D).
Moreover, g must satisfy a certain ontoness condition regarding the subset D of ch O (D + ). When we speak of an edge in D, we mean an edge e = {a, b} ⊆ dom(D) in the Gaifman graph of D. We say that g maps an atom r(x, y) ∈ nt(q c ) to e if {g(x), g(y)} = {a, b}. It can be verified that ( †) for every edge e in D, there is an atom in nt(q c ) that g maps to e. Assume to the contrary that g maps no atom in nt(q c ) to an edge {a, b} ∈ D. We show in the appendix that, then the database D 1 obtained from D by removing all binary facts that involve a and b is such that D + 1 |= Q, contradicting the choice of D.
We are now ready to finish the proof. At this point, we know that g is a restriction of h 0 (h(·)), that it is injective, and that its range is a subset of dom(D). In fact, the range of g must be exactly dom(D), by ( †) and since D contains only binary facts. As a consequence, the inverse h 
We show that it is a homomorphism from D to D G , and thus Point 2 of Theorem 7 yields that G contains a kclique, finishing the proof. Let r(a, b) ∈ D. By the ontoness condition ( †), we have that g maps some atom s(x, y) ∈ nt(q c ) to the edge {a, b}. We have already argued that {h(x), h(y)} = {h
there must be some fact s (h(x), h(y)) ∈ D G . By the 'such that' part of Point 1 of Theorem 7 and since {h(x), h(y)} = {h
We explain in the appendix how to extend the above proof to the case where OMQs need not be Boolean, which essentially amounts to choosing also concrete answers along with databases, and then removing and reading the constants from the answers at the right places in the proof. We also explain how to extend the proof from CQs to UCQs. A difficulty lies in identifying a connected component of some CQ in the UCQ q that can play the role of q w in the original proof, despite the presence of the other disjuncts in q. We overcome this be viewing q as a disjunction of conjunctions of connected CQs and rewriting q into an equivalent conjunction of disjunctions of connected CQs.
V. PTIME COMBINED COMPLEXITY
The aim of this section is to establish the following theorem. 1) EVALUATION(Q) is in PTIME combined complexity;
. Therefore, for every Q ∈ Q, there exists Q ∈ (ELHI ⊥ , UCQ k ) such that Q ≡ Q . Since, by Corollary 1, UCQ k -equivalence coincides with UCQ k -equivalence while preserving the ontology, we can assume that
. It thus remains to address the '3 ⇒ 1' direction, that is, to prove the following.
Theorem 9. EVALUATION((ELH
) based on the full schema is in PTIME combined complexity, for any k ≥ 1.
Evaluating an OMQ (O, S, q) from (ELH dr ⊥ , UCQ) is the same as evaluating every OMQ (O, S, p), p a CQ in q, and taking the union of the answer sets. To establish Theorem 9, it thus suffices to prove that EVALUATION((ELH dr ⊥ , CQ)
based on the full schema is in PTIME.
We do this by using a suitable form of existential pebble game. Such games are also employed in the case of CQ evaluation over relational databases, that is, in the special case of Theorem 9 when the ontology is empty [18] , [25] . In that case, the game is played on the CQ q and the input database D, details are given later. When the ontology O is non-empty, a natural idea is to play the pebble game on q and ch O (D) instead, which can be shown to give the correct result. However, ch O (D) need not be finite. There is a way to compute in polynomial time a finite representation of ch O (D) [33] , but using that representation in place of ch O (D) requires to rewrite q in a way that might increase the tree width and as a consequence there is no guarantee that the resulting game delivers the correct result. We thus start by giving a novel characterization of answers to OMQs from (ELH dr ⊥ , CQ) that is tailored towards being verified by existential pebble games.
A. Characterization of OMQ Answers
We require several definitions and preliminaries. Let q be a CQ. A database D is a ditree if the directed graph (dom(D), {(a, b) | r(a, b) ∈ D}) is a tree. Note that multi-edges are admitted while reflexive loops are not. We say that q is a homomorphic preimage of a ditree if there is a homomorphism from q to a ditree database D. Consider the CQ q obtained from q by exhaustively identifying variables x 1 and x 2 whenever there are atoms r(x 1 , y) and s(x 2 , y). It can be verified that q is a homomorphic preimage of a ditree if and only if D q is a ditree. This also means that it is decidable in PTIME whether a given q is a homomorphic preimage of a ditree. If this is the case, then D q is initial among all ditrees D that q is a homomorphic preimage of, that is, D q admits a homomorphism to any such D. We use dtree q (x 0 ) to denote D q viewed as a CQ, constants corresponding to variables, in which the root constant is the only answer variable x 0 and all other variables are quantified. If q is not a homomorphic preimage of a ditree, then dtree q is undefined.
A pair of variables x, y from q is guarded if they are linked by an edge in the Gaifman graph of D q . Let G q 2 be the set of all guarded pairs of variables from q. For every (x, y) ∈ G q 2 with y quantified and for every i ≥ 0, define reach i (x, y) to be the smallest set such that 1) x ∈ reach 0 (x, y) and y ∈ reach 1 (x, y); 2) if z ∈ reach i (x, y), i > 0, and r(z, u) ∈ q, then u ∈ reach i+1 (x, y); 3) if y ∈ reach i+1 (x, y) and r(z, y) ∈ q, then z ∈ reach i (x, y).
Moreover, reach(x, y) = i reach i (x, y). A guarded pair (x, y) is ∃-eligible if q| reach(x,y) is a homomorphic preimage of a ditree. We use dtree (x,y) as a shorthand for dtree q| reach(x,y) .
Informally, (x, y) being ∃-eligible means that in a homomorphism h from q to ch O (D), for some database D and some ELH dr ⊥ -ontology O, atoms r(x, y) ∈ q can 'cross the boundary' between D and the part of ch O (D) generated by the chase in the sense that h(x) ∈ dom(D) and h(y) is mapped to a constant that was introduced by the chase. Note that the chase generates only structures that are ditrees.
Let Q = (O, S full , q) be an OMQ from (ELH dr ⊥ , CQ) and let D be an S-database that is consistent with O. We now define the central notion underlying the announced characterization, called D-labeling of q, which (partially) represents a homomorphism from the CQ q to ch O (D).
An ∃-MCC is a subquery p ⊆ q that constitutes a maximally connected component of q and contains only quantified variables. For an S-database D, we use ch 
, and c) (y) = ((x , y ), (x)) where x ∈ reach 0 (x, y) and y ∈ reach 1 (x, y); 5) if r(x, y) ∈ q and (x) = ((x , y ), a), then (y) = (x); 6) if r(x, y) ∈ q, (y) = ((x , y ), a), and y / ∈ reach 0 (x , y ), then (x) = (y); 7) if r(x, y) ∈ q, (y) = ((x , y ), a), and y ∈ reach 0 (x , y ), then (x) = a; 8) if q is an ∃-MCC of q such that (x) / ∈ dom(D) for every variable x in q , then q is a homomorphic preimage of a ditree and D |= (O, S, ∃x 0 dtree q ). A D-labeling of q represents a homomorphism h from q to ch O (D) with the following conditions. If (z) = a ∈ dom(D), then h(z) = a. If (z) = ∃, then z is in an ∃-MCC of q and mapped to a constant generated by the chase. Finally, if (z) = ((x, y), a), then (the same is true or) h(x) = a ∈ dom(D), h(y) is a constant generated by the chase, and h(z) is in the tree-shaped sub-database of ch O (D) rooted at h(y).
Note that Conditions 1 to 8 can all be verified in polynomial time, essentially because the evaluation of OMQs from (ELH dr ⊥ , CQ) is in PTIME when the actual CQ is tree-shaped; this is implicit in [33] , see also [12] .
an S-database D, and a mapping :
)}, the problem of deciding whether is a D-labeling of q is in PTIME.
B. Existential Pebble Games
We now describe the polynomial time algorithm for evaluating OMQs from (ELH dr ⊥ , CQ) ≡ UCQ k based on the full schema, first recalling the existential k + 1-pebble games from [18] , in a form that does not make pebbles explicit. The game is played between two players, Spoiler and Duplicator, on a CQ q(x), a database D, and a candidate answer a. The positions are pairs (V, h) that consist of a set V of quantified variables from q of size at most k + 1 and a mapping h : V ∪ x → dom(D) such that h(x) = a. The initial position is (∅, ∅). In each round of the game, Spoiler chooses a new set V of size at most k + 1. Then Duplicator chooses a new mapping h : V → dom(D) such that if (V , h ) was the previous position, then h(x) = h (x) for all x ∈ V ∩ V . Spoiler wins when h is not a homomorphism from q| V to D. Duplicator wins if she has a winning strategy, that is, if she can play forever without Spoiler ever winning. It is known that when q is of tree width bounded by k, then Duplicator has a winning strategy if and only if there is a homomorphism from q to D. This remains true if q is equivalent to a CQ of tree width bounded by k. The existence of a winning strategy for Duplicator can be decided in polynomial time by a straightforward elimination procedure: start with the set of all positions, exhaustively eliminate those from which Duplicator loses in one round, and then check whether (∅, ∅) has survived. Now let Q = (O, S full , q) be an OMQ from (ELH dr ⊥ , CQ), D an S-database, and a a candidate answer. To decide whether D |= Q(a), we can assume that D is consistent with O since this property is decidable in polynomial time (implicit in [33] ) and the result is clear on inconsistent databases. By Lemma 9, it suffices to find a D-labeling of q. This is achieved by a version of the existential k + 1-pebble game in which positions take the form (V, ) where V is as before and is a mapping from
The moves of Spoiler and Duplicator are as before. Spoiler wins if is not a D-labeling of q| V and the winning condition for Duplicator remains unchanged. The existence of a winning strategy for Duplicator can be decided in polynomial time by the same elimination procedure because, by Lemma 10, it can be decided in polynomial time whether a given mapping is a D-labeling. The following can be proved in the same way as without ontologies, see [18] , [25] .
Lemma 11. If q is of tree width at most k, then Duplicator has a winning strategy if and only if there is a D-labeling of q.
The remaining obstacle on the way to prove Theorem 9 is that q needs not be of tree width k. It would be convenient to play on a full rewriting of q instead, which by Theorem 3 is of tree width bounded by k. However, we have no way of computing a full rewriting in PTIME. The solution is to first extend q with additional atoms as in the second step of the construction of rewritings in Section III and to then play on the resulting CQ q . It can be shown that this gives the correct result because when (O, S full , q f ) is a full rewriting of Q, then q f must syntactically be a subquery of q .
VI. DECIDING SEMANTIC TREE-LIKENESS
We study the complexity of deciding whether a given OMQ is UCQ k -equivalent. Apart from ELHI ⊥ and its fragments introduced in Section II, we also consider the additional fragments DL-Lite R and DL-Lite R horn , which are prominent in ontology-based data integration [2] , [15] .
A basic concept is a concept name or of one of the forms , ⊥, ∃r. , and ∃r − . . A DL-Lite R horn -ontology is a finite set of statements of the form
where B 1 , . . . , B n , B range over basic concepts and r, s, r 1 , . . . , r n range over role names. A DL-Lite R -ontology O is a DL-Lite R horn -ontology such that whenever B 1 · · · B n B ∈ O, then n = 1 or B = ⊥.
A. Non-full Schema
We first concentrate on the case where the schema is nonfull. The next result provides lower bounds.
Theorem 10. For any k ≥ 1, UCQ k -equivalence is 1) EXPTIME-hard in (EL, CQ); 2) 2EXPTIME-hard in (ELI, CQ);
The same lower bounds apply to CQ k -equivalence, both while preserving the ontology and in the general case.
Point 1 is proved by reduction from the problem whether a given OMQ (O, S, A(x)) from (EL ⊥ , CQ) is empty (as defined in Section II), which is known to be EXPTIMEhard [3] . Point 2 is shown by reducing the word problem of an exponentially space bounded alternating Turing machine M , with work alphabet of size at least k + 1, to the complement of (U)CQ k -equivalence. Our reduction carefully makes use of a construction from [7] , where it is shown that containment in (ELI, CQ) is 2EXPTIME-hard. For Point 3 we provide a reduction from ∀∃-QBF, building on and extending an NPhardness proof for the combined complexity of (a restricted version of) query evaluation in (DL-Lite R , CQ) on databases of the form {A(a)} given in [28] .
The next result establishes matching upper bounds.
The proof rests on Corollary 1, that is, we compute the UCQ k -approximation Q a of the input OMQ Q and check whether Q ⊆ Q a (the converse holds unconditionally). It was shown in [7] that OMQ containment is EXP-TIME-complete in (ELH ⊥ , CQ) and 2EXPTIME-complete in (ELHI ⊥ , CQ) and in [10] . that OMQ-containment is Π p 2 -complete in (DL-Lite R horn , CQ). These results extend to the OMQ languages in Points 1 and 2 of Theorem 11. We show that with a bit of care we can obtain the same overall complexities despite the fact that the UCQ in Q a consisting of exponentially many (polynomial size) CQs.
B. Full Schema
We now focus on the special case of the full schema, where the complexity of deciding semantic tree-likeness turns out to be identical to that of query evaluation.
Theorem 12. For any k ≥ 1, and OMQs based on the full schema, (U)CQ k -equivalence is complete for 1) NP between (EL, CQ) and (ELH dr ⊥ , UCQ); 2) EXPTIME between (ELI, CQ) and (ELHI ⊥ , UCQ); 3) NP between (DL-Lite R , CQ) and (DL-Lite R horn ). The NP lower bounds are inherited from the case where the ontology is empty [18] , while the EXPTIME lower bound is proved by a reduction from the subsumption problem in ELI [5] . The upper bounds rest on Theorem 3, that is, given an input OMQ Q = (O, S, q) we first extend q to a CQ q based on O as in the second step of the construction of retracts, then guess a subquery q of q , and finally check whether Q ⊆ (O, S, q ). This yields the upper bounds in Theorem 12 as containment of two OMQs that share the same ontology and are based on the full schema trivially reduces to OMQ evaluation, which is of the stated complexities [28] , [33] , [36] .
VII. DEALING WITH FUNCTIONAL ROLES
Until now we considered description logics that do not admit functional roles, an important feature for ontology modeling. Here we take a first look, focussing on DL-Lite F as a basic yet prominent such DL [15] . While a main observation is that functional roles result in serious technical complications for tree widths exceeding one, we are also able to obtain some interesting initial results. Throughout the section, we focus on Boolean CQs (BCQs).
Recall that a basic concept is a concept name or of one of the forms , ⊥, ∃r. , and ∃r − . . A DL-Lite F -ontology is a finite set of statements of the form B 1 B 2 B 1 · · · B n ⊥ r 1 · · · r n ⊥ (funct r) where B 1 , . . . , B n range over basic concepts and r 1 , . . . , r n , r range over role names. An interpretation satisfies (funct r) if whenever (d, e 1 ) ∈ r I and (d, e 2 ) ∈ r I , then e 1 = e 2 . In the DL-Lite F case, our problems are tightly related to the semantic tree-likeness of BCQs over relational databases in the presence of key dependencies studied by Figueira [23] . We argue in the appendix that the results of [23] can easily be generalized to unions of BCQs (UBCQ). This entails an interesting statement about DL-Lite F = , the fragment of DL-Lite F that admits only functionality assertions, but no inclusions of any kind.
Theorem 13 (Figueira) . For OMQs from (DL-Lite F = , UBCQ) based on the full schema, UBCQ k -equivalence while preserving the ontology is in 2EXPTIME, for any k ≥ 1. Moreover, an equivalent OMQ from (DL-Lite The above result relies on a sophisticated argument based on tree walking automata. It is open whether the 2EXPTIME upper bound is optimal. The best known lower bound is NP, from the case without functionality assertions [18] .
We now use Theorem 13 to obtain results for DL-Lite ) based on the full schema is in FPT. 2) For OMQs from (DL-Lite F , UBCQ) based on the full schema, UBCQ k -equivalence while preserving the ontology is in 3EXPTIME.
The proof of Theorem 14 uses first-order rewritability. For a DL-Lite F -ontology O, let O = be the set of functionality assertions in O. We show that every OMQ Q from (DL-Lite F , UBCQ) can be rewritten into a UBCQ rew(Q) such that, for every database D that satisfies O = , Q(D) = rew(Q)(D). Further, our rewriting procedure preserves the tree width, that is, for every Q ∈ (DL-Lite F , UBCQ k ), rew(Q) ∈ UBCQ k . We obtain the following.
Lemma 12. Fix k ≥ 1. For an OMQ Q = (O, S full , q) ∈ (DL-Lite F , UBCQ) the following are equivalent:
1) Q is UBCQ k -equivalent while preserving the ontology; 2) (O = , S full , rew(Q)) is UBCQ k -equivalent while preserving the ontology.
Since the UBCQ rew(Q) can be constructed in time single exponential in the size of Q [15] , Theorem 14 is a consequence of Theorem 13 and Lemma 12.
As already observed in [6] , [23] , the case k = 1, is more well-behaved than the general case. The main reason is the fact that the chase procedure for DL-Lite F = , which identifies terms according to the functionality assertions in the ontology, preserves tree width 1 in the sense that when a database D is of tree width 1, then so is ch O (D). This fails for tree widths larger than 1. It has, in fact, been observed by Figueira (Lemma 4.3 in [23] ) that when starting with a database of tree width k > 1, then the chase can arbitrarily increase the tree width even if O consists only of a single functionality assertion.
By exploiting the above property, we can strengthen Theorem 14 for the case k = 1, using an approach that does not rely on Theorem 13. In fact, we show that every OMQ Q = (O, S, q) from (DL-Lite F , UBCQ) can be rewritten in polynomial time into an OMQ Q = (O , S, q ), where O denotes the result of removing from O all functionality assertions, such that Q is UBCQ 1 -equivalent iff Q is; the proof of the latter again involves first-order rewritability. This allows us to apply results from previous sections, in particular Corollary 1, Theorem 8, and Theorem 12.
Theorem 15.
1) In (DL-Lite F , UBCQ), UBCQ 1 -equivalence coincides with UBCQ 1 -equivalence while preserving the ontology.
2) EVALUATION((DL-Lite
F , UBCQ)
) based on the full schema is in PTIME.
3) For OMQs from (DL-Lite
F , UBCQ) based on the full schema, UBCQ 1 -equivalence is NP-complete.
The upper bounds in Theorems 14 and 15 extend to DLLite 
VIII. CONCLUSION
An intriguing open problem that emerges from this paper is whether Theorem 8 can be generalized to the case where the schema is not required to be full, that is, whether OMQ evaluation is in PTIME in (EL, CQ) . Note that the companion Theorem 4 does not assume the full schema. Related to this seems to be the problem whether CQ k -equivalence coincides with UCQ k -equivalence in (EL, CQ); recall that this is not the case in (ELI, CQ) by Proposition 4.
Being a bit more adventurous, one could be interested in classifying PTIME combined complexity within (ELI, CQ) and related languages, and in classifying PTIME combined complexity and FPT for DLs with functional roles, existential rule languages such as (frontier-)guarded rules, and DLs that include negation and disjunction such as ALC and SHIQ.
