Thom's vorticity condition for solving the incompressible Navier-Stokes equations is generally known as a rst-order method since the local truncation error for the value of boundary vorticity is rst order accurate. In the present paper, it is shown that convergence in the boundary vorticity is actually second order for steady problems and for time-dependent problems when t > 0. The result is proved by looking carefully at error expansions for the discretization which have been previously used to show second order convergence of interior vorticity. Numerical convergence studies con rm the results. At t = 0 the computed boundary vorticity is rst order accurate as predicted by the local truncation error. Using simple model problems for insight we predict that the size of the second order error term in the boundary condition blows up like C= p t as t ! 0. This is con rmed by careful numerical experiments. A similar phenomenon is observed for boundary vorticity computed using a primitive method based on the staggered Marker-and-Cell grid.
Introduction
We consider nite-di erence (FD) methods for two-dimensional (2D) viscous incompressible ow based on the vorticity-streamfunction (! ? ) formulation. Typically, values of boundary vorticity are related to the interior streamfunction values by matching Taylor series, although other approaches have been taken 1, 11, 20] . The simplest of these so-called ! ? boundary condition was proposed by Thom 19] in 1933. It is generally known as a rst-order method 16, 4] since the local truncation error for the boundary vorticity expression is rst order. However, results for the Stokes equation 6] indicated that stream function solution converges in the order of h 3 2 , faster than rst order (h), if standard second-order approximations are used in the interior. Hou and Wetton 9] proved second-order convergence of the vorticity values in the interior for the NavierStokes equations. However, they reported a rst-order convergence of the vorticity values at the boundary. Recently, this result was improved in 13] to show second order convergence of solutions including boundary vorticity for the steady Stokes equations using Thom's boundary condition. In the present paper, a discrete error for boundary vorticity is estimated to be of order h 2 for steady state Navier-Stokes equations and for time dependent problems for t > 0. The uniform second-order convergence of the vorticity values here and in 13] is established by more carefully examining the asymptotic error results from 9]. The fundamental idea here is very simple: that Thom' s vorticity boundary condition is generated from a second order approximation of the more fundamental no-slip condition. We prove that Thom's boundary approximation is a second-order method even at the boundary, contrary to popular belief. We demonstrate this result numerically in smooth domains and in the ubiquitous driven cavity, where the smoothness assumptions of the asymptotic error analysis are violated at the corners. Here, second order convergence of boundary vorticity is observed in regions bounded away from the corners.
For time-dependent problems, the situation is more complicated. The asymptotic error results are valid assuming numerous compatibility conditions are satis ed at t = 0. Formally, the results are still valid for t > 0 even if the compatibility conditions are violated. The result is second order convergence even in boundary vorticity for t > 0. This was observed numerically in 21] . However, at t = 0 the boundary vorticity converges with rst order, as predicted by the straightforward Taylor Series analysis. It is clear that if the computed boundary vorticity error is bounded asymptotically by K(t)h 2 then lim t!0 + K(t) = 1. In fact, we show using model examples and numerical experiments that K(t) C= p t. Through the model problems we also observe the error behaviour for stronger incompatibilities. It is interesting to note that for FD methods there can be incompatibilities in the error expansion terms leading to singular behaviour in the error at t = 0 even if the continuous problem satis es all compatibility conditions. We observe a similar phenomenon for primitive variable calculations. When a staggered grid MAC approximation is used for the velocity and pressure values, extrapolation or \re ection" conditions must be used to approximate the Dirichlet velocity data. The use of these conditions results in an apparently inconsistent approximation of the di usion terms although it can be proven that the pressure and velocity converge at second order for time-independent ow and for t > 0 for time-dependent ow using the same techniques as above 10]; other authors have explained this phenomenon by borrowing FEM results 23]. Here also, second order convergence in boundary vorticity is seen, although it appears to be calculated only to rst order. At t = 0 the second order error terms for boundary vorticity and for pressure blow up like C= p t as above. This phenomenon is di erent from some other cases reported in the literature where better convergence is observed than expected at rst glance. It is not the same phenomena as described by Gustafsson 7] for the approximation of exiting characteristic data for hyperbolic problems. It is similar in appearance but cannot properly be called supra-convergence 2] since that phenomena is due to an incorrect interpretation of truncation error. In our case, we expect second order convergence because the true boundary conditions of the problem are satis ed to second order accuracy. We consider the loss of convergence order at t = 0 to be due to a lack of discrete compatibility. Although we consider incompressible uid ow as our main example, our work should explain similar phenomenon in other problems.
In the next section we show a model of the behaviour we wish to investigate. This allows us to show the asymptotic error result explicitly for a simple case. In Section 3 we consider the ! ?
formulation of viscous incompressible ow using Thom's \ rst order" boundary condition. We show that it gives second order vorticity values even at the boundary (for t > 0) and examine the behaviour near t = 0 numerically. In Section 4 we consider a primitive variable method based on the MAC grid. In Section 5 we consider model problems showing the growth rate of the second order error constant as t ! 0 + in various situations.
The Phenomenon and Analysis
We demonstrate the type of phenomenon considered in this paper rst in simple one-dimensional problems below. We apply the insight gained here to discretizations of incompressible ow in later sections.
Steady State (Elliptic) Problems
We present the phenomenon we study through a simple model problem. The problem is to compute the solution u(x) for x 2 0; 1] to u 00 ? u = e We were careful to choose this problem so that no derivatives of u vanished at the boundary to \fool" our numerical tests of convergence rates. We consider a standard centered di erence approximation of this problem on a regular grid with spacing h. Capital letters will denote numerical approximations U i u(ih) for i = 0; 1 N where N (2) for i = 0; 1; N . The boundary conditions are also approximated to second order 
The system (2) with modi cations (4) near the boundaries is easily solved. Since we have approximated the equations and boundary conditions to second order, we expect second order convergence unless we are confused by the terms (4) which are only rst order accurate as written, i.e.
2(u
when u x (0) = 0. However, our original logic is correct: second order approximations of the boundary conditions and equations lead to second order accurate solutions. There are a number of ways to show this. One technique, involving asymptotic error expansions, is shown in the subsection below. Here, we prove that in fact the discrete solutions U h tend asymptotically to u +h 2 u (2) +O(h 
where K = ku (2) k is a constant independent of h. We use maximum norms throughout the paper.
We demonstrate this asymptotic second order convergence with discrete solutions to the model problem described above in Table 1 . While this is not so surprising, the following fact is: the expressions (4) also give asymptotic second order accurate values for u xx . This is certainly not intuitive since the exact solution has a rst order error in this expression as shown by (5) . We demonstrate the second order convergence numerically for our model problem in Table 2 . Second order convergence is also seen for D 2 U in the interior of the domain. This phenomenon is due to a matching of error terms at the boundary as shown by the asymptotic error analysis below. We call this e ect discrete compatibility.
Asymptotic error analysis
In this section we show the asymptotic result discussed above. We determine u (2) so thatũ = u +h 2 u (2) satis es the discrete equations (2) and boundary conditions (3) to fourth order accuracy. We plugũ into the discrete equations, expand in Taylor series, and equate terms with the same powers of h. At order zero, we recover the original equation for u (i.e. the scheme is consistent). At order two (h 2 ) we get u (2)00 ? u (2) = ? 1 12 u 0000 (7) from (2) 
and a similar term at x = 1 from (3), where the terms on the right hand sides of the two equations above come from the second order errors in D 2 and D 1 respectively. The requirements for u (2) above are a solvable problem with smooth solution. Because there are only even powers of h in the trunction error,ũ now satis es (2), (3) to fourth order accuracy. We rewrite the rst term of (4) at the boundary. In this paper we will concern ourselves with questions about the accuracy rather than stability of various numerical methods. All schemes considered here have been proven to be stable. Standard stability estimates for this problem show that kU ?ũk Kh 3 , which from the form ofũ proves (6). If we include a further term in the asymptotic series (i.e.ũ = u + h
Discussion of Asymptotic Error Techniques
The idea of asymptotic error expansions for discrete equations was rst considered by Strang 17] . In that rst work and other applications, i.e. 5, 14] , the use of the expansions was to handle the stability of nonlinear terms. In this paper and other works 9, 10] the error expansions can be used to explain some confusing issues of how the errors from boundary terms enter the solutions. In some sense, these are not the ideal tools to use since they require solutions to be smooth, which is often not the case. In the process above, we use the smoothness of the solutions essentially to overcome some weaknesses in the stability arguments. However, error expansions do provide insight into some confusing numerical issues such as that described above and the predictions are often valid in situations where the smoothness assumptions break down as seen in the next section and Section 3.1.2.
Time-Dependent (Parabolic) Problems
We now turn to a time-dependent model problem. Similar behaviour to that described above is obtained for time continuous or method of lines FD spatial discretizations. As above we consider a speci c simple model, to nd u(x; t) for t 0, x 2 0; 1] that satis es u t = u xx with initial data u(x; 0) = sin( x)= and Neumann boundary conditions u x (0; t) = sin t + 1 ; u x (1; t) = ?1:
In the computations described below we take = 0:01.
We consider spatial approximations on a regular grid as above, continuous in time, i.e. U i (t) u(ih; t) for i = 0; 1; : : : N . As above we use second order centered approximation of the boundary conditions to modify the stencils near the boundaries. Here, (11) In this time dependent computation and others described below, we use explicit fourth order RungeKutta time stepping with very small time steps: the results reported essentially have no temporal errors. As above, we observe asymptotic second order convergence in U . This follows a similar asymptotic analysis as above and is discussed in the next section for this problem. For t > 0 this behaviour is also seen for D 2 U 0 . Since the exact solution is not known in this case we consider i.e. we compare numerical solutions at double grid spacing. The asymptotic results show that this also should tend to the asymptotic second order error constant K (for t > 0). This is clearly shown in Table 3 .
At t = 0 the formula for D 2 U 0 in (11) involves the initial data u(x; 0) and is rst order accurate. At t = 0 there are no second order error terms present to correct for this error. To reconcile this with the observation of second order convergence for t > 0 above, we must have lim t!0 K(t) = 1. We observe the rate of growth in K(t) in Table 4 . We see that lim t!0 K(t) = 1 as predicted. It becomes harder to resolve K(t) for t small, but convergence is still asymptotically second order. It is also observed that if t is halved, K Table 4 : Estimated K(t) for the model parabolic problem, ratios of successive K's, the number N r of grid points needed to resolve K(t) to 1% accuracy.
Asymptotic error analysis and small time behaviour
As before, we consider an asymptotic error expansion for the discrete solutionũ = u +h 2 u (2) . Here, u (2) obeys the following equation u (2) t = u (2) xx ? 12 u xxxx and boundary condition u (2) x (0; t) = ? 1 6 u xxx (0; t) (12) with a similar condition at x = 1. At time 0 we make no error so u (2) (x; 0) 0. This is a problem that has a solution near t = 0 in the sense of distributions only (discussed below) but with smooth solution for t > 0. We can consider higher order terms in the expansion and derive (10) as above, also valid for t > 0. Let us now consider the di culty at t = 0. The second order error expression for D 2 U 0 involves u (2) xx (0; t) and u xxxx (0; t). However, the values for u (2) x (0; 0) from initial and boundary data do not match at (0; 0). From the initial data u (2) x (0; 0) is 0 but from (12) it is ?1=(6 ) (obtained by di erentiating the interior equation to get u xxx (0; 0) = 1 u xt (0; 0) and evaluating the right hand side by di erentiating the the boundary data in time). This is called an incompatibility in the initial data.
To give the idea for the behaviour of the solution in this situation, we consider a similar e ect in the unbounded case u(x; t) with x 2 (?1; 1) (this can be related to the present case by extending the solution in a suitable manner through the boundary). We consider initial data u(x; 0) = u 0 (x) that is smooth except for a jump in the derivative at x = 0. The solution is We now examine the other term (u xxxx (0; t)) in the second order error for D 2 U 0 . This term will also give trouble at t = 0 since there is a mismatch in u xxx (0; 0). From the initial data, u xxx is ? 2 . As above we also calculate u xxx (0; 0) = 1 using the boundary data. This incompatibility in u xxx at (0; 0) leads to growth like C= p t in u xxxx (0; t) as t ! 0 using the same arguments as above. Thus both parts of the error in D 2 U 0 have this behaviour. The term u xxxx also appears as a singular source term in the equation for u (2) but this e ect is of lower order as t ! 0.
The incompatibility in u xxx comes from the continuous problem. However, in Section 5 we show that the continuous problem can be compatible at all orders but incompatibilities can occur in the equations for the asymptotic error expansion equations. We note that additional terms in the error expansion will grow faster as t ! 0, i.e. the fourth order error terms in D 2 U 0 will grow like t ?3=2 . This is what makes the computations above so hard to resolve for small t.
Summary of the Phenomenon and Analysis
We intend this paper as a practical guide to understanding some aspects of the way the errors from boundary conditions enter the discrete solutions. Some analysis is presented above for 1D model elliptic and parabolic computations to give the avour of the arguments. The results show that the error introduced into the discrete solution at the boundary occurs at the order at which the underlying boundary condition is approximated. Even derived quantities can converge with the overall accuracy, for t > 0 (however this is not true for higher order wide schemes where numerical boundary layers are present). If the derived quantities are not compatible at t = 0 (i.e. their accuracy is less than predicted for t > 0) then the error constant for these quantities behaves like C=t p as t ! 0 for some p > 0. We consider model cases which have di erent values of p in Section 5. We note that for hyperbolic problems data incompatibilities are not smoothed out and can be observed in computations for t > 0 15].
In the next two sections, we will extend these results to incompressible uid ow problems in higher dimensions. Some of the extensions are rigorous but others pose tough analytical questions. We verify all predictions with careful numerical tests.
Vorticity-Streamfunction (! ? ) Methods
We consider now the type of phenomenon discussed above in the context of nite di erence methods for incompressible ow. We limit the discussion to 2D ow for simplicity although our results also apply to 3D ows as well. First, we consider ! ? methods and then primitive variable methods in the next section. The equations for incompressible ow in vorticity form are given below ! t + u r! = ! (15) where u = (u; v) is the velocity vector, ! = v x ?u y is the vorticity and is the kinematic viscosity. Using the incompressibility condition r u = 0, we can introduce a stream function that satis es x = ?v ; y = u ; = ?!: (16) We consider a single boundary at y = 0 at which we specify no-ow = 0 and given slip y (x; 0) = u s (x) velocity.
We approximate values on a regular grid with spacing h in both directions (we still consider continuous time approximations), i.e. i;j (t) (ih; jh; t) and approximates ! values similarly. We use standard second order centered di erences in space to approximate the equations. Details can be found in e.g . 9] . At the boundary we use Thom 
This boundary condition is rst order accurate as written. However, it can be derived from the formal relationship i;1 ? i;?1 2h = u s (ih) which is a second order accurate approximation of the slip condition. As in the model problems in Section 2, this leads to second order convergence of the solution, including the boundary vorticity, for both steady state and time-dependent (for t > 0) computations. The corresponding error expansion analysis is presented in 9] although the fact that this led to second order accurate boundary vorticity values was not recognized at that time. The details of the matching of the discrete error terms at the boundary are shown in 13] for the steady Stokes case.
Below, we show computational evidence for second order convergence of boundary vorticity, rst in a smooth steady case, then in a steady case that violates the smoothness assumptions of the analysis and nally in a time-dependent case. Numerical resolution of the behaviour near t = 0 shows blowup of C= p t in the second order error coe cient for boundary vorticity computed using (17) . Table 5 : Normalized second order errors in computed boundary vorticity b for the periodic channel calculation.
Steady State Computations
We do two steady state numerical computations below. The rst is in a periodic channel, where the solution is smooth and our asymptotic error analysis above is justi ed rigorously. The second is the ubiquitous driven cavity, where higher derivatives do not exist in the domain corners and so the asymptotic analysis is only formal. Still, second order convergence in boundary vorticity is seen computationally away from the corners.
Periodic channel (smooth) computation
We compute ow in the square domain 0; 1] 0; 1], periodic in the horizontal x direction with walls at the top and bottom of the domain. The wall y = 0 is xed (no-ow and no-slip) and the upper wall y = 1 has slip velocity u s (x) = cos(cos (2 x)). This slip velocity is 1-periodic and has components at all wavenumbers. Calculations based on the ! ? formulation were performed with = 0:01 (leading to a Reynolds number Re = 100). The moderate Reynolds number and the simple geometry here and in other computations allow us to resolve the subtle numerical e ects completely.
Interior values of streamfunction and vorticity converge with second order. The computational results shown in Table 5 show that boundary vorticity also converges with second order (recall the numbers shown in the table should tend to a constant as h ! 0 if the scheme converges asymptotically with second order) as predicted by our theory.
Driven cavity (nonsmooth) computation
In this section we describe steady state computations in the smoothed driven cavity problem (see e.g. 16]) with slip velocity on the upper surface of u s (x) = x 2 (1 ? x) 2 . Viscosity is chosen to give Re = 100. Even though this data is smoothed to avoid the worst singularities in the upper corners, the solution still has singularities in higher derivatives of the solution in the corners and so the asymptotic results above do not apply directly in this case. However, formally the analysis still applies away from the corners and we still observe second order convergence in boundary vorticity. We consider the boundary vorticity b excluding portions of the boundary of distance less than 1=10 from the boundary. Second order convergence of b is shown in Table 6 .
Convergence is second order if a region near the corners however small is excluded, although the convergence becomes harder to resolve. Second order convergence of the boundary vorticity including the corner is not obtained, although the streamfunction values do converge with second order up to the corner. A careful analysis involving the corner singularity structure would explain these results more fully. 
Time Dependent Computation
We consider time-dependent ow in the periodic channel geometry beginning with streamfunction values (x; y) = (3y (18) is unit Poiseuille ow and the second term is a perturbation. We take viscosity = 0:1 leading to Re 17. This represents a very viscous ow, where the perturbation will die out. It is again an \easy" computation which will allow us to resolve the asymptotic numerical behaviour. We use 4RK time-stepping to make the temporal error negligible as before. From our analysis (formal because there are incompatibilities at t = 0 discussed below) we expect second order convergence in the boundary vorticity for t > 0. This is observed in Table 7 . At t = 0, however, the boundary vorticity converges only with rst order accuracy as predicted by the straight-forward Taylor series analysis. We have the same situation as in the introductory model of Section 2 and can argue formally that a mismatch of order h to h 2 at t = 0 in a second order (nonlocal here) parabolic problem will lead to a C= p t behaviour in the second order error coe cient as t ! 0. The analysis of the e ect of incompatibilities at t = 0 in the Navier-Stokes equations presented in 8] supports this reasoning. We show K(t), the second order constant associated with boundary vorticity (i.e. K(1=8) 186 from Table 7 ), for t ! 0 in Table 8 . We resolve K(t) only to 10% since it is hard to resolve this further for this 2D computation. The results are consistent with the hypothesis K(t) C= p t (recall this is consistent if the last column in Table 8 
Primitive Variable Methods
We now consider a method based on the primitive variable formulation of the Navier-Stokes Equations in the periodic channel. The equations are u t = ?u ru + u ? rp (19) Table 8 : Estimated K(t) for boundary vorticity from the ! ? computation, ratios of successive K's, the number N r of grid lines in each direction needed to resolve K(t) to 10% accuracy. r u = 0 (20) where p is the pressure. Initial data u 0 = (u 0 ; v 0 ) is given that is derived from the streamfunction initial data (18) . Viscosity is taken as 0:1 as above.
We consider a discretization based on the staggered MAC grid where U i;j (t) = (U i;j (t); V i;j (t)) and P i;j (t) (21) approximate u((i + 1=2)h; (j ? 1=2)h; t); v(ih; jh; t) and p(ih; (j ? 1=2)h; t): (22) Since the U (slip velocity) points are not on the boundary, the no-slip condition must be approximated. We use the so-called re ection conditions at the lower boundary Note that i;j !((i + 1=2)h; jh) to second order. However, the use of (23) in the expression for the boundary vorticity !(x; 0) = u y (x; 0) i;0 = 2U i;1 =h is formally only rst order accurate. The same results as in the examples considered above apply here. For steady state computations and for time-dependent computations for t > 0 second order convergence in computed boundary vorticity is seen. The error expansion analysis is presented in 10] although this fact was not realized in this work. At t = 0 the boundary vorticity is only rst order accurate and in the transition from second order accuracy at t ! 0 the second order constant in the error for the computed boundary vorticity behaves like C= p t. This is shown in Table 9 . Simple models similar to those in Section 2 can be used to predict this behaviour. The results are obtained using simple centered di erence codes like those described in 10] modi ed to use the more accurate 4RK time stepping.
Using the ideas in 22] it can be shown that the computed pressure at t = 0 is only rst order accurate due to the discrete incompatibility of the re ection condition but formally second order for t > 0. In Table 10 : Estimated second order error constant K(t) for Pressure from the primitive variable computation and ratios of successive K's.
More Model Problems
We presented a simple 1D model of discrete compatibility in Section 2 and then showed how this same phenomenon occurred in 2D incompressible ow calculations in Sections 3 and 4. Now, we return to 1D model problems to investigate this idea in more detail.
Stronger Incompatibilities
We return again to the model parabolic problem of Section 2.2 with the same boundary data u x (0; t) = sin t + 1, u x (1; t) = ?1 but with di erent initial data u 0 (x) = sin( x)= + x. Here u 0 0 (0) = 2 but the boundary data predict u x (0; 0) = 1. This is a strong data incompatibility (like an impulsive start for incompressible uid ow). Approximations of the second derivative at the boundary will still be second order accurate for t > 0. The second order error constant has terms proportional to u xxxx (0; t) and u (2) xx (0; t). Following the reasoning of Section 2.2.1 we see that u xx (0; t) behaves like C= p t. Taking two more derivatives of the Greens function we obtain u xxxx (0; t) C= t
3=2
. Careful examination shows that the second term u (2) xx also has this behaviour. We observe this in 
Purely Discrete Incompatibility
We have examined the e ect of incompatibilities in the continuous problem and in the error terms on the error constants of computed di erences at the boundary. In the example below, we see that Table 12 : Estimated second order error constants K(t) for the approximation of the solution on the boundary (U 0 ) for the 1D parabolic model problem with strong data discontinuity and the ratios of successive K's.
the original problem can be compatible to all orders, but incompatibilities can still be introduced in the discrete scheme. We consider the parabolic problem of Section 2.2 with modi ed boundary data u x (0; t) = t ; u x (1; t) = 1 2 and initial data u 0 (x) = (the second order error expansion term) are violated. Referring to Section 2.2.1 we see that u (2) 0 (x) 0 so u (2) x (0; 0) = 0 from the boundary data. However u (2) has boundary data u (2) x (0; t) = ? 1 6 u xxx (0; t) which predicts u (2) x (0; 0) = ?1= (6 ) . This is a strong incompatibility in u (2) . Since the second order error in D 2 U 0 has a term proportional to u (2) xx we expect to see C= p t blow-up in the error constant and do observe it computationally as shown in Table 13 . This shows that data incompatibilities can be introduced by nite di erence schemes: it is not just a matter of checking the compatibility of the continuous problem. Table 14 : Estimated second order error constants K(t) for the approximation of the second derivative at the boundary for the original model with weak incompatibility using third order extrapolation.
Higher Order Boundary Extrapolation
We could also use a higher order formula to approximate the derivative condition at x = 0. For instance, we could use the third order approximation this expression will have a term proportional to u xxxx . We return to the original model problem of Section 2.2 using the third order extrapolation above and observe this behaviour in Table 14 . However, if we use the higher order scheme where the underlying continuous problem is compatible, we can delay the singular behaviour of the error to higher order error terms. For instance, if we use the third order scheme for the problem from the section above, the problem for u (2) will have u (2) x (0; t) 0 (since our scheme implements the boundary condition to third order accuracy, we make no error at second order). Now, the problem for u (2) is compatible and so u (2) xx is bounded as t ! 0. The discrete incompatibility will occur in the third order error term h 3 u (3) . Therefore, we would expect the second order error in (24) to remain bounded as t ! 0 in this case. This is seen in Table 15 , where we modify the initial data of Section 5.2 to u 0 (x) = x 3 =(6 ) + 100x 4 . The term 100x 4 does not e ect compatibility (only odd derivative terms do for the Neumann problem) but gives a large constant second order error term to help us resolve this against the singular third order error term. Table 15 : Estimated second order error constants K(t) for the approximation of the second derivative at the boundary for the pure discrete incompatibility case.
In general, it is not possible to guarantee that initial data for the continuous problem is compatible, especially for incompressible ow where the conditions are nonlinear and nonlocal 8]. Therefore, using higher order boundary conditions to avoid discrete incompatibilities is not really an issue since in general there will always be incompatibilities from the continuous problem. Rather, we presented the above material just to gain insight into the behaviour of incompatibilities on the discrete scheme. Of course, using higher order boundary conditions may be useful in reducing the size of errors after the incompatibility has been smoothed out 21].
Discussion
We have presented the idea of discrete compatibility in nite di erence methods for elliptic and parabolic problems. Convergence in the discrete solution is observed at an order equal to the minimum of the accuracy of the interior equations and the boundary conditions as expected. For steady state problems and time dependent problems for t > 0, convergence of derived quantities at the boundary is seen at this same order, even when local truncation error analysis predicts lower order convergence. We show this rigorously for smooth steady problems and formally for timedependent problems. For the computational PDE practitioner, these ideas should explain some confusing issues around the nature of approximation at the boundary. Through formal analysis and computational studies, we resolve the transition between the lower order convergence rate at t = 0 and the rate for t > 0. For incompressible ow computations, we show that these ideas can fully explain the approximation of vorticity at the boundary using Thom's vorticity boundary condition or re ection boundary conditions for the slip velocity in a MAC grid primitive variable computation.
We have restricted our analysis here to the case of semi-discrete schemes (continuous in time) and have used very accurate time stepping techniques to approximate this idealized situation in our numerical studies. For more realistic time-stepping methods we expect to observe the same kind of transition from a lower (at t = 0) to a higher order (t > 0) accurate approximation at the boundary. This is observed in 21] for example. However, we believe the exact behaviour depends on the discrete smoothing properties of the combined spatial and temporal discretization (see 18] for a discussion of these ideas without the e ects from the boundary). This will be the subject of further investigation.
