Abstract-A Gaussian orthogonal relay model is investigated, where the source transmits to the relay and destination in channel 1, and the relay transmits to the destination in channel 2, with channels 1 and 2 being orthogonalized in the time-frequency plane in order to satisfy practical constraints. The total available channel resource (time and bandwidth) is split into the two orthogonal channels, and the resource allocation to the two channels is considered to be a design parameter that needs to be optimized. The main focus of the analysis is on the case where the source-to-relay link is better than the source-to-destination link, which is the usual scenario encountered in practice. A lower bound on the capacity (achievable rate) is derived, and optimized over the parameter , which represents the fraction of the resource assigned to channel 1. It is shown that the lower bound achieves the max-flow min-cut upper bound at the optimizing , the common value thus being the capacity of the channel at the optimizing . Furthermore, it is shown that when the relay-to-destination signal-to-noise ratio (SNR) is less than a certain threshold, the capacity at the optimizing is also the maximum capacity of the channel over all possible resource allocation parameters . Finally, the achievable rates for optimal and equal resource allocations are compared, and it is shown that optimizing the resource allocation yields significant performance gains.
I. INTRODUCTION
The relay channel was introduced by van der Meulen [1] , and was comprehensively studied by Cover and El Gamal [2] . In a commonly studied version of the relay channel, no restrictions are imposed on the transmitted and received signals at the relay node, and perfect "echo cancellation" of the transmitted signal at the receiver of the relay is implicitly assumed. However, such perfect echo cancellation may not be easy to implement in practice. A practical way to isolate the transmitted and received signals at the relay node is to orthogonalize these signals. Toward this end, recent papers on relay channels have considered frequency division [3] , time division [4] - [7] , code division [8] , and general orthogonal division [9] , [10] to orthogonalize transmitted and received signals at the relay node.
In this correspondence, we study a Gaussian orthogonal relay model, where the source transmits to the relay and destination in one orthogonal channel (channel 1), and the relay transmits to the destination in the other orthogonal channel (channel 2). Assuming a total available bandwidth of W hertz, the total channel resource of 2W dimensions per second is split into the two channels, in order to orthogonalize the transmitted and received signals at the relay node. In contrast to previous studies of this model [3] , [4] , [7] , we allow the resource allocation represented by (resource fraction allocated to channel 1) to be a design parameter that may be optimized. We focus on the case where the source-to-relay link is better than the source-to-destination link. For this model, we derive a lower bound on the capacity (achievable rate) as a function of resource allocation parameter , and characterize the value 3 that maximizes the achievable rate. We obtain the somewhat surprising result that the lower bound achieves the max-flow min-cut upper bound at 3 . We hence obtain the capacity of the channel when is fixed at 3 . Furthermore, we show that when the relay-to-destination signal-to-noise (SNR) is less than a certain threshold, the capacity at 3 is also the maximum capacity of the channel over all possible resource allocation parameters .
In the following sections, we first describe the channel model, and then present our main results.
II. SYSTEM MODEL
In this section, we first present a two-dimensional discrete memoryless parallel relay channel whose capacity bounds are useful for our analysis. We then introduce the orthogonal relay model considered in this correspondence.
A. Parallel Relay Channel Model
Consider a two-dimensional discrete memoryless parallel relay channel, where the source, relay, and destination communicate on two parallel (independent) links as shown in Fig. 1 . The two sets of links are indicated by solid and dashed lines, respectively, in the figure. We use (x1; x2) and (x1;x2) to denote the signals sent from the source and relay, respectively, and (y 1 ; y 2 ) and (ỹ 1 ;ỹ 2 ) to denote the signals received by the destination and relay, respectively. Under the assumption that the parallel links are independent we have the following channel transition probability: p(y1; y2;ỹ1;ỹ2 j x1; x2;x1;x2) = p(y1;ỹ1 j x1;x1)p(y2;ỹ2 j x2;x2):
Note that the parallel relay channel can be seen as a special case of the classical relay channel with vector inputs and outputs. We can hence obtain the following bounds on the capacity of the parallel relay channel by applying the results in [2] and exploiting (1).
Theorem 1:
For the discrete memoryless parallel relay channel with transition probability defined in (1), the following lower and upper bounds on the capacity hold: where the optimizing input distribution is such that (X1;X1) is independent of (X 2 ;X 2 ).
A sketch of the proof of the above theorem is given in Appendix I.
B. Gaussian Orthogonal Relay Channel Model
Orthogonal relay channels are special cases of the parallel relay channel, which satisfy the additional constraint that the relay should transmit and receive in orthogonal channels (channels 1 and 2). The reason for imposing this constraint is that in practice it is difficult to design the relay so that it can transmit and receive at the same time in the same frequency band. Assuming at total available bandwidth of W hertz, the total channel resource of 2W dimensions per second is split into channels 1 and 2. Physically this can be realized by splitting either the total transmission time or the total bandwidth, or splitting the dimensions in the joint time-frequency space. We let the parameter denote the fraction of dimensions allocated to channel 1, and hence := 1 0 is the fraction of dimensions allocated to channel 2.
We refer to as the channel resource allocation parameter. The total channel resource needs to be split in such a way that maximizes the achievable rate of the system. We consider an orthogonal relay model, where the source transmits to the relay and destination in channel 1, and the relay transmits to the destination in channel 2. Although we may allow the source to transmit in channel 2 without violating the orthogonal constraint on the relay node, in our model we only permit the source to transmit in channel 1 in order to keep the source transmitter simple. It is easy to see that this model is a special case of the parallel relay channel, withX1 = 0; X 2 = 0; andỸ 2 = 0. We then use the notation X := X 1 ;X :=X 2 ; andỸ :=Ỹ1 and draw the orthogonal relay channel model in Fig. 2 with the solid and dashed lines indicating the links of channels 1 and 2, respectively. For this model, we consider the Gaussian case, where all the transmission links are corrupted by additive white Gaussian noises. Hence, the channel is memoryless across transmission symbols.
The relationships between input and output symbols in channels 1 and 2 can be written as
where Z1; Z2; andZ are zero-mean independent Gaussian random variables with variances N0=2; N0=2 andÑ0=2, respectively. The input symbol sequences fX n g and fX n g are subject to the average power constraints P andP , respectively. Note that channel 1 is assigned 2W dimensions per second, and hence we may transmit 2W symbols per second on this channel. Similarly, we may transmit 2W symbols per second on channel 2. For notational convenience, we introduce three normalized SNR parameters, 1 := (P=N 0 W ); 2 := (P =N 0 W ); and 3 := (P=Ñ 0 W ), corresponding to the three transmission links of the channel (see Fig. 2 ). Throughout our discussion, we are interested in the case where 3 > 1 , i.e., the source-to-relay link is better than the source-to-destination link.
Our goal is to find the resource allocation parameter that maximizes the achievable rate (lower bound on the capacity), and to study the capacity at such an optimal resource allocation.
III. MAIN RESULTS FOR GAUSSIAN ORTHOGONAL RELAY MODEL
The following theorem summarizes the bounds on the capacity for the Gaussian orthogonal relay model.
Theorem 2:
For the Gaussian orthogonal relay model given in (3), a lower bound on the capacity is given by
where the function C(x) := (1=2) log(1 + x).
An upper bound on the capacity as a function of is given by
Remark 1: The lower bound is maximized over the resource allocation parameter . Throughout the correspondence, we use "optimal resource allocation" to refer to the value 3 that maximizes the lower bound (4) on the capacity.
Proof: First, the capacity bounds in Theorem 1 can be specialized for the orthogonal relay model, considering that the source transmits 2W symbols per second in channel 1, and the relay transmits 2W symbols per second in channel 2 
Note that the bounds given in (6) and (7) are normalized to be in bits per second per hertz. Moreover, the optimal input distribution has X andX being statistically independent. We apply (6) and (7) to the Gaussian orthogonal relay channel. For the lower bound, it is straightforward to see that the optimal input distributions for X andX are Gaussian. For the upper bound, the same Gaussian input X maximizes I(X;Ỹ ; Y 1 ). This can be shown by using the maximum entropy theorem for random vectors with a given covariance [11, Theorem 9.6.5, p. 234]. The bounds (4) and (5) then follow by choosing the source input symbol X to be N(0;P=(2W)), and the relay input symbolX to be N(0;P=(2W )) independently from the source symbol. Note that the lower bound is further tightened by maximizing over the resource allocation parameter .
Remark 2:
In the preceding proof, we directly applied the upper bound for the discrete memoryless channel to the Gaussian channel. This is only a heuristic argument. A rigorous proof for the upper bound follows the converse proof for the discrete memoryless channel, applying the average power constraint for each codeword. The derivation follows easily using the steps in [12, pp. 7-18 to 7-20] and is hence omitted in this correspondence.
For convenience, we use C1;low() and C2;low() to denote, respectively, the first and second terms over which the minimization is taken in the expression for the lower bound (4), and define C low () := minfC 1;low (); C 2;low ()g:
Since we are only interested in the case where the source-to-relay link is better than the source-to-destination link, we always assume that 3 > 1. We now discuss how to maximize the lower bound over the resource allocation parameter , for given 1 and 3. We essentially need to tradeoff the two curves C 1;low () and C 2;low () as functions of shown by the dashed and solid lines, respectively, in Fig. 3 . Since C 1;low (0) > C 2;low (0) and C 1;low (1) < C 2;low (1) there exists at least one cross point such that C 1;low () = C 2;low () (we use r to indicate the largest such value). Note that C 2;low () is a strictly increasing function of . It can be easily shown that C1;low() is a strictly concave function for 2 [0; 1] (see Fig. 3 ). Therefore, C 1;low () has a unique maximum over 2 [0; 1]. Let o denote the corresponding maximizing .
The optimal 3 that maximizes the lower bound C low () falls into the following two cases. If (equivalently, o r ), then r maximizes the lower bound Clow(). As shown in Fig. 3 , each value of 2 corresponds to a dashed curve C 1;low (), and this dashed curve jointly with the solid curve C 2;low () determines an optimal lower bound that is one point on the "star" line, and the corresponding value of is the optimal 3 . Also, note that for fixed 1 We summarize the above analysis of the optimal resource allocation parameter 3 in the following theorem. As 2 ! 1; 3 ! 1, and the lower bound approaches C(3), the achievable rate of the relay channel without orthogonal division at high relay-to-destination SNR.
From Theorem 3, it is clear that the Gaussian orthogonal relay channel can achieve a rate that is at least equal to the capacity of the direct link from the source to destination. The rate increases as 2 increases, and approaches the achievable rate of the relay channel without orthogonal division as 2 goes to infinity.
Comparing the lower bound C low ( 3 ) (using optimal resource allocation for C low ()) with the upper bound evaluated at 3 , C up ( 3 ), in the two cases of Theorem 3, we immediately conclude that the lower bound is tight when the optimal resource allocation is used.
Theorem 4:
For given parameters 1; 2; and 3 with 3 > 1, the lower bound C low ( 3 ) is the capacity of the Gaussian orthogonal relay channel with the resource allocation parameter being fixed at 3 . Fig. 3 plots the C 1;low () curves (dashed lines), C 2;low () curve (solid line), and the capacity curve (star line) at 1 = 5 dB and 3 = 15 dB. Each dashed line in the graph corresponds to one relay-to-destination SNR 2 , and the tradeoff between each dashed line and the solid line determines one optimal resource allocation parameter 3 and the capacity at the corresponding 3 and 2 . If 2 < 3 2 , the optimal 3 and the capacity at 3 are determined by the peak of the dashed curve C1;low(). The value 3 2 is the SNR where the corresponding C1;low() achieves the peak value at its cross point with C 2;low (). If 2 3 2 , the optimal 3 is determined by the cross point of C 1;low () and C 2;low ().
And as 2 increases beyond 3 2 , the capacity at 3 (star curve) coincides with each corresponding point of C 2;low (), and finally approaches the achievable rate of the relay channel without orthogonal division as 2 goes to infinity. The star line in the graph is the capacity curve for values of 2 in the range [0; 1). Each point on this curve corresponds to the capacity at a certain value of 2 with resource allocation 3 . It is clear from the graph that when 2 is small, as 2 increases we assign more of the resource to channel 2 ( 3 decreases). This is because a higher 2 makes the relay more useful to the source, and hence, makes it more deserving of a larger portion of the resources. However, beyond the threshold
, as 2 increases, we assign a smaller portion of the resource to channel 2. This behavior is also as expected because at such high 2 , the relay-todestination link is so strong that a small assignment of the resource is sufficient for the relay to help the source, and it is hence preferable to assign a larger portion of the resource to the source to allow for more information to be transferred to the relay.
We next consider the maximum rate that an orthogonal relay channel can support. We let C() denote the capacity of an orthogonal relay channel with resource allocation parameter . Then
is the maximum rate this channel can reliably support. We refer to Cmax as the maximum capacity.
In the previous analysis, since 3 only maximizes the lower bound on the capacity Clow(), it does not necessarily maximize C(). Hence, the channel capacity C low ( 3 ) at 3 may not equal C max . However, we
show that if the relay-to-destination SNR 2 is smaller than a threshold 3 2 ; Clow( 3 ) is indeed the maximum capacity of the channel. Theorem 5: If 2 < 3 2 ; 3 maximizes both the lower bound Clow() and the upper bound Cup(), and hence, Cmax = Clow( 3 ).
Proof: We only need to prove that, when 2 < 3 2 , the 3 that maximizes the lower bound Clow() also maximizes the upper bound
is an immediate consequence of this fact and Theorem 4.
In the proof, we will use the following two facts about 3 , which are clear in the reasoning for Theorem 3. For 2 < 3 Fact I: 3 maximizes C 1;low () Fact II: C1;low( 3 ) < C2;low( 3 ):
We let C1;up() and C2;up() denote the two terms over which the minimization is taken in the expression for the upper bound (5). Then C up () = minfC 1;up (); C 2;up ()g:
It is easy to see C 1;up () = C 1;low () from their expressions. Hence, from Fact I, 3 also maximizes C 1;up () for 2 < 3
2 . Comparing the expressions of C1;up() and C2;up() with the expressions of C 1;low () and C 2;low (), we have for 2 < 3 2 C1;up( 3 ) = C1;low( 3 ) (a) < C2;low( 3 ) < C2;up( 3 ) (11) where the inequality (a) is Fact II. Now, since for 2 < 3 2 ; 3 maximizes C1;up() and C 1;up ( 3 ) < C 2;up ( 3 ) we conclude that 3 maximizes the upper bound Cup(). Clearly, for fixed 1 and 3; Clow = Clow( 3 ) always serves as a lower bound on Cmax for 2 > 0. We now define
It is easy to see that C up () is a concave function of for 2 [0; 1], and is hence maximized at some value of , denoted by u . Then the maximum value C up = C up ( u ) is an upper bound on C max . We draw these upper and lower bounds on Cmax in Fig. 4 .
It is clear from Fig. 4 that when 2 < 3 2 , the lower bound achieves the upper bound, and hence the common value is the maximum capacity Cmax. This verifies our result in Theorem 5. When 2 > 3 2 , there is a gap between the lower and upper bounds on C max . Note that our lower bound C low is derived based on the relay using the decode-and-forward scheme 
The achievable rate C ef low satisfies the following limits:
Equation (15) implies that C ef low , which serves as another lower bound on Cmax, converges to the upper bound on Cmax as 2 goes to infinity. The common limit then becomes the maximum capacity as 2 goes to infinity. Hence, the lower bound based on the estimate-and-forward scheme must outperform the lower bound based on the decode-and-forward scheme for large values of 2 in the range 2 > 3 2 . A similar observation has been made in [13] , [14] for various cases in relay networks without orthogonal division. However, our numerical results show that only when 3 is very close to 1 , the estimate-and-forward scheme outperforms the decode-and-forward scheme at moderate values of 2. For most cases of 3 > 1, the convergence of C ef low is very slow, and the estimate-and-forward scheme outperforms the decode-and-forward scheme only at extremely large values of 2. For SNRs of practical interest, the decode-and-forward scheme generally has a better achievable rate. Fig. 5 plots the achievable rates with the optimal resource allocation, and compares these rates with the rates achieved by equal resource allocation. It is clear from the graph that the performance is greatly enhanced by optimal resource allocation. The graph shows that there is a threshold value of 2 beyond which the rate achieved by equal resource allocation saturates. However, the achievable rate for optimal resource allocation continues to grow with increasing 2 .
IV. COMPARISON WITH EQUAL RESOURCE ALLOCATION

V. CONCLUSION
We studied the capacity of a Gaussian orthogonal relay model, treating the resource allocation as a parameter that needs to be optimized. We found that at the resource allocation that maximizes the lower bound on the capacity (achievable rate), this lower bound achieves the max-flow min-cut upper bound on the capacity. This result demonstrates that the capacity can be obtained for an interesting case of the relay channel, i.e., the orthogonal relay model at the optimal resource allocation. Our results also underline the practical importance of resource allocation in orthogonal relay channels. Optimizing the resource allocation may be even more important for channels where the transmission loads for channels 1 and 2 are highly asymmetric, e.g., in the relay multiple-access channel studied in [15] , [16] and in the relay broadcast channel studied in [14] , [17] , [18] .
In this correspondence, our main focus has been on the case where 3 > 1 , i.e., the source-to-relay link is better than the source-to-destination link. For the case where 3 < 1 , the relay node can use the partial decode-and-forward scheme or the estimate-and-forward scheme to help the transmission. The analysis of resource allocation for the latter case would follow steps similar to those given in this correspondence. However, in practice, for 3 < 1 , the relay node may not even be used, and hence, the study of this case is not of much interest.
In this correspondence, we have assumed that once the resource allocation parameter is chosen it is fixed throughout transmission. A recent work [19] studies the case where the resource allocation parameter is allowed to change during transmission. The lower bound (16) is optimized over all joint distributions of X 1 ; X 2 ;X 1 ;X 2 . We now prove that using independent (X 1 ;X 1 ) and (X 2 ;X 2 ) always increases the two mutual information terms in (16) , and hence, the optimization of the lower bound only needs to be performed over such distributions.
For the first mutual information term in the lower bound expression 
where the preceding inequality follows from the basic entropy inequality and the channel transition probability defined in (1) . Note that this inequality becomes equality when (X 1 ;X 1 ) is independent of (X2;X2). Similarly, for the second mutual information term in the lower bound expression (16), we have I(X1; X2;Ỹ1;Ỹ2 jX1;X2) = H(Ỹ 1 ;Ỹ 2 jX 1 ;X 2 ) 0 H(Ỹ 1 ;Ỹ 2 j X 1 ; X 2 ;X 1 ;X 2 ) H(Ỹ1 jX1) + H(Ỹ2 jX2) 0 H(Ỹ 1 j X 1 ;X 1 ) 0 H(Ỹ 2 j X 2 ;X 2 ) = I(X 1 ;Ỹ 1 jX 1 ) + I(X 2 ;Ỹ 2 jX 2 ) (19) where the preceding inequality becomes an equality when (X1;X1) is independent of (X 2 ;X 2 ).
It is clear from (18) and (19) that independent (X 1 ;X 1 ) and (X2;X2) yield a tighter lower bound. The desired lower bound then follows by combining (18) and (19) and optimizing over such independent input distributions. Similar arguments apply for the upper bound.
