Accurate cancer prediction is important for treatment of cancers. The combination of two dimension reduction methods, partial least squares (PLS) and singular value decomposition (SVD), with the penalized logistic regression (PLR) has created powerful classifiers for cancer prediction using microarray data. Comparing with support vector machine (SVM) on seven publicly available cancer datasets, the new algorithms can achieve very good performance and run much faster. They also have the advantage that the probabilities of predictions can be directly given. PLS based PLR is also combined with recursive feature elimination (RFE) to select a 16-gene subset for acute leukemia cancer classification. The testing error on this subset of genes is empirically zero.
INTRODUCTION
The advent of DNA microarray and protein mass spectra has enabled us to measure thousands of expression levels of genes simultaneously. These gene expression profiles can be used to classify different types of tumors and there have been a lot of activities in this area of cancer classification.
One problem often encountered is that there are a huge number n (thousands) of features but relatively small number (tens or hundreds) of samples or arrays due to the high cost of microarray experiment. Since the data dimension is very large, SVM has been found to be very useful for this classification problem [1] . Apart from the classification task, it is also important to eliminate the irrelevant genes from the dataset and select a small subset of marker genes which discriminate between different types of tissue samples.
m
The penalized logistic regression (PLR) has been proposed by other authors for cancer classification [2] [3] [4] . It has been shown to be a powerful classifier in this field. We, however, combined this method with the dimension reduction method known as partial least squares (PLS) and singular value decomposition (SVD). We will illustrate that the new algorithm is computationally efficient and comparing with SVM on seven publicly available cancer datasets, the performance of PLS and SVD based PLR is very good and competitive. But we also indicate that PLS based PLR generally performs better than SVD based PLR and uses significantly fewer components.
Feature selection is another very important part in the field of cancer classification. Instead of ranking the relevance of genes with the cancers individually, recursive feature elimination (RFE) which was first proposed by Guyon et al. [5] is used in this paper. PLS based PLR was combined with RFE to select a small 16-gene subset for classification. The testing error on this subset using random partition method turns out to be zero. Some of the genes selected in this subset overlap with the genes selected by other authors.
Penalized Logistic Regression
Assume we have a number of cancer classification samples from microarray experiments. Each sample can be in one of two classes, e.g. class 0 and class 1. A rule based on logistic regression is to be determined, which uses the gene expression profiles on an array to determine the probability that a sample belongs to one of the two classes. A training dataset of samples with known class labels is present to derive the rule and the rule derived should be able to classify any new sample that comes along.
Let a variable indicate the class of a microarray sample: y 0 y = means the sample belongs to class 0; means the sample belongs to class 1. Let 1 = y j x indicate the th gene expression level of the sample. We are trying to find a formula that gives us the probability that the sample with its all measured expression
represents a class 1 case. Since only two classes are considered, the probability of the sample representing class 0 is consequently 1 is called the logistic curve, hence the name logistic regression. In the setting of microarray experiments, the number of samples, m , is usually on the order of tens or hundreds but the number of variables, n , is usually on the order of thousands or even tens of thousands. So the number of samples is much less than the number of variables. There are three problems in this situation when we are trying to build a logistic regression rule:
• If , there will be more unknowns than equations, possible solutions are infinite.
m n <
• Data overfitting may occur. That means, we may have zero errors on training data but very poor performance on new samples.
• Multicollinearity largely exists: many genes will show nearly identical patterns across the samples, so they supply no new information to the data; some gene profiles can be linear combinations of the other gene profiles. These problems can be solved by introducing a penalty into the logistic regression formulation. The regularization on the sum of the squares of the regression coefficients is known as ridge regression [6] . It has been applied to logistic regression by [7] . The penalized logistic regression is now given in the following.
Let indicate the class of the i th sample and the probability that . Let 
The penalized log-likelihood is
where λ is called the penalty parameter. The larger λ , the stronger its influence and the smaller the 2 j β 's are forced to be. The value of λ can be determined by cross-validation.
The ML method estimates the parameters by maximizing Eq. (3). Let u be a m -vector of ones; y ; ;
matrix so that . Now we take the derivatives of against
Eqs. (4) and (5) are non-linear because of the non-linear relationship between p and α and β . To get a set of linear equations, we take the first order Taylor expansion of ,
where a tilde indicates an approximate solution. Now
(1 )
Using this and introducing , , we have (1 )
where and
for . Now Eqs. (9) and (10) (9) and (10) can be written as (12) where is a identity matrix with
to reflect that there is no penalty on α .
Partial Least Squares and Singular Value Decomposition
The linear system of Eqs. (9) and (10) is huge: thousands of equations with an equal number of unknowns. Solving this could be computationally problematic and storing all the equations takes a substantial amount of memory space. PLS and SVD are both very popular dimension reduction methods and they have been successfully applied to the field of gene expression based cancer classification. In this paper, both of these methods are proposed to undertake the task of solving Eqs. (9) and (10) . For an updated survey of PLS, readers can refer to [8] . For definition and computation of SVD, readers can refer to [9] . We would not go into details of these two techniques here. First, assume the m matrix stores all of the gene expression data with its rows being the microarray samples and its columns being the gene profiles, the formulations of PLS and SVD give the decomposition of : for SVD and use score vectors and loading vectors to name the columns of and . Hence we can use Eq. (13) to represent the decomposition of both PLS and SVD. The loading vectors produced by PLS and SVD are always mutually orthogonal and they are assumed to be normalized in PLS so that
, which is a identity matrix. Assume
and substitute Eq. (13) into Eqs. (9) and (10) and we have 
Remember where Z u and , we have
and so that we have
Thus the system of Eqs. (17) and (18) can also be represented by Eq. (12) .
The length of θ is , the number of score vectors. Therefore, the total equations in Eqs. (17) and (18) is . Since p m p p + 1 n ≤ << , the order of the system of Eqs. (9) and (10) is now effectively reduced from thousands to tens. Only a small amount of memory space is required and the equations can be solved quickly.
Feature Selection
RFE tries to find a subset of genes which are most relevant with the cancers instead of evaluating the importance of each gene individually. Firstly, we need to define the ranks of the genes by:
where β gives the estimates of the regression coefficients and its absolute values indicate the relative importance of the genes in the subset. The RFE procedure is designed as:
%
• For a subset of genes, leave-one-out cross-validation (LOOCV) is performed to find the λ which corresponds to the minimum LOOCV error.
• The averaged regression coefficients β are calculated using 100 bootstrap samples from the original data with the λ fixed.
• The genes with the smallest j β are eliminated to obtain a smaller subset.
• Evaluate the performance of the new subset of genes.
This procedure can be iterated for many times until there is only one gene left. An optimal subset of genes can be finally chosen.
RESULTS

Evaluation of classifier accuracy
For convenience, name the PLS based logistic regression as PLS-LOG and the SVD based logistic regression as SVD-LOG. The specifications of seven publicly available cancer datasets are listed in Table 1 , which were chosen from [10] . A MATLAB version SVM [11] was also used to compare with the two methods. For each of these datasets, 100 random partitions were performed and each dataset was separated into a training dataset and a testing dataset. The means and standard deviations of testing errors and total time cost of the three classifiers were then recorded and listed in Table 2 . The programs were all written in MATLAB and running on an ALPHA machine. In construction of the PLS-LOG and SVD-LOG, the number of components are empirically set to fifteen. The classification accuracy of PLS-LOG and SVM are very similar and they both show minor advantage over SVD-LOG except on the lung cancer dataset. Though PLS-LOG generally runs faster than SVD-LOG, both of them cost much less time than SVM. We did not get results on prostate cancer data for SVM because the training appears to be endless. Solving the quadratic programming problem for SVM depends on the characteristics of different datasets and there seems to encounter some problem in convergence on this dataset. 
Choosing λ
In this and the following sections, the acute leukemia dataset is used for all data analysis and comparisons, which consists of two classes: acute lymphoblastic leukemia (ALL) and acute myeloid leukemia (AML). This dataset was given by Golub et al. [12] and has totally 72 samples (47 ALL and 25 AML). The estimates of the regression coefficients β are affected by % λ significantly. A direct way is to select the penalty parameter by cross-validation. To find an optimal value of λ , it was varied in steps over a large range: Fig. 1 . The minimum log-likelihood is nearly zero. It indicates a successful training has been done. Fig. 2 shows the probabilities, , of prediction for ALL (AML is thus 1 ). The results by PLS-LOG and SVD-LOG are given in the left and right panels, respectively. When p p − λ becomes large, the probabilities of all samples converge to a fixed value, which equals the percentage of ALL in all samples. Another thing which should be noticed is that the curves given by PLS-LOG in the left panel overlap. That means, the probabilities given by PLS-LOG have much smaller deviance than SVD-LOG. 
Components selection
Another important issue for PLS-LOG and SVD-LOG is the number of components used for training and testing. Because there is always noises in microarray cancer data, the maximum number of components that can be extracted from PLS and SVD is equal to the number of samples in the dataset. It is not necessary to use all of these components. Since we always sort these components according to their variances in descending order, only the first a few components are needed and the other components can be considered as noises. To determine the effect of components selection, we set 0 λ = and then perform LOOCV on the acute leukemia data while the number of components varies from 1 to 20. Fig. 3 illustrates this. PLS-LOG achieves the minimum LOOCV error using only 5 components. It can even reaches 4 LOOCV errors using only 2 components. More components used than 5 did not help PLS-LOG to make better results. For SVD-LOG, the minimum LOOCV error appears when 10 components are used. The results of LOOCV begins to stabilize when 15 and more components are used for SVD-LOG. It is convincing that PLS produces components that are of more quality than SVD from this comparison. This condition can be further shown in Fig. 4 , where we plot all samples using 2 components from PLS and SVD in the left and right panels, respectively. Two PLS components are enough to nicely separate all acute leukemia samples while the two clusters in the plot of SVD components overlap heavily. 
Feature selection
Feature selection has been done on the acute leukemia data using RFE. Assume the number of genes in the subset is . The optimal way to do RFE is to eliminate the least important gene one at each time but this can cost enormous time to complete. An eclectic method is to eliminate a large amount of genes at each time when n is large and less amount of genes when becomes small. We design the RFE procedure in a way so that is fixed for each subset, thus a series of nested subsets can be obtained and n would be 4096, 2048, 1024, 512, and so on. Each time is halved until it is less than 10, then one gene is eliminated at each time. PLS-LOG was used to do RFE and the training and testing errors of each subset are listed in Table 3 . n n n n There are five subsets whose testing errors are zero. They are denoted as bold face in Table 3 . Denote the subsets by their iterations, the smallest subset among them is subset 10 which has 16 genes. Also, very good results can be achieved by the subsets with less than 10 genes. We list the gene accession number, gene description and the averaged regression coefficient in Table 4 for the 16 genes in subset 10. Some of these genes overlap with the genes that were selected by other authors [5, 12] . 
DISCUSSIONS
From the experiments, the penalty parameter λ chosen by PLS-LOG and SVD-LOG tends to be zero. This indicates that the first components contain little redundance. Larger λ were selected by other authors [2] who used all the original data for penalized logistic regression. PLS generates components in the direction that maximizes the covariance between and while SVD components are in the direction that maximizes the variance of . Therefore, the PLS components already contain information about the class labels of the X y X samples. Our results show that PLS-LOG generally performs better than SVD-LOG. The PLS components also show higher quality than SVD components. There is no standard criterion to evaluate the quality of the subset of genes. One direct way is to look at the testing accuracy on the subset but the genes that distinguish well between two classes do not necessarily be the causes of the cancers. The 16-gene subset selected by PLS-LOG has achieved zero testing accuracy but further study are required to learn the roles that these genes play in causing the cancers.
