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POLYNOMIAL ENTROPIES FOR BOTT
NONDEGENERATE HAMILTONIAN SYSTEMS.
CLÉMENCE LABROUSSE, JEAN-PIERRE MARCO
Abstract. In this paper, we study the entropy of a Hamiltonian flow
in restriction to an enregy level where it admits a first integral which is
nondegenerate in the Bott sense. It is easy to see that for such a flow, the
topological entropy vanishes. We focus on the polynomial and the weak
polynomial entropies hpol and hpol∗. We prove that, under conditions
on the critical level of the Bott first integral and dynamical conditions
on the hamiltonian function H , h∗pol ∈ {0, 1} and hpol ∈ {0, 1, 2}.
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2 CLÉMENCE LABROUSSE, JEAN-PIERRE MARCO
1. Introduction
A Hamiltonian function H on a symplectic manifold M of dimension 2ℓ
is integrable in the Liouville sense when there exists a smooth map F =
(fi)1≤i≤ℓ from M to R
ℓ, which is a submersion on an open dense domain O
and whose components fi are first integrals in involution of the Hamiltonian
vector field XH . The fundamental example is that of systems in “action-
angle” form on the annulus Aℓ = Tℓ × Rℓ, that is Hamiltonian systems of
the form H(θ, r) = h(r). The structure of these systems is well known: M
is foliated by Lagrangian tori Tℓ × {r0} on which the flow is linear with
frequency ω(r0) := dh(r0).
In the general case, the domain O is a countable union of the “action-angle
domain” where the system is symplectically conjugate to a system in action-
angle form. It is well-know that the topological entropy of system in action-
angle form vanishes, so the entropy of an integrable system is “localized” on
the singular set of the map F .
It has been proved by Paternain ([Pat91]) that if M is of dimension 4
and if the Hamiltonian vector fields possesses a first integral f (independent
with H) such that, on a regular level E of H, the critical points of f forms
submanifold, then the topological entropy of φH in restriction to E vanishes.
This include the cases when f is a nondegenerate in the Bott sense (see
section 2).
It turns out that when the topological entropy vanishes the complexity of
dynamical system can be described by two non equivalent conjugacy invari-
ants - the strong polynomial entropy hpol and the weak polynomial entropy
h∗pol - which depict the polynomial growth rates of the number Gf (ε) (see
section 3) and which satisfy h∗pol ≤ hpol.
In this paper, we compute the polynomial entropies for Hamiltonian sys-
tems that are nondegenerate in the Bott sense with an additionnal dynamical
condition of coherence (see section 2). In particular, we prove that, for these
systems, both hpol and h
∗
pol take only integer values. In section 4, we prove
that h∗pol(φ) ∈ {0, 1} and in Section 5, we prove that hpol(φ) ∈ {0, 1, 2}.
2. Dynamically coherent systems
2.1. Definition and description. Consider a symplectic manifold (M,ω)
with dimension 4 and a smooth Hamiltonian function H : M → R, with its
associated vector field XH and its associated Hamiltonian flow φH . We fix a
(connected component of ) a compact nondegenerate energy level E of H. It
is a compact connected submanifold of dimension 3. In what follows, we will
often consider the restrictions of the vector field and the flow to E . They
are still denoted by XH and (φH). Since E is compact, φH is complete.
A first integral F : M → R of the vector field XH is said to be non-
degenerate in the Bott sense on E if the critical points of f := F|E form
nondegenerate sstrict submanifolds of E , that is the Hessian ∂2f of f is
non-degenerate on normal subspaces to these submanifolds.
In the following we call nondegenerate Bott system a triple (E , φH , f)
where E is a regular level energy of a Hamiltonian H on M , and f := F|E
ther restriction to E of a first integral F of H nondegenerate in the Bott
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sense on E . One proves that the critical submanifolds may only be circles,
Lagrangian tori or Klein bottle (see [Mar93], [Fom88]).
The critical circles for f are periodic orbits of the flow φH . Their index is
the number of negative eigenvalues of the restriction of ∂2f to a supplemen-
tary plane to RXH .
Consider a critical circle C for f such that f(C ) = c. Let us summarize
the two possibilities that occur (see [Mar09] for more details). If C has index
0 or 2, there exists a neighborhood U of C such that f−1{c} ∩ U = C and
such that the levels f−1{c′} for c′ close to c are tori whose intersection with a
normal plane Σ to C are “circles with common center Σ∩C ”. If C has index
1, there exists a neighborhood U of C such that f−1{c} ∩ U is a stratified
submanifold homeomorphic to a “fiber bundle” with basis a circle and with
fiber a “cross”. The whole connected component P of f−1{c} containing C
is a finite union of critical circles and cylinders T × R whose boundary is
either made of one or two critical circles. All the critical circles contained in
P are homotopic and have index 1. Such a stratified submanifold is called
a polycycle. Fomenko assumes in [Fom88] that a polycycle contains only
one critical circle, then we say that P is a ∞-level. A ∞-level may be
orientable or nonorientable.
Let us introduce the following terminology.
Definition 2.1. Let (E , φH , f) be a nondegenerate Bott system. The system
(E , φH , f) is said dynamically coherent if the critical circles C are either
elliptic periodic orbits or hyperbolic periodic orbits.
Remark 2.1. If (E , φH , f) is dynamically coherent, the elliptic orbit are the
circles with index 0 or 2 and the hyperbolic orbits are the circles with index
1. The leaves T×R of the∞-level that contains a hyperbolic orbit are the
invariant submanifolds of this orbit.
2.2. The dynamics in the neighborhood of singularities. We recall
that a Hamiltonian system on the annulus Tn × Rn (with the canonical
symplectic form dθ ∧ dr) is in action-angle form if the Hamiltonian function
H only depends on the action variable r. Therefore the Hamiltonian flow
has the following form:
φt(θ, r) = (θ + tω(r) [Z
n], r),
where ω : r 7→ ∇h(r).
Fix a regular value a ∈ R2 of the moment map F := (H, f) :M → R2, and
consider a compact connected component T of F−1({a}). The submanifold
T is a torus and there exists a neighborhood Â of T in M such that F is a
trivial fibration over Â. Then the Arnol’d-Liouville theorem shows that there
exists a symplectic diffeomorphism Ψ : Â → T2 × O, q 7→ (α1, α2, I1, I2)
such that I1, I2 only depends on the value of F , so the Hamiltonian system
associated with H ◦Ψ−1 is in action-angle form. As a consequence Ψ ◦φtH =
ψt◦Ψ where (ψt) is the Hamiltonian flow on T2×O associated with H ◦Ψ−1.
Such a domain Â is called a action-angle domain.
1. Critical tori and Klein bottles. We show that the dynamics in the
neighborhood of a critical torus is the same as the dynamics in the regular set
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of f . Moreover, up to a 2-sheeted covering, the dynamics in the neighborhood
of a Klein bottle is the same as the one in a critical torus.
Proposition 2.1. Let (E , φH , f) be a nondegenerate Bott system. Let T ⊂
E be a critical torus of f . There exists a neighborhood Â of T in M that is
a action-angle domain.
Proof. We first show hat there exists a neighborhood U of T such that the
foliation induced by F is made by homotopic tori. Then we see that the
construction of the action-angle variables can be done as in the usual case
by taking a family of bases of the homology of each torus that depends
smoothly on the tori (see Annex A, or [Dui80], or [Aud01]).
• We begin by studying the foliation induced by f on E . We endow M
with a Riemannian metric g and we denote by || · || the norm associated
with g. We can assume without loss of generality that f(T ) = 0 and that
f has index 0 on T (that is, the Hessian of f in restriction to a transverse
line to T is positive definite). Therefore, by the Morse-Bott theorem (see
([BH04]) for a recent proof), for any q ∈ T , there exist a neighborhood Uq
of q in E , a neighborhood Oq × Iq of (0, 0) ∈ R2 × R and diffeomorphism
Φq : Uq → Oq × Iq, p 7→ (ϕ, ξ) such that f ◦ Φ−1q (ϕ, ξ) = ξ2.
Now, for q ∈ T , one has the decomposition TqE = TqT ⊕RN , where N is
the unit normal vector to T . Consider the vector bundle F˜ over T with fiber
Fq := N(q). Since T is orientable, F˜ is trivial. Using the tubular neighbor-
hood theorem, there exist a neighborhood I of 0 in R and a diffeomorphism
Ψ : U → T2 × I, q 7→ (θ, x), that satisfies Ψ(T ) := {(θ, 0) | θ ∈ T2}.
Fix q ∈ T . We can assume that Uq ⊂ U . The map
P := Ψ ◦ Φ−1q : Oq × Iq → T2 × I, (ϕ, ξ) 7→ (θ(ϕ, ξ), x(ϕ, ξ))
is a diffeomorphism on its image. Let q′ = (ϕ, 0) ∈ Uq ∩ T . The curve
ξ 7→ (θ(ϕ, ξ), x(ϕ, ξ)) is transverse to T at the point q′. So ∂x∂ξ (ϕ, 0) 6= 0
for all (ϕ, 0) ∈ Uq ∩ T . Assume that ∂x∂ξ > 0 on Uq ∩ T . Then for c > 0
small enough, f−1({c}) ∩ Uq has two connected components C+ and C−
with C+ ⊂ {x > 0} and C− ⊂ {x < 0}. Both are graphs over Uq ∩ T . Now
f−1({c}) ∩ {x > 0} = f−1({c}) ∩ {x ≥ 0} is closed. But its complementary
f−1({c}) ∩ {x ≤ 0} is also closed so f−1({c}) is not connected. Therefore
f−1({c}) ∩U has two connected components which are both graphs over T .
So U is foliated by homotopic tori that invariant under the Hamiltonian flow.
Fix c0 > 0 and let us introduce the following domains:
D+0 :=
⋃
0≤c≤c0
{f−1(c)∩U ∩{x ≥ 0}}, D−0 :=
⋃
0≤c≤c0
{f−1(c)∩U ∩{x ≤ 0}}.
The foliation induced by f on each on these domain is trivial.
• We will now see that this property holds true for an energy level E ′ close
to E . Since E is a regular level of H there exists a neighborood U of E such
that the Riemannian gradient ∇H does not vanish on U . We can assume
without loss of generality that H(E ) = 0.
Consider the vector field X := ∇H
||∇H||2
on U and denote by (φt) its as-
sociated flow. Since X is C1, for t small enough, φt is a diffeomorphism.
Moreover, since X.H ≡ 1, φt(E ) ⊂ H−1(t).
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Consider now an open neighborhood V of T in E . We define a one-
parameter family of vector fields (Yt)t in V in the following way
Yt := φ
∗
t∇(f).
Then Yt depends in C
1 way of t, and we observe that T is a normally
hyperbolic manifold for Y0 = ∇(f). Therefore one can apply the Hirsch-
Pugh-Shub theorem of persistence of normally hyperbolic manifold [HPS77]:
for t close enough to 0, Yt admits a normally hyperbolic torus T˜t which is
C1 close to T . We set Tt = φt(T˜t). Since φt is a diffeomorphism, Tt is a
critical torus of F contained in H−1({t}) and the Hessian ∂2(F|Tt ) of the
restriction of F to Tt has the same type than the Hessian of the restriction
of f to T . The first argument holds true and one gets two domains D+t and
D−t as before.
• Consider the two domains D̂+ := ⋃tD−t and D̂+ := ⋃tD−t . One can
construct action variables in each of these two domains using the Arnol’d
method “by quadrature” (see Annex A.2). One immediately checks that the
action variables can be glued continuously along the union
⋃
t Tt (with the
convention T0 = T ). Therefore, the angle variables may be constructed by
considering any Lagrangian section of the moment map (H,F ) as in Annex
1 step 5. 
Remark 2.2. If K is a critical Klein bottle, one proves that there exists a
neighborhood U of K in M that admits a natural two-sheeted covering U˜ ,
such that the symplectic form Ω, and the functions H and F can be lifted
to U˜ ([Zun96]). Therefore, the study of the dynamics near a Klein bottle
boils down to the study near a critical torus. Indeed, if we denote by φ˜tH the
lifted flow and by π : U˜ → U the canonical projection, φtH ◦ π = π ◦ φ˜tH .
2. Elliptic orbits. Consider a critical circle C of f (contained in E ), that
is, an elliptic periodic orbit. The following proposition stated in [BBM10]
(and references there in) shows there exist action-angle coordinates in the
neighborhood of C.
Proposition 2.2. There exists a neighborhood U of C (in M), such that
there exists canonical coordinates (ϕ, I, q, p) with {ϕ, I} = {q, p} = 1 such
that
– H and f only depend on I and p2 + q2
– (ϕ+ 2π, I, p, q) = (ϕ, I, p, q)
– C is defined by I = 0 and (p, q) = (0, 0).
Moreover if J := 12(p
2 + q2) one has
∂H
∂I
6= 0, det
∂H∂I ∂H∂J∂f
∂I
∂f
∂J
 6= 0.
Remark 2.3. The open domain U \ C is a action-angle domain Â .
Corollary 2.1. There exists a neighborhood O of (0, 0) ∈ R2 and a projection
π : T2 × O → U, (ϕ,ψ, I, J) 7→ (ϕ, I,√2J cosψ,√2J sinψ) such that the
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following diagram commutes
T
2 ×O φ
t
//
π

T
2 ×O
π

U
φtH
// U.
where (φt) is the flow associated to the vector field
(1) I˙ = J˙ = 0, ϕ˙ =
∂H
∂I
(I, J), ψ˙ =
∂H
∂J
(I, J).
3. ∞-levels and simple polycyles. As in the case of the Klein bottles,
we observe that it suffices to study orientable ∞-levels. Indeed, one proves
that, if P is a nonorientable∞-level, there exists a neighborhood U of P in
M that admits a natural two-sheeted covering U˜ , such that the symplectic
form Ω, and the functions H and F can be lifted to U˜ (see [BBM10], or
[Zun96]). Therefore, if we denote by φ˜tH the lifted flow and by π : U˜ → U
the canonical projection, φtH ◦ π = π ◦ φ˜tH .
Consider an orientable ∞-level P and denote by C the hyperbolic orbit
contained in P. The following proposition is stated in [BBM10] (see also
references therein).
Proposition 2.3. In a neighborhood U of C (in M) there exist canonical
coordinates (ϕ, I, q, p) with {ϕ, I} = {q, p} = 1 such that
– H and F only depend on I and qp,
– (ϕ+ 2π, I, p, q) = (ϕ, I, p, q),
– C is defined by I = 0 and (p, q) = (0, 0).
Moreover, if J = qp, one has
∂H
∂I
6= 0, ∂H
∂J
6= 0, det

∂H
∂I
∂H
∂J
∂F
∂I
∂F
∂J
 6= 0.
Set O1 : (H,F )(U) ⊂ R2 and O2 := (I, J)(U) ⊂ R2. Shrinking U if
necessary, the map (H,F ) : O2 → O1 is a diffeomorphim. We denote by
(Î , Ĵ) : O2 → O1 its inverse.
Let V be a neighborhood of P in M that contains U and set
V = V
⋂
H−1(H(U))
⋂
F−1(F (U)).
We define two global coordinates I ,J in V by setting
I (z) = Î(H(z), F (z)), J (z) = Ĵ(H(z), F (z)).
Let us now pass to the definition of simple polycycles. Recall that a
polycycle is a connected union of hyperbolic orbits {C1, . . . , Cq} and their
invariant manifolds. For any Ck, we denote by Uk the neighborhhood of Ck
given by the previous proposition and by (ϕk, Ik, qk, pk) the corresponding
coordinates. We set Jk = pkqk.
Corollary 2.2. Fix e ∈ H(Uk) and set Uk,e := Uk ∩H−1({e}).
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(1) the coordinates (ϕk, qk, pk) form a local chart of Uk,e,
(2) the compact set Ck,e := {(ϕk, 0, 0) |ϕk ∈ T} is a hyperbolic orbit.
Proof. We denote by D the open domain in R3 given by the coordinates
(Ik, qk, pk) and by D̂ its image in R
2 by the map (Ik, qk, pk) = (Ik, qkpk). Let
πJ : (Ik, qkpk) 7→ (qkpk).
(1) By the implicit function theorem, there exists a function Ik : πJ(D̂) ×
H(Uk)→ R such that
H(Ik, Jk) = e⇐⇒ Ik = Ik(Jk, e),
so (ϕk, Ik, qk, pk) ∈ Uk,e if and only if Ik = Ik(pkqk, e).
(2) The vector field XH restricted to Uk,e reads:
ϕ˙k =
∂H
∂Ik
(Ik, Jk) =
∂H
∂Ik
(I (qkpk), qkpk)
q˙k = − ∂H
∂Jk
(Ik, Jk)
∂Jk
∂qk
(Jk) = −pk ∂H
∂Jk
(I (qkpk), qkpk)
q˙k =
∂H
∂Jk
(Ik, Jk)
∂Jk
∂pk
(Jk) = qk
∂H
∂Jk
(I (qkpk), qkpk),
Obviously the compact set {(ϕk, 0, 0) |ϕk ∈ T} is a hyperbolic orbit. 
We say that the polycycle P is continuable if there exists δ0 > 0 such
that for all e ∈ ]e0 − δ0, e0 + δ0[⊂
⋂
1≤k≤qH(Uk), the hyperbolic orbits Ck,e,
1 ≤ k ≤ q lie in the same polycycle Pe, which is diffeomorphic to P. The
one-parameter family Pe is a (differentiable) deformation of P and we set
P̂ =
⋃
e∈J(δ0)
Pe ⊂ H−1(]e0 − δ0, e0 + δ0[).
Observe that an ∞-level is continuable. Let us introduce the following
definition.
Definition 2.2. We call simple polycycle a continuable polycycle that sat-
isfies the following properties:
(1) there exist an open subset O in R2, a neighborhood U of P, saturated
for F , and a diffeomorphism
B : T×O×]e0 − δ0, e0 + δ0[→ U
such that
(a) the submanifold V = B−1({0}×O×]e0−δ0, e0+δ0[) is transverse
to F ,
(b) B(T×O × {e}) ⊂ H−1(e), ∀e ∈ ]e0 − δ0, e0 + δ0[,
(c) F (B(ϕ, x, e)) = F (B(ϕ′, x, e)), ∀(ϕ,ϕ′, x, e) ∈ T2 × O×]e0 −
δ0, e0 + δ0[,
(2) there exist two functions I and J in U , such that one can find
coordinates (ϕk, Ik, qk, pk) in a neighborhood Uk of each Ck such that
I and J coincide with Ik and Jk.
Obviously, an orientable∞-level is a simple polycycle. We emphasize the
following property of simple polycycles.
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Property 2.1. Let Tk,e be the period of the hyperbolic orbit Ck,e. Then
Tk,e only depends on e, that is, all the hyperbolic orbits that lie in the same
polycycle Pe have the same period.
Proof. Fix k and consider the symplectic cylinder
Ck :=
⋃
e∈H(Uk)
Ck,e.
We first observe that the restriction of H to Ck depends only on Ik. We set
H|Ck(ϕk, Ik) = hk(Ik) and the vector field X
H|Ck reads
ϕ˙k = h
′
k(Ik), I˙k = 0.
Therefore, since hk is a diffeomorphism, Tk,e := h
′
k(Ik(0, e))
−1. Let χk :=
h−1k . Then Tk,e := χ
′
k(e). Now if k
′ 6= k, χk′(e) = Ik′(0, e) = I (0, e) =
Ik(0, e) = χk(e), that is, χk does not depend on k. We denote it by χ. Then,
for any 1 ≤ k ≤ p, Tk,e = χ′(e). 
4. Maximal action-angle domains. We denote by R(f) the set of regular
values of f and by Crit(f) the set of its critical values. If c ∈ Crit(f), we
denote by Rc the union of the connected components of f
−1({c}) that does
not contain any critical point. We define the regular set of f as
R := f−1({R}) ∪
 ⋃
c∈Crit(f)
Rc
 .
We denote by Tc the set of all critical tori of f and we introduce the domain
R̂ := R∪Tc. By Arnol’d-Liouville theorem and proposition 2.1, one sees that
a connected component of R̂ is the connected component of an intersection
A := Â ∩ E , where Â is a action-angle domain. Such a domain A satisfies
the following properties:
– there exist a, b ∈ Crit(f) with a < b and A = f−1(]a, b[),
– for all x ∈ ]a, b[, f−1(x) ∩A is diffeomorphic to T2,
– there is a critical point of f in each connected component of ∂A.
Therefore A is diffeomorphic to T2× ]0, 1[. We say that A is a maximal
action-angle domain of (E , φH , f). The connected component of ∂A can be
either an elliptic orbit, a Klein bottle or containded in a∞-level.
3. Polynomial entropies
In this section, we briefly define the polynomial entropies. For a more
complete introduction see [Mar09].
3.1. Definitions of the strong and weak polynomial entropies. Given
a compact metric space (X, d) and a map f : X → X, for each n ≤ 1, one
can define the dynamical metric
(2) dfn(x, y) = max
0≤k≤t−1
d(fk(x), fk(y)).
All these metrics dfk are equivalent and define the initial topology on X. In
particular, (X, dfk) is compact. So for any ε > 0, X can be covered by a
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finite number of balls of radius ε for dfk . Let G
f
k(ε) be the minimal number
of balls of such a covering.
Definition 3.1. The strong polynomial entropy hpol of f is defined as
hpol(f) = sup
ε
inf
{
σ > 0| lim sup 1
nσ
Gfn(ε)
}
= sup
ε→0
lim sup
n→∞
LogGfn(ε)
Log n
.
In order to introduce the weak polynomial entropy, let us set out some
notations. For ε > 0 consider the set
Bfε := {Bfn(x, ε) | (x, n) ∈ X × N},
of all open balls of radius ε for all the distances dfn. We denote by C f (ε) the
set of the coverings of X by balls of Bfε , and by C
f
≥N(ε) the subset of C
f (ε)
formed by the coverings (Bfni(xi, ε))i∈I such that ni ≥ N . Given an element
C = (Bfni(xi, ε))i∈I in C
f (ε) and a non negative real parameter s, we set
M(C, s) =
∑
i∈I
1
nsi
∈ [0,∞]
Note that since a ball may admit several representatives of the form Bfni(xi, ε),
M(C, s) depends on the family C and not only of its image. Let N ∈ N∗.
The compactness of X allows us to define
∆f (ε, s,N) = Inf {M(C, s) |C ∈ C f≥N (ε)} ∈ [0,∞].
Obviously ∆f (ε, s,N) ≤ ∆f (ε, s,N ′) when N ′ ≤ N , so one can define
∆f (ε, s) = lim
N→∞
∆f (ε, s,N) = sup
N∈N∗
∆f (ε, s,N).
The definition of the weak polynomial entropy is based on the following
lemma.
Lemma 3.1. There exists a unique critical value sfc (ε) such that
∆f (ε, s) = 0 if s > sfc (ε) and ∆
f (ε, s) =∞ if s < sfc (ε).
Since sfc (ε) ≤ sc(ε′) when ε′ ≤ ε, one states the following definition.
Definition 3.2. The weak polynomial entropy hpol
∗ of f is defined as
hpol
∗(f) := lim
ε→0
sfc (ε) = sup
ε>0
sfc (ε) ∈ [0,∞].
The relation between the polynomial entropy and the weak polynomial
entropy can be made more precise. Denote by C f=N (ε) the subset of C
f (ε)
of all coverings of the form (Bfni(xi, ε))i∈I with ni = N . We set
Γf (ε, s,N) = Inf {M(C, s) |C ∈ C f=N (ε)} ∈ [0,∞].
If Γf (ε, s) = lim sup
N→∞
Γf (ε, s,N), one has Γf (ε, s) = lim sup
N→∞
1
NG
f
N (ε).
As before, one checks that there exists a critical value sfc (ε) such that
Γf (ε, s) = 0 if s > sfc (ε) and Γ
f (ε, s) =∞ if s < sfc (ε).
Therefore hpol(f) = lim
ε→0
sfc (ε) = supε>0 s
f
c (ε).
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Remark 3.1. The inclusion C f=N(ε) ⊂ C f≥N(ε) yields hpol∗(f) ≤ hpol(f).
Like the topological entropy, the polynomial entropies hpol and hpol
∗ are
C0-conjugacy invariant and do not depend on the choice of topologically
invariant metrics on X. Before giving some properties of the polynomial
entropies, let us emphasize the following important fact.
Remark 3.2. When htop(f) > 0, the polynomial entropies are both infinite.
3.2. Properties of the polynomial entropies. We now give without
proof some basic properties of the polynomial entropies.
Property 3.1. Here the symbol ĥ stands indifferently for hpol or hpol
∗.
(1) If A ⊂ X is invariant under f , ĥ(f|A) ≤ ĥ(f).
(2) If (Y, d′) is another compact metric space and if g : Y → X is a
continuous factor of f , that is, if there exists a continuous surjective
map ℓ : X → X ′ such that ℓ ◦ f = g ◦ ℓ, ĥ(g) ≤ ĥ(f).
(3) If g is a continous map of another compact metric space (Y, d′), and
if X × Y is endowed with the product metric, then
ĥ(f × g) = ĥ(f) + ĥ(g).
(4) ĥ(fm) = ĥ(f) for all m ∈ N.
(5) If A = ∪ni=1Ai where Ai is invariant under f , ĥ(f|A) = Maxi (ĥ(f|Ai )).
The weak polynomial entropy satisfies moreover the following property of
σ-union.
Proposition 3.1. The σ-union property for hpol
∗. If F = ∪i∈NFi, where
Fi is closed and invariant under f , then
hpol
∗(f|F ) = sup
i∈N
(hpol
∗(f|Fi
)).
3.2.1. Polynomial entropies for flows. Let us now state briefly the definition
of the polynomial entropies for flows.
For each t ≥ 1, we denote by C φ≥t(ε) the set of coverings of X of the form
C = (Bτi(xi, ε))i∈I with τi ≥ t. For such a covering C, we set M(C, s) =∑
i∈I
1
τsi
for s ≥ 0. Finally we introduce the quantity
δφ(ε, s, t) = Inf {M(C, s) | ∈ C φ≥t(ε)}
which is monotone nondecreasing with t. We set∆φ(ε, s) = limt→∞ δ
φ(ε, s, t).
As in the discrete case, one sees that there exists a unique sφc (ε) such that
∆φ(ε, s) = 0 if s > sφc (ε) and ∆φ(ε, s) = +∞ if s < sφc (ε). The weak
polynomial entropy for the continuous system φ is defined as
hpol
∗(φ) = lim
ε→0
sφc (ε) = sup
ε>0
sφc (ε).
It turns out that hpol
∗(φ) = hpol
∗(φ1).
We denote by Gφt (ε) the minimal number of d
φ
t -balls of radius ε in a
covering of X, and we set
hpol(φ) = sup
ε>0
lim sup
t→∞
LogGφt (ε)
Log t
= Inf
{
σ ≥ 0 | lim
t→∞
1
tσ
Gφt (ε) = 0
}
.
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As before, one has hpol(φ) = hpol(φ1).
3.3. Polynomial entropies and Hamiltonian systems. The polynomial
entropies are particulary relevant for the study of Hamiltonian systems. The
first remarkable fact is that for Hamiltonian systems in action-angle form
the weak and the strong polynomial entropies do coincide as seen in the
following proposition.
Proposition 3.2. Let H : (α, I) 7→ h(I) be a C2 Hamiltonian function on
T ∗Tn. Let S be a compact submanifold of Rn, possibly with boundary. Then
the compact Tn × S is invariant under the flow φ and one has
hpol(φ|Tn×S ) = hpol
∗(φ|Tn×S ) = maxI∈S
rankω(I),
where ω : S → Rn, I 7→ dI(h|S ).
Remark 3.3. If h is strictly convex and if S is a compact energy level S =
h−1({e}), one gets hpol(φ|Tn×S ) = hpol∗(φ|Tn×S ) = n− 1.
Proof. Recall that given a compact metric space (X, d), the ball dimension
D(X) is by definition
D(X) := lim sup
ε→0
Log c(ε)
|Log ε|
where c(ε) is the minimal cardinality of a covering of X by ε-balls. We
will use the fact that the ball dimension of a compact manifold is equal to
its usual dimension and that the ball dimension of the image of a compact
manifold by C1 map of rank ℓ is ≤ ℓ.
We endow Rn with the product metric defined by the max norm ‖ ‖ and
the submaniflod S with the induced metric. We endow the torus Tn with
the quotient metric. As the pairs of points (α,α′) of Tn×Tn we will have to
consider are close enough to one another, we still denote by ‖α − α′‖ their
distance. Finally we endow the product Tn × S with the product metric of
the previous ones.
Assume that rankω = ℓ and denote by Ω the image ω(S). Let us denote
by simply by φ the flow ϕ := φ|Tn×S .
We will first prove that hpol(ϕ) ≤ ℓ. Let ε > 0. Remark that, for N ≥ 1,
if two points (α, I) and (α′, I ′) of Tn × S satisfy
(3) ‖α− α′‖ < ε
2
, ‖ω(I)− ω(I ′)‖ ≤ ε
2N
, ‖I − I ′‖ < ε
then dϕN
(
(α, I), (α′, I ′)) < ε. Let us introduce the following coverings :
• a minimal covering CTn of Tn by balls of radius ε/2, so its cardinality
i∗ depends only on ε;
• a minimal covering (B̂j)1≤j≤j∗ of S by balls of radius ε/2, so again j∗
depends only on ε;
• for N ≥ 1, a minimal covering (B˜k)1≤k≤k∗
N
of the image Ω by balls of
radius ε/(2N).
The last two coverings form a covering CS = (B̂j ∩ ω−1(˜Bk))j,k of S such
that any two points I, I ′ in the same set B̂j ∩ ω−1(B˜k) satisfy the last two
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conditions of (3). Hence we get a covering of Tn × S whose elements are
contained in balls of dϕN -radius ε by considering the products of the elements
of CTn and CS .
Note that, since the ball dimension of Ω is less or equal to ℓ, given any
ℓ′ > ℓ, for N large enough, k∗N ≤ (2N/ε)ℓ
′
Thus:
GϕN (ε) ≤ i∗ j∗ k∗N ≤ c(ε)N ℓ
′
and sϕc (ε) ≤ ℓ′. Since ℓ′ > ℓ is arbitrary hpol(ϕ) ≤ ℓ. Now it suffices to prove
that hpol
∗(φ) ≥ ℓ. For (α, I) in Tn × S and ε > 0, we set
– B(I, ε) ⊂ S the ball with respect to the induced metric of Rn on S,
– B((α, I), ε) ⊂ Tn×S, the ball with respect to the product metric defined
above,
– BϕN ((α, I), ε) ⊂ Tn×S the ball with respect to the metric dϕN on Tn×S.
Then if (α′, I ′) in Tn × S, (α′, I ′) ∈ BϕN ((α, I), ε) if and only if
‖I ′ − I‖ < ε, ‖k(ω(I ′)− ω(I)) + (α′ − α)‖ < ε, ∀k ∈ {0, . . . , N − 1}.
Writing the various vectors in component form, one gets for 1 ≤ i ≤ n:∣∣α′i − αi∣∣ < ε, ωi(I ′) ∈ ](αi − α′i)− εN − 1 + ωi(I), (αi − α′i) + εN − 1 + ωi(I)[.
Thus BϕN ((α, I), ε) has the following fibered structure over the ball B(α, ε):
BN ((α, I), ε) =
⋃
α′∈B(α,ε)
{α′} × Fα′ ,
where the fiber over the point α′ is the curved polytope
Fα′ = ω
−1
( ∏
1≤i≤n
](αi − α′i)− ε
N − 1 + ωi(I),
(αi − α′i) + ε
N − 1 + ωi(I)
[)⋂
B(I, ε).
Fix now a covering C = (Bni((αi, Ii), ε))i∈I of C≥N(T
n × S), and denote
by F i0 the fiber of α = 0 in the ball Bni((αi, Ii), ε) (which may be empty).
Then the set {0} × S is contained in the union of the fibers F i0. Let ν the
Lebesgue volume of this set.
Since rankω = ℓ, there exists a constant c > 0 such that the Lebesgue
volume of the fiber F i0 satisfies
Vol (F i0) ≤ c
( 2ε
ni − 1
)ℓ
.
The sum of the volumes of the fibers must be larger than ν, so∑
i∈I
c
( 2ε
ni − 1
)ℓ ≥ ν
Then, if s < ℓ
M(C, s) =
∑
i∈I
1
nsi
=
1
c(2ε)ℓ
∑
i∈I
c
( 2ε
ni − 1
)ℓ (ni − 1)ℓ
nsi
≥ ν
c(2ε)ℓ
1
2ℓ
N ℓ−s
and therefore
∆(Tn × S, ε, s) = lim
N→∞
δ(Tn × S, ε, s,N) = +∞.
Thus sϕc (Tn × S, ε) ≥ ℓ, and hence hpol∗(ϕ) ≥ ℓ. 
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4. The weak polynomial entropy h∗pol
This section is devoted to the proof of the following theorem.
Theorem 1. Let (E , φH , f) be a dynamically coherent system. Then
h∗pol(φH) ∈ {0, 1}.
Before giving the proof we recall the notion of maps with contracting
fibered structure that has been introduced in [Mar93].
Definition 4.1. Let (E, dE), (X, dX ) be compact metric spaces and consider
two continuous maps ϕ : E → E and ψ : X → X. We say that (E,ϕ) has a
contracting fibered structure over (X,ψ) when the following conditions hold
true.
(i) E is metrically fibered over X : there exists a surjective continous map
π : E → X, a metric space (F, dF ) and a finite open covering (Ui)1≤i≤m of
X such that for each i there exists an isometry φi : π
−1(Ui)→ Ui × F (this
latter space being equipped with the product metric). We write φi(z) =
(πi(z),̟i(z)) ∈ Ui × F .
(ii) (X,ψ) is a factor of (E,ϕ) relative to π: ψ ◦ π = π ◦ ϕ.
(iii) If z, z′ are two points of E such that there exists i and j in {1, . . . , n}
such that z, z′ ∈ π−1i (Ui) and φ(z), φ(z′) ∈ π−1j (Uj), then
dF
(
̟j(ϕ(z)),̟j(ϕ(z
′))
) ≤ dF (̟i(z),̟i(z′)).
A simple example of a map with contracting fibered structure is the one
of a diffeomorphism ϕ of a manifold M that admits a compact invariant
manifold N which is normally hyperbolic: then its stable manifold W+(N)
admits an invariant foliation by the stable manifolds of the points of N ,
and there exists a projection π from a neighborhood E of N in W+(N)
to N which associate with each point x the unique point a ∈ N such that
x ∈ W+(a). It is not dificult to see that one can choose a Riemanniann
metric on M and the neighborhood E is such a way that E is invariant
under ϕ and (E,ϕ) admits a contracting fibered structure over (N,ϕN ).
Proposition 4.1. Let (E, dE), (X, dX ) be metric spaces, and ϕ : E → E,
ψ : X → X be continuous maps, such that (E,ϕ) admits a contracting fibered
structure over (X,ψ). Then
hpol(ϕ) = hpol(ψ).
Proof. We already know that hpol(ϕ) ≥ hpol(ψ) by the factor property. To
prove the converse inequality, consider a finite open covering (Ui)i∈I of X
adapted to the fibered structure and let ε0 > 0 be the Lebesgue number of
this covering (so each set of diameter less than ε0 for dX is contained in one
of the Ui).
Let now N ≥ 1 be fixed, choose ε < ε0/2 and consider a ball BX ⊂ X of
dψN–radius less than ε. In particular, B
X has diameter less than ε0 (for δ),
so BX is contained in an element Ui0 of the covering. Consider then a ball
BF of radius ε, in the fiber (F, dF ). As B
X ⊂ Ui0 , one can define the set
P = φ−1i0
(
BX ×BF ).
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We want to prove that P has diameter less than 2ε for the distance dϕN .
For z, z′ in P , let x = πi0(z) and x
′ = πi0(x
′), so x and x′ lie in BX . Note
that for 0 ≤ k ≤ N , ψk(BX) has diameter less then ε0 and so is contained
in some open set Uik of the covering. So, for 0 ≤ k ≤ N − 1, the fibered
structure yields the equality:
dE(ϕ
k(z), ϕk(z′)) = Max
(
dX
(
ψk(x), ψk(x′)
)
, dF
(
̟ik(ϕ
k(z)),̟ik (ϕ
k(z′))
))
.
Now by induction, using the inclusion ψk(BX) ⊂ Uik :
dF
(
̟ik(ϕ
k(z)),̟ik (ϕ
k(z′))
)
≤ dF
(
̟i0(z),̟i0(z
′)
)
< 2ε
and on the other hand dX
(
ψk(x), ψk(x′)
)
< 2ε since x, x′ ∈ BX , so
dE(ϕ
k(z), ϕk(z′)) < ε.
This proves that P has dϕN–diameter less than 2ε. We denote by P (B
X , BF )
this set.
We now fix a minimal covering BX1 , · · · , BXn ) of X by balls of radius ε for
dψN , and a finite covering B
F
1 · · · , BFm) of the fiber F by balls of radius ε for
dF . To each pair (B
X
i , B
F
j ), we associate the subset Pij = P (B
X
i , B
F
j ) of
E. It is easy to see that (Pij)1≤i≤n,1≤j≤m is a covering of E by subsets of
diameter less than 2ε for dϕN . Then
GϕN (2ε) ≤ m ·GψN (ε),
which yields hpol(ϕ) ≤ hpol(ψ). 
We are now in position to give the proof of the theorem.
proof of theorem 1 . We assume without loss of generality that H(E ) = 0.
For two values a < b of f , we denote by cc(f−1(]a, b[)) (resp cc(f−1({a})))
a connected component of f−1(]a, b[) (resp f−1({a})). Such a domain is
obvioulsy invariant by φH . The strategy of the proof consists in choos-
ing a suitable finite covering of E , by such domains D and to compute
h∗pol(φH ,D) := h
∗
pol((φH)|D) for each of them. We choose the domains such
that only the following four different cases occur:
(1) cc(f−1(]a, b[)) is a maximal action angle domain.
(2) there exists c ∈ ]a, b[ such that f−1(c) ∩ cc(f−1(]a, b[)) is a Klein
bottle, and ]a, b[\{c} ⊂ R(f).
(3) cc(f−1({a})) is an elliptic orbit.
(4) cc(f−1({a})) is a∞-level.
• Cases (1) and (2): Using remark 2.2 and property 3.1 (2), we see that
(2) boils down to (1). Let Â ⊂ M be an action angle domain such that
cc(f−1([a, b])) ⊂ A. There exists an open domain U ⊂ R2 and a symplectic
diffeomorphism Ψ : A → T2 × U,m 7→ (θ, r) such that r = R ◦ (H, f)
where R is a diffeomorphism between two open domains of R2. Moreover
φH is conjugate to the Hamiltonian flow ψ := (ψt) on T
2 × U associated
with H ◦ Ψ−1. One has Ψ(cc(f−1(]a, b[))) = T2 × R(0, ]a, b[). Consider the
sequences (an)n∈N∗ and (bn)n∈N∗ defined by
an = a+
1
n
(b− a), bn = b− 1
n
(b− a)
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For n ≥ 2, we set Kn := Ψ(cc(f−1([an, bn]))) = T2 ×R(0, [an, bn]). So
cc(f−1(]a, b[)) =
⋃
n≥2
Ψ−1(Kn).
By propositions 3.1 and 3.2, one gets
h∗pol(φH , cc(f
−1(]a, b[))) = sup
n∈N
h∗pol(ψ,T
2 ×Kn) ∈ {0, 1}.
• Case (3): Let C := cc(f−1({a})) be the elliptic orbit. The time-one map
of the flow φH restricted to C is conjugate to a rotation, so h∗pol(φH , C) =
hpol(φH , C) = 0.
• Case (4): Let P =:= cc(f−1({a})) be the ∞-level. Let C be the hy-
perbolic contained in P and denote by W s its stable manifold. Then, as
before, hpol(φH , C) = 0. Now P \ C has two connected components W1 and
W2. For i = 1, 2, there exists a domain Di ⊂Wi ∪ C such that
C ⊂ Di ⊂W s and Wi =
⋃
n∈N
(φ1H)
−n(Di).
We can assume that Di is small enough so that (Di, (φH)|Wi∪C) admits
a contracting fibered structure over (C, (φH )|C). Therefore hpol(φH ,Di) =
hpol(φH , C) = 0, which yields h∗pol(φH ,Di) = 0. Applying proposition 3.1,
one gets
h∗pol(φH ,
⋃
n∈N
(φ1H)
−n(Di)) = 0,
and h∗pol(φH ,P) = 0. 
5. The polynomial entropy hpol
This section is devoted to the following main result of this paper.
Theorem 2. Let (E , φH , f) be a dynamically coherent system. Then
hpol(φH) ∈ {0, 1, 2}.
Moreover, hpol(φH) = 2 if and only if φH possesses a hyperbolic orbit.
5.1. Sketch of proof. For two values a < b of f , we denote by cc(f−1([a, b]))
an arbitrary connected component of f−1([a, b]). Such a domain is obviously
invariant by φH . The strategy of the proof consists in choosing a suitable
finite covering of E by such domains and to compute hpol(φH , cc(f
−1([a, b])))
for each of them. We choose the domains such that the following four differ-
ent cases only occur:
(1) cc(f−1([a, b])) is contained in a action-angle domain.
(2) there exists c ∈ ]a, b[ such that f−1(c) ∩ cc(f−1(]a, b[)) is a Klein
bottle, and [a, b] \ {c} ⊂ R(f)
(3) f−1(a) ∩ cc(f−1([a, b])) is an elliptic orbit and ]a, b] ⊂ R(f).
(4) f−1(a)∩ cc(f−1(]a, b])) is contained in an∞-level and ]a, b] ⊂ R(f).
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• Case (1) and (2). As before, we just have to study the case (1). By
proposition 3.2, one can immediately conclude that:
hpol(φH , cc(f
−1([a, b])) ∈ {0, 1}.
• Case (3). We will use corollary 2.1 and proposition 3.2. We denote
by C the elliptic orbit C = f−1({a}) ∩ cc(f−1([a, b])). We assume that
cc(f−1([a, b])) is contained in an open neighborhood U of C with coordinates
(ϕ, I, q, p) as in proposition 2.2.
Let O := I(U)× J(U) and consider the flow φ on T2×O associated with
the vector field (1), defined in corollary 2.1. Then, by corollary 2.1,
hpol(φH , cc(f
−1([a, b]))) ≤ hpol(φ1, π−1(cc(f−1([a, b])))).
Now by proposition 3.2, hpol(φ
1, π−1(cc(f−1([a, b])))) ∈ {0, 1}.
1) If hpol(φ
1, π−1(cc(f−1([a, b])))) = 0, then hpol(φH , cc(f
−1([a, b]))) = 0.
2) If hpol(φ
1, π−1(cc(f−1([a, b])))) = 1 then hpol(φH , f
−1([a, b])) = 1. Indeed,
show that hpol(φH , f
−1([a, b])) ≥ 1. We consider (I, J) as functions on the
values e, ρ of H and F and conversely, we consider H as functions on the
variables I, J . We set
S : {(I(0, ρ), J(0, ρ)) | ρ ∈ [a, b]}, and ω : S → Rn : (I, J) 7→ d(I,J)(H|S ).
Since hpol(φ
1, π−1(cc(f−1([a, b])))) = 1, by proposition 3.2, there exists
a value c ∈ [a, b] such that rankω(I(0, c), J(0, c)) = 1. By lower semi-
continuity of the rank , there exists a neighborhood V ⊂ [a, b] of c such
that for each c′ ∈ V , rankω(I(0, c′), J(0, c′)) = 1. So we can assume that
c ∈ ]a, b]. Fix ε > 0 such that [c− ε, c + ε] ⊂ [a, b]. Then
hpol(φH , f
−1([a, b])) ≥ hpol(φH , f−1([c′ − ε, c′ + ε])) = 1,
the last equality coming from proposition 3.2.
• Case (4). We first observe that, as in the case of Klein bottles, by 3.1 (2),
it suffices to study the case where P is orientable. We will indeed study the
more general case where P is a simple polycycle.
Given a simple polycycle P contained in f−1(0), there are regular values
±a of f and a neighborhood V ⊂ f−1(]−a, a[) of P in E such that each con-
nected component of f−1(]0,±a[)∩V is contained in a maximal action-angle
domain. Given such a domain, D , then D ∩ P is a stratified submanifold
of E , which is the “ordered” union of a finite number of hyperbolic orbits,
C1, . . . , Cn, and cylinders Wk,k+1 for 1 ≤ k ≤ n, such thatWk,k+1 is one com-
mon connected component of W−(Ck) and W+(Ck+1) (with the convention
n+ 1 = 1, see [Mar09] for some details in the ordering in the planar case).
Since P is simple, by definition, one can choose a > 0 small enough so
that for each domain D as above, setting Da = D ∩ f−1(]0,±a]) (according
to the initial sign), there exists a homeomorphism
χ : Da → T2 × [0, 1]
which is smooth outside the union of the hyperbolic orbits contained in
Da ∩P and such that χ−1(T2 × {c}) is a Liouville torus for each c ∈ ]0, 1].
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D
Figure 1.
Such a domain Da will be called a partial neighborhood for P and such a
homeomorphism χ will be called a compatible homeomorphism.
We remark that if a is small enough, there exists a finite set of such partial
neighborhoods Da whose union cover P.
We will choose a suitable finite covering of a neighborhood of P by partial
neighborhoods and we will conjugate the flow φH restricted to any of them
of P to the flow φ of a “model” system on A := T2× [0, 1] for which we will
be able to estimate the polynomial entropy.
In section 5.2, we define the model system φ and construct a conjugacy
between φ and the restriction of φH to a partial neighborhood. In section
5.3, we show that hpol(φ) = 2.
5.2. Construction of the conjugacy to a p-model system. Consider
the compact annulus Â := T× [0, 1] with coordinates (θ, r).
If ψ = (ψt)t∈R is a flow on Â whose orbits are the circles T×{r}, we define
the separation function for two points a = (θ, r) and a′ = (θ′, r) on the same
orbits as follows. Consider a lift ψ˜ := (ψ˜t) of ψ to R × [0, 1] and two lifts
a˜, a˜′ of a, a′ located in the same fundamental domain of the covering. We
set ψ˜t(a˜) = (x(t), r) and ψ˜t(a˜′) = (x′(t), r). Then the separation function of
a and a′ is the function Ea,a′ : R→ R defined by
Ea,a′(t) =
∣∣x′(t)− x(t)∣∣ .
Obviously, Ea,a′ is independent of the lifts. It is a smooth, nonnegative and
periodic function.
Notation 5.1. If ψ = (ψt)t∈R is a flow on a set X, we will often write
ψ(t, x) instead of ψt(x).
We define a fundamental domain for the flow ψ on Â as a subset K of
Â of the form ψ([0, 1],∆) = ∪t∈[0,1]ψt(∆), where ∆ is a vertical segment of
equation θ = θ0.
Fix p ∈ N∗. For 1 ≤ k ≤ p, we set zk := (kp , 0) and Ok := {|kp − θ| < 18p}.
Definition 5.1. We call planar p–model on Â any continuous flow ψ :=
(ψt)t∈R that satisfies the following conditions:
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– (C1) If r > 0, the orbit of any point (θ, r) is the circle T×{r} and there
exists ℓ > 0 such that, for any lift ψ˜ := (ψ˜t) of ψ in R×]0, 1], and any
(x, r) ∈ R× ]0, 1], one has
0 <
x(t)− x(t′)
(t− t′) ≤ ℓ, t
′ 6= t ∈ R,
where (x(t), r) = ψ˜t(x, r).
– (C2) There exists a neighborhood Ok of zk such that the restriction of
ψ to Ok is a flow associated with a vector field of the form
(4) Vk(θ, r) = λk(r)
√(
θ − k
p
)2
+ µk(r)
∂
∂θ
where λk and µk are positive C
1 functions on [0, 1] with λk(0) > 0,
µk(0) = 0 and µ
′
k(0) > 0. Moreover if we set ψ
t(θ, 0) = (θ(t), 0), then
(θ(t)− θ(t′))(t− t′) > 0, for any θ ∈ T \ {kp , 1 ≤ k ≤ p}.
– (C3) Torsion condition: If Ψ˜ := (ψ˜t)t∈R is any lift of Ψ in R× [0, 1],
one has, for any x ∈ R and 0 ≤ r1 < r2 ≤ 1:
x1(t) < x2(t)
where (xi(t), ri) = ψ˜
t(x, ri).
– (C4) Tameness condition: There exists a fundamental domain K
for ψ such that, given two points a and a′ in K on the same orbit,
there exists t0 such that Ea,a′(t0) is maximum and the points ψ
t0(a)
and ψt0(a′) are located inside the domain K .
Let us comment this definition. The conditions (C1) and (C2) say that
each orbit with positive r is periodic and that the points zk are the only fixed
points of the flow. The torsion condition says that the vertical is twisted to
the right by the maps ψ˜t for t > 0. The tameness condition is essentially
a technical condition that facilitate the computation of hpol. Due to the
torsion condition, the period T (r) of the periodic orbit T × {r}, r > 0, is
a decreasing function of r, so that the minimal period T ∗ is achieved when
r = 1.
Definition 5.2. Let α be a C1 positive function and let ψ be a planar p-
model flow on T× [0, 1]. The p-model system on A := T2 × [0, 1] associated
with α and ψ is the continuous flow α⊗ ψ : ((α⊗ ψ)t)t∈R defined by
(α⊗ ψ)t(ϕ, θ, r) = (ϕ+ tα(r) [Z], ψt(θ, r)).
We call minimal period of the p-model system the minimal period T ∗ of the
associated planar p-model flow.
The following proposition, stated here a little bit improperly, will be made
precise and proved in section 3.3.2.
Proposition 5.1. With the previous assumptions, given a p-model system
on A with large enough minimal period, then hpol(α⊗ ψ) = 2.
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We say that a partial neighborhood Da of a simple polycycle is a desin-
gularization domain if there exists a compatible homeomorphism χ : Da →
T
2 × [0, 1] which conjugates φH to the flow α ⊗ ψ of a p-model on A , that
is,
∀(t, z) ∈ R×Da, χ ◦ φH(t, z) = α⊗ ψ
(
t, χ(z)
)
.
We can now state our main result.
Theorem 3. Given a simple polycycle P of the dynamically coherent system
(E , φH , f), there exists a > 0 small enough so that any partial neighborhood
Da is a desingularization domain.
Definition 5.3. Given a partial neighborhood Da for P and a positive func-
tion τ : [0, a] → R, we call proper section associated with τ a 2–dimensional
C1 submanifold S of Da such that for each z ∈ Da \S, there exists a unique
pair (t−z , t
+
z ) ∈ R∗−×R∗+ with t+z −t−z = τ(f(z)) and ΦH(]t−z , t+z [, z)∩Σ = ∅,
and such that the Poincaré map defined for each z ∈ S by
℘(z) = ΦH
(
τ(f(z)), z
)
is a homeomorphism of S. By C1 submanifold we mean here a C0 subman-
ifold whose intersection with Da is C
1.
Given a planar p–model
(
T× [0, 1], ψ) and a continuous positive function
α : [0, 1]→ R, the associated time-αmap is the map ψα : T×[0, 1]→ T×[0, 1]
such that
ψα(θ, r) = ψ
(
α(r), (θ, r)
)
.
The proof of Theorem 3 will rely on the following two lemmas.
Lemma I. Let T be the common period of the hyperbolic orbits contained in
P. Let Da be a partial neighborhood of P. Then, there exists a proper
section in Da associated with a C
1 function τ : [0, a] → R∗+ such that
limρ→0 τ(ρ) = T .
Lemma II. Let Da be a partial neighborhood of P and let S be a proper
section associated with τ . Set α : [0, 1] → R : r 7→ τ(ar). Then the return
map ℘ of S is C0-conjugated to the time-α map of a planar p-model (T ×
[0, 1], ψ).
5.2.1. Normal coordinates in the neighborhood of hyperbolic orbits. Fix a hy-
perbolic orbit Ck in Da. Set Uk : Uk,e0 = Uk ∩ E as defined in corollary 2.2
with coordinates (ϕk, qk, pk). The vector field X
H reads
ϕ˙k =
∂H
∂Ik
(Ik, Jk) =
∂H
∂Ik
(I (qkpk), qkpk)
q˙k = − ∂H
∂Jk
(Ik, Jk)
∂Jk
∂qk
(Jk) = −pk ∂H
∂Jk
(I (qkpk), qkpk)
q˙k =
∂H
∂J
(Ik, Jk)
∂Jk
∂pk
(Jk) = qk
∂H
∂Jk
(I (qkpk), qkpk)
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Let f¯ : Jk 7→ F (Ik(Jk, e0), Jk)
∂2f =
∣∣∣∣∣q
2f¯ ′(qkpk) qkpkf¯
′′(qkpk)
p2f¯ ′(qkpk) pkqkf¯
′′(qkpk)
∣∣∣∣∣ .
Since the surface Uk ∩{(0, qk, pk) | (qk, pk) ∈ D} is transverse to Ck in E , the
determinant above does not vanish and f¯ ′(0) 6= 0.
Denoting by f¯−1 the inverse of f¯ : Jk 7→ f(Ik(Jk, e0), Jk), we set
ωk : Jk 7→ ∂H
∂I
(I (f¯−1(Jk)), f¯
−1(Jk)), λk : Jk 7→ ∂H
∂J
(I (f¯−1(Jk)), f¯
−1(Jk)).
One easily checks that these functions are C1.
Permutating pk and −pk and qk and −qk if necessary, we can assume that
Da ∩ Uk is defined by pk ≥ 0, qk ≥ 0, for any 1 ≤ k ≤ p and that λk > 0.
Therefore, Da ∩Uk can be parametrized by (ϕk, u = qk − pk, ρ = Jk(pkqk)).
Since qk+pk =
√
(qk − pk)2 + 4qkpk =
√
u2 + 4J−1k (ρ) and setting µk(ρ) =
4J−1k (ρ), the vector field reads
(⋆) ϕ˙k = ωk(ρ), u˙ := λk(ρ)
√
u2 + µk(ρ), ρ˙ = 0.
In the following, we denote by Uk the domain contained in Uk ∩Da defined
by |u| ≤ u, for u > 0 small enough independent of k.
5.2.2. Construction of the proper section: proof of Lemma I. This section
is devoted to the proof of lemma I. Since a partial neighborhood is the
closure of an action-angle domain, we will have to study the proper sections
for action-angle systems. Since action-angle systems admit a foliation by
invariant Kronecker tori, we begin by studying the proper sections (suitably
defined) for Kronecker flows on T2.
1. Proper sections for minimal Kronecker flows. Consider a constant vector
fieldX = (x1, x2) with x2 6= 0 on T2. We set Φ : R×T2 → T2 : (t, θ) 7→ φt(θ).
We denote by π the canonical projection R2 → T2.
Definition 5.4. A closed curve S ⊂ T2 transverse to X is a proper section
if
– for all θ ∈ T2 \S, there exists (t−θ , t+θ ) ∈ R∗−×R∗+ such that φt
+
θ (θ) ∈ S,
φt
−
θ (θ) ∈ S and Φ(]t−θ , t+θ [, θ) ∩ S = ∅,
– the number τ := t+θ − t−θ is independent of θ,
We say that τ is the transition time associated with S.
We denote by Dr the set of vector lines in R2 with rational slope. For
(q, p) ∈ Z×N, we denote by Dq,p the vector line with direction vector (q, p).
Let S be the subset of Z×N defined by (q, p) ∈ S if |q|∧p = 1. Obviously,
the map Dr → S : Dq,p 7→ (q, p) is bijective.
Proposition 5.2. For any (q, p) ∈ S such that X /∈ Dq,p, the projection
π(Dq,p) is a proper section.
Proof. Fix (q, p) ∈ S and let us study the dynamics in the lift R2 of T2.
One has:
π−1(π(Dq,p)) =
⋃
(m,n)∈Z2
((m,n) +Dq,p) =
⋃
n∈Z
(
(0,
n
q
) +Dq,p
)
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the last equality coming from Z + pqZ =
1
qZ since (q, p) ∈ S . For n ∈ Z,
we denote by Dn the affine line (0,
n
q ) + Dq,p. Let z ∈ π−1(π(Dq,p)). Let
m ∈ Z such that z ∈ Dm. The time τ needed to come back to π−1(π(Dq,p))
following the orbit z + RX is the time needed to cut the line Dm+1 or the
line Dm−1. This time is independent of the choice of z on Dm and of the
choice of m ∈ Z. A simple computation yields τ = |x2q− px1|−1. From this,
one immediately deduces that for any z ∈ R2, t+z − t−z = τ . 
2. Proper sections for action-angle systems on T2 × R2. Let O be an
open domain in R2 and let h : O → R be a C2 function. Consider the
Hamiltonian system XH on T2 × O defined by H(θ, r) = h(r). We denote
by φH its associated flow. Fix a regular value e of h and set He := h−1({e}).
For r ∈ O, we set Tr := T2 × {r}. The torus Tr is φH -invariant and XH
is constant on Tr, so it can be canonically identified with an element of R2.
We denote by πr : R
2 → Tr the canonical projection.
Definition 5.5. Let D ∈ Dr and assume that XH(r) /∈ D, ∀r ∈ O.
1) Let Θ : O → T2 be a smooth map . Set L := {(Θ(r), r) | r ∈ O}. The
proper section associated with L and D is the submanifold:
Ŝ :=
⋃
r∈O
(Θ(r) + πr(D)) .
2) Let Θe : He → T2 be a smooth map and set Le := {(Θe(r), r) | r ∈ He}.
The proper section associated with Le and D is the submanifold:
S :=
⋃
r∈He
(Θe(r) + πr(D)) .
Remark 5.1. Fix r in He. For any θ ∈ Tr, the circle Θe(r) + πr(D) is a
proper section for the Kronecker flow induced by φH on Tr. We denote by
τ(r) its associated transition time. Obviously, the function τ : r 7→ τ(r) is
smooth. We say that τ is the transition function associated with S.
3. Proper sections in a partial neighborhood of a simple polycycle. Now we
go back to our Bott system and our simple polycyle P, with its neighborhood
U endowed with globally defined functions I and J . Observe that
(5) I (z) =
∫
C(z)
λ,
where C(z) is any circle Ck,e(ρ) such that z ∈ Te,ρ. This function is well
defined. Obviously, I only depends on the values e and ρ of H and F . By
construction its vector field XI is 1-periodic and the critical circles Ck,e are
orbits of its flow (φtI ).
Consider the partial neighborhood V ⊂ U˜ of P in M that contains Da,
that is, V ∩ Uk = U˜ ∩ {pkqk ≥ 0} (for a suitable compatibe choice of the
variables pk, qk). Assume that we got another function A defined on V such
that:
– A only depends on the values e and ρ of H and F ,
– A is independent of I ,
– A generates a 1-periodic flow (φtA).
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Then, the pair (I , A) is a pair of action variables as defined in [Dui80]
and we can construct a symplectic diffeomorphism Ψ :
◦
V → T2 × B : z 7→
(θi, θa,I , A), where
◦
V = V ∩ {pkqk > 0} and B is an open domain in R2
(see Appendix A for the construction in a general case). As a consequence,
if H˜ := H ◦ Ψ−1 and if (φ˜t) is the Hamiltonian flow associated with H˜ in
T
2 ×B, then Ψ ◦ φtH = φ˜t ◦Ψ, for all t ∈ R.
Proposition 5.3. Fix u∗ > 0 and set ζ1 := {0} × {−u∗} × [0, a] ⊂ U1.
Assume that XH is transverse to φA([0, T ], ζ1). Then φA([0, T ], ζ1) is a
proper section for φH in Da associated with a C1 function τ : ]0, a]→ R∗+.
Proof. We begin with showing that Ψ(φA([0, 1], ζ1)) is a proper section for
φ˜ in Ψ(Da). The restrictions on Da of I and A only depend on the values
ρ of F and we write I (ρ), A(ρ). Since ζ1 is only parametrized by ρ, Ψ(ζ1)
as the following graph form:
Ψ(D) = (θi(I (ρ), A(ρ)), θa(I (ρ), A(ρ)),I (ρ), A(ρ)).
Set Be0 := {(I (ρ), A(ρ))) | ρ ∈ ]0, a]}. Consider A as a function on T2×Be0
and let φ˜A be the Hamiltonian flow associated with A in T
2 ×Be0 . Then
(6) φ˜A([0, T ], (θi(I , A), θa(I , A),I , A))
=
⋃
I ,A
{
(θi(I , A), θa(I , A)) + πI ,A(D0,1)
}× {I , A}.
Let us denote by τ˜ the transition function associated with Ψ(φA([0, 1], ζ1).
Obviously, since Ψ conjugates the flows φH and φ˜, φA([0, 1], ζ1) is a proper
section for φH with well defined transition function τ(f(z)) = τ˜(I (f(z)), A(f(z))),
thanks to the transversality assumption . 
We will now construct such an action variable A. Then we show that the
proper section got in the previous proposition has a well defined continuation
to the polycycle P, with a C1 transition function τ .
Construction of A. The construction of A is based on the following lemma.
Lemma 5.1. There exists a 3-dimensional submanifold Π in V which is
transverse to P̂ :=
⋃
e∈[e0−δ0,e0+δ0]
Pe and such that for any 1 ≤ k ≤ p,
Π ∩ Uk := {ϕk = 0}.
Proof. Consider the submanifold Π̂ := B({0}×O×]e0− δ0, e0+ δ0[) (see the
definition of a simple polycycle). Let k ∈ {1 . . . , p}. Since Π̂ is transverse
to F , Π̂ is transverse to Ck. We set (ϕ0k, Ik(e0, 0), 0, 0) := Π̂ ∩ Ck. Consider
the symplectic diffeomorphism (ϕk, Ik, qk, pk) 7→ (ϕk − ϕ0k, Ik, qk, pk) in Uk.
We still denote by ϕk the first variable. In these new coordinates, Π∩ Ck :=
(0, Ik(e0, 0), 0, 0). By transversality, there exists a neighborhood Vk ⊂ Uk in
which Π̂ has the following graph form:
Π̂ ∩ Vk := {(ϕk(Ik, pk, qk), Ik, pk, qk)}.
Consider the symplectic diffeomorphism
(7) (ϕk, Ik, qk, pk) 7→ (ϕk, uk := 1√
2
(qk − pk), vk := 1√
2
(qk + pk)).
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Fix u > 0 such that {(ϕk, Ik, uk, vk) ∈ Uk | |uk| ≤ u} ⊂ Vk. Let ηk be a bump
function on Uk with support in the domain {u ≤ u} ⊂ Vk and consider the
submanifold Π defined by
Π ∩ Uk := {(1 − ηk)ϕk(Ik, pk, qk), Ik, pk, qk)}, 1 ≤ k ≤ p,
and which coincides with Π̂ outside the Uk. One easily checks that Π satisfies
the hypotheses of the lemma. 
For (J , e) ∈ J (V )×H(V ) \{(J (ρ(e), e) | e ∈ ]e0− δ0, e0+ δ0[}, we set
γJ ,e := Te,ρ ∩Π,
where Te,ρ is the Liouville torus with J (ρ, e) = J . For z ∈ V , we set
γ(z) := γJ (z),H(z).
The function
(8)
A : V −→ R
z 7−→
∫
γ(z)
λ
is well defined and C2. Obviously, A only depends on e and ρ and one imme-
diately checks that A is independent of I . By construction its vector field
XA is 1-periodic. We denote by S the proper section given by proposition
5.3 and by τ its associated transition function.
Continuation of S to P. For 0 < u < u, and 1 ≤ k ≤ p, we define the
surfaces Γ−k (u) := {uk = u} ⊂ Uk∩Da and Γ+k (−u) := {uk = −u} ⊂ Uk∩Da.
The continuation of S in P necessitates five steps.
• Step 1: For 1 ≤ k ≤ p, there exists u∗k > 0 such that the Poincaré maps
associated with φA between the surfaces Γ+k (−u∗k) and Γ−k (u∗k) are well defined
and read
Pk(ϕk, u
∗
k, ρ) = (ϕk + ϑk(ρ), u
∗
k, ρ) 1 ≤ k ≤ p,
where ϑk : [0, a]→ R is C0, C1 on ]0, a] and satisfies limρ→0 ϑk(ρ) = 0.
Proof. For (e, ρ) ∈ H(V )× F (V ), k ∈ {1, . . . , p}, and u ∈ ]0, u] we set
γρ,e(k, u) := γJ (ρ,e),e(k, u) := (γJ (ρ,e),e∩{[−u, u]}) ⊂ (γJ (ρ,e),e∩(Uk∩Ee)),
so that γρ,e(k, u) is the part of γρ,e limited by the sections Γ
±
k inside Uk. Since
ρ 7→ J (ρ, e) is a diffeomorphism for fixed e, we will work with J in the rest
of this proof and we will write γJ ,e instead of γJ (ρ,e),e. In the coordinates
(ϕk, Ik, uk, vk) introduced in (7) the 1-form λk reads λk := Ikdϕk + vkduk.
Therefore, ∫
γJ ,e(k,u)
λk =
∫ u
−u
√
s2 + 2J ds.
In particular, when J = 0:∫
γ0,e(k,u)
λk =
∫ u
−u
|s|ds = u2.
For u˜, u∗ in ]0, u], we set
Ru˜,u∗(J , e) :=
∫
γJ ,e
λ−
∫
γJ ,e(1,u˜)
λ1 −
p∑
k=2
∫
γJ ,e(k,u∗)
λk.
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One immediately checks that Ru˜,u∗ is C2. Then, writing A as function of
the variables J and e:
A(J , e) :=
∫
γJ ,e(1,u˜)
λ1 +
p∑
k=2
∫
γJ ,e(k,u∗)
λk +Ru˜,u∗(J , e).
Set, for e ∈ ]e0 − δ0, e0 + δ0[, u1(e) := u∗ + (e−e0)2u∗
∂A
∂e
(0, e0). Then, one
immediately checks that
(9)
∂Ru1(e),u∗
∂e
(0, e0) =
∂A
∂e
(0, e0)− 2u∗ 1
2u∗
∂A
∂e
(0, e0) = 0.
Observe that u1(e0) = u
∗. We set u∗k = u
∗, for 2 ≤ k ≤ p. In the
following, we will omit the lower indices u1(e), u
∗ and write R(J , e) instead
of Ru1(e),u∗(J , e).
In the coordinates, (ϕk, Ik, qk, pk) the vector field X
A, restricted to Uk,
reads
ϕ˙k =
∂R
∂e
(J , e)
∂H
∂Ik
(Ik,J ), I˙k = 0
q˙k =
∂
∂pk
∫ u1(e)
−u1(e)
√
s2 + 2J ds+
p∑
ℓ=2
∂
∂pk
∫ u∗
−u∗
√
s2 + 2J ds
+
∂R
∂J
(J , e)
∂J
∂pk
(pk, qk) +
∂R
∂e
(J , e)
∂H
∂J
(Ik,J )
∂J
∂pk
(pk, qk)
a =
(∫ u1(e)
−u1(e)
ds√
s2 + 2J
+
p∑
ℓ=2
∫ u∗
−u∗
ds√
s2 + 2J
+
∂R
∂J
(J , e) +
∂R
∂e
(J , e)
∂H
∂J
(Ik,J )
)
qk,
p˙k = − ∂
∂qk
∫ u1(e)
−u1(e)
√
s2 + 2J ds+
p∑
ℓ=2
∂
∂qk
∫ u∗
−u∗
√
s2 + 2J ds
+
∂R
∂J
(J , e)
∂J
∂qk
(pk, qk) +
∂R
∂e
(J , e)
∂H
∂J
(Ik,J )
∂J
∂qk
(pk, qk)
a = −
(∫ u1(e)
−u1(e)
ds√
s2 + 2J
+
p∑
ℓ=2
∫ u∗
−u∗
ds√
s2 + 2J
+
∂R
∂J
(J , e) +
∂R
∂e
(J , e)
∂H
∂J
(Ik,J )
)
pk.
From now on, we will limit ourselves to the level H = e0. Set
κ(J ) :=
(
p
∫ u∗
−u∗
ds√
s2 + 2J
+
∂R
∂J
(J , e0) +
∂R
∂e
(J , e0)
∂H
∂J
(Ik,J )
)
and Rk(J ) :=
∂R
∂e (J , e0)
∂H
∂Ik
(Ik,J ). Then, in the coordinates (ϕk, qk, pk),
the restriction of XA to Da reads:
ϕ˙k = Rk(J ), q˙k = κ(J )qk, p˙k = −κ(J )pk.
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Consider the renormalized vector field X on Da defined by
X =
1
κ(J )
XA.
Its flow φ has the same orbits as the flow φA associated with X
A, so the
Poincaré maps between Γ+k (u
∗
k) and Γ
−
k (u
∗
k) associated with φ and φA do
coincide. Observe that, if we introduce the transition time
T (J ) :=
∫ u∗
−u∗
ds√
s2 + 2J
, 1 ≤ k ≤ p,
then the map Pk : z 7→ φ(T (J ), z) for z ∈ Γ+k (u∗k) is the Poincaré map
associated with X between Γ+k (u
∗
k) and Γ
−
k (u
∗
k).
Observe also that J and A are in involution. Indeed, the orbits of φA
are contained in the level sets H = e,J = J . Therefore, J is also constant
along the orbits of X. Hence, one gets
(10) Pk(ϕk, u
∗, ρ) =
(
ϕk +
∫ T (J (ρ))
0
Rk(J (ρ))
κ(J (ρ))
dt, u∗, ρ
)
=
(
ϕk +
T (J (ρ))Rk(J (ρ))
κ(J (ρ))
, u∗, ρ
)
.
Now
κ(J ) :=
p∑
ℓ=1
T (J ) +B(J ),
where B : J 7→ ∂R∂J (J , e0)+ ∂R∂e (J , e0) ∂H∂J (Ik,J ) is a bounded function.
Since limJ→0 T (J ) = +∞ and Rk(0) = 0, one gets limJ→0 T (J )Rk(J )
κ(J )
=
0, which concludes the proof with ϑk : ρ 7→ T (J (ρ, e0))Rk(J (ρ, e0))
κ(J (ρ, e0))
. 
In the following, we denote by Γ±k the surfaces Γ
±
k (u
∗
k) and by Pk the
Poincaré map associated with φA between Γ
+
k and Γ
−
k . We denote by Dk
the subdomain of Da ∩ Uk bounded by Γ+k and Γ−k , that is, the domain
Dk := {|u| ≤ u∗k}. Observe that (ϕk, u, ρ) is a system of coordinates in Dℓ.
For 1 ≤ k ≤ p, we call admissible arc on Γ±k a curve
ζ := {(ϕk(ρ)),∓u∗, ρ)) | ρ ∈ [0, a]},
which is C1 on ]0, a] and C0 in [0, a].
Step 2: Let ζ be an admissible arc on Γ+k . Then Pk(ζ) is an admissible arc
on Γ−k . Moreover, φA([0, 1], ζ) ∩Dk has the following graph form:
φA([0, 1], ζ) ∩Dℓ := {ϕk(u, ρ), u, ρ) | (u, ρ) ∈ [−u∗, u∗]× [0, a]} .
Proof. Let ζ be an admissible arc on Γ+k . Then, Pk(ζ) := (ϕk(ρ)+ϑk(ρ), u
∗, ρ).
Now, by step 1, the function [0, a] → R : ρ 7→ ϑk(ρ) is C0 on [0, a] and C1
on ]0, a], so Pk(ζ) is an admissible arc.
To see the second part, we first observe that, in Dk, u˙ > 0. Then for
any u0 ∈ [−u∗, u∗], the Poincaré map (associated with φA) between Γ+k and
the surface Γ(u0) := {u = u0} is well defined. As before, this Poincaré map
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coincides with the Poincaré map associated with the flow φ and we denote
by Tk,u0 the associated time of the last one. Then
Tk,u0 :=
∫ u0
−u∗
ds√
s2 + 2J
.
which yields
(11) φA([0, 1], ζ) ∩Dk :
=
{
ϕk(ρ) +
Tk,u(J (ρ, e0))R(J (ρ, e0))
κ(J (ρ, e0))
, u, ρ) | (u, ρ) ∈ [−u∗, u∗]× [0, a]
}
.
As before, one immediately check that
(u, ρ) 7→ ϕk(ρ)) + Tk,u(J (ρ, e0))R(J (ρ, e0))
κ(J (ρ, e0))
is continuous on [0, a] and C1 on ]0, a]. 
Step 3: The flow φA induces a Poincaré map Pk,k+1 between Γ
−
k and Γ
+
k+1.
Moreover, if ζ is an admissible arc on Γ−k , Pk,k+1(ζ) is an admissible arc on
Γ+k+1.
Proof. First, we show that the flow φH defines a Poincaré map between Γ
+
k
and Γ−k with associated transition-time σk,k+1 that only depends on ρ.
We set C+k = Γ
+
k ∩ W+k and C−k = Γ−k ∩ W+k . Note that the ω-limit
set of C−k with respect to φH is the hyperbolic orbit Ck+1. Now, since
C−k and Ck+1 are not in the same connected component of W−k \ C+k+1, for
all z ∈ Ck there exists σ(z) > 0 such that φH(σ(z), z) ∈ C+k+1. Since
u˙ = λk(ρ)
√
u2 + µk(ρ) > 0 in Da ∩Uk, the intersection time σ(z) is unique.
In the same way, for any z ∈ C+k+1, there exists a unique σ(z) < 0 such that
ΦH(σ(z), z) ∈ C−k . Therefore the Poincaré map between C−k and C+k+1 is
well defined. By compactness of C−k , there exist 0 < t1 < t2 such that the
associated transition time σ takes its values in [t1, t2].
One easily deduces from the previous study that, for a > 0 small enough,
the Poincaré map between Γ−k ∩ {ρ ∈ [0, a]} and Γ+k+1 ∩ {ρ ∈ [0, a]} is well
defined. We denote by σk,k+1 its transition time. The function σk,k+1 is
smooth.
Now, observe that the sections Γ−k and Γ
+
k+1 are invariant under the flow
(φtI ) associated with the first integral I . Indeed, the flow X
I reads (in the
variables (ϕk, pk, qk)): ϕ˙k = 1, p˙k = 0 = q˙k, which yields
ϕ˙k = 1, u˙ = 0, ρ˙ = 0,
Moreover, since φH and φI commute, for any t > 0 and any ϕk ∈ T:
(12) φH(σk,k+1(ϕk, u
∗, ρ), (ϕk + t, u
∗, ρ))
= φH(σk,k+1(ϕk, u
∗, ρ), φI (t, (ϕk, u
∗, ρ)))
= φI (t, φH(σk,k+1(ϕk, u
∗, ρ), (ϕk, u
∗, ρ)))
which belongs to Γ+k+1. Therefore σ(ϕk + t, u
∗, ρ) = σ(ϕk, u
∗, ρ). We set
σk,k+1(ρ) := σk,k+1(ϕk, u
∗, ρ), for any ϕk ∈ T.
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We denote by
◦
Dk,k+1 the connected component of Da \ (Γ−k ∪ Γ+k+1) that
does not contain Ck and we set Dk,k+1 :=
◦
Dk,k+1 ∪ Γ−k ∪ Γ+k+1.
Set Γk := {u = 0} ⊂ Dk. The transition time σk (associated with φH)
between Γk \ {ρ = 0} and Γ+k \ {ρ = 0} is well defined and is independent of
ϕk. Indeed,
σk(ρ) :=
∫ 0
−u∗
ds
λk(ρ)
√
s2 + µk(ρ)
.
Since limρ→0 σk(ρ) = +∞, there exists a > 0 small enough so that for any
1 ≤ k ≤ p, φH([0, 1],Γ+k ) ⊂ {u ∈]− u∗, 0]}. Therefore the map
Γ−k × [0, 2] → Dk,k+1 ∪ φH(]0, 1],Γ+k )
((ϕk, u
∗, ρ), x) 7→ φH(xσk,k+1(ρ), (ϕk , u∗, ρ))
is a diffeomorphism. In the following, we consider (ϕk, x, ρ) as a system of
coordinates in Dk,k+1 ∪ φH(]0, 1],Γ+k ).
As before, we will work with the vector field X and its flow φ instead of
XA and φA, and we will show that φ induces a Poincaré map between Γ
−
k
and Γ+k+1. Since ρ is invariant under φ, the vector field X reads:
X(ϕk, x, ρ) := (Xϕ(ϕk, x, ρ),Xx(ϕk, x, ρ), 0),
where Xϕ and Xx are C
1 functions.
Now, let u ∈ [u∗, u]. Then,
x(ϕk, u, ρ) =
1
σk,k+1(ρ)
∫ u
u∗
ds√
s2 + 2J (ρ)
,
that is, x is a strictly increasing function of u in Dk,k+1 ∩Uk. Hence, since
u˙k = pk + qk > 0 on Γ
−
k ,
(13) Xx(ϕk, 0, ρ) > 0, ∀ (ϕk, ρ) ∈ T× [0, a].
Moreover, since x is independent of ϕk in the domain {u ∈ [u∗, u]}, for any
ϕk ∈ T, Xx(ϕk, 0, ρ) = Xx(0, 0, ρ).
With x0 ∈ [0, 1], we associate the diffeomorphism
ηx0 : Dk,k+1 → Dk,k+1 ∪ φH([0, 1],Γ+k )
(ϕk, x, ρ) 7→ (ϕk, x+ x0, ρ).
Observe that for any ϕk ∈ T, D(ϕk,0,ρ)ηx0(X(ϕk , 0, ρ) = X(ϕk, x0, ρ)). So,
for any ϕk ∈ T, X(ϕk, x0, ρ) = X(0, x0, ρ). This property holds for any
x ∈ [0, 1]. As a consequence, using (13), one sees that there exists β > 0
such that, for all z ∈ Dk,k+1, Xx(z) > β. Therefore, if we set
tk,k+1(ρ) =
∫ 1
0
ds
Xx(0, s, ρ)
,
the map
Pk,k+1 : Γ
−
k → Γ+k+1
(ϕk, 0, ρ) 7→ φA(tk,k+1(ρ), ϕk, 0, ρ)).
is a Poincaré map between Γ−k and Γ
+
k+1. We denote by ϕA : T×[0, a]→ T the
smooth function defined by φA(tk,k+1(ρ)(ϕk, 0, ρ) = (ϕA(ϕk, ρ), 1, ρ) and by
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ϕH : T×[0, a]→ T the smooth function defined by φH(σk,k+1(ρ)(ϕk, u∗, ρ) =
(ϕH(ϕk, ρ),−u∗, ρ). Hence,
Pk,k+1(ϕk, u
∗, ρ) = (ϕH(ϕA(ϕk, ρ), ρ),−u∗, ρ).
As a consequence, if ζ := {(ϕk(ρ), u∗, ρ) | ρ ∈ [0, a]} is an admissible arc
on Γ−k , its image Pk,k+1(ϕk(ρ), u
∗, ρ) = (ϕH(ϕA(ϕk(ρ), ρ), ρ),−u∗, ρ) is an
admissible on Γ+k+1. 
Consider now the surface S := φA([0, 1], ζ1) as defined in proposition 5.3.
Observe that, according to the previous graph form (Step 2), the vector field
XH is transverse to S inside the domains Dk. By construction of S, this
immediately implies that XH is everywhere transverse to S. Indeed, the
action-angle form proves that it is enough that XH be transverse to S at
only one point in each Liouville torus of the regular foliation. So S is a
proper section for XH .
Step 4: The surface S can be continuated to P as a continuous surface.
Proof. Using alternatively Steps 1 and 3, we see that ζ±k := φA([0, 1], ζ1)∩Γ±k
is an admissible arc for any 1 ≤ k ≤ p.
Using step 2, one sees that φA([0, 1], ζ1)∩Dk is a continuous submanifold
with the graph form φA([0, 1], ζ1) ∩Dk := {ϕk(u, ρ), u, ρ) | (u, ρ)} .
It remains to check that φA([0, 1], ζ1)∩Dk,k+1 is a continuous submanifold.
For ρ ∈ [0, a], we write ζ−k (ρ) := (ϕk(ρ), u∗, ρ). Observe that
φA([0, 1], ζ1) ∩Dk,k+1 =
⋃
ρ∈[0,a]
⋃
x∈[0,1]
φX(xtk,k+1(ρ), ζ
−
k (ρ))
The map [0, a]× [0, 1]→ S : φX(xtk,k+1(ρ), ζ−k (ρ)) is a homemorphism onto
φA([0, 1], ζ1)∩Dk,k+1, which is C1 on [0, 1]×]0, a]. This proves that S admits
a C0 continuation on ρ = 0. 
We still denote by S the continuation of S in Da.
Step 5: The surface S is a proper section for φH associated with a C
1
function τ : [0, a]→ R∗+.
Proof. We will first show that the transition function τ : ]0, a] → R defined
in proposition 5.3 has a well defined C1 continuation on [0, a]. Then we will
prove that this function is a transition function for S with respect to φH .
We consider the lift R× [−u∗, u∗]× [0, a] of T× [−u∗, u∗]× [0, a] ⊂ Uk. We
still denote by φH , φA and φ the lifted Hamiltonian flows on R× [−u∗, u∗]×
[0, a]. Let us denote by T the common period of the orbits Ck. We set
XH(z) := (XHϕ (z),X
H
u (z), 0).
By continuity of XH , we can assume that u∗ and a are small enough so
that for any z ∈ R× [−u∗, u∗]× [0, a], XHϕ (z) ∈ [ 2T , 12T ]. Hence, there exists
α > 0 such that
φH(
T
2
, ζ1) ⊂ {ϕ1 ≤ 1− α}, φH(2T, ζ1) ⊂ {ϕ1 ≥ 1 + α}.
On the other hand, we can also assume that a is small enough so that there
exists u0 ∈ ]0, u∗] such that
φH([0, 2T ], ζ1) ⊂ {u ∈ [−u∗,−u0]}.
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Let ζ˜1 := ζ1 + (1, 0, 0) ⊂ R × [−u∗, u∗] × [0, a] and set ζ˜1(ρ) := (1,−u∗, ρ).
Finally set t(ρ) :=
∫ −u0
−u∗
ds√
u2 + 2J (ρ)
. By construction, since in the coor-
dinates (ϕ1, u, ρ) the vector field X reads
ϕ˙1 =
R(J (ρ))
κ(J (ρ))
, u˙ =
√
u2 + 2J (ρ), ρ˙ = 0,
for any ρ ∈ [0, a], φA(t(ρ), (1,−u∗, ρ)) ∈ {u = u0}. Let S˜1 be the smooth
surface
S˜1 :=
⋃
ρ∈[0,a]
φX([0, t(ρ)], ζ˜1(ρ)).
By step 2, S˜1 has the following graph form:
S˜1 := {(ϕ1(u, ρ), u, ρ) | (u, ρ) ∈ [−u∗,−u0]× [0, a]}
Since the function ρ→ t(ρ) is decreasing, therefore
S˜1 := φX([0, t(0)], ζ˜1) ∩ {u ∈ [−u∗,−u0]}.
Moreover, since limρ→0
R(J (ρ))
κ(J (ρ)) = 0, there exists a > 0 small enough so that
for any ρ ∈ [0, a], t(0)R(J (ρ))
κ(J (ρ))
< α. As a consequence,
S˜1 ⊂ B := [1− α, 1 + α]× [−u∗,−u0]× [0, a],
and B \ S˜1 has two connected components. Hence for any ρ ∈ [0, a],
φH(R, (0, us, ρ)) cut S˜1 once and only once. Let τ : [0, a] → R+ be such
that φH(τ(ρ), (0,−us, ρ) ∈ S˜1. Then τ is the restriction to {−u∗} × [0, a]
of the transition time associated to the Poincaré map (with respect to φH)
between the smooth surfaces {ϕ = 0} and S˜1. This map is smooth since the
both surfaces are smooth and transverse to φH . Hence, τ is smooth on [0, a].
Finally, if π : R → T is the canonical projection, π(S˜1) ⊂ S. Obviously, the
function τ defined above coincide in S∩{ρ > 0} with the transition function
τ defined in proposition 5.3. It remains to check, that for any z ∈ S ∩P,
the transition time τ(z) of z is τ(0). Fix z ∈ S ∩P. Let γ : [0, a]→ S be a
continuous map such that γ(0) = z and for any r ∈ ]0, a], γ(r) ⊂ S∩{ρ = r}.
Then for any ρ ∈ ]0, a], φH(τ(ρ), γ(ρ)) ∈ S. Since S is closed, by continuity
of φH , τ and γ, γ(z) ∈ S. 
5.2.3. Construction of the conjugacy between ℘ and ψα: proof of Lemma II.
This section is devoted to the proof of lemma II. Let S be a proper section
with time τ as in lemma I. In each Uk ∩Da, S has the following graph form
S := {(ϕk(u, ρ)w, ρ) |ϕ ∈ T, (u, ρ) ∈ [−u, u]× [0, a]}.
The proof consists in the construction of a suitable planar p-model ψ. Our
strategy is the following.
•We first construct a fundamental domain for the map ℘ in each subdomain
Uk ∩ S of S. A fundamental domain means a domain ∆k bounded by a
“vertical” curve Dk with equation u = u0 in S and its image ℘
−1(Dk) (and
the natural horizontal boundaries).
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•We show that there exists an integer mk such that the domains ∆k, ℘(∆k),
. . . , ℘mk(∆k) cover the connected component Rk of S between S ∩Uk and
S ∩Uk+1 and such that ℘mk(∆k) ⊂ S ∩Uk+1.
This being done, the construction of the planar p-model necessitates three
steps.
• For 1 ≤ k ≤ p, we construct a vector field Xk with associated flow ψ(k) in
a suitable neighborhood Ok of the point (
k
p , 0) ∈ T × [0, 1], such that there
exists a homeomorphism χk between ∆k and a fundamental domain of Xk.
• For 1 ≤ k ≤ p, we construct a vector field of X̂k with associated flow ψ̂(k)
in a suitable subdomain Rk of T× [0, 1] such that we can glue together the
flows ψ(k) and ψ̂(k) (for 1 ≤ k ≤ p) to get a flow ψ on T× [0, 1] with a time
map ψα conjugated to ℘.
• We check that the flow ψ is a planar p-model.
1. Construction of the fundamental domains ∆k. The construction of the
fundamental domains ∆k is based on the construction in each domain Uk of
a pair of sections that are transverse both to the flow and to S.
Lemma 5.2. There exists u∗ ∈ [0, u] such that, for any 1 ≤ k ≤ p, the sec-
tions Σ+k := {u = −u∗} and Σ−k := {u = u∗} satisfy the following conditions:
• (C1): The Poincaré return map between Σ+k \ {ρ = 0} and Σ−k \ {ρ = 0}
is well defined and its associated time τk does not depend on ϕ and is a
decreasing function of ρ.
• (C2): The Poincaré return map between Σ−k and Σ+k+1 is well defined and
its associated time σk,k+1 does not depend on ϕ and is a decreasing function
of ρ.
Proof. Let us prove (C1). Fix u0 ≤ u and consider the surfaces Σ±k defined
as above for 1 ≤ k ≤ p. By (⋆), one immediately checks that they are
transverse to the flow and that the transition time between Σ+k \ {ρ = 0}
and Σ−k \ {ρ = 0} is given by
τk(ρ) =
2
λ(ρ)
Argsh
u0√
µ(ρ)
.
Moreover, by direct computation, one sees that limρ→0 τ
′
k(ρ) = −∞. As
a consequence, if a is small enough, τ ′k(ρ) < 0 for any ρ ∈ [0, a]. In the
following, we assume that a is small enough so that, for any 1 ≤ k ≤ p, τk is
decreasing on [0, a] and (C1) is realized.
In Step 3 of the continuation of S, we proved the existence of a Poincaré
map between Σ−k and Σ
+
k+1 with associated transition time σk,k+1 that only
depends on ρ. It remains to check the decreasing condition on the time
σk,k+1. Note that the function ρ 7→ σ′k,k+1(ρ) is uniformely bounded on
[0, a]. Fix 0 < u∗ < u0 and consider, for 1 ≤ k ≤ p, the sections Σ+k (u∗) :=
{u = −u∗} and Σ−k (u∗) := {u = u∗}. Let σ˜k,k+1 be the transition time
between Σ−k (u
∗) and Σ+k+1(u
∗). Then
σ˜k,k+1(ρ) :=
2
λ(ρ)
(
Argsh
u0√
µ(ρ)
−Argsh u
∗√
µ(ρ)
)
+ σk,k+1(ρ).
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Let g : ρ 7→ 2λ(ρ)
(
Argsh u0√
µ(ρ)
−Argsh u∗√
µ(ρ)
)
. By elementary computation
one sees that:
g′(ρ) ∼ρ→0 λ(ρ)µ
′(ρ)
4
(
1
u20
− 1
(u∗)2
)
.
Therefore, for u∗ small enough ρ→ σ˜k,k+1(ρ) is decreasing and (C2) is also
realized. Obviously, one can choose u∗ small enough so that (C1) and (C2)
are realized for any 1 ≤ k ≤ p. 
Remark 5.2. We can assume that u∗ is small enough so that, for any k ∈
{1, · · · , p} and any ρ ∈ [0, a], σk,k+1(ρ) > 2.
For 1 ≤ k ≤ p, we set δk := S ∩ Σ−k := {(ϕk(u∗, ρ) | ρ ∈ [0, a]}. Since for
all k, limρ→0 τk(ρ) = +∞, there exists a > 0 small enough such that for any
ρ ∈ [0, a] and any k, τ(ρ) ≤ τk(ρ). Therefore, ℘−1(δk) ⊂ Uk ∩ S.
The fundamental domain ∆k is defined as the subdomain of S ∩ Uk
bounded by ℘−1(δk) and δk. Fix (ϕk(u
∗, ρ), u∗, ρ) ∈ δk. Then
℘−1(ϕk(u
∗, ρ), u∗, ρ) = (ϕk(uk(ρ), ρ), uk(ρ), ρ)
where uk(ρ) is defined by
τ(ρ) :=
∫ u∗
uk(ρ)
du
λk(ρ)
√
u2 + µk(ρ)
.
Therefore,
∆k = {(ϕk(u, ρ), u, ρ) |u ∈ [uk(ρ), u∗], ρ ∈ [0, a]} .
We denote by Rk the connected component of S\(Uk∪Uk+1) that contains
℘(∆k), that is, the connected component of S \ (Uk ∩Uk+1) with nonempty
intersection with W−k .
Lemma 5.3. For 1 ≤ k ≤ p, there exists mk ∈ N∗ such that
– ℘mk(∆k) ⊂ (S ∩Uk+1),
– Rk ⊂
mk⋃
j=1
℘j(∆k).
Proof. For a > 0 we set Ta := {τ(ρ) | ρ ∈ [0, a]}. There exists 0 < t0 ≤ t1
such that Ta := [t0(a), t1(a)]. Notice that, if a
′ ≤ a, then t0(a) ≤ t0(a′) ≤
t1(a
′) ≤ t1(a). By compactness of Sk and continuity of σk,k+1, one can
define σk := maxz∈Σ+
k
σk,k+1(z) > 0. There exists mk ∈ N∗ such that
(mk − 1)t0(a) ≥ σk. Since limρ→0 τk+1(ρ) = +∞, one can assume that
a is small enough so that mkt1(a) < τk+1(ρ) − σk,k+1(ρ) for any ρ ∈ [0, a].
That is,
ΦH([(mk − 1)t0(a),mkt1(a)],Σ−k ) ⊂ Uk.
In particular, for all z ∈ δk, ℘mk(z) ⊂ Φ(mk[t0(a), t1(a)],Σ−k ) ⊂ Uk, that
is, ℘mk(δk) ⊂ Uk ∩ S. In the same way, for all z ∈ ℘−1(δk), ℘mk(z) ⊂
Φ((mk − 1)[t0(a), t1(a)],Σ−k ) ⊂ Uk, that is, ℘mk−1(Dk) ⊂ Uk ∩ S.
We set
◦
∆k:= ∆k \(δk∪℘−1(δk)). Since ℘mk is a diffeomorphism, ℘mk(
◦
∆k)
is one of the two connected components of S \ (℘(δk) ∪ ℘mk−1(δk)). Since
the second one has nonempty intersection with all the hyperbolic orbits Γj ,
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℘mk(
◦
∆k) must be the first one which is contained in Uk+1 and the first point
is proved.
To prove the second point, we first remark that Rk is contained in the
connected component of S \ (℘(Dk) ∪ ℘mk−1(D). With the same argument
as in the beginning of the proof, we can assume that a is small enough so
that φH([−mk, 0],∆k) ⊂ Uk. So for 2 ≤ j ≤ mk,
℘−j(δk) = {(ϕk(wj(ρ), ρ), wj(ρ), ρ)}
where uj(ρ) is defined by
∫ w∗
uj(ρ)
du
u2 + µ(ρ)
= jτ(ρ). Therefore,
mk⋃
j=1
℘−j(∆k)
is a connected 2-dimensional submanifold of S with boundaries ℘−mk(δk)
and ℘−1(δk). As a consequence,
mk⋃
j=1
℘j(∆k) = ℘
mk
(
mk⋃
j=1
℘−j(∆k)
)
is a con-
nected 2-dimensional submanifold of S with boundaries ℘(δk) and ℘
mk−1(δk).
Obviously, it is the one which contains Rk. 
Consider the compact annulus Â := T × [0, 1] with coordinates (θ, r).
For 1 ≤ k ≤ p, we set zk := (kp , 0), Ok := [kp − u∗, kp + u∗] × [0, 1] and
Rk := [
k
p + u
∗, k+1p − u∗]× [0, 1]. Finally we set
α : [0, 1]→ R∗+ : r 7→ τ(ar).
2. Construction of Xk and χk. Let Xk be the vector field defined on Ok by
Xk(θ, r) := λk(ar)
√(
θ − k
p
)2
+ µk(ar)
∂
∂θ
.
We denote by (ψt(k)) its local flow in Ok and by ψ
α
(k) its associated time-α
map, that is, ψα(k)(θ, r) = ψ(k)(α(r), (θ, r)).
For 1 ≤ k ≤ p, we set
χk : Uk ∩ Σ → Ok
(ϕk(u, ρ), u, ρ) 7→ (u+ kp , ρa).
The proof of the following lemma is immediate.
Lemma 5.4. Let k ∈ {1, · · · , p}.
(1) ψα(k)(χk(℘
−1(δk))) = χk(δk),
(2) ψα(k+1)(χk+1(℘
mk−1(δk))) = χk+1(℘
mk(δk)),
(3) for all z ∈ Uk \∆k, ψα(k)(z) = χk(P (z)).
Construction of X̂k and of the flow ψ. For any k ∈ {1, · · · , p}, we consider a
function ξk : Rk → R such that
(**)
∫ k+1
p
−u∗
k
p
+u∗
dθ
ξk(θ, r)
= σk,k+1(ar)
Let X̂k be the vector field on Rk defined by
X̂k(θ, r) = ξk(θ, r)
∂
∂θ
,
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and denote by (ψ̂(k)) its local flow. By construction, for any r ∈ [0, 1]
ψ̂(k)
(
σk,k+1(ar),
(
k
p
+ u∗, r
))
=
(
k + 1
p
− u∗, r
)
,
We define a flow ψ on T × [0, 1] by gluing together the flows ψ(k) and ψ̂(k).
We begin by constructing, for 1 ≤ k ≤ p, a local flow ψk on Ok
⋃
Rk in the
following way. For (θ, r) ∈ Ok \ {zk} there exists a unique t(θ, r) > 0 such
that ψ(k)(t(θ, r)) ∈ χk(δk). We set
– ψtk(θ, r) = ψ(k)(t, (θ, r)) if t ≤ t(θ, r),
– ψtk(θ, r) = ψ̂(k)(t−t(θ, r), (kp +u∗, r)) if t(θ, r) ≤ t ≤ t(θ, r)+σk,k+1(ar).
Lemma 5.5. ψk is a continuous flow on Ok
⋃
Rk.
Proof. The continuity of ψk is obvious by construction. One just has to check
that ψk is a flow, that is, ψk(s+ t, (θ, r)) = ψ
s
k ◦ψtk(θ, r) = ψtk ◦ψsk(θ, r). The
only possible difficulty occurs when t(θ, r) < t+ s < t(θ, r) + σk,k+1(ar).
Assume that s ≤ t and that t(θ, r) < t+ s < t(θ, r) + σk,k+1(ar). We set
θ∗ := kp+u
∗. We first remark that ψk(s+t, (θ, r)) = ψ̂k(t+s−t(θ, r), (θ∗, r)).
They are three possibilities.
• t < s < t(θ, r). Then t(ψ(k)(s, (θ, r))) = t(θ, r)−s and t > t(ψ(k)(s, (θ, r))).
Hence
ψtk ◦ ψsk(θ, r) = ψk(t, ψsk(θ, r)) = ψ̂(k)(t− t(ψ(k)(s, (θ, r))), (θ∗, r))
= ψ̂(k)(t+ s− t(θ, r), (θ∗, r))
= ψk(s + t, (θ, r)).
In the same way, ψsk ◦ ψtk(θ, r) = ψk(s+ t, (θ, r)).
• t ≤ t(θ, r) ≤ s. Then ψk(s, (θ, r)) = ψ̂(k)(s− t(θ, r), (θ, r)), which yields
(14) ψtk ◦ ψsk(θ, r) = ψ̂(k)(t, ψ̂(k)(s − t(θ, r), (θ∗, r)))
= ψ̂(k)(t+ s− t(θ, r), (θ∗, r)) = ψk(s+ t, (θ, r)).
On the other hand,
(15) ψsk ◦ ψtk(θ, r) = ψ̂(k)(s− t(ψ(s, (θ, r))), (θ∗, r))
= ψ̂(k)(t+ s− t(θ, r), (θ∗, r)) = ψk(s+ t, (θ, r)).
• t(θ, r) ≤ t ≤ s. Then, as before ψtk ◦ψsk(θ, r) = ψk(s+ t, (θ, r)). Conversely,
ψsk ◦ ψtk(θ, r) = ψ̂(k)(s, ψ̂(k)(t− t(θ, r), (θ∗, r))) = ψk(s+ t, (θ, r)).
This concludes the proof. 
3. Construction of ψ and conjugacy between ψα and φH . Now, we con-
struct a global flow ψ on A by gluing together the previous flows defined on
Ok
⋃
Rk with the usual convention p+1 = 1. One checks as in the previous
lemma that this defines a flow on T × [0, 1]. We denote by ψα its time-α
map.
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Lemma 5.6. For all z ∈ ∆k
(ψα)mk(χk(z)) = χk+1(℘
mk(z)).
Proof. Fix z := (ϕk(u, ρ), u, ρ) ∈ ∆k. Let u′ ∈ [uk+1(ρ), u∗] be such that
℘mk(z) = (ϕk+1(u
′, ρ), u′, ρ). We set
t1 :=
∫ u∗
u
ds
λk(ρ)
√
s2 + µk(ρ)
, t2 :=
∫ u′
−u∗
ds
λk(ρ)
√
s2 + µk(ρ)
Then
χk+1(℘
mk(z)) =
(
k + 1
p
+ u′,
ρ
a
)
= ψ
(
σk,k+1(ρ) + t1(z) + t2(z),
k
p
+ u
)
= ψ(τ(ρ), χk(z)).
This concludes the proof. 
We define a map χ : S → T× [0, 1] by setting
• for 1 ≤ k ≤ p and z ∈ Ok, χ(z) = χk(z),
• for 1 ≤ k ≤ p and z ∈ ℘j(∆k) with 1 ≤ j ≤ mk, χ(z) = (ψα)j(χk(℘−j(z))).
Lemma 5.7. The map χ is well defined and is a homeomorphism.
Proof. To see that χ is well defined, one has to check that, for 1 ≤ k ≤ p,
both definitions of χ coincide when z ∈ ℘mk(z). Fix z ∈ ℘mk(z) and let
z0 = ℘
−mk(z) ∈ ∆k. Then
(ψα)mk(χk(℘
−mk(℘mk(z0))) = (ψ
α)mk(χk(z0)) = χk+1(℘
mk(z0)) = χk+1(z),
the third equality coming from lemma 5.6.
Obviously, χ is continuous on S \
(⋃p
1=k
⋃mk
1=j ℘
j(δk)
)
. Fix k and j ∈
{1, · · · ,mk}. One just has to check that for z0 ∈ ℘j(δk),
lim
z→z0
z∈℘j(∆k)
χ(z) = lim
z→z0
z∈℘j+1(∆k)
χ(z).
Let z1 = ℘
−j(z0). Then
lim
z→z0
z∈℘j(∆k)
χ(z) = (ψα)j(χk(℘
−j(z0))) = (ψ
α)j(χk(z1)).
On the other hand, using lemma 5.4, one checks that:
lim
z→z0
z∈℘j+1(∆k)
χ(z) = (ψα)j+1(χk(℘
−j−1(z0))) = (ψ
α)j(χk(z1)),
By construction, χ is a homeomorphism. 
Lemma 5.8. For all z ∈ S, χ ◦ ℘(z) = ψα ◦ χ(z).
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Proof. By lemma 5.4, it remains to check the conjugacy when z belongs to⋃p
1=k
⋃mk
j=0 ℘
j(∆k). Fix k ∈ {1, . . . , p}, j ∈ {0, · · ·mk} and z ∈ ℘j(∆k).
Then:
(16) χ ◦ ℘(z) = (ψα)j+1(χk(℘−j−1(℘(z)))
= ψα((ψα)j(χk(℘
−j(z))) = ψα(χ(z))
which concludes the proof. 
It remains to prove that we can construct ψ such that it satisfies conditions
(C1), (C2), (C3) and (C4) of definition 5.1. Conditions (C1) and (C2) are
obviously realized. To get conditions (C3) and (C4), we have to be more
precise about the choice of the functions ξk defined on the domains Rk.
Proof of lemma II. For u ∈ [0, 1p ], we set δu := {1p + u} × [0, 1] ⊂ R1. Using
remark 5.2, we see there exists u0 ≥ u∗ such that ψ([0, 1], δu0 ) ⊂
◦
R1. Let
u1 ∈ ]u0, 1p [ be such that ψ([0, 1], δu0 ) ⊂ [1p + u0, 1p + u1] × [0, 1]. Set β =
1
p − 2u∗.
As for ξ1, we choose a continuous and piecewise C
1 function on R1 =
[1p + u0,
1
p + u1]× [0, 1], constant and equal to
(17) M := max(β/2, max
1≤k≤p
r∈[0,1]
λk(ar)
√
(u∗)2 + µk(ar))
over [1p + u0,
1
p + u1] × [0, 1], and we choose the values of ξ1 for (θ, r) /∈
[1p + u0,
1
p + u1] × [0, 1] in order to satisfy the relation (∗∗) for each fixed
r, which is possible since σ1,2(r) is bounded below by 2. For k ≥ 2, let us
choose
ξk(θ, r) =
β
σk,k+1(r)
.
We moreover require that
ξ1(θ, r) ≤ ξ1(θ, r′)
if r ≤ r′ and θ ∈ [1p + u∗, 2p − u∗]. Such a choice is obviously possible since
the function σ1,2 is decreasing. Let us check that conditions (C3) and (C4)
are realized.
• We begin with the tameness condition (C4). Set K = ψ([0, 1], δu0 ) and
fix two points z = (θ, r) and z′ = (θ′, r) in K , on the same orbit, with lifts
(x, r) and (x′, r) in the universal covering R× [0, 1]. We write as usual ψ˜ for
the lifted flow. There exists a unique t0 ∈ ]0, 1] such that (x′, r) = ψ˜t0(x, r).
Now, setting (x(t), r) and (x′(t), r) for ψ˜t(x, r) and ψ˜t(x′, r), the separation
function is defined by Ez,z′(t) = x
′(t)− x(t).
By construction, for any (θ, r) ∈ K , one has
– M ≥ maxXk(θ′, r)) for any (θ′, r) ∈ Ok and any k ∈ {1, . . . , p},
– M ≥ max X̂k(θ′, r)) for any (θ′, r) ∈ Rk and any k ∈ {1, . . . , p}.
Therefore,
(18) Ez,z′(t) ≤
∫ t+t0
t
Mds = t0M,
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Obviously, the maximum of Ez,z′ is achieved when t = 0 and the tameness
condition is proved for the fundamental domain K .
• The torsion condition (C3) is easy. It suffices to check that (C3) is
satisfied in each domain Ok and Rk, that is, one has to verify that for r
′ ≥ r
in [0, 1],
(1) for all θ such that (θ, r) ∈ Ok, Xk(θ, r′) > Xk(θ, r),
(2) for all θ such that (θ, r) ∈ Rk, X̂k(θ, r) > X̂k(θ′, r).
The first point is an immediate consequence of the fact that µk is an increas-
ing function. The second point is an immediate consequence of the fact that
σk,k+1 is decreasing. 
5.2.4. Proof of Theorem 3. Consider the p-model α ⊗ ψ on A . Recall that
for any z ∈ Da \ S, there exists a unique pair (t−z , t+z ) ∈ R− × R+, such
that φH(t
−
z , z) ∈ S, φH(t+z , z) ∈ S and φH(]t−z , t+z [, z) ∩ S = ∅. Moreover if
z ∈ f−1(ρ), t+z − t−z = τ(ρ).
Consider the map χ˜ : Da → A defined by
– χ˜(z) = (0, χ(z)) if z ∈ S
– χ˜(z) = α⊗ ψ(−t−z , χ˜(φH(t−z , z)))
Proof of Theorem 3. We will prove that χ˜ is a compatible homeomorphism
that conjugates φH and α ⊗ ψ. We begin by checking the continuity of χ˜.
Obviously, χ˜ is continuous on Da \ S. Let us check the continuity in S. Let
ε = 13 Min
ρ∈[0,a]
τ(ρ). Let V + := {z ∈ Da | t+z ∈ [0, ε]} and V + := {z ∈ Da | t−z ∈
[−ε, 0]}. Then V + ∪ V − is a neighborhood of S and V − ∩ V + = S. Fix
z0 ∈ S ∩ f−1(ρ). One has to check that
lim
z→z0
z∈V +
χ˜(z) = χ˜(z0) = limz→z0
z∈V −
χ˜(z).
Now, if z → z0 and z ∈ V +, then t+z → 0 and t−z → −τ(ρ). Therefore
lim
z→z0
z∈V +
χ˜(z) = lim
z→z0
z∈V +
α⊗ ψ(−t−z , χ˜(φH(t−z , z)))
= α⊗ ψ (−τ(ρ), (0, χ(φH(−τ(ρ), z0))))
= α⊗ ψ(−τ(ρ), (0, χ ◦ ℘−1(z0)))
= (0, ψα ◦ χ ◦ ℘−1(z0))
= (0, χ ◦ ℘ ◦ ℘−1(z0))
= (0, χ(z0)).
On the other hand, if z → z0 and z ∈ V −, then t−z → 0. Therefore
lim
z→z0
z∈V −
χ˜(z) = α⊗ ψ(0, χ˜(φH(0, z0)) = α⊗ ψ(0, (0, χ(z0))) = (0, χ(z0)).
By construction, χ˜ is a homeomorphism. It remains to check that it conju-
gates α ⊗ ψ and φH . Fix z ∈ Da ∩ f−1({ρ}) and t ∈ R. Let m ∈ Z and
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s ∈ [0, τ(ρ)[ such that t = mτ(ρ) + s. Let z0 := φH(t−z , z) ∈ S. Then
χ˜ ◦ φH(t, z) = χ˜ ◦ φH(s− t−z , ℘m(z0))
= α⊗ ψ(s − t−z , (0, (ψα)m ◦ χ(z0)))
= α⊗ ψ(s − t−z +mτ(ρ), (0, χ(z0)))
= α⊗ ψ(s +mτ(ρ), (α ⊗ ψ(−t−z , χ˜(φH(t−z , z))))
= α⊗ ψ(t, χ˜(z)),
which concludes the proof. 
5.3. The polynomial entropy of a p-model system. This section is de-
voted to the proof of proposition 5.1 in the precise setting we have now at our
disposal: namely, the p-model system at hand will be that we constructed in
the previous sections. The main remark is that we will have the possibility to
choose the minimal period of the p-model by simply reducing the parameter
a of our partial neighborhood. We first emphasize the following remarks.
Remark 5.3. 1) For r ∈ ]0, 1], we denote by T (r) the period of the orbit
T× {r}. By condition (C1)
T (r) ∼r=0 −
p−1∑
ℓ=1
λℓ(r)
ln(µℓ(r))
∼r=0 −
p−1∑
ℓ=1
λℓ(r)
ln r
,
the last equivalent coming from µk(0)
′ 6= 0.
2) Let β be such that [kp − β, kp + β] ⊂ Ok, for any 1 ≤ k ≤ p, and set
τk(r, β) :=
∫ k
p
−β
k
p
+β
dθ
λk(r)
√
(kp − θ)2 + µk(r)
.
One has:
T (r)
τk(r, β)
∼r=0
p−1∑
ℓ=1
λℓ(0)
λk(0)
.
3) Due to the torsion condition, r 7→ T (r) is a strictly decreasing function
from ]0, 1] to [q∗,+∞[, where q∗ is the period of the motion ψ on T× {1}.
Notation 5.2. For the sake of simplicity, in the whole proof of proposition
5.1, we write φt instead of (α ⊗ ψ)t.
Proof of proposition 5.1. We denote by a an element (θ, r) ∈ Â . For ϕ ∈ T
and k ∈ N, we set ϕr(k) := ϕ+ kα(r). Therefore
φk(ϕ, a) = (ϕr(k), ψ
k(a)).
We denote by δ the natural quotient distance on T and by dˆ the product
metric on T × [0, 1]. We denote by d := δ × dˆ, the product metric on A .
For k ∈ N, we denote by dk the dynamical distances in T2× [0, 1] associated
with the motion φ and by dˆk the distances in T× [0, 1] associated with ψ.
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Remark that for ϕ in T and a = (θ, r), a′ = (θ′, r′) in A ⊂ T × [0, 1], one
has:
dφN ((ϕ, a), (ϕ
′ , a′)) = max
0≤k≤N
d(φk(ϕ, a), φk(ϕ′, a′))
= max
0≤k≤N
max
(
δ(ϕr(k), ϕ
′
r′(k)), dˆ(ψ
k(a), ψk(a′))
)
= max
(
max
0≤k≤N
(
δ(ϕr(k), ϕ
′
r′(k)
)
, max
0≤k≤N
dˆ(ψk(a), ψk(a′))
)
= max
(
max
0≤k≤N
(
δ(ϕr(k), ϕ
′
r′(k)
)
, dˆN (a, a
′)
)
(⋆)
Let us introduce some notation.
– Given r ∈ ]0, 1], we set Cr := T× {r} ⊂ Â .
– According to remark 5.3 one can label the orbits Cr by their period: we
write Cq the orbit with period q for q ∈ [q∗,+∞[. So Cr = CT (r). We write
C∞ for the boundary T× {0}.
– Given two periods q′ ≤ q ≤ +∞, we denote by Ŝq,q′ the annulus ⊂ Â
bounded by the curves Cq and Cq′ .
– When a and b are two points on the same curve Cq, we denote by [a, b]
the set of all points of Cq located between a and b, relatively to the direct
orientation of Cq.
– We denote respectively by φ and by ψ the time-one maps of the flows (φt)t
and (ψt)t.
1. Proof of hpol(φ) ≥ 2. Recall that for ε > 0, a subset A of a compact
metric space (X, d) is said to be (N, ε)-separated relatively to a continuous
map f : X → X if, for any a and b in A, sup0≤k≤N d(fk(a), fk(b)) ≥ ε.
If SfN (ε) is the maximal cardinal for a (N, ε)-separated set, one has the
following inequalities
SfN (2ε) ≤ GfN (ε) ≤ SfN (ε).
Therefore, hpol(f) = limε→0 lim supn→∞
Log Sfn(ε)
Logn . Given ε > 0, we want to
find, for N large enough, a (N, ε)-separated set (relatively to φ) with cardinal
≥ c0N2 for a constant c0 > 0.
It suffices to find a (N, ε)-separated in T × [0, 1] with cardinal ≥ c0N2
relatively to ψ. Indeed assume we are given such a set A(N, ε) ∈ T× [0, 1] .
Then by (⋆), since dˆN (a, a
′) ≥ ε, one has dN ((ϕ, a), (ϕ, a′)) ≥ ε.
Fix a vertical segment Iθ0 := {θ = θ0} ⊂ T× [0, 1]. For q ∈ [q∗,+∞], we
set aq := Iθ0 ∩ Cq. We choose θ0 such that a∞ is not a singular point of V ,
that is a∞ 6= (kp , 0), so ψ(a∞) 6= a∞ and ψ−1(a∞) 6= a∞.
Remark 5.4. Due to the torsion condition, for each q ≥ 3 the projection on
C∞ of the interval [ψ(aq), ψ
[q/2](aq)] is contained in [ψ(a∞), ψ
−1(a∞)].
Assume the two (redondant) conditions
ε < min
(
dˆ(a∞, ψ(a∞)), dˆ(a∞, ψ
−1(a∞))
)
(1)
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and that
ε < min
(
dˆ(a∞, ψ
−1(a∞)), dˆ(ψ(a∞), ψ
2(a∞)
)
. (2)
In the following we assume that q ≥ 3.
Step 1: If N ≥ q, Cq contains an (N, ε)-separated set with cardinal [q/2].
Fix N ≥ q. For k ≥ 0 we set a(k) = ψ−k(aq).
Proof. Then, by (1) and remark 5.4 and since ψk
′−k(aq) ∈ [ψ(aq), ψ[q/2](aq)],
one has
dˆN
(
a(k), a(k
′)
) ≥ dˆ(ψk′(a(k)), ψk′(a(k′))) = dˆ(ψk′−k(aq), aq) > ε,
forall 0 ≤ k < k′ ≤ [q/2]. Therefore, the set {a(k) | 1 ≤ k ≤ [q/2]} is
(N, ε)-separated 
Step 2 If N ≥ 18 and (q, q′) ∈ [N3 , N2 ]2 with 3 ≤ q − q′ ≤ q − 3, the pairs of
points (a, a′) ∈ Cq × Cq′ are (N, ε)-separated.
Proof. Let us introduce the domains:
Iq = [aq, ψ(aq)[ ⊂ Cq, Jq′ = [ψ−1(aq′), ψ2(aq′)[ ⊂ Cq′ .
Thanks to the torsion condition, by (2), the distance between Iq and the
complement Cq′ \ Jq′ is larger than ε, for each pair (q, q′) in [q∗,+∞[.
Now assume that q and q′ are contained in the interval [N/3, N/2] and
satisfy q − q′ ≥ 3. Consider two points a ∈ Cq and a′ ∈ Cq′ . There exists a
unique integer n0 ∈ {0, . . . , q − 1} such that ψn0(a) ∈ Iq. Thus:
(i) if ψn0(a′) ∈ Cq′ \ Jq′ , then dN (a, a′) ≥ dn0(a, a′) > ε.
(ii) if ψn0(a′) ∈ Jq′ , observe that ψq−q′(Jq′) ∩ Jq′ = ∅. Indeed,
ψq+n0(a′) = ψq(ψn0(a′)) = ψq−q
′
(ψn0(a′)),
with q′ ≥ 6 and 3 ≤ q − q′ ≤ q − 3 by assumption on N and q, q′. So
ψq+n0(a′) /∈ Jq and, by periodicity, ψq+n0(a) ∈ Iq.
Therefore, using (2): dˆN (a, a
′) ≥ dˆ(ψq+n0(a), ψq+n0(a′)) > ε. 
Step 3: If N ≥ 18, SN/3,N/2 contains a (N, ε)-separated set with cardinal
≥ N2/108.
Proof. In the interval [N/3, N/2], there exist at least [N/18] distinct integers
(qi) with qj − qi ≥ 3 if i 6= j. On each curve Cqi , one can find an (N, ε)–
separated subset with [qi/2] ≥ [N/6] elements by step 1, and the union of all
these subsets is still (N, ε)–separated by step 2. Therefore the strip limited
by the curves CN/3 and CN/2 contains a (N, ε)–separated subset A(N, ε)
with more than N2/108 elements. 
Conclusion: Fix ϕ ∈ T. The set {(ϕ, a) | a ∈ A(N, ε)} is (N, ε)-separated
with cardinal ≥ N2/108. Therefore, for N > 18, SφN (ε) ≥ N2/108 and
hpol(φ) ≥ 2.
2. Proof of hpol(φ) ≤ 2. If f is a continuous map on a compact set X, we
denote by Dfn(ε) the smallest number of sets Xi with d
f
n-diameter ε whose
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union covers X. Then, one has
Dfn(2ε) ≤ Gfn(ε) ≤ Dfn(ε).
Therefore, hpol(f) = limε→0 lim supn→∞
LogDfn(ε)
Log n .
The main idea of the construction will be to take advantage of the explicit
coverings constructed in [Mar09] for planar p-models and to prove that in
the product system on A , the domains involved in this covering are so small
that they induce a negligible distorsion in the ϕ variable. So we will be
able to construct a covering for the present p-model simply by taking the
product of the domains of the planar p-model with small enough intervals in
the ϕ-direction.
If A is a subset of A invariant by φ, for n ≥ 1, we denote by Dφn(A, ε)
the minimal cardinal of a covering of A by subsets with dN -diameter ε. We
define in the same way, for Â ⊂ Â invariant by ψ, the number Dψn (Â, ε).
Given ε > 0, we want to get, for N large enough, a majoration of the form
DφN (A , ε) ≤ c0N2 + c1N + c2. To do this, we discriminate between the
behavior of the dynamics near r = 0 and the behavior of the dynamics
near r = 1. We split Â into two N -depending sub-annuli ÂN and Â
∗
N
and we estimate DφN (AN , ε) and D
φ
n(A ∗N , ε), where AN := T × ÂN and
A ∗N := T× Â ∗N . Fix ε > 0.
Step 1: Construction of the sub-annuli ÂN and Â
∗
n . The choice of
the cutoff is based on the following lemma.
Lemma 5.9. For k ∈ {1, . . . , p}, let Bk(ε) be the “block” of Â limited by the
vertical segments ∆+k and ∆
−
k of equations θ = k/p− ε/2 and θ = k/p+ ε/2
respectively. There exists a constant κ and an integer N0 (both depending on
ε) such that if N ≥ N0, for each index k ∈ {0, . . . , p− 1}:
ψn(∆−k (κN)) ⊂ Bk(ε), ∀n ∈ {0, . . . , N},
where we write ∆−k (q) for the intersection of the left vertical ∆
−
k of Bk(ε)
with the annulus Ŝ∞,q.
Proof. With the notation of remark 5.3 (2), we set
κ :=
[
2max
p−1∑
ℓ=1
λℓ(0)
λk(0)
]
+ 1
Then, by remark 5.3, there exists r0 > 0 such that for r < r0, τk(r, ε/2) >
1
κT (r), that is,
ψ
1
κ
T (r)(∆−k (T (r)) ∈ Bk(ε).
The lemma is proved with N0 := ⌈T (r0)⌉. 
For q ∈ [q∗,+∞[, we write r(q) := T−1(q) ∈ ]0, 1]. By remark 5.3 (3),
there exists N1 ∈ N∗ such that if q > N1, rq ≤ ε.
We choose N ≥ Max (N0, N1) and we set: ÂN = Ŝ∞,κN , Â ∗N = Â \ ÂN ,
AN := T× ÂN and A ∗N := T× Â ∗N .
We will use twice the following easy remark.
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Remark 5.5. By remark 5.3 (1), for q∗ large enough, there exists c¯ ∈ R such
that
r′(q) ≥ e−c¯q.
Step 2: Covering of AN . We begin by constructing a covering of ÂN .
For k ∈ {1, . . . , p− 1} and r ∈ [0, 1], we write ak(r) := (kp + ε2 , r) = ∆+k ∩Cr.
We set
νk := Min {ℓ ∈ N∗ |ψℓ(ak(0)) ∈ Bk+1(ε)} and ν = Max
k
νk.
By the torsion property, and since τk+1(r, ε/2) → ∞ when r → 0, there
exists r∗ such that if r ∈ [0, r∗], ψν(ak(r)) ∈ Bk+1(ε), for all k ∈ {1, · · · , p}.
We set N2 :=
1
κ⌈T (r∗)⌉. Then for N ≥ N2,
(**) ψν(∆+k (κN)) ⊂ Bk+1(ε).
We set B = ∪1≤k≤pBk(ε). By compactness, there exists a finite covering
B1, . . . , Bi∗ of ÂN \B with dˆν–diameter ≤ ε. Moreover, one can obviously
assume that each Bi is contained in some connected component of ÂN \B.
We claim that, if N > Max (N0, N1, N2), for any n in {ν, . . . ,N}, ψn(Bi)
is contained in some Bk(ε). Indeed, assume that Bi is contained in the zone
limited by the curves ∆+k (κN) and ∆
−
k+1(κN) (according to the direct orien-
tation on T). Then the iterate ψn(Bi) is contained in the region limited by
ψν(∆+k (κN)) and ψ
N (∆+k+1(κN)). Both of these boundaries are contained
in Bk+1(ε), the first one by (∗∗) and the second one by lemma 5.9.
By assumption on N , the d–diameter of Bk+1(ε) is ε. Therefore,
diamN (Bi) ≤ ε
where we denote by diamN the diameter associated with the distance dˆN .
Now, we can assume that ε is small enough and N is large enough so that
the intersection ψ(∆−k (κN))∩Bk+1(ε) is empty. Consider the regions Uk in
ÂN bounded by ∆
+
k (κN) and ψ(∆
+
k (κN)).
The nonempty intersections Uk ∩Bi form a finite covering U1, . . . , Ui∗∗ of
the union ∪1≤k≤pUk, with cardinal i∗∗ ≤ i∗. For 1 ≤ i ≤ i∗∗, one has:
diamN (Ui) ≤ ε.
Let Vk be the region bounded by ψ
−N (∆+k (κN)) and ∆
+
k (κN) (relatively to
the direct orientation of T). By the same arguments as in the beginning, one
sees that Vk ⊂ Bk(ε). Moreover the inverse images
Bn,i = ψ
−n(Ui), 1 ≤ n ≤ N, 1 ≤ i ≤ i∗∗,
form a covering of the union V = ∪k∈ZpVk which is contained in Bk(ε)). By
construction, each of the Bn,i satisfies diamNBn,i ≤ ε.
Finally, observe that for each k, the complement Bk(ε) \ V satisfies
ψn(Bk(ε) \ V ) ⊂ Bk(ε)
for 0 ≤ n ≤ N , and therefore diamN (Bk(ε) \ V ) ≤ ε. Hence, the subsets
(Bi)1≤i≤i∗ , (Bn,i)1≤n≤N, 1≤i≤i∗∗ , (Bk(ε) \ V )1≤k≤p,
form a covering C (N, ε) of ÂN with subsets of dˆN–diameter ≤ ε and
CardC (N, ε) ≤ i∗ +Ni∗∗ + p.
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We use (⋆) to construct a covering of AN with dN -balls of radius ε. Fix
an element B of C (N, ε). Let a = (θ, r), a′ = (θ′, r′) be two elements of B
and let (ϕ,ϕ′) ∈ T2, By (⋆), one has
dN ((ϕ, a), (ϕ
′ , a′)) = max
(
max
0≤k≤n
(
δ(ϕr(k), ϕ
′
r′(k)
)
, ε
)
.
Now, for any 1 ≤ k ≤ N ,
δ(ϕr(k), ϕ
′
r′(k)) ≤ δ(ϕ,ϕ′)+ k|α(r)−α(r′)| ≤ δ(ϕ,ϕ′)+N max
[0,1]
α′(r)|r− r′|.
By remark 5.5, if q∗ is large enough (which is always possible, reducing if
necessary the width of the partial neighborhood of the initial polycycle),
there exists N3 such that for all N ≥ N3,
N max
[0,1]
|α′(r)||r − r′| ≤ N max
[0,1]
|α′(r)| r(κN) ≤ ε/2.
Therefore, if I is a subset of T with δ-diameter ε/2, the product I×B with
B ∈ C (N, ε) is a subset with dN -radius ε as soon asN ≥ max(N0, N1, N2, N3).
This yields a cover of AN with subsets with dN -diameter ε of cardinal
≤ 2ε (i∗ +Ni∗∗ + p).
Step 3: Covering of A ∗N . Set k
∗ = [κN/q∗]− 1. For 1 ≤ k ≤ k∗, we set
Ŝk := ŜκN
k
, κN
(k+1)
. Clearly, the family (Ŝk) covers Â
∗
N . Assume we are given a
minimal covering Ck(N, ε) of Ŝk with subset of dˆN -diameter smaller than ε.
To form a covering of the complete annulus A , we will see that it is enough
to take the product of the elements of Ck(N, ε) with small enough intervals
in the ϕ direction. Let us first construct the covering CardCk(N, ε), since
the form of its elements will play a crucial role.
Lemma 5.10. Consider an integer m ≥ q∗, and fix ε > 0. There exists
positive constants c1 and c2, depending only on ε, such that if the pair (q, q
′) ∈
[q∗,m]2 satisfy
0 ≤ q′ − q ≤ c1 ε
[m/q]
,
then the sub-annulus Ŝq,q′ satisfies
Dψm(Ŝq,q′ , ε) ≤ c2 q.
Proof. We first construct a covering of a single curve Cq, then we fatten it a
little bit to get a covering of a thin strip Sq,q′. We will use condition (C3).
Recall that K is the fundamental domain for the tameness condition.
Fix q ∈ [q∗,m]. Let λ be the Lipschitz constant of Ψ on the compact set
[−1, 1] × K . Let Iq be the interval Cq ∩ K . Consider two points a ≤ a′
contained in Iq. Then by the tameness property the maximum µ of the
separation function Ea,a′ is achieved for t such that ψt(a) and ψt(a
′) are
located inside Iq. Therefore there exists t0 ∈ [−1, 1] and n ∈ N such that
t = t0 + nq. As a consequence, µ ≤ λd(a, a′).
Hence, for all k ∈ N, dk(a, a′) ≤ λd(a, a′).
For q ≥ q∗ we set j∗q := [diam Iqε/(2λ) ] + 1 and we cover Iq by consecutive
subintervals J1, . . . , Jj∗q of d–diameter ε/(2λ). As Iq, ψ(Iq), . . . , ψ
[q](Iq) is a
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covering of Cq, one sees that the intervals Iij = ψ
i(Jj), 0 ≤ i ≤ [q], 1 ≤ j ≤ j∗q
form a covering of Cq by subsets of dk–diameter ≤ ε/2, for each integer k.
Indeed, if a, a′ lie in Iij ⊂ Iq, dk(a, a′) ≤ λε/(2λ).
Due to the torsion property, for q ≤ q∗, j∗q ≥ j∗q∗ . We set c2 = 2j∗q∗ . Then,
for each q ∈ [q∗,m[, each orbit Cq admits a covering by at most c2 q subsets
whose dˆk–diameter is smaller than ε/2, for any positive integer k.
Fix now an integer m ≥ q∗. Given the initial period q, we want to find
a period q′ ≤ q such that for any pair of points a ∈ Cq and a′ ∈ Cq′ with
the same abscissa θ, the (maximal) difference of the abscissas of any pair of
iterates ψn(a) and ψn(a′), n ∈ {0, . . . ,m}, is at most ε/2.
Assume this is done and consider again the covering of Cq by the intervals
Iij. Fix such an interval Iij := [θ
−, θ+] and let Rij be the rectangle limited
by the curves Cq and Cq′ and the vertical lines θ = θ
− and θ = θ+. Fix a lift
to the universal covering R× [0, 1] and consider the associated the lifted flow
ψ˜t. For a ∈ Rij and t > 0, we set (x(t), r) = ψ˜t(a˜). We set a− = (θ−, rq)
and a+ = (θ+, rq′). By torsion property, one has (with obvious notation):
x−(t) ≤ x1(t) < x2(t) ≤ x+(t), ∀ a1, a2 ∈ Rij , ∀t > 0.
Therefore, dˆm(a1, a2) ≤ dˆm(a−, a+) and the rectangles Rij have dˆm-diameter
less than ε. They form a covering of the strip Ŝq,q′ with at most c2 q elements.
So it remains to choose q′ close enough to q. Fix two points a, a′ located
in the same vertical and denote by a˜ and a˜′ two lifts (located in the same
vertical). As before, we set ψ˜s(a˜) = (x(s), r), ψ˜s(a˜
′) = (x′(s), r′), so r′ ≥ r
since q′ ≤ q. Given t ≥ 0, we denote by t′ be the time needed for the point
a′ to reach the vertical through a(t). So t′ is defined by the equality
x′(t′) = x(t).
We set ∆(a, t) = t − t′ so, by the torsion property, D(a, t) ≥ 0. One easily
checks that
∆(a, t1 + t2) = ∆(a, t1) + ∆(ψt1(a), t2), ∆(a, kt) =
k∑
ℓ=0
∆(ψℓ(a), t).
The first equality shows that t 7→ ∆(a, .) is an increasing funtion. When
a ∈ Cq, the second equality yields ∆(a, kq) = k∆(a, q). It is also easy to see
that
∆(a, q) = q − q′, ∀a ∈ Cq.
Now set ℓ′ := max(ℓ,max(θ,r)∈Ok
1≤k≤p
Vk(θ, r)), where is ℓ defined by Condition
(C1). Then:
0 ≤ x′(t)− x(t) ≤ ℓ′D(a, t).
For a ∈ Cq, one has:
∆(a,m) ≤ ∆(a, ([m
q
] + 1)q) = ([
m
q
] + 1)(q − q′).
Consequently, for 0 ≤ n ≤ m,
0 ≤ x′(n)− x(n) ≤ ℓ′∆(a, n) ≤ ℓ′∆(a,m) ≤ ℓ′ ([m
q
] + 1)(q − q′).
which proves our statement for c1 =
1
ℓ′ . 
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We want to apply lemma 5.10 with m = κN and q ∈ ] κN(k+1) , κNk ] for
1 ≤ k ≤ k∗. Fix k and assume that q ∈ ] κN(k+1) , κNk ]. Then[κN
q
]
= k.
Therefore, by lemma 5.10, if q′ − q ≤ c1ε/k, the strip Ŝq,q′ satisfies
DψκN (Ŝq,q′ , ε) ≤ c2 q ≤ c2
κN
k
.
This upper bound is therefore constant on Ŝk. Now the strip Ŝk is covered
by the strips (Ŝqi+1,qi)0≤i≤i∗(k), with
qi =
κN
k + 1
+ i
c1ε
k
, i∗(k) =
[ κN
c1 ε (k + 1)
]
+ 1 ≤ c3 κN
c1 ε k
for c3 > 0 large enough. So we can choose Ck(N, ε) such that
CardCk(N, ε) ≤ DψN (Ŝk, ε) ≤ c2
κN
k
i∗(k) ≤ cεN
2
k2
, cε =
c2c3κ
2
c1ε
.
Now let us estimate the maximal width∆r of the substrips (Ŝqi+1,qi)0≤i≤i∗(k)
in the r variable. Ther width in the q variable is c1ε/k and their are contained
in the strip Ŝk, whose minimal period is κN/(k+1). Therefore, according to
the estimate on r′(q) if q∗ is assumed to be large enough (which, as observed
above is always possible):
∆r ≤ c1ε
k
e−c¯
κN
k+1 ≤ q
∗c1ε
κN
e−c¯q
∗/2.
For q∗ large enough, this width satisfies
∆rmax
[0,1]
|α′(r)| ≤ ε
2N
.
Therefore N iterations of two points (ϕ, x) and (ϕ′, x′) with x and x′ in the
same domain of the covering Ck(N, ε) produce a distorsion of at most ε/2
in the ϕ-direction. As a consequence, one gets a covering by subsets of dN -
diameter less than ε by taking the products of the elements of Ck(N, ε) by
intervals of uniform length ε/2 in the ϕ-direction.
Finally, since the strips Sk cover A
∗
N , one gets
DφN (A
∗
N , ε) ≤
2
ε
k∗∑
k=1
DψN (Ŝk, ε) ≤
2
ε
∞∑
k=1
cε
N2
k2
= αεN
2,
with αε =
2
εcεζ(2).
Conclusion: Gathering steps 2 and 3, one has:
DφN (A , ε) ≤ DφN (A ∗N , ε) +DφN (AN , ε) ≤ α˜εN2 +
2
ε
(i∗ +Ni∗∗ + p),
for any N ≥ max(N0, N1, N2, N3, N4, N5). Therefore hpol(φ) ≥ 2. 
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