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Abstract-It is shown that subtle problem differences can lead to drastic solution differences in singular 
perturbation problems for 2nd order ordinary differential equations having a singular boundary and an 
interior turning point. As a consequence, the problem of the authors and the intended comparison problem 
of de Groen in a recent Appf. Math. Letter are quite different. 
1. Introduction 
We treat a singular perturbation problem for a singular second order ODE equation with regular 
singular point at x = 0, 
L&U := CrP(2; E)?& + Q(2; E)Uo = -xu, (I) 
on (0, b) with 0 < E < 1. Equation (1) describes the Laplace transform for the first passage time 
density of a stochastic population. The first passage time of prime interest is the time that it takes for 
the population starting at size z to become extinct (i.e. to reach population size z = 0). Its expected 
value is called the expected extinction time. The population is called stochastic because the term 
EZP(Z; E) comes from a stochastic diffusion process that perturbs the deterministic process governed 
by the drift term Q(z; E) (see [l] f or example). The boundary conditions may or may not be restricted 
depending on the nature of the solution at the singular boundary point and this is discussed in the 
next section. De Groen [2] and Wazwaz and Hanson [3,4] treat two different forms of (1) with the 
following coefficients, 
=V(z; E) for [2] 
czP(2; e) = (2) 
fezcp(z;&) for [3,4] 
z(a - z)q(z; E) + E(ZP), for [2] 
Q(x;E) = (3) 
+(a - z)e(z; E) for [3,4] 
where p and q are well-behaved, positive functions, with second order interior turning point at x = a, 
0 < a < b. The I, = up + exp, term in Q for [2] arises from the use of the term ~(+pu~)~ in place 
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of the cxpu,, term in [3,4] and constitutes the principal difference between the two equations. This 
difference renders much of the comparative description of the two equations in [2] invalid (including the 
comment that the equations differ only by the sign of the eigenvalues; the Laplace transform variable 
B = -A is used in [3,4]), b ecause the nature of the singular boundary at x = 0 for the equation of [2] 
is drastically different from that of [3,4]. 
2. Major Differences in Boundary Properties 
In physical terms, the additional EP term in the drift Q of [2] represents the introduction of a 
small immigration into the population which (1) models, while no immigration is included in [3,4]. 
In probabilistic terms, the two equations have opposite types of singular boundaries according to 
the Feller classification [5,6]. This classification depends on functionals of the infinitesimal variance 
V = rxP and the Wronskian 
for [21 
W(x;E) = 
& exp [kF(z; &)I 
(4) 
exp [$F(z; &)I for [3,4] 
where 
F(x;&) := 
J 
= dt (t - a)@; E) 
a P(CE) . 
(5) 
The point x = 0 is an entrance boundary (i.e. population can enter (0,b) at x = 0, but not exit; 
a stationary distribution is possible) for [2], because W and W s & are not integrable at c = 0, 
but & and I& J dxW are integrable. In contrast, the point x = 0 for [3,4] is an ezil boundary 
( i.e. the population can exit or become extinct with finite expected extinction time; no nontrivial 
stationary distribution exists), because W and W J $& are integrable, while & and & J dxW are 
not. Neither problem is structurally stable to small perturbations in immigration or emigration. The 
functional w(x;e) = & is the stationary distribution (if it exists) for the corresponding stochastic 
population, but is also the self-adjoint weight factor used in de Groen’s [2] weighted Rayleigh quotient 
method. Note that w(x; E) is integrable for the equation of [2], but not integrable for the equation of 
[3,4]. Thus, for the latter equation, the nonintegrability of the weight factor puts severe restrictions 
on the method of [2] (e.g. the singu!ar point trial function $J~ in [2, Eq. (2.5)] must be replaced by 
CeS2CL~‘)(2C), where C is the stretched variable in [2] and LA’) is the generalized Laguerre polynomial 
of order one). 
The existence of singular boundaries can possibly lead to restrictions on applicable boundary 
conditions. In order to see this clearly, we can examine the behavior of the general solution as 
x 4 o+: 
1 
Ci [lnx - m + o(I)] + Cz [I + O(z)1 for [21 
u(x; E) = (6) 
Cl [I - $$$&$ + o(r2)] + (72~ [I+ O(x)] for [3,41 
where Ci and C2 are constants of integration. The general solution for [2] has a leading logarithmic 
singularity, hence IL bounded at x = 0 can be thought of as a natural boundary condition, but 
also corresponds to bounded Laplace transform of the probability density of the exit time (an exit 
is only possible at x = b, in this case). However, for the equation of [3,4], u(O+;c) can be specified 
arbitrarily because u is bounded to leading order, contrary to a statement in [2]. Due to the fact 
that the gradient u,(x;s) = O(lnz), for [3,4], one would be tempted to specify a bounded gradient 
at x = 0 as a natural condition, but that would be wrong for the Laplace transform of the gradient 
of the expected extinction time which is naturally unbounded at x = 0 as demonstrated by Tier and 
Hanson [l]. This latter property allows robust populations to have very long persistence times except 
in a small neighborhood of extinction. 
Singular and turning point resonance 
3. Exponential Precision for 
and Resonance 
139 
Eigenvalues 
In [2], de Groen, using a spectral analysis that relies on Rayleigh’s quotient, shows that the 
leading term for the eigenvalues are in order .Z intervals, 
Ai) = O(s); AiT’ = naq(a; 0) + U(c); AE) = mcaq(0; 0) + O(E) ) (7) 
where m, n = 1, 2,. . a, while T denotes a turning point dominated eigenvalue and S denotes a singular 
point dominated eigenvalue. In the case that the leading terms of a Ap’ and a Ag’ coincide, then the 
result of [2] confirms that the eigenvalue is the “limit of two distinct eigenvalues.” Results to this order 
were given earlier by Hanson and Tier [7] for the equation in [3,4]. In spite of the boundary differences, 
the leading term of each of the non-principal eigenvalues are the same for both equations. However, an 
O(E)-interval is not too useful for resonance and is completely inadequate for the principal eigenvalue 
Ac. This is because the reciprocal of A0 is proportional to the exit time (as shown in [7], for example) 
and has an exponentially small leading behavior. 
In [4], Wazwaz and Hanson calculated the eigenvalues to first order in E with exponential precision, 
far beyond the accuracy in [2]. The complicated formulas are too lengthy to present in a letter, so 
some of the higher order terms will be abbreviated. The behavior of the principal eigenvalue as E -+ O+ 
is given (but not given in [2]) by 
A o = $1 = aq(o; o),-y 
76 (El 
[I + c(r2(O; 0; 0) - CII) + 0(E2>] , (8) 
where 
r:(E) = ; F(x;&) - Fe(z) + EFl(X) as E + o+ ; (9) 
while the constants ~(0; 0; 0) and Cl1 are given in [3, Eq. (5.49b)] and [4, Eq. (2.23)], respectively. The 
most significant term in (8) is the exp(- v) term, which gives A0 its exponentially small behavior 
and the extinction time its exponentially large behavior. The turning point dominated eigenvalues to 
first order are given by 
AiT) = aq(a; 0)n [l - &in] + oni,(e-y) + o&,(e-v) + C(e”) , (10) 
where the constant &in is given in [4, Eq. (2.34g)] and a precise definition of the exponential order 
symbol ord, as well as other notation of exponential precision asymptotics have been introduced in 
[4]. The term exponential precision asymptotics is due to Meyer [S]. M ore details for the exponential 
order terms in (10) are given in [4, Eq. (2.34)-(2.37)]. Th e singular point dominated eigenvalues are 
given by 
x2) = aq(0; 0)m [l - E&l] + onl,(e-V) + ord,(e-Y) + 0(E2) , (11) 
where the constant 311~ is given in [4, following Eq. (2.43)] and the index f? = w. More details 
for the exponential order terms in (11) are given in [4, Eq. (2.38)-(2.43)]. When the ratio # is 
rational, implying that e is an integer, then the singular and turning point eigenvalues coalesce. The 
eigenvalues of combined influence, in this instance, are given by 
A::) = aq(O;O)m [l + otiL(e-V) + ord,(e-9) + U(E)] . (12) 
Note that in (12), the exponentially small correction terms (these can be important for fixed, mod- 
erately small, but nonvanishing E) are larger than those of (10) and (ll), the latter being the square 
of the former. 
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In [Q], de Groen emphasized the connection between turning point resonance and the spectrum 
of the turning point problem, while also indicating the importance of exponentially small terms to 
the problem. More properly, Acherberg-O’MalZey t pe resonance [lo] occurs when the solution is not 
exponentially vanishing uniformly in the interior of (0, b), i.e. 
u(+; E) 2 ord,(l) as & - 0+ , (13) 
in the notation of [4], where ord, means 0, but not 0,. In [4], it was pointed out that condition (13) 
might more properly be called near resonance, reserving the term resonance for the eigen-mode. In 
addition, Waswaz and Hanson [4, Eqs. (3.11), (3.13), (3.14) and (3.16)] give explicit near resonance 
conditions in terms of exponentially small intervals for the four eigenvalue cases summarized in (8), 
(lo), (ll), and (12). Matkowsky [ll] and Olver[l2] have given near resonance conditions for the pure 
turning point case only, but in forms different from those in [4]. The O(c)-interval results given in [2] 
do not offer an adequate standard of asymptotic precision for near resonance. 
References 
1. C. Tier and F. B. Hanson, Persistence in density dependent stochastic populations, Math. Biosci. 
53 (1981), 89-117. 
2. P. P. N. de Groen, A singular perturbation problem with boundary and turning point resonance, 
Appl. Math. Letters 1 (1987), 4952. 
3. A. M. Wazwaz and F. B. Hanson, Matched uniform approximations for a singular boundary point 
and an interior turning point, SIAM J. Appl. Math. 46 (1986), 943-961. 
4. A. M. Wazwaz and F. B. Hanson, Singular boundary resonance with turning point resonance, 
SIAM J. Appl. Math. 46 (1986), 962-977. 
5. W. Feller, The parabolic differential equations and the associated semi-groups of transformations, 
Annals Math. 55 (1952), 468-519. 
6. S. Karlin and H. M. Taylor, A Second Course in Stochastic Processes. Academic Press, New York 
(1981). 
7. F. B. Hanson and C. Tier, An asymptotic solution of the first passage problem for singular diffusion 
in population biology, SIAM J. Appl. Math. 40 (1981), 113-132. 
8. R. E. Meyer, Exponential asymptotics, SIAM Rev. 22 (1980), 213-224. 
9. P. P. N. de Groen, The nature of resonance in a singular perturbation problem of turning point 
type, SIAM J. Math. Anal. 11 (1980), l-22. 
10. R. C. Ackerberg and R. E. O’Malley, Jr., Boundary layer problems exhibiting resonance, Stud. 
Appl. Math. 49 (1970), 129-139. 
11. B. J. Matkowsky, On boundary layer problems exhibiting resonance, SIAM Rev. 1’7 (1976), 82-100. 
12. F. W. J. Olver, Uniform asymptotic expansions and singular perturbations, SIAM-AMS PTOC. 10 
(1976) 163-183. 
