To compare the calibration capabilities for the spectral responsivity in the vacuum-ultraviolet spectral region between 135 nm and 250 nm, PTB and NIST agreed on a bilateral comparison. Calibrations of semiconductor photodiodes as transfer detectors were performed using monochromatized synchrotron radiation and cryogenic electrical substitution radiometers as primary detector standards. Great importance was attached to the selection of suitable transfer detector standards due to their critical issues in that wavelength regime. The uncertainty budgets were evaluated in detail. The comparison showed a reasonable agreement between the participants. However, it got obvious that the uncertainty level for this comparison cannot easily be further reduced due to the lack of sufficiently radiation-hard and long-term stable transfer standard detectors.
Introduction
The last decade has seen numerous key comparisons in the field of photometry and radiometry between different national metrology institutes (NMIs) in the context of the Mutual Recognition Arrangement. At first, these comparisons were restricted to wavelengths longer than 200 nm, with just the exception of a recent pilot comparison from 10 nm to 20 nm [1] . There are multiple reasons for this: The request for calibration techniques and certificates for wavelengths below 200 nm is limited to a small, but growing number of applications and research fields. Moreover, at shorter wavelengths, the practical problems of accurate measurements, i. e. source and detector stabilities, become an increasing challenge. As a result, only a few NMIs have calibration capabilities in the spectral regimes of the vacuum-ultraviolet (VUV), extreme ultraviolet (EUV) and, moreover, in the subsequent shorter wavelengths of the soft X-ray region. However, in these spectral regimes, the steadily growing interest in radiometric calibrations is driven by industries (e.g. photolithography) and research fields such as extraterrestrial solar astronomy.
Due to the lack of stable, tunable laboratory radiation sources in the VUV, the use of monochromatized synchrotron radiation (SR) is essential, though not widely available. While electrical substitution radiometers (ESRs) are well-established as primary detector standards in the optical regime, their operation in the VUV with the specific characteristics of SR is somehow more critical [2, 3] . Using SR of the storage rings SURF III (NIST) [4] and BESSY II (PTB) [5, 6] , both facilities offer regular calibration services for radiation detector devices with traceability to ESRs as primary standards. To validate the individual scales of spectral responsivity, we agreed to a bilateral comparison for the spectral region between 135 nm and 250 nm. A set of selected detectors had been calibrated by both participants, with PTB acting as pilot laboratory.
Measurement methods and capabilities
The different measurement facilities at PTB and NIST are described in the following subsections. For all measurements, the photodiodes were used in photovoltaic mode, i.e., the photocurrent was measured without the application of a bias voltage. In the VUV spectral range, the photon energy is sufficient to create photoelectrons by the external photoelectric effect. Therefore, in all cases the current must be measured from the substrate electrode of the diode, while the front side is kept on ground potential. Table 1 gives a compilation of the measurement conditions at both laboratories.
PTB facilities
The measurements at PTB were performed using monochromatized SR from the UV-and VUV beamline for detector calibration located at the PTB laboratory at the electron storage ring BESSY II [7] . A cryogenic electrical substitution radiometer was used as the primary detector standard. Using five different beamlines and two different cryogenic radiometers, PTB maintains and disseminates a scale of spectral responsivity from 400 nm (3 eV) to 0.02 nm (60 keV) [3, 8] . The beamlines are carefully characterized concerning their spectral purity, because of the impact of spectral false light on the measurement uncertainty. At the UV/VUV beamline, different bulk filters allow the suppressing of unwanted spectral orders from the monochromator, e.g. an MgF 2 filter for the 120 nm to 180 nm spectral range and a quartz filter between 180 nm and 250 nm. The 1-m normal incidence monochromator (NIM) is used with a 600 lines/mm aluminium-coated grating, which gives a spectral bandwith of 0.9 nm and typical spectral radiant powers between approximately 100 nW at 120 nm and 1 µW at 250 nm, depending on the electron current stored in the storage ring. The typical spot size on the detector is about 1 mm vertical and 3 mm horizontal. For spatial mapping of the detector uniformity, the spot size was reduced by an aperture down to approximately 1 mm in diameter. The cryogenic radiometer SYRES II (SYnchrotron Radiation Electrical Substitution radiometer) [9] is designed to bring the absorbing cavity and the detector to be calibrated in the same position relative to the radiation beam, consecutively. During measurements, the intensity of the radiation is monitored using a beamsplitter system, which decouples a few percent of the radiant power. The temperature of the detector to be calibrated is controlled and stabilized to 25 °C using Peltier heating/cooling.
The uncertainty budget for a detector calibration is exemplified in table 2 for a wavelength of 193 nm.
It is dominated, on the one hand, by the contribution from the radiant power determination using the radiometer. On the other hand, the out-of-band contribution to the calibration is the second important source of uncertainty, despite the efforts to minimize its effects by filtering.
NIST facilities
Similar to the PTB measurements, the NIST set-up employed monochromatic SR provided by the 2-m normal incidence monochromator at beamline 4 at the Synchrotron Ultraviolet Radiation Facility (SURF III) [2] . A cryogenic radiometer was used as the primary detector standard [10] . [2] . The uncertainty budget (exemplified for a wavelength of 135 nm) is shown in table 3.
Relevant characteristics and selection of the detectors
Typically, semiconductor photodiodes are used as secondary standards which can be calibrated against the primary standard with uncertainties below 1 %. At this level of uncertainty, the detector characteristics play a non-negligible role in the uncertainty budget. Usually, the homogeneity (or spatial uniformity) and the radiation hardness of the detector are critical issues. In the long-term use of a detector standard, its stability (concerning degradation) is the limiting factor. For the comparison, a set of detectors was chosen (see table 4), which had already been proved to be suitable candidates as transfer standards in this spectral range. There were three different diode types: First, the AXUV-100G is a silicon p-n junction photodiode without a doped dead-region which only has a thin (few nm) silicon oxide layer on the surface. These diodes are commonly used for radiometric purposes [11] . However, they are known to show significant degradation when exposed to VUV or EUV radiation [12, 13, 14] . The second diode type we used, the SXUV-100, is basically the same as the AXUV with a metallic surface layer to reduce radiation damage. The third type of diode is the SUV 100, a Schottky-type PtSi-nSi photodiode, which has proved to be highly stable when exposed to VUV irradiation [13, 15] . The comparison was limited to these three detector types for practical reasons, although there are more detectors which could in principle be used for this.
The selected detectors were tested in the comparison's wavelength interval for their critical characteristics, i.e. spatial uniformity, stability, temperature behaviour, and linearity. Some of test measurements were extended down to 120 nm to cover the hydrogen Lyman-α wavelength of 121.6 nm. At first glance, the three detectors differed in their absolute spectral responsivity by an order of magnitude (figure 1): Due to their metallic top layers, SXUV-100 and SUV 100 only showed values of about 0.01 AW -1 in the wavelength region between 120 nm and 250 nm, whereas the AXUV-100G had more than ten times higher responsivity.
Temperature coefficient
The absolute responsivity of semiconductor photodiodes depends on the device temperature [16] . To be able to correct for different detector temperatures, the change of the spectral responsivity with the temperature (relative to the value at 20 °C) was determined. For the different detectors, calibrations were performed in a ±5 K temperature interval. Figure 2 depicts the average relative change in spectral responsivity for this temperature interval. It is generally small (less than 0.1 % for a 1 K change in temperature), with the SUV 100 (Schottky-type) diode having the largest value. Moreover, the SUV 100 is the only detector showing a significant change of the temperature coefficient with a wavelength in the investigated range. Regarding the uncertainties, it should be noted that these are only the reproducibility uncertainties (k=1) which are naturally much smaller than the total uncertainties in the absolute determination of spectral responsivity.
Linearity
The linearity in the spectral responsivity of semiconductor photodiodes is limited by saturation effects which occur at high radiation intensities. Although usually calibrations using monochromatized SR are performed at low intensities, we investigated the deviations from linearity. To do so, we calibrated the detectors at different levels of radiant power at a wavelength of 193 nm. This was realized using the high dynamics in radiant power from a storage ring by changing the stored electron beam current.
For radiant powers below 1 µW, the results in figure 3 show that the responsivity stays linear for all three types of detectors within the limits of experimental uncertainty, and no non-linearity corrections need to be applied.
Spatial uniformity
To test the detectors' spatial uniformity in their spectral responsivities, the detectors were scanned over the whole active surface area with a 1-mm diameter beam while recording their signal current.
This was done at the three wavelengths of 121.6 nm (Lyman-α), 157 nm, and 193 nm; the latter two corresponding to excimer laser wavelengths. 
Irradiation stability
The radiation stability of the different detectors was determined as the relative difference of the spectral responsivity before and after irradiation with monochromatized synchrotron radiation at 193 nm (2 mJ total radiant exposure) and 121.6 nm (0.6 mJ total radiant exposure). Hence, spatial uniformity maps of the detectors were recorded at both wavelengths before and after irradiation. Table 6 summarizes the measurement results. Here, again, the relative change in responsivity was calculated from the difference map for a beam size of 3 mm × 1 mm. In some cases, where the change was small, only an upper limit for the change was deduced.
This was mainly the case where the irradiation spot could not be identified from the non-uniformity or in the reproducibility of the two measurements. The result shows, that all detectors remain stable at 193 nm after irradiation at the same wavelength. At 121.6 nm, only the SUV 100 shows significant degradation after the 193 nm irradiation. The situation is different for the 121.6 nm irradiation: Here, all detectors except for the SUV 100 show degradation also at the long wavelength (193 nm), and strong degradation at the irradiation wavelength of 121.6 nm. Moreover, the AXUV/SXUV type diodes which seem to have higher stability against 193 nm irradiation, show stronger degradation at 121.6 nm than the SUV diode. The results show that all detectors in the comparison are subject to damage by radiation, and therefore, must be checked for their spatial uniformity before and after the calibrations, so that irradiation damage (as it is spatially discrete) can be detected and considered in data evaluation.
Generally, the measurements show that none of the detectors can be regarded as ideally suited over the complete wavelength range of the comparison. Each has its specific strengths and weaknesses, so it seems to be appropriate to use several detectors in a mix.
Realization of the comparison
For the comparison, a total of four detectors were used (see table 4 ). The first (initial) calibration at PTB took place in October 2006, the NIST calibration in May 2007, and the final re-calibration at PTB in August 2007. The detectors were calibrated at NIST and PTB facilities using standard calibration routines. A set of two reference detectors was stored at PTB under dry air without being exposed to radiation, to be able to recognize systematic changes, e.g. through the transport. Figure 5 gives an overview of the long-term stability of the transfer standards. Here, the relative difference in the absolute spectral responsivity versus wavelength is shown for the initial and final calibrations at PTB. For the AXUV-100G and SXUV-100, the index "A" marks the detectors used for the comparison, while the detectors marked "B" were kept as reference detectors. Unfortunately, the SXUV "A" detector underwent a change in responsivity of more than 10 % during the (first) transport from PTB to NIST due to unknown reasons, resulting in a complete mismatch between the two measurements at PTB. Therefore, it is not shown in this figure. However, since there was a reasonable match between the NIST and final PTB calibration data, it was still used for comparison. For all detectors, spatial uniformity maps were recorded at 193 nm and 121.6 nm, before initial and after final calibration. None of the detectors showed a distinct degradation which could be assigned to radiation damage, so that no correction for degradation (according to section 3.4) was applied to the data.
Regarding figure 5 , the detectors show no uniform behaviour in ageing; neither the different types nor the different individuals of the same type. While, e.g., one of the AXUV "A" detectors almost remains constant at better than 0.3 % over the complete spectral range, the other specimen changes more than 1 % with significant wavelength dependent behaviour, particularly a strong decrease below 160 nm wavelength. The reference detectors "B" both only show a small change, i.e. less than a 0.5 % decrease in responsivity.
These results show the limits in long-term stability in which the results of the comparison must be interpreted. In particular in the short wavelength limit of the comparison, i.e. below 160 nm, the detectors tend to have an increased change in responsivity with time and/or irradiation.
Results and discussion
The result of the comparison is concluded in figure 6 . It shows the relative deviation of the calibrations from the median, averaged over the four detectors used in the comparison. To obtain the deviation, the data were analyzed as follows: For each detector, at each wavelength measured, the weighted mean (with the extended uncertainty k=2 of the individual measurement as weight) between the PTB and the NIST measurement was taken, and the deviation of each measurement from this median was calculated. For the four different detectors, the weighted mean of these deviations was taken, with the resulting uncertainty as the combined uncertainties from the individual detectors. It should be noticed that the shown uncertainties do not include any contribution from the detector longterm stability. To account for this contribution, the same procedure to calculate the median was applied to the results from the long-term stability measurements described in section 4 (see figure 5 ):
The values given by the lines in figure 6 are calculated as the mean absolute deviation between initial and final calibration at PTB, averaged overall detectors used in the comparison (set "A"). These values might be regarded as additional uncertainty contribution, and were shown in figure 6 as solid line. Although the deviations are different for the individual detectors, we believe that this gives an overall indication for the range of detector stability which can be expected. To include this stability term, an additional uncertainty (given by the lines in figure 6 ) must be added to the uncertainties arising from the calibrations itself (given by the error bars). Then, within the limits defined by the detector stability, one sees that there is an agreement between the NIST and the PTB calibrations within the extended uncertainties (k=2). In general, the NIST calibrations deliver slightly higher values for the spectral responsivity than PTB, which results in a positive value for the deviation. The lower total uncertainty of the PTB calibration leads to a higher weight in the averaging, i.e. a smaller deviation from the median. Towards shorter wavelengths, below 160 nm, there is some tendency for the values to diverge. However, this cannot be regarded as significant within the stability and uncertainty limits. The level of uncertainty in measurement, in particular for the PTB calibrations, corresponds to the level of stability of the detectors over the one-year re-calibration cycle, so that no further improvement can be reached without increasing the detector stability first. Although the detectors showed differences in their stability, none of the detector types used revealed superior behaviour, i.e. the characteristics seem to depend strongly on the individual detector used.
In summary, PTB and NIST performed a comparison of spectral responsivity measurements in the 135 nm to 250 nm spectral range. Both participants used monochromatized SR and a cryogenic radiometer as the primary standard detector, and realized the measurements with comparable levels of uncertainty. The uncertainty contributions from just the measurements showed to be of the same magnitude than those from detector used as transfer standards, particularly the stability of available photodiodes. This result is similar to the EUV comparison recently published [1] , so that future work should be focussed on the search for more stable reference detectors. 
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