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Optimal non-local refrigeration-engines, employing Coulomb-coupled systems, call for a sharp
transition in the energy resolved system-to-reservoir coupling around the system ground states[1–5].
Such a sharp step-like change in the system-to-reservoir coupling cannot be achieved practically.
Here, we demonstrate a cryogenic non-local refrigeration engine, employing Coulomb-coupled sys-
tems, that circumvents the need for a change in the energy resolved system-to-reservoir coupling,
demanded by the recently proposed non-local refrigerators. We demonstrate that an intentionally
introduced energy difference between the ground states of adjacent tunnel coupled quantum dots,
associated with Coulomb coupling, is sufficient to extract heat from a remote target reservoir. Inves-
tigating the performance and operating regime using quantum-master-equation (QME) approach,
we point out to some crucial aspects of the proposed refrigeration engine. In particular, comparing
the performance of the proposed refrigeration engine with the optimal set-up [1–5], we demonstrate
that the maximum cooling power for the proposed set-up is limited to about 70% of the optimal
design. Proceeding further, we point out that to achieve a target reservoir temperature, lower com-
pared to the average temperature of the current path, the applied voltage must be greater than a
given threshold voltage VTH , that increases with decrease in the target reservoir temperature. In
addition, we demonstrate that the maximum cooling power, as well as the coefficient of performance
deteriorates as one approaches a lower target reservoir temperature. Despite a degraded performance
compared to the optimal set-up, the novelty of the proposed refrigeration engine is the integration
of fabrication simplicity along with descent cooling power. The idea proposed in this paper may
pave the way towards the realization of efficient non-local cryogenic refrigeration systems.
I. INTRODUCTION
With scaling technology rapidly invading the nano-
domain, the tremendous rise in dissipated heat density
and hence operating temperature has drawn significant
attention towards electrical refrigeration in nano-scale di-
mensions [1–22]. In addition, sophisticated experiments
on exploratory technologies, such as quantum computa-
tion, spin and optics based computation, etc. occasion-
ally call for electrical refrigeration at cryogenic temper-
atures in nano-meter range length scale. However, the
refrigeration performance in such nano-scale systems is
often affected drastically by the large lattice heat flux,
particularly when both the region of refrigeration and
heat dissipation lie along the path of current flow and
are separated by a few nanometres in space. Despite
lots of effort to reduce lattice thermal conductance [23–
34], the performance of nano refrigeration systems is still
affected by rapid reverse heat flux. This effect poses a
threat to the refrigeration performance as device channels
are gradually invading the nano-domain. An attempt to
improve the refrigeration performance by engineering lat-
tice thermal conductance generally deteriorates the elec-
tronic conductivity and hence the cooling power. As an
alternative, one of the major research focus, concerning
nano-scale refrigeration engine, is to facilitate an inde-
pendent manipulation of the electron transport path and
lattice heat conduction path, by introducing a spatial
separation between the current path and the target reser-
voir [1–5, 35–37]. This phenomenon of refrigerating a re-
mote target reservoir, which is spatially separated from
the current track, is known as non-local refrigeration [1–
5, 35–37]. Thus, non-local refrigeration systems are three
terminal systems where input power is delivered between
two terminals to extract heat from a remote target reser-
voir through the third terminal. In this case, optimizing
the lattice heat transport path, in an attempt to improve
refrigeration performance, can be accomplished without
modifying the current conduction path. These kind of
systems, thus enables an independent optimization of the
lattice thermal conductance and the current conductiv-
ity [1–5, 35–37]. In addition, due to the non-locality of
the electronic transport path, the refrigerated region is
significantly shielded from reverse heat flux owing to the
Joule dissipation.
Recently, optimal non-local refrigeration systems
based on Coulomb coupled quantum dots have been pro-
posed and explored in the literature [1–5]. However,
the operation of these refrigeration engines call for a
sharp step-like change in the energy-resolved system-to-
reservoir coupling around the quantum-dot ground state
[1–5], which is impossible to achieve in realistic systems.
In this paper, we propose a design strategy for non-local
refrigeration using Coulomb coupled systems, that can
operate optimally without demanding a sharp transition
in the system-to-reservoir coupling. The refrigeration en-
gine is then theoretically analyzed using quantum master
equation (QME) approach for such systems in the se-
quential tunneling limit [38]. It is demonstrated that the
maximum cooling power (heat extracted per unit time)
for the proposed design is limited to about 70% of that
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2FIG. 1. Schematic of the proposed non-local refrigeration en-
gine employing Coulomb coupled systems. The system con-
sists of three dots-S1, S2 and G1, which are electrically cou-
pled to the macroscopic electron reservoirs L, R and G re-
spectively. S1 is tunnel coupled to S2 and capacitively coupled
to G1. The tunnel coupled quantum dots S1 and S2 share a
stair-case ground state configuration with ε2s = ε
1
s + ∆ε.
for the optimal design [1–5]. Despite of a lower perfor-
mance compared to the optimal set-up, the novelty of the
proposed design lies in the integration of fabrication sim-
plicity along with a decent cooling power, making such
design suitable for practical applications. At the end, the
sequential transport phenomena leading to a deteriora-
tion of performance of the proposed set-up is investigated
and a strategy to alleviate such transport processes is pre-
sented.
The paper is organized as follows. In Sec. II, we briefly
describe the proposed design along with the transport
formulation employed to analyze the performance of the
refrigeration engine. In the following Sec. III, we inves-
tigate the performance and region of operation of the
proposed refrigeration engine for two different cases (i)
TG < TL(R) and TG = TL(R). This section also presents
a performance comparison of the proposed refrigeration
engine with the optimal set-up proposed in literature [1–
5], in addition to an investigation of the sequential pro-
cesses leading to a performance deterioration of the pro-
posed set-up. Finally, we conclude this paper briefly in
Sec. IV.
II. PROPOSED DESIGN AND TRANSPORT
FORMULATION
The proposed non-local refrigeration engine is
schematically illustrated in Fig. 1, where three quan-
tum dots S1, S2 and G1 are electrically coupled with
electronic reservoirs L, R and G respectively, G being
the target reservoir to be refrigerated. S1 and S2 are
tunnel coupled to each other, while G1 is capacitively
coupled to S1 by suitable fabrication techniques. The
capacitive coupling between S1 and G1 permits energy
exchange while obstructing any particle swap between
the dots. In the optimal Coulomb-coupled system based
refrigeration-engine, an asymmetric system-to-reservoir
coupling is required for refrigeration [1, 5]. In the pro-
posed set-up, on the other hand, the asymmetricity, with
respect to the reservoir L and R, is embedded within the
system itself by choosing a difference between the ground
states of the tunnel-coupled quantum dots S1 and S2,
with ε2s = ε
1
s + ∆ε. The electrically coupled dots S1 and
S2 may be suitably fabricated or gated to retain a stair-
case ground-state configuration with ε2s = ε
1
s + ∆ε. I will
demonstrate via numerical calculations and theoretical
arguments that in the system detailed above, refrigera-
tion of the target reservoir G can be achieved by forcing
a net electronic flow from L to R, that is, refrigeration
can be achieved at a terminal non-local to the current
path. The excess energy ∆ε = ε2s − ε1s, required for the
electrons to tunnel from S1 to S2 is extracted from the
reservoir G via Coulomb coupling. Coming to the possi-
bility of realistic fabrication of such a system, due to the
recent progress in in nano-fabrication techniques, cou-
pled systems employing multiple (more than two) quan-
tum dots, with and without Coulomb coupling, have al-
ready been experimentally realized [39–44]. In addition,
it has been experimentally demonstrated that spatially
and electrically isolated quantum dots may be bridged to
obtain strong Coulomb coupling, in addition to excellent
thermal insulation [45–49]. In addition, the bridge may
be constructed between two specific dots to radically in-
crease their mutual Coulomb coupling, without affecting
the electrostatic potential of the other quantum dots [45–
49]. Thus, the fluctuation in electron number nS1 (nG1)
of the dot S1 (G1) alters the electrostatic energy of the
dot G1 (S1). The total increase in electrostatic energy
U of the configuration, consisting of three dots, due to
fluctuation in electron number can be given by [38, 50]:
U(nS1 , nG1 , nS2) =
∑
x
Uselfx
(
ntotx − neqx
)2
+
x1 6=x2∑
(x1,x2)
Umx1,x2
(
ntotx1 − neqx1
) (
ntotx2 − neqx2
)
where ntotx is the total electron number at finite tempera-
ture, and neqx is the total electron number under equilib-
rium conditions at 0K in the dot x (satisfying the condi-
tion that the system equilibriates at the minimum pos-
sible value of electrostatic energy at 0K). Uselfx =
q2
Cselfx
is the electrostatic energy due to self-capacitance Cselfx
(with the adjacent terminals) of quantum dot x and
Umx1,x2 is the mutual electrostatic energy between two spa-
tially separated quantum dots x1 and x2. nx = n
tot
x −neqx
3is the number of excess electrons in the ground state of
dot x due to thermal fluctuations (kicks) from the reser-
voirs at finite temperature. To investigate the perfor-
mance of the refrigeration engine, we consider a minimal
physics-based model to simplify our calculations. We as-
sume that the electrostatic energy due to self-capacitance
is much greater than the applied voltage V or the aver-
age thermal voltage kT/q, i.e. Uselfx >> (kT, qV ), where
T =
TL(R)+TG
2 , such that electron occupancy probabil-
ity or transfer rate across the Coulomb blocked energy
level due to self-capacitance is negligibly small. Hence,
the ground state of a particular dot can be occupied by
atmost one electron and the behaviour of the entire sys-
tem can be analyzed via 23 = 8 different multi-electron
states. These states may be denoted as |nS1 , nG1 , nS2〉 =|nS1〉⊗|nG1〉⊗|nS2〉 where nS1 , nG1 , nS2 ∈ (0, 1) indicate
the number of electrons in the ground state of S1, G1 and
S2 respectively. We consider that the Coulomb coupling
between S1 − S2 and S2 − G1 is negligible compared to
the relevant energy scales of the system, that is, electro-
static coupling between S1, S2, and S2,G1 is negligible
with respect to UmS1,G1 , kT and qV . Thus, for all prac-
tical purpose relating to electron transport UmS1,S2 ≈ 0
and UmG1,S2 ≈ 0. Due to capacitive coupling, the elec-
tronic transport trough S1 and G1 are interdependent,
and hence, the pair of dots S1 and G1 are treated as a
sub-system (ς1) of the entire system, S2 being the comple-
mentary sub-system labeled as ς2 [38]. The probability of
the sub-system (ς1) to be in a particular state is denoted
by P ς1i,j , where i and j are the number of electrons in
the ground state of the dots S1 and G1 respectively. On
the other hand, P ς2k denotes the steady-state occupancy
probability of dot S2 (subsystem ς2). Under the condition
that ∆ε is much higher than the ground state broadening
due to reservoir coupling, the optimal inter-dot tunnel-
ing between S1 and S2 occurs when ∆ε = U
m
S1,G1
, such
that ε2s = (ε
1
s + U
m
S1,G1
) [38]. Hence, for the optimal
performance investigation of the proposed set-up, we as-
sume ∆ε = UmS1,G1 . In what follows, we simply refer
to UmS1,G1 as Um to make the notations compact. With
all the above assumptions, the equations dictating the
steady state sub-system probabilities can be obtained as
follows [38]:
− P ς10,0{fL(ε1s) + fG(ε1g)}+ P ς10,1{1− fG(ε1g)}+ P ς11,0{1− fL(ε1s)} = 0
− P ς11,0
{
1− fL(ε1s) + fG(ε1g + Um)
}
+ P ς11,1
{
1− fG(ε1g + Um)
}
+ P ς10,0fL(ε
1
s) = 0
− P ς10,1
{
1− fG(ε1g) + fL(ε1s + Um) + γ
γc
P ς21
}
+ P ς10,0fG(ε
1
g) + P
ς1
1,1
{
1− fL(ε1s + Um) + γ
γc
P ς20
}
= 0
− P ς11,1
{
[1− fG(ε1g + Um)] + [1− fL(ε1s + Um)] + γ
γC
P ς20
}
+ P ς11,0fG(ε
1
g + Um) + P
ς1
0,1
{
fL(ε
1
s + Um) +
γ
γc
P ς21
}
= 0 (1)
− P ς20 {fR(ε2s) +
γ
γc
P ς11,1}+ P ς21
{
1− fR(ε2s) + γ
γc
P ς10,1
}
= 0
− P ς21 {1− fR(ε2s) +
γ
γc
P ς10,1}+ P ς20
{
fR(ε
2
s) +
γ
γc
P ς11,1
}
= 0,
(2)
where γ and γc are the associated rates of inter-dot
tunneling and system to reservoir tunneling respectively
[38, 50, 51]. and fζ() is the statistical occupancy prob-
ability of the reservoir ζ at energy . For the purpose
of our present calculations, we assume quasi-equilibrium
electron statistics at the reservoir and hence the function
fζ() is the Fermi-Dirac function for the corresponding
quasi-Fermi level at reservoir ζ.
fζ() =
{
1 + exp
(
− µζ
kTζ
)}−1
, (3)
where Tζ and µζ are the temperature and quasi-Fermi
energy of the reservoir ζ respectively. The group of
Eqns. (1) and (2) signify that interdot electron trans-
port between S1 and S2 can only occur when the ground
state of G1 is occupied. Both (1) and (2) form depen-
dent sets of equations, which can be broken by employ-
ing the probability conservation rules
∑
i,j=0,1 P
ς1
i,j = 1
and
∑
k=0,1 P
ς2
k = 1. The sets of Eqns. (1) and (2)
form a non-linear set of equations and should be solved
using any iterative numerical method. For the purpose
of our present calculation, Newton-Raphson scheme was
used to calculate the system steady-state probabilities
P ς1i,j and P
ς2
k . On calculation of steady-state probabilities
the charge current between the system and the reservoirs
IL(R) and the heat current IQe (extracted from the reser-
voir G) can be calculated as:
IL =qγc ×
{
P ς10,0fL(ε
1
s) + P
ς1
0,1fL(ε
1
s + Um)
}
− qγcP ς11,0{1− fL(ε1s)} − qγcP ς
1
s
1,1{1− fL(ε1s + Um)}
(4)
IR =− qγc ×
{
P ς20 fR(ε
1
s)− P ς21 {1− fR(ε1s)}
}
, (5)
IQe = Umγc
{
P ς11,0fG(εg + Um)− P ς11,1{1− fG(εg + Um)}
}
(6)
In the above Eq. (6), we have neglected the reverse
heat flux due to lattice thermal conductivity, assuming
ideal thermal insulation of the reservoir G with its sur-
roundings. It should be noted that, the heat extracted
per unit time from reservoir G, given in Eq. (6), is not
directly dependent on the ground state εg of G1 due to
the fact that the net current into (or out of) reservoir G is
zero. As described above, to achieve refrigeration in the
4FIG. 2. Regime of refrigeration of the proposed design for low
bias condition with TL = TR = TG = T = 10K. Color plots
are showing the variation of (a) cooling power (IQe) and (b)
COP with the position ground of ground states εg and ε
1
s for
V = 0.2 kT
q
(≈ 0.17meV ) and Um = 3 kTq (≈ 2.5meV ).
reservoir G, a net electronic flow has to be injected from
L to R. To achieve such electron flow, a voltage bias can
be applied between L and R with the negative and pos-
itive terminals of the bias connected to the terminals L
and R respectively. We now briefly discuss the electronic
transport processes resulting in the refrigeration of the
reservoir G. Let us consider that the system is in the ini-
tial state |0, 0, 0〉, which we also call as the vacuum state.
A sequence of electronic transport that extracts a heat
packet Um from the reservoir G is as follows: |0, 0, 0〉 →
|1, 0, 0〉 → |1, 1, 0〉 → |0, 1, 1〉 → |0, 1, 0〉 → |0, 0, 0〉. In
this sequence, the system starts with the vacuum state.
Next, an electron is injected into S1 with an energy ε
1
s
followed by an electron injection in G1 with an energy
εg + Um. Next, the electron in S1 gets transferred to S2
via interdot tunneling and subsequently flows out of the
terminal R. The system returns to the initial vacuum
state when the electron in G1 tunnels out to G with an
energy εg. Note that in this cycle, the electron is injected
into G1 from G with energy εg +Um and extracted back
into G with energy εg. Thus, the reservoir G looses a
packet of heat energy Um. Such a transport process and
other equivalent sequential processes lead to a refrigera-
FIG. 3. Regime of refrigeration of the proposed design for
high bias condition with TL = TR = TG = T = 10K. Color
plots are showing the variation of (a) cooling power (IQe) and
(b) COP with the position ground of ground states εg and ε
1
s
for V = 10 kT
q
(≈ 0.17meV ) and Um = 3 kTq (≈ 2.5meV ).
tion in the reservoir G.
When analyzing the refrigeration performance, two
parameters of prime importance constitute the cooling
power or the heat extracted per unit time IQe (defined in
Eq. (6)) and the heat extracted per unit input power,
which is also known as the coefficient of performance
(COP ) of the refrigerator. The total input power (P )
is dependent on the bias voltage as well as the injected
current and can be defined as:
P = IL(R) × V, (7)
where V is the applied bias voltage across the reservoir L
and R. As stated above,the efficiency of a refrigerator is
normally characterized by its coefficient of performance
(COP ):
COP =
IQe
P
, (8)
where the heat extracted per unit time from G can be
calculated using Eq. (6).
5FIG. 4. Variation in refrigeration performance of the proposed
set-up for with TL(R) = 10K and TG = 5K. Color plots are
showing the variation of (a) maximum cooling power IMQe and
(b) COP at the maximum cooling power with the applied
bias voltage V and Coulomb coupling energy Um. To find
out the maximum cooling power for a given value of V and
Um, the ground states of the dots are tuned to their optimal
position. T =
TL(R)+TG
2
is the average temperature between
the hot and the cold reservoirs.
III. RESULTS
In this section, we describe the operation regime of
the proposed refrigeration engine. In addition, we also
compare the performance of the proposed set-up with
the optimal non-local refrigerator discussed in literature
and elaborate the transport processes leading to a perfor-
mance deterioration of the proposed refrigeration engine
with respect to the optimal setup. Without loss of gen-
erality, we assume that γc = 10
−6 q
h and γ = 10
−5 q
h .
Analysis of performance and regime of opera-
tion: Fig. 2 and 3 demonstrate the operation regime
of the refrigeration engine for low bias (V = 0.2kTq ) and
high bias (V = 10kTq ) condition respectively for Coulomb
coupling energy Um = 3
kT
q and TL(R) = TG = T = 10K.
In particular, Fig. 2(a) and (b) demonstrate the cool-
FIG. 5. Variation in refrigeration performance of the proposed
set-up for with TL(R) = 10K and TG = 10K. Color plots are
showing the variation of (a) maximum cooling power IMQe and
(b) COP at the maximum cooling power with the applied
bias voltage V and Coulomb coupling energy Um. To find
out the maximum cooling power for a given value of V and
Um, the ground states of the dots are tuned to their optimal
position. T =
TL(R)+TG
2
is the average temperature between
the hot and the cold reservoirs.
ing power IQe and COP respectively over a range of
the ground state positions for ε1s and εg. It can be
noted from Fig.2(a) that the regime of refrigeration cor-
responds to ε1s lying within a few kT around µ0, that is
−few kT < ε1s − µ0 < few kT . Such a trend occurs
since the rate of electron transport through the system,
under low bias condition, peaks when the ground states
of the quantum dots lie within a few kT of the equilib-
rium Fermi-energy µ0. We also note that the refriger-
ation power is finite and large when the εg lies within
a few kT of the equilibrium Fermi energy µ0, that is,
when −few kT < εg − µ0 < few kT . Such a behaviour
occurs due to the fact that for extraction of heat en-
ergy from G, an electron must be able to tunnel into
6FIG. 6. Comparison of performance of the proposed design
(solid Lines) with the optimal setup (dashed Lines) for differ-
ent values of Coulomb coupling energy Um with TL = TR =
10K & TG = 5K. Top panel: (a) Cooling power and (b)
COP as a function of bias voltage (V ) at TL(R) = 10K, and
TG = 5K. Bottom panel: (c) Cooling power and (d) COP as a
function of bias voltage (V ) at TL(R) = 10K, and TG = 10K.
and out of G1 with energy εg + Um and εg respectively.
Hence, both the functions fG(εg + Um) and 1 − fG(εg)
must have finite values which is only possible if εg lies
within a few kT of the equilibrium Fermi-energy µ0. If
εg − µ0 < −a few kT , then an electrom with energy εg
wouldn’t be able to tunnel out into reservoir G. On the
other hand, if εg − µ0 > a few kT , there would be no
electrons in G to tunnel into the Coulomb blocked level
εg + Um. In fact the product fG(εg + Um){1 − fG(εg)}
is maximized when εg − µ0 = −Um2 . Since Um ≈ − 3kTq
in this case, we can note the maximum cooling power oc-
curs around εg−µ0 = − 3kT2q . Fig. 2 (b) demonstrates the
variation in COP for the low bias condition. We note a
monotonic increase in COP with εg and ε
1
s. Fig. 3 (a)
and (b) demonstrates the cooling power and COP for
high bias condition with V = 10kTq . We note that the
refrigeration engine now operates over a wide range of
ε1s, mainly due to the increase in the electron transport
window with an increase in the applied bias V . The oper-
ation regime, in terms of εg, however, remains almost the
identical to the low bias case. The COP , shows a similar
trend with the low bias case, that is the COP increases
with εg and ε
1
s. By comparing Fig. 2 and Fig. 3 we note a
drastic increase (about 10 times) in the maximum cool-
ing power. This is due to the fact that an increase in
bias voltage causes more electrons to flow between L and
R, which increases the rate of heat absorption from G.
The COP , on the other hand, decreases drastically with
an applied bias voltage. This can be explained by the
fact that an increase in the bias voltage causes a higher
power dissipation per unit electron flow (qV ) or per unit
heat packet (Um) absorption from G, which results in a
decrease in COP . It should be noted that an equiva-
lent trend of increase in refrigeration power and decrease
in overall COP with increase in bias voltage can also be
noted for lower dimensional and bulk Peltier refrigerators
[20, 22].
The variation of the optimal performance of the refrig-
eration engine with variation in the Coulomb coupling
energy (Um) and applied bias voltage is demonstrated in
Fig. 4 and 5 for the cases TG = TL(R) and TG < TL(R) re-
spectively. In particular, Fig. 4(a) demonstrates the max-
imum cooling power (IMQe) and Fig. 4(b) demonstrates
the COP at the maximum cooling power for a range of
values of the applied bias voltage V and the Coulomb
coupling energy (Um). To achieve the maximum cooling
power the ground states of the dots are adjusted to the
optimal position, with respect to the equilibrium Fermi-
energy. In Fig.4, the maximum cooling power, as well
as the COP , is low for low values of Um. Despite of a
high current for lower values of Um [38], the total cool-
ing power is low due to low value of the average heat
extracted per unit electron flow. Due to low values of
heat extracted per unit electron flow, the COP also re-
mains low for low values of Um. The high magnitude
of current flow results in a high power dissipation de-
spite of a lower cooling power due to lower values of Um.
As Um increases, the net rate of electron flow decreases
for the same value of bias voltage V [38]. However, the
average heat extracted per unit electron flow increases
with Um. These two competing processes result in an
initial increase in cooling power with an increase in Um.
With further increase in Um beyond a certain limit, the
cooling power finally decreases due to a decrease in the
total current flowing trough the system. From the per-
spective of the dot G1, it can be stated that the net
cooling power decreases with increase in Um beyond a
certain limit due to a lower probability of electrons tun-
neling into the gate G1 with an energy εg+Um, when the
ground state of S1 is already occupied. With an increase
in the applied bias V , we note a monotonic increase in
the cooling power, till saturation and a deterioration in
the COP . The saturation in cooling power at high val-
ues of the applied bias (V > a few kT/q) occurs due
to a saturation in electronic current through the system.
The reasons of the decrease in COP with an increase in
applied bias has already been discussed with respect to
Fig. 2 and 3. Fig. 5(a) and (b) depicts the refrigeration
performance of the system for TG < TL(R). Here, cer-
tain differences should be noted when compared to the
refrigeration performance of the system for TG = TL(R)
First of all, the cooling power is non-zero only when the
7voltage exceeds a certain minimum value, which we call
the threshold voltage (VTH). The threshold voltage ap-
pears due to the presence of a thermoelectric force for
TG < TL(R) which tends to drive electrons from R to-
wards L, while dumping heat packets into the reservoir G
[50]. Secondly, the voltage beyond which nonzero cooling
power is achieved, increases with the increase in Coulomb
coupling energy Um. This again is due to the increase in
the open-circuited thermoelectric voltage in such a set-up
with increase in Um [50]. The applied bias must overcome
the thermoelectric voltage to effectively cool the reser-
voir G. Thirdly, the maximum saturation cooling power,
as well as the COP becomes much lower compared to
the case of TG = TL(R). In addition the cooling power
at higher values of Um becomes negligibly small. This
again can be explained based on the reverse thermoelec-
tric force acting on the system. Since the applied bias has
to inject current against the reverse thermoelectric flux,
we get a lower cooling power for a high bias, which, in-
turn, is responsible for deteriorating the COP . In other
words, the regime of operation of the proposed refriger-
ation engine gets squeezed when TG < TL(R) (demon-
strated in Fig. 5a. An exhaustive discussion and analysis
for the case of TG < TL(R) is presented later.
Performance comparison with optimal non-
local refrigeration engine: Fig.6 demonstrates the
performance comparison between the proposed design
and optimal non-local refrigeration engine [1–5] for two
different cases (i) TG < TL(R) (top panel) and (ii)
TG = TL(R) (bottom panel). For performance com-
parison, the system to reservoir coupling of the opti-
mal non-local refrigeration engine is taken to be γl(ε) =
γcθ(ε
1
s + δ− ε), γl(ε) = γcθ(ε− δ− ε1s) and γg(ε) = γc
[1–5], where δε < Um and θ is Heaviside step function.
The maximum cooling power (IMQe) and COP (in log-
scale) as a function of bias voltage V are plotted respec-
tively in the left and right panel of Fig.6 for TG < TL(R)
(top panel) and TG = TL(R) (bottom panel) for differ-
ent values of Um. For 5K = TG < TL(R) = 10K, the
overall maximum cooling power for the optimal set-up
and the proposed design are 2.1J/s and 1.45J/s respec-
tively. The overall maximum cooling power, in both the
set-ups is achieved at Um = 0.75meV (≈ 1.75kTGq ). Sim-
ilarly, for TG = TL(R) = 10K, the overall maximum
cooling power for the optimal set-up and the proposed
set-up are 4.6J/s and 3J/s respectively.In this case, the
maximum cooling power for both the set-ups occur at
Um = 2meV (≈ 2.3kTGq ). Thus, in both the cases, the
overall maximum cooling power of the proposed design
hovers around 65 − 70% of that of the optimal set-up.
Fig. 6 (b) and (d) depicts the COP (log-scale) for the pro-
posed set-up (solid lines) and the optimal design (dashed
lines) for the cases TG < TL(R) and TG = TL(R) respec-
tively. We note that the COP for the proposed design is
much less than that of the optimal set-up. This is because
in our proposed set-up a fraction of the total number of
electrons flow from L to R without absorbing heat from
the reservoir G (explained in the next part).
Sequential tunneling mechanism leading to a
performance degradation: Now, we discuss the se-
FIG. 7. Schematic diagram demonstrating the different elec-
tronic current components from the reservoir L to the sys-
tem through the energy level ε1s and the Coulomb blockaded
level ε1s + Um. Four current components are shown in the
figure. (1) electron current flows due to voltage bias from the
reservoir L to the R while absorbing a heat packet Um (per
electron) from G. (2) Electron current, due to applied bias,
flows directly from L to R without any heat absorption. (3,4)
Electron current flow due to thermoelectric force, that tends
to flow while dumping heat packet Um into the reservoir G.
quential transport mechanisms leading to a performance
degradation of the proposed refrigeration engine. Let us
consider the sequence of electron transport from L to R
that results in absorbing a heat packet Um from reservoir
G. For example, in the sequence |0, 0, 0〉 → |1, 0, 0〉 →
|1, 1, 0〉 → |0, 1, 1〉 → |0, 1, 0〉 → |0, 0, 0〉, the system ini-
tially starts with the vacuum state |0, 0, 0〉. An electron is
injected from reservoir L into S1 at energy ε
1
s, followed by
another electron injected into G1 from G with an energy
εg+Um. This is followed by, the electron in S1 tunneling
into S2, after which the electron present inG1 tunnels out
into reservoir G with an energy εg. At the end of the cy-
cle, the system returns to the vacuum state when the elec-
tron present in S2 tunnels out, with energy ε
2
s = ε
1
s+Um,
into R. Thus, in the entire process illustrated above an
electron is transmitted from the reservoir L to R while
absorbing a heat packet Um from G. These type of trans-
port processes contribute to refrigeration of the target
reservoir G and are denoted as (1) in Fig. 7. The sec-
ond electron transport component, depicted in Fig. 7 as
(2), results in direct transmission of electrons between
L and R without an absorption of heat packets from
G. Hence, this component results in wastage of power
without, thereby causing a degradation of COP . Next,
let us consider the following sequence of electron trans-
port |0, 0, 0〉 → |1, 0, 0〉 → |1, 1, 0〉 → |0, 1, 0〉 → |0, 0, 0〉.
In the above sequence, an electron tunnels, with an en-
ergy ε1s, into S1 from reservoir L. This is followed by
an electron entering G1, from reservoir G, with an en-
ergy εg + Um. At the next step, the electron present in
S1 tunnels out into reservoir L with an energy ε
1
s + Um.
At the end of the sequence, the electron in G1 exits into
reservoir G with an energy εg. It is evident that in this
process, a packet of heat energy Um is transmitted from
reservoir L to G. Thus, this kind of sequence results in
8FIG. 8. Colour plots demonstrating the electron flow into
the system from the reservoir L with variation in the the
ground states εg and ε
1
s, for Um = 0.75meV (≈ 1.16 kTq ) and
V = 1.3meV (≈ 2 kT
q
), through (a) the ground state ε1s (b) the
Coulomb blockaded level ε1s +Um. (c) Total average electron
current between the system and the reservoir L.
heating up of the target reservoir G and is only positive
and finite for TG < TL(R) [50]. This current component,
depicted in Fig. 7 as (3), flows due to thermoelectric force
and affects the refrigeration performance of the proposed
refrigeration engine by transmitting heat packets into G.
Another thermoelectric component that, that flows for
TG < TL(R), while dumping heat packets into G is shown
as (4) in Fig. 7. From Fig. 7 and the above discussions,
it is clear that the electron flow components (2) and (3)
from L into the Coulomb blockaded level ε1s + Um result
in degradation of the refrigeration performance.
To further elaborate the above discussion, I separate
out the current flow into the system from the reservoir L
as:
IL = I1 + I2,
where
I1 = qγc ×
{
P ς10,0fL(ε
1
s)− P ς11,0(1− fL(ε1s)
)}
I2 = qγc{P ς10,1fL(ε1s + Um)− P ς
1
1,1{1− fL(ε1s + Um)}}
(9)
In the above equation, I1 and I2 denote the total elec-
tron current from reservoir L to the energy level ε1s and
the Coulomb blockaded level ε1s + Um respectively. Par-
ticularly, Fig. 8(a) and (b) respectively depict the elec-
tron current flow into the system from reservoir L via
the energy level ε1s (I1) and the Coulomb blockaded level
ε1s + Um (I2). Fig. 5(c), on the other hand, depicts the
overall electronic flow IL = I1 + I2 from the reservoir L
into the system.
We find that the electron current flow I1 through ε
1
s
into the system from L is positive, over certain regime
and negative over the rest. The positive regime corre-
sponds to refrigeration of the target reservoir G. The
negative regime, on the other hand, has the potential
for thermoelectric generation where the flux of electrons
flow against the voltage bias due to thermoelectric force
[50]. The regime with negative value of I1 corresponds
to no net cooling of the target reservoir G. Interestingly,
we also find that the current component I2 through the
Coulomb blockaded energy level ε1s + Um is positive, as
already shown in Fig. 8(b). This electron current consti-
tutes the components (2) and (3). As already discussed,
these current components results only in deterioration
of the net cooling power, as well as, the COP . Thus,
they negatively affect the refrigeration performance.
The deterioration in performance of the refrigeration
engine, due to these current components (2) and (3),
which enter the system via the Coulomb blockaded
level ε1s + Um, can be chocked by adding an extra filter.
Such an electron filter is to be added between L and
S1 to restrict electron flow via the Coulomb blocked
level ε1s + Um to reduce the current components (2) and
(3). However, doing so neutralizes the novelty of the
proposed set-up in terms of fabrication simplicity. In
Fig. 5(c), I show the total electronic current flow from L
to S1. It is clear that a very large portion of the total
electron flow actually consists of the component (2),
which results in a lower COP in the proposed system
9compared to the optimal design.
FIG. 9. Performance variation of the proposed refrigeration
engine as the target temperature of the reservoir G (TG) is
gradually decreased beyond TL(R). Variation in (a) Threshold
voltage VTH (b) overall maximum cooling power I
MAX
Qe and
(c) COP at the maximum cooling power (for V = 10
kTL(R)
q
)
with decrease in the target temperature TG of the reservoir
G.
Performance analysis for TG < TL(R) : For a prac-
tical electronic refrigeration engine, the target tempera-
ture of the reservoir G should generally be less than the
environmental temperature or the average temperature
of the current path. We have already noted that when
the temperature of the target reservoir G is less than
TL(R), the applied bias voltage needs to be greater than
a certain threshold voltage VTH due to reverse thermo-
electric flux [50]. Fig. 9 demonstrates the performance of
the proposed refrigeration engine as the temperature of
reservoir G is gradually reduced from TL(R). Specifically,
Fig. 9(a) depicts the variation in the required threshold
voltage to achieve refrigeration, while Fig. 9(b) demon-
strates the variation in maximum (saturation) cooling
power IMAXQe with TG for different values of Um. From
Fig. 9, we can infer a number of points on the practi-
cal conditions of operations of the refrigeration engine,
depending on the target temperature of the reservoir G.
We note from Fig. 9(a), that the threshold voltage VTH
is zero for TG = TL(R) and increases with decrease in
TG. This is because the non-local thermoelectric volt-
age, which acts opposite to the bias voltage increases
with increase in ∆T = TL(R)−TG. This basically means
that to achieve a lower target temperature TG, even un-
der ideal conditions of zero lattice thermal conductiv-
ity, we need to apply a higher voltage bias V . We also
note that the threshold voltage VTH increases with in-
crease in Um. This is due to an increase in the open-
circuit thermoelectric voltage with an increase in Um [50].
Fig. 9(b) demonstrates the variation in the saturation
cooling power (high bias voltage limit) with a decrease
in the target temperature TG for various values of Um.
With a decrease in the target temperature the saturation
cooling power decreases monotonically. An interesting
point to note is that for higher values of target tempera-
ture TG, the saturation cooling power is higher for higher
values of Um. On the other hand, when one approaches
smaller target temperature TG, the saturation cooling
power is higher for lower values of Um. In particular, we
note that beyond TG ≤ 2K, the saturation cooling power
for Um ≥ 1.5meV is approximately zero, which basically
points out that a system with Um ≥ 1.5meV cannot be
employed to achieve a temperature beyond 2K, even un-
der ideal conditions. This can be understood by the fact
that a non-zero cooling power demands finite value for
both fG(εg + Um) and 1− fG(εg), so that electrons can
tunnel into G1 with energy εg + Um and tunnel out into
reservoir G with energy εg. At very low temperature, the
smearing of Fermi function fG around µ0 decreases signif-
icantly, making the product fG(εg+Um){1−fG(εg)} ≈ 0
for any εg at higher values of Um. Hence, at lower tar-
get temperature TG, the saturation or maximum value
of cooling power becomes approximately zero for higher
values of Um. Thus for higher values of Um, even by ap-
plying a high bias voltage, we cannot achieve a target
temperature TG lower that a certain minimum temper-
ature (since the saturation cooling power becomes zero
beyond a certain minimum temperature). We hence con-
clude that even under ideal conditions, depending on
the Coulomb coupling energy Um, there is a minimum
limit beyond which the target temperature TG cannot be
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reduced. So, for achieving a lower target temperature
TG, one needs to design a system with lower value of
Um and operate it at a higher value of bias voltage V .
Fig. 9(c) demonstrates the variation of COP with target
reservoir temperature at the maximum cooling power for
V = 10kTq . We note that there is fall in COP as one
approaches lower target reservoir temperature, the fall
being more sharper for higher values of Um. This is
because a higher magnitude of Um results in a higher
value of the open-circuit thermoelectric voltage as one
approaches lower values of target reservoir temperature.
A higher thermoelectric voltage, acting opposite to the
bias voltage, results in a sharper decrease in COP with
fall in the target reservoir temperature for higher val-
ues of Um. Although not demonstrated in this paper, in
the case of TG > TL(R), the target reservoir G is auto-
matically cooled (without an applied bias voltage) with
TG gradually approaching TL(R), due to the presence of
a thermoelectric force that tends to drive a current be-
tween L and R while extracting heat from reservoir G
[50].
IV. CONCLUSION
In this paper, we have proposed a realistic design for
non-local refrigeration engine based on Coulomb coupled
systems. The performance of the proposed refrigera-
tion engine was then theoretically investigated employ-
ing the quantum master equation (QME) formalism. It
was demonstrated that the maximum cooling power of
the proposed set-up hovers around 65− 70% of the opti-
mal design proposed in literature [1–5]. Despite a lower
cooling power, the key edge of the proposed set-up over
the optimal design is the integration of fabrication sim-
plicity along with decent refrigeration performance. In
our discussions, we have restricted transport phenom-
ena in the weak coupling regime, so that co-tunneling
processes can be neglected. The refrigeration power in
the proposed set-up can be enhanced by a few orders by
tuning electronic transport in the regime of strong cou-
pling, that is by enhancing the system-to-reservoir and
the interdot tunnel coupling. An analysis on the effects
of cotunneling and higher order processes on the refriger-
ation performance of the proposed system constitutes an
interesting aspect of investigation. Furthermore, an anal-
ysis of the impact of electron-phonon scattering [23–34]
on the performance of the proposed refrigeration engine
also constitutes an interesting aspect of future research.
The various possible designs for non-local refrigeration
systems is left for future investigation. Nevertheless, the
design demonstrated here can be used to realize high per-
formance non-local cryogenic refrigeration engines em-
ploying Coulomb coupled systems.
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