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Abstract
Forecasting time series and time-dependent data is a common problem in many
applications. One typical example is solving ordinary differential equation
(ODE) systems x˙ = F (x). Oftentimes the right hand side function F (x) is not
known explicitly and the ODE system is described by solution samples taken at
some time points. Hence, ODE solvers cannot be used. In this paper, a data-
driven approach to learning the evolution of dynamical systems is considered.
We show how by training neural networks with ResNet-like architecture on the
solution samples, models can be developed to predict the ODE system solution
further in time. By evaluating the proposed approaches on three test ODE
systems, we demonstrate that the neural network models are able to reproduce
the main dynamics of the systems qualitatively well. Moreover, the predicted
solution remains stable for much longer times than for other currently known
models.
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1. Introduction
Neural network techniques are becoming an important tool for analyzing
time-dependent data sets and multivariate time series. One typical problem
is to reconstruct solution of an ODE (ordinary differential equation) system
x˙ = F (x) by learning the right hand side function F (x) with a suitable neural
network. In [1] promising results for this problem are reported with a shallow
neural network applied to learn F (x) and then transformed into a recurrent
neural network (RNN).
In [2], this task is formulated as a sparse regression problem. F (x) is approx-
imated with a linear combination of functions from some set and, given mea-
surements of x and (or estimates of) x˙, coefficients are recovered by a sequential
thresholded least squares algorithm or the LASSO (least absolute shrinkage and
selection operator) method. The authors also note that their approach resem-
bles Dynamic Mode Decomposition (DMD) [3] in case of discrete-time dynamical
systems.
However, in real life applications the right hand side function F (x) may not
be known explicitly and the ODE system may only be described by sampled
data points. In this case the approaches of [1, 2] are not applicable. That is
where machine learning, as a means of building models from the data, might
be useful. A possible solution for this problem is to train a model that treats
the data as a time series and either reconstructs the equations or predicts the
evolution of the system for a certain time ∆t > 0 ahead of the current time
moment t. In the latter case, when applied to the data recursively several (say,
k) times, the model should be able to predict the evolution for k time steps on
the time interval [t, t+ k∆t].
In both cases, while either reconstructing F (x) or predicting the ODE solu-
tion, a question of the accuracy of the neural network approximations arises.
In particular, if a system is chaotic, it may be difficult to obtain small er-
rors for long-term predictions due to the stability effects: even initially small
differences between the original and predicted data may strongly increase with
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time. It is then reasonable to require from the neural network approximation
that at least the main dynamics of the system is captured properly, so that the
predicted trajectories are not too far off the true solution.
For moderate prediction times promising results for this problem are re-
ported in [4]. There a numerical method is used to reconstruct the system right
hand side F (x). A favorable error behavior is observed for long-term predic-
tion of one- and two-dimensional (1D and 2D) problems. However, for a three-
dimensional (3D) Lorenz system exhibiting chaotic dynamics, the predicted and
original trajectories start to significantly diverge starting from relatively early
times t ≈ 1.
Consider now the second option: prediction of the ODE solution without
making any assumptions on the right hand side function F (x). A suitable
approximation model can be applied in problems where solution prediction (with
a good accuracy) is more important than explicitly reconstructing the equations.
The output of the model, which is a prediction x˜(t+ ∆t) to the ODE solution
x(t + ∆t), is obtained as x˜(t + ∆t) = g(x(t),θ), where θ is a vector of model
parameters and x(t) is its input (i.e., system state at time t). There are many
options for architectures to define g. One of the popular approaches is the
aforementioned Dynamic Mode Decomposition, which aims to find a matrix
A that evolves the system state as x˜(t + ∆t) = Ax(t). Since its formulation
in [5], there have been numerous modifications to the method that, for example,
involve different processing of the input data [6] or apply Koopman operator
theory to produce more accurate approximations [7]. Another example is [8, 9],
where, in a reservoir computing framework, Lyapunov exponents for several
chaotic processes are estimated based only on the data. The obtained model is
then used to reproduce the dynamics of the systems. For Lorenz equations the
prediction based on this approach starts to deviate from the original after t ≈ 7,
but there are no prediction errors reported [8, 9]. We also mention [10] where,
instead of reservoir computing, long short-term memory networks (LSTMs) are
used to predict future states for high-dimensional chaotic systems.
To predict system evolution with neural network models, in this work we
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consider another architecture, namely, residual networks (ResNets). These net-
works are known to not suffer from the problem of vanishing and exploding
gradients and have been successfully applied to image classification problems.
We demonstrate their performance on three ODE systems, some of which are
chaotic in nature, and compare it to the performance of a simple feedforward
neural network.
An approach closely related to ResNet is recently employed for predicting
dynamical system solution in [11]. In this paper the authors consider the Lorenz
system, but do not report the obtained errors. A difference with our experiment
setting is that the starting points are taken on the attractor, which makes it an
easier test problem.
The rest of the paper is organized as follows. Section 2 gives a short overview
of the neural network theory, provides details on residual networks and describes
the architectures we use to predict the system evolution. Section 3 describes
the dynamical systems of our interest. Section 4 outlines the settings for the
experiments. Experimental results are described in Section 5, while in Section 6
we make conclusions and discuss possible directions for future work.
2. Basic concepts of neural networks
In this section we provide the background for neural networks, discuss their
main principles and describe a special type of networks, ResNet, that is used
for our experiments.
2.1. Neural networks and their architecture
Although neural networks have become a fundamental concept in deep learn-
ing, their definition is rather complicated and could be given in different ways.
Oftentimes, they are described by their main properties and structure. In
this article we consider feedforward neural networks or multilayer perceptrons
(MLPs), a specific class of networks. According to [12], feedforward neural net-
works are models that construct an approximation g(x, θ) to some function g¯(x)
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and learn the parameter values θ which result in the best function approxima-
tion. Inspired by analogies from neuroscience and human brain, these models
are nowadays present in many areas of science and industry. Their structure
can be described as follows.
The main unit of a feedforward neural network is a neuron. It has a set of
weights w = (w0, w1, . . . , wN )
T . A neuron takes an N -dimensional vector x ∈
RN as an input, computes a linear combination of the vector components and
applies some function G to it. The output of the neuron is y = G(w0 +w1x1 +
. . .+wNxN ) = G(w
T xˆ), where xˆ = (1, x1, . . . , xN )
T ∈ RN+1. Throughout this
paper we use the hat notation for vectors with an appended unit component.
Neurons are grouped into layers. A fully connected, or dense, layer of K
neurons takes the same x as an input and computes a vector of K neuron
outputs: y = (G(w1T xˆ), . . . , G(wKT xˆ)T ), where wi = (wi0, w
i
1, . . . , w
i
N )
T , i =
1, . . . ,K, are weights of the i-th neuron. G is called an activation function
and is taken to be the same for all neurons in a layer, while their weights are
independent. For simplicity, the equation can be rewritten as y = G(W xˆ),
where W = (w1|w2| . . . |wK)T ∈ RK×(N+1) is a matrix of layer weights and G
is applied componentwise.
Neural network layers can also be based on other transformations of the
input data, like convolution, pooling, etc. Another notion relevant to our work,
namely, a batch normalization layer, is discussed later in this article.
Finally, the layers are combined into a neural network. The important prop-
erty of a feedforward neural network is that it does not contain cycles, i.e., the
outputs of the layers are not fed back into themselves [12]. Let us consider an
example of a feedforward neural network with L fully connected layers. Its first
layer takes x ∈ RN and gives a vector G1 = G1(W1xˆ). The second layer takes
G1 as an input and returns G2 = G2(W2Gˆ1).
This process continues recursively asGi+1 = Gi+1(Wi+1Gˆi) and the network
output is the output of its final layer y = GL(WLGˆL−1).
In this case, the parameters θ that need to be tuned in order to make the best
approximation of g¯ are the weights of the network W1, . . ., WL, number of layers,
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size of each layer, activation functions etc. The architecture of the network,
meaning a particular set of the parameters besides the weights, depends on the
problem that needs to be solved. Intuitively, the bigger the problem, the more
layers of larger size are used. Activations Gi are usually chosen to be nonlinear
so that the network is able to approximate more complex functions.
Their properties are discussed in detail in [13, 14]. Here some examples of
frequently used functions are given:
• Sigmoid function G(x) = 1/(1 + e−x);
• Hyperbolic tangent G(x) = tanhx = (ex − e−x)/(ex + e−x);
• Rectified linear unit (ReLU) G(x) = max(0, x).
The ability of the neural networks to approximate a wide variety of func-
tions g¯(x) is guaranteed by the universal approximation theorem. It has been
reformulated and extended several times [15, 16, 17, 18], and the main result
we need for this article is that feedforward neural networks with finite number
of neurons can approximate continuous functions on a compact set in RN with
an arbitrary precision.
2.2. Training and overfitting
Once the architecture of the network is fixed, the weights are adjusted us-
ing optimization methods. A special loss function L(W ) is constructed that
shows how “close” a neural network approximation g with a set of weights
W is to the true function g¯ based on their values in points from a set X =
{x1, . . . ,xM}. Typical example of such function is mean squared error (MSE)
L = 1M
M∑
i=1
‖g(xi, θ)− g¯(xi)‖2, where parameters θ include the weights W . The
process of adjusting networkweights via minimization of the loss function over
W is called training of the network. Neural networks are trained using stochastic
gradient descent, batch gradient descent and their modifications [19, 20]. Such
algorithms work either with the full dataset, or with its parts (mini-batches), or
with a single sample from it to estimate the loss function gradient. The weights
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are updated via the algorithm called backpropagation: due to the special struc-
ture of g, there is an efficient way to compute the gradients of loss function
using chain rule [12].
The set of samples Xtrain used in the loss function evaluation during the
training is called train set. Sometimes, we may observe high accuracy of trained
neural networks on Xtrain, but significant drop in performance on other samples
outside of Xtrain. It happens because the network has only learned to map the
inputs from the train set to correct outputs, but hasn’t gained the ability to
generalize, i.e., perform well on previously unseen data. Such a phenomenon is
called overfitting [21, 22].
A well known example of this phenomenon is fitting an n-th degree polyno-
mial to given data points. If n is very large, the resulting polynomial will be
very close to the true values in the sampled points but its extrapolation beyond
the fitted data will not yield a good accuracy. On the other hand, polynomials
of a smaller degree may not be very accurate in the data points but will have
better extrapolating qualities.
Possible solutions to this problem involve evaluating loss function not only
on a train set, but also on another set, called a test set Xtest, of samples not
present in X. Monitoring the value of L(W ) on the test set during the training
might help to detect the moment of overfitting, stop the training just before it
takes place and pick the best weights in terms of error from the previous training
iterations (epochs). Such a technique is called early stopping [21, 23, 24]. The
proportion between train and test set sizes, based on heuristics, is usually 80/20
or 70/30. Sometimes, to provide a final estimate of the model performance an
additional holdout set is used, while the error during the training is measured
on the test set.
In general, ways to avoid overfitting are called regularization. It is defined
in [12] as “any modification to a learning algorithm that is intended to reduce
its generalization error but not its training error”. These modifications may
include additional constraints on parameter values and extra terms in the loss
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function. In this article, we apply the latter strategy. By using a loss function
LL2(W ) = L(W ) + λ
L∑
i=1
Ki∑
j=0
‖W ji ‖2
with an additional term, where λ is a small number, say 1e-8, L is a number
of layers, and Ki is a size of i-th layer, we penalize the model complexity and
enforce restrictions on the network weights by making them “not too large”.
Such a technique is called L2 regularization (and is also known as weight decay
or Tikhonov regularization). It often results in a simpler model with better
generalization properties.
Another technique we use in our experiments is batch normalization. In [25],
the authors argue that it helps with the problem of covariate shift. Suppose
that a neural network is trained on images to recognize cats from dogs, but the
set of cat pictures is imbalanced: it contains only black cats. After training on
such a dataset, the performance of the network on non-black cats will be poor.
In other words, the images from train and test set come from different data
distributions. This phenomenon is called the covariate shift problem.
A logical workaround for this situation would probably be making the data
more balanced by adding pictures of cats with different colors. However, this
may not necessarily help as this would change only the distribution of the input
layer. The hidden (intermediate) layers may still suffer from internal covariate
shift because the distribution of their inputs can change dramatically with each
weight update. This results in slow training and requires applying small learning
rates.
A known solution to this problem, batch normalization, normalizes each
layer’s input over a mini-batch, thus reducing internal covariate shift. For a
mini-batch B = {x1, . . . ,xm} ⊂ RN we compute the mean µB = 1m
∑m
i=1 xi
and the variance σ2B =
1
m
∑m
i=1(xi − µB)2. Then, the mini-batch is normal-
ized as x˜i = (xi − µB)/
√
σ2B + ε, where ε is a small constant, division and
root operations are applied componentwise. Finally, we apply scale and shift
operations yi = γx˜i + β, where γ ∈ RN and β ∈ RN are learnable parameters
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and multiplication is also performed componentwise, to obtain the layer out-
put. Such a technique reparametrizes layer outputs of deep networks so that
the effect of the previous layers on the current layer output is decreased and the
internal covariate shift is reduced. It also has a slight regularizing effect on the
model because scaling on the mini-batch adds some noise to the output.
2.3. Residual networks
In this subsection we discuss residual network (ResNet), an architecture that
helps us to learn the dynamics of ODE systems. These types of networks are
designed to combat vanishing and exploding gradient problem that occurs in
very deep architectures. More specifically, if a network has a large number of
hidden layers, computing gradients via the backpropagation may result in very
big or very small values and, hence, in inefficient weight updates [26]. To over-
come this problem, [27] offers to replace the multiplications with summations.
The main idea is to use “blocks” of layers that will learn the difference between
the input and the desired output and then just add the output of the block to
the input data.
Consider a ResNet block of the following structure:
FC → BN → ReLU→ FC, (1)
where FC is a fully connected layer, BN denotes batch normalization, and ReLU
is a rectified linear unit function applied componentwise. If xn is the block input
and G(xn) is its output (i.e., the output of the second fully connected layer),
then the total output is defined as
xn+1 = xn +G(xn).
This value is then passed to the next block of the same structure. As a result,
forward propagation through the neural network with M such blocks can be
written as
xM = x1 +
M−1∑
i=1
G(xi).
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This last relation defines our neural network approximation
x˜(t+ ∆t) = g(x(t), θ),
with x1 = x(t), xM = x˜(t+ ∆t) and θ including the discussed neural network
architecture and the layer weights. This approach, as mentioned earlier, reduces
the amount of multiplications required for training and evaluating gradients via
backpropagation and, thus, the gradients are less likely to vanish or explode.
Although there is no mention of numerical methods in the original article,
other papers [28, 29, 30] have rightfully noted that the structure of the network
resembles the classical explicit Euler method for solving differential equations.
Indeed, for the initial-value problem
x˙(t) = F (x(t)), x(t0) = x0,
solution in the explicit Euler scheme at time moments tn = t0+nh can be found
via updates
xn+1 = xn + hF (xn),
where h > 0 is a step size. This is one of our motivations for using ResNet to
learn dynamics of the ODE systems. We apply several neural networks based
on this idea. They differ in the number of layers, their size and depth. It should
be noted that the aim of the article is not to find an optimal neural network
structure that would result in the smallest prediction error, but to evaluate
different networks and see whether they are capable to predict the evolution.
We use the following four architectures:
• RN1: the simplest of the architectures. It consists of 4 ResNet blocks.
Each ResNet block has structure (1) and its output is added to the block’s
input. The size of each fully-connected layer is 10.
• RN2: has the same structure as RN1 (cf. (1)), except that the size of
fully connected layer is increased to 50.
• RN3: a deeper network with 6 ResNet blocks and FC size of 50.
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• RN4: a network with a deeper structure of ResNet block: FC → BN →
ReLU → FC → BN → ReLU → FC. Like the first two networks, it has
4 blocks but the size of fully connected layer is 15.
We also compare the performance of the ResNet architectures to an MLP ar-
chitecture FC → BN → ReLU → FC → BN → ReLU → FC → BN →
ReLU → FC → Sigmoid on one of the ODE systems. For all the described
architectures the input is normalized to [0, 1].
3. Dynamical systems
In this section, the dynamical systems are described on which our neural
network models are tested. These systems are: the Van der Pol oscillator, the
Lorenz system and the Ro¨ssler system. The description of these ODE systems,
as well as their governing equations, is given below. In addition, Table 1 shows
the parameters of the equations considered for the experiments.
3.1. Van der Pol oscillator
For the oscillator described by B. van der Pol in [31], the original equation
can be written as
x¨− µ(1− x2)x˙+ x = 0,
where the usual meaning of x(t) is position (but this may differ depending on
the application) and µ is a scalar parameter that characterizes damping. In the
experiments, we set its value to µ = 3. If the time derivative y(t) = x˙(t) is
introduced as additional variable, the equation can be reduced to a system of
first order differential equations x˙ = F (x), with x(t) = [x(t), y(t)]T :
x˙(t) = y,
y˙(t) = µ(1− x2)y − x.
The limit-cycle orbits for this system in the phase space are shown in Figure 1a.
The system serves as an example of rather “simple” dynamics, so it makes
sense to test our models on such problem first. Before feeding the system data
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to the neural networks, we scale it by the maximum absolute value among all
the vector components from training and testing data, so that each solution
component lies in [0, 1].
3.2. Lorenz system
Denoting x(t) = [x(t), y(t), z(t)]T , we write the Lorenz ODE system x˙ =
F (x) componentwise as
x˙ = σ(y − x),
y˙ = x(ρ− z)− y,
z˙ = xy − βz,
where we set σ = 10, r = 28, b = 8/3. This ODE system is described by
E. Lorenz in [32]. It exhibits a chaotic behavior and has a butterfly-shaped
solution set, called attractor (Figure 1b). For this system we scale the system
data for feeding the neural networks in a different way than it is done for the
other two systems. Instead of scaling by the maximum values of the training
and testing vector entries, we scale the data by the theoretically known solution
bounds [33]. Denote
m = σ + ρ,
r1 =
√
−βm2
4 max{−σ,−1,−β} ,
r22 =

β2m2
4σ(β − σ) , if σ ≤ 1, σ ≤ β/2
β2m2
4(β − 1) , if 1 < σ, 1 ≤ β/2
m2, if σ > β/2, 1 > β/2
,
R = max{r1 + |m|/2, r2}.
The following result holds [33]. If the initial conditions lie in the sphere
Ω = {(x, y, z) | x2 + y2 + (z −m)2 ≤ R2},
12
(a)
(b) (c)
Figure 1: Trajectories of the dynamical system solutions: (a) Van der Pol oscillator, (b) Lorenz
system, (c) Ro¨ssler system
then the evolving system trajectory is contained in Ω, too [33]. In our case
m = 38 and R ≈ 50.0.
3.3. Ro¨ssler system
Here, our test ODE system x˙ = F (x) is taken from paper [34] published in
1976 by O. Ro¨ssler. There he introduced an ODE system
x˙ = −y − z,
y˙ = x+ ay,
z˙ = b+ z(x− c),
with a, b, c being given real parameters. We use the same parameter values as
in the original paper of Ro¨ssler: a = 0.2, b = 0.2, c = 5.7. Similar to the Lorenz
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system, the system exhibits a chaotic dynamics. Figure 1c shows the attractor
of the Ro¨ssler system.
The Ro¨ssler and Lorenz system are examples of low-dimensional models with
rather complex and chaotic dynamics. Due to their chaotic nature, both of them
are very sensitive to initial conditions. Hence, these problems provide a good
challenge for our neural network models.
4. Experiment setting
In the experiments presented here we evaluate the four types of networks
discussed on the solution samples of the three ODE systems and compare them
to the MLP architecture. The process of generating the data for each system
is as follows. First, N = 12 000 points are sampled from N(0, 2I). Note that,
depending on the problem dimension, these points are vectors sampled either
from R2 or R3. Then, the differential equations corresponding to the problem are
solved numerically with these points as initial conditions and 12 000 trajectories
x1(t), . . . , xN (t) are obtained. For this purpose the LSODA solver of the
function odeint from the Python’s SciPy library run with default tolerances
atol = 1.49012e-8, rtol = 1.49012e-8, is employed. The solver uses an
automatically chosen time step size and produces solution at 2500 time moments
0, ∆t, 2∆t, . . . , T −∆t, T , with T being the final time and ∆t = T/2500. For
each system, we choose T such that the points evolve around the attractor or
limit cycle several times to sufficiently capture the evolution of the system in
the sampled data. The parameter values are given in Table 1. In the table, we
also report the Lyapunov time TL for every dynamical system [35, 36]. Note
that, since we consider a simple non-chaotic case of the Van der Pol oscillator,
its Lyapunov time is, formally speaking, infinite, while the other two systems
have finite Lyapunov times.
Once the numerical data for experiments are obtained, we evaluate the neural
networks RN1–RN4 on it. For each of the 12 000 test trajectories, the solution
samples are divided into the input–output pairs (x(t),x(t + ∆t)), for times
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Table 1: Descriptions and numerical values for some of the parameters
Parameter Description Van der Pol Lorenz Ro¨ssler
— Equation parameters µ = 3
σ = 10,
r = 28,
b = 8/3
a = 0.2,
b = 0.2,
c = 5.7
N Number of points 12 000 12 000 12 000
N1
Number of training
set samples
8 000 8 000 8 000
N2
Number of test
set samples
2 000 2 000 2 000
N3
Number of holdout
set samples
2 000 2 000 2 000
T Final time 25 25 125
TL Lyapunov time ∞ 1.1 14.0
∆t = T/2500 Integration timestep 0.01 0.01 0.05
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t = 0, . . . , T − ∆t. This means that for each input x(t), the neural network
should produce an output x˜(t + ∆t) close to the ODE solution x(t + ∆t). We
note that each state is a vector comprised of coordinates of 12 000 points, so
its dimension is 2N = 24 000 for the Van der Pol system and 3N = 36 000 for
Lorenz and Ro¨ssler systems.
Out of the total N trajectories, we consider N1 = 8000 trajectories for train-
ing the networks and N2 = 2000 trajectories for their testing. The remaining
N3 = N −N1−N2 = 2000 trajectories are a holdout set which we use to evalu-
ate the accuracy of predictions by the trained models. The training algorithm
is Adam [37] with the mini-batches of size 2048.
The mean squared error with L2 regularization, defined as
LL2 = 1
mn
n∑
i=1
m∑
j=1
‖xi(tj)− x˜i(tj)‖2 + λ
L∑
i=1
Ki∑
j=0
‖W ji ‖2,
where n is a number of trajectories in the set, m is a number of considered pairs
for each trajectory, regularization term notations follow Section 2.2, λ = 1e−10,
is used as a loss function. Note that the particular values of n and xi depend
on the set of our choice (train, test or holdout); the value of m depends on the
training step that we discuss later in the article.
Several techniques are used to speed up the training of the networks. First,
only a part of the sampled N1 trajectories is used: of all the input–output pairs
(x(t),x(t+∆t)), only every fifth pair is used for training. Second, we start with
a small number of samples in train and test sets and then iteratively add more
samples after several training epochs. More specifically, let us denote the set of
input training samples by Xin and the set of expected output samples by Xout.
At the beginning of the training both sets are empty. We define an i-th training
step as the following sequence of actions.
1. Add each fifth pair to the sets, i.e., add x(5(i−1)) to Xin and x(5(i−1)+1)
to Xout.
2. Take the weights from the previous training step and initialize the net-
work with them (at the first step the network is initialized with random
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weights).
3. Train the network on pairs from Xin and Xout. Stop the training as soon
as one of two events occurs: the network performs 5000 training epochs
or its relative prediction error on the test set
εi =
1
iN2
N2∑
j=1
i∑
k=1
‖xj(5(k − 1) + 1)− x˜j(5(k − 1) + 1)‖
‖xj(5(k − 1) + 1)‖ ,
where summation is performed over evolution pairs from N2 trajectories
added during steps 1 to i, xj are taken from the test set, is within a certain
tolerance (in our experiments, 0.0015).
4. Save the resulting weights (they are used as initial values for the next
step).
This algorithm allows for a more efficient data usage and a faster training. It
should be stressed that the same sizes of train and test sets on each step (and,
thus, the same complexity) could be obtained if we used a five times greater
step size 5∆t and considered the whole dataset of the trajectories. However,
this would not be as beneficial as our procedure. In this case the data would
be less representative of the system evolution and the period of prediction for
the networks would be five times longer. The stopping criterion is motivated by
the preliminary experiments with Lorenz system: we observe that the error of
prediction decreases after 5000 epochs down to ≈ 0.0015, which is an acceptable
accuracy for us.
To evaluate the predictions of the four networks, we test their performance
in two cases:
• Training the networks on samples for t ∈ [0, T/2] and predicting the tra-
jectories from the holdout set for t ∈ [T/2, T ].
• Training the networks on samples for t ∈ [0, T/4] and predicting the tra-
jectories from the holdout set for t ∈ [T/4, T ].
Training is performed according to the procedure described above. After train-
ing, both networks are given only one snapshot, x(T/4) or x(T/2), of samples
17
(a) (b)
Figure 2: Stepwise ResNet and MLP prediction errors for Van der Pol oscillator problem from
T/2 to T (a) and from T/4 to T (b)
from the holdout set. They iteratively predict the solution at the next time
moment over a time step ∆t and use the result as an input to predict further
in time. In both cases we measure the average relative prediction error on the
holdout set as
εavg =
1
MN3
N3∑
i=1
M∑
j=1
‖xi(tj)− x˜i(tj)‖
‖xi(tj)‖ ,
where M is the prediction step number (M = 250 for t ∈ [T/2, T ] and M = 375
for t ∈ [T/4, T ]) and tj are the time moments from the prediction interval taken
with a time step ∆t, xi are taken from the holdout set. We also measure the
relative prediction error at t = T defined as
εT =
1
N3
N3∑
i=1
‖xi(T )− x˜i(T )‖
‖xi(T )‖ .
The same procedure is also carried out for an MLP network described in Sec-
tion 2.3.
5. Discussion of the results
For the Van der Pol oscillator ODE system, all the four networks exhibit
favorable results (see Figure 2). They reproduce the evolution of the system
with a good accuracy. As can be seen in Table 2, the smallest prediction errors
for the interval [T/2, T ] are attained by RN1, with εavg ≈ 0.61, and by RN2, with
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(a) (b)
(c)
Figure 3: Stepwise ResNet prediction errors for Lorenz system from T/2 to T (a,b) and from
T/4 to T (c)
(a) (b)
Figure 4: Stepwise ResNet prediction errors for Ro¨ssler system from T/2 to T (a) and from
T/4 to T (b)
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(a) (b)
(c)
Figure 5: Predictions of 2000 trajectories from the holdout set at time T for Van der Pol
system: (a) and (b) are produced by RN1 for starting times T/2 and T/4 respectively, (c) is
reference solution produced by the ODE solver
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(a) (b)
(c)
Figure 6: Predictions of 2000 trajectories from the holdout set at time T for Lorenz system:
(a) and (b) are produced by RN2 for starting times T/2 and T/4 respectively, (c) is reference
solution produced by the ODE solver
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(a) (b)
(c)
Figure 7: Predictions of 2000 trajectories from the holdout set at time T for Ro¨ssler system:
(a) is produced by RN3 from the time T/2, (b) is the prediction of RN1 for starting time T/4,
(c) is reference solution produced by the ODE solver
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(a) (b)
(c)
Figure 8: Predictions of 2000 trajectories from the holdout set at time T for Van der Pol
system: (a) and (b) are produced by MLP for starting times T/2 and T/4 respectively, (c) is
reference solution produced by the ODE solver
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εT ≈ 1.07. For [T/4, T ], the best result for both errors is given by RN1, with
εavg ≈ 0.42 and εT ≈ 0.73 (see Table 3). To visualize the network reconstruction
quality, in Figure 5 we compare the predictions of the ODE solver and ResNet
for 2 000 holdout snapshots at time T . As we see in the figure, the networks
have successfully reproduced the main curve, with just a small number of outlier
points on the left.
The Lorenz system turns out to be the most difficult for the networks to
learn. One can see in Figure 3 and Tables 2-3 that some experiments result in
large prediction errors and even overflow (shown in the table as “NaN”). One
of the possible reasons for this could be the chaotic nature of the system, which
prevents the networks from accurately learning it. The error accumulates over
time, and the predicted trajectories significantly diverge from those produced
by the ODE solver. Nonetheless, some network architectures manage to show
a reasonable performance. For predictions in the interval [T/2, T ], the network
with the smallest errors is RN2, with εavg ≈ 0.38 and εT ≈ 0.57. RN2 also turns
out to be the best for the interval [T/4, T ], with εavg ≈ 0.34 and εT ≈ 0.58.
Comparison of predictions by solver and networks in Figure 6 showcases the
problems mentioned above. The RN2 predictions from T/4 seem to capture
the revolution of points around the attractor properly, but they are unable to
reproduce the main butterfly-shaped dynamics of the system. However, in case
of predicting from T/2 RN2 shows far better results that closely resemble the
solver predictions.
Finally, we evaluate the networks on the Ro¨ssler attractor. All of them
show considerably stable results, which is expected because the evolution of the
system is simpler to learn than in case of Lorenz system. RN3 yields the smallest
errors for [T/2, T ], with εavg ≈ 0.31 and εT ≈ 0.53, whereas RN1 shows the best
performance for [T/4, T ], with εavg ≈ 0.42 and εT ≈ 0.65. Visual analysis of
predictions at time T (see Figure 7) shows that the networks in both experiments
successfully reconstruct the form of the attractor, but in case of prediction from
T/4 the points exhibit a wrong tendency to concentrate near the horizontal
spiral.
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Table 2: Prediction errors for the interval [T/2, T ]. The smallest error in each column is
printed in boldface.
Van der Pol Lorenz Ro¨ssler
εavg εT εavg εT εavg εT
RN1 0.61 1.09 1.60e17 6.80e18 0.39 0.62
RN2 0.83 1.07 0.38 0.57 0.97 1.69
RN3 0.70 1.27 0.52 1.19 0.31 0.53
RN4 1.01 1.49 0.42 0.57 0.32 0.59
Table 3: Prediction errors for the interval [T/4, T ]. The smallest error in each column is
printed in boldface.
Van der Pol Lorenz Ro¨ssler
εavg εT εavg εT εavg εT
RN1 0.42 0.73 nan nan 0.42 0.65
RN2 7.84 90.51 0.34 0.58 0.65 0.72
RN3 0.63 1.16 0.41 0.59 1.33 1.82
RN4 1.47 1.66 nan nan 0.49 0.88
We now compare the performance of ResNet to MLP on the problem of
predicting Van der Pol oscillator trajectories. It can be seen from Figure 2 that
the relative error values are comparable to those of RN1–RN4. The numerical
values are εavg ≈ 1.03, εT ≈ 1.13 for prediction from T/2 and εavg ≈ 1.81,
εT ≈ 2.15 for prediction from T/4. The main difference is that in MLP’s case
the error quickly rises to a certain value and keeps oscillating around it further in
time. However, the prediction plots clearly showcase inability of MLP to predict
the evolution for long time intervals. Except for a small amount of points that
still evolve by the time T , most of them have gathered in several clusters and
remain almost motionless (see Figure 8). That lack of motion in the trajectories
explains the error stagnation seen on the plot for MLP.
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6. Conclusions and Future work
In this paper we show that neural networks can be successfully used to
predict solution of ODE systems x˙(t) = F (x(t)) based on solution snapshots
only, i.e., without knowing the right hand side function F (x). The key point
of our approach is that the residual neural networks (ResNet) are employed,
which are designed to avoid vanishing and exploding gradients in deep networks
and appear to be very suitable for our purpose. Evaluation of ResNet on three
test nonlinear ODE systems with a chaotic behavior demonstrate their ability
to capture the dynamics of the systems sufficiently well. The tests also show
excellent stability properties of ResNet, which allows prediction for much longer
time intervals than is currently possible with other comparable machine learning
approaches.
Several directions of further research can be indicated. First, ResNet should
be tested on more difficult realistic practical problems. Second, various mod-
ifications of residual networks, e.g., RevNet, have recently been designed [38]
and should be considered for evaluation. As certain properties of such networks
indicate, an improved prediction accuracy can be reached with RevNet and
alike.
References
[1] A. P. Trischler, G. M. D’Eleuterio, Synthesis of recurrent neural networks
for dynamical system simulation, Neural Networks 80 (2016) 67–78.
[2] S. L. Brunton, J. L. Proctor, J. N. Kutz, Discovering governing equations
from data by sparse identification of nonlinear dynamical systems, Pro-
ceedings of the National Academy of Sciences 113 (15) (2016) 3932–3937.
[3] J. H. Tu, C. W. Rowley, D. M. Luchtenburg, S. L. Brunton, J. N. Kutz, On
dynamic mode decomposition: theory and applications, Journal of Com-
putational Dynamics 1 (2).
26
[4] M. Mai, M. D. Shattuck, C. S. O’Hern, Reconstruction of ordinary differ-
ential equations from time series data, arXiv preprint arXiv:1605.05420.
[5] P. J. Schmid, Dynamic mode decomposition of numerical and experimental
data, Journal of fluid mechanics 656 (2010) 5–28.
[6] J. N. Kutz, X. Fu, S. L. Brunton, Multiresolution dynamic mode decompo-
sition, SIAM Journal on Applied Dynamical Systems 15 (2) (2016) 713–735.
[7] M. O. Williams, I. G. Kevrekidis, C. W. Rowley, A Data–Driven Ap-
proximation of the Koopman Operator: Extending Dynamic Mode De-
composition, Journal of Nonlinear Science 25 (6) (2015) 1307–1346. doi:
10.1007/s00332-015-9258-5.
URL https://doi.org/10.1007/s00332-015-9258-5
[8] J. Pathak, Z. Lu, B. R. Hunt, M. Girvan, E. Ott, Using machine learning to
replicate chaotic attractors and calculate Lyapunov exponents from data,
Chaos: An Interdisciplinary Journal of Nonlinear Science 27 (12) (2017)
121102.
[9] Z. Lu, B. R. Hunt, E. Ott, Attractor reconstruction by machine learning,
Chaos: An Interdisciplinary Journal of Nonlinear Science 28 (6) (2018)
061104.
[10] P. R. Vlachas, W. Byeon, Z. Y. Wan, T. P. Sapsis, P. Koumoutsakos, Data-
driven forecasting of high-dimensional chaotic systems with long short-
term memory networks, Proceedings of the Royal Society A: Mathematical,
Physical and Engineering Sciences 474 (2213) (2018) 20170844.
[11] S. Pawar, S. Rahman, H. Vaddireddy, O. San, A. Rasheed, P. Vedula, A
deep learning enabler for nonintrusive reduced order modeling of fluid flows,
Physics of Fluids 31 (8) (2019) 085101.
[12] I. Goodfellow, Y. Bengio, A. Courville, Deep learning, MIT press, 2016.
27
[13] B. Ding, H. Qian, J. Zhou, Activation functions and their characteristics in
deep neural networks, in: 2018 Chinese Control And Decision Conference
(CCDC), IEEE, 2018, pp. 1836–1841.
[14] C. Nwankpa, W. Ijomah, A. Gachagan, S. Marshall, Activation functions:
Comparison of trends in practice and research for deep learning, arXiv
preprint arXiv:1811.03378.
[15] K. Hornik, M. Stinchcombe, H. White, Multilayer feedforward networks
are universal approximators, Neural networks 2 (5) (1989) 359–366.
[16] G. Cybenko, Approximation by superpositions of a sigmoidal function,
Mathematics of control, signals and systems 2 (4) (1989) 303–314.
[17] K. Hornik, Approximation capabilities of multilayer feedforward networks,
Neural networks 4 (2) (1991) 251–257.
[18] Z. Lu, H. Pu, F. Wang, Z. Hu, L. Wang, The expressive power of neural
networks: A view from the width, in: Advances in neural information
processing systems, 2017, pp. 6231–6239.
[19] L. Bottou, F. E. Curtis, J. Nocedal, Optimization methods for large-scale
machine learning, SIAM Review 60 (2) (2018) 223–311.
[20] J. Kiefer, J. Wolfowitz, et al., Stochastic estimation of the maximum of a
regression function, The Annals of Mathematical Statistics 23 (3) (1952)
462–466.
[21] R. Caruana, S. Lawrence, C. L. Giles, Overfitting in neural nets: Backprop-
agation, conjugate gradient, and early stopping, in: Advances in neural
information processing systems, 2001, pp. 402–408.
[22] D. M. Hawkins, The problem of overfitting, Journal of chemical information
and computer sciences 44 (1) (2004) 1–12.
28
[23] G. Raskutti, M. J. Wainwright, B. Yu, Early stopping and non-parametric
regression: an optimal data-dependent stopping rule, The Journal of Ma-
chine Learning Research 15 (1) (2014) 335–366.
[24] Y. Yao, L. Rosasco, A. Caponnetto, On early stopping in gradient descent
learning, Constructive Approximation 26 (2) (2007) 289–315.
[25] S. Ioffe, C. Szegedy, Batch Normalization: Accelerating Deep Network
Training by Reducing Internal Covariate Shift, in: International Confer-
ence on Machine Learning, 2015, pp. 448–456.
[26] X. Glorot, Y. Bengio, Understanding the difficulty of training deep feed-
forward neural networks, in: Proceedings of the thirteenth international
conference on artificial intelligence and statistics, 2010, pp. 249–256.
[27] K. He, X. Zhang, S. Ren, J. Sun, Deep residual learning for image recog-
nition, in: Proceedings of the IEEE conference on computer vision and
pattern recognition, 2016, pp. 770–778.
[28] E. Weinan, A proposal on machine learning via dynamical systems, Com-
munications in Mathematics and Statistics 5 (1) (2017) 1–11.
[29] Y. Lu, A. Zhong, Q. Li, B. Dong, Beyond Finite Layer Neural Networks:
Bridging Deep Architectures and Numerical Differential Equations, in: In-
ternational Conference on Machine Learning, 2018, pp. 3282–3291.
[30] T. Q. Chen, Y. Rubanova, J. Bettencourt, D. K. Duvenaud, Neural ordi-
nary differential equations, in: Advances in Neural Information Processing
Systems, 2018, pp. 6572–6583.
[31] B. Van der Pol, LXXXVIII. On relaxation-oscillations, The London, Edin-
burgh, and Dublin Philosophical Magazine and Journal of Science 2 (11)
(1926) 978–992.
[32] E. N. Lorenz, Deterministic nonperiodic flow, Journal of the atmospheric
sciences 20 (2) (1963) 130–141.
29
[33] Z. Yu, Z. Xiao-Dan, Estimating the bound for the generalized Lorenz sys-
tem, Chinese Physics B 19 (1) (2010) 010505.
[34] O. E. Ro¨ssler, An equation for continuous chaos, Physics Letters A 57 (5)
(1976) 397–398.
[35] J. C. Sprott, Chaos and time-series analysis, Vol. 69, Citeseer, 2003.
[36] J. C. Sprott, Elegant chaos: algebraically simple chaotic flows, World Sci-
entific, 2010.
[37] D. P. Kingma, J. Ba, Adam: A method for stochastic optimization, arXiv
preprint arXiv:1412.6980.
[38] A. N. Gomez, M. Ren, R. Urtasun, R. B. Grosse, The reversible residual
network: Backpropagation without storing activations, in: Advances in
neural information processing systems, 2017, pp. 2214–2224.
30
