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Notacio´n
Las notaciones que explicamos en lo que sigue esta´n colocadas por orden de aparicio´n
en la memoria.
d dimensio´n
f ¿ g quiere decir que |f | ≤ cg, donde c es una constante absoluta
y g ≥ 0
f = O(g) es equivalente a f ¿ g
θd es el ı´nfimo de todos los θ va´lidos para el exponente del
te´rmino de error en los problemas de puntos del ret´ıculo
(ve´ase la introduccio´n)
r3(n) #{(n1, n2, n3) ∈ Z3 : n21 + n22 + n23 = n}
S(R) Nu´mero de puntos del ret´ıculo en una esfera de radio R,
definido en (1.3) y (2.1)
S(R,H) Nu´mero de puntos del ret´ıculo entre una esfera de radio R
y otra de radio R +H, definido en (1.3)
Sf (R) y Sf (R,H) esta´n definidas en (1.4)
GRH Hipo´tesis de Riemann Generalizada
f = o(g) si l´ımx→∞ f(x)/g(x) = 0, donde g(x) debe ser positiva
f = Ω(g) si f = o(g) no se cumple, o lim sup x→∞|f(x)|/g(x) > 0
f = Ω+(g) si lim sup x→∞f(x)/g(x) > 0
f = Ω−(g) si lim inf x→∞f(x)/g(x) < 0
f = Ω±(g) si se verifica que f = Ω+(g) y que f = Ω−(g)
E∗(R) es el te´rmino de error en el problema de los puntos visibles,
definido en (1.6)
E(R) representa al te´rmino de error en el problema de la esfera
y en el de los elipsoides. Las estimaciones para E(R) se
escriben, en los dos problemas, as´ı, E(R) = O(Rθd+²) si R
tiende a infinito.
R3(n) es el nu´mero de representaciones primitivas de un entero
n como suma de tres cuadrados, #{(n1, n2, n3) ∈ Z3 :
mcd(n1, n2, n3) = 1, n
2
1 + n
2
2 + n
2
3 = n}
E1(R,H) parte trigonome´trica del te´rmino de error del problema de
la esfera, definido en (2.5)
e(x) es la abreviatura de e2piix
n ³ N quiere decir N ≤ n < 2N , o en general N ¿ n¿ N
E2(R,H) parte de caracteres del te´rmino de error del problema de la
esfera, definido en (2.7)
GLH Hipo´tesis de Lindelo¨f generalizada
LEP Pares de exponentes de Lindelo¨f
RH Hipo´tesis de Riemann
Lβ Hipo´tesis Lβ (para <s ≥ β y χ un cara´cter real no principal mo´dulo
q, L(s, χ) = O(q²|s|²))
(p, q) es un par de exponentes
∂ki f denota las derivadas parciales k-e´simas de cualquier fun-
cio´n f de varias variables con respecto a la variable i (para
k = 1 el super´ındice se omitira´)∑′
significa que so´lo se suma en los libres de cuadrados
f̂(ξ) es la transformada de Fourier de f ,
f̂(ξ) =
∫ ∞
−∞
f(x)e(−xξ)dx
GL3(Z) es el grupo de todas las matrices de orden 3 con coeficientes
enteros cuyo determinante es distinto de cero.
rQ(n) es el nu´mero de representaciones de n a partir de la forma
cuadra´tica Q
Γ0(D) es el grupo de matrices enteras
(
a b
c d
)
tal que ad− bc = 1 y
D|c
M3/2(Γ0(D), χ) denota el espacio vectorial de las formas modulares de peso
3/2 con multiplicador χ en el subgrupo Γ0(D), donde χ es
un cara´cter de Dirichlet mo´dulo N
θQ(z) es la funcio´n theta, θQ(z) =
∑
rQ(n)e(nz), es una forma
modular en M3/2(Γ0(D), χ)
r(n, gen Q) es el nu´mero de soluciones enteras para todas las formas
cuadra´ticas pertenecientes al mismo ge´nero que Q
θgen(z) es la funcio´n theta asociada al ge´nero, θgen(z) =∑
r(n, gen Q)e(nz)
T parte trigonome´trica del error del problema de los elipsoi-
des racionales
C parte de caracteres del error del problema de los elipsoides
racionales
M parte modular del error del problema de los elipsoides ra-
cionales
GL3(Q) es el grupo de todas las matrices de orden 3 con coeficientes
racionales cuyo determinante es distinto de cero.
S3/2
(
Γ0(D), χ
)
denota el espacio vectorial de las formas cuspidales de peso
3/2 con multiplicador χ en el subgrupo Γ0(D), donde χ es
un cara´cter de Dirichlet mo´dulo N
H es el semiplano superior, H = {z ∈ C : Im(z) > 0}
SL2(Z) es el grupo de matrices enteras con determinante uno
Mk es el espacio vectorial compuesto por formas modulares de
peso k y nivel 1 (en el grupo SL2(Z))
Sk es el espacio vectorial compuesto por formas cuspidales de
peso k y nivel 1
Mk(N,ψ) denota el espacio vectorial de las formas modulares de peso
k con multiplicador ψ en Γ0(N), donde ψ es un cara´cter de
Dirichlet mo´dulo N
Sk(N,ψ) el espacio vectorial de las formas cuspidales de peso k con
multiplicador ψ en Γ0(N), donde ψ es un cara´cter de Diri-
chlet mo´dulo N
Tnf denota la actuacio´n del operador de Hecke sobre una forma
modular f

Cap´ıtulo 1
Introduccio´n
Los problemas de puntos del ret´ıculo constituyen una rama cla´sica de la teor´ıa anal´ıti-
ca de nu´meros. Consisten en contar el nu´mero de puntos de coordenadas enteras en gran-
des dominios cerrados, en el plano eucl´ıdeo y tambie´n en espacios de dimensio´n mayor
o igual que tres.
Es fa´cil deducir que, bajo ciertas hipo´tesis, el nu´mero de dichos puntos en estos do-
minios es aproximadamente el volumen (o el a´rea si estamos en dimensio´n dos) y es aqu´ı,
en el “aproximadamente”, donde esta´ la clave del problema. Acotar la diferencia entre
el nu´mero de puntos de coordenadas enteras y el volumen de la regio´n estudiada es el
objetivo a alcanzar. Esta diferencia se conoce como te´rmino de error, resto o discrepancia
y generalmente acotarla pasa por acotar sumas trigonome´tricas. El me´todo de van der
Corput y los avances surgidos a partir de e´l son grandes aliados en esta tarea.
Muchos de estos problemas esta´n au´n sin resolver y algunos de ellos son bastante
antiguos. El ma´s natural y sime´trico es el de contar puntos con coordenadas enteras en
una bola de dimensio´n d. El te´rmino principal, como ya hemos dicho, es el volumen y
la dificultad esta´ en acotar el te´rmino de error. Concretamente el problema consiste en
probar la fo´rmula
(1.1) #{~n ∈ Zd : ‖~n‖ ≤ R} = pi
d/2Rd
Γ(d+2
2
)
+O(Rθ)
para cualquier R ≥ 1 con θ tan pequen˜o como sea posible. Denotaremos θd al ı´nfimo de
todos los θ va´lidos para la aproximacio´n anterior.
En dimensio´n d = 1 se ve fa´cilmente que θ1 = 0 y en dimensiones grandes, d ≥ 4, el
problema tambie´n esta´ bien entendido y no hay sitio para mejoras, se sabe desde hace
tiempo que θd = d− 2 (ve´anse [Wa2], [Wa] y [Fr]).
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En las restantes dimensiones, d = 2 y d = 3, el problema continu´a abierto. Se
conjetura que θ2 = 1/2 y θ3 = 1 pero con los me´todos actuales parece inasequible llegar
a probar estos resultados.
Ya Gauss se intereso´ por el caso de dimensio´n dos el cual se conoce como “El problema
del c´ırculo” y probo´ que θ2 ≤ 1. Obtener cotas ma´s pequen˜as conlleva conseguir buenas
estimaciones para ciertas sumas trigonome´tricas. Durante todo el siglo XX, para tratar
estas sumas se han ido desarrollando me´todos cada vez ma´s complicados que arrastran
un impresionante despliegue te´cnico y, gracias a ellos, se han obtenido cotas superiores
para θ2 cada vez ma´s mejores (en [Kr] se puede encontrar un amplio estudio histo´rico de
los resultados obtenidos). La primera acotacio´n que se probo´ en el siglo pasado, θ2 ≤ 2/3,
fue dada por W. Sierpin´ski [Si] en 1906; su prueba, aunque elemental, es larga y dif´ıcil
y en ella au´n no aparecen me´todos para acotar sumas trigonome´tricas. Posteriormente,
en los an˜os veinte, J.G van der Corput [vdC] y E. Landau [La4] entre otros, probaron
resultados parecidos al de W. Sierpin´ski pero las pruebas son ma´s sencillas; irrumpen los
“me´todos trigonome´tricos”. Despue´s, dichos me´todos se vuelven au´n ma´s sofisticados,
conllevan sumas trigonome´tricas bidimensionales. Utiliza´ndolos, E.C. Tichmarsh [Ti],
Hua L-K [Hua], J.-R Chen [Ch2],[Ch3] y W.-G. Nowak [No] obtuvieron nuevas cotas,
siendo G. Kolesnik, en 1985, quien consiguiera la mejor de e´stas, θ2 ≤ 278/429 [Ko]. Sin
embargo, el mejor resultado que se conoce hasta la fecha se debe a M.N. Huxley [Hu3]
que en 2003 obtuvo θ2 ≤ 131/208 gracias a un nuevo me´todo para tratar estas sumas
al que denomino´ “Me´todo discreto de Hardy y Littlewood”; lo confecciono´ a partir de
las ideas de E. Bombieri y H. Iwaniec [Bo-Iw] y de H. Iwaniec y C.J. Mozzochi [Iw-Mo]
quienes, ya en 1987 hab´ıan consiguido mejorar el resultado dado por G. Kolesnik. (Ve´ase
[Iv-Kr-Ku¨-No] si se desea ver un resumen de estas acotaciones). La acotacio´n de Huxley
es tambie´n la mejor que se conoce en el cla´sico problema del divisor de Dirichlet. El
objetivo de dicho problema es sumar la cantidad de divisores de cada uno de los nu´meros
menores que otro nu´mero dado. Es un problema de puntos del ret´ıculo porque resolverlo
equivale a contar el nu´mero de puntos de coordenadas enteras debajo de cierta hipe´rbola.
Llegamos en este pequen˜o recorrido histo´rico al caso de dimensio´n tres, tambie´n
conocido como “Problema de la esfera”, el cual constituye una parte importante de esta
memoria. La literatura sobre este problema no es tan amplia como en el del c´ırculo
a pesar de que algunos expertos aseguran que e´ste es el caso ma´s dif´ıcil y enigma´tico
(ve´ase [Iv-Kr-Ku¨-No]). Adema´s es muy interesante debido a que esta´ relacionado con
otras a´reas de la teor´ıa de los nu´meros como son el nu´mero de clases o las funciones L
de Dirichlet.
Durante el siglo XX nos han ido llegando distintas acotaciones de θ3. En 1909 W.
Sierpin´ski [Si2] demostro´, θ3 ≤ 5/3 a partir de su acotacio´n en el c´ırculo, despue´s, en
1912, E. Landau [La1] probo´, θ3 ≤ 3/2 y an˜os ma´s tarde, en 1935, I.M. Vinogradov
[Vi] llego´ a θ3 ≤ 7/5 utilizando por primera vez sumas trigonome´tricas en el problema
de la esfera, posteriormente fue mejorando la acotacio´n en distintos resultados hasta
31963. En dicho an˜o, e´l y J.-R Chen desarrollaron novedosas estimaciones de sumas
trigonome´tricas (marcaron un hito en este problema) y probaron independientemente,
[Vi3] y [Ch], θ3 ≤ 4/3. Esta cota se obtiene a partir de un te´rmino diagonal y reducirla
usando u´nicamente me´todos de sumas trigonome´tricas es impensable, de hecho tuvieron
que pasar 32 an˜os hasta que el resultado fue mejorado. En 1995, F. Chamizo y H. Iwaniec
[Ch-Iw] probaron, θ3 ≤ 22/29. La clave de esta mejora esta´ en que, volviendo a Gauss
[Ga], emplearon la interpretacio´n del nu´mero de puntos del ret´ıculo en la esfera como el
nu´mero de clases de formas cuadra´ticas primitivas. De este modo, aparecen en el te´rmino
de error sumas cortas de caracteres de Dirichlet provenientes del nu´mero de clases que
se complementan con las sumas trigonome´tricas, hecho que lleva a una mejor acotacio´n
del error.
Mostramos a continuacio´n la forma en que se complementan ambos tipos de sumas,
trigonome´tricas y de caracteres. Sea r3(n), el nu´mero de representaciones como suma de
tres cuadrados de un entero positivo n,
(1.2) r3(n) = #{(n1, n2, n3) ∈ Z3 : n21 + n22 + n23 = n}.
A partir de esta definicio´n, S(R), el nu´mero de puntos del ret´ıculo en una esfera de radio
R y S(R,H), el nu´mero de puntos del ret´ıculo entre una esfera de radio R y otra de
radio R +H, se pueden expresar como sumas,
(1.3) S(R) =
∑
n≤R2
r3(n) y S(R,H) =
∑
R2<n≤(R+H)2
r3(n).
Estas sumas se pueden regularizar obteniendo,
(1.4) Sf (R) =
∑
1≤n≤(R+H)2
r3(n)√
n
f(
√
n) y Sf (R,H) =
∑
R2<n≤(R+H)2
r3(n)√
n
f(
√
n)
donde f es una funcio´n que coincide con la identidad en [1, R] y se anula fuera de
[0, R +H), 0 < H < 1. As´ı,
(1.5) S(R) = 1 + Sf (R)− Sf (R,H).
Bajo leves condiciones de regularidad de f la aplicacio´n de la fo´rmula de sumacio´n de
Poisson permite obtener un te´rmino principal de Sf (R) mientras el error queda expresado
en te´rminos de sumas trigonome´tricas que, por tanto, se deben acotar lo mejor posible.
Por otro lado controlar Sf (R,H) requiere acotar ciertas sumas de caracteres (ve´ase
[Ch-Iw], [HB2] o el cap´ıtulo 2 de esta memoria) con lo que queda al descubierto la
colaboracio´n entre ambos tipos de sumas para reducir el error en el problema de la
esfera. Gracias a la regularizacio´n introducida por la funcio´n f se mejora la acotacio´n
de Sf (R) y el pago por pasar de contar puntos en una esfera de radio R a contarlos en
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otra de radio R+H es tener que acotar la suma de caracteres, empresa que tiene buen
fin cuando H no es demasiado grande, es decir, cuando la suma de caracteres es corta.
Sin embargo, hay que tener en cuenta que si H es demasiado pequen˜o la ayuda de la
regularizacio´n desaparece, por esto es imprescindible controlar el taman˜o de H.
En 1999 D.R. Heath-Brown consiguio´ mejorar la acotacio´n de la suma de caracte-
res obteniendo con ello la mejor estimacio´n de θ3 que se ha dado hasta el momento,
θ3 ≤ 21/16, que se encuentra publicada en [HB2]. En este mismo art´ıculo D.R. Heath-
Brown sen˜alo´ (u´ltimas l´ıneas de la seccio´n 2) que utilizando la Hipo´tesis de Riemann
Generalizada, GRH, la acotacio´n de la suma de caracteres se podr´ıa mejorar, tambie´n
indico´ que el mejor resultado que se puede esperar con estos me´todos es θ3 ≤ 5/4. Pero ni
aun suponiendo GRH se podr´ıa mejorar el resultado dado por D.R. Heath-Brown ya que
la actual acotacio´n de las sumas trigonome´tricas (ve´ase (5.3) de [Ch-Iw] o el cap´ıtulo 4)
es una suma de distintos te´rminos y R21/16 esta´ entre ellos. Por tanto, cualquier mejora
de la cota para θ3 pasa por obtener nuevas estimaciones de las sumas trigonome´tricas.
En el cap´ıtulo 2 de esta memoria obtenemos mejoras condicionales para la cota su-
perior de θ3. Para ello se trabaja bajo una hipo´tesis ligada al crecimiento de las funciones
L asociadas a caracteres reales o lo que es equivalente, ligada a la distribucio´n de los
ceros de las funciones L reales. Esta hipo´tesis, a la que denominaremos Lβ, es ma´s de´bil
que GRH y gracias a ella conseguimos mejorar las estimaciones de la suma de caracteres.
Por otro lado, en este cap´ıtulo tambie´n se obtienen nuevas estimaciones para las sumas
trigonome´tricas de forma incondicional aplicando la teor´ıa de pares de exponentes. Estas
nuevas estimaciones combinadas con las de las sumas de caracteres nos llevan a la mejora
de θ3 y adema´s, todas ellas por s´ı mismas, son de intere´s independiente.
En los problemas de puntos del ret´ıculo, aparte de acotar la discrepancia y esti-
marla lo mejor posible, O-resultados, existe otro tipo de problema, probar que “cierta
estimacio´n (quiza´ conjetural)” es la mejor y que no puede existir ninguna ma´s precisa.
Estos problemas se denominan Ω-resultados. Se dice que f = Ω(g) si f = o(g) no se
cumple o lo que es lo mismo, si lim sup x→∞|f(x)|/g(x) > 0 e intuitivamente esto in-
dica que si se diese la estimacio´n O(g) es imposible mejorarla. Se escribe f = Ω+(g)
si lim sup x→∞f(x)/g(x) > 0 y f = Ω−(g) si lim inf x→∞f(x)/g(x) < 0. Por u´ltimo, se
dice que f = Ω±(g) si se cumple f = Ω+(g) y f = Ω−(g).
A continuacio´n realizaremos un pequen˜o recorrido por los Ω- resultados que se cono-
cen en las bolas.
Si en 1906 W. Sierpin´ski probaba que θ2 ≤ 2/3 [Si], en 1915 E. Landau [La2] y G.H.
Hardy [Har] probaban que el 2/3 no se podr´ıa reemplazar por ningu´n nu´mero menor que
1/2, eran los primeros Ω-resultados del problema del c´ırculo. Despue´s ha habido muchos
5ma´s (ve´anse [Kr] y [Iv-Kr-Ku¨-No] para seguir la historia) y hoy en d´ıa, el mejor Ω-
resultado que se conoce es Ω(R1/2(logR)1/4(log logR)(3/4)(2
1/3−1)(log log logR)−5/8), dado
en 2003 por K. Soundararajan [So]. Desafortunadamente, el camino que separa los Ω-
resultados de la mejor cota superior parece dif´ıcil de recorrer.
En dimensio´n cuatro se sabe que la discrepancia es Ω±(R2 log logR) [Ad-Pe] (ve´anse
[Kr] y [Kr2] para los resultados anteriores) y en dimensio´n d ≥ 5 se conoce desde
hace mucho tiempo que la discrepancia es Ω(Rd−2) (los me´todos utilizados se pueden
encontrar en [Kr2] y [Wa]). Es fa´cil ver con esto que, como dijimos al principio de esta
introduccio´n, el problema esta´ resuelto si d ≥ 4.
Llegamos de nuevo al caso que tratamos en esta memoria, la dimensio´n tres. El
mejor Ω-resultado es Ω±(R(logR)1/2), probado por K-M. Tsang en [Ts] (algunos de los
resultados anteriores se pueden encontrar en [Sze], [No2] o [Ad-Pe]). Por tanto, al igual
que en dimensio´n dos, parece complicado cubrir el hueco que queda entre los Ω-resultados
y la cota de D.R. Heath-Brown, θ3 ≤ 21/16.
En los problemas de puntos del ret´ıculo adema´s de contar puntos de coordenadas
enteras se pueden contar los que se conocen como puntos visibles desde el origen o
puntos primitivos. Un punto de coordenadas enteras es visible desde el origen si el
segmento rectil´ıneo que une dicho punto con el origen no contiene a ningu´n otro. Es fa´cil
deducir que un punto de coordenadas enteras sera´ visible si el ma´ximo comu´n divisor de
sus coordenadas es uno. En el cap´ıtulo 3 de esta memoria daremos un Ω-resultado para
puntos visibles en la esfera. Antes de enunciarlo repasamos la historia de las estimaciones
de puntos visibles en las bolas. En este caso denotaremos a la discrepancia E∗(R).
En dimensio´n dos, el ana´logo al problema del c´ırculo en puntos visibles es un problema
dif´ıcil y demostrar resultados no triviales so´lo se logra tras haber asumido la Hipo´tesis
de Riemann (el razonamiento se puede seguir detalladamente en [No4]). El nu´mero de
puntos visibles en el c´ırculo se aproxima por 6
pi
R2, as´ı que esta vez, estimar la dis-
crepancia equivale a estimar la diferencia entre e´sta u´ltima cantidad y el nu´mero de
puntos visibles en c´ırculos grandes de radio R. El mejor O-resultado que se conoce
es O(R221/304+²), probado por J. Wu [Wu] en 2001 (ve´anse [Mor], [No4] y [Zh-Ca] para
consultar resultados anteriores) y con respecto a la Ω- estimacio´n se tiene Ω(R1/2) [No5].
Vamos a continuacio´n con los puntos visibles en dimensio´n tres.
En una esfera de radio R el nu´mero de puntos visibles se aproxima por 4pi
3ζ(3)
R3.
As´ı que en este caso E∗(R) se expresa como,
(1.6) E∗(R) = #{~n ∈ Z3 : ‖~n‖ ≤ R, mcd(n1, n2, n3) = 1} − 4pi
3ζ(3)
R3.
El mejor resultado conocido para el problema de la esfera se traslada de forma no muy
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complicada al caso de los puntos visibles dando lugar a E∗(R) = O(R21/16). Este hecho
contrasta con el caso del c´ırculo en el que como hemos visto, para probar exponentes no
triviales hay que suponer la Hipo´tesis de Riemann. Sin embargo, no todo es ma´s sencillo
en dimensio´n tres, en este caso es ma´s dif´ıcil acotar las oscilaciones del te´rmino de error
debido a que la transformada de Fourier decae ma´s despacio.
En el cap´ıtulo 3 obtendremos un Ω-resultado para puntos visibles comparable al que
se conoce para todos los puntos en el problema de la esfera. En concreto se prueba que
para R > 1 se tiene
E∗(R) = Ω(R(logR)1/2).
Para ello utilizamos la integracio´n, herramienta muy u´til para obtener Ω-resultados,
pero evitamos trabajar con el momento de orden dos que en este caso es desconocido.
Trabajaremos con una serie trigonome´trica auxiliar que esta´ correlacionada con E∗(R)
(veremos todos los detalles en el desarrollo del cap´ıtulo).
Hasta ahora todos los problemas de puntos del ret´ıculo que hemos visto estaban
definidos en bolas, pero no siempre es as´ı. A continuacio´n pasaremos a considerar regiones
ma´s generales para introducir el tercer problema que se trata en este memoria, los puntos
del ret´ıculo en elipsoides racionales (elipsoides con coordenadas racionales). Iremos en
esta pequen˜a introduccio´n desde “regiones generales” hasta los elipsoides racionales.
De nuevo el problema principal consiste en estimar la discrepancia, E(R). En esta
ocasio´n es la diferencia entre el nu´mero de puntos del ret´ıculo en un cuerpo convexo
suave conteniendo al origen, B, y su volumen,
E(R) = #{~n ∈ Zd : ~n/R ∈ B} − Vol(B)Rd.
Las estimaciones para E(R) se escriben como en el problema de la esfera, es decir,
E(R) = O(Rθd+²) si R tiende a infinito.
Un sencillo argumento como el usado por C.F. Gauss para el problema del c´ırculo
prueba ya que θd ≤ d− 1. Para cuerpos convexos suaves generales el siguiente resultado
que se conoce fue dado por E. Hlawka [Hl] en 1950. Probo´, θd ≤ d−2+2/(d+1) utilizando
ana´lisis de Fourier (esencialmente la fo´rmula de sumacio´n de Poisson y el principio de
fase estacionaria). Posteriormente en 1991 [Kr-No] y en 1992 [Kr-No2] se sucedieron
mejoras de los O-resultados dadas por E. Kra¨tzel y W.G. Nowak utilizando me´todos
bidimensionales de sumas trigonome´tricas y en 2000, W. Mu¨ller [Mu¨2] establecio´ que
la discrepancia era O(R63/43) para d = 3, O(R40/17) en el caso d = 4 y para d ≥
5, θd ≤ d− 2 + (d+ 4)/(d2 + d+ 2). Finalmente, en 2004, la conjetura natural ha sido
demostrada en dimensiones “grandes”, F. Go¨tze [Go¨] ha probado que θd = d − 2 para
d > 4 (adema´s, su resultado es va´lido para todo tipo de elipsoides).
En dimensio´n dos, M.N. Huxley utilizando, al igual que en el problema del c´ırculo,
el “Me´todo discreto de Hardy y Littlewood” obtuvo en 1993, θ2 ≤ 46/73 [Hu] y diez
7an˜os despue´s mejoro´ esta estimacio´n probando, θ2 ≤ 131/208 [Hu3], acotacio´n va´lida en
regiones planas convexas.
Observando los resultados que acabamos de mencionar salta a la vista que existe una
gran diferencia entre las acotaciones en cuerpos convexos suaves generales y las cotas
para las bolas, sin embargo, si los cuerpos convexos cumplen determinados requisitos
se pueden dar resultados intermedios. Si se supone la existencia de un eje rotacional de
simetr´ıa, es decir, si los cuerpos son de revolucio´n, se mejoran los resultados anteriores
incluso simplemente con utilizar la acotacio´n de van der Corput. En 1998, F. Chamizo
[Ch] probo´ para cuerpos de revolucio´n bajo ciertas hipo´tesis que θ3 ≤ 11/8 y θd ≤ d−2 en
d > 4 (e´sta u´ltima, es la mejor cota superior va´lida para cuerpos de revolucio´n generales,
para la bola se alcanza la igualdad).
Despue´s de este recorrido llegamos ya a la clase de elipsoides que trataremos en el
cap´ıtulo 4, los elipsoides racionales. Comencemos repasando las acotaciones que se han
ido dando en la historia. Hace hoy casi un siglo, en 1924, se demostro´ que E(R) =
O(Rd−2) si d > 4 y E(R) = O(R2 log2R) si d = 4, A. Walfisz [Wa] lo probo´ para d ≥ 8 y
E. Landau [La3] para d ≥ 4. Posteriormente, A. Walfisz [Wa3] mejoro´ la acotacio´n para
d = 4 obteniendo E(R) = O(R2(logR)2/3). Teniendo en cuenta que en sentido contrario
se sabe que E(R) = Ω(Rd−2) si d ≥ 3, para d ≥ 4 el problema esta´ totalmente resuelto
y los u´nicos casos abiertos son d = 2 y d = 3.
Nos centramos ahora de lleno en el caso de dimensio´n tres. Como hemos visto antes
se sabe que θ3 ≥ 1, de hecho teniendo en cuenta los Ω-resultados incluso se puede
afinar ma´s (ve´ase [No3]). Con respecto a la acotacio´n superior, la mejor que se conoce
es θ3 ≤ 4/3 (ve´ase [Ch]).
Si nos detenemos un momento a recordar la mejor cota general [Mu¨2], θ3 ≤ 63/43, y
la de la esfera [HB2], θ3 ≤ 21/16, observamos ra´pidamente que existe bastante diferencia
entre ellas; esta disparidad se puede explicar. La acotacio´n para elipsoides racionales es
mejor que la del caso general debido a que el tener tres ejes racionales permite usar
las estimaciones trigonome´tricas de J.-R. Chen [Ch] e I.M. Vinogradov [Vi3] (ve´ase la
seccio´n 6 de [Ch]) y en la esfera se consigue el mejor resultado porque las estimaciones
trigonome´tricas se complementan, gracias al nu´mero de clases, con las de caracteres.
En el cap´ıtulo 4 de esta memoria se mejora la estimacio´n de la discrepancia en los
elipsoides racionales. En concreto se prueba que θ3 ≤ 21/16, es decir, se consigue el
mismo resultado que en la esfera.
La idea inicial es similar a la de la esfera, el nu´mero de puntos del ret´ıculo en elipsoides
racionales se expresa como una suma, e´sta despue´s se regulariza y como consecuencia
se prolonga un poco ma´s. Esto se traduce en tener que controlar el nu´mero de puntos
del ret´ıculo en finas capas alrededor del elipsoide que en este caso se expresan como
una suma corta de coeficientes de formas modulares que a su vez se descomponen en
8 CAPI´TULO 1. INTRODUCCIO´N
dos partes. Una de ellas se acaba expresando como una suma corta de caracteres y se
acota como lo hizo D.R. Heath-Brown en [HB2] y la otra se controla utilizando diferentes
te´cnicas de formas modulares que se expondra´n en el cap´ıtulo 4.
En definitiva, si en la esfera la idea clave es descomponer el error en una parte
trigonome´trica y en otra que se controla acotando sumas de caracteres, en el cap´ıtulo 4 se
prueba que para los elipsoides racionales debe an˜adirse una tercera parte modular, hecho
novedoso porque hasta donde sabemos es la primera vez que aparecen intr´ınsicamente
propiedades de formas modulares en problemas cla´sicos de puntos del ret´ıculo.
Los resultados originales contenidos en esta memoria pueden encontrarse en los si-
guientes art´ıculos.
Los del cap´ıtulo 2 en
F. Chamizo and E. Cristo´bal. The the sphere problem and zeros of the L-functions.
Enviado al Journal Mathematical Society of Japan.
Los del cap´ıtulo 3 en
F. Chamizo, E. Cristo´bal and A. Ubis. Visible points in the sphere. J. Number
Theory. Vol 126, Issue 2, (2007), 200–211.
Los del cap´ıtulo 4 en
F. Chamizo, E. Cristo´bal and A. Ubis. Lattice points in rational ellipsoids. J. Math.
Anal. Appl. 350 (2009), 283–289.
Cap´ıtulo 2
El problema de la esfera y las
funciones L
2.1. Introduccio´n
Nuestro objetivo en este cap´ıtulo es estimar el nu´mero de puntos con coordenadas
enteras en una esfera grande de radio R, lo cual se puede expresar como,
(2.1) S(R) = #{~n ∈ Z3 : ‖~n‖ ≤ R}.
Sabemos que este nu´mero esta´ bien aproximado por el volumen de la esfera y la cuestio´n
reside en reducir al ma´ximo el te´rmino de error. Es decir, para R ≥ 1,
S(R) =
4pi
3
R3 +O(Rθ)
y el problema es encontrar el ı´nfimo entre todos los θ posibles que cumplen lo anterior.
A este ı´nfimo lo denotaremos siempre θ3.
Resultados en media y lo que ocurre en dimensiones ma´s grandes llevan a conjeturar
θ3 = 1, de hecho se sabe que θ3 ≥ 1 [Ts].
Para estimar S(R) se comienza escribie´ndolo con una suma, como en (1.3) de la intro-
duccio´n general (donde aparece r3(n) que recordamos, esta´ definido en (1.2)). Despue´s,
como tambie´n vimos en dicha introduccio´n, esta suma se regulariza con una funcio´n f
que es como la identidad en [1, R] y se anula fuera de [0, R + H), 0 < H < 1. As´ı se
tiene,
Sf (R) =
∑
1≤n≤(R+H)2
r3(n)√
n
f(
√
n).
La regularizacio´n es ventajosa para aplicar la fo´rmula de sumacio´n de Poisson, sin embar-
go, si observamos la nueva suma nos daremos cuenta de que ahora en lugar de sumar
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sobre una esfera de radio R sumamos sobre una de radio R+H. Por tanto, es necesario
restar los puntos que sumamos de ma´s y as´ı S(R) queda expresado como en (1.5).
Los puntos sobrantes no se pueden descontar con me´todos anal´ıticos (e´stos fallan en
regiones finas). El punto clave para restarlos esta´ en relacionar Sf (R,H) (definida en
(1.4)) con sumas de caracteres. Tal relacio´n se basa en la fo´rmula [Gr],
(2.2) R3(n) = cnh(−4n) = 1
pi
cn
√
nL(1, χn), n > 1,
donde h(−4n) es el nu´mero de clases de formas cuadra´ticas binarias de discriminante
negativo −4n, L(1, χn) es la funcio´n L asociada al cara´cter χn(m) = (−4n/m), cn es una
sucesio´n de enteros de periodo 8 y R3(n) es el nu´mero de representaciones primitivas de
un entero n como suma de tres cuadrados. A partir de esta u´ltima cantidad aritme´tica,
r3(n) se recupera mediante la siguiente relacio´n,
(2.3) r3(n) =
∑
d2|n
R3(
n
d2
).
En este cap´ıtulo mejoraremos la cota superior de θ3 de forma condicional, para ello
partiremos de trabajos anteriores.
F. Chamizo y H. Iwaniec, en [Ch-Iw], escogiendo como f una funcio´n lineal a trozos
probaron para Sf (R) lo siguiente,
(2.4) Sf (R) =
4pi
3
R3 + 2piHR2 + E1(R,H)
donde
(2.5) E1(R,H)¿ RH−²(N−11 |VN1(R1)|+N−3/22 H−1|VN2(R2)|) +O(R²)
para N1 ≤ H−2 ≤ N2 y R1, R2 = R +O(H), con
VN(R) =
∑
n³N
r3(n)e(R
√
n).
La notacio´n n ³ N equivale a decir N ≤ n < 2N , o en general N ¿ n¿ N .
En lo que respecta a Sf (R,H), sumando por partes a partir de (2.3) y (2.2), se puede
probar,
(2.6) Sf (R,H) = 2piHR
2 + E2(R,H)
con
(2.7) E2(R,H)¿ R1+² +R
∑
d≤2√R
d−1|E(R/d, 3HR/d2)|
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donde
E(N,K) =
∑
N2<n<N2+K
n≡ν (mod 8)
∞∑
m=1
m6=¤
χn(m)
m
para algu´n ν y con la suma en m restringida a los no cuadrados. Salvo leves cambios de
notacio´n esto es el Lema 1 de [HB2].
Uniendo todo lo anterior queda claro que el te´rmino de error de S(R) se compone de
una parte trigonome´trica y otra de caracteres, es decir, dado un H y utilizando (1.5),
(2.4) y (2.6), se tiene,
(2.8) S(R) =
4pi
3
R3 +O
(|E1(R,H)|+ |E2(R,H)|+ 1).
Por tanto se puede decir que cotas superiores para VN(R) (suma trigonome´trica) y
E(N,K) (suma de caracteres) se transforman en cotas superiores para θ3. Por ejemplo,
empleando las cotas triviales, VN(R)¿ N3/2+² y E(N,K)¿ KN ², se sigue,
S(R) =
4pi
3
R3 +O
(
RH−1−² +R2+²H)
y eligiendo H = R−1/2 se tiene θ3 ≤ 3/2, un antiguo resultado de E. Landau [La3]. En
este ejemplo podemos ya observar que el taman˜o de H es importante, es un compromiso
entre la suma trigonome´trica y la suma de caracteres. Las sumas en (2.5) se hacen ma´s
largas cuando H decrece mientras que en (2.7) ocurre lo contrario, son ma´s largas cuando
H crece.
Las estimaciones de J.-R Chen [Ch] e I.M. Vinogradov [Vi3] que en 1963 llevaron a
obtener θ3 ≤ 4/3 daban en algunos rangos VN(R)¿ N5/4+², acotacio´n que viene de un
te´rmino diagonal y por tanto, dif´ıcilmente superable con los conocimientos actuales. Ma´s
tarde, en 1995, F. Chamizo y H. Iwaniec [Ch-Iw] consiguieron extender los rangos donde
se obtiene esta cota para VN(R) (en [Ch-Iw] prueban θ3 ≤ 29/22, el paso fundamental
es la introduccio´n de la suma de caracteres). Despue´s, D.R. Heath-Brown, utilizando su
desigualdad de gran criba para caracteres reales [HB], mejoro´ la acotacio´n de la suma
de caracteres y probo´ [HB2] en algunos rangos compatibles con los de las estimaciones
trigonome´tricas, E(N,K)¿ K5/6N ², lo que lleva, tras elegir elH o´ptimo, a la mejor cota
superior de θ3 que se conoce hasta hoy, θ3 ≤ 21/16. Tambie´n observo´ que suponiendo
GRH se podr´ıa conseguir E(N,K)¿ K1/2N ², lo que junto a suponer VN(R)¿ N5/4+²
en todos los rangos, dar´ıa, θ3 ≤ 5/4, que es por tanto la mejor acotacio´n posible con
estos me´todos. Pero, ni aun acotando de manera o´ptima la suma de caracteres es posible
mejorar la cota de D.R. Heath-Brown, ya que la mejor estimacio´n que se conoce para
VN(R) (ve´ase [Ch-Iw]) es una suma de varios te´rminos entre los que esta´ R
21/16+². Por
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tanto, para conseguir nuevas estimaciones de θ3 es necesario mejorar la acotacio´n de
VN(R) en los rangos donde R
21/16+² domina. Por otro lado, observamos que para mejorar
la estimacio´n de la suma de caracteres dada en [HB2] no hace falta utilizar GRH en toda
fuerza, bastan hipo´tesis ma´s de´biles combinadas con argumentos incondicionales.
En este cap´ıtulo entraremos en este c´ırculo de ideas. Mejoraremos de forma condi-
cional la cota superior de θ3 suponiendo una hipo´tesis (ma´s de´bil que GRH) ligada al
crecimiento de las funciones L reales, o equivalentemente a la distribucio´n de sus ceros;
la utilizaremos para acotar mejor la suma de caracteres. As´ı que una consecuencia que
hay detra´s de nuestros resultados principales es que existe una conexio´n entre el te´rmino
de error cuando contamos puntos del ret´ıculo en la esfera y cuando contamos nu´meros
primos en progresiones aritme´ticas.
Tambie´n mejoraremos la estimacio´n de la parte trigonome´trica con argumentos in-
condicionales (como hemos dicho antes es necesario para obtener mejores cotas de θ3),
para ello utilizaremos la teor´ıa de pares de exponentes.
Para terminar esta introduccio´n queremos sen˜alar que las relaciones entre sumas
cortas de r3(n) y ceros de las funciones L aparecieron en un art´ıculo de Bykovski˘ı [By2]
en 1997. Sin embargo, no interfieren con nuestro trabajo ya que los resultados de densidad
incondicionales que all´ı se utilizan no se ajustan a los rangos del problema de la esfera.
2.2. Resultados principales
Comenzaremos esta seccio´n recordando algunas ce´lebres conjeturas sobre las funcio-
nes L y las sumas trigonome´tricas.
Conjetura GRH (Hipo´tesis de Riemann Generalizada). La regio´n <s > 1/2 es libre
de ceros para cualquier funcio´n L de Dirichlet.
Conjetura GLH (Hipo´tesis de Lindelo¨f generalizada). En <s = 1/2 se tiene,
L(s, χ) = O(q²|s|²) siendo χ un cara´cter mo´dulo q.
Conjetura LEP (Pares de exponentes de Lindelo¨f ). Para cualquier ² > 0, (², 1/2+²)
es un par de exponentes.
Esta u´ltima conjetura es natural dentro del contexto de las sumas trigonome´tricas
[Mo] pero no ha recibido ninguna denominacio´n. Aqu´ı la llamamos Pares de exponentes
de Lindelo¨f porque implica la cla´sica hipo´tesis de Lindelo¨f para la funcio´n ζ(s).
Antes de continuar nos pararemos un poco en las dos primeras hipo´tesis. Retrocede-
mos para ello al siglo XIX, concretamente a 1859, en ese an˜o Bernhard Riemann obtuvo
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una fo´rmula anal´ıtica para hallar pi(x), la cantidad de primos menores que un nu´mero
dado x. La fo´rmula depende de los ceros de la funcio´n zeta, ζ(s) =
∑∞
n=1 n
−s (defini-
da en el semiplano R(s) > 1 y por continuacio´n anal´ıtica extendida a todo el plano
complejo con un polo simple en s = 1). B. Riemann sab´ıa que esta funcio´n ten´ıa ceros,
llamados triviales, en los enteros pares negativos y adema´s conjeturo´ [Ri] que el resto de
ceros (los no triviales) ten´ıan parte real 1/2. Esta conjetura se conoce como Hipo´tesis de
Riemann (RH) y es en la actualidad uno de los problemas abiertos ma´s importantes de
las matema´ticas. D. Hilbert en 1900 ya incluyo´ su demostracio´n en el problema 8 de su
famosa lista de los 23 problemas no resueltos y el Instituto Clay ha ofrecido un millo´n de
do´lares a quie´n la demuestre. A primera vista no parec´ıa que la hipo´tesis fuera a ser tan
crucial, se ve´ıa como una propiedad especial de la funcio´n ζ(s), de hecho B. Riemann
escribio´: “Sin duda alguna ser´ıa deseable tener una prueba rigurosa de esta proposicio´n,
sin embargo, despue´s de algunos breves intentos sin e´xito, he dejado esta´ investigacio´n
a un lado por el momento ya que parece innecesaria para el objetivo inmediato de mi
estudio”. De este comentario no se debe sacar la conclusio´n de que para e´l la hipo´tesis
era una mera observacio´n, sab´ıa que era equivalente a tener el mı´nimo error posible en el
teorema de los nu´meros primos. Sin embargo, la razo´n de que hoy en d´ıa probar la con-
jetura sea muy importante no so´lo esta´ en el teorema de los nu´meros primos, va mucho
ma´s alla´, radica en que la funcio´n ζ(s) no es un objeto aislado, sino que es la ma´s simple
de todas las funciones L, series de Dirichlet con un producto de Euler que satisfacen una
ecuacio´n funcional del tipo de la de ζ(s). Para sus ceros tambie´n se conjeturan hipo´tesis
como RH y los resultados que se derivan de estas hipo´tesis son los que dan inmenso
valor a sus ansiadas demostraciones. Las ma´s conocidas de todas las funciones L son las
que aparecen en nuestro problema, las de Dirichlet, y la extensio´n ma´s famosa de RH
es GRH (probablemente formulada por Piltz en 1884, ve´ase p. 124 [Dav]). Dirichlet [Di]
introdujo las funciones para probar que el nu´mero de primos en progresiones aritme´ticas
de la forma {an+q}n con a y q coprimos es infinito. Cuando el objeto de estudio es saber
cuantos primos menores o iguales que un nu´mero dado x hay en dichas progresiones,
GRH tiene un papel importante, si es cierta, implicar´ıa que el error en el teorema de los
nu´meros primos en progresiones aritme´ticas es O(x1/2+²) cuando x tiende a infinito. Por
otro lado, GRH implica GLH (ve´ase p. 116 [Iw-Ko]) y estas dos hipo´tesis tienen muchas
consecuencias matema´ticamente hablando (aparte de la ya mencionada del teorema de
los primos en progresiones aritme´ticas). Aunque modesta, se podr´ıa decir que nuestra
acotacio´n de la suma de caracteres es una de ellas. Y una de las ma´s famosas es la prueba
de Hardy y Littlewood [Har-Li] de que cualquier nu´mero impar suficientemente grande
es suma de tres primos, conjetura de´bil de Goldbach. Vinogradov la probo´ ma´s tarde
[Vi2] sin utilizar GRH, lo que podr´ıa constituir una evidencia a favor de estas hipo´tesis
y de los resultados que se basan en ellas. Adema´s e´sta no ser´ıa la u´nica evidencia [Bo].
Despue´s del pare´ntesis explicativo volvemos a nuestro problema, nos falta conocer la
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hipo´tesis Lβ.
Como hemos dicho antes, se sabe que GRH implica GLH y, por convexidad, GLH
implica (para χ 6= χ0)
L(s, χ) = O
(
q²|s|²) en <s ≥ 1/2.
Si suponemos que esto so´lo ocurre en <s ≥ β donde β ∈ [1/2, 1] obtenemos una variante
de GLH que denominaremos Lβ. Esta nueva hipo´tesis es crucial en nuestros argumentos,
gracias a ella mejoramos la acotacio´n de la suma de caracteres.
Conjetura Lβ . Para <s ≥ β y χ un cara´cter real no principal mo´dulo q, L(s, χ) =
O(q²|s|²).
observacio´n: Se puede probar que Lβ es equivalente a un teorema sobre la densidad
de los ceros en recta´ngulos de altura uno en <s > β, concretamente N(σ, T + 1, χ) −
N(σ, T, χ) = o(log qT ) para σ > β (cf. [Pa] Th.5.4). En particular la ausencia de los
ceros en <s > β implica Lβ.
Despue´s de haber visto estas conjeturas podemos ya formular nuestros resultados
principales.
Las cotas superiores que daremos para θ3 se expresan por medio de la funcio´n
κ = κ(β) que se define en [3/4, 1] por
κ(β) =

5/16 si β ≥ 12/13
5/(28− 13β) si 11/13 ≤ β ≤ 12/13
(2− β)/(9− 6β) si 3/4 ≤ β ≤ 11/13.
En (1/2, 3/4] la funcio´n κ(β) muestra auto semejanzas,
κ(β) =
r − (r − 1)β
4r + 1− (4r − 2)β si
r + 1
5r2 − 6r − 1 ≥ β −
1
2
(2.9)
κ(β) =
5r − 1− 2β
25r − 3− (10r + 6)β si
r + 1
5r2 − 6r − 1 ≤ β −
1
2
(2.10)
donde r = b(22β − 9)/(10β − 5)c.
A continuacio´n mostramos la gra´fica de κ(β) en todo el rango (figura 1) y despue´s
hacemos un zoom a dicha gra´fica (figura 2) para apreciar mejor las auto semejanzas.
2.2. RESULTADOS PRINCIPALES 15
0,312
0,308
0,304
0,3
0,296
0,292
0,288
0,272
0,284
0,28
0,264
0,256
0,276
0,268
0,26
0,252
1,00,90,80,70,60,5
Figura 1. Funcio´n κ(β)
0,61
0,256
0,2544
0,59
0,2528
0,57
0,2584
0,62
0,2576
0,2568
0,2552
0,6
0,2536
0,252
0,58
0,2512
0,2504
0,560,550,540,530,52
Figura 2. Funcio´n κ(β) en el intervalo [13/25, 31/50]
En algunos rangos nuestros resultados dependen de pares de exponentes (p, q) a
trave´s de la siguiente expresio´n,
(2.11) γ =
p+ 2q − 1
4p+ 4
.
Suponiendo LEP, γ esta´ arbitrariamente cerca de cero y es en esta´ situacio´n donde
obtenemos los mejores resultados. Con los pares de exponentes probados en la ac-
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tualidad el valor mı´nimo que γ puede alcanzar es, hasta donde nosotros sabemos,
γ0 = 0,0786953379. . .
Teorema 2.2.1 Sea κ = κ(β) como antes. Suponiendo Lβ para algu´n β ∈ (1/2, 1], se
tiene, θ3 ≤ 1 + κ siempre que γ ≤ 1/2− 1/8κ.
Obse´rvese que si β → 1/2+ entonces κ→ 1/4 y 1/2−1/8κ→ 0+, es decir, se obtiene
el siguiente corolario:
Corolario 2.2.2 Suponiendo LEP y GLH, se tiene θ3 ≤ 5/4.
El inconveniente es que LEP, que dar´ıa γ → 0, esta´ lejos de los pares de exponentes
que se conocen en la actualidad (algunos autores han afirmado que probar LEP es
“ma´s dif´ıcil” que probar la Hipo´tesis de Riemann) por tanto incluso suponiendo GRH
el Teorema 2.2.1 deja de dar informacio´n cuando β se acerca a 1/2.
Este problema se puede eludir admitiendo que las cotas superiores de θ3 dependan
de γ. Consideramos un rango de γ que contiene a γ0 y a posibles mejoras razonables de
este valor utilizando pares de exponentes.
Teorema 2.2.3 Suponiendo Lβ para algu´n β ∈ [1/2, 1], para cualquier γ ∈ [1/20, 1/10]
se cumplen las siguientes acotaciones,
θ3 ≤ 1 + κ(β) si mı´n(γ1, γ2) ≤ β < 1(2.12)
θ3 ≤ 1 + 5(γ + 1/4)
(18− 13β)γ + 5 si
11
13
≤ β < γ1(2.13)
θ3 ≤ 1 + (2− β)(γ + 1/4)
(5− 4β)γ + 2− β si
1
2
≤ β ≤ mı´n (11
13
, γ2
)
,(2.14)
donde γ1 = (8 + 40γ)/13 y γ2 = 1/2 + 6γ/(1 + 4γ).
observacio´n: Para γ < 3/40 el segundo rango queda vac´ıo. En cualquier caso todo
el intervalo 1/2 ≤ β ≤ 1 queda cubierto porque γ1 < γ2 ⇔ γ1 > 11/13⇔ γ2 > 11/13.
observacio´n: Si γ ≥ 3/40 en el rango β ≥ γ1 se concluye el mismo resultado que en
el Teorema 2.2.1 sin suponer LEP. Adema´s todos los pares de exponentes que se conocen
en la actualidad verifican γ ≥ 3/40.
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Con γ0, el valor ma´s pequen˜o que γ puede alcanzar con pares de exponentes conocidos,
podemos obtener:
Corolario 2.2.4 Suponiendo Lβ para algu´n β ∈ [1/2, 1],
θ3 ≤ 1 + 5
16
si β ≥ 12
13
θ3 ≤ 1 + 5
28− 13β si
30846
35971
≤ β ≤ 12
13
θ3 ≤ 1 + 18190
71018− 11323β si
11
13
≤ β ≤ 30846
35971
θ3 ≤ 1 + (2− β) 3638
26491− 14552β si
1
2
≤ β ≤ 11
13
.
2.3. La suma trigonome´trica
Esta seccio´n esta dedicada a acotar la parte trigonome´trica del te´rmino de error de
S(R), o lo que es lo mismo, a probar el siguiente teorema,
Teorema 2.3.1 Para H−2 ≥ R > H−1 > 1, se tiene,
E1(R,H)¿ R1+²
(
H−1/2 +R1/4H−γ
)
.
En su demostracio´n los pares de exponentes sera´n una herramienta importante, por
ello hacemos a continuacio´n un breve esquema de las definiciones ba´sicas de la teor´ıa de
pares de exponentes (ve´anse [Mo], [Gr-Ko] y [Ph] para mayor profundidad).
Comencemos por recordar que´ es un par de exponentes.
Definicio´n: Sean N, t y s nu´meros reales positivos con t > N s, un par de exponentes
es una pareja de nu´meros reales (p, q) ∈ [0, 1/2]× [1/2, 1] tal que∑
x³N
e(f(x))¿ (tN−s)pN q
para toda f ∈ CK que satisfaga
(2.15) |f (k+1)(x)− (−1)k(s)ktx−s−k| < ²(s)ktx−s−k, k = 0, 1, . . . , K − 1,
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donde (s)k = Γ(s+k)/Γ(s) es el s´ımbolo de Pochhammer,K = K(p, q, s) y ² = ²(s, p, q) > 0
suficientemente pequen˜o, (ve´ase [Mo], [Gr-Ko] o [Ph]).
De la definicio´n anterior es fa´cil deducir que la clase de funciones con las que se
pueden usar pares de exponentes es bastante restrictiva. Con ello lo que se logra, es
controlar todas las fases que puedan aparecer. As´ı se intenta vencer uno de los princi-
pales obsta´culos de la acotacio´n de sumas trigonome´tricas, la variacio´n incontrolada de
frecuencias, que en este tipo de funciones depende de la primera derivada, la cual es
aproximadamente tx−s para algu´n t y algu´n s positivos. Normalmente estas acotaciones
esta´n expresadas en te´rminos de la magnitud del intervalo de sumacio´n, N . En los casos
donde la primera derivada sea menor o igual que uno no se pueden usar pares de expo-
nentes (existen otros me´todos para realizar este tipo de acotaciones, ve´anse Teoremas
2.1 y 2.2 de [Gr-Ko]).
La teor´ıa de pares de exponentes esta´ constituida por dos procesos, A y B, que
producen nuevos pares de exponentes a partir de otros antiguos.
El proceso A esta´ basado en la desigualdad de Weyl-van der Corput (ve´ase Lema
2.5 de [Gr-Ko]) y dice que si (p, q) es un par de exponentes, entonces tambie´n lo
es
(2.16) A(p, q) =
( p
2p+ 2
,
p+ q + 1
2p+ 2
)
.
El proceso B proviene de la fo´rmula de sumacio´n de Poisson y dice que si (p, q) es
un par de exponentes, entonces
(2.17) B(p, q) =
(
q − 1
2
p+
1
2
)
tambie´n lo es.
El proceso A reduce la fase de forma que se puedan aplicar me´todos anal´ıticos,
esencialmente el proceso B.
Estos procesos tambie´n se pueden interpretar geome´tricamente. El proceso B es una
simetr´ıa por la recta y = x+ 1/2 y el proceso A lleva a los pares de exponentes hacia el
trivial, es decir, hacia el par (0, 1).
Podemos obtener infinitos pares de exponentes de van der Corput (as´ı se denominan)
aplicando repetidas veces los procesos A y B al par de exponentes trivial. Adema´s existe
un algoritmo [Gr-Ko] para calcular los pares de exponentes que se pueden generar de
esta forma y que minimizan una expresio´n racional. Poco despue´s de que este algoritmo
viese la luz, en 1986, E. Bombieri y H. Iwaniec [Bo-Iw] obtuvieron un par de exponentes
imposible de conseguir a partir del trivial con los procesos A y B, la desventaja es
que so´lo funcionaba con una funcio´n muy particular (estaba orientado a obtener una
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acotacio´n de la funcio´n zeta). Despue´s, en 1988, Huxley y Watts [Hu-Wa] extendieron
el me´todo a funciones ma´s generales, y desde 1988 hasta hoy se han ido sucediendo
algunos trabajos ([Hu-Wa2], [Wat], [Hu-Ko] y [Hu2]) que exploran y tratan de sacar
mayor partido del me´todo de E. Bombieri y H. Iwaniec. El ma´s reciente de ellos es [Hu4]
(en nuestras acotaciones utilizaremos un par de exponentes proveniente del nuevo par
de [Hu4]).
En la pra´ctica, probar que una funcio´n f pertenece a la clase de funciones con la que
se pueden emplear pares de exponentes puede resultar complicado. Para facilitar un poco
este trabajo, en nuestras aplicaciones probaremos que f cumple la fo´rmula asinto´tica que
escribimos a continuacio´n. Dados k y s
(2.18) f (k+1)(x) ∼ (−1)k(s)ktx−s−k
cuando R→∞.
Si f verifica esta fo´rmula, entonces tambie´n satisfara´ (2.15) ya que en nuestras apli-
caciones podemos suponer que R es arbitrariamente grande y, veremos que salvo en un
caso que trataremos aparte, N crece con R.
Durante toda esta seccio´n denotaremos con ∂ki f a las derivadas parciales k-e´simas de
cualquier funcio´n f con respecto a la variable i (para k = 1 omitiremos el super´ındice).
Empecemos con los resultados que nos llevara´n a probar el Teorema 2.3.1. El pri-
mero que veremos muestra la acotacio´n que se consigue para VN(R) utilizando la mejor
estimacio´n en una variable, la hipo´tesis LEP.
Lema 2.3.2 Bajo LEP, VN(R) = O(R
²N5/4+²).
Demostracio´n: En el caso N ≤ R² el resultado es trivial y si R > N ² procedemos
como en [Ch-Iw] (ve´ase la prueba del Lema 3.1). All´ı se transforma la suma VN(R) y se
obtiene
V 2N(R)¿ N5/2+² +N1+²
∑
y³D
∣∣∑
x³N
e(f(x, y))
∣∣,
donde f(x, y) = R(
√
x − √x+ y) y N3/2R−1 ¿ D ¿ N1−². No es dif´ıcil ver que f
satisface (2.18) como funcio´n de x con s = 3/2 y t = Ry/4, as´ı que podemos aplicar
LEP a la suma interior y el lema queda probado. 2
VN(R) se puede relacionar con una suma bidimensional de ma´s fa´cil tratamiento,
lo podemos ver en la prueba del Lema 3.1 de [Ch-Iw]. Para facilitar las referencias
establecemos aqu´ı una versio´n algo ma´s concreta y precisa.
20 CAPI´TULO 2. EL PROBLEMA DE LA ESFERA Y LAS FUNCIONES L
Lema 2.3.3 (ve´ase la prueba del Lema 3.1 de [Ch-Iw]) Sea RÀ N1/2+², entonces pa-
ra algu´n D ≥ 1 con N3/2R−1 ¿ D ¿ N1−²,
VN(R)¿ N5/4+² +R−1/4D−1/4N9/8+²|TDN |1/2
donde TDN es la suma trigonome´trica,
TDN =
∑
y³D
∣∣ ∑
x³RDN−3/2
e
(
g(x, y)
)∣∣
con g(x, y) = f(α(x, y), y)− xα(x, y), f(x, y) = R(√x−√x+ y) y α = α(x, y) definida
de forma impl´ıcita como ∂1f(α(x, y), y) = x.
Por otro lado, si R¿ N1/2+², entonces,
VN(R)¿ N5/4+².
Demostracio´n: Si RÀ N1/2+² el resultado queda establecido directamente a partir
de (3.1) de [Ch-Iw].
Si R ¿ N1/2+² procedemos como en la prueba del Lema 3.1 de [Ch-Iw] salvo que
fijamos |c1−c2| < N1/2−10² despue´s de aplicar la desigualdad de Cauchy. Por tanto, para
un D < N1−10² apropiado, obtenemos,
VN(R)¿ N5/4+² +N1/2+²(
∑
y³D
|
∑
x³N
e(f(x, y))|)1/2.
Como ∂1f ³ RD/N3/2 deducimos entonces para R grande, |∂1f | < 1/2. Aplicando el
test de la derivada primera (ve´ase Teorema 2.1 de [Gr-Ko]) concluimos,∑
x³N
e(f(x, y))¿ R−1D−1N3/2
y la demostracio´n queda completa. 2
En el siguiente lema trataremos la funcio´n α(x, y) que aparece en la fase de TDN con
el fin de conocer co´mo se comporta para luego comprobar si verifica (2.18).
Lema 2.3.4 Sean x ³ RDN−3/2 e y ³ D, con Rε ¿ N ¿ R2−² y N3/2R−1 ¿ D ¿ N1−²,
entonces,
α(x, y) =
y
v
A(v)
donde v = (4xy1/2R−1)2/3 y A(t) denota una funcio´n anal´ıtica en un entorno de 0 que
cumple A(0) = 1.
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Demostracio´n: Por la definicio´n de α(x, y) tenemos
2xy1/2
R
=
( y
α
)1/2(
1−
(
1 +
y
α
)−1/2)
.
A partir de aqu´ı deducimos que y/α → 0 cuando R → ∞ (obse´rvese que 2xy1/2R−1
tiende a 0) y aplicando el desarrollo de Taylor en el lado derecho de la u´ltima ecuacio´n
obtenemos
y
α
= vA1
( y
α
)
,
donde A1 tiene las mismas propiedades que A. Finalmente, sustituyendo recursivamente
deducimos,
y
α
= vA2(v),
y terminamos la demostracio´n despejando α con A(v) = 1/A2(v). 2
Corolario 2.3.5 Sean x e y como antes, para k, l ≥ 0,
∂k1∂
l
2α(x, y) ∼
(−1)k+l(2/3)k(−2/3)l
vxkyl−1
cuando R→∞.
Una vez que conocemos como se comportan la funcio´n α(x, y) y sus derivadas, esta-
mos preparados para acotar TDN .
Proposicio´n 2.3.6 Si (p, q) es un par de exponentes, para R, D y N como antes, se
tiene,
TDN ¿ RD
3+3p+q
2p+2 N
−2p−3
2p+2 +R1/2+²D3/2N−3/4.
Demostracio´n: Podemos suponer D À Np/(p+1−q), porque si no la cota trivial
O(RD2N−3/2), dar´ıa un resultado mejor.
Aplicando la desigualdad de Cauchy en la primera suma de TDN , obtenemos,
T 2DN ¿ D
∑
y³D
|
∑
x³RDN−3/2
e(g(x, y)) |2
y usando la Proposicio´n 8.18 de [Iw-Ko] en la suma interior,
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T 2DN ¿
RD2
N3/2∆
∑
y³D
∑
|z|<∆
(
1− |z|
∆
) ∑
a(z)<x<b(z)
e(G(x, y, z))
donde G(x, y, z) = g(x+ z, y)− g(x, y), a(z), b(z) ³ RDN−3/2 y ∆ es un entero positivo
tal que 1 < ∆¿ R1−²DN−3/2.
Separando el te´rmino diagonal y acotando trivialmente las sumas sobre x y z dedu-
cimos,
(2.19) T 2DN ¿
R2D4
N3∆
+
D3R2
N3
∑
y³D
e(G(x, y, z))
para cierta x ³ RDN−3/2 y cierta 0 < |z| < ∆.
A partir de las definiciones de α y g sabemos que ∂1g = −α y por el teorema del
valor medio, tenemos,
∂l+12 G(x, y, z) = −z∂l+12 α(ξ, y), ξ ∈ [x, x+ z].
Como ∆ = o(x), entonces x ∼ ξ. Por otro lado el corolario anterior nos dice que
∂l+12 α(x, y) ∼
(−1)l+1(−2/3)l+1R2/3
(4x)2/3yl+1/3
,
lo que muestra que α satisface (2.18) con t = 2
3
(R/4x)2/3 y s = 1/3 y lo mismo es va´lido
para G(x, ·, z) con t ³ ∆ND−2/3, as´ı pues, podemos aplicar pares de exponentes en
(2.19), obteniendo,
TDN ¿ RD
2
N3/2∆1/2
+
RD3/2
N3/2
(∆N
D
)p/2
Dq/2.
Eligiendo ∆ = D
1−q+p
1+p N−
p
1+p cuandoD > N
p+3
2q R−
1+p
q
+² (obse´rvese que ∆¿ R1−²DN−3/2)
y ∆ = R1−²DN−3/2 de otro modo, el resultado queda probado. 2
A continuacio´n podemos ya acotar VN(R) que despue´s, por medio de (2.5), nos
llevara´ a la estimacio´n final de E1(R,H).
Teorema 2.3.7 Para R > 1,
VN(R)¿N5/4+² + (RN)²R1/4N (2+γ)/2
donde γ viene dado por (2.11).
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Demostracio´n: Si N ≤ R² o N À R2−², obtenemos VN(R) ¿ N5/4+² trivialmente
o a partir de la segunda parte del Lema 2.3.3. Si R² ¿ N ¿ R2−², sustituyendo la
Proposicio´n 2.3.6 en el Lema 2.3.3 terminamos la prueba del teorema. 2
observacio´n: No´tese que para N > R1/(1−2γ) el “te´rmino diagonal” N5/4+², domina.
Por tanto en este rango el resultado es tan fuerte como el Lema 2.3.2.
Demostracio´n del Teorema 2.3.1: Basta con aplicar el Teorema 2.3.7 en (2.5). 2
2.4. La suma de caracteres
En esta seccio´n acotaremos la suma de caracteres, probaremos para ello tres cotas
distintas para cada trozo dia´dico de E(N,K),
EM =M
−1 ∑
N2≤n<N2+K
n≡ν (mod 8)
∑
m³M
m6=¤
χn(m) con N,M > 1.
La hipo´tesis Lβ es necesaria para demostrar la primera acotacio´n, las otras dos son
incondicionales y en algunos rangos mejoran al Lema 2 de [HB2].
Proposicio´n 2.4.1 Si K ≥ 1, suponiendo Lβ tenemos,
EM ¿ KMβ−1(NM)².
Proposicio´n 2.4.2 Para K ¿ N ,
EM ¿
(
K1/4M1/4 +M5/13 +N52/201
)
(NM)².
Proposicio´n 2.4.3 Para K ¿ N y cualquier entero r ≥ 3, tenemos,
EM ¿
(
K(r−1)/2rM1/2r + (M5r−3N2)1/(10r+6) + (M3N−1)5r/(15r+9)
)
(NM)².
A partir de los dos primeros resultados obtenemos el siguiente teorema,
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Teorema 2.4.4 Suponiendo Lβ, si H
−2 ≥ R > H−1 > 1, tenemos,
E2(R,H)¿ R1+²
(
(RH)5/(18−13β) + (RH)(2−β)/(5−4β) +R52/201
)
.
Demostracio´n: Acotando EM con la Proposicio´n 2.4.1 si M > K
13/(18−13β) y con la
Proposicio´n 2.4.2 en caso contrario, deducimos para K ¿ N ,
E(N,K)¿ (K5/(18−13β) +K(31−13β)/(72−52β) +N52/201)N ².
Sustituyendo esta u´ltima acotacio´n en (2.7) probamos el resultado en el rango 11/13 ≤
β ≤ 1 (obse´rvese que 5/(18− 13β) ≥ (31− 13β)/(72− 52β)).
Con el mismo argumento pero ahora aplicando la Proposicio´n 2.4.1 en el caso M >
K3/(5−4β), obtenemos,
E(N,K)¿ (K(2−β)/(5−4β) +K15/(65−52β) +N52/201)N ²
y sustituyendo de nuevo en (2.7) probamos el resultado en el resto del rango (no´tese que
(2− β)/(5− 4β) ≥ 15/(65− 52β)). 2
Demostracio´n de la Proposicio´n 2.4.1: Comenzamos an˜adiendo la contribucio´n de
los cuadrados en EM ,
EM =M
−1 ∑
N2≤n<N2+K
n≡ν (mod 8)
∑
m³M
χn(m) +O(KM
−1/2).
Despue´s, aplicando un argumento esta´ndar con la fo´rmula de Perron (ve´ase por ejemplo
Ex. 2.12 de [El]) deducimos,
EM =M
−1 ∑
N2≤n<N2+K
n≡ν (mod 8)
1
2pii
∫ c+iT
c−iT
L(s, χn)
M s2 −M s1
s
ds+O(KM−1/2+²)
para M1,M2 ³M , M1/22 ≤ T ≤M2 y c = 1 + 1/ logM . A continuacio´n, escribiendo∫ c+iT
c−iT
=
∫ β−iT
c−iT
+
∫ β+iT
β−iT
+
∫ c+iT
β+iT
,
elegimos T =Mβ para minimizar el error. Por u´ltimo, usando Lβ y la estimacio´n trivial,
obtenemos la cota. 2
Mostramos en lo que sigue el resultado general en el que esta´n basadas las Proposi-
ciones 2.4.2 y 2.4.3,
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Proposicio´n 2.4.5 Fijado r ∈ Z+, para K ¿ N y ∆ > 0, tenemos,
E2rM ¿
(
Kr−1M +M r∆−1 +mı´n(∆2r,∆5r/3(1 +N2r/3M−r))
)
(NM)².
Demostracio´n de la Proposicio´n 2.4.2: Escogiendo r = 2 y ∆ = M2/5 en la Propo-
sicio´n 2.4.5, se deduce,
EM ¿
(
K1/4M1/4 +M2/5
)
(NM)²,
y escogiendo r = 2 y ∆ =M6/13,
EM ¿
(
K1/4M1/4 +M5/13(1 +N1/3M−1/2)
)
(NM)².
A partir de aqu´ı podemos escribir,
EM ¿
(
K1/4M1/4 +M5/13 +mı´n(M2/5, N1/3M−3/26)
)
(NM)².
Y viendo que mı´n(M2/5, N1/3M−3/26)¿ N52/201, el resultado queda probado. 2
Demostracio´n de la Proposicio´n 2.4.3: Basta sustituir ∆ = (N−1M3)2r/(5r+3) en la
Proposicio´n 2.4.5 y coger el segundo argumento del mı´nimo. 2
En las dos demostraciones anteriores hemos usado la Proposicio´n 2.4.5, sin embargo,
e´sta au´n no ha sido probada, para ello habra´ que seguir varios pasos. Sera´ necesario
completar la suma en n de EM y despue´s emplearemos la desigualdad de Ho¨lder para
ajustar el rango de sumacio´n. Tras aplicar ana´lisis de Fourier encontraremos sumas
de caracteres multiplicadas por caracteres aditivos, lo que constituye un escollo a la
hora de aplicar resultados de gran criba del tipo de [HB] (hay dependencia en m de la
exponencial). Sin embargo, con el siguiente lema esta cuestio´n quedara´ resuelta.
Notamos que el caso r = 2 se obtiene ya en [HB2], no por esto dejamos de escribir
nuestra prueba, ambas demostraciones son diferentes.
Lema 2.4.6 Para r ∈ Z+,
∑′
m³M
∣∣∣∣ ∑
L′≤k<L
(
k
m
)
e
(
α
k
m
)∣∣∣∣2r ¿r,² Lr+1(M + Lr)(ML)²
uniformemente para α ∈ R, donde m esta restringida a los libres de cuadrados mayores
que 1 y 1 ≤ L′ ≤ L ≤ 2L′.
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Demostracio´n: Para abreviar denotaremos con C al lado izquierdo de la desigualdad
del enunciado del lema.
Empezamos expandiendo la potencia r-e´sima e introduciendo la variable h = k1 +
k2 · · ·+ kr. Despue´s aplicamos la desigualdad de Cauchy en la suma en h, as´ı,
C ¿ L
∑′
m³M
∑
h¿L
∣∣∣∣ ∑
L′≤k1,...,kr<L
k1+···+kr=h
(
k1k2 · · · kr
m
) ∣∣∣∣2.
Para q ≤ Lr libre de cuadrados y d ≤ Lr/2q−1/2, definimos
Nh(q, d) = #
{
(k1, k2, . . . , kr) ∈ [L′, L]r :
∑
ki = h,
∏
ki = qd
2
}
y con esto pasamos de sumar en r variables en la suma interior a sumar so´lo en dos,
C ¿ L
∑′
m³M
∑
h¿L
∣∣∣∣∑′
q≤Lr
∑
d≤Lr/2q−1/2
(d,m)=1
Nh(q, d)
( q
m
) ∣∣∣∣2.
Relajamos ahora la condicio´n (d,m) = 1 introduciendo la funcio´n de Mo¨bius,
C ¿ L
∑′
m³M
∑
h¿L
∣∣∣∣∑′
q≤Lr
∑
d≤Lr/2q−1/2
∑
l|d
l|m
µ(l)Nh(q, d)
( q
m
) ∣∣∣∣2.
Sustituimos d por d′l (eliminando la condicio´n
∑
l|d) y cambiamos el orden de los
sumatorios para aplicar la desigualdad de Cauchy en la suma sobre l, as´ı,
C ¿ LM ²
∑′
m³M
∑
h¿L
∑
l|m
∣∣∣∣∑′
q≤Lr
∑
d′≤Lr/2q−1/2
µ(l)Nh(q, d
′l)
( q
m
) ∣∣∣∣2.
Despue´s, reemplazando m por m′l obtenemos,
C ¿ LM ε
∑
l≤Lr/2
∑′
m′³M/l
∑
h¿L
∣∣∣∣∑′
q≤Lr
al(q, h)
( q
m
) ∣∣∣∣2
donde
al(q, h) =
∑
d′≤Lr/2q−1/2l−1
Nh(q, d
′l)
(q
l
)
.
En la u´ltima suma de C ya no existe dependencia en m, por tanto podemos utilizar la
desigualdad de gran criba para caracteres reales (Corolario 1 de [HB]), con ella deduci-
mos,
(2.20) C ¿M ²L1+²
∑
l≤Lr/2
∑
h¿L
(Lr +Ml−1)
∑
q≤Lr
a2l (q, h).
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Ahora, por la definicio´n de al(q, h),∑
h
∑′
q
a2l (q, h)¿
∑′
q≤Lr
∑
d′1,d
′
2≤Lr/2q−1/2l−1
∑
h¿L
Nh(q, d
′
1l)Nh(q, d
′
2l).
Dados q y d so´lo hay L² posibles valores de h tales que Nh(q, d) 6= 0, por otro lado
Nh(q, d)¿ L², as´ı, ∑
h
∑′
q
a2l (q, h)¿ Lr+²l−2
y sustituyendo en (2.20) el resultado queda demostrado. 2
Demostracio´n de la Proposicio´n 2.4.5: Nos restringiremos al caso ∆ < N porque
el resultado para ∆ ≥ N es peor que N5/6+² y la desigualdad de Po´lya-Vinogradov
aplicada a la suma en n da algo mejor para M ≤ N5/3. Para M ≥ N5/3, la desigualdad
de Po´lya-Vinogradov pero esta vez aplicada en la suma en m (despue´s de sumar y restar
los cuadrados y separar los caracteres principales) mejora otra vez N5/6+². Tambie´n
podemos suponer trivialmente K > 1.
Por conveniencia ignoramos la condicio´n n ≡ ν (mod 8), esta´ es claro que nuestros
argumentos no se alteran por ello.
Definamos E∗M = E
∗
M(N,K) como EM pero con la suma en m restringida a los
m > 1 libres de cuadrados. Comenzaremos comprobando que basta probar el resultado
para E∗M .
Cualquier m ³ M se puede escribir como qd2 con d ¿ M1/2 y q ³ M/d2 libre de
cuadrados, entonces,
EM ¿M−1
∑
d¿M1/2
∑′
q³M/d2
∑
N2≤n<N2+K
(n,d)=1
χn(q).
Aplicando un argumento esta´ndar que utiliza la funcio´n de Mo¨bius quitamos la con-
dicio´n (n, d) = 1,
EM ¿M−1
∑
d¿M1/2
∑
q³M/d2
∑
N2≤n<N2+K
∑
l|n
l|d
µ(l)χn(q).
Dividimos la variable n por la variable l y tras ordenar la suma,
EM ¿M−1
∑
d¿M1/2
∑
l|d
Md−2
∣∣E∗M/d2(N/√l,K/l)∣∣.
Por tanto si E∗M satisface la acotacio´n del enunciado tambie´n lo hara´ EM .
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Introducimos ahora la funcio´n g = ∆−1(f1 ∗ f2), donde f1 y f2 son funciones carac-
ter´ısticas de [−∆/2,∆/2] y [N2, N2+K] respectivamente, y f1∗f2 indica su convolucio´n.
Esta funcio´n es un suavizado lineal de f2, con ella,
E∗M ≤M−1
∑′
m³M
∣∣∣∣ ∞∑
n=−∞
g(n)χn(m)
∣∣∣∣ + M−1 ∑
N2−∆/2<n<N2
∣∣∣∣∑′
m³M
χn(m)
∣∣∣∣
+ M−1
∑
N2<n<N2+K+∆/2
∣∣∣∣∑′
m³M
χn(m)
∣∣∣∣.
Aplicando al segundo y al tercer te´rmino la estimacio´n trivial y la desigualdad de gran
criba para caracteres reales (ve´ase (6) en [HB]) despue´s de la desigualdad de Ho¨lder con
p = 6, concluimos el mı´nimo del enunciado. Si K ≤ ∆ esta cota tambie´n funciona con
el primer te´rmino.
Falta por demostrar la acotacio´n del primer te´rmino, por la desigualdad de Ho¨lder
basta probar,
∑′
m³M
∣∣∣∣ ∞∑
n=−∞
g(n)χn(m)
∣∣∣∣2r ¿ (Kr−1M2 +M r+1∆−1)(NM)²
para ∆ < K < N .
Utilizando la fo´rmula de sumacio´n de Poisson se tiene,
∞∑
k=−∞
g(n+mk) =
1
m∆
∞∑
k=−∞
f̂1(k/m)f̂2(k/m)e(nk/m),
y usando sumas de Gauss,∣∣∣∣ ∞∑
n=−∞
g(n)χn(m)
∣∣∣∣ = ∣∣∣∣ m∑
j=1
∞∑
k=−∞
g(j +mk)χj(m)
∣∣∣∣
≤ 1
∆
√
m
∣∣∣∣ ∞∑
k=−∞
f̂1(k/m)f̂2(k/m)
( k
m
)∣∣∣∣.
Conjugando podemos suponer k > 0 y como mucho perdemos un factor 2.
Subdividimos ahora en intervalos dia´dicos para probar,
C :=
∑′
m³M
∣∣∣∣∑
k³L
f̂1(k/m)f̂2(k/m)
( k
m
)∣∣∣∣2r
¿ (Kr−1M r+2∆2r +M2r+1∆2r−1)(NM)².
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Observamos que la contribucio´n de L mayor que una potencia de M es insignificante.
Las funciones C∞, f̂1 y f̂2, pueden expresarse simbo´licamente como
f̂1(ξ) =
{
∆B(ξ) si 0 < ξ ≤ 1/2∆
ξ−1T (ξ) si ξ > 1/2∆
y
f̂2(ξ) =
{
KB(ξ)T (ξ) si 0 < ξ ≤ 1/2K
ξ−1T (ξ) si ξ > 1/2K,
donde B y T representan respectivamente una funcio´n decreciente y acotada y un poli-
nomio trigonome´trico, no siempre los mismos.
Si k ≤ c1MK−1 siendo c1 una constante adecuada, entonces f̂1(ξ)f̂2(ξ) = ∆KB(ξ)T (ξ)
para ξ = k/m. Aplicando el Lema 2.4.6 despue´s de sumar por partes deducimos,
C ¿ (∆K)2r(MK−1)r+1(M + (MK−1)r)(NM)²,
que es la cota buscada.
En los rangos c1MK
−1 < k ≤ c2M∆−1 y k > c2M∆−1, el producto f̂1(ξ)f̂2(ξ) es
respectivamente ξ−1∆B(ξ)T (ξ) y ξ−2T (ξ), para ξ = k/m. Utilizando el Lema 2.4.6 como
antes obtenemos la contribucio´n esperada. 2
2.5. Pruebas de los resultados principales
Demostracio´n del Teorema 2.2.1:
En el rango β ≥ 12/13 concluimos el teorema a partir del resultado principal de
[HB2].
En el resto de los casos, escogemos H = R−2κ en (2.8), lo que satisface RH > 1, y
as´ı del Teorema 2.3.1, deducimos bajo nuestra hipo´tesis sobre γ, E1(R,H) ¿ R1+κ+²
(obse´rvese que H−1/2 > R1/4H−γ). A partir de aqu´ı, por (2.8) probar el resultado se
reduce a demostrar,
(2.21) E2(R,R
−2κ)¿ R1+κ+²
para todo ² > 0 y κ = κ(β) en el rango β ∈ [1/2, 12/13]. A continuacio´n, trataremos por
separado los distintos rangos que aparecen en la definicio´n de κ.
Si β ∈ [3/4, 12/13] la cota (2.21) es consecuencia del Teorema 2.4.4.
En la situacio´n M > N2/3 el tercer te´rmino de la Proposicio´n 2.4.3 es mayor que el
segundo, usando en este caso la Proposicio´n 2.4.1, obtenemos en todo el rango,
(2.22) EM ¿
(
K1/2−1/2rM1/2r + (M5r−3N2)1/(10r+6) +KN2(β−1)/3
)
(NM)²
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para cada intervalo dia´dico EM de E(N,K) (definido en §2.4), K ¿ N .
Utilizando esta cota si M < R(r+1)ρ, donde ρ = (4r + 1− (4r − 2)β)−1 y la Proposi-
cio´n 2.4.1 en caso contrario, concluimos,
E2(R,R
−2κ)¿ (Rλ1 +Rλ2 +Rλ3)R1+²
con λ1 = ρ(r− (r− 1)β), λ2 = ρ(5r2+10r− 1− (8r− 4)β)/(10r+6) y λ3 = ρ(1− 2r+
(10r−2)β− (8r−4)β2)/3. Teniendo en cuenta el rango y la definicio´n de κ especificados
en (2.9), un ca´lculo prueba que λ1 = κ,
(2.23) λ1 ≥ λ2 ⇔ β ≤ 5r
2 − 4r + 1
10r2 − 12r − 2 ⇔ β −
1
2
≤ r + 1
5r2 − 6r − 1 ,
y
λ1 ≥ λ3 ⇔ (8r − 4)β2 − (13r − 5)β + 5r − 1 ≥ 0(2.24)
⇔ (1− β)(5r − 1− (8r − 4)β) ≥ 0.
La desigualdad anterior se cumple para todo r si β ≤ 5/8. En el caso β ∈ [5/8, 3/4] por
la definicio´n de r escogemos r = 3 y a partir de (2.23) deducimos que β ≤ 17/26, por
tanto (2.24) evaluada en r = 3 tambie´n se cumplira´, con lo que (2.9) queda probado.
Finalmente, para probar (2.10), utilizamos (2.22) si M > R10rρ, donde ρ = (25r −
3− (10r + 6)β)−1 y la Proposicio´n 2.4.1 en el resto de los casos y deducimos,
E2(R,R
−2κ)¿ (Rλ1 +Rλ2 +Rλ3)R1+²
con λ1 = ρ(15r
2 − 6r + 1− (10r2 − 8r − 2)β)/2r, λ2 = ρ(5r − 1− 2β) y λ3 = ρ(−5r +
3+ 40rβ − (20r + 12)β2)/3. Considerando el rango y la definicio´n de κ especificados en
(2.10) concluimos con un ca´lculo, λ2 = κ,
λ2 ≥ λ1 ⇔ β − 1
2
≤ r + 1
5r2 − 6r − 1 ,
y
λ2 ≥ λ3 ⇔ (20r + 12)β2 − (40r + 6)β + 20r − 6 ≥ 0
⇔ (1− β)(20r − 6− (20r + 12)β) ≥ 0.
Como β ≤ 3/4 y r ≥ 3, lo anterior se cumple siempre. 2
Demostracio´n del Teorema 2.2.3:
Si γ ≥ 3/40, entonces mı´n(γ1, γ2) = γ1 ∈ [11/13, 12/13] y (2.12) se deriva del Teore-
ma 2.2.1 porque 1/2−1/8κ(β) ≥ 1/2−1/8κ(γ1) = γ. La misma prueba funciona tambie´n
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si 1/20 ≤ γ ≤ 3/40 usando mı´n(γ1, γ2) = γ2 ∈ [3/4, 11/13] y 1/2− 1/8κ(γ2) = γ, lo que
implica (2.12).
En el resto de los casos observamos que sustituyendo el Teorema 2.3.1 y el Teore-
ma 2.4.4 en (2.8) deducimos,
(2.25)
S(R)− 4piR3/3
R1+²
¿ H−1/2 +R1/4H−γ +R52/201 + (RH)5/(18−13β) si β ≥ 11
13
y
(2.26)
S(R)− 4piR3/3
R1+²
¿ H−1/2 +R1/4H−γ +R52/201 + (RH)(2−β)/(5−4β) si β ≤ 11
13
.
El rango en (2.13) es no vac´ıo si y so´lo si γ ≥ 3/40, eligiendo H = R(2+13β)/(−20+4γ(13β−18))
en (2.25) concluimos (2.13). Suponiendo au´n γ ≥ 3/40 tenemos γ2 ≥ 11/13 y (2.14) se
sigue de escoger H = R−3/4((5−4β)γ+2−β) en (2.26). La misma eleccio´n de H implica (2.14)
en el caso que falta, γ < 3/40, obse´rvese que aqu´ı γ2 < 11/13. 2
Demostracio´n del Corolario 2.2.4: Aplicamos los procesos de van der Corput (A y
B, ve´anse (2.16) y (2.17)) en la forma BA2 al par de exponentes (32/205+², 269/410+²),
probado en [Hu4]. El par resultante es (743/2024+², 269/506+²) y evaluando γ con e´l en
(2.11) obtenemos γ = 871/11068+ ². Sustituyendo este u´ltimo valor en el Teorema 2.2.3
concluimos el corolario. 2
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Cap´ıtulo 3
Puntos visibles en la esfera
3.1. Introduccio´n
Como vimos en la introduccio´n general de esta memoria, adema´s de acotaciones
superiores para la discrepancia, O-resultados, en los problemas de puntos del ret´ıculo es
interesante obtener Ω-resultados. En este cap´ıtulo daremos un Ω-resultado comparable
al que se conoce en el problema de la esfera, Ω±(R(logR)1/2) [Ts], para el te´rmino de
error del problema de los puntos visibles en la esfera, E∗(R) (definido en (1.6)).
El resultado de K-M. Tsang esta´ basado en los momentos de segundo y tercer orden
del te´rmino de error. Sin embargo, en este cap´ıtulo probaremos el Ω-resultado sin utilizar
los momentos ya que el de segundo orden es desconocido. Subsanaremos este hecho
empleando una serie trigonome´trica auxiliar que esta´ correlacionada con E∗(R). Hasta
donde nosotros sabemos esta forma de probar Ω-resultados es nueva y pensamos que
quiza´ podr´ıa ser usada con e´xito en otros problemas.
Comencemos con la presentacio´n de algunos de los protagonistas del cap´ıtulo.
La serie trigonome´trica auxiliar de la que habla´bamos en el pa´rrafo anterior es la
siguiente funcio´n,
g(t) =
∑
n≤M2
cos(2pit
√
n)√
n
,
donde M = R(logR)−1/3. En lugar del momento de segundo orden (desconocido) nos
interesaremos por la integral,
I(R) :=
∫
g(t)E∗(t) dν(t),
donde dν es la siguiente medida de probabilidad,
dν(x) = R−1ψ(x/R) dx
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con ψ ∈ C∞0 ((1, 2)) y
∫
ψ = 1.
Nuestro resultado principal es una fo´rmula asinto´tica para I(R).
Teorema 3.1.1 Para R > 1,
(3.1) I(R) = −14
pi2
CR logR +O
(
R(logR)5/6
)
,
donde C =
∫
xψ(x) dx.
El resultado anterior revela una correlacio´n entre las funciones g(t) y E∗(t). En
particular controlando la norma 2 de g se deduce:∫
|E∗(t)|2 dν(t)À R
2(logR)2∫ |g(t)|2 dν(t) À R2 logR,
lo que lleva al Ω-resultado.
Corolario 3.1.2 Para R > 1,
(3.2) E∗(R) = Ω
(
R(logR)1/2
)
.
Como dijimos en los pa´rrafos iniciales, este Ω-resultado es comparable a lo que se
conoce en el caso del problema de la esfera ([Sze] y [Ts]).
En la prueba, como siempre, r3(n) denota el nu´mero de representaciones de n como
suma de tres cuadrados y escribiremos,
an =
r3(n)√
n
φ̂(
√
n/M),
donde φ ∈ C∞0 ((−1, 1)) es una funcio´n arbitraria positiva tal que
∫
φ = 1. Por tanto, an
es similar a una constante en media si n ≤ M2 y es pequen˜a para n mucho mayor que
M2.
A lo largo del cap´ıtulo, las constantes impl´ıcitas en las igualdades donde aparece
alguna O(·) dependera´n de la eleccio´n de ψ y φ.
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3.2. Lemas auxiliares
Sea E(R) el te´rmino de error en el problema de la esfera,
E(R) =
∑
1≤n≤R2
r3(n)− 4pi
3
R3.
La relacio´n entre E(R) y E∗(R) es sencilla, viene dada por el siguiente lema.
Lema 3.2.1 Para R > t > 1
E∗(t) =
∑
d≤R
µ(d)E(t/d) + o(t).
Demostracio´n: Por la fo´rmula de inversio´n de Mo¨bius el nu´mero de representaciones
de n como suma de tres cuadrados coprimos es
∑
d2|n µ(d)r3(n/d
2), por tanto, el nu´mero
de puntos visibles en la esfera es∑
n≤t2
∑
d2|n
µ(d)r3(n/d
2) =
∑
d≤t
µ(d)
∑
n≤t2/d2
r3(n).
La suma interior se puede sustituir por 4pit3d−3/3+E(t), as´ı, considerando la definicio´n
de E∗(t), se tiene,
E∗(t) =
∑
d≤t
µ(d)E(t/d) +
∑
d≤t
µ(d)
4pit3
3d3
− 4pit
3
3ζ(3)
.
A continuacio´n, con el fin de deducir ma´s tarde el te´rmino de error, sumamos por partes
en el segundo sumatorio utilizando que
∑
n≤t µ(n) = o(t). As´ı,∑
d≤t
µ(d)
d3
= o(t) +
∑
d≤t−1
( 1
d3
− 1
(d+ 1)3
)∑
k≤d
µ(k) = o(t) +
∑
d≤t−1
µ(d)
d3
.
Aplicando ahora que
∑∞
n=1 µ(n)/n
s = 1/ζ(s), el segundo sumando queda,
4pit3
3
∑
d<t
µ(d)
d3
=
4pit3
3ζ(3)
− 4pit
3
3
∞∑
d=t
µ(d)
d3
=
4pit3
3ζ(3)
+ o(t).
Por tanto,
E∗(t) =
∑
d≤t
µ(d)E(t/d) + o(t).
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Por u´ltimo, acabamos la prueba observando que E(u) = −(4pi/3)u3 para 0 < u < 1. 2
observacio´n: La fo´rmula del lema funciona en todas las dimensiones d. Para α > 1,
E(x) = O(xα) da E∗(x) = O(xα), ya que
E∗(t) =
∑
d≤t
µ(d)E(t/d) + o(t)¿
∑
d≤t
(t/d)α = O(tα).
En cambio, si α < 1, E(x) = O(xα) da, E∗(x) = O(x) (lo que tambie´n se comprueba
con el lema).
Por tanto, de la observacio´n anterior se deduce que los mejores resultados en las
bolas se trasladan fa´cilmente al problema de los puntos visibles si d ≥ 3. Sin embargo,
para d = 2, con la conjetura de Hardy (α = 1/2 + ², ∀² > 0) solamente se obtendr´ıa un
resultado trivial.
Para d = 3 la conjetura es α = 1 + ², pero observamos que por ejemplo E(x) =
O(x log x) implica E∗(x) = O(x log2 x), es decir, un logaritmo extra puede arruinar
resultados en media para E∗(x) si no se tiene en cuenta la cancelacio´n inducida por la
funcio´n de Mo¨bius. Por tanto, como no se controla bien la cancelacio´n se hace necesario
utilizar aproximaciones precisas de E(t) ya que un te´rmino de error como O((log t)1/2)
puede absorber el orden del Ω-resultado en (3.2).
Lema 3.2.2 Para R > 1/2,
E(R) = −R
pi
∞∑
n=1
an√
n
cos(2piR
√
n) + T (R) + U(R),
donde
T (R) =
1
2pi2
∞∑
n=1
an
n
sen(2piR
√
n) y U(R)¿ 1 +
∞∑
k=1
r3(k)χk(R),
siendo χk la funcio´n caracter´ıstica del intervalo [
√
k − 1/M,√k + 1/M ].
Demostracio´n: Por el Lema 2.1 de [Ch-Iw], pero ahora con f siendo la convolucio´n
de la identidad restringida a [−R,R] y Mφ(Mx) (la regularizacio´n no es la misma que
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en la esfera por la necesidad expresada en el pa´rrafo anterior al enunciado del lema de
ser ma´s precisos) se tiene,
(3.3)
∞∑
n=1
r3(n)
f(
√
n)√
n
=
4pi
3
R3 − R
pi
∞∑
n=1
an√
n
cos(2piR
√
n) + T (R) +O(1).
El te´rmino principal puede ser calculado directamente o derivando la transformada de
Fourier, f̂ , en el cero y utilizando que la transformada de Fourier de la convolucio´n de dos
funciones es el producto de las transformadas de Fourier de cada una de las funciones.
A continuacio´n mostramos el ca´lculo, partimos de,∫ ∞
−∞
(I[−R,R] ∗Mφ(Mx))(r)e(−rξ)dr = Iˆ[−R,R](ξ)φˆ(ξ/M),
donde I[−R,R] denota la identidad restringida a [−R,R]. Derivando en ambos lados de la
igualdad anterior,
−2pii
∫ ∞
−∞
r(I[−R,R] ∗Mφ(Mx))(r)dr = Iˆ′[−R,R](0)φˆ(0) + Iˆ[−R,R](0)φˆ′(0).
El lado izquierdo de la u´ltima igualdad dividido por −i es el te´rmino principal que
estamos buscando, 4pi
∫∞
0
rf(r)dr (como f es par se tiene que
∫∞
0
= 1/2
∫∞
−∞). Por
tanto, para hallar dicho te´rmino principal basta calcular los miembros del lado derecho,
Iˆ[−R,R](0) = 0, Iˆ′[−R,R](0) = −4piiR3/3, φˆ(0) = 1 y φˆ′(0) = 0, operarlos y dividir el
resultado por −i.
El te´rmino f ′(0) se halla derivando la convolucio´n, en este caso es uno. Por otro lado,
la transformada seno de Fourier, f˜ , del Lema 2.1 de [Ch-Iw] se calcula a partir de su
definicio´n y es
f˜(
√
n) = iˆI[−R,R](
√
n)φ̂(
√
n
M
) =
(−R cos(2piR√n)
pi
√
n
+
sen(2piR
√
n)
2pi2n
)
φ̂(
√
n
M
).
Vayamos con U(R), veamos de do´nde viene. El lado izquierdo de (3.3) es igual a∑
n≤R2 r3(n) si |R−
√
N | > M−1, siendo N el entero ma´s cercano a R2. En cambio, si la
condicio´n anterior no se da, se debe an˜adir la contribucio´n de los te´rminos r3(n)f(
√
n)/
√
n
de la suma, en los cuales, f(
√
x)/
√
x y la funcio´n caracter´ıstica de (0, R] son diferentes,
obse´rvese que esto so´lo ocurre en el intervalo [R−M−1, R+M−1]. Estos te´rminos donde
f es distinta de la identidad son los que dan la cota para U(R). 2
Lema 3.2.3 Tenemos, ∑
n≤N
r23(n) ∼ C1N2,
con C1 una constante positiva. De hecho, C1 = 8pi
4/(21ζ(3)).
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Demostracio´n: La afirmacio´n del enunciado del lema se puede probar usando las
propiedades de la convolucio´n de Rankin-Selberg o a partir de la aplicacio´n del me´to-
do del c´ırculo para estudiar las asinto´ticas de
∫ |θ(z)|6 dz, [Bl-Dy], [Ch-Ku-Os] (ve´ase
tambie´n [Mu¨] para un teorema general). 2
Lema 3.2.4 Se tiene que∑
n≤N
µ2(n)r3(n) =
28
3pi
N3/2 +O(N5/4(logN)2).
observacio´n: La fo´rmula del lema se ha demostrado sin intentar reducir el te´rmino
de error al mı´nimo. Es posible que se puedan emplear las te´cnicas de [Go-Ho] para
disminuir el exponente a 1 + ².
Demostracio´n: La relacio´n entre r3(n) y el nu´mero de clases (ve´anse (2.3) y (2.2)
del cap´ıtulo 2), implica que
r3(n)√
n
¿
∑
d2|n
d−1L(1, χn/d2) con χk(·) =
(−4k
·
)
,
y esta desigualdad, junto con L(1, χm)¿ logm, lleva a
(3.4) r3(n) = O(
√
n (log n)2).
Por otro lado, de la identidad elemental µ2(n) =
∑
d2|n µ(d) se sigue,∑
n≤N
µ2(n)r3(n) =
∑
d<N1/4
µ(d)
∑
n≤N
n≡0 (mod d2)
r3(n) +
∑
N1/4<d<N1/2
µ(d)
∑
n≤N
n≡0 (mod d2)
r3(n).
Tratamos el segundo sumando utilizando la acotacio´n (3.4),∑
N1/4<d<N1/2
∑
n≤N
n≡0 (mod d2)
√
n(log n)2 ¿
√
N log2N
∑
N1/4<d<N1/2
n≡0 (mod d2), n≤N
1,
por la segunda condicio´n de sumacio´n, digamos n = kd2 < N ,∑
N1/4<d<N1/2
∑
1≤k≤N/d2
1¿
∑
N1/4<d<N1/2
N
d2
¿ N3/4.
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Uniendo todo llegamos a,
(3.5)
∑
n≤N
µ2(n)r3(n) =
∑
d<N1/4
µ(d)
∑
n≤N
n≡0 (mod d2)
r3(n) +O(N
5/4(logN)2).
Vayamos con el primer sumando, el cual, nos dara´ el te´rmino principal. La suma interior
de este primer sumando se puede escribir as´ı,∑
1≤r1,r2,r3≤d2
r21+r
2
2+r
2
3≡0 (mod d2)
∑
a21+a
2
2+a
2
3≤N
aj≡rj (mod d2)
1.
Podemos contar los te´rminos que sumamos en el segundo sumatorio haciendo el cambio
de variable, xi = (ai − ri)/d2 para i = 1, 2, 3, as´ı el nu´mero de te´rminos es igual al
volumen de una esfera de radio
√
N/d2 ma´s el error trivial de la esfera, O(R2),
#{(a1, a2, a3)} = #{(x1, x2, x3)} = 4pi
3
(√N
d2
)3
+O
(N
d4
)
.
Y tenemos, ∑
1≤r1,r2,r3≤d2
r21+r
2
2+r
2
3≡0 (mod d2)
∑
a21+a
2
2+a
2
3≤N
aj≡rj (mod d2)
1 = w(d2)
(4pi
3
N3/2d−6 +O(Nd−4)
)
,
donde w(d2) es el nu´mero de soluciones de la ecuacio´n r21+ r
2
2+ r
2
3 = 0 en Z/d2Z; es una
funcio´n multiplicativa y se tiene w(22) = 23 y w(p2) = p4 si p es un primo impar.
Por tanto, finalmente a partir de (3.5),∑
n≤N
µ2(n)r3(n) =
4pi
3
N3/2
∑
d<N1/4
µ(d)w(d2)
d6
+O(N5/4(logN)2)
=
4pi
3
N3/2
∏
p
(1− w(p
2)
p6
) +O(N5/4(logN)2)
y teniendo en cuenta que el producto infinito es igual a (1−2−2)−1(1−2−3)/ζ(2) = 7/pi2
la demostracio´n queda terminada. 2
Lema 3.2.5 Para g definida como en la introduccio´n de este cap´ıtulo,∫ ∣∣∣∣ ∑
n≤M2
e(t
√
n)√
n
∣∣∣∣2 dν(t) ∼ 2 logR y ∫ |g(t)|2 dν(t) ∼ logR.
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Demostracio´n: Empezamos probando la primera expresio´n. Desarrollando el cua-
drado y haciendo el cambio de variable y = t/R, tenemos,
∑
n1≤M2
∑
n2≤M2
1√
n1
√
n2
∫ 2
1
e(yR(
√
n2 −√n1)ψ(y)dy.
Para n1 = n2, el te´rmino diagonal, teniendo el cuenta las propiedades de ψ y el valor
de M deducimos, ∑
n≤M2
1
n
∫ 2
1
ψ(y)dy ∼ 2 logR.
Por tanto, esta primera expresio´n quedara´ probada si comprobamos que la contribucio´n
de los te´rminos no diagonales es ma´s pequen˜a que la de los diagonales.
De hecho, para n1 6= n2 tenemos,
(3.6)
∑
n1,n2≤M2
n1 6=n2
1√
n1
√
n2
ψ̂(R(
√
n1 −√n2)).
Segu´n en que´ parte del rango de sumacio´n nos encontremos, la transformada de
Fourier de ψ se comportara´ de una manera u otra, hecho que condiciona el desarrollo de
la suma.
En el rango |R(√n1 −√n2)| À 1, podemos suponer sin pe´rdida de generalidad que
n1 > n2 y utilizando que,
√
n1−√n2 = (n1−n2)/(√n1+√n2), se tiene, n1−n2 À √n1/R.
Adema´s, en este rango, la transformada decae bien, ψ̂(R(
√
n1 − √n2)) ¿ |R(√n1 −√
n2)|−1. Uniendo todo esto se deduce que∑
n1,n2≤M2
n1 6=n2
1√
n1
√
n2
ψ̂(R(
√
n1 −√n2))¿ 1
R
∑
n1≤M2
∑
n2<n1
1√
n2
1
n1 − n2 .
Intercambiando el orden de sumacio´n se tiene,
1
R
∑
n2≤M2
1√
n2
∑
n2<n1≤M2
1
n1 − n2 ¿
M
R
logM.
Por tanto, queda claro que la contribucio´n de este rango a (3.6) es o(logR).
En el rango |R(√n1 −√n2)| ¿ 1, √n1 y √n2 son comparables, y podemos suponer
sin pe´rdida de generalidad que n2 > n1 de lo que se sigue que n2 − n1 ¿ √n2/R y por
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tanto, n2−B√n2/R ≤ n1 < n2, donde B es una constante. A partir de aqu´ı, utilizando
la acotacio´n ψ̂(R(
√
n1 −√n2))¿ 1, tenemos,∑
n1,n2≤M2
n1 6=n2
1√
n1
√
n2
ψ̂(R(
√
n1 −√n2))¿
∑
n2≤M2
∑
n2−B√n2/R≤n1<n2
1√
n1
√
n2
y es fa´cil ver que que la contribucio´n de este rango a (3.6) tambie´n es o(logR).
Vayamos con la segunda expresio´n, comencemos escribie´ndola en funcio´n de expo-
nenciales (utilizaremos cos(2pit
√
n) = (e(t
√
n)+e(−t√n))/2), desarrollando el cuadrado
y haciendo el cambio de variable y = t/R la expresio´n queda,
∑
n1≤M2
∑
n2≤M2
1
4
√
n1
√
n2
(∫ 2
1
e(yR(
√
n2 −√n1)) + e(yR(√n1 −√n2))ψ(y)dy
+
∫ 2
1
e(yR(
√
n1 +
√
n2)) + e(−yR(√n1 +√n2))ψ(y)dy
)
.
Utilizando que la suma en los dos primeros sumandos es igual que antes y la definicio´n
de transformada de Fourier se sigue que la expresio´n anterior es
logR + o(logR) + o(logR)
∑
n1≤M2
n2≤M2
1
4
√
n1
√
n2
(
ψ̂(−R(√n1 +√n2)) + ψ̂(R(√n1 +√n2))
)
.
Finalmente, apelando de nuevo al decaimiento de ψ̂ no es dif´ıcil comprobar que la
contribucio´n de la suma anterior es o(logR). 2
3.3. Prueba del resultado
Escribamos,
I(R) = I1(R) + I2(R) + I3(R) +O(R),
donde I1(R), I2(R) e I3(R) dan la contribucio´n a I(R) de cada suma del Lema 3.2.2
despue´s de sustituir en el Lema 3.2.1. Por ejemplo,
(3.7) I2(R) =
∑
d<2R
µ(d)
∫
g(t)T (t/d) dν(t).
Con estas definiciones, (3.1) es una consecuencia de los siguientes resultados.
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Proposicio´n 3.3.1 Para R > 2,
I1(R) = −14
pi2
CR logR +O
(
R(logR)5/6
)
.
Proposicio´n 3.3.2 Si R > 2,
I2(R) = O
(
(logR)4
)
.
Proposicio´n 3.3.3 Para R > 2,
I3(R) = O
(
R(logR)5/6
)
.
La clave del argumento esta´ en la demostracio´n de la Proposition 3.3.1. Para probarla
utilizaremos el siguiente lema.
Lema 3.3.4 Dados N , D y L nu´meros reales positivos tales que 1 ≤ D ≤ 2√N y√
N/DL < 1, definimos para cada n ∈ N el conjunto
Cn = {D ≤ d < 2D : 0 6= |||n/d2||| <
√
N/DL}
donde ||| · ||| denota la distancia al entero ma´s cercano. Consideramos tambie´n la suma
S(N,D,L) =
∑
N≤n<2N
an|Cn|.
Entonces,
S(N,D,L) ¿ (logN)2A(3.8)
S(N,D,L) ¿ N1/2A1/2 si D4 < N < L2(3.9)
S(N,D,L) ¿ A si DN13/32 > L,(3.10)
con A = N3/2L−1mı´n(1,M40N−20).
Demostracio´n: Usando la definicio´n de an junto con que r3(n) = O(
√
n (log n)2)
(ve´ase (3.4)) y con que φ̂(x)¿ (1 + |x|40)−1 se sigue,
an ¿ (logN)2mı´n(1,M40N−20).
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Dados m y d, como mucho hay 2d2
√
N/DL valores de n que satisfagan 0 6= |n/d2 −
m| < √N/DL (se deduce despejando n de la desigualdad), por tanto podemos escribir,∑
N≤n<2N
|Cn| ¿
∑
m³N/D2
∑
d³D
d2
√
N
DL
¿ N3/2L−1.
Combinando esta acotacio´n con la anterior de an obtenemos (3.8),
S(N,D,L)¿ sup
N≤n≤2N
an
∑
N≤n<2N
|Cn| ¿ (logN)2A.
Probamos ahora (3.9), por tanto que en lo que sigue estamos bajo las hipo´tesis de
este caso.
Si 0 6= |||n/d2||| < √N/DL entonces existe un h ∈ Z tal que |h| < d2√N/DL y
d2|n− h. La existencia del h se puede ver definie´ndolo como h = n−md2, as´ı es menor
que
√
N/DL y (n− h)/d2 = m. A partir de aqu´ı, por el Lema 3.2.3, despue´s de aplicar
la desigualdad de Cauchy, deducimos,
(3.11) S2(N,D,L)¿ N mı´n(1,M80N−40)
∑
N≤n<2N
( ∑
0<|h|¿D√N/L
∑
D≤d<2D
d2|n−h
1
)2
.
La suma de la u´ltima expresio´n se puede escribir de la siguiente manera,∑
D≤d1<2D
D≤d2<2D
∑
0<|h1|¿D
√
N/L
0<|h2|¿D
√
N/L
|{N ≤ n < 2N : n ≡ h1 (mod d21), n ≡ h2 (mod d22)}|.
Cuantificaremos esta suma separando los te´rminos “diagonales”, h1 = h2 = h, de los
que no lo son y sumando la contribucio´n de ambos tipos de te´rminos.
Comencemos con los te´rminos “diagonales”, su aportacio´n viene dada por∑
0<|h|¿D√N/L
∑
D≤d1,d2<2D
N
[d1, d2]2
¿ N
3/2
LD3
∑
D≤d1,d2<2D
(d1, d2)
2 ¿ N3/2L−1
donde [·, ·] y (·, ·) denotan el mı´nimo comu´n mu´ltiplo y el ma´ximo comu´n divisor res-
pectivamente (obse´rvese que [d1, d2]
2 < N porque D4 < N).
Por el Teorema Chino del Resto, n ≡ h1 (mod d21), n ≡ h2 (mod d22) tiene una u´nica
solucio´n (mod [d1, d2]
2) cuando (d1, d2)
2|h1−h2. Por tanto la contribucio´n de los te´rminos
no diagonales a la suma es∑
D≤d1,d2<2D
(D√N
L
)2
(d1, d2)
−2 N
[d1, d2]2
¿ N2L−2 ≤ N3/2L−1
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siempre que N < L2. Sustituyendo estos ca´lculos en (3.11) se sigue,
S(N,D,L)¿ N5/4L−1/2mı´n(1,M40N−20)¿ N1/2A1/2,
y (3.9) queda probado.
Para probar (3.10) empezamos como en la prueba de (3.8), observando que estando
fijadosm y d hay como mucho 2d2
√
N/DL valores de n tales que |n−md2| < d2√N/DL;
entonces se tiene,
S(N,D,L)¿
∑
m³N/D2
∑
d³D
∑
n∈Im,d
an,
donde Im,d es un intervalo contenido en {x : |x−md2| ≤ 4D
√
N/L}. Aplicando (1.4)
del Teorema 1.1 de [Ch-Iw] con R2 = md2, R¿ N , RH ³ D√N/L y R2H ³ DN/L se
deduce (obse´rvese que S(R,H)¿ R2H es trivial para 1 ≤ H ¿ R),∑
n∈Im,d an
mı´n(1,M40N−20)
¿ D
√
N/L+
(
D/L
)7/8
N7/16 +
(
D
√
N/L
)2/3
N1/32 + 1¿ D
√
N/L,
lo que lleva, bajo las hipo´tesis de (3.10), a
S(N,D,L) ¿ mı´n(1,M40N−20)
∑
m³N/D2
∑
d³D
D
√
N/L ¿ A
y concluye la prueba. 2
Demostracio´n de la Proposicio´n 3.3.1: Recordando la definicio´n de I1(R) tenemos,
I1(R) = − 1
pi
∑
d<2R
µ(d)
d
∑
m≤M2
∞∑
n=1
an√
nm
I(n,m, d),
donde
I(n,m, d) =
∫
t cos(2pit
√
m) cos(2pi
t
d
√
n) dν(t)
= Rηˆ(R(
√
m−
√
n
d
)) +O(R−2),
siendo η la extensio´n par de xψ(x)/4. Deberemos distinguir dos situaciones, cuando
n = d2m (caso diagonal) y cuando n 6= d2m (caso no diagonal).
Caso diagonal : Por la fo´rmula para I(n,m, d) se tiene,
I(n,m, d) =
1
2
CR +O(R−2).
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Por tanto, su contribucio´n a I1(R) es
−CR
2pi
∞∑
n=1
∑
d2|n√
n/M<d<2R
µ(d)
an
n
+O(1) = −CR
2pi
∞∑
n=1
an
n
(
µ2(n) +O(
n
R2
+
√
n
M
)
)
= −14
pi2
CR logM +O(R),
para hallarla hemos utilizado que
∑
d2|n µ(d) = µ
2(n), el Lema 3.2.4 y el comportamiento
de φ̂.
Caso no diagonal : Comenzamos tratando los te´rminos que verifican 0 6= |√m −
d−1
√
n| < (4R)−1, obse´rvese que esta situacio´n implica que 0 6= |m− n/d2| < √n/dR y
d < 2
√
n.
Usando la estimacio´n trivial I(n,m, d) ¿ R, la contribucio´n de estos te´rminos a
I1(R) esta´ controlada por
R
∑
d<2R
1
d
∑
0 6=|m−n/d2|<
√
n
dR
an√
nm
¿ R
∑
d<2R
∑
06=|m−n/d2|<
√
n
dR
an
n
.
En el rango n ≥ d2R2 la suma interior esta´ acotada por ∑n≥d2R2 an/(dR√n) y su
aportacio´n es menor que O(R). Por tanto, los te´rminos tales que 0 6= |√m− d−1√n| <
(4R)−1 contribuyen,
R
∑
d<2R
∑
0<||| n
d2
|||<
√
n
dR
<1
an
n
+O(R).
Del mismo modo se pueden considerar los te´rminos tales que λ/8R ≤ |√m− d−1√n| <
λ/4R, λ ≥ 1, y por el decaimiento de η̂ (representado ma´s abajo como λ−50) podemos
suponer que λ es menor que una potencia de R, digamos λ < R, esto implica de nuevo
d < 2
√
n. As´ı, la contribucio´n total de la parte no diagonal esta´ controlada por
R
∑
λ=2i<R
λ−50
∑
d<2R
∑
0<||| n
d2
|||<λ
√
n
dR
<1
an
n
+O(R),
donde para omitir los te´rminos con λ
√
n/(dR) ≥ 1 se usa el decaimiento de an si λ <
(logR)1/4 y en caso contrario el factor λ−50.
Despue´s de todas estas reducciones, utilizando la notacio´n del Lema 3.3.4, la contri-
bucio´n de la parte no diagonal queda acotada por
R
∑
λ=2i<R
λ−50
∑
N=2j
N−1
∑
λR−1
√
N<D=2k<2
√
N
S(N,D,Rλ−1) +O(R).
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Empleando (3.8) podemos ver que la suma sobre N ≥ (Rλ−1)2 queda absorbida por
O(R). A continuacio´n, usaremos la siguiente desigualdad,
S(N,D,Rλ−1)¿ λN5/4R−1/2mı´n(1,M20N−10),
e´sta se sigue del Lema 3.3.4 usando (3.8) si N < (Rλ−1)8/5; (3.9) cuando (Rλ−1)8/5 ≤
N ≤ (Rλ−1)2 y D < (Rλ−1)2/5 (as´ı se garantiza D4 < N); y (3.10) si (Rλ−1)8/5 ≤ N ≤
(Rλ−1)2 y D ≥ (Rλ−1)2/5.
Por tanto, a partir de la desigualdad, se deduce que la contribucio´n de los te´rminos
no diagonales es∑
λ=2i<R
λ−49
∑
N=2j
∑
D=2k<2
√
N
N1/4R1/2mı´n(1,M20N−10)¿ R(logR)5/6,
y la prueba queda completa. 2
Demostracio´n de la Proposicio´n 3.3.2: Partimos de (3.7), los te´rminos diagonales
contribuyen,
∞∑
n=1
an
n3/2
∑
d<2R,d2|n
µ(d)d¿
∞∑
n=1
an
n
¿ logM.
Los te´rminos restantes, usando cotas triviales, dan
1
R
∑
d<2R
∑
n 6=md2
an
n
√
m
· 1|√m−√n/d|
y esto esta´ acotado por O((logR)4). 2
Demostracio´n de la Proposicio´n 3.3.3: Partimos de la definicio´n y la acotacio´n de
U(R) dadas en el Lema 3.2.2, las sustituimos en el Lema 3.2.1, y despue´s introducimos
la acotacio´n resultante de E∗(t) en la definicio´n de I(R), as´ı,
I3(R)¿ R
∫
|g(t)|dν(t) +
∑
d<2R
∫
|g(t)|
∞∑
k=1
r3(k)χk(t/d)dν(t).
Comenzamos acotando la contribucio´n del primer sumando, para ello aplicamos la
desigualdad de Cauchy y el Lema 3.2.5, as´ı se sigue,
R
∫
|g(t)|dν(t) ≤ R
(∫
|g(t)|2dν(t)
)1/2(∫
dν(t)
)1/2
¿ R(logR)1/2.
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Por tanto,
I3(R)¿ R(logR)1/2 +
∑
d<2R
∫
|g(t)|
∞∑
k=1
r3(k)χk(t/d) dν(t).
Aplicando de nuevo la desigualdad de Cauchy y el Lema 3.2.5 deducimos que
I3(R)¿ R(logR)1/2 + (logR)1/2
∑
d<2R
(∫ ∣∣ ∞∑
k=1
r3(k)χk(t/d)
∣∣2 dν(t))1/2.
Desarrollando el cuadrado y haciendo un cambio de variable la integral queda acotada
por
d
R
∑
j,k
r3(j)r3(k)
∫ 2R/d
R/d
χj(t)χk(t) dt.
Obse´rvese ahora que como χk es la funcio´n caracter´ıstica de [
√
k − 1/M,√k + 1/M ]
se tiene que χj(t)χk(t) = 0 si |
√
j − √k| > 2/M ; por consiguiente la u´ltima expresio´n
esta´ acotada superiormente por
d
RM
∑
j,k³R2/d2
|√j−√k|≤2/M
r3(j)r3(k)¿ d
RM
∑
j,k³R2/d2
|j−k|¿R/dM
r3(j)r3(k),
donde hemos utilizado que |√j −√k| = |j − k|/(√j +√k).
A partir de la desigualdad elemental,
∑
l≤L
∑
n anan+l ≤ 4L‖a‖2, tenemos,
I3(R)¿ R(logR)1/2 + (logR)1/2
∑
d<2R
(
d
RM
( R
Md
+ 1
) ∑
k³R2/d2
r23(k)
)1/2
,
y por el Lema 3.2.3 concluimos que I3(R)¿ R(logR)5/6. 2
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Cap´ıtulo 4
Puntos del ret´ıculo en elipsoides
racionales
4.1. Introduccio´n
El objetivo de este cap´ıtulo es estudiar el nu´mero de puntos del ret´ıculo en elipsoides
racionales. Como siempre en este tipo de problemas, sabemos que este nu´mero sera´ ma´s
o menos como el volumen. El desaf´ıo consiste en acotar lo mejor posible ese “ma´s o
menos”, es decir, el te´rmino de error
E(R) = #{~n ∈ Z3 : ~n/R ∈ B} − Vol(B)R3,
donde B es un elipsoide racional en R3 que contiene al origen. Buscamos el mejor de los
exponentes posibles para E(R),
θ3 = ı´nf{α : E(R) = O(Rα)}.
Al igual que en el problema de la esfera se conjetura que θ3 = 1 y se sabe, como dijimos
en la introduccio´n general, que θ3 ≥ 1 (incluso se conoce algo ma´s fino [No3]). Respecto
a la cota superior, en [Ch] se prueba que θ3 ≤ 4/3, cota mejor que la de los cuerpos
convexos generales [Mu¨2] y peor que la de la esfera [HB2].
Comenzaremos nuestra aproximacio´n al problema escribiendo el nu´mero de puntos
del ret´ıculo en un elipsoide racional como una suma que despue´s regularizaremos con
el fin de obtener un te´rmino principal y un te´rmino de error que quedara´ expresado en
funcio´n de sumas trigonome´tricas.
Por otro lado, debido a la regularizacio´n, al igual que en la esfera, perdemos un
poco. La suma inicial se alarga y nos encontramos contando puntos en un elipsoide ma´s
grande que el original. Sin embargo, esta pe´rdida no causa ningu´n contratiempo, los
puntos del ret´ıculo entre el nuevo elipsoide y el inicial son sumas cortas de coeficientes
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de formas modulares. Estos coeficientes se descomponen en una parte cuspidal y en otra
no cuspidal (una combinacio´n lineal de series de Eisenstein). En dimensiones mayores
que tres la parte no cuspidal codifica la informacio´n local y es la que ma´s contribuye.
Sin embargo, W. Duke y R. Schulze-Pillot han mostrado en varios trabajos que lo que
ocurre en dimensio´n tres es diferente y ma´s complicado (ve´anse [Blo], [Du-Sc] y [Han]).
En nuestra aproximacio´n, una vez llegados a las sumas cortas de coeficientes de
formas modulares, emplearemos la fo´rmula de masa de Siegel [Sie] para expresar la
contribucio´n de la parte no cuspidal como una suma de un producto de factores locales,
la cual seremos capaces de expresar como una suma corta de funciones L. Conseguiremos
acotar este tipo de sumas adaptando el me´todo de [HB2]. Por otro lado, los coeficientes
cuspidales no se pueden controlar individualmente, pero, usando la estructura de la
correspondencia de Shimura, la cota de W. Duke y H. Iwaniec para peso semientero
(ve´anse [Du] e [Iw]) y la conjetura de Ramanujan-Petersson para peso 2 (dada por
Eichler y Shimura) se consigue probar que la contribucio´n cuspidal gana una potencia
pequen˜a con respecto al error de la parte no cuspidal (este ahorro no se consigue con
cualquier cota no trivial).
Relacionamos a continuacio´n, la forma de proceder en la esfera para acotar el te´rmino
de error con el razonamiento que se utiliza en los elipsoides racionales. En la esfera (ve´ase
el cap´ıtulo 2, [Ch-Iw] o [HB2]) es fundamental descomponer el te´rmino de error utilizando
caracteres aditivos (sumas trigonome´tricas) y multiplicativos (sumas de caracteres). En
el caso de los elipsoides racionales en la descomposicio´n del te´rmino de error aparece una
parte modular (sumas cortas de coeficientes de formas modulares). Adema´s creemos que,
como hemos dicho en la introduccio´n general, es la primera vez que las formas modulares
intervienen en uno de los problemas cla´sicos de puntos del ret´ıculo.
Probaremos que en el te´rmino de error del problema de los elipsoides dominara´n la
parte aditiva y la multiplicativa, con lo que se logra conseguir en los elipsoides racionales
la misma estimacio´n del error que en la esfera [HB2]:
Teorema 4.1.1 Sea B = {~x ∈ R3 : Q(~x) ≤ 1} donde Q es una forma cuadra´tica
definida positiva con coeficientes racionales, entonces, θ3 ≤ 21/16.
4.2. Descomposicio´n del te´rmino de error
De ahora en adelante, gracias a que θ3 es invariante por dilataciones de B, podemos
suponer que la forma cuadra´tica Q tiene coeficientes enteros. As´ı partimos de una matriz
A ∈ GL3(Z) con nu´meros pares en la diagonal tal que
Q(~x) =
1
2
~xtA~x.
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Denotaremos con D al determinante de A. Cambiando A por 2A podremos suponer que
DA−1 tiene de nuevo nu´meros pares en la diagonal y que 4|D. Por tanto, la forma dual
Q∗(~x) = 1
2
~xtDA−1~x sera´ tambie´n una forma cuadra´tica entera.
El nu´mero de representaciones de n a partir de Q, rQ(n), aparece en la funcio´n theta,
θQ(z) =
∑
rQ(n)e(nz), la cual, es una forma modular en M3/2(Γ0(D), χ) (ve´anse [Sh]
p. 456 e [Iw2] Prop.10.6). No es una forma cuspidal, de hecho, su proyeccio´n sobre el
espacio lineal generado por las series de Eisenstein es la funcio´n theta asociada al ge´nero,
θgen(z) =
∑
r(n, gen Q)e(nz) y sus coeficientes, r(n, gen Q) (el nu´mero de soluciones
enteras para todas las formas cuadra´ticas pertenecientes al mismo ge´nero que Q) esta´n
dados por la fo´rmula de masa de Siegel [Sie],
r(n, gen Q) =
4pi
√
2n√
D
L(n) con L(n) =
∏
p
δp(n),
donde δp(n) son las densidades p-a´dicas de las soluciones de Q(~x) = n.
Adema´s, para α suficientemente grande se tiene,
δp(n) = p
−2αNpα(n)
siendo Nq(n) el nu´mero de soluciones de Q(~x) = n en (Z/qZ)3.
Escribiremos,
an = rQ(n)− r(n, gen Q).
Es el n-e´simo coeficiente de una forma en S3/2(Γ0(D), χ), el espacio lineal de las formas
cuspidales de peso 3/2 con multiplicador χ.
Por u´ltimo antes de empezar la descomposicio´n del te´rmino de error, introduciremos
una funcio´n de suavizado, la misma que se escoge en la esfera, (ve´ase [Ch-Iw]),
f(x) =

x si 0 ≤ x ≤ R
R(R +H − x)/H si R ≤ x ≤ R +H
0 en otro caso,
donde 0 < H < 1.
Esta funcio´n tiene una transformada seno de Fourier con fo´rmula expl´ıcita pero con
decaimiento lento,
f˜(ξ) := 2
∫ ∞
0
f(t) sen(2piξt) dt =
sen(2piRξ)
2pi2ξ2
− R
H
sen(piHξ)
pi2ξ2
cos(pi(2R +H)ξ).
Una vez vistas todas estas definiciones, estamos preparados para descomponer el
te´rmino de error de nuestro problema en tres partes, T , C y M, que sera´n tratadas con
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sumas trigonome´tricas, sumas de caracteres y formas modulares respectivamente en las
secciones 3, 4 y 5. Al igual que en la esfera el taman˜o de H se puede elegir. De hecho,
en la seccio´n 6 escogeremos H = R−5/8 que corresponde al H o´ptimo que se elige en el
problema de la esfera (ve´ase [HB2]).
Proposicio´n 4.2.1 Con las definiciones anteriores, tenemos para R > 1 y 0 < H < 1,
E(R) = T + C +M
donde
T = 8pi
√
2√
D
∫ R+H
R
rf(r) dr − 1 +
√
2
∞∑
n=1
rQ∗(n)
f˜(
√
4n/D)√
n
,
C = −4pi
√
2√
D
∑
R<
√
n<R+H
L(n)f(
√
n) y M = −
∑
R<
√
n<R+H
an
f(
√
n)√
n
.
En la pro´xima seccio´n (en la prueba de la Proposicio´n 4.3.1) comprobaremos que la
serie que aparece en la definicio´n de T converge, es ma´s, lo hace uniformemente para
R en un intervalo acotado. Teniendo en cuenta esto, la descomposicio´n de E(R) es una
consecuencia de la siguiente fo´rmula de sumacio´n (cf. [Ch-Iw]).
Lema 4.2.2 Sea g ∈ C∞0
(
[0,+∞)) con g(0) = g′′(0) = 0, entonces
∞∑
n=1
rQ(n)
g(
√
n)√
n
=
8pi
√
2√
D
∫ ∞
0
rg(r) dr − g′(0) +
√
2
∞∑
n=1
rQ∗(n)
g˜(
√
4n/D)√
n
.
Demostracio´n: Por la definicio´n de rQ(n),
rQ(n) = ]{(n1, n2, n3) ∈ Z3 : Q(n1, n2, n3) = n},
podemos escribir,
g′(0) +
∞∑
n=1
rQ(n)
g(
√
n)√
n
=
∑
~n
g(
√
Q(~n))√
Q(~n)
,
donde ~nt = (n1, n2, n3) y g
′(0) = g(0)/0 por convenio.
Sea G(~x) la extensio´n de g(
√
Q(~x))/
√
Q(~x) en C20(R3). Aplicando la fo´rmula de
sumacio´n de Poisson se tiene,
(4.1) g′(0) +
∞∑
n=1
rQ(n)
g(
√
n)√
n
=
∑
~n
Ĝ(~n).
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Usando coordenadas esfe´ricas conocemos que la transformada de Fourier de g(‖~x‖)/‖~x‖
es g˜(‖~x‖)/‖~x‖ (ve´ase Lema 2.1 de [Ch-Iw]). Por otro lado, teniendo en cuenta que un
elipsoide puede transformarse en una esfera, hacemos el cambio de variable, ~x 7→ 1√
2
C−1~x
donde CtAC = I, o equivalentemente, A−1 = CCt. As´ı, tras algunas manipulaciones,
deducimos,
Ĝ(~n) =
√
2g˜(
√
4Q∗(~n)/D)√
Q∗(~n)
para ~n 6= ~0 y Ĝ(~0) = 8pi
√
2√
D
∫ ∞
0
rg(r) dr.
Sustituyendo lo anterior en (4.1), el resultado queda demostrado. 2
Demostracio´n de la Proposicio´n 4.2.1: Escribamos el te´rmino de error,
E(R) =
∑
1≤n≤R2
rQ(n)− Vol(B)R3
=
∞∑
n=1
rQ(n)
f(
√
n)√
n
−
∑
R<
√
n<R+H
rQ(n)
f(
√
n)√
n
− 8pi
√
2√
D
∫ R
0
rf(r) dr.
Por el Lema 4.2.2 queda claro que el primer y el tercer te´rmino dan T . Por otro lado, a
partir de la definicio´n de an y de la fo´rmula de masa de Siegel tenemos,
rQ(n) =
4pi
√
2n√
D
L(n) + an,
sustituyendo esto en el segundo te´rmino comprobamos que de e´l vienen C y M. 2
4.3. La suma trigonome´trica
La suma trigonome´trica que aparece en este problema es ana´loga a la que se trata
en [Ch-Iw]. Por ello, aqu´ı so´lo esbozaremos el argumento.
Proposicio´n 4.3.1 Para cualquier 0 < H < 1 < R < H−2 y ε > 0, tenemos
T = 4
√
2pi√
D
HR2 +O²
(
(R21/16+ε +RH−1/2 +R29/24H−5/24 +R11/8H1/8)H−ε
)
.
observacio´n: En el cap´ıtulo 2 hemos probado que los te´rminos R21/16+ε y R11/8H1/8
se pueden reducir. Sin embargo, como esta mejora no produce cambios en el resultado
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final, en esta seccio´n preferimos apelar a la acotacio´n de [Ch-Iw] al igual que se hace
en [Ch-Cr-Ub2]. Finalmente, indicar que cualquier mejora incondicional del te´rmino
(R11/6+²H5/6) que lleva al R21/16 en la Proposicio´n 4.4.3 (la suma de caracteres) implica-
r´ıa tambie´n una mejora incondicional para nuestro resultado principal (siempre y cuando
la mejora no produjese que alguno de los otros te´rminos alcanzase el R21/16).
Demostracio´n: Empezamos probando con un ca´lculo que
(4.2)
8pi
√
2√
D
∫ R+H
R
rf(r) dr =
4pi
√
2√
D
HR2 +
4pi
√
2
3
√
D
H2R,
donde f es la funcio´n de suavizado de siempre (definida en la seccio´n anterior). A partir
de aqu´ı la cuestio´n principal es estimar
(4.3) Sf˜ (R) =
√
2
∞∑
n=1
rQ∗(n)
f˜(
√
4n/D)√
n
.
La aplicacio´n del Lema 4.2.2 esta justificada porque probaremos que
VN(R) =
∑
N≤n<2N
rQ∗(n)e(R
√
4n/D)
satisface (4.4), lo que asegura que la serie resultante del Lema 4.2.2 converge uniforme-
mente en los compactos.
Escribamos,
VN(R) =
∑
~n
e(R
√
4
D
(
D
2
~ntA−1~n)).
Lo primero que debemos hacer es diagonalizar Q∗ (forma dual definida en la seccio´n
anterior). Para ello, hacemos el cambio de variable ~n = B~m, siendo B una matriz en
GL3(Q) tal que BtDA−1B = J , donde J es una matriz diagonal perteneciente a GL3(Q).
Tras el cambio,
VN(R)¿
∣∣∣∑
~m
e(R
√
2
D
~mtJ ~m)
∣∣∣.
Sin embargo, ~m = B−1~n no siempre es un vector de coordenadas enteras, por ello
debemos multiplicarlo por m, el entero positivo ma´s pequen˜o tal que mB−1 ∈ GL3(Z)
y tiene elementos pares en la diagonal (se dice que m es el nivel de B−1), as´ı obtenemos
~p = mB−1~n ∈ Z3. Finalmente, multiplicando por s (nivel de J) los elementos de dicha
matriz, tenemos,
VN(R)¿
∣∣∣ ∗∑
~p
e
(
Rt
√
~ptM~p
)∣∣∣,
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donde t =
√
2/(m
√
sD) y M = sJ , matriz diagonal, que ahora pertenece a Gl3(Z). El
asterisco indica que la suma no es sobre todos los enteros, es ma´s, ~p = (an1 + bn2 +
cn3, dn1 + fn2 + gn3, hn1 + in2 + jn3) donde a, b, c, d, e, f, g, h y i son los elementos de
mB−1.
Ahora nuestro problema es equivalente a contar puntos del ret´ıculo en elipsoides
dilatados tR, pero como θ3 no se ve afectado por dilataciones, esto no es ningu´n incon-
veniente. Adema´s, veremos a continuacio´n que para acotar VN(R) basta utilizar el Lema
3.1 de [Ch-Iw] con ligeras modificaciones.
Comenzamos como en e´l eligiendo la coordenada ma´s pequen˜a de ~p, digamos que es
p3 y a partir de p1 y p2 creamos una nueva variable, n = Ap
2
1 +Bp
2
2 (A y B son los dos
primeros elementos de la diagonal de M). Teniendo en cuenta que
]{(p1, p2) ∈ Z2 : Ap21 +Bp22 = n} ¿ N ε,
aplicamos el Lema 7.3 de [Gr-Ko] en la suma sobre p3, as´ı,
VN(R)¿ N ε
∑
n³N
∣∣ ∑
p3¿
√
N
e(θp3)e(Rt
√
n+ Cp23)
∣∣,
(C es el tercer elemento de la diagonal de M).
A partir de aqu´ı, dividiendo el rango de la suma interior en segmentos de longitud
N1/2−ε, aplicando la desigualdad de Cauchy y separando el te´rmino diagonal, obtenemos,
V 2N(R)¿ N5/2+ε +N1+ε
∑
p4,p5<
√
N
∣∣∣∑
n³N
e(Rt
(√
n+ Cp24 −
√
n+ Cp25 )
)∣∣∣,
donde |p4 − p5| < N1/2−ε.
Hacemos ahora un nuevo cambio de variable, x = n + Cp24 e y = C(p
2
5 − p24), de
aqu´ı escribimos, y ³ D y D ¿ N1−ε, entonces,∑
y³D
]{(p4, p5) ∈ Z2 : C(p24 − p25) = y} =
∑
y³D
O(N ε)
y
V 2N(R)¿ N5/2+ε +N1+ε
∑
y³D
∣∣∣∑
x³N
e(f(x, y))
∣∣∣,
donde f(x, y) = Rt(
√
x − √x+ y). Como t es una constante bien definida que so´lo
depende de Q∗ el resto de la prueba se sigue del Lema 3.1 de [Ch-Iw]. As´ı se deduce,
VN(R) ¿ N5/4+ε +N εmı´n
(
R3/8N15/16 +R1/8N17/16,(4.4)
R7/24N49/48 +R5/24N53/48
)
,
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lo que da
N−1VN(R) ¿ R5/16 si N ≤ R,
N−1VN(R) ¿ (H−1/2 +R5/16)H−² si R ≤ N ≤ H−2, y
N−3/2VN(R) ¿ (H1/2 +R3/8H9/8)H−² si H−2 ≤ R.
(Obse´rvese que en la p. 427 de [Ch-Iw] y en (5.3) del mismo art´ıculo en lugar de
R9/8H−1/8 deber´ıa aparecer R11/8H1/8).
Finalmente, usando las desigualdades anteriores para acotar Sf˜ deducimos,
Sf˜ (R)¿ (R21/16+ε +RH−1/2 +R29/24H−5/24 +R11/8H1/8)H−ε,
combinando esta cota con (4.2) la prueba queda terminada. 2
4.4. La suma de caracteres
El objetivo de esta seccio´n es estimar la suma C. Para ello el paso clave esta´ en
expresarla como una suma de caracteres. Esto se logra probando que L(n) es una suma
de funciones L sobre divisores cuadrados de n salvo por algunos factores locales. Adema´s
estos factores no interfieren en la acotacio´n final gracias a su periodicidad, as´ı que e´sta
es importante. Comenzamos estudia´ndola.
Recordamos antes de empezar que Nq(n) es el nu´mero de soluciones de Q(~x) = n
en (Z/qZ)3. Definimos del mismo modo, N∗q (n), pero ahora so´lo considerando solucio-
nes primitivas, es decir, aquellas que tienen al menos una coordenada coprima con q.
Obse´rvese que ambas son funciones multiplicativas en q.
Lema 4.4.1 Sea p un nu´mero primo tal que pr‖D y sea α un entero positivo, entonces
δ∗p(n) = p
−2αN∗pα(n)
no depende de la eleccio´n de α siempre y cuando α ≥ r+1 si p 6= 2 y α ≥ r+3 si p = 2.
observacio´n: No´tese que por definicio´n se sigue que δ∗p(n) es p
r+1-perio´dica en n si
p 6= 2 y 2r+3-perio´dica si p = 2.
Demostracio´n: La prueba se divide de forma natural en dos casos, p impar y p = 2.
Comenzamos con la demostracio´n del caso impar.
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Empecemos escribiendo, A = CtTC, donde T es una matriz diagonal con coeficientes
enteros, C tiene coeficientes en Zp (los enteros p-a´dicos) y |C| ∈ Z×p ([Jo], Theorem 32).
As´ı podemos suponer sin pe´rdida de generalidad que Q(~x) es una forma diagonal. Por
tanto, escribimos,
Q(~x) = t1x
2
1 + t2x
2
2 + t3x
2
3,
y suponemos que paj‖tj para todo j ∈ {1, 2, 3} con los aj son decrecientes. Definimos
ahora para cualquier α > a1, N ∗pα(n), el nu´mero de soluciones primitivas de Q(~x) ≡
n (mod pα) con 1 ≤ xj ≤ pα−aj para todo j ∈ {1, 2, 3}.
Podemos expresar cada componente de una solucio´n contada por N∗pα(n) como wj +
pα−ajhj con 1 ≤ wj ≤ pα−aj y 0 ≤ hj < paj . Entonces,
N∗pα(n) = p
a1+a2+a3N ∗pα(n).
Consideramos ~w, solucio´n primitiva de Q(~x) ≡ n (mod pα), cada uno de sus compo-
nentes es como antes, es decir, 1 ≤ wj ≤ pα−aj . Si ~x = ~w+ (pα−a1m1, pα−a2m2, pα−a3m3)
con 0 ≤ mj ≤ p− 1, es fa´cil comprobar que Q(~x) ≡ n (mod pα+1) es equivalente a
Aw1m1 +Bw2m2 + Cw3m3 ≡ n−Q(~w)
2pα
(mod p) con p - A,B,C.
Con ~w como antes esta ecuacio´n tiene p2 soluciones (m1,m2,m3). Por tanto, N ∗pα+1(n) =
p2N ∗pα(n) y consecuentemente, N∗pα+1(n) = p2N∗pα(n). De aqu´ı se sigue que p−2αN∗pα(n)
es constante si α ≥ r + 1 > a1.
Retornamos al caso p = 2 y comenzamos su prueba. Toda forma cuadra´tica es equiva-
lente sobre Z2 a s1x21+s2x22+s3x23, s1x21+s2x2x3 o s1x21+s2(x22+x2x3+x23) ([Jo], p.84–85).
Como los tres casos son muy parecidos nos restringimos a Q(~x) = s1x
2
1+s2(x
2
2+x2x3+x
2
3)
en esta demostracio´n.
Suponemos que 2ai‖si y definimos, para α > ma´x(a1 + 2, a2), N ∗2α(n), el nu´mero de
soluciones primitivas de Q(~w) ≡ n (mod 2α) con 1 ≤ w1 ≤ 2α−a1−1 y 1 ≤ w2, w3 ≤
2α−a2 . Observamos que cambiar x1 por x1 + 2α−a1−1m1 o xj por xj + 2α−a2mj, j =
2, 3, deja invariante la congruencia Q(~x) ≡ n (mod 2α), por tanto, se tiene como antes
que N∗2α(n) = 2
a1+1+2a2N ∗2α(n) y una solucio´n contada por N ∗2α+1(n) es de la forma
~w + (2α−a1−1m1, 2α−a2m2, 2α−a2m3) para algu´n mi ∈ {0, 1}. Sustituyendo una de estas
soluciones, ~x, en Q(~x) ≡ n (mod 2α+1) deducimos,
s12
α−a1w1m1 + s22α−a2(w2m3 + w3m2) ≡ n−Q(~w) (mod 2α+1).
Dado ~w, hay 22 posibilidades para (m1,m2,m3) (obse´rvese que s12
−a1 y s22−a2 son
enteros impares) entonces se cumple que N ∗2α+1(n) = 22N ∗2α(n) y por tanto N∗2α+1(n) =
22N∗2α(n), adema´s 2
−2αN∗2α(n) es constante para α ≥ r + 3 > ma´x(a1 + 2, a2). 2
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Ayudados del lema anterior, en el siguiente resultado probaremos que L(n) se puede
expresar como una suma de funciones L, excepto por ciertos factores que se pueden
controlar gracias a que como veremos, son perio´dicos.
Lema 4.4.2 Existe una funcio´n B, 8D2-perio´dica, tal que
L(n) =
∑
d2|n
d−1B(n/d2)L(1, χDn/d2), donde χm =
(m
·
)
.
Demostracio´n: Empezamos observando que N∗pα(n) y Npα(n) esta´n relacionados de
la siguiente forma,
Npα(n) =
∑
p2γ |(n,pα)
N∗pα−γ
( n
p2γ
)
pγ.
Por otro lado, a partir de las definiciones de δp(n) y δ
∗
p(n) para α suficientemente
grande tenemos que p2αδp(n) = Npα(n) y p
2αδ∗p(n) = N
∗
pα(n), entonces,
(4.5) δp(n) =
∑
p2γ |n
1
pγ
δ∗p
( n
p2γ
)
.
Para p - D el Hilfssatz 16 de [Sie] garantiza
δp(n) =
∑
p2γ |n
1
pγ
1− p−2
1− χDn/p2γ (p)p−1
o de manera equivalente, por (4.5), δ∗p(n) = (1− p−2)/(1− χDn(p)p−1). As´ı,
L∗(n) :=
∏
p
δ∗p(n) = B(n)L(1, χDn),
donde B(n) = CD
∏
p|D δ
∗
p(n) y CD =
∏
p-D(1 − p−2). Adema´s, por el Lema 4.4.1, se
puede observar que B es 8D2-perio´dica.
Finalmente, utilizando que δ∗p(n) = δ
∗
p(m
2n) para p - m, obtenemos,
L(n) =
∑
d2|n
d−1L∗(n/d2),
lo cual lleva a la fo´rmula esperada. 2
Una vez expresado L(n) como suma de funciones L, estimaremos C, para ello emple-
aremos [HB2].
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Proposicio´n 4.4.3 Para cualesquiera R ≥ 1 ≥ H > 0 y ε > 0 existe una constante
c = c(Q) tal que,
C = cR2H +O²
(
R1+ε(R5/6H5/6 +R4/15 +R1/6H−1/6)
)
.
Demostracio´n: Aplicando el Lema 4.4.2 podemos expresar C como
C = −4pi
√
2√
D
8D2∑
ν=1
B(ν)
∑
d<R+H
d−1
∑
R/d<
√
m<(R+H)/d
m≡ν (mod 8D2)
L(1, χDm)f(d
√
m).
A continuacio´n, sumando por partes y utilizando los Lemas 1 y 2 de [HB2] (que
tambie´n funcionan con la condicio´n de la congruencia) la proposicio´n queda demostrada
(ve´ase tambie´n el Corolario 4.2 y la prueba del Teorema 1.1 en [Ch-Iw]). 2
4.5. La suma modular
En esta seccio´n acotaremos la contribucio´n modular, M.
Proposicio´n 4.5.1 Para cualesquiera R ≥ 1 ≥ H > 0 y ε > 0 se tiene,
M = O²
(
R27/14+²H +R
)
.
Este resultado esta´ directamente relacionado con la estimacio´n de los coeficientes de
Fourier de las formas modulares de peso semientero, dicha estimacio´n fue introducida
en [Iw] y extendida en [Du] y [Du-Sc]. En este u´ltimo art´ıculo (ve´anse tambie´n [Blo]
y [Sc-Pi]) se habla del nu´mero de representaciones por formas en el mismo ge´nero y
tambie´n en el mismo ge´nero espinorial, manipulando a partir de estos resultados es
posible concluir la proposicio´n anterior, sin embargo, preferimos emplear la cota para
formas cuspidales de peso 3/2 que enunciamos en el siguiente lema, adema´s e´sta extiende
el Lema 2 de [Du-Sc].
Lema 4.5.2 Sea f(z) =
∑
ane(nz) ∈ S3/2
(
Γ0(D), χ
)
, 4|D, tal que su correspondencia
de Shimura es una forma cuspidal, entonces an ¿f,² n13/28+² para todo ² > 0.
observacio´n: En el reciente trabajo de V. Blomer [Blo2] (ve´ase ape´ndice 2) la
cota de Duke-Iwaniec ([Du], [Iw]) es mejorada. Utilizando el Teorema 6 de [Blo2] con
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θ = 7/64 (ve´ase la hipo´tesis Hθ), en la prueba del lema anterior se podr´ıa reemplazar
13/28 = 0,4642... por 231/512 = 0,4517..., sin embargo esto no afecta al resultado final.
En principio incluso se podr´ıan obtener cotas mejores si [By] o [Con-Iw] se extendieran
a formas modulares de peso 2 y nivel arbitrario D.
Demostracio´n: Es posible encontrar una base de S3/2(Γ0(D), χ) cuyos elementos
sean autofunciones de los operadores de Hecke Tp2 para todo p - D (conmutan y son
normales). Podemos suponer que f es uno de estos elementos de la base porque siempre
se puede expresar como una combinacio´n lineal de ellos. Sea V ⊂ S3/2(Γ0(D), χ) el
subespacio de las formas modulares con los mismos autovalores que f para todo p - D
(en particular la correspondencia de Shimura de cada forma de V es tambie´n una forma
cuspidal). Como 0 < dimV < ∞, los elementos de V esta´n determinados por sus
N primeros coeficientes de Fourier para algu´n N apropiado, y para algu´n subespacio
S ⊂ CN tenemos un isomorfismo i : V −→ S.
Sea g =
∑
bne(nz) ∈ V , a partir del Corolario 1.8 de [Sh] se tiene, (Tp2)k(g) =∑
bnp2ke(nz) para p|D, adema´s, por el teorema principal de este mismo art´ıculo, para
n ≤ N fijado, bnp2k es una suma de los lpk-e´simos coeficientes de Fourier de una forma
cuspidal de peso 2, donde l divide a la parte no libre de cuadrados de n. Por tanto, a
partir de la conjetura de Ramanujan-Petersson esta´ asegurado que bnp2k ¿g,N,² (pk)1/2+²,
o de forma equivalente, ‖i ◦ (Tp2)k ◦ i−1‖ ¿ (pk)1/2+² para cualquier p|D, donde ‖ · ‖
denota la norma del operador. Concluimos que
(4.6) ‖(Tp2)k
∣∣
V
‖ ¿ (pk)1/2+² para p|D.
Denotamos con D∞ a una potencia de D arbitrariamente grande. Sea t libre de
cuadrados y m = pα11 p
α2
2 · · · pαrr |D∞, consideramos el operador L = (Tp21)α1
∣∣
V
◦ · · · ◦
(Tp2r)
αr
∣∣
V
. Fijando una base ortonormal {gj}j∈J de V , a partir (4.6) deducimos, f =∑
λjgj y L(gj) =
∑
µjkgk con λj ¿ 1 y µjk ¿ ‖L‖ ¿ m1/2+² y donde las constantes
del ¿ no dependen de m. A partir de la cota de Duke-Iwaniec ([Du], [Iw]) el t-e´simo
coeficiente de Fourier de gk es O(t
13/28+²), despejando dicho coeficiente en la identidad
L(f) =
∑
λjL(gj), obtenemos,
(4.7) atm2 ¿ t13/28+²m1/2+² ¿ (tm2)13/28+²
para todo t libre de cuadrados y m|D∞. Considerando la t-correspondencia de Shimura
de f con t libre de cuadrados deducimos la identidad (ve´ase [Sh] o (2.4) en [Blo] para
una formulacio´n ma´s expl´ıcita),
∞∑
n=1
atd2
ds
=
∑
m|D∞
atm2
ms
·
∑
(l,D)=1
ωl
ls
· L(s, χ)−1
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para cierto cara´cter χ de mo´dulo 4tD y para |ωl| ¿ l1/2+² (lo que de nuevo requiere
la conjetura de Ramanujan-Petersson para peso 2). Por tanto si n = td2 con t libre de
cuadrados, tenemos,
an ¿
∑
ml|d
m|D∞
|atm2|l1/2+² ¿ m²
∑
m|(d,D∞)
|atm2|(d/m)1/2 ¿ n13/28+²
(para la u´ltima desigualdad hemos utilizado (4.7)). 2
Demostracio´n de la Proposicio´n 4.5.1: Existe una combinacio´n lineal de funcio-
nes theta
∑
χ(k)ke(tk2) con t|D tal que an˜adida a f(z) = ∑ ane(nz) da f ∗(z) =∑
a∗ne(nz) ∈ S3/2(Γ0(D), χ) con correspondencia de Shimura cuspidal, [Ci]. Obse´rvese
que en el rango R2 ≤ n < (R + H)2 se tiene an = a∗n excepto para un subconjunto de
sub´ındices de cardinal acotado en los cuales an = a
∗
n + O(R). Por tanto, la prueba del
resultado se reduce a aplicar el Lema 4.5.2 a f ∗. 2
4.6. Demostracio´n del resultado principal
Se sustituyen las Proposiciones 4.3.1, 4.4.3 y 4.5.1 en la Proposicio´n 4.2.1, despue´s,
eligiendo H = R−5/8 obtenemos,
E(R) =
(4√2pi√
D
− c)R11/8 +O(R21/16+²).
De
∫∞
0
E(t)e−t
2/R2 dt = O(R), que es un ejercicio con la fo´rmula de sumacio´n de Poisson,
se deduce que c = 4
√
2pi/
√
D, lo que termina la prueba del Teorema 4.1.1. Una aproxi-
macio´n alternativa ser´ıa apelar a los Ω±−resultados, [No3].
4.7. Ape´ndice: breve introduccio´n a las formas mo-
dulares
La existencia de esta seccio´n esta´ motivada por el hecho de que, como hemos dicho
ya varias veces, las formas modulares no aparecen en general en los problemas cla´sicos de
puntos del ret´ıculo; adema´s, dentro de la memoria so´lo se utilizan en este cap´ıtulo. Por
tanto, el objetivo de la seccio´n es simplemente, como indica el t´ıtulo, exponer brevemente
algunos conceptos sobre formas modulares.
Con pocas palabras y de una manera muy primaria se puede decir que una forma mo-
dular es esencialmente una funcio´n anal´ıtica (compleja) definida en el semiplano superior
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H = {z ∈ C : Im(z) > 0} que satisface ciertas simetr´ıas (las veremos ma´s adelante).
Por tanto, no ser´ıa ilo´gico incluir a las formas modulares dentro del ana´lisis complejo,
sin embargo, su principal papel ha estado unido a la teor´ıa de nu´meros (aunque tambie´n
aparecen en otras a´reas). Histo´ricamente si que fueron descubiertas y estudiadas con
fines relacionados con el ana´lisis complejo (en particular, en conexio´n con las funciones
el´ıpticas) pero, con el paso del tiempo han quedado ligadas a la teor´ıa de nu´meros.
Adema´s, aparte de proporcionar nuevas herramientas han dado lugar a nuevos problemas
(ve´ase [Iw-Ko]).
Por u´ltimo, sen˜alar que si indaga´semos ma´s en las formas modulares ver´ıamos que la
breve nocio´n que hemos escrito anteriormente sobre que´ es una forma modular se refiere
u´nicamente a un caso importante dentro de todo el panorama de formas modulares (para
ma´s informacio´n sobre este panorama se puede consultar [Iw-Ko]).
Adentre´monos ya en las formas modulares. Comenzamos definiendo cierto grupo de
matrices
Definicio´n: SL2(Z) es el grupo de matrices enteras con determinante uno.
Denotaremos con g a los elementos de SL2(Z). Su accio´n sobre H se define de la
siguiente forma,
si g =
(
a b
c d
)
∈ SL2(Z), entonces gz = (az + b)/(cz + d).
observacio´n: El u´nico inconveniente de este grupo es que g y −g actu´an igual, por
ello a veces se trabaja con SL2(Z)/{±I}.
Las matrices
S =
(
0 −1
1 0
)
y T =
(
1 1
0 1
)
generan SL2(Z).
Bajo la accio´n de SL2(Z) en H,
D = {z : |Re(z)| ≤ 1/2 y |z| ≥ 1}
es un dominio fundamental. En concreto se tiene el siguiente resultado.
Proposicio´n 4.7.1 Para todo z ∈ H existe g ∈ SL2(Z) tal que gz ∈ D. De hecho z
corresponde a un solo punto en D si se suprime la parte de la frontera Re(z) < 0.
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Si consideramos la actuacio´n de SL2(Z) sobre H o lo que es lo mismo, SL2(Z)\H (el
conjunto de las o´rbitas de z en H) entonces, a partir de la Proposicio´n 4.7.1, se tiene
que es como D con las fronteras izquierda y derecha identificadas; topolo´gicamente es
una esfera con un punto en el infinito, es decir, ser´ıa como una botella abierta.
La demostracio´n de los u´ltimos resultados se puede encontrar en [Se] o [Ch2] y para
lecturas sobre formas modulares con mayor profundidad que en esta´ breve seccio´n ve´anse
tambie´n [Se] y [Ch2], o [Iw-Ko].
Despue´s de este pequen˜o recorrido llegamos a la definicio´n de funcio´n modular.
Definicio´n: Un funcio´n holomorfa f : H −→ C es una funcio´n modular de peso k si
satisface
(4.8) f(z) = (cz + d)−kf(gz) para g =
(
a b
c d
)
∈ SL2(Z).
Como SL2(Z) esta´ generado por S y T , para ver que una funcio´n es modular basta
comprobar que es invariante por T y que con S cumple la relacio´n que debe. As´ı, si f es
una funcio´n holomorfa en H, sera´ una funcio´n modular de peso k, si y so´lo si satisface
las siguientes relaciones,
(4.9) f(z) = f(z + 1)
(4.10) f(z) = z−kf(−1/z).
A continuacio´n, enunciamos por fin la definicio´n de forma modular,
Definicio´n: Una funcio´n modular holomorfa en todos los puntos incluyendo el infi-
nito se denomina forma modular y si adema´s es cero en el infinito (en i∞) se denomina
forma cuspidal o parabo´lica.
Por (4.9) queda claro que una forma modular es una funcio´n perio´dica de periodo
uno, por tanto, tendra´ un desarrollo de Fourier
f(z) =
∞∑
n=0
ane(mz)
que converge cuando Im(z) > 0. Adema´s, si a0 = 0 la forma es cuspidal.
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Mostramos a continuacio´n el caso ma´s sencillo de forma modular, las series de Ei-
senstein,
Gk(z) =
∑
(m,n)6=(0,0)
1
(mz + n)k
,
son formas modulares de peso k con k > 2 (ve´ase [Se]).
Una de las propiedades ma´s importantes de las formas modulares es que forman es-
pacios vectoriales de dimensio´n finita sobre C. Denotaremos conMk al espacio vectorial
compuesto por formas modulares de peso k y Sk sera´ el espacio compuesto por formas
cuspidales de peso k, Sk es un subespacio de Mk.
observacio´n: Como g y −g actu´an igual sobre H estos espacios sera´n triviales si
k es impar, por ello algunos autores escriben directamente que las formas modulares
tienen peso 2k en lugar de k. Por otro lado, existen generalizaciones de la definicio´n de
forma modular para k ∈ R [Iw2].
Veamos en la siguiente proposicio´n cual es la dimensio´n de estos espacios.
Proposicio´n 4.7.2 Para k ≥ 0 par,
dim Mk =
{ bk/12c si 12|k − 2
bk/12 + 1c si 12 - k − 2 y dim Sk =
{ 0 si k < 12
dim Mk − 1 si k ≥ 12 ,
donde b.c representa la parte entera.
Teniendo en cuenta estas dimensiones se pueden encontrar importantes identidades
entre los coeficientes de las formas modulares, es decir, si por ejemplo tuvie´semos un
espacio de dimensio´n uno sus formas modulares deben ser proporcionales y a partir de
aqu´ı se hallan las identidades sobre sus coeficientes.
Las bases de estos espacios vectoriales esta´n formadas por series de Eisenstein y
formas parabo´licas. Por tanto, toda forma modular se puede expresar como combinacio´n
lineal de ellas.
Aparte de las formas modulares que hemos visto, hay ma´s. A continuacio´n extende-
mos la definicio´n de forma modular considerando grupos diferentes de SL2(Z) e intro-
duciendo caracteres, lo cual permitira´ que el peso pueda ser semientero.
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Definicio´n: Se dice que f(z) es una forma modular de peso k en el subgrupo Γ0(N)
con multiplicador ψ, siendo ψ un cara´cter de Dirichlet de mo´dulo N , si f(z) es una
funcio´n holomorfa en H que satisface
f(γz) = (cz + d)kψ(d)f(z) para γ =
(
a b
c d
)
∈ SL2(Z) con N |c.
Esta definicio´n da lugar a un nuevo espacio vectorial de dimensio´n finita que llamare-
mosMk(Γ0(N), ψ), donde Γ0(N) es el subgrupo de SL2(Z) que aparece en la definicio´n,
consecuentemente, tambie´n da lugar a Sk(Γ0(N), ψ), el subespacio formado por formas
cuspidales.
Formas modulares de este tipo bastante importantes son las funciones theta,
Θ(χ, z) =
∑
n∈Z
χ(n)nυe(n2z),
pertenecen aM1/2+υ(Γ0(4N), χχυ4), donde υ = 0, 1 se elige tal que χ(−1) = (−1)υ, χ es
un cara´cter de Dirichlet mo´dulo N y χ4 es el u´nico cara´cter no principal mo´dulo 4. El
caso ma´s simple ocurre cuando χ es el cara´cter trivial y υ es 0, as´ı se tiene,
Θ(z) =
∞∑
n=−∞
e(n2z)
que satisface las relaciones
Θ(z) = Θ(z + 1) y Θ(z) = cz−1/2Θ(−1/4z).
E´stas se demuestran por la periodicidad y utilizando la fo´rmula de sumacio´n de Poisson.
Si elevamos a d la funcio´n, sus coeficientes de Fourier sera´n el nu´mero de represen-
taciones de n como suma de d cuadrados, es decir,
Θd(z) =
∞∑
n1,n2,...,nd=−∞
e((n21 + n
2
2 . . .+ n
2
d)z) =
∞∑
n=0
rd(n)e(nz).
Un problema interesante y cla´sico relacionado con los coeficientes de las formas mo-
dulares es estimar su taman˜o, de hecho esto es lo que se hace en la “parte modular” de
nuestro cap´ıtulo. Enunciamos a continuacio´n algunos resultados sobre esto (las demos-
traciones se pueden encontrar en [Se]).
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Proposicio´n 4.7.3 Si f es una serie de Eisenstein, el orden de magnitud de an es n
k−1,
ma´s preciso, existen dos constantes A,B > 0 tales que
Ank−1 ≤ |an| ≤ Bnk−1.
Teorema 4.7.4 (Hecke) Si f es una forma cuspidal de peso k, entonces
an = O(n
k/2).
El resultado anterior se puede mejorar. La ce´lebre conjetura de Ramanujan-Petersson
postula que an = O(n
(k−1)/2+²) para todo ² > 0 y para toda forma cuspidal (en realidad la
conjetura se enuncio´ para peso entero pero despue´s ha sido extendida a peso semientero
para libres de cuadrados y a ma´s situaciones). En el caso de peso entero (k ≥ 2) la
conjetura ya esta´ probada. El autor de la prueba fue P. Deligne, [De], quie´n por tan
poderoso resultado recibio´ una medalla Fields. La demostracio´n es una consecuencia de
la RH para variedades algebraicas sobre cuerpos finitos (las conjeturas de Weil).
La correspondiente fo´rmula para k = 1 tambie´n esta´ probada (ve´ase [De-Se]) y cuan-
do el peso es semientero se puede hacer algo ma´s que suponer la conjetura, recordemos
que en este cap´ıtulo usamos la cota an = O(n
13/28+²) ([Du], [Iw]).
Corolario 4.7.5 Si f no es una forma cuspidal, el orden de magnitud de an es n
k−1.
G. Shimura [Sh] probo´ una sorprendente relacio´n entre los coeficientes de formas
modulares de peso semientero y otras de peso entero.
Teorema 4.7.6 Sea t un entero positivo libre de cuadrados y supongamos que f(z) =∑∞
n=1 bne(nz) ∈ Sk(Γ0(4N), ψ) con k ≥ 3/2 semientero positivo. Si los nu´meros An
esta´n definidos como sigue,
∞∑
n=1
Ann
−s = L(s− k + 1/2, ψχk4χt)
∞∑
n=1
btn2n
−s,
donde χt =
(
t
.
)
es el cara´cter de Kronecker mo´dulo t y χ4 es de nuevo el cara´cter no
principal mo´dulo 4, entonces, St(f)(z) =
∑∞
n=1Ane(nz) ∈M2k−1(Γ0(2N), ψ2). Adema´s,
si k > 3/2, St(f)(z) es una forma cuspidal.
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Es decir, la correspondencia de Shimura relaciona coeficientes de la forma btn2 con
An que es el coeficiente de una forma modular de peso entero par, 2k − 1. Adema´s, en
el caso k > 3/2 el resultado de la correspondencia de Shimura es una forma cuspidal,
lo que permite utilizar el teorema de Deligne para acotar los “nuevos” coeficientes. Si
k = 3/2 entonces cabe la posibilidad de que con la correspondecia de Shimura se obtenga
una forma modular de peso dos no cuspidal. Investigaciones posteriores han probado
que siempre se puede evitar este caso sumando previamente una combinacio´n lineal de
funciones theta de la forma
∑
χ(k)ke(tk2) con t|N .
Por u´ltimo, para acabar la seccio´n hablaremos brevemente de algo fundamental en la
teor´ıa de formas modulares, los operadores de Hecke. Antes de empezar indicamos que
lo que sigue a continuacio´n versa sobre operadores de Hecke cla´sicos, de peso entero y
para todo el grupo modular, sin embargo, los que aparecen en la u´ltima seccio´n son de
peso semientero y relativamente recientes, introducidos por G. Shimura en la de´cada de
1970.
Los operadores de Hecke actu´an del siguiente modo sobre las formas modulares,
Tnf = n
k−1 ∑
ad=n
d−1∑
b=0
f
(az + b
d
)
.
Aplican Mk en Mk y Sk en Sk. Tambie´n actu´an sobre los desarrollos de Fourier de las
formas modulares, lo vemos a continuacio´n.
Proposicio´n 4.7.7 Sea f(z) =
∑∞
m=0 ame(mz) ∈Mk, entonces
Tnf(z) =
∞∑
m=0
bme(mz) con bm =
∑
d|(m,n)
dk−1amn/d2 .
Corolario 4.7.8 b0 = σk−1(n)a0 y b1 = an.
Corolario 4.7.9 Si n = p es primo, entonces, bm = apm si p - m y bm = apm+pk−1am/p
si p | m.
Las demostraciones de estos resultados se pueden ver en [Se]. La accio´n sobre los
coeficientes de Fourier tambie´n se puede leer en el propio operador.
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Proposicio´n 4.7.10 Los operadores de Hecke satisfacen
TmTn =
∑
d|(m,n)
dk−1Tmn/d2 .
En particular conmutan y si (n,m) = 1 se tiene TmTn = Tmn.
Estos operadores son autoadjuntos respecto a cierto producto escalar, lo que garantiza
la existencia de las llamadas bases de Hecke, B = {f1, f2 . . . fr}, formadas por funciones
de Mk o Sk tales que cada f ∈ B cumple Tnf(z) = λnf(z) para todo n ∈ N y ciertos
λn que dependen de f . Estas funciones tienen tambie´n ciertas propiedades.
Proposicio´n 4.7.11 Sea f(z) =
∑
m∈Z ame(mz) un elemento de la base de Hecke con
a1 = 1, entonces, an = λn, el autovalor de f en Tn para todo n > 1. Tambie´n se cumple
que anam =
∑
d|(m,n) d
k−1amn/d2.
Con esto damos por finalizada la breve introduccio´n a las formas modulares y tambie´n
el cap´ıtulo 4.
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