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Dhabi, UAE; MIPT, Moscow, Russia), Martin Takáč (Mohamed bin Zayed University of Artificial Intelligence, Abu Dhabi,
UAE)
Exploiting higher-order derivatives in convex optimization is
known at least since 1970’s. In each iteration higher-order
(also called tensor) methods minimize a regularized Taylor
expansion of the objective function, which leads to faster convergence rates if the corresponding higher-order derivative
is Lipschitz-continuous. Recently a series of lower iteration
complexity bounds for such methods were proved, and a gap
between upper an lower complexity bounds was revealed. Moreover, it was shown that such methods can be implementable
since the appropriately regularized Taylor expansion of a convex function is also convex and, thus, can be minimized in
polynomial time. Only very recently an algorithm with optimal convergence rate 1/k(3p+1)/2) was proposed for minimizing convex functions with Lipschitz p-th derivative. For convex functions with Lipschitz third derivative, these developments allowed to propose a second-order method with convergence rate 1/k5 , which is faster than the rate 1/k3.5 of existing
second-order methods.

1 Introduction
It is well known since the works of I. Newton [68] and L. Kantorovich [45] that the second-order derivative of the objective function can be used in numerical algorithms for solving optimization problems and nonlinear equations and that
such algorithms have better convergence guarantees. Higherorder derivatives can be efficiently used for solving nonlinear equations as was shown by P. Chebyshev [17, 25]. For
optimization problems, the basic idea known at least since
1970’s [39] and developed in later works [75, 74, 9] is to approximate, at each iteration of an algorithm, the objective by
its Taylor polynomial at the current iterate, optionally add a
regularization, and minimize this Taylor approximation to obtain the next iterate. In this way, the first Taylor polynomial
leads to first-order methods that are very well understood, see,
e.g., [58, 62], with the optimal methods existing since 1980’s
[58, 60]. If the second Taylor polynomial is used, we are
in the world of second-order methods with the most famous
representative being the Newton’s method that minimizes at
each iteration the second-order quadratic approximation of
the objective function. If the second derivative is Lipschitz
continuous, the objective is strongly convex and the starting
point is sufficiently close to the solution, this algorithm has
very fast quadratic convergence and requires log log ε−1 iterations to reach an ε-solution in terms of the objective value
[45]. This bound is optimal [58] even for univariate optimization problems with the possibility of using in algorithms
derivatives of any order. Different modifications of the basic algorithm, such as the Damped Newton’s method or the
Levenberg–Marquardt algorithm achieve global convergence,

but have a slower, i.e., linear, convergence [71, 69]. Secondorder methods played also the central role in the development
by Yu. Nesterov and A. Nemirovskii of interior point methods that have global linear convergence rate and allow proving polinomial solvability of a large class of convex optimization problems [66]. This theory was based on the analysis of
the Damped Newton’s method for the class of self-concordant
functions that, in particular, include functions without Lipschitz derivatives.
An important idea that eventually led to the current developments of tensor methods was the cubic regularization
of the Newton’s method, which dates back to the work of
A. Griewank [37]. The global performance of the Cubic regularized Newton’s method was analysed in 2006 by Yu. Nesterov and B. Polyak in [67] for a large list of settings with the
main assumption that the second derivative is Lipschitz continuous. The main idea is based on the fact that, for functions
with Lipshitz second derivative, the objective’s model consisting of the second Taylor polynomial regularized by the cube
of the norm with sufficiently large regularization parameter
is an upper bound for the objective function. This model is
minimized in each iteration of the algorithm, which, in particular, allowed to obtain global convergence rate 1/k2 for minimizing convex functions with Lipschitz second derivative.
Moreover, the authors showed that the complexity of minimizing the third-order polynomial model of the objective is
of the same order as the complexity of the standard Newton’s
method step. The Cubic regularized Newton’s method was
further accelerated in [59] to reach 1/k3 convergence rate for
convex problems with Lipschitz second derivative. In 2012
R. Monteiro and B. Svaiter proposed in [56] a very perspective accelerated-proximal envelope (see also the work [16])
that allowed them to develop even faster second-order method
with the convergence rate 1/k3.5 for minimizing convex objectives with Lipschitz second derivative.
Another important step in the development of tensor methods was made by M. Baes in 2009 [7], where he generalized the Newton–Nesterov–Polyak algorithm to the setting of
convex minimization with the objective having Lipschitz p-th
derivative for p ≥ 2. The idea was to construct a (p + 1)-th
order polynomial model that upper bounds the objective function by taking the p-th Taylor polynomial of the objective and
regularizing it by the (p + 1)-th power of the Euclidean norm
with sufficiently large regularization parameter. The author
showed 1/k p global convergence rate for methods that minimize such model in each iteration and proposed an accelerated version with the rate 1/k p+1 , all under the assumption of
Lipschitz p-th derivative. As in the world of first-order methods, where the interest in optimal methods was one of the central driving forces in 2000–2020, a natural question arose on
what are the lower bounds for second- and higher-order meth-
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ods and which algorithms are optimal. The results in [6, 4, 30]
gave the answer that the lower bound is 1/k(3p+1)/2 , revealing
the gap when p ≥ 3 between the rates of existing methods an
lower bounds. One of the drawbacks of tensor methods at this
stage was that each iteration required to minimize a higherorder polynomial that may not be convex, leading to the high
cost of each iteration and impracticality of such methods.
In 2018, Yu. Nesterov [63] made a breakthrough in the
understanding of the role of higher-order methods in modern
convex optimization when p-th derivative is Lipschitz. He increased the regularization parameter in the regularized p-th
Taylor polynomial of the objective in M. Baes’s approach and
showed that this new Taylor model is convex. Moreover, he
showed that for p = 3 this convex Taylor model can be minimized very efficiently with almost the same complexity as
the standard Newton’s method step. Further, he demonstrated
that minimzation of the convex Taylor model does not require
calculating the full tensor of third derivatives. Instead, it is
sufficient to calculate directional third derivatives, e.g., by automatic differentiation. Finally, he proved the lower bound
1/k(3p+1)/2 for convex problems with Lipschitz p-th derivative, constructed for each p ≥ 2 the worst-case functions in
the class of convex functions with Lipschitz p-th derivatives,
and described a research program to develop optimal tensor
methods [62]. It followed from the obtained lower bounds
for convex optimization problems that the Monteiro–Svaiter
second-order method is optimal up to a logarithmic factor
since it used a complicated line-search procedure. Based on
the Monteiro–Svaiter method and the convex Taylor model of
the objective, in [31, 27, 28] and independently in [11, 42],
the authors proposed near-optimal tensor methods for convex problems with Lipschitz p-th derivatives, which have the
rate 1/k(3p+1)/2 up to logarithmic factors. We describe the
Monteiro–Svaiter approach with Nesterov’s implementable tensor steps in Section 3. As it was mentioned in [62, 21], the
auxiliary line-search procedures that lead to logarithmic factors in the convergence rates of the near-optimal tensor methods may also significantly slow down the convergence in practice. In 2022, two independent works [48] and [14] proposed
optimal tensor methods with convergence rates without additional logarithmic factors. At the same time, such methods were proposed also for monotone variational inequalities
[1, 53] under higher-order regularity of the operator.
The developments in the theory of tensor methods had also
an important impact on the theory of second-order methods.
In 2020, Yu. Nesterov proposed an implementation of the
third-order method using inexact third derivative constructed
via finite differences of gradients [65]. In other words, it appeared to be possible to implement the third-order method using only first and second derivatives, which lead to «superfast»
second-order method with the convergence rate 1/k4 violating
the lower bound thanks to additional assumption that the third
derivative is Lipschitz continuous. The key observation was
that in the class of functions with Lipschitz second derivative the worst-case function [63] for second-order methods
does not have Lipschitz third derivative. These results were
further improved in [43, 64], where second-order algorithms
with the rate 1/k5 corresponding to optimal third-order methods were proposed for minimizing convex functions with Lipschitz third derivative. These developments are in large con-

trast to first-order methods, for which the worst-case function
is quadratic [61] and has Lipschitz derivatives of any order,
thus, preventing improvements under additional assumptions.
This line of research was continued in [5], where such reductions were shown to be possible fo higher-order methods. We
describe the ideas used in superfast methods in Section 4.
Tensor methods remain a very active area of research with
many extensions of the existing methods. In particular, we
mention adaptive variants for the setting when the Lipschitz
constant is not known [41, 36], universal generalizations for
the setting when the p-th derivative is Hölder continuous [33,
76, 19], versions with inexact minimization of the Taylor model
[21, 35], tensor methods for finding approximate stationary
points of convex functions [34, 23]. The ideas described above,
especially the Monteiro–Svaiter accelerated proximal point
method, turned out to be productive also in the areas not directly related to tensor methods, see non-trivial examples in
[10, 12, 15]. Modern second-order and third-order methods
demonstrate also their efficiency in Data Science and Machine
Learning applications [18, 2, 24, 13]. We give more details of
such applications in Section 5.
2

Notation and problem statement

We consider optimization problem
min{F (x) := f (x) + g (x)},

(1)

x∈Rd

where f and g are convex functions. Denote x∗ – the solution
of the problem (1). If the solution is not unique we assume
that x∗ is such a solution that is the closest to starting point x0
in 2-norm.
Denote k · k the Euclidean 2-norm in Rd ,
Dk f (x)[h]k =

X

i1 ,...,id ≥0:

∂k f (x)

Pd

∂xi11 ...∂xidd
i =k

hi11 · ... · hidd ,

j=1 j

kDk f (x)k = max Dk f (x)[h]k .
khk≤1

Assume that f has Lipschitz derivatives of order p (p ≥ 1):
kD p f (x) − D p f (y)k ≤ L p, f kx − yk, x, y ∈ Rd .

(2)

Here and below (see e.g. (5)) we can consider that x, y ∈ Rd
belongs to the ball in 2-norm centred at x∗ with the radius
O(kx0 − x∗ k) [64].
The p-th Taylor polynomial of f is defined as
Ω p ( f, x; y) = f (x) +

p
X


1 k
D f (x) y − x k , y ∈ Rd .
k!
k=1

(3)

Note that from (2) it follows [63] that
f (y) − Ω p ( f, x; y) ≤

L p, f
ky − xk p+1 .
(p + 1)!

(4)

We will say (see [70]) that F satisfies r-growth condition
(p + 1 ≥ r ≥ 1) with constant σr > 0 iff
F(x) − F(x∗ ) ≥ σr kx − x∗ kr , x ∈ Rd .

(5)
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Algorithm 1 Monteiro–Svaiter–Nesterov
MSN(x0 , f ,g,p,H,K)
1:
2:
3:
4:

Input: p ≥ 1, f : Rd → R, g : Rd → R, H > 0.
A0 = 0, y0 = x0 .
for k = 0 to k = K − 1 do
Find λk+1 > 0 and yk+1 ∈ Rd such that

yk+1

Hkyk+1 − x̃k k p−1
p
1
≤ λk+1
≤
, where
2
p!
p+1
)
(
H
ky − x̃k k p+1 ,
= argmin Ω p ( f, x̃k ; y) + g(y) +
(p + 1)!
y∈Rd
(6)
q
λk+1 +

ak+1 =

λ2k+1 + 4λk+1 Ak
2

x̃k =
5:
6:
7:

, Ak+1 = Ak + ak+1 ,

Ak
ak+1
yk +
xk .
Ak+1
Ak+1

xk+1 := xk − ak+1 ∇ f (yk+1 ) − ak+1 ∇g(yk+1 ).
end for
return yK

Such a practical modification slow down the theoretical convergence rate in a factor 12/5 in the right hand side of (7)
[43, 35, 64].
In May 2022, D. Kovalev et al. [48] proposed for g ≡ 0 an
explicit policy for choosing a pair (λk+1 , yk+1 ) in Algorithm 1
and modify the stopping criteria (8) according to [40]. It allows to solve
  (6)on each iteration at average only two times
rather O ln ε−1 times as it was before. The final complexity bound for p-order oracle calls in [48] matched the lower
oracle complexity bound from [63] (see also [26]) obtained
for the worst-case function
F p (x1 , ..., xd ) = |x1 | p+1 + |x2 − x1 | p+1 + ... + |xd − xd−1 | p+1 .
In concurrent and independent paper [14], the authors also
proposed a way of reducing additional logarithmic factors.
Note, that approach of [14] does not require any a priory
knowledge of smoothness parameters (including Holder continuity assumption instead of Lipschitz one).
If additionally F satisfies r-growth condition (5) then optimal method can be developed based on restarts procedure
[67, 28] – see Algorithm 2.
Algorithm 2 Restarted MSN(x0 , f ,g,p,r,σr ,H,K)

3 Optimal Tensor methods

1:

The following algorithm is taken from [29], for g ≡ 0 see [11].

2:
3:
4:

Theorem 1. Let yk be an output point of Algorithm 1 MSN(x0 ,
f , g, p, H, k) after k iterations, when p ≥ 1 and H ≥ (p +
1)L p, f . Then
F(yk ) − F(x∗ ) ≤

c p HR p+1
k

3p+1
2

,

(7)

3p+1

where c p = 2 p−1 (p + 1) 2 /p!, R = kx0 − x∗ k.
Moreover, when p ≥ 2 for ε: F(yk )−F(x∗ ) ≤ ε it is required
to solve auxiliary
(6), to find (λk+1 , yk+1 ) with proper
  problem

accuracy, O ln ε−1 times.

Note that Theorem 1 is true also when H ≥ 2L p, f (independently of p ≥ 1). It can be derived from (4). The condition H ≥ (p + 1)L p, f was used only because it guarantees
the convexity of auxiliary problem (6), see [63]. Under the
conditions H ≥ (p + 1)L p, f , g ≡ 0 for p = 1, 2, 3 there exist
efficient ways to solve auxiliary problem (6), see [63]. For
p = 1 there exists an explicit formula for the solution of (6).
For p = 2, 3 the complexity of (6) is almost the same (up to a
logarithmic factor in ε) as a complexity of Newton’s method
iteration [63], see also Section 4. It is important that there is
no need to solve (6) accurately. It is sufficient to find such
ỹk+1 that satisfied

where

e k (ỹk+1 ) ≤
∇Ω

1
k∇F(ỹk+1 )k,
4p(p + 1)

e k (y) := Ω p ( f, x̃k ; y) + g(y) +
Ω

H
ky − x̃k k p+1 .
(p + 1)!

(8)

5:
6:
7:

Input: F = f + g : Rd → R satisfies r-growth condition
with constant σr , MSN(x0 , f ,g,p,H,K).
z0 = x0 .
for k = 0 to K do
Rk = R0 · 2−k ,

! 2  
r



 rc p H2 p+1−r 3p+1  


 , 1
(9)
Rk
Nk = max 

.
 σr
 
zk+1
:=
yNk , where
MSN(zk , f ,g,p,H,Nk ).
end for
return zK

y Nk

–

output

of

Theorem 2. Let zK be an output of Algorithm 2 after K restarts.
If H ≥ (p + 1)L p, f , σr > 0, then for F(zK ) − F(x∗ ) ≤ ε it sufficient to solve (6):

2 
 HR p+1−r ! 3p+1 

(10)
N = Õ 
σr
 
times, where Õ( ) – means the same as O( ) up to a lnα ε−1
factor.

Everything that was noted after Theorem 1 will also take
place in this case.
In particular, when g ≡ 0, p ≥ 2 and r = 2 we can replace
MSN algorithm in Theorem 2 by Kovalev’s variant of MSN
[48] to obtain

 p+1 
! 2

 p−1 
 L p, f R p−1 3p+1
 σ 
O 
+ log log  22 
(11)
σ

 p−1 
2
L p, f ε

p-order oracle complexity bound. This upper bound corresponds to the σ2 -strongly convex case lower bound from [46]
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and improves (10) on a logarithmic factor. The dependence
on ε is log log ε−1 as it should be locally for tensor methods [27, 20] (see also [58, 67, 4, 19]). But (11) describe
two regimes: the first term (complexity independent on ε)
describe the complexity to reach the vicinity of quadratic convergence, the second term (complexity is log log ε−1 ) describe
Newton’s type local convergence.
Note that due to the presence of composite term g the described above MSN algorithm and its variations can be used
for splitting oracle complexities [44, 47]. Namely, assume
that f and g have Lipshitz p-th order derivatives with different Lipschitz constants. Based on MSN algorithm one can
propose a general framework to accelerate tensor methods by
splitting computational complexities. As a result, we can get
near-optimal oracle complexity for each function in the sum
separately for any p ≥ 1, including the first-order methods.
To be more precise, if the near optimal complexity to minimize f is N f (ε) and to minimize g is Ng (ε), then MSN-based


sliding algorithm [44, 47] requires no more than Õ N f (ε) or

acle calls for f and Õ Ng (ε) oracle calls for g to minimze
F = f + g.
Not also that for p = 1 and f ≡ 0 we can take H > 0 in
MSN and obtain Monteiro–Svaiter accelerated proximal envelop. In the cycle of recent papers [40, 16, 47, 49, 48] it
was shown that this type of proximal (Catalyst-type [52]) envelop is logarithmic-free due to the well developed stopping
rule criteria for the inner (auxiliary) problem. So it opens up
different perspectives for improving existing Catalyst-based
algorithms, see e.g. [78, 77].

First, we clarify that the function (13) is convex for H ≥
3L3 . Note, that if H ≥ L3 the model (13) is possibly nonconvex because of third-order derivative. It means that the
minimizing non-convex subproblem is harder than minimizing original convex problem. In 2018 Yu. Nesterov made
the breakthrough in [63]. He proved that if H ≥ 3L3 then
the model (13) is convex and high-order methods are implementable.
To give some intuition, we present a sketch of the convexity proof. The following inequality can be derived from the
Lipschitz-continuous condition and the convexity of function
f.
L3
0  ∇2 f (y)  ∇2 Ω( f, x; y) + ky − xk2 I.
2
Now, to finish the proof, we need to choose H such that
∇2 Ω̃( f, x; y)  ∇2 Ω( f, x; y) +

This lead us to the crucial detail, that was misleading before
n
o
∇2 41 kxk4 = 2xxT + kxk2 I  kxk2 I.

So, from the fact that x is a vector and xxT is a singular matrix,
we are losing factor 3 in the last inequality. Finally, we get
that if H ≥ 3L3 then the function (13) is convex. For more
details one can check Theorem 1 in [63].
Thus, we can move to the effective subsolver of the problem (14) by Bregman-distance gradient method for relatively
smooth functions from [54]. The main idea is to show that the
optimized function φ(y) is Lρ -smooth and µρ -strongly convex
with respect to some convex function ρ(y) or

4 Superfast acceleration and the structure of the auxiliary problem
In this section, we focus on the computationally efficient solution of the tensor subproblem for p = 3. With the proposed
procedure, it is possible to implement third-order methods
without the computation and storing of the third-order derivative. At the beginning, we show that this subproblem is convex. Then we move to the Bregman-distance gradient method
as a subsolver for the tensor step. (6).
For this section, we are assuming that g = 0 and p = 3.
Then L3 = L3, f , the third-order Taylor’s polynomial is
Ω( f, x; y) = Ω3 ( f, x; y) = f (x) + ∇ f (x)[y − x]




+ 12 ∇2 f (x) y − x 2 + 61 D3 f (x) y − x 3 .
Ω̃( f, x; y) = f (x) + ∇ f (x)[y − x]



H
− x 2 + 61 D3 f (x) y − x 3 + 24
ky − xk4 .


+ 21 ∇2 f (x) y

µρ ∇2 ρ(y)  ∇2 φ(y)  Lρ ∇2 ρ(y).
Then Bregman-distance gradient method make next steps
o
n
yt+1 = argmin h∇φ(yt ), y − yt i + Lρ βρ (yt , y) ,
y∈Rd

where
βρ (yt , y) = ρ(y) − ρ(yt ) − h∇ρ(yt ), y − yt i
is a Bregman-distance generated by ρ(y). Bregman-distance
gradient method converges linearly with condition number
L
κ = µρρ and convergence rate

(12)

The regularized third-order model is

(13)

The basic step for every tensor method is formulated as
n
o
xk+1 = argmin Ω̃( f, xk ; y) .
(14)
d
y∈R

This step is a major part of almost every third-order method.
Next, we will describe how to effectively solve this subproblem without the computation of the third-order derivative and
only using second-order information.

L3
ky − xk2 I.
2

N=

Lρ
µρ

log

 Lρ βρ (y0 ,y∗ ) 
ε

.

One can show that the model (13) with H = 6L3 can be optimized as φ(y) = Ω̃( f, xk ; y) by gradient method with Bregmandistance generated by


ρ xk (y) = 12 ∇2 f (xk ) y − xk 2 + L43 ky − xk k4 ,
Lρ = 1+

√1 ,
2

µρ = 1−

√1 ,
2

and κ =

1
 √ 2
1+ 2

= O(1). This means

that this method is very fast and converges with a fixed number of iterations. It is worth noting that for each step, the full
hessian for β is computed, but the full third-order derivative
is unnecessary because we only need the derivative-vector

vector product D3 f (xk ) y − x 2 to compute ∇Ω̃( f, xk ; y). Derivativevector-vector product can be efficiently and precisely computed by autogradient or approximated by finite difference.
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To summarize, we get the tensor method with a convergence
rate of 1/k5 for third-order methods but only the first and
second-order derivatives are computed. This approach was
firstly proposed in [63] and then it was improved in [65]. Section 5 from [63] is good for a general understanding of this
approach. For details and precise proofs, one can read [65].
5 Tensor methods and stochastic distributed setup
As well as first-order methods, modifications of tensor methods are proposed for problems of the finite sum type, stochastic and distributed optimization.
5.1 Stochastic Optimization
In this subsection, we consider a problem (1) with g = 0 under
inexact information on the derivatives of objective f up to
order p ≥ 2. In particular, we are motivated by stochastic
optimization. In this case, objective f has the following form
f (x) = Eξ∼D [ f (x; ξ)],

(15)

where the random variable ξ is sampled from a distribution D,
and an optimization procedure has access only to stochastic
realizations of the function f (x; ξ) via its higher-order derivatives up to the order p ≥ 2.
The full Taylor expansion of f (3) requires computing all
the derivatives up to the order p, which can be expensive to
calculate. Following the works [32, 3] let us use some approximations G x,i for the derivatives ∇i f (x), i = 1, . . . , p and
construct an inexact p-th order Taylor expansion of the objective:
p
X
1
G x,i [y − x]i ,
(16)
Φ p ( f, x; y) = f (x) +
i!
i=1
where G x,i satisfies the following
Condition 1. Given the inexactness levels δi ≥ 0 for i =
1, . . . , p, for all x ∈ Rn the approximate derivatives G x,i satisfy
for all y ∈ Rn the following inequalities:
k(G x,i − ∇i f (x))[y − x]i−1 k ≤ δi ky − xki−1 , i = 1, . . . , p. (17)
Next, we describe inexact tensor methods under Condition
1. Then, motivated by stochastic optimization (15), we focus
on stochastic approximation of derivatives via sampling.
Recall, that exact tensor methods are based on minimisation of tensor model Ω̃( f, x; y) (see eq. (13) for p = 3). For
inexact tensor methods the model is constructed in the following way [3]:
Φ̃ p ( f, x; y) = Φ p ( f, x; y)+
+

p
X
i=1

δi
H
ky − xki +
ky − xk p+1 .
i(i − 2)!
(p + 1)(p − 1)!

This model satisfies two main conditions ([3], Theorem 1):
• Model Φ̃ p ( f, x; y) is a global upper bound for the function f :
f (y) ≤ Φ̃ p ( f, x; y), x, y ∈ Rn .
(18)
• Model Φ̃ p ( f, x; y) is convex.

Based on these properties we can define the step of the Inexact Tensor Method as
xt+1 = argmin Φ̃ p ( f, xt ; y).

(19)

y∈Rd

Note, that in the view of inequality (18) this method is monotone. Accelerated inexact tensor methods were also proposed
in [32, 3]. They are based on the same idea but utilise some
acceleration schemes.
The Inexact Tensor Method (eq. (19)) has the following
convergence [3]:
f (xT ) − f (x∗ ) ≤

 p

X δi
Lp
∗
p+1
∗
i
max kx − x k + p max kx − x k  ,
O 
i−1
T x∈L(x0 )
T x∈L(x0 )
i=1

where L(x0 ) = {x| f (x) ≤ f (x0 )}, L p is the Lipschitz constant of the p-th derivative, and T is the iteration counter. For
the Accelerated Inexact Tensor Method the following convergence rate holds:


p
X


Lp
δi ∗
∗
p+1 
i
∗

kx − x0 k + p+1 kx − x0 k  ,
f (xT )− f (x ) ≤ O δ1 R̄ +
i
T
T
i=2

where R̄ is such a constant that kxt − x∗ k ≤ R̄ and kx1 − x0 k ≤ R̄.
Stochastic Tensor Method and Accelerated Stochastic Tensor Method were proposed as a particular case of general inexact tensor methods in [32] for p = 2 and in [3] for p ≥ 2
(see [8, 55] for non-convex problems). In each iteration of
stochastic tensor methods, we sample stochastic derivatives
to form mini-batch approximations for the derivatives of f .
More precisely, for S1 , S2 , . . . , S p being sample sets for each
derivative, we set

1 X i 
∇ f x, ξ j , i = 1, .., p.
G x,i =
(20)
|S |
i j∈S
i

Next, we provide theoretical guarantees on sample sizes
|Si |, so the convergence rate of stochastic tensor methods matches
exact versions up to a constant. We underline that the results for stochastic optimization problems are corollaries of
the analysis [3] of Inexact Tensor Method and Inexact Accelerated Tensor Method.
Theorem 3. Assume that the he function f (x) and its derivatives ∇ f (x), . . . , ∇ p f (x) are Lipschitz continuous:
k∇i f (x) − ∇i f (y)k ≤ Li kx − yk, i = 0, . . . , p
and for all i = 1, 2, . . . , p, ξ, and x ∈ Rn :
k∇i f (x, ξ) − ∇i f (x)k ≤ Mi .

(21)

Let D = maxx∈L(x0 ) kx − x∗ k, R = kx∗ − x0 k and ε is a desired
accuracy after T iterations: f (xT ) − f (x∗ ) ≤ ε.
• Then, we can choose the sizes |Si | of sample sets Si in
(20) to be

!
 (M1 + L0 )2  ε −2
1 
 , i = 1 . . . p
ni := |S1 | = O 
log
2(i−1)
δ 
(L p + pH) p D
so that with probability at least 1 − δ Stochastic
Tensor

1/p

Method has complexity T = O

L p D(p+1)/p
ε1/p

.
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• Then, we can choose the sizes |Si | of sample sets Si in
(20) to be
!!
 −2
1
2 ε
n1 = |S1 | = O (L0 + M1 )
log
,
δ
R̄


!
 (Li−1 + Mi )2
1 
−2 p−i+1

p+1
 , i = 2, . . . , p

·ε
log
ni = |Si | = O 
2i
δ 
(L p + pH) p+1
so that with probability at least 1−δ Accelerated
Stochas


where Lρ = 1, µρ = µ f /(µ f + 2σ), and κρ = Lρ /µρ = 1 +
2σ/µ f . Thus, as in Section 4 one can apply the Bregmandistance gradient method and its «accelerated» variant [38].
When implemented, these methods require to minimize at
master node (the first node)
o
n
min h∇ f (ym ), y − ym i + Lφ βρ (ym , y) .
y

Theorem 3 shows how to choose batch sizes for derivatives in inexact tensor methods to achieve convergence as in
exact case for online setting. Gradient sample sizes of nonaccelerated and accelerated tensor methods are the same. For
the case of higher derivatives (of order ≥ 2), we need to use
fewer samples for the accelerated method than for the nonaccelerated one. Moreover, batch sizes are decreasing with
the growth of derivatives order.
)
(
m
1 P
fi (x)
Note that the finite sum problem min f (x) = m

can be considered as a particular case of the problem (15) if
we set ξ to be uniformly distributed over i = 1, ..., m. But the
theoretical analysis in this can be made under weaker assumptions: eq. (21) is not needed.

The first term is available due to communications and the last
term is a sum-type function with n terms according to (23). If
n is large enough and d is moderate then Hessian calculation
time can dominate Hessian inversion time. That allows to use
efficiently Tensor methods. In particular Superfast secondorder methods mentioned in the Section 4.
This idea was exploited and analysed in [24] which resulted
in an efficient distributed second-order solver with good practical performance and in a certain regime total arithmetic operations complexity being better than that of the existing variance reduced first-order algorithms for problem (22).
The work of A. Agafonov was supported by the Ministry
of Science and Higher Education of the Russian Federation
(Goszadaniye), No. 075-00337-20-03, project No. 0714-20200005. The work of A. Gasnikov was supported by the strategic academic leadership program «Priority 2030» (Agreement
075-02-2021-1316 30.09.2021).

5.2 Distributed optimization
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