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Abstract
A new construction for the form sum of positive, selfadjoint operators is given in this
paper. The situation is a bit more general, because our aim is to add positive, symmetric
operators. With the help of the used method, some commutation properties of the form sum
extension are observed.
1 Introduction
Given two positive, selfadjoint operatorsA and B in the Hilbert space H, we may form the operator
sum A+B on domA∩domB. However, the intersection of the domains may be zero-dimensional,
and in general nothing can assure us that the sum will be a selfadjoint operator. The so called form
sum extension handles this problem if domA
1
2 ∩domB
1
2 is dense in H. Define qA(x) = (A
1
2x,A
1
2x)
and qB(x) = (B
1
2x,B
1
2x) two closed forms; their sum qA+qB is a closed form on domA
1
2 ∩domB
1
2 ,
therefore the representation theorem provides us a selfadjoint operator C, such that C and A+B
coincide on dom A ∩ dom B [2]. The usual notation for the form sum of A and B is A
.
+ B. In
Section 2, we give a new construction of the form sum of positive, symmetric operators. Section 3
deals with commutation properties of this extension, i.e. how our extension method can preserve
commutation with bounded operators. In the last section we give some examples concerning the
form sum extension, and describe the relation between other extensions of operator sums.
We use the following notations, and refer the reader to [5], [6] and [7]. Throughout a, b will
denote positive, symmetric operators in the Hilbert space H, with not neccesarily dense domains.
D∗ (a) will denote the so-called form domain of a, i.e.
D∗ (a) = {y ∈ H : ∃my |(ax, y)|
2 ≤ my(ax, x), ∀x ∈ dom a}.
We remark, if a is positive, selfadjoint, then D∗ (a) = dom a
1
2 . The Krein-von Neumann and
Friedrichs extensions of a will be denoted by aK and aF respectively (provided they exist). We
recall the basic notions now. If D∗ (a) is dense in H, then 〈ax, ay〉 = (ax, y) is an inner product on
ran a. Let Ha denote the completion of the pre-Hilbert space ran a with the above inner product.
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Define Ja : Ha → H and Qa : H→ Ha by
dom Ja = ran a, Jaax = ax for all ax ∈ ran a
domQa = dom a, Qax = ax for all x ∈ dom a
Now, if D∗ (a) is dense, then J
∗∗
a J
∗
a is the smallest positive selfadjoint extension of a, i.e. the
Krein-von Neumann extension (see [6], [7]). Also , the following characterizing properties of aK
will be used frequently in this paper
dom a
1
2
K
= dom J∗a = D∗ (a)
‖a
1
2
K
y‖2 = ‖J∗ay‖
2 = sup
x∈dom a
〈ax,x〉≤1
|(ax, y)|2 for all y ∈ dom a
1
2
K
Provided that dom a is dense, Q∗aQ
∗∗
a furnishes the largest positive selfadjoint extension, that
is the Friedrichs extension of a (see [5]). Note that dom a ⊆ D∗ (a), therefore the denseness of
dom a implies the same for D∗ (a).
2 The form sum extension
In the following we give a new construction for the sum of two positive, symmetric operators. We
show that in case of selfadjont operators this construction supplies the form sum of the operators.
Let a and b be two positive, symmetric operators, and suppose that D∗ (a)∩D∗ (b) is dense in
H. Consider the space Ha ⊕ Hb, and the operator
J : Ha ⊕ Hb → H, with dom J = ran a⊕ ran b, J(ax⊕ by) = ax+ by. (1)
It is easy to prove that J∗ is densely defined; indeed D∗ (a) ∩ D∗ (b) = dom J
∗. To see this, let
x ∈ dom a, y ∈ dom b and u ∈ D∗ (a) ∩D∗ (b), then
|(J(ax⊕ by), u)|2 = |(ax, u) + (by, u)|2 ≤ 2|(ax, u)|2 + 2|(by, u)|2 ≤
2mu(ax, x) + 2nu(by, y) ≤ m〈ax⊕ by, ax⊕ by〉,
with m = 2max(mu, nu). This shows that u ∈ dom J
∗, hence D∗ (a) ∩D∗ (b) ⊆ dom J
∗. For the
reverse, let u ∈ dom J∗ and x ∈ dom a, then
|(ax, u)|2 = |(J(ax⊕ 0), u)|2 ≤ m〈ax⊕ 0, ax⊕ 0〉 = m〈ax, ax〉 = m(ax, x),
with a suitable m ≥ 0, therefore u ∈ D∗ (a). Similarly, we obtain that u ∈ D∗ (b). Thus we have
shown that D∗ (a) ∩D∗ (b) ⊇ dom J
∗.
We see that J∗∗ exists. Now, we calculate J∗ on dom a ∩ dom b. Let u ∈ dom a ∩ dom b and
x ∈ dom a, y ∈ dom b, then
(J(ax ⊕ by), u) = (ax, u) + (by, u) = 〈ax, au〉+ 〈by, bu〉 = 〈ax⊕ by, au⊕ bu〉,
consequently J∗u = au⊕ bu.
According to the von Neumann theorem J∗∗J∗ is positive and selfadjoint. We claim that
J∗∗J∗ is an extension of a+ b. Indeed, let u ∈ dom a ∩ dom b, then
J∗∗J∗u = J∗∗(au⊕ bu) = J(au ⊕ bu) = au+ bu = (a+ b)u.
In order to prove that our construction is a generalization of the form sum of selfadjoint
operators, we need the following lemma on the Krein-von Neumann extension (see [7], [5] and
[6]).
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Lemma 1. If a, b are positive, symmetric operators, and D∗ (a) and D∗ (b) are dense in H, then
D∗ (a⊕ b) is dense in H⊕ H and
aK ⊕ bK = (a⊕ b)K.
Proof. First we show that (a⊕ b)K exists. It is enough to prove that D∗ (a⊕ b) = dom (aK ⊕ bK)
1
2
since the latter is dense in H⊕ H.
We observe first that (aK⊕ bK)
1
2 = (a
1
2
K
⊕ b
1
2
K
), indeed both are positive and selfadjoint with the
same square aK ⊕ bK.
Now, using the definition, we can write:
D∗ (a⊕ b) =
{x⊕ y : ∃mx,y |((a⊕ b)(u ⊕ v), x⊕ y)|
2 ≤ mx,y((a⊕ b)(u⊕ v), u ⊕ v), ∀u⊕ v ∈ dom a⊕ b}
= {x⊕ y : ∃mx,y |(au, x) + (bv, y)|
2 ≤ mx,y((au, u) + (bv, v))∀u ⊕ v ∈ dom a⊕ dom b}.
(2)
dom (aK ⊕ bK)
1
2 = dom (a
1
2
K
⊕ b
1
2
K
) = dom a
1
2
K
⊕ dom b
1
2
K
= D∗ (a)⊕D∗ (b) =
{x : ∃mx |(au, x)|
2 ≤ mx(au, u), ∀u ∈ dom a} ⊕ {y : ∃my |(bv, y)|
2 ≤ my(bv, v), ∀v ∈ dom b}.
(3)
Putting u = 0 and respectively v = 0 in (2), we see that
D∗ (a⊕ b) ⊆ dom (aK ⊕ bK)
1
2 .
To show
D∗ (a⊕ b) ⊇ dom (aK ⊕ bK)
1
2 ,
we let mx,y = 2max(mx,my), and use (2), (3) and the convexity of the function α 7→ α
2 on R+.
We have seen consequently that D∗ (a ⊕ b) = dom (aK ⊕ bK)
1
2 . So the Krein-von Neumann
extension of a⊕ b exists, and we know that D∗ (a⊕ b) = dom (a⊕ b)
1
2
K
.
To see that (a⊕ b)K = aK ⊕ bK, we have to check that
dom (a⊕ b)
1
2
K
= dom (aK ⊕ bK)
1
2
and furthermore that
‖(aK ⊕ bK)
1
2 z‖2 = ‖(a⊕ b)
1
2
K
z‖2
holds for all z ∈ dom (a⊕ b)
1
2
K
.
The equality of the domains follows from the above argument.
Now, we prove the required identity. Let x⊕ y ∈ dom (a⊕ b)
1
2
K
.
‖(aK ⊕ bK)
1
2 (x⊕ y)‖2 = ‖(a
1
2
K
⊕ b
1
2
K
)(x ⊕ y)‖2 = ‖a
1
2
K
x⊕ b
1
2
K
y‖2 = ‖a
1
2
K
x‖2 + ‖b
1
2
K
y‖2 (4)
Now we calculate ‖(a⊕ b)
1
2
K
(x⊕ y)‖2. The inequality
‖(a⊕ b)
1
2
K
(x⊕ y)‖2 ≤ ‖a
1
2
K
x‖2 + ‖b
1
2
K
y‖2 (5)
follows immediately from the minimality of the Krein-von Neumann extension and the fact that
aK ⊕ bK is a positive, selfadjoint extension of a⊕ b.
To see the reverse inequality, we consider the following. We can assume that ‖a
1
2
K
x‖2+‖b
1
2
K
‖2 >
0,therefore we let
t =
‖a
1
2
K
x‖2
‖a
1
2
K
x‖2 + ‖b
1
2
K
y‖2
, thus 1− t =
‖b
1
2
K
y‖2
‖a
1
2
K
x‖2 + ‖b
1
2
K
y‖2
.
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sup
u∈dom a,v∈dom b
(aKu,u)+(bKv,v)≤1
|((a
1
2
K
⊕ b
1
2
K
)(u ⊕ v), (a
1
2
K
⊕ b
1
2
K
)(x ⊕ y))|2 ≥ sup
u∈dom a,v∈dom b
(aKu,u)≤t,(bKv,v)≤1−t
|(a
1
2
K
u, a
1
2
K
x) + (b
1
2
K
v, b
1
2
K
y)|2
Now multiplying u and v by a suitable αu, αv ∈ C of absolute value 1, we continue:
sup
u∈dom a,v∈dom b
(aKu,u)≤t,(bKv,v)≤1−t
|(a
1
2
K
u, a
1
2
K
x) + (b
1
2
K
v, b
1
2
K
y)|2 = sup
u∈dom a,v∈dom b
(aKu,u)≤t,(bKv,v)≤1−t
(|(a
1
2
K
u, a
1
2
K
x)|+ |(b
1
2
K
v, b
1
2
K
y)|)2 =
( sup
u∈dom a,
(aKu,u)≤t
|(a
1
2
K
u, a
1
2
K
x)|+ sup
v∈dom b,
(bKv,v)≤1−t
|(b
1
2
K
v, b
1
2
K
y)|)2 =
t‖a
1
2
K
x‖2 + 2
√
t(1 − t)‖a
1
2
K
x‖‖b
1
2
K
y‖+ (1− t)‖b
1
2
K
y‖2 = ‖a
1
2
K
x‖2 + ‖b
1
2
K
y‖2
(6)
We have used that
sup
u∈dom a,
(aKu,u)≤t
|(a
1
2
K
u, a
1
2
K
x)|2 =sup
u∈dom a,
(aKu,u)≤t
|(aKu, x)|
2 = t‖a
1
2
K
x‖2 = sup
u∈dom a
1
2
K
,
(a
1
2
K
u,a
1
2
K
u)≤t
|(a
1
2
K
u, a
1
2
K
x)|2,
and the same for bK. Putting together (4), (5) and (6) we obtain:
‖(aK ⊕ bK)
1
2 (x⊕ y)‖2 = ‖(a⊕ b)
1
2
K
(x⊕ y)‖2
completing the proof.
Theorem 2. Let a and b be positive, symmetric operators such that D∗ (a) ∩ D∗ (b) is dense in
H, and let J be as in (1), then the form sum of aK and bK is J
∗∗J∗, i.e.
aK
.
+ bK = J
∗∗J∗.
Proof. Again we prove that dom (aK
.
+ bK)
1
2 = dom (J∗∗J∗)
1
2 , and (aK
.
+ bK)
1
2x = (J∗∗J∗)
1
2 x for
each x ∈ dom (aK
.
+ bK).
We know that dom(aK
.
+ bK)
1
2 = doma
1
2
K
∩domb
1
2
K
, and dom(J∗∗J∗)
1
2 = domJ∗ = D∗(a)∩D∗(b),
as we have seen in the argument following (1). Moreover dom a
1
2
K
= D∗ (a) and dom b
1
2
K
= D∗ (b),
which implies the desired equality of the domains.
Using Lemma 1, we have that
‖(J∗∗J∗)
1
2 x‖2 = 〈J∗x, J∗x〉 = sup
u∈dom a,v∈dom b
〈au⊕bv,au⊕bv〉≤1
|〈au⊕ bv, J∗x〉|2 = sup
u∈dom a,v∈dom b
(au,u)+(bv,v)≤1
|(au+ bv, x)|2 =
sup
u⊕v∈dom a⊕dom b
((a⊕b)(u⊕v),u⊕v)≤1
|((a⊕ b)(u⊕ v), x⊕ x)|2 =
‖(a⊕ b)
1
2
K
(x⊕ x)‖2 = ‖(a
1
2
K
⊕ b
1
2
K
)(x⊕ x)‖2 = ‖a
1
2
K
x‖2 + ‖b
1
2
K
x‖2.
Therefore
‖(J∗∗J∗)
1
2x‖2 = ‖a
1
2
K
x‖2 + ‖b
1
2
K
x‖2,
which is, by definition, equal to ‖(aK
.
+ bK)
1
2 x‖2. The theorem is proved.
The following theorem is an immediate consequence of Theorem 2, because for any positive,
selfadjoint operator a, the Krein-von Neumann extension aK and a coincide.
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Theorem 3. If a and b are positive, selfadjoint operators with dom a
1
2 ∩ dom b
1
2 dense in H, then
the corresponding operator J∗∗J∗ is just the form sum of a and b.
The previous theorem shows that the following notation is consistent with the notation for the
form sum extension. From now on we will use a
.
+ b for the above constructed operator J∗∗J∗,
even if a, b are positive, symmetric operators. We reformulate Theorem 2 as follows.
Theorem 4. If a and b are positive, symmetric operators with D∗ (a) ∩ D∗ (b) dense in H, then
a
.
+ b = aK
.
+ bK.
Remark 5. Considering the extensions of direct sum of operators, an analogous statement can
be proved for the Friedrichs extension, as for the Krein-von Neumann extension in Lemma
1. Namely, if a, b are densely defined, positive, symmetric operators, then
aF ⊕ bF = (a⊕ b)F.
For the proof we only have to check the equality of the domains of the square root operators.
dom (a⊕ b)
1
2
F
={x⊕ y ∈ H⊕ H : ∃xn ⊕ yn ∈ dom a⊕ b, xn ⊕ yn → x⊕ y,
((a⊕ b)(xn ⊕ yn − xm ⊕ ym), xn ⊕ yn − xm ⊕ ym)→ 0} =
{x⊕ y ∈ H⊕ H : ∃xn ∈ dom a, yn ∈ dom b, xn → x, yn → y,
(a(xn − xm), xn − xm) + (b(yn − ym), yn − ym)→ 0} =
{x ∈ H : ∃xn ∈ dom a, xn → x, (a(xn − xm), xn − xm)→ 0}⊕
⊕ {y ∈ H : ∃yn ∈ dom b, yn → y, (b(yn − ym), yn − ym)→ 0} = dom a
1
2
F
⊕ dom b
1
2
F
3 Commutation properties
In this section we observe that our method constructing the form sum of positive, symmetric
operators can preserve some kind of commutation with bounded operators. The ideas used in this
section are essentially taken from [7], where the commutation property is proved for the Krein-
von Neumann extension. The situation is as follows: given E,F ∈ B(H) and two positive,
symmetric operators a and b, with D∗ (a) and D∗ (b) dense in H, such that both E and F leave
doma and domb invariant. Suppose furthermore that the following equations hold for all x ∈ doma
and y ∈ dom b:
E∗ax = aFx, F ∗ax = aEx, E∗by = bFy, F ∗by = bEy.
Now, we define Eˆ and Fˆ on Ha ⊕ Hb as follows.
dom Eˆ = ran a⊕ ran b, Eˆ(ax⊕ by) = aEx⊕ bEy,
and
dom Fˆ = ran a⊕ ran b, Fˆ (ax⊕ by) = aFx⊕ bFy.
It is obvious that Eˆ and Fˆ leave ran a⊕ ran b invariant. The following lemma shows that both Eˆ
and Fˆ are well-defined and continuous on a dense subspace of Ha ⊕ Hb.
Lemma 6. With the notations above, Eˆ and Fˆ are well defined, and Eˆ, Fˆ ∈ B(Ha ⊕ Hb).
Proof. The proof of this lemma could be considerably shortened by referring to the result [Theorem
2 in [7]]. However, for the sake of completeness we include the detailed proof.
〈Fˆ (ax⊕ by), Fˆ (ax⊕ by)〉 = 〈aFx⊕ bFy, aFx⊕ bFy〉 = 〈aFx, aFx〉+ 〈bFy, bFy〉 =
(aFx, Fx) + (bFy, Fy) = (E∗ax, Fx) + (E∗by, Fy) = (ax,EFx) + (by, EFy) =
〈ax, aEFx〉+ 〈by, bEFy〉 = 〈ax⊕ by, aEFx⊕ bEFy〉 ≤
〈ax⊕ by, ax⊕ by〉
1
2 〈aEFx⊕ bEFy, aEFx⊕ bEFy〉
1
2 =
〈ax⊕ by, ax⊕ by〉
1
2 〈EˆFˆ (ax⊕ by), EˆFˆ (ax⊕ by)〉
1
2
(7)
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Substituting EˆFˆ for Fˆ , and repeating the argument in (7), we obtain
〈EˆFˆ (ax⊕ by), EˆFˆ (ax⊕ by)〉 ≤ 〈ax⊕ by, ax⊕ by〉
1
2 〈(EˆFˆ )2(ax⊕ by), (EˆFˆ )2(ax⊕ by)〉
1
2
From this, by induction:
〈Fˆ (ax⊕ by), Fˆ (ax⊕ by)〉 ≤ 〈ax⊕ by, ax⊕ by〉
1
2
+··· 1
2n 〈(EˆFˆ )
2
n
2 (ax⊕ by), (EˆFˆ )
2
n
2 (ax⊕ by)〉
1
2n =
〈ax⊕ by, ax⊕ by〉1−
1
2n 〈a(EF )
2
n
2 x⊕ b(EF )
2
n
2 y, a(EF )
2
n
2 x⊕ b(EF )
2
n
2 y〉
1
2n =
〈ax⊕ by, ax⊕ by〉1−
1
2n 〈(F ∗E∗)
2
n
2 ax⊕ (F ∗E∗)
2
n
2 by, a(EF )
2
n
2 x⊕ b(EF )
2
n
2 y〉
1
2n =
〈ax⊕ by, ax⊕ by〉1−
1
2n (ax⊕ by, (EF )2
n
x⊕ (EF )2
n
y)
1
2n ≤
〈ax⊕ by, ax⊕ by〉1−
1
2n ‖ax⊕ by‖
1
2n ‖(EF )2
n
x⊕ (EF )2
n
y‖
1
2n =
〈ax ⊕ by, ax⊕ by〉1−
1
2n ‖ax⊕ by‖
1
2n ‖((EF )2
n
⊕ (EF )2
n
)(x⊕ y)‖
1
2n ≤
〈ax⊕ by, ax⊕ by〉1−
1
2n ‖ax⊕ by‖
1
2n ‖(EF )2
n
⊕ (EF )2
n
‖
1
2n ‖x⊕ y‖
1
2n =
〈ax⊕ by, ax⊕ by〉1−
1
2n ‖ax⊕ by‖
1
2n ‖(EF ⊕ EF )2
n
‖
1
2n ‖x⊕ y‖
1
2n
If we take the limit n→∞, we obtain:
〈Fˆ (ax⊕ by), Fˆ (ax⊕ by)〉 ≤ r(EF ⊕ EF )〈ax ⊕ by, ax⊕ by〉,
where r(EF ⊕ EF ) stands for the spectral radius of EF ⊕ EF . And this is enough to prove
both statements for Fˆ . The proposition for Eˆ can be proved analogously. (To be very precise, we
have shown that Eˆ and Fˆ are continuously defined on a dense subspace of Ha ⊕ Hb, but they are
automatically extended to the whole space.)
Now, we compute the adjoints of Eˆ and Fˆ in B(Ha ⊕ Hb):
Lemma 7. Eˆ∗ = Fˆ and Fˆ ∗ = Eˆ.
Proof. It is enough to prove Fˆ ∗ = Eˆ, as Eˆ, Fˆ ∈ B(Ha ⊕ Hb). We check that Fˆ
∗x = Eˆx on the
dense subspace ran a⊕ ran b. Let ax⊕ by ∈ ran a⊕ ran b, then for all au⊕ bv ∈ ran a⊕ ran b
〈au⊕ bv, Fˆ ∗(ax⊕ by)〉 = 〈Fˆ (au⊕ bv), ax⊕ by〉 = 〈aFu⊕ bFv, ax⊕ by〉 =
〈aFu, ax〉+ 〈bFv, by〉 = (aFu, x) + (bFv, y) = (E∗au, x) + (E∗bv, y) = (au,Ex) + (bv, Ey) =
〈au, aEx〉+ 〈bv, bEy〉 = 〈au⊕ bv, aEx⊕ bEy〉 = 〈au⊕ bv, Eˆ(ax⊕ by)〉,
and that was to be proved.
Theorem 8. Let a, b be positive, symmetric operators with D∗ (a)∩D∗ (b) dense in H, and suppose
that E,F ∈ B(H), such that both E and F leave doma and dom b invariant, and for all x ∈ doma
and y ∈ dom b
E∗ax = aFx, F ∗ax = aEx, E∗by = bFy, F ∗by = bEy.
Then
E∗(a
.
+ b) ⊆ (a
.
+ b)F and F ∗(a
.
+ b) ⊆ (a
.
+ b)E.
Proof. First we show the following:
E∗J ⊆ JFˆ , F ∗J ⊆ JEˆ, EˆJ∗ ⊆ J∗E, FˆJ∗ ⊆ J∗F.
Indeed, let ax⊕ by ∈ ran a⊕ ran b, then
JFˆ (ax⊕ by) = J(aFx⊕ bFy) = aFx+ bFy = E∗ax+ E∗by = E∗(ax+ by) = E∗J(ax⊕ by).
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Observing the domains, we have consequently E∗J ⊆ JFˆ . An analogous proof can be given for
F ∗J ⊆ JEˆ. For the remaining inclusions, we write:
EˆJ∗ = Fˆ ∗J∗ ⊆ (JFˆ )∗ ⊆ (E∗J)∗ = J∗E,
as E is bounded, hence EˆJ∗ ⊆ J∗E, and with the same reasoning Fˆ J∗ ⊆ J∗F .
Finally we turn to the proof of the theorem. Using the previously proved statement, we have
E∗J∗∗ ⊆ (J∗E)∗ ⊆ (EˆJ∗)∗ = J∗∗Eˆ∗ = J∗∗Fˆ .
Note that we have used that Eˆ is continuous according to Lemma 6. We complete the proof by
writing
E∗(a
.
+ b) = E∗J∗∗J∗ ⊆ J∗∗Fˆ J∗ ⊆ J∗∗J∗F = (a
.
+ b)F,
that is E∗(a
.
+ b) ⊆ (a
.
+ b)F , and with the same argument F ∗(a
.
+ b) ⊆ (a
.
+ b)E.
The following result, which is just a special case of Theorem 8 with E = F = S = S∗, shows
the reason why we talk about “commutation properties” above.
Theorem 9. Let S be a bounded, selfadjoint operator over the Hilbert space H, such that S leaves
both dom a and dom b invariant, and furthermore
Sax = aSx, Sby = bSy
hold for all x ∈ dom a and y ∈ dom b. Also, assume that D∗ (a) ∩D∗ (b) is dense in H. Then
S(a
.
+ b) ⊆ (a
.
+ b)S.
In Theorem 8, we required that the bounded operators E,F leave some subspaces invariant.
In some cases, we might not know that such “big” subspaces are invariant, perhaps because they
are not invariant at all, but we may find smaller subspaces whose invariance can be checked. We
try to handle this problem, with the following theorem.
Theorem 10. Let a and b be positive, symmetric operators with D∗ (a) ∩D∗ (b) dense in H, and
suppose that D ⊆ dom a ∩ dom b is a linear manifold. Then a D
.
+ b D = a
.
+ b if and only if for
all x ∈ H
sup
u∈dom a,
(au,u)≤1
|(au, x)|2 + sup
v∈dom b,
(bv,v)≤1
|(bv, x)|2 = sup
u∈D,
(au,u)≤1
|(au, x)|2 + sup
v∈D,
(bv,v)≤1
|(bv, x)|2 (8)
Proof. Before all, observe that D∗ (a) ⊆ D∗ (a D),D∗ (b) ⊆ D∗ (b D), indeed:
D∗ (a) = {y ∈ H : ∃my|(ax, y)|
2 ≤ my(ax, x), ∀x ∈ dom a} ⊆
{y ∈ H : ∃my|(ax, y)|
2 ≤ my(ax, x), ∀x ∈ D} = D∗ (a D),
(9)
and the same for D∗ (b) and D∗ (b D).
Suppose now that condition (8) is satisfied. Then for the reverse inclusion D∗ (a) ∩ D∗ (b) ⊇
D∗ (a D) ∩ D∗ (b D) we let x ∈ D∗ (a D) ∩ D∗ (b D), which is the same as saying that the right
hand side of (8) is finite for this x. But then, from assumption (8) it follows that the left hand
side of (8) is also finite, implying x ∈ D∗ (a) ∩D∗ (b). By our construction for the form sum
dom ((a
.
+ b)
1
2 ) = D∗ (a) ∩D∗ (b), and dom (a D
.
+ b D)
1
2 = D∗ (a D) ∩D∗ (b D),
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hence dom (a
.
+ b)
1
2 = dom (a D
.
+ b D)
1
2 . Let x ∈ dom (a
.
+ b)
1
2 , then by the proof of Theorem 2
and (1)
‖(a
.
+ b)
1
2x‖2 = ‖a
1
2
K
x‖2 + ‖b
1
2
K
x‖2 = sup
u∈dom a,
(au,u)≤1
|(au, x)|2 + sup
v∈dom b,
(bv,v)≤1
|(bv, x)|2 =
sup
u∈D,
(au,u)≤1
|(au, x)|2 + sup
v∈D,
(bv,v)≤1
|(bv, x)|2 = ‖(a D)
1
2
K
x‖2 + ‖(b D)
1
2
K
x‖2 = ‖(a D
.
+ b D)
1
2x‖2.
(10)
Consequently we have a D
.
+ b D = a
.
+ b.
For the reverse direction, we suppose that a D
.
+ b D = a
.
+ b. Then for all x ∈ dom (a
.
+ b)
1
2
‖(a
.
+ b)
1
2 x‖2 = ‖(a D
.
+ b D)
1
2x‖2, and the same argument as in (10) shows that (8) is satisfied.
4 Further results and remarks
Our construction for the form sum is based on the idea used when constructing the Krein-von
Neumann extension aK of a positive, symmetric operator a. Analogously we consider the following
situation. We suppose that doma and dom b are dense. Again we have the Hilbert space Ha⊕Hb,
and we define analogously as in [5], [6]
Q : H→ Ha ⊕ Hb, with domQ = dom a ∩ dom b, Qx = ax⊕ bx.
Obviously Q is a restriction of J∗. The question is, what can be said about Q∗Q∗∗.
Theorem 11. Suppose that a and b are positive, symmetric operators, and doma∩domb is dense
in H. Then Q∗Q∗∗ = (a+ b)F.
Proof. First we show that under these circumstances Q∗Q∗∗ exists and is a positive, selfadjoint
operator. From the von Neumann theorem, it is clear that if Q∗Q∗∗ exists then it is selfadjoint,
and obviously positive. Q∗ exists, since dom Q is dense. We compute dom Q∗, and as it will be
dense, we conclude that Q∗∗ exists. First we compute Q∗ on rana⊕ranb. Let ax⊕by ∈ rana⊕ranb
and z ∈ dom a ∩ dom b
〈Qz, ax⊕ by〉 = 〈az ⊕ bz, ax⊕ by〉 = 〈az, ax〉+ 〈bz, by〉 = (az, x) + (bz, y) =
(z, ax) + (z, by) = (z, ax+ by),
which shows that ran a ⊕ ran b ⊆ dom Q∗ and Q∗(ax ⊕ by) = ax + by. Therefore Q∗ is densely
defined. We see that Q∗Q∗∗ is an extension of a+ b:
Q∗Q∗∗z = Q∗Qz = Q∗(az ⊕ bz) = az + bz.
Because of the extremality of the Friedrichs extension, we only have to prove that
dom (a+ b)
1
2
F
= dom (Q∗Q∗∗)
1
2 .
We can write
dom (Q∗Q∗∗)
1
2 = domQ∗∗ = dom Q¯ = {y ∈ H : ∃yn ∈ domQ, yn → y,Qyn convergent} =
{y ∈ H : ∃yn ∈ domQ, yn → y, 〈ayn ⊕ byn − aym ⊕ bym, ayn ⊕ byn − aym ⊕ bym〉 → 0} =
{y ∈ H : ∃yn ∈ dom a ∩ dom b, yn → y, (a(yn − ym), yn − ym) + (b(yn − ym), yn − ym)→ 0} =
{y ∈ H : ∃yn ∈ dom (a+ b), yn → y, ((a+ b)(yn − ym), yn − ym)→ 0} = dom (a+ b)
1
2
F
,
which remained to complete the proof.
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Finally, we examine the connection between different extensions of the operator sum. Supose
that A and B are positive, selfadjoint operators, and let A + B denote the operator sum on
D = domA∩domB. Suppose that D is dense in H, so that the Friedrichs extension (A+B)F of
A+B exists. Kato [4] shows an example when A
.
+ B 6= (A+B)F. Analogously, one can examine
the connection between A
.
+ B and (A+B)K. We will prove that in general A
.
+ B 6= (A+B)K.
Note if we assume only that domA
1
2 ∩ domB
1
2 is dense in H – assuring the existence of A
.
+ B –
the Krein-von Neumann extension will still exist. Indeed, it is easy to see that
D∗ (A+B) = {y ∈ H : ∃my |((a+ b)x, y)|
2 ≤ my((a+ b)x, x), ∀x ∈ D} ⊇
D∗ (A) ∩D∗ (B) = dom A
1
2 ∩ domB
1
2 ,
so D∗ (A+B) is dense in H. However, it may happen that domA
1
2 ∩ domB
1
2 is dense in H while
domA ∩ domB = {0}. In this case A
.
+ B 6= (A +B)K = 0, providing a trivial counter-example.
For this reason, in the sequel we keep the assumption that D is dense in H.
Example 12. Consider the following example. Let a be a densely defined, closed, symmetric
operator with positive lower bound. Suppose moreover that a is not selfadjoint. Then the de-
ficiency index dim(ker a∗) of a is greater than zero. Also, there are infinitely many selfadjoint
extensions of a, which are restrictions of a∗. Among these the Friedrichs extension aF is the
largest, and the Krein-von Neumann aK is the smallest one with respect to the usual order-
ing of positive, selfadjoint operators. Consider aK and aF, both are positive and selfadjoint, and
D = dom aK ∩ dom aF ⊇ dom a, so D is dense in H. Furthermore, we have that aK
.
+ aF = 2aF,
because
dom a
1
2
K
∩ dom a
1
2
F
= dom a
1
2
F
, and ‖a
1
2
K
x‖2 = ‖a
1
2
F
x‖2
for all x ∈ dom a
1
2
F
. On the other hand, (aK + aF)K = 2aK, because aK + aF is a symmetric
extension of 2a, hence 2aK = (2a)K ≤ (aK + aF)K. Conversely, (aK + aF)K ≤ 2aK, because aK + aF
is a restriction of 2aK. Thus we have that aK
.
+ aF 6= (aK + aF)K, as desired.
Example 13. A similar approach can provide an example when A
.
+ B 6= (A+B)F. The example
above fails as aK
.
+ aF = 2aF and (aK + aF)F = 2aF as well. However, take any intermediate
extension aM of a instead of aF. Then we have aK
.
+ aM ≤ 2aM because
dom (aK
.
+ aM)
1
2 = dom a
1
2
K
∩ dom a
1
2
M
= dom a
1
2
M
and
‖(aK
.
+ aM)
1
2x‖2 = ‖a
1
2
K
x‖2 + ‖a
1
2
M
x‖2 ≤ ‖(2aM)
1
2 x‖2
for all x ∈ doma
1
2
M
. Furthermore, (aK+ aM)F ≥ 2aM because both aK+ aM and 2aM are extensions
of 2aM dom aK∩dom aM = aK + aM, here we have used that
aK dom aK∩dom aM = a
∗
dom aK∩dom aM = aM dom aK∩dom aM ,
so the inequality follows from the extremality of the Friedrichs extension. Thus we have
aK
.
+ aM ≤ 2aM ≤ (aK + aM)F. (11)
How can we assure that equality does not hold at both inequalities in (11)? It is easy to see from
the above that a sufficient condition for aM is that the form qaM of aM is not a restriction of the
form qaK of aK. When dim (ker a
∗) > 0, such an aM is always available (see [1]). Just take any
strictly positive, closed form q0 on ker a
∗ (e.g. the original inner product) and define a new form
q on ker a∗ + dom a
1
2
F
as follows
q(x + y) = q0(x) + ‖a
1
2
F
y‖2, x ∈ ker a∗, y ∈ dom a
1
2
F
.
We have used that kera∗ ∩ dom a
1
2
F
= {0}. Using the representation theorem, we get the required
aM. (Note that aK belongs to the choice q0 ≡ 0.) Thus we see that a desired counter-example can
be given whenever dim kera∗ > 0.
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