We consider a Markov chain X n obtained by adding small noise to a discrete time dynamical system and study the chain's quasi-stationary distribution (qsd). The dynamics is given by iterating a function f : I ! I for some interval I when f has nitely many xed points, some stable and some unstable. We show that under some conditions the quasi-stationary distribution of the chain concentrates around the stable xed points when ! 0. As a corollary we obtain the result for the case when f has a single attracting cycle and perhaps repelling cycles and xed points. In this case the quasi-stationary distribution concentrates on the attracting cycle. The result applies to the model of population dependent branching processes with periodic conditional mean function.
INTRODUCTION
This paper deals with quasi-stationary distributions for Markov chains X n X n = f(X n?1 ) + (X n?1 ); (1) obtained by adding small noise , which is generally state-dependent, to a discrete time dynamical system x n+1 = f(x n ):
The function f maps some interval I into itself, and we consider the case when f has nitely many xed points, some of which are stable and some unstable. The dynamical system de ned by (2) models a particular physical phenomenon, when the variable of interest is con ned to the range with set I. For example, in population dynamics x n denotes the population density in the n-th generation. The Markov chain de ned by (1) models small random perturbations to that phenomenon. Therefore in applications it is often of interest to study the long term behavior of the chain (1) as long as it stays in I. This is done by studying the quasi-stationary distribution (qsd) of the chain, (A) = lim n!1 P(X n 2 AjX n 2 I);
de ned for any Borel set A I.
Our goal in this paper is to show that under some conditions the quasi-stationary distribution of the chain concentrates around the stable xed points of f when ! 0.
Our motivation comes from the population density process in density-dependent branching models. A density-dependent branching process is a branching model, where the law of o spring distribution depends on the population density. These processes are stochastic analogues of the deterministic models of population dynamics given by (2) , and were studied in 6], 7], where the Law of Large Numbers, the Central Limit Theorem and convergence to a Gaussian process were established. The basic feature of the deterministic models is the decline in the reproduction rate from a constant, when the population density is small, to zero when the population density increases to its threshold.
This decline is due to competition between individuals. The logistic model with f(x) = rx(1 ? x), one of the more famous models, eg. 10], provides a perfect example of this phenomenon, and we shall use this model in our representative examples. Density-dependent branching processes incorporate the same principle, by making the o spring distribution decline with an increase in population density. If m(x) denotes the mean of o spring distribution when the population density is x, then the expected density of the next generation is given by the conditional mean function f(x) = xm(x). The precise de nition of the density-dependent branching processes is given in the section on applications, it su ce to say here that these models can be represented in the form of (1) with the dynamics being that of the corresponding deterministic population model with f(x) = xm(x). Under broad assumptions density-dependent branching processes become extinct with probability one. We show that the qsd exists and describes the long-term behavior of the process prior to extinction.
In 8], the Large Deviation Principle was established for the Markov chain (1) , and this reference is central for this paper. It was shown there that if the deterministic system has a stable periodic orbit then the perturbed system will follow approximately a limit cycle for a time exponentially long in the level of noise before switching to another cycle.
We also consider the model with additive state-independent noise, it may also have an independent interest in applications. This model is conceptually the same, but technically it is easier to treat.
It is not hard to establish the existence of qsd under some broad assumptions, cf. Theorem 1, the main tool being the Krein-Rutman theory of positive operators. It is also rather straightforward that any weak limit of the qsd as the noise converges to zero must be an invariant measure of the deterministic system, de ned by (A) = (f ?1 (A)), cf. Theorem 2. Therefore if the deterministic system has a unique invariant measure then the qsd concentrates around it. We, however, consider the case when the deterministic model may have many invariant measures. The main result of this paper, Theorem 3, is to establish conditions so that the qsd does not put, in the limit of small noise, mass around the unstable xed points. The technique of proof relies on an adaptation of the discrete time Freidlin-Wentzell theory, e.g. as developped in 5].
We use the main result to treat the case when f has an attracting stable cycle (an attracting xed point is a cycle of period 1) to which all the trajectories converge (except unstable cycles and their inverse images), and show that under suitable assumptions the qsd concentrates around the attracting cycle. Thus the limit of the qsd is uniform on the stable periodic orbits.
To put our results into perspective, we point out a general result of Kifer 4] , which shows, amongst other things, that for di eomorphisms under a bit di erent conditions of hyperbolic sets and a more special form of random perturbations, i.e. perturbation by a di usion, the quasi-invariant measures concentrate in the limit on the attractors. While our conclusions might possibly be obtained from general arguments (see 4, Section 5]), the case we consider does require some care, as the example provided after the statement of the main Theorem 3 demonstrates.
While working on this paper we learnt of a recent, independent work of H ogn as 3], where he obtained similar results for the stochastic Ricker model, by techniques not far from ours. The main di erence of his work with ours lies in the greater generality and applicability of our assumptions.
On the other hand, 3] explains how to extend the assumption (A6) below to allow for an application to the situation of stable periodic orbits of period larger than 2. This extension caries over to the results in this paper, see the comment at the end of Section 2. (A2) All trajectories of the dynamical system converge to one of the xed points of f.
ASSUMPTIONS AND RESULTS

Let
Consider the following Markov chain, which is a random perturbation of the dynamical system. Let X n = f(X n?1 ) + (X n?1 ):
Here, (x) are random variables, whose law, denoted Q ;x ( ), depends on ; x only. Let (x; ) = log(Ee (x) ) and de ne the kernel P on (I; B(I)) by P (x; A) = P x (X 1 2 A); x 2 I; A 2 B(I):
We make the following assumption on Q ;x ( ):
(A3) For all > 0, and for some nonzero probability measure V on (I; B(I)), there exists a non-negative function m (x; y) on I I such that for all x 2 I and for all A 2 B(I),
Further, there exist integers n 0 ( ) and real numbers a( ) and b( ) such that for all x; y 2 I,
where for any n, m (n) (x; y) is the density of P n (x; ) with respect to V . Assume further that for all > 0 small enough, for all > 0 small enough, V (B ) > 0.
(A4) There exists a 0 > 0 such that, for all j j 0 , sup x2I; (x; = ) < 1.
Note that by Chebyche 's inequality, (A4) implies that (x) converge in probability to zero as ! 0 uniformly in x 2 I. In what follows ) denotes the weak convergence.
Theorem 1 Assume (A1){(A4). a). The qsd ( ) (cf. (3)) exists, it is a probability measure on (I; B(I)) and there exists a number R ( ) > 1 such that for all A 2 B(I),
Let m (1) (x; y) = m (x; y) and m (n) (x; y) be the density of P n for n 2, i.e. P n (x; dy) = m (n) (x; y)dy.
Proof of Theorem 1: a). By (A3) and Theorem 10.1 of 2], P has a positive eigenvalue 1 R ( ) , larger in magnitude than any other eigenvalue, and corresponding uniquely de ned left eigenfunction~ ( ) satisfying R I~ ( ) (y)dy = 1. Moreover, still by 2] Theorem 10.1, with ( ) ( ) denoting the (uniquely de ned) corresponding right eigenfunction,
where the convergence of the error term in (4) 
Hence, a sup x2B 0
(1 ? P x (X 1 2 B 0 )) ! 0; ! 0:
and since R ( ) 1, b) follows. 2
Since I is bounded, ( ) is tight. The following identi es the limit points of subsequences of ( ) .
Theorem 2 Assume (A1){(A4). Then, any weak limit of ( ) is an invariant measure for f, i.e., for any A 2 B(I), 
By continuity of f and (A4), see the comment to (A4), f(Y ) + (Y ) ) f(Y ) along the subsequence. Hence for all A 2 B(I) such that P(Y 2 @A) = P(f(Y ) 2 @A) = 0, taking to zero along the subsequence in (7) along with part b) of Theorem 1 gives
Hence we can now show that (8) and so (f1g) = 0. Hence (8) is true for A = f0g and A = f1g, and so it is true for all A 2 B(I). 2 It is rather straight forward to check that any weak limit of ( ) then satis es
The following is our main result.
Theorem 3 Assume (A1){(A6). Then, any weak limit of ( ) satis es (fx j g) = 0, for each j = 0; :::; k.
Remark 2 To see that one needs some structural assumptions on ( ), consider the case of f(x) = rx(1 ? x), 1 < r < 3. For x 2 ; 1] let (x) be a uniform random variable on (? =2; =2), while for x 2 0; ) let the law of (x) be c U( Proof: By (A4), sup x2I P(j (x)j > c) ! 0. This implies that for all > 0, sup x2I P x (jX 1 ? f(x)j > ) ! !0 0. Iterating this and using the fact that j(i) is independent of , the lemma follows. 2 Note that as long as x i 2 U (x ), on the event f (x i ) 0g, f(x i ) + (x i ) cx i . Hence, since c c1 log log 1= = (log ) 4 > b ; one gets, using (A5), inf x x b +x P x ( < c 1 log log 1= ) inf
?c1 log log ?c1 log log :
Arguing similarly, the case x < x is handled (for i 6 = 0). Hence, inf jx ?xj b P x ( < c 1 log log 1= ) ?c1 log log :
It follows that, with c 2 = 2c 1 , inf jx ?xj b P x ( c 1 c2 log log log log 1= ) (1 ? ?c1 log log ) c 2 log log ! !0 0 :
In what follows, we use c 3 ; c 4 ; c 5 to denote some constants which are independent of . Then, with i = (X i ), arguing as above, 
Combining ( 
Taking supremum on both sides over x 2 U i (x i ), the rst two terms on the right converge to zero as converges to zero by Lemma 4, while the convergence of the third is a consequence of Lemma for K large enough. Now,
where B = 0; 1]n k i=0 U i (x i ) l i=1 U i (s i ) , so that the third term converges to zero as converges to zero, the rst term converges to zero as converges to zero using lemma 5, and for the second term, for each i = 1; : : : ; l,
by Lemma 2. For j = 0, the last term converges to 0 with as a consequence of Lemma 6, implying that ( ) (U 0 (x 0 )) ! !0 0. Substituting again in (17) for any j 6 = 0, this is enough to imply that ( ) (U j (x j )) ! !0 0. 2 Remark 3 We comment here on extensions of Theorem 3 which follow from 3]. As pointed out in the section below, assumption (A6) is hard to check in general. It is used in the proof, however, only to show that points in the neighborhood of unstable xed points converge in nite time (under the deterministic action) to neighborhood of stable xed points. This assumption can be replaced by the assumption of non-existence of heteroclinic orbits which include the unstable xed point. This assumption creates an ordering of the unstable xed point in such a way that neighborhoods of higher order unstable points are mapped to either stable points or neighborhoods of lower order xed points, and the lowest order unstable xed points do satisfy (A6). See 3] for a development of this approach in a particular case.
APPLICATIONS AND EXAMPLES
The logistic map with normal noise
Consider the case when f is the logistic map, f(x) = rx(1 ? x), 1 < r 1 + p 6.
X n = f(X n?1 ) + n ;
where f as above and n are iid standard Normal rv's.
(a) Consider rst the case when 1 < r < 3. In this case x 0 = 0 is the only unstable xed point, s 1 = 1 ? 1 r is the only stable xed point and there are no other cycles. Assumptions (A1) and (A2) are satis ed for this case, see 11], and as k = 0 (A6) is not required for this case. If (x) = , where is the standard Normal variable, then the assumptions (A3), (A4) and (A5) are clearly ful lled, and the result holds, ie. the qsd. of X n concentrates around the attracting xed point s 1 .
Remark 4 In this case it is possible to show that (0) = 0 by using a Lyapunov function approach, (b) Consider the case 3 < r < 1 + p 6.
In this case f has two unstable xed points at zero and 1 ? 1 r , one stable attracting cycle of period two, and no other cycles. We next show that Theorem 3 applies in this setup, implying that the qsd of the X n in (19) concentrates on the stable attracting cycle.
De ne the function f (x) = f 2 (x), x 2 I. We shall apply the above results by replacing f with f . It is easy to see that f has two unstable xed points at x 0 = 0 and x 1 = 1 ? 1 r , two stable xed points s 1 and s 2 , and no other cycles. 
The monotonicity of x(1 ? x) implies that g(x 1 (r)) is monotone decreasing in r for any r > 2.
Therefore max 3 r 1+ p 6 g(x 1 (r)) = 1=3 is achieved at r = 3. f(r=4) is monotone decreasing in r on (3=4; (1+ p 6)=4). Therefore min 3 r 1+ p 6 f(r=4) is achieved at (1+ p 6)=4) and is f((1+ p 6)=4) = 0:409::: > 0:4. The inequality (21) now follows, hence (20) is established. It follows by symmetry of f that the accumulation points of f ?n (x 1 ) are the accumulation points of fg n (x 1 )g and of f1 ? g n (x 1 )g. Since g is monotone increasing, fg n (x 1 )g form a decreasing sequence. The limit y must satisfy y = g(y), which implies that y = 0, and the lemma is proved. 2
It is known that the iterates of all the points in I except the unstable xed points and their inverse images for all n = 0; 1; 2; : : :, converge to the stable cycle, see 11] p.73.
Since f ?n (x 0 ) = f0; 1g for all n, it now follows from Lemma 7 that for all > 0 small enough, for all x 2 U (x 1 )nfx 1 g, f n (x) ! fs 1 ; s 2 g; n ! 1:
With A 1 as in the statement of assumption (A6), we have that for each x 2 A 1 there exists an n(x) such that (f ) j (x) 2 2 i=1 U 2 (s i ) for all j > n(x). Using the continuity of f, there exists thus a r(x) > 0 such that 8y 2 B r(x) (x); 8j > n(x) + 1; (f ) j (y) 2 2 i=1 U 2 (s i ) :
Covering A 1 by the balls B r(x) (x) and taking a nite subset by compactness, (A6) follows for f .
Consider Y n = X 2n . It is easily veri ed that assumption (A3) holds for (19), and that by Theorem 1, the qsd. of X n exists. It is clear that X 2n and X n have the same qsd. Let
With this choice of (x) we can write that X 2(n+1) = f 2 (X 2n ) + (X 2n ):
To verify assumptions (A4) and (A5) notice that the iterated noise satis es, by the mean value theorem, 
Density dependent branching processes
In this section we apply the main result to the model of density dependent branching processes.
Let fX n g be the population density in a density dependent branching process, de ned as follows.
For any xed x 0, let Y j;n (x) be independent and identically distributed random variables for all j; n with distribution Y (x), where for all x 0; Y (x) is non-negative and integer-valued, and for all x 1; Y (x) = 0. Y (x) represents the law of o spring distribution when the population density is x. Then for xed K 2 2; 1) de ne a population density dependent branching process fZ K n g, n = 0; 1; 2; : : : with threshold K inductively by taking Z K 0 to be a positive integer less than K and
where we assume that for any xed x; K and n+1, that the Y j;n+1 (x); j = 1; 2; : : :, are independent of Z K n ; Z K n?1 ; : : : ; Z K 0 . Let X K n = Z K n K denote the population density.
For this application it is suitable to take I = (0; 1) to be the open interval. Then if X K n 2 I, then, with f(x) = xEY (x) = xm(x), To apply the main result to the chain fX K n g, set = 1 p K , and put
Taking f(x) to be the logistic map rx(1 ? x) with 1 < r < 1 + p 6, the assumptions (A1), (A2) and (A6) on f(x) were veri ed in the previous section on the logistic map with additive noise.
To verify the rest of the main assumptions, we make the following assumptions on the o spring distribution Y (x).
Assume (A3) with V being a discrete measure on i=K, i = 1; : : : ; K ? 1. Further, let Y 0 (x; ) = log E exp( Y 0 (x)), and assume that (B1) sup x2I; (x= 2 ) Y 0 (x; ) < 1.
To show (A4) write by using independence (x; = ) = log E(exp( Using expansion for the exponential, (B1) clearly holds. (A3) also holds.
Before we verify (A5) we prove a result on sums of iid rv.'s. 
Replacing a by a=( (x) p x) we obtain convergence to the N(0; x 2 (x)) distribution, moreover the convergence is uniform in x if condition (24) holds. 2
An easily checked su cient condition for (24) is (B2).
(B2) Assume that there is a small > 0, such that with A = ( ; 1 ? ), sup x2A (x) < 1, and inf x2A 2 (x) > 0.
It is clear that (B2) implies (24). Now, the uniform convergence of the sums to the normal distribution implies (A5). Indeed, as it was assumed that unstable xed points x i , i = 1; 2; : : : ; k are in the interior of I, there is > 0 so that A includes all of these points. Now, This completes the check of the basic assumptions for branching processes when f(x) = xm(x) has a single attracting xed point, eg. when f is a logistic map and 1 < r < 3. In this case the main result implies that the qsd. concentrates around this point. We formulate this as Theorem 4 Suppose the o spring distributions satisfy (B1) and (B2). Then (x 0 ) = 0.
When 3 < r < 1 + p 6 such an attracting xed point does not exist, but there is an attracting two-cycle. The analysis via f (2) , similar to that carried out in the additive case and details of which are omitted, shows that the qsd. concentrates on the attracting cycle. These results for the stochastic Ricker model were obtained independently by H ogn as (1996) .
