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DATA EXCHANGE WITH NO BOUNDARIES  
 
 
Bora Beran1 and Michael Piasecki2  
 
 
ABSTRACT 
 
In data-oriented research availability of data determines the scope of the study. While ‘data 
availability’ corresponds to whether or not observations have been made within a given spatio-
temporal frame in the traditional sense, state of the art requires a more pragmatic look at the 
problem questioning our ability to ‘discover and use’ the data.  This paper examines the current state 
of hydrologic data dissemination in the US, identifies problems and suggests solutions for both 
legacy and future data.  
 
 
1. INTRODUCTION 
 
Semantic & syntactic heterogeneity; maybe the worst nightmare of today’s information scientists is 
an acquaintance of every researcher regardless of their backgrounds provided that they rely on data 
from external sources. Nevertheless, in a broader sense the word ‘heterogeneity’ suggests existence 
of groups possibly homogeneous within themselves and boundaries that separate them from others. 
The path to success in seamless integration of data sources lies in the understanding and clever 
exploitation of these homogeneities whether it’s a global, national or regional effort.  
 
 In hydrology majority of data sources are federal agencies that routinely measure hydrologic 
variables such as streamflow, rainfall, groundwater levels and water quality. Below is a list of data 
sources that are commonly used by hydrologists (Maidment, 2005).  
 
• National Water Information System (USGS NWIS) 
• National Climatic Data Center (NCDC) 
• NASA/NOAA Remote Sensing Data (LANDSAT, GOES, AVHRR) 
• Environmental Protection Agency STorage and RETrieval System (EPA STORET)  
• National Elevation Dataset (USGS NED) 
• National Land Cover Dataset (USGS NLCD) 
• National Hydrography Dataset (USGS NHD) 
• SNOwpack TELemetry (NRCS SNOTEL) 
• Next Generation Weather Radar System (NEXRAD) 
• State Soil/Soil Survey Geographic Databases (NCGC STATSGO/SSURGO) 
• North American Regional Reanalysis (NCEP NARR) 
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All these data sources offer web interfaces to make data accessible to researchers. However most 
studies involve use of several different data sources either because the scope of the study exceeds 
that of the data collection activity at a single source or due to spatial/temporal coverage and data 
quality issues.  For example both USGS’ National Water Information System (NWIS) and EPA’s 
Storage and Retrieval System (STORET) offer water quality data and have national coverage. Thus 
being aware of both data sources would give a researcher a higher number of data points in space 
and time for a given parameter. On the other hand, despite the number of stations in EPA STORET 
(274,918 stations) coverage for certain states e.g. Texas is really poor (EPA, 2006). Such cases 
indicate the need to also know how to acquire data from (other) national or state/local sources. Need 
to use local sources may also arise due to insufficient detail in national datasets (e.g. 
landuse/landcover data). As a result data gathering becomes a tedious process. According to surveys 
conducted by CUAHSI preparation of data prior to analysis can comprise 10%-75% of the research 
time (Maidment, 2005). Today integration of hydrologic data sources are mostly at the level of 
content aggregation by providing links to several data providers. EPA’s ‘Window to My 
Environment’ (EPA,2001) takes it one step further by displaying stations in both STORET and 
NWIS system on an interactive map however once the station is selected user is redirected to 
respective data provider’s website. A higher level of integration; such that a unified view can be 
achieved requires resolution of heterogeneity issues. 
 
For systems such as NWIS or EPA STORET the presence of a governing body that enforces 
certain data/metadata management guidelines makes data integration much easier since underlying 
structure is strict and well documented. However when only linkage between data providers is 
common data access protocols such as OPeNDAP, (OPeNDAP, 1993) it is not possible to talk about 
strict data management policies over the entire network. Yet it is still possible to see some kind of an 
order which propagates through the life time of individual repositories such as folders organized in a 
certain way to hold certain datasets or the use of same keyword by a group of researchers even 
though there’s no ‘official’ controlled vocabulary or a written set of rules. Integration of this kind of 
sources requires harvesting of source specific conventions into metadata catalogs and reverse-
engineering of thesauri from retrospective free text entries. 
 
 
2. ONTOLOGIES 
 
Whether it is a readily available and ‘controlled’ list of parameters or a collection of properly 
organized ‘free-text’, in order to achieve interoperability in space (between nations, organizations) 
and time (backwards compatibility), today ontologies seem to be the best solution to the problems 
attributed to semantics, considering the errors experienced with AI based text interpretation systems 
(Van Cuilenburg et al.,1988). In artificial intelligence realm ontologies are often defined as “explicit 
specifications of conceptualizations“ (Gruber, 1993). Here conceptualization can be described as a 
simplified, abstract view of the world while specification means a systematic account of the world to 
be represented. Fig. 1 shows an excerpt from the classification of atmosphere layers in the Semantic 
Web for Earth and Environmental Terminology (SWEET) ontology (Raskin and Pan, 2005). 
 
 
 
<owl:Class rdf:ID="AtmosphereLayer"/> 
<owl:Class rdf:ID="Exosphere"> 
<rdfs:subClassOf rdf:resource="#AtmosphereLayer"/> 
</owl:Class> 
<owl:Class rdf:ID="Ionosphere"> 
<rdfs:subClassOf rdf:resource="#AtmosphereLayer"/> 
</owl:Class> 
 
Figure 1. Ontology example with excerpt from source code in Web Ontology Language (OWL) 
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Of course an ontology is not the only way of representing knowledge for cases as in Figure 
1.For development of taxonomies or thesauri RDF (W3C, 1999) vocabularies such as Simple 
Knowledge Organization System (SKOS) (W3C, 2004a) may be sufficient. While the hierarchical 
structure helps with the homonym problem, issues with synonyms require a different solution which 
involves mapping of equivalent concepts using appropriate constructs e.g. sameAs or 
equivalentClass in OWL (W3C, 2004b) or altLabel in SKOS. However mapping is not as easy as it 
seems when dealing with observations. Experimental procedures, equipment choices and several 
other factors can make seemingly equivalent observations to return significantly different results. 
These slight differences make ‘same as’ mappings impossible. Even worse data sources may not 
contain sufficient information to resolve the differences. Thus it is better to handle ‘same as’ 
mappings at a level (broad concepts as necessary) where there’s no doubt about equivalence. On the 
other hand it may be possible to convert/correct results of one measurement to work with another. 
Consider ammonia nitrogen measurements given as mg NH4/l in one observation while mg N/l in 
another. The results will certainly be different but equally valuable to a researcher. This kind of 
information should also be captured in the ontology and it is ontology engineer’s duty to make such 
decisions using his/her domain knowledge. Another problem about mappings is when context of the 
concept depends on an external parameter such as where it is measured. For example ‘water level’ 
could mean ‘groundwater level’ if it’s measured at a groundwater station or ‘reservoir level’ if 
measured at a reservoir. Likewise a chemical concentration could be a water, soil or air quality 
parameter depending on the medium. Such information can be stored in the ontology using 
additional properties and captured programmatically when responding to a query request.  In our 
systems we use JENA API (HP Labs, 2000) for ontology processing but via IKVM (Frijters, J., 
2004) since our development environment is C# while JENA is a JAVA API. 
 
  The level of detail in a controlled vocabulary is directly related to accuracy in data 
discovery. To maintain the value of data and enhance discovery accuracy, datasets should be 
described in sufficient detail. For example a keyword such as ‘Alachlor’ should be preferred over 
‘Pesticide’ since ‘Alachlor’ is a ‘Pesticide’ but not every ‘Pesticide’ is ‘Alachlor’. When a file 
contains data for more than one parameter, then each parameter (e.g. individual columns in a table –
database, excel document etc.-) should be assigned a keyword of its own. This way each parameter 
can be extracted from the original file and be used in combination with other data (mix & match) in 
addition to ease of use in automated processes and scientific workflows.  
 
The downside of fine granularity is the significant increase in the number of terms in the 
controlled vocabulary. For example NWIS has about 10,000 terms while each station measures ~20 
parameters. So for any given station chances of getting a result for a randomly picked parameter is 
20/10,000 = 0.002. Moreover it is not practical to browse a list of 10,000 elements. We may 
consider this as the price that needs to be paid in order to be able to deliver results with pinpoint 
accuracy. Because other alternatives such as separation of parameter-medium information are prone 
to data indexing errors. Errors as in ‘Variable: Dry Bulb Temperature, Medium: Water’ are 
frequently observed. However it is quite possible to minimize the negative effects of high parameter 
count with the right information system design. 
 
Hierarchical structure in the ontologies offers the solution to the low (or no) recall problem 
that having ‘too specific’ keywords may cause. First step is allowing users to query data repositories 
using terms having a broader scopes compared to parameter names thus allowing them to get results 
for several similar parameters with a single search. For example in our ontologies ‘Stream Stage’ 
can be provided with reference to 3 different datums (MSL, NGVD29, NAVD88). In this case for 
any given station that offers a stream gage measurement hiding datum options from user at the time 
of search triples the chances of getting a result. This doesn’t mean any sacrifice from the needed 
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data considering that these values can be easily converted to one another. On the other hand 
searching using a broader term means there will be a ‘high recall’ and results can be hard to manage. 
Once again solution can be found in the ontologies. At this point ‘detailed classification’ (e.g. datum 
options in the previous step) previously hidden from the user should be used to group the search 
results. Search terms should not be too broad either. A keyword that returns all the data holdings in a 
system would not be practical. Guidelines discussed above can be summarized as: 
 
1. Datasets should be indexed at the highest detail (parameter level if possible). 
2. Queries should be limited to a reasonable level of detail.   
3. Results should be clustered at the highest level of classification possible. 
 
The varying levels of detail required for each procedure shows that a layered model is the only 
option. Thus the ontology or thesaurus should consist of several pieces, with varying levels of 
abstraction that can be used in different combinations as needed. 
 
Ontologies evolve in time as do languages and taxonomies. New terms can be added, existing 
definitions can change. Consider redefinition of the term “planet” on August 24th, 2006 by 
International Astronomical Union (IAU) and reclassification of Pluto as a dwarf-planet also as the 
prototype of a new category of Trans-Neptunian Objects with the new name of 134340 (IAU, 2006). 
If we consider three different scenarios,  
 
1. Data about Pluto classified using a broad term ‘Planet’   
2. Keyword ‘Pluto’ is used but appears as Keyword=Pluto in the database 
3. Keyword ‘Pluto’ is used but database and ontology share a unique identifier (e.g. a URI) for 
this concept while the label ‘Pluto’ resides in the ontology 
 
First case is the violation of the first rule given above and requires each dataset having keyword 
‘Planet’ to be examined and if they’re about Pluto to be assigned a new keyword ‘Dwarf-Planet’. 
Second case requires all the records indexed using keyword ‘Pluto’ to be updated to ‘134340’ and 
updating of classification in the ontology. Unlike the first case, database work in this process is 
simple, quick but error-prone since it involves text matching. Third case doesn’t require any update 
in the database. Updating the label to ‘134340’ and rearranging the classification in the ontology 
would solve the problem.  
 
While having ontologies that cover a lot of ground with high detail is desirable, it may not be 
possible to have every concept related to a particular domain in an ontology. Since we’re talking 
about using concepts from ontologies for indexing datasets we may explain this situation using an 
example where a user could not find the appropriate keyword to tag his/her dataset with during data 
registration. In GEON (GEON, 2004) system this problem is avoided by having only broad terms in 
the ontology such as ‘Atmosphere’ or ‘Hydrology’. However there’s no doubt that ‘Dry bulb 
temperature’ is a more descriptive than ‘Atmosphere’. Moreover the same parameters can end up 
being tagged using different keywords depending on how user sees the phenomena, since broad 
terms may be ambiguous and are more likely to overlap. We consider this a part of ontology’s 
evolution and believe that it should not be avoided. On the contrary if user input can be captured 
properly it is good path to a more complete ontology. Assume a user trying to register his/her 
‘Weekly Precipitation’ data but ontology has a category ‘Precipitation’ with sub-categories ‘Daily 
Precipitation’ and ‘Monthly Precipitation’. In this case user should be able to suggest a new 
keyword ‘Weekly Precipitation’ for addition to the ontology under ‘Precipitation’ and submit his/her 
data under the newly added category. Until this new term is approved by the system administrators 
submitted data appears under category Precipitation > Other. This way users searching for datasets 
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can see that this dataset contains precipitation data but not ‘Daily’ or ‘Monthly’ precipitation. If 
approved, new entry becomes permanent and visible to all users. 
 
Following the maximum monotonic extensibility (Swartout et al., 1997), (Gruber, 1993) and 
clarity (Gruber, 1993) design criteria makes ontology development and extensions easier. Here 
monotonic extensibility means that new  general  or  specialized  terms  can be  included in  the 
ontology  in  such a way  that  it  does not require the revision of existing definition while clarity is 
satisfied when the  structure of  terms  implies the  separation  between  non-similar  terms. 
 
Ontologies can also be multilingual. Human readable vocabulary may be attached to concepts 
as labels with a “language” identifier such that an entry of e.g. n0231 returns “rainfall” in English 
while “pluie” in French. This allows the same information system design to handle requests in 
different languages such that a scientist in Mexico or Canada can get data from a source such as 
USGS NWIS about a cross-border river. 
 
 
3. METADATA CATALOGS 
 
When dealing with data in remote sources, having local metadata catalogs can be quite useful 
for several reasons.  
1. Better query performance: Performance of web scrapers relies on the functionality of web 
pages they interact with. Sometimes a simple request may require a chain of functions to be 
invoked by the web scrapers increasing the response time. Using a local database this 
operations can be performed much faster. 
2. Freedom: Catalogs created by scraping data from different pages give different query options 
and simplifies the process. For example none of the data repositories we work with allow a 
query that will return sites that have at least a certain number of measurements of a given 
parameter. Using a local metadata catalog this can be done using a simple SQL query. 
3. Fewer errors: Original metadata can be incomplete or incorrect and sometimes it may be 
possible to fix these errors in the local catalog. Table 1 shows availability of geographic 
identifiers for EPA STORET stations.  
 
Table 1 – Availability of geographic identifiers for stations in EPA STORET 
 
Total Number of Sites 274,918 
Sites with geographic coordinates 274,435 
Sites with State/County information 273,113 
Sites with Hydrologic Unit Codes 128,646 
 
 
4. METADATA STORAGE AND PUBLISHING 
 
To minimize syntactic interoperability problems with metadata, many data clearinghouses (for 
exampleUK’s Gigateway, Canada’s GeoConnections, Australian Spatial Data Directory) are 
migrating to ISO 19115 metadata standard. After American National Standards Institute’s (ANSI) 
adoption of the standard as an American National Standard in December 2003 without changes, it is 
also on its way to become the next CSDGM. ISO 19115’s built-in multilingual controlled 
vocabularies also help solving the semantic interoperability problem to some extent. ISO 19115-2 
Extensions for Imagery and Gridded Data is expected to be published by the end of March, 2007 
(ISO, 2006). However ISO 19115 provides information about metadata content not how this 
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metadata will be stored. ISO 19139; the XML schema implementation of ISO 19115 answers this 
question. In July 2004 Federal Geographic Data Committee (FGDC) was tasked to develop 
metadata content for the U.S. National Profile of ISO 19139 (FGDC, 2004). FGDC recruited 
representatives from the base standard, biological, and shoreline metadata community for the 
metadata team. Recommended additions include incorporating existing CSDGM extensions, 
establishing fixed domains, and more stringent conditionality. As of October 4th, 2006 ISO 19139 is 
waiting for approval as a Final Draft International Standard before becoming an International 
Standard (ISO, 2006). 
 
It’s hard to draw a clear line that separates data and metadata. For a map of wells, latitude and 
longitude of each well would be considered data while for a time series of water levels from a single 
well coordinates would be metadata. Moreover a measurement can be a data point on its own while 
serving as metadata for another measurement (e.g. ambient temperature). Besides state of the art 
information systems do not only offer data as registered but also allow creation of new datasets by 
seamlessly integrating multiple datasets. All this requires integration of metadata with other 
metadata and even with data from other datasets. Considering the current ‘draft’ stage of the 
international standard and modifications to come with the U.S. National Profile coupled with the 
dynamic nature of metadata in ‘modern information systems’ it is not practical to store the metadata 
as XML files inside (as CLOB or BLOB) or outside (file system, network) the database. Storing 
metadata content along with data in databases gives a lot of flexibility to the information workers 
and makes it easier to adjust to changes in metadata standards. Web services (SOAP or REST) can 
be used for providing output in desired format (e.g. XML) according to preferred content standard 
based on values extracted from the database. 
 
 
5. CONCLUSION 
 
Based on our experiences with hydrologic data repositories and existing data portals, we proposed a 
set of generic strategies to make data integration easier, improve data accessibility and user 
experience. A demo application of the framework examined here had been implemented at Drexel 
University while the full scale application is currently under development as a part of CUAHSI 
Hydrologic Information System project which will allow many national and local data repositories 
to be accessed through a single interface in addition to receiving data from researchers and its own 
observatories. Such a system allows a unified view over underlying heterogeneous data repositories, 
making them behave as if a single body thus virtually dissolving the boundaries between them. 
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