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Recent End-to-end text-to-speech (TTS) systems based on the deep neural network
(DNN) have shown the state-of-the-art performance on the speech synthesis field. Es-
pecially, the attention-based sequence-to-sequence models have improved the quality
of the alignment between the text and spectrogram successfully. Leveraging such im-
provement, speech synthesis using a Transformer network was reported to generate
human-like speech audio. However, such sequence-to-sequence models require inten-
sive computing power and memory during training. The attention scores are calculated
over the entire key at every query sequence, which increases memory usage. To miti-
gate this issue, we propose the speech synthesis model based on Reformer network, the
model using a Reformer network which utilizes the locality-sensitive hashing attention
and the reversible residual network. As a result, we show that the Reformer network
consumes almost twice smaller memory margin as the Transformer, which leads to the
fast convergence of training end-to-end TTS system. We demonstrate such advantages
with memory usage, objective, and subjective performance evaluation.
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제 1장 INTRODUCTION
음성합성은 문자 시퀀스인 텍스트로부터 음성 신호의 형태로 변환하는 과정을 의
미한다. 고전적인 음성합성은 문자 단위의 텍스트를 G2P (Grapheme-to-Phoneme)
를이용하여음소단위로변환한후발음특성을추출하고,각텍스트의발음길이를
추정하는 기간 모델과 음성신호의 특징을 추정하는 음향 모델을 통해 추정하게 된
다.고전적인음성합성에서기간모델과음향모델은 HMM (Hidden Markov Model)
기반의파라메트릭통계모델을사용하였다. [1, 2]추정된음성특성시퀀스는음성
신호처리에 기반한 보코더 (vocoder)를 통해 음성 파형 시퀀스로 변환된다. 이러한
형태로설계된음성합성시스템은여러단계의모델링을필요로하는데,각단계에
서 중첩되는 오차가 누적되어 음성 신호의 열화가 발생할 수 있다는 단점이 존재
한다. 또한 각 단계에서 언어학적 지식 및 신호처리 지식에 기반한 복잡한 설계가
요구된다는단점또한존재한다.
이러한 문제를 해결하기 위해서 딥러닝 (deep learning) 기술에 기반한 종단형
(end-to-end) 음성합성 모델이 제안되었다. 딥 보이스 (Deep Voice) [3, 4], 타코트





하지만, 어텐션 기반 음성합성 모델은 두 가지 문제를 갖고 있다. 첫 번째는 어






수를사용하는포워드어텐션 (forward attention) [8]이나,학습때에단조증가하는
어텐션형태를손실함수로사용하는지도어텐션 (guided attention) [9]을사용하는
방법등이제안되었다.
두번째는어텐션에너지값을계산할때메모리측면에서비효율성을갖는다는
문제가 있다. 트랜스포머 TTS에서는 어텐션 에너지 값을 계산할 때, 어텐션의 매
쿼리마다키시퀀스전체벡터에대해점곱셈연산을수행한다.그결과,메모리복





인 학습에 중요한 역할을 한다고 보고된 바 있다 [7]. 따라서, 메모리를 효율적으로
사용하여 어텐션 기반 모델을 학습할 수 있다면 더 안정적인 학습과, 음질이 보다
좋은합성음을생성할수있을것이다.
학습된 트랜스포머 구조에서 어텐션 에너지 값을 계산할 때 하나 혹은 두 개의
키 벡터를 제외한 거의 모든 키 벡터에 대해서 어텐션 에너지 값이 0에 가깝게 나
오는 것을 확인할 수 있다. 그러므로 어텐션 에너지 값이 0으로 계산되는 모든 키
벡터들에 대해서 어텐션 연산을 수행하는 것은 비효율적이다. 최근 제안된 리포머
네트워크 [10]는 위치-민감성 해시 어텐션 [11]을 사용하여 어텐션 연산 과정에서
메모리 측면에서 효율적인 계산을 수행한다. 또한, 가역 잔여 네트워크 (reversible
residual network) [12]를사용하여잔여네트워크 [13]의중첩시신경망의활성함수
결과를저장해야하는특성을제거하여메모리측면에서의효율성을강화하였다.두




모듈 중 메모리 소비가 큰 디코더의 재귀 어텐션에 위치-민감성 해싱 어텐션과 가
역 잔여 네트워크를 사용하여 효율적으로 메모리를 사용하여 학습을 수행하였다.
또한, 효과적인 학습을 위해 포워드 어텐션을 차용하여 인코더-디코더 어텐션에서
단조증가적인형태를보다쉽게형성할수있도록하였다.본논문의구성은하기와
같이구성되었다.
먼저 2장에서는 트랜스포머 기반 음성합성 시스템과 리포머 네트워크, 그리고
포워드 어텐션 기법에 대한 설명을 기술하였다. 3장에서는 본 논문을 통해 제안하
는리포머네트워크를사용한음성합성시스템에대하여기술하며, 4장에서는실험
환경 및 실험 과정과 결과에 대한 분석 내용을 기술하였다. 마지막으로 5장에서는







트랜스포머 기반 음성합성 시스템에서는 텍스트와 음성신호를 각각 인코더와 디
코더에 입력하기 전에 특징 추출 과정을 거치게 된다. 이를 전처리신경망 (PreNet)
이라고하며,전처리신경망은컨벌루션신경망과선형신경망으로구성되어있으며





실제 생성시 순차적으로 생성되므로 학습 시에만 사용 가능하며, 실제 생성시에는
사용할수없기때문에텍스트를입력으로받는전처리신경망에서만 1보다큰커널
사이즈를 갖는 컨벌루션 신경망을 사용한다. 음성 스펙트로그램에서는 문맥 정보
를 반영하지 않고 샘플 단위로 분석하는 피드 포워드 네트워크를 사용한다. 위치
임베딩은 트랜스포머 네트워크를 학습시킬 때 재귀 어텐션 계산 시, 시퀀스 내 각






x′1:N = PreNetenc(x1:N ) + ε× PE(1 : N) (2.1)
y′1:T = PreNetdec(y1:T ) + ε× PE(1 : N) (2.2)












), if i is odd
(2.4)
x1:N은텍스트시퀀스, y1:T는멜스펙트로그램시퀀스를나타내며 PE는위치임베
딩을 나타낸다. PE는 h 차원의 삼각함수 값의 연쇄로 나타내며 ε는 위치 임베딩의
가중치, h는 전처리 신경망 출력의 차원을 나타낸다. ε 값을 크게 설정할 경우 재귀
어텐션에서위치정보를더강조해서입력할수있다.전처리신경망과위치임베딩
을 이용하여 인코더와 디코더의 입력될 텍스트와 멜 스펙트로그램의 특징 벡터를
추출한다.
2.1.2 Attention based encoder and decoder
재귀 어텐션을 사용하면 반복 신경망 (Recurrent Neural Network)에서 장기 의존성




표현력을 증가시킨다. 잔여 네트워크는 신경망 학습 과정에서 경사 완화(vanishing



























α는어텐션가중치값이고, Attn은멀티헤드어텐션이다. q, k, v는어텐션메커
니즘적용시필요한가중치매트릭스로각각쿼리,키,밸류매트릭스이며, FFN은
선형 신경망으로 구성된 네트워크이다. 인코더와 디코더의 재귀 어텐션을 수행하
면서 텍스트와 멜 스펙트로그램의 특징 시퀀스는 장기 의존성을 가지게 되며 다음
중첩의입력으로사용된다.
재귀 어텐션의 결과로 얻은 텍스트와 멜 스펙트로그램의 특징 벡터는 인코더-
디코더어텐션에서정렬된다.멜스펙트로그램의특징벡터가쿼리의입력으로,텍
스트의특징벡터가키와밸류의입력으로사용된다.쿼리시퀀스와키시퀀스의점
연산으로 어텐션 가중치를 구하여 밸류 시퀀스의 선형 합을 어텐션 출력으로 내보
낸다.멜스펙트로그램샘플별로관련이높은텍스트가키벡터와의점연산을통해
다음멜스펙트로그램샘플을효과적으로추정할수있도록가중치가결정된다.이
가중치를 이용하여 계산된 텍스트의 밸류 시퀀스 선형 합이 선형 신경망과 잔여











c = FFN(h) + h (2.11)
α1:N는멜스펙트로그램에대한텍스트시퀀스의가중치이며 h는가중치에대
해텍스트정보의밸류값을선형합한것이다. c는선형신경망과잔여네트워크를
통과하여 다음 단계의 멜 스펙트로그램의 추정에 대한 입력이 된다. 인코더와 디
코더 네트워크는 각각 위의 수식으로 구성된 블록이 3번 중첩되는 형태를 갖는다.












c′ = Linearmel(c) (2.12)
ŷ = Conv(c) + c′ (2.13)
predstop = Linearstop(c) (2.14)
2.1.4 Loss function
트랜스포머 기반 음성합성에서 추정된 멜 스펙트로그램과 스탑 토큰을 이용하여





스탑 토큰 라벨은 정답 멜 스펙트로그램의 첫 샘플부터 마지막 시간의 직전까지 0




손실 함수에서 스탑 토큰이 1이 되는 경우의 가중치를 증가시켜 학습하였다. 스탑
토큰을이용하여학습후실제음성생성시매프레임에서스탑토큰을추정하여스




트랜스포머 네트워크는 어텐션에 기반한 네트워크로 어텐션은 두 시퀀스간의 상
관관계를 쿼리와 키 시퀀스의 모든 스텝에 대해서 계산하게 된다. 따라서 어텐션
모듈마다 쿼리의 시퀀스 길이를 Lq, 키의 시퀀스 길이를 Lk라고 했을 때, 메모리
복잡도는 O(LqLk)의 값을 갖게 된다. 하지만 훈련된 트랜스포머 네트워크의 어텐
션은전체시퀀스중일부를제외하면어텐션가중치값이 0에가까운것을확인할
수있다.시퀀스중가중치값이 0이되는샘플들에대해어텐션계산을하지않으면
비효율적인 메모리 소모를 막을 수 있다. 또한, 잔여 네트워크를 사용할 때 신경망
의역전파과정에서그래디언트를계산할때해당잔여레이어의활성화값을갖고
있어야 한다는 단점이 있는데, 트랜스포머 모델은 잔여 네트워크가 연속적으로 반
복되는 형태이기 때문에 매 레이어에서 잔여 레이어의 활성화 값을 메모리에 저장
해두어야 한다. 잔여 레이어의 활성화 값을 저장하지 않고 알 수 있다면 메모리를
절약하여신경망학습을진행할수있다.
2.2.1 Locality-sensitive hashing attention
리포머 네트워크는 위치-민감성 해싱 어텐션을 사용하여 어텐션 가중치가 높을 가
능성이 있는 키 벡터들의 군집화를 통해 비효율적인 메모리 소모를 완화한다. 일
반적으로 해시는 해시 키 값에 독립적으로 해시 출력이 결정되지만, 서로 거리가
가까운 벡터가 같은 해시 출력을 갖는 위치-민감성 해싱을 사용하여 쿼리와 키의
거리가가까운것들끼리군집화한다.군집화된쿼리,키벡터들안에서어텐션을수
행하면적은메모리소모로도어텐션메커니즘을적용할수있다.
그림 2.1은 위치-민감성 해싱 어텐션을 사용하는 과정을 나타낸 것이다. 먼저
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hash( )
ℎ 𝑥2 = argmax
𝑗
𝑥2 ∙ 𝑟𝑗=1:𝑁 = 1 ℎ 𝑥3 = argmax
𝑗
(𝑥3 ∙ 𝑟𝑗=1:𝑁) = 3
𝑥3




그림 2.1: Procedure of locality-sensitive hashing attention.
일정크기내에서무작위로선언한투사벡터의집합을R라하면해시함수 h는
h(x) = argmax(xR) (2.15)
로 나타낼 수 있다. 해시 버킷 사이즈는 투사 벡터의 개수로 그림에서는 6개이다.
그림내 x1과 x2벡터는거리가가깝기때문에 6개의투사벡터중같은투사벡터에




인접한 한 청크에 대하여 어텐션 연산을 수행한다. 이 과정에서 같은 청크에 있더












0, if x ∈ A
∞, otherwise
(2.17)










2.2.2 Reversible residual network
잔여네트워크는경사완화 (vanishing gradient)를해소할수있는좋은수단으로써
신경망네트워크의여러분야에서우수한성능을보인다.학습시역전파과정에서
잔여 네트워크 출발 지점의 신경망 활성화 값을 저장해두어야 경사도 계산이 가능
하지만, 가역 잔여 네트워크는 역전파 과정에서 해당 위치의 신경망 활성화 값을
순차적으로계산해나가면서접근이가능하게된다.
그림 2.2은 잔여 네트워크와 가역 잔여 네트워크의 구조이다. 그림 2.2의 오른











𝑢 = 𝑥 + 𝑁𝑁1 𝑥





𝑢 = 𝑥 + 𝑁𝑁2 𝑣











𝑥 = 𝑢 − 𝑁𝑁2 𝑣
y = 𝑣 − 𝑁𝑁1(𝑥)
ResNet RevNet
그림 2.2: Residual network (left) and reversible residual network(right).
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Algorithm 2 Forward attention
Initialize:
α0(1)←1.0
α0(n)← 0.0, n = 2, ..., N
for t=1 to T do:
yt(n)← Attend(x, qt)










표 2.1: Forward attention
Algorithm 3 Forward attention with transition agent
Initialize:
α0(1)← 1.0
α0(n)← 0.0, n = 2, ..., N
u0 ← 0.5
for t=1 to T do:
yt(n)← Attend(x, qt)









ut ← DNN(ct,ot−1, qt)
end for
표 2.2: Forward attention with transition agent
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위와같은포워드어텐션알고리즘을사용할경우일반적인어텐션알고리즘과
비해 학습 과정에서 보다 빨리 텍스트와 스펙트로그램간의 정렬이 이루어질 수 있
다.한편,위치-민감성해싱어텐션의과정에서학습초기에모든키샘플에대해어
텐션가중치값을계산하지않기때문에학습이불안정할수있는데,포워드어텐션
알고리즘을 사용하면 위치-민감성 해싱 어텐션의 학습 초기 불안정성을 보완하여
보다 안정적인 학습이 가능하다. 또한, 학습이 진행된 이후에는 음성합성 시 문자
의 생략이나 반복을 줄여 생성된 발화의 이해도 및 명료도를 높여 합성된 음성의
음질을높일수있다.
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제 3장 Proposed method
3.1 Memory efficient Reformer TTS
본 논문에서는 리포머 네트워크를 구성하는 위치-민감성 해싱 어텐션과 가역 잔여
네트워크를 활용하여 학습 과정에서 메모리를 효율적으로 사용하는 리포머 네트
워크 기반 음성 합성 시스템에 대해 다룬다. 트랜스포머 기반 음성합성은 반복 신
경망의 장기 의존성 문제를 해결하고 빠른 학습 속도를 보이지만, 학습 과정에서









































임베딩벡터를추출한다. 5의커널크기를갖는 3개의연속된 256차컨벌루션신경
망을 거쳐 텍스트의 특징 벡터를 추출하게 된다. 매 컨벌루션 계산시 배치 정규화
(batch normalization)와 0.2의 dropout을 수행하여 안정적으로 학습이 진행되도록
하며, 활성 함수로는 ReLU (Rectified Linear Unit)를 사용하였다. 컨벌루션 신경망
출력 후에도 시퀀스 길이를 유지하기 위해 매 컨벌루션 연산 시 0-패딩을 수행하
여, 256차의 컨텍스트 시퀀스를 출력으로 얻게 된다. 한편, ReLU의 출력의 범위가
[0, + ∞)이므로 위치 임베딩과 전처리 신경망의 중간값을 일치시키기 위해 선형
신경망을 추가하였다. 마지막으로 위치 정보를 추가하기 위하여 트랜스포머 기반
음성합성에서 사용하는 위치 임베딩 시퀀스를 더하여 인코더에 입력하게 된다. 멜
스펙트로그램의특징을추출할때는 2개의연속된선형신경망을사용하였다.선형
신경망의 활성 함수로는 ReLU를 사용하였고, 0.5의 dropout을 적용하였다. 텍스트





경우, 컨텍스트 시퀀스를 효과적으로 추정하지 못하는 것을 확인하였다. 텍스트는
멜스펙트로그램시퀀스에비해길이가짧은데투사벡터의개수인버킷크기를작
게설정할경우,쿼리샘플이키시퀀스의샘플과대응하기어려워진다.반대로버킷
크기를 크게 설정할 경우 전체 시퀀스에 대해 어텐션 값을 계산하는 것과 메모리
측면에서 차이가 없게 된다. 시퀀스의 길이가 디코더의 입력에 비해 작은 인코더














과 스탑 토큰을 추정하는 출력을 내보내게 된다. 한편, 위치-민감성 해싱 어텐션은
쿼리 샘플에 대해 키 시퀀스의 일부에 대해 어텐션 계산을 수행하기 때문에 트랜
스포머네트워크의재귀어텐션에비해다소불안정하다.또한,음성합성의특성상







headQ1:H = Chunk(Q, H) (3.1)
headK1:H = Chunk(K, H) (3.2)







Algorithm 3 Multihead forward attention with transition agent
Initialize:
α1:H,0(1)←1.0
α1:H,0(n)← 0.0, n = 2, ..., N
u1:H,0 ← 0.5













u1:H,t ← DNN(c1:H,t,o1:H,t−1, headQ1:H,t)
end for






중치 분포가 나타나기 때문이다. 한 블럭만의 포워드 어텐션을 통해서도 단조증가
형태의 정렬이 이루어지며, 음성합성 시 성공적으로 정렬된 음성이 생성되는 것을
확인할수있었다.학습이이루어진후인코더-디코더어텐션의어텐션정렬은다음
과같다.
그림 3.2: Attention plot in encoder-decoder attention
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3.1.4 PostNet
디코더에서 생성된 출력은 다음 단계의 멜 스펙트로그램과 스탑 토큰을 추정하는












본 논문의 실험은 LJSpeech 데이터셋[15]을 사용하여 학습을 수행하였다. 데이터
셋은 약 24시간 분량의 여성화자 영어 데이터로 13,100 문장으로 구성되어 있다.
멜스펙트로그램은 80차이며,주파수도메인의신호처리에서 12.5밀리초의프레임
단위로 윈도우 크기는 50밀리초의 구성을 사용하였다. 멜 스펙트로그램은 위치-민
감성해싱어텐션을사용하기위해버킷크기의 2배의배수로 0-패딩을수행하였다.
멜 스펙트로그램에서 음성 파형으로 복원하는 보코더는 WaveGlow 모델을 사용하
였으며,정답멜스펙트로그램시퀀스로부터학습한WaveGlow모델을사용하였다.
학습에사용한 GPU는 1개의 TITAN RTX로 GPU에캐시가능한최대메모리를사
용하여 학습을 진행하였다. 학습에 사용한 옵티마이저는 Adam 옵티마이저 [16]로




각각 256과 1024로 설정하였다. 리포머 네트워크를 사용한 음성합성 모델과 트랜
스포머 기반 음성합성 모델을 학습하는 과정에서 최대로 캐시된 메모리는 다음과
같다.
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The number of memory cached
Model Batch size Number of parameters Memory cached
Transformer 32 12.47× 106 16.76× 109
Reformer 32 12.37× 106 10.59× 109
Transformer 44 12.47× 106 24.17× 109
Reformer 84 12.37× 106 24.20× 109
표 4.1: Comparison of cached memory consuming on Transformer and Reformer TTS
표 4.1에서 리포머 네트워크를 활용한 음성합성을 사용하였을 때, 트랜스포머
네트워크를 사용한 음성합성 모델에 비해 학습 과정에서 거의 절반의 메모리를 사
용하여 학습이 가능한 것을 확인할 수 있었다. 만일 메모리를 크게 확보할 수 없는
환경에서 음성합성 모델을 훈련시키고 싶다면 리포머 네트워크를 사용하여 효율






현재까지의 스펙트로그램 전체를 사용하게 되며, 재귀 어텐션에서 매 샘플의 추정
시마다 이전까지의 샘플을 모두 사용하게 된다. 이 경우 메모리 복잡도는 O(N2)
이며트랜스포머음성합성에서는 25초미만의발화에해당하는약 2000샘플의생
성과정에서계산에실패하였다.반면,리포머기반의음성합성에서는전체샘플을
버켓팅한 후 버켓 크기끼리의 고정된 어텐션을 수행하기 때문에, 메모리 복잡도는
O(NB)가되어제곱에비례하지않으며두배이상의길이의합성이가능하였다.
본 논문에서 제안하는 음성합성 모델의 음질 성능을 시험하기 위해, 110개의
테스트셋 텍스트를 선별하여 트랜스포머 기반 음성합성 모델과 제안하는 모델을
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통해 음성을 생성하였다. 17명의 시험자를 통해 동일한 텍스트를 발화하는 문장에
대하여 CMOS (Comparative Mean Opinion Score)를 수행하였다. 어떤 음성이 어
느 모델인지 순서를 알 수 없도록 듣는 순서는 무작위로 섞은 상태에서 테스트를
진행하였다.시험자들은청취한샘플에대해다섯가지분류(A가 B에비해매우좋
음, 좋음, 보통, 나쁨, 매우 나쁨)로 선호도를 평가하였으며, 평가는 각각 -2점부터
2점까지의 정수로 환산되었다. 또한, 동일한 테스트 음성 샘플로부터 Google API
의음성인식서비스를사용하여 WER (Word Error Rate)을측정하였다. WER평가
지표를계산하는식은아래와같다.
WER =
S +D + I
N
=
S +D + I
S +D + C
(4.1)
(4.1)의식에서 S는대체단어수, D는생략단어수, I는신규단어수, C는일치단어
수, N은 기준 단어 수로 N = S + D + C이다. WER은 음성인식 시스템에서 입력
음성에대해단어단위에서얼마나성공적으로음성인식을수행하였는지평가하는
지표이며,음성합성분야에서는발화의정확도및명료도를평가하기위해이미학





Transformer with batch size 44 - 18.5%
Reformer with batch size 84 -0.035 17.7%
표 4.2: CMOS test and WER on Transformer and Reformer TTS
트랜스포머 네트워크를 사용한 음성합성 모델이 리포머 네트워크를 사용한 모
델에 비해 선호도 측면에서 조금 더 나은 결과를 보였으나 점수는 전체 샘플 중 30
샘플당 1점정도의차이로그차이가미미하였고, WER에서는오히려리포머네트
워크를사용한음성합성모델이더좋은성능을기록하였다. CMOS에비하여WER
성능이 높게 기록될 수 있었던 이유로는 멀티 헤드 포워드 어텐션을 이용하여 텍
스트와스펙트로그램간의정렬이안정적으로이루어졌기때문에발화의이해도및
명료도가 명확하게 드러났고, 트랜스포머 네트워크 기반 음성 합성 모델에서는 텍
스트의 스크립트가 주어지지 않고 음질 테스트를 수행하기 때문에 문장 내 생략된




제 5장 Conclusion and discussion
본 논문에서는 리포머 네트워크 기반의 음성합성 모델을 제안하였다. 제안하는 모
델의성능을고성능의신경망음성합성모델과비교하였을때,높은성능의음성합
성 모델을 훈련시키는 것이 비교적 저비용의 신경망 학습 [?]환경에서도 가능함을
확인할 수 있었다. 본 논문에서 제안하는 모델은 메모리에서 효율적인 학습이 가
능하지만, 위치-민감성 해싱을 사용할 때 해시 함수 적용 후 정렬 과정이 동반되어





텐션을 수행하기 때문에 병렬 연산을 지원하는 파이썬과 같은 인터프리터 (inter-
preter)에서동시에계산이가능하여합성과정에서샘플수가누적이되더라도빠른
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ABSTRACT
최근 음성합성 시스템은 신경망 기반의 종단형 음성합성 모델이 좋은 성능을
보이고 있다. 특히, 어텐션 메커니즘 기반의 시퀀스-투-시퀀스 모델은 텍스트와 스
펙트로그램의 정렬과 함께 성공적으로 음향 모델링을 해내고 있다. 또한, 트랜스
포머 모델 기반의 음성합성 모델은 사람의 목소리에 가까운 음성신호를 만들수 있
다고 보고되었다. 하지만, 이러한 시퀀스-투-시퀀스 모델들은 많은 메모리 소모와
계산량을요구되는데,어텐션에너지값이매쿼리시퀀스에대해키시퀀스전체에
대해 계산을 수행하기 때문이다. 이 문제를 해소하기 위해, 본 논문에서는 리포머
네트워크 기반 음성합성을 제안한다. 리포머 네트워크는 위치-민감성 해싱과 가역
잔여 네트워크를 사용하여 트랜스포머에 비해 메모리를 효율적으로 사용하여 모
델을 학습할 수 있다. 본 논문에서는 실험을 통해 리포머 네트워크가 트랜스포머








습니다. 처음 연구실에 들어왔을 때의 저를 생각해보니 연구원들 덕분에 지금까지
정말 많은 것을 배우고 익힐 수 있었다고 생각됩니다. 그동안의 시간에 많은 도움
을주신분들에게감사인사를드리고싶습니다.먼저,연구실입학을허락해주시고
많은가르침을주신김남수교수님께진심으로감사의인사를드리고싶습니다.랩
미팅에서든 수업에서든 연구 지도를 받을 때마다 교수님께 큰 가르침을 받았던 기
억이있습니다.연구지도를주실때외에도연구원들을생각해주시고많은배려를
해주실때마다그런교수님을본받고싶다는생각을하였습니다.비록저는석사졸
업으로마치게되지만,박사과정까지의뜻이있다면김남수교수님께지도를받는
것보다좋은연구환경을찾기는쉽지않을것이라고생각합니다.항상
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