Introduction
The motivation for this note comes from the fact that if you want an equisingularity theory for general singularities parallel to the complete intersection case, you must admit nilpotents into your structure sheaves.
Here is a simple example. Consider a family whose members are 2-planes in 4-space meeting transversally at a single point, with one plane fixed and the other moving. In example 1 we show that if we take a hyperplane section of a member of this family we get a non-reduced space; if we take a hyperplane section of the total space of this family, which contains the parameter space, we again get a space with nilpotents.
We could take the reduced structure on the intersection, but the fat point says something interesting. It exists because of the possibilty of pulling the two lines which make up the hyperplane section apart by a flat deformation. So the question arises, how do we have to change the theory to take nilpotents into account? In [2] , we gave an algebraic condition for the Whitney conditions to hold in terms of the integral closure of the Jacobian module associated to the defining equations of the analytic set. Assume X is equidimensional as a set. In this note, in section 1 we show that we don't need to take the reduced struture for X in checking this algebraic criterion, we can use the generators for any ideal which will give the reduced structure on X at smooth points of X. This is useful in applications where often the set of equations constructed by some geometric process are only known to give the reduced structure at the set of smooth points.
So the integral closure approach is blind to nilpotents just as the Whitney conditions are. As a consequence, in section 2, in Theorem 2.2, we can prove easily that the Whitney conditions are preserved by intersection with a generic hyperplane using the theory of integral closure, and we can describe precisely when a hyperplane is generic in this sense.
In the course of studying what it means for a hyperplane to be generic for this situation, we are led to prove a result in the case of families of complete intersections with isolated singularities, relating the limiting tangent hyperplanes to a complex analytic set X and the fibers of X over Y (Theorem 2.6). This allows an improvement of Theorem 2.2 in this case.
The author thanks Steven Kleiman for helpful conversations. This project grew out of a collaboration with David Trotman and Leslie Wilson; the author thanks both of his collaborators for their interest and support.
Equisingularity and Nilpotents
We start with a motivating example.
Example (1.1) Let X be the germ of an analytic set defined at the origin in C 5 with reduced structure by {x(w + ty) = 0, xz = 0, y(w + ty) = 0, yz = 0}.
The structure is reduced because the collection {x, y, z, w+ty} is an R-sequence in O 5 , the local ring of germs of analytic functions at the origin in O 5 , so the only relations between these elements are the Kozul relations. The projection from C 5 to the t-axis, makes X into a family of sets; the fiber over 0 , X(0) is defined by {xw = 0, xz = 0, yw = 0, yz = 0}, and is also reduced for the same reason. So, X is a family consisting of 2 twoplanes, one plane fixed and the other moving. The t-axis is the parameter space of the family and is also the singular set of X.
However, if we intersect with a hyperplane of the form x = ay + bz + cw, c = 0, the simplest structure to use on the intersections is that given by adding the equation of H to the equations defining X and X(0). If we use the equation for H to eliminate x, then this structure on X ∩H contains the nilpotent (b/c)z+w+ty, while the structure on X(0)∩H contains the nilpotent (b/c)z+w. (If we eliminate x, the "simple structure" is defined by the product of the ideals I 1 = (bz + cw, y) and I 2 = (w + ty, z), while the reduced structure is defined by the intersection of the two ideals, and the intersection contains the element (b/c)z + w + ty which is not in the product.)
As we shall see, many equisingularity conditions are described using information from the Jacobian module of X. If X, x ⊂ C n is defined as F −1 (0) where F : C n , x → C p , 0, then the Jacobian module of X with the structure defined by F , is just the submodule of O p X,x generated by the partial derivatives of F and denoted JM (F ). Sometimes we have X, x ⊂ C k ×C n , with y a set of coordinates on C k and z a set of coordinates on C n . In this case, we let JM z (F )) denote the submodule of O p X,x generated by the partial derivatives of F with respect to z, JM y (F ) denotes the submodule of O p X,x generated by the partial derivatives of F with respect to y. The example of the previous paragraph shows that if we wish to pass information from the Jacobian module of X to that of X ∩ H easily, we must deal with nilpotent structures on both the total space and the members of the family.
We now introduce the notion of integral closure, and begin to consider the connection between nilpotents and this idea.
Recall that if R is a commutative, unitary ring, I an ideal in R, f an element of R, then f is integrally dependent on I if there exists a positive integer k and elements a j in I j , so that f satisfies the relation f
The integral closure of an ideal I, denotedĪ, consists of all elements integrally dependent on it.
Proposition (1.2) Supose I is an ideal in a commutative, unitary ring R. If h is a nilpotent element of R, then h ∈Ī.
Proof. Since h is nilpotent it satisfies an equation of the form T k = 0 for some k.
Proposition (1.3) Suppose R as above, and R r is the ring gotten by modding out by nilpotents, p the projection map. Suppose I is an ideal in R, h an element of R, thenĪ contains h iff (p(I)) contains p(h).
Proof. IfĪ contains h, then we just reduce mod nilpotents and the result follows. Suppose (p(I)) contains p(h). Then p(h) satisfies an equation of integral dependence. Choosing representatives of the coefficients of the equation we have h satisfies an equation of the form P (h) = g where g is nilpotent. Then consider
, and P k is a polynomial of the desired form, because it is a product of polynomials of the desired form.
We can also talk about the integral closure of a module. Suppose M is a submodule of E = R k , k at least 1. Let ρ : E → SE be the inclusion of E into its symmetric algebra; then h ∈ E is integrally dependent on M if ρ(h) is integrally dependent on the ideal generated by ρ(M ).
If N ⊂ M are a pair of modules such thatN =M , then we say that N is a reduction of M .
Corollary (1.4) Suppose R is a commutative, unitary ring, R r is the ring gotten by modding out by nilpotents, p the projection map from
Proof. Translate from modules to ideals and use proposition 1.2. There is a useful criterion (curve criterion) for checking if an element is in the integral closure of a module, which also allows us to define the notion of strict dependence. Suppose X, x is a complex analytic germ,
We denote the set of elements strictly dependent on M by M † .
There is also a version of Nakayama's lemma for integral closure based on the curve criterion.
Proof. Use the curve criterion and Nakayama's lemma.
The theorem of Rees is known to hold if even if the local ring is not reduced. We have:
Proposition (1.6) Suppose X is the germ of an analytic space, such that X red is equidimensional, I and J two ideals in the local ring of X. Suppose e(I) = e(J), I ⊂ J, then J inĪ.
Proof. Cf [8] In fact, the multiplicity of I is the same as the multiplicity of (p(I)), when the structure on R is generically reduced. Here is an argument by Steven Kleiman proving this fact.
We have the map of Rees algebras R(I) → R(p(I)) is surjective and has a nilpotent kernel, so the blowup of Spec(R r ) is simply the reduction of the blowup of Spec(R), and the exceptional divisor of the first induces to that of the second; the equation now follows from the projection formula applied to the inclusion of the reduced scheme in the nonreduced one.
For the various stratification conditions we still need to do some work, because these depend on the Jacobian module, which means we must differentiate our functions which are giving us the non-reduced structure.
The setup for our theorems is as follows: X, 0 ⊂ C k+n , 0 is the germ of a complex analytic set at the origin,
. . , z n ) coordinates on C n . X 0 denotes the smooth points of X, X with reduced structure. We denote the ideal sheaf generated by the (z 1 , . . . , z n ) by m Y . We assume X red defined by an ideal J, I an ideal such that V (I) = X, and I gives the reduced structure on X off the singular set of X. Let f and g be map germs whose components are a set of generators for J and I. Let F : X, Y → C, 0.
Theorem (1.7) Suppose X, 0 ⊂ C n+k , 0 is the germ of an analytic space, such that X red is equidimensional, X, I and J, Y , f , g as in the set-up above then:
Proof. We will see shortly that the implication
, so we will concentrate on the other implication. We know that the inclusion ∂g ∂y i ∈ JM z (g) holds with the reduced structure, and we will show the desired implication using the curve criterion. We need only use curves whose image (except for the origin) lies in the smooth part of X. This is because inclusion at the module level is equivalent to inclusion of the corresponding Fitting ideals, and to check this we only need the kind of curves we are considering.
Since I ⊂ J, we can form the quotient sheaf; this is supported on the singular set of X by hypothesis, so I ⊃ K r J for some r where K defines the singular locus of X, by the Nullstellensatz.
Suppose the number of components of f is p while that of g is p ′ . Then there is a p ′ × p matrix H 0 such that H 0 (f ) = (g). Since I ⊃ K r J, there exist matrices H 1 , H 2 such that H 1 (g) = H 2 (f ), where the entries of H 2 (f ) are
The matrix H 2 , whose entries are h (j−1)p+t,t = k r j , 1 ≤ t ≤ p has maximal rank at all smooth points of X.
If we differentiate each of our column vectors we obtain:
working over the local ring of X red . Now we pull back by a curve φ. Since the rest of the argument is independent of the dimension of Y we assume dim Y = 1 for notational simplicity. Now the inclusion ∂g ∂y ∈ JM z (g) implies that
. This is equivalent to the existence of (1, v(t)) such that
It's now clear that
It is now easy to see how to improve our theorems relating integral closure and the various stratification conditions. Theorem (1.8) Suppose X, 0 ⊂ C n+k , 0 is the germ of an analytic space, such that X red is equidimensional, X, I and J, Y , f , g, F as in the set-up above then:
Proof. Here is the argument for the first implication in 1 For the A f case, defineĤ 0 to be the matrix such that the lower right corner entry is 1, the other entries in the last row and column 0, and the rest of the matrix is H 0 . ThenĤ 0 (f, F ) = (g, F ), and differentiating we get
Extend H 2 toĤ 2 , H 1 toĤ 1 as we extended H 0 toĤ 0 . It is easy to see that
Now the argument goes as before. (Though we need strict dependence for A f , this is not a problem, because we can assume v vanishes at the origin.) The W f argument combines the last two arguments. The equivalences with the stratification conditions comes from Lemma 5.1 p565 of [6] in the A F case and from Proposition 2.1 p36 [7] .
Generic plane sections and the Whitney conditions
In this section, we apply the results on nilpotents to the study of sections of (X 0 , Y ).
Setup: Given X, Y as in the setup before Theorem 7, assume the pair (X 0 , Y ) satisfies condition W . Consider a sequence of hyperplanes H 1 , H 2 , . . . , H n , such
H j is a plane of codimension i for all i, all H i ⊃ Y , and H i defined by a linear form F i . Note the set of hyperplanes in Y × C n which contain Y are parametrised by P n−1 . We want to characterize those sequences for which (X i = P i ∩ X 0 , Y ) satisfies W , and in which (X i = P i ∩ X 0 , Y ) is generic in a certain sense, which we will develop.
To study the relation of the hyperplanes and the pair (X 0 , Y ), we use a variant of the Grassman modification ( [3] ). In C k × C n ×P n−1 consider the incidence
We can assume that we will be working with hyperplanes with equations z n = a 1 z 1 + . . . + a n−1 z n−1 . Then we can use (y, z 1 , . . . , z n−1 , a 1 , . . . a n−1 ) as coordinates on C k × C n , and in these coordinates β(y, z, a) = (y, z, a 1 z 1 + . . . + a n−1 z n−1 ). In these coordinates, we give X the scheme structure defined by β * (I) where I defines X. Since β is a submersion off C k × 0 ×P n−1 , this structure will be reduced off of Y ×P n−1 , assuming I gives the reduced structure off Y . (Otherwise it will be reduced off β −1 S, where S is the set of points where I fails to give the reduced structure.) It is known that
We say such H are W-generic hyperplanes for (X 0 , Y ). A sequence of hyperplanes as in the setup is W-generic if each H i is W-generic for (X i−1 , Y ).
Since the curve criterion is so helpful in dealing with integral closure questions, it is helpful to know when a curve on X, 0 lifts to X, 0, H, H a hyperplane containing Y . Given a curve φ : C, 0 → X, 0 the limiting Y -secant of φ is the limit as t tends to 0 of the line determined by < φ k+1 (t), . . . , φ k+n (t) >. 
Proposition
It is easy to see that this last equation holds iff
where k is the minimum of the order of the first non-vanishing term in {φ k+i (t)}. We will give two characterizations of the W-generic hyperplanes for (X 0 , Y ), one geometric, one algebraic. If H is a hyperplane on C k × C n denote the submodule of JM (f ) generated by the directional derivatives of f in directions tangent to H by JM (f ) H . If H contains Y , then let JM z (f ) H denote the submodule of JM z (f ) generated by directional derivatives of f in directions tangent to H ∩ C n .
Theorem (2.2)
In the setup of this section, H is W-generic for (X 0 , Y ) iff either (hence both) of the following conditions hold 1) H is not a limiting tangent hyperplane to X at the origin.
Proof. 1) and 2) are equivalent by [1] . Further, if H is not a limiting tangent hyperplane, then it is clear that (X ∩ H) 0 = X 0 ∩ H. For (X ∩ H) 0 ⊂ X 0 ∩ H, while if there is a curve of singular points on X 0 ∩ H, then H is a tangent hyperplane at such points, so H is a limiting tangent hyperplane.
The proof from here is similar to that of Theorem 2.9 of [3] . Denote f • β by G. A calculation using the chain rule shows that:
By Theorem 1.8 1), H is generic if and only if
Using the curve criterion, and Nakayama's lemma, we see that z i ∂f /∂z n • β ∈ (β * (m Y )JM z (G), if and only if ∂f /∂z n • φ ∈ φ * JM z (f ) H , for φ any curve on X 0 , whose limiting Y -secant is in H. (These are the curves on X 0 , 0 which lift to X 0 , (0, H) by 2.1)
Suppose H is not a limiting tangent hyperplane. Then JM (f ) H is a reduction of JM (f ). Since (X 0 , Y ) satisfies W at the origin, we have that
H holds for all φ,whose limiting Y -secant is in H, again by the curve criterion and Nakayama's lemma. This checks the condition of 2) for all curves whose limiting Y -secant is in H. In particular H cannot be a limit of tangent hyperplanes along such a curve. Now suppose H is a limiting tangent hyperplane along some curve φ; then since the pair (X 0 , Y ) satisfy W and hence Whitney B, the limiting secant line of φ must be in the limiting tangent plane, which gives a contradiction. 
Corollary (2.3) Suppose H is a W-generic hyperplane for
(X 0 , Y ), then (X 0 ∩ H, Y ) satisfies condition W.
Proof. By the above proof
JM z (f ) H is a reduction of JM (f ), this implies that JM y (f )m Y JM z (f ) H . Let G = (f,
Remark (2.4)
The implication H not a limit of tangent hyperplanes implies W-generic was proved by Lê and Teissier ( [9] ), using the aureole and the theory of polar varieties. They also worked with the integral closures of Fitting ideals, as the theory of the integral closure of modules was not available then. Proof. Apply Theorem 2 inductively to each X i−1 . Existing technology allows for a significant improvement if X is a family of complete intersections with isolated singularities (ICIS).
Given an equidimensional complex analytic germ X ⊂ C k × C n , 0 containing Y = C k × 0, suppose that the pair X 0 , Y satisfies condition WA at the origin. This means that every limit of tangent hyperplanes at the origin contains Y . There is always a bijection ι which takes hyperplanes containing Y to hyperplanes through the origin in C n , given by intersecting these hyperplanes with 0 × C n . We can ask does this bijection induce a 1-1 correspondence between the limiting tangent hyperplanes to X at the origin, and the limiting tangent hyperplanes to X(0) ⊂ C n at the origin? An affirmative answer means we can reduce the study of the limiting tangent hyperplanes to X to a study of the limiting tangent hyperplanes of the fibers of the family.
If X is an ICIS, then there is a numerical criterion for H not to be a limiting tangent hyperplane, namely that e(JM (f ) H ) = e(JM (f )) (Cf. prop. 2 
.6 [1]).
Theorem (2.6) Suppose X is a family of ICIS, (X 0 , Y ) satisfies WA, and suppose e(JM (X(y))) independent of Y . Then ι induces a 1-1 correspondence between the limiting tangent hyperplanes to X at 0 and the limiting tangent hyperplanes in C n to X ∩ (0 × C n ).
