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Abstract—The k nearest neighbor (kNN) query is a fundamen-
tal problem in databases. Given a set of multidimensional data
points and a query point, kNN returns the k nearest neighbors
based on a scoring function such as weighted sum given an
attribute weight vector. However, the attribute weight vector can
be difficult to specify in practice. Skyline returns the points
including all possible nearest neighbors without requiring the
exact attribute weight vector or a scoring function but the number
of returned points can be prohibitively large for practical use.
In this paper, we propose a novel eclipse definition which
provides a more flexible and customizable definition than the
classic 1NN and skyline. In eclipse, users can specify a range of
attribute weights and control the number of returned points. We
show that both 1NN and skyline are instantiations of eclipse.
To compute eclipse points, we propose a baseline algorithm
with time complexity of O(n22d−1), and an improved O(n logd−1 n)
time transformation-based algorithm by transforming the eclipse
problem to the skyline problem, where n is the number of points
and d is the number of dimensions. Furthermore, we propose
a novel index-based algorithm utilizing duality transform with
much better efficiency. The experimental results on the real NBA
dataset and the synthetic datasets demonstrate the effectiveness
and efficiency of our eclipse algorithms.
I. Introduction
The k nearest neighbor query is a classic and fundamental
problem with many applications in databases, data mining,
machine learning, and information retrieval. Given a dataset
P of multidimensional objects or points, kNN returns the k
points closest to a query point (e.g., the origin) according to a
given scoring function. One of the commonly used scoring
functions is weighted sum that aggregates the distance on
each dimension. For example, for a point p in d dimensional
space p = (p[1], p[2], ..., p[d]), given an attribute weight vector
w = 〈w[1],w[2], ...,w[d]〉 which indicates the importance of
each attribute, the weighted sum S (p) is defined as S (p) =∑d
i=1 p[i]w[i] (assuming the origin is the query point). kNN
returns the k points with smallest S (p). When k = 1, we also
call it 1NN query.
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Fig. 1: 1NN query.
Figure 1 shows a dataset P = {p1, p2, ..., p4}, each repre-
senting a hotel with two attributes: distance to the destination
and price. Note that we use two dimensional case in our
running example. Consider the origin as a query point and
a user-specified attribute weight vector w = 〈2, 1〉 or attribute
weight ratio r = w[1]/w[2] = 2 indicating distance is twice
more important than price for the user. We can see that p1 has
the smallest score S (p1) = 8 and hence is the nearest neighbor.
We can also visualize S (p) in the two dimensional space. If
we draw a score line over p with slope −2, S (p) is essentially
its y-intercept. The nearest neighbor is hence p1 which has the
smallest y-intercept as shown in Figure 1(b).
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Fig. 2: Skyline query.
One potential drawback of 1NN (and kNN queries in
general) is its dependence on the exact specification of the
attribute weight vector or scoring function. Skyline query is
an alternative solution involving multi-criteria decision making
without relying on a specific scoring function. Considering the
origin as query point again, skyline consists all pareto-nearest
points that are not dominated by other points, and a point p
dominates another point p′ if it is closer to the query point on
every dimension, i.e., p[i] ≤ p′[i], for all 1 ≤ i ≤ d. For the
sake of simplicity and w.l.o.g., we assume all the points are
different. Figure 2 shows the same dataset as in Figure 1. We
can see that given a point p, any points lying on the upper
right corner of p is dominated by p. Hence, p1, p2, and p3 are
skyline points as they are not dominated by any other points.
TABLE I: Definitions.
domination weight ratio domination range
skyline [0,+∞) right angle
1NN [l, l] flat angle
eclipse [l, h] obtuse angle
We can unify the traditional definitions of 1NN and skyline
above through the notion of domination. For the 1NN query,
we can say p 1NN-dominates p′, if S (p) < S (p′) for a given
attribute weight ratio r = l or r ∈ [l, l]. For the skyline query,
we can easily see that if p dominates (or skyline-dominates) p′,
we have S (p) ≤ S (p′) for all attribute weight ratio r ∈ [0,+∞)
given a linear scoring function or any monotonic scoring
function. In other words, any point lying on the upper right
half of the score line of p (with a flat angle) is 1NN-dominated
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by p. Any point lying on the upper right quadrant of p (with a
right angle) is skyline-dominated by p. Both 1NN and skyline
can be defined as those points that are not dominated by any
others. Table I shows the comparison.
Motivation. It has been recognized 1NN and skyline each has
its advantage but also comes with a cost: 1) 1NN returns
the exact nearest neighbor but requires the specification of
the attribute weight vector which can be difficult in practice,
2) skyline returns the points including all possible nearest
neighbors without requiring the exact attribute weight vector
but the number of returned points can be prohibitively large for
practical use. Our observation is that while it may be difficult
for a user to specify the exact attribute weight vector, it is
relatively easy to specify an approximate range or relative
importance between attributes. We did a user study confirming
this observation, which we will report in Section V. Based
on this observation, we can compute the nearest neighbors
with respect to these ranges of weights. This will combine
the best of both worlds, in that it gives the user flexibility to
specify approximate relative importance between the attributes
(without requiring the exact weight vector as in 1NN) while
returning a small set of possible nearest neighbors (without
returning too many points not relevant to the users as in
skyline).
From the domination viewpoint, a point in 1NN dominates
other points in a flat angle range (Figure 1), a point in skyline
dominates other points in a right angle range (Figure 2). The
definitions are either too restrictive (filtering out too many
points and only returning one point) or too loose (not filtering
out enough points and returning too many points) for the
users. It’s desirable to have a more flexible and customizable
domination definition to satisfy users’ diverse needs.
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Fig. 3: Eclipse query.
Contributions. In this paper, we propose a more flexible and
customizable definition, eclipse1. We say p eclipse-dominates
p′, if S (p) ≤ S (p′) for all r ∈ [l, h], where [l, h] is a user-
specified range for the attribute weight ratio. The eclipse points
are those points that are not eclipse-dominated by any other
point in P. Intuitively, the range of [l, h] for the attribute
weight ratio allows users to have a flexible and approximate
specification of the relative importance of the attributes rather
than an exact value (as in 1NN) or an infinite interval [0,+∞)
(as in skyline). As a result, eclipse queries will return a subset
of points from skyline which are possible nearest neighbors for
all scoring functions with attribute weight ratio in the given
range.
1“eclipse” comes from solar eclipse and lunar eclipse, we take its idea of
“partial” interval while skyline is “full” interval and 1NN is a “point” value
correspondingly.
Figure 3 shows the eclipse query with an attribute weight
ratio range r ∈ [1/4, 2] which indicates distance is relatively
comparable to price with a range. For a point p, we can draw
two score lines with slopes −h and −l, respectively. A point
eclipse-dominates all other points in its upper right range (with
an obtuse angle) between the two score lines. We can see that
p4 is eclipse-dominated by p1, p2, p3. The eclipse query returns
p1, p2, and p3 as they cannot eclipse-dominate each other.
Please note that p1 cannot skyline-dominate p4 in skyline,
but p1 can eclipse-dominate p4 in eclipse. Therefore, eclipse
generally returns fewer points than skyline as the domination
range is larger than skyline.
It is non-trivial to compute eclipse points efficiently. To
determine if point p eclipse-dominates p′, we need to check
if S (p) ≤ S (p′) for all r ∈ [l, h], which is impossible for the
continuous interval. We first prove that we only need to check
the boundary values l and h rather than the entire range. Given
the boundary values, a straightforward algorithm to determine
the eclipse-dominance relationship for each pair of points leads
to O(n22d−1) time complexity. We propose an algorithm by
transforming the eclipse problem to the skyline problem, which
leads to much better O(n logd−1 n) time complexity. This is
still too high for real time computation. We then present an
efficient O(u + m) algorithm utilizing index structures and
duality transform, where u is the number of skyline points
and m is a parameter we will explain in Section IV. The main
idea is to build two index structures, Order Vector Index and
Intersection Index, to allow us quickly compute the dominance
relationships between the points based on a given attribute
weight ratio range. To implement Intersection Index in high
dimensional space, we propose line quadtree and cutting tree
with different tradeoffs in terms of average case and worst case
performance.
We briefly summarize our contributions as follows.
• We propose a novel eclipse definition which provides
a more flexible and customizable definition than the
classic 1NN and skyline. We formally show its proper-
ties and its relationship with other related definitions
including 1NN, convex hull, and skyline. We show
that 1NN and skyline are the special cases of eclipse.
• We present an efficient O(n logd−1 n) time
transformation-based algorithm for computing
eclipse points by transforming the eclipse problem to
the skyline problem.
• We present an efficient O(u + m) time index-based
algorithm by utilizing index structures and duality
transform. As a side effect, we can process 1NN query
in O(log n) time.
• We conduct comprehensive experiments on real and
synthetic datasets. The experimental results show that
eclipse is interesting and useful, and our proposed
algorithms are efficient and scalable.
Organization. The rest of the paper is organized as follows.
Section II introduces the eclipse definition, eclipse properties,
and the relationship between the eclipse query and other
queries. We present the transformation-based algorithms for
computing eclipse points in Section III, and the index-based
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algorithms in Section IV. We report the experimental results
and findings in Section V. Section VI presents the related work.
Section VII concludes the paper.
II. Definitions and Properties
In this section, we first show some preliminaries and then
give the formal definition of eclipse as well as a few properties
of eclipse. Finally, we show the relationship between the
eclipse query and others queries. For reference, a summary
of notations is given in Table II.
TABLE II: The summary of notations.
Notation Definition
pi i
th point in dataset P
pi[ j] j
th dimension of point pi
p ≺s p
′ p skyline-dominates p’
p ≺e p
′ p eclipse-dominates p’
p ≺1 p
′ p 1NN-dominates p’
n number of points
u number of skyline points
d number of dimensions
w[ j] jth attribute weight
w = 〈w[1], ...,w[d]〉 attribute weight vector
r[ j] = w[ j]/w[d] jth attribute weight ratio
r = 〈r[1], ..., r[d − 1]〉 attribute weight ratio vector
S (p) weighted sum of point p
S (p)r weighted sum of point p for r
xi i
th parameter in equation
ci mapped corresponding point of pi
ci[ j] ci on the j
th dimension
A. Preliminaries
In the traditional 1NN definition, 1NN returns the point
closest to a query point according to a given attribute weight
vector. In the traditional skyline definition [15], skyline returns
all points that are not dominated by any other point. We can
unify the traditional 1NN and skyline definitions using the
notion of domination. For 1NN, we say p 1NN-dominates p′,
if S (p) < S (p′) for a given attribute weight vector. For skyline,
we say p skyline-dominates p′, if S (p) ≤ S (p′) for all attribute
weight ratio r ∈ [0,+∞) given a linear scoring function. We
provide the unified definitions for 1NN and skyline as follows.
Definition 1: (1NN). Given a dataset P of n points in
d dimensional space and an attribute weight vector w =
〈w[1],w[2], ...,w[d]〉 or an attribute weight ratio vector r =
〈r[1], r[2], ..., r[d − 1]〉, where r[ j] = w[ j]/w[d]. Let p =
(p[1], p[2], ..., p[d]) and p′ = (p′[1], p′[2], ..., p′[d]) be two
different points in P, we say p 1NN-dominates p′, denoted
by p ≺1 p
′, if S (p) < S (p′) for r[ j] ∈ [l j, l j], where l j
is a user-specified value for the jth attribute weight ratio,
S (p) =
∑d
i=1 p[i]w[i]
2 is the weighted sum of p, l j ∈ [0,+∞),
and j = 1, 2, ..., d − 1. The 1NN point is the point that is not
dominated by any other point in P.
Definition 2: (Skyline). Given a dataset P of n points
in d dimensional space and an attribute weight vector w =
2In this paper, for the purpose of simplicity, we focus on L1 norm. However,
we note that the algorithms for L1 norm can be easily extended to Lp norm
(LWp (pi) = (
∑d
i=1 w[i]p
p
i
)1/p) for p ≥ 2. The reasons are 1) factor 1/p in
the exponent part cannot affect the ranking of each point and 2) there is no
difference to compute w[i]p
p
i
for different p.
〈w[1],w[2], ...,w[d]〉 or an attribute weight ratio vector r =
〈r[1], r[2], ..., r[d − 1]〉, where r[ j] = w[ j]/w[d]. Let p =
(p[1], p[2], ..., p[d]) and p′ = (p′[1], p′[2], ..., p′[d]) be two
different points in P, we say p dominates p′, denoted by
p ≺s p
′, if S (p) ≤ S (p′) for all r[ j] ∈ [0,+∞), where
j = 1, 2, ..., d − 1. The skyline points are those points that
are not dominated by any other point in P.
B. Eclipse Definition and Properties
We define a new eclipse query below which allows a user
to define an attribute weight ratio range for the domination.
Definition 3: (Eclipse). Given a dataset P of n points in
d dimensional space and an attribute weight vector w =
〈w[1],w[2], ...,w[d]〉 or an attribute weight ratio vector r =
〈r[1], r[2], ..., r[d − 1]〉, where r[ j] = w[ j]/w[d]. Let p =
(p[1], p[2], ..., p[d]) and p′ = (p′[1], p′[2], ..., p′[d]) be two
different points in P, we say p eclipse-dominates p′, denoted
by p ≺e p
′, if S (p) ≤ S (p′) for all r[ j] ∈ [l j, h j], where [l j, h j]
is a user-specified range for the jth attribute weight ratio. The
eclipse points are those points that are not dominated by any
other point in P.
Example 1: In the 1NN query of Figure 1, given the
attribute weight ratio vector r = 〈2〉, p1 dominates the points
in the flat angle range, i.e., p2, p3, and p4. In the skyline
query of Figure 2, p1 dominates the points in the right angle
range, and p1 cannot dominate any point in this example. In
the eclipse query of Figure 3, given the attribute weight ratio
vector r = 〈r〉, where r ∈ [1/4, 2], p1 dominates the points in
the obtuse angle range, i.e., p4.
For each point, we call the range that it can dominate
as domination range, the boundary line as domination line
(domination hyperplane in high dimensional space), and the
attribute weight ratio vector that determines the domination
line plus r[d] = w[d]/w[d] = 1 as domination vector. For
example, for point p1 in Figure 3, given the attribute weight
ratio range r ∈ [1/4, 2], the domination lines are y = −2x + 8
and y = −1/4x + 6.25, the domination vectors are 〈2, 1〉 and
〈1/4, 1〉, and the domination range is the obtuse angle range
on the upper right corner of the domination lines.
We show several properties of eclipse queries below.
Property 1: (Asymmetry). Give two points p and p′, if
p ≺e p
′, then p′ ⊀e p.
Proof: Because p ≺e p
′, for any attribute weight ratio
vector r = 〈r[1], r[2], ..., r[d − 1]〉, where r[ j] ∈ [l j, h j] for
j=1,2,...,d-1, we have S (p)r ≤ S (p
′)r, where S (p)r is the
weighted sum for r. Therefore, p′ ⊀e p.
Property 2: (Transitivity). Given three points p1, p2, and
p3, if p1 ≺e p2 and p2 ≺e p3, then p1 ≺e p3.
Proof: If we have p1 ≺e p2 and p2 ≺e p3, for any attribute
weight ratio vector r = 〈r[1], r[2], ..., r[d − 1]〉, where r[ j] ∈
[l j, h j] for j=1,2,...,d-1, we have S (p1)r ≤ S (p2)r and S (p2)r ≤
S (p3)r. Therefore, we have S (p1)r ≤ S (p3)r, that is p1 ≺e p3.
Furthermore, we show the dominance definition in skyline
is stricter than the dominance definition in eclipse by the
following two properties.
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Property 3: If p ≺s p
′, then p ≺e p
′, vice is not.
Property 4: If p ⊀s p
′, it is possible that p ≺e p
′.
C. Relationship with other Definitions
In this subsection, we discuss the relationship between the
eclipse query and other important queries, i.e., 1NN, convex
hull, and skyline. We note that the convex hull query returns
the points from origin’s view rather than the entire traditional
convex hull. For example, in Figure 1, the convex hull query
returns p1, p3 rather than p1, p3, p4.
The relationship among 1NN, convex hull, eclipse, and
skyline is shown in Figure 4. 1NN returns the best one point
given a linear scoring function with specific weight for each
attribute. Convex hull returns the best points given any linear
scoring functions, so convex hull contains all possible 1NN
points. Skyline returns the best points given any monotone
scoring functions. Eclipse returns the best points given a linear
scoring function with a weight range for each attribute. As
a result, skyline is the superset of eclipse and convex hull,
1NN contains a point that belongs to the result set of all
other queries. Depending on the range, eclipse ([l, h]) can be
instantiated to be 1NN ([l, l]) or skyline ([0,+∞)). Therefore,
eclipse not only contains some points that belong to convex
hull but also some points that do not belong to convex hull.
1NN
Skyline
ConvexHull Eclipse
Fig. 4: Relationship between eclipse and other definitions.
III. Transformation-based Algorithms
In this section, we first show a baseline algorithm in
Subsection III-A and then show an improved algorithm by
transforming the eclipse problem to the skyline problem in two
dimensional space in Subsection III-B and high dimensional
space in Subsection III-C.
A. Baseline Algorithm
In order to check the dominance between a point p and
other points in two dimensional space, we observe that instead
of computing all the continuous values in the range [l j, h j] for
S (p), we only need to compute the boundary values of the
range for S (p). We note that although [7] presented a similar
algorithm, they did not give any proof for the correctness.
Theorem 1: Given an attribute weight vector r = 〈r〉,
where r ∈ [l, h], if S (p)r ≤ S (p
′)r for r = l and r = h, we have
S (p)r ≤ S (p
′)r for all r ∈ [l, h], where S (p)r is the weighted
sum of point p for r.
Proof: Because for r = l and r = h, S (p)r ≤ S (p
′)r,
we have lp[1] + p[2] ≤ lp′[1] + p′[2] and hp[1] + p[2] ≤
hp′[1] + p′[2]. That is l(p[1] − p′[1]) + (p[2] − p′[2]) ≤ 0 and
h(p[1] − p′[1]) + (p[2] − p′[2]) ≤ 0. Assume we have a linear
function f (t) = t(p[1]− p′[1])+ (p[2]− p′[2]) where l < t < h.
Then we have f (l) ≤ 0 and f (h) ≤ 0. Because f (t) is a line,
therefore, for any value t between the boundary values l and
h, we have f (t) ≤ 0 for l < t < h.
Example 2: Given r ∈ [1/4, 2], the dominance relationship
is shown in Figure 3, we only need to determine if S (p) ≤
S (p′) for r = 1/4 and r = 2 according to Theorem 1. We take
p2 and p4 as an example, S (p2)〈1/4〉 = 1/4×4+4 = 5. Similarly,
we have S (p2)〈2〉 = 12, S (p4)〈1/4〉 = 7, and S (p4)〈2〉 = 21.
Because S (p2)〈1/4〉 < S (p4)〈1/4〉 and S (p2)〈2〉 < S (p4)〈2〉, we
have p2 ≺e p4.
Next, we show how to extend Theorem 1 from two
dimensional space to high dimensional space.
Theorem 2: Given an attribute weight ratio vector r =
〈r[1], ..., r[d − 1]〉, where r[ j] ∈ [l j, h j] for j = 1, 2, ..., d − 1,
if S (p)r ≤ S (p
′)r for r[ j] = l j and r[ j] = h j, where
j = 1, 2, ..., d− 1, we have S (p)r ≤ S (p
′)r for all r[ j] ∈ [l j, h j].
Proof: Because the attribute weight ratio on each di-
mension j can take the value of l j or h j, we have 2
d−1
domination vectors in d dimensional space. Therefore, we have
the following 2d−1 inequalities for S (p) ≤ S (p′).
Σd−3
j=1
l j(p[ j]− p
′[ j])+ ld−2(p[d− 2]− p
′[d − 2])+ ld−1(p[d−
1] − p′[d − 1]) + (p[d] − p′[d]) ≤ 0,
Σd−3
j=1
l j(p[ j]− p
′[ j])+ ld−2(p[d−2]− p
′[d−2])+ hd−1(p[d−
1] − p′[d − 1]) + (p[d] − p′[d]) ≤ 0,
Σd−3
j=1
l j(p[ j]− p
′[ j])+ hd−2(p[d−2]− p
′[d−2])+ ld−1(p[d−
1] − p′[d − 1]) + (p[d] − p′[d]) ≤ 0,
Σd−3
j=1
l j(p[ j]− p
′[ j])+ hd−2(p[d−2]− p
′[d−2])+ hd−1(p[d−
1] − p′[d − 1]) + (p[d] − p′[d]) ≤ 0,
......,
Σd−1
j=1
h j(p[ j] − p
′[ j]) + (p[d] − p′[d]) ≤ 0.
Given the first two inequalities, according to Theorem 1,
we have
Σd−3
j=1
l j(p[ j]−p
′[ j])+ ld−2(p[d−2]−p
′[d−2])+r[d−1](p[d−
1]−p′[d−1])+(p[d]−p′[d]) ≤ 0 (i), where r[d−1] ∈ [ld−1, hd−1].
Similarly, given the third and fourth inequalities, we have
Σd−3
j=1
l j(p[ j] − p
′[ j]) + hd−2(p[d − 2] − p
′[d − 2]) + r[d −
1](p[d−1]− p′[d−1])+ (p[d]− p′[d]) ≤ 0 (ii), where r[d−1] ∈
[ld−1, hd−1]. Based on (i) and (ii), we have
Σd−3
j=1
l j(p[ j] − p
′[ j]) +w[d − 2](p[d − 2]− p′[d − 2])+ r[d −
1](p[d − 1] − p′[d − 1]) + (p[d] − p′[d]) ≤ 0, where r[d − 2] ∈
[ld−2, hd−2] and r[d − 1] ∈ [ld−1, hd−1]. Similarly, we iteratively
transform l j and h j to r[ j]. Finally, we have
Σd−1
j=1
r[ j](p[ j] − p′[ j]) + (p[d] − p′[d]) ≤ 0, where r[ j] ∈
[l j, h j], j = 1, 2, ..., d − 1.
Based on Theorems 1 and 2, the key idea of the baseline
algorithm is that we only need to compare the scoring function
S (pi) and S (p j) for each pair of points pi and p j with respect
to all the domination vectors. The detailed algorithm is shown
in Algorithm 1. We compute S (pi)rk corresponding to the 2
d−1
domination vectors in Line 2 and set the flag as 1. We compute
S (p j)rk corresponding to the 2
d−1 domination vectors in Line
5. In Line 7, if S (p j)rk > S (pi)rk , it means that p j cannot
eclipse-dominate pi, and then we break from the forloop. If
for all k such that S (p j)rk ≤ S (pi)rk , it means that p j ≺e pi,
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Algorithm 1: Baseline algorithm for computing eclipse
points.
input : a set of n points in d dimensional space.
output: eclipse points.
1 for i = 1 to n do
2 compute S (pi)rk , k = 1, 2, ...,2
d−1;
3 flag=1;
4 for j = 1 to n, , i do
5 compute S (p j)rk , k = 1, 2, ...,2
d−1;
6 for k= 1 to 2d−1 do
7 if S (p j)rk > S (pi)rk then
8 goto Line 4;
9 flag=0;
10 break;
11 if flag==1 then
12 add pi to eclipse points;
and then we set the flag as 0. In Line 11, if the flag equals to 1,
it means that there is no other point that can eclipse-dominate
pi, so we add pi to eclipse points.
Theorem 3: The time complexity of Algorithm 1 is
O(n22d−1).
Proof: Algorithm 1 requires three forloops and each for-
loop iterates n, n, and 2d−1 times, respectively. Thus, Algorithm
1 requires O(n22d−1) time in total.
B. Transformation-based Algorithm for Two Dimensional
Space
In Subsection III-A, we showed how to compute eclipse
points in O(n2) time due to the two forloops. In this subsection,
we show how to transform the eclipse problem to the skyline
problem, and then we can employ an efficient O(n log n) time
algorithm to solve the eclipse problem.
In the eclipse query, for each point pi(pi[1], pi[2]), there
are two domination lines with slopes −h and −l, and pi eclipse-
dominates the points in the domination range. For example, in
Figure 5, p1 eclipse-dominates the points on the upper right
of the two domination lines. For any two points p and p′,
the slopes (−h and −l) of their two domination lines are the
same. Therefore, if p eclipse-dominates p′, the intercepts of
p′s domination lines should be smaller than the corresponding
intercepts of p′. Therefore, instead of directly comparing
S (p) and S (p′) for each pair of points for their eclipse-
dominance which requires O(n2), we can map the intercepts
of the two domination lines of each pair of points p and p′
into a coordinate space, and compare their dominance utilizing
O(n log n) skyline algorithm.
Concretely, for each point pi, the two domination lines
have two intercepts with each dimension. We map pi into
ci by taking the smaller intercept on the j
th dimension as
ci[ j] because the larger intercept is already represented by
the smaller intercept on the other dimension. For example,
in Figure 5, for point p1, the two domination lines have two
y-intercepts, 6.25 and 8. We take the smaller y-intercept, 6.25,
as c1[2]. Similarly, we have c1[1] = 4. Therefore, we map
p1 into c1(4, 6.25). Based on this mapping, we can prove that
p ≺e p
′ if c ≺s c
′ in Theorem 4.
Theorem 4: Given an attribute weight ratio r ∈ [l, h] and a
point pi, we map pi into ci, where ci[ j] is the smaller intercept
1 2 3 4 5 6 7 8 9 10
1
2
3
4
5
6
7
8
p2(4; 4)
c2(6; 5)
p1(1; 6)
c3(6:5; 2:5)
p3(6; 1)
c4(10:5; 7)
p4(8; 5)
c1(4; 6:25)
Fig. 5: Mapping.
Algorithm 2: Transformation-based algorithm for two
dimensional space.
input : a set of n points in two dimensional space, an attribute weight ratio
vector 〈r〉, where r ∈ [l, h].
output: eclipse points.
1 for i =1 to n do
2 ci[1] = pi[1] + pi[2]/h;
3 ci[2] = lpi[1] + pi[2];
4 use O(n log n) algorithm to compute skyline points of {c1, c2, ..., cn};
5 add the corresponding points of skyline points to eclipse points;
on the jth dimension of the two domination lines with slopes
−h and −l. We have p ≺e p
′ if c ≺s c
′ in two dimensional
space. That is, the eclipse points of dataset {p1, p2, ..., pn} equal
to the corresponding skyline points of dataset {c1, c2, ..., cn}.
Proof: For p ≺e p
′, we have
lp[1] + p[2] ≤ lp′[1] + p′[2]
hp[1] + p[2] ≤ hp′[1] + p′[2]
We map p into c
c[2] = lp[1] + p[2]
c[1] = p[1] +
1
h
p[2]
Similarly, we map p′ into c′
c′[2] = lp′[1] + p′[2]
c′[1] = p′[1] +
1
h
p′[2]
Because c ≺s c
′, we have
lp[1] + p[2] ≤ lp′[1] + p′[2]
p[1] +
1
h
p[2] ≤ p′[1] +
1
h
p′[2]
It is easy to see that p ≺e p
′ can be equivalent to c ≺s c
′.
Based on Theorem 4, we show our algorithm for computing
eclipse points in Algorithm 2. We compute ci of point pi
in Lines 1-3. We employ the O(n log n) skyline algorithm to
compute the skyline points of {c1, c2, ..., cn} in Line 4.
Example 3: We show an example based on Figure 5.
Assume the attribute weight ratio r ∈ [1/4, 2]. We have
c1 = (4, 6.25), c2 = (6, 5), c3 = (6.5, 2.5), and c4(10.5, 7). We
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compute the skyline points of {c1, c2, c3, c4}, and the skyline
points are c1, c2, and c3. Therefore, the corresponding eclipse
points are p1, p2, and p3.
Theorem 5: The time complexity of Algorithm 2 is
O(n log n).
Proof: Lines 1-3 requires O(n) time. Line 4 requires
O(n log n) time. Thus, Algorithm 2 requires O(n log n) time
in total.
C. Transformation-based Algorithm for High Dimensional
Space
In this subsection, we show how to transform the eclipse
problem to the skyline problem for the high dimensional case
similar to the two dimensional case by carefully choosing
d domination vectors, and then we can employ an efficient
O(n logd−1 n) time algorithm to solve the eclipse problem.
For point p(p[1], p[2], ..., p[d]), we have the following
2d−1 domination hyperplanes with respect to 2d−1 domination
vectors as each dimension j of the domination vector can take
the boundary values l j and h j.
l1p[1] + l2p[2] + ... + ld−1p[d − 1] + p[d] = S (p)r1 ;
l1p[1] + l2p[2] + ... + hd−1p[d − 1] + p[d] = S (p)r2 ;
......
h1p[1] + h2p[2] + ... + ld−1p[d − 1] + p[d] = S (p)r
2d−1−1
;
h1p[1] + h2p[2] + ... + hd−1p[d − 1] + p[d] = S (p)r
2d−1
;
We can write the domination vector function matrix as follows.

l1 l2 ... ld−1 1
l1 l2 ... hd−1 1
......
h1 h2 ... ld−1 1
h1 h2 ... hd−1 1

Because there are d variables, the rank of the domination
vector function matrix is at most d. Therefore, we can carefully
choose d domination vectors from these 2d−1 domination
vectors to represent the original matrix. Furthermore, the rank
of the new d-row matrix should be d.
We can choose the first row to identify the dth attribute
weight ratio and the row with r[k] = h j, k = j and r[k] =
l j, j , k, k = 1, 2, ..., d − 1 to identify the j
th attribute weight
ratio. It is easy to see that there are d−1 such rows. Therefore,
we get a new d-row matrix with rank d. In fact, each row in the
new matrix corresponds to a ci[ j]. For example, if we choose
r[1] = h1 and r[ j] = l j for j = 2, ..., d − 1, the corresponding
domination vector is v1 = 〈h1, l2, ..., ld−1, 1〉. This domination
vector v1 corresponds to ci[1] because we get the smallest
x-intercept by the domination hyperplane determined by v1.
Given the above mapping, we can show that p ≺e p
′ if c ≺s c
′
in high dimensional space as in the following theorem.
Theorem 6: Given an attribute weight ratio vector r =
〈r[1], r[2], ..., r[d − 1]〉 and a point pi, we map pi into ci,
where ci[ j] is the smallest intercept on the j
th dimension of
the d domination hyperplanes. We have p ≺e p
′ if c ≺s c
′ in
high dimensional space. That is, the eclipse points of dataset
{p1, p2, ..., pn} equal to the corresponding skyline points of
dataset {ci, c2, ..., cn}.
Proof: If p ≺e p
′, for all r[ j] ∈ {l j, h j}, where j =
1, 2, ..., d − 1, we have S (p) ≤ S (p′) for 2d−1 domination
vectors. We can carefully choose d domination vectors to
represent these 2d−1 domination vectors as follows.

l1 l2 ... ld−1 1
l1 l2 ... hd−1 1
......
l1 h2 ... ld−1 1
h1 l2 ... ld−1 1

We have S (p) ≤ S (p′) for these d domination vectors as
follows.
d−1∑
j=1
l jp[ j] + p[d] ≤
d−1∑
j=1
l jp
′[ j] + p′[d]
and for j = 1, 2, ..., d − 1
h jp[ j]+
d−1∑
k=1,k, j
lkp[k]+ p[d] ≤ h jp
′[ j]
d−1∑
k=1,k, j
lkp
′[k]+ p′[d] (1)
If c ≺s c
′, for all j = 1, 2, ..., d, we have c[ j] ≤ c′[ j]. That
is
p[d] + h1p[1] +
∑d
k=2,k,1 lkp[k]
h1
≤
p′[d] + h1p
′[1] +
∑d
k=2,k,1 lkp
′[k]
h1
p[d] + h2p[2] +
∑d
k=2,k,2 lkp[k]
h2
≤
p′[d] + h2p
′[2] +
∑d
k=2,k,2 lkp
′[k]
h2
......
p[d] + hd−1p[d − 1] +
∑d
k=2,k,d−1 lkp[k]
hd−1
≤
p′[d] + hd−1p
′[d − 1] +
∑d
k=2,k,d−1 lkp
′[k]
hd−1
l1p[1] + l2p[2] + ... + ld−1p[d − 1] + p[d]
≤ l1p
′[1] + l2p
′[2] + ... + ld−1p
′[d − 1] + p′[d];
which is equivalent to Equation 1.
Based on Theorem 6, the detailed algorithm for computing
eclipse points in high dimensional space is shown in Algorithm
3. For each point pi, we map it into ci in Lines 1-4, and
then use the O(nlogd−1n) high dimensional skyline algorithm
to compute skyline points of {c1, c2, ..., cn}. The corresponding
points pi, 1 ≤ i ≤ n are eclipse points.
Theorem 7: The time complexity of Algorithm 3 is
O(n logd−1 n).
Proof: Lines 1-4 require O(nd) time. Line 5 requires
O(n logd−1 n) time. Thus, Algorithm 3 requires O(n logd−1 n)
time in total.
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Algorithm 3: Transformation-based algorithm for high
dimensional space.
input : a set of n points in high dimensional space, attribute weight ratio vector
r = 〈r[1], ..., r[d − 1]〉, where r[ j] ∈ [l j , h j] for j = 1, 2, ...,d − 1.
output: eclipse points.
1 for i =1 to n do
2 ci[d] =
∑d−1
j=1 l jpi[ j] + pi[d];
3 for j = 1 to d-1 do
4 ci[ j] =
pi [d]+h j pi [ j]+
∑d−1
k=2,k, j
lk pi[k]
h j
;
5 use the O(n logd−1 n) ECDF algorithm [3] to compute skyline points of
{c1, c2, ..., cn};
6 add the corresponding points of skyline points to Eclipse points;
IV. Index-based Algorithms
The transformation-based algorithm we presented in Sec-
tion III is more efficient than the baseline algorithm. However
it is still computationally expensive for real time queries, since
it computes each query for the entire dataset from scratch. In
this section, we show more efficient algorithms utilizing index
structures and duality transform.
For a better perspective, we transform our problem from
the primal space to the dual space by duality transform [12].
For a point p = (p[1], p[2], ..., p[d]), its dual hyperplane is
xd = p[1]x1 + p[2]x2+ ...+ p[d− 1]xd−1 − pd. For a hyperplane
xd = p[1]x1 + p[2]x2 + ... + p[d − 1]xd−1 + p[d], its dual point
is (p[1], p[2], ..., p[d − 1],−p[d]). For example, in Figure 6,
for point p1(1, 6), its corresponding line in the dual space is
y = x − 6. We show how to construct the index structures and
process the query in two dimensional space in Subsection IV-A
and high dimensional space in Subsection IV-B.
A. Index-based Algorithm for Two Dimensional Space
We first show how to compute 1NN and skyline in the
dual space in Figure 6, and then introduce our algorithm for
computing eclipse points. We have four points p1, p2, p3, p4 in
the primal space (Figure 6(a)) and their corresponding lines
in the dual space (Figure 6(b)). p4 cannot be an eclipse point
because it is skyline-dominated by p2 and p3, thus, we omit
p4 in the dual space.
p1
p2
p3
price
distance
(a) (b)
p1p3
-1
p1p2
p2p3
p1p3
p2
−1:5
p4
−2=3
p1p2[x]
p1p3[x]
p2p3[x]
Fig. 6: (a): Primal space, (b) Dual space.
For all 1NN, skyline, and eclipse queries, we need to find
the point that is not in the domination range of any other point.
But the domination range differs for each of the queries. For
1NN, the domination range of each point given attribute weight
ratio r = l is determined by the domination line with slope −l.
Correspondingly, in the dual space, given the x-coordinate (−l),
we need to find the line that is not dominated by any other
line, i.e., the closest line to the x-axis. For example, in Figure
6, if l = 2, the nearest neighbor is p1 in the primal space.
Correspondingly, in the dual space, line p1 is the closest line
to the x-axis when x = −2.
For skyline, the domination range of each point is deter-
mined by the two domination lines with slopes 0 and ∞, i.e.,
the attribute weight ratio r ∈ (−∞, 0]. Correspondingly, in the
dual space, given the x-coordinate range (−∞, 0], we need to
find the lines that are not dominated by any other line. We
say line pa dominates pb if pa is consistently closer to the x-
axis than pb for the entire range. For example, in Figure 6, in
interval (−∞, p2p3[x]] of the x-axis, the closest line to the x-
axis is p1, and in interval (p1p3[x], 0] of the x-axis, the closest
line to the x-axis is p3, where pip j[x] is the x-coordinate of
the intersection of lines pi and p j in the dual space. However,
in the entire query range, there is no line that can dominate
p2. Therefore, the skyline query result is p1, p2, and p3.
For eclipse given a ratio range r ∈ [l, h], the domination
range of each point is determined by the two domination lines
with slopes −h and −l. Correspondingly, in the dual space,
given the x-coordinate range [−h,−l], we need to find the
lines that are not dominated by any other line, i.e., consistently
closer to the x-axis within the range. Since the order of the
lines (in their closeness to the x-axis) only changes when the
two lines intersect, in order to quickly find the lines that are not
dominated by any other line within the query range [−h,−l],
we can partition the x-axis by intervals where for each interval,
the order of the lines does not change. The partitioning points
are naturally determined by the intersections between each pair
of lines. This motivates us to build 1) an index structure (Order
Vector Index) that stores the intervals and their corresponding
order of the lines, and 2) an index structure (Intersection Index)
that stores the intersections which affect the consistent order
of the lines within a range. In this way, given any query range,
we can quickly retrieve all the lines that are not dominated by
any other line within the range.
1) Indexing: In this subsection, we show how to build
Order Vector Index and Intersection Index.
Order Vector Index. We build an Order Vector Index which
partitions the x-axis into
(
u
2
)
+ 1 intervals, and each entry ovi
corresponding to an interval stores the order of the lines in
their closeness to the x-axis, where u is the number of skyline
points and
(
u
2
)
is the number of intersections between the u
lines in the dual space. For example, in Figure 7, we partition
the x-axis into four intervals. The last interval is (−2/3, 0], and
it stores the order of the lines ov4 = 〈2, 1, 0〉 corresponding to
p3, p2, p1.
The detailed algorithm is shown in Algorithm 4. Because
eclipse points are the subset of skyline points, we find skyline
points in Line 1. In Lines 2-3, we compute the corresponding
line pi in the dual space for point pi. In Lines 4-5, we compute
the value vi j by eliminating y from two lines pi and p j, where
vi j is the x-coordinate of the intersection of lines pi and p j. In
Line 7, we sort all
(
u
2
)
intersections’ x-coordinates vi j. Because
the order of the lines in their closeness to the x-axis does not
change in the same interval, we choose vi+ǫ as the x-coordinate
to compute the y-coordinate in Line 10 as startYi which is used
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Algorithm 4: Indexing in two dimensional space.
input : a set of n points in two dimensional space.
output: Order Vector Index and Intersection Index.
1 use the O(n log n) time complexity algorithm to compute the u skyline points of
n points;
2 for i = 1 to u do
3 compute the corresponding line pi in the dual space for point pi ;
4 for i =1 to u-1 do
5 for j=i+1 to u do
6 compute the value vi j by eliminating y from two lines pi and p j;
7 sort those vi j in ascending order v1, v2, ..., v(u2)
, and record the corresponding
two lines for each vi , i = 1, 2, ...,
(
u
2
)
;
8 for i=2 to
(
u
2
)
+ 1 do
9 for j =1 to u do
10 startY j = (vi−1 + ǫ)p j[1] − p j[2] (v1 − ǫ if i = 1);
11 for k =1 to u do
12 compute ovi−1[k];
to determine the order of the lines in their closeness to the x-
axis in the interval, where ǫ is a very small number. The reason
for adding a very small number is that we compute the initial
order in the interval rather than on the interval boundary vi.
Finally, we obtain the ovi for each interval in Line 12. ovi[k]
means there are ovi[k] lines that can dominate line pk to the
x-axis in the ith interval.
Intersection Index. For two dimensional case, we record
the corresponding two lines for each interval boundary vi in
Line 7 in Algorithm 4, and the interval boundaries in Order
Vector Index are exactly the x-coordinates of the intersections.
Therefore, we can use Order Vector Index to index both order
vectors and intersections in two dimensional space.
p1p2[x]
p1p3[x]
p2p3[x]
−1:5 −1 −2=3
p3
p2
p1
p1
p2 p3
ov1 ov2 ov3 ov4
h0; 1; 2i h0; 2; 1i h1; 2; 0i h2; 1; 0i
p2p3 p1p3 p1p2
0
Order Vector Index
Intersection Index
p1; p2; p3 p1; p3; p2 p3; p1; p2 p3; p2; p1
Fig. 7: Indexing example.
Example 4: We show how to build the index structures in
Figures 6 and 7. In Line 3, we map points p1(1, 6), p2(4, 4),
p3(6, 1) in the primal space (shown in Figure 6(a)) into linear
equations y = x − 6, y = 4x − 4, y = 6x − 1 in the dual space
(shown in Figure 6(b)) by duality transform, respectively. In
Line 6, taking two lines p1 and p2 as an example, we substitute
y = 4x − 4 into y = x − 6, and get the x-coordinate of the
intersection of lines p1 and p2, p1p2[x] = −2/3. Similarly,
we have p1p3[x] = −1 and p2p3[x] = −1.5. In Line 7, we sort
−1.5,−1,−2/3 and record the corresponding two lines for each
value, e.g., −2/3 is formed by two lines p1 and p2. Therefore,
we have four intervals (−∞,−1.5], (−1.5,−1], (−1,−2/3], and
(−2/3, 0]. Taking the last interval (−2/3, 0] as an example,
we compute its corresponding ov4 in Lines 9-12. We compute
the y-coordinate startYi for lines p1, p2, and p3 in Line 10.
We have startY1 = −1/2 − 6 = −6.5 by choosing ǫ = 1/6.
Similarly, we have startY2 = −6, and startY3 = −4. Therefore,
the corresponding ov4 is 〈2, 1, 0〉.
2) Querying: In this subsection, we show how to process
the query. Given an attribute weight ratio r ∈ [l, h], the
corresponding query range in the dual space is [−h,−l]. Each
interval stores the order of the lines in their closeness to the
x-axis within that interval. Our goal is to determine if a line
is consistently closer than other lines within the query range
[−h,−l]. Hence we can start with the order in one of the
intervals as the initial order, then determine if the order is
consistent by enumerating through the intersection points in
the range.
The detailed algorithm is shown in Algorithm 5. We get the
initial ov for −l from Order Vector Index and use binary search
to find the intersections whose x-coordinates lie between −h
and −l from Intersection Index in Lines 1-2. We assume there
are m intersections within the query range. The worst case
for m is
(
u
2
)
, i.e., all the intersections lie in the query range,
but m is much smaller than
(
u
2
)
in practice given the small
query range. For the intersection of lines pa and pb, if ov[a] is
smaller than ov[b], that means line pa dominates pb before this
intersection (in [−h, papb[x]]). After this intersection, i.e., in
[papb[x],−l], pb dominates pa. That is, the number of lines that
can dominate pb will be subtracted by one (Line 6). Similarly,
if ov[a] is larger than ov[b], we have ov[a] − − in Line 8.
Finally, if ov[i] = 0, that is there is no other point that can
dominate pi. We add pi to eclipse points.
Algorithm 5: Query for two dimensions.
input : Order Vector Index and Intersection Index, attribute weight ratio
r ∈ [l, h].
output: eclipse points.
1 use binary search to find the interval that contains −l and get the initial ov for
−l from Order Vector Index;
2 find these intersections whose x-coordinate lying between −h and −l from
Intersection Index;
3 for i = 1 to m (number of intersections) do
4 assume lines pa and pb form the intersection;
5 if ov[a] < ov[b] then
6 ov[b] − −;
7 else
8 ov[a] − −;
9 for i =1 to u do
10 if ov[i] = 0 then
11 add pi to eclipse points;
Example 5: Given r ∈ [1/4, 2], we have the corresponding
query [−2,−1/4]. We search −l = −1/4 which belongs to
the interval of (−2/3, 0] from Order Vector Index, and get
the initial ov4 = 〈2, 1, 0〉 in Line 1. In Line 2, we find
intersections p1p2, p1p3, p2p3 from Intersection Index because
their x-coordinates lie in [−2,−1/4]. After intersection p1p2,
p2 cannot dominate p1, thus the number of the lines that can
dominate p1 should be subtracted by 1. That is ov4[1] = 2−1 =
1. Similarly, after intersection p1p3, ov4[1] = 1 − 1 = 0,
after intersection p2p3, ov4[2] = 1 − 1 = 0. Finally, we get
ov4 = 〈0, 0, 0〉. That is, there is no other line that can dominate
p1, p2, p3 in [−2,−1/4]. Thus, we add points p1, p2, p3 to
eclipse points.
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TABLE III: Example of query for r ∈ [1/4, 2].
p1 p2 p3
startYi -6.5 -6 -4
initial ov4 2 1 0
after p1 p2 ov4 1 1 0
after p1 p3 ov4 0 1 0
after p2 p3 ov4 0 0 0
Theorem 8: The time complexity of Algorithm 5 is O(u+
m).
Proof: Line 1 requires O(log u2) time. Line 2 requires
O(log u2 + m) time. Lines 3-8 can be finished in O(m) time.
Lines 9-11 can be finished in O(u) time. Thus, Algorithm 5
requires O(u + m) time in total.
B. Index-based Algorithm for High Dimensional Space
In this subsection, we show how to build the index struc-
tures and process the eclipse query in high dimensional space.
The general idea is very similar to two dimensional case. In
the dual space of two dimensional space, we need to find the
lines that are not dominated by any other line with respect to
the x-axis (line y = 0) within the query range x ∈ [−h,−l].
Similarly, in the dual space of high dimensional space, we
need to find the hyperplanes that are not dominated by any
other hyperplane with respect to the hyperplane xd = 0 within
the query range x1 ∈ [−h1,−l1],...,xd−1 ∈ [−hd−1,−ld−1] for d
dimensional space. Therefore, we need Order Vector Index to
index the initial order of those hyperplanes in each hypercell
with respect to the hyperplane xd=0. In two dimensional space,
we want to find the intersections whose x-coordinates lying
in [−h,−l]. Similarly, in high dimensional space, we want to
find the d − 1 dimensional intersecting hyperplanes that are
intersecting with range x1 ∈ [−h1,−l1],...,xd−1 ∈ [−hd−1,−ld−1]
for d dimensional space. Therefore, we need Intersection Index
to index the intersecting d−1 dimensional hyperplanes for any
two d dimensional hyperplanes.
1) Indexing: In this subsection, we show how to build
Order Vector Index and Intersection Index.
Order Vector Index. We show how to build Order Vector
Index in high dimensional space in Algorithm 6. We first
compute skyline points using O(n logd−1 n) time skyline al-
gorithm in Line 1. For each skyline point, we compute its
corresponding hyperplane pi for point pi in d dimensional dual
space in Lines 2-3. In Line 6, we compute the intersecting
d − 1 dimensional hyperplane of d dimensional hyperplanes
pi and p j by eliminating xd. For these
(
u
2
)
intersecting d − 1
dimensional hyperplanes, we compute the arrangement3 in
Line 7. In Line 8, for each hypercell in the arrangement,
we compute its initial ovi which records the order of the
hyperplanes in their closeness to hyperplane xd = 0. Therefore,
in the query phase, we only need to locate any point from the
query range to get the corresponding hypercell and then get
the corresponding ov of the hypercell in logarithmic time.
3Let L be a set of n lines in the plane. The set L induces a subdivision
of the plane that consists of vertices, edges, and faces. This subdivision is
usually referred to as the arrangement induced by L [12]. Similarly, in high
dimensional space, let H be a set of n hyperplanes in d dimensional space.
The set H induces a subdivision of the space that consists of vertices, edges,
faces, facets, and hypercells.
Algorithm 6: Indexing in high dimensional space.
input : a set of n points in high dimensional space.
output: Order Vector Index.
1 use the O(n logd−1 n) time complexity algorithm to compute the u skyline points
of n points;
2 for i = 1 to u do
3 compute the dual d dimensional hyperplane of pi;
4 for i = 1 to u-1 do
5 for j = i+1 to u do
6 compute the d − 1 dimensional hyperplane of hyperplanes dhi and
dh j by eliminating xd ;
7 compute the arrangement of these
(
u
2
)
hyperplanes in d − 1 dimensional space;
8 for each hypercell, compute its initial ov;
Intersection Index. It is easy to see that the dominating part
of the query for high dimensional space is to find these pairs
of hyperplanes whose intersecting hyperplanes intersect with
the query range. If we scan all the
(
u
2
)
intersecting d − 1
dimensional hyperplanes to determine if they intersect with the
d − 1 dimensional query range, the time cost is prohibitively
high. Therefore, we show how to index these
(
u
2
)
intersecting
hyperplanes to facilitate the search of intersecting hyperplanes
in Intersection Index.
We first show a Line Quadtree4 with good average case
performance, then show a Cutting Tree with good worst case
performance. We use three dimensional space as an example,
which corresponds to finding the intersecting lines that are
intersecting with rectangle x1 ∈ [−h1,−l1], x2 ∈ [−h2,−l2].
(Line Quadtree) Line quadtree is a rooted tree in which
every internal node has four children in two dimensional space.
In genral, a d dimensional hyperplane octree has 2d children
in each internal node. Every node in line quadtree corresponds
to a square. If a node t has children, then their corresponding
squares are the four quadrants of the square of t, referred to
as NE, NW, SW, and SE. Figure 8 illustrates an example of
line quadtree and the corresponding subdivision. We set the
maximum capacity for each node as 3, i.e., we need to partition
a square into four subdivisions if there are more than 3 lines
going through this square.
NE NW SW SE
a
b
c
d
e
f
a; f
b; d; e
d
a; d; e a; b a; b; f
c; e; f c; e; f c; d d; e
g
f; g
d; gb; e; g
Fig. 8: Line quadtree with maximum capacity 3.
It is easy to see how to construct line quadtree. The
recursive definition of line quadtree is immediately translated
into a recursive algorithm: split the current square into four
quadrants, partition the line set accordingly, and recursively
construct line quadtrees for each quadrant with its associated
4We call line quadtree in two dimensional space or hyperplane octree in
high dimensional space, but for the sake of simplicity, we use the term “line
quadtree” to refer to both two and high dimensional space.
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line set. The recursion stops when the line set contains less
than maximum capacity lines.
To query line quadtree is straightforward. We start at the
root node and examine each child node to check if it intersects
the range being queried for. If it does, recurse into that child
node. Whenever we encounter a leaf node, examine each entry
to see if it intersects with the query range, and return it if it
does. Finally, we combine all the returned lines.
Line quadtree has a very good performance in the average
case, however, the worst case is O(n), i.e., the depth for line
quadtree is O(n) in the worst case. Therefore, we present an
alternative index structure cutting tree which has a good worst
case guarantee (O(log n) time complexity).
a
b
c
d
e
f
gA
B
C
D
EF
G
d; f; g a; b; f b; d; e a; d; e c; d; f c; e; fa; b; f
A B C D E F G
Fig. 9: A (1/3)-cutting of size seven for a set of seven lines.
(Cutting Tree) Cutting tree partitions the space into a set of
possibly unbounded triangles with the property that no triangle
is crossed by more than n/t lines, where n is the number of
lines and t ∈ [1, n] is a parameter. For any set L of n lines in
the plane, a (1/t)-cutting of size O(t2) exists. Moreover, such
a cutting can be constructed in O(nt) time [12]. We show a
(1/3)-cutting of size seven for a set of 7 lines in Figure 9. For
each triangle, there are at most 7/3 intersecting lines. We note
that cutting tree also can be designed as a tree structure as line
quadtree.
Theorem 9: [12] For any parameter t, it is possible to
compute a (1/t)-cutting of size O(td) with a deterministic
algorithm that takes O(ntd−1) time. The resulting data structure
has O(logd n) query time. The query time can be reduced to
O(log n).
We note that the deterministic algorithms for constructing
cutting tree based on the arrangement structure are theoretical
in nature and involve large constant factors [12]. Therefore,
in this paper, we implement the cutting tree index structure
using the probabilistic schemes [8][9], which will be shown in
the experimental section. We randomly choose t hyperplanes
from n hyperplanes, and the formed arrangement structure will
have a high probability satisfying the requirement of cutting
tree. However, constructing arrangement is also a prohibitively
high cost task with time complexity O(nd) [13]. Following the
same spirit, the space with more hyperplanes will be chosen.
For the space with more hyperplanes, the space will be chosen
with a higher probability to be partitioned. Due to the same
problem of constructing arrangement, we cannot process the
point location in logarithmic time in high dimensional space
in practice. Therefore, we compute ov in Line 1 of Algorithm
7, which requires O(u) time and does not impact the entire
time complexity.
2) Querying: In this subsection, we show how to process
the eclipse query based on Order Vector Index and Intersection
Index in Algorithm 7. The idea is very similar to the two
dimensional case. In Line 1, we get the initial ov by point
location in O(log n) time. We then quickly find the intersecting
d − 1 dimensional hyperplanes based on Intersection Index
in Line 2. For any d − 1 dimensional hyperplane formed by
d dimensional hyperplanes pa and pb, if ov[a] < ov[b], that
means before this intersecting d − 1 dimensional hyperplane,
pa dominates pb, thus, we have ov[a]−−. Otherwise, we have
ov[b] − −. Finally, if ov[i] = 0, we add pi to eclipse points.
Algorithm 7: Query for high dimensions.
input : Order Vector Index and Intersection Index, attribute weight ratio vector
〈r[1], r[2], ..., r[d − 1]〉, where r[ j] ∈ [l j , h j] for j = 1, 2, ...,d − 1.
output: eclipse points.
1 choose any point from the query range to process the point location to get the
initial ov from Order Vector Index;
2 find these d − 1 dimensional hyperplanes intersecting with the query range
x1 ∈ [−h1,−l1], x2 ∈ [−h2,−l2],...,xd−1 ∈ [−hd−1,−ld−1] from Intersection Index;
3 for i = 1 to m (number of intersecting d − 1 dimensional hyperplanes) do
4 assume hyperplanes pa and pb form this d − 1 dimensional hyperplane;
5 if ov[a] < ov[b] then
6 ov[b] − −;
7 else
8 ov[a] − −;
9 for i =1 to u do
10 if ov[i] = 0 then
11 add pi to eclipse points;
Theorem 10: The time complexity of Algorithm 7 is O(u+
m).
Proof: Lines 1 can be finished in O(log u2) time based on
the arrangement structure [6]. Line 2 requires O(log u2 + m)
time based on the cutting tree index structure. Lines 3-8 require
O(m) time. Lines 9-11 require O(u) time. Thus, Algorithm 7
requires O(u + m) time in total.
V. Experiments
In this section, we present experimental studies evaluating
our algorithms for computing eclipse points.
A. Experiment Setup
We implemented the following algorithms in Python and
ran experiments on a machine with Intel Core i7 running
Ubuntu with 8GB memory.
• BASE: Baseline algorithm (Section III).
• TRAN: Transformation-based Algorithm (Section
III).
• QUAD: Index-based Algorithm with Line QuadTree
(Section IV).
• CUTTING: Index-based Algorithm with Cutting Tree
(Section IV).
We used both synthetic datasets and a real NBA dataset
in our experiments. To study the scalability of our methods,
we generated independent (INDE), correlated (CORR), and
anti-correlated (ANTI) datasets following the seminal work
[4]. We also built a dataset that contains 2384 NBA players
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who are league leaders of playoffs. The data was extracted
from http://stats.nba.com/leaders/alltime/?ls=iref:nba:gnav on
04/15/2015. Each player has five attributes that measure
the player’s performance. These attributes are Points (PTS),
Rebounds (REB), Assists (AST), Steals (STL), and Blocks
(BLK). The parameter settings are shown in Table IV. For the
sake of simplicity and w.l.o.g., we consider r[1] = r[2] = ... =
r[d − 1] in this paper.
TABLE IV: Parameter settings (defaults are in bold).
Param. Settings
n 27 , 210 , 213, 217, 220
d 2, 3, 4, 5
r[ j] [0.18, 5.67], [0.36, 2.75], [0.58, 1.73], [0.84, 1.19]
angle [100, 170], [110, 160], [120, 150], [130, 140]
Cutting Tree Implementation. Given a dataset of n points in
d dimensional space, we map these n points into n hyperplanes
in d dimensional dual space correspondingly. For any two
d dimensional hyperplanes, they form a d − 1 dimensional
hyperplane by eliminating xd. Therefore, we have
(
n
2
)
inter-
secting hyperplanes in d − 1 dimensional space. For any d − 1
dimensional hyperplanes in d−1 dimensional space, they form
a d−1 dimensional point. Therefore, we have
(
(n2)
d−1
)
intersecting
points in d − 1 dimensional space. For these
(
(n2)
d−1
)
intersecting
points, we randomly choose td points. We employ the classic
Voronoi algorithm to compute the Voronoi hypercells for these
td points, i.e., the d − 1 dimensional space is partitioned into
td regions. The intuition for this implementation is clear. For a
subregion with more hyperplanes, there has more intersecting
points. If we randomly sample points, then this region will
have more points to be selected with high probability. With
more points to be selected, this subregion can be partitioned
into more subregions, which leads to the smaller number of
hyperplanes intersecting with each subregion. We note that this
implementation is better than the cutting tree implementation
based on the arrangement structure even from the theoreti-
cal perspective because the time complexity for computing
Voronoi diagram is O(nd/2) [5] while computing arrangement
structure requires O(nd) time [13] in d dimensional space.
B. Case Study
We performed a user study using the hotel example (Figure
1). We posted a questionnaire using the conference scenario
to ask 38 students and staff members in our department and
30 workers from Amazon Mechanical Turk. We asked them to
choose the best hotel reservation system. The hotel reservation
systems include skyline system, top-k system, eclipse-ratio sys-
tem, e.g., r[1] ∈ [0.3, 0.5], eclipse-weight system, e.g., w[1] ∈
[0.3, 0.5] and w[2] = 1 − w[1], and eclipse-category system,
e.g., w[1] is very important/important/similar/unimportant/very
unimportant compared to w[2], where each category corre-
sponds to a range. We received 61 responses in total.
Table V shows the number of answers for each hotel
systems. The results show that eclipse-category system attracts
more attentions and our algorithms for computing eclipse
points can be easily adapted for each of the eclipse systems.
TABLE V: Results of case study.
skyline top-k eclipse-ratio eclipse-weight eclipse-category
13 7 8 8 25
C. Average Number of Eclipse Points
In this subsection, we study the average number of eclipse
points on the independent and identically distributed datasets,
which can be used for designing attribute weight ratio vector.
It is easy for a user to set the attribute weight vector, but it is
hard for the user to estimate how many eclipse points will be
returned. If we compute the expected number of eclipse points
in advance, the user can adjust the attribute weight ratio vector
according to the desired number of eclipse points.
The number of eclipse points for different number of points
n, different number of dimensions d, and different attribute
weight ratio vectors r = 〈r[1], r[2], ..., r[d − 1]〉 are shown in
Tables VI, VII, and VIII, respectively. We can see that the
number of points has very small impact on the number of
eclipse points, but the number of dimensions and the attribute
weight ratios have significant impact.
TABLE VI: Expected number of eclipse points vs. n.
n 27 210 213 217 220
# eclipse points 3.71 3.83 3.91 4.03 4.13
TABLE VII: Expected number of eclipse points vs. d.
d 2 3 4 5
# eclipse points 1.8 3.8 8.5 17.2
TABLE VIII: Expected number of eclipse points vs. r.
r [0.18,5.67] [0.36,2.75] [0.58,1.73] [0.84,1.19]
# eclipse points 7.2 3.8 2.2 1.3
D. Performances in the Average Case
In this subsection, we report the experimental results for
our proposed four algorithms in the average case.
The impact of n. Figures 10(a)(b)(c)(d) present the time cost
of BASE, TRAN, QUAD, and CUTTING with varying number
of points n for the three synthetic datasets and the real NBA
dataset (d = 3, r[ j] ∈ [0.36, 2.75]). For the baseline algo-
rithm BASE and the transformation-based TRAN, TRAN is
significantly faster than BASE, especially on the ANTI dataset.
The reason is that BASE is very sensitive to the number of
eclipse points and there are more eclipse points for the ANTI
dataset. For the index-based algorithms QUAD and CUTTING,
QUAD outperforms CUTTING because the index structure of
QUAD is much simpler and it is easier to find the intersecting
hyperplanes. Comparing all the different algorithms, the index-
based algorithms significantly outperform BASE and TRAN,
which validates the benefit of our index structures, especially
for large n. From the viewpoint of different datasets, the time
cost is in increasing order for CORR, INDE, and ANTI, due
to the increasing number of eclipse points.
The impact of d. Figures 11(a)(b)(c)(d) present the time
cost of BASE, TRAN, QUAD, and CUTTING with vary-
ing number of dimensions d for the three synthetic datasets
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(n = 210, r[ j] ∈ [0.36, 2.75]) and the real NBA dataset (n =
1000, r[ j] ∈ [0.36, 2.75]). For the non-index-based algorithms
BASE and TRAN, TRAN is significantly faster than BASE.
For the index-based algorithms QUAD and CUTTING, QUAD
significantly outperforms CUTTING, especially for large d.
The reason is that it is time-consuming to find the intersecting
Voronoi hypercells because the number of the vertexes of
each Voronoi hypercell in high dimensional space is too high,
while it is very easy to find the intersecting subquadrants
in QUAD. Comparing all the different algorithms, QUAD
and CUTTING significantly outperform BASE and TRAN
again, which validates the benefit of our index structures.
Because QUAD and CUTTING employ the same binary search
tree structure in two dimensional space, they have the same
performance.
The impact of ratio r. Figures 12(a)(b)(c)(d) present the time
cost of QUAD and CUTTING with varying attribute weight
ratio vectors for the three synthetic datasets (n = 210, d = 3)
and the real NBA dataset (n = 1000, d = 3). Because the at-
tribute weight ratio vector has no impact on the transformation-
based algorithms, we did not report the time cost for them.
For the index-based algorithms QUAD and CUTTING, QUAD
significantly outperforms CUTTING again. We can observe
that the larger ratio range, the higher time cost for both index-
based algorithms. The reason is that we need to search for
more space for the larger ratio range, which means that we
need to compute more intersections.
E. Performances in the Worst Case
QUAD has a good performance in the average case,
however, QUAD is very sensitive to the dataset distribution
because line quadtree can be quite unbalanced if all the lines
almost lie in the same quadrant in each layer. We did the
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experiment with the scenario where all the lines almost lie
in the same quadrant. Because the index-based algorithms
significantly outperform the transformation-based algorithms,
in this subsection, we only report the experimental results for
the index-based algorithms in the worst case.
Figure 13 presents the worst case time cost of QUAD and
CUTTING on different number of points n. It is easy to see
that CUTTING always outperforms QUAD because the depth
for the line quadtree index structure is O(n) in the worst case,
i.e., we need to scan all the lines.
Figure 14 presents the worst case time cost of QUAD and
CUTTING on different number of dimensions d. It is easy to
see that CUTTING outperforms QUAD again, however, with
the increasing of the number of dimensions d, the difference
becomes small because there are too many vertexes for each
Voronoi hypercell in high dimensional space.
VI. RelatedWork
The kNN query is the most well-known similarity query.
Furthermore, kNN has been extensively used in the machine
learning field, such as kNN classification [10] and kNN re-
gression [1]. The most disadvantage of kNN query is that it is
hard to set the exact and appropriate attribute weight vector.
Skyline is a fundamental problem in computational geom-
etry because skyline is an interesting characterization of the
boundary of a set of points. Since the introduction of the
skyline operator by Borzsonyi et al. [4], Skyline has been
extensively studied in database. [16] presented state-of-the-art
algorithm for computing skyline from the theoretical aspect.
To facilitate the skyline query, skyline diagram was defined
in [19]. To protect data privacy and query privacy, secure
skyline query was studied in [18]. [11] studied the skyline
in P2P systems [25], [20], [33] studied the skyline on the
uncertain dataset. [21] studied the continuous skyline over
distributed data streams. [15], [32] generalized the original
skyline definition for individual points to permutation group-
based skyline for groups.
The drawback of skyline is that the number of skyline
points can be prohibitively high. There are lots of existing
works trying to alleviate this problem [14], [28], [26], [22],
[27], [2]. Lin et al. [14] studied the problem of selecting k
skyline points to maximize the number of points dominated by
at least one of these k skyline points. Tao et al. [28] proposed
a new definition of representative skyline that minimizes
the distance between a non-representative skyline point and
its nearest representative. Sarma et al. [26] formulated the
problem of displaying k representative skyline points such
that the probability that a random user would click on one
of them is maximized. Magnani et al. [22] proposed a new
representative skyline definition which is not sensitive to
rescaling or insertion of non-skyline points. Soholm et al. [27]
defined the maximum coverage representative skyline which
maximizes the dominated data space of k points. All those
works are focused on static data, while Bai et al. [2] studied
the representative skyline definition over data streams.
Another related direction to our work is dynamic prefer-
ences [31], [29], [30]. Taking the weather as an example, we
only consider sunny and raining here. We may prefer sunny for
hiking but we may prefer raining for sleeping because raining
makes you feel more comfortable. Mindolin et al. [23], [24]
proposed a framework “p-skyline” which incorporates relative
attribute importance in skyline allows for reduction in the
corresponding query result size.
In this paper, we formally unify the 1NN and skyline
queries with eclipse using the notion of dominance. The most
related to our work is [7]. They defined a query similar
to the eclipse query we initially presented in [17] without
studying the formal properties with respect to the domination.
In addition, they only presented one algorithm for which
we formally proved the correctness and used as a base-
line algorithm. We then presented significantly more efficient
transformation-based algorithms and new index-based eclipse
query algorithms for computing eclipse points.
VII. Conclusion
In this paper, we proposed a novel eclipse definition
which provides a more flexible and customizable definition
for the classic 1NN and skyline. We first illustrated a baseline
O(n22d−1) algorithm to compute eclipse points, and then pre-
sented an efficient O(n logd−1 n) algorithm by transforming the
eclipse problem to the skyline problem. For different users with
different attribute weight vectors, we showed how to process
the eclipse query based on the index structures and duality
transform in O(u + m) time. A comprehensive experimental
study is reported demonstrating the effectiveness and efficiency
of our eclipse algorithms.
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