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Abstract
Using Henstock variational measures, new Fubini–Tonelli type theorems are established for the
Henstock–Kurzweil integral. In particular, we extend a result of Henstock.
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1. Introduction
Henstock in [8] proved the following Fubini–Tonelli type theorem for the 2-dimensional
Perron integral: if f and g are Perron integrable on [a, b] and [c, d], respectively, then
f ⊗ g is Perron integrable on [a, b] × [c, d] with∫
[a,b]×[c,d]
f ⊗ g =
( b∫
a
f
)( d∫
c
g
)
,
where his proof relies strongly on the existence of finitely additive majorants and mino-
rants for the 1-dimensional Perron integral. Since no such result is known for the multi-
dimensional Perron integral [7,9,16], it is unclear whether Henstock’s result holds for the
multiple Perron integral or its generalizations in [19,20]. Considering the complexity of
the Perron integral, this is not surprising.
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independently modified the classical Riemann integral to obtain a strikingly simple Rie-
mannian definition of the Perron integral, commonly referred to as the Henstock–Kurzweil
integral, Kurzweil–Henstock integral, Henstock integral or gauge integral by various au-
thors. In what follows, we shall use the term “Henstock–Kurzweil integral” for this integral.
Employing a recent measure-theoretic characterization of the Henstock–Kurzweil integral
[14, Theorem 4.3], we construct some natural product variational measures, which yield
new Fubini–Tonelli type theorems for the higher-dimensional Henstock–Kurzweil integral.
In particular, we extend the above mentioned Henstock’s result to all dimensions. For an
application of the Henstock–Kurzweil integral to Fourier analysis, see [24].
2. Preliminaries
Unless stated otherwise, the following conventions and notation will be used. m is a
given positive integer. The set of all real numbers is denoted byR, and the norm inRm is the
maximum norm  ·m. For x ∈Rm and r > 0, set Bm(x, r) := {y ∈Rm: y − xm < r}.
An m-interval in Rm is the Cartesian product of m non-degenerate compact intervals
in R. Em is a fixed non-degenerate m-interval equipped with the topology τm induced
by  ·m. µm denotes the m-dimensional Lebesgue measure. A set Z ⊂ Em is said to be
µm-negligible whenever µm(Z) = 0. Given two subsets X,Y of Em, we say that X and Y
are non-overlapping if their intersection is µm-negligible. A function is always real-valued.
When no confusion is possible, we do not distinguish between a function defined on a set
Z and its restriction to a set W ⊂ Z. If Z ⊆ Em is µm-measurable, L(Z,µm) will denote
the space of all µm-integrable functions on Z. If f ∈L(Z,µm), the µm-integral of f over
Z will be denoted by (L)
∫
Z f dµm.
The family of all non-degenerate m-subintervals of Em is denoted by Im. A func-
tion F defined on Im is said to be additive if F(I ∪ J ) = F(I) + F(J ) for each pair
of non-overlapping m-intervals I, J ∈ Im with I ∪ J ∈ Im. In particular, it is shown in
[11, Corollary 6.2.4] that if F is an additive interval function on Im, then
F
(
q⋃
i=1
Ki
)
=
q∑
i=1
F(Ki)
whenever K1, . . . ,Kq are non-overlapping m-intervals in Im with
⋃q
i=1 Ki ∈ Im.
A partition P is a finite collection {(Ii, ξi )}pi=1, where I1, . . . , Ip are non-overlapping
m-intervals in Im, and ξi ∈ Ii for i = 1, . . . , p. Given Z ⊆ Em, a positive function δ on Z
is called a gauge on Z. We say that a partition {(Ii, ξi )}pi=1 is
(i) a partition in Z if ⋃pi=1 Ii ⊂ Z,
(ii) a partition of Z if ⋃pi=1 Ii = Z,
(iii) anchored in Z if {ξ1, . . . , ξp} ⊂ Z,
(iv) δ-fine if Ii ⊂ Bm(ξi , δ(ξi)) for each i = 1, . . . , p.
Lemma 2.1 [11, Lemma 6.2.6]. Given a gauge δ on Em, δ-fine partitions of Em exist.
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on X, we set
V (F,X, δ) := sup
P
p∑
i=1
∣∣F(Ii)∣∣,
where the supremum is taken over all δ-fine partitions P = {(Ii , ξi )}pi=1 anchored in X.
We define
VHKF(X) := inf
δ
V (F,X, δ),
where the infimum is taken over all gauges δ on X. This extended real-valued set function
VHKF(·) is a metric outer measure [5, Proposition 3.3], known as the Henstock variational
measure generated by F . Moreover, we say that VHKF is absolutely continuous with
respect to µm if VHKF(Z) = 0 for each µm-negligible set Z ⊂ Em. Using the notation and
terminologies in this paper, the following three theorems are now known for the Henstock
variational measure.
Theorem 2.2 [14, Theorem 4.1]. Let F be an additive interval function on Im. If VHKF is
absolutely continuous with respect to µm, then there exists an increasing sequence {Xn} of
τm-closed sets such that Em =⋃∞n=1 Xn for which VHKF(Xn) is finite for n = 1,2, . . . .
In particular, VHKF is σ -finite.
For each J ∈ Im, the regularity of J , denoted by reg(J ), is the ratio of its shortest and
longest sides. Following [21] or [22], we say that an additive interval function F on Im is
µm-derivable in the ordinary sense, or simply µm-derivable, at x ∈ Em to F ′µm(x) ∈ R if
for ε > 0 and 0 < α  1, there exists η = η(m, ε,α, x) > 0 such that∣∣∣∣F ′µm(x) − F(I)µm(I)
∣∣∣∣< ε
whenever x ∈ I ⊂ Bm(x,η), I ∈ Im and reg(I) α.
Theorem 2.3 [14, Theorem 4.2]. Let F be an additive interval function on Im. If VHKF is
absolutely continuous with respect to µm, then F is µm-derivable µm-almost everywhere
on Em with
VHKF(Y ) = (L)
∫
Y
|F ′µm |dµm
for each µm-measurable subset Y of Em, even if one of the sides is equal to ∞.
Let F be an interval function on Im. For each I ∈ Im, we define
ω(F ; I) := sup{∣∣F(J )∣∣: J ⊆ I and J ∈ Im}.
Theorem 2.4 [15, Theorem 3.6]. Let F be an additive interval function on Im such that
VHKF is absolutely continuous with respect to µm. If X is a non-empty τm-closed subset
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gauge δ on X and η > 0 such that
p∑
i=1
ω(F ; Ii) < ε
for each δ-fine partition {(Ii , ξi)}pi=1 anchored in X with
∑p
i=1 µm(Ii) < η.
Lemma 2.5. Let F be an additive interval function on Im. If VHKF(I) is finite for some
I ∈ Im, then |F(I)| VHKF(I).
Proof. The lemma follows from Lemma 2.1 and the definition of the Henstock variational
measure. 
For the definition of AC interval function, see [21, Definition 9.1.2].
Theorem 2.6. If F is an additive interval function on Im, then the following conditions are
equivalent.
(i) F is AC on Em.
(ii) VHKF is absolutely continuous with respect to µm, and VHKF(Em) is finite.
Proof. The implication (i) ⇒ (ii) follows from [21, Proposition 9.1.6], [21, Remark 9.1.7]
and [21, Proposition 5.1.7]. The converse follows from Lemma 2.5. 
3. Product variational measures
Unless stated otherwise, for the rest of this paper, r and s are given positive integers.
Following the notation and terminologies in Section 2 with m ∈ {r, s, r + s}, we shall use
gauges to construct product variational measures which are absolutely continuous with
respect to µr+s . The next theorem justifies the title of this section.
Theorem 3.1. Let F and G be additive interval functions defined on Ir and Is , respec-
tively. If VHKF , VHKG and VHK(F ⊗ G) are absolutely continuous with respect to µr ,
µs and µr+s , respectively, then the Borel measure VHK(F ⊗G) coincides with the product
Borel measure VHKF × VHKG.
Proof. The theorem follows from Theorems 2.3, 2.2 and the uniqueness of the product
measure VHKF × VHKG [6, Section 2.5]. 
The following lemmas play an important role in this section.
Lemma 3.2. Suppose that there exists a positive integer p such that {Ii}pi=1 ⊂ Ir and
{Ji}p ⊂ Is . If the following conditions are satisfied:i=1
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(ii) the equality µr+s((Ik × Jk) ∩ (I	 × J	)) = 0 holds whenever {k, 	} ⊆ {1, . . . , p} and
k 
= 	,
then µr(Ik ∩ I	) = 0 whenever {k, 	} ⊆ {1, . . . , p} and k 
= 	.
Proof. Since the equality µr+s(I × J ) = µr(I)µs(J ) holds whenever I ∈ Ir and J ∈ Is ,
the lemma follows. 
Lemma 3.3 [21, Corollary 7.2.4]. Let F and G be additive interval functions on Ir and Is ,
respectively. Then F ⊗ G is an additive interval function on Ir × Is .
In view of [21, Theorem 9.3.7], the next theorem is equivalent to [21, Proposition 8.6.8].
However our proof, unlike the one employed in [21], does not rely on the Fubini–Tonelli
theorem for the McShane integral, which is equivalent to the Lebesgue integral.
Theorem 3.4. If F and G are AC on Er and Es , respectively, then F ⊗G is AC on Er ×Es .
Proof. Let ε > 0 be given. As the finiteness of the sum VHKF(Er)+ VHKG(Es) follows
from Theorem 2.6, we may select η > 0 corresponding to
c := ε
VHKF(Er) + VHKG(Es) + 1
in the AC definition of F on Er . We may further assume that η > 0 also corresponds
to c in the AC definition of G on Es . Select any finite collection {(Ii × Ji)}pi=1 of non-
overlapping (r + s)-subintervals of Er × Es such that ∑pi=1 µr+s(Ii × Ji) < η2. Since⋃p
i=1 Ji is a finite union of s-intervals from Is , there exist non-overlapping s-subintervals
U1, . . . ,U	 of Es such that
⋃p
i=1 Ji =
⋃	
j=1Uj and each Uj is a subset of some Ji . An
application of Lemma 3.3 shows that F ⊗ G is additive. Moreover, we have
p∑
i=1
∣∣F(Ii)∣∣∣∣G(Ji)∣∣ 	∑
j=1
∑
i: Uj⊆Ji
∣∣F(Ii)G(Uj )∣∣. (1)
Let S1 be the set of all j ∈ {1, . . . , 	} for which µr(⋃i: Uj⊆Ji Ii ) < η. Observe that if
S1 is non-empty, then {Uj : j ∈ S1} is a finite collection of non-overlapping s-subintervals.
In view of Lemma 2.5, the absolute continuity of VHKG with respect to µs , and finite
additivity of the metric outer measure VHKG, we have∑
j∈S1
∣∣G(Uj )∣∣ VHKG(Es).
Hence the inequality∑
j∈S1
∑
i: Uj⊆Ji
∣∣F(Ii)G(Uj )∣∣< ε
VHKF(Er) + VHKG(Es) + 1VHKG(Es) (2)
follows from Lemma 3.2 and our choice of η.
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lection of non-overlapping (r + s)-subintervals of Er ×Es satisfying ∑pi=1 µr+s(Ii × Ji)
< η2, the assumptions
min
j∈{1,...,	}\S1
µr
( ⋃
i: Uj⊆Ji
Ii
)
 η
and
p∑
i=1
µr+s(Ii × Ji) < η2
imply that∑
j∈{1,...,	}\S1
µs(Uj ) < η.
Arguing as in the proof of (2), we conclude that∑
j∈{1,...,	}\S1
∑
i: Uj⊆Ji
∣∣F(Ii)∣∣∣∣G(Uj )∣∣
<
ε
VHKF(Er) + VHKG(Es) + 1VHKF(Er). (3)
Hence by (2), (3), (1), and the additivity of F ⊗ G, we conclude that F ⊗ G is AC. 
In order to generalize Theorem 3.4, we need the next three lemmas.
Lemma 3.5. Let F be an additive interval function on Ir such that VHKF is absolutely
continuous with respect to µr . If VHKF(Xk) is finite for some non-empty τr -closed set
Xk ⊆ Er , then F ′µr is µr -integrable on Xk .
Proof. This follows from Theorem 2.3. 
Lemma 3.6. Let F and Xk be given as in Lemma 3.5. If Fk(I) = (L)
∫
I∩Xk F
′
µr
dµr for
each I ∈ Ir , then given ε > 0 there exists a gauge δk on Xk such that
V (Fk − F,Xk, δk) < ε.
Proof. This follows from Theorem 2.3, the absolute continuity of the indefinite µr -integral
and the definition of VHK(Fk − F). 
In view of Theorem 2.3, the next lemma is a mild generalization of the triangle inequal-
ity for the µr+s -integral.
Lemma 3.7. Let H1 and H2 be additive interval functions on Ir × Is . Then the inequality
VHKH1(W) VHK(H1 − H2)(W) + VHKH2(W)
holds for each set W ⊆ Er ×Es .
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Theorem 3.8. Let F and G be additive interval functions on Ir and Is , respectively. If
VHKF and VHKG are absolutely continuous with respect to µr and µs , respectively, and
VHKG(Es) is finite, then VHK(F ⊗ G) is absolutely continuous with respect to µr+s .
Proof. By Lemma 3.3, the interval function F ⊗ G is additive on Ir × Is . Select any
µr+s -negligible set Z ⊂ Er × Es . In view of Theorem 2.2 and the countable additivity of
VHK(F ⊗ G), we may further assume that Z ⊆ Xk × Es for some τr -closed set Xk ⊆ Er
satisfying VHKF(Xk) < ∞.
Let Fk be given as in Lemma 3.6. Since VHKG(Es) is assumed to be finite, for each
ε > 0 there exists a gauge ∆k on Xk such that
V (Fk − F,Xk,∆k) < ε1 + VHKG(Es) . (4)
In view of Theorems 2.6, 3.4 and Lemma 3.7, it suffices to show that
VHK
(
(Fk − F) ⊗ G
)
(Z) = 0.
Define a gauge δk on Z by
δk(x, y) = ∆k(x)
and select any δk-fine partition {(Ii × Ji, (xi, yi))}pi=1 anchored in Z. Since
⋃p
i=1 Ji is a
finite union of s-intervals from Is , there exist non-overlapping s-subintervals U1, . . . ,U	
of Es such that
⋃p
i=1 Ji =
⋃	
j=1 Uj and each Uj is a subset of some Ji . Clearly,
p∑
i=1
∣∣Fk(Ii) − F(Ii)∣∣∣∣G(Ji)∣∣ 	∑
j=1
∑
i: Uj⊆Ji
∣∣Fk(Ii) − F(Ii)∣∣∣∣G(Uj )∣∣. (5)
Fix j ∈ {1, . . . , 	}. For any positive integer i ∈ {1, . . . , p} satisfying Uj ⊆ Ji , it is clear
that xi ∈ Xk with
max
x∈Ii
xi − xr  max
(x,y)∈Ii×Ji
∣∣∣∣∣∣(xi, yi) − (x, y)∣∣∣∣∣∣r+s < δk(xi, yi) = ∆k(xi). (6)
According to Lemma 3.2 and (6), {(Ii, xi): Uj ⊆ Ji} is a ∆k-fine partition in Xk . Now
it follows from (5), (4) and Lemma 2.5 that
p∑
i=1
∣∣Fk(Ii) − F(Ii)∣∣∣∣G(Ji)∣∣< { ε1 + VHKG(Es)
}
VHKG(Es) < ε.
Since ε > 0 is arbitrary, we conclude that VHK((Fk − F) ⊗ G)(Z) = 0. 
A slight modification of the proof of Theorem 3.8 yields
Theorem 3.9. Let F and G be additive interval functions on Ir and Is , respectively. If the
following conditions are satisfied:
(i) VHKF is absolutely continuous with respect to µr ;
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(iii) for each positive integer k, there exist νk > 0 and gk ∈ L(Es,µs) such that the in-
equality
∣∣G(J )∣∣
∣∣∣∣∣(L)
∫
J
gk dµs
∣∣∣∣∣
holds whenever J ∈ Is with J ∩ Yk 
= ∅ and max{x − ys : x, y ∈ J } < νk ,
then VHK(F ⊗G) is absolutely continuous with respect to µr+s .
We remark that if G is given as in Theorem 3.9, then VHKG is absolutely continuous
with respect to µs . However, the converse is not obvious. Nevertheless, we can still extend
Theorem 3.8 for the case when s = 1. We need the next lemma.
Lemma 3.10. Let G be an additive interval function on I1. If VHKG is absolutely con-
tinuous with respect to µ1, then there exists an increasing sequence {Yk} of τ1-closed sets
whose union is E1. Moreover, for each positive integer k, there exists a positive constant
νk such that V (G,Yk, νk) is finite.
Proof. According to Theorem 2.2, there exists an increasing sequence {Wj } of τ1-closed
sets whose union is E1, and VHKG(Wj ) is finite for each positive integer j . An application
of Theorem 2.4 shows that for each positive integer j , there exist an upper semicontinuous
gauge ∆j on Wj and ηj > 0 such that
q∑
i=1
ω(G; Ii) < 1
for each ∆j -fine partition {(Ii , ξi)}qi=1 anchored in Wj with
∑q
i=1µ1(Ii) < ηj . For each
k = 1,2, . . . , let Yk be the τ1-closure of ⋃kj=1{x ∈ Wj : ∆j(x) 1/k} and νk := 1/k. It is
now easy to show that {Yk} is the desired sequence. 
Theorem 3.11. Let F and G be additive interval functions on Ir and I1, respectively. If
VHKF and VHKG are absolutely continuous with respect to µr and µ1, respectively, then
VHK(F ⊗ G) is absolutely continuous with respect to µr+1.
Proof. By Lemma 3.3, F ⊗ G is an additive interval function on Ir × I1. Let Z be any
given µr+1-negligible subset of Er × E1. In view of Theorem 2.2, Lemma 3.10 and the
countable subadditivity of VHK(F ⊗G), we may further assume that Z is a subset of some
τr+s -closed subset Xk × Yk of Er ×E1, and the following conditions are satisfied:
(a) VHKF(Xk) < ∞;
(b) there exists a positive constant νk such that V (G,Yk, νk) is finite.
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there exists a gauge ζk on Xk such that
V (Fk − F,Xk, ζk) < ε3(V (G,Yk, νk) + 1) . (7)
Define a gauge δk on Z by
δk(x, y) = min
{
ζk(x), νk
}
.
In view of Theorem 3.8 and Lemma 3.7, it suffices to prove that
VHK
(
(Fk − F) ⊗ G
)
(Z) = 0.
To this end, select any δk-fine partition P = {(Ii ×[ui, vi ], (xi, yi))}pi=1 anchored in Z. For
each i = 1,2, . . . , p, we have yi ∈ [ui, vi ] ∩ Yk . Letting
ti := max
x∈[ui,vi ]∩Yk
x and si := min
x∈[ui,vi ]∩Yk
x,
we see that
p∑
i=1
∣∣(Fk(Ii) − F(Ii))G([ui, vi ])∣∣

p∑
i=1
{∣∣(Fk(Ii) − F(Ii))G([ui, si ])∣∣: ui < si}
+
p∑
i=1
∣∣(Fk(Ii) − F(Ii))G([si, ti ])∣∣
+
p∑
i=1
{∣∣(Fk(Ii) − F(Ii))G([ti , vi])∣∣: ti < vi}. (8)
Let {si1 , si2 , . . . , siN } be the set of all distinct values of s1, . . . , sp . If Fn := {i: ui < si
and si = sin} is non-empty, then the set
⋂
i∈Fn[ui, si ] belongs to I1. An application of
Lemma 3.2 shows that {(Ii , xi): i ∈Fn} is a ζk-fine partition anchored in Xk . Thus
p∑
i=1
{∣∣(Fk(Ii) − F(Ii))G([ui, si ])∣∣: ui < si}

N∑
n=1
∑
i∈Fn
∣∣(Fk(Ii) − F(Ii))G([ui, si ])∣∣
<
N∑
n=1
ε
3(V (G,Yj , νk) + 1) maxi∈Fn
{∣∣G([ui, si ])∣∣}< ε3 .
A similar argument shows that
p∑{∣∣(Fk(Ii) − F(Ii))G([ui, si ])∣∣: ti < vi}< ε3 .i=1
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p∑
i=1
∣∣(Fk(Ii) − F(Ii))G([si, ti ])∣∣< ε3 . (9)
Since
⋃p
i=1[si, ti] is a finite union of intervals from I1, and {si, ti} ⊆ Yk for each i =
1,2, . . . , p, there exists a finite collection of non-overlapping 1-intervals U1, . . . ,U	 from
I1 with the following properties:
(i) for each j = 1, . . . , 	, both endpoints of Uj belong to Yk ;
(ii) for each j = 1, . . . , 	, Uj is a subset of some [si, ti], and
(iii) ⋃pi=1[si, ti ] =⋃	j=1Uj .
Now Lemma 3.2 implies that if {(Ii , xi): Uj ⊆ [si, ti ]} is non-empty for some j ∈
{1, . . . , 	}, then it is a ζk-fine partition anchored in Xk . Thus
p∑
i=1
∣∣Fk(Ii) − F(Ii)∣∣∣∣G([si, ti ])∣∣ 	∑
j=1
∑
i: Uj⊆[si ,ti ]
∣∣Fk(Ii) − F(Ii)∣∣∣∣G(Uj )∣∣
<
	∑
j=1
ε
3(V (G,Yk, νk) + 1)
∣∣G(Uj )∣∣< ε3 . (10)
Combining the above inequalities, we obtain VHK((Fk −F)⊗G)(Z) ε. Since ε > 0
is arbitrary, the theorem follows. 
4. Fubini–Tonelli type theorems for the Henstock–Kurzweil integral
In this section, we shall use the results from Section 3 to obtain new Fubini–Tonelli type
theorems for the Henstock–Kurzweil integral. Basic properties of the Henstock–Kurzweil
integral can be found in, for example, [11] or [23]. Let HK(Em) be the space of all
Henstock–Kurzweil integrable functions on the m-subinterval Em of Rm. If f ∈HK(Em),
then the Henstock–Kurzweil integral of f over Em will be denoted by (HK)
∫
Em
f . Follow-
ing the notation and terminologies in Section 2, the next two measure-theoretic theorems
are crucial in our proofs.
Theorem 4.1 [14, Theorem 4.7]. Let F be an additive interval function on Im. Then the
following conditions are equivalent.
(i) F is the indefinite µm-integral of some function on Em.
(ii) The variational measure VHKF is absolutely continuous with respect to µm, and
VHKF(Em) is finite.
Theorem 4.2 [14, Theorem 4.3]. Let F be an additive interval function on Im. Then the
following conditions are equivalent.
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(ii) The variational measure VHKF is absolutely continuous with respect to µm.
Theorem 4.3. If f ∈HK(Er) and g ∈ L(Es,µs), then f ⊗ g ∈HK(Er ×Es) with
(HK)
∫
Er×Es
f ⊗ g =
{
(HK)
∫
Er
f
}{
(L)
∫
Es
g dµs
}
.
Proof. This follows from Theorems 4.1, 4.2, 3.8 and 2.3. 
The next theorem extends [8, Theorem 1] to all dimensions.
Theorem 4.4. Let a, b ∈R with a < b. If f ∈HK(Er) and g ∈HK([a, b]), then f ⊗ g ∈
HK(Er × [a, b]) with
(HK)
∫
Er×[a,b]
f ⊗ g =
{
(HK)
∫
Er
f
}{
(HK)
b∫
a
g
}
.
Proof. This follows from Theorems 4.2, 3.11 and 2.3. 
By Fubini’s theorem for the Henstock–Kurzweil integral [11], we see that the converse
of Theorem 4.4 also holds.
Corollary 4.5. Suppose that −∞ < ak < bk < ∞ for each k = 1, . . . , s. If f1 ∈HK(Er)
and gk ∈HK([ak, bk]) for each k = 1, . . . , s, then f1 ⊗g1 ⊗· · ·⊗gs ∈HK(Er ×[a1, b1]×
· · · × [as, bs]) with
(HK)
∫
Er×∏si=1[ai ,bi]
f1 ⊗
s⊗
i=1
gi =
{
(HK)
∫
Er
f1
}{
(HK)
b1∫
a1
g1
}
· · ·
{
(HK)
bs∫
as
gs
}
.
Our next result is an extension of Theorem 4.3, which will play an important role in the
next section. Let CL(Es) denote the space of all Cauchy–Lebesgue integrable functions
on Es . For more properties of this space, see, for instance, [13].
Theorem 4.6. If f ∈HK(Er) and g ∈ CL(Es), then f ⊗ g ∈HK(Er × Es) with
(HK)
∫
Er×Es
f ⊗ g =
{
(HK)
∫
Er
f
}{
(CL)
∫
Es
g
}
.
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rem 2.3, there exists an increasing sequence {Xk} of τr -closed sets whose union is Er ,
and
VHKF(Xk) = (L)
∫
Xk
|f |dµr < ∞
for k = 1,2, . . . . Fix a positive integer k and select a gauge ∆k on Xk such that
V (F,Xk,∆k) < 1 + (L)
∫
Xk
|f |dµr.
Let G denote the indefinite Henstock–Kurzweil integral of g over Es . In view of Theo-
rems 4.2, 4.3 and 2.3, it suffices to prove that VHK(F ⊗G)(Xk ×{c}) = 0 for each c ∈ Es .
Let ε > 0 and select ηk > 0 that corresponds to
ε
2s(1 + (L) ∫
Xk
|f |dµr)
in the definition of the continuity of G. Let {(Ii × Ji, (ξi , c))}pi=1 be any min{ηk,∆k}-fine
partition anchored in Xk × {c}, where we may further assume that c is a vertex of each Ji .
An application of Lemma 3.2 gives
p∑
i=1
∣∣F(Ii)G(Ji)∣∣ 2s max
i=1,2,...,p
∣∣G(Ji)∣∣V (F,Xk,∆k)
which is less or equal to ε by our choice of ∆k and ηk . Since ε > 0 is arbitrary, we conclude
that VHK(F ⊗ G)(Xk × {c}) = 0 for each c ∈ Es . 
Theorem 4.7. If f ∈HK(Er) and g is a strong derivative on Es , then f ⊗ g ∈HK(Er ×
Es) with
(HK)
∫
Er×Es
f ⊗ g =
{
(HK)
∫
Er
f
}{
(HK)
∫
Es
g
}
.
Proof. We shall first prove that the indefinite Henstock–Kurzweil integral G of g satisfies
conditions (ii) and (iii) of Theorem 3.9.
Since G is strongly differentiable on Es , given ε = 1 and x ∈ Es , there exists δ(x) > 0
such that∣∣g(x)µs(J )− G(J )∣∣< |J |
for each J ∈ Is satisfying x ∈ J ⊂ Bs(x, δ(x)). For each positive integer k, set Wk :=
{y ∈ Es : |g(y)| k and δ(y) 1/k}, and let Yk be the τs -closure of Wk . If z ∈ Yk , then
there exists a sequence {zn} ⊂ Wk such that |‖zn − z|‖s → 0 as n → ∞. Let {(J, z)} be
any (1/k)-fine partition anchored in {z} ⊂ Yk . Clearly, there exists a sequence {Jn} of s-
intervals from Is such that, for each positive integer n, {(Jn, zn)} is a (1/k)-fine partition
anchored in {zn} ⊂ Wk , and µs(Jn) → µs(J ) as n → ∞. Since∣∣G(J )∣∣ lim sup∣∣g(zn)|Jn| − G(Jn)∣∣+ lim sup∣∣g(zn)∣∣|Jn| (1 + k)|J |,n→∞ n→∞
T.-Y. Lee / J. Math. Anal. Appl. 298 (2004) 677–692 689we see that G satisfies conditions (ii) and (iii) of Theorem 3.9. Hence the theorem follows
from Theorems 3.9, 4.2 and 2.3. 
By writing Es as
∏s
k=1[as, bs], we shall next construct a function g such that g ∈
HK(Es) \ L(Es,µs) and f ⊗ g ∈ HK(Er × Es) whenever f ∈ HK(Er). This implies
that Theorem 4.3 is a proper generalization of [21, Proposition 8.6.8]. This example, to-
gether with Theorems 2.6, 4.1 and 4.2, also shows that Theorems 3.9 and 3.8 are proper
generalizations of Theorem 3.4.
For the next example, given that f ∈ HK(J ) for some J ∈ Im, we shall sim-
ply write the Henstock–Kurzweil integral of f over J as
∫
J f (t1, . . . , tm) d(t1, . . . , tm).
If, in addition, f ∈ L(J,µm), then the µm-integral of f over J will be denoted by
(L)
∫
J
f (t1, . . . , tm) d(t1, . . . , tm).
Example 4.8. The function g :Es →R is defined by
g(t1, . . . , ts) =
{(∏s
i=1 1ti−ai
)
sin
(∏s
i=1 1ti−ai
)
if ai < ti  bi for all i ∈ {1, . . . , s},
0 if
∏s
i=1(ti − ai) = 0.
Then g is Henstock–Kurzweil integrable on Es . Moreover the indefinite Henstock–
Kurzweil integral G of g satisfies conditions (ii) and (iii) of Theorem 3.9.
Proof. Since the case s = 1 can be proved in a similar and easier way, we shall assume
that s  2. By Fubini’s theorem for the µs -integral, we see that g /∈ L(Es,µs). We shall
next construct the desired additive interval function G on Is , and prove that G satisfies
conditions (ii) and (iii) of Theorem 3.9. Let k ∈ {1, . . . , s} be given. If ak < αk < βk  bk
and ti 
= ai for each i ∈ {1, . . . , s} \ {k}, an integration by parts gives
βk∫
αk
g(t1, . . . , ts) dtk =
{
(tk − ak) cos
(
s∏
i=1
1
ti − ai
)}∣∣∣∣∣
tk=βk
tk=αk
−
βk∫
αk
cos
(
s∏
i=1
1
ti − ai
)
dtk. (11)
By sending αk to ak in (11), we have, by Cauchy extension for the 1-dimensional
Henstock–Kurzweil integral [11, Theorem 2.8.3],
βk∫
ak
g(t1, . . . , ts) dtk =
{
(tk − ak) cos
(
s∏
i=1
1
ti − ai
)}∣∣∣∣∣
tk=βk
−
βk∫
cos
(
s∏
i=1
1
ti − ai
)
dtk. (12)ak
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G(I1 × · · · × Is) = (L)
∫
∏s
i=2 Ii
{∫
I1
g(t1, . . . , ts ) dt1
}
d(t2, . . . , ts ).
Clearly G is additive on Is . We shall next claim that |G(I)|  2µs(I) whenever I =∏s
i=1[ui, vi ] ∈ Is with
∏s
i=1(ui −ai) = 0. This claim, together with the continuity of g on∏s
i=1(ai, bi], shows that G satisfies conditions (ii) and (iii) of Theorem 3.9. In particular,
VHKG is absolutely continuous with respect to µs . In view of Theorems 4.2 and 2.3, g is
Henstock–Kurzweil integrable on Es .
Put p = min{i ∈ {1, . . . , s}: ui = ai}. If p = 1, it follows immediately from (12) that
|G(I)| 2µs(I).
For the case when 1 < p < s, we have by Fubini–Tonelli theorem for the µs -integral,
G(I) = (L)
∫
∏s
i=p+1[ui,vi ]
{ vp∫
up
{
(L)
∫
∏p−1
i=1 [ui,vi ]
g(t1, . . . , ts ) d(t1, . . . , tp−1)
}
dtp
}
× d(tp+1, . . . , ts). (13)
If ti ∈ [ui, vi ] for all i ∈ {p+ 1, . . . , s}, then it follows from the continuity of the indefi-
nite Henstock–Kurzweil integral, Fubini’s theorem and Lebesgue’s dominated convergence
theorem that
vp∫
up
{
(L)
∫
∏p−1
i=1 [ui ,vi ]
g(t1, . . . , ts) d(t1, . . . , tp−1)
}
dtp
= (L)
∫
∏p−1
i=1 [ui ,vi ]
{
lim
αp→u+p
vp∫
αp
g(t1, . . . , ts) dtp
}
d(t1, . . . , tp−1)
from which the inequality |G(I)| 2µs(I) follows from (12) and (13).
For the case when p = s, one can also modify the above method to obtain the inequality
|G(I)| 2µs(I) as well. 
5. Barrelled subspaces of HK(Es)
Let f ∈HK(Er) be given. We define
Tf (Es) =
{
g: f ⊗ g ∈HK(Er × Es)
}
.
An application of Theorem 4.4 shows that Tf (E1) =HK(E1) for all f ∈HK(Er). By
modifying the proof of Theorem 4.4, it is not difficult to show that if f ∈HK(E1), then
Tf (Es) =HK(Es). In order to avoid trivialities, we shall henceforth assume that both r
and s are integers greater than 1. By Fubini’s theorem for the Henstock–Kurzweil integral
T.-Y. Lee / J. Math. Anal. Appl. 298 (2004) 677–692 691(see [11]), we see that Tf (Es) ⊆HK(Es). Moreover, it is easy to check that Tf (Es) is a
subspace of HK(Es). This result, together with Theorem 4.6, yields
CL(Es) ⊆ Tf (Es) ⊆HK(Es). (14)
The following example shows that the first inclusion in (14) is proper.
Theorem 5.1. If f ∈ HK(Er), then there exists a function g such that g ∈ Tf (Es) \
CL(Es).
Proof. By writing Es as
∏s
i=1[ai, bi], there exists a derivative g1 such that g1 ∈
HK([a1, b1]) \ CL([a1, b1]). Set
g = g1 ⊗ (1 ⊗ · · · ⊗ 1︸ ︷︷ ︸
(s−1)terms
).
An application of Theorem 4.7 completes the proof. 
Following [17,18], the spaces CL(Es), Tg(Es), HK(Es) will be equipped with the
Alexiewicz norm ‖ · ‖HK , where
‖g‖HK = sup
I∈Is
∣∣∣∣∣(HK)
∫
I
g
∣∣∣∣∣.
Although it is unclear that Tf (Es) =HK(Es) for all f ∈HK(Er), we will prove that
both spaces Tf (Es), HK(Es) are barrelled; the barrelledness of HK(E2) was first proved
in [18, Corollary 13].
Theorem 5.2. If f ∈HK(Er), then the space Tf (Es) is barrelled. In particular, HK(Es)
is barrelled.
Proof. Since the Banach–Steinhaus theorem holds for the space CL(Es) [13, Corol-
lary 3.7], an application of [10, Theorem 11.6.2] shows that CL(Es) is barrelled. According
to (14) and [12, Theorem 6], the space CL(Es) is ‖ · ‖HK-dense in Tf (Es). Since the bar-
relled space CL(Es) is ‖ · ‖HK-dense in Tf (Es), an application of [10, Theorem 11.8.1]
shows that Tf (Es) is barrelled. As Th(Es) = HK(Es) for all h ∈ L(Er,µr), the space
HK(Es) is barrelled as well. The proof is complete. 
Remark 5.3. By using the results appearing in [5], we can also prove analogous versions
of Theorems 4.3, 4.4, Corollary 4.5 and Theorem 4.6 for the more general Henstock–
Kurzweil type integrals appearing in [1,4,5,19] defined by positive gauges and constant
regularity. For such integrals, the Fubini theorem need not hold [1, Section 4.6, p. 608].
Remark 5.4. If we consider the generalized Riemann integral in [21, Chapter 12], then
Buczolich [2] has shown that the corresponding version of Theorem 4.3 need not hold.
Nevertheless, a different method has been used to show that a version of Fubini–Tonelli
theorem still holds for this integral. See [3].
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