In establishing monetary policy, decision-makers must take into account the possible future evolution of important macroeconomic variables such as the inflation rate, unemployment rate or interest rate. This fact implies knowledge of the predictions of these indicators. In econometrics we can build forecasts starting from a valid model. The real problem appears when we use two or more different forecasting methods and we must choose the one which generated forecasts with the higher degree of accuracy.
In establishing monetary policy, decision-makers must take into account the possible future evolution of important macroeconomic variables such as the inflation rate, unemployment rate or interest rate. This fact implies knowledge of the predictions of these indicators. In econometrics we can build forecasts starting from a valid model. The real problem appears when we use two or more different forecasting methods and we must choose the one which generated forecasts with the higher degree of accuracy.
In this article, we modeled the three selected variables and made predictions for them. Using indicators of accuracy we demonstrated that the smoothing exponential techniques generated better forecasts than simple econometric models in the Czech Republic.
Literature
To assess the accuracy of forecasts, as well as their ordering, statisticians have developed several measures of accuracy. For comparisons between the MSE indicators of forecasts, Granger and Jeon (2003) proposed a statistical measure. Another statistical measure is presented by Diebold and Mariano (1995) for the comparison of other quantitative measures of errors. Diebold and Marianot proposed in 1995 a test to compare the accuracy of two forecasts under a null hypothesis that assumes no differences in accuracy. The test proposed by them was later improved by Ashley (2003) , who developed a new statistical measure based on a bootstrap inference. Subsequently, Diebold and Christoffersen (1998) have developed a new way of measuring the accuracy while preserving the cointegrating relation between variables. Armstrong and Fildes (1995) showed that the purpose
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SEE Journal of measuring an error of prediction is to provide information about the distribution of errors form and proposed assessing the prediction error using a loss function. They showed that it is not sufficient to use a single measure of accuracy.
Since the normal distribution is a poor approximation of the distribution of a low-volume data series, Harvey, Leybourne, and Newbold (2003) improved the properties of the small length data series, applying some corrections: the change of DM statistics to eliminate the bias and the comparison of this statistical measure not with normal distribution, but with a T-Student distribution. Clark (2006) evaluated the power of equality forecast accuracy tests, such as modified versions of the DM test or those based on a Bartlett core and a determined length of data series.
In ) ( k t e t + . Indicators used to evaluate forecast accuracy can be classified according to their usage. Thus, the forecast accuracy measurement can be done independently or by comparison with another forecast.
Clements and Hendry (2010) presented the most used accuracy measures in the literature, which are described below.
The specific loss function
Diebold, Gunther and Tay (1998) started from a loss function
, where:
-the future value of a random variable whose distribution is known f (.)-density forecast
The optimal condition involves minimizing the loss function when the density forecast is
The expected value of the loss function is:
The density forecast will be preferred above any other density for a given loss function if the following condition is accomplished:
where − * ,i t a the optimal action for the following forecast:
Making decisions based on forecast accuracy evaluation is important in macroeconomics, but few studies have focused on this. Notable achievements on forecast performance evaluation were made in practical applications in finance and in metrology. Recent improvements refer to the inclusion of disutility, which is presented in actions in future states and takes into account the entire distribution of the forecast. Since an objective assessment of prediction errors cost cannot be made, only the general absolute loss functions loss or loss of error squares can be used.
Mean square forecast error (MSFE) and the second error of the generalized forecast (GFESM)
The most used measure to assess forecast accuracy is the mean square forecast error (MSFE). In case of a vector of variables, a MSFE matrix will be built: h t e + -n-dimensional forecast error of n variables model on horizon h GFESM is considered a better measure of accuracy because it is invariant to elementary operations with variables, unlike the MSFE trace, and it is also a measure that is invariant to basic operations of the same variables on different horizons of prediction, in contrast with the MSFE matrix trace and determinant.
Clements and Hendry (1993) showed that the MSFE disadvantages related to invariance models are determined by the lack of invariance indicator non singular linear transformations, which preserves the scale. MSFE comparisons determined inconsistent ranks of forecast performance of different models with several steps along the variable transformations.
Measures of relative accuracy
A relative measure for assessing forecast accuracy supposes the comparison of a forecast with a reference, which is called a "benchmark forecast" or "naïve forecast" in the literature. However, this remains a subjective approach in terms of the choice of forecast used for comparison. Problems that may arise in this case are related to: the existence of outliers or the inappropriate choice of models on which the forecasts are developed, and the emergence of shocks. A first measure of relative accuracy is Theil's U statistic, for which the reference forecast is the last observed value recorded in the data series. Collopy and Armstrong proposed a new indicator instead of the U statistics similar (RAE). Thompson improved the MSE indicator, proposing a statistically determined MSE (mean squared error log ratio).
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Relative accuracy can also be measured by comparing predicted values with those based on a model built using data from the past. The tests of forecast accuracy compare an estimate of forecast error variance derived from the past residue and the current MSFE.
To check whether the differences between mean square errors corresponding to the two alternative forecasts are statistically significant the tests proposed by
Recent studies target accuracy analysis using as comparison criterion different models used in making predictions or the analysis of forecasted values for the same macroeconomic indicators registered in several countries.
Ericsson (1992) shows that parameter stability and the mean square error of prediction are two key measures in the evaluation of forecast accuracy. However, they are not sufficient and it is necessary to introduce a new statistical test.
Granger and Jeon (2003) consider four models for U.S. inflation: a univariate model, a model based on an indicator used to measure inflation, a univariate model based on the two previous models and a bivariate model. Applying the mean square error criterion, the best prediction made is one based on an autoregressive model of order 1 (AR (1)). Applying a distance-time method, the best model is the one based on an indicator used to measure inflation.
Ledolter (2006) compares the mean square error of expost and ex-ante forecasts of regression models with a transfer function with the mean square error of univariate models that ignore the covariance and show the superiority of predictions based on transfer functions.
Teräsvirta et al. (2005) examine the accuracy of forecasts based on linear autoregressive models, autoregressive with smooth transition (STAR) and neural network (neural network-NN) time series for 47 months of the macroeconomic variables of G7 economies. For each model a dynamic specification is used and it is shown that STAR models generate better forecasts than linear autoregressive ones. Neural networks over long a horizon forecast generated better predictions than models using an approach from private to general.
Heilemann and Stekler (2007) explain why macroeconomic forecast accuracy in the last 50 years for the G7 has not improved. The first explanation refers to the critique of macroeconomic models and to forecasting models, and the second is related to the unrealistic expectations of forecast accuracy. Problems related to forecast bias, data quality, the forecast process, predicted indicators, and the relationship between forecast accuracy and forecast horizon are analyzed.
Ruth (2008), using empirical studies, obtains forecasts with a higher degree of accuracy for European macroeconomic variables by combining specific subgroup predictions in comparison with forecasts based on a single model for the whole Union.
Gorr (2009) shows that the univariate method of prediction is suitable for normal conditions of forecasting while using conventional measures for accuracy, yet multivariate models are recommended for predicting exceptional conditions when an ROC curve is used to measure accuracy. Dovern and Weisser (2011) use a broad set of individual forecasts to analyze four macroeconomic variables in G7 countries. Analyzing accuracy, bias and forecast efficiency resulted in large discrepancies between countries, as well as within the same country for different variables. In general, the forecasts are biased and only a fraction of GDP forecasts are closer to the results registered in reality.
In the Netherlands, experts make predictions starting from a macroeconomic model used by the Netherlands Bureau for Economic Policy Analysis (CPB). For the period 1997-2008 the model of the expert macroeconomic variables evolution was reconstructed and compared with the base model. The conclusions of Franses, Kranendonk and Lanser (2011) are that the CPB model forecasts are in general biased and have a higher degree of accuracy.
The Models Used to Make Macroeconomic Forecasts
The variables used in models are: the inflation rate calculated starting from the harmonized index of consumer prices, the unemployment rate and the interest rate in the short term. The last indicator is calculated as the average of daily values of interest rates on the market. The data series are monthly and are taken from the Eurostat website for the period from February 1999 to October 2011 for the Czech Republic. The indicators are expressed in comparable prices, the reference base being values from January 1999. We eliminated the influence of seasonal factors for the inflation rate using the Census X11 (historical) method.
In the Czech Republic only the data series for inflation and unemployment rate were transformed to become stationary.
Taking into account that our objective is the achievement of one-month-ahead forecasts for December 2011, January and February 2012, we considered it necessary to update the models. We used three types of models: a VAR(2) model, an ARMA and a model in which the inflation and interest rates are explained using variables with lag. The econometric models used for the Czech Republic are specified in Appendix 1.
We developed one-month-ahead forecasts starting from these models and then evaluated their accuracy. The one-step-ahead forecasts for the 3 months were presented in Appendix 2. The null hypothesis of the test refers to the same accuracy of forecasts. Under this assumption and taking into account the usual conditions of the central limit theorem for weakly correlated processes, the DM statistic follows a standard normal asymptotic distribution. For variance the Newey-West estimator with the corresponding lag-truncation parameter set to h − 1 is used.
The Assessment of Accuracy for Predictions Based on Econometric Models
We compared 3 months in terms of the accuracy of the predictions for all three variables, and predictions made starting from the VAR(2) models and ARMA models. The DM statistics for the accuracy of forecasts based on VAR models is higher than that based on ARMA models for all chosen countries.
In Table 1 the accuracy indicators for the predictions are displayed.
In the Czech Republic, when an econometric models was used to make forecasts, the ARMA procedure was the most suitable for the inflation rate, while the best results were given by VAR(2) models for the unemployment and interest rates. However, only the predictions based on the ARMA models for the inflation rate and on VAR for the interest rate are better than those that used the naïve model.
For the Czech Republic only the VAR and ARMA models could be built to explain the evolution of the interest rate. Best results for the interest rate in the Czech Republic are given also by the VAR models.
The Assessment of Accuracy for Predictions Based On Exponential Smoothing Techniques
Like econometric modeling, exponential smoothing is a technique used to make forecasts. It is a simple method that takes into account more recent data. In other words, recent observations in the data series are given more weight in the prediction than older values. Exponential smoothing considers exponentially decreasing weights over time.
Simple exponential smoothing method (M1)
The technique can be applied for stationary data to make short run forecasts. Starting from the formula of each rate
, where a is a constant and − t u resid, s-seasonal frequency, the prediction for the next period is: 
Each future smoothed value is calculated as a weighted average of the n past observations, resulting in:
Holt-Winters Simple exponential smoothing method (M2)
The method is recommended for data series with linear trends and without seasonal variations, the forecast being determined as:
) ( ) 1 (
Finally, the prediction value on horizon k is:
Holt-Winters multiplicative exponential smoothing method (M3)
This technique is used when the trend is linear and the seasonal variation follows a multiplicative model. The smoothed data series is: 
The prediction is:
. 
Double exponential smoothing method (M5)
This technique is recommended when the trend is linear, two recursive equations being used: In Table 2 the accuracy indicators for predictions based on exponential smoothing techniques are presented for all three countries. Analyzing the values of these indicators, the smoothing method is better than the econometric models for the aforementioned countries.
Indeed, the exponential smoothing techniques provided the most accurate predictions for all indicators in the Czech Republic. For the inflation rate the best method to be applied was the additive exponential smoothing technique, while for unemployment and interest rates the simple exponential smoothing technique generated the best results due to a value of U1 very closed to zero. All of the predictions for the unemployment rate based on the exponential smoothing techniques are more accurate than those based on the naïve model. All forecasts are overestimated on the chosen horizon, excepting the unemployment rate in the case of Holt-Winters and the double smoothing method, and the interest rate when the additive technique is used. The low values for RMSE imply low variability in the data series.
Conclusions
In our research we proposed to check if exponential smoothing techniques generate better short run predictions than simple econometric models.
According to recent research, simple econometric models are recommended for forecasts due to their high degree of accuracy in predictions. 
