We study effects of a nonequilibrium initial condition of a Brownian oscillator system upon two-, three-, and four-time correlation functions of an oscillator coordinate as a subject of multidimensional spectroscopy. A nonequilibrium initial condition is set by a displacement of a Gaussian wave packet in an oscillator potential. Such situation may be found in a vibrational motion of molecules after a sudden bond breaking between a fragmental molecule and a targeting vibrational system or a movement of wave packet in an electronic excited state potential surface created by a laser pump pulse. Multitime correlation functions of oscillator coordinates for a nonequilibrium initial condition are calculated analytically with the use of generating functional from a path integral approach. Two-, three-, and four-time correlation functions of oscillator coordinates correspond to the third-, fifth-, and seventh-order Raman signals or the first-, second-, and third-order infrared signals. We plotted these correlation functions as a signal in multidimensional spectroscopy. The profile of the signal depends on the initial position and momentum of the wave packet in the fifth-and seventh-order Raman or the second and third order infrared measurement, which makes it possible to measure the dynamics of the wave packet directly in the phase space by optical means.
I. INTRODUCTION
The vibrational mode of molecules in condensed phases has been studied in many experimental and theoretical works. Femtosecond nonlinear optical spectroscopes are powerful tools to obtain information about a variety of dynamic processes, including such important processes as microscopic dynamics, intermolecular couplings, and time scales of solvent evolution that modulate the energy of a transition. However, since vibrational lines from these processes are often broadened and also appear in similar positions, it is not easy to distinguish them from linear spectroscopy. This difficulty can be overcome by higher-order nonlinear optical processes involving many laser interactions. Two-dimensional Raman spectroscopy and twodimensional infrared spectroscopy are such examples. 1, 2 Many experimental efforts along this line of research have been made to probe inhomogeneity of liquids and inter-and intramolecular vibrational motion. [3] [4] [5] [6] [7] The 2D information content of these time domain experiments can also be obtained from a frequency domain experiment, and also demonstrated that vibrational interactions in liquids can be observed. [8] [9] [10] [11] [12] It is obvious that higher-order spectroscopy can contain many time intervals and these can be used to separate the mechanism of dynamical processes from the others. Theories so far developed are to access various dynamical information for instance the degree of inhomogeneous broadening, 1, [13] [14] [15] the anharmonicity of potentials and the nonlinearity of polarizability, 16 -21 the coupling mechanism between different vibrational modes [22] [23] [24] [25] [26] and the structural information of large molecules. 27, 28 In this paper, we aim to demonstrate that multidimensional spectroscopy is useful not only to investigate the targeting dynamical processes but also to elucidate information about a difference for an initial distribution of vibrational modes. For the purposes of this work, we consider a Gaussian wave packet in the harmonic vibrational mode, whose center is shifted from the equilibrium position, as an initial condition. Such initial condition may arise from a sudden bond breaking between a fragmental molecule and a targeting vibrational system. A possible example is the ''reaction driven'' coherence in MbNO where the pump pulse creates the reactant excited state (MbNO*), which rapidly decays to MbϩNO ͓Fig. 1͑a͔͒. 29 One may also find similar situation in a movement of a wave packet created in an electronic excited state by a laser pump pulse ͓Fig. 1͑b͔͒. Displacement and movement of the wave packet is usually observed by the time-dependent emission or absorption spectrum. For example, in a displaced oscillator case, such effects can be seen by the so called dynamical Stokes shift. In some case, however, such measurements are very difficult, since the emission or absorption spectrum is often broadened and featureless from a convolution of all the dynamical and static information within it.
One-dimensional ͑1D͒ spectroscopy does not allow unique extraction of information for superimposed dynamical time scales. Multidimensional spectroscopy, which measures the magnitude of a dipole moment or a nonlinear polarization as a function of the two independent coherence evolution periods, can provide more information about the molecular structure and dynamics than 1D spectroscopy. Here we demonstrate a possibility to use multidimensional spectroscopy to probe the nature of the initial distribution. For this purpose, we employ a Brownian oscillator model for a molecular vibrational mode and incorporate the displacement of the initial distribution into the Brownian motion theory using nonequilibrium generating functional calculated from a path integral approach. We reformulate optical response functions expressed by time correlation functions of the molecular polarizability or the dipole moment and obtain their analytical expressions which are the observable of multidimensional Raman or infrared spectroscopy.
In Sec. II, the (2Nϩ1)th order Raman and Nth order infrared signals are described to arbitrary order in terms of response functions which are expressed by multitime correlation functions of polarizability or dipole moment. In Sec. III, we show any order of response function can be expressed by a generating functional whose calculational details are shown in Appendix A. We then calculated the response functions analytically with the use of the diagrammatical rule described in Appendix B. The numerical results are presented in Sec. IV and finally conclusions are given in Sec. V.
II. RESPONSE FUNCTIONS FOR HIGHER-ORDER OPTICAL PROCESSES
We consider a molecular system in the condensed phase which is subjected to laser pulses. If the system is described by a single oscillation mode specified by its coordinate Q and momentum P , the total Hamiltonian of the system and the bath is written as
Here, ⍀ denotes the oscillator frequency. The coordinate, conjugated momentum, mass, and frequency of an ith oscillator are given by q i , p i , m i , and i , respectively. The interaction between the system and the ith oscillator is assumed to be
is a counter term which cancels the unphysical divergence from the coupling to the bath degrees of freedom. The summation over i goes to infinity in order to describe the dissipation on the molecular system.
We consider optical measurements where the molecular system is interacting with a laser field, E(t). For off-resonant Raman spectroscopy, in which resonance arises from a pair of laser pulses through Raman excitation processes, the effective Hamiltonian is given by
where ␣(Q ) is the coordinate dependent Raman polarizability. For resonant IR spectroscopy, the Hamiltonian including laser interaction is given by
where (Q ) is the coordinate dependent dipole moment. As both Raman polarizability and dipole moment can be expanded as ␣(
2 /2, the optical responses of Raman and resonant IR are formally identical besides the fact that the (2N ϩ1)th-order Raman spectroscopy corresponds to the Nth order IR spectroscopy. Therefore, hereafter we do not distinguish between the Nth-order IR and (2Nϩ1)th-order Raman processes and present only the results for Raman spectroscopy. Notice however that the even-order of IR response signals vanish for isotropic material.
In the 2Nϩ1th order off-resonant Raman experiment, the signal contributions are from Raman excitation that occurs while Raman pulse pairs are temporally overlapped. Thus each interaction occurs with a time coincident pulse pair. Also, the polarization detected is temporally overlapped with the probe pulse. The pulse configurations for ͑i͒ third-, ͑ii͒ fifth-, and ͑iii͒ seventh-order processes are described as ͑see Fig. 2͒ ͑
͑2.4͒ Then the movement of the wave packet is detected by a following sequence of pulses, i.e., two or three pairs of pulses are applied to the system, which followed by the last probe pulse. Here the first pair of pulses interact with the system at tϭ. In this paper, the temporal profiles of pulses E 1 , E 2 , E 3 , and E T are assumed to be impulsive, and are given by ͑a͒ Eq. ͑2.5͒ and ͑b͒ Eq. ͑2.6͒.
Here we have assumed that laser pulses are impulsive. The pump pulses and the probe pulse have been written as E j (t) ( jϭ1,2,...,N) and E T (t), respectively. The Raman signals for the optically heterodyned detection are expressed by the response functions as
which are the N time correlation functions of the polarizability operator ␣(Q ) given in terms of
where ␣ (t) represents the Heisenberg operator given by
Ϫ(i/ប)Ĥ t and ͗¯͘ means the expectation value of ''¯'' defined by ͗¯͘ϭTr͕ I¯͖ /Tr͕ I ͖ in which I implies an initial density matrix. Notice that I is chosen as the nonequilibrium density matrix in the present study, so that correlation functions are not stationary, i.e., ͓͗␣ (t ϩtЈ),␣ (t)͔͘ ͓͗␣ (tЈ),␣ (0)͔͘.
III. GENERATING FUNCTIONAL IN NONEQUILIBRIUM PROCESS
A generating functional is defined as a functional of the external force which is obtained from the density matrix by tracing over all degrees of freedom of the total system. It is convenient to calculate the higher-order response functions which are derived by performing the functional differentiation in terms of the external force. To calculate the generating functional, we need to trace out the system and bath degrees of freedom. The path integral method is suitable to carry out such procedure. In this section, we demonstrate how to apply the generating functional formalism to the calculation of the higher-order response function.
Let us introduce the sources J(t) and K(t) coupled to Q and ␣(Q ),
͑3.1͒
The generating functional W͓J,K͔ is then defined by
where
and Û J,K † is the adjoint of Û J,K . The symbol T implies the time ordering operator. The real time paths are represented by suffix ␣ϭ1,2 and the sources J 1 and K 1 are for the lefthand side time evolution kernel, whereas J 2 and K 2 are the right. The matrix I is an arbitrary density operator at the initial time t I which does not need to be an equilibrium distribution. In the second line of Eq. ͑3.2͒, we have inserted the completeness relation for the basis ͕͉Q I ,q I ͖͘: 1 ϭ͐dQ I ͐dq I ͉Q I ,q I ͗͘Q I ,q I ͉. The (2Nϩ1)th order response function is given by the differentiation of the generating functional W͓J,K͔ as follows:
,
͑3.5͒
where we set t i ϵϩT 1 ϩT 2 ϩ¯ϩT NϪi ͑for iϭ0,1,...,N Ϫ1͒, t N ϵ, and
From Eq. ͑3.5͒, we can systematically derive the higherorder response functions, once we obtain the generating functional. We assume that the system and the bath are initially factorized. Consequently the factor ͗Q I Јq I Ј͉ I ͉Q I q I ͘ in Eq. ͑3.2͒ can be expressed as the product of the system part and the bath part,
͑3.7͒
We further assume the bath is in the equilibrium state,
͑3.8͒
͑3.9͒
and Tr B denotes the trace over the bath coordinates. As mentioned in Sec. I, we consider the case where the initial state of the system is set by the displaced Gaussian wave packet given by
where Q 0 is the displacement from the bottom of the harmonic potential and 1/a is the width of the initial wave packet. We introduce the contour path for time integration to write various formulas in a compact way. [30] [31] [32] The contour time integral ͐ C dt runs from C 1 to C 2 defined by C 1 :t I →ϱ and C 2 :ϱ→t I ͑return path͒ ͑see Fig. 3͒ . The path integral method allows us to obtain the analytical expression of the generating functional W͓J,K͔ of the Brownian motion model even for the strong system-bath coupling and the heat bath with a finite correlation time. The detailed derivation of W͓J,K͔ with the aid of the path integral is shown in Appendix A. By using the notation
Here we introduced the function J ϩ (t) as
͑3.16͒
and the ''renormalized'' frequency ⍀ is defined by
͑3.17͒
The propagator for the total Hamiltonian, K (ϩϮ) , is expressed in the Laplace representation form as
͑3.19͒
The spectral distribution function, I(), is formally defined
, which describes the character of the heat bath. In the following, we consider the Ohmic dissipation, I()ϭM ␥, where the constant ␥ corresponds to the strength of the damping. With the aid of Eq. ͑3.18͒, the propagator K (ϩϪ) (tϪtЈ) is written as
͑3.20͒
where ϵͱ⍀ 2 Ϫ␥ 2 /4. Setting JϭKϭ0, the time evolution of the expectation value of Q in the Ohmic dissipation case is calculated from Eqs. ͑3.12͒, ͑3.15͒, and ͑3.20͒ as
The above equation describes a damped oscillator of the wave packet in the harmonic potential started from the position Q ϩ (0) (t I )ϭQ 0 . The higher-order response functions are derived by using the Feynman rule given in Appendix B that is derived from the generating functional W͓J,K͔. The Feynman role provides the way of generalizing Brownian dynamics, for example, to take into account the anharmonicity of potential. In accordance with Eqs. ͑3.4͒, ͑B2͒, and ͑B3͒, the ␣ 1 2 ␣ 2 NϪ1 -and
N -terms of the (2Nϩ1)th-order response functions (N ϭ1,2), i.e., the third-and fifth-order response functions, for T i Ͼ0 (iϭ1,...,N) and Ϫt I Ͼ0 are given by
Using Eq. ͑3.21͒, the response functions are expressed by the initial displacement Q 0 which corresponds to the amplitude of oscillation and the phase of the wave packet oscillator at the time , ͑͒. Note that if Q 0 is replaced by ϪQ 0 , the phase ͑͒ in Eqs. ͑3.25͒ and ͑3.26͒ becomes by ()ϩ, i.e., the negative displacement leads to the phase shift of the signal. Physically one can more easily understand the effects of nonequilibrium initial condition by introducing the position and momentum at the time tϭ instead of Q 0 and ().
We also introduce Q ϵQ ϩ (0) () and P ϵM (dQ ϩ (0) ()/d), where implies the time when the first pump pulses interact with the system. From Eq. ͑3.21͒, we have
for TϾ0 and Ϫt I Ͼ0. With the use of Eq. ͑3.27͒, we have
In the same manner, we express the seventh-order response as a function of Q and P as follows. The seventh-order Raman response function is temporally three-dimensional but up to now only temporally two-dimensional seventhorder experiments have been performed. In the Raman echo the second propagation time T 2 is zero whereas in Raman pump-probe experiment the time variable T 1 is zero. When we set T 1 to be zero, the response function is expressed as
with the use of Eqs. ͑3.4͒ and ͑B4͒. This indicates that the signal in terms of T 2 and T 3 does not depend on P . If we set T 2 to zero, K (ϩϪ) (T 2 ) vanishes in Eq. ͑B4͒ and the seventh-order response function is reduced to
͑3.31͒
From Eqs. ͑3.28͒ and ͑3.31͒, we find that R (7) 
are independent of the wave packet motion and are the contribution for the equilibrium initial condition, i.e., I ϭe Ϫ␤Ĥ /Tr e Ϫ␤Ĥ . On the other hand, the ␣ 1 ␣ 2 N -terms in R (2Nϩ1) are contribution of the wave packet motion at time and are functions of Q and P . In Eqs. ͑3.28͒, ͑3.29͒, and ͑3.31͒, the response functions do not depend on the initial width of the wave packet and the temperature. As we show in Eqs. ͑B2͒, ͑B3͒, and ͑B4͒, signals depend on these higher than the terms proportional to ␣ 2 Nϩ1 .
IV. NUMERICAL RESULT
In this paper, we consider the Raman experiment for a nonequilibrium initial condition set at tϭt I by the Gaussian wave packet with the displacement Q 0 , and the observation is started at tϭ by the irradiation of the pair of pump pulses to the system. From a different point of view, this situation can be regarded as the third-, fifth-, and seventh-order Raman experiments that provide the observation of the wave packet whose ''initial'' coordinate and ''initial'' momentum are given by Q and P at tϭ.
In this section the third-, fifth-, and seventh-order response functions of off-resonant Raman process are numerically calculated for the Ohmic dissipation model for different coordinate Q and momentum P .
We set ⍀ϭ1000͓cm Ϫ1 ͔ which is the typical value for molecular vibrational motion and ␥/⍀ϭ0.1 ͑underdamped case͒. Taking →ϱ, Q and P vanish as can be seen from Eq. ͑3.21͒ and P ϭdQ /d. Then the (2Nϩ1)th-order response functions approach to the equilibrium ones whose leading contribution is given by the ␣ 1 2 ␣ 2 NϪ1 -order term of R (2Nϩ1) , as seen from Eqs. ͑3.28͒, ͑3.29͒, and ͑3.31͒. In order to see the roles of Q and P that characterize the state at tϭ, we plot
Hereafter, we employ the dimensionless coordinate and momentum defined by Q ϵ␣ 2 Q /␣ 1 and P ϵ␣ 2 P / (␣ 1 M ⍀).
We first plot the imaginary part of the Fourier transform of the third-order Raman response function,
As a reference, in Fig. 4 , we present the signal Im R
(;ϱ). Figure 5 shows the imaginary part of R NE (3) (;Q , P ) for ␥/⍀ϭ0.1 for ͑a͒ Ϫ0.01ϽQ Ͻ0.01 with P ϭ0 and ͑b͒ Ϫ0.01Ͻ P Ͻ0.01 with Q ϭ0.
To understand the position of the resonant peak, it is helpful to use energy level diagrams. For the third order Raman spectroscopy, we show some representative diagrams in Fig. 6 . In these diagrams, time runs horizontally from the left to the right. 
where 
(;→ϱ), for ␥ϭ0.1⍀.
Because of the off-diagonal elements of wave packet at t ϭ, the diagrams with the different initial vibrational state and the final vibrational state can contribute to the signal. It increases linearly with Q or P due to the contribution of the off-diagonal element of the state, v,vϮ1 . For negative Q and P , the signal has the opposite sign, which can be seen from Eq. ͑4.4͒ by setting →ϩ. For fixed P ϭ0 in Fig. 5͑a͒ , the spectrum shows the two peaks at ϭӍ⍀ and ϭ2Ӎ2⍀ with width ␥/2 and ␥, while for fixed Q ϭ0 in Fig. 5͑b͒ , the spectrum does not show the clear peak and the spectral line changes the sign at ϭ0 and Ӎ2⍀. These features can be explained clearly by using the diagram Figs. 6͑b͒ and 6͑c͒. With the aid of the relation ͓͗Q ( Fig. 6͑b͒ can be divided into two parts denoted by the dashed circle and dotted one. The contribution of the dashed part that represents ͓Q ( ϩT 1 ),Q ()͔ is the same as Fig. 6͑a͒ . The contribution of the dotted part gives the factor ͗Q ()͘ϭQ which is related to v,vϮ1 . Then Fig. 6͑b͒ leads the Q dependence and contributes to Fig. 5͑a͒ . The frequency of the signal oscillation derived from Fig. 6͑b͒ is ϭ⍀ due to the transition ͉vϩ2͘ →͉vϩ1͘ at the time tϭϩT 1 . The signal dependence on the displacement Q and the momentum P can be understood from the diagram Fig. 6͑c͒ as follows. In Fig. 6͑c͒ , the process can be divided into the two parts due to the relation ͓͗Q 2 (ϩT 1 ),Q ()͔͘ϭ2͗Q (ϩT 1 )͓͘Q (ϩT 1 ), Q ()͔. The contribution encircled by dashed line is the same as Fig. 6͑a͒ , whereas the contribution encircled by dotted line is the same as Q ϩT 1 . By using Q (ϩT)
ϪiĤ T/ប ϳcos(⍀)Q ()ϩM⍀ sin(⍀)P (), we find that this contribution depends on both Q and P . Therefore Fig. 6͑c͒ leads to the signal in Fig. 5. Figures 5͑a͒  and 5͑b͒ correspond to the imaginary and real parts of R (3) (), respectively. This is because the matrix elements involved in Fig. 6͑c͒ are v,vϩ1 and, from Eq. ͑4.4͒, we have the relation v,vϮ1
for the element in the case ͑a͒ and ͑b͒ that correspond to ϭ0 and ϭϪ/2. The signals in Fig. 5 show the oscillation with the frequency 2⍀ due to the transition ͉v͘→͉vϩ2͘ at the time ϩT 
I
(5) (T 1 ,T 2 ;)ϭR (5) (T 2 ,T 1 ;) calculated from Eq. ͑3.29͒ for the damping constant ␥/⍀ϭ0.1. Figure 7 is the equilibrium part R (5) (T 2 ,T 1 ;ϱ), whereas Figs. 8͑a͒, 8͑b͒, and 8͑c͒ depict the nonequilibrium part R NE (5) (T 2 ,T 1 ;Q , P ) for ͑a͒ Q ϭ0, P ϭ0.01, ͑b͒ Q ϭ0.01, P ϭ0, and ͑c͒ Q ϭ5 ϫ10 Ϫ3 , P ϭϪ8.66ϫ10 Ϫ3 . Their phase () correspond to ͑a͒ ()ϭϪ/2, ͑b͒ ()ϭ0, and ͑c͒ ()ϭ/3, respectively. The signal R (5) (T 2 ,T 1 ,) vanishes at T 2 ϭ0 in all the cases Figs. 7 and 8͑a͒-8͑c͒ as can be seen from the definition, Eq. ͑2.8͒. The fifth-order response function is diagrammatically expressed in Fig. 9 . In the diagrams for Figs. 9͑a͒ and 9͑b͒ , respectively. These diagrams lead the signal in Fig. 7 . According to the commutation relation ͓͓Q 2 (ϩT 1 ϩT 2 ), Fig. 9͑a͒ is represented by the product of two parts, a-1 and a-2, which are associated with the third order response function ͓Q (ϩT 1 ϩT 2 ),Q (ϩT 1 )͔ϳK (ϩϪ) ( T 2 ) and ͓Q (ϩT 1 ϩT 2 ),Q ()͔ϳK (ϩϪ) (T 1 ϩT 2 ), respectively; it shows the oscillation with the frequency 2⍀ along T 2 direction. In the same manner, Fig. 9͑b͒ is represented by the product of two processes b-1 and b-2 that are associated with K (ϩϪ) (T 1 ) and K (ϩϪ) (T 2 ), respectively; it shows the oscillation with the frequency ⍀ in both the T 1 and T 2 direction. Therefore we have the signals with the frequency ⍀ in the T 1 direction and the frequency ⍀ and 2⍀ in the T 2 direction in the ␣ 1 2 ␣ 2 -order. The frequencies in the ␣ 1 ␣ 2 2 -order terms can be understood with the use of the diagrams Figs. 9͑c͒ and 9͑d͒ which correspond to ␣ 1 ␣ 2 2 ͓͓͗Q 2 ,Q ͔,Q 2 ͔͘ and
2 ͔͘, respectively. These diagrams have the same frequencies as Figs. 9͑a͒ and 9͑b͒ and are independent of the momentum P , since they can be divided into the dashed circle of Fig. 9͑c͒, that 
respectively. The contribution of the dashed parts in ͑c͒ and ͑d͒ are the same as the diagrams ͑a͒ and ͑b͒, whereas the dotted parts in ͑c͒ and ͑d͒ give the factor ͗Q ()͘ϭQ . Using Eq. ͑4.5͒, the term
2 ͔,Q ͔͘ is divided in the two parts expressed by ͑e͒ and ͑f͒.
term ␣ 1 ␣ 2 2 ͓͓͗Q 2 ,Q 2 ͔,Q ͔͘ is rewritten in two terms as follows,
The diagrams Fig. 9͑e͒ and 9͑f͒ correspond to the first and the second term of Eq. ͑4.5͒. From Eq. ͑3.27͒, Q ϩT 1 ϩT 2 and Q ϩT 1 are expressed in terms of Q and P , which means that the signals depend on both the position and the momentum at the time . The product of e-1, e-2, and e-3 in Fig.  9͑e͒ or that of f-1, f-2, and f-3 in Fig. 9͑f͒ shows the oscillation with frequency 2⍀ along T 1 and T 2 . From the above discussion, we can understand the profile of the signals for different parameters. In Fig. 7 , the signal oscillates with the frequency ⍀ in the T 1 direction and ⍀ and 2⍀ in the T 2 direction as discussed in Figs. 9͑a͒ and 9͑b͒. In Fig. 8͑a͒ , the signal oscillates with the frequency 2⍀ in the T 1 and the T 2 direction, which is attributed to the zero quantum transitions ͉v͘→͉v͘ at the time tϭϩT 1 and the two quantum transition ͉v͘→͉vϩ2͘ at the time tϭϩT 1 ϩT 2 shown in Figs. 9͑e͒ and 9͑f͒. In Fig. 8͑a͒ , the signal is symmetric with respect to T 1 and T 2 axis since the diagrams Figs. 9͑e͒ and 9͑f͒ cast into the form P K (ϩϪ) (T 1 ϩT 2 )K (ϩϪ) (T 1 )K (ϩϪ) (T 2 ) with the use of the relations Q ϩT 1 ϩT 2 ϭ P K (ϩϪ) (T 1
ϩT 2 ) and Q ϩT 1 ϭ P K (ϩϪ) (T 1 ) for Q ϭ0, which is derived from Eq. ͑3.27͒. The signal in Fig. 8͑b͒ includes various components corresponding to the diagrams in Figs. 9͑c͒, 9͑d͒, 9͑e͒, and 9͑f͒ that lead the oscillations with the frequency ⍀ and 2⍀ in the T 1 and T 2 direction with the different weight depending on a condition at tϭ and as a consequence, the signal is asymmetric. In Fig. 8͑c͒ , the signal consists of the P and Q contribution which are depicted in Figs. 8͑a͒ and 8͑b͒ with the ratio Ϫsin () to cos (). A profile of any signal in the present model can be characterized by the phase (). Thus, by obtaining a proper () to simulate experimental data, we can trace the motion of the wave packet at tϭ moved from the initial state at tϭt I . The main advantage of the present method is that, by measuring the signal for different , we can directly trace the time evolution of the wave packet in the phase space, i.e., we can obtain the momentum and the coordinate of the wave packet at once. Note that, although the same argument can be applied to the third-order response, the higher-order response that leads the two-dimensional profile reveals the more critical information. Finally, we plot the seventh-order signal, I (7) (T 1 ,T 3 ;) ϭR (7) (T 3 ,T 2 ϭ0,T 1 ;) calculated from Eq. ͑3.31͒ for ␥/⍀ ϭ0.1. The equilibrium part I (7) (T 1 ,T 3 ;ϱ) is given in Fig.  10 . The nonequilibrium parts, I NE (7) (T 1 ,T 3 ;Q , P ) ϭR NE (7) (T 3 ,0,T 1 ;Q , P ), for ͑a͒ Q ϭ0, P ϭ0.01, ͑b͒ Q ϭ0.01, P ϭ0, and ͑c͒ Q ϭ5ϫ10 Ϫ3 , P ϭϪ8.66ϫ10 Ϫ3 which correspond to the phase ͑a͒ ()ϭϪ/2, ͑b͒ () ϭ0, and ͑c͒ ()ϭ/3 are given in Figs. 11͑a͒, 11͑b͒ , and 11͑c͒, respectively. Figures 12͑a͒-12͑e͒ represent the diagrams corresponding to and 2⍀ in the T 3 direction, and the diagram in Fig. 12͑e͒ leads to the oscillation with the frequency 2⍀ both in the T 1 and T 3 direction. Then we observe the oscillation ⍀ in the T 1 direction and 2⍀ in the T 2 direction in Fig. 10 , since only the diagrams in Figs. 12͑a͒ and 12͑b͒ contribute to the equilibrium signal. In the case Fig. 11͑a͒ , we observe the oscillation 2⍀ both T 1 and T 3 direction, since the process corresponding to Fig. 12͑e͒ contributes to the signal. In the case Fig.  11͑b͒ , the diagram Figs. 12͑c͒-12͑e͒ contribute to the signal. Hence the oscillation in the T 1 direction and that in the T 3 direction becomes by the superposition of the oscillations with the frequencies ⍀ and 2⍀. The signal in Fig. 11͑c͒ is given by the linear combination of the signals in Figs. 11͑a͒ and 11͑b͒ with the ratio Ϫsin () to cos (). This situation is same as the fifth-order case and we can use the seventhorder experiment to see the dynamics of the wave packet in the phase space, as well.
V. CONCLUSION
In this paper, we derived the generating functional for a Brownian oscillator system whose initial state is described by displaced Gaussian wave packet from the path integral approach. The generating functional allows for the calculation of the third-, fifth-, seventh-order Raman response of a harmonic oscillator with coordinate dependence of the polarizability. To demonstrate effects of the nonequilibrium initial condition, we plot the Raman response for the different displacement and momentum of the wave packet at the time t ϭ when the first pump pulses interact with the system. Any state at time can be expressed by a Gaussian wave packet centered at P /(M ⍀)ϭϪA sin and Q ϭA cos , where A and are the amplitude and the phase in the phase space and are given by AϭQ 0 and ϭ⍀ for an oscillator with frequency ⍀. Due to the off-diagonal elements of the state at tϭ, the signals depend on the wave packet motion and show the mode with the frequency 2⍀ which does not appear in the equilibrium case. In the third order response, the signal decays with decreasing the displacement Q for the positive displacement (ϭ0) and it increases with decreasing ͉Q ͉ for the negative displacement (ϭ). Consequently, the time evolution of the signal implies whether the wave packet is displaced initially toward decreasing or increasing bond length. In the fifth-͑seventh-͒ order response, the component of the signal which is proportional to P is symmetry with respect to T 1 and T 2 ͑T 1 and T 3 ͒. On the other hand, the component which is proportional to Q is asymmetric. These properties can be explained with the help of the energy level diagrams. In the signal, the ratio of a Q contribution to a P /(M ⍀) contribution is cos to Ϫsin . Thus, by looking for the phase to simulate experimental data, we can trace the motion of the wave packet at time tϭ moved from the initial state at time tϭ0. The main advantage of the present method is that we can obtain the information about not only the position but also the momentum of the wave packet.
In the present studies, we restricted our analysis to the order of ␣ 1 2 ␣ 2 NϪ1 and ␣ 1 ␣ 2 N , so the response functions do not depend on the initial width of the wave packet and the temperature as stated in Sec. III; the dependence of the temperature and the width of the wave packet appear in the order of ␣ 2 Nϩ1 . Such effects as well as the effects of the anharmonicity of an oscillation mode may be studied from the equation of motion approach. 17, 33, 34 
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APPENDIX A: DERIVATION OF THE GENERATING FUNCTIONAL
In this Appendix, we derive the generating functional W͓J,K͔ defined by Eq. ͑3.2͒ for the initial state Eqs. Here ⍀ is given in Eq. ͑3.17͒. Notice that we take the final time t F to be set infinity in the end of this Appendix. The functional differentiation ␦/␦ C J(t) means ␦/␦J 1 (t) and Ϫ␦/␦J 2 (t) for tC 1 
from the right-hand side of Eq. ͑A1͒, and using the relation e 
