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La optimización en el terreno de
la manufactura se ha caracteriza-
do por el uso de técnicas con un
solo objetivo, representa una me-
dida de desempeño (MD). Sin
embargo, realmente la mayoría de
los problemas en esta disciplina
involucran múltiples MDs. Un mayor inconvenien-
te se debe a que estas MDs se encuentran frecuen-
temente en conflicto. Un ejemplo sobre la con-
tradicción de objetivos para dos MDs en un pro-
ceso de manufactura es el de la calidad del pro-
ducto y su tiempo de ciclo. Frecuentemente, la
optimización de la primera MD conlleva a un de-
terioro en la segunda.
El problema matemático que recoge los ele-
mentos de un problema con múltiples MDs en
conflicto es el problema de optimización de crite-
rios múltiples. Este problema es denominado en
la bibliografía correspondiente  programación de ob-
jetivos múltiples, nombre que surge de las funcio-
nes-objetivo que representan a las MDs.
La resolución de estos problemas, al contrario
de los que comprenden solamente una MD, no
busca una solución única, sino un conjunto de
soluciones llamadas soluciones eficientes o pareto-efi-
cientes. Estas soluciones definen una frontera eficien-
te, sobre la cual se encuentran los mejores com-
promisos alcanzables para ambas MDs.
En la figura 1 se representan soluciones
candidatas en términos de sus valores en las MDs
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Fig. 1. Representación del problema de optimización de crite-
rios múltiples. Las soluciones candidatas señaladas por rombos
se encuentran dominadas por una serie de puntos eficientes
-unidos por líneas- que forman una frontera eficiente.  Este
problema en particular involucra dos criterios u objetivos:
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de interés: tiempo de ciclo en segundos que se
desea minimizar y calidad, representada por un
índice y que se desea maximizar.
Dada la descripción de los objetivos, una solu-
ción ideal estaría en la esquina superior izquierda
de la grafica; sin embargo, no existe una solución
ahí. Las soluciones eficientes –unidas por líneas
para mostrar la frontera eficiente en la figura 1–
nunca pueden mejorar en todas las medidas de
desempeño al mismo tiempo sin que se pierda en
alguno de ellos, mientras que las no eficientes sí.
La conveniencia de una representación gráfica se
pierde al aumentar el número de MDs en el pro-
blema, y por eso se tiene que recurrir a técnicas
matemáticas para resolver este tipo de problemas.
La discretización de la región factible que se
presenta en la figura 1, propuesta y utilizada por
Cabrera-Ríos et al.,1-8 permite la aplicación de la
técnica no paramétrica conocida como Análisis
envolvente de datos (AED), la cual se basa en la
programación lineal para encontrar la frontera efi-
ciente. La técnica fue desarrollada por Charnes,
Cooper y Rhodes.9,10 Aunque se ha reportado éxito
en la utilización del AED, uno de los retos para
llevar este método a la práctica tiene que ver con
el número de soluciones candidatas que se tienen
que evaluar. Este número de soluciones afecta ne-
gativamente: 1) la cantidad de veces que el mode-
lo de AED se tiene que resolver, 2) el tamaño del
problema que se tiene que resolver. Tener un alto
número de soluciones candidatas, sin embargo,
es necesario para que la fidelidad de la frontera
eficiente que se encuentre sea más alta.
Algunos ejemplos reales del uso de AED para
resolución de problemas de criterios múltiples lle-
gan a tener más de 10,000 soluciones candidatas.2,4-
6,8 Esto dificulta la instauración del método en la
industria, pues el optimizador MS Excel Solver,
que es el más económico del mercado, sólo pue-
de resolver problemas con un máximo de 200 res-
tricciones. La adquisición de software más poten-
te afectaría negativamente el costo de los proyec-
tos de optimización, por lo que lograr una meto-
dología basada en el optimizador mencionado re-
dundaría en un beneficio para la industria regio-
nal y nacional.
Los resultados de Villarreal y Cabrera Ríos11
indican que se pueden resolver de manera econó-
mica los problemas de criterios múltiples en si-
tuaciones reales de la industria a través de la com-
binación adecuada de métodos de agrupamiento.
En dicho trabajo se comprobó empíricamente
que del agrupamiento estadístico de datos para el
uso de AED reduce significativamente el tiempo
que se tendría que invertir comparativamente con
la utilización de los datos sin agrupar. Sin embar-
go, al reducir el tiempo de ejecución con las me-
dianas de los grupos como medida representativa
se sacrificaba también la cantidad de puntos efi-
cientes reales encontrados.
Planteamiento del problema
En este trabajo se buscan estrategias que permitan
mantener la reducción de tiempo de análisis lo-
grada anteriormente, pero aumentando la calidad
de la frontera eficiente encontrada. Estas estrate-
gias incluyen la elección de puntos diferentes a la
mediana. Por otro lado, se comprueba la eficacia
de los métodos realizados en un caso práctico de
moldeo por inyección.
Experimentación y resultados
En esta sección se presentan las metodologías uti-
lizadas de agrupamiento de datos y selección de
puntos representativos, así como los resultados
asociados a cada estrategia.
En los análisis que se presentan se aprovechó
la herramienta construida por Villarreal y Cabre-
ra Ríos,11 que es una instauración de AED en MS
Excel capaz de evaluar 100 vectores a la vez y de-
terminar los vectores eficientes de este conjunto.
Se utilizaron 10,000 datos iniciales (vectores en
R2), los cuales se obtuvieron aleatoriamente al em-
plear MS Excel (distribuidos normalmente con
media 500 y desviación estándar 20).
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Se partió de un agrupamiento por el método
de las kmedias, el cual se encuentra disponible en
el paquete computacional Minitab. El agrupamien-
to por k-medias se basa en la mínima distancia
euclidiana a los miembros de cada grupo.12 To-
mando los 10,000 datos originales, se obtuvieron
100 grupos (con diferente número de vectores cada
uno). La figura 2 ilustra un ejemplo reducido del
agrupamiento por este medio, esto es, cinco gru-
pos denotados por diferentes figuras. Con este
agrupamiento se seleccionó después un punto por
cada grupo como dato representativo, tal como
se describe a continuación:
1. Medianas de cada grupo como
medida descriptiva
Este dato fue utilizado por Villarreal y CabreraRíos;
sin embargo, al reducir el tiempo, también se re-
ducía la cantidad de puntos eficientes encontra-
dos exitosamente. Aquí se vuelve a presentar este
método para compararlo contra los desarrollos del
trabajo presente. Los pasos son:
1)   Se calculan las medianas de cada grupo en sus
dos MDs, y se toma la intersección de éstas
como punto representativo de cada uno de los
100 grupos. En la figura 2 se ilustran estos da-
tos representativos para nuestro ejemplo, se se-
ñalan con cuadrados vacíos.
2)  Se analizan los datos con la herramienta de
AED y se obtienen los grupos eficientes.
3)   Los grupos eficientes se dividen en sus compo-
nentes.
4)  El total de vectores componentes son analiza-
dos con la herramienta de AED, para llegar a
la frontera eficiente. Cuando los componen-
tes son más de 100, se volverán a crear 100
grupos, utilizando k-medias y se iterará desde
el paso 1.
2. Medias de cada grupo como
medida descriptiva
El procedimiento es similar al anterior, sólo que
en lugar de las medianas se manejan las medias
(representadas con círculos vacíos en la figura 2).
3. El punto con el máximo valor
en la MD a maximizar
En esta variante se toma el punto con el máximo
valor en la MD a maximizar como punto repre-
sentativo de cada grupo, y se sigue el mismo pro-
cedimiento que en el caso base involucrando las
medianas. En la figura 3, estos puntos representa-
tivos se señalan con un círculo vacío y la MD a
maximizar se representa con el eje y.
4. El punto con el mínimo valor
en  la MD a minimizar
Este caso es similar al anterior, pero se toma el
valor mínimo en la MD a minimizar como punto
representativo. En la figura 3, los puntos de este
caso se representan con cuadrados vacíos y la MD
se asocia al eje  x.
Fig. 2. Ilustración del cálculo de las medianas (cuadrados va-
cíos) y medias (círculos vacíos) por cada grupo.
Fig. 3. Selección de los valores mayores en y (círculos) y valores
menores en x (cuadrados), como representativos en el agrupa-
miento de datos.
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5. Combinación lineal convexa del punto
con el máximo valor en la MD a maximizar
y el punto con el mínimo valor
en  la MD a minimizar
Con los puntos encontrados en los dos casos an-
teriores es posible derivar un punto que sea la
combinación lineal convexa de ambos, y utilizar-
lo como punto representativo por grupo. La figu-
ra 4 ilustra más claramente los puntos creados;
éstos se encuentran en el punto medio de la recta
que genera la unión de los datos manejados en los
dos métodos anteriores.
Los resultados de los cinco casos con estrate-
gias de agrupamiento se presentan en la tabla I.
En ésta se ilustra la cantidad de puntos eficientes
obtenidos por cada método en proporción con la
cantidad de puntos totales pertenecientes a la fron-
tera eficiente, y la cantidad de ejecuciones del AED
para llegar a ésta.
Los resultados indican que el uso de puntos re-
presentativos no eficientes como la intersección
de medias o medianas causa una pérdida de solu-
ciones eficientes, como ocurrió en el estudio an-
terior. Entonces, elegir puntos eficientes, como el
punto con el máximo valor en la MD a maximizar
o el mínimo valor en la MD a minimizar, arroja
mejores resultados.
Caso práctico
La aplicación de los métodos aquí presentados se
demuestra a continuación por medio de un caso
práctico en el terreno de la manufactura. Los da-
tos iniciales utilizados se obtuvieron de una simu-
lación de moldeo por inyección de plásticos13 lle-
vada a cabo con el programa MoldFlow. Para co-
lectar los datos se utilizó un diseño de experimen-
tos de tipo factorial con dos factores: a) tempera-
tura del molde, b) presión de inyección cada uno
a nueve niveles. Las medidas de desempeño (MDs)
escogidas para este estudio fueron: (1) la presión
máxima dentro del molde, (2) el tiempo de ciclo.
Se ha observado que estas MDs se entran en con-
flicto al tratar de minimizar ambas simultáneamen-
te. Es deseable minimizar ambas MDs: 1) para no
restar la capacidad de cierre del moldeo, 2) para
aumentar la producción. Para efectos del AED,
fue necesario transformar linealmente la máxima
presión dentro del molde para que correspondie-
ra a un caso de maximización. En el resto de este
trabajo, a esta MD transformada se le identifica
como Pmax*.
La parte considerada en este estudio fue la carátu-
la de un celular, la cual se muestra en la figura 5.
Fig. 4. Representación gráfica del cálculo de la combinación
convexa de los datos máximos en y, y mínimos en x.
Tabla I. Resultados comparativos. Se muestran los puntos efi-
cientes encontrados, el porcentaje que éstos representan del
total y la cantidad de ejecuciones del AED para cada metodo-
logía propuesta.
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A partir del diseño experimental inicial, se ajusta-
ron metamodelos a cada una de las MDs. La pre-
sión máxima dentro del molde se formó por me-
dio de una regresión lineal, y el tiempo de ciclo
por una red neuronal artificial con siete neuronas
en la capa oculta. Utilizando después estos
metamodelos se generaron 10,000 predicciones
para el caso práctico.
 En primera instancia, los 10,000 datos de las MDs
se analizaron exhaustivamente por medio de la he-
rramienta de AED en Excel. Con esto se encon-
tró la frontera real del conjunto, compuesta por
cinco puntos, para su comparación posterior. Los
puntos eficientes se pueden apreciar en la figura
6. Los valores de los puntos eficientes se especifi-
can en la tabla II.
Los datos fueron agrupados posteriormente por
el método de k-medias, como se detalló en la sec-
ción de experimentación y resultados. El agrupa-
miento para este caso se ilustra en la figura 7.Fig. 5. Imagen de la carátula de celular cuyo proceso de inyec-
ción se simuló por medio del MoldFlow.
Fig. 6. Cálculo exhaustivo de la frontera eficiente, compren-
dida por cinco puntos.
Tabla II. Valores de los puntos eficientes
Fig. 7. Agrupamiento original de los datos.
Los puntos representativos que demostraron ma-
yor eficacia en el estudio anterior, esto es la selec-
ción de máximos de y, y la selección de mínimos
de x, se utilizaron en este caso como sigue:
1)   Se seleccionaron los valores máximos en Pmax*
de cada grupo (se recuerda que estos corres-
ponden a los valores mínimos de Pmax).
2)  Se seleccionaron los valores mínimos de tiem-
po de ciclo (T. de ciclo) de cada grupo.
3)  Se analizaron los 200 puntos seleccionados, y
se obtuvieron así los grupos eficientes por cada
método.
4) Se tomaron como eficientes los grupos com-
prendidos en la unión de conjuntos eficientes
por cada punto representativo. Por ejemplo,
en la primera iteración, por máximos de y se
obtuvieron los grupos 1, 3, 61 y 96; y por mí-
nimos de x, los grupos 1, 3 y 61. Así que se
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tomaron como eficientes los grupos 1, 3, 61 y
96.
5)   Se dividieron los grupos en sus componentes.
6)  Si la cantidad de componentes era menor a
100 elementos, éstos eran analizados en la he-
rramienta de AED una vez más para hacer el
cálculo de la frontera real. En cualquier otro
caso, los elementos se agrupaban nuevamente
por el método de k-medias y se repetían los
pasos desde el principio.
Cada etapa del método realizado se reporta en la
tabla III y en la figura 8.
El total de ejecuciones que se hicieron del AED
con la herramienta de Excel se reporta en la tabla
IV.
Fig. 8. Muestra la evolución de los puntos evaluados en cada
tratamiento
Tabla III. Descripción de las diferentes etapas del proceso.
Tabla IV. Cantidad de ejecuciones necesarias en el método
implementado.
El resultado de este método fue la obtención de
la totalidad de los puntos eficientes (cinco pun-
tos), como muestra la figura 9.
Fig. 9. Los cinco puntos de la frontera eficientes calculada
por la metodología planteada.
Conclusiones y trabajo a futuro
En este trabajo se exploraron métodos que utili-
zan diferentes puntos representativos, a partir del
agrupamiento estadístico de datos, para aumen-
tar la fidelidad de la frontera eficiente en la resolu-
ción de problemas de optimización de múltiples
criterios con Análisis envolvente de datos.  El
objetivo principal del estudio se cumplió al mejo-
rar el porcentaje de puntos eficientes reales obte-
nidos en la primera parte de este trabajo. Se de-
mostró también la aplicación de los métodos es-
tudiados con un caso de estudio de moldeo por
inyección.
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Dados los resultados, se explorará una integración
computacional económica para la adopción de las
técnicas presentadas en la industria.
Resumen
En una primera parte de este trabajo, publicada
en CiENCiAUANL, se presentaron los resultados
preliminares al utilizar diferentes metodologías de
agrupamiento de datos para hacer más eficiente el
uso del Análisis envolvente de datos para solucio-
nar problemas de optimización de múltiples cri-
terios. Se demostró empíricamente que es facti-
ble reducir de forma significativa el tiempo de
análisis, si se aplican los métodos propuestos para
determinar una frontera eficiente; sin embargo
también se reportó un deterioro en la fidelidad
de la frontera encontrada. La razón para tal dete-
rioro es que al descartar datos agrupados, se des-
cartaron algunos puntos que sí pertenecían a la
frontera eficiente. En este trabajo se exploran la
elección mejorada de un punto representativo para
cada agrupamiento para aumentar la fidelidad de
la frontera encontrada y la adopción de criterios
de discriminación para reducir la dimensión del
problema multicriterio original.
Palabras clave: Optimización multicriterio, Aná-
lisis envolvente de datos, Técnicas de agrupamien-
to de datos.
Abstract
The first part of this work explored using differ-
ent Data Clustering Techniques to make the use
of Data Envelopment Analysis more efficient to
solve Multi-criteria Optimization problems. It was
empirically demonstrated that it is feasible to sig-
nificantly reduce the analysis time when applying
the proposed grouping schemes to determine the
efficient frontier. Nevertheless, it was also reported
that the improvement in the convergence speed
implied some deterioration in the fidelity of the
efficient frontier. The reason for such deteriora-
tion was that true efficient solutions were discarded
when their group was represented by a dominant
solution such as the median. In this work the se-
lection of a nondominant representative point for
each group is explored to increase the fidelity of
the efficient frontier found, and the adoption of
discrimination criteria is used to reduce the di-
mensions of the original multicriteria problem.
Keywords: Multiple criteria optimization, Data
envelopment analisis, Data clustering techniques.
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