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Abstract
We show in this article that some concepts from homotopy theory, in algebraic topology, are relevant for studying concurrent
programs. We exhibit a natural semantics of semaphore programs, based on partially ordered topological spaces, which are studied up
to “elastic deformation” or homotopy, giving information about important properties of the program, such as deadlocks, unreachables,
serializability, essential schedules, etc. In fact, it is not quite ordinary homotopy that has to be used, but rather a “directed homotopy”
that does not reverse the ﬂow of time. We show some of the essential differences between ordinary and directed homotopy through
examples. We also relate the topological view to a combinatorial view of concurrent programs closer to transition systems, through
the notion of a cubical set. Finally we apply some of these concepts to the proof of the safeness of a two-phase protocol, well-known
and used in concurrent database theory. We end up with a list of problems from both a mathematical and a computer-scientiﬁc point
of view.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
This article is intended to provide some new insights about concurrency theory using ideas from geometry, and more
speciﬁcally from algebraic topology. The aim of the paper is twofold: we justify applications of geometrical methods
in concurrency through some chosen examples and we give the mathematical foundations needed to understand the
geometric phenomenon that we identify. In particular we show that the usual notion of homotopy has to be reﬁned to
take into account a partial ordering describing the time ﬂow. This gives rise to new interesting mathematical problems
and it provides common grounds to computer-scientiﬁc problems that have not been precisely related otherwise in
the past.
The organization of the paper is as follows.
We ﬁrst explain the interest of using geometric ideas for semantical reasons, in Section 2, pointing to some examples
that will be given throughout the paper, and in Section 10.
In Section 3, we give the ﬁrst few deﬁnitions needed for modelling the topological spaces already arising in Section 2.
Basically, we need to deﬁne a topological space containing all traces of executions of the concurrent systems we want to
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characterize plus the information about how time ﬂows. This is the main difference from standard topological reasoning
in which there is no information about relation “in time” among points.
The central notion here is that of a local po-space, which is a topological space with a local partial order of time
on it. Some examples are given. In Section 6, it will be pointed out that cubical sets (or higher-dimensional automata,
[34,65]) give rise to such spaces in a natural way, hence most “combinatorial” concurrency models are instances of
these local po-spaces. It is worth noting that some models in general relativity [64] consider timed spaces, and the
authors were inspired by these physical concepts when developing the theory.
Section 4 gives the ﬁrst deﬁnitions of the new homotopy theory we need in order to deﬁne equivalence of paths in
accordance with the intuitive explanations from Section 2. A central notion here is that of homotopy history components,
which contains the relevant information for computer-scientiﬁc applications, as well as for classiﬁcation of local po-
spaces modulo “directed” homotopy. We give examples that show that this directed homotopy is ﬁner than usual
homotopy in the sense that it can distinguish homotopy equivalent (in the standard sense) topological spaces.
We study in Section 5 a particular subcategory of local po-spaces: those which are locally Euclidean, i.e. the local
partial order is inherited from Rn (for some n). A central statement is that we can take “still pictures” of the dynamics on
such spaces, i.e. look at cuts which contain points not related through time, and this can give obstructions to deformation
in the directed sense.
We carry on in Section 6 by investigating cubical sets (or higher-dimensional automata, HDA) and show that they
are in some sense a combinatorial counterpart of these local po-spaces (at least, of a large subcategory). We refer the
reader to [34] or to the more recent [21] for actual semantics of some concurrent systems using these cubical sets. A
“combinatorial” deformation theory in cubical sets is developed and related to the directed homotopy in the continuous
case, using in particular the notion of subdivision, in Section 6.8.
A major application, serializability in concurrent databases, is fully treated in Section 7. It is an application of the
preceding theory and a reﬁnement and extension of the result in [48]. There are also similar problems in scheduling
microinstructions in chips, as will be brieﬂy explained in Section 10.
Some mathematical directions are given in Section 8, and related computer-scientiﬁc perspectives are listed in
Section 9. Finally we refer the reader to related work where algebraic topology is at the centre of computer-scientiﬁc
modelling and proofs, and to application areas which should be examined in detail in future work, in Section 10.
Part of this was presented by two of the co-authors at the 14th conference on the Mathematical Foundations of
Programming Semantics (London, May 1998). It has taken a long time to assemble this full version of our work, and
the development has gone on since then. This is why we have to give some forward references, some of them based on
earlier versions of this paper, both as footnotes and in the concluding sections 8–10.
2. Motivation and examples of applications
Without the ambition to be complete, we can trace back the use of geometrical models and properties to the beginning
of theoretical computer science, in the use of graph theory, or of partial orders to describe the semantics of systems.
For instance, sequential machines can be studied by examining their operational behaviours—that is by looking at
their state transition graphs. One of the fundamental properties that we might want to study is conﬂuence of the
performed computation. This is obviously a property of a highly geometric nature: we must be able to complete all
non-deterministic applications of conﬂicting reductions by some other reductions that all converge to the same result;
i.e. we must have diamond shapes in the state transition graphs describing the sequences of operations of our sequential
machines. For concurrent machines, the geometric properties of computation include those of sequential machines
but they are even more intricate. Purely (interference free) asynchronous executions of two processes are conﬂuent
and therefore recognizable geometrically as diamonds (or squares). For example, the operational semantics of the
interference free parallel composition of two actions a and b is as in the ﬁgure below:
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Fig. 1. New traces.
Let us take a closer look at the geometry of transition systems used in concurrency. We only have to think of a
concurrent execution of two actions a and b on two processors P1 and P2 as a curve in R2 whose points have as abscissa
(respectively, ordinate) the local time of P1 taken to execute a (respectively, the local time of P2 taken to execute b).
This gives new traces, other than just the interleavings, as in Fig. 1, which are all increasing paths in the two coordinates
(because we cannot invert the time ﬂow) included in the square delineated by the interleavings of a and b.
Here we are confronted with two presentations of essentially the same phenomenon. The ﬁrst one is the geometry
of continuous paths (like in the study of mechanics). The second is a discretization of it, which in general comes ﬁrst
in the semantics applications (but not in others; see Section 9). Basically, abstract all paths inside an n-dimensional
cube by the interior of the cube itself, then describe the geometry of executions as the amalgamation (or pasting) of
all the different k-dimensional cubes entering into play (for describing, in a similar way as above, k actions executing
asynchronously), as shown in Fig. 10. This is precisely what is called a cubical set in combinatorial algebraic topology
(see Section 6) or a HDA [65] in computer science. But here, we are considering cubical sets with an orientation given
by the time ﬂow (by orienting the segments constituting it), whereas in ordinary algebraic topology, shapes have no
preferred order. So the continuous counterpart of such a discretization is more than a topological space, it contains
also (partial) order relations. This is developed in Section 3 under the name of po-spaces (and lpo-spaces) whose
formalization and understanding is the main objective of this article.
The reader might wonder why we go from a typically discrete world (transition systems for instance) to a continuous
world (topological subspaces of Rn for instance), especially when trying to tackle the state-space explosion problem!
In some situations, going back and forth between discrete and continuous helps a lot: continuous situations are much
easier to “deform and retract elastically” whereas it is combinatorially very demanding and less intuitive to do the
same in a discrete world. On the converse, discrete situations make some arguments simpler, that otherwise have to be
abstracted by hard topological properties. Even when the continuous image is questionable, since there is no immediate
interpretation of inﬁnitesimals for instance, it can help a lot, as in the case of quantum mechanics. Moreover, continuous
models have a better chance of giving models to real-time (and hybrid) parallel systems, for this see for instance [36]
(slightly outdated) or better, [17].
Last but not least, this way of looking at concurrent processes relies on well-established theories, which we have to
transform, but still, quite a lot of the technical difﬁculties are handled by constructions in these theories (homotopy and
homology theory). Certainly, the geometric intuition helped a lot in understanding essential phenomena of concurrency
theory: for instance, there are new examples/counter-examples (Examples 4.4 (4) or 5.11) that could not have been
obtained without these geometric ideas.
3. Partially ordered spaces and local po-spaces
The geometric model which is already implicitly used in the pictures in Section 2 is a topological space with a (time)
direction. For codes without loops, the right model is a po-space, a topological space with a partial order Deﬁnition 3.1.
When there are loops involved, we cannot get a global partial order: the notion of clockwise order on the circle is not
a partial order—all points are both before and after all other points. Hence we need a locally partially ordered space
or an lpo-space, cf. Deﬁnition 3.4.
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Fig. 2. The Swiss ﬂag example—two processes sharing two resources.
In this geometric model, we can now give geometric characterizations of an execution, a deadlock, an unreachable
point etc. As a class of examples throughout this text, we use a toy language manipulating semaphores. Using Dijkstra’s
notation [15]. Processes are sequences of locking operations Pa on semaphores a and unlocking operations Va. For the
time being we consider only binary semaphores, ensuring mutual exclusion of accesses, but in further examples, we
will also model and use counting semaphores, or k-semaphores (k > 1) which can be accessed concurrently by up to
k processes.
In the example where two processes share two resources a and b:
T 1 = Pa.Pb.V b.V a,
T 2 = Pb.Pa.V a.V b
the geometric model is the “Swiss ﬂag”, Fig. 2. This is a subset of R2 with partial order (x1, y1)(x2, y2) if x1y1 and
x2y2. As a matter of fact, the (interior of the) horizontal dashed rectangle comprises global states that are such that T1
and T2 would hold a lock on a: this is impossible by the very deﬁnition of a binary semaphore. Similarly, the (interior
of the) vertical rectangle is a path from the initial point consists of states violating the mutual exclusion property on
b. Therefore both dashed rectangles are forbidden regions, i.e. are not part of the space of (legal) states. This provides
us with a particular po-space, as deﬁned below. The idea is that a po-space is a topological space in which points are
ordered globally through time.
Deﬁnition 3.1. (1) A partial order  on a set U is a reﬂexive, transitive and antisymmetric relation. We write x < y
for (xy and x = y).
(2) A partial order  on a topological space X is called closed if  is a closed subset of X × X in the product
topology. In that case, (X, ) is called a pospace.
Example 3.2. The partial order on R2 used in the Swiss ﬂag example above generalizes to Rn:
(x1, . . . , xn)(y1, . . . , yn) if xiyi for all i = 1, . . . , n.
Remark 3.3. Let (X, ) denote a pospace.
(1) For every x ∈ X, the sets ↓ x = {y ∈ X|yx} and ↑ x = {y ∈ X|yx} are closed.
(2) For every pair of points y1, y2 ∈ X, the set [y1, y2] = {x ∈ X|y1xy2} =↓ y2∩ ↑ y1 is closed.
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Fig. 3. Folding of a po-space to give semantics to a loop.
(3) A partially ordered topological space is a pospace if and only if whenever a / b, there exist open sets U and V with
a ∈ U and b ∈ V such that for all x ∈ U and y ∈ V x / y. Hence a pospace is Hausdorff (see [31,63]).
When there are loops involved, having a partial order is too strong an assumption. This fact will lead us to local
po-spaces (Deﬁnition 3.4). For instance, consider the following two processes in parallel:
A=Pa.(Pb.Vb.Pc.Vc)*.Va
B=Pc.Pb.Vc.Pa.Va.Vb
PROG=A|B
A can loop any number of times after Pa. As a topological space of states, this consists in folding the po-space on
the left of Fig. 3 so that the start time of the left parenthesis is identiﬁed with the ﬁnal time of execution of the right
parenthesis, giving the topological space on the right of the same ﬁgure. Notice that this topological space cannot
possibly be globally ordered, but is of course locally ordered as in the following deﬁnition (expressing the ﬂow of time,
locally).
Deﬁnition 3.4. Let X be a topological space.
• A collection U(X) of pairs (U, U) with partially ordered open subsets U covering X is a local partial order on X
if for every x ∈ X there is a non-empty open neighbourhood W(x) ⊂ X with a partial order W(x) such that the
restrictions of U and W(x) to U ∩ W(x) coincide for all U ∈ U(X) with x ∈ U , i.e.,
yUz ⇐⇒ yW(x)z for all U ∈ U(X) such that x ∈ Uand for all y, z ∈ W(x) ∩ U. (1)
• Two local partial orders on X are equivalent if their union is a local partial order.
• A topological space X together with an equivalence class of local partial orders is called a locally partially ordered
space and a neighbourhood W(x) as above is called a partial order neighbourhood. If, moreover, X is Hausdorff and
there is a covering U such that for all (U, U) ∈ U the order U on U is a closed relation ((U, U) is a pospace),
then X together with an equivalence class of coverings by po-spaces is a local po-space, or lpo-space.
When X is a local po-space, a neighbourhood W(x) as in Deﬁnition 3.4, s.t. the partial order on W(x) is closed, is
called a po-neighbourhood of x.
What we gain here is the ability to consider loops and points which you can come across in a trace of execution
(inﬁnitely) many times.
Remark 3.5. (1) The partial orders U need not coincide on their intersection, but on a sufﬁciently small neighbour-
hood, W(x) of each point, all U where x ∈ U agree.
(2) This is a sort of germ or sheaf type deﬁnition of a local partial order and in particular of the monotone functions
(below).
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(3) The transitive hull of the partial orders given on subsets does not in general give rise to an interesting relation
on X. If X is circle (3.6) with local partial order given by a chosen direction, then the hull of the relation is the trivial
relation xy for any pair x and y. The same is true for the torus.
(4) By an abuse of notation, we will henceforth denote a locally partially ordered space (X,U) without the U .
(5) The equivalence of local partial orders is an equivalence relation. To prove transitivity, suppose U and V are
equivalent and that V and T are equivalent and let x ∈ X. Now let (W1(x), W1) be a neighbourhood of x such that
whenever x, y, z ∈ W1(x) ∩ R, where R ∈ U⋃V , yRz ⇔ yW1z and let W2(x) have the analogous properties
for V⋃ T . Suppose moreover wlog, that there are U ∈ U , V ∈ V and T ∈ T such that W1(x) ∈ U ∩ V and
W2(x) ∈ V ∩ T . Then the partial orders W1 and W2 agree on W1(x) ∩ W2(x), since for y, z ∈ W1(x) ∩ W2(x),
yW1z ⇔ yV z ⇔ yW2z. The neighbourhood W1(x)∩W2(x) with this partial order satisﬁes the deﬁnition above
for U ∪ V ∪ T .
(6) There are various constructions of local po-spaces from other local po-spaces—glueing is used in the construction
in Section 6. Another example is the product: given two local po-spaces, the product inherits a local po-structure from
the product of the coverings—we leave the details to the reader.
(7) In an earlier version of this paper, we deﬁned local partial orders in a slightly different way. A covering
U as above was called a local partial order, if any x has a neighbourhood W(x) (with no ordering required) such
that whenever U,V ∈ U and y, z ∈ W(x) ∩ U ∩ V , yUz ⇔ yV z.
Since one may assume that W(x) ⊂ U for some U ∈ U , and hence the restriction of U gives W(x) which agrees
with the order on all V ∩ W(x). Hence the fact that we require an ordering on W(x) in the new deﬁnition does not
make any difference. The difference is, that in the new deﬁnition, we only ask that elements from the cover which
are neighbourhoods of x have partial orders which agree on W(x). In the old deﬁnition, we required W(x) to be a
po-neighbourhood of all its points, not just x.
The cover U1 = {ei ∈ S1|0 <  < 2} and U2 = {ei ∈ S1| <  < 3} ordered by increasing  gives a local
partial order on the circle S1 = {ei ∈ C} with the new deﬁnition, but not with the old one. There is no neighbourhood
around x = (1, 0) where the two orders U1 and U2 agree. But since only U1 is a neighbourhood of (1, 0); for the
new deﬁnition, we could let W((1, 0)) = U1.
In Example 3.6, we give another covering of the circle, which is a local partial order with both deﬁnitions.
Given a covering satisfying the new deﬁnition, one could ask whether there is an equivalent covering, which satisﬁes
the old deﬁnition, (“shrinking” the elements in the cover, as in the circle example) but we did not go into this. For the
local partial order which we introduce for cubical sets in Section 6 the answer is yes. After a subdivision, the local
partial order given by the cover of (new and smaller) stars of vertices does in fact satisfy the old deﬁnition.
Example 3.6. (1) The circle S1 = {ei ∈ C} has a local partial order: U1 = {ei ∈ S1|/4 <  < 7/4} has a (partial)
order given by the order of the  and U2 = {ei ∈ S1|5/4 <  < 11/4} is (partially) ordered by the order on the ’s.
(2) The torus T 2 is C modulo a lattice z ≡ z+ ip+q ∀(p, q) ∈ Z×Z and hence it inherits a local partial order from
the standard partial order on CR2. This is equivalent to choosing a local partial order on each of the two generators
of the torus.
(3) Let X be a disjoint union of four copies of the unit square I 2. We get inequivalent global partial orders on X by
considering
X = [0, 1] × [0, 1]
⋃
[0, 1] × [4, 5]
⋃
[4, 5] × [0, 1]
⋃
[4, 5] × [4, 5]
or
X = [0, 1] × [0, 1]
⋃
[0, 1] × [4, 5]
⋃
[4, 5] × [0, 1]
⋃
[2, 3] × [2, 3]
both with the partial order induced from R2. Considered as local partial orders, these are equivalent. A common
reﬁnement is deﬁned by letting all four copies of I 2 have the partial order induced from R2 and no further
relations.
The geometric counterpart of an execution is a path from (0, 0) which is increasing in both coordinates. An execution
of the whole program is an increasing path from (0, 0) to the ﬁnal point in the upper right hand corner. Just looking
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at the picture if Fig. 2, it is clear that:
• The point at (2/5, 2/5) (which corresponds to (Pb, Pa)) is a deadlock—there are no executions from there. Everything
stops.
• Once an execution path has entered the area marked “unsafe”, there is no way of continuing to the ﬁnal point.
• The points marked “unreachable” will never be reached by an execution path initiating in (0, 0)
We give a formal deﬁnition of these concepts here.
Deﬁnition 3.7. (1) Let (X,U) and (Y,V) be locally partially ordered spaces. A continuous map f : X → Y is called
a dimap (directed map) if for any x ∈ X there are partial order neighbourhoods W(x) and W(f (x)) such that
x1W(x)x2 ⇒ f (x1)W(f (x))f (x2)
whenever x1, x2 ∈ f−1(W(f (x))) ∩ W(x).
(2) A dipath in X is a dimap f : I → X from the unit interval I with the natural (global) order  .
The notion of dipath corresponds to the intuitive idea of traces of executions as explained in Figs. 1 and 2 for instance.
Of course, there is a major algebraic structure on the set of dipaths, which is concatenation:
Remark 3.8. (1) Let f1, f2 : I → X denote two dipaths with f1(1) = f2(0). Their concatenation f1 ∗ f2 given by
(f1 ∗ f2)(t) =
{
f1(t), t0.5;
f2(2t − 1), t0.5.
is again a dipath.
(2) One might look at dimaps from arbitrary intervals and allow equivalence classes with respect to strictly increasing
homeomorphisms between intervals.
Deﬁnition 3.9 (Compare Penrose [64]). Let X be a locally partially ordered space. We deﬁne a new relation ≺ on X
by x ≺ y if there is a dipath from x to y in X.
Lemma 3.10. If X has a global partial order,  the relation ≺ is a new partial order.
Proof. The relation ≺ is coarser than the relation  , i.e., x ≺ y ⇒ xy. Hence, ≺ is antisymmetric. Concatenation
of dipaths shows the transitivity of ≺. 
This is a geometric “reachability” relation which underlies most proofs in semantics.
Remark 3.11. If X is locally partially ordered, the relation ≺ is still transitive, but it is not necessarily antisymmetric
as one can see from Example 3.6 with the oriented circle. Moreover, the relation ≺ may be closed while  is not and
vice versa. See [18] for examples of this.
Deﬁnition 3.12. Let y ∈ X, S ⊂ X.
(1) The set J+(y) := {x ∈ X|y ≺ x} is called the future of y; likewise, one deﬁnes the past J−(y). The set
J (y) := J−(y) ∪ J+(y) is called the history.
(2) J+(S) := ⋃x∈S J+(x), J−(S) := ⋃x∈S J−(x), J (S) := J−(S) ∪ J+(S) are called the future, past, history
of S.
(3) x is called an initial point if J−(x) = {x}; x is called a ﬁnal point if J+(x) = {x}.
Remark 3.13. Initial points, resp. ﬁnal points are local maxima, resp. minima with respect to the partial order ≺. An
initial point is unreachable from any other initial point. A ﬁnal point is unreachable from any other ﬁnal point. Hence
a deadlock is a ﬁnal point, which is not among the ﬁnal points representing successful outcomes of the computations.
248 L. Fajstrup et al. / Theoretical Computer Science 357 (2006) 241–278
4. Dihomotopy and diconnected components
The objective of this section is twofold: ﬁrst of all, we want to formalize the concept of deformation of a path used in
the Introduction. Technically, we speak of dihomotopies between dipaths in a given lpo-space. Secondly, we describe
how the dihomotopy concept can be used to split a po-space into “di-connected components” such that points (states)
in the same component have the same properties with respect to dipaths (executions) visiting them.
Throughout this section, (X, ) is supposed to be a locally partially ordered topological space (lpo-space).
4.1. Dihomotopy
It is important that the dipaths to be considered cannot be shrinked under a deformation. This is taken care of in
Deﬁnition 4.1. (1) A dipath  : I → X is called inextendible, if there is no dipath  : J → X such that ( I ) ⊂ ( J )
and ( I ) = ( J ).
(2) The set of all inextendible dipaths in X is denoted as P1(X).
In particular, an inextendible dipath  starts at an initial point and ends at a ﬁnal point of the lpo-space.
Let I denote the ordered unit interval, and let I denote another unit interval (with equality as partial order, i.e., without
using order properties).
Deﬁnition 4.2. (1) A continuous map H : I × I → X is called a dihomotopy if every partial map Ht = H(−, t) :I → X, t ∈ I , is an inextendible dipath.
(2) Two inextendible dipaths ,  : I → X are called dihomotopic if there is a dihomotopy H : I × I → X with
H0 =  and H1 = . We write:  _ .
(3) The set of dihomotopy classes of inextendible dipaths in X is denoted as 1(X).
Remark 4.3. (1) A homotopy of paths is just a 1-parameter deformation. What is new in the deﬁnition above, is that
we insist that all intermediate paths Ht preserve the orientation.
(2) The local partial order need not be preserved wrt to the variables in I.
(3) Dihomotopy is obviously an equivalence relation.
(4) Without the restriction to inextendable dipaths, every dipath  : I would be dihomotopic to a constant dipath via
the dihomotopy
H(s, t) = ((1 − t)s), s ∈ I , t ∈ I.
Then all dipaths in the same connected component of X would be dihomotopic to each other.
(5) Assume that both the set of initial points and the set of ﬁnal points in X are discrete. Then, if H0 starts in the
initial point x, then (by inextendibility and continuity), all Ht have to start in the same point x. Similarly, they have to
end in the same ﬁnal point. Hence, in this case, 1(X) splits into subsets corresponding to every particular pair of an
initial and a ﬁnal point.
Why is dihomotopy a relevant concept? It can be argued in fact that schedules (or dipaths) which can be deformed into
each other by a continuous family of executions are in fact equivalent (yield same results) for all possible actual values
that the semaphore (in fact, the variable they protect) can take. Since, in our geometric model, schedules correspond to
dipaths, dihomotopic dipaths correspond to equivalent executions.
To see why this holds, consider for instance Fig. 2. Any dipath below the central hole (with shape of a cross), see the
second picture of Fig. 4, is such that T1 gets hold of locks a and b before T2 does. If we suppose that all assignments
on a and b are protected by the corresponding P operations, it is clear that only the order of accesses to the shared
variables on an execution path counts for determining what is actually computed on this path, as shown in the second
picture of Fig. 4. In fact in this system, there are only two essential behaviours (that do not go into a deadlock see ﬁrst
picture of Fig. 4): one is the type of dipaths just discussed, the other one is the class of dipath going above the central
hole (see third picture of Fig. 4). In terms of schedule of executions, the latter corresponds to executions in which T2
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Fig. 4. Essential schedules for the Swiss ﬂag.
is the ﬁrst to read and write (after having got the corresponding locks) on a and b, before T1 does. These are of course
the only two dipaths from (0, 0) to (1, 1) modulo “continuous deformations”.
There is another rather combinatorial point of view on dipaths and dihomotopies, in which local dihomotopies are
modelled by rectangles (with the semantical meaning: ﬁrst a then b is equivalent to ﬁrst b then a, this is very much
similar to Mazurkiewicz trace theory [61], and this provides another reason for dihomotopy to provide us with the “right”
equivalence relation on dipaths). In a more abstract setting, see also our Section 7, this version of dihomotopy has been
investigated by Grandis [46,45]. For nice enough lpo-spaces (like the cubical sets from Section 6, both dihomotopy
concepts are shown to be equivalent by Fajstrup [19]).
Previously, it had been conjectured [65] in a similar context, that homotopy (instead of our dihomotopy) was the
proper notion to discriminate essentially different schedules. Our Example 4.4 (4) and its interpretation in Section 4.3
shows that homotopy without directions is not sufﬁcient.
Example 4.4. The following examples show several crucial effects of the directedness (monotonicity) requirements
in the deﬁnitions:
(1) Fig. 5 represents a path from an initial to a ﬁnal point that cannot be homotoped to a dipath (with ﬁxed end-points).
(2) Fig. 6 shows two po-spaces (a square with two holes in different positions) that are homeomorphic (even ﬁxing the
end points) but that show different behaviour with respect to dihomotopy. For the po-space on the left, there are
three classes of dihomotopy classes of dipaths from the bottom to the top; for the one on the right, there are four
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Fig. 5. A path that is not homotopic to a dipath.
P
P′
P
P′
Fig. 6. The two possible relative conﬁgurations of holes.
dihomotopy classes. In particular, the two spaces cannot be dihomeomorphic to each other (relative to end points),
i.e., there is no invertible dimap from one to the other. Here is a practical interpretation for this distinction: for the
program on the left side, there is no schedule allowing the vertical process to arrive ﬁrst at the left obstruction as
well as the horizontal process to arrive ﬁrst at the right obstruction (Fig. 6).
(3) For the complement of the Swiss ﬂag in Fig. 2, there are four classes of dihomotopy classes: two from the bottom
to the top, one from the bottom to the deadlock point, and one from the lower corner of the unreachable region to
the top point.
(4) Fig. 7 shows a “room with three barriers” and two dipaths from the unique initial to the unique ﬁnal point. The
po-space in question is a solid cube with three blocks removed. The two vertical rectangular blocks stretch from
the bottom surface to the top surface. Without the third middle block removed, this corresponds to a product of the
rightmost space from Fig. 2 with an interval I—which would again give rise to four dihomotopy classes. But now
we remove additionally a third middle box, that does not touch any boundary surface, but such that its extremities
overlap with those of the two other blocks when projected to the front face.
Consider the two dipaths in Fig. 7: both of them pass the ﬁrst block on the right and the last block on the left. But
the ﬁrst dipath passes under and the second over the middle block. When regarded as paths from the initial point to
the ﬁnal point, i.e., forgetting about orientations, these two paths are homotopic, even ﬁxing the end points. One
may connect the two dipaths by a homotopy (1-parameter family) of paths which pass by either to the left or to
the right of the middle block. But no such homotopy can be directed. It has to contain an intermediate path which
changes direction—which is prohibited for a dipath. This is not just a geometric artefact. A concurrent program
with that geometric model with different results for the schedules modelled by the two dipaths will be given in
Section 4.3.
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Fig. 7. Room with three barriers and two non-dihomotopic dipaths.
4.2. Diconnected components
Which points (states) can be visited by a dipath dihomotopic to a given one? To answer this question, we need to
introduce a few concepts:
Deﬁnition 4.5. (1) The homotopy history of an inextendible dipath  : I → X is deﬁned as
h := {y ∈ X|∃ a dipath  through y and  _ }.
(2) Two points x, y ∈ X are homotopy history equivalent if
x ∈ h ⇔ y ∈ h for all  ∈ P1(X).
(3) The diconnected components of X consists of the path connected components (in the classical sense) of the
homotopy history equivalence classes of X.
Remark 4.6. (1) Inextendible paths in the same dihomotopy class have the same homotopy history.
(2) Two points x, y ∈ X are history equivalent if and only if every dipath through x is dihomotopic to one through y
and vice versa.
(3) Two points x, y ∈ X may be history equivalent, but there is no path inbetween them passing only through points
history equivalent to them. Then, they do not belong to the same diconnected component, cf. Example 4.7.
(4) If there are ﬁnitely many dihomotopy classes of dipaths in X, the Boolean algebra generated by the homotopy
histories is atomic and a homotopy history equivalence class C is an atom, i.e., it contains the points that are contained
in the homotopy histories of certain dihomotopy classes but not in others, i.e., there is a subset K ⊂ 1(X) such that
C = ⋃
∈K
h\ ⋃
/∈K
h.
(5) In subsequent work [20], the concept of a diconnected component has been reﬁned. Using the fundamental
category of a po-space, we deﬁne and analyse its component category.
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Fig. 8. “Two partially ordered holes”.
Point 4 of the remark above is of primary importance for program analysis. Each homotopy history h corresponds
to some property of accesses of shared resources in the PV model. The decomposition of the state space X shows that
there are elementary regions which are separated by the properties that executions visiting them can have in the future
(and in the past). We give examples below:
Example 4.7. (1) The complement of the “Swiss ﬂag” in I 2 (see Fig. 2) has 10 homotopy history components. All of
them are pathwise connected. This gives the semantics of the program having process T1 = Pa.Pb.V b.V a in parallel
with T2 = Pb.Pa.V a.V b (where a and b are 1-semaphores). In region 1, we still have all possible futures (all possible
access histories to a and b). From region 2, we can proceed to 4 or to 6, meaning that we are either going to deadlock
(this is the unsafe region of the ﬁrst picture of Fig. 4) in the future or that T2 will get a and b before T1. Region 6 can
only be reached from 2 and continue to 9: T2 has got a and b before T1. Region 9 can be reached from the unreachable
region 7 (that we already identiﬁed as the fourth picture of Fig. 4) or from 6. In region 10, we might have come from
any history in the past.
(2) The complement of “two partially ordered holes” in I 2 (see Fig. 8) has seven homotopy history components.
Region 1 contains both the initial point 0, the ﬁnal point 1, and an area in the middle. This homotopy history class
decomposes into three diconnected components, all the others are pathwise connected. This pictures gives the semantics
of the term Pa.V a.Pb.V b|Pa.V a.Pb.V b.
(3) The “room with three barriers” in I 3 from Example 4.4 (4) has nine homotopy history components. This can be
seen by comparing with Fig. 8 by a projection. In fact, the region over the middle component (labelled 1) splits into
three history components according to which of the two “critical” dihomotopy classes can visit (the ﬁrst, the second
or both).
4.3. A weak synchronization example
The rest of this section is devoted to an example elaborating on Example 4.4 (4)—the “room with three barriers”
and shows that the two homotopic but not dihomotopic dipaths may correspond to essentially different executions in a
concrete situation:
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For this and further examples, we have to enhance our toy programming languages slightly so that,
• shared objects can be “weakly synchronizing”, i.e., they can be shared by k processes but not k+1 at the same time,
for any k1. Examples of such objects can be redundant functional units (for instance, in microprocessors, or in
workshop modelizations), or communication buffers of ﬁxed size (in the case of asynchronous message passing), or
shared FIFO queues (in shared-memory systems). We choose to think of these objects s in the convenient form of
“k-places buffers”, on which we can do actions push(x,s) where x is any integer value and read(y,s) where
y is any local (to the process executing the instruction) integer array variable.
• read(y,s) gives an atomic snapshot of the shared buffer s in the local memory, in the local array y. Then any
array operation like access at the ith element, “s[i]”, can be performed locally by doing y[i].
• push(x,s) corresponds to asking to take one of the free places of the buffer s (in FIFO order here) to put value
x: if the buffer is full then it pushes the values so that the ﬁrst value entered is discarded. If two or more push
instructions are executed right at the same time the semantics is not deﬁned (anything can happen, in practice at the
hardware level if no locks are used, this corresponds to some kind of short-circuit). In order to protect the integrity
of the messages, we are using instructions Ps and Vs to acquire (respectively, relinquish) one of the locks on the
buffer. One place buffers are just the same as ordinary integer variables.
To explain the different meanings of the two dipaths in Example 4.4 (4) in computer-scientiﬁc terms, consider the
following three programs:.
• T1 = Pa.push(1, a).V a.Pb.read(u, b).read(v, a).push(u[1] + v, b).V b. Pc.read(u, b).
push(u[1] + u[2], c).V c,
• T2 = Pb.read(v, a).push(v + 1, b).V b,
• T3 = Pa.push(3, a).P b.read(v, a).push(0, b).V a.P c.read(u, b).push(u[1] ∗ v, b). push(u[1]+u[2], c).
V b.V c.
Basically,
• T1: sets value 1 to a (remember, this is just a shared variable), then pushes the current value of b[1] by the current
value of a on the 2-cell buffer b, and ﬁnally sets c (a shared variable) to the sum of the elements in b.
• T2: just pushes the value of a plus one in b.
• T3: ﬁrst sets a to be equal to 3, then pushes 0 on b, then the value of a times the value of the ﬁrst cell of b, then puts
the sum of the entries of b in c.
Notice that the functions that are computed by each of the three processes are sensitive to the order in which values are
written in b, hence, as we will see, are able to distinguish the two schedules pictured in Fig. 7. The ﬁrst dipath (the one
below the central hole in Fig. 7) corresponds to the following schedule (where T3 gets a before T1 and T2 gets into b
after (T1, T3)),
T1 T2 T3 V alues
. . Pa
. . Pb a = 3
. . V a b = (30, 0)
Pa . .
V a . . a = 1
Pb . .
V b . . b = (11,0)
P c . .
V c . . c = 1
. . Pc
. . V b b = (33, 1)
. . V c c = 4
. Pb .
. V b . b = (12, 3)
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where “boxed” values (for b) are the places of this buffer which are holding a lock. The second dipath corresponds to
(where T3 gets a before T1 and T1 gets into b after (T2, T3)),
T1 T2 T3 V alues
. . Pa
. . Pb a = 3
. . V a b = (30, 0)
Pa . .
V a . . a = 1
. Pb .
. V b . b = (22,30)
Pb . .
V b . . b = (13,22)
P c . .
V c . . c = 5
. . Pc
. . V b b = (39, 3)
. . V c c = 12
Let us assume the purpose of this program was to give a value for c then we see that these two homotopic (in the
classical sense) but not dihomotopic dipaths give different results.
5. Parametrized and Euclidean partial orders
In this section, we look at a particular subcategory of lpo-spaces, where locally, the time ordering is the component-
wise ordering in Rn. These spaces are a special case of parametrized spaces in which it is possible to “cut transversally
to time”. This technique allows sometimes, but not always, to ﬁnd out that two dipaths are not dihomotopic: this is the
case, when those pass through distinct connected components of the cuts.
5.1. Deﬁnitions
Deﬁnition 5.1. Let U be a set with a partial order  . A subset V ⊂ U is called achronal if for all x, y ∈ V : xy ⇒
x = y; compare [64].
Example 5.2. In the po-space (R2, ) with the natural partial order, the anti-diagonal ¯ = {(t,−t)| t ∈ R}
is achronal.
Achronal cuts are much like instantaneous snapshots that are at the base of some recent geometric proofs of non-
existence of some fault-tolerant protocols for distributed systems (see for instance [50]). The idea is that, under some
circumstances (for instance, studying a distributed system with a global clock), one can observe a system at some given
“still moments”, and that one can ﬁnd interesting classical algebraic topological invariants that help understand the
possible states that a system can reach. We refer to this work more in detail in Section 10.
Deﬁnition 5.3. Let (X, ) denote a po-space.
(1) We call (X, ) parametrized if there is a (parameter) dimap F : X → R such that every cut Xt := F−1(t)
is achronal for every t ∈ R.
(2) We call (X, ) Euclidean if there are ﬁnitely many dimaps fi : X → R such that
∀x, y ∈ X : xy ⇔ ∀i : fi(x)fi(y); ∀i : fi(x) = fi(y) ⇔ x = y.
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(3) A local partial order on a topological space X is called parametrized, resp. Euclidean if it (or a reﬁnement of it)
consists of parametrized, resp. Euclidean partial orders.
Remark 5.4. For a Euclidean partial order, the relation  is given by comparison (via the map f = (f1, . . . , fn) :
X → Rn) with the natural partial order on Euclidean space Rn from Example 3.2.
Lemma 5.5. (1) A parametrized po-space gives rise to a new partial order  ′ deﬁned by: x ′y ⇔ x = y or
F(x) < F(y) ∈ R.
It satisﬁes: xy ⇒ x ′y.
(2) A Euclidean partial order is parametrized.
Proof. (1) Obvious.
(2) Let X and fi : X → R be given as in Deﬁnition 5.3.2. The function F =∑ fi : X → R is a dimap. For every
t ∈ R, the preimage Xt := F−1(t) ⊂ X is achronal. 
5.2. Well-parametrized dipaths and dihomotopies
For the rest of this section, let (X,  , F ) denote a parametrized po-space foliating X into the cuts Xt, t ∈ R. We
arrive at a better understanding when the parameter map F is used to reparametrize dipaths and dihomotopies to yield
new parametrizations matching with that foliation:
Deﬁnition 5.6. Let J denote a closed real interval.
(1) A dipath  : J → X is called well-parametrized if F((t)) = t for every t ∈ J .
(2) A dihomotopy H : J ×I → X is called well-parametrized if F(Ht(0)) is constant and if every dipath Ht : J → X,
t ∈ I is well-parametrized.
(3) A dipath  : J → X is called a reparametrization of another dipath  if there is a monotonic map h : I → J such
that  =  ◦ h.
Remark, that also F(Ht(r)) is constant along a well-parametrized dihomotopy H.
Almost as in any course on elementary differential geometry, we get:
Proposition 5.7. (1) To any dipath  : I → X, there is a unique well-parametrized reparametrization  : J → X.
(2)To any dihomotopyH : I×I → X fromone cut to another (i.e.,F(Ht(1)) andF(Ht(0)) are both constants), there
is a unique reparametrization H¯ : J ×I → X, i.e., such that every dipath H¯t is a well-parametrized reparametrization
of Ht for every t ∈ I .
Proof. The following proofs are relatively complicated, since we do not assume, that the dipaths involved are
strictly monotonic. For strictly monotonic maps, one arrives at more elementary proofs via the dihomeomorphism
h := F ◦ .
(1) The map h given by h(s) := (F ◦ )(s) is monotonic and continuous; its image is the interval J = [F((0)),
F ((1))]. For s ∈ J , choose 0 ts ∈ I such that h(ts) = h(0) + s using the continuity of . The assignment
(s) = (ts) yields a well-deﬁned monotonic map . From the deﬁnition, we get immediately, that  =  ◦ h. The
map  is continuous, as well: let U ⊂ X be an open non-empty set. Then −1(U) is either empty or it contains an
open interval, on which  is not constant. Hence, −1(U) contains an open interval, as well.
(2) For every t ∈ I , let ht : I → J denote the monotonic map given by ht (s) := (F ◦Ht)(s). Proceeding as in (1) for
every t ∈ I , we arrive at a unique map H¯ : J ×I → X such that Ht = H¯t ◦ht . Each map H¯t is a well-parametrized
dipath; the trouble is to ensure that the map H¯ is continuous:
Let again U ⊂ X denote an open set and let H¯ (s¯0, t0) ∈ U . Choose s0 ∈ I such that H(s0, t0) = H¯ (s¯0, t0). Since
Ht is a dipath, one can choose 0 < ε, 1, 2 such that H([s0 − 1, s0 + 2]) ⊂ U and
F(H(s0 − 1, t0)) = F(H(s0, t0)) − ε, F (H(s0 + 2, t0)) = F(H(s0, t0)) + ε.
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The continuity of H and a compactness argument allows to choose 0 < ′i < i , 1 i2, 0 < , such that
H([s0 − ′1, s0 + ′2]×]t0 − , t0 + [) ⊂ U and
F(H(s0 − ′1, t0 + )) < F(H(s0, t0)) −
ε
2
, F (H(s0 + ′2, t0 + )) > F(H(s0, t0)) +
ε
2
for || < . As a consequence,
H¯ (]s¯0 − ε2 , s¯0 + ε2 [)×]t0 − , t0 + [) ⊆ H(]s0 − ′1, s0 + ′2[×]t0 − , t0 + [) ⊆ U. 
5.3. Components of cuts distinguish dihomotopy classes
It is in general not easy to ﬁnd out whether two given dipaths are dihomotopic or not. This is the main motivation for
investigating cuts Xt := F−1(t) with respect to a parametrization F : X → R. We show here that dipaths proceeding
through different (classical) connected components of a particular cut can never be dihomotopic:
Proposition 5.8. Let 1, 2 : ( I , 0, 1) → (X;Xa,Xb) denote dimaps that are dihomotopic by a dihomotopy H :
( I , 0, 1) × I → (X;Xa,Xb), which preserves the “end cuts” Xa and Xb. Then, the uniquely determined elements
xit ∈ i ( I ) ∩ Xt, 1 i2, are contained in the same path component of Xt for t ∈ [a, b].
In other words: if 1 and 2 pass through different path components of Xt for some parameter t ∈ R, then 1 and 2
cannot be dihomotopic.
This proposition is an immediate consequence of the existence of a reparametrization from Proposition 5.7 and of
the following particular case:
Proposition 5.9. Let H : J × I → X denote a well-parametrized dihomotopy between two well-parametrized dipaths
1, 2 : I → X. Then, 1(t) and 2(t) are contained in the same path component of Xt for every t ∈ I .
Proof. The map H(−, t) : I → Xt is a path from 1(t) to 2(t). 
Remark 5.10. The criterion in Proposition 5.8 is exploited to give a complete classiﬁcation of dihomotopy classes for
a 2D mutual exclusion model in [67]. Two different parameter maps, i.e., the two projections to the axes, have to be
employed for this task.
Unfortunately, the criterion from Proposition 5.8 is in general not sufﬁcient to distinguish different dihomotopy
classes. An easy example showing that a family of diagonal cuts alone is not enough is:
Example 5.11. Let X be the subset [0, 3]× [0, 3]× [0, 3] \ [1, 2]× [1, 2]× [0, 3] in R3 with the standard partial order,
i.e., a cube with an interior box removed, as pictured in Fig. 9. This po-space models the PV program:
A=Pa.Va
B=Pa.Va
C=Pb.Vb
where a, b and c are all binary semaphores.
There are two dihomotopy classes of paths from (0, 0, 0) to (3, 3, 3), but the cuts induced by F(x, y, z) = x + y + z
are all connected; in fact, they are polygons with or without a hole.
Hence to get full information about dihomotopy classes, it does not sufﬁce to study just one family of cuts. One
might still ask whether the non-existence of a dihomotopy—within nice po-spaces, e.g., those arising from cubical sets
(treated in next section)—can always be detected if one knows all families of cuts and their connected components.
6. Cubical sets as local po-spaces
Cubical sets were deﬁned by Serre [72] and a theoretical framework is developed by Brown and Higgins [7], and
by Jardine [55], see also [34] for their use as models for HDA. We show here that they are the natural combinatorial
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Fig. 9. A simple example where instant snapshots do not distinguish dihomotopy classes.
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Fig. 10. The glueing of elementary cubes.
counterpart of local po-spaces (the centre of this is Theorem 6.23 and Proposition 6.38). This makes the link with more
standard combinatorial techniques for reasoning about concurrent systems (interleaving ones or truly concurrent ones
like HDA). For the correspondence with transition systems, see Goubault [40].
6.1. Cubical sets
In Fig. 10, the connection between the combinatorial description and the geometric description of an HDA is pictured.
In the following, the reader should keep in mind, that this is what we are deﬁning: a combinatorial way of describing
the relations between a set of cubes of varying dimensions, glued along common boundaries or faces.
Deﬁnition 6.1. A pre-cubical set M is a family of sets {Mn|n0} with face maps ki : Mn→Mn−1 (1 in, k = 0, 1)
satisfying the pre-cubical relations:
ki 
l
j = lj−1ki (i < j).
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The (iterated) face maps determine glueings of cubes, e.g, if lj z = ki y = x, then the cubes z and y share a face, x.
If k = 1, then x is an upper face of y and if k = 0, it is a lower face. The commutator rules follow from this point
of view.
Remark 6.2. In Brown et al. [8,7], a cubical set is deﬁned—our precubical sets differ from cubical sets in that they
do not have degeneracies.
Deﬁnition 6.3. Let M and N be two pre-cubical sets, and f a family fn : Mn → Nn of functions. f is a morphism of
pre-cubical sets if
fn ◦ 0i = 0i ◦ fn+1,
fn ◦ 1i = 1i ◦ fn+1
for all n ∈ N and 1 in + 1.
This deﬁnes the category Υsr of pre-cubical sets.
We write Υ nsr for the full subcategory of Υsr consisting of pre-cubical sets whose elements are cubes of dimension
less than or equal to n.
6.2. The geometric realization of a pre-cubical set
Given a pre-cubical set M, we want to construct the corresponding geometric object |M| by glueing cubes. For this
purpose, let n be the standard cube in Rn (n0), n = {(t1, . . . , tn)|∀i, 0 ti1}, 0 = {0}.
Notice that for cubes y = {(t1, . . . , tn) ∈ n} and x = {(u1, . . . , un−1) ∈ n−1}, the statement x is the ith upper
face of y could be expressed 1i y = x or by deﬁning an inclusion 1i : x → y,
1i (u1, . . . , un−1) = (u1, . . . , ui−1, 1, ui, . . . , un−1).
This dual point of view is given here:
Let ki : n−1 → n, 1 in, k = 1, 2, be the continuous functions (n1)
n n−1
0i
n−1
1i

deﬁned by
ki (t1, . . . , tn−1) = (t1, . . . , ti−1, k, ti , . . . , tn−1).
Then,
Lemma 6.4.
ki 
l
j = lj+1ki (ij).
Proof. Left to the reader.
We notice that, as indicated above, the commutator relations satisﬁed by the k are dual to the commutator relations
satisﬁed by k in a pre-cubical set.
Deﬁnition 6.5. Let M be a precubical set and let R(M) = ∐n Mn × n with disjoint sum topology induced by the
discrete topology in Mn and the topology from Rn on n.
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Let ≡ be the equivalence relation induced by the identities:
∀k, i, n,∀x ∈ Mn+1,∀t ∈ n, n0, (ki (x), t) ≡ (x, ki (t)).
Let |M| = R(M)/ ≡ have the quotient topology. The topological space |M| is called the geometric realization of M.
Another point of view is that M is a labelling of a subdivision of |M| into cubes. An element ym ∈ Mm is the label
of an m-cube in |M|. Let p ∈ |M|, then there is a minimal cube in the subdivision of |M| containing p, namely the
unique cube x ×k which has p in the interior. We call x the carrier of p.
6.3. An open covering of |M| and a subclass of precubical sets
We want to deﬁne a local partial order on |M| using the partial order on each cube and taking a “local” transitive
closure. For this we need an open covering.
Deﬁnition 6.6. Let M be a pre-cubical set and y an element of M. Then x ∈ M is a face of y if there exists a (possibly
empty) collection of indices k1, . . . , k1 being 0 or 1 and l1, . . . , li integers such that x = k1l1 · · · 
ki
li
y.
Deﬁnition 6.7. The open star of a point p ∈ |M| with respect to the subdivision M is
St (p,M) = {q ∈ |M||carrier (p) is a face of carrier (q)}.
For a cube x ∈ Mn we deﬁne the open star combinatorially
St (x,M) = {y ∈ M|∃(k1, l1), . . . , (ki, li), k1l1 . . . 
ki
li
(y) = x}.
Remark 6.8. (1) If x ∈ Mn is the carrier of p ∈ |M|, then St (p,M) is the union of the interiors of cubes in |M| which
are labelled by an element of St (x,M).
(2) By an abuse of notation, we will omit M and write St (p) and St (x) if there is no risk of confusion. And moreover,
when x is a cube, we will write St (x) for the geometric object St (p) where p ∈ |M| and x is the carrier of p.
(3) If p and q in |M| have the same carrier, i.e., if they are in the interior of the same cube, then St (p) = St (q)
(4) For p ∈ |M|, and x ∈ Mn its carrier, there is a unique t ∈
◦
n, s.t. p = [(x, t)] ∈ R(M)/ ≡. This means that
there is a canonical representative of the equivalence classes in R(M)/ ≡.
The stars of vertices vi ∈ M0 deﬁne an open covering of |M| and the partial order on each of these should be the
transitive hull of the partial order in the (open) cubes.
There are some obvious problems with this, such as if the upper and lower vertex of an interval 1 are identiﬁed, in
which case the star of this vertex is a loop and the transitive hull of the relation relates all points to all points. To avoid
this and also some less obvious problems, we restrict the class of precubical sets:
Deﬁnition 6.9. Let M be a pre-cubical set. M is a non-self-linked cubical set if for all faces x of an n-cube y, x can be
written uniquely as x = k1l1 · · · 
ki
li
y with k1 · · · ki = 0, 1 and l1 < l2 < · · · < li (“canonical form").
Remark 6.10. One may still have loops in |M|, but they will always consist of more than one cube. Hence each
y ∈ Mn has a full subtree of iterated boundaries with 2( nk ) vertices in Mn−k , as does indeed an n-cube and its iterated
boundaries.
Given y ∈ Mn and its tree of boundaries k1l1 . . . 
km
lm
y we may think of this as the n-cube n in |M| labelled y
and its iterated boundaries. To be precise, x = ki y means that the (n − 1)-cube n−1 labelled x is identiﬁed with{(t1, . . . , tn) ∈ n|ti = k}. The commutator rules for the boundaries ensure that this works for iterated boundaries:
Lemma 6.11. Let M be a precubical set. Let x = k1l1 . . . 
km
lm
y. Then there is a (not necessarily unique) canonical form

k′1
l′1
. . . 
k′m
l′m
y with l′1 < l′2 < · · · < l′m, and x is identiﬁed with {(t1, . . . , tn) ∈ n|tl′i = k′i for i = 1, . . . , m}.
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Proof. Use the commutator relations to get a canonical form. 
When the complex is non-self-linked, the canonical form is unique. And there is another unique form:
Lemma 6.12. Let M be a non-self-linked precubical complex, and x, y be elements of M. Suppose x is a face of y.
Then x can be written uniquely as
• x = 0
l′1
· · · 0
l′j
1
l′j+1
· · · 1
l′i
y with l′1 < l′2 < · · · < l′j and l′j+1 < l′j+2 < · · · < l′i .
All other “decompositions” of x as a face of y, x = u1v1 · · · uivi y verify the following: let K0(x, y) (respectively,
K1(x, y)) be the cardinal of the set {j/1j i, kj = 0} (respectively, {j/1j i, kj = 1}), then K0(x, y) (respec-
tively, K1(x, y)) is also the cardinal of {j/1j i, uj = 0} (respectively, {j/1j i, uj = 1}). Hence Kk(x, y)
depends only on x and y.
Proof. By induction on i (the length of the decomposition). The statement about K0 and K1 follows from the fact that
these are invariant under commutation following the commutator rules. 
6.4. The face ordering
Lemma 6.13. Let M be a non-self-linked cubical set, x and y two of its elements. The relation x is a face of y
(“x <F y”) is a partial order.
Proof. It is reﬂexive indeed. 
Now, if x <F y and y <F x then x = k1l1 · · · 
ki
li
y and y = k′1
l′1
· · · k
′
j
l′j
x by deﬁnition. So x = k1l1 · · · 
ki
li

k′1
l′1
· · · k
′
j
l′j
x
and K0(x, x) = K0(x, y) + K0(y, x) and K1(x, x) = K1(x, y) + K1(y, x) by Lemma 6.12. But K0(x, x) =
K1(x, x) = 0 again by Lemma 6.12 so are K0(x, y), K1(x, y), K0(y, x) and K1(y, x). Therefore x = y.
Finally, if x <F y and y <F z then x = k1l1 · · · 
ki
li
y and y = k′1
l′1
· · · k
′
j
l′j
z. So x = k1l1 · · · 
ki
li

k′1
l′1
· · · k
′
j
l′j
z and x <F z.
Lemma 6.14. Let M be a non-self-linked cubical set, x, y and z three elements of M. Then x <F y <F z implies
K0(x, z) = K0(x, y) + K0(y, z) and K1(x, z) = K1(x, y) + K1(y, z).
Proof. If x <F y and y <F z then x = k1l1 · · · 
ki
li
y and y = k′1
l′1
· · · k
′
j
l′j
z. So x = k1l1 · · · 
ki
li

k′1
l′1
· · · k
′
j
l′j
z and the number
of km or k′m equal to 0 (respectively, 1) in the decomposition above is the number of km equal to 0 (respectively, 1) plus
the number of k′m equal to 0 (respectively, 1), hence the result. 
The face ordering has nice properties that we will exploit later on.
Lemma 6.15. Let M be a non-self-linked cubical set and x, y be two elements of M such that x <F y. Then there
is a projection operator (which is a dimap) pyx of cube |y| in |M| whose carrier is y on the cube |x| such that, if
x = k1l1 · · · 
kj
lj
y, p
y
x (y, 
kj
lj
· · · k1l1 v) = (x, v).
Proof. In |M|, points (x, t) are identiﬁed with (y, kjlj · · · 
k1
l1
(t)). Let p be the projection from Rn to Rm (if y∈Mn,
x∈Mm, we have t∈Rm and kjlj · · · 
k1
l1
(t)∈Rn) which projects out coordinates l1, . . . , lj . Then set pyx (y, u) = (x, p(u)),
then pyx (y, 
kj
lj
· · · k1l1 v) = (x, v) thus p
y
x (x, v) = (x, v). p is continuous and monotonic so pyx is a dimap. 
Remark 6.16. We actually only need M to be non-singular, i.e., that kl x = k
′
l′ x ⇒ k = k′, for the above lemma
to hold.
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Lemma 6.17. Let M be a non-self-linked cubical set. Then for all y ∈ M , for all faces b and b′ of y in M, we have
only two possibilities,
• b and b′ have no face in common (we write b ∩ b′ = ∅),
• or b and b′ have a maximal (with respect to the partial order <F ) face in common (that we write b ∩ b′), which is a
face of y.
Proof. Since M is non-self-linked and we study iterated boundaries of y ∈ Mn, we can consider this a study of the
n-cube n with no identiﬁcations of boundaries except the ones given by the geometry.
Two boundaries b and b′ are then considered as subsets of {(t1, . . . , tn) ∈ n}. We write b = k1l1 · · · 
kj
lj
y and
b′ = k′1
l′1
· · · k
′
j ′
l′
j ′
y on canonical form. Then b = {(t1, . . . , tn) ∈ n|tli = ki for i = 1 . . . j} and b = {(t1, . . . , tn) ∈
n|tl′i = k′i for i = 1 . . . j ′} and the intersection b ∩ b′ = {(t1, . . . , tn) ∈ n|tli = ki for i = 1 . . . j and tl′i =
k′i for i = 1 . . . j ′}.
If for some i ∈ {1, . . . , j} and i′ ∈ {1, . . . j ′} li = l′i′ and ki = k′i′ , then b ∩ b′ = ∅. Otherwise, the description as a
subset of n gives that b ∩ b′ is a face. 
Another useful fact, which is geometrically quite clear is the following:
Lemma 6.18. Suppose w is an upper face of an n-cube y and that x is a face in y which has a non-empty intersection
with w. Then the upper vertex of x is in w.
Proof. Let w = 1l(y,w)y and x = k(y,x)l(y,x) y be the canonical representations of w and x as faces in y. Since x and
w have non-trivial intersection, whenever i is a coordinate in the vector/multi-index l(y, x) (denoted i ∈ l(y, x)) and
k(y, x)i = 0, then i ∈ l(y, w). Now the upper vertex v of x considered in y is v = 1l(x,v)k(y,x)l(y,x) y. Hence v is the point
(t1, . . . , tn) ∈ n where ti = 0 if i ∈ l(y, x) and k(y, x)i = 0 and ti = 1 else. This is in w, since ti = 0 only
if i ∈ l(y, w). 
Remark 6.19. By symmetric arguments we have: if w is a lower face of z which intersects another face x non-trivially,
then the lower vertex of x is in w.
6.5. A local partial order on the geometric realization of a non-self-linked precubical complex
In this section M is a non-self-linked precubical complex with geometric realization |M|. As remarked above, any p in
|M| has a unique representative (x, t) where x = carrier (p) and t ∈ ◦n (for some n). When we choose a representative
of a point in |M|, it will always be this one.
We give a partial order x on the open neighbourhood Ux = St (p,M) of p, for all p, and we prove that the open
cover of |M| U = {St (v,M)|v ∈ M0} by stars of vertices with the partial order v deﬁnes a local partial order. A
local po-neighbourhood of p is given by (St (x), x), where x is the carrier.
Let (y, u) ∈ Ux , then x = k1l1 . . . 
ki
li
(y) because y ∈ St (x,M), so (x, t) is identiﬁed with (y, kili . . . 
k1
l1
(t)). This
identiﬁcation is unique, since M is non-self-linked, so we can deﬁne
Deﬁnition 6.20. Let Ux = St (p,M), where x is the carrier of p. We deﬁne a relation on Ux :
(x, t)Ux (y, u) if kili . . . 
k1
l1
(t)u in n+i ,
(y, u)Ux (x, t) if kili . . . 
k1
l1
(t)u in n+i .
And we give a partial order on Ux : let x ∈ M and let (z, v) be a point in Ux with carrier z. We say
(z, v)x(y, u)
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if there exists b in the star of x and t such that
(z, v)Ub(b, t)Ub(y, u).
To see that this is in fact a partial order, we need:
Lemma 6.21. • Suppose (x, t)Ux (y, u) and x = y, then necessarily, x = 0l1 . . . 0lj y (where j0). This implies
that K0(x, y) > 0 and K1(x, y) = 0.
• Suppose (y, u)Ux (x, t) and x = y, then necessarily, x = 1l1 . . . 1lj y (where j0). This implies thatK0(x, y) =
0 and K1(x, y) > 0.
Proof. We only prove the ﬁrst statement since the proof of the other is similar. y ∈ St (x,M) so there is a collection
of indices such that x = k0l0 . . . 
kj
lj
y (j − 1). j cannot be equal to −1 since x = y. Suppose now that there is an
index ki (0 ij ) which is equal to one. We have u ∈
◦
n and n1 (since n = 0 is only possible when x is a vertex
and x = y), therefore all coordinates ui of u are strictly less than 1, so in particular uli < (kili (t))li = 1 by deﬁnition
of the operator kili . This is a contradiction with the deﬁnition of Ux . 
And this gives the following characterization of the partial order:
Lemma 6.22. Suppose (z, v)x(y, u), that is, ∃(b, t), b ∈ St (x,M), (z, v)Ub(b, t)Ub(y, u). Then we have the
following cases,
(a) b = 1l1 . . . 1lj z, for some collection of indices and K1(b, z) = j1 (K0(b, z) = 0); b = 0l′1 . . . 
0
l′
j ′
y, for some
collection of indices and K0(b, y) = j ′1 (K1(b, y′) = 0).
(b) b = z, b = 0
l′1
. . . 0
l′j
y, for some collection of indices and K0(b, y) = j1 (K1(b, y′) = 0), and the relation
above shrinks down to (z, v)Uz(y, u).
(c) b = y, b = 1l1 . . . 1lj z, for some collection of indices and K1(b, z) = j1 (K0(b, z) = 0), and the relation above
shrinks down to (z, v)Uy (y, u).
(d) y = z and the relation above shrinks down to vu.
Proof. This is entailed by Lemma 6.21. 
We will say in the sequel that (z, b, u) is in case (a), (b), (c) or (d) according to the criteria above. In order to simplify
the proofs we will write in brief (for all cases (a), (b), (c) and (d)) b = 1∗z and b = 0∗y where ∗ means a multi-index,
1 = (1, 1, . . . , 1), 0 = (0, 0, . . . , 0) and they may all be empty.
Now we can state,
Theorem 6.23. The geometric realization of a non-self-linked cubical set M deﬁnes a locally po-space with covering
being {St (x,M)/x ∈ M0} and local partial order x on St (x,M).
Proof. We check that x is a partial order indeed for all x in M. First, reﬂexivity is obvious.
Antisymmetry. Suppose (z, v)x(y, u) and (y, u)x(z, v). This means there are (b, t) and (b′, t ′)with b ∈ St (x,M)
and b′ ∈ St (x,M) such that
(z, v)Ub(b, t)Ub(y, u)Ub′ (b
′, t ′)
Ub
′ (z, v),
b = 1∗z, b = 0∗y, b′ = 1∗y, b′ = 0∗z
and moreover
x = ∗∗b, x = ∗∗b′,
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Fig. 11. Illustration of the proof.
where ∗ means a multi-index, 1 = (1, 1, . . . , 1), 0 = (0, 0, . . . , 0) and they may all be empty. Hence composing
boundary maps we see that the following equalities hold:
(1) K0(x, z) = K0(x, b) and K0(x, z) = K0(x, b′) + K0(b′, z),
(2) K0(x, y) = K0(x, b) + K0(b, y) and K0(x, y) = K0(x, b′),
(3) K1(x, y) = K1(x, b) and K1(x, y) = K1(x, b′) + K1(b′, y),
(4) K1(x, z) = K1(x, b) + K1(b, z) and K1(x, z) = K1(x, b′).
Now 1 and 2 imply K0(b, y) + K0(b′, z) = 0 and thus both are 0 which give b = y and b′ = z. Similarly 2 and 3
imply that K1(b′, y) + K1(b, z) = 0 and thus b′ = y and b = z.
Transitivity. Suppose (z, v)x(y, u)x(a,w). This means there are (b, t) and (b′, t ′) with b ∈ St (x,M) and
b′ ∈ St (x,M) such that,
(z, v)Ub(b, t)Ub(y, u)Ub′ (b
′, t ′)
Ub
′ (a,w)
with
b = 1∗z, b = 0∗y, b′ = 1∗y, b′ = 0∗a
and moreover
x = ∗∗b, x = ∗∗b′,
where ∗ means a multi-index, 1 = (1, 1, . . . , 1), 0 = (0, 0, . . . , 0) and they may all be empty. By Lemma 6.17, the
intersection of b and b′ is a face c of y containing x (see Fig. 11). The inclusion of c into b and b′ (which are compositions
of [dual] boundary operators kl ) deﬁne projections p and p′ of points in b and b′ onto points of c by Lemma 6.15.
Deﬁne d = p(t). Necessarily (looking at the coordinates in y, as p is a dimap), p(t ′)d. Now it is enough to see that
(z, v)Uc(c, d)Uc(a,w)
(hence the transitivity in that case). The ﬁrst inequality is implied by the fact that (b, t)Uc(c, d) since c is an upper
boundary of b and d is the corresponding projection of t. The second is implied by the fact that (c, d)Uc(b′, t ′) since
c is a lower boundary of b′ and p(t ′)d .
Po-neighbourhoods. To see that this deﬁnes a local partial order, we deﬁne po-neighbourhoods: let p = (x, t) ∈ |M|.
Then we claim that St (p,M) with partial order deﬁned above, deﬁnes a po-neighbourhood of p:
Since p ∈ St (v) implies St (x) ⊂ St (v), we have to see, that when (y, u), (z, v) ∈ St (x) ⊆ St (v1) ∩ St (v2), then
(y, u)v1(z, v) ⇔ (y, u)v2(z, v). If x is a vertex, then v1 = v2 = x and there is nothing to check. Suppose now, that
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x is not a vertex and suppose (y, u)v1(z, v). Since (y, u)v1(z, v) if and only if (y, ( 12 , . . . ,
1
2 ))v1(z, (
1
2 , . . . ,
1
2 )),
we will suppose all coordinates are 12 and write yv1z.(1) If yv1z is of type (b), (c) or (d), the inequality is induced by the Euclidean partial order on the cube in |M|
labelled y (in case b and d) or the cube labelled z (in case c and d), and the relation will clearly hold in St (v2) also.
(2) Suppose now yv1z is of type (a). Then there is a w ∈ St (v1) s.t. yUwwUwz. If w ∈ St (v2), we are done.
Now w is an upper face of y and a lower face of z, and v1 is in the intersection of x, y, z and w. Hence, by 6.18
when we study x and w as faces in y, the upper vertex of x is in w. Similarly, by 6.19 from the inclusion in z, the
lower vertex of x is in w, which implies that x is a face of w, so v2 is a vertex in w. 
To give an idea of some of the locally po-spaces we can construct considering this:
Example 6.24. Let M be the cubical set
M2 = A,B,C,D, M1 = a, b, c, d, e, f, g, h, M0 = p, q, r, s,
d01A = d01C = a, d02A = d02B = b, d01B = d01D = c, d02D = d02C = d,
d11A = d11D = e, d12A = d12D = f, d11B = d11C = g, d12B = d12C = h,
d01a = d01b = d01c = d01d = p, d11a = d11c = d01f = d01h = q,
d11b = d11d = d01e = d01g = r, d11e = d11f = d11g = d11h = s.
Then |M| is the projective plane, and one can give cubical models for projective spaces of all dimensions in the same
way. Hence a local partial order does not induce an orientation in the manifold sense.
6.6. Subdivision and non-singular precubical sets
Even if the precubical set is self-linked, the above construction may give rise to a local partial order on the geometric
realization: the circle constructed by identifying the vertices1 could be subdivided into two intervals, which are then
non-self-linked. The generalization of this is via barycentric subdivision which we explore in this subsection.
Deﬁnition 6.25. Let M be a pre-cubical set. M is a non-singular cubical set if for all its n-cubes x, kl (x) = k
′
l′ (x)
implies k = k′.
So an upper face may be identiﬁed with a lower face.
Deﬁnition 6.26. Let K be a cubical set and let K ′ be another cubical set. Then K ′ is a subdivision of K if there is a
dihomeomorphism f : |K ′| → |K| (meaning that f and f−1 are dimaps) such that,
• ∀x ∈ K ′n, ∃y ∈ Kn, f (x,n) ⊆ (y,m),
• ∀y ∈ K , ∃x1, . . . , xk ∈ K ′, (y,m) =⋃i=1,...,k f (xi,ni ).
Deﬁnition 6.27. The standard n-dicube is the topological spacen with the covering U = {n} and local partial order
n induced from the pointwise ordering in Rn. The n-dicube is then a local po-space.
Deﬁnition 6.28. Let M be a local po-space. A singular n-dicube is any dimap from the standard n-dicube to M.
Lemma 6.29. Let K be a cubical set. The “barycentric subdivision” of K is deﬁned as follows. Consider the singular
n-dicubes of |K|, 	x : n → |K|, 	x(t) = (x, t), where x ∈ K , and the 2n functions,
sb1,...,bn : n → n
for (b1, . . . , bn) ∈ {0, 1}n with
sb1,...,bn(t1, . . . , tn) =
(
t1 + b1
2
, . . . ,
tn + bn
2
)
.
L. Fajstrup et al. / Theoretical Computer Science 357 (2006) 241–278 265
Then the subset SdK of |K| with,
(SdK)n = {	x ◦ sb1,...,bn/x ∈ K, (b1, . . . , bn) ∈ {0, 1}n}
is a subdivision of K, called the barycentric subdivision of K.
Proof. Let f : |SdK| → |K| be deﬁned as follows. Elements of |SdK| are of the form x = (u, v) with u ∈ (SdK)n, i.e.
u = 	y ◦ sb1,...,bn (bi = 0, 1, y ∈ Kn), and v ∈
◦
n. We set f (x) = (y,w) with w ∈
◦
n and wi = vi+bi2 (i = 1, . . . , n).
For all such x = (u, v) ∈ SdK , f (x) ∈ (y,n) with the y deﬁned above. Also for the same y, (y,n) =⋃
b1,...,bn=0,1 f (	y ◦ sb1,...,bn ,n).
Let now g : |K| → |SdK| deﬁned as follows. Points of |K| are of the form z = (y,w) with y ∈ Kn and w ∈
◦
n.
Set g(z) = (	y ◦ sb1,...,bn , 2wi − bi) with bi =
{
0 if 0wi < 12
1 if 12wi1
(i = 1, . . . , n). Then f and g are continuous maps,
f ◦ g = Id = g ◦ f . 
Lemma 6.30. Let M be a non-singular cubical set. Then Sd(M) is non-self-linked.
Proof. Let |M| be the realization of the cubical set |M|. Then for x ∈ Mn the map 	x : n → |M| is injective on the
interior of n by construction of |M|.
On the boundary of n there may be identiﬁcations corresponding to ki (x) = lj (x). When k = l, this
will identify boundaries of different cubes in the barycentric subdivision: ki (	x ◦ sb1,...,bk−1,k,bk+1,...,bn) = lj
(	x ◦ sb1,...,bk−1,l,bk+1...,bn). 
Now using both Lemma 6.30 and Theorem 6.23 we can give a local po-space structure to any non-singular
cubical set.
6.7. The singular cube functor and locally po-spaces
We study the categorical properties of geometric realization: geometric realization is a functor—from non-self-linked
precubical sets to local po-spaces.
We are going to construct a right-adjoint to it in this section.
Lemma 6.31. Let f : X −→ Y be a morphism between the two pre-cubical sets X andY. Then f induces a continuous
map |f | from |X| to |Y |.
Proof. Deﬁne R(f ) : R(X) −→ R(Y ) by: R(f )((x, t)) = (f (x), t). It is obviously a continuous map.
Suppose (x, t) ≡ (y, s). Then there exists (y1, s1), . . . , (yu, su) such that (y1, s1) = (x, t), (yu, su) = (y, s) and
∀g, ∃k, j , dkj (yg) = yh and sg = kj (sh) with h = g + 1 or h + 1 = g.
We show by induction on u that R(f )((x, t)) ≡ R(f )((y, s)), thus inducing a map from |X| to |Y |. It holds trivially
for u = 1. To prove the induction step it sufﬁces to see that R(f )((x, t)) ≡ R(f )((y2, s2)).
Suppose ∃k, j , kj (x) = y2 and t = kj (s2). But kj (f (x)) = f (kj (x)). Thus, kj (f (x)) = f (y2) and t = kj (s2),
which proves the result. 
When the precubical set in non-self-linked, we get a functor to local po-spaces:
Proposition 6.32. Let f : M → N be a morphism of pre-cubical sets. Then |f | : |M| → |N | is a dimap.
Proof. Recall that |f |(x, t) = (f (x), t) for all x ∈ Mn and t ∈ n (and for all n). Consider the “partial order” Ux
ﬁrst. Suppose (x, t)Ux (y, u). This means that x = k1l1 . . . 
ki
li
(y) and kili . . . 
k1
l1
(t)u. But f is a morphism of cubical
sets so f (x) = k1l1 . . . 
ki
li
(f (y)). So (f (x), t)Uf (x) (f (y), u). Then it is easy to check that more generally zxy
implies f (z)f (x)f (y). 
266 L. Fajstrup et al. / Theoretical Computer Science 357 (2006) 241–278
The combinatorial counterpart of the standard n-dicube is clearly the faces of such a cube with the boundary maps
induced from the geometry.
Deﬁnition 6.33. Let D[n] be the free pre-cubical set generated by a unique n-cube I[n], i.e. the pre-cubical set of faces
of I[n] which is formally,
• (D[n])j = {k1l1 · · · 
kn−j
ln−j (I[n])|ki = 0, 1, l1 < · · · < ln−j }.• The boundary operations are concatenations of the operator and of the element of D[n] itself.
Then,
Lemma 6.34. • |D[n]| is homeomorphic to the space n with the usual topology in Rn.
• Any morphism of pre-cubical sets 	 : D[n] → M such that f ◦ kl = f ◦ k
′
l′ implies k = k′ and l = l′ (we call this
a singular cube) induces a continuous map |	| : n → |M|.
Not surprisingly, the geometric realization represents n-cubes by the standard n-dicube.
Proposition 6.35. • |D[n]| is in fact (a reﬁnement of) the po-space n with the componentwise partial order in Rn.
• Any singular cube 	x : D[n] → M induces a dimap |	x | : n → |M| (i.e. a singular n-dicube).
Proof. The unique n-cube I[n] of D[n] is geometrically realized as the interior of n with the right partial order since
inside the n-cube the local partial order is deﬁned by case (d) of Lemma 6.22. Let us consider again the map
fI[n] : |D[n]| → n
(k1l1 · · · 
ki
li
(I[n]), v) → kili · · · 
k1
l1
(v).
We know by Lemma 6.34 that f is an homeomorphism. We now have to see that f and f−1 are dimaps as well.
Let y be a face of I[n], i.e. any element of D[n] and x a face of y, fI[n](x, t)f[n](y, u) (respectively, fI[n](y, u)
fI[n](x, t)) is equivalent to (x, t)Ux (y, u) (respectively, (y, u)Ux (x, t)). To see this, let y = u1v1 · · · 
uj
vj (I[n]) and
x = k1l1 . . . 
ki
li
(y). (x, t)Ux (y, u) is equivalent to kili . . . 
k1
l1
(t)u then to fI[n](y, 
ki
li
· · · k1l1 (t))fI[n](y, u) by
monotony of f. But fI[n](x, t) = fI[n](y, kili · · · 
k1
l1
(t)) so this is equivalent to fI[n](x, t)fI[n](y, u).
Let us consider now (z, v) and (y, u) be any element of |D[n]|. Suppose (z, v)x(y, u) for some vertex x ofD[n]. Then
there exists (b, t) ∈ |D[n]| such that (z, v)Ub(b, t)Ub(y, u), hence fI[n](z, v)fI[n](b, t)fI[n](y, u). Inversely,
suppose that we have (z, v) and (y, u) such that fI[n](z, v)fI[n](y, u) and z and y belong to St (x,D[n]) for some
vertex x of D[n]. Then by Lemma 6.17 there exists a maximal common face b between y and z since they are both
faces of I[n]. Furthermore this maximal face is such that K0(b, y) = 0 and K1(b, z) = 0, so b can be decomposed
as b = 1f1 · · · 1fk (y) and b = 0f ′1 · · · 
0
f ′
k′
(z). So we have u1fk · · · 1f1pyb (u), i.e. (y, u)Ub(b, pyb (u)) (using the
projection deﬁned in Lemma 6.15).
We also have 0
f ′
k′
· · · 0
f ′1
pzbvv thus (b, p
z
b(v))Ub(z, v). Now, p
y
b (u)p
z
b(v) because otherwise, looking at the
coordinates of f (y, u) and f (z, v) we cannot have f (y, u)f (z, v). Therefore (y, u)Ub(b, p
y
bu)Ub(z, v) hence
(y, u)x(z, v).
The second statement is obvious since |	x | is fx . 
We are now ready for the deﬁnition of the singular cube functor.
Lemma 6.36. Let (M, ) be a locally partially ordered topological space. Deﬁne S(M) to be the following graded
set. For n ∈ N, S(M)n is the set of singular n-dicubes of M together with the operators kl such that kl (f ) = f ◦ kl .
This gives S(M) the structure of a pre-cubical set. Moreover, this is non-self-linked.
Proof. This is mostly a standard proof [34]. We just have to check that faces of singular n-dicubes are still singular
n-dicubes, i.e. that they verify the extra-condition that they are non-self-linked. This is straightforward. 
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Similarly,
Lemma 6.37. Let (M, ) and (N, ) be two locally partially ordered topological spaces and let f : M → N be
a dimap. Then S(f ) : S(M) → S(N) deﬁned by, for all x : n → M ∈ S, f (x) = f ◦ x : n → N , is a map of
pre-cubical sets. S deﬁnes a functor from the category of locally partially ordered topological spaces to the (full sub-)
category of (non-self-linked) pre-cubical sets.
Proof. This is obvious (the composition of dimaps is a dimap). 
Proposition 6.38. |.| is left-adjoint to S.
Proof. We prove that there exist two natural transformations

 : Id → S(|.|),
 : |S| → Id
(respectively, the unit and counit of the adjunction) such that
S

S  S(|S|) S  S ,
| · | |·|
  |S(| · |)| |·|  | · |
are the identities.
We can ﬁrst show that
(A) : M ↪→ S(|M|),
(B) : |S(X)| ↪→ X
in a natural manner for all M pre-cubical set and X any local po-space. We begin by (A). For all n, we have the identity
arrows on n which induce the isomorphisms: for all x, Id : n → (x,n). These in turn induce injective morphisms
fx : n → |M|, because M is an amalgamated sum of the (x,n). The (fx)x form a subset N of S(|M|). It is an easy
exercise to show that N is closed under the action of the ki . Thus N is a subpre-cubical set of S(|M|). The naturality
of the inclusion arrow M ↪→ S(|M|) is most obvious. This deﬁnes what is to be the unit of the adjunction.
Now, we come to (B). Elements of S(X)n are f : n → X. Now, |S(X)| is an amalgamated sum of (x,n),
x ∈ S(X)n. The x induce on ∐x(x,n) and then on |S(X)| an injective morphism in the category of local po-
spaces. It is an easy exercise to show that these arrows are natural in X. This deﬁnes what is to be the counit of the
adjunction.
Then, we have to verify that two compositions of natural transformations are the identity. This is easy veriﬁcation.

6.8. Combinatorial dihomotopy
We introduce combinatorial dihomotopy and prove that a combinatorial dihomotopy of dipaths gives rise to an
ordinary dihomotopy in the geometric realization. The other implication that dihomotopic geometric realizations of
combinatorial dipaths are in fact combinatorially dihomotopic is also true, but is not proved in this paper.
Deﬁnition 6.39. Let N be a cubical set. A dipath in N is any sequence p = (p1, . . . , pk) of elements of N1 such that
for all i, 1 i < k, 11(pi) = 01(pi+1). 01(p1) is the initial point of p. 11(pk) is the ﬁnal point of p.
Deﬁnition 6.40. Let N be a cubical set and p, q two dipaths in N with the same initial and ﬁnal points. We say that p
and q are elementary dihomotopic if there exists A in N2, k and j in N such that,
(1) p = (p1, . . . , pk) and q = (q1, . . . , qk),
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(2) for all i, 1 i < j , pi = qi , and for all i, j + 1 < ik, pi = qi ,
(3) pj = 01(A), pj+1 = 12(A), qj = 02(A), qj+1 = 11(A).
Dihomotopy of (cubical) dipaths is the reﬂexive and transitive closure of elementary dihomotopy.
Using the local po-space structure deﬁned in the previous theorems, we have also the following link with the
combinatorial structure of M.
Proposition 6.41. • Any combinatorial dipath p in M induces a (topological) dipath |p| in |M|.
• Any combinatorial dihomotopy between two paths p and q in M induces a (topological) dihomotopy between |p|
and |q|.
Proof. Let p = (p1, . . . , pk) be a dipath in N. Let x : I → |N | deﬁned by, ∀i, 0 ik − 1, ∀t ∈ I , ik  t i+1k ,
x(t) = (pi+1, k(t − ik )) ∈ |N |.
Then x is a dimap (the local partial order in |N | being deﬁned as in Theorem 6.23),
• around each point in (pi,
◦
1) (for some i), the local partial order is the same as the one in I,
• around each “glueing point” 10(pi), the partial order is the same as the one in I since 00(pi+1) = 10(pi).
• also, for all t such that i
k
< t < i+2
k
, x(t) ∈ St (01(pi+1),0) = St (11(pi),0).
We set |p| = x.
It is enough to prove now that if p and q are elementary dihomotopic, then |p| and |q| are dihomotopic. We suppose
that we haveA ∈ N2, k, l ∈ N such thatp = (p1, . . . , pk), q = (p1, . . . , pl−1, ql, ql+1, pl+2, . . . , pk) and 00(A) = pl ,
01(A) = ql , 10(A) = ql+1, 11(A) = pl+1. Now, deﬁne H(, t) for  ∈ I , t ∈ I to be the map,
• for 0 t l−1
k
and l+1
k
 t1, H(, t) = |p|(t) = |q|(t),
• for l−1
k
 t l
k
, H(, t) = (A, ((kt − l + 1), (1 − )(kt − l + 1))) ∈ |N |,
• for l
k
 t l+1
k
, H(, t) = (A, ((1 − )(kt − l) + , (kt − l) + 1 − )) ∈ |N |.
Then H is the desired dihomotopy between |p| and |q|. 
For the converse to this proposition, see [19].
7. Two-phase locking is safe: a dihomotopy proof
7.1. Introduction
Let us take a simple example, ﬁrst given in [48]. Consider a distributed database in which transactions T1 to Tn access
shared variables a, b, . . . using locks: Pa to lock the exclusive access to a and Va to unlock a so that other transactions
can use a. This is the same language that we used up to now.
Let us now have a look at the so-called “serialization” problem. Consider the following two transactions R and S put
in parallel, where we have put actual assignments of the shared variables, when properly locked:
R: P A; P B;
A:= B+1;
V A; V B;
P B;
B:= 3;
V B;
S: P B;
B:= B+2;
V B;
P A; P B;
A:= 2*B;
P A; P B;
When beginning with the initial values A=0, B=0 we can get the following values:
R: A=1
R: B=3
S: B=5-
S: A=10-
R: A=1
S: B=2
R: B=3-
S: A=6-
R: A=1
S: B=2
S: A=4-
R: B=3-
S: B=2
R: A=3
S: A=4-
R: B=3-
S: B=2
R: A=3
R: B=3-
S: A=6-
S: B=2
S: A=6
R: A=3-
R: B=3-
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Fig. 12. Sets F, I (x, c), K(y, c).
Only the ﬁrst trace (with result A=10, B=5) and the last trace (with result A=3, B=3) are correct. The other traces
are interferences: as a matter of fact we want that all the execution traces give the same result as a sequential trace, i.e.,
R then S or S then R in their totality. It is the property called serializability.
A solution is given by the two-phase locking protocol: all processes P accessing to a database should ﬁrst do all
the lock operations then the computation then all the unlock operations. The same operations programmed using this
protocol are the following:
R:
P A;
P B;
A:= B+1;
B:= 3;
V B;
V A;
S:
P A;
P B;
B:= 2;
A:= 2*B;
V B;
V A;
It is well-known, that such a “two-phase locking” protocol is a scheduling strategy that ensures that a concurrent
program has the same effect as a serial execution of the individual programs. We will present a geometric proof of the
serializability of the two-phase protocol in the spirit of Gunawardena [48], but directly based on the directed homotopy
theory concepts we have developed.
The “two-phase locking” protocol is a scheduling strategy that ensures that a concurrent program has the same effect
as a serial execution of the individual programs as explained above.
The aim of this section is twofold. First of all, we want to give a modiﬁcation of Gunawardena’s reasoning in
the framework of the present paper. Our proof is certainly more technical, but it seems to have several advantages:
ﬁrst of all, we avoid Gunawardena’s “wobbling” problems (cf. [48, p. 189]): in his construction, he has to consider
intermediate paths that are not dipaths—and to replace them by such. Secondly, our proof does not only work in the
case of semaphore programs, but for general “mutual exclusion” programs—a ﬁxed number a1 of transactions can
acquire a lock to the same shared object at the same time.
After this paper had been written, Grandis proved in [46] an oriented version of the Seifert–van Kampen theorem
(see also a weaker version, proven by the third author in [41]). This theorem allows, at least in principle, to calculate
the dihomotopy sets 1(X; x0, x1) between certain start and end points from the dihomotopy sets of pieces of X and to
their intersections. Our proof relies on a clever choice of such pieces to make these calculations work in practice.
7.2. Blockwise starshaped sets
First, we modify the concept of a “star-shaped” set in a vector space (used in [48]) in the presence of a partial order:
Deﬁnition 7.1. (1) For x, c ∈ R let I (x, c) denote the interval [x, c] ∪ [c, x] between x and c.
(2) For x = (x1, . . . , xn), c = (c1, . . . , cn) ∈ Rn let I (x, c) =∏ I (xi, ci), cf. Fig. 12.
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(3) Let c ∈ F ⊂ Rn. The set F is called blockwise starshaped with respect to c if and only if I (x, c) ⊂ F for every
x ∈ F .
Since the “block” I (x, c) is convex, a set that is blockwise starshaped with respect to c is also starshaped with respect
to c in the classical sense.
Example 7.2. (1) An n-cube R (n-rectangle in [21]) is blockwise starshaped with respect to every point in R. A
Euclidean ball {x ∈ Rn||x − c|r}, r > 0, is blockwise starshaped only with respect to its centre c. The triangle
T = {(x1, x2) ∈ R2|xi0, x1 + x21} is starshaped with respect to every of its points. It is blockwise starshaped
only with respect (0, 0).
(2) A union F of n-cubes is starshaped with respect to every point in their intersection. The forbidden region in a
process graph is modelled by such a union of n-cubes. It has a non-empty “central” intersection if it is a model of a
two-phase locked transaction system.
What are the properties of complements of blockwise starshaped sets? Let I = [a, b], F ⊂ In and X = In \ F .
Deﬁnition 7.3. (1) For x, c ∈ I = [a, b] deﬁne the interval K(x, c) ⊂ I by
K(x, c) =
⎧⎨
⎩
[a, x], x < c,
[x, b], x > c,
[a, b], x = c.
(2) For x = [x1, . . . , xn], c = [c1, . . . , cn] ∈ Rn let K(x, c) =∏K(xi, ci), cf. Fig. 12.
Lemma 7.4. Let F ⊂ In = [a, b]n be blockwise starshaped with respect to c ∈ F . Let X = In \F . Then K(y, c) ⊂ X
for every y ∈ X.
Proof. Assume x ∈ K(y, c) ∩ F . Then y ∈ I (x, c) ⊂ F . Contradiction! 
7.3. Partitions and contractions
Suppose c ∈ ◦F⊂ In and F is blockwise starshaped with respect to c. We want to study dipaths in X = In \ F
from a = (a, . . . , a) to b = (b, . . . , b). In order to get formulas that are easy to verify and to overlook, we apply a
dihomeomorphism  : [a, b]n → [−1, 1]n with (c) = 0. This dihomeomorphism should be chosen as a product
of maps that are increasing in each coordinate. This ensures that (F ) is blockwise starshaped with respect to 0. For
c = 0, we can describe the I- and K-sets above as follows:
I (x, 0) = {(y1, . . . , yn) ∈ In|sgn(xi) = sgn(yi) = sgn(xi − yi)};
K(x, 0) = {(y1, . . . , yn) ∈ In|xi = 0 ⇒ sgn(xi) = sgn(yi) = sgn(yi − xi)}
using a subdivision of In with respect to 0. The decomposition of the interval I i = I i−1 ∪ I i1 := [−1, 0]∪ [0, 1] induces
a decomposition of In into 2n sub-n-cubes I = I1...n =
∏
I ii
. There is an obvious partial order between those
subcubes giving rise to n! directed paths from I−1...−1 to I1...1. We need the following subsets of I:
Deﬁnition 7.5. Given  ∈ {−1, 1}n with i = 1 and j = −1. Then
(1) I i,j = {x ∈ I|(xi, xj ) = (0, 0)}.
(2) I i,j0 = {x ∈ I i,j |xi = 0}, I i,j1 = {x ∈ I i,j |xj = 0}.
(3) J i,j = {x ∈ I|xk = k, k = i, j ; xj = −1 or xi = 1}.
(4) The latter is a 1-complex with endpoints pi,j0 and p
i,j
1 with
(pi,j∗)k = k, k = i, j, (pi,j0)i = 0, (pi,j0)j = −1, (pi,j1)i = 1, (pi,j1)j = 0.
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(0,0) P(1,-1)1=(1,0)
J1,-1P(1,-1)0=(0,-1)
I1,-1
I(1,-1)1
1,2
1,2
I(1,-1)0
1,2
1,2
1,2
1,2
Fig. 13. Subrectangle with faces.
In fact, I i,j is one of the 2
n sub-n-cubes mentioned above with a 2-codimensional face removed; I i,j0 and I
i,j
1
represent two of its faces; J i,j represents a (totally ordered) 1-complex in its boundary from p
i,j
0 to p
i,j
1 (Fig. 13).
Next comes a deﬁnition of a dimap, cf. Deﬁnition 3.7,
,i,j = (,i,j1 , . . .,i,jn ) : (I i,j ; I i,j0 , I i,j1 ) → (J i,j ,pi,j0,pi,j1).
Deﬁnition 7.6. (1) ,i,jk (x) = k for k = i, j.
(2) ,i,ji (x) = xi−xj and 
,i,j
j (x) = −1 for xi − xj .
(3) ,i,ji (x) = 1 and ,i,jj (x) = xjxi for xi − xj .
There is a directed version of deformation retracts (cf. [16]) in the po-space environment:
Deﬁnition 7.7. Let A ⊂ X denote an inclusion of two po-spaces. The subspace A is called a strong deformation
di-retract of X if there exists a dimap  : X → A restricting to the identity on A and a dihomotopy H : X × I → X
between  and the identity map on X which restricts to the trivial homotopy on A: Ht |A = id, t ∈ I .
Considering the map ,i,j above, we can then show:
Proposition 7.8. (1) The 1-dimensional subcomplex J i,j is a strong deformation di-retract of I
i,j
 .
(2) Moreover, J i,j ∩ X = J i,j \ F is a strong deformation di-retract of I i,j ∩ X = I i,j \ F .
(3) Let  = (1, . . . , n) and ′ = (′1, . . . , ′n) with ′k = k for k = j, j = −1, ′j = 1, l = ′l = −1 denote
two successive subcubes. Then, the maps ,i,j and 
′,j,l agree on the intersection of their domains of deﬁnition.
Likewise for the homotopies in the deformation retractions from (1) above.
Proof. (1) The dimap property depends only on the (xi, xj )-coordinates. In the projection on the (xi, xj )-plane, the
map ,i,j “stretches” every oriented wedge (like the stipled one in Fig. 14) out on the boundary. In particular, points
under/over the “antidiagonal” {xi = −xj } are mapped to points in subsequent 1-simplices. It is elementary to see that
the restrictions of ,i,j to points “under”, resp. “over” that antidiagonal are dimaps and that ,i,j ﬁxes J,i,j .
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(0,0)
Fig. 14. The dimap ,i,j .
The (linear) self-dihomotopy Hi,j on I i,j given by Hi,j (x, t) := (1− t)x+ t,i,j (x) connects x to,i,j (x) along
a line; in particular, all of the maps Ht are di-maps.
(2) We have to show that the ,i,j preserves I i,j \ F . By deﬁnition, ,i,jk (x)xk for k = 1 and ,i,jk (x)xk
for k = −1. Use Lemma 7.4. Similarly for the dihomotopy Hi,j .
(3) On the intersection I i,j1 ∩ I j,k0 , the maps ,i,j and 
′,j,l are constant with value pi,j1 = pj,l0. 
We need special care for the minimal and maximal subrectangles I− , resp. I+ corresponding to− = (−1, . . . ,−1)
and + = (1, . . . , 1). Let I i± = {x ∈ I±|xk = ±1, k = i; xi = 0}, J i± = {x ∈ I±|xk = ±1, k = i}, and
(pi±)k = ±1, k = i, (pi±)i = 0. Then, we deﬁne
±,i : (I±; I i±) → (J i± ,pi±), ±,i (x) =
{ ± 1, k = i,
xi, k = i.
Proposition 7.9. The analogue of Proposition 7.8 holds in these two cases as well.
To formulate the corollary, we need some notation about sequences, resp. unions of the subcubes I above: let 	 ∈ n
denote a permutation of the integers {1, . . . , n}. Let 	(k) = (1, . . . , n) be given by i = 1 if i ∈ {	(1), . . . 	(k)}
and i = −1 otherwise. Then 	(0), . . . ,	(n) is an ascending chain of subcubes from − to +. Let
I	 = I− ∪
n−1⋃
k=1
I
	(k),	(k+1)
	(k)
∪ I+, J	 = J 	(1)− ∪
n−1⋃
k=1
J
	(k),	(k+1)
	(k)
∪ J 	+(n) (2)
denote a union of (n+ 1) subcubes (without certain 2-dimensional faces) in an ascending chain, resp. a totally ordered
1-dimensional subcomplex in the boundary. Glueing the dimaps and dihomotopies from Propositions 7.8 and 7.9
together, we obtain
Corollary 7.10. (1) The 1-complex J	 is a strong deformation di-retract of the complex I	.
(2) If 0 ∈ ◦F and F is blockwise starshaped with respect to 0, then J	 is a strong deformation di-retract of the complex
I	 \ F .
Remark 7.11. A po-space with a totally ordered 1-subcomplex (dihomeomorphic to an interval) as a strong defor-
mation di-retract is the analogue to a contractible space in ordinary topology. Hence, one might call such a po-space
dicontractible. The strategy of the proof was thus to subdivide the underlying po-space into dicontractible pieces with
L. Fajstrup et al. / Theoretical Computer Science 357 (2006) 241–278 273
control on the intersection. Applying Grandis oriented version [46] of the Seifert–van Kampen theorem (with the chosen
subdivision) makes it in fact possible to calculate the fundamental category [46,43] of the space X = In \ F .
7.4. Application to dipaths and serializability
As an application, we obtain the following result about dipaths generalizing Gunawardena’s result [48]. Remark that
the forbidden region in a process graph is blockwise starshaped with respect to a central point according to Exam-
ple 7.2. Remark also, that a dipath on the 1-skeleton of the boundary of a hypercube In corresponds exactly to a serial
execution.
Theorem 7.12. Let F ⊂ In = [−1, 1]n such that 0 ∈ ◦F and F is blockwise starshaped with respect to 0. Every dipath
in X = In \ F from −1 = (−1, . . . ,−1) to 1 = (1, . . . , 1) is dihomotopic to a dipath on the 1-skeleton (In)1 of the
boundary In = {(x1, . . . , xn)| ∃k : xi = ±1, i = k} of In.
Proof. Let  = {(x1, . . . , xn) ∈ In| xi = xj = 0 for some 1 i < jn} ⊂ In denote the “singular set”. Every
dipath in In \ F avoiding  is contained in one of the complexes I	 for a permutation 	 ∈ n and thus dihomotopic
in X = In \ F to a dipath in J	 ⊂ (In)1 from −1 to 1 by Corollary 7.10.
It remains to handle dipaths intersecting . Since a dipath has dimension 1 and the singular set  has codimension
2, we can apply a (locally linear) transversality argument to see that every dipath in X is dihomotopic to one avoiding
. Alternatively, We may give X the structure of a cubical complex in such a way that no 1-cube intersects , and then
argue that every dipath is dihomotopic to a dipath on the 1-skeleton of X, cf. Section 6. If X is the “forbidden region”
corresponding to “mutual exclusion” in a process graph (cf. [48,21]), the subdivision will have that non-intersection
property by construction. 
8. Open mathematical problems
This paper has the purpose of stating some of the most basic deﬁnitions and properties in directed homotopy theory.
Since a preprint version of this paper appeared in 1999, a lot of progress has been made, but there are still a lot of
challenging problems. Let us mention some of them, with pointers to the literature that has appeared meanwhile:
(M1) (Local) po-spaces do not right away have nice categorical properties. Cartesian closedness is important. Several
alternative ways have been proposed, notably the category of ﬂows by Gaucher [28] and the category of d-spaces
by Grandis [46]. Gaucher has also deﬁned and investigated relations between ﬂows that capture the analogue of
homotopy equivalence in the classical setting.
(M2) The dicomponents of this paper have obtained a more solid foundation starting from the fundamental category
(dipaths modulo dihomotopy) of a po-space in which a certain system of morphisms gets inverted. In particular,
the dicomponents are interpreted as the objects of a category, which can be viewed as a graph with commutation
relations. For deﬁnitions and properties, cf. [43,68,20]. The investigation and exploitation of naturality properties
for these categories presents still a major challenge.
(M3) Compositionality is also a major mathematical issue: suppose X is a po-space and that the fundamental categories
(cf. (M2)) are well-understood for the pieces A,B and their intersection A ∩ B. What can one infer about the
fundamental category of X? What about the categories of dicomponents? The ﬁrst question has been solved
by Grandis [46] in a Seifert–van Kampen theorem for d-spaces, cf. (M1) above, and by Goubault, under some
restricted circumstances, for local po-spaces in [41]. Consequences for the dicomponents (M2) still have to be
sorted out.
(M4) How can one deﬁne directed homology and exploit it for calculations? What are the relations between dihomotopy
and dihomology? Here also, a categorical framework has to be established. This is work in progress; for a very
ﬁrst attempt cf. [34]. More reﬁned theories have been mostly deﬁned by Gaucher, see for instance [27] or [30,29].
(M5) Higher dihomotopy (with a suitable structure) has to be investigated more closely, having a potential of giving
more subtle invariants of lpo-spaces. For some ﬁrst attempts, cf. [76,43,68].
(M6) Many po-spaces arising from concurrency set-ups are equipped with a certain degree of symmetry. Hence, a
group equivariant dihomotopy theory ought to be established.
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9. Open computer-scientiﬁc problems
We tried in this paper to motivate the mathematics by some examples and concepts taken from several areas of
computer science. Some new applications, or new results might be derived from this theory, e.g.:
(CS1) How can we exploit (M2) so that we can derive the “essential schedules” of a concurrent system? A nice
application has already been made for a small subset of the set of diconnected components, namely the unsafe
region and the unreachable region in simple cases, see [21]. A generalization would be important since these
schedules describe ﬁne (safety) properties of concurrent systems (about the possible orderings on accesses to
shared resources for instance) that for instance encompass serializability issues. (M3) would make it possible
to attack the difﬁcult problem of reasoning about schedules of a system compositionally, i.e. inductively on the
knowledge of its subparts. This would be of a great algorithmic value for program analysis for instance. Since
we wrote this paper, hints about how to do this have now been published, see in particular [44,20,68].
(CS2) (M4) and (M5) would make it possible to consider more reﬁned properties of fault-tolerant systems and make a
direct link with the work of Herlihy, Rajsbaum and Shavit. Basically the aim is to give the semantic foundations
to a computability and complexity theory for fault-tolerant distributed systems. (M1) would help to describe
the basic fundamental synchronization models that one can imagine for concurrent systems.
(CS3) (M4) would make it possible to have good algorithms (from linear algebra) giving compatible information about
schedules of concurrent programs. This was already hinted in [35].
(CS4) It is an old question [77] as to which monoids can be represented by ﬁnite canonical term rewriting systems,
which is quite related to our notions and techniques. More generally, we could ask what can be computed in
more general structures [62]. This is very much linked to (CS2).
(CS5) We think that ideas from this framework might help to design better algorithms for distributed databases
schedulers (like better “path-pushing” algorithms) and for micro-instructions schedulers.
10. Related work
A typical problem in concurrency theory and in distributed systems theory is to distinguish non-determinism from
“true” concurrency. In some cases, we would like to be able to specify the actual use of shared resources of a parallel
program, like, how many processors are busy or idle, or should a process wait for a shared variable? As can be seen in
Fig. 15, the parallel execution of a with b is identiﬁed with the non-deterministic choice between a.b and b.a, called
interleaving of a and b, in ordinary transition systems semantics. These two should denote entirely different behaviours
in fact. The former should indicate that actions a and b can overlap in time, whereas the latter should prescribe that
a and b are conﬂicting operations and that one has to be executed before the other. This is central to the discussion
of mutual exclusion properties for instance. Our solution is to explicitly ﬁll in the boundary of a square if we want to
specify true concurrency instead of mutual exclusion, or to ﬁll in the boundary of a cube when we want to specify that
three processes can be active at the same time and not just two etc.
A ﬁrst solution has been proposed in slightly different forms, asynchronous transition systems [4], concurrent
automata [78], transition systems with independence [81], etc. These solutions very often consist in adding an indepen-
dence relation between atomic actions involved in an ordinary transition system. In these semantics, the interleaving
of two independent actions means their execution in parallel, whereas the interleaving of two non-independent actions
means their execution in mutual exclusion. Unfortunately, in these models, it is difﬁcult to speak in a natural manner
about more complex mutual exclusion properties, like shared resources that one can access in parallel n times but not
n + 1 (n2), nor of the number of busy processes at some instant in a distributed system. For instance, given three
actions a, b and c, should we understand a and b independent, b and c independent and c and a independent as the
same as a, b and c are independent? This probably is not true if you are considering a, b and c as the requests to print a
(different) ﬁle on a printer addressed to a server of printers. If the server controls two printers then, on the program side,
all pairs of actions are independent, whereas three requests cannot be treated at the same time. If the server controls
three printers, all three requests are independent. This is dealt with in the notion of a counting semaphore, initialized
to 2 (or 2-semaphore, i.e. that can be shared by 2 but not by 3 processes at a time). The geometric semantics of such
an object is pictured in Fig. 16.
These points are actually crucial in a number of applications. In particular, concerning the proof of parallel
programs on constrained architectures, or the proof of fault-tolerant distributed protocols in which the number of
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c
Fig. 15. Interleaving of A and c.
Fig. 16. A 2-semaphore.
busy processors is of primary importance (see Sections 9 and 10), or for optimization of the use of shared
resources.
This was ﬁrst proposed in [65,32], and further treated in [34]. Now we can understand the problem of pools of
printers explained brieﬂy above as follows. If we have three printers in the pool then we allow traces (i.e. paths) that
are inside the cube delimited by the three actions a, b and c whereas if we have only two printers, we do not allow
them, but only those which are on the boundary of the cube (which is a closed surface).
Most of these aspects are dealt with traditionally by resorting to Petri nets. But, even if the operational meaning of
Petri nets is simple, it is not of the same nature as for transition systems. For instance, Petri nets are difﬁcult to use in
a compositional way, which is not the case for transition systems [2].
Slightly different geometric models have been used in the work of Herlihy, Shavit and Rajsbaum on fault-tolerant
protocols for distributed systems. This has given numerous results in the ﬁeld of distributed systems. It is proved
for instance in [53] that in a shared-memory model with single reader/single writer registers providing atomic read
and write operations, k-set agreement requires at least f/k + 1 rounds where f is the number of processes that can
fail. General tests are also given for solving t-resilient problems. Not only impossibility results can be given but also
constructive means for ﬁnding algorithms derive from this work (see for instance [54]). We refer the reader to other
articles in this area, in particular, the book on distributed algorithms [60], other articles by Herlihy et al. [50–52], some
slightly different methods, still geometric in nature, in [3,5,6,11,24] (which originated this ﬁeld of research, starting
with graph theoretical arguments), [69]. Several ideas about classifying data structures according to what protocols
they manage to solve are described in [56,57,71]. This should be related to problem (CS2). Some links with directed
homotopy have been hinted by one of the co-authors, see [37–39].
In concurrent databases, we refer the reader to the very nice introductory paper of Gunawardena [48]. An application
of this theory to the problem of deadlock detection has been made by the authors in [21].
There are other scheduling problems of interest for the theory we developed in this paper, like the ones appearing due
to the architecture of recent microprocessors. Let us take an example from [49,66]. Many modern CPUs like SPARCs
or MIPS pipeline instructions. Of course, their functional units, registers or bus are all used in mutual exclusion.
Unfortunately the pipelined instructions overlap in time as they use more than one clock cycle and some of them cannot
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instructions/cycle 0 1 2 3 4 5
add.s U S+A A+R R+S ∅ ∅
add.s U S+A A+R R+S ∅
where U is unpack, S is shift, A is adder and R is round.
Fig. 17. MIPS R4000 ﬂoating point unit.
be executed (otherwise “structural hazards” occur) within a certain number of cycles after some others (see Fig. 17 1).
We do not want to use the pipeline in mutual exclusion since we would have to empty it after every instruction. The
problem addressed in [66] is to verify that schedulers for a single process ensure that structural hazards will not occur
(safety). In a concurrent framework, if there are more processes than processors, we can address the new problem of
ﬁnding a way to interleave actions from different processes executed on the same processor, that verify the constraints
while using the pipeline at the best of its capabilities (this is a view formalized in [1], see below). Some processors (like
INTEL’s Pentium) are even more complex to deal with since some resources may be used by at most two processes in
parallel but not three. 2
We see from Fig. 17 that if we suppose that we want to execute two instructions add.s one after the other on the
MIPS R4000 ﬂoating point unit, at cycle 2, the adder A has to be used by both instructions (coming from the same
thread). The same holds at cycle 3 for the round unit R. We say in that case that there is a hazard on A at cycle 2 and a
hazard on R at cycle 3. A good scheduler should have prevented us from this situation by interleaving the two threads
after the ﬁrst add.s and continue with non-conﬂicting instructions of the second thread for the pipeline to be emptied a
bit before executing the second add.s.
If we translate this problem to P andV operations on the shared resources, we see that our problem is to ﬁnd schedules
that do not deadlock.
On the semantic side, there is a strong link between po-spaces and progress graphs [10,15]. The model presented
in [65,32] originated part of this work, and most of the work of one of the co-authors, [42,33,34] and also [59].
There are also links with the homological considerations of [25,26]. Some potentially related semantic models are the
n-categorical formulations of [9] and some other combinatorial or categorical formulations in [23,70,73–75].
In program analysis, some proposals have been made to use the scheduling information that one can extract from
the geometry of executions, to derive automatic parallelization algorithms. This has been hinted in [35] (where some
other ideas for program analysis are exempliﬁed) and also fully treated for CCS in [79,80]. A prototype Parallel
Pascal Analyser has been implemented by Cridlig (http://www.dmi.ens.fr/∼cridlig); its principles are described in
[12]. Another application on CML has been designed by the same author in [13] and to Linda-based languages in [14].
On the more mathematical side, homology of monoids has been studied in [22,47] (with the speciﬁc use of cubical
sets), [58,77]. An extension to homology of categories has been proposed in [62]. Also cubical sets as such have been
used in [72] and studied combinatorially and categorically in [7,8].
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