Using the entropic inequalities for Shannon and Tsallis entropies new inequalities for some classical polynomials are obtained. To this end, an invertible mapping for the irreducible unitary representation of groups SU (2) and SU (1, 1) like Jacoby polynomials and Gauss' hypergeometric functions, respectively, are used.
I. INTRODUCTION
It is known that matrix elements of some irreducible unitary representation of compact and noncompact groups can be represented in terms of special functions, e.g. Jacobi and Legendre polynomials [22] . What's more, any unitary matrix can be associated with a bistochastic matrix. The sums of elements of the bistochastic matrices both in columns and rows are equal to one. Hence, it is possible to use the elements of such matrices as probabilities. Symmetry properties provide possibilities to connect the representation aspects of groups and algebras with properties of special functions (see e.g. [7] [8] [9] 13] ).
The Shanon entropy characterizes the probability distribution of the random variable which appears as a result of experiment with finite number of outcomes. For two random variables the joint probability distribution can be obtained. The distribution is connected with N = N 1 ·N 2 outcomes, where for the first random variable we have N 1 results and for the second random variable N 2 results. According to the Sklar's theorem [18] the joint distribution function and dependence between two random variables determine two marginal distribution functions. For the latter three distributions the Shannon entropies can be calculated. They satisfy the inequality called the subadditivity condition [11] . The entropic inequalities for bipartite systems were used in [5, 15] in the framework of the tomographic probability representation of quantum mechanics to characterize two degrees of quantum correlations in the systems. For the systems without subsystems the latter inequalities were introduced in [17] . However we can apply the subadditivity condition in all cases, where the set of nonnegative numbers or functions is arisen and the sum of numbers or functions equals to unity. For the Li subgroups like SU (2) and SU (1, 1) the unitary irreducible representations are well known. For example, they can be represented in terms of Jacobi, * kimo1@mail.ru Legendre and Gauss' hypergeometric polynomials, etc. Therefore, we can write some new inequalities for the latter polynomials. The inequalities for the Jacobi and Legendre polynomials in case of the system with the spin j = 3/2 are introduced in [16] .
The aim of our work is to consider the unitary matrices connected with the irreducible representation of the SU (2) and SU (1, 1) groups and to construct the new inequalities for such special functions as Jacobi and Gauss' hypergeometric polynomials from the entropic inequalities. To this end, the invertible mapping of indices proposed in [4, 14] is used.
The paper is organized as follows. In Sec. II the invertible mapping for the finite groups is introduced. In Sec. III we use the latter mapping and the subadditivity condition for the Shannon entropy to write the new inequalities for the Jacobi polynomials which represent the elements of the SU (2)-group. The results are illustrated on examples of the states with the spins j = 3/2 and j = 2. Section IV is dedicated to the use of other invertible mappings and q-entropies to write the new inequalities for the special functions. In Sec. V the invertible mapping for the infinite groups is obtained. Using the latter results the new inequalities for the Gauss' hypergeometric polynomials which represent the elements of the SU (1, 1)-group are written in Sec. VI.
II. THE INVERTIBLE MAPPING FOR THE IRREDUCIBLE UNITARY REPRESENTATION OF THE SU (2)-GROUP
Let p 1 , p 2 , . . . , p N be the set of nonnegative number such that
The latter numbers can be interpreted as the probability vector − → p with N random components. For the system of qudits with the density matrix ρ the components of the probability vector − → p are related to the state tomograms where u is unitary matrix.
is the projection of the j k th spin. The Shannon entropy associated with the probability vector − → p is determined by
In [16] the special invertible mapping of indices was introduced. Namely, if N is an even number than it follows
Hence, the probabilities are given in the form of the matrix (p il ), i = 1, 2, l = 1, 2, . . . , N/2 with components
If N is an odd number than we add a zero com-
. Thus, the invertible map of the indices is the following
The probabilities are given in the form of the matrix (p il ), i = 1, 2, l = 1, 2, . . . , (N + 1)/2 with the components
Let us introduce the unitary matrix U with the matrix elements u ik , i, k = 1, 2, . . . , N which satisfy the condition
It is known that the latter n× n matrix can be associated with the bistochastic matrix M , i.e. |u ik | 2 = m ik . The sum of numbers both in columns and rows of bistochastic matrices is equal to one. Let us fix the second index k and introduce the notation m ik ≡ p (k)
i . Thus, we can map the indices i on the pairs of indices (α(i), ξ(i)), α(i) ∈ {1, 2}, ξ(i) ∈ {1, 2, . . . N/2((N + 1)/2)} like (1) and (2) . Using the latter mapping we can rewrite the bistochastic matrix p
α(i),ξ(i) can be considered as probabilities. Hence, we can write the Shannon entropy as
If we fix one of the indices α(i) or ξ(i) and sum over the unfixed one we can obtain the analog of the marginal distributions
What's more, we can write two Shannon entropies associated with marginal distributions (4) as
It is known that these entropies satisfy the subadditivity condition [11] written in the form of inequality
III. THE INEQUALITIES FOR THE REPRESENTATION OF MATRIX ELEMENTS OF THE SU (2)-GROUP
In this section we deal with the SU (2)-group which has the following properties
where det u = 1, a, b ∈ C and the overline denotes complex conjugation. The complex numbers a, b can be represented using the Euler angels (ϕ, θ, ψ),
From the representation theory it is known that the SU (2)-group is generated by J i = σ i /2, i ∈ {1, 2, 3}. Hence, for the matrix elements of the SU (2) the following parametrization can be used u = e 
It is known that the unitary irreducible representations of the rotation group with spins (or SU (2) group) are expressed in terms of Jacobi polynomials [10, 22] . The squared modules of the matrix elements are determined by
where the following notation
The following relations
hold [1] . We shall apply the inequalities for probabilities expressed in terms of Shannon entropies [20] to the matrix elements (7). The point is that one has
Thus, the values d
can be considered as probabilities. We denote these probabilities as
We shall use the map of numbers m ′ and m onto the numbers 1, 2, . . . , N , N = 2j + 1 using the following rule −j ⇒ 1, −j + 1 ⇒ 2, . . . , j ⇒ N. Thus, we can study the relation which can be obtained by considering the probability vector − → p = (p 1 , p 2 , . . . , p N ), where
Hence, similarly to Sec. I we can denote (9) as m ik , i, k ∈ {1, 2, . . . N }. Fixing the index k and mapping the index i onto pairs (α(i), β(i)) as in (1) 
Analogically, the partial entropies (5) can be written as
The subadditivity condition (6) for the matrix from the SU (2)-group is the following
The resulted inequality can be interpreted as the new inequality for the Jacoby polynomials.
A. Examples of systems with spins j = 3/2 and j = 2
Let us consider the state with the spin j = 3/2. As an example we take m = 3/2. Hence, the partial entropies are determined by
where we denote
Then we obtain the subadditivity condition (10). Analogically, for the state with the spin j = 2 and m = 2 we can write the partial entropies as
Hence, we can write the subadditivity condition (10) for the system with the spin j = 2. The obtained results for various angles β are shown in Fig. 1 and 2 . The sum of the entropies H m (1), H m (2) is shown by the black lines and the entropy of the whole system H m (12) by the dotted lines. Needless to say that the sum of the partial entropies is higher than the entropy of the whole system. The equality is reached only in the points β = {0, π, 2π}. 
IV. EXAMPLES OF OTHER INVERTIBLE MAPPINGS AND ENTROPIES
Using various invertible mappings we can get many inequalities for the special functions. To this end, let us introduce the following mapping
It means that we use the invertible map of natural numbers 1, 2, . . . , N onto pairs of integers (i, k), i ∈ {1, 2, . . . , N 1 }, k ∈ {1, 2, . . . , N 2 }. Therefore, using the latter indices we can write the Shannon entropies as following
Needless to say that the latter entropies satisfy the subadditivity condition. Hence, similarly to Sec. II we can use it to write the new inequalities for the special functions. In [4, 14] the following mapping has been introduced. The probability vector p introduced in Sec. II with the components p i , i ∈ {1, 2, . . . , N } is mapped onto the table of numbers with three indices Π kjl , k ∈ {1, 2, . . . , N 1 }, j ∈ {1, 2, . . . , N 2 }, l ∈ {1, 2, . . . , N 3 }. Hence, we can consider that the system has three subsystems with the three random variables and the joint probability distribution describing the results of measurement of the random variables is related to the nonnegative numbers. The nonnegative numbers determine the marginal probability distributions. Hence, we can do the same procedure as in Sec. II and write the new inequalities for the special functions.
However, instead of using the Shannon entropy we can select other entropies, for example the q-deformed entropies like Tsallis and Rényi [19, 21] 
These entropies being functions of an extra parameter contain more detailed information on properties of density matrices of the qudit states and the qudit subsystem states. The Tsallis entropy of the bipartite qudit system was shown to satisfy the generalized subadditivity condition [2, 23] . This condition is the inequality available for Tsallis entropy of the bipartite system state and Tsallis entropies of two subsystem states.
Hence, we can write the Tsallis entropies for the mapping obtained in Sec. III
Next, using the subadditivity of the Tsallis entropy we can write
Substituting the polynomial (7) in the latter inequality we obtain the new inequality for the Jacoby polynomials
Needless to say that we can write the variety of such inequalities using various mappings and entropies. 
Thus, we can consider the probability vector − → p = (p 1 , p 2 , p 3 , . . .), where
Let us introduce the diagonal matrix ρ 12 with the elements p
Let us partition the latter matrix into block matrices of the size 2 × 2. Hence, we can construct two new matrices using the following rules
Let us consider the SU (1, 1)-group which has a representation as the group of complex matrices
where det u = 1, a, b ∈ C. The SU (1, 1) is generated by
Unitary irreps of SU (1, 1) have two classes, the discrete and the continuous series. For the discrete series the spin j = −k/2, k ∈ N and the states |jm > have the eigenvalues m ∈ {−j, −j + 1, −j + 2, . . .} and m ∈ {j, j − 1, j − 2, . . .}. For the continuous series the spin is j = −1/2 + is, 0 < s < ∞ and m ∈ {0, ±1, ±2, . . .} or m ∈ {±1/2, ±3/2, . . .}.
If we consider the case of SU (1, 1) elements parameterized as in [6] u = e 
For both the discrete and continuous series the Dfunction is
where b 
For the case when m ′ + m ≥ 0, m ′ − m ≥ 0 the explicit form of the latter is
where z(it) = (1 − cos it)/2, the normalization factor is
where 2 F 1 denotes the Gauss' hypergeometric function with
. For the other three variants of m ′ , m we use (8) . Let us consider the class of SU (1, 1) elements parameterized as in [6, 12] u = e 
The function c
where z(t) = (1 − i sinh t)/2 and where instead of u j m ′ m we must substitute (12) and (14) . For example, if the series is discrete negative and the matrix elements are defined in (13) we can write the following inequality for the Gauss' hypergeometric function
