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EQUIVALENT DEFINITIONS OF OSCILLATING
SEQUENCES OF HIGHER ORDERS
RUXI SHI
Abstract. An oscillating sequence of order d is defined by the
linearly disjointness from all {e2piiP (n)}∞
n=1 for all real polynomials
P of degree smaller or equal to d. A fully oscillating sequence is
defined to be an oscillating sequence of all orders. In this paper,
we give several equivalent definitions of such sequences in terms of
their disjointness from different dynamical systems on tori.
1. Introduction
Oscillating sequences of higher orders and fully oscillating sequences
were defined in [5] where it was proved that fully oscillating sequences
are orthogonal to all multiple ergodic realizations of topological dy-
namics of quasi-discrete spectrum in the sense of Hahn-Parry. In [6],
this orthogonality was proved for all affine maps of zero entropy on
any compact abelian group. The oscillation of order 1 was earlier con-
sidered in [7] where Sarnak’s conjecture was proved true for a class of
dynamics even when the Mo¨bius function is replaced by an oscillating
sequence of order 1. In this paper, we give a full discussion on the
oscillating sequences of higher order with respect to the disjointness of
such a sequence from different dynamical systems on tori.
Let us first recall that a sequence of complex numbers (cn) is said to
be oscillating of order d (d ≥ 1 being an integer) if
lim
N→∞
1
N
N−1∑
n=0
cne
2πiP (n) = 0
for any P ∈ Rd[t] where Rd[t] is the space of real polynomials of degree
smaller than or equal to d; it is said to be fully oscillating if it is
oscillating of order d for every integer d ≥ 1.
By a dynamical system, we mean a pair (X, T ) where X is a compact
metric space and T : X → X is a continuous map. Following [10], we
say that a sequence (cn) is linearly disjoint from a dynamical system
(X, T ) if
(1·1) lim
N→∞
1
N
N−1∑
n=0
cnf(T
nx) = 0,
1
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for any x ∈ X and any f ∈ C(X) where C(X) is the space of continuous
functions on X . The sequence (f(T nx)) is sometimes called an observ-
able sequence, or a realization of the dynamical system (X, T ). Usually,
(1·1) is referred to as the orthogonality of the sequence (cn) to the re-
alization (f(T nx)). Sequences of the form f1(T
nx)f2(T
2n) · · · fℓ(T
ℓnx)
with f1, · · · , fℓ ∈ C(X) and x ∈ X are called multiple ergodic realiza-
tions. Their orthogonality to fully oscillating sequences was studied in
[5, 6].
An affine map T on a compact abelian group X is of the form
Tx = Ax+ b,
where b ∈ X and A is an automorphism on X . The automorphism A
is also called the section of an automorphism of the affine T .
As observed in [9], an automorphism of zero entropy on Td × F ,
where Td is a d-dimensional torus and F is a finite abelian group, has
the form
T (x, y) = (Ax+By,Cy)
with A an automorphism on Td of zero entropy, B a morphism from F
to Td and C an automorphism on F . Such automorphism is said to be
special if the morphism N := A− I is nilpotent of order d (i.e. Nd = 0
but Nd−1 6= 0) and meanwhile the affine map T is also called special.
Our main result is as follows.
Theorem 1.1. A sequence (cn) of complex numbers is oscillating of
order d if and only if it is linearly disjoint from one of the following
dynamical systems or one of the following classes of dynamical systems.
(1) All automorphisms of zero entropy on Td+1 × F for any finite
abelian group F .
(2) A special automorphism of zero entropy on Td+1 × F , where F
is any fixed finite abelian group F .
(3) All affine maps of zero entropy on Td×F for any finite abelian
group F .
(4) All special affine maps of zero entropy on Td × F , which share
the same section of an automorphism, where F is any fixed
finite abelian group.
We remark that the finite abelian group F in Theorem 1.1 can be
the trivial group so that Td × F is nothing but the torus Td.
For full oscillating sequences, we have the following theorem.
Theorem 1.2. A sequence of complex number (cn) is full oscillating if
and only if it is linearly disjoint from all affine maps on any compact
abelian group of zero entropy.
The necessity in Theorem 1.2 is essentially proved in [9], where the
authors observe that every orbit of any affine map of zero entropy on
any compact abelian group could be realized by an orbit of an affine
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map of zero entropy on Td+1 × F for some finite abelian group F . On
the other hand, the sufficiency is a direct consequence of Theorem 1.1.
A direct consequence from Theorem 1.2 is that the (S) sequences
which are defined in [2] to be linearly disjoint from all dynamical sys-
tems of zero entropy are fully oscillating. Thus the fully oscillating se-
quences are candidates of (S) sequences and conversely (S) sequences
give abundant examples of fully oscillating sequences.
This paper is organized as follows. First, we give some equivalent
descriptions of oscillating sequences of high orders in Section 2. In
Section 3, we show the oscillating disjointness from quasi-unipotent
maps on compact abelian groups. The key point as observed in [4, 9]
is that automorphisms of zero entropy on compact abelian groups are
quasi-unipotent. After these preparations, we prove Theorem 1.1 in
the last section.
2. Oscillating property
In this section, we revisit the definition of oscillating sequences of
higher orders. The following lemma is evident by the definition of
oscillating sequences because the constant term of the polynomial does
not play any role.
Lemma 2.1. Let d ≥ 1. A sequence of complex numbers (cn) is oscil-
lating of order d if and only if
lim
N→∞
1
N
N−1∑
n=0
cne
2πinQ(n) = 0
for any Q ∈ Rd−1[t].
The following lemma has its own interest. A stronger form was
proved in [6]. The proof given here is based on a fact proved in [7].
Lemma 2.2. Let d ≥ 1. A sequence of complex numbers (cn) is oscil-
lating of order d if and only if all arithmetic subsequences (can+b) are
oscillating of order d for all integers a ∈ N∗ and b ∈ N.
Proof. The sufficiency being trivial, we just prove the necessity. As-
sume that (cn) is oscillating of order d. By definition, it is easy to see
that for any b ∈ N, the translated sequence (cn+b) is also oscillating
of order d. Thus we only need to prove that (can) is oscillating of or-
der d for any a ∈ N∗. We will prove this by induction on d based on
Proposition 4 in [7], which states that the case d = 1 is true.
Suppose that the assertion is proved for d− 1. Take any polynomial
P ∈ Rd[t] and write P (t) = wt
d + Q(t) with Q ∈ Rd−1[t]. Since (cn) is
oscillating of order d, the sequence c˜n := cne
2πi w
ad
nd is also oscillating of
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order d, a fortiori, c˜n is oscillating of order d−1. Then by the hypothesis
of induction, c˜an is also oscillating of order d− 1, in particular,
lim
N→∞
1
N
N−1∑
n=0
c˜ane
2πiQ(n) = 0.
Now it suffices to observe
∀n ∈ N∗, c˜ane
2πiQ(n) = cane
2πiP (n)
to conclude that (can) is oscillating of order d.

The following proposition will be used to prove Theorem 1.1.
Proposition 2.3. A sequence of complex numbers (cn) is oscillating
of order d if and only if
lim
N→∞
1
N
N−1∑
n=0
cne
2πi(P (n)+Q(n)) = 0
for any P ∈ Rd[t] and any Q ∈ Q[t].
Proof. The sufficiency being trivial, we just prove the necessity. We
first remark that for any Q ∈ Q[t], the sequence (e2πiQ(n)) is periodic.
Indeed, on one hand, (e2πi
p
q
nk) is q-periodic for any integer k and any
rational number p
q
; on the other hand, the product of two periodic
sequences is still periodic and the l.c.m of the two periods is a period
of the product.
Let ℓ be a period of the sequence (e2πiQ(n)), then
N−1∑
n=0
cne
2πi(P (n)+Q(n)) =
ℓ−1∑
j=0
∑
0≤n≤N−1
n≡j mod ℓ
cne
2πi(P (n)+Q(n))
=
ℓ−1∑
j=0
e2πiQ(j)
∑
0≤n≤N−1
n≡j mod ℓ
cne
2πiP (n).
Thus we can conclude by Lemma 2.2. 
We finish this section by pointing out that the notion of oscillation
of order d(≥ 2) is stronger than the notion of weak oscillation of order
d(≥ 2) introduced in [7]. A sequence (cn) is called weakly oscillating of
order d if
lim
N→∞
1
N
N−1∑
n=0
cne
2πinkt = 0
for any 0 ≤ k ≤ d and any t ∈ [0, 1). A sequence is said to be fully
weakly oscillating if it is weakly oscillating of order d for all integers
d ≥ 1. By Lemma 2.1, it is evident that weakly oscillating sequences
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of order 1 are exactly oscillating sequences of order 1. But it is not the
case when d ≥ 2.
Proposition 2.4. Let d ≥ 2. There exist weakly oscillating sequences
of order d which are not oscillating of order d.
Proof. The following sequence defined by
cn := e
2πi(ndα+nd−1β) where α, β ∈ R \Q
is weakly oscillating of order d but not oscillating of order d. 
A direct corollary of Proposition 2.4 is that a fully weakly oscillating
sequence is not necessarily a fully oscillating sequence.
3. Quasi-unipotent automorphisms
In [9], the authors proved the Mo¨bius disjointness from affine maps
on compact abelian group of zero entropy by using the fact that the
automorphisms on torus of zero entropy are quasi-unipotnent ([4]). In
this section, we examine the orbits of quasi-unipotnent automorphisms
on compact abelian groups. Recall that an automorphism A on an
abelian group is said to be quasi-unipotent of type (m, l) if Am = I+N
with I the identity and N l = 0, where m ≥ 1 and l ≥ 1 are integers.
The following fact is well known. We give a proof of it for the sake
of completeness.
Lemma 3.1. Let A be an automorphism on Td of zero entropy. Then
A is quasi-unipotent of type (d, d).
Proof. The automorphism A can be lifted to a linear automorphism A˜
of Rd which preserves Zd with det A˜ = ±1. Since the dynamics (Td, T )
has zero entropy, all the eigenvalues of A˜ must have absolute value 1
[11]. According to Kronecker’s theorem, all the eigenvalues of A˜ are
d-th unit roots. Thus all of eigenvalues of A˜d are 1. By Jordan’s
theorem, there exists a matrix P ∈ SL(d,C) such that PA˜dP−1 is
a triangular matrix with 1 on its diagonal. Consequently we have
(PA˜dP−1 − I)d = 0 so that (A˜d − I)d = 0. Therefore, we can write
Ad = I +N with Nd = 0. 
Assume that the affine map Tx = Ax + b has its automorphism A
which is quasi-unipotent of type (m, l). Then we say that T is quasi-
unipotent of type (m, l). Any orbits (T nx) of such an affine map has a
nice behavior as shown in the following lemma.
Lemma 3.2. Let X be a compact abelian group. Let T be an affine
map on X defined by Tx = Ax + b where b ∈ X and A is a quasi-
unipotent automorphism of type (m, l). Then for any n = qm + p ≥ l
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where 1 ≤ p ≤ m and q ∈ N, we have
T nx =
l−1∑
k=0
(CkqN
kApx+ Ck+1q+1N
kb∗ + CkqN
kbp),
where b∗ =
∑m−1
k=0 A
kb and bp =
∑p
k=1A
kb.
Proof. By the definition of T , we have
(3·1) T nx = Anx+
n−1∑
j=0
Ajb.
Let us write
n−1∑
j=0
Aj =
q−1∑
j=0
m∑
k=1
Amj+k +
p∑
k=1
Aqm+k.
Using the fact Am = I +N , we get
(3·2)
n−1∑
j=0
Aj =
q−1∑
j=0
(I +N)j
m−1∑
k=0
Ak + (I +N)q
p∑
k=1
Ak.
Recall that N l = 0. Now using the interchange of summations, we have
q−1∑
j=0
(I +N)j =
q−1∑
j=0
j∑
k=0
CkjN
k =
l−1∑
k=0
q∑
j=k
CkjN
k =
l−1∑
k=0
Nk
q∑
j=k
Ckj .
By the identity
∑n
j=k C
k
j = C
k+1
n+1, we have
(3·3)
q−1∑
j=0
(I +N)j =
l−1∑
k=0
Ck+1q+1N
k.
Combining (3·1), (3·2), (3·3) and the equation (I+N)q =
∑l−1
k=0C
k
qN
k
gives
T nx =
l−1∑
k=0
CkqN
kApx+
l−1∑
k=0
Ck+1q+1N
kb∗ +
l−1∑
k=0
CkqN
kbp
=
l−1∑
k=0
(CkqN
kApx+ Ck+1q+1N
kb∗ + CkqN
kbp).

Lemma 3.2 allows us to see that the realization (φ(T nx)) for a group
character φ ∈ X̂ is related to exponentials of some real polynomials,
where X̂ is the dual group of X .
Lemma 3.3. We keep the same assumption as in Lemma 3.2. Let
φ ∈ X̂, x ∈ X and n ≥ l. If we write n = qm+ p with 1 ≤ p ≤ m and
q ∈ N, we have
φ(T nx) = e2πiP (q)
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where P ∈ Rl[t] is a polynomial depending on p. Moreover, if b is of
finite order, then P (t) = P1(t) +P2(t) with P1 ∈ Rl−1[t] and P2 ∈ Q[t].
Proof. By Lemma 3.2, we have
φ(T nx) =
l−1∏
k=0
φ(NkApx)C
k
q φ(Nkb∗)C
k+1
q+1φ(Nkbp)
Ckq
=
l−1∏
k=0
e2πi(C
k
q βk,p+C
k+1
q+1αk+C
k
q θk,p) = e2πi(P1(q)+P2(q)),
where
P1(q) =
l−1∑
k=0
Ckq βk,p, P2(q) =
l−1∑
k=0
(Ck+1q+1αk + C
k
q θk,p)
where βk,p, αk and θk,p are arguments such that
e2πiβk,p = φ(NkApx), e2πiαk = φ(Nkb∗), e2πiθk,p = φ(Nkbp).
The polynomial P1 has degree at most l−1 and the polynomial P2 has
degree at most l.
If b is of finite order so are b∗ and bp for all 1 ≤ p ≤ m. Since N is
homomorphic, Nkb∗ and Nkbp are all of finite order. This implies that
αk and θk,p are rationals so that P2 ∈ Q[t]. 
Now we are ready to state and prove the following result on disjoint-
ness.
Proposition 3.4. Let T be an affine map on a compact abelian group
X defined by Tx = Ax + b. Suppose that A is quasi-unipotent of
type (m, l) and that (cn) is an oscillating sequence of order d. Then
(cn) is linearly disjoint from the dynamical system (X, T ) if one of the
following conditions is satisfied
(1) d ≥ l,
(2) d ≥ l − 1 and b is of finite order.
Proof. Since the linear combinations of characters of X are dense in
C(X), we have only to check (1·1) for f = φ ∈ X̂ . Therefore we can
conclude by combining Lemma 2.2, Proposition 2.3, Lemma 3.2 and
Lemma 3.3. 
We finish this section by two formulas concerning the powers of a
unipotent map N on Td which is unipotent of order d. By the classi-
fication theorem of nilpotent matrices ([3], p. 312), under a suitable
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basis, N has the form
N =

0 1 0 · · · 0
0 0 1 · · · 0
0 0 0 · · · 0
· · · · · ·
0 0 0 · · · 1
0 0 0 · · · 0
 .
For n ≥ d− 1, we have
(3·4) (I +N)n =
d−1∑
k=0
CknN
k =

C0n C
1
n C
2
n · · · C
d−1
n
0 C0n C
1
n · · · C
d−2
n
0 0 C0n · · · C
d−3
n
· · · · · ·
0 0 0 · · · C0n
 .
By the identity
∑n
j=k C
k
j = C
k+1
n+1 and N
d = 0, we get
n−1∑
k=0
(I +N)k =
n−1∑
k=0
k∑
j=0
C
j
kN
j =
d−1∑
k=0
Ck+1n N
k,
that is to say,
(3·5)
n−1∑
k=0
(I +N)k =

C1n C
2
n C
3
n · · · C
d
n
0 C1n C
2
n · · · C
d−1
n
0 0 C1n · · · C
d−2
n
· · · · · ·
0 0 0 · · · C1n
 .
These two formulas (3·4) and (3·5) will be used in the proof of The-
orem 1.1.
4. Proof of Theorem 1.1
We first observe that the implications (1) ⇒ (2) and (3) ⇒ (4) are
trivial. Let us denote by (0) the assertion “(cn) is oscillating of order
d”.
4.1. Proofs of (0) ⇒ (1) and (0) ⇒ (3). The proofs of both im-
plications share the same computation, which will give us an explicit
expression for the orbit of an affine map of zero entropy. Let T be an
affine map on Td × F of zero entropy. Then T has the form
(4·1) T (x, y) = (Ax+By + a, Cy + b)
with a ∈ Td, b ∈ F , A an automorphism on Td of zero entropy, C
an automorphism of F and B a morphism from F to Td. This was
observed in [9].
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For any j ∈ N∗, let (xj , yj) := T
j(x, y). It is easy to check by
induction that
xj = A
jx+Bjy + aj , yj = C
jy + bj ,
for some aj ∈ T
d, bj ∈ F and Bj a morphism from F to T
d. More
precisely, aj, bj and Bj satisfy the recursive relations
aj+1 = Aaj + a +Bbj
bj+1 = bj + b
Bj+1 = ABj +BC
j .
Let q = ♯F ! · d and M = Aq − I where ♯F ! denotes the factorial of ♯F .
This choice of q makes that
(i) Cq = I;
(ii) Aq quasi-unipotent of type (1, d), i.e. Aq = I +M with Md = 0.
In fact, since C is a permutation of F , the order of C divides ♯F !. Then
C♯F ! = I, a fortiori Cq = I. This is (i). Prove now (ii). Since A is quasi-
unipotent of order (d, d) (by Lemma 3.1), we can write Ad = I + N
with Nd = 0. Since d divides q, we can write
M := Aq − I = (Ad − I)Q = NQ
where Q commute with N . So, Md = 0.
Since Cq = I, we have yq = y + bq. Let
Fy(x) = A
qx+ (Bqy + aq), G(y) = y + bq.
Then
T q(x, y) = (Fy(x), G(y)).
Note that Fy is an affine map on T
d whose automorphism Aq is quasi-
unipotent of type (1, d), and G is an affine map on F whose automor-
phism is the identity which is a quasi-unipotent automorphism of type
(1, 1). It can be checked, by induction on n, that for n ≥ 1,
T nq(x, y) = (F ny (x) +Hn, G
n(y)),
where H1 = 0 and
(4·2) Hn =
n−1∑
i=1
iAq(n−i−1)Bqbq (∀n ≥ 2)
are independent of x and y. Then for any n ≥ 2 and 0 ≤ j ≤ q− 1, we
have T nq+j(x, y) = T nq(xj, yj) so that
(4·3) T nq+j(x, y) = (F nyj (xj) +Hn, G
n(yj)).
Now let us prove (0) ⇒ (1). Assume that T is an automorphism of
zero entropy on Td+1×F . Then T has the form (4·1) with a = 0, b = 0
and A a zero entropy automorphism on Td+1. Hence aq = 0 and bq = 0
by the above recursive relation. So (4·3) takes the form
T nq+j(x, y) = (F nyj (xj), G
n(yj)), where Fy(x) = A
qx+Bqy.
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The automorphism of Fy is quasi-unipotent of type (d + 1, d+ 1) and
the automorphism of G is quasi-unipotent of type (1, 1). Therefore
the affine map (Fy(·), G(·)) on T
d+1 × F is quasi-unipotent of type
(d+ 1, d+ 1). On the other hand, Bqy is of finite order for any y ∈ F
because F is finite and Bq is a morphism. Thus by Proposition 3.4 (2)
and Lemma 2.2, for any continuous function f on Td+1 × F , we have
lim
N→∞
1
N
N−1∑
n=0
cnq+jf(T
nq+j(x, y))
= lim
N→∞
1
N
N−1∑
n=0
cnq+jf(F
n
yj
(xj), G
n(yj)) = 0.
Taking average over 0 ≤ j < q, we finish the proof of the implication
(0)⇒ (1).
It remains to prove (0) ⇒ (3). Assume that T is an affine map of
zero entropy on Td×F . Then T has the form (4·1) and T nq+j takes the
form (4·3). The automorphism of G is quasi-unipotent of type (1, 1).
The automorphism of Fy is quasi-unipotent of type (d, d) but the term
aq may not be of finite order (this is the crucial difference from the
implication (0) ⇒ (1)). We first show that n 7→ Hn can be expressed
as a polynomial of n, namely
(4·4) Hn =
d−1∑
k=0
Ck+2n M
kBqbq.
In fact, by the identity
∑n−2
j=k (n− j − 1)C
k
j = C
k+2
n and the fact A
q =
I +M with Md = 0, we have
n−2∑
j=0
(n− j − 1)Aqj =
n−2∑
j=0
(n− j − 1)(I +M)j
=
n−2∑
j=0
j∑
k=0
(n− j − 1)CkjM
k
=
d−1∑
k=0
n−2∑
j=k
(n− j − 1)CkjM
k
=
d−1∑
k=0
Ck+2n M
k.
Thus (4·4) follows immediately from (4·2). Since F is finite and Bq is
a morphism, MkBqbq are of finite order for all 0 ≤ k ≤ d − 1. Take
an arbitrary character φ = φ1φ2 of T
d × F where φ1 is a character of
Td and φ2 is a character of F . Assume φ1(x) = e
2πi(λ1x1+···+λdxd) where
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(λ1, · · · , λd) ∈ Z
d. By the above discussion, we have φ1(Hn) = e
2πiP (n)
where
P (t) =
d−1∑
k=0
Ck+2t αk ∈ Q[t]
with αk ∈ Q defined by e
2πiαk = φ1(M
kBqbq). Then, by (4·3), we have
lim
N→∞
1
N
N−1∑
n=0
cnq+jφ(T
nq+j(x, y))
= lim
N→∞
1
N
N−1∑
n=0
cnq+je
2πiP (n)φ1(F
n
yj
(xj))φ2(G
n(yj)) = 0.
The last equality follows from Lemma 2.2, Proposition 2.3 and Propo-
sition 3.4 (1) which is applied to the affine map (x, y) 7→ (Fyj (x), G(y)).
By taking average over 0 ≤ j < q, we complete the proof of the impli-
cation (0)⇒ (3).
4.2. Proof of (2) ⇒ (0). Let T be a special automorphism of zero
entropy on Td+1×F where F is a finite abelian group. It has the form
T (x, y) = (Ax+By,Cy)
with A = I + N an automorphism on Td+1 of zero entropy and N of
the nilpotent index d+1, C an automorphism of F and B a morphism
from F to Td+1. What we will prove is that any polynomial exponential
sequence (e2πiP (n)) with P ∈ Rd[t] is an observable sequence of the
system (Td+1 × F, T ).
Observe that for any n ∈ N∗
T n(x, 0) = ((I +N)nx, 0).
Let P ∈ Rd[t]. Since the binomial polynomials C
0
t , C
1
t , . . . , C
d
t form a
basis of Rd[t], there exists x := (x0, x1, . . . , xd) ∈ R
d+1 such that
P (t) = x0C
0
t + x1C
1
t + · · ·+ xdC
d
t .
Let G : Td+1 → T be the projection on the first coordinate. By the
formula (3·4), we have
e2πiP (n) = e2πiG(T
nx)
where x also denotes the projection of x ∈ Rd+1 onto Td+1. So,
(e2πiP (n)) is an observable sequence of the system (Td+1 × F, T ). This
completes the proof (2)⇒ (0).
4.3. Proof of (4)⇒ (0). Let Tb be a special affine map of zero entropy
on Td × F for a finite abelian group F which has the form
Tb(x, y) = (Ax+By + b, Cy)
with b ∈ Td, A = I + N an automorphism on Td of zero entropy
and N of the nilpotent index d, C an automorphism of F and B a
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morphism from F to Td. We will prove that any polynomial exponential
sequence (e2πiP (n)) with P ∈ Rd[t] is an observable sequence of the
system (Td × F, Tb) along the orbit of (0, 0) ∈ T
d × F .
Observe that
T nb (0, 0) =
(
n−1∑
k=0
(I +N)kb, 0
)
.
Let Q ∈ Rd−1[t]. Since 1, C
1
t , . . . , C
d
t form a basis of Rd[t], there exists
b = (b1, b2, . . . , bd) ∈ R
d and b0 ∈ R such that
tQ(t) = b0 + b1C
1
t + · · ·+ bdC
d
t .
Let G : Td × F → T be the projection on the first coordinate of Td.
By the formula (3·5), we get
e2πinQ(n) = e2πi(G(T
n
b
(0,0))+b0)
which is an observable sequence of the system (Td×F, Tb). By Lemma
2.1, this completes the proof (4)⇒ (0).
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