Abstract. The traditional representation of a program is as a linear sequence of text. At some stage in the execution sequence the source text is checked for type correctness and its translated form is linked to values in the environment. When this is performed early in the execution process, confidence in the correctness of the program is raised. During program execution, tools such as debuggers are used to inspect the running state of programs. Relating this state to the linear text is often problematical. We have developed a technique, hyperprogramming, that allows the representations of source programs to include direct links (hyper-links) to values, including code, that already exist in the environment. Hyper-programming achieves our two objectives of being able to link earlier than before, at program composition time, and to represent sharing and thus closure and through this the run-time state of a program. This paper reviews our work on hyper-programming and proposes some current research areas.
Introduction
Fig. 1, taken from [1] , shows an example of a Napier88 hyper-program. The program source, which is itself a persistent object, comprises text and hyper-links to other objects in the persistent store.
The first hyper-link is to a persistent first-class procedure value writeString which writes a prompt to the user. The program then calls another procedure readString to read in a name, and then finds an address corresponding to that name. This is done by calling a procedure lookup to find the address in a table data structure linked into the hyper-program. The address is then written out. Note that the code objects (readString, writeString and lookup) are denoted using exactly the same mechanism as data objects (the table) 1 and all of these are external to the hyper-program but within the persistent environment. • what can a hyper-link refer to?
• what guarantees can be made about a hyper-link's referent data?
• how are hyper-links typed and when does type-checking occur?
The degrees of freedom regarding what a hyper-link can refer to depend upon the programming language semantics and the measure of openness is the system. Normally hyper-links will be able to refer to all language first class values. Second class entities, not in the value space such as types, may also be conveniently hyper-linked depending on the flavour of the language. Update may be accommodated through hyper-links by linking to locations, which may or may not be first class values. More interesting is the extent to which hyper-links may refer to values created independently of the system, such as Web pages and DCOM objects. Furthermore the openness of the system can be extended by making the hyper-program representation open for other tools to manipulate.
Referential integrity in a hyper-programming system means that once a hyper-link is established it is guaranteed by the system to exist and to be the same value when the hyper-link is executed. While this guarantee may be provided by a strongly typed persistent object store, it may also be expensive to provide in a distributed system. Variations therefore include the hyper-link being valid but not necessarily referring to the original value, and the hyper-link referring to a copy of the original. This may only be a problem where object identity is important such as in sharing semantics. A hyper-program may therefore display a range of failure modes from not failing to failure from the hyper-link being no longer valid.
The final issue is how hyper-links are typed, if at all. We will assume that for the present that they are. The interesting aspect of type checking is that the contract between the program and the referenced value may now take on a different agreement procedure. Instead of the program asserting the type of the hyper-link and the type checking system ensuring that the hyper-link has the correct type when it is used, the reverse may be used. That is the hyper-link knows its own type and therefore when it is used the program can be made to conform to this type. Statically this removes the need for type specifications for hyper-links in hyper-programs and dynamically it means that the program may be in error rather than the hyper-link.
This paper reviews our work on hyper-programming, discusses the advantages of the technique and proposes some current research areas. These include presenting a single representation of data and code throughout the software process; adapting hyper-programming to persistent contexts that do not enforce referential integrity, such as the WWW; and implementing and using hyper-programming in standardised languages and inter-operability mechanisms.
Motivations & Previous Work
Our work on hyper-programming is motivated by a belief that programming language systems could provide better support for the software engineering process than they do at present. In particular, consider the traditional compose-compile-link-execute cycle of program development as illustrated in Fig. 2 . In precis, a program is composed using a text-editor; compiled using a compiler, which may also link in other source text; linked with other pre-compiled code; and finally executed where it may link to persistent data such as files. During execution, other tools such as symbolic debuggers and run-time browsers may be used to inspect the running state of the program. Thus there are four main processes: composition, compilation, linking and execution each with their appropriate tools such as texteditors, compilers, linkers, debuggers and browsers. Each tool operates on a particular translated version of the program such as source text, object code or executable code. There are two obvious questions that may be asked about the compose-compilelink-execute cycle. They are:
• why are there so many processes and translated forms of the program? and • what level of detail should the user see?
For the systems programmer the processes and translated forms provide the necessary level of control over the cycle. The translated forms allow common tools, such as optimisers, to be used even where the original forms are from disparate sources. The processes are necessary for manipulating the translated forms.
From the applications programmer's point of view, the processes and translated forms often constitute noise in the execution cycle and a distraction from the task of constructing the system. Modern programming environments, such as CodeWarrior [2] , attempt to hide this level of detail from the applications programmer. Hyperprogramming is a further step in this direction and the paper explores how effective the concept can be in different environments.
Constructing Hyper-programs
The primary motivation for hyper-programming is to allow the user to compose programs interactively [3, 4] , navigating the environment and selecting data items, including code, to be incorporated into the programs. This removes the need to write access specifications for extant data items that are used by a program. For example, in a file system it may be a path name, and in a persistent object store it may be a path to an object from a root of persistence.
Our first attempts at constructing a hyper-programming system were conducted in the Napier88 persistent programming environment. The strongly typed persistent object store guaranteed referential integrity of the hyper-links. Existing languages that allow a program to link to persistent data items, including files, at any time during its execution require it to contain code to specify the access path and type for each data item. The access path defines how the data is found by following a particular route through the persistent store starting from a root of persistence. The type specifies the expected type of the data at that position. When a program is compiled the compiler checks that subsequent use of the data is compatible with this expected type. When the program is executed the run-time system checks that the data is present at the declared position and that it does have the expected type.
This mechanism gives flexibility because a program can link to data in the store at any time during its execution. However in many cases the programmer knows that a particular data item is present in the store at the time the program is written and the programming system could obtain all the information in the access specification by inspecting the data item at that time.
In a hyper-programming system the programmer has the option of linking existing data items into a program by pointing to graphical representations rather than writing access specifications. There are two advantages to this early composition-time linking. Firstly, errors that may occur in programs due to the access specification being invalid at the time of execution are completely avoided. This may occur where the store topology has changed and the access path no longer exists, even if the object does; where the object has been deleted; or where the object has been replaced by one of a different type. In all cases the contract between the program and the persistent store has been broken and the program may not execute safely.
In the hyper-programming system the hyper-link is direct to the object and is guaranteed to be valid, at the time of the program execution, by the persistent store's referential integrity. Thus if the topology of the store changes, the link will still be valid; the object may not be deleted since the hyper-program still has access to it; and it may not change its type. Fig. 3 shows an example of the user interface that might be presented to the user by a hyper-program editing/browsing tool. The editor window (top-left) contains embedded buttons representing hyper-program links; when a button is pressed the corresponding object is displayed in a browser window (lower region).
Fig. 3. User Interface to a Hyper-Program Editor
The hyper-links to persistent values are placed in the hyper-program by selecting each value with the store browsing tool and then pressing the Link button. In Napier88, the system asks the programmer whether to link the program to the value itself or to the store location that currently contains the value. The editor then inserts the link at the current text position, represented by a light-button.
Safety and Efficiency
Hyper-programming can provide improved safety in several ways. One of these is that it allows some program checks to be performed earlier than normal, subsequently giving increased assurance of program correctness. This is possible because data items accessed by a program may be available for checking before run-time. Referential integrity then ensures that the checked data remains available at run-time.
Checking can be performed at several stages in the program development process in existing systems. The principal opportunities are at compilation-time when a program is translated into an executable program, and at run-time when the executable program is executed. Categories of checking include checking programs for syntactic correctness and type consistency, and checking persistent data access.
Checking Persistent Data Access. In conventional strongly typed persistent systems a program contains an access specification for each persistent data item used. These access specifications are checked at run-time: at that time the system verifies that each data item is present in the store, with the previously declared access path and type.
A program execution will fail if the store does not contain a route to a data item corresponding to the access path specified in the program. Thus even if it is known at the time of writing that a particular program will execute correctly, it cannot be predicted when it may fail on some future execution.
The use of hyper-programs as source representations allows the checking of access specifications to be performed before run-time. Each link in a hyper-program denotes a data item that exists in the store at the time the hyper-program is composed. The process of checking the access path is moved from run-time to program composition time. The access path is established incrementally as the programmer manipulates the graphical representations of the data in the store to locate the required data item. Once the path has been established the data item at the end of it is linked into the hyperprogram and the path need not be followed again at execution time. The hyper-program will be unaffected if the access path is then removed.
The access path part of the access specification is established during hyper-program composition. The other part, the type specification of the data item, is checked when the type consistency of the hyper-program is verified at or before compilationtime. The system checks that the type of the data item denoted by the link is compatible with the use of the link in the program.
Creating direct links from a hyper-program to values in the store, with the attendant safety benefits described above, is only applicable where values are present in the store at hyper-program composition time. Added flexibility can be gained by using links to denote mutable locations in the store. Linking a location into a hyperprogram involves the same processes as for linking a value, with the difference that the value associated with the link changes when the location is updated. Updates to the location may occur at any time after the composition of the hyper-program. Strong typing ensures that the type of any value assigned to a location is compatible with the type of its original contents. This allows the type checking of persistent locations to be performed at compilation-time. The values in locations associated with the links in a hyper-program can vary but their types will always remain compatible. Where a link denotes a location, that location is linked directly into the executable program produced from the hyper-program, so that updates to the location also affect the executable program.
Experience
The benefits of hyper-programming described in [1, 3, 4] may be summarised as:
• being able to perform program checking early • support for source representations of all object closures • being able to enforce associations from executable programs to source programs • availability of an increased range of linking times
• increased program succinctness • increased ease of program composition 3 Current Work
Options for Further Development
Hyper-programming as described in the previous section is implemented in Napier88 [5] and using a persistent form of Java, PJama [6] . Both implementations are based on the use of a closed-world, single-language, programming environment. The principle advantage of this is the degree of control that can be exercised over the data and code within the environment. In particular, a type system can be enforced over the entire lifetime of the data and code, and referential integrity can be guaranteed by the environment implementation. Thus, once established, a reference between two components will never become accidentally invalid.
The use of such an environment offers various benefits, as discussed previously, at the cost of limiting flexibility. There are thus two main avenues for further development of the hyper-programming concept:
• to further pursue the benefits of using a closed-world system, accepting the limitations that this implies; and • to investigate how far the closed-world restrictions may be relaxed to increase flexibility, while retaining at least some of the original benefits of hyper-programming.
Sections 3.2 to 3.4 describe three areas of research based on a closed-world platform: hyper-code, in which a single uniform representation of code and data is presented throughout the programming life-cycle; support for application evolution based on tracking relationships between system components using referential integrity; and statically checkable dependant types. Some other areas in which a closed-world could be exploited, although not discussed further here, include:
• version control, configuration management and documentation systems [1] ; and • debugging, profiling and optimisation [7] .
Sections 3.5 and 3.6 examine two ways in which the hyper-program platform constraints may be usefully relaxed: constructing programs over an unreliable network such as the World Wide Web; and hyper-programming using commercially significant languages and inter-operability standards, such as C++ [8] , CORBA [9] , DCOM [10] etc.
Hyper-Code
One of the original motivations for persistent programming was to remove the conceptually unnecessary distinction between short-term and long-term data [11] . This was followed by the recognition that code and data can usefully be treated in a uniform way [12] . Hyper-programming itself involved a further unifying step in which source programs themselves became persistent data, along with the compilers, editors and other tools with which they were manipulated [4] . There has thus been a progression of attempts to encompass ever more of the disparate entities that comprise a Persistent Application System (PAS) within a unified framework. Visual interaction with persistent data, such as that provided by generic object browsing systems [13] [14] [15] [16] [17] [18] [19] , has proved to be a convenient and natural way for database users to address informal queries over the contents of a database. The users of such tools can browse freely around the data structures and values of a database, avoiding the necessity to write down algebraic expressions to perform the equivalent accesses. Where appropriate it is also possible to perform updates or invoke more complex methods over the objects depicted on the screen. Such tools are greatly preferred to a traditional query-based approach for simple queries and updates to persistent data such as held in object-oriented databases.
The advantages of this style of access are comparable to the advantages of a modern iconic operating system interface over a traditional command-line based approach. In addition, however, a more general programming algebra is required so that more complex and longer-running queries may be handled. This rather frustratingly gives rise to two quite separate mechanisms for manipulating the same values within a system, with the choice of mechanism being somewhat arbitrary for tasks in the middle ground between trivial and complex.
Current work on hyper-code aims to complete the progressive integration of PAS entities [20] , by presenting the programmer with a single representation form for all code and data throughout all stages of the programming process. These stages include at least object store browsing, program construction, execution, debugging and maintenance. The single representation form is based on source code, the argument being that all other forms of code and data are used for pragmatic implementation-driven reasons, rather than being conceptually necessary. Since the representation must be able to accommodate closures, by necessity it is a hyper-program form that can include direct links.
Hyper-code provides the basis for a new style of editor that includes three unifying concepts, the combination of which makes the editor the only mechanism that is required for interaction with the database system. The three important unifying concepts are:
• Data of any type supported by the system may be browsed and edited in a uniform manner. This includes a uniform treatment of procedure closures; a drawback of previous browsers is that they could not adequately handle procedures.
• Source code is treated not as a fundamental building block within the programming system, but instead as a transient text-based view of a value. The source does not have a conceptual permanent existence within the system, but is apparently generated from any value that may be browsed.
• As a further consequence of the generic treatment of procedure values and source code, the artificial distinction between source and executable values within a running system is completely removed.
The major difference between this and other browsers is therefore in the uniform treatment of the executable and source code forms of procedures, and hence programs. Furthermore, the manipulation of code made possible by the unification strategy is sufficiently general to subsume the usual process of program editing, compilation and linking which is normally associated with the manipulation of code bodies within a system. In constructing a program, the programmer writes hyper-code. During execution, during debugging, when a run time error occurs or when browsing existing programs, the programmer is presented with, and only sees, the hyper-code representation. Thus the programmer need never know about those entities that the system may support for reasons of efficiency, such as object code, executable code, compilers and linkers. These are maintained and used by the underlying system but are merely artifacts of how the program is stored and executed, and as such are completely hidden from the programmer. A consequence of the above is that the hyper-code editor is the only interfacing tool required to perform queries of any complexity against the database, or to introduce new data and program to it. The programmer may thus concentrate on the inherent complexity of the application rather than on that of the support system.
Hyper-Code Operations. The previous hyper-programming implementations in Napier88 [21] and Java [19] approach this ideal, but fall short in two ways. Firstly, the programmer is aware of a distinction between the source and compiled versions of code entities; and secondly, code and data entities are manipulated differently, using an editor and an object browser respectively. Hyper-code removes these distinctions. In the first case, the occurrence of system activities such as compilation and linking is hidden, since they are implementation details-the view presented to the programmer is one of source level interpretation. In the second case, all interaction with the hypercode system is via a single hyper-code editor that fulfils the functions of both the browser and editor in the previous systems. The hyper-code editor supports only the following operations:
• evaluate: this executes a selected fragment of hyper-code and returns the result, if any, as a new hyper-code fragment; • explode: this expands a selected link in a hyper-code fragment to show more detail, which is itself expressed in the form of hyper-code; • unexplode: this contracts an exploded link back to its original form;
• edit: this includes all conventional editing facilities;
• get root: this returns a selected persistent root, as a hyper-code fragment.
When composed, these operations are sufficient to support all program construction, execution and persistent object browsing activities. Note that various system activities are implicit in the operations. For example, the implementation of the evaluate operation involves syntax checking, compilation and invocation of the selected code representation.
The semantics of the hyper-code operations can be defined in terms of four abstract operations, which are reflect, reify, execute and transform. As shown in Fig. 4 
Fig. 4. Hyper-code Domains and Abstract Operations
The reflect and reify abstract operations simply map between the hyper-code entities and their representations. The execute operation takes place within the hyper-code entities domain: it involves the execution of an executable entity, potentially with side-effects on the domain. Correspondingly, the transform operation takes place within the representation domain, involving the manipulation of hyper-code representations. The hyper-code operations can be understood in terms of the abstract operations as follows:
• evaluate first reflects a hyper-code representation to a corresponding hyper-code entity. If that entity is executable it is executed. If the execution produces a result entity, or if the original entity is non-executable, that entity is reified to produce a result representation.
• explode and unexplode both reflect a hyper-code representation to a corresponding hyper-code entity, and then reify that entity to produce a more or less detailed result representation, respectively.
• edit involves transformation of an existing or null hyper-code representation into a new representation.
• get root involves reification of a hyper-code entity to produce a representation.
It should be stressed that the abstract operations are purely definitional: only the hyper-code representations domain and the hyper-code operations are visible to the programmer.
Hyper-Code Representations. The operations and domains described in the previous section may be applied to an implementation of hyper-code in any suitable language. The precise form of the hyper-code representation (HCR) will vary depending on the syntax of the chosen language, but will be guided by the following criteria that will apply for all languages:
• The HCR must accommodate new programs written in the normal way. This implies that the representation must include pure text as a special case.
• The HCR must support hyper-program links, for the reasons already discussed.
• The HCR must support detailed views of linked entities, to arbitrary levels of detail, in order that the hyper-code editor may subsume the functions of an object browser.
• Since there must only be a single HCR, the detailed views of entities must themselves comprise text and hyper-program links in the same form as could be constructed by the programmer.
• Furthermore, the detailed views should be self-contained and syntactically valid.
Thus, for any detailed view of an entity, it should be possible to copy its representation, paste this into a new window, and evaluate it without error. The result of this evaluation will depend on the semantics of the language.
Currently we have designed HCR forms for PJama and ProcessBase
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, and have implemented a prototype in PJama. Fig. 5 shows an example in ProcessBase, in which unexploded links to values are denoted by rounded white rectangles, and unexploded links to types by rounded black rectangles. Exploded links are denoted by shaded rectangles, with the internal details depending on the particular entity. The example shows the definition of a procedure newPerson, which takes a name and an age as parameters, and returns a view (record) containing them and a unique id number. The id is obtained by calling another procedure to increment a shared location, and then dereferencing that location. ; age, id : ] string begin view (name <-newName; age <-newAge; id <-' ) end
Fig. 5. Example of Hyper-Code Representation in ProcessBase
Our HCR design for PJama, an example of which shown in Fig. 6 , is similar to that in Fig. 5 , although it is less elegant due to the higher number of non-first-class entities to which it must support linking, and the presence of non-public object fields.
Fig. 6. Example of Hyper-Code Representation in PJama
System Evolution
Hyper-programming is also the basis for providing new solutions to the problem of schema editing which requires location and translation of affected queries and data [24] . The essential elements are at hand in the hyper-programming system. The schema may keep a record of which programs (queries) and data are associated with particular parts of the schema via secure links. The programs always have hyperprogram source and therefore source code and data translation is possible.
The schema evolution mechanism transforms the programs and data affected by a schema edit. This is achieved as follows:
• Locate, from the schema, all affected programs and data.
• For each program which may be affected, obtain its hyper-program.
• Locate the points in the hyper-program which access the changed part of the schema and edit the hyper-program to reflect the new logical schema structure. This will involve establishing new links both to and from the changed part of the schema.
• Update the old program with the new one.
• Update the affected data with new versions.
The extent to which this process can be automated depends upon the complexity of the schema change incurred. The essential point is that all interrogation and manipulation of schema, program and data occurs within a single integrated environment, and may therefore be represented as a meta-level program within that environment.
The mechanism relies heavily upon the self-contained nature of the persistent environment. As all the data and code is held in the same environment as the schema, it is possible to keep not only links from the schema to the data it describes but also reverse links from the schema to programs which bind to particular points of it. The hyper-programming concept makes it possible to map between executable and source representations. The fact that these representations are themselves values within the persistent environment, along with the provision of a compiler in the same environment, makes this strategy possible.
Dependent Types
In addition to data access checking as described in Section 2.2, language systems also perform other kinds of checking at run-time, some of which can be performed earlier in a hyper-programming system. An example of this is dependent type checking [25] .
A dependent type is a type that depends on a value. In general this requires dynamic type checking. To determine whether two dependent types are compatible, the language's type checker takes account of the associated values as well as their structure. An example of a dependent type is the generic type map [26] , instances of which are associations between sets of values. The type of a particular map is dependent on the identity of the procedure that defines equality over the key set. Because of this it is not generally possible to type-check at compilation-time a program that contains map operations, as the map values themselves must be tested.
In a hyper-programming system the value on which a dependent type depends may be linked directly into a program, and may thus be available for checking at compilation-time. This makes it possible for the system to check operations on dependent types at compilation-time rather than planting code in the executable program to perform the checking at run-time. The system may also provide tools that allow the programmer to verify the type compatibility of selected values before they are linked into the hyper-program.
More generally the programmer may perform arbitrary checks on data values before linking them into a hyper-program, by writing and executing other programs that compute over them. If the checks succeed, the code that performs the checking can then be omitted from the main hyper-program, since the links to the original values are guaranteed to remain intact.
Internet Programming
The potential association between the concept of hyper-programming, and the Web, is obvious. The source format of hyper-programs is similar to hyper-text, and the Web provides a well-known hyper-text system over the global autonomous network. The clear appeal, therefore, is to somehow extend the paradigm to make it work in this context. This appeal, however, is fraught with serious technical difficulty, and it would be over-ambitious and pre-emptive to attempt to document it fully in this paper. We therefore restrict the discussion to an elaboration of the problems involved, and outline strategies which we believe may eventually provide solutions.
Problems exist in the following categories:
• how can program source be represented?
• how can typed data be integrated with the http protocol?
• how could data deriving from other web sources be integrated in a typed computation? • how can the potential failure of references be made tolerable?
These topics are currently under investigation within the framework of the Hippo project at the University of Glasgow 3 . Here we describe only the direction taken for further investigation within each category.
Program Source. To be properly compatible with the Web, it is necessary to represent hyper-programs in a standard text-based form. In the hyper-programming prototypes that have been built, program source is represented in a proprietary format, manipulated only by specially written editor/browser software. This allows the presentation of the program source to the programmer to be strongly associated with the programming language definition. However, to move to a standard internet treatment, the program source format must be open, textual, and ideally should be HTML itself.
One of the known (and as yet largely unaddressed) problems associated with hyper-programming is how standard language treatments, such as the definition of typing and semantics, can be adapted to the hypertext domain. Widely used methodologies for formal definitions and proofs invariably rely upon a textual source representation; while we can claim properties for hyper-programs on a purely intuitive level, it is not clear how to proceed with elementary proofs within a derived system, to demonstrate beyond doubt that there is no flaw in the soundness of the derived language.
Our proposed solution to these problems is to use a two-level language representation and definition. At a high level, humans can interact with a hypertext source, whereas at a lower level the program is actually represented in HTML, including a standard use of hypertext anchors to represent hyperlinks within programs. This allows standard HTML tools, such as high-level composition tools and browsers, to be used as a human-readable interface over the low-level representation. The lowlevel representation, using standard HTML, allows text-based protocols to be used to interpret and transport the HTML.
The difficulty with such an approach is how to define the overall system in a manner which gives a clear and formal definition of its semantics. The overall system will be relatively complex, in comparison with existing hyper-programming systems where an intuitive semantics is relatively acceptable, given that the low-level representation is not patent.
One approach to this problem is based on the definition of the two-level programming algebra using linguistic reflection as a language definition technique. This approach is based upon the use of compile-time reflection, as defined in [27] . A subset of HTML may be defined as the core programming algebra, making it possible to define the semantics of both standard language features and hyper-links. A hyper-text view of programs, as may be presented by both specialist program editors and standard browsers, can be defined (using the terminology of [28] ) as a reflective sublanguage, which is used to generate the HTML-based textual form during static analysis by the programming system implementation.
Using linguistic reflection as a definitional mechanism gives a well-defined formal framework in which hyper-programs can be described using relatively conventional definition techniques. Furthermore, it gives a framework wherein the core definition of hyper-programs is text-based, thus allowing their transportation around the various text-based protocols of the Internet without resorting to ad-hoc translation techniques.
Typed Data. Given a persistent programming language which can be used to program over embedded URLs, the next step is to consider how a URL can be used to refer to typed data, even supposing that the URL refers to data generated by the same programming system. The problem in turn decomposes into three further issues, These are:
• unifying the global persistent namespace with those namespaces used in the Web;
• unifying the representation of the typed persistent data with that commonly used on the Web, namely HTML; • introducing type system mechanisms which allow the integration of remote, unreliable, and autonomous data with an otherwise static type system.
Each of these presents significant technical challenges, and is not further expanded in this context. Interested readers are referred to [29] for a more detailed exposition of the approach taken; once again, solutions to these problems are still beyond our grasp.
Importing Data. The full potential of a web-based hyper-programming system would only be met if it were possible to include links to data which had been generated by some system other than the particular programming language in use. Once again, this is an enormous issue and can not be addressed in this short space. There are two simple solutions: the first is to read the data as text or MIME, and restrict the typing of such links according to its transmitted classification. This results in a type safe language, assuming the consistent use of the protocol, but does not really address the spirit of the problem. The other simple solution is to publish the format used for the system's own typed data, and ensure it is possible to generate that externally. However any serious uptake of this system then requires the retrospective adoption of a new data standard, which is unlikely to succeed. The more ambitious goal is to attempt to analyse arbitrary data resulting from an http request for appropriate structural content and, if it is suitable, integrate it into a typed computation. The outline of our approach is for the programmer to specify a required type for the binding during the composition process. The URL is duly fetched, and translated into a semi-structured format according to a number of ad-hoc rules. 4 Having achieved a semi-structured representation of the data, the programmer's asserted type is used to derive a subset of the data which corresponds to the same structure. This data is extracted and incorporated into the ongoing computation. An estimation of how well the data fits the expected type is also generated, and may be either returned to the user of the program or used within the running program.
Although we have evidence that the outline given above is possible to engineer [30, 31] , and furthermore gives a viable and understandable programming system, each of the steps described presents its own major problems and the production of such an integrated programming system is still beyond current understanding.
Internet Hyper-Programming? In summary, there is a clear and easy intuition that an extension of the hyper-programming paradigm to encompass the global hyper-text concepts of the World-Wide Web will result in a powerful distributed programming paradigm. While we believe that this is the case, on deeper inspection the technical issues underlying such a paradigm shift are profound. A great deal of work remains to be done before we can be convincing that the extended concept is feasible, whilst retaining a sound and disciplined programming system.
An Open C++/DCOM Hyper-Programming Environment
In this section we report on an attempt to apply the hyper-programming model in the context of an open system. We chose a DCOM/C++ system for the experimentation for a number of reasons. Firstly, both C++ [8] and DCOM [10] are being used by a large number of programmers to build systems in the real world. Secondly, having programmed with DCOM and C++, we felt there was a high degree of accidental complexity associated with this style of programming that was not intrinsic in the problem domain. We hoped that hyper-programming might be used to simplify the construction of DCOM programs. Finally we were influenced by the HIPPO work of Connor [29] and sought to discover if C++/DCOM programs could be written which had the same flavour as Hippo programs. If this was possible, the power of the many C++ libraries and environments could be used cheaply construct Web utilities. In addition to creating a hyper-programming environment for a commercial system, a deliberate attempt was made to maximise the use of freely available software and to avoid writing new software whenever possible.
Hyper-Program Construction.
A DCOM/C++ hyper-program is constructed using two tools: a text editor and a binder. These are used to specify the hyper-program text and the hyper links respectively. The output from these tools is fed into a pre-processor which unifies the source and the links into standard C++ prior to presentation to the gnu-C++ compiler. The pre-processor also creates files and directories for cache maintenance and in some circumstances pre-fetches Web pages.
Editing Environment. The first tool requirement was for a text editor capable of incorporating hyperlinks and suitable for editing programs. Web editing tools such as Netscape Composer and FrontPage do not support the editing of programs since they are intended as HTML composition tools. Consequently Emacs [32] was used with a (then) freely available extension called Hyperbole [33] . Hyperbole supports the inclusion of hyperlinks into documents. In particular, these links can refer to Uniform Resource Locators (URLs), i.e. web pages, and can be clicked on with the mouse. A Hyperbole user works with buttons embedded within textual documents. These buttons may be created, modified, moved or deleted. Each button performs a specific action, such as linking to a file or executing a shell command. Fig. 7 shows a C++ hyper-program being edited with the Emacs/Hyperbole environment. which has to be replaced with standard C++, as described above this task is performed by the pre-processor. The code sequence into which this hyper-link is expanded depends on the binding style specified in the binder. This is described the next section.
Creating Bindings. Using the Hyperbole environment, bindings can be made to any Web based data. However, this does not address the need to specify attributes associated with those links such as programming language type, external data type, the location of the data being bound and binding time. To allow hyper-programmers to specify and view bindings, a Web interface to a binder has been created and is shown in Fig. 10 .
The binder permits users to specify a name for a hyper-link. This is used to match the hyper-links entered in the editor with bindings specified in the binder. The next field is the type of the object in the programming language context. In the current implementation this field contains a string which is used to specify the programming language type of the target object. This field is strictly unnecessary since it could be automatically generated but makes the generated code more readable. The next field, IID, is used to specify the type (interface) of the object being linked to. In the example shown in Fig. 10 , the link is to an object of type IHTML, shown in Fig. 9 . The CLSID field is used to specify a class library containing executable code implementing the class specified in the IID field. For DCOM aficionados, this is used to find by a class moniker to locate the class object. The URL field specifies the location of the data to which the link refers.
The last field is used to specify the time at which the binding is resolved. There are currently two options supported: compile time and run time. These settings change the behaviour of the pre-processor and cause different code to be generated. When the compile-time option is chosen the pre-processor pre-fetches a copy of the target and stores it locally. In this case the code generated contains fewer run-time checks since the data will always be accessible. When run-time binding is employed, failure at runtime is possible and consequently the generated code needs to be more sophisticated. The code generated for the example program shown in Fig. 8 is given in the next section.
Fig. 10. Entering Details into the Binder
Binding Times and Errors. The code generated depends on the binding time specified in the binder. Fig. 11 shows a slightly simplified version of the code generated for the hyper-program shown in Fig. 8 if construction time (eager) binding is specified. This code assumes that the binder has loaded the Web page into the local cache (home/sag/cache). The dynamic case is similar but requires additional code to fetch the page across the network. The code generated is straightforward DCOM code.
argv[1,&line,&is_found)) && is_found)) { printf( "Details are %s \n\r", line ); break; } if( FAILED(h->next_line()) ) break; } if( end ) printf( "didn't find %s", argv [1] ); h->Release(); pcf->Release(); } Fig. 11 . Simplified DCOM code generated for Fig. 8 Future Directions. All the examples and screen shots discussed this far describe a system that has been implemented at the University of Stirling. However, this code represents the start rather than the end-point of what we are trying to achieve. We stated earlier that we were seeking an integration of C++/DCOM with hyperprogramming and the ideas embodied in the Hippo system. We now describe how we can use what we have implemented to date to achieve this. The program shown in Fig. 8 treats the Web data as an HTML file not as a typed entity. We would like to be able to re-write the hyper-program as shown in Fig. 12 . In this example, rather than treating the data as HTML text, we have typed it as a set of objects of type Person. This requires a number of refinements to the mechanisms already implemented. First the HTML file must be typed as a set of Person. To achieve this, a MIDL interface definition of a set of Person is created as shown in Fig. 13 . This type is structurally similar to the IHTML interface given earlier with the line type being replaced with records of type Person. Some mechanism must be provided to convert the textual data retrieved over the Web into typed objects (in this case of type Person). This task is encoded in the library providing the implementation of IPersonSet. Whilst this implementation could be hand coded, a more desirable approach would be to generate it automatically from a specification. There are two basic approaches to this: (i) use the MIDL as a specification for the Web format and (ii) use the Web format as a specification to generate the MIDL.
If the first approach were employed, a tool could be engineered which took the MIDL interface and a URL as parameters and attempted to find records of the appropriate type in the file. In the case of the URL used in the examples in this Section, the fields are all comma separated making this task easy. This is similar to the construction of indices in database systems and the importation of records using Wizards in Microsoft Excel and Access. Once the index was created, generic code could be used to traverse the data and return records each time next_person was called. An alternative approach is to generate the IDL from the Web source. This approach is particularly attractive if the Web source is encoded in a structured or semi-structured manner, for example, using XML [34] . In both cases, generic code needs to exist which may be specialised to operate over records of an appropriate type. This may be achieved using the parametric polymorphism provided by the implementation language or using tools such as those suggested by Sheard and Stemple [35] or Kirby [36] .
Conclusions
Our original motivation for hyper-programming was to allow the user to compose programs interactively, navigating the environment and selecting data items, including code, to be incorporated into the programs. We further believed that programming language systems could provide better support for the software engineering process than they do at present, in particular, with regard to the traditional compose-compilelink-execute cycle of program development.
From our early implementations of hyper-programming we summarised that the attendant benefits of the concept are:
• being able to perform program checking early • support for source representations of all object closures • being able to enforce associations from executable programs to source programs • availability of an increased range of linking times • increased program succinctness • increased ease of program composition
Here we have developed the hyper-programming notion to presenting a single representation of data and code throughout the software process using hyper-code. Furthermore we have explored techniques for adapting hyper-programming to persistent contexts that do not enforce referential integrity, such as the WWW; and implementing and using hyper-programming in standardised languages and inter-operability mechanisms, such as C++ and DCOM.
