Abstract In 1845, Bertrand conjectured that for all integers x ≥ 2, there exists at least one prime in (x/2, x]. This was proved by Chebyshev in 1860, and then generalized by Ramanujan in 1919. He showed that for any n ≥ 1, there is a (smallest) prime R n such that π(x) − π(x/2) ≥ n for all x ≥ R n . In 2009 Sondow called R n the nth Ramanujan prime and proved the asymptotic behavior R n ∼ p 2n (where p m is the mth prime). In the present paper, we generalize the interval of interest by introducing a parameter c ∈ (0, 1) and defining the nth c-Ramanujan prime as the smallest integer R c,n such that for all x ≥ R c,n , there are at least n primes in (cx, x]. Using consequences of strengthened versions of the Prime Number Theorem, we prove that R c,n exists for all n and all c, that R c,n ∼ p n 1−c as n → ∞, and that the fraction of primes which are c-Ramanujan converges to 1 − c. We then study finer questions related to their distribution among the primes, and see that the c-Ramanujan primes display striking behavior, deviating significantly from a probabilistic model based on biased coin flipping; this was first observed by Sondow, Nicholson, and Noe in the case c = 1/2. This model is related to the Cramer model, which correctly predicts many properties of primes on large scales, but has been shown to fail in some instances on smaller scales.
Introduction
For n ≥ 1, the nth Ramanujan prime was defined by Sondow [So09] as the smallest positive integer R n with the property that for any x ≥ R n , there are at least n primes in the interval ( 1 2 x, x]. By its minimality, R n is indeed a prime, and the interval 1 2 R n , R n contains exactly n primes. In 1919 Ramanujan [Ra19] proved a result which implies that R n exists, and he gave the first five Ramanujan primes as R n = 2, 11, 17, 29, 41 for n = 1, 2, 3, 4, 5, respectively (see sequence A104272 at [OEIS] ). The case R 1 = 2 is Bertrand's Postulate (proved by Chebyshev): for all x ≥ 2, there exists a prime p with 1 2 x < p ≤ x. Sondow proved that R n ∼ p 2n as n → ∞ (where p m is the mth prime), and he and Laishram [La10] proved the bounds p 2n < R n < p 3n , respectively, for n > 1.
In the present article, we generalize the notion of Ramanujan primes. Instead of studying the intervals ( 1 2 x, x], we consider the intervals (cx, x] for a fixed number c ∈ (0, 1) (these were also investigated by Shevelev [Sh09] , whose parameter k equals 1/c). Namely, the nth c-Ramanujan prime is defined to be the smallest positive integer R c,n such that for any x ≥ R c,n there are at least n primes in the interval (cx, x]. Here, too, the minimality implies that R c,n is a prime and π(R c,n ) − π(cR c,n ) = n (where π(x) is number of primes at most x). Note that R c 1 ,n ≤ R c 2 ,n for c 1 < c 2 . When c = 1/2, we recover R 1/2,n = R n , the nth Ramanujan prime. Thus R c,n ≤ R n if c < 1/2.
We also determine the c-dependence of the generalizations of certain results in [So09, La10, SNN11] .
We quickly review notation. We denote the number of c-Ramanujan primes at most x by π c (x), and let p m denote the m th prime. We write Li(x) for the logarithmic integral, given by
By f (x) g(x), which we often write as f (x) = O(g(x)), we mean there exist constants x 0 and C > 0 such that for all x ≥ x 0 we have | f (x)| ≤ Cg(x), while by f (x) = o(g(x)) we mean that lim x→∞ f (x)/g(x) = 0.
The existence of R c,n follows from the Prime Number Theorem; we give a proof in Theorem 2.2 of §2. Our main result is the c-dependence of R c,n . Theorem 1.1 (Asymptotic behavior of R c,n ) We have:
1. For any fixed c ∈ (0, 1), the nth c-Ramanujan prime is asymptotic to the n 1−c th prime as n → ∞, that is,
More precisely, there exists a constant β 1,c > 0 such that
for all sufficiently large n.
2. In the limit, the probability of a generic prime being a c-Ramanujan prime is 1 − c. More precisely, there exists a constant β 5,c such that for N large we have
The proof uses the Prime Number Theorem, and is given in §2. [OEIS] ).
We end with some numerical results about the distribution of c-Ramanujan primes in the sequence of primes, extending calculations from [So09] and Sondow, Nicholson and Noe [SNN11] in the case c = 1/2. For small values of c, the length of the longest run of c-Ramanujan primes among the primes in (10 5 , 10 6 ) is less than expected (e.g., for c = 0.05, we observe a longest run of length 97, but we expect 127). For values of c near 1, the opposite behavior is observed: the length of the longest run is greater than expected (e.g., for c = 0.90 we expect the longest run of consecutive non-c-Ramanujan primes to have length 91, but the actual length is 345). The expected lengths were computed using a coin flip model with fixed probability P c (n) of a prime in the interval [10 n , 10 n+1 ) being c-Ramanujan; see [Sc90] for a full description of the theory and results of such a model.
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Asymptotic Behavior of Generalized Ramanujan Primes
To simplify the exposition we use the Prime Number Theorem below, though weaker bounds (such as Rosser's Theorem) would suffice for many of the results.
Theorem 2.1 (Prime Number Theorem) There is a positive constant γ 1 < 1/2 such that
In particular, for some numbers γ 2 > 0 and x 0 > 0, we have
Proof. See [IK04] for a proof of (5). Taylor expanding the exponential factor in (5), we see that it decays faster than any power of the logarithm, and thus (6) follows.
We will also have occasion to use the following strengthened version of Rosser's theorem (see for example page 233 of [BS96] ):
for m ≥ 6; however, for our purposes the following weaker statement often suffices:
The following result shows that c-Ramanujan primes exist. Later we'll determine their asymptotic behavior and study their distribution in the sequence of all primes.
Theorem 2.2 (Existence of R c,n ) For any c ∈ (0, 1) and any positive integer n, the c-Ramunjan prime R c,n exists.
Proof. By Theorem 2.1 and the Mean Value Theorem, if x is sufficiently large, then for some point
Since log y c = log x − b c , where
which is asymptotic to (1 − c)x/ log x as x → ∞. Hence π(x) − π(cx) ≥ n, for all x sufficiently large, and the theorem follows.
Before proving Theorem 1.1, we derive some crude but useful bounds on log R c,n . While we could derive stronger bounds with a little more work, the present ones give sufficient estimates for our later analysis of R c,n . Lemma 2.3 For any c ∈ (0, 1), there exist constants β 2,c > 0 and N c > 0 such that, for all n ≥ N c , 1 − β 2,c log log n log n log n ≤ log R c,n ≤ 1 + β 2,c log log n log n log n.
Proof. We first show that the following inequality holds for sufficiently large n:
The lower bound follows from the trivial observation that p n ≤ R c,n for all c and all n, and Rosser's Theorem [Ro38] , which states that n log n < p n . To obtain the upper bound, we show that there exists a constant α c > 0 such that for large n we have R c,n ≤ α c n log(α c n). (It is trivial to find such a constant if we allow α c to depend on n and c, but for our applications we need a bound independent of n, though it may depend on c.)
From (10), we see that, for some N 1,c (which may depend on c but is independent of n), if x ≥ N 1,c , then
We now show that
suffices to have R c,n ≤ α c n log(α c n). To see this, take x > c 1 n log(c 1 n). Then as
is increasing when x > e, we have
As lim y→∞ log log y log y = 0, there is an N 2,c such that for all n ≥ N 2,c we have
Taking N 3,c = max(N 1,c , N 2,c ), we see that for n ≥ N 3,c we have
Thus for n sufficiently large (n > N 3,c ) we find that
which completes the proof of (12). Taking logarithms in (12) yields log(n log n) ≤ log R c,n ≤ log 2n 1 − c log 2n
The rightmost term is log 2n 1 − c log 2n 1 − c = 1 + log log n + log 2 1−c + log log 2 1−c log n log n ≤ 1 + β 2,c log log n log n log n,
for some β 2,c > 0 and all n sufficiently large, say n ≥ N 4,c . The leftmost term in (19) is log(n log n) = 1 + log log n log n log n > 1 − β 2,c log log n log n log n.
Taking N c := max(N 3,c , N 4,c ), the proof of the lemma is complete.
We now turn to the proof of Theorem 1.1. We first prove the claimed asymptotic behavior (part 1 of the theorem), and then prove the limiting percentage of primes that are c-Ramanujan is 1 1−c (part 2 of the theorem).
Proof of Theorem 1.1, part 1. Since π(R c,n ) − π(cR c,n ) = n, taking x = R c,n in (10) and multiplying by (1 − c) −1 log R c,n yields
Equivalently, there is a constant γ 3,c such that
On the other hand, using the bounds on log R c,n from (11), we find that
For m ≥ 20, from (7) we have |p m − m log m| ≤ 2m log log m;
we use this with m = n 1−c and note
We now bound the distance from R c,n to p n 1−c by the triangle inequality and the above bounds:
(as each of the four terms is O(n log log n), with the first term's bound following from using R c,n n log n in (22)). As (n log log n)/p n → 0, we see R c,n is asymptotic to
Let N be an integer, and choose n so that n 1−c = N, so n is essentially (1 − c)N. For each N we need to show that the number of c-Ramanujan primes at most N is
(the density of primes at most p N that are c-Ramanujan), to prove the theorem it suffices to show
which we now do. From Theorem 1.1(1), we know R c,n is asymptotic to p N . Specifically, from (27) we find p n 1−c − β 3,c n log log n ≤ R c,n ≤ p n 1−c + β 3,c n log log n.
As n ≈ (1 − c)N with c < 1, letting 
as this tends to zero with N, the limiting probability D c (N) must exist and equal 1 − c. We now prove (31). We trivially modify equations (9) and (10), using b N and a N instead of c and cx, and find, for some
Using Rosser's theorem (see (7)), we find b N ≤ 2N log N and a N ≥ 1 2 N log N for N large, implying that
for some β 5,c . Dividing by π(N) = N completes the proof of Theorem 1.1.
Distribution of generalized Ramanujan primes

Numerical Simulations
In this section we numerically explore how the c-Ramanujan primes are distributed among the primes, extending the work of Sondow, Nicholson and Noe [SNN11] .
In Table 1 we checked to see if numerical simulations for various c and primes up to 10 6 agree with our asymptotic behavior predictions.
We see the computations agree with our theoretical results. Note the ratio is closer to 1 for small values of c, which is plausible as we have more c-Ramanujan primes as data points in this same interval.
We also looked at runs of consecutive c-Ramanujan primes and non-c-Ramanujan primes in the sequence of primes; our results are summarized in Table 2 . The expected length of the maximum run was computed using a binomial coin flip model. Specifically, let L N be the random variable denoting the length of the longest sequence of consecutive heads obtained from tossing a coin with probability P c (N) of heads N times, with the tosses independent. We have (see [Sc90] for the proof)
where γ = 0.5772 . . . is the Euler-Mascheroni constant and |r 2 (N)| ≤ .00006. Here P c (N) is the ratio of the number of c-Ramanujan primes to the total number of primes in the interval (10 5 , 10 6 ], and N = π(10 6 ) − π(10 5 ) is the total number of primes in the interval. Although we are assuming the probability of a prime being c-Ramanujan to be constant throughout the interval, the probability actually varies because the density of c-Ramanujans is greater in some intervals than others. In Schilling's paper [Sc90] Table 1 Expected density of c-Ramanujan primes amongst the prime numbers from Theorem 1.1 and actual computed density or all c-Ramanujan primes less than 10 6 . Ratio of largest c-Ramanujan prime in this interval to its asymptotic value from Theorem 1.1. the probability P is constant as it represents the probability of getting a head when performing biased coin tosses. In Table 2 , we take the interval (10 5 , 10 6 ] because the density will vary less than over the entire interval [1, N). The actual probability of a prime being a c-Ramanujan prime is just the ratio of the number of c-Ramanujan primes in the interval (10 5 , 10 6 ] to the total number of primes in that interval. We notice that for c near 1/2, runs of non-c-Ramanujan primes are longer than predicted. Also striking is the large discrepancy in the length of the largest run for expected versus actual c-Ramanujan primes for small values of c (and the related statement for c near 1).
While the discrepancies for extreme values of c are the largest, it is important to note that the variance in the coin flip model, though bounded independent of N with respect to N (see (34)), does vary significantly with respect to c. Indeed, the closer c is to 0 or 1, the larger is the probability of either being c-Ramanujan (for small c) or non-c-Ramanujan (for large c). As such, the variance here can be on the order of 10 2 or higher, explaining the very large deviations at the beginning and end of the table. However, even accounting for this, the deviations are often twice the variance, which is an exceedingly large deviation.
Consider the case of c = 0.8. If we look at the c-Ramanujan primes in the interval [1, 10 5 ] we see the density is 0.1852. In the interval [0, 10 6 ], the density is 0.1830, and in the interval [10 5 , 10 6 ] the density is 0.1856. As such, it is clear that the probability of being c-Ramanujan is almost constant in the interval [10 5 , 10 6 ], and the expected longest run differs by at most 1 depending on which probability we use for a prime being a c-Ramanujan prime. 
Description of the algorithm
To compute c-Ramanujan primes, we make slight modifications to the algorithm proposed in [SNN11] for generating 0.5-Ramanujan primes. The algorithm is identical, with the exception of two minor details. We first reprint the description of the algorithm from [SNN11] .
To compute a range of Ramanujan primes R i for 1 ≤ i ≤ n, we perform simple calculations in each interval (k/2, k] for k = 1, 2, ..., p 3n−1 . To facilitate the calculation, we use a counter s and a list L with n elements L i . Initially, s and all L i are set to zero. They are updated as each interval is processed.
After processing an interval, s will be equal to the number of primes in that interval, and each L i will be equal either to the greatest index of the intervals so far processed that contain exactly i primes, or to zero if no interval having exactly i primes has yet been processed.
Having processed interval k − 1, to find the number of primes in interval k we perform two operations: add 1 to s if k is prime, and subtract 1 from s if k/2 is prime. We then update the s-th element of the list to L s = k, because now k is the largest index of all intervals processed that contain exactly s primes.
After all intervals have been processed, the list R of Ramanujan primes is obtained by adding 1 to each element of the list L.
We need to make two modifications to handle the case of general c. First, we need to adjust s when incrementing k corresponds to a change in π(ck). In [SNN11] , the choice of c = 0.5 guarantees that the quantity ck attains all the integers. As such, to determine whether π(ck) is incremented when k is incremented, it sufficed to check whether the quantity ck was prime or not. Unfortunately, for many c it is the case that not all integers are of the form ck for some integer k. To correct for this, we check if the interval (c(k − 1), ck] contains an integer. If the interval does contain an integer, m, we check if m is prime and adjust s accordingly.
The second adjustment is with respect to the upper bound used for R c,n . We propose the following technique to obtain a crude upper bound dependent on c.
Using the following version of the prime number theorem (see [RoSc62] )
Open problems
We end with some open problems. Laishram and Sondow [La10, So09] proved the bounds p 2n < R n < p 3n for n > 1. This result can be generalized to R c,n . An interesting question is to find good choices of a c and b c such that p a c n ≤ R c,n ≤ p b c n for all n. Of course, using variations on Rosser's Theorem (see [RoSc62] ), we can (and do, particularly in Section 3.2) derive bounds that work for large n, and then check by brute force whether these upper bounds hold for lower n. However, this tells us nothing about the optimal choice a c and b c that hold for all n. Along these lines, another project would be to find the c-and n-dependence in the asymptotic relation R c,n ∼ p n 1−c well enough to predict the observed values in Table 1 . For a given prime p, for what values of c is p a c-Ramanujan prime? There are many ways to quantify this. One possibility would be to fix a denominator and look at all rational c with that denominator.
Finally, is there any explanation for the unexpected distribution of c-Ramanujan primes amongst the primes in Table 2 (see also [SNN11] , Table 1 )? That is, for a given choice of c, is there some underlying reason that the length of the longest consecutive run of c-Ramanujan primes or the non-c-Ramanujan primes are distributed quite differently than expected? The predictions were derived using a coin-tossing model. This is similar to the Cramer model; while this does correctly predict many properties of the distribution of the prime numbers, it has been shown to give incorrect answers on certain scales (see for example [MS00] ).
