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DECAY CHARACTERIZATION OF SOLUTIONS TO
DISSIPATIVE EQUATIONS
CE´SAR J. NICHE AND MARI´A E. SCHONBEK
Abstract. We address the study of decay rates of solutions to dissipative
equations. The characterization of these rates is given for a wide class of
linear systems by the decay character, which is a number associated to the
initial datum that describes the behavior of the datum near the origin in
frequency space. We then use the decay character and the Fourier Splitting
method to obtain upper and lower bounds for decay of solutions to appropriate
dissipative nonlinear equations, both in the incompressible and compressible
case.
1. Introduction
Solutions to many linear and nonlinear dissipative evolution equations obey in-
equalities of the form
(1.1)
1
2
d
dt
‖f(t)‖2L2 ≤ −C
∫
Rn
|ξ|2α|f̂(ξ, t)|2 dξ, 0 < α ≤ 1, C > 0
as for example is the case for the Navier-Stokes equations, where α = 1 and f is
the velocity field, or for the 2D quasi-geostrophic equation, where 0 < α ≤ 1 and f
is the scalar potential temperature. Inequality (1.1) indicates that the L2 norm of
solutions decays in time, hence it is natural to ask what is the decay rate for these
solutions.
In order to provide context to our work, we recall some well-known results con-
cerning the decay of solutions to the initial value problem for the 3D Navier-Stokes
equations
∂tu+ (u · ∇)u = ∆u−∇p,
div u = 0,
u0(x) = u(x, 0).(1.2)
When the initial datum u0 is in L
2, Masuda [19] showed that the L2 norm of weak
solutions goes to zero as time goes to infinity. If u0 ∈ L1 ∩L2, M.E. Schonbek [28],
[29] proved that the decay has a uniform rate
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‖u(t)‖L2 ≤ C(1 + t)−
3
4 , t > 0.
We note that if the initial datum is small, the above result had been obtained by
Kato [16]. M.E. Schonbek [29] also proved that if u0 is just in L
2, there are solutions,
whose initial data is a rescaled Gaussian, that do not have a uniform algebraic decay
rate. Later, Wiegner [34], for 2 ≤ n ≤ 4, proved more precise uniform decay rates
by carefully analyzing the relation between the linear and nonlinear part of the
solution: if ‖et∆u0‖L2 ≤ C(1 + t)−µ, for µ ≥ 0, then
‖u(t)‖L2 ≤ C(1 + t)−min{µ,
5
4
}, t > 0.
Note that when u0 ∈ L1 ∩ L2, we have that û0 ∈ L∞, so ‖et∆u0‖L2 ≤ C(1 + t)− 34 ,
which leads to the previous estimate. The faster decay rate is obtained, for example,
for solutions with zero average u0.
Recently, Bjorland and M.E. Schonbek [3] introduced a new idea in this area,
by associating to every u0 ∈ L2 a decay character r∗ = r∗(u0), which describes the
rate with which the solution to (1.2) with such initial datum decays. A key point
in the proof of their results is an estimate for the decay rate of solutions to the heat
equation in terms of r∗(u0).
The main goal of this article is to refine and extend Bjorland and M.E.Schonbek’s
work. First, we define the decay character of Λsu0, for u0 ∈ Hs(Rn), (−∆) 12 = Λ
and s ≥ 0 and establish its relation with the decay character of u0. Then, we give
sharp upper and lower bounds for decay rates in Sobolev space for a wide class of
linear equations in terms of the decay characters of u0 and Λ
su0. Finally, we use
these estimates to obtain results for decay of solutions to some nonlinear dissipative
equations.
We next describe in detail the definitions introduced and the results obtained in
this article. It has been frequently remarked that the long time behavior in time
of solutions is determined by the small frequencies of the initial data/solution. In
order to formalize this, we want to know what is the order of‘Λsu0(ξ) at the origin,
by comparing it to f(ξ) = |ξ|r. Thus, in Section 2.1 we define the decay indicator
of Λsu0, for every u0 ∈ L2(Rn), as
P sr (u0) = lim
ρ→0
ρ−2r−n
∫
B(ρ)
|ξ|2s|û0(ξ)|2 dξ
where s ≥ 0, Λ = (−∆) 12 and B(ρ) is the ball at the origin with radius ρ. By taking
r = q + s, we see that the decay indicator compares |’Λsu0(ξ)|2 to f(ξ) = |ξ|2(q+s)
at ξ = 0. When s = 0, we recover Definition 5.5 from Bjorland and M.E. Schonbek
[3] and we use the notation r∗0 = r
∗. If for some finite r we have that ‘Λsu0(ξ)
and |ξ|2(q+s) are equivalent, then P sr (u0) > 0 and we say the decay character of
Λsu0, is r
∗
s = r
∗
s (u0) = r. If
‘Λsu0(ξ) goes to zero at the origin faster (respectively
slower) than any |ξ|2(q+s), we say that the decay character is r∗s =∞ (respectively
r∗s = −n2 + s).
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Inequality (1.1) is key for obtaining decay for both linear and nonlinear dissipa-
tive equations. In Section 2.2 we introduce a family of pseudodifferential operators
L that are negative definite and diagonalizable. This family contains, amongst
others, the usual Laplacian and fractional Laplacian, as well as a compressible ap-
proximation to the Stokes operator which is the linear part of one of the nonlinear
equations we analize later. For all these operators, the linear equation vt = Lv
leads to (1.1).
In Sections 2.3 and 2.4 we establish the main results concerning decay of linear
equations in terms of the decay character. In Theorem 2.10 in Section 2.3, the decay
of the L2 norm of solutions is characterized for data v0 ∈ L2. More specifically,
depending on the decay character r∗ = r∗(v0), decay is faster or slower than any
algebraic rate or is bounded from above and below by algebraic rates with the same
exponent. Section 2.4 deals with the characterization of decay of the homogeneous
Sobolev norm H˙s of solutions, when v0 ∈ Hs. Theorem 2.11 establishes a relation
between the decay characters r∗ and r∗s = r
∗
s (v0), proving that r
∗
s = s+ r
∗. As r∗s is
the decay character of the L2 function Λsv0, the characterization of decay for the
H˙s norm in Theorem 2.12, analogous to the one obtained in Theorem 2.10 for v0
in L2(Rn), follows from Theorems 2.10 and 2.11.
In Section 3 we study decay rates of solutions to nonlinear equations, using the
decay results of their linear part. We first consider the dissipative quasi-geostrophic
equation in R2
θt + u · ∇θ + κ(−∆)αu = 0, 0 < α ≤ 1, κ > 0
where u = R⊥θ = (−R2θ,R1θ), Ri is the Riesz transform in the xi variable and
θ = θ(x, t) is a scalar. This active scalar equation has been extensively studied in the
last 20 years because for α = 12 , provides a dimensionally correct 2D model to the
3D Navier-Stokes equations. Moreover, this equation and its inviscid counterpart
(i.e., κ = 0), describe important models of currents and atmosphere circulation.
Using the Fourier Splitting method, developed by M.E. Schonbek [27], [28], [29] to
study decay of solutions to conservation laws and the Navier-Stokes equations, in
Theorems 3.1 and 3.3 we prove upper and lower bounds for the decay rate of this
equation, to wit, we obtain that for θ0 in L
2(R2) with r∗ = r∗(θ0), we have that
for r∗ ≤ 1− α and some C1, C2 > 0
(1.3) C1(1 + t)
− 1
α
(1+r∗) ≤ ‖θ(t)‖2L2 ≤ C2(1 + t)−
1
α
(1+r∗);
in the region determined by r∗ ≥ 1 − α, r∗ ≤ 1, r∗ ≤ 2(1 − α) and for some
C1, C2 > 0 we have
(1.4) C1(1 + t)
− 1
α
(1+r∗) ≤ ‖θ(t)‖2L2 ≤ C2(1 + t)−
1
α
(2−α),
and in the region determined by r∗ > 1 and r∗ ≥ 2(1− α) we have that
(1.5) ‖θ(t)‖2L2 ≤ C2(1 + t)−
1
α
(2−α).
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Then, (1.3) provides a sharp characterization of decay in terms of the decay char-
acter. However, in (1.4) we may have a gap in the decay rates and in (1.5) we
have no lower bound at all. Note that these problems arise when the linear part
has a relatively fast decay rate. This phenomenon also arises in the Navier-Stokes
equations, see Theorem A in Miyakawa and M.E. Schonbek [20] and Theorem 6.5
in Bjorland and M.E. Schonbek [3]. In Theorem 3.5 we prove results concerning
the decay of the H˙s norm of solutions.
In Section 3 we also study the compressible approximation to Navier-Stokes
equations
∂tu
ǫ + (uǫ · ∇)uǫ + 1
2
(div uǫ)uǫ = ∆uǫ +
1
ǫ
∇ · div uǫ
uǫ(x, 0) = uǫ0(x),
introduced by Temam [32]. This system is obtained from the Navier-Stokes equa-
tions (1.2) by relating the pressure p to the velocity u through ǫp = −div u in
order to eliminate the nonlocal relation between them. The nonlinear damping
term 12 (div u
ǫ)uǫ has to be added to have an energy inequality. This, together with
the fact that the operator which defines the linear part of this system fits in the
context of Section 2.2, leads to (1.1), which allows us to use the Fourier Splitting
method. We then prove, in Theorems 3.9 and 3.11, upper and lower bounds for the
decay rate of solutions. More precisely, for uǫ0 ∈ L2(R3) with r∗ = r∗(u0), we have
that for − 32 < r∗ ≤ 1, there exist C1, C2 > 0 such that
C1(1 + t)
−( 32+r
∗) ≤ ‖uǫ(t)‖2L2 ≤ C2(1 + t)−(
3
2
+r∗),
while for r∗ > 1, we obtain
‖uǫ(t)‖2L2 ≤ C(1 + t)−
5
2 .
As before, when the linear part of the solution has relatively slow decay, we can
sharply estimate the decay of uǫ through the decay character. In Remark 3.13 we
compare these estimates with similar ones obtained for the Navier-Stokes equations
by Bjorland and M.E. Schonbek [3]. Finally, in Theorem 3.14 we prove results
concerning decay of H˙s norm of solutions uǫ to (3.22).
2. Decay character and characterization of decay of linear systems
2.1. Decay Character. We now introduce the main definitions used to under-
stand the behavior of‘Λsu0(ξ) at the origin, through comparison with f(ξ) = |ξ|r.
Definition 2.1. Let u0 ∈ L2(Rn), with s ≥ 0 and let Λ = (−∆) 12 . The decay
indicator P sr (u0) corresponding to Λ
su0 is defined by
P sr (u0) = lim
ρ→0
ρ−2r−n
∫
B(ρ)
|ξ|2s|û0(ξ)|2 dξ
for r ∈ (−n2 + s,∞), where B(ρ) is the ball at the origin with radius ρ.
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Remark 2.2. Note that P sr (u0) = 0 for r ≤ s − n2 . By setting r = q + s, we see
that the decay indicator compares |‘Λsu0(ξ)|2 to f(ξ) = |ξ|2(q+s) near ξ = 0. When
s = 0, we recover the definition from Bjorland and M. E. Schonbek [3].
Definition 2.3. The decay character of Λsu0, denoted by r
∗
s = r
∗
s (u0) is the unique
r ∈ (−n2 + s,∞) such that 0 < P sr (u0) < ∞, provided that this number exists.
If such P sr (u0) does not exist, we set r
∗
s = −n2 + s, when P sr (u0) = ∞ for all
r ∈ (−n2 + s,∞) or r∗s =∞, if P sr (u0) = 0 for all r ∈ (−n2 + s,∞).
Remark 2.4. When s = 0 we denote P 0r (u0) = Pr(u0), and r
∗
0 = r
∗.
Example 2.5. Let u0 ∈ L2(Rn) such that û0(ξ) = 0, for |ξ| < δ, for some δ > 0.
Then, P sr (u0) = 0, for any r ∈
(−n2 + s,∞) and r∗s (u0) =∞.
Example 2.6. Let u0 ∈ Lp(Rn) ∩ L2(Rn), with 1 ≤ p ≤ 2. Then, as û0 ∈ Lq(Rn),
with 1
p
+ 1
q
= 1, we have that
∫
B(ρ)
|û0(ξ)|2 dξ ≤
Ç∫
B(ρ)
|û0(ξ)|q dξ
å 2
q
Ç∫
B(ρ)
dξ
å2− 2
q
≤ Cρ2n(1− 1p ).
From the definition of decay character we obtain that r∗(u0) = −n
Ä
1− 1
p
ä
. So, if
u0 ∈ L1(Rn)∩L2(Rn) we have that r∗(u0) = 0 and if u0 ∈ L2(Rn) but u0 /∈ Lp(Rn),
for any 1 ≤ p < 2, we have that r∗(u0) = −n2 .
2.2. Linear part. Let X be a Hilbert space on Rn. Consider a pseudodifferential
operator L : Xn → (L2(Rn))n, with symbol M(ξ) such that
(2.6) M(ξ) = P−1(ξ)D(ξ)P (ξ), ξ − a.e.
where P (ξ) ∈ O(n) and D(ξ) = −ci|ξ|2αδij , for ci > c > 0 and 0 < α ≤ 1.
Given the linear equation
(2.7) vt = Lv.
it follows that
1
2
d
dt
‖v(t)‖2L2 = 〈v̂,Mv̂〉L2 = 〈v̂, P−1DPv̂〉L2
= −〈(−D) 12P v̂, (−D) 12P v̂〉L2
= −
∫
Rn
|(−D) 12P v̂|2 dξ
≤ −C
∫
Rn
|ξ|2α|v̂|2 dξ.
This is (1.1), which we need for using the Fourier Splitting method.
Remark 2.7. The method also works, with appropiate minor changes, for D(ξ) =
−ci|ξ|2αiδij , for ci ≥ 0 and 0 ≤ αi ≤ 1, with at least one pair (ci, αi) 6= (0, 0).
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Example 2.8. Let L be the fractional Laplacian acting on vector fields on Rn by
(Lu)i = (−∆)αui, i = 1, · · ·n.
Its symbol (M(ξ))ij = −C|ξ|2αδij verifies the required condition with P (ξ) = Id
and D(ξ) = −|ξ|2αδij .
Example 2.9. Let
ut = Lu = ∆u+ 1
ǫ
∇div u, ǫ > 0
be the compressible approximation to the Stokes system in R3 introduced by Temam
[32]. The symbol for this operator is (M(ξ))ij = −|ξ|2δij − 1ǫ ξiξj , with D(ξ) =
diag(−|ξ|2,−|ξ|2,− (1 + 1
ǫ
) |ξ|2) and
P (ξ) =
á
−ξ2√
ξ2
1
+ξ2
2
−ξ1ξ3√
1−ξ2
3
ξ1
ξ1√
ξ2
1
+ξ2
2
−ξ2ξ3√
1−ξ2
3
ξ2
0
1−ξ23√
1−ξ2
3
ξ3
ë
,
where v = (ξ1, ξ2, ξ3) has norm one. Then
(2.8)
Ä
etM(ξ)
ä
ij
= e−t|ξ|
2
δij − ξiξj|ξ|2
(
e−t|ξ|
2 − e−(1+ 1ǫ )t|ξ|2
)
,
see Rusin [26].
2.3. L2 decay characterization of solutions to linear systems (2.7).
Theorem 2.10. Let v0 ∈ L2(Rn) have decay character r∗(v0) = r∗. Let v(t) be a
solution to (2.7) with data v0. Then:
(1) if −n2 < r∗ <∞, there exist constants C1, C2 > 0 such that
C1(1 + t)
− 1
α (
n
2
+r∗) ≤ ‖v(t)‖2L2 ≤ C2(1 + t)−
1
α(
n
2
+r∗);
(2) if r∗ = −n2 , there exists C = C(ǫ) > 0 such that
‖v(t)‖2L2 ≥ C(1 + t)−ǫ, ∀ǫ > 0,
i.e. the decay of ‖v(t)‖2
L2
is slower than any uniform algebraic rate;
(3) if r∗ =∞, there exists C > 0 such that
‖v(t)‖2L2 ≤ C(1 + t)−m, ∀m > 0,
i.e. the decay of ‖v(t)‖L2 is faster than any algebraic rate.
Proof: (1) Suppose Pr(u0) > 0. Then there exists ρ0 > 0, C1 > 0 such that
for 0 < ρ ≤ ρ0 we have
C1 < ρ
−2r−n
∫
B(ρ)
|“v0(ξ|2 dξ.
Let B(ρ(t)) = {ξ ∈ Rn : |ξ| ≤ ρ(t)}, for some nonincresing, continuous radius
ρ = ρ(t) to be determined later. From (2.6) we obtain
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|eM(ξ)t“v0(ξ)| = |P−1(ξ)eD(ξ)tP (ξ)“v0(ξ)| ≥ Ce−c|ξ|2αt|“v0(ξ)| ≥ Ce−ctρ2α(t)|“v0(ξ)|.
Then
‖v(t)‖2L2 ≥
∫
B(ρ(t))
|eM(ξ)t“v0(ξ)|2 dξ(2.9)
≥ Cρ2r+ne−ctρ2α(t)ρ−2r−n
∫
B(ρ(t))
|“v0(ξ)|2 dξ ≥ Cρ2r+ne−tρ2α(t).
Taking ρ(t) = ρ0(1 + t)
− 1
2α yields e−ctρ
2α(t) ≥ C > 0, so
‖v(t)‖2L2 ≥ C(1 + t)−
1
α (
n
2
+r∗)
which leads to lower bound we wanted to prove. The upper bound follows by
Fourier splitting. From (1.1) we have
(2.10)
d
dt
‖v(t)‖2L2 ≤ −C
∫
Rn
|ξ|2α|v̂(ξ)|2 dξ ≤ −Cρ2α(t)
∫
Bc(ρ(t))
|v̂(ξ)|2 dξ,
with B(ρ(t)) as before. Hence
(2.11)
d
dt
‖v(t)‖2L2 + ρ2α(t)‖v(t)‖2L2 ≤ Cρ2α(t)
∫
B(t)
|v̂(ξ)|2 dξ.
As Pr(u0) <∞, there exist ρ0 > 0, C > 0 such that for 0 < ρ < ρ0
(2.12) ρ−2r−n
∫
B(ρ(t))
|“v0(ξ)|2 dξ ≤ C.
Also, we have that
(2.13)
∫
B(ρ(t))
|v̂(ξ)|2 dξ ≤ C
∫
B(ρ(t))
|“v0(ξ)|2 dξ.
Then from (2.11), (2.12) and (2.13) we obtain
d
dt
‖v(t)‖2L2ρ2α(t) ≤ Cρ2α+2r+n(t).
We choose ρ(t) = m
1
2α (1 + t)−
1
2α , with m > r + n2 and multiply this inequality by
the integrating factor h(t) = (1 + t)m to obtain
d
dt
(
(1 + t)m‖v(t)‖2L2
) ≤ C(1 + t)m−1− rα− n2α .
Integrating between 0 and t we obtain the upper bound.
(2) If r∗ = −n2 , for any fixed r ∈ (−n2 ,∞) we have Pr(u0) = ∞. Then for any‹C = ‹C(r) there exists ρ0 > 0 such that for 0 < ρ0 < ρ‹C < ρ−2r−n ∫
B(ρ)
|û0(ξ)|2 dξ.
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Proceeding as in the proof of the lower bound in (1) with an inequality similar to
(2.9), we obtain
C(1 + t)−r−
n
2 ≤ ‖v(t)‖2L2 .
As this holds for any r ∈ (−n2 ,∞), the estimate is established.
(3) As r∗ = ∞, for any fixed r ∈ (−n2 ,∞) we have Pr(u0) = 0. Then for any‹C = ‹C(r) there exists ρ0 > 0 such that for 0 < ρ0 < ρ
ρ−2r−n
∫
B(ρ)
|û0(ξ)|2 dξ < ‹C
Proceeding as in the proof of the upper bound in (1) with an inequality similar to
(2.10), we obtain
‖v(t)‖2L2 ≤ C(1 + t)−r−
n
2 .
As this holds for any r ∈ (−n2 ,∞), the estimate is established. 
2.4. Characterization of decay in H˙s of solutions to (2.7). In the next The-
orem we establish a relation between the decay character of Λsu0 and that of u0.
Theorem 2.11. Let u0 ∈ Hs(Rn), s > 0.
(1) If −n2 < r∗(u0) <∞ then −n2 + s < r∗s (u0) <∞ and r∗s (u0) = s+ r∗(u0).
(2) r∗s (u0) =∞ if an only if r∗(u0) =∞.
(3) r∗(u0) = −n2 if and only if r∗s (u0) = r∗(u0) + s = −n2 + s.
Proof: (1) Let r = q + s, for some q > −n2 . We have that
ρ−2r−n
∫
B(ρ)
|ξ|2s|û0|2 dξ ≤ ρ−2q−n
∫
B(ρ)
|û0|2 dξ,
which, after letting ρ go to zero, leads to
0 ≤ P sr (u0) ≤ Pq(u0) <∞.
If P sr (u0) > 0, we are done, as r
∗
s (u0) = r = q + s = r
∗(u0) + s. If P
s
r (u0) = 0,
there are two possible scenarios:
(a) there exists R > r so that P sR(u0) > 0, or
(b) P sR(u0) = 0, ∀ R ≥ r.
If (a) is true, we are done by choosing R = s+ q, since then
0 < P sR(u0) ≤ Pq(u0) <∞,
and we can proceed as in the last situation.
We show now that (b) leads to a contradiction. From (b) and the decay character
definition, since 0 ≤ P sm ≤ P sR, ∀m ≤ R, it follows that P sm(u0) = 0, for all m ∈ R.
Let r = q + s. Then, P sr (u0) = 0 implies that given any ǫ > 0, there is ρ0 so that
for all ρ ≤ ρ0 we have
ρ−2r−n
∫
B(ρ)
|ξ|2s|û0(ξ)|2 dξ < ǫ.
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Let
Ap(ρ) = {ξ : ρ
2p+1
≤ |ξ| ≤ ρ
2p
}.
Note that Ap(ρ) ⊂ B( ρ2p ). Hence by choosing ρ ≤ ρ0, since ρ2p ≤ ρ ≤ ρ0( ρ
2p
)−2r−n ( ρ
2p+1
)2s ∫
Ap(ρ)
|û0(ξ)|2 dξ ≤(2.14) ( ρ
2p
)−2r−n ∫
Ap(ρ)
|ξ|2s|û0(ξ)|2 dξ ≤( ρ
2p
)−2r−n ∫
B( ρ
2p
)
|ξ|2s|û0(ξ)|2 dξ < ǫ.
Since r = q + s the first term from the above inequalities can be expressed as( ρ
2p
)−2r−n ( ρ
2p+1
)2s ∫
Ap(ρ)
|û0(ξ)|2 dξ = 2p(2q+n)2−2sρ−2q−n
∫
Ap(ρ)
|û0(ξ)|2 dξ
Combining the last equality with (2.14) yields
ρ−2q−n
∫
Ap(ρ)
|û0(ξ)|2 dξ ≤ ǫ 22s2−p(2q+n).
Note that ∪∞p=0Ap(ρ) = B(ρ). Summing over p yields
ρ−2q−n
∫
B(ρ)
|û0(ξ)|2 dξ ≤ ǫ 22s
∞∑
p=0
2−p(2q+n).
Hence
ρ−2q−n
∫
B(ρ)
|û0(ξ)|2 dξ ≤ ǫ 22s 1
1− 22q+n .
Since ǫ > 0 was arbitrary it follows that
Pr(u0) = lim
ρ→0
ρ−2q−n
∫
B(ρ)
|û0(ξ)|2 = 0
Our hypothesis was that r∗ > −n2 , hence by definition Pr(u0) > 0 and we reached
a contradiction. This completes the proof of part (1).
(2) Let r ∈ (−n2 + s,∞). Then
ρ−2r−n
∫
B(ρ)
|ξ|2s|û0(ξ)|2 dξ ≤ ρ−2(r−s)−n
∫
B(ρ)
|û0(ξ)|2 dξ.
Taking limits when ρ goes to zero we obtain 0 ≤ P sr (u0) ≤ Pr−s(u0). If r∗(u0) =∞,
then Pr−s(u0) = 0, for any r − s ∈
(−n2 ,∞). So P sr (u0) = 0, hence r∗s (u0) =∞.
Now suppose r∗s (u0) =∞, but r∗(u0) = m <∞. Then, by part (1) we have that
r∗s (u0) = m+ s <∞, which is a contradiction.
(3) Let r ∈ (−n2 + s,∞). Then
ρ−2r−n
∫
B(ρ)
|ξ|2s|û0(ξ)|2 dξ ≤ ρ−2(r−s)−n
∫
B(ρ)
|û0(ξ)|2 dξ.
Suppose r∗s (u0) = −n2 + s. Then, taking limits when ρ goes to zero we obtain
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∞ = P sr (u0) ≤ Pr−s(u0).
As this holds for any r − s ∈ (−n2 ,∞), we conclude that r∗(u0) = −n2 .
Now suppose r∗(u0) = −n2 and suppose that r∗s (u0) = q > −n2 + s. If q = ∞,
then by part (2) we would have r∗(u0) = ∞, which is a contradiction. If q < ∞,
then from
ρ−2r−n
∫
B(ρ)
|ξ|2s|û0(ξ)|2 dξ ≤ ρ−2(r−s)−n
∫
B(ρ)
|û0(ξ)|2 dξ.
we obtain 0 < P sq (u0) ≤ Pq−s(u0). Then r∗(u0) = q − s > −n2 , which is also a
contradiction. Then we must have r∗s (u0) = −n2 + s. 
This Theorem leads to the following result.
Theorem 2.12. Let v0 ∈ Hs(Rn), s > 0 have decay character r∗s = r∗s (v0). Then
(1) if −n2 ≤ r∗ <∞, there exist constants C1, C2 > 0 such that
C1(1 + t)
− 1
α (
n
2
+r∗+s) ≤ ‖v(t)‖2
H˙s
≤ C2(1 + t)− 1α (n2+r
∗+s);
(2) if r∗ =∞, then
‖v(t)‖2
H˙s
≤ C(1 + t)−r, ∀r > 0,
i.e. the decay of ‖v(t)‖H˙s is faster than any algebraic rate.
Proof: From (2) and (3) in Theorem 2.11, we have that if −n2 ≤ r∗ < ∞
then r∗(v0) = s + r
∗. We then can apply (1) in Theorem 2.10 with initial data
Λsv0 ∈ L2(Rn). If r∗ = ∞, we use (1) in Theorem 2.11 and (3) in Theorem 2.10.

3. Applications: Dissipative Quasi-Geostrophc Equation and
Compressible Approximation to Navier-Stokes Equations
3.1. Dissipative Quasi-Geostrophic Equation. Consider the dissipative quasi-
geostrophic equation in R2
(3.15) θt + u · ∇θ + κ(−∆)αu = 0, 0 < α ≤ 1, κ > 0
where u = R⊥θ = (−R2θ,R1θ), Ri is the Riesz transform in the xi variable and θ =
θ(x, t) is a scalar, the potential temperature of the fluid with velocity u. This active
scalar equation has been extensively studied in the last 20 years, since for α = 12 ,
it provides a dimensionally correct 2D model to the 3D Navier-Stokes equations.
Moreover, this equation and its inviscid counterpart (i.e., κ = 0 in (3.15)), describe
important models of currents and atmosphere circulation, see Majda and Tabak
[18], Pedlosky [23]. An extensive bibliography concerning both the inviscid and
dissipative equations arising from (3.15), can be found in Chae, Constantin, D.
Co´rdoba, Gancedo and Wu [8] and Chae, Constantin and Wu [9], [10].
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The decay of the L2 and Sobolev norms and asymptotic behaviour of solutions
to this equation has been addressed in many articles, see for example Benameur
and Blel [2], Carrillo and Ferreira [5], [6], [7]; Constantin and Wu [11]; A. Co´rdoba
and D. Co´rdoba [12]; Dong and Du [13]; Niche and Planas [21]; Niche and M. E.
Schonbek [22]; M. E. Schonbek and T. Schonbek [30], [31]; Tun and Miyakawa [33]
and Zhou [35], [36]. As its linear operator has the properties needed to use the
results obtained in Section 2.1 (see Example 2.8), we establish decay estimates for
(3.15) in terms of the decay character of the initial data θ0 ∈ L2.
3.1.1. Decay of the L2 norm of solutions to the Quasi-Geostrophic Equation.
Theorem 3.1. Let θ0 ∈ L2(R2), let r∗ = r∗(θ0),−1 < r∗ < ∞, and 0 < α ≤ 1.
Let θ be a weak solution to (3.15) with data θ0. Then:
(1) If r∗ ≤ 1− α, then
‖θ(t)‖2L2 ≤ C(t+ 1)−
1
α
(1+r∗);
(2) if r∗ ≥ 1− α, then
‖θ(t)‖2L2 ≤ C(t+ 1)−
1
α
(2−α).
Proof: Existence of weak solutions to (3.15) was established by Resnick [25].
When using the Fourier Splitting method we prove the estimates for the full non-
linear equations, assuming the solutions are regular enough. For full details of
the limiting argument used to obtain the estimate for to weak solutions, see pages
267–269 in Lemarie´-Rieusset [17] and the Appendix in Wiegner [34].
Let
B(t) = {ξ ∈ R2 : |ξ|2α ≤ f
′(t)
2f(t)
}.
The Fourier Splitting method, yields
d
dt
(
f(t)‖θ(t)‖2L2
) ≤ f ′(t)∫
B(t)
|û(ξ, t)|2 dξ
≤ Cf ′(t)
(
‖Θ(t)‖2L2 +
∫
B(t)
Ç∫ t
0
e−(t−s)|ξ|
2α |ξ||ûθ(ξ, s)|2 ds
å2
dξ
)
where Θ is the solution to the linear part. We have the straightforward inequality∫ t
0
e−(t−s)|ξ|
2α |ξ||ûθ(ξ, s)|2 ds ≤
∫ t
0
|ξ|‖θ(s)‖2L2 ds
which leads toÇ∫ t
0
e−(t−s)|ξ|
2α |ξ||ûθ(ξ, s)|2 ds
å2
≤ t
∫ t
0
|ξ|2‖θ(s)‖4L2 ds.
Thus∫
B(t)
Ç∫ t
0
e−(t−s)|ξ|
2α |ξ||ûθ(ξ, s)|2 ds
å2
dξ ≤ Ct
Å
f ′(t)
f(t)
ã 2
α
∫ t
0
‖θ(s)‖4L2 ds,
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hence
(3.16)
d
dt
(
f(t)‖θ(t)‖2L2
) ≤ f ′(t)(‖Θ(t)‖2L2 + tÅf ′(t)f(t) ã 2α ∫ t0 ‖θ(s)‖4L2 ds) .
We first obtain a preliminary decay, which will be later used to obtain the optimal
decay rate. Consider 0 < α < 1 and let f(t) = [ln(e+ t)]1+
1
α . Then
tf ′(t)
Å
f ′(t)
f(t)
ã 2
α
∫ t
0
‖θ(s)‖4L2 ds ≤ C
(e+ t)
[ln(e + t)]
1
α (e+ t)
2
α
≤ C 1
(e + t)
2
α
−1
.
which is integrable since 0 < α < 1. Integration of (3.16) combined with Theorem
2.10 yields
‖θ(t)‖2L2 ≤ ‖Θ(t)‖2L2 + C[ln(e+ t)]−(1+
1
α )
≤ C(t+ 1)−
(
1+r∗
α
)
+ C[ln(e + t)]−(1+
1
α ) ≤ C[ln(e+ t)]−(1+ 1α ).
Now for α = 1, take f(t) = [ln(e+ t)]3. Then
t
Å
f ′(t)
f(t)
ã 2
α
∫ t
0
‖θ(s)‖4L2 ds ≤ C[ln(e + t)]−2
which, by the same argument as before, leads to the same decay as before, in this
case with α = 1,
(3.17) ‖θ(t)‖2L2 ≤ C[ln(e+ t)]−2.
We now proceed by bootstrapping. Let 0 < α ≤ 1. From the preliminary decay we
have
‖θ(t)‖4L2 ≤
C‖θ(t)‖2
L2
[ln(e+ t)]1+
1
α
.
Let β > 1+ 1
α
+ r
∗
α
. Choose f(t) = (t+1)β. Then, plugging in (3.16) and integrating
in time, we obtain
(t+ 1)β‖θ(t)‖2L2 ≤ ‖θ0‖2L2 +
∫ t
0
(s+ 1)β−1‖Θ(s)‖2L2 ds
+
∫ t
0
(s+ 1)β−1s(s+ 1)−
2
α
∫ t
0
‖θ(τ)‖4L2 dτds
≤ ‖θ0‖2L2 +
∫ t
0
(s+ 1)β−1−
1
α
− r
∗
α ds+ (t+ 1)β−
2
α
+1
∫ t
0
‖θ(τ)‖4L2 dτ
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where we used Theorem 2.10 to estimate the decay of the linear part Θ(t). Dividing
by (t+ 1)β−
2
α
+1 and using estimate (3.17) yields
(t+ 1)
2
α
−1‖θ(t)‖2L2 ≤ ‖θ0‖2L2(t+ 1)−(β−
2
α
+1) + C(t+ 1)
1
α
− r
∗
α
−1
+ C
∫ t
0
(s+ 1)1−
2
α
ln(e+ s)]1+
1
α
(s+ 1)
2
α
−1‖θ(s)‖2L2 ds.
Since β can be taken as large as needed we also suppose that (β − 2
α
+ 1) > 0. Let
ψ(t) = (1 + t)
2
α
−1‖θ(t)‖2L2 , a(t) = C(t+ 1)−β + (1 + t)
1
α
− r
∗
α
−1,
b(t) = C[ln(e + t)]−(1+
1
α )(s+ 1)1−
2
α .
Then the previous inequality becomes
ψ(t) ≤ a(t) + C
∫ t
0
ψ(s)b(s) ds.
Notice that since 0 < α ≤ 1 ∫ t
0
b(s) ds ≤ C.
We need to consider two cases:
Case 1. r∗ ≥ 1 − α. In this case 1
α
− r∗
α
− 1 ≤ 0. Hence a(t) ≤ C. Hence by a
standard Gronwall inequality we have
ψ(t) ≤ C exp
Ç∫ t
0
b(s) ds
å
which yields
(3.18) ‖θ(t)‖2L2 ≤ C(t+ 1)−
1
α
(2−α)
Case 2. r∗ ≤ 1 − α. Hence 1
α
− r∗
α
− 1 ≥ 0. In this case a(t) is increasing. Thus
Corollary 1.2, page 4 from Ba˘ınov and Simeonov [1] yields
ψ(t) ≤ a(t) exp
Ç∫ t
0
b(s) ds
å
Since
a(t)(t + 1)1−
2
α ≤ C(t+ 1)−β + C(t+ 1)−( 1α+ r
∗
α
),
it follows that
(3.19) ‖θ(t)‖2L2 ≤ C(t+ 1)−
1
α
(1+r∗).
The conclusion of the theorem follows by (3.18) and (3.19) 
We now address the decay of the nonlinear part w(t) = θ(t) −Θ(t).
Theorem 3.2. Let 0 < α ≤ 1, θ0 ∈ L2(R2), r∗ = r∗(θ0). Then
(1) if r∗ ≥ 1− α, then
‖θ(t)−Θ(t)‖2L2 ≤ C(1 + t)−
1
α
min{3−2α,2};
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(2) if α− 1 ≤ r∗ ≤ 1− α then
‖θ(t)− Θ(t)‖2L2 ≤ C(1 + t)−
1
α
min{2,2−α+r∗};
(3) Let −1 ≤ r∗ < α− 1 then
‖θ(t)−Θ(t)‖2L2 ≤ C(1 + t)−
1
α
(2−α+r∗).
Proof: The proof is similar to that of Theorem 4.3 in Constantin and Wu [11].
We recall that by Proposition 4.2 in [11] we have that
‖∇Θ(t)‖∞ ≤ C(t+ 1)− 1α .
This inequality combined with the results of Theorem 3.1 yields the following esti-
mate of the nonlinear term∣∣∣∣∫
R2
Θ(u · ∇θ)dx
∣∣∣∣ ≤ ‖∇Θ(t)‖∞‖θ(t)‖22 ≤ C(1 + t)−γ = h(t),
where
(3.20) γ =
1
α
(2 + r∗) if r∗ ≤ 1− α, γ = 1
α
(3 − α), if r∗ ≥ 1− α.
To use Fourier Splitting, let B(t) = {ξ ∈ R2 : |ξ| ≤ g(t)}, with g(t) an increasing
and continuous function, to be determined below, then
(3.21)
d
dt
‖w(t)‖2L2 + 2g2α(t)‖w(t)‖2L2 ≤ 2g2α(t)
∫
B(t)
|ŵ(ξ, t)|2 dξ + h(t).
Let r∗ ≥ 1− α. Consider first 0 < α < 1. Then
|ŵ(ξ, t)| ≤ C
∫ t
0
e−|ξ|
2α(t−s)|ξ||θ̂ ∗ θ̂(ξ, s)| ds ≤ C|ξ|
∫ t
0
‖θ(s)‖2L2 ds,
which leads to
∫
B(t)
|ŵ(ξ, t)|2 dξ ≤ C
∫
B(t)
|ξ|2
Ç∫ t
0
‖θ(s)‖2L2 ds
å2
dξ
≤ C
∫
B(t)
|ξ|2t
Ç∫ t
0
‖θ(s)‖4L2 ds
å
dξ
≤ C
∫
B(t)
|ξ|2 dξ ≤ Cg4(t),
where we used the decay from Theorem 3.1 in the second inequality. After using
this and the integrating factor k(t) = exp
Ä
2
∫ t
0
g2α(s) ds
ä
in (3.21) we obtain
d
dt
Ç
exp
Ç
2
∫ t
0
g2α(s) ds
å
‖w(t)‖2L2
å
≤ exp
Ç
2
∫ t
0
g2α(s) ds
å (
Cg2α+4(t) + h(t)
)
.
Taking g2α(t) = β2(1+t) and integrating we obtain, for large enough β > 0,
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‖w(t)‖2L2 ≤ C(1 + t)−β + C(1 + t)−
2
α + Ch(t)(1 + t).
The last inequality combined with the definition of h and (3.20) yields the result.
Now let α = 1 and g2(t) = 32(1+t) . Then for ξ ∈ B(t), the decay obtained in
Theorem 3.1 yields
|ŵ(ξ, t)| ≤ C
∫ t
0
|ξ|‖θ(s)‖2L2 ds ≤ C
∫ t
0
(s+ 1)−
3
2 ds ≤ C,
so (3.21) becomes
d
dt
‖w(t)‖2L2 +
3
1 + t
‖w(t)‖L2 ≤
C
1 + t
∫
B(t)
|ŵ(ξ, t)|2 dξ + h(t)
≤ C(1 + t)−2 + C(1 + t)−2.
Multiplying by (t+ 1)3 and integrating yields the conclusion.
Case 2: Consider first r∗ ≤ 1 − α and 1
α
(1 + r∗) > 1. The conclusion follows
proceeding exactly as in the case r∗ ≥ 1 − α and 0 < α < 1, with h(t) according
to (3.20). For 1
α
(1 + r∗) = 1, we proceed as in the case α = 1. The details are as
follows: let g2α(t) = β2(1+t) , for ξ ∈ B(t) we obtain
|ŵ(ξ, t)| ≤ C
∫ t
0
|ξ|‖θ(s)‖2L2 ds ≤ C
∫ t
0
(s+ 1)−(
1
2α
+1) ds ≤ C,
which, combined with (3.21), leads to
d
dt
‖w(t)‖2L2 +
β
1 + t
‖w(t)‖L2 ≤
C
(1 + t)
∫
B(t)
|ŵ(ξ, t)|2 dξ + h(t)
≤ C(1 + t)−(1+ 32α ) + C(1 + t)− 1α (2+r∗)
≤ C(t+ 1)−1[(t+ 1)− 32α + (t+ 1)− 1α ].
Multiply by i(t) = (t + 1)β , with β > 0 large enough, and integrate to obtain the
conclusion.
Case 3: Let 1+r
∗
α
< 1. As before, with g2α(t) = β2(1+t) and ξ ∈ B(t), we have
|ŵ(ξ, t)| ≤ C
∫ t
0
|ξ|‖θ(s)‖2L2 ds ≤ C|ξ|
∫ t
0
‖θ(s)‖2L2 ds ≤ C(t+ 1)−
1
α
( 3
2
+r∗−α).
From (3.21) we obtain
d
dt
‖w(t)‖2L2 +
β
1 + t
‖w(t)‖L2 ≤
2
1 + t
∫
B(t)
|ŵ(ξ, t)|2 dξ + h(t)
≤ C(1 + t)− 1α ( 92+2r∗−α) + C(1 + t)− 1α (2+r∗).
Multiplying by i(t) = (t+ 1)β, for large enough β > 0 and then integrating, yields
the result. 
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In the next Theorem we analyze the lower bounds for rates of decay. These
bounds are obtained using the reverse triangle inequality and the decays proved
in Theorems 3.1 and 3.2. As is usual when the linear part has fast decay, we are
not able to obtain lower bounds for the solution’s decay, see for example Theorem
A in Miyakawa and M.E. Schonbek [20] and Theorem 6.5 in Bjorland and M.E.
Schonbek [3].
Theorem 3.3. Let 0 < α ≤ 1, θ0 ∈ L2(R2), r∗ = r∗(θ0). Then, for 0 < α ≤ 12 and
−1 < r∗ ≤ 1 or 12 < α ≤ 1 and −1 < r∗ ≤ 2(1− α) we have that
‖θ(t)‖2L2 ≥ C(1 + t)−
1
α
(1+r∗).
Proof: As we only have upper bounds for the decay of the difference θ−Θ, the
only instance where the reverse triangle inequality would lead to a lower bound for
the decay of θ is when
‖θ(t)‖2L2 ≥ ‖Θ(t)‖2L2 − ‖θ(t)−Θ(t)||2L2 ,
i.e. when the decay of the linear part is slower than that of the difference. The
result then follows from the estimates in Theorem 2.10 and Theorem 3.2. 
Combining the estimates from Theorems 3.1 and 3.3, we obtain the following.
Theorem 3.4. Let θ0 ∈ L2(R2), with decay character r∗ = r∗(u0).
(1) If r∗ ≤ 1− α, then there exists constants C1, C2 > 0 so that
C1(1 + t)
− 1
α
(1+r∗) ≤ ‖θ(t)‖2L2 ≤ C2(1 + t)−
1
α
(1+r∗);
(2) In the region determined by r∗ ≥ 1−α, r∗ ≤ 1, r∗ ≤ 2(1−α) and for some
C1, C2 > 0 we have
C1(1 + t)
− 1
α
(1+r∗) ≤ ‖θ(t)‖2L2 ≤ C2(1 + t)−
1
α
(2−α);
(3) In the region determined by r∗ > 1 and r∗ ≥ 2(1− α) we have that
‖θ(t)‖2L2 ≤ C2(1 + t)−
1
α
(2−α).
3.1.2. Decay of the H˙s norm. We recall that we have existence and regularity of
solutions θ ∈ Hs(R2) with initial data in θ0 ∈ Hs(R2), provided 12 < α ≤ 1, see
Constantin and Wu [11]. Our goal is to prove the following
Theorem 3.5. Let 12 < α ≤ 1, α ≤ s and θ0 ∈ Hs(R2). For r∗ = r∗(θ0) we have
that:
(1) if r∗ ≤ 1− α, then
‖θ(t)‖2
H˙s
≤ C(t+ 1)− 1α (s+1+r∗);
(2) if r∗ ≥ 1− α, then
‖θ(t)‖2
H˙s
≤ C(t+ 1)− 1α (s+2−α).
To do that we first need the following preliminary decay
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Theorem 3.6. Let 12 < α ≤ 1, α ≤ r ≤ s and θ0 ∈ Hs(R2). For r∗ = r∗(θ0) we
have
‖θ(t)‖H˙r ≤
{
C(t+ 1)−
1
α
(r∗+1), if r∗ ≤ 1− α
C(t+ 1)−
1
α
(2−α), if r∗ ≥ 1− α
.
Proof The proof follows closely that of Theorem 2.4 in M.E. Schonbek and T.
Schonbek [30]. Everything goes through until (2.17) in page 362, where ‖θ(t)‖2
L2
is used for the first time. Estimate (2.17) is replaced using the decay estimates
obtained for ‖θ(t)‖L2 in Theorem 3.1
d
dt
‖Λrθ(t)‖2L2 + C‖Λrθ(t)‖2L2 ≤ C‖θ(t)‖2L2 ≤
{
C(t+ 1)−
1
α
(r∗+1), if r∗ ≤ 1− α
C(t+ 1)−
1
α
(2−α), if r∗ ≥ 1− α
.
To finish the proof of Theorem 3.6 we follow the same steps as in [30]. 
Proof (Theorem 3.5 ) The proof is essentially the same as the proof of Theorem
3.2 in [30]. By interpolation results that follow from Theorem 3.1 and 3.6 we obtain
that for any 2 ≤ q <∞
‖θ(t)‖2Lq ≤
{
C(t+ 1)−
1
α
(r∗+1), if r∗ ≤ 1− α
C(t+ 1)−
1
α
(2−α), if r∗ ≥ 1− α
.
This is the estimate needed in Theorem 3.2 for inequality (3.7), page 367. From
then onwards, the proof is identical. 
3.2. Compressible Approximation to Navier-Stokes Equations. Incompress-
ibility in the Navier-Stokes equations (1.2) leads to the nonlocal relation p =
∆−1
(
∂jv
i∂iv
j
)
between the pressure and the velocity. This nonlocality poses an
important problem when trying to use numerical methods to study the behaviour
of the solutions to (1.2). In order to avoid these problems, Temam [32] introduced
an approximation to the Navier-Stokes equations by directly relating the pressure
and the velocity through ǫ p = −div u. Moreover, to “stabilize” the system, i.e. to
have an energy inequality, he added the nonlinear term 12 (div u
ǫ)uǫ. This lead to
the compressible system
∂tu
ǫ + (uǫ · ∇)uǫ + 1
2
(div uǫ)uǫ = ∆uǫ +
1
ǫ
∇ · div uǫ
uǫ(x, 0) = uǫ0(x).(3.22)
This system has been extensively studied in numerical experiments and has also
been the subject of some articles concerning its analytical properties (see Fabrie
and Galusinski [14], Plecha´cˇ and Sˇvera´k [24], Temam [32]). However, only recently
Rusin [26] proved existence of global weak solutions in R3.
Theorem 3.7 (Thm. 4.2, Rusin [26]). For any ǫ > 0 and uǫ0 ∈ L2(R3), there exists
a weak solution to (3.22).
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Remark 3.8. Rusin [26] also proved that when ǫ goes to zero, solutions to (3.22)
converge in L3loc(R
3 × R+) to a suitable (in the sense of Caffarelli-Kohn-Nirenberg
[4]) solution to the Navier-Stokes equation.
Note that since
(3.23)
∫
R3
uǫ (uǫ · ∇) uǫ dx = −1
2
∫
R3
|uǫ|2div uǫ dx,
the nonlinear part vanishes when we multiply (3.22) by uǫ and integrate. Then,
as the linear part of (3.22) fits in the framework of Section 2.2 (see Example 2.9),
we obtain an inequality of the form (1.1), with α = 1 and we can use the Fourier
Splitting method and the results in Sections 2.3 and 2.4 to study decay of solutions
to (3.22).
3.2.1. L2 Decay. We first prove the following result:
Theorem 3.9. Let ǫ > 0, uǫ0 ∈ L2(R3) with r∗ = r∗(uǫ0), such that − 32 < r∗ <∞.
Then for a weak solution uǫ to (3.22) we have that
‖uǫ(t)‖2L2 ≤ C(1 + t)−min{
3
2
+r∗, 5
2
}.
Proof: As before, we proceed formally, by using the Fourier Splitting method for
solutions which we assume are regular enough. The estimate for weak solutions is
obtained as in Theorem 3.1. Let B(t) = {ξ ∈ R3 : |ξ|2 ≤ g(t)}, for a nonincreasing,
continuous g such that g(0) = 1. By example (2.9) and using the Fourier Splitting
method as in Theorem 3.2 we obtain
d
dt
Ç
exp
Ç∫ t
0
2g2(s) ds
å
‖uǫ(t)‖2L2
å
≤(3.24)
g2(t)
Ç
exp
Ç∫ t
0
2g2(s) ds
åå ∫
B(t)
|“uǫ(ξ, t)|2 dξ.
We now have “uǫ(ξ, t) = etM(ξ)ûǫ0(ξ)− ∫ t
0
e(t−s)M(ξ)G(ξ, s) ds
where etM(ξ) is as in (2.8) and, denoting the Fourier transform by F ,
G(ξ, s) = F
Å
(uǫ · ∇)uǫ + 1
2
(div uǫ)uǫ
ã
.
As
(3.25) (uǫ · ∇)uǫ = ∇ · (uǫ ⊗ uǫ)− (div uǫ)uǫ
and ∣∣∣Ÿ (div uǫ)uǫ(ξ, t)∣∣∣ ≤ ‖div uǫ(t)‖L2‖uǫ(t)‖L2 ,
we obtain
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|G(ξ, t)| ≤ |ξ|‖uǫ(t)‖2L2 +
1
2
‖div uǫ(t)‖L2‖uǫ(t)‖L2 ≤ C|ξ|‖uǫ(t)‖2L2 .
Thus, ∣∣∣∣∣
∫ t
0
e(t−s)M(ξ)G(ξ, s) ds
∣∣∣∣∣ ≤ C
∫ t
0
e−C(t−s)|ξ|
2 |ξ|‖uǫ(s)‖2L2 ds
≤ C|ξ|
Ç∫ t
0
‖uǫ(s)‖2L2 ds
å
.
Suppose now that ‖uǫ(t)‖2L2 ≤ C(1 + t)−β , for some 0 ≤ β. We then have∫
B(t)
Ç∫ t
0
e(t−s)M(ξ)G(ξ, s) ds
å2
dξ ≤ C|ξ|5(1 + t)2(1−β),
which leads, after choosing g2(t) = α(1 + t)−1 and for large enough α > 0, to
∫
B(t)
|“uǫ(ξ, t)|2 dξ ≤ C ∫
B(t)
|etM(ξ)ûǫ0|2 dξ + C
∫
B(t)
Ç∫ t
0
e(t−s)M(ξ)G(ξ, s) ds
å2
dξ
≤ C‖etM(ξ)ûǫ0‖2L2 + Cg5(t)(1 + t)2(1−β)
≤ C(t+ 1)−( 32+r∗) + C(1 + t)−( 12+2β)
≤ C(t+ 1)−min{ 12+2β, 32+r∗},(3.26)
where we used Theorem 2.10 for the decay of the linear part. From (3.24), (3.26)
and our choice of g we obtain
(3.27)
d
dt
(
(t+ 1)α‖uǫ(t)‖2L2
) ≤ C(t+ 1)α−1(t+ 1)−min{ 12+2β, 32+r∗}.
We start with β = 0, i. e. the known estimate ‖uǫ(t)‖2
L2
≤ C. Then we split the
study of (3.27) in the two cases 32 + r
∗ ≤ 12 and 12 ≤ 32 + r∗. In the first case, i.e.
when r∗ ≤ −1, we obtain
(3.28) ‖uǫ(t)‖2L2 ≤ C(t+ 1)−(
3
2
+r∗).
In the second case, we obtain
‖uǫ(t)‖2L2 ≤ C(t+ 1)−
1
2 ,
i.e. we bootstrapped to β = 12 . Using this in (3.27), we see we have to separate
again the study in two cases, 32 + r
∗ ≤ 32 and 32 ≤ 32 + r∗. In the first case, i.e. when
r∗ ≤ 0, once more we obtain (3.28). In the second situation, i.e. when r∗ ≥ 0, we
have improved to β = 32 . But then∫ t
0
‖uǫ(s)‖2L2 ds ≤ C,
so
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∫
B(t)
Ç∫ t
0
e(t−s)M(ξ)G(ξ, s) ds
å2
dξ ≤ Cg5(t).
Then (3.26) becomes
∫
B(t)
|“uǫ(ξ, t)|2 dξ ≤ C ∫
B(t)
|etM(ξ)ûǫ0|2 dξ + C
∫
B(t)
Ç∫ t
0
e(t−s)M(ξ)G(ξ, s) ds
å2
dξ
≤ C‖etM(ξ)ûǫ0‖2L2 + Cg5(t)
≤ C(t+ 1)−( 32+r∗) + C(1 + t)− 52 ≤ C(t+ 1)−min{ 32+r∗, 52}.
Using this in (3.24) yields the conclusion of the proof. 
We now address the decay of w = uǫ − u¯, where u¯(x, t) = etLu0 and L is as
defined in (2.9).
Theorem 3.10. Let ǫ > 0, uǫ0 ∈ L2(R3), and r∗ = r∗(u0) with − 32 < r∗ < ∞.
Then
‖uǫ(t)− u¯(t)‖2L2 ≤ C(1 + t)−min{
7
4
+r∗, 5
2
}
Proof: The difference w solves the equation
wt + (u
ǫ · ∇)uǫ + 1
2
(div uǫ)uǫ = ∆w +∇div w.
Multiplying by w, integrating and using (3.23) and (3.25) yields
d
dt
‖w(t)‖2L2 + 2‖∇w(t)‖2L2 + 2‖div w(t)‖2L2 =
− 2
∫
R3
u¯
Å
(uǫ · ∇)uǫ + 1
2
(div uǫ)uǫ
ã
dx.(3.29)
Let B(t) = {ξ ∈ R3 : |ξ| ≤ g(t)}, for a positive, decreasing to be determined
function g with g(0) = 1. As usual in the Fourier Splitting method
‖∇w(t)‖2L2 + ‖div w‖2L2 ≥ 2g2(t)
∫
B(t)c
|ŵ(ξ, t)|2 dξ
= 2g2(t)
∫
R3
|ŵ(ξ, t)|2 dξ − 2g2(t)
∫
B(t)
|ŵ(ξ, t)|2 dξ.(3.30)
Now, as
∫
R3
u¯ (div uǫ)uǫ dx =
∫
R3
̂¯uŸ (div uǫ)uǫ dξ
≤ C
∫
R3
|ξ||̂¯u Ä“uǫ ∗ “uǫä | dξ ≤ C ∫
R3
|∇u¯(uǫ ⊗ uǫ)| dx
we have that
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∣∣∣∣∫
R3
u¯
Å
(uǫ · ∇)uǫ + 1
2
(div uǫ)uǫ
ã
dx
∣∣∣∣ = ∣∣∣∣∫
R3
u¯
Å
∇ · (uǫ ⊗ uǫ)− 1
2
(div uǫ)uǫ
ã
dx
∣∣∣∣
≤ C
∫
R3
|∇u¯ (uǫ ⊗ uǫ)| dx
≤ C‖∇u¯(t)‖L∞‖uǫ(t)‖2L2
≤ C(1 + t)− 54 ‖uǫ(t)‖2L2(3.31)
where we used for ∇u¯ an analog to a standard estimate for solutions to the heat
equation (see (2.3’), page 474 in Kato [16]). Using (3.30) and (3.31) in (3.29) we
obtain, after multiplying by the appropriate integrating factor
d
dt
Ç
exp
Ç∫ t
0
g2(s) ds
å
‖w(t)‖2L2
å
≤(3.32)
exp
Ç∫ t
0
g2(s) ds
åÇ
g2(t)
∫
B(t)
|ŵ(ξ, t)|2 dξ + C(1 + t)− 54 ‖uǫ(t)‖2L2
å
.
As w0 = 0,
ŵ(ξ, t) =
∫ t
0
e(t−s)M(ξ)F
Å
∇ · (u⊗ u)− 1
2
(div u)u
ã
(ξ, s) ds
leads to
|ŵ(ξ, t)| ≤ C
∫ t
0
e(t−s)M(ξ)|ξ||“uǫ ∗ “uǫ(ξ)| dξ
and hence
(3.33)
∫
B(t)
|ŵ(ξ, t)|2 dξ ≤ g5(t)
Ç∫ t
0
‖uǫ(t)‖2L2 ds
å2
.
Let g2(t) = α(1 + t)−1, with α > 0 large enough, and using (3.33) in (3.32) yields
d
dt
(
(t+ 1)α‖w(t)‖2L2
) ≤ C(t+ 1)α− 72 Ç∫ t
0
‖uǫ(s)‖2L2 ds
å2
+ C(1 + t)α−
5
4 ‖uǫ(s)‖2L2 .(3.34)
Now we use the decay rates obtained in Theorem 3.9. Suppose first that r∗ = − 12 .
Then ∫ t
0
‖uǫ(s)‖2L2 ds = ln(1 + t),
so (3.34) leads to
d
dt
(
(t+ 1)α‖w(t)‖2L2
) ≤ C(t+ 1)α− 72 ln2(1 + t) + C(1 + t)α− 94 .
Since ln(t+ 1)2(t+ 1)−
5
2 ≤ (t+ 1)− 54 , a simple computation leads to
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(3.35) ‖w(t)‖22 = ‖uǫ(t)− u¯(t)‖2L2 ≤ C(1 + t)−
1
4
Now assume r∗ 6= − 12 .
Case 1. If min{ 32 + r∗, 52} = 32 + r∗, then we have two possibilities, i.e. 32 + r∗ < 1
and 32 + r
∗ > 1. In the first case, as
∫ t
0
‖uǫ(t)‖2L2 ds ≤ C(t+ 1)−(
1
2
+r∗)
from (3.34) we obtain
d
dt
(
(t+ 1)α‖w(t)‖2L2
) ≤ C(t+ 1)α− 92−2r∗ + C(1 + t)α− 114 −r∗ .
After integrating and comparing exponents we obtain
(3.36) ‖w(t)‖2L2 = ‖uǫ(t)− u¯(t)‖2L2 ≤ C(1 + t)−(
7
4
+r∗).
In the second case, 1 < r∗+ 32 ≤ 52 or equivalently − 12 ≤ r∗ ≤ 1. Then, from (3.34)
we have
(3.37)
d
dt
(
(t+ 1)α‖w(t)‖2L2
) ≤ C(t+ 1)α− 72 + C(1 + t)α− 114 −r∗ .
First, if in (3.37) we use r∗ + 114 ≤ 72 , hence − 12 < r∗ ≤ 34 , after integrating we
obtain
(3.38) ‖w(t)‖2L2 = ‖uǫ(t)− u¯(t)‖2L2 ≤ C(1 + t)−
7
4
−r∗ .
If 72 ≤ r∗ + 114 , hence 34 ≤ r∗ ≤ 1, the same method leads to
(3.39) ‖w(t)‖2L2 = ‖uǫ(t)− u¯(t)‖2L2 ≤ C(1 + t)−
5
2 .
Case 2. If min{ 32 + r∗, 52} = 52 , then r∗ ≥ 1. In this case (3.34) yields
d
dt
(
(t+ 1)α‖w(t)‖2L2
) ≤ C(t+ 1)α− 72 + C(1 + t)α− 154 −r∗ .
After integrating we obtain
(3.40) ‖w(t)‖2L2 = ‖uǫ(t)− u¯(t)‖2L2 ≤ C(1 + t)−
5
2 .
Combining the estimates obtained in (3.35), (3.36), (3.38),(3.39) and (3.40) we
prove Theorem. 
As in the case of the dissipative quasi-geosotrophic equation, we obtain lower
bounds for the decay of uǫ along the lines of Theorem 3.3, using the decays from
Theorems 3.9 and 3.10. We omit this proof, as it consists of simple computations.
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Theorem 3.11. Let uǫ0 ∈ L2(R3), r∗ = r∗(u0). Then for − 32 < r∗ ≤ 1 we have
that
‖uǫ(t)‖2L2 ≥ C(1 + t)−(
3
2
+r∗).
Now, combining the estimates from Theorems 3.9 and 3.11 we obtain the follow-
ing result.
Theorem 3.12. Let uǫ0 ∈ L2(R3), r∗ = r∗(u0). Then for − 32 < r∗ ≤ 1, there exist
C1, C2 > 0 such that
C1(1 + t)
−( 32+r
∗) ≤ ‖uǫ(t)‖2L2 ≤ C2(1 + t)−(
3
2
+r∗).
If r∗ > 1, then
‖uǫ(t)‖2L2 ≤ C(1 + t)−
5
2 .
Remark 3.13. The estimates for the compressible approximation (3.22) summarized
in Theorem 3.12 are the same as those obtained in Theorem 6.5 in Bjorland and
M.E. Schonbek [3] for the Navier-Stokes equations. Note that the range of values for
which the lower bound is valid in part 1. of that Theorem in [3] can be extended to
the same range as in Theorem 3.12 by using the arguments in Theorem 3.3. Thus,
the stabilizing nonlinear damping term 12 (div u
ǫ)uǫ provides enough dissipation so
as to have an energy inequality in (3.22), but does not alter the range of values of
r∗ for which the linear part has slower decay (cf. Proof of Theorem 3.3).
3.2.2. H˙s Decay. The goal is to prove the following Theorem.
Theorem 3.14. Let uǫ0 ∈ Hs(R3), s ≥ 1, r∗ = r∗(uǫ0). Then
‖uǫ(t)‖2
H˙s
≤ C(1 + t)−(s+min{ 52 ,r∗+ 32}).
Proof: we follow ideas along the lines of those in the proof of Theorem 2.4 from
M.E. Schonbek and T. Schonbek [30]. We first prove the preliminary decay
(3.41) ‖uǫ(t)‖2
H˙s
≤ C(1 + t)−min{ 52 ,r∗+ 32}.
We apply Λs to (3.22), then multiply it by Λsu and integrate in space to obtain
d
dt
‖Λsuǫ(t)‖2L2+C‖Λs+1uǫ(t)‖2L2 = −C
∫
R3
ΛsuǫΛs
Å
∇ · (uǫ ⊗ uǫ)− 1
2
(div uǫ)uǫ
ã
dx,
For the first term on the right hand side we have
∣∣∣∣∫
R3
Λsuǫ Λs (∇ · (uǫ ⊗ uǫ)) dx
∣∣∣∣ ≤ ‖Λs+1uǫ‖L2‖Λs(uǫ ⊗ uǫ)‖L2 ≤ η‖Λs+1uǫ‖2L2
+ C(η)‖Λs(uǫ ⊗ uǫ)‖2L2 .
By the Calculus Inequality, with 12 =
1
p
+ 1
q
, for 1 < p, q <∞, we obtain
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(3.42) ‖Λs(uǫ ⊗ uǫ)(t)‖2L2 ≤ C‖uǫ(t)‖2Lq‖Λsuǫ(t)‖2Lp .
Interpolating between the L2 and Hs norms, we obtain a Maximum Principle
‖u(t)‖Lq ≤ ‖u0‖Lq , which together with the Hardy-Littlewood-Sobolev inequality
lead to
(3.43) ‖Λsuǫ(t)‖2Lp ≤ C‖uǫ(t)‖2Lq‖Λs+
3
2 (1−
2
p )uǫ(t)‖2L2 ≤ C‖Λs+
3
2 (1−
2
p)uǫ(t)‖2L2 .
Then
∣∣∣∣∫
R3
Λsuǫ Λs (∇ · (uǫ ⊗ uǫ)) dx
∣∣∣∣ ≤ η‖Λs+1uǫ(t)‖2L2 + C(η)‖Λs+ 32 (1− 2p )uǫ(t)‖2L2 .
Now for the second term
∣∣∣∣∫
R3
Λsuǫ Λs(div uǫ)uǫ dx
∣∣∣∣ ≤ ‖Λs+1uǫ(t)‖L2‖Λs−1(div uǫ(t))‖L2
≤ η‖Λs+1uǫ(t)‖2L2 + C(η)‖Λs−1(div uǫ(t))‖2L2 .
and by y the Calculus Inequality again
‖Λs−1(div uǫ(t))‖2L2 ≤
(‖div uǫ(t)‖2Lq‖Λs−1uǫ(t)‖2Lp + ‖uǫ(t)‖2Lq‖Λs−1div uǫ(t)‖2Lp) .
We will now use the following Fractional Gagliardo-Nirenberg inequality.
Theorem 3.15 (Corollary 1.5, [15], see also arXiv.org/abs/1004.4287.). Let
1 < p, p0, p1 < ∞, s, s1 ∈ R, 0 ≤ e ≤ 1. Then the fractional Gagliardo-Nirenberg
inequality
‖u‖H˙sp ≤ C‖u‖
1−e
Lp0 ‖u‖eH˙s1p1
is true in Rn if and only if
n
p
− s = (1− e) n
p0
+ e
Å
n
p1
− s1
ã
, s ≤ e s1.
We then have
‖div uǫ(t)‖2Lq ≤ C‖uǫ(t)‖
2(1− 1s+1 (2−
2
q ))
L2
‖Λs+1uǫ(t)‖
1
s+1 (2−
2
q )
L2
and
‖Λs−1uǫ(t)‖2Lp ≤ C‖uǫ(t)‖
2(1− 1s+1(2−
2
p))
L2
‖Λs+1uǫ(t)‖
1
s+1 (2−
2
p )
L2
,
which lead to
‖div uǫ(t)‖2Lq‖Λs−1uǫ(t)‖2Lp ≤ C‖uǫ(t)‖L2‖Λs+1uǫ(t)‖L2
≤ η‖uǫ(t)‖2L2 + C(η)‖Λs+1uǫ(t)‖2L2 .
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And using the Maximum Principle and the Hardy-Littlewood-Sobolev inequality
again we obtain
‖u‖2Lq‖Λs−1div uǫ(t)‖2Lp ≤ C‖uǫ(t)‖2Lq‖Λ(s−1)+
3
2 (1−
2
p)div uǫ(t)‖2L2
≤ C‖Λs+ 32 (1− 2p )div uǫ(t)‖2L2 .(3.44)
Now as
d
dt
‖Λsuǫ(t)‖2L2 + C‖Λs+1uǫ(t)‖2L2
≤
∣∣∣∣∫
R3
Λsuǫ(t) Λs
Å
∇ · (uǫ(t)⊗ uǫ(t))− 1
2
(div uǫ(t))uǫ(t)
ã
dx
∣∣∣∣
≤ C1(η)‖Λs+1uǫ(t)‖2L2 + C2(η)‖Λs+
3
2 (1−
2
p )uǫ(t)‖2L2
+ C3(η)‖uǫ(t)‖2L2
choosing a small enough C1(η) we obtain
(3.45)
d
dt
‖Λsuǫ(t)‖2L2+C1‖Λs+1uǫ(t)‖2L2 ≤ C2‖Λs+
3
2 (1−
2
p)uǫ(t)‖2L2+C3‖uǫ(t)‖2L2 .
For p < 6, so that 32
Ä
1− 2
p
ä
< 1, we have
‖Λs+ 32 (1− 2p )uǫ(t)‖2L2 =
∫
R3
|ξ|2(s+ 32 (1− 2p ))|û|2 dξ
≤ M2(s+ 32 (1− 2p ))
∫
BM
|“uǫ(ξ, t)|2 dξ
+ M−2(
3
p
− 1
2 )
∫
Bc
M
|ξ|2(s+1)|“uǫ(ξ, t)|2 dξ
≤ M2(s+ 32 (1− 2p ))‖uǫ(t)‖2L2 +M−2(
3
p
− 1
2 )‖Λs+1uǫ(t)‖2L2
where BM = {ξ ∈ R3 : |ξ|2 ≤M}. Now for fixed M , we have that
‖Λs+1uǫ(t)‖2L2 ≥
∫
BM
|ξ|2(s+1)|“uǫ(ξ, t)|2 dξ ≥M‖Λsuǫ(t)‖2L2 −M s+1‖uǫ(t)‖2L2 ,
so for large enough M
1
2
d
dt
‖Λsuǫ(t)‖2L2 + C‖Λs+1uǫ(t)‖2L2 ≤ C‖uǫ(t)‖2L2 .
Using the integrating factor h(t) = ect and the decay from Theorem 3.9 we prove
the preliminary decay (3.41). To prove Theorem 3.14, we proceed as before. We
first note that by interpolation we have that
‖uǫ(t)‖2Lq ≤ C(1 + t)−min{
5
2
,r∗+ 3
2
}.
We then go back to (3.42) and (3.43), use this decay in (3.44) and rewrite (3.45) as
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1
2
d
dt
‖Λsuǫ(t)‖2L2 + C‖Λs+1uǫ(t)‖2L2 ≤ (1 + t)−min{
5
2
,r∗+ 3
2
}‖Λs+ 32 (1− 2p )uǫ(t)‖2L2
+ (1 + t)−min{
5
2
,r∗+ 3
2
}.
We finish the proof as in the case of the dissipative quasigeostrophic equation, see
page 368 in M.E. Schonbek and T. Schonbek [30]. 
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