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Z uporabo tehnologij navidezne resnicˇnosti se ustvarjajo racˇunalniˇsko generirana oko-
lja, v katera uporabniki vstopajo najvecˇkrat z uporabo ocˇal za navidezno resnicˇnost.
Od samih zacˇetkov sta pri njeni komercializaciji bila problem sˇirsˇa dostopnost in cena.
Navidezna resnicˇnost na spletu ponuja nekaj resˇitev; dostopnost na vseh napravah z
brskalniki, preproste nadgradnje in najpomembneje – potencial za nove oblike socialnih
vezi na medmrezˇju. Spletni brskalniki namrecˇ dobro obvladujejo komunikacijske proto-
kole, vstop v deljena virtualna okolja pa je danes mogocˇ preko klika na povezavo. Da bi
tehnologije vseh resnicˇnosti v brskalnikih postale sˇirsˇe uveljavljene in prostor za nove
inovacije, je potrebno oceniti sisteme v katere jih zˇelimo integrirati. Kaksˇne so razlike
pri razvoju virtualnih svetov v brskalnikih z razlicˇnimi knjizˇnicami? Katere naprave
jih podpirajo? Kako kompleksne scene so priporocˇene? Kaksˇno stopnjo in kvaliteto ko-
munikacije omogocˇajo? Za odgovore na ta vprasˇanja so v okviru te naloge raziskovane
knjizˇnice, optimizacijske tehnike in omrezˇne arhitekture, ki so na voljo spletnim aplika-
cijam navidezne resnicˇnosti. V eksperimentalnem delu se naslovijo vplivi kompleksne
geometrije, sˇtevila klicev za izris na graficˇni procesor, vrste sencˇenja in omrezˇne arhi-
tekture na aplikacijo, ustvarjeno s knjizˇnico A-Frame, na vecˇ napravah. Optimizacije
teh sˇtirih elementov potekajo vzporedno z razvojem prakticˇne rabe za to aplikacijo.
Predstavljen je primer uporabe na aplikaciji preprostega virtualnega portfolia, ki obli-
kovalcem ali umetnikom omogocˇi inovativen prikaz njihovega dela. Rezultati izvedenih
optimizacij kazˇejo na to, da je navidezna resnicˇnost na spletu sˇe mlada tehnologija,
ki jo razvijalci tezˇje prilagajajo specificˇnim napravam, kot to omogocˇajo domorodne
resˇitve. Pri tem so zahtevana dobra znanja graficˇnega cevovoda, 3D modeliranja in
programiranja.
Kljucˇne besede: Navidezna resnicˇnost, WebVR, WebXR, vecˇuporabniˇska izkusˇnja,




Virtual reality technology is a computer-generated environment usually accessed via
head-mounted displays. Since its beginnings, poor accessibility and high costs have
played a large role in the way it was popularized. Web-based VR bridges that gap
with wide access on most modern devices with installed browsers. It removes the need
of app installations and most importantly – it offers a new form of social interactions
on the internet. Web browsers along with internet protocols allow the possibility of
shared networked environment presented in virtual reality on any website. In order for
all forms of cross reality technologies to become widely established and offer innovation
opportunities, it is necessary to assess the systems in which we want to integrate them.
How do web-based VR frameworks differ in terms of development? Which devices
support them? What complexity and level of communication do they offer? In order
to answer these questions, this thesis focuses on presenting most of the available web-
based VR frameworks, optimization techniques and network architectures available to
developers. The experimental setup addresses the effects of complex geometry, number
of draw calls, types of shading, and the network architecture on the performance of A-
Frame application on multiple devices (mobile phone, laptop and standalone VR set).
Optimization of these four elements is implemented through a simple use case. A virtual
reality portfolio is proposed that allows designers and artists to display their work in
a shared VR room. Optimization results suggest that web-based virtual reality is still
progressing in terms of good performance across all platforms. Its adaptation requires
basic knowledge of graphics pipeline operations, 3D modeling and programming.
Key words: Virtual reality, WebVR, WebXR, multiuser experiences, immersive web,
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1 Uvod
Orodja s katerimi ljudje komuniciramo se neprestano razvijajo. Od cˇasopisov, do ra-
zvoja telefona v 19. stoletju, do razmaha spleta v 90. letih in trenutne priljubljenosti
socialnih omrezˇij - izmenjava informacij se neprestano preoblikuje in povezuje ljudi, ne
glede na njihovo fizicˇno lokacijo. Spekter komunikacijskih tehnologij tezˇi k premesˇcˇanju
ovire fizicˇne razdalje in tako je potreba po navzocˇnosti socˇloveka spodbudila, da se je
posˇiljanje pisem scˇasoma preobrazilo v internet. Meja med digitalnim in realnim danes
postaja vse bolj zabrisana zaradi spektra navideznih resnicˇnosti. Simuliranje resnicˇnega
okolja v digitalnem svetu je omogocˇilo nove oblike avditorne, vizualne ter hapticˇne ko-
munikacije cˇloveka z racˇunalnikom, hkrati pa je prestopilo okvirje uporabe iz videoiger,
sˇe v ostala podrocˇja, kot so umetnost, medicina, marketing, izobrazˇevanje in ostala.
Navidezna resnicˇnost ima potencial, da vsem omogocˇi odkrivanje, ustvarjanje in igra-
nje v virtualnih okoljih. A za razvoj dobrih vsebin navidezne resnicˇnosti se morajo
programerji naucˇiti nove programske jezike, posvetiti cˇas prilagoditvam za vecˇ vrst na-
prav in ko aplikacije objavijo, morajo uporabniki biti lastniki teh naprav. Ustvarjanje,
deljenje in zajem vsebin navidezne resnicˇnosti bi moralo biti lazˇje, podobno kot to
omogocˇa spletni medij.
Glavni cilj te naloge je raziskati potencial vecˇuporabniˇske navidezne resnicˇnosti, in-
tegrirane v spletno aplikacijo in kako jo lahko cˇim bolje prilagodimo mnozˇicˇni uporabi
z zmanjˇsevanjem pogostih “ozkih grl”. Kljucˇen pogoj navidezne resnicˇnosti je namrecˇ
zagotavljanje izkusˇnje v realnem cˇasu. Upocˇasnitve, ki to onemogocˇajo pa se lahko zgo-
dijo na vecˇ mestih, zato v osrednjem delu te naloge raziskujem tehnike, ki zmanjˇsajo
cˇase potrebne, da naprave izriˇsejo sceno in prenosov podatkov po omrezˇju v taksˇni
aplikaciji. Ugotavljam vplive kompleksnosti geometrije, sˇtevila klicev za izris ter osve-
tlitive, kot tudi vpliva omrezˇne arhitekture, ko se v navidezni resnicˇnosti nahaja vecˇ
uporabnikov. Za razvijalce je optimizacija teh elementov kljucˇna, cˇe zˇelijo zagotoviti
dobro uporabniˇsko izkusˇnjo na sˇirsˇem naboru ciljnih napravah. Pomembno je, da se
zavedajo prednosti, slabosti in omejitev povezanih s tako hitro rastocˇimi tehnologijami.
Predstaviti zˇelim novo idejo za uporabo navidezne resnicˇnosti – portfolio, dostopen
v spletni aplikaciji. Zmozˇnosti mladih umetnikov in oblikovalcev se namrecˇ pocˇasi
prestavljajo v spletni medij, delo od doma postaja za njih pogostejˇse, iˇscˇejo pa tudi
kreativne oblike za deljenje njihovih del. Z aplikacijo opisano lahko hitreje, enostavneje
in na inovativen nacˇin posredujejo dela bodocˇim delodajalcem.
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2 Tehnologija navidezne resnicˇnosti
Koncept navidezne resnicˇnosti je bil formuliran v 60. letih prejˇsnjega stoletja, v eseju
Ivana Sutherlanda, kjer je opisal virtualni svet kot racˇunalniˇsko simulacijo v realnem
cˇasu, v kateri bi uporabnik videl, sliˇsal in cˇutil, kot v resnicˇnem svetu. Taksˇen “najviˇsji”
uporabniˇski vmesnik je opisal kot “sobo, v kateri bi obstoj nadzoroval racˇunalnik. Stol
v taksˇni sobi bi lahko bil uporabljen za sedenje. Lisice bi lahko bile uporabljene za
vklenitev in metek v taksˇni sobi bi lahko bil usoden.” (Sutherland, 1965) [1]. Njegov
esej je postal izhodiˇscˇe za definicije navidezne resnicˇnosti, ki so sledile, a glavni kon-
cept se ni prevecˇ spremenil. Navidezna resnicˇnost je skupek strojnih in programskih
tehnologij, ki cˇloveku dajejo obcˇutek da se nahaja drugje, kot je v resnici. To dosezˇejo
z ustvarjanjem stvarnih vizualnih podob, zvokov in drugih drazˇljajev. Cˇlovesˇka zavest
se zaradi njih preseli v virtualni prostor in cˇas, medtem ko telo ostane v realnem svetu.
Nahaja se na skrajnem spektru kontinuuma mesˇane resnicˇnosti, kjer je se nahajata sˇe
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Slika 2.1: Spekter mesˇanih resnicˇnosti (Kishino & Milgram, 1994).
Navidezna resnicˇnost je predvsem v 90. letih, dobila vecˇ oblik in variacij tako
strojne, kot programske opreme, vecˇinoma zaradi fascinacije cˇloveka s konceptom
racˇunalniˇske simulacije in komercializacijo tehnologij, ki so to omogocˇale. Splosˇna
predstava o njej se do danes ni prevecˇ spremenila: navidezna resnicˇnost so drage na-
glavne naprave, namenjene izkljucˇno video igricam. A narava te tehnologije je precej
bolj interdisciplinarna. Cˇe jo obravnavamo, kot novo vrsto medija in izlocˇimo njeno
tehnolosˇko plat, nas bolj zanimajo reprezentacije in implikacije sporocˇil v njej – kako
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jo ljudje uporabljajo in kaj pocˇnejo v njej [2]. Karakteristike, ki jih ima kot medij so:
 interaktivnost, uporabniki lahko sodelujejo z okoljem in pri tem uporabljajo vsa
cˇutila,
 prostorskost, objekti so predstavljeni v treh prostorskih dimenzijah in
 pravocˇasnost, posledicˇnost akcij se izvaja v realnem cˇasu, brez opaznih zakasnitev
[2].
Aplicirana je lahko na vsako cˇlovesˇko aktivnost in transakcijo. Pri tem so najbolj opazne
razlike v realizmu, stopnji navzocˇnosti, nivoju realnosti in “obcˇutku potopitve”, ki se
bodo s tehnolosˇkim in druzˇbenim razvojem cˇedalje bolj manjˇsale. Medij navidezne
resnicˇnosti je spodbudil sˇe nove, sorodne oblike tehnologij; vecˇsmerni videoposnetki in
fotografije, namenske votline CAVE (angl. Cave Automatic Virtual Environments),
redefinicijo mesˇanih resnicˇnosti in v kontekstu te naloge relavantna deljena okolja in
spletno VR.
2.1 Zgodovinski kontekst
Prvi elementi navidezne resnicˇnost so se pojavili zˇe v 19. stoletju, ko je leta 1838
Charles Wheatstone prvicˇ opisal pojav stereoskopije – procesa, pri katerem cˇlovesˇki
mozˇgani iz dveh slik razlicˇnega zornega kota, sestavijo kombinirano sliko tridimenzio-
nalne strukture z obcˇutkom globine [3]. Koncept je z ogledali in prizmama realiziral
v prvi stereoskop, ki so ga takrat sestavljale sˇe risbe. Danes, skoraj 200 let kasneje,
je princip stereoskopa uporabljen v ocˇalih za mobilno VR, kot sta Google Cardboard
in Samsung GearVR. V kontekstu daljˇsih zgodovinskih trendov je zanimivo to, da se
je z odkritjem lecˇ in ogledal v letih okoli 1420, zacˇela tudi doba natancˇnih slikarskih
portretov, kar namiguje na to, da nove tehnologije in odkritja vplivajo na nacˇin, kako
vidimo in dozˇivljamo svet. Vse pogosteje to pocˇnemo dinamicˇno, skozi zaslone – tele-
vizijske ali racˇunalniˇske, ki postajajo iz dneva v dan manjˇsi, cenejˇsi in bolj prirocˇni [2,
str. 9, 12].
Leta 1962 je bil patent 3.050.870 v ZDA dodeljen rezˇiserju Mortonu Heiligu, za
njegov izum Sensorama Simulator, ki ga lahko opiˇsemo kot prva multimodalna video
arkada v navidezni resnicˇnosti. To mehansko napravo so sestavljali 3D barvni stere-
oskopski zasloni, vibrirajocˇ sedezˇ, stereo zvok, generatorji vonja in arom ter majhni
ventilatorji , ki so blizu glave uporabnika ustvarjali. Uporabnik je tako lahko izkusil si-
mulacijo vozˇnje z motornim vozilom po New Yorku z zvoki mesta, vonjem bencina, ki so
ga ustvarile kemikalije, in vibriranjem sedezˇa, zaradi lukenj na cesti. Ustvarjanje video,
avdio in ostalih vsebin za Sensoramo je bilo v 60. letih vse prej kot lahko, zato Heiligu
ni uspelo uresnicˇiti cilja, da bi s svojim izumom ustvaril novo ero kinodvoran. Kasneje
je izumil “telesfericˇno masko”, prva ocˇala za navidezno resnicˇnost, podobna tem, ki jih
poznamo danes, a z uporabo pomanjˇsanih TV katod. Danes Morton Heilig velja za
2.1 Zgodovinski kontekst 5
pionirja navidezne resnicˇnosti, saj si njegovih invencij ni uspel le zamisliti, temvecˇ tudi
realizirati [4, str. 26-27]. Njegovi koncepti o multimodalnosti in stereskopskih zaslonih
v cˇasu, ko je sˇe prevladovala cˇrno-bela televizija, so bili ambiciozni in pred njegovim
cˇasom [5].
Delo Heiliga je nadaljeval profesor na Univerzi v Utahu Ivan Sutherland, ki je
nekaj let kasneje ugotovil, da lahko namesto analognih posnetkov, na ocˇalih prika-
zuje racˇunalniˇsko generirano sceno. Po 1970 so po njegovi zaslugi racˇunalniˇske grafike
dozˇivele izjemen napredek; prej preproste vektorske cˇrte in svetlobna pisala je zamenjalo
3D izrisovanje na podlagi geometrijskih podatkov, dopolnjenih z barvami, teksturami,
lucˇmi in sencˇenjem [6]. Njegovi zgodnji generatorji 3D scen, ki jih je s sˇtudenti razvil
leta 1973, so lahko prikazali preproste scene z 200-400 poligoni in frekvenco izrisovanja
20 okvirjev na sekundo [4, str. 28-30].
V poznih 80. letih je napredek na procesorski mocˇi, graficˇnih zmogljivostih ter
sprejetju izraza navidezna resnicˇnost, spodbudil zacˇetek mnozˇicˇne komercializacije na-
videzne resnicˇnosti. Sledili so mnogi prototipi ter izdelki; VPL Dataglove in Eye-
phone (1987), Nintendo PowerGlove (1898), Sega VR (1993), Nintendo Virtual Boy
(1995)[5]. . . Tehnologija je hitro postala trendovska, a najhitrejˇsa graficˇna naprava
za navidezno resnicˇnost je v letu 1993 stala vecˇ kot 100.000 ameriˇskih dolarjev, zato
je pocˇasi postalo ocˇitno, da VR ne bo morala uresnicˇiti vseh obljub cˇez nocˇ. Veliko
manjˇsih pionirskih podjetij je pocˇasi izginilo in javnost je vecˇ pozornosti posvetila ta-
krat vzhajajocˇemu spletu in spletnim aplikacijam [4].
Ob vzponu in padcu industrije navidezne resnicˇnosti v 90. so se istocˇasno razvijali
programski protokoli, ki so kasneje postali zelo pomembni za njeno delovanje. Aplikacije
z racˇunalniˇsko podprtim nacˇrtovanjem CAD (angl. Computer Aided Design) so v
industriji postale standard in postale vez med realnim in digitalnim, standardizacijo
programske opreme za delovanje na vseh graficˇnih napravah je omogocˇil razvoj Open
GL knjizˇnice, sredi 1990 je bil razvit jezik za modeliranje navidezne resnicˇnosti VRML
(angl. Virtual Reality Modelling Language), programski jezik za omrezˇne virtualne
svetove, in kasneje sˇe Windows Direct3D, popularen standard za razvijalce videoiger
[2, str. 16-17]. 25 let kasneje je navidezna resnicˇnost dobila resˇitelja – pametni telefon.
Majhni visoko resolucijski zasloni, zˇiroskopi, senzorji premikanja, brezzˇicˇne tehnologije
(Wi-Fi, bluetooth) in zmogljivi procesorji so postali cenovno dostopni in nasˇli svoje
mesto v vsakem zˇepu. To je izkoristil Palmer Luckey v prototipu imenovanem Oculus
Rift objavljenem leta 2012 na Kickstarter kampaniji [8]. Prodaja podjetja Oculus
Facebooku leta 2014 je sprozˇilo nov preporod tehnologij VR. Vecˇji tehnolosˇki giganti so
napovedali prodajo novih cenovno dostopnih resˇitev, kot na primer Google Cardboard,
Google Daydream in Samsung Gear. Zacˇela se je doba mobilne obogatene resnicˇnosti s
kompletom orodij Apple-a in Googla ter mesˇane resnicˇnosti z Magic Leap ter Microsoft
Hololens. Danes vstopamo v novo dobo, kjer se bodo digitalni in resnicˇni svetovi zacˇeli
prepletati in pri tem izkoriˇscˇati ostale novodobne tehnologije, kot so umetna inteligenca,
racˇunalniˇstvo v oblaku, splet, itd.
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Slika 2.2: Cˇasovnica razvoja navidezne resnicˇnosti [2, str. 13].
2.2 Osnove delovanja in izzivi
Ob pojavu izraza navidezna resnicˇnost so se razvila pricˇakovanja, da bo ta tehnologija
lahko generirala svetove, ki jih ne bo mocˇ razlikovati od pravega. Kmalu je postalo
jasno, da racˇunalniki sˇe niso dovolj zmogljivi za ustvarjanje svetov, ki so nelocˇljivi od
pravega, zato danes navidezno resnicˇnost interpretiramo zgolj kot sprejemljivo razlicˇico
fizicˇnega sveta. Predpogoj zanjo je racˇunalnik, ki ustvari taksˇen priblizˇek 3D okolja.
Cˇuti, preko katerih ljudje sprejmemo najvecˇjo kolicˇino informacij so pomembni pri
dojemanju nasˇe resnicˇnosti, pri tem je vid za vecˇino ljudi dominanten vir informacij,
takoj za njim pa sta sluh in dotik. Prikaz racˇunalniˇsko generirane resnicˇnosti cˇloveku ni
mogocˇ brez poznavanja vedenjskih znanosti, psihologije, racˇunalniˇstva in oblikovanja –
konceptov, ki jih zdruzˇuje veda Interakcije cˇlovek - racˇunalnik (angl. Human Computer
Interaction). Ustvarjanje VR sistemov zaenkrat zahteva obravnavo vsaj treh cˇutov:
racˇunalniˇska 3D grafika (vid), 3D sinteza zvoka (sluh) in hapticˇni sistemi (dotik).
Izkusˇnjo v navidezni resnicˇnosti lahko iz fizicˇnega, kot tudi psiholosˇkega vidika
klasificiramo z stopnjo “potopitve” (angl. immersion) in prezence (angl. “presence”).
Stopnja potopa je povezana s prikazom sistema VR in jo razvrstimo v:
 Popolnoma potopitvene sisteme (angl. immersive systems), ki uporabnika izoli-
rajo in nudijo popolnoma simulirano izkusˇnjo z vecˇmodalno obravnavo. Z napra-
vami kot so ocˇala za navidezno resnicˇnost (angl. head mounted displays, HMD)
in krmilniki naslovijo vid, sluh in dotik. Ob uporabi taksˇnih sistemov je pojav
VR slabosti najbolj pogost [9].
 Polpotopitveni sistemi (angl. semi-immersive systems) so sistemi, ki jih sesta-
vljajo vecˇji zasloni s stereo prikazom tridimenzionalne scene ter perspektivno
projekcijo, ki se ujema z pozicijo glave opazovanca. Tipicˇen primer so simula-
torji vozˇnje ali letenja, ter CAVE sistemi, kjer je uporabnik delno potopljen v
racˇunalniˇsko okolje.
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 Nepotopitveni sistemi (angl. non-immersive systems, desktop-based VR systems),
so postali priljubljeni, ker so najcenejˇsi in najpreprostejˇsi, saj temeljijo na enoza-
slonskem prikazu 3D okolja. Primer so videoigre in navidezna resnicˇnost, dosto-
pna na napravah, ki ne omogocˇajo stereoskopskega prikaza in globine 3D prostora
[10][11, str. 22].
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Slika 2.3: Kocept interakcije cˇlovek racˇunalnik z VR [2, str. 6].
V svoji klasicˇni obliki navidezna resnicˇnost za svoje delovanje potrebuje vsaj stereoskop-
ski prikaz za iluzijo 3D prostora, grafike posodabljane v realnem cˇasu, ter mehanizme
sledenja, ki belezˇijo premike glave in rok.
STEREOSKOPIJA
Prikaza za vsako oko morata biti razlicˇna, z manjˇsim medsebojnim zamikom, s cˇimer
se dosezˇe stereoskopski 3D vid in iluzija trirazsezˇnosti. Objekti, ki se nahajajo vecˇ
kot 9 metrov stran od ocˇi, so videni prakticˇno enako za oba ocˇesa (ta sta pribilizˇno 6
centimetrov narazen). Perspektiva vsakega se mocˇneje spremeni, ko so objekti blizˇje
[9].
OPTIKA
Naloga lecˇ v nasˇih ocˇeh je, da skoncentrirajo vpadno svetlobo na receptorje, ki se
nahajajo na notranji strani ocˇesne mrezˇnice. To pocˇnejo miˇsice s spreminjanjem oblike
lecˇe na podlagi razdalje med ocˇesom ter objektom, na katerega se fokusirajo. Stvari,
ki so zelo blizu bolj ukrivijo lecˇe, da ustvarijo cˇisto sliko, zato bi bila uporaba samih
zaslonov le 3 do 7 cm pred nasˇimi ocˇmi zelo naporna. Za ukrivljanje svetlobe se zato
najvecˇkrat v ocˇalih za navidezno resnicˇnost med zaslonom in ocˇmi uporabijo sˇe lecˇe,
najvecˇkrat fresnelove, ki izboljˇsajo udobje ter povecˇajo vidno polje. Cˇlovesˇko vidno
polje obsega priblizˇno 180 stopinj, ocˇala za navidezno resnicˇnost jih lahko od tega
pokrijejo priblizˇno 100. Uporaba lecˇ pa prinese nove probleme, kot so sferna aberacija,
kjer se zˇarki svetlobi ne skoncentrirajo v eni tocˇki in druge oblike radialnih izkrivljanj
(efekt barrel in pincushion) [11].
ZASLONI
Vecˇino ocˇal za navidezno resnicˇnost sestavljata vsaj dva zaslona z lecˇami, oz. polprepu-
stnimi ogledali. Uporabljene tehnologije zaslonov so lahko katodne cevi (CRT), tekocˇi
kristali (LCD), tekocˇi kristali na siliciju (LCos) ali organske svetlobne diode (OLED).






Slika 2.4: Vidno polje in periferni vid.
Izhod slike je lahko zaslon pametne mobilne naprave, namizni racˇunalnik s povezavo na
ocˇala preko HDMI kabla ali pa ocˇala sama, s samostojnim zaslonom in procesorjem. Za
ciljanje iluzije popolne “potopitve” je pomembna mesˇanica visoke locˇljivosti zaslona,
visoke gostote slikovnih elementov, hitrega izrisovanja ter visoke frekvence osvezˇevanja
zaslona. Danes vecˇji izziv za prikaze predstavlja t.i. “screen door effect”, kjer upo-
rabnik vidi mrezˇo, ki locˇuje posamezne slikovne elemente. Problem nastane zaradi
uporabe lecˇ, ki povecˇajo slikovne elemente cˇez vidno polje. Sˇe posebej je ta pojav
prisoten pri navidezni resnicˇnosti na mobilnih napravah, saj vecˇina mobilnih naprav
danes dosega pod 600 slikovnih pik na palec (angl. pixels per inch, PPI). Za res neo-
pazno VR izkusˇnjo je potrebnih nekaj 1000 PPI in 4K locˇljivost zaslona na posamezno
oko [12]. Ocˇitna resˇitev je dodajanje sˇtevila slikovnih elementov blizˇje skupaj, a pri
vecˇanju tega sˇtevila se povecˇa procesorska mocˇ za izrisovanje in tudi cena. Po mne-
nju izumitelja produkta Oculus Rift, Palmerja Luckeya, bo pikselacija prisotna sˇe do
prihoda 8K locˇljivosti (7680 x 4320 slikovnih pik) [13]. Finsko podjetje Varjo je danes
vodilno podjetje pri izdelavi serij ocˇal za navidezno resnicˇnost, ki dosegajo locˇljivosti
cˇlovesˇkega ocˇesa s 3000 PPI in z mikro-OLED zasloni s 1920x1080, ki jih obdajajo sˇe
AMOLED zasloni manjˇse locˇljivosti za periferni vid [14]. Ocˇala za navidezno resnicˇnost
postajajo vse manjˇsa, neopazna in kompaktna. Tehnologija je trenutno napredovala do
te mere, da so zasloni lahko manjˇsi od pol milimetra z vecˇ kot 14000 PPI, kar pomeni
da so lahko vgrajeni celo v kontaktne lecˇe. To pocˇnejo pri ameriˇskem startupu Mojo
vision, ki ustvarja kontaktne lecˇe z vgrajeno baterijo, sledenjem ocˇmi, stabilizacijo slike
in brezzˇicˇnimi tehnologijami [15].
SENZORJI SLEDENJA
Za sledenje sprememb v kotu in orientaciji pogleda ali celo pozicije, naprave za navide-
zno resnicˇnost uporabljajo senzorje sledenja. Z informacijami, ki jih naprava pridobi,
lahko procesor generira ustrezen prikaz vidnega polja v umetni sceni, kar uporabniku
omogocˇa premik glave brez dodatnih locˇenih vmesnikov. Zaznava orientacije vkljucˇuje
nagibe v treh prostostnih stopnjah (angl. degrees of freedom, DoF): zavoja (angl. yaw),
nagiba (angl. pitch) in obrata ( angl. roll). Cˇe zaznavamo sˇe pozicijo v prostoru v
obliki koordinat x,y in z lahko senzorji zaznavajo model sˇestih parametrov gibanja oz.
6-DoF. Na voljo je vecˇ tehnologij za sledenje gibanja; mehanske, magnetne, opticˇne,
ultrazvocˇne in hibridne. Med navedenimi se odlocˇamo glede na ceno in zmogljivostne
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parametre, da dosezˇemo optimalno merjenje za razlicˇne kanale. Vse tehnologije se
razlikujejo v parametrih, kot so zakasnitve (angl. latency), trepetanje (angl. jitter),
drsenje (angl. drift) in natancˇnost (angl. accuracy) [4, str. 50-51]. Podatki o relativni
lokaciji in orientaciji uporabnikovega pogleda se merijo z inercialnimi merilnimi eno-
tami (angl. Inertial Measurement Unit, IMU) ki tipicˇno vkljucˇujejo kombinacije treh
senzorjev: pospesˇkometra, zˇiroskopa ter magnetometra. Pospesˇkometer meri pospesˇek
naprave na oseh x,y in z, zˇiroskop meri kotno hitrost in rotacijo okoli lokalnega koor-
dinatnega sistema naprave, magnetometer pa sluzˇi merjenju magnetnih polj v okolici
naprave in kalibraciji senzorjev glede na magnetno polje zemlje. Vsak senzor uporablja
tehnologijo MEMS (angl. Micro Electro-Mechanical System), ki temelji na fotolitogra-
fiji integriranih vezij, kjer zelo cˇistemu siliciju z geometrijsko razporeditvijo po vezju
dodajo elektricˇne lastnosti, ki niso odvisne od mehanskih premikajocˇih se delov [16].




Slika 2.5: Delovanje pospesˇkometra.




Slika 2.6: Delovanje zˇiroskopa.
AVDITORNI IN HAPTICˇNI VMESNIKI
Pomembna VR modalnost je prostorski zvok. Informacije o poziciji, pridobljene iz sen-
zorjev sledenja, omogocˇajo racˇunalniku, da simulira percepcijo zvoka glede na njegove
izvore v virtualni 3D sceni. To zviˇsa nivo realizma in stopnjo potopitve ter dopolni
informacije, ki jih uporabnik dobi vizualno [4, str. 153-154]. Simuliranje prostorskega
zvoka se realizira s slusˇalkami, pri cˇemer je potrebno poznati razliko med dvema vr-
stama zvoka: stereo in prostorskim zvokom. Prostorski zvok, za razliko od stereo
zvoka uposˇteva sˇe dva pomembna parametra in sicer orientacijo in pozicijo poslusˇalca,
izvor zvoka pa lokalizira v prostoru. Ljudje smo sposobni ugotoviti pozicijo izvora
zvoka s tremi spremenljivkami; azimutom, elevacijo in dosegom. Azimut je kot med
poslusˇalcem in ravnino, ki jo sestavljata vir in navpicˇna os, elevacija je kot med po-
slusˇalcem in vodoravno ravnino premice, doseg pa je razdalja med poslusˇalcem in virom
zvoka. Azimut znasˇa okoli ±180°, medtem ko elevacija ±90°. Ko ima strojna oprema
podatke o lokaciji izvora zvoka, potrebuje sˇe model, po katerem ustvari skladen zvok,
ki ga sliˇsi notranje uho. Ta model za vsako uho opisuje funkcija HRIR (angl. Head re-
lated impulse response) in njena fourijerjeva transformacija HRTF (angl. head-related
transfer function). HRTF uposˇteva azimut, elevacijo, doseg in frekvenco izvora zvoka,
ter simulira zvok na usˇesih v tridimenzionalnem prostoru. Hapticˇni vmesniki, dodani
vizualnim in avditornim, igrajo pomembno vlogo pri zagotavljanju realizma v navidezni
resnicˇnosti. Postanejo celo nujni, ko je zmanjˇsana kolicˇina vizualnih informacij (npr.
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Slika 2.7: Razlika med stereo in prostorskim zvokom.
zastrti objekti) ali pa jih skoraj ni (npr. temna okolja.). Najvecˇ receptorjev za dotik
se nahaja na rokah, zato so najpogosteje sistemi navidezni resnicˇnosti dopolnjeni sˇe
z rocˇimi krmilniki. Celotelesni hapticˇni vmesniki sˇe niso zares dozˇiveli komercializa-
cije, cˇeprav nudijo vecˇjo stopnjo potopitve. Hapticˇne informacije so sestavljene iz vecˇ
modalnosti: sile, taktilnosti in kinestetika. Simulacija sil integriranih v VR pomaga
uporabniku ocenjevati trdoto, tezˇo in vztrajnost objektov, simulacija taktilnosti po-
daja lastnosti povrsˇine objekta – geometrija, hrapavost, temperatura. . . Kinestetika
pa pomaga definirati relativno pozicijo cˇlovesˇkih udov in telesa v virtualnem okolju [2].
IZZIVI
Tehnologije interakcij, sistemske karakteristike, odzivnost sistema in multimodalnost v
navidezni resnicˇnosti igrajo pomembno vlogo pri ustvarjanju navideznih svetov. Isti
faktorji vplivajo tudi na varnostne in zdravstvene pomisleke pri uporabi te tehnologije.
Ko ocˇi spremenijo fiksacijo iz objekta, ki je dalecˇ, na objekt, ki je blizu (ali obratno),
se slika na mrezˇnici zamegli. To napako imenujemo tudi “vergence disparity”, ki jo
ocˇi popravijo z ukrivljanjem lecˇe. Naravno prilagajanje lecˇe je umetno prekinjeno v
virtualnem okolju, kjer se globina fiksacij konstantno spreminja in s tem bremeni vid.
Mon-Williams (1998) ugotavlja, da je vid precej robusten na uporabo stereoskopskih
VR zaslonov, a se pri podaljˇsani rabi (vecˇ kot 10 minut) zacˇnejo pojavljati deficiti bi-
nokularnega vida [17]. Kombinacija dolgotrajnega napora ocˇi in blizˇina zaslona lahko
povzrocˇi izgubo orientacije, glavobol, epilepticˇne napade, izsusˇenost in ostale posˇkodbe
ocˇi. Za blazˇenje nevarnosti epilepticˇnih napadov, ki so mogocˇi tudi pri ljudeh, ki prvicˇ
uporabljajo VR je pomembno nadzorovanje racˇunalniˇske scene, pri cˇemer se priporocˇa
manj kompleksne scene, z temnimi elementi ter visoko frekvenco osvezˇevanja [4, str.
266]. V “potopitvi” v navideznem svetu, ljudje dokaj hitro izgubijo obcˇutek fizicˇnega,
zato je pomembno zagotavljanje varnosti, sˇe posebej pri zelo dinamicˇnih scenah, da se
preprecˇijo padci, udarci in druge posˇkodbe.
Dodaten problem je t.i. slabost v navidezni resnicˇnosti, oblika potovalne slabosti, ki
nastane zaradi percepcije navideznega okolja in predvsem gibanja v njem. Pogosti simp-
tomi vkljucˇujejo neudobje, glavobol, razdrazˇenost zˇelodca, slabost, bruhanje, potenje
in utrujenost [18]. Porusˇeno ravnovesje med cˇutili lahko spodbudi pocˇasna frekvenca
osvezˇevanja prikaza ali latenca med akcijo in njenim prikazom.
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Slika 2.8: Spreminjanje fiksacij v VR glede na oddaljenost objektov.
2.3 Podrocˇja uporabe
Naprave navidezne resnicˇnosti se danes uporabljajo v mnogo sferah. Fleksibilnost, re-
alizem, povezljivost in zmanjˇsanje strosˇkov so zahteve, ki si jih zˇeli vecˇina industrij od
novih tehnologij. Neizpolnitev vseh obljub navidezne resnicˇnosti v njenih zacˇetkih in
konservativnost trga, sta poglavitna vzroka, da je verjetno ne bomo nasˇli v vsakem
podjetju. Letalstvo in vojasˇtvo sta bila prva sektorja v zgodnjih 90. letih, ki sta pricˇela
z adaptiranjem te tehnologije v svoje delo in posledicˇno spodbujanjem njenega razvoja.
Do leta 2002 je bilo koncˇnih uporabnikov zˇe nekaj 100 tisocˇ, kot posledica sˇirsˇega spreje-
tja racˇunalnikov v nasˇa zˇivljenja. Primarne aplikacije so zajemale storitve na podrocˇju
izobrazˇevanja, usposabljanja, zdravstva, sˇporta, gradbeniˇstva, telekomunikacij, filma in
marketinga [4, str. 285].
ZDRAVSTVO
Simulacije navidezne resnicˇnosti so v zdravstvu primarno uporabljene za pomocˇ pri
diagnozi in zdravljenju pacientov, ucˇenju anatomije in rehabilitaciji. Diagnosticˇne slike
iz naprav magnetne resonance so lahko neposredno uporabljene v 3D modelih anato-
mije pacientov ter preucˇevane poblizˇje. Anatomski 3D modeli so odlicˇno orodje za
izobrazˇevanje v zdravstvu, sˇe posebej ko jih dopolnjujejo razlicˇni metapodatki, tekst,
3D fotografije in animacije. Moro (2017) ugotavlja, da so mobilne oblike VR ucˇenja za
sˇtudente medicine prirocˇnejˇse in enako ucˇinkovite, kot namizne oblike ter pri tem za-
gotavljajo vecˇji doseg sˇtudentov ter manjˇse strosˇke [19]. Napake storjene v navideznem
svetu imajo blazˇje posledice kot v fizicˇnem, zato se navidezna resnicˇnost uporablja tudi
v namene kirursˇkega treninga. VR je cenovno dostopna ter atraktivna resˇitev za re-
habilitacijo pri pridobitvi mocˇi, mobilnosti in zmozˇnosti hoje. Uporabljena je lahko v
ortopedskem, nevrolosˇkem in kognitivnem zdravljenju.
IZOBRAZˇEVANJE
Najboljˇse orodje za ucˇenje novih stvari so izkustva, ki jih lahko preprosteje simulira
navidezna resnicˇnost. Skozi interaktivnost, ponovljivost in otipljivost lahko navidezna
resnicˇnost zapletene koncepte prikazˇe preprostejˇse, za vse starostne skupine. Skozi
eksploracije in konstruiranje lahko podaljˇsa ohranitev znanja in motivira ucˇence, ter
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tako pripomore ucˇinkovitosti ucˇnega procesa. Vpeljava navidezne resnicˇnosti v izo-
brazˇevanju je mogocˇa v; osnovnosˇolsko izobrazbo, virtualne laboratorije, arhitekturno
nacˇrtovanje, simulatorje vozˇnje in letenja, inzˇenirsko nacˇrtovanje, itd. Manj kot 5 %
sˇol (osnovnih in srednjih) v ZDA sicer v svoj sˇolski program umesˇcˇa VR tehnologijo
[20]. Ta delezˇ bi lahko narasel, saj lahko obilico tekstovnega gradiva, zamenja medij
navidezne resnicˇnosti.
MARKETING
Blagovne znamke (ali agencije), ki se zavedajo, da smo ljudje primarno cˇustvena bitja,
so obicˇajno bolj uspesˇne od svoje konkurence. Navidezna resnicˇnost omogocˇa, da se
lahko vsak priblizˇa dolocˇenim produktom, jih poskusi, personalizira in hkrati uzˇiva.
Pri tem ima spletna navidezna resnicˇnost najmanjˇso oviro pri doseganju mnozˇic, saj so
lahko VR vsebine preprosto integrirane na spletne strani. Kljub temu, da je uvajanje
navidezne resnicˇnosti v marketing podjetja na zacˇetku lahko nekoliko vecˇja investicija,
to zaenkrat pocˇnejo vsa vecˇja podjetja, ki postavljajo zgled za nove medije in tehno-
logije. Eno izmed taksˇnih podjetij je Renault, kjer so skupaj z razvijalci pri podjetju
Oculus za predstavitev njihovega novega avtomobila Kadjar ustvarili spletno aplika-
cijo navidezne resnicˇnosti, kjer lahko uporabnik spozna notranjost avtomobila in celo
spreminja nekatere detajle [21]. Navidezno resnicˇnost na spletni strani so uporabili v
studiiih Zero in Netflix, kjer so v okviru marketinsˇke kampanje za premiero nove se-
zone nanizanke rekreirali njeno sceno. Z vznemirljivo izkusˇnjo so targetirali predvsem
uporabnike mobilnih naprav, hkrati pa je spletna stran bila prilagojena tudi ostalim
napravam, ki ne podpirajo navidezne resnicˇnosti [21].
Slika 2.9: Oglas za avtomobil v spletni
VR [21].
Slika 2.10: Oglas za nanizanko Stranger
Things na VR spletni strani [21].
2.4 Naprave za navidezno resnicˇnost
Po letu 2010 so naprave za navidezno resnicˇnost postale cenovno dostopnejˇse in z iz-
boljˇsano uporabniˇsko izkusˇnjo. Za prelomno napravo velja Oculus Rift DK1, ki jo je
na Kickstarter platformi predstavil americˇan Palmer Luckey. Rift je prvo komercialno
izdajo dozˇivel v marcu 2016 kot Rift CV1, ki ga je v marcu 2019 nasledil Oculus Rift S.
Danes je Rift serija ocˇal za navidezno resnicˇnost podjetja Oculus, ki je v lasti podjetja
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strojno opremo. Podjetja Google, Facebook in Samsung posledicˇno opusˇcˇajo strategijo
VR za mobilne naprave in se fokusirajo na prakticˇna orodja obogatene resnicˇnosti, ki
so primernejˇsa oblika za naprave, kot so mobilni telefoni. Samsung Gear VR in Google
Daydream v osnovi nista podpirala vseh platform mobilnih naprav in ravno ta fragmen-
tacija mobilnih proizvajalcev je pripomogla k temu, da sta obe resˇitvi v zadnjem cˇasu
postali neatraktivni.
Kljub temu, globalni VR trg raste. Do leta 2025 je vrednost VR trga ocenjena na vecˇ
kot 40 milijard dolarjev [24]. Varifokalne tehnologije, zelo sˇiroka vidna polja, skeniranje
rok in sledenje ocˇesom so trenutno glavna polja, kamor se navidezna resnicˇnost sˇiri.
Cene ocˇal se nizˇajo, strojna oprema pa po Moorovem zakonu postaja iz leta v leto bolj
zmogljiva. Microsoft HoloLens 1/2 je sˇe ena novejˇsa serija ocˇal podjetja Microsoft, ki
bolj kot pod navidezno spada v mesˇano resnicˇnost, saj v realni svet izrisuje holografske
3D elemente. Podobno sofisticirane naprave naj bi nacˇrtoval tudi Apple in vse to
pricˇa k temu, da bodo naprave za navidezno resnicˇnost v blizˇnji prihodnosti nekaksˇna
mesˇanica navidezne in mesˇane resnicˇnosti, katerih vodilo bo kompaktnost, nizka cena
in preprostost uporabe [23].
Klasicˇni programski produkti navidezne resnicˇnosti so sestavljeni iz orodij za upra-
vljanju z vsebinami, urejanju, integraciji strojne opreme, kolaborativnosti in analitiki.
Pri tem sodelujejo razvijalski kompleti, igralni pogoni, socialne platforme, orodja za
VR vizualizacije, itd. Najbolj uspesˇna podjetja, ki razvijajo programsko opremo za
navidezno resnicˇnost so trenutno: Next/Now, Itechart group, Nomtek, OTR, Groove





















































































Tabela 2.1: Primerjava priljubljenih produktov za navidezno resnicˇnost [24].
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2.5 Prihodnost
Po napovedih Mednarodne podatkovne skupine IDC, je svetovna poraba na trgu na-
videzne in obogatene resnicˇnosti za leto 2020 ocenjena na 18.8 ameriˇskih dolarjev, kar
predstavlja 78.5 % rast od leta 2019. Mocˇna rast je napovedana za kar celo napovedno
obdobje 2019-23, kjer bo v resˇitvah VR/AR resnicˇnosti vodil komercialni sektor; trgo-
vina in proizvodnja, bancˇniˇstvo, nalozˇbeni sektor, javni sektor in potrosˇniˇstvo [26]. Na
trg mesˇane resnicˇnosti je letos vplivala pandemija Covid-19 in po napovedih zacˇetnih
tezˇav pri dobavi VR opreme, je IDC prodaji ocˇal za navidezno resnicˇnost napovedal
30-odstotno rast, ki jo bo spremljala sˇe intenzivna rast programskih resˇitev [27]. Po
letu 2020 je pricˇakovana migracija uporabe mesˇane resnicˇnosti iz potrosˇniˇskih produk-
tov na vse bolj industrijsko in podjetniˇsko stran trga, kjer se uporablja za namene
izobrazˇevanja delavcev, industrijske proizvodnje, simulacijo nevarnih okolij ter tudi za
ucˇenje mehkih vesˇcˇin. Podjetja, kot so Varjo in Pico so ustvarjajo vzporeden trg komer-
cialnim VR podjetjem (Facebook, Sony, HTC. . . ), kjer razvijajo specificˇne tehnolosˇke
resˇitve za industrijo. Revolucija se v kratkem napoveduje z vstopom tehnolosˇkega
giganta Appla na trg mesˇane resnicˇnosti, saj za leto 2020 s projektom, trenutno ime-
novanim T288, napovedujejo ocˇala mesˇane resnicˇnosti z 8K zaslonom, kar je priblizˇno
dvakrat vecˇ kot na danasˇnjih ocˇalih [28].
Pomemben ocˇitek, ki ga je navidezna resnicˇnost delezˇna od samih zacˇetkov, je, da
ne ustvarja vecˇdimenzionalnih izkusˇenj, kot to prikazujejo filmi znanstvene fantastike.
Cipresso, Giglioli, Raya in Riva (2018) poudarjajo, da cˇeprav bo tezˇnja po realizmu sˇe
vedno prisotna, je danes glavni aspekt na podrocˇju VR raziskovanja “interakcija”[10].
Cˇe je prvih 30 let bil fokus posvecˇen boljˇsim zaslonom in iluziji percepcije, se danes
raziskovalci na tem podrocˇju bolj osredotocˇajo na tezˇji podvig dosega realisticˇnih inte-
rakcij. Te imajo neomejene mozˇnosti izboljˇsav [10]. Ko so tehnologije manj opazne se
povecˇa obcˇutek pripadnosti virtualnemu okolju in ravno te oblike, skupaj z nevrozna-
nostjo, racˇunalniˇskim vidom, IoT in umetno inteligenco so danes v vecˇji meri predmet
raziskav v mesˇanih resnicˇnostih [10]. Prihodnost VR verjetno ni znotraj popolnoma
digitalnega okolja, ampak bo nek skupek razvijajocˇih se tehnologij. AR se je neopa-
zno integrirala v sˇirsˇo rabo z mobilnimi napravami, a ni popolnoma izpodrinila VR,
zagotovo pa jo bo prehitela v trzˇnem delezˇu.
S popularizacijo VR naprav se ne viˇsajo le zahteve po izboljˇsanju strojne opreme
temvecˇ tudi po viˇsjih hitrostih prenosa in posledicˇno viˇsji pasovni sˇirini. Trenutni mo-
bilni ekosistem je sˇe pod vplivom visokih zakasnitev povzanih s komunikacijo v 3D VR
svetu. Zmanjˇsanje omrezˇnih zakasnitev resˇujejo novi standardi mobilnih komunikacij.
4G LTE standard, ki je latenco vzdrzˇeval pri priblizˇno 50 ms, izboljˇsuje 5G, ki jo teo-
reticˇno zmanjˇsa na 1 ms. Za primerjavo, mozˇgani za obdelavo videne slike, potrebujejo
10 ms. Povprecˇna latenca pri 5G omrezˇju v praksi znasˇa priblizˇno 10 milisekund [29].
Z implementacijo 5G lahko VR/AR svet koncˇno naslovi racˇunalniˇstvo na robu, ki bo
omogocˇil izkoriˇscˇanje nizke latence za premestitev racˇunalniˇsko zahtevnih operacij na
oblak in stran od koncˇnih naprav. Ta tehnika bo skupaj s stabilnim signalom omogocˇila
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konsistentne rezultate na napravah, kjer se bo zmanjˇsala potreba po zmogljivi strojni
opremi [30].
3 Spletne tehnologije za navidezno resnicˇnost
Svetovni splet (angl. World Wide Web ali WWW) je mnozˇica povezanih dokumen-
tov, namesˇcˇenih na milijardah racˇunalnikov po celem svetu, ki se nahajajo v internetu.
Njegovi zacˇetki segajo v 90. leta prejˇsnjega stoletja, ko je britanski informatik Tim
Berners-Lee izumil protokol HTTP in postavil prvi spletni strezˇnik [31]. Programi, ki
te (hipertekstovne) dokumente pridobijo in prikazˇejo na napravah, so spletni brskalniki.
Od zacˇetkov spleta, ko je Lee-jev brskalnik “WorldWideWeb” v vecˇji meri prikazoval
le besedila, so se po letu 1993 zacˇeli pojavljati brskalniki, ki so lahko prikazali sˇe ostale
multimedijske vsebine – NCSA Mosaic je bil prvi brskalnik, ki je ob tekstu prikazoval
sˇe slike, kar je povzrocˇilo eksplozivno popularizacijo spleta [32]. Danasˇnji brskalniki
poleg slik in besedila, obvladujejo seveda sˇe drugo dinamicˇno vsebino; videoposnetke,
zvocˇna sporocˇila, 3D grafiko, komunikacijo v zˇivo in nenazadnje navidezno resnicˇnost.
Leta 1994 je bil razvit Jezik za modeliranje navidezne resnicˇnosti VRML (angl. Vir-
tual reality modeling language), platformsko neodvisen programski jezik za ustvarjanje
virtualnih svetov, skozi katere so se lahko uporabniki “sprehajali” preko spletnih pove-
zav. Aplikacije VRML so uporabljale sˇe 3D vmesnike aplikacijskih programov, kot je
na primer Java 3D ali druge visokonivojske vmesnike za OpenGL ali DirectX [33, str.
5]. Toda VRML je za izrisovanje trirazsezˇnih podob potreboval bolj zmogljive naprave
od takratnih in 3D vektorske grafike v brskalnikih je bilo mocˇ najti le v racˇunalniˇskih
laboratorijih in podatkovnih centrih, ne v vsakem domu. Dvajset let kasneje je s priho-
dom zmogljivih mobilnih naprav ter cenovno dostopnimi VR ocˇali navidezna resnicˇnost
dobila nov cilj – dostopnost. To je motiviralo njeno organsko zdruzˇitev s spletom, ki je
odprt, kreativen, prilagodljiv in vse bolj zmogljiv medij za aplikacije.
3.1 Potopitveni splet
Potopitveni splet (angl. immersive web) je izraz, ki opisuje izkusˇnje navidezne re-
snicˇnosti, ki jih lahko gosti brskalnik na napravah s podrtimi mehanizmi VR in AR
[34]. Splet je dozˇivel uspeh zaradi karakteristik, kot so odprtost in sˇiroko sprejeti stan-
dardi, ki so omogocˇile, da lahko vsak objavi in dostopa do vsebin. Nadaljnje razvijanje
aplikacijskih ogrodij in orodij pa so poleg 2D vsebin, spodbudili sˇe razvoj novih, bolj
privlacˇnih oblik izkusˇenj. Potopitveni splet danes opisuje celoten spekter nivojev od po-
polnoma sinteticˇnih (VR) vsebin do obogatene resnicˇnosti (AR) in ponuja pomembno
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alternativo domorodnim aplikacijam, sˇe posebej pri panoramskih videih in fotografijah
ter drugih dinamicˇnih izkusˇnjah, ki so namenjene mnozˇicam – katalogi produktov v
obogateni resnicˇnosti, konference v virtualni sobi, e-izobrazˇevanje, spletno nakupova-
nje, kolaborativno delo in ostale domiselne rabe, ki sˇe prihajajo. Tehnologije, ki bodo
morda poleg mesˇanih resnicˇnosti mocˇno prepletene s prihodnostjo potopitvenega spleta
v blizˇnji prihodnosti so; IoT, prostorski zvok, obogaten avdio (angl. augmented audio),
glas/video preko IP povezav (angl. voice/video-over-IP), zvocˇni asistenti in hapticˇne
naprave. Posledicˇno bo potrebno preoblikovati spletne brskalnike, kot jih poznamo da-
nes, ne le z manjˇsimi posodobitvami, ampak s popolno revolucijo 2D spletnih strani v
prepleteno kombinacijo mesˇanih resnicˇnosti, ki bo uporabnika zaobjela z informacijami
iz vseh strani. Ali je to zares dobro? Splet, kot ga poznamo danes, je najhitrejˇsi nacˇin
za dostop do informacij in podobno, kot se je dostop do njih spremenil iz velikih nami-
znih zaslonov na prirocˇnejˇse, enostavnejˇse in manjˇse mobilne naprave, se lahko zgodi,
da se lahko enako zgodi sˇe za bolj “potopne” tehnologije. Pogoj v takem primeru mora
biti hitrejˇsi in bolj intuitiven dostop, kot ga imamo danes (npr. brskanje, pisanje objav
na druzˇbenih omrezˇjih, gledanje videoposnetkov. . . ), kar bo izziv za bodocˇe spletne
razvijalce. Brskalniki, ki zˇe prepoznajo potencial taksˇne prihodnosti spleta morajo
ponuditi nove, mesˇanim resnicˇnostim prilagojene navigacije, okolja, iskalnike, vhodne
in izhodne vmesnike. Primeri taksˇnih brskalnikov so; Mozilla Firefox Reality, Opera
Neon, Janus VR, Supermedium in ostali, ki sˇe prihajajo.
3.2 WebVR/XR API
Raznolikost naprav in programov, ki sodelujejo v potopitvenem spletu, zahteva koor-
dinacijo, razvoj, poucˇevanje in predpise standardov, ki jih je pod svoje okrilje vzela
organizacija Konzorcij za svetovni splet W3C (angl. World Wide Web Consortium).
W3C je v sklopu potopitvenega spleta ustanovil podskupino “Immersive Web Working
Group”, katere naloga je, da definira standardizirane vmesnike aplikacijskih programov
API (angl. application program interface), ki:
1. detektirajo zmozˇnost, ki jo ima agent uporabnika (angl. user agent, UA) – brskal-
nik, da izriˇse sceno razsˇirjene resnicˇnosti (XR) in porocˇa o vrednostih senzorjev
za pozicijo in orientacijo,
2. povprasˇujejo po specificˇnih funkcionalnostih naprave,
3. predstavijo sliko na napravi s frekvenco osvezˇevanja FPS, ki je podprta in glede
na senzorske podatke,
4. imajo dostop do vektorjev vhodnih naprav XR – krmilniki, hapticˇni vmesniki,
sledilniki gibanja rok. . .
5. za aplikacije obogatene resnicˇnosti, podajajo sˇe informacije o fizicˇnem svetu, da so
lahko vanj cˇim bolje umesˇcˇeni virtualni objekti (povrsˇine, osvetlitev, objekti. . . )
[35].
Skupina Immersive Web Community Group se je formulirala iz skupine razvijalcev, ki
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so najprej sodelovali na projektu WebVR API. To je bil eksperimentalni API najprej
predstavljen spomladi leta 2014 pri Mozilli, ki je nudil podporo velikemu spektru naprav
za navidezno resnicˇnost, preko spletnega brskalnika. WebVR API ni bil nikoli ratificiran
kot spletni standard, a je v svojih 4 letih obstoja postal popularen med razvijalci, ki so
zˇeleli ustvarjati navidezna okolja s HTML5, CSS in JavaScript jeziki, kar je posledicˇno
vodilo k rojstvu ogrodij, ki so to nalogo olajˇsale – A-frame, PlayCanvas, React VR,
Vizor, Sketchfab, itd. Podprt je bil le v brskalnikih Firefox, eksperimentalnih razlicˇicah
Chromium in na Samsung Internet za Gear VR [36].
WebVR standard je leta 2018 dobil naslednika – WebXR Device API, v katerem
je platformsko neodvisna standardizirana podpora tako potrebam navidezne, kot tudi
obogatene resnicˇnosti. WebVR sˇe vedno deluje na napravah in brskalnikih, ki ga pod-
pirajo, in vse spletne strani z WebVR aplikacijami bodo sˇe vedno delovale, cˇe jim bo na
voljo novejˇsi WebXR API, s pomocˇjo tehnike WebVR polyfill. V stroki se je formuliral
nov pojem razsˇirjene resnicˇnosti XR (angl. extended reality), ki se pogosto upora-
blja izmenljivo s pojmom potopitvenega spleta (angl. Immersive web) in zdruzˇuje vse
tehnologije alternativnih resnicˇnosti (navidezno, obogateno, mesˇano. . . ). Na napra-
vah, WebXR API predstavlja uniformni abstrakten nivo za vse potrebe izrisovanja v
realnem cˇasu in integriranega dostopa do vhodnih naprav, ki jih je prej WebVR im-
plementiral posredno z Gamepad API. Pomembno je locˇiti tudi, cˇesa WebXR API ne
pocˇne. WebXR API ne obvladuje vsebine 3D scen, modelov, izrisovanja, teksturiranja,
itd. Obvladuje pa geometrijske izracˇune stereoskopskega pogleda na sceno, ko je to
potrebno (perspektiva levega in desnega ocˇesa se izriˇse v en razpolovljen pomnilnik
okvirjev) in cˇasovno usklajuje strojno opremo, da deluje na vseh napravah.
Ker se WebXR Device API nahaja sˇe v fazi delovnega osnutka (koncˇna verzija stan-
darda naj bi bila koncˇana v zadnjem cˇetrtletju 2020), se pri prihodu te platformsko
neodvisne tehnologije pojavljajo sˇe izzivi in tezˇave [35]. Nekatere se bodo resˇile s pri-
hodom novih vmesnikov API, nekatere s popravki obstojecˇih ali pa na vrhu obstojecˇih
z novimi ogrodji. Nekatere pa spletu morda sploh ne bo uspelo resˇiti. Odprti problemi
ostajajo:
 specificˇnost razlicˇnih platform in njihove karakteristike, ki bodo zahtevale hibridne
algoritme za strojno opremo,
 podatki o geografskih lokacijah, ki bi aplikacijam obogatene resnicˇnosti dovolile
dostop do fizicˇne lokacije naprave za vsebine, ki bi se nahajale nekje v realnem
svetu, zato vprasˇanje ostaja integracija te funkcionalnosti v WebXR API,
 prihodnost brskalnikov, cˇe bodo postopoma morali izvesti prehod iz 2D na 3D
vsebine – kaj se bo zgodilo z zˇe obstojecˇimi stranmi v potopitvenem spletu? Kako
bo poskrbljeno za varnost? Kako bodo v takem ekosistemu izgledale povezave?
 vecˇuporabniˇske izkusˇnje, ki so temelj svetovnega spleta, in ki so vkljucˇene v vsako
vizijo VR in AR sistemov. V potopitveni splet vecˇuporabniˇske funkcionalnosti sˇe
niso integrirane in cˇe bodo; kdo in kako bo ustvarjal svetove, ki bodo gostili vecˇ
ljudi? Kaksˇne bodo identitete in anonimnost? Bodo to nova personalizirana 3D
socialna omrezˇja? [37]
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Cˇe WebXR API spodbudi prehod svetovnega spleta iz 2D v 3D vsebine, bo to zahte-
valo popolnoma novo obliko spletnega programiranja. Trenutni programerji, oblikovalci
in umetniki standardnih spletnih strani bi se morali priucˇiti novih vesˇcˇin linearne al-
gebre in strojnih grafik, s knjizˇnicami kot je WebGL. Ob razvijanju spletnih vsebin
mesˇanih resnicˇnosti se pojavi tudi problem razlicˇnih metod pridobivanja vhodnih po-
datkov. Robustne in uporabne nacˇine interakcije je tezˇko zagotavljati za aplikacijo, ki
se bo uporabljala na veliko napravah – mobilne naprave nimajo upravljanja z rocˇnimi
krmilniki, ocˇala za navidezno resnicˇnost nimajo tipkovnice, itd. Ko bodo definirani vsi
nacˇini interakcije, bodo naslednja tezˇava socialne vezi, saj sta VR/AR resnicˇnosti korak
blizˇje osebnemu stiku in intimi, kot smo ga vajeni na spletu, zato bodo za zagotavljanje
varnosti, na taksˇnih spletnih straneh, potrebni dodatni koraki [37]. En taksˇen korak je
na primer predpis, da WebXR API in njegovo branje senzorjev deluje le na straneh z
varno HTTPS povezavo (sˇifriran protokol HTTP). WebXR ponuja VR in AR nacˇina,
ki jih lahko prikazuje stereoskopsko ali pa monoskopsko z uporabo “magicˇnega okna”,
ki uporablja senzorje sledenja.
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Slika 3.1: Spekter WebXR prikazov.
3.3 Izrisovanje 3D grafik v brskalniku
3D aplikacije so v mnogih pogledih boljˇse od 2D aplikacij, saj zagotavljajo prostorsko
dojemanje in tehnike interakcij, ki smo jih vajeni v realnem svetu. Animacije, simu-
lacije in razmerja velikosti se lazˇje prikazˇejo v 3D prostoru, kar so razumeli tudi v
zgodnjih zacˇetkih spleta. Jezik VRML je leta 1997 postal standard Web3D konzor-
cija (angl. Web3D Consortium), ki sˇe danes skrbi za funkcionalnosti 3D vsebin na
spletu. Takratne racˇunalniˇske naprave niso bile dovolj zmogljive, internetne povezave
so bile prepocˇasne, 3D vsebine redkost, brskalniˇska podpora VRML jeziku sama po
sebi pa ni bila zagotovljena. Kasneje so izrisovanje 3D vsebin prevzeli spletni vticˇniki
(angl. plug-ins), ki so jih vzporedno razvila druga podjetja, zaradi stagnacije brskalni-
kov in so bili nekaksˇni predhodniki danasˇnjega WebGL vmesnika (Adobe Flash, Java,
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Unity3D. . . ). Uporabniki so morali vticˇnike rocˇno namestiti v svoje brskalnike, pri
cˇemer so se pojavili pomisleki glede posodabljanja vticˇnikov, privilegijev namestitve,
sodelovanja vticˇnika s preostalimi vsebinami na spletni strani, itd. [38] Danes se pod-
pora 3D (in 2D) grafiki zagotavlja z vgrajeno tehnologijo v domorodnih brskalnikih –
za izrisovanje ne potrebujejo vticˇnikov, temvecˇ so del brskalnika.
3.3.1 WebGL in graficˇni cevovod
WebGL ali Web Graphics Library je nizkonivojski JavaScript API, ki omogocˇa izriso-
vanje 3D ali 2D grafik v vecˇini danasˇnjih spletnih brskalnikov in je zmagovalec v bitki
zunanjih vticˇnikov [38]. Deluje na temeljih vmesnika OpenGL ES 2.0 (OpenGL for
Embedded Systems), kar pomeni, da je neodvisen od strojne opreme (koda je enaka
za vse graficˇne kartice) in neodvisen od platforme (koda enaka na Linux, Mac, Win-
dows, Android. . . ). Prva verzija WebGL 1.0 je bila objavljena marca 2011 pri skupini
Khronos Group, druga verzija pa je bila izdana leta 2017 in temelji na OpenGL ES
3.0. vmesniku [39]. Sam vmesnik WebGL ne skrbi za interakcije z vhodnimi napravami
(npr. tipkovnica, miˇska), prav tako nima ukazov za opis 3D predmetov – le nekaj pri-
mitivnih oblik (tocˇka, kocka, ravnina. . . ). Pri lajˇsanju dela z WebGL se zato aplikacije
pogosto dopolnjuje z dodatnimi ogrodji v JavaScript jeziku. WebGL je DOM API,
kar pomeni da je mocˇno integriran s standardnimi HTML elementi in odpre OpenGL
API v JavaScript jeziku za brskalnik. Tipicˇna struktura programa z uporabo vmesnika
WebGL je sledecˇa:
1. Inicializacija OpenGL okolja – OpenGL okolje je del HTML5 platna, iz katerega
pridobimo kontekst,
2. Inicializacija OpenGL parametrov (smer pogleda, inicializacija sencˇilnikov),
3. Glavna zanka programa:
 briˇsi narisano,
 izriˇsi 3D sceno,
 procesiraj vhodno-izhodne naprave in
 osvezˇi kontekst [40].
Podatki prehajajo med centralno procesno enoto CPU in graficˇnim sistemom. V pri-
meru posvecˇene graficˇne kartice na njen spomin, v primeru integrirane graficˇne kartice
(na poceni prenosnih racˇunalnikih in prenosnih napravah) pa na spomin, ki si ga deli s
sistemom. Graficˇno pospesˇevanje se izvede s pomocˇjo graficˇnega cevovoda, ki se izvede
v vecˇ korakih:
1. Podatki o vozliˇscˇih predstavljajo vhod, ki s polinomskimi funkcijami ustvarijo
priblizˇke krivulj in geometrije povrsˇine.
2. Operacije nad vozliˇscˇi, ki se transformirajo, pobarvajo, dobijo koordinate za ma-
piranje tekstur, preoblikujejo in osvetlijo glede na njihov material. Ta faza se
lahko izvaja v sencˇilniku ogljiˇscˇ (angl. vertex shader).
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3. Rasterizacija, ki pretvori predhodne podatke v slikovne pike. Sestavljene oblike
se preslikajo v diskretni prostor zaslonskih pik, kjer se notranje vrednosti inter-
polirajo s pomocˇjo algoritmov.
4. Operacije nad delcˇki, ki predstavljajo vrednosti glede na predhodno shranjene
globinske vrednosti ali kombinacije barv. Izracˇuni barv in tekstur za vsak pi-
ksel, teksturiranje, posebni efekti (megla, zabrisanost), izracˇuni normal se lahko
nadomestijo s sencˇilnikom fragmentov (angl. fragment shader).
5. Delcˇki prestanejo sˇe zadnje operacije (globinski test, zlivanje. . . ) in so vstavljeni
v slikovni medpomnilnik (angl. framebuffer), ki potuje na zaslon naprave. [40][41]
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Slika 3.2: Osnovno delovanje graficˇnega cevovoda [40].
Proizvajalci graficˇnih kartic niso predvidevali, da se bo koda spletnih strani lahko iz-
vajala na GPU, saj so morali uporabniki pred tem programom zaupati in jih sami
namestiti na racˇunalnik. Po popularizaciji vmesnika WebGL so se pojavile tezˇave z
zanesljivostjo gonilnikov graficˇnih kartic. Proizvajalci spletnih brskalnikov so sestavili
cˇrni seznam graficˇnih kartic za operacijske sisteme Windows, Linux in Mac OS, ki
so imele varnostne pomanjkljivosti, s katerimi bi zlonamerna koda vmesnika WebGL
lahko povzrocˇila sesutje gonilnikov ali celotnega sistema [42]. WebGL 1.0 je danes pod-
prt v vecˇini modernih brskalnikov, saj so proizvajalci brskalnikov Google (Chrome),
Apple (Safari), Microsoft (Edge) in Mozilla (Firefox) del razvojne skupine WebGL-a.
WebGL 2.0, ki prinasˇa nekatere nadgradnje (3D teksture, dodatni formati, uniformni


















9+ 5.1+ 12+ 4+ 12 8+ 84+ 11+
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2.0
56+ / 79+ 51+ 43+ / 84+ /
Tabela 3.1: Zadnje razlicˇice brskalnikov s podporo WebGL 1.0 in 2.0. Povzeto:
avgust, 2020 [43].
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3.3.2 Optimizacija upodabljanja
Na trgu je veliko graficˇnih kartic in gonilnikov, kot tudi operacijskih sistemov in njiho-
vih kombinacij, ki delujejo vsaka na svoj nacˇin. Aplikacija navidezne resnicˇnosti lahko
na vseh deluje razlicˇno dobro in iskanje specificˇnih optimizacij je zato tezˇko, saj so
lahko na nekaterih kombinacijah zelo uspesˇne, na nekaterih pa ne naredijo vecˇje raz-
like. Spet na drugih celo poslabsˇajo delovanje. Zastoji se lahko pojavijo na vecˇ mestih,
zato je v praksi priporocˇena analiza sistemskih virov, ki so na voljo in testiranje na
vecˇ napravah. Enoti CPU in GPU morata sodelovati in koordinirati svoje delovanje za
vsak izrisan okvir. Pokazatelj kako zmogljivi sta CPU in GPU enoti je sˇtevilo okvirjev
na sekundo ali FPS (angl. frame rate, frames per second), ki pove koliko slik sta skupaj
ustvarila v eni sekundi. Cilj ki si ga po navadi razvijalci zadajo je, da aplikacija dosezˇe
dovolj visoko sˇtevilo okvirjev na sekundo, ki je za VR tipicˇno postavljena nad 90 Hz
(za nenadne padce FPS morajo v praksi zagotoviti nekoliko viˇsje vrednosti, nekje cˇez































Slika 3.3: Shema CPU in GPU izrisovanja ter mozˇna ozka grla (cˇrtkano).
Ozko grlo (angl. bottleneck) sta pri napravah, ki delujejo po principu graficˇnega cevo-
voda, najvecˇkrat hitrosti CPU in GPU enot. Upocˇasnitve CPU so povezane z nalogami,
ki jih izvaja, kot so simulacijska logika, upravljanje stanj in ustvarjanje scene, ki mora
biti izrisana. CPU je v navidezni resnicˇnosti med drugim zadolzˇen sˇe za usklajevanje
vhodnih naprav ter senzorjev z aplikacijsko logiko. Upocˇasnitve GPU so povezane z
vsemi racˇunskimi procesi, ki se izvedejo v graficˇnem cevovodu: kompleksnostjo teks-
tur in osencˇenja, kompleksnostjo scene, sˇtevila ploskev, hitrosti zapolnjevanja (angl.
fill rate). . . Pomembno je, da se pri upocˇasnitvah razvijalci zavedajo ali aplikacijo
upocˇasnjuje enota CPU ali GPU [44]. V nadaljevanju bodo predstavljeni najpogostejˇsi
vzroki, pri upocˇasnitvi izrisovanja s tehnologijami racˇunalniˇskih grafik. Pri optimizaciji
je priporocˇeno, da se osredotocˇi na izboljˇsanje najpomembnejˇsih tezˇav, ki so odkrite,
pri tem je narava predvsem pri kompleksnih 3D aplikacij taksˇna, da so mnogi dejavniki
prepleteni med sabo in jih ni mogocˇe spreminjati posamicˇno.
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PROCESIRANJE OGLISˇCˇ (GPU optimizacija)
Zmanjˇsanje sˇtevila ogliˇscˇ in vecˇkotnikov, ki so izrisane v sceni, je prva jasna optimizacija
v graficˇnem cevovodu. Le poenostavitev geometrije sicer ni vedno najboljˇsa ideja. Vecˇ
geometrije lahko v nekaterih primerih izboljˇsa hitrost osvezˇevanja, kot bi bilo geometrije
manj in bi bile namesto nje uporabljene teksture normal (angl. normal map) [45].
Mejo milijon ogliˇscˇ v sceni priporocˇa Oculus dokumentacija [44]. Sˇtevilo ogliˇscˇ mora v
praski biti precej nizˇje od tega, sˇe posebej, cˇe so aplikacije namenjene sˇirokemu spektru
mobilnih naprav. Pogon Unity za igre na mobilnih napravah priporocˇa manj kot 100.000
ogliˇscˇ v sceni in za namizne racˇunalnike pod 3 milijone [46]. Zmanjˇsanje sˇtevila ogliˇscˇ,
ki niso potrebna, je dobra praksa, ki se lahko dosezˇe s tehnikami, kot so; sistem nivojev
detajla LoD (angl. level of detail), ki za objekte, ki so bolj oddaljeni uporablja manjˇse
sˇtevilo ogliˇscˇ, reduciranje 3D modelov z modelirnimi programi ali pa razrez objektov
glede na vidno polje, da se odstrani vsa nevidna geometrija in ostanejo le sprednje vidne
ploskve (povecˇa se sˇtevilo klicev) [45]. Priporocˇljivo je tudi, da geometrijo definiramo
in jo na graficˇno kartico prenasˇamo z uporabo medpomnilniˇskih objektov ogliˇscˇ (angl.
vertex buffered object, VBO). Ti zmanjˇsajo sˇtevilo ogliˇscˇ, njihove podatke o poziciji,
normalah, barvah in ploskvah pa hrani medpomnilnik, ki zmanjˇsa pretok podatkov med
CPU in GPU.
SˇTEVILO KLICEV ZA IZRIS (CPU optimizacija)
Zmanjˇsevanje sˇtevila klicev (angl. draw calls) je splosˇno in najbolj pogosto uporabljeno
pravilo pri optimizaciji izrisovanja. Klic za izris je posˇiljka, ki jo mora generirati enota
CPU in vsebuje informacije, kot so:
 podatki o geometriji,
 pripadajocˇi materiali,
 teksture,
 sencˇilni podatki (npr. katere lucˇi vplivajo na objekt, lastnosti teh lucˇi in okolice).
En klic za izris navadno pripada enemu materialu v sceni, zato lahko en objekt z vecˇ
materiali zahteva vecˇ klicev. Sˇtevilo klicev za izris je cena, ki jo moramo placˇati, da
informacije pretvorimo in prenesemo iz enote CPU preko gonilnika na enoto GPU. Pri-
pravljanje posˇiljke se na enoti CPU zato dogaja zˇe med izrisovanjem prejˇsnjega okvirja
na enoti GPU, zato lahko pocˇasna enota CPU povzrocˇi zastoje v celotni koordinaciji
graficˇnega cevovoda. Enota CPU izbere vidne in delno vidne objekte v sceni, ki jih po-
sreduje na enoto GPU. Manjˇse kot je to sˇtevilo, hitrejˇse bo delovanje strojne opreme.
Ko je na primer 1000 trikotnikov zdruzˇenih v en objekt je to za enoto CPU lazˇja naloga,
kot 1000 objektov po en trikotnik, medtem ko so razlike v delovanju enote GPU zelo
manjˇse. Enota GPU mora za vsak klic izvesti kalkulacije sencˇilnika ogliˇscˇ, sencˇilnika
fragmentov in interpolacijo njunih rezultatov za vmesne fragmente [45]. Ta cikel zato
deluje hitreje, ko so v sceni uporabljeni enaki materiali, teksture ali sencˇilniki. Resˇitev
je lahko vecˇnitno izrisovanje, ali pa tehnike zmanjˇsevanja klicev; zdruzˇevanje geome-
trije (priporocˇljivo za staticˇne neinteraktivne objekte v sceni, ki si delijo material),
instance geometrije (angl. Geometry Instancing), uporaba “bazenov za objekte” (angl.
object pooling), poenotenje tekstur v atlas. . . Dokumentacija Oculus za zgornjo mejo
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Slika 3.4: Usklajeno in neusklajeno cˇasovno delovanje enot CPU in GPU.
priporocˇa 500 do 1000 klicev, medtem ko je priporocˇilo za mobilne naprave trenutno
nekaj 100, 200 ali maksimalno 300 klicev [44]. V navidezni resnicˇnosti, se sˇtevilo klicev
zaradi stereoskopskega efekta podvoji.
HITROST ZAPOLNJEVANJA (GPU optimizacija)
Hitrost zapolnjevanja (angl. fill rate) se nanasˇa na nalogo graficˇne procesne enote,
da zapolni dolocˇeno sˇtevilo slikovnih pik. Boljˇse graficˇne kartice zmorejo viˇsjo hitrost
zapolnjevanja. Od sˇtevila slikovnih pik je odvisno delovanje medpomnilnika okvirjev,
procesiranje sencˇilnika fragmentov in teksturnih preslikav [45]. Hitrost zapolnjevanja
je zato pogost razlog, da aplikacije delujejo pri zmanjˇsani locˇljivosti zaslona, povezan
pa je tudi s sˇtevilom objektov v sceni, ki se morajo izrisovati z danimi vidnim poljem.
Najbolj opazne pospesˇitve dosezˇemo z optimiziranjem graficˇnega cevovoda, kar ob-
sega; optimizacijo sencˇilnika fragmentov (uporaba preprostejˇsih sencˇilnikov, migracija
operacij na sencˇilnik ogliˇscˇ, opustitev zahtevnih racˇunskih operacij na fragmentih. . . ),
optimizacijo rabe naknadnih procesov (senc, umetniˇskih efektov, zameglitev), tekstur
in osvetlitve [45]. Tako kot fizicˇen svet, 3D svet potrebuje osvetlitev objektov, ki se
nahajajo v njem in z razvojem 3D grafik, so bili razviti novi nacˇini osvetlitve, ki posne-
majo fizicˇni svet. Ta pristop opisujemo u upodabljanjem na osnovi naravnih fizikalnih
zakonov (angl. physically based rendering, PBR), ki ponuja fotorealisticˇne rezultate,
a na racˇun strojne zmogljivosti. Zviˇsa se namrecˇ sˇtevilo kalkulacij na slikovni element,
kar ni prijazno za mobilne naprave ali racˇunalnike s slabsˇo enoto GPU. Visoko sˇtevilo
lucˇi v sceni in zahtevni materiali neposredno vplivajo na hitrost izrisovanja. Resˇitev je
uporaba tehnike pecˇenja lucˇi v teksture ali ”Lightmapping”, ki zapecˇe staticˇne lucˇi in
njihov vpliv na material v teksture. S tem se odstrani potreba po racˇunanju osvetlitve
v vsakem okvirju, ki je obcˇutno viˇsja pri vecˇjem sˇtevilu lucˇi v sceni [46].
Za teksture je priporocˇljivo, da se uporabljajo v cˇim manjˇsi velikosti, sˇe posebej cˇe
ciljamo vecˇ platoform (za mobilne naprave se priporocˇa locˇljivost pod 2048x2048). Pri-
porocˇljivo je, da so teksture v sˇirini in viˇsini velikosti eksponenta sˇtevila 2 (128, 256,
512, itd), saj taksˇne uporabljajo sencˇilniki. S tem se izogne racˇunanju novih veliko-
sti teksture in dodatnih zakasnitev [47]. Dobrodosˇla je sˇe uporaba delnega mapiranja
(angl. mipmapping), ki je proces generiranja piramide iz ene teksture v vecˇ razlicˇic, z
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razlicˇnimi velikostmi. Enota GPU lahko z manjˇso razlicˇico te teksture hitreje zapolni
manjˇsi trikotnik [46]. Slikovne datoteke s teksturami naj uporabljajo kompresijske al-
goritme. Datoteke .jpg, so navadno manjˇse od .png datotek in se zato nalozˇijo hitreje
[47].
Nekatere druge tehnike optimizacije so sˇe:
 malo sˇtevilo materialov in njihova vecˇkratna uporaba,
 uporaba teksturnih atlasov,
 predpis objektov, ki mecˇejo in prejemajo sence,
 uporaba nezahtevnih materialov ter manj geometrije lahko prav tako dosezˇe zelo
dobre graficˇne rezultate,
 zapeka cˇim vecˇ detajlov v teksture (spekularnost, ambientna osvetlitev. . . ),
 izogibanje alpha kanalom in transparentnim objektom,
 zazˇelena je uporaba predpomnilnikov in medpomnilnikov,
 odstranitev simulatorja fizike, ko ta ni potreben,
 standardni sencˇilniki so racˇunsko zahtevnejˇsi,
 minimiziranje nabiranja smeti (angl. garbage collection),
 izogibanje zahtevnim racˇunskim operacijam (npr. eksponenti), ... [46].
3.4 Orodja za razvijalce
Razvijalci vsebin navidezne resnicˇnosti imajo zˇe dlje cˇasa dostop do vecˇ igralnih po-
gonov (angl. game engine), ki jim omogocˇajo hiter razvoj aplikacij za vecˇ platform,
napredne funkcionalnosti, razsˇirljivost in modularno delo na vecˇ nivojih. To so na pri-
mer Unity 3D, Unreal Engine, Lumberyard, CryEngine. . . Ti igralni pogoni so trenutno
v veliki meri namenjeni razvoju domorodnih aplikacij – aplikacij razvitih za specificˇno
platformo, operacijski sistem ali napravo, ki si jih mora uporabnik prenesti iz trgovin z
mobilnimi aplikacijami. Igralni pogoni za ustvarjanje aplikacij potrebujejo razvijalski
komplet za programsko opremo ali SDK (angl. software development kit). SDK je
skupek orodij, knjizˇnic, dokumentacije, izsekov kode, procesov in navodil, ki zmanjˇsa
kompleksnost razvoja programov in aplikacij [48]. Za razvoj aplikacije za Android plat-
formo igralni pogon potrebuje JDK - Java Development Kit, za iOS potrebuje iOS
SDK, za Oculus naprave Oculus SDK in tako naprej.
Razlikovanje med izrazoma SDK in API je pomembno za razumevanje tega poglavja,
kot tudi za razlikovanje delovanja domorodnih in spletnih aplikacij. SDK je lahko sku-
pek API-jev, medtem ko je API namenjen specificˇnemu namenu (komunikaciji) in kot
tak ne more biti uporabljen kot orodje, ki ustvari aplikacijo. API je vmesnik, ki apli-
kaciji omogocˇi interakcijo z drugo programsko opremo. Dolocˇa komponento v obliki
njenih operacij z vhodnimi in izhodnimi podatki med aplikacijami in na ta nacˇin defi-
nira funkcionalnost komponent na nacˇin, ki je neodvisen od dejanske implementacije.
API je tako vmesnik, ki se uporablja za programske knjizˇnice, ki so zbirke funkcij, kode,
za pomocˇ pri razvoju programske opreme, sˇe posebej na spletu.
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Ogrodje (angl. framework) je genericˇna in robustna programska struktura, ki nudi arhi-
tekturo, na kateri je aplikacija lahko zgrajena. WebVR in WebXR ogrodja z abstrakcijo
zmanjˇsajo kompleksnost razvoja z WebGL knjizˇnico, klice na WebXR API in obcˇutno
skrajˇsajo dolgo Javascript kodo.
3.4.1 Three.js
Three.js je ena izmed najbolj priljubljenih JavaScript knjizˇnic za ustvarjanje 3D grafik
na spletu z uporabo vmesnika WebGL [49, str. 173]. Vsebuje zˇe definirane razrede,
potrebne za hitrejˇse delo z WebGL, saj izlocˇi potrebo po opisu vsake geometrije pose-
bej (tocˇke, cˇrte, ploskve...) in programiranju osnovnih sencˇilnikov. Zdruzˇuje vso po-
trebno sintakso za izdelavo kompleksnih 3D scen in kontrolo nad teksturami in objekti.
Three.js je ustvaril Ricardo Cabello in je objavljen na portalu GitHub zˇe od leta 2010.
Od takrat je pridobil veliko pomocˇi ostalih programerjev in njegova baza uporabnikov
se je mocˇno povecˇala. Nekatere znacˇilnosti Three.js so:
 samodejni prehod na 2D kontekst ko WebGL ni podprt,
 vgrajene vektorske in matricˇne operacije,
 API implementacija kamer, lucˇi, sencˇilnikov, objektov in pogostih geometrij,
 uvozna in izvozna orodja,
 dobra, dostopna dokumentacija in primeri [49, str. 173-174].
Three.js se v HTML dokument vkljucˇi z lokalno ali oddaljeno povezavo:
<script src = "./three.js/build/Three.js" > </script >
ali
<script src="https :// threejs.org/build/three.js"></script >
Trije stebri knjizˇnice, ki so potrebni, da ustvarimo virtualni 3D svet, so scena, kamera in
izrisovalnik (angl. renderer). Three.js deluje na vseh WebGL 1.0 podprtih brskalnikih,
kjer se za izris uporablja WebGLRenderer. Tipcˇni objekti v 3D sceni so sestavljeni iz
Osnovni element Opis
THREE.Renderer
Objekt, ki izriˇse sceno (WebGLRenderer,
CanvasRenderer, SVGRenderer. . . )
THREE.Scene Graf scene, ki hrani objekte in osvetlitev v sceni
THREE.Camera
Kamera, ocˇi skozi katera se izrisuje scena
(lahko PerspectiveCamera ali OrthographicCamera)
THREE.Object3D
Razred za tipe objektov; Mesh, Light,
Line, Particle, Bone, Sprite. . .
THREE.Light
Model lucˇi (AmbientLight, DirectionalLight,
PointLight in SpotLight)
Tabela 3.2: Osnovni elementi Three.js scene.
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da se z razsˇirjanjem in abstraktnimi razredi vzpostavijo odvisnosti, ki temeljijo na
kompoziciji (vsebujejo instance ostalih razredov s funkcionalnostmi), ter tako zmanjˇsajo
ponavljanje implementacij funkcionalnosti v kodi. Tak nacˇin je bolj prijazen za enoto
CPU kot nakljucˇno distribuirane hierarhije objektov, z vecˇkrat implementiranimi in
prepletenimi funkcionalnostmi. 2D splet uporablja fiksne funkcionalnosti in hierarhije,
medtem ko so 3D in VR svetovi drugacˇni; v njih obstaja neskoncˇno mozˇnih objektov in
tipov objektov z nesˇteto razlicˇnimi lastnostmi. ECS je razsˇirljiv nacˇin, ki se je izkazal
da deluje v 3D in VR svetu in omogocˇa, da se spisane komponente (npr. komponente
fizicˇnosti, animacij, sencˇilnikov, interakcij) delijo v skupnosti razvijalcev.
Entiteta je zabojnik za objekte v sceni na katerega se lahko doda komponente. Same
kot take nimajo funkcionalnosti in izgleda, ampak jim ga doda ena ali vecˇ komponent,
v katerih so definirani podatki in druga stanja. Obnasˇanje entitete se z mesˇanjem, do-
dajanjem in odstranjevanjem komponent lahko med izvajanjem dinamicˇno spreminja.
Ekvivalent entitete v HTML jeziku bi bila npr. <div> oznaka [51].
Komponente so vecˇkrat uporabni moduli kode ali zabojniki podatkov, ki entitetam
dajejo izgled, karakteristike obnasˇanja in funkcionalnost. Sestavljajo vecˇji del logike
v sceni [51]. Sistemi v ECS nudijo globalno obvladovanje in storitve razredom kom-
ponent in so uporabljeni, ko zˇelimo locˇiti logiko in vsebino; sistemi obvladujejo logiko
(npr. detekcijo trkov), komponente pa vsebino [51]. A-Frame ima implementirane
API klice za vsak del ECS arhitekture; entitete so predstavljene s HTML elementom
<a-entity>, komponente so predstavljene kot HTML atributi entitet in definirane pred-
hodno v JavaScript datotekah z metodo AFRAME.registerComponent(ime, definicija),
kjer se dolocˇi njihove metode, sheme atributov in zˇivljenjski cikel, ter sistem, ki se
ga definira s HTML atributi oznake <a-scene> in je definiran predhodno z metodo
AFRAME.registerSystem(ime, definicija) [51].
A-SCENE
A-Frame VR scena je definirana v jedru HTML dokumenta z elementom <a-scene>, ki
deduje razred entitete in lahko sprejme komponente, ampak je unikatni globalni objekt
z vgenzednimi vsemi objekti v sceni. Njegova osnovna naloga je, da:
 pripravi HTML platno, WebGL izrisovalnik in zanko za izrisovanje,
 postavi osnovno kamero in osvetlitev,
 postavi webVR polyfill in
 doda gumb VR, ki klicˇe WebVR API [51].
PRIMITIVI
Primitivi imajo semanticˇna imena kot na primer <a-box>. To so entitete, ki so v A-
Frame zˇe definirane s komponentami in so namenjene hitri uporabi najbolj pogostih
objektov. Vsi primitivi razsˇirjajo <a-entity>, zato se na njih lahko implementira iste
operacije – opis pozicije, rotacije, dodajanje animacij, nove komponente. . . Naslednja
primera ustvarita identicˇen objekt:
<a-box position="0 0 -4" color="#0000 FF"></a-box>

32 Spletne tehnologije za navidezno resnicˇnost
 <a-asset-item>, za razlicˇne datoteke z 3D modeli in materiali,
 <audio>, zvocˇne datoteke,
 <img>, slikovne datoteke,
 <video>, video datoteke.
UPRAVLJANJE
A-Frame podpira tudi funkcionalnosti interakcij. Simulira namrecˇ tradicionalne HTML
dogodke (click, mouseenter, mouseleave), ki so na mobilnih napravah lahko upora-
bljeni s komponento cursor in nacˇinom interakcije pogleda strmenja (angl. ”gaze in-
teraction”). Upravljanje z rocˇnimi krmilniki obladuje preko entitet, in sicer za 3-DoF
krmilike (daydream, gearvr, oculus-go) in 6-DoF krmilnike (vive, oculus-touch) [51].
Cˇeprav A-Frame temelji na HTML ne podpira nobenih oblik kaskadnih stilskih
podlog (angl. Cascading Style Sheets - CSS). Vso oblikovanje slogov mora biti izvedeno
z arhitekturo entitet. Pomembno je tudi poudariti, da cˇeprav je na voljo veliko zunanjih
komponent za uvoz novih interakcij ali animacij, je pri razvoju specificˇnih aplikacij
velika verjetnost, da bo vecˇji del kode v JavaScript jeziku.
3.4.3 React 360
React 360 je ogrodje za ustvarjanje 3D in VR uporabniˇskih vmesnikov v spletnem
brskalniku, zgrajen na podlagi knjizˇnice React – JavaScript knjizˇnice, dizajnirane za
olajˇsanje izdelave kompleksnih uporabniˇskih vmesnikov [52]. Zacˇetki knjizˇnice React
360 segajo v leto 2017, ko sta podjetji Facebook in Oculus izdali JavaScript knjizˇnico
imenovano React VR. Podjetje Oculus se je nato osredotocˇilo na razvoj domorodne
C++ razlicˇice, zato so za boljˇse razlikovanje, React VR preimenovali v React 360,
saj bolje predstavlja njegov namen, t.j; ustvarjanje 360-stopinjskih izkusˇenj za sˇirok
nabor naprav [52]. Deluje po principu deklarativnega stila programiranja in preko
React ogrodja uporablja WebGL in WebVR API. React komponente se lahko preprosto
uporabijo v 3D scenah, kombinacijah panoramskih in 2D uporabniˇskih vmesnikih z
besedili in slikami. Doda se sˇe lahko zvok, video ter 3D modele. Za potrebe izrisovanja
3D scen React 360 uporablja nekaj funkcionalnosti Three.js knjizˇnice, a v prihodnosti
obljubljajo izbiro poljubne 3D knjizˇnice izrisovanja po izbiri razvijalca [52].
Slika 3.8: Osnovna scena React 360 [52].
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Za razvoj z React 360 je potrebno okolje Node.js in React 360 CLI vmesnik z ukazno
vrstico (angl. command-line interface). Struktura React 360 projekta je sestavljena
iz index.js datoteke (vsebuje vso potrebno React kodo, ki opisuje aplikacijo in njen
izgled), client.js datoteke (koda, ki povezˇe brskalnik z React kodo v DOM in ustvari
instanco React 360) ter index.html ( HTML dokument z malo funkcionalnosti, ki gosti
Javascript kodo) [53]. Aplikacija deluje locˇeno v React in izrisovalnem kontekstu da
dosezˇe cˇim viˇsje sˇtevilo izrisanih okvirjev na sekundo.
3.4.4 Babylon.js
Babylon.js je JavaScript WebGL knjizˇnica za ustvarjanje 3D aplikacij in 3D videoiger
na HTML platnu, podobna knjizˇnici Three.js. V svojem prostem cˇasu sta jo ustvarila
inzˇenirja Microsofta David Catuhe in David Rousset, prvo izdajo pa je dozˇivela sku-
paj s prvo vkljucˇitvijo uradne podpore WebGL API-ja v Internet Explorer 11, poleti
leta 2013 [54]. Delo s programsko knjizˇnico Babylon.js zelo poenostavi nalaganje in
izris 3D modelov, obladovanje 3D scen, ustvarjanje in spreminjanje posebnih efektov,
predvajanje prostorskega zvoka, ustvarjanje iger in podobno. Danes ima na portalu
GitHub vecˇ kot 250 ravijalcev [55], ki skupaj gradijo, popravljajo in dopolnjujejo kodo
ter s tem zagotavljajo, da je odprt in brezplacˇen za vse. Babylon.js se uporablja na po-
drocˇjih kot so blockchain tehnologije, vizualizacije kriminalisticˇnih podatkov, izobrazbi
in medicini, treniranju vojske, modeliranju zgodovinskih odkritij, RDF grafih, obvla-
dovanju naprave Kinect na spletu, itd. [56] Razvit je bil z uporabo Typescript jezika,
ki je vecˇplatformni jezik, uporabljen za ustvarjanje Javasript kode s prevajalnikom.
Edini pogoj za delovanje je brskalnik z vgrajeno podporo WebGL knjizˇnice, zato niti
razvijalcem, niti uporabnikom ni potrebno prenasˇati dodatnih programov. V dokumen-
taciji se osnovna knjizˇnica uporablja sˇe z dvema dodatnima knjizˇnicama; knjizˇnico za
funkcije, ki nalagajo 3D modele ter s pep.js knjizˇnico, ki obvladuje konsistentnost ka-
zalca. Zadnja verzija 4.1 (izdana februarja letos), poudarja nove optimizacijske dosezˇke
– knjizˇnica naj bi bila do 3-krat manjˇsa in 12% hitrejˇsa. Vkljucˇuje kar nekaj novih do-
datkov, kot na primer; urejevalnik materialov z vozliˇscˇi, ki zelo poenostavi kodiranje
kompleksnih sencˇilnikov, Babylon Native, ki obstojecˇo JavaScript kodo preobrazi v do-
morodno razlicˇico za vecˇ platform, “screen space reflections” - zelo realisticˇne odseve
svetlobe na gladkih povrsˇinah, kaskadne sencˇne teksture (angl. cascaded shadow maps)
in najpomembneje, posodobljeno WebXR podporo [55].
Kompletna podpora za WebVR 1.1 specifikacijo je bila v Babylon knjizˇnico dodana
zˇe v prejˇsnji verziji 3.0.0., skupaj s podporo krmilnikov HTC Vive in Oculus. V na-
slednjih verzijah so uporabo WebVR s pomozˇnimi funkcijami poenostavili do te mere,
da je VR izkusˇnje bilo mozˇno vkljucˇiti na spletno stran z le dvema vrsticama kode. V
novi verziji je podpora WebXR realizirana vsem napravam, ki omogocˇajo WebXR seje,
dodan je posebni upravljalnik teh sej, posodobljene so pomozˇne funkcije, novi vmesniki
za VR in AR, univerzalna kamera za XR scene, teleportacije, scenske interakcije, fizi-
kalnost, itd. [55]. Na Babylon.js spletni strani je na voljo zelo dobra dokumentacija,
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ki spodbuja prehod iz WebVR API na WebXR API z redno posodobljenimi podatki
o podpori naprav in brskalnikov, kar je zelo pomembno, saj se WebXR sˇe vedno spre-
minja. Vkljucˇitev WebXR API-ja z VR sejo je mogocˇa s pomozˇno funkcijo WebXR
Default Experience Helper. Ta inicializira pomozˇno funkcijo, ustvari HTML UI gumb
za XR (cˇe brskalnik podpira XR), inicializira vhodne vire (krmilnike), teleportacijo in
interakcije v sceni. Ena vrstica kode tako poskrbi za vecˇji del XR funkcionalnosti:
var xrHelper = await scene.createDefaultXRExperienceAsync( "opcijski
kofiguracijski podatki");
3.4.5 Ostale JavaScript knjizˇnice in orodja
PlayCanvas je odprtokodni spletni 3D igralni pogon, ki se gosti na aplikaciji v oblaku
in omogocˇa skupno delo na 3D vsebinah iz vecˇ racˇunalnikov. Ustvarjen je bil leta 2014,
leta 2017 pa ga je pod okrilje prevzelo podjetje Snap Inc. Poleg vmesnika WebGL 1.0
in 2.0, ponuja sˇe simulacijo fizikalnosti, entitetno-komponentni sistem, 3D animacije in
prostorski zvok, ter brezplacˇno gostovanje za ustvarjene spletne strani [57]. Uporablja
vecˇino naprednih graficˇnih tehnik, kot so PBR, sisteme delcev, “lightmapping”, opti-
mizacije lucˇi, itd. . . Za potrebe navidezne resnicˇnosti uporablja WebVR 1.1 API za
obogateno resnicˇnost pa knjizˇnico, ki temelji na oznacˇbah, ARToolkit [57].
Sketchfab je spletna stran namenjena prikazu, objavi, deljenju in prodaji 3D, VR
in AR vsebin. Je nekaksˇna trgovina in skupnost za ustvarjalce in iskalce 3D modelov,
ki jih je mogocˇe raziskovati kar v navidezni resnicˇnosti. Modele je preko vticˇnikov
enostavno nalozˇiti iz modelirnih programov, kot so 3ds Max, Blender, SketchUp in
drugi. Uporablja tehnologiji WebGL in WebXR, funkcionalnost pregledovalnika 3D pa
je integrirana na Facebooku, Twitterju in Wordpressu, kamor se 3D modele lahko deli
preko URL povezave [58]. Ker brskalniki v svojih izdajah sˇe vedno sproti popravljajo
vmesnik WebXR, so pri Sketchfabu v fazi pocˇasne tranzicije iz WebVR na WebXR [59].
JanusVR je poskus istoimenskega podjetja pri preobrazi spleta v vecˇdimenzionalno
obliko. Ponuja poseben spletni brskalnik za prostorsko bogate vsebine (podpira interak-
cije v realnem cˇasu, PBR, prostorski zvok. . . ) in oblikuje splet kot prostore, povezane
preko portalov (Janus je rimski bog prehodov). Deluje na Valve Index, Oculus Rift,
HTC Vive in Windows Mixed Reality platformah, uporabniki pa lahko kar znotraj br-
skalnika ustvarjajo in kodirajo spletne prostore ter komunicirajo med sabo [60].
Verge3D je intuitivno orodje, namenjeno predvsem 3D oblikovalcem, za ustvarjanje
vsebin na spletu, ki jim omogocˇi, da preskocˇijo ucˇenje programiranja. Namesti se ga
poleg Blender, 3ds Max ali Maya modelirnih programov, nato pa poskrbi za vse korake,
da se 3D vsebine ustvarjene v teh programih preselijo sˇe na spletno stran. V verziji 2.1
je bila dodana sˇe podpora nacˇinu navidezne in obogatene resnicˇnosti z WebXR, ki ga
lahko uporabnik vkljucˇi z JavaScript ali pa kot kos sestavljanke na njihovem graficˇnem
vmesniku.
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Slika 3.9: Vecˇdimenzionnalni spletni brskalnik Janus [60].
3.4.6 Unity WebXR izvoznik
Javascript knjizˇnice, kot sta A-Frame in Babylon.js, so odlicˇno zacˇetno orodje za spletne
razvijalce, a za ustvarjanje 3D svetov zahtevajo neprimerljivo vecˇ obsezˇne programske
kode in interdisciplinarnega znanja spletnih tehnologij. Obstojecˇi razvijalci VR/AR
vsebin so trenutno bolj vajeni dela z igralnimi pogoni, zato so pri Mozilli leta 2018
predstavili orodje “Unity WebVR Assets”. Z njim so zˇeleli zdruzˇiti mocˇ distribucije
spleta in Unity okolja, z uporabo izvoznika, ki bi izlocˇil potrebo po SDK kompletih in
dostop do aplikacij omogocˇal vsem WebVR podprtim brskalnikom [61]. “Unity WebVR
Assets” je bil brezplacˇno dostopen v trgovini Unity, a do pred kratkim neposodobljen.
Aprila 2020, se je preimenoval v Unity WebXR Exporter, dodana pa sta mu sˇe bila
podpora WebXR in polyfill mehanizem. Kompatibilen je z Unity razlicˇicami 2018.4, ki
morajo imeti namesˇcˇeno sˇe podporo WebGL. V Unity projektu se nato doda vticˇnik
WebXR Exporter, omogocˇi VR podpora in zamenja glavna kamera z XR kamero. Izvoz
se izvede s funkcijo “Build & Run”, ki vse potrebne datoteke, vkljucˇno z index.html,
izvozi v mapo, ki je lahko kopirana na spletni strezˇnik. [62]
3.5 Primerjava JavaScript knjizˇnic
A-Frame in React 360 oba temeljita na Three.js knjizˇnici. Za izkusˇene programerje
je priporocˇljivo, da izberejo delo neposredno v Three.js, saj omogocˇa globlje delo s
3D grafiko, brez kompleksnega kodiranja z WebGL jezikom in boljˇsi dostop do vsega
izpusˇcˇenega na viˇsjih nivojih. Glavna prednost Three.js je abstrakcija 3D grafike v
brskalniku na viˇsji nivo. Ima obsezˇno dokumentacijo in skupnost razvijalcev, zahtev-
nejˇsi pa je razvoj projektov specificˇnih za VR, saj je potrebno WebXR API, podporo
krmilnikom, prostorski zvok in ostale elemente dodati rocˇno. Za manjˇse projekte je
to veliko dodatnega dela, zato je boljˇsa uporaba knjizˇnic kot je A-Frame, ki ima te
funkcionalnosti zˇe integrirane in se po potrebi do Three.js ali sˇe nizˇjih nivojev, dostopa
z Javascript kodo.
A-Frame je kot nalasˇcˇ za preproste demo scene, igre, prikaze 3D objektov, 360-
stopinjske foto- in videogalerije. . . Njegove sintakse HTML jezika se lahko priucˇijo
popolni zacˇetniki in s tem pridobijo osnovna znanja prostorskega zvoka, lucˇi, graficˇnega
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Intenzivna rast in popularizacija mobilnih naprav v zadnjem desetletju je spremenila
nacˇin kako dostopamo do informacij in komuniciramo med sabo. V letu 2020 si je pa-
metni telefon lastilo 45 % svetovne populacije, in do leta 2023, naj bi na svetu bilo kar
7.3 milijarde uporabnikov mobilnih naprav [65]. Pametni telefoni nadomesˇcˇajo klasicˇne
racˇunalnike in so danes dominantni medij, preko katerega se lahko na hitro dosezˇe sˇirok
nabor ljudi, saj 57 % vse digitalne medijske rabe predstavlja uporaba aplikacij na pame-
tnih telefonih [66]. V letih od prve izdaje Apple Iphone telefona leta 2007, so aplikacije
postale univerzalni nacˇin uporabe mobilnih naprav, predvsem na platformah Apple iOS
in Google Android, na katerih je danes v trgovini Apple App Store na voljo vecˇ kot 2.2

















Slika 4.1: Zmogljivost in dosegljivost domorodnih in spletnih aplikacij.
Aplikacije navidezne resnicˇnosti so racˇunalniˇske aplikacije, ki za svoje delovanje po-
trebujejo elemente, podrobneje predstavljene v poglavju 2.2. (stereoskopski 3D izris,
senzorje sledenja. . . ). Adaptacija teh elementov v pametnih telefonih je omogocˇila po-
pularizacijo in razvoj tehnologije AR/VR, ki je drugacˇe ta najverjetneje ne bi dozˇivela.
Tako iz uporabniˇskega kot iz razvojnega aspekta se aplikacije VR rahlo razlikujejo od
tipicˇnih aplikacij. Njihov razvoj je kompleksen proces, sˇe posebej ko se cilja na njihov
komercialni uspeh. Biti morajo boljˇse v vecˇ aspektih, saj zahtevajo; visoko zmogljivost
s hitrim izrisovanjem, energetsko ucˇinkovitost, dostopnost in programiranje v ovojnicah
za vecˇkratno modularno uporabo. Temu mora biti prilagojena raba strojne in program-
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ske opreme, knjizˇnic in razvojnih orodij, namenjenim za ustrezne platforme. Dostop
za uporabnika je do programov mogocˇ preko trgovin Google Play, SteamVR, Oculus
Home ali XboxVR, a zagotavljanje tekocˇega delovanja na popolnoma vseh napravah je
za razvijalca velik izziv. Aplikacijo morajo objaviti za vsako platformo posebej. Lahko
pa jih razvijejo na spletu. Tu nastopi razdelitev aplikacij v 3 skupine;
1. Domorodne VR aplikacije so najpogosteje razvite z igralnimi pogoni, kot sta
Unity in Unreal, na katere se lahko integrira platformno specificˇni SDK (npr.
Oculus SDK omogocˇa da se na Windows sistemu lahko zgradi Oculus aplikacija)
in so razsˇirljivi z razlicˇnimi vmesniki. Domorodne aplikacije po namestitvi tecˇejo
na napravi sami, ker so namenjene za delovanje na dolocˇenem operacijskem
sistemu in imajo uniformni vmesnik za dostop do strojnih funkcionalnosti in
optimalno rabo sistemskih virov. Razvoj najpogosteje poteka v igralnih pogonih
s programskimi jeziki kot sta C# ali C++.
2. Spletne VR aplikacije so posebne HTML5 spletne strani, do katerih se dostopa z
vecˇino danasˇnjih spletnih brskalnikov. WebXR in WebGL sta vmesnika, ki taksˇni
aplikacijski kodi preko brskalnika omogocˇata dostop do nekaterih funkcionalnosti
strojne opreme. Aplikacije ni potrebno nalozˇiti na napravo, ampak se prenese iz
strezˇnika in izvaja v brskalniku, za kar uporabnik potrebuje internetno povezavo.
Za njihov razvoj SDK ni potreben. Namen spletnih aplikacij VR je izkoristiti
potencial spleta, kot je sˇirsˇa dostopnost, hiperpovezave, integracija obstojecˇih
podatkov v VR, racˇunanje v oblaku in vecˇuporabniˇsko povezanost. Razvoj
poteka s programskimi jeziki kot sta JavaScript in HTML.
3. Hibridne aplikacije so manj pogoste mobilne aplikacije, ki so mesˇanica preostalih
dveh. Osnovane so kot domorodne (prenesti jih je potrebno na napravo), a ker so
kodirane s HTML in JavaScript jezikom delujejo na vecˇ platformah. Navidezna
resnicˇnost v hibridnih aplikacijah zaenkrat ni pogosta.
PREDNOSTI SPLETNIH + SLABOSTI DOMORODNIH -
 delujejo na vseh platformah (racˇunalniki,
pametni telefoni, VR ocˇala)
 vecˇji obseg
 cenejˇsi razvoj in vzdrzˇevanje aplikacij
 bogat nabor spletnih knjizˇnic
 hiter dostop za uporabnike
 doseg se lahko primerja z lastniki
VR ocˇal
 zahtevnejˇsi in drazˇji proces razvoja
in adaptacije
 razprsˇen trg naprav
 zasedejo prostor na spominu naprave
SLABOSTI SPLETNIH - PREDNOSTI DOMORODNIH +
 slabsˇa zmogljivost
 sˇe v razvoju
 odvisna od internetne povezave
 tezˇji dostop do funkcionalnosti naprav
 brez kontrole varnosti trgovin aplikacij
 robustna koda
 preprosti dostop do strojne opreme
in implementacija funkcionalnosti
naprav
 sofisticirane in prilagojene
 ne potrebujejo internetnega dostopa
 objava na trgovinah aplikacij (zasluzˇek,
varnost, oglasˇevanje, prezenca. . . )
Tabela 4.1: Primerjava spletnih in domorodnih aplikacij.
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4.1 Dosegljivost
Glavna in pomembna razlika med aplikacijami razvitimi s spletnimi ali domorodnimi
tehnologijami je v njihovem dosegu. Principi, ki jih uporabljajo za svoje delovanje, se
razlikujejo na vecˇ nivojih, kar zahteva drugacˇen pristop za njihov razvoj. Za odlocˇitev
med njima se je koristno vprasˇati, kdo bo koncˇni uporabnik, kaj ima na voljo in kaksˇno
izkusˇnjo mu zˇelimo omogocˇiti. Vsaka oblika, ima namrecˇ svoje prednosti in slabosti.
4.1.1 Podpora naprav
Prednost spletnih tehnologij je njihova neodvisnost od platforme in delovanje na sˇirokem
naboru naprav: pametni telefoni, namizni racˇunalniki in ocˇala za navidezno resnicˇnost.
Razvijalci lahko tako ustvarijo eno verzijo aplikacije, ki naj bi delovala na vsaki napravi
z namesˇcˇenim brskalnikom. Posledicˇno je razvoj taksˇne aplikacije hitrejˇsi, cenejˇsi in pod
vecˇjo kontrolo, ne glede na to, kako uporabniki dostopajo do nje. Zaradi narave spleta,
jo je preprosteje tudi posodabljati.
Najbolj priljubljeno WebVR ogrodje ta hip, A-Frame, v grobem podpira:
 “navaden” 3D prikaz na namiznih racˇunalnikih (z uporabo miˇske in tipkovnice),
 “navaden” 3D prikaz na mobilnih napravah (Google Android, Apple iOS),
 VR na namiznih racˇunalnikih z ocˇali za VR (HTC Vive, Oculus Rift),
 VR za mobilne naprave z ocˇali VR (Samsung GearVR, Google Daydream),
 VR za samostojna ocˇala VR (Oculus Quest, Oculus Go),
 AR z ocˇali za AR (Magic Leap, HoloLens),
 AR z mobilnimi napravami (ARKit, ARCore) [51].
Da ista aplikacija deluje na treh pomembnih skupinah naprav - pametnem telefonu, na-
miznem racˇunalniku in VR ocˇalih, je pomembna prednost pred domorodnimi resˇitvami.
Domorodne aplikacije namrecˇ delujejo na tistih operacijskih sistemih, za katere je bil
uporabljen SDK (na Windows bi bile uporabljene Win32 API knjizˇnice s C++ apli-
kacijami, na Android Java knjizˇnice, itd.). Zelo izkusˇeni programerji se lahko lotijo
razvoja aplikacije samo z uporabo SDK kompletov in vse ostalo razvijejo sami – upo-
rabniˇski vmesnik, logiko, 3D grafiko, nizkonivojske dostope. . . Vecˇina za to uporablja
vmesno programsko opremo ali igralne pogone, kot je Unity [67]. Slednji za projekte
navidezne resnicˇnosti preko paketa XR Management poskrbi za inicializacijo in urejanje
ciljnega SDK kompleta. Uradni Unity vticˇniki za navidezno resnicˇnost (verzija 2019.3)
so naslednji:
 Oculus – Rift in Rift S zahtevata XR vticˇnik za Windows, Quest zahteva XR
vticˇnik za Android,
 Windows Mixed Reality – Microsoft HoloLens zahteva XR vticˇnik za Windows
za univerzalno Windows platformo in uporabo Microsoft Mixed Reality kompleta
2.3 za podporo uporabniˇskega vmesnika
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 Google Cardboard – XR vticˇnik za Android in iOS pametne naprave
 OpenVR – odprt SDK razvit, ki ga je razvil Valve za podporo SteamVR aplikacij
(HTC Vive)[68].
Uradno podprte platforme se lahko iz verzije v verzijo igralnih pogonov spreminjajo. Z
verzijo 2019.3 je Unity opustil podporo za Gear VR in Google VR, kot posledico konca
zlate dobe naprav Daydream in Samsung GearVR. Slednjo je nasledil Oculus Go in
kasneje Oculus Quest. Opusˇcˇena je bila tudi podpora vgrajenih VR vticˇnikov, vkljucˇno
z OpenVR, kar bi pomenilo, da bi razvoj za zelo drage Valve naprave postal prakticˇno
nemogocˇ. Vgrajene vticˇnike so nadomestili z novim modularnim sistemom vticˇnikov.
Novo ogrodje Unity XR vticˇnikov v verziji 2020.1 je API sklad, ki odkrije podobne
funkcionalnosti za vse platforme XR na katerih temeljijo uradno podprti kompleti SDK
ali pa omogocˇa, da se z njim razvijejo novi vticˇniki. To so bili primorani ponovno storiti
pri podjetju Valve. Ostale platforme, ki so uradno podprte v najnovejˇsi verziji so
ARKit, ARCore, Microsoft HoloLens, Magic Leap, Oculus, Windows Mixed Reality in
PlayStation VR [69]. Igralni pogon Unreal pogoste strojne in programske posodobitve
izdaja za platforme Magic Leap, Oculus Rift, Steam VR / HTC Vive, PlayStation
VR, Windows Mixed Reality, Mac, iOS / ARKit, Google ARCore, Samsung Gear VR,
Google VR, OSVR in Leap Motion.
4.1.2 Podpora brskalnikov
Pogoj za spletne tehnologije VR sta v brskalniku delujocˇa aplikacijska vmesnika Web-
VR/XR in WebGL API. Do popolne zamenjave WebVR z WebXR se WebVR 1.1 sˇe
vedno uporablja v nekaterih brskalnikih. Uporablja ga sˇe tudi veliko knjizˇnic, npr.
A-frame in React 360 [51][70]. WebGL je vkljucˇen v vecˇini danasˇnjih modernih br-
skalnikov, med tem ko WebXR sˇe dobiva sˇirsˇo podporo. Mozilla Firefox je eden izmed
brskalnikov, ki sˇe ni izvedel zamenjave WebVR z WebXR, podjetje Apple pa v svoje
brskalnike sploh ne vkljucˇuje izvorne podpore za spletno navidezno resnicˇnost, najver-
jetneje zaradi njihove uspesˇne in dobicˇkonosne trgovine z aplikacijami. Kljub temu, da
nekateri brskalniki nimajo vgrajenih omenjenih vmesnikov, to ne pomeni, da z njimi ni
mogocˇe dostopati do navidezne ali obogatene resnicˇnosti. XR ogrodja in 3D knjizˇnice,
kot je Three.js, imajo nacˇin stereo izrisovanja, pogosteje pa na brskalnikih, ki ne pod-
pirajo WebXR/VR sprozˇijo uporabo polivnic.





Tabela 4.2: Podpora knjizˇnic za WebXR API.
Povzeto: avgust, 2020 [71].
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Slika 4.2: Podpora brskalnikov za WebVR/XR. (rumeno - deluje le s Samsung
GearVR). Povzeto: avgust, 2020 [43][70].
Polivnica (angl. polyfill) je del kode (ali vticˇnika), ki zazna, cˇe pricˇakovanega API
vmesnika ni na voljo v brskalniku in replicira njegove funkcionalnosti, navadno z Ja-
vaScript kodo. WebXR in WebVR polyfill orodja ponujata JavaScript implementacijo
istoimenskih API vmesnikov za brskalnike, ki jih ne vsebujejo. Nujna sta za ustvar-
janje VR izkusˇenj na spletu in resnicˇno platformsko neodvisne standardizirane XR
izkusˇnje. WebXR polyfill je bil razvit s strani istih razvijalcev, ki so del W3C Immer-
sive Web Community in je zaenkrat najbolj zanesljiv nacˇin, da VR in AR delujeta na
spletu, medtem ko brskalniki sˇe dobivajo uradno WebXR podporo [71]. Koristen je
tudi na starejˇsih razlicˇicah brskalnikov, ki podpirajo sˇe starejˇsi WebVR in ne WebXR,
a nekatere funkcije ne delujejo [71]. Polivnica v osnovi zagotavlja delovanje najnujnih
funkcionalnosti. Knjizˇnica A-Frame, cˇe razvijalec ne zamenja WebVR v novo podprt
WebXR, sˇe uporablja WebVR polyfill za: iOS Safari, Chrome, Firefox za iOS, Samsung
Internet in UC brskalnik [51]. Migracijo na WebXR z uporabo polivnice spodbuja sˇe
knjizˇnica Babylon.js.
4.2 Zmogljivost izrisovanja
Za izris enega okvirja je pri frekvenci osvezˇevanja 90 Hz za potrebe navidezne resnicˇnosti
na voljo 11 milisekund. Cˇe poleg tega dodamo sˇe stereoskopsko izrisovanje, to pomeni
da se morata izracˇunati dve razlicˇni sliki v zelo kratkem cˇasu. Vzpon knjizˇnice WebGL
v brskalnikih po letu 2011 je omogocˇil dostop do nizˇjih nivojev graficˇne strojne opreme,
ki neprestano raste v svoji zmogljivosti. Posledica je porast sˇtevila 3D bogatih spletnih
aplikacij s kompleksnimi in celo fotorealisticˇnimi tehnikami, izrisanimi v realnem cˇasu.
In kaj sploh je izris? Izris je proces generiranja digitalne slike iz modela ali informacij,
kot so geometrija, vidno polje, teksture, lucˇi in sencˇenje. Upodabljanje izrisane scene
je lahko; programsko upodabljanje (angl. software rendering) in strojno upodablja-
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nje (angl. hardware rendering). Programsko upodabljanje vzorcˇi slikovni element po
slikovni element in je popolnoma neodvisno od graficˇne opreme naprave, zato je ne-
prilagojeno za izris kompleksnih 3D scen. Strojno pospesˇevanje GPU (angl. hardware
accelerated GPU) je funkcija, ki omogocˇi hitrejˇse racˇunanje 3D izrisa na enoti GPU
s paralelno zgradbo. Taksˇen sistem je na voljo danasˇnjim brskalnikom, kar jih posta-
vlja ob bok domorodnim aplikacijam in standardi kot je WebGL, naj bi zaradi njega v
praksi dosegali primerljivo zmogljivost.
WebGL je torej trenutno najbolj popularen spletni 3D API na nizˇjem nivoju. Niz-
konivojski 3D vmesniki, ki niso specificˇni za brskalnike in jih lahko razvijalci izkoristijo
so OpenGL, EGL, Vulkan, skupine Khronos, Metal podjetja Apple, Glide, LibGCM
ali Direct3D skupine Microsoft [72]. Seveda, cˇe so na voljo na napravi. WebGL teme-
lji na OpenGL ES, ki je podrazred OpenGL standarda in ima manj funkcionalnosti.
OpenGL ES podpira 2 sencˇilnika; sencˇilnik ogliˇscˇ ter sencˇilnik fragmentov. OpenGL,
za razliko od WebGL vkljucˇuje sˇe uniformne medpomnilnike, sencˇilnike geometrije,
sencˇilnike teselacije in racˇunske sencˇilnike [73]. Z WebGL ni mogocˇe implementirati
vecˇnitenja ali izvajanja vecˇ podatkov z enim navodilom SIMD, kar pomeni izvajanje
istih operacij na vzporednih enotah. Primer tehnike, ki uporablja vecˇnitenje in SIMD
je proces prileganja geometrije na skelet (angl. skinning). WebGL 2.0 sicer dodaja vecˇ



















Slika 4.3: Arhitektura delovanja WebGL knjizˇnice [49].
Opazna razlika med domorodnimi in spletnimi aplikacijami je uporabljen razvojni je-
zik. Izvajanje v jeziku JavaScript ni tako hitro kot v jeziku C++, kar pomeni nekoliko
pocˇasnejˇse izvajanje algoritmov na CPU enoti. Za delo z GPU je zmogljivost obeh
primerljiva [73]. Aplikacije napisane in prevedene v jeziku JavaScript so tipicˇno veliko
pocˇasnejˇse kot njihove domorodne alternative [74]. V ta namen so proizvajalci brskal-
nikov razvili WebAssembly. WebAssembly ali WASM je nizkonivojski binarni zbirnik
za spletne brskalnike, ki prevede kodo napisano v jeziku C, C++, C#, Go, Rust, Java,
Python, Elixir ali JavaScript v WebAssembly jezik. Tega prepozna vecˇina danasˇnjih br-
skalnikov. WebAssembly zmanjˇsa cˇase nalaganja dolge JavaScript kode in njeno branje.
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Koda se lahko prevede v binarno obliko in nazaj v berljivo tekstovno obliko. Binarni
format lahko zmanjˇsa velikost programa za 30 %, s kompresijskimi algoritmi pa sˇe za
dodatnih 20 %. Pomembna naloga, ki jo ima WebAssembly je zmanjˇsanje velikosti pro-
grama (pomembno za splet) in pohitritev branja kode (angl. parsing). WebAssembly
koda je z aspekta hitrosti znotraj 10% razlike hitrosti izvajanja domorodne kode [74].
Delovanje prevajalnika WebAssembly je pomemben korak za vecˇjo zmogljivost izri-
sovanja spletnih aplikacij. Pohitritve se sˇe pricˇakuje z razvojem WebGL funkcionalno-
sti, “web worker“ tehnik, SharedArrayBuffer API vmesnika in drugih orodij, ki bodo
razbremenile glavno nit. Zaenkrat WebVR in WebXR sˇe zaostaja za domorodnimi
resˇitvami za sofisticirane in kompleksne 3D aplikacije. Brskalniki so namrecˇ vmesni
cˇlen z mnogo nalogami (npr. varnostna tveganja), ki zavirajo visokozmogljivo navi-
dezno resnicˇnost na spletu in ki jih domorodnim aplikacijam ni potrebno obravnavati.
4.3 Omrezˇnost in vecˇuporabniˇska izkusˇnja
Platforme za izgradnjo vecˇuporabniˇskih svetov navidezne resnicˇnosti morajo zagota-
vljati; nizke zakasnitve znotraj aplikacije, prenos podatkov iz enega konca na drugega
v realnem cˇasu (<100ms), sposobnost integracije 3D zvoka in obvladovanje premikanja
avatarjev. Prenos podatkov med uporabniki omogocˇa internet. Domorodne aplikacije
se ne izvajajo v brskalniku, zato je implementacija izmenjave podatkov v omrezˇju
nekoliko drugacˇna od spletnih aplikacij, cˇeprav na nizˇjih nivojih uporabljajo podobne
komunikacijske protokole.
Unity v zadnjih verzijah odstranjuje podporo vgrajenim vecˇuporabniˇskim storitvam
Unity multiplayer, oz. UNet z vmesniki API, ki so olajˇsali delo z omrezˇjem. Visokoni-
vojski omrezˇni API (HLAPI) in nizkonivojski omrezˇni API (LLAPI) bosta v obdobju
med 2020 in 2022 izgubila podporo v pogonu Unity. Zamenjava prihaja pocˇasi in v
sklopu strategije Multiplayer Connected Games, Unity predstavlja principe omrezˇnih
vmesnikov za vecˇuporabniˇske izkusˇnje in gostujocˇe strezˇnike. Delo na njih sˇe poteka.
Zdajˇsnji omrezˇni sloj v Unity je lahko uporabljal dva protokola: UDP za genericˇne
komunikacije in WebSockets za aplikacije, izvozˇene za WebGL platformo. Sklad s te-
melji na UDP protokolu bo postavljen tudi v novem paketu in optimiziran za delo z
entitetno-komponentnim sistemom iger. Fokus bo predvsem na strezˇniˇskem modelu in
ne na modelu P2P [75].
Druge mozˇnosti za Unity pogon, ki implementirajo omrezˇne funkcionalnosti so Mi-
rror, Photon, Telepathy in SteamWorks. Njihova uporaba je preprosta, a ima dolocˇene
slabosti, kar se ticˇe razvijanja VR aplikacij. Photon uporablja strezˇniˇski model, ki
za povezavo uporabnikov uporablja placˇljivo storitev. SteamWorks to storitev ponuja
brezplacˇno, a ne implementira omrezˇnega sloja za sinhronizacijo. Mirror nudi dober
P2P sistem s sinhronizacijo objektov v Unity, a ni zgrajen za delo z ocˇali za VR [76].
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Ogrodja, uporabljena na spletu, delujejo v drugem ekosistemu. Spletni brskalniki
so zasnovani za uporabo protokola HTTP ali varnejˇsega HTTPS, ki sta namenjena
objavljanju in prejemanju HTML spletnih strani. Odjemalec je aplikacija spletnega
brskalnika, ki vzpostavi TCP/IP povezavo z vrati na strezˇniku. Poleg HTTP pro-
tokola, ki po zahtevi brskalnika in odgovoru iz strezˇnika prekine povezavo, se je za
komunikacijo v realnem cˇasu med vecˇ uporabniki razvilo sˇe vecˇ aplikacijskih proto-
kolov (WebSockets, WebRTC, RTP, XMPP, IRC. . . ). Standardizirane funkcionalnost
vecˇuporabniˇskih izkusˇenj ni na voljo v WebVR ogrodjih, kot sta A-Frame in Babylo.js,
zato jih morajo razvijalci v spletno aplikacijo implementirati sami. Kljub temu, je im-
plementacija povezljivosti, prenos podatkov in deljenje povezav do deljenih virtualnih
prostorov, velika prednost spletnih tehnologij, ki se na tem podrocˇju razvijajo hitreje,
kot domorodne.
5 Deljena virtualna okolja
Deljena virtualna okolja so interdisciplinarno polje s kombinacijo 3D grafike in omrezˇnih
tehnologij, ki ponuja simulirana virtualna izkustva za ljudi, ne glede na njihovo oddalje-
nost. Njihovi zacˇetki z vojasˇkimi simulatorji segajo v leto 1980 in so se do danes razvili
predvsem po zaslugi popularnih vecˇigralniˇskih videoiger. Koncept vecˇuporabniˇskih de-
ljenih okolij se popularizira tudi v svetu VR. Navidezna resnicˇnost tradicionalno velja
za samotno obliko izkustva in dodatek druzˇbenega elementa v simulaciji povecˇa ucˇinek
navzocˇnosti in resnicˇnega sveta. Ljudje smo konec koncev socialna bitja.
5.1 Na poti v “metauniverzum”
Virtualni svetovi so danes racˇunalniˇsko generirana povezana okolja, kjer lahko vecˇ ljudi
na fizicˇno locˇenih lokacijah sodeluje v resnicˇnem cˇasu za potrebe dela ali igre. Virtualni
svetovi so podmnozˇica navidezne resnicˇnosti, ki je v nekaterih kontekstih uporabljena
kot bolj sˇirok pojem za racˇunalniˇske simulacije 3D okolij. Leta 2008 je Nacionalna aka-
demija za inzˇenirstvo NAE (angl. National Academy of Engineering) uvrstila navidezno
resnicˇnost na seznam 14 najvecˇjih podvigov v 21. stoletju, s tehnolosˇkim napredkom in
resˇitvami, ki si jih danes tezˇko zamislimo [77]. Izraz “metaverse” je bil skovan leta 1992
v znanstvenofantasticˇnem romanu Snow Crash Neala Stephensona, kjer je bil upora-
bljen za opis tridimenzionalnega prostora, kot metafore resnicˇnega, v katerem ljudje
upravljajo avatarje in komunicirajo med sabo [77]. Beseda je skovanka besed “meta-”
(grsˇkega izvora, ki pomeni onstran) ter besede “universe”. Sledi definicija, ki se je
najbolj uveljavila:
“Metaverse je kolektivni virtualni prostor, ustvarjen s konvergenco virtualno iz-
boljˇsane fizicˇne resnicˇnosti in fizicˇnega obstoja v virtualnem prostoru, ki vkljucˇuje
sesˇtevek virtualnih okolij, obogatene resnicˇnosti in interneta” [78]. Sˇtiri osrednje la-
stnosti, ki so predpogoj za taksˇen svet, so:
1. Realizem. Navidezni svet mora zagotavljati visok nivo realizma, da se udelezˇenec
pocˇuti psiholosˇko in emocionalno “potopljen”.
2. Vsenavzocˇnost. Komponenta dostopnosti, ki opisuje preko katerih naprav se lahko
dostopa do “metauniverzuma” in kako so te naprave povezane z virtualno identi-
teto?
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3. Medobratovalnost. Kaksˇni standardi zagotavljajo enako rekonstrukcijo virtual-
nega okolja na razlicˇnih implementacijah in kako se premiki udelezˇencev kazˇejo v
njihovi virtualni izkusˇnji?
4. Skalabilnost. Kako strezˇniˇska in omrezˇna arhitektura zagotavlja brezkompromisen
dostop velikemu sˇtevilu udelezˇencev in hkrati nudi visok nivo izkusˇnje.
Poudariti je treba, da “metaverse” ni 3D splet, ampak nova razlicˇica 3D obogate-
nega spleta. Najverjetneje je, da “metaverse” sploh ne bo v popolnoma 3D obliki, in to
zaradi cˇlovesˇkih faktorjev. Vcˇasih smo ljudje ucˇinkovitejˇsi v komunikaciji, navigaciji in
prepoznavi 1D ali 2D abstrakcij 3D sveta, kar je razlog, da so igre kot je Tetris sˇe vedno
priljubljene. Nahajati se neprestano v popolnoma 3D povezani simulaciji, bi lahko za
cˇloveka predstavljalo velik napor, zato bo 3D oblike prevzelo najverjetneje le tisto, kar
bo udobno in preprosto. Fortnite, Minecraft, Pokemon Go in Animal Crossing so pri-
meri videoiger, ki so svoj uspeh dozˇiveli preko koncepta velikega, deljenega digitalnega
sveta, ki spominja na “metaverse”. Facebook Horizon je VR poskus metauniverzuma,
na podobnih projektih pa delujejo tudi v podjetjih Microsoft in Magic Leap [78]. Eden
izmed vodij futurizma pri slednjemu je pisec o metauniverzumu Stephenson [79].
Za priblizˇek metauniverzuma se dojemata AR oblak in Mirrorworld, Magic Leap
ga imenuje Magicverse, Huawei ga imenuje Cyberverse, Niantic, podjetje, ki je razvilo
aplikacijo Pokemon GO ga imenuje globalni AR, akademiki pa prostorsko racˇunalniˇstvo
(angl. spatial computing) [79]. Obogatena resnicˇnost je tehnologija, na kateri je danes
najvecˇ napredka pri izgradnji prostorskega interneta, ki je v merilu 1:1 s fizicˇnim. Prin-
cip se imenuje AR oblak in omogocˇa obogatitev, deljenje, iskanje, povezave informacij
in izkusˇenj med digitalnim svetom, ki se mapira v fizicˇnega. A ta zemljevid ni le 2D ali
3D zemljevid sveta, pridobljen iz podatkov satelita, ampak je hiperlokalni zemljevid, s
podatki o okolici udelezˇenca – soba, zunanjost, predmeti v sobi, povrsˇine in ostali de-
tajli, ki so vidni racˇunalniku [79]. Povezanost podatkov, varnost, strojna in programska
oprema, zaznavanje okolja, omrezˇna infrastruktura, dobicˇek, razpolozˇljiva ogrodja in
standardi so izzivi, ki bodo pomembni pri razmisleku o realizaciji AR oblaka in meta-
univerzuma na splosˇno. Pomembnejˇsa izmed njih je varnost, saj se z grobim vdorom
digitalizacije v vsakdan ljudi in napravami, ki bi neprestano belezˇile nasˇo lokacijo, de-
janja, okolico in premike porajajo varnostni pomisleki. Poraja se sˇe eno vprasˇanje: kdo
si lahko lasti metauniverzum?
5.2 Doseg iluzije in zahteve QoS
Temelj omrezˇnih virtualnih okolij je ustvarjanje iluzije virtualnega okolja, deljenega
med vecˇ udelezˇencev. Sestavljeni so iz vecˇ racˇunalnikov odjemalcev, na katerih tecˇe
program, ki zagotavlja osnovne funkcije, kot so obvladovanje senzoricˇnih izhodov (slika)
in vhodov (krmilniki) in izvajanje fizikalne simulacije. Odjemalci so povezani preko
omrezˇne infrastrukture, sestavljene iz internetnih usmerjevalnikov in modemov [80, str.
5]. Posamezniki lahko tako izmenjujejo informacije preko upravljanja uporabniˇskih
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vmesnikov in preko navidezne predstavitve okolja. Skupaj lahko gradijo, spreminjajo,
izkoriˇscˇajo in “naselijo” nov svet. Vsak uporabnik ima pri tem drugacˇen pogled na svet,
a le ta mora ostajati konsistenten, kar pomeni da se mora zagotavljati isti model virtu-
alnega okolja za vse – ko 3D objekt prestavi en uporabnik, se mora pozicija spremeniti
na vseh pogledih. Prvi korak pri zagotavljanju iluzije je torej to, da imajo odjemalci
skupno razumevanje okolja, saj se pri nesinhronosti ta iluzija podre in se uporabniki
morda zatecˇejo k pogovoru ali besedilu, da razberejo novo nastalo situacijo [80, str.
5]. Zaenkrat internetna infrastruktura ni dovolj hitra, da bi se vsi podatki v simulaciji
preprosto prenasˇali do vseh uporabnikov, zato je potrebno med njimi pazljivo izbrati
najnujnejˇse. Osnovne deljene informacije v vecˇuporabniˇskih virtualnih okoljih so:
 Avatarji. Graficˇne reprezentacije udelezˇencev virtualnega okolja imenujemo ava-
tarji. Medosebna cˇlovesˇka interakcija je lahko verbalna (govor, glas. . . ) ali ne-
verbalna (drzˇa, kretnje. . . ). Obe sta pogosto prepleteni in sluzˇita za ucˇinkovito
komunikacijo med ljudmi. Sinhronizacija obeh je pomembna tudi v kontekstu
razumevanja okolja, na primer kazanje na tocˇko v prostoru z ukazom: “Odlozˇi to
tukaj.” [81] Avatarji so lahko razlicˇnih oblik, od preprostih krogel do humanoi-
dov, ki lahko za komunikacijo uporabljajo vecˇ nacˇinov interakcij; sledenje pogleda,
kretnje, orientacija telesa, premiki udov. . . Visok realizem avatarjev lahko zviˇsa
ucˇinkovitost uporabnikov, hkrati pa tudi kompleksnost sistema in omrezˇni promet
[81].
 Zvok in video. Tele- in videokonference so oblike aplikacij, kjer zvok in video
igrata pomembno vlogo pri komunikaciji. V navidezni resnicˇnosti, se z njima
ustvarja obcˇutek soprisotnosti.
 Ostali podatki in njihova karakterisika. Posˇiljanje, shranjevanje in obvladovanje
informacij v sistemih navideznih resnicˇnosti je odvisno od sˇtirih atributov; veli-
kosti podatkov, zagotavljanja kakovosti QoS (angl. quality of service), trajanja
in vrste prioritete [81].
Sistem mora poskrbeti sˇe za prezentacijo okolja v resnicˇnem cˇasu, prenos vsebin s
spleta ali diska, interaktivnost z objekti, posodabljanje premikov, konsistentno repre-
zentacija in deljenje vhodno-izhodnih podatkov uporabnikov. Zakasnitve pri tem imajo
primarno dva vzoroka, prvi so povezani s posˇiljanjem podatkov preko omrezˇja, drugi
pa so zakasnitve pri obdelavi teh sporocˇil na koncˇni tocˇki (pri odjemalcu).Omrezˇne
zakasnitve so posledica narave interneta, njegovega delovanja in stanja. Potovanje pa-
ketov preko omrezˇja vkljucˇuje zakasnitve njihove obravnave na strani posˇiljatelja, na
prenosni poti, strezˇniku in odjemalcu. Dve vrsti omrezˇnih zakasnitev sta latenca in
trepetanje (angl. jitter). Zakasnitve v deljenih okoljih imajo vpliv na sodelovalno delo,
komunikacijo in razumevanje v deljenem okolju. Obstajajo mehanizmi, ki zmanjˇsajo
njihov vpliv; od izbire primerne omrezˇne arhitekture, do mehanizmov konsistentnosti
[81]. Kompresija, kontrola zastojev, uporabniˇsko zavedanje in pasovna sˇirina so prav
tako posredno in neposredno povezani z omrezˇnimi zakasnitvami.
Omrezˇna latenca opisuje interval med trenutkom poslanega paketa do trenutka pre-
jetega paketa. Glavni izvori visoke omrezˇne latence v deljenih virtualnih okoljih so
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sistemska arhitektura omrezˇja, nekonsistentnost med uporabniki, zastoji, zastoji pro-
cesiranja, karakteristike omrezˇja in usmerjanje [81]. Latenco lahko poviˇsajo mehanizmi
protokola TCP zaradi visoke zanesljivosti in odpravljanja napak, ki zahtevajo nekaj
cˇasa. UDP protokol nima teh mehanizmov zato so zakasnitve med dvema tocˇkama
navadno nizˇje [81].
Trepetanje (angl. jitter) je spreminjanje latence od paketa do paketa, oz. variacija
v zakasnitvi paketov. Poslani paketi so v neprekinjeni povezavi poslani z nekim inter-
valom (npr. 5 ms) in odstopanja tega intervala na prejemnikovi strani meri trepetanje.






















Slika 5.1: Vpliv latence in trepetanja na dostavo paketov [81].
Komponenti navidezne resnicˇnosti sta na koncˇni tocˇki sˇe zagotavljanje senzoricˇnega in
kognitivnega potopa, da mozˇgani odjemalca simulacijo sprejmejo kot resnicˇno. Odziv-
nost sistema mora biti dovolj hitra, da preprecˇi izgubo orientacije in slabost. S tem
so povezane perceptivne zahteve, sˇe posebej enega cˇuta: vida. Zakasnitev gibanja do
fotona (angl. motion-to-photon latency) je izraz, ki opisuje prag, pod katerim cˇlovesˇki
mozˇgani ne razberejo, da se nahajajo v simuliranem okolju. Sˇirsˇi konsenz je, da se ta
prag nahaja pod 15 do 20 ms, kar pomeni, da mora toliko cˇasa pretecˇi med trenutkom,
ko uporabnik premakne glavo in med trenutkom prikaza posodobljene slike z novim
vidnim poljem. Natancˇnost sledenja premikov je prav tako pomembna. Senzorji za sle-
denje ocˇal navidezne resnicˇnosti in krmilnikov morajo delovati pod milimeter natancˇno
[82]. V primeru racˇunanja v oblaku bo ohranjanje nizke latence sˇe bolj pomembno.
Zastoji se lahko v tem primeru zgodijo v sˇtirih fazah – senzorski vhod (<1ms), izhodni
cˇas naprave (<5ms, visok povzrocˇa slabost), kar pomeni da za ostala dva – izris v re-
alnem cˇasu in prenos po omrezˇju ostane pribl. 14 ms, kar predstavlja pomembno ozko
grlo [83].
Naloga deljenega virtualnega okolja je, da maksimira odzivnost, konsistentnost in
razsˇirljivost v naravi omejenega in spreminjajocˇega se omrezˇja. Primarno to dosega
z razsˇirljivostjo (angl. scaling) in lokalizacijo (angl. localisation). Razsˇirljivost se
nanasˇa na zmozˇnost okolja zagotavljanja kvalitetne izkusˇnje uporabniku ob spremi-
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njanju kompleksnosti in velikosti simulacije, kot tudi vecˇanja sˇtevila udelezˇencev in
objektov. Lokalizacija se dosezˇe preko kopiranja okolja (deljeni objekti, avatarji. . . )
na vsako odjemalniˇsko napravo. Taksˇne replike morajo zagotavljati konsistentnost, kar
pocˇnejo preko posˇiljanja sprememb (v obliki dogodkov) preko omrezˇja.
5.3 Internet in omrezˇni protokoli
Internet opisuje sistem mednarodnega racˇunalniˇskega omrezˇja, sestavljenega iz vecˇ lo-
kalnih otokov, omrezˇij LAN. Med sabo povezuje vecˇ naprav odjemalcev ali gostiteljev
(racˇunalniki, prenosniki, mobilne naprave, strezˇniˇski racˇunalniki, itd.). Vsaka omrezˇna
povezava izkoriˇscˇa neko obliko komunikacijske tehnologije, ki jo realizirata fizicˇna pove-
zava (bakreni telefonski vodi, opticˇni vodi, elektromagnetno valovanje. . . ) in protokoli,
za uporabo te tehnologije (Ethernet, 802.11 WiFi). Manjˇsa omrezˇja lahko uporabljajo
eno komunikacijski tehnologijo, medtem ko velika za njihovo medsebojno povezavo
uporabljajo usmerjevalnike in stikala. Procesi, ki lahko potekajo na napravah v inter-
netu so strezˇniˇski (npr. spletni strezˇnik na podlagi vnesenega URL naslova odjemalcu,
spletnemu brskalniku, posˇlje sorodno spletno stran ali pa strezˇnik, ki posˇilja stanje v de-
ljenem okolju vsem uporabnikom v realnem cˇasu), procesi odjemalca (posˇiljanje zahtev
na strezˇnik ali izvajanje dolocˇenih funkcij) in vrstniˇski procesi (izvajajo vlogi strezˇnika
in odjemalca naenkrat, dostopajo do podobnih podatkov in izvajajo isto kodo) [80, str.
71-73].
Medmrezˇenje je sestavljeno iz vecˇ nivojev – fizicˇnih povezav in abstrakcij za pro-
gramiranje podatkovnih poti, ki jih zdruzˇuje sklad TCP/IP. Vsak nivo v tem skladu
opisuje tehnologije in mnozˇice protokolov, ki zagotavljajo prenos podatkov v internetu.
TCP/IP sklad je grobi model delovanja in razvitih je vecˇ razlicˇnih in natancˇnejˇsih al-
ternativ (npr. OSI model). Omrezˇni sloj je temelj internetnega prometa in protokol, ki
ga uporablja, je IP internetni protokol. Njegova naloga je, da podatke ovije v paket z
IP naslovom destinacije, ki se nato uporabi za usmerjanje v omrezˇju. IP je nezanesljiv
protokol, kar pomeni, da ni nujno da bodo paketi poslani po omrezˇju prispeli na cilj.











Bakreni vodi, optika, radiovalovanje...
Slika 5.2: TCP/IP sklad.
Za naslavljanje dolocˇene povezave in ostale metapodatke se uporabljajo glave paketov
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na posameznih nivojih sklada. Aplikacije na najviˇsjem nivoju ustvarijo informacije, ki
jih zˇelijo izmenjati in jih nato po padajocˇem redu ovijajo z glavami paketa, ki imajo do-
















Slika 5.3: Enkapuslacija omrezˇnih paketov TCP/IP.
5.3.1 Transportni sloj
Transportni sloj ali prenosna plast opravlja izvedbo prenosa podatkov med dvema
koncˇnima procesoma. Protokola, ki sta lahko uporabljena sta nepovezan UDP in pove-
zano orientiran TCP. Infrastruktura interneta z usmerjevalniki, stikali le usmerja pakete
na cilj in se ne zaveda vsebine paketa. TCP zato implementira zanesljiv sistem pre-
nosa paketov; originalni vrstni red poslanih paketov, konsistentnost prejetih paketov,
kontrolo pretoka in kontrolo zasicˇenja [84]. Tako UDP kot TCP segmenti delujejo tudi
kot vmesnik, da dekodirajo IP pakete in jih razvrstijo na prava vrata aplikacijskega
procesa.
UDP (angl. User Datagram Protocol) definiran v RFC 768 je nepovezovalni pro-
tokol, pri katerem odjemalec in strezˇnik ne vzpostavita povezave, zato strezˇnik ne
preverja, ali so bili poslani paketi prejeti. UDP je zato fleksibilen in privlacˇen ker:
 pri pripravi posˇiljanja paketa ni zamud in je sporocˇilo odposlano skoraj takoj,
 ni vzpostavljanja povezave, kar pomeni, da strezˇnik in odjemalec nista v
pricˇakovanju sporocˇil,
 ni nadzora zasicˇenja ali vrstnega reda paketov ter ponovnega posˇiljanja v taksˇnih
primerih,
 glava UDP paketa je zelo majhna.
Ker UDP nima aktivnih mehanizmov za zanesljivo povezavo (le kontrolno vsoto)
izgleda na prvi pogled slabsˇa izbira za prenosni protokol, predvsem za izmenjavo sple-
tnih strani, posˇte ali prenosa datotek. A zˇrtvovanje popolne zanesljivost za hitrost je
koristno v komunikacijah, ki potekajo v realnem cˇasu. UDP je dovolj hiter za pretocˇni
radio, video, internetno telefonijo zvoka, vecˇigralske videoigre, itd.
TCP (angl. transmission control protocol), v primerjavi z UDP ponuja dvosmerno
orientirano komunikacijo, zanesljiv prenos sporocˇil v obe smeri, preprecˇevanje zasicˇenja
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in dostavo paketov v vrstnem redu in brez ponavljanj. Te funkcionalnosti realizira na
zapleten nacˇin. Prva je predpomnjenje podatkov v primeru izgube na poti za ponovno
posˇiljanje. V ta namen tvori TCP segmente, ki se ne posredujejo takoj, ko so pridobljeni
iz aplikacijskega nivoja, ampak pocˇakajo na potrditev prejemnika in se nato odstranijo.
Ker je TCP povezovalni protokol, se najprej vzpostavi povezava med odjemalcem in
strezˇnikom. Pri povezavi sta dolocˇena odjemalcˇev naslov IP in vrata ter strezˇnikov na-
slov IP in vrata na katerih poslusˇa strezˇniˇska aplikacija. Naslov IP povezan z dolocˇenimi
vrati tvori vticˇnico (angl. socket), par odjemalcˇeve in strezˇnikove vticˇnice pa tvorita
povezavo TCP, ki je edinstveno dolocˇena. Glava paketa TCP vsebuje izvorni naslov
IP in vrata, ciljni naslov IP in vrata, zaporedno sˇtevilko paketa, sˇtevilko potrditve in
kontrolne zastavice. Kontrolni zastavici, pomembni za vzpostavljanje seje sta ACK
in SYN [85]. Komunikacija je odprta po trosmernem usklajevanju (angl. three-way
handshake). Protokol TCP je primeren za prenos slik, datotek in spletnih strani.
5.3.2 Aplikacijski sloj
Aplikacijski sloj je sloj, v katerem aplikacije dostopajo do omrezˇnih funkcij, zato je nje-
gova glavna naloga, da jim ponuja preprost API, ki nudi abstrakcijo za kompleksnost
nizˇjih nivojev. Razvijalci za implementacijo povezav z omrezˇjem definirajo aplika-
cijske protokole in se s tem izognejo delu na nizˇjih slojih. Ker se lahko na napravi
izvaja vecˇ aplikacij naenkrat, so poleg IP naslova dolocˇena sˇe vrata (16-bitno pozitivno
sˇtevilo), na katerih strezˇnik pricˇakuje prihajajocˇe zahteve aplikacije odjemalca. Vrata
se ustvarijo na lokalni napravi, ki je povezana z vrati na strezˇniˇski aplikaciji. Nekaj
vrat je splosˇno standardiziranih na vseh napravah. Spletni strezˇniki na primer tipicˇno
uporabljajo vrata 80 [80, str. 76]. Aplikacijski sloj mora med dvema entitetama, ki
komunicirata zagotoviti protokol, ki standardizira reprezentacijo podatkov v sporocˇilih
(sintakso) in pricˇakovan pomen sporocˇila (semantiko). Sintaksa so lahko na primer
ASCII znaki ali float sˇtevila, semantika pa pripadajocˇa pozicija objekta v sceni. Po-
datki, ki se izmenjujejo v deljenih virtualnih okoljih, morajo biti kompaktni (selekcija
nujnih bitov v protokolno sporocˇilo), robustni (obvladovanje napacˇnih, manjkajocˇih ali
nevarnih sporocˇil) in efektivni (kompaktnost protokola v povezavi z redundanco po-
datkov). Zanesljivost na aplikacijskem nivoju diktira ali se uporablja TCP ali UDP na
transportnem sloju. Potreba po zanesljivosti pri deljenih okoljih ni pogosta, ko je pred-
stavitev podatkov redundantna skoz cˇas – to pomeni, da pretocˇna sporocˇila nenehno
zamejujejo prejˇsnja. Cˇe se pozicija in rotacija avatarja nenehno posˇilja preko omrezˇja,
bo izguba paketa manj opazna. Za kompaktnost sporocˇil se lahko posˇilja le spremembe
v poziciji in rotaciji, saj so manj pogoste in se tako zviˇsa efektivnost sporocˇil. Kriterija,
ki sta pomembna za aplikacijo v omrezˇju in na katere se tezˇko vpliva sta cˇas prenosa in
pasovna sˇirina. Na deljena okolja ali igre ima pasovna sˇirina minimalen vpliv in je nizek
cˇas prenosa kljucˇen za sinhroniziranje stanja, medtem ko je pri pretocˇnem zvoku ali
videu viˇsja pasovna sˇirina bolj pomembna za kvalitetno komunikacijo [80, str. 77-78].
Obstaja veliko standardnih storitev aplikacijskega sloja, kot so splet, e–posˇta, FTP,
Telnet, SNMP, DNS. HTTP ali Hyper-text transfer protocol je glavni protokol za pre-

















Slika 5.4: Vpliv pasovne sˇirine na latenco.
nos informacij na spletu, njegova varna verzija HTTPS pa je kombinirana sˇe z storitvijo
SSL (angl. Secure Socket Layer) ali TLS (angl. Transport Layer Security).
5.3.3 Omrezˇna hitrost
Internet deluje po principu najboljˇsega truda in vsa zanesljivost se dosezˇe z mehanizmi
na koncˇnih tocˇkah. Omrezˇne hitrosti se obicˇajno merijo v enotah mega-/gigabitov na
sekundo in opisujejo cˇas, potreben za prenos ali nalaganje podatkov od vira do cilja.
Omrezˇna latenca, pasovna sˇirina in prepustnost so tesno povezani s hitrostjo interneta.
Omrezˇna latenca je zakasnitev pri potovanju in obdelavi omrezˇnih podatkov, pasovna
sˇirina je merilo, ki pove, koliko podatkov je mogocˇe dostaviti v dolocˇenem cˇasovnem
obdobju, prepustnost pa se spreminja scˇasoma in nanjo vplivajo viˇsje in nizˇje zakasni-
tve, izgube paketov in nihanje zakasnitev. Omrezˇna latenca je lahko posledica mnogih
dejavnikov v omrezˇju a v splosˇnem jo povzrocˇajo cˇasi paketnega procesiranja usmerje-
valnikov in posledicˇno fizicˇna razdalja med omrezˇnimi napravami. Vsak usmerjevalnik,
preko katerega paket potuje lahko porabi nekaj milisekund za obdelavo, kar pomeni, da
bo sporocˇilo na destinacijo priˇslo z zakasnitvijo (v video klicih se to opazi v zamudi in
pavzami med stavki) [86]. Nekateri tipi internetnih povezav, kot na primer satelitske
zveze, obljubljajo hitrosti do 30Mbit/s, a paket potrebuje med 500 do 700 milisekund
preden dosezˇe ponudnika internetnih storitev preko satelita (z visoko pasovno sˇirino in
visoko latenco se spletna stran po dolgi zamudi nalozˇi skoraj naenkrat) [86]. Latence v
omrezˇju ni mogocˇe popolnoma odpraviti, vedno bo omejena vsaj s hitrostjo svetlobe.
Za prenos podatkov preko interneta se uporablja vecˇ tehnologij, ki vplivajo na hitrost
prenosa, zaradi razlicˇnih pasovnih sˇirin v mediju. Podatki lahko potujejo preko radij-
skih valov, telefonskih vodov, kabelskega ali opticˇnega omrezˇja.
Trenutno zasnovano omrezˇje 5G je namenjeno eksponentni rasti podatkovno zahtev-
nih aplikacij, kot so aplikacije navidezne resnicˇnosti, sˇe posebej s trendom brezzˇicˇnih







DSL 5-35 Mbit/s 1-10 Mbit/s
Kabelska
povezava
10-1000 Mbit/s 5-50 Mbit/s
Optika 200 Mbit/s – 10 Gbit/s 200 Mbit/s – 10 Gbit/s
4G 30-300 Mbit/s 10-150 Mbit/s
5G 200 Mbit/s – 10 Gbit/s 100 Mbit/s -1 Gbit/s
Tabela 5.1: Grobi razpon hitrosti razlicˇnih internetnih tehnologij (zgornje hitrosti se
blizˇajo teoreticˇnim) [87][88].
morda konfliktna a nujna pogoja, ki bosta sˇe posebej pomembna ob sˇirsˇi implementa-
ciji robnega racˇunalniˇstva, kjer se intenzivne racˇunske funkcije izrisa ne bodo racˇunale
na napravi, ampak na blizˇnjem strezˇniku ali srediˇscˇu za obdelavo. Visok spektralni
izkoristek, visoka pasovna sˇirina in vecˇja zgostitev bo za 5G zviˇsala sistemsko omrezˇno
kapaciteto merjeno v bitih na sekundo na kvadratni kilometer b/s/km2. Cˇe za VR
vzamemo primer, da ocˇi vidijo 64 milijonov slikovnih pik (150 stopinj horizontalno,
120 stopinj vertikalno, s 60 slikovnih pik na kotno stopinjo) in se izrisujejo s frekvenco
osvezˇevanja 120 FPS, bi to pomenilo 15.5 milijard slikovnih pik na sekundo. Cˇe je
vsaka zapisana s 36 biti in s kompresijskim standardom H.265 HEVC (razmerje 1:600),
bi pasovna sˇirina morala znasˇati 1 Gbit/s [83]. To je veliko vecˇ, kot zmore omrezˇje 4G
in niti ne vkljucˇuje potreb dinamicˇne vecˇuporabniˇske komunikacije v realnem cˇasu. Za
optimizacijo prenosa podatkov taksˇnih VR aplikacij obstajajo tehnike, ki se uporabljajo
na 360-stopnijskih videoposnetkih (npr. visoka locˇljivost le znotraj vidnega polja).
Povprecˇne hitrosti fiksnega interneta v globalnem povprecˇju so 81.46 Mbit/s za hi-
trost prenosa in 42.63 Mbit/s za hitrost nalaganja. Latenca znasˇa 22 milisekund. V
hitrostih prenosa vodijo Singapur (213 Mbit/s), sledijo Hongkong, Tajska, Juzˇna Ko-
reja, Romunija, Sˇvica, Lihtensˇtajn . . . Slovenija je na 44. mestu z povprecˇno hitrostjo
prenosa 77.69 Mbit/s. Povprecˇne hitrosti fiksnega interneta v globalnem povprecˇju so
34.51 Mbit/s za hitrost prenosa in 10.93 Mbit/s za hitrost nalaganja. Latenca znasˇa 41
milisekund. V hitrostih prenosa vodijo Zdruzˇeni arabski emirati (110 Mbit/s), sledijo
Juzˇna Koreja, Kitajska, Katar, Savdska Arabija, Nizozemska, Avstralija. . . Slovenija
je na 41. mestu z povprecˇno hitrostjo prenosa 39.78 Mbit/s [89, povzeto za julij, 2020].
5.4 Arhitekture
Problem razsˇirljivosti virtualnega okolja (angl. scalability), je ena izmed pogosto na-
slovljenih tezˇav, ki so v ospredju deljenih virtualnih okolij. S fluktuacijo sˇtevila upo-
rabnikov v taksˇnem sistemu, uporabniki ustvarijo in manipulirajo vecˇje sˇtevilo deljenih
entitet in omrezˇna poraba se s tem ustrezno spreminja. Z razsˇirljivostjo se v takem
primeru zagotavljajo mehanizmi kvalitete storitve (ang quality of service, QoS). Z iz-
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biro omrezˇne arhitekture in internetnih protokolov uporabljenih v virtualnem okolju je
neposredno povezan problem razsˇirljivosti in zanesljivosti. Z arhitekturo se namrecˇ de-
finira kje se nahajajo podatki o objektih in stanju v virtualnem svetu. Najbolj pogosti
arhitekturni modeli, uporabljeni v omrezˇnih deljenih okoljih so:
 preprost peer-to-peer model,
 peer-to-peer model z gostiteljem,
 peer-to-peer z zbirnim strezˇnikom,
 model strezˇnik-odjemalec in











Slika 5.5: Model sistema virtualnega okolja za dva udelezˇenca. [80]
Nekatere izmed njih so sposobne zagotavljati visoko konsistentnost virtualnega okolja,
a imajo ob nastopu interakcij visoke zakasnitve. V drugih je lahko nekaj neskladnosti,
a zato nudijo hitro odzivnost [81]. Podatkovni model, uporabljen v teh arhitekturah
je zadolzˇen za obvladovanje vseh podatkov, ki pripadajo entitetam, kot del instance
virtualnega okolja na odjemalcˇevih napravah. Omrezˇna komponenta taksˇnega modela,
skrbi za prenos in posodabljanje podatkov med napravami, simulacijska komponenta
skrbi za posodabljanje stanja virtualnega okolja, komponenta izrisa pa prevaja podat-
kovni model na izhodno napravo [80, str. 126]. Vsi sistemi virtualnih okolij uporabljajo
metode broadcast, multicast ali unicast modele razposˇiljanja.
5.4.1 Model strezˇnik odjemalec
V temu tipu arhitekture so odjemalci povezani na osrednji strezˇnik. Slednji drzˇi po-
datkovni model za vsa vozliˇscˇa, kar pomeni, da ima shranjeno stanje virtualnega okolja
in skrbi za obvladovanje komunikacije. Trenutno je model strezˇnik-odjemalec prevla-
dujocˇ model v komercialnih omrezˇnih igrah, kjer ima centraliziran strezˇnik avtoriteto
za izvajanje logike [90]. Primarna vloga odjemalca je, da zbere uporabniˇske vnose, jih
oblikuje v omrezˇne pakete in posˇlje strezˇniku za obdelavo. Komponenta izrisa in kom-
ponenta simulacije ostajata pri odjemalcu in nista nalogi strezˇnika, saj ta le razposˇilja
pakete med odjemalci in ne ustvarja simulacije [80]. Stik, ki ga ima z vsemi odjemalci,
poenostavi cˇasovno sinhronizacijo in ohranja konsistenco virtualnega okolja. Strezˇnik
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omogocˇa preprost nacˇin za obrambo pred goljufanjem in je pogosto vmesni cˇlen, ki za-
gotavlja varnost. Ob komunikaciji med dvema odjemalcema se lahko hitreje povecˇajo
omrezˇne zakasnitve. V kontekstu razsˇirljivosti je model strezˇnik-odjemalec v mnogih
primerih slabsˇi od modela peer-to-peer. V velikih sistemih deljenih okolij lahko ozko
grlo postane CPU zmogljivosti strezˇnikov, tudi cˇe se uporabnikom omeji pasovno sˇirino
[90]. Pojav in vpliv visoke latence v teh sistemih je izrednega pomena v aplikacijah, ki se
zanasˇajo na pretok informacij v realnem cˇasu, kot so vecˇuporabniˇske igre z vecˇmodalno
komunikacijo (govor, video, kretnje. . . ). Uporabniki lahko zaradi zakasnitve paketov vi-
dijo vsak drugacˇno stanje sveta, kar je znan pojav v visokodinamicˇnih vecˇuporabniˇskih
igrah imenovan lag. Optimalna latenca, sprejemljiva za vecˇuporabniˇske igre znasˇa 20-40





Slika 5.6: Vzpostavljanje povezave odjemalcev s strezˇnikom [80].
5.4.2 Peer to peer
V preprosti peer-to-peer arhitekturi je vsak gostitelj zadolzˇen za sprejemanje in
posˇiljanje posodobitev o deljenem okolju vsem ostalim udelezˇencem. V taksˇnem po-
razdeljenem sistemu so vsa vozliˇscˇa racˇunalniki, na katerih tecˇe enak program in vsako
ima svoje stanje podatkov o okolju [92]. Opravljajo funkcije strezˇnika in odjemalca. Za
posˇiljanje posodobljenega stanja ostalim udelezˇencem je nujno, da tak program ve vsaj
naslove in vrata vseh ostalih. Peer-to-peer model z gostiteljem ta problem resˇi tako, da
ima en uporabnik v omrezˇju javno dostopen naslov in se nanj lahko povezˇe kdorkoli,
njegova naloga pa je, da deli naslove ostalih neznanih naslovov. Pri modelu peer-to-peer
z zbirnim strezˇnikom, funkcijo povezovanja med elementi prevzame strezˇnik z znanim
IP naslovom in vrati.
Peer-to-peer sistemi ponujajo skalabilnost z zdruzˇevanjem uporabniˇskih virov,
hkrati pa predstavljajo nov izziv za vzdrzˇevanje topologije (obvladovanje pridruzˇevanja
in zapusˇcˇanja uporabnikov) in iskanje vsebin po sistemu, saj globalna topologija ni vi-
dna posameznemu vozliˇscˇu. Kljub temu, ta arhitektura omogocˇa realizacijo sistemov
virtualnih okolij z obsegom, ki ga zdajˇsnje arhitekture tezˇje omogocˇajo [92]. Ker so
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vozliˇscˇa neposredno povezana med sabo to tipicˇno pomeni hitrejˇso komunikacijo, pred-
vsem, ko je med njimi malo usmerjevalnikov, kar rezultira v odzivni interakciji in mocˇni
sinhronizaciji [81]. Vsak paket namrecˇ ne potuje do strezˇnika, ki je navadno na odda-
ljeni lokaciji. Vecˇanje sˇtevila uporabnikov povecˇa tudi sˇtevilo sporocˇil, ki se morajo
prenesti znotraj omrezˇja. Za prenos vseh sprememb o virtualnem okolju, mora vsako
vozliˇscˇe kontaktirati vsa ostala vozliˇscˇa, kar otezˇi sinhronizacijo in globalno konsisten-










Slika 5.7: 1 - Preprost sistem peer-to-peer, 2 - peer-to-peer model z gostiteljem, 3 -
peer-to-peer model z zbirnim strezˇnikom [80].
Tipicˇno so peer-to-peer omrezˇja manj varna, saj se za varnost skrbi na individualnih
racˇunalnikih. Ta imajo tudi svoje replike modela virtualnega okolja. Internet ni bil
zasnovan za naravo te arhitekture, ki se je v zadnjih letih razvila predvsem zaradi zlo-
glasne izmenjave datotek in ne zaradi distribucije spreminjajocˇih se podatkov v realnem
cˇasu.
Prednosti modela strezˇnik-odjemalec in modela peer-to-peer zdruzˇuje arhitektura
hibridnega peer-to-peer modela. Hibridni model temelji na obeh, centraliziranem in
razdeljenem pristopu. Za hitro povezavo in razsˇirljivost se uporabljajo peer-to-peer
povezave, za konsistentnost in vzdrzˇevanje pa skrbi strezˇnik [90]. Virtualno okolje
je v takih primerih razdeljeno med uporabnike, glede na njihovo obmocˇje interesa in
znotraj te podskupine okolja se uporabi multicast element, ki komunicira le z odjemalci
znotraj obmocˇja interesa, definiranega s strani blizˇine v virtualnem okolju in ne fizicˇne.
To lahko povzrocˇi ozko grlo [90].
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5.4.3 Multicast
Multicast protokoli predstavljajo manj pogosto alternativo unicast in broadcast nasla-
vljanju v sistemih virtualnih okolij. Multicast posˇiljanje poteka od posˇiljatelja na vecˇ
drugih odjemalcev hkrati, koncept, ki ga opisuje multicast skupina, definirana z enim
IP naslovom in sˇtevilko vrat. Odjemalcem ni potrebno hraniti omrezˇnih podatkov o
drugih odjemalcih, ampak potrebujejo naslov multicast skupine, kateri se pridruzˇijo.
Uporablja se lahko le UDP vticˇnice [80], multicast naslavljanja pa ne podpirajo vsi
usmerjevalniki [81]. Sporocˇila so poslana le enkrat, filtrira pa jih omrezˇna skupina, ne
odjemalci ali strezˇnik, kar zahteva previdno definicijo multicast skupine, za pravilen
prenos smiselnih paketov. Glavni problem taksˇne arhitekture je njeno nizko sˇtevilo
adaptacij in omejeno sˇtevilo mozˇnih naslovov [92].
1. 2.
3.
Slika 5.8: Vzpostavljanje multicast skupine [80].
5.5 WebSockets
Tehnologija WebScocket opisana v RFC 6455 ponuja protokol za izmenjavo podatkov
med brskalnikom in strezˇnikom s stalno dvosmerno povezavo. Aplikacijski vmesnik
WebSocket API trenutno standardizira skupina W3C [93]. Z vmesnikom WebSocket
API je omogocˇeno posˇiljanje sporocˇil preko HTTP mehanizma in znotraj seje TCP.
HTTP in WebSockets protokola oba delujeta na aplikacijskem sloju OSI modela in
kljub temu, da sta razlicˇna, RFC 6455 definira delovanje WebSocket protokola na vra-
tih 443 in 80, zato sta zdruzˇljiva [93]. WebSocket ohranja TCP povezavo, tudi ko se
HTTP zahteva zakljucˇi. Ideja za tak nacˇin povezave se je rodila iz potrebe po odstra-
nitvi omejitev, ki jih ima HTTP. Internet je bil namrecˇ v osnovi zasnovan tako, da je
odjemalec posˇiljal povprasˇevanja na strezˇnik in le na njih prejel povratne informacije
iz strezˇnika. WebSocket vpelje dvosmerno povezavo in oba konca lahko posˇiljata po-
datke kadarkoli, kar izkoriˇscˇajo mnoge spletne videoigre, klepetalnice in ostale oblike
komuniciranja v realnem cˇasu. Zacˇetki tega protokola segajo v leto 2008, ko je na
pobudo Michael Carterja bila ustvarjena zamenjava vmesnika TCP vticˇnic. Vkljucˇitev
v HTML5 specifikacijo in prva podpora Google Chrome 4 brskalnika je spodbudila nje-
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govo popularizacijo in v letu 2011 sˇe objavo v RFC [93]. Danes je RFC 6455 vgrajen
v vecˇino spletnih brskalnikov; Google Chrome, Microsoft Edge, Internet Explorer, Fi-
refox, Safari in Opera [93]. Za odpiranje WebSocket povezave se poklicˇe konstruktor:
var connection = new WebSocket(’ws:// url’);
Protokol wss:// je razlicˇica protokola ws:// z dodano enkripcijo. Ko je ustvarjena
WebSocket povezava se takoj zacˇne rokovanje. Brskalnik posˇlje strezˇniku HTTP GET
zahtevo z WebSocket parametri na katero dobi HTTP odgovor iz strezˇnika. Cˇe je pove-








Slika 5.9: Vzpostavljanje WebSockets povezave s pomocˇjo HTTP zahteve [95].
V JavaScript programski kodi na odjemalcˇevi strani se lahko poslusˇa na sˇtirih dogod-
kih; open (izvede ob vzpostavljeni povezavi), message (sprejem podatkov), error (ob
napakah) in close (zaprtje povezave) [94]. Fragmentom podatkov, ki se posˇiljajo na po-
vezavi recˇemo okvirji. Vrste okvirjev so; besedilni, binarni podatki, ping/pong, okvirji
za prekinitev, itd. Kljucˇna metoda je .send(), ki posˇlje besedilne ali binarne podatke
po povezavi na drugo stran. Podatki, ki so sprejeti so vedno v obliki teksta ali binarnih
sporocˇil. Za binarna sporocˇila se uporablja objekte Blob ali ArrayBuffer [94]. WebSoc-
kets je sˇe mlada tehnologija in sˇe dobiva popolno podporo v brskalnikih. Cˇe slucˇajno
ni na voljo, varnostni mehanizmi uporabijo dolgo povprasˇevanje (angl. long polling).
Ti mehanizmi so eden izmed razlogov za popularizacijo JavaScript knjizˇnice, kot je
socket.io. Socket.io knjizˇnica je sestavljena iz strezˇniˇskega dela ter dela, ki se izvaja
na brskalniku odjemalca [95]. Oba implementirata podoben API, ki poslusˇa dogodke
na obeh straneh in na obeh straneh zahteva socket.io povezavo, ne katerekoli druge
WebSocket povezave [95]. Ostale knjizˇnice, ki poenostavijo delo z WebSocket API-jem
so sˇe WS, sockjs, websocket node, socketcluster, jetty in drugi.
5.6 WebRTC
Medtem, ko se WebSocket protokol osredotocˇa na komunikacijo s strezˇnikom, WebRTC
standard deluje po principu peer-to-peer arhitekture. WebRTC ali Web Real-Time
5.6 WebRTC 59
Communications Protocol je poskus poenostavitve komunikacije med spletnimi brskal-
niki v realnem cˇasu preko preprostega spletnega API vmesnika. Za uporabnika to
pomeni, da ne potrebuje prenosa vticˇnikov na brskalnik in lahko komunicira z ostalimi
brskalniki v omrezˇju. Izmenja lahko pretocˇni avdio, video in ostale podatke, brez vme-
snega cˇlena, kot je strezˇnik. WebRTC standard razvijata konzorcij W3C in delovna
skupina za internetsko inzˇenirstvo IETF [96, str. 51]. Tehnologija je razvita kot od-
prti standard in dostopna v vseh vecˇjih brskalnikih; Google Chrome, Microsoft Edge,
Firefox, Safari in Opera [43]. Storitve, ki uporabljajo WebRTC so Google Hangouts,
Facebook Messenger, Discord in drugi.
WebSockets kanal WebRTC kanal
S S
Slika 5.10: WebSockets povezava poteka preko strezˇnika, WebRTC neposredno.
Za pretok podatkov uporablja arhitekturo peer-to-peer, a za koordinacijo povezave je
vseeno zahtevan strezˇnik. Odjemalci namrecˇ potrebujejo naslove in ostale podatke o
omrezˇju, v katerega se zˇelijo vkljucˇiti. Postopek, ki to usklajuje se imenuje signaliza-
cija in jo je potrebno implementirati posebej, s katerokolim dupleks kanalom – lahko
preko HTTP ali WebSockets. WebRTC v imenu manjˇse redundance in vecˇje kompati-
bilnosti ne zapoveduje kateri mehanizem signalizacije je lahko uporabljen, pogosto pa
so to standardizirani mehanizmi, kot so XMPP (Extensible messaging and presence
protocol) ali SIP (Session initiation protocol) [96, str. 52]. Strezˇnik za signaliziranje
ne obvladuje vsebine paketov, ampak le posreduje podatke in navodila za peer-to-peer
povezavo (kontrolna sporocˇila za odpiranje in zapiranje povezave, sporocˇila o napakah,
medijski metapodatki, podatki o kljucˇih, omrezˇni podatki in naslov).
Po vzpostavljeni seji RTCPeerConnection vmesnik vzpostavi pretocˇno pot za po-
datke – vsaka tocˇka ima unikaten naslov za neposredno izmenjavo komunikacij zno-
traj peer-to-peer strukture. V praksi se vsaka naprava skriva za enim ali vecˇ plastmi
NAT sistema (angl. Network adress translation), ki maskira prave naslove naprav na
omrezˇnem sloju (navadno na usmerjevalnikih) in jim dodeli privatne naslove, ki niso
vidni v javnem omrezˇju. Mnoge naprave privzeto blokirajo tudi nekatera vrata, pro-
tokole, nekatere se skrivajo za proxy strezˇniki ali pozˇarnimi zidovi [97]. Za napravo
v peer-to-peer arhitekturi, ki zˇeli vzpostaviti povezavo z drugimi, NAT blokira zah-
tevo, saj ni zagotovljenega preslikovanja naslovov med privatnimi in javnimi naslovi.
Naprava pozna le svoj privatni IP naslov, a cˇe zˇeli vzpostaviti povezavo z drugo, ji
mora posredovati svojo javno [96, str. 53]. Za premagovanje teh ovir se z WebRTC
standardom uporablja vzpostavitev interaktivne povezave ali ICE seje (angl. Interac-
tive connectivity establishment). ICE skusˇa poiskati najboljˇso pot za povezavo naprav.
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Najprej s posredovanim znanim naslovom in cˇe ta ne uspe, poskusˇa pridobiti naslov, ki
se nahaja za NAT strezˇnikom. Za to uporablja sˇe dva druga protokola;
1. STUN protokol (angl. Session Traversal Utilities for NAT) je uporabljen za
sporocˇila na zunanji strezˇnik, na katerega pred vzpostavitvijo seje naprava posˇlje
zahtevo, s katero pridobi javno dostopen IP naslov, vrata in nacˇin preslikave
v NAT tabeli. STUN strezˇnik je globalni strezˇnik, ki mora biti na voljo vsem
napravam, ki se povezujejo v peer-to-peer omrezˇje [96, str. 54].
2. TURN protokol (angl. Traversal Using Relays around NAT) je razsˇiritev STUN
protokola, ki ponuja izmenjavo podatkov povezave med “vrstniki”. TURN
strezˇnik je v osnovi STUN strezˇnik z vgrajeno dodano funkcionalnostjo. TURN
strezˇnike se uporabi, cˇe WebRTC povezavi ne uspe vzpostaviti seje preko STUN
strezˇnika in takrat prevzame funkcionalnost izmenjave pretoka podatkov, kar po-
sledicˇno obremeni strezˇnik z veliko pasovne sˇirine [97]. Javnih TURN strezˇnikov je
zato malo, hkrati pa se z njimi pojavi vprasˇanje varnosti. Preko TURN strezˇnika









Slika 5.11: Povezava WebRTC s pomocˇjo STUN in TURN strezˇnikov [97].
Ob odprtju seje RTCPeerConnection se na povezavo lahko prikljucˇi medijski tok (Me-
diaStream) ali/in podatkovni kanal (RTCDataChannel). Medijski tokovi so lahko se-
stavljeni iz vecˇ trakov objektov z razlicˇnimi tipi medijev; avdio, video in besedilo (npr.
podnapisi). Podatkovni kanali se pogosteje uporabljajo pri sinhronizaciji deljenih oko-
lij. Ti uporabljajo sklad, ki ga sestavljajo SCTP protokol (angl. Stream Control Tran-
sport Protocol) preko DTLS protokola (angl. Datagram Transport Layer Protocol)
preko UDP protokola. SCTP je transportni protokol, kompromis med UDP in TCP.
Opravlja varen in zanesljiv prenos paketov preko IP omrezˇja, a ne more delovati v
precˇkanju NAT pregrade. DTLS je komunikacijski protokol, ki doda varnostno kompo-
nento paketom in preprecˇuje prislusˇkovanje. Temelji na pretocˇnem TLS protokolu in je
zasnovan za UDP pakete. UDP protokol natancˇneje opisan v poglavju 5.3.1 je ustaljeni
transportni protokol za nezanesljivo komunikacijo v realnem cˇasu [96, str. 53].








Slika 5.12: Sklad protokolov RTCDataChannel.
5.7 Deljena okolja v navidezni resnicˇnosti
Deljena okolja omogocˇajo sodelovalno delo in druzˇenje v navidezni resnicˇnosti iz odda-
ljenih lokacij s klikom na hiperpovezavo. Uporabniki lahko z njimi komunicirajo preko
govora, teksta ali celo v obliki videokonferenc postavljenih v 3D prostor.
Mozilla Hubs je VR klepetalnica / socialna platforma razvita aprila 2018, kot eks-
periment skupine Mozilla VR. Z Mozila Hubs se lahko gostijo konference, razstavljajo
umetniˇska dela, poucˇujejo razredi ali pa se druzˇijo prijatelji. Omogocˇa zanimiv nacˇin
deljenja slik, videoposnetkov, 3D modelov in ostalih vsebin, hkrati pa zagotavlja go-
vorno komunikacijo v realnem cˇasu s prostorskim zvokom. Ker temelji na A-Frame in
posledicˇno na WebVR (kmalu WebXR) standardu lahko v navidezno resnicˇnost vsto-
pijo vsi lastniki ocˇal VR, hkrati pa se prilagaja vsem ostalim napravam – namiznim
racˇunalnikom ter mobilnim napravam, da lahko v isti 3D svet vstopijo vsi, ne glede na
napravo [98]. Omrezˇna topologija na Mozilla Hubs locˇuje promet med govonimi/video
Slika 5.13: Mozilla Hubs. [98]
komunikacijami (SFU - Selective Forwarding Unit arhitekturo WebRTC preko Janus
vticˇnika, ki poteka preko centraliziranega strezˇnika) in komunikacijami o okolju (Pho-
enix kanali med vsemi uporabniki preko WebSockets tehnologije). Ni povezav peer-
to-peer. Igralno medmrezˇenje uporablja networked-aframe knjizˇnico, za konsistentno
stanje pa uporabljajo postgresql bazo s serializacijo v JSON formatu. Simulacija fizi-
kalnosti in detekcije trkov se izvaja na odjemalcih, zato Mozilla Hubs ni primeren za
visokodinamicˇne videoigre [98]. Za vse, ki zˇelijo ustvariti sobo v Mozilla Hubs je na
voljo orodje Spoke, ki je vgrajen graficˇni vmesnik za izgradnjo 3D scene s slikami, vi-
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Na zmogljivost upodabljanja 3D elementov brskalnika vpliva vecˇ faktorjev. Glavni
cilj tega diplomskega dela je bilo raziskati kako optimizirati elemente, ki bolj ali manj
vplivajo na zmogljivost strojne opreme za upodabljanje “v realnem cˇasu” - kako delujeta
enoti CPU in GPU (kako se to odrazˇa na sˇtevilo izrisanih okvirjev na sekundo) in kaksˇen
je vpliv omrezˇne arhitekture na zakasnitve v vecˇuporabniˇski izkusˇnji. V ta namen sem
eksperimentalni del razdelil v sˇtiri kategorije optimizacije:
1. Geometrija 3D modela
2. Sˇtevilo klicev za izris
3. Osvetljevanje materialov
4. Omrezˇna arhitektura
Prve tri kategorije se nanasˇajo na zmogljivost izrisovanja 3D scene. Navidezna re-
snicˇnost namrecˇ zahteva dvojni izris scene za stereografski efekt, ter hitrost izrisovanja
vsaj 90 okvirjev na sekundo, da se preprecˇijo negativni vplivi slabosti v navidezni re-
snicˇnosti. Zaenkrat je vecˇina brskalnikov na mobilnih napravah omejenih na osvezˇevanje
pri 60 Hz, kar pomeni, da je 60 okvirjev na sekundo najbolj optimalno sˇtevilo za iz-
risovanje scen za njih. Za razliko od mobilnih naprav, vecˇina racˇunalnikov ter VR
ocˇal zlahka dosezˇe ciljnih 90 okvirjev na sekundo, kar je priporocˇena meja za dobro
uporabniˇsko izkusˇnjo v navidezni resnicˇnosti.
Izpostaviti sem zˇelel stvari, na katere morajo biti pozorni razvijalci spletnih apli-
kacij navidezne resnicˇnosti, cˇe zˇelijo dosecˇi ciljno vrednost okvirjev na sekundo na cˇim
vecˇ napravah, tudi tistih z slabsˇo strojno opremo, pri cˇemer sem sklepal, da so si tehno-
logije uporabljene v spletnih aplikacijah navidezne resnicˇnosti zelo podobne z ostalimi
tehnologijami 3D racˇunalniˇskih grafik.
Zadnja kategorija, vrsta omrezˇne arhitekture, je namenjena ugotavljanju razlik med
dvema vrstama protokolov, ki sluzˇita za izmenjavo podatkov med uporabniki, ki se
nahajajo znotraj spletne aplikacije.
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6.1 Hipoteze in raziskovalna vprasˇanja
1. Zmogljivost izrisovanja je pocˇasnejˇsa na scenah s kompleksno geometrijo,
2. Zmogljivost izrisovanja je hitrejˇsa z manj klici za izris,
3. Zmogljivost izrisovanja je hitrejˇsa z uporabo manjˇsega sˇtevila lucˇi in materialov,
4. Omrezˇna latenca v deljenih okoljih navidezne resnicˇnosti je viˇsja na arhitekturi
strezˇnik-odjemalec, kot arhitekturi peer-to-peer.
Glavni cilj izdelave aplikacije navidezne resnicˇnosti na spletu je bilo spoznati “ozka
grla” ter resˇitve, s katerimi jih lahko optimiziramo. Pri tem je pomembno, da pri
vecˇuporabniˇskih 3D aplikacijah locˇujemo 2 vrsti zakasnitev: zakasnitve izrisovanja na
napravi, ki prihaja iz cˇasa za racˇunanja okvirjev, ter omrezˇno latenco, ki je cˇas, da
informacija preko omrezˇja prispe od enega do drugega uporabnika. Poiskati sem zˇelel
odgovore na vprasˇanja: Kako kompleksni so lahko 3D modeli v sceni? Kako naj bo
zgrajena 3D scena - z locˇenimi elementi ali z zdruzˇenimi? Kako realisticˇni so lahko
materiali? In kaksˇna je razlika med omrezˇnimi arhitekturami?
6.2 Izbira knjizˇnice
Prvi korak je bila izbira Javascript knjizˇnice, ki poenostavi delo z vmesnikom Web-
VR/XR API, kot tudi delo z izrisom 3D grafik, saj kode ni potrebno pisati v okolju
WebGL. Faktorji, ki so vplivali na izbiro so sledecˇi:
 knjizˇnica in njena dokumentacija sta aktivno posodabljani,
 omogocˇa dostop med visoko in nizkonivojsko strukturo,
 je odprtokodna in
 omogocˇa preprosto spreminjanje parametrov v demo scenah.
Ocenil sem, da je najprimernejˇsa knjizˇnica A-frame, ki deluje kot ovojnica na prilju-
bljeni knjizˇnici Three.js. To je pomenilo, da bo razvoj 3D scene potekal tako s HTML,
kot z Javascript programskim jezikom.
6.3 Zmogljivost izrisovanja
6.3.1 Metodologija
Pristop, ki sem ga izbral je bil, da sem najprej ocenil, kaj so potencialni faktorji,
ki vplivajo na hitrost graficˇnega cevovoda – kompleksnost modelov v sceni, sˇtevilo
modelov, materiali, sˇtevilo lucˇi, velikost in sˇtevilo tekstur. . . Izmed njih sem izbral
tiste, ki so bili najbolj pomembni, da ustvarim optimizirano aplikacijo sprehoda po
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prostoru dopolnjenega z multimedijskimi elementi, ki bo tekocˇe delovala na vseh
napravah. Za vsakega izmed njih sem z izbrano JavaScript knjizˇnico izdelal preprosti
demo sceni: kompleksno in optimizirano, v katerih sem meril izbrane metrike in preko
njih ocenjeval orodje, ki sem ga uporabil pri optimizaciji. Ucˇinke optimizacij sem zˇelel
primerjati tudi med razlicˇno zmogljivimi napravami. Ocenil sem da so ciljne naprave za
spletne strani navidezne resnicˇnosti najpogosteje mobilne naprave, osebni racˇunalniki
ter ocˇala za navidezno resnicˇnost. Veliko pozornosti sem namenil mobilnim napravam
zaradi lazˇjega dostopa ter tudi zaradi velikih razlik v procesorski zmogljivosti, ki
zahtevajo bolj podrobno obravnavo. Delo z VR ocˇali mi je bilo omogocˇeno zahvaljujocˇ
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Tabela 6.1: Naprave uporabljene za izvedbo meritev.
Odvisne spremenljivke: FPS, popolni cˇas nalaganja strani, obremenitev GPU, obre-
menitev CPU
Neodvisne spremenljivke: Naprave (razlicˇne zmogljivosti naprav), zahtevnost
scene–sˇtevilo ploskev na 3D modelu, sˇtevilo klicev za izris, vrsta osvetljevanja materi-
alov na objektih
Spremljanje vseh sˇtirih odvisnih spremenljivk na vseh uporabljenih platformah se
je izkazalo za zahteven izziv. FPS sem si zadal kot primarno metriko, ki sem jo zˇelel
izmeriti na vseh. Z merjenjem cˇasa nalaganja strani sem zˇelel ugotoviti vpliv optimiza-
cijskih orodij na to spremenljivko. Pri vecˇjih datotekah in slabsˇih internetnih povezavah
se lahko sˇe zgodi, da cˇas nalaganja strani zelo poslabsˇa uporabniˇsko izkusˇnjo, zato sem
se odlocˇil na eni izmed naprav (manj zmogljivem telefonu) nadzorovati sˇe spremembo
cˇasa nalaganja pred in po optimizaciji. Sklepam, da se ta vpliv pojavi na vseh plat-
formah. Podoben pristop sem ubral sˇe pri nadzorovanju obremenitve GPU in CPU -
nadzorovanje sem izvedel tam, kjer je bilo to najlazˇje – na Windows racˇunalniku.
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6.3.2 Izvedba
Za razvoj spletne aplikacije sem v lokalnem omrezˇju izdelal strezˇnik Node.js, ki mi
je omogocˇil, da gostujem spletno aplikacijo na napravi – na prenosnem racˇunalniku
in da lahko do nje dostopam preko lokalnega omrezˇja sˇe z ostalimi napravami. Nje-
gov API ima zˇe vgrajene nekatere ostale Javascript knjizˇnice imenovane moduli, ki
omogocˇajo ustvarjanje dinamicˇnih spletnih strani. Ena izmed taksˇnih modulov sta
HTTP in HTTPS. Namestitev strezˇnika se izvede z ukazom npm init, ki ustvari dato-
teko package.json, ki se nahaja v glavni mapi strezˇnika in vsebuje razlicˇne metapodatke
o aplikaciji, med drugim tudi vse dodatne module ali “dependencies”, ki jih potrebuje
za svoje delovanje. Dodatna modula, ki sem ju uporabil sta Socket.io in Express. Soc-
ket.io bo potreben za implementacijo medmrezˇne komunikacije, Express pa je modul,
ki poenostavi postavitev spletnega strezˇnika in nato na dolocˇenih vratih poslusˇa ter
odjemalcem vracˇa zahtevane odgovore. Node.js namrecˇ ne predpisuje nacˇina, kako naj
bo aplikacija zgrajena in uporabljena, zato Express poenostavi dolocˇene funkcionalno-
sti, kot je usmerjanje URL zahtev odjemalcev. V strezˇniˇski aplikaciji podobno kot do
ostalih modulov, dostopamo do Express ogrodja z require(’express’) funkcijo.
Naslednji korak je bilo programiranje spletnih strani, ki jih bo gostoval strezˇnik.
Knjizˇnico A-Frame je najlazˇje vkljucˇiti v HTML stran preko oznake <script>, ki se
nahaja znotraj glave HTML dokumenta ali z namestitvijo npm modula.
Oznaka <a-scene> ima na voljo vecˇ atributov, eden izmed njih je stats, ki ustvari
okno s trenutnim sˇtevilom FPS in ostalimi statisticˇnimi podatki o sceni – cˇas izrisovanja,
sˇtevilo tekstur, geometrij, trikotnikov, klicev za izris, cˇas da se scena zacˇne nalagati, itd.
Merjenje sˇtevila FPS sem zˇelel bolj avtomatizirati, predvsem za lazˇje merjenje na vseh
napravah, za kar sem najprej poskusil orodje Chrome Devtools za oddaljene naprave in s
snemanjem izvajanja spletne strani. Izkazalo se je, da to orodje ne podpira vseh naprav,
ki sem jih imel na voljo za eksperiment, zato sem se odlocˇil za drug pristop. Uporabil
sem knjizˇnico stats.js, ki izracˇuna sˇtevilo FPS na podlagi uspelih poskusov funkcije
requestAnimationFrame(), ki se po navadi klicˇe s frekvenco 60 klicev na sekundo, oz. s
frekvenco osvezˇevanja zaslona. Ustvaril sem skripto, ki ta sˇtevila povprecˇi v eni minuti
merjenja, in jih izpiˇse na zaslon. Meritve sem nato vecˇkrat izvedel za vsako preucˇevano
sceno in na vseh omenjenih napravah.
Vse opazovane platforme omogocˇajo pregled 3D scene v ali izven VR nacˇina.
Avtomatsko merjenje je bilo enostavnejˇse v nacˇinu izven VR nacˇina. Da sem preveril
zmogljivost izrisovanja v nacˇinu VR, sem v sceno dodal <a-text> komponento, ki
je izpisovala sˇtevilo FPS v nacˇinu VR. Merjenja sem izvajal na istem mestu v sceni
in s podobnim vidnim poljem kamere. Na vseh napravah, razen VR ocˇal, sem za
dostop do spletne aplikacije uporabil brskalnik Google Chrome v nacˇinu incognito, da
sem preprecˇil vpliv upocˇasnjevanja brskalnika zaradi drugih vplivov (npr. razsˇiritve).
Na VR ocˇalih je bil uporabljen brskalnik Firefox Nightly. Da je lahko WebXR API
dostopal do senzorskih podatkov (zˇiroskopa za usmerjanje pogleda), sem na lokalni
razlicˇici aplikacije implementiral sˇe varnejˇsi HTTPS protokol.
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predpomnenje ali pa z oznako <a-entity>, ki vsebuje atribut gltf-model z vrednostjo
identifikatorja. Uporabljen .glb model ni vseboval scenskih elementov (lucˇi, kamer),
imel pa je uporabljena 2 standardna BSDF materiala iz Blender nabora sencˇilnikov z
razlicˇnima barvama. Pred izvozom modela je bilo potrebno vso geometrijo poenotiti v
en objekt.
BLENDER DECIMATE
Prva razlicˇica modela je vsebovala kompleksno geometrijo – 227.444 ogliˇscˇ in 75.860
ploskev, oz. trikotnikov, ko je bil model izvozˇen. Pogosto se pri projektih, kjer 3D
modelov ne ustvarjajo razvijalci iger ali spletni razvijalci namrecˇ zgodi, da so 3D modeli
prevecˇ kompleksni in z veliko nepotrebne geometrije, kar posledicˇno trati sistemske vire
ali upocˇasnjuje delovanje. Ena izmed preprostejˇsih resˇitev je, da uporabimo orodja, ki
poenostavijo geometrijo. Pri tem eksperimentu sem uporabil modifikator Decimate v
programu Blender. Bleder Decimate zmanjˇsa sˇtevilo ploskev in ogliˇscˇ in pri tem kar se
da ohranja obliko 3D modela. Uporabil sem collapse nacˇin, ki za vneseni faktor zmanjˇsa
sˇtevilo ploskev modela tako, da zdruzˇi ogliˇscˇa in ohranja njegovo obliko. To orodje sicer
ni priporocˇljivo, ko so za izgled modela potrebne vse ploskve. V ustvarjenem modelu so
namrecˇ obmocˇja krosˇenj dreves na maketi, ki so vsebovala mnogo ploskev popolnoma
izginila pri zelo nizkem faktorju poenostavitve kompleksnosti geometrije. V primerih,
ko zˇelimo ohraniti obliko s cˇim manjˇsim sˇtevilom ploskev, je priporocˇljivo kombinirati
vecˇ razlicˇnih pristopov optimizacije. Krosˇnje dreves sem tako po uporabljenem orodju
decimate s faktorjem 0.2 zamenjal za preprostejˇso obliko, ki je prispevala veliko manj
geometrije. Hkrati sem odstranil vso nevidno geometrijo na maketi, kot na primer stene
v notranjosti modela. Tako mi je uspelo 3D model optimizirati na 862 trikotnikov brez
















Meritev 1 26.87 59.92 59.99 68.38 5.69
Meritev 2 28.51 59.92 60 64.86 6.6
Meritev 3 26.93 59.97 59.89 64.86 4.79
Meritev 4 28.38 59.95 60.02 65.53 4.06
Meritev 5 28.53 59.99 60.02 65.55 3.85
Povprecˇje 27.84 Hz 59.95 Hz 59.98 Hz 65.84 Hz 4.99 s
St. odklon σ 0.77 0.03 0.05 1.3 1.03 s
Tabela 6.2: OPTIMIZACIJA 1: Kompleksen model.
V nacˇinu VR je pri obeh modelih FPS na slabem telefonu znasˇal od 5 do 10 vecˇ.
Na ostalih napravah sta oba modela dosegala maksimalno sˇtevilo okvirjev na sekundo.















Meritev 6 35.98 59.94 60.04 67.39 1.32
Meritev 7 36.06 59.93 59.99 67.63 1.23
Meritev 8 35.52 59.97 60.04 66.65 1.09
Meritev 9 35.97 60 59.99 66.79 1.35
Meritev 10 37.31 59.99 60.02 69.69 1.11
Povprecˇje 36.17 Hz 59.97 Hz 60.02 Hz 67.63 Hz 1.22 s
St. odklon σ 0.6 0.03 0.02 1.09 0.1 s
Tabela 6.3: OPTIMIZACIJA 1: Optimiziran model.
6.3.3.2 Razprava
Visoko detajlni 3D modeli v brskalnikih povzrocˇijo upocˇasnitve nalaganja in izrisovanja
3D scene. Tako kompleksen kot optimiziran model sta delovala gladko na racˇunalniku,
dobrem telefonu in ocˇalih VR (maksimalnih 72 okvirjev na sekundo so dosegla v VR
nacˇinu in ne v nacˇinu brskalnika, najverjetneje zaradi delovanja brskalnika in velikosti
HTML platna). Zelo pocˇasno izrisovanje modela sem zabelezˇil na slabsˇem telefonu,
zaradi obremenitve procesiranja geometrije.
S spremljanjem obremenitve enot CPU in GPU sem ugotovil, da vecˇino racˇunskih
operacij opravi enota GPU. Njena zasedenost je pri obeh znasˇala priblizˇno polovico, a
je na kompleksnem modelu porabila priblizˇno 5% vecˇ svoje zmogljivosti. Visoko sˇtevilo
okvirjev na sekundo je tako mocˇno povezano z zmogljivostjo graficˇno procesne enote, ki
iz binarnih podatkov, ki jih dobi iz centralno procesne enote CPU ustvari 3D sliko, jo
rasterizira, ter doda lucˇi in barve. 3D scena je namrecˇ sestavljena iz trikotnikov ali po-
ligonov, ki jih mora GPU preko racˇunskih operacij cˇim hitreje zapolniti in prikazati na
2D zaslonu naprave in ko je teh zelo veliko, se cˇas izrisovanja povecˇa. Za slabsˇe graficˇne
procesne enote, pogoste na mobilnih napravah, je tako priporocˇljiva uporaba modelov
z manj detajli, ali resˇitve kot so teksture normal za ustvarjanje iluzije kompleksnih de-
tajlov. Z optimizacijo 3D modela sem na najslabsˇi mobilni napravi dosegel 36 okvirjev
na sekundo, kar je z vidika percpecije opazna razlika. Na ostalih napravah se izdelana
modela izrisujeta dovolj hitro, razlika je le v malenkost vecˇji obremenjenosti enote GPU
za kompleksen model. Za razvijalce spletne navidezne resnicˇnosti je priporocˇljivo, da
omejijo kompleksnost 3D scen skladno s ciljnimi napravami, kar je za razliko od do-
morodnih aplikacij, kjer lahko vnaprej zagotovimo, da ima uporabnik dovolj zmogljivo
napravo precej tezˇje ali celo nemogocˇe. Prirocˇnik Unity za Oculus za mobilne naprave
priporocˇa do 100.000 trikotnikov na okvir (do 50.000 na oko) in za racˇunalnike do 1
ali 2 milijona trikotnikov [100, str. 63]. Sˇtevilo trikotnikov je sicer tesno povezano sˇe
z ostalimi dejavniki, ki lahko bistveno bolj upocˇasnjujejo izrisovanje. Posledicˇno ob
odstranitvi trikotnikov odstranimo sˇe ostale racˇunsko zahtevne elemente scene. Cˇe je
sencˇilnik ogliˇscˇ na enoti GPU prevecˇ obremenjen se lahko nekatere naloge prenesejo na
enoto CPU (tehnika imenovana “CPU skinning”). Racˇunske zmogljivosti se razlikujejo
od naprave do naprave, a pocˇasi postajajo vse manjˇsi problem. Priporocˇene sˇtevilke
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ki znotraj inicializacije dostopa do A-Frame scene preko HTML elementa <a-
scene>. V zanki se na sceno na nakljucˇne pozicije nato 1000-krat doda objekt
THREE.BoxBufferGeometry(), ki je preprosta referencˇna kocka sestavljena iz 12
trikotnikov.
Komponenta kompleksne scene
1 AFRAME.registerComponent(’geometries ’, {
2 init: function () {
3 var scene = document.querySelector(’a-scene’);
4
5 for ( var i = 0; i < 1000; i ++ ) {
6 // V zanki ustvarjaj THREE.Geometry
7 var geometry = new THREE.BoxBufferGeometry( 0.1, 0.1, 0.1 );
8 geometry.rotateY(Math.random ()*Math.PI*2);
9 geometry.applyMatrix( new THREE.Matrix4 ().makeTranslation(
generateRand (-2,2), generateRand (0,4), generateRand (-3,-7)));
10
11 // Objektu dodaj material
12 var material = new THREE.MeshStandardMaterial ();
13 material.color.setHex(Math.random () * 0xffffff);
14 var mesh = new THREE.Mesh(geometry , material);
15





Sceno sem zˇelel optimizirati tako, da bi enako sˇtevilo objektov na kompleksni sceni
zdruzˇil v en sam objekt in s podobno nakljucˇnimi pozicijami. V ta namen sem
uporabil razred Three.js BufferGeometryUtils, ki zdruzˇi vecˇ geometrij v eno samo
geometrijo. Tako je scena prakticˇno identicˇna, z istim sˇtevilom trikotnikov, a v obliki
enega objekta. Problem pri taksˇni tehniki je manipulacija posameznih geometrij, saj
si otezˇimo spreminjanje materialov ali tekstur na posameznih geometrijah.
Komponenta optimizirane scene
1 AFRAME.registerComponent(’merged -geometry ’, {
2 init: function () {
3 var scene = document.querySelector(’a-scene’);
4 var cubes = []
5 var geo = new THREE.BoxBufferGeometry( 0.1, 0.1, 0.1 );
6
7 for ( var i = 0; i <1000; i ++ ) {
8 var geometry = geo.clone() // kopiranje
9 geometry.rotateY(Math.random ()*Math.PI*2);
10 geometry.applyMatrix( new THREE.Matrix4 ().makeTranslation(
generateRand (-2,2), generateRand (0,4), generateRand (-3,-7)));
11 cubes.push(geometry)
12 }
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13 var geometriesCubes = THREE.BufferGeometryUtils.
mergeBufferGeometries(cubes); // poenotenje v 1 objekt
14
15 var mesh = new THREE.Mesh(geometriesCubes , new THREE.
MeshStandardMaterial ({color: 0x718898 }));



















Meritev 1 16.7 43.49 52 10.24 2.38
Meritev 2 17.1 42.94 35.54 11.37 2.39
Meritev 3 17.04 43.1 46.48 10.51 2.6
Meritev 4 16.76 42.32 43.48 10.24 2.24
Meritev 5 17.6 40.64 45.13 10.64 2.29
Povprecˇje 17.04 Hz 42.45 Hz 44.53 Hz 10.6 Hz 2.38 s
St. odklon σ 0.32 1 5.38 0.42 0.12 s















Meritev 6 30.17 59.64 58.74 68.79 2.26
Meritev 7 29.97 59.65 60.05 70.79 1.35
Meritev 8 30.04 59.62 60.05 66.3 1.52
Meritev 9 30.28 59.65 59.83 67.24 1.55
Meritev 10 29.49 59.6 59.37 63.95 1.3
Povprecˇje 29.99 Hz 59.63 Hz 59.61 Hz 67.41 Hz 1.59 s
St. odklon σ 0.27 0.02 0.5 2.3 0.35 s
Tabela 6.5: OPTIMIZACIJA 2: Optimizirana scena.
V nacˇinu navidezne resnicˇnosti je v kompleksni sceni FPS na slabem telefonu znasˇal
pribl. 10 Hz manj, na optimizirani pa pribl. 5 Hz vecˇ. V nacˇinu VR je v kompleksni
sceni FPS na VR ocˇalih znasˇal pribl. 6 Hz, na optimizirani pa maksimalnih 72 Hz.
Pri spremljanju CPU in GPU obremenitve na racˇunalniku, je scena s 1000 klici za izris
obremenila enoto CPU za 20-30% vecˇ in enoto GPU za 10% vecˇ od scene z enim klicem
za izris.
Na predlog mentorja, sem za referenco, izvedel sˇe testiranje sˇtevila klicev na zelo
zmogljivem namiznem racˇunalniku (procesor: Intel Core i7-6700K, graficˇni procesor:
NVIDIA GeForce GTX 1060, SSD disk) na katerega so bila prikljucˇena ocˇala Oculus
Rift S. Na obeh scenah je sˇtevilo FPS doseglo 60 (razlaga v diskusiji).
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Ob spreminjanju sˇtevila izvedenih zank me je zanimalo sˇe sˇtevilo klicev za izris, ki
jih lahko naprave premorejo nad mejo 30 okvirjev na sekundo, kar je sicer dovolj za
animacije na navadnih zaslonih a ne za navidezno resnicˇnost. V kompleksni sceni sem
spreminjal sˇtevilo kock, ki je enako sˇtevilu klicev za izris (400, 1500. . . ). V optimizirani



































Tabela 6.6: Sˇtevila kock v sceni na meji izrisovanja s 30 Hz.
*Postavitev mej za optimizirano sceno (1 klic) je bolj kot s sˇtevilom geometrij bilo omejeno z izvajanjem zahtevne
skripte. Z viˇsanjem sˇtevila kock se je preden sem zabelezˇil upad hitrosti izrisovanj, na neki tocˇki sesul brskalnik
ali pa se je strani iztekel cˇas. Sˇtevila, oznacˇena v tabeli predstavljajo sˇtevilo kock, pri katerih se je brskalnik
sesul, a so hitrosti izrisa pred tem sˇe vseeno dosegale visoke vrednosti.
6.3.4.2 Razprava
Sˇtevilo klicev za izris predstavlja sˇtevilo zahtev, ki so poslane na enoto GPU, da izriˇse
sceno na ekran. Predstavlja sˇtevilo skupin poligonov, ki imajo isti material – en objekt
z dvema materialoma pomeni torej dva klica. Sˇtevilo klicev za izris ima po navadi vecˇji
vpliv na zmogljivost kot sˇtevilo trikotnikov, sˇe posebej na mobilnih napravah. Najmanj
klicev za vzdrzˇevanje hitrosti nad 30 Hz je od testiranih naprav premogel Oculus Quest.
Prav tako je najpocˇasneje izrisoval sceno z 1000 klici. S tem ocenjujem, da je Oculus
Quest najbolj obcˇutljiv na sˇtevilo klicev v sceni, najverjetneje zaradi ozkega grla na
centralno procesni enoti. Cˇeprav je manj zmogljiv telefon premogel 100-200 klicev vecˇ,
pa je v primeru poenotene geometrije (1 klica in istega sˇtevila trikotnikov), Oculus
Quest prehitel slabsˇi telefon, saj je ozko grlo v tem primeru zmogljivost graficˇnega
procesorja, ki je na telefonu najslabsˇa.
Pomembno je tudi poudariti, da na napravah, kot so telefoni in racˇunalniki, br-
skalniki uporabljajo funkcijo vertikalnega sinhroniziranja VSync. Ta tehnologija sin-
hronizira hitrost izrisovanja okvirjev na frekvenco osvezˇevanja zaslona. To pomeni,
da v primerih, ko sta enoti CPU in GPU dovolj hitri, njuno delovanje zavira hitrost
osvezˇevanja slike na zaslonu in preprecˇuje, da bi se naenkrat na zaslonu pojavila 2
razlicˇna okvirja (efekt trganja zaslona, “screen tearing”). Hitrost izrisovanja s 60 Hz,
ki se vecˇkrat pojavi v rezultatih, bi lahko bila viˇsja, a brskalniki uporabljajo VSync.
V tem poglavju sem odkril, da je to velika slabost na sistemih, kjer ocˇala za navide-
zno resnicˇnost uporabljajo brskalnik na zelo zmogljivem racˇunalniku. VR ocˇala Rift
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S imajo namrecˇ frekvenco osvezˇevanja zaslona 80Hz, a brskalnik na racˇunalniku omeji
hitrost izrisa na 60 Hz. VSync mi je uspelo izklopiti na racˇunalniku Lenovo, kjer se je
optimizirana scena tega poglavja (12.000 trikotnikov) izrisovala s 100 FPS. Vsync sicer
ostaja zloglasen problem spletnih brskalnikov, saj ga redki implementirajo pravilno.
Iz dobljenih rezultatov lahko izpeljemo nekatere zakljucˇke. Za nizko zmogljive na-
prave je priporocˇljivo, da se sˇtevilo klicev giblje med 100 in 300, medtem ko lahko
naprave z bolj zmogljivimi procesorji (npr. racˇunalniki) dovolj hitro izrisujejo po ne-
kaj 1000 klicev. Cˇe je v sceni veliko razlicˇnih staticˇnih objektov in si lahko delijo
material, je priporocˇljivo da se zdruzˇijo v en sam objekt, kar pomeni 1 klic na GPU
za izris. Z nizˇanjem tega sˇtevila razbremenimo zˇe tako zaposleni procesor. Cˇe je v
sceni objekt in zˇelimo izrisati vecˇje sˇtevilo njegovih kopij – z isto geometrijo kot na
primer trava, drevesa ali zgradbe lahko uporabimo tehniko “Geometry instancing”, ki
ga podpira Three.js z razredom InstancedMesh. Zmanjˇsanje klicev je mogocˇe tudi s
tehniko imenovano “Object Pooling”, ki je komponenta podprta neposredno v A-Frame
in se uporablja pri recikliranju starih objektov v dinamicˇnih scenah, da jih ni potrebno
kreirati in unicˇevati.
Optimizirana scena se je v brskalniku odprla sekundo hitreje kot kompleksna. Po
pregledu ucˇinkovitosti JavaScipt kode z orodjem Developer tools sem odkril razlog. Za
razliko od prejˇsnjega poglavja, kjer je razliko povzrocˇala velikost datoteke 3D modela,
je v tem primeru razlog za upocˇasnitev izvajanje JavaScript kode. Razlika med kom-
pleksno in optimizirano sceno je bilo v sˇtevilu klicev funkcije scene.object3D.add(), ki
na A-Frame sceno doda 3D objekt. Klic te funkcije v vecˇji zanki opazno upocˇasni
nalaganje strani. V optimizirani razlicˇici se kocke sproti shranijo v zbirko in na koncu
zdruzˇijo v en objekt z enim klicem funkcije. Zanke v programski kodi mocˇno upocˇasnijo
nalaganje strani, in so ob vecˇanju sˇtevila kock celo sesule brskalnik.
6.3.5 OPTIMIZACIJA 3: Osvetljevanje materialov
A-FRAME MATERIALI
Vsak primitivni objekt ustvarjen z A-Frame knjizˇnico uporablja standardni Three.js
PBR material, ki uporablja Phongov model sencˇenja. Na podlagi normal ploskev,
pozicije lucˇi in kamere ter ostalih lastnosti materiala se v sencˇilniku fragmetov in-
terpolira barva vsakega fragmenta, ki je izrisan na zaslon in pripada tej ploskvi.
A-Frame poleg standardnega materiala podpira sˇe flat material, ki je pod pokro-
vom THREE.MeshBasicMaterial, na katerega osvetlitev v sceni ne vpliva. Do ostalih
nacˇinov osvetljevanja povrsˇin lahko dostopamo preko komponent s Three.js materiali:
MeshPhongMaterial, MeshLambertMaterial, MeshNormalMaterial. . . Razlicˇno hitro
racˇunanje je odvisno tudi od vrste in sˇtevila lucˇi - SpotLight, PointLight in Directi-
onalLight so bolj racˇunsko zahtevne. Ko sem v A-Frame sceno vstavil vecˇjo ravnino
sem opazil, da se je hitrost izrisovanja mocˇno zmanjˇsala na manj zmogljivem telefonu,
kljub majhnemu sˇtevilu lucˇi v sceni. Ugotovil sem, da se hitrost izrisa zelo zmanjˇsa
ko ravnina pokrije vecˇje vidno polje, kar najverjetneje pomeni obremenjenost sencˇilnik
















Meritev 1 4.15 59.2 56.59 62.63 2.07
Meritev 2 4.15 58.99 54.95 60.88 1.91
Meritev 3 4.16 59.22 55.65 60.21 2.39
Meritev 4 4.15 59.21 54.19 60.48 2.15
Meritev 5 4.14 58.98 57.4 61.52 2.18
Povprecˇje 4.15 Hz 59.12Hz 55.76 Hz 61.14 Hz 2.14 s
St. odklon σ 0.006 0.11 1.14 0.86 0.16 s















Meritev 6 59.98 59.76 59.94 67.1 10.87
Meritev 7 59.99 59.67 59.97 67.09 9.76
Meritev 8 59.93 59.75 59.97 66.32 11.86
Meritev 9 59.99 60.04 59.97 66.79 12.46
Meritev 10 59.91 59.74 60.05 67.31 14.26
Povprecˇje 59.96 Hz 59.79 Hz 59.98 Hz 66.92 Hz 11.84 s
St. odklon σ 0.03 0.13 0.04 0.34 1.51 s
Tabela 6.8: OPTIMIZACIJA 3: Optimizirana scena.
6.3.5.2 Razprava
V primerih, ko je ozko grlo 3D aplikacije sˇtevilo slikovnih pik, ki jih mora graficˇni proce-
sor zapolniti, morajo razvijalci z razumevanjem delovanja graficˇnega cevovoda poiskati
alternative. Scene, kjer vecˇji del vidnega polja pokrivajo ploskve (npr. sobe), lahko
zelo obremenijo osencˇevalnik slikovnih pik. To je v kompleksni sceni povzrocˇilo opazne
padce hitrosti izrisovanja na manj zmogljivem telefonu, racˇunalniku in VR ocˇalih.
Na optimizirani sceni je bilo odstranjeno prakticˇno vso racˇunsko kompleksno izri-
sovanje v realnem cˇasu in sicer z opticˇno iluzijo. Dosegli smo bistveno pohitritev na
napravi s slabsˇim graficˇnim procesorjem. Pri tem je potrebno poudariti, da na zmo-
gljivost vpliva tudi locˇljivost zaslona. Cˇe ima aplikacija ozko grlo pri zapolnjevanju
slikovnih elementov, lahko ugotovimo preprosto tako, da pomanjˇsamo okno brskalnika
in s tem velikost HTML platna. Bolj zmogljiva mobilna naprava (Apple Iphone) ima
manjˇso locˇljivost zaslona (750x1334), kar je za hitrost izrisovanja prednost, manj pa za
uporabniˇsko izkusˇnjo v VR. Njeno hitro izrisovanje kompleksne scene zato pripisujem
manjˇsi locˇljivosti zaslona. Racˇunalnik ima locˇljivost slikovnih pik 1920x1080 in zaradi
tega je hitrost zapolnjevanja pocˇasnejˇsa.
Najopaznejˇsa omejitev pri uporabljeni tehniki pecˇenja tekstur je popacˇitev izgleda
ploskve zaradi zapisa teksture v obliki slike. Manjˇsa locˇljivost tekstur pomeni slabsˇo
kvaliteto preslikave teksture na ploskvo, predvsem na objekte v sceni, ki so vecˇji.
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Resˇitev so lahko kvalitetnejˇse teksture, a z njimi se povecˇa cˇas pecˇenja s 3D programi
in tudi cˇas nalaganja ter izrisovanja v aplikaciji. Kot je razvidno iz rezultatov, vecˇje
slikovne datoteke izrazito podaljˇsajo cˇas nalaganja strani. Drugi problem je izguba od-
bojnosti lucˇi materiala – pozicija odbojev lucˇi se ne spreminja s spreminjanjem pozicije
opazovalca. To pomeni sˇe eno opazno razliko pri izgledu objektov med PBR osvetlitvijo
in zapecˇenimi teksturami. Priporocˇljivo je, da se pecˇenje tekstur uporabi le za staticˇne
predmete ter lucˇi v sceni.
6.4 OPTIMIZACIJA 4: Vpliv omrezˇne arhitekture
6.4.1 Metodologija
Pri opazovanju vpliva omrezˇne arhitekture in protokolov sem zˇelel preucˇiti vpliv
arhitekture vecˇuporabniˇske aplikacije na omrezˇno latenco na aplikacijskem nivoju.
Preucˇevanje latence sem najprej skusˇal meriti s QoE metrikami na testnih uporab-
nikih na daljavo, a sem nato raje ubral bolj kvantitativne metode merjenja latence,
predvsem zaradi cˇasovne omejitve in tezˇav pri zagotavljanju konstantnih spremenljivk;
sinhronizacija cˇasu na vecˇ napravah, delovanje na razlicˇnih operacijskih sistemih, vr-
stah brskalnikov. . . Meritve latence so bile izvedene na aplikacijskem nivoju in sicer z
gostovanjem aplikacije na strezˇniku povezanemu na lokalnem brezzˇicˇnem omrezˇju, ter




Za razsˇiritev A-Frame aplikacije z vecˇuporabniˇsko izkusˇnjo sem uporabil odpr-
tokodno Networked A-Frame ogrodje razvijalca Hayden James Lee (dostopno na
https://github.com/networked-aframe/networked-aframe). Networked-Aframe deluje
tako, da sinhronizira entitete in njihove komponente med uporabniki na istem spletnem
naslovu. A-Frame sceni je potrebno dodati komponento networked-scene. Pomemben
argument vecˇuporabniˇske scene, ki sem ga v tem eksperimentu zˇelel raziskati je adap-
ter, ki dolocˇi vrsto medmrezˇne arhitekture za izmenjevanje podatkov med povezanimi
entitetami. Zanimala me je razlika v hitrosti med dvema vrstama omrezˇne arhitekture:
centralizirana strezˇniˇska z WebSockets ter omrezˇje enakovrednih cˇlenov peer-to-peer
arhitektura z WebRTC tehnologijo. Omrezˇna scena in avatar se definirata:







6.4 OPTIMIZACIJA 4: Vpliv omrezˇne arhitekture 79
sistemskih cˇasov lahko daje napacˇne rezultate. Za bolj pravilne rezultate sem pred mer-
jenjem sistemske ure vseh naprav sinhroniziral z omrezˇnim cˇasovnim protokolom NTP,
na isti strezˇnik (time.windows.com). Kljub temu sinhronizacija z NTP ne zagotavlja
natancˇnosti na milisekundo natancˇno. Mozˇna odstopanja tudi do priblizˇno 100 ms.
Lokalni strezˇnik Oddaljeni strezˇnik
Racˇ1Racˇ2 Racˇ2Racˇ1 Racˇ1Strezˇnik Racˇ1Racˇ2 Racˇ2Strezˇnik Racˇ2Racˇ1
71 ms 10 ms 134 ms 54 ms 144 ms 41 ms
69 ms 6 ms 133 ms 36 ms 145 ms 31 ms
74 ms 8 ms 135 ms 37 ms 141 ms 31ms
71 ms 20 ms 135 ms 35 ms 144 ms 35 ms
Tabela 6.9: Rezultati testa ping med napravami.
Meritve so bile najprej izvedene na WLAN omrezˇju in nato sˇe na oddaljenem strezˇniku
Glitch, ki omogocˇa brezplacˇno gostovanje aplikacije. Z drugim poskusom sem zˇelel si-
mulirati primer povezave dveh uporabnikov in oddaljenim strezˇnikom. Za eksperiment
sta bila uporabljena 2 oddaljena Windows racˇunalnika, zaradi preproste sinhronizacije
z NTP strezˇnikom, ter tezˇav, ki so nastopili z uporabo WebRTC protokola na ostalih
operacijskih sistemih. Na obeh napravah je sˇtevilo izrisa okvirjev na sekundo presegalo
60. Pred eksperimentom sem med napravama z orodjem ping izvedel sˇe meritev pov-
precˇnega cˇasa za povratek poslanega paketa - cˇasa, potrebnega za povratno sporocˇilo
z ICMP protokolom. Meritve latenc v razlicˇnih arhitekturah sem ponovil vecˇkrat.
6.4.3 Rezultati meritev
Lokalni strezˇnik Oddaljeni strezˇnik
WebSockets WebRTC WebSockets WebRTC
133 ms 106 ms 529 ms 310 ms
172 ms 167 ms 564 ms 325 ms
165 ms 146 ms 554 ms 330 ms
186 ms 130 ms 459 ms 298 ms
149 ms 136 ms 444ms 322 ms
153 ms 107 ms 513ms 313 ms
189 ms 117 ms 420 ms 354 ms
178 ms 170 ms 429 ms 297 ms
175 ms 162 ms 446 ms 268 ms









σ= 18 ms σ = 24 ms σ = 55ms σ = 22ms
Razlika 23 ms Razlika 166 ms
Tabela 6.10: Primerjava omrezˇnih latenc z WebSockets in WebRTC tehnologijama.
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6.4.4 Razprava
V tem eksperimentu je arhitektura omrezˇja dveh enakovrednih cˇlenov peer-to-peer v
vecˇuporabniˇski spletni aplikaciji bila hitrejˇsa od centralizirane strezˇniˇske arhitekture.
Obstaja mozˇnost, da izmerjene latence ne odrazˇajo tocˇnega pretecˇenega cˇasa med
dvema dogodkoma, zaradi narave dela v milisekundah, nesinhronosti sistemskih cˇasov
ali drugih dejavnikov. Kljub temu me je primarno zanimala razlika med pretecˇenim
cˇasom akcije na dveh razlicˇnih napravah, ki sta povezani z razlicˇno arhitekturo. Na
lokalnem strezˇniku je ta razlika neopazno majhna – pribl. 23 ms. Razlog za to so
verjetno razlicˇno delujocˇi protokoli. Z orodjem Wireshark sem spremljal protokole, ki
so izmenjevali pretok podatkov med napravama - WebSocket razlicˇica je uporabljala
pakete TCP, v WebRTC razlicˇici pa so paketi uporabljali DTLSv1.2 in STUN pro-
tokola. Sklepam, da je TCP zaradi zagotavljanja zanesljivosti pocˇasnejˇsi kot DTLS
protokol, ki uporablja UDP. Ker je lokalni strezˇnik deloval na racˇunalniku 1, je pot, ki
so jo morali opraviti omrezˇni paketi enaka tako za WebSockets, kot za WebRTC.
Latenca v aplikaciji se povecˇa, ko je paketom, ki prenasˇajo informacije o stanju v
sceni potrebno prepotovati daljˇso pot – to je pogost pojav pri centraliziranem strezˇniku,
ali pa tudi v peer-to-peer arhitekturi, ko so cˇleni v omrezˇju dalecˇ narazen, ali pa jih
je zelo veliko. WebRTC namrecˇ povezˇe dva brskalnika neposredno med sabo, zato pa-
ketom za komunikacijo v realnem cˇasu ni potrebno potovati na oddaljen strezˇnik. Ta
razlika je vidna iz rezultatov eksperimenta, kjer je arhitektura peer-to-peer, ki opusti
oddaljen strezˇnik, povzrocˇila zmanjˇsanje latence v spletni aplikaciji za 166ms (primer-
ljivo s cˇasom testa ping na ta strezˇnik). Narava spletne aplikacije, ki sem jo razvijal
ne zahteva zelo nizke latence. Zelo pomembna je pri dinamicˇnih scenah, kjer je pri-
porocˇljivo vrednost latence drzˇati cˇim nizˇje - vsaj pod mejo 100 ms. Razlika med
WebSockets in WebRTC je bila med testiranjem na oddaljenem strezˇniku najbolj opa-
zna pri rotaciji avatarjev. S spremljanjem zaslona obeh naprav, je scena z WebSockets
opazno pocˇasneje posodabljala rotacijo avatarja, med tem ko je scena z WebRTC to
opravila v trenutku. Kljub hitrosti, pa ima WebRTC dolocˇene pomanjkljivosti. V pro-
cesu meritev mi WebRTC povezave ni uspelo vzpostaviti na Apple napravah. Poleg
tega WebRTC temelji na UDP protokolu, ki je obcˇutljiv na izgubo paketov v omrezˇju
– pojav, ki se v sami aplikaciji tekom eksperimenta ni opazil, a v splosˇnem zmanjˇsa
kvaliteto storitev v aplikacijah.
Uporaba strezˇniˇske arhitekture je bolj varna in zanesljiva izbira. Protokol Web-
Sockets ocenjujem kot dovolj hiter za zagotavljanje pretoka informacij v realnem cˇasu,
WebRTC pa kot sˇe hitrejˇso resˇitev, ki se sˇele uvaja v svet virtualnih deljenih okolij.
7 Dopolnitev aplikacije
Sˇtiri eksperimente iz prejˇsnjega poglavja sem uporabil pri razvoju koncˇne aplikacije
portfolia. Cilj je bil, da 3D virtualno sobo obogatim z multimedijskimi elementi in
poblizˇje spoznam delo s knjizˇnico A-Frame.
7.1 Uporaba optimizacij
Velika slabost ob delu z WebVR je pomankanje optimizacijskih orodij. Za razliko od
igralnih pogonov, kot je Unity, spletna ogrodja nimajo vgrajenih mehanizmov, s kate-
rimi bi razvijalca opozarjali na kompleksne elemente v sceni, ki upocˇasnjujejo delovanje
in ne ponujajo takojˇsnjih resˇitev. Za optimizacije se je potrebno zanesti na zunanje
resˇitve, na primer 3D modelirne programe ali pa zunanje JavaScript knjizˇnice. Za
koncˇno implementacijo aplikacije sem uporabil zdruzˇeno znanje, ki sem ga pridobil iz
izvedenih eksperimentov. Na 3D modelih sem uporabil orodje Decimate, sˇtevilo klicev
za izris sem minimiziral in uporabil tehniko pecˇenih tekstur. Za omrezˇno arhitekturo
sem izbral WebRTC protokol, zaradi njegovih rahlo boljˇsih rezultatov pri merjenju la-
tence in zaradi funkcionalnosti pretocˇnega zvoka, po mozˇnosti prostorskega z uporabo
vmesnika Web Audio API.
7.2 Dodatni elementi
Za dopolnitev zakljucˇne aplikacije je bilo potrebno razviti sˇe preostale funkcionalnosti:
 fizikalnost in omejitev gibanja skozi ovire,
 interakcije s predmeti v prostoru,
 sistem za upravljanje v nacˇinu navidezne resnicˇnosti in
 vkljucˇitev multimedijskih vsebin.
7.2.1 Fizikalnost in interaktivnost
Fizikalnost tako kot v A-frame, kot v Three.js ni podprta, kar pomeni, da se lahko
kamera premika skozi ovire. Obstaja nekaj zunanjih resˇitev za A-frame, ki so jih napisali
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drugi razvijalci, objavljenih na portalu Github. Po nekaj poskusih sem ugotovil, da
kombiniranje razlicˇnih komponent iz razlicˇnih knjizˇnic (skupaj z Networked-aframe) ni
mogocˇe. Fizikalnost sem zato razvil sam, s pomocˇjo tick funkcije v komponenti kamere
uporabnika, ki se klicˇe vsak izris, v katero sem postavil omejitve v obliki koordinat, na
katere entiteta kamere ne more dostopati.
Interakcije v prostoru sem razvil s komponentami dodanih na entitete v prostoru,
na katerih je registriran poslusˇalec (mozˇni poslusˇalci dogodkov v A-Frame so click,
mouseenter, mouseleave, touchstart, touchend).
7.2.2 Navigiranje
Za upravljanje kamere v navidezni resnicˇnosti sem se odlocˇil za pristop pogleda strmenja
(angl. gaze interaction). Tak nacˇin sem ocenil kot skupni imenovalec vseh naprav,
ki lahko uporabljajo tehnologijo VR. Tako se vsak uporabnik, tudi tisti, brez rocˇnih
krmilnikov ali tipkovnic lahko pomikajo po prostoru z usmerjanjem pogleda na ciljne
tocˇke v prostoru. Ta funkcionalnost je omogocˇena z atributom fuse v komponenti
a-cursor, ki deluje kot kazalec in je vgnezden v entiteti uporabnika, oz. kamere:
1 <a-entity id="user"
2 networked="template :#avatar -template;attachTemplateToLocal:false;"
3 camera
4 position="0 1.6 0"
5 collision -body
6 wasd -controls="acceleration: 150"
7 look -controls >
8
9 <a-cursor geometry="primitive: ring; radiusInner: 0.01;
radiusOuter: 0.013"
10 material="color: black; shader: flat; opacity: 0.2"
11 fuse = "true"
12 fuseTimeout = "3000">
13 </a-cursor >
14 </a-entity >
7.2.3 Vkljucˇitev multimedijskih vsebin
Multimedijski elementi so bili dodani v sceno z oznakami kot so <a-image >, <a-
video> in <gltf-model>. Pri vkljucˇevanju teh vsebin je priporocˇljivo, da se nalozˇijo
z A-Frame sistemom za nalaganje slik, videov in 3D modelov, ter da smo pozorni na
njihovo locˇljivost, oz. velikost datotek. Arhitekturna dela uporabljena v portfoliu so





V tem delu sem predstavil navidezno resnicˇnost, spletne tehnologije navidezne re-
snicˇnosti, nacˇine njihovih optimizacij in deljena virtualna okolja. Navidezna resnicˇnost
pocˇasi dobiva nove oblike – visoko sofisticirane, specificˇne ter sˇirsˇe dostopne, cenovno
ugodne resˇitve, ki so vedno pri roki. Cilj slednjih mora postati dosegljivost, prepro-
stost in povezljivost, ki jih bolje ponujajo spletni brskalniki in splet. Nacˇin, da se
dosezˇe uveljavljenost navidezne resnicˇnosti na spletnih straneh je zagotavljanje dobre
uporabniˇske izkusˇnje v teh aplikacijah. Tehnike optimiziranja so podobne, kot pri do-
morodnih aplikacijah. Cˇim bolj preprosta geometrija, majhno sˇtevilo klicev, preprosto
osvetljevanje so priporocˇila za vsako 3D sceno in preucˇitev osnov delovanja graficˇnega
cevovoda priporocˇam vsem, ki zacˇenjajo delo z knjizˇnicami kot so A-Frame, Three.js,
Babylon.js in ostale. Zaradi abstrakcije nizˇjih nivojev namrecˇ pogosto prikrijejo stvari,
ki upocˇasnjujejo izris in kriticˇno poslabsˇajo izkustvo v navidezni resnicˇnosti. Dodaja-
nje socialnih elementov v spletne VR aplikacije je zaenkrat sˇe dokaj nerazvita ideja, a
menim, da predstavlja prve korake v novo dobo interneta. Z njihovo vpeljavo se tezˇi
k zmanjˇsanju negativnih vplivov omrezˇja in zakasnitev, ki morajo, cˇe zˇelimo ustvarjati
simulacijo, zares minimalne.
Morda spletne platforme VR konec koncev sploh ne bodo postale tako zelo prilju-
bljene. Kljub temu, so danes na voljo tehnologije, ki jih omogocˇajo in cˇetudi je smer,
ki jo bodo ubrale bolj v vodah mesˇane ali obogatene resnicˇnosti, se lahko z njimi v tem
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