Abstract -A probabilistic algorithm for general decoding, with application to several cryptographic problems, is presented.
I. Introduction
Many cryptosystems rely on the difficulty of the general decoding problem or related problems. The general decoding problem is the problem of decoding a received word to the closest codeword in an arbitrary code.
The difficulty of the general decoding problem has been explicitly used in many cryptosystems [2, 3] . Implicitly, it is also important in e.g. attacks on stream ciphers, where a fast general decoding algorithm would imply a fast correlation attack in any stream cipher where a correlation can be identified.
This work is based on the observation that in many cryptographic applications it is possible to create a list of received words in such a way that succeeding in decoding only one of them implies success in an attack of the underlying cryptosystem. We show that this holds for Stern's identification scheme [3] , McEliece public-key cryptosystem [2] , and the stream cipher application mentioned above. With such a list of received words, we propose a new probabilistic decoding algorithm.
Consider the following setting. We have a set of M received words from an [N, K] linear block code C with generator matrix G. Each received word has at most t errors. For convenience, write the received words as rows in a matrix R. The problem is to find one codeword c ∈ C such that it has distance at most t to one of the M received words.
II. The Proposed Algorithm
Each iteration of the algorithm includes the following steps:
1. Pick a random column permutation π and form a systematic generator matrixĜ for the codeĈ = π(C),
2. Create π(R) and add codewords fromĈ to each row of π(R) to make the first K columns all zero. This results in a new set of received words in the form R = (0R).
3. Create a set of codewordsC consisting of all linear combinations of at most p rows fromĜ.
4. Introduce an "index" function ind(w) as the value of the l bits (wK+1, wK+2, . . . , w K+l ). For each rowr inR, calculate the Hamming weight dH (r,c), for allc inC for which ind(c) = ind(r). If no pair (r,c) with dH(r,c) ≤ t is found, go to 1.
III. Complexity and Simulation Results
The average number of iterations for the algorithm is
The average number of simple operations in each iteration is
The total complexity of the algorithm is C alg = N alg Citer. Some numerical examples with optimal parameter choices are given below. The theoretical performance has been checked by computer simulations for different codes.
The results can be compared with the best probabilistic decoding algorithms that uses only one received word. For a [1024, 524] code, the complexity of the proposed algorithm is a factor 64 less than Stern's algorithm [4] and a factor 18 less than the improved version in [1] . Note that this improvement can also be done for the proposed algorithm.
