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Abstract. We consider the nonlinear filtering problem of multiscale non-Gaussian sig-
nal processes and observation processes with jumps. Firstly, we prove that the dimension
for the signal system could be reduced. Secondly, convergence of the corresponding non-
linear filtering to the homogenized filtering is shown by weak convergence approach.
Finally, we give an example to explain our result.
1. Introduction
For a fixed time T > 0, given a completed filtered probability space (Ω,F , {Ft}t∈[0,T ],P).
Consider the following slow-fast system on Rn × Rm: for 0 6 t 6 T ,

dXεt = b1(X
ε
t , Z
ε
t )dt + σ1(X
ε
t , Z
ε
t )dVt +
∫
U1
f1(X
ε
t−, u)N˜p1(dt, du),
Xε0 = x0,
dZεt =
1
ε
b2(X
ε
t , Z
ε
t )dt +
1√
ε
σ2(X
ε
t , Z
ε
t )dWt +
∫
U2
f2(X
ε
t−, Z
ε
t−, u)N˜
ε
p2
(dt, du),
Zε0 = z0,
(1)
where V,W are l-dimensional andm-dimensional standard Brownian motion, respectively,
and p1, p2 are two stationary Poisson point processes of the class (quasi left-continuous)
defined on (Ω,F , {Ft}t∈[0,T ],P) with values in U and the characteristic measure ν1, ν2,
respectively. Here ν1, ν2 are two σ-finite measures defined on a measurable space (U,U ).
Fix U1,U2 ∈ U with ν1(U \ U1) < ∞ and ν2(U \ U2) < ∞. Let Np1((0, t], du) be the
counting measure of p1(t), a Poisson random measure and then ENp1((0, t], A) = tν1(A)
for A ∈ U . Denote
N˜p1((0, t], du) := Np1((0, t], du)− tν1(du),
the compensated measure of p1(t). By the same way, we could defineNp2((0, t], du), N˜p2((0, t], du).
AndN εp2((0, t], du) is another Poisson randommeasure on (U,U ) such that EN
ε
p2((0, t], A) =
1
ε
tν2(A) for A ∈ U . Moreover, Vt,Wt, Np1, Np2, N εp2 are mutually independent. The map-
pings b1 : R
n×Rm 7→ Rn, b2 : Rn×Rm 7→ Rm, σ1 : Rn×Rm 7→ Rn×l, σ2 : Rn×Rm 7→ Rm×m,
f1 : R
n × U1 7→ Rn and f2 : Rn × Rm × U2 7→ Rm are all Borel measurable.
The slow-fast dynamical system (1) is usually called multiscale processes, where the
rates of change of different variables differ by orders of magnitude. And multiple time
scales models are widely applied in the science and engineering fields. For example, fast
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atmospheric and slow oceanic dynamics describe the climate evolution and state dynamic
in electric power systems consists of fast- and slowly-varying elements.
Next, define an observation process Y ε by
Y εt =
∫ t
0
h(Xεs , Z
ε
s)ds+Bt +
∫ t
0
∫
U3
f3(s, u)N˜λ(ds, du) +
∫ t
0
∫
U\U3
g3(s, u)Nλ(ds, du),
where B is a d-dimensional standard Brownian motion and Nλ((0, t], du) is a Poisson
random measure with a predictable compensator λ(t, Xεt , u)tν3(du). Here the function
λ(t, x, u) ∈ (0, 1) and ν3 is another σ-finite measure defined on U with ν3(U \ U3) < ∞
and
∫
U3
‖u‖2
U
ν3(du) <∞ for a fixed U3 ∈ U , where ‖·‖U denotes the norm on (U,U ). Set
N˜λ((0, t], du) := Nλ((0, t], du)− λ(t, Xεt , u)tν3(du), and then N˜λ((0, t], du) is the compen-
sated martingale measure of Nλ((0, t], du). Moreover, Vt,Wt, Bt, Np1, Np2, N
ε
p2
, Nλ are mu-
tually independent. h : Rn×Rm 7→ Rd, f3 : [0, T ]×U3 7→ Rd and g3 : [0, T ]×(U\U3) 7→ Rd
are all Borel measurable. For a Borel measurable function F , the nonlinear filtering prob-
lem for the slow component Xεt with respect to {Y εs , 0 6 s 6 t} leads to evaluating the
‘filter’ E[F (Xεt )|F Y εt ], where F Y εt is the σ-algebra generated by {Y εs , 0 6 s 6 t} and
E|F (Xεt )| <∞ for t ∈ [0, T ].
When f1 = f2 = f3 = g3 = 0, this problem has been studied alternatively. Let us
recall some works. In [13], Park-Sowers-Namachchivaya considered the filtering prob-
lem with a two-dimensional plant and a one-dimensional observation process. There
they used the time change and decomposition methods. And for the high dimension
case, Park-Namachchivaya-Yeong [12] presented a numerical algorithm method. Later,
Imkeller-Namachchivaya-Perkowski-Yeong [3] showed that for the high dimension slow-
fast dynamical system (1), the filter E[F (Xεt )|F Y εt ] converges to the homogenized filter
(See Section 4) by double backward stochastic differential equations and asymptotic tech-
niques. Recently, Papanicolaou-Spiliopoulos [9] also studied this convergence problem
by independent version technique and then applied it to statistical inference. When
f1 6= 0, f2 6= 0, f3 = g3 = 0, Kushner [5] studied this problem by a weak convergence
method.
Recently, some filtering problems, whose observation parts are driven by Itoˆ-Le´vy pro-
cesses, appear in geophysics and finance ([1, 8]). Moreover, some data information is well
described only by Le´vy processes or Itoˆ-Le´vy processes. That prompts us to notice the
case with f1 6= 0, f2 6= 0, f3 6= 0, or g3 6= 0. In the paper, we study it. Firstly, the
dimension for the slow-fast system is proved to be reduced. Secondly, convergence of the
corresponding nonlinear filtering to the homogenized filtering is shown.
It is worthwhile to mention our methods. About the dimension reduction of the slow-
fast systems, at present there are two methods: homogenization ([3]) and invariant man-
ifolds ([20]). The former heavily depends on martingale problems for origin systems and
the latter needs good dynamical structures. Therefore, based on the form of the system
(1), we choose the first method to reduce it. Next, for the filtering problem for the slow
component Xεt with respect to {Y εs , 0 6 s 6 t}, since the time change is only useful
for a one-dimensional process, and the theory for double backward stochastic differential
equations with jumps is short, these techniques are not applied to the present case. Here
we compute the difference between E[F (Xεt )|F Y εt ] and the homogenized filter and then
convert it to the difference between two unnormalized filterings. With the help of the
weak convergence method in [5], we know that the difference between two unnormalized
2
filterings converges to zero. Thus, we prove that E[F (Xεt )|F Y εt ] converges weakly to the
homogenized filter. Although our method is the same to one in [5], some new techniques
are used due to jumps.
The paper is arranged as follows. In the next section, we introduce some notation,
terminology and concepts used in the sequel. The dimension reducing for the slow-fast
system is placed in Section 3. In Section 4, nonlinear filtering problems are introduced.
And convergence of the corresponding nonlinear filtering to the homogenized filtering is
proved in Section 5. In Section 6 we give an example to explain our result.
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants (depending on the indices) whose values may
change from one place to another.
2. Preliminary
In the section, we introduce some notation, terminology and concepts used in the sequel.
Firstly, introduce the following notation and terminology:
(i) For a separable metric space E, let B(E) denote the Borel σ-algebra on E and B(E)
denote the set of all real-valued uniformly bounded Borel-measurable mappings on E. Also
let C(E) be the set of all real-valued continuous functions on E, put C¯(E) := B(E)∩C(E),
and let Cc(E) be the set of all members of C¯(E) which have compact support. When
E is locally compact, let Cˆ(E) be the collection of all members of C¯(E) which vanish at
infinity.
(ii) For a positive integer r, let Cr(Rq) denote the collection of all members of C(Rq)
with continuous derivatives of each order, up to and including r. Let C∞c (R
q) denote the
collection of all members of C(Rq) with continuous derivatives of all orders and compact
support. For E a metric space and r some positive integer, write Cr,0(Rq × E) for the
collection of all mappings f ∈ C(Rq × E) whose partial derivatives of every order up to
and including r, with respect to its first q real-valued arguments, exist and are members
of C(Rq × E), and put Cr,0c (Rq ×E) := Cr,0(Rq ×E) ∩ Cc(Rq ×E).
(iii) When E is a complete separable metric space, let P(E) denote the collection of
all probability measures on the measurable space (E,B(E)) with the usual topology of
weak (or narrow) convergence; and if X : (Ω,F ,P) 7→ E is F/B(E)-measurable, then
let L(X) be the distribution of X on (E,B(E)). Also, for a B(E)-measurable mapping
f : E 7→ R which is integrable with respect to µ ∈ P(E), we put µf := ∫
E
fdµ.
Secondly, we introduce some concepts. Suppose that E is a separable metric space.
Definition 2.1. Let A ⊂ B(E) × B(E) be a relation with domain D(A), and let µ ∈
P(E). Then a progressively measurable solution of the martingale problem for A (for
(A, µ)) is some pair {(Ω˜, F˜ , {F˜t}, P˜), (X˜t)}, in which (Ω˜, F˜ , {F˜t}, P˜) is a complete fil-
tered probability space and {X˜t} is an E-valued F˜t-progressively measurable process such
that f(X˜t)−
∫ t
0
Af(X˜s)ds is an {F˜t}-martingale for each f ∈ D(A) (and L(X˜0) = µ). The
martingale problem for (A, µ) has the property of existence when there exists some progres-
sively measurable solution of the martingale problem for (A, µ), and has the property of
uniqueness when, given any two progressively measurable solutions {(Ω˜, F˜ , {F˜t}, P˜), (X˜t)}
and {(Ωˇ, Fˇ , {Fˇt}, Pˇ), (Xˇt)} of the martingale problem for (A, µ), the E-valued processes
3
X˜ and Xˇ necessarily have identical finite-dimensional distributions. The martingale prob-
lem for (A, µ) is called well-posed when it has the properties of both existence and unique-
ness. Finally, the martingale problem for A is well-posed when the martingale problem
for (A, µ) is well-posed for each µ ∈ P(E).
3. Convergence of some processes
In the section, we study convergence for the system (1) when ε→ 0.
We make the following assumptions, in order to guarantee existence and uniqueness of
the solution for the system (1).
Assumption 1.
(H1b1,σ1,f1) For x1, x2 ∈ Rn, z1, z2 ∈ Rm, there exists a L1 > 0 such that
|b1(x1, z1)− b1(x2, z2)| 6 L1(|x1 − x2|+ |z1 − z2|),
‖σ1(x1, z1)− σ1(x2, z2)‖2 6 L1(|x1 − x2|2 + |z1 − z2|2),∫
U1
|f1(x1, u)− f1(x2, u)|2 ν1(du) 6 L1|x1 − x2|2,
where | · | and ‖ · ‖ denote the length of a vector and the Hilbert-Schmidt norm
of a matrix, respectively.
(H2b1,σ1,f1) For x ∈ Rn, z ∈ Rm, there exists a L2 > 0 such that
|b1(x, z)|2 + ‖σ1(x, z)‖2 +
∫
U1
|f1(x, u)|2ν1(du) 6 L2.
(H1b2,σ2,f2) For x1, x2 ∈ Rn, z1, z2 ∈ Rm, there exists a L3 > 0 such that
|b2(x1, z1)− b2(x2, z2)| 6 L3(|x1 − x2|+ |z1 − z2|),
‖σ2(x1, z1)− σ2(x2, z2)‖2 6 L3(|x1 − x2|2 + |z1 − z2|2),∫
U2
|f2(x1, z1, u)− f2(x2, z2, u)|2 ν2(du) 6 L3(|x1 − x2|2 + |z1 − z2|2).
Under Assumption 1., by Theorem 1.2 in [15], the system (1) has a unique strong
solution denoted by (Xεt , Z
ε
t ). Moreover, the infinitesimal generator of the system (1) is
given by
(LεH)(x, z) = (LXεH)(x, z) + (LZεH)(x, z), H ∈ D(Lε),
where
(LXεH)(x, z) := ∂H(x, z)
∂xi
bi1(x, z) +
1
2
∂2H(x, z)
∂xi∂xj
(σ1σ
T
1 )
ij(x, z)
+
∫
U1
[
H
(
x+ f1(x, u), z
)−H(x, z)− ∂H(x, z)
∂xi
f i1(x, u)
]
ν1(du),
and
(LZεH)(x, z) := 1
ε
∂H(x, z)
∂zi
bi2(x, z) +
1
2ε
∂2H(x, z)
∂zi∂zj
(σ2σ
T
2 )
ij(x, z)
+
1
ε
∫
U2
[
H
(
x, z + f2(x, z, u)
)−H(x, z)− ∂H(x, z)
∂zi
f i2(x, z, u)
]
ν2(du).
Here and hereafter, we use the convention that repeated indices imply summation.
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Next take any x ∈ Rn and fix it. And consider the following SDE in Rm:{
dZxt = b2(x, Z
x
t )dt+ σ2(x, Z
x
t )dWt +
∫
U2
f2(x, Z
x
t , u)N˜p2(dt, du),
Zx0 = z0, t > 0.
Under the assumption (H1b2,σ2,f2), the above equation has a unique solution Z
x
t . In addi-
tion, it is a Markov process and its transition probability is denoted by p(x; z0, t, A) for
t > 0 and A ∈ B(Rm). Set (Ttϕ)(z0) :=
∫
Rm
ϕ(z′)p(x; z0, t, dz′) for any ϕ ∈ C(Rm), and
then {Tt, t > 0} is its transition semigroup and εLZε is its infinitesimal generator. For
Zxt , we assume:
Assumption 2. There exists a unique invariant probability measure p¯(x; dz) for Zxt
and ∫ ∞
0
∣∣∣∣
∫
Rm
ϕ(z′)p(x; z0, s, dz′)−
∫
Rm
ϕ(z′)p¯(x; dz′)
∣∣∣∣ ds <∞
for any ϕ ∈ C(Rm).
About conditions for existence of a unique invariant probability measure for Zxt , please
refer to [14]. Define an operator L¯ as follows:
D(L¯) := C∞c (Rn),
(L¯g)(x) :=
∫
Rm
(LXεg)(x, z)p¯(x; dz)
=
∂g(x)
∂xi
b¯i1(x) +
1
2
∂2g(x)
∂xi∂xj
(σ¯1σ¯
T
1 )
ij(x)
+
∫
U1
[
g
(
x+ f1(x, u)
)− g(x)− ∂g(x)
∂xi
f i1(x, u)
]
ν1(du), g ∈ D(L¯),
where
b¯1(x) :=
∫
Rm
b1(x, z)p¯(x, dz), (σ¯1σ¯
T
1 )(x) :=
∫
Rm
(σ1σ
T
1 )(x, z)p¯(x, dz).
It is clear that L¯ is a diffusion operator. So, we could construct a SDE generated by L¯
on the probability space (Ω,F , {Ft}t∈[0,T ],P) as follows:{
dX0t = b¯1(X
0
t )dt + σ¯1(X
0
t )dV¯t +
∫
U1
f1(X
0
t−, u)
˜¯N(dt, du),
X00 = x0, 0 6 t 6 T,
(2)
where V¯ is a l-dimensional standard Brownian motion, and N¯(dt, du) is a Poisson random
measure with the characteristic measure ν1 and
˜¯N(dt, du) = N¯(dt, du) − ν1(du)dt. For
the operator L¯, we make the following requirement.
Assumption 3. The martingale problem for (L¯, δx0) is well-posed.
Theorem 3.1. Under all the above hypotheses {Xεt , t ∈ [0, T ]} converges weakly to
{X0t , t ∈ [0, T ]} in D([0, T ],Rn).
Proof. Step 1. We prove that {Xεt , t ∈ [0, T ]} is relatively weakly compact inD([0, T ],Rn).
Firstly of all, consider the martingale problem associated with Lε. For H ∈ D(Lε),
MH(t) := H(X
ε
t , Z
ε
t )−H(x0, z0)−
∫ t
0
(LεH)(Xεs , Zεs)ds (3)
5
is a square integrable martingale and
〈MH(·),MH(·)〉t =
∫ t
0
∂H(Xεs , Z
ε
s)
∂xi
∂H(Xεs , Z
ε
s)
∂xj
(σ1σ
T
1 )
ij(Xεs , Z
ε
s)ds
+
∫ t
0
∫
U1
[H(Xεs + f1(X
ε
s , u), Z
ε
s)−H(Xεs , Zεs)]2ν1(du)ds
+
1
ε
∫ t
0
∂H(Xεs , Z
ε
s)
∂zi
∂H(Xεs , Z
ε
s )
∂zj
(σ2σ
T
2 )
ij(Xεs , Z
ε
s )ds
+
1
ε
∫ t
0
∫
U2
[H(Xεs , Z
ε
s + f2(X
ε
s , Z
ε
s , u))−H(Xεs , Zεs)]2ν2(du)ds.
Taking H(x, z) = xi, i = 1, 2, · · · , n in (3), we obtain that
(Xεt )
i − xi0 =
∫ t
0
bi1(X
ε
r , Z
ε
r )dr +Mxi(t), 0 < t 6 T.
Let τ be any (Ft)t>0−stopping time no more than T . And then by the Ho¨lder inequality
and the Itoˆ isometry, it holds that for any δ > 0,
E[|Xετ+δ −Xετ |2] =
n∑
i=1
E[|(Xετ+δ)i − (Xετ )i|2] 6 2δ
n∑
i=1
E
[∫ τ+δ
τ
|bi1(Xεr , Zεr )|2dr
]
+2
n∑
i=1
E[|Mxi(τ + δ)−Mxi(τ)|2]
= 2δ
n∑
i=1
E
[∫ τ+δ
τ
|bi1(Xεr , Zεr )|2dr
]
+ 2
n∑
i=1
E
[∫ τ+δ
τ
(σ1σ
T
1 )
ii(Xεr , Z
ε
r)dr
]
+2
n∑
i=1
E
[∫ τ+δ
τ
∫
U1
|f i1(Xεr , u)|2ν1(du)dr
]
= 2δE
[∫ τ+δ
τ
|b1(Xεr , Zεr )|2dr
]
+ 2E
[∫ τ+δ
τ
‖σ1(Xεr , Zεr)‖2dr
]
+2E
[∫ τ+δ
τ
∫
U1
|f1(Xεr , u)|2ν1(du)dr
]
6 Cδ,
where the last inequality is based on the condition (H2b1,σ1,f1), and the constant C is
independent of ε. So,
lim sup
δ↓0
lim sup
ε↓0
sup
τ6T
E[|Xετ+δ −Xετ |2] = 0.
By the similar deduction to above, one could furthermore get
sup
ε,t6T
E[|Xεt |2] <∞.
Thus, it follows from Theorem 2.7 in [4] that {Xεt , t ∈ [0, T ]} is tight in D([0, T ],Rn).
And then the Prohorov theorem admits us to obtain that {Xεt , t ∈ [0, T ]} is relatively
weakly compact in D([0, T ],Rn).
Step 2. We prove that the weak limit of {Xεt , t ∈ [0, T ]} is {X0t , t ∈ [0, T ]}.
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Taking H(x, z) = g(x) in (3), where g is a smooth and bounded function, we have that
g(Xεt )− g(Xεs )−
∫ t
s
(LXεg)(Xεr , Zεr)dr =Mg(t)−Mg(s),
and then
g(Xεt )− g(Xεs )−
∫ t
s
(L¯g)(Xεr )dr =
∫ t
s
[
(LXεg)(Xεr , Zεr)− (L¯g)(Xεr)
]
dr +Mg(t)−Mg(s).
Moreover, multiplying a bounded Fs-measurable functional χs of the process {X0t , t ∈
[0, T ]} and taking expectation on the two hand sides of the above equality, we know
E
[
χs
(
g(Xεt )− g(Xεs)−
∫ t
s
(L¯g)(Xεr )dr
)]
= E
[
χs
∫ t
s
[
(LXεg)(Xεr , Zεr )− (L¯g)(Xεr )
]
dr
]
. (4)
Next we compute lim
ε↓0
E
[
χs
∫ t
s
[
(LXεg)(Xεr , Zεr )− (L¯g)(Xεr )
]
dr
]
. On one hand, set
Ψ(x, z, A) :=
∫∞
0
[p(x; z, t, A)− p¯(x;A)]dt,
Ψg(x, z) :=
∫
Rm
[
(LXεg)(x, z′)− (L¯g)(x)]Ψ(x, z, dz′),
and then
Ψg(x, z) =
∫
Rm
[
(LXεg)(x, z′)− (L¯g)(x)] ∫ ∞
0
[p(x; z, t, dz′)− p¯(x; dz′)]dt
=
∫ ∞
0
(∫
Rm
[
(LXεg)(x, z′)− (L¯g)(x)] [p(x; z, t, dz′)− p¯(x; dz′)]) dt
=
∫ ∞
0
Tt[(LXεg)− (L¯g)](x, z)dt.
Furthermore, it holds that
ε(LZεΨg)(x, z) =
∫ ∞
0
(εLZεTt)[(LXεg)− (L¯g)](x, z)dt
=
∫ ∞
0
dTt[(LXεg)− (L¯g)](x, z)
dt
dt
= lim
t→∞
Tt[(LXεg)− (L¯g)](x, z)− [(LXεg)(x, z)− (L¯g)(x)]
= lim
t→∞
∫
Rm
[
(LXεg)(x, z′)− (L¯g)(x)] [p(x; z, t, dz′)− p¯(x; dz′)]
−[(LXεg)(x, z)− (L¯g)(x)]
= −[(LXεg)(x, z)− (L¯g)(x)], (5)
where the last equality is based on Assumption 2. On the other hand, taking H(x, z) =
εΨg(x, z) again in (3), we get that
εΨg(X
ε
t , Z
ε
t )− εΨg(Xεs , Zεs)− ε
∫ t
s
(LXεΨg)(Xεr , Zεr )dr
=
∫ t
s
ε(LZεΨg)(Xεr , Zεr )dr +MεΨg(t)−MεΨg(s).
7
So, by multiplying χs and taking expectation on the two hand sides of the above equality,
it holds that
εE
[
χs
(
Ψg(X
ε
t , Z
ε
t )−Ψg(Xεs , Zεs)−
∫ t
s
(LXεΨg)(Xεr , Zεr)dr
)]
= E
[
χs
∫ t
s
ε(LZεΨg)(Xεr , Zεr )dr
]
= −E
[
χs
∫ t
s
[
(LXεg)(Xεr , Zεr)− (L¯g)(Xεr)
]
dr
]
,
where the last equality is based on (5). As ε→ 0, it is easy to see that
lim
ε↓0
E
[
χs
∫ t
s
[
(LXεg)(Xεr , Zεr)− (L¯g)(Xεr )
]
dr
]
= 0.
The above limit, together with (4), yields that
lim
ε↓0
E
[
χs
(
g(Xεt )− g(Xεs )−
∫ t
s
(L¯g)(Xεr )dr
)]
= 0,
which means that the weak limit of {Xεt , t ∈ [0, T ]} is a solution of the martingale problem
for (L¯, δx0). By Assumption 3., the weak limit of {Xεt , t ∈ [0, T ]} is {X0t , t ∈ [0, T ]}. 
4. Nonlinear filtering problems
In the section, we study nonlinear filtering problems for Xε and X0.
For Y ε, we assume:
Assumption 4. h is bounded and∫ T
0
∫
U3
|f3(s, u)|2ν3(du)ds <∞.
Under Assumption 4., Y ε is well defined. Set
(Λεt)
−1 : = exp
{
−
∫ t
0
h(Xεs , Z
ε
s)
idBis −
1
2
∫ t
0
|h(Xεs , Zεs)|2 ds
−
∫ t
0
∫
U3
log λ(s,Xεs−, u)Nλ(ds, du)−
∫ t
0
∫
U3
(1− λ(s,Xεs , u))ν3(du)ds
}
.
Assumption 5. There exists a positive function L(u) satisfying∫
U3
(1− L(u))2
L(u)
ν3(du) <∞
such that 0 < l 6 L(u) < λ(t, x, u) < 1 for u ∈ U3, where l is a constant.
Under Assumption 5., it holds that
E
[
exp
{∫ T
0
∫
U3
(1− λ(s,Xεs , u))2
λ(s,Xεs , u)
ν3(du)ds
}]
6 exp
{∫ T
0
∫
U3
(1− L(u))2
L(u)
ν3(du)ds
}
8
< ∞.
Thus, by the same deduction to that in [17], we know that (Λεt)
−1 is an exponential
martingale. By use of (Λεt )
−1, one could define a measure Pε via
dPε
dP
= (ΛεT )
−1.
By the Girsanov theorem for Brownian motions and random measures, we can obtain that
under the measure Pε, B¯t := Bt+
∫ t
0
h(Xεs , Z
ε
s )ds is a Brownian motion and Nλ((0, t], du)
is a Poisson random measure with the predictable compensator tν3(du).
Next, rewrite
Λεt = exp
{∫ t
0
h(Xεs , Z
ε
s )
idB¯is −
1
2
∫ t
0
|h(Xεs , Zεs)|2 ds
+
∫ t
0
∫
U3
log λ(s,Xεs−, u)Nλ(ds, du) +
∫ t
0
∫
U3
(1− λ(s,Xεs , u))ν3(du)ds
}
,
and define
ρεt (ψ) := E
Pε [ψ(Xεt )Λ
ε
t |F Y
ε
t ], ψ ∈ B(Rn),
where EP
ε
denotes the expectation under the measure Pε and F Y
ε
t stands for the σ-algebra
generated by {Y εs , 0 6 s 6 t}. Again set
piεt (ψ) := E[ψ(X
ε
t )|F Y
ε
t ],
and by the Kallianpur-Striebel formula it holds that
piεt (ψ) =
ρεt (ψ)
ρεt (1)
.
Set
h¯(x) :=
∫
Rm
h(x, z)p¯(x, dz),
and then h¯ is an averaged version of h. So, we make use of h¯ to define
Λ¯t := exp
{∫ t
0
h¯(X0s )
idB¯is −
1
2
∫ t
0
∣∣h¯(X0s )∣∣2 ds
+
∫ t
0
∫
U3
log λ(s,X0s−, u)Nλ(ds, du) +
∫ t
0
∫
U3
(1− λ(s,X0s , u))ν3(du)ds
}
,
ρ0t (ψ) := E
P
ε
[ψ(X0t )Λ¯t|F Y
ε
t ],
where X0t is the limit process in Section 3. Put
pi0t (ψ) :=
ρ0t (ψ)
ρ0t (1)
,
and then we study the relation between pi0t and pi
ε
t as ε→ 0 in the next section.
At the first look, it is more reasonable to define the limit observable process
Y 0t :=
∫ t
0
h¯(X0s )ds+Bt +
∫ t
0
∫
U3
f3(s, u)
˜¯Nλ(ds, du) +
∫ t
0
∫
U\U3
g3(s, u)N¯λ(ds, du),
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where N¯λ((0, t], du) is a Poisson random measure with a predictable compensator
λ(t, X0t , u)tν3(du), and the corresponding nonlinear filtering
P
0
t (ψ) := E[ψ(X
0
t )|F Y
0
t ],
and discuss the relation between P0t and pi
ε
t as ε → 0. In fact, since X0t couldn’t be
obtained genuinely, Y 0t is not observable. However, should such homogenized observation
be available, using it would lead to loss of information for estimating the signal compared
to using the actual observation. Therefore, we only consider X0t under F
Y ε
t .
5. Convergence of nonlinear filterings
In the section, we prove that piεt converges weakly to pi
0
t as ε → 0 for any t ∈ [0, T ].
Firstly, let us prove two key lemmas.
Lemma 5.1. Suppose that h, λ satisfy Assumption 4-5.. Then (ρ0t (1))
−1 < ∞ P a.s.
for any t ∈ [0, T ].
Proof. By the Ho¨lder inequality, it holds that
E(ρ0t (1))
−1 = EP
ε (
ρ0t (1)
)−1
ΛεT 6
(
E
Pε(ρ0t (1))
−2)1/2 (
E
Pε(ΛεT )
2
)1/2
.
Let us firstly estimate EP
ε
(ρ0t (1))
−2. Note that ρ0t (1) = E
Pε[Λ¯t|F Y εt ] and x 7→ x−2 is
convex. Thus, we know by the Jensen inequality that
E
Pε(ρ0t (1))
−2 = EP
ε
(EP
ε
[Λ¯t|F Y εt ])−2 6 EP
ε
[EP
ε
[(Λ¯t)
−2|F Y εt ]] = EP
ε
(Λ¯t)
−2.
So, we estimate EP
ε
(Λ¯t)
−2. Applying the Itoˆ formula to (Λ¯t)−1, one could obtain that
(Λ¯t)
−1 = 1 +
∫ t
0
(Λ¯s)
−1|h¯(X0s )|2ds +
∫ t
0
∫
U3
(Λ¯s)
−1 (1− λ(s,X0s , u))2
λ(s,X0s , u)
ν3(du)ds
−
∫ t
0
(Λ¯s)
−1h¯(X0s )
idB¯is +
∫ t
0
∫
U3
(Λ¯s)
−11− λ(s,X0s , u)
λ(s,X0s , u)
N˜λ(ds, du).
Furthermore, it follows from the Ho¨lder inequality and the Itoˆ isometry that
E
P
ε
(Λ¯t)
−2 6 5 + 5EP
ε
∣∣∣∣
∫ t
0
(Λ¯s)
−1|h¯(X0s )|2ds
∣∣∣∣
2
+ 5EP
ε
∣∣∣∣
∫ t
0
(Λ¯s)
−1h¯(X0s )
idB¯is
∣∣∣∣
2
+5EP
ε
∣∣∣∣
∫ t
0
∫
U3
(Λ¯s)
−1 (1− λ(s,X0s , u))2
λ(s,X0s , u)
ν3(du)ds
∣∣∣∣
2
+5EP
ε
∣∣∣∣
∫ t
0
∫
U3
(Λ¯s)
−11− λ(s,X0s , u)
λ(s,X0s , u)
N˜λ(ds, du)
∣∣∣∣
2
6 5 + 5TEP
ε
∫ t
0
(Λ¯s)
−2|h¯(X0s )|4ds+ 5EP
ε
∫ t
0
(Λ¯s)
−2|h¯(X0s )|2ds
+5TEP
ε
∫ t
0
(Λ¯s)
−2
∣∣∣∣
∫
U3
(1− λ(s,X0s , u))2
λ(s,X0s , u)
ν3(du)
∣∣∣∣
2
ds
+5EP
ε
∫ t
0
∫
U3
(Λ¯s)
−2 (1− λ(s,X0s , u))2
λ(s,X0s , u)
2
ν3(du)ds
6 5 + C
∫ t
0
E
Pε(Λ¯s)
−2ds,
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where the last step is based on Assumption 4-5.. The Gronwall inequality admits us to
have EP
ε
(Λ¯t)
−2 <∞.
Next, deal with EP
ε
(ΛεT )
2. Applying the Itoˆ formula to Λεt , we obtain that
Λεt = 1 +
∫ t
0
Λεsh(X
ε
s , Z
ε
s)
idB¯is +
∫ t
0
∫
U3
Λεs−(λ(s,X
ε
s−, u)− 1)N˜λ(ds, du). (6)
Thus, by the similar deduction to EP
ε
(Λ¯t)
−2 it holds that EP
ε
(ΛεT )
2 <∞.
In conclusion, E(ρ0t (1))
−1 <∞. The proof is completed. 
Lemma 5.2. Under Assumption 4-5., {ρεt , t ∈ [0, T ]} is relatively weakly compact in
D([0, T ],M(Rn)).
Proof. First of all, we explain ρεt ∈ M(Rn). Note that ρεt (Rn) = ρεt (1Rn) = ρεt (1) =
E
Pε [Λεt |F Y εt ]. And then by the Ho¨lder inequality, it holds that
Eρεt (R
n) = Eρεt (1) = E
Pε[ρεt (1)Λ
ε
T ] 6
(
E
Pε(ρεt (1))
2
)1/2 (
E
Pε(ΛεT )
2
)1/2
.
On one hand, the Jensen inequality admits us to obtain that
E
Pε(ρεt(1))
2 = EP
ε
(EP
ε
[Λεt |F Y
ε
t ])
2 6 EP
ε
[EP
ε
[(Λεt )
2|F Y εt ]] = EP
ε
(Λεt)
2.
By the proof of Lemma 5.1, one could get EP
ε
(ρεt (1))
2 < ∞. On the other hand, it
follows from the proof of Lemma 5.1 that EP
ε
(ΛεT )
2 < ∞. Thus, ρεt (Rn) < ∞ a.s. P.
Other measure properties of ρεt are easy to justify by means of properties of conditional
expectations.
Next, we deduce the equation for ρεt . For ψ ∈ C2b (Rn), applying the Itoˆ formula to
ψ(Xεt ), we have that
ψ(Xεt ) = ψ(X
ε
0) +
∫ t
0
(LXεψ)(Xεs , Zεs)ds+
∫ t
0
(∇ψ)(Xεs )σ1(Xεs , Zεs )dVs
+
∫ t
0
∫
U1
[ψ(Xεs− + f1(X
ε
s−, u))− ψ(Xεs−)]N˜p1(ds, du).
Note that Λεt satisfies Eq.(6). So, it follows from the Itoˆ formula that
ψ(Xεt )Λ
ε
t = ψ(X
ε
0) +
∫ t
0
ψ(Xεs )Λ
ε
sh(X
ε
s , Z
ε
s )
idB¯is
+
∫ t
0
∫
U3
ψ(Xεs−)Λ
ε
s−(λ(s,X
ε
s−, u)− 1)N˜λ(ds, du)
+
∫ t
0
Λεs(LX
ε
ψ)(Xεs , Z
ε
s)ds +
∫ t
0
Λεs(∇ψ)(Xεs )σ1(Xεs , Zεs)dVs
+
∫ t
0
∫
U1
Λεs−[ψ(X
ε
s− + f1(X
ε
s−, u))− ψ(Xεs−)]N˜p1(ds, du).
Taking the conditional expectation with respect to F Y
ε
t under P
ε on two hand sides of
the above equality, one could obtain that
E
Pε [ψ(Xεt )Λ
ε
t |F Y
ε
t ] = E
Pε [ψ(Xε0)|F Y
ε
0 ] +
∫ t
0
E
Pε [ψ(Xεs )Λ
ε
sh(X
ε
s , Z
ε
s )
i|F Y εs ]dB¯is
+
∫ t
0
∫
U3
E
P
ε
[ψ(Xεs−)Λ
ε
s−(λ(s,X
ε
s−, u)− 1)|F Y
ε
s ]N˜λ(ds, du)
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+∫ t
0
E
P
ε
[Λεs(LX
ε
ψ)(Xεs , Z
ε
s)|F Y
ε
s ]ds,
i.e.
ρεt (ψ) = ρ
ε
0(ψ) +
∫ t
0
ρεs
((LXεψ)(·, Zεs))ds+
∫ t
0
ρεs
(
ψh(·, Zεs)i
)
dB¯is
+
∫ t
0
∫
U3
ρεs
(
ψ(λ(s, ·, u)− 1)
)
N˜λ(ds, du). (7)
For the detailed deduction of the above equation, please refer to the proof of Theorem 3.3
in [17].
Let τ be any (Ft)t>0−stopping time no more than T . For any δ > 0, we compute
E|ρετ+δ(ψ)− ρετ (ψ)|. It follows from the Ho¨lder inequality that
E|ρετ+δ(ψ)− ρετ (ψ)| = EP
ε |ρετ+δ(ψ)− ρετ (ψ)|ΛεT 6
(
E
Pε |ρετ+δ(ψ)− ρετ (ψ)|2
)1/2 (
E
Pε(ΛεT )
2
)1/2
.
Since EP
ε
(ΛεT )
2 < C, which has been proved in Lemma 5.1, we only consider EP
ε|ρετ+δ(ψ)−
ρετ (ψ)|2. The Ho¨lder inequality and the Itoˆ isometry admit us to get
E
P
ε|ρετ+δ(ψ)− ρετ (ψ)|2 6 3EP
ε
∣∣∣∣
∫ τ+δ
τ
ρεs
((LXεψ)(·, Zεs))ds
∣∣∣∣
2
+3EP
ε
∣∣∣∣
∫ τ+δ
τ
ρεs
(
ψh(·, Zεs)i
)
dB¯is
∣∣∣∣
2
+3EP
ε
∣∣∣∣
∫ τ+δ
τ
∫
U3
ρεs
(
ψ(λ(s, ·, u)− 1)
)
N˜λ(ds, du)
∣∣∣∣
2
6 3δEP
ε
∫ τ+δ
τ
∣∣∣ρεs((LXεψ)(·, Zεs))∣∣∣2 ds
+3EP
ε
∫ τ+δ
τ
∣∣∣ρεs(ψh(·, Zεs)i)∣∣∣2 ds
+3EP
ε
∫ τ+δ
τ
∫
U3
∣∣∣ρεs(ψ(λ(s, ·, u)− 1))∣∣∣2 ν3(du)ds
=: I1 + I2 + I3.
Firstly, deal with I1. By the Jensen inequality and (H
2
b1,σ1,f1
), it holds that
I1 = 3δE
Pε
∫ τ+δ
τ
∣∣EPε [Λεs(LXεψ)(Xεs , Zεs)|F Y εs ]∣∣2 ds
6 3δEP
ε
∫ τ+δ
τ
E
P
ε
[(Λεs)
2
∣∣(LXεψ)(Xεs , Zεs)∣∣2 |F Y εs ]ds
6 3CδEP
ε
∫ τ+δ
τ
E
P
ε
[(Λεs)
2|F Y εs ]ds
6 3CδEP
ε
∫ δ
0
E
Pε [(Λετ+s)
2|F Y ετ+s]ds
6 3Cδ
∫ δ
0
E
Pε[EP
ε
[(Λετ+s)
2|F Y ετ+s]]ds
12
6 3Cδ
∫ δ
0
E
Pε[(Λετ+s)
2]ds
6 3Cδ2,
where C is independent of ε, δ. By the same deduction to I1, we get that I2 + I3 6 Cδ.
Thus,
lim sup
δ↓0
lim sup
ε↓0
sup
τ6T
E|ρετ+δ(ψ)− ρετ (ψ)| = 0. (8)
Based on the similar calculation to above, it holds that
sup
ε,t6T
E|ρεt (ψ)| <∞. (9)
So, combining (9) with (8), we know from Theorem 5.1 in [5] that {ρεt (ψ), t ∈ [0, T ]}
is relatively weakly compact in D([0, T ],R). Moreover, Theorem 6.2 in [5] admits us to
obtain that {ρεt , t ∈ [0, T ]} is relatively weakly compact in D([0, T ],M(Rn)). 
To attain the convergence of piεt to pi
0
t as ε→ 0, we assume more:
Assumption 6. {Zεt , t ∈ [0, T ]} is tight.
Now, it is the position to state the main result in the section.
Theorem 5.3. Under Assumption 1.-6., piεt converges weakly to pi
0
t as ε → 0 for any
t ∈ [0, T ].
Proof. For ψ ∈ C2b (Rn), it holds that
piεt (ψ)− pi0t (ψ) =
ρεt (ψ)− ρ0t (ψ)
ρ0t (1)
− piεt (ψ)
ρεt (1)− ρ0t (1)
ρ0t (1)
.
Thus, in order to prove piεt (ψ) − pi0t (ψ) converges weakly to 0, by Lemma 5.1 and the
conditional expectation property of piεt (ψ), we only need to show that ρ
ε
t (ψ) converges
weakly to ρ0t (ψ) as ε→ 0.
On one hand, we compute the weak limit of ρεt (ψ) as ε→ 0. By Lemma 5.2, there exist
a weakly convergence subsequence {ρεkt , k ∈ N} and a measure-valued process ρ¯t such that
ρεkt (ψ) converges weakly to ρ¯t(ψ) as k → ∞. To compare ρ¯t(ψ) with ρ0t (ψ), we deduce
the equation which ρ¯t(ψ) satisfies. Note that ρ
ε
t (ψ) solves Eq.(7). And then we consider
the weak limits of three integrals in Eq.(7). For the first integral, it holds that
ρεks
((LXεkψ)(·, Zεks ))− ρ¯s(L¯ψ) = ρεks ((LXεkψ)(·, Zεks ))− ρεks (L¯ψ)
+ρεks
(
L¯ψ
)
− ρ¯s
(
L¯ψ
)
= ρεks
((LXεkψ)(·, Zεks )− L¯ψ)
+ρεks
(
L¯ψ
)
− ρ¯s
(
L¯ψ
)
=: I1 + I2.
For I1, one know that
I1 = E
P
εk
[
Λεks
((LXεkψ)(Xεks , Zεks )− (L¯ψ)(Xεks )) |F Y εks ]
= EP
εk
[
Λεks
∂ψ
∂xi
(Xεks )
[
bi1(X
εk
s , Z
εk
s )− b¯i1(Xεks )
] |F Y εks
]
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+
1
2
E
P
εk
[
Λεks
∂2ψ
∂xi∂xj
(Xεks )
[
(σ1σ
T
1 )
ij(Xεks , Z
εk
s )− (σ¯1σ¯T1 )ij(Xεks )
] |F Y εks
]
=: I11 + I12.
Let us deal with I11. Since
lim
n→∞
n−1∑
j=0
E
P
εk
[
Λεk(j+1)t/n
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, Z
εk
s )− b¯i1(Xεk(j+1)t/n)
] ∣∣∣∣F Y εks
]
I(jt/n,(j+1)t/n](s)
= EP
εk
[
Λεks
∂ψ
∂xi
(Xεks )
[
bi1(X
εk
s , Z
εk
s )− b¯i1(Xεks )
] ∣∣∣∣F Y εks
]
, a.s.P,
we only consider EP
εk
[
Λεk(j+1)t/n
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, Z
εk
s )− b¯i1(Xεk(j+1)t/n)
] ∣∣∣∣F Y εks
]
for s ∈ (jt/n, (j + 1)t/n]. Based on independence of Xεk , Zεk and Y εk under Pεk , it
holds that
E
P
εk
[
Λεk(j+1)t/n
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, Z
εk
s )− b¯i1(Xεk(j+1)t/n)
] ∣∣∣∣F Y εks
]
= EP
εk
[
Λεk(j+1)t/nE
P
εk
[ ∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, Z
εk
s )− b¯i1(Xεk(j+1)t/n)
]
∣∣∣∣Xεks+εkl, Zεks−εkl
]∣∣∣∣F Y εks
]
,
where l is a positive integer such that s− εkl > 0 and s+ εkl 6 (j + 1)t/n. And then we
compute
E
P
εk
[
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, Z
εk
s )− b¯i1(Xεk(j+1)t/n)
] ∣∣∣∣Xεks+εkl, Zεks−εkl
]
.
On one side, it is easy to see that
E
P
εk
[
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, Z
εk
s )− b¯i1(Xεk(j+1)t/n)
] ∣∣∣∣Xεks+εkl, Zεks−εkl
]
−
∫
Rm
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, z)− b¯i1(Xεk(j+1)t/n)
]
p¯(Xεks , dz)
=
(
E
P
εk
[
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, Z
εk
s )− b¯i1(Xεk(j+1)t/n)
] ∣∣∣∣Xεks+εkl, Zεks−εkl
]
−
∫
Rm
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, z)− b¯i1(Xεk(j+1)t/n)
]
p(Xεks+εkl;Z
εk
s−εkl, l, dz)
)
+
(∫
Rm
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, z)− b¯i1(Xεk(j+1)t/n)
]
p(Xεks+εkl;Z
εk
s−εkl, l, dz)
−
∫
Rm
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, z)− b¯i1(Xεk(j+1)t/n)
]
p¯(Xεks , dz)
)
=: I111 + I112.
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Based on tightness of {(Xεt , Zεt ), t ∈ [0, T ]} and (H1b1,σ1,f1), it holds that limk→∞ I111 = 0. By
the definition of p(Xεks+εkl;Z
εk
s−εkl, l, dz) and p¯(X
εk
s , dz), we know that lim
l→∞
I112 = 0. On the
other side, it follows from the dominated convergence theorem that
lim
n→∞
∫
Rm
∂ψ
∂xi
(Xεk(j+1)t/n)
[
bi1(X
εk
(j+1)t/n, z)− b¯i1(Xεk(j+1)t/n)
]
p¯(Xεks , dz)
=
∫
Rm
∂ψ
∂xi
(Xεks )
[
bi1(X
εk
s , z)− b¯i1(Xεks )
]
p¯(Xεks , dz) = 0.
Thus, the dominated convergence theorem admits us to obtain lim
k→∞
I11 = 0.
By the same deduction to that for I11, it holds that I12 goes to zero a.s. as k → ∞.
Thus, I1 converges to zero as k → ∞, which together with weak convergence of I2 to
zero as k →∞ yields that ρεks
((LXεkψ)(·, Zεks )) converges weakly to ρ¯s(L¯ψ) as k →∞.
Besides, set(
ρεks
((LXεkψ)(·, Zεks )))(n) := n−1∑
j=0
ρεk(j+1)t/n
((LXεkψ)(·, Zεk(j+1)t/n))I(jt/n,(j+1)t/n](s),
(
ρ¯s
(L¯ψ))(n) := n−1∑
j=0
ρ¯(j+1)t/n
(L¯ψ)I(jt/n,(j+1)t/n](s),
and then
lim
n→∞
(
ρεks
((LXεkψ)(·, Zεks )))(n) = ρεks ((LXεkψ)(·, Zεks )), a.s.P,
lim
n→∞
(
ρ¯s
(L¯ψ))(n) = ρ¯s(L¯ψ), a.s.P.
Moreover, by the dominated convergence theorem, it holds that
lim
n→∞
E
P
εk
(∫ t
0
∣∣∣∣(ρεks ((LXεkψ)(·, Zεks )))(n) − ρεks ((LXεkψ)(·, Zεks ))
∣∣∣∣
2
ds
)
= 0,
lim
n→∞
E
P
εk
(∫ t
0
∣∣∣(ρ¯s(L¯ψ))(n) − ρ¯s(L¯ψ)∣∣∣2 ds
)
= 0.
So, the Ho¨lder inequality admits us to obtain that
lim
n→∞
E
P
εk
∣∣∣∣
∫ t
0
(
ρεks
((LXεkψ)(·, Zεks )))(n) ds−
∫ t
0
ρεks
((LXεkψ)(·, Zεks )ds
∣∣∣∣
2
= 0,
lim
n→∞
E
P
εk
∣∣∣∣
∫ t
0
(
ρ¯s
(L¯ψ))(n) ds− ∫ t
0
ρ¯s
(
L¯ψ
)
ds
∣∣∣∣
2
= 0.
From this, it follows that∫ t
0
ρεks
((LXεkψ)(·, Zεks ))ds−
∫ t
0
ρ¯s
(L¯ψ)ds
=
∫ t
0
ρεks
((LXεkψ)(·, Zεks ))ds−
∫ t
0
(
ρεks
((LXεkψ)(·, Zεks )))(n) ds
+
∫ t
0
(
ρεks
((LXεkψ)(·, Zεks )))(n) ds−
∫ t
0
(
ρ¯s
(L¯ψ))(n) ds
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+∫ t
0
(
ρ¯s
(L¯ψ))(n) ds− ∫ t
0
ρ¯s
(L¯ψ)ds
=
∫ t
0
ρεks
((LXεkψ)(·, Zεks ))ds−
∫ t
0
(
ρεks
((LXεkψ)(·, Zεks )))(n) ds
+
n−1∑
j=0
(
ρεk(j+1)t/n
((LXεkψ)(·, Zεk(j+1)t/n))− ρ¯(j+1)t/n(L¯ψ))((j + 1)t/n− jt/n)
+
∫ t
0
(
ρ¯s
(L¯ψ))(n) ds− ∫ t
0
ρ¯s
(L¯ψ)ds
w.−→ 0,
i.e. ∫ t
0
ρεks
((LXεkψ)(·, Zεks ))ds w.−→
∫ t
0
ρ¯s
(L¯ψ)ds. (10)
In the following, we treat the second integral in Eq.(7). By the similar deduction to
above one could have that ρεks
(
ψh(·, Zεks )i
)
converges weakly to ρ¯s
(
ψh¯i
)
as k → ∞.
Besides, define(
ρεks
(
ψh(·, Zεks )i
))(n)
:=
n−1∑
j=0
ρεk(j+1)t/n
(
ψh(·, Zεk(j+1)t/n)i
)
I(jt/n,(j+1)t/n](s),
(
ρ¯s
(
ψh¯i
))(n)
:=
n−1∑
j=0
ρ¯(j+1)t/n
(
ψh¯i
)
I(jt/n,(j+1)t/n](s),
and then
lim
n→∞
(
ρεks
(
ψh(·, Zεks )i
))(n)
= ρεks
(
ψh(·, Zεks )i
)
, a.s.P,
lim
n→∞
(
ρ¯s
(
ψh¯i
))(n)
= ρ¯s
(
ψh¯i
)
, a.s.P.
Furthermore it follows from the dominated convergence theorem that
lim
k→∞
E
P
εk
(∫ t
0
∣∣∣∣(ρεks (ψh(·, Zεks )i))(n) − ρεks (ψh(·, Zεks )i)
∣∣∣∣
2
ds
)
= 0,
lim
k→∞
E
P
εk
(∫ t
0
∣∣∣∣(ρ¯s(ψh¯i))(n) − ρ¯s(ψh¯i)
∣∣∣∣
2
ds
)
= 0.
Based on the Itoˆ isometry, it holds that
E
P
εk
∣∣∣∣
∫ t
0
(
ρεks
(
ψh(·, Zεks )i
))(n)
dB¯is −
∫ t
0
ρεks
(
ψh(·, Zεks )i
)
dB¯is
∣∣∣∣
2
=
m∑
i=1
E
P
εk
(∫ t
0
∣∣∣∣(ρεks (ψh(·, Zεks )i))(n) − ρεks (ψh(·, Zεks )i)
∣∣∣∣
2
ds
)
,
E
P
εk
∣∣∣∣
∫ t
0
(
ρ¯s
(
ψh¯i
))(n)
dB¯is −
∫ t
0
ρ¯s
(
ψh¯i
)
dB¯is
∣∣∣∣
2
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=
m∑
i=1
E
P
εk
(∫ t
0
∣∣∣∣(ρ¯s(ψh¯i))(n) − ρ¯s(ψh¯i)
∣∣∣∣
2
ds
)
.
Thus,
∫ t
0
(
ρεks
(
ψh(·, Zεks )i
))(n)
dB¯is and
∫ t
0
(
ρ¯s
(
ψh¯i
))(n)
dB¯is converge in mean square to∫ t
0
ρεks
(
ψh(·, Zεks )i
)
dB¯is and
∫ t
0
ρ¯s
(
ψh¯i
)
dB¯is, respectively. Let us compute∫ t
0
ρεks
(
ψh(·, Zεks )i
)
dB¯is −
∫ t
0
ρ¯s
(
ψh¯i
)
dB¯is
=
∫ t
0
ρεks
(
ψh(·, Zεks )i
)
dB¯is −
∫ t
0
(
ρεks
(
ψh(·, Zεks )i
))(n)
dB¯is
+
∫ t
0
(
ρεks
(
ψh(·, Zεks )i
))(n)
dB¯is −
∫ t
0
(
ρ¯s
(
ψh¯i
))(n)
dB¯is
+
∫ t
0
(
ρ¯s
(
ψh¯i
))(n)
dB¯is −
∫ t
0
ρ¯s
(
ψh¯i
)
dB¯is
=
∫ t
0
ρεks
(
ψh(·, Zεks )i
)
dB¯is −
∫ t
0
(
ρεks
(
ψh(·, Zεks )i
))(n)
dB¯is
+
n−1∑
j=0
(
ρεk(j+1)t/n
(
ψh(·, Zεk(j+1)t/n)i
)
− ρ¯(j+1)t/n
(
ψh¯i
)) (
B¯i(j+1)t/n − B¯ijt/n
)
+
∫ t
0
(
ρ¯s
(
ψh¯i
))(n)
dB¯is −
∫ t
0
ρ¯s
(
ψh¯i
)
dB¯is
w.−→ 0,
that is, ∫ t
0
ρεks
(
ψh(·, Zεks )i
)
dB¯is
w.−→
∫ t
0
ρ¯s
(
ψh¯i
)
dB¯is. (11)
For the third integral in Eq.(7), by the similar deduction to the second integral it holds
that∫ t
0
∫
U3
ρεks
(
ψ(λ(s, ·, u)− 1)
)
N˜λ(ds, du)
w.−→
∫ t
0
∫
U3
ρ¯s
(
ψ(λ(s, ·, u)− 1)
)
N˜λ(ds, du). (12)
Combining (12) with (10) (11) and taking weak limits on two hand sides of (7) as k →∞,
we obtain that
ρ¯t(ψ) = ρ¯0(ψ) +
∫ t
0
ρ¯s
(L¯ψ)ds+ ∫ t
0
ρ¯s
(
ψh¯i
)
dB¯is
+
∫ t
0
∫
U3
ρ¯s
(
ψ(λ(s, ·, u)− 1)
)
N˜λ(ds, du).
On the other hand, we consider ρ0t (ψ). By the similar deduction to ρ
ε
t (ψ), it holds that
ρ0t (ψ) = ρ
0
0(ψ) +
∫ t
0
ρ0s
(
L¯ψ
)
ds+
∫ t
0
ρ0s
(
ψh¯i
)
dB¯is
+
∫ t
0
∫
U3
ρ0s
(
ψ(λ(s, ·, u)− 1)
)
N˜λ(ds, du).
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Thus, ρ¯ and ρ0 solve the same equation
ρt(ψ) = ρ0(ψ) +
∫ t
0
ρs
(
L¯ψ
)
ds+
∫ t
0
ρs
(
ψh¯i
)
dB¯is
+
∫ t
0
∫
U3
ρs
(
ψ(λ(s, ·, u)− 1)
)
N˜λ(ds, du). (13)
Besides, based on Theorem 4.2 in [17], Eq.(13) has a unique solution. So, for t ∈ [0, T ]
ρ¯t(ψ) = ρ
0
t (ψ), a.s.P.
That is, as k →∞, ρεkt (ψ) converges weakly to ρ0t (ψ). The proof is completed. 
Remark 5.4. Here we can only obtain weak convergence. When trying to show conver-
gence in probability or convergence in mean square as that in [9, Theorem 4.1], we find
that it is difficult due to a jump process contained in the observation process.
6. An example
In the section we give an example to explain our result.
Consider the following slow-fast system on R× R:

dXεt = sin(Z
ε
t )dt + σ1dVt,
Xε0 = x0,
dZεt =
1
ε
(−Zεt )dt + 1√εσ2dWt,
Zε0 = z0,
(14)
where x0, z0 are real,{
b1(x, z) = sin z, σ1(x, z) = σ1, f1(x, u) = 0,
b2(x, z) = −z, σ2(x, z) = σ2, f2(x, z, u) = 0,
and σ1, σ2 6= 0 are two constants. By simple calculation, we know that b1(x, z), b2(x, z), σ1(x, z),
σ2(x, z), f1(x, u), f2(x, z, u) satisfy Assumption 1.. Thus, the system (14) has a unique
strong solution denoted by (Xεt , Z
ε
t ).
Next take any x ∈ Rn and fix it. And consider the following SDE in R:{
dZxt = −Zxt dt+ σ2dWt,
Zx0 = z0, t > 0.
(15)
By [14], Eq.(15) has a unique invariant probability measure p¯(x, dz) = 1√
piσ2
2
exp{− z2
σ2
2
}dz.
Since the transition probability of Eq.(15) is
p(x; z0, t, dz) =
1√
piσ22(1− e−2t)
exp
{
− (z − z0e
−t)2
σ22(1− e−2t)
}
dz,
by some calculation we know that for any ϕ ∈ C(R)∫ +∞
−∞
|ϕ(z)| 1√
piσ22
exp
{
− z
2
σ22
}(∫ +∞
0
∣∣∣∣1− 1√1− e−2t exp
{
− (z − z0e
−t)2
σ22(1− e−2t)
+
z2
σ22
}∣∣∣∣ dt
)
dz <∞,
and Assumption 2. holds.
Set
b¯1(x) :=
∫ +∞
−∞
b1(x, z)p¯(x, dz) =
∫ +∞
−∞
sin z
1√
piσ22
exp{− z
2
σ22
}dz =: b¯1,
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(σ¯1σ¯
T
1 )(x) :=
∫ +∞
−∞
(σ1σ
T
1 )(x, z)p¯(x, dz) =
∫ +∞
−∞
σ21
1√
piσ22
exp{− z
2
σ22
}dz = σ21,
and then we construct the following SDE{
dX0t = b¯1dt+ σ1dV¯t,
X00 = x0, 0 6 t 6 T.
So, X0t = x0 + b¯1t + σ1V¯t is a unique solution of the above equation. Next, set for
g ∈ C∞c (R)
(L¯g)(x) := g′(x)b¯1 + 1
2
g′′(x)σ21,
and then Assumption 3. is right. By Theorem 3.1, it holds that {Xεt , t ∈ [0, T ]}
converges weakly to {X0t , t ∈ [0, T ]} in D([0, T ],R).
Take the observation process
Y εt =
∫ t
0
arctan(Xεs )ds+Bt +
∫ t
0
∫
|u|<1
uN˜λ(ds, du) +
∫ t
0
∫
u|>1
uNλ(ds, du),
where h(x, z) = arctan(x), f3(s, u) = u, U3 = {|u| < 1}, ν3 is a finite measure on
(R,B(R)) and l < λ(t, x, u) < 1 is a constant. Then h(x, z), f3(s, u), λ(t, x, u) satisfy
Assumption 4-5..
To justify Assumption 6., we observe the following equation
Zεt = z0 +
∫ t
0
1
ε
(−Zεs )ds+
1√
ε
σ2Wt.
Set t = εu, and then
Zεεu = z0 −
∫ u
0
Zεεrdr + σ2Wu.
From some calculation, it follows that
(i)
lim
N→∞
sup
ε
P{|z0| > N} = 0,
(ii) for any U > 0 and 0 6 u1, u2 6 U , there is a constant C > 0 depending on U, z0, σ2
such that
E|Zεεu1 − Zεεu2|4 6 C|u1 − u2|2, for any ε.
Thus, by [5, Theorem 4.1, Page 10], {Zεt , t ∈ [0, T ]} is tight and then Assumption 6.
is right. Moreover, by Theorem 5.3, we have that for any ψ ∈ B(Rn), E[ψ(Xεt )|F Y εt ]
converges weakly to E[ψ(X0t )|F Y εt ] as ε→ 0.
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