This paper applies the panel stationarity test with a break proposed by Hadri and Rao (2008) to examine whether 14 macroeconomic variables of OECD countries can be best represented as random walk or stationary ‡uctuations around a deterministic trend. In contrast to previous studies, based essentially on visual inspection of the break type or just applying the most general break model, we use a model selection procedure based on BIC. We do this for each time series so that heterogeneous break models are allowed for in the panel. Our results suggest, overwhelmingly, that if we account for a structural break, cross-sectional dependence and choose the break models to be congruent with the data, then the null of stationarity cannot be rejected for all the 14 macroeconomic variables examined in this paper. This is in sharp contrast with the results obtained by Hurlin (2004) using the same data but a di¤erent methodology.
Introduction
Since the seminal work of Nelson and Plosser (1982) , macroeconomic variables have been analyzed in various studies, particularly in relation to testing the potential existence of unit roots. Nelson and Plosser (1982) applied the ADF test and were unable to reject the unit root hypothesis for 13 out of the 14 variables examined. They concluded that these series behave more like a random walk than like transitory deviations from a steadily growing trend. Kwiatkowski et al. (1992) developed a test that reverses the null and the alternative hypotheses. The application of their test to the Nelson and Plosser dataset resulted in nonrejection of the stationary null hypothesis for 6 out of the 14 series. Perron (1989) questioned the ability of unit root tests to distinguish unit root from stationary processes that contain segmented or shifted trends. He was the …rst to show that not accounting for a break causes a signi…cant distortion in the unit root tests. He found, when allowing for a break, that the unit root null could be rejected in 10 out of 14 cases for the Nelson and Plosser (1982) dataset. Perron (1989) assumed the break date known. Authors like Christiano (1992) , Banerjee et al. (1992) , and Zivot and Andrews (1992) considered that it is more appropriate to allow for the point break to be endogenously determined. Zivot and Andrews (1992) applying an extension of the Perron model in which the point break is endogenously determined, rejected the unit root null at the 5% signi…cance level for only 3 out of 13 series. Sen (2003) applied unit root tests to the mixed break model which allows for a simultaneous break in both the intercept and the slope and found, for the original Nelson-Plosser series that the unit root null is rejected for all series except the GNP de ‡ator, consumer prices velocity and the interest rate. In a follow-up paper, Sen (2004) uses an extended Nelson-Plosser dataset to test for the presence of a unit root in each time series. He also used a mixed break model and found that the unit root null is rejected for 9 out of 14 variables including real GNP, nominal GNP, real per capita GNP, industrial production, employment, GNP de ‡ator, nominal wages, interest rate and common stock prices. Similar results were provided by Strazicich, Lee and Day (2004) using a minimum Lagrange multiplier unit root test incorporating two structural breaks. They found signi…cant evidence against a unit root for per capita income. The results of these tests indicate that the break in the slope should be included in most of the Nelson and Plosser (1982) variables except for industrial production, employment and the GNP de ‡ator. The results from unit root tests accounting for structural break(s), particularly those employing the original Nelson and Plosser dataset, show substantial evidence against the unit root hypothesis.
It is often argued that unit root tests have low power with short spans of data and therefore failure to reject the unit root null should be treated with caution. One response to this criticism has been the development of panel unit root and stationarity tests, such as Levin, Lin, and Chu (2002) , Im, Pesaran and Shin (2003) , Maddala and Wu (1999) , Hadri (2000) and Hadri and Larsson (2005) . However, these tests do not account for cross-sectional dependence. For more recent tests allowing for cross-sectional dependence consult the very good review by Breitung and Pesaran (2008) . All these panel tests demonstrate that even for relatively short panels the power of the tests can be greatly improved. Hurlin (2004) applies the aforementioned …rst three panel unit root techniques to macroeconomic data of OECD countries. These variables are the same as those considered by Nelson and Plosser (1982) for the United States except that GDP rather than GNP is used. Hurlin (2004 ) was unable to reject the null hypothesis of a unit root for most of the variables. Rapach (2002) applied four di¤erent panel unit root tests and found strong evidence for the nonstationarity of real GDP and real GDP per capita. Di¤erent from these results, Hegwood and Papell (2005) applied a homogeneous panel unit root test to the same dataset and found strong evidence in favour of trend stationarity with structural changes in the slope or in both the intercept and the slope. Fleissig and Strauss (1999) used panel unit root tests by Levin, Lin and Chu (2002) , Im, Pesaran and Shin (2003) and Maddala and Wu (1999) to analyze the unit root behaviour of output for 15 OECD countries over the period . They reported overwhelmingly evidence that OECD output is trend stationary even after controlling for crosssectional correlation via bootstrap methods. This paper applies Hadri and Rao's (2008) panel stationarity test allowing for structural breaks to macroeconomic variables of OECD countries using Hurlin's (2004 ) dataset. Carrion-i-Silvestre et al. (2005 also propose a panel stationarity test which allows for structural breaks. However, Hadri and Rao (2008) consider four models based on the break patterns, that is, a model with a break in the level and no time trend (model 0), a break in the level and a time trend without a break (model 1), a level without a break and a time trend with a break (model 2) and a level and a time trend, both with a break (model 3). Carrion-i- Silvestre et al. (2005) consider only models 0 and 3. It is possible for Models 0 and 3 to allow for multiple structural breaks but not for models 1 and 2. For these last two models, it is not possible to derive the asymptotic distribution of the corresponding tests in presence of more than one break (cf. Hadri and Rao (2008) for more details). Therefore, in order to consider the four models we allow for only one structural break. Alternatively, we could have considered only models 0 and 3 and be in a positon to allow for more than one break. This possibility has not been pursued here. In this paper, the selection of the appropriate model amongst the four possible ones is data driven. Perron (1989) used visual inspection to decide which break model to adopt. For 12 variables he considered that the "crash model" (corresponding to model 1) is the appropriate model whereas common stock prices and real wages are speci…ed by the most general model (model 3). Following Perron's (1989) lead, most papers, including Zivot and Andrews (1992) , Lumsdaine and Papell (1997) and Sen (2003) tended to accept this classi…cation. However, Montañés et al. (2005) showed that the estimation of the incorrect break model may distort the behaviour of these statistics. Therefore, there is a need to determine the appropriate model. In this paper, we follow Montañés et al. (2005) and use BIC to choose the suitable model for each variable and each country. Our test statistics which take stationarity as the null can be considered as a complement to test statistics where the null is a unit root. Finally, to control for possible cross-sectional dependence, we use a bootstrap method which accommodates cross-sectional dependence of an unknown form. It has been shown by O'Connell (1998) and Maddala and Wu (1999) amongst others, that ignoring cross-sectional dependence when it is present leads to severe size distortions in panel unit root and stationarity tests. It should be noted that allowing for only one break for the reason mentioned above constitutes a limitation to our tests. We have chosen to consider the four break-models with one break rather than allowing for the possibility of more than one break. In this latter case only model 0 and model 3 are feasible. Therefore, both choices may lead to adverse e¤ects on the properties of our tests. More theoretical work which is beyond the scope of this applied paper, is needed to …nd which is the "best" choice to adopt.
The rest of the paper is organized as follows. Section 2 outlines the methodology employed. The empirical results are provided in section 3. Finally, section 4 concludes the paper.
Methodology
In this empirical application, we employ the testing procedure developed in Hadri and Rao (2008) to the data used by Hurlin (2004) 3 . These annual datasets start between 1952 to 1971 and end between 2000 to 2003. Hurlin's data are all balanced panel datasets. All the series have been transformed to natural logs except bond yield which is analyzed in level form. The description of the data can be found in the appendix.
Statistics and testing procedure
The models considered are as follows:
Model 1:
Model 2:
Model 3:
with
where y it ; i = 1; :::; N and t = 1; :::; T are the observed data for which we wish to test stationarity. For all i;
i s and 0 i s are unknown parameters. r it is a random walk with initial values r i0 = 0 8i; without loss of generality as constant terms are already included in the equations above. D it and DT it are de…ned as D it = 1 if t > T B;i , and 0 otherwise; DT it = t T B;i if t > T B;i , and 0 otherwise; where T B;i ; is the break time. ! i = T B;i =T denotes the fraction of the break point to the sample for the ith time series. The usual assumptions are made on the random terms, it and u it : Assumption 2.1. The u it are iid variates with E(u it ) = 0; Var( u it ) = 2 u;i 0: { it g and {u it g are mutually independent across the two dimensions of the panel data.
Assumption 2.2. The disturbance term { it g; for i = 1; :::; N and t = 1; :::; T; satis…es the following assumptions:
(i) E( it ) = 0 for all i and t; (ii) sup t Ej it j +" < 1 for some > 2 and " > 0;
(iii) { it g is strong mixing with mixing coe¢ cients C h that satisfy
Assumption 2.2 allows for quite general forms of temporal dependence and heterogeneity over t for it :
The four models specify di¤erent e¤ects that the break may cause on the deterministic parts of the models as explained in the introduction.
The null hypothesis is given by:
against the alternative
This alternative hypothesis allows for 2 u;i to be heterogeneous across units and includes the homogeneous alternative, i.e., 2 u;i = 2 u > 0 for all i: It also permits some of the individual series to be stationary under the alternative. The r it reduces to zero for all i and t under the null. The test-statistic we use takes the following form:
where
is the average of individual univariate KPSS stationarity test-statistics and
The index k (= 0; 1; 2; 3) indicates the model to which the test statistic corresponds. S it = P t j=1 b ij is the partial sum process, and b 2 ;i is an estimator of the long-run variance (LRV) of it (see Hadri and Rao (2006) for more details): Under the null, b ij are OLS residuals from regressing y it on the appropriate set of regressors from equations (1) to (4) excluding the random walk. For example, the regressors in (4) are the intercept, dummy for the level, the time trend and the time trend dummy. The panel moments and are obtained by averaging the corresponding individual moments of each time series , i.e., = 1 N (
The asymptotic mean i;k and variance 2 i;k are provided in Hadri and Rao (2008) . It is shown in the same paper that under H 0 the statistic Z(!) follows asymptotically a standard normal distribution when T ! 1 followed by N ! 1: As shown in Hadri and Larsson (2005) , the test is easily applicable to unbalanced panels. Following Phillips and Moon (1999) , Shin and Snell (2006) show that under the condition N=T ! 0, the sequential results imply joint (N,T ) convergence. This makes the test procedure applicable to cases where N is moderate and T is allowed to be large.
Determination of the break location and model
For a given model and variable, the break location is determined using the leastsquares method suggested by Bai (1994 Bai ( , 1997 . Bai chooses the estimate of the break date that minimizes the sum of squared residuals (SSR) from the relevant regression under the null hypothesis, that is,
Bai shows that this method provides consistent estimates of the break point. Using this procedure, the break locations are evaluated for the four models. The next step is to …nd which model to use. Perron (1989) used mainly visual inspection to choose a model. Subsequent authors followed his lead. However, Montañés et al. (2005) showed, among other things, analytically and via simulation that using the wrong model may lead to incorrect inference when testing for unit roots especially when the true model is not nested in the estimated model. Montañés et al. (2005) also demonstrate that if the estimated break time is erroneous, then this will a¤ect adversely the properties of the tests (we suspect that Montañés et al. (2005) results are also true for stationarity tests). Therefore, there is a need to determine the most appropriate break model for the variable concerned. Montañés et al. (2005) use the Akaike Information Criterion (AIC) and Schwarz's Bayesian Information Criterion (BIC), to …nd the appropriate break type model for the variable concerned. The use of information criteria for model selection has also the potential of selecting a break model that is more parsimonious. We follow their idea and use the BIC criterion which is given by:
where~ 2 i;k = SSR i;k =T and SSR i;k is the sum of squared residuals of the ith time series speci…ed as model k: l i;k is the number of regressors used to model the ith individual and k indicates the break model used. T is the sample size. In our panel, for each country and for a given variable, we compute BIC i;k for the four models. Then, the model with the lowest value of BIC i;k is preferred. Hence, we allow for the break date and the model to be di¤erent across individuals. Table  1 gives, for each country, in column 2 the selected model and in column 3 the estimated break date for the variable bond yield 4 . The estimated break points correspond to the oil price shocks that occurred during the 1970's and 1980's except for Australia where the break happened in 1991 for which we have no explanation. These results show that for all the variables di¤erent break models are chosen across countries except for the variable wages for which the only model selected is model 2. It seems that Perron's (1989) choice of the crash model (our Model 1) for most of the variables is not supported by our data. The next step is to correct for possible serial correlation in the error term it via the estimation and use of the long run variance. This is done as in Sul et al. (2005) . First we specify an AR(p) autoregressive process for the prewhitening: it = i;1^ it 1 + i;2^ it 2 + :::::
where^ it are obtained after estimation of the chosen break type model. Then, the long-run variance estimate of b 2 i is obtained as in Sul et al. (2005) using the boundary condition rule in order to avoid inconsistent estimation of the long run variance:
where b i (1) = b i;1 +b i;2 + +b i;pi is the sum of all the autoregressive coe¢ cient estimates from the …tted regression (10). For the determination of the lag length p i , two methods are applied. It should be noted that the results may be sensitive to the criterion employed. The …rst method is a general to speci…c recursive procedure where the lag length is determined as the last lag in the autoregression that has a signi…cant t statistic at the 10% signi…cance level. This procedure has been proposed by Campbell and Perron (1991) . The lag length of the autoregression resulting from this procedure is denoted tsig_p. Starting with an upper bound pmax which we prespecify to be 4, if the last included lag is signi…cant, choose p i = pmax; if not, reduce p i by one until the last lag becomes signi…cant. If no lag is signi…cant, set p i = 0. We use a two-sided 10% test based on the asymptotic normal distribution to assess the signi…cance of the last lag. The second method is based on the BIC criterion. The pmax is also set to 4. The results obtained by both methods for each country for the variable bond yield are shown in the last two columns of Table 1. [ Table 1 and Table 2 here]
Testing under cross sectional dependence
It is widely known that for many macroeconomic variables, it is inappropriate to assume that the cross-section units are independent. O'Connell (1998) showed via simulation that panel tests will over-reject the null hypothesis when the independence is violated, whether the null hypothesis is a unit root or stationarity. Osbat (2001, 2004) argued against the use of panel unit root tests because of this problem. Therefore, in panels accounting for the possibility of cross-sectional dependence is imperative in testing for a unit root or stationarity. This correlation is con…rmed by examining the covariances between pairs of series for di¤erent countries for a given variable. Table 2 presents the cross-sectional correlations amongst countries for the bond yield variable. There is clearly cross-sectional dependence.
5 It should be noted that the asymptotic distribution of the LM statistics proposed in Hadri and Rao (2008) holds under the assumption of cross-sectional independence. If this assumption is violated then the asymptotic distribution of panel tests will depend on various nuisance parameters associated with the cross-sectional dependence and therefore the normal limiting distribution result is no longer valid. To account for the possible presence of cross-sectional dependence, we use the bootstrap approach, which makes inference viable even under very general forms of cross-sectional dependence. The bootstrap method used here proceeds as follows:
1. We compute the residuals b it from the regression of the appropriate break model.
2. We then obtain the b v it from (10) which are grouped in a N T matrix. The b v it are not serially correlated over time but are potentially cross sectionally dependent. We letv = 2 6 6 6 6 6 6 4v
After obtainingv; we compute the matrix of centered residuals
. We then generate the bootstrap innovationsṽ by resampling fromṽ with replacement. In order to preserve the contemporaneous cross-sectional dependence, we randomly select T columns fromv with replacement. (See Maddala and Wu (1999) ). Note that in order for the columns to be interchangeable, it is important that the e v it are not autocorrelated over time. 4. Next, we generate [ it ] recursively from [ṽ t ] as it =^ i;1 it 1 +^ i;2 it 2 + :::::
where (^ i;1 ;^ i;2 ; :::^ i;p ) are the coe¢ cients estimates from the …tted regression (10). It is necessary to initialize (11) and discard the …rst 100 values. This will minimize the e¤ects of initial values. Finally, we obtain the y it by adding it to the deterministic part of the appropriate break model.
5. Lastly, we compute the standardized panel statistic Z for each bootstrap sample [y it ] using 5,000 replications in total. This allows us to obtain the empirical distribution of the statistic and hence the bootstrap critical values. The Z statistic is calculated as described in section 2.
Results
The results of the application of our stationary test to 14 macroeconomic variables for a panel of OECD countries are reported in the fourth column of Tables 3 and 4 using the BIC and tsig criteria respectively. When we ignore, cross-sectional dependence, we …nd that, at 5% signi…cance level, the null of stationarity with a break cannot be rejected for 4 out of 14 variables (real GDP, Industrial Production, real wages and Consumer prices) when we use the BIC criterion. When we employ the tsig criterion, the null is rejected for all the variables. This indicates that our results are sensitive to the criterion utilized. On the other hand, when we account for cross-sectional dependence via the bootstrap technique, the null cannot be rejected for all the variables at the 10% signi…cance level using either the BIC or tsig criterion. The bootstrap critical values are reported in the last columns of Tables 3 and 4 . It should be noted that Hurlin (2004) , assuming cross-sectional independence, found that the null of a unit root is rejected for 5 out of 14 variables. The variables concerned are: real GDP, wages, real wages, unemployment rate and money stock. Hurlin's results and ours are very similar when cross-sectional dependence is ignored. However, when accounting for cross-sectional dependence Hurlin found that the unit root null hypothesis is not rejected for most of the variables using various panel unit root tests. These contrasted results could be due to a lack of power of the tests as suggested by one of the referees or due to the fact that the tests used by Hurlin do not allow for structural breaks. For the comparison to be valid, both tests (Hurlin's and our's) should account for the same possible e¤ects present in the data i.e. the two tests should be based on the same set of hypotheses. Hurlin's tests are based on more restrictive set of hypotheses. Consequently, more credit should be given to our results in which we allow for di¤erent type of break and cross-sectional dependence. There are other studies in this area which deserve a comparison with our results, such as Rapach (2002) , who provided overwhelming evidence of nonstationarity in annual real GDP and GDP per capita using four panel unit root tests. Also Hegwood and Papell (2005) , who allowing for one structural break in a homogeneous panel unit root test could not reject trend stationarity, contrary to the …ndings of Rapach (2002) . Romero-Ávila (2007) applied the test proposed by Carrion-i- Silvestre et al. (2005) , allowing for multiple breaks but considering only model 0 and model 3, to OECD output and found evidence of trend stationarity in most of the cases he examined. Our results are consistent with the …ndings of Hegwood and Papell (2005) and Romero-Ávila (2007) and con…rm the importance of accommodating structural break(s) and controlling for cross-sectional dependence in panel unit root and stationarity tests. The evidence gathered so far indicates that most of the macroeconomic variables considered by Nelson and Plosser seem to be stationary when less restrictive methodologies are used. If accepted, these results might have profound consequences for the way macroeconomic variables should be modeled.
Conclusion
In this paper, we applied Hadri and Rao's (2008) stationarity test allowing for one structural break to a set of macroeconomic variables of OECD countries. We used a model selection procedure based on the BIC criterion to choose the appropriate break model for each cross-section. The results suggest that if we ignore cross-sectional dependence, the null of stationarity with a break cannot be rejected for 4 out of 14 variables, when we use the BIC criterion to correct for serial correlation. However, when we account for the likely possibility of cross-sectional dependence via the bootstrap technique, the null of stationarity with a break is supported for all the variables whichever criterion we use for correcting for serial correlation. If embraced, these results may have serious repercussions on macroeconomic modelling. Table 2 . Cross-sectional correlation of the disturbances in Bond Yield A u s t r a l i a B e l g i u m C a n a d a D e n m a r k F r a n c e G e r m a n y I t a l y N e t h e r l a n d s N e w Z e a l a n d 
