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Resumen
El Ana´lisis Matricial constituye un a´rea muy importante de la Matema´tica
Aplicada y es una herramienta fundamental para el desarrollo de muchas aplicaciones
de distintas ramas de la ciencia y la tecnolog´ıa. Algunos de los problemas requieren
de la solucio´n de ecuaciones matriciales, en los cuales es necesario el ca´lculo de
matrices inversas. Sin embargo, como no toda matriz es invertible (o incluso se trata
de un problema sobre matrices rectangulares), la utilizacio´n de diferentes inversas
generalizadas permite abordarlos de manera satisfactoria.
En esta u´ltima de´cada han surgido nuevas nociones de inversas, una de ellas es
la inversa core. En este trabajo se presentan las definiciones y algunas de las propie-
dades ma´s relevantes de las inversas cla´sicas, como son la inversa de Moore-Penrose
y la inversa de grupo, para luego poder introducir la definicio´n de la inversa core y
demostrar distintas propiedades, caracterizaciones y representaciones de la misma.
Adema´s, se estudia la descomposicio´n de Hartwig-Spindelbo¨ck para las inversas ante-
riormente mencionadas puesto que dicha descomposicio´n constituye una importante
herramienta que permite realizar muchas de las demostraciones de los principales
resultados de este trabajo. Finalmente, se proporcionan algunas aplicaciones que
muestran el intere´s del estudio de la inversa core.
Abstract
Matrix Analysis is a very important area of Applied Mathematics and it is
an essential tool for the development of many applications of different branches of
science and technology. Some problems in this area require to solve matrix equations,
for which the computation of inverse matrices is necessary. However, since not every
matrix is invertible (or even the problem may involve rectangular matrices), the use
of generalized inverses allows us to approach them satisfactorily.
In the last decade, new notions of inverses have appeared in the literature,
one of them is called the core inverse. This work presents the definitions and some
of the most relevant properties of the classical inverses, such as the Moore-Penrose
3inverse and the group inverse. Then, we introduce the definition of the core inverse
and prove several properties, characterizations and representations of it. In addition,
we study the Hartwig-Spindelbo¨ck decomposition for the aforementioned inverses.
Such a decomposition constitutes an important tool that allows us to carry out the
proofs of the main results of this work. Finally, some interesting applications of the
core inverse are provided in order to show its usefulness.
Resum
L’Ana`lisi Matricial constitueix una a`rea molt important de la Matema`tica
Aplicada i e´s una eina fonamental per al desenvolupament de moltes aplicacions de
diferents branques de la cie`ncia i la tecnologia. Alguns dels problemes requereixen
de la solucio´ d’equacions matricials, en els que e´s necessari el ca`lcul de matrius
inverses. No obstant aixo`, com no tota matriu e´s invertible (o fins i tot es tracta
d’un problema sobre matrius rectangulars), l’u´s de diferents inverses generalitzades
permet abordar-los de manera satisfacto`ria.
En aquesta u´ltima de`cada han sorgit noves nocions d’inverses, una d’elles e´s
la inversa core. En aquest treball es presenten les definicions i algunes de les propie-
tats me´s rellevants de les inverses cla`ssiques, com so´n la inversa de Moore-Penrose
i la inversa de grup, per a despre´s poder introduir la definicio´ de la inversa core i
demostrar diferents propietats, caracteritzacions i representacions d’aquesta. A me´s,
s’estudia la descomposicio´ de Hartwig-Spindelbo¨ck per a les inverses anteriorment
esmentades ja que aquesta descomposicio´ constitueix una important eina que per-
met realitzar moltes de les demostracions dels principals resultats d’aquest treball.
Finalment, es proporcionen algunes aplicacions que mostren l’intere`s de l’estudi de
la inversa core.
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El concepto de inversa generalizada fue mencionado por primera vez en 1903
por Fredholm [14] quien formulo´ una pseudoinversa para un operador integral lineal
que no es invertible en el sentido ordinario. Un an˜o despue´s, Hilbert [18] discutio´
inversas generalizadas de operadores diferenciales.
Recie´n en el an˜o 1920, Moore [25] establecio´ la existencia de una u´nica inversa
para cada matriz compleja y la denomino´ rec´ıproca general, en la cual, analizada
como aplicacio´n lineal, permit´ıa establecer de que´ elementos provienen los vectores
no nulos del espacio imagen (es decir, aquellos que no son imagen de los vectores
del espacio vectorial de salida que van a parar al vector nulo). Sin embargo, esta
definicio´n no consiguio´ gran notoriedad en la comunidad cient´ıfica, quiza´s debido a
la engorrosa notacio´n usada por Moore. Su definicio´n se basaba en los proyectores
ortogonales sobre los espacios columnas de A y su traspuesta conjugada A∗; por lo
tanto su definicio´n se hac´ıa desde un punto de vista funcional o geome´trico.
En 1955, Penrose [26] publico´ un art´ıculo donde presentaba una definicio´n ma´s
bien algebraica a partir de cuatro ecuaciones matriciales llamadas ecuaciones de
Penrose, y se pudo probar que esta definicio´n era equivalente a la dada por Moore.
A partir de all´ı, esta u´nica inversa es comu´nmente conocida como la inversa de
Moore-Penrose. Esta nueva matriz inversa generalizada fue ampliamente estudiada.
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Una de las principales razones de ello fue su utilidad en aplicaciones para tratar
diversos problemas, en particular, la resolucio´n de sistemas de ecuaciones lineales,
que constituye una de las aplicaciones ba´sicas pero a la vez importante de este
tipo de inversas generalizadas. Sin embargo, la aplicacio´n de mayor repercusio´n de
la inversa de Moore-Penrose fue establecida por el propio Penrose al resolver el
problema de los mı´nimos cuadrados: encontro´ que la (u´nica) solucio´n en mı´nimos
cuadrados de norma mı´nima del sistema lineal Ax = b es x = A†b siendo A† la
inversa de Moore-Penrose de A.
A lo largo de los an˜os han surgido otras inversas generalizadas que lograron
notoriedad ra´pidamente. En 1958, Drazin [10] introdujo una nueva inversa generali-
zada en el contexto de anillos abstractos y, en particular, para matrices cuadradas,
llamando la atencio´n de la comunidad matema´tica por sus interesantes propiedades
espectrales. Cuando el ı´ndice de la matriz es (a lo sumo) 1, la inversa de Drazin es
llamada la inversa de grupo. Por lo tanto, la inversa de grupo es un caso especial
de la inversa de Drazin. Sin embargo, esta u´ltima es utilizada en muchas aplicacio-
nes interesantes, motivo por el cual se la considera como una entidad separada. Por
mencionar tan so´lo alguna de ellas se cita el trabajo de C.D. Meyer titulado The role
of the group generalized inverse in the theory of finite Markov chains (ve´ase la cita
[1282] de [6]), donde se proporciona una importante contribucio´n a la teor´ıa de las
inversas generalizadas mostrando la aplicacio´n de la inversa de grupo para estudiar
las cadenas de Markov.
Muchos de los resultados obtenidos han encontrado su aplicacio´n en a´reas de
la matema´tica misma, como por ejemplo en me´todos de optimizacio´n utilizando
mı´nimos cuadrados, ecuaciones diferenciales (y en diferencias), cadenas de Markov,
teor´ıa de perturbacio´n, me´todos iterativos, etc. (vea´se [6, 7, 8]), sin embargo las in-
versas generalizadas tambie´n son de gran utilidad en problemas de otras disciplinas:
equilibrio de ecuaciones qu´ımicas [31], en Robo´tica [1, 9], en Teor´ıa de Co´digos [37],
en Teor´ıa de Optimizacio´n [15], Gra´fica Computacional [22], Sistemas Lineales de
Control [19], etc., so´lo por nombrar algunas de las ma´s recientes.
Despue´s de muchos an˜os dedicados al estudio de las inversas generalizadas
CAPI´TULO 1. INTRODUCCIO´N Y PRELIMINARES 3
cla´sicas, en la u´ltima de´cada han aparecido nuevas nociones de inversa. La primera
de ellas fue la inversa core, introducida en el an˜o 2010 por los autores Baksalary y
Trenkler [3]. La misma tuvo una amplia repercusio´n en la comunidad matema´tica
debido a la sencillez de su definicio´n, a su aplicacio´n en la resolucio´n de algunos sis-
temas lineales con restricciones que surgen en la teor´ıa de redes ele´ctricas y tambie´n
por su conexio´n con la bien conocida inversa de Bott-Duffin.
Muchos trabajos de investigacio´n han surgido a partir de esta nueva inversa,
incluyendo sus extensiones a conjuntos ma´s generales como al a´lgebra de todos los
operadores lineales acotados sobre espacios de Hilbert como as´ı tambie´n a anillos
[20, 21, 24, 28, 29, 34, 38, 39, 40].
Como se ha mencionado anteriormente, el estudio de la teor´ıa de inversas
generalizadas se ha incrementado considerablemente en la u´ltima de´cada. Muchos
de los problemas y preguntas en este campo de estudio han sido resueltos, algunos
so´lo se han resuelto parcialmente y otros permanecen abiertos hasta el d´ıa de hoy.
El objetivo principal de este trabajo es estudiar la inversa core, revisando sus
definiciones, caracterizaciones, propiedades, representaciones y aplicaciones.
A continuacio´n se describe, de forma sintetizada, la organizacio´n de los temas
de este trabajo en sus tres cap´ıtulos.
En el Cap´ıtulo 1 se introducen las notaciones necesarias y se mencionan, de
forma breve, algunos resultados preliminares necesarios para el desarrollo del resto
de los cap´ıtulos.
Posteriormente, en el Cap´ıtulo 2 se presentan las definiciones de las inver-
sas cla´sicas, a saber, la inversa de Moore-Penrose, la inversa de grupo y la inversa
de Drazin. Se enuncian algunos teoremas que incluyen distintas propiedades de las
mismas y que sera´n de gran utilidad para estudiar la inversa core. Adema´s, con la
intencio´n de obtener una representacio´n de la inversa core, se estudia la descom-
posicio´n de Hartwig-Spindelbo¨ck, que al mismo tiempo constituye una herramienta
fundamental para muchas de las demostraciones del cap´ıtulo principal.
A continuacio´n, en el Cap´ıtulo 3 se introduce la definicio´n de la inversa core,
tema central de este trabajo, y se estudia en profundidad su existencia, caracte-
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rizacio´n y unicidad. Adema´s, se presenta una forma cano´nica de la inversa core y
se demuestran su principales propiedades utilizando la descomposicio´n de Hartwig-
Spindelbo¨ck.
Finalmente, en el Cap´ıtulo 4 se presentan tres aplicaciones de la inversa core.
La primera de ellas corresponde al ca´lculo de la inversa core del producto de dos
proyectores ortogonales, la segunda esta´ relacionada con la resolucio´n de un sistema
de ecuaciones matriciales y la tercera muestra la posibilidad de calcular la inversa
de Boot-Duffin mediante la inversa core.
1.2. Notaciones y resultados preliminares
En esta seccio´n se mencionan algunas notaciones ba´sicas de la teor´ıa de matri-
ces y se presentan sin demostracio´n algunos resultados que involucran los espacios
imagen y nulo de una matriz. Adema´s, se definen algunas clases matriciales cla´sicas
como las matrices idempotentes, las isometr´ıas parciales, los proyectores ortogonales,
entre otras, que sera´n de intere´s en los cap´ıtulos posteriores.
Como es usual, se denota por Cm×n al conjunto de matrices complejas de
taman˜o m × n. Para una matriz A ∈ Cm×n, los s´ımbolos A∗, A−1, rg(A), N (A)
y R(A) denotan la traspuesta conjugada, la inversa (cuando m = n), el rango, el
espacio nulo y el espacio imagen de A, respectivamente. El s´ımbolo In indica la
matriz identidad de taman˜o n × n. Con S⊥ se denota al subespacio ortogonal del
subconjunto S ⊆ Cn con respecto al producto escalar (cano´nico) de Cn definido por
〈x, y〉Cn = x∗y, para x, y ∈ Cn, donde x∗ significa tomar traspuesta conjugada en
el vector x. La ortogonalidad de los subespacios S1 y S2 se denota por S1 ⊥ S2.
El s´ımbolo ⊕ representa la suma directa de dos subespacios de un mismo espacio
vectorial y cuando estos subespacios son ortogonales se indicara´ con ⊕⊥ (suma
directa ortogonal).
A continuacio´n, con la intencio´n de mencionar algunas propiedades relevantes
de los subespacios imagen y nulo de una matriz, se recuerdan sus definiciones.
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Definicio´n 1.2.1. Sea A ∈ Cm×n. Se llama espacio imagen de A al conjunto
R(A) = {y ∈ Cm : y = Ax, x ∈ Cn}.
Definicio´n 1.2.2. Sea A ∈ Cm×n. Se llama espacio nulo de A al conjunto
N (A) = {x ∈ Cn : Ax = 0}.
A partir de las definiciones anteriores no es dif´ıcil probar que
R(A∗) = N (A)⊥ y N (A∗) = R(A)⊥.
Ma´s au´n, algunas de las principales propiedades de estos subespacios son enu-
meradas en el siguiente teorema.
Teorema 1.2.3. Sea A ∈ Cm×n. Entonces se cumplen las siguientes propiedades:
(a) N (A∗A) = N (A).
(b) R(A∗A) = R(A∗).
(c) N (AA∗) = N (A∗).
(d) R(AA∗) = R(A).
(e) rg(AA∗) = rg(A) = rg(A∗) = rg(A∗A).
Otras propiedades u´tiles que poseen los subespacios imagen y nulo son las
siguientes.
Teorema 1.2.4. Sean A ∈ Cm×n y B ∈ Cp×q. Entonces se cumplen las siguientes
propiedades:
(a) Si n = p entonces R(AB) ⊆ R(A).
(b) Si m = p se cumple que R(A) ⊆ R(B) si y so´lo si existe una matriz C ∈ Cq×n
tal que A = BC.
(c) Si n = p entonces N (B) ⊆ N (AB).
(d) rg(AB) ≤ mı´n{rg(A), rg(B)}.
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Se finaliza esta seccio´n presentando algunas clases matriciales cla´sicas del
Ana´lisis Matricial, las cuales sera´n de utilidad en los pro´ximos cap´ıtulos.
• CIn : conjunto de matrices idempotentes, es decir,
CIn = {A ∈ Cn×n : A2 = A}. (1.1)
• CIPm,n: conjunto de isometr´ıas parciales, es decir,
CIPm,n = {A ∈ Cm×n : AA∗A = A}. (1.2)
• CIHn : conjunto de matrices idempotentes y hermı´ticas, es decir,
CIHn = {A ∈ Cn×n : A2 = A = A∗}. (1.3)
• CTn : conjunto de matrices tripotentes, es decir,
CTn = {A ∈ Cn×n : A3 = A}. (1.4)
• CRHn : conjunto de matrices rango-hermı´ticas, es decir,
CRHn = {A ∈ Cn×n : R(A) = R(A∗)}. (1.5)
1.3. Primeras generalizaciones de la inversa ordi-
naria
En esta seccio´n se recuerda el concepto de inversa ordinaria (o usual) de una
matriz cuadrada compleja. Se presentan las inversas laterales de una matriz arbi-
traria, siempre que e´stas existan, como una de las primeras generalizaciones de la
inversa ordinaria. Adema´s, se definen los conceptos de inversa interior e inversa
exterior de una matriz compleja arbitraria.
Se sabe que una matriz cuadrada A ∈ Cn×n es invertible o no singular si
existe una matriz X ∈ Cn×n tal que AX = XA = In. Es conocido que es suficiente
probar que la matriz X cumpla una de las condiciones AX = In o bien XA = In,
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para concluir que X es la inversa de A y se denota por A−1 puesto que, en caso de
existir, es u´nica.
Los diferentes tipos de matrices inversas generalizadas aparecen cuando se
quiere extender el concepto de inversa ordinaria al caso de matrices rectangulares
o bien a matrices cuadradas singulares. En este sentido, las inversas laterales de
una matriz rectangular constituyen un primer tipo de generalizacio´n de la inversa
ordinaria. A continuacio´n se presentan sus definiciones.
Definicio´n 1.3.1. Sea A ∈ Cm×n. Se llama inversa a derecha de A a cualquier
matriz X ∈ Cn×m tal que AX = Im.
Definicio´n 1.3.2. Sea A ∈ Cm×n. Se llama inversa a izquierda de A a cualquier
matriz X ∈ Cn×m tal que XA = In.
Las inversas laterales no siempre existen, y en caso de existir, puede haber un
nu´mero infinito de e´stas. A continuacio´n se muestran dos ejemplos concretos donde
se ponen de manifiesto algunas de estas situaciones.






 y B =









BA = I2 pero AB 6= I3.
Por lo tanto, B es una inversa lateral a izquierda pero no una inversa a derecha de
A.
Ejemplo 1.3.4. Se consideran las matrices
A =
 −1 2 1
0 3 1





















AB1 = AB2 = I2.
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No obstante, se puede ver que la matriz A no admite inversa a izquierda. En efecto,
si existe una matriz B tal que BA = I3, entonces
3 = rg(I3) = rg(BA) ≤ rg(A) = 2,
lo cual es un absurdo.
Un resultado bien conocido en la literatura caracteriza la existencia de las
inversas laterales de una matriz dada, utilizando el rango de la misma. Ma´s precisa-
mente, una matriz A ∈ Cm×n admite inversa a derecha (resp., a izquierda) si y so´lo
si rg(A) = m (resp., rg(A) = n).
El hecho de que estas inversas laterales no siempre existan, permite introducir
nuevos conceptos de inversas generalizadas. Por ejemplo, si en la Definicio´n 1.3.1 se
multiplica a derecha por la matriz A se obtiene una condicio´n ma´s general, que lleva
a la siguiente definicio´n.
Definicio´n 1.3.5. Sea A ∈ Cm×n. Una matriz X ∈ Cn×m que satisface
(1) AXA = A, (1.6)
se llama una inversa interior o {1}-inversa de A.
Con un razonamiento ana´logo, multiplicando a izquierda por la matriz X en
ambos miembros de la ecuacio´n dada en la Definicio´n 1.3.1, se obtiene un nuevo
concepto que se introduce en la siguiente definicio´n.
Definicio´n 1.3.6. Sea A ∈ Cm×n. Una matriz X ∈ Cn×m que satisface
(2) XAX = X, (1.7)
se llama una inversa exterior o {2}-inversa de A.
Las matrices que verifiquen simulta´neamente las Definiciones 1.3.5 y 1.3.6 se
llaman {1, 2}-inversas de A. Es bien conocido que toda matriz A ∈ Cm×n siempre
admite una inversa interior y una inversa exterior. Ma´s au´n, toda matriz compleja
admite infinitas inversas interiores y exteriores, salvo los casos en que A sea una
matriz no singular o bien la matriz nula.
A continuacio´n, se muestra un ejemplo donde se obtienen las matrices {1}-
inversas de una cierta matriz.
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1− a − b
 .
Se concluye finalmente que A admite infinitas {1}-inversas (en funcio´n de los para´me-
tros a y b).
Cap´ıtulo 2
Inversas generalizadas
2.1. Inversas generalizadas cla´sicas y sus propie-
dades
En esta seccio´n se dan algunas definiciones de las inversas cla´sicas, a saber,
la inversas de Moore-Penrose, de grupo y de Drazin, estableciendo algunas de sus
principales propiedades.
Se observa que a partir de las Definiciones 1.3.1 y 1.3.2, es evidente que las
matrices XA y AX son hermı´ticas, es decir, coinciden con su conjugada traspuesta.
A partir de las definiciones de {1}-inversa y {2}-inversa se puede dar la siguiente
definicio´n.
Definicio´n 2.1.1. Sea A ∈ Cm×n. Se dice que la matriz X ∈ Cn×m es la inversa
de Moore-Penrose de A si satisface las cuatro ecuaciones matriciales siguientes
(1) AXA = A, es decir, X es una inversa interior de A.
(2) XAX = X, es decir, X es una inversa exterior de A.
(3) (AX)∗ = AX, es decir, AX es hermı´tica.
(4) (XA)∗ = XA, es decir, XA es hermı´tica.
El siguiente teorema, garantiza la existencia y unicidad de la inversa Moore-
Penrose.
10
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Teorema 2.1.2. Sea A ∈ Cm×n. La inversa de Moore-Penrose de A siempre existe
y es u´nica. Se denotara´ con A†.
Demostracio´n. Unicidad. Sean X1 y X2 dos matrices que satisfacen la Definicio´n




















De las igualdades anteriores se concluye que X1 = X2.
Existencia. Es claro que si A = O entonces su inversa de Moore-Penrose es A† = O.
Sea A 6= O. En este caso se sabe que toda matriz A ∈ Cm×n admite una descompo-





donde U y V son matrices unitarias de taman˜os m×m y n× n respectivamente, y
la matriz T ∈ Cr×r (es diagonal) con r = rg(A).
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A continuacio´n, se verifica que la matriz X dada anteriormente satisface las ecua-












































V ∗ = XA.
Finalmente, como se probo´ en la primera parte de esta demostracio´n que si existe
la inversa de Moore-Penrose, es u´nica, se deduce que X = A†.
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A continuacio´n, se enuncian sin demostracio´n algunas propiedades de la inversa
de Moore-Penrose que sera´n utilizadas con frecuencia a lo largo de este trabajo.
Proposicio´n 2.1.4. Sea A ∈ Cm×n. Entonces se cumplen las siguientes propiedades:
(a) (A†)† = A.
(b) (A∗)† = (A†)∗.
(c) A∗ = A∗AA† = A†AA∗.
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(d) (A∗A)† = A†(A∗)†.
(e) A† = (A∗A)†A∗ = A∗(AA∗)†.
(f) (UAV )† = V ∗A†U∗, siendo U ∈ Cm×m y V ∈ Cn×n matrices unitarias.
En el caso de una matriz invertible A, es claro que AA−1 = A−1A. Con-
juntamente con las definiciones de {1}-inversa y {2}-inversa, se tiene la siguiente
definicio´n.
Definicio´n 2.1.5. Sea A ∈ Cn×n. Se dice que una matriz X ∈ Cn×n es inversa de
grupo de A si satisface las tres ecuaciones matriciales siguientes
(1) AXA = A, es decir, X es una inversa interior de A.
(2) XAX = X, es decir, X es una inversa exterior de A.
(5) AX = XA, es decir, X conmuta con A.
La inversa de grupo A# de una matriz arbitraria A ∈ Cn×n no necesariamente
existe. Sin embargo, en caso de existir, es u´nica como se establece en el siguiente
resultado.
Teorema 2.1.6. Sea A ∈ Cn×n. Si existe una matriz X ∈ Cn×n satisfaciendo las
ecuaciones (1), (2) y (5) de la Definicio´n 2.1.5 entonces, dicha matriz X es u´nica. Se
denotara´ por A#.
Demostracio´n. Sean X1 y X2 dos matrices que satisfacen las ecuaciones (1), (2) y






CAPI´TULO 2. INVERSAS GENERALIZADAS 15
En consecuencia, la propiedad de conmutatividad implica que







Observacio´n 2.1.7. A partir de la definicio´n de la inversa de grupo y de su unicidad,
es evidente que cuando la matriz A es invertible, A# = A−1.
El ı´ndice es una caracter´ıstica relevante de las matrices y juega un rol impor-
tante en el estudio de la inversa de grupo. Se define de la siguiente manera.
Definicio´n 2.1.8. Sea A ∈ Cn×n. Se define el ı´ndice de la matriz A como el menor
entero no negativo k que satisface
R(Ak) = R(Ak+1),
y se denotara´ con Ind(A).
Observacio´n 2.1.9. Por convencio´n, toda matriz invertible tiene ı´ndice 0 y la ma-
triz nula tiene ı´ndice 1.
El ı´ndice de una matriz permite dar una descomposicio´n del espacio vectorial
Cn como suma directa entre dos subespacios invariantes del mismo. Por completitud,
en este trabajo se dara´ una demostracio´n de dicho resultado.
Proposicio´n 2.1.10. Sea A ∈ Cn×n una matriz de ı´ndice k. Entonces
Cn = R(Ak)⊕N (Ak). (2.1)
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Demostracio´n. Es inmediato que
N (A0) ⊆ N (A) ⊆ · · · ⊆ N (A`) ⊆ N (A`+1) ⊆ Cn, ∀` ∈ N ∪ {0}.
Como dim(Cn) = n (finita), la cadena de inclusiones anterior debe estabilizarse
para algu´n valor del exponente `. Sea k el entero no negativo mas pequen˜o tal que
N (Ak) = N (Ak+1).
Como tambie´n se cumple que
R(A`+1) ⊆ R(A`), ∀` ∈ N ∪ {0},
aplicando el teorema de la dimensio´n
dim(R(Ak)) = n− dim(N (Ak)) = n− dim(N (Ak+1)) = dim(R(Ak+1))
se tiene que k el entero no negativo mas pequen˜o tal que R(Ak) = R(Ak+1).
Adema´s, una vez estabilizada la cadena, se mantiene, es decir, R(Aj+k) =
R(Ak) para todo j ∈ N pues R(Aj+k) = R(AjAk) = AjR(Ak) = AjR(Ak+1) =
R(AjAk) = R(Aj+k).
Resta demostrar que para el valor de k mencionado se debe cumplir que
N (Ak) ∩ R(Ak) = {0}. En efecto, sea z ∈ N (Ak) ∩ R(Ak). Entonces z = Akx
para algu´n x ∈ Cn y adema´s Akz = 0. Luego
0 = Akz = Ak(Akx) = A2kx.
Puesto que Ind(A) = k, resulta que x ∈ N (A2k) = N (Ak), es decir,
z = Akx = 0.
Para finalizar, aplicando la fo´rmula de Grassman y el teorema de la dimensio´n
se tiene que
dim(R(Ak) +N (Ak)) = dim(R(Ak)) + dim(N (Ak))− dim(R(Ak) ∩N (Ak))
= dim(R(Ak)) + dim(N (Ak))
= n,
de donde el subepsacioR(Ak)+N (Ak) debe coincidir con Cn, es decir, Cn = R(Ak)+
N (Ak).
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Inspirados en la suma directa establecida en (2.1), S. Campbell y C. Meyer [8]
demostraron que para toda matriz cuadrada A ∈ Cn×n singular no nula de ı´ndice k





donde C es invertible y N es una matriz nilpotente de ı´ndice k. La expresio´n dada
en (2.2), es conocida como la descomposicio´n core-nilpotente de A. En el caso que
la matriz A sea de ı´ndice 1, es claro que N = 0 y por lo tanto la matriz A dada en





El siguiente teorema establece una condicio´n necesaria y suficiente para la
existencia de la inversa de grupo.
Teorema 2.1.11. Sea A ∈ Cn×n. Las siguientes afirmaciones son equivalentes:
(a) Existe una matriz X ∈ Cn×n satisfaciendo las ecuaciones (1), (2) y (5) de la
Definicio´n 2.1.5.
(b) rg(A) = rg(A2).
(c) Ind(A) ∈ {0, 1}.
Demostracio´n. (a)⇒ (b) Sea X ∈ Cn×n una matriz satisfaciendo la Definicio´n 2.1.5.
De (1) y (5) se tiene que
rg(A) = rg(AXA) = rg(A2X) ≤ rg(A2) ≤ rg(A),
y por lo tanto rg(A2) = rg(A).
(b) ⇒ (c) Por el apartado (a) del Teorema 1.2.4, se tiene que R(A2) ⊆ R(A).
Adema´s, por hipo´tesis se sabe que rg(A) = rg(A2). En consecuencia, dim (R(A2)) =
dim (R(A)) con lo que se llega aR(A2) = R(A). As´ı, de la Definicio´n 2.1.8 se deduce
que Ind(A) ≤ 1.
(c)⇒ (d) Si k = 0, se sabe que A es invertible. Por lo tanto, de la Observacio´n 2.1.7
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se sigue que X = A−1 cumple las tres condiciones de la Definicio´n 2.1.5. Por otro





donde P y C son matrices invertibles. Finalmente, el resultado se sigue de la unicidad
y del comprobar las tres propiedades (inmediatas) de la Definicio´n 2.1.5 teniendo en





A continuacio´n, se enuncian las principales propiedades que satisface la inversa
de grupo. Las mismas sera´n de utilidad para los cap´ıtulos posteriores.
Proposicio´n 2.1.12. Sean A ∈ Cn×n, m ∈ N. Entonces se cumplen las siguientes
propiedades:
(a) (A#)# = A.
(b) (A#)∗ = (A∗)#.
(c) (Am)# = (A#)m.
(d) A# = A(A3)†A.
Como se ha mencionado anteriormente, la inversa de grupo existe u´nicamente
para matrices de ı´ndice a lo sumo uno.
En el siguiente ejemplo se muestra co´mo obtener la inversa de grupo de una
matriz A de ı´ndice 1, aplicando el apartado (d) de la Proposicio´n 2.1.12.
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Como rg(A) = rg(A2) = 2 y A no es invertible, claramente Ind(A) = 1. Luego se
puede garantizar la existencia de la inversa de grupo A#. Ahora, el apartado (d) de
la Proposicio´n 2.1.12 implica que A# = A(A3)†A.






































































La siguiente definicio´n es una generalizacio´n de la inversa de grupo para ma-
trices de ı´ndice arbitrario.
Nuevamente, si A ∈ Cn×n es invertible, multiplicando a izquierda AX = In por
Ak se obtiene que Ak+1X = Ak. Sin embargo, esta u´ltima propiedad puede verificarse
au´n para el caso en que A sea una matriz singular y da lugar a la siguiente definicio´n.
Definicio´n 2.1.14. Sea A ∈ Cn×n una matriz de ı´ndice k. Se dice que la matriz
X ∈ Cn×n es la inversa de Drazin de A si satisface las tres ecuaciones matriciales
siguientes
(2) XAX = X, es decir, X es una inversa exterior de A.
(5) AX = XA, es decir, X conmuta con A.
(6k) Ak+1X = Ak.
Teorema 2.1.15. Sea A ∈ Cn×n. La inversa de Drazin AD de A siempre existe y
es u´nica. Se denotara´ por AD.
Demostracio´n. Su demostracio´n puede encontrase en [6, Teorema 7, p. 164].
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2.2. Descomposicio´n de Hartwig-Spindelbo¨ck
En esta seccio´n se estudiara la descomposicio´n de Hartwig-Spindelbo¨ck, la
misma fue dada en el an˜o 1984 por R. Hartwig y K. Spindelbo¨ck [17]. Los autores
demostraron una forma de descomponer cualquier matriz cuadrada compleja a partir
de la descomposicio´n en valores singulares. Dicho resultado se prueba a continuacio´n.
Teorema 2.2.1. Sea A ∈ Cn×n tal que r := rg(A) > 0. Entonces existe una matriz
unitaria U ∈ Cn×n, una matriz diagonal Σ = diag(σ1Ir1 , σ2Ir2 , · · · , σ`Ir`) donde los
elementos de su diagonal principal son los valores singulares de A, y dos matrices





con σ1 ≥ σ2 ≥ · · · ≥ σ` > 0 , r1 + r2 + · · ·+ r` = r y adema´s
KK∗ + LL∗ = Ir. (2.5)









donde U y V son matrices unitarias, y Σ = diag(σ1Ir1 , σ2Ir2 , · · · , σ`Ir`) es una matriz
diagonal para la cual los elementos de su diagonal principal son los valores singulares
de A y satisfacen σ1 ≥ σ2 ≥ · · · ≥ σ` > 0 y r1 + r2 + · · ·+ r` = r.
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Como U y V son matrices unitarias entonces V ∗U tambie´n es una matriz unitaria,









 KK∗ + LL∗ KM∗ + LN∗
MK∗ +NL∗ MM∗ +NN∗
 .
En consecuencia, se obtiene que KK∗ + LL∗ = Ir. Como la descomposicio´n de A
solo involucra las matrices K y L, resulta que M y N no aportan informacio´n de
utilidad.
A continuacio´n, se muestra un ejemplo que ilustra una manera de obtener la
descomposicio´n de Hartwig-Spindelbo¨ck siguiendo el esquema de la demostracio´n
anterior.





0 − 1 0
 ∈ C3×3.









































Como U y V son matrices unitarias es claro que A puede escribirse como
A = USV ∗ = USV ∗UU∗ = U(SV ∗U)U∗.
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La descomposicio´n de Hartwig-Spindelbo¨ck permite dar una forma cano´nica
de la inversa de Moore-Penrose, la cual es muy utilizada en la teor´ıa de inversas
generalizadas.
Teorema 2.2.3. Sea A ∈ Cn×n una matriz representada en la forma (2.4). Entonces,










A continuacio´n, se verifica que la matriz X dada anteriormente satisface las ecua-


































Finalmente, el Teorema 2.1.2 garantiza que X = A†.






A partir de (2.7) es inmediato ver que la matriz AA† es idempotente y hermı´tica, y
por lo tanto resulta un proyector ortogonal. Ma´s au´n, como AA†A = A se sigue que
R(A) = R(AA†A) ⊆ R(AA†) ⊆ R(A).
Resulta entonces que AA† es un proyector ortogonal sobre el espacio imagen de A y
se denotara´ por PA := AA
†.
A continuacio´n se demuestra una propiedad u´til que permite intercambiar
informacio´n entre subespacios y matrices. Dicha propiedad involucra el proyector
ortogonal PA.
Proposicio´n 2.2.4. Sean A,X ∈ Cm×n. Entonces las siguientes condiciones son
equivalentes:
(a) R(X) ⊆ R(A).
(b) PAX = X.
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Demostracio´n. (a) ⇒ (b) Como R(X) ⊆ R(A), del Teorema 1.2.4 (b) se tiene que
X = AC para alguna matriz C. En consecuencia, multiplicando a izquierda en





(b) ⇒ (a) Como PAX = X, del Teorema 1.2.4 (a) se obtiene que
R(X) = R(PAX) = R(AA†X) ⊆ R(A).
Usando la descomposicio´n de Hartwig-Spindelbo¨ck tambie´n se puede obtener
una forma cano´nica para la inversa de grupo. Antes, es necesario establecer una ca-
racterizacio´n de las matrices de ı´ndice a lo sumo 1 a partir de dicha descomposicio´n.
Lema 2.2.5. Sea A ∈ Cn×n una matriz representada en la forma (2.4). Entonces
Ind(A) ≤ 1 si y so´lo si K es invertible.
Demostracio´n. Sea A ∈ Cn×n escrita de la forma dada en (2.4) con r := rg(A).
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Como K ∈ Cr×r, de lo obtenido anteriormente se deduce que
Ind(A) ≤ 1 ⇔ rg(A2) = rg(A) ⇔ rg(K) = r ⇔ K es invertible.
Teorema 2.2.6. Sea A ∈ Cn×n una matriz representada en la forma (2.4) tal que





Demostracio´n. Sea A ∈ Cn×n escrita de la forma dada en (2.4) con r := rg(A).






A continuacio´n, se verifica que la matriz X dada anteriormente satisface las ecua-



















Finalmente, por el Teorema 2.1.6 se tiene que X = A#.
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Se finaliza este cap´ıtulo probando un resultado que permite caracterizar algu-
nas de las clases matriciales definidas en la pa´gina 6 del Cap´ıtulo 1 en funcio´n de las
matrices Σ, K y L definidas en la descomposicio´n de Hartwig-Spindelbo¨ck. Antes,
es necesario expresar a dichas clases matriciales de manera equivalente a partir de
la inversa de Moore-Penrose de la siguiente forma:
• El conjunto de isometr´ıas parciales dado en (1.2) puede definirse de manera
alternativa como:
CIPm,n = {A ∈ Cm×n : A† = A∗}. (2.9)
• El conjunto de matrices idempotentes y hermı´ticas dado en (1.3) puede defi-
nirse como el conjunto de proyectores ortogonales:
CIHn = {A ∈ Cn×n : A2 = A = A†}. (2.10)
• El conjunto de matrices rango-hermı´ticas dada en (1.5) puede definirse de
manera alternativa como:
CRHn = {A ∈ Cn×n : AA† = A†A}. (2.11)
Las demostraciones de las equivalencias de estos conjuntos pueden encontrarse en
[2, 6].
Lema 2.2.7. Sea A ∈ Cn×n una matriz representada en la forma (2.4) tal que
r := rg(A). Entonces, se cumplen las siguientes afirmaciones:
(a) A ∈ CIPn si y so´lo si Σ = Ir.
(b) A ∈ CIn si y so´lo si ΣK = Ir.
(c) A ∈ CIHn si y so´lo si L = 0, Σ = Ir y K = Ir.
(d) A ∈ CRHn si y so´lo si L = 0 (y, por tanto, K es unitaria).
(e) A ∈ CTn si y so´lo si (ΣK)2 = Ir.
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Demostracio´n. Para las siguientes demostraciones se considera A ∈ Cn×n escrita de
la forma dada en (2.4) con r := rg(A).
(a) Como A ∈ CIPn , de (2.9) resulta que A∗ = A†. Luego, por (2.6) se tiene que
A∗ = A† si y so´lo si se satisfacen las igualdades
K∗Σ∗ = K∗Σ−1, (2.12)
y
L∗Σ∗ = L∗Σ−1. (2.13)
Multiplicando a izquierda por las matrices K y L en (2.12) y (2.13), respectivamente,
y luego sumando ambas expresiones, se obtiene que
(KK∗ + LL∗)Σ∗ = (KK∗ + LL∗)Σ−1.
Usando la igualdad (2.5) se llega a que Σ∗ = Σ−1. Como Σ es una matriz diagonal
con entradas positivas se obtiene Σ2 = Ir, de donde a su vez se deduce que Σ = Ir.
La otra implicacio´n se sigue inmediatamente de las ecuaciones (2.12) y (2.13).






que a su vez equivale a
(ΣK)2 = ΣK (2.14)
y
ΣKΣL = ΣL. (2.15)
Multiplicando a derecha por las matricesK∗ y L∗ en (2.14) y (2.15), respectivamente,
y luego sumando ambas expresiones se obtiene que
ΣKΣKK∗ + ΣKΣLL∗ = ΣKK∗ + ΣLL∗,
que a su vez implica que
ΣKΣ(KK∗ + LL∗) = Σ(KK∗ + LL∗).
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En consecuencia, de (2.5) se sigue que ΣK = Ir.
Rec´ıprocamente, si ΣK = Ir, claramente de las ecuaciones (2.14) y (2.15) se sigue
que A2 = A, es decir, A ∈ CIn.
(c) Sea A ∈ CIHn . De (1.3) y (2.10) se tiene que A2 = A∗ = A = A†. En consecuencia,
de los apartados (a) y (b) se deduce que
Σ = Ir y K = Ir. (2.16)
Por otro lado, de (2.5) y (2.16) se obtiene que L = 0.
La implicacio´n rec´ıproca es trivial.






que a su vez equivale a
K∗K = Ir, (2.17)
L∗K = 0 (2.18)
y
L∗L = 0. (2.19)
Multiplicando a derecha por K∗ y L∗ en (2.18) y (2.19), respectivamente, y sumando
las nuevas expresiones se obtiene
L∗(KK∗ + LL∗) = 0.
En consecuencia, a partir de la ecuacio´n (2.5) se obtiene que L = 0.
Para probar la implicacio´n rec´ıproca, basta ver que las ecuaciones (2.17), (2.18) y
(2.19) se satisfacen. Sea entonces L = 0. Es claro que (2.18) y (2.19) se satisfacen.
Por otro lado, aplicando (2.5) se obtiene que (2.17).
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o equivalentemente
(ΣK)3 = ΣK (2.20)
y
(ΣK)2ΣL = ΣL. (2.21)
A partir de (2.20) y (2.21) es fa´cil ver que
(ΣK)2Σ(KK∗ + LL∗) = Σ(KK∗ + LL∗),
de donde se deduce que
(ΣK)2 = Ir.
Rec´ıprocamente, si (ΣK)2 = Ir, nuevamente de las ecuaciones (2.20) y (2.21) es
inmediato ver que A3 = A, y por lo tanto A ∈ CTn .
Cap´ıtulo 3
La inversa core
A partir de las inversas de grupo y de Moore-Penrose es posible considerar una
nueva inversa generalizada, llamada inversa core.
3.1. Definicio´n, existencia y unicidad
En esta seccio´n se presenta la definicio´n de la inversa core la cual fue intro-
ducida en el an˜o 2010 por los autores O. Baksalary y G. Trenkler [3]. Luego, se
estudia su existencia y unicidad. Adema´s se obtiene una representacio´n cano´nica
para la inversa core usando la descomposicio´n de Hartwig-Spindelbo¨ck. Se finaliza
esta seccio´n mostrando un ejemplo que ilustra los pasos a seguir para calcular la
inversa core a partir de su representacio´n cano´nica.
Definicio´n 3.1.1. Sea A ∈ Cn×n. Se dice que la matriz X ∈ Cn×n es la inversa
core de la matriz A si cumple las siguientes condiciones
(a) AX = PA, donde PA = AA
†,
(b) R(X) ⊆ R(A).
Como en el caso de existir dicha matriz X, se probara´ que es u´nica (ve´ase Teorema
3.1.4), se denotara´ por A#©.
Observacio´n 3.1.2. A partir de la definicio´n de la inversa core, es evidente que
cuando la matriz A es invertible A#© = A−1.
30
CAPI´TULO 3. LA INVERSA CORE 31
El siguiente resultado provee una condicio´n necesaria para la existencia de la
inversa core.
Proposicio´n 3.1.3. Sea A ∈ Cn×n. Si la matriz A admite una inversa core A#©
entonces Ind(A) ≤ 1.
Demostracio´n. Sea A#© una inversa core de A. Por el Teorema 2.1.11, basta probar
que
rg(A2) = rg(A).
Del apartado (a) de la Definicio´n 3.1.1, se tiene que
AA#© = AA†.
Multiplicando a derecha la ecuacio´n anterior por la matriz A se obtiene que
AA#©A = AA†A = A.
Luego, aplicando el Teorema 1.2.4 (d) se sigue que
rg(A) = rg(AA#©A) ≤ rg(AA#©) ≤ rg(A),
es decir,
rg(A) = rg(AA#©). (3.1)
Por otro lado, utilizando el apartado (b) de la Definicio´n 3.1.1 y el Teorema 1.2.4
(b), se tiene que
A#© = AY,
para alguna matriz Y ∈ Cn×n.
Por lo tanto, si se multiplica a izquierda por la matriz A en la ecuacio´n anterior se
obtiene que
AA#© = A2Y,
lo cual a su vez implica que
rg(AA#©) = rg(A2Y ) ≤ rg(A2) ≤ rg(A),
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es decir,
rg(A2) = rg(AA#©). (3.2)
Finalmente, de (3.1) y (3.2) se deduce que
rg(A2) = rg(A).
Como la existencia y unicidad de la inversa core esta´ garantizada en el caso de
que Ind(A) = 0 (Ve´ase la Observacio´n 3.1.2), de la Proposicio´n 3.1.3 basta analizar
el caso para el cual Ind(A) = 1.
Teorema 3.1.4. Sea A ∈ Cn×n tal que Ind(A) = 1. Entonces la inversa core A#© de
A existe y es u´nica.
Demostracio´n. Unicidad. Sean X1, X2 dos matrices que satisfacen la Definicio´n
3.1.1. Del apartado (a) de la Definicio´n 3.1.1, se tiene que
AX1 = AA
† y AX2 = AA†,
lo cual a su vez implica que
A(X1 −X2) = 0.
Luego, aplicando el Teorema 1.2.4 (e) se obtiene que
R(X1 −X2) ⊆ N (A). (3.3)
Por otro lado, del apartado (b) de la Definicio´n 3.1.1 se sabe que R(X1) ⊆ R(A) y
R(X2) ⊆ R(A), lo cual implica
R(X1 −X2) ⊆ R(A). (3.4)
Ahora, (3.3) y (3.4) conducen a
R(X1 −X2) ⊆ N (A) ∩R(A).
Como por hipo´tesis se tiene que Ind(A) = 1, entonces la Proposicio´n 2.1.10 implica
que
N (A) ∩R(A) = {0},
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de donde se deduce que X1 = X2.
Existencia. Sea A ∈ Cn×n representada como en (2.4). A partir del Lema 2.2.5,





A continuacio´n, se verifica que la matriz X dada en (3.5) satisface las ecuacio-










Por otro lado, utilizando las representaciones dadas en (2.7) y (3.5), es fa´cil
verificar que
X = AA†X.
Luego, aplicando el Teorema 1.2.4 (a), se deduce que
R(X) = R(AA†X) ⊆ R(A).
Finalmente, como se probo´ en la primera parte de esta demostracio´n que si existe
la inversa core, es u´nica, se deduce que X = A#©.
En el siguiente resultado se demuestra la implicacio´n rec´ıproca de la Proposi-
cio´n 3.1.3 y adema´s se establece una representacio´n cano´nica de la inversa core.
Corolario 3.1.5. Sea A ∈ Cn×n escrita en la forma (2.4) tal que Ind(A) ≤ 1.
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Demostracio´n. Si Ind(A) = 0, es claro que A es invertible y por lo tanto A#© = A−1.
Por otro lado, si Ind(A) = 1 entonces por el Teorema 3.1.4 se sabe que la inversa
core A#© de A existe y es u´nica. Ma´s au´n, si A esta´ representada como en (2.4), como
la existencia en el Teorema 3.1.4 se probo´ de manera constructiva, la expresio´n (3.6)
es va´lida.
Observacio´n 3.1.6. A partir de la Proposicio´n 3.1.3 y el Corolario 3.1.5 se tiene
que A admite una (u´nica) inversa core si y so´lo si Ind(A) ≤ 1.
De ahora en adelante, por cuestiones de sencillez en la notacio´n, las matrices
que admiten inversa core, se denotara´n por CCn , es decir,
CCn := {A ∈ Cn×n : A#© existe} = {A ∈ Cn×n : rg(A2) = rg(A)}. (3.7)
A continuacio´n, se muestra un ejemplo que ilustra una manera de obtener la
inversa core, a partir de la representacio´n obtenida en (3.6).
Ejemplo 3.1.7. Se considera la matriz
A =

1 0 − 1 0
0 2 0 1
0 0 0 0
0 0 0 0
 ∈ C
4×4.
Al calcular A2 se obtiene que
A2 =

1 0 − 1 0
0 4 0 2
0 0 0 0
0 0 0 0
 .
Claramente se puede observar que rg(A) = rg(A2) = 2. Luego por el Teorema 2.1.11
se tiene que Ind(A) = 1 y por lo tanto se puede asegurar la existencia de la inversa
core de A.
Por otro lado, calculando la descomposicio´n de Hartwig-Spindelbo¨ck de A se tiene




0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0


2 0 1 0
0 1 0 − 1
0 0 0 0
0 0 0 0


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ,










Finalmente, aplicando (3.6) se sigue que
A#© =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0






0 0 0 0
0 0 0 0


0 1 0 0
1 0 0 0
0 0 0 1








0 0 0 0
0 0 0 0
 .
A continuacio´n se verifica que la matriz A#© obtenida en el Ejemplo 3.1.7
efectivamente satisface las dos ecuaciones de la Definicio´n 3.1.1.
(a) AA#© = AA†.
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Luego, realizando el producto AA†, se obtiene que
AA† =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 = AA
#©. (3.8)
(b) R(A#©) ⊆ R(A).
Esta inclusio´n es evidente, puesto que







 : x, y ∈ C

.
3.2. Propiedades y caracterizaciones
En esta seccio´n se estudian distintas propiedades de la inversa core y su relacio´n
con algunas clases matriciales conocidas. Adema´s, se dan condiciones necesarias y
suficientes bajo las cuales la inversa core coincide con la inversas de grupo y la
inversa de Moore-Penrose.
Se comienza esta seccio´n mostrando una relacio´n entre los proyectores ortogo-
nales PA = AA
† y PA#© = A
#©(A#©)† asociados, respectivamente, a una cierta matriz
A y a su inversa core A#©.
Proposicio´n 3.2.1. Sean A ∈ CCn y m ∈ N. Entonces se cumplen las siguientes
propiedades:
(a) PA = PA#© .
(b) PA = PAm .
Demostracio´n. Para probar ambos apartados se supone que A esta´ representada en
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donde K ∈ Cr×r es invertible y KK∗ + LL∗ = Ir.










A partir de las dos representaciones anteriores y de (2.7) se deduce que





(b) Es sabido que PA y PAm son proyectores ortogonales sobre el espacio imagen de
A y Am, respectivamente. Como dos proyectores ortogonales son iguales si y so´lo
si tienen igual espacio imagen, del hecho que A tiene ı´ndice a lo sumo 1, se puede
deducir fa´cilmente que PA = PAm , para m ≥ Ind(A) = 1.
El siguiente teorema establece algunas representaciones de la inversa core y su
importante conexio´n con la inversa de Moore-Penrose y la inversa de grupo.
Teorema 3.2.2. Sean A ∈ CCn y m ∈ N. Entonces se cumplen las siguientes pro-
piedades:
(a) A#© = A#PA.
(b) (A#©)† = APA.
(c) A#© ∈ CRHn .
(d) (A#©)# = (A#©)†.
(e) (A#©)#© = APA.
(f) A#© ∈ A{1, 2}.
(g) (A#©)2A = A#.
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(h) (A#©)m = (Am)#©.
(i) A#©A = A#A.
(j) (A#©)#© = (A#©)†
Demostracio´n. Para las siguientes demostraciones se considera la matriz A repre-
sentada como en (2.4) y las representaciones de las inversas A†, A# y A#© dadas en
(2.6), (2.8) y (3.6), respectivamente.
























(c) Por (2.11) se sabe que A#© ∈ CRHn si y so´lo si
A#©(A#©)† = (A#©)†A#©. (3.10)
Adema´s, del apartado (b) de la Proposicio´n 3.2.1 se sabe que
A#©(A#©)† = PA#© = PA. (3.11)
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U∗ = PA. (3.13)
Finalmente, de (3.11) y (3.13) se sigue (3.10), es decir, A#© ∈ CRHn .
(d) Es conocido que una matriz B es rango hermı´tica si y so´lo si B† = B#. Luego,
de la afirmacio´n probada en el apartado (c) se deduce que la inversa de grupo de
A#© coincide con la inversa Moore-Penrose de A#©.
(e) Aplicando las afirmaciones probadas en los apartados (a), (b), (d) y el apartado





(f) A partir de la igualdad dada en (a) se tiene que A#© = A#PA. Luego, multipli-





Por lo tanto, A#© es una {1}-inversa de A.
Por otro lado, utilizando nuevamente la representacio´n de la inversa core dada en el
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es decir, A#© es una {2}-inversa de A.












(h) El apartado (a) implica que
(Am)#© = (Am)#PAm .
Adema´s, de la Proposicio´n 2.1.12 (c), se sabe que (Am)# = (A#)m, de donde se
obtiene
(Am)#© = (A#)mPAm .
Como por hipo´tesis se sabe que Ind(A) ≤ 1, la Proposicio´n 3.2.1 (b) implica que
PAm = PA. Finalmente, utilizando la expresio´n para la inversa de grupo de A dada





(i) Se sigue inmediatamente del apartado (a).
(j) Se sigue inmediatamente de los apartados (b) y (e).
Es conocido que la inversa de grupo de A (siempre que exista) puede ser
calculada mediante la fo´rmula A# = A(A3)†A (Ve´ase la Proposicio´n 2.1.12 (d)).
De manera similar, a partir del apartado (b) del teorema anterior se puede obtener
una expresio´n para la inversa core en te´rminos de la inversa de Moore-Penrose y
la matriz A. Esto es u´til a la hora de calcular la inversa core, puesto que en los
distintos paquetes informa´ticos la inversa Moore-Penrose se encuentra programada.
Ma´s precisamente, se tiene el siguiente corolario.
Corolario 3.2.3. Sea A ∈ CCn . Entonces se satisface la siguiente igualdad
A#© = (A2A†)†.
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Demostracio´n. La prueba es consecuencia inmediata del apartado (b) del Teorema
3.2.2 y el apartado (a) de la Proposicio´n 2.1.4.
Es natural preguntarse si la inversa core coincide con algunas de las inversas
cla´sicas, ya sea la inversa de grupo o la inversa de Moore-Penrose. A continuacio´n
se muestra un ejemplo en donde esto no sucede.
Ejemplo 3.2.4. Se considera la matriz
A =

1 1 1 1
1 0 0 0
0 0 0 0
0 0 0 0
 ∈ C
3×3.
Se calcula en primer lugar la inversa de Moore-Penrose de A, la cual resulta
A† =


















Por otro lado, es claro que Ind(A) = 1. Por lo tanto, la inversa de grupo y la
inversa core de A existen. Las mismas pueden ser calculadas fa´cilmente usando la
Proposicio´n 2.1.12 (d) y el Corolario 3.2.3, respectivamente. Es decir,
A# = A(A3)†A =

0 1 1 1
1 − 1 − 1 − 1
0 0 0 0
0 0 0 0
 ,
A#© = (A2A†)† =

0 1 0 0
1 − 1 0 0
0 0 0 0
0 0 0 0
 .
Se observa que las tres inversas son distintas.
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En el siguiente resultado se establece bajo que´ condiciones la inversa core
coincide con distintas transformaciones de la matriz A. Estas condiciones esta´n ı´nti-
mamente ligadas a algunas clases matriciales bien conocidas en la literatura.
Teorema 3.2.5. Sea A ∈ CCn . Entonces se cumplen las siguientes afirmaciones:
(a) A#© = 0 si y so´lo si A = 0.
(b) A#© = PA si y so´lo si A ∈ CIn.
(c) A#© = A† si y so´lo si A ∈ CRHn .
(d) A#© = A# si y so´lo si A ∈ CRHn .
(e) A#© = A si y so´lo si A ∈ CTn ∩ CRHn .
(f) A#© = A∗ si y so´lo si A ∈ CPIn,n ∩ CRHn .
Demostracio´n. Sea la matriz A representada como en (2.4).
(a) Si se supone que A#© = 0, por el apartado (a) del Teorema 3.2.2 se tiene que
A#PA = 0.
Ahora, multiplicando la igualdad anterior a derecha e izquierda por la matriz A se
obtiene que AA#PAA = 0, de donde AA
#A = 0 y, finalmente, A = 0.
Rec´ıprocamente, si A = 0, es inmediato ver que la matriz nula satisface las
dos condiciones de la Definicio´n 3.1.1 con lo que A#© = 0.
(b) De (2.7) y (3.6) se sigue que A#© = PA es equivalente a
(ΣK)−1 = Ir,
lo cual a su vez equivale a
ΣK = Ir. (3.14)
Ahora, del apartado (b) del Lema 2.2.7 y (3.14) se concluye la equivalencia.
(c) Suponiendo que A#© = A† es va´lido, del apartado (c) del Teorema 3.2.2 se sigue
inmediatamente que A ∈ CRHn pues (A†)† = A.
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Rec´ıprocamente, si A ∈ CRHn del Lema 2.2.7 (d) se tiene que L = 0 y, por lo















(d) La demostracio´n es totalmente ana´loga a la realizada en el apartado (c), utili-
zando la representacio´n de la inversa de grupo dada en (2.8).






que a su vez equivale a
L = 0 y (ΣK)2 = Ir. (3.15)
Ahora, de (3.15) y los apartados (d) y (e) del Lema 2.2.7 se deduce que A#© = A si
y so´lo si A ∈ CTn ∩ CRHn .
(f) De (2.4) y (3.6) se tiene que A#© = A∗ es equivalente a
L = 0 (y, por lo tanto, K−1 = K∗) y (ΣK)−1 = (ΣK)∗,
lo cual a su vez por (2.5) es equivalente a
L = 0 y Σ−1 = Σ∗. (3.16)
Como Σ es una matriz diagonal con entradas positivas se sigue que (3.16) es equi-
valente a
L = 0 y Σ = Ir. (3.17)
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Finalmente, de (3.17) y los apartados (a) y (d) del Lema 2.2.7 se concluye la equi-
valencia buscada.
Algunas de las caracterizaciones ma´s usuales de una matriz rango hermı´tica
son las siguientes:
A ∈ CRHn ⇐⇒ R(A) = R(A∗) ⇐⇒ AA† = A†A ⇐⇒ A# = A†.
En los apartados (c) y (d) del Teorema 3.2.5 se obtuvieron dos nuevas caracterizacio-
nes de matrices rango hermı´ticas para agregar a la lista anterior. A continuacio´n se
muestran otras nuevas condiciones que caracterizan a las matrices rango hermı´ticas.
Teorema 3.2.6. Sea A ∈ CCn . Entonces las siguientes condiciones son equivalentes:
(a) A ∈ CRHn .
(b) (A#©)#© = A.
(c) A#©A = AA#©.
(d) (A†)#© = A.
(e) (A#©)† = (A†)#©.
Demostracio´n. (a) ⇒ (b) Asumiendo que se cumple A ∈ CRHn y aplicando el Teore-
ma 3.2.5 (c) se obtiene que
(A#©)#© = (A†)#©.
Como A† ∈ CRHn , aplicando nuevamente el Teorema 3.2.5 (c) y utilizando la Propo-
sicio´n 2.1.4 (a), se sigue que
(A†)#© = (A†)† = A,
de donde se concluye (b).
(b)⇒ (c) Se supone que (A#©)#© = A. Por el Teorema 3.2.2 (e) se sigue que APA = A.
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Se considera ahora A escrita en la forma dada en (2.4). Luego, de (2.7) se sigue que






que a su vez equivale a L = 0. En consecuencia, de (3.6), (2.7) y la Proposicio´n 3.2.1













(c) ⇒ (d) Se utilizan las representaciones dadas en (2.4), (2.6), (2.8) y (3.6) de las
matrices A, A†, A# y A#©, respectivamente.
Utilizando el apartado (a) del Teorema 3.2.2, se tiene que
(A†)#© = (A†)#PA† .





pues la matriz del miembro derecho de la expresio´n anterior satisface las tres ecua-
ciones de la Definicio´n 2.1.5 de la inversa de grupo de A†. Adema´s, el proyector
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Ahora, utilizando las formas cano´nicas para A y A#©, de la hipo´tesis A#©A = AA#©
se deduce que L = 0. En consecuencia, de (3.18) se concluye que (A†)#© = A.
(d)⇒ (e) A partir de la representacio´n obtenida en (3.18), es fa´cil ver que la igualdad
(A†)#© = A es equivalente a
L∗(K∗)−1ΣK = 0 y L∗(K∗)−1ΣL = 0,





Por otro lado, aplicando el Teorema 3.2.2 (b) y utilizando las representaciones (2.4)
y (2.7) se obtiene que




Finalmente de (3.19) y (3.20) se obtiene la implicacio´n buscada.
(e)⇒ (a) De (3.18) y (3.20), es evidente que al igualar los bloques correspondientes
de la igualdad (A#©)† = (A†)#© se deduce que L = 0. Luego, utilizando el apartado
(e) del Lema 2.2.7 se tiene que A ∈ CRHn .
3.3. Otra caracterizacio´n y representacio´n de la
inversa core
En la siguiente seccio´n se estudia una nueva caracterizacio´n y se proporciona
una nueva representacio´n para la inversa core.
Si se considera la matriz A ∈ CCn representada como en (2.4) y la representacio´n








es inmediato deducir que
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A continuacio´n se muestra que la matriz obtenida en (3.21) es invertible.





particionada de acuerdo a los bloques de la matriz dada en (3.21).
Luego, la matriz M es la inversa (ordinaria) de A+ In − AA† si y so´lo si
(A+ In − AA†)M = M(A+ In − AA†) = In.
Es conocido que es suficiente probar que la matriz M cumpla una de las condiciones
de las igualdades anteriores para concluir que M es la inversa de A+ In − AA†.
Por lo tanto, basta operar, por ejemplo, con (A + In − AA†)M = In, lo cual es








Realizando el producto e igualando los bloques de la expresio´n anterior se tiene que
ΣKX + ΣLZ = Ir, (3.22)
ΣKY + ΣLW = 0, (3.23)
Z = 0, (3.24)
W = In−r. (3.25)
Como A tiene ı´ndice a lo sumo 1, por el Lemma 2.2.5 se deduce que ΣK es inver-
tible. En consecuencia, manipulando las ecuaciones (3.22)-(3.25) es fa´cil obtener las
siguientes expresiones para los bloques de M :
X = (ΣK)−1, Y = −(ΣK)−1ΣL, Z = 0, W = In−r.
Finalmente, la inversa buscada queda representada de la siguiente forma
(






Antes de dar el resultado principal de esta seccio´n es necesario la siguiente
proposicio´n.
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Proposicio´n 3.3.1. Sean A,X ∈ Cn×n. Entonces las siguientes afirmaciones son
equivalentes:
(a) AXA = A y (AX)∗ = (AX).
(b) AX = AA†.
Demostracio´n. (a)⇒ (b) Sea X ∈ Cn×n una matriz que satisface las dos condiciones









(b) ⇒ (a) Sea X ∈ Cn×n tal que AX = AA†. Multiplicando en ambos miembros de
la igualdad anterior a derecha por A, se obtiene que
AXA = AA†A = A.
Por otro lado, como AA† es hermı´tica se deduce que AX tambie´n lo es, es decir,
(AX)∗ = AX. Esto concluye la prueba.
Teorema 3.3.2. Sea A ∈ CCn . Entonces la inversa core de A es la u´nica matriz
X ∈ Cn×n que satisface las tres ecuaciones matriciales siguientes
(1)AXA = A, (2′)AX2 = X y (3)AX = (AX)∗. (3.27)
Adema´s,
A#© = (A+ In − AA†)−1AA†.
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Demostracio´n. Sea X una solucio´n de las ecuaciones (1) y (3) dadas en (3.27).
Luego, por la Proposicio´n 3.3.1 se sigue que
AX = AA†.
Por otro lado, de (2′) se sigue que
0 = X − AX2
= X − AX2 + AX − AX
= (A+ In − AX)X − AX
= (A+ In − AA†)X − AA†.
Ahora, despejando X de la ecuacio´n anterior y utilizando el hecho que A+ In−AA†
es una matriz invertible, se obtiene que
X = (A+ In − AA†)−1AA†,
es la u´nica solucio´n de (2′).











Finalmente, aplicando el Corolario 3.1.5 y el Teorema 3.1.4 se obtiene que X es la
inversa core de A, esto es, X = A#©.
A continuacio´n se da una demostracio´n alternativa del Teorema 3.3.2 probando
directamente que las ecuaciones (1), (2′) y (3) involucradas en dicho teorema, son
equivalentes a las ecuaciones que definen a la inversa core (Ver Definicio´n 3.1.1).
Teorema 3.3.3. Sea A ∈ CCn . Entonces las siguientes afirmaciones son equivalentes:
(a) AXA = A, AX2 = X, AX = (AX)∗.
(b) AX = PA, R(X) ⊆ R(A).
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Demostracio´n. (a) ⇒ (b) De la ecuacio´n AXA = A, se sigue que (AX)2 = AX.
Ma´s au´n,
R(A) = R(AXA) ⊆ R(AX) ⊆ R(A).
En consecuencia, como AX = (AX)∗ se deduce que AX es un proyector ortogonal
sobre el subespacio R(A). Ahora, por la Proposicio´n 3.3.1 se obtiene que
AX = PA.
Por otro lado, de la ecuacio´n AX2 = X se sigue que
R(X) = R(AX2) ⊆ R(A).
(b) ⇒ (a) Multiplicando a derecha por A en la ecuacio´n AX = PA, se obtiene que
AXA = PAA = A.
Por otro lado, multiplicando a derecha por X en la ecuacio´n AX = PA, de la
condicio´n R(X) ⊆ R(A) y la Proposicio´n 2.2.4, se tiene que
AX2 = PAX = X.
Finalmente, como PA es un proyector ortogonal y adema´s AX = PA, claramente se
cumple que AX = (AX)∗.
Cap´ıtulo 4
Aplicaciones de la inversa core
A pesar de ser una inversa generalizada reciente, la inversa core puede ser
utilizada en una serie de aplicaciones concretas. A continuacio´n se presentan tres de
ellas.
4.1. Inversa core del producto de proyectores or-
togonales
En esta seccio´n se presenta un resultado que establece una fo´rmula para cal-
cular la inversa core del producto de dos proyectores ortogonales.
Teorema 4.1.1. Sean A,B ∈ CIHn . Entonces (AB)#© = (ABA)†.











donde X ∈ Cr×r y W ∈ C(n−r)×(n−r). Como A ∈ CIHn , del Lema 2.2.7 (c) se tiene
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Por otro lado, como B ∈ CIHn es claro que B = B∗ lo cual conduce a
X = X∗, Y = Z∗ y W = W ∗. (4.1)
Como adema´s B = B2, de (4.1) se obtiene queX Y
Y ∗ W
 =
 X2 + Y Y ∗ XY + YW
Y ∗X +WY ∗ Y ∗Y +W 2
 ,
de donde se sigue que
X = X2 + Y Y ∗. (4.2)
Luego, (4.2) implica que
rg(X) = rg
(
X2 + Y Y ∗
)
= rg(XX∗ + Y Y ∗)
= rg










R(Y ) ⊆ R(X),
lo cual a su vez, por la Proposicio´n 2.2.4, es equivalente a
PXY = Y. (4.3)
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Por otro lado, por el apartado (a) del Teorema 3.2.2 se sabe que
(AB)#© = (AB)#PAB, (4.6)
siempre que (AB)# exista. Queda por demostrar que las matrices indicadas en (4.5)
y (4.6) coinciden.
En primer lugar se muestra que la inversa de grupo de AB existe. En efecto, si se
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De esta manera, se ha probado que M satisface la Definicio´n 2.1.5. Por lo tanto, por
el Teorema 2.1.6 se sigue que M = (AB)#.






















































 XPX + Y Y ∗X† 0
Y ∗(PX)2 + Y ∗X†Y Y ∗X† 0
U∗
= N,
donde la u´ltima igualdad se debe a las siguientes identidades
XPX + Y Y





Y ∗(PX)2 + Y ∗X†Y Y ∗X† = Y ∗PX + Y ∗X†(X −X2)X†
= Y ∗PX + Y ∗X†(XX† −X)
= Y ∗PX + Y ∗X†XX† − Y ∗X†X
= Y ∗PX + Y ∗X† − Y ∗PX
= Y ∗X†.
Adema´s, utilizando que Y Y ∗X† = XX† −X es hermı´tica,
[(AB)N ]∗ =
U
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Y ∗PX Y ∗X†Y
U∗
= N(AB).
De esta manera se ha probado que N satisface la Definicio´n 2.1.1. Por lo tanto, por
el Teorema 2.1.2 se sigue que N = (AB)†.
En consecuencia, por (4.7), el proyector ortogonal PAB viene dado por
PAB = (AB)N = U
















la cual coincide con la matriz obtenida en (4.5). Esto concluye la prueba.
4.2. Aplicacio´n a la resolucio´n de un sistema de
ecuaciones matriciales
En esta seccio´n se presenta una aplicacio´n de la inversa core para resolver
un sistema interesante de ecuaciones matriciales, obteniendo las matrices que son
{2}-inversas de una matriz A dada y tales que AX sea hermı´tica.
En [30, Corolario 2] se probo´ que, dada una matriz B ∈ Cm×n, la solucio´n
general X ∈ Cn×m que satisface las ecuaciones matriciales
XBX = X y (BX)∗ = BX, (4.8)
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es de la siguiente forma
X = C(DBC)'D, (4.9)
donde (DBC)' ∈ (DBC){1, 2, 3}, con C ∈ Cn×p arbitraria y D ∈ Cq×m tal que
D∗D = Im.
Como la inversa core de una matriz A ∈ CCn es una {1, 2, 3}-inversa de A,
es natural preguntarse si la expresio´n para la solucio´n general X dada (4.9) puede
escribirse de manera ma´s simplificada en te´rminos de la inversa core.
El siguiente resultado responde a esta situacio´n para el caso particular en queD = Im
y p = q = m.
Teorema 4.2.1. Sea B ∈ Cm×n. Entonces la solucio´n general del sistema matricial
(4.8) puede ser expresada como
X = C(BC)#©,
donde C ∈ Cn×m es cualquier matriz que satisface la condicio´n BC ∈ CCm.
Demostracio´n. Como BC ∈ CCm, de la Definicio´n 3.1.1 y el apartado (f) del Teorema
3.2.2 se tiene que (BC)#© ∈ (BC){1, 2, 3}.
En consecuencia, es claro que X = C(BC)#© satisface las ecuaciones dadas en (4.8).
Resta probar que si Z ∈ Cn×m satisface (4.8), entonces existe una matriz C tal
que Z = C(BC)#©. En efecto, puesto que (BZ)∗ = BZ, es decir BZ es una matriz
hermı´tica, es claro que BZ es core invertible. Ahora, tomando C := Z se prueba
que Z = Z(BZ)#©. En efecto, aplicando el Teorema 3.2.2 (a), la Proposicio´n 2.1.4 y
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lo que concluye la prueba.
4.3. Ca´lculo de la inversa de Bott-Duffin
En esta seccio´n se presenta una conexio´n de la inversa core con la bien conocida
inversa de Boot-Duffin introducida en 1953 por los autores Raoul Boot y Richard
Duffin en su famoso trabajo titulado On the algebra of networks [5]. Una de sus
aplicaciones esta´ ligada a la resolucio´n de algunos sistemas lineales con restricciones
que surgen en la teor´ıa de redes ele´ctricas.
A continuacio´n se recuerda la definicio´n la inversa de Bott-Duffin.
Definicio´n 4.3.1. Sea A ∈ Cn×n y L un subespacio de Cn. Si APL + PL⊥ es






L = PL[APL + PL⊥ ]
−1.
Como el proyector ortogonal PL⊥ puede escribirse como PL⊥ = In − PL, notar
que la inversa de Bott-Duffin admite la siguiente expresio´n
A
(−1)
L = PL[(A− In)PL + In]−1. (4.10)
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Para una matriz A ∈ CCn se puede demostrar que (A− In)PA + In es invertible. En
efecto, a partir de las representaciones dadas en (2.4) y (2.7), se tiene que
(A− In)PA + In = U












Como A ∈ CCn , esto es, Ind(A) ≤ 1, aplicando el Lema 2.2.5 se deduce que (A −
In)PA + In es invertible.
De esta manera, si en la Definicio´n 4.3.1 se elije el subespacio L = R(A) de















A partir de la representacio´n anterior y el Corolario 3.1.5 se concluye que la inversa
de Bott-Duffin de A respecto a R(A) coincide con la inversa core de A, es decir,
A#© = A(−1)R(A) = PA[(A− In)PA + In]−1. (4.11)
Se finaliza esta seccio´n observando que una manera alternativa de probar (4.11) es
usando directamente el Teorema 3.3.2 y un caso especial de la Fo´rmula de inversio´n
de Duncan-Guttman que afirma que si In + MN es invertible, con M,N ∈ Cn×n,
entonces In +NM es invertible. Ma´s au´n,
(MN + In)
−1M = M(NM + In)−1. (4.12)
En efecto, por el Teorema 3.3.2 se sabe que A#© = (A + In − PA)−1PA, que a su
vez es claramente equivalente a A#© = (PA(A− In) + In)−1PA. Ahora, basta tomar
M = PA y N = A− In en (4.12) para obtener (4.11).
Conclusiones y l´ıneas futuras
El estudio de la teor´ıa de inversas generalizadas se ha incrementado conside-
rablemente en la u´ltima de´cada. Esto se ve reflejado en el gran nu´mero de art´ıculos
de investigacio´n sobre estos temas que han sido publicados en revistas de cara´cter
internacional con alto ı´ndice de impacto. Este es el caso de la inversa core, conocida
en la literatura como la primera inversa generalizada en aparecer despue´s de un largo
per´ıodo de tiempo dedicado espec´ıficamente al estudio de las inversas generalizadas
cla´sicas como son, las inversas de Moore-Penrose, de Drazin y de grupo.
En el presente trabajo se estudio´ en profundidad la inversa core, mostrando en
primer lugar su existencia, unicidad y caracterizacio´n (matrices cuadradas de ı´ndice
a lo sumo uno). En segundo lugar, se presentaron sus principales propiedades y re-
presentaciones, algunas de las cuales fueron demostradas de una manera alternativa
a las conocidas en los trabajos originales y otras fueron probadas en detalle para su
mayor comprensio´n.
Por tal motivo, se han cubierto los objetivos planteados en la Introduccio´n de
esta tesis que a su vez conducen a plantearse nuevos problemas y preguntas acerca de
esta reciente inversa generalizada. En este sentido, a continuacio´n se da una lista de
algunos posibles problemas concretos o l´ıneas de estudio para continuar este trabajo:
(a) Estudiar nuevas propiedades, representaciones y caracterizaciones de algunas
de las tres extensiones conocidas para la inversa core para el caso de matrices
cuadradas de ı´ndice arbitrario introducidas recientemente, como lo son:
La inversa Core EP [27], la cual queda caracterizada por las ecuaciones matri-
ciales
A †©AA †© = A †©, R(A †©) = R((A †©)∗) = R(Ak), k = Ind(A).
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La inversa DMP [23], la cual queda caracterizada por las ecuaciones
AD,†AAD,† = AD,†, AD,†A = ADA, AkAD,† = AkA†, k = Ind(A)
Finalmente, la inversa BT [4], la cual satisface A = (A2A†)†.
(b) Analizar si algunas de las extensiones de la inversa core mencionadas en el
apartado (a) podr´ıan tener conexiones con la inversa de Bott-Duffin ana´logas a
la encontrada para la inversa core.
(c) En [35], los autores introdujeron y estudiaron el concepto de inversa de grupo
de´bil para una matriz cuadrada. Recientemente, en [12] se ha extendido este
concepto al caso rectangular. Se propone avanzar en el estudio de nuevas carac-
terizaciones, propiedades y respresentaciones de esta nueva inversa generalizada
ponderada y al mismo tiempo de la estructura algebraica inducida a partir de
la misma.





donde G simboliza una matriz inversa generalizada de A. Los casos en que G es la
inversa de Moore-Penrose, la inversa de grupo o la inversa de Drazin de A fueron
resueltos en [11, 13, 16, 32, 36]. Recientemente tambien fue probado un resultado
para la inversa core en [33]. Se pretende obtener resultados ana´logos para los
casos en que G es alguna de las extensiones de la inversa core mencionadas en
el apartado (a). Tambie´n se considerara´ el caso cuando G es la inversa de grupo
de´bil ponderada.
(e) Extender algunos de los resultados obtenidos para matrices a escenarios ma´s
generales tales como operadores lineales acotados sobre espacios de dimensio´n
infinita (Hilbert o Banach) y a anillos abstractos.
Tabla de s´ımbolos
N Conjunto de los nu´meros naturales (sin incluir el cero).
Cn Espacio vectorial de n-uplas complejas (de dimensio´n n).
Cm×n Anillo de matrices complejas de taman˜o m× n.
In Matriz identidad de taman˜o n× n.
A∗ Traspuesta conjugada de la matriz A.
A−1 Inversa (ordinaria) de la matriz cuadrada A.
A† Inversa de Moore-Penrose de A.
A# Inversa de grupo de A.
AD Inversa de Drazin de A.
A
(−1)
L Inversa de Boot-Duffin de la matriz A respecto al subespacio L
R(A) Espacio imagen de la matriz A.
N (A) Nu´cleo de la matriz A.
rg(A) Rango de la matriz A.
dim(S) Dimensio´n de un subespacio S.
Ind(A) I´ndice de la matriz A.
〈·, ·〉 Producto escalar cano´nico en Cn.
M⊥ Subespacio ortogonal del subespacio M .
M ⊥ N M y N son subespacios ortogonales.
Cn = M ⊕N Cn es suma directa de los subespacios M y N .
PL,M Proyector sobre el subespacio L paralelamente al subespacio M .
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