Finding Smooth Integers in Short Intervals Using CRT Decoding  by Boneh, Dan
768 ⁄0022-0000/02 $35.00© 2002 Elsevier Science (USA)All rights reserved.
Journal of Computer and System Sciences 64, 768–784 (2002)
doi:10.1006/jcss.2002.1827
Finding Smooth Integers in Short Intervals
Using CRT Decoding
Dan Boneh
Computer Science Department, Stanford University, Stanford, California 94305-9045
E-mail: dabo@cs.stanford.edu
Received July 5, 2000; revised September 4, 2001
We present a new algorithm for CRT list decoding. An instance of the,
CRT list decoding problem consists of integers B, Op1, ..., pnP and
Or1, ..., rnP, where p1 < p2 < · · · < pn is a sequence of relatively prime
integers. The CRT list decoding problem is to find all positive integers x < B
such that x=ri mod pi for all but e values of i ¥ {1, ..., n}. Suppose
B=< ri=1 pi for some integer k. Goldreich, Ron, and Sudan (in ‘‘Proc. of
STOC’99’’, pp. 225–234, 1999) recently gave several applications for this
problem and presented the first efficient algorithm that works whenever e
(approximately) satisfies e < n−`2kn log pnlog p1 . Our new algorithm achieves the
stronger bound e < n−`kn log pnlog p1 (approximately). The improvement is signi-
ficant when k is relatively close to n, e.g. k > n/3. The bounds we obtain are
similar to the bounds obtained by Guruswami and Sudan for Reed–Solomon
list decoding. Hence, our algorithm reduces the gap between CRT list decod-
ing and list decoding of Reed–Solomon codes. In addition, we give a new
application for CRT list decoding: finding smooth integers in short intervals.
Problems of this type come up in several algorithms for factoring large
integers. We define and solve a generalized CRT list decoding problem
and discuss how it might be used within the quadratic sieve factoring method.
© 2002 Elsevier Science (USA)
1. INTRODUCTION
It is well known that given d pairs (xi, yi) ¥ F2, for which the xi’s are distinct,
there is a unique polynomial f ¥ F[x] of degree at most d−1 such that yi=f(xi)
for all i (polynomial interpolation). Similarly, it is well known that given d pairs
(xi, pi) ¥ Z2, for which the pi’s are relatively prime, there is a unique positive integer
X <<di=1 pi such that X=xi mod pi for all i (Chinese Remainder Theorem). These
two facts about these Euclidean rings are analogous in many ways. Many
algorithmic questions related to polynomial interpolation have an analogous
algorithmic question related to the Chinese Remainder Theorem (CRT). Some
examples are given in [10] and in Section 5.
In this paper we study this analogy for a classic polynomial interpolation
problem known as decoding of Reed–Solomon codes. The problem reduces to the
following question: given n pairs (xi, yi) ¥ F2q, for which the xi’s are distinct, find all
polynomials f ¥ Fq[x] of degree at most k such that yi=f(xi) for all but e values
of i ¥ {1, ..., n}. It is easy to see that when e < (n−k)/2 the solution is unique. The
solution can be efficiently found using a classic algorithm due to Berlekamp and
Massey (see [2, 19] for a description). Surprisingly, it is possible to decode beyond
the Berlekamp–Massey bound; however, the solution is no longer unique. In a
recent work Guruswami and Sudan [12, 22] show that as long as e < n−`kn it is
possible to efficiently recover a list of all polynomials f satisfying yi=f(xi) for all
but e values. This decoding problem is known as the list decoding problem for
Reed–Solomon codes.
Considering the analogy between interpolation and CRT it is natural to study the
problem analogous to Reed–Solomon decoding, namely CRT decoding [10, 21].
Let p1 < p2 < · · · < pn be relatively prime integers. The CRT code is defined as the
set of all codewords in Zn of the form xF=Ox mod p1, ..., x mod pnP where
x ¥ {0, ..., B−1}. The code contains B codewords. The error correction property
comes from the fact that two code words can match in at most k coordinates where
k=Nlog B/log p1M. Indeed, if two codewords xF1, xF2 match on k+1 coordinates then
xi=x2 modM where M \ pk+11 > B, but then xi=x2. Decoding the CRT code
reduces to the following list decoding problem:
CRT list decoding. An instance of the problem consists of B, Op1, ..., pnP and
Or1, ..., rnP. The values 0 < p1 < p2 < · · · < pn are relatively prime integers (not
necessarily prime), and B, r1, ..., rn ¥ Z. Find all positive integers x < B such that
x=ri mod pi for all but e values of i ¥ {1, ..., n} (here e is some predefined function
of B, n, p1 and pn).
CRT list decoding has several applications beyond decoding the CRT code [10].
The question is, what is the maximal value of e for which CRT list decoding can be
solved in polynomial time (in n and log pn)? We refer to [10] for a history of this
problem. Recently Goldreich, Ron and Sudan [10] gave the first efficient algorithm
for CRT list decoding. Their algorithm works as long as e (approximately) satisfies
e < n−`2kn log pnlog p1 . We refer to this expression as the GRS bound. When
log pn=(1+e) log p1 for some small e > 0 the GRS bound is close to the
Guruswami–Sudan bound for Reed–Solomon list decoding mentioned above.
However, there is an extra factor of `2 in the GRS bound that does not appear in
the Guruswami–Sudan bound (the `2 appears in an earlier work of Sudan [22]).
Hence, although the decoding problems are analogous, there is a gap between our
ability to decode Reed–Solomon codes and our ability to decode the CRT code.
This gap is significant when the code rate e=k/n satisfies e > 1/3.
Our first result is an improved CRT list decoding algorithm that reduces the gap
between the polynomial and CRT decoding problems. We give a decoding algo-
rithm that works whenever e < n−`kn log pnlog p1 (no `2). In Section 3 we give a new
application for CRT list decoding: finding strongly smooth integers in short inter-
vals. CRT list decoding gives an algorithm for this task that runs in time
(log |I|)O(1) · sO(1) where |I| is the width of the interval and s is the smoothness
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bound. Our results also give strong bounds on the number of strongly smooth
integers in short intervals. Techniques for locating smooth integers are often used in
algorithms for factoring large integers. In Section 4, Motivated by the quadratic
sieve factoring algorithm, we define a generalized CRT list decoding problem and
give an algorithm for solving it.
Throughout the paper, unless otherwise stated, all logarithms are base 2.
1.1. Lattices
Our results make use of algorithms for lattice basis reduction. We state a few
basic results about lattices and refer to [18, Chap. 1] for an introduction. Let
u1, ..., ud ¥ Zd be linearly independent vectors. A lattice L spanned by Ou1, ..., udP is
the set of all integer linear combinations of u1, ..., ud. The determinant of L is
defined as the determinant of the d×d matrix whose rows are the basis vectors
u1, ..., ud. We say that L is a lattice of dimension d.
A classic result due to Hermite shows that every lattice L of dimension d contains
a short vector v whose L2 norm satisfies ||v|| < c`d ·det(L)1/d. Here c is Hermite’s
constant which is known to be less than 1/`ep. The celebrated LLL algorithm
[17] is a constructive version of Hermite’s theorem. It finds a short vector in L
whose length is close to Hermite’s bound.
Theorem 1.1 (LLL). Let L be a lattice spanned by Ou1, ..., udP. The LLL algo-
rithm, given Ou1, ..., udP, produces a vector v satisfying: ||v|| [ 2d/2 det(L)1/d. The
algorithm runs in time quartic in the size of its input.
Next, we state a simple lemma that will be used throughout the paper. The
lemma gives a sufficient condition for when a modular root of a polynomial is also
a root of the same polynomial over the integers. We define the norm of a polyno-
mial w(x)=; i cix i as ||w(x)||2=; i c2i .
Lemma 1.1. Let S and B be positive integers and let w(x) ¥ Z[x] be a polynomial
of degree d−1. Suppose that
a. w(x0)=0mod S for some integer x0 where |x0 | < B, and
b. ||w(xB)|| < S/`d.
Then w(x0)=0 holds over the integers.
Proof. Let w(x)=c0+·· ·+cd−1xd−1. Observe that
|w(x0)|=:C cix i0 :=:C ciB i 1x0B 2 i :
[C :ciB i 1x0B 2 i : [C |ciB i| [`d ||w(xB)|| < S,
but since w(x0) — 0 modulo S we have that w(x0)=0. L
We also state an important result due to Coppersmith [9] that will be used in
Section 5.
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Theorem 1.2 (Coppersmith). Let N> 0 be an integer and let f(x) ¥ ZN[x] be a
monic polynomial of degree d. Then there is a polynomial time algorithm to find all
x0 ¥ Z such that f(x0)=0modN and |x0 | < N1/d.
Coppersmith’s algorithm makes use of lattice basis reduction and the LLL algo-
rithm. We refer to [14] for an alternate proof of Theorem 1.2.
2. IMPROVED CRT LIST DECODING
In this section we present the new algorithm for CRT list decoding. The algo-
rithm uses a lattice that is dual to the one used by Goldreich et al. [10]. The
improved bounds are obtained by increasing the dimension of this lattice. These
extra dimensions are derived from a technique due to Coppersmith [9] (and used in
the proof of Theorem 1.2), and from some recent applications [6, 7, 14]. The CRT
decoding algorithm relies on the following notion of amplitude :
Definition 2.1. Let B, Op1, ..., pnP and Or1, ..., rnP be an instance of the CRT
list decoding problem. Set P=<ni=1 pi. Let R be an integer such that R=ri mod pi
for all i=1, ..., n. For an integer m, we define the amplitude of m with respect to
the given CRT list decoding problem as
amp(m)=gcd(P, m−R).
Observe that if p1, ..., pn are distinct primes then amp(m) is equal to the product
of all the pi’s for which m=ri mod pi. This follows from the fact that pi divides
amp(m) if and only if m=ri mod pi. Hence, in this case, the amplitude measures
the ‘‘weight’’ of all the pi’s for which m=ri mod pi. When the pi’s are not all prime
the amplitude of m could be a bit higher than the product of the pi’s for which
m=ri mod pi. For example, if q divides pi the amplitude of m could contain the
factor q even though m ] ri mod pi. This fact will be used in the next section. We
note that Goldreich et al. [10] define amp(m) as <m=ri(pi) pi regardless of whether
the pi’s are prime or not.
The main result of this section follows from the following theorem:
Theorem 2.1. Let B, Op1, ..., pnP and Or1, ..., rnP be an instance of the CRT list
decoding problem. Define P=<ni=1 pi. Then, for any d \ 1+`log Plog B , there is an
algorithm that outputs all positive integers m < B for which
amp(m) > P e where e==log 4B
log P
+
5
4d
.
The algorithm’s running time is dominated by the time it takes to run LLL on a lattice
of dimension d. When d \ 20 log P the algorithm outputs all positive m < B for which
amp(m) > P`
log 4B
log P .
Proof. The outline of the algorithm is similar to the algorithm in [10]. The
algorithm works in three steps:
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Step 1. Construct a polynomial w(x) over the integers so that all required m are
roots of w(x).
Step 2. Find all integer roots of w(x).
Step 3. Output all integer roots m for which amp(m) satisfies the required
bound.
The bulk of the work is done in Step 1. Step 2 can be done efficiently using a
number of root finding algorithms in R (for example, see [8, Chap. 3] or [17]).
Our improved bounds are due to a new algorithm for Step 1.
Let R ¥ [0, P] be an integer such that R=ri mod pi for all i=1, ..., n. Such an R
exists by the Chinese Remainder Theorem. Let a and aŒ be two integer parameters
that will be determined later. We define the following two families of polynomials
in Z[x]:
gi(x)=pa−i · (x−R) i for i=0, ..., a−1
hi(x)=(x−R)a · x i for i=0, ..., aŒ−1
We first explain the significance of these two families. Let 0 < m < B be an
integer for which amp(m) satisfies the bound of Theorem 2.1. SetM=amp(m). By
definition of R we know that m−R=0 modM (since amp(m) divides m−R).
Consequently, by definition of gi and hi we have that
gi(m)=0 (modMa) for all i=0, ..., a−1 and,
hi(m)=0 (modMa) for all i=0, ..., aŒ−1
Note that if w(x) is an integer linear combination of the gi’s and hi’s then
w(m)=0 modMa. Furthermore, recall that by Lemma 1.1, if the polynomial
w(xB) has low norm (i.e., norm less than Ma/`deg(w)) then m will be a root of
w(x) over the integers.
The observations above show that to find the required polynomial w(x) needed in
Step 1 it is sufficient to find an integer linear combination of the polynomials gi(xB)
and hi(xB) that has low norm. To do so, we construct a lattice L of dimension
d=a+aŒ. The lattice is spanned by the coefficient vectors of the polynomials gi(xB)
for i=0, ..., a and hi(xB) for i=0, ..., aŒ. For example, taking a=4 and aŒ=3 the
resulting lattice L of dimension 7 is spanned by the rows of the matrix in Fig. 1.
FIG. 1. Lattice obtained when a=4 and aŒ=3.
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We find a short vector in L using the LLL algorithm (Fact 1.1). The algorithm
will produce a short vector which we view as the coefficients vector of a polynomial
w(xB). By Fact 1.1 we know that this polynomial w(xB) satisfies ||w(xB)|| <
2d/2 det(L)1/d. Hence, when
2d/2 det(L)1/d <Ma/`d
we are guaranteed that LLL will produce a polynomial w(xB) whose norm is less
than Ma/`d. Then by Lemma 1.1, w(x) must have m as a root over the integers.
Rearranging terms in the above inequality we obtain the equivalent bound:
M> det(L)1/ad · c(d)1/a, where c(d)=2d/2`d. (1)
It remains to compute the determinant of L. Since the given basis of L forms a
triangular matrix, the determinant of L is simply the product of the elements on the
diagonal. Hence, det(L)=Pa(a+1)/2Bd(d−1)/2. Plugging det(L) into the expression
above leads to
M>P (a+1)/2dB (d−1)/2a · c(d)1/a=P
1
2d ·P
a
2d+
1
a ( log Blog P d−12 +
log c(d)
log P ).
We are free to choose a ¥ {1, ..., d} so as to minimize the right hand side. For sim-
plicity, set C=1/2d and D=log Blog P
d−1
2 +
log c(d)
log P . Then we want an integer a ¥ {1, ..., d}
that minimizes PC+aC+D/a. The optimal value is achieved at
aopt=`D/C=d·=(1− 1d) log Blog P +2 log c(d)d log P . (2)
Let [aopt] be the closest integer to aopt. Since d \ 1+`log Plog B we know that aopt \ 1.
Hence,
[aopt] [ aopt+12 and
1
[aopt]
[
1
aopt−
1
2
[
1
aopt
+
1
a2opt
Therefore,
C+[aopt] C+
D
[aopt]
[ C+1aopt+122 C+1 1aopt+ 1a2opt 2 D+2`CD+52 C
Plugging in the values for C, D we see that Condition (1) is satisfied as long as
M>P e where
e==log B
log P
11−1
d
2+2 log c(d)
d log P
+
5
4d
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Observe that 2 log c(d)d < 1.75 for all d > 0. Furthermore, we can simplify the bound by
dropping the 1− 1d factor. This shows that Condition (1) holds whenever
M>P e where e==1.75+log B
log P
+
5
4d
, (3)
which is slightly stronger than the bound given in Theorem 2.1.
To summarize, when M>P e any short vector in L corresponds to a polynomial
w(x) with the following property: if 0 < m < B and amp(m) >M then m is a root of
w(x) over the integers. Consequently, the complete algorithm for Step 1 is as
follows:
Step 1a. Given an integer d > 3 create the d×d matrix L whose rows are the
coefficients of the polynomials g0(xB), ..., ga−1(xB) and h0(xB), ..., hd−a−1(xB)
where a is the closest integer to the value defined in Eq. (2).
Step 1b Run the LLL algorithm on the d-dimensional lattice spanned by the
rows of the matrix L. Let v¯ ¥ Zd be the resulting short vector in L.
Step 1c View v¯ as the coefficients of a d−1 degree polynomial w(xB).
Output w(x) as the required polynomial.
We then use a root finding algorithm in R to find all integer roots of w(x) and
output those roots m that satisfy amp(m) > P e.
To complete the proof it remains to evaluate the bound of (3) for d > 20 log P.
Observe that
`1.75+log B==log(4B)−1
4
[`log(4B)− 1/8
`log(4B)
.
Hence, when d \ 10`log P log 4B we obtain that the bound on e in (3) satisfies
=1.75+log B
log P
+
5
4d
[=log(4B)
log P
−
1/8
`log P log(4B)
+
5
4d
[=log(4B)
log P
.
Finally, since P > B \ 1 we know that d \ 10`log P log 4B holds whenever d >
20 log P. L
Improved CRT list decoding is an immediate corollary of the previous theorem.
Corollary 2.1. Let B, Op1, ..., pnP and Or1, ..., rnP be an instance of the CRT
list decoding problem. We wish to find all positive integers m < B satisfying m=
ri mod pi for all but e elements i ¥ {1, ..., n}. Then there is a polynomial time algo-
rithm for this task as long as
e [ n− en
log pn
log p1
where e==log 4B
log P
.
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Proof. Let P=<ni=1 pi. By Theorem 2.1 there is a polynomial time algorithm
to find all integers m ¥ [1, B] such that amp(m) > P e. If m=ri mod pi for all but e
locations then amp(m) \<n−ei=1 pi > pn−e1 . Hence, if pn−e1 \ P e the algorithm will
find all the required m. Since P [ (pn)n it follows that if pn−e1 \ (pn)ne the algorithm
will find all the required m. Solving for e we obtain the required bound. L
Corollary 2.1 is the main result of this section regarding CRT list decoding. To
compare this result to the bounds in [10] we re-derive the corollary using the nota-
tion in [10]. Namely, we set B=<ki=1 pi for some integer k > 0.
Corollary 2.2. Let B, Op1, ..., pnP and Or1, ..., rnP be an instance of the CRT
list decoding problem. Suppose B=<ki=1 pi for some k. Then there is a polynomial
time algorithm that finds all positive integers m < B satisfying m=ri mod pi for all
but e elements i ¥ {1, ..., n}, as long as
e [ n−=kn log pn
log p1
.
Proof. Set BŒ=14 B=14<ki=1 pi. We first show how to find all required integers
m in [0, BŒ]. Set P=<ni=1 pi and e=`log 4B
−
log P . As in the proof of Corollary 2.1 we
know that CRT list decoding can be solved efficiently as long as <n−ei=1 pi > P e.
Taking logarithms of both sides leads to
C
n−e
i=1
log pi >`(log P)(log 4BŒ).
In other words, since 4BŒ=<ki=1 pi, we can decode as long as
C
n−e
i=1
log pi >=1 Cn
i=1
log pi 2 1 Ck
i=1
log pi 2 .
Since p1 < p2 < · · · < pn this condition is satisfied whenever (see Appendix A)
e [ n−=kn log pn
log p1
.
Hence, by Theorem 2.1 there is a polynomial time algorithm to find all required
m in the interval [0, BŒ]. We now show how to find all required m in [0, B]. The
algorithm for solving the problem in [0, BŒ] enables us to solve the problem in any
interval [U, V] of length BŒ. To see this observe that an integer m ¥ [U, V] satisfies
m=ri mod pi for all but e elements i ¥ {1, ..., n} if and only if m is a solution to the
following instance of the CRT list decoding problem: BŒ, Op1, ..., pnP and
Or1−U, ..., rn−UP with the same value of e. Hence, the complexity of CRT list
decoding is invariant under translation of the codeword interval. We can now find
all required m in the interval [0, B] by running the algorithm of Theorem 2.1 to
find all such m in the four sub-intervals [0, 14 B], [
1
4 B,
1
2 B], [
1
2 B,
3
4 B], [
3
4 B, B] each
of length BŒ=B/4. L
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Corollary 2.2 improves on the bound of [10] and shrinks the gap between
Reed–Solomon decoding [12] and CRT decoding.
3. FINDING SMOOTH INTEGERS IN SHORT INTERVALS
We show that CRT decoding is closely related to the problem of finding strongly
smooth integers in short intervals. In fact, CRT decoding enables us to solve a more
general problem: finding all integers in a short interval that have a large smooth
factor. In addition, our algorithm yields bounds on the maximal number of integers
in a short interval that have a large smooth factor. We begin by defining two
notions of smoothness.
Definition 3.1. Let s > 0 be an integer.
— An integer N is s-smooth if N has no prime divisors greater than s.
— An integer N is strongly s-smooth if N is s-smooth and in addition, if p is a
prime divisor of N then the multiplicity of p as a divisor of N is at most log slog p . In
other words, pm does not divide N for any m for which pm > s.
Throughout this section we view s as a fixed given value. We let q1, ..., qn be the
set of all primes less than s. We denote by n the number of such primes and assume
the set is sorted, i.e. q1=2, q2=3, q3=5, etc. We set S0=<ni=1 qi.
Next, we briefly give the intuition linking CRT decoding with the problem of
finding smooth numbers in short intervals. Let I=[U, V] be an interval where
V < 2U. We denote by |I| the length of the interval, i.e. |I|=V−U. Consider the
following instance of the CRT list decoding problem: |I|, Oq1, ..., qnP and
O−U, ..., −UP. We want all positive integers m < |I| such that m=−U mod qi for
at least log U values of i ¥ {1, ..., n} (recall that all logarithms are base 2). Assum-
ing the parameters satisfy the conditions of Theorem 2.1, the decoding algorithm
will produce integers 0 < m < |I| such that U+m=0 mod qi for at least log U
values of i. Hence, U+m ¥ I is divisible by at least log U distinct primes less than s.
Since U+m [ V < 2U it follows that U+m must be s-smooth. In fact, U+m is
strongly s-smooth since each prime qi divides U+m at most once.
The above discussion shows that CRT list decoding can be used to find smooth
integers in a given short interval. The problem is that the algorithm will ignore
smooth integers N ¥ I for which some small primes divide N multiple times. To
obtain an algorithm for finding all strongly s-smooth integers in a given interval we
use Theorem 2.1 directly. For the remainder of the section we set
S=D
n
i=1
qaii where ai=# log slog qi $. (4)
Note that all strongly s-smooth integers are factors of S.
The following theorem gives an algorithm for finding all integers N ¥ [U, V] for
which N has a large strongly smooth factor. If V is sufficiently small, the algorithm
outputs all strongly s-smooth integers in [U, V].
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Theorem 3.1. Let I=[U, V], let s > 0 and T > 0 be integers. We wish to find all
integers N ¥ I for which gcd(N, S) > T. For any integer d \ 1+` log Slog |I| there is a
polynomial time algorithm (in d and the size of OU, V, S, TP) that does so whenever
T > S e where e==log 4 |I|
log S
+
5
4d
.
Solving for |I| and simplifying we get: |I| [ 14 T
log T
log S−
2.5
d .
In addition, if V < 2T and |I| is sufficiently small so that T > S e then the algorithm
will output all strongly s-smooth integers in [U, V].
Proof. Let |I|, Oqa11 , ..., q
an
n P, and O−U, ..., −UP be an instance of the CRT list
decoding problem. Recall that the amplitude of m < |I| with respect to this instance
is defined as amp(m)=gcd(U+m, S). The first part of the theorem now follows
directly from Theorem 2.1. The algorithm described in the proof of the theorem will
output all m such that gcd(U+m, S) > S e and in particular will output all m for
which gcd(U+m, S) > T. Hence, if T > S e the algorithm will output all N ¥ I for
which gcd(N, S) > T. Solving for |I| gives the required bound.
Now, suppose V < 2T. If N ¥ I then N< 2T. Then if gcd(N, S) > T we must
have gcd(N, S)=N, i.e. N | S. Hence, N is strongly s-smooth. It follows that when
V < 2T and |I| satisfies the required bound the algorithm will output all strongly
s-smooth integers in I. L
Example. Take s=1000. Then Nlog SM=1428. Take T=2500 and use d=50.
Then in any interval I of width |I|=2148 we can find all integers N satisfying
gcd(N, S) > T. Previously it was not possible to scan intervals of this size.
Furthermore, in the interval [2T−2148, 2T] we can find all strongly s-smooth
integers. The running time is dominated by the time it takes to run LLL on a lattice
of relatively small dimension, e.g. dimension 50, whose entries are on the order of
S50. This can be done within several hours on a modern computer.
We note that a random interval I satisfying the bounds of Theorem 3.1 is unlikely
to contain integers with sufficiently large smooth factors. However, the theorem
shows that given an interval containing such elements it is possible to efficiently
locate all of them.
Alternate approaches. We note that alternate approaches for finding s-smooth
integers in [U, V] do not work as well. The most common approach is called
sieving. It is essentially a clever exhaustive search technique. Sieving is exponential
in the size of U and V, i.e. exponential in log U+log V. Another approach uses
algorithms for subset sum. Recall that if N ¥ [U, V] is s-smooth then N=<ni=1 qcii .
Hence, it suffices to find a vector cF=(c1, ..., cn) such that
c1 log q1+·· ·+cn log qn ¥ [log U, log V].
This is a subset sum problem. The difficulty with this approach is that n is
W(s/log s). Consequently, the dimension of the lattice used to solve the problem is
exponential in the size of the input (log s). In contrast, the algorithm of
Theorem 3.1 can use a lattice of fixed dimension, e.g. d=50.
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3.1. Bounding the Number of Integers with Large Smooth Factors
Recall that the algorithm described in the proof of Theorem 2.1 finds solutions to
the CRT list decoding problem by constructing a polynomial having all solutions as
its roots. The degree of this polynomial bounds the number of solutions. This
enables us to obtain a bound on the number of integers in [U, V] with a large
strongly s-smooth factor.
Theorem 3.2. Let I=[U, V]. Let s > 0 and T > 0 be integers. Then the number
of integers N ¥ I such that gcd(N, S) > T is at most
dmax=max 5 54 log S
log T−`log(4 |I|) log S
, 1+= log S
log |I|
6 .
Proof. Let A ı I be the set of integers in N ¥ I such that gcd(N, S) > T. We
bound the size of A. The proof of Theorem 2.1 shows that, for any d \ 1+` log Slog |I| ,
when
T > S e where e==log 4 |I|
log S
+
5
4d
all integers N ¥ A are roots of a single polynomial w(x) of degree d−1. Therefore,
there are at most d−1 such numbers. The smallest value of d for which the above
inequality holds is an upper bound on the number of elements in A.
Taking logarithms of both sides of the bound on T leads to
log T >`log 4 |I| log S+5 log S
4d
.
Solving for d we obtain the required bound. L
Example. Take s=1000 and T=2500. Then Nlog SM=1428. Then in any inter-
val I of width |I|=2100 there can be at most 15 integers N with gcd(N, S) > 2500. In
particular, in any interval of width 2100 contained in [T, 2T] there are at most 15
strongly s-smooth numbers.
Providing good bounds on the number of smooth integers in short intervals is a
long standing open problem [15]. Most bounds on the density of smooth integers
make use of analytic tools. In contrast, our bounds are derived by purely algebraic
(and algorithmic) means.
4. GENERALIZED CRT LIST DECODING
Common integer factoring algorithms such as the quadratic sieve [15] and the
number field sieve [16] work by searching for smooth integers. However, rather
than searching for smooth integers in a given interval, these algorithms search for
integers x ¥ [−B, B] such that f(x) is s-smooth. Here f(x) is some low degree
polynomial and B and s are some predefined parameters.
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For example, to factor an integer N the quadratic sieve algorithm uses monic
quadratic polynomials of the form
fa(x)=(x+N`aNM)2−aN
for some small values of a. During the sieving phase the goal is to scan the interval
[−B, B] and find integers x ¥ [−B, B] such that fa(x) is s-smooth. This is done
using a technique called sieving whose running time is exponential in log B. See
[15] for a full description of the quadratic sieve.
Motivated by the quadratic sieve we consider the following problem: given a
monic polynomial f(x) find all integers x ¥ [−B, B] such that f(x) is s-smooth.
We show how to solve a slightly more general problem which we call generalized
CRT list decoding.
Generalized CRT list decoding. An instance of the problem consists of B, f,
Op1, ..., pnP and T. The values p1, ..., pn are relatively prime integers (not necessarily
prime). f(x) ¥ Z[x] is a monic polynomial, and B, T are positive integers. Set
P=<ni=1 pi. Find all integers |x| [ B such that gcd(f(x), P) > T.
The CRT decoding problem considered in Theorem 2.1 is a special case of the
above. Simply set f(x) to be the linear polynomial f(x)=x−R where R is defined
as in Definition 2.1.
Let S be the product of powers of small primes as defined in Eq. (4). That is,
S=<ni=1 qaii . A solution to the generalized CRT list decoding problem will enable
us to find all integers x ¥ [−B, B] such that gcd(f(x), S) > T. In other words, we
will find all x ¥ [−B, B] such that f(x) has a large strongly s-smooth factor. Note
that whenever the smooth factor is as large as f(x) we know that f(x) must be
s-smooth.
Theorem 4.1. Let B, f, Op1, ..., pnP and T be an instance of the generalized CRT
list decoding problem. Let d be the degree of f(x) and set P=<ni=1 pi. Then, for any
d > 1+`d log Plog B , there is an algorithm that outputs all integers |x| < B for which
gcd(f(x), P) > P e, where
e==d log 4B
log P
+
5d
4d
.
The algorithm’s running time is dominated by the time it takes to run LLL on a lattice
of dimension d.
Proof. The proof is along the same line as the proof of Theorem 2.1. We con-
struct a polynomial w(x) ¥ Z[x] of degree d−1 so that all the required x are roots
of w(x). We define the following two families of polynomials:
gi, j(x)=Pa−i ·f(x) i · x j for i=0, ..., a−1 and
j=0, ..., d−1
hi(x)=f(x)a · x i for i=0, ..., aŒ−1.
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The values of a, aŒ will be determined later. Let |x| < B be an integer and set
Mx=gcd(f(x), P). By definition of gi, j(x) and hi(x) we know that x is a root of
both families of these polynomials module Max. As in Theorem 2.1 our goal is to
find an integer linear combination w(x) of these polynomials such that ||w(xB)|| is
small (i.e., less than Max/`deg(w)). We form a lattice L spanned by the coefficient
vectors of gi, j(xB) and hi(xB) and look for a short vector in L using LLL. We view
the resulting vector as the coefficients vector of a polynomial w(xB). The dimension
of L is d=ad+aŒ. As in Theorem 2.1 (Eq. (1)), the polynomial w(x) will have as
roots all integers |x| < B for which
Mx > det(L)1/ad · c(d)1/a where c(d)=2d/2`d.
Since the given basis of L forms a triangular matrix its determinant is given by the
product of the entries on the diagonal. Hence,
det(L)=Pda(a+1)/2Bd(d−1)/2.
Plugging det(L) into the above bound shows that w(x) will have as roots all
integers |x| < B for which
Mx > Pd(a+1)/2dB (d−1)/2a · c(d)1/a.
We are free to choose a ¥ {1, ..., d/d} so as to minimize the right-hand side. The
optimal value is
aopt=
d
d
·=d log B
log P
·11−1
d
2+2d log c(d)
d log P
.
Rounding aopt to the closest integer and using the fact that
2 log c(d)
d < 2 we get
Mx > P e where e==d log 4Blog P +5d4d.
Hence, the polynomial w(x) ¥ Z[x] will have as roots all integers |x| < B for which
gcd(f(x), P) > P e as required. L
A possible application to the quadratic sieve. Suppose we are trying to factor a
10,000 bit integer N. This is currently beyond our reach, but it serves to illustrate
how the algorithm works. Take s=1000. Then Nlog SM=1428. As in the quadratic
sieve, we build a polynomial
fa(x)=(x+N`aNM)2−aN
for some small a. Observe that for relatively small values of x (i.e., |x| < 2500) we
heave that |f(x)| < 25600, much smaller than N. Using Theorem 4.1 (with d=50) we
can find all x ¥ [−2500, 2500] such that gcd(f(x), S) > 21268. Hence, we are able to
find all fa(x) that have a large smooth part, if they exist. We were able to scan an
interval of width 2500 ; far more than is possible using sieving.
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There are two problems in using this technique within the quadratic sieve. First,
random intervals of the length for which Theorem 4.1 applies will not contain suf-
ficiently smooth integers. In other words, the current bounds on generalized CRT
list decoding are insufficient for improving the basic quadratic sieve. Second,
current factoring algorithms need a fully smooth integer—just having a large
smooth factor is insufficient. Nevertheless, we hope future factoring algorithms will
be able to take advantage of this ability to scan large intervals for smooth numbers.
5. NOISY CRT AND NOISY INTERPOLATION
We conclude by considering two analogous problems that come up in the context
of program correction [1] and oblivious transfer [20]. These problems serve to
further illustrate the algorithmic similarity between CRT and polynomial inter-
polation.
Problem 1. Input : n pairs (xi, Si)i=1, ..., n where xi ¥ Z and Si ı Z. All xi’s are
distinct.
Problem : find all f(x) ¥ Z[x] of degree at most d so that f(xi) ¥ Si for all i.
Problem 2. Input : n pairs (pi, Si)i=1, ..., n where pi ¥ Z and Si ı Z. The pi’s are
relatively prime.
Problem : find all a ¥ Z with |a| < 2d so that a mod pi ¥ Si for all i. In both
problems we let m=max |Si |.
Problem 2 comes up in the context of counting points on elliptic curves over
finite fields [3, Chap. VII.9]. Problem 1 is closely related to a problem studied by
Ar et al. [1].
Problem 1 can be solved using Guruswami and Sudan’s algorithm [12] as long as
m < n/d. We show that a similar bound holds for Problem 2. In fact, we show that
Problem 2 can be solved directly using Coppersmith’s algorithm (Theorem 1.2) as
long as m < (n/d) log p1.
Theorem 5.1. Let (pi, Si)i=1, ..., n be an instance of Problem 2. Whenever m <
(n/d) log p1 there is a polynomial time algorithm that outputs all the required a ¥ Z.
Proof. Define the polynomials gi(x)=;mj=0 gi, jx j ¥ Z[x] by
gi(x)=D
a ¥ Si
(x−a) for i=1, ..., n.
The degree of these polynomials is at most m. We know that gi(a)=0 mod pi for
all i. Next, we build a polynomial h(x) ¥ Z[x] of degree m satisfying h — gi mod pi
for all i=1, ..., n. To construct this h(x)=;mj=0 hjx j we construct its coefficients
one by one. To construct the coefficient hj ¥ Z simply use the CRT to find an
integer hj satisfying
hj=gi, j mod pi for i=1, ..., n.
CRT DECODING 781
The resulting polynomial h(x) will satisfy h=gi mod pi for all i. Let P=<ni=1 pi.
Since h(a)=0 mod pi for all i=1, ..., n we know that the polynomial h(x) satisfies
h(a)=0 (mod P) and |a| < 2d.
The degree of h is m and it is a monic polynomial. Using Coppersmith’s theorem
(Theorem 1.2) we can find all roots of h(x) that are less than P1/m. Hence, when
P1/m is greater than 2d Coppersmith’s algorithm will find all solutions to problem 2.
Therefore, since P > (p1)n we can solve problem 2 as long as m < (n/d) log p1. L
We note that Bleichenbacher and Nguyen [4] recently discovered (heuristic)
polynomial time algorithms for problems 1 and 2 that achieve better bounds than
above. Their algorithms give provable bounds for random instances of the
problems. We also note that an earlier version of this paper [5] proposed an
incorrect algorithm for Problem 1. Fixing the algorithm reduces it to the
Guruswami–Sudan method [12] as applied to Problem 1. We therefore omit the
proposal from this writeup.
6. CONCLUSIONS
We gave a new algorithm for CRT list decoding. The algorithm solves the
problem whenever
e < n−=kn log pn
log p1
.
When p1 and pn are close, e.g., log pn=log p1+o(1) the algorithm corrects as many
errors as Guruswami–Sudan’s algorithm for Reed–Solomon list decoding. Thus, the
algorithm reduces the existing gap between these analogous problems. We note that
recently Guruswami et al. [13] were able to eliminate the log pnlog p1 factor and obtain an
algorithm that works whenever e < n−`k(n+e) for arbitrarily small e > 0.
In the second half of the paper we showed that CRT list decoding can be used to
find all integers in a given interval that have a large strongly smooth factor. The
algorithm’s running time is polynomial in both log |I| and the smoothness bound s.
The algorithm also gives bounds on the number of such integers in a given interval.
Finally we presented an algorithm for a generalized CRT list decoding problem that
is motivated by the quadratic sieve.
APPENDIX
We prove a simple fact used in the proof of Corollary 2.2.
Lemma 6.1. Let 0 < x1 < x2 < · · · < xn be n real numbers. Then for any 0 < e,
k < n, whenever n−e \`kn xnx1 we have that
C
n−e
i=1
xi \=Ck
i=1
xi C
n
i=1
xi.
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Proof. Observe that
1 Cn−e
i=1
xi 22 \ [(n−e) x1] · Cn−e
i=1
xi=(n−e)2 x1 ·
1
n−e
C
n−e
i=1
xi
Since n−e \ k and the xi’s are in increasing order we know that 1n−e;n−ei=1 xi \
1
k;ki=1 xi. Hence,
1 Cn−e
i=1
xi 22 \ (n−e)2 x1 · 1k C
k
i=1
xi
Using the fact that n−e \`kn xnx1 we obtain
1 Cn−e
i=1
xi 22 \ kn xnx1 x1 · 1k C
k
i=1
xi=nxn · C
k
i=1
xi \ C
n
i=1
xi C
k
i=1
xi
The lemma now follows. L
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