Abstract. We solve the so-called invariance equation in the class of two-variable Stolarsky means {S p,q : p, q ∈ R}, i.e., we find necessary and sufficient conditions on the 6 parameters a, b, c, d, p, q such that the identity
Introduction
Let R + denote the set of positive real numbers throughout this paper. A two-variable continuous function M : R 2 + → R + is called a mean on R + if (1) min(x, y) ≤ M(x, y) ≤ max(x, y) (x, y ∈ R + )
holds. If both inequalities in (1) are strict whenever x = y, then M is called a strict mean on R + . Given three strict means M, N, K : R 2 + → R + , we say that the triple (M, N, K) satisfies the invariance equation if (2) K M(x, y), N(x, y) = K(x, y) (x, y ∈ R + ) holds. If (2) holds then we say that K is invariant with respect to the mean-type mapping (M, N). It is well known that K is uniquely determined by M and N, and it is called the Gauss composition K = M ⊗ N of M and N. For this terminology and result, see for instance the papers [15] , [9] . The simplest example when the invariance equation holds is the well-known identity
that is, G(x, y) = G A(x, y), H(x, y) (x, y ∈ R + ),
where A, G, and H stand for the two-variable arithmetic, geometric, and harmonic means, respectively. Another less trivial invariance equation is the identity A ⊗ G(x, y) = A ⊗ G A(x, y), G(x, y) (x, y ∈ R + ),
where A ⊗ G denotes Gauss' arithmetic-geometric mean defined by A ⊗ G(x, y) = 2 π π 2 0 dt x 2 cos 2 t + y 2 sin 2 t −1 (x, y ∈ R + ).
The reader is recommended to consult the book [3] for more details and history of this deep theory. The invariance equation in more general classes of means has recently been studied extensively by many authors in various papers. The invariance of the arithmetic mean A (i.e., when in (2) K is the arithmetic mean) with respect to two quasi-arithmetic means was first investigated by Matkowski [15] under twice continuous differentiability assumptions concerning the generating functions of the quasi-arithmetic means. These regularity assumptions were weakened step-by-step by Daróczy, Maksa, and Páles in the papers [7] , [8] , and finally this problem was completely solved assuming only continuity of the unknown functions involved [9] . The invariance equation involving three weighted quasi-arithmetic means was studied by Burai [5] and Jarczyk-Matkowski [14] , Jarczyk [13] . The final answer (where no additional regularity assumptions are required) has been obtained in [13] . In a recent paper, we have studied the invariance of the arithmetic mean with respect to two so-called generalized quasi-arithmetic mean under four times continuous differentiability assumptions [2] . The invariance of the arithmetic mean with respect to Lagrangian means was the subject of investigation of the paper [17] by Matkowski. The invariance of the arithmetic, geometric, and harmonic means with respect to the so-called BeckenbachGini means was studied by Matkowski in [16] . Pairs of Stolarsky means for which the geometric mean is invariant were determined by Błasińska-Lesk-Głazowska-Matkowski [6] . The invariance of the arithmetic mean with respect to further means was studied by Głazowska-Jarczyk-Matkowski [12] , Burai [4] and Domsta-Matkowski [10] .
An important class of two variable homogeneous means are the so-called Stolarsky means (cf. Stolarsky [19] ). Given two parameters p, q ∈ R, the two-variable mean S p,q : R 2 + → R + is defined by the following formula
for every x, y ∈ R + . It can easily be seen that the power (or Hölder) mean of exponent p can be obtained as S 2p,p . In particular, S 2,1 , S 0,0 and S −2,−1 are the arithmetic, geometric, and harmonic means, respectively. Moreover, it follows by a simple computation that S p,q is equal to the geometric mean whenever p + q = 0. One can also check that the Stolarsky means are symmetric with respect to their variables and their parameters as well, i.e., S p,q (x, y) = S p,q (y, x) = S q,p (x, y) for all x, y ∈ R + and p, q ∈ R.
The aim of this paper is to solve the invariance equation in the class of Stolarsky means, i.e., to solve (2) when each of the means M, N and K is a Stolarsky mean. More precisely, we want to describe the set of all 6-tuples (a, b, c, d, p, q) such that the identity
holds. The analogous problem concerning the so-called Gini means, i.e., the description of the set of all 6-tuples (a, b, c, d, p, q) such that
be valid, has recently been solved in the paper [1] by the authors. Recall that given two parameters p, q ∈ R, the two-variable mean G p,q : R 2 + → R + is defined by the following formula (cf. Gini [11] ):
for x, y ∈ R + . The class of Gini means is also a generalization of the class of power means, since taking q = 0, we immediately get the power (or Hölder) mean of exponent p. The main result of the paper [1] is contained in the following theorem:
Then the invariance equation (4) is satisfied if and only if one of the following possibilities hold:
, all the three means are equal to the geometric mean, (ii) {a, b} = {c, d} = {p, q}, i.e., all the three means are equal to each other, (iii) {a, b} = {−c, −d} and p + q = 0, i.e., G p,q is the geometric mean and G a,b = G −c,−d , (iv) there exist u, v ∈ R such that {a, b} = {u + v, v}, {c, d} = {u − v, −v}, and {p, q} = {u, 0} (in this case, G p,q is a power mean), (v) there exists w ∈ R such that {a, b} = {3w, w}, c + d = 0, and {p, q} = {2w, 0} (in this case, G p,q is a power mean and G c,d is the geometric mean), (vi) there exists w ∈ R such that a + b = 0, {c, d} = {3w, w}, and {p, q} = {2w, 0} (in this case, G p,q is a power mean and G a,b is the geometric mean).
As an obvious consequence, we obtain the following solution for the so-called MatkowskiSutô equation, i.e., when G p,q is equal to the arithmetic mean in the invariance equation (4) , which happens exactly when {p, q} = {1, 0}.
is satisfied if and only if one of the following possibilities hold: (i) {a, b} = {c, d} = {1, 0}, i.e., the two means are equal to the arithmetic mean, (ii) there exists v ∈ R such that {a, } (in this case, G a,b is the geometric mean).
The approach followed in [1] heavily used the Maple computer-algebra system to perform the tedious computations of the various partial derivatives of Gini means up to 12th order.
The main result of this paper completely solves the invariance equation in the class of Stolarsky means.
Theorem S. Let a, b, c, d, p, q ∈ R. Then the invariance equation (3) is valid if and only if one of the following possibilities holds:
, all the three means are equal to the geometric mean, (ii) {a, b} = {c, d} = {p, q}, i.e., all the three means are equal to each other, (iii) {a, b} = {−c, −d} and p + q = 0, i.e., S p,q is the geometric mean and S a,b = S −c,−d .
As a consequence, we obtain the following solution for the Matkowski-Sutô equation, i.e., when S p,q is equal to the arithmetic mean in the invariance equation (3), which happens exactly when {p, q} = {2, 1}.
Corollary S. Let a, b, c, d ∈ R. Then the Matkowski-Sutô equation
holds if and only if {a, b} = {c, d} = {2, 1}, i.e., both means are equal to the arithmetic mean.
It is interesting to observe here that the parameter sets when (4) holds is much bigger then the corresponding set for (3).
In the proof of the above results first we construct an approximation of the Stolarsky means. Then we use the computer algebra system Maple V Release 9 to compute the Taylor expansion of a function (which is in terms of the approximated means) up to 12th order. Finally, this enables us to describe all the cases of the equality.
The proof of Theorem S
First we recall the characterization of the equality of two variable Stolarsky means. The calculations of the higher-order partial derivatives of Stolarsky means at the point (x, y) = (1, 1) is too complicated (even for computer-algebra systems) because the main expression that defines these means is singular at diagonal points. Therefore, to simplify these computations, we will approximate the Stolarsky mean up to a sufficiently high order. First, we express the Stolarsky mean in another form.
Lemma 2. For p, q ∈ R and x, y ∈ R + , the Stolarsky mean S p,q (x, y) can be rewritten as (6)
where the function L : R 2 → R is defined by
Proof. Utilizing the Taylor series expansion and substituting u := log x and v := log y, we have, for p = 0 and x = y,
Similarly, we can get that L(pu, pu) = e pu , hence
Using the above identity and the definition of the Stolarsky means, equality (6) follows immediately for p = q. The formula for the case p = q is derived by taking the limit q → p.
In order to obtain high-order approximation of Stolarsky means, for k ∈ N, define
and, for x, y ∈ R + , p, q ∈ R,
Proof. Observe that, for α ≥ 0, β ≥ 0 with α + β ≤ k, we have
In the case p = q, by applying the elementary rules of differentiation and the identities (6) and (9), we get that the formulae for the partial derivatives ∂ 0) , respectively, where 0 ≤ α ≤ i and 0 ≤ β ≤ j. Hence, equality (10) follows for p = q. In the case p = q, the identity is derived by taking the limit q → p.
To make the calculations even more simple, we define the function E : R 4 → R, by
The invariance equation (3) can be rewritten in the form
Thus, the derivatives F (m) vanish at x = 0 for all m ≥ 0, m ∈ Z. By the symmetry of Stolarsky means, F is an even function. Therefore, F (2m+1) (0) = 0 holds automatically. In order to obtain the necessity of the conditions of the theorem, we will need to investigate the equalities
To compute these derivatives, define the function
where
It follows from Lemma 3 that the derivatives of the functions E k and E at (p, q, 0, 0), and hence the derivatives of F k and F up to the order k at the point x = 0 coincide. Therefore, to analyze the equations (11), it is sufficient to consider the identities
where 2m ≤ k. Thus in the proof of the theorem, we compute the Taylor expansion of the appropriate F k at x = 0, hence we can obtain conditions for the unknown parameters a, b, c, d, p, q.
The proof of Theorem S. Assume that (3) holds. In the syntax of the Maple language, we define the functions L k , E k and F k in the following way:
This produces the following output:
First we evaluate the second-order Taylor coefficient C 2 of F at x = 0 by replacing F by F 3 : > C [2] :=simplify(coeftayl (F(x,3) ,x=0,2));
(Note that the Maple-definition of the function E is valid only if (p − q)(a − b)(c − d) = 0, however, the Taylor coefficient C 2 and also the subsequent ones, are correct also in the singular
where P 8 , P 10 , and P 12 are polynomials of the variables v, w, s. The equalities C 8 = C 10 = C 12 = 0 imply that P 8 = P 10 = P 12 = 0.
The variable s is a common root of the polynomials P 8 and P 10 . Therefore the resultant R 8,10 of these two polynomials (with respect to s) is zero: > R [8, 10] :=factor(resultant(P [8] The variable s is also a common root of the two polynomials P 8 and P 12 . Therefore the resultant R 8,12 of these polynomials (with respect to s) is again zero:
> R [8, 12] :=factor(resultant(P [8] ,P [12] ,s)):
We now get that v and w are solutions of a homogeneous two variable polynomial of degree 44, whence we get that z is a root of the 44th degree polynomial P 8, 12 , where:
> P [8, 12] :=op(4,R [8, 12] );
Now computing the resultant of the two polynomials P 8,10 and P 8,12 by > Q:=resultant(P [8, 10] ,P [8, 12] ,z):
it follows that Q is a (huge) nonzero number, hence P 8,10 and P 8,12 cannot have a common root. This proves that R 8,10 and R 8,12 can be simultaneously zero if and only if vw(v − w)(v + w) = 0 holds. Hence C 8 = C 10 = C 12 = 0 can hold only in this case.
Since we have vw = 0, hence (v − w)(v + w) = 0 must hold, i.e, v = ±w. Thus, from (15) and (14), we get that r = w 2 9 ∓ s and t = 13 9 w 2 , respectively.
In the case when v = w, the equations in (13) yield that The first equality yields that S c,d is the geometric mean. Hence, we may assume that c = −d = 1. To simplify the computations, we can also assume that w = 3. We show that these parameters are not solutions of the invariance equation. For k ∈ N, we now have that F k (x) := E k 3+ √ 13, 3− √ 13, E k (7, 5, x, −x), E k (1, −1, x, −x) −E k 3+ √ 13, 3− √ 13, x, −x .
In Maple, we input > F:=(x,k)->E(3+sqrt(13),3-sqrt(13),E(7,5,x,-x,k),E(1,-1,x,-x,k),k)-E(3+sqrt(13),3-sqrt(13),x,-x,k);
We compute the 10th order Taylor coefficient of F 11 by > simplify(coeftayl(F(x,11),x=0,10));
whence we get that this coefficient is − 12352 5775 , i.e., it is not zero, which means that the parameters in (16) whence a similar calculation as in the previous case shows that we again do not get an additional solution to the invariance equation.
