ABSTRACT A depth camera-based novel method is proposed here for efficient facial expression recognition. For each pixel in a depth image, eight local directional strengths are obtained and ranked. Once the rank of all pixels is obtained, eight histograms are developed for the eight surrounding directions. The histograms are then concatenated to represent features for a depth image of a face. This approach is named local directional rank histogram pattern (LDRHP). To combine with LDRHP features, one more robust feature extraction technique named local directional strength pattern (LDSP) is proposed. Typical local directional pattern (LDP) considers only absolute values of edge strengths for a pixel. This generalization in LDP may generate the same patterns for two different kinds of edge pixels. LDSP can overcome this problem. It considers the binary values of the position with the directions representing the highest and lowest original strengths. The highest strength indicates the strongest direction on the bright side of a pixel and the lowest one indicates the strongest direction in the dark side of that pixel. Hence, combining binary positions of these two directions can generate more robust patterns than LDP. Besides, LDSP pattern of a pixel is of six bits, whereas traditional LDP-based patterns are of eight bits (e.g., local directional deviation-based pattern and local directional position pattern). Thus, LDSP reduces the dimension of features with the same time adding robustness. For a depth image in a depth video, LDSP features are augmented with LDRHP features followed by Kernel principal component analysis and generalized discriminant analysis to generate more robust features. At last, the features are trained with a deep learning approach and convolutional neural network for successful facial expression recognition. The proposed approach is compared and shown to outperform the traditional expression recognition methods.
I. INTRODUCTION
Facial expression recognition is the most natural way to express human emotions. In the last few decades, there has been a lot of research on facial expression recognition from videos [1] , [2] . A typical expression recognition system consists of face image acquisition, feature extraction, training, and recognition. Most of the facial image features are very sensitive to noise and illumination variations. Hence, features tolerating noise and illumination changes can strongly contribute to generating a robust expression recognition system.
To extract facial expression features from images, most of the approaches have used Principal Component Analysis (PCA) [3] - [6] . In [3] , PCA was used to understand facial expression images. In [5] and [6] , PCA was used in a facial action coding system for expression recognition. Independent Component Analysis (ICA), a higher order statistical approach than PCA, has been tried by many researchers for face and facial expression analysis [5] , [10] - [21] . Zhou and Liang [14] used ICA features with support vectors to represent several facial expressions. Local Binary Patterns (LBP) was also used in some research works for facial expression analysis [22] - [26] . The vital property of LBP features is its tolerance against illumination variation. Later on, LBP was improved and named Local Directional Pattern (LDP) [25] . LDP focuses on a pixel's gradient information to represent local features [2] , [25] , [26] . LDP features consist of more superior tolerance than LBP while handling illumination variation in image sequences as they focus on a pixel's gradient information [25] . In LDP, the number of top strength directions is obtained empirically. Then, directions representing least strengths are ignored. Hence, it would be better if one could consider all eight-directional strengths. This work proposes an innovative way of representing features for a pixel considering all directional strengths. For each pixel, a local directional ranking is obtained based on the edge strengths in eight directions. From a depth face, after obtaining all the pixels' directional rankings based on the strengths in eight directions, each direction is considered to build a histogram based on the ranking obtained in that direction. Then, the eight-directional histograms are concatenated to represent features of a face. Thus, all eight surrounding directions can be considered for a pixel, indicating more robustness than typical LDP. This approach is here named as local directional ranking histogram pattern (LDRHP) . In addition to LDRHP features, one more robust feature is proposed and named as Local Directional Strength Pattern (LDSP) . Typical LDP is modified to obtain LDSP features. Once edge strengths are obtained for a pixel using LDP masks, the highest strength indicates the strongest direction on the bright side of the pixel. Similarly, the lowest strength indicates the strongest direction in dark side of that pixel. Hence, taking absolute values of the directional strengths may lead LDP to produce same patterns for different kinds of edge pixels. LDSP can be used to overcome this problem. LDSP considers binary of the positions with the highest and lowest directional strengths. Thus, it generates two different patterns for two different kinds of edge pixels. Besides, LDSP generates a six-bit pattern for each pixel whereas conventional LDP-based works (e.g., Local Directional Deviation-based Pattern (LD 2 BP) [2] and Local Directional Position Pattern (LDPP) [26] ) generate an eight-bit pattern. Once LDSP patterns are calculated for a face, a histogram is generated for that. Furthermore, LDSP features can be augmented with LDRHP to generate robust patterns. In this work, the augmentation of LDSP and LDHRP is named as LDRHP||LDSP. To reduce high dimensions of LDRHP||LDSP features, Kernel PCA (KPCA) can be applied [27] . KPCA applies a nonlinear approach on the data to find out the directions with maximum variations whereas typical PCA adopts a linear structure for the same task. Furthermore, Generalized Discriminant Analysis (GDA), a better tool than Linear Discriminant Analysis (LDA) can be adopted on the features. GDA is a robust tool to distinguish input samples from different classes in a nonlinear feature space [28] .
Hidden Markov Models (HMM) have been adopted in several research works to train and recognize facial expressions from depth and RGB videos [2] , [21] , [29] . Recently, deep learning methods have been attracting many artificial intelligence and machine learning researchers [30] - [32] . Deep Neural Network (DNN) was the first deep learning technique applied in pattern recognition and machine learning research areas [31] . DNN is more efficient than conventional neural networks. However, DNN consists of two major disadvantages. Firstly, it results in overfitting to the problem most of the time. Secondly, it often takes much time during training.
Later on, DNN was improved by Deep Belief Network (DBN) using Restricted Boltzmann Machines (RBMs) during training [31] . Use of RBM makes DBN training quite faster than DNN. Furthermore, Convolutional Neural Network (CNN) has become popular due to its improved discriminative power compared to DNN and DBN. Basically, CNN is a kind of deep learning consisting of feature extractions as well as some convolutional stacks to create a progressive hierarchy of abstract features. The different necessary parts of a CNN include convolution, pooling, tangent squashing, rectifier, and normalization [32] . CNN follows a hierarchical neural network where convolutional layers alternate with subsampling layers followed by a fully-connected layer at last. Fully-connected layer is identical to typical multilayer perceptron-based neural network. CNN-based deep learning is mostly used to efficiently recognize the patterns in a visual scenery e.g., object detection in large image achieves. With proper training, the convolutional layers of a CNN can learn salient features and the fully connected layer can help to generate the final classification vectors. When there is limited training data, CNNs can achieve a superior classification performance rather than the complex ones used for typical deep learning tasks. Consequently, simple 1-D CNNs are easier to train with less number of epochs than typical 2-D CNNs [30] . Thus, 1-D CNN can perform fast classification of facial expressions using features from a limited number of facial expression videos. As CNN seems to be a good candidate for deep learning-based pattern analysis, it should be an appropriate candidate to model and decode face features in our expression recognition system. Some researchers analyzed deep learning approaches for expression recognition based on static RGB images [33] - [36] . Although static images have been used in many expression recognition research works, videos can represent better at representing emotion information [2] , [26] . Hence, videos can be appropriate inputs to a robust expression recognition system.
To capture face images, the most commonly used cameras are RGB cameras [33] - [36] . A major limitation of an RGB camera is the lack of depth information of the different face parts. However, depth cameras overcome this limitation. In a depth image, the intensity of a face pixel is distributed according to the corresponding distance to the camera. Hence, depth images seem to represent face components (e.g., nose, eyebrows, lips) better than typical RGB images for expression recognition. Many researchers applied depth images for a wide range of computer vision and image processing applications [37] - [39] . Oreifej and Liu [37] analyzed surface histograms on depth images for human activity recognition. Vieira et al. [38] did moving body parts analysis from depth data for robust human activity recognition. Sung et al. [39] analyzed different probabilistic approaches of human activities in depth and color videos. Thus, depth videos can be adopted for a robust facial expression recognition.
In this paper, a depth video-based novel approach is proposed for facial expression recognition using LDRHP, LDSP, KPCA, GDA, and CNN. Fig. 1 shows the basic architecture of the proposed system where the left part shows the training flowchart and the right part the testing flowchart. The gray shaded area in the figure indicates the common processes in both training and testing flowcharts. The rest of the paper is organized as follows. Section II shows the feature extraction procedure from expression images captured through depth camera. Then, Sections III explains the deep learning method to model different facial expressions. Then, Section IV illustrates the experimental setups and results using different approaches on different databases. Finally, Section V draws the conclusion of the work.
II. EXPRESSION VIDEO ACQUISITION AND FEATURE EXTRACTION
Images of different expressions are captured by a depth camera [2] . The depth camera simultaneously generates depth and RGB videos. A depth image represents the range of every 
A. LOCAL DIRECTIONAL RANK HISTOGRAM PATTERN (LDRHP)
Among several edge detectors for a pixel in an image, the Kirsch edge detector [25] detects edges more accurately than other edge detectors since it considers all surrounding neighbors. For a pixel, edge response values are computed using the Kirsch masks [26] in eight different orientations centered on its position, as shown in Fig. 4 . Fig. 5 shows results of applying eight Kirsch edge masks on a depth face. As it can be noticed there, each direction represents the edge responses. Hence, generating a pattern considering all directions should produce robust features. Fig. 6 shows directional responses for a central pixel and ranking of the directions based on edge strengths. The local directional ranks (LDRs) T to a specific direction is determined after applying the Kirsch masks s as
where x and y represent a pixel's position in an image and v ranks (i.e., 8 for highest and 1 for lowest). Then, the local directional rank histogram pattern (LDRHP) for a region is presented as
Each direction has its rank ordered from top to bottom (i.e., the highest response has position 1). Fig. 7 shows four sample pixels with their LDRs. Once LDR is obtained for Fig. 9 shows LDRHP features for a sample depth image.
B. LOCAL DIRECTIONAL STRENGTH PATTERN (LDSP)
The Local Directional Strength Pattern (LDSP) assigns an eight-bit binary code to each pixel of a depth face. This pattern is calculated by considering positions with highest edge strengths in bright and dark regions for a pixel. For a pixel in the image, the eight directional edge response values are calculated by Kirsch masks. In typical LDP, absolute values of edge responses are taken. Then, directions representing top absolute strengths are set to 1 and rest of them 0. Unlike LDP, the strengths are kept with their signs. Then, the binary positions with highest and lowest strength values are considered. LDSP patterns represent robust features for salient pixels in an image, especially edge pixels. Thus, the LDSP code for a pixel x is derived as
VOLUME 5, 2017 where h represents the highest edge response direction and l lowest edge response direction. Fig. 10 shows two examples of LDSP codes where typical LDP makes the same patterns for different edges but LDSP can generate separate patterns. In the upper part of the figure, the highest edge response is 1452. Hence, the first three bits of the LDSP code is the binary representation of the direction 4 i.e., 100. The highest edge response in dark side is −2108 and hence the last three bits of the LDSP are the binary of the direction 1 i.e., 001. Hence, the LDSP code for the upper pixel is 100001. Similarly, LDSP code for the lower pixel is 001100, a separate pattern than the upper pixel. On the other hand, LDP codes for both are the same considering all possible top strengths since the rankings in all the directions are exactly the same for both pixels. Hence, the LDSP code represents better features than LDP. Based on LDP, there are two more traditional features: namely Local Directional Deviation-based Pattern (LD 2 BP) [2] and Local Directional Position Pattern (LDPP) [26] . LD 2 BP also generates the same patterns for the two edge pixels as shown in Fig. 8 . In LD 2 BP, once edge strengths of a pixel are obtained like as for LDP, a binary pattern is generated based on the mean of the deviations of the strengths. More clearly, if the deviation of a direction is greater than mean deviation, the binary value for the direction is 1 and otherwise 0. Furthermore, we compared the robustness of LDSP with LDPP as well. As for LDSP, LDPP can also generate separate patterns for two different kinds of edge pixels but it may on the other hand fail to generate the same pattern for the same kind of edge pixels as shown in Fig.11 . In the figure, LDPP generates different patterns for two edge pixels of the same kind whereas LDSP generates same patterns for them. Overall, LDSP has two major advantages over others. Firstly, it always generates patterns of six bits (e.g., 64 histogram bins) for a pixel whereas others generate with eight bits (e.g., 256 histogram bins). Secondly, LDSP generates same patterns for the same kind of edge pixels and different patterns for different kind of edge pixels as shown in Figs. 10 and 11. Thus, LDSP seems to be more robust than other traditional feature extraction methods. Fig. 12 shows how to generate LDSP patterns for four sample central pixels. The pixels are the same pixels as in Fig. 7 . Fig. 13 shows the histogram of LDSP patterns for the sample pixels of Fig. 7 . Besides, Fig. 14 shows LDSP histogram for a sample depth face. Thus, an image is transformed to the LDSP histogram map using LDSP code where n th bin can be defined as
where m is the number of the LDSP histogram bins. Then, the histogram of the LDSP map for a face region is presented as
C. AUGMENTED LDRHP AND LDSP FEATURES (LDRHP||LDSP)
The next step is to combine LDRHP and LDSP histograms for a face. To generate features from a depth face image, the image is divided into non-overlapping rectangular sub-regions. Then, LDRHP and LDSP histograms are augmented for each sub-region. The augmented features for a whole face image is expressed as (9) to (11) . (11) where u represents the number of non-overlapped regions in the image. Fig. 15 shows a sample depth face image divided into four sub-regions and their augmented histograms M.
D. KERNEL PRINCIPAL COMPONENT ANALYSIS (KPCA)
The next step in the feature extraction process is applying Kernel PCA (KPCA) on LDRHP||LDSP features. PCA is basically a lower order statistical method to map original high-dimensional data into a lower dimensional feature space. It starts with computing eigenvectors of covariance data matrix followed by an approximation of linear combination of top eigenvectors or principal components. PCA is a very popular approach in pattern analysis research areas to reduce the dimension of high-dimensional features. As typical PCA follows linear structure to find out directions with maximum variations, it is difficult for it to characterize data with nonlinear structures.
To overcome such limitation of PCA, a kernel-based PCA (i.e., KPCA) can be applied [27] . In KPCA, input features are first transformed into a higher-dimensional feature space using a kernel (e.g., Gaussian). Then, typical PCA is performed in the high-dimensional space. Given LDHRP||LDSP features for a video, the covariance of the features can be represented as
where N represents the total number of frames in the video and is a Gaussian kernel. Then, eigenvalue decomposition is done on the covariance matrix to find the principal components as
where E represents eigenvectors (i.e., principal components) and λ eigenvalues. The feature vectors using KPCA for a depth face can be represented as
E. GENERALIZED DISCRIMINANT ANALYSIS (GDA)
The last step in feature extraction process is applying Generalized Discriminant Analysis (GDA). GDA is basically a generalized method of linear discriminant analysis (LDA). It maps the input into a high dimensional non-linear feature space. Then, it tries to solve the problem by applying LDA on the feature space [28] . In LDA, the criterion of class separation is usually defined based on the ratio of between-class and within-class properties. LDA can be generalized by Gaussian kernel functions so that the principal components in the transformed kernel space becomes nonlinearly related to the input variables. Thus, GDA maps input data to a high-dimensional feature space K by a nonlinear kernel function and then, a typical LDA is performed on K . Hence, the target of GDA is to maximize the following criterion as
where Z B and Z T are the between-class and total feature scatters matrices. Finally, the KPCA features K of a face image is projected on GDA space Z (GDA) as
VOLUME 5, 2017 were used there for GDA whereas, in this work, we use 390 samples for each class. Thus, the 3-D plot of LDPP-GDA on 2340 samples of six expressions shows some overlaps in different classes in Fig. 16 (b) due to a greater number of samples for each expression in the experiments of this work. On the contrary, the proposed features can separate them well as shown in Fig. 16(c) . Besides, forty-fold leave-one-out cross-validation experiments were done in this work for each approach and hence, a new GDA space was generated for each of the forty folds during our experiments. Fig. 16 shows the sample 3-D plots of different approaches on a fold out of those forty different folds. Furthermore, the experimental setups will be more explained in the experimental results section.
Hence, the proposed feature extraction method can be applied for robust expression recognition. Once LDRHP||LDSP-KPCA-GDA features are obtained from each image in an expression video, the features are then augmented for CNN as
where r is the length of the video. Fig. 17 shows the summarized algorithm for facial feature extraction from a depth image A as a parameter in the algorithm.
III. FACIAL EXPRESSION MODELING
The spatiotemporal features from the depth videos are applied on a Convolutional Neural Network (CNN) to model different facial expressions. CNN is mostly used for image-based deep learning applications. Compared to other deep learning structures, CNN often demonstrates better recognition performance in machine learning applications due to its ability to extract and learn image-based features [32] . Besides, CNN has the advantage of using a small amount of bias and weight values compared to other deep learning methods. Fig . 18 depicts the structure of the 1-D CNN used in this work. The GDA features from an expression video of 10 frames are organized as 10×150 and used as inputs to the CNN. The CNN consists of three convolution layers, three pooling layers, and one fully connected layer. The output of the network is classified into normal and abnormal expressions via a fully connected layer. In first convolution layer Convolution 1 , the input matrix is convolved with 32 convolution kernels with the size of 1×5. As a result, a matrix of 10×146×32 is generated. Thus, the convolution layer is as
where Convolution is the map of the previous layer and z the size of the kernel. ReLU represents the active function that considers the summation of weights of the previous layer to pass them to the next layer. The second layer is the first pooling layer Pooling 1 . This layer basically down samples the results of Convolution 1 to a matrix of 10×73×32 via 1×2 max pooling. In pooling, the maximum value is selected from applying a 1×2 sliding window in the output of previous convolutional layer.
Thus, the pooling results for (i + 1) th layer, kernel k, row x, and column y can be represented as 
where p is the length of the pooling window. Using a similar way, the second convolution layer applies 64 convolution kernels with the size of 1×4. The third convolution layer applies 128 kernels with the size of 1×6. Similar to the first pooling layer, 1×2 max-pooling is applied for second and third pooling layers. Consequently, the third pooling layer generates an output matrix of 10×15×128. At last, the fully connected layer is obtained as
where W l ij w l ij is a matrix containing weight values from the i th node of the l th layer to the j th node of the (l + 1) th layer. x l i represents the content of i th node at l th layer. Fig. 19 shows the summarized algorithm for facial expression training and testing of facial expression videos. Fig. 20 shows the convergence plot of CNN using 200 epochs over the face features of different expressions.
IV. EXPERIMENTS AND RESULTS
For experiments, a depth video-based facial expression database was recorded. The database consisted of frontal face-based RGB and depth videos of six different expressions (i.e., surprise, sad, happy, disgust, anger, and neutral). In the videos, a head motion was assumed to be very small and hence neglected. For each expression, there were 40 videos. After obtaining the database, leave-one-out cross-validation or forty-fold cross-validation was considered on the videos of each facial expression. For each fold, 39 videos were applied for training and the remaining one for testing. Finally, results of these forty folds were combined to represent the final recognition rate. For each expression, we used a total of 1560 videos for training and 40 for testing. Fig. 21 shows some sample depth faces of happy and surprise expressions from the database. For RGB camera-based experiments, the facial expression images were converted to grayscale. As shown in Table 1 , the average recognition rate obtained using ICA with HMM is 81.67%, the lowest recognition rate in the experiments. Then, LDP features with HMM were employed. Table 2 shows the improved average recognition rate (82.08%) using LDP with HMM. Then, LD 2 BP was performed with HMM, which achieved a better recognition rate of 84.17% as shown in Table 3 . Furthermore, LDPP-GDA was tried with DBN. It obtained better recognition rate (90.41%) than other methods as shown in Table 4 . To obtain a more robust system, the proposed LDRHP||LDSP-KPCA-GDA features were employed with CNN and achieved an average recognition rate of 93.75%, as reported in Table 5 .
For depth camera-based experiments, the experiential setups were followed as the RGB camera-based ones. The average recognition rate using ICA and HMM on depth faces is 84.58%, as shown in Table 6 . As reported in Table 7 , the average recognition rate utilizing LDP with HMM on the depth facial expression images is 88.33%. Then, LD 2 BP with HMM achieved an average recognition rate of 89.58%, as mentioned in Table 8 . Furthermore, LDPP-GDA features were applied with DBN, and it showed good recognition performance with 92.91% average recognition rate. Table 9 shows the experimental results using LDPP-GDA with DBN. Finally, the proposed architecture (i.e., LDRHP||LDSP-KPCA-GDA with CNN) was applied. As reported in Table 10 , it achieved the highest average recognition rate (i.e., 97.08%). Thus, the proposed approach shows its superiority over other methods. Fig. 22 also shows the recognition rates of different approaches based on RGB and depth faces where the proposed one indicates the highest recognition rate.
A. EXPERIMENTS ON RGB-BASED PUBLIC DATABASE
We tried different approaches on the Cohn-Kanade facial expression database [40] to check the robustness of LDRHP||LDSP-KPCA-GDA features with CNN. The database is basically an extended version of [41] . It consists of RGB camera-based six facial expressions from 123 subjects. The expressions were anger, happy, sadness, surprise, fear, and disgust. Figs. 23(a) and (b) show some sample images of happy and surprise expressions, respectively, from the public database. Forty videos were obtained from 40 different subjects for each expression and then, leave-one-out crossvalidation was applied to train and test the classification of expressions.
As shown in Table 11 , the average recognition rate using ICA-HMM was 69.17%, the lowest recognition rate. Then, we tried LDP with HMM. As reported in Table 12 , the LDP-based method showed improved recognition rate (i.e., 70%) compared to ICA-HMM. Then, the more robust approach, LD 2 BP was tried with HMM. As shown in Table 13 , 90% average recognition rate was obtained using LD 2 BP-HMM. Furthermore, we tried LDPP-GDA-DBN and obtained the average recognition rate of 92.08%, as shown in Table 14 . Finally, we used LDRHP||LDSP-KPCA-GDA features with CNN and achieved the highest average recognition rate of 95.42%, as shown in Table 15 . Fig. 24 shows the expression recognition rates using the different approaches on the RGB image-based public database where LDRHP||LDSP-KPCA-GDA features with CNN shows the highest recognition rate. 
B. EXPERIMENTS ON DEPTH-BASED PUBLIC DATABASE
Different approaches were tried on the Bosphorus public database consisting of six 3-D facial expressions performed by 105 subjects [42] - [44] . Using the depth informationbased database, we tried to train and recognize six different expressions: anger, happy, sad, surprise, fear, and disgust. Figs. 25(a) and (b) show some sample depth images of happy and surprise expressions from the database. Sixty-five videos from 65 different subjects were used for training and 40 for testing each expression.
For traditional ICA features, we selected 150 independent components. As shown in Table 16 , the average recognition rate using ICA-HMM is 67.91%, which is the lowest recognition rate for this data set. Then, we tried LDP to extract the local features and applied them to a HMM. LDP-HMM method achieved the average recognition rate of 75.41%, as reported in Table 17 . As shown in Table 18 , the average recognition rate utilizing LD 2 BP with HMM is 85.83%. Furthermore, the more robust conventional approach LDPP-GDA-DBN was tried which achieved the average recognition rate of 93.33%. Table 19 shows the recognition results using LDPP-GDA-DBN. Finally, we tried the proposed approach (i.e, LDRHP||LDSP-KPCA-GDA with CNN) and achieved the highest average recognition rate of 96.25%, as reported in Table 20 . Fig. 26 depicts the expression recognition rates using different approaches on the public database where the proposed method shows superiority by achieving the highest rate.
V. CONCLUSION
In this study, a novel method has been proposed for facial expression recognition from depth videos. For each pixel in a depth image, salient face features have been extracted using LDRHP, LDSP, KPCA, and GDA. LDRHP considers edge strengths in all directions, LDSP focuses on edge strengths in the two most prominent directions, KPCA follows a nonlinear approach for dimension reduction, and GDA clusters depth images of faces in a nonlinear feature space. The proposed feature extraction method has tolerance against illumination variation and thus, extracts salient features from depth images of faces. Furthermore, the features have been combined with CNN-based deep learning for training and recognition. The proposed method was compared with other traditional approaches on different databases where it showed its superiority over other methods. Thus, the robust expression recognition system could be adopted in any consumer systems for improved human machine interaction. 
