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Abstract
Impulse response measurements that are performed outdoors are highly suscepti-
ble to uncertainties caused by the non-perfect measurement setup, the presence of
background noise, and fluctuations in media such as wind and temperature drift.
This work concentrates on two scenarios: the measurement of reflection coeffi-
cients of noise barriers and the influence of temperature variances in machinery
cavities.
Regarding the reflection coefficient measurement, an optimized microphone array
is implemented to separate direct sound and reflected sound. Compared with
the standard subtraction method, it is possible to obtain the reflection coefficient
through only one single measurement without moving the devices between the free-
field room and the sound barrier under test, and to avoid the errors resulting from
an imperfect measurement setup and time variances throughout the procedure.
For the purpose of de-noising, the option of using statistics-based source separation
methods is also studied. Simulation results show that source separation can
indeed reduce the background noise effect in a reverberant environment. However,
it cannot exceed the performance of synchronous averaging. When the excitation
signal is known and no specific knowledge about the noise can be used, averaging
is the most efficient way to improve the SNR for time-invariant systems.
The application of long-time averages, however, runs the risk of time variances.
The possibility of phase-shift compensation in wind fluctuations is analysed here.
The time-varying phase shift can be compensated for the direct sound component.
The reflection coefficient measurement has more complex effects, and both the
magnitude and the phase are changed. The influence of wind fluctuations in a
field consisting of many reflections cannot be compensated for by using the same
approach.
Temperature variances also influence the accuracy of impulse response measure-
ments. Concerning an online machine monitoring scenario, the temperature drifts
during the transfer function measurement and the speed of sound varies with
V
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temperature in the machine environment. As a consequence, the impulse response
is stretched along the time axis. A time-warping model is derived and applied to
compensate for inter-period (slow) and intra-period (rapid) temperature variances.
In this way, measurements of higher accuracy can be obtained.
VI

Introduction
The impulse response and the associated transfer function are the essential
properties of linear acoustic systems. These properties must be measured with an
appropriate accuracy. Accuracy is easily guaranteed under laboratory conditions
because the temperature and other parameters causing time variances can be
controlled rather well. However, if the measurement is performed in the field
(in situ), the accuracy is highly susceptible to environmental variances, such
as the presence of noise, wind fluctuation and temperature drifts. In case
background noise is present, synchronous averaging is a straightforward method
to reduce the noise influence, but the operator might run the risk of time variances
during long-term averaging. For example, [Vorländer and Kob, ] examine
the errors of measurement using Maximum Length Sequence (MLS), which are
caused by wind speed fluctuations and temperature variances. [Svensson and
Nielsen, ] quantify both inter-period and intra-period time variance, and
show that both kinds of variances cause apparent energy-level losses in the
transfer function. When sweeps are used as excitation signals, a long single sweep
shows better immunity against time variances than the average of multiple short
sweeps[Fumiaki Satoh, ] .
Besides synchronous averaging, some other signal processing techniques—such as
spatial filtering, Blind Source Separation (BSS) and blind deconvolution—might
be potential ways to extract noise from the desired signals. The advantage of
spatial filtering is that the desired signal and the noise can even overlap in the
time and frequency domains. It can separate the noise through the different
directions of incoming waves. However, the spatial filter can separate only a
limited number of waves (which might be also reflections). When the number of
reflections increases, the computational cost becomes prohibitive. The advantage
of BSS is that not much a-priori knowledge about the source is required. A huge
number of statistical methods have been studied [Jutten, ][Haykin, ].
Most of these assume that precise knowledge of an input signal is inaccessible

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but that the statistical independence properties of the sources can be used.
However, no all-conquering BSS algorithms are available to separate the sources
and noises for all scenarios because statistical signal processing methods always
have to trade off the unknown discriminative parameters and useful samples. The
discriminative parameters differ from one scenario to another.
This dissertation considers two specific scenarios.
First, we consider the reflection coefficient measurements of sound barriers. Reflec-
tion and absorption coefficient measurements are the fundamental measurements
for the acoustic properties of surfaces. The standard measurement setups are
the Kundt’s tube [ISO, ] [AST] and the reverberation chamber [ISO, ].
Sometimes, however, the measurement setup has to be performed in situ, and
accordingly some other problems have to be tackled. For example, the sound
barrier has been constructed near a highway, and the reflection coefficient or the
absorption coefficient have to be measured at the site and in the presence of high
background noise. In this case, reflections from the surface can be measured by
using the impulse response technique. The direct sound and the reflection have
to be separated and analysed. Direct sound and reflected sound are represented
as two impulses in the overall impulse response of the system. If the direct sound
and the reflection are ideal Dirac impulses, they can be simply windowed out
in the time domain. In practice, however, they are not perfect impulses, are
very close to each other, and even overlap. The subtraction procedure can be
used [Mommertz, ], but it requires an additional free-field measurement as a
reference. Another inverse filtering method is developed to equalize the frequency
response of the loudspeaker, and so that the loudspeaker radiates shorter pulses
[Cobo, ] [Wehr, ]. This dissertation studies an optimized microphone
array that can be used to separate direct sound and reflection sound.
The in situ measurements are usually contaminated by surrounding noise. The
possibilities of applying the statistical BSS method to separate the external
noise source are investigated. In case many noise sources appear randomly—for
example, vehicles passing the noise barrier successively during the measurement—
no specific model can be applied to separate the noise. Synchronous averaging
is the most efficient way to improve the Signal-to-Noise Ratio (SNR). If the
synchronous average is performed over a long period, however, the influence of
time variances cannot be ignored. There are two typical time variances: wind
fluctuation and temperature shift. Wind fluctuation leads to phase shifts. The
possibility of compensating for the effect of the time-varying phase shifts is
discussed herein.

In the reflection coefficient measurement, the influence of temperature variance
is not a severe problem. However, in the second scenario discussed in this
dissertation—i.e. the machine diagnosis scenario—the temperature might drift
by several degree Celsius during long-time measurement. A temperature shift
changes the speed of sound, and the speed of sound influences the impulse
response by a time-stretching process. In order to obtain higher measurement
accuracy, this time-stretching process must be studied.
The dissertation is organized as follows. In Chapter , the fundamentals of
the impulse response measurement, the spatial filtering and statistical signal
processing are briefly described. Chapter  focuses on the reflection coefficient
in situ measurement. The spatial filter-based method is discussed here. In
Chapter , the possibility of noise separation with statistical signal processing
is investigated. Chapter  concerns the wind fluctuations affecting reflection
coefficient measurement, and the possibility to compensate for the phase shift
is discussed. In Chapter , a time-warping model for compensation of the
temperature shifts is investigated.



Fundamentals
.. Basics in signal processing
The system determined by the differential equations can be expressed by the
mathematical framework of Linear Time-Invariant (LTI). The relation between
the input and output is formulated by the convolution theory as [Alan Victor Op-
penheim, ]
𝑥(𝑡) =
∫︁ ∞
−∞
𝑥(𝑡)ℎ(𝑡− 𝜏)d𝑡
= ℎ(𝑡) * 𝑠(𝑡) (.)
where 𝑠(𝑡) is the input and 𝑥(𝑡) is the output of the system. The relation between
the input and the output is the convolution with the system response ℎ(𝑡), named
as the Impulse Response.
Using the discrete-time notation, the convolution is written as Eq. .
𝑥(𝑛) =
∞∑︁
𝑘=−∞
𝑥(𝑘)ℎ(𝑛− 𝑘)
= ℎ(𝑛) * 𝑠(𝑛) (.)
The signals can also be represented in the frequency domain by Fourier transform.
The definition of Fourier transform is

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𝑋(𝜔) =
∫︁ ∞
−∞
𝑥(𝑡)𝑒−𝑖𝜔𝑡d𝑡
𝑋(𝑡) =
1
2Π
∫︁ ∞
−∞
𝑥(𝜔)𝑒𝑖𝜔𝑡d𝜔 (.)
where 𝑋(𝜔) is called the complex spectrum of the signal 𝑥(𝑡), and the Fourier
transform can be nowadays computed very efficiently by Fast Fourier Transform
(FFT). One essential property of the Fourier transform is the spectrum of the
convolution of two signals is the multiplication of the two signals in frequency
domain, as Eq. .
𝑠(𝑡) = ℎ(𝑡) * 𝑠(𝑡) Fourier transform⇐==========⇒ 𝑋(𝜔) = 𝐻(𝜔)𝑆(𝜔) (.)
In this way, the convolution can be efficiently computed by multiplying the two
signals in frequency domain and transforming the overall spectrum back to the
time domain as Eq. ..
𝑥(𝑡) =
1
2𝜋
∫︁ ∞
−∞
𝐻(𝜔)𝑆(𝜔)𝑒𝑖𝜔𝑡d𝑡 (.)
In this dissertation, the term Transfer Function refers particularly to 𝐻(𝜔),
which is complex spectrum of the impulse response ℎ(𝑡). Most of the physical
properties can be obtained by analysing the relative value at different frequencies,
and the absolute physical quantity—sound pressure—can be obtained just by
multiplying a calibration factor. Focusing on the signal processing technique, all
the figures of transfer function are plotted just by the spectrum 𝐻(𝜔) in this
dissertation, and the calibration factor is ignored.
.. Impulse response of acoustic systems
The acoustic properties, such as the reflections, delays, resonance frequencies,
etc, can be expressed by the mathematical framework of impulse responses.

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Theoretically, the impulse response can be derived through Green’s function
theory or the wave field theory. Eq. . is the homogeneous wave equation. The
velocity potential is used here only for the sake of mathematical convenience.
From the velocity potential, we can derive the most interesting quantities in
acoustics: sound pressure by 𝑝 = 𝜌0 𝜕Ψ𝜕𝑡 .
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∇2Ψ− 1
𝑐20
𝜕2Ψ
𝜕𝑡2
= 0
𝑐0 =
√︂
𝛾𝑅𝑇0
𝑀
𝑝 = 𝜌0
𝜕Ψ
𝜕𝑡
?⃗? = −∇Ψ
(.)
The corresponding boundary condition is
𝜌0
𝜕Ψ
𝜕𝑡
+ (?⃗? · ∇Ψ)𝑍
⃒⃒⃒⃒
𝜙(?⃗?)
= 0 (.)
where the meanings of the symbols are
Ψ velocity potential
𝑇0 absolute temperature
𝛾 adiabatic constant
𝑅 ideal gas constant
𝑀 Molar mass
𝑝 sound pressure
?⃗? particle velocity
𝜌0 density of air
𝑍 the boundary’s impedance
𝜙(?⃗?) the boundary surface
?⃗? the unit normal vector to the boundary surface
Assuming that one point source is located at 𝑟 = 𝑟0 and radiates the sound of
the harmonic frequency 𝑒𝑖𝜔𝑡, the wave equation is re-written as

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∇2Ψ− 1
𝑐20
𝜕2Ψ
𝜕𝑡2
= 𝛿(?⃗? − ?⃗?0)𝑒𝑖𝜔𝑡 (.)
The steady state solution is notated as Ψ = Ψ(?⃗?, 𝜔)𝑒𝑖𝜔𝑡, where
∇2Ψ(?⃗?, 𝜔) + ( 𝜔
𝑐0
)2 ·Ψ(?⃗?, 𝜔) = 𝛿(?⃗? − ?⃗?0) (.)
The solution of Eq. . can be expressed by the Helmholtz-Huygens integral as
Eq. . [Philip M. Morse, ].
Ψ(?⃗?, 𝜔) =
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0, 𝜔)d?⃗?0
−
x
𝑆
[︃
𝐺(?⃗?, 𝑟′, 𝜔)
𝜕Ψ(𝑟′, 𝜔)
𝜕𝑛
−Ψ(𝑟′, 𝜔)𝜕𝐺(?⃗?, 𝑟
′, 𝜔)
𝜕𝑛
]︃
d𝑆 (.)
where Ψ(?⃗?, 𝜔) denotes the velocity potential for frequency 𝜔 at the location point
?⃗?, and 𝑄(?⃗?0) is the source function
(︀
𝑄(?⃗?0) = 𝛿(?⃗? − ?⃗?0)
)︀
for Eq. .). The first
integration given in Eq. .,
t
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0, 𝜔)d?⃗?0, stands for the direct sound
from the source. The second integration is the contribution from the reflection
caused by the boundaries. 𝑟′ stands for the boundary’s coordinate.
𝐺(?⃗?, 𝑟′, 𝜔) and 𝐺(?⃗?, ?⃗?0, 𝜔)are Green’s functions for a point source in free space
(Eq. . ), which is the solution of the inhomogeneous Helmholtz equation in
free space, Eq. ..
𝐺(?⃗?, ?⃗?0, 𝜔) =
𝑒−𝑖𝑘𝑟
4𝜋𝑟
=
𝑒−𝑖𝑘
√
(𝑥−𝑥0)2+(𝑦−𝑦0)2+(𝑧−𝑧0)2
4𝜋
√︀
(𝑥− 𝑥0)2 + (𝑦 − 𝑦0)2 + (𝑧 − 𝑧0)2
(.)
where 𝑘 = 𝜔
𝑐0
.
∇2𝐺(?⃗?, ?⃗?0, 𝜔) + 𝜔
2
𝑐20
𝐺(?⃗?, ?⃗?0, 𝜔) = −𝛿(?⃗? − ?⃗?0) (.)
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In a bounded environment, the solution can also be expressed by the eigenfunction
theory [Mikio Tohyama, ] [Tohyama, ], as shown in Eq. . as
Ψ(?⃗?, 𝜔) =
∑︁
𝑛
Ψ𝑛(?⃗?0)Ψ
*
𝑛(?⃗?)
𝑘2𝑛 −
(︁
𝜔
𝑐0
)︁2 (.)
where Ψ𝑛(?⃗?) is the orthogonal eigenfunction determined by the boundary condi-
tion, and 𝑘𝑛 is the eigenvalue of the wave number.
The solution Eq. . and Eq. . , notated as 𝐻(?⃗?, ?⃗?0, 𝜔), is the physical
property of the acoustic system and unrelated to the excitation signal. For a
given excitation 𝑠(𝑡), the wave equation is written as Eq. .
∇2Ψ− 1
𝑐20
𝜕2Ψ
𝜕𝑡2
= 𝛿(?⃗? − ?⃗?0)𝑠(𝑡) (.)
The solution is
Ψ(?⃗?, 𝑡) =
∫︁ ∞
−∞
𝐻(?⃗?, ?⃗?0, 𝜔)𝑆(𝜔)𝑒
𝑖𝜔𝑡d𝜔 (.)
where the 𝐻(?⃗?, ?⃗?0, 𝜔) is the solution of time-independent Eq. ., 𝑆(𝜔) is the
spectrum of the excitation. Notating ℎ(?⃗?, ?⃗?0, 𝑡) as the inverse Fourier transform
of 𝐻(?⃗?, ?⃗?0, 𝜔), Eq. . tells that the sound field recorded at position ?⃗? is actually
the convolution of the excitation 𝑠(𝑡) with the impulse response ℎ(?⃗?, ?⃗?0, 𝑡).
Then 𝐻(?⃗?, ?⃗?0, 𝜔) is accordingly defined as the transfer function from position ?⃗?0
to position ?⃗?, and ℎ(?⃗?, ?⃗?0, 𝑡) can be defined as the impulse response as well. The
relation between the wave equation and impulse response is thoroughly explained
in the book [Mikio Tohyama, ] [Tohyama, ]. Since the analytical solution
for the above transfer function equations exists only for a simple boundary
condition, the boundary element method or finite element method is typically
applied to calculate the impulse response numerically.
The impulse response is determined by the wave equation and is relative to the
speed of sound and the movements of the medium (usually air). In general, the
speed of sound depends on the temperature. If the temperature and the medium

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change during the measurement, the impulse response will change consequently.
The possibility that compensates for the effects of such variations in time-variant
systems will be described in this thesis.
.. Impulse response measurement with various excitation
signals
When the sound is radiated to a receiver position, the sound at the receiver’s
position is the convolution of the sound source signal with the impulse response,
as shown by Eq... 𝑠(𝑡) is the source signal and 𝑥(𝑡) is the measured signal.
ℎ(𝑡) is the impulse response of the acoustic system.
𝑥(𝑡) = ℎ(𝑡) * 𝑠(𝑡) (.)
The relation between the excitation signal and the measured signal can be
represented in the frequency domain, as in Eq...
𝑋(𝜔) = 𝐻(𝜔)𝑆(𝜔) (.)
Theoretically, in order to measure the impulse response of an acoustic system, the
excitation signal can be any kind of broadband signal. As long as the excitation
signal is known, the impulse response can be directly calculated by denvolving
the measured signal with the excitation signal.
Before the digital computers were introduced as part of system measurement
methods, other techniques were used to obtain transfer functions. The level
recorder is one of the oldest [E. C. Wente, ]. A swept-sine signal is generated
through an analogue generator, the resulting voltage is input to an differential
amplifier and then to a potentiometer. The output of the potentiometer is linked
to a writing pen. Finally, the voltage of the frequency response is written on
a sheet of coordinate paper. This technique requires no digital circuitry. The
Time Delay Spectrometry (TDS) is another approach to measure the transfer
function based on analogue devices. Compared with the level recorder, TDS
is capable of measuring both, the amplitude and the phase response. It was
introduced by Heyser [Heyser, ],[Heyser, a],[Heyser, b] especially

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for the measurement of loudspeakers. It can also be applied to any other linear
acoustic measurements.
Finally, with the help of digital circuitry and advanced signal processing algo-
rithms, the transfer function can be measured accurately. This technique entered
the field of acoustics in the s. [Berman, ] applied the computer to store
and average the impulse response for loudspeaker measurement. The FFT is
applied by [Berman, ] as well, but the recorded length of the impulse response
is only a few milliseconds. The Legendre sequence, which is a pseudo-random
noise sequence, is introduced by [Schroeder, ] to measure the room impulse
responses. The advantage of the Legendre sequence is that its discrete Fourier
transform is equal to (within a constant factor) the sequence itself, which sim-
plifies its digital representation for storage and transmission. The MLS became
popular in s [Borish, ] [Borish, ] [Rife, ]. MLS is also a pseudo-
random noise sequence that can carry enough energy and cover the broadband
frequency range. Since the auto-correlation function of such a pseudo-random
sequence is the Dirac function, the impulse response can be recovered by the
cross-correlation of the pseudo-random sequence with the recorded signal (as
Eq..). The cross-correlating process is computed by Fast Hadamard Transform
(FHT)[Borish, ] [Borish, ]. FHT uses only addition and subtraction to
calculate the cross-correlation, which can operate faster than the FFT of the
same block length. This advantage of MLS is very useful when the memory size
and computing power are limited two decades ago. However, this computing
efficiency is no longer of particular interest since the processing time dedicated
to the FHT and FFT are negligible nowadays.
𝑥(𝑡) * 𝑠(−𝑡) = ℎ(𝑡) * 𝑠(𝑡) * 𝑠(−𝑡) = ℎ(𝑡) * 𝛿(𝑡) = ℎ(𝑡) (.)
In contrast, MLS shows very weak tolerance against time variance [Vorländer
and Kob, ][Svensson and Nielsen, ] and the harmonic distortion of
loudspeakers [Müller and Massarani, ].
Since the year , sweep have become the preferred excitation signals because
of their superior ability to handle time variances and distortions [Farina, ]
[Farina, b] [Farina, a] [Satoh, ] [Fumiaki Satoh, ]. Sweep can
be basically designed in two different ways: linear sweeps and logarithmic sweeps
(also called exponential sweeps).
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The analytical expression for a linear sweep is Eq..[Farina, ].
𝑠(𝑡) = sin
(︃
𝜔1𝑡 +
𝜔2 − 𝜔1
𝑇
· 𝑡
2
2
)︃
(.)
where 𝜔1 is the start frequency, 𝜔2 is the stop frequency, and 𝑇 is the length of
the signal. The group delay or the corresponding instantaneous frequencies is
increasing linearly as Eq. ..
𝜔(𝑡) = 𝜔1 +
𝜔2 − 𝜔1
𝑇
· 𝑡 (.)
The phase of sweep can also be adjusted as exponentially increasing, as shown in
Eq. .. The start frequency of logarithmic sweep cannot be set to zero because
of the term log 𝜔2
𝜔1
, instead the start frequency must be set a little bit higher.
𝑠(𝑡) = sin
⎡⎢⎣ 𝜔1 · 𝑇
log
(︁
𝜔2
𝜔1
)︁ · 𝑒 𝑡𝑇 log(︂𝜔2𝜔1 )︂
⎤⎥⎦ (.)
The instantaneous frequency of the logarithmic sweep is
𝜔(𝑡) = 𝜔1 ·
(︂
𝜔2
𝜔1
)︂ 𝑡
𝑇
(.)
When the signal is recorded, the transfer function is obtained by dividing the
spectrum of recorded signal by the spectrum of the sweep. The impulse response
is calculated by the inverse Fourier transform of the transfer function.
𝐻(𝜔) =
𝑋(𝜔)
𝑆(𝜔)
(.)
If the sweep does not cover the full frequency band, the equation is divided by
zeros at the frequencies where the sweep does not cover. The regularization
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methods have to be used [Farina, b] [Farina, a] to avoid dividing by
zeros.
Sweeps are superior to the MLS measurement. Firstly, sweeps offer a higher
tolerance for time variance. Both the group delays of the linear and logarithmic
sweeps are monotonously increasing, and a single sweep has no repetitions at any
frequencies, while the MLS measurement is equivalent to repeating and averaging
the impulses over the entire measurement time. If time variances occur within
one measurement period, sweeps hardly reveal detrimental effects caused by
time variances, while MLS show enormous errors [Svensson and Nielsen, ].
Secondly, the harmonic distortion artifacts that are excited by loudspeakers, can
be easily discarded because these harmonic distortion occurs only at the very end
of the measured impulse response, while the desired impulse response appears
only at the beginning the impulse response. The distortion artifacts can then
safely be windowed out.
In addition, if some narrow-band transient noise occurs occasionally, the spectro-
gram of the noise does not overlap with the sweeps and the noise can be windowed
out as well. As shown in Fig. ., the information of the impulse response lies
only in the nearby time-frequency blocks that correspond to the delay curve, if
the noise does not occur in those nearby time-frequency blocks of the sweep, the
noise can be windowed out and may have no influence on the impulse response.
For the MLS measurement, as long as the noise appears within the measurement
period, the noise always has an influence on impulse response if no further signal
processing is processed.
Figure ..: The spectrogram of sweep and certain narrow-band transient noise
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Furthermore, sweeps can also be designed flexibly to fit the specific noise spectrum.
Compared with logarithmic sweeps and linear sweeps, the spectrum of a linear
sweep is flat, and the spectrum of a logarithmic sweep deceases by  dB per
octave. Logarithmic sweeps contain more energy at low frequencies than linear
sweeps of the same length. Under general laboratory conditions or in room
acoustics measurements, the random noise tends to involve more energy at low
frequencies than at high frequencies.
In this case, the logarithmic sweep is a better choice because it carries more
energy at low frequencies. However, if the random noise has a specific spectrum,
it is also possible to adjust the swept-rate to an arbitrary spectrum distribution
to compensate for the noise influence [Müller and Massarani, ]. For instance,
if the noise spectrum is concentrated between , and , Hz and there is
very low noise outside this range, the swept-rate, which is the growth rate of the
group delay, could be chosen to be very slow in order to send more energy into
this frequency range.
.. Multi-sensors based signal processing
As mentioned earlier, slowing down the swept rate—in other words, using long
sweeps—can greatly improve SNR. Measurements in rooms such as factory halls
require very long sweeps or a very long averaging time. Random noise caused
by machines can be rejected as long as the swept rate is slow enough. However,
if the measurement time is too long, the time-variance effect may appear. The
multi-channels approach is described here assuming that the desired signal can
be separated from the background noise during short-time measurements.
If a single noise source is present, one intuitive idea is to use two sensors. This
is the standard Multiple Input Multiple Output (MIMO) problem, which is
widely used in communication and speech enhancement techniques. Note that
𝑠(𝑡) and 𝑛(𝑡) are the excitation signal and the noise signal respectively. If the
two sources are measured using two sensors, the recorded signal is the mixture of
the convolution of the sources with the noises, as illustrated in Eq. .
𝑥1(𝑡) = ℎ11(𝑡) * 𝑠(𝑡) + ℎ12(𝑡) * 𝑛(𝑡)
𝑥2(𝑡) = ℎ21(𝑡) * 𝑠(𝑡) + ℎ22(𝑡) * 𝑛(𝑡) (.)
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where 𝑠(𝑡) is the excitation signal and 𝑛(𝑡) is the noise signal. ℎ𝑖𝑗 , (𝑖 = 1, 2 𝑗 =
1, 2) are the corresponding impulse responses from the sources to the receivers.
Written in the frequency domain, the relation between the sources and the
receivers is Eq. .
[︃
𝑋1(𝜔)
𝑋2(𝜔)
]︃
=
[︃
𝐻11(𝜔) 𝐻12(𝜔)
𝐻21(𝜔) 𝐻22(𝜔)
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
X = HS (.)
Compared with the single-input single-output scenario, in Eq.. and Eq..,
the problem becomes more complicated in the presence of noise. In the frequency
domain, the transfer function 𝐻11 and 𝐻21 are measured. 𝑆1(𝜔) is the excitation
signal and 𝑋1(𝜔) and 𝑋2(𝜔) are the recorded signals from the microphones.
𝑆2(𝜔) is the noise signal. If there is no noise, the 𝐻11, 𝐻21 is obtained directly by
dividing 𝑋1(𝜔) and 𝑋2(𝜔) by 𝑆1(𝜔). When the noise 𝑆2(𝜔) occurs, this becomes
a ill-posed problem because there are only two equations but five unknown
variables: 𝐻11(𝜔), 𝐻12(𝜔), 𝐻21(𝜔), 𝐻22(𝜔) and 𝑆2(𝜔).
Generally, there are two ways to solve the above equations. One is spatial filtering
and the other is the statistical method.
... Spatial filtering
Narrowband spatial filtering
Spatial filtering is also called beamforming. The mathematical framework can
be found as early as [Capon, ]. This technique has already been applied
in various areas, such as speech enhancement and antenna engineering. The
basic theory of beamforming is available in the books, [Dudgeon, ] and
[Trees, ], and in the theory of directional microphones [Kuttruff, ]. The
underlying idea is to pass the signal from a given direction and filter out the
source from some another directions. Usually, the spatial filter treats the waves
as far-field plane waves. Taking a two-microphone array as an example, the sound
wave propagates through the array’s aperture, and the signal recorded by the
second sensor contains a delay with regard to the signal recorded by the first
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sensor. The array’s output can be expressed as the sum of the two sensors with
arbitrary weighing factors, as Eq. .
𝑦(𝑡) = 𝑤1𝑥(𝑡) + 𝑤2𝑥(𝑡− 𝑘𝑑 cos 𝜃) (.)
where 𝑥(𝑡) and 𝑥(𝑡− 𝑘𝑑 cos 𝜃) are the signals recorded by two sensors, and their
difference is only a time delay 𝑘𝑑 cos 𝜃. 𝑤1 and 𝑤2 are weighting factors. 𝑑 is the
distance between two microphones, 𝑘 is the wave number, 𝜃 is the angle of the
source. Considering a scenario, two sources appear simultaneously. 𝑆1 and 𝑆2
come from the angle 𝜃1 and 𝜃2 respectively, as shown in Fig... If the weighting
factors are chosen by Eq. ., the output will suppress the sound source from
direction 𝜃2 and concentrate on the direction 𝜃1, as shown in Fig... The blue
curve is the array directivity pattern. The source from 𝜃1 is reinforced and the
source from 𝜃2 is suppressed.
𝑤1 =
−𝑒−𝑖𝑘𝑑 cos 𝜃2
𝑒−𝑖𝑘𝑑 cos 𝜃1 − 𝑒−𝑖𝑘𝑑 cos 𝜃2
𝑤2 =
1
𝑒−𝑖𝑘𝑑 cos 𝜃1 − 𝑒−𝑖𝑘𝑑 cos 𝜃2 (.)
If a third noise source emerges from another direction, at least three microphones
are needed.
θ1θ2
S1
S2
M1 M2Od2_ d2_
Figure ..: Beamforming with two microphones
The generalized formulation can be written as follows. Considering that there
are 𝑄 sources and 𝑃 sensors. The sources vector is written as
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S(𝜔) =
[︁
𝑠1(𝜔) 𝑠2(𝜔) · · · 𝑠𝑄(𝜔)
]︁𝑇
(.)
The signal recorded by the 𝑝-th sensors is written as
𝑥𝑝(𝜔) = 𝑎𝑝1(𝜔, 𝜃1)𝑠1(𝜔) + 𝑎𝑝2(𝜔, 𝜃2)𝑠2(𝜔) + · · ·
+ 𝑎𝑝𝑞(𝜔, 𝜃𝑄)𝑠𝑄(𝜔) + · · ·+ 𝑎𝑝𝑄(𝜔, 𝜃𝑄)𝑠𝑄(𝜔) (.)
where
𝑎𝑝𝑞(𝜔, 𝜃𝑞) = 𝑒
−𝑖𝑘·𝑑𝑝𝑞·cos(𝜃𝑞) (.)
and 𝑝 = 1, 2...𝑃 , 𝑞 = 1, 2, ...𝑄. 𝑑𝑝𝑞 is the distance from the 𝑞-th source to the
𝑝-th sensor.
Therefore, the overall signals recorded by the 𝑃 sensors are written as
⎡⎢⎢⎢⎢⎢⎣
𝑥1(𝜔)
𝑥2(𝜔)
...
𝑥𝑃 (𝜔)
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
𝑎11(𝜔, 𝜃1) 𝑎12(𝜔, 𝜃2) · · · 𝑎1𝑄(𝜔, 𝜃𝑄)
𝑎21(𝜔, 𝜃1) 𝑎22(𝜔, 𝜃2) · · · 𝑎2𝑄(𝜔, 𝜃𝑄)
...
...
. . .
...
𝑎𝑃1(𝜔, 𝜃1) 𝑎𝑃2(𝜔, 𝜃2) · · · 𝑎𝑃𝑄(𝜔, 𝜃𝑄)
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
𝑠1(𝜔)
𝑠2(𝜔)
...
𝑠𝑄(𝜔)
⎤⎥⎥⎥⎥⎥⎦
X(𝜔) = AS(𝜔) (.)
If the number of sensors is equal to the number of sources (𝑃 = 𝑄), the sources
can be recovered by multiplying the inverse of the mixing matrix A.
S(𝜔) = A−1X(𝜔) (.)
If the number of sensors is larger than the sources ( 𝑃 > 𝑄 )
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S(𝜔) = A+X(𝜔) (.)
where A+ denotes the Moore–Penrose pseudoinverse A+ = (A𝐻A)−1A𝐻 . Once
the directions of the noise sources are known, the original signal can be recovered
by computing the inverse matrix of A.
If the sources to be treated are close to the sensors, the near-field spherical
harmonics must be considered. [Kennedy, ] [Kennedy, ] [Abhayapala,
] [Ryan, ]
Broadband optimization
The equations of spatial filtering described above express only a single frequency.
It cannot be applied for broadband directly because the matrix 𝐴 in Eq..
might be ill-conditioned at certain frequencies.
In order to pick up broadband signals from different directions, numerous methods
have been investigated over a long period and are described using different
terminologies. Unequally spaced arrays derived by the asymptotic theory are
developed by [Ishimaru, ] [Ishimaru, ], and the resulting arrays have
exponential spacing. [Chou, a] [Chou, b] unitizes the nested array to
keep the null directions frequency-constant over audio frequencies ( ∼ 
Hz). A generalized mathematical framework to build a frequency-invariant beam
pattern for far-field sources is introduced by [Darren B. Ward and Williamson,
] and is based on the continuous array aperture. It represents the outputs of
the array and the array aperture by integral equation. The array aperture for a
desired beam pattern is the solution of this integral equation. The broadband
near-field beam pattern design is addressed by [Kennedy, ], which uses
the spherical harmonic solution to transform the near-field beam pattern to an
equivalent far-field beam pattern. When the number of sensors is restricted and
the array aperture is arbitrarily configured, a condition number can be used as
a criterion for the frequency bands when computing the array response [Parra,
].
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The condition number is defined to quantify the numerical error of computing
the inverse matrix [E. Ward Cheney, ]. Considering the solution of a linear
system,
Ax = b (.)
The definition of condition number is
𝜅(𝐴) =‖ A ‖‖ A−1 ‖ (.)
If the input b contains a little noise 𝛿b, the error of the output is
‖ 𝛿x ‖
‖ x ‖ ≤ 𝜅(𝐴)
‖ 𝛿b ‖
‖ b ‖ (.)
where the symbol ≤ denotes the error bound of the estimation. When the
condition number is large, the solution of the system may have large errors.
When the condition number is close to one, the matrix is well conditioned. The
identity matrix’s condition number is one.
Since the elements of the mixing matrix 𝐴 in Eq.. are related to array
microphone-to-microphone distance and the wave-incidence angle, optimizing the
array to cover broadband frequency range is equivalent to choosing a suitable
array aperture and making 𝐴 well conditioned for the broadband frequency range
in specific directions.
Spatial filtering could be applied in two scenarios in principle.
. A few sources are located in different directions and each source has only
direct sound but no reflections. Spatial filtering can be implemented to
separate the sources from different directions.
. The sources have a limited number of reflections. Spatial filtering separates
the waves from different directions. These sound waves can be the reflected
sound of the identical source as well as the direct sound or reflected sound
of a different source.
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The limitation of the spatial filter is that the number of sensors must be no
less than the number of directions to be separated because there is no solution
for 𝐴 in Eq. . if the number of directions are larger than the number of
sensors. If the scenario is a reverberant system, spatial filtering fails. However,
the statistics-based methods could be implemented to separate different sources.
... Statistics-based methods
General solution for linear equations with statistics based methods
The generalized mathematical framework of the statistics-based methods is the
mixture as given in Eq...
[︃
𝑥1
𝑥2
]︃
=
[︃
𝑎11 𝑎12
𝑎21 𝑎22
]︃[︃
𝑠1
𝑠2
]︃
X = AS (.)
The goal is to extract 𝑠1 and 𝑠2 from the observations 𝑥1 and 𝑥2. This seems to be
an ill-posed problem and has no solution because the mixing matrix A is unknown
and 𝑠1 and 𝑠2 are also unknown. The number of equations is smaller than the
number of parameters. As early as in , however, Lacoume [Lacoume, ]
has shown that by introducing the fourth-order cumulants as the supplementary
equations, the problem Eq.. becomes solvable in approximation.
The only assumption is that the two sources are independent and that, at
most, only one source is Gaussian noise. Later on, the terminology Independent
Component Analysis (ICA) is used by [Comon, ]. Thereafter, the ICA has
become a very popular topic in signal processing over the past two decades.
Thousands of papers are published based on the theory and applications of ICA.
The principle of ICA can be briefly described as follows. Concerning the un-
mixing matrix W, a contrast function 𝑓(WX) must be found by minimizing or
maximizing the contrast function 𝑓(WX). This results in the extraction of the
sources 𝑠1, 𝑠2. Actually, these contrast functions are the supplementary functions
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with extraneous constraints based on the statistical characters of the signals,
which helps to solve the ill-posed equation Eq. ..
For most of the ICA algorithms, the contrast function does not exactly solve all
the elements of matrix A in Eq. .. The scale and permutation ambiguity still
cause uncertainty. As shown in Eq. ., an unmixing matrix W is found, the
overall response of the unmixing process is WA, and if an overall response is a
diagonal or anti-diagonal matrix (Eq. .), the source is extracted. Even if the
magnitude of 𝛼1, 𝛼2 cannot be solved, and the permutation is unknown, it is still
acceptable for many applications.
Y = WX = WAS
= ΛS (.)
where
Λ =
[︃
𝛼1 0
0 𝛼2
]︃
or
[︃
0 𝛼1
𝛼2 0
]︃
(.)
For example, in speech enhancement, the absolute energy level in a person’s voice
is not as important. Some other a priori information may be used to determine
which voice belongs to whom.
Generally, statistical characteristics that are chosen to build the contrast function
are non-Gaussianity, maximum likelihood or mutual information, etc. They
are described extensively in the book [Hyvarinen, ]. The criterion of non-
Gaussianity is briefly explained here through an example. The principle of the
non-Gaussianity estimator is the central limit theorem: if 𝑠1 and 𝑠2 are non-
Gaussian independent and identically distributed random variables, the sum of
𝑠1 and 𝑠2 is closer to a Gaussian distribution than are 𝑠1and 𝑠2 individually. In
order to extract the original source 𝑠1 and 𝑠2, a linear combination is operated
on x, 𝑦 =
∑︀2
𝑖=1 𝑏𝑖𝑥𝑖,
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𝑦 = b𝑇x = b𝑇As =
2∑︁
𝑖=1
𝑐𝑖𝑠𝑖 (.)
According to the central limit theorem, 𝑦 should be closer to the Gaussian
distribution than 𝑠1 and 𝑠2 individually with the only two exceptions being
𝑐1 = 0, 𝑐2 ̸= 0 or 𝑐1 ̸= 0, 𝑐2 = 0.
In order to describe the terms ’closer to Gaussian distribution’ or ’non-Gaussianity’
correctly, [Comon, ] uses negentropy, which is defined as,
𝐽(𝑦) = 𝐻(𝑦𝐺𝑎𝑢𝑠𝑠)−𝐻(𝑦) (.)
where 𝐻(𝑦) is the entropy function of a random vector 𝑦 with probability density
𝑝𝑦(𝑦), and 𝑦𝐺𝑎𝑢𝑠𝑠 is the Gaussian variable that has identical covariance to 𝑦.
𝐻(𝑦) = −
∫︁
𝑝𝑦(𝑦) log 𝑝𝑦(𝑦)d𝑦 (.)
𝑝𝑦(𝑦) is the probability distribution of 𝑦.
Because the Gaussian variables have the largest entropy among all the random
variables, the central limit theorem can be explained by
𝐽(𝑦) ≤ 𝐽(𝑠1) or 𝐽(𝑠2) (.)
The equality holds only if 𝑦 = 𝑠1 or 𝑦 = 𝑠2. Therefore, the original independent
signal can be recovered by maximizing 𝐽(𝑦). 𝐽(𝑦) can be approximated as
𝐽(𝑦) ∝
[︁
𝐸
{︀
𝐺(𝑦)
}︀− 𝐸 {︀𝐺(𝑣)}︀]︁ (.)
where
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𝐺(𝑦) =
1
𝑎1
log cosh 𝑎1𝑦, and 1 ≤ 𝑎1 ≤ 2 (.)
If the sources are two non-Gaussian independent sources, the contrast function
has two maxima, with each maximum belonging to one individual non-Gaussian
independent source. If the sources are two Gaussian sources, since the sum of the
two Gaussian variables is still a Gaussian variable, this non-Gaussianity contrast
function cannot distinguish two Gaussian sources.
For inequality of non-Gaussianity Eq. ., the number of the sources is not
limited to two. If more than two sources exist, this inequality still holds. In this
case, the number of sensors must be no less than the number of sources. The
ICA is processed using the following three steps.
. Whitening
If the sources are independent, they must be uncorrelated. When the sources
are extracted from the mixture, the extracted signals must be uncorrelated with
each other. The first step of ICA is decorrelating the mixed signals. The mixed
signals are decorrelated by Singular Value Decomposition (SVD) [Strang, ].
UΣV𝑇 = xx𝑇 (.)
z = Σ−1/2U𝑇x (.)
where x is a zero-mean random vector and z is a unit-variance uncorrelated
random vectors. The purpose of this step is to constrain the separated signals to
be uncorrelated and reduce the computing power of the estimation.
. Maximizing the Negentropy function

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If z is multiplied by any rotation matrix, as Eq. ., y remains uncorrelated,
but the negentropy of the individual vector will be changed.
Y =
[︃
𝑦1
𝑦2
]︃
=
[︃
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃
]︃
z
= G(𝜃)z (.)
Therefore, by maximizing the negentropy (Eq. .) of 𝑦1 and 𝑦2, the independent
sources are extracted. 
At this moment the permutation of the source and the absolute magnitude of
the sources are still unknown. Y =
[︃
𝛼1 0
0 𝛼2
]︃
s or Y =
[︃
0 𝛼1
𝛼2 0
]︃
s
If the absolute value is required, a priori information must first be used to
determine the permutation of the sources, and ascertain which signal belongs to
which source. The magnitude of the signals can then be obtained by least mean
square estimation.
. Magnitude Estimation
Assuming that the two sources are recovered, that the permutation of the sep-
arated source has been known by some other prior knowledge, and only the
magnitude is unknown, the separated signals are Y =
[︃
𝛼1 0
0 𝛼2
]︃[︃
𝑠1
𝑠2
]︃
The relation between the separated signal Y and the measured signal X is
X = BY
= BΛS
= AS (.)
B can be calculated by the Moore–Penrose inverse:
In order to find the maximum of the contrast function, the general method used is gradient
descent. The details of this method can be found in any book on mathematical optimization.
For example, [Snyman, ]
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B = XYH
(︁
YYH
)︁+
(.)
where B is a 2× 2 matrix. Then C = BY, and every element of the C includes
the absolute value of the sources arriving at the sensors.
The essential step for ICA is the second step—maximizing the negentropy func-
tion. If the sources are correlated, they cannot be separated by maximizing
the negentropy function and the third step, magnitude estimation, cannot be
guaranteed as well.
The above description of ICA is defined for the real-valued signals. If the signal is
represented in the frequency domain, the variables are complex-valued numbers.
Since every complex number has two dimensions—the real part and the imagery
part—the statistical characteristics between two complex-valued numbers differ
slightly from those of the real number statistics, and the formulation of ICA has
to be changed. The mathematical framework of circular and non-circular sources
is explained in the book [Schreier, ].
There are two different definitions on the covariance of two signals. These are the
covariance matrix and pseudo covariance matrix.[Neeser, ] [Eriksson, ].
The definition of covariance matrix is
𝑅𝑠𝑠 = 𝐸
{︁
ss𝐻
}︁
(.)
The definition of pseudo covariance matrix is
̃︀𝑅𝑠𝑠 = 𝐸 {︁ss𝑇}︁ (.)
The complex-valued ICA requires that the two sources are uncorrelated with
each other, which means 𝐸
{︁
ss𝐻
}︁
= I. In the meanwhile, the pseudo-covariance
matrix must be zeros 𝐸
{︁
ss𝑇
}︁
= 0 [Bingham, ]. The complex-valued ICA is
then performed by the following three steps.
. Whitening

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In case the sources are second-order circular 𝐸
{︁
ss𝑇
}︁
= 0, the normal SVD is
performed on the covariance matrix of X,
UΣV𝐻 = XX𝐻 (.)
where Σ =
[︃
𝜎1 0
0 𝜎2
]︃
is a diagonal matrix. Then two orthogonal whitened vectors
y1, y2 are obtained by Eq. ..
[︃
y1
y2
]︃
= Y =
[︃
1/𝜎1 0
0 1/𝜎2
]︃
U𝐻X (.)
[Douglas, ] use Strong Uncorrelating Transform (SUT) instead of SVD as
the whitening process in order to achieve the necessary robustness.
. Maximizing the Non-Gaussianity
Since all the variables used here are complex numbers, the rotation matrix is
written in the complex domain as well. This rotation matrix is taken as follows,
which is also used by [Belouchrani, ].
G(𝜃, 𝜑) =
[︃
cos 𝜃 𝑒𝑖𝜑 sin 𝜃
−𝑒−𝑖𝜑 sin 𝜃 cos 𝜃
]︃
(.)
This rotation matrix helps to find the solution of the Eq. ..
[︃
z1
z2
]︃
= Z = G(𝜃, 𝜑)Y
= G(𝜃, 𝜑)U𝐻X
= G(𝜃, 𝜑)U𝐻HS
= ΛS (.)
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If a suitable parameter pair(𝜃, 𝜑) is chosen to create the overall response Λ matrix
diagonal, which is
[︃
z1
z2
]︃
=
[︃
𝛼1 0
0 𝛼2
]︃[︃
s1
s2
]︃
(.)
then the sources are separated. The contrast function to determine the suitable
(𝜃, 𝜑) is the approximation of the non-Gaussianity.
𝐽(|𝑦|) ∝
[︁
𝐸
{︀
𝐺(|𝑦|)}︀− 𝐸 {︀𝐺(|𝑣|)}︀]︁ (.)
Compared with the real-valued non-Gaussianity function Eq. ., the absolute
value must be taken in Eq. .. Eq. . can be used as an approximation
of G(y). [Bingham, ] suggests that 𝐺(𝑦) =
√︀
(𝑎1 + 𝑦), 𝐺(𝑦) =
√
0.1 + 𝑦,
𝐺(𝑦) = log (0.1 + 𝑦) or 𝐺(𝑦) = 1
2
𝑦2 is robust against outliers. The maximum
likelihood and mutual information minimization can also be used to separate the
complex-valued sources [Adali, ].
Another robust contrast function is the joint diagonalization [Cardoso, ]
[Belouchrani, ], which uses the cross-correlation function as the contrast
function. The two signals can be either real-valued or complex-valued. Assuming
that the two sources are incoherent, the cross-correlation function between the
two signals is zero (Eq. .).
s(t) =
[︃
𝑠1(𝑡)
𝑠2(𝑡)
]︃
(.)
𝐸
[︁
s(t)s(t+ 𝜏)𝐻
]︁
=
[︃
𝜌1(𝜏) 0
0 𝜌2(𝜏)
]︃
(.)
where 𝜌𝑖(𝜏) = 𝐸
[︀
𝑠𝑖(𝑡) · 𝑠𝑖(𝑡 + 𝜏)*
]︀

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Regarding a signal mixture X(t) = As(t), the cross-covariance matrix (Eq. .)
can be used as the contrast function to separate the sources.
Z(t) = WX(t) (.)
𝑅(W, 𝜏) = 𝐸
[︁
Z(t)Z(t+ 𝜏)𝐻
]︁
(.)
Thus, the contrast function is
Off
[︀
𝑅(W, 𝜏)
]︀
=
∑︁
𝜏
⎡⎣ ∑︁
𝑖,𝑗.𝑖 ̸=𝑗
(⃒⃒𝑅𝑖,𝑗(W, 𝜏)
⃒⃒2
)
⎤⎦ (.)
When a suitable W is chosen to diagonalize 𝑅(W, 𝜏) for all the 𝜏s and to
minimize Eq. ., the two sources are separated.
The linear mixture model described above requires that the sources are simulta-
neously mixed. In case the signals of sources arrive at the sensors with several
different delays—i.e. in a convolutive mixture—the above linear mixture model
fails to separate the sources. The contrast function for this convolutive mix-
ture must be modified. Theoretically, a convolutive mixture can be treated in
either the frequency domain or the time domain. In the frequency domain, the
time-domain convolutive mixture becomes an instantaneous mixture, and the
complex-valued ICA or joint diagonalization can be applied.
In the time domain, this is a MIMO inverse FIR filter problem. The mathematical
framework for the time-domain convolutive mixture was described by [Comon,
] [Moreau, ] [Comon, ]. A generalized mathematical framework is
expressed by [Buchner, ]: the goal is the replacement of the contrast function
of diagonal matrix by block diagonal matrix.
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The measured signals of the convolutive mixture are
𝑥1(𝑡) = ℎ11(𝑡) * 𝑠1(𝑡) + ℎ12(𝑡) * 𝑠2(𝑡)
𝑥2(𝑡) = ℎ21(𝑡) * 𝑠1(𝑡) + ℎ22(𝑡) * 𝑠2(𝑡) (.)
[Buchner, ] formulates the convolutive mixture as the block-wise matrix of
FIR filter Eq. .,
ℎ𝑝𝑞(𝑡) * 𝑠𝑞(𝑡) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ℎ𝑝𝑞,0 0 0 · · · 0
ℎ𝑝𝑞,1 ℎ𝑝𝑞,0 0 · · · 0
... ℎ𝑝𝑞,1 ℎ𝑝𝑞,0 · · · 0
ℎ𝑝𝑞,𝑀−1
... ℎ𝑝𝑞,1 · · · 0
0 ℎ𝑝𝑞,𝑀−1
...
. . . 0
... 0 ℎ𝑝𝑞,𝑀−1
. . . ℎ𝑝𝑞,0
0
... 0
. . . ℎ𝑝𝑞,1
0 0
...
. . .
...
0 0 0 · · · ℎ𝑝𝑞,𝑀−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑠𝑞(0)
𝑠𝑞(1)
...
...
𝑠𝑞(𝑁)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= H𝑝𝑞s𝑞
(.)
where 𝑀 is filter order. The overall mixing mixture is
X = ̂︀HS = [︃H11 H12
H21 H22
]︃[︃
s1
s2
]︃
(.)
The ideal separation is to find out an unmixing block-wise matrix ̂︁W
̂︁W = [︃W11 W12
W21 W22
]︃
(.)
which makes ̂︀C = ̂︁W ̂︀H a perfect diagonal matrix. But this is a challenging
task because the perfect inverse of the block-wise matrix ̂︀H does not always
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exist. However, another looser solution is to make the recovered matrix ̂︀𝐶 block
diagonal, which is
̂︀CBlock diag = ̂︁W ̂︀H = [︃C11 0
0 C22
]︃
(.)
Then the output signal is
[︃
y1
y2
]︃
=
[︃
C11 0
0 C22
]︃[︃
s1
s2
]︃
=
[︃
C11s1
C22s2
]︃
(.)
The output signal y1,y2 is the filtered version of s1, s2 by an arbitrary filter
C11,C22. This is still a good solution if the application is speech enhance-
ment[Kellermann, ] [Kellermann, ] because the noise is separated from
the source in principle. If the application is impulse response measurement,
however, the results, including the distortion artifacts, is unacceptable.
... Comparison with averaging
The source separation method must be compared with the conventional syn-
chronous average to evaluate its performance. There is a  dB rule for averaging
the signal in a time-invariant system. When the signal is averaged twice, the
SNR is improved by  dB. This rule can be derived as follows:
When the measurements are contaminated with noise, the measured signal is,
𝑋𝑖(𝜔) = 𝐻(𝜔)𝑆𝑖(𝜔) + 𝑁𝑖(𝜔) (.)
To reduce the measurement error, the measurement is repeated 𝑚 times, as

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?¯?(𝜔) =
1
𝑚
𝑚∑︁
𝑖
𝑋𝑖(𝜔) (.)
The SNR improvement of the average method is actually the principle of standard
deviation of the sample mean in statistics, which is
𝜎 =
⎯⎸⎸⎷ 1
𝑚
𝑚∑︁
𝑖=1
(︀
𝑋𝑖(𝜔)− ?¯?(𝜔)
)︀2 (.)
If the signal is averaged 𝑚 times, the standard deviation of the estimation error is
reduced by 1√
𝑚
, which is equivalent to SNR being increased by
√
𝑚 or 10 log10𝑚
dB.
Averaging is actually equivalent to the popular terminology Least-Square Estima-
tion (LSE) (Eq. .), and to the theory of LSE, which is described in detail in
the books on statistics [Barkat, ] [Maurice George Kendall, ] [Franklin
A. Graybill, ][Weisberg, ]. Considering that there are 𝑝 sources, 𝑞 sensors
and 𝑚 measurements (𝑚 > 𝑝), the measured signals are
X = HS+N (.)
where X is the measured matrix of 𝑞 × 𝑚 matrix and S denotes the known
sources, which is a 𝑝×𝑚 matrix. N is the noise. The LSE of H is
H^ = XS𝐻
(︁
SS𝐻
)︁−1
(.)
If there is only one source 𝑝 = 1 and only one sensor 𝑞 = 1, and the observation
of the sources S is just the repetition of a constant signal. The . is simplified
to the equation of average Eq. ..
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Furthermore, another general rule for the parameter estimation must be con-
sidered. Once the samples 𝑠1, 𝑠2, · · · , 𝑠𝑚 and 𝑥1, 𝑥2, · · · , 𝑥𝑚 are measured, the
system is modeled as
X = 𝑓(𝑠1, 𝑠2, · · · , 𝑠𝑚, 𝛽1, 𝛽2, · · · , 𝛽𝑙) (.)
where 𝑙 is the number of unknown parameters and 𝑚 is the number of mea-
sured samples. The model 𝑓(𝑠1, 𝑠2, · · · , 𝑠𝑚, 𝛽1, 𝛽2, · · · , 𝛽𝑙) can be either linear or
nonlinear. The estimation error of standard deviation is [Franklin A. Graybill,
].
𝜎 ∝
√︂
1
𝑚− 𝑙 − 1 (.)
The more samples used to perform the estimation, the fewer the errors. On the
other hand, the greater the number of estimated parameters, the larger the errors
in the estimation.


Separation of direct sound and
reflected sound: Reflection coefficient
in situ measurement
The spatial filter can separate the signal from different directions assuming that
the wave is a plane wave [Darren B. Ward and Williamson, ] or known
spherical harmonics [Kennedy, ]. In terms of reflection coefficient measure-
ment outdoors, however, the microphones are very close to the loudspeakers
and the surface under test. When the wave front is neither a plane wave nor a
known spherical harmonics, the magnitude of the signal impinging on different
microphones should be estimated. In this chapter, the general solution and
broadband optimization for the separation of sounds from two different direc-
tions are described first. Then, the possible application of reflection coefficient
measurement is investigated.
.. General solution to separate direct sound and reflected
sound
The signals recorded by the two sensors should be written as Eq...
Mic  : 𝑥1(𝑡) = 𝑠1(𝑡) + 𝑠2(𝑡)
Mic  : 𝑥2(𝑡) = ℎ21𝑠1(𝑡− 𝜏1) + ℎ22𝑠2(𝑡− 𝜏2) (.)
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where 𝑠1(𝑡) and 𝑠2(𝑡) are signals from two different directions, and 𝜏1 and 𝜏2 are
assumed to be known. If the ℎ21 and ℎ22 are assumed to be approximately equal
to one, the conventional far-field beamforming can be designed to be null in the
unwanted direction and maximum in the wanted direction. But the magnitudes
ℎ21 and ℎ22 are usually unequal and unknown in practice. Eq. . is actually an
undetermined problem. There are four unknown parameters ℎ21, ℎ22, 𝑠1(𝑡) and
𝑠2(𝑡), and only two equations.
A practical solution of ℎ21 and ℎ22 arbitrarily uses more sensors to add supple-
mentary equations and to make the equations determined. Considering that four
microphones are used, the measured signal is expressed as Eq. ..
Mic  : 𝑥1(𝑡) = 𝑠1(𝑡) + 𝑠2(𝑡)
Mic  : 𝑥2(𝑡) = ℎ21 · 𝑠1(𝑡− 𝜏21) + ℎ22 · 𝑠2(𝑡− 𝜏22)
Mic  : 𝑥3(𝑡) = ℎ31 · 𝑠1(𝑡− 𝜏31) + ℎ32 · 𝑠2(𝑡− 𝜏32)
Mic  : 𝑥4(𝑡) = ℎ41 · 𝑠1(𝑡− 𝜏41) + ℎ42 · 𝑠2(𝑡− 𝜏42)
(.)
Eq. . is transformed into the frequency domain for convenience.
⎡⎢⎢⎢⎢⎣
𝑋1(𝜔)
𝑋2(𝜔)
𝑋3(𝜔)
𝑋4(𝜔)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
1 1
ℎ21𝑒
−𝑖𝜔𝜏21 ℎ22𝑒−𝑖𝜔𝜏22
ℎ31𝑒
−𝑖𝜔𝜏31 ℎ32𝑒−𝑖𝜔𝜏32
ℎ41𝑒
−𝑖𝜔𝜏41 ℎ42𝑒−𝑖𝜔𝜏42
⎤⎥⎥⎥⎥⎦
[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
X = HS (.)
Although Eq. . is still an undetermined problem, the two additional microphones
provide a way to construct a contrast function to estimate the parameters ℎ𝑖𝑗 .
Note that
X12 =
[︃
𝑋1(𝜔)
𝑋2(𝜔)
]︃
=
[︃
1 1
ℎ21𝑒
−𝑖𝜔𝜏21 ℎ22𝑒−𝑖𝜔𝜏22
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
= H12S (.)
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X34 =
[︃
𝑋3(𝜔)
𝑋4(𝜔)
]︃
=
[︃
ℎ31𝑒
−𝑖𝜔𝜏31 ℎ32𝑒−𝑖𝜔𝜏32
ℎ41𝑒
−𝑖𝜔𝜏41 ℎ42𝑒−𝑖𝜔𝜏42
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
= H34S (.)
If two unmixing matrices W12 and W34 can be found to separate the sources as
Eq. . and Eq. .,
W12H12S =
[︃
y1
y2
]︃
=
[︃
𝑐1 0
0 𝑐2
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
or
[︃
0 𝑐1
𝑐2 0
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
(.)
W34H34S =
[︃
y3
y4
]︃
=
[︃
𝑐3 0
0 𝑐4
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
or
[︃
0 𝑐3
𝑐4 0
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
(.)
then y1 and y3 should be perfectly correlated in the time domain whose correlation
is one; otherwise, the correlation will be smaller than one, as per Eq. ..
Therefore, the source can be separated by maximizing the contrast function
Eq. ..
Corr (y1, y3) ≤ 1 (.)
On formulating the solution in this way, two uncertainties still remain.
. Permutation ambiguity: Maximizing the contrast function Eq. . gives no
information on which separated signal belongs to which source because the
overall response
[︃
𝑐1 0
0 𝑐2
]︃
or
[︃
0 𝑐1
𝑐2 0
]︃
cannot be determined. This permutation
ambiguity can be determined by the a priori information on the direction of
arrival (Direction of Arrival (DOA))[Dudgeon, ].
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. Ill-condition problem: The mixing matrices H12 and H34 in Eq. . and Eq. .
might be ill-conditioned at certain frequencies. The array aperture should be
optimized to cover broadband signals.
.. Practical array optimization
Implementing the procedure from Eq. . to Eq. . enables the separation of
sounds from two different directions. However, H or H12 and H34 might be
ill-conditioned in practice at particular frequencies and cannot be accurately
inverted. [Parra, ] uses the matrix regularization approach to improve the
stability of the matrix inverse for microphone arrays, and uses the condition
number as a criterion to exclude the frequencies of an ill-conditioned mixing
matrix when computing the overall array responses. The condition number is
used here as a criterion to optimize the array aperture and to make the mixing
matrix well-conditioned for all frequencies. It is difficult to optimize the array
by treating the H12 and H34 separately. An alternative process to optimize the
condition number is presented below.
The four channels’ signal in Eq. . is aligned by arbitrary delay as
Ch  = 𝑋1(𝜔)
Ch  = 𝑋2(𝜔) · 𝑒𝑖𝜔(𝜏21)
Ch  = 𝑋3(𝜔) · 𝑒𝑖𝜔(𝜏21−𝜏22+𝜏32)
Ch  = 𝑋4(𝜔) · 𝑒𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31+𝜏41) (.)
The aligned signal is⎡⎢⎢⎢⎣
Ch 
Ch 
Ch 
Ch 
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1 1
ℎ21 ℎ22𝑒
𝑖𝜔(𝜏21−𝜏22)
ℎ31𝑒
𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31) ℎ32𝑒𝑖𝜔(𝜏21−𝜏22)
ℎ41𝑒
𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31) ℎ42𝑒𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31+𝜏41−𝜏42)
⎤⎥⎥⎥⎦
[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
(.)
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Shifting the delay of Eq.. to Eq. .⎡⎢⎢⎢⎣
Ch 
Ch 
Ch 
Ch 
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1 0 1 0
ℎ21 0 0 ℎ22
0 ℎ31 0 ℎ32
0 ℎ41 ℎ42𝑒
𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31+𝜏41−𝜏42) 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝑆1(𝜔)
𝑆1(𝜔)𝑒
𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31)
𝑆2(𝜔)
𝑆2(𝜔)𝑒
𝑖𝜔(𝜏21−𝜏22)
⎤⎥⎥⎥⎦
= HS (.)
Now, separating the two sources from two directions is equivalent to identifying
a matrix W, which forms
⎡⎢⎢⎢⎢⎣
𝑦1
𝑦2
𝑦3
𝑦4
⎤⎥⎥⎥⎥⎦ = W
⎡⎢⎢⎢⎢⎣
Ch 
Ch 
Ch 
Ch 
⎤⎥⎥⎥⎥⎦
= WHS =
⎡⎢⎢⎢⎢⎣
𝜎1 0 0 0
0 𝜎2 0 0
0 0 𝜎3 0
0 0 0 𝜎4
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
𝑆1(𝜔)
𝑆1(𝜔)𝑒
𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31)
𝑆2(𝜔)
𝑆2(𝜔)𝑒
𝑖𝜔(𝜏21−𝜏22)
⎤⎥⎥⎥⎥⎦ (.)
The contrast function for estimating the unmixing matrix W is
𝑅 (W) =
∫︀
𝑦1(𝑡)𝑦2[𝑡− (𝜏21 − 𝜏22 + 𝜏32 − 𝜏31)]d𝑡
𝜎𝑦1𝜎𝑦2
≤ 1 (.)
The equality holds if and only if 𝑦1(𝑡) and 𝑦2[𝑡 − (𝜏21 − 𝜏22 + 𝜏32 − 𝜏31)] are
identical signals regardless of the magnitude of ambiguity.
In addition,
𝑅 (W) =
∫︀
𝑦3(𝑡)𝑦4[𝑡− (𝜏21 − 𝜏22)]d𝑡
𝜎𝑦3𝜎𝑦4
≤ 1 (.)
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The equality holds if and only if 𝑦3(𝑡) and 𝑦4[𝑡− (𝜏21 − 𝜏22)] are identical signals
regardless of the magnitude of ambiguity.
Therefore, the source will be separated as long as the inequalities Eq. . and
Eq. . are maximized. It warrants mention that H has only six unknown
parameters other than 4× 4 = 16 parameters, and this reduces the estimation
complexities.
The overall condition number of the array response can now be optimized as
a whole. Some proper delays (𝜏21, 𝜏22, 𝜏32, 𝜏31, 𝜏41 and 𝜏42) with respect to the
microphone-to-microphone distance must be chosen in order to achieve good
condition numbers for all frequencies. When ℎ𝑖𝑗 = 1, 𝜏𝑖𝑗 = 0 for all 𝑖, 𝑗, the H is
singular whose condition number is infinity. In order to ensure the stability of
the inverse, ℎ𝑖𝑗 is set to one when optimizing the delays (𝜏21, 𝜏22, 𝜏32, 𝜏31, 𝜏41 and
𝜏42).
H =
⎡⎢⎢⎢⎢⎣
1 0 1 0
1 0 0 1
0 1 0 1
0 0 𝑒𝑖𝜔(𝜏21−𝜏22+𝜏32−𝜏31+𝜏41−𝜏42) 0
⎤⎥⎥⎥⎥⎦ (.)
Considering a practical scenario where the four microphones are mounted in a
straight line along the direction of direct sound and reflected sound, as shown in
Fig. ..
reflected soundM1 M3M2 M4direct sound
Figure ..: Microphones’ positions: Four microphones are mounted in a straight line
along the direction of direct sound and reflected sound
The overall length of the array is limited to  cm. Two microphones are placed
at the beginning and the end of the array. The other two microphones are
positioned in the middle. There is no analytical solution for optimizing the
condition number, and all the possible positions of the two microphones in the
middle are tested. The goal is to find the best microphones’ positions where
the condition number 𝜅(𝐻) is not too large at the frequencies of interest. The
microphones’ positions are chosen step by step. For example, one microphone’s
position is selected as 1cm, 2cm, · · · 48cm, the other microphone’s position is

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selected as 2cm, 3cm, · · · 49cm, and the condition number of 𝐻 of all the possible
positions are calculated. Therefore, the optimized microphones’ positions are
shown in Fig. .. The distances between the microphones are cm , cm
and cm. Since the overall length of the array is limited, and this array has
to cover the frequency band to the widest extent possible, the microphone
permutation must be chosen at different frequencies. M, M, M and M in the
first row of Fig. . are corresponded to Ch, Ch, Ch and Ch respectively.
The reciprocal condition numbers 1/𝜅(H) at different frequencies are plotted in
Fig. .. For example, at Hz, if the four microphones from the left to the
right are corresponded to the Ch, Ch, Ch and Ch or Ch, Ch, Ch
and Ch, the mixing matrix H is ill-conditioned, and H cannot be accurately
calculated and estimated. However, if the four microphones correspond to Ch,
Ch, Ch and Ch, the mixing matrix H is well-conditioned, and direct sound
and reflected sound can be separated correctly. At Hz, we have to chose the
microphone permutation as    . Since the length of this array is limited to
 cm, the frequency range can cover up to only , Hz with four microphones.
If higher frequencies are required, more microphones should be used. Actually,
the physical meaning of this condition number optimization is folding a linear
microphone array in a different way.
d1 d2 d3
M1 M3 M2M4
d1 d2 d3
M1 M3M2M4
d1 d2 d3
M2M1 M4M3
10cm 25cm 15cm
Figure ..: Microphone permutations for broadband signal, different microphone
permutations are selected for different frequencies
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Figure ..: The reciprocal condition number of different microphone permutations
corresponding to Fig. . At some frequencies, the permutation  shows
a better condition number than the permutation . The permutation
 is selected at these frequencies and vice versa. The optimized
permutation selection is denoted by the purple curve.
The correlation contrast function Eq. . ignores the absolute magnitude of
signals. After the direct sound and reflection sound is separated, one more step
has to be carried out to obtain the absolute value of the signal.
Assuming that 𝑠est1 and 𝑠est2 are the separated direct sound and reflection sound,
the magnitude of each signal can be estimated by a least mean square error curve
fitting for the parameters 𝛼1 and 𝛼2.
Ch  = 𝛼1 · 𝑠est1(𝑡) + 𝛼2 · 𝑠est2(𝑡) (.)
.. Application:reflection coefficient in situ measurements
A possible application for the multi-microphone technique discussed above is
measuring the reflection coefficient. The standard approach to measure the

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Figure ..: Sound barrier measurement. The microphones are placed in front of the
wall and a loudspeaker is mounted approximately . m away from the
wall.
impedance or the corresponding reflection coefficient and absorption coefficient is
using Kundt’s tube [AST] [ISO, ]or the reverberation chamber [ISO, ].
Under standard laboratory conditions, the measurements are indeed accurate.
However, in various cases of monitoring the acoustic performance of surfaces or
in acoustic design, the reflection coefficient has to be measured in situ as well.
Numerous approaches have been developed by several authors. The measurement
approach for the normal incident reflection coefficient is illustrated by [Garai,
] and [Mommertz, ]. The oblique incidence approach is described by
[Yuzawa, ] [Mulholland, ] [Nocke, ]. An alternative way to measure
the acoustic impedance is using the pu-probe, which directly measures the particle
velocity of the air vibration [Lanoye, ]. The impedance is then obtained
directly from the ratio between the p and u outputs.
The normal-incidence approach is discussed in greater detail here. The loud-
speaker and the microphone are positioned in front of the surface under test (see
Fig. .). The sound wave is normally incident on the surface, and the reflection
coefficient can be obtained by analyzing the reflected sound.
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As illustrated in Fig.., the impulse response of this system contains a direct
sound pulse, a reflected sound pulse from the surface under test, and several
other reflections from the ground or nearby objects. In the time domain, the
reflections from the ground and other objects can be easily windowed out.
In case the microphone is positioned very close to the surface under test, the
direct sound pulse is very close to the reflected sound pulse, and there is some
overlap of pulses, especially at low frequencies. In addition, some information is
lost when the time window is implemented. [Garai, ]. Then an alternative
subtraction method is implemented by [Mommertz, ].
Time
direct sound
reflection
unwanted
subtract
time window
Figure ..: Impulse response in a reflection factor measurement. There are two ways
to cancel the direct sound: multiplying a time window on the reflected
sound or subtracting the direct sound obtained without the sound barrier.
If the microphone is far from the surface under test, time windowing can
be implemented. If the microphone is very close to sound barrier, the
subtraction method should be used.
In the subtraction method, a reference sound is first measured in free-field
conditions. Then the loudspeaker and the microphone are positioned in front
of the surface under test with an identical relative position. Afterwards, the
overall impulse response, which contains the both the direct sound and the
reflected sound, is measured. In this case, the direct sound, which is included in
the overall impulse response, should be identical to the reference direct sound

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which is measured in the free-field room. The reflected sound can be extracted
by subtracting the reference direct sound from the overall impulse response.
The advantage of the subtraction method is that no time windowing is needed.
The drawback is that it is highly susceptible to variations of the measurement
setup and environmental conditions, such as temperature changes, air movement,
and imperfect positioning of the microphones. Those variations may cause
temporal misalignments of the direct sound, which will lead to subtraction errors,
especially at high frequencies. In order to align the delay, [Xiang, ] arbitrarily
compensates for the time misalignment by estimating the delay between the
reference measurement and the in situ measurement. In recent years, an inverse
filter approach is being applied to equalize the impulse response of the loudspeaker
[Wehr, ] and make the loudspeaker’s impulse response as short as possible.
The overlap area of the impulse response between direct sound and reflected
sound can be reduced and the time-windowing can be performed; thereby, the
reference measurement in a free-field condition for subtraction is avoided.
In order to avoid the use of reference sound measurement in free-field conditions,
the aforementioned microphone array technique can be used as well. In the
microphone array, the reflection coefficient can be obtained through a single
measurement. It is not necessary to move the devices to the free-field room and
measure the reference direct sound once again.
... Measurement results
A measurement is carried out in an anechoic chamber to investigate the appli-
cability of separating direct sound and reflected sound for reflection coefficient
measurement using the array aperture described in Fig. ..
The microphones have to be broadband calibrated and synchronized. Otherwise,
even a minor misalignment of signals will lead to errors. The overall impulse
response contains two impulses: one belongs to the direct sound, the other belongs
to the reflected sound, and they are very close to each other. The red curve in
Fig. . and Fig. . denotes the measurement results by the subtraction method.
Since the subtraction method is performed in a free-field room, all the relative
positions of the microphones and loudspeakers are kept perfectly constant, and
the results of the subtraction methods can be used as a reference to evaluate the
performance of the four-microphones approach and the time-windowing approach.
If time windowing is performed to window out the direct sound, large errors
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occur at low frequencies—e.g. around  dB at  Hz (Fig. .)—because
the overlap area between the direct sound component and the reflected sound
component is larger at low frequencies. If the reflected sound is separated using
four microphones, the transfer functions are very close to the transfer function
resulting from the subtraction methods. At high frequencies of over  Hz, the
three different methods show the same results.
Fig. . shows the necessity of optimizing the condition number. If the condition
number of the array is not optimized as per Fig. ., at the frequencies where the
condition numbers are too large, the estimation errors will be as large as  dB.
Figure ..: An example to separate reflected sound and direct sound. A wood wall is
positioned in the anechoic chamber. Four microphones are placed on the
floor in a straight line.

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Figure ..: The impulse responses obtained by different methods. The overall impulse
response contains a direct sound pulse and a reflected sound pulse. The
direct sound component is canceled by three different methods: subtraction
method, the four-microphone array and time windowing
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Figure ..: The transfer functions of the reflected sound obtained by different methods.
The measurement is performed in the free-field room. The direct sound is
measured first. Then a wood wall is placed in front of the microphones
without moving the microphones and the loudspeakers. Thus, the direct
sound can be considered to be perfectly subtracted by the subtraction
method. Hence, the red curve for the subtraction method can be used as a
reference to compare the time-windowing method and the four-microphone
array method.
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Figure ..: Comparison of the array optimization. If the condition numbers of the
array are not optimized, at the frequencies where the condition numbers
are too large, the estimation errors will be large.
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A four-microphone array can be applied to separate direct sound and reflected
sound in reflection coefficient measurements. However, actual implementations
of this approach have their limitations.
Firstly, the underlying assumption of this method is that the attenuation coef-
ficients between different microphones are constant at different frequencies. In
other words, the mixing matrix H in Eq. . remains identical over all frequen-
cies. To satisfy this requirement, the line of the four microphones has to be
perpendicular to the reflection surface under test. At the same time, the surface
under test cannot have very complicated structures of scattering. This limits the
practical applications.
Secondly, if one noise is active, more microphones are required to estimate and
suppress the noise. Assuming that the noise consists of only direct sound from a
different direction, six microphones will be required to estimate the magnitude of
the sound from three directions. This assumption is made because if the method
does not work in such simple case, it cannot work in more complicated scenarios.
Similar to Eq. . and Eq. ., the formulation to separate the sounds from three
different directions is represented by the equations Eq. . to Eq. .. To
recover the sound from three different directions, at least three microphones are
needed, as shown in Eq. .. 𝑆𝑑(𝜔) is the direct sound, 𝑆𝑟(𝜔) is the reflected
sound and 𝑁(𝜔) is the direct sound of noise.
X123 =
⎡⎢⎣𝑋1(𝜔)𝑋2(𝜔)
𝑋3(𝜔)
⎤⎥⎦ =
⎡⎢⎣ℎ11𝑒−𝑖𝜔𝜏11 ℎ12𝑒−𝑖𝜔𝜏12 ℎ43𝑒−𝑖𝜔𝜏13ℎ21𝑒−𝑖𝜔𝜏21 ℎ22𝑒−𝑖𝜔𝜏22 ℎ52𝑒−𝑖𝜔𝜏23
ℎ31𝑒
−𝑖𝜔𝜏31 ℎ32𝑒−𝑖𝜔𝜏32 ℎ52𝑒−𝑖𝜔𝜏33
⎤⎥⎦
⎡⎢⎣𝑆𝑑(𝜔)𝑆𝑟(𝜔)
𝑁(𝜔)
⎤⎥⎦
= H123S (.)
Even if the angles of the desired source and noise are known exactly, the mixing
matrix H123 is still unknown. Therefore, three additional microphones are used
to estimate the magnitudes ℎ𝑖𝑗 , 𝑖 = 1, 2, ...6, 𝑗 = 1, 2, 3.
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X456 =
⎡⎢⎣𝑋4(𝜔)𝑋5(𝜔)
𝑋6(𝜔)
⎤⎥⎦ =
⎡⎢⎣ℎ41𝑒−𝑖𝜔𝜏41 ℎ42𝑒−𝑖𝜔𝜏42 ℎ43𝑒−𝑖𝜔𝜏43ℎ51𝑒−𝑖𝜔𝜏51 ℎ52𝑒−𝑖𝜔𝜏52 ℎ53𝑒−𝑖𝜔𝜏53
ℎ61𝑒
−𝑖𝜔𝜏61 ℎ62𝑒−𝑖𝜔𝜏62 ℎ63𝑒−𝑖𝜔𝜏63
⎤⎥⎦
⎡⎢⎣𝑆𝑑(𝜔)𝑆𝑟(𝜔)
𝑁(𝜔)
⎤⎥⎦
= H456S (.)
If two unmixing matricesW123 andW456 are found, which hold true for Eq. .
and Eq. ., the direct sound, reflected sound and noise are separated.
W123H123S =
⎡⎢⎣y1y2
y3
⎤⎥⎦ = C
⎡⎢⎣𝑆𝑑(𝜔)𝑆𝑟(𝜔)
𝑁(𝜔)
⎤⎥⎦
where C =
⎡⎢⎣𝑐1 0 00 𝑐2 0
0 0 𝑐3
⎤⎥⎦ (.)
W456H456S =
⎡⎢⎣y4y5
y6
⎤⎥⎦ = C
⎡⎢⎣𝑆𝑑(𝜔)𝑆𝑟(𝜔)
𝑁(𝜔)
⎤⎥⎦
where C =
⎡⎢⎣𝑐4 0 00 𝑐5 0
0 0 𝑐6
⎤⎥⎦ (.)
The contrast function for estimating the magnitude matrices H123 and H456 is
the correlation to Eq. .
𝑀𝑎𝑥
{︀
Corr (y1, y4) · Corr (y2, y5) · Corr (y3, y6)
}︀
(.)
But this procedure requires too many microphones. When the scattering or
reverberation effect needs to be measured, the separation of the noise becomes
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impossible. Therefore, the applicability of the BSS to separate the noise on the
impulse response measurement is investigated in the next chapter.



Applicability of source separation
method on impulse response
measurement
In the example of the impulse response measurement outdoors, the measurement
may have to be performed under severe conditions or a stationary background
noise. In this case, averaging is a conventional and robust way to improve the
SNR. If the signal is averaged N times, the SNR will be increased by 10× log10𝑁
dB as long as the system under test is a time-invariant system. But long term
averaging suffers from the risk of time variances. Therefore, this chapter aims to
investigate the possibilities that might separate the desired signal from the noise
without averaging.
An intuitive solution is the beamforming technique (also called ’spatial filtering’).
Chapter  explains that direct sound and reflected sound can be separated by a
modified spatial filtering where the magnitude of each channel is estimated by
correlation. The same technique can be applied to separate the two sources. If
two sources are located in a free field, four microphones are required to estimate
the magnitudes arriving at different microphones. If the sources have a couple
of reflections, more microphones are required. If the impulse response of a
reverberant system is measured in the presence of noise, the spatial filter fails
because too many unknown parameters have to be estimated. BSS provides
an alternative way to construct contrast functions and separate the signals by
utilizing the properties of statistical independence between sources.
This chapter illustrates four examples to show that a BSS-based statistical
method cannot be applied for the impulse response measurement as well. The
first example involves the separation of two sources in a free field and both of
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the two sources have only direct sounds but no reflections. Two sensors are used
to separate the sources. This is the fundamental model of BSS. In the second
example, one source has one direct sound and one reflection, while the other
source has only direct sound. Three sensors are used to separate the sources.
The third example shows that if both sources have a few reflections, the source
separation method fails. In the fourth example, the impulse response is measured
using sweep in a reverberant environment. Since too many parameters have to
be estimated in order to separate the sweep and the noise, it is impossible to
estimate all the parameters through a single measurement. Multiple sweeps are
used to construct independent signal sequences and contrast functions. This
can separate the desired signal from the noise, but compared with the averaging
method, the source separation method shows no advantage.
.. Separate two waves in a free field
Two sources are located in a free field and have only direct sounds, as shown in
Fig. .. If the sound waves are assumed to be plane waves, then conventional
beamforming can be applied. Chapter  illustrates a particular case where a
four-microphone method is used to separate direct sound and reflected sound.
The same approach can also be used to separate two independent sources in a
free field.
Nevertheless, if joint diagonalization (.) is used as the contrast function in
this scenario, only two microphones are needed.
enough microphones
Figure ..: Two sources are located in a free field, and they have only direct sounds

.. Separate two waves in a free field
The impulse response is simulated as in Fig. .. The impulse responses from
the sources to the microphones are only Dirac impulses with different delays and
magnitudes. The delays can be obtained from the known locations of the sources.
If the locations of the sources are unknown, the delays can also be estimated
using DOA [Dudgeon, ]. In any case, the delays here are assumed to be
known. Only the magnitudes of the impulses that are the ℎ𝑖𝑗 , 𝑖 = 1, 2, 𝑗 = 1, 2 in
Eq. . should be estimated.
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Figure ..: The impulse response from two sources to two microphones. The impulse
responses are Dirac impulses with different delays and magnitudes.
Mic  : 𝑥1(𝑡) = ℎ11𝑠1(𝑡− 𝜏11) + ℎ12𝑠2(𝑡− 𝜏12)
Mic  : 𝑥2(𝑡) = ℎ21𝑠1(𝑡− 𝜏21) + ℎ22𝑠2(𝑡− 𝜏22) (.)
The separation procedure is performed as follows.
Firstly, Eq. . is transformed to the frequency domain.
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[︃
𝑋1(𝜔)
𝑋2(𝜔)
]︃
=
[︃
ℎ11𝑒
−𝑖𝜔𝜏11 ℎ12𝑒−𝑖𝜔𝜏12
ℎ21𝑒
−𝑖𝜔𝜏21 ℎ22𝑒−𝑖𝜔𝜏22
]︃[︃
𝑆1(𝜔)
𝑆2(𝜔)
]︃
X = HS (.)
The second step involves calculating the symbolic inverse of H in Eq. ., which
is notated as W = H−1. 𝜏11, 𝜏12, 𝜏21 and 𝜏22 are assumed to be known,
while W is a function with respect to ℎ𝑖𝑗(𝑖 = 1, 2, 𝑗 = 1, 2) and is written
as W(ℎ11, ℎ12, ℎ21, ℎ22). This step reduces the computing complexity for
estimating the unmixing matrix.
The third step consists of choosing an initial ℎ11, ℎ12, ℎ21 and ℎ22 randomly,
and computing Z = WX in the frequency domain. Calculate and minimize the
contrast function Eq. . in the time domain.
The non-Gaussianity function Eq. . does not work in this case. The separation
results are shown in Fig. .. The first row represents the initial sweep and noise.
They are convolved with the impulse responses shown in Fig. .. The mixed
signals are shown in the second row. The separation results are shown in the
third row. Since only four parameters ℎ𝑖𝑗 , 𝑖 = 1, 2, 𝑗 = 1, 2 are estimated, the
sweep is correctly separated.

.. Separating direct and reflected waves and noise
Figure ..: The performance of source separation using cross-correlation as the con-
trast function. The first row is the initial sweep and noise. The second
row is the mixed signal. The third row is the separated noise and sweep.
The sweep is separated.
.. Separating direct and reflected waves and noise
In the second example, one source has one direct sound and one reflection, whereas
the other source has only direct sound. A possible scenario is the sound barrier
measurement and it involves a noise source at the corner of the barrier(Fig. .).
This scenario is investigated because if BSS cannot separate the source signal

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and the noise signal in such a simple scenario, it cannot separate the sources in
more complicated scenarios.
Enough microphones
Noise 
Figure ..: The desired source has direct sound and reflected sound. The noise source
has only direct sound.
In order to separate the sound from three different directions mathematically, at
least three microphones should be used. The mixture equations are re-written as
Fig.. for convenience.
X123 =
⎡⎢⎣𝑋1(𝜔)𝑋2(𝜔)
𝑋3(𝜔)
⎤⎥⎦ =
⎡⎢⎣ℎ11𝑒−𝑖𝜔𝜏11 ℎ12𝑒−𝑖𝜔𝜏12 ℎ13𝑒−𝑖𝜔𝜏13ℎ21𝑒−𝑖𝜔𝜏21 ℎ22𝑒−𝑖𝜔𝜏22 ℎ23𝑒−𝑖𝜔𝜏23
ℎ31𝑒
−𝑖𝜔𝜏31 ℎ32𝑒−𝑖𝜔𝜏32 ℎ33𝑒−𝑖𝜔𝜏33
⎤⎥⎦
⎡⎢⎣𝑆𝑑(𝜔)𝑆𝑟(𝜔)
𝑁(𝜔)
⎤⎥⎦ (.)
where 𝑆𝑑(𝜔) is the direct sound from the loudspeaker and 𝑆𝑟(𝜔) is the reflected
sound from the wall. 𝑆𝑑(𝜔) and 𝑆𝑟(𝜔) are correlated. 𝑁(𝜔) is the direct sound
of the noise. The excitation signal is a linear sweep and the noise is uncorrelated
with the source. The delays 𝜏𝑖,𝑗 , 𝑖, 𝑗 = 1, 2, 3 are assumed to be known. The
magnitudes ℎ𝑖𝑗 , 𝑖, 𝑗 = 1, 2, 3 are unknown and have to be estimated. The joint
diagonalization (Eq. .) is used as the contrast function. The contrast function
of non-Gaussianity does not work in this scenario either.
The simulated impulse responses from the sources to the microphones are illus-
trated in Fig. .. The impulse responses from the loudspeaker to the microphones
include two impulses. The first impulse is the direct sound from the loudspeaker
and the second impulse is the reflected sound from the wall. The only differences
between the impulse responses of the three microphones are the magnitudes and

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the delays. The delays of the direct sound, reflected sound and the noise are
assumed to be a priori known parameters.
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Figure ..: The simulated impulse response from the sources to the receivers
The separation results are shown in Fig... The first row shows the original sweep
and the noise. The second row illustrates the mixed signals recorded by the three
microphones. The noise is so strong that the sweep is masked. The separation
results are presented in the third row. The sweep appears to be separated from the
noise because the separated signal has a sweep-like spectrogram, but this sweep is
not the original sweep but only a filtered version. Since the contrast function of
joint diagonalization Eq. . cannot distinguish between the correlated signals
and since direct sound is correlated with the reflected sound, direct sound and
reflected sound cannot be separated.
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Figure ..: The spectrogram of the simulated original sweep and noise, the mixed
signals and the separated signals. After the separation, the noise is
canceled. But the sweep is not the original sweep; it is a filtered version
of the original sweep
There are nine unknown parameters, ℎ𝑖𝑗 , 𝑖 = 1, 2, 3, 𝑗 = 1, 2, 3, in Eq. ., but
only one contrast function, which is joint diagonalization. The solutions are
not unique. The contrast functions have more than one maximum, as seen in
Fig. .. Since Eq.. is still ill-posed, the joint diagonalization can maximize the
independence between the two sources, and the noise is separated accordingly.
But the solutions are not unique. If different initial points for the iteration
are chosen, the iteration will converge to different local maxima and the final
solutions will differ, as shown in Fig. .. The noise is separated, but the source
signal is distorted.

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p2
p1
p3
Figure ..: The contrast function with local minima. The contrast function has more
than one local minimum. If different initial points are chosen, the contrast
function will converge to different local minima.
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Figure ..: The spectrum of the separated sweep signals corresponding to Fig. .
through different initial iteration points. The initial points are chosen
randomly. The solutions are not unique. The contrast function of joint
diagonalization can maximize the independence between the two sources.
The noise is separated, but the source signal is distorted.
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.. Each source has a few reflections
Considering a slightly more practical scenario, both sources have a few reflections
(Fig. .). The delays of the reflections are unknown. This is a MIMO inverse
problem. Since too many parameters are unknown, the time domain procedure
(Eq. . to Eq. .) is used instead of the symbolic matrix inverse in Sec. .
and Sec. ..
The BSS is arbitrarily implemented on the mixed signal. The sampling rate is
, Hz and the order of the unmixing FIR filer is chosen as  orders. There
is only one contrast function but  *  unknown parameters. The separation
results are not unique. One separation result is shown in Fig. .. It is difficult
to define the improvement of the SNR, and the sweep is anyway distorted.
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Figure ..: The simulated impulse responses from the desired source and noise to
the two microphones. There are three reflections in each of the impulse
responses.

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Figure ..: The mixed signal and separated signals. It is difficult to define the SNR
improvement of the sweep and the sweep is distorted.
.. Separation of noise in reverberant fields
If the number of reflections increases, or the scattering and reverberation have to
be measured, the number of unknown parameters increases rapidly. For example,
if the reverberation time of the measured system is one second and the sampling
rate is , Hz, then one desired source and one noise source are present. Two
microphones are used to separate the noise and the separation is performed in the
frequency domain. The mixing matrix is a 2× 2 matrix for every frequency bin.
There are  frequency bins which means 2× 2× 4,097 unknown parameters
should be estimated simultaneously. It becomes impossible to estimate all those
parameters by a single measurement using only one assumption of independence.
Another way to separate the noise is by using multiple sweeps in order to get
sufficient samples. The equation for measured signals is also written as .,
[︃
𝑋1(𝜔)
𝑋2(𝜔)
]︃
=
[︃
𝐻11(𝜔) 𝐻12(𝜔)
𝐻21(𝜔) 𝐻22(𝜔)
]︃[︃
𝑆(𝜔)
𝑁(𝜔)
]︃
(.)
where 𝑋1(𝜔), 𝑋2(𝜔) are the recorded signals in the frequency domain. 𝑆(𝜔) is
the excitation signal and 𝑁(𝜔) is the noise. 𝐻𝑖𝑗(𝜔) is the transfer function from
the source and the noise to the sensors. If there is no noise, the transfer functions
from the source to the sensors, 𝐻11(𝜔) and 𝐻21(𝜔), are directly measured.

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Since the noise 𝑁(𝜔) appears and is unknown, the transfer functions cannot be
measured directly. This is an ill-posed inverse problem because the number of
unknown parameters𝐻𝑖𝑗(𝜔), 𝑖 = 1, 2, 𝑗 = 1, 2 and𝑁(𝜔) are more than the number
equations. However, these equations can still be solved if the measurements are
repeated and the sequences of repeated excitation signals are independent from
the noise. This solution is formulated as Eq. ..
[︃
𝑋1(𝜔)
𝑋2(𝜔)
]︃
=
[︃
𝐻11(𝜔) 𝐻12(𝜔)
𝐻21(𝜔) 𝐻22(𝜔)
]︃[︃
𝑆1(𝜔) 𝑆2(𝜔) · · · 𝑆𝑚(𝜔)
𝑁1(𝜔) 𝑁2(𝜔) · · · 𝑁𝑚(𝜔)
]︃
(.)
where 𝑆𝑚(𝜔) is the m-th excitation signal, and 𝑁𝑚(𝜔) is noise during the m-th
measurement.
If the source sequence
[︁
𝑆1(𝜔) 𝑆2(𝜔) · · · 𝑆𝑚(𝜔)
]︁
is uncorrelated with the
noise sequence
[︁
𝑁1(𝜔) 𝑁2(𝜔) · · · 𝑁𝑚(𝜔)
]︁
, then, theoretically, the source
and the noise can be separated from the observations 𝑋1(𝜔) and 𝑋2(𝜔). Fortu-
nately, the source sequence
[︁
𝑆1(𝜔) 𝑆2(𝜔) · · · 𝑆𝑚(𝜔)
]︁
is fully known as the
excitation signal and can be freely manipulated. We can thus design a sequence
that is uncorrelated with the noise sequence. In case of repeated sweeps, these
can be designed to be nearly identical, the only difference between them being
their polarity. For example, the first three segments are sweeps with the sign +,
and the fourth, sixth and eighth segments are the initial sweeps multiplied by -.
Actually, this + and - sequence is a MLS sequence. Hence, the excitation signal
is built using a sequence of sweep repetition modulated by a MLS sequence. Note
that some zeros have to be padded between the sweeps to measure the decay
tails of the impulse response [Müller and Massarani, ].
This kind of excitation signal is sent to the system under test. The Fourier
transform is performed on one segment at a time and segment by segment. The
measured signal can be represented by Eq...

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Figure ..: Sweep repetition modulated by MLS
[︃
𝑋11(𝜔) 𝑋12(𝜔) · · · 𝑋1𝑚(𝜔)
𝑋21(𝜔) 𝑋22(𝜔) · · · 𝑋2𝑚(𝜔)
]︃
=
[︃
𝐻11(𝜔) 𝐻12(𝜔)
𝐻21(𝜔) 𝐻22(𝜔)
]︃
×[︃
𝑆1(𝜔) 0
0 1
]︃[︃
𝜉1 𝜉2 · · · 𝜉𝑚
𝑁1(𝜔) 𝑁2(𝜔) · · · 𝑁𝑚(𝜔)
]︃
(.)
where 𝑆1(𝜔) is the initial sweep,
[︁
𝜉1 𝜉2 · · · 𝜉𝑚
]︁
is the MLS sequence with
the length 𝑚,
[︁
𝑁1(𝜔) 𝑁2(𝜔) · · · 𝑁𝑚(𝜔)
]︁
is the noise of 𝑚 measurements
which is unknown.
The Eq. . is simplified as

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[︃
𝑋11(𝜔) 𝑋12(𝜔) · · · 𝑋1𝑚(𝜔)
𝑋21(𝜔) 𝑋22(𝜔) · · · 𝑋2𝑚(𝜔)
]︃
=
[︃
𝐻11(𝜔)𝑆1(𝜔) 𝐻12(𝜔)𝑁1(𝜔)
𝐻21(𝜔)𝑆1(𝜔) 𝐻22(𝜔)𝑁1(𝜔)
]︃
×
[︃
𝜉1 𝜉2 · · · 𝜉𝑚
𝜂1 𝜂2 · · · 𝜂𝑚
]︃
simply notated as
X = B
[︃
MLS
𝜂1 𝜂2 · · · 𝜂𝑚
]︃
(.)
where 𝜂𝑚 = 𝑁𝑚(𝜔)𝑁1(𝜔) . Since the MLS sequence is uncorrelated with all other
sequences, the excitation signal and the noise is separable.
Afterwards, the noise sequence
[︁
𝜂1 𝜂2 · · · 𝜂𝑚
]︁
is notated as z2. Since the
source sequence
[︁
𝜉1 𝜉2 · · · 𝜉𝑚
]︁
is known by the excitation signal and is the
MLS sequence. The mixture equation is rewritten as
X =
[︃
𝐻11(𝜔)𝑆1(𝜔) 𝐻12(𝜔)𝑁1(𝜔)/𝛼2
𝐻21(𝜔)𝑆1(𝜔) 𝐻22(𝜔)𝑁1(𝜔)/𝛼2
]︃[︃
MLS
z2
]︃
(.)
Since the noise sequence z2 is unknown, z2 must first be separated using the
ICA method. Joint diagonalization can also be used as the contrast function for
the estimation of z2, and it will give similar results. Then the mixing matrix[︃
𝐻11(𝜔)𝑆1(𝜔) 𝐻12(𝜔)𝑁1(𝜔)/𝛼2
𝐻21(𝜔)𝑆1(𝜔) 𝐻22(𝜔)𝑁1(𝜔)/𝛼2
]︃
of Eq. . is obtained by Eq. .
[︃
𝐻11(𝜔)𝑆1(𝜔) 𝐻12(𝜔)𝑁1(𝜔)/𝛼2
𝐻21(𝜔)𝑆1(𝜔) 𝐻22(𝜔)𝑁1(𝜔)/𝛼2
]︃
= X
[︃
MLS
z2
]︃+
(.)
’+’ stands for the Moore–Penrose pseudoinverse. The first element of the matrix
X
[︃
MLS
z2
]︃
is the desired signal, 𝐻11(𝜔)𝑆1(𝜔), without the noise recorded by the
first microphone. Although the absolute magnitude of the noise is still unknown,

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the absolute magnitude of the measured signal without the noise has already
been extracted.
A simulation is carried out to evaluate the applicability of this source separation
method on the transfer function measurement. The simulated transfer functions
are presented in Fig... The simulated transfer functions are convolved with
the MLS-modulated repeated sweeps of Fig. . and the white noise source.
The mixed signals are recorded by two microphones. The complex-valued ICA
approach is performed in the frequency domain and the mixing matrix is estimated
frequency by frequency.
20 4060100 200 400 800 2000−60
−40
−20
0
Freq / Hz
M
ag
ni
tu
de
 / 
dB
From desired source to Micphone 1
20 4060100 200 400 800 2000−60
−40
−20
0
Freq / Hz
M
ag
ni
tu
de
 / 
dB
From noise to Micphone 1
20 4060100 200 400 800 2000−60
−40
−20
0
Freq / Hz
M
ag
ni
tu
de
 / 
dB
From desired source to Micphone 2
20 4060100 200 400 800 2000−60
−40
−20
0
Freq / Hz
M
ag
ni
tu
de
 / 
dB
From noise to Micphone 2
Figure ..: Simulated transfer function from the source of the excitation signal and
the noise source to the microphones. Two microphones are considered.
The one general separation results are presented in Fig. ., and the length of
the MLS sequence is . ICA can separate the noise in general. Since simulation
is performed frequency by frequency, the following figures will present only the
frequency range from  to  Hz and not lose the general properties of this
statistical method.
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Figure ..: Separation results estimated by ICA, the length of the MLS sequence is

Although this statistical signal separation method can be applied to separate
the desired signal and the noise in general, the simulation results show that this
method is unreliable and no better than averaging.
Firstly, the statistical contrast function requires a large number of samples.
The samples used to compute the contrast function are the length of the MLS
sequences. If insufficient samples are used in the calculation, estimation accuracy
is not guaranteed. Fig. . to Fig. . show the estimation results on using ICA.
As the length of the MLS sequence is only seven, the estimation is not correct.
As the length of the MLS sequence increases, the errors of the ICA estimation
are generally reduced.
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Figure ..: Separation results estimated by ICA, the length of the MLS sequence is

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Figure ..: Separation results estimated by ICA, the length of the MLS sequence is
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Figure ..: Separation results estimated by ICA, the length of the MLS sequence is
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Figure ..: Separation results estimated by ICA, the length of the MLS sequence is
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Figure ..: Separation results estimated by ICA, the length of the MLS sequence is
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Figure ..: Separation results estimated by ICA, the length of the MLS sequence is
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If the MLS is too short—e.g. seven—the signals have insufficient samples and
the signal separation is incorrect, but averaging reliably improves the SNR by
approximately  dB. When the number of samples increases, estimation errors
decrease. When the MLS sequence has  samples, the SNR improvement of
averaging is  dB. The transfer function obtained by averaging is very close
to the real transfer function without noise. Fig. . shows that the transfer
function obtained by ICA is identical to the average approach at most of the
frequencies. However, at certain frequencies—e.g. Hz and Hz—ICA shows
worse results than averaging does. This is because the contrast function is
theoretically satisfied when the signal is infinitely long.  samples are not
infinite. The statistical variation in the simulated white noise of finite length
leads to the error of the contrast function, and the resulting estimation of the
unmixing matrix is incorrect.
Secondly, if the estimated element in the mixing matrix is small compared with
other elements, the estimation errors tend to be larger. The simulation is repeated
 times, and the mixing matrices that correspond to the transfer function of
Fig. . are kept constant. The purpose is to estimate the transfer function
from the source to Microphone . A new white noise sequence is generated for
each simulation. At a few specific frequencies—such as  Hz,  Hz,  Hz
and so on—the errors tend to be larger, sometimes, as large as  dB. The errors
are not a constant for each simulation as shown in Fig. .. Those frequencies
where estimation errors tend to be larger have one property in common—the
magnitude at those frequencies are small.
This is because ICA computes the statistical properties between the signals of
two measurement channels. If in one measurement channel one source is very
weak and the other source dominates the channel’s energy, the stronger source
will dominate the statistical property of this channel, and estimation errors for
the weaker source will be larger. One example is presented below. Regarding the
mixing equations( Eq. . ), the mixing matrix is arbitrarily chosen as Fig. .
[︃
𝑥1
𝑥2
]︃[︃
ℎ11 1− 𝑖
3− 2𝑖 3 + 5𝑖
]︃[︃
MLS
z2
]︃
(.)
ℎ11 is chosen from . to ,. For each choice of ℎ11, the simulation is
repeated  times, and a new white noise sequence z2 is generated for each

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simulation. The length of the MLS sequence is . The estimation error is
defined as
Err = 20 log10
⃒⃒⃒⃒
ℎ11estimation − ℎ11
ℎ11
⃒⃒⃒⃒
(.)
The estimation errors are presented in Fig. .. The estimation errors tend to
be larger when the ℎ11 is small, and the errors tend to be smaller when ℎ11 is
larger.
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Figure ..: Comparison of the averaging and the ICA. The ICA tends to have larger
estimation errors at the frequencies where the magnitude of the transfer
function is small.
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Figure ..: The estimation error of ℎ11 in Eq... The simulation is repeated 
times for each arbitrary ℎ11, and a new white noise sequence is generated
per repetition. The total samples are . The estimation errors tend to
be larger when ℎ11 is small.
.. Conclusion
This chapter aims to separate the source signal and the noise signal on impulse
response measurement. The BSS-based statistical method can only deal with the
simple system where only a few parameters are estimated, and cannot separate
the noise in the reverberant system by a single measurement because too many
parameters need to be estimated. When multiple sweeps are used to increase the
number of available samples, the desired signal can be separated in principle.
Compared with conventional averaging, the statistical source separation method
has to estimate the noise sequences first, and then the desired parameters. Many
difficulties can lead to instability of the estimation—such as the insufficient
samples, small magnitude of the desired transfer function, and the condition
number of the mixing matrix that is discussed in Chapter . If the estimation of
the noise sequence is inaccurate, the estimation error is accumulated into the final
estimation of the impulse response or transfer function. When the number of noise
sources increases, the statistical source separation method becomes practically
prohibitive. The averaging approach estimates directly and only the desired

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transfer function with the least mean square errors, and is far more efficient and
reliable. Hence, the idea of using the statistical source separation method for
impulse response measurement should be discarded.



Time-variant system: wind variance
Chapter  shows that the averaging approach is more efficient and reliable
than the source separation method. However, averaging is still not an all-
conquering method. Implementation of long-time averaging runs the risk of time
variance. Regarding the sound barrier measurement outdoors that was discussed
in Chapter , the test signals are normally excited  times for synchronously
averaging [Garai, ], and the overall measurement time could be five minutes.
Wind variances typically occur on a time scale of several seconds. Therefore, the
signals must be averaged in wind-variant systems. Thus, the problem involves
establishing a robust method to compensate for the time-variance effect. Since
the wind changes the phase of the measured signal, the basic approach is trying to
compensate for the phase shift before averaging. The phase shift can be derived
from the wave equation.
.. Phase shift in uniform flow
The measured signal shows a phase shift in the presence of wind. The phase shift
can be derived by examining the wave equation. Considering a simple case, if
there is a uniform flow along the 𝑥 direction, the wave equation changes to the
convective wave equation [Mechel, ].
∆Ψ− 1
𝑐20
(︂
𝜕
𝜕𝑡
+ 𝑉
𝜕
𝜕𝑥
)︂2
Ψ = 0 (.)
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where Ψ is the velocity potential. The wind is along the 𝑥 direction (Fig. .).
The wave equations for the 𝑦 and 𝑧 directions are the general harmonic wave
equation.
𝜕2Ψ
𝜕𝑦2
− 1
𝑐20
𝜕2Ψ
𝜕𝑡2
= 0
𝜕2Ψ
𝜕𝑧2
− 1
𝑐20
𝜕2Ψ
𝜕𝑡2
= 0 (.)
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Figure ..: The geometry for the wave equation. The wind is along the x direction
The point source solution in uniform wind is Eq. ..
Ψ (𝑟, 𝑡) = 𝛾
𝑒
𝑖𝜔
⎛⎝𝑡+𝑉 𝛾2𝑥
𝑐2
−𝛾
√
𝛾2𝑥2+𝑦2+𝑧2
𝑐
⎞⎠
4𝜋
√︀
𝛾2𝑥2 + 𝑦2 + 𝑧2
(.)
where 𝛾 is the Lorentz factor 𝛾 = 1√︂
1−𝑉 2
𝑐2
.
The detailed derivation is shown in Appendix. A.
If no wind (𝑉 = 0) is present, the Eq. . is simplified to the normal point source
solution without wind.
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Ψ (𝑟, 𝑡) =
𝑒
𝑖𝜔
⎛⎝𝑡−√𝑥2+𝑦2+𝑧2
𝑐
⎞⎠
4𝜋
√︀
𝑥2 + 𝑦2 + 𝑧2
(.)
Comparing the two solutions, Eq. . and Eq. . show that the phase shifts
change under wind conditions, but not the frequency. If the impulse response is
measured in the presence of wind, the wind variance could be compensated for
by shifting the phase back to a constant group delay.
In the example of the tailwind scenario, the source is located at Point B in
Fig. . and the receiver is located at Point A. In accordance with Eq. ., the
phase shift for tailwind is simplified as
Ψ (𝑟, 𝑡) =
𝑒
𝑖𝜔
(︁
𝑡− 𝑥
𝑐+𝑉
)︁
4𝜋𝑥
(.)
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Figure ..: Phase shift for tailwind at  kHz with respect to the wind speed and the
source-receiver distance
The phase shift with respect to the frequencies and the wind speed is depicted
in Fig. .. When the tailwind speed is  m/s and the source-receiver distance
is  m/s, the phase shift might be 𝜋 over , Hz. If the average approach is
implemented with such a large phase shift, the results are incorrect.
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Figure ..: The phase shift with respect to the frequencies caused by the tailwind.
The source-receiver distance is  m.
If the averaging is arbitrarily implemented, an empirical acceptable phase shift
between two measurements should be less than . 𝜋. In this regard, the
errors after averaging will be less than . dB. To satisfy this requirement, if
the wind is  m/s, the frequency range must be below , Hz as shown in
Fig. .. The magnitude change after averaging in Fig. . is calculated by
20 log10
1−𝑒𝑖𝜑phase shift
2
.
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Figure ..: The resulting magnitude change after averaging. The magnitude change
is acceptable for averaging only at very low frequencies.
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If the wind is a crosswind (𝑥 = 0, 𝑧 = 0 in Eq..), the phase shift is relatively
small, proportional only to the factor 𝛾 = 1√︂
1−𝑉 2
𝑐2
. The resulting magnitude
variance is also relatively small and is plotted in Fig. ..
Ψ (𝑟, 𝑡) = 𝛾
𝑒𝑖𝜔(𝑡−𝛾
𝑦
𝑐 )
4𝜋𝑦
(.)
The phase-shift variance leads to a change in magnitude before the averaging. This
variance is relatively small, however, and can be neglected as shown in Fig. ..
The magnitude variance after averaging is calculated by 20 log10
1−𝑒𝑖𝜑phase shift
2
.
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Figure ..: The magnitude variance at  kHz caused by the phase shift. The phase
shift results from the crosswind with respect to the wind speed and the
source-receiver distance. The magnitude variance is only . dB when
the wind speed is  m/s and the source-receiver distance is  m.
If the wind speed is known, it can be directly converted into a phase shift.
Wind sensors deliver data at certain observation points, but not along the entire
propagation path. In practical cases outdoors, the overall effect of the wind speed
is unknown during the measurement. It has to be estimated from the measured
signal.
Wind is a rapidly changing physical quantity. In the typical sound barrier
measurement, the excitation signal can be tens of seconds long and at least
 averages should be computed to maintain good background noise immunity
[Garai, ]. In this regard, the wind varies within one excitation period.
Therefore, intra-period time variances are mainly to be studied. It is now assumed
that the long excitation signal is truncated into a number of short segments, of
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about – ms per segment. Although the wind speed varies quickly, it can still
be regarded as approximately constant within these short segments. The short
segments are denoted as (tn; tn+) for the 𝑛-th segment; therefore, the measured
signal changes as given in Eq. ..
Measurement : 𝑠1(𝑡) 𝑡 ∈ (𝑡𝑛, 𝑡𝑛+1)
Measurement : 𝑠2(𝑡) = 𝑠1(𝑡− 𝜏) 𝑡 ∈ (𝑡𝑛, 𝑡𝑛+1) (.)
where (𝑡𝑛, 𝑡𝑛+1) corresponds to the 𝑛-th segment. The phase shift can be easily
estimated by maximizing the cross correlation function.
𝑀𝑎𝑥
{︃
𝑅(𝜏𝑒𝑠𝑡) =
∫︁ 𝑡𝑛+1
𝑡𝑛
𝑠1(𝑡)𝑠2(𝑡− 𝜏𝑒𝑠𝑡) d𝑡
}︃
(.)
In this way, the intra-period phase shift in the entire measurement period can
be estimated segment by segment, and the overall phase shift with respect to
time 𝜏(𝑡) can be obtained by interpolation. In order to compensate for the phase
shift smoothly, the advantage of the sweep can be used. The instant frequency of
the sweep increases monotonically with time, and the time and the frequency of
the sweep have one-to-one correspondence. Thus, the time-variant phase shift
𝜏𝑒𝑠𝑡(𝑡) can be regarded as the frequency-variant phase shift 𝜏𝑒𝑠𝑡(𝜔). Both the
linear sweep and the logarithmic sweep can be used. The instant frequency of
the linear sweep is proportional to the instant time, and the instant frequency of
the logarithmic sweep is exponential to the instant time. Therefore, the phase
difference between the two measurements can be directly compensated for in the
frequency domain, as illustrated in Fig...
𝑆2,est(𝜔) = 𝑆2(𝜔)𝑒
−𝑖𝜔𝜏est(𝜔) (.)
Afterwards, synchronized time averaging can be implemented.
An experiment is performed to test the validity of the phase compensation
model described above. Firstly, the single direct sound scenario is tested. The
measurement setup is depicted in Fig. .. The microphone, the loudspeaker and
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Second measurement
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Figure ..: Intra-period phase shift estimation and compensation. The continuous
signals are arbitrarily truncated into discrete segments. The length of
each segment used here is  ms. The former segment might be a negative
phase shift, and the latter segments might be a positive phase shift. To
avoid discontinuity after the compensation, the phase shift is interpolated
and compensated for in the frequency domain.
the ventilator are positioned in a straight line. The ventilator is placed behind
the loudspeaker to create a tailwind. The distance between the loudspeaker and
the microphone is  m. This ventilator cannot generate a wind with constant
speed and the speed of wind fluctuation cannot be avoided. The time-invariant
case is firstly measured as a reference, and the length of the sweep is set to
five seconds. The time shift and wind speed estimation results are illustrated
in Fig... When synchronous averaging is performed, the apparent level loss
can be observed (Fig. .). As expected, the level loss effect does not occur
at low frequencies because of the small phase shifts corresponding to the large
wavelengths. At higher frequencies, the apparent level loss goes up to  dB. After
phase compensation, it could be notably reduced to around  dB.
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Figure ..: Direct sound measurement with presence of wind
0 1 2 3 4 5−0.10
−0.08
−0.06
−0.04
−0.02
0.00
Time / sec 
Tim
e s
hif
t / 
ms
 
−6.1
−4.9
−3.6
−2.4
−1.2
0.0
Es
tim
ate
d W
ind
 Sp
eed
 / m
/s 
No wind
Wind 1
Wind 2
Wind 3
Wind 4
Wind 5
Wind 6
Wind 7
Wind 8
Wind 9
Figure ..: Estimated time shift and wind speed for direct sound measurement
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Figure ..: Comparison of the average with/without phase compensation
.. Phase compensation for reflection coefficient
For the reflection coefficient measurement, the overall impulse response includes
the direct sound and the reflected sound. The measurement for this approach
is described in Chapter ., and the figure of the impulse response (Fig..) is
plotted here once again for convenience.
The microphone is . m away from the sound barrier, and the impulse response
of the reflected sound is obtained through time windowing. This measurement is
performed in the anechoic chamber (Fig. .), the small sound barrier model
is placed close to the wall of the anechoic chamber. The wind can no longer be
considered as a uniform flow. In any case, in real-life sound barrier measurements
outdoors, the wind cannot be assumed to be uniform.
The transfer functions of the reflected sound measured by different winds is
illustrated in Fig. .. Both the phase and the magnitude change simultaneously
because there are more complex effects. The magnitude varies by around  dB
at high frequencies. The correct impulse response cannot be obtained by just
compensating for the phase.

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Time
direct sound
reflected sound
time window
Figure ..: The impulse response for sound barrier measurement. The overall impulse
response includes a direct sound and a reflected sound. The reflected
sound can be obtained by windowing out the impulse of direct sound if
the microphone is far away from the surface under test.
Figure ..: Measurement setup for sound barrier measurement with the presence of
wind
.. Conclusion
The sound barrier must be measured under no-airflow condition. If the wind
blows against the sound barrier, it is not a uniform flow. There are more complex
effects, and both the magnitude and the phase are changed. No compensation is
possible for this effect.
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Figure ..: The transfer function of the reflected sound measured by different winds.
Impulse response of the reflected sound is obtained by time windowing.
Since both, the magnitude and phase, change by around  dB at high
frequencies, the correct impulse response cannot be obtained by just
compensating for the phase.
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
Time-variant system: temperature
variance
Another uncertainty of the impulse response measurement is the temperature
variance. There is limited information, however, about the effects of temperature
variances. This chapter focuses on condition monitoring of a machine structure.
The temperature variance must be carefully considered during the run and
subsequently heat-up of a machine. In this machine diagnosis scenario, vibration
sensors and airborne sensors are used. For fault detection and for solving the
inverse problem of identifying the cause of the fault, the impulse response in a
machine from one component to the sensor position has to be measured. For
example, machine cavities may be monitored in the production line. Different
cavities of the same type must be checked for compliance with the required
range of deviation from a norm. Under such conditions, temperature variances
of several degrees may occur. In order to obtain accurate impulse responses, the
temperature variances must be considered.
.. Time-stretching model
Since impulse responses are based on the wave equation, the impulse response
variance caused by the temperature drift can be derived using the wave equation
with boundary conditions and a temperature-dependent speed of sound. As
the temperature changes, the speed of sound and the wave equation change
consequently. Assuming that the temperature changes from 𝑇0 to 𝑇new, the speed
of sound will change from 𝑐0 to 𝜁 · 𝑐0, where 𝜁 =
√︁
𝑇new
𝑇0
. The wave equation and
the boundary condition are rewritten as Eq. ..
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⎧⎪⎪⎨⎪⎪⎩
∇2Ψ− 1
(𝜁·𝑐0)2
𝜕2Ψ
𝜕𝑡2
= 0
𝑐0 =
√︁
𝛾𝑅𝑇0
𝑀
𝜌0
𝜕Ψ
𝜕𝑡
+ (?⃗? · ∇Ψ)𝑍
⃒⃒⃒
𝜙(?⃗?)
= 0
(.)
Since the impulse response ℎ(𝑡) is determined by the wave equation, and the
mathematical expression of the impulse response ℎ(𝑡) is only a function with
respect to the time, an intuitive consideration could be that as the speed of sound
increases, the time scale of impulse response ℎ(𝑡) will be compressed. Performing
a coordinate transform Eq. . on wave equation Eq. .
𝑡′ = 𝜁 · 𝑡 (.)
The new wave equation and the corresponding boundary condition become
Eq. ..
⎧⎪⎪⎨⎪⎪⎩
∇2Ψ− 1
𝑐20
𝜕2Ψ
𝜕𝑡′2 = 0
𝑐0 =
√︁
𝛾𝑅𝑇0
𝑀
𝜌0
𝜕Ψ
𝜕𝑡′ · 𝜁 + (?⃗? · ∇Ψ)𝑍
⃒⃒⃒
𝜙(?⃗?)
= 0
(.)
The wave equation in Eq. . is identical to Eq. .. If the temperature changes,
the impulse response at the new temperature should change to
ℎnew(𝑡) ∼ ℎ(𝜁 · 𝑡) (.)
Compared with Eq. ., the boundary condition in Eq. . changes slightly as well.
It seems that the time-stretching model presented above, Eq. ., is not exactly
correct. But it can be also proven that, if the impedance of the solid boundary is
significantly larger than air impedance ( 𝑍 ≫ 𝜌0𝑐) and the temperature variance
is very small (e.g. only several degree Celsius), the influence of the boundary
condition variance is relatively small and can be safely ignored.

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First, the dependence that the direct sound component changes with the temper-
ature is illustrated. Direct sound is measured as shown in Fig. ..
Figure ..: Direct Sound
The impulse response of this system is a Dirac function.
ℎ(𝑡) = 𝛿(𝑡− 𝑑
𝑐
) (.)
As the speed of sound changes from 𝑐 to 𝜁 · 𝑐 , the impulse response changes to
ℎnew(𝑡) = 𝛿(𝑡− 𝑑
𝜁 · 𝑐 ) = 𝜁ℎ(𝜁 · 𝑡) (.)
The factor 𝜁 is present in front of ℎ(𝜁 · 𝑡) simply because the energy density in
the air increases as the temperature increases. Ignoring this energy conservation
factor 𝜁 in front of ℎ(𝜁 · 𝑡), the time-stretching model holds in this direct sound
system.
... Simple reflection
Figure ..: Simple reflected sound
If only a flat wall is present, impulse response contains a direct sound and a
reflection sound.
ℎ(𝑡) = 𝛿(𝑡− 𝑑1
𝑐
) + 𝑅𝛿(𝑡− 𝑑1 + 2𝑑2
𝑐
) (.)

CHAPTER . Time-variant system: temperature variance
where 𝑅 = 𝑍−𝜌0𝑐
𝑍+𝜌0𝑐
. If the speed of sound changes from 𝑐 to 𝜁 · 𝑐, the new impulse
response is
ℎnew(𝑡) = 𝛿(𝑡− 𝑑1
𝜁 · 𝑐 ) + 𝑅new𝛿(𝑡−
𝑑1 + 2𝑑2
𝜁 · 𝑐 ) (.)
where
𝑅new = 𝑍
1− 𝜁·𝜌0𝑐
𝑍
1 + 𝜁·𝜌0𝑐
𝑍
= 𝑅− 1
2
(1−𝑅2)(𝜁 − 1) + 𝑂(𝜁 − 1)2 (.)
It seems that the new reflection factor 𝑅new ̸= 𝑅. Then the variance of the
reflection factor is notated as
𝐸𝑟𝑟𝑜𝑟 = 20 log10
⃒⃒⃒⃒
𝑅new −𝑅
𝑅
⃒⃒⃒⃒
= 20 log10
⃒⃒⃒⃒
⃒−1 + 𝑅22𝑅 (𝜁 − 1) + 𝑂(𝜁 − 1)2
⃒⃒⃒⃒
⃒ (.)
But if the impedance of the solid boundary is much larger than the air impedance
𝑍 ≫ 𝜌0𝑐 , 𝑅 ≈ 1 ,and 𝐸𝑟𝑟𝑜𝑟 ≈ 0, then the time-stretching model is still
applicable. The reflection variance with respect to the temperature shift and
the surface impedance is shown in Fig. .. The 𝑥 axis is the surface impedance.
Only if the surface impedance is very close to the air impedance—i.e.  Pa
· s/m—does the reflection factor change considerably. For the general solid
boundary, where the impedance is only at the scale of 105 and 106 Pa · s/m,
the reflection factor changes to a lesser extent than - dB. The scale of dB is
used here for convenience. - dB means that the reflection factor changes only
0.1%. Table . lists the characteristic impedance of several materials [Lawrence
E. Kinsler, ]. For example, in case of wood cork, if the temperature changes
from 20∘ C to 25∘ C, the error of the reflection factor obtained from Eq. . is
only .%, which can be safely ignored.

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Solid Characteristic Impedance ( Pa · s/m )
Steel 47.0× 106
Glass( Pyrex ) 12.9× 106
Concrete 8.0× 106
Wood cork 0.12× 106
Wood Pine 1.57× 106
Rubber( hard ) 2.64× 106
Rubber( soft ) 1.0× 106
Air ( 20∘C ) 0.415× 103
Table ..: Characteristic impedance of matter
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Figure ..: The reflection coefficient variance with respect to wall impedance and the
temperature variance. The reference temperature is assumed to be 20∘C.
If the temperature varies by only several degree Celsius, as long as the
boundary is the normal solid material 𝑍 > 105𝑃𝑎 · 𝑠/𝑚, the variance of
the reflection coefficient is very small and less than - dB.

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... -dimensional scenario
The sound waves generated by a source can be expressed by the Helmholtz-
Huygens integral as Eq. ..
Ψ(?⃗?, 𝜔) =
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0, 𝜔)d?⃗?0
−
x
𝑆
[︃
𝐺(?⃗?, 𝑟′, 𝜔)
𝜕Ψ(𝑟′, 𝜔)
𝜕𝑛
−Ψ(𝑟′, 𝜔)𝜕𝐺(?⃗?, 𝑟
′, 𝜔)
𝜕𝑛
]︃
d𝑆 (.)
where Ψ(?⃗?, 𝜔) denotes the velocity potential for frequency 𝜔, and 𝑄(?⃗?0) is the
source function. If the sound source 𝑄(?⃗?0) is a Dirac point source, the solution
for Ψ(?⃗?, 𝜔) is directly the transfer function 𝐻(?⃗?, ?⃗?0, 𝜔) of this system. Then the
inverse Fourier transform of Ψ(?⃗?, 𝜔) will be the impulse response ℎ(?⃗?, ?⃗?0, 𝑡) of
this system. The first integration
t
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0, 𝜔)d?⃗?0 stands for the direct
sound from the source. The second integration is the contribution from the
reflection caused by the boundary, where 𝑟′ stands for the boundary’s coordinate.
𝐺(?⃗?, 𝑟′, 𝜔) and 𝐺(?⃗?, ?⃗?0, 𝜔) are the Green’s functions for a point source in free
space (Eq. . ), which is the solution of the inhomogeneous Helmholtz Equation
in free space (Eq. .).
𝐺(?⃗?, ?⃗?0, 𝜔) =
𝑒−𝑖𝑘𝑟
4𝜋𝑟
=
𝑒−𝑖𝑘
√
(𝑥−𝑥0)2+(𝑦−𝑦0)2+(𝑧−𝑧0)2
4𝜋
√︀
(𝑥− 𝑥0)2 + (𝑦 − 𝑦0)2 + (𝑧 − 𝑧0)2
(.)
where 𝑘 = 𝜔
𝑐0
.
∇2𝐺(?⃗?, ?⃗?0, 𝜔) + 𝜔
2
𝑐20
𝐺(?⃗?, ?⃗?0, 𝜔) = −𝛿(?⃗? − ?⃗?0) (.)
Considering the boundary condition in Eq. .
𝜕Ψ(𝑟′, 𝜔)
𝜕𝑛
= (?⃗? · ∇Ψ) = −𝜌0 𝜕Ψ
𝜕𝑡
= −𝜌0
𝑍
· 𝑖𝜔 ·Ψ = −𝑍0
𝑍
· 𝑖 𝜔
𝑐0
Ψ (.)

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where 𝑍0 is the impedance of the air , 𝑍0 = 𝜌0𝑐0. Then
Ψ(?⃗?, 𝜔) =
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0, 𝜔)d?⃗?0
−
x
𝑆
[︃
−𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·Ψ(𝑟′, 𝜔)𝐺(?⃗?, 𝑟′, 𝜔)−Ψ(𝑟′, 𝜔)𝜕𝐺(?⃗?, 𝑟
′, 𝜔)
𝜕𝑛
]︃
d𝑆
=
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0, 𝜔)d?⃗?0
+
x
𝑆
[︃
𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·𝐺(?⃗?, 𝑟′, 𝜔) + 𝜕𝐺(?⃗?, 𝑟
′, 𝜔)
𝜕𝑛
]︃
Ψ(𝑟′, 𝜔)d𝑆 (.)
If the speed of sound changes from 𝑐0 to a new speed 𝜁 · 𝑐0, the inhomogeneous
Helmholtz equation in free space changes to
∇2𝐺new(?⃗?, ?⃗?0, 𝜔) + 𝜔
2
(𝜁 · 𝑐0)2𝐺new(?⃗?, ?⃗?0, 𝜔) = −𝛿(?⃗? − ?⃗?0) (.)
Green’s function for the point source changes to
𝐺new(?⃗?, ?⃗?0, 𝜔) =
𝑒−𝑖𝑘new𝑟
4𝜋𝑟
=
𝑒
−𝑖 𝜔
𝜁·𝑐0 𝑟
4𝜋𝑟
= 𝐺(?⃗?, ?⃗?0,
𝜔
𝜁
) (.)
where 𝑘new = 𝜔𝜁·𝑐0 .
The boundary condition at the new temperature can still be written as
𝜕Ψnew(𝑟′, 𝜔)
𝜕𝑛
= (?⃗? · ∇Ψnew) = −𝜌0 𝜕Ψnew
𝜕𝑡
= −𝜌0
𝑍
· 𝑖𝜔 ·Ψnew = −𝑍0
𝑍
· 𝑖𝜔
𝑐
Ψnew
(.)
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The Helmholtz integral equation Eq. . at the new temperature changes to
Ψnew(?⃗?, 𝜔) =
y
Ω
𝑄(?⃗?0)𝐺new(?⃗?, ?⃗?0, 𝜔)d?⃗?0
+
x
𝑆
[︃
𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·𝐺new(?⃗?, 𝑟′, 𝜔) + 𝜕𝐺new(?⃗?, 𝑟
′, 𝜔)
𝜕𝑛
]︃
Ψnew(𝑟′, 𝜔)d𝑆
=
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0,
𝜔
𝜁
)d?⃗?0
+
x
𝑆
⎡⎣𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·𝐺(?⃗?, 𝑟′, 𝜔
𝜁
) +
𝜕𝐺(?⃗?, 𝑟′, 𝜔
𝜁
)
𝜕𝑛
⎤⎦Ψnew(𝑟′, 𝜔)d𝑆
(.)
Since the frequency variable of Green’s function at the new temperature changes
with a factor 𝜔
𝜁
, the sound field at new temperature can be written as a trial
solution as Eq. ..
Ψnew(?⃗?, 𝜔) = Ψ(?⃗?,
𝜔
𝜁
) + 𝛿Ψ(?⃗?, 𝜔) (.)
It will be proven from Eq. . to Eq. . that once the impedance of the
boundary is much larger than the air impedance and the temperature variance
is small, the error function 𝛿Ψ(?⃗?, 𝜔) is relatively small; hence, it can be safely
ignored.
Ψnew(?⃗?, 𝜔) is inserted in Eq. . with Eq. .

.. Time-stretching model
Ψ(?⃗?,
𝜔
𝜁
) + 𝛿Ψ(?⃗?, 𝜔)
=
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0,
𝜔
𝜁
)d?⃗?0
+
x
𝑆
⎡⎣𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·𝐺(?⃗?, 𝑟′, 𝜔
𝜁
) +
𝜕𝐺(?⃗?, 𝑟′, 𝜔
𝜁
)
𝜕𝑛
⎤⎦[︂Ψ(𝑟′, 𝜔
𝜁
) + 𝛿Ψ(𝑟′, 𝜔)
]︂
d𝑆
=
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0,
𝜔
𝜁
)d?⃗?0
+
x
𝑆
⎡⎣𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·𝐺(?⃗?, 𝑟′, 𝜔
𝜁
) +
𝜕𝐺(?⃗?, 𝑟′, 𝜔
𝜁
)
𝜕𝑛
⎤⎦Ψ(𝑟′, 𝜔
𝜁
)d𝑆
+
x
𝑆
⎡⎣𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·𝐺(?⃗?, 𝑟′, 𝜔
𝜁
) +
𝜕𝐺(?⃗?, 𝑟′, 𝜔
𝜁
)
𝜕𝑛
⎤⎦ 𝛿Ψ(𝑟′, 𝜔)d𝑆 (.)
because Ψ(?⃗?, 𝜔) is determined by Eq. ..
Therefore,
Ψ(?⃗?,
𝜔
𝜁
) =
y
Ω
𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0,
𝜔
𝜁
)d?⃗?0
+
x
𝑆
⎡⎣𝑍0
𝑍
· 𝑖𝜔
𝜁 · 𝑐0 ·𝐺(?⃗?, 𝑟
′,
𝜔
𝜁
) +
𝜕𝐺(?⃗?, 𝑟′, 𝜔
𝜁
)
𝜕𝑛
⎤⎦Ψ(𝑟′, 𝜔
𝜁
)d𝑆 (.)
The difference in the velocity potential is given by subtracting Eq. . from
Eq. ..
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𝛿Ψ(?⃗?, 𝜔) =
x
𝑆
[︂
𝑍0
𝑍
· 𝑖 𝜔
𝑐0
· (1− 1
𝜁
)𝐺(?⃗?, 𝑟′,
𝜔
𝜁
)
]︂
Ψ(𝑟′,
𝜔
𝜁
)d𝑆
+
x
𝑆
⎡⎣𝑍0
𝑍
· 𝑖 𝜔
𝑐0
·𝐺(?⃗?, 𝑟′, 𝜔
𝜁
) +
𝜕𝐺(?⃗?, 𝑟′, 𝜔
𝜁
)
𝜕𝑛
⎤⎦ 𝛿Ψ(𝑟′, 𝜔)d𝑆
=
x
𝑆
[︂
𝑍0
𝑍
(𝜁 − 1) · 𝑖 𝜔
𝜁 · 𝑐0 ·𝐺(?⃗?, 𝑟
′,
𝜔
𝜁
)
]︂
Ψ(𝑟′,
𝜔
𝜁
)d𝑆
+
x
𝑆
⎡⎣𝑍0
𝑍
· 𝑖𝜔
𝑐
·𝐺(?⃗?, 𝑟′, 𝜔
𝜁
) +
𝜕𝐺(?⃗?, 𝑟′, 𝜔
𝜁
)
𝜕𝑛
⎤⎦ 𝛿Ψ(𝑟′, 𝜔)d𝑆
(.)
From Eq. ., the sound field 𝛿Ψ(?⃗?, 𝜔) is equivalent to the sound field generated
by an extra source 𝛿𝑄 as Eq. ..
y
Ω
𝛿𝑄(?⃗?0)𝐺(?⃗?, ?⃗?0,
𝜔
𝜁
)d?⃗?0 =
x
𝑆
[︂
𝑍0
𝑍
(𝜁 − 1) · 𝑖 𝜔
𝜁 · 𝑐0 ·𝐺(?⃗?, 𝑟
′,
𝜔
𝜁
)
]︂
Ψ(𝑟′,
𝜔
𝜁
)d𝑆
(.)
Since the order of magnitude of
𝜕𝐺(?⃗?,𝑟′,𝜔
𝜁
)
𝜕𝑛
is ∼ −(𝑖 𝜔
𝜁·𝑐 +
1
𝑟
)𝐺(?⃗?, 𝑟′, 𝜔
𝜁
), the pro-
portion 𝛿Ψ(?⃗?,𝜔)
Ψ(?⃗?,𝜔
𝜁
)
is roughly the order of magnitude of 𝑍0
𝑍
· (𝜁 − 1). Under the
condition that impedance of the boundary is much larger than the air impedance
and the temperature variance is also small as in Eq. ., the error function
𝛿Ψ(?⃗?, 𝜔) is small when compared to the Ψ(?⃗?, 𝜔
𝜁
).
𝑍0
𝑍
· (𝜁 − 1) ≪ 1 (.)
Now, the sound field at the new temperature can be approximately written as
Ψnew(?⃗?, 𝜔) ≈ Ψ(?⃗?, 𝜔
𝜁
) (.)
Hence, the transfer function at the new temperature is 𝐻(?⃗?, ?⃗?0, 𝜔𝜁 ) . Transforming
𝐻(?⃗?, ?⃗?0,
𝜔
𝜁
) to the time domain results in 𝜁 · ℎ(𝜁 · 𝑡). The factor 𝜁 is present in
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front of ℎ(𝜁 · 𝑡) only because of the energy conversation of the Fourier transform.
These are listed in Table. ..
Absolute Temperature 𝑇0 𝑇new
Sound Speed 𝑐0 𝜁 · 𝑐0
(︂
𝜁 =
√︁
𝑇new
𝑇0
)︂
Impulse Response ℎ(𝑡) 𝜁 · ℎ(𝜁 · 𝑡)
Transfer Function 𝐻(𝜔) 𝐻(𝜔
𝜁
)
Table ..: Time-stretching model
.. Intra-period time variance
The time-stretching model derived above is for impulse response at an instan-
taneous time. If a very long excitation signal is generated and the temperature
gradually changes during the measurement, the aforementioned time-stretching
model cannot be implemented directly. This is because 𝜁 is not a constant but
a function of time, 𝜁(𝑡), itself. In order to solve this intra-period time variance
problem, the wave equation is considered again.
The impulse response ℎ(𝑡) is the solution of Ψ.
When a long excitation signal is generated, the time-variant wave equation is⎧⎪⎪⎨⎪⎪⎩
∇2Ψ− 1
𝜁(𝑡)2𝑐20
𝜕2Ψ
𝜕𝑡2
= 𝛿(?⃗? − ?⃗?0)𝑠(𝑡)
𝑐0 =
√︁
𝛾𝑅𝑇0
𝑀
𝜁(𝑡) =
√︁
𝑇 (𝑡)
𝑇0
(.)
where 𝜁(𝑡) indicates the speed of sound changes over time.
Then the solution of this time-variant wave equation can be approximately written
as
Ψ(?⃗?, 𝑡) =
∫︁ ∞
−∞
𝐻(?⃗?, ?⃗?0, 𝜔)𝐴(𝜔)𝑒
𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡d𝜔 (.)
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where 𝐻(?⃗?, ?⃗?0, 𝜔) is the transfer function of this system for 𝜁 = 1, when the
temperature is 𝑇0. This solution is the same as for the Helmholtz equation,
Eq. .
⎧⎪⎨⎪⎩
∇2𝐻(?⃗?, ?⃗?0, 𝜔) + 𝜔
2
𝑐20
𝐻(?⃗?, ?⃗?0, 𝜔) = 𝛿(?⃗? − ?⃗?0)
𝐻(?⃗?, ?⃗?0, 𝜔) fits the boundary condition
(.)
because
1
𝜁(𝑡)2𝑐20
𝜕2
𝜕𝑡2
(︁
𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡
)︁
=
1
𝜁(𝑡)2𝑐20
[︂
−𝜔2𝜁(𝑡)2 + 𝑖𝜔 𝜕𝜁(𝑡)
𝜕𝑡
]︂
𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡
=
−𝜔2
𝑐20
[︂
1− 𝑖 1
𝜔 · 𝜁(𝑡)2
𝜕𝜁(𝑡)
𝜕𝑡
]︂
𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡 (.)
Usually, the temperature variance 𝜕𝜁
𝜕𝑡
is very small. For example, at temperature
20∘C, the temperature variance is 2∘C/minute, and the frequency is 𝑓 = 20 Hz
1
𝜔·𝜁(𝑡)2
𝜕𝜁(𝑡)
𝜕𝑡
≈ 5× 10−7 and
[︁
1− 𝑖 1
𝜔·𝜁(𝑡)2
𝜕𝜁(𝑡)
𝜕𝑡
]︁
= 1− 0.0000005𝑖 ≈ 1; hence, the
term 1
𝜔·𝜁(𝑡)2
𝜕𝜁(𝑡)
𝜕𝑡
can be safely neglected.
Therefore,
1
𝜁(𝑡)2𝑐20
𝜕2
𝜕𝑡2
(︁
𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡
)︁
≈ −𝜔
2
𝑐20
𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡 (.)
1
𝜁(𝑡)2𝑐20
𝜕2Ψ(?⃗?, 𝑡)
𝜕𝑡2
≈ −𝜔
2
𝑐20
∫︁ ∞
−∞
𝐻(?⃗?, ?⃗?0, 𝜔)𝐴(𝜔)𝑒
𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡 d𝜔 (.)
Replace Ψ in the time-variant wave equation Eq. . with Eq...

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∇2Ψ(?⃗?, 𝑡)− 1
𝜁(𝑡)2𝑐20
𝜕2Ψ(?⃗?, 𝑡)
𝜕𝑡2
=
∫︁ ∞
−∞
∇2𝐻(?⃗?, ?⃗?0, 𝜔)𝐴(𝜔)𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡d𝜔 +
𝜔2
𝑐20
∫︁ ∞
−∞
𝐻(?⃗?, ?⃗?0, 𝜔)𝐴(𝜔)𝑒
𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡 d𝜔
=
∫︁ ∞
−∞
[︃
∇2𝐻(?⃗?, ?⃗?0, 𝜔) + 𝜔
2
𝑐2
𝐻(?⃗?, ?⃗?0, 𝜔)
]︃
𝐴(𝜔)𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡d𝜔
=
∫︁ ∞
−∞
𝛿(?⃗? − ?⃗?0)𝐴(𝜔)𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡d𝜔
= 𝛿(?⃗? − ?⃗?0)𝑠(𝑡) (.)
Then ∫︁ ∞
−∞
𝐴(𝜔)𝑒𝑖𝜔
∫︀ 𝑡
0 𝜁(𝑡) d𝑡d𝜔 = 𝑠(𝑡) (.)
Assign that
𝑡′ = 𝜉(𝑡) =
∫︁ 𝑡
0
𝜁(𝑡) d𝑡 (.)
𝑡 = 𝜉−1(𝑡′) (.)
∫︁ ∞
−∞
𝐴(𝜔)𝑒𝑖𝜔𝑡
′
d𝜔 = 𝑠
[︁
𝜉−1(𝑡′)
]︁
(.)
Let 𝑠′(𝑡) stand for the time-warped excitation signal 𝑠
[︁
𝜉−1(𝑡′)
]︁
.
Then 𝐴(𝜔) = 𝑆′(𝜔) , where 𝑆′(𝜔) is the Fourier transformation of 𝑠′(𝑡).
Finally, as the excitation signal 𝑠(𝑡) is generated, the sound wave is described by
Eq. ..

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Ψ(?⃗?, 𝑡) =
∫︁ ∞
−∞
𝐻(?⃗?, 𝑟0, 𝜔)𝑆
′(𝜔)𝑒𝑖𝜔·𝜉(𝑡)d𝜔 (.)
Eq. . can be explained by the convolution theory. The transfer function is the
Fourier transform of the impulse response as in Eq. ..
𝐻(?⃗?, ?⃗?0, 𝜔) =
∫︁ ∞
−∞
ℎ(?⃗?, ?⃗?0, 𝑡)𝑒
−𝑖𝜔𝑡d𝑡 (.)
In addition, 𝑆′(𝜔) is the Fourier transform of the time-warped signal 𝑠′(𝑡).
Then Eq. . can be rewritten as
Ψ(?⃗?, 𝑡) =
∫︁ ∞
−∞
[︃∫︁ ∞
−∞
ℎ(?⃗?, ?⃗?0, 𝑡1)𝑒
−𝑖𝜔𝑡1d𝑡1
]︃
·
[︃∫︁ ∞
−∞
𝑠′(𝑡2)𝑒
−𝑖𝜔𝑡2d𝑡2
]︃
𝑒𝑖𝜔·𝜉(𝑡) d𝜔
=
∫︁ ∞
−∞
ℎ
(︀
?⃗?, ?⃗?0, 𝜉(𝑡)− 𝑡2
)︀
𝑠
[︁
𝜉−1(𝑡)
]︁
d𝑡2 (.)
Eq. . is exactly the measured signal 𝑦(𝑡), when an excitation signal 𝑠(𝑡) is
generated. The process looks complicated, but the following two-step process
explains it clearly.
Step  The impulse response at temperature 𝑇0 is convolved with the time-
warped excitation signal.
𝑦step1(𝑡) = ℎ(?⃗?, 𝑟0, 𝑡) * 𝑠
[︁
𝜉−1(𝑡)
]︁
(.)
Step  The signal of the first step is warped by factor 𝜉(𝑡) =
∫︀ 𝑡
0
𝜁(𝑡) d𝑡.
𝑦(𝑡) = 𝑦step2(𝑡) = 𝑦step1
[︀
𝜉(𝑡)
]︀
(.)
Once the excitation signal 𝑠(𝑡) is generated, and the measured signal 𝑦(𝑡) is
recorded, if the time-dependent temperature variance factor 𝜁(𝑡) is known, the cor-
rect impulse response can be recovered by deconvolving 𝑦
[︁
𝜉−1(𝑡)
]︁
with 𝑠
[︁
𝜉−1(𝑡)
]︁
,
as shown in Eq. ..

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Physical Process h(t) calculation
No tempera-
ture variance
𝑦(𝑡) = ℎ(𝑡) * 𝑠(𝑡) 𝑦(𝑡) = ℎ(𝑡) * 𝑠(𝑡)
Inter-period
temperature
variance
𝑦(𝑡) = ℎ(𝜁 · 𝑡) * 𝑠(𝑡) 𝑦( 𝑡
𝜁
) = ℎ(𝑡) * 𝑠( 𝑡
𝜁
)
Intra-period
temperature
variance
𝑦(𝑡) =
∫︀∞
−∞ ℎ
(︀
𝜉(𝑡)− 𝑡2
)︀
𝑠
[︀
𝜉−1(𝑡)
]︀
d𝑡2 𝑦
[︀
𝜉−1(𝑡)
]︀
= ℎ(𝑡) * 𝑠 [︀𝜉−1(𝑡)]︀
Table ..: The impulse response calculation. The first line denotes whether the impulse
response is without temperature variance. The third line is the impulse
response of the intra-period time-variance calculation. The second line
represents a particular case of the intra-period time variance where 𝜁 is
assumed to be a constant.
𝑦
[︁
𝜉−1(𝑡)
]︁
= ℎ(?⃗?, 𝑟0, 𝑡) * 𝑠
[︁
𝜉−1(𝑡)
]︁
(.)
In a specific case, if the temperature remains constant within the measurement
period, as 𝜁 , 𝜉(𝑡) =
∫︀ 𝑡
0
𝜁(𝑡) d𝑡 = 𝜁 · 𝑡, the correct impulse response can be
extracted by
𝑦
(︂
𝑡
𝜁
)︂
= ℎ(?⃗?, 𝑟0, 𝑡) * 𝑠
(︂
𝑡
𝜁
)︂
(.)
This is equivalent to the instantaneous time-stretching model that was described
in Section ..
.. Estimation of the time-stretching factor
In order to obtain an estimate of the time-stretching factor 𝜁(𝑡), one approach is
to identify the temperature directly during the measurement. However, in order
to ascertain all possible causes for time variances, a more reliable approach is
to estimate the time-stretching factor from the measurement data itself. Two
different cases—i.e. inter-period time variance and intra-period time variance—
have to treated separately.

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Inter-period time variance
Considering two measurements at different temperatures, the temperature within
a single measurement is constant. But for the first measurement, the temperature
is 𝑇0. During the the second measurement, the temperature changes to a new
temperature 𝑇new and the time-stretching factor is 𝜁 =
√︁
𝑇new
𝑇0
. Then the two
measured signals are
𝑦1(𝑡) = ℎ(𝑡) * 𝑠(𝑡)
𝑦2(𝑡) = ℎnew(𝑡) * 𝑠(𝑡) = 𝜁 · ℎ(𝜁 · 𝑡) * 𝑠(𝑡) (.)
The time-stretching factor can be estimated by least mean square estimation, as
in Eq. ..
min {
∫︁ [︂
ℎ(𝑡)− 1
𝜁est
ℎnew(
𝑡
𝜁est
)
]︂2
}d𝑡 (.)
For the sake of reliability, however, the cross-correlation function is used. The
time-stretching factor is estimated by maximizing the cross-correlation function
Eq. ..
𝑅ℎℎ(𝜁est) =
∫︁
ℎ(𝑡)ℎnew(
𝑡
𝜁est
) d𝑡 (.)
Since Eq. . and Eq. . are mathematically equivalent, the advantage of the
cross-correlation function estimator is that it ignores the magnitude, and the
estimation concentrates on the phase shift. This makes estimation for 𝜁 more
reliable.
In order to calculate the aforementioned time-stretching process ℎnew( 𝑡𝜁𝑒𝑠𝑡 ) ,
an interpolation must be implemented. Both linear interpolation and spline
interpolation can be used. In order to ensure smaller interpolation errors, the
signal must first be upsampled to a sufficiently high sampling rate. For empirical
considerations, the -dB error bounds for the interpolation are sufficient for
calculating the ℎnew( 𝑡𝜁𝑒𝑠𝑡 ).

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For example, as per [De Boor, ; Hall and Meyer, ], the error bounds for
spline interpolation are approximately
|𝑒(𝑡)| v 5
384
||𝑔(4)(𝑡)||∞ · 𝜏4 (.)
where ||𝑔(4)(𝑡)||∞ is the maximum of the fourth-order derivative of the interpolated
function over the entire interpolation interval, and 𝜏 is the sampling interval.
Assuming that the frequency range of the impulse response is up to kHz and
the impulse response is measured in a .kHz sampling rate,
||𝑔(4)(𝑡)||∞ = max
{︃
𝜕4 sin (2𝜋 · 20000 · 𝑡)
𝜕𝑡4
}︃
= (2𝜋 · 20000)4 (.)
The measured signal is upsampled to 8× 44.1 kHz, and the error bounds are
|𝑒(𝑡)| v 5
384
· (2𝜋 · 20000)4 ·
(︂
1
8× 44100
)︂4
= −73dB (.)
This interpolation error is interpreted similarly to the quantization noise, and it
is small enough to ensure accuracy for calculating the time-stretching process
ℎnew(
𝑡
𝜁𝑒𝑠𝑡
).
Intra-period time variance
If the excitation signal is very long, the temperature changes within the prolonged
measurement period, but it does so slowly and slightly. The long excitation signal
can still be divided into short segments. Within these short segments, the tem-
perature can be considered approximately constant, and the estimation converges
to the least mean square error that can be considered the ’average’ temperature
within this short segment. Then the overall time-dependent stretching factor 𝜁(𝑡)
can be estimated by moving and averaging the time-stretching factor segment by
segment using the inter-period time-stretching model, as shown in Fig. ..

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Figure ..: Excitation signal segments
The following presents another problem that must be solved. When the syn-
chronous segments are extracted from both, the whole sweep and the measured
signal, then the measured signal includes the decay curve from the previous
segment, which is a kind of overlap effect. In order to record the decay curve
from the current sweep segment, the swept signal from the next segment is also
included, as depicted in Fig. .. These overlapping signals at the beginning and
end of the signal will distort the impulse response.

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s t1( )
decay curve from previous excitation segment
y t h t s t1 1( ) ( ) ( )= ∗
decay curve from current excitation segment
y t h t s tpre pre( ) ( ) ( )= ∗
s tpre ( )
Figure ..: Measured signal segments
In order to overcome this signal overlapping problem, the advantage of the sweep
can be considered. Since the frequency is monotonically increasing in the sweep,
only one frequency is generated at a specific instant. The decay curve from the
previous sweep segment includes only the low-frequency component, and the
swept signal from the following sweep segment includes only the high-frequency
component, as shown in Fig. .. These two additional components can be easily
filtered out in the frequency domain. MLS, for example, does not have such an
advantage.

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y t h t s t1 1( ) ( ) ( )= ∗
Sweep frequency range
Figure ..: Monotonic property of sweep
.. Measurement practice
When measuring the impulse response, the excitation signals must be generated
through the source, as illustrated by Eq. .. The measured signal also contains
the convolution of the source transducer’s impulse response.
𝑦(𝑡) = ℎ(𝑡) * ℎSource transducer(𝑡) * 𝑠(𝑡) (.)
Before estimating the time-stretching factor, the measured signals must first
deconvolve with the impulse response of the loudspeaker; otherwise, the im-
pulse response of the source transducer is also stretched, which might lead to
unpredictable errors.

.. Measurement results for inter-period time variance
.. Measurement results for inter-period time variance
Microphone
Source
Figure ..: The measurement cavity
In order to evaluate the time-stretching model under extreme conditions, a hollow
steel cavity is measured (see Fig. .). This could be an example for engine and
gearbox components, and the air volume inside the chamber is only approximately
. liters. The steel cavity is placed on a heater, and a thermometer is set inside
the chamber to measure the reference temperature. During the measurement, a
small loudspeaker with a diameter of . cm is placed inside this small chamber.
The chamber has a large heat capacity so that the temperature distribution can
be assumed to be uniform. The positions of the loudspeaker and microphone are
fixed. The temperature was arbitrarily changed from 20.4∘C to 28.6∘C.
The temperature variance can now be observed in the impulse response in both,
the time domain and the frequency domain. The impulse response at 20.4∘C
is measured twice in order to compare the time variance of the measurement
system itself—e.g. loudspeaker and microphone’s time variance. The impulse
response at 24.6∘C is measured once. Fig. . shows that as the temperature
changes, the phase of the impulse response shifts. In Fig. ., the difference
between two measurements at the different temperatures along the entire time
axis is compared. The green curve denotes the errors between the measurements
at different temperatures
[︀
ℎ(𝑡)24.6∘C − ℎ(𝑡)20.4∘C
]︀
. Since large phase shifts occur,
this error function is of almost the same magnitude as the reference curve.

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The difference between the two measurements at the identical temperature[︀
ℎ(𝑡)first measurement 20.4∘C − ℎ(𝑡)second measurement 20.4∘C
]︀
is also drawn here as a
reference for the time variance of the measurement devices; this error is very
small, when compared with the error caused by the temperature drift.
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Figure ..: Impulse response over various temperatures. The impulse response at
20.4∘C is measured twice to ensure that no other time variance exists
besides the temperature. The impulse responses at 20.4∘C and 24.6∘C
show some phase shifts.
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Figure ..: Comparison of different measurements in the time domain
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In the frequency domain (Fig. .), as the temperature changes, the curve of the
transfer function shifts along the frequency axis as well. The magnitude of the er-
ror function
[︀
𝐻(𝜔)24.6∘C −𝐻(𝜔)20.4∘C
]︀
is as large as a single measurement. This
error function
[︀
𝐻(𝜔)24.6∘C −𝐻(𝜔)20.4∘C
]︀
is plotted together with the reference
transfer function 𝐻(𝜔)20.4∘C in decibels in Fig. .. The difference between the
two curves denotes the relative error, which is 20 log10
⃒⃒⃒
𝐻(𝜔)24.6∘C−𝐻(𝜔)20.4∘C
𝐻(𝜔)20.4∘C
⃒⃒⃒
.
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Figure ..: Transfer function at various temperatures
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Figure ..: Comparison of different measurements in the frequency domain
Fig. . and Fig. . show the performance of the time-stretching compensation.
As the time-stretching factor is estimated, the curve of the impulse response at
.∘ C is stretched back to the reference impulse response .∘ C . Compared
with the errors in the cases without the time-stretching compensation—i.e. in
Fig. . and Fig. .—the errors are notably reduced.

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Figure ..: Performance of the time-stretching compensation in the time domain
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Figure ..: Performance of the time-stretching compensation in the frequency domain
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The time-stretching model is also used to calculate the long-time average in the
temperature-variant systems. In the experiment, the temperature is changed from
20.4∘C to 28.6∘C, and  impulse responses at various temperatures are recorded.
As illustrated in Fig. ., directly averaging the  time-variant impulse responses
will lead to incorrect average results, especially at high frequencies. After the
impulse responses are stretched back to the reference temperature (20.4∘C)
before the synchronous average, the compensated average still fits very well with
the transfer function at 20.4∘C. The difference between the reference transfer
function at 20.4∘𝐶 and the averaged transfer function after the time-stretching
compensation is shown in Fig. .. The difference is plotted in dB,
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Figure ..: The performance of averaging over the temperature-variant measurement
with/without the time-stretching compensation
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Figure ..: The difference between the reference transfer function at 20.4∘𝐶 and the
averaged transfer function after the time-stretching compensation
.. Simulation results for intra-period time variance
The impulse response measured in Sec. . is used for intra-period time variance
simulation. An -second-long linear sweep is generated from , Hz to ,
Hz. The temperature varies ±1∘C during the measurement, as shown in Fig. ..
The purple curve is the reference transfer function at 20∘C, and the green curve
the simulated measured transfer function influenced by intra-period temperature
variance. At the swept frequencies when the temperature drifts higher, the curve
of the transfer function shifts to high frequencies, and when the temperature
drifts lower, the curve of the transfer function at the corresponding frequencies
shifts to low frequencies. For example, at the beginning, the temperature drifts
to +0.3∘C, and then increases to +1∘C. During this period, the sweep is swept to
low frequencies, and the curve of the transfer function shifts to a high frequency.
From the rd to the th second, the temperature shift is nearly zero, and the
measured transfer function is nearly equal to the reference curve between .kHz
and .kHz. At the last part of the sweep, the temperature is lower than the

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reference temperature, and the curve of the measured transfer function shifts to
low frequency.
The error curves in both, the time and frequency domains, are also illustrated in
Fig. . and Fig. ., which are defined by Eq. ..
Error time domain = ℎIntraperiod time variance(𝑡)− ℎReference(𝑡)
Error frequency domain = 𝐻Intraperiod time variance(𝜔)−𝐻Reference(𝜔) (.)
In the frequency domain, the magnitude is plotted on the decibel scale.
The purple curve denotes the reference transfer function, which is calculated by
20 log10
⃒⃒
𝐻Reference(𝜔)
⃒⃒
and is overlapped by the transfer function of intra-period
time variance.
The red curve denotes the difference between the reference transfer function and
the time-varying transfer function. This difference is calculated by
20 log10
⃒⃒
𝐻Intraperiod time variance(𝜔)−𝐻Reference(𝜔)
⃒⃒
.
The difference between the two curves is can be regarded as the relative error
20 log10
⃒⃒⃒
𝐻Intraperiod time variance(𝜔)−𝐻Reference(𝜔)
𝐻Reference(𝜔)
⃒⃒⃒
.
Since the slight temperature drift may cause a large phase shift, the error curve
is as large as the reference transfer function.
The simulated -second sweep and the measured signal are extracted every
two seconds, and the temperature is estimated segment by segment. Since the
temperature drift is assumed to be constant within this short segment, and the
temperature indeed changes only slightly, a certain estimation error appears. But
this small error does not matter too much. After the temperature estimation, the
correct impulse response is recovered by Eq. .. The results are illustrated in
Fig. .. After the time-warping compensation, the errors are very small—below
- dB.
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Figure ..: Transfer function influenced by intra-period temperature variance
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Figure ..: Errors of intra-period time variance in the time domain
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Figure ..: Errors of intra-period time variance in the frequency domain
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Figure ..: Intra-period temperature drift estimation
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Figure ..: Performance of time-warping compensation
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Summary and Conclusion
The main motivation of this dissertation is to investigate the possibilities that
reduce background noise and improve the accuracy of impulse response measure-
ments.
Concerning the disturbing noise and aiming to deal with the disturbing noise
which coincides with the excitation signal in both the time and frequency domain,
the idea of separating the desired signal from the noise through statistical
methods such as BSS should be discarded because the statistical source separation
algorithm is an under-determined MIMO inverse problem. BSS only adds an
extraneous contrast function to the parameter-estimation problem. This contrast
function is the statistical independence between the source and noise, and it
cannot be ensured that the correct separation is achieved when the number of
parameters increases.
In problems of separating specific signal and noise and to test the robustness
of multi-microphone technqiues, a standard free field method was investigated.
Regarding the sound barrier measurement outdoors, instead of the subtraction
technique a linear four-microphone array can be used to separate direct sound
and reflected sound if sound waves impinging on each microphone are assumed
almost identical. The only differences are the magnitudes and delays. In this case
the parameters to be estimated are selected to be several frequency-independent
magnitudes. The different magnitudes at different microphones can be estimated
efficiently. However, the array size and microphone positions have to be configured
delicately to avoid the problem of ill-conditioned matrix.
If the sound barrier under test is not flat and includes complicated scattering
structures, the sound waves in front of the sound barrier can be considered as
neither simple plane waves nor spherical waves, and the parameters cannot be
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assumed to be only several frequency-independent magnitudes and the delays.
More parameters have to be estimated, and this microphone array fails to measure
the physical impulse response.
If the system under test has a significant reverberation time and the impulse
response of this system is measured in the presence of noise, a large number
of parameters have to be estimated simultaneously. This estimation procedure
is not possible through a single measurement because there are not enough
samples. Multiple excitation signals are designed to increase the number of
samples available for estimation, a large number of signal repetitions are required
to ensure the independence property, and the instability of the mixing matrix
inverse must be considered. In contrast, the conventional averaging approach
directly estimates only the wanted parameters. It does not estimate unwanted
parameters such as noise-to-receiver impulse responses, and avoids the instability
problem of the matrix inverse. The averaging approach converges to the least
mean square error and is more efficient and robust.
It was found that averaging is more reliable than statistical sound separation
methods. But it cannot be implemented under time-variant conditions. Due to
the fact that physical properties may change (in time-variant systems), further
investigation were performed to check if the time variance can be modeled by a
single or several latent parameters and it was investigated if averaging can be
performed after compensating for the effect of time variance in advance.
In terms of the sound barrier measurement outdoors, the influence of wind must
be considered. The effect of the wind can be modeled by a phase shift if the
wind is a uniform flow. In more complex situations of direct and reflected waves
sound in non-identical wind profiles, however, a compensation is not possible.
With regard to the impulse response of an air-borne sound measurement for a
machine monitoring system, a time-warping model for inter-period and intra-
period temperature variances was derived by using the Green’s function theory.
The effect of temperature variances can be compensated by warping temperature-
dependent impulse responses to a nominal impulse response. For the inter-period
time variances, the differences of two measurements is only a time-stretching
factor in the impulse response. The time-stretching factor can be estimated by
maximizing the cross-correlation function. The time-stretching model for the
inter-period temperature variance was validated by the measurement of a model
chamber.

For the intra-period temperature variance, in order to estimate the time-warping
factor, the advantage of sweeps is used because the instant frequency of sweep
increases monotonically with the time and the temperature shift at a specific
instant influences only the corresponding frequency. The sweep is cut into
short segments and the measured signal is filtered by the bandpass filter of the
corresponding frequencies. The time-warping factor is estimated segments by
segments by cross-correlation function. The simulation results for intra-period
time variance are also illustrated.
Future research could combine the above statistical signal estimation approach and
the physical model to fit specific scenarios. Regarding particular scenarios such
as machine monitoring, the tested signal might have particular characteristics. If
the physical and statistical properties can both be modeled correctly, the desired
signal could be separated.
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A
Solution for point source in uniform
flow
∆Ψ− 1
𝑐
(︂
𝜕
𝜕𝑡
+ 𝑉
𝜕
𝜕𝑥
)︂2
Ψ = 0 (A.)
where Ψ is the velocity potential. Separating the time factor with harmonic
component 𝑒𝑖𝜔𝑡, the time-independent equation is [Mechel, ].
(︃
∆−𝑀2 𝜕
2
𝜕𝑥2
− 2𝑖𝑘𝑀 𝜕
𝜕𝑥
+ 𝑘2
)︃
Ψ = 0 (A.)
It is difficult to derive the solution for a point source directly. But it can be
derived in two steps.
. A point source is moving at a constant speed along the 𝑥 direction.
. A sensor is moving at an identical speed to the source.
The equation of a moving point source is [Philip M. Morse, ]
∇2Ψ− 1
𝑐2
𝜕2Ψ
𝜕𝑡
= −𝑞 (𝑡) 𝛿(𝑥− 𝑉 𝑡)𝛿(𝑦)𝛿(𝑧) (A.)
To solve Eq. A., the Lorentz transformation should be performed[Philip M. Morse,
].
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⎡⎢⎢⎢⎢⎣
𝑥′
𝑡′
𝑦′
𝑧′
⎤⎥⎥⎥⎥⎦ =
⎛⎜⎜⎜⎜⎝
𝛾 −𝑉 𝛾 0 0
−𝑉 𝛾
𝑐2
𝛾 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎠
⎡⎢⎢⎢⎢⎣
𝑥
𝑡
𝑦
𝑧
⎤⎥⎥⎥⎥⎦ (A.)
or written as ⎡⎢⎢⎢⎢⎣
𝑥
𝑦
𝑧
𝑡
⎤⎥⎥⎥⎥⎦ =
⎛⎜⎜⎜⎜⎝
𝛾 𝑉 𝛾 0 0
𝑉 𝛾
𝑐2
𝛾 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎠
⎡⎢⎢⎢⎢⎣
𝑥′
𝑡′
𝑦′
𝑧′
⎤⎥⎥⎥⎥⎦ (A.)
performed by the Lorentz transformation
∇′2Ψ− 1
𝑐2
𝜕2Ψ
𝜕𝑡′2
= −𝛾𝑞(𝛾𝑡′)𝛿
(︁
𝑥′
)︁
𝛿
(︁
𝑦′
)︁
𝛿
(︁
𝑧′
)︁
(A.)
where ∇′2 = 𝜕2
𝜕𝑥′2 +
𝜕2
𝜕𝑦′2 +
𝜕2
𝜕𝑧′2
Eq. A. is equivalent to the wave equation for the point source at the fixed
position.
Hence, the solution of Eq. A. is
Ψ
(︁
𝑟′, 𝑡′
)︁
= 𝛾
𝑞
[︂
𝛾
(︁
𝑡′ − 𝑟′
𝑐
)︁]︂
4𝜋𝑟′
(A.)
Transforming back to the (𝑥, 𝑦, 𝑧, 𝑡) coordinate systems,
Ψ (𝑟, 𝑡) = 𝛾
𝑞
⎡⎣𝛾(︃(𝑡− 𝑉 𝑥
𝑐2
)𝛾 −
√︁
[(𝑥−𝑉 𝑡)𝛾]2+𝑦2+𝑧2
𝑐
)︃⎤⎦
4𝜋
√︁[︀
(𝑥− 𝑉 𝑡)𝛾]︀2 + 𝑦2 + 𝑧2 (A.)
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This is the solution for a moving point source. On moving the sensor at the
same speed as that of the source, the effect is equivalent to doing a Galileo
transformation.
𝑥′′ = 𝑥− 𝑉 𝑡
𝑦′′ = 𝑦
𝑧′′ = 𝑧
𝑡′′ = 𝑡
(A.)
Ψ
(︁
𝑟′′, 𝑡′′
)︁
= 𝛾
𝑞
(︂
𝑡′′ + 𝑉 𝛾
2𝑥′′
𝑐2
− 𝛾
√
𝛾2𝑥′′2+𝑦′′2+𝑧′′2
𝑐
)︂
4𝜋
√︀
𝛾2𝑥′′2 + 𝑦′′2 + 𝑧′′2
(A.)
for the harmonic waves 𝑞(𝑡) = 𝑒𝑖𝜔𝑡
Ψ
(︁
𝑟′′, 𝑡′′
)︁
= 𝛾
𝑒
𝑖𝜔
⎛⎝𝑡′′+𝑉 𝛾2𝑥′′
𝑐2
−𝛾
√
𝛾2𝑥′′2+𝑦′′2+𝑧′′2
𝑐
⎞⎠
4𝜋
√︀
𝛾2𝑥′′2 + 𝑦′′2 + 𝑧′′2
(A.)
One can easily prove that the solution Eq. A. satisfies the convective wave
equations Eq. A. and Eq. A..
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