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Abstract 
While transmitting redundant data through an insecure and bandwidth limited channel, it is mandatory to encrypt and compress 
it. Generally encryption is followed by compression as the statistical properties of encrypted images are not suitable for applying 
conventional compression schemes. The problem is that many situations demand the reverse procedure. This paper proposes a 
scheme of compressing encrypted data with the help of a subservient data and Huffman coding. For encrypting the original 
image, it is manipulated with a pseudorandom number sequence generated using a secret key. The subservient data is also created 
by the content owner. The encrypted data is then compressed using a quantization mechanism and Huffman coding. For 
quantizing the image the subservient data produced by the content owner is used. The quantized values are then coded using 
Huffman coding. At the reconstruction side the principal content of the data is reconstructed. Experimental results show that the 
compression ratio distortion performance of this method is superior to the existing Techniques. The compression ratio of 
encrypted image is improved to the range 10 to 20. 
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1. Introduction 
Nowadays multimedia, computers and networks have a big influence in our lives. Especially the internet is 
becoming highly important for nearly everybody. The security and protection of the data has become an important 
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issue. There are several schemes for performing the encryption and compression of image. Generally, compression is 
followed by encryption as the conventional compression schemes cannot be applied in the encrypted image.  
However there are situations where encryption followed by compression is preferred. Consider for example a data 
distribution scenario where the content owner and the network operator are two separate entities, and do not trust 
each other. If the content owner is interested to protect the privacy of the data through encryption, the network 
operator is forced to compress the encrypted data. Encrypted image is purely random in nature and does not contain 
any kind of redundancies. Thus compression of encrypted images is not up to that of natural images. This paper 
deals with a scheme of compressing encrypted images using subservient data and Huffman coding. In encryption 
phase, the content owner performs the encryption of original uncompressed image, and subservient data is also 
created when the channel bandwidth is not enough. In compression phase, a quantization mechanism is used to 
compress the encrypted data in various DCT sub-bands. The quantized values are coded using Huffman coding. The 
quantization parameter is optimized by using an optimizing mechanism which employs the subservient data. At a 
receiver side an intended user with secret key can reconstruct the principal content. The experimental result shows 
the ratio-distortion performance of this work is significantly better than thatof existing techniques. 
2. Related works 
    The field of encryption and compression encompasses diverse schemes, ranging from the order of the process to 
variety of techniques. Here the schemes in which encryption is followed by compression only is considered. 
A.Kingston proposed a scheme [19] in 2007 which was motivated by a French project that was intended to securely 
store the digital data base of Louvre museum. Instead of encrypting the entire image only selective encryption is 
performed. The proposed technique takes advantage of a kind of Discrete Randon Transform (DRT) called the 
Mojette transform properties. This method enables perfect reconstruction of image. But as we increase the number 
of blocks that should be encrypted the time requirement increases exponentially. So it is impossible to completely 
encrypt the image using this method. In 2008, another method was proposed by A. Anil Kumar [7], which applies 
encryption on the prediction errors instead of directly applying on the images and use distributed source coding for 
compressing the cipher texts. The simulation results show that by using the proposed technique comparable 
compression gains, with compression ratios varying from 1.5to 2.5 can be achieved despite encryption. In order to 
increase the compression gain the quality of the image should be sacrificed. In 2009, another work was proposed by 
A. Anil Kumar [12] which considers the problem of lossy compression of encrypted image by compressive sensing 
technique. Denoising of output image will improve the PSNR of the result. Through this method compression ratio 
could be improved up to 3.2.X. Zhang [15] proposed a novel scheme for lossy compression of an encrypted image 
with flexible compression ratio. This method is based on iterative reconstruction. The data sender pseudo randomly 
permutes the pixels and the permutation way is determined by a secret key. For compression permuted pixels are 
divided into two sets as rigid pixels and elastic pixels. Rigid pixels will be kept as such. Orthogonal transform is 
performed for the elastic pixels. Compression ratio increased to 4 in this method. The method of scalable coding 
[16] of encrypted images was proposed by X. Zhang. The encrypted image will be down sampled by 2 and the 
remaining pixels are converted to different sets. As more and more sets in Q are transmitted, the PSNR increases but 
CR decreases. Because of the hierarchical coding mechanism, the compression ratio varies between2.7 to 4.5. 
3. Proposed Scheme 
    In this scheme, the content owner firstly encrypts the image using a secret key and the encrypted data is provided 
to the channel provider. In this method encrypted data has two parts. If the bandwidth of the channel is enough for 
transmission of the data, the channel provider transmits the encrypted data. Otherwise, the channel provider sends a 
bandwidth insufficiency message to the content owner, and then the content owner generates the subservient data 
according to the image and provides it to the channel provider. Then, the channel provider who cannot access the 
original content may compress the coefficients in encrypted domain by a quantization method with the subservient 
data, and transmits the compressed data, which include an encrypted sub-image, and subsidiary part of encrypted 
data, the quantized data, and the quantization parameters through a channel. At receiver side, an authorized user can 
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reconstruct the principal content of original image by retrieving the coefficient values. Using this method the 
compression ratio distortion performance is improved. The sketch of this work is shown in Fig.1.  
 
Fig. 1. Block Diagram of Proposed System 
3.1. Encryption 
A pseudorandom number sequence in the range of 0 to 255 and in the same size of original image is used for 
encrypting the original image. The pseudorandom numbers are generated using a secret key, which is known to the 
content owner and the authorized user alone. Modulo256 addition is performed between the input image and PN 
sequence. The encrypted data has two parts. Let, the input image be represented as p, with a size of mൈn. 
Pseudorandom number sequence, k of same size is generated using the secret key. It is desirable that the value of the 
PN sequence vary in between 0 to 255. The first part of Encrypted data [16] is calculated as in (1). Clearly for 
reconstruction we should have the information about the quotient of this Modulo 256 addition.  Since the value of 
image and PN sequence varies in between zero and 255, the quotient of Modulo 256 addition will be a binary 
sequence. It is calculated as shown in (2). In order to improve the compression ratio it is desirable to perform 
bilinear interpolation on the input image to a desirable size. 
mod[( ), 256]c p k           (1) 
              [( ) / 256]s floor p k                                                    (2) 
It is advisable to encrypt this data as well. Thus, it is XORed with pseudorandom binary sequence. s has the same 
size of original image, and the values are binary in nature. Any biplane of the previously generated pseudorandom 
number sequence can be used for the encryption of s. 
3.2. Subservient Data Generation  
    Subservient Data is generated for efficient compression and reconstruction of encrypted data. For generating 
subservient data, the input image is first down sampled by a factor of 8. More specifically, we are dividing the 
image into blocks of 8ൈ8, and from each block the last pixel is selected. Down sampled image is then interpolated 
using bilinear interpolation. The input image and interpolated image are divided into blocks of 8ൈ8 and block wise 
2D discrete cosine transform is calculated. With viewing the coefficients as 64 sub-bands, calculate the square roots 
of the average interpolation distortion [18] as shown below.  
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    Thus the subservient data ɐcan be generated where P and G are the block wise 2D DCTs of original image and 
interpolated image respectively. The values of u and v vary from 1 to 8. 
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3.3. Compression 
    After encrypting the image, if the channel resource is sufficiently abundant any compression is needless. In this 
case the channel provider may transmit the encrypted image directly. Thus an authorized can decrypt the received 
data to reconstruct the original image without any distortion. If the channel resource is limited, the channel provider 
should obtain the subservient data from the content owner, and then perform a data-compression using a 
quantization and entropy coding before transmission. The compression procedure is as follows. 
    The compression will be performed in 64 sub-bands of discrete cosine transform with different optimized 
quantization parameters. The channel provider performs 2 dimensional DCT in the encrypted image with a block-
by-block manner with a block size of 8ൈ8. Each block is of size 8ൈ8 and considered as 64 different sub-bands. It is 
converted into row vector. Such vectors corresponding to every block are concatenated downwards to obtain a 
matrix of size (mn/64ൈ64). Next step is orthogonal transform of the matrix. Orthogonal transform will help to obtain 
better visual quality as it is uniformly scattering the reconstruction error. In orthogonal transform the matrix of size 
(mn/64ൈ64)is multiplied with an orthogonal matrix of size (mn/64ൈmn/64). Then quantization of the orthogonally 
transformed matrix is performed as follows 
( , )
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D represents the orthogonally transformed matrix. The quantization parameters, M and Δ are optimized using the 
procedure explained in section 3.5. The quantized values are encoded using Huffman coding.    
    Sub image of the encrypted image is calculated simply by down sampling the encrypted image by a factor of 8. 
Thus the sub-image, the encrypted binary data, Huffman coded data and the quantization parameter values are 
transmitted to the receiver. 
3.4. Reconstruction 
With the compressed data and secret key the receiver should perform the following operations to reconstruct the 
principal image content. Decompose the compressed data and decode the Huffman coded data to obtain quantized 
values i.e., Q. Then decrypt the sub-image to retrieve the original sub image and bilinear interpolation of this sub-
image is performed.  Interpolated image is denoted as g. Then decrypt binary encrypted data as well. Find an 
estimate of encrypted image using (5) where k   is equal to k if corresponding binary data is zero, else 256 is 
subtracted from k to obtain k . The estimate of the encrypted image is transformed using block wise 2D discrete 
cosine transform. The coefficients in each block are converted into vectors. Such vectors of every block are 
concatenated to obtain a matrix of size (mn/64ൈ64). This vector is orthogonally transformed to obtain D . D is 
approximated to closest value [18] of  original value using (6) Inverse orthogonal transform of  Dˆ   is calculated to 
obtain  Cˆ . Inverse 2D DCT is also performed on Cˆ   in block by block manner to obtain cˆ . Finally, the 
reconstructed image is obtained [18] as (7).  
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3.5. Optimization of compression parameters 
     For optimization of Δ the subservient data is required. The following steps are performed to optimize Δ. The 
difference between D and D  is calculated as, 
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    Using these values the function f is calculated as in (11). f is the measure of expectation of error in each sub-band. 
It is calculated for various values of Δ. And the value Δ which provides the minimum f for each sub band will be 
selected [18].  
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    From (4), it is clear that as the value of M decreases, the range of values of Q will decrease and hence the 
compression ratio will increase with a trade off in the quality of the image. For optimizing M a negative value of O  
is selected and a condition is set such that as the value of O  becomes more and more negative the compression ratio 
increases. The condition is in (12) where km is the trail values which should be preferably in the range of 1 to 64. 
The value of km satisfying (12) is selected as M for each sub band. Likewise the optimized compression parameters 
are calculated as ( , )u vM  and ( , )u v'  where u and v varies from 1 to 8. 
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4. Experimental Results 
     The test image Lena sized 512 ×512 was used as the original in the experiment. Image used for the experiments 
and it’s encrypted versions are shown below. 
 
Fig. 2. (a) Input image Lena (b) Encrypted image 
    When producing an encrypted version, we also generated the subservient data. For generation of subservient data, 
the original image is down sampled and then bilinearly interpolated. These images are obtained as shown in Fig.3. 
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Fig. 3. (a) Downsampled image (b) Interpolated image 
The subservient data generated for Lena image in gif format is shown in Table 1. 
 
Table 1.  Subservient Data generated for Lena.gif of size 512ൈ512 
The value of O  is given as -20 and -50 and the optimized values of M are shown in Table 2. 
Table 2.  Optimized values of M for (a)O =-20 and O  =-50 
(a)                                                                                                             (b)
 
 
Table 3.Optimized values of Δ for O =-20 and O  =-50 
     Thus we obtained the compressed values and the compression ratio is found to be 42.54 and 42.91 for O  values 
of -20 and -40 respectively which is very high compared to the existing works of encrypted image compression. The 
space saved due to this compression is above 96% with Huffman coding. The reconstructed image was of good 
subjective quality and with a PSNR above 36dB. The reconstructed image is as shown in Fig.4.    Even without 
using Huffman coding this method could improve the compression ratio than the previous methods. The tradeoff 
between compression ratio and PSNR without using Huffman coding is shown in Fig 5 (a). 
66   K.S. Kasmeera et al. /  Procedia Technology  25 ( 2016 )  60 – 67 
 
0Fig. 4  Reconstructed image (a) PSNR=37.78 Compression ratio without using Huffman coding is 5 and with Huffman coding 22.54 for O =-
20   (b)PSNR=36.72 Compression ratio without using Huffman coding is 6 and with Huffman coding 22.91 for O  =-50    
 
Fig 5. a)Tradeoff between Compression ratio and PSNR without using Huffman coding b) Comparison Chart of maximum compression ratio 
obtained though different methods 
The system was tested for different outputs and obtained good results. Results are shown in Fig.6 
 
Fig. 6. Input image, Encrypted image and output images obtained for different test images 
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      The graph shown in Fig.5(b) compares this method with other techniques which perform the compression of 
encrypted image. The maximum compression ratios obtained in different methods are displayed. The maximum 
compression ratio obtained through distributive source coding is 2.5. It is improved to 3.2 using compressive 
sensing method. Using iterative reconstruction and scalable coding compression ratio obtained is 4 and 4.5 
respectively. Using this work a maximum compression ratio of 10 and 20 can be obtained with and without 
Huffman coding. The same input image is used for comparison. 
5. Conclusion 
This work proposes a scheme of compressing encrypted images with subservient data and Huffman coding. 
While the content owner produces the encrypted data and the subservient data, the channel provider quantizes the 
encrypted data using the optimal parameters derived from the subservient data, and then performs coding of the 
quantized values using Huffman coding. Then transmits an encrypted sub-image, the Huffman coded data, the 
quantization parameters and the encrypted binary data. At receiver side, the principal image content can be 
reconstructed using the compressed encrypted data and the secret key. Compared with existing methods, the 
compression performance is improved. In future, this method can be applied for standard encryption schemes such 
as AES or DES. 
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