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T. Popoviciu (1965) [13] has proved an interesting characterization of the convex functions
of one real variable, based on an inequality relating the values at any three points x1, x2, x3,
with the values at their means of different orders: (x1 + x2)/2, (x2 + x3)/2, (x3 + x1)/2 and
(x1 + x2 + x3)/3. The aim of our paper is to develop a higher dimensional analogue of the
usual convexity based on his characterization.
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1. Introduction
T. Popoviciu [13] has proved in 1965 an interesting characterization of convex functions on intervals, relating the values
at the barycenters of different subsets of a given ﬁnite set of points. In the simplest case his result reads as follows:
Theorem 1. Let f : I →R be a continuous function. Then f is convex if, and only if,
f (x1) + f (x2) + f (x3)
3
+ f
(
x1 + x2 + x3
3
)
 2
3
[
f
(
x1 + x2
2
)
+ f
(
x2 + x3
2
)
+ f
(
x3 + x1
2
)]
(1.1)
for all x1, x2, x3 ∈ I .
A short argument, as well as some important applications and comments, can be found in the recent book of
C.P. Niculescu and L.-E. Persson [10]. See also [11] and [12] for additional information.
It is natural to ask whether this result has a higher dimensional analogue. At ﬁrst glance the answer is negative since we
can exhibit easily counterexamples of two real variables. For example, think at an upsidedown regular triangular pyramid
viewed as the graph of a convex function.
However, the case of Hlawka’s inequality in Euclidean spaces indicates that the extension of Popoviciu’s inequality within
the framework of several variables really makes sense.
In order to clarify the matter it is suitable to introduce a new concept of convex function, that proves to be stronger
then the usual one.
Deﬁnition 1. Let U be a convex subset of a real linear space E . A function f : U → R is called 2D-convex if it veriﬁes the
inequality
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λ1 + λ2 + λ3 + f
(
λ1x1 + λ2x2 + λ3x3
λ1 + λ2 + λ3
)
 1
λ1 + λ2 + λ3
[
(λ1 + λ2) f
(
λ1x1 + λ2x2
λ1 + λ2
)
+ (λ2 + λ3) f
(
λ2x2 + λ3x3
λ2 + λ3
)
+ (λ3 + λ1) f
(
λ3x3 + λ1x1
λ3 + λ1
)]
for all x1, x2, x3 ∈ U and λ1, λ2, λ3  0, with λ1 + λ2 + λ3 > 0.
An equivalent form of the inequality above is
1
λ1 + λ2 + λ3
∑
1i< j3
(λi + λ j)
[
λi f (xi) + λ j f (x j)
λi + λ j − f
(
λi xi + λ jx j
λi + λ j
)]
 λ1 f (x1) + λ2 f (x2) + λ3 f (x3)
λ1 + λ2 + λ3 − f
(
λ1x1 + λ2x2 + λ3x3
λ1 + λ2 + λ3
)
. (1.2)
The usual notion of convexity refers to the behavior of a function along linear segments. The property deﬁned by Deﬁ-
nition 1 refers to the behavior over 2-dimensional simplices (and relates the discrepancies of Jensen’s inequality along the
sides with the discrepancy relative to the vertices).
Clearly, every aﬃne function is 2D-convex. T. Popoviciu [13] noticed that every convex function of one real variable is
2D-convex. Thus the same is true for all functions f :RN →R of the form
f (x1, . . . , xn) = ϕ1(x1) + · · · + ϕn(xn),
whenever ϕ1, . . . , ϕn are convex functions on the real line.
The set of all 2D-convex functions (deﬁned on the same convex set) is stable under addition and multiplication by
positive numbers.
Since the absolute value function is 2D-convex on R, an easy argument yields the following result:
Proposition 1. The absolute value of every aﬃne function is also 2D-convex.
As a consequence, if f and g are aﬃne functions, then their supremum,
sup{ f , g} = | f − g| + f + g
2
,
is also 2D-convex.
The example of a convex function which is not 2D-convex (mentioned in our comment following Theorem 1) shows that
the upper envelope of a family of at least three aﬃne functions is not necessarily 2D-convex. The same happens with the
positive part of a 2D-convex function.
Theorem 2. Every 2D-convex function is convex in the usual sense.
According to the discussion above, the converse works only in the case of functions deﬁned on intervals.
A formal proof of Theorem 2 makes the objective of the next section. However, in the particular case where f is a
continuous 2D-convex function deﬁned on an open convex set U ⊂ RN , we can supply a simple argument based on the
upper second symmetric derivative of f at x, in the direction v ,
D2 f (x; v) = limsup
h↓0
f (x+ hv) + f (x− hv) − 2 f (x)
h2
.
In fact, for every x ∈ U , there is an r > 0 such that the ball Br(x) ⊂ U and thus for every unit vector v ∈ RN , the points
x± hv belong to Br(x), whenever h ∈ (0, r). According to the property of 2D-convexity,
f (x) + f (x− hv) + f (x+ hv)
3
+ f (x) 2
3
[
f
(
x− h
2
v
)
+ f
(
x+ h
2
v
)
+ f (x)
]
that is,
f (x− hv) + f (x+ hv) − 2 f (x)
h2
 1
2
· f (x−
h
2 v) + f (x+ h2 v) − 2 f (x)
( h2 )
2
.
Letting h → 0+, we get D2 f (x; v) 12D2 f (x; v), that is, the positivity of the upper second symmetric derivative of f at x,
in the direction v . According to a well-known criterion of convexity (see [10, Theorem 1.3.9, p. 24]), we can conclude that
the restriction of f to any line segment contained in U is convex.
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particular, every 2D-convex function on an open convex subset of Rn is locally Lipschitz (and thus differentiable almost everywhere).
By combining Theorem 2 with the inequality (1.2) we infer the following rigidity property that makes the difference
between the usual convexity and the 2D-convexity:
Corollary 2. If f is a 2D-convex function on a triangular domain ABC whose restriction to each of the sides AB, BC and C A is an
aﬃne function, then f itself is an aﬃne function.
We next prove that both the norm of a pre-Hilbert space and its square are 2D-convex functions.
For this we need the following identity (due to Hlawka), which proves to be a higher analogue of the parallelogram law:
for all x1, x2, x3 in a pre-Hilbert space,
‖x1‖2 + ‖x2‖2 + ‖x3‖2 + ‖x1 + x2 + x3‖2 = ‖x1 + x2‖2 + ‖x2 + x3‖2 + ‖x3 + x1‖2. (1.3)
An easy argument is to replace the norms by dot products. Since ‖ · ‖2 is a convex function, we can easily infer from the
identity (1.3) that ‖ · ‖2 is 2D-convex.
On the other hand, from the identity (1.3) we infer Hlawka’s inequality (see [4]): for every x1, x2, x3 in a pre-Hilbert
space H ,
‖x1 + x2 + x3‖ + ‖x1‖ + ‖x2‖ + ‖x3‖ − ‖x1 + x2‖ − ‖x2 + x3‖ − ‖x3 + x1‖ 0. (1.4)
In fact, based on (1.3), the left-hand side equals
(‖x1‖ + ‖x2‖ − ‖x1 + x2‖)
(
1− ‖x1‖ + ‖x2‖ + ‖x1 + x2‖‖x1‖ + ‖x2‖ + ‖x3‖ + ‖x1 + x2 + x3‖
)
+ (‖x2‖ + ‖x3‖ − ‖x2 + x3‖)
(
1− ‖x2‖ + ‖x3‖ + ‖x2 + x3‖‖x1‖ + ‖x2‖ + ‖x3‖ + ‖x1 + x2 + x3‖
)
+ (‖x3‖ + ‖x1‖ − ‖x3 + x1‖)
(
1− ‖x3‖ + ‖x1‖ + ‖x3 + x1‖‖x1‖ + ‖x2‖ + ‖x3‖ + ‖x1 + x2 + x3‖
)
,
that is a combination of nonnegative terms.
Hlawka’s inequality yields easily the 2D-convexity of the norm in a pre-Hilbert space since
1
λ1 + λ2 + λ3
[
(λ1 + λ2)
∥∥∥∥λ1x1 + λ2x2λ1 + λ2
∥∥∥∥+ (λ2 + λ3)
∥∥∥∥λ2x2 + λ3x3λ2 + λ3
∥∥∥∥+ (λ3 + λ1)
∥∥∥∥λ3x3 + λ1x1λ3 + λ1
∥∥∥∥
]
= 1
λ1 + λ2 + λ3
[‖λ1x1 + λ2x2‖ + ‖λ2x2 + λ3x3‖ + ‖λ3x3 + λ1x1‖]
 λ1‖x1‖ + λ2‖x2‖ + λ3‖x3‖
λ1 + λ2 + λ3 +
∥∥∥∥λ1x1 + λ2x2 + λ3x3λ1 + λ2 + λ3
∥∥∥∥.
Hlawka’s inequality is not characteristic to pre-Hilbert spaces! In fact, it was extended by J. Lindenstrauss and
A. Pełczyn´ski [6] to all real Banach spaces whose ﬁnite dimensional subspaces can be embedded (linearly and isometri-
cally) in suitable spaces Lp([0,1]), with 1  p  2. Since every two-dimensional real Banach space can be embedded into
L1([0,1]) (see [7]), the following result holds true:
Proposition 2. The norm of any two-dimensional real Banach space is 2D-convex.
A simple algebraic proof of Proposition 2 can be found in the paper by L.M. Kelly, D.M. Smiley and M.F. Smiley [5].
Notice that Hlawka’s inequality fails in R3, when endowed with the norm
‖x‖p =
(
3∑
k=1
xpk
)1/p
(p  3).
Unlike the case of usual convexity, even in a pre-Hilbert space H the distance function from a nonempty closed convex
subset C ,
d(x,C) = inf
z∈C ‖x− z‖, x ∈ H,
is not necessarily 2D-convex. A simple counterexample to (1.1) is offered by the unit disc and the points of coordinates
(1,0), (0,1) and (α,α), with α ∈ (1,5).
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consequence, all functions of the form
f (x1, x2) = (ax1 + bx2)2, (x1, x2) ∈R2
(with a and b real parameters) are 2D-convex. A generalization of this example will be described in Section 5.
On compact intervals, the continuous convex functions can be approximated uniformly by piecewise linear convex func-
tions. The general form of such approximation is
ax+ b +
N∑
k=1
ck|x− xk|,
where a,b, xk ∈R and ck  0 for all k ∈ {1, . . . ,N}. See [10, p. 34]. This property does not extend to higher dimensions.
Proposition 3. In every pre-Hilbert space H of dimension  2 there exist convex functions (deﬁned on compact convex sets) which
cannot be approximated by functions of the form
ax′(x) + b +
N∑
k=1
ck‖x− xk‖,
where x′ ∈ H ′ , a,b, xk ∈R and ck  0 for all k.
A question which is left open is whether the above property of approximation characterizes in fact the 2D-convex
functions among continuous functions deﬁned on a compact convex set of a pre-Hilbert space.
In Section 3 we prove the existence of a (discrete) analogue of Jensen’s inequality in the framework of 2D-convex
functions. Our result extends previous work of D.Ž. Dokovic´ and T. Popoviciu [13].
Section 4 deals with a Hermite–Hadamard type inequality for the 2D-convex functions. Since the 2D-convex functions
are also convex, the value of every such function at the barycenter does not exceed its integral mean. See [10, p. 184].
We prove a complementary result, providing an upper bound for the integral mean of a 2D-convex function restricted to a
2-dimensional simplex. As in the case of usual convex functions, this upper bound is represented by a convex combination
of the values at the vertices and at the barycenter (and improves on the upper bound offered by the classical Hermite–
Hadamard inequality).
In Section 5 we discuss a conjecture about the equivalence of 2D-convexity to an analogue of midpoint convexity, built
on the unweighted form (1.1) of Popoviciu’s inequality. Here the presence of continuity is required.
The paper ends by proving that the convolution of a 2D-convex function by a nonnegative function with compact support
is 2D-convex, too. This shows that the occurrence of 2D-convexity is a rather common phenomenon.
2. Proof of Theorem 2
By applying the inequality in Deﬁnition 1 for x2 = x3 and λ2 = λ3 we get
λ1 f (x1) + 2λ2 f (x2)
λ1 + 2λ2 + f
(
λ1x1 + 2λ2x2
λ1 + 2λ2
)
 2(λ1 + λ2)
λ1 + 2λ2 f
(
λ1x1 + λ2x2
λ1 + λ2
)
+ 2λ2
λ1 + 2λ2 f (x2)
that is,
f
(
λ1x1 + λ2x2
λ1 + λ2
)
 λ1
2(λ1 + λ2) f (x1) +
λ1 + 2λ2
2(λ1 + λ2) f
(
λ1x1 + 2λ2x2
λ1 + 2λ2
)
,
which, by the following lemma, is strong enough to characterize the convex functions.
Lemma 1. Let U be a convex subset of a real linear space E. A function f : U →R is convex if (and only if ) it satisﬁes the inequality
f
(
λ1x1 + λ2x2
λ1 + λ2
)
 λ1
2(λ1 + λ2) f (x1) +
λ1 + 2λ2
2(λ1 + λ2) f
(
λ1x1 + 2λ2x2
λ1 + 2λ2
)
, (2.1)
whenever x1, x2 ∈ U and λ1, λ2 > 0.
Proof. The necessity part is clear. The suﬃciency part is done in 4 steps.
Step 1. We may restrict ourselves to the case where U is an interval of R. Indeed, all the points involved in (2.1) lie on
the segment of endpoints x1 and x2, and this segment is aﬃnely isomorphic to the interval [0,1].
M. Bencze et al. / J. Math. Anal. Appl. 365 (2010) 399–409 403Step 2. We will next show that for any pair of points a < b of U (b belonging to the interior of U ) one can ﬁnd a point
z ∈ [a,b) such that
f (t) f (a) + f (b) − f (a)
b − a (t − a) for all t ∈ [z,b]. (2.2)
Indeed, for x1 = a, v ∈ U larger than b, and λ1 > 0 arbitrarily ﬁxed, we may consider the function
ϕ : (b, v] →R, ϕ(x2) = λ1x1 + λ2(x2)x2
λ1 + λ2(x2) ,
where λ2(x2) > 0 is the unique solution of the equation
λ1x1 + 2λ2(x2)x2
λ1 + 2λ2(x2) = b.
Then
ϕ(x2) = (x1 + b)x2 − 2bx1
2x2 − b − x1 ,
and a small computation shows that ϕ′ < 0, while limx2→b+ ϕ(x2) = b. Therefore ϕ maps (b, v] bijectively onto [ϕ(v),b),
and by (2.1) we infer that (2.2) also works for z = ϕ(v).
Step 3. Our next goal is to show that the point
zmin = inf
{
z ∈ (a,b): (2.2) holds for all t ∈ [z,b]}
coincides with a. In fact, if the contrary is true, then a < zmin < b. By the choice of zmin,
f (t) f (a) + f (b) − f (a)
b − a (t − a) for all t ∈ (zmin,b], (2.3)
and we shall show that this inequality also works for t = zmin. For this, we have to apply (2.1) for x1 = a, x2 arbitrarily ﬁxed
in (zmin,b), and λ1, λ2 > 0 chosen such that
zmin = λ1x1 + λ2x2
λ1 + λ2 .
Letting z1 = λ1x1+2λ2x2λ1+2λ2 , we notice that b > z1 > zmin and from (2.1) we infer that
f (zmin) f (a) + f (z1) − f (a)z1 − a (zmin − a). (2.4)
Since the chord joining the points (a, f (a)) and (b, f (b)) is above the chord joining the points (a, f (a)) and (z1, f (z1))
(see (2.3) for t = z1) we infer that (2.3) works also for t = zmin.
Repeating an argument above we check the existence of a point z′ ∈ [a, zmin) such that
f (t) f (a) + f (zmin) − f (a)
zmin − a (t − a) for all t ∈
[
z′, zmin
]
. (2.5)
By (2.4), the chord joining the points (a, f (a)) and (z1, f (z1)) is above the chord joining the points (a, f (a)) and
(zmin, f (zmin)), which forces
f (t) f (a) + f (b) − f (a)
b − a (t − a) for all t ∈
(
z′,b
]
,
in contradiction with the choice of zmin. Consequently zmin = a.
Step 4. The above reasoning shows that f is convex on any interval [a,b], where a∈ U , b ∈ intU and a < b. As convexity
is a local property (see [10, p. 24]) the above argument covers the convexity of f on the whole domain U , provided that U
is either an open interval or an interval of the form [u, v). The case of the intervals of the form U = (u, v] can be argued
by a similar argument, starting with pair of points a,b ∈ U , with a < b, and a interior to U . The case of compact intervals
U = [u, v] follows from the preceding discussion, by noticing that U = [u, v) ∪ (u, v]. 
3. The 2D-analogue of Jensen’s inequality
The aim of this section is to extend the inequality in Deﬁnition 1 for ﬁnite families of more than 3 points. The main
result is the following analogue of Jensen’s inequality in the context of 2D-convexity:
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1i1<···<ipn
(λi1 + · · · + λip ) f
(
λi1xi1 + · · · + λip xip
λi1 + · · · + λip
)

(
n − 2
p − 2
)[
n − p
p − 1
n∑
i=1
λi f (xi) +
(
n∑
i=1
λi
)
f
(
λ1x1 + · · · + λnxn
λ1 + · · · + λn
)]
. (Pn, p)
Here x1, . . . , xn ∈ U , n 3, p ∈ {2, . . . ,n − 1}, and λ1, . . . , λn are positive numbers (representing weights).
Proof. The 2D-convexity means precisely the inequality (P3,2).
We shall show (by mathematical induction) that
(P3,2) ⇒ (Pn,n−1)
for all integers n 3. Recall that (Pn,n−1) means
n∑
i=1
λi f (xi) + (n − 2)
(
n∑
i=1
λi
)
f
(∑n
i=1 λi xi∑n
i=1 λi
)

n∑
j=1
(∑
i = j
λi
)
f
(∑
i = j λi xi∑
i = j λi
)
for all x1, . . . , xn ∈ U , and λ1, . . . , λn > 0.
Assuming that (Pn,n−1) works we will pass to the case of families of length n + 1. Then, by applying (Pn,n−1) to the
family
x1, . . . , xn−1,
λnxn + λn+1xn+1
λn + λn+1 ,
we infer that
n−1∑
i=1
λi f (xi) + (λn + λn+1) f
(
λnxn + λn+1xn+1
λn + λn+1
)
+ (n − 2)
(
n+1∑
i=1
λi
)
f
(∑n−1
i=1 λi xi + (λn + λn+1) λnxn+λn+1xn+1λn+λn+1∑n
i=1 λi + (λn + λn+1)
)
is greater than or equal to
n−1∑
j=1
( ∑
1in+1, i = j
λi
)
f
(∑
1in+1, i = j λi xi∑
1in+1, i = j λi
)
+
(
n−1∑
i=1
λi
)
f
(∑n−1
i=1 λi xi∑n−1
i=1 λi
)
.
On the other hand, by applying (P3,2) to the family∑n−1
i=1 λi xi∑n−1
i=1 λi
, xn, xn+1,
we infer that
(
n−1∑
i=1
λi
)
f
(∑n−1
i=1 λi xi∑n−1
i=1 λi
)
+ λnxn + λn+1xn+1 +
(
n+1∑
i=1
λi
)
f
((∑n−1
i=1 λi
)∑n−1
i=1 λi xi∑n−1
i=1 λi
+ λnxn + λn+1xn+1∑n+1
i=1 λi
)
is greater than or equal to(
n∑
i=1
λi
)
f
(∑n
i=1 λi xi∑n
i=1 λi
)
+
( ∑
1in+1, i =n
λi
)
f
(∑
1in+1, i =n λi xi∑
1in+1, i =n λi
)
+ (λn + λn+1) f
(
λnxn + λn+1xn+1
λn + λn+1
)
.
Summing up we obtain (Pn+1,n).
To end the proof we will consider the case where n ∈N, n > p  3 and show that
(Pn,p) ⇒ (Pn,p−1).
By (Pn,p) and (P p,p−1) we get(
n − 2
p − 2
)(
n − p
p − 1
n∑
i=1
λi f (xi) +
(
n∑
i=1
λi
)
f
(∑n
i=1 λi xi∑n
i=1 λi
))
 1
p − 2
(
−
(
n − 1
p − 1
) n∑
i=1
λi f (xi) + (n − p + 1)
∑
1i <···<i n
(λi1 + · · · + λip−1) f
(
λi1xi1 + · · · + λip−1xip−1
λi1 + · · · + λip−1
))
,1 p−1
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n − 2
p − 2
)
n − p
p − 1 +
(
n − 1
p − 1
)
1
p − 2
) n∑
i=1
λi f (xi) +
(
n − 2
p − 2
)( n∑
i=1
λi
)
f
(∑n
i=1 λi xi∑n
i=1 λi
)
 n − p + 1
p − 2
∑
1i1<···<ip−1n
(λi1 + · · · + λip−1) f
(
λi1xi1 + · · · + λip−1xip−1
λi1 + · · · + λip−1
)
.
Since(
n − 2
p − 2
)
n − p
p − 1 +
(
n − 1
p − 1
)
1
p − 2 =
(
n − 2
p − 2
)
n − p + 1
p − 2 ,
and (
n − 2
p − 2
)
=
(
n − 2
p − 3
)
n − p + 1
p − 2 ,
we can restate the last inequality as follows:(
n − 2
(p − 1) − 2
)
n − (p − 1)
(p − 1) − 1
n∑
i=1
λi f (xi) +
(
n∑
i=1
λi
)
f
(∑n
i=1 λi xi∑n
i=1 λi
)

∑
1i1<···<ip−1n
(λi1 + · · · + λip−1) f
(
λi1xi1 + · · · + λip−1xip−1
λi1 + · · · + λip−1
)
,
which proves to be precisely (Pn,p−1).
The proof of Theorem 3 is now complete. 
Corollary 3. If the restrictions of a 2D-convex function to the sides of a simplex are all constant, then the function is constant on the
entire simplex.
A tantalizing problem is to formulate the integral analogue of Theorem 3. The case of convex functions of one real
variable was recently settled by Niculescu [9], based on certain approximation results that do not extend to the case of
several variables.
4. A Hermite–Hadamard type inequality
The classical Hermite–Hadamard inequality says that the mean value of a continuous convex function f : [a,b] →R lies
between the value of f at the midpoint of [a,b] and the arithmetic mean of the values of f at the endpoints of [a,b], that
is,
f
(
a + b
2
)
 1
b − a
b∫
a
f (x)dx f (a) + f (b)
2
. (HH)
Both inequalities are elementary and the right-hand side can be improved upon
1
b − a
b∫
a
f (x)dx 1
2
[
f (a) + f (b)
2
+ f
(
a + b
2
)]
. (RHH)
As noticed in [10, pp. 192–195], the Hermite–Hadamard inequality is an illustration of Choquet’s theory, which provides
an analogue of (HH) in the general framework of continuous convex functions deﬁned on a metrizable compact convex
subset K (of a Hausdorff locally convex space). The set K comes equipped with a Borel probability measure μ and the role
of the midpoint (a+ b)/2 is played by the barycenter bμ of μ. The last term in the formula (HH) is replaced by the integral
of f with respect to some Borel probability measure λ, concentrated on the set Ext K , of extreme points of K , and having
the same barycenter as μ. Thus, Choquet’s theory provides the following generalization of (HH):
f (bμ)
∫
K
f (x)dμ(x)
∫
Ext K
f (x)dλ(x). (Ch)
A nice derivation of (Ch) in the case of simplices can be found in the paper by M. Bessenyei [1].
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simplex xyz (of vertices x, y, z). In this case the formula (Ch) becomes
f
(
x+ y + z
3
)
 1
areaxyz
∫ ∫
xyz
f dS  f (x) + f (y) + f (z)
3
. (4.1)
The right-hand side can be improved under the additional assumption that f is 2D-convex. In fact, the midpoints
u = y+z2 , v = z+x2 , w = x+y2 determines a decomposition of xyz into smaller triangles,
xyz = xvw ∪ uyw ∪ uvz ∪ uvw,
each having area a quarter of the area of xyz. By geometric reasons (comparison of volumes) we have the following
inequalities
1
areaxvw
∫ ∫
xvw
f dS  f (x) + f (v) + f (w)
3
,
1
areauyw
∫ ∫
uyw
f dS  f (u) + f (y) + f (w)
3
,
1
areauvz
∫ ∫
uvz
f dS  f (u) + f (v) + f (z)
3
,
1
areauvw
∫ ∫
uvw
f dS  f (u) + f (v) + f (w)
3
,
so that
1
areaxyz
∫ ∫
xyz
f dS  f (x) + f (y) + f (z) + 3 f (u) + 3 f (v) + 3 f (w)
12
.
Since f is 2D-convex,
f (u) + f (v) + f (w)
3
 1
2
[
f (x) + f (y) + f (z)
3
+ f
(
x+ y + z
3
)]
.
Therefore
1
areaxyz
∫ ∫
xyz
f dS  5
8
· f (x) + f (y) + f (z)
3
+ 3
8
f
(
x+ y + z
3
)
,
a fact which clearly improves on the right-hand side of (4.1).
Taking into account the formula (4.1), we obtain the following 2D-analogue of the Hermite–Hadamard inequality:
Theorem 4. If f is a 2D-convex function deﬁned on a 2-dimensional simplex xyz, then
f
(
x+ y + z
3
)
 1
areaxyz
∫ ∫
xyz
f dS  5 f (x) + 5 f (y) + 5 f (z)
24
+ 3
8
f
(
x+ y + z
3
)
.
Using convenient triangulations and Theorem 3 above, one can prove similar results in the case of simplices of arbitrary
dimension.
5. The analogue of midpoint convexity
Jensen’s test of convexity (which asserts that midpoint convexity plus continuity imply convexity) provides an important tool
in recognizing whether a function is convex or not. Is there any 2D-analogue of this result?
Conjecture 1. Let U be a convex subset of a locally convex space E. A continuous function f : U →R which veriﬁes the inequality
f (x1) + f (x2) + f (x3)
3
+ f
(
x1 + x2 + x3
3
)
 2
3
[
f
(
x1 + x2
2
)
+ f
(
x2 + x3
2
)
+ f
(
x3 + x1
2
)]
for all x1, x2, x3 ∈ U is 2D-convex.
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for x1 = x and x2 = x3 = y we get
1
4
f (x) + 3
4
f
(
x+ 2y
3
)
 f
(
x+ y
2
)
. (5.1)
If f were not convex, then would exist two points u, v in the domain of f such that the function
ϕ(λ) = f ((1− λ)u + λv)− f (u) − λ( f (v) − f (u)), λ ∈ [0,1]
veriﬁes γ = supλ∈[0,1] ϕ(λ) > 0. Since ϕ is continuous and ϕ(0) = ϕ(1) = 0, we infer that
λ∗ = inf{λ: ϕ(λ) = γ } ∈ (0,1).
Clearly, ϕ(λ∗) = γ , and thus for a suitable ε > 0 we have λ∗ ± ε ∈ [0,1] and
ϕ
(
λ∗ − ε)< ϕ(λ∗).
By (5.1), the function ϕ veriﬁes a similar inequality for the points of [0,1]. Therefore
γ = ϕ
(
λ∗ − ε + λ∗ + ε
2
)
 1
4
ϕ
(
λ∗ − ε)+ 3
4
ϕ
(
λ∗ − ε + 2(λ∗ + ε)
3
)
<
1
4
γ + 3
4
γ = γ ,
which is a contradiction. Consequently f is a convex function.
The above conjecture (if true) would make easier the veriﬁcation of the property of 2D-convexity in many cases. For
example, consider the closed cone CVS+(RN ) (in the pointwise topology) generated by all functions f :RN →R which can
be represented as a composition
f = ϕ ◦ L, (5.2)
between a nonnegative convex function ϕ on R and a linear map L : RN → R. This cone was ﬁrst considered by S.M.
Malamud [8], in connection with the following generalization of the majorization theorem due to Hardy, Littlewood and
Pólya [3]:
Proposition 4. (See [8, Proposition 2.16].) Let X = (x j)mj=1 be anm-tuple and Y = (yk)nk=1 be an n-tuple of vectors inRN , with m n.
If X is majorized by Y in the sense that
co{x j: 1 j m} ⊂ co{yk: 1 k n},
co{x j1 + x j2 : 1 j1 < j2 m} ⊂ co{yk1 + yk2 : 1 k1 < k2  n}
. . .
x1 + x2 + · · · + xm ∈ co{yk1 + · · · + ykm : 1 k1 < · · · < km  n},
then
m∑
j=1
f (x j)
n∑
k=1
f (yk),
for every f ∈ CVS+(RN ).
Corollary 4. The cone CVS+(RN ) consists of 2D-convex functions.
Proof. Clearly, the cone CVS+(RN ) consists of convex functions (and thus of continuous functions).
If u1,u2,u3 are elements of RN , then the family{
u1 + u2
2
,
u1 + u2
2
,
u2 + u3
2
,
u2 + u3
2
,
u3 + u1
2
,
u3 + u1
2
}
is majorized by the family{
u1,u2,u3,
u1 + u2 + u3
3
,
u1 + u2 + u3
3
,
u1 + u2 + u3
3
}
and thus by Proposition 4 every f ∈ CVS+(RN ) veriﬁes the hypotheses of Conjecture 1. Since Conjecture 1 is open, we have
to modify a bit our strategy by noticing that for every u1,u2,u3 ∈RN , and every λ1, λ2, λ3 ∈Q, λ1, λ2, λ3 > 0, the family
λ1u1 + λ2u2
,
λ1u1 + λ2u2
,
λ2u2 + λ3u3
,
λ2u2 + λ3u3
,
λ3u3 + λ1u1
,
λ3u3 + λ1u1
λ1 + λ2 λ1 + λ2 λ2 + λ3 λ2 + λ3 λ3 + λ1 λ3 + λ1
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u1, u2, u3,
λ1u1 + λ2u2 + λ3u3
λ1 + λ2 + λ3 ,
λ1u1 + λ2u2 + λ3u3
λ1 + λ2 + λ3 ,
λ1u1 + λ2u2 + λ3u3
λ1 + λ2 + λ3 .
By Proposition 4, we infer that every f ∈ CVS+(RN ) veriﬁes the inequality in Deﬁnition 1 provided that all weights λ1, λ2, λ3
are rationals numbers. The case of arbitrary weights can be deduced from this one by continuity. 
6. Convolution of 2D-convex functions
An important source of 2D-convex functions comes through the operation of convolution, due to the following property
of permanence:
Proposition 5. Suppose that f is a 2D-convex function deﬁned on a ball B2R(0) inRN and g ∈ L1(RN ) is nonnegative function which
vanishes outside BR(0). Then their convolution f ∗ g is a 2D-convex function on the ball BR(0).
Proof. According to Theorem 2, f is convex on the open ball B2R(0), and thus continuous (by [10, Proposition 3.5.2, p. 119]).
This assures the local integrability of f (in particular, the fact that f ∗ g is well deﬁned). The proof ends by noticing that
for every x1, x2, x3 ∈ BR(0) and λ1, λ2, λ3 > 0,
λ1( f ∗ g)(x1) + λ2( f ∗ g)(x2) + λ3( f ∗ g)(x3)
λ1 + λ2 + λ3 + ( f ∗ g)
(
λ1x1 + λ2x2 + λ3x3
λ1 + λ2 + λ3
)
=
∫
RN
[
λ1 f (x1 − y) + λ2 f (x2 − y) + λ3 f (x3 − y)
λ1 + λ2 + λ3 + f
(
λ1x1 + λ2x2 + λ3x3
λ1 + λ2 + λ3 − y
)]
g(y)dy
=
∫
BR (0)
[
λ1 f (x1 − y) + λ2 f (x2 − y) + λ3 f (x3 − y)
λ1 + λ2 + λ3 + f
(
λ1x1 + λ2x2 + λ3x3
λ1 + λ2 + λ3 − y
)]
g(y)dy
does not exceed
λ1 + λ2
λ1 + λ2 + λ3
∫
BR (0)
f
(
λ1x1 + λ2x2
λ1 + λ2 − y
)
g(y)dy + λ2 + λ3
λ1 + λ2 + λ3
∫
BR (0)
f
(
λ2x2 + λ3x3
λ2 + λ3 − y
)
g(y)dy
+ λ3 + λ1
λ1 + λ2 + λ3
∫
BR (0)
f
(
λ3x3 + λ1x1
λ3 + λ1 − y
)
g(y)dy
= 1
λ1 + λ2 + λ3
[
(λ1 + λ2)( f ∗ g)
(
λ1x1 + λ2x2
λ1 + λ2
)
+ (λ2 + λ3)( f ∗ g)
(
λ2x2 + λ3x3
λ2 + λ3
)
+ (λ3 + λ1)( f ∗ g)
(
λ3x3 + λ1x1
λ3 + λ1
)]
. 
Proposition 5 provides new examples of 2D-convex functions on the unit disc such as:
a) f (x1, x2) =
∫∫
y21+y22<1(ax1 + bx2 − ay1 − by2)
2e−1/(1−y21−y22) dy1 dy2 (where a,b are positive parameters)
and
b) h(x1, x2) =
∫∫
y21+y22<1
((x1−y1)2+(x2−y2)2)1/2
(y21+y22)α
dy1dy2 (where α ∈ (0,4)).
An inspection of the argument of Proposition 5 shows that a similar result works when instead of balls we use bounded
open convex sets. This allows us to conclude that a function like
g(x1, x2) =
∫ ∫

ϕ(x1 + x2 − y1 − y2)yp1−11 yp2−12 dy1 dy2,
is 2D-convex on the 2-dimensional simplex  = {x1, x2  0: x1 + x2  1}, whenever ϕ is a nonnegative convex function
and p1, p2 are positive parameters. See Corollary 4. This example is related to Dirichlet’s multiple integral. See [2, p. 67].
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