The goal of an energy model for source code is to lay a foundation for the application of energy-aware programming techniques. State of the art solutions are based on source-line energy information. In this paper, we present an approach to constructing a fine-grained energy model which is able to provide operation-related information that is more valuable for guiding code-optimization than source-line information. The modeling is enabled by a set of novel and practical techniques such as source-level operation identification, block-varied executioncase design and measurement variability control. Using the model we observed several counter-intuitive effects, e.g., in a common game scenario, control flow operations consume around 38% of the total CPU energy use, while arithmetic operations consume only 6%. Our model is being integrated into a sourcelevel energy-optimization approach, which we briefly describe and the paper includes a case study to illustrate how the model guides energy optimization.
INTRODUCTION
With the improvement of hardware processing capability and software development environments, mobile applications are becoming heavier and more PC-like. At the same time, battery capacity is still a significant frustration for many users -applications running in parallel can easily drain a fully-charged battery within 24 hours. Given the widespread use of smartphones, which had a market penetration of about 75% of US phone subscribers in February 2015 and is still grow-Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ing, energy consumption of mobile applications is becoming an important design goal.
However, current software development is performed in an energy-oblivious manner. Throughout the engineering life-cycle, most developers and designers have little idea of the energy usage of their code. However, it has been estimated that energy savings by a factor of as much as three to five could be achieved solely by software optimization [7] . To realize even a fraction of the potential energy savings, the first step is for the developer to understand the energy attributes of software at different levels of granularity and from different points of view.
To enable developers to access energy information of the mobile application and device, several researchers [6, 28, 29] have tried to develop online energy models that use hardware readings such as CPU state residency, network traffic, call duration and etc. as predictors and exploit the battery trace as approximate energy measurement to build a energy model. However, such models can only produce information at the level of applications or systems. Another research direction [11, 20] leads to building energy models with regard to well-known program entities, such as threads, processes, virtual machines and so on. For instance, [11] uses similar hardware readings as predictors, but employs accurate voltage and current sensors (rather than battery traces) as measurement to construct a model to estimate energy use of program entities.
We take the position that it is desirable to build energy models that attribute energy consumption directly to source code constructs, since the source code is the main interface between developers and computing resources. The above mentioned work [20] is also capable of obtaining source-level energy information at a coarse level of granularity such as methods or routines. Two pieces of work [8, 12] result in source-line energy information. The first of these employs low-level energy profiles and program analysis to acquire sourceline information, while the latter combines hardwarebased measurement and statistical modeling to estimate the energy consumption of source lines.
The main contribution of this paper is to develop a software energy model based on "energy operations", which provides more fine-grained information than source lines. We implement a set of novel or practical techniques to realize this. We first identify the basic en-ergy operations (such as multiplications, comparisons and method invocations) directly from source code and find their correlations to the energy cost by analyzing a diversity of well-designed execution cases.
The key contributions of this work are the following:
• A high-level source-code energy model based on fine-grained energy operations, from which energy operations of source lines, blocks, etc. can be derived.
• An approach in which an explicit low-level energy model or a hardware profile is not required, since comprehensive information is identified straight from the source code and statistical analysis of a wide range of execution cases.
The advantages of the operation-based source-level model are listed below:
• In comparison with the model for Java or Dalvik instructions, the source-level model provides sourcecode-related information that is easier to interpret by the developer who plays a significant role in code refactoring.
• The operation-based model is able to generate operationlevel information, which gives valuable clues on how to make the code more energy-efficient, as shown in Section 6.3.
Our target platform is an Android development board with two ARM quad-core CPUs, and the source code in our study is a game engine used in games, demos, virtual reality, etc. In fact, the resulting energy model implicitly includes the effect of all the layers of the software stack down to the hardware and thus inevitably the model is approximate, but we achieve accuracy of about 85.0% when using it to predict energy consumption. Although this error is not small, the model is able to yield more comprehensive and valuable energy information for code optimization than coarse-grained models or techniques could provide. In Section 2, we introduce the approach of identifying energy operations from the source code. The architectural setup and the design of block-varied execution cases are detailed in Section 3. We elaborate upon the data collection and the model construction separately in Section 4 and Section 5, based on which the finegrained energy accounting is shown in Section 6. At the end of Section 6, we describe a case study to illustrate how operation-based energy accounting guides code refactoring.
BASIC ENERGY OPERATIONS
Energy operations are "atomic", meaning that the source code is completely built out of energy operations (in the experiment, we have 120 operations). Secondly, they are more fine-grained than source lines or methods, since several operations can appear in the same line or method.
Energy operations are identified from the source language. The enumeration of the operations is inspired by Java semantics [4] , which specifies the operational meaning, or behavior, of the Java language, which is the target language in the experiment. We identify semantic operations that perform evaluations or result in state-changes and may be energy-consuming, and define them to be our energy operations. If there are operations that consume energy but do not appear in the source code (for example, operating system functions) then their effects are spread over other operations, thus losing some precision. On the other hand source-code operations that have little or no energy effect will automatically be identified by the regression analysis in the later stage of the analysis. Table 1 lists 14 representative operations out of a total of 120 in the experiment. They include arithmetic calculations like Multi_float_float, Addition_int_int, in which operands types are explicit, as well as Increment whose operand is implicitly an integer. Boolean operations such as And, Less_int_float and Equal_Object_null also form one major part. Method Invocation and Block Goto are important for the control flow which plays a key role in the execution of the code. Assignments and Array Reference will unexpectedly take a significant amount of the application's energy consumption, as will be shown in Section 6.
The application also employs a diversity of library functions that may be written in different languages and at lower levels of the software stack. On the other hand, usually a limited number (67 in the experiment) of library functions are frequently called in one application. So we treat them as basic modeling units. The examples of highly-used library functions in the experiment are shown in Table 2 . For instance, the functions in the class of GL10 are responsible for graphic com-puting.
EXPERIMENTAL SETUP
In this section, we will introduce the setup of the target device, operating system and the employed source code. We also explain the design principles of the execution cases.
Experimental Targets
Device. We employ an Odroid-XU+E development board [19] as the target device. It possesses two ARM quad-core CPUs, which are Cortex-A15 with 2.0 GHz clock rate and Cortex-A7 with 1.5 GHz. The eight cores are logically grouped into four pairs. Each pair consists of one big and one small core. So from the operating system's point of view there are four logic cores. In our experiment, we turn off the small cores (because several execution cases overload the capacity of small cores) and run workload on big cores at a fixed clock frequency of 1.1 GHz. We do this also in order to remove the influence of voltage, clock rate and CPU performance on the power usage.
Power Reading Script: Odroid-XU+E has built-in sensors to measure the voltage and current of CPUs with a frequency of 30 Hz and updates the samples in a log file. We wrote a script to obtain the samples from the file. During execution we run the script on an idle core to minimize its influence on the application.
Note that the power monitor gives two sequences of power samples: one is for the big cores and the other is for the small cores. We pick only the sequence of power samples of the big cores.
Operating System. Android is our target Operating System (OS); it is the dominant OS running 66.2% of all tablets and smartphones [24] , also is open-source. By default, the Android applications follow the "single thread model" [3] , which means all the components of an application run in the same thread of the same process. That is, all the components of an application are executed on the same core of the CPUs.
Application Source Code. The target source code is the Cocos2d-Android [2] game engine, a framework for building games, demos and other interactive applications. It also implements a fully-featured physics engine. Games are increasingly popular on mobile phones and include more and more fancy and energy-consuming features, requiring high CPU performance. This paper demonstrates energy modeling for the source code of this game engine and is thus applicable to the class of applications based on the game engine.
Design of Block-Varied Execution Cases
In order to build the model we construct a large number of execution cases, whose energy usage is measured and analyzed. These cases are based on typical sequences of actions during game, including user inputs. We focus on a Click & Move scenario, in which the sprite (the character in the game) moves to the position where the tap occurs. To simulate the game scenarios under different sequences of user inputs, we script with the Android Debug Bridge [1] (ADB), a command line tool connecting the target device to the host, to automatically feed input sequences to the target device. Each execution case is made up of one user input sequence and one set of basic blocks. The basic blocks (sequences of consecutive statements, without loops or branches) are identified from the control flow graph obtained using the Soot tool [23] . In order to obtain a larger and more varied set of execution cases, thus improving the resulting model, we generate variants of each existing execution case by systematically removing from it a set of blocks. We ensure that each block is removed in some execution case.
DATA COLLECTION
In this section, we describe the collection of data on the number of times each operation executes and the energy consumption of an execution case, based on which we construct the energy model.
Number of Executions of Operations
To obtain the number of times that each operation executes in an execution case, we need to determine at which level of granularity to track the execution. We choose the level of blocks. It is sufficient to track block executions, since if one part of a block is processed, the rest certainly will be processed as well. We could consider collecting data at other levels of granularity. Tracing individual statements might overload the capacity of the target device. On the other hand, methods or classes are unsuitable execution units, since we cannot determine which parts of the method or class will be active during the execution, and this information about energy operations is lost.
We then divide the source code into blocks. For individual syntactic structures, we deal with block division case by case. For loops and while loops are handled as shown in Figure 1 . In a for loop, the header usually has three segments which are initialization, boolean and update. They are divided into three different blocks. Similarly, we set the while header itself as a block ("block 2" in Figure 1b ). In order to build the log, we instrument the source code with a log instruction at the beginning of each block.
The generic view of the collection of operation-execution data is displayed in Figure 2 . We build a dictionary showing, for each block, the number of occurrences within it of each energy operation, such as those in Table 1 . This dictionary is built using a parser that traverses all the blocks in the code. Then, using the log file recording the processed blocks, together with the dictionary, we can sum up the number of times that each energy operation is executed during an execution case. To be more precise, let B i be the number of times that the i th block is executed (this is obtained from the log file). Let O i, j be the number of occurrences of operation j in block i (this is obtained from the dictionary). Then the total number of execu-
where n is the total number of blocks.
Energy Consumption from Power Samples
We write a script to obtain the power samples from the built-in measurement component with a frequency of 30 Hz. The power samples are the discrete values sampled from the power trace; we approximate energy consumption by calculating Equation (1): p = power(t) is the power trace, that is, the continuous powervs-time function; power(t i ) is the power sample at timestamp t i ; ∆ i equals to t i − t i−1 , which is the interval between two sequential samples.
Challenges in Practice
Measurement limitation. The sampling rate of the built-in power monitor is 30 Hz. However, the instruction execution rate is about several million per second. That means that one power sample measures the energy cost of hundreds of thousand instructions. Even though the state of the art in power measurement can reach a sampling rate of tens of KHz [10] , one power sample still includes up to thousands of instructions. To deal with this problem, we first lengthen the sessions of all the execution cases to above 100 seconds, and then run each case for ten times to calculate their average energy cost. Compared with the execution cases that only run once with sessions around one second, this approach can reduce the error of measuring energy consumption of the code by three orders of magnitude.
Variability Control. We run each execution case for another 10 times (when the cooling fan keeps the CPU temperature stable at 51 • ) to obtain 10 records of the energy consumption. We choose the coefficient of variation (C v ) to represent the variability of the records.
where σ , µ are the standard deviation and mean of the 10 records for one case. Figure 3 demonstrates the distribution of C v among all the execution cases. The mean of C v s of all the execution cases is about 1.6%, which tells that the variability is very limited. This is because the energy consumption is computed by using hundreds of power samples (even if one power sample's variability is not negligible). We employ the mean of the 10 records as the "real" energy consumption of the execution case, which makes the variability even smaller.
Run-time context. During the running of the application, the Dalvik virtual machine performs garbage collection, which is not part of the application and still could be included in the power samples.
The Dalvik virtual machine generates time-stamp in the log when launching the garbage collection procedure. We consider the garbage collection as one library function, so it will be integrated in the model.
Code instrumentation and power reading script. Although the instrumentation is at block level rather than statement level, its impact on energy consumption is still not negligible and its cost is as much as 50% of the application's energy consumption itself. Also, the energy cost of the power reading script is up to 5% of the application's consumption.
We followed three experimental principles to address this problem. Firstly, for each execution case, the log of the execution path and of the power samples are separated into two separate runs. In the first round, we record the execution path without reading power samples. In the second round, we only trace power and disable the instrumented log instructions. So for each execution case, the instrumentation for logging the execution path will not influence the power samples.
Secondly, in each of the two runs, the main process of the application is allocated to one CPU core (in fact, in the real world, all the components of an application in fact run on the same process and core, as we explained in Section 3.1), while the thread logging execution path or power samples is allocated to another CPU core, minimizing effects due to interaction of the threads.
Thirdly, we design one "idle execution case" paired with each execution case; this only runs the power reading script without the application. By means of this we can get the energy consumption of the main application process by excluding the cost of the "idle execution case" from the execution case. Note that the durations of execution cases are different, so we need to have a distinct "idle execution case" for each execution case.
In summary, each execution case will be run 21 times: once for tracing the execution path; ten times for calculating the average energy consumption of the "idle execution case", and ten times for calculating average energy consumption of the execution case.
MODEL CONSTRUCTION
The entire energy consumption is composed of three parts: the cost of energy operations, the cost of library functions and the idle cost. The aimed model is formalized in Equation (2). The cost of energy operations is the sum of Cost op i · N e (op i ) (the cost of one operation multiplied by the number of its executions), where op i ∈ Energy Ops. Energy Ops is the set containing all the operations. The cost of library functions is the sum of Cost f unc i · N e ( f unc i ) (the cost of one library function multiplied by the number of its executions), where f unc i ∈ Lib Funcs. Lib Funcs is the set of library functions. The Idle Cost is the energy consumption of the "idle execution case". The lengths of case sessions are varying, so the Idle Cost is different for each execution case.
The model construction is based on regression analysis, finding out the correlation between energy operations and their costs from the data obtained in the execution cases. We set out the collected data in the matrices in Equation (3). The leftmost matrix (N) contains the execution numbers of l operations (including energy operations and library functions) in m execution cases, acquired as shown in Section 4. Each row indicates one execution case. Each column represents one operation. The vector ( cost) in the middle contains the costs of l operations, which are the values we are aiming to estimate. The vector ( e) on the right of the equal mark contains the measured entire energy costs of the execution cases. So for each execution case, the entire energy cost is the sum of the costs of operations. It should be noticed that the energy costs e exclude the Idle Cost which is measured when no application workload is being processed.
(3) Inevitably, the power samples are not absolutely accurate. Furthermore, the energy model in reality is unlikely to be completely linear. For these reasons Equation (3) may be unsolvable, that is, the vector e is out of the column space of N. We thus employ the gradient descent algorithm [18] to compute the approximate values of cost.
The elements of cost are randomly initialized and then improved by the gradient descent algorithm iteratively. We first introduce the error function J (computed by Equation (4)) which indicates the quality of the model. The smaller J is, the better the model is. n (i) is the i th row in N, cost is the middle vector above. n (i) × cost is the estimated energy cost for the i th execution case, e (i) is its observed energy cost. J first computes the sum of the squared values of the estimate errors of all the execution cases, which is afterwards divided by 2m to get the average value.
The idea of gradient descent is to minimize J by repeatedly updating all the elements in cost with Equation (5) until convergence. The partial derivative of the function J on cost j gives the direction in which increasing or decreasing cost j will reduce J. Every element (cost j ) of cost is updated one by one in each iteration. The value α determines how large the step of each iteration is. If it is too large, the extremum value will possibly be missed; if too small, the minimizing process will be rather time-consuming. It needs to be manually tuned. Theoretically, the gradient descent algorithm could only find the local optima. In practice, we randomly set the values in cost and restart the entire gradient decent procedure for several times to look for the global optima. To validate the model, we apply a four-fold cross validation procedure: the set of execution cases are randomly divided into four subsets; in each round, one of them is chosen to be the validation set and the others together to be the training set. We utilize two statistical criteria to assess our model. The first one is the correlation coefficient (r) that represents the strength and direction of the linear relationship between estimated and measured values. Table 3 presents r in training and validation sets in the four rounds, which shows r is around 0.85 in general, which means the estimated value has a positive and strong relationship with its corresponding measured value.
The other criterion is the Normalized Mean Absolute Error (NMAE). The NMAE is a well-known statistical criterion that indicates how well the estimated value matches the measured one. It is computed by Equation (6), the mean value of normalized difference between the predicted energy costê and the measured cost e. The lower the ratio the better the result. In Table 4 , we can see NMAE of the model in training and validation sets in the four rounds. The NMAE in training sets ranges from 14.1% to 16.3%, and in validation sets from 9.3% to 15.7%. The NMAEs are around 15.0%, which means the inference accuracy is around 85.0%.
ENERGY ACCOUNTING
The energy model for the application source code based on energy operations facilitates comprehensive energy accounting at different levels of granularity and from various viewpoints. In this section, we will see the rank of the most expensive operations, and the contributions of different operations to the energy consumption of each block. Usually, it is supposed that the sophisticated arithmetic operations, such as multiplications and divisions, are the most costly. However, the result shows that Method Invocation ranks the highest. This is due to the complexity of method invocations; for example, many of the calls in Java are virtual invocations which are implicitly passed a "this" reference as their first parameter and are dispatched on the type of that object at run-time; this overhead is combined with other operations such as storing the return address and managing the stack frame. There is a clear potential for tradeoff between the structure and the energy saving when writing the code. In some cases, we could unpack some thin methods that are highly-invoked in the code, at the cost of losing the integrity of the structure of the code to some extent.
Operation Level
Only one arithmetic operation, Multi_float_float, is a member of the top 10, somewhat unexpectedly, and there are only six arithmetic operations in the top 30. They together cost only 6.1% of the overall energy consumption of the application, which is contrary to our intuition.
Later in Section 6.2, we will see that assignments, comparisons and Array Reference play significant roles in the overall energy consumption. This is not only because they are frequently used, but also because they are costly as operations themselves, as shown in Figure  4 .
Block Goto operations are also costly. Based on the types of conditionals and loops where "Block Goto" occurs, they are classified into BlockGoto_if, Block-Goto_for and BlockGoto_while. The result shows that they cost different amounts of energy as operations themselves, respectively 6.7 µJ, 4.1 µJ and 1.1 µJ. Together with Method Invocation, they take up 37.6% of the total energy consumption of the application.
Block Level
In the execution cases, we have 108 active blocks with a wide diversity of energy usage. As shown in Figure 5a , the costs of blocks "In Application", plotted as orange bars, means the total cost of a block when running Click & Move without any blocks removed. The cost of a fixed number (3000) of executions of one block, shown as green bars, are calculated by multiplying its single-execution cost by 3000, allowing us to compare the single-execution costs of different blocks.
Just as for energy distribution on operations, a small number (11 blocks) of all the blocks uses up nearly half of the entire cost, which indicates that putting efforts on optimising a small group of blocks can achieve significant energy-saving.
There are two factors that make a block costly "In Application". The first factor is a large number of executions. For example, the most costly block "In Application" (the rightmost orange bar in Figure 5a ) has a large number of execution times. This block takes only 30.6 µJ for single-execution but 2128.6 mJ when running "In Application". The second factor is the energy consumption of the block itself. For example, the three prominent green bars in Figure 5a , whose singleexecution costs are 201.5 µJ, 146.9 µJ and 142.8 µJ.
We will later zoom in these three blocks to see which operations contribute to their energy costs.
We can further observe the energy proportions of operations in each block in Figure 5b . To illustrate, operations are grouped into eight classes. Specifically, the "Block Goto" operations and Method Invocation are gathered in Control Ops; the parameter passing and the value returns of methods are in Function Ops; the comparisons and Booleans are in Boolean Ops; all the arithmetic computations are in Arithmetic Ops; all the library functions are in Lib Functions.
Most of the blocks cost less than 25 µJ for singleexecution. In these blocks, Control Ops occupy the major part of the energy consumption, in contrast, Arithmetic Ops only take a tiny proportion.
For those three most prominent blocks, assignments and Array Reference are the biggest energy consumers. Furthermore one of the three blocks has the largest proportion of Arithmetic Ops among all the blocks.
The most expensive block "In Application" consists of three even parts: Control Ops, Function Ops and Boolean Ops. This block is the main entrance of the game engine to draw and display frames, so its works are conditional judgments and method invocations.
Optimization Enabled by Accounting
The eventual purpose of energy modeling and accounting is to guide code optimization. In turn, the energy-saving by code optimization is a further validation for the modeling and accounting, since we can check whether optimising the most costly blocks does indeed lead to the expected energy savings. Recent research [13] showed that, guided by the model, the improved code was able to save half of the CPU energy consumption compared with the original code. One example borrowed from this work will be seen later in this section.
The overall framework for energy optimization through source-code energy modelling can be summarized as follows. 1) The operation-based source-level energy model is constructed as described above, by analyzing the data produced in a range of well-designed execution cases. 2) The model generates energy accounting at operation and block level to capture the key energy characteristics of the code. 3) Efforts are put on the most costly blocks, where the code is refactored to remove, reduce or replace the expensive operations, while maintaining its logical consistency with the original code.
Case Study
Following this approach reduces the energy use of the Click & Move scenario by 6.4%. More details are presented in [13] . The most effective optimizations in the study were for the Orbit scenario, where the character in the game together with the grid background spins in three-dimension space. We outline the optimizations applied to achieve this. In the Orbit scenario, the block CCGrid3d.blit().for_1 dominates the overall energy consumption. When the Orbit scenario runs without removing any block, 80.9% of the entire cost is consumed by this block. The second most costly block consumes only 1.3%. Therefore we only focus on this single block. for (int i = 0; i < vertices.limit(); i=i+3) { mVertexBuffer.put(vertices.get(i)); mVertexBuffer.put(vertices.get(i+1)); mVertexBuffer.put(vertices.get(i+2)); } Program 2 The optimized Program 1 int limit = vertices.limit(); //added for (int i = 0; i < limit; i=i+24) { //changed mVertexBuffer.put(vertices.get(i)); mVertexBuffer.put(vertices.get(i+1)); mVertexBuffer.put(vertices.get(i+2)); ... mVertexBuffer.put(vertices.get(i+23));//added } Program 1 shows the original code of CCGrid3D.blit(). for_1. In this block, the Control Ops (BlockGoto_for and Field Reference) use up 35.6% of the energy; Boolean Ops use up 20.5%; the assignments use up 16.7%; Arithmetic Ops use up 14.0%; Lib Functions use up 13.3%. We find three easy changes to reduce or replace the pricey operations. a) Loop-Invariant Code Motion: In this block, the value of vertices.limit() is the constant 2112; we therefore hoist it outside the loop and replace it with the variable limit, as shown in Program 2. This change avoids invocations and executions of vertices.limit() and at the same time decreases a small amount of Field Reference. b) Loop Unrolling: Also as shown in Program 2, we duplicate the loop body eight times, reducing the times of comparisons, BlockGoto_fors, assignments and additions. Note that we set the value of the increment as 24 since 24 is a factor of the limit, 2112. c) Replacement by Library Function: The job of Program 1 or Program 2 is to get all the elements in vertices one by one and put them one by one into mVer-texBuffer. Program 1 can be simply replaced by a single line:
mVertexBuffer.put(vertices.asReadOnlyBuffer()).
This puts all the elements of vertices into mVertexBuffer. This change realizes the same functionality using the already existing library function, which is one of the key library functions already compiled into native code. Figure 6 shows the effects of the above code changes on energy consumption compared with the original code. The figure shows that loop-invariant code motion does not gain much energy saving because vertices.limit() is a library function and in addition uses a very small percentage of energy consumption. On the other hand, loop unrolling achieves 25.8% energy saving due to the reduction of the amount of Control Ops, comparisons and assignments, which occupy most of the cost. The most effective change is the replacement to the library function, avoiding the waste of 50.2% energy use because this library function has been compiled into native code before execution; in contrast the Java source code needs run-time interpretation which of course incurs an energy cost. The result implies that it is a good idea for developers to make a good use of library functions rather than implementing the same function with Java source code. The discovery of this source of inefficiency was assisted by the energy accounting.
Evaluation

DISCUSSION
The evaluation of the modeling methodology is conducted on the game engine, which represents one important class of mobile applications, i.e., games. Further investigation is needed to evaluate the effectiveness of the approach in other application areas.
The experiment is carried out on one platform, so it is not yet clear whether a model with acceptable accuracy can be built for other platforms. However, we postulate that most of the inaccuracies arise from Java and Android rather than the hardware platform, and this paper shows that fine-grained energy information can still be acquired in spite of this.
Our approach is not dependent on the platform or the programming language and thus can be applied to help researchers build an energy model for other applications and platforms. The choice of energy operations is dependent only on the Java source language, and the techniques for designing execution cases and regression analysis can be applied to other application domains.
Energy modeling is limited to the CPU since the en-ergy operations identified from source code are usually CPU-bound. It would be another challenge to identify source-level operations for GPU, network interface, display and etc. In summary, even though our methodology is straightforward, it is capable of providing valuable fine-grained source-level information, which traditional profile-based technique can hardly achieve.
RELATED WORK
From the hardware side, initial efforts on energy modeling research have been made at circuit-level (see the survey [17] ), gate-level [15, 16] and register-transferlevel [9] . Later, research focus shifted towards highlevel modeling, such as software and behavioral levels [14] .
Energy modeling or profiling techniques for software start with the basic instruction level, which calculates the sum of energy consumption of basic instructions and transition overheads [5, 26] . Gang et al. [21] base the model at the function-level while considering the effects of cache misses and pipeline stalls on functions. T. K. Tan et al. [25] utilize regression analysis for highlevel software energy modeling. Šimunić et al. [27] develop a profiler using a cycle-accurate energy consumption simulator to obtain the routine-level energy information.
However, the run-time context considered in the above works is unsophisticated, free from user inputs, a virtual machine and so on. Furthermore the software stack below the level that they deal with (such as the level of the basic or assembly instruction) is relatively thin. When research is focused on the energy of a large-scale system or a high-level language, the level of granularity of the techniques is increased as well. An important part of such efforts is the use of operating system and hardware features as predictors to estimate the energy consumption at the component, virtual machine, application and system level [6, 11, 20, 22, 28, 29] .
For example, M. Dong and et al. [6] utilize CPUstate-residency, network traffic, screen light level and etc. as predictors, and employ the battery interface in the mobile device to extract the energy dissipation to build a self-constructive energy model. The information provided by this approach is at system-level. For another example, A. Pathak et al. [20] attempt to break the system energy use into smaller entities, such as threads, processes, subroutines and system calls after solving several accounting difficulties caused by program's asynchronous behavior.
The energy information generated from the above techniques are mainly with regard to the program entities such as thread, process, virtual machine, application and etc. This paper aims at obtaining information on source code constructs, like functions, loops, source lines and even operations. There are two pieces of work yielding source-line level energy information, which are respectively studied by Shuai et al. [8] and Ding et al. [12] . The former makes use of the specific energy profile of the target system and program static analysis to provide source-line energy consumption, and the workload is fine-tuned. The latter utilizes hardware-based measurement and statistical modeling techniques to obtain the source-line energy cost.
In contrast to the above approaches, we explore the idea of identifying energy operations and constructing a fine-grained model which is able to capture energy information at a level lower than source line. This work lays a foundation for an energy-aware programming approach [13] , which selects targeted code factoring strategies according to the operation costs at the hot spots. The evaluation result shows that the approach can save up to 50.2% of the CPU energy use compared with original code among different scenarios.
CONCLUSION
In this paper, we construct a source-level operationbased energy model. We first introduce the energy operations that are identified directly from the source code. The energy operations are employed as the basic units that constitute the overall energy consumption of the source code. We then design a wide diversity of execution cases to generate data about the operation executions and the entire energy consumption. Regression analysis is applied to use the data to estimate the energy consumption of each operation. Finally, we show that the model is capable of capturing comprehensive energy features to guide code refactoring, which coarsegrained models or techniques could not shed light on.
