Abstract. This paper surveys those aspects of controlled diffusion processes wherein the control problem is treated as an optimization problem on a set of probability measures on the path space. This includes: (i) existence results for optimal admissible or Markov controls (both in nondegenerate and degenerate cases), (ii) a probabilistic treatment of the dynamic programming principle, (iii) the corresponding results for control under partial observations, (iv) a probabilistic approach to the ergodic control problem. The paper is expository in nature and aims at giving a unified treatment of several old and new results that evolve around certain central ideas.
Introduction
This paper attempts to I~ring into sharp focus a circle of ideas in controlled diffusion processes that has evolved over the last dozen years or so and give a unified exposition thereof. The central characteristic of this circle of ideas is that they view the control problem as an optimization problem on an appropriate set of probability measures and the principal tools are weak convergence and selection theorems. The choice of the title is intended to emphasize the contrast between this and the more common, largely analytic approach as typified by [6, 38] which uses the dynamic programming principle and Hamilton-JacobiBellman equation as the starting point. (This classification is admittedly crude, as there is a lot of grey area in between. Also, the two viewpoints are complementary and not alternative. Neither of them replaces the other.)
The modern probabilistic approach dates back to the early seventies when works like [4, 27] introduced the concept of a weak solution of a stochastic differential equation via Girsanov theorem to the control community and formulated the control problem as an optimization problem on a set of probability measures. The initial thrust [4, 13, 27] was to consider control problems where elements of this set were absolutely continuous with respect to a base measure and prove the existence of optimal controls by proving the o'(L1, L®) compact-ness of the corresponding Radon-Nikodym derivatives. Soon after, two probabilistic abstractions of the dynamic programming principle emerged -the martingale approach [25, 58, 60] and the nonlinear semigroup approach [54] [55] [56] . In parallel with this, much work was done on the stochastic maximum principle [7, 12, 31, 40] , and related existence results [23] .
Weak convergence techniques were first used in [48] to prove an existence result akin to that of [4, 27] . Note that o-(L1, L~) compactness of the RadonNikodym derivatives implies the weak compactness of the corresponding probability measures by the Dunford-Pettis compactness criterion [53], p. 17. Since this implication goes one way, weak convergence was potentially a more flexible tool, a fact that was borne out by later developments in the degenerate case and control under partial observations. This paper traces these developments up to recent times.
The plan of the paper is as follows. section 2 describes the basic paradigm under scrutiny, viz. a controlled stochastic differential equation, and discusses typical classes of controls and costs that will be of interest to us. Here and throughout the rest of the paper, we trade generality for simplicity in the sense that we work with stronger assumptions than are strictly necessary, in order to simplify the exposition (e.g., the boundedness assumption on the coefficients of (2.1) can be relaxed, the diffusion coefficient ocan be allowed to depend explicitly on the control for many of the results and so on), Section 3 establishes the basic compactness results for probability laws under various classes of controls. These are gleaned from [48, 66] , though our proofs differ.
Section 4 proves that the class of Markov controls, i.e., controls that depend only on the current value of the state, is a sufficiently rich class for certain costs under a nondegeneracy hypothesis. This section is in the spirit of [18, 20] .
Section 5 uses the foregoing to derive the dynamic programming principle and in the nondegenerate case, the Hamilton-Jacobi-Bellman equation. The approach is essentially probabilistic. Although it is not as economical as the direct analytical approach of [6] for the HJB equation, it offers a different vantage point and establishes a link between the probabilistic and the analytic methods.
Section 6 establishes the existence of an optimal Markov control in the degenerate case using the idea of Krylov's Markov selections [62] , Ch. 12. This section is based on [29, 43] .
Section 7 surveys the problem of control under partial observations. Given the large scope of this section, we are rather brief about each specific topic and work mostly by analogy with the 'complete observation' case studied in Sections 3-6.
Section 8 briefly outlines a probabilistic approach to the ergodic control problem based on a characterization of the a.s. limit points of normalized occupation measures for the joint state and control process. This is based on [21] .
Section 9 concludes with a short list of some open problems.
