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AMENABLE DISCRETE QUANTUM GROUPS
REIJI TOMATSU
Abstract. Z.-J. Ruan has shown that several amenability conditions are all
equivalent in the case of discrete Kac algebras. In this paper, we extend this
work to the case of discrete quantum groups. That is, we show that a discrete
quantum group, where we do not assume its unimodularity, has an invariant
mean if and only if it is strongly Voiculescu amenable.
1. Introduction
In this paper, we study amenability of non-Kac type discrete quantum groups.
We use notions of discrete quantum groups or its dual compact quantum groups
introduced in [7], [16], for example. Amenability is defined as a generalization
of the group case, that is, by the existence of an invariant mean. In a discrete
group case, it is known that amenability is characterized by several conditions
(see [12] for its survey). The first step to its generalization for discrete quantum
groups has been made by Z.-J. Ruan [14] under the tracial condition of the Haar
weight, that is, the Kac algebra condition. In particular, he has shown that
amenability is equivalent to strong Voiculescu amenability. For general quantum
groups, a generalization of Ruan’s theorem has been investigated by E. Be´dos, R.
Conti, G.J. Murphy and L. Tuset in [2], [3], [4], [5]. They have shown that strong
Voiculescu amenability implies amenability. Our main theorem (Theorem 3.8)
says that both the notions are equivalent for general discrete quantum groups.
We should mention that all the implications except for the above converse one
in Theorem 3.8 have been already known in the pioneering works [2], [3], [4],
[5], however we give a proof in order to give another proof of nuclearity of dual
compact quantum groups. After this work was done, we learned from S. Vaes
that E. Blanchard and he also have proved equivalence between amenability and
strong Voiculescu amenability.
Acknowledgements. The author is highly grateful to his supervisor Yasuyuki
Kawahigashi, Yoshiomi Nakagami and Stefaan Vaes for all the discussions and
encouragement.
2. Notations for quantum groups
On symbols of tensor products (minimal tensor product or tensor product von
Neumann algebra), the same notation ⊗ is used throughout this paper. A flip
unitary on tensor product Hilbert spaces H ⊗H is denoted by Σ. For an weight
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θ on a von Neumann algebra N , define the left ideal nθ and ∗-subalgebra mθ by
nθ = {x ∈ N | θ(x
∗x) <∞} and mθ = n
∗
θnθ. m
+
θ means mθ ∩N+.
2.1. locally compact quantum groups and its duals. We adopt the defini-
tion of locally compact quantum groups advocated in [11] as follows.
Definition 2.1. A pair (M,∆) is called a (von Neumann algebraic) locally com-
pact quantum group when it satisfies the following conditions.
(1) M is a von Neumann algebra and ∆ : M −→ M ⊗M is a unital normal
∗-homomorphism satisfying the coassociativity relation: (∆⊗ ι)∆ = (ι⊗
∆)∆.
(2) There exist two faithful normal semifinite weights ϕ and ψ which satisfy
ϕ((ω⊗ι)∆(x)) = ω(1)ϕ(x) for all x ∈ m+ϕ , ω ∈M
+
∗ and ψ((ι⊗ω)∆(x)) =
ω(1)ψ(x) for all x ∈ m+ψ , ω ∈M
+
∗ .
The von Neumann algebra M is realized in B(H) via the GNS representation
associated to ϕ, {H,Λ} where Λ is a map from the left ideal nϕ = {x ∈ M |
ϕ(x∗x) < ∞} to the Hilbert space H . On the tensor product H ⊗ H , the
multiplicative unitary W is defined as follows, for x, y ∈ nϕ,
W ∗(Λ(x)⊗ Λ(y)) = (Λ⊗ Λ)(∆(y)(x⊗ 1)).
It satisfies the pentagonal equality W12W13W23 = W23W12. We often use a C
∗-
subalgebra A of M which is defined as the norm closure of the linear space
{(id⊗ω)(W ) | ω ∈ B(H)∗}. It will be considered a continuous function part of
M .
This unitary W also plays a role in defining the dual locally compact quantum
group (Mˆ, ∆ˆ). The von Neumann algebra Mˆ is the σ-weak closure of {λ(ω) |
ω ∈ B(H)∗}, where λ(ω) = (ω ⊗ id)(W ). Set Ŵ = ΣW
∗Σ and its coproduct is
given by ∆ˆ(x) = Ŵ ∗(1⊗x)Ŵ . As above, a C∗-subalgebra Aˆ of Mˆ is also defined
by the norm closure of the linear space {(id⊗ω)(Ŵ ) | ω ∈ B(H)∗}.
The left invariant weight ϕˆ on Mˆ is characterized by the following property. For
ω ∈M∗, if a vector ξ meets ω(x
∗) = 〈ξ | Λ(x)〉 for all x ∈ nϕ, then ϕˆ(λ(ω)
∗λ(ω)) =
||ξ||2. Note that H also becomes a GNS Hilbert space for ϕˆ via Λˆ(λ(ω)) = ξ.
Denote the set of such ω by I, that is a dense subspace of M∗.
Let J and Jˆ be the modular conjugation for ϕ and ϕˆ. Then the following useful
equalities hold,
(Jˆ ⊗ J)W (Jˆ ⊗ J) = W ∗, (J ⊗ Jˆ)Ŵ (J ⊗ Jˆ) = Ŵ ∗.
The modular operator and the modular automorphism of ϕ is denoted by ∆ϕ
and σϕ, respectively. The autopolar of ϕ, P♮ϕ is defined by the norm closure of
{xJΛ(x) | x ∈ nϕ ∩ n
∗
ϕ}. Then any normal state on M is of the form ωξ with
ξ ∈ P♮ϕ and such a vector is unique ([10]).
2.2. Discrete and compact quantum groups. A locally compact quantum
group (M,∆) is called discrete if ϕˆ(1) < ∞. Then its dual (Mˆ, ∆ˆ) is called
compact. In this case, the state condition ϕˆ(1) = 1 is always assumed. ϕˆ has
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the left and right invariance. About them, the basic references are [7], [15] and
[16]. ThenM becomes a direct sum von Neumann algebra of matrix algebras, say
M = ⊕α∈IMnα(C). Then its left invariant weight ϕ is decomposed as ⊕α Trα hα,
where Trα are usual non-normalized trace. For α, fix a matrix unit {e(α)i,j}i,j∈I
which diagonalize hα as hα =
∑
i∈I ν(α)i e(α)i,i. The positive affiliated operator
h′ =
∑
α∈I Trα(hα)
−1hα is group-like, i.e. ∆(h
′) = h′⊗h′. Hence for the modular
automorphism σϕ and the coproduct ∆, we have for t ∈ R,
∆ ◦ σϕt = (σ
ϕ
t ⊗ σ
ϕ
t ) ◦∆.
Note that the above equality does not hold for general cases.
3. Amenability of quantum groups
We begin with the following well-known definition.
Definition 3.1. Let (M,∆) be a locally compact quantum group.
(1) A state m of M is called a left invariant mean if m((ω ⊗ ι)(∆(x))) =
ω(1)m(x) for all ω ∈M∗ and x ∈M .
(2) A state m of M is called a right invariant mean if m((ι ⊗ ω)(∆(x))) =
ω(1)m(x) for all ω ∈M∗ and x ∈M .
(3) A statem ofM is called an invariant mean ifm is a left and right invariant
mean.
Remark 3.2. If (M,∆) has a left invariant mean, it also has an invariant mean
(see [6, Proposition 3] for its proof).
The following definition is due to Z.-J. Ruan [14, Theorem 1.1].
Definition 3.3. Let (M,∆) be a locally compact quantum group. We say that
it is strongly Voiculescu amenable if there exists a net of unit vectors {ξj}j∈J in
H such that for any vector η in H , ‖W ∗(η ⊗ ξj)− η ⊗ ξj‖ converges to 0.
Lemma 3.4. Let (M,∆) be a locally compact quantum group. Then the following
conditions are equivalent.
(1) It is strongly Voiculescu amenable.
(2) There exists a net of unit vectors {ξj}j∈J in H with limj ‖λ(ω)ξj −
ω(1)ξj‖ = 0 for any functional ω ∈M∗.
(3) There exists a net of normal states {ωj}j∈J on Mˆ such that {(ι ⊗
ωj)(W )}j∈J is a σ-weakly approximate unit of A.
(4) There exists a net of normal states {ωj}j∈J on Mˆ such that id : Aˆ −→ Aˆ
is pointwise-weakly approximated by the net of unital completely positive
maps {(id⊗ωj) ◦ ∆ˆ}j∈J and {(ωj ⊗ id) ◦ ∆ˆ}j∈J .
(5) There exists a net of normal states {ωj}j∈J on Mˆ such that id : Aˆ −→ Aˆ
is pointwise-norm approximated by the net of unital completely positive
maps {(id⊗ωj) ◦ ∆ˆ}j∈J and {(ωj ⊗ id) ◦ ∆ˆ}j∈J .
Proof. (1) ⇒ (2). It suffices to prove the statement in the case that ω is a
normal state on M by considering linear combinations. Since M is standardly
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represented, ω is written as ω = ωη with a unit vector η ∈ H . For any vector
ζ ∈ H , we have
|〈λ(ωη)ξj − ωη(1)ξj|ζ〉| ≤ ‖ζ‖‖η‖‖W (η⊗ ξj)− η ⊗ ξj‖,
so the inequality ‖λ(ωη)ξj − ωη(1)ξj‖ ≤ ‖η‖‖W (η ⊗ ξj) − η ⊗ ξj‖ holds. Hence
‖λ(ωη)ξj − ωη(1)ξj‖ converges to 0.
(2) ⇒ (3). Put ωj = ωξj for any j in J . Then for any operator a ∈ A and
normal functional θ ∈M∗, we have
|θ(a(ι⊗ ωj)(W )− a)| = |〈λ(θa)ξj − θ(a)ξj |ξj〉|
≤ ‖λ(θa)ξj − (θa)(1)ξj‖.
Therefore, a(ι ⊗ ωj)(W ) − a converges to 0 σ-weakly. Similarly we see (ι ⊗
ωj)(W )a− a converges to 0 σ-weakly.
(3)⇒ (4). Take a net of normal states {ωj}j∈J of Mˆ∗ which satisfies the third
condition. Let ω be a normal functional onM . By applying Cohen’s factorization
theorem ([1, Theorem 10, p. 61]) to the left A-module M∗, we get a in A and ω
′
in M∗ such that ω = aω
′. Then for any functional θ ∈ Aˆ∗, we have
θ((ωj ⊗ id) ◦ ∆ˆ(λ(ω))) =ω((ι⊗ θ)(W )(ι⊗ ωj)(W ))
= (ω′(ι⊗ θ)(W ))((ι⊗ ωj)(W ))a),
which converges to θ(λ(ω)). Since the linear subspace {λ(ω);ω ∈ M∗} is norm
dense in Aˆ and {θ◦(ωj⊗ id)◦∆ˆ}j∈J is a norm bounded family, θ((ωj⊗ id)◦∆ˆ(x))
converges to θ(x) for any operator x ∈ Aˆ. Similarly we can see that θ((id⊗ωj) ◦
∆ˆ(x)) converges to θ(x) for x ∈ Aˆ.
(4)⇒ (5). Take a net of normal states {ωj}j∈J on Mˆ which satisfies the fourth
condition. Let F be the set of finite subsets of Aˆ. Take F = {a1, a2, . . . , ak} in
F and n in N. Consider the product Banach space AˆF = l∞-
∑
x∈F Aˆ× Aˆ and its
dual Banach space Aˆ∗F = l1-
∑
x∈F(Aˆ× Aˆ)
∗. Denote the following element of AˆF
by xF (ω), (
(ω ⊗ id) ◦ ∆ˆ(a1)− a1, (id⊗ω) ◦ ∆ˆ(a1)− a1,
(ω ⊗ id) ◦ ∆ˆ(a2)− a2, (id⊗ω) ◦ ∆ˆ(a2)− a2,
...
(ω ⊗ id) ◦ ∆ˆ(ak)− ak, (id⊗ω) ◦ ∆ˆ(ak)− ak
)
.
Then xF (ωj) converges to 0 weakly. Hence the norm closure of the convex hull
of {xF (ωj); j ∈ J } contains 0. So there exists a normal state ω(F,n) on Mˆ such
that
∥∥(ω(F,n) ⊗ id) ◦ ∆ˆ(a) − a∥∥ < 1n , and ∥∥(id⊗ω(F,n)) ◦ ∆ˆ(a) − a∥∥ < 1n for any
element a ∈ F . This new net {ω(F,n)}(F,n)∈F×N is a desired one.
(5)⇒ (4). It is trivial.
(4)⇒ (3). Easy to prove by reversing the proof of (3)⇒ (4).
(3) ⇒ (1). Take such a net of normal states {ωj}j∈J on M . Since Mˆ is
standardly represented, there exists a net of unit vectors {ξj}j∈J in H with
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ωj = ωξj . Take a vector η in H . Now by Cohen’s factorization theorem, there
exist an operator a ∈ A and a vector ζ ∈ H with η = aζ . Then we have
‖W (η ⊗ ξj)− η ⊗ ξj‖
2 =2‖aζ‖2 − 2Re(〈W (aζ ⊗ ξj)|aζ ⊗ ξj〉)
= 2‖aζ‖2 − 2Re(〈(ι⊗ ωj)(W )aζ |aζ〉).
This converges to 0.

Lemma 3.5. Let (M,∆) be a locally compact quantum group. The following
conditions are equivalent.
(1) There exists a net of unit vectors {ξj}j∈J in H with limj ‖(π⊗ ι)(W )
∗(η⊗
ξj)− η ⊗ ξj‖ = 0 for any representation {π,Hπ} of A and η ∈ Hπ.
(2) There exists a net of unit vectors {ξj}j∈J in H with limj ‖(π⊗ ι)(W )
∗(η⊗
ξj)− (η⊗ξj)‖ = 0 for any cyclic representation {π,Hπ} of A and η ∈ Hπ.
(3) There exists a net of unit vectors {ξj}j∈J in H with limj ‖λ(ω)ξj −
ω(1)ξj‖ = 0 for any functional ω ∈ A
∗.
(4) There exists a net of normal states {ωj}j∈J in Mˆ∗ such that {(ι ⊗
ωj)(W )}j∈J is a weakly approximate unit of A.
(5) There exists a net of normal states {ωj}j∈J in Mˆ∗ such that {(ι ⊗
ωj)(W )}j∈J is a norm approximate unit of A.
(6) There exists a net of normal states {ωj}j∈J in Mˆ∗ such that id : Aˆ −→
Aˆ is approximated in the pointwise norm topology by the net of unital
completely positive maps {(id⊗ωj) ◦ ∆ˆ}j∈J and {(ωj ⊗ id) ◦ ∆ˆ}j∈J .
(7) There exists a character ̺ on Aˆ with (ι⊗ ̺)(W ) = 1.
(8) The C∗-algebra Aˆ has a character.
(9) There exists a state ̺ on Mˆ such that ̺ is an Aˆ-linear map and satisfies
(ι⊗ ̺)(W ) = 1.
Proof. (1)⇒ (2). It is trivial.
(2) ⇒ (3). Take such a net of unit vectors {ξj}j∈J in H . Let ω be a state on
A and {Hω, πω, ξω} be its GNS representation. Then for any ζ in H , we have
|〈λ(ω)ξj − ω(1)ξj|ζ〉| ≤ ‖ζ‖‖(πω ⊗ ι)(W )(ξω ⊗ ξj)− ξω ⊗ ξj‖.
So we get ‖λ(ω)ξj − ω(1)ξj‖ ≤ ‖(πω ⊗ ι)(W )(ξω ⊗ ξj)− ξω ⊗ ξj‖. Hence for any
ω ∈ A∗, ‖λ(ω)ξj − ω(1)ξj‖ converges to 0.
(3)⇒ (4). Put ωj = ωξj for any j in J . Then for any operator a ∈ A and any
functional θ ∈ A∗,
|θ(a(ι⊗ ωj)(W )− a)| = |〈λ(θa)ξj − θ(a)ξj|ξj〉| ≤ ‖λ(θa)ξj − (θa)(1)ξj‖.
Therefore, a(ι ⊗ ωj)(W ) − a converges to 0 weakly. Similarly, we can see (ι ⊗
ωj)(W )a− a converges to 0 weakly.
(4) ⇒ (5). Take such a net of normal states {ωj}j∈J of Mˆ∗. Let F be the
set of finite subsets of A. Take F = {a1, a1, . . . , ak} in F and n in N. Consider
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the product Banach space AF = l∞-
∑
x∈F A and its dual Banach space A
∗
F = l1-∑
x∈F A
∗. Denote the following element in AF by xF (ω),
((ι⊗ ω)(W )a1 − a1, (ι⊗ ω)(W )a2 − a2, . . . , (ι⊗ ω)(W )ak − ak).
Now the net of the elements in AF , xF (ωj) converges to 0 weakly. Hence the
norm closure of the convex hull of {xF (ωj); j ∈ J } contains 0. So there exists a
normal state of Mˆ∗, ω(F,n) such that ‖(ι⊗ ω(F,n))(W )a− a‖ <
1
n
for any a in F .
Then we get a new net of normal states of Mˆ∗, {ω(F,n)}(F,n)∈F×N and it is easy to
see this net is a desired one.
(5) ⇒ (6). This is shown in a similar way to the proof of (3) ⇒ (4) ⇒ (5) in
Lemma 3.4.
(6)⇒ (7). Take such a net of normal states {ωj}j∈J of Mˆ∗. Let ̺ be a weak∗-
accumulating state in Aˆ∗ of the net. Then for any normal functional ω on Mˆ , we
have
(ωj ⊗ id)(∆ˆ(λ(ω))) = (ωj ⊗ ι⊗ ω)(Wˆ
∗
23Wˆ
∗
13)
= (ι⊗ ω)(Wˆ ∗(ωj ⊗ ι)(Wˆ
∗)).
This converges to λ(ω) = (ι ⊗ ω)(Wˆ ∗(̺ ⊗ ι)(Wˆ ∗)). Therefore we obtain (ι ⊗
̺)(W ) = 1 and easily see ̺ is a character of Aˆ.
(7)⇒ (8). It is trivial.
(8)⇒ (7). Take a character ̺ on Aˆ. Let u be a unitary (ι⊗̺)(W ) inM . Then
we have
∆(u) = (ι⊗ ι⊗ ̺)((∆⊗ ι)(W ))
= (ι⊗ ι⊗ ̺)(W13W23)
= u⊗ u.
Therefore, for any normal functional ω ∈M∗, we get
λ(u∗ω) = (ω ⊗ ι)(W (u∗ ⊗ 1))
= (ω ⊗ ι)((1 ⊗ u∗)W (1⊗ u))
=u∗λ(ω)u.
Then we obtain
|ω(1)| = |(u∗ω)(u)|
= |̺(λ(u∗ω))|
≤ ‖λ(u∗ω)‖
= ‖u∗λ(ω)u‖
= ‖λ(ω)‖.
Hence we can define the character χ on Aˆ with χ(λ(ω)) = ω(1) for ω ∈M∗.
(7) ⇒ (9). Take such a character ̺ on Aˆ and extend it to the state on Mˆ .
Denote the extended state by ¯̺. The Aˆ-linearity of ¯̺ easily follows from Stine-
spring’s theorem.
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(9)⇒ (3). Take such a state ̺ on Mˆ and let {ωj}j∈J be a net of normal states
on Mˆ which weakly∗ converges to ̺. Then for any functional θ on A and for
any normal functional ω on Mˆ , we have θ((ι⊗ ωj)(W )) = ωj((θ ⊗ ι)(W )). This
converges to ̺((θ ⊗ ι)(W )) = θ(1).
(3)⇒ (2). Take a state ω of A and let {Hω, πω, ξω} be the GNS representation
of ω. Take a vector η in Hω. By Cohen’s factorization theorem, there exists an
operator a ∈ A and a vector ζ ∈ H with η = πω(a)ζ . Then, we have
‖(πω ⊗ ι)(W )η ⊗ ξj − η ⊗ ξj‖
2 =2‖πω(a)ζ‖
2
− Re(〈(πω ⊗ ι)(W )πω(a)ζ ⊗ ξj|πω(a)ζ ⊗ ξj〉)
= 2‖πω(a)ζ‖
2 − Re(〈πω(a
∗(ι⊗ ωj)(W )a)ζ |ζ〉).
This converges to 0.
(2) ⇒ (1). Let {π,Hπ} be a representation of A. We may assume that this
representation is nondegenerate. Then π is decomposed to the direct sum of
cyclic representation. This observation derives the statement of 1.

By the previous two lemmas, we obtain the following result.
Corollary 3.6. Let (M,∆) be a locally compact quantum group. Then the fol-
lowing statements are equivalent.
(1) It is strongly Voiculescu amenable.
(2) There exists a net of unit vectors {ξj}j∈J in H satisfying limj ‖(π ⊗
ι)(W )∗(η ⊗ ξj) − η ⊗ ξj‖ = 0 for any representation {π,Hπ} of A and
η ∈ Hπ.
Proof. (2)⇒ (1). It is trivial.
(1) ⇒ (2). The latter statement is equivalent to the statement (6) in Lemma
3.5 and it is the same as the statement (5) in Lemma 3.4 which is equivalent to
strong Voiculescu amenability. 
The following results have been already known in various settings [3, Theorem
4.2].
Corollary 3.7. Let (M,∆) be a locally compact quantum group. Then the fol-
lowing statements are equivalent.
(1) It is strongly Voiculescu amenable.
(2) The C∗-algebra Aˆ has a character ̺ with (ι⊗ ̺)(W ) = 1.
(3) The C∗-algebra Aˆ has a character.
We begin to treat the discrete quantum groups from now. The discreteness
of (M,∆) is always assumed. The following theorem is the main result of this
paper.
Theorem 3.8. If (M,∆) is a discrete quantum group, the following statements
are equivalent.
(1) It has an invariant mean.
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(2) It is strongly Voiculescu amenable.
(3) The C∗-algebra Aˆ is nuclear and has a character.
(4) The von Neumann algebra Mˆ is injective and has an Aˆ-linear state.
We remark that the equivalence (2)⇔ (3)⇔ (4) have been already proved by
the combination of [2, Theorem 5.2], [3, Corollary 2.9], [4, Theorem 4.8], [5, Theo-
rem 1.1, Theorem 4.2, Corollary 4.3], however we give a different proof of deriving
nuclearity by using completely positive approximation property. Before proving
it, we state the following corollary, where a subgroup means a C∗-algebraic com-
pact quantum group (C(K),∆K) with a compact group H which is an image
space of ∗-homomorphism r : Aˆ −→ C(K) with ∆K ◦ r = (r ⊗ r) ◦ ∆ˆ.
Corollary 3.9. Let (Aˆ, ∆ˆ) be a compact quantum group which has a subgroup.
Then the dual discrete quantum group (A,∆) is amenable.
A character is constructed by the composition of the restriction map and a
character on continuous function algebra of the subgroup. Therefore, if a com-
pact quantum group is deformed by some parameters from a ordinary group and
a subgroup (e.g. maximal torus) becomes a non-deformed subgroup, then its
dual discrete quantum group is amenable. Let (M,∆) = ⊕α∈IMzα be a matrix
decomposition as in Section 2, where Mzα ∼= Mnα(C). For a finite subset F in
I, let us denote zF =
∑
α∈F zα. Note that zFH = Λ(MzF ) is finite dimensional
subspace.
Lemma 3.10. If F is a finite subset of I, then the linear subspace KF = {λ(ωzF );
ω ∈M∗} ⊂ Aˆ is finite dimensional.
Proof. Take a normal functional ω in I as introduced in Section 2 and an operator
x in nϕ. Then we have
ω(zFx
∗) =ω((zFx)
∗)
= 〈λ(ω)|zFΛ(x)〉
= 〈zFλ(ω)ξϕˆ|Λ(x)〉.
So ωzF is in I and we obtain λ(ωzF )ξϕˆ = zFλ(ω)ξϕˆ ∈ zFH . Since ξϕˆ is a
separating vector for Mˆ and I is norm dense in M∗, the statement follows. 
We give a proof of Theorem 3.8 partly first.
Proof of Theorem 3.8 ((2) ⇒ (3) ⇒ (4) ⇒ (1)). Fix a complete orthonormal
system {ep}p∈P of H .
(2) ⇒ (3). We show that Aˆ has completely positive approximation property.
Set Tω = (ι ⊗ ω) ◦ ∆ˆ for ω ∈ Mˆ∗. By assumption, there exists a net of normal
states {ωj}j∈J on Mˆ satisfying the statement (6) in Lemma 3.5, that is, Tωj
converges to the identity map of Aˆ in the pointwise norm topology. Since Mˆ is
standardly represented, each ωj is a vector state defined by a unit vector ξj ∈ H .
Take a finite subset F of I. Then for any operator x ∈ Aˆ, we have
TωzF ξj (x) = (ι⊗ ωzF ξj)(∆ˆ(x))
8
=
∑
p∈P
(ι⊗ ωzF ξj , ep)(Wˆ )
∗
(ι⊗ ωzF ξj , ep)((1⊗ x)Wˆ )
=
∑
p∈P
λ((ωep, ξj )zF )λ((ωx∗ep, ξj )zF )
∗.
Since λ((ωep, ξj )zF )λ((ωx∗ep, ξj )zF )
∗ is in the finite dimensional linear subspace
KFK
∗
F = span{ab
∗; a, b ∈ KF} ⊂ Aˆ, so is TωzF ξj (x). Hence the completely
positive map TωzF ξj has finite rank. For n ∈ N and j ∈ J , take an finite subset
F (n, j) of I with ‖TωzF (n,j)ξj − Tωξj ‖ <
1
n
. Then we get a new net of completely
positive maps {TωzF (n,j)ξj }(n,j)∈N×J of finite rank. This net gives a completely
positive approximation of the identity map of Aˆ, hence Aˆ is a nuclear C∗-algebra.
(3) ⇒ (4). nuclearity Aˆ implies injectivity Mˆ . Extend the character on Aˆ to
the state on Mˆ . We can easily see the Aˆ-linearity of this state by Stinespring’s
theorem.
(4) ⇒ (1). Let ̺ be an Aˆ-linear state on Mˆ . There exists a conditional
expectation E from B(H) onto Mˆ . We set a state m on M by m = ̺ ◦ E|M .
Then for any vector ξ ∈ H and for any operator x ∈M , we have
ωξ ∗m(x) =m((ωξ ⊗ ι)(∆(x)))
=m
(∑
p∈P
(ωξ, ep ⊗ ι)(W )
∗x(ωξ, ep ⊗ ι)(W )
)
=
∑
p∈P
m
(
(ωξ, ep ⊗ ι)(W )
∗x(ωξ, ep ⊗ ι)(W )
)
=
∑
p∈P
̺
((
(ωξ, ep ⊗ ι)(W )
∗E(x)(ωξ, ep ⊗ ι)(W )
)
=
∑
p∈P
̺((ωξ, ep ⊗ ι)(W )
∗)̺(E(x))̺((ωξ, ep ⊗ ι)(W ))
=
∑
p∈P
̺((ωξ, ep ⊗ ι)(W )
∗)̺((ωξ, ep ⊗ ι)(W ))̺(E(x))
=
∑
p∈P
̺((ωξ, ep ⊗ ι)(W )
∗(ωξ, ep ⊗ ι)(W ))̺(E(x))
= ̺(ωξ(1))̺(E(x))
=ωξ(1)m(x),
where we have used the norm convergence of
∑
p∈P(ωξ, ep⊗ι)(W )
∗x(ωξ, ep⊗ι)(W )
in the third equality. Therefore, m is a left invariant mean on M . 
Now we are going to prove the implication (1) ⇒ (2) of Theorem 3.8 after
proving the several lemmas. As usual, L∞(R) means the von Neumann algebra
which consists of essentially bounded measurable functions with respect to the
Lebesgue measure.
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Lemma 3.11. Let mR be an invariant mean of L
∞(R). For any ω in M∗ define
the σϕ-invariant functional ω′ by ω′(x) = mR({t 7→ ω(σ
ϕ
t (x))}) for x in M . Then
ω′ is a normal functional with ‖ω′‖ ≤ ‖ω‖.
Proof. For ω in M∗ set fω, x(t) = {t 7→ ω(σ
ϕ
t (x))} in C
b(R). For any finite subset
F in I, |fω, x(t)− fωzF , x(t)| ≤ ‖ω − ωzF‖‖x‖, hence ‖ω
′ − (ωzF )
′‖ ≤ ‖ω − ωzF‖.
By the normality of ω, limF (ωzF )
′ = ω′. Notice that MzF is finite dimensional,
so (ωzF )
′ = (ωzF )
′zF is a normal functional. 
Note that this averaging procedure can be also done by considering a con-
ditional expectation from M to Mϕ. Recall that we have fixed a matrix unit
{e(α)kl}1≤k, l≤nα of Mzα for each α in I, such that they are diagonalizing hzα as
hzα =
∑nα
k=1 ν(α)ke(α)kk, where ν(α)k denotes a positive real number.
Lemma 3.12. If (M,∆) has an invariant mean m, there exists a net of normal
states {ωj}j∈J on M , which satisfies the following two conditions.
(1) limj ‖ω ∗ ωj − ω(1)ωj‖ = 0 for any ω in M∗.
(2) ωj ◦ σ
ϕ
t = ωj for any t ∈ R.
Proof. Firstly we show the existence of a net satisfying the first condition. Since
the convex hull of the vector states is weak∗-dense in the state space of M , there
exists a net of normal states {χj}j∈J in M∗ such that m = w*- limj χj. Let F be
the set of finite subsets ofM∗. For F = {ω1, ω2, . . . , ωk} ∈ F , consider the Banach
space (M∗)F = l1-
∑
ω∈F M∗ and its dual Banach space MF = l∞-
∑
ω∈F M . Set
xF (χ) = (ω1 ∗ χ− ω1(1)χ, ωk ∗ χ− ωk(1)χ, . . . , ωk ∗ χ− ωk(1)χ),
for χ inM∗. Then xF (χj) converges to 0 weakly. So the norm closure of the convex
hull of {xF (χj); j ∈ J } contains 0. Hence for any n in N, there exists χ(F, n) such
that ‖ω ∗ χ(F, n) − ω(1)χ(F,n)‖ <
1
n
for an ω in F . The new net {χ(F, n)}(F, n)∈F×N
is a desired one. Next we show existence of a net satisfying the both conditions.
Let {ωj}j∈J be a net satisfying the first condition. By the previous Lemma,
ω′j is normal. We show that the net {ω
′
j}j∈J satisfies the first condition. For
ω = ωΛ(e(α)kl),Λ(e(α)mn), we have ω ◦ σ
ϕ
−t = νk(α)
itνl(α)
−itνm(α)
−itνn(α)
itω. Then
we obtain
|ω ∗ ω′j(x)− ω(1)ω
′
j(x)|
= |mR({t 7→ (ω ⊗ ωj ◦ σ
ϕ
t )(∆(x))− ω(1)ωj(σ
ϕ
t (x))})|
= |mR({t 7→ (ω ◦ σ
ϕ
−t ⊗ ωj)(∆(σ
ϕ
t (x)))− ω(σ
ϕ
−t(1))ωj(σ
ϕ
t (x))})|
≤ sup
t∈R
{|(ω ◦ σϕ−t) ∗ ωj(σ
ϕ
t (x))− ω(σ
ϕ
−t(1))ωj(σt(x))|}
≤ sup
t∈R
{‖(ω ◦ σϕ−t) ∗ ωj − ω ◦ σ
ϕ
−t(1)ωj‖}‖x‖
= sup
t∈R
{‖νk(α)
itνl(α)
−itνm(α)
−itνn(α)
it(ω ∗ ωj − ω(1)ωj)‖}‖x‖
≤‖ω ∗ ωj − ω(1)ωj‖‖x‖.
So for this ω, we have ‖ω ∗ ω′j − ω(1)ω
′
j‖ ≤ ‖ω ∗ ωj − ω(1)ωj‖ and therefore
‖ω ∗ω′j −ω(1)ω
′
j‖ converges to 0. By taking the linear combination for ω, we see
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that ‖ω ∗ ω′j − ω(1)ω
′
j‖ converges to 0 for any normal functional with ω = ωzα.
Take a normal functional ω and a positive ε. Then there exists a finite subset F
of I and j0 in J such that ‖ωzF − ω‖ < ε and ‖ωzF ∗ ω
′
j − ωzF (1)ω
′
j‖ < ε for
j ≥ j0. Then we have
‖ω ∗ ω′j − ω(1)ω
′
j‖
≤ ‖(ω − ωzF ) ∗ ω
′
j‖+ ‖ωzF ∗ ω
′
j − ωzF (1)ω
′
j‖+ ‖(ωzF (1)− ω(1))ω
′
j‖
<ε+ ε+ ε = 3ε,
for j ≥ j0. Therefore, ‖ω ∗ ω
′
j − ω(1)ω
′
j‖ converges to 0. 
Lemma 3.13. If (M,∆) has an invariant mean, there exists a net of unit vectors
{ξj}j∈J in H which satisfies the following four conditions.
(1) limj ‖ω ∗ ωξj − ω(1)ωξj‖ = 0 for any ω in M∗.
(2) ∆itϕξj = ξj for any t in R.
(3) For any j in J , there exists a finite subset Fj of I with zFjξj = ξj.
(4) For any j in J , the vector ξj is in the convex cone P
♮
ϕ.
Proof. There exists a net of normal state {ωj}j∈J which satisfies the two condi-
tions of the previous lemma. If necessary, by cutting and normalizing, we may
assume that there exists a finite subset Fj of I such that ωjzFj = ωj for any j
in J . The von Neumann algebra M is standardly represented, so there exists a
unique net of unit vectors {ξj}j∈J in P
♮
ϕ such that ωj = ωξj and zFjξj = ξj. From
the assumption ωj = ωj◦σ
ϕ
−t = ω∆itϕ ξj , the uniqueness of ξj implies ∆
it
ϕξj = ξj. 
Let {ξj}j∈J be a net of unit vectors in H in the previous Lemma. Since
zFjH = Λ(MzFj ), there exists xj in M such that ξj = Λ(xj). The operator
xj = xjzFj is in Mϕ and satisfies ϕ(x
∗
jxj) = 1 and xj = x
∗
j . We prepare some
notations. For an operator X in M ⊗M , X(α) means the operator X(zα ⊗ 1)
in Mzα ⊗M . An operator Y in Mzα ⊗M is written as Y =
∑nα
k, l=1 e(α)kl ⊗ Ykl,
where {Ykl}kl are operators in M .
Lemma 3.14. Let x = x∗ be in Mϕ ∩MzF , where F is a finite subset of I, and
α be in I. Then the following inequality holds.
‖ωJˆΛ(e(α)k1), JˆΛ(e(α)l1) ∗ ωΛ(x) − ωJˆΛ(e(α)k1), JˆΛ(e(α)l1)(1)ωΛ(x)‖
≥ ν(α)
− 1
2
k ν(α)
1
2
l ϕ(e(α)11)ϕ(|X(α)kl|),
where X = ∆(x2)− (1⊗ x2).
Proof. We simply write ekl, νk and Xkl for e(α)kl, ν(α)k and X(α)kl respectively.
Since X(α) =
∑
1≤k, l≤nα
(ekl ⊗ Xkl) is in (M ⊗M)ϕ⊗ϕ and σ
ϕ
t (ekl) = ν
it
k ν
−it
l ekl,
we have σϕt (Xkl) = ν
−it
k ν
it
l Xkl. Let Xkl = vkl|Xkl| be the polar decomposition of
Xkl. Put akl = v
∗
kl. Then σ
ϕ
t (akl) = ν
it
k ν
−it
l akl. Then we have
(ωJˆΛ(ek1), JˆΛ(el1) ∗ ωΛ(x) − ωJˆΛ(ek1), JˆΛ(el1)(1)ωΛ(x))(akl)
= 〈∆(akl)(JˆΛ(ek1)⊗ Λ(x))|JˆΛ(el1)⊗ Λ(x)〉 − 〈Λ(el1)|Λ(ek1)〉〈aklΛ(x)|Λ(x)〉
11
= 〈(1⊗ akl)W (Jˆ ⊗ J)(Λ(ek1)⊗ Λ(x))|W (Jˆ ⊗ J)(Λ(el1)⊗ Λ(x))〉
− 〈Λ(el1)|Λ(ek1)〉〈aklΛ(x)|Λ(x)〉
= 〈(1⊗ Ja∗klJ)W
∗(Λ(el1)⊗ Λ(x))|W
∗Λ(ek1)⊗ Λ(x)〉
− 〈Λ(el1)|Λ(ek1)〉〈Ja
∗
klJΛ(x)|Λ(x)〉
= 〈(Λ⊗ Λ)(∆(x)(el1 ⊗ 1)(1⊗ (ν
1
2
k ν
− 1
2
l akl)))|(Λ⊗ Λ)(∆(x)(ek1 ⊗ 1))〉
− 〈Λ(el1)|Λ(ek1)〉〈Λ(xν
1
2
k ν
− 1
2
l akl)|Λ(x)〉
= ν
1
2
k ν
− 1
2
l {(ϕ⊗ ϕ)((e1k ⊗ 1)∆(x
2)(el1 ⊗ 1)(1⊗ akl))
− (ϕ⊗ ϕ)((e1k ⊗ 1)(1⊗ x
2)(el1 ⊗ 1)(1⊗ akl))}
= ν
1
2
k ν
− 1
2
l (ϕ⊗ ϕ)(e11 ⊗Xklakl)
= ν
1
2
k ν
− 1
2
l ϕ(e11)ϕ(Xklakl)
= ν
1
2
k ν
− 1
2
l ν
−1
k νlϕ(e11)ϕ(aklXkl)
= ν
− 1
2
k ν
1
2
l ϕ(e11)ϕ(|Xkl|).
Therefore, we obtain
‖ωJˆΛ(ek1), JˆΛ(el1) ∗ ωΛ(x) − ωJˆΛ(ek1), JˆΛ(el1)(1)ωΛ(x)‖
≥ ν
− 1
2
k ν
1
2
l ϕ(e11)ϕ(|Xkl|).

Lemma 3.15. Let N be a von Neumann algebra and θ be an n.s.f. weight on
N . Let Mn(C) be a matrix algebra with the matrix unit {eij}1≤i, j≤n and χ = Trh
be an n.s.f. weight on Mn(C) with h =
∑n
i=1 λieii, λi > 0. If {Aj}j∈J is a net
in (Mn(C) ⊗ N)χ⊗θ such that θ(|(Aj)kl|) < ∞ and limj θ(|(Aj)kl|) = 0 for any
k, l = 1, 2, . . . , n, then limj θ(|Aj |kl) = 0 for any k, l = 1, 2, . . . , n.
Proof. Let Aj = Vj |Aj| be the polar decomposition in (Mn(C) ⊗ Nθ)χ⊗θ. Then
for each k, l, we obtain σθt ((Vj)kl) = λ
−it
k λ
it
l (Vj)kl and σ
θ
t ((Aj)kl) = λ
−it
k λ
it
l (Aj)kl.
Since |Aj|kl =
∑n
m=1(V
∗
j )km(Aj)ml and each (Vj)km is analytic, θ(|Aj |kl) is well-
defined. Let (Aj)ml = vj,m,l|(Aj)ml| be the polar decomposition. Then we have
|θ(|Aj|kl)| ≤
n∑
m=1
|θ((V ∗j )km(Aj)ml)|
=
n∑
m=1
∣∣〈Λθ(|(Aj)ml| 12 )∣∣Λθ(|(Aj)ml| 12 v∗j,m,l(Vj)mk)〉∣∣
=
n∑
m=1
∣∣〈Λθ(|(Aj)ml| 12 )∣∣Jθσθi
2
(v∗j,m,l(Vj)mk)
∗JθΛθ
(
|(Aj)ml|
1
2
)〉∣∣
≤
n∑
m=1
‖σθi
2
(v∗j,m,l(Vj)mk)‖θ(|(Aj)ml|)
12
=λ
− 1
2
k λ
1
2
l
n∑
m=1
θ(|(Aj)ml|).
Hence limj θ(|Aj|kl) = 0. 
Lemma 3.16. Let x = x∗ be in Mϕ ∩MzF , where F is a finite subset of I such
that ϕ(x2) = 1 and Λ(x) is in P♮ϕ. Let α be in I. Then the following inequality
holds. ∥∥W ∗(Λ(e(α)k1)⊗ Λ(x))− Λ(e(α)k1)⊗ Λ(x)∥∥2
≤ 2 max
1≤k≤nα
{ν(α)−1k ν(α)1} · ϕ(zα)
1
2 (ϕ⊗ ϕ)(|X(α)|)
1
2 ,
where X = ∆(x2)− 1⊗ x2.
Proof. We use the notations in Lemma 3.14. We have
∥∥W ∗(Λ(ek1)⊗ Λ(x))− Λ(ek1)⊗ Λ(x)∥∥2
=2ϕ(e11)− 2Re
〈
W ∗
(
Λ(ek1)⊗ Λ(x)
)
|Λ(ek1)⊗ Λ(x)
〉
=2ϕ(e11)− 2Re(ϕ⊗ ϕ)((e1k ⊗ 1)∆(x)(ek1 ⊗ x
∗))
= 2ϕ(e11)− 2Re ν
−1
k ν1(ϕ⊗ ϕ)((ekk ⊗ 1)(1⊗ x
∗)∆(x))
= 2ν−1k ν1 Re{ϕ(ekk)− (ϕ⊗ ϕ)((ekk ⊗ 1)(1⊗ x
∗)∆(x))}
=2ν−1k ν1 Re{(ϕ⊗ ϕ)
(
(ekk ⊗ 1)(1⊗ x
∗)(1⊗ x−∆(x))
)
}
≤ 2 max
1≤k≤nα
{ν−1k ν1} ·
nα∑
k=1
Re{(ϕ⊗ ϕ)
(
(ekk ⊗ x
∗)(1⊗ x−∆(x))
)
}
=2 max
1≤k≤nα
{ν−1k ν1} · Re{(ϕ⊗ ϕ)
(
(zα ⊗ x
∗)(1⊗ x−∆(x))
)
}
≤ 2 max
1≤k≤nα
{ν−1k ν1} · |(ϕ⊗ ϕ)
(
(zα ⊗ 1)(1⊗ x
∗)(1⊗ x−∆(x))
)
|
≤ 2 max
1≤k≤nα
{ν−1k ν1} · (ϕ⊗ ϕ)(zα ⊗ x
∗x)
1
2
· (ϕ⊗ ϕ)
(
(zα ⊗ 1)(1⊗ x−∆(x))
∗(1⊗ x−∆(x))
) 1
2
=2 max
1≤k≤nα
{ν−1k ν1} · ϕ(zα)
1
2
∥∥(Λ⊗ Λ)(zα ⊗ x)− (Λ⊗ Λ)((zα ⊗ 1)∆(x))∥∥.
From the assumption: Λ(x) = zFΛ(x) ∈ P
♮
ϕ, there exists a sequence {yn}n∈N ∈
MzF with limn ynJΛ(yn) = Λ(x). Then we obtain
(Λ⊗ Λ)((zα ⊗ 1)∆(x)) =W
∗(Λ⊗ Λ)(zα ⊗ x)
= lim
n
W ∗(Λ⊗ Λ)(zα ⊗ ynσ
ϕ
i
2
(yn)
∗)
= lim
n
(Λ⊗ Λ)
(
∆(yn)(σ
ϕ
i
2
⊗ σϕi
2
)(∆(yn))
∗(zα ⊗ 1)
)
= lim
n
∆(yn)(zα ⊗ 1)(J ⊗ J)(Λ⊗ Λ)(∆(yn)(zα ⊗ 1)).
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Therefore, we see (Λ ⊗ Λ)((zα ⊗ 1)∆(x)) ∈ P
♮
ϕ⊗ϕ. By using the Powers-Størmer
inequality (see, for example, [10], [13]), we obtain
‖(Λ⊗ Λ)(zα ⊗ x)− (Λ⊗ Λ)((zα ⊗ 1)∆(x))‖
≤ ‖ω(Λ⊗Λ)(zα⊗x) − ω(Λ⊗Λ)((zα⊗1)∆(x))‖
1
2
= (ϕ⊗ ϕ)(|zα ⊗ x
2 − (zα ⊗ 1)∆(x
2)|)
1
2
= (ϕ⊗ ϕ)(|X(α)|)
1
2 .

Proof of (1)⇒ (2) of Theorem 3.8 . By the assumption, we can pick up a net
{xj}j∈J in Mϕ which satisfy the conditions of Lemma 3.13. Now we apply the
Lemma 3.14 to this net for fixed α ∈ I, then ϕ(|Xj(α)kl|) converges to 0 for any
k, l = 1, 2, . . . , nα, where Xj = ∆(x
2
j ) − 1 ⊗ x
2
j . By Lemma 3.15, it implies that
ϕ(|Xj(α)|kl) converges to 0 for any k, l = 1, 2, . . . , nα. Since we have
(ϕ⊗ ϕ)(|Xj(α)|) =
∑
1≤k, l≤nα
ϕ(e(α)kl)ϕ(|Xj(α)|kl),
we see (ϕ⊗ϕ)(|Xj(α)|) converges to 0. By Lemma 3.16, we see ‖W
∗(Λ(e(α)k1)⊗
Λ(xj)) − Λ(e(α)k1) ⊗ Λ(xj)‖ converges to 0 for any k = 1, 2, . . . , nα. Then we
have ∥∥W ∗(Λ(e(α)kl)⊗ Λ(xj))− Λ(e(α)kl)⊗ Λ(xj)∥∥
=
∥∥(Jσϕi
2
(e(α)1l)
∗J ⊗ 1)(W ∗(Λ(e(α)k1)⊗ Λ(xj))− Λ(e(α)k1)⊗ Λ(xj))
∥∥
≤
∥∥(Jσϕi
2
(e(α)1l)
∗J ⊗ 1)
∥∥∥∥W ∗(Λ(e(α)k1)⊗ Λ(xj))− Λ(e(α)k1)⊗ Λ(xj)∥∥.
This implies that ‖W ∗(Λ(e(α)kl)⊗Λ(xj))−Λ(e(α)kl)⊗Λ(xj)‖ converges to 0 for
any k, l = 1, 2, . . . , nα. By taking a linear combination, ‖W
∗(zαη⊗Λ(xj))−zαη⊗
Λ(xj)‖ converges to 0 for any vector η ∈ H . Take a vector η ∈ H . For any ε > 0,
there exists a finite subset F of I such that ‖
∑
α∈F zαη − η‖ < ε. By the above
arguments, we can take j0 in J such that
∑
α∈F ‖W
∗(zαη⊗Λ(xj))−zαη⊗Λ(xj)‖ <
ε for j ≥ j0. Then we have
‖W ∗(η ⊗ Λ(xj))− η ⊗ Λ(xj)‖
=
∥∥∥W ∗((η −∑
α∈F
zαη)⊗ Λ(xj)
)
−
(
η −
∑
α∈F
zαη
)
⊗ Λ(xj)
+W ∗
(∑
α∈F
zαη ⊗ Λ(xj)
)
−
∑
α∈F
zαη ⊗ Λ(xj)
∥∥∥
≤ 2
∥∥∥∑
α∈F
zαη − η
∥∥∥
+
∑
α∈F
‖W ∗(zαη ⊗ Λ(xj))− zαη ⊗ Λ(xj)‖
< 2ε+ ε = 3ε,
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for j ≥ j0. Therefore, ‖W
∗η ⊗ Λ(xj)− η ⊗ Λ(xj)‖ converges to 0 for any vector
η ∈ H . This completes the proof of Theorem 3.8. 
Upon ending this paper, we mention a part of Ruan’s Theorem [14, Theo-
rem4.5] as a corollary of Theorem 3.8 for Kac algebras, i.e. the invariant weight
ϕˆ of (Mˆ, ∆ˆ) is a normal tracial state. In this case, ϕ is also a trace ([9]).
Corollary 3.17. Let (M,∆) be a discrete Kac algebra. Then the following state-
ments are equivalent.
(1) It has an invariant mean.
(2) It is strongly Voiculescu amenable.
(3) The C∗-algebra Aˆ is nuclear.
(4) The von Neumann algebra Mˆ is injective.
Proof. (1)⇒ (2)⇒ (3). This has been already proved in Theorem 3.8. (3)⇒ (4).
It is trivial.
(4)⇒ (1). Let E be a conditional expectation from B(H) onto Mˆ . Note that
ϕˆ is a normal trace on Mˆ . Take a complete orthonormal system {ep}p∈P . Then
for any operator x ∈M and for any vector ξ ∈ H , we have
ωξ ∗m(x) = ϕˆ
(
E
(∑
p∈P
(ωξ, ep ⊗ ι)(W )
∗x(ωξ, ep ⊗ ι)(W )
))
=
∑
p∈P
ϕˆ
(
(ωξ, ep ⊗ ι)(W )
∗E(x)(ωξ, ep ⊗ ι)(W )
)
=
∑
p∈P
ϕˆ
(
(ωξ, ep ⊗ ι)(W )(ωξ, ep ⊗ ι)(W )
∗E(x)
)
=
∑
p∈P
ϕˆ
(
(ωJˆξ, Jˆep ⊗ ι)(W )
∗(ωJˆξ, Jˆep ⊗ ι)(W )E(x)
)
=ωJˆξ(1)ϕˆ(E(x))
=ωξ(1)m(x).
Therefore, m is a left invariant mean on M . 
As we have seen, nuclearity of a compact Kac algebra leads amenability of the
dual discrete Kac algebra, however, it is now open whether it holds in the case
of a compact quantum group or not.
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