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ୈ1ষ ং࿦
1.1 എܠ
Իݯ෼཭͸ɼෳ਺ͷԻݯ͔ΒൃͤΒΕͨԻ͕ࠞ͡Γ͋ͬͨ৴߸͔ΒݩͷԻΛ࠶ݱ͢Δٕज़Ͱ͋
ΓɼԻ੠ɾԻڹ৴߸Λ༻͍ͨύλʔϯೝࣝɾ߹੒Λߦ͏্Ͱॏཁͳ໾ׂΛ୲͍ͬͯΔɽྫ͑͹ɼϚ
ΠΫϩϗϯͰ؍ଌ͞Εͨ৴߸͔Βɼ࣮؀ڥͰى͖͍ͯΔԻڹΠϕϯτΛೝࣝ͢ΔͨΊʹ͸ɼԻݯ
෼཭͕ඞཁෆՄܽͳҰཁૉΛ୲͍ͬͯΔ [1]ɽ·ͨɼ࣮؀ڥʹ͓͍ͯԻ੠ೝࣝΛߦ͏৔߹ʹ͸ɼೝ
ࣝର৅࿩ऀͷԻ੠৴߸ͱͦΕҎ֎ͷԻݯ͔ΒൃͤΒΕͨԻͱΛ෼཭͢Δ͜ͱͰɼੑೳΛվળ͢Δ
͜ͱ͕Ͱ͖Δ [2]ɽଞʹ͸ɼԻݯ෼཭Λ༻͍Δ͜ͱͰɼԻݯ͝ͱʹԻ૾ͷఆҐΛ੍ޚ͢Δ͜ͱ͕Մ
ೳͱͳΔ [3]ɽԻݯ෼཭Λύλʔϯೝࣝͷલॲཧͱͯ͠༻͍Δͱ͖ʹ͸ɼ໨తԻݯ͔ΒൃͤΒΕͨ
ԻͷΈΛߴਫ਼౓ʹ෼཭͢Δٕज़͕ٻΊΒΕΔɽ͞ΒʹԕִձٞγεςϜ΍ऩԻγεςϜͳͲɼௌ
औΛ໨తͱͨ͠৔໘ʹԠ༻͢Δ৔߹Ͱ͸ɼ෼཭ԻΛௌऔͨ͠ͱ͖ʹҧ࿨ײΛ༩͑ͳ͍͜ͱ΋ॏཁ
ͳ՝୊ͱͳΔɽ
զʑΛऔΓר͘؀ڥͰ͸͋ΒΏΔԻݯ͔ΒԻ͕ൃͤΒΕ͓ͯΓɼਓؒ͸ͦΕΒ͕ಉ࣌ʹൃԻ͞
Εͨঢ়ଶͰ΋ɼ೚ҙͷԻΛฉ͖෼͚Δ͜ͱ͕Ͱ͖Δ [4]ɽػցʹ΋ಉ༷ͷػೳΛ࣋ͨͤΔͨΊʹɼ
ϏʔϜϑΥʔϛϯά΍దԠϏʔϜϑΥʔϛϯάͳͲͷۭؒϑΟϧλϦϯά͕޿͘༻͍ΒΕ͍ͯΔɽ
ϏʔϜϑΥʔϛϯά͸ɼϏʔϜ΍ࢮ֯ʢNullʣͳͲͷࢦ޲ಛੑΛܗ੒͢Δ͜ͱʹΑΓɼ೚ҙͷํ
޲͔Β౸དྷ͢Δ৴߸੒෼Λڧௐɾ཈ѹ͢Δɽ୅දతͳ΋ͷͱͯ͠ɼ஗Ԇ࿨ʢDelay and sum: DSʣ
ϏʔϜϑΥʔϚ [5]΍ࢮ੍֯ޚܕϏʔϜϑΥʔϚʢNull Beamformer: NBFʣ [6] ͳͲ͕ఏҊ͞Ε
͍ͯΔɽ·ͨɼద༻ϏʔϜϑΥʔϛϯά͸ɼपғͷࡶԻ؀ڥʹԠͯ͡ࢦ޲ಛੑΛ੍ޚ͢Δ͜ͱͰɼ
໨తͷԻݯํ޲ͷԻΛڧௐ͢Δɽ࠷໬ʢMaximum likelihood: MLʣϏʔϜϑΥʔϚ [7]ɼ࠷খ෼ࢄ
ʢMinimum variance distortionless responce: MVDRʣϏʔϜϑΥʔϚ [8]ɼҰൠԽαΠυϩʔϒ
ΩϟϯηϥʢGeneralized sidelobe canceller: GSCʣ [9] ͳͲ͕͜ͷख๏ʹ͋ͨΔɽ͔͠͠ɼ͜ΕΒ
ͷٕज़Λ༻͍ΔͨΊʹ͸ɼԻݯͷํ޲΍ࡶԻۭؒ૬ؔߦྻͳͲͷऩԻ؀ڥʹؔ͢Δࣄલ৘ใ͕ඞཁ
ͱͳΔɽ࣮ࡍͷར༻৔໘ʹ͓͍ͯ͸ɼͦΕΒͷ৘ใ͕ಘΒΕͳ͍ͱ͍͏৔߹͕ى͜Δɽͦ͜Ͱɼऩ
Ի؀ڥʹؔ͢Δࣄલ৘ใ͕ෆཁͳϒϥΠϯυԻݯ෼཭ʢBlind Source Separation: BSSʣ [10] ͷݚ
1
ڀ͕੝ΜʹߦΘΕΔΑ͏ʹͳͬͨɽۙ೥Ͱ΋ SiSEC(Signal Separation Evaluation Campaign) [11]
ͱ͍ͬͨίϯϖςΟγϣϯ͕։࠵͞ΕΔͳͲɼ׆ൃʹݚڀ͕ߦΘΕ͍ͯΔ෼໺Ͱ͋Δɽ
ݱࡏఏҊ͞Ε͍ͯΔ BSSख๏͸ɼ1ຊͷϚΠΫϩϗϯΛ༻͍Δγϯάϧνϟϯωϧ BSSͱɼ2
ຊҎ্ͷϚΠΫϩϗϯΛ༻͍ΔϚϧννϟϯωϧ BSSͱʹେผ͢Δ͜ͱ͕Ͱ͖Δɽγϯάϧνϟ
ωϧ BSS͸ɼখن໛ͳγεςϜ΁ͷԠ༻͕ՄೳͰ͋Δ͕ɼ1ຊͷϚΠΫϩϗϯͰͷ؍ଌ৴߸͔Β
ಘΒΕΔ৘ใͷΈ͔ΒԻݯΛ෼཭͢Δ͜ͱ͸೉͘͠ɼ෼཭ੑೳʹؔͯ͠͸·ͩվળͷ༨஍͕͋Δɽ
ҰํϚϧννϟϯωϧ BSSͰ͸ɼ֤ϚΠΫϩϗϯʹ͓͚Δ؍ଌ৴߸͔ΒಘΒΕΔ৘ใʹՃ͑ͯɼ
ۭؒతͳ৘ใ΋ѻ͏͜ͱ͕ՄೳͳͨΊɼߴਫ਼౓ͳԻݯ෼཭ͷ࣮ݱ͕ظ଴Ͱ͖ΔɽϚϧννϟϯω
ϧ BSSख๏͸͞Βʹɼඇઢܗ BSSͱઢܗ BSSͱʹେผͰ͖Δɽඇઢܗ BSS͸ɼ໨తԻݯҎ֎ͷ
੒෼Λ཈ѹ͢Δ෼཭ੑೳ͸ߴ͍͕ɼϛϡʔδΧϧϊΠζͱ͍ͬͨඇઢܗ࿪͕ൃੜ͢ΔɽҰํઢܗ
BSS͸ɼඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͱ͍͏༏Εͨಛ௃͕͋Δ΋ͷͷɼ৚݅ʹΑͬͯ͸े෼ͳ
෼཭ੑೳ͕ಘΒΕͳ͍ɽ͢ͳΘͪɼݱଘͷ BSSͰ͸෼཭ੑೳͱ෼཭ԻͷԻ࣭ͱͷؒʹτϨʔυΦ
ϑͷؔ܎͕ଘࡏ͢ΔɽԠ༻ઌʹറΒΕΔ͜ͱͳ͘ɺ൚༻తͳ৔໘Ͱ BSSΛԠ༻͢ΔͨΊʹ͸ɼ෼
཭ੑೳͱ෼཭ԻͷԻ࣭͕ڞʹߴ͍ٕज़ͷ։ൃ͕๬·ΕΔɽ͜ͷ໰୊Λղܾ͢ΔͨΊͷํ๏ͱͯ͠ɼ
ෳ਺ͷԻݯ෼཭ख๏Λ૊Έ߹ΘͤͨλϯσϜ઀ଓܕԻݯ෼཭͕ఏҊ͞Ε͍ͯΔ͕ɼͲͷΑ͏ʹෳ
਺ͷԻݯ෼཭ख๏Λ૊Έ߹ΘͤΔͷ͔͕՝୊ͱͳΔɽ
1.2 طଘͷϒϥΠϯυԻݯ෼཭ʢBSSʣख๏
લड़ͷ௨Γʹɼطଘͷ BSS͸ඇઢܗ BSSͱઢܗ BSSͱʹେผͰ͖Δɽ͜͜Ͱ͸ɼͦΕͧΕͷ
ख๏ͷ֓ཁΛઆ໌͢Δͱͱ΋ʹɼͦΕΒΛ૊Έ߹ΘͤͨλϯσϜ઀ଓܕԻݯ෼཭ʹ͍ͭͯ΋֓؍
͢Δɽ
1.2.1 ඇઢܗBSS
ඇઢܗBSSͱͯ͠ɼ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏ [12, 13, 14]ɼDenoising autoencoderʢDAEʣ
Λ༻͍ͨख๏ [15, 16]͕ڍ͛ΒΕΔɽ
؍ଌ৴߸ʹରͯ͠ద੾ͳ࣌ؒ௕Ͱ୹࣌ؒϑʔϦΤม׵ʢShort time Fourier transform: STFTʣΛ
ద༻͢ΔͱɼԻݯʹओཁͳ੒෼͸࣌ؒप೾਺্ۭؒʹ͓͍ͯૄʹଘࡏ͢Δ͜ͱ͕஌ΒΕ͍ͯΔ [17]ɽ
͜ͷੑ࣭ʹج͖ͮɼ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏Ͱ͸ɼ໨తԻݯ੒෼͕ࢧ഑తʹଘࡏ͢Δ࣌ؒ
प೾਺ϏϯͷΈΛ௨աͤ͞ΔόΠφϦϚεΫ [17, 18, 19]Λ༻͍ͯɼෆཁͳ੒෼ΛޮՌతʹऔΓআ
͘ɽ͔͠͠ɼϛϡʔδΧϧϊΠζͳͲͷඇઢܗ࿪͕ൃੜ͢ΔͨΊɼ෼཭ԻΛௌऔͨ͠ࡍʹҧ࿨ײ
2
Λ༩͑ΔɽϛϡʔδΧϧϊΠζͷӨڹ͸ɼιϑτϚεΫ [20, 12, 21] Λ༻͍Δ͜ͱͰ؇࿨Ͱ͖Δ͜
ͱ͕ظ଴Ͱ͖Δ͕ɼ෼཭ੑೳ͕ྼԽ͢Δͱ͍͏໰୊͕͋ΔɽϛϡʔδΧϧϊΠζͷӨڹΛ௿ݮ͢
ΔଞͷࢼΈͱͯ͠ɼ࣌ؒप೾਺ϚεΫ΍෼཭৴߸ΛέϓετϥϜྖҬʹͯฏ׈Խ͢Δํ๏͕ఏҊ
͞Ε͍ͯΔ͕ɼ࢒ڹײͱ͍ͬͨௌײ্ͷҧ࿨ײΛ༩͑ͯ͠·͏͜ͱ͕ใࠂ͞Ε͍ͯΔ [22, 23]ɽ࣌
ؒप೾਺ϚεΫͷઃܭ͸ɼ֤࣌ؒप೾਺Ϗϯʹ͓͍ͯԻ੠੒෼ؚ͕·ΕΔ͔Ͳ͏͔ͷࣝผ໰୊ͱ
ߟ͑Δ͜ͱ͕Ͱ͖Δɽͦ͜Ͱۙ೥Ͱ͸ɼࣝผثͱͯ͠Deep neural network(DNNʣ [24]Λ༻͍Δ
͜ͱͰɼ࣌ؒप೾਺ϚεΫΛߴਫ਼౓ʹਪఆ͢ΔࢼΈ͕ͳ͞Ε͍ͯΔ [25, 26, 27]ɽ͜ΕΒͷํ๏Ͱ
͸ɼֶशσʔλͱೖྗσʔλͱͷϛεϚονʹର͢Δؤ݈ੑΛͲ͏୲อ͢Δͷ͔͕՝୊ͱͳΔɽ
DAE [28]͸ɼϊΠζؚ͕·ΕΔύλʔϯ͔ΒݩͷύλʔϯΛ࠶ݱ͢ΔχϡʔϥϧωοτϫʔΫͰ
͋ΓɼࡶԻ΍࢒ڹ؀ڥԼͷԻ੠ೝࣝʹ͓͍ͯޮՌతͰ͋Δ͜ͱ͕ใࠂ͞Ε͍ͯΔ [29, 30, 31, 32, 33]ɽ
XuΒ͸ɼࡶԻΛॏ৞ͨ͠εϖΫτϧ͔ΒݩͷεϖΫτϧΛ࠶ݱ͢ΔԻ੠ڧௐͷ؍఺Ͱ΋DAE͕
༗ޮͰ͋Δ͜ͱࣔͨ͠ [34]ɽTuΒ͸ɼDAEʹΑΓ؍ଌ৴߸͔Βಛఆͷ໨త࿩ऀԻ੠ͱ೚ҙͷ๦
֐࿩ऀԻ੠΁ͷࣸ૾ؔ਺Λ࣮ݱ͠ɼ໨త࿩ऀԻ੠ͱ೚ҙ࿩ऀԻ੠Λ෼཭͢Δํ๏ΛఏҊͨ͠ [15]ɽ
͜ͷํ๏ͷ໰୊఺ͱͯ͠ɼֶशσʔλͱೖྗͱͷϛεϚον͕ੜͨ͡৔߹ʹ͓͚ΔੑೳྼԽ͕͋
͛ΒΕΔɽ͜ͷ໰୊Λղফ͢ΔͨΊʹ SNRຖʹ DAEΛઃܭ͠ɼೖྗ࣌ͷ SNRΛਪఆ্ͨ͠Ͱ
DAEΛબ୒͢Δͱ͍͏࿮૊Έ͕ఏҊ͞Εͨ [16]ɽ͔͠͠ɼDAEʹΑΓग़ྗ͞ΕΔεϖΫτϧ͸౷
ܭॲཧʹىҼ͢Δฏ׈ԽͷӨڹΛड͚Δ [35]ɽۙ೥Ͱ͸ɼDAEΛ࣌ؒप೾਺ϚεΫ [36]ɼWiener
filter [37]ɼඇෛ஋ߦྻ෼ղ (Non-negative matrix factorization: NMF)ʹجͮ͘ํ๏ [38]ͳͲͷ
Ի੠ڧௐ·ͨ͸Իݯ෼཭ख๏ͷҰ෦ʹ૊ΈࠐΉํ๏͕ఏҊ͞Ε͍ͯΔɽ
1.2.2 ઢܗBSS
ແڹ؀ڥʹ͓͍ͯɼෳ਺ͷԻݯ͔ΒൃͤΒΕͨ৴߸ s(t)͕ಉ࣌ʹϚΠΫϩϗϯʹ౸ୡ͢ΔͳΒ
͹ɼ؍ଌ৴߸ z(t)͸ࠞ߹ߦྻAΛ༻͍ͨઢܗม׵ z(t) = As(t)Ͱදݱ͢Δ͜ͱ͕Ͱ͖Δɽઢܗ
BSS͸ɼAͷӨڹΛଧͪফ͢ઢܗ෼཭ߦྻWΛ༻͍ͨઢܗม׵Wz(t)ʹΑͬͯɼԻݯ৴߸ s(t)
Λ࠶ݱ͢Δɽ୅දతͳख๏ͱͯ͠ɼಠཱ੒෼෼ੳʢIndependent component analysis: ICAʣ [39]ɼ
ಠཱϕΫτϧ෼ੳʢIndependent vector analysis: IVAʣ [40] ͕޿͘༻͍ΒΕ͍ͯΔɽICA͸ɼԻ
ݯ৴߸ s(t)͕ޓ͍ʹಠཱͰ͋Δͱ͍͏ԻݯͷಠཱੑͷԾఆΛ༻͍Δɽ͜ͷԾఆʹج͖ͮɼ෼཭৴߸
y(t) =Wz(t)͕ޓ͍ʹಠཱͱͳΔΑ͏ͳઢܗ෼཭ߦྻWΛਪఆ͠ɼs(t)Λ࠶ݱ͢Δ [39]ɽઢܗม
׵͞Εͨ΋ͷΛઢܗม׵Ͱ໭͢ͱ͍͏࿮૊ΈͰ͋ΔͨΊɼඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͱ͍͏
ར఺͕͋Δɽ͔࣮͠͠ࡍͷ؀ڥͰ͸ɼ఻ୡܥͷӨڹ͸৞ΈࠐΈʹΑΓදݱ͞ΕΔͨΊɼॠ࣌ࠞ߹ͷ
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ԾఆΛͦͷ··༻͍Δ͜ͱ͸Ͱ͖ͳ͍ɽͦ͜ͰɼICAΛ৞ΈࠐΈ໰୊ʹ֦ு্ͨ͠ͰWΛਪఆ͢
Δํ๏ [41, 42]ɼप೾਺ྖҬʹม׵͢Δ͜ͱͰॠ࣌ࠞ߹ʹۙࣅ্ͨ͠ͰWΛਪఆ͢Δํ๏ [39, 43]
͕ఏҊ͞Ε͍ͯΔɽલऀͷํ๏͸ऩଋ఺ʹ͍ۙॳظ஋Λ༩͑Δ͜ͱ͕Ͱ͖Ε͹ߴ͍ੑೳ͕อূ͞
ΕΔɽ͔͠͠ɼ࣮؀ڥʹ͓͚Δ෼཭໰୊Ͱ͸ٻΊΔύϥϝʔλ਺͕ଟ͘ͳΓɼͦΕΒΛಉ࣌ʹ࠷ద
Խ͢ΔͨΊʹ͸ܭࢉίετ͕ߴ͘ͳΔɽޙऀ͸ɼগͳ͍ύϥϝʔλͷ࠷దԽΛߦ͏͜ͱ͕Մೳͱ
ͳΔͨΊܭࢉίετ͕௿͍ͱ͍͏఺ͰલऀΑΓ΋༏ΕΔɽҰํͰɼύʔϛϡςʔγϣϯ໰୊΍ε
έʔϦϯά໰୊ͱΑ͹ΕΔ໰୊͕ൃੜ͢Δɽ͜ΕΒͷ໰୊͸ɼ෼཭ੑೳ΍Ի࣭ྼԽΛҾ͖ى͜͢ཁ
ҼͱͳΔͨΊɼ͜ΕΒͷ໰୊Λղܾ͢ΔͨΊͷํ๏͕ɼ͍͔ͭ͘ఏҊ͞Ε͍ͯΔ [44, 45, 46, 47]ɽ
ۙ೥Ͱ͸ɼύʔϛϡςʔγϣϯ໰୊͕ൃੜ͠ͳ͍࿮૊Έͱͯ͠ɼICAΛ֦ுͤͨ͞ IVA͕ఏҊ͞
Ε͍ͯΔ [40]ɽIVA͸෼཭৴߸ͷεϖΫτϧ͕ɼޓ͍ʹಠཱ͢ΔϕΫτϧͱͳΔΑ͏ʹ෼཭ߦྻ
Λਪఆ͢ΔɽϕΫτϧͷཁૉؒͷ૬ؔΛߟྀ͢Δଟ࣍ݩ෼෍Λ༻͍ͯಠཱੑΛධՁ͢Δ͜ͱʹΑ
Γɼύʔϛϡςʔγϣϯ໰୊ͷൃੜΛ๷͙͜ͱ͕Ͱ͖Δɽ͔͠͠ɼґવͱͯ͠εέʔϦϯά໰୊
ͷൃੜΛ๷͙͜ͱ͸೉͍͠ɽ·ͨɼICA΍ IVAʹ͓͍ͯಠཱੑΛධՁ͢ΔͨΊʹ͸ɼԻݯ৴߸͕
ੜ੒͞ΕΔ֬཰෼෍ΛԾఆ͢Δඞཁ͕͋Γɼͦͷ෼෍ͱ࣮ࡍͷσʔλͷ෼෍ͱͷؒʹϛεϚον
͕ੜ͡Δͱ෼཭ੑೳ͕ྼԽ͢Δɽ͜ͷ໰୊ʹରԠ͢ΔͨΊɼԻݯͷੑ࣭Λදͨ͠෼෍Λ༻͍Δख
๏ [48, 49, 50] ͕ఏҊ͞Ε͍ͯΔ͕ɼ෼෍ʹجͮ͘࿮૊ΈͰ͸ɼԻ੠ͷεϖΫτϧʹ͓͚Δௐ೾ߏ
଄ͳͲͷԻݯΒ͠͞Λ௚઀తʹਪఆ͢Δ͜ͱ͸೉͍͠ɽ͞ΒʹɼಠཱੑͷԾఆͰ͸৚݅ʹΑͬͯ
͸े෼ͳੑೳ͕ಘΒΕͳ͍͜ͱ͕͋Δɽྫ͑͹ɼڧ͍൓ࣹԻ͕؍ଌ৴߸ʹࠞೖ͢Δ৔߹ʹ͸൓ࣹ
Ի΋·ͨಠཱͳԻͱΈͳ͢͜ͱ͕Ͱ͖ΔͨΊɼಠཱੑͷΈͰԻݯΛ෼཭͢Δ͜ͱ͕೉͘͠ͳΔ͜
ͱ͕༧૝͞ΕΔɽ
1.2.3 λϯσϜ઀ଓܕԻݯ෼཭
λϯσϜ઀ଓܕԻݯ෼཭͸ɼෳ਺ͷԻݯ෼཭ख๏Λ૊Έ߹ΘͤΔ͜ͱʹΑΓݸʑͷԻݯ෼཭ͷ
ܽ఺Λิ͏ͨΊʹ༻͍ΒΕΔɽ
ઢܗBSSͷ෼཭ੑೳΛվળ͢ΔͨΊͷ࿮૊Έͱͯ͠ɼICAͷޙஈʹ࣌ؒप೾਺ϚεΫʹجͮ͘ख
๏Λ૊Έ߹ΘͤΔ͜ͱͰɼICAʹΑͬͯऔΓআ͘͜ͱ͕Ͱ͖ͳ͔ͬͨ৴߸Λ཈ѹ͢Δํ๏ [51, 52]
΍ɼICAʹΑΓܗ੒͞ΕΔࢦ޲ಛੑΛ༻͍ͯԻݯͷεϖΫτϧΛਪఆ͠ɼεϖΫτϧݮࢉ๏ʹΑ
ΓԻݯ෼཭Λߦ͏ํ๏ [53]ͳͲ͕ఏҊ͞Ε͍ͯΔɽ͔͜͠͠ΕΒͷख๏Ͱ͸ɼඇઢܗॲཧؚ͕·
Ε͍ͯΔͨΊඇઢܗ࿪ͷൃੜΛ๷͙͜ͱ͸೉͍͠ɽ
ඇઢܗ BSSʹΑͬͯੜ͡Δඇઢܗ࿪ͷӨڹΛ௿ݮ͢Δ࿮૊Έͱͯ͠ɼ࣌ؒप೾਺ϚεΫͷޙஈ
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ʹ NMFʹجͮ͘ํ๏Λద༻͢Δ͜ͱʹΑΓԻ࣭Λվળ͢ΔࢼΈ [54]͕ఏҊ͞Ε͍ͯΔɽ͜ͷํ
๏Ͱ͸NMFͰ༻͍ΔԻ੠ࣙॻͷߏஙʹ༻͍ΔԻ੠ΛͲͷΑ͏ʹબ୒͢Δ͔͕ॏཁͳ՝୊ͱͳΔɽ
ଞʹ͸ɼ࣌ؒप೾਺ϚεΫͷग़ྗʹରͯ͠ ICAΛద༻͢Δ͜ͱʹΑΓɼ࣌ؒप೾਺ϚεΫʹΑͬ
ͯੜ͡Δඇઢܗ࿪ͷӨڹ͕௿ݮ͞ΕΔͱͷใࠂ΋͋Δ [55]ɽۙ೥Ͱ͸ɼϏʔϜϑΥʔϛϯάͷύ
ϥϝʔλΛਪఆ͢ΔͨΊʹඇઢܗ BSSͰ͋Δ࣌ؒप೾਺ϚεΫΛ૊Έ߹ΘͤΔ͜ͱͰɼ෼཭ੑೳ
Λվળ͢Δ࿮૊Έ͕͍͔ͭ͘ఏҊ͞Ε͍ͯΔ [56, 57]ɽ͜ΕΒͷ࿮૊ΈͰ͸ɼϏʔϜϑΥʔϛϯά
ʹඞཁͱͳΔεςΞϦϯάϕΫτϧ΍ PSDߦྻͷਪఆʹͷΈ࣌ؒप೾਺ϚεΫΛ༻͍͓ͯΓɼඇ
ઢܗ࿪͸ݪཧతʹൃੜ͠ͳ͍࿮૊Έͱͳ͍ͬͯΔɽ͔͠͠ɼϏʔϜϑΥʔϛϯά͸ۭؒతͳ৘ใ
ʹج͖ͮ෼཭Λߦ͏΋ͷͰ͋ΔͨΊɼԻݯʹؔ͢Δ৘ใ͸ཅʹ͸ѻΘΕ͍ͯͳ͍ɽ
1.3 ຊ࿦จͷ໨త
ຊ࿦จͰ͸෼཭ੑೳɼ෼཭Իͷࣗવੑ͕ڞʹߴ͍ BSSΛఏҊ͢Δɽ͜͜Ͱ͸ɼ෼཭ੑೳ͕ߴ͍
ͱ͸๦֐Իʹର͢Δ཈ѹੑೳ͕ߴ͍͜ͱΛɼࣗવੑ͕ߴ͍ͱ͸࿪ͷൃੜ͕গͳ͍͜ͱͱ౳Ձͷҙ
ຯͱͯ͠ఆٛ͢Δɽ
ਤ 1.1ʹطଘͷ BSSͱఏҊ๏ͷؔ܎Λࣔ͢ɽBSSͷੑೳΛ෼཭ੑೳͱ෼཭ԻͷࣗવੑͰධՁ͢
Δͱ͖ɼཧ૝తͳ BSS͸྆࣠ʹ͓͍ͯߴ͍͜ͱ͕๬·͍͠ɽ1.2.1અͰઆ໌ͨ͠Α͏ʹɼඇઢܗ
BSSͷҰख๏Ͱ͋Δ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏͸ɼ෼཭ੑೳ͸ߴ͍͕ࣗવੑ͸௿͍ɽ·ͨɼ
1.2.2અͰઆ໌ͨ͠Α͏ʹɼઢܗ BSSͷҰख๏Ͱ͋Δ IVA͸ɼඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͨ
Ί࣌ؒप೾਺ϚεΫΑΓ΋ࣗવੑ͸ߴ͍͕ɼऩԻ؀ڥʹΑͬͯ͸े෼ͳ෼཭ੑೳ͕ಘΒΕͳ͍͜
ͱ͕͋Δɽ
ຊݚڀͰ͸ɼௌײ্ҧ࿨ײΛ༩͑Δ࿪͕গͳ͘ɼߴਫ਼౓ʹԻݯΛ࠶ݱ͢Δ BSSͷ࣮ݱํ๏ͱ͠
ͯɼ2ͭͷΞϓϩʔνΛݕ౼ͨ͠ɽ1ͭ໨ͷΞϓϩʔνͰ͸ɼ࿈૝هԱΛ༻͍ͯɼԻݯͰ͋ΔԻ੠
Β͠͞Λߟྀ͠ͳ͕Βઢܗ෼཭ߦྻΛਪఆ͢Δɽ۩ମతʹ͸ɼࣄલʹԻ੠ͷεϖΫτϧΛֶश͞
ͤͨ࿈૝هԱϞσϧΛ༻͍ͯ෼཭৴߸͔ΒԻ੠৴߸ʢҎ߱ɼࢀর৴߸ͱΑͿʣΛਪఆ͢Δॲཧͱɼ
ࢀর৴߸ͱ෼཭৴߸ͱͷޡ͕ࠩ࠷খͱͳΔΑ͏ʹઢܗ෼཭ߦྻΛิਖ਼͢ΔॲཧΛ܁Γฦ͢ํ๏Λ
ఏҊ͢Δɽ͜͜Ͱ͸ɼ෼཭৴߸ͷεϖΫτϧʹ͸๦֐Իͷফ͠࢒͠΍෼཭ʹΑΓੜ͡Δ࿪ͳͲͷ
ϊΠζؚ͕·ΕΔͱԾఆ͠ɼ࿈૝هԱΛ༻͍ͯͦΕΒͷϊΠζΛऔΓআ͘͜ͱʹΑΓࢀর৴߸Λ
ਪఆ͢Δɽ͢ͳΘͪɼ࿈૝هԱϞσϧ͸ɼDAEͷߟ͑ํΛࢀߟʹߏங͢Δɽ1.2.1Ͱड़΂ͨΑ͏
ʹɼDAEΛԻݯ෼཭ख๏ʹ૊ΈࠐΉࢼΈ͸طʹߦΘΕ͍ͯΔ͕ɼఏҊ๏͸ઢܗ෼཭ߦྻͷਪఆʹ
༻͍Δͱ͍͏఺ͰͦΕΒͱ͸ҟͳΔɽఏҊ๏͸ɼಠཱੑͷԾఆ͕ෆཁͰ͋Δ͚ͩͰͳ͘ɼԻݯ͕
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ਤ 1.1: Relation between existing and proposed blind source separation (BSS). TF and SMO
denote time-frequency and separation matrix optimization, respectively.
ੜ੒͞ΕΔ෼෍ΛԾఆͨ͠࿮૊ΈͰ͸ѻ͏͜ͱ͕೉͔ͬͨ͠εϖΫτϧͷඍࡉߏ଄ͳͲΛߟྀ͢
ΔͨΊɼIVA ΑΓ΋ߴਫ਼౓ͳ෼཭͕ՄೳͰ͋Δͱظ଴Ͱ͖Δɽ
2ͭ໨ͷΞϓϩʔν͸ɼ࿈૝هԱΛ༻͍ͨઢܗ෼཭ߦྻਪఆ๏ͱඇઢܗ BSSΛ૊Έ߹Θͤͨλ
ϯσϜ઀ଓܕԻݯ෼཭ΛఏҊ͢Δɽ·ͣɼ؍ଌ৴߸ʹରͯ͠ඇઢܗ BSSͰ͋Δ࣌ؒप೾਺ϚεΫ
Λద༻͢Δ͜ͱʹΑΓɼ෼཭ߦྻͷਪఆʹෆཁͳ੒෼ΛऔΓআ͘ɽ͜ΕʹΑΓɼ෼཭ߦྻͷਪఆ͕
༰қʹͳΔ͜ͱΛظ଴Ͱ͖Δɽ͔͠͠ɼ࣌ؒप೾਺ϚεΫΛద༻͢Δ͜ͱʹΑΓඇઢܗ࿪͕ൃੜ
ͯ͠͠·͏ɽͦ͜Ͱɼ࣌ؒप೾਺ϚεΫΛͦͷ··༻͍ΔͷͰ͸ͳ͘ɼ࣌ؒप೾਺ϚεΫͷೖग़
ྗ͔ΒઢܗࣹӨߦྻΛٻΊɼ෼཭ߦྻͷॳظ஋ͱͯ͠༻͍Δɽ͞Βʹɼ࿈૝هԱΛ༻͍ͯԻݯΒ
͠͞Λߟྀ͠ͳ͕ΒԻݯ෼཭Λߦ͏ɽͰड़΂ͨΑ͏ʹɼ࣌ؒप೾਺ϚεΫΛϏʔϜϑΥʔϛϯά
ͷύϥϝʔλͷਪఆʹ༻͍Δํ๏͸طʹఏҊ͞Ε͍ͯΔ͕ɼఏҊ๏͸ԻݯΒ͠͞Λཅʹѻ͍ͬͯ
Δͱ͍͏఺ͰͦΕΒͱ͸ҟͳΔɽ
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ਤ 1.2: Structure of this study.
1.4 ຊ࿦จͷߏ੒
ຊ࿦จͷߏ੒͸ҎԼͷ௨ΓͰ͋Δʢਤ 1.2ʣɽ
ୈ 1ষͰ͸ɼຊݚڀͷ໨త͓Αͼैདྷݚڀͱͷཱ৔ͷҧ͍ʹ͍ͭͯड़΂Δͱͱ΋ʹɼैདྷͷBSS
ʹ͍ͭͯ΋֓؍ͨ͠ɽ
ୈ 2ষͰ͸ɼຊݚڀΛઆ໌͢Δ্ͰॏཁͱͳΔج൫ٕज़ʹ͍ͭͯ֓؍͢Δɽ·ͣɼϒϥΠϯυԻ
ݯ෼཭ॲཧͷجຊతͳྲྀΕΛઆ໌͠ɼଓ͍ͯఏҊ๏Ͱ༻͍Δ࣌ؒप೾਺ϚεΫΛ༻͍ͨ BSS͓Α
ͼઢܗ෼཭ߦྻΛ༻͍ͨ BSSʹ͍ͭͯ֓؍͢Δɽಛʹઢܗ෼཭ߦྻΛ༻͍ͨ BSSͰ͸ɼICAͱ
IVAͷҧ͍ʹ͍ͭͯ΋ݴٴ͢ΔɽICAͰ͸ɼप೾਺Ϗϯຖʹ෼཭৴߸ؒͷಠཱੑΛධՁ͢ΔͨΊ
ʹɼύʔϛϡςʔγϣϯ໰୊΍εέʔϦϯά໰୊ͱ͍ͬͨ໰୊͕ൃੜ͢ΔɽҰํ IVAͰ͸ɼप೾਺
Ϗϯؒͷؔ܎Λߟྀ͠ͳ͕ΒಠཱੑΛධՁ͢ΔͨΊʹύʔϛϡςʔγϣϯ໰୊͕ݪཧతʹൃੜ͠ͳ
͍ͱ͍͏ར఺͕͋Δɽ͜͜Ͱ͸͞Βʹɼ࿈૝هԱϞσϧͱͯ͠ɼRestricted Boltzmann machine
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ʢRBMʣɼAutoencoderʢAEʣɼDenoising autoencoderʢDAEʣɼConvolutional autoencoder
ʢCAEʣɼConvolutional neural networkʢCNNʣʹ͍ͭͯ΋֓؍͢Δɽ
ୈ 3ষͰ͸ɼఏҊ๏ͷΞϧΰϦζϜʹ͍ͭͯड़΂Δ [58, 59]ɽఏҊ๏͸ɼ࿈૝هԱϞσϧΛ༻͍
ͯࢀর৴߸Λਪఆ͢Δॲཧͱɼࢀর৴߸ͱ෼཭৴߸ͱͷޡ͕ࠩ࠷খͱͳΔΑ͏ʹઢܗ෼཭ߦྻΛ
ิਖ਼͢ΔॲཧͰߏ੒͞ΕΔɽ͜͜Ͱ͸ɼͦΕͧΕͷํ๏ʹ͍ͭͯड़΂Δɽಛʹɼࢀর৴߸ͷਪఆ๏
Ͱ͸ɼ࿈૝هԱϞσϧͱͯ͠ɼDAEɼCNNɼDenoising convolutional autoencoderʢDCAEʣʹ
͍ͭͯઆ໌͢ΔɽDAE͸ɼԻ੠εϖΫτϧʹؚ·ΕΔϊΠζΛऔΓআ͘ͷʹޮՌతͰ͋Δ͜ͱ͕
஌ΒΕ͓ͯΓɼࡶԻআڈ΍࢒ڹ཈ѹͳͲʹԠ༻͞Ε͍ͯΔɽ͔͠͠ɼϐονͷ࣌ܥྻมԽͳͲͷ
Ի੠εϖΫτϧͷہॴతͳߏ଄͸ཅʹѻΘΕ͍ͯͳ͍ɽҰํɼCNN͸ɼԻ੠ͷεϖΫτϧΛہॴ
తͳύλʔϯͷ૊Έ߹Θͤͱͯ͠ߟ͑ΔͨΊɼہॴతʹଘࡏ͢ΔϊΠζʹରͯ͠ؤ݈Ͱ͋Δ͜ͱ
͕ظ଴Ͱ͖Δɽ·ͨɼMax-pooling [60]ͷॲཧΛߦ͏͜ͱʹΑΓɼϑΟϧλΛޮ཰తʹֶशՄೳͰ
͋Δͱ͍͏ಛ௕͕͋Δɽ͔͠͠ɼMax-poolingʹΑΓɼϑΟϧλͷద༻Ґஔͷ৘ใ͕ࣦΘΕΔɽͦ
ͷͨΊɼ෮ݩ͞Εͨεϖτϧʹ͸ݩԻ੠Β͕͠͞൓ө͞Εͳ͍Մೳੑ͕͋ΔɽຊݚڀͰ͸ɼ͜ͷ
໰୊Λղܾ͢Δ࿮૊Έͱͯ͠ɼDCAEΛ։ൃͨ͠ɽDCAE͸ɼCNNͱಉ༷ʹԻ੠ͷεϖΫτϧ
Λہॴతͳύλʔϯͷ૊Έ߹Θͤͱͯ͠ߟ͑Δͱͱ΋ʹɼMax poolingͷߏ଄Λ༗͢ΔɽҰํͰɼ
ϓʔϦϯάॲཧʹΑΓࣦΘΕΔ৘ใΛཅʹѻ͍ͳ͕ΒԻ੠Λਪఆ͢ΔɽͦͷͨΊɼݩԻ੠Β͠͞
Λߟྀ͠ͳ͕ΒԻ੠εϖΫτϧΛਪఆ͢Δ࿮૊ΈͰ͋Δͱ͍͑ΔɽධՁ࣮ݧͰ͸ɼೋ࿩ऀಉ࣌ൃ
࿩Ի੠ͷ෼཭͓ΑͼΤίʔআڈͷ࣮ݧΛߦ͏ɽೋ࿩ऀಉ࣌ൃ࿩Ի੠ͷ෼཭࣮ݧͰ͸ɼIVAͱఏҊ
๏ͱͰ෼཭ੑೳΛൺֱ͠ɼԻ੠Β͠͞Λߟྀ͢Δ͜ͱͷޮՌΛݕূ͢Δɽ͜͜Ͱ͸ɼ্ड़ͷDAEɼ
CNNɼDCAEͦΕͧΕΛ࿈૝هԱͱͯ͠༻͍ͨ৔߹ͷੑೳΛൺֱ͠ɼఏҊ๏ʹ༻͍Δ࿈૝هԱϞ
σϧͱͯ͠࠷దͳߏ଄Λݕ౼͢ΔɽΤίʔআڈͷ࣮ݧͰ͸ɼಠཱੑͷԾఆ͕੒ཱ͠ʹ͍͘ঢ়گʹ
͓͚ΔఏҊ๏ͷ༗ޮੑΛݕূ͢ΔɽIVAͰ͸ɼԻݯͷಠཱੑΛԾఆ͍ͯ͠ΔͨΊɼΤίʔ৴߸ͷ
Α͏ʹԻݯʹରͯ͠ಠཱͱ͸ݴ͍೉͍৴߸ؚ͕·ΕΔͱ͖ɼ෼཭ੑೳ͕ྼԽ͢ΔɽҰํɼఏҊ๏
͸ԻݯͷಠཱੑͷԾఆ͕ෆཁͰ͋ΔͨΊɼͦͷΑ͏ͳঢ়گʹ͓͍ͯ΋෼཭ՄೳͰ͋Δ͜ͱ͕ظ଴
Ͱ͖Δɽ
ୈ̐ষͰ͸ɼAMMΛ༻͍ͨઢܗ෼཭ߦྻਪఆ๏ͷલஈʹ࣌ؒप೾਺ϚεΫΛ૊Έ߹Θͤͨλ
ϯσϜ઀ଓܕԻݯ෼཭ͷ࿮૊ΈΛఏҊͨ͠ɽ࣌ؒप೾਺ϚεΫΛ༻͍ͯɼઢܗ෼཭ߦྻͷਪఆʹ
ෆཁͳ੒෼Λ཈ѹ͢Δ͜ͱͰɼޙଓ͢Δઢܗ෼཭ߦྻͷ࠷దԽ͕͠΍͘͢ͳΔ͜ͱΛظ଴͍ͯ͠
Δɽ͔͠͠ɼ࣌ؒप೾਺ϚεΫͷग़ྗʹରͯ͠෼཭ߦྻΛద༻͢Δͱɼ෼཭৴߸͸ඇઢܗ࿪ͷӨ
ڹΛड͚Δɽͦ͜Ͱɼ࣌ؒप೾਺ϚεΫΛͦͷ··༻͍ΔͷͰ͸ͳ͘ɼ࣌ؒप೾਺ϚεΫͷೖྗ
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͔Βग़ྗ΁ͷࣹӨߦྻΛٻΊɼͦͷ஋ΛఏҊ๏ʹ͓͚Δ෼཭ߦྻͷॳظ஋ͱͯ͠༻͍Δํ๏Λఏ
Ҋͨ͠ɽධՁ࣮ݧͰ͸ɼೋ࿩ऀಉ࣌ൃ࿩Ի੠ʹର͢Δ෼཭ੑೳΛௐࠪ͠ɼલஈʹप೾਺ϚεΫΛ
૊ΈࠐΉ͜ͱʹΑΓɼఏҊ๏ͷ෼཭ੑೳ͕վળ͠ɼ࿪ͷൃੜྔΛ௿ݮ͢Δ͜ͱ͕Ͱ͖Δ͜ͱΛ֬
ೝͨ͠ɽ͞Βʹɼ࿈ଓԻૉೝࣝʹΑΔධՁΛߦ͍ɼఏҊ͢ΔλϯσϜ઀ଓܕԻݯ෼཭͕࠷΋ߴ͍
ੑೳΛࣔ͢͜ͱ΋֬ೝͨ͠ɽ
ୈ 4ষͰ͸ɼఏҊ͢Δઢܗ෼཭ߦྻਪఆ๏ͱ࣌ؒप೾਺ϚεΫʹجͮ͘ BSSΛ૊Έ߹Θͤͨλ
ϯσϜ઀ଓܕԻݯ෼཭ΛఏҊ͠ɼ༗ޮੑΛݕূͨ݁͠Ռʹ͍ͭͯใࠂ͢Δ [59]ɽ࣌ؒप೾਺Ϛε
ΫΛ༻͍ͯɼઢܗ෼཭ߦྻͷਪఆʹෆཁͳ੒෼Λࣄલʹ཈ѹ͢Δ͜ͱͰɼޙଓ͢Δઢܗ෼཭ߦྻ
ͷ࠷దԽ͕͠΍͘͢ͳΔ͜ͱ͕ظ଴Ͱ͖Δɽ͔͠͠ɼ࣌ؒप೾਺ϚεΫͷग़ྗʹରͯ͠෼཭ߦྻ
Λద༻͢Δͱɼ෼཭৴߸͸ඇઢܗ࿪ͷӨڹΛड͚Δɽͦ͜Ͱɼ࣌ؒप೾਺ϚεΫΛͦͷ··༻͍
ΔͷͰ͸ͳ͘ɼ࣌ؒप೾਺ϚεΫͷೖग़ྗؔ܎Λදࣹ͢ӨߦྻΛٻΊɼͦͷ஋ΛఏҊ๏ʹ͓͚Δ
෼཭ߦྻͷॳظ஋ͱͯ͠༻͍Δํ๏Λݕ౼͢ΔɽධՁ࣮ݧͰ͸ɼೋ࿩ऀಉ࣌ൃ࿩Ի੠ʹର͢Δ෼
཭ੑೳΛௐࠪ͠ɼલஈʹप೾਺ϚεΫΛ૊ΈࠐΉ͜ͱʹΑΓɼఏҊ๏ͷ෼཭ੑೳ͕վળ͠ɼ࿪ͷ
ൃੜྔΛ௿ݮ͢Δ͜ͱ͕Ͱ͖Δ͜ͱΛ֬ೝ͢Δɽ͞Βʹɼ࿈ଓԻૉೝࣝʹΑΔධՁΛߦ͍ɼఏҊ
͢ΔλϯσϜ઀ଓܕԻݯ෼཭͕Ի੠ೝࣝʹ΋༗ޮͰ͋Δ͜ͱΛݕূ͢Δɽ
ୈ 5ষͰ͸ɼຊݚڀͷ·ͱΊͱࠓޙͷల๬ʹ͍ͭͯड़΂Δɽ
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ୈ2ষ جૅٕज़
ຊষͰ͸ຊݚڀΛઆ໌͢Δ্ͰॏཁͱͳΔج൫ٕज़ʹ͍ͭͯ֓؍͢Δɽ·ͣ࠷ॳʹɼԻ৴߸ॲཧ
ͷجຊతͳྲྀΕΛઆ໌͢ΔɽBSS͸ɼ࣌ؒ೾ܗʹରͯ͠ߦ͏ํ๏ͱɼ࣌ؒ೾ܗΛ࣌ؒप೾਺දݱʹ
ม׵্ͨ͠Ͱߦ͏ํ๏ͱ͕ଘࡏ͢ΔɽຊݚڀͰ͸ɼܭࢉྔ͕গͳ͍͜ͱɼֶ श͕ऩଋ͠΍͍͢ͱ͍͏
؍఺Ͱޙऀͷํ๏Λ࠾༻͍ͯ͠Δɽͦ ͜Ͱ·ͣ͸ɼ࣌ؒ೾ܗ͔Β࣌ؒप೾਺දݱʹม׵͠ɼ࣌ؒ೾ܗ
Λ߹੒͢Δํ๏ʹ͍ͭͯઆ໌͢Δɽ࣍ʹɼBSSͷجૅٕज़ͱͯ͠ɼઢܗ෼཭ߦྻΛ༻͍ͨํ๏ [40]ɼ
͓Αͼɼ࣌ؒप೾਺ϚεΫΛ༻͍ͨํ๏ [12]ʹ͍ͭͯ֓આ͢Δɽ࣌ؒप೾਺ϚεΫ͸ɼඇઢܗBSS
ʹ͓͍ͯ޿͘༻͍ΒΕ͓ͯΓɼ໨తԻҎ֎ͷ੒෼ͷ཈ѹੑೳʹ༏Ε͍ͯΔ͕ɼඇઢܗ࿪͕ൃੜ͢Δ
ͱ͍͏໰୊͕͋ΔɽҰํઢܗ෼཭ߦྻΛ༻͍ͨख๏͸ɼඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͱ͍͏༏
Εͨಛ௕͕͋Δɽ࠷ޙʹɼ࿈૝هԱϞσϧͱͯ͠ɼRestricted boltzman machineɼAutoencoderɼ
Denoising autoencoderɼConvolutional autoencoderɼConvolutional neural networkΛ঺հ͢Δɽ
2.1 Ի৴߸ॲཧͷྲྀΕ
ਤ 2.1ʹɼ࣌ؒप೾਺දݱΛ༻͍ͨԻ৴߸ॲཧͷجຊతͳྲྀΕΛࣔ͢ɽ
·ͣɼADม׵ʹΑΓσδλϧԽ͞Εͨ؍ଌ৴߸ͷܥྻ x = {x[i]|i = 0, · · · , Nt− 1}ʹର͠ɼ୹
࣌ؒϑʔϦΤม׵ʢShort time Fourier transform: STFTʣΛద༻͢Δ͜ͱͰɼ࣌ؒप೾਺දݱͰ
͋ΔεϖΫτϧͷ࣌ܥྻX = {X[k, l]|k = 0, · · · , Nω − 1; l = 0, · · · , Nτ − 1} Λܭࢉ͢Δɽ͜͜Ͱ
NtɼNωɼNτ ͸ͦΕͧΕɼ؍ଌ৴߸ɼ཭ࢄप೾਺ɼ཭ࢄϑϨʔϜͷ૯਺Λද͢ɽ࣍ʹɼXʹର͠
ͯ࣌ؒप೾਺ϚεΫॲཧ΍ઢܗม׵ͳͲͷεϖΫτϧͷՃ޻Λߦ͍ɼ໨తͷεϖΫτϧͷ࣌ܥྻ
X′Λܭࢉ͢Δɽ࠷ޙʹɼX′ʹରͯ͠ɼٯ୹࣌ؒϑʔϦΤม׵ʢInverse STFT: ISTFTʣΛద༻͢
Δ͜ͱͰɼՃ޻͞Εͨ࣌ؒ೾ܗ x′ΛಘΔɽ
࣌ؒྖҬ͔Βप೾਺ྖҬ΁ͷม׵͸ɼϑʔϦΤม׵ʢFourier Transform: FTʣ͕޿͘༻͍ΒΕ
Δɽ͜Ε͸पظ৴߸ x(t)Λɼແݶݸͷप೾਺ ωͷෳૉਖ਼ݭ೾Ͱදݱ͞ΕΔجఈۭؒʹࣹӨ͢Δ΋
ͷͰ͋ΓɼҎࣜͷΑ͏ʹఆٛ͞ΕΔɽ
X(ω) =
∫ ∞
−∞
x(t) exp (−j2πωt)dt , (2.1)
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ਤ 2.1: Procedure of sound signal processing via frequency domain.
|X(ω)| =
√
|Im[X(ω)]|2 + |Re[X(ω)]|2 . (2.2)
∠X(ω) = arctan (Im[X(ω)]/Re[X(ω)]) , (2.3)
|X(ω)|2 = X(ω)X∗(ω)ɽ (2.4)
͜͜ͰɼRe[X(ω)]͓Αͼ Im[X(ω)]͸ͦΕͧΕɼX(ω)ͷ࣮෦͓Αͼڏ෦Λද͢ɽ·ͨɼ∗͸ෳૉ
ڞ໾Λද͢ɽX(ω)͸εϖΫτϧͱݺ͹Εɼಛʹɼ|X(ω)|ɼ∠X(ω)ɼ͓Αͼɼ|X(ω)|2 ͸ͦΕͧΕ
ৼ෯εϖΫτϧɼҐ૬εϖΫτϧɼύϫʔεϖΫτϧͱݺ͹ΕΔɽप೾਺ྖҬ͔Β࣌ؒྖҬʹ໭
͢৔߹͸ɼҎԼʹࣔ͢Α͏ͳٯϑʔϦΤม׵ʢInverse Fourier transform: IFTʣΛX(ω)ʹద༻
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͢Δɽ
x(t) =
1
2π
∫ ∞
−∞
X(ω) exp (j2πωt)dω . (2.5)
FT͓Αͼ IFT͸ɼ࿈ଓ࣌ؒ৴߸ʹ͓͍ͯ࣌ؒྖҬʖप೾਺ྖҬؒͷม׵Λߦ͏ɽ͔͠͠ίϯ
ϐϡʔλͰԻΛॲཧ͢Δࡍʹ͸ɼx(t)͸ɼαϯϓϦϯάपظʢαϯϓϦϯάप೾਺ͷٯ਺ʣ1/fs
ඵִؒͰαϯϓϧ͞Εͨσδλϧ৴߸ܥྻ x = {x[i]|i = 0, · · · , Nt − 1} ͱͯ͠ѻΘΕΔɽ཭ࢄԽ
͞ΕͨσʔλܥྻΛप೾਺ྖҬʹม׵͢Δࡍʹ͸ɼҎԼʹࣔ͢Α͏ͳ཭ࢄϑʔϦΤม׵ʢDiscrete
Fourier transform: DFTʣ͕༻͍ΒΕΔɽ
X[k] =
Nt−1∑
i=0
x[i] exp
[
−j2πki
Nt
]
(2.6)
·ͨɼप೾਺ྖҬ͔Β࣌ؒྖҬʹ໭͢ࡍʹ͸ɼҎԼͷΑ͏ͳٯ཭ࢄϑʔϦΤม׵ʢInverse DFT:
IDFTʣΛ༻͍Δɽ
x[i] =
1
Nω
Nω−1∑
k=0
X[k] exp
[
j2πki
Nt
]
. (2.7)
࣮ࡍʹԋࢉΛߦ͏৔߹ʹ͸ɼDFT΍ IDFTΛߴ଎Խͨ͠ߴ଎ϑʔϦΤม׵ʢFast Fourier Transform:
FFTʣ΍ٯߴ଎ϑʔϦΤม׵ʢInverse FFT: IFFTʣ͕޿͘༻͍ΒΕ͍ͯΔɽ
FFT΍ IFFTͰ͸ɼղੳର৅ͷσʔλܥྻΛपظతͳఆৗ৴߸Ͱ͋Δ͜ͱΛલఏͱ͍ͯ͠Δɽ
͔͠͠Ի੠ͳͲͷԻڹ৴߸͸ɼ࣌ࠁʹΑͬͯप೾਺੒෼͕มԽ͢Δඇఆৗ৴߸Ͱ͋Δ͜ͱ͕ଟ͍ɽ
ͦ͜Ͱਤ 2.2ʹࣔ͢Α͏ʹɼNdαϯϓϧ෼ͷσʔλΛ dαϯϓϧִؒͰ੾Γग़͠ͳ͕ΒɼFFTΛ
ద༻͢Δ STFT͕༻͍ΒΕΔɽ͜ͷͱ͖ɼ੾Γग़ͨ͠೾ܗͷ୯ҐΛϑϨʔϜɼNdɼdΛͦΕͧΕ
ϑϨʔϜ௕ɼϑϨʔϜγϑτͱΑͿɽl൪໨ͷϑϨʔϜʹ͓͚ΔεϖΫτϧ͸ɼ
X[k, l] =
ld+Nd−1∑
n=ld
w(a)[n− ld]x[n] exp
[
−j2πk(n− ld)
Nd
]
, (2.8)
wa[i] = 0.5− 0.5 cos
[
2πi
Nd
]
. (2.9)
ͱܭࢉ͢Δ͜ͱ͕Ͱ͖Δɽ͜͜Ͱw(a)[n]͸෼ੳ૭ͱݺ͹ΕΔ΋ͷͰɼ੾Γग़ͨ͠೾ܗͷத৺͕ 1ɼ
྆୺͕ 0ͱͳΔΑ͏ʹॏΈ͚ͮΔ΋ͷͰ͋ΔɽϑʔϦΤม׵͸ɼ੾Γग़ͨ͠ϑϨʔϜΛɼಉҰϑ
ϨʔϜ͕ແݶʹ܁Γฦ͞Εͨ [−∞,∞]ͷपظ৴߸ͱΈͳ͢ɽ෼ੳ૭Λ͔͚ͣʹϑϨʔϜΛ੾Γग़
ͨ͠৔߹ʹ͸ɼ྆୺Ͱෆ࿈ଓ఺͕ੜ͡ΔՄೳੑ͕͋ΓɼͦͷΑ͏ͳ৔߹ʹ͓͍ͯ͸ɼप೾਺ྖҬ
ʹ͓͍ͯෆཁͳ੒෼͕ൃੜ͢Δɽ࣌ؒ૭͸ϑϨʔϜ྆୺ͷෆ࿈ଓ఺Λղফ͢Δ͜ͱͰɼͦͷΑ͏
ͳӨڹΛ؇࿨͢Δͱ͍͏ޮՌ͕͋Δɽ
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ਤ 2.2: Short time Fourier transform.
Ի৴߸ॲཧͰ͸ɼ͜͏ͯ͠ಘΒΕͨεϖΫτϧͷ࣌ܥྻʹରͯ͠ɼઢܗม׵΍࣌ؒप೾਺Ϛε
ΩϯάͳͲΛద༻͢Δ͜ͱͰɼεϖΫτϧΛՃ޻͢Δɽઢܗม׵͸ෳૉεϖΫτϧX[k]ΛՃ޻͢
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ਤ 2.3: Inverse STFT.
Δͷʹର͠ɼ࣌ؒप೾਺ϚεΩϯάͰ͸ɼৼ෯εϖΫτϧ |X[k]|ͷΈΛՃ޻͠ɼҐ૬εϖΫτϧ
∠X[k]͸ݩ৴߸ͷ΋ͷΛͦͷ··༻͍Δɽ͜Ε͸ɼਓؒ͸Ґ૬εϖΫτϧΑΓ΋ৼ෯εϖΫτϧ
ͷҧ͍ʹහײͰ͋Δͱ͍͏͜ͱʹىҼ͢ΔɽՃ޻ͨ͠ৼ෯εϖΫτϧʹରͯ͠੔߹ੑͷ͋ΔҐ૬
εϖτϧΛಘ͍ͨͳΒ͹ɼ৴߸࠶ߏங [61]Λ༻͍ͯ΋Α͍ɽ
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Ճ޻͞ΕͨεϖΫτϧ͔Βɼ࣌ؒ೾ܗ x′ΛಘΔʹ͸ɼਤ 2.3ʹࣔ͢Α͏ͳ ISTFTΛ֤ϑϨʔϜ
ͷεϖΫτϧʹద༻͢ΔɽISTFTͰ͸·ͣɼ֤ϑϨʔϜʹ͓͚ΔεϖΫτϧX′[l]ʹ IFFTΛద༻
͢Δ͜ͱͰɼ೾ܗ x′[i]Λܭࢉ͢Δɽ͜ͷͱ͖ɼϑϨʔϜ྆୺ͷ࿈ଓੑΛอূ͢ΔͨΊʹ࠶ͼ࣌ؒ
૭ ws[i]Λ৐͡Δɽͦͯ࣌ؒ͠૭Λ৐ͨ͡೾ܗ wa[i]x′[i]Λɼ෼ੳ࣌ͷαϯϓϧҐஔʹ଍͠߹Θͤ
͍ͯ͘ɼ೾ܗॏ৞๏ʢOverlap and add: OAAʣͱݺ͹ΕΔॲཧʹΑͬͯՃ޻ͨ࣌ؒ͠೾ܗ x′Λ
߹੒͢ΔɽNd͓Αͼ d͸ɼΞϓϦέʔγϣϯʹΑͬͯҟͳΔ஋͕༻͍ΒΕΔ͕ɼՃ޻ͨ͠εϖΫ
τϧΛ೾ܗʹ໭͢ࡍʹ͸ɼdΛNd/4ҎԼʹ͢ΔͱΑ͍ [62]ɽ
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2.2 ϒϥΠϯυԻݯ෼཭
͜͜Ͱ͸ɼNm ݸͷ؍ଌ৴߸͔ΒNs ݸͷԻݯʢNs ≤ NmʣΛ࠶ݱ͢Δ໰୊Λྫʹɼઢܗ෼཭
ߦྻʹجͮ͘ख๏͓Αͼɼ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏ʹ͍ͭͯ֓؍͢Δɽ
2.2.1 ઢܗ෼཭ߦྻʹجͮ͘ख๏
ઢܗ෼཭ߦྻʹجͮ͘Իݯ෼཭ͷ໨త͸ɼԻݯํ޲ͳͲͷࣄલ৘ใ͕ະ஌ͱ͍͏੍໿ͷԼͰɼࠞ
߹աఔͷӨڹΛऔΓআ͘ઢܗϑΟϧλΛਪఆ͢Δ͜ͱͰ͋Δɽ
n ൪໨ͷԻݯ৴߸Λ sn = {sn[i]|i = 0, · · · , Nt}ɼm ൪໨ͷϚΠΫϩϗϯʹ͓͚Δ؍ଌ৴߸
Λ zm = {zm[i]|i = 0, · · · , Nt +Nh}ɼn൪໨ͷԻݯ͔Βm൪໨ͷϚΠΫϩϗϯ·ͰͷΠϯύϧε
Ԡ౴Λ hmn = {hmn[i]|i = 0, · · · , Nh}ͱ͢Δͱɼ࣌ؒྖҬʹ͓͚Δࠞ߹աఔ͸ҎԼͷΑ͏ʹॻ͘
͜ͱ͕Ͱ͖Δɽ
zm[i] =
Ns−1∑
n=0
Nh−1∑
d=0
hmn[i]sn[i− d+ 1] (2.10)
͜͜ͰɼNtɼNh͸؍ଌ৴߸ͷσʔλ਺͓ΑͼΠϯύϧεԠ౴௕Λද͢ɽ࣌ؒྖҬʹ͓͍ͯٯϑΟ
ϧλΛٻΊΔͱ͖ɼॳظ஋͕࠷దղͷۙ๣Ͱ͋ΔͳΒ͹ऩଋੑ͕อূ͞ΕΔ͕ɼ࢒ڹͳͲؚ͕·
ΕΔ৔߹ʹ͸ɼ࠷దԽ͕೉͘͠ͳΔɽ·ͨɼ৞ΈࠐΈԋࢉ͕ඞཁͳͨΊܭࢉྔ͕ଟ͘ͳΔɽ
ͦ͜ͰɼzmΛNhΑΓ΋े෼ʹ௕͍෼ੳ௕Ͱ STFT͠ɼࠞ߹աఔΛҎԼͷΑ͏ͳॠ࣌ࠞ߹Ͱۙ
ࣅ͢Δɽ
Zm[k, l] =
Ns∑
n=1
Hmn[k]Sn[k, l] (2.11)
kɼl͸཭ࢄप೾਺͓ΑͼϑϨʔϜΛද͢ɽ·ͨɼZm[k, l]ɼSn[k, l] ͸ͦΕͧΕ؍ଌ৴߸ͷεϖΫ
τϧͱԻݯͷεϖΫτϧΛɼHmn[k]͸఻ୡؔ਺Λද͢ɽ͢ͳΘͪɼप೾਺ྖҬʹม׵͢Δͱ৞Έ
ࠐΈԋࢉΛߦ͏ඞཁ͕ͳ͘ͳΓɼܭࢉྔ͕࡟ݮͰ͖Δɽ·ͨɼΠϯύϧεԠ౴௕ͷӨڹΛߟྀ͢
Δඞཁ͕ͳ͘ͳΔͨΊɼϑΟϧλͷਪఆ͕༰қͱͳΔɽ͜͜Ͱɼ؍ଌ৴߸ͷεϖΫτϧΛଋͶͨ
ϕΫτϧΛ Z[k, l] = [Z1[k, l], · · · , ZNm [k, l]]T ʢT͸సஔΛද͢ʣɼࠞ߹ߦྻΛ H[k]ͱ͢ΔͱɼԻ
ݯ৴߸ͷεϖΫτϧΛଋͶͨϕΫτϧ S[k, l] = [S1[k, l], · · · , SNs [k, l]]T͸ɼҎԼͷΑ͏ͳઢܗม
׵Ͱදݱ͢Δ͜ͱ͕Ͱ͖Δɽ
Z[k, l] = H[k]S[k, l] (2.12)
H[k] =
⎡⎢⎣ H11[k] · · · H1Ns [k]... . . . ...
HNm1[k] · · · HNmNs [k]
⎤⎥⎦ (2.13)
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ઢܗ෼཭ߦྻʹجͮ͘BSSͰ͸ɼZ[k, l]ʹରͯ͠ҎԼͷΑ͏ͳઢܗ෼཭ߦྻW[k]ʹΑΔઢܗม׵
Λద༻͢Δ͜ͱʹΑΓɼग़ྗ৴߸ͷεϖΫτϧΛଋͶͨϕΫτϧY[k, l]=[Y1[k, l], · · ·, YNs [k, l]]T
ΛٻΊΔɽ͜ͷͱ͖ɼYn[k, l]͸ਪఆ͞Εͨ n൪໨ͷԻݯͷεϖΫτϧΛද͢ɽ
Y[k, l] = W[k]Z[k, l] =W[k]H[k]S[k, l] (2.14)
W[k] =
⎡⎢⎣ W11[k] · · · W1Nm [k]... . . . ...
WNs1[k] · · · WNsNm [k]
⎤⎥⎦ (2.15)
ࣜ (2.14)ʹ͓͍ͯɼW[k] = H−1[k]Ͱ͋ΔͳΒ͹ɼԻݯ৴߸Λ׬શʹ࠶ݱ͢Δ͜ͱ͕Ͱ͖Δɽ͢
ͳΘͪH[k]͕ط஌Ͱ͋ΔͳΒ͹ɼٯϑΟϧλΛ༰қʹٻΊΔ͜ͱ͕Ͱ͖Δɽ͔͠͠ɼH[k]͸ϚΠ
ΫϩϗϯͱԻݯͷҐஔؔ܎΍ऩԻ؀ڥʹґଘ͢ΔɽͦͷͨΊɼH[k]Λࣄલ৘ใͱͯ࣋ͭ͜͠ͱ͸
࣮༻্೉͍͠ɽ
ͦ͜ͰɼW[k]ͷਪఆʹ͸ɼԻݯ͕ͦΕͧΕ౷ܭతʹಠཱͰ͋Δͱ͍͏Ծఆ͕޿͘༻͍ΒΕΔɽ
W[k] = H−1[k]Ͱ͋ΔͳΒ͹ɼ෼཭͞Εͨ৴߸΋·ͨԻݯͱಉ͡෼෍͔Βੜ੒͞Εͨ΋ͷͱߟ͑
Δ͜ͱ͕Ͱ͖Δɽ͢ͳΘͪɼ෼཭͞Εͨ৴߸͕ޓ͍ʹಠཱͱͳΔΑ͏ͳW[k]ΛٻΊΕ͹Α͍ɽ͜
ͷߟ͑ʹج͖ͮɼICA΍ IVA͕޿͘༻͍ΒΕ͍ͯΔɽ
ICAͰ͸ɼग़ྗ৴߸ͷεϖΫτϧ੒෼ Yn[k, l]͕ޓ͍ʹಠཱͱͳΔΑ͏ͳW[k]Λप೾਺͝ͱʹ
ਪఆ͢Δɽ۩ମతʹ͸ɼҎԼͷࣜΛຬͨ͢ Wˆ[k]Λਪఆ͢Δɽ
Wˆ[k] = argmin
W[k]
KL
(
p(Y1[k, l], · · · , YNs [k, l])||ΠNsn=1p(Yn[k, l])
)
= argmin
W[k]
− log |det(W[k])|−
Ns∑
n=1
E[log p(Yn[k, l])]
+ Const. (2.16)
͜͜Ͱp(·)ɼdet(·)͓ΑͼKL(p||q)͸ͦΕͧΕԻݯͷࣄલ෼෍ɼߦྻࣜΛٻΊΔؔ਺͓ΑͼKullback-
Libler৘ใྔΛද͢ɽKL(p||q)͸ɼ෼෍ q͔Β෼෍ p΁ͷڑ཭ΛਤΔई౓Ͱ͋Γɼpͱ q͕Ұக͢
Δͱ͖ʹ 0ͱͳΔɽ͢ͳΘͪࣜ (2.16)͕ 0ʹͳΔͷ͸ɼಉ࣌֬཰ p(Y1[k, l], · · · , YNs [k, l])ͱɼ֤Ի
ݯͷग़ݱ֬཰ͷੵΠNsn=1p(Yn[k, l]) ͕Ұக͢Δ৔߹Ͱ͋Γɼ͢ͳΘ֤ͪԻݯ͕౷ܭతʹಠཱͰ͋Δ
৔߹Ͱ͋ΔɽಠཱੑͷධՁΛߦ͏ͨΊʹ͸Իݯͷ෼෍ΛԾఆ͢Δඞཁ͕͋Γɼ૒ۂઢ༨ݭ΍ϥϓ
ϥε෼෍ͳͲ͕Α͘༻͍ΒΕΔɽ
Wˆ[k]Λղͨ͘Ίͷํ๏ͱͯ͠ɼࣗવޯ഑๏ [63]ɼิॿؔ਺๏ [64]ͳͲ͕ఏҊ͞Ε͍ͯΔɽࣗવ
ޯ഑๏͸ɼࣜ (2.16)͔Βܭࢉ͞ΕΔޯ഑Λ∆W[k]Λɼ෼཭ߦྻͷ֤جఈ͕ுΔۭؒʹ͓͚Δޯ഑
ʹ֦ு্ͨ͠Ͱɼޯ഑๏ʹΑΓ Wˆ[k]Λਪఆ͢Δɽ҆ఆͨ͠ऩଋੑೳ͕อূ͞ΕΔҰํͰɼֶश
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܎਺΍ֶशճ਺ͳͲͷνϡʔχϯά͕ඞཁͱͳΔɽิॿؔ਺๏͸ɼ໨తؔ਺ J(θ)Λ௚઀࠷খԽ͢
Δ୅ΘΓʹɼJ(θ) = minη Q(θ, η)Λຬͨؔ͢਺ʢิॿؔ਺ʣΛ࠷খԽ͢Δ͜ͱʹΑΓɼύϥϝʔ
λ θΛਪఆ͢Δɽ͜ͷํ๏ʹΑΓɼνϡʔχϯάύϥϝʔλͷઃఆΛߦ͏͜ͱͳ͘ɼ҆ఆͨ͠ੑೳ
͕อূ͞ΕΔɽ
ICAʹΑΓ෮ݩ͞ΕΔ৴߸͸ޓ͍ʹಠཱͰ͋Δ͜ͱ͕ظ଴Ͱ͖ΔɽҰํͰɼग़ྗ৴߸ͷॱ൪ͷ
ෆఆੑͷ໰୊ʢύʔϛϡςʔγϣϯ໰୊ʣ΍େ͖͞ͷෆఆੑͷ໰୊ʢεέʔϦϯά໰୊ʣ͕͋Δɽ
͜ΕΒͷ໰୊ʹΑΓप೾਺ؒͷෆ੔߹͕ൃੜ͠ɼ෼཭ੑೳ͕ྼԽ͢ΔɽͦͷͨΊɼ෼཭ߦྻΛٻ
ΊͨޙʹͦΕΒΛղফ͢ΔͨΊͷޙॲཧ͕ඞཁͱͳΔ [44, 46]ɽ
ύʔϛϡςʔγϣϯ໰୊Λղܾ͢ΔͨΊͷํ๏ͱͯ͠ɼICAΛ֦ுͨ͠ IVA͕ఏҊ͞Ε͍ͯΔɽ
IVA͸ɼग़ྗ৴߸ͷεϖΫτϧ੒෼ͷϕΫτϧYn[l]=[Yn(1, l), · · ·, Yn(Nω, l)]T ͕ޓ͍ʹಠཱͱ
ͳΔΑ͏ͳW[k]ΛٻΊΔɽ۩ମతʹ͸ɼҎԼͷࣜΛຬͨ͢ Wˆ[k]ΛٻΊΔɽ
Wˆ[k] = argmin
W[k]
KL
(
p(Y1[l], · · · ,YNs [l])||ΠNsn=1p(Yn[l])
)
= argmin
W[k]
−
Nk−1∑
j=0
log |det(W[j])|−
Ns∑
n=1
E[log p(Yn[l])]
+ Const. (2.17)
͜͜ͰɼNK ͸ FFT௕Λද͢ɽWˆ[k]ͷਪఆ͸ ICAͱಉ༷ʹɼࣗવޯ഑๏΍ิॿؔ਺๏ʹΑΓߦ
͏ɽIVAͰ͸ɼp(·)ͱͯ͠प೾਺ؒͷؔ܎Λߟྀͨ͠ଟ࣍ݩ෼෍ΛԾఆ͢ΔͨΊɼप೾਺ؒͷ੔߹
ੑ͸อূ͞ΕΔɽͦͷͨΊɼύʔϛϡςʔγϣϯ໰୊͕ൃੜ͠ͳ͍ͱ͍͏ར఺͕͋ΔɽεέʔϦ
ϯά໰୊ʹରͯ͠͸ɼ࠷খ࿪ఆཧʢminimal distortion principle: MDPʣ͕Α͘༻͍ΒΕ͍ͯΔɽ
MDPͰ͸W[k]͕ਖ਼ํߦྻͷͱ͖ɼԼࣜͷΑ͏ͳૢ࡞ʹΑΓɼεέʔϧΛਖ਼نԽ͢Δɽ
W[k]← diag (W−1[k])W[k] , (2.18)
͜͜Ͱɼdiag(·)͸ඇର֯ཁૉΛ 0ʹஔ͖׵͑Δૢ࡞Λද͢ɽW[k]͕ਖ਼ํߦྻͰ͸ͳ͍ͱ͖ʹ͸ɼ
W−1[k]ͷ͔ΘΓʹɼW[k]ͷٖࣅٯߦྻΛ༻͍Ε͹Α͍ɽMDPʹΑΓ֤प೾਺ʹ͓͚Δग़ྗ͸
ਖ਼نԽ͞ΕΔ͕ɼਖ਼نԽ͞Εͨεέʔϧ͸؍ଌ৴߸ʹґଘ͓ͯ͠ΓɼΑΓਖ਼֬ʹԻݯΛ࠶ݱ͢Δ
ͨΊͷߟྀ͕ඞཁͰ͋Δɽ
2.2.2 ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏
࣌ؒप೾਺ϚεΫ͸ɼ໨తԻݯ͕ࢧ഑తʹଘࡏ͢Δ࣌ؒप೾਺੒෼ͷΈΛ௨աͤ͞ɼͦΕҎ֎
ͷ੒෼ΛऔΓআ͘ඇઢܗͷϑΟϧλͰ͋Δɽ͜Ε͸ɼԻ੠ͷεϖΫτϧ͸ओཁͳ੒෼͕ૄʹදΕɼ
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ਤ 2.4: Example of simultaneous speech spectrum. In this case, two speakers uttered diﬀerence
vowel of /a/ and /i/ simultaneously.
֤प೾਺ʹ͓͍ͯ͸̍ͭͷࢧ഑తͳԻݯͷ੒෼ͷΈ͕ଘࡏ͢Δͱ͍͏εύʔεੑͷԾఆʹجͮ͘ɽ
εύʔεੑͷԾఆ͕੒ཱ͍ͯ͠ΔྫΛਤ 2.4ʹࣔ͢ɽ͜Ε͸ɼೋਓͷஉ੠࿩ऀ͕ಉ࣌ʹҟͳΔ฼
Իʢ/a/ɼ/i/ʣΛൃͨ͠ͱ͖ͷύϫʔεϖΫτϧΛॏͶͯදࣔͨ͠΋ͷͰ͋Δ͕ɼ/i/ͷओཁͳ੒
෼͸ 400 HzҎԼͷൣғͰૄʹଘࡏ͍ͯ͠Δͷʹର͠ɼ/a/ͷओཁͳ੒෼͸ 100 Hz͔Β 1300 Hz
ͷൣғͰૄʹଘࡏ͍ͯ͠Δɽ·ͨ/a/ͱ/i/ͦΕͧΕͷओཁͳ੒෼͕ॏͳΔ͜ͱ͸كͰ͋Γɼॏͳͬ
ͨͱͯ͠΋Ұํͷ੒෼͕ࢧ഑తͰ͋Δ༷ࢠΛ֬ೝ͢Δ͜ͱ͕Ͱ͖Δɽ͜͜Ͱ՝୊ͱͳΔͷ͸ɼ࣌
ؒप೾਺ϚεΫΛͲͷΑ͏ʹઃܭ͢Δ͔ͱ͍͏͜ͱͰ͋Δɽ
ಉ࣌ൃԻ͞Εͨ 2ͭͷ৴߸Λ 2ͭͷϚΠΫϩϗϯͰ؍ଌ͠ɼҐ૬ࠩʖৼ෯ൺͷೋ࣍ݩͷώετ
άϥϜΛ࡞੒͢ΔͱɼԻݯ਺෼͚ͩͷϐʔΫ͕ଘࡏ͠ɼ֤Իݯ੒෼͸ͦΕͧΕͷϐʔΫۙ๣ʹݱ
ΕΔ [17]ɽͦ͜Ͱɼͦ͜Ͱ؍ଌ৴߸͔ΒԻڹಛ௃Λநग़͠ɼԻڹಛ௃ΛΫϥελϦϯά͢Δ͜ͱ
ʹΑΓɼ֤ TFϏϯ͕ॴଐ͢ΔԻݯΛௐ΂Δͱ͍͏ํ๏͕ͱΒΕΔɽ
Z[k, n]=[Z1[k, l], · · · , Zm[k, l]]Λ؍ଌ৴߸ɼψ(Z[k, n])Λৼ෯ൺ΍Ґ૬ࠩͳͲΛද͢εϖΫτϧ
ಛ௃ɼͦͯ͠ P (n|ψ(Z[k, l]))Λɼn൪໨ͷԻݯ͕ (k, l)൪໨ͷ࣌ؒप೾਺ϏϯʹׂΓৼΒΕΔࣄޙ
֬཰ͱ͢Δͱɼi൪໨ͷԻݯΛநग़͢Δ࣌ؒप೾਺ϚεΫMn[k, l]͸ɼҎԼͷΑ͏ʹઃܭ͞ΕΔɽ
Mn[k, l] =
{
1 if argmaxj P (j|ψ(Z[k, l])) = n
0 otherwise,
(2.19)
ΫϥελϦϯάΛߦ͏ࡍͷಛ௃ͱͯ͠͸ɼϊϧϜͰਖ਼نԽͨ͠ৼ෯ൺͱҐ૬ࠩΛ૊Έ߹Θͤͨಛ
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௃ [19]ͳͲɼ༷ʑͳ΋ͷ͕ఏҊ͞Ε͍ͯΔɽ͜͜Ͱ͸ɼจݙ [12]Ͱ༻͍ΒΕ͍ͯΔΑ͏ʹɼҎԼ
ʹࣔ͢Α͏ͳϊϧϜͰਖ਼نԽͨ͠؍ଌ৴߸ϕΫτϧΛ༻͍Δɽ
ψ(Z[k, l]) =
Z[k, l]
||Z[k, l]|| (2.20)
Ҏ߱Ͱ͸ɼψ(Z[k, l])Λ xͱఆٛ͢Δɽ
͜ͷΑ͏ͳಛ௃ʹରͯ͠ࣄޙ֬཰ P (n|x)Λܭࢉ͢ΔͨΊʹ͸ɼෳ਺ͷෳૉਖ਼ن෼෍Λࠞ߹ͨ͠
֬཰ີ౓෼෍͕༻͍ΔɽP (n|x)͸ҎԼͷΑ͏ʹఆٛ͞ΕΔɽ
P (x;ai,σi) =
Ns∑
i=1
αi
1
(πσ2i )
Nm−1 exp
(
− ||x− ai||
2
σ2i
)
(2.21)
Ns∑
i=1
αi = 1 , (2.22)
͜͜Ͱɼαi, ai, σ2i ͸ͦΕͧΕɼࠞ߹ॏΈɼi൪໨ͷਖ਼ن෼෍ʹର͢Δฏۉ͓Αͼ෼ࢄΛද͢ɽ͜
ΕΒͷύϥϝʔλ͸ɼEMΞϧΰϦζϜ [65]Λ༻͍ͯਪఆ͞ΕΔɽࣜ 2.21ʹࣔ֬͢཰ີ౓෼෍Α
Γɼࣄޙ֬཰͸ҎԼͷΑ͏ʹܭࢉ͞ΕΔɽ
P (n|x;ai,σi) = P (x; ai,σi)∑Ns
j=1 P (x;aj ,σj)
, (2.23)
࣌ؒ΍प೾਺ؔ܎ͳ͘ҰͭͷϞσϧΛ༻͍ͯΫϥελϦϯά͢ΔͳΒ͹ɼύʔϛϡςʔγϣϯ
໰୊͸ൃੜ͠ͳ͍ [19]ɽ͔࣮͠͠ࡍͷ؀ڥͰ͸ɼ఻ୡؔ਺ͷಛੑ͸प೾਺ຖʹҟͳ͍ͬͯΔɽͦ
ͷͨΊɼप೾਺͝ͱʹΫϥελϦϯάΛߦ্ͬͨͰɼύʔϛϡςʔγϣϯΛଗ͑Δํ๏͕༻͍Β
Ε͍ͯΔ [12]ɽ
࣌ؒप೾਺ϚεΫMn(ω, τ)Λ༻͍Δͱɼn൪໨ͷԻݯͷεϖΫτϧ͸ҎԼͷΑ͏ʹܭࢉ͞ΕΔɽ
Yn[k, l] =Mn[k, l]Zn[k, l] . (2.24)
ਤ 2.5ʹɼ࣌ؒप೾਺ϚεΫΛ༻͍ͨ෼཭ॲཧͷྫΛࣔ͢ɽ͜ͷྫͰ͸ɼ؍ଌ৴߸ͷεϖΫτ
ϧ (a)ΑΓ໨తԻͷεϖΫτϧ (b)Λ࠶ݱ͢ΔɽʢaʣΑΓઃܭ͞Εͨ࣌ؒप೾਺ϚεΫ (c)Λɼ؍
ଌ৴߸ͷεϖΫτϧΛద༻͢ΔͱɼഎܠࡶԻ΍๦֐ԻͳͲͷෆཁͳ੒෼͕औΓআ͔Ε͍ͯΔ༷ࢠ
͕֬ೝͰ͖Δ (d)ɽҰํͰɼ໨తԻ͕ଘࡏ͢Δ෦෼͕ա৒ʹফ͞Εͯ͠·͍ͬͯΔ༷ࢠ΋֬ೝͰ͖
Δɽ͜ͷΑ͏ͳ࿪͸ɼԻ࣭ΛྼԽͤ͞ΔཁҼͱͳΔɽ
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(a) Observed signal
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(b) Target signal
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(d) Separated signal
ਤ 2.5: Example of logarithmic power spectra when the time-frequency (TF) masking is applied.
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2.3 ࿈૝هԱϞσϧ
ύλʔϯAΛೖྗͨ͠ࡍʹύλʔϯBΛ૝ى͢Δͱ͍͏ؔ܎ΛهԱ͠ɼAʹྨࣅ͢Δ೚ҙͷೖ
ྗύλʔϯA’ʹରͯ͠ɼBʹྨࣅ͢ΔύλʔϯΛग़ྗ͢ΔϞσϧΛ࿈૝هԱϞσϧͱݺͿɽݹయ
తͳ࿈૝هԱϞσϧͱͯ͠ɼ1980೥୅ॳ಄ʹ HopfildΒ͕ఏҊͨ͠ϗοϓϑΟʔϧυωοτϫʔ
Ϋ (Hopfield-type associative memory) [66]͕ڍ͛ΒΕΔɽϗοϓϑΟʔϧυωοτϫʔΫͷ֤Ϣ
χοτͷग़ྗ͸ɼ0͔ 1͔ͷೋ஋͕ܾఆ࿦తʹܾఆ͞ΕΔ͕ɼֶशΛߦ͏ࡍʹہॴղͷ໰୊͕ൃੜ
͢Δɽ͜ͷ໰୊Λղܾ͢ΔͨΊʹɼ֤Ϣχοτ͕֬཰࿦తʹܾఆ͞ΕΔΑ͏֦ுͨ͠ Boltzmann
machine (BM) [67]͕ఏҊ͞Ε͕ͨɼBM͸શ݁߹ͷωοτϫʔΫͰ͋ΔͨΊɼֶश͕೉͍͠ͱ͍
͏໰୊఺͕͋ͬͨɽͦ͜ͰɼֶशΛ༰қʹߦ͏ͨΊʹɼՄࢹ૚ɾӅΕ૚ͷ಺෦͸݁߹͠ͳ͍ͱ͍͏
੍໿ΛՃ͑ͨRBM [68]͕ఏҊ͞Ε͍ͯΔɽRBMͷ֤Ϣχοτͷग़ྗ͕֬཰෼෍ʹै͏͕ɼ֤Ϣ
χοτͷग़ྗ͕ܾఆ࿦తʹܾఆ͞ΕΔχϡʔϥϧωοτϫʔΫͱͯ͠ Autoencoder (AE) [69]͕
͋ΔɽAEͷओͳ֦ுͱͯ͠ɼDenoising Autoencoder (DAE) [28]ɼConvolutional autoencoder
(CAE) [70] ͕ఏҊ͞Ε͍ͯΔɼDAEͰ͸ɼೖྗύλʔϯʹϊΠζΛՃ͑Δ͜ͱʹΑΓɽϊΠζʹ
ରͯ͠ؤ݈ͳ࿈૝هԱ͕࣮ݱ͞ΕΔɽCAEͰ͸ɼೖྗύλʔϯΛɼہॴతͳύλʔϯͷ૊Έ߹Θ
ͤͱͯ͠ΈΔ͜ͱͰɼೖྗύλʔϯͷہॴతͳಈ͖Λߟྀ͢Δ͜ͱ͕Ͱ͖ΔɽCAE͸ CNN [71]
ʹ͓͚Δ৞ΈࠐΈ૚ʹ͓͚ΔॏΈͷॳظ஋ͱͯ͠༻͍Δ͜ͱ͕Ͱ͖Δɽ͜͜Ͱ͸ɼ࿈૝هԱϞσ
ϧͱͯ͠ɼRBMɼAEɼDAEɼCAEɼCNNʹ͍ͭͯ঺հ͢Δɽ
2.3.1 Restricted Boltzmann machine
RBM͸ɼՄࢹ૚ͱӅΕ૚Ͱߏ੒͞ΕΔ࿈૝هԱܕωοτϫʔΫͰ͋ΓɼՄࢹ૚ɾӅΕ૚ͷϊʔ
υ͕ 0·ͨ͸ 1ͷ 2஋ఆٛ͞ΕΔ৔߹͸ Bernoulli-Bernoulli RBM (BB-RBM)ɼՄࢹ૚ͷϊʔ
υ͕࣮਺͔ͭӅΕ૚ͷϊʔυ͕ 0·ͨ͸ 1ͷ 2஋Ͱఆٛ͞Εͨ৔߹͸ Gaussian-Bernoulli RBM
(GB-RBM)ͱΑ͹ΕΔɽBMͷߟ͑ํΛ౿ऻ͍ͯ͠Δ΋ͷͷɼਤ 2.6ʹࣔ͢Α͏ʹɼʮՄࢹ૚ͱӅ
Ε૚ͷؒʹແࢦ޲ͷґଘؔ܎͕͋Δ΋ͷͷɼ֤૚಺෦Ͱ͸ґଘؔ܎͕ଘࡏ͠ͳ͍ʯͱ͍͏ߏ଄ͷ
੍໿ΛՃ͑Δ͜ͱʹΑΓɼBMʹ͓͚Δֶशࠔ೉ੑΛղܾ͍ͯ͠Δɽ·ͨɼิؒೳྗʹ༏ΕΔͱ
͍͏ར఺Λ࣋ͭɽ
Մࢹ૚͓ΑͼӅΕ૚ͷϊʔυͷू߹ΛͦΕͧΕ v = {vn|1 ≤ n ≤ N}ɼh = {hm|1 ≤ m ≤ M}
ͱఆٛ͢Δͱ͖ɼRBM͸ɼಉ࣌֬཰ p(v,h)ΛҎԼͷ Boltzmann෼෍ʹै͏֬཰ϞσϧͰදݱ
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ਤ 2.6: Restricted Boltzmann Machineɽ
͢Δɽ
p(v,h) =
1
Z(v,h)
exp (−E(v,h)) (2.25)
Z(v,h) =
∑
v
∑
h
exp (−E(v,h)) (2.26)
E(v,h)͸ΤωϧΪʔؔ਺ͱΑ͹ΕɼRBMͷछྨʹΑͬͯҟͳΔؔ਺͕ఆٛ͞ΕΔɽ۩ମతʹ
BB-RBMͰ͸ɼ
E(v,h) = −
N∑
n=1
vnbn −
M∑
m=1
hmcm −
M∑
m=1
N∑
n=1
wnmhmvn (2.27)
GB-RBMͰ͸ɼ
E(v,h) =
N∑
n=1
(vn − bn)2
2σn2
−
M∑
m=1
hmcm −
M∑
m=1
N∑
n=1
wnmhmvn
σn
(2.28)
ͷΑ͏ʹఆٛ͞ΕΔɽ͜ͷͱ͖ɼbnɼcm͸όΠΞεɼwnm͸ɼn൪໨ͷϊʔυͱm൪໨ͷϊʔυ
ؒͷ݁߹ॏΈΛද͢ɽ·ͨɼσ2n͸Մࢹ૚ͷ n൪໨ͷϊʔυʹ͓͚Δ෼ࢄΛද͢ɽBB-RBMʹ͓
͚Δࣄޙ֬཰ p(vn|h)ɼp(hm|v)͸ɼͦΕͧΕҎԼͷΑ͏ʹܭࢉ͞ΕΔɽ
p(vn|h) = sigmoid
(
M∑
m=1
wnmvn + cn
)
(2.29)
p(hm|v) = sigmoid
(
N∑
n=1
wmnvn + bm
)
(2.30)
͜͜Ͱɼsigmoid(·)͸ҎԼʹࣔ͢Α͏ͳγάϞΠυؔ਺Λද͢ɽ
sigmoid(x) =
1
1 + exp(−x) (2.31)
GB-RBMʹ͓͚Δࣄޙ֬཰ p(vn|h)ɼp(hm|v)͸ɼͦΕͧΕҎԼͷΑ͏ʹܭࢉ͞ΕΔɽ
p(vn|h) = Norm
(
vi;
M∑
m=1
wnmhm + cn,σ
2
)
(2.32)
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p(hm|v) = sigmoid
(
N∑
n=1
wmnvn + bm
)
(2.33)
্ࣜͷ͏ͪɼNorm(·)͸ਖ਼ن෼෍Λද͢ɽՄࢹ૚͔ΒӅΕ૚΁ͷ఻೻͸ɼೖྗ vΛM ϏοτͰද
ݱ͞ΕΔූ߸ܥྻ hʹΤϯίʔυ͢ΔաఔɼӅΕ૚͔ΒՄࢹ૚΁ͷ఻೻͸ɼh͔Β v΁σίʔυ
͢ΔաఔͰ͋Δͱղऍ͢Δ͜ͱ͕Ͱ͖Δɽ
BB-RBM͓ΑͼGB-RBMʹ͓͍ܾͯఆ͢Δ΂͖ύϥϝʔλ͸ɼͦ ΕͧΕɼθ(BB) = (wnm, bn, cm)
͓Αͼ θ(GB) = (wnm, bn, cm,σ2)ͱͳΔɽGB-RBMΛֶश͢Δࡍͷೖྗσʔλ v ͷฏۉ͓Αͼ෼
ࢄ͕ͦΕͧΕ 0͓Αͼ 1ͱͳΔΑ͏ʹඪ४Խ͢Δͱɼσ2 = 1ͱஔ͖׵͑Δ͜ͱ͕Ͱ͖Δɽ͢ͳΘ
ͪɼGB-RBMʹ͓͍ܾͯఆ͢Δ΂͖ύϥϝʔλ͸ɼθ(RB) = (wnm, bn, cm) ͱͳΓ θ(BB)ͱҰக͢
ΔɽҎ߱Ͱ͸ɼֶशσʔλ͸ඪ४Խ͞Εͨ΋ͷΛ༻͍Δ͜ͱͱ͠ɼθ(RB)͓Αͼ θ(BB)Λ θͱهड़
͢Δɽ࠷ऴతͳύϥϝʔλ͸ɼֶशσʔλ͕ೖྗ͞Εͨࡍͷର਺໬౓ؔ਺ L(θ)Λ࠷େͱ͢Δ΋ͷ
͕બ͹ΕΔɽର਺໬౓ؔ਺ L(θ)͸ɼҎԼͷΑ͏ʹఆٛ͞ΕΔɽ
L(θ) =
∑
v
(∑
h
log p(v,h; θ)
)
q(v)
=
∑
v
(
log
∑
h
exp (−E(v,h; θ))
)
q(v)− logZ(v,h; θ) (2.34)
্ࣜʹ͓͍ͯɼq(v)͸؍ଌσʔλͷ෼෍Λࣔ͢ɽ͜͜Ͱɼʢ2.34ʣࣜΛύϥϝʔλ θʹؔͯ͠ภඍ
෼͢ΔͱɼҎԼͷΑ͏ʹมܗ͞ΕΔɽ
∂L(θ)
∂θ
=
∑
v
(
log
∑
h
∂
∂θ
E(v,h; θ)
exp (−E(v,h; θ))∑
h exp (−E(v,h; θ))
)
q(v)
− ∂
∂θ
logZ(v,h; θ)
= −
∑
v
∑
h
(
∂
∂θ
E(v,h; θ)
)
p(v|h; θ)q(v)
+
∑
v
∑
h
(
∂
∂θ
E(v,h; θ)
)
p(v,h; θ) (2.35)
্ࣜͷୈҰ߲͸ɼσʔλ෼෍ʹର͢Δظ଴஋Λද͠ɼֶशσʔλΛ༻͍ͯ༰қʹܭࢉ͕ՄೳͰ͋
ΔɽҰํɼୈೋ߲͸Ϟσϧ෼෍ʹର͢Δظ଴஋Λද͠ɼϚϧίϑ࿈࠯ϞϯςΧϧϩ๏ (MCMC) ͳ
ͲΛ༻͍ͯܭࢉ͢Δඞཁ͕͋ΔɽͦͷͨΊɼύϥϝʔλਪఆ͢ΔͨΊʹ͸ଟେͷܭࢉ͕ඞཁͱͳ
ΔɽܭࢉྔΛ࡟ݮ͢ΔͨΊͷҰͭͷख๏ͱͯ͠ɼRBMͰදݱ͢ΔϞσϧ෼෍ͱσʔλ෼෍ͷؒʹ
ؔ࿈͕͋ΔͱԾఆ͠ɼσʔλ෼෍Λॳظ஋ͱ༻͍ͨ Contrastive Divergence (CD) ๏ [72] ͱݺ͹
ΕΔֶशํ๏͕ఏҊ͞Ε͍ͯΔɽAlgorithm 1ʹɼCD๏ʹΑΔύϥϝʔλਪఆͷྲྀΕΛࣔ͢ɽ
24
Algorithm 1 Contrastive Divergence
1: Initialize model parameters θ = (wmn, bn, cm).
2: Estimate hˆ(t) using a posterior probability distribution p(h|v), where v represent training
data.
3: Estimate v˜(t) using a posterior probability distribution p(v|hˆ(t)).
4: Estimate h˜(t) using a posterior probability distribution p(h|v˜(t)).
5: Update θ as follows, where µ denotes learning rate:
w(t)nm = w
(t−1)
nm + µ(vnhˆ
(t)
m − v˜(t)n h˜(t)m ) (2.36)
b(t)n = b
(t−1)
n + µ(vn − v˜(t)n ) (2.37)
c(t)m = c
(t−1)
m + µ(hˆ
(t)
m − h˜(t)m ) (2.38)
6: repeat from 2: to 5: until parameter update is converged.
ର਺ύϫʔεϖΫτϧͷΑ͏ʹ࿈ଓ஋ͷσʔλΛ༻͍Δ৔߹ʹ͸ɼՄࢹ૚ʹ࣮਺Λ૝ఆ͍ͯ͠
ΔGB-RBMΛ࠾༻͢Δ͜ͱ͕๬·͍͠ɽ͜ͷͱ͖ɼೖྗ xʹର͢Δਪఆ஋ y͸ҎԼͷΑ͏ʹܭ
ࢉ͞ΕΔɽ
y =WTh+ c (2.39)
h = sigmoid(Wx+ b) (2.40)
T ͸సஔΛද͠ɼbɼc͸ͦΕͧΕ bmɼcnΛཁૉʹ΋ͭϕΫτϧɼW͸ vn͔Β hm΁ͷॏΈwmn
Λཁૉʹ΋ͭߦྻΛද͢ɽ
2.3.2 Autoencoder
AE͸ɼਤ 2.7ʹࣔ͢Α͏ʹɼதؒ૚ͷϊʔυ਺͕ೖྗ૚ͷϊʔυ਺ΑΓ΋গͳ͍࠭࣌ܭܕͷߏ
଄Λ΋ͭ Feed-forwardܕͷχϡʔϥϧωοτϫʔΫʹΑΓ߃౳ࣸ૾Λߦ͏ɽதؒ૚ʹ͓͍ͯೖྗ
͞Εͨσʔλͷந৅දݱ͕நग़͞ΕΔ͜ͱΛظ଴͓ͯ͠Γɼೖྗ૚͔Βதؒ૚΁ͷաఔΛதؒදݱ
΁ͷΤϯίʔυɼதؒ૚͔Βग़ྗ૚΁ͷաఔΛதؒදݱ͔Βͷσίʔυͱղऍ͢Δ͜ͱ͕Ͱ͖Δɽ
ೖྗ૚ɼதؒ૚ɼग़ྗ૚ͷϊʔυΛͦΕͧΕɼv = {vn|1 ≤ n ≤ N}ɼh = {hm|1 ≤ n ≤ N}ɼ
o = {on|1 ≤ n ≤ N}ͱ͢Δͱɼ࣍ͷΑ͏ͳؔ܎͕੒ཱ͢Δɽ
h = f(W(E)v + b) (2.41)
o = W(D)h+ c (2.42)
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ਤ 2.7: Autoencoderɽ
bɼc͸ɼhɼoʹ͓͚ΔόΠΞεΛɼW(E)͓ΑͼW(D)͸ͦΕͧΕɼvn͔Β hm΁ͷॏΈ w
(E)
mn
Λཁૉʹ΋ͭߦྻɼ͓Αͼɼhm͔Β on΁ͷॏΈw
(D)
nm Λཁૉʹ΋ͭߦྻΛࣔ͢ɽf(·)͸ඇઢܗؔ
਺Λද͠ɼγάϞΠυؔ਺΍ tanhؔ਺ͳͲ͕༻͍ΒΕΔɽ
AEͷύϥϝʔλ θ = {W(D),W(E),b, c}͸ɼޡࠩٯ఻೻๏ [73]ʹΑΓֶश͢Δɽޡࠩٯ఻೻
๏Ͱ͸ɼ·ֶͣशσʔλΛೖྗ૚͔Βग़ྗ૚·Ͱ఻೻ͤ͞ɼϞσϧͷग़ྗͱڭࢣσʔλͱͷޡࠩ
J(θ)Λܭࢉ͢Δɽ͜ͷͱ͖ɼڭࢣσʔλ͸ೖྗσʔλ͕༩͑ΒΕΔɽ·ͨɼJ(θ)͸໨తؔ਺ͱݺ
͹ΕΔɽͦͯ͠ɼޡࠩؔ਺ͷ஋Λग़ྗ૚͔Βೖྗ૚ʹஞ࣍తʹ఻೻ͤ͞ɼ֤૚ͷύϥϝʔλͷ஋
ΛɼԼࣜʹج͍ͮͨ֬཰త߱Լ๏ʹΑΓิਖ਼͢Δɽ
θ(t) ← θ(t−1) − µ ∂
∂θ
J(θ) (2.43)
J(θ)ͱͯ͠͸ɼҎԼʹࣔ͢Α͏ͳɼೖग़ྗσʔλؒͷೋ৐ޡࠩؔ਺͕޿͘༻͍ΒΕΔɽ
J(θ) =
1
2
N∑
n
||vn − on||2
=
1
2
N∑
n=1
∣∣∣∣∣
∣∣∣∣∣vn −
M∑
m=1
w(D)nm f
(
N∑
n=1
w(E)mnvn + bm
)
− cn
∣∣∣∣∣
∣∣∣∣∣
2
(2.44)
AEΛֶश͢ΔࡍʹɼW(E) = (W(D))T ͷ੍໿ʢ”tied weights”ʣΛՃ͑ΔͱɼωοτϫʔΫߏ଄
ͱͯ͠͸RBMʹྨࣅ͢Δɽ͔͠͠ɼRBM͸Ϟσϧʹର͢Δ໬౓ͷ࠷େԽΛ໨తؔ਺ʹ͍ͯ͠Δ
ͷʹର͠ɼAutoencoder͸ೖग़ྗͷೋ৐ޡࠩͷ࠷খԽΛ໨తؔ਺ʹ͍ͯ͠Δͱ͍͏఺ͰҟͳΔɽ
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Algorithm 2 Greedy Layer-wise training for deep denoising autoencoder
Require: weight matrix and bias vector on n-th layer, W(n) and b(n), #layers N
1: Update W(1) and b(1) with contrastive divergence method assuming that first layer as
GB-RBM.
2: Calculate output of the first layer h(1) using W(1) and b(1) .
3: for i=2:N/2
4: Update W(i) and b(i) with contrastive divergence method assuming that i-th layer and
h(i−1) as BB-RBM and input.
5: Calculate output of the first layer h(i) using W(i) and b(i) .
6: end for
7: for j=1:N/2− 1
8: W(N/2+j) ←W(N/2−j)T (T denotes transposition)
9: b(N/2+j) ← b(N/2−j)
10: end for
11: Update all parameters of denoising autoencoder using back propagation method.
2.3.3 Denoising autoencoder
DAE͸ AEͷ֦ுͰ͋ΓɼϊΠζʹΑΓ࿪Μͩ৴߸ v˜ = d(v)ʢd(·)͸ϊΠζΛॏ৞͢Δؔ਺ʣ
Λೖྗͱ͠ɼϊΠζ͕আڈ͞Εͨ৴߸ vΛग़ྗ͢ΔɽAEΑΓ΋ࡶԻʹରͯ͠ؤ݈ͳ࿈૝هԱͷ࣮
ݱ͕ظ଴Ͱ͖ΔɽAEͱಉ༷ʹɼύϥϝʔλͷֶश͸ޡࠩٯ఻೻๏ʹΑΓߦ͏ɽ͜ͷͱ͖ͷ໨తؔ
਺͸ҎԼͷΑ͏ʹɼv˜Λೖྗͨ͠ࡍͷग़ྗ oͱΫϦʔϯ৴߸ vͱͷೋ৐ޡࠩͱͯ͠ఆٛ͞ΕΔɽ
J(θ) =
1
2
N∑
n
||vn − on||2
=
1
2
N∑
n=1
∣∣∣∣∣
∣∣∣∣∣vn −
M∑
m=1
w(D)nm f
(
N∑
n=1
w(E)mnd(vn) + bm
)
− cn
∣∣∣∣∣
∣∣∣∣∣
2
(2.45)
DAE͸ɼதؒ૚ͷ૚਺Λ૿΍͢͜ͱʹΑΓɼදݱೳྗΛ૿΍͢͜ͱ͕Ͱ͖Δɽ͔͠͠ɼதؒ૚
ͷ૚਺͕ଟ͍χϡʔϥϧωοτϫʔΫΛޡࠩٯ఻೻๏Ͱֶश͢Δࡍʹ͸ɼ“vanishing gradient”ͱ
ݺ͹ΕΔݱ৅ʹΑΓɼֶश͕͏·͘Ͱ͖ͳ͍ͱ͍͏໰୊͕ࢦఠ͞Ε͍ͯΔɽ͜ͷղܾ͢ΔͨΊͷ
ํ๏ͱͯ͠ɼᩦཉֶश [24]ͱݺ͹ΕΔֶशํ๏͕ఏҊ͞Ε͍ͯΔɽAlgorithm 2ʹɼᩦཉֶशͷ
ΞϧΰϦζϜΛࣔ͢ɽ1:ʙ10:ͷॲཧ͸ɼύϥϝʔλͷॳظ஋Λਪఆ͢Δ΋ͷͰɼpre-trainingͱΑ
͹ΕΔɽ͜ͷͱ͖ɼRBMͷ୅ΘΓʹ tied weightsͷ੍໿ΛՃ͑ͨAEΛ༻͍Δ͜ͱ΋ՄೳͰ͋Δɽ
·ͨɼ11:ͷॲཧ͸ɼpre-trainingʹΑΓਪఆ͞ΕͨύϥϝʔλΛɼޡࠩؔ਺ʹج͖ͮमਖ਼͢Δ͜
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ਤ 2.8: Convolutional autoencoderɽ
ͱΑΓɼfine-tuningͱΑ͹ΕΔɽ
2.3.4 Convolutional autoencoder
ೖྗύλʔϯͱͯ͠Ի੠ͷ࣌ؒप೾਺ύλʔϯͷΑ͏ͳ 2࣍ݩͷσʔλΛ༻͍Δͱ͖ɼAE΍
DAE͸ɼ࣌ؒͱप೾਺ͷؔ܎Λߟྀ͠ͳ͍ɽҰํ CAE͸ɼೖྗύλʔϯΛࡉ͔͍ہॴύλʔϯ
ͷ૊Έ߹Θͤͱͯ͠ߟ͑ΔɽͦͷͨΊɼഒԻ੒෼ͷ࣌ؒมԽͳͲͷہॴతͳมԽΛߟྀ͠ͳ͕Βɼ
Ի੠ͷεϖΫτϧΛදݱ͢Δͷʹɽ;͞Θ͍͠ಛ௃Λநग़͞ΕΔ͜ͱ͕ظ଴Ͱ͖Δɽ
ਤ 2.8ʹ CAEͷߏ଄Λࣔ͢ɽAEͱಉ༷ʹɼΤϯίʔυɼσίʔυͷॲཧ͔ΒͳΔͱղऍ͢Δ
͜ͱ͕Ͱ͖ΔɽΤϯίʔυॲཧͰ͸·ͣɼೖྗ͞ΕΔNI ×MI ͷ 2࣍ݩύλʔϯ x = {xij |0 ≤ i ≤
NI − 1, 0 ≤ j ≤ MI − 1}ʹରͯ͠ɼK छྨͷNF ×MF ͷೋ࣍ݩϑΟϧλW(E)k = {W (E)k |0 ≤
k ≤ K − 1} Λ৞ΈࠐΉ͜ͱʹΑΓɼKछྨͷԠ౴ h = {hkij |0 ≤ i ≤ (NI +NF − 1)− 1, 0 ≤ j ≤
(MI +MF − 1) − 1, 0 ≤ k ≤ K − 1}ΛಘΔɽW (E)K ͸ہॴಛ௃ hk = {hkij |0 ≤ i ≤ NI − 1, 0 ≤
j ≤ MI − 1} Λநग़͢ΔϑΟϧλΛද͢ɽྫ͑͹Ի੠εϖΫτϧΛೖྗ͢Δͱɼہॴಛ௃ͱͯ͠
ഒԻߏ଄ͷ্ঢ΍Լ߱ͳͲͷ࣌ؒมԽΛද͢ಛ௃͕நग़͞ΕΔɽσίʔυͰ͸ɼhkʹରͯ͠ɼK
छྨͷNF ×MF ͷೋ࣍ݩϑΟϧλW(D)k = {W (D)k |0 ≤ k ≤ K − 1}Λɼ৞ΈࠐΉ͜ͱʹΑΓύ
λʔϯ o = {oij |0 ≤ i ≤ NI − 1, 0 ≤ j ≤MI − 1}Λग़ྗ͢Δɽ
CAEͷύϥϝʔλͰ͋Δ৞ΈࠐΈϑΟϧλ͸ɼೖྗͱग़ྗͷೋ৐ޡࠩΛ໨తؔ਺Λ༻͍ͯɼޡ
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ਤ 2.9: Convolutional neural networkɽ
ࠩٯ఻೻๏ʹΑΓֶश͢Δɽ͜ͷͱ͖ɼhkʹରͯ͠Max-poolingͷॲཧΛద༻͢ΔͱɼW(E)Λ
ޮ཰తʹֶश͢Δ͕ՄೳͱͳΔɽMax-pooling͸ɼhkΛNp×MpݸͷখྖҬʹ෼ׂ͠ɼ֤ྖҬʹ
͓͚Δ࠷େ஋͸ͦͷ··ʹ͠ɼͦΕҎ֎ͷ஋Λ 0ͱ͢Δ͜ͱʹΑΓ࣮ݱ͞ΕΔɽ
2.3.5 Convolutional neural network
ਤ 2.9ʹ CNNͷߏ଄Λࣔ͢ɽCNN͸ɼԻ੠ೝࣝͷ෼໺ʹ͓͍ͯߴ͍ੑೳΛࣔ͢͜ͱ͕ใࠂ͞
Ε͍ͯΔ [71]ɽԻ੠ೝࣝͰ༻͍Δ৔߹ʹ͸ɼೖྗϕΫτϧʹରͯ͠ϑΟϧλΛ৞ΈࠐΈɼͦͷग़
ྗʹରͯ͠Max-poolingΛద༻͠ɼશ઀ଓͷωοτϫʔΫʹΑΓԻૉࣄޙ֬཰Λग़ྗ͢Δͱ͍͏
ߏ଄͕޿͘༻͍ΒΕΔɽԻૉࣄޙ֬཰ͷ୅ΘΓʹɼԻ੠εϖΫτϧΛग़ྗͱͯ͠༻͍Ε͹ɼԻ੠
ͷہॴಛ௃Λߟྀ͠ͳ͕ΒԻ੠Λਪఆ͢ΔϞσϧΛߏங͢Δ͜ͱ͕ՄೳͱͳΔɽৄࡉ͸ɼ࣍ষʹ
ͯઆ໌͢Δɽ
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ୈ3ষ ࿈૝هԱΛ༻͍ͨઢܗ෼཭ߦྻਪఆ๏
3.1 ͸͡Ίʹ
ௌײ্ͷҧ࿨ײ͕গͳ͘Իݯ৴߸Λ෮ݩՄೳͳϒϥΠϯυԻݯ෼཭ͷ࣮ݱΛ໨ࢦ͠ɼઢܗ෼཭
ϑΟϧλʹجͮ͘࿮૊Έʹ͓͍ͯɼ࿈૝هԱΛ༻͍ͨ෼཭ߦྻͷਪఆ๏Λ։ൃͨ͠ɽ
ಠཱ੒෼෼ੳʢIndependent component analysis: ICAʣ [39]΍ಠཱϕΫτϧ෼ੳ (Independent
vector analysis: IVA) [40]ͳͲʹ୅ද͞ΕΔઢܗߦྻʹجͮ͘࿮૊Έ͸ɼௌײ্ҧ࿨ײΛ༩͑Δ
ඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͱ͍͏ར఺͕͋ΔɽICA΍ IVAͰ͸ɼԻݯ͕ޓ͍ʹಠཱͰ͋Δͱ
͍͏ԾఆʢԻݯͷಠཱੑͷԾఆʣʹج͖ͮɼ෼཭৴߸ؒͷಠཱੑ͕࠷େͱͳΔΑ͏ͳ෼཭ߦྻΛ
ਪఆ͢ΔɽͦͷͨΊɼԻݯͷಠཱੑͷԾఆ͕੒ཱ͠ͳ͍৔߹ʹ͸ɼ෼཭ੑೳ͕ྼԽ͢Δɽྫ͑͹
௚઀Իͱน΍চͳͲ͔Β౸དྷ͢Δ൓ࣹԻ͸ޓ͍ʹඇಠཱͰ͋ΔͨΊɼͦͷΑ͏ͳ؀ڥʹ͓͍ͯ͸ɼ
ԻݯͷಠཱੑΛཔΓʹ෼཭Λߦ͏͜ͱ͸೉͍͠ɽ
ͦ͜ͰɼԻݯͷಠཱੑͷ୅ΘΓʹɼԻݯͰ͋ΔԻ੠Β͠͞Λཅʹѻ͍ͳ͕Β෼཭ߦྻΛਪఆ͢
Δ࿮૊ΈΛఏҊͨ͠ [58]ɽྨࣅͨ͠ߟ͑ͱͯ͠ɼԻݯΛදݱ͢Δͷʹద੾ͳ෼෍Λ༻͍ͯಠཱੑ
ΛධՁ͢Δ͜ͱͰɼԻ੠Β͠͞Λߟྀ͢Δํ๏ [48, 49, 50]͕͍͔ͭ͘ఏҊ͞Ε͍ͯΔɽ͔͠͠ɼ
෼෍ΛԾఆ͢Δ࿮૊ΈͰ͸ɼΑΓ௚઀తʹԻ੠Β͍͠෼཭ԻΛग़ྗ͢Δ͜ͱ͕೉͍͠ɽ
ఏҊ๏͸ɼ෼཭ߦྻΛਪఆ͢ΔࡍʹɼԻ੠৴߸ʹྨࣅ͢Δ৴߸ʢࢀর৴߸ʣΛಋೖ͢Δɽࢀর
৴߸͸ɼࣄલʹԻ੠ͷεϖΫτϧΛֶशͤͨ͞࿈૝هԱϞσϧʹΑΓਪఆ͢Δɽࢀর৴߸ΛԻݯ
৴߸ͱΈͳ͠ɼ෼཭ߦྻʹΑΓਪఆ͞Εͨ෼཭৴߸ͱࢀর৴߸ͱͷޡ͕ࠩ࠷খͱͳΔ෼཭ߦྻΛ
ٻΊΔɽ͢ͳΘͪɼఏҊ๏Ͱ͸ɼઢܗ෼཭ϑΟϧλͷ࿮૊ΈͷதͰ࠶ݱ͠͏Δ৴߸ͷதͰɼԻ੠
Β͍͠৴߸͕࠶ݱ͞ΕΔ͜ͱ͕ظ଴Ͱ͖Δɽ
ຊষͰ͸ɼఏҊ๏ͷ࿮૊Έͱͦͷ༗ޮੑʹ͍ͭͯड़΂Δɽ͜͜Ͱ͸ಛʹɼ࿈૝هԱϞσϧͱ͠
ͯDAEɼCNNɼDenoising convolutional autoencoderʢDCAEʣʹ͍ͭͯ֓؍͢Δɽ·ͨɼೋ࿩
ऀಉ࣌ൃ࿩Ի੠ͷ෼཭࣮ݧΛ͓͜ͳ͍ɼఏҊ๏͕ IVAʹΑΓੜ͡Δ࿪Λ௿ݮ͢ΔޮՌ͕͋Δ͜ͱ
Λࣔ͢ɽ
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3.2 ख๏֓ཁ
3.2.1 ֓ཁ
Ի੠ͷಛ௃Λߟྀͨ͠࿮૊ΈΛߟྀ͠ͳ͕Β෼཭ߦྻΛਪఆ͢Δ࿮૊ΈΛఏҊ͢ΔɽఏҊ๏ͷ
ॲཧͷྲྀΕΛਤ 3.1ʹɼΞϧΰϦζϜΛAlgorithm 3ʹࣔ͢ɽఏҊ๏Ͱ͸ɼҎԼͷॲཧΛ܁Γฦ
͢͜ͱʹΑΓɼ࿈૝هԱʹΑΓಘΒΕΔ෼཭৴߸ͷεϖΫτϧY[k, l]ʹରԠ͢Δࢀর৴߸ͷεϖ
Ϋτϧ S[k, l]ͱɼY[k, l]ͱͷޡ͕ࠩ࠷খͱͳΔઢܗ෼཭ߦྻW[k]ΛٻΊΔɽ
ࢀর৴߸ਪఆ :
෼཭ߦྻW[k]Λ༻͍ͯ෼཭৴߸ͷεϖΫτϧY[k, l]Λ΋ͱΊɼࣄલʹԻ੠ͷεϖΫτϧΛ
ֶशͨ͠࿈૝هԱϞσϧʹΑΓY[k, l]͔ΒԻݯΒ͠͞Λද͢εϖΫτϧ Sˆ[k, l]ʢҎ߱ɼࢀর
৴߸ͱΑͿʣΛਪఆ͢Δɽ
෼཭ߦྻߋ৽ :
ࢀর৴߸ Sˆ[k, l]ΛԻݯ৴߸ͱΈͳ͠ɼ෼཭৴߸Y[k, l]ͱ Sˆ[k, l]ͱͷޡ͕ࠩ࠷খͱͳΔΑ͏
ʹ෼཭ߦྻW[k]Λߋ৽͢Δɽ
࿈૝هԱ͕Իݯ৴߸Λద੾ʹਪఆ͢Δ͜ͱ͕Ͱ͖ΔͳΒ͹ɼ࠷ऴతʹಘΒΕΔ෼཭৴߸͸Իݯ৴߸
Λग़ྗ͞ΕΔ͜ͱΛظ଴͢Δ͜ͱ͕Ͱ͖Δɽ·ͨ͜ͷ࿮૊ΈͰ͸ɼICA΍ IVAͳͲͷैདྷͷઢܗ
෼཭ߦྻͷ࿮૊ΈͰ޿͘༻͍ΒΕ͍ͯΔԻݯ৴߸ͷಠཱੑͷԾఆΛཱͯΔඞཁੑ͕ͳ͍ͨΊɼΤ
ίʔ৴߸͕ࠞೖ͢Δ౳ͷԻݯͷಠཱੑͷΈͰղ͘͜ͱ͕ࠔ೉ͳঢ়گͰ΋෼཭͕ՄೳͰ͋ΔͱࢥΘ
ΕΔɽ
Ҏ߱Ͱ͸ɼࢀর৴߸Λਪఆ͢ΔͨΊͷ࿈૝هԱϞσϧͷߏஙํ๏ɼ͓Αͼɼ෼཭ߦྻͷߋ৽ํ
๏ʹ͍ͭͯड़΂Δɽ·ͨɼICA΍ IVAͳͲʹ୅ද͞ΕΔಠཱੑʹج͖ͮ෼཭ߦྻΛਪఆ͢Δ࿮૊
ΈͱఏҊ๏ͱͷؔ܎ʹ͍ͭͯ΋ड़΂Δɽ
3.2.2 ࢀর৴߸ਪఆ
෼཭৴߸ͷεϖΫτϧʹ͸ɼ๦֐Իͷফ͠࢒͠΍෼཭ॲཧʹΑΓੜͨ͡࿪ͳͲͷϊΠζؚ͕·
Ε͍ͯΔ΋ͷͱߟ͑ΒΕΔɽͦ͜Ͱɼ෼཭৴߸ͷεϖΫτϧʹؚ·ΕΔϊΠζΛDAEͷ࿮૊ΈΛ
༻͍ͯऔΓআ͘͜ͱʹΑΓɼࢀর৴߸Λਪఆ͢Δํ๏Λݕ౼ͨ͠ɽຊݚڀͰ༻͍Δ࿈૝هԱϞσϧ
͸ɼೖྗ͞Εͨ෼཭৴߸ͷεϖΫτϧ͔ΒɼԻ੠Β͠͞Λද͢ಛ௃ϕΫτϧΛநग़͢ΔΤϯίʔ
υɼநग़͞Εͨಛ௃ϕΫτϧ͔Βࢀর৴߸Λ෮ݩ͢Δσίʔυͷ 2ͭͷॲཧʹΑΓߏ੒͢Δɽ͜
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ਤ 3.1: Schematic diagram of proposed method when two sources are estimated from two obser-
vations. System method consists of reference spectrum estimation and linear separation matrix
update.
͜Ͱ͸ɼશ઀ଓܕχϡʔϥϧωοτϫʔΫʹجͮ͘࿈૝هԱϞσϧʢFull-FullʣɼCNNʹجͮ͘
࿈૝هԱϞσϧʢConv-Fullʣɼͦͯ͠ఏҊ͢ΔDCAEʹجͮ͘࿈૝هԱϞσϧ (Conv-Conv)
ͷ 3छྨͷҟͳΔ࿈૝هԱϞσϧΛߏங͠ɼੑೳΛൺֱͨ͠ɽ
Full-Fullͷ࿈૝هԱϞσϧ͸ɼDAEͰ޿͘༻͍ΒΕ͍ͯΔχϡʔϥϧωοτϫʔΫͷߏ଄Ͱ
͋ΔɽԻ੠Λදݱ͢Δͷʹෆཁͳ੒෼ΛऔΓআ͘ޮՌ͕ظ଴Ͱ͖Δ͕ɼԻ੠εϖΫτϧͷہॴత
ͳύλʔϯΛߟྀ͍ͯ͠ͳ͍ͱ͍͏໰୊͕͋ΔɽConv-Fullͷ࿈૝هԱϞσϧ͸ɼεϖΫτϧΛ
ہॴύλʔϯͷ૊Έ߹Θͤͱͯ͠ߟ͑ΔɽͦͷͨΊɼہॴతʹଘࡏ͢ΔΑ͏ͳϊΠζʹରͯ͠ؤ
݈Ͱ͋Δ͜ͱ͕ظ଴Ͱ͖Δɽ·ͨɼMax-poolingͱ૊Έ߹ΘͤΔ͜ͱʹΑΓɼہॴύλʔϯΛந
ग़͢ΔϑΟϧλΛޮ཰తʹֶश͢Δ͜ͱ͕Ͱ͖Δɽ͔͠͠Max-poolingΛ༻͍Δ͜ͱʹΑΓɼہ
ॴύλʔϯͷ࣌ؒप೾਺ͷҐஔ৘ใ͕ࣦΘΕͯ͠·͏ɽͦͷͨΊɼݩԻ੠Β͕ࣦ͠͞ΘΕΔՄೳ
ੑ͕͋ΔɽConv-Conv͸ɼΤϯίʔυ࣌ʹࣦΘΕΔہॴύλʔϯͷҐஔ৘ใΛɼσίʔυ࣌ʹ
ཅʹѻ͏ɽͦ͏͢Δ͜ͱͰɼݩԻ੠Β͠͞Λߟྀͨ͠ࢀর৴߸ͷਪఆΛ࣮ݱ͢ΔɽҎ߱Ͱ͸ɼͦ
ΕͧΕͷߏ଄ʹ͍ͭͯઆ໌͢Δɽ
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Algorithm 3 Algorithm for separation matrix optimization using associative memory.
Require: Observed signal Z[k, l]
Require: Initial separation matrix obtained either by an existing linear filtering method (as
described in Section 3.2.3) or a TF mask (as described in Section 4.2) W(0)[k]
Require: #epochs for reference signal update NR, #epochs for filter update NM , learning rate
µ
1: M(0)[k] = E (E: identity matrix).
2: Y(0)(k, l) =W(0)(k)Z(k, l).
3: Estimate Sˆ(0)(k, l) from Y(0)(k, l) using an associative memory model (AMM).
4: for i = 0 : NR-1
5: // Separation matrix optimization (Section 3.2.3)
6: for j = 0 : NM -1
7: Calculate gradient G(j)[k] using Eq. (3.17) given Sˆ(i)[k, l] and Y(i)[k, l].
8: U(j+1)[k] = U(j)[k]− µG(j)[k]/||G(j)[k]||.
9: end for
10: U¯[k] = U(NM )[k].
11: Y(i+1)[k, l] = U¯[k]W(0)Z[k, l].
12: // Reference signal estimation (Section 3.2.2)
13: Estimate Sˆ(i+1)[k, l] from Y(i+1)[k, l] using AMM.
14: U(0)[k] = U¯[k].
15: end for
Output: W¯[k] = U¯[k]W(0)[k].
DAEʹجͮ͘࿈૝هԱϞσϧ (Full-Full)
෼཭৴߸ͷର਺ύϫʔεϖΫτϧ͔Βɼ513Ϗϯ×10ϑϨʔϜͷ࣌ؒप೾਺ύλʔϯ IΛɼ5ϑ
ϨʔϜִؒͰ੾Γग़͢ɽIʹରͯ͠ฏۉΛ 0ɼ෼ࢄΛ 1ͱ͢Δඪ४ԽΛద༻ͨ͠΋ͷΛ࿈૝هԱͷ
ೖྗͱͯ͠༻͍Δɽಉ༷ͷॲཧΛɼରԠ͢Δ໨త৴߸ͷର਺ύϫʔεϖΫτϧʹରͯ͠΋ߦ͍ɼந
ग़͞Εͨ࣌ؒप೾਺ύλʔϯOΛநग़͢Δɽ͜͏ͯ͠ಘΒΕͨ I͔ΒO΁ͷࣸ૾ؔ਺Λɼਤ 3.2
ʹࣔ͢Α͏ͳߏ଄ʹΑΓ࣮ݱ͢Δɽ
ΤϯίʔυॲཧͰ͸ IΛ 5130࣍ݩͷϕΫτϧʹม׵͠ɼҎԼͷࣜʹΑΓɼԻ੠Β͠͞Λද͢
2048࣍ݩͷಛ௃ϕΫτϧ hΛநग़͢Δɽ
hj =
⎧⎨⎩ tanh
(
w(e)1 I+ b
(e)
1
)
j = 1
tanh
(
w(e)j hj−1 + b
(e)
j
)
j = 2 · · ·L− 1
(3.1)
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ਤ 3.2: Architecture of the denoising autoencoder (DAE)-based associative memory model
(AAM). h denotes a feature vector extracted during encoding.
h = tanh
(
w(e)L hL−1 + b
(e)
L
)
(3.2)
͜͜ͰL͸ɼI͔ΒhΛநग़͢Δؔ਺Λදݱ͢ΔͨΊͷӅΕ૚ͷ૚਺Λද͢ɽ·ͨw(e)j ͓Αͼb
(e)
j
͸ɼj൪໨ͷӅΕ૚ʹ͓͚ΔॏΈ͓ΑͼόΠΞεΛද͢ɽ
σίʔυॲཧͰ͸ɼԼࣜʹΑΓ h͔ΒOΛ෮ݩ͢Δɽ
hˆj =
⎧⎨⎩ tanh
(
w(d)1 h+ b
(d)
1
)
j = 1
tanh
(
w(d)j hˆj−1 + b
(e)
j
)
j = 2 · · ·L− 1
(3.3)
O = w(d)L hˆL−1 + b
(d)
L (3.4)
͜͜Ͱɼw(d)j ͓Αͼ b
(d)
j ͸ɼj൪໨ͷӅΕ૚ʹ͓͚ΔॏΈ͓ΑͼόΠΞεΛද͢ɽ͜͏ͯ͠ಘΒ
ΕͨOΛ 513Ϗϯ×10ϑϨʔϜͷ࣌ؒप೾਺ύλʔϯʹม׵͠ɼॏ৞Ճࢉ๏ʹΑΓࢀর৴߸ͷର
਺ύϫʔεϖΫτϧΛܭࢉ͢Δɽ
࿈૝هԱͷύϥϝʔλ { w(e)1 , · · ·, w(e)L , b(e)1 , · · ·, b(e)L , w(d)1 , · · ·, w(d)L , b(d)1 , · · ·, b(d)L } ͸ɼޡ
ࠩٯ఻೻๏ [73]ʹΑܾͬͯఆ͢Δɽ
CNNʹجͮ͘࿈૝هԱϞσϧ (Conv-Full)
Full-Fullͱಉ༷ͷํ๏Ͱɼ࿈૝هԱͷೖྗ I͓Αͼग़ྗOΛநग़͠ɼਤ 3.3ʹࣔ͢Α͏ͳωο
τϫʔΫʹΑΓɼI͔ΒO΁ͷࣸ૾ؔ਺Λ࣮ݱ͢Δɽ
34
10
513
1
2048
Fully 
connected
Fully 
connected
10
513
Encoding Decoding
O(Reference 
spectra):
513 x 10
I (Separated 
Spectra):
513 x 10
c:
50@542x14
14
542
50
5
30
2
5
7
50
109
p:
50@109x7
!"#$"%&'("#
1
2048
1
2048
h1:
2048
)*+,-""%(#.
h:
2048
hL-1:
2048
^
!!! !!!
ਤ 3.3: Architecture of the convolutional neural network (CNN)-based associative memory model
(AAM). c, p and h denote the feature map, down-sampled feature map and a feature vector
extracted during encoding, respectively. a in a@b×c denotes the number of filters, and b and
c denote the sizes of the filter outputs in frequency and time, respectively. Note that location
information is lost in the max-pooling process.
ΤϯίʔσΟϯάॲཧͰ͸·ͣɼIʹରͯ͠ 30Ϗϯ×5Ϗϯͷେ͖͞ͷ 50छྨͷϑΟϧλw1=
{w11, · · · ,w501 } Λ 1 ϑϨʔϜɼ1 ϏϯͣͭͣΒ͠ͳ͕Βॏ৞͢Δ͜ͱͰɼ50 छྨͷಛ௃Ϛοϓ
c={c1, · · · , c50} Λநग़͢Δɽ͜ͷॲཧʹΑΓɼഒԻߏ଄ͷ࣌ؒมԽͳͲͷԻ੠εϖΫτϧͷہॴ
తͳ࣌ؒप೾਺ύλʔϯͷಛ௃͕நग़͞ΕΔ͜ͱΛظ଴͢Δɽf ൪໨ͷಛ௃Ϛοϓͷநग़աఔ͸
ҎԼͷΑ͏ʹදݱ͞ΕΔɽ
cf = tanh
(
wf1 ⊗ I+ bf1
)
, (3.5)
͜͜Ͱ cf ͸ the f ൪໨ͷಛ௃Ϛοϓɼwf1 ͓Αͼ b
f
1 ͸ͦΕͧΕ f ൪໨ͷ৞ΈࠐΈϑΟϧλ͓Α
ͼόΠΞεΛࣔ͢ɽ·ͨ⊗͸ɼೋ࣍ݩ৞ΈࠐΈͷૢ࡞Λද͢ɽ࣍ʹɼcf Λ 5Ϗϯ×2ϑϨʔϜͷ
େ͖͞ͷখྖҬʹ෼ׂ͠ɼ֤ྖҬʹ͓͚Δ࠷େ஋Λநग़͢Δ͜ͱͰɼ763࣍ݩͷಛ௃ pf Λநग़͢
Δɽ͜ͷॲཧ͸Max-poolingͱݺ͹Εɼద༻ҐஔͷͣΕʹରͯ͠ؤ݈ͳϑΟϧλw1Λޮ཰తʹ
ֶश͢Δ͜ͱΛՄೳͱ͢Δɽଓ͚ͯɼpf ΛϕΫτϧԽ͠ɼͦΕΒΛ݁߹ͨ͠ 38150࣍ݩͷϕΫτ
ϧ p = {p1, · · · ,p50}Λ࡞੒͠ɼҎԼͷࣜʹΑΓԻ੠Β͠͞Λද͢ಛ௃ hΛநग़͢Δɽ
hj =
⎧⎨⎩ tanh
(
w(e)1 p+ b
(e)
1
)
j = 1
tanh
(
w(e)j hj−1 + b
(e)
j
)
j = 2 · · ·L− 1
(3.6)
h = tanh
(
w(e)L hL−1 + b
(e)
L
)
(3.7)
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͜͜Ͱw(e)j ͓Αͼ b
(e)
j ͸ɼj൪໨ͷӅΕ૚ʹ͓͚ΔॏΈ͓ΑͼόΠΞεΛද͢
σίʔσΟϯάॲཧͰ͸ɼԼࣜʹΑΓࢀর৴߸ͷεϖΫτϧͷہॴύλʔϯOΛ෮ݩ͢Δɽ
hˆj =
⎧⎨⎩ tanh
(
w(d)1 h+ b
(d)
1
)
j = 1
tanh
(
w(d)j hˆj−1 + b
(d)
j
)
j = 2 · · ·L− 1
(3.8)
O = w(d)L hˆL−1 + b
(d)
L (3.9)
͜͜Ͱɼw(d)j ͓Αͼ b
(d)
j ͸ɼj൪໨ͷӅΕ૚ʹ͓͚ΔॏΈ͓ΑͼόΠΞεΛද͢ɽ͜͏ͯ͠ಘΒ
ΕͨOΛ༻͍ͯɼॏ৞Ճࢉ๏ʹΑΓࢀর৴߸ͷର਺ύϫʔεϖΫτϧΛܭࢉ͢Δɽ
࿈૝هԱͷύϥϝʔλ { w11, · · ·, w501 , b11, · · ·, b501 , w(e)1 , · · ·, w(e)L , b(e)1 , · · ·, b(e)L , w(d)1 , · · ·,
w(d)L , b
(d)
1 , · · ·, b(d)L } ͸ɼFull-Fullͱಉ༷ʹɼޡࠩٯ఻೻๏ʹΑܾͬͯఆ͢Δɽ
͜ͷߏ଄Ͱ͸ɼΤϯίʔσΟϯά࣌ʹεϖΫτϧͷہॴతͳ৘ใΛཅʹѻ͏ɽͦͷͨΊɼFull-
Fullͱൺֱͯ͠Ի੠ͷಛ௃ΛޮՌతʹநग़Ͱ͖Δ͜ͱ͕ظ଴Ͱ͖ΔɽҰํͰɼmax-poolingͷॲ
ཧʹΑΓہॴಛ௃ͷҐஔ৘ใ͕ࣦΘΕͯ͠·͏ͨΊɼࢀর৴߸͸ݩԻ੠Β͠͞Λࣦ͏ͱ͍͏ܽ఺
͕͋Δɽ
DCAEʹجͮ͘࿈૝هԱϞσϧ (Conv-Conv)
Conv-FullͰ͸ɼmax-poolingʹΑͬͯہॴಛ௃ͷҐஔ৘ใ͕ࣦΘΕΔͱ͍͏໰୊͕͋ͬͨɽͦ
͜Ͱɼmax-pooling࣌ʹબ͹Εͨہॴಛ௃ͷҐஔ৘ใΛอ͓͖࣋ͯ͠ɼͦͷ৘ใΛݩʹࢀর৴߸Λ
σίʔυ͢Δߏ଄Λ։ൃͨ͠ɽਤ 3.4ʹɼ͜ͷߏ଄Λࣔ͢ɽ
ΤϯίʔσΟϯάॲཧͰ͸ɼConv-Fullͱಉ༷ͷํ๏Ͱ 2048࣍ݩͷಛ௃ϕΫτϧ hΛநग़͢
Δɽ͜ͷͱ͖ɼmax-poolingͰબ୒͞ΕͨҐஔ৘ใ iΛอ͓࣋ͯ͘͠ɽ
σίʔσΟϯάॲཧͰ͸ɼpʹରԠ͢Δ 38150࣍ݩͷಛ௃ pˆΛɼҎԼͷࣜʹΑΓ෮ݩ͢Δɽ
hˆj =
⎧⎨⎩ tanh
(
w(d)1 h+ b
(d)
1
)
j = 1
tanh
(
w(d)j hˆj−1 + b
(d)
j
)
j = 2 · · ·L− 1
(3.10)
pˆ = w(d)L hˆL−1 + b
(d)
L (3.11)
͜͜Ͱɼw(d)j ͓Αͼ b
(d)
j ͸ɼj൪໨ͷӅΕ૚ʹ͓͚ΔॏΈ͓ΑͼόΠΞεΛද͢ɽ࣍ʹ pˆΛɼ50
ݸͷ 2࣍ݩಛ௃ {pˆ1, · · · , pˆ50}ʢpˆf ∈ R109×7ʣʹ෼ׂ͢Δɽ͜͏ͯ͠ಘΒΕͨ pˆf ʹରͯ͠Ξοϓ
αϯϓϦϯάΛద༻͢Δ͜ͱͰɼcf ʹରԠ͢Δಛ௃ cˆf ∈ R542×14 ΛಘΔɽΞοϓαϯϓϦϯά
͸ɼҐஔ৘ใ iʹج͖ͮɼMax-poolingͰબ୒͞ΕͨҐஔʹ͸ pˆf ͷ஋ΛɼͦͷଞͷҐஔʹ͸ 0Λ
ຒΊ߹ΘͤΔ͜ͱͰߦ͏ɽ࠷ޙʹɼcˆf ʹରͯ͠ɼ30Ϗϯ ×5Ϗϯͷେ͖͞ͷ 50छྨͷϑΟϧλ
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ਤ 3.4: Architecture of the proposed denoising convolutional autoencoder (DCAE)-based as-
sociative memory model (AMM). c and cˆ denote the feature map and its estimate; p and pˆ,
the down-sampled feature map and its estimate; and h, the feature vector extracted during
encoding. In this architecture, cˆ is decoded using location information i, which is lost during
max-pooling in the encoding stage.
w2= {w12, · · · ,w502 } Λ 1ϑϨʔϜɼ1ϏϯͣͭͣΒ͠ͳ͕Βॏ৞͢Δ͜ͱͰɼࢀর৴߸ͷεϖΫ
τϧͷ࣌ؒप೾਺ύλʔϯOΛܾఆ͢Δɽ͜ͷૢ࡞͸ҎԼͷࣜͷΑ͏ʹදݱͰ͖Δɽ
O =
50∑
f=1
(
wf2 ⊗ cˆf + 2f4
)
, (3.12)
͜͜Ͱɼwf2 ͓Αͼ b
f
2 ͸ɼf ൪໨ͷ৞ΈࠐΈϑΟϧλ͓ΑͼόΠΞεΛද͢ɽ͜͏ͯ͠ಘΒΕͨ
OΛ༻͍ͯɼॏ৞Ճࢉ๏ʹΑΓࢀর৴߸ͷର਺ύϫʔεϖΫτϧΛܭࢉ͢Δɽ
࿈૝هԱͷύϥϝʔλ { w11, · · ·, w501 , b11, · · ·, b501 , w12, · · ·, w502 , b12, · · ·, b502 , w(e)1 , · · ·, w(e)L ,
b(e)1 , · · ·, b(e)L , w(d)1 , · · ·, w(d)L , b(d)1 , · · ·, b(d)L } ͸ɼFull-Fullͱಉ༷ʹɼޡࠩٯ఻೻๏ʹΑܾͬͯ
ఆ͢Δɽ
3.2.3 ෼཭ߦྻߋ৽
W(0)[k]͓ΑͼY(0)[k, l] ΛͦΕͧΕɼطଘͷઢܗBSSʹΑΓॳظԽ͞Εͨ෼཭ߦྻ͓Αͼͦͷ
ग़ྗͱ͢Δɽ͜͜Ͱ͸ɼ෼཭ߦྻΛߋ৽͢ΔͨΊʹɼY(0)[k, l]Λࢀর৴߸ Sˆ[k, l]ʹ͚ۙͮΔઢܗ
ม׵ߦྻU[k] ∈ CNs×Ns Λߟ͑ΔɽU[k]ʹΑΓม׵͞ΕͨεϖΫτϧ͸ɼY¯[k, l]͸ҎԼͷΑ͏
ʹॻ͘͜ͱ͕Ͱ͖Δɽ
Y¯[k, l] = U[k]Y(0)[k, l] = U[k]W(0)[k]Z[k, l]. (3.13)
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͜͜Ͱ W¯[k] = U[k]W(0)[k]ͱ͓͘ͱɼࣜʢ3.13ʣ͸ Y¯[k, l] = W¯[k]Z[k, l] ͱ͍͏ઢܗม׵Ͱදݱ
͢Δ͜ͱ͕Ͱ͖ΔɽຊݚڀͰ͸U[k]ΛٻΊ্ͨͰɼU[k]ͱW(0)[k]ͱͷੵΛܭࢉ͢Δ͜ͱͰɼ෼
཭ߦྻΛߋ৽͢Δ͜ͱΛࢼΈΔɽ
͜͜Ͱ͸ɼ࠷దͳU[k]ΛٻΊΔͨΊʹɼҎԼͷίετؔ਺ J [k]Λઃܭͨ͠ɽ
J [k] =
1
Nl
Nl−1∑
l=0
∣∣∣∣∣∣ log |Sˆ[k, l]|2 − log |Y¯[k, l]|2∣∣∣∣∣∣2
=
1
Nl
Nl−1∑
l=0
∣∣∣∣∣∣ log |Sˆ[k, l]|2 − log |U[k]Y(0)[k, l]|2∣∣∣∣∣∣2, (3.14)
͜͜ͰɼNl͸αϯϓϧ਺Λද͢ɽࣜʢ3.14ʣ͸ɼࢀর৴߸ͱ෼཭৴߸ର਺ύϫʔεϖΫτϧͷೋ৐
ޡࠩΛද͍ͯ͠Δɽ͢ͳΘͪɼJ [k]Λ࠷খʹ͢ΔU[k]͸ɼ෼཭৴߸ͷର਺ύϫʔεϖΫτϧΛࢀ
র৴߸ͷର਺ύϫʔεϖΫτϧʹ͚ۙͮΔɽU[k]ͷਪఆʹ͸ɼҎԼʹࣔ͢Α͏ͳޯ഑๏Λ༻͍ͨɽ
M(0)[k] = E, (3.15)
M(n+1)[k] ← M(n)[k]− µ G[k]||G[k]|| , (3.16)
G[k] =
∂J [k]
∂U∗[k]
, (3.17)
Eɼµɼ nɼ͓Αͼ ∗͸ͦΕͧΕɼ୯Ґߦྻɼֶश܎਺ɼ܁Γฦ͠ճ਺͓Αͼෳૉڞ໾Λද͢ɽࣜ
ʢ3.17ʣΛٻΊΔͨΊɼࣜʢ3.14ʣΛҎԼͷΑ͏ʹॻ͖׵͑Δɽ
J [k] =
1
Nl
Nl−1∑
l=0
Ns∑
ı=1
∣∣∣ log |Sˆi[k, l]|2 − log | Ns∑
j=1
Uij [k]Y
(0)
j [k, l]|2
∣∣∣2
=
1
Nl
Nl−1∑
l=0
Ns∑
ı=1
∣∣∣ log |Sˆi[k, l]|2 − log |Y¯ (0)i [k, l]|2∣∣∣2
= E
(
Ns∑
ı=1
∣∣∣ log |Sˆi[k, l]|2 − log |Y¯ (0)i [k, l]|2∣∣∣2
)
(3.18)
͜͜ͰɼUij [k]ɼSˆi[k, l]͓Αͼ Y
(0)
j [k, l]͸ɼͦΕͧΕU[k]ͷ (i, j)൪໨ͷཁૉɼSˆi[k, l]ͷ i൪໨ͷ
ཁૉɼ͓Αͼ Yˆj [k, l]ͷ j൪໨ͷཁૉΛද͢ɽ·ͨE(·)͸ظ଴஋Λܭࢉ͢Δؔ਺Λද͢ɽࣜʢ3.18ʣ
ΛɼU∗ij [k]Ͱภඍ෼͢ΔͱҎԼͷΑ͏ʹͳΔɽ
∂J [k]
∂U∗ij [k]
= E
(
Nl−1∑
l=0
∂J [k]
∂Y¯ ∗i [k, l]
∂Y¯ ∗i [k, l]
∂U∗ij [k]
)
= E
(
∂
∂Y¯ ∗i [k, l]
(
−2 log |Sˆi[k, l]|2 log |Y¯i[k, l]|2
+
(
log |Y¯i[k, l]|2
)2
+ C
) ∂Y¯ ∗i [k, l]
∂U∗ij [k]
)
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= −E
(
2
Y¯ ∗i [k, l]
(
log |Sˆi[k, l]|2 − log |Y¯i[k, l]|2
) ∂Y¯ ∗i [k, l]
∂U∗ij [k]
)
. (3.19)
C ͸ Y (0)∗j [k, l]ͱແؔ܎ͷ߲Λද͢ɽ
·ͨ ∂Y¯ ∗i [k, l]/∂U∗ij [k]͸ҎԼͷΑ͏ʹॻ͘͜ͱ͕ग़དྷΔɽ
∂Y¯ ∗i [k, l]
∂U∗ij [k]
= Y (0)∗j [k, l] . (3.20)
ͦ͜Ͱࣜ (3.20)Λࣜ (3.19)ʹ୅ೖ͠ɼҎԼͷΑ͏ʹޯ഑Λܭࢉ͢Δɽ
∂J [k]
∂U∗ij [k]
= −2E
(
Y (0)∗j [k, l]
Y¯ ∗i [k, l]
(
log |Sˆi[k, l]|2 − log |Y¯i[k, l]|2
))
. (3.21)
3.2.4 ಠཱੑʹجͮ͘ํ๏ͱఏҊ๏ͱͷؔ܎
ԻݯͷಠཱੑͷΈΛߟྀ͠ͳ͕ΒԻݯ෼཭Λߦ͏ैདྷ๏ʹର͢ΔɼԻ੠Β͠͞Λߟྀ͠ͳ͕Β
Իݯ෼཭Λߦ͏ఏҊ๏ͷ༗ޮੑΛௐࠪ͢ΔͨΊʹɼೋ࿩ऀಉ࣌ൃ࿩Ի੠෼཭࣮ݧΛߦͳͬͨɽ
ਤ 3.5(a)ʹ෼཭ߦྻߋ৽ʹ൐͏෼཭৴߸·ͨ͸ࢀর৴߸ͱԻݯ৴߸ͱͷεϖΫτϧޡࠩͷมԽ
Λɼਤ 3.5(b)ʹ෼཭৴߸ؒͷಠཱੑͷมԽΛࣔ͢ɽ෼཭৴߸ؒͷಠཱੑͷܭࢉʹ͸ɼԻݯͷ෼෍
ͱͯ͠ϥϓϥε෼෍ΛԾఆ͠ɼࣜʢ2.16ʣʹΑΓٻΊͨɽ࣮ݧͰ͸෼཭ߦྻͷॳظ஋͸ IVAͰܾ
ఆ͓ͯ͠Γɼߋ৽ճ਺͕ 0ճͷͱ͖ͷੑೳ͕ैདྷ๏ͷੑೳΛද͢ɽ෼཭ߦྻ͸DCAEʹΑͬͯਪ
ఆ͞Εͨࢀর৴߸Λ༻͍ͯஞ࣍ߋ৽͞ΕΔ͕ɼࢀর৴߸ͷߋ৽͸ 10000ճ෼཭ߦྻ͕ߋ৽͞ΕΔ
ͨͼʹߦͬͨɽਤͰ͸ɼࢀর৴߸͕ߋ৽͞ΕΔͨͼʹԻݯ৴߸ʹۙͮ͘ʹͭΕͯɼ෼཭৴߸ͱԻ
ݯ৴߸ͱͷεϖΫτϧڑ཭͚ͩͰͳ͘ɼԻݯͷಠཱੑ͕վળ͞Ε͍༷ͯ͘ࢠΛ֬ೝ͢Δ͜ͱ͕Ͱ
͖Δɽ·ͨɼࢀর৴߸͕ߋ৽͞ΕΔλΠϛϯάͰεϖΫτϧڑ཭ɾಠཱੑͱ΋ʹେ෯ʹվળ͞Εɼ
ࢀর৴߸͕ 4ճߋ৽͞ΕͨλΠϛϯάͰ෼཭ߦྻͷߋ৽͕ऩଋ͍ͯ͠Δ༷ࢠ΋֬ೝͰ͖Δɽ͜Ε
Βͷ͜ͱΑΓɼԻݯͷಠཱੑͷΈʹج͖ͮ෼཭ߦྻΛ࠷దԽ͢Δैདྷͷํ๏Ͱ͸ہॴղʹؕͬͯ
͠·͏ͷʹର͠ɼఏҊ๏͸ࢀর৴߸Λߋ৽͢Δ͜ͱͰہॴղͷӨڹΛऔΓআ͖ͳ͕ΒɼԻݯؒͷ
ಠཱੑΛ૿Ճͤ͞ΔޮՌ͕͋Δ΋ͷͱࣔࠦ͢Δɽ
ਤ 3.6ʹɼఏҊ๏ʹ͓͚Δࢀর৴߸ͷߋ৽ʹ൐͏SIR(signal-to-interference ratio)ͱSDR(signal-
to-interference ratio)ͷมԽΛࣔ͢ɽSDR͸෼཭ॲཧʹΑͬͯੜͨ͡࿪ʹର͢Δ໨తԻݯͷύϫʔ
ൺΛɼSIR͸෼཭৴߸ʹ͓͚Δ໨తԻҎ֎ͷ੒෼ʹର͢Δ໨తԻݯͷύϫʔൺΛද͢ [74]ɽࢀর৴
߸ Sˆ(n)͸ɼ࿈૝هԱʹΑΓ໨తԻݯҎ֎ͷ੒෼ΛऔΓআ͘Α͏ʹਪఆ͍ͯ͠ΔͨΊ෼཭৴߸ Yˆ(n)
ΑΓ΋ SIR͕ߴ͘ͳΔ͕ɼ࿪͕ੜͯ͡͠·͏ͨΊ SDR͕ྼԽͯ͠͠·͏ɽਤͰ͸ɼࢀর৴߸ͷग़
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ਤ 3.5: Example of relation between cost function and number of iterations in separation matrix
optimization. In (a), dashed line (Ref-Tar) represents spectrum distance between reference
signal and target signal (i.e. ground-truth source signal); solid line (Sep-Tar) represents that
between separated signal (i.e. estimated source signal) and target signal. In (b), cost function
of Eq. (2.16) averaged over frequency bin is shown.
ྗΛͦͷ··༻͍ΔͷͰ͸ͳ͘෼཭ߦྻͷ࠷దԽʹ༻͍Δ͜ͱͰɼSIRɼSDRڞʹվળ͞Ε͍ͯ
༷͘ࢠΛ֬ೝ͢Δ͜ͱ͕Ͱ͖Δɽ
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ਤ 3.6: Example of relation between signal-to-distortion ratio (SDR) and signal-to-interference
ratio (SIR). Sˆ(n) represents outputs of DCAE-based AMM in n-th reference signal estimation.
Y(n) represents outputs of separation matrix optimized using Sˆ(n−1).
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3.3 Իݯ෼཭࣮ݧ
3.3.1 ࿈૝هԱϞσϧͷֶश
࿈૝هԱͷೖྗ͸ɼ๦֐Իͷফ͠࢒͠΍෼཭ʹੜͨ͡࿪ͳͲͷϊΠζؚ͕·ΕΔ͜ͱ͕༧૝͞
ΕΔɽҰํͰఏҊ๏ʹΑΓ෼཭ߦྻΛߋ৽͍ͯ͘͠ͱϊΠζ͕཈ѹ͞ΕͯɼϊΠζͷগͳ͍ύλʔ
ϯ͕ೖྗ͞ΕΔ͜ͱ͕ظ଴Ͱ͖Δɽ·ͨɼ࿈૝هԱͷग़ྗ͸ϊΠζΛؚ·ͳ͍ύλʔϯͰ͋Δ͜
ͱ͕ظ଴͞ΕΔɽ͕ͨͬͯ͠ຊݚڀͰ༻͍Δ࿈૝هԱ͸ɼҎԼͷੑ࣭Λຬͨ͢͜ͱ͕๬·͍͠ɽ
• ϊΠζΛؚ·ͳ͍ύλʔϯΛೖྗͨ͠৔߹͸ɼೖྗύλʔϯ͕ͦͷ··ग़ྗ͞ΕΔɽ
• ϊΠζΛؚΉύλʔϯΛೖྗͨ͠৔߹͸ɼϊΠζ͕औΓআ͔Εͨύλʔϯ͕ग़ྗ͞ΕΔɽ
ͦ͜Ͱɼ࿈૝هԱͷύϥϝʔλ͸ɼΫϦʔϯ৴߸Λೖྗσʔλɾڭࢣσʔλͷ૒ํʹ༻͍Δσʔ
λରʢclean-cleanʣɼϊΠζΛؚΉ෼཭৴߸ΛೖྗσʔλɼϊΠζ͕औΓআ͔ΕͨΫϦʔϯ৴߸
Λڭࢣσʔλͷ༻͍Δσʔλରʢprocessed-cleanʣͷ 2छྨͷσʔλରΛ༻͍ܾͯఆͨ͠ɽҰ
ൠʹχϡʔϥϧωοτϫʔΫͷதؒ૚ͷ਺͕૿͑Δͱɼޯ഑ফࣦʢvanishing gradientʣͷ໰୊ʹ
ΑΓֶश͕ࠔ೉ͱͳΔ͜ͱ͕஌ΒΕ͍ͯΔɽͦ͜ͰຊݚڀͰ͸ɼStacking autoencoderʹجͮ͘
ᩦཉֶशΛ࠾༻ͨ͠ [24]ɽ͜ͷͱֶ͖श࣌ͷϛχόοναΠζ͸ 256ɼֶश܎਺͸ॳظ஋Λ 0.1ͱ
͠ɼnew-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽҎԼʹɼclean-clean͓Αͼ processed-cleanͷৄࡉΛ
ࣔ͢ɽ
clean-clean
ΫϦʔϯ৴߸ͷԻ੠ͷର਺ύϫʔεϖΫτϧΛೖྗσʔλɾڭࢣσʔλ૒ํʹ༻͍Δɽ͜͜
Ͱ͸ɼATRԻૉόϥϯεจ [75] ͷηοτBʹؚ·ΕΔ 1,800ൃ࿩ (ঁੑ 4࿩ऀ×֤࿩ऀ 450
ൃ࿩)Λ༻͍ͨɽ৴߸ͷαϯϓϦϯάप೾਺͸ 16 kHzͰ͋ΓɼSTFTͷϑϨʔϜ௕͓Αͼϑ
ϨʔϜγϑτ͸ɼͦΕͧΕ 1024αϯϓϧʢ64 msʣ͓Αͼ 256αϯϓϧʢ16 msʣͱͨ͠ɽ
processed-clean
ϊΠζΛؚΉ෼཭Ի੠ͷର਺ύϫʔεϖΫτϧΛೖྗσʔλɼରԠ͢Δ໨త৴߸ͷର਺ύ
ϫʔεϖΫτϧΛڭࢣσʔλʹ༻͍Δɽ෼཭Ի੠͸ɼATRԻૉόϥϯεจͷηοτ Bʹؚ
·ΕΔঁੑ 4࿩ऀ͔ΒಘΒΕΔೋ࿩ऀಉ࣌ൃ࿩Ի੠ʹରͯ͠ɼิॿؔ਺๏ʹجͮ͘ IVA [76]
Λద༻͢Δ͜ͱͰ࡞੒ͨ͠ɽ4࿩ऀ͔Β 12૊ͷ࿩ऀରΛ࡞੒͠ɼ9࿩ऀରΛֶशηοτʹɼ
࢒Γͷ 3࿩ऀରΛ։ൃηοτͱͯ͠༻͍ͨɽ։ൃηοτ͸ɼ࿈૝هԱֶश࣌ͷૣظऴྃʹ༻
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ਤ 3.7: Experimental environment with two microphones and two sources, where θ1 and θ2
denote the directions of the target and interference sources, respectively.
ද 3.1: Direction of target and interference sources.
data set source direction of (θ1, θ2)
training (-15,15), (-45,45), (-75,75), (-90,90)
development (-60,60)
testing (-30,30), (-30,0), (0,-30), (0,30), (30,0), (30,-30)
͍Δɽਤ 3.7ʹࣔ͢؀ڥʹ͓͍ͯɼ֤࿩ऀର͕ಉ࣌ʹൃ࿩͢Δ͜ͱΛ૝ఆ͠ɼυϥΠιʔε
ʹ஗ԆΛՃ͑Δ͜ͱͰɼಉ࣌ൃ࿩Ի੠Λ߹੒ͨ͠ɽ͜ͷͱ͖ɼԻݯͷํ޲Λද 3.1ʹࣔ͢ɽ
ֶशηοτͰ͸࿩ऀຖʹ 50ൃ࿩Λɼ։ൃηοτͰ͸࿩ऀຖʹ 52ൃ࿩ΛυϥΠιʔεͱͯ͠
༻͍ͨɽ͢ͳΘֶͪशηοτʹ͸ɼ3,600ൃ࿩ʢ9࿩ऀର × 2࿩ऀ × 50ൃ࿩ × 4ํ޲ʣͷ෼
཭Ի੠ΛೖྗσʔλɼରԠ͢Δ 3,600ൃ࿩ͷυϥΠιʔεΛڭࢣσʔλͱͯ͠༻͍ͨɽ·ͨ
։ൃηοτʹ͸ɼ312ൃ࿩ʢ3࿩ऀର × 2࿩ऀ × 52ൃ࿩ × 1ํ޲ʣͷ෼཭Ի੠Λೖྗσʔ
λɼରԠ͢Δ 312ൃ࿩ͷυϥΠιʔεΛڭࢣσʔλͱͯ͠༻͍ͨɽ
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3.3.2 ࿈૝هԱϞσϧͷύϥϝʔλ Lͷܾఆ
࿈૝هԱϞσϧʹ͓͚Δશ઀ଓ૚ͷ૚਺ͱఏҊ๏ͷੑೳͱͷؔ܎Λௐࠪ͠ɼ࠷దͳ૚਺Λܾఆ
ͨ͠ɽ
ධՁσʔλ͸ɼγϛϡϨʔγϣϯʹΑΓੜ੒ͨ͠ɼΠϯύϧεԠ౴͸ɼਤ 3.7ʹࣔ͢؀ڥͰऩ࿥
ͨ͠ɽ͜ͷͱ͖ɼԻݯҐஔ (θ1,θ2)͸ (-30,0)ͱͨ͠ɽຊ࣮ݧͰ͸ɼޙ෦࢒ڹͷӨڹΛऔΓআͨ͘Ί
ʹɼ௚઀೾౸དྷ࣌ࠁ͔Βॳظ൓ࣹ౸དྷ࣌ࠁ·Ͱͷ۠ؒͷΈΛ੾Γग़ͯ͠༻͍ͨɽ೔ຊޠ৽ฉಡΈ
্͛ίʔύεʢJapanese Newspaper Article Sentences: JNASʣ [77] ΑΓແ࡞ҝʹબ୒ͨ͠Ի੠
ʹΠϯύϧεԠ౴Λ৞ΈࠐΈɼSNR͕ 0 dBͱͳΔΑ͏ʹࠞ߹͢Δ͜ͱͰ 30ൃ࿩ʢ10࿩ऀର ×
֤૊ 3ൃ࿩ʣͷೋ࿩ऀಉ࣌ൃ࿩Ի੠Λ࡞੒ͨ͠ɽ͜ͷೋ࿩ऀಉ࣌ൃ࿩Ի੠ʹରͯ͠ɼҎԼͷ෼཭
ख๏Λద༻͠ɺͦͷੑೳΛධՁͨ͠ɽ
IVA(Baseline) : IVAʹجͮ͘Իݯ෼཭
IVA-AMM(FF)-SMO : DAEʹجͮ͘࿈૝هԱϞσϧʢFFʣΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑ
Δ෼཭
IVA-AMM(CF)-SMO : CNNʹجͮ͘࿈૝هԱϞσϧʢCFʣΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑ
Δ෼཭
IVA-AMM(CC)-SMO : DCAEʹجͮ͘࿈૝هԱϞσϧʢCCʣΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹ
ΑΔ෼཭
ఏҊ͢Δ෼཭ߦྻਪఆ๏ʢIVA-AMM(FF)ɼIVA-AMM(CF)ɼIVA-AMM(CC)ʣͰ͸ɼIVA
ʹΑΓٻΊΒΕͨ෼཭ߦྻΛॳظ஋ͱͯ͠༻͍ͨɽࢀর৴߸ͷߋ৽ճ਺ͷ্ݶ͸ 30ճɼ෼཭ߦྻ
ͷߋ৽ճ਺ͷ্ݶ͸ 5000ճͱͨ͠ɽ·ͨɼࣜ (3.16)ʹ͓͚Δֶश܎਺ µ͸ॳظ஋Λ 0.0001ͱ͠ɼ
new-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽ
෼཭ੑೳͷධՁई౓ͱͯ͠͸ɼSIRʢsignal-to-interference ratioʣ͓ ΑͼSDRʢsignal-to-distortion
ratioʣΛ༻͍ͨɽSIR͸෼཭৴߸ʹؚ·ΕΔ໨తԻݯҎ֎ͷ੒෼ʹର͢Δ໨తԻݯͷ੒෼ͷൺΛ
ද͠ɼSDR͸෼཭ॲཧʹΑΓੜͨ͡࿪ʹର͢Δ໨తԻݯͷ੒෼ͷൺΛද͢ɽҎԼʹ SIRɼSDRͷ
ܭࢉࣜΛࣔ͢ɽ
SIR [dB]:
1
NsNk
Ns∑
i=1
Nk−1∑
k=0
10 log10
∑Nl−1
l=0 |Si[k, l]|2∑Ns
j=1
∑Nk−1
k=0 (1− δij)|Yij [k, l]|2
(3.22)
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ද 3.2: Relation between separation performance and parameter of associative memory model
L.
(a) SIR [dB]
L=0 L=1 L=2 L=3
IVA(Baseline) 32.76 — — —
IVA-AMM(FF)-SMO — 32.34 32.20 32.25
IVA-AMM(CF)-SMO 33.48 32.72 32.29 32.28
IVA-AMM(CC)-SMO 34.00 33.34 32.94 32.88
(b) SDR [dB]
L=0 L=1 L=2 L=3
IVA(Baseline) 10.12 — — —
IVA-AMM(FF)-SMO — 12.01 11.96 11.94
IVA-AMM(CF)-SMO 11.44 11.93 12.39 12.20
IVA-AMM(CC)-SMO 8.88 11.75 12.12 11.85
SDR [dB]:
1
NsNk
Ns∑
i=1
Nk−1∑
k=0
10 log10
∑Nl−1
l=0 |Si[k, l]|2∑Nl−1
l=0 (|Si[k, l]|− |Yii[k, l]|)2
(3.23)
ͨͩ͠ɼ
Yij [k, l] =
Nm∑
m=1
Wim[k]Hmj [k]Sj [k, l] (3.24)
NlɼNk͸ɼͦΕͧΕϑϨʔϜ਺ɼप೾਺Ϗϯ਺Λද͢ɽ·ͨɼδij ͸ɼi = jͷͱ͖ʹ 1ɼi ̸= jͷ
ͱ͖ʹ 0Λฦ͢ɽ
ද 3.2ʹɼSIR͓ΑͼSDRͱ࿈૝هԱϞσϧͷύϥϝʔλLͱͷؔ܎Λࣔ͢ɽIVA-AMM(CC)-
SMOʹ͓͍ͯɼL=0͸Convolutional autoencoderΛ༻͍ͨ৔߹ͱ౳ՁʹͳΔɽL͕େ͖͘ͳΔ
΄Ͳɼ࿈૝هԱϞσϧ͕ਂ૚ԽͷӨڹ͕දΕΔɽ·ͣSIRͷ؍఺Ͱൺֱ͢ΔͱɼIVA-AMM(FF)-
SMO͓ΑͼIVA-AMM(CF)-SMO͸ɼIVAΑΓ΋ྼԽ͢Δ܏޲͕͋Δ΋ͷͷɼIVA-AMM(CC)-
SMO͸ɼIVAͷੑೳΛ্ճΔ܏޲͕ΈΒΕͨɽ·ͨɼਂ૚Խ͢ΔʹͭΕͯ SIR͸ྼԽ͢Δ܏
޲͕ΈΒΕͨɽ࣍ʹ SDRͷ؍఺Ͱൺֱ͢ΔͱɼఏҊ๏͸Ͳͷ࿈૝هԱΛ༻͍ͨ৔߹ʹ͓͍ͯ΋ɼ
IVAͷੑೳΛ্ճΔ܏޲͕ΈΒΕͨɽ·ͨɼIVA-AMM(FF)-SMO͸ɼਂ૚ԽͷޮՌ͕ΈΒΕ
ͳ͔ͬͨ΋ͷͷɼIVA-AMM(CF)-SMO͓Αͼ IVA-AMM(CC)-SMOʹ͓͍ͯ͸ɼL = 2
ͷͱ͖ʹ SDR͕࠷େͱͳͬͨɽ
Ҏ্ͷ͜ͱΛ౿·͑ɼҎ߱ͷ࣮ݧͰ͸ɼIVA-AMM(FF)-SMOͰ͸L = 1ɼIVA-AMM(CF)-
SMO͓Αͼ IVA-AMM(CC)-SMOͰ͸ L = 2Λ࠾༻ͨ͠ɽ
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3.3.3 ແڹ؀ڥʹ͓͚Δೋ࿩ऀಉ࣌ൃ࿩Ի੠෼཭ͷੑೳධՁ
ਤ 3.7ʹࣔ͢Α͏ͳ؀ڥΛ૝ఆ͠ɼೋ࿩ऀಉ࣌ൃ࿩Ի੠ʹର͢Δ෼཭ੑೳΛௐࠪͨ͠ɽ
ධՁσʔλ͸ɼγϛϡϨʔγϣϯʹΑΓੜ੒ͨ͠ɽΠϯύϧεԠ౴͸ɼਤ 3.7ʹࣔ͢؀ڥͰऩ࿥
ͨ͠ɽ͜ͷͱ͖ઃఆͨ͠ԻݯҐஔ (θ1,θ2)Λද 3.1ʹࣔ͢ɽຊ࣮ݧͰ͸ɼޙ෦࢒ڹͷӨڹΛऔΓআ
ͨ͘Ίʹɼ௚઀೾౸དྷ࣌ࠁ͔Βॳظ൓ࣹ౸དྷ࣌ࠁ·Ͱͷ۠ؒͷΈΛ੾Γग़ͯ͠༻͍ͨɽJNASΑ
Γແ࡞ҝʹબ୒ͨ͠Ի੠ʹΠϯύϧεԠ౴Λ৞ΈࠐΈɼSNR͕ 0 dBͱͳΔΑ͏ʹࠞ߹͢Δ͜ͱ
Ͱ 180ൃ࿩ʢ10࿩ऀର × ֤૊ 3ൃ࿩ × 6ํ޲ʣͷೋ࿩ऀಉ࣌ൃ࿩Ի੠Λ࡞੒ͨ͠ɽ͜ͷೋ࿩ऀ
ಉ࣌ൃ࿩Ի੠ʹରͯ͠ɼҎԼͷ෼཭ख๏Λద༻͠ɺͦͷੑೳΛධՁͨ͠ɽ
IVA(Baseline) : IVAʹجͮ͘Իݯ෼཭
IVA-AMM(FF)-SMO : DAEʹجͮ͘࿈૝هԱϞσϧΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭
IVA-AMM(CF)-SMO : CNNʹجͮ͘࿈૝هԱϞσϧΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭
IVA-AMM(CC)-SMO : DCAEʹجͮ͘࿈૝هԱϞσϧΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭
ఏҊ͢Δ෼཭ߦྻਪఆ๏ʢIVA-AMM(FF)ɼIVA-AMM(CF)ɼIVA-AMM(CC)ʣͰ͸ɼIVA
ʹΑΓٻΊΒΕͨ෼཭ߦྻΛॳظ஋ͱͯ͠༻͍ͨɽࢀর৴߸ͷߋ৽ճ਺ͷ্ݶ͸ 30ճɼ෼཭ߦྻ
ͷߋ৽ճ਺ͷ্ݶ͸ 5000ճͱͨ͠ɽ·ͨɼࣜ (3.16)ʹ͓͚Δֶश܎਺ µ͸ॳظ஋Λ 0.0001ͱ͠ɼ
new-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽ෼཭ੑೳͷධՁई౓͸ɼ3.3.2ͱಉ༷ʹɼSIR͓Αͼ SDRΛ
༻͍ͨɽ
ਤ 3.8(a) ʹɼSIR Λܭࢉͨ݁͠ՌΛࣔ͢ɽ࿈૝هԱΛ༻͍ͯ෼཭ߦྻͷิਖ਼Λߦͬͨ IVA-
AMM(FF)-SMOɼIVA-AMM(CF)-SMO ͓Αͼ IVA-AMM(CC)-SMO͸ɼิਖ਼ΛߦΘ
ͳ͔ͬͨ IVAͱ΄΅ಉ౳ͷੑೳΛࣔͨ͠ɽ༗ҙਫ४ 10%ͰWelchͷ tݕఆΛߦͬͨͱ͜Ζɼ֤
ख๏ؒͰ༗ҙͳࠩΛ֬ೝ͢Δ͜ͱ͸Ͱ͖ͳ͔ͬͨɽਤ 3.8(b)ʹɼSDRΛܭࢉͨ݁͠ՌΛࣔ͢ɽ࿈
૝هԱΛ༻͍ͯ෼཭ߦྻͷิਖ਼Λߦͬͨ IVA-AMM(FF)-SMOɼIVA-AMM(CF)-SMO ͓
Αͼ IVA-AMM(CC)-SMO͸ɼิਖ਼ΛߦΘͳ͔ͬͨ IVAͷੑೳΛ্ճͬͨɽ༗ҙਫ४ 1%Ͱ t
ݕఆΛߦͬͨͱ͜ΖɼIVAͱͦͷଞͷ෼཭ख๏ͱͰɼ༗ҙͳࠩΛ֬ೝ͢Δ͜ͱ͕Ͱ͖ͨɽ͜ͷ͜
ͱΑΓɼఏҊ๏͸ IVAʹΑΓੜ͡Δ࿪Λ௿ݮ͢ΔޮՌ͕͋Δͱݴ͑ΔɽఏҊ๏ʹ͓͍ͯ༻͍ͨ࿈
૝هԱͷϞσϧͷҧ͍ʹΑΔޮՌΛݕূ͢ΔͨΊɼ༗ҙਫ४ 1%Ͱ tݕఆΛߦͬͨͱ͜ΖɼIVA-
AMM(FF)-SMOͱ IVA-AMM(CF)-SMOͷؒͰ༗ҙͳࠩΛ֬ೝ͢Δ͜ͱ͕Ͱ͖ͨ΋ͷͷɼ
ͦͷଞͷϞσϧؒͰ͸༗ҙͳࠩΛ֬ೝ͢Δ͜ͱ͕Ͱ͖ͳ͔ͬͨɽ
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ද 3.3: Short time objective intelligibility (STOI) measure averaged over 360 utterances with
their standard deviations.
BSS methods mean stddev
IVA(Baseline) 0.94 0.11
IVA-AMM(FF) 0.82 0.09
IVA-AMM(CF) 0.81 0.10
IVA-AMM(CC) 0.83 0.11
IVA-AMM(FF)-SMO 0.94 0.11
IVA-AMM(CF)-SMO 0.94 0.12
IVA-AMM(CC)-SMO 0.92 0.12
͜ͷ݁ՌΛɼ֤ख๏ʹΑΓܗ੒͞Εͨࢦ޲ಛੑͷ؍఺͔Βߟ࡯͢Δɽਤ 3.9ʹɼIVA͓Αͼ
IVA-AMM(CC)-SMOʹΑΓܗ੒͞Εͨࢦ޲ಛੑͷྫΛࣔ͢ɽ͜͜Ͱ͸ɼ0 ◦ํ޲ʹ๦֐Իݯ
Λ഑ஔͨ͠৔߹ͷྫΛࣔ͢ɽࠓճͷ৚݅ʹ͓͍ͯ͸ɼIVA͓Αͼ IVA-AMM(CC)-SMOͱ΋
ʹɼ0 ◦ ํ޲ʹࢮ֯Λܗ੒͢Δ͜ͱ͕Ͱ͖͍ͯΔ͜ͱ͕֬ೝͰ͖Δɽ͢ͳΘͪࠓճͷ࣮ݧ৚݅Ͱ
͸ɼIVAͷ࣌఺Ͱे෼ʹࢮ֯Λ๦֐Իํ޲ʹ޲͚Δ͜ͱ͕Ͱ͖͓ͯΓɼ࿈૝هԱʹΑΔิਖ਼Λద
༻ͯ͠΋ SIRͷੑೳͷվળʹେ͖͘د༩͠ͳ͔ͬͨ΋ͷͰ͋Δ͜ͱ͕ɼߟ͑ΒΕΔɽ·ͨɼIVA
Ͱ͸ 1000 Hz෇ۙʹ͓͍ͯ࿪͕ੜ͍ͯ͡Δͷʹରͯ͠ɼIVA-AMM(CC)-SMOͰ͸ͦͷӨڹ͕
؇࿨͞Ε͍ͯΔ༷ࢠ͕ΈΒΕΔɽ͜ͷ͜ͱ͔Β΋ɼఏҊ๏͸࿪Λ௿ݮ͢ΔޮՌ͕͋Δ͜ͱ͕֬ೝ
Ͱ͖Δɽ
࠷ޙʹɼ࿈૝هԱϞσϧͷग़ྗΛͦͷ··࢖͏ͷͰ͸ͳ͘ɼઢܗ෼཭ߦྻΛਪఆ͢Δࡍͷख͕͔
Γͱͯ͠༻͍Δ͜ͱͷར఺Λɼ໌ྎੑͷ؍఺͔Βड़΂Δɽ໌ྎੑͷई౓ͱͯ͠ओ؍ධՁ஋ͱ૬ؔ
ͷߴ͍ͱݴΘΕ͍ͯΔ STOI(Short time objective intelligibility measure) [78]Λ༻͍ͨɽද 3.3
ʹɼSTOIΛܭࢉͨ݁͠ՌΛࣔ͢ɽIVA-AMM(FF)ɼIVA-AMM(CF)ɼIVA-AMM(CC)͸
ͦΕͧΕɼDAEɼCNNɼCAEͷग़ྗΛ෼཭৴߸ͱͯ͠༻͍ͨ৔߹ͷ݁ՌΛࣔ͢ɽ࿈૝هԱϞσ
ϧͷग़ྗΛͦͷ··༻͍ͨ৔߹͸ɼIVAʹରͯ͠ STOIͷ஋͕ 0.13ఔ౓ྼԽ͢ΔɽҰํͰɼ࿈૝
هԱϞσϧͷग़ྗΛ༻͍ͯਪఆͨ͠෼཭ߦྻͷग़ྗ͸ɼIVAͱ΄΅ಉ౳ͷੑೳͰ͋Γɼ0.02ఔ౓
ͷޡࠩͰ͋ͬͨɽͳ͓ɼ༗ҙਫ४ 1%Ͱ tݕఆΛߦͬͨͱ͜ΖɼIVAͱ IVA-AMM(CC)-SMO
ͱͰ༗ҙͳࠩΛ֬ೝ͢Δ͜ͱ͸Ͱ͖ͳ͔ͬͨɽҎ্ͷ͜ͱΑΓɼ࿈૝هԱϞσϧͷग़ྗΛ෼཭৴߸
ͱͯ͠༻͍ΔΑΓ΋ɼ෼཭ߦྻͷਪఆʹ༻͍ͨํ͕໌ྎੑͷ؍఺ʹ͓͍ͯ༗ޮͰ͋Δͱݴ͑Δɽ
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(b) SDR
ਤ 3.8: Simultaneous speech separation performance with the proposed separation matrix opti-
mization averaged over 180 utterance pairs along with their 99% confidence interval. * denotes
significant diﬀerence of 1%; n.s. denotes no significant diﬀerence.
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ਤ 3.9: Example of directivity pattern of (a) separation matrix optimized with independent
vector analysis and (b) separation matrix optimized with proposed method. In this case, dis-
turbance is placed at the direction of 0 ◦.
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3.3.4 Τίʔ৴߸আڈʹ͓͚Δ෼཭ੑೳͷධՁ
Իݯʹରͯ͠ಠཱͱ͸ݴ͍೉͍৴߸ؚ͕·ΕΔ৔߹ʹ͓͚ΔఏҊ๏ͷ༗ޮੑΛݕূͨ͠ɽ۩ମ
తʹ͸ɼਤ 3.7ʹࣔ͢Α͏ͳ؀ڥʹ͓͍ͯɼ໨తԻݯͱͯ͠৴߸ x(t)Λɼ๦֐Իݯͱͯ͠ɼx(t)
ʹ஗Ԇ τ ΛՃ͑ͨΤίʔ৴߸ x(t+ τ)Λಉ࣌ʹൃԻ͠ɼͦΕͧΕΛ෼཭ͨ͠ࡍͷੑೳΛௐࠪͨ͠ɽ
ධՁσʔλ͸γϛϡϨʔγϣϯʹΑΓੜ੒ͨ͠ɽΠϯύϧεԠ౴͸ 3.3.3Ͱ༻͍ͨ΋ͷͱಉ͡΋
ͷΛ༻͍ͨɽԻݯ৴߸ x(t)ͱͯ͠ɼJNASʹؚ·ΕΔ 20 ൃ࿩ʢঁੑ 20࿩ऀ×֤࿩ऀ 1 ൃ࿩ʣΛ
ͱͯ͠༻͍ͨɽ·ͨɼΤίʔ৴߸͸ɼx(t)ͷઌ಄ʹ τ ms ͷແԻ۠ؒΛૠೖ͢Δ͜ͱͰੜ੒ͨ͠ɽ
͜͜Ͱ͸ τ ͕ɼ50·ͨ͸ 25 ͱͳΔ৔߹ͷੑೳΛௐࠪͨ͠ɽτ ͕୹͘ͳΕ͹ͳΔ΄ͲɼԻݯ৴߸
ͱΤίʔ৴߸ͱͷ૬͕ؔߴ͘ͳΔͨΊɼ෼཭͕೉͘͠ͳΔ͜ͱ͕૝ఆ͞ΕΔɽԻݯ৴߸͓ΑͼΤ
ίʔ৴߸ʹΠϯύϧεԠ౴Λ৞ΈࠐΈɼSNR͕ 0 dBͱͳΔΑ͏ʹॏ৞͢Δ͜ͱͰɼࠞ߹৴߸ 120
ൃ࿩ (ঁੑ 20 ࿩ऀ×6 ৚݅) Λ࡞੒ͨ͠ɽ͜͏ͯ͠ಘͨࠞ߹৴߸ʹରͯ͠ҎԼͷ෼཭ख๏Λద༻
͠ɼੑೳΛௐࠪͨ͠ɽ
IVA(Baseline) : IVAʹجͮ͘Իݯ෼཭ɽ
IVA-AMM(FF) : DAEʹجͮ͘࿈૝هԱϞσϧΛDAEͱͯ͠༻͍ͨ΋ͷɽೖྗͱͯ͠ IVAͷ
ग़ྗΛ༩͑ͨͷग़ྗΛ෼཭৴߸ͱͯ͠༻͍Δɽ
IVA-AMM(CF) : CNNʹجͮ͘࿈૝هԱϞσϧΛDAEͱͯ͠༻͍ͨ΋ͷɽ
IVA-AMM(CC) : DCAEʹجͮ͘࿈૝هԱϞσϧΛ༻͍ͨԻݯ෼཭ɽ
IVA-AMM(FF)-SMO : DAEʹجͮ͘࿈૝هԱϞσϧΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭ɽ
IVA-AMM(CF)-SMO : CNNʹجͮ͘࿈૝هԱϞσϧΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭ɽ
IVA-AMM(CC)-SMO : DCAEʹجͮ͘࿈૝هԱϞσϧΛ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭ɽ
ఏҊ͢Δ෼཭ߦྻਪఆ๏ʢIVA-AMM(FF)-SMOɼIVA-AMM(CF)-SMOɼIVA-AMM(CC)-
SMOʣͰ͸ɼIVAʹΑΓٻΊΒΕͨ෼཭ߦྻΛॳظ஋ͱͯ͠༻͍ͨɽࢀর৴߸ͷߋ৽ճ਺ͷ্ݶ
͸ 30ճɼ෼཭ߦྻͷߋ৽ճ਺ͷ্ݶ͸ 5000ճͱͨ͠ɽ·ͨɼࣜ (3.16)ʹ͓͚Δֶश܎਺ µ͸ॳ
ظ஋Λ 0.0001ͱ͠ɼnew-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽ
෼཭ੑೳ͸ɼ3.3.2Ͱઆ໌ͨ͠ SIR ͓Αͼ SDRɼ͓ΑͼɼVincentΒ [74]͕ఏҊͨ͠ signal-to-
interference ratio (SIR)ɼsignal-to-distortion ratio (SDR)ɼsignal-to-artifacts ratio (SAR)ʹΑ
ΓධՁͨ͠ɽ͜ΕΒͷई౓͸ɼ෼཭ख๏ʹґଘͤͣʹධՁ͕ՄೳͰ͋Γɼ࿈૝هԱͷग़ྗΛ෼཭
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৴߸ͱͯ͠༻͍Δ৔߹ͱɼ෼཭ߦྻͷਪఆʹ༻͍ͨ৔߹ͱͰͷੑೳൺֱ͕ՄೳͱͳΔɽ·ͨɼԻ
ݯ෼཭ͷίϯϖςΟγϣϯͰ͋Δ SiSec [79]ʹͯ༻͍ΒΕ͍ͯΔɽҎ߱Ͱ͸ɼ͜ΕΒͷई౓ͷܭࢉ
ํ๏Λઆ໌͢Δɽ·ͣɼ෼཭৴߸ sˆi(t)ΛҎԼͷΑ͏ʹ෼ղ͢Δɽ
sˆi(t) = s¯i(t) + e
(spat)(t)ɹ+ e(interf)(t) + e(noise)(t) + e(artif)(t) (3.25)
s¯(t)͸໨తԻݯͷ੒෼Λද͠ɼe(spat)(t)ɼe(interf)(t)ɼe(noise)(t)ɼe(artif)(t)͸ͦΕͧΕɼ෼཭৴
߸ͱԻݯ৴߸ͱͷޡࠩ੒෼ʢۭؒతͳ࿪ʣɼ๦֐Իݯͷ੒෼ɼϚΠΫϩϗϯͰ؍ଌ͞ΕΔϊΠζ੒
෼ɼ෼཭ʹΑΓੜ͡ΔϊΠζ੒෼Λද͢ɽ͜ΕΒ͸ɼҎԼͷΑ͏ʹܭࢉ͞ΕΔɽ
s¯i(t) = Psi sˆi(t) (3.26)
e(spat) = sˆi(t)− s¯i(t) (3.27)
e(interf) = Pssˆi(t)− s¯i(t) (3.28)
e(noise) = Ps,nsˆi(t)−Pssˆi(t) (3.29)
e(artif) = sˆi(t)−Ps,nsˆi(t) (3.30)
Psi = Π{si} (3.31)
Ps = Π{s1, · · · , sNs} (3.32)
Ps,n = Π{s1, · · · , sNs , n1, · · · , nNm} (3.33)
si͓Αͼ ni͸ɼͦΕͧΕɼԻݯ৴߸͓ΑͼϚΠΫϩϗϯͰ؍ଌ͞ΕΔͷϊΠζΛද͢ɽ·ͨPa =
Π{a1, a2, · · · , aN}͸ɼϕΫτϧ {a1, a2, · · · , aN}ͰுΒΕΔ෦෼ۭؒ΁ͷ௚ަࣹӨ࡞༻ૉΛද͢ɽ
͜ͷ͏ͪɼe(spat)͸Ի࣭ͷҧ͍Λද͢΋ͷͰ͋ΓɼԻݯ෼཭ੑೳʹ͸د༩͠ͳ͍੒෼Ͱ͋Δͱߟ͑
Δɽ࣍ʹ͜ΕΒͷཁૉΛ༻͍ͯɼSIRɼSDR͓Αͼ SARΛҎԼͷࣜʹΑΓٻΊΔɽ
SIR [dB] := 10 log10
||sˆi(t) + e(spat)(t)||2
||e(interf)||2 (3.34)
SDR [dB] := 10 log10
||sˆi(t) + e(spat)(t)||2
||e(interf) + e(noise) + e(artif)||2 (3.35)
SAR [dB] := 10 log10
||sˆi(t) + e(spat)(t) + e(interf) + e(noise)||2
||e(artif)||2 (3.36)
͢ͳΘͪɼSIR͸๦֐Իݯʹର͢Δ໨తԻݯͷ੒෼ͷൺ཰ɼSDR͸໨తԻݯҎ֎ͷ੒෼ʹର͢Δ
໨తԻݯͷ੒෼ͷൺ཰ɼSAR͸෼཭ʹΑΓੜͨ͡࿪ʹର͢Δͦͷଞͷ੒෼ͷൺ཰ΛͦΕͧΕද͢ɽ
ਤ 3.10ʹධՁσʔλ 120ൃ࿩ʹର͢Δ SIR͓Αͼ SDR ͷฏۉ஋ͱ 99 %৴པ۠ؒΛࣔ͢ɽSDR
ͷ؍఺ͰΈΔͱɼఏҊ๏ʹΑΓ෼཭ߦྻΛਪఆͨ͠ IVA-AMM(FF)-SMOɼIVA-AMM(CF)-
SMOɼIVA-AMM(CC)-SMO͸ IVAͷੑೳΛ্ճͬͨɽ͜ͷ͜ͱΑΓɼఏҊ๏͸Իݯ͕ඇಠ
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ཱͳ৔߹ʹ͓͍ͯ΋ɼIVAʹΑΓੜ͡Δ࿪Λ௿ݮ͢ΔޮՌ͕͋Δ͜ͱ͕ݴ͑ΔɽSIRͷ؍఺ͰΈΔ
ͱɼIVA-AMM(FF)-SMO͓Αͼ IVA-AMM(CF)-SMO͸ɼIVAͷੑೳΛԼճͬͨɽҰํ
ͰɼIVA-AMM(CC)-SMO͸ IVAͱಉ౳ͷੑೳΛࣔͨ͠ɽਤ 3.11ʹɼτ=50 msͱͨ͠ࡍͷ
ධՁσʔλ 120ൃ࿩ʹର͢Δจݙ [74]Ͱఆٛ͞ΕΔ SIRɼSDR͓Αͼ SARͷฏۉ஋ͱɼ99%৴
པ۠ؒΛࣔ͢ɽSIRͷ؍఺ͰΈΔͱɼIVA-AMM(FF)ɼ IVA-AMM(CF)͸ IVAͱಉ౳Ͱ
͕͋ͬͨɼIVA-AMM(CC)͸ IVAͷੑೳΛ্ճͬͨɽ͔͠͠ɼSDRɼSAR͸ IVAͷੑೳΛ
Լճͬͨɽ͜ͷ͜ͱΑΓɼIVA-AMM(CC)Λ༻͍Δ͜ͱʹΑΓɼ෼཭ੑೳ͸վળ͢Δ΋ͷͷ࿪
͕ଟ͘ൃੜͯ͠͠·͏͜ͱ͕෼͔ΔɽҰํͰɼઢܗ෼཭ߦྻΛ༻͍ͨ IVA-AMM(FF)-SMOɼ
IVA-AMM(FF)-SMO͓Αͼ IVA-AMM(CC)-SMO͸ IVAͱൺֱͯ͠ɼSIR͓Αͼ SDR
͕վળ͢Δ༷ࢠ͕ΈΒΕΔɽ͜Ε͸ɼఏҊ๏ʹΑΔ෼཭͕࿪ͷӨڹΛ௿ݮͭͭ͠ɼ๦֐Իʹର͢
Δ෼཭ੑೳΛվળ͢ΔޮՌ͕͋Δ͜ͱΛ͍ࣔͯ͠Δɽ
ਤ 3.12ʹɼτ=25 msͱͨ͠ࡍͷධՁσʔλ 120ൃ࿩ʹର͢Δจݙ [74]Ͱఆٛ͞ΕΔ SIRɼSDR
͓Αͼ SARͷฏۉ஋ͱɼ99%৴པ۠ؒΛࣔ͢ɽ͜ͷ৚݅Ͱ͸ɼτ=50 msͷ৔߹ͱൺֱͯ͠ɼΤ
ίʔ৴߸ͱԻݯ৴߸ͱͷ૬͕ؔߴ͘ͳΔͨΊɼ෼཭͕೉͍͠ɽIVA-AMM(FC) ͓Αͼ IVA-
AMM(CC)͸ɼIVAΑΓ΋ߴ͍ SIRΛ͕ࣔͨ͠ɼSDR͓Αͼ SAR͸ྼԽͨ͠ɽҰํͰɼఏҊ๏
ʹΑΓ෼཭ߦྻΛߋ৽ͨ͠ɼIVA-AMM(FC)-SMO͓Αͼ IVA-AMM(CC)-SMO͸ɼSIRɼ
SDRɼSAR͢΂ͯͷධՁई౓ʹ͓͍ͯ IVAͷੑೳΛ্ճͬͨɽҎ্ͷ݁ՌΑΓɼఏҊ๏͸ɼԻ
ݯ͕ಠཱग़ͳ͍৔߹ʹ͓͍ͯ΋ɼ๦֐Իͷ཈ѹੑೳ͕ߴ͘ɼ࿪ͷগͳ͍෼཭Λߦ͏͜ͱ͕ՄೳͰ
͋Δͱ͍͏͜ͱ͕Ͱ͖Δɽ
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(b) SDR
ਤ 3.10: Echo canceling performance with the proposed separation matrix optimization averaged
over 120 utterance pairs along with their 99% confidence interval. * denotes significant diﬀerence
of 5 %; ** denotes significant diﬀerence of 1%; n.s. denotes no significant diﬀerence.
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(b) SDR
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(c) SAR
ਤ 3.11: Echo canceling performance (τ=50ms) with the proposed separation matrix optimiza-
tion averaged over 120 utterances along with their 99% confidence interval. SIR, SDR and SAR
are defined in the literature [74].
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(c) SAR
ਤ 3.12: Echo canceling performance (τ=25ms) with the proposed separation matrix optimiza-
tion averaged over 120 utterances along with their 99% confidence interval. SIR, SDR and SAR
are defined in the literature [74].
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3.3.5 ࢒ڹɾ൓ࣹ͕ଘࡏ͢Δ؀ڥʹ͓͚Δ෼཭ੑೳͷධՁ
3.3.3Ͱ͸ɼ൓ࣹΛؚ·ͳ͍؀ڥͰͷೋ࿩ऀಉ࣌ൃ࿩Ի੠ͷ෼཭໰୊ʹ͓͍ͯɼఏҊ๏͕༗ޮͰ
͋Δ͜ͱΛ֬ೝͨ͠ɽ·ͨ 3.3.4Ͱ͸ɼΤίʔ৴߸ͷΑ͏ʹԻݯʹରͯ͠ඇಠཱͳ৴߸Λ෼཭͢Δ
ࡍʹ΋ɼఏҊ๏͕༗ޮͰ͋Δ͜ͱΛ֬ೝͨ͠ɽ͜͜Ͱ͸ɼ࢒ڹ΍൓ࣹΛؚΉΑ͏ͳ؀ڥʹ͓͍ͯ
΋ఏҊ๏͕༗ޮͰ͋Δ͔Ͳ͏͔Λݕূͨ͠ɽ
ධՁσʔλ͸γϛϡϨʔγϣϯʹΑΓੜ੒ͨ͠ɽΠϯύϧεԠ౴͸ɼRWCP࣮؀ڥԻ੠Իڹσʔ
λϕʔεʢthe Real Word Computing Partnership Sound Scene Database: RWCP-SSD) [80]ʹ
ؚ·ΕΔ΋ͷΛ༻͍ͨɽ࣮ݧʹ༻͍ͨΠϯύϧεԠ౴ͷऩԻ؀ڥͷ৚݅Λɼද 3.4ʹࣔ͢ɽJNAS
ΑΓແ࡞ҝʹநग़ͨ͠ঁੑ࿩ऀ͕ൃͨ͠Ի੠ʹΠϯύϧεԠ౴Λ৞ΈࠐΈɼSNR͕ 0 dBͱͳΔ
Α͏ʹॏ৞͢Δ͜ͱͰ 30ൃ࿩ʢ10࿩ऀର × ֤૊ 3ൃ࿩ʣͷೋ࿩ऀಉ࣌ൃ࿩Ի੠Λ࡞੒ͨ͠ɽ͜
͜Ͱ͸ɼಉ༷ͷํ๏Ͱɼஉੑ࿩ऀ͕ൃͨ͠ೋ࿩ऀಉ࣌ൃ࿩Ի੠΋ 30ൃ࿩࡞੒ͨ͠ɽ͜ͷೋ࿩ऀಉ
࣌ൃ࿩Ի੠ʹରͯ͠ɼҎԼͷ෼཭ख๏Λద༻͠ɼͦͷੑೳΛධՁͨ͠ɽ
IVA(Baseline) : IVAʹجͮ͘Իݯ෼཭
IVA-AMM(FF) : DAEʹجͮ͘࿈૝هԱϞσϧʢFFʣΛDAEͱͯ͠༻͍ͨ΋ͷɽೖྗͱ͠
ͯ IVAͷग़ྗΛ༩͑ͨࡍͷग़ྗΛ෼཭৴߸ͱͯ͠༻͍Δɽ
IVA-AMM(CF) : CNNʹجͮ͘࿈૝هԱϞσϧʢCFʣΛDAEΛͱͯ͠༻͍ͨ΋ͷɽ
IVA-AMM(CC) : DCAEʹجͮ͘࿈૝هԱϞσϧʢCCʣΛDAEͱͯ͠༻͍ͨ΋ͷ
IVA-AMM(FF)-SMO : IVA-AMM(FF)Λ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭
IVA-AMM(CF)-SMO : IVA-AMM(CF)Λ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭
IVA-AMM(CC)-SMO : IVA-AMM(CC)Λ༻͍ͯਪఆͨ͠෼཭ߦྻʹΑΔ෼཭
ఏҊ͢Δ෼཭ߦྻਪఆ๏Ͱ͋ΔIVA-AMM(FF)-SMOɼIVA-AMM(CF)-SMOɼIVA-AMM(CC)-
SMO Ͱ͸ɼIVAʹΑΓٻΊΒΕͨ෼཭ߦྻΛॳظ஋ͱͯ͠༻͍ͨɽࢀর৴߸ͷߋ৽ճ਺ͷ্ݶ
͸ 30ճɼ෼཭ߦྻͷߋ৽ճ਺ͷ্ݶ͸ 5000ճͱͨ͠ɽ·ͨɼࣜ (3.16)ʹ͓͚Δֶश܎਺ µ͸ॳ
ظ஋Λ 0.0001ͱ͠ɼnew-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽ
෼཭ੑೳ͸ɼVincentΒ͕ఏҊͨ͠ signal-to-interference ratio (SIR)ɼsignal-to-distortion ratio
(SDR)ɼsignal-to-artifacts ratio (SAR) [74]ʹΑΓධՁͨ͠ɽਤ 3.14ʹධՁσʔλ 900ൃ࿩ʹର
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ද 3.4: Experimental setup for simultaneous speech separation in reverberant environment.
Reverberation time (RT60) 300 ms
Number of sources 2
Number of microphones 2
Distance between microphones to sources 200 cm
Distance between microphones 2.83 cm
(-20,-40),(-20,-80),(-20,20).(-20,40),(-20,80),
(-40,-20),(-40,-80),(-40,20).(-40,40),(-40,80),
Source direction of (θ1,θ2) (-80,-20),(-80,-40),(-80,20).(-80,40),(-80,80),
(20,-20),(20,-40),(20,-80).(20,40),(20,80),
(40,-20),(40,-40),(40,-80).(40,20),(40,80),
(80,-20),(80,-40),(80,-80).(80,20),(80,40)
͢Δ SIRɼSDR͓Αͼ SIRͷฏۉ஋ͱ 99 %৴པ۠ؒΛࣔ͢ɽ͜͜Ͱ͸ɼ෼཭ख๏ؒͷࠩΛௐ΂
ΔͨΊʹWelchͷ tݕఆΛߦͬͨɽͦͷ݁ՌΛද 3.6ʹࣔ͢ɽ
࿈૝هԱϞσϧͷग़ྗΛ෼཭৴߸ͱͯ͠༻͍ͨͱ͖ɼIVA-AMM(FF)ͱ IVA͸΄΅ಉ౳ͷ
SIRΛ͕ࣔͨ͠ɼIVA-AMM(CF)͓Αͼ IVA-AMM(CC)͸ɼIVAΑΓ΋ߴ͍ SIRΛࣔ͠
ͨɽ͜ͷ͜ͱΑΓɼεϖΫτϧΛہॴతͳύλʔϯͷ૊Έ߹Θͤͱͯ͠ߟྀͨ͠࿈૝هԱϞσϧ
Λ༻͍Δ͜ͱͰɼ๦֐ԻΛ཈ѹ͢Δ͜ͱ͕ՄೳͰ͋Δͱݴ͑ΔɽҰํͰɼSDRͱ SARͷ؍఺Ͱൺ
ֱ͢Δͱɼ࿈૝هԱϞσϧͷग़ྗ͸ IVAΑΓ΋ྼͬͯ͠·͏܏޲͕͋Δ͜ͱ͕Θ͔ͬͨɽ͢ͳΘ
ͪɼ࿈૝هԱʹΑΓਪఆ͞Εͨࢀর৴߸͸ɼઢܗ෼཭ߦྻͷग़ྗΑΓ΋࿪͕ଟؚ͘·Εͯ͠·͏
ͨΊɼࢀর৴߸Λͦͷ··෼཭৴߸ͱͯ͠༻͍Δ͜ͱ͸೉͍͠ͱ͍͑ΔɽSDRɺSIRͷྼԽݪҼ
ͱͯ͠ɼ࿈૝هԱϞσϧʹΑΓਪఆ͞ΕͨεϖΫτϧ͕౷ܭॲཧʹΑΔฏ׈ԽͷӨڹΛड͚ͨ΋
ͷͰ͋Δ͜ͱ͕ڍ͛ΒΕΔɽ࿈૝هԱʹΑΓग़ྗ͞ΕͨεϖΫτϧͷप೾਺ଳҬຖͷඪ४ภࠩΛ
ௐ΂ͨͱ͜ΖɼԻݯ৴߸ͷεϖΫτϧʹൺ΂ͯ 3dBఔ౓௿Լ͍ͯ͠Δ͜ͱ͕໌Β͔ͱͳͬͨɽ͜
ͷ͜ͱ͔Βɼ࿈૝هԱʹΑΓग़ྗ͞ΕͨεϖΫτϧ͕ฏ׈ԽͷӨڹΛड͚͍ͯΔͱ͍͑Δɽ
࿈૝هԱͷग़ྗΛ༻͍ͯ෼཭ߦྻΛਪఆͨ͠ఏҊ๏IVA-AMM(FF)-SMOɼIVA-AMM(CF)-
SMO͓Αͼ IVA-AMM(CC)-SMO͸ɼSIRɼSDR͓Αͼ SAR͢΂ͯͷධՁई౓ʹ͓͍ͯɼ
IVAΑΓ΋ߴ͍஋Λࣔͨ͠ɽ͢ͳΘͪɼఏҊ๏͸൓ࣹ΍࢒ڹؚ͕·ΕΔ؀ڥʹ͓͍ͯ΋ɼIVAʹ
ΑΓੜ͡Δ࿪ͷӨڹΛ௿ݮͭͭ͠ɼ๦֐ԻΛ཈ѹ͢Δ͜ͱ͕Մೳͳख๏Ͱ͋Δͱݴ͑ΔɽఏҊ๏
ͷதͰ͸ɼΤϯίʔυɾσίʔυڞʹεϖΫτϧͷہॴతͳߏ଄Λߟྀͨ͠࿈૝هԱϞσϧΛ༻
͍ͨ IVA-AMM(CC)-SMO͕࠷΋ߴ͍ੑೳΛࣔͨ͠ɽ͜ͷ͜ͱΑΓɼఏҊ๏ͷ࿮૊ΈͰ͸࿈
૝هԱͱͯ͠ IVA-AMM(CC)Λ༻͍Δ͜ͱ͕ޮՌతͰ͋Δ΋ͷͱߟ͑Δ͜ͱ͕Ͱ͖Δɽ
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ද 3.5: Significant diﬀerence in results for simultaneous speech separation of female pair using
IVA and the proposed linear BSS. FF, CF and CC denote AMM(FF), AMM(CF) and
AMM(CC), respectively. *: significant diﬀerence of 5%; **: significant diﬀerence of 1%; n.s.:
no significant diﬀerence; —: not tested.
(a) SIR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA * ** ** ** ** **
IVA-FF — ** ** * ** **
IVA-CF ** — * ** n.s. **
IVA-CC ** ** — ** * **
IVA-FF-SMO ** ** ** — ** **
IVA-CF-SMO ** n.s. * ** — **
IVA-CC-SMO ** ** ** ** ** —
(b) SDR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — n.s. ** ** ** **
IVA-CF n.s. — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** ** — ** **
IVA-CF-SMO ** ** ** ** — **
IVA-CC-SMO ** ** ** ** ** —
(c) SAR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** * * — ** **
IVA-CF-SMO ** ** ** ** — **
IVA-CC-SMO ** ** ** ** ** —
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ද 3.6: Significant diﬀerence in results for simultaneous speech separation of male pair using
IVA and the proposed linear BSS. FF, CF and CC denote AMM(FF), AMM(CF) and
AMM(CC), respectively. *: significant diﬀerence of 5%; **: significant diﬀerence of 1%; n.s.:
no significant diﬀerence; —: not tested.
(a) SIR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA n.s. ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** n.s. ** **
IVA-CC ** ** — ** n.s. **
IVA-FF-SMO ** n.s. ** — ** **
IVA-CF-SMO ** ** n.s. ** — **
IVA-CC-SMO ** ** ** ** ** —
(b) SDR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** ** — ** **
IVA-CF-SMO ** ** ** ** — **
IVA-CC-SMO ** ** ** ** ** —
(c) SAR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** * * — ** **
IVA-CF-SMO ** ** ** ** — **
IVA-CC-SMO ** ** ** ** ** —
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(a) SIR
(b) SDR
(c) SAR
ਤ 3.13: Evaluation of IVA and the proposed AMM-based linear BSS for female pair, where
SDR, SIR and SAR were averaged over 900 utterances and the results are shown with their 99
% confidence intervals.
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(a) SIR
(b) SDR
(c) SAR
ਤ 3.14: Evaluation of IVA and the proposed AMM-based linear BSS for male pair, where SDR,
SIR and SAR were averaged over 900 utterances and the results are shown with their 99 %
confidence intervals.
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ਤ 3.15: Separation performance using the proposed separation matrix optimization method
(IVA-DCAE-SMO) with and without IVA post-processing averaged over 900 utterances as
well as their 99 % confidence intervals. w/o IVA is the same as IVA-DCAE-SMO. w/ IVA
indicates that IVA was applied to the separation matrix optimized using IVA-DCAE-SMO.
3.2.4અͰ͸ɼఏҊ๏ʹΑΔ෼཭ߦྻߋ৽Λߦ͏͜ͱʹΑΓग़ྗ৴߸ؒͷಠཱੑ͕େ͖͘ͳΔ͜
ͱΛࣔͨ͠ɽͦͷޮՌΛఆྔతʹ֬ೝ͢ΔͨΊɼఏҊ๏ʹΑΓਪఆ͞Εͨ෼཭ߦྻΛॳظ஋ͱ͠
IVAΛద༻ͨ͠ࡍͷ෼཭ੑೳΛௐࠪͨ͠ɽͦͷ݁Ռɼਤ 3.15ʹࣔͨ͠Α͏ʹɼIVAద༻ͷ༗ແʹ
Αͬͯ෼཭ੑೳʹେ͖ͳมԽ͸ΈΒΕͳ͔ͬͨɽ͜ͷ͜ͱΑΓɼఏҊ๏͸෼཭৴߸͕Ի੠Β͘͠ͳ
ΔΑ͏ʹ͢Δ͚ͩͰͳ͘ɼޓ͍ʹಠཱͱͳΔΑ͏ʹ෼཭͢ΔޮՌ͕͋Δͱߟ͑Δ͜ͱ͕Ͱ͖Δɽ
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3.4 ·ͱΊ
๦֐Իʹର͢Δ཈ѹੑೳ͕ߴ͘࿪͕গͳ͍ϒϥΠϯυԻݯ෼཭ͷ࣮ݱΛ໨ࢦͯ͠ɼԻ੠ͷεϖ
ΫτϧΛֶशͨ͠࿈૝هԱϞσϧΛ༻͍ͯઢܗ෼཭ߦྻΛਪఆ͢Δํ๏ΛఏҊͨ͠.
ICA΍ IVAͳͲʹ୅ද͞ΕΔઢܗ෼཭ߦྻΛ༻͍ͨख๏͸࿪ͷগͳ͍ख๏ͱ஌ΒΕ͍ͯΔ.͠
͔͠ɼ෼཭ߦྻͷਪఆʹ͸ԻݯͷಠཱੑͷԾఆ͕޿͘༻͍ΒΕ͓ͯΓɼಠཱੑͷԾఆͰ͸ԻݯͰ͋
ΔԻ੠Β͕͠͞ཅʹѻΘΕ͍ͯͳ͍.·ͨɼԻݯʹରͯ͠ಠཱͱ͸ݴ͍೉͍৴߸͕ࠞೖͨ͠৔߹ʹ
͸ɼಠཱੑʹج͖ͮ෼཭͢Δ͜ͱ͕೉͍͠ͱ͍͏՝୊͕͋Δ.ҰํఏҊ๏͸ɼ࿈૝هԱϞσϧΛ༻
͍Δ͜ͱͰԻ੠Β͠͞Λཅʹѻ͍ͳ͕Β෼཭ߦྻΛਪఆ͢Δ.·ͨɼಠཱੑͷԾఆ͸ෆཁͳͨΊɼ
ಠཱͱ͸ݴ͍೉͍৴߸͕ࠞೖͨ͠৔߹Ͱ΋෼཭͕ՄೳͱͳΔ.
ຊষͰ͸ೋ࿩ऀಉ࣌ൃ࿩Ի੠ͷ෼཭࣮ݧʹΑΓɼఏҊ๏͕ಠཱੑʹج͖ͮ෼཭ߦྻΛਪఆͨ͠
৔߹ΑΓ΋࿪͕গͳ͘๦֐Իʹର͢Δ཈ѹੑೳ͕ߴ͍͜ͱΛࣔͨ͠ɽ·ͨɼԻݯʹରͯ͠ඇಠཱ
ͳ৴߸ͱͯ͠Τίʔ৴߸͕ॏ৞͞Εͨ৴߸ʹର͢Δ෼཭ੑೳΛௐࠪ͠ɼఏҊ๏ͷ༗ޮੑΛ֬ೝ͠
ͨɽఏҊ๏Ͱ͸෼཭͞Εͨ৴߸ؒͷಠཱੑΛཅʹѻΘͳ͍͕ɼ෼཭͞Εͨ৴߸͕ޓ͍ಠཱʹͳΔ
Α͏ʹ͢ΔޮՌ͕͋Δ͜ͱ΋ࣔͨ͠ɽ
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ୈ4ষ ࣌ؒप೾਺ϚεΫͱ࿈૝هԱʹجͮ͘ઢܗ
BSSͷλϯσϜ઀ଓܕԻݯ෼཭
4.1 ͸͡Ίʹ
࣌ؒप೾਺ϚεΫʹجͮ͘ BSSͷޙஈʹ࿈૝هԱΛ༻͍ͨઢܗ෼཭ߦྻਪఆ๏Λద༻͢Δλϯ
σϜ઀ଓܕԻݯ෼཭Λ։ൃ͠ɼ࿪ͷൃੜྔ͓Αͼ๦֐Իͷ෼཭ੑೳ͕ڞʹߴ͍Իݯ෼཭Λ࣮ݱͨ͠ɽ
طଘͷԻݯ෼཭ख๏͸ɼઢܗॲཧʹجͮ͘ํ๏ɼඇઢܗॲཧʹجͮ͘ํ๏ɼෳ਺ͷख๏ͷλϯσ
Ϝ઀ଓʹجͮ͘ํ๏ʹ෼ྨ͢Δ͜ͱ͕Ͱ͖Δɽඇઢܗॲཧʹجͮ͘ํ๏ͷ୅දྫͱͯ͠ɼ࣌ؒप೾
਺ϚεΫΛ༻͍ͨํ๏ [12]͕ڍ͛ΒΕΔɽ͜ͷํ๏͸ɼ๦֐Իͷ੒෼ΛޮՌతʹ཈ѹ͢Δ͜ͱ͕Մ
ೳͰ͋Δ͕ɼϛϡʔδΧϧϊΠζͳͲͷඇઢܗ࿪͕ൃੜ͢ΔɽҰํɼಠཱ੒෼෼ੳʢIndependent
component analysis: ICA) [39]΍ಠཱϕΫτϧ෼ੳʢIndependent vector analysis: IVA) [40]ͳ
Ͳʹ୅ද͞ΕΔઢܗॲཧʹجͮ͘ํ๏͸ɼඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͱ͍͏ར఺͕͋Δɽ͠
͔͠ɼڧ͍൓ࣹԻ͕ଘࡏ͢Δɼ࢒ڹ͕͋Δ؀ڥͳͲɼ৚݅ʹ͓͍ͯ͸෼཭ੑೳ͕ྼԽ͢Δɽλϯ
σϜ઀ଓʹجͮ͘ํ๏͸ɼͦΕΒͷख๏Λ૊Έ߹ΘͤΔ͜ͱͰͦΕͧΕͷܽ఺Λิ͍߹͏΋ͷͰ
͋Δɽྫ͑͹ɼICAͱ࣌ؒप೾਺ϚεΫΛ૊Έ߹Θͤͨํ๏ [51, 52]ɼSMDP(Segrigation using
multiple directivity pattern) [53]ͳͲɼઢܗॲཧͷޙஈʹඇઢܗॲཧΛ૊Έ߹ΘͤΔ͜ͱͰઢܗ
ॲཧͷ෼཭ੑೳΛվળ͢Δ͜ͱ͕ՄೳͱͳΔɽଞʹ͸ɼ࣌ؒप೾਺ϚεΫͷޙஈʹ ICAΛద༻͢
Δ͜ͱʹΑΓɼ࣌ؒप೾਺ϚεΫʹΑͬͯੜͨ͡࿪ͷӨڹΛ௿ݮ͢Δ͜ͱ͕ՄೳͰ͋Δͱ͍͏ใ
ࠂ͕͋Δ [55]ɽ
ຊষͰ͸ɼ࣌ؒप೾਺ϚεΫͷར఺Ͱ͋Δ๦֐Ի཈ѹੑೳΛ൓өͭͭ͠ɼܽ఺Ͱ͋Δ࿪ͷӨڹ
Λ௿ݮ͢ΔλϯσϜ઀ଓܕԻݯ෼཭ΛఏҊ͢Δɽઢܗॲཧͱͯ͠͸ɼ3ষͰݕ౼ͨ͠DCAEΛ༻
͍ͨઢܗ෼཭ߦྻਪఆ๏Λ༻͍Δɽ͜͜Ͱ͸ɼ࣌ؒप೾਺ϚεΫͱઢܗॲཧͷ૊Έ߹Θͤํ๏ͱ
ͯ͠ɼඇઢܗॲཧͱઢܗॲཧͷ୯७઀ଓɼઢܗॲཧͷΈͰߏ੒ͨ͠ํ๏ͷ 2ͭΛݕ౼ͨ͠ɽඇઢ
ܗॲཧͱઢܗॲཧͷ୯७઀ଓͰ͸ɼจݙ [55]ͱಉ༷ʹɼ·ͣɼ࣌ؒप೾਺ϚεΫʹΑΓਪఆ͞Ε
ͨ෼཭৴߸ʹରͯ͠ɼIVAΛద༻͢Δ͜ͱͰ෼཭ߦྻΛٻΊΔɽͦͯ͠ɼ෼཭ߦྻʹରͯ͠࿈૝
هԱʹجͮ͘෼཭ߦྻਪఆΛద༻͢Δɽ࣌ؒप೾਺ϚεΫʹΑΓ๦֐ԻΛ཈ѹ͞ΕΔͨΊɼޙஈ
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ͷઢܗॲཧ͕վળ͞ΕΔ͜ͱ͕ظ଴Ͱ͖Δɽ·ͨɼ࣌ؒप೾਺ϚεΫͷग़ྗʹ͸ඇઢܗ࿪ؚ͕·
ΕΔ͕ɼ͜ͷӨڹ͸ޙஈͷઢܗॲཧʹΑΓ௿ݮ͞ΕΔ͜ͱΛظ଴͢ΔɽઢܗॲཧͷΈͰߏ੒ͨ͠
ํ๏Ͱ͸ɼ࣌ؒप೾਺ϚεΫΛͦͷ··༻͍ΔͷͰ͸ͳ͘ɼಉ౳ͷॲཧΛઢܗ෼཭ߦྻͰۙࣅ͢
Δɽͦͷ෼཭ߦྻΛॳظ஋ͱͯ͠ IVAΛద༻͠ɼ࿈૝هԱʹجͮ͘෼཭ߦྻਪఆΛߦ͏ɽ͜ͷํ
๏ʹ͓͍ͯ͸ɼ؍ଌ৴߸͔Β෼཭৴߸ΛٻΊΔॲཧ͕ઢܗॲཧͷΈͰߏ੒͞ΕΔͨΊɼඇઢܗ࿪
͕ݪཧతʹൃੜ͠ͳ͍ͱ͍͏ར఺͕͋Δɽ
ຊख๏ͷ༗ޮੑΛݕূ͢ΔͨΊʹɼ࢒ڹ͕ଘࡏ͢Δ؀ڥʹ͓͚Δೋ࿩ऀಉ࣌ൃ࿩Ի੠ͷ෼཭࣮
ݧΛߦͬͨɽͦͷ݁Ռɼ࣌ؒप೾਺ϚεΫͱઢܗ෼཭ߦྻਪఆΛ૊Έ߹ΘͤΔͨΊʹ͸ɼ࣌ؒप
೾਺ϚεΫΛͦͷ··༻͍ΔͷͰ͸ͳ͘ɼઢܗॲཧʹۙࣅ্ͨ͠Ͱ༻͍Δ͜ͱ͕ޮՌతͰ͋Δ͜
ͱΛ֬ೝͨ͠ɽ
4.2 ख๏֓ཁ
࣌ؒप೾਺ͱ࿈૝هԱʹجͮ͘෼཭ߦྻਪఆΛ૊Έ߹ΘͤͨλϯσϜ઀ଓܕԻݯ෼཭Λ࣮ݱΛ
໨ࢦ͠ɼඇઢܗॲཧͱઢܗॲཧͷ୯७઀ଓɼඇઢܗॲཧΛઢܗॲཧʹۙࣅ্ͨ͠Ͱઢܗॲཧͱ઀
ଓ͢Δ 2ͭ࿮૊ΈΛݕ౼ͨ͠ɽҎ߱Ͱ͸ɼ͜ΕΒͷํ๏Λ֓؍͢Δɽ
ඇઢܗॲཧͱઢܗॲཧͷ୯७઀ଓʹجͮ͘࿮૊Έ
ਤ 4.1 ʹࣔ͢Α͏ʹɼ࣌ؒप೾਺ϚεΫΛద༻ͨ͠৴߸ʹରͯ͠ઢܗ෼཭ߦྻΛద༻͢Δɽ
࣌ؒप೾਺ϚεΫ͸๦֐Իݯͷ཈ѹੑೳ͕ߴ͍ͨΊɼࣄલʹͦΕΒͷ৴߸Λ཈ѹ͢Δ͜ͱͰޙ
ஈͷઢܗ෼཭ߦྻͷਪఆੑೳ͕վળ͞ΕΔ͜ͱΛظ଴͍ͯ͠Δɽ͜͜Ͱ͸ɼ࣌ؒप೾਺ϚεΫ
Mn[k, l]͸ 3.2.3અͰࣔͨ͠ํ๏ʹΑΓٻΊΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼ๦֐Իݯ͕཈ѹ͞Εͨ৴߸
Y(BM)[k, l]=[Y (BM)1 [k, l], · · · , Y (BM)Ns [k, l]]T ͸ԼࣜʹΑΓٻΊΔ͜ͱ͕Ͱ͖Δɽ
Y(BM)[k, l] = M[k, l] ◦ Z[k, l] , (4.1)
M[k, l] = [M1[k, l], · · · ,MNs [k, l]] , (4.2)
͜͜Ͱɼ◦͸ཁૉੵΛද͢ɽ͜ͷ࿮૊ΈͰ͸ɼY(BM)[k, l]Λ؍ଌ৴߸ͱΈͳ͠ɼIVAΛద༻͢Δ͜
ͱͰ෼཭ߦྻW(0)[k]ΛٻΊΔɽͦͯ͠ɼW(0)[k]Λઢܗ෼཭ߦྻͷॳظ஋ͱఆΊɼ3.2.3અʹࣔ
ͨ͠ํ๏ʹΑΓ෼཭ߦྻΛิਖ਼͢Δɽલड़ͷΑ͏ʹɼY(BM)[k, l]ʹ͸ඇઢܗ࿪ؚ͕·ΕΔ͕ɼ෼
཭ߦྻΛ༻͍Δ͜ͱͰͦͷӨڹ͕௿ݮ͞ΕΔ͜ͱΛظ଴͍ͯ͠Δɽ
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ਤ 4.1: Tandem connectionist BSS based on the simple connection of TF masking and linear
separation filtering. The outputs of the TF mask for M[k, l] were transformed by W(0)[k] and
U[k] to obtain the source estimates. IVA was applied to the outputs of the TF mask and yield
separation matrix W(IVA)[k]. The matrix was used as the initial separation matrix W(0)[k] and
the proposed separation matrix optimization method was applied. Note that the AMM used for
separation matrix updating was trained using the IVA output following TF masking IVA and
its corresponding dry source in order to consider the eﬀect of musical noise.
ઢܗॲཧͷΈͰߏ੒ͨ͠ํ๏
ਤ 4.2ʹࣔ͢Α͏ʹɼઢܗॲཧͷΈͰߏ੒͢Δɽઌड़ͷ௨Γɼ࣌ؒप೾਺ϚεΫΛ༻͍Δͱඇ
ઢܗ࿪ͷӨڹؚ͕·Εͯ͠·͏ɽ͜ͷ࿮૊ΈͰ͸ɼ࣌ؒप೾਺ϚεΫΛͦͷ··༻͍ΔͷͰ͸ͳ
͘ɼग़ྗ͕࠷΋Y(BM)[k, l]ʹۙ͘ͳΔઢܗม׵ߦྻ P¯[k] Λ༻͍Δ͜ͱʹΑΓɼඇઢܗ࿪ͷӨڹ
Λ௿ݮ͞ΕΔ͜ͱΛظ଴͍ͯ͠ΔɽY(BM)[k] = [Y(BM)[k, 0], · · · ,Y(BM)[k,Nl − 1]]TɼZ(k) =
[Y(BM)[k, 0], · · · ,Y(BM)[k,Nl− 1]]TʢNl͸ϑϨʔϜ਺ʣΛͦΕͧΕɼ࣌ؒप೾਺ϚεΫʹΑΔਪ
ఆ஋͓Αͼ؍ଌ৴߸ͷ࣌ܥྻύλʔϯͱ͢Δͱɼ࣌ؒप೾਺ϚεΫΛۙࣅ͢Δ෼཭ߦྻ P¯[k]͸ɼ
ҎԼͷ৚݅Λຬͨ͢ɽ
P¯[k] = argmin
P[k]
||Y(BM)[k]−W[k]Z[k]||2 . (4.3)
ࣜ (4.3)Λຬͨ͢࠷దղ͸ҎԼͷΑ͏ʹܭࢉ͢Δ͜ͱ͕Ͱ͖Δɽ
P¯[k] = Y(BM)[k]Z[k]H
(
Z[k]Z[k]H
)−1
. (4.4)
P¯[k]Λॳظ஋ͱͯ͠ IVAΛద༻͠ɼ3.2.3અʹࣔͨ͠ํ๏ʹΑΓ෼཭ߦྻΛิਖ਼͢Δɽ෼཭ߦྻ
ͷॳظ஋ͱͯ͠ɼP¯[k]Λͦͷ··༻͍Δ͜ͱ΋ՄೳͰ͋Δ͕ɼSIR͓Αͼ SDRͷ؍఺ͰΈΔͱ
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ਤ 4.2: A tandem connectionist framework only comprising linear filtering. The observed signals
are transformed by W(0)[k] and U[k] to obtain the source estimates. In contrast to the frame-
work depicted in Fig. 4.1, the TF mask outputs are not employed for linear filtering but instead
they are used for calculating the initial values of the separation matrix P¯[k]. P¯[k] is used as
the initial separation matrix for IVA, followed by the proposed separation matrix optimization
method. Note that the AMM used for separation matrix updating is trained with the signals
separated by IVA and its corresponding dry source.
IVAΛద༻ͨ͠ํ͕ੑೳ͕ྑ͍͜ͱ͕খن໛σʔληοτͰ֬ೝ͞ΕͨɽҎ߱ͷੑೳධՁ࣮ݧͰ
͸ɼP¯[k]Λ IVAʹΑΓߋ৽ͨ͠෼཭ߦྻW[k]ΛW(0)[k]ͱͯ͠༻͍ͨ݁ՌͷΈΛࣔ͢ɽ
4.3 ෼཭࣮ݧ
4.3.1 ࿈૝هԱϞσϧͷֶश
࿈૝هԱͷύϥϝʔλ͸ɼΫϦʔϯ৴߸Λೖྗσʔλɾڭࢣσʔλͷ૒ํʹ༻͍Δσʔλର
ʢclean-cleanʣɼϊΠζΛؚΉ෼཭৴߸ΛೖྗσʔλɼϊΠζ͕औΓআ͔ΕͨΫϦʔϯ৴߸Λڭࢣ
σʔλͷ༻͍Δσʔλରʢprocessed-cleanʣͷ 2छྨͷσʔλରΛ༻͍ܾͯఆͨ͠ɽֶशʹ͸ɼ
Stacking autoencoderʹجͮ͘ᩦཉֶशΛ࠾༻͠ɼֶश࣌ͷϛχόοναΠζ͸ 256ɼֶश܎਺͸
ॳظ஋Λ 0.1ͱ͠ɼnew-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽҎԼʹɼclean-clean͓Αͼ processed-
cleanͷৄࡉΛࣔ͢ɽ
clean-clean
ΫϦʔϯ৴߸ͷԻ੠ͷର਺ύϫʔεϖΫτϧΛೖྗσʔλɾڭࢣσʔλ૒ํʹ༻͍Δɽ͜͜
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ද 4.1: Experimental setup with simulated environment. In testing set, two positions are selected
from θ = (−80,−40,−20, 20, 40, 80).
Data set
Source direction RT60 Mic. interval Mic.-Source distance
(θ1, θ2) [deg] T60 [ms] x [cm] d [cm]
Training
(-15,15), (-45,45),
0 3.00 100
(-75,75), (-90,90)
Development (-60,60) 0 3.00 100
Testing 6P 2 300 2.83 200
Ͱ͸ɼATRԻૉόϥϯεจͷηοτ Bʹؚ·ΕΔ 1,800ൃ࿩ (ঁੑ 4࿩ऀ ×֤࿩ऀ 450ൃ
࿩)Λ༻͍ͨɽ৴߸ͷαϯϓϦϯάप೾਺͸ 16 kHzͰ͋ΓɼSTFTͷϑϨʔϜ௕͓Αͼϑ
ϨʔϜγϑτ͸ɼͦΕͧΕ 1024αϯϓϧʢ64 msʣ͓Αͼ 256αϯϓϧʢ16 msʣͱͨ͠ɽ
processed-clean
ϊΠζΛؚΉ෼཭Ի੠ͷର਺ύϫʔεϖΫτϧΛೖྗσʔλɼରԠ͢Δ໨త৴߸ͷର਺ύ
ϫʔεϖΫτϧΛڭࢣσʔλʹ༻͍Δɽ෼཭Ի੠͸ɼATRԻૉόϥϯεจͷηοτ Bʹؚ
·ΕΔঁੑ 4࿩ऀ͔ΒಘΒΕΔೋ࿩ऀಉ࣌ൃ࿩Ի੠ʹରͯ͠ɼิॿؔ਺๏ʹجͮ͘ IVAΛ
ద༻͢Δ͜ͱͰ࡞੒ͨ͠ɽͳ͓ɼਤ 4.1ʹࣔͨ͠ඇઢܗॲཧͱઢܗॲཧͷ୯७઀ଓʹ͓͚Δ
࿈૝هԱͰ͸ɼඇઢܗ࿪ͷӨڹΛߟྀ͢ΔͨΊʹɼIVAͷલஈʹ࣌ؒप೾਺ϚεΫΛద༻͠
ͨͱ͖ͷ෼཭Ի੠Λֶशʹ༻͍ͨɽ4࿩ऀ͔Β 12૊ͷ࿩ऀରΛ࡞੒͠ɼ9࿩ऀରΛֶशηο
τʹɼ࢒Γͷ 3࿩ऀରΛ։ൃηοτͱͯ͠༻͍ͨɽਤ 4.3ʹࣔ͢؀ڥʹ͓͍ͯɼ֤࿩ऀର͕
ಉ࣌ʹൃ࿩͢Δ͜ͱΛ૝ఆ͠ɼυϥΠιʔεʹ஗ԆΛՃ͑Δ͜ͱʹΑΓɼಉ࣌ൃ࿩Ի੠Λ߹
੒ͨ͠ɽ͜ͷͱ͖ɼԻݯͷํ޲Λද 4.1ʹࣔ͢ɽֶशηοτͰ͸࿩ऀຖʹ 50ൃ࿩Λɼ։ൃ
ηοτͰ͸࿩ऀຖʹ 52ൃ࿩ΛυϥΠιʔεͱͯ͠༻͍ͨɽ͢ͳΘֶͪशηοτʹ͸ɼ3,600
ൃ࿩ʢ9࿩ऀର × 2࿩ऀ × 50ൃ࿩ × 4ํ޲ʣͷ෼཭Ի੠ΛೖྗσʔλɼରԠ͢Δ 3,600ൃ
࿩ͷυϥΠιʔεΛڭࢣσʔλͱͯ͠༻͍ͨɽ·ͨ։ൃηοτʹ͸ɼ312ൃ࿩ʢ3࿩ऀର ×
2࿩ऀ × 52ൃ࿩ × 1ํ޲ʣͷ෼཭Ի੠ΛೖྗσʔλɼରԠ͢Δ 312ൃ࿩ͷυϥΠιʔεΛ
ڭࢣσʔλͱͯ͠༻͍ͨɽ
4.3.2 ධՁई౓
෼཭Ի੠ͷԻ࣭ɼԻ੠ೝࣝਫ਼౓ͷ؍఺ͰධՁΛߦͬͨɽԻ࣭ͱͯ͠͸ɼจݙ [74]Ͱఆٛ͞ΕΔ
SIR ͓Αͼ SDR Λ༻͍ͨɽ·ͨɼԻ੠ೝࣝਫ਼౓Λௐ΂ΔͨΊʹɼDeep neural network(DNN)
ʹجͮ͘࿈ଓԻૉೝࣝΛߦ͍ɼͦͷԻૉޡΓ཰Λܭࢉͨ͠ɽԻૉೝࣝΛߦ͏ࡍͷԻڹಛ௃ྔ͸ɼ
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ਤ 4.3: Experimental environment with two microphones and two sources. x denotes the distance
between microphones; d denotes the distance between the microphone and sources; θ1 and θ2
denote the directions of the target source and interference source.
MFCC+∆MFCC+∆∆MFCCͷ 39࣍ݩΛ༻͍ɼ࿩ऀͷมಈΛऔΓআͨ͘ΊʹɼfMLLRʹΑΔ
࿩ऀదԠֶशΛߦͬͨɽԻڹϞσϧ͸ɼASJ-JNASʹؚ·ΕΔΫϦʔϯԻ੠ 41,396ൃ࿩͔Βֶश
ͨ͠τϥΠϑΥϯͷDNN-HMMϞσϧΛ༻͍ͨɽ͜ͷͱ͖DNNӅΕ૚͸ 5૚ɼ֤૚ͷϊʔυ਺
͸ 1024ͱͨ͠ɽݴޠϞσϧ͸ɼASJ-JNASʹؚ·ΕΔ 20,000ൃ࿩͔Βֶशͨ͠ԻૉόΠάϥϜ
Λ༻͍ͨɽσίʔμʹ͸ɼKaldi[81]Λ༻͍ͨɽ
4.3.3 ࣮ݧ݁Ռ
࿈૝هԱʹجͮ͘෼཭ߦྻਪఆ๏ͱ࣌ؒप೾਺ϚεΫΛ૊Έ߹ΘͤͨޮՌΛௐ΂ΔͨΊɼҎԼ
ʹࣔ͢෼཭ख๏Λൺֱͨ͠ɽ
IVA : IVAʹجͮ͘Իݯ෼཭
IVA-AMM-SMO : ୈ 3ষͰઆ໌ͨ͠෼཭ߦྻਪఆ๏ʹΑΔ෼཭ɽIVAͰٻΊͨ෼཭ߦྻΛॳ
ظ஋ͱ͠ɺ࿈૝هԱϞσϧDCAEʹΑΔࢀর৴߸Λ༻͍ͯߋ৽ͨ͠ɽ
Mask : ࣌ؒप೾਺ϚεΫΛ༻͍ͨඇઢܗ BSS [12]ɽ
Mask-IVA : Maskͷग़ྗΛ؍ଌ৴߸ͱΈͳ͠ IVAΛద༻ͨ͠ BSSɽ
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Mask-IVA-AMM-SMO : ඇઢܗॲཧͱઢܗॲཧͷ୯७઀ଓʹجͮ͘࿮૊Έɽ Mask-IVAʹ
ΑͬͯٻΊΒΕͨ෼཭ߦྻΛॳظ஋ͱ͠ɼDCAEͷग़ྗΛࢀর৴߸ͱͯ͠ઢܗ෼཭ߦྻΛ
ߋ৽͢Δɽ
Mask-Lin-IVA : MaskΛॳظ஋ͱͯ͠ɼIVAΛద༻ͨ͠ BSSɽ
Mask-Lin-IVA-AMM : DCAEʹجͮ͘࿈૝هԱϞσϧΛDAEͱͯ͠༻͍ͨ΋ͷɽೖྗͱ͠
ͯ Mask-Lin-IVA༩͑ͨ৔߹ͷग़ྗΛ෼཭৴߸ͱͯ͠༻͍Δɽ
Mask-Lin-IVA-SMO : Mask-Lin-IVAΛ෼཭ߦྻͷॳظ஋ɼઢܗॲཧͷΈͰߏ੒ͨ͠࿮૊Έɽ
Mask-Lin-IVA-AMMΛࢀর৴߸ͱͯ͠෼཭ߦྻΛߋ৽ͨ͠ఏҊ๏
ਤ 4.4ʹఏҊ๏Λ༻͍ͨλϯσϜ઀ଓܕԻݯ෼཭ͷ෼཭ੑೳΛࣔ͢ɽԣ͕࣠ SDRɼॎ͕࣠ SIRΛ
͓ࣔͯ͠ΓɼຊݚڀͰ͸͕྆࣠ڞʹߴ͍෼཭ख๏ͷ࣮ݱΛ໨ࢦ͍ͯ͠ΔɽલষʹͯఏҊͨ͠ IVA-
AMM-SMO͸ɼIVAʹΑΓٻΊΒΕͨઢܗ෼཭ߦྻʹରͯ͠ɼ෼཭৴߸͕Ի੠Β͘͠ͳΔΑ͏
ʹิਖ਼Λߦ͏ɽ͜ͷํ๏ʹΑΓɼIVAΑΓ΋ߴ͍ SDRɼSIR͕ಘΒΕΔ༷ࢠ͕֬ೝͰ͖ΔɽຊষͰ
͸ɼIVA-AMM-SMOͷલஈʹMaskΛ૊ΈࠐΉ 2छྨͷλϯσϜ઀ଓܕԻݯ෼཭Mask-IVA-
AMM-SMO͓ΑͼMask-Lin-IVA-AMM-SMOΛݕ౼ͨ͠ɽMaskͷޙஈʹ IVAΛద༻͠
ͨMask-IVA͸ SIRɼSDRͷ؍఺ͰMaskͷੑೳΛ্ճͬͨɽ͜Ε͸ɼIVAʹجͮ͘ઢܗॲཧ
͕࣌ؒप೾਺ϚεΫʹΑͬͯੜͯ͡͠·͏ඇઢܗ࿪ΈͷӨڹΛ௿ݮͭͭ͠ɼ෼཭ੑೳ΋վળ͢Δ͜
ͱ͕Ͱ͖Δ͜ͱΛ͍ࣔͯ͠ΔɽMask-IVAʹΑΓٻΊΒΕͨ෼཭ߦྻΛ࿈૝هԱϞσϧΛ༻͍ͯ
ߋ৽ͨ͠Mask-IVA-AMM-SMO͸Mask-IVAͷੑೳΛ͞Βʹ্ճΓɼࠓճൺֱͨ͠ख๏ͷ
தͰ࠷΋ߴ͍ SIRΛࣔͨ͠ɽͱ͜Ζ͕ɼMaskΛલஈʹద༻͠ͳ͔ͬͨ IVA-AMM-SMOͱൺ
ֱ͢ΔͱɼSDR͸ 2dBఔ౓ྼԽͯ͠͠·ͬͨɽ͜ͷ͜ͱΑΓɼ࣌ؒप೾਺ϚεΫͱఏҊ๏ͷ୯७઀
ଓ͸ɼ๦֐Իͷ཈ѹޮՌΛվળ͢Δ͜ͱ͕Ͱ͖Δ΋ͷͷɼ࿪ͷӨڹΛߟྀ͢Δඞཁ͕͋Δͱ͍͏͜
ͱ͕͋Δͱ͍͑Δɽ࣌ؒप೾਺ϚεΫͱಉ౳ͷॲཧΛઢܗ෼཭ߦྻͰۙࣅͨ͠Mask-Lin-IVAͱ
ఏҊ๏Λ૊Έ߹ΘͤͨMask-Lin-IVA-AMM-SMO͸ɼSIRɼSDRͱ΋ʹ IVA-AMM-SMO
͓ΑͼMaskΛ্ճͬͨɽ͜Ε͸ɼ࣌ؒप೾਺ϚεΫΛઢܗ෼཭ߦྻͰۙࣅ͢Δ͜ͱͰ࣌ؒप೾਺
ϚεΫͷ࿪ͷӨڹΛ௿ݮ͢Δ͜ͱ͕Ͱ͖ΔͷΈͳΒͣɼఏҊ๏ͷ๦֐Իͷ཈ѹੑೳ͓Αͼ࿪ͷൃੜ
ྔΛվળ͢Δ͜ͱ͕Ͱ͖ͨ͜ͱΛ͍ࣔͯ͠ΔɽఏҊ͢Δ࿈૝هԱΛ༻͍ͨ෼཭ߦྻਪ๏͸ޯ഑๏ʹ
جͮͨ͘Ίɼ෼཭ੑೳ͸෼཭ߦྻͷॳظ஋ʹґଘ͢Δɽ·ͨɼIVA-AMM-SMOͷॳظ஋ͱͯ͠
༻͍ͨ IVAͱMask-Lin-IVA-AMM-SMOͷॳظ஋ͱͯ͠༻͍ͨMask-Lin-IVAΛൺֱ͢
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ද 4.2: Phoneme error rate (%) averaged over 30 source directions.
BSS method Female Male Average
IVA 33.4 38.8 36.1
IVA-AMM-SMO 29.5 36.3 32.9
Mask 31.5 37.3 34.4
Mask-IVA 31.2 37.1 34.2
Mask-IVA-AMM-SMO 31.7 39.2 35.4
Mask-Lin-IVA 29.6 35.3 32.4
Mask-Lin-IVA-AMM-SMO 25.2 32.3 28.8
ΔͱɼSIR͓Αͼ SDR͕एׯվળ͍ͯ͠Δɽ͜ΕΒͷ͜ͱ͔ΒɼMask-Lin-IVA-AMM-SMO
͸ɼIVA-AMM-SMOΑΓ΋ྑ͍ॳظ஋͕ಘΒΕͨͨΊੑೳ͕վળͨ͠ͷͰ͸ͳ͍͔ͱߟ͑Δɽ
ද 4.2ʹԻૉޡΓ཰ͷൺֱ݁ՌΛࣔ͢ɽIVA-AMM-SMO͸ɼIVAΑΓ΋ߴ͍ೝࣝੑೳΛࣔ͠
ͨɽ͜ͷ͜ͱΑΓɼԻ੠Β͠͞Λߟྀͯ͠෼཭ߦྻΛߋ৽͢ΔఏҊ๏ͷ࿮૊Έ͸Ի੠ೝࣝͷ؍఺Ͱ
΋༗ޮͰ͋Δͱߟ͑ΒΕΔɽIVA-AMM-SMOͷલஈʹMaskΛ୯७ʹ઀ଓͨ͠Mask-IVA-
AMM-SMO͸ੑೳ͕ྼԽͯ͠͠·͕ͬͨɼઢܗॲཧͷΈͰߏ੒ͨ͠Mask-Lin-IVA-AMM-
SMO͸ੑೳ͕վળͨ͠ɽMask-IVA-AMM-SMO͸ޙஈͷઢܗ෼཭ߦྻʹΑΓඇઢܗ࿪ͷӨ
ڹΛ௿ݮ͢Δ͜ͱΛظ଴͍ͯ͠Δ͕ɼ׬શʹ͸औΓআ͘͜ͱ͕೉͍ͨ͠ΊԻڹϞσϧͱͷϛεϚο
ν͕ൃੜͯ͠͠·͏ɽҰํɼMask-lin-IVA-SMO͸ඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͨΊɼԻڹ
ϞσϧͱͷϛεϚον΋গͳ͘ɼԻ੠ೝࣝੑೳ͕վળͨ͠΋ͷͱߟ͑Δɽ
4.4 ·ͱΊ
࿈૝هԱʹجͮ͘ઢܗ෼཭ߦྻਪఆ๏ͷੑೳΛվળ͢Δ͜ͱΛ໨ࢦ͠ɼલஈʹ࣌ؒप೾਺Ϛε
ΫΛ૊ΈࠐΜͩλϯσϜ઀ଓܕԻݯ෼཭ͷ࿮૊ΈΛݕ౼ͨ͠ɽຊ࿮૊ΈͰ͸ɼઢܗ෼཭ߦྻͷਪ
ఆʹෆཁͳ੒෼Λ࣌ؒप೾਺ϚεΫΛ༻͍ͯࣄલʹ཈ѹ͢Δ͜ͱͰɼޙஈͷ෼཭ߦྻਪఆ͕༰қ
ʹͳΔ͜ͱΛظ଴͍ͯ͠Δɽ࣌ؒप೾਺ϚεΫΛͦͷ··༻͍Δͱඇઢܗ࿪ͷӨڹΛऔΓআ͘͜
ͱ͕೉͍ͨ͠Ίɼ࣌ؒप೾਺ϚεΫͱಉ౳ͷॲཧΛઢܗ෼཭ߦྻͰۙࣅͨ͠΋ͷΛ༻͍Δํ๏Λ
ఏҊͨ͠ɽೋ࿩ऀಉ࣌ൃ࿩Ի੠ͷ෼཭࣮ݧʹΑΓɼఏҊ͢ΔλϯσϜ઀ଓܕԻݯ෼཭ʹΑΓ࿈૝
هԱΛ༻͍ͨઢܗ෼཭ߦྻਪఆ๏ͷ෼཭ੑೳ͓Αͼ࿪ͷൃੜྔ͕վળ͢Δ͜ͱΛ֬ೝͨ͠ɽ·ͨɼ
Ի੠ೝࣝͷ؍఺ʹ͓͍ͯ΋ఏҊ๏͕༗ޮͰ͋Δ͜ͱ΋ࣔͨ͠ɽ
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ਤ 4.4: Evaluation of the proposed tandem connectionist framework for female and male pairs,
where SDR and SIR were averaged over 900 utterances and the results are shown with their 99
% confidence intervals.
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ୈ5ষ ݁࿦
ௌײ্ҧ࿨ײͷগͳ͍ BSSͷ࣮ݱΛ໨ࢦ͠ɼԻݯͰ͋ΔԻ੠Β͠͞Λߟྀ͠ͳ͕Β෼཭ߦྻΛ
ਪఆ͢Δ࿮૊ΈΛఏҊͨ͠ɽ
طଘͷ BSS͸ɼ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏ͳͲʹ୅ද͞ΕΔඇઢܗ BSSͱɼICA΍ IVA
ͳͲʹ୅ද͞ΕΔઢܗBSSͱʹେผ͢Δ͜ͱ͕Ͱ͖ΔɽඇઢܗBSS͸ɼ๦֐ԻΛޮՌతʹ཈ѹ͢
Δ͜ͱ͕ՄೳͰ͋Δ΋ͷͷɼϛϡʔδΧϧϊΠζͱ͍ͬͨඇઢܗ࿪͕ൃੜ͢ΔͨΊɼ෼཭Իͷࣗ
વੑ͸௿͘ͳΔɽҰํઢܗBSS͸ɼඇઢܗBSSΑΓ΋๦֐Իʹର͢Δ཈ѹੑೳ͕ྼΔ΋ͷͷɼઢ
ܗ෼཭ߦྻΛ༻͍Δ͜ͱʹΑΓɼඇઢܗ࿪͕ݪཧతʹൃੜ͠ͳ͍ͱ͍͏ར఺͕͋ΔɽຊݚڀͰ͸
ҎԼͷ 2ͭͷΞϓϩʔνʹΑΓɼࣗવੑ͓Αͼ๦֐Իʹର͢Δ཈ѹੑೳͷߴ͍ BSSͷ࣮ݱΛ໨ࢦ
ͨ͠ɽ
• ઢܗ BSSʹΑΓٻΊΒΕͨઢܗ෼཭ߦྻʹରͯ͠ɼԻ੠ͷεϖΫτϧΛֶशͨ͠࿈૝هԱ
ϞσϧΛ༻͍ͯ෼཭ߦྻΛߋ৽͢Δ࿮૊ΈΛద༻
• ࣌ؒप೾਺ϚεΫΛ༻͍ͨඇઢܗ BSSͱ࿈૝هԱϞσϧΛ༻͍ͨ෼཭ߦྻਪఆͷ࿮૊ΈΛ
૊Έ߹ΘͤͨλϯσϜ઀ଓܕԻݯ෼཭
ୈ 2ষͰ͸ɼఏҊ๏Λઆ໌͢Δ্Ͱॏཁͳجૅٕज़ʹ͍ͭͯઆ໌ͨ͠ɽ࠷ॳʹԻ৴߸ॲཧͷج
ૅͱͯ͠ɼ࣌ؒ೾ܗ͔Β࣌ؒप೾਺දݱͰ͋ΔεϖΫτϧΛٻΊΔํ๏͓ΑͼɼεϖΫτϧ͔Β
࣌ؒ೾ܗΛ߹੒͢Δํ๏ʹ͍ͭͯઆ໌ͨ͠ɽ࣍ʹɼطଘͷBSSख๏ʹ͍ͭͯ֓؍ͨ͠ɽઢܗBSS
ͷ࿮૊Έͱͯ͠ ICA͓Αͼ IVAΛɼඇઢܗ BSSͷ࿮૊Έͱͯ࣌ؒ͠प೾਺ϚεΫΛ༻͍ͨํ๏
ʹ͍ͭͯ֓؍ͨ͠ɽ࠷ޙʹطଘͷ࿈૝هԱϞσϧͱͯ͠ɼRBMɼAEɼDAEɼCAEɼCNNΛ঺
հͨ͠ɽ
ୈ 3ষͰ͸ɼ࿈૝هԱϞσϧΛ༻͍ͨ෼཭ߦྻਪఆ๏ΛఏҊ͠ɼੑೳධՁΛߦͬͨ݁Ռʹ͍ͭ
ͯใࠂͨ͠ɽैདྷͷઢܗ BSSͰ͸ɼԻݯͷಠཱੑʹج͖ͮ෼཭ߦྻͷਪఆΛߦ͏͜ͱ͕ଟ͍ɽҰ
ํɼఏҊ๏͸ࣄલʹԻݯͰ͋ΔԻ੠Λֶशͤͨ͞࿈૝هԱΛ༻͍Δ͜ͱʹΑΓɼԻ੠Β͠͞Λߟ
ྀ͠ͳ͕Β෼཭ߦྻΛਪఆ͢Δɽೋ࿩ऀಉ࣌ൃ࿩Ի੠ͷ෼཭࣮ݧΛߦ͍ɼैདྷͷઢܗ෼཭ߦྻਪ
ఆ๏ͱൺֱͯ͠ߴਫ਼౓ͳ෼཭͕ՄೳͰ͋Δ͜ͱΛ֬ೝͨ͠ɽ·ͨɼఏҊ๏͸ԻݯͷಠཱੑͷԾఆ
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Λஔ͘ඞཁ͕ͳ͍ͨΊɼΤίʔ৴߸ͷΑ͏ʹԻݯʹରͯ͠ಠཱͰͳ͍৴߸ʹରͯ͠΋෼཭͕Մೳ
Ͱ͋Δ͜ͱΛɼΤίʔআڈ࣮ݧʹΑΓࣔͨ͠ɽ
ୈ 4ষͰ͸ɼఏҊͨ͠෼཭ߦྻਪఆͷ࿮૊Έͱ࣌ؒप೾਺ϚεΫΛ༻͍ͨඇઢܗ BSSΛ౷߹͢
Δํ๏ʹ͍ͭͯݕ౼ͨ͠ɽ࣌ؒप೾਺ϚεΫΛ༻͍ͯ෼཭ߦྻͷਪఆʹෆཁͳ੒෼Λࣄલʹ཈ѹ
͢Δ͜ͱͰɼޙஈͷઢܗ෼཭ߦྻΛ༻͍ͨํ๏ͷੑೳΛվળ͞ΕΔ͜ͱ͕ظ଴Ͱ͖Δɽ͔͠͠ɼ࣌
ؒप೾਺ϚεΫΛ༻͍Δͱඇઢܗ࿪͕ൃੜ͢Δͱ͍͏ܽ఺͕͋ͬͨɽͦ͜Ͱɼ࣌ؒप೾਺ϚεΫ
Λͦͷ··༻͍ΔͷͰ͸ͳ͘ɼಉ౳ͷ෼཭ॲཧΛઢܗ෼཭ߦྻͰۙࣅ্ͨ͠Ͱ༻͍Δํ๏Λݕ౼
ͨ͠ɽೋ࿩ऀಉ࣌ൃ࿩Ի੠ͷ෼཭࣮ݧͷ݁ՌɼఏҊ๏͸ɼ࣌ؒप೾਺ϚεΫʹΑΓੜ͡Δ࿪ͷӨ
ڹΛ௿ݮͭͭ͠ɼ࣌ؒप೾਺ϚεΫͱಉ౳ͷ๦֐Իͷ཈ѹޮՌ͕͋Δ͜ͱΛ֬ೝͨ͠ɽ
࠷ޙʹࠓޙͷݕ౼՝୊ͱࠓޙͷల๬ʹ͍ͭͯड़΂ΔɽຊݚڀͰఏҊͨ͠෼཭ߦྻਪఆ๏͸ɼੑ
ೳ͓Αͼܭࢉίετͷ໘Ͱ͞ΒͳΔվળΛߦ͏༨஍͕͋Δɽ·ͣఏҊ๏ͷੑೳ͸ɼ࿈૝هԱϞσ
ϧͷεϖΫτϧਪఆਫ਼౓ʹґଘ͢ΔɽͦͷͨΊɼDeep stacking network (DSN) [82]ɼVery deep
convolutional network [83]ͳͲͷΑΓෳࡶͳωοτϫʔΫߏ଄ͷར༻ɼϚϧνλεΫֶश [84]ͳ
Ͳɼ࿈૝هԱϞσϧͷεϖΫτϧਪఆਫ਼౓Λվળ͢ΔͨΊͷऔΓ૊Έ͕ඞཁͰ͋Δͱߟ͑Δɽ·
ͨɼఏҊ๏Ͱ͸෼཭ߦྻΛਪఆ͢Δࡍʹ࠷ٸ߱Լ๏Λ༻͍͍ͯΔͨΊɼऩଋ·Ͱʹ͕͔͔࣌ؒΔɽ
ܭࢉίετͷগͳ͍࠷దԽํ๏Λݕ౼͢Δඞཁ͕͋Δɽ
ຊݚڀͰ͸ɼ࿈૝هԱΛ༻͍ͯઢܗ෼཭ߦྻΛਪఆ͢Δ࿮૊ΈΛఏҊ͕ͨ͠ɼ࢒ڹ཈ѹϑΟϧ
λ΍γϯάϧνϟωϧࡶԻআڈͷޙॲཧ΁ͷԠ༻΋ՄೳͰ͋ΔɽఏҊ๏ʹΑΓԻ੠Β͠͞Λཅʹ
ѻ͏͜ͱͰɼ࿪͕গͳ͘ߴਫ਼౓ʹԻ੠Λ࠶ݱ͢Δ͜ͱ͕Ͱ͖Δ΋ͷͱظ଴͢Δɽ
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ँࣙ
ຊ࿦จ͸ɼචऀ͕ૣҴాେֶେֶӃجװཧ޻ֶݚڀՊ৘ใཧ޻ֶઐ߈ത࢜ޙظ՝ఔʹ͓͍ͯɼ஌
֮৘ใγεςϜݚڀࣨͰߦͬͨݚڀΛ·ͱΊͨ΋ͷͰ͢ɽ
ຊݚڀΛਐΊΔʹ͋ͨΓɼ਺ଟ͘ͷ͝ࢦಋ͓Αͼ͝ॿݴΛԼ͍͞·ͨ͠ૣҴాେֶཧ޻ֶज़Ӄ
খྛ఩ଇڭतʹ৺ΑΓް͘ײँਃ্͛͠·͢ɽ
͝ଟ๩ͷதʹ΋ؔΘΒͣշ͘෭ࠪΛҾ͖ड͚ͯԼ͞Γɼຊ࿦จʹ͍ͭͯ༗ӹͳ͝ॿݴΛԼ͍͞
·ͨ͠ૣҴాେֶཧ޻ֶज़Ӄ দࢁହஉ໊༪ڭतɼಉֶज़Ӄ ߕ౻ೋ࿠ڭतɼஜ೾େֶେֶӃ ຀໺
তೋڭतʹਂ͘ײँ͍ͨ͠·͢ɽ
ຊݚڀʹର͢Δޚॿݴ͚ͩͰͳ͘ɼݪߘࣥච΍ֶձൃදͷ͝ࢦಋΛͯ͠Լ͍͞·ͨ͠ૣҴాେ
ֶجװཧ޻ֶݚڀՊ খ઒఩࢘।ڭतʹ৺ΑΓײँ͍ͨ͠·͢ɽ·ͨɼຊݚڀʹؔͯٞ͠͝࿦͍ͨ
͍͖ͩ·ͨ͠ԭిؾ޻ۀגࣜձࣾݚڀ։ൃηϯλ ໼಄ོࢯɼಉݚڀ։ൃηϯλ ยۅҰߒࢯɼಉݚ
ڀ։ൃηϯλ ౻ࢬେത࢜ʹ৺ΑΓ͓ྱਃ্͛͠·͢ɽ
ຊݚڀΛਐΊΔʹ͋ͨΓɼૣҴాେֶ஌֮৘ใγεςϜݚڀࣨͷօ༷ʹଟେͷޚڠྗΛ௖͖·
ͨ͠ɽૣҴాେֶɾ๛ڮٕՊେֶɹ৽ా߃༤໊༪ڭतʹ͸ɼຊݚڀͱ͸ผͷଆ໘ͰɼݚڀͷਐΊ
ํ΍ݚڀऀͱͯ͠ͷੜ͖ํʹ͍ͭͯޚॿݴΛ௖͖·ͨ͠ɽૣҴాେֶॿख ඨ௚߂ത࢜ɼଔۀੜ ന
ੴ༸ฏࢯʹ͸ɼݚڀʹؔ͢Δٞ࿦͚ͩͰͳ͘ɼݚڀࣨӡӦۀ຿ͷαϙʔτΛͯ͠௖͖·ͨ͠ɽത
࢜ޙظ՝ఔ ๆଜࠓே໌ࢯʹ͸ɼࣾձਓͱͯ͠ͷޚॿݴΛ௖͖·ͨ͠ɽݚڀࣨޙഐͷօ༷ͷ͓͔͛
Ͱɼॆ࣮ͨ͠ݚڀࣨੜ׆ΛૹΔ͜ͱ͕Ͱ͖·ͨ͠ɽ͜͜ʹײँͷҙΛද͠·͢ɽ
࠷ޙʹɼത࢜ޙظ՝ఔ΁ͷਐֶΛೝΊܦࡁతɾਫ਼ਆతʹࢧԉͯ͠Լͬͨ͞૆฼ɼ྆਌ɼͦͯ͠
࠷ظ·ͰԠԉͯ͠Լͬͨ͞૆෕ʹॏͶͯް͘ँҙΛද͠·͢ɽ
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