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The SSSV model [1] is a simple classical model
that achieves excellent correlation with published
experimental data on the D-Wave machine’s be-
havior on random instances of its native prob-
lem [2], thus raising questions about how “quan-
tum” the D-Wave machine is at large scales. In
response, a recent preprint by Vinci et al. [3]
proposes a particular set of instances on which
the D-Wave machine behaves differently from the
SSSV model. In this short note, we explain how
a simple modeling of systematic errors in the ma-
chine allows the SSSV model to reproduce the be-
havior reported in the experiments of [3].
In the SSSV model [1] for the D-Wave machine,
qubits are modeled as classical magnets coupled through
nearest-neighbor Coulomb interaction and subject to an
external magnetic field. Moreover, the finite tempera-
ture of the device is modeled by performing a Metropolis
update at each step. The results in [1] showed that the
model shows excellent correlation with published data
about the input-output behavior of the D-Wave machine
on randomly chosen input instances [2]. Nevertheless is
it possible that there are other classes of input instances
on which the D-Wave machine exhibits “truly quantum”
behavior? This is a question of central importance in the
evaluation of the D-Wave architecture.
An affirmative answer requires exhibiting a regime in
which classical models such as SSSV fail to reproduce the
behavior of the D-Wave machine. Of course the SSSV
model is extremely rudimentary, and was not meant to
be an exact model for the D-Wave machine. For exam-
ple, it makes no attempt to model details of the D-Wave
machine such as errors in control of external fields and
interaction strengths. So any such exhibited regime must
either be sufficiently robust so that it can be argued that
detailed modeling of the machine is unnecessary, or it
must differentiate the behavior of D-Wave from reason-
able elaborations of the SSSV model. Of course for the
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and the time-dependent functions A(t) and B(t) control the
annealing schedule. TypicallyA(tf ) = B(0) = 0, where tf is
the total annealing time, andA(t) [B(t)] decreases (increases)
monotonically. The local fields {hi} and couplings {Jij} are
fixed. The qubits occupy the vertices V of a graphG = {V, E}
with edge set E .
A spin configuration is one of the 2N elements of a set of
±1 eigenvalues of all the Pauli matrices { zi }Ni=1, which we
denote without risk of confusion by ~ z = ( z1 , . . . , 
z
N ). The
goal is to find the minimal energy spin configuration of HI,
i.e., argmin~ zHI. In SA, this problem is solved by starting
with a random initial spin configuration, flipping spins at ran-
dom at each time step while always accepting a new spin con-
figuration if it lowers the energy and accepting it probabilisti-
cally otherwise (using, e.g., the Metropolis rule), and gradu-
ally lowering the temperature to red ce the escape probability
[15]. In QA, spin flips and the thermal escape rule are replaced
by introducing the non-commuting field HX [16, 17, 22, 23],
which allows quantum tunneling out of local minima. The es-
cape probability is reduced by turning off this non-commuting
field adiabatically, i.e., the time-scale of the variation of the
A(t) and B(t) function must be slow compared to the in-
verse of the minimal energy gap ofH(t). In a physical d vice
implementation of QA there is always a finite temperature ef-
fect, and hence one should consider both tunneling and ther-
mal hopping [24–27].
Such physical QA devices, operating at ⇠ 20mK using su-
perconducting flux technology, have been built by D-Wave [2–
4]. The qubits occupy the vertices of the “Chimera” graph
shown in Fig. 16 of Appendix A. Excluding the coupling to
the th r al bath, the Hamiltonian driving he device is w ll-
described by Eq. (1), with the functions A(t) and B(t) de-
picted in Fig. 1.
B. The quantum signature Hamiltonian
Ref. [6] introduced an 8-qubit “quantum signature Hamilto-
nian,” schematically depicted in Fig. 2, designed to distinguish
between SA and QA. Specifically, subject to this Hamiltonian,
SA and QA make distinct predictions concerning the ground
stat population distribution. Let us first briefly review the
arguments l adi g to these disti ct predictions.
The 8 spin problem comprises 4 spins connected in a ring,
which we refer to as core spins, and 4 additional spins con-
nected to each core spin, which we refer to as outer spins.
One special property of this Hamiltonian is that it has a 17-
fold degenerate ground state. Of these, 16 states form a closed
subspace of spin configurations connected via single flips of
the uter spins, hence we ref r to them as the clustered (C)
ground states, or just the “cluster-states”, or “cluster”. There
is one additional state, which we call the isolated (I) ground
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FIG. 1. DW2 annealing schedules A(t) and B(t) along with the
operating temperature of T = 17mK (black dashed horizontal
line). The large A(0)/(kBT ) value ensures that the initial state
is the ground state of the transverse field Hamiltonian. The large
B(tf )/(kBT ) value ensures that thermal excitations are suppressed
and the final state reached is stable. Also shown are the attenuated
↵B(t) curves for (a) the value of ↵ at which the intersection between
A(t) and ↵B(t) coincides with the operating temperature (blue dot-
dashed curve), and (b) the largest ↵ such that ↵B(t) remains below
the temperature line for the entire evolution (blue dotted curve).
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FIG. 2. The 8-spin Ising Hamiltonian. The inner “core” spins (green
circles) have local fields hi = +1 [using the convention in Eq. (2)]
while the outer spins (red circles) have hi =  1. All couplings are
ferromagnetic: Jij = 1 (black lines).
state, connected to the cluster-states via 4 core spin flips:
C : {|0000 0000i , |0001 0000i , . . . , |1111 0000i} , (3a)
I : {|1111|{z}
outer
1111|{z}
core
i} , (3b)
where |0i and |1i are, respectively, the+1 and 1 eigenstates
of  z . This structure of the ground state manifold is easily
verified by inspection of the Hamiltonian of Fig. 2.
The clustered ground states arise from the frustration of the
outer spins, due to the competing effects of the ferromagnetic
coupling and local fields. This frustration arises only when the
core spins have eigenvalue +1, which is why there is only a
single additional (isolated) ground state where all spins have
Figure 1: The problem Hamiltonian used in the exper-
iments of [3]. All couplings re ferromagnetic, whereas
there is local z-field ppli d in the + direction for the
four “core” spins, and in the − direction for the four “pe-
ripheral” spins. Formally, the Hamiltonian is defined as
H = −∑i hiσzi −∑i<j Jijσzi σzj . The local field hi is set
to be 1 if i is a core spin, and −1 otherwise. The coupling
strength Jij = 1 for every edge i ∼ j. Figure is from [3].
regime to be meaningful, there should also be a plausible
computational benefit to the phenomenon in question.
A recent preprint by Vinci et al. [3] reports that the
behavior of the D-Wave machine and the SSSV model
differ on a parti ular set of instances. Fig. 1 depicts the
problem Hamiltonia used in the experiments of [3]. The
Hamiltonian has a 17-fold degenerate ground space with
ground energy −8. It is easy to see that all sixteen states
with the four core spins pointing in the + direction are
ground states. There is one more ground state in which
all eight spins point in the − direction. [3] call the first
sixteen ground states the “clustered” ground states be-
cause they are connected by local spin flips of the periph-
eral spins, whereas they refer to the last ground state as
the “isolated” ground state.
This Hamiltonian was previously used in [5] to distin-
guish the behavior of the D-Wave machine from that of
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FIG. 7. Experimental and numerical results distinguishing quantum and classical models for the DW2. (a) Experimental and ME results for the
ratio of the isolated state population to the average population in the cluster-states (PI/PC), and the ground state probability (PGS), as a function
of the energy scale factor ↵, at a fixed annealing time of tf = 20µs. Two striking features are the “ground state population inversion” between
the isolated state and the cluster (the ratio of their populations crosses unity), and the manifestly non-monotonic behavior of the population
ratio, which displays a maximum. The ⇥ and   symbols are the mean values of the bootstrapped [28] gauge-averaged distributions, and the
error bars are one standard deviation below and above the mean. At the specific value of the system-bath coupling used in our simulations
( = 1.27 ⇥ 10 4), the ME underestimates the magnitude and position of the peak in PI/PC but qualitatively matches the experimental
results, capturing both the population inversion and the presence of a maximum. (b) The population ratio and total ground state population as
in (a), but from numerical simulations using the SA, SD, and SSSV models. In contrast to the ME results shown in (a), the SA, SSSV, and SD
results for the population ratio are not in qualitative agreement with the experiment. Specifically, all three classical models miss the population
inversion and maximum seen in (a). This suffices to reject all three as correct classical models of the D-Wave device. Simulation parameters
can be found in Appendix D. Experimental data was collected using the in-cell embeddings strategy described in Appendix E. The embedding
and gauge-averaging strategies are discussed in Sec. E 4.
according to the ME. An example is shown in Fig. 8, for
↵ = 0.1, i.e., close to the peak of the population ratio. This
figure clearly shows how PI/PC becomes > 1. The sixth en-
ergy eigenstate (red) evolves to become the isolated ground
state, while the other 16 eigenstates evolve to become the
cluster (purple). During the time evolution, the population
in the sixth eigenstate grows slightly larger than that of the
cluster (red curve ends up above the purple one), which ex-
plains why PI/PC > 1. In more detail, we observe that
(around t/tf = 0.4) the sixth eigenstate acquires popula-
tion (via thermal excitations) from the lowest five eigenstates
(blue). Somewhat later (around t/tf = 0.6) the sixth eigen-
state loses some population due to thermal excitations, which
is picked up in part by the highest 11 eigenstates (green). Fi-
nally, thermal relaxation returns some population to the 17
eigenstates, but the sixth eigenstate gains more population
than the other 16 eigenstates since it is connected to a larger
number of excited states. During this relaxation phase, the
system behaves like classical simulated annealing. The in-
set shows that deviations from the closed system behavior oc-
cur around t/tf = 0.4, i.e., when the population of the sixth
eigenstate first starts to grow (along with the highest 11 eigen-
states) due to excitations from the lowest five eigenstates.
2. Larger tf
Figure 9 shows that qualitatively similar results are ob-
served when we increase the annealing time. As explained in
Sec. III B, an increase in the annealing time is consistent with
stronger thermalization, and indeed, over the range of ↵where
we observe suppression of the isolated state (PI/PC < 1), this
suppression is weaker for the larger total annealing time. The
ME result is in qualitative agreement with the experimental
data: the larger annealing time curve is the higher of the two,
and the peak values of PI/PC at the two different annealing
times coincide, which also agrees with the experimental re-
sult, within the error bars.
3. Larger N
We have studied the simplest extensions beyond N = 8
(examples are shown in Fig. 3) with 12, 16 and 40 spins. As
argued in Sec. III C, we expect the same qualitative features
observed for N = 8 to persist. This is confirmed in Fig. 10,
which displays the same qualitative non-monotonic behavior
as a function of ↵. The main difference is that the enhance-
ment of the isolated state (when PI/PC > 1) becomes stronger
as N is increased. This is a manifestation of the growth, with
N , in the number of excited states connected to the isolated
Figure 3: Experimental and numerical results from [3]. DW2, ME, SA, SD, and SSSV represent D-Wave Two,
quantum adiabatic master equation, simulated anneailng, Smolin-Smith model [4], and SSSV model respectively.
PGS indicates the probability of finding one of the seventeen ground states.3
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and the time-dependent functions A(t) and B(t) control the
annealing schedule. TypicallyA(tf ) = B(0) = 0, where tf is
the total annealing time, andA(t) [B(t)] decreases (increases)
monotonically. The local fields {hi} and couplings {Jij} are
fixed. The qubits occupy the vertices V of a graphG = {V, E}
with edge set E .
A spin configuration is one of the 2N elements of a set of
±1 eigenvalues of all the Pauli matrices { zi }Ni=1, which we
denote without risk of confusion by ~ z = ( z1 , . . . , 
z
N ). The
goal is to find the minimal energy spin configuration of HI,
i.e., argmin~ zHI. In SA, this problem is solved by starting
with a random initial spin configuration, flipping spins at ran-
dom at each time step while always accepting a new spin con-
figuration if it lowers the energy and accepting it probabilisti-
cally otherwise (using, e.g., the Metropolis rule), and gradu-
ally lowering the temperature to reduce the escape probability
[15]. In QA, spin flips and the thermal escape rule are replaced
by introducing the non-commuting field HX [16, 17, 22, 23],
which allows quantum tunneling out of local minima. The es-
cape probability is reduced by turning off this non-commuting
field adiabatically, i.e., the time-scale of the variation of the
A(t) and B(t) functions must be slow compared to the in-
verse of the minimal energy gap ofH(t). In a physical device
implementation of QA there is always a finite temperature ef-
fect, and hence one should consider both tunneling and ther-
mal hopping [24–27].
Such physical QA devices, operating at ⇠ 20mK using su-
perconducting flux technology, have been built by D-Wave [2–
4]. The qubits occupy the vertices of the “Chimera” graph
shown in Fig. 16 of Appendix A. Excluding the coupling to
the thermal bath, the Hamiltonian driving the device is well-
described by Eq. (1), with the functions A(t) and B(t) de-
picted in Fig. 1.
B. The quantum signature Hamiltonian
Ref. [6] introduced an 8-qubit “quantum signature Hamilto-
nian,” schematically depicted in Fig. 2, designed to distinguish
between SA and QA. Specifically, subject to this Hamiltonian,
SA and QA make distinct predictions concerning the ground
state population distribution. Let us first briefly review the
arguments leading to these distinct predictions.
The 8 spin problem comprises 4 spins connected in a ring,
which we refer to as core spins, and 4 additional spins con-
nected to each core spin, which we refer to as outer spins.
One special property of this Hamiltonian is that it has a 17-
fold degenerate ground state. Of these, 16 states form a closed
subspace of spin configurations connected via single flips of
the outer spins, hence we refer to them as the clustered (C)
ground states, or just the “cluster-states”, or “cluster”. There
is one additional state, which we call the isolated (I) ground
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FIG. 1. DW2 annealing schedules A(t) and B(t) along with the
operating temperature of T = 17mK (black dashed horizontal
line). The large A(0)/(kBT ) value ensures that the initial state
is the ground state of the transverse field Hamiltonian. The large
B(tf )/(kBT ) value ensures that thermal excitations are suppressed
and the final state reached is stable. Also shown are the attenuated
↵B(t) curves for (a) the value of ↵ at which the intersection between
A(t) and ↵B(t) coincides with the operating temperature (blue dot-
dashed curve), and (b) the largest ↵ such that ↵B(t) remai s below
the temp ature line for the entire evolution (blue dotted curv ).
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FIG. 2. The 8-spin Ising Hamiltonian. The inner “core” spins (green
circles) have local fields hi = +1 [using the convention in Eq. (2)]
while the outer spins (red circles) have hi =  1. All couplings are
ferromagnetic: Jij = 1 (black lines).
state, connected to the cluster-states via 4 core spin flips:
C : {|0000 0000i , |0001 0000i , . . . , |1111 0000i} , (3a)
I : {|1111|{z}
outer
1111|{z}
core
i} , (3b)
where |0i and |1i are, respectively, the+1 and 1 eigenstates
of  z . This structure of the ground state manifold is easily
verified by inspection of the Hamiltonian of Fig. 2.
The clustered ground states arise from the frustration of the
outer spins, due to the competing effects of the ferromagnetic
coupling and local fields. This frustration arises only when the
core spins have eigenvalue +1, which is why there is only a
single additional (isolated) ground state where all spins have
Figure 2: The solid curves represent th annealing sched-
le of D-Wave Two. Dotted blue curves represent the
effective annealing schedule f cases α = 0.2834 and
α = 0.1099. The dot ed black l n represents the system
temperature. Figure s from [3].
simulated annealing. As the problem size is fairly small,
the D-Wave machine almost always succeeds in finding
one of the 17 ground states, as did simulated anneal-
ing. To distinguish between the two, [5] considered the
quantity PI/PC , where PI is the probability of seeing the
isolated ground state at the end of the process and PC
is the probability of seeing a clustered ground state di-
vided by 16. Experiments revealed that the D-Wave ma-
chine and the adiabatic Markovian master equation pre-
ferred the clustered ground stat (PI/PC < 1), whereas
simulated nnealing preferred the isolated ground state
(PI/PC > 1). A simple experim nt confirms that th
SSSV model also agrees with the behavior of D-Wave
and the master equation (PI/PC < 1).
To distinguish between D-Wave and SSSV, Vinci et
al. [3] perform a more elaborate version of this experiment
with an additional control variable α which represents the
scale of the final Hamiltonian. Namely, the machine is
programmed to implement the time-dependent Hamilto-
nian H(t) = A(t)H0 + αB(t)Hf , where α is varied in
the range [0, 1] as in Fig. 2. As shown in Fig. 3, they
find that the machine and the adiabatic quantum master
equation prefer the isolated ground state (PI/PC > 1)
when α is small, whereas the SSSV model always prefers
the clustered ground state (PI/PC < 1) at all values of
α.
It is illuminating to examine more closely the small α
regime, where D-Wave and SSSV differ. Since in this
regime the coupling strength is very small, this may be
thought of s the “classical regime” where the machine
is expected to be driven mostly by thermal noise rather
than quantum ffects. Moreover, as can be seen in Fig. 2,
when α is small, it is only after the transverse field A(t)
has almost completely died out that the problem Hamil-
tonian becomes strong enough to be able to overcome
the system temperature, therefore effectively making the
annealing schedule trivial.
We also note that when α is small, the effects of sys-
tematic errors in the machine, such as imperfections in
the calibration of the annealing schedule, will also be-
come more dominant. Since the SSSV model does not
2
Figure 4: Simulations results for the modified SSSV
model. The model produces a signature similar to that of
the D-Wave machine or quantum adiabatic master equa-
tion from Fig. 3. The model was simulated for 1,500
steps at the system temperature of T = 0.22GHz. Ten
thousand runs were performed for each value of α.
attempt to model such systematic error, it is not sur-
prising that it may fail to predict the machine’s behavior
in this regime. In fact, we are able to demonstrate that
a simple modeling of systematic errors completely alters
the SSSV model’s behavior in this regime, so that it then
reproduces the qualitative signature of the machine’s be-
havior shown in [3].
Fig. 4 shows the simulation results of the modified
SSSV model in which there is a small independent Gaus-
sian error in the calibration of the local field applied
to each spin. To be more precise, the time-dependent
Hamiltonian is defined as H(t) = A(t)
∑
i sin θi −∑
i(B(t) ·α ·hi+ i) cos θi−
∑
i<j B(t) ·α ·Jij cos θi cos θj
where i ∼ N(0, 0.24).1 We make no further attempt
to improve the quantitative fit of these graphs (since de-
tailed physical modeling of the machine is infeasible at
the present time due to the limited access to the ma-
chine’s internal mechanism), beyond noting that the set
of examples in [3] does not appear to provide a robust
regime, in the sense described above, where the results
of the D-Wave machine diverge from SSSV.
In a strict sense, establishing that a phenomenon is
truly “quantum” at a large scale is extremely challenging,
since it involves ruling out all possible classical explana-
tions. While this is not practically feasible, it is difficult
to overemphasize the importance of carefully ruling out
1We note that introducing similar Gaussian errors on the cou-
plings does not seem to affect the simulation results.
a range of classical models. Specifically, we hope that
this note demonstrates the value of carefully consider-
ing elaborations of the rather rudimentary SSSV model
while investigating how well it matches the behavior of a
complex machine like D-Wave.
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Figure 5: Further simulations of the modified SSSV model reveal that it reproduces various other signatures sug-
gested in [3]. For instance, Fig. 5a exhibits a good qualitative resemblance with the experimental data presented in
Fig. 14 of [3]. Figs. 5b, 5c, and 5d show that the behavior demonstrated in Fig. 4 persists as the problem size scales
up, which is consistent with the experimental results from Fig. 10 of [3].
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