In this technical note, we study the mean square stability-based analysis and controller synthesis of stochastic continuous-time linear networked systems. The stochastic uncertainty is assumed to enter multiplicatively in system dynamics through input and output channels of the plant. Necessary and sufficient conditions for mean square exponential stability are expressed in terms of the input-output property of deterministic or nominal system dynamics captured by the mean square system norm and variance of channel uncertainty. The stability results can also be interpreted as small gain theorem for continuous-time stochastic systems. Linear Matrix Inequalities (LMI)-based optimization formulation is provided for the computation of mean square system norm for stability analysis and controller synthesis. For a special case of single input channel uncertainty, we also prove a fundamental limitation result that arise in the mean square exponential stabilization of continuous-time linear system. Overall, the contributions in this work generalize the existing results on stability analysis and controller synthesis from discrete-time linear systems to continuous-time linear systems with multiplicative uncertainty. Simulation results are presented for WSCC 9 bus power system to demonstrate the application of developed framework.
I. INTRODUCTION
The problem of stability analysis and control synthesis of systems in the presence of uncertainty has a rich, long history of literature. The literature in this area can be broadly divided into two parts. One part deals with the norm bounds on uncertainty and the other part considers the uncertainty to be a stochastic random variable. Classical robust control addresses this problem when uncertainty is norm bounded [1] , [2] . In this technical note, we study the robust control problem for continuous-time linear dynamics, where the uncertainty is modeled as a stochastic random variable. 
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The stochastic uncertainty is assumed parametric and hence enters multiplicatively in the system dynamics. The analysis and control problem with stochastic multiplicative uncertainty have received renewed attention lately as a model for network controlled system with communication uncertainty.
Some of the classical results involving stochastic stability analysis and control problems are presented in [3] . The work by Wonham [4] is one of the earliest literature on this topic involving continuous-time dynamics with multiplicative measurement and control noise. In [5] , frequency domain-based stability criteria for continuous-time LTI system with state dependent noise is derived.
The authors in [6] study the LQR problem for continuous-time linear systems with state-dependent noise entering only in the state dynamics. In [7] , mean square exponential stability analysis and static state feedback control design for stochastic systems with state-dependent control noise are studied. The same authors, using state feedback control, developed robust stabilization results for continuous and discrete-time uncertain LTI systems in [8] .
In [9] and [10] , the authors, using state feedback propose an input-output operator approach for characterizing the stability radii and maximizing the stability radii. In [11] , the author provides a comparison of necessary and sufficient conditions with dynamic and static output feedback controller involving stochastic multiplicative uncertainty and deterministic norm bounded uncertainty respectively. Bernstein [11] also provides a comprehensive survey of literature on this topic of stochastic stability analysis and control. In [12] , a linear matrix inequality (LMI)-based mean square exponential stability result using static state feedback control is given for continuous-time LTI systems with state dependent noise. Using input/output operator approach, a small-gain theorem for stochastic systems with state-dependent noise only affecting the state dynamics has been developed in [13] .
In contrast to these references, we develop mean square exponential stability analysis and synthesis results with stochastic multiplicative uncertainty, both at the input and output side of the plant. The problem formulation is general enough to address problems involving not only input-output channel uncertainty but also parametric stochastic uncertainty.
Research activities in the area of network controlled system have lead to the renewed interest in the analysis and design of systems with multiplicative uncertainty [14] . In particular, network systems with erasure or time-delay uncertainty in the input or output communication channel can be modeled as a system with multiplicative uncertainty. Issues related to fundamental limitations for stabilization and estimation of networked systems, i.e., largest tolerable channel uncertainty are addressed in [14] - [19] . Fundamental limitation results are extended to nonlinear systems in [20] , [21] . Similarly, the problem of fundamental limitations in linear and nonlinear consensus networks with stochastic interactions among network components are addressed in [22] - [27] . There is also extensive literature on stability analysis of systems involving nonlinear dynamics with multiplicative stochastic uncertainty [28] , [29] . A small gain theorem for MIMO linear systems with multiplicative noise in mean square sense is given in [30] . In [31] , the author considers the discrete-time system with correlated stochastic uncertainties and develops necessary, sufficient conditions for mean square exponential stability expressed in terms of spectral radius of input-output linear matrix operator.
However, all the above results are developed for discrete-time network dynamical systems. The results in this note are inspired from [15] and can be viewed as a continuous-time counterpart of the discrete-time results developed in [15] . Following [15] , we provide a robust control-based framework for the analysis and synthesis of continuous-time linear networked systems with stochastic channel uncertainties.
The main contributions of this technical note can be stated as follows. We provide a necessary, sufficient condition for mean square exponential stability of continuous-time linear networked system with input and output channel uncertainties. The necessary, sufficient conditions for mean square exponential stability are stated in the form of a spectral radius involving mean square system norm.
We show the mean square system norm introduced in [15] for discrete-time system generalizes to continuous-time setting. LMI-based optimization formulation is proposed for the computation of the mean square system norm. The LMI-based optimization formulation is used for the synthesis of a dynamic controller robust to input and output measurement noise. Furthermore, fundamental limitation result for mean square exponential stabilization expressed in terms of the unstable eigenvalues of the open-loop system is derived. One of the main differences between the discrete-time problem set-up discussed in [15] and continuous-time problem set-up is that, we assume the plant dynamics to be strictly proper. The assumption is necessary to avoid two white noise processes from multiplying each other when the signal traverse in the feedback loop. Furthermore by adopting density-based deterministic approach involving Fokker-Planck equation [32] , we avoid the technical challenges associated in dealing with stochastic calculus of stochastic differential equations.
This manuscript is organized in the following way. In Section II, we recall some fundamentals of stochastic continuous-time LTI systems with multiplicative noise and provide the derivation for covariance propagation equation. Section II consists of the modeling of the input and output channels with stochastic uncertainty. Mean square exponential stability analysis for the continuoustime stochastic systems, based on a mean square system norm and is discussed in Section III-A.
Further, in subsection IV-A, we discuss the fundamental limitations that arise in the stabilization of continuous-time LTI systems with stochastic uncertainty at the input for a single input system. Using LMI techniques, controller synthesis for a continuous-time LTI system with stochastic uncertainty is formulated in Section IV-A. Simulation results on a dynamic power network are presented in Section VI. Finally, we conclude the paper in Section VII.
II. PRELIMINARIES AND DEFINITIONS
This section consists of preliminaries and definitions behind the density function based approach for the analysis of stochastic differential equations (SDE's). Consider the following linear SDE with stochastic multiplicative uncertainty,ẋ
where x ∈ R n , for = 1, . . . , m, ξ = d∆ dt with ∆ 1 , . . . , ∆ m being the standard independent
Wiener process (Brownian motion) and σ > 0, for = 1, . . . , m. The standard independent Wiener processes, ∆ i (t) for every = 1, . . . , m satisfy,
(ii) {∆ (t)} is a process with independent increments.
Notation 1: In the following, x(t) is used to denote the solution of system (1) defined in the sense of Itô and notation x is used to describe the states. We refer the readers to [32, Theorem 11.5.1] for technical assumptions leading to existence and uniqueness of solution to SDE (1). It is important to emphasize that these assumptions are satisfied by (1) .
Next, we state the following stability definition for system (1). 
We now consider the following SDE with multiplicative as well as additive stochastic uncertainty.
where
with ∆ 1 , . . . , ∆ m , ζ being the standard independent Wiener process (Brownian motion). It is assumed that the standard Wiener process, ζ is uncorrelated with the processes, ∆ 1 , . . . , ∆ m . We now define the notion of bounded moment stability for system (2) . 
Instead of analyzing the individual trajectories, x(t), we adopt density-based approach as proposed in [32] towards the analysis of stochastic system (2). In particular, the density function ψ(x, t) for the stochastic process x(t) satisfies
The density function, ψ( 
where a i , b i are the i th rows of A, B respectively and h i is the i th entry of H in (2).
Remark 4:
The coefficients, 
whereK andδ are positive constants and are function of bounds that appear in the uniform parabolicity condition and bounds on the initial density function, ψ(x, 0).
These bounds on ψ and its derivatives allow us to multiply the FP equation (3) with any increasing function that increases more slowly than exp(− 1 2 |x| 2 ). The resultant function is decreasing and we can integrate term by term in order to compute moments of ψ(x, t). It is known, for the case of a linear system driven by additive white noise process, if the initial density function, ψ(x, 0), is Gaussian, then ψ(x, t) remains Gaussian for all future time t. Hence, for linear systems with additive white noise forcing, the infinite dimensional FP equation can be replaced with the finite dimensional equation for the evolution of the mean and covariance. In the following lemma, we show the covariance evolution for system (2) with multiplicative noise is closed and does not depend upon higher order moments.
Lemma 5: Define the covariance matrix,
Proof. Consider the quadratic function, V (x) = x P x, for any P = P > 0 that is increasing.
Then,
Taking the time derivative on both sides and after simplification, we obtain [32, Theorem 11.9.1]
where,
The time derivative of E[V |ψ] is obtained by doing integration by parts where we make use of Remark 4. In particular, we make use of the fact that the products, ψV,
vanish exponentially as |x| → ∞ and hence, the higher order moments become zero. By substituting Eq. (6) in Eq. (5), and using the linearity of trace, expectation and commutativity inside trace, we obtain,
By definition of expectation, E[xx |ψ] =Q, we have,
This can be rewritten in terms of an inner product as
Since, P > 0,Q
Furthermore, for H = 0, we obtain the covariance propagation equation for the system (1) without additive noise. 
where I is the identity matrix of size n×n and ⊗ denotes the Kronecker product, ⊕ is the Kronecker sum.
Necessity: The mean square exponential stability of system (1) yields stability of system (7), that is, A is Hurwitz. Since A is Hurwitz, the steady state value ofθ is given by
Now, taking the inverse φ operator, we obtain,
where φ −1 (A −1 B) is finite. Therefore, system (2) is second moment bounded.
Sufficiency: If system (2) is second moment stable, then lim t→∞Q (t) is a finite value. Then, we
where I is the identity matrix. The limit on the right-hand side is finite, if and only if A is Hurwitz, which implies system (7) is stable and hence system (1) is mean square exponentially stable.
III. STOCHASTIC UNCERTAINTY MODELING
In this section, we discuss how the stochastic uncertainty enters into the system dynamics. The problem set-up (as shown in Fig. 1 ) follows closely with the one used in [15] for mean square exponential stability analysis of a discrete-time network. The dynamics of the plant are described by P :
where x p ∈ R n , u p ∈ R d , and y p ∈ R q are the plant state, input, and output, respectively. The state space model for the plant is assumed to be stabilizable, detectable, and strictly proper. Similarly, the controller dynamics are assumed to be strictly proper with the following state space model.
where x k ∈ R n , y k ∈ R q , and u k ∈ R d . The assumption on the controller dynamics being strictly
proper is essential, since it allows us to study the case where the uncertainties enter at both input and output channels (refer to Subsection III-A). If the uncertainty enters only at the input or the output channel, then one can consider the controller dynamics which is not strictly proper [34] .
. . . 
where Λ I(O) are the mean part of the input (output) channel uncertainty, Σ I(O) are the standard deviation of the input (output) channel uncertainty, and ∆ I(O) denotes the vector valued independent
Wiener processes. The corresponding matrices are defined as
Both the input and output channel uncertainties are assumed to be uncorrelated. 
The nominal system has the following state space form.
G :
Finally, this nominal system, G interacting with stochastic uncertainty, ) as shown in Fig. 1b , where the stochastic uncertainty,
. We show the nominal part of the stochastic closed-loop system inside the dotted line in Fig. 1b and for clarity, the individual uncertain channels are shown in feedback. Thus, the resultant stochastic closed-loop system (stochastic MIMO system) has number of feedback connections equal to the number of uncertainties. We now re-enumerate the input and output uncertainties,
) has the following sate space form.
Remark 7: Although we arrive at system (12) given in standard robust control form with input and output channel uncertainties, the framework is general enough to model stochastic parametric uncertainty in system plant, A p , matrix.
Before we conclude this section, we show mathematically that choosing a proper controller will lead to multiplication of white noise processes which many not be a white noise process.
A. Stochastic uncertainty modeling with proper controller
The choice of strictly proper controller is necessary in our formulation to model the stochastic uncertainty in both input and output channels. In this work, the stochastic uncertainty entering the input and output channel is assumed to be uncorrelated and these stochastic uncertainties (white noise) in the feedback loop will multiply when they traverse around the loop. While the multiplication of two white noise process is well defined, the resulting process might not be a white noise and hence the FP equation for the evolution of density cannot be defined.
In the following, we now show mathematically the choice of proper controller (but NOT strictly proper) will lead to multiplication of white noise process in the closed-loop system.
Consider the state space of a strictly proper plant:
and the state space of a proper controller:
and this feedback interconnection of plant and controller are connected through the uncertain channels as shown in Fig. 2 .
Fig. 2: Plant and controller with uncertainty in feedback
The input to the controller and the input to the plant are given by:
with ξ O , ξ I being the white noise processes and ∆ O , ∆ I are the independent standard Wiener processes. Now, the closed-loop system is given bẏ
Notice that, the white noise processes are multiplying in the above closed-loop system (the term marked in red color). This multiplication can be avoided when we consider strictly proper controller or uncertainty in either input or output channels. If the uncertainty is assumed either at the input side or output side (but not both side) of the plant, then we can consider the controller to be a proper system. Stability analysis and controller synthesis results for the case with uncertainty either at the input or at the output case without strictly proper assumption on the controller dynamics have been shown in [34] .
In the next section, we derive necessary and sufficient conditions for mean square exponential stability of system (12).
IV. MEAN SQUARE STABILITY ANALYSIS
We first extend the notion of mean square norm for discrete-time system from [15] to continuoustime system. The mean square norm will be used to analyze the mean square stability of system (12) i.e., the feedback interconnection F(G, d∆ dt
). However, the norm itself is defined for nominal system G with multiple inputs and outputs.
Definition 8: [Mean Square Norm] The mean square norm for nominal system, G, is defined as follows,
where the system, G ij denotes the transfer function of the nominal system corresponding to the input j and output i and G ij 2 denotes the standard H 2 norm.
Remark 9:
In the definition of mean square norm given above, number of inputs and outputs to the nominal system depend on number of uncertainties in the input and output channels. For example, in The stochastic interconnected system (12) can be written as system (1) for which, the mean square exponential stability given in Definition 2 applies. We make the following assumption on the feedback interconnected system (12).
Assumption 10:
(a) The deterministic system (11) denoted by G is internally stable, that is, A is Hurwitz and moreover, G is considered to be stabilizable, detectable and strictly proper.
(b) The initial state of the system G, denoted by x(0) has bounded variance and is independent from ∆ i (t) for each i ∈ {1, . . . , m}.
These assumptions are common in the control literature [1] , [15] . To investigate the stochastic stability of the feedback interconnection F(G, d∆ dt ), it is necessary condition that the system G is internally stable, i.e., if the system G is not internally stable, then the feedback interconnection is mean square unstable. Without internal stability, we cannot analyze the mean square stability of the entire system. In particular, when the system G is internally stable one can determine the maximum tolerable variance of the stochastic uncertainty.
Stabilizability and detectability are again very standard assumptions in the control literature [1] , [15] and they are in fact weaker assumptions than controllability and observability. Moreover, the results we provide in this manuscript are based on H 2 norm computation of this deterministic system.
The assumption on stabilizability and detectability is required in the design of controller and for the computation of H 2 norm [1] . Furthermore, the assumption on strictly proper nature of plant and controller is to avoid the product of two white noise processes (which is defined, but the resultant process might not be a white noise, refer Subsection III-A), when the loop is closed. Finally, the assumption on initial condition is to avoid the complexity of math due to correlations.
The following theorem provides necessary and sufficient conditions for the mean square exponential stability of the interconnected system (12).
Theorem 11: Under Assumption 10, the feedback interconnected system (12) shown in Fig. 1b is mean square exponentially stable, if and only if, there exists a P > 0, such that, it satisfies
Proof. Sufficiency: The covariance propagation equation for the feedback interconnected system with uncertainty isQ
This covariance propagation equation is a matrix differential equation and follows from Lemma 5.
To achieve mean square exponential stability, Q(t) should converge to zero exponentially. To show this, we construct the Lyapunov function V (Q(t)) = tr(Q(t)P ), where P > 0. Then,
Then, we obtain,V (Q(t)) = tr(−Q(t)M ) for some positive matrix M > 0. Since M > 0, there
> 0, such that αP ≤ M . Therefore,V (Q(t)) ≤ −αV (Q(t)) and it follows, system (12) is mean square exponentially stable.
Necessity: Let φ : R n×n → R n 2 be a bijective operator [33, Chapter 2] which converts a matrix into a column vector. Assume, system (12) to be mean square exponentially stable. Then, we know, the covariance matrix, Q(t), converges exponentially to zero. This implies, we have a stable evolution for ϑ(t) = φ(Q(t)) ∈ R n 2 with the following dynamics,
Stability of system (15) implies A is Hurwitz and hence
A is also Hurwitz. Therefore, the evolution,ṙ(t) = A r(t) is stable and satisfies the following matrix differential equation,
which is also stable, where R(t) = φ −1 (r(t)). Let R(0) > 0, and R(t) denote the solution for Eq. (16) . Since R(t) satisfies the stable first order linear differential equation, the function P (t) = t 0 R(τ )dτ has a finite value. Integrating on both sides of Eq. (16) and simplifying, we obtaiṅ
Observing that Eq. (16) is stable, as t → ∞, we obtain,
where P := lim t→∞ P (t). The result now follows by noticing that R(0) > 0.
The ensuing result gives an alternative representation of the inequality given in Eq. (13), which is helpful in writing the LMI-based optimization for computing the mean square norm of system G.
The following lemmas, theorems, and their proofs can be viewed as continuous-time counterpart of the discrete-time results from [15] .
Lemma 12: The inequality, Eq. (13) holds, if and only if, there exists a Q > 0, and α > 0 for every = 1, 2, . . . , m, such that
Proof. The dual inequality equivalent to Eq. (13) is
where Q > 0. Observe the straight forward substitution leads to a sufficiency condition. In showing the necessary part, for some matrix M > 0, the inequality (18) can be rewritten as
Since we have, Using this in Eq. (19), we get
Define α = + σ 2 C i QC and we obtain,
In the ensuing result, a LMI-based optimization formulation is provided for the computation of mean square system norm.
Lemma 13: Suppose A is Hurwitz and let θ > 0 be a diagonal matrix. Then, we obtain,
Proof. For the system, θ
Gθ, the mean square exponential stability conditions can be equivalently written as, there exists a Q > 0, such that, it satisfies the following inequalities.
where θ 's are the diagonal elements of θ. The column vector, B 's are the columns of B matrix and the row vector, C 's are the rows of C matrix. Now, multiply on both sides of inequality (27) by Q −1 := P, and writing it in compact form, we obtain
Further, satisfying the mean square exponential stability conditions, the element wise inequalities shown in Eq. (28) can be written in compact form as a linear matrix inequality as shown below.
Now rewriting Eqs. (29), (30) using Schur compliments, the computation for H 2 norm problem can be written as an LMI optimization problem as shown below.
Now, the cost is modified to obtain the result by observing the difference between
The computation of H 2 norm problem as an LMI optimization problem is not new and has been discussed in [1] , [35] . A similar result for the discrete-time case has been discussed in [15] .
The following theorem is the main result in this section and provides equivalent necessary, sufficient conditions for mean square exponential stability of feedback interconnected system (12) .
In fact, the results of the following theorem can be viewed as a stochastic counterpart of the small gain theorem for the continuous-time system. Theorem 14: Under Assumption 10, consider the feedback interconnected system (12) as shown in Fig. 1b) . Then, the following stability conditions for mean square exponential stability are equivalent. (b) ⇔ (c) This result follows by distributing the system to single input single output systems and using the spectral radius definition of nonnegative matrices discussed in [36] .
In the special case of all variances to be the same, the result follows from Lemma 13 and by
Here, the mean square norm is computed for the transformed system θ −1
Gθ. The scaling factor, θ, ensures the mean square norm with respect to all inputs and outputs is same. Hence, for a SISO system, the scaling factor, θ, does not come into play. Moreover, in the case for a SISO system, the mean square norm is equal to the standard H 2 norm.
Remark 15:
The equivalent condition (c) from Theorem 14 can be used to determine the maximum tolerable variance of uncertainty σ * above which the feedback interconnection will be mean square exponentially unstable. In particular, the critical σ * is given by
The results derived until here provide a framework for determining the largest variance of channel uncertainty. However, the variance value itself must be computed numerically. We do not have the analytical expression for the largest variance value expressed in terms of characteristics of the openloop system dynamics. Later, in the simulation section, we show the variance value is a function of both the open-loop unstable poles and zeros. Therefore, in the next section, for a special class of systems, single input system with full state feedback, we show analytically, the maximum variance that can be tolerated by the nominal system with state feedback controller.
In the following, we summarize how the stochastic system with multiplicative uncertainty is written in a form that is standard in robust control theory.
(a) The original system consists of feedback interconnection of plant dynamics, denoted by P, with the controller, K, where the plant is connected to the controller through input and output channel with uncertainty. The uncertainty in the input and output channels are written as mean plus stochastic (i.e., zero mean) part. In particular, the input and output channel uncertainty, Ξ I and Ξ O respectively are written as
where Λ I(O) are the mean part of the input (output) channel uncertainty, Σ I(O) are the variance of the input (output) channel uncertainty, and ∆ I(O) denotes the vector valued independent
Wiener processes. The resultant system is a stochastic system with multiplicative uncertainty.
(b) Next, we combine the plant dynamics, the controller dynamics, and the mean part of the channel uncertainties (as shown inside the dotted box in Fig. 1a to construct the mean or nominal closed loop system denoted by G := F(P, K)).
(c) Finally, the nominal closed-loop system G interacts with the zero mean input and output channel uncertainty through the disturbance signal, w, and control signal, z. We stack all the input and output channel uncertainties as ∆ 1 , . . . , ∆ m where m = p + q (i.e., sum of input and output channel uncertainties) to close the uncertainty loop over the nominal dynamics G as shown in Fig. 1b . This closed-loop system is denoted by F(G,
d∆ dt
)
. Now, we can analyze the mean square exponential stability of this closed-loop system by applying Theorem 14.
A. Fundamental limitations in a single input case
In this section, we discuss the fundamental limitations in the mean square stabilization for a special case, single input system with full state feedback. The channel uncertainty is assumed at input side only. With single uncertainty in the feedback loop, the mean square system norm is reduced to standard H 2 norm. Furthermore, using the standard results from robust control theory [37] , we know using the full state feedback measurements, the optimal H 2 performance obtained from static and dynamic controllers are the same. Hence, to find the controller giving optimal H 2 norm, it is enough to restrict the search to the class of static controllers. With some abuse of notation, we write the single-input LTI system with input channel uncertainty as follows.
whereû ∈ R, µ = 0 and σ are the mean and standard deviation of the white noise process, ξ = We now make the following assumption. 
This closed-loop system (21) can be further written as a SISO system with nominal system G and stochastic uncertainty, ξ in the feedback. The system matrices of the nominal system, G are 
This follows by noticing that the disturbance (w) and control (z) signals are given by w = ξz and z = Kx respectively. We recall that the mean square norm for the SISO system (21) is equivalent to H 2 norm of the system (21) . Based on this, we first show the necessity part.
Necessity: From Theorem 14, we know that the necessary condition for mean square exponential stability is, σ 2 G 2 2 < 1. The H 2 norm of G, i.e., G 2 , is given by B P B where P > 0, and is obtained from
Now, the optimal K satisfying Eq. (22) is obtained by minimizing the left hand side (lhs) of Eq. (22), i.e., by taking the derivative of lhs of Eq. (22) w.r.t K and equating it to zero which yields, K = −µB P . Using this optimal K in Eq. (22), we obtain,
Further, we rewrite this equation by multiplying and dividing the last term with σ 2 B P B to obtain
Now, using the given relation, σ 2 B P B < 1 from mean square exponential stability, we can rewrite Eq. (23) as
− 1 2 on both sides, we obtain,
Now, taking trace on both sides of Eq. (25) and using the properties of trace, we have, 2tr(A o ) < µ 2 σ 2 . Sufficiency: It is enough to show, σ 2 B P B < 1, where P > 0 satisfies Eq. (22) . Consider Eq.
(22) and choose K = −µB P to rewrite Eq. (22) as
Pre and post multiplying Eq. (26) by P − 1 2 on both sides and then taking trace on both sides, we obtain,
Given, 2
Then, Eq. (27) simplifies to µ 2 B P B < µ 2 σ 2 and hence the result follows. In the next section, we discuss the controller synthesis formulation when all the uncertainties in the input and output channels are considered to be same, i.e., σ
V. MEAN SQUARE CONTROLLER SYNTHESIS
In this section, we tackle the controller synthesis problem for the closed-loop system, F(G,
d∆ dt
).
The controller is designed such that the closed-loop system can tolerate maximum uncertainty. Using part (c) of Theorem 14 and Lemma 13, we pose the controller synthesis problem as an LMI-based optimization problem,
Moreover, the designed K satisfies Assumption 10a) which is, the nominal system G = F(P, K) is internally stable.
This optimization provides a robust optimal controller by searching in the space of linear timeinvariant stabilizing controllers that minimizes the mean square norm. However, searching for a robust optimal controller is a nonconvex problem. This problem can be made convex by following the approach given in [35] along with fixing the variable θ. Later, in simulations, we solve the optimization problem for the controller by keeping the variable θ constant. The resultant controller formulation is given in the ensuing theorem.
Theorem 18: Given a plant P and for any θ > 0, the optimization problem:
is equivalent to the following LMI optimization:
where X, Y, S are positive definite symmetric matrices of size n × n, n × n, m × m, andÂ,B,Ĉ are matrices of sizes n × n, n × q, d × n correspondingly. Furthermore,
A feasible solution to the above optimization is a controller of the order of the plant, P. Then, the system matrices of the controller can be uniquely obtained as follows: Proof. The result follows from Lemma 13 and applying congruence transformation as shown in [35] .
A similar result on controller synthesis in the case of a discrete-time system with uncertainty in feedback communication channels is given in [15] . Furthermore, in [15] , the author briefly mentions different ways to approach this type of nonconvex problem. One of the ways to solve the controller synthesis problem is by applying sub-optimal methods, such as the D-K iteration [1] . In this approach, first θ is fixed to solve for the controller matrices and then θ is updated by keeping the controller matrices constant. This process is continued until the update equation for θ converges. In general, this approach does not guarantee a global optimal controller, but can always provide a local optimal controller. The D-step formulation in the D-K iteration is given as follows.
In the D-step of D-K iteration, only θ is the optimization variable.
We remark that dealing with fixed-order controllers is a difficult problem. The controller matrices can be extracted easily only when the controller is of the size of the plant. Similar formulations can be seen in [15] and [35] .
Designing a static output feedback controller in general even for a deterministic system is a hard problem hence we expect that designing a mean square stabilizing output feedback controller will be a difficult problem. However, we agree that this will be an interesting problem to study in our future research.
In the subsection involving fundamental limitations result on a single input full state feedback case, we have designed a static state feedback controller. In this case, we applied the standard result from the robust control theory [37] , where the optimal H 2 performance obtained from static and dynamic controllers are the same for systems with full state feedback.
VI. SIMULATION
In this section, the WSCC 9 bus system is considered to demonstrate the results developed in this note. The WSCC 9 bus system with nine buses and three generators (Fig. 3) is an approximation to the Western System Coordinating Council (WSCC). Using the proposed approach, we can determine the critical noise variance that can be tolerated in the communication channels while maintaining the mean square exponential stability. Further, we design a robust wide area controller that can tolerate maximum possible channel uncertainty.
Consider the structure preserving power network model consisting of a linearized swing equation.
The resultant dynamic model of the power network is given by  δ ω 
The elements of the Laplacian matrix corresponding to the power network gives the admittance- 
We change the output of the system as shown in Table I to determine the impact of open-loop zeros on σ 2 * . With single input single output, the critical value for σ 2 * can be computed using the H 2 norm of the system where the matrix A is given by Eq. (28) and the B matrix is given in Eq. (29) . The C matrix is varied as shown in Table I The directions corresponding to the non-minimum phase zeros (unstable zeros) in state space needs more input energy to control and has less output energy to observe. In other words, the nonminimum phase zeros increase the phase lag of the system and the controller must utilize extra effort to nullify its effect. This increases the overall H 2 norm for the closed-loop system. Hence, the uncertainty that can be tolerated by a system with non-minimum phase zeros far away from the imaginary axis is very small [2, Chapters 5,6]. Assume, uncertainty enters both at the input and output channels with identical variance, σ 2 . With θ fixed, a dynamic stabilizing feedback controller is designed by solving the LMI-based optimization problem using CVX package in MATLAB. Now, applying Theorem 14, we obtain σ 2 * = 0.031. To verify the theoretical prediction for the critical value of σ 2 * , we compute the steady state covariance for the closed-loop system for varying values of σ 2 . The corresponding plot is shown in Fig. 4 and observe the covariance grows unbounded as the critical value of σ 2 * is approached. Further, a non-robust controller based on observer feedback is designed and the critical variance of the corresponding system is σ 
