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Zaključna naloga obravnava tematiko implementacije tehnologije nadgrajene realnosti na 
ročno montažno mesto. V teoretičnem delu naloge smo predstavili osnove ročne montaže z 
vidika principov Industrije 4.0. Podrobneje smo pregledali tehnologije nadgrajene realnosti 
in opisali osnove njihovega delovanja. V praktičnem delu naloge smo s pomočjo očal za 
nadgrajeno realnost Meta 2, v igralnem pogonu Unity, razvili uporabniški vmesnik, ki 
delavcu na ročnem montažnem mestu prikazuje montažna navodila. Cilj zaključne naloge je 
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The following thesis deals with the implementation of Augmented Reality (AR) technology 
on manual assembly workstation. In the theoretical part of our work we presented the basics 
of manual assembly in regard to Industry 4.0 principles. We reviewed the AR technology in 
detail and described basics of its operation. In the practical part of our work, we developed 
an AR user interface in the Unity game engine, for use with Meta 2 AR glasses, for the 
purpose of showing assembly instructions on manual assembly workstation. The goal of this 







Kazalo slik ................................................................................................................... viii 
Kazalo preglednic .......................................................................................................... x 
Seznam uporabljenih okrajšav ................................................................................... xi 
1 Uvod .............................................................................................. 1 
1.1 Ozadje problema ................................................................................................. 1 
1.2 Cilji ........................................................................................................................ 1 
2 Teoretične osnove ........................................................................ 2 
2.1 Montaža ................................................................................................................ 3 
2.1.1 Montažni proces ................................................................................................ 4 
2.1.2 Ročna montaža in I4.0 ...................................................................................... 5 
2.2 Mešana realnost ................................................................................................... 8 
2.2.1 Virtualna realnost .............................................................................................. 8 
2.2.2 Nadgrajena realnost .......................................................................................... 8 
2.2.3 Razvoj AR aplikacij ........................................................................................ 13 
3 Metodologija .............................................................................. 14 
3.1 Pregled izdelka in RMM ................................................................................... 15 
3.1.1 Izdelek ............................................................................................................. 15 
3.1.2 RMM ............................................................................................................... 18 
3.2 Razvoj AR menija .............................................................................................. 19 
3.2.1 Določitev zahtev za AR meni ......................................................................... 19 
3.2.2 Skica uporabniškega vmesnika ....................................................................... 19 
3.2.3 Igralni pogon Unity ......................................................................................... 20 
3.2.4 Uporabljene knjižnice za AR .......................................................................... 21 
3.2.5 Struktura aplikacije ......................................................................................... 23 
3.2.6 Testiranje in odprava napak ............................................................................ 33 
4 Rezultati ..................................................................................... 36 
5 Zaključki .................................................................................... 40 





Slika 2.1: Industrijske revolucije [2]. ................................................................................................. 2 
Slika 2.2: Značilnosti montažnih sistemov [4]. .................................................................................. 3 
Slika 2.3: Osnovne oblike struktur izdelkov [3]................................................................................. 4 
Slika 2.4: Preslikava strukture izdelka v strukturo montažnega procesa [6]. ..................................... 5 
Slika 2.5: Značilnosti montažnih sistemov I4.0 [8]. ........................................................................... 6 
Slika 2.6: Primer Poka-Yoke izdelka [10]. ........................................................................................ 7 
Slika 2.7: Pick-by-Light zalogovnik [12]. .......................................................................................... 7 
Slika 2.8: Poenostavljen prikaz kontinuuma realnost-virtualnost [13]. ............................................. 8 
Slika 2.9: AR mobilna aplikacija [18]. ............................................................................................... 9 
Slika 2.10: Optično prepustni naglavni prikazovalnik [17, 19]........................................................ 10 
Slika 2.11: AR očala Meta 2 [20]. .................................................................................................... 11 
Slika 2.12: Optimalno območje zaznave rok [22]. ........................................................................... 11 
Slika 2.13: Območje idealne postavitve elementov – stransko [22]. ............................................... 12 
Slika 2.14: Območje idealne postavitve elementov – tloris [22]...................................................... 12 
Slika 2.15: Logotip pogona Unity [23]. ........................................................................................... 13 
Slika 3.1: DEMO center – pametna tovarna..................................................................................... 14 
Slika 3.2: Mikroračunalnik Raspberry Pi 3 model B+ [24]. ............................................................ 15 
Slika 3.3: Sestavni deli ohišja – varianta 1. ...................................................................................... 15 
Slika 3.4: Ohišje – varianta 2. .......................................................................................................... 16 
Slika 3.5: Struktura izdelka. ............................................................................................................. 16 
Slika 3.6: Struktura montažnega procesa. ........................................................................................ 17 
Slika 3.7: Ročno montažno mesto in pozicija vmesnika. ................................................................. 18 
Slika 3.8: Skica uporabniškega vmesnika. ....................................................................................... 19 
Slika 3.9: Glavni deli programa Unity. ............................................................................................ 20 
Slika 3.10: Objekti iz knjižnice Meta2, v hierarhičnem oknu. ......................................................... 21 
Slika 3.11: Spreminjanje velikosti objekta v AR [22]. ..................................................................... 22 
Slika 3.12: Gradniki AR aplikacije. ................................................................................................. 24 
Slika 3.13: Klic funkcije v gumbu. .................................................................................................. 25 
Slika 3.14: Montažno navodilo v Unity. .......................................................................................... 26 
Slika 3.15: Scenski pogled – prva stran montažnih navodil. ............................................................ 26 
Slika 3.16: Izbira funkcije, ki jo kliče gumb. ................................................................................... 27 
Slika 3.17: Skripte v nosilcu skript. ................................................................................................. 28 
Slika 3.18: Skripta MovePosition..................................................................................................... 29 
Slika 3.19: Skripta VelikostUI. ........................................................................................................ 29 
Slika 3.20: Skripta StartScript. ......................................................................................................... 30 
Slika 3.21: Skripta NavigacijaNavodila - funkcija »Naprej«. .......................................................... 31 
Slika 3.22: Komponente uvoženega 3D modela. ............................................................................. 32 
Slika 3.23: 3D model mikroračunalnika Raspberry Pi. .................................................................... 33 
 
ix 
Slika 3.24: Problem z globinsko okluzijo. ....................................................................................... 34 
Slika 3.25: Izklopljena globinska okluzija. ...................................................................................... 34 
Slika 4.1: Prikaz montažnih navodil v AR. ...................................................................................... 36 
Slika 4.2: Premikanje AR menija. .................................................................................................... 37 










Seznam uporabljenih okrajšav 
Okrajšava Pomen 
AR nadgrajena realnost (angl. Augmented Reality) 
BD bazni del 
FMS fleksibilni montažni sistemi 
FOV vidno polje (angl. Field of View) 
GPS globalni sistem pozicioniranja (angl. Global Positioning System) 
I izdelek 
I4.0 Industrija 4.0 
IMU inercialna merilna enota (angl. Inertial Measurement Unit) 
KO kontrolna operacija 
MO montažna operacija 
MR mešana realnost (angl. Mixed Reality) 
PS podsestav 
RMM ročno montažno mesto 
RFID radio frekvenčna identifikacija (angl. Radio Frequency 
Identification) 
SD sestavni del 
SDK komplet za razvoj programske opreme (angl. Software Development 
Kit) 
SLAM sočasna lokalizacija in mapiranje prostora (angl. Simultaneous 
Localization And Mapping) 
SO strežna operacija 
UI uporabniški vmesnik (ang. User Interface) 









1.1 Ozadje problema 
V zadnjih letih se zaradi vedno večje konkurence na globalnih trgih vse več podjetij usmerja 
v razvoj po načelih Industrije 4.0. Temelj teh načel je digitalizacija procesov podjetja, eden 
prvih korakov do pametne tovarne. Elementi pametne tovarne so povezani v mrežo, kjer 
procesi med seboj ves čas komunicirajo, od naročila izdelka, izdelave, montaže vse do 
prejema plačila. Vse to nam omogočajo razne nove tehnologije in ena od njih je tehnologija 
nadgrajene realnosti (angl. Augmented Reality AR). Tehnologije AR so relativno nove 
tehnologije, ki se v zadnjih letih pospešeno razvijajo. Omogočajo nadgradnjo realnosti z 
virtualnimi objekti in tako odpirajo vrata v povsem drugačno vrsto prikazovanja informacij. 
Animirajo lahko 3D objekte, ki jih upravljamo z rokami. Prikazujejo lahko digitalne slike v 
realnem prostoru ter hkrati s kamero zajemajo fotografije in berejo kode QR. Vse te lastnosti 
kažejo na potencialno uporabo AR tehnologij na ročnih montažnih mestih, kjer se AR 
tehnologija še ne uporablja. Eden glavnih problemov je ugotoviti, kako implementirati AR 
tehnologijo na ročnih montažnih mestih. 
 
1.2 Cilji 
Glavni cilj zaključne naloge je spoznati področje AR tehnologije in možnosti uporabe AR 
tehnologije na ročnih montažnih mestih. V teoretičnem delu bomo pregledali področje 
montaže in AR tehnologij. Podrobneje bomo pregledali ročna montažna mesta v okviru 
Industrije 4.0 in opisali delovanje ter gradnike AR tehnologij. V praktičnem delu naloge 
bomo z AR očali Meta 2 in igralnim pogonom Unity razvili uporabniški vmesnik, ki bo 






2 Teoretične osnove 
Prva industrijska revolucija je konec 18. stoletja prinesla mehanizacijo proizvodnje, kjer so 
stroji zamenjali ročno proizvodnjo. Konec 19. in v začetku 20. stoletja se je začela 2. 
industrijska revolucija, ki so jo zaznamovale proizvodne tovarne, elektrifikacija, napredni 
stroji, še posebej pa množična proizvodnja. Med 50. in 70. leti 20. stoletja se je zgodila 3. 
industrijska revolucija, znana kot digitalna revolucija, ki je temeljila na digitalni tehnologiji 
in računalnikih ter s tem obeležila začetek informacijske dobe [1]. 
 
V zadnjih letih se v industriji veliko govori o četrti industrijski revoluciji oziroma o Industriji 
4.0 (I4.0). Zaznamujejo jo kibernetsko-fizični sistemi, »pametni« izdelki, stroji, procesi in 
tehnologije, ki zabrisujejo meje med realnim in virtualnim svetom. Vse to se skupaj združi 
v pametne tovarne, ki so sposobne upravljati kompleksne procese, izdelovati izdelke z večjo 
učinkovitostjo in so manj podvržene zastojem. Ljudje, stroji, izdelki in drugi viri 
komunicirajo drug z drugim s pomočjo digitalnih informacijskih tehnologij. Poleg tega 










Namen montaže je sestaviti izdelek. Pri tem so uporabljeni različni izdelovalni postopki 
oziroma operacije sestavljanja. Skupek vseh montažnih operacij, ki so potrebne za izdelavo 
določenega izdelka, je opredeljen kot montažni proces. Montaža je tako del izdelovalnega 
procesa, kjer izdelki dobijo končno uporabno vrednost [3]. 
 
Za izvajanje montažnih procesov moramo imeti na voljo vire – stroje in ljudi, ki skupaj 
tvorijo montažni sistem. Montažne sisteme lahko obravnavamo glede na stopnjo 
avtomatizacije, fleksibilnost in organiziranost [4]. 
 
Stopnja avtomatizacije je določena z izvorom energije, vodenjem orodij, krmiljenjem 
procesa in nadzorom sistema. Realni montažni sistemi so največkrat mešanica ročnih in 
avtomatiziranih mest in jih označimo kot hibridne montažne sisteme. Na sliki 2.2 so 




Slika 2.2: Značilnosti montažnih sistemov [4]. 
 
Fleksibilni montažni sistemi (FMS) so sposobni hitro in učinkovito preklopiti na nove naloge 
in sestavljati različne produkte. Ločimo ročne montažne sisteme, robotizirane celice in linije 
ter hibridne sisteme, ki povezujejo ročne, avtomatizirane in robotizirane montažne enote [4]. 
V avtomatizirane FMS je večkrat treba vključiti ročna montažna mesta. To se stori, ko je 
potrebno [5]: 
‐ izvajanje montažnih operacij, ki še niso avtomatizirane,  
‐ izvajanje montažnih operacij med okvaro,  
‐ izvajanje popravil, 
‐ nadzorovanje delovanja naprav. 
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2.1.1 Montažni proces 
2.1.1.1 Struktura izdelka 
Za normalno delovanje montažnih sistemov je treba imeti opredeljene montažne procese. To 
so vse aktivnosti, ki so potrebne, da iz sestavnih delov, sklopov in materiala nastane izdelek. 
Torej je treba definirati izdelek in njegovo strukturo, ki opisuje razmerje med sestavnimi deli 
(SD), podsestavi (PS) in materialom ter prikazuje, kako se SD združujejo v PS in naprej v 
končni izdelek (I) [3].  
 
Najbolj pregledna predstavitev izdelka je s strukturnim drevesom. Osnovne oblike struktur 
so prikazane na sliki 2.3. Pri enostavni dvonivojski strukturi se SD montirajo neposredno v 
končni izdelek in vrstni red montaže ni pomemben. Pri večnivojski linijski strukturi se SD 
sestavljajo v podsestave, v katere se naprej po nivojih sestavljajo SD in tako do končnega 
izdelka. Pri tem je točno določeno zaporedje montažnih operacij (MO). Pri večnivojski 
razvejani strukturi, se SD sestavijo v PS ali v podsklope. Ti se naprej sestavijo v izdelek in 
zaporedje MO ni določeno ter se lahko sestavljajo na različnih montažnih mestih [3]. 
 
Posebej je treba omeniti variantne izdelke, ki imajo enake funkcije in podobne oblike, vendar 
so nekateri SD drugačni. V strukturnem drevesu se to posebej označi, npr. kot je prikazano 
na sliki 2.3. Primer variantnih izdelkov so kemični svinčniki istega modela, a različnih barv. 




Slika 2.3: Osnovne oblike struktur izdelkov [3]. 
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2.1.1.2 Montažne operacije 
Struktura izdelka se prevede v strukturo montažnega procesa. Enostaven primer je prikazan 
na sliki 2.4. Montažni proces je sestavljen iz MO in njihovega zaporedja. MO je osnovna 
enota montažnega procesa, opredeljena z vrsto MO, načinom izvajanja, montažno enoto, ki 
izvaja MO ter s časom, potrebnim za MO. Obstaja več vrst MO [6]: 
‐ operacije sestavljanja, določene z zvezami na izdelku, 
‐ operacije strege, povezane z dodajanjem SD na montažno mesto in z gibanjem SD med 
montažnimi mesti, 
‐ operacije kontrole, potrebne za zagotavljanje kakovosti izdelka, 




Slika 2.4: Preslikava strukture izdelka v strukturo montažnega procesa [6]. 
 
 
2.1.2 Ročna montaža in I4.0 
Pri ročni montaži opravila izvaja delavec, ki s svojimi psihofizičnimi sposobnostmi vpliva 
na organiziranost procesa. V drugi smeri tudi sistem vpliva na delavca. Delo zahteva čim 
krajše montažne čase in enakomerno kakovostne izdelke, hkrati pa mora biti organizirano 
tako, da ne pride do poškodb, utrujenosti, poklicnih bolezni ter da so delavci nasploh 
zadovoljni. Zato morajo biti ročna montažna mesta (RMM) prilagojena človeku in glavna 
stvar, ki jo je treba tu upoštevati, je ergonomsko oblikovanje RMM [1, 7]. 
 
Za ergonomsko oblikovano RMM je treba: 
‐ upoštevati velikost človeka, 
‐ zagotoviti ustrezno osvetlitev, 
‐ omogočiti prilagoditev montažnega mesta delavcu, 
‐ ustrezno oblikovati in postaviti prijemalne prostore. 
 
Računalniško podprto oblikovanje RMM omogoča jasno predstavitev naštetih stvari v 
virtualnem okolju in analizo z vidika stroškov [7]. 
 
Nove tehnologije, razvite po principih Industrije 4.0, omogočajo oblikovanje modernih 
RMM, ki so opremljena s senzorji, vizualnimi sistemi, so brezžično povezana z drugimi 
enotami pametne tovarne in med seboj komunicirajo v realnem času. To ne velja samo za 
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RMM, ampak nasploh za vse montažne sisteme. Na sliki 2.5 so prikazane glavne značilnosti 
montažnih sistemov v Industriji 4.0 [8]. 
 
Pomoč pri montaži izboljša kakovost montažnih operacij in skrajša njihove čase. Procese in 
naprave zasnujemo po principih metode Poka-Yoke, ki je opisana v naslednjem 
podpoglavju. V RMM vključimo vizualne sisteme ali kot zaslone ali kot očala za nadgrajeno 









Poka-Yoke (jap. Poka – napaka, Yoke – preprečiti) je metoda, s katero procese in izdelke 
zasnujemo tako, da do napak sploh ne more priti oziroma so hitro zaznane in odpravljene. Z 
njo se poskušamo znebiti slabosti statističnega nadzora napak, kjer okvar na izdelkih ni 
mogoče izničiti. Pri naključni kontroli izdelkov vedno obstaja možnost, da kupec dobi 
izdelek z okvaro [9]. 
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Metodo implementiramo ali na nivoju izdelka ali na nivoju procesov oz. naprav. Na sliki 2.6 
je prikazan primer, kjer oblika zagotavlja, da pri priklopu kabla ne pride do napake. Poka-





Slika 2.6: Primer Poka-Yoke izdelka [10]. 
 
Eden izmed sistemov, ki temelji na Poka-Yoke principih in je uporaben v ročni montaži, je 
Pick-by-Light sistem. Gre za sistem, ki preko svetlobnih signalov usmerja delavca skozi 
montažne operacije. Svetlobni signal se prikaže pri sestavnem delu, ki ga je treba vzeti za 
naslednjo montažno operacijo, senzor pa spremlja, ali delavec vzame pravilen SD. Če se 
delavec približa napačnemu zalogovniku, oz. vzame napačni kos, se sistem odzove in 
opozori na napako (npr. z rdečo lučjo). Na sliki 2.7 je prikazan zalogovnik, ki kaže koliko 
SD je še v njem. Pick-by-Light sistem omogoča znatno zmanjšanje časa montaže. Proces 
nadzoruje računalnik, ki lahko vmes tudi preklopi iz ene variante izdelka na drugo. Delavec 
se pri tem osredotoči na montažo in se ne obremenjuje z branjem navodil [11]. 
 
 





2.2 Mešana realnost 
Izraz mešana realnost (angl. Mixed Reality MR) je prvič uvedel Paul Milgram leta 1994. 
Izraz predstavlja celotno območje na kontinuumu realnost-virtualnost, ki je prikazan na sliki 
2.8. Na eni strani kontinuuma je katerokoli okolje, sestavljeno iz resničnih objektov, na drugi 
pa okolje, ki je sestavljeno samo iz virtualnih objektov. Znotraj tega je torej mešana 




Slika 2.8: Poenostavljen prikaz kontinuuma realnost-virtualnost [13]. 
 
 
2.2.1 Virtualna realnost 
Virtualna oziroma navidezna realnost (angl. virtual reality VR) je vrsta računalniške 
simulacije, kjer imamo občutek, da smo v tridimenzionalnem računalniško ustvarjenem 
okolju. Postanemo del virtualnega sveta in smo sposobni manipulirati z virtualnimi objekti. 
 
VR se danes najbolj uporablja v računalniških igrah. Uporabna je tudi v drugih področjih, še 
posebej vojska, zdravstvo, umetnost, arhitektura itd. V vojski se lahko vojaki učijo simulacij 
letenja, zdravniki lahko spoznajo kritične situacije in se kasneje v realnosti lažje spopadejo 
z njimi [14]. 
 
V industriji je uporaba VR priročna, saj lahko prikažemo celotno tovarno in si simulirane 
procese predstavljamo dosti bolj nazorno kot samo preko 3D aplikacije na navadnem 
zaslonu. Kupec tudi lažje vidi tovarno že vnaprej, oz. si jo ogleda na daljavo [14]. 
 
 
2.2.2 Nadgrajena realnost 
Nadgrajena realnost (angl. Augmented Reality AR) oz. večkrat tudi obogatena realnost ali 
razširjena realnost je izkušnja, kjer uporabnik vidi realno okolje, ki je nadgrajeno z 
virtualnimi objekti. AR ima tri ključne lastnosti [15]: 
‐ združuje realne in virtualne objekte v realnem okolju, 
‐ deluje interaktivno in v realnem času, 




Uvedba AR ima veliko prednosti v montažnih procesih predvsem za pomoč pri montaži. S 
tem prihranimo na času, poveča se učinkovitost dela in pri montažnih procesih se zmanjša 
število napak. Uporaba AR v montaži je možna tudi za treniranje delavcev in za planiranje 
montažnih procesov [16]. 
 
 
2.2.2.1 Delovanje in gradniki AR sistemov 
Vsak AR sistem potrebuje strojno in programsko opremo, da lahko ustvari nadgrajeno 
realnost. V splošnem je sestavljen iz štirih osnovnih komponent [17]: 
‐ sledilni sistem, ki omogoča sledenje uporabnikovega položaja in smer pogleda, 
‐ strežnik virtualnih predmetov, ki shranjuje virtualne objekte in izvaja procesiranje, 
potrebno za združevanje realnosti in virtualnosti, 
‐ prikazovalnik, ki omogoča pogled v AR, 
‐ sistemi za interakcijo oz. uporabniški vmesniki, ki omogočajo upravljanje računalniško 
ustvarjenih virtualnih predmetov. 
 
Sledilni sistem sledi uporabnikovemu položaju in smeri pogleda. Za sledenje uporablja 
različne tehnologije, ki so v boljših sistemih združene v hibridni sledilni sistem. Med drugimi 
so to pospeškometer, kamera, GPS, RFID [17]. Eden pogostejših načinov sledenja v sedanjih 
napravah za AR je kombinacija pospeškometra z vidom (kamero). 
 
Strežnik virtualnih predmetov je običajno računalnik, zadnje čase so aktualni tudi pametni 
telefoni. Njegova naloga je streženje virtualnih predmetov, ki jih potrebuje določeni sistem 
nadgrajene realnosti [17].  
 
Prikazovalnik s pomočjo optičnih in video tehnologij omogoča uporabniku pogled na realno 
okolje, ki je nadgrajeno z virtualnimi objekti. Prikazovalnike delimo na štiri skupine: 
naglavne, ročne, prostorske in zaslonske [17].  
 
Danes najbolj pogosti med širšo javnostjo so ročni, v obliki pametnih mobilnih telefonov ali 
tabličnih računalnikov. Sliko realnega okolja zavzemajo z vgrajeno kamero, na zaslonu pa 





Slika 2.9: AR mobilna aplikacija [18]. 
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Obstaja več vrst naglavnih prikazovalnikov. Večina današnjih prikazuje preko optično 
prepustnega (angl. optical see-through) mešalnika. To je delno prepusten in delno odseven 
element prikazovalnika. Prepušča svetlobo iz realnega sveta, odseva pa projicirane virtualne 
objekte, ki jih predvajata vgrajena zaslona, za vsako oko eden. Na sliki 2.10 je prikazano 
delovanje takšnega sistema. Prednost naglavnega prikazovalnika je, da ima uporabnik ves 




Slika 2.10: Optično prepustni naglavni prikazovalnik [17, 19]. 
 
Interakcija je odvisna od načina prikaza. Če za prikaz uporabljamo pametni telefon ali 
tablični računalnik, potem poteka preko zaslona na dotik. Če imamo naglavne zaslone, imajo 
nekateri sistemi dodatne naprave, ki omogočajo upravljanje virtualnih objektov. Nekateri 
sistemi uporabljajo senzorje in kamere za zaznavanje uporabnikovih rok, kjer uporabnik z 
gestami upravlja virtualne objekte. Nekateri sistemi imajo vgrajen tudi mikrofon, ki 
omogoča upravljanje z glasovnimi ukazi. Razvijajo se tudi haptični vmesniki, s katerimi 
lahko uporabnik občuti virtualne objekte. 
 
 
2.2.2.2 Očala Meta 2 
V naši nalogi smo za nadgrajeno realnost uporabili očala Meta 2 (Slika 2.11). Za delovanje 
morajo biti priklopljena na elektriko in povezana z računalnikom, ki izvaja procesiranje. 
Namenjena so uporabi na relativno statični lokaciji, kar je ustrezno za uporabo na ročnem 
montažnem mestu. 
 
Velika prednost očal je, da imajo v primerjavi z drugimi konkurenčnimi izdelki enega izmed 
večjih vidnih polj (angl. Field of View FOV) za prikazovanje nadgrajene realnosti. Prikažejo 
lahko več virtualnih objektov brez, da bi premikali glavo levo in desno, kar je za delavca na 
RMM ugodno z vidika ergonomije, utrujenosti in nasploh funkcionalnosti očal. 
 
Sledenje pozicije uporabnika je hibridno. Združuje vidno sledenje iz vgrajene kamere s 
sledenjem pospeškov in rotacij, zajetih z inercialno merilno enoto (angl. Inertial 
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Measurement Unit IMU). Tako zagotavlja sledenje v šestih prostostnih stopnjah. Za sledenje 
ni treba vnaprej podati markerjev ali 3D modela, ki bi ob zaznavi definiral pozicijo kamere. 
Uporablja se namreč SLAM algoritem, ki omogoča sprotno zaznavo okolice in 
posodabljanje položaja očal v prostoru [21]. 
 
Očala prikazujejo nadgrajeno realnost preko optično prepustnega prikazovalnika, podobno 
kot je prikazano na sliki 2.10. LCD zaslon predvaja dve sliki, ti pa se odbijeta iz notranjosti 




Slika 2.11: AR očala Meta 2 [20]. 
 
Interakcija z virtualnimi objekti v nadgrajeni realnosti poteka preko ročnih gest. Roke 
zaznava globinski senzor, ki ima fiksno vidno polje in je vgrajen v očala. Zaznava rok je 




Slika 2.12: Optimalno območje zaznave rok [22]. 
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Dejansko območje interakcije je presek vidnega polja prikaza nadgrajene realnosti in 
območja zaznave rok. Na sliki 2.13 je prikazan stranski pogled idealnega območja in tloris 
na sliki 2.14. V to območje je najbolje postaviti glavne virtualne objekte in uporabniške 
vmesnike, kar smo upoštevali pri postavitvi uporabniškega vmesnika. Najbolj »udobna« 








Slika 2.14: Območje idealne postavitve elementov – tloris [22]. 
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2.2.3 Razvoj AR aplikacij 
Obstaja več programov oziroma igralnih pogonov za izdelavo AR aplikacij. Ti olajšajo 
izgradnjo aplikacij tako, da so osnovne funkcije, kot so upodabljanje grafike, podpora 
animacij objektov in okolja, fizika, zvočna podpora, umetna inteligenca, vnos itd., že vnaprej 
pripravljene. Tako se razvijalec posveti razvoju težjih delov svoje aplikacije in mu ni treba 
skrbeti za osnovne funkcije. 
 
Eden najbolj razširjenih igralnih pogonov je Unity (logotip je prikazan na sliki 2.15), ki ga 
razvija podjetje Unity Technologies. Napisan je v programskih jezikih C, C++ in C#. Najbolj 
se uporablja za razvoj iger na različnih platformah, kot so osebni računalniki, mobilne 
naprave, konzole in tudi za naprave AR, kot so naša očala Meta 2. 
 
Unity omogoča programiranje v obliki skript napisanih v jeziku C# in JavaScript. Velik del 
aplikacij se lahko ustvari preko menijev z vnaprej pripravljenimi elementi. S skriptami lahko 
izvajamo dosti bolj napredne funkcionalnosti kot osnovne, npr. dinamično spreminjanje 








Uporabniški vmesnik (angl. UI), bo uporabljen na testnem ročnem montažnem mestu v 
DEMO centru Laboratorija za strego, montažo in pnevmatiko (LASIM). DEMO center je 
prikazan na sliki 3.1.  
 
Namen DEMO centra – pametne tovarne je testiranje obstoječih in razvoj novih sistemov po 
principih industrije 4.0. Glavni deli DEMO centra so, tekoči trak z montažnimi mesti in 











3.1 Pregled izdelka in RMM 
3.1.1 Izdelek 
Izdelek, za katerega smo izdelali uporabniški vmesnik z navodili, je mikroračunalnik 
Raspberry Pi 3 model B+ v originalnem ohišju. Mikroračunalnik in drugi sestavni deli so 























Za določitev montažnega procesa je treba najprej določiti strukturo izdelka (slika 3.5). 
Izdelek ima dve varianti, zato vsak sestavni del, razen mikroračunalnika označimo dvakrat. 
Katera oznaka predstavlja kateri del je označeno že na slikah 3.2 in 3.3. Zaporedje 
sestavljanja SD3, SD4 in SD5 ni pomembno. Strukturo montažnih operacij smo določili 




Slika 3.5: Struktura izdelka. 
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Določitev montažnih operacij 
 
Za izdelek smo določili tudi montažne operacije, potrebne za izvedbo montažnega procesa. 
Prikazane so v preglednici 3.1. 
 
Preglednica 3.1: Montažne operacije. 
Oznaka operacije Opis operacije Podsestav 
SO 1 Postavljanje BD v montažno gnezdo / 
MO 1 Vstavljanje SD1 v BD PS1 
MO 2 Sestavljanje PS1 in SD2 v podsestav PS2 PS2 
MO 3 Sestavljanje PS2 in SD3 v podsestav PS3 PS3 
MO 4 Sestavljanje PS3 in SD4 v podsestav PS4 PS4 
MO 5 Sestavljanje PS4 in SD5 v izdelek I 
KO 1 Kontrola izdelka; vizualna I 
 
 




Slika 3.6: Struktura montažnega procesa. 
 
Pri vsaki montažni operaciji lahko vzamemo drugo varianto sestavnega dela, je pa smiselno, 






Ročno montažno mesto je oblikovano tako, da delavec pri opravljanju montažnih procesov 
stoji. Izdelke sestavlja na mizi, sestavne dele pa pobira iz zalogovnikov. 
 
Uporabniški vmesnik želimo prikazati približno 40 cm vstran od glave delavca, saj je v tem 
območju najbolj optimalen prikaz navideznih elementov, kot smo že omenili v poglavju 
2.2.2.2. 
 
Točna pozicija je prepuščena delavcu, ki si postavi vmesnik tako, da mu je najlažje opazovati 
navodila in hkrati sestavljati izdelke. 
 








3.2 Razvoj AR menija 
3.2.1 Določitev zahtev za AR meni 
AR uporabniški vmesnik mora vsebovati: 
‐ prikazovanje montažnih navodil po korakih, 
‐ možnost spreminjanja pozicije vmesnika, 
‐ možnost spreminjanja velikosti vmesnika, 
‐ prikaz 3D modelov, sestavnih delov ali celotnega izdelka. 
 
Za našo nalogo bodo montažna navodila v AR uporabniškemu vmesniku prikazana v obliki 
slik in teksta. Tekst mora biti dobro berljiv, zato bo uporabljena preprosta pisava primerne 
velikosti in slike morajo imeti dobro resolucijo. Za še boljše prikazovanje, bi lahko izdelali 
animacije sestavljanja virtualnih SD, a to presega okvire te zaključne naloge. 
 
 
3.2.2 Skica uporabniškega vmesnika 
Za lažje razvijanje menija je smiselno narisati skico, kako približno naj bi bil videti 
uporabniški vmesnik. Ta je prikazana na sliki 3.8. Na začetku se prikaže meni z gumbi. Eden 
od njih aktivira prikaz montažnih navodil, en je za 3D modele, zadnji je za prikaz nastavitev. 











3.2.3 Igralni pogon Unity 
AR meni smo razvili v igralnem pogonu Unity, saj je za očala Meta 2 že vnaprej pripravljen 
komplet za razvoj programske opreme (angl. Software Development Kit SDK). SDK 
vključuje igralni pogon Unity (verzija 2017.3.0f3) in nabor knjižnic, ki omogočajo uporabo 
funkcij očal Meta 2. 
 




Slika 3.9: Glavni deli programa Unity. 
 
S številko 1. na sliki 3.9 je označena Scena (angl. Scene), v kateri se prikažejo objekti, ki 
sestavljajo naš virtualni svet. Izbiramo lahko med 2D in 3D pogledom. Za naš primer je 
izbran 3D pogled, saj uporabniški vmesnik razvijamo za 3D svet, čeprav bo meni sam 
dvodimenzionalen. 
 
S številko 2. na sliki 3.9 je označeno Hierarhično okno (angl. Hierarchy Window), v katerega 
vstavljamo vse objekte (angl. GameObject). To so objekti, iz katerih je izdelana trenutno 
izbrana scena. Pomembno je, kako jih postavimo. Eni so lahko podrejeni drugim, »otroci« 
(angl. child object) ali nadrejeni, »starši« (angl. parent object). Nadrejeni objekti nadzorujejo 
vse podrejene v njem, vključno z njihovim položajem. Objekte vstavimo noter ali tako, da 
jih z miško povlečemo iz projektnega okna ali pa pritisnemo na gumb Create in izbiramo 
med standardnimi objekti v Unity. 
 
Številka 3. na sliki 3.9 je raziskovalno okno (angl. Inspector Window), ki prikazuje podrobne 
informacije izbranega objekta. Vsak objekt ima lahko različne komponente in lastnosti. Ena, 
ki je skupna vsem, je komponenta transformacije (angl. transform component), ki določa 




Številka 4. na sliki 3.9 označuje projektno okno (angl. Project Window). Ta nam omogoča 
upravljanje s sredstvi (angl. Assets), ki jih vključimo v projekt. Mednje spadajo na primer 
slike, 3D, modeli, skripte, predpripravljeni objekti (angl. prefab object) in nasploh različne 
knjižnice. 
 
Zadnja številka 5. na sliki 3.9 označuje igralno okno (angl. Game Window), v katerem 
testiramo aplikacijo. V našem primeru je to okno neuporabno, saj Unity ne podpira 
simulacije AR in aplikacijo testiramo kar direktno z uporabo očal Meta 2 
 
 
3.2.4 Uporabljene knjižnice za AR 
Za uporabo funkcij AR z očali Meta 2 je treba uvoziti Meta Unity SDK, ki se prenese z 
uradne strani Meta 2. V SDK so vključena vsa sredstva, potrebna za razvoj AR aplikacij za 
Meta 2, vključno s skriptami in predpripravljenimi objekti. Zraven so tudi primeri že 
izdelanih scen, da se uporabnik lažje nauči razvijati za očala Meta 2.  
 
Na sliki 3.10 je prikazano hierarhično okno z objekti, ki jih dodamo na začetku, da lahko naš 




Slika 3.10: Objekti iz knjižnice Meta2, v hierarhičnem oknu. 
 
 
3.2.4.1 Meta Camera Rig 
Glavni objekt za delovanje Meta 2 je Meta Camera Rig. Objekt zagotavlja delovanje kamer, 
senzorjev, prikazovanje nadgrajene realnosti in sledenje. V sceni mora biti natanko en Meta 
Camera Rig objekt, da aplikacija lahko deluje. Znotraj objekta je še objekt Virtual Web Cam. 






3.2.4.2 Meta Hands 
Drugi najbolj pomemben objekt, ki nam omogoča interakcijo z virtualnimi objekti v AR je 
Meta Hands. Vsebuje podatke o sledenju uporabnikovih rok in omogoča uporabo gest. 
 
Kateremukoli objektu lahko dodamo komponente iz Meta Hands knjižnice, da ga lahko 
potem upravljamo na naslednje načine: 
‐ premikanje, 
‐ rotiranje, 
‐ spreminjanje velikosti. 
 
Ko se objektom z odprto dlanjo približamo, se prikaže kazalnik, da smo blizu objekta. Če 
takrat naredimo pest, se aktivira premikanje. Če pridemo z dvema odprtima dlanema in 
stisnemo obe pesti, se aktivira ali rotacija ali spreminjanje velikosti, odvisno nadaljnjega 





Slika 3.11: Spreminjanje velikosti objekta v AR [22]. 
Posebna vrsta interakcije je še »pokaži in pritisni« (angl. point and click). Z njo upravljamo 
elemente virtualnih uporabniških vmesnikov, kot so npr. gumbi. To je glavni način 





3.2.4.3 Meta Canvas 
Meta Canvas je objekt, ki omogoča izdelavo 2D uporabniških vmesnikov za AR in podpira 
interakcijo z rokami (»pokaži in pritisni«). 
 
Objekt je sestavljen iz standardnega elementa Platno (angl. Canvas), s katerim ustvarimo UI 
v virtualnem okolju. Nadgrajen je še s komponentami, ki omogočajo prikaz in interakcijo v 
nadgrajeni realnosti. 
Meta Canvas objekt vsebuje objekte: 
‐ CanvasCursor, ki prikaže indikator, ko smo s prstom blizu menija. Deluje skupaj z Meta 
Hands za interakcijo »pokaži in pritisni«, 
‐ UIEventTrigger, ki določa volumen, v katerem se začne zaznava za interakcijo z 
uporabniškim vmesnikom, 




3.2.4.4 Meta Buttons 
Objekt Meta Buttons omogoča zajem slik s pritiskom na fizični gumb na očalih Meta 2. Tako 
lahko prikažemo, kaj dejansko vidi uporabnik in zajemamo slike med montažnim procesom. 
 
 
3.2.5 Struktura aplikacije 
Na sliki 3.12, so prikazni objekti, ki gradijo našo aplikacijo za AR uporabniški vmesnik. 
Tiste iz Meta Unity SDK smo opisali že v prejšnjem poglavju. Zdaj poglejmo še te, ki tvorijo 














3.2.5.1 Začetni meni 
Objekt »Meni« zadržuje gumbe, ki ob pritisku kličejo ali vnaprej določene funkcije ali tiste 
napisane v skriptah v programskem jeziku C#. Na sliki 3.13 je to prikazano za gumb 
»Button1«, ki ob pritisku preklaplja prikaz objekta.  
 
Gumb »Button2« preklaplja izbrani 3D model. V našem primeru je to SD1 
(mikroračunalnik). Gumb »Button3« smo rezervirali za vklop 3D animacij, za zdaj pa 
aktivira preprosto skripto, ki rotira izbrani 3D model. Gumb »Button4« je namenjen 




Slika 3.13: Klic funkcije v gumbu. 
 
Omeniti je treba, da smo v teh gumbih zamenjali komponento Button s komponento Toggle, 













V objektu »Navodila« imamo vsa navodila za montažo in gumba za navigacijo. Poleg je še 
objekt »Prva stran«, ki pred začetkom sestavljanja prikazuje izgled končnega izdelka. Na 
sliki 3.14 je prikazano, da so ti objekti sestavljeni iz objekta, ki vsebuje besedilo in iz slik, 




Slika 3.14: Montažno navodilo v Unity. 
 




Slika 3.15: Scenski pogled – prva stran montažnih navodil. 
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Z gumboma »ButtonNazaj« in »ButtonNaprej« se pomikamo po navodilih in vsak kliče 








V objektu nastavitve imamo tri gumbe: 
‐ gumb »TogglePosition« za spreminjanje pozicije, 
‐ gumb »ButtonZmanjšaj« za zmanjšanje velikosti vmesnika, 
‐ gumb »ButtonPovecaj« za povečanje velikosti vmesnika. 
 
Spreminjanje pozicije 
Z gumbom »TogglePosition« preklopimo na način spreminjanja pozicije. Aktivira se 3D 
objekt »Ročaj« (angl. Handle), katerega lahko premikamo z rokami. Uporabniški vmesnik 
se začne premikati skupaj z ročajem. Vklopi se tudi skripta »MetaLocking«, zaradi katere se 
uporabniški vmesnik ves čas obrača proti uporabniku. 
 
Spreminjanje velikosti 
Velikost vmesnika spreminjamo po korakih. Najprej smo spreminjanje velikosti 
implementirali z gesto, opisano v poglavju 3.2.4.2, a se je vse skupaj obnašalo nekoliko 
nerodno. Nehote so se pritiskali drugi gumbi in položaj je ves čas preskakoval sem in tja. 





Skripte smo napisali v programskem jeziku C#. Urejali smo jih v integriranem razvojnem 
okolju MonoDevelop, ki je prišlo zraven pogona Unity. Skripto dodamo kateremu koli 
objektu. Če je ta aktiven, je aktivna tudi skripta. Odločili smo se, da zaradi boljšega pregleda, 
vse skripte shranimo v enem objektu, nosilcu skript (angl. Script Holder). Na sliki 3.17 so v 




Slika 3.17: Skripte v nosilcu skript. 
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Skripta »MovePosition« (slika 3.18) vzame začetni odmik vmesnika od ročaja, in ko je 
aktivna, ves čas računa novi položaj vmesnika glede na pozicijo ročaja. Zraven je še dodan 
pomik v »z« osi, da poravnamo rob uporabniškega vmesnika z ročajem, saj je v nasprotnem 




Slika 3.18: Skripta MovePosition. 
 
Znotraj skripte »VelikostUI« sta dve funkciji. Ena povečuje, druga zmanjšuje velikost 










Skripta »StartScript« je prikazana na sliki 3.20. Ta pri zagonu aplikacije izklopi objekte, ki 




Slika 3.20: Skripta StartScript. 
 
Skripta »NavigacijaNavodila« se uporablja za premik naprej in nazaj po navodilih. Napisana 
je z if-else stavki. V primeru velikega števila montažnih operacij, ali več izdelkov, bi se 
morali programiranja lotiti drugače.  
 
Na začetku nastavimo celoštevilsko spremenljivko na 0 in jo nato spreminjamo v if-else 
stavkih, glede na trenutno aktivno montažno operacijo. Istočasno vklapljamo oz. izklapljamo 
ustrezna navodila montažne operacije. Ena funkcija je za premikanje naprej, druga za nazaj. 





Slika 3.21: Skripta NavigacijaNavodila - funkcija »Naprej«. 
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3.2.5.5 3D Model 
Poleg montažnih navodil želimo prikazovati tudi 3D modele sestavnih delov ali izdelka. 
Med sredstva smo uvozili 3D model mikroračunalnika (SD1). Dodali smo mu komponente 
za možnost premikanja, obračanja in spreminjanja velikosti. Raziskovalno okno s 











Slika 3.23: 3D model mikroračunalnika Raspberry Pi. 
 
 
3.2.6 Testiranje in odprava napak 
Aplikacijo smo pri vseh večjih spremembah testirali z očali Meta 2. Pri tem se z vsakim 
zagonom zažene sistem SLAM, ki skenira okolico in določi položaj ter usmerjenost očal 
Meta 2 v prostoru. 
 
Proizvajalec očal Meta 2 podaja naslednja priporočila za boljše delovanje SLAM [25]: 
‐ več kot je značilnih oblik boljše, je sledenje; težko je slediti ponavljajočim se oblikam, 
‐ med fazo zagona sledimo začetnim navodilom, pri obračanju glave za skeniranje 
celotnega okolja, 
‐ uporabnikova glava naj bo od najbližjih realnih objektov oddaljena vsaj 25 cm, 
‐ izogibajmo se presvetlemu ali pretemnemu okolju, 
‐ izogibajmo se zelo dinamičnemu okolju. 
 
Na ročnem montažnem mestu ni bilo težav s sledenjem in postavitvijo objektov v prostor. 
Naglih gibov glave ne izvajamo in edini dinamični del so naše roke ter sestavni izdelki, ki 
jih premikamo med montažo, kar očal ne moti. Lahko bi se pojavile težave, če bi zraven 
sodeloval še kolaborativni robot. 
 
Napaka, ki smo jo večkrat zaznali je napačno prekrivanje realnih in virtualnih objektov. 
Očala Meta 2 namreč omogočajo globinsko okluzijo. Realni objekti, ki jih zazna globinski 
senzor, prekrivajo AR objekte, če so v prostoru pred njimi. V našem primeru se je večkrat 
pojavilo, da je realni objekt za AR menijem, gledal skozenj, kot je prikazano na sliki 3.24. 
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Vidi se tudi, da spodnji del menija izgine v mizo. Če smo se premaknili malo bolj nazaj, je 




Slika 3.24: Problem z globinsko okluzijo. 
Težava izgine, če globinsko okluzijo izključimo. AR meni v tem primeru vidimo, tudi če 
imamo roke pred njim, vendar to ni moteče. Na sliki 3.25 je prikazan AR meni z izklopljeno 
globinsko okluzijo. Izgleda kot, da se meni nahaja pred prstom, čeprav je v bistvu za njim. 








Drugih napak nismo zaznali, vendar celotna AR izkušnja še ni optimalna. Morali bi se 
poglobiti še v kodo že izdelanih knjižnic, da bi odpravili vse manjše napake, kot so: 
‐ naključni preskoki menija na drugo mesto, medtem ko ga držimo, 
‐ ne zaznavanje pozicije prsta, 
‐ slabo sledenje okolja; izraža se tako, da meni začne plapolati in ne ostaja fiksen v 
prostoru; problem se reši, če ponovno zaženemo sistem SLAM s pritiskom na tipko F4, a 






V okviru naloge smo pregledali področja montaže in nadgrajene realnosti. Naš izdelek, AR 
uporabniški vmesnik deluje tako, kot smo si zamislili na začetku in izpolnjuje glavne podane 








Pozicijo spreminjamo s prijemom in premikanjem 3D ročaja na zgornjem robu 
uporabniškega vmesnika (slika 4.2). Velikost spreminjamo po korakih, z dvema gumboma, 
eden za pomanjšanje in drugi za povečanje.  
 
Na sliki je videti, kot da meni držimo na sredini. Skozi očala vidimo drugače, z roko smo v 








Prikazujemo lahko tudi 3D modele sestavnih delov, kar smo izvedli na primeru 3D modela 
mikroračunalnika Raspberry Pi (Slika 4.3). Model lahko povečamo, ga obračamo in si ga 




Slika 4.3: 3D model Raspberry Pi v AR. 
 
Proti koncu je treba še omeniti, da očala Meta 2 niso lahka in bi njihovo dolgotrajno nošenje 
delavca utrudilo, še posebej pri polnem delovnem času. Sprednji del očal sedi na čelu, ki se 
pri daljšem nošenju začne potiti, in če niso dobro pritrjena, začnejo drseti levo in desno pri 
premikanju glave. Vse to bi motilo delavca v proizvodnji na ročnem montažnem mestu in 
poslabšalo produktivnost. Verjetno bodo v prihodnosti prišle nove vrste AR očal, ki bodo 
bolj kompaktne in primernejše za dolgotrajno nošenje. 
 
Po preizkusu ročne montaže z očali smo tudi opazili, da se porabi kar nekaj časa za 
pritiskanje gumba naprej, in s tem je montažni proces počasnejši, kot če bi imeli napisana 
navodila na LCD zaslonu. Branje navodil tudi odvzema pozornost od montažnega procesa. 
Naša aplikacija bi v malo bolj dovršeni obliki lahko bila primerna za učenje delavcev, ne pa 
za dejansko aktivno pomoč pri montažnem procesu. To seveda ni razlog za prenehanje 
razvoja AR v montaži, je le povod za iskanje novih idej. 
 
Ena izmed možnosti je, da se s senzorji in strojnim vidom gleda, kdaj je kakšen montažni 
proces končan in se montažna navodila sama spremenijo. Tekstovna navodila bi lahko 
odpravili in naredili AR verzijo Pick-by-Light sistema, kjer bi realne sestavne dele 
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označevali v nadgrajeni realnosti, in s tem prikazali, katere sestavne dele treba vzeti za 
naslednjo montažno operacijo. 
 
S 3D animacijami montažnih operacij bi delavcu veliko bolj nazorno pokazali, kako točno 
se skupaj sestavijo sestavni deli. Lahko bi sledili realnim podsestavom, v katere bi se 
montirali navidezni sestavni deli in na tak način delavcu prikazali montažno operacijo. 
 









1) Pregledali smo področje ročne montaže in nadgrajene realnosti v okviru industrije 4.0. 
2) Za izbran izdelek smo izdelali strukturo montažnega procesa za ročno montažno mesto. 
3) V igralnem pogonu Unity smo izdelali uporabniški vmesnik za nadgrajeno realnost, ki 
prikazuje montažna navodila. 
4) Izvedli smo test uporabniškega vmesnika na testnem ročnem montažnem mestu pri 
montaži izbranega izdelka. 
5) Ugotovili smo, da je AR tehnologijo možno uvesti na modernem ročnem montažnem 
mestu in s tem omogočiti nove načine podajanja navodil. 
6) Spoznali smo, da bo AR tehnologija z razvojem naprednejših naprav in novejših 
knjižnic v prihodnosti zagotovo prisotna v pametnih tovarnah Industrije 4.0. 
 
V zaključni nalogi smo najprej pregledali področja AR in ročne montaže. Nato smo v 
programskem okolju Unity izdelali AR uporabniški vmesnik za prikaz montažnih navodil. 
AR vmesnik smo preizkusili in ugotovili, da se da AR tehnologijo uvesti v ročno montažo, 
čeprav sta implementacija in rezultati z današnjimi knjižnicami nekoliko okorna. V 
prihodnosti se bodo razvile naprednejše knjižnice in AR naprave, ki bodo omogočale 




Predlogi za nadaljnje delo 
 
Izdelan uporabniški vmesnik se bo v nadaljevanju nadgradil s 3D animacijami montažnih 
operacij. Načrtuje se zaznavanje realnih sestavnih delov s senzorji in kamerami, v živo 
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