This paper has developed an input error model for accounting input uncertainty and applied the rainfall multiplier approaches to the calibration and uncertainty analysis of Soil and Water Assessment Tool (SWAT), a spatially-distributed hydrological model. The developed input error model has introduced the season-dependent rainfall multipliers to the Bayesian framework and reduced the dimension of the posterior probability density function. The method is applied to a 
INTRODUCTION
The uncertainty in the hydrological modelling may arise from model inputs, parameters, structure and outputs (Vrugt 2004 , Kavetski et al. 2006 , Huard and Maillot 2006 , Ajami et al. 2007 , Yang et al. 2008 , Thyer et al. 2009 , Koskela et al. 2012 , Li et al. 2012 . Among them, uncertainty in precipitation inputs plays a significant role because any hydrological model forced with inaccurate precipitation data cannot produce accurate model predictions (McMillan et al. 2011) . Uncertainty in precipitation inputs may arise from data measurement errors and imperfect representation of precipitation data in the hydrological modelling Mailhot 2006, McMillan et al. 2011) . The precipitation measurement errors may occur at a station due to the effects of wind and evaporation during its measurement and/or instrumental error (Salamon and Feyen 2009) . Even though the precipitation measurement is exact, there might be differences between the gauge reading and the input to the model due to rescaling of precipitation over space Mailhot 2006, McMillan et al. 2011 ). These differences can be treated as the errors due to imperfect representation of precipitation. The interpolation techniques of precipitation measurements among the rain gauges are considered another source of input errors in hydrological modelling (Hwang 2005 , McMillan et al. 2011 Huard and Mailhot (2006) fall under this approach. In the second approach, the errors in model inputs, parameters, structure and outputs are lumped together and expressed as an additive error model.
Some examples of this category are the approaches proposed by Sorooshian and Dracup (1980) , Kuczera (1983) , Duan et al. (1988) , Bates and Campbell (2001) , Engeland et al. (2005) , Yang et al. (2007a Yang et al. ( , 2007b , Schaefli et al. (2007) and Laloy et al. (2010) .
In BATEA, precipitation uncertainty is considered by introducing rainfall multipliers as latent variables to the hierarchical Bayesian system. Latent variables need to be estimated through the inference process. The temporal scale of the multipliers is either daily or storm-event basis. The rainfall multiplier approach has a problem of an increase in the number of latent variables with the increase in the length of calibration period. This implies an increase in the dimension of the posterior probability distribution and causes an increase in the computational effort. The input error model developed by Huard and Mailhot (2008) also needs extensive computational effort when the time scale of model simulation is reduced to daily. Moradkhani et al. (2005) , Vrugt et al. (2005) and Salamon and Feyen (2009) reduced the number of latent variables by sampling the rainfall multipliers from the same distribution for each rainfall observation. In IBUNE, the true rainfall is assumed to be corrupted each time by random rainfall multipliers sampled from the identical distribution with unknown mean and variance. Despite these advancements in the area of treatment of input uncertainty, there is a need for a computationally less intensive framework for calibration and uncertainty analysis of hydrological models. The computational cost of uncertainty analyzing methods can be reduced by reducing the dimension of the posterior probability density functions. The first objective of this paper is to develop a posterior probability density function that would be computationally less intensive for a hydrological model calibration considering input data uncertainty.
The second objective of this paper is to make the application of the rainfall multiplier approach feasible for spatially-distributed models. Due to the presence of large number of model parameters, the distributed hydrological models are challenging to calibrate by incorporating additional latent variables in the calibration process (Abbaspour 2008) . For this reason, input uncertainty is commonly treated indirectly by aggregation with other sources of uncertainty in distributed hydrological modelling. The Generalized Likelihood Uncertainty Estimation (GLUE) (Beven and Binley 1992) , an informal Bayesian approach, is commonly used for the uncertainty analysis in spatially-distributed hydrological modelling (Beven et al. 1995 , Arabi et al. 2007 , Blasone et al. 2008 , Yang et al. 2008 , Younger et al. 2009 ). However, the GLUE methodology has been criticized due to its subjectivity involved in choosing thresolds between behavioral and non-behavioral models (Blasone et al. 2008 , Koskela et al. 2012 Tool (SWAT) (Arnold et al. 1998) to explore the effects of input uncertainty to model predictions. They did not observe any noticeable improvement in SWAT model simulation by the incorporation of latent variables in precipitation data. Therefore, further research needs to explore the application of rainfall multiplier approach to distributed hydrological model calibration considering input uncertainty. In this study, the developed input error model will be applied for the calibration and uncertainty analysis of a distributed hydrological model to investigate the effects of rainfall multiplier approach on parameter estimation and model prediction.
The application of season-dependent stochastic model parameters to account for input, structural and output errors has drawn the attention of recent researches in the hydrological modelling. For example, Yang et al. (2007a) used the variance and characteristic correlation time of the stochastic error model for dry season and wet season separately to represent the model input and structural errors implicitly. Schaefli et al. (2007) divided the streamflow data into low flow and high flow for the calibration of a hydrological model to make the model parameter estimation more stable. Following the idea of season-dependent stochastic model parameters, the number of statistical distributions used for the inference of the rainfall multipliers for different rainfall observations is kept equal to the number of distinct seasons of the relevant watershed.
The developed season-dependent input error model is conceptually similar to the approaches given by Kavetski et al. (2006) , Vrugt et al. (2008) and Ajami et al. (2008) , but differs in
handling the latent variables. The rainfall multipliers for the rainfall observations are inferred from a few distributions rather than from a large number of distributions. Therefore, the method will reduce the high-dimensionality of the posterior probability distribution for model parameters that occurs in the storm-event dependent approaches. The developed input error model will be described here as a season-dependent input error model.
The performance of the method is illustrated by developing a case study where the SWAT model (Arnold et al. 1998 Muskingum method (Cunge 1969 ) is used for channel routing.
SWAT is a spatially distributed hydrological model. In this study, the 'aggregate parameter' concept developed by Yang et al. (2005) is implemented for the calibration of SWAT model. According to the concept, the model parameters are aggregated so that the model parameters needed to be calibrated are reduced to a few numbers. Four aggregate model parameters, such as, Curve Number (CN), available water holding capacity (AWC), the plant uptake compensation factor (EPCO) and soil evaporation compensation factor (ESCO) are the most sensitive parameters for the Canard River watershed modelling (Rahman, 2007) , which is a vector of daily precipitation observation and i is the number of distinct seasons in the relevant watershed. Assuming that the precipitation input errors are multiplicative, the true precipitation at time step t can be expressed as follows: Using the Bayesian theory, the posterior probability density function (pdf) conditioned on observed precipitation data, x x x x and observed streamflow data, obscan be written as: parameters are assumed to be uniform. Now applying the uniform prior distribution, the equation (5) can be written as:
To reveal the effects of input errors on parameter estimation and model prediction, a simple stochastic model is employed in this study for describing the residuals between observed and simulated responses. Thus, the posterior pdf can be written as: Where the output and model errors are assumed from a Gaussian distribution with zero mean and constant variance, 2 σ .
According to the Jeffry's rule, for the noninformative prior it can be written as (Box and Tiao 1992) ,
Thus the posterior pdf becomes 
Standard calibration method
The standard calibration method is the traditional calibration method and assumes that the precipitation input is error free. Therefore, no input error model is employed in Bayesian model for estimating the hydrological model parameters and the modelling errors are assumed from a Gaussian distribution with zero mean and constant variance, 
IBUNE calibration method
In IBUNE method, the rainfall multipliers are assumed to be random noises from a normal distribution with unknown mean and variance. Therefore, the mean and variance of rainfall multipliers are introduced to the Bayesian system as latent variables. This approach reduced the dimensional problem of rainfall multiplier model in BATEA. In BATEA framework, the dimension of the posterior distribution is equal to the number of hydrological model parameters and number of rainfall multipliers, while in the IBUNE calibration method, it is equal to the number of hydrological model parameters and two latent variables ). The IBUNE input error model is applicable for a relatively small variance of rainfall multipliers D r a f t Implementing the IBUNE input error model in the Bayesian theory, the posterior pdf becomes: The details of the above posterior pdf are available in Ajami et al. (2007) .
COMPUTATIONAL FRAMEWORK AND EXPERIMENTAL DESIGN
For solving the posterior probability density function of model parameters and input error model parameters, the Shuffled Complex Evolution Metropolis (SCEM-UA) algorithm (Vrugt et al. 2003 ), a MCMC based calibration and optimization tool is used in the study. This algorithm was also implemented in IBUNE for parameter inferences. The SCEM-UA algorithm is based on the where n′ is the number of iterations within each sequence, V is the variance between the m′ sequence means, and V ′ is the average of the m′ within-sequence variances for the parameter under consideration. A value of R less than 1.2 for each of the parameters is considered as the convergence of the Markov chain (Gelman and Rubin 1992) . line), the predictive distribution of i x seems to be reliable, otherwise it indicates the biasness in prediction (Laio and Tamea, 2007) . The deviation from the bisector can be quantified using the reliability index which is related to the area of z-value curve and bisector line (Renard et al. 2010 ). The value of reliability index close to 1 implies perfect reliability and the value of the index close to zero shows worst reliability of prediction (Renard et al. 2010 ).
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EVALUATION OF SEASON-DEPENDENT INPUT ERROR MODEL
Assessment of parameter uncertainty and input uncertainty
The SWAT model parameters and the input error model parameters are inferred jointly from their uniform prior distributions. The maximum and minimum ranges of prior distributions of the parameters are given in Table 2 the applicability of the rainfall multiplier approach to the distributed hydrological models.
Residual errors
The assumptions of any statistical error model needs to be tested during the calibration of a hydrological model. While developing the posterior probability density functions, the residuals were assumed to be independent, Gaussian with zero mean and constant variance. The QQ plot is used to verify the type of distribution of the residual errors while the Autocorrelation Function calibrate a distributed hydrological model. In that study, the first-order autoregressive model was considered to represent the temporal dependence of streamflow and the residuals were described by the Gaussian noise with zero mean and unknown variance. However, the residuals were observed to be deviated from the normal distribution for large absolute values and significantly correlated at lag one. The distributional properties of error models need to be satisfied for being confident in the uncertainty estimation. This paper is an initial step to evaluate the performance of the rainfall multiplier approaches to the spatially-distributed hydrological model and a simple error model is used while developing the posterior probability density functions. In future studies, the correlation, non-constant variance and non-normality of the modelling errors would be incorporated in the Bayesian framework for model calibration considering input uncertainty.
CONCLUSIONS
In this paper, a posterior probability density function considering season-dependent rainfall multipliers has been developed for the calibration and uncertainty analysis of a hydrological 
