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The Department of the Interior
As the Nations’s principal conservation agency, the Department of the Interior has
responsibility for most of our nationally owned public lands and natural resources. This
includes fostering sound use of our land and water resources, protecting our fish, wildlife,
and biological diversity, preserving the environmental and cultural values of our national
parks and historic places; and providing for the enjoyment of life through outdoor recreation.
The Department assesses our energy and mineral resources and works to ensure that their
development is in the best interests of all our people by encouraging stewardship and citizen
participation in their care. The Department also has a major responsibility for American
Indian reservation communities and for people who live in island territories under U.S.
Administration.

The Minerals Management Service Mission
As a bureau of the Department of the Interior, the Minerals Management Service’s (MMS)
primary responsibilities are to manage the mineral resources located on the Nations’s Outer
Continental Shelf (OCS), collect revenue from the Federal OCS and onshore federal and
Indian lands, and distribute those revenues.
Moreover, in working to meet its responsibilities, the Offshore Minerals Management
Program administers the OCS competitive leasing program and oversees the safe and
environmentally sound exploration and production of our Nation’s offshore natural gas, oil
and other mineral resources. The MMS Royalty Management Program meets its
responsibilities by entrusting the efficient, timely and accurate collection and distribution of
revenue from mineral leasing and production due to Indian tribes andallottees, States and the
U. S. Treasury
the MMS strives to fulfill its responsibilities through the general guiding principles of: (1)
being responsive to the public’s concerns and interests by maintaining a dialog with all
potentially affected parties and (2) carrying out its programs with an emphasis on working to
enhance the quality of life for all Americans by lending MMS assistance and expertise to
economic development and environmental protection.
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Benthic habitats and biological resources off the Virginia coast 1996 and 1997

Introduction
The issues of coastline protection have become increasingly critical as
erosion and coastal sediment transport have significantly altered or even eliminated
ecologically and recreationally important coastal habitats. Increased public use of beaches,
development of coastal lands, and preservation of the limited and sensitive coastal
ecosystems have all lead to the need for beach nourishment as a means of stabilization and
protection. The sand resources suitable for economical beach nourishment are usually
located in the near shore coastal zones adjacent to the project areas. However, ongoing
and planned beach nourishment activities along the coast of Virginia required sands from
federal waters beyond the three mile line. The U. S. Mineral Management Service
controls these sand resources and formed Cooperative Agreement (# 14-35-001-30807),
“Environmental Studies Relative to Potential Sand Mining in the Vicinity of the City of
Virginia Beach, Virginia” with the Virginia Institute of Marine Science and Old Dominion
University in order to assess impacts of sandmining. Task 1 of this Cooperative
Agreement (“Benthic Habitat Mapping and Evaluation of Existing Benthic Resources”)
involved benthic surveys of the region conducted by V. I. M. S. using sediment profile
imaging and bottom grab samples.
Environmental concerns which arise in connection with proposals to excavate or
mine sand from those areas identified as suitable for beach nourishment focus on potential
ecological impacts associated either directly or indirectly with:
1.

Removal or dredging of the sand from near coastal areas
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2.

Placement of the sand on the beach.

The configuration and location of the borrow site and the methods of handling the
dredged material can be an important determinant in the level of impact. The level of
potential impact would vary as a function of the characteristics of the material to be
dredged, the exposure to currents and wave action, and the benthic resources (Thompson,
1973; Tuberville and March 1982; Hobbs, et al. 1985; Schaffner and Hobbs, 1992). Of
the two geographic areas of concern associated with any beach-nourishment project, the
source or borrow area and the beach area being nourished, we are focusing on the
offshore source or borrow sites. In particular, the three sites off of Virginia Beach (Fig. 1)
that will be used to nourish Virginia coastal beaches will be studied as a model project for
evaluating environmental concerns.
Benthic habitats and non-commercial biological communities offshore Virginia
were surveyed 1996 and 1997 in the vicinity of potential sandmining activities, where
borrow areas had been identified and in regions of possible future interest . Benthic
surveys were conducted semi-annually, during which sediment profile imaging (SPI) and
standard bottom photographic camera systems and Smith-MacIntyre grabs were deployed.
SPI and standard photographs allow relatively rapid determination and assessment
of benthic habitat characteristics and capability for broad areal sampling coverage. Grabs
allow detailed determination of benthic biological community characteristics. Together,
SPI and grab sampling provide complementary data which are capable of forming the basis
for resource maps. Grab data may serve as the basis for confirming inferences made about
biological and physical habitat characteristics using SPI data, and SPI data may be used to
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produce habitat coverage maps which should represent the potential limits of biological
community manifestations.
SPI and grab data allow mapping of substrate types, biological community
characteristics and functional aspects of the communities, delineation of habitat spaces,
and determination of spatial heterogeneity of habitats and resources (Bonsdorff et al.,
1996). Spatial and temporal patterns of habitats and community characteristics and the
local and regional water flow patterns determine benthic community response to
disturbance events such as sandmining, and therefore are important to the activities
proposed off Virginia. This study provides determinations of benthic habitat types, spatial
extent of substrate properties and habitats, benthic secondary production and biological
community characteristics off the Virginia coast in and around areas where sandmining is
proposed.
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Study Area
The study area offshore Virginia extended from just inside the three-mile line to
approximately 10 miles offshore, and from the latitude of the southern shore of
Chesapeake Bay mouth (36.925° N) to a few miles south of Sandbridge, VA (36.675° N)
(Figures 1 and 2). Within this broad region, smaller regions of interest were sampled at
higher spatial densities during spring and fall 1996 and fall 1997 (Figure 2). Spring and
fall 1996 sampling was done using three sample grids, one off Virginia Beach (northwest
grid), one to the northeast of that (northeast grid) off the Chesapeake Bay mouth, and one
off Sandbridge (southern or Sandbridge grid) (Figure 3: SPI, and Figures 4- 5: grab).
The entire region was sampled at lower spatial density during the spring 1997 deployment.
The 1996 study areas covered approximately 30 NM2, the spring 1997 study area covered
approximately 60 NM2, and the fall 1997 study area covered approximately 10 NM2. The
fall 1997 deployment involved a very high density sample coverage in the vicinity of
Sandbridge shoal and the proposed borrow areas (Table 1).
Previous descriptions of the study region include geological and geotechnical
descriptions of the Virginia inner continental shelf have been done by Williams (1987)
Berquist and Hobbs (1988); Kimball and Dame (1989); and biological descriptions by
Ranasinghe, et al. (1985), and Dauer (1981). The study areas generally encompassed
various sand substrates typical of the inner continental shelf, and substrates composed of
finer grain-size materials delivered to the shelf by the Chesapeake Bay excurrent plume.
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Methods
Sediment Profile Imagery (SPI) and Smith-MacIntyre grabs sampling
Spatial mapping of benthic habitats was accomplished using sediment
profile imaging and standard bottom photography. Three different spatial supports for the
data were utilized. During 1996, three study grids were defined and divided into cells
which were approximately 0.2 NM on a side. One grid extended offshore Virginia Beach
and Dam Neck and was composed of 200 cells (numbered 1 - 200), one grid composed of
100 cells was located to the northeast of the Virginia Beach grid, and cells were numbered
201 - 300, and one grid was located offshore Sandbridge, in the vicinity of Sandbridge
shoal and was composed of 100 cells (numbered 301 - 400) (Figures 3 - 4). The prefix
96 was prepended to station numbers from 1996 (96001 - 96400) for presentation of the
SPI data to provide consistency with the spring 1997 sample labels (Figures 3 - 5, and
Table 1). Cells called 1 - 400 from spring and fall 1996 are synonymous with cells 96001
- 96400. Although it was unfeasible to revisit the exact point sampled upon subsequent
sampling, revisited sample site numbers were maintained and positions recorded.
Standard deviations of positions between seasons or years at a given sample site typically
were on the order of 0.0005 degree latitude or longitude.
Grids were located in regions where sandmining activities were either planned
(Sandbridge shoal area) or likely because of nearby localities (Virginia Beach, VA). Grids
were composed of regularly spaced cell rows whose nearshore boundaries paralleled the
Virginia Coast. Ten cells were defined for each cell row west to east across each 1996
grid. Because of the shape and arrangement of the grids, 1996 SPI samples were separated
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east to west neighbor by approximately 0.4 NM, northwest to southeast neighbor by
approximately 0.25 NM, and northeast to southwest neighbor by approximately 0.2 NM.
The spring 1996 sampling cruise began May 14, 1996 upon the R/V Bay Eagle
(V.I.M.S) and was halted by weather May 15, 1996. Completion of the spring 1996
sampling effort occurred aboard the R/V Bay Eagle (V.I.M.S), June 4 - 7, 1996. The fall
1996 cruise began October 21-22 aboard the R/V Langley (V.I.M.S) and November 4 - 6,
1996 aboard the R/V Bay Eagle.
A broadly spaced sample coverage was implemented for the spring 1997
deployment. A single staggered grid extending from Cape Henry to south of Sandbridge,
Virginia was divided into grid cells measuring 1 NM per side. SPI samples were taken at
each grid cell centroid (Figure 6), and grab samples were taken at a random subset of the
stations, in addition to revisited locations sampled 1996 (Figure 7). Several stations from
the 1996 survey were revisited during the spring 1997 deployment, and SPI and grab
samples were taken. The spring 1997 cruise occurred June 16 - 19, 1997 aboard the R/V
Bay Eagle.
Fall 1997 sampling was concentrated on the proposed borrow areas in the vicinity
of Sandbridge shoal. Borrow Areas A to the south and B to the north coincided with the
crest of Sandbridge shoal (Figure 8). SPI samples were taken at six stations from eight
north to south transects crossing or nearby Borrow Area A, and from several points along
three transects which crossed into Borrow Area B perpendicular to each of the sides
defining B (Figure 9). Grab samples were taken at a random subset of the stations, in
addition to revisited locations sampled 1996 and spring 1997 (Figure 10). Fall 1997
sampling occurred October 6 and 7, 1997 aboard the R/V Bay Eagle. Table 1 lists all
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positions (in decimal degrees latitude and longitude) occupied during sampling and the
type of sample acquired during the two year study, and Table 2 lists coordinates for the
corners of the proposed borrow areas off Sandbridge. All samples taken in the vicinity of
the proposed borrow areas 1996 and 1997 are labeled, along with the boundaries of the
borrow areas, in Figure 11.
SPI samples were taken at points defining by the centroids of grid cells. SPI
samples were taken at every other cell centroid point and were staggered from row to
row, odd numbered cells visited one row, even numbered cells the next. At each station
(grid cell centroid), the SPI camera system was deployed twice. If there was uncertainty
about camera function or success, additional drops were made. During the spring 1996
cruise a Benthos model 3731 sediment profiling camera was used until it malfunctioned.
From then on and throughout the next three cruises, a Hulcher model Minnie sediment
profiling camera was used attached to a Benthos stainless steel frame. After deployment,
depth of prism penetration and frame count was recorded. Camera tests were done
periodically to ensure proper function. 350 pounds of lead and steel were used to weight
the camera prism during May 14 and 15, and 450 pounds of lead and steel were used for
all of the subsequent deployments. Color slide film (Fujichrome 100 professional) was
used in the cameras.
Smith-MacIntyre grabs were taken from randomly selected cells from each grid,
following a stratified random sampling design. 150 pounds of lead were used to weight
the grab in order to produce consistently deep bites into the bottom. Grabs were only
accepted if over half the volume of the grab was filled with sediment and the sediment
surface was preserved intact. Grab success rate was high, confounded only when large
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gravel or intact shells wedged the grab jaws open. The sediment surface of these inner
shelf sands and muds was preserved very well by the grab.
The top millimeter of sediment in grab samples from spring and fall 1996 were
scraped off using a flat blade, and stained and refrigerated for analysis of living
foraminifera and ostracoda (Cronin, et al. 1998). Subcores (circular 10 cm diameter and
10 to 15 cm deep) were also taken from 1996 grab samples, and preserved in formalin for
later analysis of meiofaunal and macrofaunal communities. The rest of the volume from
1996 grab samples and all the volume from 1997 grab samples were washed upon 500 µm
sieves aboard the vessel just after they were collected. Residue upon each sieve was
stored in a cloth bag and preserved in 10% formalin solution and contained in 5 gal.
buckets for transport to the laboratory.

Laboratory processing and analyses
Sediment profile images were analyzed by visual counts and measures of
sedimentary and biogenic features in images projected upon a calibrated grid.
Measurements were made of SPI prism penetration depth (PEN), average depth of the
apparent color redox potential discontinuity (RPD), sediment surface relief (Sed. Rel.),
relief type, sediment type, epifaunal presence and type, presence of tubes at the sedimentwater interface, amount of biogenic shell material present; number, type and depth of
infauna visible; number, depth and type of water filled infaunal feeding voids present
(whether surrounded by anoxic or oxidized sediments); number and depth of gas voids
present; and number and type of infaunal burrow structures present (Tables 3 - 6). Notes
were also made concerning any unusual features encountered during SPI analysis. Details
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on analyses and more extensive description of SPI parameters may be found in Rhoads
and Germano (1982) and in Diaz and Schaffner (1988).
SPI parameter determination and delineation of habitats have been shown effective
and comparable to sediment core sample data habitat delineation (Bonsdorff, et al., 1996)
when samples have come from widely varying habitats and distinct geomorphic regions.
Mapping the individual SPI parameters as well as biological community characteristics and
production for this study was done for the inner shelf, allowing comparisons of SPI - grab
delineation capabilities within a relatively uniform geomorphologic region. For habitat
mapping, SPI feature types were designated biological or physical if features from either
origin composed most of the SPI image. If both feature types were present in
approximately equal amounts, feature type was designated combination.
In the laboratory, grab samples were processed to obtain secondary production
estimates and organismal densities and biomasses. Organisms were sorted into major taxa
and enumerated. Samples which retained a large amount of sand which would not pass
through 500 µm sieves were elutriated and the organisms then extracted for sorting.
Processing for secondary production calculations involved resieving the sorted taxa
through a series of sieve sizes (6.3, 3.35, 2.0, 1.0, and 0.5 mm), then counting and
weighing the organisms in each size fraction. Counts and biomass were converted to m-2
by multiplying by 11.1.
Production was calculated using the technique described in Brey (1990). Total
wet weight per sample taxa per size class was converted to mean individual weight per
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size class using the number of individuals counted. Wet weights were converted to ashfree dry weights (AFDW) using the conversion factor of Waters (1977):
AFDW (g) = Wet Weight (g) * 0.152.
Combined weights from all size classes allowed determination of biomass and production
for each taxa per sample. Mean individual weight and total biomass per square meter for
each major taxa and size fraction allowed estimation of secondary production using the
multiple regression models of Brey (1990) including different coefficients for each taxa.
When very small biomasses were present, production estimates were unrealistically high
due to the limited range for which Brey’s (1990) model applies. Therefore if mean annual
biomass was estimated to be less than 0.02 g m2, the value was excluded and production
was not calculated for that observation. Production estimates reported are from 1996.
Calculation of production for 1997 is in progress.

Maps
Maps representative of SPI parameters, habitat types, and biological densities and
secondary production estimates were produced using the SPI and grab data. For each
parameter mapped, the legends are consistent between maps from different sample dates,
easing comparison. Interpolation and contouring of SPI and grab data was done by an
inverse distance weighted (IDW) squared, nearest 12 neighbor method using Arcview for
Windows NT. For habitat maps, the IDW squared method was used, but with only one
neighbor to prevent generation of apparent intermediate habitat classes by interpolation.
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Results
SPI analysis
SPI analyses data for spring and fall 1996 and spring and fall 1997 sampling efforts
are presented in Tables 3 to 6. Maps constructed using these data are addressed hereon.
While most parameters for 1997 were not plotted as maps, the data are available in Tables
5 and 6. SPI prism penetration patterns were similar between the seasons and years.
Deepest penetration depths occurred in the northwestern part of the study area.
Shallowest penetrations occurred in the northeastern part of the study area. Patches of
shallow penetration were observed in the vicinity of Sandbridge shoal, and patches of deep
penetration were observed just to the east and west of the shoal (Figures 12 - 14). Spring
1996 SPI prism penetration depth ranged from < 5 to > 20 cm. Deepest penetrations (>10
to 20 cm) in the spring of 1996 were in the northwest portion of the study area (Figure
12). Fall 1996 penetration was also deepest in the northwest part of the study region,
some exceeding 20 cm (Figure 13), and also in parts of the study area off Sandbridge.
Spring 1997 sampling revealed a similar pattern, with deep penetration in the northwest,
shallow penetration in the northeast, and patches of deep and shallow penetration off
Sandbridge (Figure 14). SPI prism penetration within the proposed borrow areas ranged
was generally within the 5 to 10 cm range (Figures 13 and 14).
Sediment-water interface (SWI) relief (surface relief) ranged from < 1 to 10 cm
from spring 1996 through spring 1997 (Figures 15 - 17). Lowest relief (smoothest
surfaces) was observed in the study area off Sandbridge, just inshore from Sandbridge
shoal and the proposed borrow areas, and in the northeastern part of the study area, as
well as in patches within the study region off Virginia Beach. Highest sediment-water
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interface relief was observed in the northwest portion of the study area and off Sandbridge
within borrow area A (Figure 16). Most of the images in the study area from spring and
fall 1996 and spring 1997 revealed SWI relief of 1 to 2 cm. The area between the
northwest and northeast parts of the 1996 study area was interpolated to have relief from
1 to 2 cm using spring 1996 data, and 2 to 4 cm using fall 1996 data (Figures 15 - 16).
The points sampled spring 1996 and 1997 within this zone revealed lower relief (< 1 cm)
suggesting that the high relief observed from cell 281 fall 1996 was a temporary artifact.
The apparent color redox potential discontinuity (RPD) layer depth ranged from
< 1 to > 10 cm during spring and fall 1996 (Figures 18 - 19). RPD depth measurements
from 1997 samples has not yet been completed. Spring 1996 sampling revealed a large
area off Virginia Beach and a point within borrow area B with RPD depths of 5 to 10
cm. In the northeastern part of the study area, RPD depths were nearly all between 1 to
3 cm. Shallowest RPD depths were observed off Sandbridge, just inshore of Sandbridge
shoal and the proposed borrow areas (Figure 18). Fall 1996 sampling revealed slightly
lower RPD depths in the northwestern part of the study area, off Virginia Beach, and
similar RPD depths in the northeast. RPD depths in the study area off Sandbridge were
deepest fall 1996, most between 5 to 10 cm and one > 10 cm (Figure 19).
Infaunal tubes were present in many of the SPI images during spring 1996, with
highest numbers of tubes in the northwestern part of the study area (> 25), and very few in
most of the northeastern-most part of the study area (Figure 20), except at a few stations
where there were high numbers (10 to 25). Spring 1997 SPI images revealed lower
numbers of tubes over most of the study area. Most of the images had no tubes visible at
the sediment-water interface (Figure 21). There were some tubes visible in images from

13

the northwestern part of the 1997 study area, as seen also in spring 1996. However, the
high numbers observed in the northwestern part of the 1996 study area were not apparent
in spring 1997 images. The absence of tubes in numbers > 25 per SPI image from spring
1997 may indicate changes in community composition or limited spatial patches dominated
by tube-dwelling infauna, perhaps not as extensive in coverage as suggested by the
interpolation displayed in Figure 20. Most of the tube building infauna were polychaetes,
from the families Maldanidae (Clymenella, Asychis, Euclymene, Maldanopsis),
Ampharetidae (Asabellides oculata), or Onuphidae (Diopatra cuprea). Species were
confirmed by grab samples, but tube structures were usually distinct enough to discern
tube types in SPI images. Grab samples produced many other species as well which were
not detected in SPI images (See section on grab sample analysis below).
Sediment types in the study region were primarily sands from -1 to 4 phi, but some
muds (4 to 8 phi) were also present. Muds were prevalent in the northwestern part of the
study area and in patches across the region (Figure 22). The muds were typically silt to
clayey silt, and sands ranged from very fine sands to coarse sands and granule (Figure
23). Fine sands (2 to 3 phi) were most common throughout the study area. The spring
1997 sampling grid did not encounter as many silty sediment patches as the 1996
sampling. Sediment grain size and alkalinity determined from spring 1997 grab samples
are listed in Table 7.

Habitats classifications from SPI images
The variety of sediment types and habitat types were apparent in images from
spring and fall 1996 when more dense sampling grids were employed. Nine gross habitat
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classes were identified from a set of sixteen habitats initially identified using 1996 SPI
images. Habitat classes were labeled A - I, and are summarized in Table 8. SPI images
representative of the nine habitat types are displayed in Figures 24 - 32. Habitat
determinations from 1997 data are not yet complete. Habitat maps made using the nine
habitat type classes reveal the diversity of bottom types across the study area encountered
spring 1996 (Figure 33) and fall 1996 (Figure 34).
Seven of the habitat types were identified in SPI images from spring 1996. The
most common and extensive habitat types spring and fall 1996 were (class C) silty-sand to
very fine sand sediments with both biological and physical characteristics, and (class D)
fine sand sediments with primarily physical features (Figure 26). Overall, across the entire
study region, 73 of the 157 cells from which determinations were made using SPI images
from spring 1996 were habitat class C, and 31 were class D. Eight of the nine habitat
types were identified from fall 1996 SPI images. For the entire study region, 100 of 191
cells revealed habitat class C, 39 were class D, and 28 were class F (Table 9). The entire
grid block in the northeastern part of the study area (cells 96201 - 96300) was found to
have only habitat class C (combined biological and physical fine sands) spring and fall
1996 (Figures 33 - 34).
Biologically dominated silts (class A) and fine sands (class E) were also present
across much of the study area, though slightly fewer during fall 1996 sampling than spring
1996. Physically dominated silt sediment habitats (class B) were present only during fall
1996 at three stations off Virginia Beach. Physically dominated medium sand and shell
sediments (class F) were present most in the study area off Sandbridge, and were more
extensive fall 1996. Biologically dominated medium sand and shell sediment habitats
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(class G) were apparent at some of the sample stations off Sandbridge, just outside the
proposed borrow areas, and also at several stations in the study area off Virginia Beach.
Physically dominated coarse sands to gravel sediments (class H) were encountered only
off Sandbridge, just inshore of the proposed borrow areas spring and fall 1996, and at one
station off Virginia Beach spring 1996. Apparently transitional substrates, composed of
coarser grain-size sediments layered over finer grain-size sediments (class I) were
encountered fall 1997 at three stations off Virginia Beach, and at one station off
Sandbridge (Figures 33 - 34).
Grouping the habitats in terms of dominance by biological or physical features, or
combined interaction of biological and physical features, without respect to sediment type
reveals broad and apparently continuous regions of either physically or biologically
dominated substrates spring 1996 (Figure 35). During spring 1996, biologically
dominated habitats were prevalent in the northwestern part of the study area off Virginia
Beach, physically dominated habitats are prevalent in the vicinity of the proposed borrow
areas off Sandbridge, and combination habitats were interspersed in those two regions and
ubiquitous in the northeastern part of the study area (Figure 35). Similarly, fall 1996 SPI
images revealed biologically dominated habitats in the northwest part of the study area and
in the study area off Sandbridge, however in apparently non-continuous, smaller patches
than during spring 1996 (Figure 36). Habitats with combined biological and physical
interaction were present in the study areas off Virginia Beach and Sandbridge and
pervasive across the northeastern grid. Table 10 lists positions, cell numbers and habitat
classifications.
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Of the seven habitat types identified using SPI images in the northwest sample grid
off Virginia Beach spring and fall 1996, four were biologically dominated or combination
biological/physical substrates, and three were biologically dominated or combination
during fall 1996. In the northeastern sample grid 1996, only one habitat type was
identified during spring or fall, and that had combination biological and physical features.
In the sample grid off Sandbridge, five habitats were identified spring 1996, and of those
two were biologically dominated or combination. Similarly, in fall 1996, in the sample
grid off Sandbridge, two of seven habitats identified were biologically dominated or
combination.

Secondary production
Total benthic secondary production calculated using the technique of Brey (1990)
ranged from < 1 g m-2 yr-1 to > 50 g m-2 yr-1 (Figure 37). Low (< 5 g m-2 yr-1) to high (>
25 g m-2 yr-1) production was observed in the northwestern part of the 1996 study area off
Virginia Beach. Low to moderate (5 to 25 g m-2 yr-1) production was found in the
northeastern sample grid and in the study area off Sandbridge in the vicinity of the
proposed borrow areas. The high total production values correspond to high combined
production by molluscs (Figure 38), and annelids (Figure 39), and to a lesser degree by
crustaceans (Figure 40). Mollusc production was high at one site in the northwestern
sample grid off Virginia Beach, and low to moderate throughout the rest of the study area
(Figure 38). Annelid production was high at a site just west of where mollusc production
was highest, in the central part of the northwestern sample grid off Virginia Beach, and
was low to moderate elsewhere (Figure 39). Crustacean production was low throughout
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the study area , but relatively higher in the northwest sample grid and at one site in the
study area off Sandbridge, within proposed borrow area B (Figure 40). Miscellaneous
taxa, composed primarily of echinoderms and cnidarians, had very low production across
the area. However, some patches of relatively higher production by miscellaneous taxa
corresponded with higher production by molluscs, annelids and crustaceans (Figure 41).

Sandbridge study area analysis, including proposed borrow areas
Habitat types in the study area off Sandbridge were mostly physically dominated
fine to medium sands along Sandbridge shoal crest in spring 1996 (Figure 42) and
combination biological-physical silty sands or biologically dominated silts around the
shoal. Habitats were similarly distributed fall 1996 (Figure 43) but slightly fewer
biologically dominated muds were encountered, one sample revealed silt in part of borrow
area A. Another site had sediments which had apparently undergone recent transition,
with a coarser grain-size sediment layer overlain upon clayey silt (Figure 43). Both spring
and fall 1996 SPI images reveal primarily physically dominated habitats throughout most
of borrow area B, and approximately half of borrow area A (Figures 44 - 45).
Biologically moderated habitats were found to the west (inshore), east, and south of the
proposed borrow area (Figures 44 - 45).
Total community secondary production from 1996 within the study area off
Sandbridge was low to moderate, and relatively highest in at one site near the southern
boundary of borrow area A and to the west of borrow area A (Figure 46 with cell
numbers labelled, and Figure 47). Production by molluscs was very low to low
throughout the study area off Sandbridge, except at a station to the west where
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production was moderate (Figure 48). Polychaete production in the study area off
Sandbridge was very low to low. Lowest polychaete production was found in borrow
area B (Figure 49). Crustacean production was very low (< 1 g m-2 yr-1) at all except
three stations where production was low (1 - 5 g m-2 yr-1) in the study area off Sandbridge,
1996 (Figure 50).
Total infaunal densities ranged from < 100 to > 2000 m-2 in the study area off
Sandbridge. Highest overall densities (> 2000 m-2) were found to the west and in the
center of borrow area B (Figure 51). Lowest overall densities were observed in samples
taken just to the south and west of the sample with high density in the center of borrow
area B. Molluscs were found in highest densities at one cell to the west of the proposed
borrow areas,. and were found in higher densities inshore of the borrow areas within the
study area off Sandbridge (Figure 52). Polychaete densities were high inshore of the
proposed borrow areas and at one cell in the center of borrow area B and one cell to the
east of borrow area A (Figure 53). Crustacean densities in the study area off Sandbridge,
1996 were relatively high (> 1000 m-2) in borrow area B, and low to moderate elsewhere
(Figure 54). Comparisons of apparent general habitat type determined using SPI to
benthic secondary production (Figure 55) and faunal densities (Figure 56) reveal that
total community production and densities for all taxa agree fairly well with the habitat
delineations made using SPI.

Grab sample analysis
Benthic Community Species Composition
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At total of 119 taxa were identified from 13 of the Smith-MacIntrye grabs
collected in 1996 (Tables 11 - 12). Half of the top 14 taxa in terms of occurance and
abundance were polychaetes. The other half were one representitive each from the
amphiods, decapods, bivalves, nemerteans, tanaids, echniderms, and chordates (Table 13).
The distribution of species among the taxa was similar to other benthic studies from the
region. Table 14 compares our study to that of Dauer (1981). While Dauer’s data are for
about 3.5 times as much bottom area as ours, the total numbers of species from both
studies are close. Dauer’s (1981) survey of the benthos at the proposed Norfolk District
COE open water disposal site, about 15 miles East of the entrance to Chesapeake Bay is
the closest historical data set to our study area. The Dauer study was at the same latitude
as the northernmost extent of our study area, and about 8 miles to the east, but was at
similar sediment types and depths.
Overall, the community composition within our study area was typical for sandy
shallow continental shelf habitats. Detailed studies by Boesch (1979) off the coasts of
New Jersey and Maryland, Maurer et al. (1976) off Delaware, and Day et al. (1971) off
North Carolina reported simialar species composition for similiar depths and sediment
types. While there were many differences in the species composition, several species and
taxa were consistently reported by these studies, such as, Spiophanes bombyx, various
Nephtys species, Tellina agilis, Magelona rosea, Aricidea spp., Spio setosa, Nassarius
trivittatus, Ampelicsa verrilli, Unciola irrorata, and Mellita quinquiesperforata. All of
these are know to be high salinity sand species.
Benthic Community Size Spectra
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The size distribution of the benthos, both biomass and number of individuals, is an
important factor in determining the potential food resources available to bottom feeding
fish and crabs (Diaz and Schaffner 1990, Edgar 1990) and was the data used in calculation
of secondary production. Size spectra of the benthos (Class intervals of 0.5 to 0.9, 1.0 to
1.9, 2.0 to 3.3, >6.3 mm) were determined from the grab samples and followed a pattern
typical for marine communities, where the highest biomass was in the larger size classes
and highest number of individuals was in the smaller size classses (Figures 57 - 58).
Overall for June and November 1996 data, 15 % of all individuals and 81 % of the wet
weight biomass were in the larger biomass size fractions, 3.35 and 6.3 mm size classes.
The taxonomic composition of the larger biomass size fractions spanned a broad range
with only the total biomass of anemones and amphipods being less than 50 % in the larger
size fractions (Table 15). In terms of numbers, only echinoderms, bivalves, and
chordates had 50 % or greater of their total abundance in the larger size fractions (Table
15).
Overall, total biomass about doubled between June to November, going from 4.1
to 7.7 g wet wt m2 (Table 16). Annelids, the dominant taxonomic group in biomass,
numbers and trophically, are typical of this trend and averaged about 13 g wet wt m2 in
June and 28 in November. The modal biomass size fraction for annelids in both June and
November was 3.35 mm. Maldanid and Nephtid polychaetes were the predominant
families that accounted for most of the 3.35 mm size fraction biomass.
Total abundance declined from June to November being 2350 and 1850 ind. m2,
respectively. Again, annelids were typical of this trend declining from 960 to 910 ind. m2
with the modal size fraction being 1.0 mm (Table 16). This increase in biomass and
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decline in abundance are likely due to post settlement seasonal growth and mortality of
macrofauna.
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Discussion
Deep SPI prism penetrations in the northwestern portion of the study area
coincided with the Chesapeake Bay plume deposits, composed of finer grain-size
sediments. Deep prism penetration in other parts of the study area appeared to coincide
with the depositional environments induced by large-scale bottom features such as
Sandbridge shoal. The shoal consisted of coarsest sediments along the crest and was
surrounded by a rim or at least patches of finer sediments, silts to clayey silts. Biological
activity and numbers of macro-infaunal organisms and structures were high in these finer
sediments, as apparent in the sediment profile images (Figure 45) and in the grab samples
(Figure 51).
Relief was generally caused by sediment bedforms, primarily smooth-crested waveorbital ripples. Bedform heights were observed to be 1 to 2 cm and as demonstrated by
the surface relief, or SWI relief, measurements. Larger bedforms were observed in the
study area off Sandbridge, within borrow area A, and in the northern part of the study
region off Virginia Beach.
Habitat mapping using SPI and sediment grab sampling was very effective for
covering large regions such as the study areas off Virginia Beach. Relative resource
evaluations would then be made using parameters measured from SPI and grab samples.
This is in contrast to indices, such as the organism-sediment index (OSI) (Rhoads and
Germano 1982) which includes only certain SPI data, and benthic index of biotic integrity
(B-IBI) (Weisberg, et al. 1997) derived only from grab data. Such indices are of
questionable value for assessing resources over broad areas. The OSI, for instance, relies
upon the RPD depth without considering the sediment type or grain size. RPD depth,

23

however, may be influenced significantly by grain size. Thus OSI may be useful for
comparing habitat properties within a relatively uniform sedimentary environment, but for
comparison across sediment type regions, it is confounded by not accounting for
collinearities in habitat parameters. Thus, interpretation of the SPI and grab data is
necessary to provide a habitat resource value assessment, unless a new index is developed,
or one is modified, which accounts for inter-regional parameter behavior.
Using only two parameters determined from SPI analysis, a rapid assessment of
gross habitat type can be made. Using just an assessment of sediment grain size class
(coarse to very fine sand, coarse to fine silt, and clay, and mixtures) and determination of
prevalence of biological features or physical structures provides a simple method for initial
delineation of benthic habitats. These may be further refined by determination of dominant
fauna or surficial geological characteristics, both available using SPI data or inferences
about features present in SPI images confirmed by grab data.
Benthic secondary production for 1996 was high (> 25 g m-2 yr-1) in the northern
portion of the northwest sample grid off Virginia Beach and low (< 5 g m-2 yr-1) to
moderate (5 - 25 g m-2 yr-1) throughout the rest of the study area (Figure 37). In the
northwest sample grid, off Virginia Beach, the high production calculated using grab
sample data corresponded to regions which were identified using SPI images as
biologically dominated fine sand during spring 1996 (Figure 33), but as physically
dominated fine sand fall 1996 (Figure 34). Habitats were identified as physically
dominated at some locations using SPI images, but relatively high production was found
using grab data. In some sediments, especially non-cohesive sands, biological features
may not persist, and fauna may be inconspicuous.
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Therefore, dependent upon substrate characteristics, more or less effort with the
different sampling techniques may be necessary. Accurate habitat mapping then may
require initial reconaissance and subsequent allocation of sampling effort. Some habitat
determinations using SPI may not have agreed with observed high or low production or
biological densities because of small spatial-scale variabilities since grabs were not
necessarily acquired on the exact spot where images were taken. General agreement is
good between the two sampling techniques for gross characterizations of habitat and for
biological resource assessment. The agreement between the interpolations made using
SPI and grab sampling is encouraging, especially considering that each was done upon a
different support, the sample spatial structure.
Discriminant analysis using SPI and grab data should reveal whether the habitat
determinations convey objective discretions. Evaluation of the pertinence of the 1996
determinations will be used to delineate habitats using 1997 data. In general, if SPI can be
used to reliably relate habitat characteristics which allow prediction of benthic community
attributes, then statistical spatial models may be constructed for habitats and resources
with efficiency. Refined SPI and grab sampling strategies may accomplish regional benthic
resource assessment and mapping with a reasonable effort.
Where persistence of SPI features would be confounded by lack of sediment
cohesivity, we expect that habitat delineations will underestimate community attribute
variability. However, SPI and grab data and maps for the region off the Virginia coast
elucidate an overall more complex benthic system than was expected based upon the
generalized descriptions of previous studies for the inner continental shelf off Virginia.
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DISCLAIMER
This report has been reviewed by the Minerals Management Service and approved
for publication. Approval does not signify that the contents necessarily reflect the
views and policies of the Service, nor does mention of trade names or commercial
products constitute endorsement or recommendation for use.

The Department of the Interior
As the Nations’s principal conservation agency, the Department of the Interior has
responsibility for most of our nationally owned public lands and natural resources. This
includes fostering sound use of our land and water resources, protecting our fish,
wildlife, and biological diversity, preserving the environmental and cultural values of our
national parks and historic places; and providing for the enjoyment of life through
outdoor recreation. The Department assesses our energy and mineral resources and
works to ensure that their development is in the best interests of all our people by
encouraging stewardship and citizen participation in their care. The Department also has
a major responsibility for American Indian reservation communities and for people who
live in island territories under U.S. Administration.

The Minerals Management Service Mission
As a bureau of the Department of the Interior, the Minerals Management Service’s
(MMS) primary responsibilities are to manage the mineral resources located on the
Nations’s Outer Continental Shelf (OCS), collect revenue from the Federal OCS and
onshore federal and Indian lands, and distribute those revenues.
Moreover, in working to meet its responsibilities, the Offshore Minerals Management
Program administers the OCS competitive leasing program and oversees the safe and
environmentally sound exploration and production of our Nation’s offshore natural gas,
oil and other mineral resources. The MMS Royalty Management Program meets its
responsibilities by entrusting the efficient, timely and accurate collection and distribution
of revenue from mineral leasing and production due to Indian tribes andallottees, States
and the U. S. Treasury
the MMS strives to fulfill its responsibilities through the general guiding principles of:
(1) being responsive to the public’s concerns and interests by maintaining a dialog with
all potentially affected parties and (2) carrying out its programs with an emphasis on
working to enhance the quality of life for all Americans by lending MMS assistance and
expertise to economic development and environmental protection.

Introduction
The purpose of this report is to 1) describe the shoreline morphology and historical
movement of the Virginia's southeast ocean coast from Rudee Inlet to north Sandbridge and 2)
document the sediment movement of the recent Dam Neck Beach Nourishment Project (DNBNP)
after one year. This study was modified to accommodate the Dam Neck project which came
online after the original scope of work for the Minerals Management Service (MMS) was
developed. The DNBNP involved placement of over 1,000,000 cubic yards (cy) of sand fill that
was dredged from Sandbridge Shoal in Federal waters and placed along about 9,000 ft. of
shoreline. Monitoring of the project by VIMS includes before and after aerial imagery, beach
profiles and collecting sediment samples. A detailed three year monitoring project is being
conducted by the Navy.
Monitoring objectives for the DNBNP included: 1) acquiring low-level aerial photos in
order to track the beach planform movement of the beach fill mass; 2) performing beach profiles
to document the alongshore changes of beach fill onto adjacent shores; 3) acquiring beach and
nearshore sediments to characterize grain size trends as the beach fill disperses; and 4)
determining gross bathymetric changes of the nearshore region. Three monitoring periods were
determined to be sufficient to accomplish objectives. Detailed monitoring was done for the prefill condition (August 1996), post-fill six-months (May 1997) and post-fill one year (Oct 1997).
The DNBNP was completed in November1996. Monitoring of the project for this study
extended alongshore from north Sandbridge to Rudee Inlet, a distance of approximately 29,000 ft.
The landward extent of the monitoring extended into the dune field roughly 400 to 500 ft.from
mean sea level (MSL). Offshore sampling and bathymetry extended to at least the -24 ft. contour,
approximately 2,000 ft. from MSL.
In general, Virginia’s southeast ocean coast is receding. This ongoing process prompted
the Navy to proceed with a large beach nourishment project. With a large sand source just over 3
miles offshore (i.e. Sandbridge Shoal), the DNBNP became a cost effective shore protection
option. MMS serves as the government steward of that sand resource and, therefore, is
responsible for its wise use. The two-year, five-task monitoring project by the Virginia Institute
of Marine Science (VIMS) and Old Dominion University (ODU) will evaluate several facets of
offshore sand mining for the purpose of beach nourishment and attempt to determine initial and
potential impacts of the DNBNP to benthic resources, modification to the wave climate, tidal
current influence and modification the shore zone.

Physical Setting
Geography and Background
The southeast Virginia coast extends from Cape Henry at the mouth of the Chesapeake
Bay to False Cape and the North Carolina state line. The False Cape offshore shoal complex and
Cape Henry with its associated offshore shoals essentially act as large headland features that
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bound a long, curvilinear shoreline embayment (Figure 1). This embayed shore includes the coast
from Rudee Inlet south to False Cape. The primary study area of Dam Neck lies within this larger
shore cell or reach.
The shoreline between Cape Henry and False Cape is a barrier beach and dune system
typical of the mid-Atlantic coast. The north half of the reach generally lacks a backbarrier lagoon.
The southern half of the reach is backed by North Bay and Back Bay down to False Cape. The
only break in this shore reach is Rudee Inlet which has been in existence since at least 1585
(Everts et al., 1983).
Until 1988, the most significant anthropogenic impact in the Cape Henry to False Cape
reach was the annual beach nourishment at the Resort Strip that extends from Rudee Inlet
northward about 3 miles. The Resort Strip is the commercial, recreational district in the City of
Virginia Beach which has been maintained as a recreational, tourist beach through beach
nourishment. Sand has been used to recreate the beach yearly since the mid-1950s primarily by
truck haul from upland borrow areas and sediment bypassing at Rudee Inlet by cutter head
dredge. Approximately 150,000 cy of sand is bypassed annually at Rudee Inlet onto the Resort
Strip and another 100,000 to 150,000 cy is trucked in.
In 1988, a second anthropogenic impact to the reach began in earnest. Many residents of
the 4.5 mile subreach known as Sandbridge began an extensive bulkheading program to prevent
dune erosion. These bulkheads were made primarily of steel, and between 1988 and 1990, about
12,850 ft. of shore was bulkheaded (Basco et al., 1997). By 1995, almost15,545 ft. of shoreline
at Sandbridge had bulkheads. Since then, many have failed, have been rebuilt or have been
removed.
The most recent anthropogenic impact to Virginia’s southeast coast has been the large
beach nourishment project at Dam Neck (Fleet Combat Training Center, Atlantic). This project is
part of a larger shoreline protection project installed by the Navy at Dam Neck. Before the beach
material was placed, a large dune was built using sand from upland sources. This dune, which
was constructed with a rock core, is the last line of defense for land based infrastructure the Navy
values at about $95 million. Over 1,000,000 cy of borrowed sand from Sandbridge Shoal was
pumped onto Dam Neck in November 1996.
Previous Studies of Shore Change
Numerous studies have been performed along the southeast ocean coast of Virginia that
pertain to shoreline change. Studies by Everts et al. (1983), Dolan (1985), Wright et al. (1987),
and Basco (1991) document the patterns and rates of shoreline change. Goldsmith (1977),
Hardaway and Thomas (1990) and Basco (1997) have performed and analyzed beach surveys
along various portions of the reach.
Figure 2 is a composite figure found in Basco (1991) showing shoreline change as
determined by Everts et al. (1983) and Dolan (1985) as well as shore cells and wave height
variation as determined by Wright et al. (1987). The general, long-term shore change pattern
shows significant shore recession between latitude 36o 40' and 36o 45', just south of Sandbridge,
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with a maximum erosion rate of 11.5 ft/yr at 36o 41.5' according to Everts et al. (1983) and Dolan
(1985). This area of high shoreline recession also corresponds to high average breaker wave
height (Hb) according to Wright et al. (1987). Accretionary trends are evident in several areas of
the reach: around False Cape; just south of Rudee Inlet; and at Cape Henry. For the study area
between Rudee Inlet and north Sandbridge, the erosion is more variable with some accretionary
trends determined by Dolan (1985). These areas have a lower range of average breaker wave
heights.
The analysis by Everts et al. (1983) is based, in part, on cartographic data using Federal
government surveys from 1858 to 1925 and 1925 to 1980 (Figure 2). According to Everts et al.
(1983), the topographic supplement to the hydrographic surveys were done mostly by plane table.
After 1927, aerial photography and photogrammetric methods were used to provide coastal
topography (Shalowitz, 1964). The main coastal feature that depicts the shoreline is mean high
water (MHW). However, both in the field and from aerial imagery, the determination of this line
or datum is somewhat interpretive and can contain a certain degree of error.
The analysis by Dolan (1985) depicted on Figure 2 utilized 47 years of aerial imagery from
1937 to 1984. More recent efforts have attempted to improve shoreline change analysis; several
methods and their limitations are presented in Crowell et al. (1997), Crowell et al. (1991), and
Dolan et al. (1991). Foster and Savage (1989) determined that the amount of error associated
with shore change analysis varies with method. For map data, the error can be +/- 9.1 m, for
aerial photos +/- 6.1 m and +/- 3.1 m for surveyed points. One factor is evident, the more closely
spaced data points, the better the analysis.
Previous Sediment Studies
The sedimentology of the study area is based on both active processes as well as the
underlying geology of the region. Sorting and winnowing of the sediments by the littoral currents
and waves occurs continuously in the nearshore region and erosion can expose outcrops of
material deposited long ago. Numerous studies have looked at the southeast ocean coast of
Virginia in terms of its surficial sediment characteristics, mainly to identify and characterize
possible sites for dredging of sand for beach nourishment projects. Williams (1987) studied the
area between Cape Henry and Sandbridge. He compiled data from U.S. Army Corps of
Engineers core log descriptions to create map of generalized distribution of surficial sediments
(Figure 3). Most of the region has muddy fine to medium sand on the bottom. Clean sand is
located in a narrow band on the shoreface landward of the 25 ft. contour with a few other isolated
areas associated with shoals or relict paleochannels. The areas of mud are located in the thalweg
on the western flank of the Chesapeake Bay entrance channel and could be old estuarine outcrops.
Hobbs’ (1997) findings essentially agreed with Williams (1987) since his analysis revealed
that inner continental shelf (depths less than 100 ft.) is dominated by coarser sediments, most of
which contained in excess of 90% to 95% sand. Most sands are medium to coarse sand (>2 phi).
Small pockets of fine grained sediments were related to Chesapeake Bay mouth and the others to
outcrops of muddy sediments. Berquist and Hobbs (1988) found the inner shelf and shoreface
region within 3 miles of the Sandbridge shoreline, depths generally less than 50 ft., have surface
sediments of uniform gray to olive gray, fine to very fine sand with a consistent mean grain size of
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0.125 mm (3.0 phi). The percentage of mud is high ranging from 16% to greater than 20%.
Hobbs (1997) concluded that the sediments of southeastern Virginia ocean coast is more varied
than previously thought. Even though most are sands, the density of the sampling grid allows
identification of a greater spatial variability in grain-size characteristics.
Kimball and Dame (1989) used vibracores to confirm the characterization of sediments
within Sandbridge Shoal as “medium grained sands” with mean grain size of 0.3 mm (1.5 phi);
many samples had over 10% by weight pebbles. Their study of the bottom near Rudee Inlet
indicated the region had a surface mean 3.05 phi (0.12 mm) and a standard deviation 0.5 phi,
(0.71 mm). Off of Sandbridge the mean was 1.5 phi (0.35 mm) and the standard deviation was 0
.5 phi (0.71 mm).
Wright et al. (1987) summarized beach sediment data from various sources. There is
considerable variability both cross-shore and alongshore, but in general, the average foreshore
(beach between the berm and the beach TOE) mean along the Resort Strip in Virginia Beach was
2.0 phi (0.25 mm) and had a standard deviation or sorting value of 0.8 phi (0.57 mm). At the -10
ft.contour the D50, or median, varies between 2.3 phi and 2.5 phi (0.18 mm and 0.20 mm).
Between Rudee Inlet and Fort Story, the D50 increased threefold (0.25 mm to 0.75 mm) from
south to north. Between Rudee Inlet and Back Bay, the D50 of the oreshore is larger than other
subaerial samples, and the D50 at -10 ft.contour is 2.1 phi (0.23 mm). On a winter beach, the
minimum D50 seaward of the foreshore is 1.9 phi (0.26 mm) and varies to a maximum of 1.6 phi
(0.32 mm). Sandbridge has a foreshore mean 1.75 phi (0.3 mm). Wright et al. (1987) suggest
that a beach nourishment program along the Dam Neck/Sandbridge reach would best be served
with sand larger than 2.0 phi (0.25 mm). The average grain size of the DNBNP is 0.4mm (1.2
phi).
Waterway Surveys and Engineering (1986) conducted an analysis of the beach at
Sandbridge. Their study found that the D 50 of the dune face or the base of the bulkhead ranges
from 2 to 1.2 phi (0.25 to 4.0 mm) which is medium sand. This range also occurred in the
midberm region. The D50 of the foreshore portion of the beach ranged from 2.3 to 1.0 phi (0.2 to
0.5 mm) and is classified as fine and medium sand. The low tide terrace had a D50 range of 2.3 to
2 phi (0.2 to 0.25 mm) which is fine sand. In general, the foreshore sands are coarsest with the
backshore and dune slightly less coarse than foreshore. The outer part of low tide terrace has the
finest sand, even finer than the samples from the 10 ft. depths. Sorting is best at outer edge of
low tide terrace and on the dunes and in the backshore.

Hydrodynamic Setting
Wave Climate
For this study, the main hydrodynamic forces operating along the project area are the
waves and wave-induced currents and tidal currents. The wave climate operating along the
southeast Virginia coast is controlled, in part, by the nearshore bathymetric configuration and tidal
currents (Ludwick, 1978; Wright et al., 1987). Influence by tidal inlets is negligible, except
locally at Rudee Inlet. Wave measurements at several locations including NOAA buoy 44014
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(Figure 4) from Maa (1995) and WIS phase III stations 77 and 78 (Figure 5) from Jensen (1983)
indicate a dominant southeasterly component to the wave field. However, the predominant storm
direction is from the northeast and tends to counter the southeasterly-driven, longshore movement
of beach material.
The distribution of the longshore component of wave energy along the southeast Virginia
coast is controlled by the nearshore bathymetry. Wright et al. (1987) performed a wave climate
analysis using a linear wave propagation model, RCPWAVE, developed by the U.S. Army Corps
of Engineers (Ebersole et al., 1986) that computes changes in wave characteristics that result
naturally from refraction, shoaling, and diffraction over complex shoreface topography. The
results of the analysis in Wright et al. (1987) indicate a concentration of wave energy in the area
just south of Sandbridge. This corresponds to a nearshore increase in water depth where higher
potential wave energies may reach the coast (Figure 2). This region also has the highest rate of
shoreline recession on the southeast Virginia ocean coast and is considered an area of divergence,
or a “nodal” zone, where shore zone sediments are transported northward and southward toward
Cape Henry and False Cape (Everts et al., 1983).
Further complications in nearshore bathymetry exist due to the occurence of Sandbridge
Shoal (Figure 1). Maa (1995) indicates that the existence of Sandbridge Shoal may tend of
concentrate wave energy into the area of high shoreline recession. Boon (1997) found a similar
tendency. The inference here is that removal of Sandbridge Shoal due to mining for beach
nourishment may decrease the wave concentration in the area of highest shoreline recession.
The onshore-offshore component of sediment transport at Sandbridge was described by
Wright et al. (1991). Wave gauge deployment during November 1988 on the shoreface of
Sandbridge embraced some contrasting moderate wave energy events and provided insight into
the processes that operate during non-storm autumn and winter periods. The results for
Sandbridge indicate that incident waves are the principal agent of sediment flux and suggest that
wave-driven transport in the seaward direction may be nearly as important as in the shoreward
direction (Wright et al., 1991).
On a regional scale, the nearshore zone along the southeast coast of Virginia influences
the wave climate because the False Cape and Cape Henry shoal complexes tend to act as
headlands. The southeasterly wave field is impacted first by the False Cape headland which
refracts and diffracts the wave field. Northeasterly waves are refracted and diffracted by the Cape
Henry shoals. Sediments of the shore and shoreface are driven both north and south from the
nodal divergence zone by the impinging wave climate to help “feed” the adjacent headland shoal
areas. The headland shoals display a much gentler offshore bathymetric gradient than the nodal
divergence area. A steeper shoreface bathymetric gradient near the nodal point allows significant
“planing” by wave processes and sea-level rise that cut into the underlying coastal strata which
serves as a sediment source (Swift et al., 1985).
Sediment Transport
Everts et al. (1983) described the divergence or nodal zone just south of Sandbridge
where transport processes cause alongshore sediment movement north and south. This was
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substantiated by Waterways Surveys and Engineering (1986) and Wright et al. (1987).
Waterways Surveys and Engineering (1986) determined sediment transport rates from
sedimentation and dredging of Rudee Inlet. They estimated a gross transport rate (Q) to the
north of 488,000 cy per year and a Q to the south of 288,000 cy per year. This results in a net
northerly alongshore rate of 200,000 cy of sand per year. The implication at Dam Neck would be
a similar net rate of alongshore sediment transport to the north. Onshore-offshore transport is not
included in this estimate but may be a significant factor related to the DNBNP.

Methods
Shore Profiles
A long-term beach and nearshore profile survey data set was obtained from the City of
Virginia Beach’s survey department. This data set was created between 1980 and 1996 and
includes dune and beach surveys to MLW. Early surveys were taken each quarter (i.e. spring,
summer, fall and winter). Two times per year, select profiles (numbered 43, 45, 48) are run
offshore to approximately 25 ft. below mean sea level (MSL). The survey methods include transit
and stadia for the beach and dune portions of the profile and fathometer and sled for the offshore
section. For this project, eight of the City’s profiles, numbered 43 to 50, from Rudee Inlet to the
north end of Sandbridge were analyzed (Figure 6 and Table 1). Profiles 43 and 44 define the
boundaries of Croatan Beach. Profile 45 is on the Naval Amphibious Base property. Profiles 46,
47 and 48 are on Dam Neck property, and profiles 49 and 50 occupy the north end of Sandbridge.
The location of VIMS’s survey at profile 43 was slightly south and about 25 ft. in front of
the City’s profile since the City’s profile crosses the beach near the groin, and sediment samples
could not be taken directly offshore. The City stopped survey profile 45 in 1984 and profile 46 in
1990 (Table 1). Access to profile 45 was difficult since it is a military training area; the City’s
benchmark was not recovered. VIMS personnel set a wood stake at the approximate location of
profile 45 and used the Global Positioning System (GPS) to locate the stake and get an elevation.
The City benchmark at Profile 46 still exists, but surveying is difficult since it is a military rifle
range. The benchmarks at profiles 47 and 49 were reset in 1996. Profile 49 was reset in about
the same location, but profile 47 was moved about eight ft. north and 25 ft. east.
The City’s raw data from field books were databased with the Interactive Survey
Reduction Program (ISRP) (U.S. Army Corps of Engineers, 1994). The data was plotted and
checked for errors and bad points. Profile analysis followed procedures outlined by Larson and
Kraus (1994). This includes an analysis of individual profile parameters including change in the
position of MHW, the average shoreline change through time, seasonal plots, and the maximum
and minimum, the mean profile and standard deviation.
The profiles were surveyed by the City in August 1996 before the DNBNP. The same
profile lines were surveyed by the VIMS six months (May 1997) after installation and one year
later (October/November 1997). The subaerial beach, out to 2 ft. below MLW, was surveyed in
detail with transit and stadia. Due to lack of high resolution offshore survey gear, only depth
change at the position of sediment sampling was measured (see section C, below). Sediment
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samples also were acquired at each date for the beach and offshore regions, to a depth of 24 ft.
below MSL.
Aerial Imagery
VIMS operates a U-6A DeHavilland Beaver to further its research and educational
mandates. The very low minimum controlled flight speed is an asset both to aerial observation
and photography and to operations in and out of short, unimproved landing areas. VIMS can
obtain vertical photography in 70-mm format on a variety of film types. Two Hasselblad
500ELM cameras can be used together allowing the acquisition of identical images on two
different film types. The cameras are equipped with motor driven film advances, simultaneously
controlled, electronic shutter releases, and an intervalometer.
The study site was flown by VIMS’s plane and personnel before the fill project (August
1996), just after the project (November 1996), in April 1997, and September 1997 to obtain lowlevel vertical imagery. Eight inch square, non-rectified photos with 60% overlap at a scale of
1"=200' were obtained. A mosaic was created with the photos and used to plot the position of
MHW through time.
Sediments
Sediment sampling locations followed the general plan outlined in Figure 7. Sediment grab
samples were taken along profiles 43 to 50 prior to the DNBNP (August 1996), after six-months
(May 1997) and after one year (October/November 1997). Dune, beach and nearshore samples to
-2 ft. MLW were taken by hand from shore. Offshore sediments at -6, -12, -18 and -24 were
acquired with a grab sampler from a boat. Three grab samples were taken for each offshore
location to create a composite sample.
Offshore sampling for the three sampling periods was based on returning to the same
location (i.e. latitude/longitude) each time by using a differential GPS. Depths for the second and
third sampling period may have changed, but the sample names remained the same. Dune, beach
and nearshore samples were taken at the designated morphologic feature (i.e. dune, berm, midbeach, etc.). Sediments were analyzed for percent gravel, sand, silt and clay. The VIMS Rapid
Sand Analyzer (RSA) was used to determine the grain size distribution of the sand fraction.
Sediment sample information is in Appendix A including the latitude and longitude position of the
offshore samples and the distance from the benchmark of the beach samples.
The grain size distribution of beach sand generally varies across the shore and to a lesser
degree, alongshore as a function of the mode of deposition. The coarsest sand particles usually
are found where the backwash meets the incoming swash in a zone of maximum turbulence at the
base of the subaerial beach; here the sand is abruptly deposited creating a step or TOE. Just
offshore, the sand becomes finer. Another area of coarse particle accumulation is the berm crest,
which is sometimes coincident with the last high tide line (LHT), where runup deposits all grain
sizes as the swash momentarily stops before the backwash starts. The dune or backshore
generally contains the finest particles because deposition here is limited by the wind’s ability to
entrain and move sand (Bascom, 1959; Stauble et al., 1993).
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Sediment statistics were developed for median grain size and sorting. Both statistics are
common parameters in discussing sediment characteristics and are used frequently in beach
assessments (Stauble et al. 1993; Larson and Kraus, 1994). The median is defined by one half the
particles are coarser and one half are finer, but it is not particularly useful for bimodal sediments.
The mean is a better parameter but the median is most commonly used (Folk, 1980). Sorting is a
measure of sediment uniformity and can be obtained by several methods of determining standard
deviation. The spread of the grain size distribution about the mean defines the concept of sorting.
Well-sorted sands have only a few size classes present in the sample. Poorly-sorted sands are
represented by most size classes (Friedman and Sanders, 1978). For this study, the Inclusive
Graphic Standard Deviation (Folk, 1980) is used. The method of moments was used on the
sediment data (Appendix A), but even though it is generally a more accurate method of describing
a sample, it is not discussed since previous studies of the sediment characteristics of Virginia’s
southeast coast utilize the graphic method of statistic determination.
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Table 1
Station
VIMS

Designation

Mark

Virginia Beach

Type

NAD 1983 (ft) 198
Northing

NAD 1983 (ft)

NGVD 1929

Date

Total

Inclusive

Long

Easting

Elevation

Established

Surveys

Dates

Short

43

M-07 (Reset)

Disk

3,471,104.9210

12,223,512.1990

11.28

August 1982

33

1980-1996

L

44

PRO 5-2

Disk

3,467,422.8220

12,224,120.0630

18.79

July 1980

33

1980-1996

S

45

M-08

Disk

3,464,472.3276

12,224,827.4200

15.22 (1929)

July 1980

DN3 (VIMS)

Stake

3,463,509.2776

12,225,077.4048

21.65 (1983)

August 1996

17

1980-1984

L

46

PRO 6-2

Disk

3,459,920.4941

12,225,924.9005

22.691

June 1980

22

1980-1990

S

47

N-010

Disk

3,454,568.3790

12,227,383.0190

22.98

July 1980

N-010A

Disk

3,454,576.4990

12,227,407.8060

22.81

1996

32

1980-1996

S

48

PRO 7-2 (Reset)

Disk

3,448,874.9164

12,229,068.5090

13.071

June 1980

32

1980-1996

L

49

PRO 8-2

Disk

15.55

June 1980

PRO 8-2A

Disk

3,446,301.3690

12,229,839.4310

14.22

1996

34

1980-1996

S

N-012

Disk

3,443,888.5360

12,230,750.8950

8.57

June 1980

29

1980-1996

S

50

Information on the City of Virginia Beach’s profile data.
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Results
Long-Term Historical Trends
The long-term rate of shore change at the location of the eight study profiles was
determined by Everts et al. (1983) (Figure 8) and is summarized in Table 2. The MHW position
was determined for each date at each profile location. From 1859 to 1925, there is a similar rate
of shoreline erosion for all profiles that ranges from -4.5 ft. per year (ft/yr) at profile 46 to -2.9
ft/yr at profile 49. The trends from 1925 to 1980 show similar magnitude of recession between
profiles 47 to 50. However, a significant accretionary trend becomes evident in profiles 43 and
44, a reduced erosion rate at profile 45 and slight accretion at profile 46. This may be attributable
to the stabilization of Rudee Inlet by jetties and the subsequent bypass system. The jetties would
act as littoral barriers that stack sand to the south. The jetties and inlet dredging significantly
modify the net long-term trend from 1859 to 1980 for profiles 43 and 44.
Table 2
Historic

Shore

Change*

Virginia
Net

Beach
Shore

Profiles
Change

(ft/yr)

(ft/yr)

Average
Change
(ft/yr)

Date

1859-1925

19251980

1859-1980

1980-1996

1980-1984

1980-1990

Span (yrs)

66

55

121

16

4

10

43

-3.0

5.1

0.66

2.9

19.4

44

-3.0

0.5

-1.7

1.2

12.9

45

-3.6

-0.91

-2.4

46

-4.5

1.4

-2.1

47

-3.0

-2.0

-2.5

-5.4

-1.9

48

-3.3

-2.55

-3.1

-0.6

-0.4

49

-2.9

-4.4

-3.4

-0.6

4.7

50

-3.2

-3.82

-3.5

-3.4

-4.9

Profile #

-3.8

1.8
-2

1.4

* Data from Everts et al. (1983)
Shoreline change rates from historical data and the City of Virginia Beach’s data set.
City Monitoring, 1980-1997
Analysis of the City’s beach survey data shows the variability of shoreline and shoreface
change along this subreach over the past 16 years. One portrayal of shore change is the
movement of a tidal contour through time. Following historical methods, the position of MHW
for each study profile was plotted through time (Figures 9A-9H). Except for the very high
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variability in profile 43 (Figures 9A), the other profiles indicate large seasonal fluctuations where
data was taken quarterly and possibly a subtle trend toward erosion, accretion or relative stability
depending on the individual profile. The rate at which these trends occur along this subreach has
broader regional implications as modifications to the shoreline continue to have an impact (i.e.
Sandbridge bulkheads, DNBNP, and a proposed beach nourishment at Sandbridge).
A simple method to determine rate of change is the End Point Rate method (EPR),
described by Fenster et al. (1993), which is similar to picking a tidal datum off aerial imagery in
its relative randomness. For example, for this study, the difference between the positions of
MHW at two dates were multiplied by the number of years between the dates to get a rate of
change in ft/yr for each profile. These rates are shown in Figure 8 and compared against rates
from Everts et al. (1983). Since this method is similar, these data could be the position of MHW
from two aerial photos flown at those times. However, all in all, the trends using the EPR are
similar to the historical plots.
In order to ascertain an overall trend for each profile, the average shoreline change at
MSL in ft/yr was determined (Figures 10A-10H). This average of the rates through time for each
profile also is plotted against the historical trends and the values obtained by the EPR method
(Figure 8). The plot describes the accretionary trend that is being enhanced by Rudee Inlet.
Although more detailed analysis is necessary, the present study shows an increased rate of
accretion south of Rudee Inlet according to City data. This trend appears significant down to
profile 46 with profile 43, which is adjacent to Rudee Inlet, having the highest average rate of
shoreline change at +19.4 ft/yr. Shoreline recession continues at profiles 47 and 48 but at less
than historical rates. Finally, the north end of Sandbridge has an increased accretion rate at profile
49 and a corresponding loss at profile 50. This plot includes data prior to and after bulkheading
began in 1988 which, no doubt, modifies the natural trend.
Seasonal fluctuations across the study profiles, shown in Figures 11A-11H, are plotted
along with the average profile for all surveys. Table 3 lists the survey dates that were assigned to
each grouping used to determine the seasonal mean profile. The mean seasonal profiles are
represented for winter, spring, summer and fall by January, April, July and October, respectively.
Generally, subaerial beach accretion occurs in the summer or fall; beach erosion occurs in the
winter or spring. The plots show that the July or summer profile has the highest berm. Most of
the profiles are lowest in January except profiles 43, 44 and 45 which have their lowest profiles in
April. Both the January and April mean profiles can be indicative of a winter profile. The
maximum vertical change occurs across the beach berm feature between +4 and +6 ft. MSL and
the backshore region. This is the active subaerial beach and swash zone that is subject to frequent
wave runup and overtopping. Profile 50 shows the development of a nearshore bar on the
January mean profile indicating that sand is stored in a bar system during the winter.
Since the long profiles (43, 45 and 48) generally are surveyed only in the spring and fall,
mean profiles plotted for winter and summer do not extend beyond about MLW. The offshore
trend shows that there is a “crossing point” on the long profiles where the inshore portion of the
profile to MLW show accretion in the fall and erosion in the spring. Seaward of the crossing, the
trend is less clear, but, generally, the opposite is occurring with profile accretion in the spring and
erosion in the fall. After a summer of milder waves, sand has moved closer to the shoreline since
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the October profile is higher than the April profile landward of the crossing point. The crossing
point occurs at about 10 ft. below MSL at profile 43 (Figure 11A), 6 ft. below MSL at profile 45
(Figure 11C), and at 8.5 ft. below MSL at profile 48 (Figure 11F). The crossing point appears as
a berm or bar feature, that is the seaward edge of a lower beach face terrace, and is seaward and
deeper than the breaker zone inner bar feature. The sand eroded during the winter appears to be
stored further offshore, seaward of the crossing.
Table 3
January

April

July

October

January 19, 1981

April 19, 1981

July 19, 1981

October 19, 1980

January 19, 1982

April 19, 1982

July 19, 1982

October 19, 1981

January 19, 1984

April 19, 1983

July 19, 1983

October 19, 1983

January 19, 1985

April 19, 1985

July 19, 1984

October 19, 1984

January 19, 1987

March 22, 1990

July 19, 1985

November 19, 1985

January 17, 1991

April 10, 1991

July 19, 1996

October 19, 1986

January 14, 1993

April 20, 1993

July 3, 1990

September 28, 1988

June 2, 1992

November 21, 1991

July 9, 1993

September 8, 1993

July 21, 1994

October 20, 1993

February 25, 1994

August 19, 1996

Survey dates assigned to seasonal groupings.
This feature was recognized by Larson and Kraus (1994) for spring and fall profiles taken
at Duck, North Carolina. They called it a pivot point located at about -8.5 ft. water depth. For
the southeast ocean coast of Virginia, this may be an outer bar feature since it appears to be
persistent through time. The inner bar, usually found toward shore, is difficult to see in the long
profiles most likely due to the lack of summer and winter data. Larson and Kraus (1994) found
the average depth of the inner bar at Duck, North Carolina to be -5.2 ft. MSL based on 230 bimonthly profiles. The outer bar crest was less persistent and resided at an average depth of 12.4
ft.. The trend of the inner bar and outer bar is less discernable along this subreach shoreline.
Figures 12A-12H reflect the maximum and minimum profiles for the survey data set as
well as the mean profile and standard deviation. The plots for the long profiles (43, 45 and 48)
utilize all data until 5 or less points are available offshore. Offshore closure is not reached but can
be projected to be between 25 and 30 ft. below MSL. The short profiles generally do not extend
below MLW, but most reach a subaerial beach “closure”.
The standard deviation is a measure of variability of the profiles. For all the subaerial
beach surveys, the common area of vertical excursion occurs in the active swash zone between the
beach berm and about MSL; this zone has an average standard deviation of 1.7 ft. Profiles 46, 48,
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49 and 50 show significant fluctuations in the foredune. Vertical changes in the base of dune have
a standard deviation of 3.4 ft. on profile 47. The average standard deviation for the dune face for
all profiles is 2.6 ft. (Table 4).
For the maximum, minimum and mean analysis of the long profiles (43, 45 and 48), the
offshore bar/terrace feature (pivot point) seen in the seasonal profiles is once again apparent. The
area of the largest vertical profile excursion along the offshore segment occurs landward of the
pivot point at the base or toe of the beach face. Standard deviations and depths of the toe of the
beach face are shown in Table 4.
Table 4
Profile

Beach Berm

Dune
Crest/Face/Base

Toe of Beach Face

43

2.4

1.5

1.6 = Standard Deviation
Depth = -4.0 ft

44

1.9

45

1.7

1.2

2.0 = Standard Deviation
Depth = -5.5 ft

46

1.2

1.9

47

2.0

3.4

48

1.4

3.7

49

1.5

3.6

50

1.8

2.7

Average

1.7

2.6

1.4 = Standard Deviation
Depth = -6.5 ft

Standard deviation (ft.) of selected beach features resulting from the maximum, minimum, and
mean analysis.
Dam Neck Beach Nourishment Project, 1996-1997
The DNBNP came online after this study was geared toward a profile and sediment
analysis of the Sandbridge shore subreach. It was decided to take advantage of this opportunity
to track the movement of the beach nourishment for one year. Sampling of the beach and
nearshore region was performed to note significant changes in profile trends and sedimentology.
The eight aforementioned City profiles were chosen as reference lines for this evaluation. Surveys
and samples were performed prior to the DNBNP (August 1996), about 6 months after the
project (May 1997) and after about one year (October/November 1997). The one year sampling
took two days. The beach and dune were surveyed and sampled in October 1997 while the
offshore work was not accomplished until November 1997. Between the two sampling dates, a
moderate northeaster occurred (October 15 to 19) and impacted beach morphology and offshore
sedimentation processes. Also, City profile data was used for the August 1996 profile plots;
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however, no City data was available for profiles 45 and 46 so the mean summer profile was used
for the August 1996 date.
The following discussion of analyses resulting from VIMS’s one-year monitoring will be
separated into 1) the subaerial beach and nearshore surveys, and 2) the sediment sampling and its
analysis. Most of the historic shore change data and much of the City’s profile data only covers
the “subaerial” beach zone, but some City profile data covers the upper shoreface, an area that
will be impacted by the DNBNP.
Subaerial Beach and Nearshore Surveys
Profile plots of the three sampling periods include the subaerial beach and nearshore
(Figures 13-20). The subaerial beach may be defined as that area of the profile from about MSL
to the dune crest. Two plots are posted for each profile to better see the beach. The nearshore
portion of the profile is what lies below MSL. Two nearshore profiles include August 1996 and
November 1997. When City data was not used (i.e. their short profiles), the bathymetry was
determined by the coordinates at the sediment sample location (Appendix A). The beach and
nearshore surveys were done on separate days for the data taken one year after the initial fill
project. For this nearshore survey, the profile from 6 ft. below MLW seaward was taken in
November 1997 but is plotted with the subaerial beach (data taken in October 1997); the
following plots show data from both dates, even if October 1997 is the date on the plots.
There is considerable upper profile variability on profile 43 (Figure 13A and 13B) that is
most likely attributable to Rudee Inlet, which acts as a littoral barrier, and the associated
dredging. Dredging was being done during the May 1997 survey. Vertical changes are most
significant between about +5 ft. MSL and -10 ft. MSL. A general loss of material form the beach
and very nearshore occurred between August 1996 to October 1997; however, during that time,
there also was an increase in beach berm elevation. Below the -7 ft. contour, there was a net
increase of sand volume between August 1996 and October 1997.
Heavy equipment was pushing sand around the backshore at profile 44 (Figures 14A and
14B) during the May 1997 survey. This activity modifies the natural patterns of profile change
along the subaerial beach zone. The subaerial beach berm grows in elevation and becomes an
obvious feature on the profile by October 1997. Profile 44 acquires an inner bar in May 1997
and October 1997 and what may be a “pivot” point occurs about 1,000 ft. on the survey line at
about 10 ft. below MSL. Profile 44 was historically a short profile in the City’s data set.
Profile 45 (Figures 15A and 15B), a long City profile with a data set that only extends
four years, lies about mid-way between profiles 44 and 46. Subaerial beach changes indicate
beach berm and beach face growth. Nearshore erosion occurred down to the -4 ft. contour from
August 1996 to May97 but then an accretionary trend occurred by October 1997 with bar growth
occurring 380 ft. offshore.
Profile 46 (Figures 16A and 16B) is located about 1000 ft. north of the limit of beach fill
associated with the DNBNP. The October 1997 survey shows an accretionary trend of the beach
berm (Figure 16A) and a general profile decrease across the nearshore segment of the profile
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(Figure 16B). This offshore change may reflect the storm (October 1997) wave interaction with
the beach fill mass to the south where wave refraction might scour the shoreface at that point.
Profile 47 is located at about the middle of the beach nourishment project, and the beach
fill berm is quite obvious in Figures 17A and 17B. Initial landward adjustments to the beach face
and inner bar is evident between surveys May 1997 and October 1997 as is some washover and
base of dune accretion. The inner bars appear to have developed off the face of the adjusting
beach fill. Changes further offshore do not appear to be significant, even after several days of
northeaster waves. A slight cut and fill relationship occurred at about the -10 ft. MSL contour
between August 1996 and October (November) 1997.
Figures 18A and 18B show profile 48 which is located about 2,000 ft. south of the
southern limit of the DNBNP. A progressive, accretionary beach berm is shown between May
and October 1997 surveys, and sand volume significantly increases below MSL. This may reflect a
response of the upper shoreface to the Oct 15-19 northeaster. The data imply that there was a
southward flow of material from the beach fill mass along the subaerial and offshore segments of
the south bound area.
Continued accretion of the subaerial beach and nearshore from about +5 ft. MSL to -4 ft.
MSL is noted in profile 49 (Figures 19A and 19B). A bar is located at the offshore limit of
accretion, and net profile erosion occurs out to the -16 ft. MSL contour. Profile 49 appears to
have a southward movement of the beach fill along the subaerial and very nearshore profile
segments but not further offshore.
This is an erosional trend of the beach face in front of the bulkhead at profile 50 (Figures
20A and 20B). An inner bar and trough develops in the May 1997 and October 1997 surveys.
Between August 1996 and October 1997, an accretionary trend tapered seaward from the inner
bar feature offshore to about the -16 ft. MSL contour. Beyond that there is a slight erosional
trend toward the seaward end of the profile.
The above profile trends are summarized by plotting the rate of change in the lateral
position of MHW and the -2 ft. MSL contour for the three study surveys (Figures 21A and 21B).
Beach fill trends after six month (August 1996-May 1997) show that seaward movement of
MHW at profile 45 is negligible, but during the next six months, the profile accretes seaward.
This same pattern and magnitude occurs at profile 49 which is about the same distance south of
the southern fill limit that profile 45 is north of the northern fill limit. For the subaerial beach, this
indicates relatively equal dispersion of the fill alongshore equidistant from the fill limits.
Profiles 46 and 48 straddle the fill area, 1,000 and 2,000 ft. away, respectively. These
profiles have similar patterns of MHW movement initially, advancing during the first six months
but then significantly receding on profile 46 and remaining unchanged on profile 48. Profile 47, in
the heart of the beach fill, shows the expected high rate of shoreline advance after the first six
month, then a slight erosional trend over the second six months.
The -2 ft. MSL contour change is somewhat more variable. A significant seaward
advance took place during the second six months for the northern four profiles and profile 49.
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This may reflect alongshore transport via the nearshore bar and swale zone which does not appear
in the pre-fill survey. At about mid-fill, profile 47, a similar trend as MHW is seen but there is
little movement of the -2 ft. MSL contour. It must be kept in mind that the land survey for the
October 1997 data were performed prior to the October 15 to 19 northeaster.
Volumetric changes were calculated for the area of the profiles above MSL and below
MSL. Patterns similar to changes in MHW are evident in volume change (cubic yards/linear ft.,
cy/ft ) above MSL (Figure 22A). The subaerial beach at profile 47 shows the mass of sand placed
on the beach during the project. Between August 1996 and May 1997, little volume change
occurred above MSL north and south of the fill at profiles 44, 45, 48, 49, and 50. However,
between May and October 1997, north and south of the fill was accreting (profiles 43, 44, 45, and
49) and little change occurred at profiles 46, 47, and 50. The large subaerial loss at profile 43
between August 1996 and May 1997 can be attributed to the dredging at Rudee Inlet.
Figure 22B shows the net volume change between pre-fill and one year after the fill below
MSL. The same patterns of erosion and accretion are seen below MSL but to a much lesser
extent volumetrically than the subaerial beach. Little change occurs at profile 50 over the year of
this study.
The spreading of the beach fill also was tracked with aerial imagery where MHW was
taken off low-level, non-rectified aerial photos. The MHW plot, Figure 23, shows the northward
and southward spreading of the beach mass. Erosional areas are seen along the front cusp of the
beach fill feature showing the differential loss of the fill there.
Subaerial Beach and Nearshore Sediments
The subaerial beach and nearshore was sampled for sediment characteristics. Samples
were taken at the Dune (crest), Base of Dune (BOD), Midberm, Berm, Midbeach, TOE of beach
face and the -2 MSL contour (Figure 7). The offshore was characterized by sediments taken at “6", “-12", “-18", and “-24" ft.. The beach at profile 47 was not sampled prior to the fill since it
would be buried after the project. The complete sediment analyses are presented in Appendix A.
For this discussion, the median grain size and sorting are plotted together for each sample
location. Figures 24A and 24B depict the sediment parameters for the natural foredune crest.
Data are missing because either there was no dune crest feature or the profile line began seaward
of the dune crest. On average, the median grain size gets slightly coarser with time (Figure 24A)
and stays well sorted (Figure 24B).
The average alongshore grain size of the base of dune (BOD) becomes slightly finer from
August 1996 to May 1997 but gets coarser again in October 1997 (Figure 25A). Profile 47, the
beach fill, is slightly coarser than adjacent reaches. Sorting goes from well-sorted (August 1996)
toward moderately well-sorted by May 1997 and October 1997 (Figure 25B). Both dune crest
and BOD were primarily influenced by aeolian processes over the study period. The occurrence
of high water and wave runup were negligible.
The midberm region’s average alongshore grain size goes from a fine to medium sand to a
medium sand (Figure 26A). Post-fill samples coarsen slightly to the north of the fill and fine to
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the south. Sorting patterns, in general, show better sorting from profile 46 south (Figure 26B).
The overall average pushes the study total to a moderately well sorted status over time.
The berm feature shows a significant increase in the average alongshore grain size from
August 1996 to May 1997 with a slight decrease by October 1997 (Figure 27A). With the
exception of profile 44 and 46, this trend occurs at each profile where there are 3 samples for
three dates. Profiles 48 and 49 show a fining median grain size in October 1997 about equal to
the August 1996 sample. The average alongshore sorting is generally well-sorted (Figure 27B).
The average alongshore grain size variability for the midbeach zone is significant (Figure
28A). There is an average increase of about one phi size from August 1996 to May 1997 and a
one phi size decrease from May 1997 to Oct97. This may be a seasonal trend in the active beach
zone. Between August 1996 and May 1997, the midbeach zone becomes coarser north of the fill
and at profile 50. All profiles become finer from May 1997 to October 1997. The average
sorting is within the moderately well sorted range (Figure 28B). The May 1997 and October
1997 sorting is better or toward the well sorted range for profiles 46 to 50 relative to the northern
profiles (i.e. 43,44 and 45).
The beach TOE or step is quite variable for median grain both alongshore and through
time (Figures 29A and 29B). The average alongshore grain size increases by one phi size from
August 1996 to May 1997 and then becomes finer by an average of one and one-half phi size from
May 1997 to October 1997. This variability also may be explained as seasonal trends. The TOE
sediments become generally better sorted through time (Figure 29B).
The “-2" average alongshore median grain size is generally finer than the subaerial beach
sediments with a coarsening trend from August 1996 to May 1997 and a fining trend from May
1997 to October 1997 (Figure 30A). Once again this appears seasonal. Also, the May 1997 data
was obtained near the inner bar crest. The general trend for sorting is to become better sorted
with time (Figure 30B).
The “-6" sediments become slightly coarser with time (Figure 31A), and there is little
significant change in sediment sorting (Figure 31B). The “-12" sediments trend slightly finer with
time and become slightly better sorted (Figures 32A and 32B).
The “-18" sediment samples get slightly coarser between August 1996 and May 1997.
Between May and October 1997, however, the average grain size has returned to what it was in
August 1996, indicating a seasonal change in sediment size (Figure 33A). At this depth and
distance offshore, the sand size fraction is very fine sand. The sorting differs from the median
grain size in that it becomes better sorted between August 1996 and May 1997, but between May
and October 1997, the sorting value does not change (Figure 33B). The “-24" sediment trends
are slightly coarser then finer with time (Figure 34A). The sorting is generally very well-sorted
becoming slightly better sorted over the study period (Figure 34B). At individual profiles, the
median grain size stays relatively the same, but sorting values vary at profiles 48 and 50.
The overall sample can be characterized by the percentage of gravel, sand, silt, and clay in
the sample. Generally, the samples contained mostly sand. Overall, the samples taken in the
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course of this study contained little silt and clay, so they are discussed collectively as mud. The
samples taken in August 1996 revealed very little gravel, and most of the mud was located in the
offshore samples. The mud content was highest at the “-24" sample; profile 44, sample “-24"
contained 51% mud, and profile 50, sample “-24" had 14% mud. In May 1997, the highest mud
content generally was in the offshore samples with profile 43, sample “-24" having the highest
content at 20%. The samples taken in May 1997 had about the same gravel content as in August
1996. The samples taken in October 1997 contained much less gravel and mud than in May 1997.
In October, none of the samples had over 3% mud in the sample. The TOE at profile 47 had 24%
gravel, and the TOE at profile 45 had 9% gravel. Other than these samples, no others had more
than5% gravel in the sample.

Discussion
Several trends are evident in the results of the one year monitoring study of the DNBNP.
The movement of the beach fill material has taken place both alongshore and offshore. The
subaerial beach change of the position of MHW and the -2 ft. contour through time (Figures 20A
and 20B) are qualified in Table 5. Generally, there is significant accretion associated with the
beach fill mass from August 1996 to May 1997. Then erosion of the seaward side of the main fill
(profile 47) occurs as the material spreads laterally.
Table 5
MHW Change

-2

Figure 20A

Change
Figure 20B

Profile

Aug96-May97

May97-Oct97

Aug96-May97

May97-Oct97

43

erosion

no change

erosion

accretion

44

small accretion

small accretion

erosion

accretion

45

no change

accretion

accretion

accretion

46

accretion

erosion

erosion

accretion

47

accretion

erosion

accretion

no change

48

accretion

no change

erosion

no change

49

no change

accretion

erosion

accretion

50

no change

erosion

no change

no change

Summary of relative profile change at the position of MHW and the -2 ft. contour as shown in
Figures 20A and 20B.
Volume changes (Table 6) above MSL show gains in the subaerial beach either side of the
fill. Volumetrically there appears to be a net gain of subaerial beach to the south. This is also
evident more dramatically of the offshore gains southward especially profile 48. These trends
indicate a net southward movement of the beach fill mass after one year. This trend was
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occurring before the October 15 to 19, 1997 northeasters for the subaerial beach. That same
storm period is most likely responsible for the offshore trend associated with the southward
movement. Wind data obtained at Norfolk International Airport from that event reflects primarily
a north and northeast wind field with consequent southward driving wave conditions. This storm
had the most impact to the project since placement in the fall of 1996.
Table 6
Volume Change Above MSL
Profile

Aug96-May97

Volume Change Below MSL

Figure 21A

Figure 21B

May97-Oct97

Aug96-Oct97

43

loss

gain

small loss

44

no change

gain

small gain

45

loss

gain

no change

46

gain

no change

small loss

47

gain

no change

gain

48

no change

gain

gain

49

no change

gain

small gain

50

no change

no change

small loss

Summary of relative volume changes above and below MSL as shown in Figures 21A and 21B.
The one year (Aug96-Oct97) rate of change for MHW, obtained during the course of this
study, is compared against historic trend and trends in City data (Figure 35). Profile 46 appears
as an anomaly considering the large mass of sand placed only 1,000 ft. to the south. The net
change over one year is about zero after an initial loss of about 40 ft. from August 1996 to May
1997. This may be attributable to wave refraction across the beach fill mass causing a localized
wave energy concentration or a “hot spot” with sediment loss relative to adjacent shorelines.
With time and the occurrence of storms, the beach planform will move toward a dynamic
equilibrium in the longshore directions.
Equilibrium of the October 1997 steep, nourished beach face profile also will take place.
This offshore shifting of fill sand has occurred as evidenced by the large inner bar features on
profile 47. From historic City survey data, the natural inner bar is a more subtle feature. With
the advent of the DNBNP, more distinct inner bars may develop due to the increased sand volume
within the reach. The large bar and nearshore increase in sediment volume on profile 48 are
evidence of the net offshore and southward movement of the beach fill beyond its original limits;
these features are not seen on adjacent profiles north of the project. The offshore impacts of
beach fill movement may extend beyond the depths of “closure” (approximately 30 ft. below
MSL), at least initially.
Sediment trends for the subaerial beach (BOD to -2 ft) are seasonal changes with coarser
sands occurring after the winter season (May 1997) and a return to finer grained material after the
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summer season (October 97). Table 7 qualifies this trend. The only two profile locations to get
coarser with time are the Dune crest and the -24 ft.locations, the profile end points that are
impacted separately by winds and waves respectively. Sorting generally gets better with time for
the whole sediment suite except for the berm and midberm.
Table 7
Median Grain Size

Sorting

Sample

Aug96-May97

May97-Oct97

Aug96-May97

May97-Oct97

Dune

coarser

no change

better sorted

little change

BOD

coarser

finer

better sorted

little change

Midberm

coarser

finer

no change

less sorted

Berm

coarser

finer

better sorted

less sorted

Midbeach

coarser

finer

better sorted

better sorted

TOE

coarser

finer

better sorted

better sorted

“-2"

coarser

finer

better sorted

better sorted

“-6"

coarser

no change

little change

little change

“-12"

little change

finer

better sorted

better sorted

“-18"

coarser

finer

better sorted

no change

“-24"

coarser

finer

little change

better sorted

Summary of the relative average alongshore sediment statistics of the study site as shown in
Figures 23-33.
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VII. Conclusion
On a regional scale, the DNBNP lies within an area of historic shoreline recession. False
Cape and Cape Henry and their associated shoal systems act as headlands that modify the wave
energies impacting the shoreline. Between the two headlands a long, curvilinear embayment has
formed as the shoreline has adjusted to the waves impacting the shore. The wave energy
impacting the shore generally comes from the southeast with northeast storms occurring during
the winter. The waves are modified by a complex offshore bathymetry that tends to concentrate
wave energy in Sandbridge just south of the study area. This system is difficult to characterize
since it is so variable. Data collected indicate large seasonal changes in morphology and
sedimentology as well as variable rates of change through time.
In addition to natural trends, man has also impacted this shore reach. The only
interruption along the shoreline is Rudee Inlet. The weir and jetty system at Rudee Inlet has
influenced the shore morphology through time by acting as a littoral barrier and allowing
sediments to accrete southward with only intermittent losses due to annual dredging. Since 1988,
bulkheads have been built and the beach bulldozed all along Sandbridge as erosion threatened
structures. Although these actions have led to a loss of the subaerial beach, the bulkheads have
stabilized the rates of change in the area.
Beach nourishment as a means of shore protection has long been suggested as the best
means to abate erosion along this shore reach. The DNBNP has added over 1,000,000 cubic
yards of good quality beach sand to the littoral system. Whether the fill will be effective as shore
protection at Dam Neck for 12 years, the Navy’s projected fill life expectancy before
renourishment is required, is yet to be seen. However, the impacts to the beach and nearshore
region of adjacent shores will be positive in the sense that increased profile dimensions not only
will abate shore recession but the added critical mass should reduce the historic losses for some
time. The proposed addition of another 1,000,000 cubic yards to the south along Sandbridge in
the spring of 1998 will complement the DNBNP.
In general, the DNBNP has spread both alongshore and cross-shore as material is eroded
from the center of the fill. The mechanisms for transport indicate that, in addition to being moved
subaerially, as seen with the creation of a high water berm, sediment also may be moving to the
north in the nearshore region through the bar and trough system. The direction of sediment
movement relates to the predominant wave direction. The net northward transport rate indicates
that more sand moves north than south over time, but the initial net subaerial movement of the fill
is to the south. Increased dredging may be necessary at Rudee Inlet as the fill moves north since
more sand is available for transport at least for a few years.
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The Department of the Interior
As the Nations’s principal conservation agency, the Department of the Interior has
responsibility for most of our nationally owned public lands and natural resources. This
includes fostering sound use of our land and water resources, protecting our fish,
wildlife, and biological diversity, preserving the environmental and cultural values of our
national parks and historic places; and providing for the enjoyment of life through
outdoor recreation. The Department assesses our energy and mineral resources and
works to ensure that their development is in the best interests of all our people by
encouraging stewardship and citizen participation in their care. The Department also has
a major responsibility for American Indian reservation communities and for people who
live in island territories under U.S. Administration.

The Minerals Management Service Mission
As a bureau of the Department of the Interior, the Minerals Management Service’s
(MMS) primary responsibilities are to manage the mineral resources located on the
Nations’s Outer Continental Shelf (OCS), collect revenue from the Federal OCS and
onshore federal and Indian lands, and distribute those revenues.
Moreover, in working to meet its responsibilities, the Offshore Minerals Management
Program administers the OCS competitive leasing program and oversees the safe and
environmentally sound exploration and production of our Nation’s offshore natural gas,
oil and other mineral resources. The MMS Royalty Management Program meets its
responsibilities by entrusting the efficient, timely and accurate collection and distribution
of revenue from mineral leasing and production due to Indian tribes andallottees, States
and the U. S. Treasury
the MMS strives to fulfill its responsibilities through the general guiding principles of:
(1) being responsive to the public’s concerns and interests by maintaining a dialog with
all potentially affected parties and (2) carrying out its programs with an emphasis on
working to enhance the quality of life for all Americans by lending MMS assistance and
expertise to economic development and environmental protection.

Environmental Studies Relative to Potential Sand Mining
in the Vicinity of the City of Virginia Beach, Virginia
Nearshore Waves and Currents – Observations and Modeling

Introduction

This report will address nearshore wave modeling results for the City of Virginia Beach
and the beach community of Sandbridge, Virginia. Wave and near-bottom current observations
made near the Chesapeake Bay entrance will not be presented here in order to focus attention on
wave modeling results for a now active sand mining site located approximately 5 km (2.7 nm)
due east of Sandbridge. A nested-grid, spectral wave propagation model was applied to
investigate the potential change in maximum wave heights expected for the nearshore region
between that site and the surf zone at Sandbridge. The purpose of this report is to describe the
model and its application to the Virginia Beach – Sandbridge coastal sector, and to provide an
analysis of the results obtained.
Sand Mining Borrow Areas
Detailed site information was recently received for two adjacent borrow areas located on
a nearshore ridge formation known as Sandbridge Shoal (Fig. 1). One of these areas, designated
borrow site “A” by Federal authorities, was dredged in mid-1996 to yield approximately 810,000
cubic yards (619,289 cu. m.) of beach nourishment material for the U.S. Navy’s Fleet Combat
Training Center at Dam Neck, Virginia. At the time of writing of this report, it was anticipated
that an additional 1.3 million cubic yards (994,000 cu. m.) of material would be extracted from
borrow area “A” or a closely located second site to the north designated borrow site “B”. This
material will be used for restoration of Sandbridge Beach to the south of Dam Neck.
Approximately 500,000 cubic yards (383,000 cu. m.) of material is to be removed at two year
intervals in the future. Borrow area “A” has an irregular plan-view area of approximately 2.4
million square meters and borrow area “B” occupies an area of about 2.1 million square meters.

1

Figure 1. Map showing location of Virginia Beach – Sandbridge reference grid

Wave Model Description
The wave model selected for use in this study is the University of Delaware’s combined
refraction/diffraction model for spectral wave conditions, REF/DIF S (Kirby and Ozkan, 1992).
It differs from its monochromatic wave predecessor, REF/DIF 1 (Dalrymple and Kirby, 1991), in
that it simulates the behavior of a random sea through use of a two-dimensional wave spectrum
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in which the wave energy density is a function of both frequency and direction. Water surface
elevation at any point in the model domain is thus represented by a series of component waves,
η =

∑∑

A( f ,θ )e iψ

(1)

θ

f

where A(f,2) is the complex amplitude for a wave of frequency f and direction 2, and
ψ =
is its phase given

r

r

∫ k ⋅ dx − ω t + φ

(2)

r r
r
r
r
k = i k x + jk y = 2π i / Lx + 2π j / L y

as the wave number vector defined by its components (wavelengths) in the x and y directions,
T = 2Bf as the radian frequency, and N as a random phase component.
For input, REF/DIF S requires a two-dimensional wave spectrum specified by a matrix of
discrete, band-centered values of frequency and direction. The separate wave components
represented by the elements in this matrix are propagated simultaneously through a model grid,
permitting a statistical representation of the local wave height at each intersection in the grid.
Although the model does not account for interaction between wave components, it is weakly
nonlinear and permits efficient calculation of a wave height parameter employing an adequate
sample size. For example, a spectrum represented by 11 directions for each of 11 frequency
bands would yield a total of n=121 discrete wave components propagated simultaneously.
REF/DIF S calculates the significant wave height as
 n
2
H s =  8∑ Ap 
 p =1


1

2

(3)

where Ap is the complex amplitude of the pth component wave at a given grid location. In most
applications, the significant wave height, Hs, and the zero-moment wave height, Hmo, are
considered equivalent. Hs ,or H1/3, is defined as the average height of the highest one-third of the
waves in a sample record. Hmo is defined on the basis of the total wave energy, m0, as
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Hm0 = 4 m0

(4)

with m0 computed as the variance of the surface elevation. Wave heights throughout this report
will be referred to as the zero-moment wave height, Hmo ≈ Hs.
REF/DIF 1 and REF/DIF S are both parabolic wave models based on the mild slope
equation
∇ h ⋅ ( CCg ∇ hη ) + k 2 CCgη

(6)

with C = ( g / k ) tanh kh as the wave celerity and C g = C(1 + 2kh / sinh 2kh ) / 2
as the wave group velocity, and g = acceleration of gravity. A linear approximation to eq. (6),
∂A
i ∂ 2A
w
=
A − αA
2 −
2C g
∂ x 2k ∂ y

(7)

is used to simulate waves traveling over irregular bottom topography and includes the effects of
shoaling, refraction, energy dissipation (w is an energy dissipation factor), wave breaking (" is a
breaking coefficient) and diffraction (Kirby, 1986; Kirby and Dalrymple, 1986). A restriction of
the present REF/DIF models is that waves must propagate within approximately 500 of the
principal wave direction that is usually aligned with the downwave or positive x-axis of the
model grid. The user must specify a constant complex amplitude, A(f,2) , for each f,2 pair along
the y-axis of the starting row. Dalrymple and Kirby (1991) list the following additional
assumptions and features of REF/DIF S:

Mild Bottom Slope. Model equations are based on the assumption that variations in depth occur
over distances that are long in comparison to a wavelength. Solutions are considered accurate for
bottom slopes up to 1:3 and to show the correct trends in wave height over steeper slopes.

Weak nonlinearity. The model is based on a Stokes perturbation expansion and is therefore
restricted to deep-water applications where Stokes waves are valid. Nonlinearity is measured by
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the Ursell parameter U=HL2/h3. When U>40, Stokes waves are considered invalid and a “patch”
to a solitary wave is used that is considered valid in shallow water. To achieve this, REF/DIF S
uses a hybrid model with a modified dispersion relationship for shallow water incorporating Hs
calculated for each grid row proceeding in the landward direction
σ 2 = gk tanh( kh(1 + H s / 2 h ))

(8)

Turbulent bottom boundary layer. Three options for wave energy dissipation are available in
REF/DIF S. The option used in the present study was that of a turbulent bottom boundary layer
represented by a constant value of the Darcy-Weisbach friction factor, fw = 0.01, in the
dissipation factor,
w=

2σ kf w A
3π sinh 2 kh sinh kh

(9)

It should be noted that fw can be expected to vary as a function of the bed roughness so that it is
likely to vary from point to point in the bottom grid.

Wave breaking. The breaking model used in REF/DIF S is that of Thornton and Guza (1983).
The decay of the wave height is obtained from the energy dissipation for breaking waves (bore
dissipation) given by
∂ ECg
∂x
where

1
2
E = ρ gHrms
8

and

= −εb

(10)

3
3 π ρ gf p B
7
εb =
H rms
16 γ 4 h 5

In the above, fp is the spectral peak frequency, Hs=1.414Hrms, and B, ( are constants (B=1 and
(=0.6). The breaking coefficient ", as used in eq. (7), is very small for nonbreaking waves but,
computed as
α =

4ε b
2
ρ gHrms

(11)
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becomes large as breaking conditions are reached and wave height reduces accordingly.
Subgrids. One of the most useful features of REF/DIF S is the subgrid option. After the user has
first constructed a coarse-scale, rectangular reference grid of position and depth values defining
the model domain, a rectangular subgrid may be set up defining a fine-scale sub-region of that
domain. One can choose a grid cell-size for the subgrid that is many times smaller than that used
for the reference grid. This allows local representation of key benthic features (e.g., artificial
mounds or depressions) on a spatial scale of tens of meters while the remainder of the domain is
represented at scales of hundreds of meters or kilometers.

Reference grid - subgrid combinations are particularly advantageous when used with
spectral wave models because spectral wave information (measured or simulated) is usually
available (and spatially uniform) only at offshore sites in deep water and not in the shallow
nearshore region where the interaction of waves with bottom topography is frequently the study
object. Spectral models propagate a combination of waves of different frequency and direction
through the transition region from deep to shallow water. Because these component waves
respond differently to dynamic processes (shoaling, refraction, diffraction, breaking) along the
way, predicting the final sum of their heights at each grid intersection is anything but trivial.
Local wave height extremes (high or low) may result from a combination of superposed waves
travelling the same or different routes. This depends not only on the topography en route but also

on spectrum widths (broad or narrow) and selective wave breaking. Clearly, these same extremes
could not be reproduced using a monochromatic wave model.

Other features and some restrictions. In addition to the features just described, REF/DIF S can
model wave-current interaction. To use this option, the user must include horizontal (u,v) current
components at reference grid (subgrid) intersections along with depth. The user may also choose
an option that computes radiation stress components Sxx, Sxy, and Syy at each intersection and
writes them to an output file. While these features are available within the model domain, there is
no interaction between propagating wave components nor is there any provision for momentum
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transfer to any of these components from the atmosphere through specification of a surface wind
field.
Spectral Input – the TMA Spectrum and Mitsuyasu-type Spreading Function

To provide input to REF/DIF S, a directional wave spectrum is required representing the
distribution of wave energy in the frequency domain and in direction (angle 2). The relationship
is expressed as
S ( f , θ ) = S ( f )G( f ; θ )

(12)

where G(f;2) is the directional spreading function given by Mitsuyasu et al. (1975) as

( )

G( f :θ ) = G0 cos 2 s θ 2

(13)

where 2 is the direction angle measured counterclockwise from the principal wave direction or
mean direction of wave advance (θm) and s is a parameter related to the frequency. If 2min= -B
and 2max = B, the constant G0 becomes

G0 =

1 2 s−1 Γ 2 ( s + 1)
2
π
Γ (2 s + 1)

(14)

where ' is the Gamma function. The parameter s represents the degree of directional energy
concentration and reaches a peak value, smax, near the peak frequency, fp. Goda and Suzuki (in
Goda, 1985), introduced smax as an engineering parameter in the expression
s = smax ( f / f p ) 5 when f ≤ f p ; otherwise, s = smax ( f / f p ) −2.5
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Goda (1985) considered smax = 10 to be typical of local wind waves with smax = 25 representing
swell with a short decay distance and relatively large wave steepness. Figure 2 shows an example
of the Mitsuyasu-type spreading function.

Mitsuyasu-type Spreading Function
Hmo = 4m Tp = 12 s Smax = 20
1.2
f = 0.060 Hz

1
0.8

f = 0.080 Hz

0.6

f = 0.099 Hz

0.4
f = 0.118 Hz

0.2
0

f = 0.138 Hz

-50.00 -30.00 -10.00 10.00 30.00 50.00
Direction (degrees)

Figure 2. Mitsuyasu-type spreading function varying as a function of frequency.

Considering the frequency distribution in eq. 12, one may use experimentally derived
formulations such as the JONSWAP spectrum, SJ (f), (Hasselmann et al., 1973) for deep water or
the TMA spectrum, STMA (f,h), (Bouws et al., 1985) for finite depths. The JONSWAP spectrum
and the TMA spectrum differ by φK(ωh), a transformation factor (Kitaigorodskii et al.,1975) in
STMA ( f , h) = S J ( f )φ K (ω h )

(15)

where ωh = 2πf(h/g)1/2 is the dimensionless radian frequency, h = depth, g = acceleration due to
gravity. In deep water (ωh>2) φK is equal to unity and the two spectral forms in eq.(15) are
equivalent. However, in shallow (ωh<1) and intermediate (1#ωh#2) depths, they differ by φK =
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0.5ωh2 and φK = 1 - 0.5(2-ωh)2, respectively [Hughes, 1984]. The JONSWAP spectrum itself may
be computed in terms of wave height, frequency, and a spectrum “peakedness” parameter, λ , as

 − 125

.
Sf ( f ) =
exp

4 γ
f ( f / f p )4
 ( f / f p ) 
β H s2

 − ( f / f p − 1) 2 

exp 
2σ 2



(16)

in which
β ≅

0.0624
0.230 + 0.033γ − 0185
. (19
. + γ ) −1

γ = 33
.,

 0.07: f ≤ f p
σ =
 0.09: f ≥ f p

A typical TMA spectrum is shown in figure 3. When combined with the spreading function
(eq. 13), the directional wave spectrum is the result (eq. 12).

TMA spectrum
Hmo=4m Tp=12s gam=3 Smax=20

Spectral Density (m2s)

10
8
6
4
2
0
0.03 0.09 0.15 0.21 0.27 0.33 0.39 0.45
Frequency (Hz)

Figure 3. Example of the TMA frequency spectrum for waves in finite depths.
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It should be noted that integration of the directional spectrum across all frequencies and
directions by definition yields the total wave energy; i.e.,

m0 =

∞

π /2

0

−π /2

∫ ∫

S ( f ,θ )dθ df

(17)

Because of the REF/DIF S directional limitation (50 degrees to either side of the x+ grid
axis), a portion of the spectral energy calculated by eq. (17) may be lost depending upon the
shape of the spreading function for the selected wave frequencies. In this study, eleven bandcentered frequencies are selected in the range 0.035 to 0.5 Hz using a fixed bandwidth interval
chosen so that the lowest and the highest frequencies span more than 96% of the total energy
resulting from the first integration in eq. (17). Eleven directions relative to the grid are used,
including one 0.00 direction coincident with the x+ grid axis and five directions at 100 intervals
to either side.
Given the principal wave direction (θm) measured counterclockwise from the x+ grid
axis, a representative wave amplitude is calculated for each f,θ pair using eq. (12). These
amplitudes are then entered as the first row of the computational grid and propagated forward
(downwave) as REF/DIF S computes new solutions row by row. θm cannot be made very large
or a significant fraction of the total wave energy will not be “gated” into the model domain.
Hmo = 4 m

Tp = 12 s

Smax=20

0.4
Amplitude (m)

0.35
0.3
0.25

PWD=0

0.2
0.15

PWD=-15

0.1
0.05
0

-50
-30
-10
10.
30.
50.
Wave Direction (deg. rel. to x+ axis)

Figure 4. Graph showing wave amplitudes for 11 directions at fp=0.08 Hz
before and after a change in principal wave direction (PWD).
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Figure 4 illustrates this effect. If the principal wave direction, θm, is more than 15 degrees
relative to the x+ grid axis, the model reference grid should be re-oriented to reduce θm
accordingly.
Wave Climate Information
Spectral wave models such as REF/DIF S require detailed input information of the type
discussed in the previous section. In order for the resulting model predictions to be
representative, knowledge of the local wave climate is required. Directional wave observations
for the nearshore region of Virginia Beach and Sandbridge do not exist; However, a 20-year
simulated (hindcast) data set is available (Hubertz et al., 1993) and has been used as model input
for the present study. Hubertz et al. (1993) provide a revision of an earlier data set created for the
years 1956-1975, based on hindcast wind fields and using the latest Corps of Engineers wave
hindcast model (WISWAVE 2.0). Information is given for 108 nearshore locations along the
U.S. Atlantic coastline, stations 58 and 59 being applicable to the present study (Figure 5).
An examination of the WIS data for Atlantic Stations 58 and 59 shows that the largest
hindcast Hmo heights are for waves arriving most frequently from 0900 (east) and 0450
(northeast). Tables 1 and 2 show the distributions for these directions at station 59. From Table 1
(0450), the most extreme waves will have Hmo heights between 4 and 5 m with peak spectral

Table 1. WIS Hindcast Data 1956-1975, Atlantic Station 59.
Direction 022.50-067.50 (0450), number of waves per category.

Hmo(m)
0-1
1-2
2-3
3-4

4-5
5-6
6-7
7-8
8-9

4
1074
218
0
0
0
0
0
0
0

6
295
1054
80
0
0
0
0
0
0

8
36
92
236
27
0
0
0
0
0

10

12

0
1
12
42

0
0
0
16

13

8

0
0
0
0

0
0
0
0

11

14
0
0
0
0
0
0
0
0
0

16
0
0
0
0
0
0
0
0
0

Tp (sec)
18
20
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Table 2. WIS Hindcast Data 1956-1975, Atlantic Station 59.
Direction 067.50-112.50 (0900), number of waves per category.

Hmo(m)
0-1
1-2
2-3
3-4
4-5

5-6
6-7
7-8
8-9

4
908
81
0
0
0
0

6
1194
1224
50
0
0
0

8
10
5060 5222
1256 1646
386
405
29
131
0
16
0
0

0
0
0

0
0
0

0
0
0

0
0
0

14

16

2267
1226
211
134
58

540
418
115
50
21

112
28
24
2
0

7

24
8

1

Tp (sec)
18
20
23
2
0
0
2
0
2
0
1
0
0
0

0
0
0

0
0
0

12

0
0
0

0
0

0
0
0

periods between 10 and 12 seconds. From Table 2 (0900) the most extreme waves will have Hmo
heights between 5 and 7 m and peak spectral periods between 12 and 16 seconds. Values in this
range were selected for REF/DIF S model simulations.

Model Reference Grid
The model reference grid used in this study is shown in figure 1. It extends 20 km in the
shoreward (x+) direction and 24 km in the longshore (y+) direction. The origin of the grid (x=0,
y=0) lies at the northernmost corner which has UTM coordinates 430988.48064, 4088916.01676
for UTM zone 18. The azimuth for the x+ grid axis is 255 degrees measured clockwise from true
north. The reference grid cell size is 250 m x 250 m with interpolated depths provided at each
grid intersection point. Depths in meters below mean lower low water (MLLW) were obtained at
irregularly-spaced points from the NOAA/NOS bathymetric data base named GEODAS. Files
searched in GEODAS were corrected to refer all horizontal reference coordinates to the North
American Datum of 1983 (NAD 83). GEODAS-supplied depths were found to be sparse in a few
specific locations such as the test firing range seaward of the Dam Neck Naval Facility.
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Figure 5. Map showing the location of WIS Atlantic Hindcast Wave Information
Stations, U.S. Army Corps of Engineers. Other stations shown include
NOAA observation buoys (e.g., 44001) and non-directional wave sensor
at the Chesapeake Light Tower (CHLV2).

Supplemental soundings were obtained during a two-day, intensive hydrographic survey
conducted by the NOAA ship FERREL in areas designated by the author. The resulting
bathymetric grid for the Virginia Beach – Sandbridge coastal sector is shown in Appendix A,
Plate 1.
While the reference grid horizontal spacing was fixed at 250 m x 250 m as noted above,
the computational grid spacing actually used by REF/DIF S was made smaller through available
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user options. Options were selected that subdivided y-axis spacings by four (to 62.5 m) and xaxis spacings by ten (to 25.0 m). The intervening depths were calculated by REF/DIF S at runtime using a linear, twisted surface routine.
Because of the present study focus on sand mining of the nearshore feature known as
Sandbridge Shoal, an 8 km by 6 km subgrid was created to develop finer bathymetric detail in
this region as shown in Appendix 1, Plate 2. Depths for the Sandbridge Shoal Subgrid were
obtained at 25 m intervals in the x direction and at 62.5 m intervals in the y direction, thus
matching the spacing of the computation grid discussed above. However, with a subgrid it is
possible for the user to enter detailed depth information either to show high-density soundings
representing the actual bottom or to develop hypothetical, fine-scale bathymetry (e.g., mounds or
dredged areas) for test purposes. In displays such as the 3D mesh plot in Appendix A, Plate 2
(drawn using MATLAB Graphics), only every 4th data point in the x-direction is shown.

Idealized Nearshore Bathymetry Model
Before propagating spectral waves across the actual bathymetry in the Virginia Beach Sandbridge model domain, a series of test runs was conducted using a idealized approximation to
that surface. The resulting model of the shoreface will be described before discussing the
outcome of these runs.

A variation of Dean’s equilibrium beach profile (Dean, 1977) was applied using the
equation

h = A⋅ X m

(18)

where h = depth, X = distance from the shoreline in the seaward direction, and A, m are profile
scale and shape parameters. Strictly speaking, eq. (18) is applicable only to the surf zone or a
slight distance beyond in a region where bottom sediment is capable of being mobilized by wave
action. In a theoretical derivation, Dean showed that m=2/3 results assuming uniform wave
energy dissipation by spilling breakers across the surf zone and this value is the one generally
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accepted by those who model natural beaches by this means. A similar assumption, however,
yields m=0.4 and this value, along with A=0.39, results in the best fit in the least squares sense to
the full profile crossing Sandbridge Shoal and continuing across the model domain to a
maximum depth of about 20 m. The inshore part of this profile is shown in figure 6. The threedimensional surface developed by extending the h = 0.39 x 0.4 profile uniformly in the y-direction
is herein called the equilibrium shoreface surface (see Appendix A, Plate 3).

B. Sandbridge Shoal Depth Profile

A. Sandbridge Shoal Depth Profile

fitted by h=Ax^m (A=0.042, m=0.6667)

fitted by h=Ax^m (A=0.39 m=0.4)

0

Charted Depths

-2

0

Ax^0.40

Depth (m)

Depth (m)

Ax^0.6667

-4

-4
-6
-8
-10

-6
-8
-10

-12

-12

-14

-14

-16

Charted Depths

-2

-16
0

1

2

3

4

5

6

7

8

0

1

2

3

4
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6
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8

Distance from Shore (km)

Distance from Shore (km)

Figure 6. Equilibrium beach profile fitted to nearshore bottom in the Sandbridge subgrid
using m=0.4 (A) and m=2/3 (B). m=2/3 (B) fails to match 20 m depth offshore.
From figure 6 (A), one of the simplest approximations to the natural bottom in the region
of the Sandbridge Shoal subgrid is a surface developed using h = 0.39 X0.4 with a mound rising
3 m above the surface to represent the shoal (Appendix A, Plate 3). The sides of the mound in
Plate 3 have an approximately 1:10 slope with rounded corners. Using an idealized model of the
upper shoreface at Sandbridge Shoal is by no means intended to replace the study of the actual
bathymetry. It simply allows additional testing of a complex wave model to determine its
response to changes in the basic elements of the bathymetry; i.e., the presence or absence of the
shoal in its simplest configuration. The configuration is also one that can be easily replicated and
tested by others who may have made improvements to REF/DIF S and perhaps other models that
they wish to advance.
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Equilibrium Shoreface Surface – Model Test Runs

1. General - Plate 1, Appendix B, illustrates the primary type of output that the REF/DEF S
wave model is capable of producing; i.e., a surface contour plot of the Hmo wave heights
distributed within the model domain. A moderate storm wave input was used (Hmo = 3 m, Tp =
11 s) as input for this run. Information on wave direction is more difficult to obtain. Although it
combines a relatively large number of component waves of varying frequency and direction at
each point on the computational grid, REF/DIF S does not generate directional spectra at these
points and thus cannot produce vector plots of the spectral peak or principal wave direction.
REF/DIF S does produce estimates of the radiation stress components Sxx, Sxy. and Syy. These
can be used to obtain information on gradients in radiation stress which define the driving force
for longshore transport within the surf zone. Radiation stress gradients were not addressed in the
present study.

2. Wave breaking – As previously noted, REF/DIF S uses the breaking model by Thorton and
Guza (1983). Rather than handling wave breaking through an “on” “off” switch, eq. (11) is used
continuously to determine a breaking coefficient that becomes very large at the onset of
breaking, thus initiating rapid dissipation of wave energy as indicated in eq. (10). Plate 2A,
Appendix B, shows the expected shore-parallel bands of diminishing wave height that begin a
very rapid decay (breaking) within the final 300 m or so before reaching the shoreline. Plate 2B,
Appendix B, shows a large area of affected wave heights down wave from the +3m mound
placed 5m seaward of the shoreline. Wave heights increase by about 0.3 m at the lateral edges of
the mound with smaller increases and decreases occurring in conically-spreading bands trailing
the two edges. This perturbation on Hmo wave heights persists until within about 900 m of shore
as the breaking band begins to develop. Within this band, longshore variations in Hmo
effectively cease.

3. Principal Wave Direction - The Principal Wave Direction (PWD) in REF/DIF S is specified
relative to the X+ reference grid axis. The latter has a heading of 2550 measured clockwise from
true north (0000). The reciprocal of this heading is 0750. Two test runs were made with a more
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intense storm wave spectrum (Hmo = 4 m, Tp = 12s), varying the Principal Wave Direction by
150 to either side of the X axis. These directions conform to the WIS hindcast sectors (0450 and
0900) shown in Tables 1 and 2. Plates 3A and 3B, Appendix B, show the results of these runs
using the test mound. A skewed distribution of wave heights appears to the right and left which
are mirror images of one another or approximately so. This allows confidence in the assumption
that the directional response is uniform; i.e., no lateral boundary effect even though the mound
(and Sandbridge Shoal) is far from being centered within the reference grid.

4. Increase in offshore wave height - Increasing the height of the input wave offshore causes
more pronounced longshore variations in Hmo wave height in the lee of the test mound,
variations that extend closer to shore. This is clearly shown in Plates 2, 3, and 5 of Appendix B.
In addition, the maximum offshore wave height tested (Hmo = 7 m, Tp = 15s) produced a strong,
trident-shaped refraction-diffraction pattern in the lee of the rectangular mound (Plates 6A and
6B, Appendix B). As explained in the final section of the present report, this pattern was noted in
other areas of the main reference grid when the actual bathymetry was used with the model.

5. Change in directional spreading parameter, Smax – Variations in Smax govern the degree of
directional energy concentration as reflected by the narrowness of the directional spreading
function about its peak value. The degree of directional spreading is known to affect both wave
refraction and diffraction and is related to wave steepness (Goda, 1985). However, test runs
using Smax = 10 (wind waves) and Smax = 20 (swell with short decay distance) for extreme storm
waves (Hmo = 7m, Tp = 15s) show relatively small changes in wave height distributions (Plates
6A and 6B, Appendix B).
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Model Runs with Existing and Locally Modified Bathymetry

1. General - Plate 1, Appendix C, shows what may be regarded as a typical example of
moderately extreme storm wave propagation across the Virginia Beach- Sandbridge
reference grid. The existing bathymetry (Plate 1, Appendix A) is more complex and reflects
the fact that the actual Virginia Beach – Sandbridge shoreline is slightly concave seaward
and the innermost depths are greater than zero (about 3m MLLW in the mid-section of the
last row). The presence of two, trident-shaped, refraction-diffraction patterns (‘crow’s feet’)
can be seen, similar to but larger than, the patterns appearing down wave of the rectangular
mound in the test runs. Plate 1 of Appendix C also shows that longshore variation in Hmo
wave height is quite pronounced near the shoreline. Areas of lowest Hmo wave height appear
to occur between the toes of the ‘crow’s feet’. The largest of these is situated immediately
down wave of borrow area “A” at the crest of Sandbridge Shoals.
2. Depth of Dredging, Borrow Area “A” – Dredging has been done in borrow area “A” to
depths of approximately -1 to –2 m, with –3 m occurring in some areas. For the purpose of
wave model analysis to determine the possible impact of dredging, it was assumed that
borrow area “A” was either un-dredged (condition 1) or dredged uniformly to a depth of –3
m (condition 2). It is estimated that the total yield for condition 2 would be 8.2 million cubic
yards (6.3 million cubic meters). A comparison of plates 2A and 2B, Appendix C, suggests
that the effect of this amount dredging would be to increase Hmo wave heights in limited
areas offshore while creating a wider zone of low wave heights approaching the surf zone off
Sandbridge Beach.
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3. Extreme Wave Conditions - Extreme waves (Hmo = 5 to 7 m, Tp = 12 to 15 s) cause much
larger waves to reach farther into the nearshore zone, particularly at the south end of the
reference grid near Sandbridge Shoals and Sandbridge Beach (Plates 3 and 5, Appendix C).
The effect of dredging borrow area “A” still appears to be one of lessening, not increasing,
Hmo wave heights in the down wave shadow-zone approaching the surf zone. The decrease,
however, is not large; i.e., less than 0.5 m in most places.
4. Change in directional spreading parameter, Smax - As with the test runs presented in
Appendix B, using different values of Smax causes only a slight change in the distribution of
Hmo wave heights as can be seen in Plates 7A and 7B, Appendix C. The change that results
is much less than the change that occurs due to dredging (Plates 6A and 6B, Appendix C).

Summary and Conclusions
This investigation has shown that a spectral wave model, such as REF/DIF S, offers
considerably more insight into the behavior of random wave fields in nature than is possible to
achieve using a monochromatic wave model. Although intuitive guidance such as the depiction
of wave refraction by means of converging or diverging wave rays is not possible with a spectral
model, the latter does provide a critically important statistical basis for describing wave heights
locally and throughout the model domain. The key parameter in that instance is the zero-moment
wave height or its equivalent, the significant wave height.
In addition to its spectral wave features, REF/DIF S has another feature that is extremely
useful, namely the subgrid. One can divide the rectangular reference grid into smaller cells
within any selected sub-region to define a subgrid. The finer resolution of the subgrid is used
only where needed to develop small-scale bottom features in detail while simultaneously
allowing wave transformation to be studied over a much broader region. In this study, bottom
features with length scales on the order of tens of meters were investigated within a 6 x 8 km
subgrid using a 62.5 x 25 m cell size. The subgrid in turn was placed within a 20 x 24 km
reference grid with 250 x 250 m cell size. In this way, deep water waves were transmitted from
offshore sites, where spectral wave information was available, to the local site of immediate
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concern, a region beginning at Sandbridge Shoal and extending landward to the surf zone in front
of Sandbridge Beach.
The results of the wave modeling described in this report indicates that full development
of a dredging site at Sandbridge Shoal, known as borrow area “A”, will cause slight but clearly
perceptible changes in Hmo wave heights on the order of 0.5 m with higher differences in
isolated regions near the site. In general, the effect of dredging will be to reduce wave heights
slightly in a cone-shaped region between borrow area “A” and the surf zone. Although the model
predicts uniform and rapid wave decay (wave breaking) in the surf zone, there are clear
indications of significant longshore variations in Hmo wave height of a cyclical nature that will
likely contribute to the forcing that enables two-dimensional circulation (rip currents) within the
surf zone. More research is needed in this area, particularly with regard to longshore variations in
wave height and local gradients in radiation stress.
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APPENDIX A
REF/DIF S WAVE MODEL BATHYMETRY

Bathymetry developed for REF/DIF S and the Virginia Beach – Sandbridge
reference grid consists of a matrix of water depths corresponding to the array
of regularly-spaced grid intersection points covering the model domain.
Actual water depths relative to mean lower low water were obtained from
NOAA hydrographic surveys. In addition, a hypothetical Equilibrium
Shoreface Surface (ESS) was developed for testing purposes using h(x,y) =
A x m with A=0.39, m=0.4. In some of these tests, an underwater mound was
placed on the ESS at a distance of 5km from shore.

1

Plate 1. Bathymetry for the Virginia Beach – Sandbridge model reference grid.

2

Plate 2. Location and bathymetry of Sandbridge Shoals subgrid

3

Plate 3. Equilibrium Shoreface Surface, Sandbridge Shoal subgrid.
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APPENDIX B
REF/DIF S WAVE MODEL TEST RUNS

Test runs made using a hypothetical Equilibrium Shoreface Surface, h(x,y) =
A x m with A=0.39, m=0.4 for the Virginia Beach – Sandbridge reference
grid. Tests include selected runs with an underwater mound placed on the
ESS at a distance of 5km from shore.

5

Plate 1. Model reference grid and color display of Hmo wave heights.
Model run 01: Hmo=3m, Tp=11s, Smax=10, PWD=0.

6

Plate 2A. Model run 01: Hmo=3m, Tp=11s, Smax=10, PWD=0
Condition: Test mound (dashed line) absent

Plate 2B. Model run 02: Hmo=3m, Tp=11s, Smax=10, PWD=0
Condition: +3m test mound (dashed line) present
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Plate 3A. Model run 03: Hmo=4m, Tp=12s, Smax=20, PWD=15
Condition: +3m test mound (dashed line) present

Plate 3B. Model run 04: Hmo=4m, Tp=12s, Smax=20, PWD= -15
Condition: +3m test mound (dashed line) present
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Plate 4. Reference grid and color display of Hmo wave heights.
Model run 05: Hmo=5m, Tp=12s, Smax=10, PWD=0.

9

Plate 5A. Model run 05: Hmo=5m, Tp=12s, Smax=10, PWD= 0
Condition: test mound (dashed line) absent

Plate 5B. Model run 06: Hmo=5m, Tp=12s, Smax=10, PWD= 0
Condition: +3m test mound (dashed line) present
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Plate 6A. Model run 07: Hmo=7m, Tp=15s, Smax=10, PWD= 0
Condition: +3m test mound (dashed line) present

Plate 6B. Model run 08: Hmo=7m, Tp=15s, Smax=20, PWD= 0
Condition: +3m test mound (dashed line) present
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APPENDIX C
REF/DIF S WAVE MODEL SITE RUNS

Model runs made using local bathymetry for the
Virginia Beach – Sandbridge reference grid.
Selected runs made to show effects of dredging
borrow area “A” to a depth of –3 m.
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Plate 1. Model reference grid and color display of Hmo wave heights.
Model run 16: Hmo=4m, Tp=12s, Smax=10, PWD=0.
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Plate 2A. Model run 17: Hmo=4m, Tp=12s, Smax=10, PWD= 0
Condition: Area “A” (dashed line) before dredging.

Plate 2B. Model run 16: Hmo=4m, Tp=12s, Smax=10, PWD= 0
Condition: Area “A” (dashed line) dredged to –3m.
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Plate 3. Model reference grid and color display of Hmo wave heights.

Model run 18: Hmo=5m, Tp=12s, Smax=20, PWD=0.
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Plate 4A. Model run 18: Hmo=5m, Tp=12s, Smax=20, PWD= 0
Condition: Area “A” (dashed line) before dredging.

Plate 4B. Model run 19: Hmo=5m, Tp=12s, Smax=20, PWD= 0
Condition: Area “A” (dashed line) dredged to –3m.
16

Plate 5. Model reference grid and color display of Hmo wave heights.
Model run 20: Hmo=7m, Tp=15s, Smax=20, PWD= -15.

17

Plate 6A. Model run 20: Hmo=7m, Tp=15s, Smax=20, PWD= -15
Condition: Area “A” (dashed line) before dredging.
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Plate 6B. Model run 21: Hmo=7m, Tp=15s, Smax=20, PWD= -15.
Condition: Area “A” (dashed line) dredged to –3m.

Plate 7A. Model run 22: Hmo=7m, Tp=15s, Smax=10, PWD=0.
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Condition: Area “A” (dashed line) dredged to –3m.

Plate 7B. Model run 23: Hmo=7m, Tp=15s, Smax=20, PWD=0.
Condition: Area “A” (dashed line) dredged to –3m.
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The dynamics and structure of currents in the vicinity of Virginia Beach
This document reports on the activities performed by A. Valle-Levinson and L.P.
Atkinson under the project funded by the U.S. Minerals Management Service under Cooperative
Agreement No. 14-35-0001-30807 with the Virginia Institute of Marine Science. The activities
consisted of a series of seven cruises at and off the Chesapeake Bay entrance. The cruises took
place in September 1995, March 1996, June 1996, September 1996, November 1996, February
1997, and May 1997. The main objective of these cruises was to determine the influence of
bathymetric variations on the flow field in the area of study. Water density and current velocity
data were collected during each of those cruises. Most of the current velocity measurements were
collected with an acoustic Doppler current profiler (ADCP), which gave high spatial resolution
(approximately 75 m) of the water velocity field under different conditions of river discharge, tidal
forcing, and wind forcing. This project has contributed to educational activities within the
Oceanography Department, Old Dominion University, as it has supported two graduate students:
K. Holderied and E. Haskell. The participation of more than twenty people on all the cruises has
allowed them to become familiar with state-of-the-art technology in current velocity measuring
techniques. The results of this effort have produced five manuscripts that have been submitted for
publication in peer-reviewed literature. Two of these manuscripts have already been accepted for
publication. These manuscripts are follow and constitute the bulk of the report for this segment
of the MMS funded project.
The main finding of this work is that bathymetry plays a crucial role in influencing the
shape and strength of the flows in the study area. The dynamics in the relatively deep channel
appears to be fundamentally different from that of the adjacent shoals. The results suggest that
the subtidal flows in the channel are mainly produced by density gradients that are modified by
friction arising from bottom stresses, vertical mixing, and wind stresses. In contrast, the subtidal
flows over the sallow regions may be produced by tidal forcing (tidal residual) modified by wind
stresses. The tidal flows are in general stronger along the Chesapeake Channel (the channel
entering Chesapeake Bay) and lag behind those over the shoals by up to three hours at the
entrance to the bay. These large phase lags in the tidal flows allow the development of flow
convergences (flow in opposite directions) that persist between 1 and 2 hours at the transition
between channel and shoals. These convergences give rise to frontal features that accumulate
material at the surface. The results from these studies suggest that changes in bathymetry of
approximately 50% (or more) relative to the ambient depth (e.g. from 10 m to 15 m) produce
significant alterations to the tidal and subtidal flows. If the sand borrow area off Sandbridge,
Virginia, were to be flattened relative to its surrounding depths, the effects of this change on the
flow field in the area would probably be less than the effects caused by a depression in the
bathymetry relative to the surroundings.

(Project Manager’s Note: The five manuscripts referred to above form the next portion of this
report. Only their physical formats, e.g. margins, fonts, spacing, etc., have been altered.)
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On the influence of downwelling winds on the Chesapeake Bay outflow
Arnoldo Valle-Levinson
Center for Coastal Physical Oceanography, Old Dominion University, Norfolk, Virginia, USA
Kamazima M.M. Lwiza
Marine Sciences Research Center, The University at Stony Brook, NY, USA
ABSTRACT
With the purpose of studying the hydrography and flow structure off the mouth of the
Chesapeake Bay, a series of transects were sampled continuously with a 600 kHz acoustic
Doppler current profiler (ADCP) and a thermosalinograph during late September 1995.
Hydrographic (CTD) stations were combined with underway measurements and occupied every 4
km along the transects to look at the vertical structure of the density field. This is the first time an
ADCP has been towed in the waters off the Chesapeake Bay mouth. The study was carried out at
the end of a two-day period of northeasterly winds. The surface salinity distribution showed that
winds kept a well-defined Chesapeake Bay plume within a few kilometers from the coast. Nearbottom salinity fields displayed weaker horizontal gradients than the near-surface field. The
ADCP observations yielded excellent resolution of the flow field from which a subtidal
distribution was inferred. The subtidal near-surface flow showed a spatially coherent southward
component in the area of observation in response to the downwelling winds. The southward
coastal ambient flow advected the turning region of the plume to the south of the mouth of the
estuary, which was consistent with numerical model results. The region of influence by the plume
could be defined from the subtidal flows by an area where the difference between the near-surface
and near-bottom flows was large. This area, off the Chesapeake Bay mouth, overlapped with that
of subtidal flow divergence as calculated with the near-surface subtidal flow. Within the region of
plume influence, the balance was probably semigeostrophic with modifications by friction in the
along-flow direction. Outside that region, the momentum balance was apparently dominated by
friction.
1 INTRODUCTION
The study of estuarine discharges onto the continental shelf has received widespread attention as
these discharges transport land-derived and estuarine-derived materials to the coastal oceans. The
Chesapeake Bay outflow is a typical example of a buoyant discharge from a wide estuary. This
discharge is derived from an annual mean river input of 2400 m3/s (Hargis, 1981). The
hydrography of the Chesapeake Bay plume has been described in several studies by Boicourt
(1973; 1981), and Boicourt et al. (1987). These studies have shown that under the influence of
downwelling winds, or northeasterly winds blowing onshore, the buoyant discharge from the
estuary is restricted to a narrow band to the south of the estuary's mouth. With upwelling winds,
or southwesterly winds blowing offshore, the buoyant water extends off the mouth of the
Chesapeake Bay, forming a wide turning region.
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Despite of having a relatively good idea of the modifications to the plume's density field by wind
forcing, knowledge on the response of the flow field is restricted to records of scattered moored
instruments. Comprehensive descriptions of the flow field have only been described with
numerical models (e.g. Chao and Boicourt, 1986; Chao, 1988; Zhang et al., 1987; Weaver and
Hsieh, 1987; Oey and Mellor, 1993). Prior to the present study, no measurements had been made
of the spatial structure of the flow field in the Chesapeake Bay outflow region. The main
objective of this study is to describe the flow structure associated with a weak plume under the
influence of downwelling winds. This constitutes the first effort that studies the Chesapeake Bay
plume using underway current measurements obtained with an acoustic Doppler current profiler
(ADCP). These observations help validate models of plume dynamics under downwelling winds.
2 DATA COLLECTION
A series of transects (Fig. 1) was sampled with a 600 kHz broadband acoustic Doppler current
profiler (ADCP) during 26 hours from September 25 to 26, 1995. Table 1 summarizes the details
of the ADCP data collection. The ADCP was mounted on a catamaran and towed from the
National Oceanic Atmospheric Administration (United States) ship R/V Ferrel. This was the first
time an ADCP was towed in the waters off the Chesapeake Bay mouth. Simultaneously to the
current velocity measurements, near-surface temperature and salinity were recorded every 10
seconds with a Sea Bird thermosalinograph (SBE-1621). Underway measurements were
combined with Conductivity-Temperature-Depth (CTD - Sea Bird SBE-25) stations, occupied
every 4 km along the transects, to elucidate the vertical structure of the density field. The
sampling grid extended for approximately 60 km in the alongshelf direction from Cape Charles,
Virginia, to False Cape, at the border between Virginia and North Carolina, and 20 km in the
cross-shelf direction.

Acoustic Frequency

600 kHz

Beam Angle

30(

Ping Rate

0.95 Hz-PBT, 2 Hz-PDT & PET

Sampling Interval

30 s

Blanking Interval

1m

Center of First Bin

2m

Beam Length

0.5 m

Bottom Track

Yes, during the entire study

Data Acquisition

RDI Transect

Navigation

GPS
Table 1. ADCP Specifications
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Figure 1. Study area with location of transects (thick white line), of current meter (C.M.)
mooring, of wind data (station CLT), and of CTD stations (‘+’). Bathymetry is contoured at 2 m
intervals.
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Prior to the beginning of the underway measurements, a mooring with near-surface and
near-bottom current meters was also deployed. The instruments used were SensorData 6000 (see
Valle-Levinson, 1995 for an explanation of the instruments). The records from these instruments
were used to look at the tidal variations of the flow at one location, which provided a guide in the
process of separating the tidal and non-tidal signals from the ADCP data. Wind data from the
Chesapeake Light Tower (Fig. 1) were used to relate the observed velocity and density fields to
wind forcing conditions.
3 DESCRIPTION OF OBSERVATIONS
The measurements of flow and density fields were carried out in early autumn, when river
discharge to the Chesapeake Bay is at its minimum (Valle-Levinson and Lwiza, 1997a). It also
coincided that the observations were obtained at the end of a two-day period of northeasterly, or
downwelling, winds (Fig. 2a). These winds caused a predominant southward current during our
survey (Figs. 2b and 2c). The tidal current barely reversed the wind-induced current during the
first tidal cycle of ADCP observations. The current meter records were obtained under vertically
homogeneous conditions and were used to validate the procedure of separating tidal and non-tidal
contributions to the ADCP data in the vicinity of the mooring.
The low freshwater discharge and the wind forcing previous to and during the study
reflected the low buoyancy-high mixing hydrographic regime in the lower Chesapeake Bay as
proposed by Valle-Levinson and Lwiza (1997a). The surface salinity showed relatively high
values (greater than 28) and a Chesapeake Bay plume confined to within a few kilometers
(approximately 5-10 km) from the coast (Fig. 3a). Near-bottom salinity fields displayed weaker
horizontal gradients than the near-surface field (Fig. 3b) and the difference between surface and
bottom salinities was typically 2 in the region closest to the coast. This salinity field suggested the
decoupling of near-surface fluid from near-bottom dynamics, at least near the mouth of the bay.
The near-surface and near-bottom subtidal flows derived from the ADCP measurements provided
further evidence of this decoupling as discussed later.
The current velocity profiles obtained with the ADCP yielded excellent resolution of the
flow field along the sampling track. The raw near-surface flow (Fig. 3a) exhibited the
characteristic pattern of the mean flow of a wide estuary plume: turning region of the outflow due
to Coriolis acceleration, transition to a coastal current with noticeable flow convergence, and
formation of a coastal current downstream of the region of convergence. The unprocessed
measurements displayed large differences between the near-surface and near-bottom tidal flows at
the southernmost transects. These current velocity profiles are, however, tidally aliased.
Therefore, the signal related to the tidal currents had to be isolated from the observations in order
to examine the ambient field. The technique of detiding is described next.
3.1 Detiding of ADCP and Surface Salinity Data
The ADCP data bins closest to the surface (at approximately 2 m depth) and bottom (at
85% of the total depth), along with the near-surface continuous salinity data from the
thermosalinograph, were subjected to a least squares fit of a semidiurnal tidal wave with the help
of predefined base functions. Near-bottom salinity was not detided because the CTD casts did
6

Figure 2. (a) Wind stresses (Pa) at CLT using the oceanographic convention (vectors point in the direction
toward which the wind blows). (b) and (c) Current velocities during the period of ADCP measurements.

Figure 3. Instantaneous salinity (shaded contours) and flow (vectors) fields as measured with CTD and ADCP. The flow fields
are plotted along the ship track and at regular grid points, where they were interpolated from the observations along the track.
Salinity values are contoured at increments of 1. (a) Near-surface, and (b) near-bottom fields.

not yield enough spatial resolution to produce reliable results as the number of degrees of freedom
is small. The detiding method and the errors associated with it have been outlined by Candela et
al. (1992), and Wong and Münchow (1995). The method is presented more explicitly here. To
obtain the fit, it was assumed that each observed velocity component, uio(x,y,t), and the near
surface salinity signals varied in horizontal space (x,y) and were formed of a subtidal component
uim plus a semidiurnal (period = 12.42 hrs) tidal component plus noise, i.e.,
uio(x,y,t) = uim(x,y) + ai(x,y) cos(7M2 t) + bi(x,y) sin(7M2 t) + noise (x,y,t),
(1)
where 7M2 is the frequency of the lunar semidiurnal tidal component (2%/12.42 h). The subtidal
flow component (or salinity), and the functions ai(x,y) and bi(x,y), are given by:
uim(x,y) =
ai(x,y) =
bi(x,y) =

l(x,y) 1l(x,y),

l l(x,y) 1l(x,y),
l l(x,y) 1l(x,y).
l

The parameters l, l, l, are to be found by minimizing the least square error between
observations and fit at each of the "l" nodes located at (xl ,yl). 1l(x,y) are base functions that, for
this application, have been chosen as biharmonic splines (Wong and Münchow, 1995), i.e.,

1l(x,y) = {(x - xl)2 + (y - yl)2} {ln([(x - xl)2 + (y - yl)2]½) - 1}.
Differentiating the squared error (uio - ui fit)2 with respect to each unknown parameter l, l, l,
and equating to zero, yields a set of 3L equations, where L is the total number of nodes. The set
of 3L equations can be arranged in the following matrix form to solve for l, l, l (contained in
X):
FX=O
(2).
Matrix F is symmetric and has the following general form:
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The vector X is [1, á , L, 1, á , L, 1, á , L]; and the vector O has the elements
[ N uio11, á , N uio1L, N uio11sin7t, á , N uio1Lsin7t, N uio11cos7t, á , N uio1Lcos7t].
The solution X is obtained by inverting the matrix F.

9

3.2 Fitted Data
The least squares fit obtained with equations 1-2 and 5 nodes, reproduced the most
prominent variations of both components of the observed flow (Fig. 4a, b) and of the surface
salinity. The fit depends on the position of the nodes, i.e., variations to the node location yield
different subtidal and tidal flow fields. The node locations chosen here were optimized in such a
way that the noise had zero mean and variance that was a small fraction (less than 10%) of the
variance of the observations (Wong and Münchow, 1995). In addition, the optimal node
locations were chosen for those that reproduced the tidal currents from moored instruments.
The subtidal component uim of the fit contains the currents produced by winds, density
gradients, and oscillations longer than 12.42 hrs. Therefore, the subtidal flow field thus obtained,
reflected the wind and buoyancy forcing during the period of study. The subtidal near-surface
flow and salinity calculated along the ship track (Fig. 1), were interpolated to a grid with 1.77 km
spacing in the east-west direction (0.02( lon), and 2.22 km in the north-south direction (0.02(
lat). This grid spacing was chosen arbitrarily. The interpolation was carried out through the
construction of a Delaunay triangulation that produces interpolated values computed from nearby
points only. This is an intrinsic function in the data processing package Interactive Data
Language (IDL).
The gridded subtidal salinity field at the surface (Fig. 5) showed a relatively thin (< 10 km
from the coast) band of buoyant water along the coast to the south of the Chesapeake Bay mouth.
This band is constrained by the internal radius of deformation (-6 km) and by the downwelling
winds. Comparing the mouth of the bay (width of outflow) to the radius of deformation yields a
Kelvin number greater than 1, which indicates that rotation effects play a major role in the
dynamics of the plume (Wiseman and Garvine, 1995; Garvine, 1995). On the same figure 5, the
smooth character of the subtidal flow is due to the biharmonic splines and does not necessarily
reflect actual conditions. This near-surface subtidal flow showed a southward component (V) that
was coherent throughout the region of study. This was consistent with the moored velocity
observations and was most probably related to the downwelling wind forcing. In fact, a complex
regression between the wind velocity (Wx, Wy in m/s) and the near-surface subtidal flow (U, V in
m/s) during the study period yielded the following fit
U = 0.04 Wx
V = -0.04 + 0.04Wy,
where the x and y subscripts denote east-west and north-south components, respectively. The
flow pattern produced by this fit was very similar to that shown in Figure 5 and explained 90% of
the spatial variability of the subtidal flow (Valle-Levinson and Lwiza, 1997b). The large
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Figure 4. Comparison between observed components of the flow (dots) and fitted values (smooth, continuous line). (a) East-west
component, and (b) north-south component.

Figure 5. Subtidal near-surface (2 m deep) salinity (shaded contours) and flow (vectors). The
nodes that anchored the fit are shown as filled circles.
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variability explained by the fit indicates that wind forcing was mostly responsible for the subtidal
flow observed under these weak plume conditions. The –0.04 offset of the fit to the V component
is related to the southward ambient flow.
Another important and innovative result of this study is that the turning region of the outflow
plume is advected southward of the mouth by the along-shelf southward flow. This
behavior is consistent with numerical results (Valle-Levinson et al., 1996) of a plume discharging
to a shelf where a coastal flow is active (Fig. 6a). The ambient flow plunges
underneath the plume at the zone where they encounter and the plume thickness increases as a
consequence of mixing (O'Donnell, 1990). The ambient flow is quite influential to the dynamics
of the plume because the suppression of the coastal flow allows the offshore spreading of the
plume (Fig. 6b).
The subtidal near-bottom flow showed regions where it opposed the near-surface flow and
regions where it flowed in approximately the same direction (Fig. 7a). Near the mouth of the
Chesapeake Bay the subtidal near-bottom flow was directed into the estuary suggesting
decoupled dynamics from the near-surface fields. This is the area of possible influence of the
density pressure gradients on the subtidal flow thus generating estuarine-like circulation.
Southward of this zone apparently dominated by baroclinic forcing, the near bottom flow
diverged and became aligned to the direction of the wind forcing, which suggested barotropic
flow. The subtidal near-bottom flow also showed the formation of anticyclonic circulation
associated with a bathymetric shoaling of 2 m with respect to the surrounding depth. The region
of inflow near the mouth, the divergence south of this region, and the anticyclonic circulation are
features that are consistent with the results obtained by Norcross and Stanley (1967) with bottom
drifters (Fig. 7b). This adds validity to the detided results, in addition to the fact that the noise
had an average of almost zero and a small variance relative to the variance of the observed nearbottom flow.
The baroclinic character of the subtidal flows was determined by subtracting the nearbottom from the near-surface N-S component of the subtidal flows. This estimate gave an idea of
the possible regions of decoupled dynamics from surface to bottom. The areas of greatest vertical
difference in the subtidal flows (Fig. 8a) appeared right off the mouth of the Chesapeake Bay,
within what should be the plume region, i.e., the zone of strongest baroclinicity. This region was
probably where the plume was detached from the bottom. The detachment was confirmed by the
salinity measurements obtained off the mouth of the bay (not shown). Another region with large
vertical differences in subtidal flow developed above the shoaling that generated the near-bottom
anticyclonic circulation. The former zone must have been a result of the density field, and the
latter reflected bathymetric effects. These zones of greatest shear coincided with the regions
where the N-S subtidal component pointed in opposite directions, as shown on Figure 8a. The
regions of large vertical differences in subtidal flow could have produced instabilities in the
density field (Wiseman and Garvine, 1995). The hydrographic observations did not have the
sufficient spatial resolution to verify this.
The separation in distinct regions by the subtidal shears suggests different dynamical
implications for each. Within the plume region, near the mouth of the estuary, the circulation
must be estuarine-like, i.e., the momentum balance must be semigeostrophic with modifications
13

Figure 6. Surface fields of salinity (shaded) and flows (vectors) obtained numerically by ValleLevinson et al. (1996) for (a) southward coastal flow active, and (b) no coastal flow. The color
bar indicates the salinity contrast.
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Figure 7(a) Subtidal near-bottom (last usable ADCP bin) flow (vectors) plotted over the bathy
metry of the study region. The nodes that an cho red the fit are shown as filled circles.
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Figure 7(b) Bottom drift derived from seabed drifter recoveries (from Norcross and Stanley,
1969).
16

from frictional influences (wind stress, vertical mixing, and bottom stress) in the alongflow
direction. This is in agreement with the ‘slender’ plume discussed by Garvine (1995). Outside
of the region where subtidal surface flow opposes bottom flow, the momentum balance is
probably frictional with the wind stress being balanced by the bottom stress. The suggested
dynamics within the distinct regions is consistent with the numerical experiments of ValleLevinson et al. (1996).
In addition to the estimate of vertical difference in the subtidal flows, the horizontal
divergence of the near-surface flow was calculated to characterize the regions of plume influence.
The divergence field (Fig. 8b) showed a zone of positive values (divergent flow) off the mouth of
the Chesapeake Bay. Most of this region overlaps with that of large vertical difference in the
subtidal flows. Also, the transition from convergence to divergence to the north of the bay mouth
is suggestive of the plunging of the ambient flow underneath the plume as proposed above.
4 SUMMARY
This was the first study that involved underway ADCP measurements of the Chesapeake Bay
plume. The ADCP data was separated into subtidal and semidiurnal components with the statistical
method previously used by Wong and Münchow (1995) for the Delaware coastal current. Further
efforts on separating tidal from subtidal flows should involve dynamically consistent methods such
as that outlined by Dowd and Thompson (1996) and compare the results to the statistical method.
The present study was carried out under downwelling winds that produced the response diagnosed
by modeling results, i.e., buoyant fluid constrained to a narrow band and subtidal flow in the direction
of the wind. A main finding of this study is the advection of the turning region of the plume
downwind of the estuary mouth by the downwind ambient flow. Also, the observations of this study
support the idea of separation of regions with different dynamics based on the surface to bottom
difference in subtidal currents. This idea is summarized in Figure 9.
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Figure 9. Schematics of the influence on down welling winds on the dynamics of a plume dis
charging onto the coastal ocean based on the observations.
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Abstract
The circulation off the mouth of a coastal plain estuary, the Chesapeake Bay, was assessed
under conditions of weak freshwater discharge. Current velocity observations obtained with an
acoustic Doppler current profiler during 25 hours in September 1995 were separated into tidal
and subtidal contributions. The subtidal flow was dominated by wind forcing. The tidal flow was
presented as ellipses that illustrated the preferred orientation of this flow, which was influenced by
the coastal morphology.
1. Introduction
The rapid assessment of coastal current velocities in a given area has important
implications for environmental and military applications. The present study illustrates one example
of describing the coastal circulation in a region influenced by buoyant discharges. The region of
the Chesapeake Bay outflow is used as a test case. The Chesapeake Bay is located on the eastern
coast of the United States and is the largest estuary of the country. Its plume is derived from a
mean annual discharge of approximately 2000 m3/s. The hydrography of the plume has been
described in several studies [1], [2], [3] that show the importance of wind forcing on the fate of
the buoyant discharges. The plume spreads offshore with southwesterly winds and remains close
to the mouth of the estuary and to the coastline with northeasterly winds. The circulation
associated with this plume, however, has not yet been described in detail. This paper begins to
address this issue.
The overall objective of this study is to rapidly assess the coastal circulation off the mouth
of an estuary under weak river discharge conditions, and in particular, to determine the influence
of wind forcing on that coastal circulation. In order to accomplish this objective, an acoustic
Doppler current profiler (ADCP) was towed for 25 hours between September 25 and 26, 1995 off
the mouth of the Chesapeake Bay along the track shown in Figure 1. This rapid sampling of the
area allowed the assessment of the coastal circulation within a period of 30 hours after the
experiment started.

23

2. Data Collection
The survey was carried out during the time of the year of weakest discharge and in the
driest year of the decade. The mean river discharge into Chesapeake Bay in September 1995 was
less than 500 m3/s, considerably less than the climatological mean of 1000 m3/s for that month.
The survey also took place under the influence of northerly winds, and after a period of relatively
strong (0.1 Pa) northeasterly winds as recorded at the Chesapeake Light Tower and at the
Chesapeake Bay Bridge Tunnel by the U.S. National Oceanic and Atmospheric Administration
(NOAA).
The current velocity data were obtained with a 600 kHz broadband ADCP manufactured
by RD Instruments. The instrument was mounted on a catamaran and towed from the NOAA
R/V Ferrel. The vertical resolution (or bin size) of the velocity measurements was 0.5 m so that
the first usable bin was centered at approximately 2.25 m. The velocity data were collected in
ensembles of 30 s, which gave a horizontal resolution of 75 m towing at a speed of 2.5 m/s .
The collection of ADCP data was combined with conductivity-temperature-depth (CTD) profiles
obtained every 2 nautical miles along the ship track to characterize the potential influence of
freshwater in the area. Navigation was performed with the aid of differential Global positioning
system (DGPS). The grid over which the survey took place was approximately 60 km in the
along-shelf direction from Cape Charles, Virginia, to False Cape, at the border between Virginia
and North Carolina, and 20 km in the cross-shelf direction.
3. Data Description
3.1. Instantaneous Data
Given the river discharge and wind forcing conditions prevailing at the time of this survey,
a very weak plume was observed off the mouth of the Chesapeake Bay. The salinity difference
between plume and ambient waters was around 2 as indicated by instantaneous measurements
(Fig. 1a). This weak salinity difference is quite contrasting to the salinity difference of September
of 1996 when it was more than 10. Therefore, the buoyancy forcing was very weak and probably
had a minor influence on the coastal circulation in the area at the time of the study. This idea is
explored later by assessing the importance of wind forcing on the coastal circulation.
The instantaneous measurements of near-surface flow and salinity (Fig. 1a) showed spatial
distributions that are typical of a plume influenced by downwelling winds as characterized in the
modeling studies of [4] and [5]. These typical characteristics are: a region where the plume turns
anticyclonically, the turning region; a transition region where the flow converges between the
turning region and the coastal current as seen by the speed decrease in the alongshore flow south
of the mouth of the bay; and the formation of a coastal current. Also, the freshest water remains
constrained to a very narrow band, narrower than the internal radius of deformation of around 7
km, along the coast. These instantaneous measurements are, however, tidally aliased, i.e., they
are biased by the different stages of the tidal cycle over which the observations were made. Then,
in order to obtain a synoptic picture of the flow field, the influence of the tides on the
instantaneous flow must be distinguished from the subtidal (or mean) current.
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Figure 1. Study area off the mouth of the Chesapeake Bay. (a) Instantaneous observations of near-surface flow (vectors)
and salinity (shaded contours). (b) Subtidal near-surface flow and salinity. The ship track is denoted by the closely spaced
vectors. The gridded vectors are generated from interpolation. The location of the l nodes at which the least squares fit
is performed is denoted by the filled circles in (b).

3.2. Fitting Technique
In order to separate the tidal signal from the instantaneous measurements, a least-squares
technique was used. This technique has been used by [6] and assumes that each component of the
current velocity observed uio(x,y,t), where the subscript i denotes one component, has a
contribution from a subtidal current uim plus one from a lunar semidiurnal (period of 12.42 h) tidal
current, i.e.,
uio(x,y,t) = uim(x,y) + ai(x,y) cos(7M2 t)

+ bi(x,y) sin(7M2 t),

(1)

where 7M2 is the frequency of the lunar semidiurnal tidal component (2%/12.42 h). The subtidal
flow component (or could also salinity), and the functions ai(x,y) and bi(x,y), are given by:
uim(x,y) =
ai(x,y) =
bi(x,y) =

l(x,y) 1l(x,y),
l l(x,y) 1l(x,y),
l l(x,y) 1l(x,y).
l

The parameters l, l, l, are to be found by minimizing the least square error between
observations and fit at each of the "l" nodes located at (xl ,yl). The functions 1l(x,y) are base
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Figure 2. Instantaneous observations, represented by dots, compared to the least squares fit, denoted by continuous
lines in (a) and (b). (c) and (d) present the subtidal flow components, as dots, compared to the wind-induced flow
(continuous lines) as explained by (3).

functions that have been chosen as biharmonic splines [6], i.e.
1l(x,y) = {(x - xl)2 + (y - yl)2}
{ln([(x - xl)2 + (y - yl)2]½) - 1}.

(2)

The least squares fit obtained with equations 1-2 and 5 nodes (Fig. 1b), reproduced the most
prominent variations of both components of the observed flow (Fig. 2a, b). The goodness of
fitdepends on the position of the nodes, i.e., variations to the node location yield different subtidal
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and tidal flow fields. The node locations chosen here were optimized in such a way that the noise
(difference between observations and fitted values) had zero mean and variance that was a small
fraction (less than 10%) of the variance of the observations. In addition, the optimal node
locations were chosen for those that reproduced the tidal currents from moored current meters
(data not presented here).

3.3. Subtidal Data
The subtidal flow obtained with the technique mentioned above reflects the contribution
from wind forcing, from density gradients, and from forcing with periods greater than one tidal
cycle (e.g. coastal waves). The resulting subtidal flow (Fig. 1b) showed a general tendency for
southward flow throughout the domain. As seen later, this was due mostly to the forcing from
the predominantly northerly winds. Another feature of the subtidal flow was the southward
translation of the turning region of the Chesapeake Bay outflow. This turning region appeared to
the south of the Chesapeake Bay mouth due to the interaction between the southward ambient
flow and the estuarine outflow as suggested by the numerical results of [7]. The band of low
salinity (Fig. 1b) remains very thin and close to the coast as a consequence of the weak buoyancy
forcing from the estuary. An interesting question to answer is how much of the subtidal flow
obtained from the least squares fit and shown in Figure 1b is due to wind forcing?
In order to assess the influence of wind forcing on the subtidal flow, a complex regression
between the wind velocity and the detided velocity was performed. Hourly wind observations
were interpolated to 30 s to match the sampling interval of the current velocities. This allowed the
complex regression estimate to relate wind forcing to subtidal flow. The relationship between the
wind and the subtidal flow was evident (Fig. 2c and 2d). In fact, the wind-induced flow produced
a flow pattern that was very similar to the subtidal flow of Figure 1b according to the complex
regression that yielded the following equations:
u = 0.04 Wx
v = -0.04 + 0.04 Wy .

(3)

These relationships explained 90% of the spatial variability of the subtidal flow. In (3), u and v
were the east-west and north-south components of the current velocity, respectively, and Wx, Wy
were the corresponding components of the wind velocity. This fit indicated that the north-south
and the east-west components of the flow were approximately 4% of the north-south and the
east-west components of the wind velocity, respectively. The -0.04 on the v component of the
flow denoted a residual flow of 0.04 m/s directed to the south when the wind velocity is zero.
This was consistent with the typical ambient coastal flow in this area of the Mid-Atlantic Bight
[2]. The very high percentage of the subtidal flow variability explained by wind forcing was a
consequence of the weak freshwater discharge onto the coastal ocean at the time of the study.
This simple relationship between wind velocity and surface velocity allows the rapid assessment of
the subtidal near-surface coastal circulation off the Chesapeake Bay only with wind velocity
measurements. This assessment will, of course, be restricted to periods of weak freshwater
discharge to the coastal ocean.
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3.4. Tidal Data
The semidiurnal tidal contribution to the observations was obtained with the second and
third terms on the right hand side of (1). The coefficients ai(x,y) and bi(x,y) were used to calculate
the semidiurnal tidal ellipses following [8]. These ellipses are drawn in Figure 3 over the
bathymetry of the study region. The orientation and ellipticity (ratio of the semi-minor axis of the
ellipse to the semi-major axis) of the near-surface tidal currents appeared influenced by the
coastline morphology. The ellipticity was lowest at the entrance to the Chesapeake Bay as the
tidal currents were funneled into and out of the estuary. The ellipticity was greatest to the North
and East as reflection of the rotary character of the tidal currents. The orientation of the ellipses
suggested, once more, the funneling effect that the bay mouth has on the tidal currents entering
and leaving the estuary. This orientation also suggested the influence of coastline morphology on
the distribution of tidal currents. This representation of tidal properties was the first high-spatial
resolution (less than 5 km) effort to characterize the distribution of the semidiurnal tidal ellipses
off the Chesapeake Bay mouth. This is not the definitive distribution of tidal properties in the
study area but offers an idea (and rapid assessment) of the spatial patterns that should prevail.

Figure 3. Near-surface semidiurnal tidal ellipses plotted over
a regular grid of interpolates from the ship track shown in
Figure 1. The bathymetry of the area is shown, for
comparison with the orientation and ellipticity of the ellipses,
as shaded contours. Deep areas are represented by darker
shades.
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4. Summary
Current velocity measurements with high spatial resolution were made off the mouth of
the Chesapeake Bay in order to rapidly assess the coastal circulation off the mouth of an estuary
under weak river discharge conditions. In particular, the influence of wind forcing on the coastal
circulation was elucidated. The current velocity measurements were obtained with a towed
acoustic Doppler current profiler during 25 hours between September 25 and 26, 1995. Ancillary
measurements consisted of water temperature and salinity, and wind velocity. The current velocity
measurements contained tidal and subtidal signals that were separated with a least squares
technique as in [6]. The least squares fit was very good as it reproduced the salient temporal
variations of the instantaneous measurements. The fit yielded a subtidal flow that featured a
predominantly southward component and a turning region of the estuarine outflow that was
advected southward by the coastal ambient flow. The latter feature agreed with numerical results
dealing with a similar problem of an estuarine outflow interacting with an ambient flow [7]. The
subtidal flow field was mostly caused by wind forcing as buoyancy forcing was very weak. This
subtidal velocity flowed at 4% of the wind velocity. In addition to the wind-induced component,
the subtidal flow was influenced by a southward ambient flow of 0.04 m/s.
The least squares fit also identified a semidiurnal tidal flow contribution that showed
influence of the coastal morphology on the orientation and ellipticity of the tidal ellipses. These
tidal ellipses were more elliptic away from the mouth and became more rectilinear at the
constriction of the estuary. The orientation of the ellipses roughly followed the morphology of
the coastline. The spatial distribution of these tidal ellipse properties confirmed the expected
funneling effect of the Chesapeake Bay entrance on the tidal flows entering and leaving the
estuary.
The analysis technique used in this study allows the assessment of the coastal circulation of a
region influenced by tidal and other forcings (e.g. wind and buoyancy) in approximately 30 hours:
25 hours of measurements and a few hours of data processing and analysis. The advantage of this
technique is that it is relatively simple to apply to a data set and produces rapid results. The
disadvantage is that it produces results that are statistically reliable but not dynamically reliable
because the technique disregards any hydrodynamic aspect of the study area.
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ABSTRACT
Current velocity profiles from an Acoustic Doppler Current Profiler (ADCP) were used to
investigate the influence of estuarine outflows and bathymetry on the semidiurnal tidal flow along
a cross-shore transect outside of the Chesapeake Bay. The shelf transect was repeated eight times
during one neap tidal cycle on March 26-27, 1996 under the effects of a well-defined Chesapeake
Bay plume. The bathymetry of the transect featured an 18 m deep channel flanked by 10 m shoals
to the sides. The observations showed that the maximum subtidal velocity perpendicular to the
transect was associated with the plume outflow, reaching values of nearly 0.6 m s-1. The mean
flow parallel to the transect had typical values of 0.1 m s-1, which could have been related to a
quasi-geostrophic flow within the turning region of the plume. The amplitude and phase of the
tidal flow inside the bay plume were significantly different from those of the underlying shelf
water. The plume outflow caused the surface tidal flow to lag behind the near-bottom frictionally
influenced flow by 40 degrees (~80 minutes). The tidal amplitude exhibited a subsurface
maximum that was centered over the channel. The channel location of the maximum amplitude
reflected frictional influences and the subsurface location was explained with the output of a onedimensional mixed-layer model. The mixed-layer model showed that the subsurface maximum in
tidal amplitude developed under the combined influence of various factors: large horizontal
salinity gradients (4 units in 10 km), relatively weak tidal (0.5 m s-1) and wind forcing (< 0.1 Pa),
and over relatively deep (> 15 m) regions as was observed in the field. The subsurface maximum
appeared at the base of the pycnocline where turbulence was suppressed, which was indicated by
zero vertical eddy viscosities. Any modification to those factors caused the maximum to appear
at the surface.
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INTRODUCTION
The outflow of low-salinity estuarine water into the ocean forms a plume that tends to
deflect anticyclonically in the Northern Hemisphere and form a boundary current with the
coastline on its right-hand side (e.g. Münchow et al., 1992). The current scope of information on
the interaction between these estuarine outflows and the tidal currents on the shelf is restricted to
idealized numerical experiments performed over narrow (width smaller than one internal radius of
deformation) inlets (Kapolnai et al., 1996; Wheless and Valle-Levinson, 1996). This interaction,
jointly with wind influences, ultimately determines the fate of suspended and dissolved matter and
biota that can be found near the estuary mouth.
Estuarine plumes derived from wide systems have been studied by numerical methods that
ignore tidal influences or that use distantly spaced data, for example, moored instruments or
density profiles (e.g. Münchow et al., 1992; Weaver and Hsieh, 1987; Chao, 1988; Chao and
Boicourt, 1986). More recently, with the Acoustic Doppler Current Profiler (ADCP), current
data can be measured on relatively fine spatial scales. A horizontal resolution of approximately
60-75 m is attained with 30 second ensembles (or averages) and cruising speeds of 4-5 knots.
This resolution is sufficient to study general features of estuarine plumes like those from the
Chesapeake Bay, which is a typical example of wide (width greater than one internal radius of
deformation) estuarine plumes.
The Chesapeake Bay is located in the mid-Atlantic region of the United States and is the
largest estuary in the country. The temporal variability of the flow through the mouth of the
Chesapeake Bay is dominated by tidal forcing (e.g. Browne and Fisher, 1988), but wind forcing
and freshwater discharge also may produce important variations (e.g. Valle-Levinson, 1995;
Valle-Levinson and Lwiza, 1997). The spatial variability of the flow in the lower Chesapeake Bay
is greatly influenced by the bathymetry (Valle-Levinson and Lwiza, 1995).
The bathymetry of the inner continental shelf, near the entrance to the Chesapeake Bay, is
characterized by a channel (Fig. 1) that is expected to cause spatial variability in the flow. It is
also expected to influence the formation of frontal features along the region of the channel with
the greatest bathymetry curvature, as in the Delaware Bay coastal current (Sanders and Garvine,
1996). Currently, little is known about how the Chesapeake Bay plume structure varies with the
tidal cycle because it is difficult to avoid tidal aliasing inherent to surveys of high spatial resolution
and several kilometers extent. Also, little is known about the influences of plume outflow and of
the bathymetry on the tidal flows. Several studies have shown that a rapid change in water depth
is a controlling factor in determining the position of tidally induced fronts (e.g. Largier, 1992;
Huzzey, 1982; and Largier and Taljaard, 1991). These fronts may form at the mouths of estuaries
when inner shelf flood waters meet buoyant estuarine waters.
The purpose of this study was to describe the effects that a plume of buoyant water
flowing from an estuary to an inner shelf with abrupt bathymetry had on the tidal currents. These
effects were assessed in terms of the spatial distribution of tidal amplitude and phase along a
section influenced by the Chesapeake Bay outflow. The present study differed from previous
ones in that it was the first to report on a complete cross-section of a freshwater plume using the
high resolution capabilities of the ADCP. Other studies have used ADCPs to measure different
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characteristics of the tidal currents (e.g., Simpson and Souza, 1995; Souza and Simpson, 1996;
Sanders and Garvine, 1996) however none of these examined the features addressed in this study.
Both Souza and Simpson (1996) and Simpson and Souza (1995) used a combination of
seabed mounted ADCPs and moored current meters to gather current data at distinct points.
Sanders and Garvine (1996) did perform a repeated transect using an ADCP but only reported
results at several locations instead of a continuous cross section as presented here. In addition to
advancing the general knowledge of the effects of buoyancy outflow and bathymetry on tidal
currents, this study described the influence of the vertical eddy viscosity, as influenced by tidal
currents and wind forcing, on the vertical profile of the tidal current amplitude.

STUDY AREA
The study area was located to the south of the Chesapeake Bay mouth, approximately 8
km south of Cape Henry (Fig. 1). The bathymetry is characterized by a complex system of shoals
and navigational channels. The mean depth of the region is approximately 10 m with depths
reaching 30 m over Chesapeake Channel off Cape Henry. This channel follows the coastal
morphology at the inner shelf and shoals rapidly to the south. The influence of this bathymetry on
tidal amplitude and phase outside of the bay mouth is essentially unknown. Also, little is known
about the direction and magnitude of the tidal currents off the Virginia Beach coast. It is
recognized that the principal constituent of the tidal energy of the area is the lunar semidiurnal
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Figure 1. Lower Chesapeake Bay and inner continental shelf. Inset shows the location of the transect studied (white
line) and the bathymetry of the area including the Chesapeake Channel. The bathymetry is contoured at 10m
intervals. The transect ran nearly perpendicular to the coastline and started 3 km off the Virginia Beach coast and
extended approximately 10 km seaward.

(M2) (Fisher, 1986; Browne and Fisher, 1988) and that the tidal phase in the Mid-Atlantic Bight
propagates northward from Cape Hatteras (Redfield, 1958). Further details are explored in this
work.
The influence of the plume generated by the Chesapeake Bay outflow on the shelf
produces, in general, southward subtidal surface currents off Virginia Beach (Boicourt, 1973;
1981). The shape and extension of the plume and its outflow are affected by wind forcing.
Northeasterly winds cause the plume to accelerate, lengthen and narrow while winds from the
southwest decelerate and widen the plume (Boicourt, 1981). The near-bottom subtidal flow is
likely to be affected by wind direction but a clear pattern of response has not yet been identified.
This near-bottom flow may move in the same direction of the wind or in opposite direction
depending on water column stratification (Johnson, 1985). Wind forcing in the vicinity of the
Chesapeake Bay entrance typically tends to be strongest and northeasterly in the fall and winter,
and weakest and southwesterly in the summer (Paraso and Valle-Levinson, 1996).
DATA ACQUISITION
Current velocity profiles and near-surface temperature and salinity were obtained along
one transect that started 3 km off the Virginia Beach coast and extended approximately 10 km
seaward. Current velocity measurements consisted of towing a broadband 600 kHz RD
Instruments ADCP. The ADCP was towed looking downward from the NOAA ship R/V Ferrel
at a speed of approximately 2 m s-1 (4 kn). Navigation was carried out with a differential Global
Positioning System (DGPS). The length of the transect was chosen to accommodate the greatest
extension possibly covered in 1.5 hrs while sampling continuously at 2 m s-1. The transect ran
perpendicular to the coastline that parallels the Chesapeake Channel (Fig. 1). The objective of the
sampling scheme was to complete as many repetitions as possible within one tidal cycle to
effectively distinguish the tidal signal from the records. Eight repetitions of the transect were
completed on 26-27 March 1996 within 12.5 hours. Sampling occurred with NNE winds of 5-7
m s-1, following a 36 hour period of SSE winds of ~5 m s-1. Sampling also coincided with a
period of large freshwater discharge. For one month prior to the survey, freshwater discharge
was more than 3 times (~7600 m3 s-1) the 46-year average for the Chesapeake Bay (~2200 m3 s-1)
(United States Geological Survey -USGS- press releases on the World Wide Web).
Each ADCP profile represented a 30 second average of approximately 120 pings. The
ADCP velocities were separated vertically into 0.5 m bins with an approximate horizontal spacing
of 200 m. Data with error velocities (the difference between the redundant vertical velocities)
greater than 0.08 m s-1 were discarded. The bin closest to the surface was centered at a depth of
2.75 meters. The sampling period at each gridded location varied from ~80 minutes over the midchannel to a range of 10 to 160 min over the shoals near the ends of the transect. Data from the
ends of each repetition were discarded to ensure a ten-minute minimum interval between the
locations defined as the ends of the transect. Also, data collected while moving to avoid traffic
were discarded. The ADCP velocities were calibrated as in Joyce (1989), which yielded a
misalignment angle of -1.023( and a scaling factor of 1.0603. The data were then rotated from
the earth's coordinate frame to a frame representing along and across channel (along and across
shore) directions (12( west of north). Finally the data were interpolated to a uniform grid of 48
points in the horizontal and 33 in the vertical.
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The time series of eight values at each grid-point was fitted, using least squares, to a
sinusoid with an M2 period (12.42 hours) as in Lwiza et al. (1991). This procedure produced the
subtidal flow (periods greater than semidiurnal) along with the semidiurnal tidal amplitude and
phase at each grid point. Along-channel and across-channel components were treated separately.
The fifth repetition of the transect showed noisy values and was discarded from the least squares
analysis. This elimination reduced the overall root mean square error values by 0.07 m s-1 in the
along-shore direction and by 0.20 m s-1 in the across-shore direction.
Simultaneously to current profiling, near-surface temperature and salinity were measured
by continuously pumping water from a depth of ~1 m through a Sea Bird 1621 thermosalinograph
with a sampling interval of 10 s. The near surface temperature and salinity were also fitted to a
semidiurnal sinusoid to obtain the subtidal structure along the transect. Vertical profiles of
salinity and temperature were not collected in order to optimize the ADCP data quality and their
time of acquisition.
DESCRIPTION OF OBSERVATIONS
First, the structure of the estuarine outflow was described in terms of the subtidal flow and
salinity fields. The bathymetric influence on the estuarine outflow was also explored through
examination of subtidal fields. Second, the effects of bathymetry and of estuarine outflow on the
semidiurnal tidal currents were described in terms of the tidal fields. The interpretation of the
effects of estuarine outflow on tidal currents was supported by the output of a mixed layer model.
Subtidal Fields
The along-channel subtidal flow (Fig. 2) showed southward flow throughout the section
studied. Maximum values reached 0.55 m s-1 in the region that was most likely related to the core
of the Chesapeake Bay outflow. These magnitudes seemed consistent with a surface to bottom
density difference of O(10 kg m3) (Turner, 1973), which agreed with the strongest stratification
observed in the lower Chesapeake Bay during spring tides in March 1996 (unpublished data).
This large subtidal flow could have been a result of the barotropic forcing, from high river
discharge and southwestward winds, combined with the baroclinic forcing, from the large density
gradients. However, there was no evidence of the influence of baroclinic forcing as the subtidal
along-shore current flowed only in one direction. As shown by Noble et al. (1996) large river
discharges drove near-bottom currents in the direction of the discharge. This suggested that the
subtidal flow observed, which consisted of a relatively sluggish southward ambient flow (0.10 0.15 m s-1) underlying a relatively swift surface plume, was primarily driven by river discharge and
wind forcing. The integrated transport through the observed section was 14,485 m 3 s-1. The
monthly averaged freshwater discharge into the bay during February and March of 1996 was
approximately 4000 m3 s-1 which corresponded to the area of the plume extending approximately
5.5 m deep and 5.5 km from the start of the transect. The remaining 10,000 m3 s-1 could possibly
be supplied by the ambient coastal current flowing southward at the observed rate of 10 cm s-1.
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Figure 2. Lower Chesapeake Bay and inner continental shelf. Inset shows the location of the
transect studied (white line) and the bathymetry of the area including the Chesapeake Channel.
The bathymetry is contoured at 10m intervals. The transect ran nearly perpendicular to the
coastline and started 3 km off the Virginia Beach coast and extended approximately 10 km
seaward
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The across-channel subtidal flow was comparatively weaker than the along-channel flow
(Fig. 3). It was negative (shoreward) practically everywhere along the section and the highest
values appeared near the surface. The negative character of both subtidal flow components
indicated a southwestward flow that probably resulted from the Coriolis accelerations acting on
the flow produced by river and wind forcing. It is likely that the sampling transect was located
within the quasi-geostrophic anticyclonic or turning region of the outflow plume, as suggested by
the numerical results of Chao (1988) and Valle-Levinson et al. (1996).
The surface salinity and temperature values (Fig. 4) showed the plume offshore front
existing at the same location over the channel as suggested by the along-shore subtidal flow.
Although only one distinct along channel front was evident in the present study, a near shore front
was also noted visually during the cruise but was shoreward of our sampling limit. The existence
of two fronts over the maximum concave curvature of a channel connecting to an estuary mouth
was also noted by Sanders and Garvine (1996) for the Delaware Bay coastal current. The
bathymetry and the inertia of the plume leaving the bay mouth caused the bulk of the plume to
separate from the coast, producing both offshore and onshore fronts, before Coriolis acceleration
organized the flow in a southward coastal current as suggested by the numerical models of Chao
and Boicourt(1986), Chao(1988), and Valle-Levinson et al. (1996). The amplitude of the surface
salinity variation was related to the amplitude of the along-channel semidiurnal flow (as presented
later). This was a reflection of the elastic straining of the salinity field by the tidal currents.
Tidal Fields
The first effect of the estuarine outflow on the tidal fields was noticed in the phase of the
M2 along-shore tidal current. The phase showed near surface lags of 80 min (40 degrees) in an
area that was presumably associated with the southward flowing Chesapeake Bay plume (Fig. 5).
This indicated that the tidal currents near the surface lagged behind the underlying shelf water.
The phase lag within the plume was consistent with the upward propagation of the tidal phase and
with the decoupled dynamics between the baroclinically driven buoyant outflow and the
barotropically driven interior flow. The phase lag was due to the combined effects of friction and
inertia that allowed a faster response of near-bottom flows to tidal forcing (Valle-Levinson and
Lwiza, 1995). The greatest phase lag was laterally delimited by sharp bathymetric changes, which
also suggested a bathymetric delimitation of the outflow plume as in the Delaware Bay (Sanders
and Garvine, 1996). In general, the water inside the channel responded more slowly to tidal
forcing than the surrounding water, which was probably related to the distinct hydrographic
characteristics in the channel as observed in the lower Chesapeake Bay (Valle-Levinson and
Lwiza, 1997), where the channel flow tends to favor the flood direction due to baroclinic inflow.
Additional effects of bathymetry and buoyant outflow on the tidal currents were evident in
the distribution of the amplitude of the along-shore component. The maximum amplitude of the
along-channel M2 flow was found over the channel at approximately 6 km from the coast (Fig. 6)
similarly to Münchow et al. (1992) and Valle-Levinson and Lwiza (1995). This was a
consequence of reduced frictional effects over the deeper areas. An interesting finding was that
the maximum appeared at a depth of 5.5 m and not near the surface, where the largest amplitude
is usually expected because of the greatest distance from bottom frictional effects. The subsurface
location of the strongest semidiurnal tidal currents could have coincided with the pycnocline that
delimited the plume outflow, which effectively decreased frictional effects through a reduction of
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Figure 3. Across-channel subtidal flow (centimeters per second) along the cross section studied.
Contour interval is 10 cm s-1, negative values represent westward or shoreward flows. Dark
regions represent high values.
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Figure 4. Surface salinity (top) and temperature (middle, (C) values shown over the bathymetry
(bottom) of the transect studied. The dark line in the top two panels denotes the mean value of all
8 repetitions while the shaded area shows the rmse range.
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the eddy viscosity and of turbulence. The influence of the density field (plume outflow) on the
eddy viscosity and in turn on the tidal current amplitude was addressed with a simplified onedimensional mixed layer model presented next.
MIXED LAYER MODEL
A total of eight process-oriented experiments with a mixed layer model helped to elucidate
the effects of buoyant outflow on the tidal current amplitude as observed outside the Chesapeake
Bay mouth. The eight experiments performed are summarized in Table 1. Experiment 1 looked
at the effect of the plume on weak tidal currents and constituted the base case. Experiment 2
investigated the same influence under strong tidal currents. Experiment 3 extended the effects of
Experiment 1 to include the effects of a wind stress acting in the same direction of the density
gradient, i.e., same direction as the plume outflow. The observations were obtained during a
period of wind blowing in the same direction as the along-shore pressure gradient. Experiment 4
also examined wind effects but in the opposite direction to the outflow. Experiments 5 and 6
examined the sensitivity of the results of the base case to the prescription of the longitudinal
density gradient and to the depth of the water column, respectively. Experiments 7 and 8
investigated the sensitivity of the base case and of experiment 5 to the prescription of an initially
homogeneous water column.
The one-dimensional (vertical) mixed layer numerical model solved the momentum
equation and the salinity and temperature balances in the direction of the density gradient (along
shore in this case). The values of the horizontal velocity component u (m s-1), salinity S,
temperature T ((C), and density ' (kg m-3) were estimated as a function of depth z (positive
upwards) and time t at one vertical station with depth H equals 15 m, subdivided into 30 equally
spaced levels. The dynamic balances were evaluated with time- and depth-varying turbulent
(eddy) coefficients [Av, AvS, AvT (m2 s-1)] obtained from closure (Mellor and Durbin, 1975). The
horizontal density gradient was prescribed as 3 kg m-3 in 10 km (or 4 salinity units), based on
hydrographic observations collected in March 1996 and every month in the lower Chesapeake
Bay (Valle-Levinson, unpublished data).

Governing Equations
The momentum balance included a barotropic and a baroclinic pressure gradient in the
along-channel direction x and vertical mixing (vertical transfer of horizontal momentum):
0u
0t

 g 0  g z 0' dz
'0 PH 0x
0x

0
0u
[Av ],
0z
0z

 was the surface elevation; g was the acceleration due to earth's gravity (9.8 m s-2), '0 was an
average value of the density '; and Av was the eddy diffusivity of momentum and was estimated
according to the turbulence closure formulation of Mellor and Durbin (1975). This model, that
also included an equation for the balance of dissolved oxygen, has been used by Valle-Levinson et
al. (1995) to study hypoxia in western Long Island Sound.
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Experiment

Uo (m/s)

tx (Pa)

DS/10 km

Depth (m)

DS (bot-top)

1

0.5

0

4

15

10

2

0.7

0

4

15

10

3

0.5

1

4

15

10

4

0.5

-1

4

15

10

5

0.5

0

1

15

10

6

0.5

0

4

12

10

7

0.5

0

4

15

0

8

0.5

0

1

15

0

Table 1. Summary of experiments carried out with the mixed layer model.

Intratidal variations of T and S were determined by a balance between vertical mixing and
horizontal advection with horizontal gradients specified to be constant with depth and time:
0C 0C 0
0C
[AvC ]
u
0t
0x 0z
0z

where C indicated the property of interest, i.e., T or S, and AvC represented the vertical eddy
diffusivity coefficient. In this particular application, the vertical eddy diffusivity of heat, AvT, was
assumed equal to the vertical eddy diffusivity of salt, AvS. Local density values were obtained
from T and S using the equation of state of sea water (e.g. Gill, 1982, p. 599).
Boundary and Initial Conditions
For the momentum equation, quadratic surface and bottom shears were specified in the
form: Av 0u/0z = ('a /') CD w |w|, at the surface; and Av 0u/0z = CB w |w| at the bottom. The
coefficient CD represented nondimensional surface drag (0.0015); 'a was the air density (1.2 kg m3
); w was the wind velocity, positive in the direction of the density gradient; and CB was a
nondimensional bottom drag coefficient (0.002). For temperature, a vertical heat flux Q could be
specified at the surface, prescribed as zero here, and was negligible at the bottom. For salinity, it
was assumed that there were no vertical fluxes of salt at either the air-water interface or the
water-sediment interface. Experiments 1 through 6 began with vertically homogeneous T (17(C)
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and a step in S between 5 and 6 m. The upper 5 m had homogeneous S of 20, and between 6 and
15 m the initial S was homogeneous at 30. Experiments 7 and 8 began with vertically
homogeneous S of 30. As will be seen, the shape of the initial salinity profile played a minor role
in determining the shape of the profile of the tidal current amplitude. A forcing velocity with u
amplitude of 0.50 m s-1 (0.70 m s-1 for Experiment 2), oscillating at a frequency of 2%/12 h was
specified. Results represented the fifth tidal period after four tidal cycles of "spin-up" time as in
Valle-Levinson and Wilson (1994).
Results of Simulations
The output of simulations was presented in Figure 7 that showed the time-depth variations
of u and S within the tidal cycle, the amplitude of the tidal flow (determined with a least squares
fit on the hourly flow values), and the corresponding tidal average of the vertical eddy viscosity.
In the base case, the strongest ebb tidal currents (positive values) appeared at the surface as the
barotropic pressure gradient from tidal forcing acted in concert with the baroclinic pressure
gradient. This baroclinic pressure gradient was most positive at the surface because of its
cumulative nature from bottom to surface. In contrast, the barotropic pressure gradient opposed
the baroclinic pressure gradient during flood tidal currents and the strongest flood currents
appeared under the surface, at the base of the pycnocline. This effect of the flood stages
translated into tidal current amplitudes that increased with depth and reached a maximum at the
pycnocline, as the measurements indicated (Fig. 6). The location of the core of maximum
amplitude was related to the distribution of eddy viscosity (Av) with depth, which was essentially
zero between the surface and the base of the pycnocline. Vertical mixing was suppressed
throughout that top ‘slippery’ layer and the energy of the flood currents was concentrated at
approximately 5.5 m depth during most of the flood period. This base case could be considered
as applicable to neap tides as was the case of the observations described before (Fig. 6).
The second experiment considered stronger tidal forcing than the base case to determine
whether the core of maximum current amplitude changed depth. In this case, maximum ebb and
maximum flood occurred at the surface (Fig. 7). Flood tidal currents were able to overcome the
opposing baroclinic pressure gradient. As expected, stratification was weaker than in the base
case and was even broken down by the end of flood. The coefficient Av was non-zero everywhere
in the water column and the tidal current amplitude was maximum at the surface and decreased
with depth. The vertical migration of the core of maximum amplitude of semidiurnal tidal
currents from the interior of the water column during neap tides to the surface during spring tides,
has been observed in the James River (Valle-Levinson, Wong and Lwiza, in preparation). It is
worth mentioning a cautionary note here because during spring tides, the semidiurnal tidal
constituents (M2, S2, N2) are in phase and the estimate of the semidiurnal (e.g. M2) tidal current
amplitude over one tidal cycle will reflect greater amplitudes than those during neap, when the
constituents are in quadrature (90 degrees out of phase). Therefore, these results should be
interpreted cautiously as they did not reflect time variations of one single tidal constituent but the
interaction of several constituents of similar period, in this case, those near 12 hrs.
The next experiment (3) considered the effects of wind forcing in the same direction of the
density gradient, i.e., in the direction of ebb tidal currents and of the plume outflow. The
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Figure 7.
Results of experiments 1-4 of the one-dimensional mixed layer model. Panels in column one show variations of the tidal flow
(centimeters per second) within the tidal cycle. Contour interval is 10 cm s-1. Positive values (light areas) denote ebb flow. Panels in column
two show variations in salinity within the tidal cycle. Contour interval is 1. Dark regions denote high salinity. Column three shows tidal
amplitude (cm s-1) scaled such that a value of 1.0 denotes maximum amplitude for the experiment. Column four shows tidal average of the
vertical eddy viscosity (cm2 s-1) also scaled such that a value of 1.0 denotes maximum viscosity for the experiment. Values of maximum
amplitude and viscosity for the four experiments are as follows: Exp 1: U0 78, Av 68; Exp 2: U0 118, Av 200; Exp 3: U0 82, Av 80; Exp 4:
U0 76, Av 109.

behavior of the tidal currents and their amplitude was somewhat similar to that of the base case
(Fig. 7). Obviously, ebb tidal currents were stronger in this experiment and flood tidal currents at
the surface competed against the combined forcing from wind stress and baroclinic pressure
gradient. Wind effects appeared only within the upper 8 m of the water column. In consequence,
stratification was greatly enhanced as the wind mostly contributed to buoyancy advection because
vertical mixing was restricted to a thin surface layer approximately 4 m thick, where the mean
eddy viscosity was non-zero. The maximum amplitude of the tidal currents again appeared at the
pycnocline region, where Av was effectively suppressed. Under the wind-influenced layer, the
profile of the mean eddy viscosity was essentially the same as the base case and reflected the
exclusive effects of tidal forcing. This wind forcing enhanced the stratifying effects of tidal
straining during ebb.
The effects of a wind blowing in the opposite direction to the density gradient (Experiment
4), i.e., in the direction of flood tidal currents were analogous to the effects of strong tidal forcing
(Fig. 7). In this case, ebb tidal currents were weaker than in the base case, which reduced the
straining of the density field that favors stratification. After maximum ebb, the strongest ebb tidal
currents appeared underneath the surface as wind forcing opposed the baroclinic pressure gradient
and tidal forcing. On the other hand, the destratifying effects of tidal straining during flood were
greatly enhanced by wind forcing. Stratification was much weaker than in previous cases and Av
was greater in general throughout the water column. This allowed the development of greatest
tidal current amplitudes at the surface, where Av was minimum, and decreasing with depth.
The effect of decreasing the longitudinal salinity gradient (Experiment 5) was to produce
weak stratification (Fig. 8), non-zero eddy viscosities and tidal current amplitudes that decreased
with depth. Decreased depth (Experiment 6) hindered the development of a sub-surface jet at the
pycnocline because the baroclinic density gradient was not large enough (remember that this is an
integration of the density gradient from bottom to surface, thus, the deeper the water column, the
larger the baroclinic pressure gradient for a given longitudinal density gradient) to weaken
barotropic flow (from flood tidal flows) at surface. Initial vertical homogeneity (Experiment 7)
did not preclude the appearance of a subsurface maximum amplitude as stratification developed
from the adjustment of the longitudinal density gradient. Initial vertical homogeneity and weak
horizontal density gradient (Experiment 8) did preclude the appearance of a subsurface jet as
mixing was non-zero throughout water column. Therefore, the conditions that combined to allow
the development of a subsurface maximum in tidal current amplitude were weak tidal currents and
winds blowing in the same direction as the surface density gradient, strong longitudinal density
gradients, and moderate depths. All these conditions prevailed during the survey carried out in
March of 1996 on the inner shelf to the south of the Chesapeake Bay mouth.
SUMMARY
The influence of buoyant discharges and bathymetry on semidiurnal tidal currents was
investigated along an inner-shelf cross-shore transect outside of the Chesapeake Bay. Underway
measurements of current velocity obtained with an ADCP and of near-surface temperature and
salinity were carried out during one semidiurnal tidal cycle (12 hours) on March 26-27, 1996.
These observations reflected the forcing of winds from the NNE and high discharge conditions.
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Figure 8. Results of experiments 5-8 of the one-dimensional mixed layer model. Description follows that
of Figure 7. Values of maximum amplitude and viscosity for the four experiments are as follows: Exp 5: U0
78, Av 140; Exp 6: U0 96, Av 97; Exp 7: U0 81, Av 83; Exp 8: U0 69, Av 102.

The year of 1996 began with the wettest January and became the wettest year on record
according to the USGS. The subtidal and semidiurnal tidal contributions to the data collected
were separated using a least squares technique.
The subtidal flow along the shelf showed values that reached 0.55 m s-1 within the
southward flowing plume of the Chesapeake Bay. The outflow developed over an ambient
subtidal current that also flowed to the south throughout the section measured. The cross-shore
component of the subtidal flow was in general directed onshore thus suggesting that the transect
was located within the quasi-geostrophic turning region of the Chesapeake Bay plume. The
surface salinity and temperature values displayed an along-shore front that delimited the offshore
extent of the plume. The location of the plume front over the channel coincided with the offshore
limit of the core of subtidal flow attributed to the plume.
The buoyant discharge related to the plume and the channel-shoals bathymetry noticeably
modified the phase and amplitude of the semidiurnal tidal currents. The phase of the tidal currents
inside the plume lagged behind the currents over the adjacent waters by approximately 80
minutes. Also, the phase inside the channel lagged behind the surrounding water due to the
combined effects of bottom friction (less in the channel) and inertia (more in the channel). The
amplitude of the tidal currents exhibited a maximum centered over the channel due to reduced
friction there. The maximum amplitude was located at a depth of approximately 5 m in response
to the decreased turbulent vertical eddy viscosity near the pycnocline, as shown by a onedimensional mixed layer model.
A total of eight experiments with the mixed-layer model were carried out to investigate
the effects of tidal forcing, wind stress, water column depth, and vertical and horizontal density
gradients on the profile of the tidal current amplitude and the development of a subsurface
maximum. This subsurface maximum formed under the combined influence of strong horizontal
salinity gradients (4 units in 10 km), relatively weak tidal (0.5 m s-1) and wind (< 0.1 Pa) forcing,
and relatively deep (> 15 m) regions. It appeared in the zone of the pycnocline where turbulence
was suppressed, as indicated by zero vertical eddy viscosities, thus eliminating any vertical
transfer of horizontal momentum. The initial salinity (or density) profile prescribed in the model
did not have a significant influence in altering the profile of the tidal current amplitude. The
subsurface maximum in tidal current amplitude migrated to the surface with weaker salinity
gradients, stronger tidal currents, stronger wind velocities (or winds blowing in the direction
opposite to the baroclinic flow at the surface), or shallower water column depths than those
mentioned above.
The results of this study suggested that the tidal currents on an inner shelf can be affected
by both the plume of buoyant water flowing from an estuary and by any possible abrupt
bathymetric changes of the area.
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ABSTRACT
Hydrographic and horizontal velocity measurements were obtained along three transects in
the Chesapeake Bay mouth and plume region in order to characterize the spatial and temporal
variability of salinity and flow in this area during a period of high river discharge and moderate
wind forcing (3-7 June 1996). All three transects were characterized by a bathymetry consisting
of a channel flanked by shoals. Tidal variability of the salinity and flow was dominated by the
semidiurnal constituents, but contributions from the diurnal constituents were significant.
Intratidal features included sharpening of the pycnocline in the channel after maximum ebb
currents, due to tidal straining, and development of surface fronts over the channel shoulders, due
to horizontal velocity convergence. Away from the bay mouth, intratidal observations indicated
that the cross-shore movement of the low-salinity plume was controlled by direct wind forcing.
However, both at the mouth and offshore, the subtidal, low-salinity core of the outflow plume
was consistently located over the deep channel, reflecting the influence of bathymetry and inertial
forces on subtidal circulation, and the dominance of gravitational forcing over the channel.
Subtidal velocity data suggested the presence of a surface anticyclonic gyre at the northern
portion of the bay entrance and a second anticylonic gyre south of the bay mouth, formed as the
plume separated from the coast before turning southward. Subtidal horizontal velocity
convergence of order 10-4 s-1 was consistently observed over the shoulders of the channel,
produced by differences in the vertical structure of the flow over the shoals and in the channel.
For the first time, subtidal salinity and flow fields were measured at sufficient spatial resolution to
estimate the net, normalized salinity transport across the Chesapeake Bay mouth, which was
calculated to be 1.36 x 104 m3/s into the estuary.
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INTRODUCTION
The study of interactions between estuarine and continental shelf circulations is crucial to
understanding the fate of nutrients, pollutants and larvae transported between the estuary and the
shelf. The exchange of water between the estuary and the ocean is complicated by the presence
of multiple forcing mechanisms, including tides, freshwater runoff, winds, and barometric
pressure. Bathymetry interacts with these mechanisms to modify the flow patterns. The typically
shallow areas of the lower part of a coastal plain estuary and of the near coastal region allow for
relatively rapid responses of circulation to changes in the local wind forcing. This rapid response,
along with a typically large influence from the tides, results in circulation patterns that shift rapidly
on time scales of a few hours.
The Chesapeake Bay is one example of a relatively wide coastal plain estuary with
freshwater input from extensive river runoff over a large watershed. Circulation in the bay mouth
and outflow region is significantly influenced by both buoyancy and tidal forcing, and depths in
this region are shallow enough that local wind forcing is important. Several studies have shown
the response of the density (Boicourt, 1981; Boicourt, et al., 1987; Paraso and Valle-Levinson,
1996) and flow (Valle-Levinson and Lwiza, submitted) fields in the Chesapeake Bay plume to
changes in the wind field. Northeasterly (onshore) winds have been shown to increase subtidal
water elevations at the bay mouth and confine the plume tightly to the southern part of the estuary
and along the coast to the south of the bay mouth. Conversely, southwesterly (offshore) winds
reduce subtidal water elevations at the bay mouth and allow the plume to move further offshore
before turning south along the coast. The semidiurnal tidal constituent dominates tidal forcing in
the lower Chesapeake Bay, with interaction between the M2, N2, and S2 constituents causing
fortnightly and monthly tidal variability (Browne and Fisher, 1988). A distinct difference emerges
between successive spring (or neap) tides, creating primary and secondary spring (and neap) tides
within one month.
Our understanding of the effects of these forcing mechanisms on the Chesapeake Bay
estuarine-coastal circulation has come primarily from information collected with moored
instruments, with only limited spatial resolution. Recent measurements with a towed acoustic
Doppler current profiler (ADCP) have provided much better spatial resolution of the flow field
(Valle-Levinson and Lwiza, submitted), but only limited temporal resolution. Even with these
limitations, such studies have illustrated the strong spatial and temporal variability, at relatively
small scales, in this region. In order to describe and understand this variability, there is a need for
basic hydrographic and current data, at the spatial scales of local bathymetric features and the
temporal scales of tidal variability.
The objective of this study is to describe the hydrographic structure and flow field in the
Chesapeake Bay outflow region during a period of moderate winds and high freshwater discharge.
The detailed observations of the salinity and current fields in this study will facilitate interpretation
of future ADCP current measurements obtained in the same region by different research
programs. The observations will also help validate models of the Chesapeake Bay mouth and
outflow region. It is intended that these observations will be compared to data from future
studies in the region, under different wind and density forcing conditions.
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DATA COLLECTION AND PROCESSING
Three transects (Figure 1) were surveyed from June 3 to 7, 1996, onboard the United
States National Oceanic and Atmospheric Administration (NOAA) ship Ferrel. Ten repetitions
were made of each transect over three successive, 25-hour periods. Using an Applied
Microsystems EMP-2000 Conductivity-Temperature-Depth (CTD) recorder and current meter,
vertical stations were occupied at approximately 1.8 km intervals along each transect. The
CTD/current meter assembly was held for five seconds at approximately 0.5 meter depth intervals
to accomodate the response time of the current meter, which had an accuracy of 0.015 m/s. The
25-hour sampling period facilitated separation of tidal and subtidal contributions from the
observations. On June 3 and 4, ten stations were occupied along Transect 3, extending offshore
16.8 km to the east-northeast from Virginia Beach. On June 4 and 5, eleven stations were
occupied along Transect 2, extending offshore 18.3 km to the northeast from Virginia Beach.
Ten stations along Transect 1, extending 15.9 km across the Chesapeake Bay mouth from Cape
Henry to Fishermans Island, were occupied on June 5 and 6. All three transects were
approximately perpendicular to Chesapeake Channel and were characterized by a channel/shoals
bathymetry. The northern portion of Transect 1 also crossed the shallower North Channel, just
south of Fishermans Island.
The current velocity data were rotated to create along-channel (perpendicular to the
transect) and across-channel (parallel to the transect) velocity components. The salinity,
temperature, density and current velocity data were then interpolated to a grid with 300 m spacing
in the horizontal, across-channel (along-transect) direction and 0.5 m in the vertical direction.
Contoured hydrographic and flow fields on an across-channel versus depth grid were produced
for each repetition of each transect, with data from the end stations used twice on successive
repetitions. The buoyant surface water leaving the bay was warmer than the more saline shelf
water, so the salinity, temperature and density fields had the same spatial and temporal structure.
Only the salinity data are shown and discussed in detail here, with the understanding that they also
represent patterns in the temperature and density data.
Wind and atmospheric pressure data were recorded by the ship's anemometer and
barometer and also obtained from the southernmost island of the Chesapeake Bay Bridge-Tunnel
(CBBT) and from the Chesapeake Light Tower (CLT) (see Figure 1 for locations). Wind
observations on the ship and at CLT did not differ significantly from the observations on the
CBBT, so only plots of CBBT winds are provided in this paper. Water elevation data were
obtained from the CBBT tide gauge. Monthly freshwater discharges to the Chesapeake Bay
before and during the study period were obtained from the United States Geological Survey
(USGS). These values are calculated as the sum of net discharges measured from each of the
major rivers in the bay.
Following the technique of Lwiza et al. (1991), a least squares fit, with periods of 12.42
hours (M2 tidal component) and 23.93 hours (K1 tidal component), was applied to the time series
of salinity, density, and velocity components at each gridpoint for which there was data from
every transect repetition. The fit produced the amplitude and phase for each of the chosen
periods and the subtidal signal. The combined diurnal and semidiurnal tidal signal was then
reconstructed from these parameters. Although the fit used the periods of the M2 and K1
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Figure 1. Lower Chesapeake Bay on the eastern coast of the United States. The map shows the
locations of the three transects sampled during the cruise, with shaded bathymetry (dark tones are
deep areas) and dotted lines marking the 10 m isobath. The Chesapeake Channel is marked as CC
and the North Channel is marked as NC. The Chesapeake Bay Bridge-Tunnel (CBBT) is
presented as a dashed line (marked as CBBT). The NOAA sea level and meterological station on
the south island of the CBBT (marked as SI), and the NOAA meteorological station at the
Chesapeake Light Tower (marked as CLT) provided wind and sea level information.

constituents, the 25-hr record from each transect was not sufficiently long to isolate these
constituents from other semidiurnal (N2 and S2) and diurnal (01) constituents, so the fit actually
reflected the combined effects of the semidiurnal constituents and the combined effects of the
diurnal constituents. The least squares fit was effective in reproducing the observations along
each of the transects, explaining a significant portion of the variability and yielding relatively low
rms errors between fit and observed values (Figures 2, 3 and 4). The two component fit was
better at Transect 1 than the other two transects, due to the reduced influence of tidal variability
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at Transects 2 and 3. The fit for along-channel velocity was also generally better than that to
across-channel velocity along each transect. An initial fit of the data to just the semidiurnal tidal
component (not shown) generally explained 20-40% less of the variability and produced larger
rms errors than did the fit with the two constituents. Similarly, adding an M4 tidal constituent to
the fit (not shown), did not produce noticeable improvement in either the amount of variability
explained or in the rms error.
DESCRIPTION OF OBSERVATIONS
River discharge, water elevation and wind
The effects of river discharge at the bay mouth lag river discharge into the Chesapeake
Bay by approximately one month, so the monthly averaged river discharge data from May were
taken to be representative of the discharge conditions at the bay mouth in June. The monthly
freshwater discharge data (Figure 5) indicated that high discharge conditions prevailed during the
first six months of 1996 (which was a record year for freshwater discharge into the Chesapeake
Bay), with values near 7,000 m3/s in January decreasing to near 4,000 m3/s from February through
May, and continuing to decrease during the summer. May discharge amounts were relatively
high, compared to the average monthly discharge of approximately 2,500 m3/s (Goodrich, 1988).
The beginning of the study period coincided with predicted spring tides for the month and
the subsequent neap tide occurred on June 8, after the end of the study period. Comparison of
the CBBT water elevation observations with predicted tidal elevations for the same station
indicated that a sea-surface set-up of up to 0.35 m occurred at the bay entrance immediately
before sampling on Transect 3 (Figure 6). This set-up was caused by a brief period of relatively
strong (up to 10 m/s) onshore (easterly and northeasterly) winds on June 3. After that, the water
elevation dropped abruptly on June 4 with the onset of moderate to strong northwesterly and then
southwesterly winds. For the rest of the study period, the water elevations remained just slightly
above predicted values (by 0.1 m), under weaker winds that shifted to a mostly easterly direction
later in the day on June 5.
Hydrography and Currents
Descriptions of the salinity and velocity data include intratidal features from the quasisynoptic fields, and tidal properties and subtidal features from the fields reconstructed with the
least squares fit.
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Figure 2. Percent variance explained by the least-squares fit to the semidiurnal and diurnal tidal
frequencies (left column) and root-mean-square (rms) error between the fit and observed values
(right column) for the salinity, along-channel velocity, and across-channel velocity fields of
Transect 1. Percent variance is contoured at the 90, 75, 50 and 25 percent levels. Rms error
contours are drawn at 0.25 psu intervals for salinity and 5 cm/s intervals for velocity. Lighter
shading indicates higher values in each case and plots are drawn looking into the estuary.
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Figure 3. Same as Figure 2 for Transect 2.
59

Figure 4. Same as Figure 2 for Transect 3.
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Discharge (m³/s)

1996 River Discharge to Chesapeake Bay

Figure 5. Monthly freshwater discharge (m3/s) to the Chesapeake Bay for 1996, with the
sampling period of this study marked on the plot. Note that freshwater forcing at the bay mouth
lags river discharge by approximately one month.
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Figure 6. Water level variations, relative to sample mean, and wind velocity data from the NOAA tide gauge and meteorological
station at the South Island of the CBBT (upper plot). Difference between observed and predicted water elevations at the CBBT
tide gauge (lower plot). Wind direction is in the meteorological sense, indicating the direction that the wind is coming from. The
duration of sampling along each transect is marked between the two plots.

Intratidal Patterns
Quasi-synoptic snapshots of salinity and velocity along each transect (Figures 7, 8 and 9)
illustrate the intratidal salinity and flow variations during the study period. The substantial
changes observed in the fields between successive transect repetitions illustrate the dynamic
nature of the circulation in the plume region and the difficulty of capturing a truly synoptic
picture. Features from the quasi-synoptic data fields are discussed below for each transect.
Transect 1: Along Transect 1 (Figure 7), stratification persisted throughout the tidal
cycle in the channel, with fresher surface outflow over the more saline, subsurface inflow. The
sharpest pycnocline developed just after maximum ebb tidal currents in the channel, with vertical
density gradients as high as 4 )t /m. Surface fronts developed over the northern shoulder of the
channel near the time of maximum flood currents in the channel and were associated with
horizontal surface convergence in the across-channel velocities (repetition 8). Near the end of
flood currents, a narrow band of higher salinity water intruded along the southern coast, creating
a second surface front between these shelf waters and the buoyant surface outflow that was
pushed slightly offshore. Over the shoals in the northern portion of the transect, the water column
was vertically mixed for most of the sampling period, with salinity increasing to the north.
The strongest instantaneous along-channel currents (0.8 m/s) of Transect 1 occurred as
inflow over the channel, within a subsurface core centered at approximately 15 m depth
(repetition 8). Outflow velocities reached 0.7 m/s at maximum ebb, generally with maximum
currents at the surface, although subsurface maxima were also found over the shoals. Vertical
shears in the along-channel flow were as high as 0.2 s-1 over the channel when ebbing surface
currents opposed flooding currents at depth (repetition 1). The instantaneous across-channel
velocities were generally smaller than the along-channel velocities, but did reach up to 0.7 m/s
(repetition 5). Examination of vector plots (not shown) indicated that these high across-channel
velocity values occurred as tidal currents rotated from outflow to inflow after the end of ebb
currents.
Transect 2: The channel of Transect 2 was located further offshore than it was on
Transect 1, but the most stratified conditions (up to 4 )t /m) still occurred over the channel just
after maximum ebb currents (Figure 8). Surface fronts developed over the north shoulder of the
channel (repetitions 6 and 8), and at times over the south shoulder as well (repetition 6), as was
observed by Sanders and Garvine (1996) for the Delaware Coastal Current. The sharpest front
occurred towards the end of flood currents over the northern shoulder of the channel (repetition
6), however, a front also occurred over the same shoulder shortly after maximum surface ebb
currents in the channel (repetition 8). The buoyant plume moved laterally to a much greater
extent than it did in Transect 1, with the core of lower salinity surface water moving completely
across the transect during the tidal cycle.
Instantaneous velocity fields over Transect 2 had highest values (1.3 m/s) in a
northwestward (inflow) subsurface jet in the channel associated with the flood tide. The strongest
southeastward flow (outflow) reached 0.9 m/s, with surface maxima found both over the channel
and over the shoals. Relatively strong subsurface outflow was also found over the shoals and
southwest channel shoulder, similar to the Transect 1 data. Vertical shears in the along-channel
local instability in the density fields evident at the location of the highest velocity shears
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(repetition 1). In contrast to Transect 1, high vertical shear in the along-channel velocity was also
found over the northeastern shoal, rather than being confined to the channel. This high shear
accompanied the lateral movement of the plume over the shoal. The instantaneous across-channel
flow of up to 0.6 s-1 and development of a sharp pycnocline occurred after maximum ebb currents,
with low was also significant, reaching up to 0.7 m/s when tidal currents rotated between ebb and
flood stages. Surface front formation was again associated with horizontal convergence in the
across-channel flow (repetition 3).
Transect 3: Enhanced stratification over the channel, with more homogeneous conditions
over the shoals was also found along Transect 3 (Figure 9). As in the previous transects, the
pycnocline sharpened (vertical density gradients up to 2 )t /m) over the channel as saline inflow at
depth opposed the ebbing surface flow (repetition 1). A surface front (6 )t in 1300 m horizontal
distance) appeared over the right (looking into the bay) shoulder of the channel at the end of flood
currents in the channel (repetition 4). The low salinity plume extended across most of the transect
at times, with surface flood currents over the channel occasionally separating two surface salinity
minima over the shoals on either side (repetitions 6 and 7).
The instantaneous velocity fields of Transect 3 exhibited a subsurface inflow jet (1.3 m/s)
during flood, and a slightly weaker (0.7 m/s) surface outflow maximum during ebb. Over the
channel and eastern shoal, vertical shears in the along-channel flow of up to 0.2 s-1 were again
found when surface ebb flow opposed flood currents at depth (repetition 1). In the channel, flow
was persistently northwestward (toward the bay mouth), and even the surface currents did not
always reverse direction toward the southeast during ebb, but simply decreased in magnitude.
The across-channel flow had maximum values reaching 1.1 m/s. Strong horizontal convergence
of the across-channel flow was again associated with the formation of surface fronts (repetitions 1
and 4).
Tidal Patterns
Along Transect 1, a maximum in the semidiurnal tidal amplitude of the salinity field,
extended north from the southern side of the transect, centered at 4 to 6 meters depth (Figure 10).
This maximum was due to the relatively large salinity variations associated with the lateral
movement of the surface plume and intrusion of more saline shelf water along the southern coast.
Both the semidiurnal and diurnal amplitudes in salinity were reduced at depth in the deep channel,
as bottom friction reduced the tidal excursions. The semidiurnal tidal amplitude of the
along-channel velocity had a subsurface maximum centered over the deep channel, decreased over
the shoals, and then increased slightly over the North Channel. The semidiurnal phase of the
along-channel velocity also varied laterally, with the shoals and the southern side of the channel
leading the center portion of the deep channel. The diurnal along-channel velocity amplitudes had
a subsurface maximum over the south side of the channel, a minimum near the surface over the
northern shoulder of the channel, and a secondary surface maximum over the shoal area. The
across-channel velocity had semidiurnal and diurnal tidal amplitude maxima over the channel.
Similar features were found in the tidal properties along Transect 2 (Figure 11) and
Transect 3 (Figure 12), with highest amplitudes tending to occur in the channel and phase leading
near the bottom relative to the surface and over the shoals relative to the channel. In some cases,
amplitude maxima occurred below the surface, near the pycnocline. The amount of spatial
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variability in the amplitude and phase contours probably reflected difficulty in resolving the
intratidal flow reversals with the given station spacing in distance and time between stations.
Subtidal Patterns
Transect 1: The subtidal salinity and velocity fields for Transect 1 are shown in Figure
13a. Lowest salinity water was confined to a core, approximately 3 km wide, at the surface over
the southern side of the Chesapeake Channel, separated from Cape Henry. Highest salinity water
along the transect was found in the deepest part of the Chesapeake Channel. At the surface there
was along-channel outflow over the north shoulder of the deep channel associated with the plume
(0.3 m/s maximum), a narrow inflow along the coast off Cape Henry and an inflow maximum
(0.25 m/s) over the shoal. A weak outflow (northeastward) was present at all depths in the North
Channel. Along the southern coast, the plume narrowed with increasing depth, reaching a depth
of 10 m. In the deep channel, the outflowing surface vectors rotated anticyclonically with depth
to an inflow (northwestward) direction. The transition to inflow occured at shallower depths over
the channel axis and at greater depths over the shoals. The deeper flow was into the bay, aligned
with the Chesapeake Channel and reaching a subsurface maximum of 0.4 m/s. The across-channel
subtidal velocities were smaller than the along-channel velocities, with maximum values of 0.2 m/s
and most values less than 0.1 m/s. Subtidal surface convergences of order 10-4 s-1 were found
over each side of the Chesapeake Channel, with surface divergences of similar magnitude over the
center of the deep channel and over the shoal.
Transect 2: The subtidal, low salinity surface plume was also centered over the channel
along Transect 2 (Figure 13b), with higher values than those observed on Transect 1, as expected,
since Transect 2 was further from the bay mouth. Surface salinities increased over the shoal areas
on each side, with higher surface values on the seaward side and highest overall salinity found in
the bottom of the channel. The along-channel velocity had a surface outflow (southeastward)
maximum over the seaward shoulder of the channel (0.25 m/s) with outflow continuing over the
seaward shoal, but surface inflow present along the coast. At greater depths, the flow near the
coast continued to flow toward the bay mouth, while flow along the rest of the transect rotated
anticylonically with depth from outflow to inflow. Below approximately 8 m depth, all flow was
towards the bay mouth and aligned with the bathymetry, with a subsurface maximum (0.6 m/s) in
the center of the channel. The across-channel subtidal flow was again weaker than the alongchannel flow (maximum near 0.25 m/s) and had horizontal convergences of up to 10-4 s-1 over
both shoulders of the channel.
Transect 3: The subtidal, low salinity plume was quite broad along Transect 3, but was
still centered over the channel (Figure 13c). Highest salinities were now found at depth at the
offshore end of the transect, rather than in the channel, because the channel was not much deeper
than the offshore station. The subtidal outflow (southeastward) was weak (< 0.1 m/s) and was
only found above 2 meters depth, seaward of the center of the channel, with weak inflow at the
surface on the landward half of the transect. The subtidal flow reflected the influence of offshore
plume movement as winds shifted to a southerly direction during sampling on this transect. The
surface outflow rotated quickly to inflow (northwestward) with increasing depth, and only inflow
was found below 4 m depth. The vertical rotation was again anticyclonic, and occurred at
shallower depths in the channel and deeper depths over the shoals. With increasing depth, the
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Figure 7. Contoured salinity, along-channel velocity and across-channel velocity data for
successive repetitions of Transect 1. Contours are drawn at intervals of 1 salinity unit and 5 cm/s
for velocity. Positive values of along-channel velocity indicate flow out of the bay, and positive
values of across-channel velocity indicate northward flow. Times of maximum flood and ebb
currents at depth in the channel are marked with asterisks above the salinity plot. Plots are drawn
looking into the estuary.
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Figure 9. Same as Figure 7 for Transect 3. Positive values of along-channel velocity indicate
northwestward flow toward the bay mouth. Positive values of across-channel velocity indicate
east-northeastward or seaward flow.
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Figure 10. Contoured semidiurnal amplitudes and phases and diurnal amplitudes for salinity, along-channel velocity and acrosschannel velocity for Transect 1. Tidal amplitudes are contoured at intervals of 0.5 salinity units and 5 cm/s for velocity. Tidal
phases are contoured at 1 hour intervals. Lighter shading indicates higher values in all cases and plots are drawn looking into the
estuary.

Figure 11. Same as Figure 10 for Transect 2.

Figure 12. Same as Figure 10 for Transect 3.

Figure 13. Contoured subtidal salinity, along-channel velocity and across-channel velocity data for: a. Transect 1, b. Transect 2,
and c. Transect 3. Salinity data are contoured at intervals of 1 salinity unit and velocity data are contoured at 5 cm/s intervals.
Plots are drawn looking into the estuary.

inflow aligned with the channel bathymetry, reaching a subsurface maximum of 0.5 m/s in the
channel. The across-channel velocity was mostly landward, with a subsurface maximum (0.3 m/s)
in the channel. Seaward across-channel velocities were found near the surface on the southern
side of the transect, producing horizontal surface convergences of order 10-4 s-1 over the seaward
shoulder of the channel.
DISCUSSION
Earlier studies in the region of the Chesapeake Bay entrance (Boicourt, 1981; Goodrich,
1987; Valle-Levinson and Lwiza, 1995; Valle-Levinson and Lwiza, submitted) have described
mean flow patterns and looked at features such as the influence of the channel/shoal bathymetry
on lateral locations of the flow. Numerical simulations of estuary-shelf circulation patterns
induced by wind, tidal and gravitational forcing have shown that these mean flows may affect
larval recruitment through the transport and dispersal of planktonic larvae to and from the
Chesapeake Bay (Johnson and Hess, 1990). Smaller-scale circulation features will also impact
processes such as larval recruitment if their time and space scales match the scales associated with
the biological processes, such as spawning location and duration of the larval stage. Therefore,
characterizing and understanding the smaller-scale patterns in the hydrographic and flow fields at
the bay mouth, under various forcing conditions, is a necessary part of understanding the
variability in processes such as larval recruitment. In this study, we used hydrographic and
velocity observations, collected at a 2 km spatial resolution, to examine such smaller-scale
features in the intratidal, tidal and subtidal fields at the bay mouth and in the offshore plume
region. Our study period was characterized by high freshwater discharge and moderate wind
forcing conditions. Tidal forcing was also relatively strong, with spring tides occurring at the
beginning of the cruise.
Intratidal patterns: High spatial and temporal variability in the intratidal salinity and
flow fields were observed in this study along all three transects (Figures 7, 8 and 9). Stratified
conditions and two-way flow persisted over the Chesapeake Channel on all three transects (also
occurring to a lesser extent in the North Channel along Transect 1), while vertically homogeneous
conditions and unidirectional currents predominated over the shoals for most of the tidal cycle.
Depth-independent tidal flow over the shoals was associated with increased vertical mixing
(either tidally-induced or wind-driven) in shallow waters, while higher stratification and two-way
circulation in the channel indicated the greater influence of gravitational forcing. In the channels,
maximum vertical stratification occurred towards the end of ebb currents due to tidal straining
(Simpson, et al, 1990), as has also been observed by Valle-Levinson and Lwiza (1995) along a
transect upstream of the CBBT. Strong vertical shears of up to 0.4 s-1 in the along-channel
velocity and sharp pycnoclines (with vertical density gradients of up to 4 )t /m) developed in the
channel along each transect when surface outflow opposed subsurface inflow. Bulk Richardson
numbers were calculated for local areas of high velocity shear in the water column and ranged
from 0.03 to 1.0, with values less than 0.25 indicating that shear instability may sometimes
dominate the density distribution at vertical scales of ~l m. Vertical spreading of the isopycnals
was observed in some cases in these regions, and the observation of stronger velocity shears (0.6
s-1) along Transect 2 was accompanied by indications of instability in the density data over ~1 m
depth. However, the density contrast between the fresher surface outflow and more saline inflow
maintained stratification over the entire water column in each case.
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Surface fronts developed over the right shoulder of the channel (looking into the estuary)
along all three transects, and were associated with horizontal convergence in the across-channel
velocity. These fronts developed at different stages of the tidal flow in the channel, including after
maximum ebb currents (Transect 2, repetition 6), near maximum flood currents (Transect 1,
repetition 8), and near the end of flood currents (Transect 2, repetition 8; Transect 3, repetition
4). The front that formed in the latter stages of ebb flow along Transect 2 was accompanied by a
second front over the left shoulder of the channel, suggesting formation of a plume front along the
edge of the advancing plume, which was centered over the channel at that time. Frontal
formation at the other stages of the tide appeared to be associated with large phase shifts (up to 3
hrs) between tidal flow over the shoals and in the channel, which produced horizontal velocity
convergence over the right shoulder of the channel. Along Transect 1, formation of a front
offshore from Cape Henry was associated with the inflow of shelf water and surfacing of
isohalines along the coast near the end of flood currents.
Increased lateral movement of the low-salinity core of the plume towards and away from
the coast in the offshore region south of Cape Henry (Figures 8 and 9), relative to the bay mouth
(Figure 7), was associated with the increased influence of inertial effects as the plume exited the
bay and with temporal changes in wind forcing. Away from the mouth, inertial effects were
expected to be most influential at maximum ebb currents, when the surface velocities were strong
enough to overcome the tendency of the Coriolis force to constrain the plume to the coast. There
was some evidence of this behavior along Transect 2 (repetition 4), but, overall, wind forcing
appeared to have more of an effect than inertial forcing on lateral plume location along both
Transects 2 and 3. At the beginning of sampling on Transect 3, relatively strong (near 10 m/s)
northerly and northwesterly winds prevailed, then shifted to southwesterly (Figure 6). The
salinity minimum and strongest southward surface flow were located close to the coast at the
beginning of the sampling period (Figure 9, repetitions 1-3) and then migrated offshore after the
onset of southwesterly winds (Figure 9, repetition 4). So offshore movement of the plume along
Transect 3 was associated with direct frictional coupling of the southwesterly winds with the
ocean surface and subsequent offshore transport. Along Transect 2, the salinity minimum
associated with the plume remained offshore (Figure 8) until after the winds shifted from a
southerly (with speeds of 5-10 m/s) to more northerly direction (5 m/s). As the southwesterly
winds relaxed and then shifted to a northerly direction, the plume moved toward the coast and
remained there through the remainder of sampling along Transect 2, suggesting that northerly
winds (or the absence of southwesterly winds) allowed the plume to return to the coast. Thus,
the instantaneous lateral location of the offshore surface plume did appear to be strongly
influenced by wind forcing. At Transect 1, the low-salinity plume remained relatively close to the
coast during the entire period (Figure 7), under light, easterly wind conditions.
Tidal patterns: The semidiurnal tidal constituent was consistently more important than
the diurnal constituent for salinity and along-channel velocity, but the diurnal constituent was still
significant and necessary to produce a fit that reproduced the observations reasonably well. The
two-constituent fits to the salinity and along-channel velocity data were better along Transect 1
than either of the other two transects, with smaller rms differences between the observed and fit
values and a greater amount of variance explained. The better performance of the fit along
Transect 1 indicated that tidal forcing was relatively more important at the bay mouth than in the
region immediately offshore from the mouth (or conversely, that the offshore region was affected
77

more by nontidal processes), which is consistent with the previously discussed links between wind
forcing and the observed intratidal patterns. Some tidal amplitude maxima were located near the
surface over the channel, as had been found by Valle-Levinson and Lwiza (1995) further inside
the bay. However, in some cases the tidal amplitude maxima in the channel also occurred below
the surface, near the mean pycnocline. As discussed by Jay and Smith (1990) for data from the
Columbia River, stratification can inhibit vertical turbulent momentum transfer and enhance shear
in the water column. Numerical simulations by Haskell et al. (submitted) indicate that this
inhibition of vertical momentum transfer in the pycnocline may dampen upward transmission of
the tidal phase, resulting in a subsurface maximum tidal amplitude under high stratification. Tidal
amplitude maxima were also found over the channel shoulders or shoals, but some of this
structure may simply have reflected the difficulty of capturing a highly variable flow field with
data from stations at intervals of approximately 2 km in distance and up to three hours in time.
Tidal phase shifts of up to 3 hours were observed between the channel and shoals and from
surface to bottom in the channel. These phase shifts appeared to be important in producing
horizontal velocity convergence over the right (looking into the bay) shoulder of the channel.
Subtidal patterns: The greatest subtidal flow of shelf water directed towards the bay
was found in the channel on all three transects, despite differences in the lateral location of the
channel along the transect. So, the effects of bathymetry appeared to outweigh the effects of
Coriolis, which would tend to confine the inflow to the right side of the transect (looking into the
bay). These findings are consistent with the results from Boicourt (1981) and Goodrich (1987)
for moored current meters in the region, from the ADCP measurements by Valle-Levinson and
Lwiza (1995), and with the numerical results of Valle-Levinson and O’Donnell (1996). Similarly,
the location of the subtidal outflow plume was not constrained to the left side of each transect,
but was separated from the coast, with the salinity minimum located over the channel axis and
higher surface salinity found to the left of the channel. This persistent, two-way subtidal exchange
in the channel, with outflow at the surface and inflow at depth, reflected the influence of
gravitational forcing on flow in the channel.
The influence of wind-forcing was also evident in the subtidal velocity fields along
Transect 3, as the predominantly northward flow across the transect reflected the prevailing
southerly winds (Figure 13c). The light to moderate (5 m/s) east-southeasterly and easterly winds
that prevailed during the transits of Transect 1 may have driven the subtidal inflow observed over
the shoal (Figure 13a), since the winds would have the most impact on circulation in that shallow
(approximately 6 meter depth) area. The tidal fits for both salinity and along-channel velocity
explained relatively less of the data variability over this shoal, another indication that subtidal
forces were important. However, subtidal surface inflow over this shoal has been frequently
observed, under all but southwesterly wind conditions, as part of an anticyclonic gyre formed
between this inflow and outflow over North Channel (Valle-Levinson, et al, submitted). The
inflow over the shoal has been attributed to the effects of tidal rectification over a channel-shoal
bathymetry, as discussed by Li and O’Donnell (1997). Since stratification was reduced or absent
over this shoal area, wind-forcing and tidal rectification would be expected to dominate over
gravitational forcing, thus producing the observed inflow.
The separation of the subtidal plume from the coast along all three transects and persistent
near-surface inflow along Cape Henry were consistent with development of an anticylonic gyre in
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the subtidal velocity field as the plume left the bay mouth. Such gyres have been observed by
Geyer and Signell (1990) around a headland in Vineyard Sound, Massachusetts, modeled by
Klinger (1994) around a rounded cape, and generated in numerical simulations of circulation at
the Chesapeake Bay mouth (Valle-Levinson et al., 1996). Our observations are consistent with
Klinger’s (1994) hypothesis that upwelling of the pycnocline can control separation of a density
current from a rounded cape, when the coastline’s radius of curvature is small enough that
centrifugal forces become significant. The Rossby number
(Ro = u/fL) is close to unity for the
observed subtidal plume width and velocity along Transect 1 (Ro=1.1 for u=0.3 m/s and L=3 km).
Therefore, the formation of this gyre may be sensitive to changes in forcing, such as river
discharge, that affect the width and strength of the subtidal surface outflow.
For every transect, subtidal horizontal convergence was observed in the across-channel
velocities, especially over the right (looking towards the bay) side of the channel. Subtidal
velocity vectors in Figure 14 provide one example of this convergence and its location over both
sides of the channel, especially along Transect 2. From subtidal velocity vector plots at successive
depths (not shown), it was evident that much of the strong, subsurface horizontal convergence
was caused by differences in how the surface outflow rotated with depth to subsurface inflow
over the channel relative to the adjacent shoals. Locally, outflow rotated to inflow at a shallower
depth over the channel than over the shoals, producing horizontal convergence near the shoulders
of the channel, most frequently over the right shoulder (looking into the bay). Over the left
shoulder of the channel, horizontal convergence was also affected by the subtidal surface inflow
along the coast, which acted either to increase or decrease convergence at different depths,
depending on the direction of flow over the channel. Another interesting local feature of the
subtidal velocity was that surface outflow consistently rotated anticyclonically with depth to
subsurface inflow, thereby producing a vertical structure in the velocity field that emulated an
Ekman spiral.
Mean salinity was calculated from the subtidal salinity data and ranged from 25.7 at
Transect 1 to 28.5 at Transect 3. Subtidal volume and normalized salinity transports were
calculated across each transect, using the subtidal along-channel velocity and salinity fields (Table
1). Net volume transport was consistently into the bay (or toward the bay mouth for Transects 2
and 3). The net northwestward volume and salinity transports across Transects 2 and 3 were
consistent with northward flow of shelf water driven by direct frictional coupling of the southerly
winds along the shelf. Across the bay mouth (Transect 1), most transport in and out of the bay
occurred over Chesapeake Channel (92% of inflow and 57% of outflow), with weaker inflow and
outflow (and a small net outflow) over the shoal, and a net outflow over North Channel (Figure
15). Inflows and outflows were separated vertically over the deep channel, but horizontally over
the shoal. Net salinity transport (normalized by the sectionally averaged salinity) into the bay was
calculated to be 1.36 x 104 m3/s, which is the first available estimate of this transport for the
Chesapeake Bay mouth.
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Table 1
In

Out

Net

Salinity transports:
(m3/s x 103)

Mean
Salinity

Transect 1

18.6

-5.6

13.6

25.7

Transect 2

20.5

-2.9

17.6

27.2

Transect 3

28.4

-0.3

28.1

28.5

Transect 1

17.3

-5.5

11.8

Transect 2

19.7

-3.0

16.7

Transect 3

27.6

-0.3

27.3

Volume transports:
(m3/s x 103)

Salinity and volume transports. Salinity transports have been normalized by
the mean salinity for each transect cross-section, which are also given in the
upper table. Positive values indicate transport into (or toward) the bay,
while negative values indicate transport out of (or away from) the bay.

80

Figure 14. Subtidal velocity vectors at 5 m depth along Transects 1-3. Note that the data used to
calculate the subtidal velocities along each transect came from successive 25-hour periods and
were therefore not synoptic.
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-.2
0

Figure 15. Salinity flux along Transect 1 (Chesapeake Bay mouth), normalized by the mean
salinity for the cross-section (<u><sn>). Plot is drawn looking into the bay and contour intervals
are 0.1 m/s. Positive (negative) values are plotted as solid (dashed) lines and indicate flux into
(out of) the bay.
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SUMMARY
This study described the spatial (horizontal and vertical) and temporal variability of salinity
and velocity fields in the Chesapeake Bay plume region under high freshwater discharge and
moderate wind forcing conditions. The observed complex vertical and lateral patterns in the fields
were explained by interaction between the multiple forces (tidal, gravitational, wind and inertial)
affecting circulation in the area, as modified by the channel/shoal bathymetry and coastline
morphology. Interesting features in the subtidal circulation that merit further investigation include
a surface anticylonic gyre in the northern portion of the bay entrance, a surface anticyclonic gyre
to the south of the mouth, and persistent horizontal velocity convergence over the channel
shoulders. The smaller-scale transient and subtidal hydrographic and circulation features
described in this study may help explain variability in processes, such as larval recruitment, that
are sensitive to the structure of the density, salinity and flow fields at the bay mouth. The
location, timing and persistence of these features may therefore have a significant impact on
processes such as larval recruitment and pollutant dispersal. Future high-resolution sampling of
the Chesapeake Bay mouth and plume region, under different wind and freshwater discharge
conditions from those of this study, will help to refine our understanding of the effects of these
forces on estuary-shelf exchange in this dynamic area.
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ABSTRACT
The spatial and temporal variability of water entering and leaving the Chesapeake Bay
estuary was determined with a spatial resolution of 75 m. The four cruises during which the
observations were made took place under different conditions of freshwater discharge, tidal
phase, and wind forcing. The tidal variability of the flows was dominated by the semidiurnal
constituents that displayed greatest amplitudes and phase lags near the surface and in the channels
that lie at the north and south sides of the entrance. The subtidal variability of the flows was
classified into two general scenarios. The first scenario occurred during variable or persistently
non-southwesterly winds. Under these conditions there was surface outflow and bottom inflow in
the two channels, inflow over the shoal between the two channels, and possible anticyclonic gyre
formation over the shoal. The flow pattern in the channels was produced by gravitational
circulation and wind forcing. Over the shoal it was caused by tidal rectification and wind forcing.
The second scenario occurred during persistently southwesterly winds. The anticyclonic gyre
over the shoal vanished suggesting that wind forcing dominated the tidal rectification mechanism
over the shoal, while gravitational circulation and wind forcing continued to cause the flows in the
channels. In both scenarios, most of the volume exchange took place in the channels.
INTRODUCTION
The study of flows that enter and leave an estuary is essential to assess the fluxes of
materials transported into and out of the estuary. Because these transports affect estuarine living
resources and water quality we must understand the processes that determine the water exchange
between estuaries and their adjacent ocean. The Chesapeake Bay entrance is and has been the
focus of several studies because the bay is a habitat for species of commercial and ecological
importance that depend on the oceanographic processes at the entrance of the estuary for their
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recruitment and development. Research activities also are focused in this area because of the
interaction of strong density gradients, tidal currents and variable winds that affects the large
buoyant plume and generates complicated frontal features and flow patterns. Until very recently,
the flows that enter/leave the Chesapeake Bay at its entrance had only been studied with scattered
moored instruments (Boicourt, 1981; Goodrich, 1987), but did not have the spatial resolution
required to elucidate relevant processes with scales on the order of 100 meters as presented here.
This study is part of an on-going effort that has the goal of understanding exchange
processes between estuaries and the adjacent coastal ocean. The objective of this study is to
describe the spatial structure of the subtidal and tidal flows at the entrance of the Chesapeake Bay
under different conditions of wind velocity, tidal phase, and river discharge. This is the first effort
in this region that describes the spatial distribution of inflows/outflows at resolutions consistent
with the coherence length scales. This was accomplished by measurements of current velocities
using a towed acoustic Doppler current profiler (ADCP).
STUDY AREA
The Chesapeake Bay entrance is representative of many wide, partially mixed coastal plain
estuaries with a characteristic channel and shoals cross-sectional bathymetry (Fig. 1). The
relatively wide (4 km) and deep (28 m) Chesapeake Channel is located off Cape Henry near the
southern entrance to the bay. In the central part of the entrance lies the eastward extension of
Middle Ground, which is about 10 m deep. To the north-northeast of Middle Ground, depths are
about 6 m and we will call this area the Six-Meters Shoal. Between Six-Meters Shoal and
Fishermans Island lies the North Channel. North Channel is 13 m deep: roughly one half the
depth of Chesapeake Channel and twice the depth of Six-Meters Shoal.
Chesapeake Bay is influenced by seasonal wind forcing that is predominantly from the
northeast and the southwest (Paraso and Valle-Levinson, 1996). Northeasterly winds prevail
from late summer to early spring, while southwesterly winds dominate during the summer.
However, during any season, strong winds can occur from either direction. The most energetic
wind events are usually from the northeast or northwest during late fall and winter, although
southwesterly winds can occasionally be very energetic. Wind speeds tend to be between 4 and 6
m/s throughout the year, except during the summer months, when they are weaker. Due to the
orientation of the bay entrance, northeasterly and southwesterly winds cause the greatest effects
on the subtidal sea level and current variability in the area (Valle-Levinson, 1995; Paraso and
Valle-Levinson, 1996). The response time of the flow to wind forcing from those two directions
in the lower bay is less than 10 hours. A northeasterly wind tends to cause net barotropic inflow
and an increase in subtidal sea surface elevation at the entrance. Conversely, a southwesterly
wind causes net barotropic outflow through the entrance and sea level drop at the lower bay.
River discharge variability can cause significant variability in exchange processes in the
Chesapeake Bay entrance. The Chesapeake Bay receives a mean annual freshwater discharge of
approximately 2,500 m3/s from a large number of rivers (Goodrich, 1988). Of these rivers, the
Susquehanna contributes 50% of the discharge, followed by the Potomac (18%) and the James
(14%) (Hargis, 1981). The discharge of the rivers peaks during the months of March and April
and is least during August and September. As a result, the mean surface salinity is lowest
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Figure 1. Mid-Atlantic Bight on the eastern coast of the United States showing the area of the lower
Chesapeake Bay (lower panel), and a bathymetric profile at the entrance, looking into the estuary (upper
panel). The lower panel shows the location of the transect sampled during the four cruises and the outline of
the 10-m isobath (dashed contours). Dark tones represent deep areas. The Chesapeake Bay Bridge-Tunnel
(CBBT) is presented as a dotted line for reference. The meteorological station at the Chesapeake Light
Tower (CLT) and the sea level station at CBBT (E) provided the ancillary data. The upper panel shows
Chesapeake Channel to the left and North Channel to the right. Middle Ground and the Six-Meters Shoal
are located 4.5 to 8.5 km and 8.5 to 12 km. from Cape Henry. Middle Ground has an averaged depth of
about 10 m while Six-Meters Shoal has a depth of about 6 m.

throughout the bay in the April-May period and highest in September-November (roughly one
month after the river discharge extremes). The low-discharge period is coincident with increased
wind-induced vertical mixing associated with cold air outbreaks and extra-tropical storms.
However tropical and extra-tropical storms may produce anomalously high runoff during seasons
of normally low runoff and cause extremely reduced salinities throughout the bay. The
combination of wind forcing and river discharge results in strongly stratified (top to bottom
differences in salinity of order 10) conditions in April-May, and nearly homogeneous (maximum
top to bottom salinity difference of less than 2) conditions in October-November (Valle-Levinson
and Lwiza, 1997).
The tidal forcing affecting the lower Chesapeake Bay is predominantly semidiurnal
(Browne and Fisher, 1988). The interaction among the three semidiurnal tidal constituents (M2,
N2 and S2) generates fortnightly and monthly variability in the tidal currents. Owing to the fact
that the N2 constituent dominates over the S2 in the lower bay, there is a marked asymmetry
between consecutive spring (or neap) tides thus causing a primary and a secondary spring (or
neap) tide during one month. During spring tides, the currents in the lower bay may exceed 1
m/s, resulting in reduced stratification and weaker subtidal flows than during neap tides (ValleLevinson, 1995). Thus, bathymetric variations, wind velocity, freshwater discharge, and tidal
forcing are expected to influence the volume exchange between the Chesapeake Bay and its
adjacent coastal ocean.
Our understanding of the mean flow in this area comes from studies using sparsely moored
current meters during the summer (Boicourt, 1981; Goodrich, 1987). The mean flow showed
marked bathymetric influences with mean inflow restricted to Chesapeake Channel and mean
outflow elsewhere. The tendency for net inflow in channels and outflow over shoals has also been
observed a few kilometers upstream of the bay entrance during early October 1993 (ValleLevinson and Lwiza, 1995). This pattern is different from the classical view of estuarine
circulation modified by the earth’s rotation, which consists of net inflow appearing to the right
and net outflow to the left (looking into the estuary in the northern hemisphere). The present
study investigates whether the bathymetric partition of inflows/outflows as found by Boicourt
(1981), Goodrich (1987), and Valle-Levinson and Lwiza (1995) is persistent under different
forcing conditions.
DATA COLLECTION AND PROCESSING
Current velocity data were collected from the NOAA ship Ferrel with an RD Instruments
broadband 600 kHz ADCP along the transect between Cape Henry and Fishermans Island, at the
entrance to the Chesapeake Bay (Fig. 1). The ADCP was mounted looking downward on a small
catamaran (1.2 m long). The catamaran was towed mid-ship with a three-point bridle so the
catamaran traveled off the starboard side in water undisturbed by the ship’s wake. The instrument
was towed at a speed of approximately 2.5 m/s and recorded velocity profiles averaged over 30
seconds. This gave a horizontal spatial resolution of about 75 m. The bin size for vertical
resolution was 0.5 m. The ADCP specifications are shown in Table 1. Compass calibration and
data correction were performed following Joyce (1989).
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The Cape Henry-Fishermans Island transect was sampled repeatedly throughout two tidal
cycles on four different cruises: September 24-25, 1996, November 14-15, 1996, February 20-21,
1997 and May 12-13, 1997 (hereafter Sep96, Nov 96, Feb97, and May97, respectively). This
data set represents the most comprehensive high-spatial resolution current velocity measurements
yet at the entrance to Chesapeake Bay. The transect sampling coincided with expected seasonally
variable conditions of weak river discharge in September, strong wind forcing in November and
February, and strong freshwater input in May. However, 1996 was the wettest year on record for
the Chesapeake Bay and Sep96 and Nov96 actually took place during anomalously high river
discharges for those months (more than 3000 m3/s). The observations in Feb97 and May97 were
during river discharges close to the annual mean of 2500 m3/s. In addition, the Sep96 cruise took
place one day before spring tides with offshore winds (southwesterly to northwesterly). The Nov
96 cruise was carried out 3 days after spring tides with onshore winds (northeasterly). The Feb97
cruise also had northeasterly winds and took place two days before secondary spring tides (the
weaker spring tides of the month). Finally, the May97 transect was sampled two days before neap
tides under southwesterly winds (directed offshore).
The length of the transect was roughly 16 km so that it took slightly less than two hours to
sample along the complete transect. A total of 14, 11, 13, and 12 transects were made during the
two semidiurnal tidal cycles sampled in Sep96, Nov96, Feb97, and May97, respectively. The
current velocity values obtained from each transect were interpolated to a uniform grid with a
horizontal spacing of 200 m (78 grid points) and a vertical spacing of 0.5 m (60 grid points). This
grid had roughly 1500 active (useful) grid points as most of the grid points were at the bottom or
within side lobe effects of the ADCP signal. The velocity values were rotated 11( clockwise from
true north to obtain transverse (along the estuary entrance) and longitudinal (into and out of the
estuary) components.
The time series of current velocity components for each separate cruise was fitted, using a
least-squares technique, to a periodic function with semidiurnal (period of 12.42 hrs) and diurnal
(period of 23.93 hrs) constituents (Lwiza et al., 1991). This procedure yielded five parameters
related to the flow at the entrance to Chesapeake Bay: the subtidal flow during the period of
observation, the amplitude and phase of the semidiurnal constituent, and the amplitude and phase
of the diurnal constituent. The least-squares fit with only the semidiurnal constituent consistently
explained more than 70% (mean of 85%) of the variability observed in the longitudinal component
of the flow at every grid point. The addition of the diurnal constituent to the fit improved the
longitudinal flow variability explained to an average of 92%. The improved fit yielded root-meansquared errors between the fit and the observations that in general remained below 0.05 m/s. The
percent of variability explained by the fits for the transverse flow component were slightly less
(average of 82%), which indicated reduced tidal influences on this component.
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Table 1
Acoustic Frequency

600 kHz

Beam Angle

20(

Pings per Ensemble

8

Profiling Mode

4

Sampling Interval

30 s

Blanking Interval

0.5 m

Center of First Bin

1.5 m

Beam Length

0.5 m

Bottom Track

Yes, all the time

Data Acquisition

RD Instruments Software = Transect

Navigation

Differential Global Positioning System
(DGPS)
ADCP Specifications

TIDAL PROPERTIES OF FLOW IN THE BAY ENTRANCE
In this section the semi-diurnal and diurnal properties of flow in the bay entrance are described.
a) Semidiurnal
The amplitude of the semidiurnal tidal flow (Fig. 2) showed similarities and differences
from cruise to cruise. The consistent features were the persistent location of the greatest nearsurface amplitudes in North Channel and to the south of Six-Meters Shoal. North of Chesapeake
Channel, over Middle Ground and Six-Meters Shoal, isopleths paralleled the bathymetry
indicating frictional effects on the tidal flows. These frictional effects became less evident in the
Chesapeake Channel, where differences appeared from cruise to cruise. The amplitude of the
semidiurnal tidal flow in Chesapeake Channel increased with depth in Sep96 and May97, and
showed a mid-water minimum in Nov96 and Feb97. The increase of amplitude with depth was
probably due to the strong pycnocline associated with the low salinity plume that hindered the
upward transmission of the tidal phase as a consequence of low eddy viscosities at the pycnocline.
This effect of plume outflow on tidal currents has been shown with a mixed layer model by
Haskell et al. (1997). The semidiurnal amplitude over the transect also varied from cruise to
cruise depending on the tidal phase within the month. Greater amplitudes were near spring tides
(Sep96 and Feb97) as the dominant semidiurnal constituents (M2, N2, and S2) were close to being
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Figure 2. Amplitude of semidiurnal tidal flow (cm/s) perpendicular to the sampling transect
during the four cruises. Contour interval is 10 cm/s. Lighter tones represent larger amplitudes.
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in phase. Similarly, the amplitudes were lowest in May97, two days before neap tides as the
constituents were out of phase. Although the fit was made to the period of the M2 constituent,
the 25-hr long record of each cruise was not long enough to isolate the contributions of the N2
and the S2 from the M2. That is why Figure 2 reflected the combined effect of all semidiurnal
constituents and not the individual effect of M2.
The phase of the semidiurnal tidal currents also showed similarities and discrepancies from
cruise to cruise (Fig. 3). Low phase values (in degrees) indicated that the tidal currents turned
first. During every cruise, lower phases appeared near the bottom compared to the surface, which
indicated the expected upward transmission of the tidal phase. Also during every cruise, the tidal
currents over Six-Meters Shoal, the shallowest portion of the section, lead those from the rest of
the section. This region of phase lead coincided with the area of lowest tidal current amplitudes,
which indicated that the weak currents responded more quickly to tidal forcing due to their low
inertia. The near-surface portion in Chesapeake Channel showed the greatest lags, up to 100(
behind (3.3 hrs later than) Six-Meters Shoal. The area of large lags appeared at the expected
region of the outflowing plume from the Chesapeake Bay. This area of large lags was of different
size from cruise to cruise, probably related to the strength of the plume. The area in North
Channel also showed phase lags up to 30( (or one hour) relative to Six-Meters Shoal. This again
was caused by the stronger tidal currents in the channel than those over the nearby shoals, as they
responded more slowly to changes in tidal forcing. Beneath the near-surface area of large lags off
Cape Henry, the phases occurred approximately 30( before in Sep96 and Nov96, but were farther
ahead by 60 to 70( (up to 2 hrs) in Feb97 and May97. The cause of this increased near-surface
lag relative to the bottom in 1997 is unknown but will be explored in conjunction with the subtidal
flow description. The features of the amplitude and phase of the semidiurnal tidal currents, both
in the transverse and vertical directions, were similar to those described by Valle-Levinson and
Lwiza (1995) except in Chesapeake Channel. These features should be expected to be general
characteristics of the tidal flows in the area.
b) Diurnal
The amplitude of the diurnal tidal flow was in general lower than 0.10 m/s (Fig. 4).
Although it was smaller than the subtidal flow, inclusion of this constituent in the analysis
improved the fit, by explaining an additional 7% of the variability observed. The improvement to
the fit, however, was restricted mainly to the Chesapeake Channel, where the diurnal amplitudes
were greatest. These greatest amplitudes (higher than 0.10) were related to the position of the
plume. In Nov96 the diurnal amplitudes were particularly large and also could have been the
result of the atmospheric forcing with diurnal periodicity.
SUBTIDAL FLOWS
The calculated subtidal flows contained all those motions with periods greater than the
diurnal including the different effects of gravitational circulation (or density gradients), wind
forcing, and tidal rectification. The 25-hour time series observed during this study covered two
semidiurnal tidal cycles and thus was not long enough to reliably separate the contribution of each
subtidal flow component. Nevertheless, analysis of even this short records yields information on
the general features of the subtidal flow. The following subsections discuss the net volumes
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Figure 3. Phase of semidiurnal tidal flow (in degrees) perpendicular to the sampling transect
during the four cruises. Contour interval is 10 degrees. Lighter tones represent larger phase lags,
i.e. tidal changes occur first at the areas denoted by dark tones.
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Figure 4. Amplitude of diurnal tidal flow (cm/s) perpendicular to the sampling transect during the
four cruises. Contour interval is 10 cm/s. Lighter tones represent larger amplitudes.
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transported into and out of the bay, followed by discussions of the variability in the along-estuary
and transverse flows.
a) Volume Transport
Appreciable differences occurred in the volumes of water that entered and left the estuary
during the four cruises (Table 2). The cruises in Sep96 and Nov96 were associated with high river
discharge of about 3000 to 4000 m3/s. In contrast, the river discharge for Feb97 and May97 was
about 2000 m3/s. Furthermore, the cruises in Sep96 (one day prior to spring tides) and May97
(two days before neap tides) were influenced predominantly by offshore winds (southwesterly)
that in general caused the subtidal sea level to drop (Fig. 5). The sea level drop produced greater
volume outflows (net outflow integrated over the section) than inflows (net inflow integrated over
the section) during both cruises (Table 2). In May97 there was a net volume export of
approximately 8×103 m3/s which was accounted for by the river discharge and the barotropic
transport induced by the sea level set-down as follows. On the basis of mass conservation, the
barotropic transport can be estimated from the flow induced by the subtidal change in sea level
(0/0t), according to the relationship 0.75 (A/W) 0/0t (e.g. Wong, 1994), where A is the surface
area being influenced by the set-up/set-down, i.e., the area of the main stem of the Chesapeake
Bay (8×109 m2), and W is the cross-sectional area at the entrance to the estuary (2×105 m2). Thus,
in May97 the sea level set-down (0.08 m in 24 hrs) accounted for 6×103 m3/s (or 75%) of the
volume exported by the estuary and the river discharge accounted for the other 2×103 m3/s.
Similarly, in Sep96 the net volume exported by the estuary was 1.2×104 m3/s, of which, 7×103
m3/s were accounted for by the set-down (0.08 m in 20 hrs) and close to 4×103 m3/s were
attributed to the river discharge. Approximately 1×103 m3/s remained unaccounted for, which
was within the accuracy of the estimates.
On the other hand, the cruises in Nov96 (3 days after spring tides) and Feb97 (2 days
before secondary spring tides) reflected onshore winds (northeasterly and southeasterly) (Fig. 6)
that caused greater volume inflows than outflows (Table 2). In Feb97 the net volume inflow of
1.1×104 m3/s gained by the estuary was accounted for by the sea level set-up during the
observation period (0.16 m in 25 hrs). In Nov96 the wind velocities were relatively low
compared to the other cruises and there was no apparent sea level set-up. Consequently, the net
volume inflow of 1×103 m3/s was relatively small and within the error of the estimates. Still, the
subtidal volume inflows and outflows were large, which indicates that even if there is no sea level
set-up/set-down, the volume exchanged through the entrance of an estuary may be quite large.
The results above agreed qualitatively with the findings of Paraso and Valle-Levinson (1996) and
Valle-Levinson (1995) that winds with westerly component cause volume loss in the lower bay
and easterly winds produce volume gain, i.e., the volume exchange in the lower bay is sensitive to
the easterly component of the wind. The results were also consistent with the modeling results of
Valle-Levinson et al. (1996) that showed that increased wind-induced coastal flow towards the
south favored net inflow into the bay.
b) Along-estuary Flow
The common features of the longitudinal (or along-estuary) subtidal flow component were
that in general, two-way exchange with flow reversal with depth was observed in the channels and
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Table 2
Sept 96

Nov 96

Feb 97

May 97

Transport In (×104 m3/s)

0.3

0.8

1.4

0.4

Transport Out (×104 m3/s)

1.5

0.7

0.3

1.2

Net Transport (×104 m3/s)

1.2 Out

0.1 In

1.1 In

0.8 Out

River Flow

Hi

Hi

Low

Low

Tide (days

1 - spring

3 + spring

2 - sec. spring

2 - Neap

SW

NE weak

NE & SE

SW

Dropping

Neutral

Rising

Dropping

Winds
Sea Level

Subtidal volume transports into and out of Chesapeake Bay after each 25-hr period of
observations, typical forcing agents, and resulting subtidal sea level.

circulation modified by rotation with near-surface outflow shifted to the left and the near-bottom
inflow shifted to the right (looking into the estuary).
Appreciable distinctions from cruise to cruise were also noted in the spatial structure of
the subtidal flow (Fig. 6). Throughout the cruises, the subtidal outflows were concentrated near
the surface in both Chesapeake and North channels with maximum speeds of between 0.3 and 0.5
m/s in the Chesapeake Channel. In fact, most of the volume exchanged through the entrance of
the Chesapeake Bay occurred in the two channels (Fig. 7). Except for Sep96, when 60% of the
volume inflow developed between Chesapeake and North channels, more than 72% of the volume
outflow or inflow to the estuary developed in the channels, and most of that volume exchanged in
channels occurred over Chesapeake Channel. The proportion of volume inflow through the
channels increased from Sep96 to May97, i.e., volume inflows became more concentrated in the
channels. For instance, 99% of the volume inflow in May97 was found in the channels, as
compared to only 40% in Sep96. Inversely, the proportion of volume outflow through the
channels decreased from Sep96 to May97 so that net outflow also appeared over Middle Ground
and Six-Meters Shoal. In Sep96, 93% of the subtidal outflow appeared in the channels and by
May97 this proportion was reduced to 73%. This shift in location of the subtidal flows
throughout the entrance of the estuary was reflected in the tilt of the interface between outflows
and inflows in the Chesapeake channel. The tilt was similar between both 1996 and between the
1997 cruises, but was different from 1996 to 1997. The common forcing in 1996, as well as in
1997, was the river discharge. It seems that increased river discharge caused the outflow to be
concentrated near the surface in the channels and the inflow to appear near the bottom throughout
the section. The reason for this shift of outflow in channels/inflow over shoal to inflow in
channel/outflow over shoals is not obvious but could be attributed to a shift from a baroclinicdominated exchange, related to high river discharge, to a barotropic-dominated exchange, with
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Figure 5. Wind velocity (vectors in oceanographic convention) from the Chesapeake Light
Tower (CLT on Fig. 1) and subtidal sea level variations (solid line) from the Chesapeake Bay
Bridge-Tunnel (E on Fig. 1) recorded around the period studied (delimited by dashed lines)
during each one of the four cruises. The scale for the wind vectors appears on the left and the
scale for sea level appears on the right. The abscissa indicates the day of the month when the
cruise took place.
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Figure 6. Subtidal flow (cm/s) perpendicular to the sampling transect during the four cruises.
Contour interval is 5 cm/s. Light tones and dark (positive) contours represent net inflows.
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Figure 7. Percent of subtidal volume exchanged in the channels during each one of the four
cruises. The percent of the total appearing in each of the two channels (Chesapeake channel- C,
and North channel - N) is denoted by the numbers. For instance, in Sep96 40% of all the inflow
through the entrance of the bay occurred in the channels, 20% over Chesapeake channel and 20%
over North channel; 93% of all the outflow appeared in the channels, 80% in Chesapeake and
13% in North.
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unidirectional flow was observed over the shoal (Fig. 6). This suggested that density-induced
(gravitational) circulation was prevalent in the channels at the entrance to the bay. It appeared
that both channels acted as separate, independent estuaries subject to the classical gravitational
weaker river discharge, as suggested by Li et al. (submitted). Nonetheless, the proportion of the
volume exchanged in the channels indicated their importance as conduits of material from and into
the estuary.
c) Transverse Flow
The subtidal transverse flow was consistent with rotational effects acting on the
longitudinal flow. During the cruises when net volume outflow developed (Sep96 and May96)
the transverse component was predominantly to the south, i.e., from Fishermans Island to Cape
Henry (Fig. 8). Similarly, the cruises with net volume inflow reflected transverse flow to the
north, more markedly in Feb97 than in Nov96 due to the much greater inflow during the former.
A common feature to all cruises was the convergence associated with the southern flank of the
North Channel. The southern flank of Chesapeake Channel was not resolved by these cruises, but
also is expected to be a zone of convergence in the subtidal transverse flow. The zones of
convergence were also appreciable in the near-surface velocity vectors (Fig. 9). During all four
cruises convergence zones developed over the same general location that corresponds to
observations of foam lines where floating material accumulates.
d) Gyre Formation
An additional interesting feature in the subtidal velocity field was the apparent formation
of an anticyclonic gyre around Six-Meters Shoal during three of the four cruises. This is
consistent with tidal rectification tendencies over a bump or shoal (e.g. Zimmerman, 1978; 1981;
Robinson, 1981; and Park, 1990, Li, 1996). Also, in a channel-shoal bathymetry, inflow is
expected to develop over the shoals as a consequence of tidal rectification (Li and O’Donnell,
1997). The development of the anticyclonic gyre suggests that tidal rectification dominated over
gravitational circulation at the shallow portions of the Chesapeake Bay entrance. This
observation was expected as stratification over the shoals tends to be much weaker than in the
channels (e.g Valle-Levinson and Lwiza, 1997). The absence of the anticyclonic gyre in the
May97 cruise was attributed to the persistent southwesterly wind forcing (Fig. 5) that reversed
the inflow over the shoals. Thus, wind forcing had a preponderant influence on the subtidal flows
throughout the entrance to the bay. The strength of the pattern of near-surface outflow in
channels and inflow over shoals was modulated by the wind speed, direction, and persistence.
The strong near-surface outflow and weak inflow of Sep96 was explained by the period of
southwesterly winds coincident with the observations. The shift of the wind direction to northnortheasterly favored the inflow over the shoal, in contrast to its suppression in May97. The
relatively strong near-surface inflow over shoal and weak near-surface outflow in channels of
Nov96 and Feb97 was explained by the onshore winds that prevailed during both cruises.
SUMMARY
A series of four cruises were carried out at the Chesapeake Bay entrance in order to
characterize the spatial and temporal variability of the flows in this region. These were the first
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Figure 8. Transverse subtidal flow (cm/s) during the four cruises. Contour interval is 5 cm/s.
Light tones and dark (positive) contours represent flows to the north (to the right on the figure).
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Figure 9. Near-surface (dark vectors) and near-bottom (white vectors) velocity vectors plotted
every 200 m over the bathymetry at the entrance to Chesapeake Bay.
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high spatial resolution observations of the flow field in this area. An acoustic Doppler current
profiler was towed by the NOAA ship Ferrel during periods of at least 25 hours on 24-25
September 1996, 14-15 November 1996, 20-21 February 1997, and 12-13 May 1997. The
measurements took place along an approximately 16 km-long transect between Cape Henry and
Fishermans Island. The transect featured bathymetry consisting of two channels near its ends
(Chesapeake to the south and North to the north) separated by a relatively shallower portion, that
occupies almost one half of the transect with shoals up to 6 m. The cruises occurred during
different conditions related to river discharge, tidal phase, and wind forcing and allowed the
description of the variability of tidal and subtidal properties.
The amplitude of the semidiurnal tidal currents was, in general, greatest near the surface
and away from the shoals and decreased with depth. The contours of co-amplitude followed the
bathymetry thus suggesting frictional effects on the tidal flows. These frictional effects, combined
with the inertia of the tidal currents, caused the phases of the semidiurnal tidal flows to occur first
over Six-Meters Shoal relative to the rest of the section. The near-surface tidal phases in
Chesapeake Channel occurred at least 3 hours later than those over Six-Meters Shoal. The tidal
phase propagated in general from bottom to surface.
The subtidal results showed the important role played by wind forcing on the volume
exchange between the Chesapeake Bay and the adjacent ocean. This was the first time that the
responses to different wind forcing were quantified in terms of volume exchanged at the
Chesapeake Bay entrance. The net volume gained and lost by the bay during various forcing
events was accounted for by mass conservation through sea level variations and river discharges.
Associated with the net volume gained and lost by the bay, there were larger volumes entering
and leaving the bay simultaneously, as was the case in Nov96, when 8×103 m3/s entered and 7×103
m3/s left resulting in a net gain of 1×103 m3/s. Therefore, it is important to look at the two-way
exchange instead of the unidirectional transport produced only by sea level variations. This twoway exchange at the Chesapeake Bay entrance took place primarily in the two channels in terms
of the volume transported. The exchange in the channels appeared to be influenced by the
competition between gravitational (or density-induced) circulation and wind-induced flow, and
over Six-Meters Shoal it was produced by tidal rectification and wind forcing. The subtidal flows
observed in the four cruises drew two main scenarios for the volume exchange at the Chesapeake
Bay entrance, which are summarized schematically on Figure 10. The first scenario depicts
variable and/or non-southwesterly winds. In this, near-surface outflow is found in the channels
and near-surface inflow over the shoals associated with an anticyclonic gyre. Near-bottom
inflows develop practically everywhere across the entrance, but are strongest in the channels. The
second scenario depicts persistent southwesterly winds. In this scenario, the near-surface
anticyclonic gyre is not present due to wind forcing and the near-surface flow is directed seaward
everywhere, weakest over Six-Meters Shoal. Near-bottom flow is directed into the estuary only
in the channels.
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Scanning Electron Microscope Plates of Virginia Shelf Ostracodes and
Foraminifera

Plate 1
Figure 1: Bensonocythere sapeloensis Hall 1965. x 134, Sta. 64, Cell 308, female, left
valve.
Figure 2: Bensonocythere sapeloensis Hall 1965. x 133, Sta. 62, Cell 316, female, right
valve, internal view.
Figure 3: Bensonocythere sapeloensis Hall 1965. x 141, Sta. 1, Cell 209, male, left
valve.
Figure 4: Puriana rugipunctata (Ulrich and Bassler 1904) , x 143, Sta. 55, Cell 264,
female, right valve.
Figure 5: Muellerina ohmerti Hazel 1983, x 178, Sta. 52, Cell 52, female, left valve.
Figure 6: Protocytheretta edwardsi (Cushman 1906)., x 83,4, Sta. 64, Cell 64, female,
right valve.
Figure 7: Cytherettid, x 71,3, Sta. 62, Cell 316, female, left valve, internal view.
Figure 8: Protocytheretta edwardsi (Cushman 1906, x 91,7, Sta. 204, Cell 204, female,
left valve, internal view.
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Plate 2
Figure 1: Hulingsina americana (Cushman 1906). x 88,1 , Sta. 64, Cell 308, female?,
left valve.
Figure 2: Cushmanidea seminuda (Cushman 1906). x 94,2 , Sta. R2, Cell 185, female,
right valve.
Figure 3: Sahnia sp., x 141, Sta. 24, Cell 234, male, left valve.
Figure 4: Hulingsina rugipustulosa (Edwards 1944) x 147, Sta. 46, Cell 46, female,
right valve.
Figure 5: Peratocytheridea bradyi (Stephenson 1938). x 139, Sta. 52, Cell 213, female,
left valve, internal view.
Figure 6: Peratocytheridea bradyi (Stephenson 1938). x 124, Sta. 209, Cell 209, female,
left valve.
Figure 7: Peratocytheridea bradyi (Stephenson 1938). x 134, Sta. 51, Cell 204, female,
left valve, Note hole in middle where predator bored through carapace.
Figure 8: Eucythere declivis (Norman 1865). x 151, Sta. R11, Cell 49, female?, left
valve, soft parts.
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Plate 3
Figure 1: Tetracytherura sp. A of Valentine 1971, x 166, Sta. R11, Cell 49, male, left
valve.
Figure 2: Tetracytherura sp. A of Valentine 1971, x 166, Sta. 64, Cell 308, left valve,
internal view.
Figure 3: Cytherura sp., x 167, Sta. 64, Cell 64, female, left valve.
Figure 4: Cytherura sp. x 307, Sta. 53, Cell 365, left valve.
Figure 5: Proteoconcha tuberculata (Puri 1960). x 104, Sta. 54, Cell 263, male, right
valve.
Figure 6: Proteoconcha tuberculata (Puri 1960). x 121, Sta. 53, Cell 246, female?, left
valve, internal view.
Figure 7: Loxoconcha williamsi (= aff granulata Sars 1865). x 151, Sta. R10, Cell 66,
female, left valve.
Figure 8: Cytherura wardensis Howe and Brown 1935. x 176, Sta. 229, Cell 229,
female, left valve.
Figure 9: Microcythere sp., x 280, Sta. 53, Cell 365, lateral view.
Figure 10: Microcythere sp. x 307, Sta. 53, Cell 365, dorsal view.
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Plate 4
Figure 1: Elphidium clavata, x 191, Sta. 52, Cell 213.
Figure 2: E. selseyensis, x 164, Sta. 57, Cell 372.
Figure 3: Quinqueloculina seminulum, x 122, Sta. 54, Cell 332.
Figure 4: E. clavata, x 176, Sta. 57, Cell 372.
Figure 5: E. selseyensis, x 178, Sta. R11, Cell 49, aperture L.
Figure 6: Hanzawaia concentrica, x 147, Sta. R9, Cell 104.
Figure 7: Ammonia parkinsoniana, x 176, Sta. R2, Cell 185, spiral side.
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Plate 5
Figure 1: Buccella frigida, x 217, Sta. 57, Cell 372, umbilical view.
Figure 2: Ammonia parkinsoniana, x 181, Sta. R14, Cell 24, umbilical view.
Figure 3: Planulina mera, x 141, Sta. 52, Cell 213.
Figure 4: Hanzawaia atlanticus, x 122, Sat. R4, Cell 183.
Figure 5: Guttulina lactea, x 176, Sta. 59, Cell 360.
Figure 6: Buccella frigida, x 217, Sta. R2, Cell 185.
Figure 7: Hanzawaia concentrica, x 151, Sta. 51, Cell 204, flat side view.
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