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Abstract
Most of the research on text categorization didnot consider the characteristics of the emergency domain. 
Considering the characters of a specific emergency domain, we propose a text classification based on emergency 
domain words and machine learning technique taking a System Engineering view. With CHI as evaluation function 
to select text features, the addition of emergency domain words, Maximum Entropy classifier and KNN classifier, 
we conduct a series of experiments on emergency event texts classification. The experiments show that, the 
introduction of emergency domain words will increase the average accuracy of maximum entropy classifier and 
KNN classifier by 4% to 5%. Particularly maximum entropy classifier can still get an average accuracy rate as 
97.0% after the introduction of the emergency domain terms .
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1. Introduction
With the development of the Internet, appearing of more and more news text on the Internet, automatic text 
classification receives extensive attention as the key engineering technology in processing and organizing large 
amount of text data ,which has made great progress. Automatic text classification for information retrieval, search 
engine, text database, information filtering based on the areas of technology has a wide range of applications. 
However, text of different areas has different characteristics, even the different types of text in the same field also 
has its own characteristics. It is appropriate to consider these features in automatic text classification techniques, 
which will further the classification results.
2. Related work
Since Maron [1] published the first paper about text automatic categorization in 1961, text classification (TC) has 
gone through several development processes. Before the late 1980s, automatic text classification systems were mostly 
based on knowledge engineering [2]. In the 1990s, many scholars introduced statistical methods and machine learning 
method to automatic text classification, which had achieved good results [3]. For example, Joachimes [3] used Support 
Vector Machine (SVM) for text classification. Recently, researchers combine semantic analysis with machine 
learning. For example, Gu and Zhou [4] used multi-level ontology for text classification. They firstly created the 
category level, calculated the distance between a text vector and a conceptual vector, and then classified the text 
according the distance. Some researchers also used the method of automatic extraction of text classification rules for 
text automatic categorization. For example, Aijun [5] used the information table in rough sets[6] to represent the 
collection of Web text, and then use text classification rules extracted from information table to classify a text. 
Richard et.al[7]for the shortcomings of discrete attribute values of text classification of rough set , proposed a method 
of text categorization based on fuzzy rough set. Chen and Bai [8] proposed a text classification algorithm based on 
association rules of word frequency vector, which introduced the word frequency vector, re-defined the rules and the 
credibility of the text as the classification criteria of a classifier.
However, these studies above have neither addressed the emergency event text classification nor considered the 
emergency domain characteristics, which is often reflected by some key words. For example, the appearance of 
"Mountain Landslide" or “Earthquake” in a text title gives a very strong hint that this text is about natural disasters. 
Emergency events are divided into four categories, natural disaster, accident hazard, public health incidents and social 
safety event. Because different types of events have a high degree of similarity between news texts, all related to the 
incident location, property damage, casualties and other public information, effect of pure machine learning method is 
not good. Considering the characteristics in Emergency events text, we have brought emergency domain words in 
traditional text classification based on machine learning methods, and make experiments on emergency text. This
work includes the collecting 3500 emergency event news texts and 400 emergency domain words in emergency 
management.
3. Theoretical foundations
3.1 Text Categorization
The task of Text classification is to get a classification model through training the texts which have been labeled, 
and then use the classification model to classify new text. Because the categories of text are predefined, Text 
Classification is a supervised Learning. Suppose we have a text classification system and let C = {c1, c2, ...cn} be the 
categories, T = {d1, d2, ..., dn} be the training set, where di = {w1, w2, ..., wn} represents the i th text vector in training 
set, w denotes a text feature. The target of the training process is to obtain a most appropriate classification function 
c (x) ę C, where c (x) is a classification function, X is the emergency domain, C is the range.
3.2 The Representation of a Text
Vector Space Model (VSM) is the most commonly Data model to represent a text [9]. In VSM a text is represented 
as a vector in feature space, also known as text vector. Each dimension in a text vector corresponds to a text feature, 
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also a term (a word) in a text. Commonly we use Term Frequency (TF), the Inverted Document Frequency IDF and 
TF-IDF [9] to calculate the value of each dimension in a text vector.
3.3 The introduction of emergency domain words
1˅The text of each emergency event contains some words related to this category, which do not appear in other 
categories. And these words, called Emergency domain Words in emergency management, can play a vital role in 
discriminating texts of different categories. So we make an assumption that emergency domain words associated with 
a certain category appear only in texts of this category. For example, such as "accident" only appears in the accident 
hazard, and not appears in other categories.
2˅Let Wb be the set of text features (a feature here means a Chinese word), Wa = W1ĤW2ĤW3ĤW4, be the 
set of emergency domain words, Wb be the feature set of non-domain words. And | W | = N is the number of elements 
in W. W1, W2, W3 and W4 represent for the set of emergency domain words in accidents hazards, public health 
incidents, social safety incidents and natural hazards respectively. Based on the above assumption, we have Wi ģWj 
=ෘ , where i Į j.
3˅Let x = {v1, v2, ..., vN} be a text vector, the function to calculate the weight of each dimension is defined as 
follows:
                                                              
(1)
In the formula above, w is a text feature, d means a text vector. TF(d, w) calculates the frequency of w in text 
vector d. And | D | represents the amount of text in a training set of one category denoted by D.
Taking the addition of emergency domain words into account, the feature weighting function can be redefined as 
IROORZVZKHUHįLVWKHZHLJKWSDUDPHWHU
                                                             
(2)
4˅The similarity between two vectors can be redefined as follows:
(3)
If xi and xj belong to different category without the common emergency domain words, the first of the molecule 
is zero, molecule unchanged, while the denominator increases, the similarity between xi and xj decreases. If both xi
and xj belong to the same category, according to formula 1), we can prove that the similarity between xi and xj
vectors increases.
4. Classification algorithms
4.1 Maximum Entropy
Maximum entropy (ME) [10, 11] is a machine learning method proposed by E. T. Jaynes in 1957. The basic idea is 
to construct a probability distribution model p which should be close to the given empirical distribution   as much as 
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possible, which is obtained from the known training data. When using maximum entropy method to construct the p, 
we need to make sure that the probability distribution model p meets the maximum entropy constraints, and the 
conditional entropy of random variables in p are maximized. Let x be a text vector, y represents a target concept 
class, Where x ę X, y ę Y, (x, y) ę Z, Z = X h Y. Then the training task of Maximum Entropy is to estimate p 
(y | x) and at the same time maximize the conditional entropy of random variables. The model (a probability 
distribution) obtained from the training process is called the maximum entropy model. Maximum entropy model is 
defined as follows:
(4)
Here, is a normalization factor, and   are the parameters of the maximum 
entropy model.
4.2 K Nearest Neighbors(KNN)
The basic idea of K Nearest Neighbors method is that if a text instance has k-most similar samples (nearest 
neighbors) and the majority of these k samples belong to a certain category, we classify this sample into this category. 
One of the disadvantages of KNN classifier is that it often incorrectly classifies a text into a category with the 
biggest number of training texts when dealing with imbalanced training data. One solution to this disadvantage is to 
set up a controllable threshold, and only count those similar texts the similarity of which is greater than the threshold.
5. Steps of classification
Text classification framework based emergency domain words proposed in this paper is shown in Figure 
1.Specific steps of classification include the preprocessing of a text, the selection of text features, the representation 
of a text, training and testing of a text.
5.1 The Preprocessing of A Text
In a Chinese text document, there are a large number of punctuation marks, numbers, whitespace, etc., which does 
not contain category information and should be deleted. Chinese text needs segmentation before transforming a text to 
a text vector. In the experiments, we use a Chinese word segmentation tool, which is an open source segmentation 
tool developed by the Chinese Academy of Sciences, to segment text.  After the word segmentation, we need to 
remove some stop words. Stop words are those words which frequently appear in a text but barely contribute to the 
classification, such as Tone words, onomatopoeic words, pronouns. Therefore, it is necessary to remove these stop 
words to decrease the dimensions of text vectors crudely.
5.2 The Selection of Text Features
If we use all the text features to represent a text, It will take a longer time to compute vectors and cause larger 
space of storage. Besides, the classification performance is not necessarily good. Therefore, we need select text 
features before classifying text. Feature selection is to extract a small amount of representative features from the 
original features. Firstly, we construct a feature selection function to evaluate the importance of a text feature with a 
score. Then we rank all the features according to the score of each feature. At last, we elect the first k features in the 
ranking list. Commonly (CHI, also X2), Information Gain (IG), Expected Cross Entropy (CE), Document Frequency 
(DF), Mutual Information (MI) are used as feature selection functions.
5.3 The Representation of Training and Testing Text with VSM
After the text preprocessing and feature selection, we use the selected text features to represent a text and 
transform a text into a text vector. Then we store all the training and test text vectors for the training and testing of 
classifiers.
5.4 Training and Testing of Text Vectors with Classification Algorithms
For Maximum Entropy, the experiment is divided into two processes: training and testing. Firstly, Maximum 
Entropy trains data to obtain a maximum entropy model. Then the maximum entropy model is used for classifying 
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each text in the testing set. As for the KNN algorithm, it calculates similarity between the text vectors in testing set 
with each text vector in training set. Finally, we count the number of text that are correctly classified and that of 
wrongly classified to calculate the classification accuracy of each algorithm.
6. Experiment and analysis
Precision, recall and F measure, which are the evaluation parameters of Information Retrieval, are still used in the 
text classification. Precision is the ratio of texts that are correctly classified. Recall means the ratio of the correctly 
classified texts of some categories classified by the classifier. Let Na be the number of text documents, which are 
correctly classified in the ith category, and Nb be the text documents which are classified incorrectly in the ith 
category. Let Nc be the number of text documents which are incorrectly classified into the ith category. Then 
precision, recall and F measure can be defined as follows:
Figure 1.Text classification framework based emergency domain words
                                                           (5)
In this paper, 3500 emergency events text were collected fromthe major news sites as the experimental corpus, in 
which public health event 500, accidents disasters1700, Social Security event 500, natural disasters 500, training and 
testing text using a 1 : 1 ratio.
6.1 The choice of feature selection function
Feature selection functions were used to prescribe and fit test (X2), document frequency (DF), information gain 
(IG), mutual information (MI) and the expected cross entropy (CE), select the 2000 features, not to join the field of 
words, more Maximum entropy and the KNN classification accuracy, was Figure 2.
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Figure 2.The precision of classifier words under different feature selection function
It can be seen from Figure 2 with X2, IG, CE, the better classifier; DF less effective, MI the worst. X2 was the 
best of them, it is used in the experiment in the back of X2 as a feature selection function.
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6.2 Add words and did not join the field of maximum entropy classification results when compared
In this experiment, we use X2 as feature selection function and choose 500 to 8000 features to test the precision of 
0(FODVVLILHUZKHQZHDGGHPHUJHQF\GRPDLQZRUGV+HUHZHVHWį 7KHSUHFLVLRQRI0(FODVVLILHUZLWKDQG
without the introduction of emergency domain words under different features is shown in table 1.
TABLE1.THE PRECISION OF ME CLASSIFIER WITH AND WITHOUT THE INTRODUCTION OF EMERGENCY DOMAIN WORDS UNDER DIFFERENT 
FEATURES
assifier ME(without the introduction of emergency domain words) ME(with the introduction of emergency domain words)
features
acciden
disasters
Public
health
Social
Security
natural
disasters
average
accident
disasters
Public
health
Social
Security
natural
disasters
average
500 95.3 90.9 77.7 94.3 91.9 96.0 95.0 91.1 96.7 95.3
1000 95.7 90.9 79.8 92.9 92.1 96.9 95.0 92.5 97.2 96.1
2000 96.0 89.9 79.4 92.3 91.9 96.8 94.8 93.3 97.5 97.0
3000 96.2 89.7 78.5 91.6 91.7 96.7 94.4 93.2 97.2 96.0 
4000 96.0 89.1 77.7 91.2 91.3 96.6 94.0 93.2 97.3 95.9 
5000 96.1 88.9 78.6 91.1 91.5 96.9 94.0 93.4 97.3 96.1
6000 96.5 88.7 78.5 91.2 91.6 97.1 94.8 92.8 97.2 96.2 
7000 96.5 88.5 78.5 91.1 91.5 97.1 97.1 92.8 97.2 96.2
8000 96.7 88.5 78.1 91.6 91.7 97.1 94.8 92.8 97.4 96.2 
As can be seen from Table 1, the increase in the number of features, maximum entropy classification 
performance is relatively stable, difference between the best and the worst when less than one percentage point; 
when we select 2000 features and 1000 features for ME with emergency domain words or without emergency 
domain words respectively, they both reach their best performance; The precision of social security with emergency 
domain words been improved by 14% compared that without emergency domain words, the average rose by 5 
percentage points.
6.3 Vocabulary and did not join the field to join the KNN classification results compared
In this experiment, we use X2 as feature selection function and choose 500 to 8000 features to test the precision of 
.11FODVVLILHUZKHQZHDGGHPHUJHQF\GRPDLQZRUGV+HUHZHVHWį 7KHSUHFLVLRQRI.11FODVVLILHUZLth and 
without the introduction of emergency domain words under different features shown in Table 2.
TABLE2.THE PRECISION OF KNN CLASSIFIER WITH AND WITHOUT THE INTRODUCTION OF EMERGENCY DOMAIN WORDS UNDER DIFFERENT 
FEATURES
assifier KNN(without the introduction of emergency domain words) KNN(with the introduction of emergency domain words)
features
accidents
disasters
Public
health
Social
Security
natural
disasters
average
accidents
disasters
Public
health
Social
Security
natural
disasters
average
500 95.7 90.9 70.2 87.7 89.6 96.5 92.0 80.0 92.2 92.5
1000 95.5 91.3 74.5 89.6 90.6 96.3 92.8 84.2 92.8 93.3
2000 95.1 90.3 77.3 91.7 91.1 95.8 93.4 86.5 93.6 93.6
3000 95.1 89.7 75.1 91.3 90.6 95.9 93.4 87.5 93.5 93.8 
4000 94.9 88.9 76.3 90.7 90.4 95.7 93.6 88.7 94.1 94.1 
5000 95.0 89.1 74.5 90.3 90.2 95.6 93.8 88.7 94.5 94.1
6000 95.1 88.5 74.7 89.2 89.9 95.6 94.2 88.7 95.1 94.3 
7000 95.2 87.7 73.9 89.0 89.7 95.7 94.2 88.7 95.1 94.4 
8000 95.3 86.3 73.9 88.8 89.5 95.7 94.0 88.9 94.9 94.3 
We can be seen from Table 2, the increase in the number of features, KNN classification results although not as 
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smooth maximum entropy, but the difference between the best and the worst is not to 2%; when we select 2000 
features and 7000 features for KNN with emergency domain words or without emergency domain words 
respectively, they both reach their best performance; the average precision of KNN classifier with emergency 
domain words has been improved by 3.3 percentage compared that without emergency domain words.
7. Conclusions
According to the experiment, the addition of the emergency domain words can enlarge the emergency domain 
information hidden in these emergency domain words and promote the performance of classifiers. The precision, 
accuracy of both two classifiers are promoted by the introduction of engineering emergency domain words. On the 
other hand, to collect the words of one emergency domain is a time consuming work and the quality of emergency 
domain words will certainly affect the classification results. As machine learning method is universal adaptability,
after changing Thesaurus of emergency area into the thesaurus in other areas, the method proposed in this paper will 
be able to migrate to other areas as well.
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