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1. Introduction
It is, of course, very well known that if it is consistent that there are large cardinals, then it is consistent that all normal
Moore spaces are metrizable. The known models for this have the property that the continuum is very large (a weakly
inaccessible). However Fleissner has shown that if c is ω1 then there is a normal non-metrizable Moore space. We study
this example in this paper and investigate the effect on normality of forcing with posets possessing lynxes. The critical
connections between lynxes and the normal Moore space conjecture are detailed in [5,3].
A Moore space is topologized by a descending family {Gn: n ∈ ω} of covers such that for each U , V ∈⋃n Gn and x ∈ U ∩V ,
there is an m such that st(x,Gm) =⋃{U ∈ Gm: x ∈ U } ⊂ U ∩ V . By Bing’s theorem, a Moore space is metrizable if it is
collectionwise normal (CWN).
A separation of a family F of subsets of a space X is a pairwise disjoint neighborhood assignment {UF : F ∈ F} (F ⊂ UF ).
A space is CWN if each discrete (pairwise disjoint closures and locally ﬁnite) family has a separation. A space is CWH if
such a family of points can be separated.
Each poset P can be canonically embedded into a complete Boolean algebra and to discuss lynxes we will ﬁnd it conve-
nient to assume that our posets P are of the form P = B \ {0} for such a complete Boolean algebra. A subset L of a poset P
is an n-lynx if for each maximal antichain A ⊂ P , there is a ﬁnite A′ ⊂ A such that ∨ A′ ∈ L and for each L′ ∈ [L]n , there
is a p ∈ P such that p < L for each L ∈ L′ . We say that P has n-lynxes if for each q ∈ P there is an n-lynx L ⊂ P such that
for each L′ ∈ [L]n , there is a p < q with p < L for each L ∈ L′ . In such a case say that L is an n-lynx with respect to q.
Lynxes as a general concept were deﬁned by Fleissner and studied in [4,1]. In Fleissner’s notation, a lynx would be a pair
(B,L) in which B is a (complete) Boolean algebra and L is a 2-lynx. We prefer to focus on the family L and use the term
lynx more generically to refer to an n-lynx for any n (possibly including n = 1) and to assume that the poset is clear from
the context. Notice that if L is a lynx and x˙ is a P -name of an ordinal (or any ground model set), then there is a ﬁnite
set H and an L ∈ L such that L forces that x˙ ∈ H .
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Proof. Let G be a generic ﬁlter for P and in V [G] assume that there is a family of open sets {UF : F ∈ F} which separates F .
Standard forcing theory implies that there is, in the ground model V , a collection {Ax: x ∈⋃F} of maximal antichains of P
such that for each x ∈⋃F and each p ∈ Ax , there is some basic neighborhood U (x, p) of x such that p ∈ G implies that
U (x, p) ⊂ UF . Of course we now have that if F = F ′ are both in F and x ∈ F , x′ ∈ F ′ and px ∈ Ax , px′ ∈ Ax′ are both in G ,
then U (x, px) and U (x′, px′ ) are disjoint.
Another application of standard forcing theory (i.e. the forcing lemma) implies there is some q ∈ G such that the
above statement holds for any generic ﬁlter G˜ which contains q (i.e. q “forces” the compound statement U (x, p˜x) ⊂ UF ,
U (x′, p˜x′ ) ⊂ UF ′ , and UF ∩ UF ′ = ∅ where p˜x , p˜x′ are the unique members of G˜ ∩ Ax and G˜ ∩ Ax′ respectively).
Let L be a 2-lynx with respect to q and for each x ∈⋃F , choose A′x ∈ [Ax]<ω such that Lx =∨ A′x ∈ L. Set Ux =⋂{U (x, p): p ∈ A′x}. We show that Ux ∩ Ux′ is empty for each x ∈ F and x′ ∈ F ′ with F = F ′ ∈ F . By assumption, there
is a generic ﬁlter G˜ such that {q, Lx, Lx′ } ⊂ G˜ . It follows then that there are px ∈ A′x and px′ ∈ A′x′ which are also in G˜ .
Since Ux ⊂ U (x, px), Ux′ ⊂ U (x′, px′ ), and U (x, px) ∩ U (x′, px′ ) = ∅ we have that Ux ∩ Ux′ is empty. Therefore setting UF =⋃{Ux: x ∈ F } for each F ∈ F will yield a separation of F . 
A much stronger and less natural notion of a lynx (known as S-lynx) was used to show that if a space was not collec-
tionwise normal, then forcing with a (large enough) poset with an S-lynx would force, and preserve, that the space was
not normal. It would be very interesting to determine if simply the existence of n-lynxes (for some n) can replace the as-
sumption of the existence of S-lynxes. The usual Cohen and random real posets are the only posets that are known to have
S-lynxes. It seemed a good start to see if the weaker notion of lynx would suﬃce to destroy the normality of Fleissner’s
important CH example.
2. Fleissner’s space and normality
We give a slightly different presentation of Fleissner’s normal non-metrizable Moore space and a new proof that it is not
CWN. The new proof is needed to explore the possibility of forcing the space to be not normal.
For each n ∈ ω, ωn1 denotes the collection of functions from the integer n into ω1, and ω<ω1 =
⋃
n ω
n
1. For σ ∈ ω<ω1 , note
that |σ | is the domain of σ . A pair σ ,τ ∈ ωn1 will be said to be entwined (or an entwined pair) which will be denoted
σ ≺e τ if for each 0  i < n − 1, σ(i) < τ(i) < σ(i + 1) < τ(i + 1). Let E be the set of entwined pairs from ω<ω1 , hence
(σ , τ ) ∈ E implies |σ | = |τ |.
The set ωω1 can be endowed with the usual Baire metric topology. The standard base for this topology is the collection
{[σ ]: σ ∈ ω<ω1 } where [σ ] = {x ∈ ωω1 : σ ⊂ x}.
The space X will consist of the point set ωω1 ∪ E and ωω1 will be a closed set inheriting the above metric topology. The
points of E will be isolated and for each σ ∈ ω<ω1 we will deﬁne a clopen set B(σ ) such that B(σ ) \ E = [σ ]. The topology
on X will be generated by the family {B(σ ): σ ∈ ω<ω1 } together with the singleton sets from E .
Next we specify, for each α ∈ ω1, two functions, gα and hα from ω into α + 1. If α = n < ω, we simply let hα(m) =
gα(m) = n. For ω  α, let hα be a bijection from ω onto α. If α is a limit, then we let {gα(n): n ∈ ω} be any strictly
increasing coﬁnal sequence in α, while if α is a successor, then simply deﬁne gα(m) = α.
Since we are assuming CH, the collection
⋃
n[ωn1]ω may be enumerated as {Aα: α ∈ ω1} such that for each α and
σ ∈ Aα , the range of σ is contained in α + ω. For each α ∈ ω1, let nα denote the common value of |σ | for σ ∈ Aα . More
generally for any A,n with A ⊂ ωn1, let nA = n.
For each σ ∈ ω<ω1 and m < |σ | deﬁne
Fσ (m) =
{
α:
(∃i, j < |σ |) (α = hσ( j)(i)) and nα =m}
and Fσ =⋃m<|σ | Fσ (m). For each m < |σ |, let
Iσ (m) ⊂
{
(i, j) ∈ |σ |2: α = hσ( j)(i) ∈ Fσ (m) and Aα ⊂ σ(m)m
}
be any set such that for each α ∈ Fσ (m) there is exactly one (i, j) ∈ Iσ (m) such that Aα = Ahσ( j)(i) = A(σ ,m, i, j). Note that
if σ ⊂ ρ , then Fσ ⊂ Fρ .
We are ready to deﬁne B(σ ):
Deﬁnition 2. ([5, 7.1]) For σ ∈ ω<ω1 , B(σ ) is equal to [σ ] together with all (ρ,η) ∈ E such that
(1) either σ ⊂ ρ or σ ⊂ η,
(2) gρ(0)(i) = gη(0)(i) for each i < |σ |,
(3) if α ∈ Fσ and β ∈ Fρ satisfy Aβ = Aα ∩ (ρ(nα))nα , then
σ  nα ∈ Aα iff ρ  nα ∈ Aα.
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We refer the reader to Fleissner’s article [5] for the proof that this space is a Moore space.
The role of cub’s is quite important in this construction. Recall that C ⊂ ω1 is a cub if it is closed in the order topology
on ω1 and unbounded. It is well known that the intersection of countably many cub’s is again a cub. A set S ⊂ ω1 is
stationary if S ∩ C is not empty for each cub C . The key step in the proof of normality is the following.
Proposition 3. ([5, 7.2]) Let A ⊂ ωn1 be uncountable, the two closed sets
K A =
⋃{[σ ]: σ ∈ A} and LA =⋃{[τ ]: τ ∈ ωn \ A}= ωω1 \ KA
can be separated.
Proof. For each α ∈ ω1, let γα denote the index of the countable set A ∩ αn , i.e. Aγα = A ∩ αn . There is a cub C such that
for each γ ∈ C and α < γ , γα < γ . Fix such a cub C . For each x ∈ ωω1 , we now choose kx ∈ ω \n+2 and set σx = x  kx with
the intention of separating the two closed sets KA and LA .
For each i  n, let δix =minC \ {x(m)+ 1: m i}, and ﬁnd jix ∈ ω such that hδix( jix) = x(0). If x is not a strictly increasing,
choose any kx > n + 2 large enough so that there are i < j < kx such that x(i) x( j). If x is strictly increasing and there is
an i  n + 1 such that δi+1x = δix , then let ix denote such an i. In this case, say that x is slow. Otherwise, let ix = n + 2 and
say that x is fast.
Choose kx > n + 3 large enough so that for each i  n + 2 and each α = x(0) in {hδix(m): m < jix < kx}, either
gx(0)(kx − 1) > α or x(0) < gα(kx − 1). It follows that for x, y ∈ ωω1 such that there is some i, j  n + 2 with δ = δix = δ jy
and x(0) < y(0), then B(x  kx) ∩ B(y  ky) is empty. To see this note that if h−1δ (y(0)) < h−1δ (x(0)) then gy(0)(kx−1) > x(0),
otherwise gy(0)(ky−1) > x(0).
If x is not increasing or if δnx = δn+2x (implying that x is slow), there is no further demand on kx . Otherwise we
have that x(n) < δnx < x(n + 2) hence by the construction of C , we have that the set Ax = A ∩ x(n)n is in the col-
lection {Aβ : β < x(n + 2)}. Therefore, we may assume that kx is large enough so that with σ = x  kx , we have that
Ax ∈ {Aβ : β ∈ Fσ }.
Fact 1. If x, y ∈ ωω1 and |KA ∩ {x, y}| = 1, then B(x  kx) ∩ B(y  ky) is empty.
Proof. Let k = min{kx,ky} > n and σ = x  k and τ = y  k. Naturally we have that [σ ] ∩ [τ ] is empty. If σ ⊀e τ , then
B(σ ) ∩ B(τ ) is also empty, so we may assume that σ ≺e τ , hence x(0) < y(0). As we saw above, if δn+1x = δny , then
B(σ ) ∩ B(τ ) is empty. Therefore we may assume that δn+1x > δny , from which it follows that δnx < δn+2x and δny < δn+2y .
Therefore Ax ∈ Fσ and Ay ∈ Fτ , and Ay ∩ (x(n))n = Ax . This is where the third condition in the deﬁnition of B(σ ) and B(τ )
enters since we have that
σ  n ∈ Aα iff τ  n ∈ Aα
fails to hold where α ∈ Fτ is such that Ay = Aα . 
This completes the proof of Proposition 3. 
Corollary 4. ([5, 7.2]) The Continuum Hypothesis implies that X is normal.
3. Stationary sets, stafull, and CWN
Deﬁnition 5. A set T ⊂ ω<ω1 will be said to be stafull if there is an n ∈ ω such that T ⊂ ωn1 and for each σ ∈ T and k < n,
the set
S(T , σ  k) = {α: (∃τ ∈ T ) τ (k) = α and τ  k = σ  k}
is stationary. Let T ↓ = {τ  j: j  |τ | and τ ∈ T }. Say that T is “stafull above t ∈ ω<ω1 ” if there is a stafull set T˜ with t ∈ T˜ ↓
and {τ ∈ T˜ : t ⊂ τ } ⊂ T . For t ∈ ω<ω1 and α ∈ ω1, we use tα to denote the obvious extension t′ of t such that t′(|t|) = α.
In this section we will give a new and more diﬃcult proof of the following fact (see Theorem 22). We will also explore
more properties of stafull sets.
Proposition 6. ([5, 7.3]) If T ⊂ ω<ω1 is stafull, then there are distinct σ ,τ ∈ T such that B(σ ) ∩ B(τ ) is not empty. In fact, there is
a stationary subset S of S(T ,∅), such that for any inﬁnite A ⊂ S, there are such σ , τ with σ(0), τ (0) ∈ A.
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⋃{[t]: t ∈ T } ⊃ Y , equivalently, if for each y ∈ Y , there is an n such that
y  n ∈ T . We will say that Y ⊂ ωω1 is stationary if for each T ⊂ ω<ω1 which covers Y , there is a stafull T ′ ⊂ T . Say that
a point y ∈ ωω1 is C-separated if for each i ∈ ω, there is a δ ∈ C such that y(i) < δ  y(i + 1).
Proposition 7. If Y ⊂ X is such that there is a cub C such that no y ∈ Y ∩ ωω1 is C-separated, then Y is metrizable.
Proof. It suﬃces to show that Y ∪ E is CWN, so let F be a discrete family of closed subsets. Since Y \ E has the usual
product topology on ωω1 , there is a family T ⊂ ω<ω1 such that {[σ ]: σ ∈ T } covers Y \ E and, for each σ ∈ T , there is at
most one F ∈ F such that [σ ] ∩ F is not empty. By possibly extending the σ ∈ T we may also assume that B(σ ) ∩ F is
empty for all F ∈ F such that [σ ] ∩ F is empty.
Since no y ∈ Y is C-separated, we may further suppose that for each σ ∈ T there is iσ < |σ | such that (σ (iσ ),σ (1+ iσ ))
is disjoint from C . For each i  1+ iσ , let δiσ =min(C \ σ(i)) and jiσ ∈ ω be such that hδiσ ( jiσ ) = σ(0).
Finally, we may ensure also that |σ | is large enough so that for each i  1 + iσ , we have that jiσ < |σ | and for each
α = σ(0) in {hδix(m): m < jiσ }, either gσ(0)(|σ | − 1) > α or σ(0) < gα(|σ | − 1).
The proof proceeds just as in Proposition 3 in the case when each of σ and τ are slow since we again have: if i + 1 =
iσ  iτ , then δi+1σ = δiτ ; if i + 1= iτ  iσ , then δiσ = δiτ . 
Proposition 8. If Y ⊂ ωω1 is stationary, then Y ∪ E is not CWN.
Proof. We consider the family {Yα: α < ω1} \ {∅} where Yα = {y ∈ Y : y(0) = α} = [{(0,α)}] ∩ Y . This a discrete family of
closed subsets of Y ∪ E and assume that {Uα: α ∈ ω1} is a separation. For each y ∈ Y , ﬁx ny such that B(y  ny) ⊂ U y(0) .
Clearly T = {y  ny: y ∈ Y } is a cover of Y and by assumption T contains a stafull subset T ′ . By Proposition 6, there are
σ = τ ∈ T ′ such that B(σ )∩ B(τ ) is not empty. It follows that σ(0) = τ (0), and we have that Uσ(0) ∩Uτ (0) is not empty. 
Proposition 9. The full set ωω1 is stationary and so X is not CWN.
Proof. See Lemma 25. 
Our approach for proving Proposition 6 will result from a more detailed analysis of when two basic open sets meet. We
will need this for the results in the next section.
Deﬁnition 10. If T ⊂ ωn1 is stafull, (m, i, j) ∈ n3, and t ∈ T ↓ , we deﬁne indexed collections I(T , t,m) ⊂ n2 and {A(T , t,m, i, j):
i, j ∈ I(T , t,m)}
• if t = σ ∈ T , then I(T , t,m) = Iσ (m), and A(T , t,m, i, j) = A(σ ,m, i, j) for (i, j) ∈ It(m),
• if t ∈ T ↓ and there is some A such that for each t ⊂ σ ∈ T , (i, j) ∈ Iσ (m) and A ∩ σ(m)m = A(σ ,m, i, j), then (i, j) ∈
I(T , t,m) and A(T , t,m, i, j) = A.
We let A(T , t,m) = {A(T , t,m, i, j): (i, j) ∈ I(T , t,m)} A(T , t) =⋃m<n A(T , t,m). For the case that t = τ ∈ T , there is no
need to mention T since it does not depend on T ; i.e. A(τ ,m) = A(T , τ ,m), etc. Also we deﬁne I+(T , t,m) to be the set of
(i, j) and A+(T , t) to be the set of A such that (i, j) ∈ I(T˜ , t,m) and A ∈ A(T˜ , t) for some T˜ ⊂ T which is stafull above t .
Lemma 11. If T is stafull, t ∈ T ↓ and B is a countable family of sets such that B ∩ A+(T , t) is empty, then there is a T˜ ⊂ T which is
stafull above t such that B ∩ A+(T , t′) is empty for all t ⊂ t′ ∈ T˜ ↓ .
Proof. Let t ∈ T ↓ . We proceed by induction on |σ | − |t| where σ is any member of T . By the deﬁnition A+(T , t), it
follows that for each B ∈ B, the set {ξ ∈ S(T , t): B ∈ A+(T , tξ)} is non-stationary. Therefore, there is a single cub C such
that B is disjoint from A+(T , tξ) for each ξ ∈ C ∩ S(T , t). By the inductive hypothesis, for each ξ ∈ C ∩ S(T , t), there
is a Tξ ⊂ T which is stafull below tξ such that B is disjoint from A+(Tξ , t′) for all t′ ∈ T ↓ξ . It is easily checked that
T ∗ = {τ ∈ T : t ⊂ τ and τ (|t|) ∈ C} is the desired stafull below t set. 
Deﬁnition 12. A stafull T is homogeneous if for each σ ,τ ∈ T and for each m, i < |σ |
(1) gσ(0)(i) = gτ (0)(i),
(2) I(T , τ  i,m) = I(T , σ  i,m) = I+(T , σ  i,m),
(3) for each A ∈ A(T ,∅, i)
σ  i ∈ A iff τ  i ∈ A,
(4) for each s, t ∈ T ↓ with s ≺e t , A(T , t) ∩ A(T , s) is equal to A(T ,∅).
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addition T˜ is homogeneous.
Lemma 14. Let T be stafull and t ∈ T ↓ . If for each τ ∈ T with t ⊂ τ , we are given some ρτ ∈ (τ (m))m (where m |t|), then there is
a T˜ which is stafull above t and a single ρ such that ρτ = ρ for all t ⊂ τ ∈ T˜ .
Proof. This is a routine (repeated) application of the pressing down lemma. 
Lemma 15. Each stafull T contains a homogeneous stafull subset.
Proof. Fleissner shows that any stafull set has a stafull subset satisfying the ﬁrst condition of Deﬁnition 12. This of course
easily follows from Lemma 14.
For any m < n and any (i, j) ∈ I+(T ,∅,m) \ I(T ,∅,m), we can shrink T to some T˜ ⊂ T such that (i, j) ∈ I(T˜ ,∅,m). For
each t ∈ T˜ ↓ and each m, I+(T˜ , t,m) will be a, possibly proper, subset of I+(T , t,m). Therefore, repeating this a ﬁnite number
of times, we can thus assume that I+(T ,∅,m) = I(T ,∅,m) for each m < n. We can then do the same for each t ∈ T ↓ by
induction on |t|. Therefore we can now assume that A(T , t) = A+(T , t) for all t ∈ T ↓ .
Now for each t ∈ T ↓ , the collection
B =
⋃{A+(T , s): s ∈ T ↓ ∩ (max(t))<ω} \ A+(T , t)
is countable, hence by Lemma 11 we can, by induction on |t| shrink T so as to have that A(T , t′) is disjoint from B for all
t ⊂ t′ ∈ T ↓ . This will ensure that condition (4) of Deﬁnition 12 will hold.
Now suppose that A ∈ A(T ,∅) with A ⊂ ωm1 . Let T (A,0) be those τ ∈ T such that τ m ∈ A and let T (A,1) = T \ T (A,0).
It is a simple matter to prove, by induction on n− |t|, that at least one of T (A,0) and T (A,1) is stafull above t . Simply, for
e = 0,1, if the set {ξ ∈ S(T , t): T (A, e) is stafull above tξ} is stationary, then T (A, e) is stafull above t . Then, replacing T
by a subset of either T (A,0) or T (A,1) which is stafull above ∅ and repeating this for each A ∈ A(T ,∅) will satisfy
condition (3) of Deﬁnition 12.
Finally, we can thin T down one more time using Lemma 14 to ensure that the ﬁrst inequality of (2) in Deﬁnition 12
will hold. 
If T is a homogeneous stafull set, we can safely remove A(T ,∅) from consideration.
Deﬁnition 16. If T is a stafull set we deﬁne, for t ∈ T ↓ and m ∈ ω, the set B(T , t) to be {A(T , t,m, i, j): (i, j) ∈ I(T , t,m) \
I(T ,∅,m)}.
Lemma 17. Let T be a homogeneous stafull set and ﬁx τ ∈ T . For each m < |τ |, t = τ m and (i, j) ∈ I(T , τ ,m) \ I(T , t,m), there is
a ρ ∈ ωm1 such that each of T0 = {σ ∈ T : ρ ∈ A(σ ,m, i, j)} and T1 = {σ ∈ T : ρ /∈ A(σ ,m, i, j)} are stafull above t.
Proof. Fix an integer m < |τ | and (i, j) ∈ I(T , τ ,m) \ I(T , t,m). We can proceed by induction on |τ | − |t|. If for some
ξ ∈ S(T , t), (i, j) ∈ I(T , tξ,m), then (i, j) ∈ I(T , tξ,m) for all ξ ∈ S(T , t) since T is homogeneous. In this case, for each
ξ ∈ S(T , t), let Aξ = A(T , tξ,m, i, j) ⊂ t(m)m . Otherwise, we have that for each ξ ∈ S(T , t), (i, j) /∈ I(T , tξ,m) and there
is a ρξ as in the statement of the lemma. We can pass to a stafull above t subset with the same value of ρ by Lemma 14.
Again, if we have Aξ for each ξ ∈ S(T , t) and if there is any ρ ∈ t(m)m such that ρ ∈ Aξ for stationarily many ξ and ρ /∈ Aξ
for stationarily many ξ , then we again have our desired value for ρ . Therefore we must have that for each ρ ∈ t(m)m , there
is a cub C such that either ρ ∈ Aξ for all ξ ∈ C ∩ S(T , t) or ρ /∈ Aξ for all ξ ∈ C ∩ S(T , t). By intersecting these countably
many cub sets, we have a single C such that for each ρ ∈ t(m)m , either ρ ∈ Aξ for all ξ ∈ C ∩ S(T , t) or ρ /∈ Aξ for all
ξ ∈ C ∩ S(T , t). It is easy now to see that A = {ρ: ρ ∈ Aξ for each ξ ∈ C ∩ S(T , t)} satisﬁes that A ∩ t(m)m = Aξ for all
ξ ∈ C ∩ S(T , t), which would place (i, j) ∈ I(T , t). 
By applying this lemma ﬁnitely many times we obtain the following corollary.
Corollary 18. If T is a homogeneous stafull set, t ∈ T ↓ , m < |t|, there is a ﬁnite set H ⊂ t(m) such that for any family B of subsets
of Hm with |B|  n2 , there is a subset T˜ ⊂ T which is stafull above t such that for any t ⊂ τ ∈ T˜ and (i, j) ∈ Iτ (m) \ I(T , t,m),
A(τ , i, j) ∩ H /∈ B.
Lemma 19. If H is a ﬁnite subset of ω1 , t ∈ T ↓ , then there is a T˜ ⊂ T which is stafull above t such that for all τ , τ ′ ∈ T˜ which extend t,
and all m and (i, j) ∈ I(τ ,m) = I(τ ′,m)
A(τ ,m, i, j) ∩ Hm = A(τ ′,m, i, j) ∩ Hm.
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tion B of subsets of ζmt , there is a T˜ ⊂ T , stafull above t, such that for each ξ ∈ S(T˜ , t) and each (i, j) ∈ I(T , tξ,m) \ I(T , t,m) and
each τ ⊃ t in T˜ , A(τ ,m, i, j) ∩ (ζt)m is not in B.
Proof. For any ξ ∈ S(T , t), let tξ denote tξ and set I = I(T , tξ,m) \ I(T , t,m). For a set B, say that tξ has something
above B if there is a ζ  ξ and (i, j) ∈ I such that A(T , tξ ,m, i, j) ∩ ζm ∈ B.
It is easy to see that it is suﬃcient to show that there is a ζt such that for each ﬁnite family B of subsets of ζmt , such
that the set of ξ ∈ S(T , t) such that tξ does not have something above B is stationary. We can assume, by induction on |I|,
that for each stationary S ⊂ S(T , t) and (i, j) ∈ I , that this is true for the family with each A(T , tξ ,m, i, j) removed.
Suppose at one extreme that there is a stationary set S ⊂ S(T , t) such that there is some ζ such that for each B ⊂ ζm
and each (i, j) ∈ I the set of ξ ∈ S such that B = A(T , tξ ,m, i, j)∩ ζm is non-stationary; then the conclusion holds for ζt = ζ .
Therefore assume there is no such S or ζ .
For each ξ ∈ S(T , t), deﬁne
S(ξ, i, j, i′, j′) = {ζ ∈ S(T , t): A(T , tζ ,m, i′, j′) ∩ ξm = A(T , tξ , i, j)}
and S(ξ) = S(T , t) \⋃{S(ξ, i, j, i′, j′): i, j, i′, j′ ∈ I}.
Next we need the following fact.
Fact 2. For any stationary S ⊂ S(T , t), there are stationarily many ξ ∈ S such that S \⋃{S(ξ, i, j, i′, j′): (i, j), (i′, j′) ∈ I} is station-
ary.
Proof. If the fact fails for S then we may assume that for each ξ ∈ S , the set S(ξ) ∩ S is non-stationary. Fix an ul-
traﬁlter U on ω1 which extends the ﬁlter {C ∩ S: C ⊂ ω1 is a cub}. Therefore, for each ξ , there is some (i, j, i′, j′)
such that S(ξ, i, j, i′, j′) ∈ U . Also there is some ﬁxed (i, j, i′, j′) such that there is some stationary set U ∈ U such that
S(ξ, i, j, i′, j′) ∈ U for all ξ ∈ U . If ξ < γ are in U , then there is some ζ ∈ S(ξ, i, j, i′, j′) ∩ S(γ , i, j, i′, j′), hence
A(ζ,m, i, j) ∩ ξm = A(ξ,m, i, j)
from which it follows that
A(T , t,m, i, j) =
⋃
ξ∈U
A(T , tξ ,m, i, j) ∈ A+(T , t,m, i, j).
However this of course contradicts that (i, j) /∈ I(t,m). 
Given a stationary set S ⊂ S(T , t) and the stationary set S ′ ⊂ S from Fact 2, for each ξ ∈ S ′ there is, by the pressing
down lemma, a ζξ < ξ such that there is still a stationary set of η ∈ S such that tη does not have something above the set
{A(T , tξ ,m, i, j) ∩ ζξ : (i, j) ∈ I}. Again by the pressing down lemma, we can assume that ζξ = ζ is the same for all ξ ∈ S ′ .
Finally, recall that there must be some B ∈ ζm such that stationarily many ξ ∈ S ′ have something above B . Since we have it
for any such ξ ∈ S ′ , we have that the set of η ∈ S which have nothing above B is also stationary.
Repeating this process, there are B0, . . . , Bn2 and stationary sets S0, . . . , Sn2 , and an increasing sequence of ordinals{ζi: i  n2} such that for each i  j  n2 and ξ ∈ S j , tξ has something above Bi if and only if i = j.
Apply the induction hypothesis to each Si , to choose a stationary set S ′i ⊂ Si and a ζ ′i  ζi such that for any family Bi of
at most n2 many subsets of ζmi , there is a stationary set of elements of S
′
i which have nothing above Bi except the part that
is already above Bi (i.e. pass to an I ′ ⊂ I by removing the part of tξ which is above Bi). Let ζt be the maximum of the ζi ’s
and suppose that B is a family of at most n2 many subsets of ζmt . If there is an i such that B has nothing above Bi , then
there is a suitable stationary subset of S ′i . On the other hand, for each i < j, B j is not above Bi , hence there must be such
an i. 
We are now ready to prove
Lemma 21. If T is a homogeneous stafull set and s ≺e t, both in T ↓ , are such that for all σ ≺e τ in T with s ⊂ σ and t ⊂ τ , and all
(i, j) ∈ Iτ (m) \ I(T ,∅,m) with m < |s|, A(τ ,m, i, j)∩ σ(m)m /∈ A(T , σ ). Then there is a stafull T˜ ⊂ T with s, t ∈ T˜ ↓ and extensions
s′ ≺e t′ ∈ T˜ ↓ of s, t respectively such that for all σ ≺e τ in T˜ with s′ ⊂ σ and t′ ⊂ τ , and all (i, j) ∈ Iτ (m) \ I(T ,∅,m) with m |s|,
A(τ ,m, i, j) ∩ σ(m)m = A(σ ,m, i, j).
Proof. We begin with s, t ∈ T as per the hypothesis. Let m = |s| and let I ′ = I(T , sξ,m) for any ξ ∈ S(T , s). Since T is
homogeneous, I ′ is also equal to I(T , tξ,m) for any ξ ∈ S(T , t). We will shrink T to a subset which is still stafull above
each of s and t as follows.
By applying Lemma 11, we may assume that A(T , σ )∩(A(T , t)\A(T ,∅)) is empty for all σ ⊃ s in T . Recall that A(T , s)∩
(A(T , t)\A(T ,∅)) is empty because s ≺ t and T is homogeneous. It thus follows that for all (i, j) ∈ I(T , t,m)\ I(T ,∅,m) and
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since we will have that A(T , t,m, i, j) ∩ τ (m)m = A(τ ,m, i, j).
By Corollary 18 (applied to all sξ , ξ ∈ S(T , s)) and the pressing down lemma, we can shrink T above s so that there is
a single ﬁnite set Hs ⊂ ω1 which satisﬁes Corollary 18 for sξ for all ξ ∈ S(T , s).
Now apply Lemma 19 so as to assume that B0 = {A ∩ Hms : A ∈ A(τ ,m)} is the same set for all τ ⊃ t . Then apply
Corollary 18 and pass to a stafull above s subset such that A ∩ Hms /∈ B0 for all σ ⊃ s and all A = A(σ ,m, i, j) for (i, j) ∈
I(σ ,m) \ I ′ .
Similarly select a ﬁnite Ht (and a stafull above t subset) so as to satisfy Corollary 18 for all tξ and ξ ∈ S(T , t). Again
apply Lemma 19 so as to assume that B1 = {A ∩ Hmt : A ∈ A(T , σ ,m)} is the same set for each σ ⊃ s. Pass to a stafull
above t subset so that A ∩ Hms /∈ B1 for all τ ⊃ t and all A = A(τ ,m, i, j) for (i, j) ∈ I(τ ,m) \ I ′ .
Now with the stafull subset that we have currently constructed, we will have that if τ ⊃ t and σ ⊃ s, and if there are
(i, j), (i′, j′) ∈ I(τ ,m) = I(σ ,m) such that
A(τ ,m, i, j) ∩ σ(m)m = A(σ ,m, i′, j′)
then both (i, j) and (i′, j′) will be in I ′ .
Select the appropriate value ζt for t (in this new stafull set) according to Lemma 20. Let ξ0 > ζt be any member of S(T , s)
(in the presently chosen stafull set). Notice that the value of the set B2 = {A(σ ,m, i′, j′)∩ ζmt : (i′, j′) ∈ I ′} is the same for all
σ ⊃ sξ0 = s′ since I ′ = I(T , sξ ,m). Applying Lemma 20 to the family B2, we can select a ξ1, and a stafull above t′ = tξ1
subset T˜ of T such that A ∩ ζmt /∈ B2 for all A ∈ {A(τ ,m, i, j): (i, j) ∈ I ′}. This completes the construction. 
Our main result is the following strengthening (because α, β are arbitrary) of Proposition 6.
Theorem 22. If T is a homogeneous stafull set and α < β are both in S(T ,∅), then there are σ ,τ ∈ T such that σ(0) = α, τ (0) = β ,
and B(σ ) ∩ B(τ ) is not empty.
Proof. Repeatedly apply Lemma 21. 
4. Lynxes
Questions remain as to which posets have lynxes and it is reasonable to conjecture that any poset which does have a
2-lynx must be ccc. A close connection exists between posets having lynxes and σ -compact spaces having remote points.
We were surprised to discover in [2] that there was a space with remote points which did not have any ccc open subsets.
This space was constructed from a poset constructed by Baumgartner which was proper but not ω-proper. Until now we
had not been able to determine if this poset had 2-lynxes, so it seems to be an interesting application of this analysis of
Fleissner’s Moore space. If a poset is ω-proper [6] then every cub in the extension contains inﬁnite sets from the ground
model. It is well known of course that if a poset is ccc then every cub in the extension contains a cub from the ground
model. We do not know if failing to be ω-proper is suﬃcient for the next result, but it is easily seen that Baumgartner’s
poset adds a cub C such that no x ∈ ωω1 from the ground model is C-separated.
When we speak of a topological space from one universe V of sets in a larger universe, the understanding is that the
base set of points is unchanged and any base from the ground model for the topology will generate the desired topology in
the extension.
Proposition 23. If a poset P adds a cub C ⊂ ω1 with the property that no x ∈ ωω1 ∩ V is C-separated, then P does not have 2-lynxes.
Proof. The space X from the previous section (without appeal to CH) has an unseparated family {[(0,α)]: α ∈ ω1} which, by
Proposition 1 should remain unseparated. However by Proposition 7, the subspace Y = E ∪ (ωω1 ∩ V ) will be metrizable. 
Let us remark that if t ∈ ω<ω1 and T ⊂ ω<ω1 , then the property of T not being stafull above t cannot be changed by any
forcing since all forcings preserve when a set is not stationary.
Lemma 24. If P is a poset which has 2-lynxes, then forcing with P will:
(1) preserve stationarity of subsets of ω1;
(2) not add new branches to trees of height ω1 [1, 3.1];
(3) preserve the homogeneity of stafull subsets of ω<ω1 .
Proof. Item (2) was proven in the cited reference. A proof of item (1) gives the ﬂavor and is much simpler. Suppose that C˙
is a P -name of a cub which is forced by p ∈ P to miss a stationary set S . Let L be a 2-lynx with respect to p. For each
δ ∈ S , there is a P -name of an ordinal, γ˙δ , such that p forces that C˙ ∩ (γ˙δ, δ) is empty. There is member Lδ of the lynx and
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δ ∈ S , Hδ ⊂ g(δ). Fix any ζ such that g−1(ζ ) is stationary. Again there is a member L of the lynx and a ﬁnite set H such
that L forces that the minimum member of C˙ \ ζ + 1 is in H . If δ ∈ S is above H , then L and Lδ are clearly incompatible,
contradicting that P has a 2-lynx.
We prove the third item. Assume that T ⊂ ω<ω1 is homogeneous and stafull. Since S(T , t) remains stationary for each
t ∈ T ↓ , it follows that T remains stafull. Suppose that t ∈ T ↓ is such that I(T , t′,m, i, j) is still equal to I+(T , t′,m, i, j) for
all t ⊂ t′ ∈ T ↓ . We show that this is true for t as well. Assume that (i, j) ∈ I+(T , t,m) \ I(T , t,m) and that A = A(T˜ , t,m, i, j)
for some T˜ ⊂ T which is stafull above t . If A was a set from the ground model then the set T̂ = {σ ∈ T : A ∩ σ(m)m =
A(T , σ ,m, i, j)} is not stafull above t . Clearly then T˜ is also not stafull above t since each t ⊂ τ ∈ T˜ is in T̂ . On the other
hand, if A was not in the ground model, then it would be a new coﬁnal branch through the tree{
A(T , σ ,m, i, j): σ ∈ T }
where the tree is ordered by inclusion. 
Lemma 25. If P is ω-proper, then in the extension obtained by forcing with P , the set ωω1 ∩ V is stationary, hence the space X ∩ V
remains non-metrizable.
Before proving this lemma we ﬁnd a reformulation of stafull.
Proposition 26. A set T ⊂ ωn1 contains a stafull subset if and only if for each cub C ⊂ ω1 there is an increasing t ∈ T ∩ Cn.
Proof. It is immediate that if T is stafull and C ⊂ ω1 is cub, then there is an increasing t ∈ T ∩ Cn . For the other direction,
let T ⊂ ωn1 and for each t ∈ T and k ∈ ω such that S(T , t  k) is not stationary, ﬁx C(T , t  k) be a cub which is disjoint from
it. Note that in this case if σ ∈ ωn1 is such that t  k ⊂ σ and σ(k) ∈ C(T , t  k), then σ /∈ T . If S(T , t  k) is stationary, let
C(T , t  k) be any cub. We show that C (the diagonal intersection){
λ ∈ ω1:
(∀t ∈ λ<n) λ ∈ C(T , t)}
is closed and unbounded. If C is coﬁnal in μ and t ∈ μ<n , then clearly C \max t is contained in C(T , t), hence λ ∈ C(T , T ).
Therefore C is closed. To see that C is unbounded, ﬁx any μ0. Since the family {C(T , t): t ∈ μ<n0 } is countable, there is
some μ1 > μ0 in each of them. Inductively choose μk+1 > μk so that μk+1 is in C(T , t) for each t ∈ μ<nk . Clearly the
supremum, λ, of the sequence {μk: k ∈ ω} is in C .
Suppose that t ∈ T ∩Cn is an increasing sequence and let k < n. Since t(k) ∈ C(T , t  k) and t ∈ T , it follows that S(T , t  k)
is stationary. This shows that T ′ = {t ∈ T ∩ Cn: t is increasing} is stafull. 
Proof of Lemma 25. It suﬃces by Proposition 8 to show that Y = V ∩ ωω1 remains stationary, so assume that T ⊂ ω<ω1 is
a cover of Y . If T ∩ ωn1 does not contain a stafull subset, then there is a cub Cn such that T ∩ Cnn contains no increasing
members. Set C =⋂n Cn and, since C contains an inﬁnite set from V , there is a strictly increasing sequence y ∈ ωω1 ∩ Cω
also from V . Since T is a cover of Y , there is an n such that y  n ∈ T contracting the choice of Cn . 
Our main result is that a large ccc poset with lynxes will not preserve the normality of Fleissner’s space X (see Theo-
rem 28). Because of the well-known results on posets with S-lynxes we know that if we add many Cohen or random reals
then the normality of X is not preserved. It is worth considering the case of just adding one Cohen or one random real; but
the latter we must leave as an open question.
Proposition 27. If the ground model satisﬁes CH and X is Fleissner’s normal Moore space, then the poset for adding a single Cohen real
preserves that X is normal.
Proof. The proof that X is normal in the ground model easily adapts to prove that it is normal in the extension by a single
Cohen real since every subset of X in the extension is a countable union of subsets from the ground model. 
Theorem 28. If P is ccc, |P | > c, and assume that P preserves homogeneity of stafull subsets of ω<ω1 (e.g. if P has 2-lynxes), then in
the extension obtained by forcing with P , the ground model space X ∩ V is not normal.
Proof. We may assume that P ∪ {0} is a complete Boolean algebra. Since P is ccc and |P | > c, there is an element a ∈ P
such that for all b < a, the set {p ∈ P : p < b} has cardinality greater than c.
Again using that P is ccc it is easily seen that each subset of P of cardinality at most c is contained in some complete
sub-Boolean algebra (or poset) Q of cardinality at most c. Given such a Q and p ∈ P , one deﬁnes prQ (p) =
∧{q ∈ Q : p  q}
and notes that p ∧ q = 0 for all q ∈ Q such that prQ (p) ∧ q = 0.
A. Dow / Topology and its Applications 156 (2009) 1361–1370 1369Say that an element q ∈ Q is Q -reaped by p ∈ P if for each r < q in Q , each of p ∧ r and (q − p) ∧ r are greater than 0.
It is easily checked that for each p ∈ P \ Q , the non-zero element q = prQ (p) ∧ prQ (prQ (p) − p) is Q -reaped by each of
q∧ p and q− p. Since p could have been taken below any non-zero element of Q , this shows that the set of elements of Q
which can be Q -reaped is dense in Q . Also, any join of an antichain of elements of Q -reaped elements of Q can also be
Q -reaped, so it follows that 1 can be Q -reaped. Say that p reaps Q if 1 is Q -reaped by p.
Recursively choose a sequence of elements bα from P as follows. Having chosen {bβ : β < α}, choose a complete sub-
poset Pα of P such that {bβ : β < α} ⊂ Pα and |Pα | c. Choose any bα ∈ P which reaps Pα .
If P preserves that X is normal (with the ground model topology) then there is a pair of P -names, U˙ and W˙ , which
separates the closed sets
⋃{x ∈ ωω1 ∩ V : bx(0) ∈ G} and ⋃{x ∈ ωω1 ∩ V : bx(0) /∈ G}.
For each δ ∈ ω1, let Bδ denote the complete subposet (Boolean algebra) of P which is generated by
{bα: α < δ} ∪
{
B(σ ) ⊂ U˙∨ B(σ ) ⊂ W˙: σ ∈ δ<ω}.
Now let prδ denote the projection function from P onto Bδ . For each δ, let pδ = prδ(bδ) ∧ prδ(−bδ).
For each x ∈ ωω1 with x(0) = δ there is a σ = x mx such that
0 < pσ = prδ
(
pδ ∧

B(σ ) ⊂ U˙)∧ prδ(pδ ∧ B(σ ) ⊂ W˙) pδ
and set Lσ = pσ ∧ (B(σ ) ⊂ U˙∨ B(σ ) ⊂ W˙ ).
Of course {x mx: x ∈ ωω1 } is a cover of ωω1 , so there is an n and a homogeneous stafull T ⊂ ωn1 ∩ {x mx: x ∈ ωω1 }.
For each t ∈ T ↓ , deﬁne (by reverse recursion)
Lt =
∧{∨{
Ltξ : ξ ∈ S(T , t) ∩ C
}
: C ⊂ ω1 a cub
}
.
Note that for each t ∈ T , Lt > 0 since by the countable completeness of the cub ﬁlter and the fact that P is ccc, there is a
cub C such that Ltξ  Lt for each ξ ∈ C ∩ S(T , t). Another application of the fact that P is ccc tells us that there is a γ < ω1
such that Lt ∈ Bγ . Therefore, it follows that there is a cub C ⊂ ω1 such that Lt ∈ Bδ for all δ ∈ C and t ∈ δn ∩ (T ∪ T ↓).
Fact 3. For each t ∈ T ↓ and δ = t(0), prδ(Lt ∧ bδ) = prδ(Lt − bδ) pδ .
Assume that p ∈ Bδ and that p ∧ (Lt ∧ bδ) = Lt ∧ (p ∧ bδ) = 0. Let S be the stationary set of ξ ∈ S(T , t) such that
p∧(Ltξ ∧bδ) = 0. By induction, p∧(Ltξ −bδ) = 0 for each ξ ∈ S . Therefore p∧(Lt −bδ) = 0. This shows that prδ(Lt ∧bδ)
prδ(Lt − bδ) and the reverse inequality follows by symmetry.
Let T˙ be the P -name for the set {t ∈ T : Lt ∈ G}. Note that for each t ∈ T ↓ , Lt  S(T˙ , t) is stationary. Indeed, for each
p < Lt the set {ξ ∈ S(T , t): p ∧ Ltξ = 0} is stationary by the deﬁnition of Lt . Therefore L∅ forces that T˙ is a homogeneous
stafull set.
For each α ∈ S(T ,∅), let tα denote the member of T ↓ ∩ (ω1)1 such that tα(α) = 0, i.e. tα = {(0,α)}. By Theorem 22, we
have ﬁnished the proof if we show that there are α < β in S(T ,∅) such that
L∅ ∧ Ltα ∧ Ltβ ∧ bα − bβ > 0
which we now do.
There is a β ∈ S(T ,∅) large enough so that
L∅ and
∨
α∈S(T ,∅)
Ltα ∧ bα =
∨
α∈S(T ,∅)∩β
Ltα ∧ bα
are in Bβ . Let p = L∅ ∧∨α∈S(T ,∅)∩β Ltα ∧ bα . Therefore pβ ∧ L∅ ∧ Ltβ ∧ bβ meets p and p ∈ Bβ . That is, (Ltβ ∧ bβ) meets the
element p of Bβ , hence, by Fact 1, we have that (Ltβ − bβ) also meets p. 
In our formulation of a poset having lynxes, we took into account the situation of needing that each downward closed
subposet (factor) should have such lynxes. It is easily seen that this is a necessary strengthening of simply saying that
a poset should have a lynx since the free union of any poset with a poset that does have a lynx will result in a poset
having a lynx in the weak sense. On the other hand if a poset P has lynxes and if Q is a complete subposet of P , it is
natural to expect that the quotient P/Q would also have such a lynx, but we do not know if this is the case. Let us say that
a poset P strongly has n-lynxes if each such quotient (including itself) has n-lynxes. The next theorem is not interesting in
the context of Fleissner’s space since it is CWH in every forcing extension, but this result was the precursor to Theorem 28.
Before proving we establish another property of lynxes that we will need.
Lemma 29. Let P be a ccc poset with a lynx L. Suppose that Q is a complete subposet of P with the property that for each ﬁnite
A ⊂ P , there is a complete subposet Q A ⊃ Q ∪ A and an element p of P which reaps Q A . Then there is an element L of L such that L
reaps Q .
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set b f =∧{(bn) f (n): n ∈ ω} (where b0n = bn and b1n = −bn). Since P is ccc, there is some f such that b f is 0. By renaming,
we may assume that f is constantly 1, hence that
∨
bn = 1. By induction, it is easy to see that the complementary pair∨{bk: k n} and ∧{−bk: k n} reap Q . Since L is a lynx, there is an n such that L =∨{bk: k n} is in L. 
Theorem 30. If P is a ccc poset which strongly has 3-lynxes and if X is a regular space such that forcing with P preserves that X is
normal, then X is κ-CWH for each κ < ℵω1 such that in addition λω < |P | for λ < κ .
Proof. Assume that κ is as given in the statement of the theorem. Assume that D = {dα: α < κ} is a closed discrete subset
of X . We adapt the proof of Theorem 28. In the ﬁrst place we may again assume that for each p ∈ P the cardinality of the
set of elements of P which are below p is larger than κω . Fix a 3-lynx L of P . We again inductively choose a sequence
{bα: α ∈ κ} of members of P and again let Bα be the complete subposet of P generated by {bβ : β < α}. This time we may
apply Lemma 29 so as to also assume that each bα is a member of L.
A generic ﬁlter for P will introduce a new subset I of κ deﬁned as {α: bα ∈ G}; hence κ \ I = {α: −bα ∈ G}. We
consider the disjoint closed sets DI = {dα: α ∈ I} and D \ DI . Our proof (unfortunately) relies on factoring the forcing at
this point. Let Q be the complete subposet of P which is equal to
⋃{Bα: α ∈ κ}, since P is ccc this poset is indeed
a complete subposet. Since we are assuming that P/Q has a 3-lynx, it follows that if DI and D \ DI cannot be separated in
the forcing extension by Q , then they still cannot be in the further forcing extension by P (by Proposition 1). Therefore, for
the remainder of the proof we may assume that P is Q (the projection of the elements of a 3-lynx is again a 3-lynx).
Let U˙ and W˙ be P -names of open subsets of X such that 1 forces that they separate DI and D \ DI . As discussed in
Proposition 1, for any given point d of D , there is a neighborhood Wd of d such that there is an L ∈ L satisfying
L  (Wˇd ⊂ U˙ ) or (Wˇd ⊂ W˙ ).
For each α, choose a neighborhood Wα of dα and Lα ∈ L so that, in addition, πBα (Lα − bα) is in L. There is a cub C
such that for each δ ∈ C and α < δ, the condition Lα is a member of Bδ .
Let α,β ∈ κ be such that there is δ ∈ C such that α < δ  β . We prove that Wα ∩ Wβ is empty. It then follows imme-
diately that so long as each initial segment {dα: α < γ } can be separated, then the entire set D can be separated. Now, by
assumption, πBβ (Lβ − bβ) is a member of L. Also each of bα and Lα are members of L. Therefore Lα ∧ bα ∧ πBβ (Lβ − bβ)
is not 0. Since Lα ∧ bα is a member of Bβ , it also follows that p = Lα ∧ bα ∧ (Lβ − bβ) is not 0. Since p forces that Wα ⊂ U˙ ,
Wβ ⊂ W˙ , and U˙ ∩ W˙ = ∅, it follows of course that Wdα ∩ Wdβ must be empty. 
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