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Uvod
Centralni objekt ovog rada je Poisson-Dirichletova razdioba koju je prvi uveo Kingman
1975. godine. Pokazuje se da su njezine primjene mnogobrojne u podrucˇjima kao sˇto
su populacijska genetika, kombinatorika, teorija brojeva, ekonomija, statistika i druge. U
ovom radu uvest c´emo je kroz dva razlicˇita modela koja je proucˇavao Billingsley u svojoj
knjizi Convergence of Probability Measures iz 1968. i kasnijem izdanju iz 1999. godine.
Prvi model bazira se na proucˇavanju nasumicˇnih permutacija fiksne duljine, koje dolaze
iz uniformne distribucije te na njihovom rastavu na cikluse. Zanimat c´e nas asimptotska
svojstva duljina ciklusa normiranih s duljinom permutacije koja c´e se posebno vazˇnima
pokazati u slucˇaju nekoliko najduljih ciklusa.
Drugi model koji c´emo proucˇavati dolazi iz teorije brojeva, konkretno promatrat c´emo
rastav nasumicˇno odabranog broja iz skupa {1, 2, . . . , n} na proste faktore. Pokazat c´emo
da su asimptotska svojstva skaliranih vrijednosti najvec´ih prostih faktora, nakon logaritmi-
ranja, ista onima u slucˇaju dugih ciklusa.
U poglavlju 1 definirat c´emo pojmove i dokazati alate nuzˇne za razumijevanje nastavka
rada. Buduc´i da se u radu obraduju rezultati iz visˇe matematicˇkih podrucˇja u ovom se
poglavlju povezuju pojmovi iz teorije brojeva, analize, teorije vjerojatnosti i teorije mjere.
U poglavlju 2 detaljno obrazlazˇemo i dokazujemo sve rezultate potrebne kako bi se
objasnilo asimptotsko ponasˇanje slucˇajnih vektora iz dva spomenuta modela. Uvest c´emo
prostor na kojem su promatrani objekti definirani i dokazati da oba modela konvergiraju
prema istoj distribuciji.
U poglavlju 3 pomoc´u ranije pokazanih rezultata definirat c´emo centralni objekt ovog
rada, Poisson-Dirichletovu razdiobu. Pokazat c´emo kako je povezana s Dirichletovom raz-
diobom te pomoc´u nje izvesti formulu za gustoc´u, marginalne gustoc´e i momente Poisson-
Dirichletove razdiobe.
U poglavlju 4 vratit c´emo se originalnim motivacijskim primjerima te argumentirati i
ilustrirati kako se dobiveni rezultati na njih odrazˇavaju.
Svi rezultati bit c´e potkrijepljeni detaljnim objasˇnjenjima i primjerima. Za razumi-
jevanje dokaza teorema u radu potrebno je predznanje iz podrucˇja teorije mjere i teorije
vjerojatnosti.
1
Poglavlje 1
Pripremni rezultati
U ovom poglavlju definirat c´emo pojmove i navesti, a jednim dijelom i dokazati, njihova
svojstva koja c´e se pokazati vazˇnima u nastavku rada.
1.1 Funkcija Γ i njezine primjene
Definicija 1.1. Funkciju Γ : 〈0,∞〉 → R definiramo pomoc´u nepravog Riemannovog
integrala
Γ (t) :=
∞∫
0
xt−1e−xdx. (1.1)
Pokazuje se da je funkcija Γ dobro definirana te da joj se domena mozˇe i prosˇiriti. Za
okvire ovog rada ovakva definicija c´e biti dostatna.
Propozicija 1.2. Funkcija Γ zadovoljava sljedec´e jednakosti
(i) Γ (t + 1) = tΓ (t), za t > 0
(ii) Γ (n + 1) = n!, za n ∈ N
(iii)
Γ (x) Γ (y)
Γ (x + y)
=
1∫
0
ux−1 (1 − u)y−1 du, za x, y > 0.
Dokaz. (i)
Γ (t + 1) =
∞∫
0
xte−xdx =
(−e−xxt)∣∣∣∣∣∞
0
+
∞∫
0
txt−1e−xdx = tΓ (t)
2
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(ii) Buduc´i da je
Γ (1) =
∞∫
0
x0e−xdx =
(−e−x)∣∣∣∣∣∞
0
= 1 (1.2)
koristec´i (i) rekurzivno dobivamo Γ (n + 1) = nΓ (n) = . . . = n!Γ (1) = n!
(iii)
Γ (x) Γ (y) =
∞∫
0
tx−1e−tdt ·
∞∫
0
sx−1e−sds =
"
t,s>0
tx−1e−tsy−1e−sdsdt =
[
f (u, v) = (t, s) = (uv, v (1 − u)) ,
∣∣∣∣∣∣
[
v u
−v 1 − u
]∣∣∣∣∣∣ = v
]
"
0<u<1
0<v
ux−1vx−1e−uvvy−1 (1 − u)y−1 e−v(1−u)v dudv =
1∫
0
∞∫
0
ux−1 (1 − u)y−1 vx+y−1e−v dv du =
1∫
0
ux−1 (1 − u)y−1 du
∞∫
0
vx+y−1e−vdv =
1∫
0
ux−1 (1 − u)y−1 du · Γ (x + y) .
Dijeljenjem izraza s Γ (x + y) slijedi tvrdnja propozicije.

Oznacˇimo s Bk (x) ⊂ Rk definiran na sljedec´i nacˇin
Bk (x) :=
(t1, . . . , tk) ∈ Rk : t1, . . . , tk > 0, k∑
i=1
ti < x
 .
Uz ovu definiciju vrijedi sljedec´i teorem
Teorem 1.3. Neka je dana funkcija f : R→ R i α1, . . . αk > 0, k ∈ N, tada vrijedi∫
Bk(x)
f (t1 + . . . + tk) t
α1−1
1 . . . t
αk−1
k dt1 . . . dtk =
Γ (α1) . . . Γ (αk)
Γ (α1 + . . . + αk)
x∫
0
f (t) t
∑k
i=1 αi−1dt. (1.3)
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Dokaz. Tvrdnju pokazujemo matematicˇkom indukcijom. Za k = 1 tvrdnja trivijalno sli-
jedi. Za k = 2 vrijedi∫
t1,t2>0
t1+t2<x
f (t1 + t2) t
α1−1
1 t
α2−1
2 dt1dt2 =
[
f (s1, s2) = ((1 − s1) s2, s1s2) ,
∣∣∣∣∣∣
[−s2 1 − s1
s2 s1
]∣∣∣∣∣∣ = −s2
]
(Uocˇimo da uvjet t1 + t2 < x povlacˇi s2 = (1 − s1) s2 + s1s2 < x.)∫
0<s1<1
0<s2<x
f (s2) (1 − s1)α1−1 sα1−12 sα2−11 sα2−12 |−s2| ds1ds2 =
1∫
0
(1 − s1)α1−1 sα2−11 ds1
x∫
0
f (s2) s
α1+α2−1
2 ds2
1.2
=
Γ (α1) Γ (α2)
Γ (α1 + α2)
x∫
0
f (t) tα1+α2−1dt.
Pretpostavimo sada da tvrdnja vrijedi za svaki k < n te pokazˇimo da vrijedi za n. Buduc´i
da su slucˇajevi n = 1, 2 vec´ pokazani pretpostavimo da je n > 2. Oznacˇimo s a = t3 + . . . tn
tada je∫
Bn(x)
f (t1 + t2 + a) t
α1−1
1 t
α2−1
2 . . . t
αn−1
n dt1dt2 . . . dtn
n−2>0
=
∫
Bn−2(x)
tα3−13 . . . t
αn−1
n
∫
t1,t2>0
t1+t2<x−a
f (t1 + t2 + a) t
α1−1
1 t
α2−1
2 dt1dt2 dt3 . . . dtn =
(Primjenimo li slucˇaj k = 2 uz x˜ = x − a i f˜ (t) = f (t + a).)
Γ (α1) Γ (α2)
Γ (α1 + α2)
∫
Bn−2(x)
tα3−13 . . . t
αn−1
n
x−a∫
0
f (t + a) tα1+α2−1dt dt3 . . . dtn =
Γ (α1) Γ (α2)
Γ (α1 + α2)
∫
Bn−1(x)
f (t + t3 + . . . tn) t(α1+α2)−1t
α3−1
3 . . . t
αn−1
n dtdt3 . . . dtn
po pretpostavci indukcije
=
Γ (α1) Γ (α2)
Γ (α1 + α2)
· Γ (α1 + α2) Γ (α3) . . . Γ (αn)
Γ ((α1 + α2) + α3 + . . . + αn)
x∫
0
f (t) t(α1+α2)+
∑k
i=3 αi−1dt =
Γ (α1) . . . Γ (αn)
Γ (α1 + . . . + αn)
x∫
0
f (t) t
∑n
i=1 αi−1dt.
Po principu matematicˇke indukcije slijedi tvrdnja teorema za svaki k ∈ N. 
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U radu c´emo cˇesˇc´e koristiti sljedec´i korolar.
Korolar 1.4. Neka je dana funkcija f : R→ R, α > 0 i k ∈ N, tada vrijedi
∫
Bk(x)
f (t1 + . . . + tk) (t1 . . . tk)αk−1 dt1 . . . dtk =
Γk (α)
Γ (kα)
x∫
0
f (t) tkα−1dt.
Dokaz. Tvrdnja slijedi izravno iz (1.3) ako uzmemo α1 = . . . = αk = α > 0. 
Mozˇe se pokazati da je funkaicja Γ definirana pomoc´u (1.1) analiticˇka, sˇto c´e se kas-
nije pokazati vazˇnim. Uz nju vezˇemo i pojam Euler-Mascheronove konstante γ. Nu-
mericˇkim metodama mozˇe se odrediti njezina priblizˇna vrijednost, odnosno pokazati da
je γ ≈ 0.5772, a za nas c´e biti vazˇno njezino svojstvo koje daje vazu izmedu funkcije Γ i
konstante γ. Vrijedi
γ = −Γ′ (1) . (1.4)
1.2 Neki pojmovi teorije vjerojatnosti
Definicija 1.5. Neka je B : 〈0,∞〉 × 〈0,∞〉 → R, takva da vrijedi
B (x, y) =
1∫
0
ux−1 (1 − u)y−1 du. (1.5)
Za B kazˇemo da je beta-funkcija.
Definicija 1.6. Neka su p > 0, q > 0 fiksni. Neprekidna slucˇajna varijabla X ima beta-
distribuciju s parametrima p i q ako joj je gustoc´a f dana sa
f (x) =

xp−1 (1 − x)q−1
B (p, q)
, 0 < x < 1,
0, x ≤ 0 ili x ≥ 1.
Iz (1.5) se lako vidi da je f zaista vjerojatnosna funkcija gustoc´e, a ako uvazˇimo i
formulu iz propozicije 1.2 slijedi alternativna formula
f (x) =

Γ (p) Γ (q)
Γ (p + q)
xp−1 (1 − x)q−1 , 0 < x < 1,
0, x ≤ 0 ili x ≥ 1.
(1.6)
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Promotrimo kako izgleda beta-distribucija u posebnom slucˇaju p = q = 1. Buduc´i da
je po propoziciji 1.2 Γ (n + 1) = n! iz (1.6) slijedi
f (x) =

1 · 1
(2 − 1)! x
1−1 (1 − x)1−1 , 0 < x < 1,
0, x ≤ 0 ili x ≥ 1
=
{
1, 0 < x < 1,
0, x ≤ 0 ili x ≥ 1.
Iz ovoga zakljucˇujemo da je beta-distribucija s parametrima p = q = 1 zapravo uniformna
distribucija na 〈0, 1〉. Visˇe informacija, odnosno svojstava beta-distribucije mozˇe se nac´i u
Sarapa [4].
Okrenimo se sada rezultatima kljucˇnima za daljnji nastavak rada koji govore o granicˇnim
svojstvima slucˇajnih varijabli.
Definicija 1.7. Rec´i c´emo da niz slucˇajnih varijabli ili vektora {Xn} konvergira po dis-
tribuciji prema slucˇajnoj varijabli, odnosno vektoru X i pisˇemo Xr ⇒ X ako za svaku
neprekidnu, ogranicˇenu funkciju f vrijedi
E
[
f (Xn)
]→ E [ f (Xn)] kada n→ ∞.
Detaljna svojstva i motivacija za ovakvu definiciju mogu se nac´i u Billingsley [1].
Sljedec´i teorem daje nam nekoliko alternativnih definicija koje c´e se u kasnijim poglav-
ljima pokazati korisnima.
Teorem 1.8. Za Xn, X : Ω→ Rr, r ∈ N sljedec´ih pet uvjeta su ekvivalentni
(i) Xn ⇒ X.
(ii) E
[
f (Xn)
]→ E [ f (Xn)] kada n→ ∞ za sve ogranicˇene, neprekidne funkcije f .
(iii) lim supn P [Xn ∈ F] ≤ P [X ∈ F] za svaki zatvoreni skup F.
(iv) lim infn P [Xn ∈ U] ≥ P [X ∈ U] za svaki otvoreni skup U.
(v) P [Xn ∈ A]→ P [X ∈ A] za svaki skup A takav da je P [X ∈ ∂A] = 0.
Dokaz. (i)⇒ (ii) Vrijedi izravno po definiciji.
(ii)⇒ (iii) Neka je F ⊂ Rr zatvoren skup i neka je ε > 0 proizvoljan, tada je f : Rr → R
f (x) =
(
1 − d (x, F)
ε
)+
,
gdje d oznacˇava metriku na Rr, a x+ = x1x>0.
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Buduc´i da je d (x, F) ≥ 0 za svaki x slijedi da je 0 ≤ f ≤ 1. Buduc´i da je f
kompozicija neprekidnih funkcija i sama je neprekidna. Takoder ukoliko s oznacˇimo
Fε := {x ∈ Rr : d (x, F) ≥ ε} vrijedi
1F (x) ≤ f (x) ≤ 1Fε (x) . (1.7)
Zaista, ukoliko je x ∈ F tada je d (x, F) = 0 pa je f (x) = 1 ≥ 1F (x), za x < F je
1F (x) = 0, a kako je f ≥ 0 nejednakost trivijalno slijedi. Za x < Fε je d(x,F)ε > εε = 1 pa je
f (x) = 0 ≤ 1εF (x), a za x ∈ Fε je 1Fε (x) = 1, a kako je f ≤ 1 nejednakost trivijalno slijedi.
Iz (1.7) slijedi
lim sup
n
P [Xn ∈ F] = lim sup
n
E [1F (Xn)] ≤ lim sup
n
E
[
f (Xn)
] (ii)
=
E
[
f (X)
] ≤ E [1Fε (X)] = P [X ∈ Fε] .
Buduc´i da je F zatvoren pusˇtanjem ε ↘ 0 zbog neprekidnosti vjerojatnosti s obzirom na
padajuc´i niz dogadaja slijedi (iii).
(iii)⇒ (iv) Buduc´i da je U otvoren slijedi da je Uc zatvoren pa imamo
lim inf
n
P [Xn ∈ U] = 1 − lim sup
n
P [Xn ∈ Uc]
(iii)≥ 1 − P [X ∈ Uc] = P [X ∈ U] .
(iii) i (iv) ⇒ (v) Oznacˇimo s Int (A) interior skupa A i s Cl (A) zatvaracˇ skupa A. Tada
vrijedi
P [X ∈ A] ≤ P [X ∈ Int (A)] + P [X ∈ ∂A] = P [X ∈ Int (A)] (iv)≤ lim inf
n
P [Xn ∈ Int (A)] ≤
lim sup
n
P [Xn ∈ Cl (A)]
(iii)≤ P [X ∈ Cl (A)] ≤ P [X ∈ A] + P [X ∈ ∂A] = P [X ∈ A] ,
iz cˇega slijedi (v).
(v) ⇒ (i) Neka je f : Rr → R ogranicˇena i neprekidna funkcija, pa postoje konstante
a < b ∈ R takve da je a ≤ f (x) ≤ b za svaki x ∈ Rr. Tada za funkciju
g (x) :=
f (x) − a
b − a
vrijedi 0 ≤ g (x) ≤ 1 za svaki x ∈ Rr. Zato je
E
[
f (X)
]
= (b − a)E [g (X)] + a = (b − a) 1∫
0
xdFg(X) + a = (b − a)
1∫
0
x∫
0
dt dFg(X) + a =
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(b − a)
1∫
0
1∫
t
dFg(X) dt + a = (b − a)
1∫
0
P
[
g (X) ≤ 1] − P [g (X) ≤ t] dt + a =
(b − a)
1∫
0
P
[
g (X) > t
]
dt + a = (b − a)
1∫
0
P
[
X ∈ g−1 (〈t,∞〉)
]
dt + a,
gdje je Fg(X) funkcija distribucije od g (X). Analogan racˇun vrijedi i za Xn.
Buduc´i da je X ∈ ∂g−1 (〈t,∞〉) ⊂ X ∈ g−1 (t) slijedi da je P
[
X ∈ ∂g−1 (〈t,∞〉)
]
≤
P
[
X ∈ g−1 (t)
]
pa je P
[
X ∈ ∂g−1 (〈t,∞〉)
]
= 0 za sve osim eventualno prebrojivo mnogo
t ∈ 〈0, 1〉.
Buduc´i da je P
[
X ∈ g−1 (〈t,∞〉)
]
≤ 1, a
∫ 1
0
1dt = 1 < ∞ po Lebesgueovom teoremu o
dominiranoj konvergenciji i tvrdnji (v) za A = g−1 (〈t,∞〉) slijedi
E
[
f (Xn)
]
= (b − a)
1∫
0
P
[
Xn ∈ g−1 (〈t,∞〉)
]
dt + a
(v)→
(b − a)
1∫
0
P
[
X ∈ g−1 (〈t,∞〉)
]
dt + a = E
[
f (X)
]
, kada n→ ∞.
Ovime je pokazano da je svih pet uvjeta medusobno ekvivalentno. 
Sljedec´a definicija zajedno s propozicijama koje je slijede a navodene su bez dokaza,
koji se mogu nac´i u primjerima 2.3. i 2.4. u Billingsley[1], omoguc´uje nam da umjesto
svih skupova A u (v) ponekad promatramo manju klasu.
Definicija 1.9. Rec´i c´emo da je klasaA odreduje konvergenciju ako za svaki X i svaki niz
{Xn} konvergencija P [Xn ∈ A]→ P [X ∈ A] za svaki skup A ∈ A takav da je P [X ∈ ∂A] = 0
povlacˇi Xn ⇒ X.
Propozicija 1.10. KlasaA :=
 r∏
i=1
〈−∞, xi] : xi, i = 1, 2, . . . , r
 u Rr odreduje konvergen-
ciju.
Propozicija 1.11. Klasa R∞f :=
{
pi−1k H : k ≥ 1,H ∈ Rk
}
u R∞ odreduje konvergenciju. (pik :
R∞ → Rk je prirodna projekcija)
Sada smo u moguc´nosti dati ekvivalentnu definiciju konvergencije po distribuciji.
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Korolar 1.12. Neka su Xn i X slucˇajne varijable i FXn , FX njihove funkcije distribucije.
Tada Xn ⇒ X ako i samo ako FXn (x)→ FX (x) za svaki x ∈ DFX , gdje je DFX skup prekida
funkcije FX. Odnosno
Xn ⇒ X ako i samo ako Xn D→ X.
Dokaz. Neka Xn ⇒ X, tada po teoremu 1.8 P [Xn ∈ A] → P [X ∈ A] za svaki skup A takav
da je P [X ∈ ∂A] = 0. Neka je x ∈ DFX , tada je
P [X ∈ ∂ 〈−∞, x]] = P [X = x] = FX (x) − FX (x−) = 0.
Uz A = 〈−∞, x] dobivamo
FXn (x) = P [Xn ∈ 〈−∞, x]]→ P [X ∈ 〈−∞, x]] = FX (x) ,
odnosno Xn
D→ X.
Pretpostavimo sada da Xn
D→ X. Tada za x ∈ DFX , odnosno, po racˇunu od ranije, za x
takav da je P [X ∈ ∂ 〈−∞, x]] = 0 vrijedi
P [Xn ∈ 〈−∞, x]] = FXn (x)→ FX (x) = P [X ∈ 〈−∞, x]] .
Po propoziciji 1.10 za r = 1 slijedi Xn ⇒ X. 
Sljedec´i teorem daje nam neke dovoljne uvjete za konvergenciju u slucˇaju kada pro-
matrana klasa A ne odreduje nuzˇno konvergenciju. Dokaz se mozˇe nac´i u teoremu 2.5 u
Billingsley [1], a prije iskaza navedimo josˇ jednu definiciju.
Definicija 1.13. Neka je X neprazan skup. Familija S ⊂ P (X) zove se poluprsten (pod-
skupova od X) ako:
(S 1) ∅ ∈ S.
(S 2) A, B ∈ S ⇒ A ∩ B ∈ S.
(S 3) A, B ∈ S ⇒ ∃n ∈ N,∃C1,C − 2, . . . ,Cn ∈ S, medusobno disjunktni, takvi da je
A \ B = C1 ∪C2 ∪ . . . ∪Cn.
Teorem 1.14. Neka je dan poluprsten A takav da je svaki otvoren skup unija prebrojivo
mnogo skupova iz A. Ako vrijedi P [X ∈ A] ≤ lim infn P [Xn ∈ A] za svaki A ∈ A tada
Xn ⇒ X.
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Korolar 1.15. Ako vrijedi P [X ∈ A] ≤ lim infn P [Xn ∈ A] za svaki
A ∈
 r∏
i=1
〈ai, bi] : ai < bi ∈ R

tada Xn ⇒ X.
Dokaz. Tvrdnja slijedi izravno iz prethodnog teorema jer je klasa
A =
 r∏
i=1
〈ai, bi] : ai < bi ∈ R

poluprsten, i svaki otvoreni interval se mozˇe prikazati kao prebrojiva unija poluotvorenih
intervala, a svaki otvoren skup se mozˇe prikazati dao prebrojiva unija otvorenih intervala.

Sljedec´i teorem daje nam dovoljne uvjete za donosˇenje zakljucˇaka o konvergenciji
kompozicije.
Teorem 1.16. Neka je h izmjeriva funkcija i Dh skup njezinih tocˇaka prekida. Ako je
P [X ∈ Dh] = 0 i Xn ⇒ X onda h (Xn)⇒ h (X).
Dokaz. Neka je F zatvoren skup i x ∈ Cl
(
h−1 (F)
)
. Tada postoji niz (xn)n∈N takav da je
h (xn) ∈ F. Ako josˇ dodatno zahtijevamo da je x ∈ Dch to implicira da je h (x) ∈ Cl (F) = F.
Zato je Dch ∩ Cl
(
h−1 (F)
)
⊂ h−1 (F). Buduc´i da je P [X ∈ Dh] = 0 vrijedi P [X ∈ Dch] = 1, iz
cˇega slijedi
lim sup
n
P [h (Xn) ∈ F] = lim sup
n
P
[
Xn ∈ h−1 (F)
]
≤ lim sup
n
P
[
Xn ∈ Cl
(
h−1 (F)
)] Teorem1.8≤
P
[
X ∈ Cl
(
h−1 (F)
)]
= P
[
X ∈ Dch ∩ Cl
(
h−1 (F)
)]
≤ P
[
X ∈ h−1 (F)
]
= P [h (X) ∈ F] .
Tvrdnja teorema sada slijedi iz teorema 1.8, odnosno h (Xn)⇒ h (X). 
Korolar 1.17. Ako Xn ⇒ X onda je E |X| ≤ lim infn E |Xn|.
Dokaz. Po teoremu 1.16 |Xn| ⇒ |X|, pa kao i ranije P [|Xn| > t] → P [|X| > t] za sve osim
prebrojivo mnogo t, tvrdnja korolara slijedi po Fatouovoj lemi. 
Korolar 1.18. Ako vrijedi supn E
[
|Xn|1+ε
]
< ∞ i Xn ⇒ X onda E [Xn]→ E [X].
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Dokaz. Po korolaru 1.17 X je integrabilna, a po teoremu 1.16 X+n ⇒ X+ i X−n ⇒ X−. Za
proizvoljni α vrijedi
E
[
X+n
]
=
∫
X+n <α
X+n dP +
∫
X+n ≥α
X+n dP =
α∫
0
xdFX+n +
∫
X+n ≥α
X+n dP =
α∫
0
x∫
0
dt dFX+n +
∫
X+n ≥α
X+n dP =
α∫
0
t∫
1
dFX+n dt +
∫
X+n ≥α
X+n dP =
α∫
0
P
[
t < X+n < α
]
dt +
∫
X+n ≥α
X+n dP i analognim postupkom
E
[
X+
]
=
α∫
0
P
[
t < X+ < α
]
+
∫
X+≥α
X+dP.
Buduc´i da je supn E
[
|Xn|1+ε
]
< ∞ za proizvoljni ε postoji dovoljno velik α da vrijedi∫
X+n ≥α
X+n dP =
∫
X+n ≥α
X+n
(
X+n
X+n
)ε
dP ≤ 1
αε
∫
X+n ≥α
(
X+n
)1+ε ≤ 1
αε
E
[(
X+n
)1+ε] ≤ 1
αε
E
[
|Xn|1+ε
]
< ε
i
∫
X+≥α
X+n dP ≤ ε. Buduc´i da je P
[
t < X+n < α
] ≤ 1, a ∫ α
0
1dt < ∞ po Lebesgueovom
teoremu o dominiranoj konvergenciji i teoremu 1.8 slijedi
α∫
0
P
[
t < X+n < α
]
dt →
α∫
0
P
[
t < X+ < α
]
dt.
Zbog argumenata vezano uz odabir parametra α sada zakljucˇujemo da E
[
X+n
] → E [X+], a
kako bi cijeli postupak analogno prosˇao i za X−n , odnosno X
− slijedi
E [Xn] = E
[
X+n
] − E [X−n ]→ E [X+] − E [X−] = E [X] .

Zakljucˇno s ovim korolarom pokazali smo sve potrebne tvrdnje vezane uz konvergen-
ciju slucˇajnih varijabli. Okrenimo se sada konstrukciji koja c´e igrati kljucˇnu ulogu u doka-
zima mnogih teorema u nastavku rada.
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Neka je X = (X1, X2, . . .) slucˇajni vektor za koji vrijedi Xk > 0 za svaki k ∈ N i∑∞
k=1
Xk = 1. Zˇelimo definirati slucˇajni vektor Xˆ =
(
Xˆ1, Xˆ2, . . .
)
tako da zadovoljava
P
[
Xˆ1 = Xi
]
= Xi za svaki i
P
[
Xˆ2 = X j | Xˆ1 = Xi
]
=
X j
1 − Xi za svaki j , i
P
[
Xˆ3 = Xk | Xˆ1 = Xi, Xˆ2 = X j
]
=
Xk
1 − Xi − X j za svaki k , i, j
...
Formalna konstrukcija takvog vektora dana je u sljedec´oj napomeni.
Napomena 1.19. Neka je S 0 = 0, S i =
∑i
k=1
Xk. Buduc´i da je
∑∞
k=1
Xk = 1 vrijedi
S i → 1. Promotrimo slucˇajne varijable Y1,Y2, . . . uniformne na 〈0, 1〉 koje su medusobno
nezavisne i nezavisne sa Xk za svaki k ∈ N. Neka je τr = i kada je S i−1 < Yr ≤ S i. Ukoliko
je Xi = 0 za neko i ∈ N onda je τr , i za svaki r, a ukoliko je Xi > 0 onda τr poprima
vrijednost i s vjerojatnosˇc´u Xi. Neka je θ1 = τ1, neka je θ2 = τr gdje je r najmanji indeks
za koji je θ1 , τr, θ3 = τs, gdje je s najmanji indeks za koji je θ1, θ2 , τs i tako dalje. Tada
c´e za vektor Xˆ =
(
Xˆ1, Xˆ2, . . .
)
kojeg definiramo s Xˆu = Xθu zadovoljavati
P
[
Xˆ1 = Xi
]
= P
[
Xθ1 = Xi
]
= P [θ1 = i] = P [τ1 = i] = Xi, za svaki i,
P
[
Xˆ2 = X j | Xˆ1 = Xi
]
= P
[
Xθ2 = X j | Xθ1 = Xi
]
=
P
[
θ2 = j ∩ θ1 = i]
P [θ1 = i]
definicija od θ2
=
P
[ ∞⋃
r=2
τ1 = . . . = τr−1 = i, τr = j
]
Xi
nezavisnost
=
∞∑
r=2
P
[
τr = j
] · r−1∏
k=1
P [τk = i]
Xi
=
∞∑
r=2
X j ·
r−1∏
k=1
Xi
Xi
= X j
∞∑
r=2
Xr−2i =
X j
1 − Xi , za svaki j , i,
P
[
Xˆ3 = Xk | Xˆ1 = Xi, Xˆ2 = X j
]
= P
[
Xθ3 = Xk | Xθ1 = Xi, Xθ2 = X j
]
=
P
[
θ3 = k ∩ θ2 = j ∩ θ1 = i]
P
[
θ1 = i ∩ θ2 = j] definicija od θ2=
P
[ ∞⋃
r=2
∞⋃
s=r+1
τ1 = . . . = τr−1 = i, τr = j, τr+1, . . . , τs−1 ∈ {i, j} , τs = k
]
P
[ ∞⋃
r=2
τ1 = . . . = τr−1 = i, τr = j
] nezavisnost=
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∞∑
r=2
∞∑
s=r+1
(
r−1∏
n=1
P [τn = i]
)
· P [τr = j] · ( s−1∏
m=r+1
P
[
τm ∈ {i, j}]) · P [τs = k]
XiX j
1−Xi
=
∞∑
r=2
∞∑
s=r+1
(
r−1∏
n=1
Xi
)
· X j ·
(
s−1∏
m=r+1
Xi + X j
)
· Xk
XiX j
1−Xi
=
Xk · X j · Xi ·
∞∑
r=2
Xr−2i ·
∞∑
s=r+1
(
Xi + X j
)s−(r+1)
XiX j
1−Xi
=
Xk · X j · Xi · 11−Xi · 11−Xi−X j
XiX j
1−Xi
=
Xk
1 − Xi − X j , za svaki k , i, j,
...
sˇto smo i zˇeljeli pokazati. Jedini problem je sˇto ako niz (θu)u∈N nije dobro definiran. To bi
se moglo dogoditi ako za neki u ne postoji r takav da je τr , θ1, . . . θu−1. To bi znacˇilo da je
Xθ1 + . . .+ Xθu−1 = 1. Tada recimo da je θv = ∞ za v ≥ u i Xˆv = 0. U ovom slucˇaju ponovno
su zadovoljene trazˇene tvrdnje.
Iz ove napomene dobivamo tvrdnju sljedec´e propozicije
Propozicija 1.20. Za ranije definiran vektor Xˆ =
(
Xˆ1, Xˆ2, . . .
)
vrijedi
(i) Xˆk > 0, za svaki k ∈ N,
(ii)
∞∑
k=1
Xˆk = 1
(iii) P [θ1 = i1, . . . , θr = ir | X] = Xi1
Xi2
1 − Xi1
. . .
Xir
1 − Xi1 − . . . − Xir−1
.
Dokaz. (i) Tvrdnja vrijedi jer za svaki ω i za svaki k ∈ N postoji i ∈ N takav da je
Xˆk (ω) = Xi (ω) > 0.
(ii) Zbog uvjeta da za θk biramo τr s najmanjim indeksom koji je razlicˇit od svih ranijih
θi dobivamo da je svaki ω vektor Xˆ (ω) permutacija vektora X (ω). Tvrdnja vrijedi
jer je
∑∞
k=1
Xk = 1.
(iii)
P [θ1 = i1, . . . , θr = ir | X] = P [θr = ir | X ∩ θ1 = i1 ∩ . . . ∩ θr−1 = ir−1] ·
P [θr−1 = ir−1 | X ∩ θ1 = i1 ∩ . . . ∩ θr−2 = ir−2] · . . . · P [θ1 = i1 | X] =
Xir
1 − Xi1 − . . . − Xir−1
· Xir−1
1 − Xi1 − . . . − Xir−2
· . . . · Xi2
1 − Xi1
· Xi1 .

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1.3 Neki pojmovi teorije brojeva
Definicija 1.21. Ako je g (x) > 0 za sve x ≥ a, kazˇemo da je
f (x) = O (g (x))
ako je f (x) (g (x))−1 ogranicˇeno za svaki x ≥ a, odnosno postoji konstanta M > 0 takva da
je | f (x)| ≤ Mg (x) za svaki x ≥ a. Jednadzˇba oblika
f (x) = h (x) + O (g (x))
znacˇi da je f (x) − h (x) = O (g (x)).
Uz ovu notaciju vrijedi tvrdnja sljedec´e propozicije
Propozicija 1.22. Za funkciju Γ definiranu pomoc´u (1.1) i Euler-Mascheronovu konstantu
γ vrijedi
αΓ(α) = Γ(1 + α) = 1 − γα + O
(
α2
)
, za α > 0.
Dokaz. Buduc´i da je po (1.2) Γ (1) = 1, po (1.4) Γ′ (1) = −γ, a kako je funkcija Γ analiticˇka
slijedi da je Γ(1+α) = 1−γα+O
(
α2
)
. Ukoliko na dobiveno primijenimo tvrdnju propozicije
1.2 slijedi trazˇena tvrdnja. 
Pokazat c´emo josˇ dva teorema koji c´e se pokazati znacˇajni u poglavlju 2.
Teorem 1.23. ∑
p≤x
log (p)
p
= log (x) + O(1), x→ ∞,
gdje se sumacija vrsˇi po prostim brojevima p ≤ x.
Dokaz. Neka je
Λ (n) :=
{
log (p) n = pk,
0, inacˇne.
Po primjeru 5.4. u Dujella [2] vrijedi∑
n≤x
Λ (n)
n
= log (x) + O(1). (1.8)
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Takoder vrijedi∑
n≤x
Λ (n)
n
−
∑
p≤x
log (p)
p
=
∑
pm≤n
m≥2
log (p)
pm
≤
∑
p
log (p)
∞∑
m=2
1
pm
=
∑
p
log (p)
p2
p
p − 1 ≤
2
∑
p
log (p)
p2
< ∞.
Iz dobivenog slijedi da je ∑
p≤x
log (p)
p
=
∑
n≤x
Λ (n)
n
+ O (1) ,
sˇto zajedno sa (1.8) daje tvrdnju teorema. 
Teorem 1.24. ∑
p≤x
log (p) = O(x), x→ ∞,
gdje se sumacija vrsˇi po prostim brojevima p ≤ x.
Dokaz. Buduc´i da je (
2n
k
)
=
(2n)!
(n)! (n)!
ako je n < p ≤ 2n onda prost broj p dijeli
(
2n
k
)
. Zato oznacˇimo li s θ (x) =
∑
p≤x log (p)
vrijedi
θ (2n) − θ (n) =
∑
n<p≤2n
log (p) = log
 ∏
n<p≤2n
p
 ≤ log ((2nk
))
≤ log
(
22n
)
= 2n log (2) . (1.9)
Za n = 2k zato vrijedi
θ
(
2k+1
)
≤ θ
(
2k
)
+ 2k+1 log (2) ≤ . . . ≤ θ
(
20
)
+ 21+1 log (2) + . . . + 2k+1 log (2) ≤ 2k+2 log (2) .
Za 2m ≤ n < 2m+1 zato vrijedi
θ (n) ≤ θ (2m) + θ
(
2m+1
)
− θ (2m) ≤ 2m+1 log (2) + 2m+1 log (2) = 42m log (2) ≤ 4n log (2) ,
iz cˇega po definiciji 1.21 slijedi tvrdnja teorema. 
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1.4 Formula ukljucˇivanja i iskljucˇivanja
Promotrimo skup I ⊂ {1, 2, . . . , n} i oznacˇimo s |I| kardinalitet skupa I. Neka je r ∈ R i
neka su S 1, . . . , S n ⊂ Rr. Tada vrijedi sljedec´i teorem
Teorem 1.25. Za svaku integrabilnu funkciju f : Rr → R vrijedi∫
S 1∩...∩S n
f dλ =
∑
I⊂{1,2,...,n}
(−1)|I|
∫
⋂
i∈I S ci
f dλ, (1.10)
gdje se u slucˇaju I = ∅ smatra
⋂
i∈I S
c
i = R
r.
Dokaz. Za i = 1, . . . , n oznacˇimo s Ai := S ci te s A := S 1 ∩ . . . ∩ S n = Ac1 ∩ . . . ∩ Acn. Tada
je Ac = A1 ∪ . . . ∪ An te vrijedi(
1Ac − 1A1
) · (1Ac − 1A2) · . . . · (1Ac − 1An) = 0,
jer je za x < A1 ∪ . . .∪ An vrijednost svake karakteristicˇne funkcije 0, a za x ∈ A1 ∪ . . .∪ An
postoji i ∈ {1, 2, . . . , n} takav da je x ∈ Ai pa je (1Ac − 1Ai) = 0. Raspisivanjem ovog izraza
i primjenom formule 1B · 1C = 1B∩C dobivamo∑
I⊂{1,2,...,n}
(−1)|I| 1Ac∩(⋂i∈I Ai) = 0 =⇒ 1Ac +
∑
I⊂{1,2,...,n}
(−1)|I| 1⋂i∈I Ai = 0 =⇒
1 − 1A +
∑
∅,I⊂{1,2,...,n}
(−1)|I| 1⋂i∈I Ai = 0 =⇒ 1A =
∑
I⊂{1,2,...,n}
(−1)|I| 1⋂i∈I Ai . (1.11)
Za integrabilnu funkciju f : Rr → R zato vrijedi∫
S 1∩...∩S n
f dλ =
∫
Rr
f1S 1∩...∩S ndλ =
∫
Rr
f1Adλ
(1.11)
=
∫
Rr
f
∑
I⊂{1,2,...,n}
(−1)|I| 1⋂i∈I Aidλ =
∑
I⊂{1,2,...,n}
(−1)|I|
∫
Rr
f1⋂i∈I Aidλ =
∑
I⊂{1,2,...,n}
(−1)|I|
∫
Rr
f1(⋂i∈I S ci )dλ =
∑
I⊂{1,2,...,n}
(−1)|I|
∫
⋂
i∈I S ci
f dλ.
Ovime je pokazana tvrdnja teorema. 
Korolar 1.26. Neka je dan skup X ⊂ Rr i integrabilna funkcija f : Rr → R. Tada je∫
X∩S 1∩...∩S n
f dλ =
∑
I⊂{1,2,...,n}
(−1)|I|
∫
X∩(⋂i∈I S ci )
f dλ, (1.12)
gdje se u slucˇaju I = ∅ smatra
⋂
i∈I S
c
i = R
r.
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Dokaz. Primijenimo li (1.12) na funkciju f˜ = f1X dobivamo∫
X∩S 1∩...∩S n
f dλ =
∑
I⊂{1,2,...,n}
(−1)|I|
∫
X∩(⋂i∈I S ci )
f dλ
sˇto je trebalo pokazati. 
Poglavlje 2
Motivacijski primjeri
U ovom poglavlju definirat c´emo dva naizgled nepovezana vjerojatnosna modela i proucˇiti
njihova svojstva. Kasnije c´e nam posluzˇiti za definiciju Poisson-Dirichletove razdiobe koja
je centralni objekt ovog rada.
2.1 Ciklusi slucˇajnih permutacija
Prvi prostor koji promatramo jest prostor S n svih permutacija skupa {1, 2, . . . , n} s jedna-
kom vjerojatnosˇc´u svake permutacije. Neka je dana slucˇajna permutacija σ ∈ S n i neka
se ta permutacija rastavlja na cikluse {C1,C2, . . .}, gdje je taj skup konacˇan. Dodatno pret-
postavimo da C1 sadrzˇi 1, C2 sadrzˇi najmanji element skupa {1, 2, . . . , n} koji nije sadrzˇan
u C1, opc´enito Ck sadrzˇi najmanji element skupa {1, 2, . . . , n} koji nije sadrzˇan ni u jednom
Cl za l < k. Uvedimo oznake za duljine (|C1| , |C2|, . . .) odgovarajuc´ih ciklusa gdje po po-
trebi ovaj niz mozˇemo interpretirati kao beskonacˇan ukoliko uzmemo da je |Ck| = 0 za k
vec´i od broja ciklusa permutacije σ. Primijetimo da trivijalno vrijede sljedec´e cˇinjenice
P({σ}) = 1n! i
∑∞
k=1
|Ck| = n. Odnosno
∑∞
k=1
|Ck |
n = 1 i
|Ck |
n ≥ 0 za svaki k ∈ N.
Primjer 2.1. Promotrimo kako uvedene oznake izgledaju za n = 9 i na odabranu permuta-
ciju σ =
( 1 2 3 4 5 6 7 8 9
3 9 4 1 5 8 2 6 7
)
, odnosno zapisano pomoc´u ciklusa σ = (1, 3, 4) (2, 9, 7) (5) (6, 8).
Tada je uz gornje oznake
C1 = (1, 3, 4) ,C2 = (2, 9, 7) ,C3 = (5) ,C4 = (6, 8)
iz cˇega slijedi
|C1| = 3, |C2| = 3, |C3| = 1, |C4| = 2.
Odnosno dobivamo
∑∞
k=1
|Ck |
9 =
3+3+1+2
9 = 1.
18
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U navedenom primjeru promatrali smo svojstva fiksne permutacije σ, a sljedec´a lema
nam govori visˇe o ciklusima slucˇajno odabrane permutacije.
Lema 2.2. Neka je definiran vjerojatnosni prostor kao gore i neka se σ rastavlja na odgo-
varajuc´e cikluse. Tada vrijedi P( |C1 |n =
i
n ) = P(|C1| = i) = 1n za 1 ≤ i ≤ n
Dokaz.
P(|C1| = i) = broj permutacija s prvim ciklusom duljine in! =
(n − 1) · . . . · (n − i + 1) · (n − i) · . . . · 2 · 1
n!
=
1
n
.
Gdje druga jednakost vrijedi jer znamo da je prvi element ciklusa C1 1, a ostale odaberemo
na (n − 1) · ... · (n − i + 1) nacˇina. Tako dobivamo C1 duljine i a zatim na (n − i)! nacˇina
ispermutiramo preostale elemente. 
Pretpostavimo nadalje da je |C1| = i, odnosno da vrijedi C1 = (1, a1, a2, . . . , ai−1). Tada
preostali ciklusi cˇine permutaciju skupa {1, 2, . . . , n} \ {1, a1, a2, . . . , ai−1}. Pa je uvjetno na
dogadaj da je |C1| = i, vjerojatnost da je |C2| = j upravo vjerojatnost da je prvi ciklus
permutacije (n − i)-cˇlanog skupa duljine j. Iz ovih napomena i prethodne leme slijedi
P (|C1| = i, |C2| = j) = P (|C2| = j | |C1| = i) · P (|C1| = i) = 1n − i ·
1
n
Uocˇimo da ovaj postupak mozˇemo nastaviti te induktivno za i1, i2, . . . , ik > 0 takve da je∑k
j=1
i j ≤ n zakljucˇujemo da vrijedi:
P (|C1| = i1, |C2| = i2, ..., |Ck| = ik) =
P (|Ck| = ik | |C1| = i1, . . . , |Ck−1| = ik−1) · P (|C1| = i1, . . . , |Ck−1| = ik−1) induktivna pretpostavka=
1
n − (i1 + . . . + ik−1) ·
1n ·
k−2∏
j=1
1
n − (i1 + . . . + i j)
 =
1
n
· 1
n − i1 · . . . ·
1
n − (i1 + i2 + . . . + ik−1)
Ukoliko je
∑k
j=1
i j > n tada je trazˇena vjerojatnost nula, jer je nemoguc´e da je zbroj duljina
ciklusa vec´i od n.
Ovim razmatranjima dokazan je sljedec´i rezultat
Propozicija 2.3. (a) Slucˇajna varijabla |C1 |n uniformno je distribuirana na skupu
{
i
n , i ≤ n
}
.
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(b) uvjetno na |C1 |n =
i
n
slucˇajna varijabla |C2 |n uniformno je distribuirana na skupu{
j
n , j ≤ n − i = n − |C1|
}
.
(c) uvjetno na |C1 |n =
i1
n ,
|C2 |
n =
i2
n , . . . ,
|Ck−1 |
n =
ik−1
n slucˇajna varijabla
|Ck |
n =
ik
n uniformno je
distribuirana na skupu
{
ik
n , ik ≤ n − i1 − i2 − . . . − ik−1 = n − |C1| − |C2| . . . − |Ck−1|
}
.
Sada smo spremni razmotriti sˇto se dogada u granicˇnim situacijama. Prethodna propo-
zicija daje nam za pravo pretpostaviti da c´e promatrane slucˇajne varijable u nekom smislu
konvergirati ka slucˇajnim varijablama koje su uniformno distribuirane na [0, 1]. U tu svrhu
definirajmo slucˇajne varijable U1,U2, . . .Uk, . . . koje su sve nezavisne i uniformne na [0, 1].
Pokazˇimo prvo sljedec´u lemu.
Lema 2.4. Neka su |C1| i U1 slucˇajne varijable definirane kao gore. Tada vrijedi
|C1|
n
⇒ U1.
Dokaz. Neka je f : [0, 1] → R neprekidna funkcija, a buduc´i da je skup [0, 1] kompaktan
funkcija f je i ogranicˇena. Tada vrijedi
E
[
f
( |C1|
n
)]
=
n∑
i=1
1
n
· f
( i
n
)
=
1
n
n∑
i=1
f
( i
n
)
n→∞−→
1∫
0
f (x)dx = E
[
f (U1)
]
Gdje konvergencija vrijedi jer je f neprekidna pa je Riemann integrabilna iz cˇega slijedi da
Darbuoxova suma konvergira prema Reimannovom integralu funkcije f . Po teoremu 1.8
slijedi tvrdnja leme. 
Slicˇnu tvrdnju mozˇemo dobiti i za |C2 |n samo sˇto u ovom slucˇaju moramo danu slucˇajnu
varijablu u nekom smislu skalirati kako bi ponovno dobili konvergenciju prema uniformnoj
na [0, 1].
Lema 2.5. Neka su |C1|, |C2| i U1,U2 slucˇajne varijable definirane kao gore. Tada vrijedi |C1|n ,
|C2 |
n
1 − |C1 |n
⇒ (U1,U2) .
Dokaz. Uvedimo prvo oznake koje c´e nam pojednostavniti zapis. Neka je Lni =
|Ci |
n . Na-
dalje neka je f : [0, 1]2 → R neprekidna funkcija, a buduc´i da je skup [0, 1]2 kompaktan
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funkcija f je i ogranicˇena.. Tada vrijedi
E
[
f
(
Ln1,
Ln2
1 − Ln1
)]
=
n∑
i+ j=1
1
n
· 1
n − i · f
 in ,
j
n
1 − in
 =
1
n2
n∑
i+ j=1
f
(
i
n ,
j
n
1− in
)
1 − in
n→∞−→
"
0≤x1+x2≤1
f (x1, x21−x1 )
1 − x1 d(x1, x2)
Fubini
=
1∫
0
1−x1∫
0
f (x1, x21−x1 )
1 − x1 dx2dx1
[
y =
x2
1 − x1 , dy =
dx2
1 − x1
]
=
1∫
0
1∫
0
f (x1, y) dydx1 =
"
[0,1]2
f (x, y) d(x, y) = E
[
f (U1,U2)
]
Gdje konvergencija vrijedi jer je funkcija (x1, x2) → f (x1, x21−x1 )/ (1 − x1) neprekidna pa je
Riemann integrabilna iz cˇega slijedi da Darbuoxova suma konvergira prema Reimannovom
integralu funkcije. Po teoremu 1.8 slijedi tvrdnja leme. 
Dokazani rezultat se mozˇe induktivno poopc´iti s dvije na r slucˇajnih varijabli. To je
formalno iskazano sljedec´im teoremom.
Teorem 2.6. Neka su |C1|, |C2|, . . . |Cr| i U1,U2, . . .Ur slucˇajne varijable definirane kao
gore. Tada vrijedi |C1|n ,
|C2 |
n
1 − |C1 |n
, . . . ,
|Cr |
n
1 − |C1 |n − |C2 |n − . . . − |Cr−1 |n
⇒ (U1,U2, . . . ,Ur) .
Prije nego krenemo na dokaz teorema uocˇimo da bi nam ponovno, kao i u dokazu
prethodne leme, uvodenje novih oznaka bitno pojednostavilo zapis u iskazu teorema. Zato
prvo navedimo sljedec´u definiciju.
Definicija 2.7. Neka su |C1|, |C2|, . . . , |Cr| slucˇajne varijable koje odgovaraju duljinama cik-
lusa permutacije n-cˇlanog skupa kao sˇto je definirano ranije. Neka su tada Ln1, L
n
2, . . . , L
n
r
slucˇajne varijable na istom vjerojatnosnom prostoru definirane relacijom
Lni :=
|Ci|
n
, i ∈ {1, 2, . . . , r}
i neka je Ln =
(
Ln1, L
n
2, . . . , L
n
r , 0, . . .
)
.
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Uz ove oznake za dokaz teorema potrebno je pokazati da vrijedi(
Ln1,
Ln2
1 − Ln1
, . . . ,
Lnr
1 − Ln1 − Ln2 − . . . − Lnr−1
)
⇒ (U1,U2, . . . ,Ur) .
Za dokaz teorema potrebna nam je josˇ jedna tehnicˇka lema koja se dokazuje metodom
matematicˇke indukcije.
Lema 2.8. Za proizvoljan r ∈ N i za svaku neprekidnu funkciju f : [0, 1]r → R vrijedi∫
0≤x1+...+xr≤1
f
(
x1, x21−x1 , . . . ,
xr
1−x1−...−xr−1
)
(1 − x1) . . . (1 − x1 − . . . − xr−1) d(x1, . . . , xr) =
∫
[0,1]r
f (y1, . . . , yr) d (y1, . . . , yr) .
Dokaz. Buduc´i da su slucˇajevi kada je r = 1, 2 vec´ napravljeni u dokazima prethodnih lema
bazu indukcije vec´ imamo. Zato pretpostavimo da za svaki s < r i za svaku neprekidnu
funkciju f : [0, 1]s → R vrijedi trazˇena tvrdnja. Nadalje neka je f : [0, 1]r → R neprekidna
funkcija. Tada vrijedi∫
0≤x1+...+xr≤1
f
(
x1, x21−x1 , . . . ,
xr
1−x1−...−xr−1
)
(1 − x1) · . . . · (1 − x1 − . . . − xr−1) d(x1, . . . , xr)
Fubini
=
∫
0≤x1+...+xr−1≤1
1−x1−...−xr−1∫
0
f (x1, x21−x1 , . . . ,
xr
1−x1−...−xr−1 )
(1 − x1) · . . . · (1 − x1 − . . . − xr−1) dxr d (x1, x2, . . . , xr−1) =[
y =
xr
1 − x1 − . . . − xr−1 , dy =
dxr
1 − x1 − . . . − xr−1
]
∫
0≤x1+...+xr−1≤1
1∫
0
f (x1, . . . , xr−11−x1−...−xr−2 , y) dy
(1 − x1) · . . . · (1 − x1 − . . . − xr−2) d (x1, x2, . . . , xr−1) =
Primjenom induktivne pretpostavke za s = r − 1 i za funkciju
(x1, x2, . . . , xr−1)→
1∫
0
f (x1, . . . ,
xr−1
1 − x1 − . . . − xr−2 , y) dy∫
[0,1]r−1
1∫
0
f (y1, . . . , yr−1, y) dy d (y1, . . . yr−1)
Fubini
=
∫
[0,1]r
f (y1, y2, . . . , yr) d (y1, y2, . . . , yr) .
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Odnosno trazˇena tvrdnja vrijedi za r cˇime je dokazana lema. 
Sada smo spremni za dokaz tvrdnje teorema 2.6
Dokaz. Neka je f : [0, 1]r → R neprekidna funkcija, koja je ponovno i ogranicˇena. Tada
vrijedi
E
[
f
(
Ln1,
Ln2
1 − Ln1
, . . . ,
Lnr
1 − Ln1 − Ln2 − . . . − Lnr−1
)]
=
n∑
i1+...+ir=1
1
n
· 1
n − i1 · . . . ·
1
n − i1 − . . . − ir−1 · f
 i1n ,
i2
n
1 − i1n
, . . . ,
ir
n
1 − i1n − . . . − ir−1n
 =
1
nr
n∑
i1+...+ir=1
f
(
i1
n ,
i2
n
1− i1n
, . . . ,
ir
n
1− i1n −...−
ir−1
n
)
(
1 − in
)
·
(
1 − i1n − i2n
)
· . . . ·
(
1 − i1n − . . . − ir−1n
) n→∞−→
∫
0≤x1+...+xr≤1
f (x1, x21−x1 , . . . ,
xr
1−x1−...−xr−1 )
(1 − x1) · (1 − x1 − x2) · . . . · (1 − x1 − . . . − xr−1) d (x1, x2, . . . , xr)
lema2.8
=
∫
[0,1]r
f (y1, y2, . . . , yr) d (y1, y2, . . . , yr) = E
[
f (U1,U2, . . . ,Ur)
]
.
Gdje konvergencija vrijedi jer je funkcija definirana svojim djelovanjem na proizvoljni
vektor
(x1, x2, . . . , xr)→
f
(
x1, x21−x1 , . . . ,
xr
1−x1−...−xr−1
)
(1 − x1) · (1 − x1 − x2) · . . . · (1 − x1 − . . . − xr−1)
neprekidna pa je Riemann integrabilna iz cˇega slijedi da Darbuoxova suma konvergira
prema Reimannovom integralu funkcije. Ponovno po teoremu 1.8 slijedi tvrdnja teorema.

Iz prethodno dokazanog teorema u slucˇaju r = 2 slijedi
(
Ln1,
Ln2
1−Ln1
)
⇒ (U1,U2), a iz toga
po teoremu 1.16 zakljucˇujemo da vrijedi(
Ln1, L
n
2
)⇒ (U1, (1 − U1) U2) .
Za r = 3 smo pokazali da
(
Ln1,
Ln2
1−Ln1 ,
Ln3
1−Ln1−Ln2
)
⇒ (U1,U2,U3) odnosno ponovno po teoremu
1.16 dobivamo (
Ln1, L
n
2, L
n
3
)⇒ (U1, (1 − U1) U2,U3 (1 − U1 − (1 − U1) U2))
= (U1, (1 − U1) U2, (1 − U1) (1 − U2) U3) .
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Induktivnim postupkom za proizvoljan r ∈ N dobivamo(
Ln1, L
n
2, . . . , L
n
r
)⇒ (U1, (1 − U1) U2, (1 − U1) . . . (1 − Ur−1) Ur) .
Ovo nas navodi na ideju da promatramo G1 := U1,G2 := (U1, (1 − U1) U2) , . . . ,G2 :=
(U1, (1 − U1) U2, (1 − U1) . . . (1 − Ur−1) Ur) . Uz tako definirane slucˇajne varijable iz pret-
hodnih napomena slijedi tvrdnja sljedec´eg korolara.
Korolar 2.9. (
Ln1, L
n
2, . . . , L
n
r
)⇒ (G1,G2, . . . ,Gr) .
Korolar 2.10. Neka je vektor Ln =
(
Ln1, L
n
2, . . . , L
n
r , . . .
)
i G := (G1,G2, . . . ,Gr, . . .) . Tada
vrijedi
Ln ⇒ G.
Dokaz. Neka je funkcija pir : R∞ → Rr projekcija na prvih r koordinata, odnosno neka
na vektor (x1, x2, . . .) ∈ R∞ djeluje na sljedec´i nacˇin pir (x1, x2, . . .) = (x1, x2, . . . , xr). U
propoziciji 1.11 recˇeno je da Ln ⇒ G ako i samo ako P
[
Xn ∈ pi−1r (A)
]
→ P
[
X ∈ pi−1r (A)
]
za svaki r ∈ N i A ∈ Rr takav da je P
[
X ∈ ∂pi−1r (A)
]
= 0. U teoremu 1.8 je pokazamo
da je P [pir (Xn) ∈ A] → P [pir (X) ∈ A] za svaki A ∈ Rr takav da je P [pir (X) ∈ ∂A] = 0
ekvivalentno tome da pir (Xn) ⇒ pir (X). Buduc´i da je P
[
Xn ∈ pi−1r (A)
]
= P [pir (Xn) ∈ A],
P
[
X ∈ pi−1r (A)
]
= P [pir (X) ∈ A] i P
[
X ∈ ∂pi−1r (A)
]
= P [pir (X) ∈ ∂A] te zbog korolara 2.9
slijedi
(
Ln1, L
n
2, . . . , L
n
r . . .
)⇒ (G1,G2, . . . ,Gr . . .) . 
Napomena 2.11. Slucˇajne varijable G1,G2, . . . imaju sljedec´u intuitivnu interpretaciju:
Promatrajmo jedinicˇni interval I0 = [0, 1] kako je po definiciji G1 = U1 znamo da je G1
uniformna slucˇajna varijabla na I0. Slucˇajna varijabla G2 uvjetno na realizaciju slucˇajne
varijable G1 je uniformna na intervalu 1 − G1. Odnosno (G1,G2) mozˇemo zamisˇljati kao
da rezˇemo I0 u slucˇajnom omjeru 1 − U1 : U1 i odbacujemo drugi dio odsjecˇenog in-
tervala, odnosno onaj duljine U1 = G1. Zatim pocˇetni dio intervala I0, odnosno interval
I1 = [0, 1 − U1] = [0, 1 −G1] ponovno rezˇemo u slucˇajnom omjeru 1 − U2 : U2 te od-
bacujemo drugi dio intervala, odnosno onaj duljine U2 (1 − U1) = G2. Ovaj postupak
mozˇemo nastaviti, tako c´emo u sljedec´em koraku uzeti pocˇetni dio intervala I1, odnosno
interval I2 = [0, (1 − U1) (1 − U2)] = [0, 1 −G1 −G2] koji ponovno rezˇemo. U r-tom ko-
raku, za proizvoljan r ∈ N dobivamo interval Ir = [0, (1 − U1) · (1 − U2) · . . . · (1 − Ur)] =
[0, 1 −G1 −G2 − . . . −Gr].
Dosta je intuitivno za pretpostaviti da je limr→∞ Ir = {0}. Takoder iz konstrukcije
intervala Ir, odnosno njegove karakterizacije preko Gi, koristec´i trivijalnu cˇinjenicu da je
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pocˇetni interval I0 bio je duljine 1 i uz oznaku |Ir| za duljinu intervala Ir uocˇavamo da
vrijedi
∞∑
i=1
Gi = 1 −
∞∏
i=1
(1 − Ui) = 1 − lim
r→∞ |Ir| = 1
Zakljucˇci ove napomene mogu se dokazati i formalno, uz cˇinjenicu da c´e konvergencija
koju smo u napomeni prihvatili intuitivno sada vrijediti gotovo sigurno.
Nas zapravo zanima limr→∞ (1 − U1) · (1 − U2) · . . . · (1 − Ur) g.s. Kako su slucˇajne
varijable U1,U2, . . . ,Ur, . . . nezavisne i uniformne na intervalu [0, 1] vjerojatnost da ih je
samo konacˇno mnogo vec´e ili jednako 12 je 0. Zato postoji niz (ik)k∈N takav da za svaki
k ∈ N vrijedi Uik ≥ 12 g.s.. Neka je r proizvoljan, oznacˇimo s n(r) najvec´i k takav da je
ik ≤ r. Buduc´i da je limk→∞ ik = ∞ slijedi da je limr→∞ n(r) = ∞. Buduc´i da za svaki
od faktora u promatranom produktu vrijedi 0 ≤ (1 − Ui) ≤ 1 g.s. za proizvoljan r imamo
sljedec´i niz nejednakosti:
0 ≤ (1 − U1) · (1 − U2) · . . . · (1 − Ur) ≤ (1 − Ui1) · (1 − Ui2) · . . . · (1 − Uin(r)) ≤ (12
)n(r)
g.s.
Odnosno kad pustimo r → ∞ po teoremu o sendvicˇu slijedi trazˇena konvergencija.
Prethodna napomena i ovi formalni zakljucˇci nam zapravo govore da o rastavu slucˇajne
permutacije na cikluse mozˇemo razmisˇljati kao o rezanju intervala u slucˇajnom omjeru.
Ono sˇto c´e nas u nastavku zanimati jest vektor Ln, ali s komponentama sortiranima
silazno po velicˇini odnosno vektor
Ln(.) :=
(
Ln(1), L
n
(2), . . . L
n
(r), . . .
)
, Ln(1) ≥ Ln(2) ≥ . . . ≥ Ln(r) ≥ . . . .
Intuitivno ocˇekujemo da c´e iz Ln =⇒ G slijediti Ln(.) =⇒ G(.), ali da bi mogli tako nesˇto
i formalno ustvrditi potrebna su detaljnija teorijskih razmatranja koja c´emo obraditi u po-
glavlju 2.3.
2.2 Djelitelji slucˇajnih brojeva
Sada se okrec´emo ranije najavljenom drugom primjeru koji, iako naizgled nepovezan s
ciklusima i permutacijama, pokazuje mnogo slicˇnih svojstava.
Promatrat c´emo rastav prirodnog broja na proste faktore. To nam daje primjer drugog
vjerojatnosnog prostora s kojim c´emo raditi, a definiran je na skupu svih prirodnih brojeva
manjih ili jednakih nekom n ∈ N. Kao i u primjeru permutacija neka je jednaka vjerojatnost
odabira svakog broja Nn ≤ n. Za dani slucˇajni broj Nn neka su (P1, P2, . . .) razlicˇiti prosti
faktori od Nn takvi da vrijedi Nn = P
α1
1 · Pα22 · . . ., gdje je definirani niz konacˇan. Oznacˇimo
s Tn := P1 · P2 · . . .. Uocˇimo u ovom trenutku da smo u prethodnom primjeru imali
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prirodan poredak medu promatranim ciklusima. S indeksom 1 oznacˇili smo onaj koji u
sebi sadrzˇi broj 1, s 2 onaj koji sadrzˇi najmanji prirodan broj koji se vec´ nije pojavio u
prvom ciklusu i tako dalje. Takoder uocˇimo da kod prostih djelitelja takvog prirodnog
poretka nema, pa c´emo zato u ovom primjeru odmah poredati promatrane elemente od
vec´eg prema manjem. Sˇto smo i u prethodnom primjeru u konacˇnici napravili. Ponovno
je moguc´e dani niz interpretirati i kao beskonacˇan ukoliko stavimo da je Pk = 1 za k vec´i
od broja razlicˇitih prostih djelitelja broja Nn. Primijetimo da trivijalno vrijede sljedec´e
cˇinjenice P({Nn = k}) = 1n za k = 1, 2, . . . , n i
∑∞
k=1
log (Pk) = log (P1 · P2 · . . .) = log (Tn).
Odnosno, slicˇno kao i u prethodnom primjeru, vrijedi
∑∞
k=1
log(Pk)
log(Tn)
= 1 i log(Pk)log(Tn) ≥ 0 za k ≥ 1.
Primjer 2.12. Promotrimo kako uvedeni pojmovi izgledaju za N = 3150. Tada je uz
gornje oznake
p1 = 2, p2 = 3, p3 = 5, p4 = 5, p5 = 7
Tn = 1050
Iz cˇega dobivamo∑
k
log(pk)
log(Tn)
=
log(2) + log(3) + log(3) + log(5) + log(5) + log(7)
log(1050)
=
log(1050)
log(1050)
= 1.
Neka je vektor Xn =
(
Xn1 , X
n
2 , . . .
)
definiran pomoc´u relacije Xi =
log(Pi)
log(Tn)
. Promotrimo
vektor Xˆn =
(
Xˆn1 , Xˆ
n
2 , . . .
)
koji se formalno definira kao u napomeni 1.19 te zadovoljava
P
[
Xˆn1 = X
n
i
]
= Xni za svaki i
P
[
Xˆn2 = X
n
j | Xˆn1 = Xni
]
=
Xnj
1 − Xni
za svaki j , i
P
[
Xˆn3 = X
n
k | Xˆn1 = Xni , Xˆn2 = Xnj
]
=
Xnk
1 − Xni − Xnj
za svaki k , i, j
...
Sada uvodimo nove slucˇajne varijable Dn1,D
n
2, . . . pomoc´u relacije
Dnk := exp
(
Xˆnk · log (Tn)
)
.
Buduc´i da Xˆn1 s vjerojatnosˇc´u Xi poprima vrijednost Xi =
log(Pi)
log(Tn)
onda Dn1 s vjerojatnosˇc´u
Xi =
log(Pi)
log(Tn)
poprima vrijednost
exp
(
log (Pi)
log (Tn)
· log (Tn)
)
= exp
(
log (Pi)
)
= Pi.
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Slicˇne tvrdnje vrijede za ostale indekse uz uvjet da uzimamo uvjetnu vjerojatnost. Uocˇimo
josˇ da su slucˇajne varijable {Pi : i ∈ N} sortirane silazno dok za {Dni : i ∈ N} to ne vrijedi.
Ukoliko je Nn = p1 · . . . · pr gdje su p1, . . . , pr medusobno razlicˇiti prosti brojevi onda
je
P
[
Dn1 = p1, . . .D
n
r = pr | Nn
]
=
log (p1)
log (Tn)
·
log(p2)
log(Tn)
1 − log(p1)log(Tn)
· . . . ·
log(pr)
log(Tn)
1 − log(p1)log(Tn) − . . . −
log(pr−1)
log(Tn)
=
log (p1)
log (Tn)
· log (p2)
log (Tn) − log (p1) · . . . ·
log (pr)
log (Tn) − log (p1) − . . . − log (pr−1) =
log (p1)
log (Tn)
· log (p2)
log
(
Tn
p1
) · . . . · log (pr)
log
(
Tn
p1·...·pr−1
) .
Definirajmo slucˇajne varijable Vn1 := n i V
n
i :=
n
Dn1·...·Dni−1 za i > 1
te slucˇajne varijable
Uni :=
log
(
Dni
)
log
(
Vni
) za i ∈ N.
Kao sˇto notacija daje naslutiti pokazat c´emo da za slucˇajne varijable Uni vrijedi(
Un1 ,U
n
2 , . . .
)⇒ (U1,U2, . . .) ,
gdje su Ui medusobno nezavisne slucˇajne varijable uniformno distribuirane na [0, 1].
Raspisˇimo Uni za i = 1, 2, 3.
Un1 =
log
(
Dn1
)
log
(
Vn1
) = log (Dn1)
log (n)
,
Un2 =
log
(
Dn2
)
log
(
Vn2
) = log (Dn2)
log
(
n
Dn1
) = log (Dn2)
log (n) − log
(
Dn1
) = log(Dn2)log(n)
1 − log(Dn1)log(n)
,
Un3 =
log
(
Dn3
)
log
(
Vn3
) = log (Dn3)
log
(
n
Dn1·Dn2
) = log (Dn3)
log (n) − log
(
Dn1
)
− log
(
Dn2
) =
log(Dn3)
log(n)
1 − log(Dn1)log(n) −
log(Dn2)
log(n)
.
POGLAVLJE 2. MOTIVACIJSKI PRIMJERI 28
Sada uocˇavamo josˇ jednu slicˇnost s prethodnim primjerom ciklusa. Jedini problem je
sˇto su nas u prethodnom primjeru zanimale upravo slucˇajne varijable Li, ali sada nas ne
zanimaju slucˇajne varijable log(D
n
i )
log(n) vec´ slucˇajne varijable
log(Dni )
log(Tn)
. Pokazˇimo da je ta razlika
zapravo nebitna. Odnosno formalno dokazˇimo sljedec´u propoziciju.
Propozicija 2.13. Za niz slucˇajnih varijabli (Tn)n∈N vrijedi
log (Tn)
log (n)
⇒ 1 kada n → ∞.
Dokaz. U dokazu koristimo tvrdnje iz teorije brojeva koje su ranije pokazane u teoremu
1.23, odnosno teoremu 1.24.∑
p≤x
log (p)
p
= log (x) + O(1), x→ ∞, (2.1)
∑
p≤x
log (p) = O(x), x→ ∞. (2.2)
Oznacˇimo s t(m) produkt svih razlicˇitih prostih faktora prirodnog broja m. Tada je
t (Nn) = Tn. (2.3)
Buduc´i da vrijedi
E
[
log (Tn)
]
=
n∑
m=1
log (t(m))
n
=
n∑
m=1
1
n
∑
p|m
log (p) =
∑
p≤n
1
n
⌊
n
p
⌋
log (p) ≥
∑
p≤n
log (p)
p
− 1
n
∑
p≤n
log (p)
koristec´i (2.1) i (2.2) imamo da je E
[
log (n) − log (Tn)] ≤ log (n)−log (n)−O (1)+ 1nO (n) =
O (1) kada n → ∞. Po definiciji 1.21 postoji konstanta M takva da za dovoljno veliki n
vrijedi E
[
log (n) − log (Tn)] ≤ M. Buduc´i da je log (n) > log (Tn) dobivamo
0 ≤ E
[
1 − log (Tn)
log (n)
]
≤ M
log (n)
.
Po teoremu o sendvicˇu slijedi E
[∣∣∣∣1 − log(Tn)log(n) ∣∣∣∣] = E [1 − log(Tn)log(n) ] → 0 kada n → ∞. Buduc´i
da konvergencija u L1 povlacˇi konvergenciju po distribuciji zbog korolara 1.12 dobivamo
trazˇenu tvrdnju. 
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Kao i u primjeru ciklusa promatrat c´emo slucˇajne varijable
G1 := U1,
Gi := (1 − U1) (1 − U2) . . . (1 − Ui−1) Ui, za i = 2, 3, . . . .
U skladu s prethodnom propozicijom ukoliko pokazˇemo da slucˇajne varijable Un uistinu
konvergiraju ka uniformnima istim racˇunom kao i u slucˇaju ciklusa slijedit c´e da vrijedi log
(
Dn1
)
log (Tn)
,
log
(
Dn2
)
log (Tn)
, . . .
⇒ (G1,G2, . . .) .
Pokazˇimo sada da je uporaba oznaka Uni bila opravdana, odnosno dokazˇimo sljedec´i
teorem.
Teorem 2.14. Za slucˇajne varijable Uni vrijedi(
Un1 ,U
n
2 , . . .
)⇒ (U1,U2, . . .) ,
gdje su Ui medusobno nezavisne slucˇajne varijable uniformno distribuirane na [0, 1].
Dokaz. Po korolaru 1.15 dovoljno je dokazati da za svaki r ∈ N i 0 < ai < bi < 1 vrijedi
lim inf
n
P
[
ai < Uni ≤ bi, i ≤ r
] ≥ r∏
i=1
(bi − ai) .
Buduc´i da je Uni :=
log(Dni )
log(Vni )
, imamo
P
[
ai < Uni ≤ bi, i ≤ r
]
= P
ai < log
(
Dni
)
log
(
Vni
) ≤ bi, i ≤ r =
P
[
log
((
Vni
)ai) < log (Dni ) ≤ log ((Vni )bi) , i ≤ r] =
P
[(
Vni
)ai < Dni ≤ (Vni )bi , i ≤ r] = n∑
m=1
P
[
Nn = m,
(
Vni
)ai < Dni ≤ (Vni )bi , i ≤ r] =
n∑
m=1
∑
(vi)ai<pi≤(vi)bi
p1,...pr |m
pi,p j
P
[
Nn = m,Dni = pi, i ≤ r
]
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gdje je vi = n (p1 . . . pi−1)−1. Ponovno oznacˇimo s t(m) produkt svih razlicˇitih prostih
faktora prirodnog broja m.
P
[
Nn = m,Dni = pi, i ≤ r
]
= P
[
Dn1 = p1,D
n
2 = p2, . . .D
n
r = pr | Nn = m
] · P (Nn = m) =
log (p1)
log (t(m))
· log (p2)
log
(
t(m)
p1
) · . . . · log (pr)
log
(
t(m)
p1·...·pr−1
) · 1
n
.
Buduc´i da iz m ≤ n slijedi t(m) ≤ n dobivamo ogradu
P
[
ai < Uni ≤ bi, i ≤ r
] ≥ n∑
m=1
1
n
∑
(vi)ai<pi≤(vi)bi
p1,...pr |m
pi,p j
r∏
i=1
log (pi)
log
(
n
p1·...·pr−1
) . (2.4)
Buduc´i da su svi pribrojnici s desne strane od (2.4) pozitivni ukoliko smanjimo broj ele-
menata pi po kojima sumiramo dobit c´emo izraz manji od desne strane u (2.4). Zato defi-
niramo vi(ε) := nε (p1 . . . pi−1)−1 = vi · ε za i ≤ r i 0 < ε < 1.
Za i = r tada pr ≤ (vr(ε))br i cˇinjenica da je br ∈ 〈0, 1〉 implicira da je pr ≤ p
1
br
r ≤
nε (p1 . . . pr−1)−1 odnosno
nε ≥ p1 · p2 . . . pr. (2.5)
Nadalje vrijedi⌊
n
p1 . . . pr
⌋
≥ n
p1 . . . pr
− 1 = n − p1 . . . pr
p1 . . . pr
(2.5)≥ n − nε
p1 . . . pr
=
n (1 − ε)
p1 . . . pr
. (2.6)
Iz (2.4) i (2.6) slijedi
P
[
ai < Uni ≤ bi, i ≤ r
] (2.4)≥ n∑
m=1
1
n
∑
(vi)ai<pi≤(vi(ε))bi
p1,...pr |m
pi,p j
r∏
i=1
log (pi)
log
(
n
p1·...·pr−1
) =
1
n
∑
(vi)ai<pi≤(vi(ε))bi
p1...pr≤n
pi,p j
⌊
n
p1 . . . pr
⌋ r∏
i=1
log (pi)
log
(
n
p1·...·pr−1
) (2.6)≥
1
n
∑
(vi)ai<pi≤(vi(ε))bi
pi,p j
n (1 − ε)
p1 . . . pr
r∏
i=1
log (pi)
log
(
n
p1·...·pr−1
) = (1 − ε) ∑
(vi)ai<pi≤(vi(ε))bi
pi,p j
r∏
i=1
log (pi)
pi · log
(
n
p1·...·pr−1
)
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Neka je ni := n (p1 . . . pi−1)−1 za i = 1, 2, . . . , r. Za ni vrijedi n = n1 > n2 > . . . > nr i
ni
ni + 1
=
n
p1...pi−1
n
p1...pi
= pi.
Za pi ≤ (vi(ε))bi =
(
nε (p1 . . . pi−1)−1
)bi ≤ nbii vrijedi nejednakost ni+1 ≥ n1−bii . Ukoliko je
promijenimo redom za i = r, r − 1, . . . 1 dobivamo da je nr ≥ n(1−br−1)(1−br−2)...(1−b1)1 = nδ, gdje
smo s δ oznacˇili
∏r−1
i=1
(1 − bi) > 0.
Ponovno c´emo koristiti rezultat iz teorije brojeva, odnosno teorem 1.23∑
p≤x
log (p)
p
= log (x) + O(1), x→ ∞.
Odnosno u nasˇem slucˇaju∑
p≤(εx)bi
log (p)
p
= bi · log (ε) + bi · log (x) + O(1),
∑
p≤(x)ai
log (p)
p
= ai · log (x) + O(1).
Iz cˇega slijedi ∑
(x)ai<p≤(εx)bi
log (p)
p
= bi · log (ε) + bi · log (x) − ai · log (x) + O(1) =⇒
∑
(x)ai<p≤(εx)bi
log (p)
p log (x)
= (bi − ai) + bi log (ε)log (x) +
O(1)
log (x)
.
Zbog cˇega postoji xε takav da za svaki x > xε vrijedi∑
(x)ai<p≤(εx)bi
log (p)
p log (x)
≥ (bi − ai) (1 − ε) .
Buduc´i da je ni ≥ nδ za n ≥ x
1
δ
ε je ni ≥ xε, odnosno upravo dokazana nejednakost vrijedi za
svaki ni, i = 1, 2, . . . r.
P
[
ai < Uni ≤ bi, i ≤ r
] ≥ (1 − ε) ∑
(vi)ai<pi≤(vi(ε))bi
pi,p j
r∏
i=1
log (pi)
pi · log (ni) =
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(1 − ε)
∑
(vi)ai<pi≤(vi(ε))bi
pi,p j
i=1,...,r−1
r−1∏
i=1
log (pi)
pi · log (ni)
∑
(vi)ar<pr≤(vr(ε))br
pi,pr
log (pr)
pr · log (nr) ≥
(1 − ε)
∑
(vi)ai<pi≤(vi(ε))bi
pi,p j
i=1,...,r−1
r−1∏
i=1
log (pi)
pi · log (ni)
 ∑
(vi)ar<pr≤(vr(ε))br
log (pr)
pr · log (nr) −
r−1∑
i=1
log (pi)
pi · log (ni)
 ≥
(1 − ε)
∑
(vi)ai<pi≤(vi(ε))bi
pi,p j
i=1,...,r−1
r−1∏
i=1
log (pi)
pi · log (ni)
(
(br − ar) (1 − ε) − r · 1log (nr)
)
≥
(1 − ε)
(
(br − ar) (1 − ε) − r · 1log (nδ)
) ∑
(vi)ai<pi≤(vi(ε))bi
pi,p j
i=1,...,r−1
r−1∏
i=1
log (pi)
pi · log (ni) ≥ . . . ≥
(1 − ε)
r∏
i=1
(
(bi − ai) (1 − ε) − rlog (nδ)
)
.
Iz cˇega slijedi
lim inf
n
P
[
ai < Uni ≤ bi, i ≤ r
] ≥ r∏
i=1
(bi − ai) .

Iz ovog teorema i ranijih napomena izravno dobivamo tvrdnju sljedec´eg korolara.
Korolar 2.15.  log
(
Dn1
)
log (Tn)
,
log
(
Dn2
)
log (Tn)
, . . .
 =⇒ (G1,G2, . . .) .
Ono sˇto ponovno kao i u primjeru ciklusa preostaje za pokazati jest sˇto se dogada sa(
log (P1)
log (Tn)
,
log (P2)
log (Tn)
, . . .
)
,
odnosno hoc´e li se sortiranjem vektora log
(
Dn1
)
log (Tn)
,
log
(
Dn2
)
log (Tn)
, . . .

ocˇuvati konvergencija. Buduc´i da su oba primjera svedena na rjesˇavanje istog problema
sada je razumno prec´i na opc´eniti model koji c´e obuhvatiti relevantna svojstva oba primjera.
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2.3 Prostor ∆
Iskazˇimo i formalno definiciju cˇija se vazˇnost dala naslutiti iz dosadasˇnjih primjera, a po-
kazat c´e se centralnim prostorom u ovom poglavlju.
Definicija 2.16. Prostor
∆ := {x ∈ R∞ : x1, x2, . . . ≥ 0, x1 + x2 + . . . = 1}
promatramo kao potprostor od R∞ od kojega nasljeduje topologiju konvergencije po koor-
dinatama.
Topologija konvergencije po koordinatama se tako naziva jer niz (xn)n∈N ∈ ∆ konvergira
k x ∈ R∞ ako i samo ako niz (xnk)n∈N konvergira k xk gdje smo s xnk odnosno xk oznacˇili k-tu
koordinatu vektora xn odnosno x.
Na prostoru ∆ definirat c´emo funkciju rangiranja koja uzima proizvoljni element iz
prostora ∆ i njegove elemente sortira od vec´eg prema manjem. S obzirom na razmatra-
nja u prethodna dva primjera jasno je da su svojstva ove funkcije kljucˇna u formalnom
dokazivanju tvrdnji koje smo ranije naslutili.
Definicija 2.17. Funkciju rangiranja ρ : ∆→ ∆ definiramo pomoc´u relacije
ρ (x1, x2, . . .) = (y1, y2, . . .) ,
za koju postoji permutacija τ : N → N takva da je (x1, x2, . . .) = (yτ(1), yτ(2), . . .) i vrijedi
y1 ≥ y2 ≥ . . . ≥ yk ≥ . . ..
Napomena 2.18. Funkcija ρ je dobro definirana.
Iz x1 + x2 + . . . = 1 i x1, x2, . . . ≥ 0 slijedi da postoji maxk∈N xk i da se taj maksi-
mum postizˇe za neki n < ∞ indeksa k. Iz toga slijedi da je dobro definirano y1 = . . . =
yn = maxk∈N xk. Nastavimo li ovaj postupak dobivamo egzistenciju vektora (y1, y2, . . .), a
jedinstvenost je ocˇita iz definicije.
Teorem 2.19. Funkcija rangiranja je neprekidna.
Dokaz. Buduc´i da je prostor ∆ metricˇki kako bi dokazali da je funkcija ρ neprekidna do-
voljno je pokazati da ukoliko niz (xn)n∈N ∈ ∆ konvergira ka x ∈ ∆ onda niz (ρ (xn))n∈N ∈ ∆
konvergira k ρ (x) ∈ ∆. Po definiciji prostora ∆ ove nizovne konvergencije zapravo znacˇe
konvergenciju po svakoj od pojedinih koordinata. Iz tog razloga koordinate mozˇemo
permutirati po zˇelji pa zato nije smanjenje opc´enitosti ako pretpostavimo da za vektor
x = (x1, x2, . . .) ∈ ∆ vrijedi x1 ≥ x2 ≥ . . .. Odnosno da je ρ (x) = x.
Dakle pretpostavimo da za svaki m ∈ N vrijedi xnm → xm kada n → ∞ i dokazˇimo da
tada za svaki l ∈ N vrijedi ρ (xn)l → ρ (x)l = xl kada n→ ∞.
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Dokazˇimo prvo tvrdnju za l = 1. Iz definicije funkcije ρ znamo da je tada ρ (xn)l =
maxk∈N xnk . Ukoliko je x1 = x2 = . . . = xL > xL+1 pokazˇimo da za dovoljno velik n vrijedi
ρ (xn)1 = maxk≤L xnk . Neka je ε > 0, buduc´i da je
∑∞
i=1
xi = 1, postoji K0 ∈ N takav da
je
∑∞
i=K0
xi < ε. Neka je N0 ∈ N takav da za svaki n ≥ N0 i za svaki i < K0 vrijedi∣∣∣xni − xi∣∣∣ < εK0 iz cˇega slijedi
∞∑
i=K0
xni = 1 −
K0−1∑
i=1
xni < 1 −
K0−1∑
i=1
xi − εK0 = K0 ·
ε
K0
+ 1 −
K0−1∑
i=1
xi = ε +
∞∑
i=K0
xi < 2ε,∀n ≥ N0.
Iz cˇinjenice da je x1 > 0 i da xn1 → x1 kada n → ∞ slijedi da postoji N1 ∈ N takav da za
svaki n > N1 vrijedi
∣∣∣xn1 − x1∣∣∣ < x13 . Tada ako u gornjoj nejednakosti uzmemo ε = x13 za
n > max{N0,N1} vrijedi
xn1 > x1 −
x1
3
= 2 · x1
3
>
∞∑
i=K0
xni ≥ xnk ,∀k ≥ K0.
Odnosno za n > max{N0,N1} je ρ (xn)1 = maxk<K0 xnk . Sada ovu ocjenu mozˇemo i po-
boljsˇati, jer buduc´i da je x1 > xL+1 ≥ xL+2 ≥ . . . ≥ xK0 onda postoji N2 takav da za n > N2
vrijedi xn1 > x
n
L+1, x
n
1 > x
n
L+2, . . . , x
n
1 > x
n
K0 .
Buduc´i da za svaki k ≤ L vrijedi xnk → xk = x1 kada n→ ∞ iz gore pokazanog slijedi i
da ρ (xn)1 = maxk≤L xnk → x1 = ρ (x)1 kada n→ ∞.
Uocˇimo da promatranjem l-te najvec´e vrijednosti umjesto maksimuma isti argumenti
povlacˇe da tvrdnja vrijedi za svaki l ≤ L. Odnosno mozˇemo zakljucˇiti da za dovoljno veliki
n i za svaki l ≤ L vrijedi ρ (xn)l ∈ {xn1, . . . xnL}.
Pokazˇimo da tvrdnja vrijedi i za l = L+1, a onda c´e zbog analognih argumenata tvrdnja
vrijediti i opc´enito primjenom matematicˇke indukcije.
Ukoliko je xL+1 = 0 onda je xi = 0 za svaki i ≥ L + 1. Tada za svaki ε > 0 postoji
N3 ∈ N takav da za svaki n ≥ N3 i za svaki i ≤ L vrijedi
∣∣∣xni − xi∣∣∣ < εL+1 iz cˇega slijedi
∞∑
i=L+1
xni = 1 −
L∑
i=1
xni < 1 −
L∑
i=1
(
xi − εL + 1
)
=
(L + 1) · ε
L + 1
+ 1 −
L∑
i=1
xi = ε +
∞∑
i=L+1
xi = ε, ∀n ≥ N3.
Buduc´i da smo ranije vec´ dokazali da za dovoljno veliki n vrijedi ρ (xn)l ∈ {xn1, . . . xnL}
sada mozˇemo zakljucˇiti da za proizvoljni ε > 0 postoji N4 ∈ N takav da za svaki n ≥ N4
vrijedi ρ (xn)L+1 ≤
∑∞
i=L+1
xni < ε. Odnosno da ρ (xn)L+1 → 0 = ρ (x)L+1 kada n→ ∞.
Preostaje pokazati da tvrdnja teorema vrijedi i u slucˇaju xL+1 , 0.
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Ponovno istim argumentima kao i ranije dobivamo da za svaki ε > 0 postoji K1,N5 ∈ N
takav da je
∑∞
i=K1
xi < ε i za svaki n ≥ N5 je
∑∞
i=K1
xni < 2ε Iz cˇinjenice da je xL+1 > 0
i da xnL+1 → xL+1 kada n → ∞ slijedi da postoji N6 ∈ N takav da za svaki n > N6 vrijedi∣∣∣xnL+1 − xL+1∣∣∣ < xL+13 . Tada ako u gornjoj nejednakosti uzmemo ε = xL+13 za n > max{N5,N6}
vrijedi
xnL+1 > xL+1 −
xL+1
3
= 2 · xL+1
3
>
∞∑
i=K1
xni ≥ xnk ,∀k ≥ K1.
Odnosno ponovno koristec´i cˇinjenicu da za dovoljno veliki n vrijedi ρ (xn)l ∈ {xn1, . . . xnL}
dobivamo da je ρ (xn)L+1 = maxL<k<K1 x
n
k . Sada ovu ocjenu mozˇemo i poboljsˇati, jer uz
oznake xL+1 = ... = xS > xS +1 ≥ xS +2 ≥ . . . ≥ xK postoji N7 takav da za n > N7 vrijedi
xnL+1 > x
n
S +1, x
n
L+1 > x
n
S +2, . . . x
n
L+1 > x
n
K1 . Iz cˇega slijedi da ponovno za dovoljno veliki n
vrijedi ρ (xn)L+1 = maxL<k≤S xnk .
Buduc´i da za svaki L < k ≤ S vrijedi xnk → xk = xL+1 kada n → ∞ iz gore pokazanog
slijedi i da ρ (xn)L+1 = maxL<k≤S xnk → xL+1 = ρ (x)L+1 kada n→ ∞. Cˇime je dokaz gotov.

Sada smo u moguc´nosti vratiti se ranije pretpostavljenoj tvrdnji u primjeru ciklusa.
Ustvrdili smo da intuitivno ocˇekujemo da c´e iz Ln =⇒ G slijediti da isto vrijedi i za silazno
rangirane cikluse. A sljedec´i korolar nam tu cˇinjenicu i formalno dokazuje.
Korolar 2.20.
Ln(.) =⇒ G(.).
Dokaz. Od prije znamo da je Ln ∈ ∆ i da je P [G ∈ ∆] = 1, pa ukoliko G izmijenimo na
skupu vjerojatnosti 0 dobivamo da su Ln,G ∈ ∆. Kako je Ln(.) = ρ (Ln) i G(.) = ρ (G), a
funkcija ρ po teoremu 2.19 neprekidna onda iz teorema 1.16 i korolara 2.10 slijedi trazˇena
tvrdnja. 
Analogan rezultat dobivamo i u primjeru djelitelja
Korolar 2.21. (
log (P1)
log (Tn)
,
log (P2)
log (Tn)
, . . .
)
=⇒ G(.).
Dokaz. Od prije znamo da je (
log (P1)
log (Tn)
,
log (P2)
log (Tn)
, . . .
)
∈ ∆
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i da je P [G ∈ ∆] = 1. Ako G izmijenimo na skupu vjerojatnosti 0 dobivamo da je i G ∈ ∆.
Kako je (
log (P1)
log (Tn)
,
log (P2)
log (Tn)
, . . .
)
= ρ
 log
(
Dn1
)
log (Tn)
,
log
(
Dn2
)
log (Tn)
, . . .

i G(.) = ρ (G), a funkcija ρ po teoremu 2.19 neprekidna onda iz teorema 1.16 i korolara
2.15 slijedi trazˇena tvrdnja. 
Ovime je zavrsˇena rasprava iz oba primjera i u nastavku se posvec´ujemo proucˇiti svoj-
stva slucˇajnog procesaG(.) na prostoru ∆. Naravno da je to kljucˇno u proucˇavanju granicˇnih
svojstava za primjere ciklusa i djelitelja.
Poglavlje 3
Poisson-Dirichletova razdioba
U ovom poglavlju cilj nam je definirati, a potom opisati te dokazati glavna svojstva Poisson-
Dirichletove razdiobe cˇija je vazˇnost uocˇena u prethodnom poglavlju.
3.1 Povezanost Dirichletove i Poisson-Dirichletove
razdiobe
Promatrat c´emo nesˇto opc´enitiji model nego u prethodnom poglavlju. Do sada smo za
definiciju slucˇajne varijable Gk koristili uniformnu distribuciju, a sada uzimamo beta dis-
tribuciju definiranu u 1.6.
Definicija 3.1. Neka je dan vjerojatnosni prostor (Ω,F,P) i na njemu nezavisne slucˇajne
varijable B1, B2, . . . s beta-(1, θ), θ > 0 distribucijom. Definiramo slucˇajne varijable G1,G2, . . .
tako da vrijedi
G1 := B1,
Gk := (1 − B1) · . . . · (1 − Bk−1) Bk, k ≥ 2.
Neka je takoder G := (G1,G2, . . .).
Ova definicija se poklapa s ranijom u slucˇaju θ = 1 buduc´i da je uniformna distri-
bucija beta-(1, 1) distribucija, a formule kojom su definirane Gk su jednake. Za ovako
definirane, odnosno poopc´ene slucˇajne varijable G1,G2, . . . takoder vrijedi
∑∞
k=1
Gk =
1 −
∏∞
k=1
(1 − Bk), sˇto se pokazuje isto kao i u posebnom slucˇaju iz prethodnog poglavlja.
Takoder, buduc´i da je
∑∞
k=1
Gk = 1 g.s., ponovno mozˇemo izmijeniti vrijednost od G na
skupu vjerojatnosti 0 tako da vrijedi G ∈ ∆. Zato je dobro definirano G(.) := ρ(G).
37
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Definicija 3.2. Razdiobu slucˇajnog vektoraG(.) na prostoru ∆ nazivamo Poisson-Dirichletova
razdioba s parametrom θ.
Napomena 3.3. U prethodnom poglavlju pokazali smo da slucˇajni vektori
Ln(.) i
(
log (P1)
log (Tn)
,
log (P2)
log (Tn)
, . . .
)
konvergiraju prema Poisson-Dirichletovoj razdiobi s parametrom 1.
Cilj ovog poglavlja je odrediti funkciju gustoc´e slucˇajnog vektora G(.) i njegovih kom-
ponenti. Pokazuje se da se to najjednostavnije postizˇe neizravnim putem. U tu svrhu pro-
motrimo niz slucˇajnih vektora Bn =
(
Bn1, B
n
2, . . .
)
na prostoru [0, 1]∞. Neka su komponente
Bn1, B
n
2, . . . medusobno nezavisne slucˇajne varijable, takve da B
n
i ima beta-(α + 1, (n − i)α)
distribuciju, gdje je koeficijent α > 0. Tada je, po (1.6), funkcija gustoc´e od Bni dana
formulom
hni (x) =
Γ ((n − i + 1)α + 1)
Γ (α + 1) · Γ ((n − i)α) x
α (1 − x)(n−i)α−1 1[0,1] (x) . (3.1)
Uocˇimo da za fiksan r kada pustimo n → ∞ ukoliko dodatno zahtijevamo da vrijedi i
nα→ θ za svaki 1 ≤ i ≤ r imamo Bni =⇒ Bi, a onda i
(
Bn1, . . . B
n
r
)
=⇒ (B1, . . . Br).
Napomena 3.4. U nastavku kada koristimo parametar α podrazumijevat c´emo da ako n→
∞ onda nα → θ, pa i α → 0, drugim rijecˇima α se mijenja u ovisnosti o n cˇak i kada
to eksplicitno nije naglasˇeno. Formalno mozˇemo definirati funkciju α : N → R takvu
da je limn→∞ nα (n) = θ i slucˇajne varijable Bni koje imaju beta-(α (n) + 1, (n − i)α (n))
distribuciju. U praksi c´emo nastaviti pisati α, ali podrazumijevamo znacˇenje tog parametra
u skladu s ovom napomenom.
Neka je nadalje slucˇajni vektor Gn =
(
Gn1,G
n
2, . . .
)
definiran s
Gn1 := B
n
1,
Gnk :=
(
1 − Bn1
) · . . . · (1 − Bnk−1) Bnk , k ≥ 2.
Po teoremu 1.16 i iz prethodnih razmatranja slijedi
(
Gn1, . . .G
n
r
)
=⇒ (G1, . . .Gr).
Propozicija 3.5. Funkcija gustoc´e slucˇajnog vektora
(
Gn1,G
n
2, . . . ,G
n
r
)
je f nr : R
r → R,
f nr (z1, z2, . . . , zr) = h
n
1 (z1) h
n
2
(
z2
1 − z1
)
. . . hnr
(
zr
1 − z1 − . . . − zr−1
) r−1∏
i=1
(1 − z1 − . . . zi)−1
za (z1, z2, . . . , zr) takve da je z1, z2, . . . , zr > 0 i z1 + z2 + . . . + zr < 1, a f nr ≡ 0 inacˇe.
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Dokaz. Buduc´i da su Bn1, B
n
2, . . . B
n
r medusobno nezavisne slucˇajne varijable s funkcijama
gustoc´e hn1, h
n
2, . . . h
n
r redom, slijedi da je funkcija gustoc´e slucˇajnog vektora
(
Bn1, B
n
2, . . . B
n
r
)
funkcija ψ : Rr → R,
ψ (z1, z2, . . . , zr) := hn1 (z1) h
n
2 (z2) . . . h
n
r (zr) .
Buduc´i da je
(
Gn1,G
n
2, . . . ,G
n
r
)
=
(
Bn1,
(
1 − Bn1
)
Bn2, . . . ,
(
1 − Bn1
) · . . . · (1 − Bnr−1) Bnr ) defini-
ramo funkciju g : Rr → Rr,
g (z1, z2, . . . , zr) := (z1, (1 − z1) z2, . . . , (1 − z1) · . . . · (1 − zr−1) zr) .
i prostor
T :=
(s1, . . . , sr) ∈ Rr : s1, . . . , sr > 0, r∑
i=1
si < 1

Vrijedi
(
Gn1,G
n
2, . . . ,G
n
r
)
= g
(
Bn1, B
n
2, . . . B
n
r
)
i funkcija g : 〈0, 1〉r → T je Borelova i bijek-
cija. Nadalje g−1 djeluje na vektor (z1, z2, . . . , zr) ∈ T na sljedec´i nacˇin
g−1 (z1, z2, . . . , zr) :=
(
z1,
z2
1 − z1 , . . . ,
zr
1 − z1 − . . . − zr−1
)
,
iz cˇega slijedi da je g−1 ∈ C1 (T ). Odredimo Dg−1.
Dg−1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
z2
(1 − z1)2
z3
(1 − z1 − z2)2
. . .
zr
(1 − z1 − . . . zr−1)2
0
1
(1 − z1)
z3
(1 − z1 − z2)2
. . .
zr
(1 − z1 − . . . zr−1)2
0 0
1
(1 − z1 − z2) . . .
zr
(1 − z1 − . . . zr−1)2
...
...
...
. . .
...
0 0 0 . . .
1
(1 − z1 − . . . zr−1)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
gornje trokutasta matrica
=
r−1∏
i=1
(1 − z1 − . . . zi)−1 , 0
za (z1, z2, . . . , zr) ∈ T . Buduc´i da su zadovoljeni uvjeti teorema 11.8. u Sarapa [4] slijedi
da je funkcija gustoc´e slucˇajnog vektora
(
Gn1,G
n
2, . . . ,G
n
r
)
dana s
f nr (z1, z2, . . . , zr) = ψg
−1 (z1, z2, . . . , zr)
∣∣∣Dg−1∣∣∣1T (z1, z2, . . . , zr) =
hn1 (z1) h
n
2
(
z2
1 − z1
)
. . . hnr
(
zr
1 − z1 − . . . − zr−1
) r−1∏
i=1
(1 − z1 − . . . zi)−1 1T (z1, z2, . . . , zr) .

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Iz prethodne propozicije, kada uvrstimo cˇemu je po (3.1) jednako hn1 slijedi da je
P
[(
Gn1, . . .G
n
r
) ∈ H] = ∫
H
hn1 (z1) h
n
2
(
z2
1 − z1
)
. . . hnr
(
zr
1 − z1 − . . . − zr−1
)
·
r−1∏
i=1
(1 − z1 − . . . zi)−1 1T (z1, z2, . . . , zr) dz1 . . . dzr =
1
Γ (α + 1)r
r∏
i=1
Γ ((n − i + 1)α + 1)
Γ ((n − i)α)
∫
H
zα1 . . . z
α
r · (1 − z1 − . . . − zr)(n−r)α−1 ·
r−1∏
i=1
(1 − z1 − . . . zi)−1 1T (z1, z2, . . . , zr) dz1 . . . dzr.
Koristec´i svojstvo Γ (x + 1) = x · Γ (x) odredimo posebno vrijednost izraza
1
Γ (α + 1)r
r∏
i=1
Γ ((n − i + 1)α + 1)
Γ ((n − i)α) =
1
αrΓ (α)r
r∏
i=1
((n − i + 1)α) Γ ((n − i + 1)α)
Γ ((n − i)α) =
1
Γ (α)r
· Γ ((n − 1 + 1)α)
Γ ((n − 1)α) ·
Γ ((n − 2 + 1)α)
Γ ((n − 2)α) · . . . ·
Γ ((n − r + 1)α)
Γ ((n − r)α)
r∏
i=1
(n − i + 1) =
1
Γ (α)r
· Γ (nα)
Γ ((n − r)α) · (n)r.
Iz pokazanog slijedi
P
[(
Gn1, . . .G
n
r
) ∈ H] = Γ (nα)
Γ (α)r Γ ((n − r)α)
∫
H
(n)r · zα−11 . . . zα−1r · (1 − z1 − . . . − zr)(n−r)α−1 ·
z1
z2
1 − z1 . . .
zr
(1 − z1 − . . . zr−1)1T (z1, z2, . . . , zr) dz1 . . . dzr. (3.2)
Za daljnje proucˇavanje svojstava Poisson-Dirichletove razdiobe okrenut c´emo se mo-
delu koji proizlazi iz populacijske genetike. Pretpostavimo da se promatrana popula-
cija sastoji od jedinki koje pripadaju jednom od n razlicˇitih tipova. Oznacˇimo s Zi, i =
1, 2, . . . n relativne frekvencije i-tog tipa. Buduc´i da je Z1 + . . . Zn = 1 dovoljno je proma-
trati vektor (Z1, . . .Zn−1). Razdioba vektora (Z1, . . .Zn−1) naziva se Dirichletova razdioba,
a odgovarajuc´a funkcija gustoc´e dana je formulom
fn (z1, . . . zn−1) =
Γ (nα)
Γn (α)
zα−11 . . . z
α−1
n−1 (1 − z1 − . . . − zn−1)α−1 , (3.3)
gdje vektor (z1, . . . zn−1) zadovoljava z1 + . . . + zn−1 < 1 i z1, . . . zn−1 > 0.
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Parametar α u zapisu predstavlja stopu mutacije po pojedinom tipu. Nas c´e zanimati
slucˇaj u kojem se broj tipova beskonacˇno povec´ava, jer se svakom mutacijom u populaciji
stvaraju novi tipovi, ali ukupna stopa mutacije za cijelu populaciju ostaje finska. Formalno
promatrat c´emo sˇto se dogada kada n → ∞, ali parametar nα ne tezˇi u 0 vec´ u pozitivnu
konstantu. Uocˇimo da se ova situacija poklapa s ranije spomenutim slucˇajem od interesa
kada je n→ ∞ i nα→ θ. Kao i u prethodnom poglavlju zanimat c´e nas sortirane, odnosno
konkretno najvec´e relativne frekvencije Z(1),Z(2), . . .Z(r).
Napomena 3.6. Uocˇimo da smo odlukom da promatramo samo prvih r slucˇajnih varijabli
izgubili jedno od ranije bitnih svojstava da je suma elemenata u promatranom slucˇajnom
vektoru 1.
Uvedimo zato formalno vektor Zn =
(
Zn1 ,Z
n
2 , . . .
)
i neka je on slucˇajni element prostora
∆ za koji je prvih n−1 komponenata definirano pomoc´u funkcije gustoc´e dane u (3.3), n-ta
komponenta dana formulom 1 − Zn1 − . . . − Znn−1, a za sve vec´e komponente vrijedi Zni = 0.
Oznacˇimo s Zn(.) := ρZ
n.
Za ovako definiran Zn i fiksan r promatrat c´emo vektor(
Zn(1),Z
n
(2), . . .Z
n
(r)
)
,
kada n→ ∞ i nα→ θ > 0.
Propozicija 3.7. Ako je slucˇajni vektor
(
Zn1 , . . .Z
n
n−1
)
dan funkcijom gustoc´e (3.3) onda je
za 1 ≤ r < n funkcija gustoc´e vektora (Zn1 , . . .Znr ) u tocˇki (z1, . . . zr), gdje je z1, . . . , zr > 0 i
z1 + . . . + zr < 1 dana formulom
hr (z1, . . . zr) =
Γ (nα)
Γr (α) Γ ((n − r)α)z
α−1
1 . . . z
α−1
r (1 − z1 − . . . − zr)(n−r)α−1 .
Dokaz. Za proizvoljan 1 ≤ r < n oznacˇimo s hr funkcija gustoc´e vektora (Zn1 , . . .Znr ).
Oznacˇimo s m := n − r − 1 i σ :=
∑r
i=1
zi. Zbog (3.3) slijedi da za vektor (z1, . . . zr), takav
da je z1, . . . , zr > 0 i z1 + . . . + zr < 1 vrijedi
hr (z1, . . . zr) =
∫
s1,...sm>0
s1+...+sm<1−σ
fn (z1, . . . zr, s1, . . . sm) =
∫
s1,...sm>0
s1+...+sm<1−σ
Γ (nα)
Γn (α)
(z1 . . . zr)α−1 (s1 . . . sm)α−1 (1 − σ − s1 − . . . − sm)α−1 ds1 . . . dsm =
Γ (nα)
Γn (α)
(z1 . . . zr)α−1
∫
s1,...sm>0
s1+...+sm<1−σ
(s1 . . . sm)α−1 (1 − σ − s1 − . . . − sm)α−1 ds1 . . . dsm =
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(ukoliko na uglatu zagradu primjenimo tvrdnju korolara 1.4 uz f (t) = (1 − σ − t)α−1 )
Γ (nα)
Γn (α)
(z1 . . . zr)α−1
Γm (α)
Γ (mα)
1−σ∫
0
(1 − σ − t)α−1 tmα−1dt =
[
s =
t
1 − σ, ds =
dt
1 − σ
]
=
Γ (nα)
Γ (mα) Γr+1 (α)
(z1 . . . zr)α−1
1∫
0
(1 − σ)α−1 (1 − s)α−1 (1 − σ)mα−1 smα−1 (1 − σ) ds =
Γ (nα)
Γ (mα) Γr+1 (α)
(z1 . . . zr)α−1 (1 − σ)(n−r)α−1
1∫
0
(1 − s)α−1 smα−1ds propozici ja1.2=
Γ (nα)
Γ (mα) Γr+1 (α)
(z1 . . . zr)α−1 (1 − σ)(n−r)α−1 Γ (α) Γ (mα)
Γ ((n − r)α) =
Γ (nα)
Γr (α) Γ ((n − r)α)z
α−1
1 . . . z
α−1
r (1 − z1 − . . . zr)(n−r)α−1 .

Ako umjesto promatranja konkretnog podskupa {1, 2, . . . , r} uzmemo proizvoljni pod-
skup skupa {1, 2, . . . , n} duljine r i oznacˇimo ga s {i1, i2, . . . , ir} zbog simetrije i prethodne
propozicije vrijedi tvrdnja sljedec´eg korolara.
Korolar 3.8. Funkcija gustoc´e vektora
(
Zni1 , . . .Z
n
ir
)
u tocˇki (z1, . . . zr), gdje je z1, . . . , zr > 0
i z1 + . . . + zr < 1 dana je formulom
hr (z1, . . . zr) =
Γ (nα)
Γr (α) Γ ((n − r)α)z
α−1
1 . . . z
α−1
r (1 − z1 − . . . − zr)(n−r)α−1 . (3.4)
Oznacˇimo s
(
Znτ1 , . . .Z
n
τr
)
vektor dobiven kao u napomeni 1.19 iz Zn, odnosno vektor(
Zˆn1 , . . . Zˆ
n
r
)
. Buduc´i da je po propoziciji 1.20,
P [τ1 = i1, . . . , τr = ir | Zn] = Zni1
Zni2
1 − Zni1
. . .
Znir
1 − Zni1 − . . . − Znir−1
=: pr
(
Zni1 , . . .Z
n
ir
)
,
vrijedi
P
[(
Zˆn1 , . . . Zˆ
n
r
)
∈ H | Zn
]
=
∑
pr
(
Zni1 , . . .Z
n
ir
)
1H
(
Zni1 , . . .Z
n
ir
)
,
gdje se sumira po uredenim r-torkama medusobno razlicˇitih elemenata skupa {1, 2, . . . , n}.
Uocˇimo da tih pribrojnika ima (n)r = n(n − 1) . . . (n − r + 1)
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Buduc´i da za dogadaj A i slucˇajnu varijablu X vrijedi
P [A] = E [1A] = E [E [1A | X]] = E [P [A | X]]
imamo sljedec´u relaciju
P
[(
Zˆn1 , . . . Zˆ
n
r
)
∈ H
]
=
∫
H
∑
pr (z1, . . . zr) hr (z1, . . . zr) dz1 . . . dzr
zbogsimetri je
=∫
H
(n)r pr (z1, . . . zr) hr (z1, . . . zr) dz1 . . . dzr =
Γ (nα)
Γ (α)r Γ ((n − r)α)
∫
H
(n)r · zα−11 . . . zα−1r · (1 − z1 − . . . − zr)(n−r)α−1 ·
z1
z2
1 − z1 . . .
zr
(1 − z1 − . . . zr−1)1T (z1, z2, . . . , zr) dz1 . . . dzr
(3.2)
= P
[(
Gn1, . . .G
n
r
) ∈ H] .
Iz cˇega slijedi da su vektori
(
Zˆn1 , . . . Zˆ
n
r
)
i
(
Gn1, . . .G
n
r
)
jednako distribuirani.
Korolar 3.9.
Zn(.) =⇒ G(.) n→ ∞.
Dokaz. Ranije smo pokazali da
(
Gn1, . . .G
n
r
)
=⇒ (G1, . . .Gr) iz cˇega po teoremu 2.19 slijedi
da ρ (Gn) =⇒ ρ (G). Ako uz tu konvergenciju uvazˇimo i napomene prije iskaza korolara
slijedi ρ
(
Zˆn
)
=⇒ ρ (G). Buduc´i da je Zˆn permutacija slucˇajnog vektora Zn vrijedi ρ
(
Zˆn
)
=
ρ (Zn). Dakle imamo
Zn(.) = ρ (Z
n) = ρ
(
Zˆn
)
=⇒ ρ (G) = G(.) n→ ∞,
cˇime je korolar dokazan. 
U nastavku c´emo proucˇavati granicˇna svojstva vektora Zn(.), ali da bi mogli doc´i do
potrebnih zakljucˇaka prvo je potrebno dokazati odreden dio tehnicˇkih tvrdnji.
3.2 Tehnicˇki rezultati
Za fiksan r ∈ N neka je
Mr :=
(z1, . . . zr) ∈ Rr : 1 > z1 > . . . zr > 0, r∑
i=1
zi < 1
 . (3.5)
Neka je za fiksni α funkcija gm (. ;α) konvolucija funkcije αxα−1 sa samom sobom na
intervalu 〈0, 1〉 m puta.
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Raspisˇimo malo detaljnije funkciju gm (. ;α) za m = 1, 2, 3:
g1 (x ;α) = αxα−1
g2 (x ;α) =
1∫
0
αyα−1 · α(x − y)α−1dy = α2
1∫
0
(x − y)α−1yα−1dy
g3 (x ;α) =
1∫
0
αzα−1 · α2
1∫
0
yα−1(x − z − y)α−1dy dz = α3
"
0<y,z<1
(x − y − z)α−1yα−1zα−1dydz
Matematicˇkom indukcijom za opc´eniti m dobivamo formulu
gm (x ;α) = αm
∫
0<s1,...,sm−1<1
(x − s1 − . . . − sm−1)α−1
m−1∏
i=1
sα−1i ds1 . . . dsm−1.
Sada smo u moguc´nosti pokazati sljedec´u lemu koja c´e nam biti od pomoc´i pri odredivanju
trazˇenih svojstava Poisson-Dirichletove razdiobe.
Lema 3.10. Gustoc´a slucˇajnog vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
u tocˇki (z1, z2, . . . , zr) ∈ Mr
dana je s
n(n − 1) . . . (n − r + 1)Γ (nα)
Γn (α)
α−(n−r)zα−11 . . . z
α−1
r−1 z
(n−r+1)α−2
r gn−r
(
1 − z1 − . . . − zr
zr
;α
)
.
Dokaz. Oznacˇimo s m = n − 1 − r, s =
∑r
i=1
zi, c = 1−szr . Gustoc´a slucˇajnog vektora(
Zn1 ,Z
n
2 , . . . ,Z
n
n−1
)
dana je s
fn (z1, . . . zn−1) =
Γ (nα)
Γn (α)
zα−11 . . . z
α−1
n−1 (1 − z1 − . . . − zn−1)α−1 · 1T (z1, . . . zn−1) ,
gdje je T =
{
(x1, . . . xn−1) ∈ Rn−1 : x1, . . . xn−1 > 0, x1 + . . . + xn−1 < 1
}
. Uz ranije definirane
oznake parcijalnom integracijom zˇelimo dobiti gustoc´u slucˇajnog vektora
(
Zn(1), . . .Z
n
(r)
)
.
Buduc´i da su koordinate slucˇajnog vektora
(
Zn(1), . . .Z
n
(r)
)
sortirane zanimat c´e nas samo one
permutacije vektora (z1, . . . zn−1) za koje je z1 > z2 > . . . > zr > zr+1, . . . , zn−1, zn, gdje je
zn = 1 −
∑n−1
i=1
zi. Kako bi dobili taj uredaj, zbog simetricˇnosti izraza, dovoljno je formulu
dobivenu parcijalnom integracijom pomnozˇiti s faktorom (n)r = n(n − 1) . . . (n − r + 1).
Odnosno dobivamo formulu za gustoc´u
(n)r
Γ (nα)
Γn (α)
zα−11 . . . z
α−1
r
∫
0<y1,...ym<zr
0<1−s−y1−...−ym<zr
yα−11 . . . y
α−1
m
1 − s − m∑
i=1
y1
α−1 dy1 . . . dym,
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za (z1, . . . zr) ∈ Mr. Dalje racˇunamo vrijednost integrala∫
0<y1,...ym<zr
0<1−s−y1−...−ym<zr
yα−11 . . . y
α−1
m
1 − s − m∑
i=1
y1
α−1 dy1 . . . dym =
[
yi = zr si, dyi = zrdsi, i = 1, . . .m
]∫
0<s1,...sm<1
0<c−s1−...−sm<1
(zr s1)α−1 . . . (zr sm)α−1 zα−1r
c − m∑
i=1
si
α−1 zmr ds1 . . . dsm =
z(α−1)(m+1)+mr
∫
0<s1,...sm<1
c−1<s1+...+sm<c
sα−11 . . . s
α−1
m
c − m∑
i=1
si
α−1 ds1 . . . dsm =
zα(m+1)−1r α
−m
∫
0<s1,...sm<1
c−1<s1+...+sm<c
 m∏
i=1
αsα−1i
 c − m∑
i=1
si
α−1 ds1 . . . dsm.
Ukoliko u dobivenom integralu napravimo zamjenu varijabli x = s1 + . . . + sm, sm =
x − s1 − . . . − sm−1, dsm = dx, slijedi∫
0<s1,...,sm<1
c−1<s1+...+sm<c
 m∏
i=1
αsα−1i
 c − m∑
i=1
si
α−1 ds1 . . . dsm =
∫
c−1<x<c
(c − x)α−1
∫
0<s1,...,sm−1<1
αm (x − s1 − . . . − sm−1)α−1
m−1∏
i=1
sα−1i ds1 . . . dsm−1 dx =
α−1
∫
c−1<x<c
α (c − x)α−1 gm (x ;α) dx =
[t = c − x, dt = −dx]
α−1
1∫
0
αtα−1gm (c − t ;α) dt = α−1gm+1 (c ;α)
Odnosno dobivamo formulu za gustoc´u slucˇajnog vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
(n)r
Γ (nα)
Γn (α)
zα−11 . . . z
α−1
r z
α(m+1)−1
r α
−(m+1)gm+1 (c ;α) .
Iz cˇega, nakon sˇto uvrstimo cˇemu su jednaki c,m i s, slijedi tvrdnja leme. 
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Uvedimo josˇ jednu novu oznaku. Za k ≥ 1 neka je
Ck(x) :=
(s1, . . . , sk) ∈ Rk : s1, . . . , sk > 1, k∑
i=1
si < x
 .
Uocˇimo da za x ≤ k uvjeti iz definicije Ck(x) nisu nikada oba zadovoljeni pa je Ck(x) = ∅.
U slucˇaju kada je k = 0 recimo da je C0(x) := ∅.
U nastavku c´e nas zanimati granicˇna svojstva funkcije gm (x ;α) cˇija je vazˇnost postala
ocˇita u prethodnoj lemi. Tvrdnja sljedec´eg teorema pokazat c´e se kljucˇna u dobivanju
trazˇenih rezultata.
Teorem 3.11. Za 0 < x < m, vrijedi
gm (x ;α) =
∑
0≤k<x
(−1)k
(
m
k
)
Γm−k(α)αm
Γ ((m − k)α) ·
∫
Ck(x)
sα−11 . . . s
α−1
k
x − k∑
i=1
si
(m−k)α−1 ds1 . . . dsk,
gdje se u slucˇaju k = 0 integral zamjeni s xmα−1.
Dokaz. Neka je
Am(x) :=
(s1, . . . , sm) ∈ Rm : 0 < s1, . . . , sm < 1, m∑
i=1
si < x
 i
Bk(x) :=
(s1, . . . , sk) ∈ Rk : s1, . . . , sk > 0, k∑
i=1
si < x
 .
Za 0 < x < m imamo
x∫
0
gm (u ;α) du =
x∫
0
αm
∫
0<s1,...,sm−1<1
(u − s1 − . . . − sm−1)α−1
m−1∏
i=1
sα−1i ds1 . . . dsm−1 du =
u − m−1∑
i=1
si = sm du = dsm
 = ∫
0<s1,...,sm−1<1
∫
0<s1+...+sm<x
αmsα−11 . . . s
α−1
m dsmds1 . . . dsm−1.
Pokazˇimo da se integracija u zadnjem integralu zapravo vrsˇi po skupu Am(x). Uvjeti 0 <
s1, . . . sm−1 < 1 i
∑m
i=1
si < x su trivijalno zadovoljeni. Pretpostavimo da uvjet sm > 0
nije zadovoljen, odnosno buduc´i da nas kod integracije rubovi ne zanimaju pretpostavimo
da je sm = −ε < 0. Buduc´i da se integrira po svim 0 < s1, . . . sm−1 dozvoljen je slucˇaj
s1 = . . . = sm−1 = ε (2m − 2)−1, ali tada je
∑m
i=1
si = ε2 − ε < 0 sˇto je kontradikcija. Dakle
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sm > 0. Pretpostavimo nadalje da je sm > 1. Buduc´i da je x < m postoji ε′ > 0 takav da je
x = m− ε′. Tada za s1 = . . . = sm−1 = 1− ε′ (2m − 2)−1 imamo
∑m
i=1
si = m− 1− ε′2 + sm >
m − ε′2 > x. Ovime smo pokazali da je zadovoljen i uvjet sm < 1. Odnosno pokazali smo
da je
x∫
0
gm (u ;α) du =
∫
Am(x)
αmsα−11 . . . s
α−1
m ds1 . . . dsm.
Uvedimo sljedec´e pomoc´ne oznake
Pnk := {(s1, . . . , sn) ∈ Rn : sk < 1} , n = 1, 2, . . . ,m k = 1, 2, . . . , n.
Uz ove oznake dobivamo da vrijede sljedec´e skupovne relacije
Am(x) = Bm(x) ∩ Pm1 ∩ . . . ∩ Pmm,
Ck(x) = Bk(x) ∩
(
Pk1
)c ∩ . . . ∩ (Pkk)c .
Iz dobivenog korisˇtenjem korolara 1.26 za n = m, X = Bm(x), S i = Pmi te f (x1, . . . , xm) =
αm (x1, . . . , xm)α−1 i cˇinjenice da je funkcija f simetricˇna s obzirom na varijable x1, . . . , xm
slijedi∫
Am(x)
αmsα−11 . . . s
α−1
m ds1 . . . dsm =
∫
Bm(x)∩Pm1 ∩...∩Pmm
αmsα−11 . . . s
α−1
m ds1 . . . dsm =
∑
0≤k≤m
(−1)k
(
m
k
)
αm
∫
Bm(x)∩(Pm1 )
c∩...∩(Pmk )
c
sα−11 . . . s
α−1
k s
α−1
k+1 . . . s
α−1
m ds1 . . . dsm =
(buduc´i da se integrira po podrucˇju na kojem su s1, . . . sk > 1 i vrijedi
∑k
i=1
si < x ako je
k ≥ x podrucˇje intergacije je prazan skup, odnosno odgovarajuc´i pribrojnik je 0)∑
0≤k<x
(−1)k
(
m
k
)
αm
∫
Bk(x)∩(Pk1)
c∩...∩(Pkk)
c
∫
Bm−k(x−∑ki=1 si)
sα−11 . . . s
α−1
k s
α−1
k+1 . . . s
α−1
m dsk+1 . . . ds1 . . . dsk =
∑
0≤k<x
(−1)k
(
m
k
)
αm
∫
Ck(x)
sα−11 . . . s
α−1
k

∫
Bm−k(x−∑ki=1 si)
sα−1k+1 . . . s
α−1
m dsk+1 . . . dsm
 ds1 . . . dsk =
(ukoliko na uglatu zagradu primjenimo korolar 1.4 uz funkciju f ≡ 1)
∑
0≤k<x
(−1)k
(
m
k
)
αm
∫
Ck(x)
sα−11 . . . s
α−1
k
Γm−k(α)
Γ ((m − k)α)
x−∑ki=1 si∫
0
t(m−k)α−1dt ds1 . . . dsk =
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∑
0≤k<x
(−1)k
(
m
k
)
αmΓm−k(α)
(m − k)αΓ ((m − k)α)
∫
Ck(x)
sα−11 . . . s
α−1
k
x − k∑
i=1
si
(m−k)α ds1 . . . dsk.
U slucˇaju k = 0 u izrazu u drugom redu zapravo imamo samo integral po Bm(x), koji zatim
u zadnjem redu prelazi u xmα.
Buduc´i da smo promatrali
∫ x
0
gm (u ;α) du zanimat c´e nas derivacija dobivenog izraza.
Zˇelimo po x derivirati izraz oblika
∑
0≤k<x fk(x). Uocˇimo da izraz ovog oblika ne mora
uvijek biti derivabilan, cˇak ni u slucˇaju kada su fk derivabilne, no pokazuje se da u nasˇem
slucˇaju jest. Zaista, za x < N, a to se svodi na derivaciju od fk za fiksni k. Promotrimo prvo
slucˇaj x ∈ N. U tom slucˇaju trazˇena derivacija je
∑
0≤k<x f
′
k (x) + limh↘0
fx(x + h) · h−1. Za
odredivanje limesa koristit c´emo argument slicˇan onome pomoc´u kojega smo zakljucˇili da
je dovoljno sumirati do x. Ako integriramo po podrucˇju na kojem su s1, . . . sk > 1 i vrijedi∑k
i=1
si < x + h, gdje h ↘ 0 za k = x imamo da je
∑x
i=1
si = x + δ > x + h za dovoljno
mali h. Odnosno trazˇeni limes je za dovoljno mali h integral po praznom skupu, odnosno
on je 0. Ovime se slucˇaj x ∈ N svodi na x < N
S obzirom na ranije komentare za k = 0 trazˇena derivacija se svodi na derivaciju od
xmα, odnosno ako uzmemo u obzir konstante dobivamo
(−1)0
(
m
0
)
αmΓm(α)
mαΓ (mα)
mαxmα−1.
Uocˇimo da dobiveni izraz odgovara izrazu u slucˇaju k = 0 iz iskaza teorema. Preostaje
promotriti sˇto se dogada u slucˇaju k > 0.
Neka je 1 ≤ k < x fiksan. Buduc´i da je x < m vrijedi β := (m − k)α > 0. Oznacˇimo sa
σ :=
∑k
i=1
si. Zanima nas derivacija integrala
∫
Ck(x)
sα−11 . . . s
α−1
k
x − k∑
i=1
si
(m−k)α ds1 . . . dsk
po varijabli x. Odnosno racˇunamo sljedec´i limes
lim
h↘0
1
h

∫
Ck(x+h)
(s1 . . . sk)α−1 (x + h − σ)β ds1 . . . dsk −
∫
Ck(x)
(s1 . . . sk)α−1 (x − σ)β ds1 . . . dsk
 =
lim
h↘0
1
h
∫
Ck(x+h)\Ck(x)
(s1 . . . sk)α−1 (x + h − σ)β ds1 . . . dsk +
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∫
Ck(x)
(s1 . . . sk)α−1
(x + h − σ)β − (x − σ)β
h
ds1 . . . dsk.
Za (s1, . . . sk) ∈ Ck(x + h) \Ck(x) je σ =
∑k
i=1
si ≥ x odnosno x + h − σ ≤ h. Zato je
lim
h↘0
1
h
∫
Ck(x+h)\Ck(x)
(s1 . . . sk)α−1 (x + h − σ)β ds1 . . . dsk ≤
lim
h↘0
hβ−1
∫
Ck(x+h)\Ck(x)
(s1 . . . sk)α−1 ds1 . . . dsk =
lim
h↘0
hβ−1

∫
Ck(x+h)
(s1 . . . sk)α−1 ds1 . . . dsk −
∫
Ck(x)
(s1 . . . sk)α−1 ds1 . . . dsk
 korolar 1.4=
lim
h↘0
hβ−1
Γ (α)kΓ (kα)
x+h∫
0
tkα−1dt − Γ (α)
k
Γ (kα)
x∫
0
tkα−1dt
 = limh↘0 hβ−1 Γ (α)kΓ (kα)
x+h∫
x
tkα−1dt =
lim
h↘0
hβ−1
Γ (α)k
Γ (kα) kα
(
(x + h)kα − xkα
)
= lim
h↘0
Γ (α)k hβ
Γ (kα) kα
(x + h)kα − xkα
h
=
lim
h↘0
Γ (α)k hβ
Γ (kα)
xkα−1 = 0,
gdje zadnja jednakost vrijedi jer je β > 0. Preostaje odrediti
lim
h↘0
∫
Ck(x)
(s1 . . . sk)α−1
(x + h − σ)β − (x − σ)β
h
ds1 . . . dsk.
Buduc´i da je lim
h↘0
(
(x + h − σ)β − (x − σ)β
)
· h−1 = β (x − σ)β−1 pod uvjetom da mozˇemo
zamijeniti poredak limesa i integrala odnosno pokazati da vrijedi
lim
h↘0
∫
Ck(x)
(s1 . . . sk)α−1
(x + h − σ)β − (x − σ)β
h
ds1 . . . dsk =
∫
Ck(x)
lim
h↘0
(s1 . . . sk)α−1
(x + h − σ)β − (x − σ)β
h
ds1 . . . dsk
dobivamo da je derivacija k-tog cˇlana sume dana formulom
(−1)k
(
m
k
)
αmΓm−k(α)
(m − k)αΓ ((m − k)α)
∫
Ck(x)
(s1 . . . sk)α−1 β (x − σ)β−1 ds1 . . . dsk.
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Nakon uvrsˇtavanja vrijednosti β i σ i sumacije po k dobivamo
gm (x ;α) =
∑
0≤k<x
(−1)k
(
m
k
)
Γm−k(α)αm
Γ ((m − k)α) ·
∫
Ck(x)
sα−11 . . . s
α−1
k
x − k∑
i=1
si
(m−k)α−1 ds1 . . . dsk,
gdje se u slucˇaju k = 0 integral zamjeni s xmα−1.
Ostali smo duzˇni opravdati zamjenu limesa i integrala za sˇto c´emo iskoristiti Lebe-
sgueov teorem o dominiranoj konvergenciji. Po teoremu srednje vrijednosti za funkciju
f (y) = yβ na intervalu [x − σ, x − σ + h] postoji c ∈ 〈x − σ, x − σ + h〉 takav da je
βcβ−1 =
(x − σ + h)β − (x − σ)β
x − σ + h − (x − σ) =
(x − σ + h)β − (x − σ)β
h
.
Ako je β ≥ 1 onda za h < x imamo βcβ−1 ≤ β (2x)β−1, a ako je 0 < β < 1 onda je
βcβ−1 ≤ β (x − σ)β−1. U oba slucˇaja postoji funkcija g takva da je
(s1 . . . sk)α−1
(x + h − σ)β − (x − σ)β
h
≤ g (s1, . . . sk) .
U slucˇaju β ≥ 1 vrijedi∫
Ck(x)
g (s1, . . . sk) ds1 . . . dsk ≤
∫
Bk(x)
(s1 . . . sk)α−1 β (2x)β−1 ds1 . . . dsk
korolar1.4
=
β (2x)β−1
Γ (α)k
Γ (kα)
x∫
0
tα−1dt =
β
α − 12
β−1xα+β−1
Γ (α)k
Γ (kα)
< ∞,
a u slucˇaju 0 < β < 1∫
Ck(x)
g (s1, . . . sk) ds1 . . . dsk ≤
∫
Bk(x)
(s1 . . . sk)α−1 β (x − σ)β−1 ds1 . . . dsk korolar1.4=
β
Γ (α)k
Γ (kα)
x∫
0
(x − t)β−1 tα−1dt = [t = xs, dt = xds] =
βxα+β−1
Γ (α)k
Γ (kα)
1∫
0
(1 − s)β−1 sα−1ds 1.2= βxα+β−1 Γ (α)
k+1 Γ (β)
Γ (kα) Γ (α + β)
< ∞
pa mozˇemo primijeniti Lebesgueov teorem o dominiranoj konvergenciji. Cˇime je tvrdnja
teorema dokazana. 
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Neka je za k ≥ 1 i θ > 0 definirana funkcija
Jk (x ; θ) :=
∫
Ck(x)
(
x −∑ki=1 si)θ−1
s1 · . . . · sk ds1 . . . dsk. (3.6)
Uocˇimo da je za x ≤ k Ck (x) = 0, a onda i Jk (x ; θ) = 0. U slucˇaju kada je k = 0 recimo
da je J0 (x ; θ) := xθ−1.
Sada smo spremni dokazati rezultate vezane uz granicˇna svojstva funkcije gm (x ;α),
koja su iskazana sljedec´im korolarom.
Korolar 3.12. Ako m→ ∞ i mα→ θ > 0, onda gm (x ;α) konvergira prema
gθ(x) =
∑
0≤k<x
(−1)k
Γ(θ)eγθ
θk
k!
Jk (x ; θ) (3.7)
za svaki pozitivni x. Definiran gornjom formulom gθ je vjerojatnosna funkcija gustoc´e na
〈0,∞〉. Korisˇteni γ je Eulerova konstanta definirana pomoc´u relacije 1.4.
Dokaz. Promotrimo sˇto se dogada kada m → ∞ i mα → θ > 0. Iz (1.4) znamo da je
Γ′(1) = −γ, a iz propozicije 1.22 da je αΓ(α) = Γ(1 + α) = 1 − γα + O
(
α2
)
. Zato vrijedi
lim
m→∞
(αΓ (α))m = lim
m→∞
(
1 − γα + O
(
α2
))m
= lim
m→∞
(
1 +
−γθ
m
(
mα
θ
− O
(
α2
) m
γθ
))m
=
lim
m→∞
(
1 +
−γθ
m
(
1 − O
(
α2
) 1
γα
))m
= lim
m→∞
(
1 +
−γθ
m
(1 − O (α))
)m
= lim
m→∞
(
1 +
−γθ
m
)m
= e−γθ.
Zbog neprekidnosti funkcija Γ za proizvoljni x i svaki k < x je limm→∞ (Γ ((m − k)α))−1 =
(Γ (θ))−1. Buduc´i da je (m − k)k ≤ m!(m−k)! ≤ mk i jer vrijedi
lim
m→∞
Γ (α)k
(m − k)k = limm→∞
(Γ (α + 1))k
(αm − αk)k =
1
θk
= lim
m→∞
(Γ (α + 1))k
(αm)k
= lim
m→∞
Γ (α)k
mk
po teoremu o sendvicˇu slijedi limm→∞ m!(m−k)!Γ (α)
−k = θk.
Dosadasˇnjim razmatranjima pokazali smo da je
lim
m→∞(−1)
k
(
m
k
)
Γm−k(α)αm
Γ ((m − k)α) = limm→∞(−1)
k 1
Γ ((m − k)α) (αΓ (α))
m m!
(m − k)!Γ (α)
−k 1
k!
=
(−1)k 1
Γ (θ)
e−γθθk
1
k!
=
(−1)k
Γ(θ)eγθ
θk
k!
.
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Preostaje pokazati da je
lim
m→∞
∫
Ck(x)
sα−11 . . . s
α−1
k
x − k∑
i=1
si
(m−k)α−1 ds1 . . . dsk = Jk (x ; θ) .
Za k = 0, kao sˇto je napomenuto u iskazu teorema 3.11, umjesto integrala uzimamo xmα−1,
a kako je J0 (x ; θ) = xθ−1 u tom slucˇaju konvergencija trivijalno vrijedi. Neka je zato
1 ≤ k < x. Uvedimo novu oznaku
Dk (x) :=
(s1, . . . , sk) ∈ Rk : s1, . . . , sk > 1x ,
k∑
i=1
si < 1

te kao i u prethodnom dokazu neka je
Bk(x) =
(s1, . . . , sk) ∈ Rk : s1, . . . , sk > 0, k∑
i=1
si < x
 .
te pomoc´u nje napravimo zamjenu varijabli u promatranim integralima. Neka je si = xui,
dsi = xdui.∫
Ck(x)
sα−11 . . . s
α−1
k
x − k∑
i=1
si
(m−k)α−1 ds1 . . . dsk =
∫
Dk(x)
x(α−1)kuα−11 . . . u
α−1
k x
(m−k)α−1
1 − k∑
i=1
ui
(m−k)α−1 xkdu1 . . . duk =
xmα−1
∫
Dk(x)
uα−11 . . . u
α−1
k
1 − k∑
i=1
ui
(m−k)α−1 du1 . . . duk =
xmα−1
∫
Dk(x)
(
1 −∑ki=1 ui)(m−k)α−1
u1 · . . . · uk (u1 · . . . · uk)
α du1 . . . duk,
∫
Ck(x)
(
x −∑ki=1 si)θ−1
s1 · . . . · sk ds1 . . . dsk =
∫
Dk(x)
xθ−1
(
1 −∑ki=1 ui)θ−1
xku1 · . . . · uk x
kdu1 . . . duk =
xθ−1
∫
Dk(x)
(
1 −∑ki=1 ui)θ−1
u1 · . . . · uk du1 . . . duk.
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Buduc´i da xmα−1 → xθ−1 kada m → ∞ preostaje vidjeti sˇto se dogada s integralima.
Neka je zato 0 < θ0 < θ, a buduc´i da je limm→∞ (m − k)α = θ za dovoljno veliki m je
(m − k)α > θ0. Zato vrijedi∣∣∣∣∣∣∣∣
(
1 −∑ki=1 ui)(m−k)α−1
u1 · . . . · uk (u1 · . . . · uk)
α −
(
1 −∑ki=1 ui)θ−1
u1 · . . . · uk
∣∣∣∣∣∣∣∣
u1,...,uk> 1x≤
xk
∣∣∣∣∣∣∣∣
1 − k∑
i=1
ui
(m−k)α−1 (u1 · . . . · uk)α − 1 − k∑
i=1
ui
θ−1
∣∣∣∣∣∣∣∣ u1,...,uk<1≤
xk
∣∣∣∣∣∣∣∣
1 − k∑
i=1
ui
(m−k)α−1
∣∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∣
1 − k∑
i=1
ui
θ−1
∣∣∣∣∣∣∣∣
0<1−∑ki=1 ui<1≤ 2xk
1 − k∑
i=1
ui
θ0−1 .
∫
Dk(x)
2xk
1 − k∑
i=1
ui
θ0−1 du1 . . . duk ≤ 2xk ∫
Bk(1)
1 − k∑
i=1
ui
θ0−1 du1 . . . duk korolar1.4=
2xk
1
Γ (k)
1∫
0
(1 − t)θ0−1 tk−1dt = 2xk Γ (θ0) Γ (k)
Γ (k) Γ (θ0 + k)
= 2xk
Γ (θ0)
Γ (θ0 + k)
< ∞.
Buduc´i da(
1 −∑ki=1 ui)(m−k)α−1
u1 · . . . · uk (u1 · . . . · uk)
α −
(
1 −∑ki=1 ui)θ−1
u1 · . . . · uk → 0 kada m→ ∞
po Lebesgueovom teoremu o dominiranoj konvergenciji slijedi∫
Dk(x)
(
1 −∑ki=1 ui)(m−k)α−1
u1 · . . . · uk (u1 · . . . · uk)
α −
(
1 −∑ki=1 ui)θ−1
u1 · . . . · uk du1 . . . duk → 0 kada m→ ∞.
Ovime smo pokazali da gm (x ;α)→ gθ(x) kada m→ ∞ i mα→ θ za svaki pozitivni x.
Preostaje pokazati da je gθ vjerojatnosna funkcija gustoc´e. Buduc´i da je gm (x ;α) ≥ 0
za svaki x > 0 pa isto vrijedi i za gθ. Kako bi smo pokazali da je
∫ ∞
0
gθ(x)dx = 1 koristimo
sljedec´u lemu.
Lema 3.13. Laplaceova transformacija funkcije gθ jest
∞∫
0
e−txgθ(x)dx = e−γθt−θ exp
−θ
∞∫
t
e−uu−1du
 = exp
−θ
t∫
0
1 − e−u
u
du
 . (3.8)
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Dokaz. Oznacˇimo sa σ :=
k∑
i=1
si.
∞∫
0
e−txgθ(x)dx =
∞∫
0
∑
0≤k<x
e−tx
(−1)k
Γ(θ)eγθ
θk
k!
∫
Ck(x)
(
x −∑ki=1 si)θ−1
s1 · . . . · sk ds1 . . . dskdx
Ck(x)=∅ za k≥x
=
1
Γ(θ)eγθ
∞∫
0
∞∑
k=0
e−tx
(−θ)k
k!
∫
Ck(x)
(
x −∑ki=1 si)θ−1
s1 · . . . · sk ds1 . . . dsk dx = (3.9)
1
Γ(θ)eγθ
∞∑
k=0
(−θ)k
k!
∞∫
0
∫
Ck(x)
e−tx
(
x −∑ki=1 si)θ−1
s1 · . . . · sk ds1 . . . dsk dx =
1
Γ(θ)eγθ
∞∑
k=0
(−θ)k
k!
∫
s1,...,sk>1
1
s1 · . . . · sk
∞∫
σ
e−tx (x − σ)θ−1 dx ds1 . . . dsk =
[
y = t (x − σ) , dy = tdx] =
1
Γ(θ)eγθ
∞∑
k=0
(−θ)k
k!
∫
s1,...,sk>1
1
s1 · . . . · sk
∞∫
0
e−tσe−yt−θ (y)θ−1 dy ds1 . . . dsk =
1
Γ(θ)eγθ
∞∑
k=0
(−θ)k
k!
∫
s1,...,sk>1
1
s1 · . . . · sk e
−t ∑ki=1 sit−θΓ (θ) ds1 . . . dsk =
e−γθt−θ
∞∑
k=0
(−θ)k
k!

∞∫
1
e−ts
s
ds

k
= [ts = u, tds = du] = e−γθt−θ
∞∑
k=0
(−θ)k
k!

∞∫
t
e−u
u
du

k
=
e−γθt−θ exp
−θ
∞∫
t
e−uu−1du
 = exp
−θ
γ + ln(t) +
∞∫
t
e−uu−1du

 = (3.10)
exp
−θ
−
∞∫
0
e−u ln(u)du + ln(t) + e−u ln(u)
∣∣∣∣∣∞
t
+
∞∫
t
e−u ln(u)du

 =
exp
−θ
−
t∫
0
e−u ln(u)du +
(
1 + e−t
)
ln(t)

 = exp
−θ
t∫
0
1 − e−u
u
du
 . (3.11)
Zamjena integrala i sume u (3.9) je opravdana po Lebesgueovom teoremu o dominiranoj
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konvergenciji, jer je daljnji racˇun isti bez cˇlana (−1)k, a
e−γθt−θ exp
θ
∞∫
t
e−uu−1du
 < ∞.
Jednakost u (3.10) vrijedi jer je po (1.4) γ = −Γ′ (1) = −
∫ ∞
0
e−u ln(u), a (3.11) zbog
parcijalne integracije, jer je limu↘0
(
1 + e−u
)
ln(u) = 0. 
Buduc´i da je
lim
t↘0
exp
−θ
t∫
0
1 − e−u
u
du
 = e0 = 1 po (3.8) dobivamo limt↘0
∞∫
0
e−txgθ(x)dx = 1.
Kako za t1 > t2 vrijedi 0 ≤ e−t1 xgθ(x) ≤ e−t2 xgθ(x) ≤ gθ(x) po Lebesgueovom teoremu o
monotonoj konvergenciji dobivamo
1 = lim
t↘0
∞∫
0
e−txgθ(x)dx =
∞∫
0
lim
t↘0
e−txgθ(x)dx =
∞∫
0
gθ(x)dx.
Ovime smo pokazali da je gθ vjerojatnosna funkcija gustoc´e i dovrsˇili dokaz korolara. 
Zakljucˇno s ovim korolarom raspolazˇemo svim rezultatima potrebnima da odredimo
funkciju gustoc´e slucˇajnog vektora G(.) na prostoru ∆ koji ima Poisson-Dirichletovu razdi-
obu s parametrom θ.
3.3 Svojstva Poisson-Dirichletove razdiobe
Teorem 3.14. Za fiksan r kada n → ∞ i nα → θ funkcija gustoc´e slucˇajnog vektora(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
konvergira na skupu Mr, definiranom u (3.5), prema funkciji
θrΓ (θ) eγθz−11 · . . . · z−1r−1zθ−2r gθ
(
1 − z1 − . . . − zr
zr
)
. (3.12)
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Dokaz. Funkcija gustoc´e slucˇajnog vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
u tocˇki (z1, . . . , zr) ∈ Mr po
lemi 3.10 je
n(n − 1) . . . (n − r + 1)Γ (nα)
Γn (α)
α−(n−r)zα−11 . . . z
α−1
r−1 z
(n−r+1)α−2
r gn−r
(
1 − z1 − . . . − zr
zr
;α
)
=
nα · (n − 1)α · . . . · (n − r + 1)α Γ (nα)
(αΓ (α))n
zα−11 . . . z
α−1
r−1 z
(n−r+1)α−2
r gn−r
(
1 − z1 − . . . − zr
zr
;α
)
.
lim
n→∞
nα→θ
(n − i)α = θ, za i = 0, 1, . . . , r − 1.
lim
n→∞
nα→θ
Γ (nα) = Γ (θ) , jer je funkcija Γ neprekidna.
lim
n→∞
nα→θ
(αΓ (α))n = e−γθ, sˇto je pokazano u dokazu korolara 3.12.
lim
n→∞
nα→θ
zα−1i = z
−1
i , za i = 1, . . . , r − 1.
lim
n→∞
nα→θ
z(n−r+1)α−2r = z
θ−2
r .
lim
n→∞
nα→θ
gn−r
(
1 − z1 − . . . − zr
zr
;α
)
= gθ
(
1 − z1 − . . . − zr
zr
)
, po tvrdnji korolara 3.12, jer je
1 − z1 − . . . − zr
zr
> 0 za (z1, . . . , zr) ∈ Mr.
Ovime je pokazano da funkcija gustoc´e slucˇajnog vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
konver-
gira na skupu Mr prema funkciji
f (z1, . . . , zr) = θrΓ (θ) eγθz−11 · . . . · z−1r−1zθ−2r gθ
(
1 − z1 − . . . − zr
zr
)
kada n→ ∞ i nα→ θ. 
Kada uzmemo u obzir zakljucˇke s kraja sekcije 3.1, uocˇavamo vazˇnost pokazivanja da
je funkcija f definirana u prethodnom teoremu vjerojatnosna funkcija gustoc´e. To c´emo
i pokazati, ali prvo se okrenimo proucˇavanju funkcije koju dobivamo iz f nakon sˇto se
integriranjem po skupu na kojem to ima smisla rijesˇimo svih osim zadnje varijable. Tu
funkciju mozˇemo smatrati r-tom marginalnom gustoc´om od funkcije f i njenu eksplicitnu
formulu daje nam sljedec´i teorem.
Teorem 3.15. Za 0 < x < r−1 r-ta marginalna gustoc´a od funkcije dane formulom (3.12) u
tocˇki x jest
dr (x ; θ) = xθ−2
∑
0≤k<x−1−r
(−1)k θ
r+k
k! (r − 1)! Jk+r−1
(
1 − x
x
; θ
)
, (3.13)
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gdje je funkcija Jk (· ; θ) definirana u (3.6).
Napomena 3.16. Prije nego krenemo na dokaz obrazlozˇimo zasˇto se u iskazu teorema
uzima 0 < x < r−1. Nas zanima x takav da postoji vektor (z1, . . . , zr−1, x) ∈ Mr. Iz uvjeta
z1 > . . . zr > 0 i
∑r
i=1
zi < 1 iz definicije prostora Mr slijedi x > 0, ali namec´e se i uvjet
1 >
∑r−1
i=1
zi + x > r · x odnosno x < r−1. Okrenimo se sada dokazu teorema 3.15.
Dokaz. Uvedimo oznaku
Mr (x) :=
(z1, . . . zr−1) ∈ Rr−1 : 1 > z1 > . . . > zr−1 > x > 0, r−1∑
i=1
zi < 1 − x
 ,
jer se upravo po tom skupu vrsˇi parcijalna integracija kojom dobivamo
dr (x ; θ) =
∫
Mr(x)
θrΓ (θ) eγθz−11 · . . . · z−1r−1xθ−2gθ
(
1 − z1 − . . . − x
x
)
dz1 . . . dzr−1 =
∫
Mr(x)
θrΓ (θ) eγθz−11 · . . . · z−1r−1xθ−2
∞∑
k=0
(−1)k
Γ(θ)eγθ
θk
k!
Jk
(
1 − z1 − . . . − x
x
; θ
)
dz1 . . . dzr−1.
Buduc´i da funkcija Jk (· ; θ) ima faktor u kojem se integrira po podrucˇju Ck (·), pribrojnik
za koje je k ≥ (1 − z1 − . . . − x) x−1 su jednaki 0. Zato su pogotovo pribrojnici za koje je
k ≥ x−1−r = (1 − x − . . . − x) x−1 > (1 − z1 − . . . − x) x−1 jednaki 0. Iz ovoga zakljucˇujemo
da se vrijednost integrala ne mijenja ukoliko se sumacija vrsˇiti samo po k < x−1 − r.
dr (x ; θ) =
∑
0≤k<( 1x−r)
∫
Mr(x)
θr+kz−11 · . . . · z−1r−1xθ−2
(−1)k
k!
Jk
(
1 − z1 − . . . − x
x
; θ
)
dz1 . . . dzr−1.
Zbog simetricˇnosti izraza koji integriramo uvjet z1 > . . . > zr−1 mozˇemo maknuti
ukoliko tako dobiveni integral podijelimo s (r − 1)!. Ukoliko josˇ napravimo i zamjenu
varijabli xsi = zi, xdsi = dzi za i = 1, 2, . . . , r − 1 dobivamo
xθ−2
∑
0≤k<( 1x−r)
(−1)kθr+k
k! (r − 1)!
∫
Cr−1( 1−xx )
s−11 · . . . · s−1r−1Jk
(
1 − x
x
− s1 − . . . − sr−1 ; θ
)
ds1 . . . dsr−1.
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Uvrstimo li u dobiveni integral cˇemu je po (3.6) jednaka vrijednost funkcije Jk (· ; θ)
dobivamo∫
Cr−1( 1−xx )
s−11 · . . . · s−1r−1Jk
(
1 − x
x
− s1 − . . . − sr−1 ; θ
)
ds1 . . . dsr−1 =
∫
Cr−1( 1−xx )
s−11 · . . . · s−1r−1
∫
Ck( 1−xx −s1−...−sr−1)
(
1−x
x −
∑r−1
i=1 si −
∑k
j=1 t j
)θ−1
t1 · . . . · tk dt1 . . . dtk ds1 . . . dsr−1 =
∫
Ck+r−1( 1−xx )
s−11 · . . . · s−1r−1t−11 · . . . · t−1k
1 − xx −
r−1∑
i=1
si −
k∑
j=1
t j

θ−1
ds1 . . . dsr−1dt1 . . . dtk =
Jk+r−1
(
1 − x
x
; θ
)
.
Ovime smo pokazali tvrdnju teorema, odnosno da je
dr (x ; θ) = xθ−2
∑
0≤k<x−1−r
(−1)k θ
r+k
k! (r − 1)! Jk+r−1
(
1 − x
x
; θ
)
.

Od pomoc´i za dokazivanje da je f definirana u teoremu 3.14 vjerojatnosna funkcija
gustoc´e, ali i od vazˇnosti kao takav, bit c´e nam sljedec´i teorem.
Teorem 3.17. Za m = 0, 1, 2, . . . m-ti momenti s obzirom na funkciju dr (· ; θ) danu u (3.13)
jesu
1
r∫
0
xmdr (x ; θ) dx =
Γ (θ + 1)
Γ (θ + m)
∞∫
0
ym−1
θr−1
(r − 1)!

∞∫
y
e−uu−1du

r−1
exp
−y − θ
∞∫
y
e−uu−1du
 dy.
Dokaz. Buduc´i da je dr (x ; θ) = 0 za x ≥ r−1 vrijedi
1
r∫
0
xmdr (x ; θ) dx =
1∫
0
xmdr (x ; θ) dx =
[
y =
1
x
, dy = −dx
x2
]
=
∞∫
1
dr
(
y−1 ; θ
)
ym+2
dy
(3.13)
=
∞∫
1
1
ym+2
y2−θ
∑
0≤k<y−r
(−1)k θ
r+k
k! (r − 1)! Jk+r−1 (y − 1 ; θ) dy =
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∞∑
k=0
(−1)k θ
r+k
k! (r − 1)!
∞∫
1
y−(θ+m)Jk+r−1 (y − 1 ; θ) dy = (neka je n := k + r − 1)
∞∑
k=0
(−1)k θ
r+k
k! (r − 1)!
∞∫
1
y−(θ+m)
∫
Cn(y−1)
(
y − 1 −∑ni=1 si)θ−1
s1 · . . . · sn ds1 . . . dsndy =
∞∑
k=0
(−1)k θ
r+k
k! (r − 1)!
∫
s1,...sn>1
(s1 · . . . · sn)−1
∞∫
∑n
i=1 si+1
y−(θ+m)
y − 1 − n∑
i=1
si
θ−1 dyds1 . . . dsn.
Primijenimo li supstituciju s =
(
1 +
∑n
i=1
si
)
· y−1, ds = −
(
1 +
∑n
i=1
si
)
· y−2dy dobivamo
∞∫
∑n
i=1 si+1
y−(θ+m)
y − 1 − n∑
i=1
si
θ−1 dy =
1∫
0
sθ+m−2(
1 +
∑n
i=1 si
)θ+m−2
1 + n∑
i=1
si
θ−1 (1s − 1
)θ−1 ds
1 +
∑n
i=1 si
=
1(
1 +
∑n
i=1 si
)m 1∫
0
sm−1 (1 − s)θ−1 ds = 1(
1 +
∑n
i=1 si
)m Γ (θ) Γ (m)
Γ (θ + m)
,
iz cˇega slijedi
1
r∫
0
xmdr (x ; θ) dx =
Γ (θ) Γ (m)
Γ (θ + m)
∞∑
k=0
(−1)k θ
r+k
k! (r − 1)!
∫
s1,...sn>1
(s1 · . . . · sn)−1
1 + n∑
i=1
si
−m ds1 . . . dsn =
Γ (θ + 1) θr−1
Γ (θ + m) (r − 1)!
∞∑
k=0
(−1)k θ
k
k!
∫
s1,...sn>1
(s1 · . . . · sn)−1 Γ (m)
1 + n∑
i=1
si
−m ds1 . . . dsn.
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Oznacˇimo sa σ :=
∑n
i=1
si. Tada je
Γ (m)
1 + n∑
i=1
si
−m = (1 + σ)−m ∞∫
0
xm−1e−xdx =
[
y =
x
1 + σ
, dy =
dx
1 + σ
]
(1 + σ)−m
∞∫
0
(1 + σ)m−1 ym−1e−y(1+σ) (1 + σ) dy =
∞∫
0
ym−1e−y(1+σ)dy.
Zato vrijedi
1
r∫
0
xmdr (x ; θ) dx =
Γ (θ + 1) θr−1
Γ (θ + m) (r − 1)!
∞∑
k=0
(−1)k θ
k
k!
∫
s1,...sn>1
(s1 · . . . · sn)−1
∞∫
0
ym−1e−y(1+
∑n
i=1 si)dy ds1 . . . dsn =
Γ (θ + 1) θr−1
Γ (θ + m) (r − 1)!
∞∑
k=0
(−1)k θ
k
k!
∞∫
0
ym−1e−y
∫
s1,...sn>1
n∏
i=1
e−ysi
si
ds1 . . . dsn dy =
Γ (θ + 1) θr−1
Γ (θ + m) (r − 1)!
∞∑
k=0
(−1)k θ
k
k!
∞∫
0
ym−1e−y

∞∫
1
e−ys
s
ds

n
dy =
[
ys = u, yds = du
]
Γ (θ + 1) θr−1
Γ (θ + m) (r − 1)!
∞∫
0
ym−1e−y

∞∫
y
e−u
u
du

r−1
∞∑
k=0
(−1)k θ
k
k!

∞∫
y
e−u
u
du

k
dy =
Γ (θ + 1) θr−1
Γ (θ + m) (r − 1)!
∞∫
0
ym−1e−y

∞∫
y
e−u
u
du

r−1
exp
−θ
∞∫
y
e−u
u
du
 dy =
Γ (θ + 1)
Γ (θ + m)
∞∫
0
ym−1
θr−1
(r − 1)!

∞∫
y
e−uu−1du

r−1
exp
−y − θ
∞∫
y
e−uu−1du
 dy.

Sada smo u moguc´nosti pokazati sljedec´i korolar.
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Korolar 3.18. Funkcija f : Rr → R,
f (z1, . . . , zr) = θrΓ (θ) eγθz−11 · . . . · z−1r−1zθ−2r gθ
(
1 − z1 − . . . − zr
zr
)
1Mr (z1, . . . , zr)
jest vjerojatnosna funkcija gustoc´e.
Dokaz. U teoremu 3.14 je pokazano da kada n → ∞ i nα → θ funkcije gustoc´e slucˇajnog
vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
konvergiraju prema f . Zbog cˇinjenice da je funkcija gustoc´e
slucˇajnog vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
pozitivna slijedi da je f ≥ 0. Preostaje pokazati da je∫
Rr
f (z1, . . . , zr) dz1 . . . dzr = 1.
Pokazˇimo prvo da je za svaki r ∈ N
1
r∫
0
dr (x ; θ) = 1.
U teoremu 3.17 smo za m = 0 dokazali da je
1
r∫
0
dr (x ; θ) =
Γ (θ + 1)
Γ (θ)
∞∫
0
y−1
θr−1
(r − 1)!

∞∫
y
e−uu−1du

r−1
exp
−y − θ
∞∫
y
e−uu−1du
 dy =
θ
∞∫
0
y−1e−y
θ ∞∫
y
e−uu−1du
r−1
(r − 1)! exp
−θ
∞∫
y
e−uu−1du
 dy.
U slucˇaju r = 1 imamo
1∫
0
d1 (x ; θ) =
∞∫
0
θy−1e−y exp
−θ
∞∫
y
e−uu−1du
 dy =
∞∫
0
∂
∂y
exp
−θ
∞∫
y
e−uu−1du
 dy =
e0 − lim
y→0
exp
−θ
∞∫
y
e−uu−1du
 = e0 − e−∞ = 1.
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U slucˇaju r > 1 imamo
∞∫
0
θy−1e−y exp
−θ
∞∫
y
e−uu−1du
 dy = 1⇒
∂r−1
∂θr−1

∞∫
0
y−1e−y exp
−θ
∞∫
y
e−uu−1du
 dy
 = ∂r−1∂θr−1
(
1
θ
)
⇒
∞∫
0
y−1e−y exp
−θ
∞∫
y
e−uu−1du
 (−1)r−1

∞∫
y
e−uu−1du

r−1
dy = (−1)r−1 (r − 1)! 1
θr
⇒
1
r∫
0
dr (x ; θ) = θ
∞∫
0
y−1e−y
θ ∞∫
y
e−uu−1du
r−1
(r − 1)! exp
−θ
∞∫
y
e−uu−1du
 dy = 1. (3.14)
U teoremu 3.15 je dokazano da je dr (zr ; θ) =
∫
Rr−1
f (z1, . . . , zr) dz1 . . . dzr−1, a to zajedno
s (3.14) daje ∫
Rr
f (z1, . . . , zr) dz1 . . . dzr =
∞∫
0
dr (zr ; θ) dzr = 1.

Zakljucˇno sa korolarom koji slijedi dokazali smo trazˇena svojstva Poisson-Dirichletove
razdiobe.
Korolar 3.19. Neka je dan slucˇajni vektor G(.) :=
(
G(1),G(2), . . .
)
na prostoru ∆ s Poisson-
Dirichletovom razdiobom s parametrom θ. Neka je r ∈ N fiksan. Tada je funkcija gustoc´e
slucˇajnog vektora
(
G(1),G(2), . . . ,G(r)
)
funkcija f : Rr → R,
f (z1, . . . , zr) = θrΓ (θ) eγθz−11 · . . . · z−1r−1zθ−2r gθ
(
1 − z1 − . . . − zr
zr
)
1Mr (z1, . . . , zr) ,
gdje je funkcija gθ dana u (3.7), a prostor Mr u (3.5).
Funkcija gustoc´e slucˇajne varijable G(r) funkcija dr (· ; θ) : R→ R,
dr (x ; θ) = xθ−2
∑
0≤k<x−1−r
(−1)k θ
r+k
k! (r − 1)! Jk+r−1
(
1 − x
x
; θ
)
1〈0,r−1〉 (x) ,
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gdje je funkcija Jk dana u (3.6).
Za m ∈ N m-ti moment slucˇajne varijable G(r) iznosi
E
[(
G(r)
)m]
=
Γ (θ + 1)
Γ (θ + m)
∞∫
0
ym−1
θr−1
(r − 1)!

∞∫
y
e−uu−1du

r−1
exp
−y − θ
∞∫
y
e−uu−1du
 dy.
(3.15)
Dokaz. U korolaru 3.9 je pokazano da Zn(.) =⇒ G(.) kada n → ∞ i n → ∞. Iz toga slijedi
da za fiksan r funkcija gustoc´e slucˇajnog vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
konvergira k funkciji
gustoc´e slucˇajnog vektora
(
G(1),G(2), . . . ,G(r)
)
kada n → ∞. U teoremu 3.14 je dokazano
da funkcija gustoc´e slucˇajnog vektora
(
Zn(1),Z
n
(2), . . . ,Z
n
(r)
)
konvergira k funkciji f . Buduc´i
da je u korolaru 3.18 pokazano da je f vjerojatnosna funkcija gustoc´e zakljucˇujemo da je
f funkcija gustoc´e slucˇajnog vektora
(
G(1),G(2), . . . ,G(r)
)
.
Buduc´i da je funkcija f funkcija gustoc´e slucˇajnog vektora
(
G(1),G(2), . . . ,G(r)
)
, a funk-
cija dr (· ; θ) po teoremu 3.15 r-ta marginalna gustoc´a od f i po dokazu korolara 3.18 vje-
rojatnosna funkcija gustoc´e slijedi da je dr (· ; θ) funkcija gustoc´e slucˇajne varijable G(r).
Buduc´i da je dr (· ; θ) funkcija gustoc´e slucˇajne varijable G(r), a po teoremu 3.17 za
proizvoljni m ∈ N vrijedi
1
r∫
0
xmdr (x ; θ) dx =
Γ (θ + 1)
Γ (θ + m)
∞∫
0
ym−1
θr−1
(r − 1)!

∞∫
y
e−uu−1du

r−1
exp
−y − θ
∞∫
y
e−uu−1du
 dy
dobivamo trazˇenu tvrdnju za E
[(
G(r)
)m]. 
Poglavlje 4
Zakljucˇak
U poglavlju 2 proucˇavali smo dva primjera slucˇajnih vektora za koje smo pokazali da ko-
nvergiraju prema distribuciji koju nazivamo Poisson-Dirichletova. U poglavlju 3 dokazali
smo svojstva te distribucije, tako da smo sada u moguc´nosti rec´i nesˇto visˇe o granicˇnom
ponasˇanju dugih ciklusa i velikih djelitelja.
Korolar 4.1. Neka je
∣∣∣C(r)∣∣∣ slucˇajna varijabla koja odgovara duljini r-tog po velicˇini ciklusa
permutacije n-cˇlanog skupa. Kada n → ∞ slucˇajna varijabla |C(r)|n konvergira k slucˇajnoj
varijabli s funkcijom gustoc´e dr (· ; 1) danoj u (3.13) i m-tim momentima danima u (3.15)
za θ = 1.
Dokaz. Po napomeni 3.3 slucˇajni vektor Ln(.) konvergira prema Poisson-Dirichletovoj raz-
diobi s parametrom 1. Buduc´i da je |C(r)|n r-ta komponenta vektora Ln(.) po korolaru 3.19
vrijedi trazˇena tvrdnja uz parametar θ = 1. 
Korolar 4.2. Neka je Pr slucˇajna varijabla koja odgovara r-tom po velicˇini prostom faktoru
prirodnog broja Nn ≤ n. Kada n → ∞ slucˇajna varijabla log(Pr)log(t(Nn)) , gdje je funkcija t dana u
(2.3), konvergira k slucˇajnoj varijabli s funkcijom gustoc´e dr (· ; 1) danoj u (3.13) i m-tim
momentima danima u (3.15) za θ = 1.
Dokaz. Slucˇajni vektor
(
log(P1)
log(Tn)
, log
(P2)
log(Tn)
, . . .
)
konvergira prema Poisson-Dirichletovoj razdi-
obi s parametrom 1, ponovno po napomeni 3.3. Buduc´i da je t (Nn) = Tn i
log(Pr)
log(t(Nn))
r-ta
komponenta vektora
(
log(P1)
log(Tn)
, log
(P2)
log(Tn)
, . . .
)
po korolaru 3.19 vrijedi trazˇena tvrdnja uz parame-
tar θ = 1. 
Promotrimo detaljnije sˇto se dobiva iz prethodna dva korolara u slucˇaju r = 1 odnosno
za najdulji ciklus i najvec´i prosti faktor. Kada n → ∞ slucˇajna varijabla |C(1)|n i slucˇajna
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varijabla log(P1)log(t(Nn)) konvergiraju k slucˇajnoj varijabli s funkcijom gustoc´e
d1 (x ; 1) = x−1
∑
0≤k<x−1−1
(−1)k
k!
∫
s1,...,sk>1∑k
i=1 si<
1−x
x
ds1 . . . dsk
s1 · . . . · sk , (4.1)
gdje se u slucˇaju k = 0 za vrijednost integrala uzima 1.
Za niz slucˇajnih varijabli |C(1)|n vrijedi
sup
n
E

∣∣∣∣∣∣∣
∣∣∣C(1)∣∣∣
n
∣∣∣∣∣∣∣
1+ε ≤ 1 < ∞
cˇime je zadovoljen uvjet korolara 1.18. Iz cˇega mozˇemo zakljucˇiti da je za dovoljno veliki n
ocˇekivana relativna duljina najduljeg ciklusa slucˇajne permutacije priblizˇno dana formulom
E

∣∣∣C(1)∣∣∣
n
 ≈ Γ (1 + 1)Γ (1 + 1)
∞∫
0
y1−1
11−1
(1 − 1)!

∞∫
y
e−uu−1du

1−1
exp
−y −
∞∫
y
e−uu−1du
 dy =
∞∫
0
e−y exp
−
∞∫
y
e−uu−1du
 dy ≈ 0.624.
Vjerojatnosti P
[
G(r) > x
]
mogu se numericˇki izracˇunati i tabelirati za razlicˇite parame-
tre θ. Slucˇaj koji nas najvisˇe zanima za θ = 1 i r = 1 po Griffiths [3] izracˇunat na cˇetiri
decimale dan je u tablici 4.1.
x 0.10 0.15 0.20 0.25 0.30 0.35
P
[
G(1) > x
]
1.0000 1.0000 0.9996 0.9951 0.9763 0.9346
x 0.40 0.45 0.50 0.55 0.60 0.65
P
[
G(1) > x
]
0.8697 0.7878 0.6931 0.5978 0.5108 0.4308
x 0.70 0.75 0.80 0.85 0.90 0.95
P
[
G(1) > x
]
0.3567 0.2877 0.2231 0.1625 0.1054 0.0513
Tablica 4.1: Distribucija slucˇajne varijable G(1).
Ponovno za dovoljno veliki n mozˇemo po podacima iz tablice 4.1 zakljucˇiti da je
P
[
log (P1)
log (Tn)
> 0.8
]
≈ 0.2231⇒ P
[
P1 > T 0.8n
]
≈ 0.2231,
P
[
log (P1)
log (Tn)
≤ 0.2
]
≈ 1 − 0.9996⇒ P
[
P1 ≤ T 0.2n
]
≈ 0.0004.
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Prirodno se postavlja pitanje sˇto znacˇi dovoljno veliki n. Na to pitanje nec´emo dati
formalan odgovor, ali ga intuitivno mozˇemo naslutiti vizualnim pristupom. Na slici 4.1
prikazan je graf funkcije dane u (4.1) prema kojoj po korolaru 4.2 konvergira slucˇajna va-
rijabla log(P1)log(Tn) . Buduc´i da je za odredivanje vrijednosti funkcije gustoc´e za x < 0.2 potrebno
racˇunati peterostruke i visˇe integrale sˇto je numericˇki vrlo zahtjevno graf je prikazan za
x ∈ [0.2, 1].
Slika 4.1: Graf funkcije d1 (x ; 1), za x ∈ [0.2, 1].
Kako bismo odredili ponasˇanje varijable log(P1)log(Tn) za konkretan n promatrali smo slucˇajne
uzorke od po m = 1000 elemenata i za dobivene realizacije crtali histograme.
Tako su na slici 4.2 prikazani histograni dobiveni u slucˇaju n = 105, n = 1010, n = 1015
i n = 1020 pomoc´u programskog paketa Wolfram Mathematica [5]. Uocˇimo da se na svim
grafovima mozˇe uocˇiti rast otprilike do vrijednosti 0.5 kao sˇto i ocˇekujemo s obzirom na
graf sa slike 4.1, i pad nakon 0.5. Ono sˇto na grafovima za n < 1020 posebno odskacˇe od
ocˇekivanog jesu slucˇajevi kada je log(p1)log(tn) > 0.9 sˇto se dogada na primjer u slucˇaju kada je
tn = p1, odnosno kada je nasumicˇno odabran broj prost ili potencija prostog. Uocˇimo da taj
utjecaj postupno slabi kako n raste i da za n = 1020 histogram vrlo dobro odgovara grafu sa
slike 4.1. Buduc´i da se to postizˇe tek za n = 1020 zakljucˇujemo da je brzina konvergencije
vrlo spora.
S ovih nekoliko od mnogobrojnih primjena rezultata dobivenih u ovom radu zaokruzˇena
je tema razdiobe dugih ciklusa i velikih djelitelja.
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(a) n = 105. (b) n = 1010.
(c) n = 1015. (d) n = 1020.
Slika 4.2: Histogrami vrijednosti
log (P1)
log (Tn)
za razlicˇite n i za 10000 realizacija slucˇajnih
varijabli P1 i Tn.
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Sazˇetak
Jedan on ciljeva ovog diplomskog rada bio je definirati Poisson-Dirichletovu razdiobu i
proucˇiti njezina glavna svojstva. Uvedeni su pojmovi iz podrucˇja matematicˇke analize, te-
orije vjerojatnosti i teorije brojeva nuzˇni za razumijevanje kasnijih rezultata, a neka njihova
svojstva su i dokazana. Motivacija i opravdanost definicije Poisson-Dirichletove razdiobe
ilustrirani su kroz dva primjera u drugom poglavlju. Detaljno su obrazlozˇena i formalno
pokazana asimptotska svojstva slucˇajnih vektora koji odgovaraju relativnim duljinama cik-
lusa slucˇajnih permutacija, odnosno logaritamskih vrijednosti prostih djelitelja slucˇajnog
prirodnog broja manjeg od n. U trec´em poglavlju izrecˇeni su i dokazani glavni rezultati raz-
matrani u ovom radu. Povezana je funkcija gustoc´e Poisson-Dirichletove razdiobe, njezine
marginalne gustoc´e i momenti s asimptotskim svojstvima dugih ciklusa i velikih djelitelja.
U zadnjem poglavlju su ti rezultati primijenjeni na konkretnim podacima te je ilustrirana
brzina konvergencije distribucija dugih ciklusa i velikih djelitelja za velik, ali konacˇan n.
Summary
One of the aims of this thesis was to define Poisson-Dirichlet distribution and study its
main properties. Concepts from the fields of Analysis, Probability theory and Number the-
ory are introduced and some of their properties proven in order to fully understand later
results. The motivation and justification for the definition of Poisson-Dirichlet distribution
are illustrated by two examples in Chapter 2. Asymptotic properties of random vectors
corresponding to relative lengths of cycles in random permutations and logarithmic values
of prime divisors of random natural numbers smaller than n are formally proven and ex-
plained in detail. The main results discussed in this thesis are stated and proven in Chapter
3. The relation between probability density function of Poisson-Dirichlet distribution, its
marginal densities and moments and asymptotic properties of long cycles and great divi-
sors is proven. In concluding chapter these results are applied to specific data, we also
illustrate the speed of convergence of distributions of long cycles and great divisors for
large, but finite n.
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