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GAUGE EQUIVALENCE AND INVERSE SCATTERING FOR
AHARONOV-BOHM EFFECT
GREGORY ESKIN, HIROSHI ISOZAKI, AND STEPHEN O'DELL
Abstract. We consider the Aharonov-Bohm eect for the Schrodinger opera-
tor H = ( irx  A(x))2+V (x) and the related inverse problem in an exterior
domain 
 in R2 with Dirichlet boundary condition. We study the structure
and asymptotics of generalized eigenfunctions and show that the scattering
operator determines the domain 
 and H up to gauge equivalence under the
equal ux condition. We also show that the ux is determined by the scattering
operator if the obstacle 
c is convex.
1. Introduction
1.1. Aharonov-Bohm Hamiltonian. The aim of this paper is to study scattering
phenomena of quantum mechanical particles governed by the Schrodinger operator
(1.1) H = ( irx  A(x))2 + V (x)
in an exterior domain 
  R2 with Dirichlet boundary condition. Our basic concern
is the following situation. Given points x(j); j = 1;    ; N , we consider the magnetic
eld, which is identied with the 2-form
B(x)dx+
NX
j=1
j(x  x(j))dx; j 2 R;
where dx = dx1 ^ dx2. We put
(x; y) =
(x  y) d~x
jx  yj2 ; d~x = (dx1; dx2):
Our motivating example for the magnetic vector potential is, identied with 1-form,
(1.2) A(x) =
1
2
Z
R2
(x; y)B(y)dy +
NX
j=1
j(x; x(j)) + dL(x);
where j@xB(x)j  C(1 + jxj) 2 jj 0 and
j@xL(x)j  C(1 + jxj) jj 0 ; 8
for some 0 > 0. We take a small open set Oj containing x(j) so that x(i) 62 Oj
and Oi \ Oj = ;, if i 6= j. Let 
 = R2 n [Nj=1Oj . Note that the obstacle 
c is
not convex if N  2. When suppB(x)  [Nj=1Oj , the magnetic elds are shielded.
However, contrary to the intuition from classical electromagnetism, the particle
feels the magnetic vector potential ([1], [22], [28]).
This Aharonov-Bohm eect is a purely quantum mechanical phenomenon, af-
fected by a topological nature of the domain 
. However, the long-range property
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of the associated magnetic vector potential makes it dicult to study the con-
struction and spatial asymptotics of distorted plane waves, and the mathematical
works for the Aharonov-Bohm eect have been centered around the time-dependent
scattering theory.
The spectrum and the singularities of the scattering operator were studied in
[23], [24] including the case of general long-range perturbations. In [15], [26], [27],
the asymptotics of the scattering matrix was computed in the semi-classical regime.
1.2. Inverse problems. In the works of Nicoleau [21], and Weder [29], the inverse
problem was studied for the case of one convex obstacle : For two operators ( irx 
A(j)(x))2, j = 1; 2, let S(A(j)) be the scattering operator, and (j) the total ux of
A(j). Then S(A(1)) = S(A(2)) implies (1) = (2) mod 2, and dA(1) = dA(2) on 
.
We improve their result (cf. Theorem 5.9) by showing that 1 = 2 if (i) are not
integers.
Alternatively, one can deal with the inverse problem for the wave equation 
@2t + ( irx  A(x))2

u = 0
in a bounded domain using the hyperbolic Dirichlet-Neumann map (D-N map)
instead of the scattering operator. In this case, one can apply the boundary control
method (BC method) initiated by Belishev and developed by Belishev-Kurylev to
identify A(x) and the domain 
 (see [4], [5], [18], [17]). Some new ingredients of
the BC method were also studied by [7], [8], where the emphasis was made on the
gauge equivalence.
It is well-known that for short-range perturbations of  , the scattering ma-
trix determines the D-N map in a bounded domain. Hence, the inverse scattering
problem for the local perturabtion of   can be reduced to the inverse boundary
value problem, and one can apply the BC method to solve it. However, even if the
magnetic eld B(x) has a compact support (this is the most interesting physical
situation) the total Hamiltonian is a long-range perturbation of  . Indeed, sup-
pose B(x) = 0 for jxj > R. Then there exists a magnetic potential A(x) such that
curlA(x) = B(x) and A(x) = 0(x; x(0)) + A0(x), where A0(x) = 0 for jxj > R,
x(0) 2 
 and 0 is the total ux. Assuming 0 6= 0, we have that A(x) is a long-
range potential. Even in this case, it is not obvious how to determine the D-N
map from the scattering operator. This is related to the fact that the asymptotic
expansion of the distorted plane wave for the Aharonov-Bohm Hamiltonian was
unknown.
1.3. Main results. In this paper, we shall deal with the case of N  1 obstacles
which are not necessarily convex. Our rst main result is Theorem 5.7 which shows
that S(A(1); V (1)) = S(A(2); V (2)) implies 
(1) = 
(2) =: 
, V (1) = V (2) on 
 and
A(i), i = 1; 2, are gauge equivalent under the equal ux condition. The second
main result is Theorem 5.9, which shows that if 
(1) = 
(2), whose complement is
convex, then the coincidence of the scattering operators implies that the uxes are
equal.
Summarizing these two theorems, we get the following conclusion. To x the
idea, let us x a domain 
 and a scalar electric potential V (x). Then, Theorems
5.7 and 5.9 imply that, if 
c is convex, there is a 1 to 1 correspondence between
equivalent classes of magnetic vector potentials and those of S-matrices, due to
their gauge equivalences. This fact is also true for non-convex obstacles if we have
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the equal ux condition in Theorem 5.7. This equal ux condition is crucial. In
fact, it is necessary for the existence of the above 1 to 1 correspondence (Theorem
5.10).
We rst use the results of [21], [29] to show that if two scattering matrices coincide
under equal ux condition, then the associated Schrodinger operators are gauge
equvalent near innity. Note that this step is not needed when the magnetic eld
and electric potential have compact support. Next we use the spatial asymptotics
of the distorted plane waves to derive the gauge equivalence of the D-N map for
the boundary value problem. We emphasize that the known proofs for the case of
short-range potential do not work here and one needs a more sophisticated technique
developed in [10], [13], [14] to get the result. From here we pass to the BC method
to complete the proof of Theorem 5.7. The proof of Theorem 5.9 uses the estimates
of singularties of the scattering matrix due to Roux and Yafaev [23], [24], [31].
1.4. Plan of the paper. In x3 and x4, we study the stationary scattering theory
for H. In particular, Lemma 3.9 and Theorem 4.5 play key roles in the proof of
Theorem 5.7. Another aim of x4 is to study the structure of distorted plane waves.
When B(x) = (x), there exists an explicit solution  AB(x) to the Schrodinger
equation
 
( irx   A(0)(x))2   

 AB = 0 proposed by Aharonov-Bohm (see also
[25]). We construct a distorted plane wave ofH containing  AB as its principal part,
and study its asymptotic behavior at innity in Lemmas 4.9, 4.10. They explain
the relation between the scattering matrix and the phase of distorted plane waves.
Although this result is not used directly in our procedure for the inverse scattering,
it is of independent interest since in the long-range scattering the construction
and asymptotic expansion of distorted plane waves is no longer the same as the
short-range case.
We use the following notation. For Banach spaces X and Y , B(X;Y ) denotes
the totality of bounded operatos from X to Y . For a = (a1; a2); b = (b1; b2) 2 C2,
a b = a1b2   a2b1:
For x 2 R2, we put
hxi = (1 + jxj2)1=2; bx = x=jxj:
For a self-adjoint operator H, d(H), e(H) and p(H) denote the discrete spec-
trum, essential spectrum and point spectrum (= the set of all eigenvalues), respec-
tively. Hac(H) denotes the absolutely continuous subspace for H. For f 2 L2(R2),bf() denotes the Fourier transform of f :
bf() = (2) 1 Z
R2
e ixf(x)dx:
2. Resolvent estimates
2.1. Besov type spaces. We dene a Besov type space introduced by Agmon-
Hormander [2]. Let B be the Banach space of L2(R2)-functions equipped with
norm
kfkB =
1X
j=0
2j=2
 Z
Dj
jf(x)j2dx
!1=2
;
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where D0 = fjxj < 1g, Dj = f2j 1 < jxj < 2jg; j  1. Its dual spce is identied
with the set of L2loc(R
2)-functions u(x) satisfying
kukB = sup
R>1
1
R
Z
jxj<R
ju(x)j2dx <1:
For s 2 R, the weighted L2-space L2;s is dened by
u 2 L2;s () kuk2s =
Z
R2
(1 + jxj)2sju(x)j2dx <1:
For s > 1=2, we have the following inclusion relations
L2;s  B  L2;1=2  L2  L2; 1=2  B  L2; s:
We use the notation u ' v, if
(2.1) lim
R!1
1
R
Z
jxj<R
ju(x)  v(x)j2dx = 0:
The following lemma is easy to prove (see [14], Lemma 2.2).
Lemma 2.1. For u 2 B, u ' 0 is equivalent to
lim
R!1
1
R
Z

  jxj
R
ju(x)j2dx = 0; 8 2 C10 ((0;1)):
2.2. Resolvent estimates. Let 
 = R2nO be a connected open set inR2 exterior
to a bounded open set O. We consider a Schrodinger operator (1.1) in 
 with
Dirichlet boundary condition on @
. The following assumptions are imposed on H.
(A-1) The magnetic vector potential A(x) = (A1(x); A2(x)) 2 C1(
;R2) satises
(2.2) j@xA(x)j  Chxi 1 jj; 8;
and the transversal gauge condition
(2.3) j@x
 
A(x)  xj  Chxi 1 jj; 8:
(A-2) The magnetic eld
B(x) =
@A2(x)
@x1
  @A1(x)
@x2
satises for some 0 > 0
(2.4) j@x B(x)j  Chxi 2 jj 0 ; 8:
(A-3) The electric scalar potential V (x) 2 C1(
;R) satises
(2.5) j@xV (x)j  Chxi 1 jj 0 :
We summarize estimates of the resolvent R(z) = (H   z) 1 in the following
theorems. Note that the spaces B and B as well as L2;s are also dened on the
domain 
.
Theorem 2.2. (1) d(H)  ( 1; 0), e(H) = [0;1).
(2) p(H) \ (0;1) = ;.
(3) For any  > 0 and s > 1=2, the following strong limit
lim
!0
R( i)f =: R( i0)f; 8f 2 L2;s;
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exists in L2; s and (0;1) 3 ! R( i0) 2 B(L2;s;L2; s) is strongly continuous.
For any s > 1=2 and compact interval I  (0;1), there exists a constant Cs > 0
such that
(2.6) kR( i0)fk s  Cskfks; 8 2 I:
(4) There exists  >  1=2 such that
(2.7)

rx  i
p
bxR( i0) 2 B(L2;s;L2;);
(2.8)

rx   bx @
@r

R( i0) 2 B(L2;s;L2;):
Proof. The assertions (1), (2) are well-known. The assertion (3) and the estimate
(2.7) are proved in [11] for the whole space problem. It is not dicult to extend
them to the exterior domain by a cutting-o argument. In fact, assuming that
O  fjxj < C0g, we take (x) 2 C1(R2) such that (x) = 0 for jxj < C0 + 1 and
(x) = 1 for jxj > C0 + 2, and put v = (x)R(z)f . Then v satises
(2.9) (H   z)v = f + [H;]R(z)f:
Therefore by (2.6) and the elliptic estimate, u = R(z)f satises
kuk s  Cs(kfks + kukL2(B));
where B is a bounded set inR2. Using this inequality, one can repeat the arguments
in [11] to obtain (3) and the estimate (2.7). Using
r  bx @
@r
=

r i
p
bx  bx @
@r
 i
p


;
one can prove (2.8). 
Theorem 2.3. Suppose u 2 B satises (H   )u = 0 ( > 0) in a neighborhood
of innity. Assume that
lim
R!1
1
R
Z
jxj<R
ju(x)j2dx = 0:
Then u(x) = 0 in a neighborhood of innity.
Proof. By the assumption, we have
lim inf
r!1 r
Z
S1
ju(r!)j2d! = 0:
The theorem then follows from [11], Lemma 2.5. 
Theorem 2.4. For any compact interval I  (0;1), there exists a constant C > 0
such that
kR(+ i0)fkB  CkfkB;  2 I:
Proof. For R2, the proof is given in [10], Theorem 30. 2. 10. Alternatively, one
can use Mourre's commutator method ([16]). To prove the theorem for 
, we rst
use (2.9) to see that
kR( i0)fkB  Ckfks; s > 1=2:
By taking the adjoint, we then have R( i0) 2 B(B;L2; s) ; s > 1=2. Again using
(2.9), we obtain R( i0) 2 B(B;B). 
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The following renement of the radiation condition is also important. A solution
u 2 B to the Schrodinger equation (H   )u = f;  > 0, is said to satisfy the
outgoing radiation condition if it satises
(2.10) lim
R!1
1
R
Z
jxj<R
  @
@r
  i
p


u(x)
2dx = 0:
If i is replaced by  i, u is said to satisfy the incoming radiation condition.
Theorem 2.5. (1) The solution u 2 B of the equation (H )u = f 2 B satisfying
the outgoing (or incoming) radiation condition is unique.
(2) R( i0)f is the unique solution of the equation (H   )u = f 2 B satisfying
the radiation condition (outgoing for +, incoming for  ).
Proof. Suppose u 2 B satises (H   )u = 0 and the outgoing radiation
condition. Take a non-negative  2 C10 ((0;1)) such that
R1
0
(t)dt = 1, and put
'R(x) = 
  jxj
R

; (t) =
Z 1
t
(s)ds:
Since
 
(H  )u; 'Ru

= 0, by integrating by parts and taking the imaginary part,
Re
1
R
 
(i@r + bx A)u;   r
R

u

= 0:
We then have
Re
1
R

( i@r  
p
)u; 
  r
R

u

+
p

R

u; 
  r
R

u

=
1
R
bx Au;   r
R

u

:
Let R ! 1. Then the 1st term of the left-hand side vanishes by (2.10), and so
does the right-hand side by (2.3). Therefore (u; (r=R)u)=R ! 0. Hence u(x) = 0
by Lemma 2.1 and Theorem 2.3, which proves (1).
To prove (2), we show that for f 2 B, R(i0)f satises the radiation condition.
By Theorem 2.4, letting u = R( i0)f , we have
lim sup
R!1
1
R
Z
jxj<R
(@r  ipu2dx  k @r  ipuk2B  Ckfk2B:
If f 2 L2;s; s > 1=2, the left-hand side vanishes by virtue of (2.7). For f 2 B, we
have only to approximate it by an element of L2;s. 
Let S be the set of symbols p(x; ) satisfying
(2.11) j@x @ p(x; )j  Chxi jjhi jj; 8; ;
and there exists a constant  1 <  < 1, which is allowed to depend on p(x; ),
such that
p (x; ) = 0 if bx  b >  ; p+(x; ) = 0 if bx  b < +:
Since bx and b should be well-dened, we are tacitly assuming that x and  are
non-zero on the support of the symbol of p. For a pseudo-dierential operator
(	DO) P , P 2 S means that its symbol belongs to S. The following theorem is
proved in the same way as in [13], Theorem 1, by using the parametrix in [24].
Theorem 2.6. (1) Let  > 0 and P be a 	DO such that its symbol p(x; ) satises
(2.11) and
p(x; ) = 0; if

2
< jj2 < 2:
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Then
PR( i0) 2 B(L2;s;L2;s); 8s  0:
(2) Let  > 0 and P 2 S. Then for any s > 1=2 and  > 0, we have
PR( i0) 2 B(L2;s;L2;s 1 ):
Theorem 2.7. Let  > 0 and P be such that its symbol satises (2.11) and
p (x; ) = 0 if bx = b; p+(x; ) = 0 if bx =  b:
Let s > 1=2 be suciently close to 1=2. Then there exists  >  1=2 such that
PR( i0) 2 B(L2;s;L2;):
Proof. This theorem is essentially proved in [14], Theorem 3.5. For the reader's
convenience, we reproduce the proof for the case R(+ i0). Since p (x; jjbx) = 0,
we have
p (x; ) =
Z 1
0
d
dt
p (x; jj(tb + (1  t)bx))dt
=
Z 1
0
(rp )(x; jj(tb + (1  t)bx))dt  (b   bx):
Therefore we have only to prove the theorem for the vector-valued symbol
q(x; ) = (x)()(bx  b);
where  2 C1(R2) such that (x) = 0 for jxj < , (x) = 1 for jxj > 2 for some
 > 0. Take (t) 2 C1(R) such that +(t) +  (t) = 1,  (t) = 1 (t <  1=2),
 (t) = 0 (t > 1=2) and split q(x; ) into two parts :
q(x; ) = +
 bx  bq(x; ) +   bx  bq(x; ) =: q+(x; ) + q (x; ):
For the symbol q , the theorem is already proved. We put
r(s) = rx   bx @
@r
:
Taking notice of the relation
j   (bx  )bxj2 = jj2
2
(1 + bx  b )(bx  b )2;
we have
q+(x;Dx)hxi2q+(x;Dx) = (r(s))hxiP0hxir(s) + hxi2 1P1;
where P0, P1 are bounded 	DO's. Then the theorem readily follows from (2.8). 
3. Spectral representation
3.1. Time-dependent scattering theory. It is well-known that, although H is
a long-range perturbation of  , the usual wave operators exist (see [19]). Since
we need a representation of the S-matrix by distorted plane waves (Lemma 3.9), we
review relations between the usual wave operator and the modied wave operator.
We extend A(x) smoothly on R2, and put
(3.1) (x; ) = 
Z 1
0
A(x s)   ds;
and dene
'(x; ) = x   +(x; ):
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( irx  A(x))2   jj2

ei'(x;) = ei'(x;)q(x; ):
For a small 0 <  < 1, we dene the region
D
()
 = f(x; ) 2 R2 R2 ; bx  b   1 + ; jxj > ; jj > g:
Lemma 3.1. On D() we have the following estimates
(3.2) j@x @ (x; )j  C hi jjhxi jj; 8; :
(3.3) j@x @ q(x; )j  C hi jjhxi 2 0 jj; 8; :
Moreover if bx = b, we have as r = jxj ! 1,
(3.4) (x; ) = O(r 1):
Proof. Using the relation
(A(x s) A(s))   =(x12   x21)
Z 1
0
B(x s)d
 d
ds
Z 1
0
x A(x s)d:
we have
(x; ) = x 
Z 1
0
Z 1
0
B(x s)dsd
+
Z 1
0
x A(x)d 
Z 1
0
A(s)  ds:
(3.5)
The 2nd term of the right-hand side is rewritten asZ 1
0
bx A(bx)d  Z 1
r
bx A(bx)d

:
As r ! 1, this behaves like a function of homogeneous degree 0 plus O(r 1). In
the region fbx  b   1 + ; jj > g
jx sj 
p

2
( jxj+ sjj):
Using this and (2.4), one can then prove (3.2) by a direct computation. (3.4) is
obvious. Dierentiating (3.1), we have
(3.6)
@
@x1
(x; ) = 2
Z 1
0
B(x s)ds+A1(x);
(3.7)
@
@x2
(x; ) = 1
Z 1
0
B(x s)ds+A2(x):
By a direct computation, we have
q(x; ) = jrx  Aj2   irx  (rx  A);
where we have used the fact that   (rx   A) = 0 by (3.6) and (3.7). Using
(2.4) and (3.6), (3.7), we obtain (3.3). 
We put
(3.8) Jf(x) = (2) n=2
Z
Rn
ei'(x;)(bx  b)
(x) bf()d;
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where (t) 2 C1(R) such that +(t) = 1 for t >  1 + 2, +(t) = 0 for
t <  1 + , and  (t) = +( t), and 
(x) 2 C1(R2) such that 
(x) = 1 for
jxj > 2R, 
(x) = 0 for jxj < R, R being a constant satisfying O  fjxj < Rg.
Dene the modied wave operator M by
(3.9) M = s  lim
t!1
eitHJe itH0 ;
where H0 =  x in R2.
Theorem 3.2. The strong limit (3.9) exists on L2(R2), and is unitary from L2(R2)
onto Hac(H). It has the intertwining property: '(H)M =M'(H0), where ' is
any bounded Borel function on R.
This theorem is proved in the same way as [12], Theorem 1.1, [21], Theorem 4
or [24], Theorem 5.10.
Theorem 3.3. The usual wave operator
(3.10) W = s  lim
t!1
eitHr
e
 itH0 ;
exists and is equal to the modied wave operator M, where r
 is the operator of
restriction to 
,
Proof. Using the stationary phase method and (3.4), we have for any bf() 2
C10 (R
2 n f0g),
Je itH0f  Cjtj 1eijxj2=(4t) bf  x2t  e itH0f
as t! 1, which together with Theorem 3.2 proves the theorem. 
3.2. Spectral representation. For  > 0, we put
(3.11)
gF0()f (!) = 1
2
p
2
Z
R2
e i'(x;
p
!)(bx  !)
(x)f(x)dx;
with  and 
 as above.
Lemma 3.4. For any  > 0, there exists a constant C = C > 0 such that
kgF0()fkL2(S1)  CkfkB; 8 > :
Proof. We put a(x; ) = e i(x;)(bx b)
(x)0(), where 0() 2 C10 (R2)
such that 0() = 1 if jj2 >  and 0() = 0 if jj2 < =2. Let A be the 	DO
dened by
Af(x) = 2 1=2(2) 2
ZZ
ei(x y)a(y; )f(y)dyd:
Then gF0()f = ([Af)(p!). Since A 2 B(B;B) by [2], Theorem 2.5, the lemma
follows. 
We put
(3.12) (H   jj2)ei'(x;)(bx  b)
(x) = ei'(x;)g(x; );
and dene an operator G() by
(3.13) (G()f) (!) = 1
2
p
2
Z
R2
e i'(x;
p
!)g(x;
p
!)f(x)dx:
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We nally dene
(3.14) F ()() = gF0()  G()R( i0):
Lemma 3.5. Let I be any compact interval in (0;1). Then for s > 1=2, there
exists a constant C > 0 such that
kF ()()fkL2(S1)  Ckfks; 8 2 I:
Proof. We consider the case of F (+)(). By Lemma 3.4, gF0+() has the desired
property. Let () 2 C10 (R) be such that () = 1 on I and () = 0 outside a
small neighborhood of I. By Theorem 2.6 (1), one can insert (H0) between G+()
and R(+ i0). We next decompose the phase space according to the value of bx  b.
More precisely, we consider 	DO's P+ and P  with symbol e+(bx  b)(jj2) and
(1   e+(bx  b))(jj2), respecively, where e(t) = 1 for t >  1 + 3, e(t) = 0 for
t <  1 + 2. By Lemma 3.1, g+(x; ) = O(jxj 1 0) on the support of the symbol
of P+. Therefore G+()P+R( + i0) 2 B(L2;s;L2(S1)). Since g+(x; ) contains
rx+(bx  b), g+(x; ) = O(jxj 1) on the support of the symbol of P . However,
by Theorem 2.6 (2) we see that P R( + i0) 2 B(L2;s;L2;) for some  >  1=2.
Therefore G+()P R(+ i0) 2 B(L2;s;L2(S1)). 
Theorem 3.6. (1) The operator
 F ()f (; !) =  F ()()f (!), dened for f 2
L2;s (s > 1=2), is uniquely extended to a partial isometry with intial set Hac(H)
and nal set L2((0;1);L2(S1); d).
(2) For f 2 D(H),  F ()Hf () =   F ()f ().
(3) F ()() 2 B(L2(S1);B) is an eigenoperator of H in the sense that
(H   )F ()() = 0; 8 2 L2(S1):
(4) For any 0 < a < b <1 and g 2 L2((0;1);L2(S1); d),Z b
a
F ()()g() d 2 L2(
):
Moreover for any f 2 Hac(H), the following inversion formula holds :
f = s  lim
a!0;b!1
Z b
a
F ()()

F ()f

() d:
Proof. Since this theorem is well-known, we only give the sketch of the proof.
Let J be as in (3.8). We also put
Gf(x) = (2) 1
Z
R2
ei'(x;)g(x; ) bf() d;
where g is dened by (3.12). Using the relation
HJ   JH0 = G;
we have for bf 2 C10 (R2 n f0g) and g 2 C10 (
),
(Mf; g) = (Jf; g) + i
Z 1
0
(eitHGe itH0f; g) dt
= (f; Jg) 
Z 1
 1
(f;E00()G

R( i0)g) d;
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where
E00() =
1
2i
(R0(+ i0) R0(  i0)) :
Letting
(3.15) (F0()f) (!) = (2
p
2) 1
Z
R2
e i
p
!xf(x)dx;
we then have
(Mf; g) = (f; Jg) 
Z 1
0
(F0()f;F0()GR( i0)g) d:
The operator
 F0f(; !) =  F0()f(!) is uniquely extended to a unitary from
L2(R2) to L2((0;1);L2(S1); d). Therefore, in view of (3.11) and (3.14), we have
F () = F0M. By Therorem 3.3, this is equal to F0W . We have thus proven
Lemma 3.7. F () = F0 (W) :
By this lemma, F () is a partial isometry with initial set Hac(H) and nal
set L2((0;1);L2(S1); d). The intertwining property of the wave operator implies
Theorem 3.6 (2), and also for any compact interval I  (0;1)Z
I
(F ()()f;F ()()g)d = 1
2i
Z
I
((R(+ i0) R(  i0))f; g)d:
Dierentiating this, we have
(3.16) (F ()()f;F ()()g) = 1
2i
((R(+ i0) R(  i0))f; g):
This and Theorem 2.1 imply
Lemma 3.8.
F ()() 2 B(B;L2(S1)):
The proof of the other assertions of Theorem 3.6 is standard and is omitted. 
3.3. S-matrix. The scattering operator S is dened by
S =
 
W+

W :
By Lemma 3.7, its Fourier transform bS := F0S F0 is written asbS = F (+) F ( ):
As is well-known, it admits a diagonal representation: bSf(; !) =  bS()f(; )(!); 8f 2 L2((0;1);L2(S1); d); ! 2 S1;
where bS() is a unitary operator on L2(S1), called the S-matrix. It has the following
expression.
Lemma 3.9. For  > 0 and  2 C1(S1), we havebS() =  2iF (+)()G ():
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Proof. First we make a comment on the above expression of bS(). By (3.12),
g (x; ) contains a factor rx (bx  b), which is O(jxj 1). However, the stationary
phase method impliesZ
S1
ei' (x;
p
!)rx (bx  !)(!)d! = O(jxj 1):
We then have G () 2 L2;s with s > 1=2. Hence F (+)()G () is well-dened.
We now prove the lemma. We put
J = J+ + J :
Then since Je itH0 ! 0 as t! 1, we have
W = s  lim
t!1
eitHJe itH0 :
Letting
G = G+ +G ;
we have HJ   JH0 = G, hence
W = J + i
Z 1
0
eitHGe itH0ds:
This yields
W+  W  = i
Z 1
 1
eitHGe itH0ds:
Since S   1 = (W+) (W   W+), we have
(Sf; g)  (f; g) =  i
Z 1
 1
 
eitHGe itH0f;W+g

dt
=  i
Z 1
 1
 
Ge itH0f;W+e itH0g

dt
=  i
Z 1
 1
 
Ge itH0f; J+e itH0g

dt
 
Z 1
0
ds
Z 1
 1

Ge itH0f; eisHG+e i(s+t)H0g

dt;
(3.17)
where we have used e itHW+ =W+e itH0 in the 2nd line and
W+ = J+ + i
Z 1
0
eisHG+e
 isH0ds
in the 3rd line. Letting bf() = F0()f , bg() = F0()g, we haveZ 1
 1

G+e
 isHGe itH0f; e i(s+t)H0g

dt
=
Z 1
 1
dt
Z 1
0

F0()G+e isHGe itH0f; e i(s+t)bg() d:
Inserting e jtj, and letting ! 0, this converges to
2
Z 1
0

F0()G+e is(H )GE00()f; bg() d
= 2
Z 1
0

F0()G+e is(H )GF0() bf(); bg() d;
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where E00() =
1
2i (R0(+ i0) R0(  i0)) = F0()F0(). Therefore the last
term of the right-han side of (3.17) is equal to
 2
Z 1
0
ds
Z 1
0

F0()G+e is(H )GF0() bf(); bg() d:
Inserting e s and letting ! 0, this converges to
2i
Z 1
0

F0()G+R(+ i0)GF0() bf(); bg() d:
Similarly, the 1st term of the right-hand side of (3.17) is rewritten as
 2i
Z 1
0

F0()J+GF0() bf(); bg() d:
The above computations are justied when bf(); bg() 2 C10 ((0;1);L2(S1)). We
have thus proven thatbS() = 1  2iF0()  J+G G+R(+ i0)GF0():
By (3.11) and (3.13), we have
gF0() = F0()J; G() = F0()G:
This implies
bS() = 1  2i gF0+()G+() + G ()
+ 2iG+()R(+ i0)

G+() + G ()

:
(3.18)
Here let us note that for  2 C1(S1), gF0+() satises the outgoing radiation
condition, and
(3.19) (H   )gF0+() = G+():
Theorem 2.5 then implies
R(+ i0)G+() = gF0+():
In view of (3.14), we have
bS() =1  2igF0+()G+()   G+()gF0+()  2iF (+)()G ():
The proof of the lemma will then be completed if we show
(3.20) 2i
gF0+()G+()   G+()gF0+() = 1:
For ;  2 C1(S1), we put u = gF0+(), v = gF0+() . Then by the stationary
phase method, we have as r = jxj ! 1
u  e
 i=4
2
p
1=4
r 1=2ei
p
r(bx):
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Then we have by integration by parts
lim
r!1
Z
jxj<r

(H   )uv   u(H   )v

dx = lim
r!1 
Z
jxj=r

@u
@r
v   u@v
@r

dS
=  2i
p
 lim
r!1
Z
jxj=r
uvdS
=
1
2i
(;  )L2(S1);
which proves (3.20) by (3.19). 
4. Distorted plane waves
The main result of this section is Theorem 4.4 on the asymptotic expansion of the
resolvent at innity. With the aid of this theorem, we shall derive the asymptotic
expansion of distorted plane waves (Theorem 4.5 and Lemma 4.10).
4.1. Asymptotic expansion of the resolvent.
Lemma 4.1. Let (t) 2 C10 ((0;1)) be such that
R1
0
(t)dt = 1. Then for any
f 2 L2;s with s > 1=2 we have
lim
R!1
 i
R
r

2
Z
R2
e i
p
!x
  jxj
R

R( i0)f dx = F ()()f
in the sense of strong limit in L2(S1).
Proof. We rst consider e i'(x;) instead of e ix. Let 1(t) =
R1
t
(s)ds, and
put u = R( i0)f . Then we haveZ h
(H   )e i'(x;
p
!)(bx  !)
(x)i 1  r
R

udx
=
Z
e i'(x;
p
!)g(x;
p
!)1
  r
R

udx;
(4.1)
where r = jxj. By integration by parts, the left-hand side is equal toZ
e i'(x;
p
!)(bx  !)
(x) H   1  r
R

udx
We compute 
H   )1u =1f  2i
p

R

  r
R

u
+
2
R

  r
R
 @
@r
 i
p


u   (1)u + 2i(A  r1)u:
By Theorem 2.2, the last 3 terms of the right-hand side tends to 0 in L2;s
0
for some
s0 > 1=2. We have, therefore, letting R!1 in (4.1),
(4.2) lim
R!1
 i
R
r

2
Z
R2
e i'(x;
p
!)
  jxj
R

(bx  !)R( i0)f dx = F ()()f:
Take 0() 2 C10 (R2) such that 0() = 0 for jj <
p
=2 or jj > 2p and
0() = 1 near jj =
p
. Let v()R = R
 1(r=R)u. Then (1 0(Dx))v()R ! 0 in
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B by Lemma 2.2. Let t(x; !) = 1  e i(x;
p
!)(bx  !) and consider the 	DO
T such that
Tf(x) = (2) 1
ZZ
ei(x y)t(y; b )0()f(y)dyd:
Since
t(x; !) =1  e i(x;
p
x̂)  

e i(x;
p
!)   e i(x;
p
x̂)

(bx  !)
  e i(x;
p
x̂)((bx  !)  1);
by Theorem 2.7 and (3.4) and Lemma 3.4, which of course holds with (x; )
replaced by x  , we have Z
e i
p
!xTv
()
R dx! 0:
This combined with (4.2) proves the lemma. 
Lemma 4.2. Let (t) be as in Lemma 4.1, and u = R( i0)f; v = R( i0)g
with f; g 2 L2;s for s > 1=2. Then
lim
R!1
p

R


  jxj
R

u; v

=
1
2i
([R(+ i0) R(  i0)]f; g) :
Proof. By integration by parts
(H   )1
  r
R

u; v

=

1
  r
R

u; g

:
The left-hand side is equal to
[H; 1
  r
R

]u; v

+

1
  r
R

f; v

:
Computing in the same way as in the previous lemma, we get the conclusion. 
Recall the relation ' dened by (2.1).
Lemma 4.3. For any  2 L2(S1), we haveZ
S1
ei
p
!x(bx  !)(!)d! '  2p

1=2
r 1=2ei(
p
r 4 )(bx):
Proof. If  2 C1(S1), this lemma follows from the stationary phase method.
In the general case, we approximate  by smooth function and use F ()0 () 2
B(L2(S1);B), which follows from Lemma 3.4. 
Theorem 4.4. For  > 0 and f 2 B, the following asymptotic expansion holds:
R( i0)f '

p

1=2
r 1=2ei(
p
r+4 )

F ()()f

(!);
where r = jxj; ! = x=r.
Proof. Since both side are bounded operators from B to B, we have only to prove
the theorem for f 2 C10 (
). Let (t) be as in Lemma 4.1, and put u = R(i0)f ,
 = F()f . Letting
w =  ip
2
Z
S1
ei
p
!x(bx  !)(!)d!
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and in view of Lemmas 2.1 and 4.3, we have only to prove u ' w, namely
1
R


  r
R

(u   w); u   w

! 0:
This is equivalent to showing that the following term tends to 0:
1
R


  r
R

u; u

+
p

kk2L2(S1)
 ip
2R
Z
S1
Z

  r
R

e i
p
!x(bx  !)udx(!) d! + (CC);
where (CC) means the complex conjugate of the preceeding term. By Lemmas 4.1,
4.2 and (3.16), this converges to 0. 
Theorem 4.5. Let  > 0 and  2 L2(S1). Then
(4.3)

F ( )()

(x) ' e
i=4
2
p
1=4
 
e i
p
r
r1=2
( !)  ie
i
p
r
r1=2
(bS()(!)! ;
where r = jxj; ! = x=r.
Proof. Since both side are bounded operators from L2(S1) to B, we have only
to show the theorem for  2 C1(S1). By (3.14), F ( )() = gF0 ()  R( +
i0)G (). We apply the stationary phase method to the 1st term of the right-
hand side, and Theorem 4.4 and Lemma 3.4 to the 2nd term. 
4.2. Aharonov-Bohm solutions and the S-matrix. The magnetic ux is de-
ned by
(4.4)  =
1
2
lim
r!1
Z
jxj=r
A:
Let A0 = ( x2; x1)=jxj2 and
HAB = ( ir A0)2 in L2(R2):
Its spectral properties are studied in [25] and [15]. For x 2 R2, let (x;!) be the
azimuth angle of x to the direction ! 2 S1 taking into account of the standard
orientation. Let  ()AB (x; ; !) be the Aharonov-Bohm solution (see [25] and [15])
(4.5)  ()AB (x; ; !) =
X
l2Z
exp(ijl   j=2) exp(il(x;!))Jjl j(
p
jxj):
It satises the Schrodinger equation (HAB   ) ()AB = 0. The Fourier transforma-
tion associated with HAB is dened by
(4.6)

F ()AB f

(; !) =
1
2
p
2
Z
R2
 
()
AB (x; ; !)f(x)dx;
which is unitary : L2(R2) ! L2((0;1);L2(S1); d) and diagonalizes HAB . It is
worth recalling the following lemma proved by [15] illustrating the dierence of
the spatial asymptotics between this distorted plane wave and the standard case,
although we do not use it in this paper.
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Lemma 4.6.  ()AB is bounded in R
2, and has the asymptotic expansion
 
()
AB (x; ; !)  exp
 
i((x;!)  )eip!x + eipr
r1=2
1X
n=0
c
()
n (; bx; !)
rn
in the region jbx !j >  > 0. Here 0 <  < 1 is an arbitrarily xed constant.
From here until the end of this section, we assume that for some 0 > 0
(4.7) jV (x)j  Chxi 3=2 0 :
We put
(4.8) 	(x; ; !) = 
(x) 
()
AB (x; ; !) R( i0)
 
(H   )
(x) ()AB (x; ; !)

;

(x) being dened before Theorem 3.2. Since (H   )
 ()AB = O(r 3=2 0) by
the asumption (4.7), 	 is well-dened.
Theorem 4.7. (1) 	 satises (H   )	 = 0 in 
, 	 = 0 on @
.
(2) For f 2 C10 (
), we have
(4.9)
 F ()()f(!) = 1
2
p
2
Z


	(x; ; !)f(x)dx:
Proof. The assertion (1) is obvious. The assertion (2) follows from general
results of scattering theory and eigenfunction expansion theorem. In fact, letting
H0 =   in L2(R2), we dene wave operators
W(HAB ;H0) = s  lim
t!1
eitHABe itH0 ;
W(H;H0) = s  lim
t!1
eitHr
e
 itH0 ;
W(H;HAB) = s  lim
t!1
eitHr
e
 itHAB :
Then by the chain rule
(4.10) W(H;HAB) =W(H;H0)W(H0;HAB):
In [25] it is shown that
W(H0;HAB) =W(HAB ;H0) =

F ()AB

F0:
Therefore by Lemma 3.7 and (4.10), W(H;HAB) =
 F () F ()AB , hence
(4.11) F () = F ()ABW(HAB ;H):
This coincides with the Fourier transformation constructed by the perturbation
method, which is just the formula (4.9). 
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We dene the scattering operators and their Fourier transforms by
S(H;H0) =W+(H;H0)W (H;H0);bS(H;H0) = F0S(H;H0) (F0) = F (+) F ( ) ;
S(HAB ;H0) =W+(HAB ;H0)W (HAB;H0);bS(HAB ;H0) = F0S(HAB ;H0) (F0) = F (+)AB F ( )AB  ;
S(H;HAB) =W+(H;HAB)W (H;HAB);bS(H;HAB) = F ( )AB S(H;HAB)F ( )AB  :
By (4.10) and (4.11), one can prove the following lemma.
Lemma 4.8. bS(H;HAB) = bS(HAB ;H0) bS(H;H0).bS(H;HAB) has the direct integral representation:bS(H;HAB) = Z 1
0
 bS(H;HAB ;)d;
where bS(H;HAB ;) is a unitary operator on L2(S1) called the S-matrix associ-
ated with H and HAB . Similarly, we dene the S-matrices bS(HAB ;H0;) andbS(H;H0;). Lemma 4.8 implies
Lemma 4.9. For any  > 0, bS(HAB ;H0;)bS(H;HAB ;) = bS(H;H0;):
Dene the scattering amplitude FAB() bybS(H;HAB ;) = 1  2i FAB():
Using (4.8) and Theorem 4.4, one can prove the following lemma.
Lemma 4.10. 	  has the asymptotic expansion
	 (x; ; !)   ( )AB (x; ; !) '
ei
p
r
r1=2
f+(; bx; !);
where f+(; ; !) = C()FAB(; ; !), C() = (2)3=2 1=4e i=4 and FAB(; ; !)
is the integral kernel of FAB():
FAB(; ; !) =
1
2
p
2
F (+)()(H   )
 ( )AB :
By [25], bS(HAB ;H0;) has the following integral kernel
(S) () =
Z 
 
s(   0)(0)d0;
s() = () cos() + i
sin()

p:v:
ei[[]]
1  ei ;
where  is the magnetic ux dened by (4.4) and [[]] is the least integer greater
than or equal to . (Note that  in this paper is   in [25].) Let us note that
S depends only on . The spectrum of S consists of two eigenvalues ei with
eigenvector eim, 8m  , for ei and eigenvector eim, 8m < , for e i.
Let bS(; ; !) be the integral kernel of bS(H;H0;). Lemmas 4.9 and 4.10 imply
the following lemma.
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Lemma 4.11.
bS(; ; !) = s(   !)  2i Z 2
0
s(   0)FAB(; 0; !)d0:
5. Inverse problem
We return to our original assumption (A-1), (A-2), (A-3) and study the inverse
problem.
5.1. Restriction of generalized eigenfunctions to a curve. Take R > 0 so
that O  fjxj < R   1g. Let Dint = fjxj < Rg \ 
 and Dext = fjxj > Rg.
Let F ( )() be the generalized Fourier transform dened in x3 on 
. We put
C = fjxj = Rg and
hf; gi =
Z
C
f(x)g(x)dl:
Lemma 5.1. If f 2 L2(C) satises
hf;F ( )()i = 0; 8 2 L2(S1);
then f = 0, provided  is not a Dirichlet eigenvalue for H in Dint.
Proof. Let R(z) = (H   z) 1. As is well-known, R(   i0) can be extended to
a bounded operator from L2(C) to H3=2loc (
), which is denoted by L
2(C) 3 f !
R(   i0)Cf . Let R0(z) = (H0   z) 1, and 
(x) 2 C1(R2) be such that

(x) = 0 if jxj < R  1=2, 
(x) = 1 if jxj > R. Using the resolvent equation
R(  i0)
 = 
R0(  i0) R(  i0)
 
[H;
] + 
(H  H0)

R0(  i0);
and looking at the behavior at innity of R(   i0)Cf , one can extend F ( )()
also on L2(C), which is denoted by F ( )()C . By Theorem 4.4,
u := R(  i0)Cf ' C()r 1=2e i
p
rF ( )()Cf:
The assumption of the lemma implies F ( )()Cf = 0. Therefore
(5.1) lim
R!1
1
R
Z
jxj<R
ju(x)j2dx = 0:
Let us note that for any ' 2 C10 (
)
((H   )u; ') = (u; (H   )')
= hf;R(+ i0)(H   )'i
= hf; 'i;
where we have used the fact that ' = R( + i0)(H   )', since ' is compactly
supported, hence satises the radiation condition. We then have (H   )u = 0
outside and inside C. Using (5.1), we have u = 0 outside C by Theorem 2.5.
Since u 2 H3=2loc (
), u

C
= 0. Since  is not a Dirichelt eigenvalue, u = 0 in Dint.
Therefore u = 0 globally in 
, which implies f = 0. 
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5.2. Dirichlet-Neumann map. If  is not a Dirichlet eigenvalue, the boundary
value problem 8><>:
 
( ir A)2 + V   u = 0 in Dint;
u = f 2 H3=2(C) on C = fjxj = Rg
u = 0 on @

has a unique solution u. Let
(A; ) : f !
@u
@
  i Au

C
be the Dirichlet-Neumann map (D-N map),  being the outer unit normal to C.
5.3. Gauge equivalence. In the following, we shall assume that
(A-4) A(x) = 
( x2; x1)
jxj2 +A
0(x) in 
,
where  2 R is the magnetic ux dened by (4.4), and A0(x) satises
(5.2) j@xA0(x)j  Chxi 1 jj 0 ; 8:
The conditions (A-1) and (A-2) follow from (A-4). We put
(5.3) (x) =
x d~x
jxj2 ; d~x = (dx1; dx2):
Take R > 0 large enough, and for x 2 R2 n f0g, let C(x) be a C1-curve emanating
from (R; 0) with end point x. Put
(x) =
Z
C(x)
(x):
Then ei(x) = (x1 + ix2)=jxj. Let L1;0 be the set of real-valued functions L(x) 2
C1(
) such that for some 0 > 0
(5.4) j@xL(x)j  Chxi 0 jj; 8:
Recall that 
 = R2 n O, and we assume that (0; 0) 62 
. We dene
R0 = sup
x2O
jxj:
Denition 5.2. The gauge group G(
) is a set of C-valued functions g(x) 2
C1(
) satisfying jg(x)j = 1 on 
 and there exist n 2 Z and L 2 L1;0 such that
g(x) = exp (in (x) + iL(x)) for jxj > R0 .
By the above denition, n of g(x) is computed as
(5.5) n = lim
R!1
 i
Z
jxj=R
dg
g
:
Two vector potentials A(1) and A(2) are said to be gauge-equivalent if there exists
g 2 G(
) such that, being identied with 1-form,
A(2) = A(1)   ig 1dg:
Or, equivalently, if there exist n 2 Z and g(x) 2 C1(
) such that jg(x)j = 1 and
g(x) = ein(x)g1(x), j@x (g1(x)  1) j  Chxi jj 0 such that
(5.6) A(2) = A(1) + n(x)  ig 11 dg1:
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Let H(A; V ) be the Schrodinger operator with magnetic vector potential A and
electric scalar potential V satisfying the assumptions (A-3) and (A-4). Two such
operators H(A(1); V ) and H(A(2); V ) are said to be gauge equivalent if there exists
g 2 G(
) such that
(5.7) H(A(2); V ) = g H(A(1); V ) g 1:
We also say that H(1) and H(2) are gauge equivalent by g 2 G(
). Let ein(Dx) be
the 	DO with symbol ein():
ein(Dx)f

(x) = (2) 1
Z
R2
eixein() bf()d:
The following lemma is well-known (cf. for example [21], [29], [31]).
Lemma 5.3. Suppose H(1) = H(A(1); V ) and H(2) = H(A(2); V ) are gauge equiv-
alent by g 2 G(
). Then we have
(5.8) bS(H(2);H0) = ein(Dx) bS(H(1);H0)e in((Dx)+);
where n is given by (5.5), and n = 2   1, j being the magnetic ux of H(j).
Proof. By (5.7), we have
ein(x)g1(x)W(H(1);H0) = s  lim
t!1
eitH
(2)
r
e
in(x)g1(x)e itH0 :
Let bf() 2 C10 (R2nf0g). Then by the stationary phase method we have as t! 1
ein(x)g1(x)e itH0f  ein(x)e itH0f
 C
t
e
ijxj2
4t ein(x) bf  x
2t

 (2) 1
Z
R2
ei(x tjj
2)ein() bf()d;
where in the last step we have used that () is homogeneous of degree 0. Then we
have
gW(H(1);H0) =W(H(2);H0)ein(Dx):
Since ( ) = () + , we obtain the lemma. 
We study the converse of Lemma 5.3. We say that two S-matrices bS(H(i);H0),
i = 1; 2, are gauge equivalent ifbS(H(2);H0) = ein(Dx) bS(H(1);H0)e in((Dx)+);
holds for some integer n. In this case, letting H(3) = H(A(3); V ) with A(3) =
A(1) + n(x)  ig 11 dg1, we havebS(H(2);H0) = bS(H(3);H0):
In the following we assume that O  fjxj < R   1g. The following two lemmas
were proved by Nicoleau and Weder ([21], Theorem 1.7, [29] Theorem 1.4).
Lemma 5.4. Suppose bS(H(A(1); V (1));H0) = bS(H(A(2); V (2));H0). Let fx0 +
s! ; s 2 Rg (! 2 S1) be a line which does not intersect BR 1 = fx 2 R2 ; jxj <
R  1g. Then
(5.9) exp

i
Z 1
 1
A(1)(x0 + s!)  !ds

= exp

i
Z 1
 1
A(2)(x0 + s!)  !ds

;
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(5.10)
Z 1
 1
V (1)(x0 + s!)ds =
Z 1
 1
V (2)(x0 + s!)ds:
Lemma 5.5. Suppose (5.9) and (5.10) hold. Let j be the magnetic ux of A(j),
and decompose A(j) as A(j)(x) = j( x2; x1)=jxj2 +A(j)0(x). Assume that
(5.11) jA(1)0(x) A(2)0(x)j  CN hxi N ; 8N > 0;
(5.12) jV (1)(x)  V (2)(x)j  CN hxi N ; 8N > 0:
Then 2   1 is an even integer and there exists L1 2 L1;0 such that A(2)0 =
A(1)
0
+ dL1 for jxj > R  1. Moreover
(5.13) V (1)(x) = V (2)(x) for jxj > R  1:
The assumptions (5.11) and (5.12) are used when we apply the support theorem
of the Radon transform ([9], p. 10, [20], p. 30).
By extending L1(x) to be a C1(
)-function, we get the following corollary, since
the gauge transformation A(1) ! A(1)+dL1 does not aect the scattering operator.
Corollary 5.6. Suppose 1 = 2 and bS(H(A(1); V (1));H0) = bS(H(A(2); V (2));H0)
holds. Then there exists L1 2 L1;0 such that if we let A(3) = A(1) + dL1, we have
A(2) = A(3) and V (1) = V (2) for jxj > R   1, hence H(A(2); V (2)) = H(A(3); V (1))
for jxj > R  1, and bS(H(A(3); V (1));H0) = bS(H(A(2); V (2));H0).
We are now in a position to state our main theorem. We consider two Schrodinger
operatorsH(A(i); V (i)) dened in a domain 
(i), i = 1; 2, satisfying the assumptions
(A-3) and (A-4).
Theorem 5.7. Assume that bS(H(A(1); V (1));H0) = bS(H(A(2); V (2));H0), and
(5.11) and (5.12) are satised. Assume also 1 = 2. Then 
(1) = 
(2), i.e.
the obstacles are the same and A(1) and A(2) are gauge equivalent. Moreover,
V (1) = V (2) on 
(1) = 
(2).
Proof. Let H(i) = H(A(i); V (i)). By Corollary 5.6, one can assume that A(1) =
A(2) and V (1)(x) = V (2)(x) for jxj > R  1.
Let uj = F ( )j (), where  2 L2(S1) and F ( )j is the spectral representation
for H(j). Let u = F ( )1 ()   F ( )2 (). Since H(1) = H(2) for jxj > R   1, we
have (H(1)   )u = 0 for jxj > R   1. Furthermore, in view of Theorem 4.5, we
have
1
R
Z
jxj<R
ju(x)j2dx! 0; as R!1:
Then by Theorem 2.3 and the unique continuation theorem, u = 0 for jxj > R  1.
Let Dint = fjxj < Rg and C = fjxj = Rg. Let (i)() be the D-N map for H(i)
on Dint. Here we assume that  is not a Dirichelt eigenvalue for H(i), i = 1; 2.
Letting  be the unit normal on C, we then have
@
@
F ( )1 () 
@
@
F ( )2 () = (1)()F ( )1 ()  (2)()F ( )2 () = 0:
By Lemma 5.1, the range of F ( )i () is dense in L2(C), which implies
(5.14) (1)() = (2)();
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for all  > 0 except for a discrete set. Let us now consider the hyperbolic initial-
boundary value problem8><>:
@2t u+ ( irx  A(j))2u+ V (j)u = 0; in 
 (0;1);
u = @tu = 0 for t = 0;
u = 0; on @Oj ; j = 1;    ; N;
By (5.14), the associated hyperbolic D-N maps (j)H also coincide on C  (0;1).
It is well-known that by virtue of the BC-method, one can determine the domain

 and the operator ( irx A(x))2+V (x) from the hyperbolic D-N map. Namely
the following theorem holds (see e.g. [4], [17] or [7], [8]).
Theorem 5.8. If hyperbolic D-N maps coincide on C  (0;1), then 
(1) = 
(2),
V (1) = V (2), and A(1) and A(2) are gauge equivalent with the gauge g(x) in jxj < R,
which is equal to 1 on jxj = R.
Extending g(x) to be 1 for jxj > R, we get that A(1) and A(2) are gauge equivalent
in 
. 
Note that in Theorem 5.7, A(2) = A(1)   ig 1dg where g = 1 + O(jxj 0) as
jxj ! 1.
In view of Theorem 5.7, we arrive at a natural conjecture : For non-integer
ux case, 1 = 2 if bS(H(1);H0) = bS(H(2);H0). If this is true, Theorem 5.7 is
formulated as follows. For the sake of simplicity, we state the case without electric
scalar potential : For non-integer ux case, A(1) and A(2) are gauge equivalent if
and only if bS(H(1);H0) and bS(H(2); H0) are gauge equivalent.
Concerning this conjecture, let us consider a simple case when the obstacles are
known to be equal and convex.
Theorem 5.9. Suppose H(A(i); V (i)), i = 1; 2, are two operators in the same
domain 
, where the obstacle O = R2 n 
 is bounded and convex. Suppose
(5.15) A(i)(x) = i
( x2; x1)
jxj2 +A
(i)0;
where i 62 Z, and the assumption (A-3) and (5.11), (5.12) are satised. If
S(H(A(1); V (1));H0) = S(H(A(2); V (2));H0), then 1 = 2.
Proof. By Lemma 5.5, we have
V (2) = V (1); A(2)
0
= A(1)
0
+ dL1; 2   1 = 2m;
with an integer m. In Lemma 5.5 we were considering on the set fjxj > R   1g,
however, the proof works also outside a convex set. We put
(5.16) H(A(3); V (3)) = e i(2m+L1)H(1)ei(2m+L1):
Note that A(3) = A(2), V (3) = V (2), i.e.
H(3) := H(A(3); V (3)) = H(A(2); V (2)) =: H(2):
This implies that S(3) = S(2), where S(i) is the scattering operator for H(i). It then
follows from (5.16) and Lemma 5.3 that
S(3) = e i2mS(1)ei2m:
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Since S(1) = S(2) = S(3), we get
(5.17) S(2) = e i2mS(2)ei2m:
We shall have a contradiction assuming that m 6= 0.
Let S(2)(; ) be the distribution kernel of the operator S(2). By Roux-Yafaev
([23], [24], and [31], Theorem 4.3), we have
(5.18) S(2)(; 0) = s2(   0) + s02(; 0);
where
(5.19) s2() = cos(2)() +
i sin(2)

p:v:
e[[2]]
1  ei ;
(5.20) js02(; 0)j  Cj   0j ; 0   < 1:
Here lets us note that in [23], [24], there is no obstacle. However, the presence of
the obstacle needs only a little modication. In fact, Theorem 4.3 of [31] is based
on its Theorem 3.3, whose technical background is the estimates of the resolvent
multiplied by pseudo-dierential operators (micro-local resolvent estimates). In the
case of the exterior problem, these micro-local resolvent estimates are extended in
the following way. Let R(z) = (H   z) 1 be the resolvent for the exterior problem.
We extend A(x) and V (x) smoothly to whole R2 and let eH be the associated
Hamiltonian, and eR(z) = ( eH   z) 1. We take (x) 2 C1(R2) such that (x) = 0
in a neighborhood of the obstacle and (x) = 1 near innity. We then have
(5.21) R(z) =  eR(x) R(z)[H;] eR(z):
Since [H;] is compactly supported, one can then extend micro-local resolvent
estimates to R(z) by a simple perturbation argument. The proof of (5.20) is then
same as [31], Theorem 4.3.
The equality (5.18) means that
ei2m( 
0)   1

S(2)(; 0) = 0:
Therefore, S(2)(; 0) = 0 on the open set where ei2m( 
0)   1 6= 0, in particular,
when j   0j > 0 and small.
Denote by  the following domain :
 = f(; 0) ; a <  < b;  <    0 < 2g;
where a; b are xed, and  is small. It follows from (5.20) thatZ

s02(; 
0)dd0 ! 0; ! 0:
On the other hand, we have on 
Re s2(   0) =   sin(2)
(   0) +O(1):
Therefore
 Re
Z

s2(   0)dd0 = (b  a) sin(2)

log 2 + o(1):
Hence we have Z

S(2)(; 0)dd0 6= 0;
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i.e. S(2)(; 0) is not zero when  < j   0j < 2,  is small. 
The converse of Therprem 5.9 is also true.
Theorem 5.10. Let H(A(i); V (i)), i = 1; 2, satisfy (A-1), (A-2), (A-3) on the
same doamin 
. Assume S(1) = S(2) and V (1) = V (2). Assume also A(1), A(2) are
gauge equivalent and the uxes are not integers. Then 1 = 2.
Proof. We use the same notation as in the proof of Theorem 5.9. Since H(1)
and H(2) are gauge equivalent, there exists a gauge g(x) 2 G(
) such that H(3) =
gH(1)g 1 = H(2). Note that
g(x) = ei(2m+L); for jxj > R:
Since H(3) = H(2), we have S(3) = S(2). Since we assume that S(1) = S(2), we have
that
S(2)(; 0) = ei2mS(1)e i2m;
i.e. we are in the same situation as in Theorem 5.9. Therefore by the same argument
as in Theorem 5.9 proves Theorem 5.10. 
Note that Theorem 5.10 implies that having S(1) = S(2) the condition 1 = 2
is necessary for H(1) and H(2) to be gauge equivalent.
As for the convexity assumption of the obstacle in Theorem 5.9, we make a
conjecture that we can remove it by assuming the smallness of V (i) and A(i)
0
. We
shall discuss it elsewhere.
Remark 5.11. Theorems 5.7 and 5.9 deal with magnetic potentials satisfying con-
ditions (A-4), (5.2). Following Yafaev [31] (see also, [3], [29], [23], [24]), one can
consider the class of magnetic potentials having the form A(x) = A0(x)+A0(x) for
jxj > R, where A0(x) 2 C1(Rd n f0g), d  2, and A0(x) is homogeneous of degree
 1, A0(x) satises (5.2). It is assumed that A0(x) satises the transversality con-
dition x A0(x) = 0. In this case the gauge group G(
) consists of g(x) 2 C1(
),
jg(x)j = 1 and g(x) = ein+i'()+iL1(x) for jxj > R in the case d = 2, where n 2 Z,
'() 2 C1(S1) and L1(x) satises (5.4) (cf. Denition 5.2). In the case d  3,
g(x) = ei'()+iL1(x), where '() 2 C1(Sd 1) and L1(x) satsies (5.4). Since the
results of x2  x4 hold for this calss of potentials, one can show that analogues of
Theorems 5.7 and 5.9 hold.
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