We study several variants of the single machine capacitated lot sizing problem with sequence-dependent setup costs and product-dependent inventory costs. Here we are given one machine and n ≥ 1 types of products that need to be scheduled. Each product is associated with a constant demand rate d i , production rate p i and inventory costs per unit h i . When the machine switches from producing product i to product j, setup costs s i, j are incurred. The goal is to minimize the total costs subject to the condition that all demands are satisfied and no backlogs are allowed.
Introduction
The area of High Multiplicity Scheduling is still largely unexplored. Many problems that are easy in the normal scheduling setting become hard when lifted to their high multiplicity counterparts. In this work, we study a single machine scheduling problem with sequence dependent setup costs called switching costs, and under high multiplicity encoding of the input. In this problem, we have a single machine which can produce different types of products. Each day, only one type of product can be produced. Overnight, the machine can be adjusted to produce another type of product the following day.
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The Model and Basic Properties
We model the general problem for multiple products as follows: we have a single machine that can produce a single type of product at any given time and we are given a set of products J = {1, . . . , n}, and for each product i ∈ J, we are given a maximum production rate p i , demand rate d i and holding costs h i per unit. Furthermore, we are given switching costs s i, j for switching from producing product i to producing product j. The problem is to find an optimal cyclic schedule S * that minimizes the average costs per unit of timec(S * ). Note that for each product i, the rates d i and p i and costs h i are assumed to be constant over time and positive. Observe that the input is very compact. Let m be the largest number in the input, then the input size is O(n log m).
We distinguish three variants: The Continuous case, where the machine can switch production at any time; the Discrete case where the machine can switch production only at the end of a fixed unit of time e.g. a day; and the Fixed case, where the machine can switch production only at the end of a fixed unit of time, and each period in which the machine produces product i, a full amount of p i has to be produced (in the other cases, we can lower production rates). We assume holding costs are paid at the end of each time unit.
We denote by LSP(A,n) with A ∈ {C, D, F}, n ∈ N the Lot-Sizing Problem of scheduling n products in the Continuous, Discrete or Fixed setting. Let π
. Let x t i be a binary variable denoting whether product i is produced during time interval [t − 1,t]. Let q t i denote the stock level for product i at time t. We explicitly refer to the stock for a schedule S as q t i (S). We now state some basic properties for the three variants.
Lemma 1. All three variants of the Lot Sizing Problem are strongly NP-hard.
Proof. The lemma follows directly from a reduction from the Traveling Salesman Problem.
Lemma 2. For all three variants of the problem, there exists a feasible schedule if and only if
Proof. It is easy to see that d i /p i is the fraction of time product i needs to be scheduled on the machine and thus ∑ i∈J d i /p i is at most 1.
Lemma 3.
Let S * be an optimal schedule for LSP(C,n) or LSP(D,n), with n ∈ N. S * has no idle time.
Proof. If there is some idle time, we can simply decrease production rates to decrease holding costs.
Single Product Case
In most scheduling problems, scheduling a single product on a single machine is trivial. However, considering a high multiplicity encoding takes away some of the triviality of this seemingly simple problem. Continuous Case. If a feasible schedule exists, we know that p 1 ≥ d 1 . In an optimal schedule, we produce to exactly meet demand, i.e. π
Discrete Case. If a feasible schedule exists, we know that p 1 ≥ d 1 . In an optimal schedule, we produce d 1 for every unit of time to exactly meet demand. Fixed Case. The Fixed case for a single product is already non-trivial. We will prove the following theorem.
Theorem 1.
In an optimal schedule S * for LSP(F,1), π t 1 > 0 if and only if q t−1
We first characterize the minimum cycle length for LSP(F,1), followed by the costs of an optimal schedule. The proof shows that for an optimal schedule S * , the inventory levels for the time units in the schedule are the multiples of gcd(p 1 , d 1 ) smaller than p 1 .
Lemma 4. The minimum cycle length for LSP(F,1) is
. Assume without loss of generality that q 0 1 < p 1 . Since the cycle must be feasible, we have that
Producing p 1 provides stock for ⌊p 1 /d 1 ⌋ time units, with a leftover stock of p 1 mod d 1 . Let stock at time t be q t 1 = q t−1
The schedule is cyclic when q t 1 = q 0 1 for t > 0. For a minimum cycle length, we want to minimize over t such that q t
G , and thus t =
Using this lemma we compute the costs of an optimal schedule.
Lemma 5. The shortest optimal cyclic schedule S * for LSP(F,1) has unit costs of
Proof.
. Assume without loss of generality that the initial stock q 0 1 = 0 (see Remark 1 in the appendix). Let S * be the optimal cyclic schedule with length l * . Since S * is cyclic, q t 1 has unique values for t = 0, . . . , l * − 1. Suppose
1 is a multiple of G . Since l * > p 1 /G and each q t 1 has a unique value, there exists at least one t such that q t 1 ≥ p 1 , and thus the schedule is not optimal. Thus the length of the shortest optimal schedule is l * = p 1 /G .
Since the total demand during the cycle is d 1 l * and each time unit of production produces p 1 , we know that we produce during 
The optimal schedule S * has length l * as in Eq. (1), and total costs l * c as in Eq. (2) . The length of the cycle is linear in p 1 /gcd(p 1 , d 1 ), and Theorem 1 yields a polynomial delay list-generating algorithm.
Continuous Case with two products
Intuitively, the Continuous variant of the problem is less difficult than the Discrete one, which in turn is less difficult than the Fixed variant. In this section we show that for two products, even the Continuous case is already non-trivial. We represent a cyclic schedule of length C as a sequence:
denotes a phase of the schedule, such that no two consecutive phases share the same r i and j i , and in time interval [t i ,t i+1 ], product j i ∈ J is produced at rate r i ≤ p j i . A maximal sequence of consecutive phases of the same product j i is called a production period, denoted by
We prove some structural results on the optimal schedule. The next lemma shows the machine produces every product i only at rates d i and p i to minimize holding costs.
Lemma 6. Consider LSP(C,n) for any n ≥ 2. There is an optimal cycle S * such that for every product i ∈ J, every production period of i in S * consists of at most two phases. For every production period, in the first phase the machine produces i at a rate of d i . During the second phase i is produced at a rate of p i .
We call a schedule a simple cycle if there is exactly one production period for each product. The next lemma shows that in order to minimize holding costs, the optimal schedule for LSP(C,2) is a simple cycle.
Lemma 7.
There exists an optimal schedule for LSP(C,2) that is a simple cycle.
Proof. Let S * be a minimal counterexample, i.e. S * = [0,
which is obtained from S * by replacing the two production periods of each product by two production periods with averaged length. Since S * is feasible, we have that π
in S to cover the demand for product 1 during the first two production periods. Let the production during the other production periods be similar. Clearly, S is feasible. Note that (t 2 − t 1 ) + (C − t 3 ) = (C/2 − A 1 ) + (C − C/2 − A 1 ), i.e. the sum of the lengths of the production periods for product i in S, is equal to that in S * . Now suppose there is in S * a production period [a, b] for product 1 with q a 1 (S * ) > 0. Then during the production period [x, a] 2 , holding costs increase by q a 1 (S * )h 1 (x − a) compared to S and thusc(S) <c(S * ).
Next, suppose q a i (S * ) = 0 for every production period [a, b] i . It is easy to see that holding costs for product 1 are only paid during production periods for 2 and during the non-empty phase where product 1 is produced at rate p 1 . The same result holds for product 2. Note that the sum of the lengths of the production periods for product i in S, is equal to that in S * and holding costs are linear. Hence, the area under the curve of the function of the holding costs over time, is the same in S as in S * , thus c(S) ≤c(S * ).
Observe that S consists of two simple cycles S ′ and S ′′ with S ′ = S ′′ . Thus S ′ is a feasible simple cycle with the same unit costs as S.
For the rest of this section we assume without loss of generality that h 1 < h 2 , and we only consider simple cycles. Next we show that an optimal schedule for LSP(C,2) consists of at most three phases.
Lemma 8. There exists an optimal schedule for any LSP(C,2) instance of the following form:
where the second phase is empty if and only if
Proof. Let S be an optimal cycle with four non-empty phases, i.e.
Consider the schedule consisting of only the first three phases, i.e. we remove
Hence the total amount of production for product 2 can be lowered by (t 3 − C) Using this result we calculate the optimal cycle length and corresponding costs. Let S * be as in Eq. (3). The costs of the schedule as a function of the parameter t 1 , are given as
which is minimized for
The outcomes are summarized in the following theorem. Proof. We prove NP-hardness for the Discrete and Fixed cases by a reduction from the Traveling Salesman Problem. Consider an instance I = {G = (V, E), c(i, j) i, j∈V } of the Traveling Salesman Problem. We construct an instance I ′ = {J, (d i , p i , h i ) i∈J , (s i, j ) Clearly, since demand and production rates are uniform, the stock level is constant over time. For every simple cycle there exists a feasible minimal schedule of length n, using the same order of products, with average holding costs H = hn(n − 1)/2 and average switching costs W min /n ≤W ≤ W max /n. In fact, this schedule is minimum regarding the holding costs.
Let S ′ be a feasible non-simple cycle of length C ′ with total costs c(S ′ ) = H ′ + W ′ . Note that at least two consecutive production periods of the same product are separated by n+1 time units. Hence, we need at least one additional unit in stock and thus H ′ ≥ hC ′ n(n − 1)/2 + hC ′ . Thus, since W ≤ W max < h, we have that the average costs of S ′ arec(S ′ ) ≥ H ′ /C ′ >c(S) for every minimal simple cycle S. Observe that the value ofH is the same for every minimal simple cycle, and therefore the optimal solution to I is the minimal simple cycle which minimizes W .
Let φ be a sequence of visits with costs B. Producing each product for 1 time unit with the same sequence as φ is a feasible solution for LSP with costs hn(n − 1)/2 + B/n. Conversely, let φ be a solution for LSP with costs hn(n − 1)/2 + B/n. This solution is a simple cycle, and therefore the production sequence is a tour with cost B. This proves the NP-hardness of the Discrete and the Fixed case.
We prove the Continuous case by a similar reduction from the Metric TSP. We let J = V and s i, j = c(i, j) for all i, j ∈ J. Let d i = 1, p i = n and h i = 1 for all i ∈ J.
Let φ be the optimal solution to I with costs c(φ ). Let S be any feasible schedule for I ′ of length C with average costsc(S) =W +H, whereW are the average switching costs per time unit andH are the average holding costs per time unit. Let S * be the simple cycle of length C * where the products are produced in the same order as in φ , with average costsc(S * ) =W * +H * .
Since every product needs to be produced at least once in a feasible schedule and triangle inequality holds for the switching costs, we have that W * ≤ W . Note that in the Continuous setting, we can choose C * arbitrarily small. In particular, since holding costs decrease with the cycle length, we can choose C * such thatH * ≤H andc(S * ) ≤c(S). Thus we have that the optimal solution to I ′ is a simple cycle S * using the sequence of φ , which minimizes average costs.
Since all p i are equal and all d i are equal, every production period in the optimal schedule consists of one phase of length C * /n where the product is produced at rate p i = n. Since h i = 1, the total holding costs for every product i are given as
and thus the total holding costs of S * are H * = (C * ) 2 (n − 1)/2. We know that the optimal solution S * to I ′ minimizes the average costs, and thus the total holding costs are equal to the total switching costs. Hence we have
which yields
Now φ is an optimal solution for I with costs c(φ ), if and only if there is an optimal solution for I ′ with average costs 2(n − 1)c(φ ).
Lemma 2. For all three variants of the problem, there exists a feasible schedule if and only if
Proof. Let S be a feasible schedule of length C. Then for each product i, the total demand during S equals Cd i . Since we can produce at most p i during a time unit t, we know that Observe that since we can produce at most one type of product at any time, the righthand side of the first inequality is at most C. Dividing by C yields ∑ i∈J d i /p i ≤ 1. Next, suppose that ∑ i∈J d i /p i ≤ 1. Following the reverse of the proof above, we know that given some initial stock, we can now construct a feasible schedule. Let S be a schedule of length C = ∏ i∈J p i . Now, order the products in J from {1, ..., n}. For each product i, produce π
= Cd i , where t i = t i−1 + Cd i /p i and t 0 = 0. Clearly, given enough initial stock, demand is met for each product. Since ∑ i∈J (t i − t i−1 ) = ∑ i∈J Cd i /p i ≤ C, all production fits in the cycle. Additionally, given integer demands and production rates, Cd i /p i is integer, ensuring feasibility for the Fixed case.
Idle times (Proof for Lemma 3)
Lemma 3. Let S * be an optimal schedule for LSP(C,n) or LSP(D,n), with n ∈ N. S * has no idle time.
[a, c] r i was not optimal. Thus we know that in an optimal schedule, each production period consists of consecutive phases of the form [a, b] 
