PACS 91.25.Cw -Origins and models of the magnetic field; dynamo theories PACS 52.65.Kj -Magnetohydrodynamic and fluid equation PACS 47.20.Ky -Nonlinearity, bifurcation, and symmetry breaking Abstract -We perform pseudo-spectral simulations of the Taylor-Green dynamo for magnetic Prandtl number of one and produce a bifurcation diagram near the dynamo transition. We observe that the primary dynamo transition is through a supercritical pitchfork bifurcation. We show that the planar magnetic structures near the dynamo transition are due to the emergence of the B(0, 0, 1) and B(0, 0, 2) magnetic Fourier modes, which are born as a result of triadic interactions. Near the transition, the kinetic energy (E u ) and the magnetic energy (E b ) grow linearly with the forcing amplitude F0 with the same slope. The ratio E b /E u for F0 = [0, 40] ranges from 0 to 3. Beyond the transition, the numerical simulations reveal complex dynamo states with windows of constant, periodic, quasiperiodic, and chaotic magnetic field configurations.
The phenomenon of spontaneous generation of magnetic fields in magnetohydrodynamics (MHD) is known as the dynamo effect. This is believed to be the generating mechanism for the magnetic field in astrophysical bodies such as planets and stars [1] . Dynamo has been observed in several numerical simulations and laboratory experiments in which a magnetic field is amplified significantly from a seed magnetic field.
Some of the important problems in dynamo are related to the dynamo transition, e.g., what is the nature of the bifurcation from the fluid state to the dynamo state with a magnetic field? what is the geometry of the magnetic field? how is chaos generated in dynamo? what leads to the reversals of magnetic field? how is dynamo affected by forcing and geometry? etc. In this letter we focus on the Taylor-Green (TG) dynamo at magnetic Prandtl number of unity and attempt to understand the geometry of the magnetic field near the dynamo transition, growth of the kinetic and magnetic energies as a function of the forcing parameter, and subsequent bifurcations.
The governing equations for dynamo are ∂ t u + (u · ∇)u = −∇(p/ρ) + (J × B)/ρ + ν∇ 2 u + F, (1)
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where u is the velocity field, B is the magnetic field, J = ∇ × B is the current density, F is the external force field, p is the hydrodynamic pressure, ν is the kinematic viscosity, η = (µσ) −1 is the magnetic diffusivity with µ as the magnetic permittivity and σ as the conductivity. We assume that the flow is incompressible (see eq. (3)), which allows us to take the density to be a constant. Here we take ρ = 1. The magnetic field is divergence-free (see eq. (4)). Some of the important parameters that characterize dynamo are the magnetic Prandtl number P M = ν/η, the Reynolds number Re = UL/ν, and the magnetic Reynolds number R M = UL/η, where U and L are the characteristic velocity and length of the system, respectively. In our calculations we use the integral length (2π ( dkE u (k, t)/k)/ dkE u (k, t) , where ˙ denotes time averaging) for L. Only two of the above three parameters are independent (R M = Re * P M ). Note that the range of magnetic Prandtl number P M observed in nature is extremely large. Liquid metals and solar plasma have small P M (of the order of 10 −5 and smaller), while interstellar medium has large P M (of the order of 10 14 ). In MHD systems, forcing is typically applied only to the velocity field. It is generally observed that an asymptotic (t → ∞) nonzero magnetic field is generated beyond a 69001-p1 certain critical forcing. The magnetic Reynolds number corresponding to this forcing is called the critical magnetic Reynolds number (R c M ). The first bifurcation is generally a pitchfork or a Hopf. Beyond this transition, there are secondary bifurcations that lead to more complex configurations such as quasiperiodic and chaotic states. In this letter we will investigate dynamo transition and the resulting dynamo states for P M = 1 under the TG forcing. The bifurcations are studied as a function of the amplitude of the velocity forcing as well as the magnetic Reynolds number.
The dynamo transition has been studied extensively using experiments, numerical simulations, and theoretical modelling. In terrestrial experiments, dynamo has been first observed at the Riga dynamo facility [2] . Preliminary experiments [3] at Riga could only observe a growth of an externally applied magnetic field, but in subsequent experiments [2] they observed a self-sustained dynamo without the applied magnetic field. The Riga setup is based on the concept of the Ponomarenko dynamo [4] . The experiment used a spiral flow configuration of liquid sodium contained in a tube with a backflow region. Both the flow regions were surrounded by sodium at rest. Dynamo has also been observed in the Karlsruhe experiment [5] , whose design was inspired by the Roberts dynamo [1] . Recently Monchaux et al. [6] performed dynamo experiments on liquid sodium (P M ∼ 10 −5 ) confined within a horizontal cylinder. The fluid was forced using two fans at the two ends of the cylinder, and the speeds of the two fans were used as the main controlling parameters. This experiment, called VKS (von Kármán sodium) due to the nature of its forcing and velocity configurations, reported a supercritical pitchfork dynamo transition followed by periodic, quasiperiodic, and chaotic magnetic field configurations along with magnetic field reversals [7] .
Various researchers have simulated dynamo using direct numerical simulations (DNS) with random, Taylor-Green, ABC, and Roberts forcing and observed dynamo in both low-and high-P M regimes. Variation of R c M as a function of P M has been investigated in these studies. TG forcing has certain similarity with the von Kármán flow configuration and the VKS experiment, hence it has become quite popular. Nore et al. [8] demonstrated the existence of the dynamo action under TG forcing. Ponty et al. [9] applied TG forcing and reported that R c M increases sharply with P −1 M as turbulence sets in, and then saturates. Ponty et al. [10] observed subcritical dynamo transition by changing R M in their simulations. Mininni [11] observed various dynamical regimes including time-periodic oscillations and well-defined spatial structures. Dubrulle et al. [12] reported various bifurcations in TG flows for both hydrodynamics and MHD simulations. Podvigina [13] simulated dynamo with ABC forcing and studied various magnetic field states including chaos; the author related these states with inherent symmetries of the system.
In this letter we numerically study the dynamo transition for TG forcing, which is given by
where F 0 is the forcing amplitude, and k 0 is the wavenumber of the forcing, which has been taken to be 2 in this work. Note that the helicity of the force, (∇ × F).F = 0 everywhere. Nore et al. [8] and Ponty et al. [9] however argue that local fluctuations in kinetic helicity are generated by the above forcing. We solve the nondimensionalized version of eqs. (1)- (4) using TARANG [14] , a pseudo-spectral code, in a periodic 3D box of dimensions 2π on each side for P M = 1. The equations have been nondimensionalized using the box size as the length scale and the eddy turnover time as the time scale. The magnetic field is expressed in Alfvén units (B Alf ven =B/ √ µρ). We apply the Runge-Kutta fourth-order scheme for time advancement. The time increment dt is determined using the CFL condition (dt = ∆x/ √ 20E u , where ∆x is the grid size, and E u is the total kinetic energy). The number of grid points used in our simulation is 64 3 . Our runs are dealiased using 2/3 rule. The range of Reynolds number investigated is from 6 to 160, for which our simulations are well resolved as k max η (the largest wavenumber times the Kolmogorov length) is always greater than 1.3.
The number of interacting Fourier modes of our dynamo system is 64 3 , which is quite large. Our simulations however reveal that only a small fraction of them carry most of the energy. In many numerical runs with different F 0 's, we observe that the most prominent velocity Fourier modes are (±2, ±2, ±2), (±4, ±4, ±4), (±4, ±4, 0), and the most prominent magnetic Fourier modes are (0, 0, ±1), (0, 0, ±2), (0, 0, ±3), (±2, ±2, ∓3), (∓2, ∓2, ±1). Here the three arguments refer to x, y, and z components of the wavenumber. The most energetic velocity Fourier mode (±2, ±2, ±2) is due to the TG forcing with k 0 = 2. Among the magnetic modes, the most dominant modes are B(0, 0, 1) and B(0, 0, 2). The mode B(0, 0, 1) is generated due to the nonlinear interactions between (u(2, 2, 2), B(−2, −2, −1)), and the mode B(0, 0, 2) is generated by (u(2, 2, 2), B(−2, −2, 0)). We observe a dynamic interplay between B(0, 0, 1) and B(0, 0, 2) modes. The other important magnetic mode is B(0, 0, 3) for whom the most important triadic interaction involves (u(2, 2, 2), B(−2, −2, 1)).
We perform DNS for various values of the forcing parameter F 0 . Initial transients are discarded and only the steady-state configurations are analysed. For F 0 = 4.8, the snapshots of the steady-state velocity and magnetic field magnitudes are shown in fig. 1 . For k 0 = 2, chosen for our runs, the velocity field is organized in 16 TG cells with the dominant velocity mode u(2, 2, 2) ≈ aî − aĵ, where a is a complex number (see fig. 1(a) ). The magnetic energy is concentrated in two major slabs along with two minor slabs, as shown in fig. 1(b) . These features in the figure indicate the prominence of the B(0, 0, 1) and B(0, 0, 2) modes. Note that the z components for these modes are zero due to the fact that ∇ · B = 0. corresponding to B(0, 0, 1) mode however becomes weak at some other planes due to its sinz dependence. One such plane is illustrated in fig. 3 for z = 3.15. For this plane the contribution from the B(0, 0, 1) mode is weaker compared 69001-p3 to the B(2, 2, 3) mode, which has TG-like structure. Note that the maximum value of the magnitude of magnetic field in fig. 3 is around four times less than that of fig. 2 . The magnetic field configurations presented above were first reported by Mininni et al. [11] . As discussed above, we can understand these structures in terms of the dominant magnetic Fourier modes.
The prominence of the B(0, 0, 1) mode is due to the planar configuration of the mode u(2, 2, 2) and triadic interactions. The time evolution of B(0, 0, 1) is given by
The evolution equation for the dominant mode B(0, 0, 1), i.e., ∂ t B(0, 0, 1) ≈ iaα(î −ĵ) also explains the orientation (angle of −45
• ) of the magnetic field in a constant z plane for this mode (see fig. 2 ).
We perform around 60 DNS runs on a 64 3 grid for F 0 in the range of [1, 40] to explore various MHD states near the dynamo transition and subsequent secondary bifurcations. We study the evolution of the low-wavenumber Fourier modes (energy-containing modes) as a function of F 0 , and energy as a function of the magnetic Reynolds number. Till F 0 = 3.8 we observe pure fluid solutions (E b = 0) during which the dominant fluid modes like u(2, 2, 2) are constant in time. After F 0 = 3.8, a nonzero steady-state magnetic field (E b > 0) emerges with each mode being time independent. The magnetic Reynolds number at this transition regime is approximately 19. An investigation of the time series of these modes beyond the transition reveals various dynamo states: constant (fixed point), periodic, quasiperiodic, and chaotic magnetic fields. The periodic and chaotic behaviours of the magnetic field are illustrated in the videos available at our web site [15] .
Different states of a dynamical system are elegantly illustrated in the bifurcation diagram that contains information about the birth of new states. Using the numerical results of DNS, we exhibit the time averaged value of the magnitude |B(0, 0, 1)| vs. F 0 in fig. 4(a) , and the time averaged value of the total magnetic energy E b vs. the magnetic Reynolds number R M in fig. 4(b) . A nonzero magnetic field is observed at F 0 ≈ 3.9 or R fig. 7 ). The circled region of the inset of (a) exhibits a period-doubling route to chaos (see fig. 8 ). The inset of (b) shows a linear variation of E b vs. RM with an approximate slope of 0.089.
change when we change the Prandtl number; these studies will be carried out in the future. After the primary instability (or bifurcation) in fig. 4 , we observe different kinds of dynamo states with constant, periodic, quasiperiodic, and chaotic magnetic fields, as evident from the bifurcation diagram. The windows of these states appear for various ranges of F 0 , e.g., chaos appears for F 0 = [11, 12] . We also find windows of F 0 where |B(0, 0, 1)| ≈ 0, e.g., at the four inverted triangles on the x-axis of fig. 4(a) . However, the magnetic energy for these runs are quite large (see the corresponding triangles in fig. 4(b) ) due to emergence of the B(0, 0, 2) and higher magnetic modes.
To probe further the nature of the pitchfork bifurcation near the transition, we plot E u , E b , and magnetic energy has linear growth. When we subtract the magnetic energy from the total energy, we obtain a linear growth for the kinetic energy as well. The slopes of E u and E b are approximately equal, and they are half of the slope of E total . At present it is not clear whether the almost equal slopes of E u and E b will hold for dynamo with P M = 1. We are exploring this aspect. The linear variation of the magnetic energy with F 0 reaffirms that the primary bifurcation is a supercritical pitchfork. A note is in order. For F 0 → 0, E u ∝ F 2 0 because the viscous term ν∇ 2 u matches the forcing term in this regime (the nonlinear term (u · ∇)u is too small).
The linear variation of E u , E b , and E total (= E u + E b ) holds only near the onset of dynamo. The plot of E b /E u in fig. 6 shows that the ratio E b /E u varies from a very small value to around 3. The diverse range of this ratio is due to various dynamo states present in the system. The E b /E u ratio of VKS experiment of Monchaux et al. [6] is much less than one because they are quite close to the dynamo [6] and Morin and Dormy [16] . Several branches, a weak-field one and a strong-field one, have been conjectured in some models of the geodynamo and they are ascribed to rotation [17] . Interestingly our simulations of TG dynamo reveal several branches of dynamo states without any rotation or convection.
A careful analysis of the dynamics for a given forcing reveals coexistence of multiple dynamo states. For F 0 = 16, two different sets of initial conditions yield either a fixed point or a periodic solution. These two states are illustrated in figs. 7(a),(b) using projections of the phase space on the |B(0, 0, 1)|-|B(0, 0, 3)| plane. Phase space projections on the magnitudes of the magnetic modes illustrate the dynamics better compared to the real or imaginary parts of the components which tend to be rather fluctuating. At F 0 = 36, the two different coexisting dynamo states involve quasiperiodic and chaotic magnetic fields as illustrated in figs. 7(c),(d), respectively.
The bifurcation diagrams ( fig. 4 (a),(b) ) are quite complex, and it is not possible to probe all the secondary bifurcations using DNS. In the present letter we focus on a narrow window (F 0 = [4.6, 4.8]) of fig. 4 (a) in which we observe a period-doubling route to chaos. At around F 0 = 4.6 we observe a fixed point or a constant magnetic field as evident from the phase space projections on the |B(0, 0, 1)|-|B(0, 0, 3)| plane exhibited in fig. 8(a) . At F 0 4.73, the fixed point bifurcates to a periodic solution (limit cycle, shown as solid blue curve in fig. 8(a) fig. 4(a) ,(b)) exhibit several other windows of chaos whose origin has not been explored in this letter.
In conclusion, our numerical simulations of dynamo under Taylor-Green forcing for P M = 1 reveal that the dynamo transition takes place through a supercritical pitchfork bifurcation. The magnetic field structure near the dynamo transition has nearly planar structure parallel to the x-y plane. These structures arise due to the dominance of the B(0, 0, 1) and B(0, 0, 2) Fourier modes. We also observe that the kinetic energy and the magnetic energy increase linearly with F 0 near the onset. After the primary bifurcation, the system exhibits several windows of constant, periodic, quasiperiodic, and chaotic solutions. A careful analysis of one of the chaotic windows reveals that the dynamo becomes chaotic through a perioddoubling route to chaos. For some forcing amplitudes, multiple dynamo states were obtained for different initial conditions. Our simulations also reveal different branches of dynamo states with varying ratios of magnetic to kinetic energies.
Our numerical simulations reveal several dynamo states that have been observed in experiments (such as VKS) and earlier numerical simulations. The geometry and the forcing of our simulations however are simpler than those of experiments and spherical simulations related to geodynamo. Yet the above similarities may be due to certain inherent common features of dynamo. Future numerical simulations with more realistic geometry and forcing functions will reveal valuable insights into this puzzle. * * * We thank S. Fauve, B. Sreenivasan, E. Dormy, D. Carati, K. Kumar, and T. Lessinnes for fruitful discussions and comments. We are grateful to the anonymous reviewer for many useful and technical suggestions which led us to further explorations connecting our results to geodynamo. This work was supported by a research grant of the Department of Science and Technology, India as Swarnajayanti fellowship to MKV, and a research grant from the Board of Research in Nuclear Sciences, India.
