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ABSTRACT
Around-device interaction techniques aim at extending the
input space using various sensing modalities on mobile and
wearable devices. In this paper, we present our work towards
extending the input area of mobile devices using front-facing
device-centered cameras that capture reflections in the human
eye. As current generation mobile devices lack high resolu-
tion front-facing cameras we study the feasibility of around-
device interaction using corneal reflective imaging based on
a high resolution camera. We present a workflow, a techni-
cal prototype and an evaluation, including a migration path
from high resolution to low resolution imagers. Our study
indicates, that under optimal conditions a spatial sensing res-
olution of 5 cm in the vicinity of a mobile phone is possible.
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INTRODUCTION
Since over ten years, smartphones are a popular interaction
medium, as they allow us to interact in a multitude of mobile
contexts. However, small device sizes, aiming at increased
mobility [10], can sacrifice the input space of those devices.
If devices shrink, while fingers stay the same, interaction may
become inefficient [29]. Hence, there is a need for compen-
sating for the lack of physical interaction area.
One option is to extend the input space of interactive dis-
plays using sensors, leading to a decoupling between input
and output space [13]. Various research has sparked in the
area of around-device interaction, extending the input space
to near-by surfaces or to mid-air. So far, most research fo-
cused on equipping either mobiles [3], the environment [26]
or the user [5, 11, 12] with additional sensors. However, de-
ployment of such hardware modifications is hard. Market size
considerations discourage application developers, which lim-
its technology acceptance in the real-world [4].
author’s version
We envision a future in which unmodified mobile and wear-
able devices that are equipped with standard front-facing
cameras allow for ample movements, including the environ-
ment around and to the sides of the device, without the need
for equipping the device or the environment with additional
sensing hardware. This could be achieved by utilizing the
combination of built-in camera and the reflection in the hu-
man eye as lens-mirror (or catadioptric) system. Specifically,
the environment of the user is reflected in the eye, which in
turn can be captured by the device camera. However, to date,
front-facing cameras typically do not posess the resolution
needed for corneal imaging at typical interaction distances of
handheld devices. Hence, in this paper, we investigate the
feasibility of employing corneal imaging techniques with a
mobile device-centred high-resolution camera. We present a
pipeline for corneal imaging targeted at interaction with mo-
bile devices and a user study investigating the performance of
our approach under laboratory conditions. Besides looking at
possible resolutions of future cameras, we also investigate a
possible migration path up to resolution available in current
mobile device cameras.
RELATED WORK
Corneal Imaging
Nishino and Nayar [21] used the term ”corneal imaging sys-
tem” to describe as catadioptric (mirror + lens) system with
combination of the cornea of an eye, as mirror, and the camera
capturing the appearance of the eye. Nishino and Nayar give
a comprehensive analyses of the information about environ-
ment embedded in a single image of the eye. In this context,
they describe several characteristics of a catadioptric system
with cornea, as mirror, and camera. They also describe how
to reconstruct a 3D object using both eyes. In contrast to the
reconstruction using both eyes, we will only use a single eye
for reconstruction in our evaluation to cover a wider interac-
tion space. Nitschke et al. [24] give an overview of appli-
cations, which use corneal imaging in various settings. One
uses the reflection to get information about the illumination
of an Image [20]. Another possible application is espionage.
With corneal imaging an image with the eye can show the
content of screen a person looks at [2]. Further, a person’s
gaze direction and gaze point can be estimated [22]. Nitschke
et al. [23] uses multiple images with various gaze directions
to reconstruct an object and Schnieders et al. [28] uses the
gaze direction of both eyes for the reconstruction. Typically,
corneal imaging system focus on head-mounted eyet tracker,
but applications for gaze estimation also have been proposed
for mobile (e.g., [16]) and public displays (e.g., [15]) as well
as smartwatches (e.g., [8]).
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Figure 1. Pipeline for calculation of positions (purple) with input and output (green).
Around-device Interaction
Along with the reduction of the size and weight of mobile
and wearable devices, the need for complementary interaction
methods evolved. While the available space on a mobile de-
vice is continuously shrinking, research began investigating
options for interaction next to [25], above [18, 9], behind [7,
33], across [27, 6], or around [39, 36] the device. The addi-
tional modalities are either substituting or complementing the
devices’ capabilities. These approaches rely on modifying
existing devices using a variety of sensing techniques, which
can limit their deployment to mass audiences.
Recently, researchers started to investigate the use of unmod-
ified devices. Nandakumar et al. [19] propose to use the in-
ternal microphones of mobiles to determine the location of
finger movements on surfaces, but can not support mid-air
interaction. Song et. al [31] enabled in-air gestures using
the front and back facing cameras of unmodified mobile de-
vices. However, their interaction space is limited to the field-
of-view of the cameras, constraining the interaction space to
two narrow cones in front and behind a device. Much of the
interaction space around the mobile device, such as the areas
to the sides of the device are not observed by these cameras.
In contrast, our work focuses on a larger interaction space,
covering positions around the device sides, as well as large
hand gestures. With Surround See, Yang et al. [37] modified
the front-facing camera of a mobile phone with an omnidi-
rectional lens, extending its field of view to 360◦ horizon-
tally. They showcased different application areas, including
peripheral environment, object and activity detection, includ-
ing hand gestures and pointing, but did not comment on the
recognition accuracy.
The closest work to ours is GlassHands [12]. Grubert et al.
demonstrated how the input space around an unmodified de-
vice can be extended, by using a built-in front-facing cam-
era of an unmodified handheld device and some reflective
glasses, like sunglasses, ski goggles or visors. The approach
of Grubert et al. is to locate the hand and the handheld device
in the reflection of the glasses and calculate their relative po-
sition in a common coordinate frame, hence virtually extend-
ing the touch screen of the mobile device. However, the usage
of dark glasses in low-light environments may not be appro-
priated due to perceptual and social reasons. In this work,
we propose to modify their original idea to integrate corneal
imaging techniques. In our work, the replacement of the mir-
ror (from glasses to the cornea) is the first major difference.
Due to different forms of the reflection area the approach to
detect these are also different (Grubert et al used a simple
thresholding approach for detecting the glass area). For un-
wrapping Grubert et al. proposed a special calibration target
and process for unwrapping images from curved glasses. The
cornea model we use makes this calibration step redundant.
CONCEPT AND IMPLEMENTATION
Our approach aims at detecting the position of the user’s hand
relative to a mobile handheld device such as a smartphone.
This way, the hand can be used as input device in the vicin-
ity of the device. To calculate the position of those objects
of interest in a reflected area, one needs to be able to detect
the reflection area, remove the distortion from the shape of
the cornea, detect objects (in our case a handheld device and
a hand), and, finally, reconstruct the relative position of those
objects in a common coordinate frame. The workflow is sum-
marized in Figure 1. First, an input image is searched for an
eye, then the limbus, the contour of the cornea, and, therefore,
the contour of the reflected area, is detected and the eye pose
and location relative to the camera is calculated. Next, this in-
formation is used for unwrapping the the corneal region, and,
afterwards, analyze the scene based on the resulting image. In
our case, we search for objects of interest (such as a hand or
a finger) in the vicinity of a smartphone and determine their
relative positions in a common coordinate frame. This data is
finally passed to an application which makes use of it.
Figure 2 provides an overview of the process data. The con-
tent of the pictures are related to the laboratory study pre-
sented below. The input data (original image) is shown in
Fig. 2 (a). Fig. 2 (b) shows the eye area for the right eye
and is the result of the eye detection. The result of the limbus
detection is depicted in Fig. 2 (c). In Fig. 2 (d), the distortion
of the cornea is partial compensated during the unwrapping
step. Objects of interest Fig. 2 (e) are detected and their rela-
tive distance is calculated (Fig. 2 (f)).
The first step of the pipeline is the detection of the eyes.
For automatic eye detection the approaches of Kothari and
Mitchell [17] or Kawaguchi et al. [14] can be used. Please
note, that these approaches assume a full face to be visible in
the image.
The next step of the the pipeline is the limbus detection. We
are using a RANSAC-based algorithm by Wood and Bulling
[35] to detect the limbus as an ellipse in the image. The de-
tected limbus is improved by predefined sample-sets of the
RANSAC algorithm.
To calculate the pose of the eye, we use an eye model of two
intersecting spheres from Nitschke et al. [24]. For the corneal
reflection, the sphere of the model containing the cornea is
used. One pole of the sphere lies at the center of the pupil.
Alternatively, more advanced eye models can be used (e.g.,
[34]). As proposed by Nishino and Nayar [21], the position
and orientation of the eye can be calculated with the limbus
center. First, the distance between the camera center of pro-
jection and the center of the limbus has to be determined. Un-
der the assumption of weak perspective projection, the limbus
in 3D space is rst orthographically projected onto the average
depth plane, which is parallel to the image plane and passes
through the center of the limbus. The limbus in the projec-
tion plane is an ellipse. With the orientation of the ellipse and
the ratio of major and minor axis, representing the orientation
of the pol-axis, the center of the sphere can be reconstructed
relative to the camera.
With the eye pose and the location of the eye, the pixel of the
reflection in the image can be projected back to the surface
of the mirror (cornea). In order to process the surface of the
cornea further, the texture is unwrapped. For the unwrapping,
we use a equirectangular projection [30]. This type of projec-
tion has higher distortions in the polar region than around the
equator. To minimize distortions, we rotate our eye model
90◦ around the x-axis, so the cornea is no longer the polar
region of the. These rotation must be taken into account and
reversed during further processing.
Then, scene analysis algorithms can be applied to this un-
wrapped image.We detect the smartphone display and the fin-
gers in a similar manner as in GlassHands [12]. For interac-
tive purposes, we aim at reconstruction the relative positions
of the display and the hand in a common coordinate frame
(the display plance of the mobile device, virtually extended
around the device). We assume that the interaction takes place
in this virtual plane.
For the reconstruction of the plane with mobile device and
hand, it is assumed that the mobile device can be approxi-
mated by a rectangular shape and the projection rays from
the pinhole of the camera are parallel. The first step in the re-
construction, is the calculation of the left (L), center (C) and
right (R) points of the object on the cornea are needed. With
the reflection, these points are projected to the points LE , CE
and RE on the plane. The width of the real object is the dis-
tance between LE andRE . Using the distance between L and
R, the distance between LC and RC can be calculated. The
same applies for the point LR and the distance from this to
R. The distance between RC and LM is the same as LE and
LC . With the ratio of the distance between RC and LM and
the distance between RC and RE the distance to the plane
can be calculated.
To calculate the orientation of the plane, the ratio of width
and height between the image and physical dimensions are
used. The center of the mobile device is the origin in the
object plane. The coordinates of the hand will be calculated
via intersection of the reflection vector and the plane, and,
then, transformed into plane coordinates.
If a metric distance is not needed between smartphone and
hand (e.g. for spatial gestures), one could, alternatively, de-
termine the relative distances in pixel space, and, potentially,
skip the unwrapping and reconstruction steps.
The pipeline was implemented in C++ and OpenCV was used
for image processing functions.
EVALUATION
To determine the accuracy of the position estimation of the
algorithm, and, thus, to answer the question whether it is suit-
able for the interaction with the mobile device, a laboratory
study was carried out. In this study, a highly controlled envi-
ronment is selected to present the usage under optimal condi-
tions.
Design and Apparatus
We aimed for descriptive measures of our approach, both un-
der optimal and degraded conditions. To this end, we varied
the image resolution and used two detection scenarios (see
Figure 4). The focus in the first scenario (condition RECT)
was the position estimation for reflected objects under opti-
mal conditions. To this end, we opted for easily detectable
colored shapes. The objects used in the study are a red rect-
angle (7 cm by 14 cm), which represents a mobile device and
a blue square (edge length of 2 cm) as a replacement for a
finger (see Figure 4, left). During the study, the distances be-
tween the midpoints of the two objects were measured. The
distance was divided into an X and a Y component. The X
axis is parallel to the narrow edge (7 cm edge) of the rectan-
gle and the Y axis is parallel to the large edge (14 cm edge).
To further optimize object detection, a black background was
used (high contrast to red and blue object). For a better light-
ning the flash of the camera was used.
While still under laboratory conditions, the second scenario
(condition FINGER) used actual objects that could be used
in natural contexts (see Figure 4, right). These were a Sony
Z3 (display size of 6.4 cm by 11.4 cm, black case) showing a
white image (following the assumption of Grubert et al. that
often the mobile device screen can be the brightest part in a
scene [12]) and a fist with straightened index finger, which
was illuminated by an external light to counterbalance shad-
ows from a chin rest used in the study. During the study, the
distance between the smartphone center and the top of the
index finger were measured (replicating scenario 1).
We envision future built-in cameras to have high resolu-
tion imagers (or alternatively, dual wide angle and telephoto
lenses as in the Samsung Galaxy Note 8), and, hence, did
not want to limit ourselves by today’s available front-facing
smartphone cameras. Instead, for the recordings, a Sony
alpha 7r camera with 36 megapixel sensor and macro lens
Sony FE 90mm f / 2.8 Macro G OSS was used. The camera
was placed such that the nodal point would coincide approxi-
mately with the position of a possible built-in camera (slightly
above to still allow object detection).
We invited ten people (2 female and 8 male, mean age of
25 years, sd=2.4, variety of iris textures) to participate in the
study. After an introduction phase, participants were asked to
position their chin on a pedestal at ca. 45 cm distance (mim-
icking a typical interaction distance for handheld interaction
[1]), put on an empty glass frame with a marker and were
instructed to look into the camera.
The picture taken with the camera captures parts of the face
(see Figure 2 (a)), and, therefore, the exisiting algorithms
([14, 17]) mentioned above can not be used for automatic eye
detection in our study setup. Instead, we first use the marker
to roughly determine the eye region and then detect and cen-
ter the real eye region by locating the pupil via thresholding,
contour detection and ellipse fitting. During the data acquisi-
tion, the subjects were asked to keep still and not to change
their position. If the participants moved, the data was dis-
carded and positioning and measurements were repeated. In
the first part, the blue square and in the second part the partic-
Figure 2. Results of single steps of the pipeline, (a) original camera picture, (b) eye region, (c) eye region with limbus, (d) Unwrapping result, (e) Object
detection (red and blue rectangle) (f) distance of objects.
ipants fist and index finger were positioned at nine different
locations. The positions are divided into three columns and
three lines to the right of the red rectangle. These are paral-
lel to the X and Y axes. The columns are at a distance 10
cm, 20 cm and 30 cm from the center, and the rows are offset
10 cm up, 0 cm and 10 cm downwards. Four images were
taken for each position. After completing the recording, the
participants were thanked for their participation in the test.
The test setup for both condition are shown in Figure 4. With
these setup there are a total of 360 samples (10 participants x
9 locations x 4 repetitions) for each scenario.
Currently, front cameras in mobile phones do not provide res-
olutions of our employed camera system. To provide a mi-
gration path between high and low resolution imagers, the
algorithm is applied to images of different sizes. For this pur-
pose, the height and width of the images are scaled by a factor
(0.5, 0.25, 0.125). The camera produces images with a res-
olution of 7360x4912 px. In these images the eye region is
1000x1000 px. The eye region for factor 0.5 is 500x500 px,
for 0.25 250x250px and for 0.125 125x125 px, a resolution
achievable with today’s cameras. For example, a 2 megapixel
smartphone camera in 20 cm distance or a 8 megapixel smart-
phone camera in 40 cm distance, with wide angle lenses, pro-
duce images with eye regions of ca. 125x125 px.
Results
The scatter plot with the position of all calculated and ex-
pected positions is shown in Figure 5 for condition RECT
and in Figure 6 for condition FINGER. For condition RECT,
the root mean square error (RMS) for the full resolution
image over all points was 40.65 mm (sd=28.13) with a
99.53% detection rate. For 500x500 px, it was 42.62mm
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Figure 3. Schematic view from cornea and reconstruction plane. Mobile
device on cornea has the left (L), center (C) and right point (R). Mobile
device on plane has the left (LE ), center (CE ) and right point (CE ).
Projection with ~CCE from L to LC and R to RC on plane. LR and LM
are mirrored points of L and LE on line C CE
.
Figure 4. Setup of the laboratory study. Left: Condition RECT with red
rectangular and blue marker. Right: Condition FINGER with smart-
phone and finger.
(sd=30.87, 95.28% detection rate), for 250x250 pixel, 42.22
mm (sd=30.60, 72.17% detection rate) and for 125x125 px,
44.53 mm (sd=27.57, 61.08% detection rate), see Figure 5.
As we witnessed a sharp decline in location accuracy at a hor-
izontal distance of 30 cm, we also calculated results for closer
interaction distances. The RMS error for the full resolution
image with an expected horizontal interaction distance x=100
mm and y=0 mm is 16.38 mm (sd=7.79). For a distance range
of y from -100 mm and 100 mm at an x distance of 100 mm
the mean location accuracy is 21.51 mm (sd=12.22). For an x
range of 100 to 200 mm and y in range of -100 mm and 100
mm is the mean location accuracy is 30.48 mm (sd=19.09).
For condition FINGER, the RMS error for the full resolution
image over all points is 41.11 mm (sd=24.02, 93.17% detec-
tion rate), for 500x500 px, 41.25 mm (sd=23.94, 89.76% de-
tection rate), for 250x250 px, 45.18 mm (sd=26.29, 86.59%
detection rate) and for 125x125 px 62.90 mm (sd=30.60,
57.32% detection rate), see Figure 6. As in the previous sce-
nario, we also looked at closer interaction ranges. The RMS
error for the full resolution image with expected x=100 mm
and y=0 mm is 16.12 mm (sd=9.06), for x=100 mm and y in
range of -100 mm and 100 mm is 33.13 mm (sd=20.41). For x
in the range of 100 to 200 mm and y in range of -100 mm and
100 mm the mean location accuracy is 35.90 mm (sd=21.48).
It is also possible to explain the behavior over the resolutions
(see Figure 7 and Figure 8). At the largest resolution, a pixel
corresponds to approximately 0.12◦. The smaller the resolu-
tion, the larger the space that is projected onto a single pixel.
The smallest resolution (125x125 px) results in a pixel corre-
sponding to approximately 1◦. In addition to the direct dis-
tance, the calculation of the projection of the red rectangle
(for the construction of the plane) leads to considerable fluc-
tuations (similar for the y-direction).
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Figure 5. Scatter plot for all resolutions of eye regions of condition RECT. Resolution of eye region is (a) 1000 x 1000, (b) 500 x500, (c) 250 x 250, (d) 125
x 125. The color marks the aimed positions (x, y): red (100, -100), magenta (200, -100), orange (300, -100), violet (100, 0), gray (200, 0) light green (300,
0), blue (100, 100), light blue (200, 100) and green (300, 100).
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Figure 6. Scatter plot for all resolutions of eye regions of condition FINGER. Resolution of eye region is (a) 1000 x 1000, (b) 500 x500, (c) 250 x 250, (d)
125 x 125. The color marks the aimed positions (x, y): red (100, -100), magenta (200, -100), orange (300, -100), violet (100, 0), gray (200, 0) light green
(300, 0), blue (100, 100), light blue (200, 100) and green (300, 100).
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Figure 7. Errors (x, y, RMS) across all resolutions for condition 1.
The algorithm was executed on a ThinkPad S531 with a In-
tel Core i7-3537U processor (2 cores, 2.0GHz, 4MB cache)
and 10 GB DDR3 RAM. We measured the time the prototype
needed to calculate the position of the objects for all tested
resolutions. For condition RECT and an eye region with reso-
lution of 1000x1000 pixel the mean time to complete the task
over all tests is 137 milliseconds (sd=41; eye detection 31 ms,
limbus detection 35 ms, unwrapping 62 ms, scene analysis
8 ms). For the resolution with 500x500 pixel average pro-
cessing time is 68 milliseconds (sd=11; eye detection 27 ms,
limbus detection 24 ms, unwrapping 13 ms, scene analysis 2
ms), for the resolution of 250x250 pixel it is 61 milliseconds
(sd= 13; eye detection 27 ms, limbus detection 30 ms, un-
wrapping 3 ms, scene analysis 0.7 ms) and for 125x125 pixel
the average time is 63 milliseconds (sd=10; eye detection 26
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Figure 8. Errors (x, y, RMS) across all resolutions for condition 2.
ms, limbus detection 33 ms, unwrapping 3 ms, scene analysis
0.6 ms). For condition FINGER the mean processing time is
287 milliseconds (sd=110; eye detection 31 ms, limbus detec-
tion 37 ms, unwrapping 63 ms, scene analysis 154±100 ms)
for the full resolution, for the eye region of 500x500 pixel it
is 140 milliseconds (sd=48; eye detection 31 ms, limbus de-
tection 27 ms, unwrapping 14 ms, scene analysis 66 ms), for
250x250 pixel 92 milliseconds (sd=22; eye detection 29 ms,
limbus detection 32 ms, unwrapping 3 ms, scene analysis 26
ms) and for 125x125 pixel it is 111 milliseconds (sd=27; eye
detection 33 ms, limbus detection 43 ms, unwrapping 4 ms,
scene analysis 31 ms). The scene analysis in condition FIN-
GER takes longer due to the more complex algorithm. For
the detection of the hand and finger an iterative flood-fill al-
gorithm is used. In each iteration the colors are adapted until
the hand is detected. The resolution of the image processed
depends on the individual steps. For eye detection the image
resolution is fixed to 960x614 pixel . For the limbus detec-
tion the image (eye region) is scaled to 125x125 pixel. The
unwrapping and object detection step work with the original
resolution, with exception of the smallest. To improve the
success rate of the object detection these images are scaled
up to a size of 250x250 pixel for the eye region.
DISCUSSION AND CONCLUSION
The evaluation has indicated that, under optimal conditions,
in a region of 20 cm next to and 10 cm above or below the cen-
ter point of a mobile device, positions between two sensed ob-
jects (such as a finger) could be distinguished if these are ap-
proximately 5 cm apart. Please note, that both conditions took
place under optimal laboratory conditions. This was done on
purpose to get a best case estimate. Future work should vali-
date these findings in more ecological valid settings. To this
end, the scene analysis step would need further adoption to
increase robustness to different lighting conditions.
In both scenarios, the error increases with the x-coordinate
(distance between the two objects in x-direction). This be-
havior can be partly explained due to the curvature of the
reflection, which results at lower image resolutions for eye
surface regions facing away from the view direction. Fur-
ther, with decreasing resolution of the eye region, the detec-
tion rate drops dramatically. For example, the blue marker in
condition RECT has a size of about 6x6 pixel at full resolu-
tion. At other resolutions, the color is already mixed with the
surrounding background or iris texture. The second condition
has the same problem. Here the width of the index finger of
the participants were typically even smaller then the width of
the blue marker.
A further deviation comes from the fault-prone object recog-
nition, which, albeit the colored rectangles in condition
RECT, amplifies errors due to pixel-wise offsets in the po-
sition detection. For example, at 5 x 10 pixel ground truth
size, by detecting 6 x 10 pixels, deviations of 20% in x-
direction and 10% in y-direction result. With more com-
plex objects (hand) or other environments, the detection error
might increase. One way to potentially aid object recogni-
tion, is the inclusion of iris texture removal algorithms as a
pre-processing step before scene analysis (e.g.,[32]). Besides
required resolution, a limitation of our pipeline is that the al-
gorithm is not directly optimized for execution on mobile de-
vices.
Another limitation may be the currently assumed optimal
gaze direction. With head or eye movements present, the ob-
jects may be projected towards outer regions of the cornea or
even sclera. This in turn can lead to challenging object detec-
tion (due to larger overlap with iris texture) and to higher un-
certainties in object localization (due to a stronger oval shape
of the cornea in image space, which leads to a lower image
space resolution). However, under the assumption that users
look at the screen while interacting, the deviations from our
setup can be small.
Also, since the detection of the limbus is based on a selection
of random values, this results in strong fluctuations of the re-
sults. The algorithm we employed [35] has an accuracy of 7◦
for the gaze direction, other state of the art approaches (c.f.,
[38]) can achieve an accuracy of 5◦ and could be applied in
the future.
Finally, the use of the rectangular projection leads to distor-
tions in the image. Another projection or better rotation dur-
ing unwrapping can also provide for improvement.
To summarize, we work towards extending the input area of
mobile devices using front-facing device-centered cameras
that capture reflections in the cornea. To this end, we adapted
corneal imaging techniques for the use in an around-device
interaction pipeline. We studied the feasibility of around-
device interaction using corneal reflective imaging based on a
high resolution camera but also investigated the performance
on lower resolution images. Our results indicate, that under
optimal conditions around-device sensing could be performed
with a positional resolution of ca. 5 cm. In future work, we
want to optimize this approach to work on mobile phones
with built-in high resolution (4k, 8k) cameras and increase
the robustness in real-world conditions.
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