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A full tree is called compact if its corresponding prefix code has the property 
that the lexicographic ordering of its words corresponds to a nondecreasing 
ordering of the word lengths. A correspondence between compact trees and 
certain binary words, called proper words, is established. An algorithm for 
generating all proper words is given and a double recursion for their enumerat ion 
is described. 
I. INTRODUCTION 
Consider the characteristic-sum condition 
L 
2-w '= 1. (1) 
i=1 
It is well known that every exhaustive and uniquely decipherable binary code 
with word lengths w 1 , w~ . . . .  , we  satisfies (1), and that for every vector of L 
positive integers, £2 ~ (w l ,  w 2 ,..., wL), which satisfies (1), there exists a 
binary prefix code with £2 as its word-length vector. (See, for example, 
Ash (1965).) 
In this paper we enumerate and propose a method of generating all 
solutions [2 = (w l ,  w 2 , . . . ,  WL)  over the positive integers of (1). For our 
purposes, two solutions £2 and £2' of (1) are considered the same if £2 and/2'  
* Th is  work was done at Sperry Rand Research Center Sudbury,  NIA. 
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differ only in the ordering among their components. For the sake of unique 
representation, we shall assume that 
wl <~ w2 ~< "'" ~< wL. (2) 
For a further clarification, consider the two prefix codes 
Cl - -  {00 ,  010, 011, 10, 110, 111} 
and 
C a = {00, 01,100, 101,110, 111}. 
Both C 1 and C a have the same set of word lengths, and since (1) depends 
only on the word lengths and not on their binary patterns, we consider C 1 
and C a to be equivalent. To determine the representative of a class of 
equivalent prefix codes we adopt the following convention: A code C is the 
representative of its class if the lexicographic ordering among its words 
corresponds to a nondecreasing ordering among the word lengths. Thus, 
between C 1 and C a the representative is C a , where the lexicographic ordering 
among its words corresponds to a word-length vector/2 = (2, 2, 3, 3, 3, 3) 
which satisfies (2). 
Prefix codes are sometimes called tree codes since there is a simple cor- 
respondence between prefix codes and positional trees. For example, the trees 
T 1 and T2 corresponding to C 1 and Ca, respectively, are shown in Fig. 1. 
010 011 I10 ill I00 101 rio III 
T2 
FIO. l .  The  trees corresponding to 01 and Cz • 
The trees are drawn with the convention that a leftward branching 
corresponds to a zero and a rightward branching corresponds to a one. 
It can be shown that under this convention, the tree of the representative 
code is always such that the distances of the terminal vertices from the top 
vertex, when read off the tree from left to right, form a nondecreasing 
sequence. Trees corresponding to representative codes will be called compact 
trees. It should be noted that equivalent code trees are not necessarily 
isomorphic in the usual graph-theoretical sense, as can be seen from the 
example of Fig. 1. 
Our goal is to describe an algorithm for generating all compact trees 
with a given number L of terminals, and to enumerate the number N(L) 
of such trees. 
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II.  A CORRESPONDENCE BETWEEN COMPACT TREES AND BINARY WORDS 
Consider a binary n-tuple B = (b 1 , b 2 ..... bn), bi ~ {0, 1}, i = 1, 2,..., n. 
I f  u is the weight of B, i.e., the number  of components which are equal to 
one, we can write 
B = (0rq0~11 . . .  0~u- l l0r~),  
where O r means a run of r >~ 0 zeros and 
~ r i .~-n- -u .  
i-o 
A binary n-tuple B of weight u is called proper if it satisfies the following 
condit ions: 
(i) r0 = 0, 
(ii) ri+l <~2ri+ 1 for all i = 0,1,... ,  u - -  1. 
For  example, if n = 5 the proper words are: 11111, 11110, 11101, 11011, 
11010, 10111, 10110, 10101, and 10100. 
We shall now show that there exists a one-to-one correspondence b tween 
the proper words of length n and the compact rees wi thL  = n + 2 terminals. 
First, we describe a way of constructing a compact ree from a given proper 
word. We start with the tree of two terminals and call it T(0) (see Fig. 2(a)). 
We read the given proper word B = (b 1 , b 2 ..... bn) from left to right and 
construct T(i) from T(i -- 1), i = 1, 2 ..... n, according to the following rule. 
I f  bi = 1, we attach a pair of terminals to the rightmost erminal in the last 
(o) (b) (c) 
(d) (e) ( f)  
FIG. 2. Construction of the tree corresponding to B = (10110). 
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row (highest level) of T( i  - -  1); if b i = 0, we attach a pair of terminals to 
the rightmost terminal in the row before the last of T( i  - -  1). As subsequently 
shown, condition (ii), satisfied by proper words, guarantees in case bi = 0 
the existence of a terminal vertex in the row before the last of T( i -  1). 
Figure 2 illustrates the steps of constructing the compact ree which cor- 
responds to the proper 5-tuple B = (10110). 
To see that the construction can be carried through to result in an 
(n + 2)-terminal tree we observe that for each i such that b i = 1, T ( i  - -  1) 
contains exactly 2(r -b 1) terminals in its last row, where r is the length of 
the zero run preceding bi .  This is true initially for i = 1. If b i = 1 and 
T( i -  1) has 2(r + 1) terminals in its last row, then, by the construction 
rules, T( i )  has two terminals in its last row and 2r + 1 terminals in the row 
before the last. Since, by condition (ii), the number g of zeros following b i 
satisfies f <~ 2r -t- 1, we have enough terminals in the row before the last 
to allow for the attachment of f terminal pairs, one for each of the zeros 
following b i . The next unity component of B is bi+v+ 1 , and it is clear that 
T( i  + f) contains 2(g + 1) terminals in its last row. That the resulting tree 
has n + 2 terminals follows from the fact that we start with two terminals 
and then add one for each i ~ 1, 2,..., n. Finally, that the resulting tree is 
compact follows from the stipulation that at each step the new pair of 
terminals be attached to the rightmost available terminal in the appropriate 
row. It is obvious that distinct proper words give rise to distinct trees and 
that each compact ree is an image of a proper word. Hence the one-to-one 
correspondence b tween proper n-tuples and compact rees with L = n + 2 
terminals. 
I I I .  AN ALGORITHM FOR GENERATING ALL PROPER WORDS OF LENGTH n 
We propose the following algorithm for generating all proper words of 
given length n: 
(A1) SetB  =(b l ,b  2 .... ,b~) = P~, 
(A2) Print B and set i -- n, 
(A3) I f  bi = 0, go to (A4); if b~ ~ 1, check whether 
g < 2r + 1 (3) 
where f and r are, respectively, the lengths of the closest and next to the 
closest zero runs preceding bi .  I f  (3) does not hold, go to (A4); if (3) holds, 
set bi = 0 and bj = 1 fo r j  = i+  1, i+  2,...,n, and go to (A2). 
(A4) I f /=2 ,  s top ; i f i@2,  replace i by i --  1 and go to(A3). 
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The following example will serve to illustrate the algorithm. If  n = 6, 
we start with B = (11 l 11 l) and the word generated in (A3) is (111110). Now 
b~ = 0, which takes us to (A4) and back to (A3) with i = n - -  1 --  5. 
Condition (3) holds and the new word is (111101). Now bn = 1, but (3) 
does not hold, and we go twice through (A4) before generating the next 
word, (111011). The whole list of words generated is: (111111) --+ (111110) -+ 
(111101) - .  (111o11) ~ (111o10) ~ (110111) -+ (11011o) -~  (110101) -+  
(110100) --~ (101111) --~ (101110) --~ (101101) --~ (101011) -+ (101010) -+ 
(101001) ~ (101000). Having generated the last word, (101000), we have 
b e = b 5 = b a = 0, which takes us three times through (A4) before we reach 
/)3 = 1. Since now g = 1 and r = 0, (3) does not hold and we are back in 
(A4), where i is reduced to i = 2. Since b 2 = 0, we are back again in (A4) 
and stop because i = 2. 
To prove the algorithm, we first show that it terminates. Every binary 
word of length n represents an integer between zero and 2 n --  1. It is easy 
to see that if W' is the word generated by the algorithm from W, then the 
integer corresponding to W' is smaller than that corresponding to W (i.e., 
W is lexicographically greater than W'). Hence, no word is generated twice 
and the algorithm is bound to terminate. It is also easy to see that if W is 
proper then so is its successor W'.  What remains to be shown is that every 
proper word is generated by the algorithm. Suppose that some proper words 
are left out and let B = (b 1 , b 2 ..... b~) be one with the least number of zeros. 
Since the word 1 n is always generated, the number of zeros in B must be 
positive. Let bj = 0 be the rightmost zero in B, i.e., 
B = (bl, b 2 ,..., b~._10 1~-J). 
It is clear that if B is proper then so is / )  = (b 1 , bz ,..., bj_ll~-J+l). Since/)  
has fewer zeros than B , / )  must have been generated by the algorithm. It is 
easy to see now that when the algorithm is applied to / )  we must eventually 
arrive at the word B'  = (b 1 , b 2 .... , b j _1 ,1 ,  b}+ 1 .... , b,~'), where the highest 
i for which condition (3) of (A3) holds is i = j. Clearly, the word generated 
at this stage is B,  which contradicts our assumption of B having been left 
out. This completes the proof of the algorithm. 
IV. ENUMERATION OF PROPER WORDS OF LENGTH n 
Let F(n)  denote the number of proper words of length n. Once we know 
F(n),  the number of compact rees with L terminals, N(L) ,  can readily be 
determined through N(L)  = F (L  - -  2). Also, let f (n ,  l) denote the number 
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of proper words of length n which end in a run of l zeros; that is, f(n, t) is 
the number  of proper words of the form B ~- (bl ,  b~ .... , b~_~_11 0~). Consider 
the word B '  = (ha, b~ ,..., b~_z_l) , formed by the first n - -  l - -  1 digits of B. 
Clearly, B '  is a proper word of length n - -  l - -  1, and if B '  ends in a run of k 
zeros then l ~ 2k + 1. Thus,  for n > 2, 
f(n, I) = ~ f(n -- l -- 1, k), (4) 
k=p(t--1) I2] 
where the upper l imit of the summation should be taken large enough to 
account for all feasible h. A safe bound on the upper l imit is (n - -  l - -  1)/2; 
for all h larger than this bound f (n - -  l - -  1, h) = 0. F rom (4) we obtain 
f (n + 1, O) = ~ f(n, h). (5) 
k=0 
By definition, we have 
F(n) =- ~ f(n, k). (6) 
k=0 
Hence, from (5) and (6) we obtain 
F(n) = f (n + 1, 0). (7) 
Equat ion (4) is our main tool for the recursive enumerat ion of F(n). Using 
(4) and the initial values 
f (1,  0) =/ (2 ,  0) = f(2,  1) = 1 
we can compute f(n, l) for any given n and 1. The  results up to n = 10 are 
given in Table  I, where the blanks stand for zeros. 
TABLE I 
Values off(n, l) 
n 
l 1 2 3 4 5 6 7 8 9 10 
0 1 1 2 3 5 9 16 28 50 89 
1 1 1 2 3 5 9 16 28 50 
2 1 1 2 4 7 12 
3 1 1 2 4 7 
4 1 
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From the first row of Table I, Eq. (7), and the relation N(L) = F(L -- 2), 
we obtain Table I I  for the values of N(L). 
TABLE II 
Values of N(L) 
L 2 3 4 5 6 7 8 9 10 11 
N(L) 1 1 2 3 5 9 16 28 50 89 
The number of computations (additions) in the evaluation of N(L) is of the 
order of L ~. 
Another approach to compute N(L) was described by Weston (1966). 
In closing let us remark that all the techniques and results of this paper 
can be generalized to the m-ary case. (The m would replace the 2 in (1), 
condition (ii) would be ri+l <~ m(ri + 1) -  1, relation (3) would be 
g < m(r + 1) - -  1. Also, 
N(L) ~- F((L -- 1)/(m -- 1) -- 1), 
and l ~ m(k + 1) - -  1, etc.) 
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