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“Everybody is a genius. But if you judge a fish by its ability to climb a tree,
it will live its whole life believing that it is stupid.”
Albert Einstein
“It’s not who you are underneath,





Quand on m’a demande´ “tu comptes mettre quoi dans tes remerciements ? Tu vas
remercier qui ? Tu vas me remercier ?”, je me suis rendu compte qu’il fallait re´fle´chir a` la
question, le proble`me e´tant de savoir qui remercier et comment tourner les choses pour
n’oublier personne (oui je connais des gens tre`s susceptibles, ils se reconnaˆıtront :).
Au fil des re´flexions, on se rend compte que l’on en arrive a` e´crire les remerciements
d’une the`se apre`s 8 anne´es d’e´tudes supe´rieures (ou 9 si on tient un carnet de compte) graˆce
a` beaucoup de personnes ! Si on commence par le tout de´but, il faut dire un grand merci a`
mes anne´es et mes anne´es de pre´pa, je ne pense vraiment pas que j’en serais arrive´ la` sans
vous ! Vous m’avez donne´ gouˆt aux mathe´matiques, les vrais, avec des epsilons (positifs),
vous m’avez apporte´ la rigueur et la perse´ve´rance, et vous m’avez surtout apporte´ des
amis dignes de ce nom ! Donc un grand merci a` vous et surtout aux tre`s bons profs que
j’ai eu durant cette pe´riode qui restera suˆrement une des pe´riodes les plus jouissives de
ma vie (contrairement a` ce qu’on pourrait penser quand on entend les commentaires de
certains e´le`ves sur la pre´pa. . .). Je me souviens encore de ces pizzerias que l’on faisait tous
ensembles, e´le`ves et profs, dans une superbe ambiance, ou` petite anecdote qui pourrait eˆtre
utile a` quelques uns : les profs passaient toujours en dernier et il ne restait plus jamais rien
a` payer ;). On leur devait bien c¸a en re´compense de tout ce qu’ils nous apportaient ! Et
l’internat, parlons-en, c¸a allait des devoirs maisons que l’on faisait le mercredi apre`s-midi
regroupe´ sur un bureau aux soire´es PES (et pas que les soire´es, 10min de pause entre deux
cours ? pile le temps d’un match :). C’est graˆce a` tous ces moments inoubliables qu’une
grande majorite´ d’entre nous se retrouve a` Toulouse au moment ou` j’e´cris ces quelques
lignes (et suˆrement un peu graˆce a` l’attractivite´ du sud-ouest pour les gens d’en haut que
nous e´tions :).
Je n’oublie bien suˆr pas les amis de la fac ! Meˆme si la majorite´ s’est destine´ a` la
profession d’enseignant (on ne vous en veut pas), quelques uns ont poursuivi sur la voie de
la recherche ! Ce qui donna de bonnes petites soire´es entre ”faqueux”.
Meˆme si la vie n’est pas toujours rose et remplie de bons coˆte´s, l’entourage personnel
mais aussi professionnel a sa grande importance dans le moral quotidien (Prenez la vie
du bon coˆte´, Riez, sautez, dansez, chantez ). Je tiens donc a` remercier mon staff technique
(donc en gros mes deux directrices de the`ses), je n’en serais jamais arrive´ la` sans lui (elles) :
premie`rement parce que je n’aurais jamais commence´ cette the`se ; deuxie`mement parce que
l’encadrement e´tait parfait (bon, je reconnais que je n’en ai pas connu d’autre donc que
tout c¸a est assez subjectif :)) avec juste ce qu’il faut de “c’est pas terrible”, “c’est un peu
mieux mais c’est pas encore c¸a”, et “on va dire que c¸a va”. Elles m’ont soutenu, encourage´
et guide´ pendant ces trois ans, toujours avec le sourire. Mesdames, c’e´tait un plaisir de
travailler et d’apprendre avec vous !
Il ne faut pas oublier les membres de mon comite´ de the`se qui m’ont soutenu et aiguille´ sur
les bonnes voies a` l’occasion de nos rencontres ; les rapporteurs de cette the`se pour leurs
avis pertinents sur mes travaux, les membres du jury qui, je l’espe`re, sauront voir en moi
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le futur docteur (haaa Sauron, pardon...).
Je n’oserai oublier les colle`gues du foot de l’adas-INRA, merci pour tous ces matchs
qui sont de vrais moments de de´tente dont on a tous besoin ! Et merci de m’avoir laisse´ la
place de meilleur buteur. . . ;).
Et enfin ma famille qui meˆme en e´tant loin voire tre`s loin ne m’a pas oublie´ (le nooooord en
langue “toulousaine” -au dessus de Bordeaux donc), les colle`gues de travail que j’ai coˆtoye´s
pendant ces trois anne´es avec plus particulie`rement mes co-bureaux successifs sans qui la
the`se n’aurait pas eu le meˆme gouˆt j’en suis suˆr.
Et pour finir je te remercie toi, lecteur, et j’espe`re que tu prendras autant de plaisir a` lire
ce travail que j’en ai eu a` l’accomplir.
En espe´rant vous revoir le 22 de´cembre 2012 (pour les personnes ne comprenant pas :
la veille est sense´ marque´e la fin du ou d’un monde, sauf a` Bugarach...), parce que finir




Les nouvelles technologies permettent l’acquisition de donne´es ge´nomiques et post-
ge´nomiques de grande dimension, c’est-a`-dire des donne´es pour lesquelles il y a toujours
un plus grand nombre de variables mesure´es que d’individus sur lesquels on les mesure.
Ces donne´es ne´cessitent ge´ne´ralement des hypothe`ses supple´mentaires afin de pouvoir eˆtre
analyse´es, comme une hypothe`se de parcimonie pour laquelle peu de variables sont sup-
pose´es influentes. C’est dans ce contexte de grande dimension que nous avons travaille´ sur
des donne´es re´elles issues de l’espe`ce porcine et de la technologie haut-de´bit, plus parti-
culie`rement le me´tabolome obtenu a` partir de la spectrome´trie RMN et des phe´notypes
mesure´s post-mortem pour la plupart. L’objectif est double : d’une part la pre´diction de
phe´notypes d’inte´reˆt pour la production porcine et d’autre part l’explicitation de relations
biologiques entre ces phe´notypes et le me´tabolome. On montre, graˆce a` une analyse dans le
mode`le line´aire effectue´e avec la me´thode Lasso, que le me´tabolome a un pouvoir pre´dictif
non ne´gligeable pour certains phe´notypes importants pour la production porcine comme
le taux de muscle et la consommation moyenne journalie`re. Le deuxie`me objectif est traite´
graˆce au domaine statistique de la se´lection de variables. Les me´thodes classiques telles
que la me´thode Lasso et la proce´dure FDR sont investigue´es et de nouvelles me´thodes plus
performantes sont de´veloppe´es : nous proposons une me´thode de se´lection de variables
en mode`le line´aire base´e sur des tests d’hypothe`ses multiples. Cette me´thode posse`de des
re´sultats non asymptotiques de puissance sous certaines conditions sur le signal. De part
les donne´es annexes disponibles sur les animaux telles que les lots dans lesquels ils ont
e´volue´s ou les relations de parente´s qu’ils posse`dent, les mode`les mixtes sont conside´re´s.
Un nouvel algorithme de se´lection d’effets fixes est de´veloppe´ et il s’ave`re beaucoup plus
rapide que les algorithmes existants qui ont le meˆme objectif. Graˆce a` sa de´composition
en e´tapes distinctes, l’algorithme peut eˆtre combine´ a` toutes les me´thodes de se´lection de
variables de´veloppe´es pour le mode`le line´aire classique. Toutefois, les re´sultats de conver-
gence de´pendent de la me´thode utilise´e. On montre que la combinaison de cet algorithme
avec la me´thode de tests multiples donne de tre`s bons re´sultats empiriques. Toutes ces





Recent technologies have provided scientists with genomics and post-genomics high-
dimensional data ; there are always more variables that are measured than the number of
individuals. These high dimensional datasets usually need additional assumptions in order
to be analyzed, such as a sparsity condition which means that only a small subset of the
variables are supposed to be relevant. In this high-dimensional context we worked on a
real dataset which comes from the pig species and high-throughput biotechnologies. Meta-
bolomic data has been measured with NMR spectroscopy and phenotypic data has been
mainly obtained post-mortem. There are two objectives. On one hand, we aim at obtaining
good prediction for the production phenotypes and on the other hand we want to pinpoint
metabolomic data that explain the phenotype under study. Thanks to the Lasso method
applied in a linear model, we show that metabolomic data has a real prediction power
for some important phenotypes for livestock production, such as a lean meat percentage
and the daily food consumption. The second objective is a problem of variable selection.
Classic statistical tools such as the Lasso method or the FDR procedure are investigated
and new powerful methods are developed. We propose a variable selection method based
on multiple hypotheses testing. This procedure is designed to perform in linear models and
non asymptotic results are given under a condition on the signal. Since supplemental data
are available on the real dataset such as the batch or the family relationships between the
animals, linear mixed models are considered. A new algorithm for fixed effects selection is
developed, and this algorithm turned out to be faster than the usual ones. Thanks to its
structure, it can be combined with any variable selection methods built for linear models.
However, the convergence property of this algorithm depends on the method that is used.
The multiple hypotheses testing procedure shows good empirical results. All the mentioned
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Les nouvelles technologies permettent l’acquisition de donne´es de plus en plus com-
plexes et de plus en plus gigantesques par leur taille. Ce phe´nome`ne est visible dans la
plupart des secteurs scientifiques, comme l’ae´ronautique, l’espace, la me´decine ou encore
la biologie. De nos jours, l’acquisition de donne´es est beaucoup plus facile et rapide que
leurs analyses pousse´es. Des proble`mes e´vidents de´coulent de cette “course a` l’armement”
tels que la sauvegarde de toutes ces donne´es et bien suˆr le besoin en moyens humains et
donc en statisticiens pour les analyser en profondeur. Prenons en exemple le cas de la bio-
logie. Depuis l’ave`nement des technologies haut-de´bit, des donne´es complexes et pre´cises
sont re´colte´es par les scientifiques. Les progre`s scientifiques et technologiques fournissent
maintenant la capacite´ de se´quencer un ge´nome complet, mais aussi d’obtenir des donne´es
post-ge´nomiques comme la mesure d’une grande partie du transcriptome a` l’aide de puce
ou de se´quenceurs (RNA-seq) ou le me´tabolome a` l’aide de la spectrome´trie de re´sonance
magne´tique. Ces donne´es sont ge´ne´ralement de tre`s grande dimension, quelques dizaines
de milliers de variables mesure´es pour les donne´es transcriptomiques et jusqu’a` plusieurs
milliards pour les donne´es ge´nomiques. Ceci pose le proble`me de la tre`s grande dimen-
sion puisqu’il y aura toujours moins d’observations que de parame`tres. Les outils d’analyse
traditionnels, comme la re´gression line´aire, ne´cessitent ge´ne´ralement plus d’observations
que de variables, ce qui signifie que pour analyser des donne´es transcriptomiques dans ce
cadre, il faudrait des dizaines de milliers d’observations, et donc des dizaines de milliers
d’individus. Des outils moins traditionnels sont donc ne´cessaires, permettant l’analyse de
donne´es complexes dans le cas ou` il y a plus voire beaucoup plus de variables que d’indivi-
dus. Des hypothe`ses sont ge´ne´ralement faites sur la re´alite´ sous-jacente du mode`le afin de
parer aux proble`mes de grande dimension, comme par exemple l’hypothe`se de parcimonie
selon laquelle seul un nombre limite´ de variables est important. Il y a toutefois des cas ou` le
rapport entre le nombre de variables et le nombre d’observations est tel qu’il est impossible
d’identifier ces quelques variables pertinentes.
Les donne´es ge´nomiques et post-ge´nomiques issues de technologies haut-de´bit per-
mettent d’avoir un regard sur la cascade physiologique qui va du ge`ne au phe´notype d’un
individu. Des questions naturelles e´mergent de cette masse de donne´es telles que “Comment
peut-on pre´dire des phe´notypes d’inte´reˆt e´conomique et les ge´rer sur la base de la connais-
sance de leur information mole´culaire ?” ou encore “Comment expliciter les relations entre
des phe´notypes et des donne´es ge´nomiques ou post-ge´nomiques ?”.
L’inscription de ce travail de recherche dans le projet ANR De´LiSus permet l’acce`s a`
un jeu de donne´es re´elles provenant de l’espe`ce porcine, espe`ce d’importance e´conomique
cruciale et premie`re source mondiale de prote´ine dans l’alimentation humaine. Le projet
De´LiSus est un projet inte´gre´ ayant pour but l’e´tude de la variabilite´ haplotypique du
ge´nome porcin a` haute densite´. L’analyse des haplotypes permet une analyse tre`s de´taille´e
de la diversite´ ge´ne´tique des races porcines et la de´tection de traces de se´lection re´ve´lant
des re´gions ge´nomiques ayant re´pondu a` la se´lection. Des donne´es ge´nomiques et post-
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ge´nomiques haut de´bit ont e´te´ re´colte´es sur plusieurs centaines d’animaux. Les objectifs
du projet De´LiSus avaient trait a` la caracte´risation fine des principales races porcines
franc¸aises, au niveau ge´ne´tique et au niveau phe´notypique. Cette the`se s’est focalise´e sur
les phe´notypes “fins”, et en particulier le me´tabolome, en lien avec des phe´notypes “finaux”
de production.
1.1 Objectifs
Ce travail a e´te´ motive´ par des applications agronomiques et a ne´cessite´ le de´veloppement
de nouvelles me´thodes statistiques. C’est donc toujours dans cet esprit que les travaux de
cette the`se ont e´te´ envisage´s : le travail the´orique fourni devant servir un but pre´cis et
re´pondre a` une question applique´e. Dans ce cadre, nous avons souleve´ deux questions
principales :
– Comment peut-on pre´dire des phe´notypes d’inte´reˆt e´conomique pour la filie`re porcine
et les ge´rer sur la base de la connaissance de leur information mole´culaire ?
– Comment expliciter les relations entre ces phe´notypes et des donne´es ge´nomiques ou
post-ge´nomiques ?
Pour re´pondre a` ces questions, les premie`res donne´es que nous avons eues a` notre disposition
ont e´te´ des donne´es me´tabolomiques et phe´notypiques de plusieurs centaines d’animaux.
La grande majorite´ de ce manuscrit se focalisera sur ces donne´es, sauf mention contraire.
L’objectif est ici double.
Le premier objectif est un objectif de pre´diction. Nous cherchons a` pre´dire au mieux
un phe´notype donne´, c’est-a`-dire re´ussir a` eˆtre le plus proche possible de la valeur du
phe´notype en ayant seulement acce`s a` des donne´es me´tabolomiques. Cet objectif peut
avoir des implications importantes dans le monde de l’e´levage en fonction de la qualite´ de
la pre´diction des phe´notypes. En effet, des phe´notypes tels que des indicateurs de qualite´ de
la viande, le poids de jambon ou le taux de muscle, qui sont des phe´notypes qui influencent
directement le paiement des e´leveurs, peuvent aider la filie`re porcine s’ils sont bien pre´dits, a`
partir par exemple d’une simple prise de sang donnant acce`s a` des donne´es me´tabolomiques.
On peut imaginer que le suivi d’un animal le long de sa vie soit simplement fait a` partir
de prises de sang re´gulie`res qui de´termineront le moment opportun ou` l’e´leveur devra se
se´parer de cet animal.
Le second objectif consiste a` expliciter des me´canismes biologiques sous-jacents a` un
phe´nome`ne donne´. Par exemple, pourquoi cet individu est-il beaucoup plus gras que cet
autre individu soumis aux meˆmes conditions d’e´levage ? Qu’est-ce qui dans leurs ge´nomes,
dans leurs me´tabolismes, permet de donner une re´ponse ? Sur les donne´es re´elles, cela re-
vient a` avoir comme objectif d’identifier quelles variables parmi l’ensemble des variables
me´tabolomiques expliquent le mieux le phe´notype conside´re´, c’est-a`-dire a` mettre en e´vidence
des relations potentielles entre le me´tabolome et un phe´notype. Cette question biologique
s’apparente en statistique a` la question de la se´lection de variables. La se´lection de variables
est la question majeure de ce manuscrit : re´pondre a` ce proble`me permet de comprendre des
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me´canismes biologiques mis en jeu. Contrairement au proble`me de pre´diction dans lequel
on s’autorise a` pre´dire a` l’aide de toutes les variables ainsi qu’a` ope´rer des transformations
sur ces variables, la se´lection s’effectue ge´ne´ralement sur les donne´es brutes et vise a` obtenir
un faible nombre de variables afin de faciliter l’interpre´tation biologique et ainsi de pouvoir
re´pondre a` notre second objectif. La se´lection de variables est un sujet d’actualite´ qui a de
multiples applications directes, notamment en biologie avec par exemple la recherche de
bio-marqueurs ou encore la se´lection ge´nomique (qui consiste a` pre´dire la valeur ge´ne´tique
d’animaux de`s leur naissance, sans attendre la collecte de phe´notypes).
De´taillons les donne´es dont nous disposons avant de faire un inventaire non exhaustif
des me´thodes existantes qui re´pondent a` nos objectifs.
1.2 Les donne´es
Les animaux du projet ont e´te´ suivis dans la station de controˆle franc¸aise base´e au
Rheu, en 2007 et 2008 dans huit bandes diffe´rentes. On entend par bande le fait que
les animaux sont e´leve´s en lots et qu’ils sont soumis aux meˆmes conditions intra-groupe
(condition climatiques, nourriture, ...). Les individus e´taient regroupe´s par 12 du de´but
de la pe´riode de controˆle -a` environ un aˆge de 10 semaines- jusqu’au jour pre´ce´dant leur
mort -a` environ 110 kg, soit en moyenne a` 172 jours-. La plupart de ces individus e´taient
apparente´s, demi-fre`res pour la majorite´ d’entre eux (meˆme pe`re mais me`re diffe´rente). Le
ge´nome, le transcriptome, le me´tabolome et certains phe´notypes ont e´te´ recueillis sur ces
animaux. Il est a` noter qu’a` cause des couˆts de production des diffe´rentes donne´es, tous les
types de donne´es n’ont pas e´te´ recueillis sur tous les animaux.
1.2.1 Le me´tabolome
Le me´tabolome est constitue´ de l’ensemble des me´tabolites -petites mole´cules telles que
le glucose ou la cre´atinine- contenus dans un syste`me biologique donne´ (cellules ou fluides
biologiques tels que les urines ou le plasma). Les donne´es me´tabolomiques e´tudie´es ici ont
e´te´ obtenues sur des e´chantillons de plasma pre´leve´s en moyenne a` un poids de 60 kg, graˆce a`
la technologie de la spectroscopie de re´sonance magne´tique nucle´aire (spectroscopie RMN).
Cette technique repose sur le fait que les mole´cules n’ont pas toutes la meˆme fre´quence
de re´sonance. Les donne´es issues de la spectroscopie RMN se pre´sentent sous forme de
spectre. Un travail pre´alable est fait sur ces spectres afin d’obtenir des donne´es “propres” :
les pics sont aligne´s et la ligne de base est corrige´e, puis les spectres sont discre´tise´s en
“buckets” qui sont alors normalise´s par rapport a` l’intensite´ totale du signal de chaque
spectre. Ce nettoyage technique des donne´es est explique´ plus en de´tail dans la Section 2.2.
Un exemple de spectre est pre´sente´ en Figure 1.
Pour les interpre´tations biologiques, il est important de noter que certains ‘buckets’ (points
du spectre discre´tise´) signent la pre´sence d’un ou de plusieurs me´tabolites (connus ou
pas) et que certains me´tabolites peuvent ”re´sonner” sous plusieurs buckets. Les donne´es
15
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finales comportent 375 variables (buckets) pour 658 individus de 8 races diffe´rentes : Duroc,
Duoschan, Musclor, Tai Zumu, Large White type femelle, Large White type maˆle, Landrace
et Pie´train. Nous nous sommes focalise´s sur trois grandes races, Large White type femelle,
Landrace et Pie´train, car elles ont fait l’objet d’un e´chantillonnage de plus grande taille
(au minimum 121 individus) pour un total de 506 individus.
















Figure 1 – Donne´es me´tabolomiques d’un individu.
Il est important de noter que le me´tabolome est de´pendant de l’environnement : les
taux de me´tabolites sont modifie´s en fonction de l’e´tat physiologique, de´veloppemental, ou
pathologique d’une cellule, d’un tissu, d’un organe ou d’un organisme. Le me´tabolome est
donc une variable dynamique, voue´e a` changer dans le temps. Il pourrait s’apparenter a`
une photo de l’individu a` un instant pre´cis.
1.2.2 Le phe´nome
Le phe´nome se compose de 27 phe´notypes recueillis post-mortem pour la plupart, parmi
lesquels des taux de muscle, l’e´paisseur de gras a` diffe´rents endroits, des indicateurs de
qualite´ de viande, etc. Ces phe´notypes se regroupent en 5 groupes : poids de l’animal,
croissance, poids de carcasse, composition de la carcasse et indicateurs de qualite´ de la
viande. Les phe´notypes sont de´taille´s dans la Table 1.
16
1.3 Pre´diction et se´lection de variables en grande dimension
phe´notype signification
Poids
LWETP Poids de l’animal en fin de pe´riode de controˆle ; kg
LWS Poids vif de l’animal (a` jeun) ; kg
Croissance
ADG Gain Moyen Quotidien ; g/j
FCR Indice de Consommation ; kg/kg
DFI Consommation Moyenne Journalie`re de l’animal = FCR*ADG ; kg/j
Poids de
carcasse
CW Poids net avec teˆte ; kg
CWwtH Poids net sans teˆte ; kg
HCW Poids de la demi carcasse droite ; kg




hamW Poids du jambon de la demi carcasse droite ; kg
loinW Poids de poitrine de la demi carcasse droite ; kg
bfW Poids d’e´paule de la demi carcasse droite ; kg
shW Poids de la longe de la demi carcasse droite ; kg
beW Poids de la bardie`re de la demi carcasse droite ; kg
LMP Taux de Muscle des Pie`ces estime´ a` l’aide des poids de jambon, de longe
et de bardie`re dans la demi carcasse
Com.LMP Taux de Muscle des Pie`ces commercial (autre estimation que LMP)
Length Longueur de la carcasse ; mm
BFsh Epaisseur de gras a` la fente au niveau des reins ; mm
BFlr Epaisseur de gras a` la fente au niveau du dos ; mm
BFhj Epaisseur de gras a` la fente au niveau du cou ; mm
mBF Moyenne des 3 e´paisseurs de gras a` la fente = (BFsh+BFlr+BFhj)/3
Qualite´ de
la viande
pH24 pH ultime (24h post mortem) du muscle demi membraneux
L* Mesure L* du muscle fessier superficiel (minolta)
a* Mesure a du muscle fessier superficiel (minolta)
b* Mesure b du muscle fessier superficiel (minolta)
WHC Temps d’imbibition d’un morceau de papier pH sur le muscle fessier su-
perficiel (=indicateur de la capacite´ de re´tention d’eau du muscle) ; en
dizaines de secondes
MQI Rendement technologique estime´ (=indicateur de la qualite´ technologique
du jambon)
Table 1 – Liste et signification des 27 phe´notypes
1.3 Pre´diction et se´lection de variables en grande dimension
Mettre a` jour des relations entre des variables explicatives (ge`nes, me´tabolites, etc.) et
une observation (phe´notype ou autres) est un proble`me majeur en biologie, notamment
pour la recherche de marqueurs biologiques. Avec l’apparition des donne´es de grande di-
17
1.3 Pre´diction et se´lection de variables en grande dimension
mension, on cherche souvent a` de´terminer un petit ensemble de variables qui expliquent
l’observation quasiment aussi bien que toutes les variables mais qui permet de mieux pre´dire
l’observation. En effet, si toutes les variables sont conside´re´es comme e´tant pertinentes, on
risque de se positionner dans un contexte de sur-apprentissage. Un point commun de toutes
les donne´es sur lesquelles nous avons travaille´ est la grande dimension : le nombre p de
variables exce`de le nombre n d’individus. Nous allons nous consacrer dans ce paragraphe
au mode`le line´aire.
La se´lection de variables peut-eˆtre interpre´te´e comme une ramification de la se´lection
de mode`le. En effet se´lectionner les bons parame`tres parmi une collection de p parame`tres
revient a` se´lectionner le bon mode`le parmi une collection de 2p mode`les. De nombreux
travaux de recherche dans le domaine de la se´lection de mode`les ont e´te´ de´veloppe´s ces
dernie`res anne´es, en particulier dans le cadre de mode`les gaussiens. Birge´ and Massart
(2001) ont propose´ d’ope´rer la se´lection de mode`les a` partir d’un crite`re pe´nalise´, mais les
auteurs travaillent a` variance connue, ce qui est rarement le cas en pratique. Baraud et al.
(2009) ont alors conside´re´ la se´lection de mode`le gaussien a` variance inconnue en proposant
un crite`re de choix de mode`les pe´nalise´.
La se´lection de variables en elle-meˆme a connu un regain d’activite´ a` la fin des anne´es 1990
avec l’apparition de la me´thode Lasso par Tibshirani (1996). Le Lasso est une me´thode
base´e sur un crite`re pe´nalise´ tre`s simple qui permet de faire de la se´lection de variables
dans un mode`le line´aire, cette me´thode est applicable lorsqu’il y a plus de variables expli-
catives que d’observations. Le Lasso a rec¸u beaucoup d’attention et de nombreux re´sultats
the´oriques sont disponibles, comme la consistance (Zhao and Yu, 2006), des re´sultats sur
la se´lection de variables dans des graphes gaussiens (Meinshausen and Bu¨hlmann, 2006) ou
des re´sultats de consistance lorsque la me´thode est combine´ a` un test de Student dans la
proce´dure “screan and clean” (Wasserman and Roeder, 2009). Le Lasso posse`de e´galement
de nombreuses extensions comme le Bolasso (Bach, 2009), l’adaptive Lasso (Zou, 2006;
Huang et al., 2008) ou le group Lasso (Yuan and Lin, 2007; Chesneau and Hebiri, 2008).
Les re´sultats pratiques sur ces diffe´rentes me´thodes e´tant relatifs, Meinshausen and Bu¨hl-
mann (2010) ont introduit de la stabilite´ par un ‘randomized Lasso’. La me´thode Lasso
fonctionne en grande dimension, mais elle n’a pas e´te´ construite a` cette fin contrairement
au Dantzig selector (Candes and Tao, 2007). Ne´anmoins, Bickel et al. (2009) montrent
que le Lasso et le Dantzig selector se comportent de la meˆme fac¸on sous une condition de
parcimonie.
Toutes ces me´thodes sont base´es sur une pe´nalisation `1, mais la combinaison d’une pe´nalite´
`1 avec une pe´nalite´ `2 a e´te´ envisage´e par Zou and Hastie (2005) sous le nom d’elastic net,
la pe´nalite´ `2 e´tant connue sous le nom de re´gularisation Tikhonov (ou re´gression ridge
lorsqu’elle est applique´e en re´gression).
Le crite`re pe´nalise´ n’est pas le seul moyen de faire de la se´lection de variables. En
effet, les tests multiples peuvent aussi s’ave´rer utiles et ils sont notamment employe´s a`
travers la proce´dure FDR (Bunea et al., 2006) qui a e´te´ de´veloppe´e par Benjamini and
Hochberg (1995). Cette proce´dure est largement utilise´e en pratique pour de´couvrir des
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ge`nes diffe´rentiels, entre deux conditions par exemple. Dans le cas de donne´es de grande
dimension fortement corre´le´es, comme c’est le cas avec des donne´es de puces, le package R
Factor Analysis for Multiple Testing (FAMT) est tout adapte´ (Causeur et al., 2011).
Introduisons le mode`le line´aire avant d’expliciter quelques me´thodes de se´lection de
variables dans ce mode`le.
1.3.1 Le mode`le line´aire
Nous conside´rons le mode`le line´aire suivant :
Y = Xβ + , (1)
ou` Y est un vecteur de donne´es observe´es de longueur n (un phe´notype par exemple),
X = (X1, . . . , Xp) est la matrice de taille n× p des p variables mesure´es sur les n individus
(comme les donne´es me´tabolomiques). Pour tout i, Xi est le vecteur de Rn associe´ a` la
ie`me variable. β = (β1, . . . , βp) est le vecteur des coefficients et  est un bruit gaussien :
 ∼ Nn(0, σ2In) ou` σ est un parame`tre positif inconnu et In est la matrice identite´ de Rn.
L’estimateur classique d’un mode`le line´aire est l’estimateur des moindres carre´s (‘Or-
dinary Least Squares’) :
βOLS = Argmin
β∈Rp
{||Y −Xβ||22} , (2)
ou` ||.||2 repre´sente la norme euclidienne dans Rn.
Si les vecteurs colonnes de X sont line´airement inde´pendants, la solution est unique.
Cette me´thode conduit a` un pre´dicteur Yˆ = XβOLS incluant toutes les variables. Si on
suppose que seulement quelques variables ont vraiment un impact sur Y , alors le fait de
toutes les conside´rer ajoute du bruit dans l’estimation des coefficients, ce qui contribue
a` diminuer le pouvoir pre´dictif du mode`le a` cause du sur-apprentissage. L’estimateur des
moindres carre´s a aussi un autre inconve´nient de taille : il ne permet pas de re´soudre
un proble`me en grande dimension : lorsque p > n, les colonnes de la matrice X sont
ne´cessairement line´airement de´pendantes.
1.3.2 Les proble`mes de grande dimension
Les proble`mes en grande dimension sont des proble`mes ou` le nombre de variables p
est plus grand voire beaucoup plus grand que le nombre d’observations n, comme c’est
souvent le cas avec des donne´es transcriptomiques. Les proble`mes en grande dimension sont
insolubles en l’e´tat puisque les analyses classiques -comme les moindres carre´s- ne´cessitent
un plus grand nombre d’observations que de variables explicatives. En effet, si on posse`de n
observations, l’espace de travail est alors Rn et il est donc impossible d’estimer p coefficients
si p > n.
Des hypothe`ses sont donc ne´cessaires pour re´soudre les proble`mes en grande dimension.
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On suppose ge´ne´ralement que seule une petite portion des p variables porte le signal et
on cherche a` retrouver ce signal, c’est une condition de parcimonie (“sparsity” pour les
anglo-saxons). Cette portion doit eˆtre infe´rieure en nombre a` n, afin de ne pas retomber
sur un proble`me de grande dimension et avoir des proble`mes d’identifiabilite´.
Si l’on note k le cardinal du support du vecteur des parame`tres β, Verzelen (2012)





est grand devant n, appele´ un cas de tre`s haute dimension (ultra-high
dimension). D’apre`s l’expe´rience empirique de Verzelen (2012), la tre`s haute dimension










. Remarquons que cette condition est assez
restrictive en pratique, pour n = 50 observations et p = 500 variables, une valeur de k







= 0.53). Il est a` noter
que ce petit exemple n’est pas fortement e´loigne´ de la re´alite´ des donne´es biologiques.
Nos donne´es me´tabolomiques ne rentrent pas dans le cadre d’un proble`me de grande
dimension au premier abord, en effet n = 506 > 375 = p. Ne´anmoins, le nombre de
variables p peut tre`s vite augmenter si l’on conside`re des interactions entre la race de
l’individu et les donne´es me´tabolomiques par exemple, c’est-a`-dire si l’on suppose que les
me´tabolites ont un effet diffe´rent suivant la race de l’animal. On conside`re alors comme
matrice X une matrice contenant beaucoup plus de colonnes (au minimum le produit de
p par le nombre de races) et le proble`me devient alors un proble`me de grande dimension
insoluble avec l’estimateur des moindres carre´s, mais pas avec la me´thode Lasso.
1.3.3 La me´thode Lasso
La me´thode Lasso (Least Absolute Shrinkage and Selection Operator) est une pe´nalisation









, λ ≥ 0. (3)
L’ajout de la pe´nalite´ `1 sur le vecteur β a pour conse´quence directe de mettre exacte-
ment a` 0 certains coefficients de βλLasso, ce qui signifie que les variables correspondantes sont
alors conside´re´es comme non pertinentes, ou n’ayant aucune relation avec le phe´notype Y .
L’ensemble des variables mises a` ze´ro de´pend de la valeur de la pe´nalite´ `1 : pour une tre`s
forte pe´nalite´ -et donc une tre`s grande valeur de λ- il ne reste aucune variable conside´re´e
comme pertinente, lorsque la pe´nalite´ diminue le nombre de variables pertinentes augmente,
jusqu’a` atteindre le mode`le maximal pour une pe´nalite´ nulle (qui est alors un moindre carre´
ordinaire). Le choix de la pe´nalite´ est donc crucial, et de nombreuses techniques existent
afin de faire un choix ‘optimal’. Les principales techniques utilise´es en pratique sont la
validation croise´e et la me´thode BIC (Bayesian Information Criterion, Schwarz (1978)).
Ces deux approches seront de´taille´es ulte´rieurement.
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La me´thode Lasso a longuement e´te´ e´tudie´e et de nombreux re´sultats the´oriques sont
disponibles. Notamment, le Lasso est puissant sous la condition forte d’irrepre´sentabilite´
ou ‘strong irrepresentable condition’ de Zhao and Yu (2006). Si on de´finit J comme le
support de β : J = {j, βj 6= 0}, et notant XJ la sous-matrice de X construite a` partir
des colonnes J et X−J la sous-matrice constitue´e des colonnes restantes, on peut e´crire la










sign (βJ) sont en valeur absolue majore´e par 1 − η, ou` le
signe d’un vecteur β ∈ Rp est de´fini par :
sign(β) = (sign(β1), . . . , sign(βp))
′ avec pour tout j ∈ {1, . . . , p} , sign(βj) =

1, si βj > 0
0, si βj = 0
−1, si βj < 0
.
Sous cette condition ainsi qu’une condition sur le comportement de la pe´nalite´ λ, Zhao and
Yu (2006) montrent que le Lasso est signe-consistent, c’est-a`-dire que l’estimateur βλlasso
posse`de asymptotiquement les meˆmes signes que le vrai parame`tre β.
La ‘strong irrepresentable condition’ est en fait une condition sur le design de la ma-
trice X, qui contraint les variables importantes (dans XJ) a` ne pas eˆtre trop corre´le´es
aux variables non pertinentes (dans X−J). D’autres re´sultats the´oriques sur le Lasso sont
disponibles, notamment dans Wainwright (2009); Bunea et al. (2007); Zhang and Hunag
(2008).
Obtenir les coefficients du Lasso en re´solvant (3) e´tant un proble`me d’optimisation
convexe, de nombreux algorithmes efficaces convergent rapidement vers la solution. Le
plus connu est sans doute l’algorithme LARS (Least Angle Regression Stepwise, Efron
et al. (2004)) qui fournit toutes les solutions du Lasso, c’est-a`-dire l’ensemble des solutions
de (3) pour une grande plage de pe´nalite´s λ - c’est le chemin de re´gularisation du Lasso-.
Un exemple de chemin de re´gularisation est donne´ en Figure 2, provenant d’une analyse
du jeu de donne´es du cancer de la prostate fourni dans le package ‘lasso2’ du logiciel R,
contenant 97 individus et 9 variables explicatives (n = 97, p = 9). Cette figure confirme
que pour une forte pe´nalite´ aucune variable n’est se´lectionne´e (donc tous les coefficients
sont a` ze´ro), et quand la pe´nalite´ diminue les variables apparaissent jusqu’a` ce que tous les
parame`tres soient estime´s a` l’aide d’un estimateur des moindres carre´s classique pour une
pe´nalite´ nulle.
L’utilisation en pratique de la me´thode Lasso ne´cessite un choix approprie´ du parame`tre
de re´gularisation. Par ailleurs, le Lasso se montre peu stable et tre`s de´pendent des donne´es :
des petits perturbations dans les donne´es peuvent impliquer de grands changements dans
les re´sultats. Pour compenser ce proble`me, des extensions du Lasso ont e´te´ propose´es,
notamment la me´thode Bolasso de´veloppe´e par Bach (2009) et l’adaptive Lasso introduit
par Zou (2006), que nous allons de´tailler.
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Figure 2 – Chemin de re´gularisation du Lasso pour les donne´es Prostate du package
‘lasso2’.
1.3.4 Quelques extensions de la me´thode Lasso
Le Bolasso Afin de stabiliser l’ensemble des variables se´lectionne´es par la me´thode Lasso,
il est naturel d’introduire une proce´dure qui s’appuie sur le bootstrap. Ceci a e´te´ de´veloppe´
par Bach (2009) sous la terminologie de Bolasso. Le Bolasso est donc une version bootstrap
du Lasso, ce qui en fait une version plus stable mais qui ne´cessite aussi le choix d’une
pe´nalite´. Le fonctionnement est simple : plusieurs e´chantillons bootstrap sont construits
a` partir du jeu de donne´es, et le Lasso est applique´ sur chacun d’eux. Un ensemble de
variables est se´lectionne´ par le Lasso sur chaque e´chantillon bootstrap, l’intersection de
tous ces ensembles constitue l’ensemble des variables conside´re´es comme pertinentes pour
le Bolasso. Le vecteur des coefficients β est ensuite estime´ a` partir d’une simple re´gression
line´aire du vecteur des observations Y sur les donne´es conside´re´es comme pertinentes XJˆ ,
si on note Jˆ l’estimation du support de β par le Bolasso.
Bach (2009) propose deux variantes de cette me´thode, un “random pair bootstrap” et un
“bootstrapping residuals”. Le premier est un bootstrap sur les observations, il consiste a`
tirer ale´atoirement avec remise n couples (X i, Yi), ou` X
i correspond aux p donne´es de
l’individu i, 1 ≤ i ≤ n. On obtient ainsi une nouvelle matrice de donne´es X˜ et un nouveau
vecteur d’observations Y˜ , le Lasso est applique´ sur chaque nouvel e´chantillon bootstrap
(X˜, Y˜ ).
Le second est un bootstrap sur les re´sidus. Notons βˆ une estimation de β et ˜ = Y −Xβˆ le
vecteur des re´sidus estime´s. On note ˆ les re´sidus centre´s ˆ = ˜ − 1
n
∑n
i=1 ˜k. Le bootstrap
sur les re´sidus consiste a` construire les e´chantillons suivants : Yi∗ = Xβˆ + ˆi∗ ou` i
∗ est
tire´ ale´atoirement avec remise dans {1, . . . , n}. La matrice X est donc inchange´e, et on
construit de nouvelles observations Y ∗ a` partir d’une premie`re estimation du vecteur β.
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Sauf mention contraire, quand le Bolasso sera mentionne´, il sera fait re´fe´rence au bootstrap
sur les re´sidus puisque c’est celui qui donne les meilleurs re´sultats en termes de se´lection
de variables en grande dimension d’apre`s Bach (2009).
Adaptive Lasso L’adaptive Lasso (Zou, 2006) est actuellement une variante de choix.
Notons (w1, . . . , wp) une suite de valeurs strictement positives, la solution de l’adaptive









, λ ≥ 0. (4)
Cette me´thode rajoute un parame`tre par rapport au Lasso classique qui est le vecteur des
poids (w1, . . . , wp). Ces poids sont en ge´ne´ral de´finis a` partir de l’estimateur des moindres
carre´s : w = 1/|βOLS|. Dans un proble`me de grande dimension, les moindres carre´s ne
pouvant pas eˆtre calcule´s a` partir du mode`le (1), les poids sont donc de´finis de manie`re
analogue en calculant une estimation de βj pour tout 1 ≤ j ≤ p par moindres carre´s dans
le mode`le Y = Xjβj + j.
La re´solution de (4) restant un proble`me convexe, les algorithmes de´veloppe´s pour la
re´solution du Lasso peuvent s’adapter en conside´rant des pe´nalite´s diffe´rentes pour chaque
coefficient βj. Commentons le comportement de l’adaptive Lasso dans deux cas extreˆmes.
Si on conside`re le poids wj comme infini, alors cela revient a` exclure du mode`le la variable
Xj correspondante. Au contraire, si le poids wj est nul, alors la variable correspondante est
incluse par de´faut dans le mode`le. Les poids initiaux ont donc un impact non ne´gligeable
dans la solution de (4). Nous verrons ulte´rieurement que de´finir les poids initiaux a` l’aide
des moindres carre´s n’est pas toujours la bonne solution.
Les me´thodes Bolasso et adaptive Lasso souffrent du meˆme proble`me que le Lasso
original, a` savoir le choix de la pe´nalite´ qui conditionne fortement les re´sultats.
1.3.5 Le choix de la pe´nalite´
Nous allons de´tailler deux techniques -validation croise´e et crite`re BIC- pour choisir la
pe´nalite´ du Lasso ou de ses extensions.
Validation croise´e La validation croise´e ou “cross-validation ” est une me´thode fonde´e
sur une technique d’e´chantillonnage. La me´thode consiste a` se fixer un entier k ∈ {2, . . . , n}
puis a` diviser les donne´es en k parts sensiblement de meˆme taille. On se´lectionne un des
k e´chantillons comme ensemble de validation et les (k − 1) autres e´chantillons consti-
tuent alors l’ensemble d’apprentissage. Le mode`le est baˆti sur l’ensemble d’apprentissage
et teste´ sur l’ensemble de validation en calculant une erreur quadratique moyenne. On
re´pe`te l’ope´ration k fois pour que chaque paquet serve une seule fois d’e´chantillon de va-
lidation, et on moyenne ensuite les k erreurs quadratiques moyennes afin d’obtenir une
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estimation de l’erreur de pre´diction de la me´thode utilise´e pour baˆtir le mode`le.
La me´thode “leave-one-out” est un cas particulier de la “k cross-validation” lorsqu’on prend
k = n. Cette me´thode a l’avantage de ne pas de´pendre de la manie`re dont sont construits
les paquets (contrairement a` la “k cross-validation”), mais elle est moins rapide (le mode`le
est appris n fois au lieu de k fois).
La technique de validation croise´e est donc applique´e pour diffe´rentes valeurs de λ
et la valeur qui minimise l’erreur quadratique moyenne est conside´re´e comme la pe´nalite´
optimale.
Crite`re BIC et EBIC Le ‘Bayesian Information Criterion’ (Schwarz, 1978) est un
crite`re de vraisemblance pe´nalise´ qui permet de faire de la se´lection de mode`le. Ce crite`re
provient d’une approximation asymptotique d’un crite`re de choix de mode`le baye´sien :
on cherche le mode`le ayant l’a posteriori le plus probable en ayant conside´re´ un a priori
uniforme pour tous les mode`les. La log-vraisemblance L du mode`le (1) est donne´e par :
−2L(β;σ) = n ln(2pi) + n ln(σ2) + ||Y −Xβ||2/σ2. (5)
Soit (βˆ, σˆ) l’estimateur du maximum de vraisemblance de (β, σ) dans le mode`le (1). Alors,
−2L(βˆ; σˆ) = n ln(2pi) + n ln(||Y − Xβˆ||2/n) + n. Si on note (βˆS, σˆS) l’estimateur par
maximum de vraisemblance de (β, σ) sur un mode`le S de dimension k, le crite`re BIC
associe´ a` ce mode`le est, par de´finition,
−2L(βˆS; σˆS) + k ln(n). (6)
Le mode`le ayant le crite`re BIC le plus faible parmi une collection de mode`les est se´lectionne´.
Cette technique s’applique pour choisir le parame`tre λ du Lasso (3) ou de ses extensions
en cherchant a` minimiser le crite`re suivant pour une plage de diffe´rentes valeurs de λ :
n ln(||Y −Xβλ||2/n) + |βλ|0 ln(n), (7)
ou` βλ est l’estimateur obtenu par la me´thode conside´re´e (donc βλLasso, β
λ
adLasso ou autres)
et |βλ|0 est le nombre de composantes non nulles du vecteur βλ.
Le crite`re BIC est consistent en se´lection de mode`le (Rao and Wu, 1989) lorsque n tend
vers l’infini et p est fixe´. Cependant, il n’est pas conc¸u pour la se´lection lorsque le nombre de
parame`tres est tre`s grand. Chen and Chen (2008) ont donc conside´re´ un a priori diffe´rent
pour chaque mode`le S et non un a priori uniforme pour tous les mode`les comme c’est le cas
pour le crite`re BIC. Cet a priori de´pend du nombre de mode`les ayant la meˆme dimension
que S. Chen and Chen (2008) montrent que le crite`re EBIC ainsi obtenu est consistent
pour une valeur de p polynomiale en n, sous une simple condition d’identifiabilite´.
Paralle`lement a` l’utilisation de crite`res pe´nalise´s, des me´thodes de se´lection de va-
riables base´es sur des proce´dures de tests multiples, ne ne´cessitant pas de pe´nalite´, ont e´te´
de´veloppe´es, notamment la proce´dure FDR.
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1.3.6 La proce´dure FDR (False Discovery Rate)
La proce´dure FDR, base´e sur des tests multiples, est largement employe´e en biologie
pour de´couvrir des ge`nes diffe´rentiels, par exemple entre deux conditions A et B. Admettons
qu’il y ait p ge`nes, l’analyse consiste a` tester inde´pendamment chacune des p hypothe`ses
nulles “le ge`ne i n’est pas diffe´rentiellement exprime´ entre la condition A et la condition
B” pour tout 1 ≤ i ≤ p. Chaque test est re´alise´ avec une erreur de premie`re espe`ce fixe´e
au pre´alable. Le risque de premie`re espe`ce d’un test d’hypothe`se repre´sente la probabilite´
de rejeter a` tort l’hypothe`se nulle alors qu’elle est vraie, le risque de seconde espe`ce e´tant
la probabilite´ d’accepter l’hypothe`se nulle alors qu’elle est fausse.
Fixons le risque de premie`re espe`ce α = 0.05. Si on fait un seul test d’hypothe`se, la
probabilite´ de rejeter l’hypothe`se a` tort est de 1 − (1 − α) = 5%. Si on fait deux tests
inde´pendants, la probabilite´ de rejeter au moins une hypothe`se a` tort est de 1− (1−α)2 =
9.75%. Pour 100 tests inde´pendants, on a une probabilite´ de 99.4% de rejeter au moins une
hypothe`se a` tort.
Sur ce petit exemple, il paraˆıt clair que conduire une telle analyse pour trouver des ge`nes
diffe´rentiels donnerait nombre de faux-positifs (ge`nes conside´re´s comme diffe´rentiellement
exprime´s a` tort). C’est pourquoi plusieurs me´thodes ont vu le jour afin de prendre en
compte les tests multiples. Elles sont base´es sur un controˆle des faux-positifs, que ce soit
un controˆle global par le controˆle du FWER (Family Wise Error Rate) ou un controˆle de
la proportion de faux-positifs par le controˆle du FDR (False Discovery Rate). La premie`re
me´thode controˆle la probabilite´ que le nombre d’hypothe`ses rejete´es a` tort V soit supe´rieur
a` 1 ; la seconde controˆle la proportion de faux positifs : si on note R le nombre total
d’hypothe`ses rejete´es, alors controˆler le taux de faux-positifs au niveau α signifie : E(Q) ≤ α
ou` Q =
{
V/R si R > 0
0 sinon
. Les me´thodes les plus connues sont la me´thode Bonferonni
(controˆle du FWER) et les me´thodes de Benjamini and Hochberg (1995) et Benjamini and
Yekutieli (2001) (controˆle du FDR).
Ces me´thodes de controˆle de faux-positifs ont e´te´ applique´es en se´lection de variables
par Bunea et al. (2006). Les hypothe`ses nulles conside´re´es sont les suivantes :
Hi : βi = 0, i = 1, . . . , p.
Pour tester ces hypothe`ses, on estime le vecteur β par βˆ dans le mode`le (1) a` l’aide
de l’estimateur des moindres carre´s (2). Pour tout 1 ≤ j ≤ p, l’e´cart type se(βˆj) est
calcule´ ainsi que la statistique de Student tj = βˆj/se(βˆj), les p-valeurs sont obtenues par
pij = 2 {1− Φ(|tj|)} ou` Φ est la fonction de re´partition de la loi normale centre´e re´duite.
Les me´thodes de´crites pre´ce´demment peuvent eˆtre applique´es : La me´thode Bonferonni
estime le support J de β par Jˆ = {i : pii ≤ α/p} tandis que la proce´dure FDR utilise la
me´thode de Benjamini and Yekutieli (2001) et est applique´e comme suit :
On ordonne les p-valeurs pi(1) ≤ · · · ≤ pi(p) et on de´finit k = max
{








1.4 La se´lection de variables dans un mode`le line´aire mixte
Si un tel k existe, on estime J par Jˆ = {(1), . . . , (k)}, sinon Jˆ = ∅.
La proce´dure FDR controˆle le taux de faux-positifs et la consistance a e´te´ montre´e
par Bunea et al. (2006) : limn→∞ P(Jˆ = J) = 1 lorsque p tend vers l’infini avec n mais
pas plus vite que
√
n et sous certaines conditions sur la matrice X. La proce´dure est donc
consistante lorsque p <
√
n, soit pour des proble`mes de petite dimension. Ne´anmoins, cette
proce´dure est couramment utilise´e en grande dimension (p > n), chaque coefficient βj est
estime´ dans un mode`le line´aire Y = Xjβj + j et le reste de la me´thode est applique´. Il
n’existe ne´anmoins pas de justification de la proce´dure dans ce cadre.
Le mode`le line´aire est le mode`le le plus classique dans lequel se placer pour analyser
des donne´es. Cependant, comme nous l’avons signale´ dans la description des donne´es dont
nous disposons (cf. Section 1.2), certains e´le´ments additionnels peuvent eˆtre pris en compte
comme les liens de parente´s entre les individus ou l’environnement dans lequel ils ont grandi.
Ces variables n’e´tant pas des variables d’inte´reˆt en elles-meˆme mais plutoˆt des variables a`
conside´rer comme du bruit, on se focalise dans la suite sur les mode`les line´aires mixtes et
la se´lection de variables dans ces mode`les.
1.4 La se´lection de variables dans un mode`le line´aire mixte
Dans un mode`le line´aire classique, les observations sont suppose´es inde´pendantes et
ge´ne´ralement identiquement distribue´es. Lorsqu’une structure sur les donne´es est dispo-
nible, comme une structure familiale, ces hypothe`ses ne sont plus adapte´es. Cette struc-
ture familiale peut eˆtre prise en compte dans un mode`le line´aire mixte en conside´rant
le facteur famille comme un effet ale´atoire. Les effets ale´atoires sont mode´lise´s par des
variables gaussiennes, et on ne s’inte´resse qu’a` la variance de ces effets ale´atoires ; les va-
riables non ale´atoires (comme les me´tabolites) sont appele´es des effets fixes. Pour prendre
en compte cette structure des observations, le mode`le mixte conside`re une matrice de
variance-covariance des observations V non plus diagonale mais diagonale par blocs ; les
blocs e´tant construits a` l’aide de la structure conside´re´e.
Le mode`le line´aire mixte a rec¸u une attention conside´rable pour l’estimation des compo-
santes de la variance. Deux me´thodes re´centes sont couramment utilise´es, une estimation
par maximum de vraisemblance (ML) (Henderson, 1973, 1953) et une estimation par maxi-
mum de vraisemblance restreint (REML) qui prend en compte la perte de degre´s de liberte´
due a` l’estimation des effets fixes du mode`le (Patterson and Thompson, 1971; Harville,
1977; Henderson, 1984; Foulley et al., 2002).
De´taillons le mode`le line´aire mixte avant d’expliciter l’e´tat de l’art sur la se´lection
d’effets fixes dans le mode`le line´aire mixte.
1.4.1 Le mode`le line´aire mixte
Le mode`le line´aire mixte se de´crit dans le mode`le marginal :
y = Xβ + ζ, ζ ∼ N (0, V ), (8)
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ou` y est le vecteur des donne´es observe´es de longueur n, X = (X1, . . . , Xp) est la matrice
des p effets fixes et β = (β1, . . . , βp) est un vecteur inconnu de Rp. La matrice V est une
matrice diagonale par bloc ou` les blocs repre´sentent la structure des observations.
L’estimation des parame`tres a` l’aide des approches ML et REML prend en compte
la totalite´ des effets fixes (les βj), or comme on l’a vu dans le mode`le line´aire classique,
cette hypothe`se peut entraˆıner une estimation fausse des parame`tres d’inte´reˆt, en plus
d’une impossibilite´ de les estimer en grande dimension (p > n). La se´lection de variables,
ou se´lection d’effets fixes, apparaˆıt comme ne´cessaire dans ce contexte. Cependant, peu de
me´thodes existantes re´pondent a` ce proble`me. Bondell et al. (2010) et Ibrahim et al. (2011)
ont introduit un crite`re de vraisemblance pe´nalise´e qui permet de faire de la se´lection a` la
fois sur les effets fixes et sur les effets ale´atoires. Cependant, leurs simulations ne concernent
que la petite dimension. Seuls Schelldorfer et al. (2011) ont vraiment e´tudie´ la question
dans un contexte de grande dimension, graˆce a` la me´thode ‘lmmLasso’. La se´lection d’effet
fixes dans le mode`le line´aire mixte peut aussi eˆtre envisage´ a` travers le domaine de la
se´lection de mode`les (de manie`re similaire au proble`me de se´lection de variables dans le
mode`le line´aire), notamment a` l’aide de crite`re pe´nalise´ (Lavergne et al., 2008).
1.4.2 La me´thode lmmLasso
La me´thode lmmLasso permet de faire de la se´lection d’effets fixes dans un mode`le
line´aire mixte ; elle repose sur une pe´nalisation `1 de la vraisemblance du mode`le marginal
(8). La log-vraisemblance de (8) e´tant




ln(2pi) + ln |V |+ (y −Xβ)′V −1(y −Xβ)} , (9)
ou` |V | est le de´terminant de la matrice V , la fonction objectif a` minimiser en les parame`tres
du mode`le, que sont β et V , est :
Qλ(β, V ) =
1
2
ln |V |+ 1
2




ou` λ est un parame`tre de re´gularisation positif. Cette fonction objectif e´tant non convexe,
les auteurs ont propose´ un algorithme de descente de gradient qui converge vers un mini-
mum local de la fonction objectif. Leur algorithme repose sur l’inversion de la matrice de
variance V , ce qui peut s’ave´rer couˆteux en temps de calcul si le nombre total d’observa-
tions n est grand (V est de taille n× n).
Schelldorfer et al. (2011) ont aussi propose´ une extension du lmmLasso, le lmmadLasso.
La fonction objectif (10) est modifie´e pour prendre en compte une famille de poids positifs
w1, . . . , wp :
Q
w1,...,wp
λ (β, V ) =
1
2
ln |V |+ 1
2





1.5 Plan du manuscrit
La me´thode lmmLasso est consistante sous certaines conditions sur le signal et sur les
matrices X et Z ; des ine´galite´s oracle sont de´montre´es pour la me´thode lmmadLasso.
Ces deux me´thodes sont performantes sur les simulations pre´sentes dans l’article des au-
teurs. Ne´anmoins, ces deux me´thodes sont relativement longues en temps de calcul lorsque
le nombre d’observations n est grand, ce qui est le cas pour les donne´es me´tabolomiques
qui portent sur n = 506 observations.
1.5 Plan du manuscrit
La suite de ce manuscrit se de´compose en trois parties. Une partie se focalise sur
le premier proble`me souleve´ dans cette introduction qui est la pre´diction de phe´notypes
d’inte´reˆt a` l’aide de donne´es me´tabolomiques (Partie 2). Pour se faire, le mode d’obtention
des donne´es me´tabolomiques est pre´cise´ et la combinaison d’une transforme´e en onde-
lettes et d’une me´thode de se´lection de variables (la me´thode Lasso) est propose´e. On
montre notamment que cette combinaison permet de mieux pre´dire certains phe´notypes
d’inte´reˆt qu’une simple analyse Lasso. Le point important de cette partie est de mon-
trer que les donne´es me´tabolomiques -et donc une simple prise de sang- sont capables de
pre´dire certains phe´notypes d’inte´reˆt comme le taux de muscle avec des taux d’erreurs tre`s
convenables, malgre´ l’espace temporel entre le moment de la prise de sang et le moment
de la mesure des phe´notypes. Cette e´tude laisse envisager un re´el pouvoir pre´dictif du
me´tabolome en temps re´el. Cet article est accepte´ pour publication a` Journal of Animal
Science.
La Partie 3 sera consacre´e a` de nouvelles me´thodes de se´lection de variables dans
un mode`le line´aire de´veloppe´es au cours de ce travail de the`se. Deux me´thodes ont vu
le jour, elles sont toutes deux des proce´dures se´quentielles de tests multiples base´es sur
une proce´dure de´veloppe´e par Baraud et al. (2003). Une me´thode concerne la se´lection
ordonne´e, et une autre la se´lection non ordonne´e. Elles sont toutes deux puissantes sous
certaines conditions sur le signal et fonctionnent en grande dimension (p > n). Les re´sultats
de simulations de ces deux me´thodes sont tre`s bons, et ceux de la me´thode pour la se´lection
non ordonne´e surpassent les me´thodes classiques, surtout dans des mode`les de grande di-
mension. A noter que la me´thode de´veloppe´e pour la se´lection ordonne´e n’est pas compa-
rable aux me´thodes classiques car un a priori sur l’importance des variables est connu. Ce
travail est soumis.
La dernie`re partie (Partie 4) pre´sente une nouvelle me´thode de se´lection des effets
fixes dans un mode`le line´aire mixte qui fonctionne en grande dimension (p > n) tout en
supposant peu d’effets ale´atoires. Cette me´thode est similaire a` la me´thode lmmLasso (cf.
Section 1.4.2) ; les re´sultats de simulations sont d’ailleurs tre`s similaires, mais la me´thode
de´veloppe´e est beaucoup plus rapide puisqu’elle ne ne´cessite pas l’inversion d’une matrice
n × n. L’algorithme pre´sente´ pour re´soudre le proble`me d’optimisation non convexe de
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notre me´thode est un multicycle ECM (Foulley, 1997; McLachlan and Krishnan, 2008;
Meng and Rubin, 1993). Il sera de´taille´ en Section 4.2. Cet algorithme permet l’utilisation
de n’importe quelle me´thode de se´lection de variable de´veloppe´e pour le mode`le line´aire
classique. On peut donc combiner l’algorithme a` l’adaptive Lasso ou a` la proce´dure de tests
multiples pre´sente´e dans la Partie 3. Cependant, seule une me´thode qui optimise un crite`re
(comme le Lasso (3) ou l’adaptive Lasso (4)) permet d’obtenir des re´sultats de convergence
de l’algorithme. Cet algorithme permet aussi de faire une se´lection sur les effets ale´atoires.
Ce travail sera prochainement soumis.
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2 Pre´diction phe´notypique a` l’aide de donne´es
me´tabolomiques
2.1 Contexte
Obtenir une bonne pre´diction d’un phe´notype d’inte´reˆt e´conomique dans l’espe`ce por-
cine a` partir d’une simple prise de sang peut avoir des conse´quences importantes dans le
monde de l’exploitation. En effet, une prise de sang n’est pas une ope´ration invasive et
si elle suffit a` faire aussi bien dans la de´termination de caracte`res importants qu’un abat-
tage, alors les e´leveurs ont tout a` gagner dans la ge´ne´ralisation de cette technique. L’article
pre´sente´ dans la section suivante se place donc dans ce contexte de pre´diction de phe´notypes
a` l’aide de donne´es me´tabolomiques. Les 27 phe´notypes explicite´s dans la Table 1 ont e´te´
e´tudie´s individuellement. A noter qu’ils ne sont pas tous d’inte´reˆt e´conomique majeur. Les
donne´es des 506 individus a` notre disposition proviennent de 3 races et de 8 bandes, le plan
d’expe´rience est de´taille´ dans la Table 2. Ce plan d’expe´rience est tre`s de´se´quilibre´ ce qui
perturbe l’estimation des parame`tres. Il faut donc relativiser les re´sultats obtenus pour la
pre´diction des phe´notypes en conside´rant qu’un plan d’expe´rience plus e´quilibre´ pourrait
permettre l’obtention de meilleurs re´sultats. Il est toutefois a` noter que les donne´es sont
recueillies sur le terrain et que tous les parame`tres ne sont pas maˆıtrisables.
b1 b2 b3 b4 b5 b6 b7 b8
Large White Femelle 42 45 54 13 16 20 8 0
Landrace 22 39 51 0 21 28 26 0
Pie´train 0 37 29 5 0 33 0 17
Table 2 – Re´partition des animaux dans chaque groupe, race et bande
On suppose une relation line´aire entre chaque phe´notype et les donne´es me´tabolomiques,
on se place donc dans le mode`le (1). Les donne´es me´tabolomiques sont centre´es et re´duites




i,j = n,∀1 ≤ i ≤ n). Afin de prendre en compte le plan d’expe´rience,
l’article pre´sente´ dans la section suivante se focalise sur l’e´tude des trois mode`les suivants :
phe´notype = intercept + metab + bruit (12a)
phe´notype = intercept + race + metab + metab*race + bruit (12b)
phe´notype = intercept+race+bande+metab+metab*race+metab*bande+bruit, (12c)
ou` metab correspond aux donne´es me´tabolomiques et metab*race signifie qu’on conside`re
un effet d’interaction entre les me´tabolites et la race des animaux. Dans le mode`le (12b),
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on conside`re que les donne´es me´tabolomiques ont a` la fois un effet global, mais aussi un
effet de´pendant de la race. Le mode`le (12c) fait de meˆme pour la race et la bande. Ces
trois mode`les (12) ne correspondent pas tous a` des proble`mes de grande dimension. En
effet, le premier mode`le (12a) est un proble`me de “petite dimension” puisque les donne´es
sont constitue´es de n = 506 individus pour p = 375 parame`tres me´tabolomiques et 1
parame`tre de plus pour l’intercept. Par contre l’estimation des parame`tres dans les deux
autres mode`les est un proble`me de grande dimension. En effet le mode`le (12b) contient
1504 parame`tres et le mode`le (12c) en contient 4512.
Les re´sultats de l’analyse de chacun des 27 phe´notypes sur chacun des 3 mode`les constituent
un article accepte´ pour publication a` “Journal of Animal Science” qui est pre´sente´ dans la
section suivante.
2.2 Article - Pre´diction de phe´notypes a` partir du me´tabolome
Re´sume´ La pre´diction de phe´notype est un de´fi statistique et biologique, a` la fois en
me´decine (pre´dire une maladie) et en production animale (pre´dire la valeur e´conomique de
la carcasse d’un jeune animal). Le but de ce travail e´tait de quantifier le pouvoir pre´dictif
des profils me´tabolomiques pour des phe´notypes de production a` partir d’une simple prise
de sang sur le porc en croissance. Diffe´rentes me´thodes statistiques ont e´te´ compare´es
sur la base de la validation-croise´e : les donne´es brutes vs une transforme´e du signal (les
ondelettes), avec une seule me´thode de se´lection de variables. Les meilleurs re´sultats en
terme d’erreur de pre´diction ont e´te´ obtenus quand les donne´es furent transforme´es en
ondelettes dans la base de Daubechies.
Les phe´notypes conside´re´s comme de bons indicateurs de la qualite´ de la viande n’ont
pas e´te´ particulie`rement bien pre´dits puisque la prise de sang e´tait relativement espace´e
de l’abattage, or l’abattage est connu pour avoir une forte influence sur ces parame`tres.
Ne´anmoins, des phe´notypes d’inte´reˆt e´conomique comme le taux de muscle (LMP) ou
la consommation moyenne journalie`re (DFI) ont e´te´ bien pre´dits a` partir des donne´es
me´tabolomiques (R2 = 0.7).
31
Phenotypic Prediction based on Metabolomic Data on
the Growing Pig from three main European Breeds
F. Rohart1,2, A. Paris3, B. Laurent2, C. Canlet4, J. Molina4, M.J. Mercat5,
T. Tribout6, N. Muller7, N. Iannuccelli1, N. Villa-Vialaneix8,
L. Liaubet1, D. Milan1 and M. San Cristobal1
1 INRA, UMR444 Laboratoire de Ge´ne´tique Cellulaire, F-31326 Castanet Tolosan, France
2 INSA, De´partement de Ge´nie Mathe´matiques, and Institut de Mathe´matiques, Universite´
de Toulouse (UMR 5219), F-31077 Toulouse, France
3 INRA, Met@risk, F-75231 Paris Cedex 05, France
4 INRA, UMR 1331 Toxalim (Research Centre in Food Toxicology),
INRA/INP/UPS, F-31027 Toulouse, France
5 BIOPORC, 75595 PARIS Cedex 12
6 INRA GABI, F-78351 Jouy-en-Josas cedex, France
7 INRA UE450 Testage - Porcs, F-35653 Le Rheu, France
8 SAMM, Universite´ Paris 1, 75013 Paris, France
The authors thank the animal and DNA providers (BIOPORC) and French ANR for
funding the De´LiSus project (ANR-07-GANI-001). F.R. acknowledges financial support
from Re´gion Midi-Pyre´ne´es. Thanks to He´le`ne Gilbert for interesting discussions and Helen
Munduteguy for the English revision.
Abstract
Predicting phenotypes is a statistical and biotechnical challenge, both in medicine
(predicting an illness) and animal breeding (predicting the carcass economical value
on a young living animal). High-throughput fine phenotyping is possible using
metabolomics, which transcribes the global metabolic status of an individual, and is
the closest to the terminal phenotype. The purpose of this work was to quantify the
prediction power (in the statistical sense) of metabolomic profiles for commonly used
production phenotypes from a single blood sample on the growing pig. Several sta-
tistical approaches were investigated and compared on the basis of cross validation:
raw data vs. signal preprocessing (wavelet transform), with a single feature selection
method. The best results in terms of prediction accuracy were obtained when data
was preprocessed using wavelet transforms on the Daubechies basis. The phenotypes
related to meat quality were not particularly well predicted since the blood sample is
taken some time prior to slaughter, and slaughter is known to have a strong influence
on these traits. In contrast, phenotypes of potential economic interest, e.g. lean
meat percentage and daily feed intake, were well predicted using metabolomic data
(R2 = 0.7).
Key Words: metabolome, phenotypic prediction, variable selection, wavelet transform,
pig
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1 Introduction
The accurate and competitive prediction of production phenotypes may open new perspec-
tives for livestock selection. For instance, phenotypes of interest could be those which are of
considerable economic importance, and have top priority in selection objectives, but are too
expensive to measure routinely or for which measurement is too invasive. Metabolomics
is a relatively cheap and easy way to predict (reviewed by Rochfort, 2005) or discover
promising biomarkers (Zhang et al., 2011). Recently, this approach has been successfully
used in the pig to compare highly phenotypically differentiated breeds (D’Alessandro et al.,
2011; He et al., 2012), but not to predict commercially important phenotypes in various
breed × gender determined conditions involving European pig breeds.
The present work was motivated by the hypothesis that the blood metabolome could pre-
dict some production phenotypes, prediction being meant in the statistical sense. The
rationale is that the blood metabolism reflects the general physiological state of the animal
which is resulting from the functional metabolic state of the different tissues, since blood
carries a lot of metabolites, hormones, etc, between them. The objective of this paper is to
quantify on real data the power of prediction of several production phenotypes obtained by
metabolomic data coming from a single blood sample. The chosen strategy is to evaluate
the influence of external factors, namely breed and batch (that reflects micro-variations of
the environment). Meanwhile, concurrent statistical tools will be also evaluated, in par-
ticular the signal pre-treatment step, and the final biological coherence of results will be
discussed.
2 Materials and methods
2.1 Animal handling and zootechnical data
All procedures and facilities were approved by French veterinary services. A total of 506
animals from a Large White dam breed (LW), a Landrace dam breed (LR) and a Pie´train
sire breed (PI) were considered in the analysis.
The animals (castrates in LW and LR, females in PI) were raised at the French central
test Station in Le Rheu (France) in 2007 and 2008, in 8 different batches. The sampling
design for breeds and batches is given in Table 1. Pigs were grouped in pens of 12 animals
from the beginning of the test period (∼ 10 weeks of age) until the day before slaughter,
considered as the end of the test period (∼ 110 kg live weight). They were given ad
libitum access to water and to a standard pelleted diet formulated to contain 13.2 MJ
digestible energy/kg and 164 g crude protein / kg feed. Pens were equipped with ACEMA
64 electronic feeders, allowing the recording of individual food consumption (Labroue et
al., 1993). Animals were individually weighted at the beginning of the test period, at the
2.2 Article - Pre´diction de phe´notypes a` partir du me´tabolome
33
end of the test period (LWETP), and a last time before departure to the slaughterhouse
(LWS) after at least 16 hours of fasting. The duration of the test period, LWETP and
the individual feed consumption during the test period (FCTP) were used to calculate the
average daily gain (ADG), the feed conversion ratio (FCR) and the daily feed intake (DFI)
during the test period. Slaughters occurred at a given weight on a fixed day in the week
in a commercial slaughterhouse (Cooperl-Hunaudaye, Montfort-sur-Meu, France). Carcass
weight with and without the head (CW and CWwtH, respectively) and the weight of the
right half-carcass (HCW) were recorded post-evisceration on the day of slaughter, and the
dressing percentage (DP) was calculated as CW × 100/LWS. The day after slaughter,
the length of the carcass from the pubis to the atlas (Length), as well as the backfat
thickness at the shoulder, last rib and hip joint at the sectioned edge of the carcass (BFsh,
BFlr and BFhj, respectively) were recorded. The mean of these 3 fat measurements was
calculated (mBF). The measurements used for carcass commercial grading, i.e. backfat
thickness between the third and fourth lumbar vertebrae (G1) and between the third and
fourth last ribs (G2), as well as loin eye depth between the third and fourth last ribs
(M2), were performed using a “CGM” probe (Daumas et al., 1998) and were combined to
estimate the commercial lean meat percentage (ComLMP). Finally, a standardized cutting
procedure of the right half carcass was then performed, as described in Anonymous (1990),
and ham, loin, backfat, shoulder and belly were weighed (hamW, loinW, bfW, shW, beW,
respectively) and combined to obtain a second estimate of the lean meat percentage of
the carcass (LMP; Metayer and Daumas, 1998). On the same day, several meat quality
measurements were taken: the ultimate pH of the Semimembranous muscle (pH24), the
color of the Gluteus superficialis muscle through the 3 coordinates (L*, a* and b* system)
using a CR-300 Minolta Chromameter, and the water holding capacity of the Gluteus
superficialis muscle (WHC). WHC, pH24 and L* were combined to compute a synthetic
meat quality index (MQI) defined as a predictor of the technological yield of cured-cooked
Paris ham processing, as described by the Institut Technique du Porc (1993). In total, 27
traits were recorded on the animals.
2.2 Metabolomic data
Blood samples were collected on sodium heparin once for every animal during the test
period when animals displayed a weight of approx. 60 kg. Samples were immediately
centrifuged at 2, 500 g for 15 min at 4◦C to separate plasma from red cells and stored at
-80◦C until analysis.
Fingerprinting was performed by 1H NMR spectroscopy after a rapid sample preparation
performed as follows: D2O (500µl) was added to plasma (200µl) and mixed, the sample
was then centrifuged for 10 min at 3,000 g and the supernatant (600µl) was transferred to
5 mm NMR tubes for 1H NMR (Nuclear Magnetic Resonance) analysis.
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All 1H NMR spectra were acquired on a Bruker Avance DRX− 600 spectrometer (Bruker
SA, Wissembourg, France) operating at 600.13 MHz for 1H resonance frequency, and
equipped with a pulsed field gradients z system, an inverse 1H-13C-15N cryoprobe at-
tached to a cryoplatform (the preamplifier cooling unit), and a temperature control unit
maintaining the sample temperature at 300± 0.1 K.
The 1H NMR spectra of plasma samples were acquired at 300K using the Carr-Purcell-
Meiboom-Gill (CPMG) spin-echo pulse sequence with presaturation with a total spin-echo
delay (2npi) of 320 ms to attenuate broad signals from proteins and lipoproteins, which
otherwise display a wide signal and hide the narrower signals of low molecular weight
metabolites. The 1H signal was acquired by accumulating 128 transients over a 12-ppm
spectral width, collecting 32, 000 data points. The interpulse delay of the CPMG sequence
was set at 0.4 ms with n equal to 400 as defined in the following sequence: [90−(τ−180−τ)n
acquisition]. A 2-s relaxation delay was applied. The Fourier transform (FT) was calcu-
lated on 64, 000 points. All 1H NMR spectra were phased, and the baseline corrected.
The 1H chemical shifts were calibrated on the resonance of lactate at 1.33 ppm. Then,
serum spectra were data-reduced prior to statistical analysis using AMIX software (Analy-
sis of Mixtures v 3.8) from Bruker Analytische Messtechnik (Rheinstetten, Germany). The
spectral regionδ 0.5−10.0 ppm was segmented into consecutive non-overlapping regions of
0.01 ppm (buckets) and normalized according to the total signal intensity in every spec-
trum. The region aroundδ 4.8 ppm corresponding to water resonance was excluded from
the pattern recognition analysis to eliminate artifacts of residual water. Eight hundred
and eleven quantitative variables were obtained for every spectrum and were processed by
a multidimensional scaling-based procedure to select only informative metabolic variables.
More precisely, the multidimensional scaling step which was repeatedly used (n = 8) to
select fully informative variables was performed on the transposed matrix of data. Mul-
tidimensional scaling is a multidimensional statistical technique which corresponds here
to a principal component analysis (PCA) of the matrix of distances between variables.
Fully informative metabolic variables display a larger variance than baseline variables and
therefore the distances between these two types of variables is larger than the distances
between the sole baseline variables. Thus, at each selection step and for every variable,
we calculated a distance between the origin and projection coordinates of the variable on
the first factorial plan, and variables displaying the larger distances were subsequently
selected. After 8 selection steps, only baseline relevant variables were remaining in the
unselected dataset and were not included in the informative dataset on which further sta-
tistical analyses were achieved. Finally, each metabolomic profile or spectrum was observed
on a discrete sampling grid of size p = 375 (number of buckets) as plotted in Figure 1.
Technical duplicates were performed on a limited number of animals, and showed a good
adequacy between them (not shown), as expected. Since it was impossible to standardize
feeding conditions in the farm, nor exact age, large samples within breeds were performed.
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The result of a metabolomic experiment is a spectrum, in which some points are known
to correspond to one or several metabolites, but not all. Identification of candidate infor-
mative metabolites (after the statistical treatment described below) was performed from
known chemical shift references acquired on standard compounds and found in the litera-
ture or in a home-made reference databank. 2D homonuclear 1H-1H COSY (Correlation
Spectroscopy) and 2D heteronuclear 1H-13C HSQC (heteronuclear single quantum coher-
ence spectroscopy) NMR spectra were also registered for selected samples as an aid to
spectral assignment. For COSY NMR spectra, a total of 32 transients were acquired into
1024 data points. A total of 256 increments were measured in F1 using a spectral width
of 10 ppm and an acquisition time of 0.28 s was used. The data were weighted using a
sine-bell function in the two dimensions prior to Fourier transformation. For HSQC NMR
spectra, a relaxation delay of 2.5 s was used between pulses, and a refocusing delay equal
to 1/41JC-H (1.78 ms) was employed. A total of 1024 data points with 64 scans per in-
crement and 512 experiments were acquired with spectral widths of 10 ppm in F2 and 180
ppm in F1. The data were multiplied by a shifted Qsine-bell function prior to Fourier
transformation.
2.3 Wavelet pre-processing
As proposed by Davies et al. (2007) and Xia et al. (2007), each metabolomics profile was
written as the sum of weighted elementary functions, describing hierarchically the signal
from a rough tendency to the finest details, in a finite number of resolution levels. Here,
each one of the 506 spectra was decomposed onto a Haar basis (elementary step functions).
The corresponding wavelet coefficients were thresholded with a soft-thresholding method
(see Mallat, 1999, for details) in order to reduce signal noise by applying low smoothing.
We decided to keep the wavelet coefficients of every resolution level, from which the original
spectrum can be rebuilt. In the data set described in this paper, the number q of wavelet
coefficients was equal to 367. Another basis, the Daubechies basis made of smooth tri-
modal elementary functions, was also used, and gave q = 388 wavelet coefficients. A more
detailed description of the wavelet decomposition can be found at the Online Supplemental
Data.
2.4 Selection of variables for prediction
Many prediction methods are described in the literature. Among the most well-known, the
Partial Least Square (PLS, Wold, 1966) and Random Forest (Breiman, 2001) methods use
all variables, whereas the Lasso (Tibshirani, 1996), elastic net (Zou and Hastie, 2005) or
sparse PLS (Leˆ Cao et al., 2008) methods incorporate a feature selection step leading to a
reduced number of explanatory variables in the model. Some of these methods (Giraud et
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al., 2010, preprint, R package available at
http://w3.jouy.inra.fr/unites/miaj/public/perso/SylvieHuet en.html) were performed on
our data set, and gave similar results in terms of predictive power (not shown).
In the case of high dimensionality of the explanatory variables, a feature selection approach
is useful for highlighting a limited number of variables of high predictive importance. In
general, retaining in the prediction model only a set of useful variables avoids overfitting,
and ensures a smaller prediction error. Any variable selection method could have been
used here, either on the raw metabolomic data or on the thresholded wavelet coefficients,
in order to select the relevant set of parameters. In both cases, this represents a classical
problem for variable selection in a linear model. We decided to present here only the most
widely used method: the Lasso technique. Introduced by Tibshirani (1996), the Lasso
method is a penalized least squares approach used to solve ill-posed or badly-conditioned
linear regressions. The main interest of this approach comes from the fact that the solution
leads to a restricted number of non-zero coefficients, this number depending on the value
of the regularization parameter.
Identifying the points (buckets) of the metabolomic profile that contribute the most to phe-
notype prediction can then lead to a biological interpretation step. Indeed, some “peaks”
(not all) in the profile have already been identified by biochemists to correspond to specific
metabolites (one or more metabolites per peak). In the case of data preprocessing however,
a single wavelet coefficient can correspond to a large interval in the metabolomic profile,
making further interpretation more delicate. Therefore only lists of biomarkers obtained
from raw data are presented in the following sections.
2.5 Estimation of predictive power
The Lasso technique was applied on 3 versions of the data collected for the 27 phenotypes
described in the Data subsection: the raw data, the thresholded wavelet coefficients ob-
tained with the Haar basis and with the Daubechies basis.
The parameters of each model (see Models below) were estimated first on a subset of the
data (learning set with 400 observations), then performances were calculated on the re-
maining data set (test set with 106 observations). The regularization parameter was tuned
by cross validation on the learning set.
The global procedure (estimation of the set of relevant parameters on the learning set and
estimation of performances on the test set) was repeated 100 times on several random splits
of the whole data set. These random splits took into account the experimental setting of
Table 1. This led to a collection of performance values that could be displayed in a boxplot
in order to evaluate the level of accuracy of each method as well as its variability.
Performances were evaluated using the mean squared errors of prediction (MSEP) stan-
dardized by the variance of the observations, averaged on the 100 test sets. Note that the
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MSEP is not upper-bounded, so it can go to infinity for very low predictive powers. How-
ever, the lower is the MSEP, the better is the predictive power. A Kolmogorov-Smirnov
test of distribution equality was computed for the MSEP on the 100 replicates to test
whether two methods were comparable. Paired t-tests were used to test the superiority of
one method on another in terms of MSEP.
To achieve a more detailed comparison between the results of all tested methods, we
counted the number of appearances of each selected variable (bucket, Haar coefficient,
Daubechies coefficient resp.) over the 100 replications, for each data set (raw data, wavelet
coefficients obtained either with Haar basis or with Daubechies basis, resp.).
2.6 Models
We focused on three different problems in this paper: the prediction of a phenotype based
on the metabolomic data alone (Model 1), based on breed information and the metabolomic
data (Model 2), and finally based on batch and breed information and the metabolomic data
(Model 3). We considered a linear relationship between a phenotype and the explanatory
variables in all three models described above.
Model 1 had the following explanatory variables: Intercept (always in the model) and the
metabolome variables (subject to variable selection: 375 for raw data, 367 or 388 for wavelet
coefficients with Haar or Daubechies, respectively). Model 2 included a breed effect (always
in the model), and the following effects that were subject to variable selection: metabolome
variables and breed × metabolome interactions. Finally, Model 3 included breed and batch
effects (both always in the model), as well as metabolome variables, breed × metabolome
and batch × metabolome interactions (subject to variable selection).
2.7 Canonical analyses
Complementary statistical analyses were performed by regularized canonical analysis using
the R package mixOmics (Leˆ Cao et al., 2009). Two data sets consisting in phenotypic
variables and metabolomic variables were represented to evidence the maximal correlations
between variables, both within and between the two data sets.
3 Results
3.1 Comparison of models
For all phenotypes, the models based on a wavelet preprocessing step were in general
slightly better or at least equal in terms of prediction error, than the one based on the direct
use of raw metabolomic data (Figures S5-7 on Supplemental Material). The efficiency of the
preprocessing step was most obvious when only metabolomic information was considered
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in the model (Model 1). This is well exemplified in the 3 data versions of DFI, both in
terms of MSEP and number of selected coefficients (Figure 2), using only the metabolomic
information as explanatory variables (Model 1). Indeed, MSEP values were observed to
decrease, as was the median number (and strikingly the range) of selected coefficients of
the Lasso regression, when wavelet preprocessing of data using the Daubechies basis, but
not the Haar basis, was applied. This was corroborated by the comparison of preprocessing
methods given by the Kolmogorov-Smirnov test for the MSEP (p-values for raw data vs
Haar = 0.58, raw vs Daubechies = 1.3 10−5, Haar vs Daubechies = 1.6 10−2). Thus,
transformation of the signal with wavelets implied significant differences in the prediction
errors for DFI. Moreover, the results also showed that a phenotype of interest such as DFI
could be well predicted with no call for any additional information on the individuals.
When looking into which pre-processing methods gave the best MSEP on average over all
phenotypes, no clear conclusion appeared for Model 1 (Figures S11-12), but Daubechies
was overall to be preferred to Haar for Model 2 (Figures 4 or S6, S11-12) and Model 3
(Figures S7, S11-12). Moreover, the wavelet transform with the Haar basis gave numerous
extreme results in terms of MSEP. This was more detectable in Model 2 than in Model 1
(Figures S5-6). Finally, the p-value of the two-sided Kolmogorov-Smirnov test was equal
to 4.10−5 for DFI, meaning that there can be a significant difference due to pre-processing
in the prediction results for some phenotypes.
3.2 Prediction of phenotypes related to animal breeding and car-
cass characteristics using metabolomic data
The variation of the prediction levels among all phenotypes was very similar whatever
the statistical method used. We present here the results obtained using (i) the best
wavelet transform (with Daubechies basis), and (ii) the simplest approach, namely the
Lasso method applied to the raw data set (Table S2 and Figure 4), hence retaining the
possibility for a more direct biological interpretation of the results than when a wavelet
transform pre-processing step is applied (see below). The mean prediction errors (expressed
in phenotypic variance units) varied from 0.3 to more than 1. The worst predictions (high-
est values of MSEP) are obtained for weights measured near slaughter time (i.e. LWETP,
CWwtH, HCW, CW, and LWS) and for some phenotypes related to post-mortem meat
processing (i.e. pH24 and L*). For LMP, which was the best predicted phenotype with
a MSEP value of approx.. 0.3, the squared correlation (R2) between observed values and
fitted values obtained on the training sample set was equal to 0.82. A R2 value between
observed and predicted values of 0.69 was observed for the test sample set, showing a good
adequacy between observations and adjustments from the model (Figure 3). Use of more
complex models was useful to obtain higher prediction scores for some traits as described
hereafter.
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Reinforced phenotypic prediction using both metabolomic and breed information (Model
2) The phenotypes considered here could be sorted into 4 classes depending on their level
of predictability as shown in Figure 4, ranging from the best (class C1 with a MSEP lower
than 0.2) to the lowest (class C4 with a relative error rate higher than 0.70). All phenotypes
belonging to the classes C1 and C2 were better predicted when the breed was considered in
the model (Table S2, Figures 4, S8-10). Prediction using breed, batch and metabolomics
information (Model 3) The batch variable does not appear to be a key parameter in the
prediction of phenotypes (Table S2, Figures 4, S8-10). Indeed, MSEP values were almost
always slightly higher when the batch was taken into account (except shW and DP, for
phenotypes of classes C1 and C2).
3.3 Selected variables
As shown in Figure 2B for the DFI phenotype, the number of selected coefficients was
always smaller for preprocessed data using a wavelet transform than for raw data. Such
transformed data sets gave more parsimonious models with lower numbers of explanatory
variables.
Concerning Model 2, it should be recalled that the breed effect did not undergo feature
selection; in this setting, the minimum number of selected variables is 3. A non-empty set
of metabolites is still of predictive importance, additionally to the breed effect. For Model
3, the breed and the batch did not undergo selection; in this setting, the minimum number
of selected variables is 11. The number of selected variables (metabolites and interactions,
i.e. breed × metabolome and batch × metabolome) is lower when the batch variable is
not considered. It is to be noted that no interaction term between metabolites/wavelet
coefficients and breed (or batch) was selected in Model 2 (or in Model 3).
A few of the explanatory variables obtained for the prediction of the LMP phenotype
(Table 3) were the same when using raw data (Model 1) as when using Models 2 or
3. However, their number was significantly reduced when the breed factor is taken into
account in Models 2 and 3 compared to Model 1. When using the bootstrap process, some
variables were either mostly positively linked (PL) (i.e.δ 4.05 ppm, 2.43 ppm, 2.15 ppm,
1.33 ppm and 1.45 ppm), negatively linked (NL) (i.e.δ 3.93 ppm, 3.20 ppm, 7.67 ppm,
2.51 ppm and 0.99 ppm) or both positively and negatively linked (δ 1.03 ppm, 2.25 ppm,
1.47 ppm) to LMP (not shown). Only variables that are steadily linked, either positively
or negatively, such as creatinine (δ 4.05 ppm, PL), creatine (δ 3.93 ppm, NL), choline
/ phosphocholine / glycerophosphocholine (δ 3.20 ppm, NL), glutamine (δ 2.43 and 2.15
ppm, PL), lactate (δ 1.33 ppm, PL), alanine (δ 1.45 ppm, PL), and isoleucine (δ 0.99 ppm,
NL) can be considered for the elaboration of the functional hypotheses that could explain
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how the LMP phenotype can be predicted from these serum biomarkers. Interestingly, as
displayed in Figure 5A, canonical analysis performed on all the variables present in the two
data sets (i.e. 1H NMR and phenotype ones) demonstrated that the phenotypic variables
belonging to the classes 1 and 2 were also those that were steadily selected in Models 1,
2 and 3. So, the positive correlation underlined by the Lasso-based regression between
LMP and creatinine (δ 4.05 ppm) or glutamine (δ 2.43 ppm) is again well evidenced, as is
the negative link between LMP and creatine detected atδ 3.93, 3.92 and 3.03 ppm (Figure
5B). This significant correlation between LMP and creatine is also well evidenced for class
2 phenotypes such as ComLMP, DP, shW, hamW, beW and DFI (Figure 5B). Citrate
would be also found as NL regressor of LMP when considering the chemical shift atδ 2.51
ppm in Model 1, but would be found as PL regressor of LMP if we consider the variable
atδ 2.54 ppm. 2D 1H-1H COSY and 1H-13C HSQC NMR spectra showed that signals
at 2.51 ppm and 2.54 ppm are belonging to citrate. Indeed, HSQC NMR spectra showed
correlation between 13C chemical shift at 48.6 ppm and 1H chemical shift at 2.51 and 2.54
ppm. Chemical shift atδ 2.51 and 2.54 ppm have been assigned to citrate and correspond
to a doublet even the chemical signal recorded at δ 2.54 ppm, that may contain also a low
intensity signal attributable to β-alanine(correlation between the signals at 3.17 and 2.54
ppm in the COSY spectrum) and an unknown compound (correlation between the signals
at 2.39 and 2.54 ppm in the COSY spectrum). Quantitative information measured at these
two chemical shifts are correlated (ρ = 0.35) and would be in favor of an assignment to
citrate, even though the correlations with LMP are of different signs, but based on different
models involving very different numbers of regressors (Table 2).
3.4 Reasoning at constant weight
There was some variability in the development status of the pigs included in the data
set, both at the time of blood sampling and at the time of slaughtering. In order to be
able to compare samples, the weight of the animal at slaughter time (LWS) was added
as covariable in the 3 models described previously. Then the phenotype prediction could
be considered as being at constant weight. Focusing on the LMP phenotype, the results
obtained with these 3 modified models were similar in nature to those presented previously:
the knowledge of the breed improved the prediction of the phenotype and decreased the
number of explanatory variables selected. Moreover, the relation between LMP and the few
variables referred to above (PL or NL) was preserved. More precisely, the lists of important
metabolites were larger and included those already highlighted in the model that did not
take into account the animal weight. However, the prediction power was slightly lower
when the weight at slaughter time was considered (not shown).
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4 Discussion
In this paper, we showed that it is possible to use metabolomic data from a plasma sample
to better predict some production phenotypes in the growing pig. Metabolomic data alone
are sufficient to predict these phenotypes. Additional information and predictive power
are provided by the metabolome when the breed of the animal is known. For data from
a test farm, micro-variations in a breeding environment (that are classically summarized
in a batch effect) did not disrupt phenotype predictions. Additionally, although this work
was centered on prediction accuracy, we supplied supplementary information on a limited
number of metabolites that have, as valuable biomarkers, a high predictive power. The
biological coherence of the list of biomarkers validated somehow the whole data analysis. In
addition, a methodological aspect of the statistical treatment was related to the specificity
of 1H NMR metabolomic data: a pre-treatment of the signal based on the use of wavelets.
4.1 Justification of the statistical treatment
Metabolomic profiles are continuous by essence. Discretization is performed routinely
(bucket steps). The bucket size was rather large with 0.01 ppm, to avoid a possible mis-
alignment between spectra, due to shifts of signals, a rather rare phenomenon but still
occurring. Actually, small shifts at 2-3 regions of the spectrum recorded in plasma samples
were locally observed for some samples that were reanalysed by the same spectrometer at
2 different times (not shown). This motivated the choice of a relatively large bucket size
(0.01 ppm), even though a consequence is that some buckets could contain more than one
compound. All the more as the primary goal of this work was prediction and not biological
interpretation.
To recover the continuity of the signal, that is moreover non-regular, we proposed the use
of wavelet decomposition, which is one of the most commonly-used signal transformation
approaches. The underlying idea is to decompose a complex signal into elementary forms
(orthogonal functions, or basis). Unlike Fourier transformation, the wavelet approach is
particularly suited for uneven and chaotic signals, making it a method of choice for NMR
profiles and it has already been applied in such a context by Davies et al. (2007) and Xia et
al. (2007). An improvement due to the used of wavelet transformation was observed on our
data, but in a limited manner. Depending on the tissue (blood, urine, other), the stability
of the baseline on the spectra, the wavelet approach could lead to a dramatic improvement
of the signal (Martin, Besse, De´jean, personal communication; Villa-Vialaneix, Paris et al,
in prep.): approximations of the signal at the lowest levels (see Supplemental Material)
correct rough fluctuations of the baseline. Results depended on the chosen wavelet basis
in this study, but only slightly. When the signal is continuous, Daubechies wavelets are
usually a better choice than Haar ones (step functions). The dependency on the basis is
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generally observed (e.g. Luisier et al. (2005) for image denoising, Mahmoud et al. (2007)
for audio data, etc. . . ).
4.2 Predictive power: valuable aspects for all phenotypes
An important methodological question arose prior to the global prediction analysis con-
cerning the choice of preprocessing the 1H-NMR metabolomic spectra. When considering
metabolomic data only as predictive variables of highly functionally integrated phenotypic
variables, as shown here, the wavelet transformation of original data led to best perfor-
mances.
Adding information concerning the breed led to lower errors of prediction, while adding
batch information did not really improve the prediction results. More, the batch even
seemed to constitute a noisy endogenous variable as the predictive power in Model 3 was
slightly lower than in Model 2. Interestingly, in the breeding conditions encountered here,
this meant that we could put aside the possible micro-environmental effect (that may vary
from batch to batch) for a phenotype prediction objective. The environmental effect on
the phenotype, particularly diet variation, is probably captured by the metabolomic infor-
mation (Yde et al., 2010). Thus, given the fact that data are obtained in a control farm
that ensures standardized breeding conditions, some phenotypes of interest such as LMP
can be well predicted without having to characterize more precisely the micro-environment
of a given batch of growing individuals. The same phenomenon seems to be encountered
for the slight variations of animal weight or age that were observed in the data set: the
metabolome carries some information pertaining to developmental differences, so that the
prediction of some phenotypes such as LMP is better without the weight information than
with it.
Yet, this conclusion is based on a large data set issued from 3 breeds. Indeed, when similar
analysis was undertaken within a given breed, predictions of phenotypes were disastrous
(not shown). This can be explained by the lower number of observations and by a lower
variability of the within-breed phenotype as can be seen in Figure 3 for instance.
4.3 Prediction power among phenotypes and practical implica-
tions
The prediction accuracy is very dependent on the phenotype being studied, and surprisingly
even within a group of related phenotypes. Canonical analysis confirmed the Lasso-based
predictions and the same 4 classes of prediction of the different phenotypes were identified
(Figure 5). Two groups of phenotypes were badly predicted (class 4 of prediction). They
correspond to:
• Some weights (LWETP, LWS, CWwtH), the values of which depend directly on the
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decision to send animals to the slaughterhouse or not. Therefore, these phenotypes
can be considered as negative controls, because they should be badly predicted by
essence, and not worth predicting.
• Meat quality measurements (pH24, L*, a*, b*, WHC, MQI). The bad predictions
obtained for these phenotypes can be easily explained by the fact that meat quality
is highly influenced by pre-slaughter conditions, whereas the blood sample was col-
lected at the test farm during the growing period between 60 and 70 kg BW. Indeed,
the pH is known to be very sensitive to the duration of fasting, transportation, etc.
Moreover, evidence of stress conditions has been observed on NMR metabolomics
in pigs (Bertram et al., 2010) near slaughter, or in sheep (Li et al., 2011). Meat
quality, even though it does not represent a direct objective for the selection because
it is difficult to measure, could be potentially considered as a prime objective if good
predictions were available. Metabolomic data from a single blood sample, taken ap-
proximately 3 weeks prior to slaughter, are clearly not sufficient for such an ambitious
task for this complex trait.
Backfat measurements (BFsh, BFlr, BFhj and their average mBF) all showed a medium
level of predictability (class 3 of prediction), potentially linked to the dynamics of fat depo-
sition during growth, which essentially occurs after 70 kg BW. However, the metabolome-
based prediction of these phenotypes is not crucial since they are easily measured on the
living animal. The carcass length (Length) displayed also a limited prediction level, but is
of no economic interest to date. In the last 3 groups of phenotypes, one phenotype within
each group was accurately predicted, while the others were not:
• Concerning traits recorded during growth (ADG, FCR, DFI), we observed that DFI
was better predicted than ADG and FCR separately. Individual measurements of DFI
require specific and expensive equipment, and are hence rarely performed. However,
it represents a very important criterion from an economic perspective, and presents
a medium to good level of prediction here.
• As regards to carcass efficiency, DP was actually quite well predicted (class 2 of
prediction), even though individual weights (CW and LWS) were not.
• The lean meat content estimated from cut weights (LMP) displayed the highest
prediction accuracy (class 1 of prediction). The prediction of separate pieces weights
varied from bad to good, but was always worse than LMP. Lean meat content is a
crucial parameter for the breeders since it directly influences the payment of carcasses.
Two measurements were available and ComLMP and LMP are highly correlated
(Figure 5). The latter measurement is time-consuming and requires half of a carcass
for the cutting of the various pieces. The LMP impacts the income of the breeder
2.2 Article - Pre´diction de phe´notypes a` partir du me´tabolome
44
and the slaughterhouse, and displayed the highest predictability level among the
phenotypes considered here, as well as among those included in the current selection
objective (i.e. MQI, ADG, FCR and LMP).
4.4 A possible biological interpretation of the good prediction
performance of LMP
The purpose of this work was not to dissect the metabolism mechanisms linked to the
measured traits, but to quantify the power of prediction of NMR metabolomic spectra
for production and quality traits. Discussing biological aspects of the most predictive
metabolites can be proposed, but only to check biological coherence of the whole statisti-
cal process. Because of a risk of over-interpretation, we chose to limit the discussion on that
point. The results obtained above can thus be validated considering the coherent biological
significance of the metabolites selected to predict LMP. Indeed, a connection between the
phenotype LMP and some metabolites found in plasma has been highlighted. It involves
(i) three amino acids: valine, alanine and glutamine, (ii) an energetic intermediate of the
Krebs cycle, citrate, (iii) an end metabolite of amino acids, creatinine, and its precursor
creatine, and (iv) choline, a quaternary ammonium derivative, involved in the biosynthesis
of the choline-containing phospholipids, acetylcholine and betaine.
In Model 1, the lean meat percentage (LMP) measured at slaughter is positively linked
to circulating creatinine and negatively linked to creatine measured between 60 and 70 kg
BW. Creatinine is directly linked to the muscular mass and as such is correlated to the
total amino acid catabolism in muscle, which may depend on gender and hormonally-based
anabolic treatment (Dumas et al., 2005). Interestingly, when no qualitative covariate such
as “breed” (Model 2) or “batch” (Model 3) is used in the prediction model, creatine is
found in plasma as an independent variable negatively linked to LMP. This may imply
that the energetic requirements needed to sustain muscular metabolism are adjusted in a
coordinated manner according to the relative potential to increase the muscle mass, and
result in different circulating concentrations of creatine. When breed or batch covariates
are introduced in the models, creatine is not found as a main independent variable. Prob-
ably, creatine as precursor of phosphocreatine – this phosphagen represents the greater
part of the total P-bonded energy in muscle instantaneously available to regenerate ATP
(Hochachka, 1994; Brosnan and Brosnan, 2007) – is metabolized at different levels in the
different breeds, as it seems to be linked to a final LMP phenotype which is strikingly differ-
entiated between breeds and probably between genders. Glutamine, detected atδ 2.43 ppm,
and lactate, detected atδ 1.33 ppm, also displayed a differential pattern of energy supply
to muscle which was positively correlated to LMP between breeds (and genders). Glu-
tamine, as functional amino acid, is involved in multiple metabolic pathways and regulates
gene expression and signal transduction pathways (Wu, 2010; Wu et al., 2011). Among
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its different physiological functions, it is an important energy substrate, more particularly
for rapidly dividing cells such as enterocytes. Intra-breed (and -gender) variations in LMP
are also positively correlated to citrate. As for phosphagen P-creatine, a higher potential
in muscle accretion seems to be coordinately sustained by systemic bioenergetic adapta-
tion observed at the level of the citric acid cycle and lactate metabolism. Unfortunately,
complementary observations are lacking so it is difficult to provide, at this stage, sound
physiological interpretation concerning the relative involvement of factors related either to
the genetic background or to a gender-adjusted physiology of such energetic homeostatic
adjustments. Indeed, there are here two confounded factors leading to LW or LR castrates
on one side and PI females on the other.
As the data (raw, Haar transformed or Daubechies transformed) may have some influence
on the selected metabolites, we displayed on the mean spectrum the regions corresponding
to the selected variables (Figure S3), on the particular case of Model 2 for the LMP phe-
notype as a matter of example. These results showed that the use of raw data is the best
approach if one is interested in a biological interpretation, while the pre-processing using
the Daubechies basis is overall the best approach in the case of prediction (even though its
effect is not tremendous on our data set). The pre-processing with the Haar basis appeared
as a trade-off between the 2 goals: biological interpretation and phenotype prediction.
The 3 approaches all pointed out the fine region of the spectrum corresponding to the
creatinine (4.05 ppm). The selected points of the raw data (Figure S3a) were included
in the larger regions pointed out by Daubechies (Figure S3c), which displayed too large
regions to be interpretable.
The purpose of this paper was to predict a phenotype with NMR metabolomic profiles. This
is different from an analysis aiming at dissecting the phenotype and discovering metabo-
lites underlying the trait. We only proposed a discussion on the selected metabolites (those
with the highest predictive value) for the sake of biological coherence. In this context, it is
not a problem that the same metabolites are selected for two highly correlated phenotypes.
This could be due (or not) to a common set of metabolism mechanisms.
Metabolomic profiles are now relatively cheap. One may use them in practice to ob-
tain targeted metabolic information for identified biomarkers, or to predict phenotypes of
economic interest. Several samples could be considered during the animal’s life, depending
on the phenotypes desired (i.e. linked to growth during the breeding period, or linked to
meat quality near slaughter time). Generally speaking, metabolomic-based prediction of
production phenotypes would be of practical interest in animal selection, especially when
phenotypes cannot be measured directly on selection candidates, since the measurements
require slaughter (carcass efficiency traits, meat quality traits), or are too expensive (feed
efficiency). The current solution is to measure these traits on relatives of selection candi-
dates, and this information is used to predict the genetic value of the candidates. However,
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phenotypic measurements performed on the animal itself rather than on its relatives, would
provide more accurate predictions of the genetic value. If individual meat quality traits
could be predicted by accurate indirect measures (based on metabolome profiles), selec-
tion would be more efficient than when based on the performances of relatives (which is,
moreover, more expensive). The first results obtained in this study need further validation
before any practical use in selection schemes.
In conclusion, metabolomic data can be used to predict a phenotype without any fur-
ther knowledge of the individual. Nevertheless, this prediction ability is again improved
when the breed information is available as additional data. For prediction purposes in
general, a well-adapted method of reducing noise in data coupled with a sparse prediction
approach is to be recommended. This is the first time to our knowledge that breeding and
production traits on the growing pig have been predicted on the basis of a single blood
sample collected on the living animal during its breeding period. The prediction accuracies
varied considerably among the traits, and some of them showed indeed an accurate pre-
diction. We are enthusiastic on the finding that some main economically important traits
can be predicted from a simple NMR metabolomic profile achieved on blood.
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Batch
1 2 3 4 5 6 7 8
Large White, dam breed 42 45 54 13 16 20 9 0
Landrace, dam breed 22 39 51 0 21 28 27 0
Pietrain, sire breed 0 37 29 5 0 33 0 17
Table 1: Number of pigs in every breed × batch combination.
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Model 1 Model 2 Model 3
δ (ppm) (n) Assignment δ (ppm) (n) Assignment δ (ppm) (n) Assignment
4.05 (100) PL creatinine 4.05 (100) PL creatinine 4.05 (100) PL creatinine
3.93 (100) NL creatine 1.04 (92) NL valine 2.25 (97) NL valine
2.43 (100) PL glutamine 2.54 (88) PL citrate,
β-alanine,
unknown
1.04 (84) NL valine
1.33 (100) PL lactate 2.40 (78) PL glutamine 2.54 (83) PL citrate,
β-alanine,
unknown




2.25 (78) NL valine
1.45 (89) PL alanine
2.15 (82) PL glutamine
7.67 (80) NL unknown
2.51 (74) NL citrate
0.99 (74) NL isoleucine
Table 2: Variables selection for Lean Meat Percentage using the raw data for the three mod-
els: metabolomic data alone (Model 1), metabolomic + breed (Model 2) and metabolomic
+ breed + batch (Model 3). Chemical shifts (δ) in ppm and putative assignments are
given. The appearance of the variable over the 100 replications is given between parenthe-
ses, threshold at 70. Metabolites that are positively (resp. negatively) linked with LMP
are denoted by PL (resp. NL).
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Figure 1: 1H NMR spectrum acquired on plasma collected on one growing pig weighing 60
kg. Informative variables preselected by a multidimensional scaling procedure performed
on the transposed matrix of metabolomic data transformed into 0.01-ppm buckets are
colored in grey, when residual information found in baseline is colored in black. A 10-fold
magnification of the spectrum in the aromatic region above 5.15 ppm is applied.
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Figure 2: Prediction of Daily Feed Intake. Boxplot of the preprocessing methods con-
sidered over 100 resampling replicates, in the model with metabolomic data only, on raw
data (Raw), preprocessed data with Haar wavelet transformation (Haar) and Daubechies
wavelet (Daub.). (A) Mean Square Error of Prediction (MSEP), (B) Number of selected
coefficients.
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Figure 3: Lean Meat Percentage phenotype. Estimated values on the learning set (A) and
predicted values on the test set (B), both against the true values. Predictive model with
metabolomic data only (Model 1).
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Figure 4: Mean Square Error of Prediction for all the considered phenotypes, on the raw
metabolomic data with breed information, expressed in phenotypic variance units. C1,
C2, C3 and C4 define 4 classes of prediction accuracies. The 3 pre-processing methods are
displayed (raw data, wavelet transformation with Daubechies basis, and with Haar).
2.2 Article - Pre´diction de phe´notypes a` partir du me´tabolome
55
(a)
Figure 5: Canonical analysis between the 1H NMR data set (X) and the phenotype data
set (Y). a. Projection of variables. 1H NMR variables with correlation less than 0.4 were
not plotted. b. Correlation heatmap between variables belonging to the two datasets (X
and Y). Classes of variables refer to the prediction levels in Figure 4.
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(b)
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Supplemental Material
Wavelet decomposition. There will be several levels of decomposition of an initial
spectrum from level N-1 –high resolution- to level 0 –rough tendency-. The number of
these levels is N=9 (because the number of buckets p = 375 lies between 28 = 256 and
29 = 512), The initial spectrum f(t) is decomposed as the sum of a detail spectrum D8(t)
and an approximation A8(t). Then the approximated spectrum A8 is decomposed into a
further detail spectrum D7 and a further approximation A7. Each approximated spectrum
is decomposed sequentially as the sum of a detail spectrum and of an approximation
spectrum (as a residual), as illustrated in Figure S1 for the Daubechies basis. The detail





where each ψj,k(t) is a translation and a dilatation of the so-called mother wavelet ψ(t)
(Haar that is a simple step function, or Daubechies a continuous trimodal function). In
practice, the index k is in a finite support. The coefficients b are called the (detailed)
coefficients and are equal to bj,k =
∫
f(t)ψj,k(t) . An empirical estimator of these coefficients
is used, from the values of the discretized spectrum at points ti . Some of the numerous
wavelet coefficients are close to 0, so thresholding is made to reduce the number of non-null
coefficients.





where each φj,k(t) is a translation and a dilatation of the so-called father wavelet φ(t) .
The coefficients a are called the approximated coefficients.
The initial signal f(t) can be entirely reconstructed from all detail spectra and the
approximation A0 at the lowest resolution level:
f(t) = DN−1(t) + AN−1(t) = DN−1(t) +DN−2(t) + · · ·+D0(t) + A0(t)
since Aj(t) = Aj−1(t) +Dj−1(t) for j ∈ {1, . . . , N − 1}.
The (detailed) wavelet coefficients b estimated from the data in Figure S1 are plotted in
Figure S2 for all resolution levels.
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Figure S1. The eight levels of decomposition of the initial spectrum with the Daubechies
wavelets.
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Figure S2. The wavelet coefficients of each level of the Daubechies decomposition.
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Figure S3. Parts of the metabolomic spectrum that are highlighted by the Lasso method
for LMP phenotype in Model 2 (a) for the raw spectrum, (b) for the pre-processed spectrum
using the Haar wavelet basis, (c) using the Daubechies basis.
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Figure S4. Prediction of Daily Feed Intake. Boxplot of the preprocessing methods
considered over 100 resampling replicates, in the model with both metabolomic data and
breed information, on preprocessed data with Haar wavelet transformation (Haar) and
Daubechies wavelet (Daub.). (A) Mean Square Error of Prediction (MSEP)
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Figure S5. Comparison of data pre-processing on prediction errors, for Model 1 (metabolomic
data alone as covariates): raw data, Daubechies wavelets, and Haar wavelets.
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Figure S6. Comparison of data pre-processing on prediction errors, for Model 2 (metabolomic
data and breed as covariables): raw data, Daubechies wavelets, and Haar wavelets. Same
as Figure 4 in main text.
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Figure S7. Comparison of data pre-processing on prediction errors, for Model 3 (metabolomic
data, breed and batch as covariables): raw data, Daubechies wavelets, and Haar wavelets.




































































































Figure S8. Comparison of model performances on prediction errors, for raw data. Model
1: metabolomic spectra; Model 2: metabolomic spectra and breed; Model 3: metabolomic
spectra, breed and batch as covariables.
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Figure S9. Comparison of model performances on prediction errors, for pre-processed
data (with Haar wavelets). Model1: metabolomic spectra; Model 2: metabolomic spectra
and breed; Model 3: metabolomic spectra, breed and batch as covariables.
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Figure S10. Comparison of model performances on prediction errors, for pre-processed
data (with Daubechies wavelets). Model1: metabolomic spectra; Model 2: metabolomic
spectra and breed; Model 3: metabolomic spectra, breed and batch as covariables.















































Figure S11. P-values of unilateral paired t-tests for the null hypothesis that the MSE
obtained with Daubechies wavelet preprocessing is smaller than the ones with the Haar
basis. The Bonferroni correction for a global type I error of 5% is materialized on the graph.
In summary, Daubechies is preferable to Haar in 5 cases for Model 1, 5 cases for Model 2
and 3 cases for Model 3.















































Figure S12. P-values of unilateral paired t-tests for the null hypothesis that the MSE
obtained with Daubechies wavelet preprocessing is larger than the ones with the Haar ba-
sis. The Bonferroni correction for a global type I error of 5% is materialized on the graph.
In summary, Haar is preferable to Daubechies in 5 cases for Model 1, never for Model
2, and in 1 case for Model 3.
2.2 Article - Pre´diction de phe´notypes a` partir du me´tabolome
71
LW LR PI
LWETP 111.82±4.17 111.59±3.82 109.3±5.16
LWS 107.56±4.22 107.37±3.74 106.85±5.06
ADG 973.28±89.15 966.69±82.07 872.5±87.24
FCR 2.68±0.2 2.81±0.21 2.46±0.17
DFI 2.61±0.25 2.71±0.22 2.14±0.18
CW 84.23±3.56 83.1±3.23 87.49±4.32
CWwtH 79.35±3.41 78.41±3.19 82.98±4.24
HCW 39.53±1.76 39.1±1.68 41.43±2.16
DP 78.31±1.28 77.39±1.27 81.88±1.27
hamW 9.57±0.51 9.35±0.49 11.48±0.63
loinW 5.1±0.5 5.24±0.45 4.7±0.48
bfW 9.29±0.57 9.11±0.53 9.37±0.62
shW 10.77±0.72 10.25±0.74 12.48±0.89
beW 3.47±0.61 3.85±0.6 2.07±0.4
LMP 55.69±2.69 53.26±2.82 65.38±1.92
Com.LMP 58.12±2.49 55.41±2.87 64.42±1.88
Length 1015.38±26.49 1029.68±27.49 958.35±27.73
BFsh 16.83±3.51 17.31±3.37 9.63±2.92
BFlr 18.32±3.16 19.06±3.27 13.82±2.63
BFhj 35.37±4.22 34.2±3.94 27.89±4.07
mBF 23.51±3.22 23.52±3.05 17.11±2.7
pH24 5.76±0.2 5.7±0.18 5.66±0.15
L* 50.45±3.93 51.1±3.49 53.12±3.86
a* 9.28±1.58 9.4±1.38 11.34±1.93
b* 5.16±1.6 5.41±1.32 6.86±1.69
WHC 14.54±6.24 12.87±6.65 2.12±2.38
MQI 87.46±3.03 86.43±2.77 84.39±2.07
Table S1. Phenotypic data. For each breed, the mean and standard deviation of all
phenotypes are given.
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LWETP 1.00±0.06 1.00±0.06 0.96±0.07 0.95±0.05 0.97±0.06 0.97±0.06
LWS 0.98±0.05 1.00±0.05 0.98±0.06 1.00±0.16 0.98±0.05 0.98±0.09
Growth
traits
ADG 0.84±0.09 0.80±0.09 0.75±0.08 0.76±0.11 0.76±0.08 0.75±0.07
FCR 0.70±0.08 0.67±0.07 0.68±0.08 0.69±0.07 0.65±0.07 0.66±0.07
DFI 0.43±0.06 0.40±0.06 0.39±0.05 0.37±0.05 0.40±0.05 0.40±0.07
Carcass
weights
CW 0.84±0.09 0.86±0.08 0.83±0.09 0.82±0.09 0.82±0.12 0.82±0.09
CWwtH 0.81±0.09 0.83±0.08 0.80±0.09 0.80±0.13 0.80±0.10 0.79±0.10
HCW 0.81±0.09 0.85±0.09 0.80±0.09 0.81±8.63 0.80±0.10 0.79±0.23




hamW 0.44±0.06 0.41±0.05 0.27±0.04 0.28±0.04 0.27±0.04 0.28±0.37
loinW 0.93±0.06 0.90±0.06 0.84±0.06 0.83±0.06 0.84±0.08 0.84±0.07
bfW 0.98±0.08 0.96±0.07 0.98±0.08 0.98±4.74 0.88±0.08 0.90±0.015
shW 0.51±0.06 0.51±0.07 0.42±0.05 0.42±2.02 0.40±0.06 0.40±0.06
beW 0.42±0.05 0.40±0.05 0.34±0.04 0.33±0.04 0.34±0.04 0.36±0.04
LMP 0.30±0.04 0.29±0.04 0.18±0.02 0.18±0.02 0.18±0.02 0.19±0.03
Com.LMP 0.41±0.06 0.41±0.06 0.30±0.05 0.33±0.05 0.31±0.04 0.35±0.05
Length 0.65±0.09 0.65±0.09 0.48±0.06 0.48±0.07 0.49±0.06 0.49±0.07
BFsh 0.58±0.06 0.56±0.06 0.49±0.05 0.50±0.06 0.50±0.05 0.52±0.06
BFlr 0.69±0.07 0.70±0.07 0.67±0.07 0.69±0.07 0.67±0.07 0.69±0.07
BFhj 0.72±0.07 0.68±0.07 0.64±0.07 0.67±0.07 0.64±0.07 0.66±0.07
mBF 0.60±0.06 0.58±0.06 0.51±0.06 0.55±0.06 0.52±0.07 0.57±0.06
Meat
quality
pH24 1.00±0.03 1.00±0.05 0.95±0.04 0.95±0.04 0.94±0.06 0.94±0.09
L* 0.95±0.06 0.95±0.05 0.95±0.06 0.94±0.06 0.97±0.06 0.96±0.09
a* 0.91±0.07 0.91±0.07 0.78±0.07 0.78±0.07 0.79±0.08 0.79±0.09
b* 0.90±0.06 0.89±0.07 0.84±0.06 0.84±0.08 0.77±0.09 0.80±0.09
WHC 0.77±0.07 0.77±0.06 0.56±0.05 0.56±0.05 0.56±0.05 0.56±0.05
MQI 0.91±0. 06 0.92±0.05 0.84±0.07 0.84±0.06 0.85±0.07 0.85±0.12
Table 1: Results for Mean Square Error of Prediction (MSEP) on the raw data and the
transformed data (with Daubechies) for three models: metabolomic data alone (Model 1),
metabolomic + breed (Model 2) and metabolomic + breed + batch (Model 3). The results
are presented as median±standard deviation over 100 replicates.
2.2 Article - Pre´diction de phe´notypes a` partir du me´tabolome
73
2.3 Pour aller plus loin
2.3 Pour aller plus loin
L’article pre´sente´ en Section 2.2 s’est focalise´ sur trois me´thodes : le Lasso applique´ sur
les donne´es brutes, et le Lasso applique´ sur les coefficients d’ondelettes obtenus par une
transforme´e dans la base de Daubechies ou de Haar. L’estimation du Lasso e´tant biaise´
(Zhang and Hunag, 2008), cette me´thode a e´te´ utilise´e en tant que me´thode d’estimation
de support et non d’estimation des coefficients. Les coefficients sont estime´s a` l’aide de
l’estimateur des moindres carre´s dans le mode`le Y = XSˆβSˆ +  ou` Sˆ est une estimation du
support de β obtenue par la me´thode Lasso. La validation croise´e a donc e´te´ re´alise´e sur
la base de cette nouvelle estimation.
La faible diffe´rence entre le pouvoir pre´dictif des donne´es brutes et celui des coefficients
d’ondelettes pour le mode`le (12b) ou le mode`le (12c) pourrait eˆtre partiellement explique´e
par la Figure 4. Cette figure compare les erreurs de pre´dictions entre le mode`le (12b) et
un mode`le dans lequel seul l’effet race est pris en compte :
phe´notype = intercept + race + bruit. (13)
On observe que l’apport des donne´es me´tabolomiques dans le mode`le (12b) en terme
d’ame´lioration de la qualite´ de pre´diction est limite´ pour la plupart des phe´notypes. Ce
phe´nome`ne signifie que la connaissance du me´tabolome apporte tre`s peu d’informations
supple´mentaires par rapport a` la connaissance de la race de l’animal pour la pre´diction de
la plupart des phe´notypes. Le phe´nome`ne est confirme´ par une analyse intra-race pre´sente´e
en Figure 5 dans laquelle on observe que la pre´diction chute conside´rablement, ici pour la
race Large White type femelle. Une autre raison est ici envisageable a` celle d’une absence
de relation entre le phe´nome et le me´tabolome : le pouvoir pre´dictif diminue puisque le
nombre d’observations est plus re´duit mais avec autant de variables.
Certaines pre´dictions sont toutefois ame´liore´es par l’apport des donne´es me´tabolomiques,
comme c’est le cas pour la consommation moyenne journalie`re DFI et pour deux taux
de muscle LMP et Com.LMP, cf. Figure 4. Pour ces phe´notypes, l’utilisation conjointe
des donne´es me´tabolomiques et de la race de l’animal permet d’obtenir une qualite´ de
pre´diction acceptable. De plus, l’acquisition des donne´es me´tabolomiques est relativement
peu couˆteuse et ne´cessite une simple prise de sang sur l’animal ; la bonne pre´diction de
phe´notypes tel que le taux de muscle pre´sente donc un re´el inte´reˆt e´conomique pour la
filie`re porcine.
Les re´sultats pre´sente´s sont base´s sur l’utilisation de la me´thode Lasso. Toutefois,
comme mentionne´ dans l’article pre´sente´ en Section 2.2, d’autres me´thodes ont e´te´ ex-
ploite´es comme la me´thode PLS, la sPLS ou les foreˆts ale´atoires ; cependant ces me´thodes
donnant des re´sultats similaires a` la me´thode Lasso, elles n’ont pas e´te´ e´tudie´es plus avant.
On peut observer les diffe´rents re´sultats obtenus en termes d’erreurs de pre´dictions sur la












































































Figure 3 – Erreurs de pre´diction concernant le phe´notype DFI pour le mode`le
(12a) applique´ au donne´es brutes. Le nombre de directions PLS et sPLS a e´te´
choisi par validation croise´e sur l’e´chantillon d’apprentissage. Le coefficients α
de l’Elastic Net de´finit la pe´nalite´ comme : (1− α)||β||22 + α||β||1.
2.4 Conclusion
Les re´sultats pre´sente´s dans cette partie proviennent d’une analyse a` grande e´chelle
sur des animaux domestiques visant a` pre´dire des phe´notypes de productions a` partir de
profils me´tabolomiques. Une unique prise de sang a e´te´ effectue´e sur les animaux a` un
poids d’environ 60kg ; cependant une certaine variabilite´ sur le poids ainsi que l’age des
animaux au moment de la prise de sang est pre´sente. Cette variabilite´ combine´e au plan
d’expe´rience tre`s de´se´quilibre´ nous montre les limitations de cette e´tude.
Une transforme´e pre´alable des profils me´tabolomiques a` l’aide d’outils d’analyse du signal,
plus particulie`rement les ondelettes, a e´te´ propose´e. Une ame´lioration du pouvoir pre´dictif
du me´tabolome apre`s transforme´e en ondelettes est visible dans certains cas. L’apport de
la transformation en ondelettes est relativement faible voire de´cevant, contrairement a` ce
qui e´tait attendu au vu d’e´tudes similaires mais non publie´es (Martin, Besse, De´jean, Villa-
Vialaneix, communications personnelles). L’article pre´sente´ ayant un fort inte´reˆt applique´,
seule la me´thode de se´lection de variables Lasso a e´te´ propose´e.
L’objectif de cette partie e´tait d’e´valuer le pouvoir pre´dictif de profils me´tabolomiques
de type RMN sur des phe´notypes de production utilise´s en routine pour l’e´valuation des
animaux dans la filie`re porcine. Une e´tude de cette ampleur est une premie`re. Elle a permis
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de conclure que certains phe´notypes de production peuvent eˆtre pre´dits a` l’aide de profils
me´tabolomiques. Un raffinement du protocole expe´rimental doit maintenant eˆtre re´fle´chi,
notamment sur le moment optimal des prises de sang. Une comparaison plus approfondie
de me´thodes statistiques de pre´diction sera alors ne´cessaire.
Dans l’objectif d’expliciter la relation entre un phe´notype de production et les profils
me´tabolomiques, des me´thodes de se´lection de variables plus stables que la me´thode Lasso
sont a` envisager. La partie suivante propose de nouvelles me´thodes qui ont e´te´ de´veloppe´es
au cours de cette the`se et qui re´pondent a` ce proble`me. Ces me´thodes seront applique´es sur

















































































Figure 4 – Pre´diction des 27 phe´notypes avec la me´thode Lasso sur les donne´es
brutes, pour le mode`le 2 qui conside`re la race et le me´tabolome- mode`le (12b)-
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Figure 5 – Pre´diction des 27 phe´notypes avec la me´thode Lasso sur les donne´es
brutes, pour le mode`le 1 en ne conside´rant que les individus Large White type
femelle.
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3 Se´lection de variables dans un mode`le line´aire :
tests d’hypothe`ses multiples
3.1 Motivations
Dans un objectif d’explication d’un phe´nome`ne biologique, la se´lection de variables
est la me´thode la plus naturelle. Souvent utilise´e dans un mode`le line´aire, la se´lection est
applique´e a` l’aide de nombreuses me´thodes existantes, comme le Lasso, l’adaptive Lasso, le
Bolasso ou encore la proce´dure FDR qui est tre`s prise´e des biologistes. La meilleure me´thode
est celle qui explique entie`rement le phe´nome`ne sous-jacent (se´lectionne toutes les variables
pertinentes) sans pour autant inse´rer trop de faux positifs (variables se´lectionne´es a` tort).
Notre objectif est tout d’abord de tester quelques me´thodes existantes sur un exemple qui
se rapproche de nos donne´es re´elles, et de par la suite envisager de nouvelles me´thodes de
se´lection de variables performantes en grande dimension.
Afin de juger du potentiel de ces me´thodes en pratique, conside´rons une simple simulation
de grande dimension dans laquelle n = 100, p = 600 et le nombre de vraies variables est





) = 0.44 (cf.





ij = 1,∀2 ≤ j ≤ p, et X1 est une colonne de 1/
√
n -l’intercept-.
La variable Y est simule´e comme Y = βi1Xi1 + · · · + βik0−1Xik0−1 + , ou`  est un bruit
gaussien centre´ re´duit, J = {1, i1, . . . , ik0−1} ⊂ {1, . . . , p} et βJ = 10.
La Table 3 montre les re´sultats des me´thodes sus-cite´es sur 500 simulations de ce simple
cadre. La pe´nalite´ du Lasso et de ces variantes a e´te´ choisie par 10-validation croise´e.
La proce´dure FDR est utilise´e pour un niveau de controˆle de faux positifs de q = 0.1 et
q = 0.05.
Ide´al FDR Lasso Bolasso adLasso
q=0.1 q=0.05
Egalite´ 1.00 0.00 0.00 0.00 0.25 0.01
Incl. 11.00 3.33 3.02 17.97 13.24 17.45
C. incl. 11.00 3.33 3.02 10.99 10.99 10.97
MSE 0.00 6.34 6.69 0.31 0.20 0.31
Table 3 – Re´sultats de 500 simulations pour un mode`le dans lequel n = 100, p =
600, k0 = 11, βJ = 10. La premie`re ligne “Egalite´” donne le pourcentage de fois
ou` Jˆ = J. “Incl.” donne la moyenne du nombre de variables se´lectionne´es et
“C. incl.” celle du nombre de variables pertinentes se´lectionne´es. Le MSE est
obtenu par moyenne sur toutes les simulations : MSE =
∑n
i=1(Yˆi−(XβJ)i)2/n, ou`
Yˆ = Xβˆ, et ou` βˆ est une estimation de β avec des coefficients non nuls seulement
sur Jˆ.
Les me´thodes teste´es dans le cadre de cette simulation ne sont pas satisfaisantes en
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terme de se´lection de variables : le Lasso et ses extensions se´lectionnent trop de variables
non pertinentes, et la proce´dure FDR sous estime le nombre de vraies variables sans tou-
tefois prendre en compte de faux positifs.
Partant de ce constat, nous avons de´veloppe´ des me´thodes de se´lection de variables puis-
santes base´es sur des tests d’hypothe`ses multiples et donnant de tre`s bon re´sultats en
simulation dans le cas ou` le nombre de variables explicatives p est plus petit que le nombre
d’observations n, mais aussi dans le cas ou` p > n. Ces me´thodes sont base´es sur une
proce´dure de Baraud et al. (2003) et elles ne contiennent pas de parame`tres a` optimiser
qui influencent fortement les re´sultats comme c’est le cas pour les me´thodes pe´nalise´es
(Lasso ou variantes par exemple), le seul parame`tre est le niveau du test que l’on fixe au
pre´alable, comme c’est le cas pour la proce´dure FDR.
3.2 Article - Tests d’hypothe`ses multiples pour la se´lection de
variables
Re´sume´ De nombreuses me´thodes ont e´te´ de´veloppe´es pour estimer l’ensemble des vraies
variables d’un mode`le line´aire parcimonieux Y = Xβ +  dans lequel la dimension p de β
peut eˆtre beaucoup plus grande que la longueur n du vecteur d’observations. Nous propo-
sons deux nouvelles me´thodes de se´lection de variables base´es sur des tests d’hypothe`ses
multiples, une me´thode concerne la se´lection ordonne´e et une autre la se´lection non or-
donne´e. Nos proce´dures sont inspire´es de la proce´dure de tests multiples introduit par
Baraud et al. (2003). Les nouvelles proce´dures sont puissantes sous certaines conditions
sur le signal Xβ et leurs proprie´te´s sont non asymptotiques. Ces proce´dures donnent de
meilleurs re´sultats que la proce´dure FDR et le Lasso, en petite dimension (p < n) mais
aussi en grande dimension (p ≥ n).
Article soumis
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Many methods have been developed to estimate the set of relevant variables in
a sparse linear model Y = Xβ +  where the dimension p of β can be much higher
than the length n of Y . Here we propose two new methods based on multiple hy-
potheses testing, either for ordered or non-ordered variable selection. Our procedures
are inspired by the testing procedure proposed by Baraud et al. (2003). The new
procedures are proved to be powerful under some conditions on the signal and their
properties are non asymptotic. They gave better results in estimating the set of
relevant variables than both the False Discovery Rate (FDR) and the Lasso, both in
the common case (p < n) and in the high-dimensional case (p ≥ n).
1 Introduction
Recent technologies have provided scientists with very high-dimensional data. This is
especially the case in biology with high-throughput DNA/RNA chips. Unravelling the rel-
evant variables -genes for example- underlying an observation is a well known problem in
statistics and is still one of the current major challenges. Indeed, with a large number of
variables there is often a desire to select a smaller subset that not only fits almost as well
as the full set of variables, but also contains the most important ones for a prediction pur-
pose. Discovering the relevant variables leads to higher prediction accuracy, an important
criterion in variable selection.
Many methods have been developed to estimate the set of relevant variables in the
linear model Y = Xβ +  where the dimension p of β can be much higher than the
length n of Y . Most of these methods are based on a penalized criterion. The mostly
known is probably the Lasso that has been presented by Tibshirani (1996); l1 penalization
of the least squares estimate which shrinks to zero some irrelevant coefficients, hence an
estimation of the set of relevant variables. A lot of studies have been conducted on the
Lasso and many results are available (Zhao and Yu, 2006; Meinshausen and Bu¨hlmann,
2006; Bunea et al., 2007; Wainwright, 2009). The Lasso has several variants such as an
adaptative Lasso (Huang et al., 2008), a bootstrap Lasso (Bach, 2009) or a Group Lasso
(Chesneau and Hebiri, 2008). A l1 penalization has also been used in the Sparse-PLS,
which induces a limited number of variables in each PLS direction; see Tenenhaus (1998)
for an introduction on PLS, and Leˆ Cao et al. (2008) for further details on Sparse-PLS.
Other kinds of penalization have also been used, such as the Akaike Information Criterion
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(AIC) or the Bayesian Information Criterion (BIC), two methods based on the logarithm of
the likelihood penalized by the number of variables included in the model. Despite that the
major portion of model selection methods was developed to perform in low dimension, some
of them apply in the high-dimensional case. There is still some others that were actually
developed to be powerful when p is higher than n, such as the Dantzig selector (Candes
and Tao, 2007). Yet, a recent paper shows that under a sparsity condition on the linear
model, the Dantzig selector and the Lasso exhibit similar behavior (Bickel et al., 2009).
Nevertheless, penalization criterion is not the only way to perform model selection. For
instance, the False Discovery Rate (FDR) procedure, developed in the context of multiple
hypotheses testing by Benjamini and Hochberg (1995), was used in variable selection by
Bunea et al. (2006). This procedure has been extended to high-dimensional analysis and
is presently used in biology for QTL research and transcriptome analysis; a p-value is
calculated for each variable Xi from the regression of Y onto that variable and selection
is performed through an adjusted threshold. Wasserman and Roeder (2009) proposed a
three stages procedure that also uses hypotheses testing, they called it ‘the screen-and-
clean procedure’. The first stage fits a collection of models through a chosen method
-they proposed the Lasso, the marginal regression and the forward stepwise regression-,
the second stage selects a model among that collection thanks to cross validation, finally
the last step uses hypothesis testing to perform variable selection. The screen-and-clean
procedure is consistent under certain conditions.
Most of the selection methods cited above give quite good results when p is lower than
n. However, they all have drawbacks that especially appear in a high-dimensional context.
For instance, Lasso lacks stability: due to increasing collinearity when p > n, only small
changes in the data set leads to different sets of selected variables. Moreover, the results of
the Lasso, as well as its extensions, depend on a penalty parameter that has to be tuned,
which is surely the major drawback. For the screen-and-clean procedure to be efficient,
the dataset has to be divided in three, which is not always conceivable when the number
of observations is small. As the authors pointed out in their simulation, they obtained
better results when the first two steps were both conducted on the same split of the data,
leading to the question of usefulness of the data split in practice. Moreover, the variance
is assumed to be known in their theoretical results.
This paper deals with the problem of selecting the set of indices of the relevant variables
in a sparse linear model when p can be lower or higher than n without data splitting and
with unknown variance. We present a new method of variable selection based on multiple
hypotheses testing which is stable and free of tuning parameters, except the type I error
of the tests which has to be chosen (as for the FDR procedure or any statistical testing).
We consider the regression model:
Y = Xβ + , (1)
where Y is the observation of length n, X = (X1, . . . , Xp) is the n×p matrix of p variables,
β is an unknown vector of Rp,  a Gaussian vector with i.i.d. components,  ∼ Nn(0, σ2In)
where In is the identity matrix of Rn, and σ some unknown positive quantity. For the
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convenience of the reader, one could recall that X1 is the intercept. We define the support
of β, J = {j, βj 6= 0} and |J | = k0. A variable Xj is said to be relevant when βj 6= 0. We
denote βJ = (βj)j∈J . Let µ = E(Y ) = Xβ and Pµ the distribution of Y obeying to model
(1).
The aim of this paper is to estimate J , the set of indices of the relevant variables in (1).
We distinguish two frameworks. In a first step, we only consider ordered variable selection.
We define a powerful procedure for estimating J under some conditions on the signal, ei-
ther when p ≤ n or when p > n. These properties are non asymptotic. The procedure is a
multiple hypotheses testing method based on the testing procedure developed by Baraud
et al. (2003). In a second step, the variables are not assumed to be ordered. We provide
a procedure to estimate J when σ is known and another procedure when σ is unknown.
The two procedures are proved to be powerful under some conditions on the signal. The
properties of the procedures are also non asymptotic.
Let us introduce some notations that will be used throughout this paper. Note ||s||2n =∑n
i=1 s
2
i /n. Set ΠV the orthogonal projector onto V for all subspace V . F¯D,N(u) denotes
the probability for a Fisher variable with D and N degrees of freedom to be larger than u.
We denote ∀ (x, y) ∈ Rn2 < x, y >n=
∑n
i=1 xiyi/n, < x, y >= n < x, y >n and ∀a ∈ R, bac
the integer part of a.
This paper is organized as follow, in Section 2 we present the first procedure to esti-
mate J in the context of ordered variable selection; the non-ordered variable selection is
considered in Section 3. A simulation study is provided in Section 4 to compare several
variable selection methods. The proofs are given in B.
2 Ordered variable selection
The procedure that will be described in this section is applicable either when p < n or
when p ≥ n. We make the following assumptions :
• A1: each family {XI , I ⊂ {1, . . . , p} , |I| = min(p, n)} is linearly independent,
• A2: the number of relevant variables verifies k0 ≤ min(n− 1, p).





In this section we focus on ordered variables selection, which means that the set of
indices of the relevant variables is supposed to be J = {1, . . . , k0}, for some k0 ≤ min(n−
1, p). Hence an estimation of k0 gives us an estimation of J . This section focuses on the
estimation of k0.
Our procedure is a multiple hypotheses testing method based on the testing procedure
developed by Baraud et al. (2003) in the context of linear regression of Y = f +  where
f is an unknown vector of Rn. Let V be a subspace of Rn. They constructed a testing
procedure of the null hypothesis “f belongs to V ” against the alternative that it does
not under no prior assumption on f . Their testing procedure is based on the choice
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of a collection {Sm,m ∈M} of subspaces of V ⊥ and the choice of a collection of levels
{αm,m ∈M}. They considered for each m ∈M a Fisher test of level αm to test
H0 : {f ∈ V } against the alternative H1,m : {f ∈ (V + Sm)\V } ,
and the null hypothesis H0 is rejected if one of the Fisher test does.
Our procedure consists in applying the procedure proposed by Baraud et al. (2003) on
a collection of subspaces (Vk)1≤k<min(n−1,p) to test successively the null hypotheses Hk :
{µ ∈ Vk}, for 1 ≤ k < min(n − 1, p). We stop our procedure as soon as a null hypothesis
is accepted.
Set ∀1 ≤ k < min(n−1, p), Vk = span(X1, . . . , Xk). With this choice of Vk and assumption
A1, we have dim(Vk) = k,∀1 ≤ k < min(n− 1, p).
Let k be fixed in {1, . . . ,min(n− 1, p)− 1}, we define tkmax = blog2(min(n−1, p)−k)c and
Tk =
{
0, . . . , tkmax
}
.
As done in Baraud et al. (2003), given a collection of levels {αk,t, t ∈ Tk} and a collection
of linear spaces {Sk,t, t ∈ Tk} we consider for each t ∈ Tk a Fisher test of level αk,t to test
the null hypothesis
Hk : {µ ∈ Vk} against the alternative {µ ∈ (Vk + Sk,t)\Vk} .
The null hypothesis Hk is rejected if at least one of the Fisher tests does. The collection of
levels {αk,t, t ∈ Tk} is calibrated in order to ensure that the final test Hk is of level α -fixed
in ]0, 1[-, and the collection {Sk,t, t ∈ Tk} of linear subspaces of V ⊥ is defined as follows:
∀ t ∈ Tk,
Sk,t = span
(




Let us introduce some notations that will be used throughout this section. For each
k ∈ {1, . . . ,min(n− 1, p)− 1}, t ∈ Tk, we set Vk,t = Vk ⊕ Sk,t, and denote Dk,t = 2t and
Nk,t = n− (k + 2t) the dimension of Sk,t and V ⊥k,t respectively.
As our procedure consists in successively testing the null hypotheses (Hk)1≤k<min(n−1,p)
at level α until a null hypothesis is accepted, an estimation of k0 with our procedure is
kˆ = inf {k ≥ 1, Hk is accepted} .
The estimated set of indices of the relevant variables is then Jˆ =
{
1, . . . , kˆ
}
. Note that if
all the null hypotheses (Hk)1≤k<min(n−1,p) are rejected, Jˆ = {1, . . . ,min(n− 1, p)}.
Let us recall the definition of the procedure proposed by Baraud et al. (2003) to test the









3.2 Article - Tests d’hypothe`ses multiples pour la se´lection de variables
84
where {αk,t, t ∈ Tk} is a collection of number in ]0,1[ such that:
∀µ ∈ Vk, Pµ(Tk,α > 0) ≤ α. (4)
The null hypothesis Hk is rejected when Tk,α is positive.
They chose the collection {αk,t, t ∈ Tk} in accordance with one of the two following proce-
dures:









P2. The collection {αk,t, t ∈ Tk} satisfies the inequality∑
t∈Tk
αk,t ≤ α.
Procedure P1 gives a test Hk of size α whereas procedure P2, which relies on Bonferonni’s
inequality, only gives a test Hk of level α. Our final multiple testing procedure, which
consists in calculating successively Tk,α from k = 1 until Tk,α is negative, is proved to
be powerful. An upper bound of the probability to wrongly estimate k0 is given in the
following theorem. Let us first introduce some notations. For k = 1, . . . ,min(n− 1, p)− 1,
for γ ∈]0, 1[ and for all t ∈ Tk, let Lt = log(1/αk,t), L = log(2/γ),mt = 2 exp(4Lt/Nk,t),
and for u > 0 let








C1(k, t) = 2.5(1 +Kt(Lt) ∨mt)Dk,t + Lt
Nk,t
,






















Theorem 2.1. Let Y obey to Model (1). Assume that conditions A1 and A2 are verified.
We denote by J the set {j, βj 6= 0} = {1, . . . , k0}. Let γ and α be fixed in ]0, 1[ .
The testing procedure estimates k0 by kˆ = inf {k ≥ 1, Tk,α ≤ 0}, where Tk,α is defined by
(3). Let {αk,t, t ∈ Tk} be defined according to the procedure P1 or P2.
The following inequality holds for all µ ∈ Rn and for all k0 ≤ min(n− 1, p):
Pµ(kˆ > k0) ≤ α. (5)
If ∀k ≤ k0 − 1 the condition (Rk) holds
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Pµ(kˆ < k0) ≤ γ, (6)
which implies that
Pµ(kˆ 6= k0) ≤ γ + α. (7)
This result is derived from the result on the power of the multiple testing procedure pro-
posed by Baraud et al. (2003). It is important to note that Theorem 2.1 is non asymptotic.
Comments
1. As mentioned in Baraud et al. (2003), for k fixed, C1(k, t), C2(k, t) and C3(k, t)
behave like constants if the following conditions are verified:
For all t ∈ Tk, αk,t ≥ exp(−Nk,t/10), γ ≥ 2 exp(−Nk,t/21) and the ratio Dk,t + Lk,t
Nk,t
remains bounded.
Under these conditions, the following inequalities hold:
C1(k, t) ≤ 10Dk,t + log(1/αk,t)
Nk,t
,















2. We say that µ satisfies condition (R) if ∀k ≤ k0 − 1, (Rk) holds. According to
Theorem 2.1, our procedure is powerful under the condition (R). Assume that p < n.
A condition on the coefficients βJ underlies in (R) since the projection of Y onto a
space spanned by a subset of the family (Xi)1≤i≤p depends both on β and on the
matrix X. These conditions on βJ explicitly appear when (Xi)1≤i≤p is an orthonormal
family. Assuming that (Xi)1≤i≤p is an orthonormal family, (1) becomes:
Y = X1β1 + ..+Xkβk︸ ︷︷ ︸
∈Vk
+Xk+1βk+1 + ...+Xpβp︸ ︷︷ ︸
∈V ⊥k
+. (8)
With the new decomposition (8), the projection of Y on any subspace Sk,t only
depends on the coefficients (βj)j≥k+1. Thus the condition (Rk) can be written in a
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more explicit form, involving the coefficients (βj)1≤j≤p. Namely, (Rk) is equivalent
to: ∃ t ∈ Tk/
β2k+1 + ..+ β
2





















When k < k0, the coefficients βk+1, . . . , βk0 are not equal to 0. If for some t ∈ Tk,
the sum β2k+1 + · · · + β2k+2t is large enough (namely larger than the right hand of
the above equation), then the test will be powerful and the hypotheses Hk will be
rejected with high probability.
Results from a simulation study in Section 4 will show the power of our procedure;
either when p < n or when p ≥ n.
3 Non-ordered variable selection
In Section 2 we defined a procedure based on multiple hypotheses testing in order to es-
timate J , the set of indices of the relevant variables of a sparse linear model (1). As we
considered ordered variable selection, the estimation of J = {1, . . . , k0} was reduced to
the estimation of k0. The present section is dedicated to non-ordered variable selection,
so J is not necessarily equal to {1, . . . , k0}. We define here a general two-step procedure
to estimate J ; the first step orders the variables and the second performs multiple test-
ing. After the first step of the general procedure, the ordered variables will be denoted as
X(1), . . . , X(p), where X(1) = X1.
The first step of our procedure consists in ordering the variables. It is important to
note that the procedure that will be described in this section applies for any possible way
to order the variables. However, the order has a strong influence on the final results of
our procedure, thus it has to be carefully chosen. Indeed, as we will see throughout this
section, the first step is crucial; the ability to estimate J with our procedure depends on
the ability to get the relevant variables in the first places, hence on the way to order the
variables. In this paper, we considered two ways to order (Xi)2≤i≤p taking into account
the observation Y .
1. Variables ordered by increasing p-values: when p < n, a p-value is calculated for each
variable from the test of nullity of the coefficient associated to this variable and the
variables are sorted by increasing p-values. When p ≥ n, a p-value is calculated for
each variable using the decomposition of Y onto that variable.
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2. The second method that we propose orders the variables with the Bolasso technique,
introduced by Bach (2009). It is a bootstrapped version of the Lasso which improves
its stability: several independent bootstrap samples are generated and the Lasso is
performed on each of them. This approach is proved to make the irrelevant variables
asymptotically disappear. A variable Xi is selected by the Bolasso technique at a
given penalty if Xi is selected in each bootstrap sample at the same penalty. To
avoid the use of a penalty, we set the first ordered variable of the family (Xi)2≤i≤p to
be the first one to be selected by the Bolasso technique from a decreasing penalty;
and so on for the other variables. We proceed by dichotomy to order the variables.
The first method has been considered since it is often used in practice, in particular
in the False Discovery Rate procedure (Benjamini and Hochberg, 1995) and the Marginal
Regression (Wasserman and Roeder, 2009). It is the one requiring less computational time,
but as shown in Section 4, the Bolasso technique gives better results and since the results
strongly depends on the ordering on the variables, the Bolasso technique should be pre-
ferred.
From now on, we assume that we could be in a high dimensional case and that both
assumptions A1-A2 of Section 2 are verified. We introduce here an event that will be useful
in the following of this section:
Ak = {{(1), . . . , (k)} = J} . (9)
On the event Ak, the set of the k first ordered variables corresponds to the set J of the




µ ∈ span(X(1), . . . , X(k))
}
against the alternative that it does not. (10)
The procedure stops when the null hypothesis is accepted:
k˚ = inf
{
k ≥ 1, Hˆk is accepted
}
.
We estimate the set J of relevant variables by
Jˆ =
{
(1), . . . , (˚k)
}
.
Note that this is not a simple generalization of the procedure proposed in Section 2
since span(X(1), . . . , X(k)) are random spaces depending on the observation Y which have
been used in the first step to order the family (Xi)2≤i≤p. The same observation Y will be
used in the second step to perform the multiple testing procedure. A simple generalization
of Section 2 could have been constructed from splitting the data in two sets: the first set
being used to order the variables, the multiple testing procedure being performed on the
second set. Remark that such splitting is the essence of the ‘clean-and-screan’ procedure
of Wasserman and Roeder (2009).
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For the sake of understanding, we first deal with the case where σ is known in order to
propose a multiple testing procedure.
3.1 Non-ordered variable selection with known variance
In this section, we define a procedure called Procedure ‘A’ under the assumption that the
variance σ2 is known. Assume that the first step of Procedure ‘A’ has already been done:
variables have been ordered. The second step is a testing procedure that will be described
in the following. As in the previous section, we test successively the null hypotheses Hˆk
for 1 ≤ k < min(n− 1, p) until a null hypothesis is accepted.
Let us adapt the notation of Section 2 to this section: we first recall that ∀ 1 ≤
k < min(n − 1, p), tkmax = blog2(min(n − 1, p) − k)c, Tk =
{
0, . . . , tkmax
}
. We define









With the definition of S(k),(t), we have dim(S(k),(t)) = Dk,t = 2
t. Let us denote V(k),(t) =
V(k) ⊕ S(k),(t).







µ ∈ (V(k) + S(k),(t))\V(k)
}
. (11)
Since the variance is assumed to be known, we introduce for all 1 ≤ k < min(n− 1, p)





We introduce a multiple testing procedure that relies on the statistics {Uk,t, t ∈ Tk}.
Since the spaces
{
S(k),(t), t ∈ Tk
}
are random and depend on Y as mentioned before, we
first provide a stochastic upper bound for the statistics Uk,t in order to define the multiple
testing procedure.
Let ′ ∼ Nn(0, σ2In). For all 1 ≤ k < min(n − 1, p), we define a permutation σk1 of
{1, . . . , p}:
σk1(j) = (j) for all j ∈ {1, . . . , k}.






















(Xσk1 (k+1)), . . . ,ΠV ⊥(k)(Xσk1 (k+2t))
)
.
Note that the distribution of U1k,t only depends on the design matrix X, and can there-
fore be simulated for a given matrix X.
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Lemma 3.1. Let 1 ≤ k < min(n− 1, p) and t ∈ Tk.
We define Ak =
{{
X(1), . . . , X(k)
}
= {Xj, j ∈ J}
}
. For all x > 0 we have





Let U1k,t(u) denote the probability for the statistic U
1
k,t to be larger than u.









where {αk,t, t ∈ Tk} is a collection of number in ]0,1[ chosen in accordance to the following
procedure:








The null hypothesis Hˆk is rejected when Mk,α is positive. The calculation of the collection
{αk,t, t ∈ Tk} with the procedure P3 ensures that P ((Mk,α > 0) ∩ Ak) ≤ α.
In summary, the two-step procedure ‘A’ when σ is known is the following:
Procedure ‘A’
1. Order the variables taking into account the observation Y ,
2. (a) Set α ∈ (0, 1),
(b) For 1 ≤ k < min(n− 1, p) calculate Mk,α, defined by (12),
(c) If it exists 1 ≤ k < min(n− 1, p) such that Mk,α is non positive,
Estimate the set of relevant variables J by Jˆ =
{
(1), . . . , (˚kA)
}
where k˚A = inf {k ≥ 1,Mk,α ≤ 0} .
Else Jˆ = {(1), . . . , (min(n− 1, p))}
The testing procedure ‘A’ is proved to be powerful and we give an upper bound of the
probability to wrongly estimate J in the next theorem.
Theorem 3.2. Let Y obey to Model (1). Assume that conditions A1 and A2 are verified.
We denote by J the set {j, βj 6= 0} and by k0 its cardinality. Let α and γ be fixed in ]0, 1[.
The procedure ‘A’ estimates J by Jˆ =
{
(1), . . . , (˚kA)
}
where k˚A = inf {k ≥ 1,Mk,α ≤ 0},
where Mk,α is defined by (12) and {αk,t, t ∈ Tk} is defined according to the procedure P3.
We consider the condition (R2,k) for k < k0 stated as
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{||ΠSµ||2n, S ∈ B2t} ≥ 2tn
[




















where ∀d ≤ k0, Bd = {span(XI), I ⊂ J, |I| = d} and |Tk| = blog2(min(n− 1, p)− k)c+ 1.
If ∀k ≤ k0 − 1 the condition (R2,k) holds, then
Pµ(Jˆ 6= J) ≤ γ + α + δ, (13)
where δ = Pµ(Ack0) = Pµ(∃ j ≤ k0/β(j) = 0).
This theorem is non asymptotic and its result differs from Theorem 2.1 on the right
part of (13). Indeed, the weight of the first step of the procedure, which lies in δ, was not
involved in Section 2 since we considered ordered variable selection. Recall that Theorem
3.2 applies whatever the first step of the procedure. Moreover, the price to pay for a in-
adequate method chosen to order the variables appears clearly in (13) through δ. Indeed,
Theorem 3.2 shows that the first step is essential in the two-step procedure ‘A’, which is
easily understandable since there is no chance of having J = Jˆ if the event Ak0 does not
occur at the end of the first step of procedure ‘A’. Moreover, the condition (R2,k) is also
more restrictive than the condition (Rk) which appeared in Theorem 2.1.
Conditions on βJ explicitly appear in Theorem 3.2 when {Xi}1≤i≤p is an orthonormal
family, see A.2.
3.2 Non-ordered variable selection with unknown variance
In this section, we define a procedure ‘B’ under the assumption that the variance σ2 is
unknown. Assume that the first step of the procedure ‘B’ has already been done: variables
have been ordered.
In this section, the notations of Section 3.1 are used: ∀ 1 ≤ k < min(n − 1, p), tkmax =
blog2(min(n− 1, p)− k)c, Tk =
{
0, . . . , tkmax
}
.









Denote for each k ∈ {1, . . . ,min(n− 1, p)− 1}, t ∈ Tk, V(k),(t) = V(k) ⊕ S(k),(t), and denote
Dk,t = 2
t and Nk,t = n− (k + 2t) the dimension of S(k),(t) and V ⊥(k),(t) respectively.
Since the variance is assumed to be unknown, we introduce for all 1 ≤ k < min(n−1, p)
and for all t ∈ Tk,
U˜Dk,t,Nk,t =
Nk,t||ΠS(k),(t)Y ||2n
Dk,t||Y − ΠV(k),(t)Y ||2n
.
In order to test the null hypothesis Hˆk defined by (10), we introduce a multiple testing
procedure which relies this time on the statistics
{
U˜Dk,t,Nk,t , t ∈ Tk
}
.
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As in Section 3.1, we first provide a stochastic upper bound for the statistics U˜Dk,t,Nk,t
in order to define the multiple testing procedure.













(Xσk1 (k+1)), . . . ,ΠV ⊥(k)(Xσk1 (k+2t))
)
, V(k),σk1 (t) = S(k),σk1 (t) ⊕ V(k)
and the permutation σk1 is defined as in Section 3.1.
Lemma 3.3. Let 1 ≤ k < min(n− 1, p) and t ∈ Tk.
We define Ak =
{{
X(1), . . . , X(k)
}
= {Xj, j ∈ J}
}
. For all x > 0 we have
P
(
(U˜Dk,t,Nk,t > x) ∩ Ak
)
≤ P (Υk,t > x) .
Let Υ¯k,t(u) denote the probability for the statistic Υk,t to be larger than u.







where {αk,t, t ∈ Tk} is a collection of number in ]0,1[ chosen in accordance to the following
procedure:




The null hypothesis Hˆk is rejected when Mˆk,α is positive.The calculation of the collection
{αk,t, t ∈ Tk} with the procedure P4 ensures that P
(
(Mˆk,α > 0) ∩ Ak
)
≤ α.
In summary, the two-step procedure ‘B’ when σ is unknown is the following:
Procedure ‘B’
1. Order the variables taking into account the observation Y ,
2. (a) Set α ∈ (0, 1),
(b) For 1 ≤ k < min(n− 1, p) calculate Mˆk,α, defined by (14),
(c) If it exists 1 ≤ k < min(n− 1, p) such that Mˆk,α is non positive,
Estimate the set of relevant variables J by Jˆ =
{
(1), . . . , (˚kB)
}
where k˚B = inf
{
k ≥ 1, Mˆk,α ≤ 0
}
.
Else Jˆ = {(1), . . . , (min(n− 1, p))}
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The procedure ‘B’ is proved to be powerful in the next theorem; we give an upper
bound of the probability to wrongly estimate J under some conditions on the signal. Let
us introduce some notations that will be used in the following theorem. We set









, M = 2mtmp.











M and Λ3(k, t) = 2Λ1(k, t) +
Λ2(k, t).
Theorem 3.4. Let Y obey to model (1). Assume that conditions A1 and A2 are verified.
We define by J the set {j, βj 6= 0} and by k0 its cardinality. Let α and γ be fixed in ]0, 1[.
The procedure ‘B’ estimates J by Jˆ =
{
(1), . . . , (˚kB)
}
where k˚B = inf
{
k ≥ 1, Mˆk,α ≤ 0
}
,
where Mˆk,α is defined by (14) and {αk,t, t ∈ Tk} is defined according to the procedure P4.
We consider the condition (R3,k) for k < k0 stated as












































+ (1 + Λ2(k, t)) log
(




and ∀d ≤ k0, Bd = {span(XI), I ⊂ J, |I| = d}.
If ∀k ≤ k0 − 1 the condition (R3,k) holds, then
Pµ(Jˆ 6= J) ≤ γ + α + δ, (15)
where δ = Pµ(Ack0) = Pµ(∃ j ≤ k0/β(j) = 0).
This theorem is non asymptotic and shows that the testing procedure ‘B’ is powerful
under some conditions on the signal. As for Theorem 3.2 of Section 3.1, the first step of
the procedure -the ordering of the variables- has an important part in Theorem 3.4. A
simulation study in Section 4 will show that this testing procedure combined with a good
way to order variables -in order to minimize δ- performs well.
Remark 3.5. The condition (R3,k) can be simplified under the assumption that 2
t ≤ (n−
k)/2 and log(p − k) > 1. Indeed, in this case, the right hand in condition (R3,k) is upper
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bounded by









where C(||µ||n, γ, α, σ) is a constant depending on ||µ||n, γ, α and σ.
Conditions on βJ explicitly appear in Theorem 3.4 when {Xi}1≤i≤p is an orthonormal
family, see A.3.
4 Simulation study
4.1 Presentation of the procedures
In this section, we comment the results of the simulation study which are presented in
tables 1-4. Our aim was to compare the performances of our selection methods. The
procedures presented in this paper are implemented in the R-package mht which is avail-
able on CRAN (http://cran.r-project.org/). Six methods were compared; the procedure
described in Section 2 for ordered variable selection, denoted “proc-ordered” in the tables,
the two-step procedure ‘B’ described in Section 3, either with ordered p-values denoted
”procpval” or with the Bolasso order denoted “procbol”, the FDR procedure described in
Bunea et al. (2006), the Lasso method and the Bolasso technique. The comparison of the
first method and the others is unfair and was not performed because the information of
the relative importance of the variables is known for ordered variable selection. The two
kinds of method have to be separately compared.
The simulation was performed when (Xi)1≤i≤p is a linearly independent family and in
the high-dimensional case (p ≥ n). For the latter, the FDR procedure of Bunea et al. (2006)
cannot be computed as p-values cannot be obtained with the least squares estimate with all
p variables. In this case we compared an adjusted FDR; a p-value was calculated for each
variable Xi from the regression of Y onto that variable. As mentioned in the introduction,
this is a natural extension of the FDR procedure in high-dimensional analysis and extended
FDR is widely used in biology for differential and transcriptome analysis.
When (Xi)2≤i≤p is a linearly independent family, the calculation of Tk,α with (3) -for
ordered variable selection- requires a high computational time, as a calculation of V ⊥k and
{Sk,t, t ∈ Tk} is needed for each k. Since a variable selection method is not only judged on
its results but also on its fastness, useless calculations in our procedure had to be avoided.
The Gram-Schmidt process was used to get an orthonormal family out of (Xi)2≤i≤p. Thus
the calculation of (V ⊥k )k≥0 was done once and for all.
Decompose ∀ l > 0: Xk+l = ΠVk(Xk+l) + ΠV ⊥k (Xk+l). Note (ej)j=1,...,k an orthonormal
basis of Vk, then:
ΠVk(Xk+l) =
∑k
j=1 < Xk+l, ej > ej and ΠV ⊥k (Xk+l) = Xk+l −
∑k
j=1 < Xk+l, ej > ej. The
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Denote that orthonormal family by (X˜1, . . . , X˜p). We decomposed Y as:
Y = X˜1β˜1 + · · ·+ X˜kβ˜k︸ ︷︷ ︸
Vk
+ X˜k+1β˜k+1 + · · ·+ X˜pβ˜p︸ ︷︷ ︸
⊂V ⊥k
+. (17)
Then Sk,t = span(X˜k+1, . . . , X˜k+2t) and so
∣∣∣∣ΠSk,tY ∣∣∣∣2n = β˜2k+1 + · · ·+ β˜2k+2t . This technique
avoided a lot of useless and redundant calculations.
The decomposition of Gram-Schmidt has also been used in the non-ordered variable selec-
tion case with the two-step procedure ‘A’ and ‘B’ once the variables have been ordered.
4.2 Design of our simulation study
Concerning the design of our simulations, we set X1 to be the vector of Rn whose coor-
dinates are all equal to 1 and we considered four models. For each model we computed
Y = βj1Xj1 + · · ·+ βjk0−1Xjk0−1 + , where  is a vector of independent standard Gaussian
variables, J = {1, j1, . . . , jk0−1} ⊂ {1, . . . , p}. Models differ in how the response variable
Y is linked to the Xi and the dependence structure of the Xi’s. The models are defined as
follows:






(B) Correlated model: X∗2 ∼ Nn(0, In) and for i ≥ 2, X∗i+1 = ρX∗i + (1 − ρ2)1/2∗i , where
ρ = 0.5, (∗i , i = 2, . . . , p) are independent vectors 
∗






(C) Triangle model: βj = γ(11 − j), j = 2, . . . , 11, βj = 0, j > 11 and we simulated p − 1
independent vectors X∗i ∼ Nn(0, In).
(D) Correlated Triangle model: as C, but with X∗i+1 = ρX
∗
i + (1− ρ2)1/2∗i , where ρ = 0.5,
(∗i , i = 2, . . . , p) are independent vectors 
∗
i ∼ Nn(0, In).
In all models, we set the predictorsXi = X
∗





1. We considered two instances of k0 for model A and B (6 or 11). Models B and C have
been simulated with γ = 0.5 in a low dimensional setting and γ = 1 in a high dimensional
context. Note that the choice of γ in a low dimensional setting gives the same signal as
the simulation in Wasserman and Roeder (2009) but a lower signal in the high dimensional
setting as they used γ = 1.5. For models A and B, samples of n = 100 and p = 80 or 600
have been simulated; n = 100 and p = 80 or 1000 for models C and D. In each case, 500
replications have been made.
In all models, we were interested in the percentage of true model recovered (labelled
as “Truth”), which is the number of time we actually found Jˆ = J over the total number
of simulations. We also recorded the number of selected variables (“Inclusions”), the
number of relevant variables that were included in the selected model ( “Correct incl.”)
and the MSE (Mean Squared Error) which was calculated by average over all simulations:




j=1(Yˆj − (XβJ)j)/n, where Yˆ = Xβˆ, where βˆ is an estimation of β by linear
regression on the selected set of variables (Xj, j ∈ Jˆ).
Since the first step of our procedure is an important step, we were also interested in
an estimation of the probability to obtain a wrong order on the variables, depending on
the method that has been used (δ = Pµ(A
c
k0
)). This estimation is not mentioned for the
ordered variable selection procedure.
The FDR procedure described in Bunea et al. (2006) was set by choosing q (user level)
as 0.1 and 0.05.
The l1 penalty of the Lasso was tuned via 10-cross validation. Concerning the Bolasso
technique, we choose it = 100 bootstrap iterations; the penalty was also tuned via 10-cross
validation. Both methods were always ended with a linear regression on the estimated set
of indices of the relevant variables in order to minimize the bias of the Lasso method.
When the Bolasso technique was used to order the variable at the first step of procedure
‘B’, we chose to stop the dichotomy algorithm (see Section 3) as soon as 60 variables were
ordered. The objective was to spare calculation since it was uneasy to distinguish the
remaining variables after the sixtieth position.
Concerning the three procedures presented in this paper, the results are displayed
for a level α ∈ {0.1, 0.05}. For ordered variable selection, (Xi)1≤i≤p was modified into
(XJ , X{1,...,p}\J) and the collection {αk,t, t ∈ Tk} was chosen in accordance to the procedure
P1, which required more computational time than P2, but which was far much power-
ful. For non-ordered variable selection, the collection {αk,t, t ∈ Tk} was chosen with the
procedure P4, since the variance was considered unknown in the simulation.
4.3 Comments on the results
Table 1 through Table 4 present the results of model A through model D, respectively.
In all tables, the procedure of multiple hypotheses testing developed for ordered variable
selection in Section 2 gave excellent results, even in the high-dimensional case where p > n.
These results are not surprising because our choices of β ensured that at each step the tests
are powerful, so the probability of wrongly estimating k0 was almost reduced to α.
The method “procbol” is shown to give the best results over the tested method for non-
ordered variable selection. Indeed, the percentage of true model recovered is the highest
and the MSE is the lowest among the tested methods, even in the correlated models B
and D. Note that the difference between our signal and the one of Wasserman and Roeder
(2009) in the high-dimensional context (γ = 1 against γ = 1.5) was motivated by the
results of the “procbol” method when we set γ = 1.5: the results were close to perfection
for both our method and the Lasso, thus we decided to simulate a lower signal in order to
show differences in the results. This shows that splitting the data is not essential to obtain
good results, as observed in Wasserman and Roeder (2009). However, a combination of a
small βJ and a high number of variables induced a high δˆ and consequently decreased the
power of our “procbol” method. Moreover, the results of the “procbol” method become less
satisfactory -but still better than the other methods on our simulations- with an increase
on the value of k0 because of the overestimation of the statistics in Lemma 3.3.
The simulations confirmed that the first step of our procedure, namely the ordering
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of the variables, is a crucial step. Indeed, the difference of results between “procpval”
and “procbol” was striking and only relied on the order which was given to the variables.
Thus the Bolasso technique is to be preferred for ordering the variables, at least in our
simulations.
Since the FDR method is based on the same order as “procpval” -the p-values-, the
difference between the two methods lies in where the cut-off between the relevant variables
and the others is. On that matter, the “procpval” method gave better results in that the
MSE is lower and the number of correct variables included is higher, showing that the
multiple testing procedure presented in Section 3 improved the estimation of the set of
relevant variables over the threshold used by the FDR procedure.
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Results proc-ordered procpval procbol FDR Lasso Bolasso
α=0.1 α=0.05 α=0.1 α=0.05 α=0.1 α=0.05 q=0.1 q=0.05
k0 = 11, n = 100, p = 80, βJ = 10/
√
n
δˆ = 0.46 δˆ = 0.00 δˆ = 0.45
Truth 0.92 0.96 0.54 0.54 0.94 0.96 0.13 0.10 0.29 0.67
Inclusions 11.33 11.15 13.06 12.62 11.08 11.05 8.55 7.60 13.18 11.70
Correct incl. 11.00 11.00 10.92 10.90 11.00 11.00 8.34 7.53 11.00 10.99
MSE 0.12 0.11 0.20 0.22 0.11 0.11 2.97 3.72 0.18 0.14
k0 = 6, n = 100, p = 80, βJ = 6/
√
n
δˆ = 0.88 δˆ = 0.07 δˆ = 0.82
Truth 0.91 0.95 0.11 0.11 0.86 0.84 0.00 0.00 0.27 0.47
Inclusions 6.37 6.13 7.30 6.54 6.00 5.94 1.98 1.66 8.22 7.14
Correct incl. 6.00 6.00 5.05 4.90 5.91 5.87 1.86 1.62 5.94 5.94
MSE 0.06 0.06 0.40 0.44 0.08 0.09 1.42 1.45 0.16 0.13
k0 = 11, n = 100, p = 600, βJ = 10/
√
n
δˆ = 1.00 δˆ = 0.17 δˆ = 1.00
Truth 0.89 0.95 0.00 0.00 0.83 0.83 0.00 0.00 0.00 0.25
Inclusions 11.66 11.21 5.88 5.36 11.30 11.20 3.33 3.02 17.97 13.24
Correct incl. 11.00 11.00 5.68 5.23 10.99 10.99 3.33 3.02 10.99 10.99
MSE 0.12 0.11 4.11 4.56 0.11 0.11 6.34 6.69 0.31 0.20
k0 = 6, n = 100, p = 600, βJ = 6/
√
n
δˆ = 0.95 δˆ = 0.30 δˆ = 0.92
Truth 0.91 0.96 0.05 0.05 0.62 0.56 0.00 0.00 0.11 0.26
Inclusions 6.43 6.12 4.36 4.22 5.62 5.48 2.48 2.18 11.52 8.49
Correct incl. 6.00 6.00 4.14 4.04 5.50 5.39 2.46 2.17 5.59 5.65
MSE 0.06 0.06 0.59 0.62 0.22 0.25 1.10 1.22 0.37 0.30




). The second row “Truth” records the pourcentage of time Jˆ = J . “Inclusions”
records the number of selected variables and “Correct incl.” the number of selected variables
that are relevant. The MSE is calculated by average over all simulations.
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Results proc-ordered procpval procbol FDR Lasso Bolasso
α=0.1 α=0.05 α=0.1 α=0.05 α=0.1 α=0.05 q=0.1 q=0.05
k0 = 11, n = 100, p = 80, βJ = 10/
√
n
δˆ = 0. δˆ = 0.02 δˆ = 0.91
Truth 0.90 0.96 0.09 0.09 0.94 0.96 0.00 0.00 0.36 0.83
Inclusions 11.36 11.14 15.12 14.52 11.08 11.05 4.63 3.65 12.52 11.28
Correct incl. 11.00 11.00 10.35 10.28 11.00 11.00 4.44 3.55 11.00 11.00
MSE 0.14 0.13 0.58 0.63 0.12 0.12 9.80 11.6 0.16 0.12
k0 = 6, n = 100, p = 80, βJ = 6/
√
n
δˆ = 0.99 δˆ = 0.07 δˆ = 0.99
Truth 0.90 0.95 0.01 0.01 0.76 0.74 0.00 0.00 0.60 0.64
Inclusions 6.45 6.20 8.27 7.45 5.96 5.84 1.44 1.28 7.03 6.21
Correct incl. 6.00 6.00 4.30 4.17 5.83 5.77 1.33 1.23 5.98 5.77
MSE 0.08 0.07 0.65 0.70 0.11 0.12 2.49 2.57 0.11 0.15
k0 = 11, n = 100, p = 600, βJ = 10/
√
n
δˆ = 1.00 δˆ = 0.09 δˆ = 1.00
Truth 0.91 0.96 0.00 0.00 0.90 0.91 0.00 0.00 0.00 0.58
Inclusions 11.41 11.15 3.75 3.19 11.11 11.10 2.78 2.20 16.54 11.63
Correct incl. 11.00 11.00 3.64 3.12 11.00 11.00 2.78 2.19 10.99 10.99
MSE 0.14 0.13 6.03 6.57 0.12 0.12 6.86 7.63 0.29 0.16
k0 = 6, n = 100, p = 600, βJ = 6/
√
n
δˆ = 0.84 δˆ = 0.13 δˆ = 0.84
Truth 0.89 0.95 0.15 0.15 0.73 0.71 0.03 0.01 0.36 0.51
Inclusions 6.44 6.14 5.20 5.02 5.82 5.72 4.68 3.93 8.22 7.04
Correct incl. 6.00 6.00 4.85 4.78 5.74 5.67 4.15 3.62 5.88 5.84
MSE 0.07 0.07 0.45 0.49 0.15 0.17 0.69 0.88 0.19 0.19




). The second row “Truth” records the pourcentage of time Jˆ = J . “Inclusions”
records the number of selected variables and “Correct incl.” the number of selected variables
that are relevant. The MSE is calculated by average over all simulations.
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Results proc-ordered procpval procbol FDR Lasso Bolasso
α=0.1 α=0.05 α=0.1 α=0.05 α=0.1 α=0.05 q=0.1 q=0.05
n = 100, p = 80
δˆ = 0.71 δˆ = 0.11 δˆ = 0.71
Truth 0.85 0.91 0.26 0.25 0.80 0.75 0.05 0.04 0.23 0.50
Inclusions 10.47 10.20 9.61 9.48 9.94 9.83 9.15 8.96 11.65 10.45
Correct incl. 9.99 9.98 9.37 9.33 9.86 9.79 8.99 8.89 9.77 9.81
MSE 0.12 0.11 0.24 0.25 0.14 0.15 0.41 0.50 0.23 0.18
n = 100, p = 1000
δˆ = 1.00 δˆ = 0.05 δˆ = 1.00
Truth 0.93 0.96 0.00 0.00 0.95 0.95 0.00 0.00 0.03 0.76
Inclusions 10.38 10.14 5.04 5.04 10.06 10.05 3.18 3.00 13.38 10.29
Correct incl. 10.00 10.00 5.00 5.00 10.00 10.00 3.18 3.00 10.00 10.00
MSE 0.11 0.10 60.97 60.97 0.10 0.11 118 124 0.18 0.12




). The second row “Truth” records the pourcentage of time Jˆ = J . “Inclusions”
records the number of selected variables and “Correct incl.” the number of selected variables
that are relevant. The MSE is calculated by average over all simulations.
Results proc-ordered procpval procbol FDR Lasso Bolasso
α=0.1 α=0.05 α=0.1 α=0.05 α=0.1 α=0.05 q=0.1 q=0.05
n = 100, p = 80
δˆ = 0.49 δˆ = 0.09 δˆ = 0.49
Truth 0.90 0.94 0.44 0.43 0.71 0.67 0.08 0.05 0.45 0.60
Inclusions 10.31 10.08 10.07 10.00 9.86 9.73 8.55 8.12 10.92 10.29
Correct incl. 9.99 9.98 9.58 9.54 9.76 9.69 8.40 8.06 9.82 9.84
MSE 0.11 0.11 0.22 0.22 0.15 0.16 1.48 2.20 0.18 0.15
n = 100, p = 1000
δˆ = 1.00 δˆ = 0.00 δˆ = 1.00
Truth 0.87 0.93 0.00 0.00 0.97 0.99 0.00 0.00 0.85 0.85
Inclusions 10.65 10.31 13.05 13.03 10.03 10.01 7.00 6.82 10.52 10.75
Correct incl. 10.00 10.00 8.99 8.99 10.00 10.00 7.00 6.82 10.00 10.00
MSE 0.12 0.11 0.78 0.79 0.11 0.10 16.7 22.9 0.13 0.14




). The second row “Truth” records the pourcentage of time Jˆ = J . “Inclusions”
records the number of selected variables and “Correct incl.” the number of selected variables
that are relevant. The MSE is calculated by average over all simulations.
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5 Conclusion
This paper tackled the problem of recovering the set of relevant variables J in a sparse
linear model, especially when the number of variables p was higher than the sample size
n. We proposed new methods based on hypotheses testing to estimate J . The procedure
presented for non-ordered variables selection with unknown variance is a two-step procedure
that needs to be combined with a good method to order the variables (first step). The
procedure applies with any possible order; we propose the use of the Bolasso technique
and it should be preferred to an order obtained from p-values (as the FDR procedure) as it
gave better results on simulations. The procedures are proved to be powerful under some
conditions on the signal and the theorems are non asymptotic. The simulations showed
that these new procedures outperformed all the other tested methods, especially in the
high-dimensional case, which was the aim of this study.
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A Variables selection when {Xi}1≤i≤p is an orthonor-
mal family
A.1 Ordered variable selection when {Xi}1≤i≤p is an orthonormal
family
When (Xi)2≤i≤p is an orthonormal family and the variance is unknown, an other upper
bound of the statistics U˜Dk,t,Nk,t than the one in Lemma 3.3 can be used. Indeed, we can
obtain an upper bound which does not depend on the family (Xi)1≤i≤p nor on the order
on that family.
Let I1, . . . , Ip be p i.i.d. standard Gaussian variables, and let |I(1)| ≥ · · · ≥ |I(p)|.





Let 1 ≤ k < p and t ∈ Tk, we define
Ak =
{{
X(1), . . . , X(k)
}
= {Xj, j ∈ J}
}
. For all x > 0 we have
P
(











where Kn−p is a chi-square variable with n − p degrees of freedom and Zd,D is defined by
(18).
3.2 Article - Tests d’hypothe`ses multiples pour la se´lection de variables
102
A.2 Non ordered variables selection when {Xi}1≤i≤p is an or-
thonormal family and the variance is known
When the family (Xi)2≤i≤p is orthonormal, Uk,t can be stochastically upper bounded by a
statistic that does not depend on (Xi)1≤i≤p nor on the first step of the procedure.
Let D > 0 and W1, . . . ,WD be D i.i.d. standard Gaussian variables ordered as |W(1)| ≥
· · · ≥ |W(D)|.





Let Z¯d,D(u) denote the probability for the statistic Zd,D to be larger than u.
A multiple testing procedure can be derived from procedure ‘A’ with this upper bound.
Lemma A.1. Let 1 ≤ k < p and t ∈ Tk.
We define Ak =
{{
X(1), . . . , X(k)
}
= {Xj, j ∈ J}
}
. For all x > 0, we have












where {αk,t, t ∈ Tk} is a collection of number in ]0,1[ chosen in accordance to the following
procedure:








The null hypothesis Hˆk is rejected when M
1
k,α is positive. The major benefit of Procedure
‘A’ when the family (Xi)2≤i≤p is orthonormal is that the upper bound of the statistics Uk,t
in Lemma A.1 does not depend on the family (Xi)1≤i≤p nor on the order on that family.
Thus the collection {αk,t, t ∈ Tk} defined by the procedure P4 only depends on k and t,
with p and n fixed.
In the particular case where (Xi)2≤i≤p is an orthonormal family, we obtain the following
corollary of Theorem 3.2, which is more explicit.
Corollary A.2. Let Y obey to model (1). We assume that p < n and that (Xi)2≤i≤p is
an orthonormal family. We denote by J the set {j, βj 6= 0} and by k0 its cardinality. Let
α and γ be fixed in ]0, 1[.
The procedure estimates J by Jˆ =
{
(1), . . . , (˚kAbis)
}
where k˚Abis = inf
{
k ≥ 1,M1k,α ≤ 0
}
,
where M1k,α is defined by (19) and {αk,t, t ∈ Tk} is defined according to the procedure P4.
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We consider the condition (R2bis,k) for k < k0 stated as





























where σ2 is defined by |βσ2(1)| ≤ · · · ≤ |βσ2(k0)| and |Tk| = blog2(p− k)c+ 1.
If ∀k ≤ k0 − 1 the condition (R2bis,k) holds, then
Pµ(Jˆ 6= J) ≤ γ + α + δ, (20)
where δ = Pµ(Ack0) = Pµ(∃ j ≤ k0/β(j) = 0).
A.3 Non ordered variables selection when {Xi}1≤i≤p is an or-
thonormal family and the variance is unknown
When (Xi)2≤i≤p is an orthonormal family, the condition (R3,k) of Theorem 3.4 can be
rewritten in a more explicit way. The new condition (R3bis,k) obtained in this case is the
following:






































where σ2 is defined such that |βσ2(1)| ≤ · · · ≤ |βσ2(k0)| and A(k, t) is defined as in Theorem
3.4.
Remark 3.5 is also verified in the particular case where (Xi)2≤i≤p is an orthonormal family.
The differences between the two conditions (R3,k) and (R3bis,k) lie in the fact that





and that the upper bound of Q1−γ/2k0 is modified,
where Q1−γ/2k0 is defined by P
(
||Y − ΠV(k),(t)Y ||2n > Q1−γ/2k0 ∩ Ak0
)
≤ γ/2k0.






σ2 is defined such that |βσ2(1)| ≤ ... ≤ |βσ2(k0)|. We get from there the condition (R3bis,k).
B Proofs
Proof of Theorem 2.1. Let k ≤ k0 − 1 and assume that (Rk) holds. According to
Baraud et al. (2003), the power of the test Hk, Pµ(Tk,α > 0), is greater than 1−γ/k0. This
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is equivalent to
Pµ(Hk is accepted) ≤ γ/k0.
Moreover, for all k0 ≤ k ≤ min(n− 1, p), Pµ(Tk,α > 0) ≤ α, since α is the level of the test
Hk. Then we have:
Pµ(kˆ > k0) ≤ Pµ(Hk0 is rejected) = Pµ(Tk0,α > 0)
≤ α
and






Pµ(kˆ 6= k0) ≤ Pµ(kˆ < k0) + Pµ(kˆ > k0) ≤ γ + α,
which concludes the proof of (7).
Proof of Lemma 3.1. Let x > 0. By definition of Uk,t, we have




















X(1), . . . , X(k)
}

































≤ P (U1k,t > x) .
Thus
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Proof of Theorem 3.2. Let k < k0.
We use the identity ∀(a, b) ∈ R2, (a+ b)2 ≥ 1
2
a2 − b2.
On the event Ak0 :
∀t ∈ I = {0, ..., log2(k0 − k)}:







{||ΠSµ||2n, S ∈ B2t}− ||ΠS(k),(t)||2n
where B2t = {span(XI), I ⊂ J, |I| = 2t}. Hence:
P
(
∀t ∈ I, 1
σ2






∀t ∈ I, 1
σ2






∀t ∈ I, 1
2σ2
inf
{||ΠSµ||2n, S ∈ B2t}− 1σ2 ||ΠS(k),(t)||2n ≤ U1k,t−1(αk,t) ∩ Ak0
)
.
We have on the event Ak0 and for k + 2
t ≤ k0 that
||ΠS(k),(t)||2n ≤ sup {||ΠS||2n, S ∈ B2t}. Moreover, for S ∈ B2t , ||ΠS||2n ∼
σ2
n










and Z¯t(u) the probability for the statistic Zt to be larger
than u. We denote χ¯d(u) the probability for a chi-square with d degrees of freedom to
be larger than u. We have an upper bound of the (1 − u)-quantile of the statistic Zt:




























≤ |B2t | u|B2t | ≤ u.
Therefore, the following condition















∀t ∈ I, 1
2σ2
inf
{||ΠSµ||2n, S ∈ B2t}− ||ΠS(k),(t)||2nσ2 ≤ U1k,t−1(αk,t) ∩ Ak0
]
≤ γ/k0. (21)
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Let us denote ∀0 < d,
Gk,d = {span(XI), I ⊂ {1, .., p} \ {(1), ..., (k)} , |I| = d} . (22)










(u) ≤ χ¯−12t (u/|Gk,2t |)/n.
Using U1k,t
−1
(u) ≤ χ¯−12t (u/|Gk,2t|)/n in the condition (condk), we obtain the following con-
dition which still implies (21):
∃t ∈ I, 1
2σ2
inf













Moreover, Laurent and Massart (2000) showed that for K ∼ χ2d:
∀x > 0,P
(











































































2t log(k0/γ) + log(k0/γ)
]
.





























2t log(1/αk,t) + log(1/αk,t)
]
.
We also have an upper bound of 1/αk,t,∀t ∈ Tk. Indeed , the construction of {αk,t, t ∈ Tk}
with the procedure P3 gives P
(




= α. Thus ∀t ∈ Tk, αk,t ≥










χ¯−12t (αk,t/|Gk,2t|) ≤ 2t
[




















v ≤ √a2 + b2√u+ v which holds for any positive numbers
a, b, u, v, we finally get the condition (R2,k) which implies (21):




{||ΠSµ||2n, S ∈ B2t} ≥ 2tn
[























∀t ∈ I, 1
σ2













Then, ∀k < k0,P
(˚
kA = k ∩ Ak0
)
≤ γ/k0.
We can calculate Pµ(Jˆ 6= J):





Pµ(˚kA = j ∩ Ak0) + Pµ(˚kA > k0 ∩ Ak0)
)
+ P(Ack0)
≤ k0γ/k0 + α + δ.
And then (13) is proved.
Proof of Lemma A.1. Under Hˆk and on the event Ak :
Uk,t = ||ΠS(k),(t)Y ||2n/σ2 = ||ΠS(k),(t)(µ+ )||2n/σ2
= ||ΠS(k),(t)||2n/σ2.
The family (Xi)i is orthonormal, thus:
Uk,t =
∑k+2t




As  ∼ Nn(0, σ2In), we have for all 1 ≤ j ≤ p,
< ,Xj >∼ N (0, σ2) and the variables< ,Xj >, j = 1, ..., p are i.i.d.. Thus
{
< ,X(j) >, j > k
}
=
{< ,Xm >,m /∈ J} = {σW1, ..., σWp−k}.
So
∑k+2t
j=k+1 < ,X(j) >
2
n /σ
2 ≤∑2tj=1W 2(j)/n = Zk,Dk,t/n.
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Proof of Corollary A.2. Let k < k0.
σ2 is defined such that |βσ2(1)| ≤ ... ≤ |βσ2(k0)|, note (j+1) = ||ΠS(j),0||, ∀j ∈ {k + 1, ..., k + 2t} with k+
2t ≤ k0.
Similarly as in the proof of Theorem 3.2, using that





, we get that:
P
(
























On the event Ak0 ,
{
< ,X(j+1) >, k ≤ j ≤ k + 2t − 1
} ⊂ {< ,Xj >, j ∈ J}, which implies




(j+1) ≤ σ2Z2t,k0 .
Hence the following condition




































∀t ∈ I, 1
σ2
||ΠS(k),(t)Y ||2n ≤ Z¯−1Dk,t,p−k(αk,t) ∩ Ak0
)
≤ γ/k0. (25)
Let 0 < u < 1, 0 < D and d < D. In the following, we study the behavior of the (1 − u)
quantile of the statistic Zd,D in order to obtain a more explicit condition than (24).





. Let recall that Zd,D




(j) where W1, ...,WD are D i.i.d. standard Gaussian
variables ordered as |W(1)| ≥ ... ≥ |W(D)|.




i , I ∈ Vd,D
}
























W 2i > χ¯d
−1 (u/|Vd,D|)
)
≤ |Vd,D| u|Vd,D| ≤ u.
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Using the expression of the upper bound of χ¯−1d (u) from the proof of Theorem 3.2, we get
the condition (R2bis,k) from an upper bound of the right part in the condition (24). The
end of the proof is the same as in the proof of Theorem 3.2.
Proof of Lemma 3.3. Let x > 0, 1 ≤ k < min(n − 1, p) and t ∈ Tk. By definition of
U˜Dk,t,Nk,t , we have
P
(





















X(1), . . . , X(k)
}





































(U˜Dk,t,Nk,t > x) ∩ Ak
)
≤ P (Υk,t > x) .
Proof of Theorem 3.4. Let k < k0 and 0 < γ < 1. Denote I = {0, . . . , blog2(k0 − k)c}.
From the proof of Theorem 3.2 (more precisely the condition (condk)), we have that if the
following condition is verified:































































we have that the condition (26) implies that
P
(
∀t ∈ I, U˜Dk,t,Nk,t < Υ¯−1k,t(αk,t) ∩ Ak0
)
≤ γ/k0. (27)
In the following, we give an upper bound of the right part in (26). For this doing, we have
to give an upper bound of Υ¯−1k,t(αk,t) and Q1−γ/2k0 .
Assume we are on the event Ak, then
Υk,t =
Nk,t||ΠS(k),σ1(t)Y ||2n
Dk,t||Y − ΠV(k),σ1(t)Y ||2n
=
Nk,t||ΠS(k),σ1(t)||2n
Dk,t||Y − ΠV(k)Y − ΠS(k),σ1(t)||2n
.
As we are on the event Ak, the space V(k) is not a random space. Thus for any subspaces
S of dimension Dk,t = 2
t, we have that ||ΠSY ||2n = ||ΠS||2n ∼ σ2χ22t/n and we have that
||Y − ΠV(k)Y − ΠSY ||2n = ||Π(S⊕V(k))⊥||2n ∼ σ2χ2n−(2t+k)/n.
Hence
Nk,t||ΠSY ||2n
Dk,t||Y − ΠV(k)Y − ΠSY ||2n
∼ FDk,t,Nk,t . Thus on the




, S ∈ Gk,2t
}
,
where Gk,2t is defined by (22).
We deduce that the (1− u)-quantile of Υk,t is lower that
F¯−1Dk,t,Nk,t (u/|Gk,2t |). Indeed:


























> F¯−1Dk,t,Nk,t (u/|Gk,2t |)
)
≤ |Gk,2t| u|Gk,2t | ≤ u.
Baraud et al. (2003) gave an upper bound of F¯−1D,N (u), for 0 < D, 0 < N and 0 < u:


































Since exp(u) − 1 ≤ u exp(u) for any u > 0, √u+ v ≤ √u + √v for all u > 0, v > 0 and
since αk,t ≥ α/|Tk|, we derive that:
2tΥ¯−1k,t(αk,t) ≤ 2t
[




































M and Λ3(k, t) = 2Λ1(k, t) + Λ2(k, t)













ab+mb ≤ a/2 + (m+ 1/2)b holds for any positive numbers a, b,m, we obtain that:
2tΥ¯−1k,t(αk,t) ≤ 2t
[











We have now to find an upper bound of Q1−γ/2k0 .
Q1−γ/2k0 is defined by P
(
||Y − ΠV(k),(t)Y ||2n > Q1−γ/2k0 ∩ Ak0
)
≤ γ/2k0.
We always have that: ||Y − ΠV(k),(t)Y ||2n ≤ ||µ||2n + ||||2n. Thus ∀ 0 < u < 1, the (1 − u)-
quantile of ||Y − ΠV(k),(t)Y ||2n is lower than the (1− u)-quantile of ||µ||2n + ||||2n.
As ||||2n ∼ σ2χ2n/n, we can use the equation (23) for xu = log(2k0/γ) and we obtain that
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and as 1 + 2
√
u+ 2u ≤ 2 + 3u, we get




































we obtain the following condition:
(R3,k) : ∃t ∈ I such that
1
2















































































The condition (R3,k) leads to (27) and thus





Pµ(˚kB = j ∩ Ak0) + Pµ(˚kB > k0 ∩ Ak0)
)
+ P(Ack0)
≤ k0γ/k0 + α + δ.
And then (15) is proved.
Proof of Remark 3.5. In the following, C(a, b) denote a constant depending on the
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As the ratio 4Lk,t/Nk,t is bounded by C
′(α) and since
M ≤ 2 exp(C ′(α)) exp(12), we have that M is bounded by C ′′(α). Thus Λ1(k, t) ≤
√
2,
Λ2(k, t) ≤ 3C ′′(α) and Λ3(k, t) ≤ 2
√
2 + 3C ′′(α).
We obtain under the condition log(p− k) > 1 that A(k, t) ≤ 2tC(α) log(p− k).












≤ C(||µ||n, γ, σ)
since log(k0)/n ≤ 1, and that
2t
(























We finally obtain equation (16).
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3.3 Simulations et donne´es re´elles
3.3 Simulations et donne´es re´elles
3.3.1 Re´sultats de simulations
Reprenons l’exemple de la Table 3 et appliquons notre proce´dure de se´lection ordonne´e
ainsi que notre proce´dure de se´lection non ordonne´e a` variance inconnue. Les re´sultats
sont pre´sente´s dans la Table 4, ou` “proc-ordered” fait re´fe´rence a` la proce´dure de se´lection
ordonne´e, “procpval” , “proclas” et “procbol” a` la me´thode de se´lection non ordonne´e a`
variance inconnue lorsque la premie`re e´tape -ordre des variables- est re´alise´e avec un ordre
par p-valeurs, un ordre avec le chemin de re´gularisation du Lasso ou un ordre avec le che-
min de re´gularisation du Bolasso, respectivement.
Ide´al proc-ordered procpval proclas procbol
α=0.1 α=0.05 α=0.1 α=0.05 α=0.1 α=0.05 α=0.1 α=0.05
δˆ = 1.00 δˆ = 1.00 δˆ = 0.17
Egalite´ 1.00 0.89 0.95 0.00 0.00 0.00 0.00 0.83 0.83
Incl. 11.00 11.66 11.21 5.88 5.36 9.82 9.32 11.30 11.20
C. incl. 11.00 11.00 11.00 5.68 5.23 8.15 7.83 10.99 10.99
MSE 0.00 0.12 0.11 4.11 4.56 2.12 2.40 0.11 0.11
Table 4 – Re´sultats de 500 simulations pour un mode`le dans lequel n = 100, p =
600, k0 = 11, βJ = 10. δ est une estimation de la probabilite´ de se tromper en
ordonnant les variables. La deuxie`me ligne “Egalite´” donne le pourcentage de
fois ou` Jˆ = J. “Incl.” donne la moyenne du nombre de variables se´lectionne´es et
“C. incl.” celle du nombre de variables pertinentes se´lectionne´es. Le MSE est
obtenu par moyenne sur toutes les simulations : MSE =
∑n
i=1(Yˆi−(XβJ)i)2/n, ou`
Yˆ = Xβˆ, et ou` βˆ est une estimation de β avec des coefficients non nuls seulement
sur Jˆ.
La proce´dure ordonne´e donne de tre`s bons re´sultats ainsi que la me´thode “procbol”.
Comme mentionne´ dans la section pre´ce´dente, l’ordonnancement des variables est tre`s im-
portant, c’est la` que se situe la diffe´rence entre “procpval” “proclas” et “procbol”, diffe´rence
qui se ressent e´norme´ment dans les re´sultats. En effet, d’apre`s la Table 4 ordonner les va-
riables a` l’aide des p-valeurs, ou du chemin de re´gularisation du Lasso, a une probabilite´
de 1.00 de donner un mauvais re´sultat sur ce mode`le simule´, c’est-a`-dire de conside´rer au
moins une variable non pertinente plus importante qu’une variable pertinente ; ce qui signi-
fie que quelque soit la me´thode de se´lection de variables base´e sur cet ordre, elle ne donnera
pas de bons re´sultats en terme d’estimation exacte du support de β. En ce qui concerne
la me´thode d’ordonnancement des variables obtenues a` partir du chemin de re´gularisation
du Bolasso, on observe une probabilite´ de mal ordonner les variables de 0.17, ce qui est




) = 0.44) ; cet
ordre permet ainsi d’avoir de tre`s bon re´sultats dans l’estimation de J par notre me´thode
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de tests multiples.
La Figure 6 nous montre, sur le mode`le simule´ dans la Table 4, les variations de la proba-
bilite´ (estime´e sur 100 simulations) de mal ordonner les variables en fonction du nombre
de bootstrap effectue´ . On confirme que pour la me´thode Lasso (qui correspond a` m = 1)
on obtient δ = 1.00. On observe que la probabilite´ de mal ordonner les variables de´croˆıt
rapidement lorsque le nombre d’e´chantillons bootstrap augmente.
Figure 6 – Probabilite´ de mal ordonner les variables a` l’aide de la technique
Bolasso en fonction du nombre m d’e´chantillons bootstrap. Le mode`le utilise´
est n = 100, p = 600, k0 = 11, βJ = 10.
Cette simulation ainsi que celles pre´sente´es dans la Section 3.2 ont e´te´ re´alise´es a` l’aide
du package R ‘mht’ pour ‘multiple hypotheses testing for variable selection’. Ce package
contient nos proce´dures de se´lection de variables ainsi que la me´thode Bolasso, il est dis-
ponible sur le CRAN (http ://cran.R-project.org).
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3.3.2 Application aux donne´es re´elles
La proce´dure de tests multiples a` variance inconnue pour la se´lection non ordonne´e
“procbol” a e´te´ applique´e aux donne´es re´elles afin d’expliciter les relations biologiques po-
tentielles entre les donne´es me´tabolomiques et les donne´es phe´notypiques. Afin de faciliter
l’interpre´tation biologique des variables se´lectionne´es, la proce´dure est applique´e sur les
donne´es brutes. On se focalise sur les phe´notypes “LMP” et “DFI” qui font partie de la
liste des phe´notypes ou` l’apport des donne´es me´tabolomiques est non ne´gligeable d’apre`s
la Section 2.4 et la Figure 4. Les variables les plus souvent se´lectionne´es sur 100 ite´rations
bootstrap pour les 3 mode`les e´tudie´s dans la Partie 2 sont reporte´es dans la Table 5.
Les me´tabolites se´lectionne´s par notre proce´dure de tests multiples dans le mode`le
1 (mode`le qui contient uniquement les donne´es me´tabolites, cf. (12a)) pour le phe´notype
LMP sont aussi se´lectionne´s par la me´thode Lasso sur ce meˆme mode`le cf. Section 2.2, mais
en moindre quantite´, ce qui tendrait a` confirmer le comportement de ces deux me´thodes
observe´ sur les simulations : le Lasso se´lectionne beaucoup de variables (dont un certain
nombre se re´ve`le eˆtre non pertinent en simulations) et la me´thode de tests beaucoup moins.
On peut donc conside´rer que les variables fortement se´lectionne´es par le Lasso mais qui
ne le sont pas du tout par la me´thode de tests multiples sont en re´alite´ des variables
non pertinentes. Cependant, cette conclusion est a` mettre en balance avec de meilleures
erreurs de pre´diction pour la me´thode Lasso. En effet, la proce´dure de tests multiples offre
des re´sultats plus stables, cf. Figure 7(a) pour le phe´notype DFI ou` l’on peut voir que le
Lasso se´lectionne beaucoup de variables avec des occurrences a` plus de 50 contrairement a`
notre proce´dure de tests, mais elle donne des re´sultats de pre´diction moins bons que ceux
du Lasso, cf. Figure 7(b). Ne´anmoins la proce´dure de tests est destine´e a` se´lectionner les
variables pertinentes et non a` faire de la pre´diction. Il est a` noter que, contrairement aux
re´sultats sur les donne´es re´elles, le MSE est toujours meilleur sur nos simulations pour
la me´thode procbol que pour la me´thode Lasso, Table 3 vs Table 4. Une raison possible
aux re´sultats observe´s sur les donne´es re´elles est que l’hypothe`se de parcimonie n’est pas
ve´rifie´e sur ces donne´es. Par ailleurs l’hypothe`se d’inde´pendance entre les observations
est e´galement contestable de part les relations de parente´ entre les individus. Nous allons
donc introduire dans le chapitre suivant la se´lection de variables dans les mode`les line´aires
mixtes.
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DFI
Model 1 Model 2 Model 3
δ(ppm) (n) Assignement δ(ppm) (n) Assignement δ(ppm) (n) Assignement






Model 1 Model 2 Model 3
δ(ppm) (n) Assignement δ(ppm) (n) Assignement δ(ppm) (n) Assignement




Table 5 – Variables se´lectionne´es pour les phe´notypes “DFI” et “LMP” a` partir
des donne´es me´tabolomiques brutes sur les 3 mode`les (12). Le de´calage chimique
(δ) en ppm est donne´. Le nombre de fois ou` la variable est se´lectionne´e sur les
100 ite´rations est donne´ entre parenthe`ses, seuille´ a` 60.
Figure 7 – Nombre de coefficients se´lectionne´s et erreurs de pre´diction pour le
phe´notype DFI et les me´thodes Lasso et procbol sur le mode`le ne contenant
que les donne´es me´tabolomiques (mode`le 1, cf. (12a).)
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4 Se´lection des effets fixes et ale´atoires dans un mode`le
line´aire mixte
4.1 Motivations
Toutes les me´thodes pre´sente´es ont e´te´ applique´es au jeu de donne´es re´elles pre´sente´
dans la Section 1.2. Les re´sultats e´tant peu concluants pour certains phe´notypes e´tudie´s,
le travail de recherche s’est ensuite porte´ sur une me´thode diffe´rente permettant d’inte´grer
toute l’information disponible sur le jeu de donne´es. En effet, les animaux posse`dent des
liens de parente´ qui peuvent influer sur les re´sultats, certains e´tant demi-fre`res. Les animaux
ont aussi e´te´ e´leve´s par lots, certains ont donc e´te´ soumis aux meˆmes conditions environ-
nementales, et ces conditions sont connues pour influencer les donne´es me´tabolomiques
ainsi que certains phe´notypes. Dans les mode`les pre´ce´dents nous avons pris en compte ces
variables au meˆme titre que les variables me´tabolomiques. Cependant, si l’on conside`re que
ces variables sont en fait des variables gaussiennes ayant une variance inconnue, alors on
se place dans le cadre du mode`le line´aire mixte, cf. Section 1.4, qui est tout adapte´ aux
observations re´pe´te´es. Les proble`mes pre´sents dans le mode`le line´aire tels que la grande
dimension ou le sur-apprentissage sont aussi pre´sents dans un mode`le line´aire mixte. L’ob-
jectif reste donc le meˆme que dans la section pre´ce´dente : identifier les me´tabolites qui ex-
pliquent le mieux le phe´notype e´tudie´, i.e. faire de la se´lection d’effets fixes dans un mode`le
line´aire mixte. Peu de me´thodes existantes re´pondent a` ce proble`me. La plus performante
en grande dimension est le lmmLasso qui est une pe´nalisation `1 de la log-vraisemblance
du mode`le marginal, voir Section 1.4. Cette me´thode optimise une fonction objectif non
convexe par un algorithme de descente au prix d’une inversion d’une matrice n×n a` chaque
ite´ration du processus de convergence, ce qui est relativement couˆteux en temps de calcul
sur les donne´es me´tabolomiques. De plus les mode`les mixtes sont ge´ne´ralement envisage´s
avec une seule structure de groupe, c’est-a`-dire une seule division des observations, ce qui
peut se re´ve´ler inapproprie´ lorsque les observations sont divise´es en plusieures structures
comme un effet bande et un effet famille ou` les individus d’une meˆme famille sont re´partis
dans plusieurs bandes et les bandes contiennent plusieurs familles. La re´partition des in-
dividus par race et par bande a e´te´ donne´e dans la Table 2, les statistiques descriptives
du nombre d’individus par famille pour les 157 familles que composent les donne´es sont
fournies dans la Table 6.
min 1st Q Median Mean 3rd Q Max
1.00 2.00 3.00 3.22 4.00 11.00
Table 6 – Statistiques descriptives sur le nombre d’individus apparente´s
Le package inte´grant la me´thode lmmLasso (Schelldorfer et al., 2011) n’autorise pas le
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cadre des structures chevauchantes, meˆme si le cadre the´orique et le mode`le (8) conside´re´
ne l’empeˆchent pas. Nous avons de´veloppe´ une me´thode de se´lection d’effets fixes qui fonc-
tionne en grande dimension et qui ne ne´cessite pas d’inversion de matrice n× n, ce qui la
rend beaucoup plus rapide que le lmmLasso.
Notre me´thode se base sur une autre fac¸on de de´crire le mode`le line´aire mixte dans laquelle
on explicite la matrice V du mode`le marginal (8). Conside´rons un unique effet ale´atoire a`
des fins d’illustrations, alors expliciter la matrice V du mode`le (8) conduit au mode`le :
y = Xβ + Zu+ , (14)
ou`
– u est un vecteur de taille N correspondant a` l’effet ale´atoire. On suppose u ∼
N (0, σ21IN) ou` σ1 est un parame`tre positif inconnu.
– Z est une matrice d’incidence de taille n×N ,
–  est un vecteur gaussien i.i.d.  ∼ N (0, σ2eIn) ou` σe est un parame`tre positif inconnu.
On note R = σ2eIn.
Il est important de noter que les e´critures (8) et (14) sont relie´es par l’e´galite´
V = ZGZ ′ +R.
Donnons un exemple simple dans lequel il y a un effet ale´atoire qui porte sur l’intercept
(comme c’est le cas pour un effet bande ou un effet famille) constitue´ de 2 groupes (N = 2),










ou` les trois premie`res observations sont dans le meˆme groupe, et les trois suivantes forment
un second groupe.
Notre me´thode est une pe´nalisation `1 de la vraisemblance comple´te´e, obtenue en
conside´rant les effets ale´atoires du mode`le (14) comme des donne´es manquantes (comme
Bondell et al. (2010) ou Foulley (1997)). La fonction objectif ainsi obtenue est minimise´e
a` l’aide d’un algorithme multicycle ECM (Foulley, 1997; McLachlan and Krishnan, 2008;
Meng and Rubin, 1993).
La section suivante pre´sente un article en pre´paration qui introduit notre nouvelle me´thode
de se´lection d’effets fixes dans un mode`le linaire mixte et qui applique cette me´thode au
jeu de donne´es re´elles dont nous disposons.
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Re´sume´ On se place dans le cadre du mode`le line´aire mixte dans lequel les observa-
tions sont structure´es. On propose l’ajout d’une pe´nalisation `1 portant sur les effets fixes
dans la log-vraisemblance comple´te´e, obtenue en conside´rant les effets ale´atoires comme des
donne´es manquantes. Un algorithme ‘multicycle ECM’ est utilise´ pour re´soudre le proble`me
d’optimisation ; cet algorithme peut eˆtre combine´ a` n’importe quelle me´thode de se´lection
de variables de´veloppe´e pour le mode`le line´aire classique. La me´thode propose´e fonctionne
lorsque le nombre de parame`tres p est plus grand que le nombre d’observations n ; elle est
plus rapide que le lmmLasso (Schelldorfer et al., 2011) puisque ne ne´cessitant pas l’inver-
sion d’une matrice de taille n × n a` chaque ite´ration du processus de convergence. Des
re´sultats the´oriques sont fournis dans le cas ou` les variances des effets ale´atoires et de la
re´siduelle sont connues. La combinaison de l’algorithme avec la me´thode procbol (Rohart,
2012) donne de tre`s bons re´sultats sur l’estimation de l’ensemble des effets fixes ainsi que
l’estimation des variances ; ces re´sultats sont meilleurs que ceux du lmmLasso, en petite
dimension (p < n) mais aussi en grande dimension (p > n).
Article soumis
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Abstract
We consider linear mixed models in which the observations are grouped. A `1-
penalization on the fixed effects coefficients of the log-likelihood obtained by consid-
ering the random effects as missing values is proposed. A multicycle ECM algorithm
is used to solve the optimization problem; it can be combined with any variable
selection method developed for linear models. The algorithm allows the number of
parameters p to be larger than the total number of observations n; it is faster than
the lmmLasso (Schelldorfer et al., 2011) since no n×n matrix has to be inverted. We
show that the theoretical results of Schelldorfer et al. (2011) apply for our method
when the variances of both the random effects and the residuals are known. The
combination of the algorithm with a variable selection method (Rohart, 2011) shows
good results in estimating the set of relevant fixed effects coefficients as well as esti-
mating the variances; it outperforms the lmmLasso both in the common case (p < n)
and in the high-dimensional case (p ≥ n).
1 Introduction
More and more real data sets are high-dimensional data because of the widely-used new
technologies such as high-thoughput DNA/RNA chips or RNA seq in biology. The high-
dimensional setting -in which the number of parameters p is greater than the number of
observations n- generally implies that the problem can not be solved. In order to address
this problem, some conditions are usually added such as a sparsity condition -which means
that a lot of parameters are equal to zero- or a well-conditioning of the variance matrix
of the observations, among others. A lot of work has been done to address the problem
of variable selection, mainly in a linear model Y = Xβ + , where X is an n × p matrix
containing the observations and  is a n-vector of i.i.d random variables, usually Gaussian.
One of the oldest method is the Akaike Information Criterion (AIC), which is a penalization
of the log-likelihood by a function of the number of parameters included in the model. More
recently, the Lasso (Least Absolute Shrinkage and Selection Operator) (Tibshirani, 1996)
revolutionized the field with both a simple and powerful method: `1-penalization of the
least squares estimate which exactly shrinks to zero some coefficients. The Lasso has some
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extensions, a group Lasso (Yuan and Lin, 2007), an adaptive Lasso (Huang et al., 2008)
and a more stable version known as BoLasso (Bach, 2009), for example. A penalization on
the likelihood is not the only way to perform variable selection. Indeed statistical testing
has also been used recently (Rohart, 2011) and it appears to give good results.
In all methods cited above, the observations are supposed to be independent and iden-
tically distributed. When a structure information is available, such as family relationships
or common environmental effects, these methods are no longer adapted. In a linear mixed
model, the observations are assumed to be clustered, hence the variance-covariance matrix
V of the observations is no longer diagonal but could be assumed to be block diagonal
in some cases. A lot of literature about linear mixed models concerns the estimation of
the variance components, either with a maximum likelihood estimation (ML) (Henderson,
1973, 1953) or a restricted maximum likelihood estimation (REML) which accounts for
the loss in degrees of freedom due to fitting fixed effects (Patterson and Thompson, 1971;
Harville, 1977; Henderson, 1984; Foulley et al., 2006). However, both methods assume that
each fixed effect and each random effect is relevant. This assumption might be wrong and
leads to false estimation of the parameters, especially in a high-dimensional analysis. Con-
trary to the linear model, there is little literature about selection of fixed effects coefficients
in a linear mixed model in a high-dimensional setting.
Both Bondell et al. (2010) and Ibrahim et al. (2011) used a penalized likelihood to per-
form selection of both the fixed and the random effects. However, their simulation studies
were only designed in a low dimensional context. Bondell et al. (2010) introduced a con-
strained EM algorithm to solve the optimization problem, however the algorithm does not
really cope with the problem of high dimension. To our knowledge, only Schelldorfer et al.
(2011) studied the topic in a high dimensional setting. Their paper introduced an algo-
rithm based on a `1-penalization of the maximum likelihood estimator in order to select the
relevant fixed effects coefficients. As highlighted in their paper, their algorithm relies on
the inversion of the variance matrix of the observations V , which can be time-consuming.
Finally, their method depends on a regularization parameter that has to be tuned, as for
the original Lasso. As this question remains an open problem, they proposed the use of
the Bayesian Information Criterion (BIC) to choose the penalty.
All methods are usually considered with one grouping factor -meaning one partition of
the observations-, which can be sometimes misappropriate when the observations are di-
vided w.r.t two factors or more; for instance when a family relationship and a common
environmental effect are considered.
We present in this paper another way to perform selection of the fixed effects in a
linear mixed model. We propose to consider the random effects as missing data, as done
in Bondell et al. (2010) or in Foulley (1997), and to add a `1-penalization on the log-
likelihood of the complete data. Our method allows the use of several different grouping
factors. We propose a multicycle ECM algorithm (Foulley, 1997; McLachlan and Krishnan,
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2008; Meng and Rubin, 1993) to solve the optimization problem; this algorithm possesses
convergence properties. In addition, we show that the use of BIC in order to tune the
regularization parameter as proposed by Schelldorfer et al. (2011) could sometimes turn
out to be misappropriate.
We give theoretical results when the variances of the observations are known. Due to the
design of the algorithm that is decomposed into steps, the algorithm can be combined with
any variable selection method built for linear models. Nevertheless, the performance of
the combination strongly depends on the variable selection method that is used. As there
is little literature on the selection of the fixed effects in a high-dimensional linear mixed
model, we will mainly compare our results to those of Schelldorfer et al. (2011).
This paper extends the analysis on a real data-set coming from a project in which
hundreds of pigs have been studied. The aim is to enlighten relationships between some
phenotypes of interest and metabolomic data (Rohart et al., 2012). Linear mixed mod-
els are appropriate since the observations are repeated data from different environments
(groups of animals are reared together in the same conditions). Some individuals are also
genetically related, in a family effect. The data set consists in 506 individuals from 3
breeds, 8 environments and 157 families. The metabolomic data contains p = 375 vari-
ables. We will investigate the Daily Feed Intake (DFI) phenotype.
This paper is organized as follows: we will first describe the linear mixed model and the
objective function, then we will present the multicycle ECM algorithm that is used to solve
the optimization problem of the objective function. Section 3 gives a generalization of the
algorithm of Section 2 that can be used with any variable selection method developed for
linear models. Finally, we will present results from a simulation study showing that the
combination of this new algorithm with a good variable selection method performs well,
in terms of selection of both the fixed and random effects coefficients (Section 4), before
applying the method on a real data set in Section 5.
2 The method
Let us introduce some notations that will be used throughout the paper. V ar(a) denotes
the variance-covariance matrix of the vector a. For all a > 0, set Ia to be the identity
matrix of Ra. For A ∈ Rn×p, let AI,J A.,J and AI,. denote respectively the submatrix of
A composed of elements of A whose rows are in I and columns are in J , whose columns
are in J with all rows, and whose rows are in I with all columns. Moreover, we set for all
a > 0, b > 0, 0a to be the vector of size a with all its coordinates equal to 0 and 0a×b to be
the null matrix of size a× b. Let us denote |A| the determinant of matrix A.
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2.1 The linear mixed model setup
We consider the linear mixed model in which the observations are grouped and we suppose
that only a small subset of the fixed effects coefficients are non-zero. The aim of this paper
is to recover this subset through an algorithm that will be presented in the next section.
In the present section we explicit the linear mixed model and our objective function.
Mixed models are often considered with a single grouping factor, meaning that each
observation belongs to one single group. In this paper we allow several grouping factors.
Assume there are q random effects and q grouping factors (q ≥ 1), where some grouping
factors may be identical. The levels of the factor k are denoted {1, 2, . . . , Nk}. The ith-
observation belongs to the groups (i1, . . . , iq), where for all l = 1, . . . , q, il ∈ {1, 2, . . . , Nl}.
We precise that two observations can belong to the same group of one grouping factor
whereas they can belong to different groups of another grouping factor.
Let n be the total number of observations with n =
∑Nk
i=1 ni,k,∀k ≤ q, where ni,k is the
number of observations within group i from the grouping factor k. Denote N =
∑q
k=1 Nk.
The linear mixed model can be written as
y = Xβ +
q∑
k=1
Zkuk + , (1)
where
• y is the set of observed data of length n,
• β is an unknown vector of Rp; β = (β1, . . . , βp),
• X is the n× p matrix of fixed effects; X = (X1, . . . , Xp),
• For k = 1, . . . , q, uk is a Nk-vector of the random effect corresponding to the grouping
factor k, ,
• For k = 1, . . . , q, Zk is a n × Nk incidence matrix corresponding to the grouping
factor k,
•  = (1, . . . , n)′ is a Gaussian vector with i.i.d. components  ∼ Nn(0, σ2eIn), where
σe is an unknown positive quantity. We denote by R the variance-covariance matrix
of , R = σ2eIn.
To fix ideas, let us give a example of matrices Zk for n = 6 and two random effects.




















. The grouping factors 1 and 2 are the same
for the two random effects u1 and u2, and Z2 is the incidence matrix of the interaction of
the variable x = (x1, . . . , x6) and the grouping factor.
Throughout the paper, we assume that uk ∼ NNk(0, σ2kINk), where σk is an unknown
positive quantity. We denote u = (u′1, . . . , u
′
k)
′, Z the concatenation of (Z1, . . . , Zq),
G the block diagonal matrix of σ21IN1 , . . . , σ
2
qINq and Γ the block diagonal matrix of





Remark that with these notations, Model (1) can also be written as: y = Xβ + Zu+ .




. We consider the matrices X and {Zk}1,...,q to be fixed design.
Note that our model (1) and the one in Schelldorfer et al. (2011) are almost identical
when all the grouping factors are identical, except that we supposed u1 . . . , uq to be inde-
pendent while they did not make this assumption. Nevertheless, for their simulation study,
they considered i.i.d. random effects.
Let us denote by J the set of the indices of the relevant fixed effects of Model (1);
J = {j, βj 6= 0}. The aim of this paper is to estimate J , β, G and R. In the whole
paper, the number of fixed effects p can be larger than the total number of observations n.
However, we focus on the case where only a few fixed-effects are relevant. We also assume
that only a few grouping factors are included in the model since this paper was motivated
by such a case on a real data set, see Section 5. Hence we assume N + |J | < n.
2.2 A `1 penalization of the complete log-likelihood





as parameters and {uk}k∈{1,...,q} as missing data. We denote Φ = (β, σ21, . . . , σ2q , σ2e).
The log-likelihood of the complete data x = (y, u) is
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where










∀k ∈ {1, . . . , q} ,−2Lk(σ2k;uk) = Nk log(2pi) +Nk log(σ2k) + ||uk||2 /σ2k. (3b)





1, . . . , σ
2
q ; ) = L0(σ
2
e ; ) = n log(2pi)+n log(σ
2
e)+
′/σ2e because |σ2e ∼ Nn(0, σ2eIn)
and (3b) from uk|σ2k ∼ NNk(0, σ2kINk).
Since we allow the number of fixed-effects p to be larger than the total number of
observations n, the usual maximum likelihood (ML) or restricted maximum likelihood
(REML) approaches do not apply. As we assumed that β is sparse -many coefficients are
assumed to be null- and since we want to recover that sparsity, we add a `1 penalty on
β to the log-likelihood of the complete data (2). Indeed a `1 penalization is known to
induce sparsity in the solution, as in the Lasso method (Tibshirani, 1996) or the lmmLasso
method (Schelldorfer et al., 2011). Thus we consider the following objective function to be
minimized:
g(Φ;x) = −2L(Φ;x) + λ|β|1, (4)
where λ is a positive regularization parameter. Remark that the function g could have
been obtained from a Bayesian setting considering a Laplace prior on β.
It is interesting to note that finding a minimum of the objective function (4) is a non-linear,
non-differentiable and non convex problem. But more importantly, one thing that strikes
out -especially from (3b)- is that the function g is not lower-bounded. Indeed, L(Φ;x) tends
to infinity when both uk and σk tends toward 0. It is a well-known problem of degeneracy
of the likelihood, especially studied in Gaussian mixture model (Biernacki and Chre´tien,
2003) but not much concerning mixed models. In linear mixed models, some authors focus
on the log-likelihood of the marginal model in which the random effects are integrated out
in the matrix of variance of the observations Y , such as in Schelldorfer et al. (2011):
y = Xβ + , where  ∼ N (0, V ).
Note that V = ZGZ ′+R. The degeneracy of the likelihood can also appear in the marginal
model when the determinant of V tends toward zero. This phenomenon is likely to happen
in a high dimensional context when too much fixed-effects enter the model, that is to say
when the amount of regularization chosen by the penalty of the lmmLasso (Schelldorfer
et al., 2011) or by λ in (4) is not large enough.
Because of the non lower-boundness of the likelihood, the problem of minimizing the
function g is ill-posed: we are not interested in the minimization of g on the parameter
space
{
β ∈ Rp, σ21 ≥ 0, . . . , σ2q ≥ 0, σ2e ≥ 0
}
but more interested in minimizing g inside the





β ∈ Rp, σ21 > 0, . . . , σ2q > 0, σ2e > 0
}
.
Instead of adding a `1 penalty on the random effect as Bondell et al. (2010), we will
use the degeneracy of the likelihood at the frontier of the parameter space Λ to perform
selection of the random effects. Indeed, if it exists 1 ≤ k ≤ q such that the minimization
process of the function g, defined by (4), takes place at the frontier σ2k = 0 of the param-
eter space Λ, then the grouping factor k is deleted from the model (1). Nevertheless, our
method is more restrictive than the one of Bondell et al. (2010) since we assume N+|J | < n.
The minimization process of the function g can coincide with the deletion of the random
effect k, for 1 ≤ k ≤ q, for two reasons: either the true underlying model was different from
the fitted one -some grouping factors are included in the model although there is no need
to-, or because the initialization of the minimization process was to close to an attraction
domain of (uk, σ
2
k) = (0Nk , 0) (Biernacki and Chre´tien, 2003).
When selection of the random effects is performed in the linear mixed model (1) with q
random effects, a new model is fitted with q− 1 grouping factor and the objective function
is modified accordingly. The selection of the random effects can be performed until no
grouping factor remains, then a linear model is considered.
In the next section we will use a multicycle ECM algorithm in order to solve the
minimization of (4); it performs selection of both the fixed and the random effects.
2.3 A multicycle ECM algorithm
The multicycle ECM algorithm (Meng and Rubin, 1993; Foulley, 1997; McLachlan and
Krishnan, 2008) used to solve the minimization problem of (4) contains four steps -two E
steps interlaced with two M steps-; each will be described in this section.




e) is the vector of the parameters to estimate and that
u = (u′1, . . . , u
′
k)
′ is a vector of missing values. For the sake of simplicity, we denote
K = {1, . . . , q} and σ2K = {σ2k}k∈K.
The multicyle ECM algorithm is an iterative algorithm. We will index the iterations by
t ∈ N. Θ[t] will denote the current estimation of the parameter Θ at iteration t.
Let Eu|y,Φ=Φ[t] denote the conditional expectation under the distribution of u given the




Q(Φ; Φ[t]) = Eu|y,Φ=Φ[t] [g(Φ;x)].
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We can decompose Q as follows:














[t]) = n log(2pi) + n log(σ2[t]e ) + Eu|y,Φ=Φ[t](
′)/σ2[t]e + λ|β[t]|1
and
∀k ∈ K, Qk(σ2k; Φ[t]) = N log(2pi) +N log(σ2[t]k ) + Eu|y,Φ=Φ[t](uk ′uk)/σ2[t]k .





∣∣∣∣Eu|y,Φ=Φ[t] ()∣∣∣∣2 + tr (V aru|y,Φ=Φ(t) ()) .
We can then explicit
Eu|y,Φ=Φ[t](
′) =
∣∣∣∣y −Xβ[t] − ZE (u|y,Φ = Φ[t])∣∣∣∣2 + tr (ZV ar (u|y,Φ[t])Z ′) . (5)
According to the denomination of Henderson (1973), E
(
u|y,Φ = Φ[t]) is the BLUP (Best
Linear Unbiased Prediction) of u for the vector of parameters Φ equal to Φ[t]. Let us denote
u[t+1/2] = E
(
u|y,Φ = Φ[t]), we have that
u[t+1/2] = (Z ′Z + Γ[t])−1Z ′
(
y −Xβ[t]) .
2.3.2 M-Step for β













∣∣∣∣(y − Zu[t+1/2])−Xβ∣∣∣∣2 + λ |β|1) . (6)
Remark that (6) is a Lasso on β with the vector of “observed” data
(





A second E-step is performed with the actualization of the vector of missing values u:
u[t+1] = E
(
u|y, β = β[t+1], σ21 = σ2[t]1 , . . . , σ2q = σ2[t]q , σ2e = σ2[t]e
)
, thus
u[t+1] = (Z ′Z + Γ[t])−1Z ′
(
y −Xβ[t+1]) .
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We define ∀k ∈ K, u[t+1]k to be the element of size Nk that corresponds to the grouping
factor k in u[t+1].





The actualization of the variances {σ2k}1≤k≤q and σ2e are performed with the minimization
of {Qk}1≤k≤q and Q0 respectively.











u′kuk|y, σ2[t]k , σ2[t]e , β[t+1]
)
=
∣∣∣∣∣∣E (uk|y, σ2[t]k , σ2[t]e , β[t+1])∣∣∣∣∣∣2+tr (V ar (uk|y, σ2[t]k , σ2[t]e , β[t+1])) .
Moreover we have, thanks to Henderson (1973),
V ar
(





where Tk,k is defined as follows:
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2,q . . . Tq,q
 .






[∣∣∣∣∣∣u[t+1]k ∣∣∣∣∣∣2 + tr (Tk,k)σ2[t]e ] .










[∣∣∣∣y −Xβ[t+1] − Zu[t+1]∣∣∣∣2 + tr (Z(Z ′Z + Γ[t])−1Z ′)σ2[t]e ] .

















= N − tr
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In summary, the algorithm is the following:
Algorithm 2.1 (Lasso+). Initialization:
Set K = {1, . . . , q}. Initialize the set of parameters Φ[0] = (σ2[0]K , σ2[0]e , β[0]).
Define Γ[0] as the block diagonal matrix of γ
[0]
1 IN1 , . . . , γ
[0]







Define Z as the concatenation of Z1, . . . , Zq and u = (u
′










(∣∣∣∣(y − Zu[t+1/2])−Xβ∣∣∣∣2 + λσ2[t]e |β|1)
3. E-step
u[t+1] = (Z ′Z + Γ[t])−1Z ′(y −Xβ[t+1])
4. M-step
(a) For k in K, set σ2k [t+1] =






[∣∣∣∣y −Xβ[t+1] − Zu[t+1]∣∣∣∣2 +∑k∈K (Nk − γ[t]k tr (Tk,k))σ2[t]e ]
(c) For k in K, if
(∣∣∣∣∣∣u[t+1]k ∣∣∣∣∣∣2 /Nk < 10−4σ2[t]e ) then K = K\{k}
Define Z as the concatenation of {Zk}k∈K and u as the transpose of the concatenation of
{u′k}k∈K.
















The convergence of Algorithm 2.1 is ensured since it is a multicycle ECM algorithm
(Meng and Rubin, 1993).
Three stopping criteria are used to stop the convergence process of the algorithm: a con-
dition on ||β[t+1] − β[t]||2, a condition on ||u[t+1]k − u[t]k ||2 for each random effect uk and
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a condition on ||L(Φ[t+1], x) − L(Φ[t], x)||2 where L(Φ, x) is the log-likelihood defined by
(2). The convergence takes place when all the criteria are fulfilled. We also add a fourth
condition that controls the number of iterations. We choose to initialize the algorithm
2.1 as follows: for all 1 ≤ k ≤ q, σ2[0]k = 0.4q σ2[−1]e , σ2[0]e = 0.6 σ2[−1]e , and (σ2[−1]e , β[0]) is
estimated from a linear estimation (without the random effects) of the Lasso at the given
penalty λ. We will study in Section 4.4 the influence of the initialization of the algorithm
on simulated data.
Note that Step 4(c) performs the selection on the random effects; we decide to delete a
random effect when its variance became lower that 10−4σ2[t]e .
The estimation of the set of parameters Φ is biased (Zhang and Hunag, 2008). One last
step can be added in order to address this problem once both Algorithm 2.1 has converged
and the penalization parameter λ has be tuned. Indeed, one should prefer to use Algorithm
2.1 in order to estimate both the support of β and the support of the random effects, and
then to estimate the set Φ with a classical mixed model estimation on the model:




where Jˆ and S are the estimated set of indices of the relevant fixed effects and the estimated
set of indices of the relevant random effects respectively.
Proposition 2.2. When the variances are known, the minimization of our objective func-
tion (4) is the same as the minimization of Q(β) = (y−Xβ)′V −1(y−Xβ) + λ|β|1, which
is the objective function of Schelldorfer et al. (2011) at known variances.
Let us recall that Schelldorfer et al. (2011) obtained theoretical results on the consis-
tency of their method. According to Proposition 2.2, these results apply to our method in
the case of known variances. The proof of Proposition 2.2 is given in Web Appendix C.
Note that when individuals are genetically related through a known relationship matrix
A, we have u ∼ Nn(0, σ2sA), with σs > 0. Thanks to Henderson (1973), A−1 can be directly




−1 and ||u||2 becomes u′A−1u.
2.4 The tuning parameter
Algorithms 2.1 involves a regularization parameter λ; the solution depends on this pa-
rameter. This amount of shrinkage has to be tuned. We choose the use of the Bayesian
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e , βˆλ are obtained from the minimization of
the objective function g defined by (4). Moreover, dλ :=
∑p
k=1 1σk 6=0 + |Jˆλ| is the sum of
the number of non-zero variance-covariance parameters and the number of non-zero fixed
effects coefficients included in the model which has been selected with the regularization
parameter λ.
Other methods can be used to choose λ such as AIC or cross-validation, among others.
An advantage of BIC over cross-validation is mainly the gain of computational time.
In the next section, we propose a generalization of Algorithm 2.1 which allows the use
of any variable selection methods developed for linear models.
3 A generalized algorithm
Algorithm 2.1 gives good results, as it can be seen in the simulation study of Section 4.
Nevertheless, since Step 2 of Algorithm 2.1 aims at selecting the relevant coefficients of β in
a linear model, the Lasso method can be replaced with any variable selection method built
for linear models. If the chosen variable selection method optimizes a criterion, such as the
adaptive Lasso (Zou, 2006) or the elastic net (Zou and Hastie, 2005), the algorithm thus
obtained remains a multicycle ECM algorithm and the convergence property still applies.
However, the convergence property does not hold for methods that do not optimize a
criterion.
Algorithm 2.1 can be reshaped for a generalized algorithm as follows:
Algorithm 3.1. Initialization:




e , β[0]). Set K = {1, . . . , q}.
Define Γ[0] as the block diagonal matrix of γ
[0]
1 IN1 , . . . , γ
[0]







Define Z as the concatenation of Z1, . . . , Zq and u = (u
′





1. u[t+1/2] = (Z ′Z + Γ[t])−1Z ′(y −Xβ[t])
2. Variable selection and estimation of β in the linear model y − Zu[t+1/2] = Xβ + [t],
where [t] ∼ N (0, σ2[t]e In).
3. u[t+1] = (Z ′Z + Γ[t])−1Z ′(y −Xβ[t+1])
4. (a) For k in K, set σ2k [t+1] =






[∣∣∣∣y −Xβ[t+1] − Zu[t+1]∣∣∣∣2 +∑k∈K (Nk − γ[t]k tr (Tk,k))σ2[t]e ]
(c) For k in K, if
(∣∣∣∣∣∣u[t+1]k ∣∣∣∣∣∣2 /Nk < 10−4σ2[t]e ) then K = K\{k}
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Define Z as the concatenation of {Zk}k∈K and u as the transpose of the concatenation of
{u′k}k∈K.
















We choose to initialize Algorithm 3.1 as follows: for all 1 ≤ k ≤ q, σ2[0]k = 0.4q σ2[−1]e , σ2[0]e =
0.6 σ
2[−1]
e , and (σ
2[−1]
e , β[0]) is estimated from a linear estimation (without the random ef-
fects) of the method used at Step 2.
In the following we propose to combine Algorithm 2.1 with a method that does not need
a tuning parameter, namely the procbol method (Rohart, 2011). The procbol method is
a sequential multiple hypotheses testing which statistically determines the set of relevant
variables in a linear model y = Xβ +  where  is an i.i.d Gaussian noise. This method
is a two-step procedure: the first step orders the variables taking into account the obser-
vations y and the second step uses multiple hypotheses testing to separate the relevant
variables from the irrelevant ones. The procbol method is proved to be powerful under
some conditions on the signal in Rohart (2011).
In Section 4, we show that the combination of Algorithm 3.1 and the procbol method
performs well on simulated data.
4 Simulation study
The purpose of this section is to compare different methods that aim at selecting both the
correct fixed effects coefficients and the relevant random effects in a linear mixed model
(1), but also to look at the improvement obtained from including random effects in the
model.
4.1 Presentation of the methods
We compare several methods, some of them are designed to work in a linear model:
Lasso (Tibshirani, 1996), adLasso (Zou, 2006) and procbol (Rohart, 2011), while oth-
ers are designed to work in a linear mixed model: lmmLasso (Schelldorfer et al., 2011),
Algorithm 2.1 (labelled as Lasso+), adLasso+Algorithm 3.1 (labelled as adLasso+) and
procbol+Algorithm 3.1 (labelled as pbol+).
The initial weights of the adLasso and adLasso+ are set to be equal to 1/|βˆi| where for
all i ∈ {1, . . . , p}, βˆi is the Ordinary Least Squares (OLS) estimate of βi in the model
y = Xiβi + i.
The second step of the procbol method performs multiple hypotheses testing with an
estimation of unknown quantiles related to the matrix X. The calculation of these quantiles
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at each iteration of the convergence process would make the combination of the procbol
method and Algorithm 3.1 almost impossible to run; however, since the data matrixX stays
the same throughout the algorithm, the quantiles also do. Thus the procbol method was
adapted to be run several times on the same data set by keeping the calculated quantiles,
which led to a enormous gain of computational time. Some parameters of the procbol
method were changed in order to limit the time of one iteration of the convergence process,
as follows. The parameter m which stands for the number of bootstrapped samples used to
sort the variables (first step of the procbol method) was set to 10. The number of variables
ordered at the first step of the procbol method was set to 40. Note that when the procbol
method was used in a linear model, we set m = 100 as advised in Rohart (2011). Both the
procbol method and the pbol+ method were set with a user-level of α ∈ {0.1, 0.05}, which
stands for the level of the testing procedure.
Concerning all methods that needed a tuning parameter, we set it using the Bayesian
Information Criterion described in Section 2.4. A particular attention has to be drawn
on the tuning of the regularization parameter of some methods that could be tricky in
some cases due to the degeneracy of the likelihood, especially Lasso and adLasso, see Web
Appendix B.
4.2 Design of our simulation study
Concerning the design of our simulations, we set X1 to be the vector of Rn whose coor-
dinates are all equal to 1 and we considered four models. For each model, the response




k=1 Zkuk + , where J = {i1, . . . , i5} ⊂
{1, . . . , p}, with two random effects (q = 2) being standard Gaussian (σ21 = σ22 = 1) and 
being a vector of independent standard Gaussian variables. The models used to fit the data
differ in the number of parameters p, the number of random effects q and the dependence
structure of the Xi’s. For each model, we have that for all j = 2, . . . , p:
∑n






j,i = 1. For k = 1, . . . , q, the random effects regression matrix Zk corresponds to
the design matrix of the interaction between the kth column of X and the grouping factor
k, which gives a n × Nk matrix. The design of the matrices Zk’s means that the first q
grouping variables generates both a fixed effect (corresponds to βk’s) and a random effect
(corresponds to uk’s). As advised in Schelldorfer et al. (2011), the variables that generate
both a fixed and a random effect do not undergo feature selection; otherwise the fixed
effect coefficients of those variables tends to be shrunken towards 0. The set of variables
that do not undergo feature selection can change at each step of the convergence process of
our algorithms. Indeed, as soon as a variable does not generate a random effect anymore,
the fixed effect corresponding to that variable undergoes feature selection again.
The models are defined as follows:
• M1: n = 120, p = 80, βJ = 2/3. For all j = 2, . . . , p,Xj ∼ Nn(0, In).The division
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of the observations for the two random effects are the same; for all k ≤ 2 : Nk =
20,∀i ∈ {1, .., 20} ni,k = 6. This model is fitted assuming q = 3.
• M2: n = 120, p = 300, βJ = 3/4. The covariates are generated from a multivari-
ate normal distribution with mean zero and covariance matrix Σ with the pairwise
correlation Σkk′ = ρ
|k−k′| and ρ = 0.5. The division of the observations for the two
random effects are the same; for all k ≤ 2 : Nk = 20,∀i ∈ {1, .., 20} ni,k = 6.
• M3: n = 120, p = 300, βJ = 2/3. For all j = 2, . . . , p,Xj ∼ Nn(0, In). The
division of the observations for the two random effects are different: N1 = 20,∀i ∈
{1, .., 20} ni,1 = 6 and N2 = 15,∀i ∈ {1, .., 15} ni,2 = 8
• M4: n = 120, p = 600, βJ = 2/3. For all j = 2, . . . , p,Xj ∼ Nn(0, In). The division
of the observations for the two random effects are the same; for all k ≤ 2 : Nk =
20,∀i ∈ {1, .., 20} ni,k = 6.
For models M1,M3,M4, we set J = {1, . . . , 5}. For model M2, we set J = {1, 2, i3, i4, i5}
where {i3, i4, i5} ⊂ {3, . . . , p}.
In each model, the aim is to recover both the set of relevant fixed effects coefficients J
and the set of relevant random effects; but also to estimate the variance of both the random
effects and the residuals. To judge the quality of the methods, we use several criterion: the
percentage of true model recovered under the label ‘Truth’ (both J and the set of relevant
random effects), the percentage of times the true set of fixed effects is recovered ‘Jˆ = J ’,
the cardinal of the estimated set of fixed effects coefficients |Jˆ |, the number of true positive
TP , the estimated variance σˆ2e of the residuals, the estimated variances σˆ
2
1, . . . , σˆ
2
q of the
random effects and the mean squared error mse calculated as an `2 error rate between the
reality -Xβ- and the estimation -Xβˆ-. We also calculated the Signal-to-Noise Ratio (SNR)
as ||Xβ||22/||
∑q
k=1 Zkuk + ||22 for each of the replications.
4.3 Comments on the results
The detailed results of the simulation study are available in Web Appendix A. A summary
of the main results is shown in Figure 1 (α = 0.1 for the procbol method and the pbol+
method). No results are given for the lmmLasso of Schelldorfer et al. (2011) in Model M3
since two different grouping factors are considered and the R-package lmmLasso does not
include that setting.
In all models, there is an improvement of the results when we switch from a simple
linear model to a linear mixed model; indeed there is a significant difference between Lasso
and Lasso+ or procbol and pbol+, especially with model M4.








































































Figure 1: Summary of the results of the simulation study for models M1 −M4 (X axis).
Results of ‘Truth’ (a), ‘Jˆ = J ’ (b) and Mean Squared Error (c) for each model.
On all models, lmmLasso and Lasso+ give very similar results; this is not surprising
since both are a `1-penalization of the log likelihood, except for model M1 where lmmLasso
seems to give better results. This difference comes from the coding of the R-package
that contains the lmmLasso method. Indeed, a variable that generates both a fixed and
a random effect does not undergo feature selection in the lmmLasso method when the
random effect tends towards zero, whereas the Lasso+ method would allow it.
We observed on our simulation study that both lmmLasso and Lasso+ are very sensitive
to the choice of the regularization parameter. On most simulations of model M4 in which
p = 600, we observed an edge effect between a regularization parameter that selects few
fixed effects (fewer than 15) and a regularization parameter that selects too much fixed-
effects (|Jˆ | > n) and thus stops the algorithm because we assumed that the number of
relevant fixed-effects is lower than min(n− 1, p), see Figure 4.3. Nevertheless, the weights
included in the adLasso+ seems to smooth this phenomenon, see Figure 4.3 for the same
simulation as Figure 4.3. Remark that for the run of model M4 which is on Figure 2,
Lasso+ could select the true model for a regularization parameter around 0.22 whereas
adLasso+ could not as a noisy variable enters the set of selected variables before all the
relevant fixed-effects do.
Concerning the adLasso+ method, it appears to improve the Lasso+ method, except
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Figure 2: Number of selected fixed effects coefficients depending on the value of the regular-
ization parameter for one run of model M4, for the method (a) Lasso+ and (b) adLasso+.
The grid of the penalty is as thin as 10−7 next to the area |Jˆ | > n in (a) and 10−3 in (b).
for model M4 where the true model is only selected once over the 100 replications. On
this particular model M4, adLasso+ selects more fixed effects but less relevant ones than
Lasso+. This could mean that the initial weights are not adapted to this case. Despite
the result of ‘Truth’, the mse is lower for adLasso+ than for Lasso+.
Algorithm 3.1 combined with the procbol method (pbol+) gives the best results over
all tested methods for all models. Indeed the percentage of true model recovered is the
largest over all methods, the estimation of the fixed effects is really close to the reality
and the mse is the lowest among the tested methods. Nevertheless, due to the bias of the
Lasso, the results in term of mse for Lasso+ and lmmLasso could easily be improved with a
linear mixed model estimation as said in Section 2.3 (see Web Appendix). Yet, the results
of pbol+ are mitigated for model M1. Indeed, the percentage of true model recovered is
lower than in the other models because of the selection of the random effects that lacks
efficiency (the results concerning the selection of the fixed-effects are equivalent as in the
other models, as shown in Figure 1). Nonetheless, the results are still better than for the
others methods. Moreover, a relevant random effect was never falsely deleted in all models
and for all methods. It is interesting to note that the pbol+ method always converged on
our simulations.
A R-package “MMS” is available on CRAN (http://cran.r-project.org). This package
contains tools to perform fixed effects selection in linear mixed models; it contains the
previous methods denoted as Lasso+, adLasso+, pbol+, among others.
All the results presented in this section were obtained with a specific initialization of the
algorithms. The next paragraph is dedicated to the analysis of the influence of that specific
initialization.
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4.4 Influence of the initialization of our algorithms
Both Algorithm 2.1 and Algorithm 3.1 start with an initialization of the parameter Φ =




e , β). We choose to initialize each algorithm with the following setting: for
all 1 ≤ k ≤ q, σ2[0]k = 0.4q σ2[−1]e , σ2[0]e = 0.6 σ2[−1]e , and (σ2[−1]e , β[0]) is estimated from a linear
estimation (without the random effects) of the method used at Step 2.
In the current Section, we choose different initializations of Algorithm 2.1 and Algorithm
3.1, both on Model M4 (see Section 4). The initial values of the variances were set from
0.1 to 10 and of the fixed effects coefficients from −100 to 100. Each algorithm always
converged towards the same point, whatever the initialization of Φ, not shown. However,
the farther Φ[0] is set from the true estimation of Φ, the higher is the number of iterations
of the algorithms.
5 Application on a real data-set
In this section we analyze a real data set which comes from Rohart et al. (2012). The aim
of this analysis is to pinpoint metabolomic data that describes a phenotype taking into
account all the available information such as the breed, the batch effect and the relationship
between individuals. Here we will study the Daily Feed Intake phenotype (DFI). We model
the data as follows:
y = XBβB +XMβM + ZEuE + ZFuF + , (7)
where y is the DFI phenotype, XB, XM , ZE, ZF are the design matrices of the breed effect,
the metabolomic data, the batch effect and the family effect, respectively. We consider two
random effects: the batch and the family, considering that each level of these factors is a
random sample drawn from a much larger population of batches and families, contrary to
the breed factor. Note that the coefficients βB do not undergo feature selection.
We compare several methods on this model: Lasso, adLasso, procbol, Lasso+, adLasso+
and pbol+ (see Section 4). The model which is considered for the first three methods is
y = XBβB + XMβM + . Both methods procbol and pbol+ were set with a user-level of
α = 0.1. The results are presented in Table 1.
We observe that considering random effects leads to a decrease of both the residual vari-
ance and the number of selected metabolomic variables. This behavior is in accordance
with the simulation study. The question that arises from this analysis is to know whether
the variables which are selected in the linear mixed models are more relevant than in the
linear model. Biological analyses remain to be done to answer that question.
Table 2 gives the computational time of one run when we only consider the batch effect
-in order to be able to compute the lmmLasso-, showing that the Lasso+ method is much
faster than the lmmLasso method for a large number of observations (due to the inversion
4.2 Article - Fixed effects selection in high dimensional linear mixed models
139
|Jˆ | σˆ2e σˆ2E σˆ2F
Lasso 14 3.8× 10−2 - -
adLasso 21 3.4× 10−2 - -
procbol 11 4.1× 10−2 - -
Lasso+ 11 3.2× 10−2 3.2× 10−3 6.4× 10−3
adLasso+ 10 3.3× 10−2 2.5× 10−3 6.5× 10−3
pbol+ 5 3.4× 10−2 5.9× 10−3 6.5× 10−3




Table 2: CPU Time on a single run that selects the same model
of the matrix of variance V at each step of the convergence process). The simulation was
performed at a regularization parameter that selects the same model for the two methods,
on a 2.80GHz CPU with 8.00Go of RAM.
6 Conclusion
In this paper, we proposed to add a `1-penalization of the complete log-likelihood in order
to perform selection of the fixed effects in a linear mixed model. The multicycle ECM
algorithm used to minimize the objective function also performs random effects selection.
This algorithm gives the same results as the lmmLasso of Schelldorfer et al. (2011) when
the random effects are assumed to be independent, but faster. Theoretical results are
identical to those of Schelldorfer et al. (2011) when the variances are known. The structure
of our algorithm gives the possibility to combine it with any variable selection method
built for linear models, but at the price of possibly loosing the convergence property.
Nonetheless, the combined procbol method appears to give good results on simulated data
and outperforms other approaches.
We applied all these methods to a real data set showing that the residual variance can be
reduced, even with a small set of selected variables.
Supplementary Materials
Web Appendices, referenced in Section 2 and 4, are available with this paper at the Bio-
metrics website on Wiley Online Library.
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Web Appendix A - Results of the simulation study
Table 1: Results of model M1. The percentage of true model recovered was recorded -‘Truth’-
as well as Jˆ = J . |J | is the number of fixed effects selected and TP the number of relevant fixed
effects selected. The signal to noise ratio is equal to SNR = 0.78(0.13). Standard errors are
given in parentheses, for 100 runs.
Truth Jˆ = J |Jˆ | TP σˆ2e σˆ21 σˆ22 σˆ33
Ideal 1 5 5 5 1 1 1 0
Lasso - 0.15 4.95 4.13 3.27 - - -
(1.90) (1.12) (0.62) - - -
adLasso - 0.16 5.25 4.26 2.91 - - -
(1.84) (0.89) (0.59) - - -
procbol - 0.59 4.70 4.58 2.83 - - -
α = 0.1 (0.78) (0.61) (0.57) - - -
procbol - 0.45 4.47 4.40 2.89 - - -
α = 0.05 (0.67) (0.62) (0.58) - - -
Lasso+ 0.21 0.34 6.42 5.00 1.04 0.88 0.98 0.02
(1.64) (0.00) (0.21) (0.37) (0.44) (0.06)
adLasso+ 0.21 0.35 6.34 4.99 0.94 0.86 0.95 0.02
(1.41) (0.10) (0.18) (0.36) (0.41) (0.06)
lmmLasso 0.29 0.39 6.15 5.00 1.01 0.89 0.96 0.02
(1.29) (0.00) (0.19) (0.38) (0.42) (0.06)
pbol+ 0.55 0.89 5.18 5.00 0.92 0.87 0.97 0.03
α = 0.1 (0.50) (0.00) (0.18) (0.37) (0.41) (0.06)
pbol+ 0.59 0.93 5.08 5.00 0.93 0.88 0.97 0.03
α = 0.05 (0.30) (0.00) (0.17) (0.37) (0.41) (0.06)
βˆ1 βˆ2 βˆ3 βˆ4 βˆ5 MSE
Ideal 0.67 0.67 0.67 0.67 0.67 0.00
Lasso 0.67 0.29 0.31 0.41 0.17 0.79
(0.27) (0.26) (0.20) (0.19) (0.16) (0.42)
adLasso 0.69 0.42 0.46 0.58 0.27 0.60
(0.27) (0.33) (0.25) (0.23) (0.22) (0.37)
procbol 0.69 0.63 0.68 0.65 0.49 0.44
α = 0.1 (0.27) (0.32) (0.17) (0.30) (0.33) (0.31)
procbol 0.69 0.63 0.68 0.62 0.43 0.51
α = 0.05 (0.27) (0.32) (0.17) (0.33) (0.36) (0.30)
Lasso+ 0.69 0.65 0.49 0.41 0.43 0.35
(0.25) (0.28) (0.17) (0.11) (0.11) (0.17)
adLasso+ 0.69 0.64 0.59 0.57 0.48 0.26
(0.25) (0.27) (0.15) (0.12) (0.14) (0.15)
lmmLasso 0.69 0.65 0.66 0.41 0.43 0.30
(0.25) (0.28) (0.11) (0.11) (0.10) (0.15)
pbol+ 0.69 0.67 0.67 0.66 0.65 0.19
α = 0.1 (0.25) (0.28) (0.12) (0.10) (0.10) (0.14)
pbol+ 0.69 0.67 0.67 0.66 0.65 0.18
α = 0.05 (0.25) (0.28) (0.11) (0.10) (0.10) (0.13)
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Table 2: Results of model M2. The percentage of true model recovered was recorded -‘Truth’-
as well as Jˆ = J . |J | is the number of fixed effects selected and TP the number of relevant fixed
effects selected. The signal to noise ratio is equal to SNR = 1.26(0.25). Standard errors are
given in parentheses, for 100 runs.
Results Truth Jˆ = J |Jˆ | TP σˆ2e σˆ21 σˆ22
Ideal 1 5 5 5 1 1 1
Lasso - 0.11 5.02 3.86 3.62 - -
(2.69) (1.35) (0.96) - -
adLasso - 0.09 6.06 4.24 3.05 - -
(2.66) (1.16) (0.87) - -
procbol - 0.24 3.95 3.76 3.62 - -
α = 0.1 (1.22) (1.06) (0.95) - -
procbol - 0.21 3.60 3.47 3.53 - -
α = 0.05 (1.25) (1.14) (0.87) - -
Lasso+ 0.17 0.17 7.60 4.92 1.25 0.91 0.93
(2.64) (0.37) (0.28) (0.40) (0.48)
adLasso+ 0.08 0.08 8.26 5.00 0.99 0.90 0.85
(3.15) (0.00) (0.21) (0.38) (0.41)
lmmLasso 0.17 0.17 7.65 4.93 1.24 0.91 (0.93)
(2.49) (0.36) (0.26) (0.40) (0.48)
pbol+ 0.91 0.91 4.86 4.85 1.01 0.95 0.88
α = 0.1 (0.59) (0.58) (0.28) (0.38) (0.41)
pbol+ 0.80 0.80 4.57 4.57 1.11 0.93 0.88
α = 0.05 (0.93) (0.93) (0.39) (0.38) (0.39)
βˆi1 βˆi2 βˆi3 βˆi4 βˆi5 MSE
Ideal 0.75 0.75 0.75 0.75 0.75 0.00
Lasso 0.79 0.47 0.21 0.19 0.17 1.19
(0.27) (0.31) (0.19) (0.17) (0.16) (0.57)
adLasso 0.79 0.64 0.36 0.35 0.29 0.84
(0.27) (0.38) (0.24) (0.24) (0.22) (0.55)
procbol 0.79 0.72 0.50 0.57 0.52 0.82
α = 0.1 (0.27) (0.49) (0.40) (0.38) (0.38) (0.55)
procbol 0.79 0.75 0.44 0.50 0.45 0.93
α = 0.05 (0.27) (0.50) (0.42) (0.41) (0.40) (0.56)
Lasso+ 0.82 0.91 0.35 0.35 0.33 0.54
(0.26) (0.26) (0.13) (0.11) (0.13) (0.24)
adLasso+ 0.81 0.82 0.51 0.52 0.49 0.33
(0.25) (0.25) (0.14) (0.13) (0.14) (0.17)
lmmLasso 0.82 0.91 0.35 0.35 0.33 0.53
(0.26) (0.26) (0.13) (0.11) (0.13) (0.23)
pbol+ 0.79 0.76 0.70 0.73 0.72 0.23
α = 0.1 (0.25) (0.26) (0.22) (0.17) (0.18) (0.28)
pbol+ 0.80 0.79 0.64 0.66 0.66 0.35
α = 0.05 (0.25) (0.28) (0.29) (0.28) (0.28) (0.43)
4.2 Article - Fixed effects selection in high dimensional linear mixed models
145
Table 3: Results of model M3. The percentage of true model recovered was recorded -‘Truth’-
as well as Jˆ = J . |J | is the number of fixed effects selected and TP the number of relevant fixed
effects selected. The signal to noise ratio is equal to SNR = 0.83(0.16). Standard errors are
given in parentheses, for 100 runs.
Results Truth Jˆ = J |Jˆ | TP σˆ2e σˆ21 σˆ22
Ideal 1 5 5 5 1 1 1
Lasso - 0.22 4.96 4.13 3.32 - -
(2.18) (1.10) (0.80) - -
adLasso - 0.20 6.10 4.58 2.85 - -
(2.19) (0.70) (0.72) - -
procbol - 0.28 4.37 4.12 2.90 - -
α = 0.1 (1.08) (0.77) (0.79) - -
procbol - 0.26 4.17 3.97 2.97 - -
α = 0.05 (1.12) (0.83) (0.82) - -
Lasso+ 0.20 0.20 7.07 4.99 1.11 0.91 0.92
(2.01) (0.10) (0.22) (0.36) (0.46)
adLasso+ 0.24 0.24 6.70 4.97 0.97 0.88 0.88
(1.51) (0.17) (0.19) (0.34) (0.45)
lmmLasso - - - - - - -
- - - - -
pbol+ 0.93 0.93 5.09 5.00 0.95 0.91 0.89
α = 0.1 (0.38) (0.00) (0.17) (0.33) (0.44)
pbol+ 0.95 0.95 5.08 5.00 0.95 0.91 0.89
α = 0.05 (0.44) (0.00) (0.17) (0.33) (0.44)
βˆ1 βˆ2 βˆ3 βˆ4 βˆ5 MSE
Ideal 0.67 0.67 0.67 0.67 0.67 0.00
Lasso 0.69 0.69 0.18 0.20 0.27 0.90
(0.25) (0.32) (0.17) (0.17) (0.17) (0.40)
adLasso 0.69 0.68 0.32 0.36 0.46 0.60
(0.25) (0.32) (0.21) (0.21) (0.22) (0.32)
procbol 0.73 0.65 0.48 0.51 0.57 0.63
α = 0.1 (0.34) (0.13) (0.36) (0.36) (0.35) (0.42)
procbol 0.73 0.65 0.44 0.49 0.56 0.68
α = 0.05 (0.34) (0.13) (0.38) (0.38) (0.36) (0.43)
Lasso+ 0.71 0.71 0.40 0.38 0.43 0.41
(0.24) (0.29) (0.12) (0.11) (0.11) (0.19)
adLasso+ 0.71 0.69 0.50 0.48 0.56 0.30
(0.24) (0.29) (0.16) (0.14) (0.13) (0.18)
lmmLasso - - - - - -
- - - - - -
pbol+ 0.71 0.69 0.67 0.65 0.68 0.19
α = 0.1 (0.24) (0.29) (0.12) (0.10) (0.10) (0.16)
pbol+ 0.71 0.69 0.67 0.65 0.68 0.19
α = 0.05 (0.24) (0.29) (0.12) (0.10) (0.10) (0.16)
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Table 4: Results of model M4. The percentage of true model recovered was recorded -‘Truth’-
as well as Jˆ = J . |J | is the number of fixed effects selected and TP the number of relevant fixed
effects selected. The signal to noise ratio is equal to SNR = 0.63(0.11). Standard errors are
given in parentheses, for 100 runs.
Results Truth Jˆ = J |Jˆ | TP σˆ2e σˆ21 σˆ22
Ideal 1 5 5 5 1 1 1
Lasso - 0.00 2.81 2.06 4.08 - -
(2.80) (1.30) (0.84) - -
adLasso - 0.00 5.64 3.03 3.38 - -
(4.10) (1.22) (0.88) - -
procbol - 0.15 3.85 3.61 3.23 - -
α = 0.1 (1.00) (0.95) (0.73) - -
procbol - 0.15 3.48 3.34 3.39 - -
α = 0.05 (1.00) (0.99) (0.80) - -
Lasso+ 0.25 0.25 7.13 4.99 1.21 0.93 1.03
(1.84) (0.10) (0.27) (0.41) (0.40)
adLasso+ 0.01 0.01 9.56 4.87 0.94 0.89 0.98
(4.01) (0.37) (0.26) (0.37) (0.37)
lmmLasso 0.25 0.25 7.22 4.99 1.19 0.93 1.03
(1.95) (0.10) (0.25) (0.40) (0.40)
pbol+ 0.82 0.82 5.21 4.99 0.92 0.97 1.00
α = 0.1 (0.56) (0.10) (0.17) (0.39) (0.34)
pbol+ 0.88 0.88 5.10 4.98 0.93 0.97 1.00
α = 0.05 (0.41) (0.14) (0.16) (0.39) (0.34)
βˆ1 βˆ2 βˆ3 βˆ4 βˆ5 MSE
Ideal 0.67 0.67 0.67 0.67 0.67 0.00
Lasso 0.60 0.06 0.06 0.06 0.11 1.27
(0.25) (0.15) (0.11) (0.11) (0.15) (0.32)
adLasso 0.60 0.15 0.18 0.17 0.26 0.99
(0.25) (0.26) (0.19) (0.19) (0.23) (0.33)
procbol 0.60 0.55 0.38 0.44 0.43 0.83
α = 0.1 (0.25) (0.31) (0.38) (0.39) (0.40) (0.43)
procbol 0.60 0.53 0.32 0.38 0.35 0.91
α = 0.05 (0.25) (0.32) (0.38) (0.40) (0.41) (0.39)
Lasso+ 0.62 0.55 0.31 0.35 0.37 0.46
(0.25) (0.27) (0.11) (0.12) (0.12) (0.20)
adLasso+ 0.61 0.56 0.41 0.43 0.48 0.39
(0.25) (0.26) (0.16) (0.18) (0.16) (0.19)
lmmLasso 0.62 0.55 0.31 0.35 0.38 0.45
(0.25) (0.27) (0.11) (0.12) (0.12) (0.19)
pbol+ 0.60 0.64 0.67 0.67 0.67 0.21
α = 0.1 (0.25) (0.28) (0.10) (0.11) (0.13) (0.15)
pbol+ 0.60 0.64 0.67 0.67 0.67 0.20
α = 0.05 (0.25) (0.27) (0.10) (0.13) (0.13) (0.15)
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Table 5: Results of model M4 when a ML linear regression is added after the convergence of the
algorithm. The percentage of true model recovered was recorded -‘Truth’- as well as Jˆ = J . |J |
is the number of fixed effects selected and TP the number of relevant fixed effects selected. The
signal to noise ratio is equal to SNR = 0.63(0.11). Standard errors are given in parentheses, for
100 runs.
Ideal lmmLasso Lasso+
Truth 1 0.25 0.25
Jˆ = J 1 0.25 0.25
|Jˆ | 5 7.22(1.95) 7.13(1.84)
TP 5 4.99(0.10) 4.99(0.10)
σˆ2e 1 1.19(0.25) 1.21(0.27)
σˆ21 1 0.96(0.39) 0.96(0.40)
σˆ22 1 1.01(0.36) 1.01(0.36)
βˆ1 0.67 0.61(0.25) 0.61(0.25)
βˆ2 0.67 0.62(0.28) 0.62(0.28)
βˆ3 0.67 0.61(0.12) 0.61(0.12)
βˆ4 0.67 0.63(0.12) 0.63(0.12)
βˆ5 0.67 0.62(0.14) 0.62(0.14)
mse 0 0.40(0.17) 0.40(0.17)
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(a) BIC or EBIC depending on the value of
the regularization parameter of the Lasso
method
(b) −2×log-Likelihood depending on the
regularization parameter of the Lasso
method
(c) Residual variance depending on the reg-
ularization parameter of the Lasso method
Figure 1: One simulation of linear model for the Lasso method with n = 120, p =
80 and βJ = 1.
Web Appendix B - Remark on the tuning parameter
The tuning of the regularization parameter could be tricky for some methods, especially
the Lasso method and the adLasso method. In this section, we look at the causes.
We shall begin to consider the classical linear model before studying the linear mixed
model. Let us first look at the Lasso method when only applied in a classical linear model.
We compare two penalizations of the likelihood: BIC and the Extended BIC (EBIC) (Chen
and Chen, 2008). The EBIC penalizes a space of dimension k with a term that depends on
the number of spaces that have the same dimension, which is p!
k!(p−k)! ; thus EBIC penalizes
more the complex spaces than BIC. Figure 1 shows the behavior of the BIC and EBIC
criteria, the log-likelihood and the residual variance for several values of the regularization
parameter of the Lasso in a low dimensional case (p = 80). We observe that tuning the
regularization parameter in this case raises no problem.
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(a) BIC or EBIC depending on the value of
the regularization parameter of the Lasso
(b) −2×log-Likelihood depending on the
regularization parameter of the Lasso
method
(c) Residual variance depending on the reg-
ularization parameter of the Lasso method
Figure 2: One simulation of linear model for the Lasso method with n = 120, p =
600 and βJ = 1.
Let us now consider a simulation in a high dimensional context in which we have n = 120
observations and p = 600 explanatory variables. Results of the two methods for choosing
the regularization parameter of Lasso are presented in Figure 2.
Firstly, we confirm that EBIC is more conservative than BIC and penalizes more the
complex spaces. On the far left of Figure 2(a), we observe that both the BIC and the EBIC
curves decrease when the regularization parameter is close to zero. This phenomenon is
due to the degeneracy of the likelihood that can be seen in Figure 2(b) (stated in Section
?? for mixed models, it can also happen in linear models). Figure 2(c) shows that the
degeneracy of the likelihood comes from the residual variance that drops to zero when
the regularization parameter is close to zero, and thus when too much variables enter the
model.
To conclude, we see that both BIC and EBIC penalties are not sufficiently strong to
completely balance the degeneracy of the likelihood; however, EBIC penalty leads to select
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(a) BIC or EBIC depending on the value of
the regularization parameter of the Lasso+
method
(b) −2×log-Likelihood depending on the
regularization parameter of the Lasso+
method
(c) Residual variance depending on the
regularization parameter of the Lasso+
method
(d) Residual variance depending on the
regularization parameter of the Lasso+
method
Figure 3: One simulation of linear mixed model with n = 120, p = 600, βJ = 1
and two i.i.d. random effects.
a more parsimonious model while BIC penalty selects a more complex model. Nonetheless,
the EBIC penalty is usually too much conservative in practice, that is why the simulation
study used the BIC penalty. When the degeneracy happens -as it is likely to occur as
p grows-, the regularization parameter should be optimized over an area that does not
contain the explosion of the likelihood, that means that the area should not contain the
far left part of Figure 2(a) where the criterion decreases.
We now look at the Lasso+ method. As mentioned in the paper, the maximal number
of fixed-effects that can be selected with the Lasso+ method is small compared to n or
p. Thus, the degeneracy of the likelihood never occurred in our simulations (Figure 3).
However, if this phenomenon happens, the choice of the grid of the regularization parameter
should follow the same advice as the one given above for the classical linear model.
4.2 Article - Fixed effects selection in high dimensional linear mixed models
151
Web Appendix C - Proof of Proposition 2.2
G and R are supposed to be known. Thus the minimization of our objective function g
reduces to the minimization of the following function in (β, u):
h(u, β) = (y −Xβ − Zu)′R−1(y −Xβ − Zu) + u′G−1u+ λ|β|1.
Let denote (uˆ, βˆ) = argmin
(u,β)














exists, we can explicit the minimum of h in u:
(uˆ, βˆ) =







h(u(β), β) = (y −Xβ − Zu(β))′R−1(y −Xβ − Zu(β)) + u′G−1u+ λ|β|1
= (y −Xβ)′R−1(y −Xβ)− (y −Xβ)R−1Zu(β)− (Zu(β))′R−1(y −Xβ)
+(Zuˆ)′R−1Zu(β) + u(β)′G−1u(β) + λ|β|1
= (y −Xβ)′ [R−1 −R−1Z(Z ′R−1Z +G−1)−1Z ′R−1] (y −Xβ) + λ|β|1
Denote W = R−1 − R−1Z(Z ′R−1Z + G−1)−1Z ′R−1. We can show that W = (Z ′GZ +
R−1)−1 = V −1. This result comes from the equivalence between the resolution of Hender-
son’s equations (Henderson, 1973) and the generalized least squares.
To conclude, we have that
(uˆ, βˆ) =
(
(Z ′R−1Z +G−1)−1Z ′R−1(y −Xβˆ), argmin
β




Chen, J. and Chen, Z. (2008). Extended bayesian information criteria for model selection
with large model spaces. Biometrika, 94:759–771.
Henderson, C. (1973). Sire evaluation and genetic trends. Journal of Animal Science,
pages 10–41.




Une nouvelle me´thode de se´lection d’effets fixes dans un mode`le line´aire mixte a e´te´
pre´sente´e dans la partie pre´ce´dente. Cette me´thode donne des re´sultats tre`s satisfaisants sur
les simulations aussi bien en petite dimension qu’en grande dimension. L’algorithme utilise´
pour cette me´thode se combine aise´ment aux me´thodes de se´lection de variables existantes
dans le mode`le line´aire classique. La combinaison de cet algorithme avec la proce´dure de
tests multiples pre´sente´e dans la Partie 3, procbol+, donne de bons re´sultats en simula-
tion ainsi que sur les donne´es re´elles. Des re´sultats the´oriques sur la consistance de notre
me´thode Lasso+ dans le cas particulier ou` les variances sont connues ont e´te´ donne´s ; un
travail comple´mentaire est a` accomplir afin d’obtenir des re´sultats the´oriques pour le cas
ge´ne´ral.
Comparons la liste des me´tabolites se´lectionne´s pour le mode`le line´aire mixte et le
mode`le line´aire classique pour le phe´notype DFI dans le mode`le qui prend en compte la
race des individus, les re´sultats sont donne´s en Table 7.
Mode`le line´aire Mode`le line´aire mixte
Lasso procbol Lasso+ procbol+
δ (n) Assign. δ (n) Assign. δ(n) Assign. δ (n) Assign.
4.05 (100) creatinine 4.05 (96) creatinine 4.05 (97) creatinine 4.05 (100) creatinine
2.04 (100) glutamine 2.04 (97) glutamine
glutamate glutamate
proline proline
4.23 (65) inconnu 0.90 (66) Lipides








Table 7 – Variables se´lectionne´es pour le phe´notype “DFI” pour diffe´rentes
me´thodes. Le de´calage chimique (δ) en ppm est donne´. Le nombre de fois ou`
la variable est se´lectionne´e sur les 100 ite´rations est donne´ entre parenthe`ses,
seuille´ a` 50.
On remarque dans la Table 7 que les me´tabolites se´lectionne´s dans le mode`le line´aire
mixte -que ce soit avec la me´thode Lasso+ ou la proce´dure procbol+- sont aussi se´lectionne´s
dans le mode`le line´aire classique -que ce soit avec la me´thode Lasso ou la proce´dure de
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4.3 Conclusions
tests multiples procbol, respectivement-. D’apre`s les re´sultats obtenus dans la Section 4.2
pour le phe´notype DFI, on observe que le mode`le et la me´thode qui permettent d’obtenir
la plus basse erreur de pre´diction sont le mode`le line´aire classique et la me´thode adLasso.
La prise en compte du lien de parente´ entre individus ainsi que la prise en compte de la
bande en tant qu’effets ale´atoires augmente le´ge`rement l’erreur de pre´diction pour toutes
les me´thodes conside´re´es. Ce phe´nome`ne peut avoir plusieurs raisons. Il pourrait eˆtre duˆ
au plan d’expe´rience tre`s de´se´quilibre´ (entre l’effet race et l’effet bande) ainsi qu’au faible
nombre d’individus par famille. Ce dernier point me´rite de plus amples investigations. Des
travaux comple´mentaires devraient eˆtre mene´s sur la mode´lisation de ce jeu de donne´es
re´elles et sur l’ame´lioration du plan d’expe´rience afin de mieux estimer les effets ale´atoires.
Cependant, l’objectif de la proce´dure propose´e est d’effectuer une se´lection de variables
dans un mode`le line´aire mixte. Bien entendu sur les donne´es re´elles il est impossible de
ve´rifier la performance de la me´thode en termes de se´lection de variables. Ne´anmoins,
les simulations ont montre´ que la prise en compte des effets ale´atoires ame´liore de fac¸on
substantielle la se´lection de variables.
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5 Travaux en cours et perspectives
Les perspectives de travail concernent principalement la mise en relation de diffe´rents
types de donne´es, par exemple des donne´es transcriptomiques et des donne´es ge´nomiques
des individus du projet De´LiSus. Les donne´es transcriptomiques ayant e´te´ disponibles dans
le courant de ce travail, cette the`se a aussi permis l’encadrement d’un projet puis d’un stage
de Master 1 sur le sujet “Analyse de donne´es transcriptomiques”. Ce travail a porte´ sur
une analyse diffe´rentielle afin d’identifier des ge`nes dont l’expression varie selon les races.
Pour se faire, chacune des p = 12 358 variables transcriptomiques a e´te´ analyse´e dans un
mode`le line´aire mixte dans lequel la race a e´te´ conside´re´e comme effet fixe et la bande
des individus en effet ale´atoire. Une p-valeur a e´te´ calcule´e dans chacun des p mode`les a`
l’aide du test d’e´galite´ des moyennes de l’effet de chaque race, les p-valeurs ont ensuite e´te´
corrige´es en controˆlant le taux de faux positifs (FDR) par la me´thode de Benjamini and
Yekutieli (2001). La Table 8 donne le nombre de transcrits diffe´rentie´s selon la race pour
cette me´thode, en fonction du FDR.
FDR 0.1 0.05 0.01 0.001 0.0001
# transcrits 2644 2257 1545 982 610
Table 8 – Nombre de transcrits diffe´rentie´s entre races pour un ensemble de
taux de faux positifs (FDR) fixe´s.
Une repre´sentation des individus sur les deux premiers axes ainsi que sur les axes 2 et
3 d’une analyse en composantes principales obtenue a` partir des 982 transcrits conside´re´s
comme diffe´rentiels pour la race avec un seuil FDR de 0.001 est donne´e en Figure 8. On
observe que l’axe 1 permet de diffe´rencier la race Pie´train des autres races. Cependant il
est a` noter qu’un effet sexe est confondu avec la race Pie´train puisque, dans ce projet et
pour des raisons inde´pendantes de la volonte´ des scientifiques, les Pie´trains sont tous des
femelles contrairement aux animaux des autres races qui sont des maˆles. L’axe 3 se´pare la
race Duroc des autres ; les races Landrace et Large White (femelle ou maˆle) sont le´ge`rement
diffe´rencie´es suivant l’axe 2.
L’objectif e´tait ici de de´terminer un ensemble de ge`nes diffe´rentiellement exprime´s
pour la race. Toutefois, le proble`me peut eˆtre envisage´ comme une question de classifi-
cation, ou` l’objectif est de de´terminer une liste restreinte de transcrits de´terminants dans
la diffe´rentiation des races et qui permettent de classifier au mieux celles-ci. La me´thode
Lasso du package glmnet pour le logiciel R permet d’effectuer une se´lection de variables
dans un objectif de classification lorsque la famille des observations est conside´re´e comme
multinomiale et que la relation entre les transcrits et la race est suppose´e line´aire. Notre
me´thode Lasso+ et l’algorithme pre´sente´, cf. Section 4, devrait e´galement pouvoir s’adapter
aux cas de classification, si le mode`le est ge´ne´ralise´. Notons que l’utilisation de me´thodes
plus classiques comme les foreˆts ale´atoires (Breiman, 2001) ou la sPLS-DA (Leˆ Cao et al.,
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Figure 8 – Repre´sentation des individus sur les premie`res composantes princi-
pales construites avec les 982 transcrits diffe´rentie´s entre races (FDR<0.001)
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2011) peut aussi eˆtre une solution a` ce proble`me.
Par la suite il est inte´ressant de combiner l’information contenue dans le transcriptome
et celle contenue dans le me´tabolome afin de pre´dire des phe´notypes d’inte´reˆt. Comme
mentionne´ en introduction de ce manuscrit, le couˆt des expe´riences est tel que toutes les
donne´es n’ont pas e´te´ recueillies sur tous les animaux. On obtient donc un nombre d’in-
dividus communs dans les deux jeux de donne´es relativement faible compare´ au nombre
d’observations du me´tabolome : seulement n = 102 individus, de´compose´s en 39 Large
White type femelle, 2 Large White type maˆle, 32 Landrace, 23 Pie´train et 6 Duroc. Cette
analyse a e´te´ conduite sur les 94 individus des trois races majoritaires dans un mode`le
line´aire par la me´thode Lasso. Les re´sultats sont compare´s a` la me´thode Lasso effectue´e
sur les 94 meˆmes individus lorsque seules les donne´es me´tabolomiques sont conside´re´es, cf.
Figure 9,10 et 11. Le premier constat est une augmentation de la variabilite´ des erreurs de
pre´dictions sur les trois mode`les conside´re´s pour les deux types de donne´es. Cette varia-
bilite´ peut s’expliquer par la diminution du nombre d’observations et l’accroissement du
nombre de parame`tres : pour l’analyse couple´e du me´tabolome est du transcriptome on a
p = 12 734 dans le mode`le 1 (cf. (12a)), p = 50 936 dans le mode`le 2 (on rajoute la race,
cf. (12b)) et p = 140 074 dans le mode`le 3 (on rajoute la race et la bande, cf. (12c)), a`
mettre en balance avec les n = 94 observations. On observe e´galement une ame´lioration de
la pre´diction d’une grande majorite´ de phe´notypes dans le mode`le le plus simple lorsque
le transcriptome est combine´ au me´tabolome, Figure 9. Au contraire, l’ajout du trans-
criptome n’apporte plus d’information et a tendance a` de´te´riorer le pouvoir pre´dictif du
me´tabolome dans les autres mode`les (lorsque la race et la bande sont conside´re´es).
Cette analyse doit eˆtre approfondie, notamment par l’utilisation d’autres me´thodes de
se´lection de variables dans le mode`le line´aire ainsi que l’utilisation de me´thodes de se´lection
d’effets fixes pour les mode`les line´aires mixtes si l’on conside`re la bande et la relation de
parente´ comme des effets ale´atoires.
En collaboration avec B. Servin (INRA Toulouse), une recherche de mQTL (metabo-
lomic Quantitative Trait Locus) a e´te´ entreprise a` la fin de cette the`se. Ce type d’analyse
permet de mettre en relation les donne´es me´tabolomiques et les donne´es ge´nomiques -
le ge´nome porcin est constitue´ de 18 chromosomes, les donne´es comportent 46 425 SNP
(Single Nucleotide Polymorphism)-.
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Figure 9 – Pre´dictions de 27 phe´notypes par le me´tabolome et par la combi-
naison du me´tabolome et du transcriptome, avec la me´thode Lasso.
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Figure 10 – Pre´dictions de 27 phe´notypes par le me´tabolome et par la combi-
naison du me´tabolome et du transcriptome, avec la me´thode Lasso en prenant
en compte la race des individus.
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Figure 11 – Pre´dictions de 27 phe´notypes par le me´tabolome et par la combi-
naison du me´tabolome et du transcriptome, avec la me´thode Lasso en prenant




Les objectifs de cette the`se e´taient la pre´diction de phe´notypes d’inte´reˆt e´conomique
ainsi que la de´termination de marqueurs biologiques permettant d’expliciter un phe´notype,
cela a` partir de donne´es me´tabolomiques recueillies sur des individus en croissance.
S’affranchissant d’un parame`tre de re´gularisation tre`s important pour la plupart des
me´thodes classiques, de nouvelles me´thodes de se´lection de variables ont e´te´ de´veloppe´es
pour re´pondre aux proble`mes pose´s, que ce soit dans un mode`le line´aire ou dans un mode`le
line´aire mixte. Dans le premier, les me´thodes sont des proce´dures se´quentielles de tests
multiples ayant des re´sultats de puissance non asymptotique de´pendants de la force du
signal, et de plus, elles fonctionnent en grande dimension (p > n). Ces proce´dures donnent
de tre`s bons re´sultats en simulation et des re´sultats mitige´s sur les donne´es re´elles provenant
du projet De´LiSus de l’INRA. Les mode`les mixtes ont donc e´te´ e´tudie´s et un algorithme
a e´te´ de´veloppe´ pour la se´lection d’effets fixes. Cet algorithme est performant en grande
dimension et plus rapide que les me´thodes existantes puisqu’il n’est pas base´ sur l’inversion
d’une matrice de taille n× n a` chaque e´tape du processus de convergence.
Les re´sultats pre´sents dans ce manuscrit ont permis la mise en e´vidence de relations
entre certains phe´notypes de production et le me´tabolome, les donne´es me´tabolomiques
ayant un pouvoir pre´dictif diffe´rent pour chaque phe´notype. On pourrait toutefois attendre
de meilleurs re´sultats si certaines conditions e´taient remplies, comme par exemple un plan
d’expe´rience plus e´quilibre´, ou encore une re´duction du de´lai temporel entre la prise de
sang et la mesure des phe´notypes puisque l’on sait que le me´tabolome e´volue dans le temps
et qu’il refle`te un instant pre´cis de la vie de l’animal.
De plus, nous avons commence´ par un travail sur trois grandes races porcines -Large White
type Femelle, Landrace et Pietrain- qui sont celles qui comportaient le plus d’individus, les
analyses pre´sentes dans ce manuscrit doivent donc eˆtre poursuivies en incluant toutes les
races a` disposition (au nombre de 8).
Il est a` noter que des analyses a` deux tableaux ont e´te´ envisage´es, en conside´rant tous
les phe´notypes comme faisant partie d’un meˆme tableau, mais elles n’ont pas e´te´ poursui-
vies puisque le travail s’est rapidement focalise´ sur des phe´notypes particuliers comme la
consommation journalie`re -DFI- ou le taux de muscle -LMP-. Cependant, des me´thodes
permettant de conside´rer deux tableaux existent, comme la PLS (Partial Least Squares)
(Wold, 1966), la sPLS (sparse PLS) (Leˆ Cao et al., 2008) ou l’analyse de co-inertie (Dole´dec
and Chessel, 1994).
Tout le travail fourni dans ce manuscrit avait pour but de re´pondre a` des questions
biologiques pre´cises et applique´es dans le domaine agronomique. Cependant, les me´thodes
existantes ainsi que les me´thodes nouvellement de´veloppe´es peuvent eˆtre applique´es dans
des champs plus diversifie´s de la recherche ou de la science en ge´ne´ral. En effet, re´ussir a`
expliciter les e´le´ments d’un objet qui pre´dominent dans la relation entre deux objets quels
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