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Abstract
We consider four types of representations of solutions of GKZ system: series representa-
tions, Laplace integral representations, Euler integral representations, and Residue integral
representations which will be introduced in this paper. In the former half of this paper,
we provide a method for constructing integration cycles for Laplace, Residue, and Euler
integral representations and relate them to series representations. In the latter half, we re-
formulate our integral representations in terms of direct images of D-modules and show their
equivalence.
1 Introduction
It is widely recognised that classical Gauss hypergeometric function
2F1(α, β, γ; z) =
∞∑
n=0
(α)n(β)n
(γ)n(1)n
zn (1.1)
has been a central object in the theory of special functions. On the other hand, 2F1(α, β, γ; z) has
the so-called Euler integral representation which enables one to perform an analytic continuation:
2F1(α, β, γ; z) =
Γ(γ)
Γ(γ − α)Γ(α)
∫ 1
0
tα−1(1− t)γ−α−1(1− zt)−βdt (|z| < 1). (1.2)
Precisely speaking, we need some conditions of the parameters α, β, γ so that the integral
(1.2) is convergent, but we do not discuss it here. However, by the definition of Γ function, this
integral can also be transformed into Laplace type integral representation
2F1(α, β, γ; z)
=
piΓ(γ)
sinpi(γ − α)Γ(α)Γ(β)
∫ 1
0
∫ ∞
0
∫ ∞
0
e−(1−t1)t2−(1−zt1)t3tα−11 t
α−γ
2 t
β−1
3 dt1dt2dt3 (1.3)
as long as the inequality |z| < 1 holds. This trick is known as “Cayley trick” in the literature.
While the integration contour of (1.3) is unbounded, one can also see that the Euler integral
(1.2) can also be rewritten as
2F1(α, β, γ; z)
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=
Γ(γ)
Γ(γ − α)(2pi√−1)2
∫ 1
0
∮
L2
∮
L1
tα−1yα−γ1 y
β−1
2(
1− y1(1− t)
)(
1− y2(1− zt)
)dy1dy2dt, (1.4)
where L1 and L2 are small circles around 1y1 = 1− t and 1y2 = 1− zt respectively. Note that the
integration contour of (1.4) remains bounded. We shall call the integral representation (1.4) the
Residue integral representation in this paper.
The observation above shows that Gauss hypergeometric function has four different rep-
resentations: series representation (1.1), Euler integral representation (1.2), Laplace integral
representation (1.3), and Residue integral representation (1.4). In this paper, we are going to
establish the relation among these points of views for GKZ hypergeometric functions. Let us
first briefly overview the state of research.
GKZ hypergeometric system MA(c), which is of our central interest in this paper, was in-
troduced by I. M. Gelfand and his coworkers as a generalisation of series representation of
2F1(α, β, γ; z). MA(c) includes classically important special functions as particular cases. For
example, Gauss, Kummer, Bessel, Hermite-Weber, Airy functions, Appell-Lauricella series, or
Horn series ([7]) can naturally be grasped in terms ofMA(c). Let us revise the definition of GKZ
hypergeometric system: Let n < N be positive integers, c ∈ Cn×1 be a fixed parameter, and let
{a(1), . . . ,a(N)} ⊂ ZN×1 be lattice points. We set A = (a(1) | · · · | a(N)) = (aij). Throughout
this paper, we assume that ZA =
N∑
j=1
Za(j) = Zn×1. The GKZ hypergeometric system is given
by the family of equations
MA(c) :
{
Ei · f(z) = 0 (i = 1, · · · , n)
(1.5a)
u · f(z)= 0 (u ∈ LA = KerZA),
(1.5b)
where Ei and u are differential operators defined by
Ei =
N∑
j=1
aijzj
∂
∂zj
+ ci, u =
∏
uj>0
(
∂
∂zj
)uj
−
∏
uj<0
(
∂
∂zj
)−uj
. (1.6)
This system is, without any restriction on the parameter c and A, a holonomic system ([1]), and
thus, has finitely many linearly independent solutions. An important observation is that, the
so-called Γ−series
ϕv(z) =
∑
u∈LA
zu+v
Γ(1+ u+ v)
, (1.7)
where v ∈ CN satisfies equations (1.5a) and (1.5b) when Av = −c, and that one can construct
a basis of holomorphic solutions of MA(c) consisting only of Γ-series ϕv(z) with the aid of the
so-called regular triangulation of the Newton polytope ∆A
def
= c.h.{0,a(1), . . . ,a(N)} (see [11]
and [9]). Thus, the viewpoint of series representation (1.1) of 2F1(α, β, γ; z) was successfully
generalised to that of GKZ hypergeometric functions (1.7).
Concerning a generalisation of Euler integral representation (1.2), it was shown in [13] that
for any given k Laurent polynomials hl,z(l)(x) =
Nl∑
j=1
z
(l)
j x
a(l)(j) (l = 1, . . . , k), where z(l)j is
regarded as a variable, and for any parameters γl ∈ C (l = 1, . . . k) and c ∈ Cn, the Euler
integral representation
f(z) =
∫
Γ
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1dx (1.8)
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satisfies a GKZ system MA(d) for suitable matrix A and parameters d =
(
γ
c
)
∈ Cn+k. Note
that any regular holonomic GKZ system has such an integral representation for suitable Laurent
polynomials hl,z(l)(x). In the case when each Laurent polynomial hl,z(l)(x) is a linear polynomial,
it is possible to construct a basis of cycles of (1.8) based on the geometry of the space Tn \
{h1,z(1)(x) · · ·hk,z(k)(x) = 0} as was fully explored by K. Aomoto and others (see e.g. [2] or
[18]). They showed that if all z(l)j are real, the space of cycles can be computed by means of
combinatorics of hyperplane arrangements. However, one has to know complex cycles in general
case and it is still a challenging problem to construct a basis of cycles Γ for (1.8). Moreover, the
relation between (1.7) and (1.8) remains unclear.
Regarding a generalisation of Laplace integral (1.3), several authors developed a systematic
study of Laplace integral representations based on Cayley trick ([1], [8], [14], [21]). In particular,
under certain genericity assumption (non-resonance) of the parameter c, a canonical isomorphism
between MA(c) and a certain direct image of a D-module was established in [21]. This result
suggests that, for a generic parameter c, a general solution f(z) ofMA(c) is given by the Laplace
integral
f(z) =
∫
Γ
exp

N∑
j=1
zjx
a(j)
xc−1dx, (1.9)
where Γ is a suitable (unbounded) cycle. Thus, the viewpoint of Laplace integral representation
(??) was generalised to that of GKZ hypergeometric functions.
It is noteworthy that there is a progress concerning the construction of integration cycles
Γ of (1.9). In §5 of [8], it was examined that under the assumption 0 ∈ Int ∆A, one can
employ a general procedure of constructing Lefschetz thimbles (method of steepest descent) to
construct a basis of cycles Γ of (1.9). As a byproduct, they obtained the leading term of the
asymptotic expansion of (1.9) when f(z) is restricted to a complex line passing through the
origin (stationary phase approximation). However, their assumption is too restrictive since, for
example, any regular holonomic GKZ system MA(c) never satisfies the assumption 0 ∈ Int ∆A.
Moreover, it is not easy to relate these steepest descent contours to series representations (1.7).
As for a generalisation of Residue integral (1.4), the following integral was treated in [3]:
f(z) =
∫
Γ
yγ−1xc−1
(1− y1h1,z(1)(x)) · · · (1− ykhk,z(k)(x))
dydx. (1.10)
In [3], the integral (1.10) is called “Euler integral”. The author indicated how to construct
the integration contour Γ as a generalisation of Pochhammer cycle when k = 1, but did not
investigate its relation to (1.7). Moreover, the relation between (1.8) and (1.10) is unclear.
The purpose of this paper is two-folds: (I) to construct integration cycles explicitly for (1.8),
(1.9), and (1.10) and to relate them to series representations (1.7), and (II) to show the equivalence
of three integral representations (1.8), (1.9), and (1.10).
In the former half of this paper, we focus on (I). Our strategy is as follows. First, we take a
suitable covering change of coordinate of the torus Tn associated to a regular triangulation T .
Then, in this new coordinate, we construct a standard integration cycle Γ, as a product of Hankel
contour and a multidimensional Pochhammer cycle for (1.9), and as a product of Pochhammer
cycles for (1.8) and (1.10). Finally, we consider suitable deck transformations of this cycle to
obtain a basis of cycles. Though the construction is almost straightforward, we will find that the
transformation matrix between cycles of (1.8), (1.9), or (1.10), and a basis consisting of Γ−series
(1.7) is given in terms of the character matrix of a finite Abelian group associated to the regular
triangulation T . These results correspond to Theorem 3.8, Theorem 4.3 and Theorem 5.3.
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In the latter half of this paper, we switch our attention to problem (II). We consider the
following integral: ∫
Γ
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1eh0,z(0) (x)dx, (1.11)
where each hl,z(l)(x) (l = 0, . . . , k) is again a Laurent polynomial. This can be seen as an
interpolation of Euler integral representations (1.8) and Laplace integral representations (1.9).
We also consider an interpolation of Laplace integral representations (1.9) and Residue integral
representations (1.10): ∫
Γ
eh0(x)yγ−1xc−1
(1− y1h1(x)) · · · (1− ykhk(x))dydx. (1.12)
It can be confirmed that such integrals satisfy GKZ system with a suitable matrix A and a
parameter d =
(
γ
c
)
. Then, (II) follows once we formulate and prove the equivalence of three
integral representations (1.9), (1.11), and (1.12). At this point, we can formulate the equivalence
as canonical isomorphisms of suitable direct images of D-modules corresponding to three integral
representations (Theorem 6.5 and Theorem 6.6). It is worth pointing out that we can also
obtain an isomorphism between the local system of cycles for (1.10) and the solution sheaf of
the corresponding GKZ system (Theorem 6.13). We will conclude this paper with a general
construction of cycles for (1.11) and (1.12) and its relation to series representation (1.7) in terms
of a character matrix of a finite Abelian group associated to a regular triangulation which unifies
the treatment of §3, §4 and §5 (Theorem 7.3 and Theorem 7.5).
The author was stimulated by the computations in [3] and [10]. The author would like to
thank Prof. Y. Goto and Prof. N. Takayama for intriguing discussions, thank Prof. Y. Nozaki and
Prof. S. Wakatsuki for daily discussion, and thank Prof. H. Sakai for his constant encouragement
during the preparation of this paper.
General Notation
For v =
v1...
vn
 ∈ Cn, A = (a(1)| · · · |a(N)) ∈M(n,N ;Q), x = (x1, · · · , xn), y = (y1, . . . , yn) ∈
Cn, and a complex valued univariate function F (t), we put
|v| = v1 + · · ·+ vn,
xy = (x1y1, . . . , xnyn),
xv = xv11 · · ·xvnn ,
xA = (xa(1), · · · , xa(N)),
F (v) = F (v1)× · · · × F (vn).
For example, we write Γ
((
v1
v2
))
= Γ(v1)Γ(v2).
For any subset σ of {1, . . . , N}, we denote Aσ the matrix consisting of column vectors
{a(i)}i∈σ. We often identify σ with the corresponding set of column vectors {a(i)}i∈σ. We
also denote σ the complement {1, . . . , N} \ σ.
For any natural numbers m,n, we denote Zm×n the set of m× n matrices with entries in Z.
More generally, for any finite sets σ and τ , we denote Zσ×τ the set of matrices with their rows
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indexed by σ and with their columns indexed by τ . Especially, if |σ| = n and A ∈ Zn×σ, we
often regard tA,A−1 ∈ Zσ×n.
The complex torus C× is written in two ways. We use Gm if it is equipped with Zariski
topology, while we use T if it is equipped with the usual topology.
Assumption Throughout this paper, we assume that the A matrix of a GKZ system MA(c)
satisfies ZA = Zn×1.
2 Review on Γ-series (after M.-C. Fernández-Fernández)
In this section, we review some basic facts on Γ-series solutions of GKZ hypergeometric functions.
Basic references are [9] and [19]. First of all recall the following standard notion. Let us consider
an Euclidean space Y = Cl and consider a subset τ ⊂ {1, . . . , l} with cardinality r. We will
denote zτ = (zi)i∈τ and τ¯ = {1, · · · , l} \ τ . We identify Cr with the subspace Yτ¯ = {z ∈ Cl |
zj = 0 (∀j ∈ τ)}. Take a point p ∈ Yτ¯ .
Definition 2.1. A formal series∑
m∈Zτ¯≥0
fm(zτ )z
m
τ¯ ∈ C{zτ − p}[[zτ¯ ]] (2.1)
is said to be of Gevrey multi-order s = (sj)j∈τ¯ ∈ Rτ¯ along Yτ¯ at p ∈ Yτ¯ if one has∑
m∈Zτ¯≥0
fm(zτ )
(m!)s−1
zmτ¯ ∈ C{zτ − p, zτ¯}. (2.2)
Let us consider Gevrey series solutions of GKZ system. For any vector v ∈ CN×1 such that
Av = −c, we put
ϕv(z) =
∑
u∈LA
zu+v
Γ(1 + u+ v)
(2.3)
and call it a Γ-series. It can readily be seen that ϕv(z) is a formal solution of MA(c) ([19]). For
any subset τ ⊂ {1, . . . , N}, we denote Aτ the matrix given by the columns of A indexed by τ. In
the following, we take σ ⊂ {1, . . . , N} such that |σ| = n and detAσ 6= 0. Taking a vector k ∈ Zσ¯,
we put
vkσ =
(−A−1σ (c+Aσ¯k)
k
)
. (2.4)
Then, by a direct computation, we have
ϕσ,k(z)
def
= ϕvkσ (z) = z
−A−1σ c
σ
∑
k+m∈Λk
(z−A
−1
σ Aσ¯
σ zσ¯)
k+m
Γ(1σ −A−1σ (c+Aσ¯(k+m)))(k+m)!
, (2.5)
where Λk is given by
Λk =
{
k+m ∈ Zσ¯≥0 | Aσ¯m ∈ ZAσ
}
. (2.6)
The following lemmata are very easily confirmed ([9]).
Lem a 2.2. For any k,k′ ∈ Zσ¯, the following statements are equivalent
1. vk − vk′ ∈ ZN×1
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2. [Aσk] = [Aσk′] in Zn×1/ZAσ
3. Λk = Λk′ .
Lemma 2.3. Take a representative {[Aσk(i)]}ri=1 of a finite Abelian group Zn×1/ZAσ. Then, we
have a decomposition
Zσ≥0 =
r⊔
j=1
Λk(j). (2.7)
Note that we always assume ZA = Zn×1.
Thanks to these lemmata, we can observe that {ϕσ,k(i)(z)}ri=1 is a set of r linearly independent
formal solutions of MA(c) unless ϕσ,k(i)(z) = 0 for some i. In order to ensure the non-vanishing
of ϕσ,k(i), we say that a parameter vector c is very generic with respect to σ if A−1σ (c + Aσ¯m)
does not contain any integer entry for any m ∈ Zσ¯≥0. Using this terminology, we can rephrase
the observation above as follows:
Proposition 2.4. If c ∈ Cn×1 is very generic with respect to σ,{
ϕσ,k(i)
}r
i=1
(2.8)
is a linearly independent set of formal solutions of MA(c).
Let us put
Hσ =
{
y ∈ Rn | |A−1σ y| = 1
}
, (2.9)
and
Uσ =
{
z ∈ (C∗)N | |z−A−1σ a(j)σ zj | < R, ∀a(j) ∈ Hσ \ σ
}
, (2.10)
where R > 0 is a small positive number. We also put
σ+ =
{
j ∈ σ | |A−1σ a(j)| > 1
}
. (2.11)
The following fact was observed in [9].
Proposition 2.5. Put sj = |A−1σ a(j)| for j ∈ σ+. Then, ϕσ,k(i)(z) is of Gevrey multi-order
s = (sj)j∈σ+ along Yσ+ at any point p ∈ Uσ ∩ Yσ+ .
As is well-known in the literature, under a genericity condition, we can construct a basis
of holomorphic solutions of GKZ system MA(c) consisting of Γ-series with the aid of regular
triangulation. Let us revise the definition of a regular triangulation. In general, for any subset σ of
{1, . . . , N}, we denote cone(σ) the positive span of {a(1), . . . ,a(N)} i.e., cone(σ) =
∑
i∈σ
R≥0a(i).
We often identify a subset σ ⊂ {1, . . . , N} with the corresponding set of vectors {a(i)}i∈σ or
with the set c.h.{0, {a(i)}i∈σ}. A collection T of subsets of {1, . . . , N} is called a triangulation
if {cone(σ) | σ ∈ T} is the set of cones in a simplicial fan whose support equals cone(A). For
any generic choice of a vector ω ∈ RN×1, we can define a triangulation T (ω) as follows. A subset
σ ⊂ {1, . . . , N} belongs to T (ω) if there exists a vector n ∈ Rn×1 such that
n · a(i) = ωi if i ∈ σ (2.12)
n · a(j) < ωj if j ∈ σ. (2.13)
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A triangulation T is called a regular triangulation if T = T (ω) for some ω ∈ RN×1. Let us
consider a regular triangulation T such that for any element σ ∈ T , one has
sj = |A−1σ a(j)| ≤ 1 (∀j ∈ σ). (2.14)
Note that such a regular triangulation always exists. Suppose that the parameter vector c is
very generic with respect to any σ ∈ T . Then, it was shown in [9] that we have rankMA(c) =
volZ(∆A). Since volZ(∆A) =
∑
σ∈T
|σ|=n
volZ(σ), we can conclude that
⋃
σ∈T
{
ϕ
v
k(i)
σ
}r
i=1
(2.15)
is a basis of holomorphic solutions ofMA(c) on UT
def
=
⋂
σ∈T
Uσ 6= ∅ where r = volZ(σ) = |Z/ZAσ|.
Remark 2.6. We define an N × (N − n) matrix Bσ by
Bσ =
(−A−1σ Aσ
Iσ
)
(2.16)
and a cone Cω by
Cω =
{
ω ∈ RN×1 | tω ·Bσ > 0
}
. (2.17)
Then, one can verify that CT
def
=
⋂
σ∈T
Cσ is a non-empty open cone characterised by the formula
CT =
{
ω ∈ RN×1 | T (ω) = T
}
. (2.18)
From the definition of Uσ, we can confirm that z belongs to UT if (log |z1|, . . . , log |zN |) belongs
to a sufficiently far translation of CT inside itself, which implies UT 6= ∅.
Remark 2.7. It was obtained in [15] and [20] COROLLARY 3.16 that MA(c) is regular holo-
nomic if and only if there exists a linear function l : Qn → Q such that l(a(j)) = 1 holds for
any j = 1, . . . , N. Thus, when MA(c) is regular, any regular triangulation T (ω) and any simplex
σ ∈ T (ω) gives only convergent series ϕ
v
k(i)
σ
on UT (ω).
3 Construction of integration contours I: Laplace integral repre-
sentations
In this section, we construct a basis of integration cycles for Laplace integral representations
1
(2pi
√−1)n+1
∫
Γ
ehz(x)xc−1dx (3.1)
in a combinatorial way. Our construction is based on the idea of [10]. For this purpose, let us
take any σ ⊂ {1, · · · , N} such that |σ| = n, detAσ 6= 0, and sj = |A−1σ a(j)| ≤ 1 for any j ∈ σ.
In view of Proposition 2.5, this ensures that all Γ-series {ϕvk(i)(z)}ri=1 associated to the simplex
σ are convergent. We consider a covering map
Tnx
p→ Tσξσ (3.2)
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given by
x 7→ ξσ = zσxAσ . (3.3)
Here, we always reorder elements {i1, . . . , in} of σ so that i1 < · · · < in. By a straightforward
computation, we have a transformation formula of volume forms:
dx
x
=
1
det(Aσ)
dξσ
ξσ
. (3.4)
Now, we are going to construct our integration cycle in x-space as a pull-back cycle of ξσ-space.
In order to clarify the meaning of pull-back of a cycle, we need the following construction. Let
X,Y be oriented smooth n-dimensional manifolds and let pi : X → Y be a covering map of
degree d. Suppose that we are given a local system L on Y . We denote the Poincaré duality
morphism by ΦY : Hn−pc (Y,L)→ Hp(Y,L) and by ΦX : Hn−pc (X,pi∗L)→ Hp(X,pi∗L). Then the
composition of the following morphisms is denoted by pi∗:
Hp(Y,L)
Φ−1Y→ Hn−pc (Y,L) pi
∗→ Hn−pc (X,pi∗L) ΦX→ Hp(X,pi∗L). (3.5)
Note that the pull-back Hn−pc (Y,L) pi
∗→ Hn−pc (X,pi∗L) is well-defined since pi is proper.
Lemma 3.1. For any p-cycle [γ] ∈ Hp(Y,L) and for any p-cocycle [ω] ∈ Hp(Y,L∨), one has an
identity ∫
pi∗γ
pi∗ω = d
∫
γ
ω. (3.6)
Proof. By the definition of Poincaré duality, for any [ξ] ∈ Hn−pc (X,pi∗L) and [η] ∈ Hp(X,pi∗L∨),
we have ∫
X
ξ ∧ η =
∫
ΦX(ξ)
η. (3.7)
Therefore, we obtain a sequence of equalities∫
pi∗γ
pi∗ω =
∫
ΦX◦pi∗◦Φ−1Y (γ)
pi∗ω (3.8)
=
∫
X
pi∗Φ−1Y (γ) ∧ pi∗ω (3.9)
= d
∫
Y
Φ−1Y (γ) ∧ ω (3.10)
= d
∫
γ
ω. (3.11)
We turn back to the construction of integration cycle of (3.1). We do not specify our integration
contour Γ for the moment, but we suppose that it is a pull-back contour of some cycle γ in Tσξσ ,
i.e., Γ = p∗γ. By the construction of Γ, we have
fσ,0(z)
def
=
1
(2pi
√−1)n+1
∫
Γ
ehz(x)xc−1dx (3.12)
=
z−A
−1
σ c
σ
(2pi
√−1)n+1
∫
γ
exp{
∑
i∈σ
ξi +
∑
j∈σ¯
z−A
−1
σ a(j)
σ zjξ
A−1σ a(j)
σ }ξA
−1
σ c−1
σ dξσ. (3.13)
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Oξ12{u1 + u2 = 1}ρ
Figure 1: plane wave coordinate for n = 2 and σ = {1, 2}
Now we apply the plane wave expansion formula. Let us introduce a new coordinate by
ξi = ρui (i ∈ σ), (3.14)
where ρ ∈ C∗ and ui are coordinates of {uσ = (ui)i∈σ ∈ (C∗)σ |
∑
i∈σ
ui = 1}. Then, it is standard
that we have an equality of volume forms
dξσ = ρ
n−1dρduσ, (3.15)
where duσ =
n∑
k=1
(−1)k−1ukduîk with duîk = dui1 ∧ · · ·∧ d̂uik ∧ · · ·∧duin . In this new coordinate,
we have
fσ,0(z) =
z−A
−1
σ c
σ
(2pi
√−1)n+1
∫
γ
exp{ρ+
∑
j∈σ¯
z−A
−1
σ a(j)
σ zju
A−1σ a(j)
σ ρ
|A−1σ a(j)|}×
ρ|A
−1
σ c|−1uA
−1
σ c−1σ
σ dρduσ. (3.16)
At this moment, we can construct our integration cycle γ in (ρ, uσ) coordinate as a product of
a cycle in ρ direction and that in uσ direction.
In ρ direction, we take the so-called Hankel contour Γ0. Γ0 is given by the formula Γ0 =
(−∞,−δ]e−pi
√−1 + l(0+)−(−∞,−δ]epi
√−1, where e±pi
√−1 stands for the argument of the variable
and l(0+) is a small loop which encircles the origin in the counter-clockwise direction starting
from and ending at the point −δ. Using this notation, we have
Lemma 3.2. Suppose α ∈ C. Then we have∫
Γ0
ξα−1eξdξ =
2pi
√−1
Γ(1− α) .
The proof of this formula is straightforward from the definition of Γ function and the reflection
formula
Γ(α)Γ(1− α) = pi
sin(piα)
. (3.17)
As for the construction of a cycle in uσ direction, we need the multidimensional Pochhammer
contour. We cite following lemma due to [3].
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Figure 2: Hankel contour
·t1 = 01
Figure 3: Pochhammer cycle P1
Lemma 3.3 ([3] Proposition 6.1). Let ∆k ⊂ Rk be the k simplex ∆k = {(x1, · · · , xk) ∈
Rk|x1, · · · , xk ≥ 0,
∑k
j=1 xj ≤ 1} and α1, · · · , αk+1 ∈ C. If we denote by Pk the Pochhammer
cycle associated to ∆k in the sense of [3], we have∫
Pk
tα1−11 · · · tαk−1k (1− t1 · · · − tk)αk+1−1dt1 · · · dtk =
k+1∏
j=1
(1− e−2pi
√−1αj )
Γ(α1) · · ·Γ(αk+1)
Γ(α1 + · · ·+ αk+1) .
(3.18)
For the construction of Pk, see [3]. We only note that Pk is a compact cycle which does not
intersect with any hyperplane {xj = 0} (j = 1, . . . , k) and {x1 + · · ·+ xk = 1}. For later use, it
is more convenient to rewrite (3.18) as∫
Pk
tα1−11 · · · tαk−1k (1−t1 · · ·−tk)αk+1−1dt1 · · · dtk =
e−pi
√−1(α1+···+αk+1)(2pi
√−1)k+1
Γ(1− α1) · · ·Γ(1− αk+1)Γ(α1 + · · ·+ αk+1) ,
(3.19)
where we used (3.17).
Now, choose our γ in a product form γ = Γ0 × Puσ , where Puσ is the Pochhammer cycle in{
uσ = (ui)i∈σ ∈ (C∗)σ |
∑
i∈σ
ui = 1
}
. Then, it can be readily seen that when z ∈ Uσ, our integral
f0(z) is absolutely convergent since sj ≤ 1 for any j ∈ σ. Moreover, expanding the term
exp
{∑
j∈σ¯
z−A
−1
σ a(j)
σ zju
A−1σ a(j)
σ ρ
|A−1σ a(j)|
}
, (3.20)
denoting e(i) the column vector t(0, . . . ,
i
^
1 , . . . , 0), and using Lemma 3.2 and the formula (3.19),
we have
fσ,0(z) =
z−A
−1
σ c
σ
(2pi
√−1)n+1
∫
γ
exp
{
ρ+
∑
j∈σ¯
z−A
−1
σ a(j)
σ zju
A−1σ a(j)
σ ρ
|A−1σ a(j)|
}
×
ρ|A
−1
σ c|−1uA
−1
σ c−1σ
σ dρduσ (3.21)
=
z−A
−1
σ c
σ
(2pi
√−1)n+1
∑
m∈Zσ¯≥0
(z−A
−1
σ Aσ¯
σ zσ¯)
m
m!
×
∫ ∫
eρρ|A
−1
σ c|+|A−1σ Aσ¯m|−1uA
−1
σ c+A
−1
σ Aσ¯m−1σ
σ dρduσ (3.22)
=
z−A
−1
σ c
σ
(2pi
√−1)n+1
∑
m∈Zσ¯≥0
(z−A
−1
σ Aσ¯
σ zσ¯)
m
m!
2pi
√−1
detAσΓ(1− |A−1σ c| − |A−1σ Aσ¯m|)
×
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(2pi
√−1)ne−pi
√−1(|A−1σ c|+|A−1σ Aσm|)
Γ(1σ −A−1σ (c+Aσm))Γ(|A−1σ c|+ |A−1σ Aσ¯m|)
(3.23)
= z−A
−1
σ c
σ
∑
m∈Zσ¯≥0
(z−A
−1
σ Aσ¯
σ zσ¯)
m
Γ(1σ −A−1σ (c+Aσ¯m))m!
(1− e−2pi
√−1|A−1σ (c+Aσ¯m)|) (3.24)
=
r∑
i=1
(1− e−2pi
√−1|A−1σ (c+Aσ¯k(i))|)ϕσ,k(i)(z). (3.25)
We denote Γσ,0 the integration cycle defined by the relation Γσ,0 = p∗γ. Precisely speaking our
cycle Γσ,0 is non-compact so we have to proceed with some care to justify the argument above.
Consider the ρ coordinate as a level function ρ : Tnx 3 x 7→
∑
i∈σ
zix
a(i) ∈ C. We compactify Tnx
to a smooth projective variety X so that ρ can be prolonged to a meromorphic function, i.e., so
that we have a commutative diagram
Tnx
ρ //
inclusion

C
inclusion

X
ρ˜ // P1.
(3.26)
By (a corollary of) Thom-Mather’s 1st isotopy lemma ([22], (5.1) Corollaire), perturbing the
Hankel contour, we can assume that ρ is a trivial fiber bundle when restricted to Γ0. Now, take
a point 0 < ρ0 ∈ Γ0. By rescalling, we may assume ρ0 = 1. Consider the restricted covering
p :
{∑
i∈σ
zix
a(i) = 1
}
\
⋃
i∈σ
{zixa(i) = 0} →
{∑
i∈σ
ui = 1
}
\
⋃
i∈σ
{ui = 0}. (3.27)
Since Pochhammer cycle Puσ belongs to the homology group
Hn−1
({∑
i∈σ
ui = 1
}
\
⋃
i∈σ
{ui = 0};CuA
−1
σ c
σ
)
, (3.28)
we can define its pull-back
p∗(Puσ) ∈ Hn−1
({∑
i∈σ
zix
a(i) = 1
}
\
⋃
i∈σ
{zixa(i) = 0};Cxc
)
. (3.29)
Since ρ is a trivial fiber bundle over Γ0, we can prolong the lifted cycle p∗(Puσ) along Γ0, which
yields to the precise definition of our integration cycle Γσ,0. We can summerize the discussion
above as a proposition.
Proposition 3.4. Fix a subset σ ⊂ {1, · · · , N} such that |σ| = n, detAσ 6= 0, and sj =
|A−1σ a(j)| ≤ 1 for any j ∈ σ. Then,
fσ,0(z)
def
=
1
(2pi
√−1)n+1
∫
Γσ,0
ehz(x)xc−1dx (3.30)
is absolutely convergent and for any parameter c ∈ Cn×1, and we have an equality
fσ,0(z) =
r∑
i=1
(
1− e−2pi
√−1|A−1σ (c+Aσ¯k(i))|
)
ϕσ,k(i)(z). (3.31)
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Now, let us construct r = |Zn/ZAσ| linearly independent cycles for Laplace integral rep-
resentation of GKZ hypergeometric function (1.9). We are going to show that suitable deck
transformations of the cycle above with respect to p give r linearly independent cycles. Let
us take a vector k˜ ∈ Zn, and consider a deck transformation of Γσ,0 along ξ˜σ 7→ e2pi
√−1k˜ξ˜σ =
(e2pi
√−1k˜1 ξ˜1, . . . , e2pi
√−1k˜n ξ˜n). We denote this cycle by Γσ,k˜. From (3.30), (2.5), and (2.6), we
have
fσ,k˜(z)
def
=
1
(2pi
√−1)n+1
∫
Γσ,k˜
ehz(x)xc−1dx (3.32)
=
z−A
−1
σ c
σ
(2pi
√−1)n+1
∫
Γ0×Puσ
exp
∑
i∈σ
ξi +
∑
j∈σ¯
z−A
−1
σ a(j)
σ zje
2pi
√−1tk˜A−1σ a(j)ξA
−1
σ a(j)
σ
×
e2pi
√−1tk˜A−1σ cξA
−1
σ c−1
σ dξσ (3.33)
= e2pi
√−1tk˜A−1σ c
r∑
i=1
(
1− e−2pi
√−1|A−1σ (c+Aσ¯k(i))|
)
e2pi
√−1tk˜A−1σ k(i)ϕσ,k(i)(z). (3.34)
Under the assumption that
|A−1σ (c+Aσ¯k(i))| /∈ Z (∀i = 1, . . . , r),
we are reduced to find suitable vectors k˜(1), . . . , k˜(r) ∈ Zn such that the matrix(
e2pi
√−1tk˜(i)A−1σ k(j)
)r
i,j=1
(3.35)
is invertible in view of Proposition 2.4. The following observation is of fundamental importance
though it is elementary.
Lemma 3.5. The pairing 〈 , 〉 : Zn×1/ZtAσ ×Zn×1/ZAσ → Q/Z defined by 〈v, w〉 = tvA−1σ w is
a non-degenerate pairing of finite abelian groups, i.e., for any fixed v ∈ Zn×1/ZtAσ, if one has
< 〈v, w〉 = 0 for all w ∈ Zn×1/ZAσ, then we have v = 0 and vice versa.
The proof of Lemma 3.5 is quite elementary because we know that there are invertible integer
matrices P,Q ∈ GL(n,Z) such that P−1AσQ = diag(1, · · · , 1, d1, · · · , dl) where d1, · · · , dl ∈ Z×
satisfy d1|d2, · · · , dl−1|dl, and the lemma is obvious when Aσ is replaced by P−1AσQ. Thanks to
this lemma, we have the following
Proposition 3.6. Zn×1/ZtAσ→˜ ̂Zn×1/ZAσ, where the isomorphism is induced from the pairing
〈 , 〉.
Proof. Since we have a group embedding φ : Q/Z ↪→ C∗ defined by
φ(α) = e2pi
√−1α (α ∈ Q/Z), (3.36)
the pairing 〈 , 〉 induces an embedding
Zn×1/ZtAσ→˜HomZ(Zn×1/ZAσ,Q/Z) ↪→ ̂Zn×1/ZAσ. (3.37)
Counting the number of elements, we have the proposition.
Thus, if we take a complete system of representatives {k˜(i)}ri=1 of Zn/ZtAσ, the matrix
1
r
(
e2pi
√−1tk˜(i)A−1σ Aσk(j)
)
(3.38)
is a unitary matrix by the orthogonality of irreducible characters.
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O a(1) = (1, 0)a(2) = (0, 2)3 −1, 3)σ12
Remark 3.7. For any finite abelian group G, we have an isomorphism
Hom(G,Q/Z) ' Ext1(G,Z). (3.39)
The pairing of Lemma 3.5 is induced naturally from this isomorphism.
In sum, we reached the following
Theorem 3.8. Take a regular triangulation T of A such that for any σ ∈ T, one has sj =
|A−1σ a(j)| ≤ 1 for all j ∈ σ. Assume that the parameter vector c is very generic with respect to
any σ ∈ T and for any i = 1, . . . , r, one has |A−1σ (c+Aσ¯k(i))| /∈ Z. Then, if one puts
fσ,k˜(j)(z) =
1
(2pi
√−1)n+1
∫
Γσ,k˜(j)
ehz(x)xc−1dx, (3.40)
⋃
σ∈T {fσ,k˜(j)(z)}rj=1 is a basis of solutions of MA(c) on the non-empty open set UT , where
{k˜(j)}rj=1 is a complete system of representatives of Zn×1/ZtAσ. Moreover, for each σ ∈ T,
one has a transformation formulafσ,k˜(1)(z)...
fσ,k˜(r)(z)
 = Tσ
ϕσ,k(1)(z)...
ϕσ,k(r)(z)
 . (3.41)
Here, Tσ is an invertible r × r matrix given by
Tσ = diag
(
e2pi
√−1tk˜(i)A−1σ c
)r
i=1
(
e2pi
√−1tk˜(i)A−1σ k(j)
)r
i,j=1
diag
(
1− e−2pi
√−1|A−1σ (c+Aσ¯k(j))|
)r
j=1
.
(3.42)
Example 3.9. We consider a matrix
A =
(
a(1) | a(2) | a(3)
)
=
(
1 0 −1
0 2 3
)
, (3.43)
and a parameter c =
(
c1
c2
)
∈ C2×1. GKZ system associated to A and c is
MA(c) :

(z1∂1 − z3∂3 + c1) · f(z) = 0
(3.44)
(2z2∂2 + 3z3∂3 + c2) · f(z) = 0
(3.45)
(∂32 − ∂21∂23) · f(z) = 0.
(3.46)
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For any generic parameter c, the rank of MA(c) is volZ∆A = 4. If we take any real vector
ω ∈ {ω ∈ R3 | ω1− 32ω2 +ω3 > 0,−32ω2 +ω3 +ω1 > 0}, T (ω) does not depend on the choice of ω
and it consists of two simplexes σ1 = {1, 2} and σ2 = {2, 3}. Moreover, for this triangulation, we
can easily confirm that |A−1σ1 a(3)| < 1 and |Aσ2a(1)| < 1. We only consider Γ-series associated
to σ1. The vectors vk (k ∈ Z) associated to σ1 are given by
vk =
−k3
2k
k
 . (3.47)
Thus, Γ-series associated to σ1 are
ϕvk(z) = z
−c1
1 z
− c2
2
2
∑
m∈Λk
(z1z
− 3
2
2 z3)
m
Γ(1− c1 +m)Γ(1− c22 − 32m)m!
, (3.48)
where
Λk =
{
2Z≥0 (k ≡ 0 mod 2)
2Z≥0 + 1 (k ≡ 1 mod 2).
(3.49)
Note that these series are convergent on (C∗)3. Next, we consider the Laplace integral represen-
tation
f(z) =
1
(2pi
√−1)3
∫
Γ
ez1x1+z2x
2
2+z3x
−1
1 x
2
2xc1−11 x
c2−1
2 dx1 ∧ dx2. (3.50)
As before, we consider the covering transform associated to σ1 given by
ξ1 = z1x1, ξ2 = z2x
2
2. (3.51)
Applying the change of coordinate
ξi = ρui, u1 + u2 = 1 (i = 1, 2), (3.52)
we have
f(z) =
z−c11 z
− c2
2
2
(2pi
√−1)3
∫
γ
exp
{
ρ+ (z1z
− 3
2
2 z3)u
−1
1 u
3
2
2 ρ
1
2
}
ρc1+
c2
2
−1uc1−11 u
c2
2
−1
2 dρdu (3.53)
If we take γ as a direct product Γ0,1 × P1, the last integral (3.53) is convergent and is equal to
(1− e−2pi
√−1(c1+ c22 ))ϕv0 + (1 + e−2pi
√−1(c1+ c22 ))ϕv1 . (3.54)
As before, we denote Γσ1,0 the pull back of γ in x-space. Relation between (3.50) and Γ-series is
given by(
fσ1,0(z)
fσ1,1(z)
)
=
(
1 0
0 epi
√−1c2
)(
1 1
1 −1
)(
(1− e−2pi
√−1(c1+ c22 )) 0
0 (1 + e−2pi
√−1(c1+ c22 ))
)(
ϕσ1,0(z)
ϕσ1,1(z)
)
.
(3.55)
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4 Construction of integration contours II: Residue integral rep-
resentations
In this section, we consider the following integral representation and relate it to series solutions
in such a way analogous to §3:
f(z) =
∫
yγ−1xc−1
(1− y1h1,z(1)(x)) · · · (1− ykhk,z(k)(x))
dydx, (4.1)
where hl,z(l)(x) are Laurent polynomials. The reason we treat Residue integrals before we treat
Euler integrals lies on the fact that the construction of integration contours for Residue integrals
turns out to be more symmetric than that for Euler integrals, as we shall see in §5. Note first
that Residue integral is indeed a solution of GKZ system. We introduce an n × Nl matrix
Al = (a
(l)(1) | · · · | a(l)(Nl)), and an (n+ k)×N (N = N1 + · · ·+Nk) matrix
A =

1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 1 · · · 1 · · · 0 · · · 0
...
...
. . .
...
0 · · · 0 0 · · · 0 · · · 1 · · · 1
A1 A2 · · · Ak
 . (4.2)
Putting d =
(
γ
c
)
, we obtain a basic
Proposition 4.1. (4.1) is a solution of MA(d).
Proof. First, let us observe that (4.1) satisfies (1.5a). We have, for any (τ, t) ∈ (C∗)k × (C∗)n,
f((τ, t)Az) =
∫
yγ−1xc−1
(1− y1h1,τ1tA1z(1)(x)) · · · (1− ykhk,τktAkz(k)(x))
dydx (4.3)
=
∫
yγ−1xc−1
(1− τ1y1h1,z(1)(t · x)) · · · (1− τkykhk,z(k)(t · x))
dydx (4.4)
= τ−γt−c
∫
yγ−1xc−1
(1− y1h1,z(1)(x)) · · · (1− ykhk,z(k)(x))
dydx. (4.5)
Applying ( ∂∂τl ) (τ,t)=(1,1) or (
∂
∂ti
) (τ,t)=(1,1) to both sides, we obtain (1.5a).
Next, we verify (1.5b). For any u ∈ ZN ' ZN1 ⊕ · · · ⊕ ZNk , we decompose it as a sum
u = u(1) + · · ·+ u(k) so that ul ∈ ZNl . Then, for any u ∈ ZN≥0, we have
∂uf(z) = |u(1)|! · · · |u(k)|!
∫
y
γ1+|u(1)|−1
1 · · · yγk+|u
(k)|−1
k x
c+A1u(1)+···+Aku(k)−1
(1− y1h1,z(1)(x))|u(1)|+1 · · · (1− ykhk,z(k)(x))|u(k)|+1
dydx. (4.6)
By the definition of A, if we denote by
{(
e1
O
)
, · · · ,
(
ek
O
)
,
(
O
e1
)
, · · · ,
(
0
en
)}
the standard basis
of Zk×1 × Zn×1, we have, for any u ∈ LA,
0 =
t(
el
O
)
·Au = |u(l)|. (4.7)
This also implies an equality
|u(l)+ | = |u(l)− |. (4.8)
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Since
k∑
l=1
Alu
(l)
+ =
k∑
l=1
Alu
(l)
− for any u ∈ LA, we have
∂u+f(z) = ∂u−f(z) (4.9)
for any u ∈ LA.
Now, we are going to construct linearly independent cycles which correspond to series solu-
tions as in §3. For this purpose, let us fix any n+ k simplex σ ⊂ {1, . . . , N} and put x˜ = (y, x).
From the form of the matrix A, we automatically have sj ≤ 1 (j ∈ σ) unlike §3. Then, we put
fσ,0(z) =
1
(2pi
√−1)n+2k
∫
Γσ,0
x˜d−1
(1− h˜1,z(1)(x˜)) · · · (1− h˜k,z(k)(x˜))
dx˜, (4.10)
where, by abuse of notation, h˜l,z(l)(x˜) denotes a Laurent polynomial
h˜l,z(l)(x˜) = yl
Nl∑
j=1
z
(l)
j x
a(l)(j) =
∑
j∈Il
zj x˜
a(j), (4.11)
where Il is a set of indices, and Γσ,0 is a cycle to be specified later. As in §3, consider a covering
map
Tn+kx˜
p→ Tσξσ (4.12)
given by
x˜ 7→ ξσ = zσx˜Aσ . (4.13)
Then, putting σ(l) = σ ∩ Il, and σ(l) = Il \ σ(l) and assuming Γσ,0 = p∗γ for some γ ∈
Hn+k(Tσξσ ;Cξ
A−1σ d
σ ), we have
fσ,0(z) =
z−A
−1
σ d
σ
(2pi
√−1)n+2k
∫
γ
ξA
−1
σ d−1
σ
k∏
l=1
1− ∑
i∈σ(l)
ξi −
∑
j∈σ¯(l)
(z−A
−1
σ a(j)
σ zj)ξ
A−1σ a(j)
σ
dξσ. (4.14)
Note that the integral well-defined and convergent if z ∈ Uσ. Let us take our integration contour
γ as a product form:
γ = Pσ
def
=
k∏
l=1
Pσ(l) , (4.15)
where Pσ(l) is a Pochhammer cycle in Tσ
(l)
ξ
σ(l)
. Substituting the expansion
11− ∑
i∈σ(l)
ξi −
∑
j∈σ¯(l)
(z−A
−1
σ a(j)
σ zj)ξ
A−1σ a(j)
σ
 =
∑
ml∈Zσ¯l≥0
|ml|!
ml!
ξ
A−1σ Aσ¯(l)ml
σ (z
−A−1σ Aσ¯(l)
σ zσ¯(l))
ml1− ∑
i∈σ(l)
ξi
|ml|+1
,
(4.16)
into (4.14), we can conclude that our integral f(z) is given by the formula
f(z) =
z−A
−1
σ d
σ
(2pi
√−1)n+2k
∑
m∈Zσ≥0
|m1|! · · · |mk|!
m!
k∏
l=1
Il(ml)(z
−A−1σ Aσ¯
σ zσ¯)
m, (4.17)
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where Il(ml) is given by the formula
Il(ml) =
∫
P
σ(l)
∏
i∈σ(l)
ξ
teiA
−1
σ (d+Aσ¯m)−1
i1− ∑
i∈σ(l)
ξi
|ml|+1
dξσ(l) . (4.18)
Note that e˜i above is the standard basis vector of Zσ ' Z(k+n)×1. A direct computation employing
(3.19) yields to
Il(ml) =
(2pi
√−1)|σ(l)|+1 exp
−pi√−1
( ∑
i∈σ(l)
teiA
−1
σ (d+Aσ¯m)− |ml|
)
∏
i∈σ(l)
Γ
(
1− teiA−1σ (d+Aσ¯m)
)
Γ(1 + |ml|)Γ
( ∑
i∈σ(l)
teiA
−1
σ (d+Aσ¯m)− |ml|
)
(4.19)
Now, let us prove the following
Lemma 4.2. For any j ∈ σ¯, one has
∑
i∈σ(l)
teiA
−1
σ a(j) =
{
1 (j ∈ σ¯(l))
0 (j /∈ σ¯(l)). (4.20)
Proof. Observe first that, if we write A as A = (a(1)| · · · |a(N)), then for any j ∈ σ¯(l), we have
t(
em
O
)
a(j) =
{
1 (m = l)
0 (m 6= l). (4.21)
This can be written as (
Ik
On
)
a(j) =
(
el
O
)
. (4.22)
We thus have
(
el
O
)
=
(
Ik
On
)
a(j) (4.23)
=
(
Ik
On
)
AσA
−1
σ a(j) (4.24)
=

1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 1 · · · 1 · · · 0 · · · 0
...
...
. . .
...
0 · · · 0 0 · · · 0 · · · 1 · · · 1
A−1σ a(j). (4.25)
The formula above clearly shows the lemma.
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Thanks to the lemma above, we have
Il(ml) =
(2pi
√−1)|σ(l)|+1 exp
−pi√−1
( ∑
i∈σ(l)
teiA
−1
σ d
)
∏
i∈σ(l)
Γ
(
1− teiA−1σ (d+Aσ¯m)
)
Γ
( ∑
i∈σ(l)
teiA
−1
σ d
)
|ml|!
(4.26)
Therefore, we have
fσ,0(z) =
e−pi
√−1|A−1σ d|
k∏
l=1
Γ
∑
i∈σ(l)
teiA
−1
σ d
z
−A−1σ d
σ
∑
m∈Zσ¯
(z−A
−1
σ Aσ¯
σ zσ¯)
m
Γ(1−A−1σ (d+Aσ¯m))m!
(4.27)
=
e−pi
√−1|A−1σ d|
k∏
l=1
Γ
∑
i∈σ(l)
teiA
−1
σ d

r∑
i=1
ϕσ,k(i)(z). (4.28)
As in §3, if we denote the deck transformation of Γσ,0 associated to ξσ 7→ e2pi
√−1k˜ξσ (k˜ ∈
Zn+k) by Γσ,k˜, we obtain an analogue of Theorem 3.8.
Theorem 4.3. Take a regular triangulation T of A. Assume that the parameter vector d is very
generic with respect to any σ ∈ T and that for any l = 1, . . . , k, one has
∑
i∈σ(l)
teiA
−1
σ d /∈ Z≤0.
Then, if one puts
fσ,k˜(j)(z) =
1
(2pi
√−1)n+2k
∫
Γσ,k˜(j)
yγ−1xc−1
(1− y1h1,z(1)(x)) · · · (1− ykhk,z(k)(x))
dydx, (4.29)
⋃
σ∈T {fσ,k˜(j)(z)}rj=1 is a basis of solutions of MA(d) on the non-empty open set UT , where
{k˜(j)}rj=1 is a complete system of representatives Zn+k/ZtAσ. Moreover, for each σ ∈ T, one
has a transformation formula fσ,k˜(1)(z)...
fσ,k˜(r)(z)
 = Tσ
ϕσ,k(1)(z)...
ϕσ,k(r)(z)
 . (4.30)
Here, Tσ is an r × r matrix given by
Tσ =
e−pi
√−1|A−1σ d|
k∏
l=1
Γ
∑
i∈σ(l)
teiA
−1
σ d
 diag
(
e2pi
√−1tk˜(i)A−1σ d
)r
i=1
(
e2pi
√−1tk˜(i)A−1σ Aσk(j)
)r
i,j=1
. (4.31)
Example 4.4. We consider Residue integral
f(z) =
1
(2pi
√−1)4
∫
Γ
yγ−1xc1−11 x
c2−1
2
1− y(z0 + z1x1 + z2x22 + z3x−11 x22)
dy ∧ dx1 ∧ dx2. (4.32)
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A matrix of (4.32) is given by a 3× 4 matrix
A =
1 1 1 10 1 0 −1
0 0 2 3
 , (4.33)
and a parameter vector d is d =
γc1
c2
 ∈ C3×1.
GKZ system associated to A and d is
MA(d) :

(z0∂0 + z1∂1 + z2∂2 + z3∂3 + γ) · f(z) = 0
(4.34)
(z1∂1 − z3∂3 + c1) · f(z) = 0
(4.35)
(2z2∂2 + 3z3∂3 + c2) · f(z) = 0
(4.36)
(∂0∂
3
2 − ∂21∂23) · f(z) = 0.
(4.37)
For any generic parameter d, the rank of MA(d) is volZ∆A = 4. If we take any real vector
ω ∈ {ω ∈ R4 | −ω02 +ω1− 32ω2 +ω3 > 0,−ω02 − 32ω2 +ω3 +ω1 > 0}, T (ω) does not depend on the
choice of ω and it consists of two simplexes σ1 = {0, 1, 2} and σ2 = {0, 2, 3}. We only consider
Γ-series associated to σ1. They are given by
ϕwk(z) = z
c1+
c2
2
−γ
0 z
−c1
1 z
− c2
2
2
∑
m∈Λk
(z
− 1
2
0 z1z
− 3
2
2 z3)
m
Γ(1− γ + c1 + c22 − m2 )Γ(1− c1 +m)Γ(1− c22 − 32m)m!
,
(4.38)
where
Λk =
{
2Z≥0 (k ≡ 0 mod 2)
2Z≥0 + 1 (k ≡ 1 mod 2).
(4.39)
Note that these series are convergent on (C∗)3. As before, we consider the covering transform
associated to σ1 given by
ξ0 = z0y, ξ1 = z1yx1, ξ2 = z2yx
2
2. (4.40)
Relation between (4.32) and Γ−series is given by(
fσ1,0(z)
fσ1,1(z)
)
=
e−pi
√−1γ
Γ(γ)
(
1 0
0 epi
√−1c2
)(
1 1
1 −1
)(
ϕσ1,0(z)
ϕσ1,1(z)
)
. (4.41)
Remark 4.5. This exampl can be considered as a non-confluent version f the example we saw
before. The readers should notice the resemblance of all computations examined above.
5 Construction of integration contours III: Euler integral repre-
sentations
In this section, we construct integration contours associated to Euler integral representation
f(z) =
1
(2pi
√−1)n+k
∫
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1dx, (5.1)
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where hl,z(l)(x) =
Nl∑
j=1
z
(l)
j x
a(l)(j) is a Laurent polynomial. Before starting a concrete discussion,
let us first remark that we can always transform Euler integral representation to Laplace integral
representation via Cayley trick. By Lemma 3.2, we have
hl,z(l)(x)
−γl =
Γ(1− γl)
2pi
√−1
∫
Γ0,1
yγl−1l e
ylhl,z(l) (x)dyl (5.2)
as long as this integral is absolutely convergent. Thus, ignoring the problem of convergence, we
have the following formal equation
f(z) =
Γ(1− γ)
(2pi
√−1)n+k
∫
exp
{
k∑
l=1
ylhl,z(l)(x)
}
yγ−1xc−1dydx. (5.3)
This suggests that if we introduce an n × Nl matrix Al = (a(l)(1) | · · · | a(l)(Nl)), f(z) is a
solution of GKZ system MA(d) associated to an n×N (N = N1 + · · ·+Nk) matrix
A =

1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 1 · · · 1 · · · 0 · · · 0
...
...
. . .
...
0 · · · 0 0 · · · 0 · · · 1 · · · 1
A1 A2 · · · Ak
 , (5.4)
and a parameter
d =
(
γ
c
)
. (5.5)
We examine the observation above from the view point of D−module in §6. Let us remark,
however, that it can directly be confirmed that Euler integral (5.1) is annihilated by MA(d).
Proposition 5.1 ([13] 2.7. Theorem). (5.1) is a solution of MA(d).
The proof of Proposition 5.1 is a direct computation.
In the following, we construct explicit integration contours for (5.1). It is important to
note that the construction below is less symmetric than the previous two constructions. This
asymmetry comes from the fact that the dimension of the integration variable of (5.1) is smaller
than the number of rows of the A matrix of the GKZ system. For this reason, we can not
directly construct a covering transformation associated to a simplex unlike the previous integral
representations (3.1) and (4.1). In order to clarify the method of breaking the symmetry, we
divide the discussion into three parts. Case 1 deals with the case when k = 1 and the A matrix
has a very convenient form for explicit computations . Case 2 deals with the case when k = 1
and the A matrix has a general form. Case 3 deals with the most general form (5.1).
Case 1 We begin with the following simple situation: Suppose (5.1) takes the form
fσ,0(z0, z) =
1
(2pi
√−1)n+1
∫
Γ
hz(x)
−γxc−1dx =
1
(2pi
√−1)n+1
∫
Γ
z0 + N∑
j=1
zjx
a˚(j)
−γ xc−1dx.
(5.6)20
Here, Γ is an integration contour which will be specified later. If we put A˚ = (˚a(1) | · · · | a˚(N)),
the A matrix is given by
A =
(
1 1 · · · 1
O A˚
)
. (5.7)
Suppose now an n+ 1 simplex σ ⊂ {0, 1, . . . , N} is given so that 0 ∈ σ. We put τ = σ \ {0}. We
rewrite (5.6) as
fσ,0(z0, z) =
z−γ0
(2pi
√−1)n+1
∫
Γ
1 + N∑
j=1
z−10 zjx
a˚(j)
−γ xc−1dx (5.8)
=
z−γ0
(2pi
√−1)n+1
∫
Γ
1 + N∑
j=1
wjx
a˚(j)
−γ xc−1dx. (5.9)
Now, we introduce a covering transformation
Tnx
p→ Tτξτ (5.10)
given by
x 7→ ξτ = (e−pi
√−1wixa˚(i))i∈τ . (5.11)
This formula is abbreviated as
ξτ = e
−pi√−1t1τwτxA˚τ . (5.12)
Not that we have put τ¯ = σ. As in §3 and §4, assuming that Γ is given by a pull back Γ = p∗γ,
we have a formula
fσ,0(z0, z) =
z−γ0
(2pi
√−1)n+1 (e
−pi√−1t1τwτ )A˚
−1
τ c×
∫
γ
1−∑
i∈τ
ξi +
∑
j∈τ¯
(e−pi
√−1t1τwτ )−A˚
−1
τ a˚(j)wjξ
A˚−1τ a˚(j)
τ
−γ ξA˚−1τ c−1τ dξτ . (5.13)
At this stage, we choose our integration contour γ to be the Pochhammer cycle Pτ . Note that
(5.13) is convergent if the quantity
|(e−pi
√−1t1τwτ )−A˚
−1
τ a˚(j)wj | = |z|A˚
−1
τ a(j)|−1
0 z
−A˚−1τ a˚(j)
τ zj | (5.14)
is small enough. Substituting the expansion1−∑
i∈τ
ξi +
∑
j∈τ¯
(e−pi
√−1t1τwτ )−A˚
−1
τ a˚(j)wjξ
A˚−1τ a˚(j)
−γ (5.15)
=
∑
m∈Zτ¯≥0
(−1)|m|(γ)|m|
m!
(
(e−pi
√−1t1τwτ )−A˚
−1
τ a˚(j)wjξ
A˚−1τ a˚(j)
)m(
1−
∑
i∈τ
ξi
)−γ−|m|
, (5.16)
we have identities
fσ,0(z0, z) =
1
(2pi
√−1)n+1 z
−γ
0 e
pi
√−1|A˚−1τ c|w−A˚
−1
τ c
τ
∑
m
(−1)|m|(γ)|m|
m!
epi
√−1|A˚−1τ A˚τ¯m|×21
z
|A˚−1τ A˚τ¯m|−|m|
0 (z
−A˚−1τ A˚τ¯
τ zτ¯ )
m
∫ (
1−
∑
i∈τ
ξi
)−γ−|m|
ξA˚
−1
τ (c+A˚τ¯m)−1
τ dξτ (5.17)
= z−γ0 e
pi
√−1|A˚−1τ c|w−A˚
−1
τ c
τ
∑
m
(−1)|m|(γ)|m|
m!
epi
√−1|A˚−1τ A˚τ¯m|z|A˚
−1
τ A˚τ¯m|−|m|
0 (z
−A˚−1τ A˚τ¯
τ zτ¯ )
m×
e−pi
√−1(1−γ+|A˚−1τ c|+|A˚−1τ A˚τ¯m|−|m|)
Γ(1− A˚−1τ (c+ A˚τ¯m))Γ(γ + |m|)Γ(1− γ + |A˚−1τ c|+ |A˚−1τ A˚τ¯m| − |m|)m!
(5.18)
=
e−pi
√−1(1−γ)
Γ(γ)
z
|A˚−1τ c|−γ
0 z
−A˚−1τ c
τ ×
∑
m
z
|A˚−1τ A˚τ¯m|−|m|
0 (z
−A˚−1τ A˚τ¯
τ zτ¯ )
m
Γ(1τ − A˚−1τ (c+ A˚τ¯m))Γ(1− γ + |A˚−1τ c|+ |A˚−1τ A˚τ¯m| − |m|)m!
. (5.19)
Now, let us compute the explicit form of Γ-series associated to the simplex σ. By a direct
computation, we have
(Aσ)
−1 =
(
1 −t1τ A˚−1τ
O A˚−1τ
)
(5.20)
and
(Aσ)
−1Aσ =
(
t1σ − t1τ A˚−1τ A˚τ¯
A˚−1τ A˚τ¯
)
. (5.21)
Therefore, in view of (2.5), for any k ∈ Zτ¯ (= Zσ), we have a formula
ϕσ,k(z0, z) =z
|A˚−1τ c|−γ
0 z
−A−1τ c
τ
∑
k+m∈Λk
z
|A−1τ Aτ¯ (k+m)|−|k+m|
0 (z
−A−1τ Aτ¯
τ zτ¯ )
k+m
(k+m)!
×
1
Γ
(
1τ −A−1τ (c+Aτ¯ (k+m))
)
Γ
(
1− γ + |A−1τ c|+ |A−1τ Aτ¯ (k+m)| − |k+m|
) ,
(5.22)
where the set Λk in this case is given by
Λk = {k+m ∈ Zσ≥0 | Aσm ∈ ZAσ} = {k+m ∈ Zτ¯≥0 | A˚τ¯m ∈ ZA˚τ}. (5.23)
Note that the projection pi : Z(n+1)×1 3
(
v0
v
)
7→ v ∈ Zn×1 induces an isomorphism of finite
abelian groups
Z(n+1)×1/ZA˚τ
∼→ Zn×1/ZA˚τ (5.24)
Thus, combining (5.19), (5.22), and the identity detAσ = det A˚τ , we obtain the basic formula
fσ,0(z0, z) =
e−pi
√−1(1−γ)
Γ(γ)
r∑
i=1
ϕσ,k(i)(z0, z), (5.25)
where k(1), . . . ,k(r) ∈ Zσ are chosen so that we have identities
{[Aσk(i)]}ri=1 = Z(n+1)×1/ZAσ ' Zn×1/ZA˚τ = {[A˚τ¯k(i)]}ri=1. (5.26)
Note that from the computation above, the convergence condition (5.14) of Euler integral (5.6)
is equivalent to
(z0, z) ∈ Uσ. (5.27)
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As in §3 and §4, we take any integer vector k˜ ∈ Zτ and consider a deck transformation Γk˜ of Γ0
associated to ξτ 7→ e2pi
√−1tk˜ξτ = (e2pi
√−1k˜iξi)i∈τ . Then, from (5.13), we have a formula
fσ,k˜(z) =
1
(2pi
√−1)n+1
∫
Γk˜
z0 + N∑
j=1
zjx
a˚(j)
−γ xc−1dx
=
e−pi
√−1(1−γ)e2pi
√−1tk˜A˚−1τ c
Γ(γ)
r∑
i=1
exp{2pi√−1tk˜A˚−1τ A˚τ¯k(i)}ϕσ,k(i)(z0, z). (5.28)
Observe that the map Zn×1/Z tA˚τ 3 k˜ 7→
(
0
k˜
)
∈ Z(n+1)×1/Z tAσ is an isomorphism. We can
rewrite the formula (5.28) in the form
fσ,k˜(z0, z) =
e−pi
√−1(1−γ) exp
{
2pi
√−1
t(
0
k˜
)
(Aσ)
−1d
}
Γ(γ)
r∑
i=1
exp
{
2pi
√−1
t(
0
k˜
)
(Aσ)
−1Aσk(i)
}
ϕσ,k(i)(z0, z),
(5.29)
which only contains the information of A. By Lemma 3.5, if we take k˜(1), . . . , k˜(r) so that we
have identities {[(
0
k˜(i)
)]}r
i=1
= Z(n+1)×1/ZtAσ ' Zn×1/ZtA˚τ = {[k˜(i)]}ri=1, (5.30)
and if γ /∈ Z≤0, we can conclude that {fσ,k˜(i)}ri=1 is a set of r linearly independent solutions of
MA(d).
Case 2 Now, consider a slightly more general case. Namely, suppose our A matrix is of the form
A =
(
1 1 · · · 1
a(0) A˚
)
, (5.31)
and we are given a n+ 1 simplex σ which contains 0. Our integral is given by the formula
fσ,0(z0, z) =
1
(2pi
√−1)n+1
∫
Γ
z0xa˚(0) + N∑
j=1
zjx
a˚(j)
−γ xc−1dx. (5.32)
Observe that, rewriting fσ,0(z0, z) as
fσ,0(z0, z) =
1
(2pi
√−1)n+1
∫ z0 + N∑
j=1
zjx
a˚(j)−a˚(0)
−γ xc−γa˚(0)−1dx (5.33)
amounts to considering an identity
MA(d) = MQ0A(Q0d), (5.34)
where Q0 is a n+ 1 square matrix
Q0 =
(
1 O
−a˚(0) In
)
. (5.35)
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We put τ = σ \ {0}. Since the matrix
Q0Aσ =
(
1 1 · · · 1
O A˚τ − a˚(0) · t1τ
)
(5.36)
has the same form as (5.7), putting wj = z−10 zj and introducing a covering transformation
Tnx 3 x 7→ ξτ = e−pi
√−1t1τwτxA˚τ−a˚(0)·
t1τ ∈ Tτξτ (5.37)
yield to the identity
fσ,0(z0, z) =
z−γ0 (e
−pi√−1t1τwτ )−(A˚τ−a˚(0)·
t1τ )−1(c−γa˚(0))
(2pi
√−1)n+1 ×∫
γ
1−∑
i∈τ
ξi +
∑
j∈σ
(e−pi
√−1t1τwτ )−(A˚τ−a˚(0)·
t1τ )−1 (˚a(j)−a˚(0))wjξ(A˚τ−a˚(0)·
t1τ )−1 (˚a(j)−a˚(0))
τ
−γ ×
ξ(Aτ−a˚(0)·
t1τ )−1(c−γa˚(0))−1
τ dξτ . (5.38)
Here, we have again assumed that Γ is given by a pull back Γ = p∗γ. Note that detAσ =
det(Aσ − a˚(0) · 1τ ). At this stage, taking γ to be the Pochhammer contour Pσ, we are able to
evaluate (5.38) as in Case 1. We should be careful about the fact that from the general form
of Γ-series associated to a simplex (2.5), ϕσ,k(z) is invariant if we replace the matrix A by Q0A
and the parameter d by Q0d. Then, by (5.25), we have a basic formula
fσ,0(z0, z) =
e−pi
√−1(1−γ)
Γ(γ)
r∑
i=1
ϕσ,k(i)(z0, z), (5.39)
where k(i) are chosen so that the identity
{(A˚σ − a˚(0) · t1σ)k(i)}ri=1 = Zn×1/Z(A˚τ − a˚(0) · t1τ ) (5.40)
holds. We also know that
Λk = {k+m ∈ Zσ≥0 | Aσm ∈ ZAσ} (5.41)
= {k+m ∈ Zσ≥0 | Q0Aσm ∈ ZQ0Aσ} (5.42)
= {k+m ∈ Zσ≥0 | (A˚σ − a˚(0) · 1σ)m ∈ Z(A˚τ − a˚(0) · 1τ )}. (5.43)
We can also check that {Aσk(i)}ri=1 = Z(n+1)×1/ZAσ if and only if {(A˚σ − a˚(0) · t1σ)k(i)}ri=1 =
Zn×1/Z(A˚τ − a(0) · t1τ ). On the level of finite abelian groups, we have isomorphisms
Z(n+1)×1/ZAσ
Q0×∼→ Z(n+1)×1/ZQ0Aσ
pi∼→ Zn×1/Z(Aτ − a˚(0) · t1τ ), (5.44)
and the corresponding isomorphisms of dual groups
Z(n+1)×1/ZtAσ = Z(n+1)×1/ZtAσ · tQ0
P×∼→ Z(n+1)×1/ZP tAσ · tQ0
pi∼→ Zn×1/Zt(A˚τ − a˚(0) · t1τ ),
(5.45)
where pi is a projection which truncates the first coordinate and P is an invertible Z matrix
P =

1 0 · · · 0
−1 1
...
. . .
−1 1
 . (5.46)24
These isomorphisms preserve the duality pairing in the following sense: for any elements [v] ∈
Z(n+1)×1/ZtAσ and [w] ∈ Z(n+1)×1/ZAσ, we have an identity
tvA−1σ w = pi(Pv)(A˚τ − a˚(0) · t1τ )−1pi(Q0w) mod Z. (5.47)
Indeed,
tvA−1σ w =
t(Pv)(Q0Aσ
tP )−1(Q0w) (5.48)
= t(Pv)
(
1
(A˚τ − a˚(0) · t1τ )−1
)
(Q0w) (5.49)
= pi(Pv)(A˚τ − a˚(0) · t1τ )−1pi(Q0w) mod Z. (5.50)
Moreover, the inverse of the isomorphism (5.45) is given by
Zn×1/Zt(Aτ − a˚(0) · t1τ ) 3 k˜ 7→
(
0
k˜
)
∈ Z(n+1)×1/ZtAσ. (5.51)
Therefore, performing a deck transformation associated to ξτ 7→ e2pi
√−1tk˜ξτ gives rise to an
equation
fσ,k˜(z0, z) =
e−pi
√−1(1−γ) exp{2pi√−1
t(
0
k˜
)
(Aσ)
−1d}
Γ(γ)
r∑
i=1
exp{2pi√−1
t(
0
k˜
)
(Aσ)
−1Aσk(i)}ϕσ,k(i)(z0, z)
(5.52)
Thus, again by Lemma 3.5, if we take k˜(1), . . . , k˜(r) so that we have identities{[(
0
k˜(i)
)]}r
i=1
= Z(n+1)×1/ZtAσ ' Zn×1/Zt(Aτ − a˚(0) · 1τ ) = {[k˜(i)]}ri=1, (5.53)
and if γ /∈ Z≤0, we can conclude that {fσ,k˜(i)} is a set of r linearly independent solutions of
MA(d).
Case 3 We are now at the position of providing a method for constructing integration contours
in the general case. Suppose we are given Euler integral (5.1). Denoting el (l = 1, . . . , k) the
standard basis of Zk×1, we put Il =
{(
el
a(l)(j)
)}Nl
j=1
. We also put A˚ = (A1 | · · · | Ak). This
induces a partition of indices
{1, . . . , N} = I1 ∪ · · · ∪ Ik. (5.54)
For any l = 1 . . . , k, we define a˚(j) (j ∈ Il) by a˚(j) = a(l)(j) so that we have an equality
a(j) =
(
el
a˚(j)
)
. (5.55)
Take an n + k simplex σ ⊂ {1, . . . , N}. According to the partition (5.54), we have an induced
partition σ = σ(1)∪· · ·∪σ(k), where σ(l) = σ∩Il. Since detAσ 6= 0, we have, for any l = 1, . . . , k,
σ(l) 6= 0. Now choose k labeled points i(l) ∈ σ(l) (l = 1, . . . , k) and set τ (l) = σ(l) \ {i(l)},
τ = τ (1) ∪ · · · ∪ τ (k), and σ0 = {i(1), . . . , i(k)}. Introducing a new variable wj = z−1i(l)zj (j ∈ Il),
we rewrite (5.1) into a convenient form:
f(z) =
z−γσ0
(2pi
√−1)n+k
∫ k∏
l=1
1 + ∑
j∈Il\{i(l)}
wjx
a˚(j)−a˚(i(l))
−γl xc−A˚σ0γ−1dx. (5.56)25
Now, the covering transform associated to (σ, σ0) is defined by
p : Tn 3 x 7→ ξτ =
(
(e−pi
√−1wixa˚(i)−a˚(i
(1)))i∈τ1 , . . . , (e
−pi√−1wixa˚(i)−a˚(i
(k)))i∈τk
)
∈ Tτ . (5.57)
This is also abbreviated as
p : Tn 3 x 7→ ξτ = e−pi
√−1t1τ z−Sσ0 zτx
A˚τ−A˚σ0S ∈ Tτ , (5.58)
where S is a stair matrix
S = (
|τ (1)| times︷ ︸︸ ︷
e1 | · · · | e1 | · · · |
|τ (k)| times︷ ︸︸ ︷
ek | · · · | ek) ∈ Zk×τ . (5.59)
For brevity, we put wτ = z−Sσ0 zτ . Straightforward computations as Case 1 and Case 2 give rise
to a formula
f(z) =
z−γσ0 (e−pi
√−11τwτ )−(A˚τ−A˚σ0S)
−1(c−A˚σ0γ)
(2pi
√−1)n+k ×∫
γ
k∏
l=1
1− ∑
i∈τ (l)
ξi +
∑
j∈σ(l)
(e−pi
√−11τwτ )−(A˚τ−A˚σ0S)
−1(˚a(j)−a˚(i(l)))wjξ
(A˚τ−A˚σ0S)−1(˚a(j)−a˚(i(l)))
τ
−γl ×
ξ
(A˚τ−A˚σ0S)−1(c−A˚σ0γ)−1
τ dξτ . (5.60)
Note that these computations correspond to an identity
MA(d) = MQ0A(Q0d), (5.61)
where Q0 is given by
Q0 =
(
Ik O
−Aσ0 In
)
. (5.62)
Lemma 5.2. For any j ∈ Il one has an equality
A−1σ a(j) =
(
el − S(A˚τ − A˚σ0S)−1
(˚
a(j)− a˚(i(l)))
(A˚τ − σ0S)−1
(˚
a(j)− a˚(i(l)))
)
. (5.63)
In particular, one has
w
−(A˚τ−A˚σ0S)−1(a(j)−a(i(l)))
τ wj = z
−1
i(l)
z
S(A˚τ−A˚σ0S)
−1
(˚a(j)−a˚(i(l)))
σ0 z
−(A˚τ−A˚σ0S)
−1
(˚a(j)−a˚(i(l)))
τ zj
(5.64)
= z−A
−1
σ a(j)
σ zj (5.65)
Proof. Since A−1σ a(j) = (Q0Aσ)−1Q0a(j), we are reduced to compute Q0A−1σ and Q0a(j). By
definition, we have
Q0a(j) =
(
el
a˚(j)− a˚(i(l))
)
. (5.66)
On the other hand, we have
Q0Aσ =
(
Ik O
−A˚σ0 In
)
t1σ(1) . . . O
...
. . .
...
O . . . t1σ(k)
A˚σ(1) . . . A˚σ(k)
 =
(
Iσ0 S
Oσ0 A˚τ − A˚σ0S
)
, (5.67)26
which leads to a formula
(Q0Aσ)
−1 =
(
Iσ0 −S(A˚τ − A˚σ0S)−1
Oσ0 (A˚τ − A˚σ0S)−1
)
. (5.68)
In the same manner, we can prove
z−γσ0 w
−(A˚τ−A˚σ0S)−1(c−A˚σ0γ)
τ = z
−Aσd
σ . (5.69)
Now, we take our cycle as a product of Pochhammer contours γ = Pξ
τ(1)
× · · · × Pξ
τ(k)
. From
Lemma 5.2 and (5.69), we can confirm that the integral (5.60) is convergent if z ∈ Uσ. For
convenience, let us introduce a matrix
T = (
|σ(1)| times︷ ︸︸ ︷
e1 | · · · | e1 | · · · |
|σ(k)| times︷ ︸︸ ︷
ek | · · · | ek) ∈ Zk×σ. (5.70)
Expanding the integrand into a series as in Case 1 and Case 2, we obtain a formula
f(z) =
z−Aσdσ
(2pi
√−1)n+k
∑
m∈Zσ≥0
(−1)|m|
k∏
l=1
(γl)|ml|
m!
epi
√−1t1τ (A˚τ−A˚σ0S)−1(A˚σ−A˚σ0T )m(z−A
−1
σ Aσ
σ zσ)
m×
∏
l:τ (l) 6=∅
Il(m), (5.71)
where Il(m) is defined by the formula
Il(m) =

∫
Pξ
τ(l)
1− ∑
i∈τ (l)
ξi
−γl−|ml| ∏
i∈τ (l)
ξ
tei(A˚τ−A˚σ0S)−1(c−A˚σ0γ+(A˚σ−A˚σ0T )m)
i dξτ (l) (σ
(l) 6= ∅)
∫
Pξ
τ(l)
1− ∑
i∈τ (l)
ξi
−γl ∏
i∈τ (l)
ξ
tei(A˚τ−A˚σ0S)−1(c−A˚σ0γ+(A˚σ−A˚σ0T )m)
i dξτ (l) (σ
(l) = ∅)
(5.72)
Computing as in §4 and substituting the formula
(γl)|ml| =
2pi
√−1e−pi
√−1γl(−1)|ml|
Γ(γl)Γ(1− γl − |ml|)(1− e−2pi
√−1γl)
, (5.73)
we obtain the basic formula
f(z) =
∏
l:τ (l) 6=∅
e−pi
√−1(1−γl)
∏
l:τ (l)=∅
e−pi
√−1γl
Γ(γ1) . . .Γ(γk)
∏
l:τ (l)=∅
(1− e−2pi
√−1γl)
r∑
i=1
ϕσ,k(i)(z). (5.74)
We set Γσ˜,σ0,0 to be p∗(Pσ). As before, for any k˜ ∈ Zσ, we can define the deck transformation
Γσ˜,σ,k˜ associated to ξτ 7→ e2pi
√−1tk˜ξτ . Through the isomorphism
Z/Zt(A˚τ − A˚σ0S) 3 k˜ 7→
(
0σ0
k˜
)
∈ Z(n+k)/ZtAσ, (5.75)
27
we can show that
fk˜(z) (5.76)
=
1
(2pi
√−1)n+k
∫
Γσ˜,σ,k˜
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1dx (5.77)
=
∏
l:τ (l) 6=∅
e−pi
√−1(1−γl)
∏
l:τ (l)=∅
e−pi
√−1γl exp
{
2pi
√−1
t(
0σ0
k˜
)
A−1σ d
}
Γ(γ1) . . .Γ(γk)
∏
l:τ (l)=∅
(1− e−2pi
√−1γl)
×
r∑
i=1
exp
{
2pi
√−1
t(
0σ0
k˜
)
A−1σ Aσk(i)
}
ϕσ,k(z). (5.78)
Summing up, we obtain
Theorem 5.3. Take a regular triangulation T of A. Assume that the parameter vector d is very
generic with respect to any σ ∈ T and that for any l = 1, . . . , k, one has γl /∈ Z≤0. For each
simplex σ, one chooses k labeled points i(l) ∈ σ(l) (l = 1, . . . , k) and set σ0 = {i(1), . . . , i(k)}.
Then, if one puts
fσ,k˜(j)(z) =
1
(2pi
√−1)n+k
∫
Γσ,σ0,k˜(j)
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1dx, (5.79)⋃
σ∈T {fσ,k˜(j)(z)}rj=1 is a basis of solutions of MA(d) on the non-empty open set UT , where
{k˜(j)}rj=1 is a complete system of representatives Zn/Zt(A˚τ − A˚σ0S). Moreover, for each σ ∈ T,
one has a transformation formulafσ,k˜(1)(z)...
fσ,k˜(r)(z)
 = Tσ
ϕσ,k(1)(z)...
ϕσ,k(r)(z)
 . (5.80)
Here, Tσ is an r × r matrix given by
Tσ =
∏
l:τ (l) 6=∅
e−pi
√−1(1−γl)
∏
l:τ (l)=∅
e−pi
√−1γl
Γ(γ1) . . .Γ(γk)
∏
l:τ (l)=∅
(1− e−2pi
√−1γl)
diag
(
exp
{
2pi
√−1
t(
0σ0
k˜(i)
)
A−1σ d
})r
i=1
×
(
exp
{
2pi
√−1
t(
0σ0
k˜(i)
)
A−1σ Aσk(j)
})r
i,j=1
. (5.81)
Example 5.4. We consider a 5× 9 matrix
A =

1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
 . (5.82)
We take a simplex σ = {2, 4, 5, 6, 7}. It is easy to confirm that detAσ = 1. The associated Euler
integral which is known to be a solution of E(3, 6) ([2]), is given by
fσ(z) =
1
(2pi
√−1)5
∫
Γ
(z1 + z2x+ z3y)
−γ1(z4 + z5x+ z6y)−γ2(z7 + z8x+ z9y)−γ3xc1−1yc2−1dxdy
(5.83)
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Oξη{ξ + η = 1} = l2l31
Figure 4: arrangement of hyperplanes
=
z−γ12 z
−γ2
4 z
−γ3
7
(2pi
√−1)5
∫
Γ
(1 + w1x
−1 + w3x−1y)−γ1(1 + w5x+ w6y)−γ2(1 + w8x+ w9y)−γ3×
xc1−γ1−1yc2−1dxdy. (5.84)
Here, w1, w3, w5, w6, w8, w9 are define by
w1 = z
−1
2 z1, w3 = z
−1
2 z3, w5 = z
−1
4 z5, w6 = z
−1
4 z6, w8 = z
−1
7 z8, w9 = z
−1
7 z9 (5.85)
Introducing a new coordinate (ξ, η) by{
ξ = e−pi
√−1w3x
η = e−pi
√−1w6y,
(5.86)
we have
fσ(z) =
epi
√−1(c1+c2−γ1)z−γ12 z
c1+c2−γ1−γ2
4 z
−γ3
7 z
γ1−c1
5 z
−c2
6
(2pi
√−1)5 ×∫
γ
(1 + e−pi
√−1w1w5ξ−1 + w3w5w−16 ξ
−1η)−γ1(1 + epi
√−1w−15 w8ξ + w
−1
6 w9η)
−γ3×
(1− ξ − η)−γ2ξc1−γ1−1ηc2−1dξdη. (5.87)
We put l1 = {1 + e−pi
√−1w1w5ξ−1 + w3w5w−16 ξ
−1η = 0}, l2 = {1 = ξ + η}, l3 = {1 +
epi
√−1w−15 w8ξ +w
−1
6 w9η = 0}. The arrangement of branching locus of the integrand is described
in the following figure.
Taking limit w1w5, w3w5w−16 → 0 amounts to taking limit l1 → {ξ = 0}, while taking limit
w−15 w8, w
−1
6 w9 → 0 amounts to taking limit l3 → {hyperplane at ∞}. Thus, our Pochhammer
cycle γ associated to the simplex {(ξ, η) | ξ ≥ 0, η ≥ 0, ξ + η ≤ 1} encircles the divisor l1 while it
does not encircle the divisor l3. The Γ-series associated to σ is explicitly given by a formula
ϕσ(z) =
∑
m1,...,m4∈Z≥0
1
Γ(1− γ1 −m1 −m2)Γ(1− γ1 − γ2 + c1 + c2 −m1 +m3 +m4)Γ(1− γ3 −m3 −m4)×
(w1w5)
m1(w3w5w
−1
6 )
m2(w−15 w8)
m3(w−16 w9)
m4
Γ(1 + γ1 − c1 +m1 +m2 −m3)Γ(1− c2 −m2 −m4)m1!m2!m3!m4! . (5.88)
The relation between fσ(z) and ϕσ(z) is given by the formula
fσ(z) =
e−pi
√−1(1+γ1−γ2+γ3)
Γ(γ1)Γ(γ2)Γ(γ3)(1− e−2pi
√−1γ1)(1− e−2pi√−1γ3)ϕσ(z). (5.89)
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6 Equivalence of various integral representations
In this section, we provide a D-module theoretic background of integral representations discussed
so far. The form of the integrals we consider in this section are the followings:∫
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1eh0,z(0) (x)dx, (6.1)∫
exp
{
h0,z(0)(x) +
k∑
l=1
ylhl,z(l)(x)
}
yγ−1xc−1dydx, (6.2)
∫
e
h
0,z(0)
(x)
yγ−1xc−1(
1− y1h1,z(1)(x)
)
· · ·
(
1− ykhk,z(k)(x)
)dydx. (6.3)
Here, hl,z(l)(x) (l = 0, . . . , k) are Laurent polynomials of the form
hl,z(l)(x) =
Nl∑
j=1
z
(l)
j x
a(l)(j). (6.4)
In order to formulate our result, let us revise some basic notation and results of algebraic D-
modules. For their proofs, see [4] or [16]. Let X and Y be smooth algebraic varieties over C and
let f : X → Y be a morphism. We denote DX the sheaf of linear partial differential operators
on X and denote Dbh(DX) (resp. Dbr.h.(DX)) the derived category of bounded complexes of
left DX -modules whose cohomologies are holonomic (resp. regular holonomic). For any object
N ∈ Dbh(DY ) (resp. Dbr.h.(DY )) on Y , we define its inverse image Lf∗N ∈ Dbh(DX) (resp.
Dbr.h.(DX)) and its shifted inverse image f †N ∈ Dbh(DX) (resp. Dbr.h.(DX)) with respect to f by
the formula
Lf∗N = DX→Y
L⊗
f−1DY
f−1N (resp. f †N = Lf∗N [dimX − dimY ]), (6.5)
where DX→Y is the transfer module OX ⊗f−1OY f−1DY . Similarly, for any object M ∈ Dbh(DX)
(resp. Dbr.h.(DX)), we define its direct image
∫
f M ∈ Dbh(DY ) (resp. Dbr.h.(DY )) by∫
f
M = Rf∗(DY←X
L⊗
DX
M), (6.6)
where DY←X is the transfer module ΩX ⊗OX DX→Y ⊗f−1OY f−1ΩY . If X = Y × Z and f :
Y ×Z → Y is the natural projection, the direct image can be computated in terms of (algebraic)
relative de Rham complex ∫
f
M ' Rf∗(DRX/Y (M)). (6.7)
In particular, if Y = {∗} (one point), and M is a connection M = (E,∇) on Z, then for any
integer p, we have a canonical isomorphism
Hp
(∫
f
M
)
' Hp+dimZdR (Z, (E,∇)), (6.8)
where HdR denotes the algebraic de-Rham cohomology group. For objects M,M ′ ∈ Dbh(DX)
(resp. Dbr.h.(DX)) and N ∈ Dbh(DY ) (resp. Dbr.h.(DY )), the tensor product M
D⊗M ′ ∈ Dbh(DX)
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(resp. Dbr.h.(DX)) and external tensor product M  N ∈ Dbh(DX×Y ) (resp. Dbr.h.(DX×Y )) are
defined by
M
D⊗M ′ = M L⊗
OX
M ′, M N = M ⊗
C
N. (6.9)
Let Z be a smooth closed subvariety of X and let i : Z ↪→ X and j : X \ Z ↪→ X be natural
inclusions. Then, for any object M ∈ Dbh(DX), there is a standard distinguished triangle∫
i
i†M →M →
∫
j
j†M +1→ . (6.10)
For any (possibly multivalued) function ϕ on X such that ϕ is nowhere-vanishing and that dϕϕ
belongs to Ω1(X), we define a DX -module OXϕ by twisting its action as
θ · h =
{
θ −
(θϕ
ϕ
)}
h (h ∈ OX , θ ∈ ΘX). (6.11)
For any DX -module M, we define Mϕ by Mϕ = M ⊗OX
OXϕ.
We begin with the equivalence of (6.1) and (6.2). This isomorphism is nothing but an
algebraic interpretation of the so-called Cayley trick. We will prove the following identity which
is “obvious” from the definition of Γ function.
Proposition 6.1. Let h : X → A1 be a non-zero regular function such that h−1(0) is smooth,
pi : X × (Gm)y → X be the canonical projection, j : X \ h−1(0) ↪→ X and i : h−1(0) ↪→ X be
inclusions, and let γ ∈ C \ Z be a parameter. One has a canonical isomorphism∫
pi
OX×(Gm)yyγeyh '
∫
j
OX\h−1(0)h−γ . (6.12)
For the proof, we insert the following elementary
Lemma 6.2. Let pt : (Gm)y → {∗} be the trivial morphism. If γ ∈ C \ Z and h ∈ C, one has
(1) h = 0⇒
∫
pt
O(Gm)yyγehy = 0 (6.13)
(2) h 6= 0⇒
∫
pt
O(Gm)yyγehy = C. (6.14)
Proof. Remember first that
∫
pt
O(Gm)yyγehy =
(
Ω•+1((Gm)y),∇
)
=
(
0→
−1
^
C[y±] ∇→
0
^
C[y±]→ 0
)
(6.15)
where ∇ = ∂∂y + γy + h. Take any element
∑
n∈Z
any
n ∈ C[y±]. By the definition of ∇, we have
∇
(∑
n∈Z
any
n
)
=
∑
n∈Z
{(n+ γ)an + han−1} yn−1. (6.16)
If h = 0, it is clear that ∇ is an isomorphism of C vector spaces since γ /∈ Z. Thus, (1) is
true. In the following, we assume h 6= 0. If
∑
n∈Z
any
n ∈ Ker∇, we have an−1 = − (n+γ)h an for
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any n, hence an = 0 for all n. Now, let us show that 1 /∈ Im∇. Suppose the converse. Then,
∇
(∑
n∈Z
any
n
)
= 1 implies
(1 + γ)a1 + ha0 = 1, (n+ γ)an + han−1 = 0 (∀n 6= 1). (6.17)
Suppose that a1 6= 0. Then, for any n ∈ Z≥2,
an = − h
n+ γ
an−1 = · · · = (−1)
n−1hn−1
(n+ γ) . . . (2 + γ)
a1 6= 0. (6.18)
This contradicts the fact that
∑
n∈Z
any
n ∈ C[y±]. Similarly, if we assume that a0 6= 0, the formula
an−1 = − (n+γ)h an implies a contradiction.
On the other hand, since
∇(yn) = nyn−1 + γyn−1 + hyn, (6.19)
we can conclude that
C 3 1 7→ [1] ∈ C[y±]/ Im∇ 6= 0 (6.20)
is surjective. Hence this is an isomorphism.
(Proof of proposition)
Consider the following cartesian diagram:
h−1(0)× (Gm)y i˜ //
p˜i

X × (Gm)y
pi

h−1(0) i // X.
(6.21)
By base change formula and Lemma 6.2 (1), we have
i†
∫
pi
OX×(Gm)yyγeyh =
∫
p˜i
i˜†OX×(Gm)yyγeyh =
∫
p˜i
Oh−1(0)×(Gm)yyγ [−1] = 0. (6.22)
By the standard distinguished triangle (6.10), we have a canonical isomorphism∫
pi
OX×(Gm)yyγeyh '
∫
j
j†
∫
pi
OX×(Gm)yyγeyh. (6.23)
We are going to compute the latter complex. Consider the following cartesian square:(
X \ h−1(0)
)
× (Gm)y j˜ //
p˜i′

X × (Gm)y
pi

X \ h−1(0) j // X.
(6.24)
Again by projection formula, we have
j†
∫
pi
OX×(Gm)yyγeyh '
∫
p˜i′
j˜†OX×(Gm)yyγeyh. (6.25)32
We consider an isomorphism ϕ :
(
X \ h−1(0)
)
× (Gm)y→˜
(
X \ h−1(0)
)
× (Gm)y defined by
ϕ(x, y) = (x, yh(x)). Since p˜i
′ = p˜i′ ◦ ϕ, one has
∫
p˜i′
j˜†OX×(Gm)yyγeyh '
∫
p˜i′
∫
ϕ
O(
X\h−1(0)
)
×(Gm)y
yγeyh '
∫
p˜i′
OX\h−1(0)h−γO(Gm)yyγey ' OX\h−1(0)h−γ .
(6.26)
Thus, Proposition follows.
Remark 6.3. In the proof above, we have used the following simple fact: Let X be a smooth
algebraic variety, and f : X → X be an isomorphism. Then, we have an identity∫
f
' (f−1)† = L(f−1)∗. (6.27)
Indeed, base change formula applied to the following Cartesian diagram gives the identity (6.27):
X
idX //
f−1

X
idX

X
f // X.
(6.28)
Corollary 6.4. Let X be a smooth algebraic variety, hl : X → A1 (l = 1, · · · , k) be non-zero
regular functions such that h−1l (0) are smooth, pi : X × (Gm)ky → X be the canonical projection,
j : X \ {h1 . . . hk = 0} ↪→ X be the inclusion, and let γl ∈ C \ Z be parameters. One has a
canonical isomorphism∫
pi
OX×(Gm)kyy
γ1
1 . . . y
γk
k e
y1h1+···+ykhk '
∫
j
OX\{h1...hk=0}h−γ11 · · ·h−γkk . (6.29)
Proof. First, let us remark that, for any smooth algebraic varieties Xi, Yi (i = 1, 2), morphisms
fi : Xi → Yi (i = 1, 2), and DXi-modules Mi (i = 1, 2), there is a natural isomorphism of
DY1×Y2-modules (Proposition 1.5.30. in [16]):∫
f1×f2
M1 M2 '
∫
f1
M1 
∫
f2
M2. (6.30)
Now, consider the following cartesian square:
Xx × (Gm)ky
diagx×idy//
pix

Xx1 × . . . Xxk × (Gm)ky
pix1,...,xk

Xx
diagx // Xx1 × · · · ×Xxk .
(6.31)
Here, subindices denotes the coordinate of the spaces we consider. For example, (Gm)ky denotes
an algebraic k torus whose coordinate ring is C[y±] = C[y±1 , . . . , y
±
k ] etc. If we denote by
jl : Xxl \ h−1l (0) ↪→ Xxl the open embedding, base change formula in view of (6.30) gives a
sequence of isomorphisms∫
pi
OX×(Gm)kyy
γ1
1 . . . y
γk
k e
y1h1(x)+···+ykhk(x) (6.32)
'
∫
pi
L(diagx×idy)∗
[
O
x1×(Gm)y1y
γ1
1 e
y1h1(x1)  · · ·OXxk y
γk
k e
ykhk(xk)
]
(6.33)
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' Ldiag∗x
∫
pix1,...,xk
[
OXx1×(Gm)y1y
γ1
1 e
y1h1(x1)  · · ·OXxk×(Gm)yk y
γk
k e
ykhk(xk)
]
(6.34)
Proposition 6.1' Ldiag∗x
[ ∫
j1
OXx1\h−11 (0)h1(x1)
−γ1  · · ·
∫
jk
OXxk\h−1k (0)hk(xk)
−γk
]
(6.35)
' Ldiag∗x
∫
j1×···×jk
[
OXx1\h−11 (0)h1(x1)
−γ1  · · ·OXxk\h−1k (0)hk(xk)
−γk
]
. (6.36)
Finally, base change formula applied to the cartesian square
Xx \ {h1 · · ·hk = 0}
d˜iagx //
j

(
Xx1 \ h−11 (0)
)
× · · · ×
(
Xxk \ h−1k (0)
)
j1×···×jk

Xx
diagx // Xx1 × · · · ×Xxk
(6.37)
gives isomorphisms
Ldiag∗x
∫
j1×···×jk
[
OXx1\h−11 (0)h1(x1)
−γ1  · · ·OXxk\h−1k (0)hk(xk)
−γk
]
(6.38)
'
∫
j
Ld˜iagx
∗[OXx1\h−11 (0)h1(x1)−γ1  · · ·OXxk\h−1k (0)hk(xk)−γk] (6.39)
'
∫
j
OX\{h1...hk=0}h1(x)−γ1 · · ·hk(x)−γk . (6.40)
The following theorem proves the equivalence of (6.1) and (6.2).
Theorem 6.5 (Cayley trick for mixed integrals). Let hl,z(l)(x) =
Nl∑
j=1
z
(l)
j x
a(l)(j) (l = 0, 1, . . . , k)
be Laurent polynomials. We put N = N0 + · · ·+Nk, z = (z(0), . . . , z(k)), and Al = (a(l)(1) | · · · |
a(l)(Nl)). Let pi : ANz ×(Gm)nx\
{
h1,z(1) · · ·hk,z(k) = 0
}
→ ANz and $ : ANz ×(Gm)ky×(Gm)nx → ANz
be projections nd γl ∈ C \ Z be par meters. Then, one has an isomorphism
∫
pi
O
ANz ×(Gm)nx\
{
h
1,z(1)
···h
k,z(k)
=0
}h−γ11 · · ·h−γkk xceh0,z(0) (x) '
∫
$
OANz ×(Gm)ky×(Gm)nxyγxcehz(y,x),
(6.41)
where hz(y, x) = h0,z(0)(x) +
k∑
l=1
ylhl,z(l)(x).
Proof. Note first that hypersurfaces {hl,z(l) = 0} ⊂ ANz × (Gm)nx (l = 1, . . . , k) are smooth. Now,
consider the following commutative diagram:
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ANz × (Gm)nx \
{
h1,z(1) · · ·hk,z(k) = 0
}
pi
 j **
ANz ANz × (Gm)nxp˜ioo
ANz × (Gm)ky × (Gm)nx
p
44
$
OO
.
(6.42)
By projection formula,∫
j
O
ANz ×(Gm)nx\
{
h
1,z(1)
···h
k,z(k)
=0
}h−γ11 · · ·h−γkk xceh0,z(0) (x)
'
∫
j
(
O
ANz ×(Gm)nx\
{
h
1,z(1)
···h
k,z(k)
=0
}h−γ11 · · ·h−γkk
) D⊗OANz ×(Gm)nxxceh0,z(0) (x). (6.43)
By Corollary 6.4, we have∫
j
(
O
ANz ×(Gm)nx\
{
h
1,z(1)
···h
k,z(k)
=0
}h−γ11 · · ·h−γkk
)
'
∫
p
OANz ×(Gm)ky×(Gm)nxyγe
y1h1,z(1)+···+ykhk,z(k) .
(6.44)
Again by projection formula, we have(∫
p
OANz ×(Gm)ky×(Gm)nxyγe
y1h1,z(1)+···+ykhk,z(k)
)D⊗OANz ×(Gm)nxxceh0,z(0) (x) ' ∫
p
OANz ×(Gm)ky×(Gm)nxyγxcehz(y,x)
(6.45)
Since one has canonical isomorphisms∫
pi
'
∫
p˜i
◦
∫
j
∫
$
'
∫
p˜i
◦
∫
p
, (6.46)
applying the functor
∫
$ to the left hand side of (6.43) and to the right hand side of (6.45) yields
to the desired formula (6.41).
Next, we establish an equivalence between (6.1) and (6.3). The fundamental idea behind the
construction of the canonical isomorphism is Leray’s theory of residues [17]. Let us briefly explain
the most important formula in his theory. Suppose we are given a complex manifold X and a
smooth hypersurface Y in X, For any p cycle [γ] ∈ Hp(Y,C) in Y , one can define the coboundary
δγ of γ as a (p+1) cycle [δγ] ∈ Hp+1(X \Y,C) in X \Y . J. Leray’s original construction is purely
geometric. Namely, we first take a tubular neighbourhood N and a projection pi : N → Y . Since
pi is a ∆1 bundle, we can naturally consider a ∂∆ bundle pi′ : ∂N → Y . Then the coboundary
cycle δγ is obtained as δγ = (pi′)−1(γ) equipped with a suitable orientation. On the other hand,
for any p+ 1 cocycle [ω] ∈ Hp+1(X \ Y,C) in X \ Y , one can naturally define the residue res(ω)
as a p cocycle [res(ω)] ∈ Hp(X \ Y,C) in Y . Leray’s residue theorem states that coboundary
operation δ and residue operation res are dual to each other, i.e.,
1
2pi
√−1
∫
δγ
ω =
∫
γ
res(ω). (6.47)
Even more generally, one can define the composed coboundary and composed residue operations.
Suppose we are given k smooth hyperpersurfaces Y1, . . . , Yk. Suppose that these hypersurfaces
are normal crossings. Then, we can consider a sequence of embeddings of smooth hypersurfaces
Y1 ∩ · · · ∩ Yk → Y2 ∩ · · · ∩ Yk \ Y1
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→ Y3 ∩ · · · ∩ Yk \ (Y1 ∪ Y2)
→ · · ·
→ X \ (Y1 ∪ · · · ∪ Yk).
If we denote δ(1), . . . , δ(k) (resp. res(1), . . . , res(k)) the corresponding coboundary operations (resp.
residue operations), Leray’s composed residue theorem states that for any p cycle [γ] ∈ Hp(Y1 ∩
· · · ∩ Yk,C) in Y1 ∩ · · · ∩ Yk and for any p + k cocycle [ω] ∈ Hp+k(X \ (Y1 ∪ · · · ∪ Yk),C) in
X \ (Y1 ∪ · · · ∪ Yk), we have an identity
1
(2pi
√−1)k
∫
δ(k)◦···◦δ(1)γ
ω =
∫
γ
res(1) ◦ · · · ◦ res(k)(ω). (6.48)
Based on this theory, let us turn back to the equivalence between (6.1) and (6.3). Let us
consider a wider space
Y = ANz × (Gm)ky × (Gm)nx (6.49)
and divisors
Sl = {1 = ylhl,z(l)(x)} ⊂ Y. (6.50)
Here, AN = AN0
z(0)
× · · · ×ANk
z(k)
as in Theorem 6.5. We consider the following sequence of Leray’s
coboundary operation:
S1 ∩ · · · ∩ Sk → S2 ∩ · · · ∩ Sk \ S1
→ S3 ∩ · · · ∩ Sk \ (S1 ∪ S2)
→ · · ·
→ Y \ (S1 ∪ · · · ∪ Sk).
Put X = ANz × (Gm)nx \
{
h1,z(1) . . . hk,z(k) = 0
}
, and
Y˜ = ANz × (Gm)ky × (Gm)nx \
{
(1− y1h1,z(1)) . . . (1− ykhk,z(k)) = 0
}
. Let piz : X → ANz and
$˜ : Y˜ → ANz be the natural projections. The equivalence is formulated as follows:
Theorem 6.6 (Composed residue isomorphism). Assume γl /∈ Z. Then, there is a canonical
isomorphism of DAN -modules∫
piz
OXh−γ11,z(1) . . . h
−γk
k,z(k)
xce
h
0,z(0)
(x) '
∫
$˜z
OY˜ yγxce
h
0,z(0)
(x)
. (6.51)
Proof. Consider an integrable connection
Lk = OY yγxceh0,z(0) (x) (6.52)
on Y . We put
Xm =
k⋂
l=m+1
Sl \
m⋃
l=1
Sl, Ym =
k⋂
l=m+1
Sl \
m−1⋃
l=1
Sl. (6.53)
Define Lm by
Lm = ι
†
mLk, (6.54)
where ιm : Ym ↪→ Y is an inclusion. If we de ote by jm : Xm ↪→ Ym the open immersion and by
im : Xm−1 ↪→ Ym closed immersion, we have a triangle
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∫
im
i†mLm → Lm →
∫
jm
j†mLm
+1→ . (6.55)
and a commutative diagram
Xm−1
im //
pim−1 ""
Ym
p˜im

Xm
pim}}
jmoo
ANz .
(6.56)
Here, pim and p˜im are restrictions of the canonical projection $ : Y → ANz . Applying
∫
p˜im
to
(6.55) yields to a distinguished triangle∫
pim−1
i†mLm →
∫
p˜im
Lm →
∫
pim
j†mLm
+1→ . (6.57)
Remember that
Ym = (Gm)ym×
[(
(Gm)m−1y1,··· ,ym−1 × (ANz × (Gm)nx \ {hm+1,z(m+1) · · ·hk,z(k) = 0})
)
\
m−1⋃
l=1
{1 = ylhl,z(l)}
]
(6.58)
and
Lm = Oyγmm Oyγ11 · · · yγm−1m−1 h−γm+1m+1,z(m+1) · · ·h
−γk
k,z(k)
xce
h
0,z(0)
(x)
. (6.59)
Therefore, p˜im decomposes as
Ym
pm→
(
(Gm)m−1y1,··· ,ym−1 × (ANz × (Gm)nx \ {hm+1,z(m+1) · · ·hk,z(k) = 0})
)
\
m−1⋃
l=1
{1 = ylhl,z(l)}
p′m→ ANz
(6.60)
If we denote by pt : (Gm)ym → {∗} the morphism to one point, we have∫
pm
Lm '
(∫
pt
Oyγmm
)
Oyγ11 · · · yγm−1m−1 h−γm+1m+1,z(m+1) · · ·h
−γk
k,z(k)
xce
h
0,z(0)
(x)
. (6.61)
On the other hand, if γm /∈ Z, we have by Lemma 6.2,
H∗
(∫
pt
Oyγmm
)
= H1+∗dR
(
(Gm)ym ,Oyγmm
)
= 0. (6.62)
In summary, if γm /∈ Z, we have a canonical isomorophism∫
p˜im
Lm '
∫
p′m
∫
pm
Lm ' 0. (6.63)
This implies that ∫
pim
j†mLm =
∫
pim−1
i†mLm[1] (6.64)
In view of the relation i†mLm = j
†
m−1Lm−1, we inductively have a formula∫
pik
j†k =
∫
pi0
i†1L1. (6.65)
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Now we have
X0 =
k⋂
l=1
Sl ' ANz × (Gm)nx \ {h1,z(1) · · ·hk,z(k) = 0} (6.66)
and
Xk = Y \ (S1 ∪ · · · ∪ Sk). (6.67)
Thus, we obtained the desired formula.
Finally, let us refer to the result of Schulze and Walther ([21]) which relates MA(c) for non-
resonant parameters to Laplace-Gauss-Manin connection. It is stated in the following form.
Theorem 6.7 ([21]). Let φ : (Gm)nx → AN be a morphism defined by φ(x) = (xa(1), . . . , xa(N)).
If c is non-resonant, one has a canonical isomorphism
MA(c) ' FL ◦
∫
φ
O(Gm)nxc, (6.68)
where FL stands for Fourier-Laplace transform.
For readers’ convenience, we include a proof of an isomorphism which rewrites the right-hand
side of (6.68) as a direct image of an integrable connection. The readers may find a similar
argument in [8].
Proposition 6.8. Let fj ∈ O(X) \ C (j = 1, . . . , p) be non-constant regular functions. Put
f = (f1, . . . , fp) : X → Apζ . Define the Fourier-Laplace transform FL : Dbq.c.(DApζ ) → D
b
q.c.(DApz )
by the formula
FL(N) =
∫
piz
(Lpi∗ζN)
D⊗OApζ×Apze
z·ζ , (6.69)
where
Apz
piz← Apz × Apζ
piζ→ Apζ . (6.70)
Let pi : X × Apz → Apz be the canonical projection. Under these settings, we have, for any
M ∈ Dbq.c.(DX),
FL
(∫
f
M
)
'
∫
pi
{
(M OApz)
D⊗ (OX×Apze
∑p
j=1 zjfj )
}
. (6.71)
Proof. Consider the following commutative diagram
X × Apz
pi

f×id // Apζ × Apz
piz
yy
Apz
. (6.72)
By the projection formula, we have a canonical isomorphism
FL
(∫
f
M
)
'
∫
piz
{((∫
f
M
)
OApz
) D⊗OApz×Apζez·ζ
}
(6.73)
'
∫
piz
{(∫
f×idz
M OApz
) D⊗OApz×Apζez·ζ
}
(6.74)
'
∫
pi
{(
M OApz
) D⊗ (OX×Apze∑pj=1 zjfj )} . (6.75)38
If we take X to be (Gm)nx, M to be O(Gm)nxxc, and f to be f = (xa(1), . . . , xa(N)), we have
FL
(∫
f
O(Gm)nxxc
)
'
∫
pi
O(Gm)nx×ANz xcehz(x), (6.76)
where hz(x) =
N∑
j=1
zjx
a(j).
Corollary 6.9. If c is non-resonant, one has a canonical isomorphism
MA(c) '
∫
pi
O(Gm)n×ANxcehz(x). (6.77)
Summing up all the argument above, we have the following
Theorem 6.10. Suppose that the parameter d =
(
γ
c
)
is non-resonant and γl /∈ Z for l =
1, . . . , k. We put N = N0 +N1 + · · ·+Nk and define a (n+ k)×N matrix A by
A =

0 · · · 0 1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 0 · · · 0 1 · · · 1 · · · 0 · · · 0
...
...
...
. . .
...
0 · · · 0 0 · · · 0 0 · · · 0 · · · 1 · · · 1
A0 A1 A2 · · · Ak
 . (6.78)
Then, one has a sequence of canonical isomorphisms
MA(d) '
∫
$
OANz ×(Gm)ky×(Gm)nxyγxcehz(y,x) (6.79)
'
∫
pi
O
ANz ×(Gm)nx\
{
h
1,z(1)
···h
k,z(k)
=0
}h−γ11 · · ·h−γkk xceh0,z(0) (x) (6.80)
'
∫
$˜z
O
ANz ×(Gm)ky×(Gm)nx\
{
(1−y1h1,z(1) )···(1−ykhk,z(k) )=0
}yγxceh0,z(0) (x). (6.81)
As an application of this isomorphism, we can prove the following result which is analogous
to Theorem 2.10. of [13] and whose proof was sketched in [3]§6. In order to formulate and prove
it, we revise some notation. For any smooth algebraic varieties X and Y and for any morphism
f : X → Y , a functor ∫f ! : Dbh(DX) → Dbh(DY ) (resp. ∫f ! : Dbr.h.(DX) → Dbr.h.(DY )) is defined
by ∫
f !
= DY ◦
∫
f
◦DX , (6.82)
where DX is the holonomic dual functor. If DRanX denotes analytic de-Rham functor, we have a
relation
SolX [dimX] ' DRan ◦ DX (6.83)
as a functor from Dbh(DX) to Dbc(CX) and a commutativity relation
DRanY
∫
f !
' Rf! ◦DRanX (6.84)
as a functor from Dbr.h.(DX) to Dbc(CY ). The second commutativity is a part of Riemann-Hilbert
correspondence.
Now we need to remember the defi ition f the Newton non-degenerate locus.
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Definition 6.11. Suppose A is an n×N integer matrix A = (a(1) | · · · | a(N)). We put hz(x) =
N∑
j=1
zjx
a(j). For any face Γ < ∆A
def
= c.h.{0,a(1), . . . ,a(N)}, we put hΓz (x) =
∑
a(j)∈Γ
zjx
a(j). Then,
we say z ∈ AN belongs to the Newton non-degenerate locus of A if, for any face Γ < ∆A such
that 0 /∈ Γ, we have an identity{
x ∈ (Gm)n | ∂h
Γ
z
∂x1
(x) = · · · = ∂h
Γ
z
∂xn
(x) = 0
}
= ∅. (6.85)
The set of Newton non-degenerate points z of A is denoted by Ω.
The following result was first proved by A. Adolphson.
Theorem 6.12 ([1], COROLLARY 3.8.). For any parameter vector c ∈ Cn×1, the GKZ system
MA(c) is a connection on Ω.
We are now able to state and prove
Theorem 6.13. Suppose h0,z(0)(x) = 0. If the parameter d is non-resonant and if there is a
simplex σ such that
∑
i∈σ(l)
teiA
−1
σ d /∈ Z≤0 for any l = 1, . . . , k and that A−1σ (d + AσZσ≥0) ∩ (C \
Z>0)σ 6= ∅, then, one has an isomorphism of local systems∫
: Rn+k$!(CY˜ any
γxc) Ωan3 Γ 7→
∫
Γ
yγ−1xc−1dydx
(1− y1h1,z(1)(x)) · · · (1− ykhk,z(k)(x))
∈ SolMA(c) Ωan .
(6.86)
Proof. By (6.82), (6.83), and (6.84), we have
SolCN
(∫
$˜z
OY˜ yγxc
)
' DRanCN
∫
$˜z!
DY˜
(OY˜ yγxc) [−N ] (6.87)
' R$˜z!DRanY˜ DY˜
(OY˜ yγxc) [−N ] (6.88)
' R$˜z! SolY˜
(OY˜ yγxc) [k] (6.89)
' R$˜z!
(
CY˜ y
γxc
)
[k]. (6.90)
(6.90) combined with Theorem 6.10 shows that Rn+k$˜z!
(
CY˜ y
γxc
)
Ωan and SolMA(d) Ωan are local
systems isomorphic to each other and the morphism (6.86) is well-defined by Proposition 4.1.
Moreover, by Theorem 2.15 of [13] and Theorem 6.10, we know that they are both irreducible
since the parameter d is non-resonant. Thus, it is enough to prove that the morphism (6.86) is
non-zero by Schur’s lemma. The morphism is indeed non-zero by Theorem 4.3.
Remark 6.14. We can prove an isomorphism of constructible (perverse) sheaves
Rpiz!
(
CXan · h−γ11,z(1) · · ·h
−γk
k,z(k)
xc
)
' R$˜z!
(
CY˜ any
γxc
)
[k] (6.91)
in the same way. This corresponds to the classical composed coboundary operation of J.Leray
([17]).
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7 Construction of integration contours for Mixed type integrals
We conclude this paper with a formula which relates a basis of cycles of (6.3) (resp. (6.1)) to
Γ-series. The computations can be carried out as in §3, §4 with a slight modification.
Proposition 7.1. (6.3) is a solution of MA(d).
Proof. Same as Proposition 4.1.
Now we are going to construct a standard basis of integral contours associated to a simplex.
Take any n+ k simplex σ ⊂ {1, . . . , N} such that sj ≤ 1 for all j ∈ σ. We put
f(z)σ,0 =
1
(2pi
√−1)mσ
∫
Γ
e
h
0,z(0)
(x)
yγ−1xc−1(
1− y1h1,z(1)(x)
)
· · ·
(
1− ykhk,z(k)(x)
)dydx, (7.1)
where Γ is an integration cycle to be specified and mσ is an integer defined by the formula
mσ =
{
n+ 2k (σ(0) = ∅)
n+ 2k + 1 (σ(0) 6= ∅). (7.2)
We consider a covering map
Tn+dx˜ → Tσξσ (7.3)
given by
x˜ 7→ ξσ = zσx˜Aσ . (7.4)
Then, if we write x˜ = (y, x) and h˜l,z(l)(x˜) = ylhl,z(l)(x), and if we assume our integration cycle is
a pullback Γ = p∗γ, we have
fσ,0(z) =
z−A
−1
σ d
σ
(2pi
√−1)mσ
∫
γ
exp
 ∑
i∈σ(0)
ξi +
∑
j∈σ¯(0)
(z−A
−1
σ a(j)
σ zj)ξ
A−1σ a(j)
σ
 ξA−1σ d−1σ
k∏
l=1
1− ∑
i∈σ(l)
ξi −
∑
j∈σ¯(l)
(z−A
−1
σ a(j)
σ zj)ξ
A−1σ a(j)
σ
 dξσ. (7.5)
At this stage, we can observe that the integral (7.5) has a divergent nature in ξσ(0) direction and
convergent nature in ξσ(l) (l = 1, . . . , k) directions. Let us introduce the plane wave coordinate
with respect to ξσ(0) , namely we introduce new coordinate (ρ, uσ(0)) of Tσ
(0) defined by
ξi = ρui (i ∈ σ(0)),
∑
i∈σ(0)
ui = 1. (7.6)
(7.5) is transformed into the form
z−A
−1
σ d
σ
(2pi
√−1)mσ×
∫
γ
exp
ρ+ ∑
j∈σ¯(0)
(z−A
−1
σ a(j)
σ zj)ρ
∑
i∈σ(0)
teiA
−1
σ a(j)
∏
i∈σ(0)
u
teiA
−1
σ a(j)
i
k∏
l=1
∏
i∈σ(l)
ξ
teiA
−1
σ a(j)
i

k∏
l=1
1− ∑
i∈σ(l)
ξi −
∑
j∈σ¯(l)
(z−A
−1
σ a(j)
σ zj)ρ
∑
i∈σ(0)
teiA
−1
σ a(j)
∏
i∈σ(0)
u
teiA
−1
σ a(j)
i
k∏
l=1
∏
i∈σ(l)
ξ
teiA
−1
σ a(j)
i
×41
ρ
∑
i∈σ(0)
teiA
−1
σ d−1 ∏
i∈σ(0)
u
teiA
−1
σ d−1
i
k∏
l=1
∏
i∈σ(l)
ξ
teiA
−1
σ d−1
i dρ ∧ duσ(0) ∧ dξσ(1) ∧ · · · ∧ dξσ(k) . (7.7)
The following lemma is analogous to Lemma 4.2.
Lemma 7.2. For any l = 1, · · · , k and for any j ∈ σ(l), one has
∑
i∈σ(m)
teiA
−1
σ a(j) =
{
1 (m = l)
0 (m 6= 0, l). (7.8)
Moreover, if j ∈ σ(0), one has∑
i∈σ(m)
teiA
−1
σ a(j) = 0 (m = 1, . . . , k). (7.9)
The proof is same as Lemma 4.2. From Lemma 7.2 and the equality
k∑
m=0
∑
i∈σ(m)
te˜iA
−1
σ a(j) = |A−1σ a(j)| = sj , (7.10)
we obtain two equations on the degree of divergence∑
i∈σ(0)
teiA
−1
σ a(j) = sj − 1 (j ∈ σ(l), l = 1, . . . , k) (7.11)
and ∑
i∈σ(0)
teiA
−1
σ a(j) = sj (j ∈ σ(0)). (7.12)
Then we are naturally led to take the integration contour γ as a product
γ = Γσ(0),0 × Pσ(1) × · · · × Pσ(k) , (7.13)
where Γσ(0),0 is the product of Hankel contour and Pochhammer cycle associated to σ
(0) and
Pσ(l),0 is the Pochhammer cycle associated to σ
(l). By equations (7.14) and (7.15), we have two
inequalities ∑
i∈σ(0)
teiA
−1
σ a(j) ≤ 0 (j ∈ σ(l), l = 1, . . . , k) (7.14)
and ∑
i∈σ(0)
teiA
−1
σ a(j) ≤ 1 (j ∈ σ(0)), (7.15)
which combined with the formula (7.7) ensure the convergence of (7.5) when z ∈ Uσ. Substituting
the formula
11− ∑
i∈σ(l)
ξi −
∑
j∈σ¯(l)
(z−A
−1
σ a(j)
σ zj)ξ
A−1σ a(j)
σ
 =
∑
ml∈Zσ¯l≥0
|ml|!
ml!
ξ
A−1σ Aσ¯(l)ml
σ (z
−A−1σ Aσ¯(l)
σ zσ¯(l))
ml1− ∑
i∈σ(l)
ξi
|ml|+1
,
(7.16)
to (7.5), and expanding the term
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exp
 ∑
j∈σ¯(0)
(z−A
−1
σ a(j)
σ zj)ξ
A−1σ a(j)
σ
 , (7.17)
we obtain an expansion
fσ,0(z) =
z−A
−1
σ d
σ
(2pi
√−1)mσ
∑
m∈Zσ¯≥0
∫
γ
dξσ
(
exp
 ∑
i∈σ(0)
ξi
 ∏
i∈σ(0)
ξ
teiA
−1
σ (d+Aσ¯m)−1
σ
)
×
k∏
l=1
(
(1−
∑
i∈σ(l)
ξi)
−|ml|−1
∏
i∈σ(l)
ξ
teiA
−1
σ (d+Aσ¯m)−1
σ
) |m1|! · · · |mk|!
m!
(z−A
−1
σ Aσ¯
σ zσ¯)
m. (7.18)
As in §3 and §4, we are reduced to computing the integrals
I0(m) =
∫
Γ
σ(0),0
exp
 ∑
i∈σ(0)
ξi
 ∏
i∈σ(0)
ξ−
teiA
−1
σ (d+Aσ¯m)−1
σ dξσ(0) (7.19)
and
Il(m) =
∫
P
σ(l)
(1−
∑
i∈σ(l)
ξi)
−|ml|−1
∏
i∈σ(l)
ξ
teiA
−1
σ (d+Aσ¯m)−1
σ dξσ(l) . (7.20)
By Lemma 3.2 and Lemma 3.3, they can be computed as
I0(m) = (2pi
√−1)|σ(0)|+1
(
1− exp
−2pi√−1 ∑
i∈σ(0)
teiA
−1
σ (d+Aσ¯m)

)
∏
i∈σ(0)
Γ(1− teiA−1σ (d+Aσ¯m))
(7.21)
and
Il(m) =
exp
−pi√−1 ∑
i∈σ(l)
teiA
−1
σ d

Γ(
∑
i∈σ(l)
teiA
−1
σ d)
(2pi
√−1)|σ(l)|+1
|ml|!
1∏
i∈σ(l)
Γ(1− teiA−1σ (d+Aσ¯m))
. (7.22)
Thus, we have
fσ,0(z) =
exp
−pi√−1
k∑
l=1
∑
i∈σ(l)
teiA
−1
σ d

k∏
l=1
Γ(
∑
i∈σ(l)
teiA
−1
σ d)
z−A
−1
σ d
σ
∑
m∈Zσ¯≥0 43
(
1− exp
−2pi√−1 ∑
i∈σ(0)
teiA
−1
σ (d+Aσ¯m)

)
(z−A
−1
σ Aσ¯
σ zσ¯)
m
Γ(1−A−1σ (d+Aσ¯m))m!
(7.23)
=
exp
−pi√−1
k∑
l=1
∑
i∈σ(l)
teiA
−1
σ d

k∏
l=1
Γ(
∑
i∈σ(l)
teiA
−1
σ d)
×
r∑
i=1
(
1− exp
−2pi√−1 ∑
i∈σ(0)
teiA
−1
σ (d+Aσ¯k(i))

)
ϕσ,k(i). (7.24)
We denote Γσ,0 the integration cycle above. Just as in §3, §4, and §5, for any k˜ ∈ Zn+k, we
consider a deck transformation Γσ,k˜ of Γσ,0 associated to ξσ 7→ e2pi
√−1tk˜ξσ and put
fσ,k˜ =
1
(2pi
√−1)mσ
∫
Γσ,k˜
e
h
0,z(0)
(x)
yγ−1xc−1(
1− y1h1,z(1)(x)
)
· · ·
(
1− ykhk,z(k)(x)
)dydx. (7.25)
Computing as in §3, §4, and §5, we can obtain a mixed version of Theorem 3.8 and Theorem 4.3.
Theorem 7.3. Take a regular triangulation T of A such that for any simplex σ ∈ T , one has
sj ≤ 1 for any j ∈ σ. Assume that ZA = Zn+k, the parameter vector d is very generic with
respect to any σ ∈ T , and that for any l = 1, . . . , k, one has
∑
i∈σ(l)
teiA
−1
σ d /∈ Z≤0. Then, if one
puts
fσ,k˜(j)(z) =
1
(2pi
√−1)mσ
∫
e
h
0,z(0)
(x)
yγ−1xc−1
(1− y1h1,z(1)(x)) · · · (1− ykhk,z(k)(x))
dydx, (7.26)
⋃{fσ,k˜(j)(z)}r(σ)j=1 is a basis of solutions of MA(c) on the non-empty open set UT , where {k˜(j)}rj=1
is a complete system of representatives Zn+k/ZtAσ. Moreover, for each σ ∈ T, one has a trans-
formation formula fσ,k˜(1)(z)...
fσ,k˜(r)(z)
 = Tσ
ϕσ,vk(1)(z)...
ϕσ,vk(r)(z)
 . (7.27)
Here, Tσ is an r × r ma rix given by
Tσ =
exp
−pi√−1
k∑
l=1
∑
i∈σ(l)
teiA
−1
σ d

k∏
l=1
Γ
∑
i∈σ(l)
te˜iA
−1
σ d
 diag
(
e2pi
√−1tk˜(i)A−1σ d
)r
i=1
(
e2pi
√−1tk˜(i)A−1σ k(j)
)r
i,j=1
×
diag
(
1− exp
−2pi√−1 ∑
i∈σ(0)
teiA
−1
σ (d+Aσ¯k(i))

)r
i=1
. (7.28)
The computations for (6.1) is carried out in a similar way. Let us put
fσ,0(z) =
1
(2pi
√−1)mσ
∫
Γ
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1eh0,z(0) (x)dx, (7.29)
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where we specify Γ later and by abuse of notation, mσ denotes an integer
mσ =
{
n+ k (σ(0) = ∅)
n+ k + 1 (σ(0) 6= ∅). (7.30)
As in §5, the index set {1, . . . , N} naturally splits into several blocks as {1, . . . , N} = I0∪· · ·∪Ik.
Take any n + k simplex σ ⊂ {1, . . . , N} such that |A−1σ a(j)| ≤ 1 (j ∈ σ). We put σ(l) =
σ ∩ Il (l = 0, . . . , k). Fix a distinguished element i(l) ∈ σ(l) (l = 1, . . . , k) and put σ0 = {i(l)}kl=1
and τ (l) = σ(l) \ {i(l)} (l = 1, . . . , k). Finally, we put τ = τ (1) ∪ · · · ∪ τ (k)Introducing a new
coordinate wj = z−1i(l)zj (l = 1, . . . , k, j ∈ σ(l)) we rewrite f into a convenient form:
fσ,0(z) =
z−γσ0
(2pi
√−1)mσ
∫
Γ
k∏
l=1
1 + ∑
j∈Il\{i(l)}
wjx
a˚(j)−a˚(i(l))
−γl xc−A˚σ0γ−1eh0,z(0) (x)dx. (7.31)
This corresponds to the identity MA(d) = MQ0A(Q0d) where Q0 is given by
Q0 =
(
Ik O
−A˚σ0 In
)
. (7.32)
If we introduce a stair matrix
S = (
|σ(0)| times︷ ︸︸ ︷
0 | · · · | 0 |
|τ (1)| times︷ ︸︸ ︷
e1 | · · · | e1 | · · · |
|τ (k)| times︷ ︸︸ ︷
ek | · · · | ek) ∈ Zk×(σ(0),τ), (7.33)
it is straightforward to check the formula
Q0Aσ =
(
Iσ0 S
Oσ0 A˚σ(0),τ − A˚σ0S
)
. (7.34)
We introduce a covering coordinate defined by{
ξi = zix
a˚(i) (i ∈ σ(0))
(7.35)
ξi = e
−pi√−1wixa˚(i)−a˚(i
(l)) (i ∈ τ (l), l = 1, . . . , k).
(7.36)
This is abbreviated as
p : Tnx 3 x 7→ ξσ(0),τ = (zσ(0)xA˚σ(0) , e−pi
√−1t1τwτxA˚τ ) ∈ Tσ(0),τ . (7.37)
Suppose that Γ is a pull-back Γ = p∗γ. By a direct computation, we have
fσ,0(z) (7.38)
=
z−γσ0 (zσ(0) , e
−pi√−1t1τwτ )
−(A˚
σ(0),τ
−A˚σ0S)−1c
(2pi
√−1)mσ
∫
γ
k∏
l=1
1− ∑
i∈τ (l)
ξi+
∑
j∈σ(l)
(zσ(0) , e
−pi√−1t1τwτ )
−(A˚
σ(0),τ
−A˚σ0S)−1 (˚a(j)−a˚(i(l)))wjξ
(A˚
σ(0),τ
−A˚σ0S)−1 (˚a(j)−a˚(i(l)))
−γl
exp
 ∑
i∈σ(0)
ξi +
∑
j∈σ(0)
(zσ(0) , e
−pi√−1t1τwτ )
−(A˚
σ(0),τ
−A˚σ0S)−1a˚(j)wjξ
(A˚
σ(0),τ
−A˚σ0S)−1a˚(j)
45
ξ
(A˚
σ(0),τ
−A˚σ0S)−1c−1
σ(0),τ
dξσ(0),τ (7.39)
Now we are going to integrate it over the cycle
γ = Γσ(0) × Pτ (1) × · · · × Pτ (k) . (7.40)
In order to ensure the convergence, we need the following
Lemma 7.4. For any l = 1, · · · , k and for any j ∈ σ(l), one has
∑
i∈σ(0)
tei(A˚σ(0),τ − A˚σ0S)−1a˚(j) ≤ 1 (j ∈ σ(0))
(7.41)
∑
i∈σ(0)
tei(A˚σ(0),τ − A˚σ0S)−1a˚(j) ≤ 0 (j ∈ σ(l), l=1,. . . ,k).
(7.42)
Proof. As for the first case, let us note that
A−1σ a(j) =
(
Iσ0 −S(A˚σ(0),τ − A˚σ0S)−1
O (A˚σ(0),τ − A˚σ0S)−1
)(
O
a˚(j)
)
=
(
−S(A˚σ(0),τ − A˚σ0S)−1a˚(j)
(A˚σ(0),τ − A˚σ0S)−1a˚(j)
)
. (7.43)
By the definition of the matrix S, we have
|S(A˚σ(0),τ − A˚σ0S)−1a˚(j)| =
k∑
l=1
∑
i∈τ (l)
tei(A˚σ(0),τ − A˚σ0S)−1a˚(j). (7.44)
On the other hand, we have
|(A˚σ(0),τ − A˚σ0S)−1a˚(j)| =
∑
i∈σ(0)
tei(A˚σ(0),τ − A˚σ0S)−1a˚(j) +
k∑
l=1
∑
i∈τ (l)
tei(A˚σ(0),τ − A˚σ0S)−1a˚(j).
(7.45)
Combining these, we obtain an identity
|A−1σ a(j)| =
∑
i∈σ(0)
tei(A˚σ(0),τ − A˚σ0S)−1a˚(j), (7.46)
which proves the first inequality since we assumed |A−1σ a(j)| ≤ 1. As for the second one, we
should be careful that
A−1σ a(j) =
(
Iσ0 −S(A˚σ(0),τ − A˚σ0S)−1
O (A˚σ(0),τ − A˚σ0S)−1
)(
el
a˚(j)
)
=
(
el − S(A˚σ(0),τ − A˚σ0S)−1a˚(j)
(A˚σ(0),τ − A˚σ0S)−1a˚(j)
)
.
(7.47)
Repeating the same argument as the first case, we obtain the desired inequality.
Thus, we can confirm that the integral is convergent if z ∈ Uσ. Expanding the integrand, we
obtain the basic formula
fσ,0(z) =
∏
l:τ (l) 6=∅
e−pi
√−1(1−γl)
∏
l:τ (l)=∅
e−pi
√−1γl
Γ(γ1) . . .Γ(γk)
∏
l:τ (l)=∅
(1− e−2pi
√−1γl)
r∑
i=1
1− exp
−2pi√−1 ∑
i∈σ(0)
teiA
−1
σ (d+Aσk(i))

ϕσ,k(i),
(7.48)
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where {Aσk(i)}ri=1 = Z(n+k)×1/ZAσ. As before, we denote the integration cycle above Γσ,σ0,0.
For any k˜ ∈ Zn, we consider a deck transformation Γσ,σ0,k˜ of Γσ,0 associated to ξτ 7→ e2pi
√−1tk˜ξτ
and put
fσ,k˜(z) =
1
(2pi
√−1)mσ
∫
Γσ,σ0,k˜
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1eh0,z(0) (x)dx. (7.49)
Computing as in §5, we obtain the formula
fσ,k˜(z) =
∏
l:τ (l)6=∅
e−pi
√−1(1−γl)
∏
l:τ (l)=∅
e−pi
√−1γl
Γ(γ1) . . .Γ(γk)
∏
l:τ (l)=∅
(1− e−2pi
√−1γl)
exp{2pi√−1
t(
O
k˜
)
A−1σ d}
r∑
i=1
exp{2pi√−1
t(
O
k˜
)
A−1σ k(i)}×
1− exp
−2pi√−1 ∑
i∈σ(0)
teiA
−1
σ (d+Aσk(i))

ϕσ,k(i). (7.50)
Theorem 7.5. Take a regular triangulation T of A such that sj ≤ 1 for any j ∈ σ. Assume that
ZA = Zn+k, the parameter vector d is very generic with respect to any σ ∈ T , and that for any
i = 1, . . . , r, one has
∑
i∈σ(0)
teiA
−1
σ (d+Aσk(i)) /∈ Z. Then, if one puts
fσ,k˜(j)(z) =
1
(2pi
√−1)mσ
∫
Γσ,σ0,k˜(j)
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc−1eh0,z(0) (x)dx, (7.51)
⋃{fσ,k˜(j)(z)}rj=1 is a basis of solutions of MA(d) on the non-empty open set UT , where {k˜(j)}rj=1
is a complete system of representatives Zn/Zt(A˚τ − A˚σ0S). Moreover, for each σ ∈ T, one has a
transformation formula fσ,k˜(1)(z)...
fσ,k˜(r)(z)
 = Tσ
ϕσ,vk(1)(z)...
ϕσ,vk(r)(z)
 . (7.52)
Here, Tσ is an invertible r × r matrix given by
Tσ =
∏
l:τ (l) 6=∅
e−pi
√−1(1−γl)
∏
l:τ (l)=∅
e−pi
√−1γl
Γ(γ1) . . .Γ(γk)
∏
l:τ (l)=∅
(1− −2pi
√−1γl)
diag
(
exp{2pi√−1
t(
O
k˜(i)
)
A−1σ d}
)r
i=1
×
(
exp{2pi√−1
t(
O
k˜(i)
)
A−1σ k(j)}
)r
i,j=1
diag
(
1− exp
−2pi√−1 ∑
i∈σ(0)
teiA
−1
σ (d+Aσ¯k(i))

)r
i=1
.
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