Video security is becoming more and more important today. CCTV (closed circuit television), after broadcast television, is currently migrating from analogue to digital. At the same time, electronics have rapidly progressed in miniaturizing components and standardization initiatives have became popular in the IT world. Due to these innovations, it is now possible to deploy easily and rapidly CCTV in site for permanent or temporary uses. Examples of challenging surveillance applications are monitoring metro stations, detection of loitering or abandoned objects, etc. This chapter describes a practical implementation of a distributed surveillance system with emphasis on video transmission issues (acquisition, visualisation) and image processing necessary for useful event detection. The requirements for these systems are to be easy to use, robust and flexible. Our goals are to obtain efficiently implemented systems that can meet these strong industrial requirements. A computer cluster based approach with network connections is the innovative solution proposed. The main advantage of this approach is its flexibility. Since mobile objects are important in videosurveillance, these systems will include image analysis tools such as segmentation and object tracking. First we present the typical requirements of such a system besides the typical robustness of the analysis (e.g. low false alarm rate and low missed detection rate). We consider issues like the facility to deploy and administer network-connected real-time multicameras, with reusable modular and generic technologies. Then we analyze how to cope with the needs to integrate a solution with state-of-the-art technologies. As an answer we then propose a global system architecture and we describe its main features to explain each underlying module. To illustrate the applicability of the proposed system architecture in real case studies, we develop some scenarios of deployment for indoors or outdoors applications. 
Introduction
The number of security and traffic cameras installed in both private and public areas is increasing. Since human guards can only effectively deal with a limited number of monitors and their performance falls as a result of boredom or fatigue, automatic analysis of the video content is required. Examples of promising applications [1] are monitoring metro stations [2] or detecting highways traffic jams, semantic content retrieval, detection of loitering and ubiquitous surveillance. The requirements for these systems are to be multi-camera, highly reliable and robust and user-friendly. We present a generic, flexible and robust approach for an intelligent distributed real-time video-surveillance system. The application detects events of interest in visual scenes, highlights alarms and computes statistics. The three main technical axes are the hardware and system issues, the architecture and middleware and the computer vision functionalities.
The chapter is organised as follows: Section 2 describes the requirements of the overall system from the user point of view. Section 3 presents a global description of the system and its main hardware characteristics. Section 4 illustrates how the hardware and software in a distributed system are integrated via the middleware. Section 5 goes deeper in the understanding of the image analysis module, which produces meta-data information. Section 6 is devoted to the description of a case study, which is that of counting people. Some references to this case study are made all along the document. Finally, section 7 concludes and indicates future work.
Objectives
As mentioned in [3] , a vision system is not just a PC, frame-grabber, camera and software. It is important not to neglect many important issues while finding out requirements. Because the proposed architecture is focused on a computer-oriented architecture, software life cycle can be applied here. Generic steps for this cycle can be specification/requirements, design, implementation, tests and maintenance. Note that in this chapter only specification, design
and an implementation proposal are explained. The specification of the system is an iterative process where the customers give their requirements and the engineering refines these to have clear and exhaustive specifications (e.g. the first requirements of the user, "count people in the shops and trigger the alarm if there is presence at night" become that the system should be aware in less than 500ms of the events of people entering or exiting. No more than 5 miscounts are allowed per day. This would also trigger an alarm in real-time in case of overcrowded situations or the presence of people at night). In the scope of video surveillance systems, we can divide the system requirements into four distinct layers:
• Hardware constraints and system issues
• Software architecture and middleware
• Computer vision
• Application functionalities
The hardware constraints and system issues include the distributed sensors, complexity issues, real-time aspects, robustness with MTBF (24 hours a day, 7 days a week), physical protection safety of equipment, physical condition of use, network, multiple input/output, analogue/digital, existing and new cameras and systems with possible extensions, wired or wireless, ease of integration/deployment, installation, calibration, configuration and running costs like maintenance that is easier with the use of standards.
Software architecture and middleware consider modularity, distribution, scalability, standard interfaces and interchange formats, interoperability and portability, reusability, communication, inputs and outputs, co-ordination with other machines and "plug and play" features, client applications that need to be cross-platform (to be used on smart devices such as enhanced mobile phones or PDAs for instance).
Computer vision aspects involve the robustness of changing context and illumination conditions, handling of complex scenes and situations, generality and ability to migrate to a different system. Because vision algorithms are sometimes very complex, they can have transient computational overload, thus how they operate in this mode should be investigated.
The Application functionalities include the type of functions to achieve alarm, storage and content retrieval, qualitative and quantitative performance such as the Receiver Operating
Characteristics (ROC) with false alarm and missed detection, cost effectiveness, image resolution and quality
Other issues should not be forgotten such as the user interfaces, the skill level needed by an operator, the quality of the documentation and, last but not least, the system should be cheap enough to be profitable. Note that there are other potential gains from video surveillance like deterrence of theft or violence.
System overview and description of components
The CCTV system presented in this chapter is based on a digital network architecture and works either with digital or existing analogue cameras. This kind of system can be deployed in a building, for instance, or can be connected to an existing data network. The system is composed of computers or smart cameras connected together through a typical Local Area each software module is dedicated to a specific task (e.g. coding, network management, etc.).
The processing modules are distributed on the PC units according to a configuration set-up. In this set-up, the operator defines the architecture and the scheduling of the distributed system and moreover, they are able to customize the action of the different modules (e.g. the vision processing units require a significant number of parameters). The robustness of the overall system is provided by the logical architecture. It manages the various problems that can arise such as network transmission interruption, a hard drive stopping, etc. Moreover, the overall system performance can be improved by dedicating a co-processor to a vision task. The modules of the software part of the system are explained here. We successively explain the acquisition module, the codec module, the network module, and the storage module. We do not describe here the graphical user interface (GUI) previously reported in [4] , but clearly it is an important module from the user's point of view. Section 4 deals with the image analysis module.
Hardware
Typical hardware could be smart network cameras (see Fig 2 and 
Acquisition
Acquisition is the generation of a two dimensional array of integer values representing the brightness and colour characteristics of the actual scene at discrete spatial intervals. The system can currently handle several protocols for image acquisition: IP (JPEG and MJPEG), CameraLink™, IEEE1394 (raw and DV), wireless (analogue, WiFi) and composite (PAL, NTSC, SECAM). A time-stamp is attached to each frame at grabbing time, as this information is useful in the subsequent processing stages. For file replay, we use the Ffmpeg 1 library that handles many codecs.
Codec
The goal of the coding process is to have a good compromise between compression ratio and bandwidth utilisation. The choice of image quality is done according to the viewer and also to image processing requirements when it occurs after compression. We propose here a MPEG-4 SP compression scheme. Because video-surveillance scenes are quite static when cameras are fixed, compression methods suppressing temporal redundancy, such as MPEG-4 SP, are more efficient than classical MJPEG encoding [5] . This technique allows us to transmit up to 20 CIF (352x288) video streams at 25 fps on a typical 100baseT network.
Network
Having a distributed system implies an efficient use of the available bandwidth. The various modules related to a video signal can operate on several computers. For example, we can have acquisition on computer A, storage on computer B and display on computer C. The basic idea is to use multicasting techniques to deal with the bandwidth utilisation problem when there are multi-receivers of the same content. This layer can be managed via the middleware (see section 4) through which Quality of Service (QoS) is ensured.
Storage
The storage module has to deal with the significant amount of data to store and it must allow 24 hours a day storage. This module has two levels: The first one is a classical storage process using MPEG4 technology. This level stores a CIF video flow at 25 fps for three days on a 40 GB hard drive. We can further improve this number if we allow a two-pass encoder to have a constant quality stream. Up to this point, we have a constant bandwidth stream. Level 1 is an intelligent storage process. It stores only events of interest that the user has defined. The second level saves substantial storage space, typically it could be from 70 to 95%. It also allows fast searching to retrieve stored sequences.
4
Software architecture and middleware
Context
Distributed applications need distributed elements. These elements can be processes, data or users. In many cases all these components are heterogeneous and cannot easily communicate together. Before the arrival of Client/Server architectures, mainframes avoided the issue of distributed environment by centralizing all processes in a single point where terminals were connected. In a Client/Server architecture, different software processes located on different computers must communicate together to exchange information. In this architecture, clients ask for data or call processes on the server and wait for an expected result. Sometimes clients must communicate with many different servers but platforms used by these servers are not always the same. In this context the concept of "interoperability" appears, which means that a standard way to communicate with a process exists, i.e. in a distributed environment elements include a "built-in" common interface. However when a distributed environment is built, new problems appear like concurrent accesses (different clients want access to the same data), security (who can access to data or process) and failure control (what happens when a process fails). Thus, when a distributed system is designed and implemented, these problems must be resolved to ensure the reliability and robustness of the environment. The same mechanism can be used in software running on a stand-alone system (one computer for instance). Typically we can find this in cooperative processes (daemon, etc.), and multi-thread applications. In fact the distributed systems problems and distributed software problems can be addressed in the same way.
To implement these kinds of principles, the software developer must design and implement all the interoperability layers including the communication layer. As said before, aims of interoperability is to provide a "generic way" to communicate, but if the developer must implement each time these layers it is a waste of time. In this case it is interesting to have a generic layer that the developer can use and integrate easily to turn back the focus onto the software development itself. The used layer is involved in a framework that all developers (and thus applications) can use always in the same way. Embedded in the application, it hides the system to the software, in other word it is located between the hardware and the software and is named "middleware".
Basic architecture and concept
Middleware is placed between the operating system and the software. It is constituted of these parts:
• An API part embedded in the software (the interface between the software and the middleware itself).
• An interface part between the middleware and the platform.
• A runtime part including implementation of API and responsible for the communication between systems.
Middleware model can be represented as an OSI model (see Tab 1) in which a level communicates with the same level on a remote system through all sub-layers in a "transparent" way. In this model, the software sends a request by calling a method on the middleware API, and in the remote software the API calls the related method of the program.
Complexity is thus completely hidden (see Fig 4) . The API can provide many kinds of functions for communications between each system. The first classical way is the use of Remote Procedure Call (RPC), commonly used in network services and process development. In this configuration the software calls a procedure that is executed on another point (such as other software in the same system or on a remote system). CORBA is a proven technology and has been widely disseminated, but relative to the innovation speed of the information technology domain, it is now an old technology. A lack of CORBA (but which can be resolved) is the ability to extend the network at runtime and outside the network (a known issue with firewall configurations).
Layer number

Layer name Description
The Web Service W3C specification arises as a competitor to CORBA, and is a software system designed to support interoperable machine-to-machine interactions over a network. It has an interface described in a machine-processable format (specifically WSDL). Other systems interact with the Web service in a manner prescribed by its description using SOAP Service specification, but the main advantage (from our point of view) is the ability to extend easily the network and the possibility to extend the application at runtime (by creating a dynamic object instantiated from the WSDL file). Moreover, Web Service is a young and growing technology and is thus more interesting to investigate.
System and middleware integration 4.3.1 Integration overview
As we use middleware, the system is designed following a client/server architecture, where each client is also a server. In this context the concept of "node" is defined as being hardware connected onto a network. A node can be a camera or a computer dedicated to remote image processing and that must be able to communicate with another node. The software is designed to be embedded in the node. In the software architecture, we can regard the image processing runtime as being embedded in a node and can be accessed through a middleware. The problem is the way to link the runtime with the middleware. The solution consists in embedding the runtime in a "Runtime Container" whose first functionality is to link the runtime and the middleware. We can also add runtime management features to have a better control on the runtime. Ideally we can provide a Runtime Container that is cross-platform, and in this case it can be pre-installed on a node, which can, as soon as the network is With this structure we can have an independent node that has all the features to enable it to work in a network of inter-communicating nodes. By giving the right signification to the content of the messages exchanged between nodes we can construct image processing runtime that can be aware of information coming from other nodes. 
Principle of implementation
Runtime Container
To avoid proprietary implementation of the architecture we decided to use the Open Service
Gateway initiative (OSGi 3 ) specification, which is a "service oriented" framework. OSGi is a Java-based specification that by itself provides cross-platform features. This framework has already proven to be beneficial on many applications [6] . With OSGi we can provide a service that represents the Runtime Container, which is based on the Java Native Interface (JNI). The container can call and be called from C++ code in the image processing runtime and offers some management features. By using callback methods, messages exchanged between Java code and native code have to be formatted into a standardized way in order to avoid strong dependencies between the Runtime Container and the native C++ code. By using this method we can allow any kind of native runtime to run a Runtime Container. On the other hand, the runtime can be compiled on a different hardware architecture and be directly updated in the container.
Because we have to use a protocol to enable communication between nodes on the network, it is advisable to use the same kind of protocol messages as the middleware and thus messages exchanged in the container are also SOAP messages. Note also that it can be useful to enhance the exchanged information. Common Alerting Protocol (CAP 4 ), a structure designed to be Web Service compatible, can be used to identify nodes and extra information can be embedded in the messages (like image, sound, resource, etc).
OSGi offers some other interesting features like software life cycle management (such as installation over the network), Jini 5 (a Java-based service that allows functionalities such as discovery, remote invocation, etc) [7] . By using these functionalities we can obtain a full manageable system, distributed on a network.
In this architecture we have a real-time image processing runtime that is directly designed to be embedded. However, Java is not inherently designed for this purpose (and not for real-time neither). To solve this problem, SUN has proposed some specifications, one for embedded software (J2ME 6 ) and one for embedded real-time 7 . The advantage of these specifications is that it is possible to execute java applications on resource-limited hardware or real-time based systems. As OSGi is based on Java, the application that runs on a conventional computer can also run on one of the specific implementations of the Java Virtual Machine (cross-platform).
In summary, we can say that by implementing the Runtime Container over OSGi and using
Web Service features with CAP formatted messages (also used between the container and the native code), we can embed in a node all the software needed to execute image processing and communicate with other nodes in a network for reporting only or to become context-aware [6] . As "node" is a generic concept, any hardware that can execute this software is a node.
Specific feature in video surveillance: video streaming
A streaming service can be added to the OSGi framework to allow a node to send video to another node. The streaming is done by a server embedded in the service such asthe VideoLan 8 server. When a node needs to send video to another node (for recording for instance), the CAP message sent to the target node contains the resource locator of the video server and a UDP multicast stream (or unicast) is launched. For video purpose, the quality of service can be done by a network supervisor service added to the OSGi framework. Note that
VideoLan is able to stream over HTTP, MMSH, UDP and RTP and in this context, the correct selection of required protocol can be done through a management console. A channel information service can be added to the VideoLAN solution based on the SAP/SDP standard.
The mini-SAP-server sends announcements about the multicast programs on the network. The network on which the VideoLAN solution is set up can be as small as one Ethernet 10/100Mb switch or hub, and as big as the whole Internet! The bandwidth needed is 0.5 to 4 Mbit/s for an MPEG-4 stream.
System management
The last problem that we must solve is the way to manage the network itself and collect all events that can appear on the system. The simplest solution is to use the OSGi framework again as a System Server that is responsible for event collections, software life-cycle management, network configuration, etc.
By developing a user interface (which can be embedded in the System Server or as a Client application of the System Server), a user (and also the developer for deployment of the software) can manage the whole system. A good feature of this management interface is the facility to configure the interaction path between nodes (such as to defiine what happens when a person leaves a camera's view range to enter in another camera's one). It is part of the context definition (see section 5.1).
Finally, the system can include a management computer with a many cameras with preloaded
OSGi framework including the Runtime Container and the middleware. Once a camera is connected to the network, it loads the image processing runtime, installs it in the container and launches its execution. In this system when a new camera is added on the network (for instance using wireless technology), the operator of the system adds the node in the management application and once the new node (in this case a camera) is detected, the node becomes operational. Computer Vision
Since the last decade, many algorithms have been proposed that try to solve the problem of scene understanding. The level of understanding varies highly from only detecting moving objects and outputting their bounding boxes (e.g. the Open Source project "Motion" 9 ), to the tracking of objects over multiple cameras, thereby learning common paths and appearance points [8] , [9] or depth maps and amount of activity in the scene [10] .
High-level interpretation of events within the scene requires low-level vision computing of the image and of the moving objects. The generation of a representation for the appearance of objects in the scene is usually needed. In our system, the architecture of the vision part is divided into three main levels of computation that achieve the interpretation ( 
Context acquisition
In many situations, it is of interest to have calibration of the camera (e.g. for multiple cameras applications). An easy and manual tool for calibration (Fig 7) has been developed with the same procedure described in [11] . It takes around five minutes to calibrate a camera, and it has to be done every time the camera has moved. We also handle radial deformation via the In the case of multi-cameras system (i.e. multi-nodes), it is necessary to give nodes context about other nodes. In this case two modes can be considered: an architect mode (Fig 9) where the environment is encoded and a Virtual World (as in Fig 8) can be represented for automatic configuration of the network (automatic calibration, tracking correlation between cameras, etc) and a manual mode (see Fig 9 and Fig 10) where the user gives manually all the parameters for the configuration of camera. A deployment module (part of the management application) is able to compute all parameters needed for execution and install image processing software (or other software) on each node of the network. In the case of moving camera due to slight vibration (e.g. wind) or pan-tilt-zoom the image is altered and should undergo a 2D homographic geometric transformation to be integrated back into the global 2D scene view (Fig 11) . At the current stage of development, the model only handles pure translation (a restricted area of pan-tilt with a small view-angle). 
Image pre-filtering
After acquisition, the current image is filtered in the pixel domain to decrease spatial highfrequency noise. Usually the image is convoluted via a linear filter with a Gaussian kernel, but in our scheme we use an optimised 2-pass exponential filter [12] for reduced processing time.
The image is then downsized, to reduce the computational cost of the segmentation process.
When compressed video streams are used, we do not take into account the loss of quality, as we have not addressed this issue for the moment.
Bottom-up Tracking
The overall processing diagram of the bottom-up tracking scheme used is shown in Fig 12. The architecture of the bottom-up tracking is divided into two main levels of computation: image level (background evaluation and segmentation) and blob level (description, blobs filtering, matching, tracking description and filtering). 
Segmentation
Segmentation is the partition of a digital image into multiple regions (sets of pixels), according to some criterion. The common bottom-up approach for segmenting moving objects uses both background estimation and foreground extraction (usually called background subtraction) [13] .
The typical problems of this approach are changes of illumination, phantom objects, camera vibrations, and other natural effects such as tree branches moving. In the system it is possible to use different reference image models representing the backgrounds (low pass temporal recursive filter, median filter, uni-modal Gaussian, mixture of Gaussians [14, 15] and vector quantisation [16] ). In the literature, the most basic background model is updated to take small illumination changes into account by:
*** Equations/formulae need to be written using an equation editor Equation (1) is computed for each pixel of the image. α is a parameter of the algorithm, B t-1 is the previous background pixel value, I t is the current image pixel value and B t is the updated current background value. The foreground is then typically extracted through a threshold T on the difference between B t and I t . A pixel is foreground when (2) is true:
This model is quite simple and can handle small or slow variations of background. However, real applications need more improvement in the model as well as the conceptualisation to be more robust to common noise such as monitor flickering or moving branches in trees. The segmentation is fully configurable as it is possible to choose between different types of background models and parameters on-line (during the running of the system). For all these models, we have the following two methods: estimate foreground and update background. We also add the possibility to predict the background state at a given time and also the possibility of feedback to update selectively the background [17] . it to the value of the pixel at this time I t2 to know if the given pixel is to be classified as a foreground or background pixel. In this example (Fig 13 and Fig 15) the background is bimodal and illumination is increasing with time. Let us define t1<t2 two times after image acquisition. The current image I t2 has just been acquired at time t2 and we have B 0:t1 , the background model updated at time t1. The process is divided into several parts (Fig 16,   Fig 14) :
1. An a priori belief map is computed with a normalized distance between I t2 and B 0:t1 . This distance is dependant of the background model (e.g. for a mixture of Gaussians it is the difference between the pixel value and the mean of the nearest Gaussian). The most probable foreground is then computed: for all pixels in the belief map for which the pixel belief is greater than 0.5, the pixel is a priori (without knowledge of neighbourhood) considered as foreground.
2. If the pixel is inside a closed outline of pixels with a belief greater than 0.5, a neighbourhood rule will consider it as a foreground pixel. A second neighbourhood rule is applied: a pixel cannot be foreground if there is no path of connected a priori foreground pixels to a pixel of belief greater than 0.8. These two rules use a hysteresis approach to decrease noise in the foreground.
3. Then two steps of decision are made at two different stages of the process to filter foreground objects: after the description (ignore zone, object too small, phantom object, etc.) and after the tracking (integrated object, etc.). We do not consider here these processes (see subsections 5.3.3, 5.3.4 and 5.3.5). After them, some foreground objects from step 2) are discarded or some non-detected objects are added to the structure of data that contains foreground map. At this time, it is called update map.
4. The background model is then updated with the image at time t2 for regions of the scene that the update map has defined as background.
In Subsections 5.3.3, 5.3.4 and 5.3.5, we briefly describe the processes that occur between estimation steps 1 and 4 above.
Blobs description and filtering
The aim of blobs description and filtering is to link the processes of foreground extraction and tracking and to simplify information. The description process translates video data into a surface, inertial axis of blob shape, extreme points of the shape, probability to be a phantom blob, etc. At this point, there is another filtering process to remove small blobs, blobs in an area of the image not considered for analysis, etc. Other model-based vision descriptors can also be integrated for specific application such as vehicle or human 3D model parameters.
Tracking algorithm
As is the case for other modules, the tracking part of the system is flexible and fully parametrical on-line. The configuration is done aiming at a trade-off between computational resources, needs of robustness and segmentation behaviour. Tracking is divided into four steps that follow a straightforward approach:
• Prediction,
• Cost matrix,
• Matching decision(s),
• Tracks update(s).
Note that there are multiple predictions and cost matrices when the last matching decision is not unique, which is inherent for some matching algorithms in MHT (multiple hypothesis tracking [18] ). Fig 17 briefly explains the architecture. 
-Cost matrix computation: The aim of the matrix is to identify a cost C i,j for a matching between blobs i and j in current and precedent frame (or the estimation of it in current frame).
The cost, which is low when blob looks similar and high otherwise, is performed by a procedure based on all the features of a blob. For example if images are in colour, the cost depends on colour dissemblance. In fact, C i,j is a linear combination of a weighted distance of each feature (4). If k α =0 the distance k d is not computed. Currently, k α is defined by an expert during the set-up of the system, but in the future we hope to implement a learning algorithm that maximises some performance aspect of the system.
-Matching: From a given cost matrix, there are many potential hypothesis matrices for the real matching matrix [18] . The library we designed handles three matching algorithms that can be executed (one at a time): "full multi-hypothesis matching", "light multi-hypothesis matching"
and "nearest neighbour matching":
• "full multi-hypothesis matching": all hypothesis of matching are tested, the K best global hypothesis are kept. It takes a significant amount of computation time. For example,. from the K best global previous hypothesis in a case of n blobs per frame, the number of hypothesis to test is K 2 n n . In practice, some hypotheses are more likely to occur than others and hence we define the two heuristics below.
• "light multi-hypothesis matching": it reduces the number of matching hypothesis matrices.
For a given blob in the current image, it only performs matching hypothesis between the N blobs in the precedent image that have the lowest costs.
• "nearest neighbour matching": this should be the simplest matching algorithm. Every blob from the precedent frame is matched to its nearest blob (lowest cost) in the current frame.
Furthermore every blob from the current frame is matched to its nearest blob in the precedent frame. However, if the cost between two blobs exceeds a threshold given as a parameter, the match is removed.
Note that at each iteration the matching algorithm can be permuted with another. Note also that an ambiguity multi-disjoint-hypothesis tracking can be developed to efficiently reduce the combinatorial dependency [18] .
Tracking description and filtering
The aim of tracking description and filtering is to provide an interface between the tracking and the analysis processes and to simplify information. The tracking description converts the internal tracking result to a graph (Fig 18) , and then it adds some useful information to the matching data. It computes the time of life of every blob of a track (i.e. the duration of the track from its first occurrence to the specified blob), the time before "death" (i.e. the duration of the track to disappearance of the specified blob). It also describes a piece of track restricted to a small area as is the case for a stationary object.
The grammar of the tracking description of blobs behaviour includes apparition (new target), split, merge, disappearance, stopped, unattended object, entering a zone, exiting a zone. For apparition, there is no "confirmTarget" as in [19] because the filter "smalltrack" removes tracks that last for less than a fixed duration.
Tracking filtering is performed on the tracking description output. It is as necessary as the other filters of the vision system. As usual the filter is used to remove noise. At this level of processing, it can exploit temporal consistency. We describe below some types of filters that can be used in cascade. Because the tracking description is a construction built piece by piece during the progression of the video sequence it can process on-line or off-line.
"smalltrack": it detects and removes tracks that last for less that a fixed duration. The duration of the track is the delay between apparition and disappearance. A similar filter is used in [20] . This kind of noise comes after the segmentation has (incorrectly) detected noise in the image as a blob. Fig 19 shows how the object labelled 3 at t3 has been erased by this filter.
"simplifycurvetrack": simplifies tracks by removing samples of blobs that give poor information (i.e. if we delete it, we can interpolate it from other parts of the track). It is done by removing a blob instance if it is near the interpolated track made without taking it in account. This could be regarded as a dynamic re-sampling algorithm. Another filter removes tracks that start or end in defined region of the image. A further one removes the tracks of phantom objects. Unfortunately, giving a full description of these filters is outside the scope of this chapter.
Feedback to image level
At this stage it is possible to make high-level decisions that would be useful for the segmentation stage. Fig 3 illustrates the feedback of these kinds of data. For example it is possible with a heuristic to find so called "phantom objects" and tell the segmentation to integrate the corresponding blob. Typically the segmentation output is a map of blobs. A blob could represent a real object or a phantom (an apparent object that is the result of incorrect segmentation). One simple heuristic can detect around 90% of these blobs and it uses the Edge Mean Square Gradient (EMSG). When this measure is below a certain threshold, the blob is considered as phantom. An example is given in Fig 24. The EMSG of the blob (bottom right) is 0.69 and not classified as phantom.
Image with a left object (bottom middle), the EMSG of it is 0.06 (it is classified as phantom). Fig 24. Representation of the EMSG of a phantom blob.
Definition of EMSG:
We define the edge of a blob as the set of pixels of the blob, which have at least one neighbour not included in the blob (in connectivity 4). The length of the edge is defined as the number of pixels of the edge. We define the inner edge and the outer edge as the pixels next to edge pixels inside and outside the blob respectively. For each pixel in the edge, we find a pixel in the inner edge and a pixel in the outer edge. The difference of value of the inner and outer pixel is the projection of the gradient of value along and orthogonal axis of locally edge front. We assume that in the background the gradient is typically low, but orthogonally to the edge of an object it is high, except if the object looks locally like the background. In this scope we use RGB images and define the colour distance of two pixels P and P' as SDISTANCE (5).
SDISTANCE P , P' P' r Pr
We define the EMSG (6) as the quadratic sum of distance of inner and outer pixel of the edge divided by the length and the range of values. The most restrictive hypothesis of the approach described in section 5.3 is the fixed background requirements. Although moving background estimation is possible, it is usually very time consuming and leads to noisy results. An alternative is to use a top-down approach.
In contrast to the bottom-up, in the top-down approach hypotheses of object presence are generated and verified using the data from the current image. In practice, a model of the object is available and is fitted to the image. The parameters of the transformation are used to determine the current position and shape of the object.
A few techniques representative of the top-down approach for tracking are described below.
They differ in the type of features extracted from the frame as well as in the tracking technique (deterministic or stochastic). Since none of the methods works perfectly in all cases, the choice for one particular method depends on the application requirements.
In all cases a model of the target is assumed to be available. A human operator can provide the model manually: the kind of application is "click and track". The operator chooses a person or object to track in this image. This image region is then used to compute the target model. Alternatively, it can come from a detection step: once a blob is detected by bottom-up techniques described above in section 5.3, a model or a template of the target can be extracted automatically from that blob. Many different target model types have been proposed. Rigid templates are useful if large deformations are not expected. Colour histograms may be more appropriate in the case of non-rigid motion. However colour has also serious drawbacks:
• It varies drastically with illumination.
• Colour is not available when using infrared cameras.
• Colour is a poor feature when people wear "dark" clothes. Contours have been proposed as well.
Appearance of objects in images depends on many factors such as illumination conditions, shadows, poses, contrast effects, etc. For this reason, it is often necessary to use adaptive models, i.e. models of targets that can evolve in order to adapt to appearance changes. If the target model is parameterised as a vector v t , the update of the target model is done using the equation (7) where v obs is the target parameterisation as observed in the current frame. Note the similarity with the background adaptation equation (1) .
In what follows three tracking methods are presented: The Lucas-Kanade algorithm [21, 22] , the mean-shift algorithm [23] and the particle filter tracking [24, 25] . The Lucas-Kanade and the mean-shift algorithms are both tracking methods formulated as a deterministic optimisation problem. They differ essentially by the features forming the target model. The particle filter based tracking, in contrast, is a stochastic search.
Template-based tracking: The Lucas-Kanade algorithm
Suppose the target can be modelled as a region of pixels denoted by ) , ( y x T called the template. This region can be defined manually by a human operator or from a previous detection step. Suppose also that the position of the target in the previous frame is known. The
Lucas-Kanade tracking algorithm is based on the hypothesis that the new position of the target minimises the difference between current frame and a deformed version of the template. This is often called the brightness constraint. Let p f be the transformation on the template at frame t-1 (for example involving scaling or affine transformation) that matches the template to the current appearance of the target. The transformation is parameterised by a vector p . The brightness constraint can be written as in (8) where E is an energy term to be minimised with respect to p δ and W is a pixel window. The new position and shape of the object at time t is then p p δ + . In order to minimise E , an iterative gradient descent is performed.
The LK algorithm can be regarded as a search for the image patch that resembles most of the template. The search is formulated as a deterministic optimisation where the difference between a template and the current frame is minimised.
Note that instead of starting the gradient search from the previous target position, the dynamics of the target can be modelled and the search started from a predicted position, using for example a Kalman filter. It can be shown that the energy function E that is minimised during the gradient descent is not convex. This means that the search procedure may converge to a local minimum of the function. If this happens, the algorithm is likely to loose the target track. Moreover, if the target is occluded, even partially, the algorithm may converge to an incorrect position and loose track.
Colour tracking: the Mean-Shift algorithm
If large deformations of the target are present, the LK algorithm will likely fail (since only small deformations of the template are modelled). To cope with large deformation, the target can be modelled using its colour histogram instead of a pixel grid-based template. The colour
histogram of an object is unaffected by rigid and non-rigid deformation. However colour has drawbacks already mentioned above. The computation of the histogram is done in an ellipse centred on the target. To increase robustness against partial occlusions, each pixel colour is weighted by its distance to the ellipse centre in such a way that pixels on the boundary have less influence on the histogram than pixels close to the target centre.
A measure of similarity between colour histograms known as the Battacharya coefficient is used to match the target model with the current observation. The Battacharya coefficient between histogram u p and u q is expressed as in (9) where u is the colour index. Again, tracking amounts to maximising ρ with respect to position ) , ( y x in order to determine the position of the target in the current frame.
Instead of computing an iterative gradient ascent, the optimisation is based on mean-shift iterations. It is known that the mean of a set of samples drawn from density points is biased towards the nearest mode of this density. This bias is called the mean-shift and it points in the direction of the gradient. Thus it gives a simple and efficient way of estimating the gradient of ρ . By moving the target candidate position along the mean-shift vector and iterating until the mean-shift displacement is negligible, we perform a gradient ascent of the Battacharya similarity measure. The mean-shift iterations allow finding the ellipse in the current frame, which has the closest colour distribution to the target colour distribution in the sense of the Battacharrya measure. Again, the search procedure may converge to a local maximum of the similarity function, in which case the algorithm is likely to loose the target track.
Particle filter tracking
The two previous methods perform a deterministic search in the current frame for the best target candidate in the sense of a similarity measure. Clearly, only the best hypothesis of presence of the target is kept. However, the appearance of the target may be different from frame to frame. In the worst case, the target may be completely occluded for a certain time. In that case, deterministic approaches fail since only one hypothesis is considered. Particle Filter (PF) tracking attempts to remedy to this problem: a target presence probability in the image is modelled as a finite set of weighted samples or particles. A given particle contains a target position hypothesis as well as other parameters useful for modelling the target such as the size of the target, its shape, intensity and other kinematics parameters. The weight is simply a scalar representing the importance of a given particle. One iteration of the PF can be intuitively understood as follows. From the previous iteration, a set of weighted particles is available. Depending on the dynamic process used for modelling target motion, each particle is randomly perturbed in accordance with the dynamic model. Then each particle receives a weight depending on how well the target model matches the current frame. Estimates for the target parameters (position, size, etc.) can be computed simply by computing the sample mean of all the particles and taking into account their weight.
In order to keep diversity in the particle weights, it is necessary to resample the particles. In this procedure new particles with uniform weights are drawn (with replacement) from the particles set, with the constraint that particles with large weight have a greater probability for being drawn. Particles with large weights generate many "children", and particles with too small weight may not be drawn at all.
It turns out that the particle filter approach implements the Bayesian recursive estimation. It can be seen as a generalisation of the Kalman filter in case of non-linear and/or non-Gaussian processes [24] .
These two steps can be seen as a stochastic search for the target in the current frame, as particles are randomly spread in the image. The second fundamental feature of the PF is its ability to consider many hypotheses at the same time, since particles with small weight are kept in the next iterations (those particles will eventually disappear if the hypothesis is not verified, but they tend to survive in case of brief total occlusion, allowing to maintain the track of the object.)
Formally, the particle filter requires the definition of two probability densities: the proposal density and the observation density. For tracking applications, the proposal density is usually the transition density ) | (
where t x is the state vector at time t, that is, the probability of transition from a given state to another. As for the observation density ) | (
, it relates the current observation to the target state, and must be provided by the designer. The particle filter is then implemented as follows:
Prediction
Step: Using the previous set of particles { 
Resample
Step: resample the particle in order to have uniform weights Particle filters were originally introduced in vision problems for contour tracking [25] . Since then it has been extended to other features. For example, in [26] a colour based particle filter is introduced. It can be considered as a probabilistic version of the mean-shift tracking.
Moreover [27] proposed a template based tracking method using particle filters. In this case the particles contain the transformation parameters to match the target template with the current observation. Again, this can be seen as a probabilistic version of the Lucas-Kanade approach.
Tracking analysis and event generation
The tracking analysis is a process that receives the tracking description. It can find predefined patterns like objects entering from a defined zone of the image and exiting by another one, or objects which have exceeded a certain limit speed, or also objects that have been stationary for a minimum time which stem from another moving object. Fig 26 shows this particular pattern of tracking description. In our application we use this last pattern to recognise that "someone is taking an object". The processing of this module looks into the tracking description graph (e.g. Fig 23) to find predefined event patterns. A similar approach has been described in [19] .
Entering
Exiting
Object taken
Merging
Fig 26. Tracking description pattern for "stolen object".
Meta-data information
As mentioned by Nevatia et al [28] , an ontology of events requires means of describing the structure and function of events. The structure tells us how an event is composed of lowerlevel states and events. This structure can involve a single agent or multiple agents and 
Summary
The global approach is summarised in Fig 28 
Results and performance
As reminded in [29] , apart from functional testing, there are several other reasons for evaluating the Video Content Analysis (VCA) systems; scientific interest, measuring the improvement during development, benchmarking with competitors, commercial purposes and finally legal and regulatory requirements. However, most literature describing VCA algorithms, cannot give objective measures on the quality of the results. Some evaluation metrics have already been proposed in the literature, but most cover only a limited part of a complete VCA system. However, these performances mostly refer to the quality of the results and not to the computational performance that is very relevant for real-time systems, i.e.
hardware and software constraints like computation time and memory requirements. This indicates that algorithm development is still in its infancy, i.e. optimized implementations for industrial applicability are just starting to be considered. Note that real-time constraints have significant impact on the chosen algorithm with performance and timing properties such as latency and throughput. Due to the complexity of vision algorithms, the resources needed usually depend on the video content (e.g. very dynamic scenes compared to static low-motion video typically result in higher processing requirements). Other issues indirectly related to content analysis are database retrieval, network transmission and video coding. These could be evaluated with well-known standard metrics like PSNR for image quality, bandwidth and maximum delay for network. The market of digital network video-surveillance is young but already many products exist, but because they are sometimes directly connected to intranet or even Internet, they need to be very secure. Some vulnerability has been found in network cameras or video servers in products and some have already been hacked, so this is a major problem. Thus for evaluation, these aspects should also be considered.
Since a complete VCA system comprises multiple semantic levels, evaluation can be done on one or more levels. VCA algorithms that only perform segmentation of moving objects and no tracking over multiple video frames, can only be evaluated on their pixel-based segmentation.
Algorithms that only output alarms (e.g. car detected) can only be evaluated for classification performance, but not for their segmentation quality. Therefore, first there needs to be defined what exactly should be evaluated for each semantic level. For each level, different metrics are required (there is a good review in [29] ). Most evaluation proposals are based on pixel-based segmentation metrics only [30, 31, 32, 33, 34, 35, 36, 37 and 38] . Oberti et al. [39] also consider object level evaluation and Mariano et al. [40] consider object tracking over time.
Nascimento and Marques [41] consider object-based evaluation and introduce splitting and merging of multiple objects. Evaluation of object trajectories is only proposed by the authors of [42, 43 and 44] . Most proposals require manually annotated ground truth, while a limited set of proposals apply performance evaluation using metrics that do not require ground truth [45, 37 and 46] .
During evaluation, values are calculated for each metric, for a certain time interval.
Combining these results over the total time-interval (of one video sequence or multiple sequences) can be applied in various ways. Some authors show histograms of results over time, while others summarize measures over time. Other metrics require statistical analysis methods like mean or median. With low variance, the mean gives typical working performance. The maximum error rate in any of the tested cases can also be of interest to prove the limits of the system. From these results also other measurements relevant to industrial deployment can be computed, such as the Mean Time Before Failure (MTBF).
Application case study
To illustrate the interest of the proposed system architecture in real case studies, we describe some scenarios of deployment for indoors or outdoors applications.
The case study has already been introduced. The hardware is CMVision from ACIC S.A. (see Fig 3) , the middleware was described in section 4. The vision part of the high-level processing modules (detection of activity, abandoned object, missing object, people running too fast, car park management, etc.) can be run as options in accordance with the end-user application.
Here we decide to focus on one case: people tracking and counting in indoor scenes. This module should be able to measure the number of people moving from a region of a scene to another. The set-up of this module requires the definition of the context, (i.e. a region of interest), where tracking needs to work on and the counting zone, where counting is achieved in accordance with given directions. We can also specify authorized or non-authorized displacements (e.g. to raise an alarm when somebody tries to exit through an entrance door). Note that the definition of the topology and requirements is usually made by an expert, it could be done from a remote location. Future versions of functions could automatically be downloaded from the Internet if needed after the installation. Failure detection could also directly call a person to change the faulty component in the distributed system. Cameras could be aware of the context by receiving information from others cameras connected to the same network.
Conclusions
In this chapter, we have proposed an approach for a distributed video-surveillance platform that can provide the flexibility and efficiency required in industrial applications. The scope of issues is divided in three main parts: hardware, middleware and computer vision. We propose to use new standard middleware to overcome the complexity of integrating and managing the distributed video-surveillance system. We described parts of the image analysis modules focusing on segmentation with background differencing but also on tracking and analysis. We then showed performance evaluations techniques.
Future work will be in the main axis of the systems: the aim to interconnect the videosurveillance network to the safety network of the building to detect smoke and fire or also to automatically highlight the video stream of the neighbourhood of the sensor where an alarm has been triggered. We also plan to continue investigating new vision modules, e.g. better segmentation and tracking methods.
