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Abstract The present paper describes the analysis and
modeling of the South China Sea (SCS) temperature cycle
on a seasonal scale. It investigates the possibility to model
this cycle in a consistent way while not taking into account
tidal forcing and associated tidal mixing and exchange.
This is motivated by the possibility to significantly increase
the model’s computational efficiency when neglecting tides.
The goal is to develop a flexible and efficient tool for sea-
sonal scenario analysis and to generate transport boundary
forcing for local models. Given the significant spatial extent
of the SCS basin and the focus on seasonal time scales,
synoptic remote sensing is an ideal tool in this analysis.
Remote sensing is used to assess the seasonal temperature
cycle to identify the relevant driving forces and is a valuable
source of input data for modeling. Model simulations are
performed using a three-dimensional baroclinic-reduced
depth model, driven by monthly mean sea surface anomaly
boundary forcing, monthly mean lateral temperature, and
salinity forcing obtained from the World Ocean Atlas 2001
climatology, six hourly meteorological forcing from the
European Center for Medium range Weather Forecasting
ERA-40 dataset, and remotely sensed sea surface tempera-
ture (SST) data. A sensitivity analysis of model forcing and
coefficients is performed. The model results are quantita-
tively assessed against climatological temperature profiles
using a goodness-of-fit norm. In the deep regions, the model
results are in good agreement with this validation data. In
the shallow regions, discrepancies are found. To improve the
agreement there, we apply a SST nudging method at the free
water surface. This considerably improves the model’s
vertical temperature representation in the shallow regions.
Based on the model validation against climatological in situ
and SST data, we conclude that the seasonal temperature
cycle for the deep SCS basin can be represented to a good
degree. For shallow regions, the absence of tidal mixing and
exchange has a clear impact on the model’s temperature
representation. This effect on the large-scale temperature
cycle can be compensated to a good degree by SST nudging
for diagnostic applications.
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1 Introduction
The goal is to develop and validate a baroclinic temperature
model for the South China Sea (SCS). This model should
resolve the large-scale seasonal temperature cycle. For
reasons of future operational modeling flexibility, we wish
to investigate whether this can be achieved when neglecting
tides and mesoscale processes. The model is intended for
large-scale scenario analysis and for the generation of
boundary forcing for local nested models.
To model the seasonal basin-scale temperature cycle of
the SCS in a consistent way, it is important to identify the
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processes driving this cycle on these scales. We therefore
focus on seasonal transport by residual circulation, on
seasonal exchange processes with outside basins and with
the atmosphere and on seasonal mixed layer temperature
variability. These processes are described in Section 2,
which is based on a review of literature in combination with
an overview of synoptic water level and temperature data
measured by remote-sensing satellites. Our goal is to
reproduce these processes, through the model’s internal
dynamics, and applying the corresponding model season-
ally varying forcing. We do not take into account tidal
effects on the assumption that the time-integrated effect of
tidal mixing and exchange on seasonal transport and
stratification is small compared to the large-scale processes
governing the seasonal cycle, like the monsoon wind and
heat flux systems.
To achieve this, we set up a free-surface baroclinic
temperature model that is forced using data from remote
sensing, climatological, and meteorological reanalysis data-
sets. The shared characteristic of these datasets is a good
coverage of the SCS at the seasonal and basin-wide scales
that are of interest in this study. To model the seasonal
exchange at the open-model boundaries, we apply monthly
mean water level forcing, obtained from sea surface
anomaly (SSA) data and climatological monthly mean
lateral temperature and salinity forcing. Momentum and
heat flux forcing at the free surface is applied using
meteorological reanalysis and remotely sensed surface
temperature data. An option exists to blend the latter in
our heat flux model using a nudging method applicable for
the diagnostic purposes of interest to us. We investigate this
option to further improve the quality of the model with
respect to temperature in a robust way. Model setup and
forcing are discussed in Section 3.
Based on the proposed model setup, we perform a
sensitivity analysis. The aim of this analysis is to optimize
our model setup and parameterizations and to assess the
impact of neglecting tides on the representation of the 3D
seasonal temperature cycle. The model performance is
quantified based on a goodness-of-fit or least squares norm
in the evaluation of results against temperature profiles
from climatology. Section 4 describes the sensitivity
analysis without sea surface temperature (SST) nudging.
To assess the improvement that can be obtained with this
option, Section 5 deals with a separate analysis in which
SST nudging is applied. The optimized model resulting
from our sensitivity analysis is validated in Section 6 by
assessing its results against climatological temperature
profiles and SST data. We then assess whether the large-
scale processes identified from literature are resolved by the
model and discuss model discrepancies. Conclusions and
recommendations are presented in Section 7.
2 Review of the seasonal South China Sea temperature
cycle
The SCS is the largest sea bordering the Northwest Pacific
Ocean, covering a region from the equator to 23°N and
from 99 to 121°E. It forms a semienclosed basin with a
mean depth of 1,800 m and a maximum depth of 5,400 m
(see Fig. 1). This basin is enclosed by two continental
shelves with depths shallower than 100 m (Wyrtki 1961).
2.1 Literature review of the SCS seasonal cycle
After the classical description by Wyrtki (1961), seasonal
processes in the SCS are governed to a large extent by the
East Asian monsoon system. In this monsoon system, a
distinction is made between the North East (NE) or dry
monsoon and the South West (SW) or wet monsoon. From
October until April, the NE monsoon prevails. This
monsoon is fully developed in January, during which a
NE wind prevails over the entire basin, often exceeding
wind force 5. From May until September, the SW monsoon
prevails. This monsoon reaches full development in August
when at open sea wind force 4 is often exceeded.
Basin-scale circulation is governed by this monsoon
system to a large degree. It can be regarded as barotropic
Fig. 1 South China Sea bathymetry. Source: ETOPO2 (NGDC 2006)
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currents because of coastline constraints and wind stress
forcing (Wyrtki 1961; Qu et al. 2000). The NE monsoon
drives a basin-scale cyclonic circulation both in the
northern SCS and in the southern SCS. The SW monsoon
drives a weak cyclonic circulation in the north SCS and an
anticyclonic circulation in the south SCS (Wang et al.
2003). These large-scale flow dynamics are explained by
basin-scale “tilting” of the water levels by wind stress
forcing and Coriolis deflection (Liu et al. 2001). During the
NE monsoon, this results in strong boundary currents along
the Chinese and Vietnamese coastlines (Chu et al. 1998).
The basin-scale gyre system results in a west-to-east cross
basin current around 16°N (Chu et al. 2002; Yang et al.
2002). In the northern SCS, large-scale seasonal Rossby
waves are reported to play a role in the formation of the
seasonal gyre system (Yang and Liu 2003).
Exchange with other systems mainly occurs through
Luzon Strait (Jilan 2004). The Kuroshio current of the
Pacific Ocean enters the SCS through this strait by means a
so-called loop current (Centurioni et al. 2004). At critical
wind stress levels, the current deflects into the SCS, and
influx occurs. This mainly happens during the NE
monsoon, and can be explained by higher wind speeds
and a preferable wind direction (Farris and Wimbush 1996).
On the northern shelf, exchanges with the East China Sea
occur through Taiwan Strait (Wang et al. 2004).
The surface layer temperature in the SCS has a strong
seasonal signal, related to the monsoon system. During the
NE monsoon, increased wind stress causes entrainment of
colder and denser water into the mixed layer, resulting in a
deeper mixed layer and a lower temperature. During the SW
monsoon, wind stress decreases, and heat gained from the
atmosphere is trapped in the shallower mixed layer, causing
a rise in surface layer temperature (Qu 2001). The surface
heat flux, which reaches peak values during the onset of the
SW monsoon and low values during the NE monsoon,
plays an important role in this cycle (Chou et al. 2001).
During the NE monsoon, transport along the Chinese and
Vietnamese coastlines by boundary currents has a signifi-
cant impact on temperature. During the NE monsoon, these
processes amount to the formation of a frontal thermal
structure in the northern SCS (Wang et al. 2001). A strong
coastal front forms along the Chinese coastline and a
relatively weak and wide front forms across the SCS basin
around 16°N (Chu et al. 2002). The cumulative effect of
these processes results in a seasonal temperature amplitude
of more than 6°C in the northern SCS and between 2.5 and
4°C in the southern SCS (Chu et al. 1997).
The mixed layer depth varies seasonally and is always
above 120 m in the deep SCS basin. In this region,
stratification is observed continuously throughout the year.
In the shallow regions over the continental shelves,
changing wind effects will break down stratification on a
seasonal basis (Qu 2001). Seasonal temperature variability
mainly occurs in the upper layers. Below 300 m depth, no
seasonal variability is observed (Chu et al. 2002).
2.2 Data review of the SCS seasonal cycle
The seasonal circulation and temperature cycles are extracted
from the water level and temperature data measured
by remote-sensing satellites. SSA and absolute dynamic
topography (ADT) data have been obtained from the
Developing Use of Altimetry for Climate Studies (DUACS)
altimetry database (DUACS 2004, 2005). Of these dynamic
topographies, SSA provides a measure for dynamic variabil-
ity relative to the mean component of the flow. The ADT
includes this mean component or permanent current pattern
as well. SST data has been obtained from the advanced very-
high-resolution radiometer (AVHRR)/Pathfinder dataset
(Vazquez 2004). Multiple years of data are assembled into
monthly-mean climatologies to study seasonally reoccurring
features. January and August fields of SSA, ADT, and SST,
corresponding with the NE and SW monsoon highs, are
shown in Figs. 2, 3 and 4, respectively. In the ADT fields, a
qualitative assessment of the large-scale flow is included
based on geostrophic circulation. Both the SSA and ADT
data have been corrected for tides and as such provide a
measure for residual circulation by nontidal processes.
From Fig. 2, an inversion in SSA patterns is observed
between January (NE monsoon) and August (SW mon-
soon). This inversion is explained by water level tilting
forced by the monsoon wind and pressure system, confirm-
ing the leading role of the monsoon on seasonal basin-scale
circulation (see, for instance, Liu et al. 2001).
These monsoon-driven currents attribute to a cyclonic
circulation during the NE monsoon and a combined
cyclonic/anticyclonic circulation during the SW monsoon
(Fig. 3). This confirms the basin-scale gyre system
described by Wang et al. (2003). It also confirms the
relation between this gyre system and the monsoon by the
relation with the seasonal SSA fields in Fig. 2. The seasonal
cross-basin current around 16°N described by Chu et al.
(2002) and the boundary currents along the Chinese and
Vietnamese coastlines described by Chu et al. (1997) are
explained on the basis of this gyre system.
A bifrontal temperature structure is observed during the
NE monsoon, which diminishes during the SW monsoon
(Fig. 4). A first front runs between Luzon and Vietnam,
glancing off the Vietnamese coastline (front 1). A second
front follows the Chinese coastline, originating from the
East China Sea (front 2). This is similar to the frontal
temperature system described in literature by Chu et al.
(2002). Comparing it with Fig. 3, we observe that the
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frontal patterns are similar in shape as the circulation
patterns, indicating that they are driven by the same
physical phenomenon, which is the monsoon forcing.
Figure 5 shows the time and area averaged heat flux over
the SCS basin. Peak values occur during the intermediate
periods between the monsoons. During the monsoon
periods, the net heat flux can be negative, indicating that
the water temperature will drop because of heat exchange at
the free surface. This is in analogy with the monsoon-related
net heat flux cycle described in literature by Qu (2001).
Both literature and data confirm that the observed large-
scale temperature features on seasonal timescales are related
to the monsoon wind and heat flux cycles. Moreover, the
monsoon system plays a leading role in the buildup of these
features by its effect on seasonal transport by the residual
circulation, seasonal heat flux variations, and seasonal
exchange with other basins. This justifies our hypothesis
that it should be possible to model the seasonal temperature
cycle by focusing on these processes rather than on small-
scale effects of tidal mixing and exchange. In Section 6, we
will revisit the hypothesis and assess whether the relevant
processes are adequately resolved by the model.
3 The baroclinic temperature model
The starting point of the study is an existing free-surface
hydrodynamic model application for the area of interest. It
is based on a barotropic depth-integrated time-stepping
model with a variable Coriolis parameter on a 1/4×1/4°
spherical, staggered Arakawa C-grid, advancing with a time
step of 5 min. This application was developed for SCS tidal
and seasonal flow modeling applications (Gerritsen et al.
2003, 2004). Because our focus is on seasonal temperature
processes, the model is adapted to represent baroclinic flow
by including salinity and temperature as transport param-
eters. Because temperature variability is mainly a three-
dimensional process in the upper layers of the ocean, the
model is applied in 3D mode (σ-layer approach) and with
depth truncated at below the annual maximum thermocline
depth. As our focus is on nontidal processes at seasonal
scales anyway, this allows for a significantly larger time
step given the Courant–Friedrichs–Lewy stability con-
straints of the model. This is described in more detail in
Sections 3.2 and 3.3 below. The model simulations have
been carried out with the DELFT3D generic shallow water
Fig. 2 Climatological, monthly-mean sea surface anomaly (SSA) fields for January (left) and August (right). Assembled from 1992 to 2001
DUACS SSA data (DUACS 2005). Height with respect to CLS01 reference surface (Hernandez et al. 2001)
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Fig. 4 Climatological, monthly mean sea surface temperature (SST) for January (left) and August (right). Assembled from 1994 to 2004
AVHRR/Pathfinder SST data (Vazquez 2004)
Fig. 3 Climatological, monthly mean absolute dynamic topography (ADT) fields for January (left) and August (right). Assembled from 2002 to
2004 DUACS ADT data (DUACS 2004). The arrows indicate large-scale geostrophic circulation patterns. Red indicates cyclonic circulation, and
black indicates anticyclonic circulation. Height with respect to EIGEN2 geoid surface (Rio and Hernandez 2003)
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modeling system, described in detail in Lesser et al. (2004)
and in Kernkamp et al. (2005).
3.1 Model area and open boundary forcing
Figure 6 shows the spatial extent and open boundaries of
the model domain. We note that the model grid covers a
larger spatial extent than the deep SCS. For the interpreta-
tion of results, we will focus on the SCS, although. At the
open model boundaries (blue lines in Fig. 6), water level
forcing is imposed based on monthly mean climatological
SSA data from DUACS (2004). We choose to force the
model using these relative water levels and neglect the
difference in mean water level between the model open
boundaries, as this difference is small (below 5 cm) and not
accurately known. The seasonal variations in the SSAwater
levels are larger (20 cm on average) and have a better
accuracy. Because our primary interest is in seasonal
variations, we thus choose to neglect the mean component,
which also provides consistency with the SSA data we use
for model validation (see Section 6).
Lateral temperature and salinity forcing is imposed at the
open boundaries using monthly mean climatological data
from theWorld Ocean Atlas 2001 (Levitus 1982; Boyer et al.
2005).
The forcing data at the open boundaries represents the
seasonal exchange processes with the nonmodeled part of
the world ocean, while not imposing shorter time-scale
variations such as tides.
3.2 Model bathymetry
The significant depth of the SCS basin (>5,000 m.)
negatively affects the time step in the numerical model.
We therefore apply a reduced depth approach (Gerritsen
et al. 2004). As a result of this truncation, the propagation
of barotropic processes like tides is distorted. As we focus
on much slower propagating seasonal processes and do not
take into account the barotropic tidal forcing, the present
modeling does not suffer from this. Below the mixed layer
depth, the transport is small. By truncating the model below
this point, unresolved energy exchange to deeper levels is
assumed to be negligible. Based on assessments of mixed
layer depth and vertical temperature variability described
in Qu (2001) and Chu et al. (2002), the model is truncated
at 300 m depth. We acknowledge that by truncation at 300
meters depth, deep-reaching upwelling at the continental
shelf break and by large-scale eddies is not taken into
account but assume these processes are of second order
with regard to the main driving forces of the seasonal
temperature cycle.
A vertical σ-layer scheme is applied with 20 uniformly
distributed layers, resulting in a vertical resolution of 15 m
over the truncated part of the basin, smoothly decreasing
toward the ocean margins and the coast. Based on mixed
layer dynamics such as described in literature (Qu 2001),
Fig. 6 Model grid and open boundaries of the 1/4×1/4° spherical
South China Sea model application. Blue lines indicate the lateral
open model boundaries
Fig. 5 Climatological, monthly
mean surface heat flux
components: short wave, long
wave, convective, evaporative,
and net heat flux. Assembled
from 1983 to 2002 ECMWF
ERA-40 data (Kallberg et al.
2004) spatially averaged over
100–120°E, 5°S–25°N. Signs
indicate whether the component
is incoming (+ sign) of
outgoing (– sign)
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it is assumed that this resolution is sufficient to capture the
large-scale mixed layer dynamics.
3.3 Model time step
Based on stability requirements for the truncated depth, a
time step of 2 h is applied, which allows for a good sampling
of the seasonal processes of interest. Model simulations are
made for a climatological year, applying a 1 year spin-up
from initial temperature and salinity conditions determined
from the World Ocean Atlas 2001. Model runtimes are
approximately 3 h on a 3-GHz Pentium 4 personal computer
for a 1-year simulation, which will provide adequate flexibil-
ity in future scenario analysis.
3.4 Free surface heat flux and momentum forcing
For the heat exchange at the free surface, a heat flux model
is used, which takes into account the separate effects of
shortwave and net longwave radiation and heat exchange
because of evaporation and convection (De Goede et al.
2000). The resulting heat flux (Qtot in Eq. 1) is included in
the temperature transport equation (Eq. 2) as a source term
in the upper layer:
Qtot ¼ Qsn  Qebr  Qev cdð Þ  Qco csð Þ ð1Þ
@Ts
@t
¼ advectionþ diffusionþ Qtot
ρocpΔzs
ð2Þ
where Qsn represents the net solar radiation, Qebr represents
the effective back radiation, Qev represents the heat exchange
by evaporation, and Qco represents the heat exchange by
convection. While Qsn and Qebr are based on theoretical
relations, Qev and Qco are based on empirical bulk
formulations and are scalable by the transfer coefficients cd
(Dalton number) and cs (Stanton number) (Twigt 2006). The
heat flux is prescribed at the upper model layer, the depth of
which is indicated by Δzs. This heat model has relatively
few free parameters and is preferred for its subsequent
robustness. In Section 5, Eq. 2 will be extended with an
additional term to nudge the modeled surface temperature
toward remotely sensed surface temperature data.
Vertical turbulent mixing is computed by a k–ɛ closure
model, while in the horizontal direction, constant eddy
viscosity and eddy diffusivity values are applied. The
process of turbulent mixing through the thermocline by
internal waves is modeled using the Ozmidov length-scale
concept. We will optimize the Ozmidov length-scale
parameter in a model sensitivity analysis to further improve
the model’s temperature representation.
At the free surface, the effect of wind stress is taken into
account via the Smith and Banke (1975) formulation. At the
sea bed, the bed stress is defined based on a Manning
formulation with a constant Manning coefficient of 0.026.
Both wind and bed stresses are prescribed as boundary
conditions in the momentum equations and the k–ɛ
turbulence model.
Surface forcing data consist of space- and time-varying
air temperature, relative humidity, cloud coverage, wind,
and pressure. These are obtained from the European Center
for Medium range Weather Forecasting (ECMWF) ERA-40
dataset, which has a 2.5×2.5° spatial resolution and a
maximum temporal resolution of 6 h. Space- and time-
varying ECMWF wind and pressure data at the same
resolution is applied for momentum forcing at the free
surface. Based on the characteristic scales of this forcing
data, seasonal and basin-scale monsoon and shorter-scale
atmospheric forcing are imposed on the model.
4 Model sensitivity analysis
A sensitivity analysis of the model forcing data and the
model coefficients is performed. The goal of this analysis is
to study the sensitivity of the modeled seasonal temperature
to variation of these quantities. Furthermore, the model’s
sensitivity to user defined coefficients affecting mixing
processes (horizontal diffusivity, Ozmidov length scale) is
studied to assess the impact of unresolved tidal mixing.
4.1 Model accuracy assessment
Model results are analyzed in a quantitative and objective
way by minimizing a cost function or goodness-of-fit norm,
using monthly mean validation data from the World Ocean
Atlas 2001 (WOA; Levitus 1982). Monthly mean (t) model
data (Model) at each horizontal grid point (n, m) and model


















with Wt,σ,n,m as a weight function. The resulting GoF is
presented as either a spatially varying field of time and
layer averaged values, allowing the assessment of spatial
variations in model performance, or as a domain-averaged
single value, which reflects the overall model quality. We
apply a uniform value of 1 for the weight function Wt,σ,n,m.
4.2 Model sensitivity analysis
We will assess the model sensitivity to some parameters
and forcing compared to a reference model setup in which
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monthly mean data is applied for all model forcing (see
Section 3). In the reference setup, the heat flux model uses
coefficient values cd=0.0015, cs=0.0009, based on (Smith
et al. 1996). A wind-drag coefficient of cd=8.3×10
−4 is
applied. The horizontal eddy diffusivity equals 1 m2/s.
Based on this reference setup, a number of successive sen-
sitivity runs have been carried out, which are summarized
in Table 1.
The adaptations for these runs are made in a consecutive
way to iteratively improve the model. With respect to the
reference setup outlined above, the heat flux models
transfer coefficients are optimized in Run 2. The sensitivity
to changes in vertical mixing is studied in Run 3 and to
horizontal mixing in Run 4. The sensitivity to variation of
the meteorological forcing, which affects both the heat flux
and mixing, is studied in Run 5. Additional variants of
wind-induced mixing are considered in Run 6. The spatially
varying GoF fields for these six runs are shown in Fig. 7.
We note that at this point, the free surface heat flux is
determined based on the heat flux model only, without any
SST nudging.
It is observed that the reference setup (Run 1) results in a
significant misfit with respect to the validation data. This is
a consequence of excessive model heating, mainly during
the onset of the SW monsoon when the net heat flux is
largest. By increasing the evaporative (cd) and convective
(cs) transfer coefficients of the heat flux model, heat loss as
a result of evaporation and convection increases, decreasing
the net influx. This results in a better model representation
and a smaller misfit over the entire model domain, shown
by Run 2. Based on a number of sensitivity experiments,
involving optimization with a small-scale test model and
comparison with the heat exchange observed from clima-
tological data, transfer coefficients cd and cs were both
found to have optimum values near 0.0021 (Twigt 2006).
This might also indicate that their magnitude as given in
Smith et al. (1996), which was determined for high-latitude
regions and is widely used in literature, is too low for
equatorial and tropical regions. It was found that the impact
of increasing the evaporative transfer coefficient is an order
of magnitude larger than that of increasing the convective
transfer coefficient. This is understood from the larger
magnitude of the evaporative heat flux over the SCS basin
(±120 W/m2 vs ±10 W/m2, see Fig. 5).
To assess the model’s sensitivity to changes in the modeled
vertical mixing, the Ozmidov length scale is increased from 0
to 7 cm in Run 3. In this way, the time-integrated effect of
mixing by internal waves is taken into account. The
coefficient was found to have an optimum value at 7 cm
based on sensitivity experiments with our model (Twigt
2006). It is concluded that this increases the overall model
representation by a small degree, with the most significant
effect observed in the shallow model regions. In the
northern SCS, this improvement may be explained by the
significant effect of internal waves on vertical mixing
(Lynch et al. 2004). In the shallow regions, internal waves
are observed less frequently, which may indicate that in
these regions, the increased Ozmidov length scale is
compensating for missing tidal turbulence. In these shallow
regions, it is likely that turbulent mixing by the tides and its
effect on the seasonal stratification cannot be neglected.
The model’s sensitivity to horizontal mixing is assessed in
Run 4 by increasing the horizontal diffusivity from 1 to
250 m2/s. This leads to a small improvement in model tem-
perature representation along the shelf-edge, indicating that
turbulent mixing is underestimated in these regions by the
low initial horizontal diffusivity value. We note, however,
that a part of the misfit in these regions may be explained
by coarse-model resolution along the shelf break, prevent-
ing an adequate representation of subsurface upwelling.
The model’s sensitivity to changes in meteorological
forcing data is assessed in Run 5. The temporal resolution
of this forcing data is increased from 1 month to 6 h. This
affects both the momentum transfer at the free surface by
wind and atmospheric pressure and the net surface heat flux
calculated by the heat flux model. This leads to a significant
improvement in model temperature representation, notably
along the northern Vietnamese coast and in the Gulf of
Thailand and the western Java Sea (Fig. 7). This result
implies that our initial assumption of meteorological
forcing at longer time scales for seasonal modeling
purposes does not hold. We explain this by the fact that
when using forcing data at a 6 h resolution, smaller-scale
processes like the day–night heat flux cycle and storm
surges attributing to stronger mixing are resolved to a
reasonable degree. However, if monthly mean forcing data
are applied, these processes are smoothed and under-
estimated by the averaging of the data. This temporally
Table 1 Definition of model runs and mean difference or misfit with
respect to World Ocean Atlas validation data (Levitus 1982; Boyer
et al. 2005)
Run Definition GoF [°C]
1 Reference setup 5.09
2 Run 1 + higher transfer coefficients:
cd=0.0021, cs=0.0021
2.41
3 Run 2 + Ozmidov length scale
of 0.07 m
2.34
4 Run 3 + horizontal diffusivity increased
to 250 m2/s
2.32
5 Run 4 + 6 h temporal resolution
meteorological forcing
1.99
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high-resolution data lead to a better representation of
entrainment and detrainment of water into the mixed layer
by the monsoon winds and subsequent mixed layer tem-
perature variations.
An additional analysis of the model’s sensitivity to
changes in wind forcing is made in Run 6. The wind drag
coefficient is increased from Cd=8.3×10
−4 to Cd=2×10
−3.
This value is suggested in Open University (1989), whereas
the value used in the previous setup was applied in
Gerritsen et al. (2004). This increase by a factor 2.4 has a
significant effect on the model temperature representation
in the shallow regions, indicating that mixing and exchange
processes in these regions are unresolved or underestimated
by the model as a consequence of neglecting the tides. In
this case, the absence of this process is compensated by
increased wind-induced mixing. In the deep model regions,
the solution deteriorates for an increased wind drag
coefficient, indicating that in these regions, mixing effects
are now overestimated. Although the overall model
performance has improved compared to Run 5 by increas-
ing the wind drag coefficient, we nevertheless choose to use
Run 5 as a starting point for the data assimilation runs,
Fig. 7 Time and layer average misfit between model results with respect to World Ocean Atlas 2001 validation data (Levitus 1982; Boyer et al.
2005). See Table 1 for run definitions. No SST nudging is applied
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because our main area of interest is the central SCS where a
better solution is obtained for that run. The data assimila-
tion is described in Section 6.
Based on the sensitivity analysis in this section, we
achieve a mean time and basin volume averaged misfit of
1.99°C with respect to the World Ocean Atlas 2001
validation data. While this result is already reasonable with
respect to the complex interplay of processes attributing to
the seasonal cycle, we will try to further improve it using a
SST nudging technique.
5 Data assimilation by sea surface temperature nudging
The previous section showed that when using the model
setup described in Section 3, a considerable error in
modeled temperature exists over the shallow model regions.
This error was shown to be the result of neglecting tidal
mixing and exchange.
To further increase the models temperature representa-
tion in regions where the error is still large, we assimilate
remotely sensed surface temperature data using a nudging
method. This implies that observational and model data are
blended by adding a Newtonian relaxation term to the
model equations. This method is robust and computation-
ally efficient when compared to other more sophisticated
methods of data assimilation (Fu and Cazenave 2001). We
note, however, that this method also implies that we fit our
model results to observations. As this fitting is not based on
the physics of the system, this might lead to inconsistency
with respect to the actual forcing mechanisms. Therefore,
we will also consider a model without nudging applied
during our model validation in Section 6.
We implement the nudging method by adding a













The new correction term is based on a first-order Taylor
series expansion around the SST TSST, with ∂Q/∂T the
derivative of Eq. 1 with respect to water temperature Ts.
The nudging coefficient α is included to prescribe the
relative importance of the correction term with respect to
the original formulation. This implies that for a low value
of α, the surface heat flux is based on the solution of the
heat flux model mainly, whereas for a high value emphasis
is placed on observational values. TSST represents the
observed surface temperature. This approach means that
we assimilate the measured skin temperature into the
models surface layer. Vertical temperature variability is
determined based on the model dynamics.
We use weekly Reynolds SST data in the nudging term.
This data consists of preprocessed AVHRR data, interpo-
lated to a fixed grid (Reynolds et al. 2002). We note that
this dataset is different from the World Ocean Atlas 2001
data that we use for validation purposes.
Starting with the improved model setup from our
sensitivity analysis described in Section 4, the impact of
this method with regard to modeling the seasonal temper-
ature cycle is assessed. In Section 5.1, this is first done by
comparing time series of modeled and in situ temperature
for varying values of α. Next, a validation on the basis of
the goodness-of-fit norm and World Ocean Atlas 2001
validation data described in Section 4.1 is conducted.
5.1 Model sensitivity to SST nudging
The model results for varying values of nudging coefficient
α (see Eq. 4) at a station in the deep northern SCS (22°N,
117°E) and one in the shallow southern regions (5°N, 116°E)
are shown in Fig. 8. Based on a comparison with
climatological data from the World Ocean Atlas 2001, it is
concluded that the model setup as optimized in Section 4
provides an adequate representation of temperature in the
deep regions. Changes in model results for an increase in α
are minimal. In the shallow southern regions, we observe a
significant increase in model accuracy for an increasing
value of α. This means that by nudging the model, results
show hardly any improvement in the deep regions, while
they significantly improve in the shallow regions.
Obtained GoF results are shown in Fig. 9 and Table 2,
where they are presented as monthly mean time and layer
averaged misfits or differences with the World Ocean Atlas
2001 validation data. We note that Run 5 as described in
Section 4 is used as a reference for this analysis, as this run
provided the lowest difference in the deep central SCS
without application of nudging.
It is concluded that the model misfit significantly
decreases when surface temperature nudging is applied.
The effect is most significant in the shallow model regions
on the continental shelves. In Section 4, the initial model
misfit in these regions is explained by insufficient mixing
as a consequence of neglecting tides. The nudging approach
compensates for this by forcing the model toward the
observed temperature state, albeit that it does not represent
the actual forcing mechanism.
In the deep model regions, the effect of temperature
nudging is small. This confirms observations in Section 4
that the model temperature representation without nudging
is already reasonable in the deep model regions.
A considerable misfit persists along the shelf-edge,
which is attributed to unresolved upwelling of subsurface
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Fig. 9 Time and layer average misfit between model results with respect to World Ocean Atlas 2001 validation data (Levitus 1982; Boyer et al.
2005). See Table 2 for run definitions. SST nudging is applied
Fig. 8 Time series of modeled
and World Ocean Atlas 2001
(Levitus 1982; Boyer et al.
2005) surface layer temperature
at model test stations in the
deep, northern South China Sea
(22°N 117°E, upper panel) and
the shallow, southern South
China Sea (5°N 116°E, lower
panel). Model results are for an
increasing nudging coefficient
α. The range included with the
World Ocean Atlas 2001 data
indicates the standard deviation
from the climatological mean.
SST nudging is applied
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water. As this involves mixing of lower level waters, the
effect of surface temperature nudging on this process is
small.
6 Model validation
Model validation is carried out by applying the optimized
model setup resulting from our sensitivity analysis in
Sections 4 and 5. Two setups are assessed: one that does
not and one that does apply SST nudging (Runs 5 and 8,
respectively). Both setups apply monthly mean SSA and
lateral transport forcing at the open model boundaries. They
apply six hourly space-varying meteorological data for
surface momentum and heat flux forcing. The SST nudging
run applies weekly Reynolds SST data as input. For
validation, modeled water levels are compared with
climatological SSA data during peak NE and SW monsoon
conditions (Fig. 10). Modeled surface layer temperatures
are compared with climatological AVHRR SST data for
similar periods (Fig. 11). Modeled profile data are
compared with climatological profile data from the World
Ocean Atlas 2001 (Figs. 12 and 13).
Modeled water levels are assessed in Fig. 10 by
comparison with monthly mean climatological SSA data
from DUACS (DUACS 2004). Model data consists of
monthly mean water levels for the non-nudging model run.
We assess peak NE (January) and SW (August) monsoon
conditions. Based on the assumption that geostrophic flow
resulting from these water levels provides us with a first-
order indication of the large-scale circulation, we will make
a qualitative assessment of the circulation as resolved by
our model.
In Section 2, we explained that basin-scale water levels
in the SCS are characterized by “tilting” by monsoon wind
stress forcing and Coriolis deflection. During the NE
monsoon period, the basin-scale circulation is cyclonic,
whereas during the SW monsoon, a combined cyclonic/
anticyclonic circulation will develop. The resulting currents
are characterized among others by strong western-boundary
currents during the NE monsoon period and by a west-to-
east cross basin current. From the modeled water levels, we
clearly see the effect of the monsoonal “tilting” during the
NE monsoon period, as resembled by the higher water
levels along the western model boundaries. Furthermore,
we observe substantially lower water levels in the northern
SCS. The resulting basin-scale circulation will be cyclonic,
and strong western-boundary currents will persist along the
continental shelf break. During the SW monsoon, the
“tilted” water level system is less pronounced. While we
do see lower values along the Vietnamese coastline and
higher values near Luzon, this pattern is less distinct than
the one observed from the SSA data. A striking feature for
this period is the high water level to the North-West of
Luzon. This feature may show a relation to the Luzon eddy,
which is frequently mentioned in literature (Yang and Liu
2003). We also note that the water levels as resolved along
the Vietnamese coastline will attribute to cross-basin
currents from the Sunda shelf region toward the deeper
SCS waters. While there are also substantial differences
between the observed SSA and modeled water level, the
above indicates that those features identified in Section 2 as
contributing to the seasonal temperature cycle are resolved
to some degree. The resulting temperature transport in
which we are primarily interested will be assessed on the
basis of SST data.
In Fig. 11, modeled surface layer temperatures are
compared with climatological AVHRR SST data. From this
figure, we observe that during the NE monsoon, the model
represents the characteristic, large-scale temperature fea-
tures to a reasonable degree. These features include the
bifrontal temperature system in the northern SCS, which is
explained in Section 2 by mixed layer entrainment by the
monsoon winds, by intrusions through Luzon and Taiwan
Strait and by transport of the colder water along the
Chinese and Vietnamese coastlines by boundary currents.
This corresponds with the modeled water levels observed
from Figure 10. Discrepancies are observed over the
shallow Sunda Strait (±2.5°C too high) and west of
Hong Kong, following the China Continental Shelf (±3°C
too high). As concluded in Sections 4 and 5, these
discrepancies are due to insufficient mixing and exchange
as a consequence of neglecting the tides. Furthermore,
regional processes unresolved on the scales of the model
and the forcing data may play an important role at these
locations. Similar conclusions are drawn with respect to
upwelling of colder subsurface water against the continental
shelves. Because of the coarse horizontal model resolution
along the interface, this process is unresolved, explaining
the misfit observed here.
During the SW monsoon, the characteristic, large-scale
temperature features are resolved to a reasonable degree,
with the most pronounced being the higher, uniform
temperatures attributed to the increased heat flux. A notable
discrepancy is observed east of Vietnam, where modeled
temperatures are well below those observed from the SST
data (±3°C too low). From the SSA data and modeled water
Table 2 Definition of model runs and mean misfit with respect to
World Ocean Atlas 2001 validation data (Levitus 1982; Boyer et al.
2005)
Run Definition GoF [°C]
5 Run 5 + nudging coefficient α=0 1.99
7 Run 5 + nudging coefficient α=25 1.75
8 Run 5 + nudging coefficient α=100 1.58
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levels in Fig. 10, we observe lower water levels for this
location and period. This may lead to the upwelling of
subsurface water by surface divergence. The lower model
temperatures may be explained by the fact that this process
is not resolved by the model. On the other hand, this feature
might be underestimated in the AVHRR SST data because
of the long-term averaging and cloud problems. Similar to
the situation of the NE monsoon, excessive temperatures are
observed over the shallow Sunda Strait (±2.5°C too high)
during the SW monsoon.
Time series of the model and World Ocean Atlas 2001
temperature profile data for stations in the northern (22°N,
Fig. 10 Monthly mean sea sur-
face anomaly (SSA) maps (left
panel) compared with monthly
mean water level from model
simulations (right panels) for
January (top) and August
(bottom) without SST nudging
applied. SSA maps represent
climatological conditions,
assembled from 1992 to 2001
DUACS SSA data (DUACS




and black indicates anticyclonic
circulation
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117°E) and southern (5°N, 116°E) SCS are shown in
Figs. 12 and 13. From these figures, we conclude that in the
northern SCS, the seasonal mixed layer cycle is resolved
reasonably well. The model resolves the seasonal stratifi-
cation cycle, and the mixed layer temperature has the
correct order of magnitude. The same holds for the mixed
layer depth.
The net heat flux reaches its maximum in March,
increasing from January onward (see Fig. 5). Nevertheless,
the mixed layer depth does not increase during this period
of the NE monsoon, which can be observed in both the
model results and in the measurements. Similarly, for May
to September, the SW monsoon wind speeds are increasing.
The mixed layer depth does not decrease, which can be
seen both in the measurements and in the model results.
These two negative correlations between the mixed layer
depth on the one hand and either the net heat flux or the
wind forcing on the other hand are reproduced in our
numerical model.
Discrepancies are observed in Fig. 13 for the southern
SCS station, where model temperatures are excessively
high throughout the year. The seasonal stratification cycle is
resolved to a reasonable degree but with stratification
occurring during the intermediate periods between the
monsoons when wind speeds are lowest and the surface
heat flux is highest.
It is concluded that if SST nudging is applied, the model
temperature representation improves considerably in those
regions where large discrepancies were observed before.
This effect is not limited to surface layer temperatures. The
mixed layer temperature and stratification cycles consider-
ably improve in the shallow southern SCS and now show
both the correct order of magnitude and behavior with
respect to the validation data.
Fig. 11 Monthly mean model
surface layer temperature
(central and right panel),




to 2004 data) from the AVHRR/
Pathfinder dataset (left panel;
Vazquez 2004), representing the
SST state during the NE and SW
monsoon highs. Model results
are shown with (right panel) and
without (central panel) SST
nudging applied
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7 Conclusions and recommendations
The present paper describes the analysis and modeling of
the large-scale SCS temperature cycle on a seasonal scale.
We investigate the possibility to model this cycle in a
consistent way by applying depth truncation, using month-
ly, time-averaged forcing and not taking into account tidal
forcing. This is motivated by the associated enhanced
flexibility and significant reduction in computational load,
which has operational benefits for future seasonal scenario
analysis and for generating transport boundary forcing for
local models. The proposed model is a three-dimensional,
free-surface baroclinic-reduced depth model (truncated at
300 m), including salinity and temperature. To improve the
models temperature representation, an optional SST nudg-
ing routine is applied.
Fig. 12 Time series of modeled
(lower panels) and World Ocean
Atlas 2001 (upper panel;
Levitus 1982; Boyer et al. 2005)
temperature profiles at a model
station in the deep, northern
South China Sea (22°N, 117°E).
Model results are shown without
(central panel) and with
(lower panel) SST nudging
applied
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The model sensitivity analysis and validation show that
in the truncated deep parts (300 m) of the SCS, the model
resolves the seasonal temperature cycle to a reasonable
degree. Model results agree to between 1.5 and 2°C with
both remotely sensed and in situ climatological temperature
data. The heat flux transfer coefficients at the free surface
and the resolution and quality of the free surface heat flux
and momentum forcing data proved to be the most
important factors in achieving a good model temperature
representation. With respect to seasonal temperature varia-
tions of above 6°C in the northern SCS and around 4°C in
the southern regions, this implies that the model is able to
capture the seasonal temperature dynamics reasonably well.
One has also to take into account the complex interplay of
Fig. 13 Time series of modeled
(lower panels) and World Ocean
Atlas 2001 (upper panel;
Levitus 1982; Boyer et al. 2005)
temperature profiles at a model
station in the shallow, southern
South China Sea (5°N, 116°E).
Model results are shown without
(central panel) and with
(lower panel) SST nudging
applied
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dynamic processes governing this cycle and the inaccuracy
of roughly 1 to 2 degrees of the validation data. From
comparison with remotely sensed SSA and SST data, it is
concluded that the characteristic seasonal features are
resolved, such as the seasonal residual circulation and the
horizontal advective transports. Similar conclusions are
drawn about seasonal stratification and mixed layer
dynamics from comparison with climatological profile data.
Discrepancies are observed in the shallow regions over
the China and Sunda Continental Shelves. Unresolved
(tidal) mixing and exchange play an important role in the
origin of these discrepancies. Clearly, the present approach
works better over the deep, central SCS than over the
shallow coastal zones.
Application of the SST nudging option decreases the
magnitude of these discrepancies, most significantly in the
shallower areas. This is not only the case for surface
temperatures, but for the entire water column. This implies
that the method is suitable for diagnostic applications as a
robust and simple way to assimilate surface temperature
data into large-scale models.
It is concluded that for the central, deep region of the
SCS, the seasonal temperature cycle can be modeled in an
accurate way when using a truncated depth approach and
prescribing open boundary variations on longer time scales,
not taking into account small-scale tidal forcing. For free
surface heat flux and momentum forcing, however, data at a
higher temporal resolution (6 h) is required to obtain good
results. In the shallow regions, this approach is less suitable
because of the impact of unresolved tidal mixing. If,
however, observational temperature data are assimilated
into the model by means of a nudging term, a reasonable
model accuracy can be obtained in these regions as well.
The resulting 1/4×1/4°, 20-layer 3D model application,
with a model time step of 2 h and a 1-year runtime of 3 h,
should be a practical, efficient, and flexible model for
diagnostic applications at large time scales.
Because the issue of neglecting tides plays an important
role in this study, it will be worthwhile to compare results
for our nontidal model with those for a tide-resolving
model. Such a model will be much less efficient than our
nontidal model (on estimate a 1-year runtime will take
approximately 3 days instead of 3 h), but it will provide
much insight in the effect of the tidal mixing.
We conclude that nontidal modeling at seasonal scales is
a promising development for application in the SCS. There
is room for further improvement and additional research.
This should include increasing the models spatial resolu-
tion, most notably over the shallow shelf areas and along
the shelf break (resolving upwelling). Alternatively, it
might be considered to restrict the model area to the deep
regions only. We note that it should be validated always that
the assumption of nontidal modeling still holds.
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