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ABSTRACT
This project is designed as a challenge for only two artists and no techs. As an animation, 
it pushes our artistic abilities without requiring extensive technical knowledge and can still be 
used in a portfolio.
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EXECUTIVE SUMMARY
Most IMGD MQP projects consist of pairs of artists and programmers, whom work 
together to create a game or other interactive environment. This MQP was faced with the 
challenge of making a game without any tech students. To avoid trying to fill two roles at once, it 
was decided to instead make a short animation, thereby still taxing our artistic abilities while 
requiring a minimum of technical knowledge.
The first step to any good animation is a solid storyboard. Our first storyboard was sixty-
two panels long and covered all of the major scenes, or key frames. Each panel contains motion 
flow arrows and camera movement notes, as appropriate, and tell the entirety of the story. The 
story itself followed aspects of storytelling structure, such as an opening scene that establishes 
major characters, a number of crises or conflicts that build up to a pivotal climax, and a 
dénouement that wraps up the story and any loose ends. However, it was still only a first draft, 
and was followed by a number of revisions.
The first revision added a mere three panels, but served as a helpful introductory for the 
villain's henchmen. Due to a growing apprehension of our feasible output and the fact that the 
original storyboard was split into two main stories – the hero's introduction and the hero's fall 
and return – the second revision, which would come to be the largest of all, was to remove the 
entire second half of the story. This would later show to leave us with under five minutes of 
actual video. All later revisions merely modified scenes.
All the characters in Captain Eagle vs Doctor Catastrophe were sculpted or modeled in 
some way. Both the hero and the villain were modeled and painted in ZBrush. To get the skin to 
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look realistic, we used Subsurface Scattering in our test renders and final rendering. Hair was 
sculpted directly onto the body and was not separately animated. The robot henchmen and drones 
were modeled in Autodesk Maya and had their textures painted in Photoshop.
Although we strived for as much original content as possible, we did make use of some 
prefabricated models in the interest of time and quality. The most notable use was for foliage, 
grass, and other minor but high-detail decorations. We used a mix of original and prefabricated 
models for the city's infrastructure (e.g. streets, street lights, bins, signs) and amenities (e.g. 
newspaper stands, benches). All prefabricated models were available for free and for non-
commercial use without permission.
Similar to prefabricated models, we also made use of auto-generation. This differs 
significantly, though, in that the models were not truly created beforehand; using a base mesh 
and freely-available Python scripts, we were able to generate a wide variety of buildings in a 
fraction of the time it would normally take to make even one. The generated buildings were not 
perfect, but they were a significant start nonetheless. Instead of painting and applying a texture, 
as with most models, we colorized and heavily modified the very materials that made up the 
model. We even applied each material in a different way: the material for the walls has the barest 
gray luster to show heavily-industrialized metal; the material for glass is sky-blue, highly 
reflective, and, notably, non-transparent; the material for the ceiling is matte and off-white to 
show a finished and painted roof.
After painting, the buildings were warped, twisted, and manipulated in a number of ways, 
most defying architecture or even gravity, to show how each building is fairly unique. The 
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combination gravity-defying, unique architecture and the choice of color gave the city both a 
futuristic and a somewhat cartoony look, which is exactly what we were trying to achieve.
In order to animate the characters, they first had to be rigged, which, essentially, served as 
both their skeletons and the means by which to manipulate them. Completely different rigs were 
created for the bodies and the faces. The body was primarily controlled via circular controllers, 
which allowed us to easily rotate or move parts of the body, and Inverse-Kinematics (IK) 
controllers, which simulated the effect of, for example, the rest of the leg reacting to how the foot 
moves. Both allowed us to create fine and smooth animations.
The face utilized morph-target animation, or blendshaping, which is the process of 
creating two facial models for every individual expression (one for each side) and applying them 
to a neutral face via a slider, thereby allowing the animator to gradually deform between 
expressions to create even more sophisticated expressions. The Hero, for example, had two 
blendshapes for each eyebrow, two for each eyelid, one for each eye, three for each half of the 
mouth, three for the lips (not split), and one for the jawbone, for a total of twenty non-base 
expressions. This was considerably more work than trying to manipulate the face with a joint-
based rig, like we used for the body, but the level of detail and sophistication is significantly 
greater.
Both sets of rigs were greatly inspired by Max for Maya, a freeware character with a 
sophisticated rig originally created by Peter Starostin and further developed by James Bockstyre.
Although animations can be involved and complex, the principles behind them are fairly 
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simple. Once a proper rig is completed, the animator manipulates the handle controllers that, in 
turn, manipulate the joints, similar to strings on a marionette. For example, in the case of a 
springing jump, the model is manipulated to start at one key frame (such as a crouch), the time 
slider is moved down the timeline, and the model is manipulated to a new key frame (the peak of 
the jump), and the key frame is saved to that time. The animation now interpolates between these 
two keyframes along the specified time (in frames). However, the interpolation is rarely perfect, 
so some degree of manual correction, via minor key frames, is required. By methodically 
combining various animations and different characters, we created a larger animation that we 
would render into a short movie.
Just how real movies scenes are almost never filmed in sequence, we animated and 
rendered different scenes of Captain Eagle vs Doctor Catastrophe at different times and 
composited them together, both for our tests and for the final cut. We also made use of animation 
layers, which allowed us a finer degree of control as to how exactly each part of the animation 
comes out. For example, the city as a whole uses Raytracing and reflections, while the human 
characters, as previously mentioned, use Subsurface Scattering. The robots do not match either 
category and, therefore, get their own layer as well.
Lighting is critically important to any movie; good lighting can cover up mistakes, while 
bad lighting can make incredible work look terrible. Having good lighting that shows off good 
animation makes a movie truly stand out.
To get the perfect lighting, we had to experiment a lot with everything from positioning, 
color, render settings, and even the number of lights. Our first successful attempt used two lights: 
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an off-white directional light facing downwards with a slight rotation to simulate the purity and 
the shadows of midday light, and a very pale yellow point light, in-line with the directional light, 
with a very large intensity and that did not cast shadow to cause reflective surfaces to have a 
glare.
After much more experimentation, our final light setup came to consist of six lights: a 
very light blue directional light, pointing down and rotated about 45º forward; a pale golden 
directional light, pointing South West and angled down 45º; a periwinkle ambient light directly 
above the center of the city; a white point light, also above the city's center; a pale navy blue 
directional light pointing almost straight up, tilting slightly towards the East; and another pale 
golden directional light, this time angled down 26º. Combined, they give a greater sense of fill, 
ambiance, and shadow.
Just how lighting can make or break a movie, proper use of sound is crucial to success. 
We originally intended to voice the characters ourselves and have actual lines of dialogue, but 
these were quickly cut out. It was also intended, but dropped, for the scenes to correspond to a 
custom-made music track. Deciding that having it be a silent movie was not an option, we 
scoured the Internet for freely-available sound clips and effects that we could implement with a 
minimum of editing. With enough digging, we were able to find plentiful sounds for everything 
we needed.
As previously mentioned, we animated and rendered various scenes separately, such as 
the various fight scenes or the hero in his fortress, and composited them later. We used Adobe 
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AfterEffects both for the composition and for the animation layers. We had originally intended to 
composite the entire animation in this manner, with the city and the characters in completely 
separate movies that would be combined in the final cut, but time constraints prevented us from 
doing so.
While still animating, we made sure to carefully name and number each scene as it relates 
to the story at large so that compiling them later would be quick and easy. Once the videos 
rendered, we imported them and the folder itself containing the sound files into AfterEffects. 
Next, we arranged the videos in logical sequence on the timeline and added sounds; each file was 
its own track. Once we verified that the video flowed smoothly and with no breaks, we added 
sound, also on their own tracks. They occasionally need some slight tweaking to fit their 
intended scene, which was easily accomplished in Audacity. Multiple uses of sounds in the video 
were simply new instances on the same track as the original.
Our group started this project with an already considerable knowledge of animation and 
modeling, and we were confident in the challenge with which we presented ourselves. 
Throughout the course of writing, sculpting, animating, rendering, and editing this project, we 
have surpassed the limits of our knowledge and gained invaluable experience, as much through 
our mistakes as through our research and practice. Of particular help were the video tutorials at 
Digital-Tutors, and we greatly recommend them to IMGD students and faculty, so much as to 
request some form of subsidized access similar to how the library offers free access to otherwise 
costly material and sources.
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INTRODUCTION & BACKGROUND
This document was written with the intent to accommodate readers of different fields and 
backgrounds, but will occasionally use unfamiliar terms that are not immediately explained. For 
this reason, a thorough glossary has been provided at the end of the document.
Section I: Project History & Goals
Founded by James Martinez, this project first started as a music-based interactive 
computer game, in which the player, a musical conductor, used musical notations and melodic 
phrases to manipulate the environment, combat various enemies, and achieve an as-yet 
undetermined goal. The conductor channeled his music-themed magic, such as rays of staff 
notation, through his conductor's wand, which was used to trace shapes in the player's field of 
view (via the mouse or, possibly, even a motion-sensor controller). As the music was “cast”, it 
was also played; sound effects in general were to be centered on the theme of music, and the very 
environment, which was to change in mood between levels, would also affect the style of music 
being played.
This game, even if the scope were greatly reduced, would nonetheless be artistically and, 
especially, technically taxing. It was our intent to have more programmers than artists – twice as 
many if possible – but with as many of either category as James Martinez or I would be able to 
work. The few summer meetings we held, which also served as recruitment, were fruitful and 
had a decent turnout of both artists and programmers, but only a handful were willing to voice an 
attempt. We ultimately decided in A term to keep the group to just us two artists.
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A new, and much greater, problem presented itself: with no programmers, the prospect of 
making any videogame, even one less technical than the intended, became doubtful; since there 
was no longer a technical foundation, problems would be frequent and time-consuming. It would 
also severely limit the scope of the game, meaning either it would have to be yet another clone of 
a pre-existing game (whose code was freely available) or it would have to lose so much artistic 
power as to be useless for a portfolio. It was, thus, decided to create a short animation.
By creating an animation instead of a game, we would able to fully explore and expand 
our artistic license and capabilities without having to worry about programming. Also, since all 
the scenes would, by nature, be pre-rendered, we would be able to implement a much higher 
level of quality and, especially, detail than would be functional in a game.
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Section II: Overview
Captain Eagle vs Doctor Catastrophe was made using a number of different programs 
and draws upon a wide range of skills. The storyboarding was drawn in Adobe Photoshop as well 
as on paper. It is both one of the simplest aspects of the project and also one of the most 
important, as all further work, such as animating scenes, manipulating camera angles, and even 
the flow of the action, will be held to it. Sculpting and modeling was done with a combination of 
Pixologic ZBrush and Autodesk Maya.
Coloring the models was also a joint effort; those made in ZBrush were colored in the 
same program, while those made in Maya were given custom texture maps and were painted in 
Photoshop. All prefabricated models were also pre-painted. Our buildings, which were generated 
from a base mesh (made in Maya) that was run through a script (also in Maya), were not actually 
painted. Instead, their materials were manipulated to have specific color data in addition to 
reflectivity, texture, and other attributes.
Rigging, which is assigning joints and controllers to a model so that its individual parts 
(e.g. arms, hands, face) can be manipulated and moved, was done entirely in Maya. The rigging 
for the body resembles a typical, though simplified, skeleton structure, while the rigging for the 
face more closely resembles the major muscles and tendons therein. The robots, specifically, use 
a combination of normal, rigid joints, which deform very specific parts of the model in a linear 
manner, and spline controllers, which deform a cylindrical area along a curve.
All animations were done entirely in Maya. Different sections, sometimes even different 
scenes, were animated and saved on different files and rendered individually. They would later 
be compiled into a single clip via Adobe AfterEffects.
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Since animation and rendering were done in Maya, it was convenient to also use Maya 
for lighting. Only through weeks of research, learning, and experimentation were we able to get 
our first agreeable lighting, and it took further weeks to develop the sophisticated lighting in our 
final movie. The first lighting setup consisted of two lights, both bright and representing different 
aspects of a noon-day sun.
It was our original intent to have sophisticated action sequences that corresponded to an 
overarching music track, as well as actual, voiced dialogue, but these proved too far out of 
reasonable scope for our project. Instead of having a completely silent movie, we decided to 
scour the Internet for free sound clips and effects, which would allow us to have decent or better 
sound quality and still be able to use this project as a portfolio piece. Sound was added using 
AfterEffects, as part of post-editing.
Our group started this project with an already considerable knowledge of animation and 
modeling, and we were confident in the challenge with which we presented ourselves. 
Throughout the course of writing, sculpting, animating, rendering, and editing this project, we 
have surpassed the limits of our knowledge and gained invaluable experience, as much through 
our mistakes as through our research and practice. Of particular help were the video tutorials at 
Digital-Tutors, and we greatly recommend them to the IMGD facility at large. We would request 
some form of subsidized access, similar to how the library offers free access to otherwise costly 
material and resources.
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ACADEMIC BACKGROUND
Our team started this project with a considerable understanding of a variety of artistic 
fields, primarily those associated with interactive media. Through courses and independent study, 
both before and during this project, we have each learned a wide variety artistic skills, such as 
basic artists' training (e.g. color, shape, perspective), modeling (principles, advanced techniques), 
animation techniques (mood, manipulation through graph editors, the 12 Principles), sketching 
(figure, size), storytelling (structure, narration, flow), rigging (weight painting, different joints 
and skin binds), lighting (the six different lights, shadow and shadow-fill), sound editing (filters, 
envelopes, compression), rendering (ambient occlusion, subsurface scattering, Raytracing, final 
gather), and editing (compiling clips, animation layers, adding sound).
Recommended resources:
 Digital-Tutors online video tutorials
 The Animator's Survival Kit, by Richard Williams
 The official Autodesk Maya and Pixologic ZBrush user guides
 The myriad tutorials and examples available on YouTube.com
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METHODOLOGY
Section I: Storyboarding
Part 1: About Storyboarding
The first step to any good animation is a strong storyboard. A storyboard is a graphic 
organizer in the form of illustrations or images displayed in sequence for the purpose of pre-
visualizing a movie, animation, or motion media sequence. Each image represents a single scene, 
or part of a scene, within the animation, and contains motion flow arrows, camera movement 
notes, and other important details that cannot be inferred from the image alone or that are worth 
pointing out. These images can be as simple or as detailed as necessary but are understood to not 
necessarily be finalized representations. However, it is crucially important for the story itself to 
be at least partially fleshed out and the storyboard to be agreed upon, as everything else will 
build from it.
Since each panel of the storyboard only covers a very small part of an animation, even a 
short movie can have a very long storyboard. Our first one was sixty-two panels long and 
covered all of the major scenes (about 15) of our movie. The movie itself, though, was only 
expected to run around five minutes or a little longer. Even still, the story would prove too long 
to completely animate in our available time.
Our first revision to the storyboard actually added three panels, but they served as a 
helpful introductory for the villain's henchmen. Due to a growing apprehension of our feasible 
output and the fact that the original storyboard was split into two main stories, the hero's glory 
days and the hero's fall and return to duty, the second revision, which would come to be the 
largest of all, was to remove the entire second half of the story. This left us with just over three 
6
minutes of actual video (plus thirty seconds of credits). All later revisions merely modified 
scenes or added minor scenes, such as adjusting some cameras, adding a very simple fight, or 
shortening scenes that proved too long.
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Fig. 1.1.1: A page from our original storyboard
Part 2: The Story
The final cut of Captain Eagle vs Doctor Catastrophe is about a hero's glory days. The 
first scenes are of the hero in his fortress of solitude, in full costume. This quickly establishes 
him as a major actor. As he looks over the city, a red light flashes from outside of view, alerting 
him of trouble. The camera cuts to him, in full view, in front of a supercomputer with a huge 
screen, thereby giving the audience a good view of him and clearly establishing him as the hero. 
He presses a button and watches a live feed of the villain and his robots attacking in the city 
streets. He watches with a determined look on his face while the camera zooms in. As a round 
gate in the ceiling opens, he steps back to be underneath it and makes a powerful jump, flying 
into the sky.
The next scenes are of the hero in the city. He swoops in from above, landing with great 
force and challenging the villain. The camera now cuts to the villain in his hover platform. He is 
taken aback as he turns to face the hero. One of each of his robots also turn to face him, and the 
hero looks up at them dramatically and smirks. The camera zooms in on the villain, whom 
dramatically orders his robots to attack. This sequence introduces the obvious villain, shows that 
he has a general technological superiority (which serves as his power), and shows that the hero is 
confident in his abilities.
As the camera zooms out, we can see that he's actually fairly far away from the hero, and 
an army of airborne robots separate them. They all attack the hero at once, and he cuts them all 
down with his laser vision. However, he is immediately afterward attacked by two large, track-
wheeled robots with long arms and pointed claws. He dodges and blocks their attacks until he 
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finally flies up and over one, grabs it from behind, and throws it at the other robot, who is now 
fleeing. The camera cuts back to the villain just as they're about to collide.
The villain, angry that all his robots have been destroyed, dramatically pushes a large 
button on a panel in front of him. In a long sequence, a large and multi-tiered laser gun unfolds 
from beneath his hover platform while the hero looks on curiously. The gun slowly charges up, 
then fires a continuous volley of short, quick laser pulses at the hero. The hero, surprised, flies up 
and doges around the shots, quickly closing the distance between him and the villain.
The camera pans out to show them meeting face-to-face, at which point it zooms in to 
emphasize the impact of the hero punching the villain in the face and knocking him off his 
platform. 
The hero catches the villain in mid-air and flies him to the front of the police station, 
already cuffed, where they are mobbed by reporters. There is a bright flash that fills the screen, 
and the last image, of the hero with the villain in front of the station, appears as a front-page 
article in a newspaper.
Part 3: Storytelling Structure
To ensure quality, we made sure our story followed proper storytelling structure, such as 
an opening scene that establishes major characters, a number of crises that build up to a pivotal 
climax, and a dénouement that wraps up the story and any loose ends. However, we also wanted 
to include a twist that would lead to a second story, of the hero's fall from grace and return to 
duty. In the original storyboard, after the hero has his picture taken for the newspaper, the camera 
pans out to show that it is hanging on a wall, along with various awards and medals. The first 
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clue that something is amiss is the hero himself, who is out of costume in this fortress and 
looking completely disappointed. Skipping some scenes for brevity, the hero eventually walks 
past another newspaper, in which he is blamed for an unspecified disaster. This is the hero's fall 
from grace, and the setup for the second story. By the end, the hero dons his costume again and 
flies off to save the city that had once loved but now shunned him, thereby proving his worth of 
heart and reestablishing him as a hero. However, although he is elevated to hero status again, he 
also is no longer the archetypical impossibly perfect hero, which both subverses the trope as a 
whole and humanizes him.
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Section II: Sculpting and Modeling
There are many programs available for modeling three-dimensional objects, such as: 
Autodesks Maya, 3ds Max, or Mudbox; Pixologic ZBrush or Sculptris; or Blender. Each one 
works differently to varying degrees; Maya and 3ds Max are close to interchangeable (though 
not quite), Blender works on the same principles but has a completely different interface, and all 
three view objects as an assortment of vertices (where two lines join). Their tools add or remove 
vertices (whether directly or through the visual metaphor of polygon faces). On the other hand, 
ZBrush and Sculptris view objects as an assortment of triangular faces (rectangles are simply two 
triangles perfectly in line with each other). Also, its tools generally manipulate the mesh without 
necessarily adding or removing vertices.
Each program has its own strengths and weaknesses. For example, Maya is excellent for 
creating rigid objects and low-resolution models from scratch, but it suffers with curves and 
organic models since all resolution (in vertices) has to be explicitly added. In contrast, ZBrush is 
a wonder at organic models, in part due to its “sculpting clay” interface, and does have tools for 
easily adding or removing resolution as well as creating flat surfaces, but generally requires more 
effort to create objects that look truly machined. Using a drawing of a humanoid robot as an 
example, using Maya would be like drawing it with a sharp pencil and a ruler while using 
ZBrush would be like drawing it free-hand; even though the drawing still reads “robot”, both 
versions have very different feels.
Our team utilized ZBrush for organic models (i.e. human characters) and Maya for 
everything else.
11
Part 1a: Human Characters
As mentioned, the ZBrush interface closely resembles sclupting with clay; one will 
usually start with a lump of “clay” (of predefined resolution), then pull, twist, add to, and 
subtract from it into the desired form. However, since the resolution is generally fixed, pulling a 
section too far will cause the faces to stretch and plainly show or even visually break apart, both 
of which look terrible. One can add more resolution to the model as a whole by pressing 
Control+D, which subdivides all the faces and, therefore, increases the resolution. Alternatively, 
one can use a relatively new feature called Dynamesh, which allows one to add resolution on-
the-fly, but this makes it so that the lowest subdivision is high-resolution, which requires more 
work to optimize (see Part 1b, below).
It is important to carefully limit the total resolution of the model; too little resolution 
causes the problems mentioned above, but too much resolution causes a far-reaching series of 
problems for an animated model. First, additional resolution causes ZBrush to work harder in 
order to process and display it all, which adds up exponentially each time a model is subdivided. 
Second, if the model is finished and exported at a high resolution, rigging it (see Section V) 
becomes a major hassle since each joint will have a lot of vertices to fight over. Even assuming 
the model is perfectly rigged, the immense amount of data the model contains will tax any 
software running it. Therefore, to be used in a game or animation, a high-resolution – or “high-
poly” – model must be optimized into a low-resolution rendition.
12
Part 1b: Optimizing a High-Poly Model
There are as many ways to create an optimized model as there are modeling programs 
and opinions. There are also different workflows for beginning with either the high-poly or low-
poly model. In general, beginning with a low-poly model gives the optimization a good 
foundation but can stifle free modeling since every major aspect of the model will have to be 
planned out beforehand. Beginning with a high-poly model will require it to be retopologized, 
which can be a painstaking process. This document will present one workflow of high-to-low-
poly optimization.
The first step in high-to-low optimization is to have a completed high-poly model. It is 
important that the model have a UV map, the process for which differs between programs. For 
ZBrush, we used a plug-in called UV Master, which greatly simplified the process.
The second step is to retopologize the high-poly model. In our case, we appended a 
ZSphere (ZBrush primitive) to the model as a sub-tool and, with Edit Topology selected, 
manually traced out the new topology. This is by far the most labor-intensive method known to 
us in ZBrush, but it allows us finely tune exactly how we want the new geometry to look. This is 
important because, not only does the new low-poly model have to match the gross geometry of 
the high-poly model, having solid faces or even certain shapes in deformation-heavy parts of the 
model, such as the knees or parts of the face, can cause problems both with rigging and 
animating the model. Once the new topology is completed, it is converted into a 3D model 
(“Make PolyMesh3D”) and appended again to the high-poly model.
Now that there is a high- and low-poly version of the same model in the same file, we 
first subdivide the low-poly model a few times to give it more resolution. This will help it catch 
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detail when we project it onto the high-poly model. Making sure both models are visible and that 
the low-poly version is selected, we utilized the ProjectAll tool (under the SubTools group) to 
have it match the high-poly model’s geometry and coloring1. Sliding up and down the 
subdivision levels shows how well it caught detail as well as how the final low-poly model will 
look. Keeping it at its lowest subdivision level, we then created a UV and normal map for the 
low-poly model. It is important to create both at the lowest subdivision level, in part because of 
how unwrapping models into a UV map and how a normal map work, and in part because of 
how ZBrush works. If we had created the normal map while on the highest subdivision layer, it 
would have created a map that resembled the lowest layer. On the other hand, the texture map 
should be made while on the highest subdivision layer.
With the low-poly model now complete, we exported the texture and UV maps as PNG 
files and the model itself, at its lowest subdivision level, as an object (OBJ).
Fig. 2.1b.1: Mirror images of a high- and low-poly model
1   For more information on coloring the model, see Part 3, below.
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Since Maya, being a vertex-based program, can very easily make rigid models and mirror 
geometry, it was ideal for creating the robots. Starting with a cube, it was extruded and shaped 
until it resembled one side of the robot's body, with the seam along the front and back. A cylinder 
was added and similarly manipulated until it resembled a noodle-like arm, and pyramids became 
claws (using half a sphere as their “palm”). The lower body was slightly more complicated: the 
top half of the lower body was a heavily-modified cube (with spaces cut out for the tracks); the 
track platform (lower half) was made from a pyramid expanded, extruded, and cropped in a 
number of ways, then combined with the top half; and the track itself, also a pyramid, was 
rounded and hollowed in such a way that it had it had visible thickness but would not appear to 
be too tight to fit on the platform.
Once the upper and lower halves were mirrored, so that they became complete models, 
they were connected to each other by a simple cylindrical “waist”. The waist was tall enough to 
give the upper body a full range of motion and thick enough to not look like a weak spot.
In addition to the waist, the only other body part that was not mirrored was the head. The 
main part of the head was a cylinder that was made to bulge out and with a small top, somewhat 
resembling a bullet with the tip flattened. The single “eye” was made to resemble a camera lens 
and housing and was made by extruding inwards a very flat cylinder. The head is joined to the 
body by a simple collar, which, as with the rest of the head, was also a cylinder.
Part 3: Model Painting
A texture map is an image file that is used to add some form of detail to a model, such as 
color or texture (latter also called a bump map). It works in the same way that a paper cutout can 
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be folded into a cube; by following specific lines and patterns, the map is wrapped, or mapped, 
around the model and displays its data over the shape. Almost all 3D models are not truly 
painted, but instead have a texture map with the color information applied to them.
The trick to using texture maps on a model is also having a proper UV map. A UV map is 
akin to unfolding a globe into a map or an orange peel that's still in one piece; the information of 
the three-dimensional model is cut and stretched so that it can be laid out on a two-dimensional 
grid. The UV map will show where the lines and vertices on the model are on the flat map, which 
are used in painting the texture map.
A proper UV map is crucial, and the ease of creating one is proportional to the 
complexity of the model. For example, it is trivial to make a UV map for a set of dice, but a ball 
gets much more complicated, and a humanoid model – with a face, fingers, and other detailed, 
irregularly-shaped parts – requires thorough planning. The process by which the UV map 
changes between programs, but the following principles are always valid:
1.   Never place a seam (the line where the map ends or separates) along a highly-detailed or 
important area, such as the face. Not only will it be much harder to paint properly, but the 
seams are the most likely place for graphical errors to occur.
2.   The total map space is limited, so it is important to optimize placement. The more detail 
a part has, the larger it should be on the map. Conversely, unimportant parts may be made 
to occupy very small portions of the map. Parts with almost no value, such as the soles of 
feet, are usually shrunk down beyond usefulness (since they will never be seen).
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3.   For games, try to fit as many objects (i.e. all the parts of different objects) into one map 
as possible while still maintaining detail. Fewer maps to read means faster processing 
times.
4.   If it is uncertain whether a model is finalized, such as when working on a character with 
related items who may later receive more items, it is useful to leave a space on the map 
for it. Such items are usually minor add-ons, since they really are afterthoughts, and 
shouldn't take up more than a sixth or an eighth of the total map space.
Painting a model in ZBrush is different in that one can actually paint directly onto the 
model. The color and material data is saved as Polypaint information, which is specific to 
ZBrush. However, when exporting the model (such as to Maya), it is necessary to convert the 
Polypaint data into a texture map. To do this, one must first create a UV map for the model. 
Assuming one is using default ZBrush with no plug-ins, such as the extremely useful UV Master, 
one must scroll down the right-hand list and click on UV Map to expand the menu. Next, select a 
resolution level that is also a binary limit (e.g. 512, 1024, 64). This number will be squared to 
give the actual dimensions of the map (e.g. 1024x1024, 4096x4096). Four common such 
numbers are presented as buttons for convenience, but one can also directly input a number. In 
general, 1024x1024 is medium quality and sufficient for most needs, 2048x2048 and higher are 
high-quality (but also create larger files, which are progressively more taxing), and 512x512 and 
lower are low-quality (usually sufficient for small or minor objects). A map sized 128x128 or 
smaller is generally only used for objects with almost no meaningful detail (such as small 
projectiles) or icons.
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With a size selected, the next step in making the UV map is choosing how ZBrush will 
interpret the model and arrange it on the map. The seven default options are UV-Cylindrical 
(Uvc), UV-Planar (Uvp), UV-Spherical (Uvs), UV-Tile (UVTile), Packed UV Tiles (PUVTiles), 
Group UV Tiles (GUVTiles), and Adaptive UV Tiles (AUVTiles). The first three will try to 
conform the map to the shape of their namesake, but their effectiveness is limited to such general 
shapes. For example, UV-Spherical might work fine for a model of a globe, but not even UV-
Cylindrical would work well on a person. None of the other options are capable of making an 
even remotely intelligible UV map. However, AUVTiles has the highest change of creating a 
sophisticated map that's mostly free of stretching or warping for any given model by separating 
all the faces and arranging them through a spacing algorithm into a sequential grid. Simply 
clicking on any of the seven buttons will create the designated UV map (and overwrite any 
previous map).
Now that the UV map has been created, open the Texture Map menu, just below UV 
Map. Click on New From Polypaint to create a texture map of the polypaint data that conforms 
to the UV map. The texture map will appear in the small preview box of the menu. To export the 
map itself for actual use, first click on Clone Txtr (clone texture). This copies the map and makes 
it the active BrushTxtr (brush texture) in the left toolbar. Either click on it and choose Export, at 
the bottom of the pop-up window, or click on Texture → Export from the top menu bar.
It is important to note that, although they work fine within ZBrush, any texture maps 
created in it are considered “upside-down” in all other modeling programs and game engines. 
This is easily fixed by opening the texture file in any image manipulation program that accepts 
PSD files, such as Adobe Photoshop (natively) or GIMP, and flipping the image vertically 
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Section III: Prefabricated Models
To save time without skimping on quality, our team decided to use prefabricated models. 
They were primarily used for minor details that require a decent amount of quality to look good 
but whose absence would look and feel unnatural. For example, grass and trees are present in just 
about any city, and making a proper model of either requires considerable time and effort, even 
with preexisting knowledge. We also found prefabricated models of basic infrastructure and 
amenities, such as street lights, trash bins, and benches.
For our project, the greatest concerns with using prefabricated models were finding ones 
that were freely available, ensuring that they were also already textured, ensuring that they would 
match the feel of our world, and testing whether they would negatively affect our ability to 
render. In our search, we discovered a number of sites offering prefabricated models, both free 
and expensive, and most did come already painted. Of particular use, especially for the plants, 
was Autodesk Search, which hosts a variety of functional models in various formats for free in a 
communal repository manner. A few models were taken from completely different sites, but all 
were freely available.
While we were capable of finding sufficient prefabricated models, we were not able to 
actually use a lot of them because they were too detailed; just a few at a time caused tests renders 
to chug from less than a minute to a few minutes, which, when expanded to the entire movie, 
would cost us several hours of additional render time. The worst offenders were actually bushes, 
which had so many small but highly-detailed pieces and were so closely packed together that 
merely viewing them caused the camera to lag.
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Section IV: Auto-Generated Models
We realized early on that creating an entire city from scratch, the way we made all the 
other models, would be prohibitively time-consuming. As such, we scoured the Internet yet again 
for some method, likely a script, of easily generating an entire city. We found five such methods, 
but only two proved viable: KludgeCity and QTown.
KludgeCity was developed by Ed Whetstone as part of his short film project, “The Sum 
of Parts”. It is open-source and freely available for anyone to use or edit, though, thankfully, we 
did not find need to. It works by taking a base mesh and extruding it into the shape of a building. 
The specifics are set via a handy toolbar, which is also used to select which base one actually 
wants to use. It has a wide list of options for building generation, such as the number of floors, 
extra tiers, adjustable heights and depths, balconies and overhangs, and restricting windowed 
walls to specific cardinal directions. It also has built-in selection tools for use with a generated 
building, such as window or wall selection, floor selection, or even just ledges.
On the other hand, KludgeCity wasn't perfect. First and foremost, although we found a 
way to reuse a base to make multiple buildings with the same profile, it still only generated one 
building at a time and we needed an entire city (or, at least, a large section of it). Also, although 
there was a Randomize button, there was no easy way to create true variation between buildings 
of similar parameters; everything had to be explicitly configured before generation, and changing 
things after generation was a completely different procedure.
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Although easy to use, KludgeCity and Qtown were not functional out-of-the-box. Each 
consisted of a series of scripts that had to be copied to Maya's script directory, and, even then, 
they had to be directly called up in Maya's command line box. To make our lives easier, we 
created custom icons on our tool shelf that would call upon and execute the desired script via the 
shelf editor. For example, to make the icon for KludgeCity, we opened the shelf editor, selected 
the Custom tools field, clicked New Item, and named it KludgeCity. We also gave it a custom 
image (via Icon Name), but that is not necessary. In the Commands tab, we entered
source EdW_KludgeCity;
EdW_KludgeCity;
which called up the script for KludgeCity and executed it, respectively. This made using it as 
easy as using any other tool.
Ultimately, we decided to use KludgeCity because of its greater range of individual 
customization and its extremely helpful selection tools. To build the city, we created a number of 
varying base meshes and made a few buildings from each. Then, we used the selection tools to 
delete all the hidden (e.g. interior) pieces that would needlessly add to our render time. After that, 
the buildings duplicated such that each original building had at least three or four identical 
copies. These copies were manually warped, twisted, and manipulated in a number of ways, most 
defying architecture or even gravity, to show how each building was fairly unique as well as give 
the city as a whole a more impressive feel.
Each model has a material, which dictates a number of things ranging from texture to 
luminosity. Instead of painting and applying a texture, as with most models, we decided to 
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Section V: Rigging
Rigging is the process of applying joints and skeletons to a model in preparation for 
animation. A joint serves as a place where two or more bones are attached together. Each joint 
has an area and strength of influence, which determines how it deforms the model. These can be 
manually adjusted, or painted, so as to fine-tune the deformation. Since the rig will, by its nature, 
mimic a skeletal structure, it is useful to have some understanding or reference of anatomy.
A rig always has a base joint. This joint is the parent of the entire rig and is the least 
likely to be rotated. For this reason, the base joint is usually placed at the center of gravity, such 
as around the base of the spine on a human model. Following the human example, stemming 
below the base joint are the left and right hips, left and right upper leg joints (where the femur 
connects to the pelvis), left and right knees, and the ankles. Stemming from the ankles are the 
heels and the balls of the feet, and from the latter stem the tips of the toes.
Stemming above the base joint are three or more vertebrae joints. More joints allow for 
more flexibility, but also require more work to properly balance, so three is a common 
compromise. The top spine joint serves as the base for the neck (and head) and arms. The neck 
has two or more joints (same problem as with the spine), which connect to the head. The head 
itself has at least two joints, one at the center and one at the very top. This allows for more 
control of the head, as well as allows for hair to be animated independent of the head. Moving 
facial features, such as eyes, the jaw, and lips, also require their own series of joints, which 
mimic the realistic musculature.
Returning to the top spine joint, the first joint on either side is actually a clavicle joint, 
and the second is the shoulders. This allows for more realistic deformation. From the shoulders 
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stem the elbows, which lead to the wrists, and then the palms of the hands. Each finger on the 
hand stems from the palm and has four joints: one at each knuckle (including the base of the 
thumb) and one at the tip of the finger.
Part 1: The Body
In addition to the basic skeletal rig explained above, the Hero's body is also controlled by 
a network of circular controllers, which directly adjust or influence the rig. This serves as an easy 
way to manipulate the otherwise small joints. The setup itself was heavily inspired by Max for 
Maya, a freeware character originally created by Peter Starostin and further developed by James 
Bockstyre. It has sophisticated rigging and controllers, and has been used frequently as part of 
introductory animation courses at WPI.
The controllers for the Hero are:
 One master control circle. The root joint of the skeleton as well as the hand, foot, knee, 
and ankle controllers are all parented to it.
 Three spinal curve controllers.
 One hip sway controller.
 One upper body controller that moves the torso and head but not the hands or feet.
 Two hand controllers that use Inverse Kinematics (IK) to change the translation and 
rotations of the hands.
 Two foot controllers that use IK to change the translation and rotations of the feet.
 Two knee and two elbow controllers that use pole vectors.
 A neck controller.
 A skull controller.
 Five “finger curl” controllers on each hand.
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The villain's body controllers are identical, with the following exceptions: It only has two spine 
curve controllers, and the upper body controller moves the hands as well as the torso and head.
In addition to the controllers, many other tools were used in either the creation or the 
animation of the rig. These include pole vectors, driven keys, and Forward- and Inverse-
Kinematics.
Pole vectors are a type of constraint available in Maya that forces one object to “observe” 
another object. Pole vectors were used in both human characters’ arms and legs to control how 
they would bend. The IK handles of their arms and legs were constrained via pole vector to 
NURBS curve objects, which could be freely translated.
Driven keys are feature unique to Maya. They create a connection between two attributes 
of objects and constrain them so that a change in one attribute forces a change in the other. They 
were used to animate the human characters' fingers and faces, as well as the robot's arms. For 
example, each finger had a curve object parented to the hand's knuckles, then used driven keys to 
connect the curve objects’ rotation attributes to the rotation attributes of the finger joints. The 
result was that, when the curves were rotated along the X axis, the fingers would curl and uncurl. 
In the case of the robot's arms, they had to be able to rotate along two axes (X and Z).
Forward- and inverse-kinematics are, essentially, a representation for the implementation 
of kinematics equations along the joint chain to which they are applied. Their functions are 
opposite of each other; forward kinematics will manipulate down a joint chain (e.g. rotating a leg 
at the base will rotate the entire leg) while inverse kinematics will manipulate up the chain (e.g. 
moving the ankle controller will cause the rest of the leg to adapt to its new position). IK, in 
particular, allows for more precise control of long chains of joints that work in tandem, such as 
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the joints in the arms or legs. Compared to FK, which is equivalent to trying to line up a series of 
ball-and-socket joints, the greater degree of control permitted by IK is invaluable for fine 
animation.
Although useful, the IK interpretations are not perfect. While FK, by function, always 
follows arcs of motion, IK tends to use as little motion as necessary, which can cause unnatural 
movements. However, they can also be manually edited to follow more natural arcs. On the other 
hand, FK sometimes misinterprets rotation information, such as reading +270 degrees as -90 
degrees (thus causing an arm to bend against the elbow, for example). It is technically possible to 
alternate between IK and FK, but we decided to exclusively use IK.
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Fig. 5.1.1: The Villain’s skeleton (highlighted) and body controllers

and outer edges of the eyebrows up and down. One weakness in the execution, though, was that 
the base eyebrows did not begin in neutral positions. Instead, the default position was a 
determined scowl, so that was the basic shape being deformed. The result was usable, but there 
were occasional distortion based on that initial position, particularly when we tried to create 
worried or sad expressions. The one major weakness in the rig was not discovered until late into 
production: the Hero cannot frown. The rig allows for pouting and wincing, but the ends of the 
lips cannot curve downward.
Other than those mentioned above, there were no significant problems in developing the 
facial rigs. The Hero's rig is as follows:
 Two controls on each eyebrow, which move the inner and outer edges up and down.
 A Squint and Blink slider for each eye. The blink slider lowers the upper eyelid. The 
squint slider, when pulled down, closes both upper and lower eyelids, and, when pulled 
up, makes the eyes open wider.
 Three mouth controls: Smile, Cringe, and Sneer. Smile pulls the lips outward and 
upward. Cringe pulls them outward and very slightly downward. Sneer draws the upper 
lip and edges of the nostrils upward.
 Three lip controls: Pout, Flat, and “Ooo.” Pout draws the center of the lips upward and 
the rest of the lips downward, with a slight upward curl at the edge. Flat draws the lips 
into a position that looks more natural when the mouth is closed. “Ooo” makes lips purse.
 A curve that drives the jawbone up and down.
 The eyes are parented to a joint in the character skeleton and can be rotated manually.
As before, the Villain's rig is identical save for a few exceptions: First, the jawbone actually has 
to be moved manually. Second, there is a signle Blink controller for both eyes. Lastly, the mouth 
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has an additional “GRRR!” slider, based on Max for Maya’s “GRR” slider, that makes the sides 
of the mouth flare out as if the character were clenching his jaw.
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Figs. 5.2.2-3: Examples of facial expressions using the facial rig
Section VI: Animation
An animation is a sequence of scenes, such as the pages in a flip book. A scene is made 
from a series of major images, called key frames, that tell the major parts of the scene. The more 
detail a scene has, such as a choreographed fight scene, the more key frames it needs to keep all 
the flow understandable. Longer scenes will generally require more key frames than shorter 
scenes since one second of fluid animated time 24 frames (or more) long. In between key frames 
are minor frames that fill in the gaps between key frames and makes it into an actual animated 
sequence. However, the process is somewhat different for the various mediums.
A traditional animation, done entirely by hand on paper, requires every single frame to be 
explicitly drawn, including minor frames. The number of minor frames needed depends on the 
action; a quick jab might only need a few minor frames, while a drawn-out stare-down would 
require many (as well as more key frames). Anything left out will have to be inferred by the 
viewer. This is very useful for quick scenes, which our minds tell us are supposed to be too fast 
to perceive clearly anyway, but may require work-arounds or not be feasible at all in slower 
scenes.
By contrast, our team worked with digital animation. This has a number of strengths, 
including the ability to heavily reuse assets (such as characters and scenes) and the ability to 
make major adjustments more quickly than on paper. Also, some programs, such as Autodesk 
Maya, will automatically read the key frames and interpolate the minor keys on its own (via 
movement translation). The way it interpolates can be carefully controlled via the Graph Editor, 
which presents the data as a series of lines and curves between key frames. However, the 
interpolation is not always perfect, and fast scenes can suffer from the program guessing 
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inappropriately, requiring manual adjustments and further key frames. This is the exact opposite 
of the traditional animator's benefit.
Part 1: The 12 Principles of Animation
Although not every animation has to adhere to every principle, all quality animations will 
touch upon at least some of the twelve principles of animation. They are: Squash and Stretch, 
Anticipation, Staging, Straight Ahead and Pose to Pose Animation, Follow Through and 
Overlapping Action, Slow-Out and Slow-In, Arcs, Secondary Action, Timing, Exaggeration, 
Solid Drawing, and Appeal.
Squash and Stretch is the action of compressing and stretching a character as it moves, 
thereby giving the illusion of weight and volume. It is also useful for facial animations, to 
varying degrees; a cartoon character with big, fat features would use Squash and Stretch 
extensively, while something realistic would have very little. That said, even animations and 
movies that are intended to resemble realism, such as Disney's The Incredibles, will make subtle 
use of Squash and Stretch to give their characters weight and presence in the world. 
Anticipation refers to a movement that prepares the audience for a major action the 
character is about to perform, such as the wind-up before a punch or a squat before a great jump. 
In reality, almost all actions have some degree of anticipation, and it can be exaggerated in an 
animation for various effects, such as emphasis or comedy.
Staging is using a pose or action to clearly communicate attitude, mood, reaction, or idea 
of a character as it relates to the story or storyline. It is often used in conjunction with specific 
camera angles to further emphasize what is being communicated, such as a low close-up of a 
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sneering villain. It is important that the staging does not obscure or hinder the greater animation 
or have too many actions at once, which confuses the viewer.
Straight Ahead and Pose-To-Pose Animation are actually techniques for drawing the 
animations themselves. Straight Ahead is exactly how it sounds; one starts at the first drawing 
and continues until the end of a scene. It is liable to variations in size, volume, and even 
proportions, but it also has a greater sense of spontaneity and fluidity. This is generally used for 
fast, wild action scenes.
On the other hand, Pose-To-Pose animation is carefully planned out and uses key 
drawings as reference between scenes, just like storyboarding. It allows for much greater control 
of size, volume, and proportions, as well as the action itself, but it's liable to rigidity. Often, a 
lead animator will draw the key scenes and pass them off to an understudy, who will draw the in-
between scenes. This allows the lead animator to produce more scenes and focus on the planning 
of the overall animation. Many animations and animated movies use some combination of 
Straight Ahead and Pose-To-Pose animation.
Follow Through, essentially, refers to the conservation of momentum; no matter how 
quickly a character stops moving, their clothing, hair, and even limbs will take a little longer to 
catch up. Overlapping Action is when the character has a sudden change in direction, whether 
from motion to a different motion or from standstill to motion. Just how their hair and clothes 
don't immediately stop, they also don't immediately follow. If a character with long hair suddenly 
makes a turn, their body will go in the new direction while their hair makes a curve towards it, 
moving in the original direction for a little while as it catches up. Alternatively, if a character 
with a baggy shirt jumps, the hem of the shirt will stay in place for a little while.
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When animating an action, there are more drawings or frames at the beginning of the 
action, fewer in the middle, and more again at the end. Fewer drawings of frames makes the 
animation faster, and more makes it slower. Since the beginning and end have more drawings 
than the middle, they slow and soften the transition between the two. Therefore, to get smooth 
actions, Slow-Out, Slow-In.
With the exception of machines and mechanical devices (e.g. robots), all actions follow a 
slight arc. This is especially true of humans and animals. By acknowledging and planning around 
the Arcs of movement, one can achieve much more fluid animation.
Secondary Actions add to and enhance a main action. For example, if the main action is 
receiving a punch, the secondary actions could include a wince, bruising, a groan of pain, or 
clutching at the offending fist. All actions involved should work together to support each other.
Every good animator knows that it's all about Timing. Careful use and manipulation of 
timing, on everything from movements (voluntary and involuntary) to dialogue to shots where 
only the camera moves, keeps an animation alive and interesting.
Exaggeration is primarily used in animations to give a false sense of realism to the 
animation. For example, if an animated character directly replicated realistic movement, say 
through motion capture, it would actually look unrealistic. Exaggerating their movements and 
expressions makes them feel more “real”. Of course, extreme exaggeration simply makes things 
look comical or ridiculous, so one must carefully judge how much feels “right”.
For non-abstract art, the quality of the art is proportional to the skill and ability of the 
artist. For this reason, it is crucial for a good animation to also have artists with Solid Drawing 
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techniques. Professional artists need to know about form, weight, volume, perspective, lighting, 
and many other things.
To be popular and appreciated, an animation (and its characters) must have some kind of 
Appeal. The type of appeal depends on the genre and the intended audience, but a complete lack 
of appeal will result in an animation that is, literally, unappealing. For example, a villain who's 
simply evil, with no explanation, is boring, while one who has a complex history and motivation 
(even if warped by the villain's own perceptions) is significantly more interesting. A villain may 
even get away with being evil for the sake of evil so long as they are the best dastard villain they 
can be and perform it with a villainous flair.
Part 2: The Animation Process
Regardless of the animation, our process for constructing it is generally the same. Once a 
character is properly rigged, the animator can manipulate the handle controllers to move and 
control the model. For a given scene, the animator adjusts the model to match the first key frame. 
For a standing jump, that means that the first key frame is of the character standing completely 
still. Each new key frame in the scene must be recreated in the program, each time saving it as a 
new key frame. Following the example, the first few key frames would be the anticipation of the 
crouch, in which the character leans forward and raises his heels off the floor slightly. The 
following key frames would be of the character approaching a crouch, crouching, anticipating 
the jump, proceeding to jump (but not yet leaving the ground), and actually jumping in the air. 
Since this was done by program, Maya will automatically interpolate some of the minor frames; 
it will follow the path of motion, but it will not add follow-through or secondary actions, and it 
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may or may not follow an arc. Those must all be added by the animator as new key frames, and 
must be manually timed to properly fit the motion.
Throughout the process of building the scene, the animator will frequently test and tweak 
segments of the animation over and over until it functions as desired. In Maya, this can be done 
simply by pressing the Play button in the bottom-right of the screen. Maya also default to assume 
a frame rate of 24 frames per second, which can be changed if desired in the Animation 
Preferences. The available playback speeds are “Real-time” (locked at the frame rate), “Every 
Frame, free” (plays every frame, as fast as it can), and “Every Frame, Max Real-Time” (ensures 
playback speed doesn't surpass the framerate, thereby allowing it to play scenes with a lot of 
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Fig. 6.2.1: The animation process
frames in exacting detail while not unnecessarily speeding up normal scenes). However, these 
are also limited by the computer's ability to process the information.
To get an unpolished but precise representation of a scene, one can choose to Playblast it 
by right-clicking on the timeline and selecting Playblast. This will create a rough video of the 
entire scene (or within a specified range) that's played back at real-time, thereby removing the 
computer's power from the equation. Also, since it doesn't take into account special effects or 
fancy settings, the render time is short enough to be actually practical for repeated testing. 
However, it is still not quite as convenient for minute testing as simply playing a scene, so its 
usefulness is relative.
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Section VIII: Rendering
Rendering is the process of generating an image from a scene, commonly involving a 
model. In Autodesk Maya, even though the various view windows can generate previews ranging 
between bare wireframes (the edges and vertices without face, color, or material information) to 
high-definition reproductions, they are still only previews. Only a render can precisely show how 
the scene actually looks. 
Part 1: Subsurface Scattering
Light does not solely reflect off the surface of objects. When it hits a non-metalic 
material, it will breach through the surface, bounce around, and then reflect back out at a 
different angle, in addition to the surface reflection. This changes both the “shininess” of the 
surface (since not all the light is reflected directly) and the perceived depth of the material. The 
process by which this is imitated in a program is called Subsurface Scattering (or SSS).
A model without subsurface scattering looks physically rigid, regardless of how fluid the 
animation is. A model with recognizable skin, such as person, will look like their skin is made of 
plastic or rubber and ruins any illusion of realism. It is the SSS that allows one to see the veins in 
a person's ears or perceive their skin to be flesh.
To implement Subsurface Scattering, our team used six different skin layers. First and 
foremost was the texture map, which served as the color base. The translucence of skin, as well 
as the gloss of the Hero's mask, was imitated with a Secondary and Primary specular map, both 
of which were successively lighter versions of the base texture map. The actual color was created 
via three texture maps: one each for the Epidermal and Subdermal skin layers and one for 
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Backscatter (i.e. light bouncing off the very muscle layer). By default, the Epidermal layer was a 
sheer yellow color, the Subdermal layer was a burned orange, and the Backscatter layer was a 
sheer red. We adapted the texture map so that the skin matched these colors on the respective 
layer.
One particular challenge with Subsurface Scattering was applying it to the skin but not to 
hair or facial accessories (e.g. the Hero’s mask). Since the material to which SSS was applied 
was also used for the entire head, the entire head looked like skin. To work around this, we left 
the color of non-skin elements unchanged between the different texture maps. Since the light-
scattering effect is created by the juxtaposition of different colors, the identical colors completely 
negated it. Also, to prevent said elements from having a skin-like sheen, we left their parts of the 
specular maps completely black.
Figs. 8.1.1-6 (from top-left, clockwise): Hero's head's texture map, secondary specular, primary specular,
backscatter layer, subdermal layer, and epidermal layer
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Part 2: Final Render Settings
Each completed animation sequence had a series of cameras – usually three or four, but 
always at least one – that were used to track the action and served as the active viewpoint when 
rendering. The cameras themselves were set to HD 720p widescreen (1280x720) with 72ppi 
(pixels-per-inch). Each frame of the animation was rendered as a PNG image, which were later 
combined (at 24 frames per second) and edited into (soundless) video segments. The video 
segments were exported in WMV format due to its lossless quality.
Regarding the rendering itself, we used mental ray lighting with Raytracing shadows. 
Reflections and refractions were both set to 1, and shadows were set to 2. That is, any light 
source will only reflect or refract once, and any objects reflected and/or refracted more than 
twice total will no longer show shadow. This was to minimize the time required to actually 
render a scene.
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Section IX: Sound
Just how lighting can make or break a movie, proper use of sound is crucial to success. 
Our original intent was to have an overarching music track that would dictate the mood and flow 
of events throughout the entire animation, similar to Pixar's Day & Night short animation. 
However, we quickly realized it was far out of scope for the time we had.
Deciding against making a silent movie, we chose to use freely-available sounds and 
effects for our animation. We for various sounds, such skids and screeches, servo buzzes, metal 
crunches, whooshing, explosions, and all manner of bumps, clicks, beeps, and zaps. Naturally, 
we favored ones that we could implement with a minimum of editing.
Our team managed to find a variety of royalty-free music tracks, such as action music and 
suspenseful tunes, which we modified to suit our animation. All music used was composed by 
Kevin MacLeod.
After collecting and filtering through all our options, we downloaded the sounds we 
wanted and imported them into our AfterEffects project. The sounds were inserted into the 
animation as their own layer and carefully timed. Sometimes, we'd have to edit a sound in 
Audacity, usually to stretch or shrink it a little. Since we could measure in AfterEffects how long 
the relative scene segment was, we were able to make fewer edits in total than if we were doing 
it completely by ear.
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Section X: Editing
Just how real movies scenes are almost never filmed in sequence, our team animated and 
rendered different scenes of Captain Eagle vs Doctor Catastrophe at different times and 
composited them together, both for our tests and for the final cut.
We actually began the final compilation while still animating; we made sure to carefully 
name and number each scene as it relates to the story at large, so that compiling them later would 
be quick and easy. In AfterEffects, we started by importing all our scenes into the Project 
Window (File → Import, or just clicking on the empty Project Window itself). We verified that at 
least a few of the videos had matching framerates (right-click a video → Interpret Footage → 
Main...); we absolutely expected them to match, but it served as a precaution. Once the videos 
were set, we imported the folder itself containing the sound files.
Having collected all our resources within the Project Window and verified that they work 
as intended, we create a new composition (Composition → New Composition). This is the actual 
project that will use and compile the scenes. A pop-up appears that asks for the settings of the 
composition, such as resolution, aspect ratio, frame rate (inferred from the clips), and duration. 
AfterEffects is notably different from other video editing programs in that the video length is 
strictly maintained by composition settings, instead of adjusting automatically to fit the actual 
sum of the videos. Of course, it can be extended or contracted later by changing the settings. We 
knew our video wouldn't quite reach five minutes, so we set the length to that.
Once the composition is created, it appears on the bottom window as a complex timeline, 
with time information on the right half and attribute information (e.g. name, details, effects) on 
the left half. The window in the middle of the screen suddenly has a blank box as well; this is the 
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We also made use of animation layers, which are similar to layers in Photoshop and other 
image manipulation programs. This allowed us a finer degree of control as to how exactly each 
part of the animation comes out. For example, the city as a whole uses Raytracing and 
reflections, while the human characters, as previously mentioned, use Subsurface Scattering. The 
robots do not match either category and, therefore, get their own layer as well.
51
RESULTS AND CONCLUSIONS
The final movie came in at three minutes and forty seconds of runtime, and it proved 
enjoyable in spite of the initial cuts to the story. The animation itself has a few flaws throughout, 
but they are minor and are not immediately apparent to those who are not actively searching 
them out. The other assets – the models, lighting, sounds, and such – are of high quality and 
worthy of presentation. The editing adds to the overall experience in addition to being functional. 
Overall, our team learned more about rigging, lighting, editing, and even rendering from this 
project than in all of our previous classes. 
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GLOSSARY
Composite: A combination of visual elements, here scenes, into a single element, i.e. several 
video clips into one.
Edge: The line connecting two geometric vertices.
Face: A representation of the generated surface between three or more vertices that form a closed 
geometric shape. Ex: In a simple cube model, each corner is a vertex, and each square 
that makes up the cube is a face.
Geometry: Also called a mesh; a collection of vertices, edges, and faces that defines a model.
Handle controller: A NURBS curve, usually a circle, that serves as the parent of a joint, thereby 
allowing the joint (and the area it controls) to be manipulated without having to directly 
select the joint itself.
Interpolation: The automatic creation of minor frames between key frames.
Joint: A place where two or more bones are attached together. Each joint has an area and 
strength of influence, which determines how it deforms the model.
Joint, spline: A controller that deforms the model in a cylindrical area along a curve.
Key frame: A image (traditional) or frame (digital) that represents a major point in a larger 
action. In animation programs, the more detailed the action, the more key frames required 
to keep the animation fluid.
Kinematics, forward-: FK; a representation for the implementation of kinematic equations 
along the joint chain to which it is applied. Manipulates down the joint chain. Contrast: 
Inverse-kinematics. Ex: Rotating a leg at the base will rotate the entire leg.
Kinematics, inverse-: IK; a representation for the implementation of kinematic equations along 
the joint chain to which it is applied. Manipulates up the joint chain. Contrast: Forward-
kinematics. Ex: Moving an ankle controller will cause the rest of the leg to adapt to its 
new position.
Lag: When an application, or aspect of an application, fails to respond in a timely manner to 
given inputs.
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Layer, animation: Used to overlap animations from different sources.
Light, ambient: A light that represents a source of fixed intensity and color that affects all 
objects in its radius equally, regardless of distance from the source.
Light, directional: A light that equally illuminates an entire scene, and all its objects, from a 
given direction. Ex: The sun.
Light, point: A light that illuminates in all directions, radiating from a point in space. Ex: A light  
bulb.
Map, specular: An image file, similar to a texture map, used to define a surface's shininess and 
highlight color. Lighter colors are shinier while darker colors are more matte.
Map, texture: An image file that is used to add some form of detail to a model, such as color or 
texture (latter also called a bump map). It works by following specific lines and patterns, 
so as to wrapped around the model and display its data over the shape.
Map, UV: The information of a three-dimensional model, cut and stretched so that it can be laid 
out on a two-dimensional grid. Since it will show where the lines and vertices of the 
model are, it can be used in painting the texture map.
Material: A description of what an object looks like when it is rendered. In Maya, the material 
has a visual representation and can be directly modified.
Mesh: The surface or “skin” of a model, made up of faces and vertices. Similar to topology, but 
refers to the surface as a whole.
Mesh, base: Regarding KludgeCity, a plane of any shape with several concentric subdivisions.
Native: The default file type for a specific program. Ex: PSD for Photoshop, XCF for GIMP.
NURBS: Non-Uniform Rational B-Spline; a type of geometry, includes curves and surfaces, that 
is made from the interpretation of points instead of polygons. NURBS objects do not 
normally render and are, therefore, ideal for use as joint controllers.
Parent: Any object that controls the attributes of one or more child objects. A parent can also be 
the child of another parent. Ex: Once bound, a rig becomes the parent of the model onto 
which it is applied.
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Poly count: The number of polygons in a model. It is primarily measured in “Tris” (triangular 
faces) in Maya and in “ActivePoints” (equivalent to vertices) in ZBrush.
Poly, High-: Literally, “high-polygon”; a model with a lot of polygons and, therefore, a lot of 
resolution. Except for individual image renders, it is assumed that the model has more 
polygons than is necessary or advisable.
Poly, Low-: Literally, “low-polygon”; a model with relatively few polygons and, therefore, low 
resolution. It is primarily used in interactive environments where dynamic rendering is 
important, such as videogames.
Polypaint: A Zbrush-specific set of color and material information relating to a model. It can be 
used instead of a texture map, but only within ZBrush itself and does not replace its 
functionality.
Primitives: Basic geometric shapes and forms that are pre-generated by the a modeling program 
itself, usually with adjustable parameters. Ex: a plane, sphere, cube, cone, pyramid, or 
cylinder.
Raytracing: A rendering technique used to create photorealistic reflections and refractions on 
reflective surfaces, as well as realistic shadows.
Rendering: The process of generating an image from a scene, commonly involving a model.
Retopologize: To create a new, low-poly topology from a high-poly model, thereby making a 
low-poly version of the original.
Rigging: The process of applying joints and skeletons to a model in preparation for animation.
Rotation: Moving an object around its center of rotation (which can be changed by the user), but 
not moving the center of rotation itself. Contrast: translation.
Script: A small program written for the convenient execution of tasks which could otherwise be 
executed manually, usually at a significance increase in time. Ex: KludgeCity and 
QTown.
Seam: The edge of a texture or UV map, where the geometry is separated.
Shadow-fill: The technique of lightening shadows or adding lesser lights opposite main lights to 
offset the severity of shadow. While artificial, it prevents shadows from obstructing the 
scene.
56
Spline: A curved line, made up of segments and defined by control points.
Storyboard: A graphic organizer in the form of illustrations or images displayed in sequence for 
the purpose of pre-visualizing a movie, animation, or motion sequence. Each image 
represents a single scene, or part of a scene, within the animation, and contains motion 
flow arrows, camera movement notes, and other important details that cannot be inferred 
from the image alone or that are worth pointing out.
Subsurface scattering: SSS; the process of emulating the way light penetrates a non-metallic 
surface, bounces around, and reflects back out at a different angle.
Time slider: A slider for adjusting a scene's position on the timeline.
Timeline: A representation of the length of an animation, usually measured in frames. It is 
directly utilized in the process of making the animation.
Topology: The surface of a model, usually measured in faces or vertices. Similar to a mesh, but 
refers to the geometry of the surface.
Translation: Physically moving an object along any combination of the X, Y, and Z planes, such 
that its center of rotation is displaced from its original position in space. Contrast: 
rotation.
Tropes: Devices and conventions that a writer can reasonably rely on as being present in the 
audience members' minds and expectations.
Vertex: A 3D point in space, or a corner shared by two or more faces.
Wireframe: A display technique that shows a model as a collection of lines and vertices.
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