t are considered for t > 0 and x > 0. The unique solvability of these equations is proved in weighted Sobolev spaces with fractional positive or negative derivatives, summable to the power p ∈ [2, ∞).
Introduction. We are considering the equation
in one space dimension for x > 0 and t > 0 with some initial condition at t = 0 and zero boundary condition at x = 0. Here w k t are independent one-dimensional Wiener processes and f and g k are some given functions of (ω, t, x). The functions a and σ k are assumed to depend only on ω and t. Such equations with a finite number of the processes w k t appear, for instance, in nonlinear filtering problems for partially observable diffusions (see [11] ). Considering infinitely many w k t turns out to be instrumental in treating equations for measure valued processes, for instance, driven by space-time white noise (see [8] or [6] ).
Our main goal is to prove solvability of such equations in spaces similar to Sobolev spaces, in which derivatives are understood as generalized functions, the number of derivatives may be fractional or negative, and underlying power of summability is p ∈ [2, ∞).
The motivation for this goal is explained in detail in [5] or [8] , where an L p -theory is developed for the equations in the whole space. We only mention that if p = 2, the theory was developed long ago and an account of it can be found, for instance, in [11] . The case of equations in domains is also treated in [11] . However, the solvability is only proved in spaces W 1 2 of functions having one generalized derivative in x square summable in (ω, t, x). It turns out that going to better smoothness of solutions is not possible in spaces W n 2 and one needs to consider Sobolev spaces with weights, allowing derivatives to blow up near the boundary. The theory of solvability in Hilbert spaces like W n 2 with weights is developed in [1] and [10] , where n is an integer. Here we show what happens if one takes a fractional or negative number of derivatives and replaces 2 with any p ≥ 2. By the way, according to [2] , it is not possible to take p < 2 when stochastic terms are present in the equation.
Unlike the above mentioned works, we only concentrate on the one-dimensional case. There are several reasons for that, the main being that even in the case of Hilbert spaces in [1] the central estimates are first proved in the one-dimensional case and after this there is still a rather long way to go to get to multidimensional domains. Our treatment of the one-dimensional case is long itself.
One of main difficulties in developing the theory presented below was finding right spaces. The idea was to find a scale of spaces like in [11] , [5] , or [8] generated by fractional powers of a certain operator, which is 1 − ∆ in [11] , [5] , and [8] . From the results of [1] and [10] one can guess that xD = x∂/∂x should be such an operator in our case. Elliptic second-order operators are more appropriate if one wants to define fractional powers and expects them to have nice properties. Therefore, our first attempt was to try the operator L = xD(xD) + xD − c, which is formally selfadjoint for any constant c. However, after having constructed the theory we noticed that the same spaces can be defined as images of spaces from [5] or [8] under certain linear mapping. This made using the results from [5] and [8] easier and allowed us to avoid developing solvability theory for L and investigating the semigroup and the resolvent associated with this operator.
In [11] , [5] , and [8] the solution is sought for in the same scale of spaces (at least as far as the space variables are concerned) as the one to which the free terms f and g belong. Surprisingly enough this is not the case in our situation, and this causes many difficulties practically at each step. The origin of all unusual features of our theory lies in the fact that there are no operators commuting with ∂/∂x and generating our scale of spaces. To give one more example of what is unusual we state the following theorem, which can be obtained from Theorem 3.2 after changing variables v(t, x) = e
the equation 
Surprising in this theorem is that if we replace e 2x with 1 in (0.1), then the result becomes well known and is true for any finite T (now with N depending on T too). The presence of e 2x makes (0.1) degenerate, and usually results for degenerate equations differ very much from those for nondegenerate cases. Actually, we do not know much about (0.1). In particular, it would be interesting to know whether Theorem 0.1 remains true if we replace the term (1 −2α)v x in (0.1) with bv x where b is an arbitrary constant.
The article is organized as follows. In section 1 we introduce and investigate basic spaces with weights of functions of x ∈ (0, ∞). Section 2 is devoted to stochastic Banach spaces of functions of (ω, t, x) satisfying zero boundary condition at x = 0. This condition is expressed by means of requirement (2.1). In section 3 we prove our main Theorem 3.2 about unique solvability of our equations. The reader will see the very core of our technique in the proof of Lemma 3.6. Rather long section 4 contains the proof of the main particular case of Theorem 3.2, which is stated as Lemma 3.5.
Sobolev spaces with weights. For γ
be the spaces of Bessel potentials (see, for instance, [13] ) which are formally given by 
xθ/p is well defined and is a distribution on R. Indeed, the action of h on a test function
We denote h = Q p,θ f in this way defining a one-to-one operator Indeed, an easy computation shows that 
, where N is independent of f .
It is convenient here also to notice that for the same f we have
with N independent of f . Indeed, the inequality on the right is known to be true even for any f ∈ H γ p . As far as the left inequality is concerned, by Remark 1.5 we have
It only remains to remember (see [13] ) that such η is a pointwise multiplier in any space H 
where N is independent of u. Thus, the space H 
To prove (1.2) observe that for any integer k ≥ 1,
where c k,n are some constants and c k,k = 1. This and the inequality on the right in (1.1) give us the inequality on the right in (1.2). On the other hand, one can solve the triangular system (1.3) with respect to M n D n . Then from the inequality on the left in (1.1) we get
which proves the inequality on the left in (1.2).
The following theorem will play the most important role in obtaining results for equations on R + from those on R. 
where N depends on δ as well. Proof. Since the functions ζ(x)u(e n x) vanish outside the support of ζ, by the change of variables (see Theorem 4.3.2 in [13] )
with N independent of n, u. By translation invariance of the norm in H γ p the last expression equals
where η(e x−n ) = ζ(e x−n )e (n−x)θ/p . Next it is easy to find a finite m such that for
It follows that I(x) is bounded on [0, 1]. On the other hand I(x)
is obviously periodic with period 1. Thus I(x) is bounded on R. The same is true for
and so on. By Theorem 2.2 and Remark 2.1 of
, which yields our first assertion.
To prove the second one we use the same resources as above and get
The theorem is proved. Remark 1.12. Similar to properties of I(x) in the above proof, we find that if ζ ∈ C ∞ 0 (R + ) and β ∈ R, then n e (n+x)β ζ(e n+x ) is bounded on R, which after substituting log x in place of x implies that n e nβ ζ(e n x) ≤ Nx −β on R + . The following theorem is used in establishing some properties of our stochastic Banach spaces. Theorem 1.
Recall that the operator M is defined by Mu(x) = xu(x) and let
θ, γ ∈ R, θ = p. Then M −1 u ∈ H γ+1 p,θ ⇐⇒ Du ∈ H γ p,θ and M −1 u ∈ µ H µ p,θ . (1.5)
In addition, under either one of the above conditions
p,θ , then by Remark 1.7 we have
and the right inequality in (1.6) holds. On the other hand, under the condition on the right in (1.5) we have
which by Remark 1.
p,θ and the inequality on the left in (1.6). The theorem is proved.
The following result will also be used in the future.
Lemma 1.14. For any constants p, θ, α we have
where b = θ/p, I is the identity operator, c i are certain constants, and
Indeed, equalities (1.7) are checked out by straightforward computations and (1.8) follows immediately from Remarks 1.5 and 1.7.
2. Stochastic Banach spaces on R + . Let (Ω, F, P ) be a complete probability space, (F t , t ≥ 0) be an increasing filtration of σ-fields F t ⊂ F containing all P -null subsets of Ω, and P be the predictable σ-field generated by (F t , t ≥ 0). Let {w
..} be a family of independent one-dimensional F t -adapted Wiener processes defined on (Ω, F, P ). We are going to use the Banach spaces [5] or [8] , where we take d = 1. Also throughout the remaining part of the paper θ = 0, θ = p, and p ≥ 2 unless another range of p is specified explicitly.
Definition 2.1. Let τ be a stopping time, f and g
Finally, we introduce spaces of initial data. We write
) and denote
for all t ≤ τ at once with probability one. In this situation we also write
, there exists only one pair of functions f and g in Definition 2.2. Therefore, the notation M −1 f =Du, g =Su, and (2.3) make sense.
It is also worth noting that the last series in (2.2) converges uniformly in t on
Remark 2.4. It follows from Theorem 1.13 that, in Definition 2.2, the two requirements (2.1) and u x ∈ H γ p,θ (τ ) can be replaced with only one:
where 
which is a Banach space by Theorem 3.7 of [8] . This easily implies that u has a modificationū such that φū belongs to l 2 ). In this case one obtains an equivalent norm by replacing ||(f, g)||
Remark 2.9. From Remark 1.3 we have
The assertions of the following theorem are straightforward corollaries of Remark 2.4 and of two Sobolev theorems. One says that
is the Zygmund space (which differs from the usual Hölder space C δ = C δ (R) only if δ is an integer; see [13] ). The second one says that H 
, where C α is the Zygmund space. In addition,
.
(
In order to prove the solvability even of the simplest equations we need the following embedding theorem. However, the way in which the right-hand side of (2.4) depends on T will not be used.
Theorem 2.11. Let T ∈ (0, ∞) be a constant and let τ ≤ T . Then for any
To prove this theorem we use the following fact, which is similar to Remark 2.2 of [5] or Remark 4.11 of [8] .
Lemma 2.12. Let T ∈ (0, ∞) be a constant and let
). (2.5)
Proof. As always, it suffices to prove (2.5) for any particular γ and τ = T (regarding τ see, for instance, the proof of Theorem 7.1 in [8] ). We take γ = 2. Then (2.5) becomes
It suffices to prove this inequality for c = 1. Indeed, for any constant a > 0 we have 
This proves (2.6) with a p in place of c. We further transform (2.6) with c = 1 by denoting v = u x and h
. We see that we only need to prove that
By Theorem 2.1 of [5] or Theorem 4.10 of [8] and by the observation that dv
where
By using the self-similarity of the equation 
By Lemma 2.12 for u n (t, 
). (2.9)
To transform this inequality notice that all the functions u n (t, x) as functions of x have supports inside the support of ζ which is bounded. Therefore (see Remark 1.6),
Also,
By combining this with (2.9) and (2.8) we get (2.4). The theorem is proved. As always the main role is played by the spaces H γ p,θ,0 (τ ) of functions with zero initial conditions. In connection with this it is worth noting that while constructing our theory we could replace
Such an axiomatic approach to defining a norm of u(0, ·) yields, of course, the solvability results for the widest possible class of initial data, namely, for those which are extendible at least in some way for t > 0. However, in applications we often want to know how to describe "admissible" initial data by knowing only their analytic properties. A partial answer to this question is given in the following theorem, which also shows why we use the norm given by (2.10). Theorem 2.13. If 0 < θ < p and γ = 2 and 1 < p < ∞, then for every
there exists a deterministic u ∈ H γ p,θ such that du = D 2 u dt, u| t=0 = u 0 , and 
Finally we fix T ∈ (0, ∞) and find that
To estimate I from below through J, denote v := |u| p/2 and observe that we have
By evaluating the last integral we get
, where 1/q = 1 − 1/p, and from (2.12) we get
with the corresponding inequality for the norms since 2−2/p > 0. Also, one can easily check that q −1 (1 − c) 2 − c(c − 1) > 0 for 0 < θ < p and therefore, after passing to the limit as T → ∞, we obtain the following intermediate estimate:
An attentive reader might have noticed that the above derivation of (2.13) and (2.15) falls into some trouble if 1 < p < 2. Indeed, then we get terms containing |u| to a negative power and also the absolute continuity of v is not clear. However, the following fact is true even if 1 < p < 2:
(i) the functions |u| p/2 and |u| p−2 uu x are absolutely continuous on R;
Above we have only used this fact. However, we do not prove (i) and (ii). Instead, we show how to get (2.15) for 1 < p < 2 by using an approximation argument.
For
As it is easy to see, we have |G ε (u)| ≤ (1 + ε p/2 )|u| p and, for |u| ≤ 1,
we get as above
By letting ε ↓ 0, noticing that lim ε↓0 G ε (s) = p(p − 1)|s| p−2 and c < 1, and using Fatou's lemma, we again arrive at (2.14) and (2.15).
Next, take a function ζ ∈ C ∞ 0 (R + ) and notice that for u n (t, x) := u(e 2n t, e n x) we have
Hence by inequalities (IV.3.1) and (IV.3.2) in [9] (also see Remark 2.3.2 in [13] ) for any n we obtain
We make the change of variable t replacing it with e 2n t; then we multiply through the inequality by e 2n−np+θn and observe that by Remark 1.6
where N = N (ζ, p). Also use the fact that
where N = N (ζ, p, η) and η is a more or less arbitrary function of class C ∞ 0 (R + ) with support covering that of ζ.
Then we get
where ξ = M 1−2/p ζ and η 1 is a function of type η. For the right choice of ζ we rewrite the last inequality as
Next, we use (2.16) and inequalities (IV.3.1) and (IV.3.2) in [9] to write
If η 1 and η 2 are functions of class C ∞ 0 (R + ) with supports covering that of ζ, then, for the same reasons as before, this inequality yields
Together with (2.15), (2.17), and the equation ∂u/∂t = M −1 (Mu xx ) the last inequality implies that u ∈ H 2 p,θ and that (2.11) holds with γ = 2. Actually, above we have constructed a mapping u 0 ∈ C
Remembering that H γ p,θ is a Banach space and relying on the usual continuity argument based on (2.18), we see that Π can be extended on all
in such a way that ∂Πu 0 /∂t = D 2 Πu 0 , Πu 0 | t=0 = u 0 , and (2.18) holds. The theorem is proved.
Remark 2.14. We will see from Theorem 3.2 that Theorem 2.13 holds for any γ ∈ R and the solution is unique in H γ p,θ . In connection with this it is interesting to notice that Theorem 2.13 without weights and on R instead of R + cannot hold for all 1 < p < 2 if γ = 1. For instance, if 1 < p < 3/2, then, for the solution u of the equation
with initial condition given by the delta function, we have u(0, ·) ∈ H 1−2/p p , but the pth power of the function u x is not integrable over R + × R.
3. SPDEs with constant coefficients on R + . Take a stopping time τ . On R + we will be dealing with the following equation:
where f and g k are given D(R + )-valued P-measurable functions, a and σ k are given real-valued P-measurable functions, u is an unknown D(R + )-valued function, and the equation is understood in the sense of distributions as follows. We say that u is a solution of (3.1) with given initial condition u 0 if for any test function φ ∈ C
for all t ≤ τ with probability one, where all integrals are assumed to have sense and the last series is also assumed to converge uniformly on each interval of time [0, T ∧ τ ] in probability, where T is any finite constant. (τ, l 2 ). Below we show that under an additional assumption on a and σ the mapping u → (f, g) is onto.
We always assume that for some constants K ≥ δ > 0 and all ω, t we have
Here is the main result of this section. 
where N = N (γ, θ, p, K, δ). Finally, the uniqueness holds even if we replace condition (a) with: p ≥ 2 and θ ∈ (0, p).
Remark 3.3. In a subsequent paper on equations in R d + we will show that condition (a) can be relaxed to be p ≥ 2 and 1 ≤ θ < p. This could be done here too if one uses interpolation with respect to θ and the result of [7] , where the case θ = 1 is treated. However, there is a small gap in the arguments proving (2.9) of [7] , so that strictly speaking we cannot use the result of [7] .
Remark 3.4. Notice that when conditions (b) or (c) are satisfied, θ may be any number in (0, p).
It is also worth noting that if θ ≥ p or θ ≤ 0, then the statement of Theorem 3.2 is false even in the case of the heat equation. This can be shown by simple examples.
The proof of this theorem is based on two lemmas, the first of which we prove in section 4. 
If the operators Λ p,θ , M 2/p−1 , and D were commuting, then our candidate would be an exact solution of (3.1). Since this is not the case, we need an additional argument based on Lemma 1.14.
Take n = 2 and first let 1 > γ ≥ 0. Then by what we know in the case γ ≥ 1, we have
We apply Λ 
Indeed, by Remarks 2.4 and 2.8 and Lemma 1.14 we easily get that
and thatũ satisfies (3.11) with
Obviously,f andḡ are as in (3.10) . Also by Lemma 1.14 at t = 0,
).
This finishes the proofs of (3.10) and our claim.
Since γ + 1 ≥ 1, it follows from (3.10) that the functionū := R(f,ḡ,ū 0 ) is well defined, belongs to H The theorem is thus proved. Remark 3.7. In the above argument one can use (MD) 2 instead of Λ 2 p,θ , which would make the argument shorter. We prefer Λ 2 p,θ bearing in mind a generalization to a multidimensional case.
Remark 3.8. From the above derivation of Theorem 3.2 from Lemma 3.5 it is seen that, if the assertions of Theorem 3.2 hold for some particular γ, p, θ, a, and σ satisfying the conditions of Theorem 3.2, then they hold for any γ ∈ R with the same p, θ, a, σ. holds. This implies that in the equation
. Also, obviously if we can solve the above equation in H 2 p,θ,0 , then by adding to the solution the functionū we get a solution of (3.1) with initial data u 0 . Therefore, in the proof of Lemma 3.5 without loss of generality, we may and will confine ourselves only to the case u 0 ≡ 0. Furthermore, we may assume that a ≡ 1. Indeed, to get the result for the general case one only needs to use a random time change. Namely, let us define
Direct computations (see, for instance, Lemma IV.2.2 and Theorem IV.2.3 in [3] ) show thatw k (t) are independent Wiener processes and also that u is a solution of (3.1) if and only ifũ is a solution of
Therefore, we easily get the desired result for general a from the result for a ≡ 1. Finally, obviously we may assume that τ ≤ T where the constant T < ∞. Thus, we may and will assume that u 0 = 0, a ≡ 1, and unless stated explicitly otherwise τ ≤ T .
We divide the proof of the lemma in this case into the following subcases: 1. p ≥ 2 and θ ∈ [p − 1, p), existence; 2. p ≥ 2 and θ ∈ (0, p), uniqueness; 3. p ≥ 2 and σ ≡ 0; 4. σ ≡ 0 and g ≡ 0.
4.1. Case p ≥ 2 and θ ∈ [p − 1, p). Existence. We use the following simple lemma.
Lemma 4.1. Let functions f, h be defined on R + , be locally absolutely continuous, and satisfy Denote by E the collection of functions of the form
for t < 0, then it satisfies the heat equation for all t ≤ T and 0 < x < 2. For such functions it is well known (see, for instance, the maximum principle and Theorem 8.4.4 in [4] ) that for any integer n ≥ 0,
Therefore, for θ > 0,
In addition, as has been mentioned above, we have u ∈ H γ p (τ ) for any γ. By embedding theorems (see [5] or [8] )
which proves that, for any θ > 0, we have M −1 uη ∈ L p,θ (τ ) if η = η(x) is smooth and vanishes for x ≥ 1. In the same way it is proved that for any integer n ≥ 0 and θ > 0, To prove this claim, let ζ ∈ C ∞ (R) be such that ζ(x) = 1 for x ≤ 1/2 and ζ(x) = 0 for x ≥ 1. We want to apply Theorem 1.10 to prove that ζu ∈ H with zero initial condition. Because of compactness of supports off andḡ, by already cited results from [5] or [8] It follows that for any x ∈ R + there is a sequence of stopping times τ (n) ↑ τ localizing the stochastic integral in (4.9) so that It turns out that for almost any x ∈ R + , here one can replace τ (n) with τ and integrate with respect to x over R + . To prove this it suffices to prove that 
L p,θ (τ,l2) .
4.4.
Case σ ≡ 0 and g ≡ 0. Actually, this is the case of the heat equation without any stochastic terms. In this case Lemma 3.6 is available for any p > 1 and as in section 4.1, to prove existence, it suffices to prove (4.5) for f as in section 4.1. This time we get (4.20) with ε = 0 even for 1 < p < 2, which is proved by the same approximating argument as in the proof of Theorem 2.13 right after (2.15). Hence, we have existence.
The uniqueness is proved as in the beginning of section 4.2 observing that this time we do not need condition θ ∈ [p − 1, p) to be satisfied and yet have (4.20) .
This finishes the proof of Lemma 3.5.
