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Abstract
We study the quantum correlations between the two remote qubits (sender and receiver) con-
nected by the transmission line (homogeneous spin-1/2 chain) depending on the parameters of the
sender’s and receiver’s initial states (control parameters). We consider two different measures of
quantum correlations: the entanglement (a traditional measure) and the informational correlation
(based on the parameter exchange between the sender and receiver). We find the domain in the
control parameter space yielding (i) zero entanglement between the sender and receiver during the
whole evolution period and (ii) non-vanishing informational correlation between the sender and re-
ceiver, thus showing that the informational correlation is responsible for the remote state creation.
Among the control parameters, there are the strong parameters (which strongly effect the values
of studied measures) and the weak ones (whose effect is negligible), therewith the eigenvalues of
the initial state are given a privileged role. We also show that the problem of small entanglement
(concurrence) in quantum information processing is similar (in certain sense) to the problem of
small determinants in linear algebra. A particular model of 40-node spin-1/2 communication line
is presented.
PACS numbers:
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I. INTRODUCTION
The formation and evolution of quantum correlations is one of the central problems of
quantum information. Although quantum correlations are necessary to provide advantages
of quantum information devices in comparison with their classical counterparts, the appro-
priate measure of these correlations is not well-established yet. For a long time, quantum
entanglement [1, 2] was considered as a suitable measure, but recently quantum non-locality
[3–5] and speedup [6–10] were observed in systems with minor entanglement. Therefore,
the quantum discord was introduces as an alternative measure [11–14]. Still it is not clear
whether the above mentioned quantum entanglement (even if its value is minor) captures
all those quantum correlations that provide the advantages of any quantum device, or other
types of correlations (which are captured, for instance, by discord rather then by entangle-
ment) become more important in certain cases.
We may assume that the quantum correlations can be classified (with possible overlaps
among different classes) so that a given quantum process is governed by a certain class of
quantum correlations rather then by all of them. In this paper we are aimed on revealing
those quantum correlations that are responsible for remote state creation [15–22], which is
the further development of the problem of end-to-end quantum state transfer along a spin
chain [23–33].
We consider a model of two remote one-qubit subsystems (called the sender (S) and the
receiver (R)) connected to each other through the homogeneous spin-1/2 chain (called the
transmission line (TL)). The initial state of the whole system is separated one with the
both sender and receiver are in mixed states. Therefore, there is no quantum correlations
between the sender and receiver initially. After the initial state is installed, the state of the
whole system evolves under some Hamiltonian giving rise to mutual quantum correlations
between the sender and receiver.
Our study is based on the comparative analysis of two classes of quantum correlations.
The first class is captured by the sender-receiver entanglement (SR-entanglement), while the
second class is captured by the so-called informational correlation which has been recently
introduced [34, 35]. The latter quantity counts the number of parameters of the local
unitary transformation initially applied to the sender (which are called eigenvector control-
parameters below) that can be detected at the receiver. Informational correlation is discrete
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by its definition and it is directly related to the associated system of linear algebraic equations
whose solvability turns into the appropriate determinant condition [35].
We study the dependence of both the SR-entanglement and informational correlation on
the parameters of the sender’s and receiver’s initial state which we call the control parameters
naturally separated into eigenvalue and eigenvector parameters. In turn, we separate the
eigenvector control-parameters into the strong control parameters (whose values strongly
effect the quantum correlations) and weak control parameters (whose effect is negligible).
In addition, our study shows that there is a domain in the control parameters space which
yields zero SR-entanglement during, at least, the considered evolution period. However, the
parameters from this domain can also be transfered from the sender to the receiver (or
vise-versa); therefore the informational correlation is non-zero and remote state creation is
possible. Thus, the informational correlation serves as a measure selecting the quantum
correlations responsible for the state transfer/creation, while the SR-entanglement doesn’t
capture the required correlations.
At last, we show that the states with small SR-entanglement have the same pre-image in
the control-parameter space as the states with small determinants. Therefore, the case of
small determinants is likely to be the case when the advantage of quantumness disappears. In
addition, this situation has something in common with so called fluctuations of entanglement
[36, 37] showing that the value of these fluctuations can reach the value of entanglement
itself, so that the calculated value of entanglement is not reliable in that case.
The paper is organized as follows. In Sec.II, we discuss the initial state of the communica-
tion line and classify the control parameters associated with this state. The SR-entanglement
(SR-concurrence) and informational correlation as two different measures of quantum cor-
relations are discussed in Sec.III. A particular model of quantum communication line based
on the nearest-neighbor XY Hamiltonian is considered in Sec.IV. Both sender and receiver
are one-qubit subsystems in our case. The brief comparative analysis of SR-concurrence
and informational correlation is represented in Sec.V. Finally, the basic results are discussed
in Sec.VI. Some additional details concerning the permanent characteristics of communica-
tion line, explicit form of the receiver’s density matrix, properties of determinants, the time
instant for state registration are given in Appendix, Sec.VII.
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II. CLASSIFICATION OF CONTROL PARAMETERS
A. Initial state
We consider a homogeneous spin-1/2 chain whose evolution is governed by some Hamil-
tonian commuting with the z-projection of the total spin momentum (the external magnetic
field is z-directed). The whole N -spin communication line consists of three interacting sub-
systems: the one-qubit sender S (the first qubit of the chain), the one-qubit receiver R (the
last qubit of the chain) and the transmission line TL (a spin-chain connecting the sender
and receiver). For the sake of simplicity, we consider the tensor-product initial state
ρ0 = ρ
S
0 ⊗ ρ
TL
0 ⊗ ρ
R
0 , (1)
where ρS0 , ρ
TL
0 and ρ
S
0 are, respectively, the initial density matrices of the sender, transmission
line and receiver, therewith ρTL0 is the density matrix of the ground state,
ρTL = diag(1, 0, 0, . . . ), (2)
and
ρS0 = U
SΛS(US)+, ρR0 = U
RΛR(UR)+. (3)
Here the eigenvalue and eigenvector matrices read, respectively,
ΛS = diag(λS, 1− λS), ΛR = diag(λR, 1− λR), (4)
and
US =

 cos piα12 −e−2ipiα2 sin piα12
e2ipiα2 sin piα1
2
cos piα1
2

 , (5)
UR =

 cos piβ12 −e−2ipiβ2 sin piβ12
e2ipiβ2 sin piβ1
2
cos piβ1
2

 . (6)
The parameters λS, λR are referred to as the eigenvalue control-parameters, while the pa-
rameters αi, βi (i = 1, 2) are called the eigenvector control-parameters. Their variation
intervals are following:
0 ≤ αi ≤ 1, 0 ≤ βi ≤ 1, i = 1, 2,
0 ≤ λS ≤ 1, 0 ≤ λR ≤ 1.
(7)
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Studying the correlations between the sender and the receiver we need the density matrix
of the subsystem SR, which reads
ρSR(t) = TrTL
(
V (t)ρ0V
+(t)
)
, V (t) = e−iHt, (8)
where the trace is taken over the transmission line.
B. Three types of control parameters
The control parameters λS, λR, αi, βi (i = 1, 2) introduced in formulas (4-6) can be
separated into three following groups.
1. The two eigenvalue parameters λS and λR.
2. The two parameters α1 and β1, characterizing the absolute values of the independent
eigenvector components of the sender’s and receiver’s initial states (they are called
strong parameters in Sec.IVA2).
3. The two phase-parameters α2 and β2 of the sender’s and receiver’s initial states (they
are called weak parameters in Sec.IVA2).
Studying the effects of different parameters on the measure of quantum correlations F
(either SR-entanglement or informational correlation), we, first of all, consider the mean
value, F¯ , of this quantity with respect to all the eigenvector parameters Γ˜,
Γ˜ = {α1, α2, β1, β2}, (9)
selecting the eigenvalues λS and λR as the most important control parameters. The mean
value of a function F with respect to some parameter γ is defined as follows:
〈F 〉γ =
∫ 1
0
dγF (γ), (10)
where we take into account that all the parameters αi and βi have the same variation interval
from 0 to 1, as given in (7). Thus, the resulting mean value F¯ as a function of the eigenvalues
λS and λR reads:
F¯ (λS, λR) = 〈F 〉Γ˜ ≡
〈〈〈
〈F 〉α1
〉
β1
〉
α2
〉
β2
. (11)
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Next, to estimate the effect of different eigenvector parameters, we introduce the so-called
standard deviation with respect to the particular parameter γ ∈ Γ˜. This deviation is also a
function of the eigenvalues λS and λR:
δ(F )γ (λ
S, λR) =
√〈(
F¯ (λS, λR)− 〈F 〉Γ˜γ
)2〉
γ
, (12)
where Γ˜γ is the list Γ˜ without the parameter γ, for instance Γ˜α1 = {α2, β1, β2}.
The two measures of quantum correlations (denoted by F in the above formulas) are
briefly described in Sec. III.
III. TWO MEASURES OF QUANTUM CORRELATIONS
As has been already mentioned, the two measures of quantum correlations of our interest
are the SR-entanglement (the traditional measure [1, 2]) and the informational correlation
[35] (the measure responsible for eigenvector-parameters transfer). Before proceed to the
subject of this section we note the two features of the informational correlation: (i) it is
discrete-valued and (ii) its existence depends on the set of determinant conditions responsible
for solvability of the associated linear system of algebraic equations. These determinant
conditions are shown to be appropriate objects to compare with SR-entanglement.
A. SR-entanglement as a traditional measure of quantum correlations
We consider the SR-entanglement using the Wootters criterion [1, 2] taking the initial
state of the sender and receiver in form (3-6) and the initial state of the transmission line
ρTL in ground state (2).
Since the entanglement E is a monotonic function of so-called concurrence C, E =
−1+
√
1−C2
2
log2
1+
√
1−C2
2
− 1−
√
1−C2
2
log2
1−√1−C2
2
, we base our consideration on this quantity,
which can be calculated as follows:
C = max(0, 2λmax −
4∑
i=1
λi), λmax = max(λ1, λ2, λ3, λ4), (13)
where λi are the eigenvalues of the following matrix
ρ˜(SR) =
√
ρSR(σy ⊗ σy)(ρSR)∗(σy ⊗ σy), σy =

 0 −i
i 0

 . (14)
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B. Informational correlation
The informational correlation defined in [35] is the number of independent eigenvector-
parameters of the sender’s initial density matrix which can be registered at the receiver at
some time instant t. We briefly recall its features. The sender’s initial density matrix ρS0
and the receiver’s density matrix ρR at some time instant t can be written, respectively, as
follows:
ρS0 =

 1− x1 x2 + ix3
x2 − ix3 x1

 , (15)
ρR(t, x) = TrS,TLρ(t, x) =

 1− y1(t, x) y2(t, x) + iy3(t, x)
y2(t, x)− iy3(t, x) y1(t, x)

 ,
where x = (x1, x2, x3) and the trace is taken over the nodes of sender S and transmission
line TL (i.e., over all the nodes except for the Nth one). Here, in view of formulas (3) -
(5),
x1 =
1
2
(
1 + (1− 2λS) cos(α1pi)
)
, x2 = −
1
2
(1− 2λS) sin(α1pi) cos(2α2pi), (16)
x3 =
1
2
(1− 2λS) sin(α1pi) sin(2α2pi),
and yi depend explicitly on xi, i = 1, 2, 3 (see Appendix, Sec.VIIB, for details):
y1 = ρ
R
1;1 = T10;10 + (T11;11 − T10;10)x1 + 2Re(T10;11)x2 − 2Im(T10;11)x3, (17)
y2 = Re(ρ
R
0;1) = Re(T00;10) +Re(T01;11 − T00;10)x1 +Re(T00;11 + T01;10)x2 −
Im(T00;11 − T01;10)x3,
y3 = Im(ρ
R
0;1) = Im(T00;10) + Im(T01;11 − T00;10)x1 + Im(T00;11 + T01;10)x2 +
Re(T00;11 − T01;10)x3,
where T -parameters are defined by the interaction Hamiltonian, which is shown in Appendix,
Secs.VIIA and VIIB. Remember, that the senders’ and receiver’s initial density matrices
ρS0 , ρ
R
0 have the forms given in (3) – (6). Therefore the functions yi depend on αj (through
xi, i = 1, 2, 3) and also on βj, j = 1, 2, that will be used in Sec.IVB.
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1. Determinant conditions quantifying informational correlation
In our case, there are two eigenvector control-parameters of the sender: αi, i = 1, 2. To
extract the parameters αi from the receiver’s density matrix ρ
R, we have to solve system
(17), where xi, i = 1, 2, 3, are related with αi, i = 1, 2, by formulas (16). Obviously, the
informational correlation ESR can take three values: 0, 1, or 2.
ESR = 2. In this case system (17) must be solvable for both parameters α1 and α2, so
that the following determinant condition must be satisfied:
∆(2) =
1
∆
(2)
0
3∑
n,m=1
m>n
3∑
i,j=1
j>i
∣∣∣∣ ∂(yi, yj)∂(xn, xm)
∣∣∣∣
∣∣∣∣∂(xn, xm)∂(α1, α2)
∣∣∣∣ 6= 0. (18)
ESR = 1. In this case system (17) must be solvable for one of the parameters, either α1
or α2, so that the following determinant condition must be satisfied:
∆(1) =
1
∆
(1)
0
3∑
i,n=1
∣∣∣∣ ∂yi∂xn
∣∣∣∣
(∣∣∣∣∂xn∂α1
∣∣∣∣ +
∣∣∣∣∂xn∂α2
∣∣∣∣
)
6= 0. (19)
ESR = 0. The both determinants ∆(i), i = 1, 2, in (18) and (19) are identical to zero, so
that no parameters can be registered at the receiver.
In eqs.(18) and (19), the normalizations factors ∆
(i)
0 , i = 1, 2, are defined by the condition
that 〈∆(i)〉Γ = 1 if yj = xj , j = 1, 2, 3 (in this case the receiver’s density matrix ρ
R coincides
with the sender’s initial density matrix). Here Γ is the list of all the parameters of the initial
state,
Γ = {λS, λR, α1, α2, β1, β2}. (20)
Thus,
∆
(2)
0 =
〈
3∑
n,m=1
m>n
∣∣∣∣∂(xn, xm)∂(α1, α2)
∣∣∣∣
〉
λS ,α1,α2
=
pi
2
, (21)
∆
(1)
0 =
〈
3∑
n=1
(∣∣∣∣∂xn∂α1
∣∣∣∣ +
∣∣∣∣∂xn∂α2
∣∣∣∣
)〉
λS ,α1,α2
=
1
4
+
3
pi
,
In expressions (21), we take into account that all the parameters Γ have the same variation
interval from 0 to 1 and the receiver’s control parameters λR, βi, i = 1, 2 do not appear in
expressions (21), according to definitions of xi (16).
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Although the informational correlation E(SR) takes discrete values, it is directly related to
the determinants ∆(i) which, in turn, are the usual continuous functions of the time and the
control parameters. These determinants ∆(i) are the functions which we deal with hereafter.
Some useful properties of the determinants are given in Appendix, Sec.VIIC.
IV. A PARTICULAR MODEL OF COMMUNICATION LINE BASED ON SPIN-
1/2 CHAIN OF N = 40 NODES
We consider the evolution of a homogeneous spin-1/2 chain of N = 40 nodes governed
by the nearest neighbor XY-Hamiltonian
H =
39∑
i=1
D(IixI(i+1)x + IiyI(i+1)y), (22)
where D is the coupling constant between the nearest neighbors, Ijα (j = 1, . . . , 40, α =
x, y, z) is the jth spin projection on the α-axis. In our model, we use the dimensionless
time Dt formally setting D = 1. Studying the correlations among the sender and receiver,
it is natural to consider the time instant t such that the SR-concurrence C and/or the
determinants ∆(i) averaged over the initial conditions (i.e., 〈C¯〉λS ,λR and/or 〈∆¯
(i)〉λS ,λR) are
maximal. For N = 40, this time instant t = 43.442 is found in Appendix, Sec.VIID.
A. SR-concurrence as a function of control parameters
In this section we represent the detailed analysis of the SR-concurrence as a function
of control parameters. First of all, we calculate the SR-concurrence averaged over all the
eigenvector parameters Γ˜ and represent such mean SR-concurrence as a function of the
eigenvalues λS and λR in Sec.IVA1. After that, the effects of the control parameters Γ˜ on
the SR-concurrence will be demonstrated in terms of the standard deviations with respect
to these parameters in Sec.IVA2. Additional details are discussed in Secs.IVA3-IVA6.
1. Mean SR-concurrence C¯ in dependence on initial eigenvalues
To calculate the mean SR-concurrence C¯ averaged over the parameters Γ˜ we use formula
(11) with the substitution F = C. Therewith, C is defined in eq.(13). The mean SR-
concurrence C¯ as a function of λS and λR is depicted in Fig. 1. In this figure, each curve
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FIG. 1: The mean SR-concurrence C¯ as a function of λS and λR. Each line corresponds to the
particular value of λS = 12 ,
2
3 ,
5
6 , 1 increasing from the bottom to the top of figure. The gridding
for averaging: αi, βi = 0.05n, n = 0, 1, . . . , 20. The same gridding is used in Fig.2. We show only
the region 12 ≤ λ
S ≤ 1, 12 ≤ λ
R ≤ 1 because of the symmetry λ↔ 1− λ.
corresponds to a particular value of λS = 1
2
, 2
3
, 5
6
, 1, while λR is along the abscissa axis
(remember the symmetry S ↔ R). First of all we shell note that the mean SR-concurrence
decreases with an increase in the chain length. It is also an increasing function of both λR
and λS reaching its maximal value C¯max at λ
S = λR = 1. For the chain of N = 40 nodes,
this maximum is C¯max = 1.15 × 10
−1. Next, the value of C¯ tends to zero as λS → 12 (or
λR →
1
2
) with C¯|λS= 12 ,λR=1
= C¯|λS=1,λR= 12
= 1.87× 10−4.
We also observe that all the curves (except the curve λS = 1) start from some λR > 1
2
.
This means that there is a region on the plane of the control parameters (λR, λS), which
maps into the states of the subsystem SR with zero SR-entanglement regardless of the
eigenvector control parameters Γ˜. This property of our model will be discussed in Sec.IVA3
in more details.
2. Effect of eigenvector initial parameters Γ˜
The effect of αi on C¯ is quite similar to that of βi, i = 1, 2, owing to the symmetry S ↔ R
of the system. Therefore, hereafter in this section we consider only two standard deviations
of the SR-concurrence with respect to the parameters βi, i = 1, 2, using formula (12) with
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the substitutions F = C and γ = βi:
δ
(C)
βi
=
√〈(
C¯ − 〈C〉Γ˜βi
)2〉
βi
, i = 1, 2. (23)
These standard deviations are shown in Fig.2. Fig.2a and Fig.2b demonstrate, respectively,
that C¯ is sensitive to the parameter β1, and C¯ is not sensitive to the parameter β2. For this
reason, the parameters α1, β1 and α2, β2 are referred to as, respectively, strong and weak
parameters. We can neglect the effect of β2 and α2 putting β2 = α2 = 0 in most calculations.
The λ-dependence of standard deviations δ
(C)
β1
is quite similar to that of the mean con-
currence. The function δ
(C)
β2
is different and it is not monotonic with respect to λR and λS,
which is shown in Fig. 2b. Therewith, unlike the mean concurrence, both δ
(C)
β1
and δ
(C)
β2
vanish at λR = 1
2
, because in this case the receiver’s initial density matrix is proportional to
the identity matrix and therefore does not depend on the parameters βi.
Similar to the mean concurrence, each of the curves in Fig.2a and Fig.2b starts from some
λR > 1
2
(while the curve λS = 1 starts from λR = 1
2
), which means that there is a region
on the (λR, λS)-plane corresponding to the states of the subsystem SR with zero δ
(C)
β1
and
δ
(C)
β2
. Of cause, the standard deviations are zero in the domain of the (λR, λS)-plane where
C¯ = 0, see Sec.IVA1. The pre-image of non-entangled states in the control parameter
space together with its boundary deserves the special consideration which is given in the
next subsection.
3. Pre-image of non-entangled states ρSR in control-parameter space and its boundary
In this subsection we disregard the effect of weak control parameters setting α2 = β2 = 0,
which significantly simplifies the numerical calculations.
According to Figs.1 and 2, the SR-concurrence C strongly depends on the control pa-
rameters λS, λR, α1 and β1 and vanishes inside of a large domain of these parameters. In
particular, its mean value C¯ vanishes if the initial eigenvalues λS and λR are inside of certain
domain on the plane (λR, λS). This domain at t = 43.442 is shown in Fig.3 and is called the
pre-image of non-entangled states ρSR (C ≡ 0) on the plane (λR, λS).
We see that there is a well defined boundary (the line B) separating the pre-images of
the states with C¯ = 0 and C¯ > 0. Furthermore, the inset in this figure shows that there is
the limiting value λSmin = 0.999892, such that if λ > λ
S
min, then the mean SR-concurrence
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FIG. 2: The standard deviations δ
(C)
βi
, i = 1, 2, as functions of λS and λR. Each line corresponds
to the particular value of λS = 12 ,
2
3 ,
5
6 , 1 increasing from the bottom to the top of figure. Both
standard deviations vanish at λR = 12 . (a) δ
(C)
β1
with the maximal value δ
(C)
β1
|λS=λR=1 = 7.05×10
−2.
(b) δ
(C)
β2
with the maximal value δ
(C)
β2
|λR=0.75
λS=1
= 2.16× 10−5,
FIG. 3: The pre-images of states ρSR with C¯ = 0 and C¯ > 0 separated by the boundary B on
the plane (λR, λS) at t = 43.442. The inset represents the boundary B in the close neighborhood
of λR = 12 showing the limiting value λ
S
min = 0.999892 such that, if λ
S > λSmin, then C¯ > 0 for all
λR, 0 ≤ λR ≤ 1. The boundary B is symmetrical with respect to the bisectrix λS = λR, which
crosses the boundary at the point Λ = (0.7987, 0.7987). The pairs of parameters (λR, λS) along
the dashed lines l1 – l4 (including the bisectrix) will be used for constructing the pre-images of
entangled states on the (β1, α1)-plane in Fig.6.
12
FIG. 4: The evolution of the point Λ of the boundary B (see Fig.3) along the bisectrix λS = λR.
The position of Λ on the bisectrix is defined by the parameter λR (ordinate axis).
C¯ > 0 for all λR, 0 ≤ λR ≤ 1.
Obviously, the boundary B on the (λR, λS)-plane evolves in time keeping the symmetry
with respect to the line λS = λR which is shown in Fig.3. To demonstrate this evolution we
take a boundary point Λ with the coordinates λS = λR = 0.7987 (marked in Fig.3) and show
its evolution along the bisectrix λS = λR in Fig.4. We see that this point reaches its minimal
position at t = 43.442 (the pre-image of entangled states is above the evolution curve), i.e.,
exactly at the time instant found for state registration. Therefore, if the initial eigenvalues
are taken inside of the domain below the boundary B in Fig.3, then evolution can not create
the entangled states irrespective of the values of the eigenvector control-parameters αi and
βi.
4. Witness of SR-entanglement
The numerical simulations show that even if the initial eigenvalues are inside of the
pre-image of states with C¯ > 0, the SR-concurrence equals zero in large domain of the
control parameters αi and βi, i = 1, 2. For clarity, we introduce the following witness of
SR-entanglement
W (λS, λR) =
∫
θ(λS, λR, α1, β1)dα1dβ1, (24)
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FIG. 5: The witness of SR-entanglement W as a function of λR and λS at t = 43.442.
where
θ(Γ) =

 1, C(λ
S, λR, α1, β1) > 0
0, C(λS, λR, α1, β1) = 0
, (25)
and we take into account that all parameters Γ˜ vary inside of the unit interval (7), see Fig.5.
If the RS-concurrence were nonzero for all values of α1 and β1, then the graph would be
horizontal plane with z-coordinate equal 1. However, our surface is different and it is always
below the above mentioned plane. This means that the SR-concurrence is zero inside of
large domain on the plane (α1, β1) and this domain depends on λ
S and λR. Moreover, the
slope of the surface in Fig.5 shows that the area of the pre-image of the entangled states on
the plane of the parameters α1, β1 increases with the distance from the boundary curve.
5. Pre-image of entangled states on (β1, α1)-plane
From Fig.5 it follows that the pre-image of entangled states on the plane (β1, α1) depends
on the particular values of λS and λR. To demonstrate this dependence, we consider the
pre-images of the entangled states on the plane (β1, α1), corresponding to different pairs
(λR, λS) taken along the four lines l1 − l4 in Fig.3 with
λS|l1 = 1, λ
S|l2 = 0.99, λ
S|l3 = 0.9, λ
S|l4 = λ
R. (26)
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The results are depicted in Fig.6, where each closed contour is the boundary of the pre-image
of entangled states associated with a particular value of the pair (λR, λS). The smallest
central contour (which almost shrinks to a point) in each of Figs. 6b-d corresponds to the
point on the appropriate line approaching the boundary B from the right.
The line l1 (see Fig.6a) corresponds to the maximal eigenvalue λ
S = 1, so that λR runs
all the values, 0 ≤ λR ≤ 1. This figure shows us that there is a rectangular subregion of
the pre-image of entangled states for any λR (0 ≤ λR ≤ 1): 0 ≤ β1 ≤ 1, 0 ≤ α1 ≤ 0.0763.
If, in addition, λR = 1, then there are two rectangular subregions of the pre-image of the
entangled states:
1st subregion : 0 ≤ β1 ≤ 1, 0 ≤ α1 ≤ 0.0763, (27)
2nd subregion : 0 ≤ β1 ≤ 0.0763, 0 ≤ α1 < 1.
The 1st rectangular subregion is the pre-image of states with C¯ > 0 corresponding to
λR = 1
2
, i.e., the initial state of the receiver is proportional to the identity matrix and,
consequently, doesn’t depend on the parameters βi. In this case, the SR-entanglement
disappears if α1 > 0.0763. Similarly, the 2nd rectangular subregion is the pre-image of
states with C¯ > 0 corresponding to λS = 1
2
, the SR-entanglement disappears if β1 > 0.0763.
Figs.6b-d clearly demonstrate that the area of the pre-image of the entangled states increases
with the distance from the boundary B which agrees with Fig.5. Remark that the line,
corresponding to λR = λS = 1, appears in two figures: Fig.6a and Fig.6d.
6. Neighborhood of boundary B
Finally, we represent the nearest neighborhood of the boundary B on the plane (α1, β1)
in Fig.7. This neighborhood corresponds to the line which defers from the boundary line B
by the shift T = 0.0001 along the positive direction of the bisectrix λS = λR. This shifted
line can be considered as a line of formation of entanglement.
B. Informational correlation as function of control parameters
Analyzing the results of Sec.IVA we conclude that the SR-concurrence is ”selective” to
the values of control parameters and vanishes in large domain of their space. In this section,
we show that the informational correlation behaves quite differently.
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FIG. 6: The pre-image of entangled states on the plane (β1, α1) for the eigenvalues (λ
R, λS) along
the lines l1, l2, l3, l4 (see Fig.3). Each curve represents the boundary of the pre-image of entangled
states associated with the particular value of λR on the appropriate line lk; the λ
R-interval between
the neighboring curves is ∆λR = 0.05 except the central smallest curves which are specified. All
pre-images of the entangled states are simply-connected domains. (a) λS = 1, 12 ≤ λ
R ≤ 1 (the line
l1 in Fig.3). The lower rectangular curve corresponds to λ
R = 12 , the largest curve corresponds to
λR = 1. (b) λS = 0.99, 0.5799 ≤ λR ≤ 0.99 (the line l2 in Fig.3), the central curve corresponds to
λR = 0.5799, the next one corresponds to λR = 0.59, the largest curve corresponds to λR = 0.99.
(c) λS = 0.9, 0.6979 ≤ λR ≤ 0.9 (the line l3 in Fig.3), the central curve corresponds to λ
R = 0.6979,
the next curve corresponds to λR = 0.7, the largest curve corresponds to λR = 0.9, (d) λR = λS ,
0.7988 ≤ λR ≤ 1 (the line l4 in Fig.3), the central curve corresponds to λ
R = 0.7988, the next one
corresponds to λR = 0.8, the largest curve corresponds to λR = 1.
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FIG. 7: The formation of SR-entanglement on the line neighboring the boundary B in Fig.3.
This neighboring line is obtained by shifting the boundary B along the bisectrix λS = λR over
T = 0.0001. Thus, the rectangular contours above the abscissa axis and near the ordinate axis
correspond, respectively, to the points (λR, λS) = (0.5 + T√
2
, 0.999892 + T√
2
) and (λR, λS) =
(0.999892+ T√
2
, 0.5+ T√
2
). The crosspoint with the bisectrix is (λR, λS) = (0.7987+ T√
2
, 0.7987+ T√
2
).
For the two neighboring curves ith and (i+ 1)th above and below the bisectrix α1 = β1, we have,
respectively, |λSi+1 − λ
S
i | = 0.01, and |λ
R
i+1 − λ
R
i | = 0.01.
We study the informational correlation ESR following the strategy of Sec.IIIA and base
our consideration on the determinants ∆(i) instead of ESR itself because they are responsible
for the registration of the sender’s control parameters αi, i = 1, 2, at the receiver. First, we
consider the mean determinants as the functions of eigenvalues λS and λR, Sec.IVB1, and
then we turn to the effects of the eigenvector control parameters in Sec.IVB2.
1. Mean determinants in dependence on initial eigenvalues
To calculate the mean determinants ∆¯(i) we use formula (11) with substitutions F = ∆(i),
i = 1, 2. Therewith, ∆(2) and ∆(1) are defined, respectively, in eqs. (18) and (19).
Calculating ∆¯(i), we have to take into account that the dependence of determinants
on α(i), λS is separated from their dependence on β(i), λR in formulas (18) and (19) (see
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Appendix, Sec.VIIC for details). Consequently, formula (11) for the mean determinants
∆(i) yields:
∆¯(2)(λS, λR) =
1
∆
(2)
0
3∑
n,m=1
m>n
3∑
i,j=1
j>i
〈∣∣∣∣ ∂(yi, yj)∂(xn, xm)
∣∣∣∣
〉
β1,β2
〈∣∣∣∣∂(xn, xm)∂(α1, α2)
∣∣∣∣
〉
α1,α2
, (28)
and
∆¯(1)(λS, λR) =
1
∆
(1)
0
3∑
i,n=1
〈∣∣∣∣ ∂yi∂xn
∣∣∣∣
〉
β1,β2
〈(∣∣∣∣∂xn∂α1
∣∣∣∣+
∣∣∣∣∂xn∂α2
∣∣∣∣
)〉
α1,α2
(29)
Moreover, the averaging over αi can be simply done analytically, i.e.,〈∣∣∣∣∂(xn, xm)∂(α1, α2)
∣∣∣∣
〉
α1,α2
=
pi
2
(1− 2λS)2, (n,m) = (1, 2), (1, 3), (2, 3) (30)
and
〈(∣∣∣∣∂xn∂α1
∣∣∣∣ +
∣∣∣∣∂xn∂α2
∣∣∣∣
)〉
α1,α2
=

 |1− 2λ
S|, n = 1
6
pi
|1− 2λS|, n = 2, 3.
(31)
The mean determinants ∆¯(i), i = 1, 2, as functions of λS and λR are depicted in Fig. 8
We see that, unlike the concurrence, there is no domain on the plane (λR, λS) resulting
in the zero mean determinants. Both of them vanish on the line λS = 1
2
(any λR), and in
addition ∆¯(2) vanishes on the line λR = 1
2
(any λS). Moreover, there is no domain on the
plane (α1, β1) leading to the vanishing determinants. There are only two lines α1 = 0 and
α1 = 1 (any β1, α2 and β2 ) yielding the zero determinant ∆
(2), while ∆1 6= 0 for any initial
parameters αi and βi (if λ
S 6= 1
2
).
2. Effect of eigenvector initial parameters Γ˜
Unlike the concurrence, the informational correlation is not symmetrical with respect to
the replacement S ↔ R, and so do the determinants ∆(i) (i = 1, 2). Therefore, we consider
the four standard deviations for each determinant ∆(i):
δ∆
(i)k
βi
≡ δ
(k)
βi
=
√〈(
∆¯(k) − 〈∆(k)〉Γ˜βi
)2〉
βi
, i, k = 1, 2, (32)
δ∆
(i)k
αi
≡ δ(k)αi =
√〈(
∆¯(k) − 〈∆(k)〉Γ˜αi
)2〉
αi
, i, k = 1, 2. (33)
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FIG. 8: The mean determinants ∆¯(2) (solid line) and ∆¯(1) (dashed line) as functions of λS and
λR. Each line corresponds to the particular value of λS = 12 ,
2
3 ,
5
6 , 1 increasing from the bottom to
the top of the figure with ∆¯2|λS= 1
2
= ∆¯1|λS= 1
2
= 0. Each function ∆¯(2) and ∆¯(1) takes its maximal
value at the boundary point λS = λR = 1: ∆¯
(2)
max = 0.6413 and ∆¯
(1)
max = 0.8869. Therewith, ∆¯(2)
turns to zero at λR = 12 for all λ
S . On the contrary, ∆¯(1) doesn’t vanish at λR = 12 , its maximal
value in this case is at λS = 1: ∆¯(1)| λS=1
λR=12
= 0.1929.
The standard deviations δ
(k)
βi
are shown in Fig.9. We see similarity in their behavior. Fig.9a
demonstrates that determinants ∆¯(i) (i = 1, 2) are sensitive to the parameter β1 (strong
parameter), while, according to Fig.9b, they are non-sensitive to the parameter β2 (weak
parameter). As shown in Fig.9c,d, both α1 and α2 are strong parameters (i.e., they signifi-
cantly effect the determinants), contrary to the case of SR-entanglement.
Remark, that all the standard deviations vanish at λR = 1
2
, except δ
(1)
α1 . Therefore, the
control parameter α1 of the sender can be considered as the strongest one.
Remember that the informational correlation ESR discussed above depends on the direc-
tion of the information transfer (from the sender to the receiver). Reversing this direction,
we change the strong and weak eigenvector parameters. Thus, in ESR, the strong param-
eters are αi, i = 1, 2, and β1, while β2 is a weak one. On the contrary, in E
RS , the strong
parameters are βi, i = 1, 2, and α1, while α2 is a weak one.
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FIG. 9: The standard deviations δ
(2)
βi
, δ
(2)
αi (solid lines) and δ
(1)
βi
, δ
(1)
αi (dashed lines), i = 1, 2, as
functions of λR and λS. Each line corresponds to the particular value of λS = 12 ,
2
3 ,
5
6 , 1 increasing
from the bottom to the top of the figure with δ2γ |λS= 1
2
≡ δ1γ |λS= 1
2
= 0 (γ = αi, βi). In addition,
all the standard deviations vanish at λR = 12 except δ
(1)
α1 . (a) δ
(k)
β1
, k = 1, 2, with their maximal
values δ
(2)
β1
|λS=λR=1 = 0.3584, δ
(1)
β1
|λS=λR=1 = 0.3322. (b) δ
(k)
β2
, k = 1, 2, with their maximal values
δ
(2)
β2
|λS=λR=1 = 1.008 × 10
−4, δ(1)β2 |λS=λR=1 = 2.344 × 10
−4. (c) δ(k)α1 , k = 1, 2, with their maximal
values δ
(2)
α1 |λS=λR=1 = 0.3137, δ
(1)
α1 |λS=λR=1 = 0.3601. In addition, δ
(1)
α1 |λR=12
λS=1
= 9.477 × 10−2. (d)
δ
(k)
α2 , k = 1, 2, with their maximal values δ
(2)
α2 |λS=λR=1 = 4.067 × 10
−2, δ(1)α2 |λS=λR=1 = 0.2630.
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V. COMPARATIVE ANALYSIS OF SR-ENTANGLEMENT AND INFORMA-
TIONAL CORRELATION
Now we compare the SR-concurrence and determinants as functions of control param-
eters. As was clearly demonstrated in Sec.IVA3, if the initial eigenvalues λS and λR are
below the boundary B (see Fig.3), then the SR-entanglement can not appear during the
evolution regardless of the values of the control parameters αi and βi. Moreover, if the
initial eigenvalues λS and λR are above the boundary B, then the SR-entanglement can still
be zero at the registration instant unless we take the proper values of the control parame-
ters α1 and β1. In the case of perfect state transfer, the boundary B shrinks to the point
(λR, λS) = (1
2
, 1
2
).
Meanwhile, the mean determinants ∆¯(i) do not vanish both above and below the boundary
B (except the particular lines found in Sec. IVB); therefore the eigenvector parameters αi of
the sender’s state can be transferred to the receiver even if there is no entanglement between
these subsystems during the evolution. All this demonstrates that the SR-entanglement is
not responsible for information propagation and remote state creation because it vanishes
in large domain of the control parameters. On the contrary, the informational correlation is
more suitable measure of quantum correlations in this case.
Comparing Fig. 1 with Fig. 8 at λR = 1
2
, we see that C¯ doesn’t vanish, although its value
is very small with the maximum C¯|λS=1 = 1.87 × 10
−4. Meanwhile, ∆(2) = 0 and ∆(1) 6= 0
with the maximal value ∆¯(1)|λS=1 = 0.1929. Thus we can say that the mean SR-entanglement
is non-zero identically if at least one of the eigenvector parameters can be transferred from
the sender to the receiver.
We also see that the mean values of both SR-concurrence and determinants are small in
the neighborhood of λR = 1
2
. This means that the problem of small concurrence appearing
in our model, in certain sense, is equivalent to the problem of small determinants in linear
algebra.
VI. CONCLUSIONS
We study the dependence of entanglement and informational correlation between the
two remote one-qubit subsystems S and R on the control parameters (which are the pa-
21
rameters of the sender and receiver initial states). The entanglement is the well known
measure responsible for many advantages of quantum information devices in comparison
with their classical counterparts. The informational correlation, being based on the param-
eter exchange between the sender and receiver, is closely related to the remote mixed state
creation. Our basic results are are following.
1. There are strong eigenvector control-parameters which can significantly change the
quantum correlations. In the case of concurrence, these are α1 and β1. In the case
of informational correlation, there are three such parameters: α1, α2 and β1 for E
SR
and β1, β2 and α1 for E
RS. Other eigenvector control-parameters are weak, they do
not essentially effect the quantum correlations. These are parameters α2 and β2 in
the case of concurrence. As for the informational correlation, there is only one weak
parameter: β2 for E
SR and α2 for E
RS.
2. The eigenvalues are most important parameters which strongly effect the quantum
correlations and, in principle, they might be joined to the above strong control param-
eters. However, we keep them in a different group to emphasize the difference between
the eigenvector- and eigenvalue control parameters.
3. In certain sense, there is an equivalence between the problem of vanishing entanglement
and the problem of vanishing determinants in linear algebra.
4. There is a large domain in the control parameter space mapped into the non-entangled
states. On the contrary, there is no domain in the control-parameter space leading to
zero determinants. The determinants vanish only for exceptional values of the control
parameters. This fact promotes the informational correlation for a suitable quantity
describing the quantum correlations responsible for the state transfer/creation.
5. It is remarkable that the weak parameters not only slightly effect on the SR-
entanglement and determinants, but have a distinguished feature in the problem of
remote state creation. Namely, according to [39, 40], any value of the weak parameter
can be created in the receiver’s state using the proper value of the weak parameter
of the sender. Therefore, the weak parameters can be used for organization of the
effective information transfer without changing the value of SR-entanglement.
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VII. APPENDIX
A. Permanent characteristics of communication line
Writing ρSR (8) in components, we have
ρSRi1iN ;j1jN = Ti1iN l1lN ;j1jNk1kN (ρ
S
0 )l1;k1(ρ
R
0 )lN ;kN . (34)
Here all the indexes take two values 0 and 1, the parameters Ti1iN l1lN ;j1jNk1kN in this formula
depend on the Hamiltonian as follows:
Ti1iN l1lN ;j1jNk1kN =
∑
iTL,lTL,kTL
Vi1iTLiN ;l1lTLlNρ
TL
lTL;kTL
V +k1kTLkN ;j1iTLjN , (35)
where the indexes with the subscript TL are the vector indexes of (N − 2) scalar binary
indexes, for instance: iTL = {i2 . . . iN−1}. We refer to these parameters as T -parameters.
In formulas (34) and (35), we write the components of both the density matrices and the
operator V , where both rows and columns are enumerated by the vector subscripts consisting
of the binary indexes. For instance,
ρSRi1iN ;j1jN is the element at the intersection of row {i1iN} and column {j1jN},
and similar for the components of the operator V .
If the transmission line is in ground state (2), then the expression for the T -parameters
is simpler:
Ti1iN l1lN ;j1jNk1kN =
∑
iTL
Vi1iTLiN ;l10TLlNV
+
k10TLkN ;j1iTLjN
, (36)
where 0TL = (0, . . . , 0︸ ︷︷ ︸
N−2
). The number of T -parameters is independent on the length of a
transmission line and is completely defied by the dimensionality of the sender and receiver.
The T -parameters have two obvious symmetries. The first one follows from the Hermitian
property of the density matrix (34), (ρSR)+ = ρSR:
Ti1iN l1lN ;j1jNk1kN = T
∗
j1jNk1kN ;i1iN l1lN
⇒ Im Tj1jNk1kN ;j1jNk1kN = 0. (37)
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The second symmetry follows from the fact that these parameters must be symmetrical with
respect to the exchange S ↔ R:
Ti1iN l1lN ;j1jNk1kN = TiN i1lN l1;jN j1kNk1 . (38)
Finally, the set of T -parameters equals zero as a consequence of the fact that the Hamiltonian
commutes with the z-projection of the total momentum Iz; therefore the nonzero elements
VI,J of the evolution operator are those, whose N -dimensional vector indexes I and J have
equal number of units. Consequently (if the transmission line TL is in ground state (2)
initially),
Ti1iN l1lN ;j1jNk1kN = 0 if


i1 + iN > l1 + lN
j1 + jN > k1 + kN
i1 + iN < l1 + lN and i1 + iN − (j1 + jN ) 6= l1 + lN − (k1 + kN)
.(39)
In other words, the following T -parameters are nonzero:
Ti1iN l1lN ;j1jNk1kN 6= 0 if (40)
(i1 + iN ≤ l1 + lN ) ∧ (j1 + jN ≤ k1 + kN) ∧ (i1 + iN − j1 − jN = l1 + lN − k1 − kN).
The T -parameters are permanent characteristics of the communication line which do not
change during its operation.
B. Explicit form for elements of receiver’s density matrix
We obtain the element of the receiver’s density matrix ρR(t) calculating the trace of the
matrix ρSR (34) over the sender’s node:
ρRiN ;jN =
∑
i1,j1
ρSRi1iN ;j1jN = TiN l1;jNk1(ρ
S
0 )l1;k1 , (41)
where
TiN l1;jNk1 =
∑
lN ,kN ,i1
Ti1iN l1lN ;i1jNk1kN (ρ
R
0 )lN ;kN , (42)
and TiN l1;jNk1 satisfies the symmetry following from symmetry (37):
TiN l1;jNk1 = T
∗
jNk1;iN l1
⇒ Im TiN l1;iN l1 = 0. (43)
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In result, the independent elements of ρR read as follows:
ρR1;1 = T10;10 + (T11;11 − T10;10)x1 + (T10;11 + T11;10)x2 + i(T10;11 − T11;10)x3, (44)
ρR0;1 = T00;10 + (T01;11 − T00;10)x1 + (T00;11 + T01;10)x2 + i(T00;11 − T01;10)x3, (45)
which is a system of linear algebraic equations allowing us to determine the initial parameters
xi knowing the registered density matrix of the receiver’s state. We can conveniently rewrite
system (44) separating the real and imaginary parts to get three independent real equations
(17).
C. Some properties of determinants
The both determinants ∆(1) and ∆(2) depend on the parameters of the initial states of
the sender and receiver: λS, λR, αi, βi, i = 1, 2. But this dependence is partially separated,
which has been already used in eqs.(21): expressions
∣∣∣ ∂(yi,yj)∂(xn,xm) ∣∣∣ and ∣∣∣ ∂yi∂xn ∣∣∣ in, respectively,
eqs.(18) and (19) depend on λR, βi, i = 1, 2, while expressions
∣∣∣∂(xn,xm)∂(α1,α2) ∣∣∣ and (∣∣∣∂xn∂α1 ∣∣∣+ ∣∣∣∂xn∂α2 ∣∣∣)
in, respectively, eqs.(18) and (19) depend on λS, αi, i = 1, 2. All this immediately follows
from the definitions of xi (16) and elements of ρ
R (17).
Notice that each term in definitions (19) and (18) is the independent determinant con-
dition for solvability of system (17) for, respectively, two parameters αi, i = 1, 2, or one
of them. In other words, if there are k nonzero terms in these formulas, then we can find
parameters αi (i = 1, 2) in k different ways. In principle, if each term is small in eq.(18)
(or (19)), then the parameters α1 and α2 (or one of them) can be found from system (17)
with restricted accuracy. However, if there are k small but nonzero terms in (19) (or (18)),
then the accuracy can be improved by calculating the transferred parameters k times and
comparing the results. For this reason we do not divide the sums in both formulas (19) and
(18) by the number of terms in them.
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D. Choice of time instant for state registration
Now we show that C and the determinants ∆(i) averaged over the initial conditions are
maximal at the time instant of the maximum of 〈P¯ 〉λS ,λR(t) = P¯ (t), where
P¯ (t) ≡ 〈P 〉Γ˜ =
1
P0
〈
ρ
(SR)
01;01(t) + ρ
(SR)
10;10(t) + ρ
(SR)
11;11(t)
〉
Γ˜
= (46)
2
3
(
T0110;0110(t) + T1010;1010(t) + T1011;1011(t) +
1
2
T1111;1111(t)
)
.
Here P0 =
3
4
is the normalization fixed by the requirement P¯ |t=0 = 1 and we take into
account that P¯ doesn’t depend on the initial eigenvalues λS and λR. The function P can be
viewed as a probability of registration of the excitation at the nodes of the subsystem SR.
The numerical calculations show that its maximum coincides with the maximum of fidelity
of a one-qubit pure state transfer:
P¯R(t) = ρ
(SR)
01;01(t)|Γ={0,1,0,0,0,0} = T0110;0110(t). (47)
This fact simplifies our calculations.
The time-dependences of the functions 〈P¯ 〉λS ,λR ≡ P¯ , 〈∆¯
(i)〉λS ,λR and 〈C¯〉λS ,λR are shown
in Fig. 10 for the chain of N = 40 nodes (for convenience, we normalize them by their
maxima over the considered long enough interval, 0 ≤ t ≤ 50 , i.e., we show the ratios
〈P 〉n =
〈P¯ 〉λS ,λR
〈P¯ 〉max
λS ,λR
, 〈C〉n =
〈C¯〉λS ,λR
〈C¯〉max
λS ,λR
, 〈∆(i)〉n =
〈∆¯(i)〉λS ,λR
〈∆¯(i)〉max
λS ,λR
, (48)
where
〈P¯ 〉maxλS ,λR = 〈P¯ 〉λS ,λR|t=43.442 = 0.5476, 〈C¯〉
max
λS ,λR = 〈C¯〉λS ,λR |t=43.442 = 9.584× 10
−3, (49)
〈∆¯(2)〉maxλS ,λR = 〈∆¯
(2)〉λS ,λR|t=43.442 = 9.846× 10
−2, 〈∆¯(1)〉maxλS ,λR = 〈∆¯
(1)〉λS ,λR|t=43.442 = 0.2765.
We see that the time instant of the maxima is the same for all four functions and equals
t = 43.442. Namely this optimized time instant is taken for our calculations.
E. Numerical values of T -parameters for N = 40 at optimized time instant.
For the case N = 40, we have calculated the T -parameters at the optimized time instant
t = 43.442 found in Sec.VIID. Similar to [38], the T -parameters can be separated into three
families by their absolute values. We give the list of these families up to symmetries (37,38).
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FIG. 10: The time-dependence of the normalized mean probability 〈P¯ 〉n (dotted line), mean SR-
concurrence 〈C¯〉n (solid line), mean determinants 〈∆¯
(2)〉n (dash-dotted line) and 〈∆¯
(1)〉n (dashed
line) defined in eq.(48) with normalizations given in (49). All four curves have the maximum at the
same time instant t = 43.442 (we use the values of T -parameters found in Appendix, Sec.VII E).
1st family: There are two different parameters with the absolute values gapped in the
interval [6.817× 10−1, 1]:
T0000;0000 = 1, T0000;0110 = −6.817i× 10
−1. (50)
2nd family: There are 8 different parameters with the absolute values gapped in the
interval [2.160× 10−1, 5.353× 10−1]:
T0001;0001 = 5.352× 10
−1, T0011;0011 = 2.865× 10−1, (51)
T0001;0111 = 3.649i× 10
−1, T0000;1111 = 4.648× 10−1,
T0110;0110 = 4.648× 10
−1, T0111;0111 = 2.488× 10−1,
T0110;1111 = 3.169i× 10
−1, T1111;1111 = 2.160× 10−1.
3rd family: There are 5 different parameters with the absolute values gapped in the
interval [0, 5.396× 10−3]:
T0000;0101 = −5.395× 10
−3, T0010;0111 = −2.888× 10−3, (52)
T0101;0101 = 2.911× 10
−5, T0101;0110 = 3.678i× 10−3,
T0101;1111 = −2.508× 10
−3.
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Notice that the parameter T0001;0010 vanishes only due to the nearest-neighbor interaction
model and/or even N . It becomes non-vanishing if at least one of these conditions is de-
stroyed.
We see that there are certain gaps between the neighboring families, which is most sig-
nificant (∼ 102) between the 2nd and the 3rd families. In addition, the parameters from
the 3rd family are smallest ones. Similar to ref.[38], this difference in absolute values of the
T -parameters is due to the symmetries of transitions among the different nodes of the chain.
The obtained values of the T -parameters are used in Sec.IVB.
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