We introduce and investigate weighted context-free grammars over an arbitrary bimonoid K. Thus, we do not assume that the operations of K are commutative or idempotent or they distribute over each other. We prove a Chomsky-Schützenberger type theorem for the series generated by our grammars. Moreover, we show that the class of series generated by weighted right-linear grammars over a linearly ordered alphabet Σ and K coincides with that of recognizable series over Σ and K.
Introduction
Weighted models of computation assign quantitative features to computational processes. For instance finite automata examine whether an input word is accepted or not whereas weighted automata provide information for the cost of the computation, energy consumption, probability of the implementation of the computation, etc. On the other hand, context-free grammars constitute the main generative model with interesting applications in compilers' development (cf. for instance [17] ), model checking [15] , parameterized verification [5] , and runtime verification [23] . Both, weighted automata and weighted context-free grammars have been widely studied over semirings. We refer the reader to [7, 12, 13, 18, 24] for theory and applications of weighted automata over semirings, and to [2, 3, 14, 25] for several results on weighted context-free grammars over semirings.
The last years, it came up that the semiring structure is not sufficient to describe operations needed in modern practical applications, like for instance the average operation. Therefore, several authors built the theory of computational models over more general structures, namely strong bimonoids and valuation monoids [4, 10, 11, 19, 27] . More recently, McCarthy-Kleene logic contributed to the development of an application for runtime verification, within the projects LogicGuard I and LogicGuard II [20, 21] . The extension of that tool, for future applications, required a fuzzy type of McCarthy-Kleene logic as well as weighted computational models. It was proved that the reasonable weight structure is a particular zero-sum free and zero-divisor free bimonoid with only left multiplicative zero. Weighted automata over that bimonoid were investigated in [8, 9] 3 .
It is the goal of this paper to introduce and investigate a weighted context-free grammar model over an arbitrary bimonoid. Since the commutativity of operations of the weight structure is not required, we equipped the rule sets of our grammars with a linear order. Our main results are as follows.
• We prove a Chomsky-Schützenberger theorem for the class of series generated by weighted context-free grammars. As an intermediate step, we show a folklore result, namely for every weighted context-free grammar we can effectively construct an equivalent one in Chomsky normal form permitting also ε-rules.
• We consider weighted right-linear grammars and show their expressive equivalence to weighted automata models of [8, 9] , over an arbitrary bimonoid. For this, we require that the input alphabet is linearly ordered.
The structure of our paper is as follows. Apart from this Introduction the paper contains four sections. In Section 2 we recall notions needed in the sequel and an example of a zero-sum free and zero-divisor free bimonoid with left multiplicative zero [8, 9] . In Section 3 we introduce our weighted context-free grammars and show the closure of the class of their series under sum. Furthermore, we show that the class of series generated by unambiguous grammars is closed under multiplication with scalars from the right, provided the bimonoid has left multiplicative zero. Then, in Section 4 we prove the Chomsky-Schützenberger type theorem, and in Section 5 we show the expressive equivalence of weighted right-linear grammars and weighted automata. Finally, in the Conclusion we refer to open problems for future research. The results of the paper were presented at 9th International Workshop Weighted Automata: Theory and Applications, WATA 2018 [28].
Preliminaries
Let Σ be an alphabet, i.e., a finite nonempty set. We denote by Σ * the set of all finite words over Σ, i.e., the free monoid generated by Σ and set Σ + = Σ * \ {ε}, where ε is the empty word. Assume now that ≤ is a linear order on Σ. As usually, we let a < b iff a ≤ b and a = b, and we keep this notation for every order defined in the paper. The lexicographic order ≤ lex on Σ * is defined as follows. We let w ≤ lex u iff
for every w, u ∈ Σ * .
In the sequel, the lexicographic order is defined, as for Σ * , on the free monoid generated by any finite linearly ordered set.
A bimonoid (K, +, ·, 0, 1) (cf. [10] ) consists of a set K, two binary operations + and · and two constant elements 0 and 1 such that (K, +, 0) and (K, ·, 1) are monoids. The bimonoid is denoted simply by K if the operations and the constant elements are understood. If no confusion arises, we shall denote the · operation also by juxtaposition. The bimonoid K has left (resp. right) multiplicative zero if 0 acts as a left (resp. right) multiplicative zero, i.e., 0 · k = 0 (resp. k · 0 = 0) for every k ∈ K. If the monoid (K, +, 0) is commutative and 0 acts as a left and right multiplicative zero, then the bimonoid is called strong. A semiring is a strong bimonoid where multiplication distributes over addition.
Next we recall from [8, 9] , an example of a bimonoid with left multiplicative zero. The set of the monoid consists of quadruples of the form (t, f, u, e)
where t, f, u, e ∈ [0, 1] and t + f + u + e = 1. The operations and of the monoid are motivated by the fuzzification of disjunction and conjunction of McCarthy-Kleene logic [16, 22] , respectively. Weighted automata over that bimonoid were introduced and studied in [8, 9] as computational models for the quantitative runtime verification within the LogicGuard projects [20, 21] .
Example 1 [8, 9] We consider the set
and define on K two binary operations and as follows. For every k 1 = (t 1 , f 1 , u 1 , e 1 ) ∈ K, k 2 = (t 2 , f 2 , u 2 , e 2 ) ∈ K we let k 3 = k 1 k 2 and k 4 = k 1 k 2 where k 3 = (t 3 , f 3 , u 3 , e 3 ) and k 4 = (t 4 , f 4 , u 4 , e 4 ) are defined by the relations
Then the structure (K, , , 0, 1), where 0 = (0, 1, 0, 0) and 1 = (1, 0, 0, 0), is a bimonoid with left multiplicative zero. Furthermore, it is zero-sum free and zero-divisor free, i.e., for every k, k ∈ K, k k = 0 implies k = k = 0, and k k = 0 implies k = 0 or k = 0, respectively.
We refer the reader to [26] for further examples of bimonoids.
Throughout the paper (K, +, ·, 0, 1) denotes an arbitrary bimonoid.
Let Q be a set. A formal series (or simply series) over Q and K is a mapping s : Q → K. The support of s is the set supp(s) = {q ∈ Q | s(q) = 0}. A series with finite support is called also a polynomial. The constant series k (k ∈ K) is defined, for every q ∈ Q, by k(q) = k. We denote by K Q the class of all series over Q and K. Let s, r ∈ K Q and k ∈ K. The sum s + r, the products with scalars ks and sk, and the Hadamard product s r are defined elementwise, respectively by (s + r)(q) = s(q) + r(q), (ks)(q) = ks(q), (sk)(q) = s(q)k, (s r)(q) = s(q)r(q) for every q ∈ Q. Trivially, the structure (K Q , +, , 0, 1) is a bimonoid. As usual, we write a series s ∈ K Q in the form s = q∈Q s(q).q.
Weighted Context-Free Grammars
In this section we introduce the concept of weighted context-free grammars over the bimonoid K and state two closure properties of the class of their series. For this, we recall firstly the notion of a context-free grammar. More precisely, a context-free grammar is a quadruple G = (Σ, N, S, R) where Σ is the alphabet of terminals, N is the alphabet of variables (or nonterminals) with Σ ∩ N = ∅, S ∈ N is the initial variable, and R ⊆ N × (Σ ∪ N ) * is the finite set of production rules (or simply rules). We use capital letters A, B, C, etc. to denote the elements of N . As usual, a rule (A, v) ∈ R is also written as A → v. A rule r ∈ R is called a chain rule if it is of the form r = (A → B) with B ∈ N , and it is called an ε-rule if it is of the form r = (A → ε). The elements of (Σ ∪ N ) * are called sentential forms of G. We define the direct derivation relation
Sometimes we also write w r =⇒ G u if we want to denote that w directly derives u with the application of rule r. The direct derivation w =⇒ G u is called leftmost if w 1 ∈ Σ * . In the sequel, the term derivation refers only to leftmost direct derivations and if no confusion arises we simply write =⇒ instead of =⇒ G . As usual, we denote by =⇒ * the reflexive and transitive closure of =⇒. Sometimes by a derivation of G we refer to a finite sequence d = r 0 . . . r n−1 , n ≥ 1, of rules r i ∈ R, 0 ≤ i ≤ n − 1, such that there are sentential forms w i ∈ (Σ ∪ N ) * with w i r i =⇒ w i+1 for every 0 ≤ i ≤ n − 1. In this case we write w 0 d =⇒ w n . For every A ∈ N , w ∈ Σ * an A-derivation of w is a derivation d of G such that A d =⇒ w. We denote by D(A, w) the set of all A-derivations of w and we simply write D(w) for A = S. The language generated by G is
For our weighted context-free grammars we shall need the notion of a loop-free derivation. More precisely, a derivation w 0
We shall denote by lf D(A, w) (resp. lf D(w)) the set of all loop-free derivations in D(A, w) (resp. in D(w)). It should be clear that for every A ∈ N and w ∈ Σ * the set lf D(A, w) is finite. Furthermore, if G is unambiguous, then every derivation of G is loop-free.
Definition 2 A weighted context-free grammar (wcfg for short) over Σ and K is a five-tuple G = (Σ, N, S, R, wt) where (Σ, N, S, R) is a context-free grammar such that the set R of rules is assumed to be linearly ordered and wt : R → K is a mapping assigning weights to the rules.
where we sum up in an ascending order according to the usual ordering of natural numbers. If lf D(w) = ∅, then we let G (w) = 0. We also say that G is generated by G.
A wcfg G = (Σ, N, S, R, wt) over Σ and K is called unambiguous if the underlying context-free grammar (Σ, N, S, R) is unambiguous.
Proposition 3 Let s 1 , s 2 ∈ K Σ * be context-free series. Then, the sum s 1 + s 2 is also a context-free series.
Proof:
Let G i = (Σ, N i , S i , R i , wt i ) be wcfg over Σ and K such that s i = G i for i = 1, 2. Without loss of generality, we assume that N 1 ∩N 2 = ∅ and consider the wcfg G = (Σ, N, S, R, wt) over Σ and
for every r ∈ R.
We define a linear order on the set R of rules in the following way. We preserve the orders of R 1 and R 2 and we set S → S 1 ≤ min R 1 and max
and our proof is completed.
2
Proposition 4 Let us assume that the bimonoid (K, +, ·, 0, 1) has left multiplicative zero. Let also s ∈ K Σ * be the series of an unambiguous wcfg over Σ and K, and k ∈ K. Then sk is the series of an unambiguous wcfg over Σ and K.
Proof: Let G = (Σ, N, S, R, wt) be an unambiguous wcfg over Σ and K such that s = G . We consider the new variables S , A k and the wcfg
We extend the order on R to an order on R by
then trivially there is no Sderivation of G for w, and since 0 acts as left multiplicative zero, again we get (sk)(w) = s(w) · k = 0 · k = G (w), and we are done. 2
Chomsky-Schützenberger Theorem
In this section we show that a Chomsky-Schützenberger type result holds for the class of series generated by wcfg over Σ and K. For this, we prove firstly a folklore result, namely for every wcfg we can effectively construct an equivalent one in Chomsky normal form. Our definition for Chomsky normal form follows the one in [1] , hence we permit ε-rules. By Definition 5, we get that if G is in Chomsky normal form, then it has no chain rules. We shall need the following lemma.
Lemma 6 Let G = (Σ, N, S, R, wt) be a wcfg over Σ and K. Then we can effectively construct an equivalent wcfg G without chain rules.
Proof:
If G contains no chain rules, then we set G = G. Otherwise, we construct a wcfg G = (Σ, N , S, R , wt ) over Σ and K as follows. We consider a new symbol Y and let N = N ∪ {Y }. Then, we define R by adding a new rule Y → ε to R, and replacing every chain rule A → B ∈ R by a new rule A → BY . The weight mapping wt coincides with wt on the non-chain rules of R and we set wt
Finally, we extend the linear order on R to a linear order on R by taking the order of R and replacing the rule A → B by the rule A → BY , and letting Y → ε be the maximum element of R . Then, it is straightforward to show the equivalence of G and G . 2 Proposition 7 Let G = (Σ, N, S, R, wt) be a wcfg over Σ and K. Then, we can effectively construct an equivalent one in Chomsky normal form.
Proof: By Lemma 6 we assume that G contains no chain rules. For every a ∈ Σ, we consider a new variable X a and a new rule X a → a. We set R l = {X a → a | a ∈ Σ} and define an arbitrary linear order on it. Next, letR comprise all rules of R of the form A → u 1 a 1 u 2 a 2 . . . u k a k u k+1 with k ≥ 1, a 1 , . . . , a k ∈ Σ, and u 1 , . . . , u k+1 ∈ N * such that u 1 u 2 a 2 . . . a k u k+1 = ε. We replace in R every rule A → u 1 a 1 u 2 a 2 . . . u k a k u k+1 ∈R by a new rule A → u 1 X a 1 u 2 X a 2 . . . u k X a k u k+1 , and obtain the set of rules R. We define a linear order on R by taking the order on R and replacing every rule of the form A → u 1 a 1 . . . u k a k u k+1 ∈R by its corresponding one A → u 1 X a 1 . . . u k X a k u k+1 . Moreover, we let max R ≤ min R l . Now, we consider the wcfg G = (Σ, N , R , S, wt ) over Σ and K with N = N ∪ {X a | a ∈ Σ} and R = R ∪ R l . The weight mapping wt is determined by
We aim to show that G = G . Indeed, let w ∈ Σ * and assume that lf D(w) = {d 1 , . . . , d n } is the set of all loop-free derivations of G for w with d 1 < lex . . . < lex d n . By definition of G , there is a derivation d i of G for w, which corresponds to d i for every 1 ≤ i ≤ n, and vice versa. Moreover, we trivially get weight(d i ) = weight(d i ).
It remains to prove that d 1 < lex . . . < lex d n . For this, we fix an 1 ≤ i < n and let d i = r 1 . . . r m ru and d i+1 = r 1 ...r m pt with r 1 , . . . , r m ∈ R, r = (A → x) ∈ R, p = (A → y) ∈ R, u, t ∈ R * and r < p 4 . This implies that x = y, and S
By construction of G we get that
x is obtained from x by replacing every letter a ∈ Σ by the variable X a , and
otherwise y is obtained from y by replacing every letter a ∈ Σ by the variable X a . Since r < p, taking into account the order of R , we get r < p which in turn implies that d i < lex d i+1 .
If lf D(w) = ∅, then obviously there is no derivation of w in G . We conclude G = G , as required.
Next for every rule r ∈ R of the form r = (A → B 1 B 2 . . . B k ) with k ≥ 3, we consider the new variables Y 1 , Y 2 , . . . , Y k−2 , and the new rules
The case di = r1 . . . rm and di+1 = r1 . . . rmv with v ∈ R + does not occur since 
Then, we replace in R the rule r by its corresponding above list of rules and obtain a new set of rules R . We define a linear order on R by taking the order of R and replacing the rule r by the linear order
We let also N be the set N with the new variables obtained in the above procedure. Now, we consider the wcfg G = (Σ, N , S, R , wt ) over Σ and K where the weight mapping wt is defined as follows. It coincides with wt on the rules of R which belong to R and, keeping the above notations for r , we let wt p It should be clear that G is in Chomsky normal form. Furthermore, let w ∈ Σ * such that the set of derivations lf D (w) = {d 1 , . . . , d n } of w in G is nonempty. Trivially, for every derivation d i , 1 ≤ i ≤ n, there is a unique derivation d i of w in G and vice versa. Furthermore, weight(d i ) = weight(d i ) and by construction of R , by standard arguments, we get d 1 < lex . . . < lex d n whenever d 1 < lex . . . < lex d n . If lf D (w) = ∅, then obviously there is no derivation of w in G . We conclude that G = G , and our proof is completed. 2
For our Chomsky-Schützenberger theorem, we still need some preliminary matter. First, we recall the notion of Dyck languages. More precisely, let Y be an alphabet and Y = {y | y ∈ Y } a copy of it. Then, the Dyck language over Y , denoted by D Y , is the context-free language generated by the grammar
A polynomial s ∈ K Σ * is called a monome if |(supp(s)| ≤ 1. We denote by K[Σ ∪ {ε}] the set of all monomes whose support is a subset of Σ ∪ {ε} [11] .
Let I be an arbitrary index set and (s i ) i∈I a family of series in K Σ * . For every w ∈ Σ * we let I w = {i ∈ I | s i (w) = 0}. Then, the family (s i ) i∈I is called locally finite if the set I w is finite for every w ∈ Σ * (cf. [6] ).
Let h : ∆ → K[Σ ∪ {ε}] be a mapping. The alphabetic morphism induced by h is the mapping h : ∆ * → K Σ * such that for every n ≥ 1, δ 0 , . . . , δ n−1 ∈ ∆ with h(δ i ) = k i .a i , k i ∈ K, a i ∈ Σ ∪ {ε}, we have h(δ 0 . . . δ n−1 ) = k 0 . . . k n−1 .a 0 . . . a n−1 and h(ε) = 1.ε. We should note that h(v) is a monome for every v ∈ ∆ * . If ∆ is linearly ordered and L ⊆ ∆ * such that the family (h(v)) v∈L is locally finite, then we let h(L) = v∈L h(v) where we sum up in an ascending order according to the lexicographic order on ∆ * induced by the linear order of ∆. Now we are ready to prove our Chomsky-Schützenberger theorem.
Theorem 8 (Chomsky-Schützenberger) Let s ∈ K Σ * be a contextfree series. Then, there is a linearly ordered alphabet Y ∪ Y , a recognizable language L over Y ∪ Y , and an alphabetic morphism h :
Let G = (Σ, N, S, R, wt) be a wcfg over Σ and K such that s = G . By Proposition 7 we can assume that G is in Chomsky normal form. Following the proof of Theorem G.1, page 199 in [17] , we define for every r ∈ R the new letters y 1,r , y 1,r , y 2,r , y 2,r and a new rule r which is determined as follows:
We let Y = {y 1,r , y 2,r | r ∈ R} and Y = {y 1,r , y 2,r | r ∈ R} and consider the context-free grammar G = (Y ∪ Y , N, S, R ) with R = {r | r ∈ R}. We define a linear order on R by letting r 1 ≤ r 2 , whenever r 1 ≤ r 2 for every r 1 , r 2 ∈ R . Furthermore, we define a linear order on Y ∪ Y by setting y 1,r 1 ≤ y 1,r 1 ≤ y 2,r 1 ≤ y 2,r 1 ≤ y 1,r 2 ≤ y 1,r 2 ≤ y 2,r 2 ≤ y 2,r 2 whenever r 1 ≤ r 2 for every r 1 , r 2 ∈ R. Obviously, L(G ) ⊆ D Y . Moreover, by construction G is unambiguous, and by the aforementioned proof in [17] , we get that there exists a recognizable language
Next we consider the alphabetic morphism h induced by the mapping Let now w ∈ Σ * and assume that lf D(w) = {d 1 , . . . , d n } is the set of all loop-free derivations of G for w with d 1 < lex . . . < lex d n . By construction of G , there is a derivation d i of G which corresponds to d i for every 1 ≤ i ≤ n, and vice versa. Moreover, taking into account the linear orders of R and R , we trivially get d 1 < lex . . . < lex d n . Let us assume now that S
For this, we fix an index 1 ≤ i ≤ n − 1 and show that u i < lex u i+1 . Let d i = r 1 . . . r m r v and d i+1 = r 1 . . . r m p z where r 1 , . . . , r m ∈ R , r = (A → y 1,r x) ∈ R , p = (A → y 1,p t) ∈ R with r < p , and v , z ∈ R * . Then we get
Since r < p we get r < p, and thus y 1,r < y 1,p which implies that
Then, for every 1 ≤ i ≤ n, we have h(u i ) = weight(d i ).w. Moreover, by construction of G , it holds w / ∈ supp(h(u)) for every u ∈ (D Y ∩ L) \ {u 1 , . . . , u n }. Therefore, we get
We conclude that s = h(D Y ∩ L), and our proof is completed. 2
Corollary 9 Let s ∈ K Σ * be a context-free series. Then, there is a linearly ordered alphabet ∆, an unambiguous context-free grammar G over ∆, and an alphabetic morphism h : ∆ → K[Σ ∪ {ε}] such that s = h(L(G)).
We obtain our result by Theorem 8 by letting ∆ = Y ∪ Y and G = G .
In [11] the authors proved a Chomsky-Schützenberger theorem for wcfg over unital valuation monoids. Since strong bimonoids are particular unital valuation monoids their Chomsky-Schützenberger theorem holds for wcfg over strong bimonoids. On the other hand, strong bimonoids are particular bimonoids, hence Chomsky-Schützenberger theorem for wcfg over strong bimonoids is implied also by our corresponding result. Nevertheless, we require that the alphabet of the involved Dyck language as well as the rules of wcfg to be linearly ordered sets. Therefore, our theory results to a weaker Chomsky-Schützenberger theorem for wcfg over strong bimonoids than that of [11] .
Weighted Right-Linear Grammars
In this section we show that the well-known expressive equivalence of finite automata and right-linear context-free grammars holds also in the setting of bimonoids. More precisely, we consider weighted right-linear grammars over Σ and K and show that the class of their series coincides with the class of recognizable series over Σ and K. Such recognizable series were investigated in [8, 9] where they were called MK-fuzzy recognizable since the weight structure was the one used for the fuzzification of McCarthy-Kleene logic (cf. Example 1).
Definition 10
A weighted right-linear grammar (wrlg for short) is a wcfg G = (Σ, N, S, R, wt) over Σ and K whose rules are of the form A → aB or A → a or A → ε with a ∈ Σ and B ∈ N .
By definition of the set of rules of a wrlg G, we get that every derivation of G is loop-free.
We recall from [8, 9] the concept of weighted automata over bimonoids.
A weighted automaton over Σ and K is a seven-tuple A = (Q, I, T, F, in, wt, f in), where -Q is the finite state set which is assumed to be linearly ordered, -I ⊆ Q is the set of initial states,
-F ⊆ Q is the set of final states, -in : I → K is a mapping assigning weights to the initial states,
-wt : T → K is a mapping assigning weights to the transitions, and -f in : F → K is a mapping assigning weights to the final states of the automaton.
Let w = a 0 . . . a n−1 be a word over Σ with a 0 , . . . , a n−1 ∈ Σ. A path P w of A over w is a sequence of transitions P w := ((q i , a i , q i+1 )) 0≤i≤n−1 , (q i , a i , q i+1 ∈ T for every 0 ≤ i ≤ n − 1, with q 0 ∈ I and q n ∈ F . The weight of P w is defined by
where in the factor 0≤i≤n−1 wt (q i , a i , q i+1 ) we multiply in an ascending order according to the usual ordering of natural numbers. The set of paths of A over w can be linearly ordered in the following way. For two paths P w = ((q i , a i , q i+1 )) 0≤i≤n−1 and P w = q i , a i , q i+1 0≤i≤n−1 we let P w ≤ P w iff q 0 . . . q n−1 ≤ lex q 0 . . . q n−1 .
The behavior of A is the series A : Σ * → K and it is defined as follows. Let w ∈ Σ + and {P w,1 , . . . , P w,m } be the set of all paths of A over w. Furthermore, assume that P w,1 < . . . < P w,m . Then, we set A (w) = weight(P w,1 ) + . . . + weight(P w,m ).
If there are no paths of A over w, then we let A (w) = 0. If w = ε, then
where I ∩ F = {q i 1 , . . . , q im } and q i 1 < . . . < q im . If I ∩ F = ∅, then we set A (ε) = 0. A series s : Σ * → K is called recognizable if there is a weighted automaton A over Σ and K such that s = A .
Theorem 11 Let Σ be a linearly ordered alphabet and K a bimonoid. Then a series s ∈ K Σ * is generated by a wrlg iff it is recognized by a weighted automaton over Σ and K.
Proof: Let us assume firstly that s is recognized by a weighted automaton A = (Q, I, T, F, in, wt A , f in). We construct the wrlg G = (Σ, N, S, R, wt G ) over Σ and K in the following way. We let
We define a linear order on Σ ∪ Q by taking the orders of Σ and Q, and letting maxΣ ≤ minQ. This implies a linear order on the set R of rules.
More precisely, we let:
The weight mapping wt G is defined for every rule r ∈ R by
.
Let w = a 0 . . . a n−1 ∈ Σ + with a 0 , . . . , a n−1 ∈ Σ and P w = ((q i , a i , q i+1 )) 0≤i≤n−1 be a path of A over w. By construction of the wrlg G there is a unique derivation d = r 0 . . . r n of G for w, which corresponds to P w , such that S r 0 =⇒ a 0 (q 0 , q 1 ) r 1 =⇒ a 0 a 1 q 2 r 2 ...r n−1 =⇒ a 0 a 1 . . . a n−1 q n rn =⇒ a 0 a 1 . . . a n−1 = w. Conversely, for every derivation d of G for w, there is a unique path P w of A over w which corresponds to d. Furthermore, by a straightforward calculation we get weight(P w ) = weight(d).
Hence, there is a one-to-one correspondence among the paths P w,1 , . . . , P w,m of A over w and the derivations d 1 , . . . , d m of G for w. Next, we show that
Indeed, let us assume that d j < lex d j+1 for some 1 ≤ j ≤ m − 1. This implies that there is an index 0 ≤ k ≤ n − 1 such that d j = r 0 . . . r k−1 r k . . . r n and d j+1 = r 0 . . . r k−1 r k . . . r n with r k < r k . Let r 0 = (S → a 0 (q 0 , q 1 )), r 1 = ((q 0 , q 1 ) → a 1 q 2 ), r l = (q l → a l q l+1 ) for every 2 ≤ l ≤ n − 1, and r n = (q n → ε), hence P w,j = ((q i , a i , q i+1 )) 0≤i≤n−1 . We distinguish the following cases.
• k = 0. Then r 0 = (S → a 0 (q 0 , q 1 )), r 1 = ((q 0 , q 1 ) → a 1 q 2 ), r l = (q l → a l q l+1 ) for every 2 ≤ l ≤ n − 1, and r n = (q n → ε).
By definition of order on R, we get q 0 < q 0 , or q 0 = q 0 and q 1 < q 1 . This implies that P w,j+1 = (q i , a i , q i+1 ) 0≤i≤n−1 or P w,j+1 = (q 0 , a 0 , q 1 ) (q i , a i , q i+1 ) 1≤i≤n−1 .
• k = 1. Then, by our assumption we get r 1 = ((q 0 , q 1 ) → a 1 q 2 ) with q 2 < q 2 , r l = (q l → a l q l+1 ) for every 2 ≤ l ≤ n − 1, and r n = (q n → ε). Hence, P w,j+1 = (q 0 , a 0 , q 1 )(q 1 , a 1 , q 2 ) (q i , a i , q i+1 ) 2≤i≤n−1 .
• 1 < k ≤ n − 1. Again by our assumption we get r k = (q k → a k q k+1 ) with q k+1 < q k+1 , r l = (q l → a l q l+1 ) for every k + 1 ≤ l ≤ n − 1, and r n = (q n → ε). Thus we get P w,j+1 = (
We conclude that P w,j < lex P w,j+1 in any case. The converse implication is shown with a similar argument. Trivially, if there is no path of A over w, then there is no derivation of G for w and vice versa. Therefore G (w) = A (w).
Next let w = ε. If I ∩ F = ∅, then R 6 = ∅ and G (ε) = A (ε), whereas if I ∩ F = ∅, then R 6 = ∅ and both of G (ε), A (ε) equal to 0. We conclude that G = A .
Assume now that s is generated by a wrlg G = (Σ, N, S, R, wt G ) over Σ and K. We Let now w = a 0 . . . a n−1 ∈ Σ + with a 0 , . . . , a n−1 ∈ Σ and d a derivation of G for w. Since G is wrlg, there are rules
=⇒ a 0 a 1 . . . a n−2 A n−1 .
We distinguish two cases: i) there is a rule r n−1 = (A n−1 → a n−1 ) ∈ R, hence we get a 0 a 1 . . . a n−2 A n−1 r n−1 =⇒ a 0 . . . a n−1 , or ii) there are rules r n−1 = (A n−1 → a n−1 A n ) ∈ R, r n = (A n → ε) ∈ R, hence we get a 0 a 1 . . . a n−2 A n−1 r n−1 =⇒ a 0 . . . a n−1 A n rn =⇒ a 0 . . . a n−1 .
By construction of the weighted automaton A, we get respectively the paths i ) ((S, r 0 ), a 0 , (A 1 , r 1 ))((A 1 , r 1 ), a 1 , (A 2 , r 2 )) . . . ((A n−1 , r n−1 ), a n−1 , E), or ii ) ((S, r 0 ), a 0 , (A 1 , r 1 ))((A 1 , r 1 ), a 1 , (A 2 , r 2 )) . . . ((A n−1 , r n−1 ), a n−1 , (A n , r n )).
Furthermore, by a straightforward calculation, we get respectively i ) weight(d) = wt G (r 0 ) · . . . · wt G (r n−1 ) = in(S, r 0 ) · wt A ((S, r 0 ), a 0 , (A 1 , r 1 )) · . . . · wt A ((A n−1 , r n−1 ), a n−1 , E) · f in(E) = weight(P w ), or ii ) weight(d) = wt G (r 0 ) · . . . · wt G (r n−1 ) · wt G (r n ) = in(S, r 0 ) · wt A ((S, r 0 ), a 0 , (A 1 , r 1 )) · . . . · wt A ((A n−1 , r n−1 ), a n−1 , (A n , r n )) · f in(A n , r n ) = weight(P w ).
By similar arguments we can show that for every path P w of A over w there is a unique derivation d in G for w with the same weight. Furthermore, if d 1 , . . . , d m are all the derivations of G for w and P w,1 , . . . , P w,m are the corresponding paths of A over w, then by standard calculations we get
Hence, we derive A (w) = G (w). If D(w) = ∅, then obviously there are no paths of A over w, thus both A (w) and G (w) equal to 0. Finally, assume that there is a rule r = (S → ε) ∈ R. Then, by definition of I and F , we get I ∩ F = {(S, r)} hence, A (ε) = in(S, r) · f in(S, r) = 1 · wt G (r) = G (ε). We conclude that A = G , and our proof is completed. 2
Conclusion
We introduced and studied wcfg over an alphabet Σ and an arbitrary bimonoid K. For our work, we were motivated by recent needs, of weighted computational models over bimonoids, for practical applications [20, 21] . As our main results, we showed that for every wcfg we can effectively construct an equivalent one in Chomsky normal form, and proved a Chomsky-Schützenberger type result for the class of series generated by our grammars. Furthermore, we proved in our setting a well-known result relating the notions of recognizability and context-freeness, namely the class of series generated by weighted right-linear grammars coincides with the class of recognizable series over Σ and K. For this, we required the input alphabet Σ to be linearly ordered. Several problems remain open. More precisely, the closure of the class of series of wcfg with scalars from the left, closure under Cauchy product and Kleene star. Especially, the last two operations are not defined in a unique way for series over bimonoids (cf. [8, 9, 26] ) due to the lack of commutativity of the operations.
It is an open question also, whether the Hadamard product of a context-free series with a recognizable series over Σ and K is still a context-free series. As our future work, we state the investigation of weighted pushdown automata with weights in K, which turns to an interesting problem for practical applications.
