ABSTRACT Quality of Service (QoS) value is usually unknown in service recommendation practice. There are some matrix factorization approaches for predicting the unknown value with a user-service model, which uses a single collaboration with the user's neighbor when looking for different services. However, the QoS value is highly related to the service provider and participants. The services are considered in various collaboration based on different users. By considering the context of services, this paper proposes a QoS prediction model using tensor decomposition based on service collaboration called Service-oriented Tensor (SOT). The prediction approach analyzes service collaboration from other similar services and relevant users by using a three-order tensor. Compared with the traditional model, the experiment results show that the proposed model achieves better prediction accuracy.
I. INTRODUCTION
Benefit from the development of Internet infrastructure and the advantages of service-oriented computing, an increasing number of enterprises are tended to exploit or convert their business applications into distributed web or cloud services. With the growing presence and adoption of IT services, which provide the same or similar functionalities, brings new challenges for users in finding a suitable service among different providers immediately [1] , [2] . Quality of service (QoS), which is usually employed to describe the nonfunctional characteristics of IT services, has become an important selling and differentiating point of the functionally equivalent services [1] , [2] .
Based on distinguishable QoS values of candidate services, users can make a decision on selecting appropriate ones. Thus, providing user-observed QoS data is crucial for service selection and recommendation research [3] . However, service QoS performance is related to service status changed.
And the user-observed QoS value is immensely influenced
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. by the network connections between service and user [3] . These situations result in that different users may obtain quite different QoS for the same service. Usually, a user only invokes a limited number of services, and only obtains few of QoS values. Without sufficient QoS data, it is difficult for users to select high quality services and replace inappropriate ones. In such a manner, predicting unknown value is often required, which can avoid measuring QoS directly, and save economic costs and time for both service users and providers as well. Therefore, how to make accurate QoS prediction for unknown services is a critical step to make high-quality service recommendation in service computing paradigm.
Currently, researchers from both academia and industry tend to pursuit solution for this prediction task by drawing supports from techniques in recommender systems. Recommender systems are a set of personalized information filtering techniques, which are employed to either predict a set of items that will be of interest to a user (prediction problem) or find whether a user will like an item [4] - [6] . It has been considered as an effective approach to alleviate the information overload problem. The main idea of the QoS prediction work is to model the QoS usage data of users, further employing collaborative intelligence to predict unknown QoS value in service-oriented systems [1] .
Concerning the collaborative and personalized QoS prediction, the most frequently used methods are Collaborative Filtering (CF), especially neighborhood-based CF [1] . CF method, which has been studied in the business intelligent domain for many years, is considered as one of the most successful techniques in building recommendation systems [7] , [8] . It can predict QoS value of services based on the characteristics of a set of users or services that share the same or similar QoS records [9] . The advantages of CF are simplicity, efficiency and justifiability. However, one significant limitation of CF method in building QoS prediction is that services seem independence each other. In service practice, particularly cloud service environments, services are needed to collaborate with other services for delivering complete final solutions to users based on requirements. Furthermore, the services are considered in different collaboration based on different users. There are reasons to believe that service QoS values can be impacted by the collaboration of services. Consequently, a spontaneous concern may be raised whether more accurate models can be developed, which achieve more accurate prediction by using collaborations of services.
To address the above challenge, we propose a QoS value prediction model by extending the two-dimensional userservice matrix into a three-dimensional user-service-service tensor model, called Service-oriented Tensor (SOT). The prediction approach incorporates service collaboration from other similar services and relevant users by using a threeorder tensor. SOT collects the user-observed QoS information and combines the collaboration of service to obtain a global tensor (user-service-service). This model is represented by three-dimensional tensor which is based on a generalization of Matrix Factorization (MF). The core idea of the threedimensional tensor model is to extend the user-service matrix in MF by the user-service-service relations, considering the difference of QoS characteristic among services.
The major contributions of this paper are summarized as follows.
1) A Service-oriented Tensor Data Model. A threedimensional user-service-service tensor model which is extended from the two-dimensional user-service matrix is proposed for predicting unknown QoS value. The prediction approach incorporates service collaboration from other similar services and relevant users with improved tensor decomposition.
2) An Extensive Evaluation. We conduct extensive experiments on service QoS dataset to evaluate the performance of the proposed method. The experimental results demonstrate that the proposed approach achieves better prediction accuracy by comparing with the other baseline approaches.
The rest of the paper is structured as follows. ''Related Work'' section introduces related work of quality of service and prediction methods. ''Preliminaries'' section describes the preliminaries of our method. ''Problem Statement'' section studies the research problem. ''Proposed Model'' section proposes a service-oriented tensor data model and algorithms. The experiment and comparison are introduced in the ''Experiments'' section. ''Conclusion'' section concludes the paper.
II. RELATED WORK
QoS attributes are crucial in selecting the appropriate services to be recommended to service users. With the web and cloud services emerged exponentially, the requirement of obtaining services' QoS becomes increasingly eager. Since we concentrate on predicting the unknown QoS value in this paper, research work on QoS prediction approach is reviewed in this section.
In the domain of QoS prediction, Collaborative Filtering (CF) method is the most commonly used in calculating the unknown QoS values and has been proved to be successful in service ranking, selection and recommendation problems [10] . Typical CF method can be divided into two main categories: neighborhood-based CF and model-based CF [11] . Generally speaking, neighborhood-based CF has two types: user-based and item-based approach [11] , [12] , measuring the similarities between services or users to generate recommendation results. For example, a service used by an active user can be recommended to other users with similar interests or experiences. Model-based CF constructs a predefined model to train it based on the present QoS data, and then predicts the unknown QoS values employing the trained model.
In neighborhood-based method, Zheng et al. [13] proposed a QoS value prediction model by considering contributions of users' usage experiences on services. The Pearson Correlation Coefficient (PCC) technique is employed to measure similarities among users as well as similarities among services. QoS of an active user is predicted by using information of neighbor users. Similarly, Sun et al. [14] also proposed a QoS prediction model for an active user. This model predicts unknown QoS values employing QoS data from other users who have similar service invocation experiences with an active user. Moreover, this work is extended from a previous work [15] that the range of user's QoS experience is taken into the similarity measurement among users. Wu et al. [16] proposed a QoS model employing a modified cosine similarity method to measure the similarity between two users. In this model, a data smoothing operation is also adopted by computing the average QoS within the same cluster of similar users. So, the impact of different QoS scales among clusters of similar users to an active user can be minimized. Finally, QoS prediction is implemented by using information collected from similar services and users. There are also some research works, e.g. [17] , [18] , integrated users' geographical locations into the original prediction model to construct a new QoS prediction approach. In these work [17] , [18] , the effect of geographical distances between users is used to measure users' neighborhoods. The idea is that based on users' invocation experiences on services, these services or users which are located in short distances or the same region is considered as sharing similar characteristics on QoS data [10] .
In recent research work, model-based CF technique has attracted a huge amount of attention in the service computing domain for addressing the problem of predicting unknown QoS value. Matrix Factorization (MF) is considered as a popular class of model-based CF techniques used in recommender systems [5] , [6] , [19] . MF is performed by decomposing the user-item interaction matrix into two lower dimensionality rectangular matrices, which is seen as an improved CF method due to its learning latent features [5] , [19] . Lo et al. [20] employed PCC to measure both users' neighborhood and services' neighborhood. Then, the MF model is extended to combine the obtained neighborhoods, and within the same neighborhood, the latent features' differences among users are minimized. Zheng et al. [21] proposed a QoS prediction framework in which shared QoS experiences among users are exploited to seek out their neighborhoods. The neighborhood is represented by a group of users with similar QoS experiences which are measured using the PCC technique. Moreover, in order to predict the unknown QoS value, the MF technique is adopted as well as the measured users' similarities are incorporated into the proposed framework. To perform a more efficient QoS prediction, Lo et al. [22] combined domain knowledge with the MF method to generate a latent factor space of low dimensionality, which is built upon the interaction between users and services. The proposed framework is formulated as a two-level selection process to extend the MF model. In [23] , a Probabilistic Matrix Factorization (PMF) model is proposed for predicting QoS value. Firstly, the latent features of users and services are learned by a typical PMF model. Then, after obtaining the user's corresponding neighbor by location, a location-based model is built that QoS value of the user's neighbor is incorporated into it. Further, the contribution of each neighbor is weighted to obtain the final prediction value.
The above works present lots of effective approaches to address the QoS prediction problem, however, one limitation of these above works is that they only focus on a twodimensional data model in which only service and user are considered. To address that limitation, a few works have considered three or more dimensionalities to predict QoS values [2] , [3] , [24] - [26] . Especially the tensor technique, which is considered as an extension of PMF, is attached much attention. The tensor technique can exploit the structural relationships among the multi-probability QoS data as the most feasible feature representation. The tensor decomposition approach is always accompanied by reconstructing optimization algorithm to achieve an effective result. For example, Lei and Philip [3] proposed an extension of the user-service model, incorporating a temporal dimension into the userservice model to build a temporal tensor model. In that model, tensor factorization is conducted by using three dimensionalities: users, services and time consumption of services invocations. Wang et al. [25] proposed an integrated QoS prediction approach which unifies the multi-dimensional QoS data based on tensor's concepts and enables QoS prediction via tensor decomposition. The multi-dimensional QoS data includes user, service, time and location.
Although these above works achieve better results by extending multi-probability QoS data, a limitation of them is that collaboration of services is not considered and studied. In service practice, the services are considered in different collaboration based on the different users, and QoS value is determined by the collaboration of services. Inspired by the ''Multi-dimensional'' idea in [3] , [25] , our approach address QoS prediction problem by extending the two-dimensional user-service relations model into a user-service-service relations model, which can embody collaboration of services.
III. PRELIMINARIES A. NOTATIONS AND OPERATIONS
A tensor is a multi-dimensional matrix or multi-way array. The order N of a tensor denotes the number of dimensionalities. It is also known as ways of modes. Tensors are generalizations of matrices and vectors. A N-way tensor Γ ∈ R I 1 ×I 2 ×...×I N , it is a N-way array where elements are t i 1 i 2 ...i N . These elements are indexed by i n ∈ {i 1 , i 2 , . . . , i N } for 1 n N [27] .
The matrix unfolding is a mapping operation from a tensor to a matrix. An N-way tensor Γ unfolds to n -mode matrix by projecting elements in the index and keep the other indices fixed [28] . For example, in Figure 1 , a 3-way tensor Γ unfold to three matrixes Γ (1) , Γ (2) , Γ (3) : 
B. CP DECOMPOSITION
A tensor can be unfolded into several matrixes after tensor decomposition. The out product of these matrixes can be rewritten as a new tensor, which is similar to original VOLUME 7, 2019 L. Guo et al.: Personalized QoS Prediction for Service Recommendation With a SOT Model tensor data. The CANDECOMP/PARAFAC (CP) decomposition definition and illustration are described as following [29] . A CP decomposition of an N-way tensor is
where • denotes the tensor product, the R denotes rank (Γ ) which is defined the smallest number of rank-1 tensors, and the vectors set a (r) , . . . , z (r) . A new tensor D (r) are constructed from the vector set a (r) , . . . , z (r) . The element
i1 , where a (r)
i represents the i-th element of the vector a (r) , etc. CP decomposition can be expressed as:
Using the notations defined above, the approximation problem can be formulated as an optimization problem:
where
|| 2 is the Frobenius norm.
IV. PROBLEM STATEMENT
For services' users, QoS properties may not as precise as the service provider declared or even accurate user-observed QoS information is inadequate. All that said, without sufficient QoS information, it is difficult for services' users to select optimal services and replace low quality services with satisfied ones. Therefore, to obtain available service QoS value for services' users, a QoS prediction framework is necessary to obtain unknown QoS value, and then achieve service recommendation systems. The research problem studied in this paper is illustrated as follows: given a user-observed QoS data of services, predicting unknown QoS value under the context of service collaboration. Specifically, give a QoS matrix R = m × n shown in Table 1 . The User means the set of all users who have invoked the services. The Service is the set of all the services that can be invoked by the user. The QoS value assigned from a user with a service. The cell with a ''Null'' mark indicates an unknown value, i.e., a user has not observed the service. For User3, the second, third and fourth services have been invoked, which can be presented as S user3 = {S 2 , S 3 , S 4 }. For service Service1, there are two users invoked it, which can be presented as U service1 = {U 1 , U 2 }. The prediction problem is presented as follows: Given a service QoS dataset with the user-service matrix, predict the unknown values of User3 for Service1 and User2 for Service3, based on the observations of the existing value.
V. PROPOSED MODEL
This section details our proposed prediction framework and corresponding algorithm. First, the representation and construction of the service-oriented tensor model are studied. Then, the prediction algorithm based on CP decomposition in our proposed prediction framework is illustrated.
A. SERVICE-ORIENTED TENSOR MODEL
In service practice, a service can be invoked by different users. The users with the same request can be grouped by similar services. Service collaboration is used to model users' behavioral interactions among services, and generate the prediction from services that have similar behavioral patterns. The service collaboration similarity is considered in the improvement of predicting the unknown value. It employs not only the user-service characteristics, but also employ service-service interactions and characteristics to identify relationships among different services.
A specific service collaboration scene is illustrated in Figure 2 . It can be seen that, there has a collaboration in Service1, Service2, and Service3 for User1; for User2, there has a collaboration in Service1 and Service2; for User3, there has a collaboration in Service2 and Service3.
In this paper, we consider the QoS value is assigned with user-service interactions in the service collaboration context. The triplet (User, Service) is extended to the triplet (User, Service, Service). Each QoS value is represented by three dimensionalities (User, Service, Service) in the three-dimensional space. Modeling three correlations as a tensor, we can get a service-oriented tensor model (SOT).
To gain the unknown QoS in the (User, Service, Service) tensor, the QoS values observed by other services' users can be employed to predict the unknown QoS value for the active user. Once the initially observed QoS data is obtained, the QoS prediction module in the service selection and recommendation system will endeavor to estimate the QoS value by using the following function firstly:
where User, Service, and Service are respectively the index of users, services and services. Rating denotes the QoS value corresponding to the above three-dimensional index.
Using the user-observed QoS data, a three-dimensional tensor T ∈ R I ×J ×K can be constructed, where I , J , K respectively denote the number of users, services, and services. J , K are the same number, since both of them denote the number of services. the whole user-observed QoS data is represented by using a collection of quadruplets (User, Service, Service, Rating). The construction of three-dimensional tensor is given in Algorithm 1 as follows. For the above data representation model, the tensor decomposition algorithm 
Algorithm 1 Service-oriented Tensor Construction
Input: a set of the triplet (user, service, service) and response time value. Output: a tensor T ∈ R I ×J ×K . can be employed to estimate the three-dimensional tensor data.
B. QOS PREDICTION WITH CP DECOMPOSITION
In this section, we will discuss the tensor decomposition process in our SOT model, which is to generate actual missing value prediction. CP decomposition has gained gigantic achievement across a lot of scientific fields. It has been applied to not only traditionally dense or static data, but also sparse or dynamically changing data. The goal of CP tensor decomposition is to factorize a tensor into a sum of outer products of vectors. In our recommendation model, we employ CP decomposition to seek out the optimize rank approximation of tensor , and reconstruct tensor by approximating the original tensor with a set of low-rank tensors.
In the CP decomposition process, the Alternating Least Squares (ALS) algorithm [30] is adopted for optimizing the approximation tensor iteratively. It has been proved that ALS is an efficient algorithm to calculate the optimized rank-(R 1 , R 2 , . . . , R N ) tensor approximation. It optimizes only one of the basic matrices in each iteration step, while keeping other N -1 basic matrices fixed. Tensor decomposition algorithm which is implemented on the prediction process is shown in Algorithm 2. The regularization parameter λ is an empiric value. It is depended on the experimental data and application scenario. Here, we fix it to 10, which follows the setting as [31] . The parameter ξ controls the convergence process, which is usual set as 1 × 10 −5 .
In terms of computational complexity, the time to compute U factor matrices when fixing two S matrices is O(IJKR), the time to compute first S factor matrices when fix U and second S matrices is O((I + J + I + K )R2), the time to compute second S factor matrices when fix U and first S matrices
is O(JKR). Thus, the total computational complexity is O(IJKR) + O((I + J + I + K )R2) + O(JKR).

VI. EXPERIMENTS
In this section, we first introduce experimental dataset and evaluation metrics. Then, illustrate our experimental design, along with observation of experimental results. After the extensive experiments, we compared the proposed SOT model with other four powerful QoS prediction models in
Algorithm 2 The ALS Algorithm for CP Decomposition
Input: a tensor T ∈ R I ×J ×K (user-service-service), the rank R of tensor T , the regularization parameter λ. Output: the approximate tensorT , three factor matrices U 1 , S 2 , S 3 . The factor matrices denote the index of users, services and, services respectively. terms of MAE and RMSE metrics. Tensor density determines the sparsity of the tensor data model, which will influence prediction performance. The dimensionality of factor matrices determines the number of latent factors, which will affect prediction performance as well. Therefore, to observe the influence of different parameters on prediction accuracy and effectiveness, we examined the results of different tensor density and factor matrices dimensionality values by conducting a series of the experiment.
A. EXPERIMENTAL SETUP
The experiment is conducted on a desktop with a 2.5 GHz Intel R i5 Core TM 2 Duo CPU and a 16 GB RAM, running Ubuntu operation system. The program is developed by Python 2.7 and a Microsoft C++ hybrid environment.
To evaluate the proposed QoS prediction approach, we use service QoS dataset offered by Zheng et al. [13] . This dataset presents a total of 1,974,675 real-world service invocation records from 339 users on 5,825 services. 1 In that dataset, response-time and throughput records of different services are collected by 150 computers from Plant-Lab, which are located in over 20 countries. In this paper, we focus on predicting unknown QoS value including the Response-time and Throughput.
B. EVALUATION METRICS
For the purpose of the evaluation, Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) [13] are employed to measure prediction accuracy of service QoS prediction framework. The two metrics are commonly used in prediction evaluation practices. Thus, we adopt them to evaluate QoS prediction performance.
1 https://github.com/wsdream/wsdream-dataset MAE is defined as follows:
where r i,j denotes the actual QoS value of service j observed by user i,r i,j is the predicted QoS value, and N denotes the total number of conducted prediction values in the evaluation process. The MAE presents the average of absolute deviation to the ground truth dataset in the predictions, and puts the equal weight value on each individual difference. RMSE is defined as follows:
RMSE gives extra high weight to relatively large errors, since the errors are squared before they are averaged. With respect to MAE and RMSE metrics, the smaller value indicates better prediction performance.
C. PERFORMANCE COMPARISON
In this subsection, to demonstrate the superiority of our SOT model, extensive experiments are conducted to compare our tensor data model (SOT) with baseline approaches. These approaches conducting QoS prediction are illustrated as follows:
• UPCC (User-based collaborative filtering method utilizing Pearson Correlation Coefficient) [32] : This approach measures the similarity between two users' behavior by PCC, and then generates QoS prediction by using the historical invocation experiences of similar users.
• IPCC (Item-based collaborative filtering method utilizing Pearson Correlation Coefficient) [33] : Similar to the UPCC method, this method first measures the similarity between two services, and predicts the unknown QoS value employing the QoS value of similar services' property.
• UIPCC (User-item-based collaborative filtering method utilizing Pearson Correlation Coefficient) [34] : It is a hybrid collaborative filtering algorithm, which combines UPCC and IPCC into a unified model. Using specific parameters, the final prediction result is integrated by predicted results from both similar users and similar services.
• PMF (Probabilistic Matrix Factorization) [35] : This method is a probabilistic factorization approach, which using Gaussian assumptions to factorize the data matrices. For the QoS prediction, probabilistic matrix factorization is conducted to factorize the user-service QoS matrix in our experimental data.
• RSVD (Regularized Singular Value Decomposition) [36] : In this experiment, Regularized Singular Value Decomposition is used to exploit the latent structure of user-service QoS matrix in our experimental data.
• NIMF (Neighborhood Integrated Matrix Factorization) [21] : The original work of this method employs PCC (Pearson Correlation Coefficient) to compute user similarity as user collaboration. Then user collaboration information is integrated into the user-service QoS matrix based Matrix Factorization framework to achieve the QoS prediction. However, we study the effect of service collaboration on QoS prediction in our paper. Inspired by [21] , we use PCC to compute service similarity as service collaboration and integrate it into the Matrix Factorization framework to achieve the QoS prediction. For evaluation purpose, the baseline methods are implemented to predict the unknown QoS value with each slice of the tensor respectively. Then, calculate the MAE and RMSE metrics for these baselines. With respect to all of the neighborhood-based CF methods in baselines, including UPCC, IPCC and UIPCC, neighborhood size of users is set to 10 and the neighborhood size of services is set to 50. For the matrix-factorization based method, the regularization parameters for both user and service are set to 0.001, and the dimensionality of latent factors in factorization is fixed to 18. In NIMF method, similar to [21] , parameter that controls how much our method relies on the services themselves and their similar services is set to 0.3.
In the real world, since a user may never invocate all services, the user-observed QoS data is usually sparse. In the evaluation, some QoS values are removed randomly as the testing data, which is to further aggravate the dataset sparsity. In our experiments, matrix density is defined as the density of the training QoS dataset. The density of different training dataset ranges from 5% to 25%, ascending by 5% each time. For instance, dataset density 15% means that 15% of the dataset is randomly left for training, and the remainder 75% of the dataset is left for testing.
Our SOT model is compared with the above baseline methods under the same training and testing cases. All of them only exploit user-service QoS matrix supplied by the response-time records and throughput records, which construct response-time records based user-service matrix and throughput records based user-service matrix. The obtained two types of user-service matrix are implemented to predict the unknown value respectively. Note that, for a fair comparison of selected methods, no additional information (e.g., geolocations of users) is allowed (exploiting additional information to extend the proposed method will be considered in the future).
The performance comparison of all the five methods is presented in Table 2 , and the discussion is introduced in the following. For each row in the table, The best performance among all methods are highlighted. Two important observations are obtained as follow.
1) OBSERVATION 1
From Table 2 , it can be observed that our SOT model has a smaller MAE and RMSE values for all densities, which means the prediction accuracy are better. In addition, all of the MAE and RMSE values of response-time are smaller than those of throughput because the scale of response-time is 0-20s, while the scale of throughput is 0-1000kbps.
It reveals an important conclusion: under different matrix densities, SOT outperforms baseline approaches for both response-time and throughput in terms of all metrics. Compared with baseline approaches, the improvements in our approach SOT are significant, which demonstrates that the idea of incorporating the service collaborations to construct a global tensor (user-service-service) is realistic and reasonable.
In addition, although NIMF method also integrates service collaboration information, it can be observed that the obtained QoS prediction performance is worse than SOT. Service collaboration information integrated into NIMF method is modeled by a service similarity mechanism, whereas SOT method integrates service collaboration information via a tesnor framework. It can be concluded that the service collaboration integration way of SOT can achieve better result.
2) OBSERVATION 2
Apparently, with the density of the training matrix increasing from 5% to 25% gradually, the prediction accuracy of all approaches also increased gradually. The MAE and RMSE values of denser matrices (e.g., matrix density is 25% or 30%) are smaller than sparser matrices (e.g., matrix density is 5% or 10%), since a denser matrix provides more training data for predicting. It indicates if more QoS values are provided in the training matrix, the higher prediction accuracy would be obtained. In SOT model, the prediction accuracy of a sparse tensor can be improved if more information is provided.
In addition, it can be observed that the prediction accuracy of IPCC is much worse than other methods. In used QoS dataset, the number of users is 339, while the number of services is 5258. The number of users is much smaller than the number of services, so that the performance of the user-based prediction approach is better than the service-based prediction approach. IPCC is a service-based prediction approach, othewise UPCC is a user-based approach and UIPCC is a hybrid approach. That is the reason why IPCC is much worse than other methods.
D. IMPACT OF TENSOR DENSITY
In order to observe the impact of different tensor densities on prediction, the prediction accuracy of SOT method under different matrix densities are compared in this subsection. Since dimensionality of latent features could influence the prediction accuracy, dimensionality value is fixed to 18 in this experiment. Then, we adjust the matrix density of the training set from 5% to 25% with a step value of 5%, and observe the prediction accuracy of SOT method on responsetime records and throughput records under different matrix densities respectively.
MAE and RMSE results of response-time are shown in Fig. 3(a) and Fig. 3(b) . MAE and RMSE results of throughput are shown in Fig. 3(c) and Fig. 3(d) . We can observe that the performance of our method is enhanced gradually with the density of training data increased gradually, which means that using more QoS data can obtain better prediction accuracy. This indicates that more information needs to be provided if we hope to enhance the accuracy on sparse tensor.
In general, when the matrix density is increased from 5% to 10% gradually, the prediction accuracy of our SOT approach is tremendously enhanced. However, when the matrix density is further increased from 10% to 25%, compared with the step from 5% to 10%, the enhancement of prediction accuracy is limited. This observation indicates that when the matrix is extremely sparse, collecting more QoS information can tremendously strengthen the prediction accuracy.
E. IMPACT OF DIMENSIONALITY
The setting of dimensionality value determines the number of latent feature factors which is used to characterize the userservice matrix. In order to observe the impact of dimensionality on QoS prediction clearly, the prediction accuracy of SOT method under different latent factor matrix dimensionalities are also compared in this subsection.
In this experiment, the tensor density value is fixed to 15, the latent factor matrix dimensionalities are changed from 1 to 20 gradually with a step value of 1. MAE and RMSE results of response-time are shown in Fig. 4(a) and Fig. 4(b) . MAE and RMSE results of throughput are shown in Fig. 4(c) and Fig. 4(d) .
It can be seen that MAE and RMSE keep declining with the latent factor number increased from 1 to 20. In general, when the dimensionalities of the latent factor matrix are increased from 1 to 3 gradually, the prediction accuracy of our approach is tremendously enhanced. When the latent factor matrices dimensionality is further increased from 3 to 20 gradually, the enhancement of prediction accuracy is limited, compared with the step from 1 to 3. This observation indicates that when latent factors matrix dimensionality value is less than 10, it is already enough to characterize the features of the user-service matrix.
These obtained results coincide with the intuition from the trend of speaking, larger dimensionality of latent factors result in smaller error ratio. However, more factors require a larger storage space and longer computation time. Furthermore, it may cause the over-fitting problem when the dimensionality exceeds a threshold, which degrades the prediction accuracy. Aforesaid situations are common senses and reality limitations. Thus, the dimensionality of latent factors is not the larger the better, and it is necessary to choose a threshold to make dimensionality reduction.
VII. CONCLUSION
The proposed model extends the MF model to three dimensions by using the tensor and decomposition approach to improving the service QoS prediction performance. The prediction approach analyzes service collaboration from similar users and relevant services through a (user-service-service) tensor model. The experiment results show that the proposed model outperforms other approaches and produces more accurate results.
Nevertheless, there is still room for future study in this direction. We only studied the effect of service collaboration on QoS prediction in this paper. It has been proved that user collaboration also has positive effect on QoS prediction. Thus, in our future work, we would like to compare and analyze the effect of user and service collaboration together. Beside the QoS performance information, there are some other useful properties and information in the service domain. In our future work, we would like to employ more properties and information to achieve advanced models. For instance, service participants are considered in different geographic locations, thus, geographic location information can be explored to study prediction problem. 
