Abstract-We introduce and analyze a task that we call Markovianization, in which a tripartite quantum state is transformed to a quantum Markov chain by a randomizing operation on one of the three subsystems. We consider cases where the initial state is a tensor product of n copies of a tripartite state ρ ABC , and is transformed to a quantum Markov chain conditioned by B n with a small error, by a random unitary operation on A n . In an asymptotic limit of infinite copies and vanishingly small error, we analyze the Markovianizing cost, that is, the minimum cost of randomness per copy required for Markovianization. For tripartite pure states, we derive a single-letter formula for the Markovianizing costs. Counterintuitively, the Markovianizing cost is not a continuous function of states, and can be arbitrarily large even if the state is an approximate quantum Markov chain. Our results have an application for distributed quantum computation.
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I. INTRODUCTION
Tripartite quantum states for which the quantum conditional mutual information (QCMI) is zero are called quantum Markov chains, or Markov states for short [1] . It plays important roles, e.g., in analyzing the cost of quantum state redistribution [2] - [4] , investigating effects of the initial systemenvironment correlation on the dynamics of quantum states [5] , and computing the free energy of quantum many-body systems [6] .
In analogy with the fact that the quantum mutual information (QMI) of a bipartite state quantifies how it is distant from the closest product state, it would be natural to expect that QCMI of a tripartite state measures how it is distant from the closest Markov state. However, this conjecture turned out to be false [7] (see also [8] - [10] ). The recent results show that the relation between QCMI and Markov states is not that simple, particularly compared to the relation between QMI and product states [7] - [13] .
From an operational point of view, QMI quantifies the minimum amount of randomness required for destroying the correlation between two quantum systems in an asymptotic limit of infinite copies [14] . This fact and its variants including single-shot cases are called decoupling theorems, and have played a significant role in the development of quantum information theory for a decade [15] - [20] . In a simple analogy, one may ask the following question: Is QCMI equal to the minimum cost of randomness required for transforming a tripartite state to a Markov state?
In this paper, we address this question, and answer in the negative. We derive the single-letter formula for the "Markovianizing cost" of pure states, that is, the minimum cost of randomness per copy required for Markovianizing tripartite pure states in the asymptotic limit of infinite copies. The obtained formula is not equal to QCMI, or not even a continuous function of states. Moreover, the Markovianizing cost of a state can be arbitrarily large, regardless of how close the state is to a Markov state. In the proof, we improve a random coding method using the Haar distributed random unitary ensemble, which is widely used in the proof of the decoupling theorems, by incorporating the mathematical structure of Markov states. The obtained results are then applied to an analysis of distributed quantum computation in another paper by the same authors [21] .
The structure of this paper is as follows. In Section II, we review the mathematical structure of quantum Markov chains. In Section III, we introduce the formal definition of Markovianization, describe the main results, and present outlines of the proofs. In Section IV, we calculate the Markovianizing costs of a particular class of tripartite pure states to illustrate properties of the Markovianizing cost. Conclusions are given in Section V. See Appendix for detailed proofs.
Notations. We abbreviate (M
We denote a system composed of n identical systems of A as A n orĀ.
II. PRELIMINARIES
In this section, we first describe a method to decompose a Hilbert space in such a way that it completely characterizes the set of operations that do not disturb a given set of states. The method is introduced in [22] , and is extensively used in the following part of this chapter. We then review a mathematical structure of quantum Markov chains, which is first introduced in [1] , and is based on the above mentioned decomposition of a Hilbert space.
A. Koashi-Imoto Decomposition
The following theorem, which is proved in [22] , states that there exists an essentially unique way of decomposing a Hilbert space into a tensor product of three Hilbert spaces, in such a way that all quantum operations that do not change a given set of states have a simple form with respect to the decomposition. We call it as the Koashi-Imoto decomposition, or the KI decomposition for short.
Theorem 1 (See [22] ) Associated to any set of states S := {ρ k } k in a finite dimensional quantum system B, there exists a unitary isomorphism Γ :
such that the following two properties hold.
1) The states in S are decomposed as
with some probability distribution {p j|k } j∈J , orthonormal basis {|j } j∈J of H b0 , states ρ j|k ∈ S(H b L ) and σ j ∈ S(H b R ). 2) Any CPTP map E on B which leaves all ρ k invariant has a Stinespring dilation of the form E(ρ) = Tr E [U ρU † ], where U : B → BE is an isometry that is decomposed as
Here, I j is the identity operator on H
We call Γ as the KI decomposition of H B with respect to a set of states S. The KI decomposition is uniquely determined from S, up to trivial relabelings of j and changes of the basis.
An algorithm for obtaining the KI decomposition is proposed in [22] . In the following, we informally denote the composite system b 0 b L b R by B when there is no fear of confusion. The KI decomposition of bipartite states, which is implicitly introduced in [1] , is defined as follows. 
Lemma 3 (Equality (14) in [1] ) When Γ is the KI decomposition of H B with respect to ρ AB , the state ρ AB is decomposed as
where {p j } j∈J is a probability distribution, ρ
We call (1) as the KI decomposition of ρ AB on B, and call Γ in (1) as the KI decomposition of B with respect to ρ AB . Fig. 1 . A graphical representation of the Markov decomposition of Markov states (2) . Each vertex corresponds to a quantum system, and the white circle represents a 'classical' system in the sense that the state of the whole system is diagonal with respect to |j b 0 . The dotted lines represent mixed states. The whole state is the probabilistic mixture of the above state with probability p j , namely, j∈J p j |j j|
B. Quantum Markov Chains
The following theorem, which is proved in [1] 
We call Γ : 
III. DEFINITIONS AND MAIN RESULTS
In this section, we introduce the formal definition of Markovianization, and state the main result on the Markovianizing cost of tripartite pure states. We then describe outlines, main concepts, and technical ingredients for the proofs. Rigorous proofs are given in Appendix.
Definition 5
We say that a tripartite state Ψ ABC is converted to a Markov state conditioned by B with the randomness cost R on A if, for any > 0 and for sufficiently large n, there exist a random unitary operation T n :
The Markovianizing cost of Ψ ABC is defined as
A graphical representation of the KI decomposition of tripartite pure states (6) . Each vertex corresponds to a quantum system. The solid lines express pure states. The whole state is the superposition of the above states with the probability amplitude √ p j , namely,
Markov state conditioned by B with the randomness cost R on A}.
The following theorem is the main contribution of this work. The sketch of the proofs is given in the following subsections.
Theorem 6 Let |Ψ
ABC be a pure state, and let
be the KI decomposition of Ψ AC on A. Then we have
The proof of this theorem is based on the following adaptation of the KI decomposition to tripartite pure states.
Lemma 7 Let |Ψ
ABC be a tripartite pure state and suppose that the KI decomposition of Ψ BC on B is given by
There exists a unitary isomorphism Γ
, respectively, and j|j a0 = δ jj . Moreover, Γ A is the KI decomposition of A with respect to Ψ AC .
Proof: The existence of Γ A follows from Uhlmann's theorem [23] . The symmetric form of (6) in A and B implies that Γ A is the KI decomposition of H A with respect to Ψ AC .
We call (6) 
A. Proof of Achievability
The direct part of Theorem 6 is formulated by the following inequality:
The outline of the proof is proved as follows. The state |Ψ ⊗n ĀBC is local unitarily equivalent to |Ψ ⊗n KI ĀBC , which is almost equal to the following state for sufficiently large n:
Here, J n, is the -strongly typical set with respect to the probability distribution {p j } j , and Πā R j is the projection onto the conditionally typical subspace of ϕ jā R conditioned by j. Consider a random unitary operation onĀ of the form
where I j is the identity operator on supp ω j a L , and vā R j is a unitary on the support of Πā R j which is independently chosen from the Haar distributed random unitary ensemble for each j. By this random unitary operation, the state (8) is transformed to the following statē
which is a Markov state conditioned by B (Figure 3) . By a random coding method using the operator Chernoff bound [14] , it is shown that there exists a set of a finite number of unitaries of the form (9) such that the condition (3) is satisfied. A sufficient number of unitaries in the set is approximately equal to the inverse of the minimum nonzero eigenvalue of (10), and is given as H({p j } j∈J ) + 2 j∈J p j S(ϕ a R j ) per copy.
B. Proof of Optimality
The converse part of Theorem 6 is formulated by the following inequality: Fig. 4 . A graphical representation of the channel EĀ χ . Due to the complete dephasing operation denoted as DP, the channelâ 0 has some capacity to transmit classical information, but has no capacity to transfer entanglement. The channelâ R has some capacity to transfer entanglement.
If we assume that Υ ⊗n , it is necessary that (i) the off-diagonal terms with respect to |j vanish, and (ii) the correlation betweenā R andb R C in the state |ϕ j ā RbRC is destroyed for each j. An optimal way for satisfying these two conditions is transforming the state (8) close to a state of the form (10) . Since the entropy of the state (10) is approximately equal to n(H({p j } j∈J ) + 2 j∈J p j S(ϕ a R j )), the cost of randomness required for this transformation is at least about H({p j } j∈J ) + 2 j∈J p j S(ϕ a R j ) bits per copy. However, it might be possible in general that the amount of randomness can be further reduced by appropriately choosing Υ A n B n C n and the corresponding KI decomposition ofB. We show in Appendix that this is impossible. At the core of the proof lies the following lemma, which will be discussed in the following subsection.
Lemma 8 Suppose the KI decomposition of Ψ
AC on A is given by (4) . For any n and > 0, let χĀC be a state that satisfies
and let
be the KI decomposition of χĀC onĀ. Then we have
Here, ζ Ψ ( ) is a function of > 0 and Ψ, which does not depend on n, and satisfies lim →0 ζ Fig. 5 . A graphical representation of Markovianization by measurements with an auxiliary entangled resource. After the measurement, the reduced state on A BC should be close to a Markov state conditioned byB.
C. Proof Sketch of Lemma 8
Consider a quantum channel E onĀ defined by
where Γ χ is the KI decomposition ofĀ with respect to χĀC. Note that Γ χ is not equal to Γ ⊗n Ψ in general, where Γ Ψ is the KI decomposition of A with respect to Ψ AC . This channel is decomposed as
are an isometry operation corresponding to Γ χ and Γ † χ . E 1 is discarding ofâ L . E 2 is the completely dephasing operation onâ 0 with respect to the basis |i . E 3 is addition of the state ξâ L i , conditioned byâ 0 (Figure 4) .
The state χĀC is invariant under the action of this channel, and thus (Ψ ⊗n )ĀC is almost unchanged due to (12) . It follows that any state of the form (ψ ⊗n )ĀC is almost unchanged by E as long as ψ A = Ψ A holds and the KI decomposition of A with respect to ψ AC is equal to Γ Ψ . We consider ψ AC such that
where |φ j a R c R is a purification of ϕ a R j . The correlation betweenĀ andC in the state ψ ⊗n , measured by the quantum mutual information, is equal to (16) and this amount of correlation is almost conserved under E.
Due to the monotonicity of QMI, it follows that the correlation betweenâ 0âLâR andC is approximately equal to (16) at any intermediate step of E (see Figure 4) . After the action of the complete dephasing operation E 2 , the systemâ 0 holds no quantum correlation with other systems, and thus the correlation betweenâ 0âR andC is at most S(â 0 )+2S(â R |â 0 ). Moreover, the state onâ 0âR after E 2 is almost equal to χâ 0âR KI due to (12) . Hence we have
and consequently obtain (14) .
D. Measurement-Induced Markovianization
We also consider Markovianization induced by a measurement, instead of a random unitary operation ( Figure 5 ). We analyze the state transformation of |Ψ ⊗n ĀBC |φ res A0G by a measurement {MĀ A0→A k } k , satisfying the condition that (i) the measurement does not significantly change the reduced state onBC on average, and (ii) the reduced state of the post-measurement state on A BC is almost a Markov state conditioned byB on average. We focus on three entropic quantities, that is, the Shannon entropy of the measurement result H({p k } k ), the average entropy decrease of systemĀA 0 denoted by ∆S(A ) av , and the average entropy decrease of system G denoted by ∆S(G) av . We prove in Appendix B that the following inequalities hold.
This generalization of Markovianization is necessary for the analysis of distributed quantum computation [21] .
IV. EXAMPLES We consider tripartite pure states that are expressed as 
whereas we have
Thus the Markovianizing cost is not equal to the QCMI, or not even a continuous function of the state. In a particular case where λ = 2/d 2 , the Markovianizing cost grows logarithmically with respect to the dimension of the system, whereas the distance to the closest Markov state decreases inversely to d.
V. CONCLUSION
We have introduced the task of Markovianization, and derived a single-letter formula of the optimal cost of randomness required for Markovianizing tripartite pure states. We have explicitly computed the Markovianizing cost for a particular class of tripartite pure states, and revealed its discontinuity property. Our results have an application for analyzing optimal costs of resources in distributed quantum computation.
APPENDIX A PROOF OF THEOREM 6
A. Proof of Inequality (7) Fix arbitrary > 0 and take sufficiently large n. Let J n, be a set of all sequences j = j 1 · · · j n that are -strongly typical in terms of {p j } j∈J . The state |Ψ ⊗n KI ĀBC is equal to the subnormalized state
up to small error . Here, we introduce notations ϕ j = ϕ j1 ⊗ · · · ⊗ ϕ jn and ω j = ω j1 ⊗ · · · ⊗ ω jn . For each j ∈ J and j = j 1 · · · j n ∈ J n, , define L j,j := {l|j l = j, 1 ≤ l ≤ n}. The number of elements in the set is bounded as
Let H typ j,j be the -weakly typical subspace of (ϕ 
and |Ψ n, ĀBC := ΠĀ|Ψ n,
The subnormalized state Ψ n, is equal to Ψ n, up to a small error . Let v j,j be any unitary acting on H typ j,j , and let v j := j∈J v j,j . Define a unitary
where Pā 0āLāR is the projection onto the subspace that is not supported by the first term. We have
where |ϕ j := Πā R j |ϕ j . Let {p(dV ), V } be the ensemble of unitaries generated by choosing v j,j randomly and independently according to the Haar measure for each j and j in (18) . As an ensemble average, we have
where πā R j = Π j /TrΠ j , and
for j = j . Thus the average state of (19) is given bȳ
which is a Markov state conditioned byB (Figure 3) . The minimum nonzero eigenvalue ofΨ n, is calculated as follows. First, due to the definition of J n, , we have
where
Second, since the spectrums of ϕ Thus the nonzero eigenvalue ν j of πā R j is, in the same way as µ j , bounded below as
All in all, the minimum nonzero eigenvalue λ ofΨ n, is bounded as
We also have
Suppose V 1 , · · · , V N are unitaries that are randomly and independently chosen from the ensemble {p(dV ), V }. From the operator Chernoff bound [14] , we have
Therefore, if N = 2 nR and
holds, there exists a set of unitaries
for sufficiently large n. Thus we obtain (7).
B. Proof of Inequality (11)
Take arbitrary R > M A|B (Ψ ABC ), > 0 and choose sufficiently large n. There exist a random unitary operation
By tracing out A n , we have
Due to Uhlmann's theorem [23] , there exists a pure state |χ ĀBC such that χBC = ΥBC and 
be the Markov decomposition of ΥĀBC. Due to χBC = ΥBC, the KI decomposition of HB with respect to |χ is equal to ΓB Υ . Thus the KI decomposition of |χ onĀ andB is given by
where |ξ i â LbL and |φ i â RbRC are purifications of σb , respectively, and ΓĀ χ :Ā →â 0âLâR is the KI decomposition ofĀ with respect to χĀC.
Define a map
is a unitary isomorphic operation corresponding to Γ † χ , and let Db 0 be the complete dephasing operation onb 0 with respect to the basis {|i b 0 } i . From (22) , (23), (24) and (25), we have
From (24), (26) and (27) , by tracing outb RC , we obtain
Thus, by Fannes inequality [24] , we have
since the von Neumann entropy is nondecreasing under random unitary operations. Here, η(x) := x − x log x and we assume 3 √ ≤ 1/e.
The von Neumann entropy of the state ΥĀBC is then bounded below as
where ζ Ψ ( ) is a function of > 0 and Ψ, which does not depend on n, and satisfies lim →0 ζ Ψ ( ) = 0. Thus, from (22), (28) and (29), we finally obtain
which implies (11) by taking the limit of → 0. 
C. Proof of Lemma 8
Let ψ AC be the state such that the KI decomposition of A with respect to ψ AC is the same as one with respect to Ψ AC , and that it is decomposed as
where Γ ψ : C → c 0 c R is an isometry and |φ j a R C is a purification of ϕ a R j . The states satisfy ψ A = Ψ A . Let E be the set of all linear CPTP maps on A, and define two functions f, g : E → R by
Since the KI decomposition of A with respect to Ψ AC and one with respect to ψ AC are the same, f (E) = 0 if and only if g(E) = 0. Define
This is a monotonically nondecreasing function of by definition, and satisfies lim →0 ζ Ψ ( ) = 0 as we prove in Appendix A-D. Consider a quantum channel E χ onĀ defined by (15) and depicted in Figure 4 . Define a CPTP map on A l (1 ≤ l ≤ n) by
From (13), we have E χ (χĀC) = χĀC, and thus from (12), we have
which implies
by taking the partial trace. Consequently, we have
for any 1 ≤ l ≤ n, and obtain
By the continuity of QMI ( [25] , [26] ), it follows that
Here, we used the fact that E χ onĀ does not change the reduced state onC, and that
because of Ψ A = ψ A . Combining (36) and (37), we obtain Figure 6 . By the data processing inequality, we have
Since ψâ 0âRC n is a classical-quantum state betweenâ 0 and a RC , we have
On the other hand, from the condition (12) and the fact that ψ A = Ψ A , we have
and
Combining (39), (40), (41), (42) and (43), we obtain
Since we have that
we obtain (14) .
D. Convergence of ζ Ψ
We prove that ζ Ψ ( ) defined by (31) satisfies lim →0 ζ Ψ ( ) = 0, following [27] . Due to the Choi-Jamiolkowski isomorphism, E can be identified with S(H A ⊗ H A ). Hence E is compact, which implies that the supremum in (31) can actually be the maximum:
Hence we have that
Define α = lim →0 ζ Ψ ( ). Due to the monotonicity, we have ζ Ψ ( ) ≥ α for all > 0. Consequently, we have that
where E α := {E ∈ E | g(E) ≥ α}. Due to the continuity of g, E α is a closed subset of E. Hence
exists due to the continuity of f . Apparently we have that
Suppose now that α > 0. We have f (E) > 0 for all E ∈ E α because f −1 (0)∩E α = ∅. Thus we have β > 0, in which case (48) contradicts with (46) because can be arbitrarily small.
APPENDIX B MEASUREMENT-INDUCED MARKOVIANIZATION Theorem 9
For an arbitrary tripartite pure state |Ψ ABC and any n, > 0, let {MĀ A0→A k } k be a measurement onĀA 0 , |φ res A0G be an arbitrary pure state,
Suppose that the following conditions are satisfied (See Figure 5 ).
1) The measurement does not significantly change the reduced state onBC on average:
2) There exist Markov states Υ Fig. 7 . A graphical representation of |χ . The state |χ , which is a purification of Υ A BC , is decomposed into |χ , which is the superposition of the above state with the probability amplitude
Define the entropy decrease due to the measurement on AA 0 by ∆S(A ) k := nS(A) Ψ + S(A 0 ) φres − S(A ) Ψ k and the average entropy decrease by ∆S(A ) av :
Here, ζ Ψ ( ) is a function of > 0 and Ψ, which does not depend on n, and satisfies lim →0 ζ Ψ ( ) = 0.
Proof: Let
and k := ς k + ς k . Fix one k for the moment. There exists a state |χ , respectively (Figure 7) . Therefore, as we prove below, we have
The entropy decrease is then calculated as
where the second line follows from (50) and ς k ≤ k . Averaging over k, we obtain
where ζ Ψ ( ) = 6η(2 √ )+ζ Ψ ( ). From the concavity of entropy, we also have ∆S(G) ave ≥ 0, and thus
Let V :ĀA 0 → A E 0 be an isometry such that the Naimark extension of {M k } k is given by M k = k| E0 V , and let
We have
Hence we obtain all the three inequalities in (49). Inequality (53) is proved as follows. First, we have 
Combining (55), (62) and (67), we obtain (53). Here, the reason for each line is as follows: 55) (51), the continuity of QMI and ς k ≤ k . 56) (52).
57) The chain rule of QMI.
58) The data processing inequality of QCMI. 
