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ABSTRACT Multimedia conferencing is the real-time exchange of multimedia content between multiple
parties. It is the basis of several interactive multiuser applications, such as distance learning and multimedia multiplayer online games. The cloud-based provisioning of the conferencing services on which
these applications rely on can have several benefits, including the easy provisioning of new applications,
efficient use of resources, and elastic scalability. This paper proposes a holistic cloud-based architecture for
conferencing service provisioning, which covers both the infrastructure and platform layers of the cloud.
The proposed infrastructure layer offers conferencing substrates-as-a-service (e.g., dial-in signaling, video
mixing, and audio mixing), instead of virtual machines or containers. The platform layer abstracts the details
of the conferencing concepts and offers a high-level interface to simplify conference service provisioning
for a wide range of service and application providers (experts versus non-experts). It also enables the
on-the-fly scaling of the running conferences while guaranteeing the required quality of service, enables
substrates composition to create new conferencing services, and eases the reuse of conferencing services
in building new applications. The presented architecture is supported by a proof-of-concept prototype and
performance measurements. The latter provides the analysis of resource allocation efficiency and response
time, as well as the scalability of the system under suboptimal and over-provisioned conditions. It also
provides recommendations for service providers regarding the best alternatives for provisioning their service.
INDEX TERMS Cloud computing, conferencing service provisioning, infrastructure-as-a-service, multimedia conferencing, platform-as-a-service, substrate-as-a-service.
I. INTRODUCTION

Cloud computing is a paradigm for swiftly provisioning a
shared pool of configurable resources (e.g., storage, network,
applications, and services) on demand. It has three key facets:
Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS),
and Infrastructure-as-a-Service (IaaS) [1]. It has several
benefits, such as the rapid provisioning of new services,
scalability, and elasticity. Multimedia conferencing is the
conversational exchange of media content (e.g., voice, video
and text) between multiple parties [2]. It is an important
component of conferencing applications (e.g., online video
meeting, distance learning, and massively multiplayer online
games).
9792

For cost efficiency and to cut the development time, conferencing application providers can use conferencing services
(e.g., dial-in video conferencing and dial-out audio
conferencing) offered by third parties. Such services could
be provisioned as SaaS using a PaaS that eases their development. Conferencing services can themselves rely on basic
conferencing building blocks (e.g., signaling, audio mixer
and video mixer), referred to in this paper as the conferencing
substrates. Conferencing service provisioning refers to the
entire life-cycle of the conferencing service, i.e., development, deployment, and management [3]. Provisioning conferencing services in the cloud is quite challenging. One
challenge for the conferencing service providers, for instance,

2169-3536 2018 IEEE. Translations and content mining are permitted for academic research only.
Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 6, 2018

A. Soltanian et al.: Cloud-Based Architecture for Multimedia Conferencing Service Provisioning

is to master low-level details of conferencing technologies,
protocols and their dependencies. Another challenge is scaling the size of the provisioned conferences with respect to
the number of participants. The size of a conference needs to
scale on-the-fly to accommodate a fluctuating number of participants while the conference quality of service requirements
(e.g., latency) are met. The existing PaaS and IaaS solutions
do not address these challenges.
This paper proposes a holistic conferencing cloud architecture to tackle those challenges. The new architecture provides
novel application programming interfaces (APIs) to simplify
the provisioning of the conferencing services for a wide range
of service providers (experts vs. non-experts) and describes
the process of substrate-as-a-service (SubaaS) composition.
The SubaaSs are provided as RESTFul web services, a design
style that reuses Web technologies. The architecture also
allows the application providers to utilize the offered conferencing services without having to deal with the complexities
of conferences. For scalability, the architecture relies on cloud
computing. It covers both the PaaS and IaaS layers and it
is an extension to our previous cloud-based conferencing
architecture that only covers PaaS [4].
The architecture is based on the business model in [2],
which introduces six roles: connectivity provider, broker,
conferencing substrate provider, conferencing infrastructure
provider, conferencing platform provider and conferencing
service provider. This paper reuses and extends this business model by adding a new role, entitled the conferencing
application provider. It also assumes that the conferencing
infrastructure provider plays the role of the substrate provider
too. In this architecture, the infrastructure provider exposes
the conferencing substrates as services (SubaaS) to the platform (i.e., PaaS) provider. The PaaS provider offers highlevel APIs to create innovative conferencing services and
it enables the on-the-fly composition of SubaaS into fullfledged conference services. The conferencing application
providers reuse the conferencing services offered as SaaS
in building new applications. They also use PaaS to update
the running conferences in their applications at runtime
(e.g., switching from audio conference to audio/video conference) without stopping the ongoing conferences.
The rest of the paper is organized as follows: Section II
gives required background information. Section III introduces a motivating scenario, derives requirements, and
reviews related works. Section IV describes the proposed
overall architecture. Section V presents the implementation
architecture, prototype, and experimental results. Section VI
concludes the paper.
II. BACKGROUND INFORMATION

This section gives background information on multimedia conferencing, cloud platforms and infrastructures, and
RESTful service composition.
A. MULTIMEDIA CONFERENCING

Multimedia conferencing has three main architectural components, namely signaling, media handling, and conference
VOLUME 6, 2018

control [2]. Signaling is in charge of the establishment,
modification and tear down of multimedia sessions. Session
establishment can be done in three different ways: dial-in,
dial-out and ad-hoc. In dial-in conferences, the participants
should call the signaling server to join the conference while
in dial-out conferences, the server calls all the participants.
An ad-hoc conference starts when two participants are in a
call and more participants are invited to join, by those already
in the conference. Media handling is about media functionalities such as audio mixing, video mixing, and transcoding.
Conference control encompasses control functions such as
floor control, allowing the management of shared resources
(e.g., audio channel) in the conference.
B. CLOUD PLATFORMS

Many cloud platforms are available for the development and
management of the applications offered as SaaS. Examples of
the existing PaaSs are Google Cloud Platform, Aneka, and
Cloud Foundry. There are also some reference models for the
PaaS architecture, such as the one introduced by IBM [5].
This PaaS layered architecture consists of four layers:
(1) Front-end – with a set of user and developer APIs and
tools. Development APIs allow developers to allocate and
manage the PaaS resources. The user APIs and GUIs allow
the end-users to invoke and execute the running applications
in the PaaS. (2) Core – with necessary frameworks (e.g., containers and storage services) required for application hosting
and execution. (3) Management and Governance – consisting
of entities for managing the PaaS and the hosted applications
(e.g., monitoring, scalability). Moreover, it has the required
entities to support the PaaS business model (e.g., billing,
membership). (4) Abstraction Interface – with a set of APIs
that enable interactions with the underlying IaaS.
C. CLOUD INFRASTRUCTURE

There are several existing cloud IaaS providers today, such
as Amazon EC2 and Microsoft Azure. Similar to the PaaS
architecture, IaaS also has some reference architectures such
as the one introduced in [6]. It consists of three main layers:
(1) Cloud Management – in charge of managing the overall IaaS. It also acts as an interface with IaaS consumers
(e.g., PaaS, another IaaS, and the Clouds). (2) Virtual Infrastructure Management – providing uniform and homogenous
view of virtual resources. It provides primitives to schedule
and manage VMs across multiple physical hosts. (3) Virtual
Machine Management – providing simple primitives (e.g.,
start, stop, suspend) to manage VMs on a single host.
D. RESTful SERVICE COMPOSITION

Representational State Transfer (REST) is an architectural
style based on the resources associated with unique identifiers (e.g., URI) [7]. The interactions with these resources
are based on a standardized communication protocol (e.g.,
HTTP) and operations (i.e., GET, POST, PUT and DELETE).
The web services that are implemented following REST
guidelines are referred to as RESTful services.
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There are different approaches to RESTful service composition, including orchestration and choreography [8]. Based
on the World Wide Web Consortium (W3C) definition,
the choreography defines the sequences and conditions
where different independent services exchange data while
orchestration defines the sequences and conditions where
one service invokes other services [9]. In other words,
orchestration allows a central entity to control different
services and their interactions while choreography allows
the individual services to collaborate in a decentralized
manner.
Service selection is critical for service composition. For
instance, to create a new conferencing application, adequate conferencing services (i.e., offered as SaaSs) should
be selected with the appropriate characteristics. The same
applies for creating a conferencing service from the existing conferencing substrates (i.e., offered by the conferencing IaaS). Various selection algorithms exist. Examples are
presented in [10] and [11]. These algorithms decide about
the costs and the gains, which can refer to different parameters such as price and response time. Based on the Service
Oriented Architecture (SOA) [12], each service provider can
publish the information of the services in a service broker.
The service broker acts as a directory for the published
services. Then, the service selection algorithm can discover
the suitable services from the broker.

that supports both dial-in and dial-out audio conferences.
The distance learning and the game applications utilize
Service A. Another conferencing service provider offers a
dial-out video conference service with floor control, i.e.,
Service B. This second service is used by the online meeting
application.
The conferencing SaaSs create new conferences when they
receive corresponding requests from the conferencing applications. For example, Service A creates a dial-in audio conference when it receives a request from the game application.
To run the conference, PaaS finds the appropriate SubaaSs
(i.e., dial-in signaling and audio mixer in this example), composes them, and requests the relevant IaaS(s) to create and
activate an adequate instance of each substrate (e.g., the audio
mixer with the capability of supporting 500 users). The SubaaSs involved in a given composed conference application
may belong to different substrate/IaaS providers. As the
players join and leave a conference, PaaS scales the conference up and down in terms of the number of participants.
Then, the conferencing IaaS should scale the corresponding
instances up and down in terms of the virtualized hardware (e.g., CPU, RAM, and Storage) and software (e.g., the
number of running instances of each substrate). Scaling in
both layers is done in an elastic manner.
B. REQUIREMENTS

The following five sets of requirements are derived from the
motivating scenario:
1) HIGH-LEVEL NORTHBOUND PAAS INTERFACES
FOR SERVICE PROVIDERS

FIGURE 1. Scenario for conferencing service provisioning in the cloud.

III. MOTIVATION, REQUIREMENTS AND
RELATED WORK
A. MOTIVATING SCENARIO

Fig. 1 depicts the motivating scenario. There are conferencing application providers that use conferencing services
offered as SaaS, to develop their applications. Three
conferencing applications are provisioned: (1) an online game
that allows dial-in audio conferencing between the game
players, (2) a distance learning application that enables dialout audio conferencing between students and teachers, and
(3) an online meeting application that offers dial-out video
conferencing with floor control. The conferencing service
providers in the scenario use the conferencing PaaS to provision the conferencing services these applications are based
on. One service provider offers Conferencing Service ‘‘A’’
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The conferencing PaaS northbound interfaces should enable
the service providers to provision new services without having to deal with the complexities of conferencing components
and their interactions. The interfaces should also be flexible
enough for creating complex and novel conferencing services
(e.g., a dial-in audio conference with five minutes of chat per
hour).
2) COMPOSITION OF CONFERENCE SERVICES
FROM SubaaSs

This feature enables and simplifies creating complex conferencing services based on the basic substrates that are offered
as services. For example, the dial-in audio conference service
(Conferencing Service A in the scenario) is composed of a
dial-in and audio mixer SubaaSs.
3) ELASTIC SCALABILITY

The conferencing PaaS, in collaboration with the conferencing IaaSs, should be scalable in terms of different conferencing concepts such as the number of conferences,
sub-conferences, floors, and conference participants. Scaling
in an elastic manner allows the pay-as-you-go [13] principle
of the Cloud.
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4) MEETING QUALITY OF SERVICE

2) EXISTING PaaS SOLUTIONS

Meeting the Quality of Service (QoS) requirements, such
as latency, jitter, and throughput, is critical as conferencing
services are real-time.

Aneka [19] and Cloud Foundry [20], the two PaaS representatives, are evaluated. Aneka provides high-level interfaces
and supports elastic scalability, specifically for distributed
application provisioning. Nonetheless, it does not offer any
conferencing APIs. Cloud Foundry provides no interfaces for
conferencing service provisioning. It supports the scaling of
application instances but does not address scaling in terms
of conference concepts. Neither does it address composition
and QoS.

5) PUBLISH-AND-DISCOVERY MECHANISM

This feature allows the conferencing application providers
to find the appropriate conferencing services that can fulfill
their requirements. It also enables the conferencing PaaS
to discover a conferencing IaaS and a conferencing IaaS,
to discover other conferencing IaaSs for excess workload
distribution.
C. RELATED WORK

The cloud-based conferencing architectures and the existing
PaaS and IaaS related solutions are reviewed below. Service
composition and discovery solutions are also discussed.
1) CLOUD-BASED CONFERENCING ARCHITECTURES

The existing architectures can be categorized with focus
on the SaaS or IaaS layers. Examples of the first category
are presented in [12] and [14]. The two solutions focus on
developing cloud conferencing services at the application
layer, without addressing the challenges related to the PaaS
and IaaS layers (e.g., scalability, QoS, publication, and discovery of conferencing services). Reference [12] offers conferencing services as SaaS, while using a conventional PaaS
for deployment and execution. No high-level interfaces are
provided to ease the development and management of such
services. Reference [14] presents an approach for providing
video conferencing as a web service, defines the interfaces to
be used by the conferencing application providers. This work
tries to transform the existing telecommunication services
into a reusable resource for the third parties. However, it does
not address how this service is provisioned.
Reference [15] is an example of relevant works with a
focus on the IaaS layer. The proposed architecture relies
on conferencing substrates and enables elastic scalability.
It also proposes PaaS/IaaS interfaces rooted in substrates
and proposes a broker between IaaS and PaaS that allows
finding suitable substrates. However, it does not consider the
PaaS and SaaS layers and their relevant issues. Neither does
it include high-level PaaS interfaces for service providers,
address substrates’ composition or provide a support for QoS.
Other works in the relevant literature, such as [16]–[18],
address specific problems of cloud-based conferencing, such
as inter-datacenter network utilization, media mixing, and
transcoding. While they focus on how conferencing components can efficiently utilize the cloud, they do not address
conferencing service provisioning. In addition, as these works
only offer one service, they do not tackle the service publication, discovery, and composition.
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3) EXISTING IaaS SOLUTIONS

Some relevant literature propose a conceptual architecture
of open-source IaaSs. Reference [21], for example, proposes the OpenStack architecture that consists of five layers:
Compute (Nova), Storage (Swift), Image (Glance), Identity
(Keystone) and Dashboard (Horizon). Nova is the computing
fabric controller for OpenStack and it is all about access
to the computing resources. Swift, as the storage infrastructure in OpenStack, offers APIs to store and retrieve lots
of data. Glance builds a discovery and retrieval system for
VM images. Keystone is responsible for authentication and
authorization. Horizon provides a web-based user interface to
all above OpenStack services. In [22], instead of having one
layer for Storage, it is broken down into two layers: Block
Storage and Object Storage. Block Storage offers storage
volume for Compute layer while Object Storage stores the
actual virtual disc files. Their architecture also has a Network
layer to provide virtual networking for the Compute layer.
All components in both architectures are following a sharednothing policy, meaning each component can be installed on
any server.
The OpenNebula architecture proposed in [21] and [23] has
three layers: Drivers, Core, and Tools. Drivers do the communication with the underlying operating system. VM creation, startup and shutting down are parts of this layer’s
functionality. The core is a centralized layer that manages
the VM life cycle. To manage VMs, Tools offers different
interfaces for communication with users. Sotomayor et al. [6]
keep the Core and Drivers layers and propose Scheduler to
replace Tools. Scheduler decides about VM placement. This
layer keeps track of all the incoming requests in order to
send an appropriate deployment command to the Core layer,
based on those requests. They also have an Interface layer to
communicate with users.
All above IaaS solutions are VM-based, thus, their interfaces should change to support the communication rooted
in conferencing concepts (e.g., start, stop and modify the
conferencing substrates). Moreover, they support scalability
in terms of computing resources, storage, and networking.
However, as a conferencing IaaS, there is a need to scale
resources in terms of conferencing concepts (e.g., the number
of participants) to collaborate with the conferencing PaaS.
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4) SERVICE COMPOSITION AND DISCOVERY

RESTful web service composition is a well-researched topic
as several solutions and alternatives have been proposed to
cater to different situations [24]–[26].
Service composition can be done in a static or dynamic
way [8]. In a static composition, the basic services as part of
the composition are selected in advance and their aggregation
takes place at the design time. In contrast, dynamic composition allows to select and replace the basic services during
the runtime. The composition can also be done manually,
semi-automated or automatically [8]. In manual composition,
the service provider should define and create an abstract
composite process and manually bind the services to the
abstract process. Some web service standard languages such
as BPEL [27] or OWL-S [28] can be used to create the
abstract process. In automatic composition, the new composite service specification can be generated by selecting
adequate services based on the specified requirements [8].
Semi-automatic composition leverages both manual and
automatic approaches. Workflow-based and templatebased compositions are other composition planning techniques [29]. In the workflow-based composition, the process
is depicted as an acyclic directed graph with control and
dataflow. This technique requires the developers’ extensive
domain knowledge and is time-consuming. In the templatebased composition, templates describe the outline of
activities required to solve the problem. Templates are parameterized and use variables that allow customization based on
the users’ needs and preferences. In fact, the templates lead
to creating an executable workflow.
Reference [30] proposes a cloud service broker to facilitate
the deployment of Cloud application topologies from multiple Cloud providers. The authors also propose a multi-criteria
optimization algorithm to select the basic services to be composed. The algorithm sets cost efficiency as the main objective. Yangui et al. [31] consider a wide range of objectives
to design their cloud broker selection mechanism, such as
user constraints, financial, energetic, geographic or operator
contractual preferences. Reference [32] considers multimedia
conferencing requirements for designing the service broker.
The authors here propose an architecture for substrate service
publication and discovery. Their service broker acts between
the substrate providers and the conferencing IaaSs and offers
some REST APIs as the interfaces between them.
IV. PROPOSED CONFERENCING ARCHITECTURE

In this section, the architectural principles are presented.
Then, the architectural components and service development
APIs are discussed in detail, followed by an illustrative
scenario.
A. ARCHITECTURAL PRINCIPLES

The first principle is to adopt the orchestration approach
for the SubaaS composition because it provides PaaS with
a greater control on the substrates and their interactions.
9796

FIGURE 2. Overall cloud-based conferencing architecture.

The second principle is to use high-level PaaS/IaaS interfaces
rooted in the conferencing substrates. This principle enables
PaaS to request IaaSs for scaling conferences in terms of
conference concepts (e.g., the number of participants) rather
than VM or the container resources. The third principle is to
leverage the existing PaaSs and IaaSs. This allows reusing
the existing solutions for the conferencing PaaS and IaaS
implementation. The last principle is that the conferencing
IaaSs expose substrates as RESTful web services. Therefore,
existing approaches and techniques for RESTful web service
orchestration, such as [33], can be reused in the conferencing
PaaS for substrates composition.
B. GENERAL ARCHITECTURE

The proposed cloud-based conferencing architecture,
as shown in Fig. 2, includes two main layers (i.e., PaaS and
IaaSs) and a broker. The figure also shows the conferencing
service providers, the conferencing applications, and the
conferencing application users referred to as the conference
participants. Note that PaaS may need to communicate with
multiple IaaSs to provision a given conferencing service.
1) PaaS COMPONENTS

The PaaS layer consists of six components, which deal with
two key facets: (a) conferencing service provisioning and
utilizing, and (b) conference management.
a: CONFERENCING SERVICES PROVISIONING
AND UTILIZING

This facet covers conferencing SaaSs development, deployment, and management in addition to conferencing SaaSs
utilizing. It includes four components. The Conferencing
Service Provisioning APIs component offers high-level APIs
VOLUME 6, 2018
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to the conferencing service providers, for easy provisioning
of new conferencing SaaSs. It also allows the SaaSs providers
to make their services available to the application developers
via publishing them into a PaaS local service repository.
The Conferencing Service Utilizing APIs provides highlevel APIs for conferencing application providers, to discover
(from the local service repository), reuse, and control the
existing conferencing SaaSs.
The Management and Governance component manages
the conferencing services and monitors their QoS and SLAs
during service execution. It deploys and executes new services in the Service Hosting and Execution component, upon
receiving the requests from the conferencing Service Provisioning APIs.
The Service Hosting and Execution component hosts the
conferencing services. It allocates necessary PaaS resources
(e.g., server runtime and database drivers) and prepares the
execution environment before hosting.
Note that the Conferencing Service Provisioning and
Utilizing APIs are the extensions of the application provisioning front-end available in regular PaaS architectures. The
Management and Governance, as well as the Service Hosting
and Execution components are reused from the conventional
PaaS architectures.
b: CONFERENCE MANAGEMENT

This facet concerns the management of the actual conferences (i.e., the virtual rooms where people can meet and
communicate). It encompasses conference creation as well as
the management of the created conferences (e.g., scaling the
size of a conference to support more participants). The main
component of this facet is Conference Orchestration with
the following five tasks: First, it determines the necessary
substrate types and their associated requirements by using, for
instance, syntactic matching with the categorized API parameters. This task starts upon receiving the execution or modification request for a specific conferencing SaaS. Second,
based on the determined types and requirements, it discovers
the most suitable conferencing SubaaSs from the broker. The
existing algorithms for cloud service selection, such as [10],
can be reused in this context. Third, it orchestrates conferences from the selected SubaaSs and executes them. Note
that conferences are executed in this component. In contrast,
the conferencing SaaSs that create conferences are executed
in the Service Hosting and Execution component. Fourth,
it manages the composed conferences. For example, it can
add the video mixing ability to a conference or remove it
from it. Fifth, it monitors the running conferences to make
decisions if any scaling is required. For instance, if the number of participants in a conference increases, it decides to
scale the conference size. Thus, it requests the conferencing
IaaSs to scale the corresponding substrates to cope with the
new workloads.
Another component under this facet isthe Conferencing IaaS Handler, which is in charge of communications
between the conferencing PaaS and the conferencing IaaSs.
VOLUME 6, 2018

For instance, a scaling request initiated by the Conference
Orchestration component is sent to the corresponding conferencing IaaSs through the Conferencing IaaS Handler. Note
that Conference Orchestration is a novel component while
Conferencing IaaS Handler is an extension of IaaS communication component in conventional PaaS architectures.
2) IaaS COMPONENTS

The IaaS layer consists of five components, dealing with
two key facets: (a) resource management and (b) SubaaS
management.
a: RESOURCE MANAGEMENT

This facet is in charge of providing required resources in
order to run a substrate. The Virtualized Hardware is one of
the components in this facet. It has a pool of typical virtualized IaaS resources such as CPU, Network, and Storage.
The second component of this facet is Substrate Manager
with three main tasks: First, it creates and hosts resources
in order to run the substrates. These resources can be a
VM or a container [34] that uses virtualized hardware to host
a substrate. Each substrate can be hosted on one or many
VMs or containers (e.g., two instances of the same substrate
may be activated in two different machines). In addition,
each VM or container may host more than one substrate.
The second task is modifying the allocated resources upon
receiving the scaling request for a substrate. For instance,
to scale up a running substrate, it can add some virtualized
hardware to the VM that hosts the target substrate. The third
task is inserting and updating the information of all running
substrates in a repository called Active SubaaS Info.
b: SubaaS MANAGEMENT

This facet includes the managing functionalities to offer
substrates as services. The first component of this facet is
the Active SubaaS Info. It is a repository that keeps information about all running SubaaSs. For instance, for each
running SubaaS, it keeps the related conference ID, IP of the
VM(s) or container(s) hosting that substrate, etc.
Another component of this facet is SubaaS Controller. This
component has two main tasks. First, it decides how and
when to scale a running substrate, based on the Service Level
Agreements (SLAs) between the PaaS and IaaS (e.g., endto-end delay should be less than 400 msec). Upon receiving
the scaling request from the PaaS and its required QoS, it uses
the stored information in the Active SubaaS Info repository to
make the scaling decisions. The resource allocation algorithm
and video mixing procedure we proposed earlier in [35] is
used for this purpose. Second, it maintains a repository of
all available substrates in the IaaS. It selects the suitable
substrate from this repository when it receives a request to
create and start a substrate. It then instructs the Substrate
Manager to create the actual resource. Moreover, it publishes
the information of SubaaSs in the broker.
The third component of this facet is Conferencing PaaS
Handler, which is in charge of all communications between
9797
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TABLE 1. Examples of conferencing service development APIs.

the PaaS and IaaS layers. This component has two main
tasks: First, it receives and dispatches the PaaS requests (e.g.,
to create a substrate and scale up a substrate) to the appropriate IaaS components and forwards the IaaS replies to the
PaaS. Second, it handles the conference participants’ requests
(e.g., joining a conference). The participants’ requests are
sent from the conferencing applications to the PaaS, which
forwards them to the conferencing IaaS. The Conferencing
PaaS Handler, in collaboration with the Active SubaaS Info
repository, identifies the appropriate substrates and forwards
the requests to them. This feature increases the level of
abstraction for the substrates working in a single conference.
Moreover, there is no need to update the participants on any
changes in the substrates’ hosting resources.
3) BROKER

The Broker lists the SubaaSs offered by different IaaSs.
The SubaaSs description is semantic-based to allow for rich
descriptions and queries. It includes high-level information
such as the type of service, QoS parameters, and cost. In this
paper, we reuse the description model and the broker publication and discovery interfaces from [32].
C. CONFERENCING SERVICE DEVELOPMENT APIs

Three principles are followed to design the proposed APIs.
The first principle is leveraging basic conferencing concepts
(e.g., conference, participant, media, and floor) in the API
design. This helps in achieving an abstraction level higher
than conferencing components (e.g., signaling, media mixer
and media transcoder) and their complex interactions. The
second principle is categorizing API parameters, which helps
service providers to easily understand conference mandatory
and optional aspects, required API parameters for each aspect
and dependencies among parameters. The third principle is
the use of RESTful design. It is standard-based, lightweight
and flexible for data representation, which allows describing
the APIs in a generic way.
Table 1 delineates four API examples. It shows some of
the REST resources along with an example operation for
each. The request parameters and the response contents are
also listed. Showing the categorization of API parameters,
table 2 highlights that a service provider has to specify one
conference model, at least one media and the conferencing technology. It also shows the conditional dependencies
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of parameters. For example, for WebRTC-based conferencing [36], signaling protocol must be specified. In this table,
the parameters that the service providers can change during
the runtime are italicized.
D. SERVICE COMPOSITION

As per our first design principle, the conferencing services are
composed of SubaaSs using the orchestration approach. The
Conference Orchestration component of the PaaS plays the
role of the central entity that invokes and controls the composing SubaaSs.
In addition to the composition approach, two other composition aspects are considered: binding dynamicity and
automation level [8]. Since the PaaS discovers, selects, and
activates the composing SubaaSs on the fly, dynamic binding to IaaSs (i.e., SubaaS providers) is required. As for the
automation level, the semi-automated approach is adopted to
take advantage of more mature and widely used techniques,
such as workflow.
In this work, the conferencing PaaS provider develops a
generic workflow template for the composite conference,
considering the various substrate types that may be required.
It uses a workflow automation tool (e.g., Activiti [37]) to ease
and speed up the process. When the Conference Orchestration component selects the SubaaSs to be composed (i.e.,
at runtime), it creates an instance of the workflow template and then configures the instance with the selected
and activated substrate instances. Thus, the conference is
dynamically bound to its composing substrate services. This
dynamic binding makes it possible and easy to change the
substrates used by an ongoing conference at runtime if
needed. Note that a PaaS provider may define multiple workflow templates and then select the most suitable one based
on the required substrate types and the rest of the users’
requirements.
E. ILLUSTRATIVE SCENARIO

The illustrative scenario consists of (i) an online game application where players can talk for unlimited time but can have
private text chat for only 5 minutes per hour, (ii) a service
provider that offers dial-in audio conferencing as SaaS with
text chat for a limited time and (iii) a conferencing PaaS
that subscribes to three conferencing IaaSs: A, B and C,
which offer dial-in signaling, audio mixing and instant
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TABLE 2. Categorization of API parameters.

messaging SubaaSs respectively. The scenario illustrates how
the conferencing PaaS creates a conference when the game
application sends a request to the conferencing SaaS and how
the conferencing IaaSs allocate the resources.
Fig. 3 shows the interactions. For brevity, the game application is omitted in the figure. Using the Conferencing
Service Utilizing APIs, the game application developer finds
the offered conferencing services and requests for conferencing SaaS A. When conferencing SaaS A receives the game
application request for creating a conference, it invokes the
create conference API (step 1). The API handling is delegated
to the Conference Orchestration component, which determines necessary substrate types (step 2) and finds appropriate
SubaaSs through the broker (step 3). In this scenario, the dialin signaling and the audio mixing SubaaSs are selected from
IaaSs A and B respectively (step 4).
Next, the PaaS requests the IaaSs, via the Conferencing
IaaS Handler, to activate the substrates (steps 5 to 12). For
activation, the Conferencing PaaS Handler component in
the IaaS receives the request and forwards it to the SubaaS
Controller. The latter selects the requested substrate’s code
from its repository and sends the required information to
the Substrate Resource Manager to allocate the required
resources (e.g., it selects the audio mixer code that can handle
200 participants and asks the Substrate Resource Manger
to create and run a new VM to accommodate 200 participants, install the substrate code on the VM, and run
the code to initialize and activate the audio mixer as a
substrate).
After activating the substrates, the Conference Orchestration binds the SubaaSs in the composing template (selected
in step 2) and then executes the new dial-in audio conference (step 13). The orchestrated conference represents a
full-fledged conference. Finally, the ID of the full-fledged
conference is returned to the game (step 14).
It is assumed that the conferencing service enables private
text chat after 30 minutes. When the timer expires, the service
invokes the addMedia API to add instant messaging to the
conference for 5 minutes (step 15). Thus, the Conference
Orchestration discovers the appropriate SubaaS from the
VOLUME 6, 2018

broker (step 16). It selects IaaS C, activates the instant messaging substrate and modifies the conference workflow to
add instant messaging (step 17 to 22). On the new substrate,
an individual conference is created for 5 minutes and the
existing participants are added to it (step 23 to 26). A notification is sent to the game application (step 27) and the participants can start exchanging text messages. For optimization
purposes, the messaging SubaaS can be added to the conference when created and it can be enabled and disabled when
needed. Meanwhile, the messaging SaaS can be discovered
and added at runtime if, for instance, the original one is no
more available. The scenario is showing the latter case.
V. IMPLEMENTATION AND MEASUREMENTS

An implementation architecture is first presented. Next, the
developed prototype is described and its validation and performance measurements are discussed.
A. IMPLEMENTATION ARCHITECTURE

Fig. 4 shows the implementation architecture including Conferencing PaaS, Conferencing IaaS, and the SubaaS Broker.
1) CONFERENCING PaaS

In the Conferencing Service Provisioning APIs component,
two sets of REST APIs are developed: Conferencing SaaS
Development APIs and Conferencing SaaS Deployment APIs.
These are used for service creation and deployment respectively. The Conferencing Service Utilizing APIs have been
also implemented as REST APIs. Management and Governance and Service Hosting and Execution components are not
discussed here as they are reused from the conventional PaaS
architectures.
The Conference Orchestration component uses a repository to store the workflows of composing templates. The Conference Manager in this component receives the northbound
requests for running conferences, selects an appropriate template from the repository, and determines the required
substrates for the conference. It then sends that information to the SubaaS Selector and the Substrate Orchestration
Engine.
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FIGURE 3. Conference creation and modification steps.

FIGURE 4. Implementation architecture.

The SubaaS Selector chooses the most suitable conferencing SubaaS from the SubaaS Broker, given the substrate
requirements. The discovery mechanism and the interfaces
between these two are reused from the existing work [32].
The Substrate Orchestration Engine uses the chosen
9800

template to compose the selected substrates and deploy it
in the Conference Execution Engine that hosts the running
conferences. The Conference Scaling Decision Maker monitors the running conferences and requests scaling when
needed.
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2) CONFERENCING IaaS

The Conferencing PaaS Handler includes two components:
Conferencing PaaS Requests Handler and Conferencing
Participants Request Handler. These are used to process
the requests initiated by the PaaS and by the Conference
Participants (i.e., the users of conferencing applications),
respectively. These requests are of three types: (1) to create
and activate a conference; (2) to scale a specific conference
(e.g., change the conference size); and (3) to join and leave
a conference. The first two are initiated by the PaaS while
the third is used by the participants. Both handlers are implemented using REST APIs.
The conference creation and activation requests are sent to
the SubaaS Manager in the SubaaS Controller component.
The SubaaS Manager uses the Substrate Selector to choose
the appropriate substrates for creating the new conference.
Also, it uses the SubaaS Publisher to publish the existing
SubaaSs to the Broker.
The conference scaling requests are forwarded to the
Scaling Manager in the SubaaS Controller component.
It relies on a Scale Decision Maker to decide how to scale the
conference. The decision maker first fetches the information
about the conference-related SubaaSs from the Active SubaaS
Info (e.g., the IP of the hosting VM(s)/container(s) and the
information of the server(s) hosting those substrates, such
as available RAM, CPU, etc). Then, based on this information and the new scaling requirements, the decision maker
determines which substrate(s) should be changed and how
(i.e., scale up/out/down). It then instructs the appropriate
component to do it (i.e., Up-Scaler,Out-Scaler, and DownScaler). For instance, if the requirement is to update an
audio conference with 50 users to support 100 users and the
current server hosting the audio mixing substrate does not
have enough resources, the decision is to scale out the audio
mixing substrate on another server. Thus, a new VM or container will create on another server to host the audio mixer
substrate.
For the Substrate Manager, we use the OpenStack Compute (Nova) layer. It creates and updates VMs/Containers
to host the running substrates. It allocates or deallocates
resources based on the incoming requests from the SubaaS
Manager and the Scaling Manager. It also keeps the Active
SubaaS Info up-to-date after each operation.

B. PROTOTYPE

The prototype scenario includes a service provider offering
dial-in audio conferencing service and a game application
utilizing that service. It also includes the conferencing PaaS
and two conferencing IaaSs – both providing dial-in signaling
and audio mixer substrates.
In this prototype, the Cloud Foundry PaaS is used to provide the implementation of typical PaaS components. We also
extend it to implement our novel component (i.e., Conference
Orchestration). For Substrate Orchestration Engine and Conference Execution Engine, we use Activiti [38], a light-weight
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FIGURE 5. Dial-in audio conference creation and activation workflow.

workflow and Business Process Management (BPM) platform. Conference Manager and Conferencing IaaS Handler
are implemented using Express.js framework [39]. Advanced
REST Client [40] is also used to simulate SaaS APIs invocation by the game.
For the conferencing IaaS, OpenStack [41] is used.
Conferencing PaaS Handler is implemented as a Java application with REST-based APIs to communicate with the PaaS.
The open source framework Asterisk [42] is used for signaling, media handling, and floor control substrates. To publish
a SubaaS information, we implement a subset of the model
proposed in [32]. Our published SubaaS information is shown
in table 3. For the Scaling Manager, we use the existing
resource allocation mechanism proposed in [35].
C. VALIDATION AND MEASUREMENTS

To validate our architecture, we run the implementation
according to the steps in Fig. 3. Fig. 5 shows the Activiti
orchestration process to create a dial-in audio conference.
The workflow execution corresponds to steps 5 to 14 in
Fig. 3. Implementing the dial-in audio conference service
using Activiti proved the simplicity of service creation, which
is very useful for non-expert developers. Indeed, while expert
conferencing service providers can use offered APIs to create
their provisioned services, non-expert providers can use an
orchestration tool to provision their services. Fig. 6 shows
the parameters sent back to the game application after the
workflow execution.
Three experimental environments are considered for performance measurements: 1) A Non-Cloud Conferencing
(NCC) environment, where resources are allocated beforehand. 2) A Monolithic IaaS Provider (MIP) environment,
where an IaaS offers multiple substrates in a single SubaaS
(i.e., the SubaaS is composed of multiple coupled substrates).
Thus, the IaaS hosts all substrate instances on the same VM.
This is the same if several SubaaSs from the same IaaS run on
the same VM. 3) A Non-Monolithic IaaS Provider (NMIP)
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TABLE 3. Published information of a SubaaS into the broker in our impementation.

FIGURE 6. Conference information which passed to the game application.

environment, where IaaS offers every single substrate as a
separate service. In NMIP, the IaaS hosts substrate instances
on separate VMs.
The following four metrics are used: (1) Resource Allocation – the total amount of allocated resources, such as
memory and CPU, to accommodate all participants, (2) Scale
Time – the time to add resources to scale the conference,
(3) Conference Start Time – the time to get a conference
ready upon the receipt of a request and (4) Participant Joining
Time – the time to add a participant to a running conference.
To analyze the allocated resources, we consider a conferencing application with considerable fluctuation. A good
example of such application is a massively multiplayer online
game (MMOG) which offers the audio/video conferencing.
This kind of application may include thousands or even millions of players who share their audio and video in the logic
of the game. For example, the study in [43] reported that
the number of users in World of Warcraft (a famous online
game) fluctuates between 1.5 and 2.5 million over 10 hours.
Fig. 7 shows the allocated amount of memory (i.e., RAM)
for a conference, when the number of participants fluctuates
between 1 and 3000. To simulate this fluctuation, we increase
the conference size by 200 participants every 10 minutes.
The results are based on the observed resource usage per
participant. The Scale Decision Maker in IaaSs scales the
VMs up and out while maintaining the QoS requirements.
Two QoS requirements are considered: 1) the end-to-end
delay which includes the audio and video mixing time should
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FIGURE 7. Resource allocation evaluation.

not take more than 400 msec and 2) the amount of allocated resources should be minimized. The resource allocation
algorithm in [35] is designed for this purpose and reused for
the prototype. The reference also discusses audio and video
mixer placement and the placement effects on the QoS. This
discussion is therefore not repeated here.
In NCC, there are always some idle and non-utilized
resources because of upfront resource provisioning. Hence,
we do not show the NCC allocated resources in Fig. 7.
As it is depicted in this figure, MIP scales better than NMIP
(i.e., it allocates fewer resources) for smaller conferences
whereas NMIP wins for bigger conferences. In NMIP,
the substrates are hosted on separate VMs. Thus, for smaller
conferences, it leads to more VMs and more non-utilizable
resources (e.g., the resources consumed by the operating
system) than in MIP. The bigger the size of a conference,
the more resources the substrates required to perform well.
However, they do not require the same thing; e.g., a signaling substrate may need less extra resources than the mixer
because it is only used in the first phase of the conference.
In MIP, because of having monolithic SubaaS, the rate of
adding resources is the same for all substrates. This results in
more scaling out decisions and therefore more VMs. Indeed,
by applying the allocation algorithm in [35], the resources
exceed its maximum extra amount for scaling up, which
makes scaling out a better decision. By contrast, in NMIP,
the resources are allocated to each substrate based on their
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need, resulting in less scaling out decisions. This makes
NMIP achieve better scalability because of the fewer number
of VMs and better resource utilization than in MIP.
Regarding CPU usage, we used a 2.6 GHz single core
CPU for each VM. The CPU utilization per VM fluctuated
between 20% and 80% for each VM in both scenarios. This
fluctuation is based on the number of users that are connected
to the VM. This shows that VMs’ resources are not fully used,
in both MIP and NMIP. Therefore, CPU utilization for small
conferences is better in MIP, since it has a fewer number
of VMs to accommodate users in comparison with NMIP.
Similarly, when the size of the conference is big, NMIP has
better results because of its fewer VMs usage.

FIGURE 8. Total time for scaling the size of a conference with single
participant to a conference with 2 up to 3000 participants.

For the Scale Time metric, we observe the scaling performance of the system under two conditions. The first
condition demonstrates the behavior of the system when
the conference starts with the minimum required amount of
resources, i.e., the least possible substrate instances (Fig. 8).
The second condition demonstrates the behavior of the system under resource over-provisioning situation, i.e., the conference starts with more substrate instances than required
(Fig. 9). Note that the second experiment is exclusively aimed
for demonstrating the impact of the number of substrates
on the scaling time. Therefore, in that experiment, the SLA
violations are not taken into account; i.e., the amount of
allocated resources is not minimized. The provided set of
experiments helps the conference service providers to evaluate the tradeoff between over-provisioning and (sub)optimal
substrate allocation.
The scaling time under the first condition for both MIP and
NMIP scenarios are depicted in Fig. 8. In this experiment,
we first run a conference with one participant. This conference starts with the minimum required resources (i.e., one
VM in MIP and two VMs in NMIP). By increasing the size of
VOLUME 6, 2018

FIGURE 9. Conference scaling time by having different number of VMs for
(a) MIP and (b) NMIP.

the conference, the required resources are added to the existing VMs (i.e., those hosting the substrates). If the required
QoSs cannot be satisfied by adding resources to the existing
VMs, (e.g., the end-to-end delay is more than 400 msec),
the Scaling Manager in the IaaS starts new VMs for hosting
another instance of required substrates [35]. We scale the
size of the conference between 1 and 3000 participants in
this experiment. The scaling time accounts for several parameters, including the time for creating a new VM, the time
for adding resources (i.e., RAM in this experiment) to the
existing VMs and reconfiguring the system (e.g., updating
the list of available audio mixers), and the time for adding
all the participants. Basically, the scaling time from 10 to
100 participants, for instance, is the total time for moving
from a running conference with 10 participants to a running
conference with 100 participants.
As shown in Fig. 8, for adding a large number of participants, the scaling time in MIP is lower than that of NMIP.
The main reason is, as discussed earlier, MIP creates more
instances/VMs than NMIP when the number of participants
is large. This makes MIP able to add participants in parallel
to several substrate instances/VMs. Besides, although reconfiguring the system with more instances has some overhead,
the gain from load balancing makes the scaling time in MIP
lower than in NMIP.
Also, MIP gives better results when a limited number of
participants is added (scaling between 1 through ∼825 in this
graph). Adding resources to the existing VMs in both scenarios takes the same time, i.e., it is the exact same process.
However, the overhead time of reconfiguring the system with
more VMs in NMIP leads to having a longer scaling time.
Once MIP starts to create new VMs, the time for creating
these VM leads to an increase in the scaling time in MIP
(in the middle part of the figure). Based on the results, no
matter how many VMs are created, it does not noticeably
affect the scaling time in MIP and NMIP because several VMs
can be created in parallel.
The case of overprovisioning (Fig. 9) shows that, in both
MIP and NMIP, the scaling time for a limited number of
participants (up to ∼800 participants) is less when the number
of VMs is less. In contrast, when the number of participants to
be added is large, having a conference that is hosted on more
VMs results in less scaling time because the participants can
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join multiple instances/VMs in parallel. Therefore, we can
conclude that having more resources does not always lead to
having less scaling time in the conferencing domain. In fact,
in conferencing, the collaboration between different substrate
instances hosted on different VMs causes some overhead.
Although increasing the number of substrate instances and
balancing the loads between them leads to some saving in
scaling time, the overhead of reconfiguring the system might
be more than the gain.

VI. CONCLUSION

A novel holistic architecture for multimedia conferencing
is proposed in this paper. This architecture simplifies the
provisioning of the conferencing services for expert and nonexpert service providers. It also supports scaling the running
conferences in an elastic manner. The implemented prototype
and the run experiments show the feasibility and validation
of the proposed architecture. The measurement analysis provides important findings, together with valuable recommendations to the conferencing service providers, to suggest them
the most appropriate alternative for the deployment of their
service.
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