The model-checking problem for real-time and hybrid systems is very difficult, even for a wellformed class of hybrid systems-the class of linear hybrid automata-the problem is still undecidable in general. So an important question for the analysis and design of real-time and hybrid systems is the identification of subclasses of such systems and corresponding restricted classes of analysis problems that can be settled algorithmically. In this paper, we show that for a class of linear hybrid automata called positive loop-closed automata, the satisfaction problem for linear duration properties can be solved by linear programming. We extend the traditional regular expressions with duration constraints and use them as a language to describe the behaviour of this class of linear hybrid automata. The extended notation is called duration-constrained regular expressions. Based on this formalism, we show that the model-checking problem can be reduced formally to linear programs.
Introduction
Hybrid systems are real-time systems that allow continuous state changes, over time periods of positive duration, as well as discrete state changes, in zero time. The formalism of hybrid automata [2] has become a standard model for real-time and hybrid systems.
A class of hybrid systems can be modelled by linear hybrid automata. Informally, a linear hybrid automaton is a conventional automaton extended with a set of variables, which are used to model the continuous state changes of hybrid systems and are assumed to be piecewise-linear functions of time. The states of the automaton called locations are assigned with a system state and with a change rate for each variable, such asẋ = w (x is a variable, w is a real number), and the transitions of the automaton are labeled with constraints on the variables such as a x b and /or with reset actions such as x := c (x is a variable, a, b, and c are real numbers). The automaton starts at one of the initial locations with all variables initialised to their initial values. As time progresses, the values of all variables change continuously according to the rate associated with the current location. At any time, the system can change its current location from v to v provided that there is a transition e from v to v whose labeling conditions are satisfied by the current value of the variables. With a location change by a transition e, all the variables are reset to the new value accordingly by the reset actions labeled on e. Transitions are assumed to be instantaneous.
Let us consider an example of a water-level monitor in [3] . The water level in a tank is controlled through a monitor, which continuously senses the water level and turns a pump on and off. The water level changes as a piecewise-linear function of time. When the pump is off, the water level falls by 2 in. per second; when the pump is on, the water level rises by 1 in. per second. Suppose that initially the water level is one inch and the pump is on. There is a delay of two seconds from the time that the monitor signals to change the status of the pump to the time that the change becomes effective. The requirement of the water-level monitor is that the monitor must keep the water level in between 1 and 12 in. A design of the monitor is modelled by the hybrid automaton depicted in Fig. 1 . The automaton has four locations v 1 , v 2 , v 3 , v 4 which are assigned with the system states s 1 , s 2 , s 3 , s 4 respectively. In the locations v 1 and v 2 , the pump is on; in the locations v 3 and v 4 , the pump is off. The variable y is used to model the water-level, and x is used to specify the delays: whenever the control is in location v 2 or v 3 , the value of x indicates how long the signal to switch the pump off or on has been sent.
The model-checking problem for real-time and hybrid systems is very difficult, even for a well-formed class of hybrid systems-the class of linear hybrid automata-the problem is still undecidable in general [2, 5, 6] . So an important question for the analysis and design of real-time and hybrid systems is identification of subclasses of such systems and corresponding restricted classes of analysis problems that can be settled algorithmically [5] . In recent years there have been some works on searching for decidable analysis problems for a subclass of linear hybrid automata [3, [5] [6] [7] [11] [12] [13] . In this paper, for linear duration properties we give a new decidable subclass of linear hybrid automata called positive loop-closed automata. Based on linear programming, we solve the satisfaction problem of positive loop-closed automata for linear duration properties.
Linear duration properties are linear inequalities on integrated durations of system states. Here we use duration calculus (DC) [1] to describe this kind of properties. DC is a logic to specify and reason about requirements for real-time systems. It is an extension of Interval temporal logic which can be used to reason about integrated constraints over time-dependent and Boolean value states without explicit mention of absolute time. In DC, states are modelled as Boolean functions from reals (representing continuous time) to {0, 1}, where 1 denotes state presence, and 0 denotes state absence. For a state S, the integral variable S of DC is a function from bounded and closed intervals to reals which stands for the accumulated presence time (duration) of state S over the intervals, and is defined formally by S [a, b] where S i s are system states, and M and c i s are real numbers. For example, the requirement of the water-level monitor, which is that the monitor must keep the water level in between 1 and 12 in., can be expressed by linear duration properties as well. We know that when the control is in locations v 1 or v 2 , the water level rises 1 in. per second, and when the control is in locations v 3 or v 4 , the water level falls by 2 in. per second. Furthermore, for an interval [0, t], the accumulated time that the system stays in s 1 or s 2 is s 1 + s 2 , and the accumulated time that the system stays in s 3 or s 4 is s 3 + s 4 . Therefore, the water level at time t, given that at the beginning the water level is 1 in., is 1 + s 1 + s 2 − 2( s 3 + s 4 ). Hence, the requirement for the water-level monitor can be described by the following linear duration properties:
In this paper, we consider the problem of checking linear hybrid automata for linear duration properties. We extend the traditional regular expressions with duration constraints and use them as a language to describe the behaviour of linear hybrid automata. The extended notation is called duration-constrained regular expressions. Based on this formalism, we show that the model-checking problem can be reduced formally to linear programs for positive loop-closed automata. The paper is organised as follows. In Section 2, we recall the notion of linear hybrid automata. Section 3 defines positive loop-closed automata. Section 4 introduces duration-constrained regular expressions to describe the behaviour of linear hybrid automata. Section 5 shows that based on duration-constrained regular expressions, the model-checking problem for positive loop-closed automata can be reduced formally to linear programs. Section 6 discusses the related work and contains some conclusions.
Linear hybrid automata
A linear hybrid automaton is a conventional automaton extended with a finite set of real-valued variables. We use a simplified version of linear hybrid automata defined in [2] . The simplification is that any linear hybrid automaton considered in this paper has just one initial location, no initial condition, and no transition to the initial location (we suppose that each variable with an initial value is reset to the initial value by the transitions from the initial location).
Definition 1. A linear hybrid automaton is a tuple H = (Z, X, V , E, v I , α, β), where
• Z is a finite set of system states.
• X is a finite set of real-numbered variables.
• V is a finite set of locations.
• E is transition relation whose elements are of the form (v, φ, ψ, v ) where v, v are in V , φ is a set of variable constraints of the form a x b, and ψ is a set of reset actions of the form y := c (x ∈ X, y ∈ X, a, b, c are real numbers, a and b may be
• α is a labeling function which maps each location in V to a state in Z.
• β is a labeling function which maps each location in V to a set of change rates which are of the form . x= a (x ∈ X and a is a real number). For any location v, for any x ∈ X, there is one and only one .
x= a ∈ β(v).
We use sequences of locations to represent the evolution of a linear hybrid automaton from state to state. A sequence of locations is of the form
which indicates that the automaton start from location v 0 , move to v i+1 from v i with executing the reset actions in set ψ i when the variable constraints in set φ i are satisfied. For a linear hybrid automaton H = (Z, X, V , E, v I , α, β), a path segment is a sequence of 
v m is bounded if it cannot be extended into a longer simple path (path segment), i.e. there is no loca- 
where for each l (j < l i),
For example, for the linear hybrid automaton depicted in Fig. 1 , the timed sequence
For a linear hybrid automaton H , for a transition e = (v, φ, ψ, v ) in H , if e is labeled with a variable constraint a x b, i.e. a x b ∈ φ, then we say that x is tested by e; if e is labeled with a reset action x := c, i.e. x := c ∈ ψ, then we say that x is reset by e. Notice that if a transition is labeled with a variable constraint x = c, we can take it as the transition resets the variable x to c. For example, for the automaton depicted in Fig. 1 , we can say that the transitions e 1 and e 3 reset the variable y to 10 and 5 respectively, and the transitions e 2 and e 4 reset the variable x to 2.
Positive loop-closed automata
Positive loop-closed automata form a subclass of linear hybrid automata. In the following, we define this class of linear hybrid automata, and give an algorithm for identifying them.
Definition of positive loop-closed automata
A positive loop-closed automaton is a restricted linear hybrid automaton with its loops satisfying two restriction conditions. So we first define loops in linear hybrid automata. For a simple path in a linear hybrid automaton of the form v 1 
is a loop-enter of the loop. Then we introduce loop-closedness which is one condition satisfied by any loop in a positive loop-closed automaton. Intuitively, loop-closedness means that any variable constraint inside (outside) a loop is not related to any transition outside (inside) the loop, which is defined formally as follows. In a linear hybrid automaton H , let ρ be a loop of the form
v m , and ρ 1 be a path of the form
Suppose that v 1 = u i , i.e. the loop ρ starts from u i . It follows that by replacing u i in ρ 1 with ρ we can get another path ρ 2 of the form
We say that in the path ρ 2 , a variable constraint inside ρ is related to a transition outside ρ if the following condition holds:
• there is a variable constraint a x b which is labeled on a transition (v j , φ j , ψ j ,
in ρ does not reset the variable x, and • there is a transition (u l , φ l , ψ l , u l+1 ) (1 l < i − 1) in ρ 2 resetting the variable x, but any transition (u k , φ k , ψ k , u k+1 ) (l < k < i) in ρ 2 does not reset the variable x, which means that when the automaton stays in v j along the path ρ 2 , in order to check if the variable constraint a x b is satisfied, we need to refer the value of x which is reset to by the transition (u l , φ l , ψ l , u l+1 ). We say that in the path ρ 2 , a variable constraint outside ρ is related to a transition inside ρ if the following condition holds:
• there is a variable constraint a x b which is labeled on a transition (u j , φ j , ψ j , 
We defined that ρ is closed if for any path in H containing ρ, any variable constraint inside ρ is not related to any transition outside ρ, and any variable constraint outside ρ is not related to any transition inside ρ, i.e. the following condition holds:
• any variable constraint inside ρ is not related to any transition outside ρ, i.e., for any simple path or loop 
• any variable constraint outside ρ is not related to any transition inside ρ, i.e., for any simple path segment 
the variable constraint y 3 labeled on e 4 is related to the transition e 0 which is outside the loop. That a loop is closed implies that the variable values inside the loop do not depend on their values outside the loop, and that the variable values outside the loop do not depend on their values inside the loop. 
Definition 3. A linear hybrid automaton H is loop-closed if each loop in H is closed.
For example, the automaton depicted in Fig. 2 is a loop-closed automaton. We have discovered that for some loops which are not closed, if we change their loop-start nodes then they become closed. For example, the only loop in the automaton depicted in Fig. 1 is not closed, but if the location v 2 is the loop-start node instead of the location v 1 then the loop is closed. So we introduce a new location v 1 such that the location v 2 becomes the loop-start node, and get a loop-closed automaton with the same behaviour which is depicted in Fig. 3 .
The other restriction condition satisfied by any loop in a positive loop-closed automaton is reducibleness. It follows that if any loop in a loop-closed automaton satisfies the reducibleness condition then the automaton is a positive loop-closed automaton. For defining the reducibleness condition, we first need to introduce zero loops and nonzero loops.
For a loop-closed automaton H , let ρ be a loop in H which is of the form v 1 
A loop is called nonzero loop if it is not a zero loop. According to the variable constraints on the transitions of a loop, if a loop is a zero loop, then a repetition of the loop may take no time; if a loop is a nonzero loop, then a repetition of the loop must take time. For example, in the automaton depicted in Fig. 2 ,
are zero loops, while
is a nonzero loop. 
We say that ρ is reducible if for any bounded simple path segment
• either ρ is not constrained by any variable constraint in the path segment, i.e. for any variable constraint a x b labeled on a transition For example, in the automaton depicted in Fig. 2 , the nonzero loop
is reducible, but the zero loop
is not reducible since along the path segment
it is constrained only by the variable constraint z 20 on the transition e 9 which is not positive. For a nonzero loop, if it is constrained by a positive constraint in a path segment, then the positive constraint will be violated by unfolding the loop finite many times since every repetition of the nonzero loop must take time. So that a nonzero loop is reducible means that either it is not constrained by any variable constraint (in this case, we just need to unfold it one time for checking a given linear duration property), or it is constrained by a positive constraint so that any path of the automaton satisfying enforced time constraints only contains finite many times repetition of the loop (in this case, the model checking problem is decidable).
Definition 4.
A positive loop-closed automaton is a loop-closed automaton in which each nonzero loop is reducible.
For example, the automata depicted in Figs. 2 and 3 are positive loop-closed automata. Although the definition of positive loop-closed automaton is not simple, we can give an efficient algorithm to check if a linear hybrid automaton is positive loop-closed, which is described in Appendix A.
Positive loop-closed automata form a decidable class of linear hybrid automata for linear duration properties. For real systems, the condition of positive loop-closedness is rational. For a real system (e.g., a control system), the loop-closedness means that every repetition of a control process starts from the same control conditions. Furthermore, for a control system, in most case, a repetition of a control process takes time, and a task containing the repetitions of the control process need to be finished in a given time (as a nonzero loop is constrained by a positive constraint). So we think that there are a number of real systems that satisfy the condition of positive loop-closedness and that can thus be modeled by positive loop-closed automata. In next section, we will introduce durationconstrained regular expressions to represent the behaviour of this class of linear hybrid automata. Based on this formalism, in Section 5 we show that the satisfaction problem of positive loop-closed automata for linear duration properties can be solved by linear programming.
Duration-constrained regular expressions
We know that the number of timed sequences to express the behaviour of a linear hybrid automaton may be infinite. In this section, we introduce duration-constrained regular expressions as a finite representation of behaviour of loop-closed automata, which is an extension of regular expressions with duration constraints.
Definition of duration-constrained regular expressions
While a regular expression over a set of states/transitions (alphabet) is a finite representation of a (infinite) set of sequences of states/transitions, a duration-constrained regular expression will be a finite representation of a set of timed sequences of states. By incorporating duration constraints into regular expressions, we get duration-constrained regular expressions.
A duration constraint in Duration Calculus is of the form a Definition 5. For a duration-constrained regular expression (DRE) R, its language over a finite set Z of states is denoted by L(R). Let R + be the set of nonnegative real numbers.
DREs and their languages are defined recursively as follows:
(1) ε is a DRE, and L(ε) = {ε}.
If R 1 and R 2 are DREs, then R 1 ∧ R 2 is a DRE, and
(4) If R 1 and R 2 are DREs, then R 1 ⊕ R 2 is a DRE, and
(5) If R is a DRE, then R * is a DRE, and
where σ 1 ∧ · · · ∧ σ m= ε when m = 0. (6) If R is a DRE, and is a set of duration constraints, then (R, ) is a DRE, and
Duration-constrained regular expressions form a simple formalism to model real-time and hybrid systems. Although the traditional regular expressions are powerful enough to describe the behaviour of finite automata, it is not the case for DREs to describe the behaviour of all linear hybrid automata. The reason is that the behaviour of linear hybrid automata is more complicated than the one of traditional automata since time is introduced. Nevertheless, DREs are powerful enough for describe the behaviour of loop-closed automata. In the following subsection, we show that any loop-closed automata can have its behaviour represented by a DRE.
From loop-closed automata to duration-constrained regular expressions
Now we show that for a loop-closed automaton, we can construct a DRE to represent its behaviour. The constructing process consists of two steps: first, for a given loop-closed automaton H , we construct a regular expression K over the set of its locations which represents the set of all paths in H ; then, we construct a DRE to represent its behaviour by incorporating duration constraints into K and by replacing locations with states in K. Here for simplicity and being consistent with regular expressions, we denote a sequence of locations in a linear hybrid automaton by the form v 1 ∧ v 2 ∧ · · · ∧ v m . Let H be a linear hybrid automaton, and ρ be a path segment in H which is of the form
If ρ is not a simple path segment, then we can find v i and v j (1 i < j m) such that v i = v j , and then we can get a path segment ρ 1 which is constructed from ρ by removing any v k (i < k j). By applying the above elimination step repeatedly, we can get a simple path segment ρ . We say that ρ is an extension of ρ . We define that any simple path segment is an extension of itself. In the following, we first construct a regular expression for a loop which represents the set of the extensions of the loop, then construct a regular expression for a simple path which represents the set of the extensions of the simple path.
Let H be a loop-closed automaton, ρ = v 1 ∧ v 2 ∧ · · · ∧ v m be a loop in H , ρ 1 be a loopenter path of ρ, and
. Let E(ρ 1 , ρ) be a regular expression over the locations in H , which is defined recursively as follows:
where if there is not any loop which can be entered through 
Let F (ρ) be a regular expression over the locations in H , which is defined as follows:
where if there is not any loop which can be entered through ρ i (1 < i m) ,
are all the loops which can be entered through ρ i . From the definition of F , it follows directly that for a loop-closed automaton, for a simple path ρ in the automaton, F (ρ) represents the set of the paths which contains all extensions of ρ. It implies that for a loop-closed automaton, the set of its paths can be represented by
. . , ρ n are all simple paths in the automaton.
Then, for a loop-closed automaton H = (Z, X, V , E, v I , α, β) whose set of paths is represented by a regular expression K, we construct a DRE to represent its behaviour by incorporating duration constraints into K and by replacing locations with states in K. Each duration constraint incorporated into K is corresponding to a variable constraint in H . For a simple path or loop in H , let ρ) which is of the form
where for each i (1 < i m) ,
Since we can give a state assigned to a location in H with many names, we let each location occurrence in K 1 correspond to a different state name for avoiding name collision in duration constraints. Let D(K 1 ) be a DRE which is defined recursively as follows:
• is the set of duration constraints whose elements are of the form From Definitions 2 and 5, it follows that for a simple path ρ in H , for any timed sequence in L(D (F (ρ) )), if we replace all state names which correspond to the same location v with α(v), then we get a timed sequence which represents a behaviour of H . It implies that if ρ 1 , ρ 2 , . . . , ρ n are all the simple paths in H , then the behaviour of H can be represented modulo renaming by
For example, for the hybrid automaton depicted in Fig. 3 , its behaviour can be expressed by the following DRE R:
where 4 . We have given a transition procedure from loop-closed automata to DREs. Whether there is an inverse transition is an interesting question. It seems that both formalisms have the same expressive power. Since we introduce DREs just for checking positive loop-closed automata, we leave this open problem here.
Checking positive loop-closed automata for linear duration properties
In this section, we solve the problem of checking positive loop-closed automata for linear duration properties.
A timed sequence σ = ( A DRE R satisfies a linear duration property P , denoted by R |= P , if and only if any timed sequences σ ∈ L(R) satisfies P . So, for a loop-closed automaton whose behaviour can be represented by a DRE, the satisfaction problem for a linear duration property can be solved by checking if the DRE satisfies the linear duration property. In the following, we consider the problem of checking if a DRE satisfies a linear duration property.
Some concepts concerning duration-constrained regular expressions
First we need to introduce more concepts about DREs which will be used in solving the problem.
For a DRE R, if L(R) = ∅, then R is said to be empty.
A simple DRE is a DRE in which there is no occurrence of the combinators * (repetition) and ⊕ (union). From Definition 5, it follows that by renaming states, any simple DRE R can be rewritten as a simple DRE R of the form ( where s 1 , s 2 , . . . , s n are states. Therefore, from now on, we assume that any simple DRE is of the form (s 1 ∧ s 2 ∧ · · · ∧ s n , ). Intuitively, a simple path is corresponding to a simple path segment in an automaton.
For any simple
c i S i b ∈ satisfies that a 0 and b 0, then R is said to be a zero-simple DRE, otherwise R is said to be a nonzero-simple DRE. The intuitive meanings of zero-simple DREs and nonzero-simple DREs are respectively corresponding to zero loops and nonzero loops in an automaton.
By a normal form we mean a DRE of the form
For a DRE R, its sub-expressions are defined recursively by (1) R is a sub-expression of R.
where R 1 and R 2 are DREs, then all the sub-expressions of R 1 or of R 2 are sub-expressions of R.
where R 1 is a DRE, then all the sub-expressions of R 1 are sub-expressions of R. Let R be a DRE, and R 1 be a sub-expression of R. Replacing an occurrence of R 1 in R with a letter X, we obtain a context of X, denoted by C(X). Any context of X, C(X), is associated with a set of duration constraints which are enforced on the variable X by the context, which is denoted by (C(X)). If a context C(X) does not enforce any duration constraint on X, then (C(X)) = ∅.
Definition 6. A context C(X) of X and (C(X)) are defined recursively as (1) X is a context of X, and (X)
* is a context of X, and (C(X)) =
(C 1 (X)). (5) If C 1 (X) is a context of X and is a set of duration constraints, then C(X) = (C 1 (X), ) is a context of X, and (C(X))
For any context C(X), replacing X in C(X) with a DRE, say R, we obtain a DRE, denoted by C(R). 
Basic idea for solving the satisfaction problem
the problem of checking N for P can be solved by solving m problems of checking R i |= P for i = 1, 2, . . . , m, which can be solved by linear programming.
Therefore, for a general DRE R, for a linear duration property P , if we can effectively find a normal form N satisfying that R |= P if and only if N |= P , then we can check R |= P effectively. (1 i n) . We say that a context C(X) is bounded for R if there is a positive duration constraint for R in (C(X) ). Intuitively, a positive duration constraint is corresponding to a positive constraint in an automaton. The intuitive meaning of C(R), which results from putting a nonzero-simple DRE R into a bounded context C(X) for R, is corresponding to that a nonzero loop in an automaton is constrained by a positive constraint. We say that a context C(X) is free if (C(X)) = ∅. The intuitive meaning of C(R), which results from putting a nonzero-simple DRE R into a free context C(X), is corresponding to that a nonzero loop in an automaton is not constrained by any variable constraint.
Foundation of algorithm
Let R be a DRE representing the behaviour of a positive loop-closed automaton, and R 1 be a sub-expression of R which is an nonzero-simple DRE. Replacing an occurrence of R * 1 in R with X, we get a context C(X). Notice that since any positive loop-closed automaton satisfies that any nonzero loop is reducible, either C(X) is bounded for R or C(X) is free.
Let R be a nonzero-simple DRE, and C(X) be a bounded context for R. Notice that for any duration constraint a 
The intuitive meaning of ω(C(X), R) is that in any timed sequence ∈ L(C(R)) there is no occurrence of any concatenation of more than ω(C(X), R) timed sequences in L(R).
For a DRE R and a linear duration property P , we attempt to find a normal form N such that L(R) |= P if and only if L(N) |= P by the following procedure:
• Step 0. Let R := R.
• Step 1. For R , distributing ∧ over ⊕, and over ⊕, we obtain Q. If Q is a normal form, then we have done.
• Step 2. For a sub-expression Q S of Q which is of the form Q S = Q 1 * , replacing an occurrence of Q S in Q with X, we obtain a context C Q (X) such that Q = C Q (Q S ).
• Step 3. Finding a DRE Q S in which there is no occurrence of combinator * satisfying that C Q (Q S ) |= P if and only if C Q (Q S ) |= P . Let R := C Q (Q S ) and goto Step 1. Obviously the procedure is correct. The problem is how to find Q S in Step 3. The following lemmas and theorems will help to solve that problem. 
Lemma 1. Let R and R be DREs, C(X) be a context, and P be a linear duration property. If for any σ ∈ L(R), there is σ ∈ L(R ) satisfying that
θ σ,σ ∈ L(C(R * )), there is σ ∈ L(C(ε)) satisfying that θ(σ, n i=1 c i S i ) θ(σ , n i=1 c i S i ).
Lemma 4. Let R be a nonzero-simple DRE, and C(X) be a bounded context for
These lemmas can be proved by induction on the structure of context, and their detailed proofs are presented in Appendix B. From these lemmas, we can prove the following theorems.
Theorem 1. Let R 1 and R 2 be DREs, P be a linear duration property, and C(X) be a context. Then C((R
. From Lemma 1, the half of the claim follows, i.e.
C((R
The other half can be proved as follows. For any integrated duration
. Hence, from Lemma 1, the result follows.
Theorem 2. Let
R = (s 1 ∧ s 2 ∧ · · · ∧ s m ,
) be a zero-simple DRE, P be a linear duration property, and C(X) be a context. Let
,
Proof. The half of the claim that C(R ) |= P implies C(R * ) |= P is explained as follows.
where
n).
For any j (1 j m), let t j = t 1j + t 2j + · · · + t nj , and let
Since for any i (1 i n) 
c i S i , the first half of the claim follows from Lemma 1. The other half of the claim, i.e. C(R * ) |= P implies C(R ) |= P , can be proved as follows. For any σ = ( 
and θ(σ, 
, by Lemma 2, the claim holds.
The other claim that C(s) |= P implies C(R * ) |= P can be proved as follows. 
Model-checking algorithm
Let R be a DRE representing the behaviour of a positive loop-closed automaton, and R 1 be a sub-expression of R which is an nonzero-simple DRE. Replacing an occurrence of R * 1 in R with X, we get a context C(X). Since any positive loop-closed automaton satisfies that any nonzero loop is reducible, either C(X) is bounded for R or C(X) is free. So based on the above theorems, we can develop an algorithm to check if a positive loop-closed automaton H satisfies a linear duration property P = n i=0 c i S i M as follows.
Step 0. Construct a DRE R to represent the behaviour of H , and let R := R.
Step 1. For R , distributing ∧ over ⊕, and over ⊕, we obtain Q.
Step 2. Finding a sub-expression Q S of Q which has one of the following four forms: Step 7 (note that it is not difficult to prove that if we cannot find out such a Q S , then Q is a normal form); otherwise replacing the occurrence of Q S in Q with X, we get a context C Q (X) such that Q = C Q (Q S ). Then, if Q S has the first form, goto Step 3; if Q S has second form, goto Step 4; if Q S has the third form, goto
Step 5; if Q S has the fourth form, goto Step 6.
Step 3. By Theorem 1, we transform
Thus, let R := Q , and goto Step 1.
Step 4. If C Q (X) is bounded for R 1 , then by Theorem 5 we transform
, where p is defined in Theorem 5. Therefore, let R := Q , and goto Step 1.
where s is a state defined in Theorem 3. Let R := Q , and goto Step 1. Otherwise, by Theorem 4, we transform Q into Q = C Q (ε). Let R := Q , and goto Step 1.
Step 5. By Theorem 2, we transform Q into Q = C Q (R 1 ), where R 1 is the simple DRE defined in Theorem 2. Let R := Q , and goto Step 1.
Step 6. Since L(R 1 ) = ∅, let R := C Q (ε) and goto Step 1.
Step 7. Since Q is a normal form now, we check Q |= P by linear programming. If Q |= P , then R |= P , i.e. H satisfies P ; otherwise R |= P , i.e. H does not satisfy P .
Algorithm complexity
The above algorithm is based on linear programming. The linear programming problem has been well-studied, and can be solved with a polynomial-time algorithm in general. Indeed many software packages have been developed to efficiently find solutions for linear programs. In the algorithm, sometimes we need to unfold the combinator * (loop) a finite number of times (shown in Theorem 5). Each iteration will make the linear programming problem larger and hence this is the main source of complexity of the algorithm.
We have discovered that for a subclass of positive loop-closed automata, the satisfaction problem for linear duration properties can be solved efficiently without unfolding loops. We call this class of linear hybrid automata by zero loop-closed automata, which is described in [18] . A zero loop-closed automaton is a positive loop-closed automaton in which any nonzero loop is not constrained by any variable constraint outside the loop. In this case, we do not need to use Theorem 5 so that we can use another approach to solving problem efficiently, which is to traverse all the simple paths in an automaton and checking their corresponding sequences of locations for a given linear duration property.
Related work and conclusion
In this paper, we have shown that for a class of linear hybrid automata called positive loop-closed automata, the satisfaction problem for linear duration properties can be solved by linear programming. We extend the traditional regular expressions with duration constraints and use them as a language to describe the behaviour of this class of linear hybrid automata. The extended notation is called duration-constrained regular expressions. Based on this formalism, we show that the model-checking problem can be reduced formally to linear programs.
In general the model checking problem is undecidable for the class of linear hybrid automata. This paper gives a new result for the decidability of the model checking problem because the class of positive loop-closed automata is not contained by the decidable classes of hybrid systems we have found in the literature so far. In [5] , the decidability of a class of linear hybrid systems called integration graphs is reduced to the verification problem for timed automata [10] . In integration graphs, it is not allowed to test a variable in a loop which has different change rate in different locations. In [6] , a class of hybrid automata, initialized rectangular automata, are proved to be decidable for linear temporal logic (LTL) requirements. A symbolic method is presented in [7] such that the tool HYTECH [8] which runs a symbolic procedure can terminate on initialized rectangular automata. Any initialized rectangular automaton requires that any variable must be reset when its change rate is changed. In [3] , an automatic approach, which attempt to construct the reachable region by symbolic execution, has been presented. But the procedures often do not terminate. In [11] [12] [13] , several approaches to verifying hybrid systems are presented, but they do not result in any decidable class of hybrid systems.
The idea to check linear duration properties by linear programming comes from [4] in which the problem for real-time automata is solved by linear programming technique, which is well established. By developing the techniques in [4] , we show in [19, 20] that by linear programming technique the problem can be solved totally for a class of linear hybrid automata which is included by the class of positive loop-closed automata. In [19, 20] , we describe the decidable class of linear hybrid automata by using an extension of regular expressions with time constraints, but do not give any direct definition of the decidable hybrid automata. In [18] , we show that for a subclass of positive loop-closed automata, the problem can be solved efficiently based on depth-first search method. In [5] the problem for timed automata has been solved by mixed integer/linear programming techniques. In [16, 17] , a integer time verification technique is developed for solving the problem for timed automata. In [9] , an algorithm has been developed for checking duration-bounded reachability which asks whether there is a behaviour of an automaton from a start state to a target state, such that the accumulated duration along the behaviour satisfies a constraint. In that paper, the coefficients corresponding to the state durations are restricted to nonnegative integers.
We have developed a model checker based on the result presented in this paper, which accepts a linear hybrid automaton, expresses its behaviour with a duration-constrained regular expression if it is a positive loop-closed automaton, and check it for a given linear duration property. The tool is implemented in Java, and the linear programming software package which is integrated in the tool is from OR_Objects of DRA Systems which is a free collection of Java classes for developing operations research, scientific and engineering applications (http://OpsResearch.com/OR-Objects/index.html).
For real systems, the condition of positive loop-closedness is rational. For example, for a control system, the loop-closedness means that every repetition of a control process starts from the same control conditions. Furthermore, in most case, a repetition of a control process takes time, and a task containing the repetitions of the control process need to be finished in a given time (as a nonzero loop is constrained by a positive constraint). So we think that there are a number of real systems that satisfy the condition of positive loopclosedness and that can thus be modeled by positive loop-closed automata. An important topic for future work is to do case studies in practical use. for any integrated duration n i=0 c i S i . We prove the claim by induction on the structure of context.
• Basic case: Let C(X) = X. Then C(R) = R and C(R ) = R . By assumption, the basic case holds.
• Induction step: Assume that the claim holds for a context C 1 (X), and let C(X) be defined from C 1 (X).
Since, by Definition 5,
by the inductive hypothesis, the claim holds. 
Similarly the previous case, we have (C 1 (R) ) and satisfies any linear duration constraint in , any σ ∈ L(C(R )) is in L (C 1 (R ) ) and satisfies any linear duration constraint in . Let σ is in L (C 1 (R) ). By the inductive hypothesis, there is σ ∈ L(C 1 (R )) such that We prove this claim by induction on the structure of context.
• Basic case: Let C(X) = X. Then C(R) = R and C(R ) = R . Bu assumption, the basic case holds. • Induction step: Assume that the claim holds for a context C 1 (X), and let C(X) be defined from C 1 (X).
(1) Let C(X) = C 1 (X) ⊕ R 1 . Then
by the inductive hypothesis, the claim holds. Let σ = σ 1 ∧ σ R 1 . it follows that σ ∈ L(C(ε)). Since for any linear duration constraint a Since C(X) is free, = ∅. It follows that L(C(R * )) = L(C 1 (R * )) and L(C(ε)) = L (C 1 (ε) ). By the inductive hypothesis, the claim holds. Proof. We will prove the following more general claim: Let R be a nonzero-simple DRE, and (C(X), ) be a bounded context for R. Then, for any R j , ) ), which implies the basic case holds.
• Induction step: Assume that the claim holds for a context C 1 (X), and let C(X) be defined from C 1 (X). 
By Definition 6, ((C(X), )) = ((C 1 (X), )). It follows that ω((C(X), ), R) = ω((C 1 (X), ), R).
Since (C(X), ) be a bounded context for R, (C 1 (X), ) be a bounded context for R. Since, by Definition 5,
