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ABSTRACT 
The project is to enable the Siemens PLC (Programmable Logic Control) S7-300 to 
communicate with the Lab VIEW. The communication between S7-300 and Lab VIEW is 
via OPC (OLE for Process Control). Development of OPC using SIMA TIC NET OPC 
Server. OPC is industry standard provides real plug-and-play software technology for 
process control and factory automation. OPC integrate software and hardware across 
spectrum of vendors easily. Visualization of Festo Didactic process developed using 
Lab VIEW. Festo Didactic is small system which consist actuators and sensors . The 
process of Festo is to make hole for three different material red plastic, black plastic and 
metal. PROFIBUS is a medium to transfer data from PLC to Lab VIEW or Lab VIEW to 
PLC.
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ABSTRAK 
Projek mi membolehkan komunikasi di antara Siemens PLC (Programmable Logic 
Control) S7-300 dengan Lqb VIEW. Komunikasi di antara PLC dengan Lab VIEW adalah 
melalui OPC (OLE for Process Control). Pembangunan OPC menggunakan SI1v14 TIC 
NET OPC Server. OPC adalah industri standard yang memberikan keadaan sebenar 
plug-and-play teknologi perisian untuk kawalan process dan automasi industri.. OPC 
juga mengintegrasikan perisian dan perkakasan bagi semua pembekal dengan mudah. 
Visualisasi proses Festo Didactic dibangunkan dengan menggunakan Lab VIEW. Festo 
Didactic adalah system kecil yang mengandungi banyak pengesan dan pengerak Proses 
yang dijalankan oleh Festo adalah melubangkan tiga jenis bahan iaitu plastik berwarna 
merah, plastic berwarna hitam dan juga logam.PROFIBUS adalah media yang 
digunakan untuk menghantar data dari PLC ke Lab VIEW atau Lab VIEW ke PLC.
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CHAPTER 1
INTRODUCTION 
Traditionally, the industrial- automation market has seen a proliferation of proprietary 
interface standards. Hundreds of different and incompatible proprietary interface 
standards developed by suppliers are required to communicate with automation systems 
and devices. There is a barrier because of incompatibilities and proprietary 
communication interfaces between different suppliers' automation hardware and software 
[19] .Using proprietary interface method locked users into particular vendor. If users 
required changes in system, users were forced to return to the same vendor and 
subsequently forced to pay for solutions that were not always optimal. Creating a 
multivendor system, in automation company which can choose and apply the best 
products and systems for any given application often requires to invest a significant 
amount of money on system integration. The money invested is not just to get the desired 
automation and control functionality from the system. Much effort is required to ensure 
that the systems, can share information and interoperate with other automation and 
business systems in the plant or factory. 
OPC (OLE for Process Control) removes barriers between traditionally proprietary 
factory floor devices, systems and other manufacturing software. OPC is open 
Connectivity in industrial automation and the enterprise systems that support industry 
[19]. The standard that enables integrators to connect disparate systems together, creating 
robust solutions and providing true interoperability; while at the same time reducing
I 
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implementation time and costs. Interoperability is assured through the creation and 
maintenance of open standard specifications [19]. The OPC enables a fully scalable 
solution for future changes and expansion. The users no longer tied or locked in to a 
single vendor. In addition, long-term maintenance and upgrading can be done by 
removing and replacing individual components in a system without any work needed to 
"wire up" the new pieces [19]. The advantage of OPC to supplier is reducing their time in 
driver development so they focus on at communication to end device, rather than 
worrying about different client communication schemes [19]. At the end, vendor become 
more competitive and offer superior product and solution to maintain their products and 
customers. 
1.1 Problem Statement 
Now day, application software should readily communicate with digital plant-floor 
devices as well as other applications. Most manufacturers pressing need of making 
hardware and software work together. The main problem of manufacturers is interfaces 
not standard. The proprietary system not integrates among each other. 
In the absence of any standard, vendors have developed proprietary hardware and 
software solutions. Integrating different systems increase cost to manufacturer as well as 
long term maintenance and support. The custom drivers and interfaces can be written, but 
day by day thousands of different types of control devices and software packages 
Increases rapidly. The other problem faces by manufactures. are inconsistencies among 
different vendors' drivers, hardware features that are not universally supported, hardware 
upgrades that can wreck an existing driver,"and access conflicts. When supplier comes 
out with new controller, software developers have to write a new driver. Each time 
manufacturer purchase new controller then they also has to buy new driver for the 
controller. This problem adding manufacturer costs.
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All the problem should be solve of getting a variety of systems to work together. 
The solution is having a standard that provides real plug-and-play software technology 
for process control and factory automation for every system, every device and every 
driver can freely communicate, connect and integrated. The standard is OPC (OLE for 
Process Control) where OLE is Object Linking and Embedding. 
Formerly student at Georg-Simon Ohm, Fachhochshule Nirnberg, Germany develop 
a proprietary which Siemens PLC (S7-300) with Siemens software, WinCC (Window 
Control Centre). The OPC verified through this project which Siemens PLC (S7-300) 
integrated with Lab VIE W. 
1.2 Project Overview 
Figure 1.1 shows the overview of the project. This project developed using a small 
factory automation called Festo Didactic. Important of the project is used OPC as the 
connection between Siemens PLC (S7-300) and LabVIIEW. The Computerl consist OPC 
which OPC Server configured by SIMATIC NET. The SIMATIC NET is software from 
Siemens to develop OPC Server. LabVIEW as OPC Client and also as visualization 
interface for Festo Didactic. Festo Didactic is small system consist sensors, actuators and 
stepper motors. The connection Computerl to S7-300 is via PROFIBUS. To enable this 
communication, a module card CP56 11 installed at Computer 1. The CP56 11 installed at 
any free PCI (Peripheral Component Interconnect) slot on the Computer 1. The PLC 
connects directly to sensors, actuators and stepper motors at Festo Didactic. The 
Computer2 configured hardware S7-300 and connection via M1PI (Multipoint Interface) 
and PROFIBUS The Computer2 created PLC programming via STEP7. The STEP7 is 
Software from Siemens to write a Siemens PLC programming. The description of Festo 
will discuss on Chapter 5 on Hardware specifications.
Computer I Computer2 
OPC 
Lab VIEW Hardware 
CP56 11 configuration 
PROFIBUS MPI  
PLC 
S7-300 
IH 
Festo 
Didactic
Figure 1.1: The connection between S7-300 and Lab VIEW via OPC 
1.3 Project Aim 
The aim of this project is to develop an OPC for Festo Didactic 
1.4 Objectives 
The objectives of the project are:-
1. Develop OPC Server and OPC Client. 
2. Enable the connection from Computer to Siemens PLC (S7-300) through 
PROFIBUS (R5485). 
3. Develop the visualization for the Festo Didactic using Lab VIE W. 
4. Enhancing PROFIBUS (RS485) from 1.5 Mbps to 12 Mbps. 
5. Performance Test and find out the limitations 
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:1.5 Project Scope 
The project concentrated development on OPC, Lab VIEW and CP561 1 module card. 
The project also concentrated on transmission technology via PROFIBUS (RS485). The 
formerly student, at Georg-Simon-Ohm, Fachhochshule NUrnberg, Germany has been 
done development on Siemens PLC (S7-300) to Festo Didactic, WinCC (Window Control 
Centre) and MIPI connection.
CHAPTER II 
THEORETICAL BACKGROUND 
2.1 OPC (OLE for Process Control) 
As Computer becomes more and more important even in industrial automation. Most 
Computer interface based on Microsoft Windows technologies. The first solution 
provided with Microsoft 3.1 was the Dynamic Data Exchange (DDE). Although an open 
and finally widely accepted standard its communication performance was not 
satisfactory. The development of the OPC (OLE for Process Control) architecture aims at 
solving the question of performance while providing an open interface standard between 
application. 
2.1.10PC Background 
A standard mechanism for communicating to numerous data sources, either devices on 
the factory floor, or a database in a control room is the motivation for OPC. The 
architecture for the Process Industry shown in Figure 2. 1 involves the following levels: 
I. Field Management is to provide data on the health of a device, its configuration 
parameters, materials of construction, etc. The data must be presented to the user, 
and any applications using it, in a consistent manner.
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2. Process Management is where installation of Distributed Control Systems (DCS) 
and SCADA systems to monitor and control manufacturing processes makes data 
available electronically which had been gathered manually. 
3. Business Management is to give benefits can be gained by installing the control 
systems. This can be done by integrating the information collected from the 
process into the business • systems managing the financial aspects of the 
manufacturing process. Providing this information in a consistent manner to client 
applications minimizes the effort required to provide this integration. 
To do these things effectively, manufacturers need to access data from the plant floor and 
integrate it into their existing business systems: Manufacturers must be able to utilize off 
the shelf too1s(SCADA Packages, Databases, spreadsheets, etc.) to assemble a system to 
meet their needs. The key is an open and effective communication architecture 
concentrating on data access, and not the types of data. 
Windows ai 
Wirdows-5 
Windows MT	 Business Management 
Clien: Aphcat;sns
Windows NT 
OpetorCc-soIe 
7Histor1 Data 
Ser:er 
RTMstorjDat 
Rant Highway
Process Management 
PD Meters	 Anaytoai	 JJ 
Measurement Common Hwsd
	
-Tine -Anang i/C	 HsIdiseId- 
coria:is
mplex 	 I/C	 ?DA	 Corfiurason an 
-Temp VaNes -TC.R7. 	 Mstrnensro 
Field Management
Figure 2.1: Process Control Information Architecture 
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2.1.2 OPC Object and Interface 
The OPC Client can connect to OPC Servers provided by one or more vendor. OPC 
Server may be provided by different vendors. Vendor supplied code determines the 
devices and data to which each server has access, the data names, and the details about 
how the server physically access that data. 
Figure 2.2: OPC Client/Server Relationship 
2.1.3 General OPC Architecture and Components 
f— Applica t ion	 OPCCJvIom 1fF
OPC Server 
(In-Proc .. LocuI eioote,	 Vendor Specific Logic 
Handler) 
VP Application r OPC Automation I/F 
Figure 2.3: OPC Interface 
OPC specifications contain two set interface; Custom Interface and au -tomation Interface. 
This is shown in Figure 2. . 3.The OPC Specification specifies COM interfaces. It specifies 
the behavior that the interfaces are expected to provide to the client applications that use 
tern. Included are descriptions of architectures and interfaces that seemed most 
appropriate for those architectures. Like all COM implementations, the architecture of
pC is a client-server model where the OPC Server component provides an interface to 
the QPC objects and manages them. There are several unique considerations in 
implementing an OPC Server. The main issue is the frequency of data transfer over non-
sharable communications paths to physical devices or other data bases. Thus, we expect 
that OPC Servers will either be a local or remote EXE which includes code that is 
responsible for efficient data collection from a physical device or a data base. An OPC 
client application communicates to an OPC server through the specified custom and 
automation interfaces. OPC servers must implement the custom interface, and optionally 
may implement the automation interface. In some cases the OPC Foundation provides a 
standard automation interface wrapper. This "wrapperDLL" can be used for any vendor-
specific custom-server. 
2.1.4 Benefit of OPC 
OPC will mean the dawning of a new day for users of industrial software and hardware. 
En-user will receive benefit not only from the improvement in salability and integration, 
but also from continual improvement in technology. Vendors of industrial application, 
who until now spent time and money on developing software incompatible with other 
vendors' products, will now make an effort to develop high-quality products totally 
compatible with all applications. Improvement in function, quality and service will be 
Possible throughout the industry. 
For end users of industrial application, software will be one more plug-and-play 
technology. Just as there is a hardware backplane in PCs to which components such as 
memory and hard disks can be added, Microsoft's OLE/DCOM technology will make 
Possible the creation of a software backplane allowing easy installation of many different 
Software packages. Even though a particular manufacturer may wish to produce a new 
product by new process, their principal vendor may not be able to supply all necessary 
Software and hardware components. If software and hardware developed in accordance
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with OPC is used, the manufacturer only has to find and install necessary software and 
hardware. Manufacturer will no longer be bound to one solution from a single vendor. 
2.2 PROFIBUS 
PROFIBUS (Process Field Bus) was developed in the beginning of 1991. PROFIBUS 
communication is anchored in the international standards [EC 61158 and IEC 61784 [17] 
2.2.1 PROFIBUS Background 
Before PROFIBUS plant automation was based on a centralized system with individual 
connections to each field device (e.g. sensors and actuators). Assembly mistakes were 
easily made but not so easily solved. The aim of beginning PROFIBUS was to create a 
single-cable solution that could provide substantial cost reduction. Primarily, this was 
aimed at design, commissioning, engineering and system start-up. Goals included fewer 
drawings, easier cable assembly and faster start-up. PROFIBUS is defined as a collapsed 
architecture supporting layers 1,2 and 7 of the OSI reference model as shown in Figure 
2.4 [17]. For the optimized support of dedicated application areas, three version FMS 
(Fieldbus Message Specification), DP (Decentral Periphery) and PA (Process 
Automation). Since this project used PROFIBUS DP, the other types of PROFIBUS is 
not in the scope of this thesis. DP is the simple, fast, cyclic and deterministic process data 
exchange between a bus master and the assigned slave devices [17].
I  
Application Interface to application program with application- 
layer oriented commands (read, write) 
Presentation Representation (coding) of data for analysis and 
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layer interpretation in the next layer 
Session Establishing and clearing temporary station connections; 
layer synchronization of communicating processes 
Transport Controlling data transmission for layer 5 (transport errors, 
layer break down into packets) 
Network Establishing and clearing connections, avoiding network 
layer congestion 
Data-link Description of bus access protocol (Medium Access 
layer Control, MAC) including data security 
Physical Definition of the medium (hardware), coding and speed 
layer of the data transmission
Figure 2.4: The OSI reference model 
2.2.2Technical Data of PROFIBUS UP 
The following parameters are specified of PROFIBUS DP:-
1. The bus allocation occurs by the PROFIBUS-DP after the processing of "Token 
passing with supported master-slave'. 
2. Typical cycle time is given with 5 -10 ms. 
3. A maximum of 127 nodes with a frame length of 0-246 bytes user data can be 
connected. 
4. Standard-transmission rates are defined as 9.6 Kbps / 19.2 Kbps / 93.75 Kbps / 
187.5 Kbps/500 Kbps /1.5 Mbps / 3 Mbps / 6 Mbps/12 Mbps. 
5. The bus configuration is modular expandable where as the peripherals and field 
devices are connected and unconnected during the operation. 
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6. The data transmission occurs either over a 2 wire cable with a RS-485 interface or 
over a fiber-optic • cable. We restrain ourselves here to the 2 wire cable data 
transmission possibility. 
7. The unprotected and twisted 2 wire cable (Twisted Pair) has a minimum cross 
section of 0.22 MM2 and must be connected at the end with the shaft resistor. 
8. An area-wide network occurs by the PROFIBUS-DP through the 
compartmentalization of the bus system in the bus segments that can be connected 
over repeaters. 
9. The topology of the single bus segment is the line structure (up to 1200 m) with 
short drop cables (<0.3m). With the help of repeaters, a tree structure can also be 
constructed. The maximum number of nodes per bus segment amounts to 32. 
More lines can connected under one another through performance enhancements 
(repeaters) where by it is noted that each repeater counts as a node. In total a 
maximum of 128 nodes are connectable (over all bus segments). 
10.By 1.5 Mbps repeaters 10 bus segments can be operated in a row (9 repeaters), by 
12 Mbps repeaters only 4 bus segiients (3 repeaters). 
11.Transmission distances to 12 km are possible by electrical configuration and to 
23.8 km with optical configuration. The distances are dependent on the 
transmission rate, like shown here 
Transmission
9.6 19.2 93.75 187.5 500 1500 3000 6000 12000 
rate (Kbps) 
Length per
1200 1200 1200 1000 400 200 100 100 100 
segment (m) 
Max. length
12000 12000 12000 10000 4000 2000 400 400 400 (m) 
By number 
ofbus 10 10 10 10 10 10 4 4 4 
segment
-
Table 2.1: Transmission rate 
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Figure 2.5: PROFIBUS (RS485) 
2.2.3 PROFIBUS Transmission 
This project scope is on RS485 PROFIBUS DP and the description of specification 
RS485 as shown in Table 2.2. 
R S1 X 
Data transmission E)igitiI, differential signals according to RS485. 
NRZ 
Transmission rate 9.6 to 12,000 KBit/s 
Data Security HD=4, Parity bit, start/end delimiter 
Cable Shielded, twisted pair copper, cable type A 
Remote feeding Available over additional wire 
Protection type None 
Topology Line topology with termination 
Number of stations Up to 32 stations per segment without repeater; 
up to 126 station with repeater 
^ber f
 repeaters Max. 9 repeater with signal refreshing
Table 2.2: Transmission technology of RS 485 
