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Design of Convergence-Optimized Non-binary
LDPC Codes over Binary Erasure Channel
Yang Yu, Wen Chen Senior Member, IEEE, and Lili Wei Member, IEEE
Abstract—In this letter, we present a hybrid iterative decoder
for non-binary low density parity check (LDPC) codes over
binary erasure channel (BEC), based on which the recursion
of the erasure probability is derived to design non-binary
LDPC codes with convergence-optimized degree distributions.
The resulting one-step decoding tree is cycle-free and achieves
lower decoding complexity. Experimental studies show that
the proposed convergence-optimization algorithm accelerates the
convergence process by 33%.
Index Terms—Non-binary LDPC, EXIT chart, binary erasure
channel, complexity optimization.
I. INTRODUCTION
The erasure channel describes a common phenomenon in
some communication and storage systems: a symbol transmit-
ted over this channel is either received or erased with certain
probability. Since there is no method to guarantee the accuracy
of the raw data transmitted over this channel, one of the most
important methods is to use forward error-correcting (FEC)
codes, among which LDPC codes have been shown of great
potential in approaching the theoretical error correction limits
[1], [2]. More importantly, the threshold-predicting procedure
for the coded bits transmitted over the erasure channel can
be easily exploited to predict the (approximated) performance-
threshold for other channels as well, such as AWGN channels,
binary symmetric channels et al. [3].
Investigation over finite field, i.e. Fq, q = 2
p, shows that the
q-ary LDPC codes have better performance than the binary
LDPC codes for not very long block length, and irregular
LDPC codes can outperform the regular LDPC codes. In
this letter, we present a hybrid iterative decoder for q-ary
LDPC codes over BEC in section II by using their binary
images. Then the recursion of erasure probability of this
decoder is derived in section II-D. Further, we give an irregular
optimization algorithm to design q-ary LDPC codes with
convergence-optimized degree distributions.
The advantage of our proposed algorithms is obvious: (i)
when a symbol is represented by its binary image, the bits
within a binary image are not independent regarding the
decoding procedure, i.e. there exist cycles within the binary
image. As a result, this inner dependence introduces more
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unrecoverable bits. [4] solves this problem by adding a simplex
constraint to the check nodes. Although they use density
evolution to find threshold-optimized codes, recursion of the
erasure probability for the original bits under this constraint is
still implicit. The proposed hybrid iterative decoder removes
the dependence by putting an additional reverse operation
while decoding each symbol. Each resulting binary image
is cycle-free whose convergence behavior can be explicitly
characterized by a recursion of the erasure probability. (ii)
Based on this recursion, an optimization algorithm is proposed
to design q-ary LDPC codes whose decoder converges faster
in the lower channel erasure probability regime than the
threshold-optimized q-ary LDPC codes. (iii) Computational
complexity of the decoding algorithm for q-ary LDPC codes
over BEC proposed in [4] is dominated by O(q) for each
check-sum operation. In this letter, we reduce the computa-
tional complexity to O(log2 q) which is smaller than O(q) for
large q.
II. ITERATIVE HYBRID DECODER AND CODE DESIGN
A. Equivalent Binary Codes Construction
We consider a non-binary LDPC code C with parity check
matrix H defined over finite field Fq. The entries of the asso-
ciated parity check matrix H are also called labels along the
corresponding edges in the Tanner graph. Then by assuming
Fq be endowed with a vector space structure over F2 and
letting matrix A be a canonical cyclic generator of Fq, i.e.
Fq
∼= {0,Ai, 0 6 i 6 q − 2} [5], [6], we are ready to have
our definition of the equivalent binary LDPC code C¯.
Definition 1: Let C be a non-binary LDPC code with par-
ity check matrix H = (hm,n)M×N . Each codeword x =
(x1, x2, . . . , xN ) in C can be represented by its binary form
x¯ = (x¯T1 , x¯
T
2 , . . . , x¯
T
N ), where x¯
T
i is (row) vector representa-
tion of xi. Then the binary LDPC code C¯ associated with the
non-binary LDPC code C is defined by
C¯ = ker(H¯) ⊂ FNp2
=
{
(x¯T1 , x¯
T
2 , . . . , x¯
T
N )|
N∑
n=1
Am,nx¯n = 0, ∀m = 1, . . . ,M
}
,
where H¯ is parity check matrix resulting from replacing each
entry hm,n in H by its matrix representation Am,n, i.e. matrix
label.
B. Decoding Algorithm
Tanner graph G¯ of C¯ is equivalent to the Tanner graph G of C
in the sense that a q-ary symbol in G can be viewed as a binary
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vector in G¯. The relationship between vectors is equivalent to
the relationship between the q-ary symbols regarding the parity
check functions. The inverse operation utilizes this relation-
ship, which makes the hybrid iterative decoding algorithm in
general equivalent to the q-ary maximum-likelihood decoding
algorithm described in [4]. However, characterization of the
decoding over G¯ is much different from the decoding over
G. This is because that (i) After transmitting the codeword
from C¯ over BEC, the received bits are not converted to their
associated q-ary symbols. Decoding over G¯ is performed on
bits. A non-binary symbol is recovered iff bits in its binary
image are either recovered or not lost; (ii) Constituent bits
in a binary image are decoded dependently, i.e. if a variable
node n is connected to a check node m in G, then there
are cycles between the bit-vector node n¯ and the check-
vector node m¯ under the equivalent representation in G¯ as
shown in example 1; (iii) Randomly generated labels make
the weights of rows and columns of the equivalent matrix
representations non-constants, i.e. degree distribution of G¯ are
not a straightforward extension of the degree distribution of G.
Regarding the problems, we design more tractable decoding
algorithm in this letter.
In [4], the authors put a simplex constraint on check nodes
which removes the dependence of bits in a binary image. But
the degree distribution of the original bits is still implicit.
We solve this problem by adding a reverse operation while
decoding a bit-vector node that results in a hybrid iterative
decoding process over G¯. We give the details in the following
example.
Example 1: We consider the q-ary LDPC code C over F8.
Codeword x¯ taken from C¯ is transmitted over BEC. We assume
that every bits of x¯ are erased with the same channel erasure
probability. Let H(m) = {n|hm,n 6= 0} be the set of variable
nodes participating in check nodem, andN (n) = {m|hm,n 6=
0} be the set of check nodes connected to variable node n.
Considering a variable node set H(m) = {u, v, w} regarding
the check node m of degree-3. Then the parity check equation
is
α7u+ α5v + α4w = 0, (1)
where α is the primitive element of F8 [5]. Considering the
equivalent binary code C¯, Eq. (1) becomes
A
2


u¯0
u¯1
u¯2


︸ ︷︷ ︸
u¯
+A4


v¯0
v¯1
v¯2


︸ ︷︷ ︸
v¯
+A5


w¯0
w¯1
w¯2


︸ ︷︷ ︸
w¯
= 0. (2)
The equivalent binary graph for the non-binary parity check
equation is given in Fig. 1. If the decoder attempts to decode
w¯ in Eq. (2), we first multiply the inverse of its associated
matrix label, i.e. A−5, to each additive items in Eq. (2). Then
we move w¯ to the other side of the equal sign. Since w¯ is a
binary vector, the inverse of w¯ is itself. As a result, we have
w¯ = A2−5u¯+A4−5v¯, (3)
where the addition at the exponent of the companion matrix is
performed over the ring of integers mod (q−1). Eq. (3) is ac-
tually a equation set representing the parity-check relationship
within the bit-vectors. Each erased bit in w¯ can be recovered
iff the other bits participating in its parity-check equation are
not lost. Note that Eq. (3) is different from Eq. (2) in the sense
that each constituent bit in w¯ can be decoded independently
in Eq. (3). In other words, the inverse operation added to each
tentative decoding transforms the equivalent one-step decoding
tree into a more tractable structure where each bit node is
only connected to a single check node in one check-vector
node, as shown in Fig 2. This is essential to obtaining an
enhanced erasure-recovery performance, as the dependence
(cycles) between the constituent bits in w¯ may introduce more
unrecoverable bits with regard to the decoding procedure.
u v w
m
u¯0 u¯1 u¯2
m¯1
v¯0 v¯1 v¯2
m¯2
w¯0 w¯1 w¯2
m¯2
Fig. 1. Equivalent binary check graph.
By generalizing the results in example 1, we give the
decoding algorithm below.
Step 1 : For each edge (n,m) connected to variable node
n in G, we multiply the inverse of its label to its
associated parity check function in the check node
m. Then, equivalently in G¯, we get the parity check
equation set
∑
i6=nA
ki−kn x¯i = x¯n according to
Eq. (3) in check-vector node m¯ .
Step 2 : For each constituent check node in Fig. 2 connected
to a single unrecovered bit node in n¯, we recover the
value of the erased bit node as the XOR of the other
bit nodes participating in its parity-check relation.
Step 3 : Go to Step 1 until all the bits are recovered or the
maximum number of iterations is reached.
Actually, the matrix inverse operation is not necessary. Once
the power of the canonical cyclic generator A is determined,
its value can be obtained by table-look-up. The matrix-vector
multiplication in Eq. (3) requires a computational complexity
O(log2 q), and the processing complexity of the check-vector
node relies linearly on the number of its constituent check
nodes, i.e. O(log q). So the overall check-sum complexity is
dominated by O(log2 q).
Output from last iteration.
Output to next iteration.
From channel. From channel.
Fig. 2. Equivalent binary one-step decoding tree of Gˆ.
Example 2: Considering the threshold-optimized codes
[1]–[3] of Rate 1/2 over F4, we find the code of threshold-0.49
characterized by λ(x) = 0.72x+0.21x2+0.06x4+0.01x9 and
ρ(x) = 0.43x3+0.57x4. LetNp be the block length. The max-
imum number of tentative decoding is set to be 60. In order to
show that the proposed hybrid iterative decoder can provide an
enhanced erasure recovery performance, we compare our 4
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code with the binary code D2(Np) characterized by λ(x) =
0.303x+ 0.337x2 + 0.04x3 + 0.113x4 + 0.122x6 + 0.085x12
and ρ(x) = 0.85x5+0.15x6 with threshold-0.49, and give the
performance comparison between the decoder D3(Np) with
inverse operation and the decoder D1(Np) without inverse
operation. The performance gaps are illustrated in Fig. 3. It
can be seen that D1 performs the worst due to the inevitable
decoding cycles. The hybrid iterative decoder D3 outperforms
others as we expect.
Note that in low BER regime the erasure recovery process
does not converge as fast as they do in higher BER regime.
We deal with this problem in section II-D and show how to
design C¯ with convergence-optimized degree distribution.
0.3
Channel Erasure Probability
B
it
E
ra
s
u
re
R
a
te
10−1
10−2
10−3
10−4
10−5
10−6
10−7
0.50.4
D1(8000)
D2(8000)
D2(20000)
D3(8000)
D3(20000)
Fig. 3. Performance comparison.
C. Graph Process
We first introduce a graph process according to [7], which is
equivalent to the hybrid iterative decoding process to facilitate
the analysis of the convergence behavior. Let ε0 be the initial
erasure probability and Gˆ be the graph associated with iterative
decoder of C¯ after putting an inverse operation on a bit-vector
node in G¯. Note that, Gˆ is a dynamic graph in the sense that
every time when we put an inverse operation on an erased or
partially erased bit-vector node in C¯, there is a resulting Gˆ.
Then, the sub-graph Gˆs is defined as the set of all erased bit
nodes together with the check nodes and edges connected to
them. The graph process is then described as follows.
Step 1 : On average, there are ε0Np bit nodes in the
initialized graph Gˆ
(0)
s . We start the graph process at
an arbitrary check node m¯(0).
Step 2 : For Gˆ
(l)
s , 0 6 l 6 ε0Np, if there is only one bit node
n¯(l) connected to m¯(l), we delete the check node m¯(l)
and all the check nodes with no edge connected to
them.
Step 3 : We delete the bit node n¯(l) together with all its
edges. The resulting graph is Gˆ
(l+1)
s .
Step 4 : Go to Step 2 until all the edges are deleted or
maximum number of iterations is reached.
After a graph operation (delete) on bit node n¯(l), this bit node
is recovered. Let N¯ (l) and M¯(l) be the set of bit nodes and
check nodes in Gˆ
(l)
s respectively, and d¯
(l)
v be the average degree
of bit node in Gˆ
(l)
s . For any l, if the number of check node
|M¯(l)| > |N¯ (l)|d¯
(l)
v /2 [7], then, there exists a check node
m¯(l) that is only connected to one bit node in Gˆ
(l)
s . The graph
process will terminate successfully. Since each graph operation
recovers one erased bit node, for sufficiently large block length
N of C to recover δ-fraction of its symbols, the average num-
ber of graph operations is ((1−δ)1/p−(1−ε0))Np, which can
be steadily obtained by calculating the number of recovered
bit nodes. To achieve a fast convergence performance, the
decoder for C¯ should include as many graph operations as
possible within one iteration, which is closely related to the
degree distribution of G. In the next section, we show how to
design q-ary LDPC codes with convergence-optimized degree
distribution.
D. Optimization of the Convergence Performance
The threshold-optimized LDPC code can approach the pre-
dicted threshold limit while the number of decoding iterations
tends to be infinity. For finite number of iterations, a code
of non-threshold-optimized distribution may exhibit better
convergence property under some specific channel conditions.
A performance-complexity tradeoff (PCT) for binary LDPC
code over Gaussian channel has been given in [8] where they
show that the complexity optimization problem can be reduced
to the shaping of the decoding trajectory of EXIT chart for an
optimal PCT. However, the global optimal can not be always
guaranteed. Experimental studies show that the local optimal
will suffice [8]. One can find more details in [8] for the
convex complexity-optimization problem. Since the recursion
of the erasure probability can be used as an EXIT chart to
predict the performance threshold, in the following we adopt
the recursion to show that there also exists a tradeoff between
the convergence rate and the code rate for our hybrid decoder.
We start with estimating the recursion of the erasure
probability of our hybrid decoder. Considering the one-step
decoding tree in Fig. 2 for Gˆ, we say a symbol is recovered
iff all its constituent bits are recovered. A constituent bit node
n¯ can be recovered iff there is a check node m¯ of degree-one
connected to it in Gˆ
(l)
s , i.e. other than the bits in n¯, there is
no erased bits from the rest bit-vector nodes connected to m¯
in G¯. Then, it is equivalent to calculate the recursion of bit
erasure probability by
ξ(ε(l)) = ε0
∑
i
λˆi

1−∑
j
ρˆj(1− ε
(l))j−dm

i−1 , (4)
where ε(l) is the bit erasure probability from l-th iteration. λˆj
and ρˆj are the degree distribution for Gˆ, which equal to λ¯j
and ρ¯j respectively, and can be calculated by
ρˆj =
∑
i bj,ijρi/i∑
i
∑pi
j=i bj,ijρi/i
, (5)
where bj,i is the probability that a check node within a degree-
i check-vector node is connected to j bit nodes which is
taken from the polynomial fp(x) = (a1x + ... + apx
p)i =∑pi
j=i bj,ix
j , and ai is the probability that the row weight of
a random matrix label is i. dm =
∑p
i=1 iai is the average
row weight. If the labels are generated randomly with uniform
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TABLE I
THE ACCURACY OF THE ESTIMATED DEGREE DISTRIBUTION.
λˆ
(e)(x)
0.05563x+ 0.16690x2 + 0.19490x3 + 0.14002x4
+0.12261x5 + 0.13245x6 + 0.10722x7 + 0.05676x8
+0.01927x9 + 0.00385x10 + 0.00035x11
λˆ(x)
0.05564x+ 0.16688x2 + 0.19493x3 + 0.13998x4
+0.12260x5 + 0.13239x6 + 0.10718x7 + 0.05684x8
+0.01918x9 + 0.00390x10 + 0.00044x11
distribution, ai =
(
p
i
)
/(q − 1). λˆj can be calculated in
the same way, i.e. replacing ρj by λj in Eq. 5. Then, the
recursion of symbol erasure probability γ is simply γ(l+1) =
1− (1− φ(γ(l)))p, where φ(γ(l)) = ξ(1 − (1− γ(l))1/p).
Let L be the number of iterations done in the decoder,
γL be the fraction of symbols that are not recovered. Then
convergence performance can be characterized by the av-
erage number of graph operations per iteration, which is
given by g(γL) =
(
(1− γL)(1/p) − (1− ε0)
)
Np/L. L can
be calculated by L =
∫ γ0
γL
(
γ ln
(
γ
f(γ)
))−1
dγ [8], where
f(γ) = γ(l+1) and γ0 is the initial symbol erasure probability.
Setting R0 6 R, we have the optimization algorithm below.
maximize
((1 − γL)1/p − (1− ε0))Np∫ γ0
γL
(
γ ln
(
γ
f(γ)
))−1
dγ
.
subject to γ < f(γ);∑
i
(λi/i) >
∑
i(ρi/i)
1−R0
;
λi > 0, ρi > 0;∑
i
λi =
∑
i
ρi = 1;
‖λ− λ¯‖∞ < ζ1, ‖ρ− ρ¯‖∞ < ζ2, (6)
where λ¯ and ρ¯ can be initialized as the threshold-optimized
LDPC codes suggest [1]–[3]. R0 is fixed which is lower than
the rate of the code (λ¯, ρ¯). ζ1 and ζ2 are carefully set to be
small values to guarantee finding the unique local maximum
[8]. The constraint γ < f(γ) is substantial such that this
optimization algorithm is valid. This irregular algorithm is
different from the quasi-regular algorithm in [8] in the sense
that we update λ¯ and ρ¯ by the recent optimal values in each
iteration through which we obtain the convergence-optimized
q-ary LDPC codes.
Example 3: First, we show the accuracy of the estimated
degree distribution made by Eq. (5). We consider the code of
length 20000-bits over F8 whose variable degree distribution is
λ(x) = 0.5x+0.5x3. In table I, we give the estimated degree
distribution λˆ(e)(x) and the actual degree distribution λˆ(x) for
the equivalent binary code. It can be seen that estimation made
by Eq. (5) are actually very accurate.
Then, we accelerate the convergence process from bit era-
sure probability 10−3 to 10−7 for q-ary LDPC codes of length
10000-bits over F8. Let L be the number of iterations and
C(g(γL), L) be the designed codes. We calculate BERs by
the average of 100 time experiments and compare the erasure-
recovery performance in Fig 4. C(0.375, 27) is the threshold-
optimized code with threshold-0.3998 [1]–[3] characterized by
λ(x) = 0.71x + 0.23x3 + 0.03x4 + 0.01x7 + 0.02x11 and
ρ(x) = 0.32x4 + 0.68x5. Then we obtain the convergence-
optimized code C(0.5, 20) with threshold-0.356 characterized
by λ(x) = 0.45x+0.18x2+0.15x3+0.03x5+0.08x8+0.11x13
and ρ(x) = 0.27x4 + 0.73x5. The optimized code C(0.5, 20)
outperforms other codes. The convergence process is acceler-
ated by 33% with regard to g(γL) and 26% with regard to
L. We note that the values of g(γL) are smaller in the low
BER regime, which means that only a small fraction of graph
operations are included in the area during each iteration. The
optimization of convergence process tries to find a tradeoff
between the code rate and the convergence rate.
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Fig. 4. Convergence performance comparison.
III. DISCUSSIONS AND CONCLUSION
In this letter, we show how to design convergence-optimized
q-ary LDPC code over BEC by introducing a hybrid iterative
decoder. Different to other non-binary decoders, this one can
be characterized by using binary analysis tools. In addition,
extra benefit coming from the equivalent binary representation
is that the binary decoder can be easily concatenated to its
associated non-binary decoder.
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