Fuzzy Clustering is one of the mining techniques that have been used to extract information from Data Streams.
Introduction
The availability of data that are generated in form of streams is continuously increasing in several domains and stimulating research on methods dedicated to extract useful information from this source of data. Fuzzy Clustering is one of the mining techniques that have been used for mining Data Streams. In this context, methods must take into account particular fea-tures of the stream, such as the continuous arrival of large volumes of data and the possibility of change in data distribution. In our previous research we have developed an algorithm called d-FuzzStream [18] , a fuzzy version of the Online-Offline Framework, which consists of two steps: an online step, where data instances are seen one by one as they arrive in the stream and a summary structure formed by Fuzzy Micro-Clusters (FMiC) is built to store statistical information on the data; an offline step, where the FMiCs are clustered in a user-required basis.
The quality of the data summary depends on the operations that are performed when each example arrives. The algorithm must decide whether a new incoming data is to be absorbed by the existing structure or carries enough novelty to start a new FMiC; and whether two FMiCs became similar enough to be merged. In d-FuzzStream algorithm such decisions are based on concepts of fuzzy dispersion and a distance-based fuzzy clusters similarity measure.
Ever since the advent of fuzzy sets, different measures to evaluate the similarity between fuzzy sets have appeared, under different sets of properties. These measures are defined based on operations on fuzzy sets [17] [7] , distance measures between fuzzy sets or implication operators [21] . Applications of this measures include image processing [22] , fuzzy reasoning [20] and pattern recognition [5] . A review of fuzzy similarity measures and applications to classification and recognition problems have been reported in [3] .
In this paper we investigate the behaviour of four different fuzzy similarity measures when used to decide whether or not two FMiCs are to be merged during the maintenance of the summary structure in the online step. The main point to be considered when applying fuzzy similarity measures for the purpose exposed here is that, since the arriving examples themselves are not stored and the summary structure stores only some selected statistics, the similarity measure must be defined in such a way that it can be calculated incrementally, as each example arrives. Experiments were run using five synthetic data sets. The results obtained are used to analyze the impact of each measure in the quality of the summary structure based on the number of FMiCs creations, removals and merges as well as the purity measure. This paper is organized as follows. In section 2 related work found in the literature is presented. In section 3, the d-FuzzStream algorithm is briefly reviewed. In section 4 the fuzzy similarity measures used in this study are presented and the design of experiments is described. Results are presented and discussed in section 5 and conclusions are addressed in section 6.
Related Work
Most fuzzy alternatives to Data Stream clustering are based on the Single Pass Fuzzy C-Means (SPFCM) [12] .
This algorithm divides the data set into chunks and clusters each chunk in sequence using the Weighted Fuzzy C-Means algorithm (WFCM) [4] . The weighted FCM -Adaptive Cluster [15] and Online Fuzzy C-Means [11] are examples of algorithms based on this approach. A survey on fuzzy methods for data streams clustering can be found in [1] .
The Online-Offline Framework (OOF) approach was originally proposed with the CluStream algorithm in [2] . OFF divides the learning process into two steps: online step (or data abstraction) and offline step (or clustering). While the online step continuously summarizes the data stream with the help of a summary structure, the offline step is initiated explicitly by the user, generating the data partition by clustering the summary structure.
The summary structure is composed of a set of Micro-Clusters (MiCs), which are cluster feature vectors composed by statistics that can be used to calculate the radius and the centroid of clusters, while also storing a timestamp to represent their time relevance. When the offline step is applied, the set of MiCs is converted into a set of weighted examples (one for each MiC), and is then clustered by a variant of the k-means algorithm, resulting in Macro-Clusters (MaC). Many algorithms are based on the OOF, employing different summary structures and different clustering techniques for both online and offline steps [6] , [10] , [8] , [13] .
FuzzStream [14] is, to the best of our knowledge, the first fuzzy clustering algorithm proposed as a fuzzy extension of the OOF, introducing concepts of the fuzzy set theory to all steps of the framework. This new proposal, called Fuzzy Online-Offline Framework (FOOF), is depicted in Figure 1 .
In FuzzStream, a set of Fuzzy Micro-Clusters (FMiCs) is maintained during the online step and clustered in the offline step using the WFCM algorithm. Figure 1 : Fuzzy Online-Offline Framework [14] .
A cluster feature has the properties of being incremental and additive. The incremental property allows a cluster feature to summarize an example by updating its statistics, while the additive property means that two cluster features can be merged by simply adding their statistics [19] .
For every new Data Stream example, FuzzStream either assigns the example to the existing FMiCs or creates a new FMiC. In this work, we call the example assignment to the existing set of FMiCs as example absorption. The summary structure has a maximum size, and in case the structure reaches this size, the oldest FMiCs are deleted to give place to new ones. To minimize even further the size of this structure, after processing each new example, the algorithm tries to identify overlapping FMiCs (which may represent redundant information) and merge them.
When execution of the offline step is triggered, the set of FMiCs is converted into a set of weighted examples and clustered using WFCM.
Despite its robustness, the example absorption and FMiC merging rates in FuzzStream tend to be very low, which hinders the data summarization to retain much information about past examples. d-FuzzStream was developed as an improved version of FuzzStream aiming at avoiding the aforementioned problem.
Dispersion-Based Fuzzy Data Stream Clustering
The d-FuzzStream uses the fuzzy dispersion and fuzzy similarity measures to identify outliers and overlapping FMiCs. The FMiC structure is defined as the vector (CF , SSD, M, N, t), whose components are defined in Table 1 . The following sections detail the concepts of fuzzy dispersion and similarity-driven merging (3.1), the FMiC maintenance (3.2) and the data partition generation process (3.3).
Fuzzy Dispersion and Similarity-Driven Merging Criterion
The fuzzy dispersion of a cluster is a measure based on the Root-Mean-Square Deviation (RMSD) and can be used to represent the radius of a fuzzy cluster [24] .
Let x j be an example in the stream (x 1 , ..., x n ), {C 1 , ..., C k } a set of k FMiCs and N i the number of examples assigned to FMiC C i . The fuzzy dispersion for
is a fuzziness parameter, c i is the prototype of C i and x j − c i represents the distance between example x j and prototype c i .
Since the statistics SSD and N are already stored in the FMiC, they can be used to calculate disp i as shown in (2).
Using the concept of fuzzy dispersion it is possible to evaluate whether an example x j should be absorbed by the summary structure or initiate a new FMiC.
Additionally, the fuzzy dispersion is employed to calculate a Fuzzy Cluster Similarity matrix R [24] , which can be used to represent the similarity between pairs of FMiCs. Each cell of matrix R = {R ij , (i, j) = 1, 2, ..., k} reflects the ratio of the sum of the fuzzy dispersion of two FMiCs to the distance between their prototypes as detailed in (3) . Note that the principle behind the similarity measure R ij is very similar to the concept of the clustering validation index Xie-Beni [23] , with a slightly different form of calculation.
The Similarity-Driven Merging Criterion [24] uses the R matrix and a threshold τ to identify overlapping clusters. If the R ij value is greater than τ , the two FMiCs can be merged. If not, the two FMiCs are considered to be completely separated and not similar enough to be merged.
The threshold τ can assume values in the interval [0, +∞[, where τ < 1 considers non-overlapping FMiCs and τ >= 1 considers only overlapping FMiCs. The greater the value of τ , the more overlapped the FMiCs must be for a merge to occur. On the other hand, the lower the value of τ , the less similar the FMiCs have to be for a merge to occur.
The two concepts defined in this section are used in the online step of the d-FuzzStream algorithm for identification of outliers and possible merges of overlapping FMiCs.
Online Step: FMiC Maintenance
The maintenance for a set of FMiC requires as entries the Data Stream, the fuzzification parameter for the FCM algorithm(m), the minimum and maximum number of FMiCs allowed in the structure (minMiC, maxMiC) and the merge threshold (τ ).
The summary structure is initially empty. The first examples in the Data Stream are used to create FMiCs until the structure reaches the minimum number of FMiCs. If the summary structure already has the minimum number of FMiCs, the algorithm proceeds to evaluate whether the example is an outlier or not: the Euclidean distances between the example and all FMiCs prototypes, as well as the radius for each FMiC, are calculated.
When an example falls into a FMiC radius, the example is not considered an outlier. In such case, the structure must be updated to absorb the example. The memberships between the example and all FMiCs are calculated, like in the traditional FCM algorithm, and all FMiCs are updated. The timestamp for the FMiCs for which the example falls into their radius are also updated. If the example is an outlier, a new FMiC has to be created and added to the summary structure. In this case, if the structure is full, the oldest FMiC is replaced by the new one. This strategy provides a drift detection capability to the summary structure.
Finally, the merge step is initiated. The fuzzy similarity matrix R between all FMiCs is calculated and pairs of FMiCs with the highest fuzzy similarity among the ones with fuzzy similarity greater than the parameter τ are merged.
Offline Step: Weighted Fuzzy C-Means Clustering
The offline step is executed when required by the user. The set of FMiCs is turned into a set of weighted examples to be clustered in batch mode. For each FMiC in the summary structure, a prototype is obtained dividing CF by M and its weight is M itself. The weighted prototypes are then clustered using the WFCM algorithm [4] to generate the fuzzy partition. The initial clusters' prototypes are the examples with greatest weights.
Since the objective of this paper is to analyze the behavior of fuzzy similarity measures in the online step, the offline step will not be executed in the experiments.
Fuzzy Measures for Fuzzy Micro-clusters Merge
The objective of this study is to experiment different similarity measures between fuzzy clusters, besides the one used in the original implementation of d-FuzzStream described in Section 3, to decide whether they are to be merged or not. This strategy requires the definition of a threshold above which the merging is done. In the following subsections, the fuzzy similarity measures used are defined. From now on, the similarity measure used in the original version of d-FuzzStream will be denoted as S 1 , that is, assuming that A and B are two FMiCs, S 1 (A, B) = R AB where R AB is defined in (3).
Fuzzy Similarity Measures
Two Fuzzy Similarity Measures (FSM) based on operations on fuzzy sets and two based on distance measures were selected. In all equations it is assumed that µ A (x i ) and µ B (x i ) denote the membership degree of element x i in fuzzy sets A and B, respectively.
Measures Based on Operations on Fuzzy Sets
These measures are based on intersection and union operations and cardinality of fuzzy sets. S 2 was proposed in [17] and S 3 was proposed in [7] .
Measures Based on Difference and Sums of Fuzzy Values
In the equations that follow, |x| denotes the absolute value of x. Measure S 4 was proposed in [16] and measure S 5 was defined in [17] .
Design of the Approach and Experiments
The data sets used in the experiments are described in Table 2 . These are synthetic data sets with two attributes, generated using the stream and streamM OA packages in R and simulated as data streams. As long as the data sets have been created specifically to evaluate the method proposed, they have a clear predefined clustering structure. Additional information on these data is available at [9] . 7 and 9 show the FMiCs generated by S 2 and S 3 , respectively, in Observation 2 for data set RBF4 40k. This data set contains groups that change very fast, and some groups can appear and disappear along time. In Observation 2, there are four groups. In a visual analysis, it is possible to note that the structure generated by S 3 is able to identify the four groups, while the one generated by S 2 presents a higher mixture (overlapping) of FMiCs. As shown in Figure 11 , the purity value for S 2 is good, even though lower than the one for S 3 . Figures 8 and 10 illustrate the summary structure at Observation 3 for the same data set. At this moment, a new group starts to appear. While S 3 generated a structure that reflects the real structure of data with five groups, S 2 generated a structure with a visible larger overlapping among FMiCs. This situation provokes a large decrease in the purity value for S 2 (Figure 11 ), while the value for S 3 remains high. 
Conclusions
The work presented here was designed to explore the use of different fuzzy similarity measures in the merg- Function S1 S2 S3 S4 S5 Figure 11 : RBF4 40k -Purity for each Observation incremental and additive properties, due to the form of calculation involved. This way, the fuzzy similarity matrix between every pair of FMiCs can be easily updated when two of them are merged. The results obtained evidenced that FSM S 1 and S 3 obtained similar behavior in all evaluations with a larger number of creations and removals and a lower number of mergers and absorptions when compared to the other three FSM, S 2 , S 4 and S 5 . These last three measures, on the other hand, have demonstrated to be more sensitive to the fuzziness of the set of data. In our future work we plan to evaluate the performance of the method on real data sets as well as to investigate, in a deeper way, the causes for the different results obtained, including different internal and external fuzzy clustering measures.
