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Abstract
Although moving sound-sources abound in natural auditory scenes, it is not clear how the human brain proc-
esses auditory motion. Previous studies have indicated that, although ocular localization responses to station-
ary sounds are quite accurate, ocular smooth pursuit of moving sounds is very poor. We here demonstrate
that human subjects faithfully track a sound’s unpredictable movements in the horizontal plane with smooth-
pursuit responses of the head. Our analysis revealed that the stimulus–response relation was well described
by an under-damped passive, second-order low-pass filter in series with an idiosyncratic, fixed, pure delay.
The model contained only two free parameters: the system’s damping coefficient, and its central (resonance)
frequency. We found that the latter remained constant at ;0.6Hz throughout the experiment for all subjects.
Interestingly, the damping coefficient systematically increased with trial number, suggesting the presence of
an adaptive mechanism in the auditory pursuit system (APS). This mechanism functions even for unpredictable
sound-motion trajectories endowed with fixed, but covert, frequency characteristics in open-loop tracking con-
ditions. We conjecture that the APS optimizes a trade-off between response speed and effort. Taken together,
our data support the existence of a pursuit system for auditory head-tracking, which would suggest the pres-
ence of a neural representation of a spatial auditory fovea (AF).
Key words: auditory fovea; auditory motion perception; head movement; human; linear systems; sound
localization
Significance Statement
Inspired by the visual ocular smooth-pursuit system, several studies have used eye movements to track
moving sounds, but obtained poor pursuit performance, which led to the idea that the auditory system lacks
sensitivity to sound velocity. We here demonstrate accurate head-pursuit of sounds, moving along unpre-
dictable trajectories in the horizontal plane. Interestingly, the auditory pursuit responses adapted to the cov-
ert movement spectrum of the stimulus ensemble, from which we infer that the system may optimize a
trade-off between movement speed and effort. Our results support the existence of an auditory pursuit sys-
tem (APS), and we discuss its implications for the neural mechanisms that represent and track moving
sounds.
Introduction
To infer source directions in the horizontal plane of
the head, the auditory system extracts interaural differ-
ences in arrival time and sound level [interaural level dif-
ferences (ITDs) and interaural timing differences (ILDs),
respectively; Middlebrooks and Green, 1991; Blauert, 1997].
Front-back and up-down localization relies on the interaction
of sound-waves within the pinnae, resulting in idiosyncratic
direction-dependent spectral acoustic filters (Musicant and
Butler, 1984; Oldfield and Parker, 1984; Wightman and
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Kistler, 1989; Middlebrooks, 1992; Hofman et al., 1998; Van
Wanrooij and Van Opstal, 2005).
However, auditory scenes typically contain moving
sounds, and subjects may move actively or passively
through the environment. As accurate sound-motion per-
ception would enable the prediction of sound-source tra-
jectories in the environment (Crum and Hafter, 2008),
neural processing of dynamic acoustic-cue changes is
crucial to track moving sounds (Vliegen et al., 2004).
Perceptual sensitivity to acoustic motion has been
quantified by the minimum audible movement angle
(Mills, 1958; Harris and Sergeant, 1971; Grantham, 1986).
Sound-motion perception has typically been studied with
the head stationary, inspired by studies of visual-motion
mechanisms. An unresolved issue is whether moving
sounds are processed by neural mechanisms tuned to
continuous motion, or by a snapshot position-localization
mechanism.
Moving visual targets are tracked with smooth-pursuit
eye movements (Rashbass, 1961; Robinson, 1965;
Krauzlis and Lisberger, 1994; Krauzlis, 2004; Barnes,
2008; Lisberger, 2010). Visual feedback provides the po-
sitional error and retinal slip velocity, needed to realign
the fovea with the target through corrective saccades and
smooth pursuit. Because of significant visual-motor de-
lays (80ms; Robinson, 1965), visual feedback alone is
insufficient for accurate pursuit, which also incorporates
higher-level predictive mechanisms (Barnes, 2008).
Neurons in visual-cortical motion areas like MST encode
the direction and velocity of foveal stimuli and underlie the
generation of accurate smooth-pursuit eye movements
(Mikami et al., 1986; Dürsteler et al., 1987; Krauzlis and
Lisberger, 1991; Ilg and Thier, 2008).
The question whether similar mechanisms exist in the
auditory system has so far received little attention.
Neurons in inferior colliculus (IC) and medial geniculate
nucleus (cat: Al’tman et al., 1985; Bekhterev, 2003; guinae
pig: Ingham et al., 2001; bat: Olsen and Suga, 1991;
Pollack, 2012; barn owl: Wagner and Takahashi, 1992),
and in auditory cortex (human EEG: Kreitewolf et al.,
2011; cat: Stumpf et al., 1992; Toronchuk et al., 1992;
Poirier et al., 1997; rat: Doan and Saunders, 2003; bat:
Firzlaff and Schuller, 2001), have been shown to be sensi-
tive to simulated dichotic sound motion. However, there
is no conclusive evidence yet for an active auditory pur-
suit mechanism.
Brief sounds can elicit accurate goal-directed eye
movements (Hofman and Van Opstal, 1998). Yet, smooth
eye movements to moving sounds are practically non-
existent, as ocular sound-tracking occurs through a se-
ries of saccades, with at best low-gain smooth-pursuit
(Boucher et al., 2004; Berryhill et al., 2006). This led to
the hypothesis that sound motion is perceptually
tracked by intermittent sampling of the source position
(Middlebrooks, 2015; Carlile and Leung, 2016), rather
than by a continuous measurement of sound velocity.
However, as ocular sound-tracking does not affect any
acoustic localization or pursuit error, we reasoned that, in-
stead, an appropriate head-tracking response could keep
craniocentric acoustic cues near the region of highest
spatial acuity, just like in visual pursuit. So far, only few
studies have investigated auditory-evoked head-tracking.
For example, cats tracked apparent-motion clicks through
multiple head-saccades, as may be expected from a snap-
shot mechanism (Beitel, 1999; Middlebrooks, 2015), and
human head-tracking in a virtual-reality setup indicated that
tracking accuracy degraded at higher simulated sound-ve-
locities (Carlile and Leung, 2016).
Self-generated head movements facilitate the external-
ization of virtual-reality sounds (Brimijoin et al., 2013),
which suggests a tight integration of the sound-localiza-
tion cues with neural motor commands, and emphasizes
the importance of sensorimotor integration in sound local-
ization (Makous and Middlebrooks, 1990; Vliegen et al.,
2004; Pallus and Freedman, 2016; Van Opstal, 2016). In
line with this notion, it was recently demonstrated that
active head movements significantly improve acoustic
distance perception (Genzel et al., 2018). Such a sensori-
motor relationship has so far not been studied for auditory
pursuit under free-field hearing conditions.
In this article, we therefore characterized human head-
movement pursuit to a free-field sound, moving along un-
predictable trajectories in the horizontal plane. Listeners
only had access to the acoustic input, and their self-gen-
erated head movements.
The rationale of our study is illustrated by the scheme in
Figure 1. We hypothesized that, like for visual pursuit, ac-
curate head tracking of the sound source requires an au-
ditory pursuit system (APS) that would be driven by an
auditory slip error. This error arises, because of an on-
going difference in sound and head velocity, and because
the head-centered sound-location may differ with respect
to a head-fixed auditory fovea (AF). The AF would repre-
sent the region of highest spatial acuity, and is presum-
ably located around the straight-ahead direction, where
the ILDs and ITDs are close to zero and have their highest
resolution (Mills, 1958). Note that in contrast to the visual
fovea in the retinae of both eyes, the representation of an
AF would result from a neuro-computational mechanism,
as it results from binaural integration. The auditory slip-
error with respect to the AF, _AH tð Þ, results from the differ-
ence between sound velocity relative to the head, _A, and
head velocity, _H, and the localization error, DH, which
may all be derived from the dynamic changes in acoustic
ITD/ILD cues in the auditory midbrain IC. A recentering
(saccadic) head movement, DH, would bring the sound
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close to the AF, so that when head velocity and position
equal sound velocity and position, medial superior olive




Eleven subjects (S1–S11; five females; ages 21–
43 years) participated in the experiments after providing
their informed consent. All subjects had normal binaural
hearing, had no motor problems, and normal or cor-
rected-to-normal vision. The first author of this study was
one of the participants. All other subjects were not aware
of the purpose of the study. Five subjects had participated
in other sound-localization experiments in the laboratory.
To get familiarized with the experimental procedures, the
naive subjects first received a short practice session be-
fore the actual experiments.
Ethics
The experiments fully adhered to the protocols regard-
ing observational experiments on healthy human adults
and were approved by the local institutional ethical com-
mittee of the Faculty of Social Sciences (ECSW 2016-
2208-41). All participants signed an informed consent
form, before the start of the experimental sessions.
Experimental setup
Subjects were seated in a completely dark anechoic
chamber (3  3  3 m3) in which the background noise
level was ;30-dB SPL (A-weighted). Reflections above
500Hz were effectively absorbed by black radio-absorb-
ent material (UXEM Flexible Foams) that was mounted on
the floor, walls, ceiling and on every large object present
in the room.
The auditory stimuli were presented from a broadband
loudspeaker (SC5.9, Visaton; Art. No. 8006) mounted on a
custom-made L-shaped robotic arm that was driven by a
DC motor (JVL MAC140-A1 integrated servomotor,
Gearbox Wittenstein Alpha–Angular Hollow Shaft MF2-
50-5B1). The input signal for the motor was programmed
in MATLAB (The MathWorks) and sent to the DC motor
through a Tucker Davis Technologies TDT-RP2.1 ADC
module. This setup (Fig. 2A) enabled rapid and accurate
positioning of the speaker at a fixed distance of 1.15 m at
any azimuthal direction around the subjects’ head.
Head orientation and actual speaker movements were
measured with a magnetic search-coil system (Robinson,
1963). Briefly, three orthogonal magnetic fields were gen-
erated by alternating currents of three different frequen-
cies passing through three pairs of 3 3 m2 squared
coils, spanned along the edges of the room, which in turn
induced alternating voltages in a small search coil (diame-
ter, ;5 cm) attached on a light-weight glasses frame that
was adjusted to fit on the subjects’ head, without interfer-
ing with the ears. This system enabled accurate recording
of 3D head orientations at a resolution of 0.1°, or better
(Van Bentum et al., 2017).
From the center of the glasses frame, a 40 cm long,
thin, aluminum rod (weight ;50 g) protruded forward with
a small 1-cm2 black plate attached to its end, which was
positioned in front of the subjects’ eye, and on which a
dim red laser spot was projected from the subject’s nose
bridge. The laser spot served as a head-fixed and eye-
fixed pointer, and helped the subject to fixate the eye-in-
head orientation, while pointing with the head to the
sound source. This procedure thus ensured accurate
measurement of sound-evoked head movements without
the co-occurring saccadic eye movements of natural
gaze shifts.
Stimulus characteristics
Auditory stimuli consisted of Gaussian white noise with
a duration of 20 s. Sounds had 5-ms sine-squared and
cosine-squared onset and offset ramps, and a flat spec-
trum (within 2 dB) within their pass band between 0.5 and
20 kHz, and were digitally generated in MATLAB. The sig-
nals were sent to a real-time processor (RP2.1 System3;
Tucker-Davis Technologies) at a sampling rate of 48 to
Figure 1. Presumed processing stages for horizontal auditory head pursuit. Both ears receive time-varying ILD and ITD because of
a moving sound in the horizontal plane, and the head turning at angular velocity _H. Integration of these dynamic cues provides an
estimate of sound velocity with respect to the head, _AH tð Þ (auditory slip velocity). The APS aims to minimize the auditory slip-veloc-
ity error and the source-position error, DH, with respect to the Auditory Fovea (AF), by bringing and keeping the instantaneous ILD
and ITD cues close to zero.
Research Article: New Research 3 of 14
May/June 2021, 8(3) ENEURO.0556-20.2021 eNeuro.org
828.25Hz. After attenuation by custom-built amplifiers,
the audio signal was sent to the loudspeaker, which
was moved in a pseudo-random, unpredictable direction
(clockwise and anticlockwise). Stimulus coordinates
ranged from 30° to 130° in azimuth, and at 0° in eleva-
tion. All stimuli were well discernible, and kept at a fixed
intensity level of 55-dB SPL (A-weighted). Absolute free-
field sound levels were measured, with the Brüel & Kjær
BK2610 sound amplifier and a Brüel & Kjær BK4144 mi-
crophone, at the location of the subject’s head.
The buzzing sounds coming from the activated motor
were near 50 dBA at the subject’s ears, and always came
from the subject’s zenith, 90° away from the horizontal
plane. These sounds did not provide any cue about stimu-
lus location or direction. We tested this qualitatively while
the motor was activated, but without playing a target
sound. When the target sound played, the motor sounds
did not interfere with the listeners’ sound-localization
abilities.
The programmed sound-source movements consisted
of a linear combination of five sines, digitally generated
and stored as a wav-file in MATLAB, to be subsequently
sent as a command movement to the robotic arm.
Stimulus generation was performed as follows. First, the
dynamic sound-source locations, anðtÞ, for stimulus, n,
with n = [1:30], were defined as:
an tð Þ ¼
X5
k¼1
A  sin 2p tfk 1 w n;k
 
: (1)
The frequency components, fp, were fixed multiples of
the fundamental frequency, f0 = 0.05Hz, i.e., fp = p  f0,
with p = [2,3,7,13,21]. The stimuli thus had a period that
corresponded to the total trial length of 20 s.
Each component in Equation 1 had a constant ampli-
tude, A, while its phase, wn;k, was selected at random be-
tween [0,2p ]. Because of the latter, the maximum
amplitude of an(t) changed too. We therefore normalized
each stimulus by its peak amplitude to a peak excursion
of 30°, which resulted in a pseudorandom trial-to-trial var-
iation of the component amplitudes, Ak = A/max(|an(t)|), of
the harmonics in the stimuli. In this way, the stimulus
movements were unpredictable for the subject.
The actual robot movements (i.e., the subjects’ true
stimulus motion), mn(t), were measured with a search coil
attached to the speaker, and resulted in a slightly nonlin-
ear, and filtered, transformation, h(a), of the command
input (Eq. 1) to the robotic arm. The true stimulus motion
of the motor,mn(t), was thus described by the following:
ân tð Þ ¼
X5
k¼1
Ak  sin 2p tfk 1 w n;k
 
andmn tð Þ ¼ h ân tð Þ½ :
(2)
Figure 2 shows the robot’s response for one of the stim-
uli, and the associated frequency components that re-
sulted from the stimulus-to-movement transformation, h.
Note that because of the nonlinear characteristic of hða),
the actual motion of the speaker could contain some ad-
ditional harmonics, e.g., at p = [1,5,15], i.e., at 0.05, 0.25,
and 0.75Hz.
Psychophysics
Subjects performed two psychophysical tasks in differ-
ent sessions. Both sessions started with a calibration pro-
cedure for the head-mounted coil. The first session
assessed baseline sound-localization performance in the
azimuth and elevation directions, by means of a standard
sound-localization task, consisting of 150 trials. In the
second session, the subject performed the auditory pur-
suit paradigm. The latter consisted of thirty different trials
of 20 s each. To prevent fatigue that would potentially de-
grade performance, this session lasted ;25min. The
Figure 2. Input-output transformation of the robot arm and setup. A, Schematization of the experimental set-up. The subject sits
erect on a comfortable chair in the center of a circle described by the custom-made light-weight robot arm. The motor driving the
robot arm was fixed at the subject’s zenith. The target sound emanated from the loudspeaker, which was mounted at the end of the
robotic arm that horizontally rotated the speaker in a pseudo-randomly selected direction (Eq. 2) along a circular trajectory (radius,
1.15 m). B–D, Input-output traces [programmed stimulus, ân tð Þ, blue, Eq. 2; and motor movement, mn(t), black] and the associated
amplitude spectra of the input and output signals. Note that the robot arm added some additional frequency components (red ar-
rows point to examples) to the programmed stimulus.
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localization and pursuit tasks were executed under open-
loop conditions, in darkness, and without any kind of
verbal or visual feedback. For safety reasons, the subject
was observed by the experimenter through an infrared
camera that was placed in the experimental room.
Calibration procedure
To obtain the head-position data for the calibration pro-
cedure, the subject accurately pointed the head-fixed
laser pointer (see above, Experimental setup) toward 56
LED locations distributed over the two-dimensional fron-
tal hemifield. A feedforward three-layer neural network
was trained to map the measured endpoints into degrees
azimuth and elevation of the LEDs. This neural network
was subsequently used for offline calibration of the head-
coil signals obtained from the subjects’ head-movement
responses to the auditory stimuli in the localization task
and pursuit experiment.
Static sound-localization task
To measure the baseline sound-localization perform-
ance of the subjects, a standard sound-localization task
was performed. The subjects were instructed to point at a
straight-ahead fixation LED and push a button whenever
they felt ready. After the button press, the fixation LED ex-
tinguished, and;200ms later an auditory Gaussian white
noise burst with a duration of 150ms was presented at a
fixed intensity of 55 dBA at a randomly selected location
in the subjects’ two-dimensional frontal hemifield. The
subjects had to point the head, as quickly and as accu-
rately as possible, to the perceived sound location.
Auditory pursuit task
Subjects were instructed to point at a straight-ahead
fixation LED and subsequently pushed a button when-
ever they felt ready. Immediately after the button
press, the fixation LED went off, and ;200ms later the
auditory stimulus, consisting of 20 s continuous
Gaussian white-noise, appeared at an intensity of 55
dBA. As soon as the stimulus was heard, the subject
had to point and track the sound source with the head-
mounted-LED (which was continuously on), as accu-
rately as possible.
Data analysis
All data analysis procedures were performed in
MATLAB R2018b (The MathWorks). The coordinates of
the moving sound and the head-movement responses
were expressed in the double-pole azimuth-elevation co-
ordinate system, in which the origin coincides with the
center of the head (Knudsen and Konishi, 1979). The anal-
ysis of head movements was performed offline with cus-
tom-made software that automatically detected head
displacements and saccades in the calibrated data.
Detected movements and saccades were checked visu-
ally without stimulus information to the experimenter, and
onset and offsets could be corrected manually, if needed.
Sound localization
We quantified the static sound-localization perform-
ance of each subject by linear regression on the stimulus-
response relations for azimuth and elevation:
ar ¼ b  at 1 a and « r ¼ d  « t 1 c; (3)
with ar, at, « r, and « t the response azimuth, target azi-
muth, response elevation, and target elevation, respec-
tively. Fit parameters, a and c, are the response biases
(offsets, in degrees), whereas b and d are the response
gains (slopes, dimensionless) of the azimuth and elevation
responses. The parameters a,b,c,d were found by mini-
mizing the mean-squared error (MSE) of Equation 3
(Press et al., 1992). From each linear fit, we also deter-
mined the correlation coefficient between data and fit, the
mean absolute error, and the SD of the residuals of the
responses.
We verified normal localization performance in azimuth
and elevation of all subjects, with gains close to 1.0,
biases close to 0°, and high correlation coefficients, typi-
cally exceeding 0.9; here, we will not report further on
the results of these standard control localization
experiments.
Modelling the pursuit responses
Sound-source pursuit in the horizontal plane was
quantified by the frequency content of the stimulus-re-
sponse waveforms. During pursuit, subjects did not
make appreciable vertical head movements. To compare
the significant frequency components in the stimuli with
those present in the subjects’ responses we applied the
fast Fourier transform to the stimulus and response sig-
nals. From the resulting spectra, we determined the
gain-shift and phase-shift characteristics of the re-
sponses with respect to the measured stimulus move-
ment for each trial.
We subsequently modelled the pursuit transfer charac-
teristic of each trial, n, by a second-order linear filter, in
series with a delay, TD, as has been done before for the
ocular visual-pursuit system (Krauzlis and Lisberger,
1994; Barnes, 2008). In the Laplace domain, the transfer
characteristic of the APS, HAPS,n(s), is then given by the
following:
HAPS;n sð Þ ¼ G0  exp TD  sð Þ 
v 2C;n
v 2C;n 1 2z nvC;ns1 s2
;
(4)
with vC;n ¼ 2p fC the angular resonance frequency of the
(undamped) system, vC;n ¼ 2p=TC;n (with TC,n = 1/fC the
system’s undamped time constant), G0 the system’s
steady-state gain (at s = 0), and z n the system’s damping
ratio (dimensionless). The delay, TD, was determined by
brute-force fitting, and clamped at a fixed value, separate
for each subject (values ranged between 10 and 98 ms;
mean 6 SD: 426 35ms). Similarly, we clamped G0 = 1.0
at 0Hz. The remaining two parameters of the model
that were free to vary across trials, namely the damping
ratio and the system’s time constant, were found by
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MATLAB’s procest routine (process estimation). The
amount of “damping” of the model is usually quantified by
its so-called quality factor:
Qn  12z n
: (5)
The impulse response in the time domain of the model
is given by the following:
hAPS;n tð Þ ¼ L1 expðTD  s½ pL1
v 2C;n




(with p signifying convolution in the time domain).
Noting that
L1½expðasÞ ¼ d ðt aÞ and
L1 bðs1 cÞ2 1b2
" #
¼ expðctÞ  sin btð Þ  u tð Þ;
with u(t)=1 for t 0 the Heaviside unit-step function,
Equation 6 yields:
hAPS;n tð Þ ¼ TC;nb n  expðvC;n  z nðt TDÞ
sin vC;nb n  t TDð Þ
 
for z n,1; (7a)
hAPS;n tð Þ ¼ TC;ng n  exp vC;n z n  g nð Þðt TDÞ
 
exp vC;n z n 1 g nð Þðt TDÞ
  for z n.1; (7b)






z 2n  1
q
and t  TD.
To test how well this simple linear model accounts for
the response data, we calculated the predicted head-po-
sition responses, Hpred(t), of the model for each subject
and trial, n, by convolving the measured stimulus move-
ment, mn(t), with the fitted impulse response function of
Equation 7 by the following:
HPred;n tð Þ ¼
ð1
0
mn t tð Þ  hAPS;n tð Þ  dt for n ¼ 1 30:
(8)
The gain characteristic of the underdamped response
of the system (Qn . 0.5, or 0 , z n , 1) reaches its maxi-
mum value at frequency:











The location of the peak approaches vC,n for large Qn
(with amplitude Qn). In case that vC,n = vC (constant, as is
found in our data), vmax,n decreases with decreasing Qn,
together with the system’s maximum gain.
At Qn = 0.5 the maximum gain (1.0) is reached at
v (max,n) = 0 (critically damped). Thus, the system’s
effective time constant increases with decreasing Qn,
while its overshoots decrease in size.
Statistics
To quantify and evaluate how well the model repre-
sented the subjects’ responses, we calculated Pearson’s
linear correlation coefficient, r, between the measured
and predicted head-position time traces. We also deter-
mined the coefficient of determination, r2, which quanti-
fies the variability accounted for by the model. In addition,
we calculated the MSE of the model for each trial. The ef-
fect sizes and confidence intervals (CIs) are reported as
effect size (CI width lower bound; upper bound).
We also estimated the mean perceived absolute pursuit





jmn tð Þ  Hn;s t1TOpt;n;sð Þj  dt; (10)
with Hn;s t1TOpt;n;s
 
the measured head movement of
subject s in trial n, leading by TOpt,n,s ms with respect to
the stimulus movement, mn(t). This delay was found by a
brute-force search for the value that would minimize the
mean absolute error (Eq. 10) between target and head
movement during that trial (see Figs. 7, 8A,B).
To quantify a potential change in the model parameters
across trials, we fitted a hierarchical linear regression
model, obtaining slopes and intercepts for each subject
and for the group as a whole (Kruschke, 2014) via the
sampling program JAGS through MATLAB (Plummer,
2003; Steyvers, 2011). We report the mean and 95% high-




We first illustrate the pursuit behavior of our subjects by
showing some representative stimulus-response traces
to four unpredictable sound-source movements and their
associated transfer characteristics for subject S1 (Fig. 3).
A qualitative inspection of the traces (Fig. 3A) indicates
that the subject’s head movements lagged the stimulus
movements during the entire trial, with an average delay
of ;300ms. Leading movements were not observed in
these trials. The smooth-pursuit head movements were in
the direction of stimulus motion, and corrective fast head
saccades were not detected at any stage of the stimulus
presentation. To determine the transfer gain and
phase characteristics for the five major frequencies in the
motor movements (Fig. 3B,C), we applied the fast Fourier
transform to the stimulus and response traces. The sub-
ject’s gains (response amplitude divided by stimulus
amplitude at each stimulus frequency) tended to fall off
at higher frequencies, with its highest value at intermedi-
ate frequencies, suggesting a bandpass response behav-
ior. A qualitative inspection of these gain and phase
Research Article: New Research 6 of 14
May/June 2021, 8(3) ENEURO.0556-20.2021 eNeuro.org
characteristics suggests that they systematically change
with trial number.
APS identification
Based on the qualitative observations in Figure 3, we
modelled the system’s responses in each trial by the sec-
ond-order filter characteristic of Equation 4. Figure 4 illus-
trates the individual fitted transfer functions from subject
S1 for all 30 trials (thin colored lines), together with the
averaged gain (dimensionless; Fig. 4A) and phase charac-
teristics (in degrees; Fig. 4B, bold black lines).
The results suggest a systematic change of the model
parameters with trial number: the size and location of the
peak of the amplitude characteristic gradually shifted
from higher to lower frequencies with trial number (Fig.
4A). Similarly, the phase characteristics changed gradu-
ally with trial number from higher to lower frequencies at
each given lag. We obtained similar results for the other
participants (Fig. 4, insets).
To test whether the simple feedforward second-order
filter was able to account for the full stimulus-response
behavior of the participants, we calculated the predicted
responses through convolution (Eq. 8) of the model’s im-
pulse response function for each trial, hAPS,n(t) (Eq. 7), and
the measured stimulus movement,mn(t) (Eq. 2). Figure 5A
shows four representative examples of the measured (thin
colored traces) and predicted responses (bold colored
traces) of participant S6. Figure 5B provides the coeffi-
cients of determination (r2) for all 11 subjects and trials.
These results show that the simple model of Equations 4,
7 provided an excellent description of the response data
for all participants and the far majority of trials, with the
mode of the distribution at r2 = 0.88 (i.e., 88% of variance
explained; across subjects: mean6 SD: 0.836 0.10).
Figure 4. Estimated model fits for participant S1 (Eq. 4). Gain-characteristics (A) and phase-characteristics (B) for the stimulus-re-
sponse data of all 30 trials as function of frequency. The thin curves show the results for each trial, color coded by trial number. The
black solid lines correspond to the average transfer characteristic across trials. Note the systematic change of the gain and phase
characteristics with trial number. Insets, average gain and phase characteristics for all 11 subjects.
Figure 3. Examples of auditory pursuit to unpredictable sound movements. Four representative trials from subject S1. A, Thin black
traces: stimulus movement; colored traces: head movements. The stimulus movement contained five discrete harmonics with ran-
dom phases (Eqs. 1, 2). B, C, Transfer characteristics (gain, and phase, in degrees; linear scale) of the stimulus-response relations
at the five stimulus frequencies (open dots) for each trial. Both characteristics vary with trial number.
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Adaptive changes in auditory pursuit
Figure 4 suggests a systematic change of the model
characteristic as a function of trial number. To quantify
this trend in the pursuit behavior of all subjects, we per-
formed a linear regression analysis (for details, see
Materials and Methods) on the two free parameters of the
model: its center frequency, fC,n, and the quality factor,
Qn, as a function of trial number, n (Fig. 6).
We first illustrate the results for subject S3 in Figure 6A,
C. The center frequency (Fig. 6A, blue) did not change
systematically during the experiment, with the data (open
circles) scattering around the average value of fC 
0.6Hz. The optimal regression line through the data (solid
line) had a slope close to zero (slope = 0.8  103; 95%
HDI = [4.4,12.8]  103. The fC values predicted by the
linear model at the start of the experiment (at trial 1, inset
histogram and 95%HDI bar on the left) and at the end of
the experiment (trial 30, inset histogram and bar on the
right) were also similar (the probability densities indicated
by the histograms and bars for trial 1 and 30 overlapped
considerably).
This subject’s quality factor (Fig. 6C, open squares)
seemed to decrease on average although variability be-
tween individual trials was considerable. Nevertheless,
the optimal slope was clearly non-zero (13  103; 95%
HDI = [21,7]  103) and the variability in the fitted
lines was low (as reflected by the shaded area indicating
the 95%HDI of the regression). Similarly, the most likely
Q- values at the first and last trials did not overlap at all
(compare left and right histograms and bars).
Very similar results held for all 11 subjects (Fig. 6B,D).
The center-frequency data averaged across subjects (Fig.
6B, open circles) scattered around a value of fC  0.6Hz,
and did not vary significantly during the experiment. The
slope of the optimal average regression line was near-
zero (0.5 103; 95%HDI = [3.5,12.8] 103). In con-
trast, the average quality factor (Fig. 6D, open squares)
decreased substantially as the experiment progressed,
from values higher than 1.0 in the early phase of the ex-
periment (indicating an under-damped, bandpass behav-
ior) toward the end of the session. This change was also
reflected in the group regression slope of 10  103
(95%HDI = [15,5.5]  103). Overall, the predicted
total change of the quality factor across the 30 trials was
0.30, a nearly 27% difference.
To test whether the change in the response characteris-
tics would lead to improved pursuit performance we cal-
culated the mean absolute localization error (in degrees)
for each trial (Eq. 10). Figure 7 shows the results of this
analysis for each participant (color coded) and for the av-
erage behavior across subjects (black dots). The data
show that the mean absolute error across participants re-
mained constant at 4.8° (SD 1.7°) throughout the
experiment.
Position error versus velocity error
The head-movement responses of our subjects con-
tained the same spectral motion components as the stim-
ulus, which suggests that the responses may have been
driven by sound-source velocity. However, Rashbass
(1961) noted for visual pursuit that there is a theoretical
possibility that the pursuit system samples target posi-
tions at a sufficiently high rate that exceeds the spectral
bandwidth of the response system. In that case, discrete
position sampling is indistinguishable from smooth pur-
suit of target velocity. To rule out the former would require
a paradigm in which a directional change in position error
is dissociated from the direction of the smooth target
movement. To our knowledge, such an experiment has
not yet been conducted for auditory pursuit.
However, the random stimulus movements in the cur-
rent experiment might in principle allow for some dissoci-
ation between these two variables. To check for this
Figure 5. A, Measured (thin traces) and predicted (thick traces; Eq. 8) head-movement responses for four representative trials of
subject S6. Each trace shows head orientation as a function of time. Optimal fit parameters (fC, Q, and goodness of fit, r
2) are pro-
vided for each trial. Note the good correspondence between measured and predicted movements. The subject’s response delay
was clamped at TD = 98ms for all trials. B, Histogram of the coefficients of determination, r
2, for all 315 trials (11 subjects). The
mode of the distribution lies at r2 = 0.88, which indicates an excellent fit of the data (variance explained).
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possibility, we performed a trial-by-trial regression analysis
on the instantaneous head velocity versus head-velocity
error, and on the current head position versus head-position
error, respectively:
_Hn;s t1TOpt;n;sð Þ ¼ a1 b  D _En;s tð Þ; (11a)
Hn;s t1TOpt;n;sð Þ ¼ ϱ1 h  DEn;s tð Þ; (11b)
where position error is defined as DEn;s tð Þ ¼ mn tð Þ
Hn;s t1TOpt;n;s
 
and head-velocity error by D _En;s tð Þ ¼
_mn tð Þ  _Hn;s t1TOpt;n;s
 
. Here, a, b , r , and h are the re-
gression parameters obtained for the entire data set, and
mn(t) is the sound-movement trajectory of trial n. TOpt,n,s is
the optimal delay of the head movement found in trial n
for subject s.
Figure 8 presents the results of this analysis. Figure 8A,
B illustrates the procedure of finding the optimal time-
shift of the head trajectory, TOpt,n,s, such that it aligned
best with the stimulus trajectory during the trial [yielding
the smallest mean absolute pursuit error (MAE)], for three
different subjects and trials. Note the very high correla-
tions between stimulus movement and time-shifted head
Figure 6. Adaptation of auditory pursuit. A, B, The model’s resonance frequency, fC and quality factor, Q (C, D), as a function of
trial number for subject S3 (A, C), and pooled across all subjects (B, D). Shaded areas indicate the 95%HDI for the regression lines
through the data. For the pooled results, a hierarchical regression analysis was performed, which accounts for the individual differ-
ences. Histograms on the left and right of each panel show the distributions of the respective parameter at the start (trial 1), and
end of the experiment (trial 30), respectively, with their HDI (bars). The system’s resonance frequency did not change systematically
with trial number, while the quality factor decreased systematically, and highly significantly, throughout the experiment. The equa-
tions in each panel denote the optimal regression results.
Figure 7. MAE (in degrees; Eq. 10) as function of trial number
for each subject (different colors), and the grand averages
across subjects (solid black dots). There was no trend for a
change (neither positive, nor negative) in the MAE with trial
number.
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movement (r.0.9, for 2200 data points). Figure 8B
shows the joint distribution for all trials and subjects of
best delays and minimum MAEs (the latter also shown in
Fig. 7A). Figure 8C shows the predictions of Equations
11a (red) and 11b (black) for the entire dataset (11 sub-
jects  30 trials  2200 samples =726,000 points). Both
regressions yield a high correlation, indicating that sub-
jects followed the pseudo-random stimulus trajectories
quite faithfully (Table 1). Note the slightly higher correla-
tion for the position error predictor (rP = 0.69) than for the
velocity error predictor (rV = 0.63), while the two errors
themselves were uncorrelated (r = 0.01). Moreover, the
head velocity was unrelated to the instantaneous sound
position (r,0.001; see Table 1). Thus, the head-velocity
error and head-position error both described the head-
movement data (velocity and position) about equally well.
Discussion
Our results show that subjects smoothly track broad-
band sounds, moving along unpredictable trajectories in
the horizontal plane, with remarkable accuracy. The fre-
quency spectrum of their head-movements contained the
same dominant frequencies as the source-movements.
We described the tracking responses by a simple feedfor-
ward second-order linear filter and found that its damping
gradually increased during the experimental session. A
slightly underdamped bandpass response in early trials,
turned into an overdamped response with a longer effec-
tive time constant (Eq. 9) and lag (Figs. 4, 6). We argue
that this behavior reflects an adaptation of the APS to a
learned stimulus characteristic. In what follows, we dis-
cuss these features in more detail.
Pursuit accuracy
Although ocular pursuit of visual targets is well docu-
mented and modelled (Robinson et al., 1986; Krauzlis and
Lisberger, 1994; Barnes, 2008), much less is known about
the cranial pursuit of moving sounds. Earlier eye-move-
ment studies have reported poor auditory pursuit per-
formance (gain, 0.2; Boucher et al., 2004; Berryhill et al.,
2006) and concluded that the auditory system has no spe-
cialized motion detectors, because of its coarse spatial
acuity compared with vision. However, we argue that lack
of accurate eye-movement tracking to moving sounds is
not evidence for absence of motion-sensitive auditory
processing.
The ocular pursuit system successfully tracks visual tar-
gets to reduce retinal slip-velocity through continuous vis-
ual feedback (Robinson et al., 1986; Krauzlis and
Lisberger, 1994; Lisberger, 2010). While visual-cortical
and subcortical areas contain pursuit-sensitive and tar-
get-velocity sensitive neurons (Mikami et al., 1986;
Dürsteler et al., 1987; Ilg and Thier, 2008), evidence for
auditory motion-sensitive cells has been obtained for sen-
sory responses under anaesthetized conditions only (see
Introduction). Importantly, however, head-fixed ocular
pursuit of sounds does not reduce any error-signal, as the
head-centered acoustic information does not change with
eye movements. Therefore, it is questionable whether oc-
ular pursuit of sounds may serve as a valid measure for
sound-velocity processing. Instead, cranial pursuit does
Figure 8. A, Three example trials for three different subjects, showing the stimulus movement (black), the head movement (blue),
and the time-shifted head movement that aligns best with the stimulus (red). r: correlations between stimulus and time-shifted
head-movement traces are very high. MSE: the mean-absolute errors in degrees. dT: the applied optimal shift (in milliseconds). B,
Distribution of the mean absolute errors and optimal delays for all trials and subjects (N=330). C, Measured instantaneous (opti-
mally shifted) head velocity versus the predicted head velocity (Eq. 11b; red) and measured head position versus predicted head po-
sition (Eq. 11a; black). Both models correlate well (rV = 0.63 vs rP = 0.69; total number of data points: N=726,000; see also Table 1).
The errors themselves are uncorrelated (r = 0.01).
Table 1: Linear regression on instantaneous head position
(H) as function of the head-position error (DE; Eq. 11b), and
on head velocity ( _H) as function of the velocity error (D _E;
Eq. 11a)
Regression Offset Slope Correlation
H ¼ a1b  DE 0.98 1.13 0.55
_H ¼ r1h  D _E 0.00 0.96 0.63
H ¼ a1b  D _E 0.16 0.009 0.01
_H ¼ c1d  DE 0.20 0.15 0.03
Both regressions yield high gains and correlations. Head position is unrelated
to the velocity error, and, conversely, head velocity is independent of the posi-
tion error. All regressions were performed on a subset of 48,400 data points
(trajectories were sampled in steps of 15 samples, because of memory
limitations).
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affect the sound’s acoustic cues, in a way that is directly
related to self-initiated head movements (Fig. 1).
We here demonstrated that subjects successfully
tracked unpredictably moving sounds with smooth head-
movements that were always in the stimulus direction at a
fixed, idiosyncratic delay (Figs. 3, 8A). Subjects could not
anticipate the pseudorandom changes of the target’s
movement direction as indicated by a constant mean ab-
solute error across trials (Eq. 10) of ;4.8° (Fig. 7). This in-
dicates that the system did not attempt to reduce the
perceived pursuit error, presumably because it could not
rely on any predictions for these random trajectories. As a
result, the head-movement delay during a trial amounted
to several hundreds of milliseconds (Fig. 8A,B), which did
not change systematically across trials, and was unre-
lated to the mean absolute error in a trial (Fig. 8B).
Sound-localization experiments with eye-head move-
ments have demonstrated that the auditory system con-
tinuously uses eye-movement and head-movement
information to update the location of brief sounds (Vliegen
et al., 2004; Genzel et al., 2018). We have hypothesized
that the APS aims to keep its AF close to the target, just
as in visual pursuit (Fig. 1). A putative AF would, by defini-
tion, correspond to the region of highest spatial acoustic
resolution. For ITDs and ILDs, which vary sinusoidally with
the azimuth angle (Blauert, 1997; Van Opstal, 2016), the
AF would be around straight-ahead, with 1.0–1.5° acuity
(Mills, 1958). Interestingly, an acoustic spatial fovea is not
anatomically represented in the cochlea. It is therefore an
abstract, functionally defined concept, neurally generated
from binaural integration of different acoustic processing
streams. Although it is not yet known how the brain repre-
sents an AF, or what the relative contributions of the ITD
and ILD pathways are, our data may support its functional
existence (see also below).
Adaptive response behavior
The adaptation of pursuit-responses across trials grad-
ually increased the system’s damping. The other parame-
ters of our model (time constant, Tc, and processing
delay, TD) did not change systematically with trial number
(Fig. 6). It is not immediately obvious which cost the pur-
suit system aimed to optimize, as multiple factors may
underlie the cost evaluation: position and velocity errors
(response accuracy), movement effort (energy consump-
tion), response duration to match target velocity (discount
of reward), trajectory smoothness, etc. As experiments
were performed under open-loop conditions, participants
never obtained exogenous feedback about the true target
trajectory, and had to rely entirely on ongoing endoge-
nous processing of acoustic information, together with
self-initiated head-movements, and associated vestibular
and efference-copy signals. This situation differs radically
from classical visual pursuit.
Target-movement trajectories were unpredictable from
trial to trial, and also within a trial. Thus, a possible pursuit
strategy could have been to generate head-movements
through a fixed input-output characteristic. Our data
show that in the first couple of trials this characteristic
could be well described by a slightly underdamped
impulse response (Eq. 7), for which the frequency-charac-
teristic has maximum gain (.1.0) around a cutoff fre-
quency of 0.6–0.8Hz. Interestingly, visual pursuit to an
unexpected change of target velocity is characterized by
a similar “ringing” of pursuit eye-velocity at 3–3.5Hz
(Robinson et al., 1986; Krauzlis and Lisberger, 1994).
Remarkably, the APS seemed to extract implicit spec-
tral information from evoked movement trajectories in the
stimulus ensemble, and gradually changed its response
behavior, such that the underdamped characteristic be-
came near-critically damped, with Q ;0.75 (Q=0.5 is the
critically-damped response). To verify that this is indeed
the case, future experiments could manipulate the
amount of consistent spectral information in the move-
ment trajectories, and test whether it affects the long-
term pursuit behavior.
Response strategy
We propose that for the pseudo-random stimulus set
this adaptive response strategy may have optimized a
cost that included the system’s response-duration and
total response effort. Simple estimates of these costs can
be made from the model’s response characteristic. Figure
9A illustrates the step responses, and Figure 9B the asso-
ciated impulse responses, of the second-order model of
Equation 7, for which we took a fixed resonance fre-
quency of fC = 0.6Hz, and the quality factors varying be-
tween Q=1.5 and Q=0.6 in steps of 0.1, as obtained in
our experiments (Fig. 6).
The duration of the step-response is clearly shortest for
the lowest Q factor (Dmin ; 1.8 s). If we assume that the
total (rotational kinetic) energy consumption during the
head movement is proportional to its absolute squared
(angular) velocity, or to the mean spectral power of the














then also EQ reaches a clear minimum for Q=0.6 (Fig.
9B). This also holds when the integration window is kept
fixed at the minimum D=1.8 s for all Q values, e.g., for
Q=1.5, E1.5(1.8) = 2.79, and for Q=0.6: E0.6(1.8) = 1.13,
which is a reduction of 60%.
In Figure 9C, we plotted the estimated mean absolute
spectral power (in arbitrary units) of the fitted gain charac-
teristic over 0.05–1.05Hz for each trial of all 11 subjects,
as a function of trial number. The results show that the
total effort estimate indeed decreased systematically dur-
ing the course of the experiment, by ;34% (difference
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between the first and last trial), with an overall correlation
of r =0.78.
Minimization of an overall performance cost has also
been suggested by others to underlie oculomotor behav-
ior (for eye saccades, Harris and Wolpert, 2006;
Sadaghat-Nejad et al., 2019). As the human fovea has a
high resolution within only 1° of visual angle, and consid-
erable uncertainty in the retinal periphery, theoretical
studies have indicated that the saccadic system aims to
optimize speed-accuracy trade-off, to minimize saccade
duration at the smallest mean-absolute localization errors
(Harris and Wolpert, 2006).
Similar optimization principles appear to hold for
human sound localization (Ege et al., 2019). Note that de-
spite the availability of acoustic cues for azimuth and
elevation, veridical localization of a sound is not possible
with these cues alone, as the sensory spectrum results
from a convolution of source spectrum and pinna cues,
both of which are a priori unknown. Thus, the brain cannot
be sure about the veridical source direction without mak-
ing prior assumptions (Middlebrooks and Green, 1991;
Van Opstal, 2016). Experiments have suggested that the
auditory system uses several priors, learned through ex-
perience: for example, (1) each pinna filter refers to a
unique elevation angle, and (2) natural source spectra do
not resemble the pinna spectra (Hofman and Van Opstal,
1998), (3) not all spectral bands of the pinna filters are
equally informative (Zonooz et al., 2019), and (4) not all
source locations are equally likely (Ege et al., 2018, 2019).
We recently demonstrated that the auditory system
Figure 10. Models. Two mathematically equivalent schemes for the APS, on the basis of our results. Both models are represented
in the Laplace domain. A, Feedforward implementation of Equation 4: a second-order low-pass filter in series with a lumped
sensory-motor delay. B, Equivalent feedback model, in line with the proposal in Figure 1; the feedback path carries an internal esti-
mate of the output head velocity with a scalar gain, 1/G0, and lead, TD. The feedforward path has a pole in zero (pure integrator),
and at s = 2zvC (i.e., a leaky integrator with time constant, TFF = (2zvC)1. The feedback comparator computes the auditory slip
velocity, which in this model would be given by vSLIP;C tð Þ ¼ _A tð Þ G10  _H t1TDð Þ. For simplicity, the head-position error is not in-
cluded in this scheme.
Figure 9. A, The model’s unit-step responses for 10 values of Q between Q=1.5 (blue) and 0.6 (red) in decreasing steps of 0.1
(black). B, The system’s response velocity (i.e., its impulse response) for the unit-step input to the same Q values. At Q=0.6, the
system is near-critically damped and reaches its equilibrium value much faster than for higher Q values. In addition, the total con-
sumed energy by the system is considerably less at the lower Q: from Q=1.5 to Q = 0.6 the total cumulative energy reduction is
60%. C, Calculated effort from the fitted gain characteristics of Equation 4, taken as the mean spectral power over 0.05–1.05Hz for
all 11 subjects (thin gray lines), and the mean across subjects (black solid line), plotted as function of trial number. The correlation
for the mean is r = 0.778; it decreases by 34% between the first and the last trial.
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reweighs its spectral and source-location priors within the
same experimental session, without exogenous visual feed-
back (Zonooz et al., 2018; Ege et al., 2019), suggesting that
the brain combines the acoustic input across trials, in combi-
nation with its own head-orienting commands, to update its
priors. Our results provide evidence for a similar strategy
when trackingmoving sounds.
Neural implications
The success of the simple linear feedforward model in
predicting auditory pursuit in azimuth does not exclude
the possibility that the system may actually be driven by
dynamic feedback, in which the neural estimates of cra-
niocentric source velocity and source position result from
the combined effect of the true target velocity and posi-
tion with the self-generated signals related to head-veloc-
ity and change in head position, like suggested in Figure
1. A pursuit system would aim to minimize the estimated
auditory foveal slip-error, by ensuring that the instantane-
ous target estimate remains close to the representation of
an AF. For that, it should ensure that both the head veloc-
ity should be similar to target velocity, and that the AF
should be close to the target position. The analysis shown
in Figure 8C suggests that the craniocentric velocity and
position errors both contribute strongly to the head-
pursuit behavior.
A putative example of a feedback system, incorporating
our results, is illustrated in Figure 10B.
Note that in visual pursuit, feedback is automatically im-
plemented, as retinal slip is locked to the moving eye.
This is less trivial for auditory pursuit, as an auditory (spa-
tial) fovea is not linked to the basilar membrane; its repre-
sentation should result from neuro-computational
mechanisms. Figure 1 indicates the major neural path-
ways and computational stages for tracking moving
sounds in azimuth. Moving sounds produce dynamic
changes in the high-frequency ILDs and low-frequency
ITDs, processed in binaural brainstem pathways that ter-
minate in the Superior Olivary complex (LSO and MSO;
Yin, 2002). Together, the outputs of these pathways con-
verge on IC, a central hub for spatial and spectral-tempo-
ral processing of sounds (Groh et al., 2001; Casseday et
al., 2002; Zwiers et al., 2004; Versnel et al., 2009). The IC
would therefore be the prime target to study tuning to
head-centered sound-source velocity and position error,
for which some evidence has been obtained from dichotic
experiments in anesthetized cats (Al’tman et al., 1985;
Bekhterev, 2003), owls (Wagner and Takahashi, 1992),
guinae pigs (Ingham et al., 2001), and bats (Pollack,
2012).
Further evidence from cats (Toronchuk et al., 1992),
rats (Doan and Saunders, 2003), and humans (Kreitewolf
et al., 2011) suggests that also auditory-cortical areas
may be responsive to sound velocity. We conjecture that
our results may hint at the interesting possibility that
these cortical cells could instead encode auditory slip-
error in velocity and position with respect to the AF (Figs.
1, 10B), in a similar way as ocular pursuit-responses in
visual-cortical areas (Mikami et al., 1986; Dürsteler et al.,
1987). To demonstrate this, however, will require
electrophysiological recordings from behaving animals,
trained to track moving sounds with the head, which have
so far not been performed.
Indeed, as single-unit recordings have demonstrated
clear behavioral correlates at different stages in the mon-
key auditory system (Groh et al., 2001; Zwiers et al., 2004;
Massoudi et al., 2013, 2014), we propose that inclusion of
the full action-perception cycle is essential to understand
the neural processing of moving sounds (Van Opstal,
2016).
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