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Abstract. We study the dynamics of a droplet moving on an inclined rough surface in the absence
of inertial and viscous stress effects. In this case, the dynamics of the droplet is a purely geometric
motion in terms of the wetting domain and the capillary surface. Using a single graph represen-
tation, we interpret this geometric motion as a gradient flow on a Hilbert manifold. We propose
unconditionally stable first/second order numerical schemes to simulate this geometric motion of
the droplet, which is described using motion by mean curvature coupled with moving contact lines.
The schemes are based on (i) explicit moving boundaries, which decouple the dynamic updates of
the contact lines and the capillary surface, (ii) a semi-Lagrangian method on moving grids and (iii)
a predictor-corrector method with a nonlinear elliptic solver upto second order accuracy. For the
case of quasi-static dynamics with continuous spatial variable in the numerical schemes, we prove
the stability and convergence of the first/second order numerical schemes. To demonstrate the accu-
racy and long-time validation of the proposed schemes, several challenging computational examples
- including breathing droplets, droplets on inhomogeneous rough surfaces and quasi-static Kelvin
pendant droplets - are constructed and compared with exact solutions to quasi-static dynamics
obtained by desingularized differential-algebraic system of equations (DAEs).
1. Introduction
The dynamics and equilibrium of a droplet on a substrate are important problems with many
practical applications such as coating, painting in industries and the adhesion of vesicles in biotech-
nology. The capillary effect, which contributes the leading behaviors of the geometric motion of a
small droplet, is characterized by the surface tension on interfaces separating two different phys-
ical phases. Particularly, the capillary effect greatly affects the dynamics of the contact angle
and the contact line of a droplet, where three phases (gas, liquid and solid) meet. Dating back
to 1805, Young introduced the notion of mean curvature to study the contact angle of a capil-
lary surface and proposed Young’s equation for the contact angle, between the capillary surface
and the solid substrate, of a static droplet. The geometric motion of a dynamic droplet is more
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challenging and extensively studied in the literature at the modeling [13, 14, 15, 17, 42], analysis
[25, 30, 7, 9, 26, 32, 21, 23], and computations level [54, 44, 41, 45].
In this paper, we study the dynamics of a droplet placing on an inclined rough surface using
vertical/horizontal graph representation. The contact angle hysteresis depends on the instantaneous
contact angle of the droplet and the spatial heterogeneity of the substrate. Due to the roughness of
the hydrophilic/hydrophobic substrate and moving contact lines, which leads to constant changes
of local slope of the substrate, interesting phenomena such as pinning or capillary rise of the
droplet will occur. After deriving the governing equations via gradient flows on a manifold, we
propose first/second order unconditionally stable numerical schemes for the dynamics of the droplet
and provide the first/second order convergence analysis for the quasi-static dynamics . Then we
perform the accuracy check using quasi-static dynamics and conduct several challenging examples
to accurately simulate the phenomena mentioned above.
First, we revisit the kinematic equations of a droplet described by an incompressible potential
flow and the dynamic mechanism driving by a free energy including capillary effect and gravi-
tational effect, and a Rayleigh dissipation function. After neglecting the inertial effect and the
contribution of viscous stress inside the droplet, the dynamics of the droplet becomes a purely
geometric motion, i.e. motion by mean curvature of the capillary surface coupled with motion of
the contact lines; see Section 2. Using a single vertical/horizontal graph representation, we give a
gradient flow formulation of the dynamic droplet by regarding the geometric motion of this droplet
as a trajectory on a Hilbert manifold with boundary, where the obstacle occurs; see the resulting
governing equations in Section 2.4 and derivations in Appendix A. Gradient flows on manifolds
and the corresponding interpretation of minimizing movement with proper metrics have been the
focus of recent research in both analytic and numerical aspects [5, 4, 37, 1]. To completely describe
the dynamics of the droplet, a free energy and a Riemannian metric (dissipation potential) in the
gradient flow structure will be specific in different physical settings [13, 42, 3, 17]. We also em-
phasize that there is a rich literature on droplets with different physical effects, such as viscosity
stress inside the droplet, Marangoni effect, electromagnetic fields, electric fields or surfactant; see
for instance [42, 43, 36, 50, 52, 33, 45, 2].
The dynamics of the wetting domain for a 3D droplet is a challenging problem due to the
geometric complexity. For example, cusp/corner singularity, topological changes (merging and
splitting), or even fattening sets will develop. We refer to [30, 22] for the studies of weak solutions
to quasi-static contact line dynamics in the case that motion by mean curvature of the capillary
surface is replaced by a Poisson equation. For the original mean curvature case, we also refer to
[3, 23] and the references therein for quantitative/qualitative stability theory of static droplets on
rough surface. For the quasi-static dynamics, i.e. the capillary surface is determined by an elliptic
equation, there are many analysis results on the global existence and homogenization problems;
see [10, 30, 32, 22] for capillary surface described by a harmonic equation and see [7, 8, 12, 23] for
capillary surface described by spatial-constant mean curvature equation.
Next, we propose some unconditionally stable numerical schemes with second order accuracy
for the 2D droplet dynamics described by the motion by mean curvature and the moving contact
lines; see Section 3. The unconditionally stable schemes are based on an explicit boundary update,
which decouples the computations for the dynamics of the contact lines and the capillary surface.
In Section 3.1, we will give the stability and convergence analysis for the quasi-static dynamics
based on the explicit boundary updates and some properties/dependence formulas of the quasi-
static profile; see Proposition 3.1, Proposition 3.2 and Theorem 3.3, 3.4. For the full dynamic
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problem, the challenging due to moving grids is handled by a semi-Lagrangian method with second
order accuracy; see Section 3.3.3. To achieve a second order scheme efficiently, we also design a
predictor-corrector scheme with a nonlinear elliptic solver upto second order accuracy; see Section
3.3.2.
Third, we construct many challenging and important computational examples to demonstrate the
accuracy, validity and efficiency of our numerical schemes; see Section 4. (i) Using a quasi-static
solution given by desingularized differential-algebraic system of equations (DAEs), we check the
second order accuracy in space and time for our numerical schemes. (ii) We construct a breathing
droplet with a closed formula solution, and we use it to show the long-time validity of our numerical
schemes. (iii) We use some complicated inclined rough surface such as the classical Utah teapot
[39] to demonstrate the contact angle hysteresis of a droplet on inhomogeneous rough surface
and the competition between capillary effect and gravitational effect. (iv) Using a horizontal graph
representation and a desingularized formula for quasi-static dynamics, we also give some simulations
for Kelvin pendant drops with repeated bugles in the volume preserving case. For recent studies
of steady solutions to Kelvin pendant droplet problem without volume constraint, we refer to [41];
see also [25, 44] and references therein.
There are many other numerical methods proposed for simulating the dynamics of droplets or in
general dynamics of multiple interfaces for different models. Arguably, the contact line dynamics
coupled with hydrodynamic effects is one of the mostly studied subjects in fluid dynamics. The
contact lines experience an infinite driven force to overcome the no-slip boundary condition due to
viscosity inside droplets. Various specific physical models describing slip boundary conditions and
contact angle dynamics need to be imposed. For instance, the well-known Navier slip boundary
conditions first used by [18] and the parameters in the Navier boundary condition can be determined
by molecular dynamics [43]. A widely used moving contact line model coupled with fluids is derived
in [43]; see (A.22) in Appendix A. Particularly, the level set method is first used in [36] and with
reinitialization in [51] to simulate the moving contact lines. Various other related numerical methods
are comprehensively reviewed in 2014 by [45], c.f. the front-tracking method [35, 11], fixed domain
method [38], the level set method [56, 16, 46], the phase-field method [27, 31, 48] or the threshold
dynamic method [20, 19, 47].
Instead, we focus on the purely geometric motion of droplets, in which the contact line dynamics
is uniquely determined by the Rayleigh dissipation relation together with a specific free energy [14].
In this case, the level set method developed in [36, 51] can not be directly used and also can not
deal with rough surfaces. We mention particularly methods that are closely related to the purely
geometric motion case. The mean curvature flow with obstacles is theoretically studied in [4] in
terms of weak solution constructed by a minimizing movement (implicit time-discretization). The
threshold dynamics method based on characteristic functions are first used in [53, 47] to simulate
the contact line dynamics, which is particularly efficient and can be easily adapted to droplets with
topological changes. They extended the original threshold method for mean curvature flows to
the case with a solid substrate and a free energy with multi-phase surface tensions, in the form
of obstacle problems. However, since they do not enforce the contact line mechanism [14, 43], i.e.
relation between contact line speed and unbalanced Young’s force vcl =
γlg
R (cos θY − cos θcl), thus
their computations on contact angle dynamics are different with ours and only the equilibrium
Young’s angle θY is accurately recovered. Besides, the existing numerical methods for the contact
line dynamics problem, including the level-set method, phase field method and threshold dynamics
method, can not give the second order in time convergence as here proved in Theorem 3.4.
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The rest of this paper is organized as follows. In Section 2, we describe the purely geometric
motions of a dynamic/quasi-static dynamic droplet on inclined rough surfaces. With a specific
free energy and a dissipation function, the derivation of governing equations using a gradient flow
formulation is given in Appendix A. In Section 3, we propose the unconditionally stable 1st and
2nd order schemes for droplet dynamics on inclined rough surfaces. The stability and convergence
analysis for the quasi-static equations are given in Section 3.1. The truncation error estimates and
peusdo-codes for 1st/2nd order schemes are given in Appendix B and Appendix C respectively. In
Section 4, we give some accuracy validations of our schemes compared with the quasi-static solution
and demonstrate several challenging examples such as droplets in a teapot, breathing droplets and
Kelvin pendant droplets.
2. Derivation of purely geometric dynamics of partially wetting droplets
In this section, we first revisit the kinematic equations of a droplet described by an incompressible
potential flow and the dynamic mechanism driving by a free energy including capillary effect and
gravitational effect, and a Rayleigh dissipation function; see Section 2.1, Section 2.2 and Section
2.3. After neglecting the inertial effect and the contribution of viscous stress inside the droplet, the
dynamics of the droplet becomes a purely geometric motion, i.e. motion by mean curvature of the
capillary surface and motion of the contact lines. In this case, using a vertical graph representation
we describe the geometric motion of a droplet as a gradient flow on a Hilbert manifold; see the
resulting governing equations for (quasi-static) dynamics of droplets with volume constraint in
Section 2.4. Detailed derivations for the motion of a 3D droplet driven by some specific free energy
and a Riemannian metric (dissipation function) are given in Appendix A. The governing equations
of a 2D droplet on an inclined rough surface is presented in Section 2.5. When the vertical graph
representation is broken, we replace it by a horizontal graph function for some axial symmetric
cases in the quasi-static dynamics; see Section 4.2.
2.1. Kinematic description of a droplet on a solid substrate. In this section, we first give
a kinematic description of a droplet using a vertical graph function. More precisely, we study the
motion of a 3D droplet placed on a substrate {(x, y, z); z = 0}. Assume the wetting domain is
(x, y) ∈ D ⊂ R2 with boundary Γ := ∂D. The droplet domain is identified by the area
A := {(x, y, z); (x, y) ∈ D, 0 < z < u(x, y), u|∂D = 0}
with sharp interface. Assume the fluid inside the droplet is an incompressible potential flow with
velocity v(x, y, x) = ∇φ(x, y, z) and constant density ρ. The motion of the shape of this droplet is
described by the following two kinematic boundary conditions. The motion of the capillary surface
on ∂A ∩ {z > 0} with the outer normal n is described by the normal speed
(2.1) vn := n · ∇φ, (x, y, z) ∈ ∂A ∩ {z > 0}
and the motion of Γ (physically known as contact lines) with outer normal ncl in x-y plane is
described by the contact line speed
(2.2) vcl := ncl · ∇x,yφ(x, y, 0), (x, y) ∈ Γ.
Notice the incompressible potential flow satisfies ∇ · v = 0, together with kinematic boundary
condition, we have
(2.3) ∆φ = 0, x ∈ A(t); ∂nφ =
{
vn, x ∈ ∂A(t) ∩ {u > 0},
0, x ∈ ∂A(t) ∩ {u = 0}.
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The compatibility condition for (2.3) is
∫
∂A vn ds = 0. Next we explain this compatibility condition
is equivalent to the volume preserving constraint. Indeed, notice
(2.4)
∫
∂A
vn ds =
∫
D(t)
∂tu√
1 + |∇u|2
√
1 + |∇u|2 dx dy =
∫
D(t)
∂tudx dy,
where we used the normal speed vn =
∂tu√
1+|∇u|2 in the graph representation. Then by u(x, y, t) = 0
on Γ(t) and the Reynolds transport theorem, we have
(2.5)
∫
D(t)
∂tudx dy =
d
dt
∫
D(t)
u(x, y, t) dx dy = 0,
where the last equality follows from the volume preserving constraint ddt
∫
D(t) u(x, y, t) dx dy = 0.
Hence in the volume preserving case, the motion of the droplet can be completely described by the
motion of capillary surface u(x, y, t) and the motion of contact domain D(t).
2.2. Free energy for the droplet and Young’s angle. To give a specific free energy, we will
follow the same notations and terminologies in the classical book of de Gennes [15]. To consider
the interactions between the three phases of materials: gas, liquid, and solid, denote γsl (γsg, γlg
resp.) as the interfacial surface energy density between solid-liquid phases (solid-gas, liquid-gas
resp.). γsl, γsg, γlg > 0 are also known as the surface tension coefficients. Surface tension contributes
the leading effect to the dynamics and equilibrium of the droplet. Surface energy between liquid
and gas is the excess energy due to the one half lower coordination number (in the mean field
approximation) of molecules at the surface compared with those sitting in the liquid bulk (Doi
[17]). To measure the total area of the capillary surface (with surface tension γlg) and the area of
the wetting domain of the droplet (with the relative surface tension γsl−γsg), we take the total free
energy of the droplet as the summation of surface energy, gravitational energy and kinetic energy
(2.6)
F =γlg
∫
∂A(t)∩{u>0}
ds+ (γsl − γsg)
∫
D(t)
dx dy + ρg
∫
D(t)
u2
2
dx dy +
ρ
2
∫
A(t)
|∇φ|2 dx dy dz,
=γlg
∫
D(t)
√
1 + |∇u|2 dx dy + (γsl − γsg)
∫
D(t)
dx dy + ρg
∫
D(t)
u2
2
dx dy +
ρ
2
∫
A(t)
|∇φ|2 dx dy dz,
where ρ is the density of the liquid, g is the gravitational acceleration and φ satisfying (2.3). As in
most literature on the dynamics of droplets, we neglect the inertia effect and drop the last term in
the free energy
(2.7) F = γlg
∫
D(t)
√
1 + |∇u|2 dx dy + (γsl − γsg)
∫
D(t)
dx dy + ρg
∫
D(t)
u2
2
dx dy.
The unit above is energy unit. Besides gravity, we neglect other forces, such as viscosity stress
inside the droplet, Marangoni effect (solutocapillary and thermocapillary effect), electromagnetic
fields, evaporation and condensation, etc.
The competition between the three surface tension coefficients will determine uniquely the steady
shape of the droplet with a fixed volume V . Let the density of gas outside the droplet is ρ0 = 0.
We denote the capillary coefficient as ς := ρgγlg and the capillary length as Lc :=
1√
ς
. For a droplet
with volume V , its equivalent length (characteristic length) L is defined as V = 4pi3 L
3 in 3D and
V = piL2 in 2D. The Bond number Bo := ( LLc )
2 = ςL2 shall be small enough to observe the capillary
effect [15]. Notice for simplicity in presentations of the governing equations, we allow ς < 0 in the
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case of pendant droplet. Hence when ς < 0, the capillary length is Lc =
1√
|ς| and the Bond number
is Bo = ( LLc )
2 = |ς|L2.
By Young’s equation [55], the equilibrium contact angle θY is determined by the Young’s angle
condition
(2.8) cos θY =
γsg − γsl
γlg
.
Adhesive forces between the liquid and the solid cause the liquid drop to spread across the surface
(called a partially wetting liquid on a hydrophilic surface), while cohesive forces within the liquid
cause the drop to ball up and avoid contact with the surface (called dewetting or non-wetting liquid
on a hydrophobic surface). We remark that the spreading parameter S := γlg
(
γsg−γsl
γlg
− 1
)
could be
positive and is called total wetting case [14, Section 1.2.1]. In this case, the liquid spreads completely
to a film of nanoscopic thinness, which can not be described using contact angle dynamics in the
current paper.
From Young’s angle condition (2.8) the partially wetting liquid case (hydrophilic surface) corre-
sponds to
σ :=
γsl − γsg
γlg
= − cos θY ≤ 0, 0 < θY ≤ pi
2
,
where σ is called relative adhesion coefficient between the liquid and the solid. In this case,
the relative adhesion coefficient −1 < σ ≤ 0. On the other hand, the non-wetting liquid case
(hydrophobic surface) corresponds to
σ =
γsl − γsg
γlg
= − cos θY ≥ 0, pi
2
≤ θY < pi.
In this case, the relative adhesion coefficient 0 ≤ σ < 1. The case θY = 0, σ = −1 is called
completely wetting.
2.3. Friction force for the motion of droplet and Rayleigh dissipation function. There
are three types of friction and viscosity force on the droplet. First, the contact line friction force
density is given by −Rvclncl = −R(ncl · ∇x,yφ)ncl, where in 3D, R is the friction coefficient per
unit length for the contact line with the units of mass/(length · time). Second, the friction force
density on the capillary surface is given by −ζvnn, where in 3D, ζ is the coefficient per unit area
for the capillary surface with the units of mass/(area · time). Third, the viscosity stress inside the
droplet is µ(∇v+∇v⊥) where µ is the dynamic viscosity. We neglect the viscosity effect inside the
droplet. Then the Rayleigh dissipation function (in the unit of work) is given by [29]
(2.9) Q =
R
2
∫
Γ(t)
|vcl|2 ds+ ζ
2
∫
∂A(t)∩{u>0}
|vn|2 ds.
After neglecting the kinetic energy and viscosity dissipation inside the droplet, the dynamics of
the droplet is purely a geometric motion driven by the free energy (2.7) and Rayleigh’s dissipation
function (2.9). Therefore, the motion of the droplet can be completely described by the geometric
configurations: the boundary of wetting domain Γ(t) and capillary surface u(x, y, t), instead of by
velocity potential φ.
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Figure 1. (a) Illustration of contact angles θa, θb; (b) Illustration of contact angles
θa, θb and the local slopes of the rough surface θ0a, θ0b.
2.4. Dynamics of a droplet derived by gradient flow on manifold. In Appendix A, we
will derive the gradient flow of F(η), η(t) = (Γ(t), u(t)) on a Hilbert manifold with respect to a
Riemannian metric gη suggested by (2.9). In this subsection, we only summarize the resulting
governing equations for 3D single droplets below.
(2.10)
ζ
γlg
∂tu√
1 + |∇u|2 = ∇ ·
(
∇u√
1 + |∇u|2
)
− ςu+ 1
γlg
λ(t), (x, y) ∈ D(t),
u(Γ(t), t) = 0,
R
γlg
vcl(t) = −σ − 1√
1 + |∇u|2 , (x, y) ∈ Γ(t),∫
D(t)
u(x, y, t) dx dy = V,
with initial data (Γ(0), u(x, y, 0)) and initial volume V . When there is topological changes, including
merging and splitting of droplets, (2.10) becomes parabolic variational inequality; see Appendix A
for more discussions.
In the following proposition, we summarize the dissipation relation, the quasi-static dynamics
and the contact line speed mechanism. The proof of Proposition 2.1 will be given in Appendix A
for completeness.
Proposition 2.1. Assume (Γ(t), u(x, y, t), λ(t)), t ∈ [0, T ] are solutions to (2.10) with regularities
u ∈ H20 (D(t)) and Γ(t) is a C1 Jordan curve with a finite perimeter. Then we have
(i) the velocity relation on the contact line
(2.11) ∂tu = −(∇u · ncl)vcl = |∇u|vcl, (x, y) ∈ Γ(t);
(ii) the energy dissipation estimate
(2.12)
d
dt
F = −R
∫
Γ(t)
v2cl ds− ζ
∫
D(t)
(∂tu)
2√
1 + |∇u|2 dx dy;
(iii) if ζ = 0, the resulting quasi-static dynamics is a gradient flow for Γ(t)
(2.13) Rvcl = −δF
δΓ
= −γlg
(
σ +
1√
1 + |∇u|2 )
)
, (x, y) ∈ Γ
with u ∈ H20 (D(t)) solving ∇ ·
(
∇u√
1+|∇u|2
)
− ςu+ 1γlgλ(t) = 0 in D(t);
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(iv) the equilibrium contact angle θ∗cl = θY and on Γ
(2.14) vcl =
γlg
R (cos θY − cos θcl)
{
> 0, θcl > θY ,
< 0, θcl < θY .
For the cases that singularity occurs on Γ(t), the solution (Γ, u) shall be understood in the
viscosity sense with some geometric assumptions on the wetting domain D(t), which is beyond the
scope of this paper. We will use the statement (iii) above, together with a differential-algebraic
system of equations (DAEs) solver, to check the accuracy of our numerical schemes proposed in
next section.
The dimensional analysis for a 2D droplet will be given be in Appendix A. The resulting dimen-
sionless equation in 2D is given by
(2.15)
β
∂tu(x, t)√
1 + (∂xu)2
=
∂
∂x
(
∂xu√
1 + (∂xu)2
)
− κu+ λ(t), x ∈ (a(t), b(t)),
u(a(t), t) = u(b(t), t) = 0,
a′(t) = σ +
1√
1 + (∂xu)2
, x = a(t),
b′(t) = −σ − 1√
1 + (∂xu)2
, x = b(t),∫ b(t)
a(t)
u(x, t) dx = V.
Here,, with typical length scale L and time scale T , the coefficients κ = L2ς, λ =
γlg
L λˆ, β =
ζL2
γlgT
and typical 2D volume [15] V = pi are all dimensionless. The capillary number for the capillary
surface β measures the ratio between the frictional force on capillary surface and surface tension,
and indicates the capillary relaxation time on the capillary surface. The Bond number κ measures
the ratio between the gravitational force and surface tension. In the remaining of this paper, we
will use this dimensionless formulation.
2.5. Governing equations for a single 2D droplet on a rough and inclined surface. In
this section, with some modifications for the free energy, the Riemannian metric and the same
derivation of the gradient flow formulation in Appendix A, we summarize the governing equations
for a single droplet on a rough and inclined surface.
Given a rough solid surface described by a graph function w(x), the droplet is then described by
(2.16) A := {(x, y); a ≤ x ≤ b, w(x) ≤ y ≤ u(x) + w(x)}.
Here we follow the convention for studying droplets on an inclined surface and use the Cartesian
coordinate system built on an inclined plane with effective inclined angle θ0 such that −pi2 < θ0 < pi2 ,
i.e. (tan θ0)x is the new x-axis we choose; see Fig 1 (b).
The motion of this droplet is described by the relative height function (capillary surface) u(x, t) ≥
0 and partially wetting domain a(t) ≤ x ≤ b(t) with free boundaries a(t), b(t). Consider a manifold
(2.17) M := {a, b, u(x); u(x) ≥ 0, u(x) ∈ H10 (a, b)}
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and a trajectory η(t) = (a(t), b(t), u(x, t)) ∈M. Then the tangential plane TηM at η(0) is
(2.18) TηM := {a′, b′, v(x) ∈ H1(a, b); v(x) + u(x) ≥ 0, v(a) = −∂xu(a)a′, v(b) = −∂xu(b)b′}.
Define the Riemannian metric gη(t) for the rough surface
gη(t)(q, η
′(t)) = Ra˜′a′(t) +Rb˜′b′(t) + ζ
∫ b(t)
a(t)
v˜
∂tu(x, t)√
1 + (∂x(u+ w))2
dx,(2.19)
where q = (a˜′, b˜′, v˜(x)) and ∂tu(x,t)√
1+(∂x(u+w))2
is the normal velocity along the outer normal direction.
Now we consider the energy functional associated with the rough surface
(2.20)
F(η(t)) =γlg
∫ b(t)
a(t)
√
1 + (∂x(u+ w))2 dx+ (γsl − γsg)
∫ b(t)
a(t)
√
1 + (∂xw)2 dx
+ ρg
∫ b(t)
a(t)
∫ u+w
w
(y cos θ0 + x sin θ0) dy dx,
where ρ is the density of the liquid, g is the gravitational acceleration. In the inclined case, for a
droplet with volume V in 2D, the effective Bond number is
(2.21) Bo :=
(
L
Lc
)2
cos θ0 = ςL
2 cos θ0.
Then by same derivations as the gradient flow formulation in Appendix A, with h(x, t) := u(x, t) +
w(x), the governing equations in the dimensionless form for a single droplet become
(2.22)
β
∂th(x, t)√
1 + (∂xh)2
=
∂
∂x
(
∂xh√
1 + (∂xh)2
)
− κ(h cos θ0 + x sin θ0) + λ(t), x ∈ (a(t), b(t)),
u(a(t), t) = u(b(t), t) = 0,
a′(t) = σ
√
1 + (∂xw)2 +
1 + ∂xh∂xw√
1 + (∂xh)2
=
1
cos θ0a
(cos θa − cos θY ), x = a(t),
b′(t) = −σ
√
1 + (∂xw)2 − 1 + ∂xh∂xw√
1 + (∂xh)2
= − 1
cos θ0b
(cos θb − cos θY ), x = b(t),∫ b(t)
a(t)
u(x, t) dx = V,
where the two angles are defined as ∂xw|a = tan θ0a, ∂xh|a = tan(θ0a + θa) and ∂xw|b = − tan θ0b
and ∂xh|b = − tan(θ0b+ θb); see Fig 1 (b). Recall β, κ, V, λ are all dimensionless. It is easy to check
the steady state a′(t) = b′(t) = 0 recovers Young’s angle condition.
Remark 1. For w(x) = 0, i.e. the surface is a perfect inclined plane with angle θ0, the derivation
above recovers the model for capillary droplets on an inclined surface [24, 7, 32].
Remark 2. We remark if changing variables x ∈ [a, b] to x+ x0 ∈ [a+ x0, b+ x0], the first equation
in (2.22) for hˆ(x) = h(x+x0) with the new Lagrangian multiplier λˆ(t) = x0 sin θ0 +λ(t) is invariant
with respect to the translation x0. As a consequence, the dynamics and the equilibrium profile do
not depend on the coordinates we choose. More importantly, at the equilibrium, the right hand
side in the first equation is exactly the hydrostatic balance [34, Section 61]
(2.23) −(p+ ρgh) = γlg ∂
∂x
(
∂xh√
1 + (∂xh)2
)
− γlgκ(h cos θ0 + x sin θ0) = const = −γlgλ,
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where we have chosen by convention the pressure outside of the drop to be zero and inside p =
−γlg ∂∂x
(
∂xh√
1+(∂xh)2
)
due to the force balance on the capillary surface. With w ≡ 0, [24, Theorem
8.3] proved the nonexistence of the static profile for θ0 6= 0, pi. With a sufficient substrate roughness,
[7] proved the existence of the static profile.
Remark 3. In the case without volume constraint, we can calculate the rate of shrink of the volume
V˙ =
∫ b(t)
a(t)
∂thdx =
1
β
arctan ∂xh
∣∣∣b(t)
a(t)
− κ
∫ b(t)
a(t)
√
1 + (∂xh)2(h cos θ0 + x sin θ0) dx
=− θ0b + θb + θ0a + θa
β
− κ
∫ b(t)
a(t)
√
1 + (∂xh)2(h cos θ0 + x sin θ0) dx ≤ 0.
The shrink estimate of the 2D droplet suggests the volume preserving constraint is necessary to
observe interesting phenomena for long enough time. For this reason, all the numerical examples
are with volume constraint.
3. numerical schemes for droplets dynamics on a rough and inclined surface
In this section, we consider a droplet (described by a vertical graph function) on a rough and
inclined surface in the partially wetting case, i.e. the relative adhesion coefficient −1 < σ ≤ 0.
Notice the dynamics for the moving boundary a(t), b(t) in (2.22) leads to a uniform upper/lower
bound, we have an unconditionally stable explicit scheme for the time stepping of moving boundary,
which leads to the convergence of the numerical scheme. This explicit discretization decouples the
computations for the moving boundary a(t), b(t) and capillary surface u(x, t). In Section 3.1, to
first illustrate the idea, we give the stability and convergence analysis for first/second order schemes
for the quasi-static dynamics; see Proposition 3.1 and Theorem 3.3, 3.4. To design the numerical
schemes for the dynamics of droplets and achieve a second order scheme in time and space, we
should particularly take care of the following issues. First, due to the moving grids xn ∈ (an, bn)
for each time step n, one need to map hn(xn), xn ∈ (an, bn) to hn∗(xn+1), xn+1 ∈ (an+1, bn+1) based
on a semi-Lagrangian method upto second order accuracy. Second, to achieve a second order scheme
efficiently, we design a predictor-corrector scheme with a nonlinear elliptic solver upto second order
accuracy, which maintains the overall second order accuracy. Third, the effects from the inclined
rough substrate and the volume constraint will be included. We will derive the first order scheme
and give its truncation error in Section 3.2. Then we derive the second order scheme and give its
truncation error in Section 3.3. The proofs for truncation error estimates will be left to Appendix
B. Before we present the schemes, we list some key notations below in Table 1.
3.1. Stability analysis and convergence of numerical schemes for quasi-static dynamics.
In this section, to illustrate the idea, we will first introduce the first order/second order scheme for
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Table 1. Commonly used notations in this paper.
Symbols Meaning
tn = n∆t Time steps
a(tn), b(tn) Exact moving boundaries at tn
an, bn Numerical moving boundary at tn
a˜n+1, b˜n+1 Predictor numerical moving boundary at tn+1
xn ∈ [a(tn), b(tn)] Spatial variable at tn
xn ∈ [an, bn] Numerical spatial variable at tn
xnj = a
n + jτn, τn = b
n−an
N Moving spatial grids at t
n
x˜n+1 ∈ [a˜n+1, b˜n+1] Predictor variable at tn+1
x˜n+1j = a˜
n+1 + jτ˜n+1, τ˜n+1 = b˜
n+1−a˜n+1
N Predictor moving grids at t
n+1
h(xn, tn), u(xnj , t
n) for xn ∈ [a(tn), b(tn)] PDE solution at tn
hn(xn), unj for x
n ∈ [an, bn] Numerical solution at tn
h∗(xn+1, tn) Rescaled PDE solution at tn
hn∗(xn+1), hn∗j Numerical rescaled solution at t
n
h˜(x˜n+1, tn+1), h˜(x˜n+1j , t
n+1) Predictor PDE solution at tn+1
h˜n+1(x˜n+1), h˜n+1j Predictor numerical solution at t
n+1
h˜n∗(xn+1), h˜n∗j Intermediate numerical rescaled solution from predictor
w ≡ 0, θ0 = 0 and the quasi-static case, i.e. β = 0 in (2.15)
(3.1)
∂
∂x
(
∂xu√
1 + (∂xu)2
)
− κu+ λ(t) = 0, x ∈ (a(t), b(t)),
u(a(t), t) = u(b(t), t) = 0,∫ b(t)
a(t)
u(x, t) dx = V,
a′(t) = σ +
1√
1 + (∂xu)2
, x = a(t),
b′(t) = −σ − 1√
1 + (∂xu)2
, x = b(t).
Then we give the stability analysis and convergence result in Proposition 3.1 and Theorem 3.3
respectively. Based on the observation for the unconditional stability and convergence, in Section
3.2 and Section 3.3, we will design the first/second order numerical schemes for the full dynamic
problems, i.e. β > 0. To deal with the dynamics case when β 6= 0, one need to handle the updates
for u carefully based on the semi-Lagrangian method.
We now present the first/second order scheme and then prove its stability and convergence.
First order scheme:
Step 1 . Explicit boundary updates. Compute the one-side approximated derivative of un at bn
and an, denoted as (∂xu
n)N and (∂xu
n)0. Then by the dynamic boundary condition in (2.22), we
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update an+1, bn+1 using
(3.2)
an+1 − an
∆t
= σ +
1√
1 + (∂xun)20
,
bn+1 − bn
∆t
= −σ − 1√
1 + (∂xun)2N
.
Step 2. Update un+1 and λn+1 implicitly.
(3.3)
∂
∂x
(
∂xu
n+1√
1 + (∂xun+1)2
)
− κun+1 + λn+1 = 0,
un+1(an+1) = 0, un+1(bn+1) = 0,∫ bn+1
an+1
un+1(xn+1) dxn+1 =
∫ b0
a0
u0(x0) dx0,
where the independent variable is xn+1 ∈ (an+1, bn+1).
Second order scheme
Step 1 . Repeat the Step 1 and Step 2 for first order scheme. Denote the results as the predictor
a˜n+1, b˜n+1, u˜n+1.
Step 2. Explicit boundary updates based on a predictor-corrector method. Compute the one-
side approximated derivative of un at bn and an, denoted as (∂xu
n)N and (∂xu
n)0. Then update
an+1, bn+1 using
(3.4)
an+1 − an
∆t
= σ +
1
2
(
1√
1 + (∂xun)20
+
1√
1 + (∂xu˜n+1)20
)
,
bn+1 − bn
∆t
= −σ − 1
2
 1√
1 + (∂xun)2N
+
1√
1 + (∂xu˜n+1)2N
 .
Step 3. Update un+1 and λn+1 implicitly.
(3.5)
∂
∂x
(
∂xu
n+1√
1 + (∂xun+1)2
)
− κun+1 + λn+1 = 0,
un+1(an+1) = 0, un+1(bn+1) = 0,∫ bn+1
an+1
un+1(xn+1) dxn+1 =
∫ b0
a0
u0(x0) dx0,
where the independent variable is xn+1 ∈ (an+1, bn+1).
Proposition 3.1 (Stability for first/second order scheme). Suppose κ > 0. Given initial data
a0, b0, u0, assume T < b
0−a0
2(1+σ) . Then for n∆t < T , we have
(i) the estimate for endpoints
(3.6) a0 + σT ≤ an ≤ a0 + (1 + σ)T, b0 − (1 + σ)T ≤ bn ≤ b0 − σT ;
(ii) the estimate for λ
(3.7) 0 ≤ λn+1 ≤ C,
where C is a constant depending only on the initial data a0, b0 and T ;
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(iii) the estimate for u and ux
(3.8)
∫ bn+1
an+1
√
1 + (∂xun+1)2 + κ(u
n+1)2 dx ≤ C,
where C is a constant depending only on the initial data a0, b0 and T .
Proof. First, from (3.2) and (3.4), we know for both first and second order scheme,
(3.9) σ∆t ≤ an+1 − an ≤ (σ + 1)∆t, −(σ + 1)∆t ≤ bn+1 − bn ≤ −σ∆t,
which leads to (i).
Second, notice κ > 0. Multiplying the first equation in (3.3) by un+1 and integration by parts
show immediately that λn+1 > 0. Then integrating the first equation in (3.3) from an+1 to bn+1,
we have
(3.10)
∂xu
n+1√
1 + (∂xun+1)2
∣∣∣∣bn+1
an+1
− κV + λn+1(bn+1 − an+1) = 0.
Then by (i), for T < b
0−a0
2(1+σ) , λ
n+1 is bounded
(3.11) λn+1 ≤ κV + 2
bn+1 − an+1 ≤
κV + 2
b0 − a0 − 2(1 + σ)T ≤ C
and we have (3.7).
Third, multiplying the first equation in (3.3) by un+1 and integration by parts show that
(3.12)
∫ bn+1
an+1
√
1 + (∂xun+1)2−1+κ(un+1)2 dx ≤
∫ bn+1
an+1
(∂xu
n+1)2√
1 + (∂xun+1)2
+κ(un+1)2 dx = λn+1V.
This, together with the estimate for λ in (3.7) and (i), gives the estimate for ∂xu and u
(3.13)
∫ bn+1
an+1
√
1 + (∂xun+1)2 + κ(u
n+1)2 dx ≤λn+1V + bn+1 − an+1
≤ κV
2 + 2V
b0 − a0 − 2(1 + σ)T + b0 − a0 − 2σT ≤ C
and we conclude (3.8). 
Before we prove the convergence of the scheme, we first give a proposition for the existence and
properties of the quasi-static solution to
(3.14)
∂
∂x
(
∂xu√
1 + (∂xu)2
)
− κu+ λ = 0, x ∈ (a, b),
u(a) = u(b) = 0,∫ b
a
u(x, t) dx = V.
It is easy to see (3.14) is translation invariant for x→ x+, so without loss of generality we assume
−a = b > 0. Due to the reflection invariant under x → −x, the solution u(x) is even. Hence
∂xu(−x) = −∂xu(x). Let θ be the contact angle such that tan θ = −∂xu|b. From [49], for any
0 ≤ θ ≤ pi, there is only one maximum for u(x) and thus there exists a unique horizontal graph
14 Y. GAO AND J.-G. LIU
representation using the inverse function X(u) := {X;u(X) = u}. Let u(0) = um be the maximal
point of u. We have
(3.15)
∂u
(
Xu√
1 +X2u
)
− κu+ λ = 0, 0 ≤ u ≤ um,
X(um) = 0, Xu(um) = −∞,∫ um
0
X(u) du = V/2,
whose derivation is given in Appendix D for completeness. From [24], given um, there exists a
unique solution X(u) to (3.15) with u(0) = um. Equation (3.15) can be used to describe not only
the quasi-static profiles with single vertical graph representation but also profiles with horizontal
graph representation; see more details in Kelvin pendant drop problem (4.28). For instance, for
the simple case κ = 0, the quasi-static profile is given by the spherical cap formula (4.12) with 2D
volume formula (4.15). If 2V < pib2 then the spherical cap has a single vertical graph representation.
Propostion 3.2 below states the existence, properties of the quasi-static solution and the critical
wetting domain bc such that the quasi-static solution has a single vertical graph representation.
The relation between contact angle θ and contact point b is also the key for stability analysis.
Proposition 3.2. Suppose κ > 0 and the volume of the droplet is V .
(i) Given um > 0, there exists a unique quasi-static solution X(u) to (3.15). Denote b = X(0)
and the contact angle θ such that tan θ = − 1Xu(0) .
(ii) There exists a unique critical ucm solved in (3.28) such that for um ≤ ucm,
(1) there exists an inverse function u(x) of X(u);
(2) we have the following relations among b, λ, θ, um
(3.16)
−κu
2
m
2
+ λum + cos θ = 1,
V
2
=
∫ um
0
u
J(u, θ)√
1− J(u, θ)2 du,
b =
∫ um
0
J(u, θ)√
1− J(u, θ)2 du,
where J(u, cos θ) := −κ2u2 + λu+ cos θ.
(iii) For any b ≥ bc with the critical bc given in (3.30), the inverse function u(x) obtained in (ii)
is a solution to (3.14).
(iv) We have the estimate
(3.17) 0 ≤ ∂ cos θ
∂b
≤ 1
V − bum
(
V
6um
+ κu3m
)
=: Cm.
Proof. Step 1. Existence of the quasi-static profile follows directly from [49, 25].
Step 2. Integrating once in the first equation of (3.15), we have
(3.18)
Xu√
1 +X2u
=
κu2
2
− λu− cos θ,
where we used Xu√
1+X2u
∣∣
u=0
= − cos θ. Denote
(3.19) J(u, θ) := −κu
2
2
+ λu+ cos θ.
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From the boundary condition Xu(um) = −∞ we know
(3.20) J(um, θ) = −κu
2
m
2
+ λum + cos θ = 1.
From (3.18), we know
(3.21) J(u, θ) = − Xu√
1 +X2u
≤ 1 = J(um, θ).
Notice also κ > 0, so J(u) is a quadratic function with parabolas open downward. Hence the
symmetric axis of J(u) must locates on the right of um and thus J(u) is increasing w.r.t u for
0 ≤ u ≤ um. This concludes
(3.22) κu− λ ≤ 0 for all 0 ≤ u ≤ um
and particularly 0 < κum ≤ λ and
(3.23) 1 = J(um, θ) ≥ J(u, θ) > J(0, θ) = cos θ, 0 < u ≤ um.
Therefore, we know 0 ≤ θ ≤ pi2 if and only if J(u, θ) = − Xu√1+X2u > 0 for all 0 < u ≤ um.
Now we derive the relations between λc and ucm when θ
c = pi2 and J
c(u) := J(u, pi2 ). Since J ≥ 0
(3.24)
dX
du
=
−J(u, θ)√
1− J(u, θ)2 , 0 ≤ u ≤ um.
Since X(um) = 0, we have the integral formula
(3.25) X(u) =
∫ um
u
J(y, θ)√
1− J(y, θ)2 dy.
Then from the volume constraint,
(3.26)
V
2
=
∫ um
0
X(u) du = −
∫ um
0
uXu du =
∫ um
0
u
J(u, θ)√
1− J(u, θ)2 du.
Changing variable u = ucmv, we have
(3.27) J(u, θ) = −κu
2
mv
2
2
+ λumv + cos θ =
κu2m
2
(v − v2) + v + (1− v) cos θ =: J(v)
where we used (3.20). With Jc(v) := κu
2
m
2 (v − v2) + v,
(3.28)
F (ucm) :=
∫ ucm
0
u
Jc(u)√
1− Jc(u)2 du−
V
2
=(ucm)
2
∫ 1
0
v
Jc(v)√
1− Jc(v)2 dv −
V
2
= 0.
Combining (3.20) and (3.28), we can solve ucm and λ
c uniquely. Indeed, since F (0) = −V2 , F (+∞) =
+∞ and
(3.29) F ′(ucm) = 2u
c
m
∫ 1
0
v
Jc(v)√
1− Jc(v)2 dv + (u
c
m)
2
∫ 1
0
v
(1− Jc(v)2) 32
κucm(v − v2) dv > 0,
we know critical ucm and λ
c is unique.
Then integrating (3.24) from 0 to ucm, we have
(3.30) bc =
∫ ucm
0
Jc(u)√
1− Jc(u)2 du.
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Therefore we conclude for um ≤ ucm, Xu < 0 for 0 < u ≤ um and thus there exists an inverse
function u(x) of X(u). As a consequence, for um ≤ ucm the relation between b, λ, um, θ is given by
(3.31)
−κu
2
m
2
+ λum + cos θ = 1,
V
2
=
∫ um
0
u
J(u, θ)√
1− J(u, θ)2 du,
b =
∫ um
0
J(u, θ)√
1− J(u, θ)2 du.
Finally, for b ≥ bc, one can verify the inverse function u(x) is a solution to (3.14). Indeed, we will
see later in Step 3 that ∂um∂b ≤ 0.
Step 3. Now we give the relations and estimates for ∂b∂um ,
∂ cos θ
∂b and
∂ cos θ
∂um
.
First using the changing variables in (3.27), one can eliminate λ in J(u, θ) and then (3.16)
becomes
(3.32)
V
2
= u2m
∫ 1
0
v
J(v)√
1− J(v)2 dv,
b = um
∫ 1
0
J(v)√
1− J(v)2 dv.
Taking partial derivatives in the first equation in (3.32) w.r.t um, we have
(3.33)
0 =2um
∫ 1
0
v
J(v)√
1− J(v)2 dv + u
2
m
∫ 1
0
κum(v
2 − v3) + (v − v2)∂ cos θ∂um
(1− J(v)2) 32
dv
=
V
um
+ κu3m
∫ 1
0
v2 − v3
(1− J(v)2) 32
dv + u2m
∂ cos θ
∂um
∫ 1
0
v − v2
(1− J(v)2) 32
dv.
Since those integrals are all positive, we know ∂ cos θ∂um ≤ 0. Taking partial derivatives in the second
equation in (3.32) w.r.t um, we have
(3.34)
∂b
∂um
=
b
um
+ κu2m
∫ 1
0
v − v2
(1− J(v)2) 32
dv + um
∂ cos θ
∂um
∫ 1
0
1− v
(1− J(v)2) 32
dv.
Solving cos θ∂um from (3.33) and plugging into (3.34), we have
(3.35)
∂ cos θ
∂b
=
cos θ
∂um
∂b
∂um
=
V
um
+ κu3m
∫ 1
0
v2−v3
(1−J(v)2) 32
dv
−bum
∫ 1
0
v−v2
(1−J(v)2) 32
dv + V
∫ 1
0
1−v
(1−J(v)2) 32
dv + κu4m
(∫ 1
0
1−v
(1−J(v)2) 32
dv
∫ 1
0
v2−v3
(1−J(v)2) 32
dv − (∫ 10 v−v2(1−J(v)2) 32 dv)2
)
From Ho¨lder’s inequality, we have
(3.36)
(∫ 1
0
v
√
1− v√1− v
(1− J(v)2) 32
dv
)2
≤
∫ 1
0
1− v
(1− J(v)2) 32
dv
∫ 1
0
v2 − v3
(1− J(v)2) 32
dv,
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which shows the last term in the denominator of (3.35) is positive. On the other hand, from (3.22),
we have
∂u
(
Xu√
1 +X2u
)
= κu− λ ≤ 0,
so the quasi-static profile is convex. Thanks to the convexity, we know V2 ≤ bum ≤ V . Then from
0 ≤ v ≤ 1, we have
(3.37) −bum
∫ 1
0
v − v2
(1− J(v)2) 32
dv + V
∫ 1
0
1− v
(1− J(v)2) 32
dv ≥ (V − bum)
∫ 1
0
v − v2
(1− J(v)2) 32
dv ≥ 0.
Hence we conclude ∂ cos θ∂b ≥ 0, which, together with ∂ cos θ∂um ≤ 0, yields ∂um∂b ≤ 0.
Now we estimate the upper bound in statement (iv). From (3.37) and the positivity of the last
term in the denominator of (3.35), we have
(3.38)
0 ≤ ∂ cos θ
∂b
≤
V
um
+ κu3m
∫ 1
0
v2−v3
(1−J(v)2) 32
dv
(V − bum)
∫ 1
0
v−v2
(1−J(v)2) 32
dv
≤ 1
V − bum
 Vum∫ 1
0
v−v2
(1−J(v)2) 32
dv
+ κu3m

≤ 1
V − bum
(
V
6um
+ κu3m
)
=: Cm.

Now we state and prove the convergence result for the first order scheme (3.2)-(3.3).
Theorem 3.3. Let a(t), b(t), u(x, t) for x ∈ [a(t), b(t)] be the exact solution to (3.1) and let t = tn,
an, bn, un(xn) for xn ∈ [an, bn] be the numerical solution obtained from the first order scheme (3.2)-
(3.3) with the same initial data (a0, b0, u0). Then for n∆t < T , we have the convergence
(3.39) |b(tn)− bn| ≤ (1 + Cm∆t)eCmT∆t, |a(tn)− an| ≤ (1 + Cm∆t)eCmT∆t,
where Cm is the bound in (3.17).
Proof. Without loss of generality, we only prove the convergence for b.
First, from the Taylor expansion for the exact solution
(3.40) b(tn+1) = b(tn) + b′(tn)∆t+
1
2
b′′(ξ)∆t2
and the boundary condition in (3.1), we have
(3.41)
b(tn+1)− b(tn)
∆t
= b′(tn) +
1
2
b′′(ξ)∆t = −σ − cos θ(tn) + 1
2
b′′(ξ)∆t.
From the the estimate 0 ≤ ∂ cos θ∂b ≤ Cm in (3.17) and the boundary condition in (3.1), we have
(3.42) |b′′(ξ)| =
∣∣∣∣∂ cos θ∂b b′
∣∣∣∣ ≤ ∣∣∣∣∂ cos θ∂b
∣∣∣∣ |σ + cos θ| ≤ 2Cm.
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Therefore, Subtract (3.41) from the boundary update (3.2). Denote εn := |b(tn)− bn|. From (3.17)
and (3.42), we have
(3.43)
εn+1 − εn
∆t
≤| − cos θ(tn) + cos θn|+ Cm∆t
≤
∣∣∣∣∂ cos θ∂b
∣∣∣∣ εn + Cm∆t ≤ Cm(εn + ∆t),
where θn is defined as tan θn = −(ux)n.
Second, (3.43) gives the recurrence relation
(3.44)
εn+1
(1 + Cm∆t)n+1
≤ ε
n
(1 + Cm∆t)n
+
Cm∆t
2
(1 + Cm∆t)n+1
.
Thus
(3.45)
εn
(1 + Cm∆t)n
≤ ε0 + Cm∆t2
n∑
k=0
1
(1 + Cm∆t)k
,
which concludes
(3.46) εn ≤ (1 + Cm∆t)nε0 + (1 + Cm∆t)n+1∆t ≤ eCmT
(
ε0 + ∆t(1 + Cm∆t)
)
.
Thus ε0 = 0 gives the conclusion (3.39). 
Now we state the convergence result for the second order scheme (3.4)-(3.5) and omit the proof.
Theorem 3.4. Let a(t), b(t), u(x, t) for x ∈ [a(t), b(t)] be the exact solution to (3.1) and let t = tn,
an, bn, un(xn) for xn ∈ [an, bn] be the numerical solution obtained from the second order scheme
(3.4)-(3.5) with the same initial data (a0, b0, u0). Then for n∆t < T , we have the convergence
(3.47) |b(tn)− bn| ≤ CeCT∆t2, |a(tn)− an| ≤ CeCT∆t2,
where C depends only on the bound Cm in (3.17).
3.2. First order unconditionally stable scheme based on explicit boundary update and
semi-implicit motion by mean curvature. Based on the observation for the unconditional
stability and convergence for the quasi-static dynamics of the droplet (in Section 3.1), in this
section, we design the first order scheme and give the truncation error estimate.
3.2.1. First order scheme based on explicit boundary update and semi-implicit motion by mean
curvature. Now we design a numerical algorithm for the motion by mean curvature in (2.22).
Let tn = n∆t, n = 0, 1, 2, · · · with time step ∆t. We approximate a(tn), b(tn) by an, bn respec-
tively. With some proper spatial discretizations (such as finite difference, finite element, spectral
approximation), we approximate h(xn, tn) by hn(xn) for xn ∈ (an, bn). We approximate λ(tn) by
λn. We propose the following three-step algorithm for updating an, bn, hn, λn from n to n+ 1.
Step 1. Compute the one-side approximated derivative of hn at bn and an, denoted as (∂xh
n)N
and (∂xh
n)0. Then by the dynamic boundary condition in (2.22), we update a
n+1, bn+1 using
(3.48)
an+1 − an
∆t
= σ
√
1 + (∂xw)20 +
1 + (∂xh
n)0(∂xw)0√
1 + (∂xhn)20
,
bn+1 − bn
∆t
= −σ
√
1 + (∂xw)2N −
1 + (∂xh
n)N (∂xw)N√
1 + (∂xhn)2N
.
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Step 2. Rescale hn from [an, bn] to [an+1, bn+1] with O(∆t2) accuracy using a semi-Lagrangian
discretization. For xn+1 ∈ [an+1, bn+1], denote the map from moving grids at tn+1 to tn as
(3.49) xn := an +
bn − an
bn+1 − an+1 (x
n+1 − an+1) ∈ [an, bn].
Define the rescaled solution for hn as
(3.50) hn∗(xn+1) := hn(xn) + ∂xhn(xn)(xn+1 − xn).
It is easy to verify by the Taylor expansion hn∗(xn+1) = hn(xn+1) + O(|xn − xn+1|2) for the
independent variable xn+1 ∈ (an+1, bn+1).
Step 3. Update un+1 and λn+1 semi-implicitly.
(3.51)
β√
1 + (∂xhn∗)2
hn+1(xn+1)− hn∗(xn+1)
∆t
=
∂
∂x
(
∂xh
n+1√
1 + (∂xhn∗)2
)
− κ(hn+1 cos θ0 + xn+1 sin θ0) + λn+1,
hn+1(an+1) = w(an+1), hn+1(bn+1) = w(bn+1),∫ bn+1
an+1
un+1(xn+1) dxn+1 =
∫ b0
a0
u0(x0) dx0,
where the independent variable is xn+1 ∈ (an+1, bn+1). For convenience, we provide a pseudo-code
for this scheme in Appendix C.1.
Similar to (3.6) in Proposition 3.1, from (3.48), we know for n∆t < T ,
(3.52)
a0 +
(
σ
√
1 + min
x
|wx|2 −max
x
|wx|
)
T ≤ an ≤ a0 + (1 + σ + max
x
|wx|)T,
b0 − (1 + σ + max
x
|wx|)T ≤ bn ≤ b0 −
(
σ
√
1 + min
x
|wx|2 −max
x
|wx|
)
T,
so the explicit scheme for the moving boundaries are unconditionally stable.
3.2.2. Truncation analysis for the first order scheme. In this section, we state the truncation error
for the first order scheme, whose proof is in Appendix B.
Lemma 3.5. Let a(tn+1), b(tn+1), h(xn+1, tn+1) for xn+1 ∈ [a(tn+1), b(tn+1)] be the exact solution
to (2.22) evaluated at t = tn+1 with initial data at t = tn, an, bn, hn(xn) for xn ∈ [an, bn]. Then we
have the first order truncation error estimates
(3.53)
a(tn+1)− an
∆t
= σ
√
1 + (∂xw)20 +
1 + (∂xh
n)0(∂xw)0√
1 + (∂xhn)20
+O(∆t),
b(tn+1)− bn
∆t
= −σ
√
1 + (∂xw)2N −
1 + (∂xh
n)N (∂xw)N√
1 + (∂xhn)2N
+O(∆t),
(3.54)
β√
1 + (∂xhn∗)2
h(tn+1)− hn∗
∆t
=
∂
∂x
(
∂xh(t
n+1)√
1 + (∂xhn∗)2
)
− κ(h(tn+1) cos θ0 + xn+1 sin θ0) + λ(tn+1) +O(∆t),
xn+1 ∈ [a(tn+1), b(tn+1)],
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where hn∗ and xn are given by
hn∗(xn+1) := hn(xn) + ∂xhn(xn)(xn+1 − xn),
xn = an +
bn − an
b(tn+1)− a(tn+1)(x
n+1 − a(tn+1)) ∈ [an, bn].
For simplicity, h(tn+1) represents h(·, tn+1) in the lemma above and the remaining contents. By
mapping moving domain to a fixed domain Z = x−a(t)b(t)−a(t) ∈ [0, 1] for any x ∈ [a(t), b(t)], the proof
of this lemma is standard so we put it in Appendix B.
3.3. Second order numeric algorithm based on a predictorcorrector method with an
unconditionally stable explicit boundary update. In this section, we use the predictorcor-
rector method to obtain a second order scheme. With the notations in Table 1, we still approximate
a(tn), b(tn) by an, bn respectively and approximate h(xn, tn) by hn(xn) for xn ∈ (an, bn). However,
it is more convenient to use a fixed domain variable
(3.55) Z(x, t) =
x− a(t)
b(t)− a(t) ∈ [0, 1], for any x ∈ [a(t), b(t)],
which is equivalent to
(3.56) x(Z, t) = a(t) + (b(t)− a(t))Z ∈ [a(t), b(t)], for Z ∈ [0, 1].
Denote U(Z, t) := h(x, t). We will first present the second order numeric algorithm in Section 3.3.1
and then we give the derivation of the second order scheme in Section 3.3.2 and Section 3.3.3 based
on the relation
(3.57) Z = Z(xn+1, tn+1) = Z(xn, tn) = Z(xn+
1
2 , tn+
1
2 ).
Here tn+
1
2 := (n+ 12)∆t and Z(x
n+ 1
2 , tn+
1
2 ) = x
n+12−a(tn+12 )
b(tn+
1
2 )−a(tn+12 )
with the independent variable xn+
1
2 .
3.3.1. Second order predictor-corrector scheme and unconditional stability for explicit boundary
update. Now we present the second order scheme with continuous spatial variables.
Step 1. Predictor. Since we show the nonlinear elliptic solver in motion by mean curvature needs
second order accuracy in Section 3.3.2, we repeat the first order scheme in Section 3.2 to update
an+1, bn+1 using (3.48) but replace the semi-implicit elliptic solver by an implicit nonlinear elliptic
solver, i.e., for the independent variable is xn+1 ∈ (an+1, bn+1).
(3.58)
β√
1 + (∂xhn+1)2
hn+1(xn+1)− hn∗(xn+1)
∆t
=
∂
∂x
(
∂xh
n+1√
1 + (∂xhn+1)2
)
− κ(hn+1 cos θ0 + xn+1 sin θ0) + λn+1,
hn+1(an+1) = w(an+1), hn+1(bn+1) = w(bn+1),∫ bn+1
an+1
un+1(xn+1) dxn+1 =
∫ b0
a0
u0(x0) dx0,
where hn∗(xn+1) is the first order intermediate variable given in (3.50).
Denote the results as the predictor a˜n+1, b˜n+1, h˜n+1(x˜n+1) for x˜n+1 ∈ [a˜n+1, b˜n+1]. To solve
(3.58), one can use the Newton iteration or solve (3.51) by replacing the stretching term 1√
1+(∂xhn∗)2
iteratively after updating.
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Step 2. Explicit boundary update. Compute the one-side approximated derivative of hn at bn
and an, denoted as (∂xh
n)N and (∂xh
n)0. Then update
(3.59)
an+1 − an
∆t
=
1
2
σ
√
1 + (∂xw)20 + σ
√
1 + (∂xw˜)20 +
1 + (∂xh
n)0(∂xw)0√
1 + (∂xhn)20
+
1 + (∂xh˜
n+1)0(∂xw˜)0√
1 + (∂xh˜n+1)20
 ,
bn+1 − bn
∆t
= −1
2
σ√1 + (∂xw)2N + σ√1 + (∂xw˜)2N + 1 + (∂xhn)N (∂xw)N√1 + (∂xhn)2N +
1 + (∂xh˜
n+1)N (∂xw˜)N√
1 + (∂xh˜n+1)2N

with (∂xw)0 := ∂xw(x
n
0 ), (∂xw˜)0 := ∂xw(x˜
n+1
0 ), (∂xw)N := ∂xw(x
n
N ), (∂xw˜)N := ∂xw(x˜
n+1
N ).
Step 3. Solve hn+1(x) semi-implicitly. With hn+10 = w(x
n+1
0 ), h
n+1
N = w(x
n+1
N ), for x
n+1 ∈
(an+1, bn+1)
β
hn+1(xn+1)− h˜n∗(xn+1)
∆t
1
2
 1√
1 + (∂xhnj )
2
+
1√
1 + (∂xh˜
n+1
j )
2

(3.60)
=
1
2
∂
∂x
 ∂xhn+1√
1 + (∂xh˜n+1)2
+
∂xh
n√
1 + (∂xhn)2
− κ
2
[(hn+1 + hn) cos θ0 + (x
n + xn+1) sin θ0] + λ
n+ 1
2 ,
∫ bn+1
an+1
un+1(xn+1) dxn+1 =
∫ b0
a0
u0(x0) dx0,
where h˜n∗ is the second order intermediate solution defined in (3.73) later. Notice here the equality
holds in the sense of changing variables to the fixed domain Z = x−a(t)b(t)−a(t) ∈ [0, 1] and xn+1, xn are
related to Z by Z = Z(xn+1, tn+1) = Z(xn, tn) = Z(xn+
1
2 , tn+
1
2 ).
We will give detailed derivation for the choice of the second order intermediate solution h˜n∗(xn+1)
in Section 3.3.3. For convenience, we provide a pseudo-code for this scheme in Appendix C.2.
3.3.2. Derivation of a second order scheme based on the predictor-corrector method for DAEs with
an algebraic solver upto second order accuracy. To design a second order scheme, we illustrate the
idea using the predictor-corrector method for an analogous DAEs. Assume we have an exact DAEs
(3.61) b˙ = f(b, u), 0 = g(b, u),
where the second algebraic equation is equivalent to u = G(b) for some function G. However, in
practice, one may not solve u = G(b) exactly, which in our case, is to solve a nonlinear elliptic
equation (3.58). Therefore, we design a predictor-corrector method to solve a DAEs with an
algebraic solver upto second order accuracy. Given bn, un such that un = G(bn) +O(∆t2).
Step 1. Solve the predictor b˜n+1 by forward Euler scheme
(3.62)
b˜n+1 − bn
∆t
= f(bn, un).
Step 2. Obtain the predictor u˜n+1 by solving algebraic equation up to a second order accuracy
(3.63) u˜n+1 = G(b˜n+1) +O(∆t2).
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Step 3. Solve the corrector bn+1 by the trapezoidal method
(3.64)
bn+1 − bn
∆t
=
1
2
[f(bn, un) + f(b˜n+1, u˜n+1)].
Step 4. Obtain the corrector un+1 by solving the algebraic equation up to a second order accuracy
(3.65) un+1 = G(bn+1) +O(∆t2).
Indeed, we show the second order error estimate of this scheme below. Denote function f(b, u) =
f(b,G(b)) =: F (b). Then from (3.64), we have
(3.66)
bn+1 − bn
∆t
=
1
2
[f(bn, un) + f(b˜n+1, u˜n+1)]
=
1
2
[f(bn, G(bn)) + f(b˜n+1, G(b˜n+1))] +O(∆t2)
=
1
2
[F (bn) + F (b˜n+1)] +O(∆t2),
which gives the second order accuracy for bn+1 and thus un+1.
3.3.3. Derivation of the second order accuracy for the semi-Lagrangian term h˜n∗(xn+1). Now we
derive the second order scheme based on (3.57). Notice the spatial grids are moving along time.
We need to map grids at different time back to the same fixed domain Z ∈ [0, 1] based on (3.57).
Furthermore, to achieve second order accuracy, we apply midpoint scheme and define
(3.67) an+
1
2 :=
an + an+1
2
, bn+
1
2 =
bn + bn+
1
2
2
.
We illustrate the second order accuracy for the following term involving time derivative, for inde-
pendent variable xn+
1
2 ∈ (an+ 12 , bn+ 12 ),
∂th(x
n+ 1
2 , tn+
1
2 ) = ∂tU(Z, t
n+ 1
2 ) + ∂ZU(Z, t
n+ 1
2 )∂tZ(x
n+ 1
2 , tn+
1
2 )(3.68)
=: I1(x
n+ 1
2 , tn+
1
2 ) + I2(x
n+ 1
2 , tn+
1
2 )I3(x
n+ 1
2 , tn+
1
2 ).(3.69)
Below, we approximate I1, I2, I3 upto second order accuracy.
First, notice Z(x, t) at different time is related by (3.57). Thus whenever we evaluate some
quantity U at different time, for instance at tn+1, we meant U(Z(xn+1, tn+1), tn+1). Recall U(Z, t) =
h(x, t). Therefore, by midpoint scheme, I1(x
n+ 1
2 , tn+
1
2 ) = ∂tU(Z, t
n+ 1
2 ) can be approximated by
I1(x
n+ 1
2 , tn+
1
2 ) =
U(Z, tn+1)− U(Z, tn)
∆t
+O(∆t2) =
hn+1(xn+1)− hn(xn)
∆t
+O(∆t2),
where we use the numerical solution hn+1(xn+1) ≈ h(xn+1, tn+1) = U(Z, tn+1) and hn(xn) is
similar. Here the equality holds in the sense of changing variables xn, xn+
1
2 , xn+1 to the fixed
domain Z = x−a(t)b(t)−a(t) ∈ [0, 1] and Z = Z(xn+1, tn+1) = Z(xn, tn) = Z(xn+
1
2 , tn+
1
2 ).
Second, I2 = ∂ZU(Z, t
n+ 1
2 ) can be approximated by
I2 =
1
2
∂Z [U(Z, t
n) + U(Z, tn+1)] +O(∆t2).
Recall the scheme in Section 3.3.1 use h˜n+1(x˜n+1) for x˜n+1 ∈ [a˜n+1, b˜n+1] as predictor instead of the
nonlinear unknown hn+1(xn+1). From (B.13), we have the |x˜n+1 − xn+1| = O(∆t2), which enables
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us to replace the unknown term by the predictor. Then changing the intermediate variable Z back
to x gives
I2 =
1
2
[∂xh
n(xn)(bn − an) + ∂xh˜n+1(x˜n+1)(b˜n+1 − a˜n+1)] +O(∆t2).
Third, we turn to approximate I3. Still by the midpoint scheme, the last term I3 = ∂tZ(x
n+ 1
2 , tn+
1
2 )
in (3.68) can be approximated by
I3 =
1
∆t
(
xn+
1
2 − an+1
bn+1 − an+1 −
xn+
1
2 − an
bn − an
)
+O(∆t2).
Notice from (3.56) and (3.67), we have
(3.70) xn+
1
2 − an+ 12 = (bn+ 12 − an+ 12 )Z = 1
2
(bn + bn+1 − an+1 − an)Z,
which is recast as
(3.71) xn+
1
2 − an+ 12 = 1
2
(bn+1 − an+1)(bn − an)
(
1
bn+1 − an+1 +
1
bn − an
)
Z, Z ∈ [0, 1].
Notice also the relation an+1 − an+ 12 = an+ 12 − an = an+1−an2 . Therefore, the last term I3 =
∂tZ(x
n+ 1
2 , tn+
1
2 ) in (3.68) can be approximated by
I3 =
1
∆t
(
xn+
1
2 − an+1
bn+1 − an+1 −
xn+
1
2 − an
bn − an
)
+O(∆t2)
=
xn+
1
2 − an+ 12
∆t
(
1
bn+1 − an+1 −
1
bn − an
)
− a
n+1 − an
2∆t
(
1
bn+1 − an+1 +
1
bn − an
)
+O(∆t2)
= − 1
2∆t
(
1
bn+1 − an+1 +
1
bn − an
)[
(an+1 − an) + Z((bn+1 − an+1)− (bn − an))]+O(∆t2)
= − 1
2∆t
(
1
bn+1 − an+1 +
1
bn − an
)(
xn+1 − xn)+O(∆t2),
where we used (3.71) in the third equality.
Therefore, we now define the intermediate variable h˜n∗(xn+1) such that
(3.72) ∂th(x
n+ 1
2 , tn+
1
2 ) = I1 + I2I3 =
hn+1(xn+1)− h˜n∗(xn+1)
∆t
+O(∆t2).
Using the approximated formulas for I1, I2, I3 above, we propose the semi-Lagrangian term
(3.73)
h˜n∗(xn+1) := hn(xn) +
1
4
(
xn+1 − xn) ·[
∂xh
n(xn)
(
1 +
bn − an
b˜n+1 − a˜n+1
)
+ ∂xh˜
n+1(x˜n+1)
(
1 +
b˜n+1 − a˜n+1
bn − an
)]
.
Since this is a key step in the numerical discretization, so we also give the second order spatial
discretization of h˜n∗(xn+1) to see it has a similar form with (3.50). Denote spatial grid size τn =
bn−an
N and τ
n+1 = b
n+1−an+1
N . Notice the second order spatial discretizations for I2, I3 are
I2 =
N
4
(hnj+1 − hnj−1 + h˜n+1j+1 − h˜n+1j−1 ) +O(∆t2 +
1
N2
),
I3 = −1
2
(
1
bn+1 − an+1 +
1
bn − an
)[
(an+1 − an) + j(hn+1 − hn)]+O(∆t2).
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Define the second order spatial discretization
(3.74)
h˜n∗(xn+1j ) := h
n(xnj ) +
1
8
(
1
τn+1
+
1
τn
)
(hnj+1 − hnj−1 + h˜n+1j+1 − h˜n+1j−1 )
[
(an+1 − an) + j(τn+1 − τn)] .
In summary, we have the second order approximation
(3.75) ∂th(x
n+ 1
2 , tn+
1
2 ) =
hn+1(xn+1)− h˜n∗(xn+1)
∆t
+O(∆t2).
3.3.4. Second order truncation error estimates for the predictor-corrector method. The strategy of
the second order truncation error estimates is same as that of Lemma 3.5 by noticing in a fixed
domain in terms of Z ∈ [0, 1] the predictor-corrector method gives us a second order scheme and
then we prove the mapping from Z to xn+1 keep the second order accuracy. For completeness, we
put the proof of Lemma 3.6 in Appendix B.
Lemma 3.6. Let a(tn+1), b(tn+1), h(xn+1, tn+1) = U(Z, tn+1) for xn+1 ∈ [a(tn+1), b(tn+1)] be the
exact solution to (2.22) evaluated at t = tn+1 with initial data at t = tn, an, bn, hn(xn) for xn ∈
[an, bn]. Let a˜n+1, b˜n+1 be the predictor obtained by (3.48) and h˜n+1(x˜n+1) = U˜n+1(Z) for x˜n+1 ∈
[a˜n+1, b˜n+1] be the predictor obtained by (3.58). Then we have the second order truncation error
estimates
(3.76)
a(tn+1)− an
∆t
=
1
2
{
σ
√
1 + (∂xw)20 + σ
√
1 + (∂xw˜)20
+
1 + (∂xh
n)0(∂xw)0√
1 + (∂xhn)20
+
1 + (∂xh˜
n+1)0(∂xw˜)0√
1 + (∂xh˜n+1)20
}
+O(∆t2),
b(tn+1)− bn
∆t
=− 1
2
{
σ
√
1 + (∂xw)2N + σ
√
1 + (∂xw˜)2N
+
1 + (∂xh
n)N (∂xw)N√
1 + (∂xhn)2N
+
1 + (∂xh˜
n+1)N (∂xw˜)N√
1 + (∂xh˜n+1)2N
}
+O(∆t2),
where (∂xw)0 := ∂xw(x
n
0 ), (∂xw˜)0 := ∂xw(x˜
n+1
0 ), (∂xw)N := ∂xw(x
n
N ), (∂xw˜)N := ∂xw(x˜
n+1
N ) and
β
h(tn+1)− hn∗
∆t
1
2
 1√
1 + (∂xhn)2
+
1√
1 + (∂xh˜n+1)2
 = 1
2
∂
∂x
 ∂xhn+1√
1 + (∂xh˜n+1)2
+
∂xh
n√
1 + (∂xhn)2

(3.77)
− κ
2
[(hn+1 + hn) cos θ0 + (x
n + xn+1) sin θ0] + λ
n+1 +O(∆t2),
where hn∗ is defined in (3.73).
4. Validations and computations
In this section, we will first use the DAEs solution for the quasi-static dynamics to check the
second order accuracy of the numerical schemes proposed in the last section. Then we design several
challenging and important examples: (i) a periodic breathing droplet with a closed formula solution
and a long-time computational validation; (ii) dynamics of a droplet on an inclined rough surface
and in a “Utah teapot”; (iii) Kelvin pendant droplet with repeated bulges and the corresponding
desingularized DAEs solver for quasi-static dynamics based on horizontal graph representation.
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4.1. Desingularized DAEs formula and accuracy check for the quasi-static dynamics.
In this section, we will first derive the DAEs for the quasi-static dynamics using a desingularized
formula. Then we give an accuracy check for the case w(x) = 0 and θ0 = 0 using the corresponding
quasi-static solutions, which can be obtained using the desingularized DAEs solver.
4.1.1. DAEs description of the quasi-static dynamics. Given volume V , assume w(x) = 0 and
θ0 = 0. If we assume quasi-static condition β = 0 in (2.22), the quasi-static droplet profile u for
any fixed t satisfies
(4.1)
d
dx
(
∂xu√
1 + (∂xu)2
)
− κu+ λ(t) = 0, a(t) < x < b(t),
∫ b(t)
a(t)
u(x, t) dx = V,
with boundary condition u(a(t), t) = u(b(t), t) = 0. Multiplying (4.1) by u and integration by parts
give immediately that κ > 0 implies λ > 0. In this subsection, we will derive the following DAEs
for b(t), λ(t), um(t) in three steps, which completely describes the quasi-static motion
(4.2)
b′(t) = −σ − cos θ(t) = −σ − κu
2
m(t)
2
+ λ(t)um(t)− 1,
umb− V
2
=
√
2
∫ um
0
√
um − u
2λ− κ(um + u)
J(u)√
1 + J(u)
du,
b =
√
2
∫ um
0
1√
um − u
1√
2λ− κ(um + u)
J(u)√
1 + J(u)
du,
where um(t) is the maximal point of u(x, t).
Recall Proposition 3.2. The first equation in (4.2) comes from the first equation in (3.16). The
second equation is combination of the second and third equation in (3.16)
(4.3)
umb− V
2
=
∫ um
0
(u− um)Xu du =
∫ um
0
(u− um) −J(u)√
1− J(u)2 du
=
√
2
∫ um
0
√
um − u
2λ− κ(um + u)
J(u)√
1 + J(u)
du.
On the other hand, to desingularize dxdu in the numerical implementation, denote ψ :=
√
um − u.
Then we have
(4.4) J(u) = 1− [λ− (2um − ψ2)κ
2
]ψ2.
It is easy to check
dψ
dx
=
1
2ψ
√
1− J(u)2
J
=
1
2ψ
√
1− J(u)√1 + J(u)
J
=
√
2λ− κ(2um − ψ2)
2
√
2
√
1 + J(u)
J(u)
> 0
for all 0 ≤ x ≤ b. Thus there is no singularity for dxdψ . Integrating x from 0 to b while ψ from 0 to√
um, we have
b =
∫ √um
0
2
√
2√
2λ− κ(um + u)
J(u)√
1 + J(u)
dψ,(4.5)
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which is exact the third equation in (4.2)
b =
√
2
∫ um
0
1√
um − u
1√
2λ− κ(um + u)
J(u)√
1 + J(u)
du.(4.6)
However, to implement this singular integral we need cluster more points at the singular point
near um, so we use the desingularized midpoint rule suggested by ψ =
√
um − u. Let τ =
√
um
N ,
ψi+ 1
2
:= (i+ 12)τ and ui+ 12
:= um − ψ2i+ 1
2
. Then (4.5) can be approximated by
(4.7) b ≈ 2
√
2
N−1∑
i=0
τ√
2λ− κ(um + ui+ 1
2
)
J(ui+ 1
2
)√
1 + J(ui+ 1
2
)
.
Now we obtain DAEs (4.2) for b(t), λ(t), um(t). With the desingularized formula (4.7), there
is no singularity in the DAEs, so it can be solved efficiently and accurately by any ODE solver
such as ode15s in Matlab, whose results will be used to check the accuracy for our PDE solvers.
Furthermore, we can solve the capillary surface X(u, t) by the integral formula (3.25).
Finally, we give the equilibrium solution for DAEs (4.2). Taking b′(t) = 0 in (4.2), we have the
algebraic equation
(4.8) −κu
2
m(t)
2
+ λ(t)um(t) = σ + 1
and determine uniquely the steady solution (b, um, λ).
4.1.2. Accuracy check between DAEs and 1st/2nd order PDE solvers. We first use the DAEs solver
ode15s in Matlab to solve the solution to DAEs (4.2) with the initial data
(4.9) θin =
1.3pi
8
, um(0) = 1
and the final Young’s angle θf =
3.9pi
8 . The parameters in DAEs (4.2) are
(4.10) κ = 0, σ = − cos(θf ),
The absolute error in ode15s is set to be 10−14, which is smaller than the absolute error in the
accuracy check Table 2 and Table 3. With um(0) = 1, we start the DAEs by first solving the
initial data b(0) and λ(0) from (4.2). The final time in ode15s is T = 1. We obtain b(0) =
3.832203449327490, b(1) = 3.065160982538375.
Compared with the DAEs solution, we show below the accuracy check for the first order scheme
in Section 3.2.1 and the second order scheme in Section 3.3 in Table 2 and Table 3 respectively.
We use the same parameters β = 0, κ = 0, initial angle θin =
1.3pi
8 , final Young’s angle θY =
3.9pi
8 ,
final time T = 1, and the same initial boundary b(0) = 3.832203449327490 in the first/second order
scheme. For several Mn listed in the tables, we take time step as ∆t =
T
Mn
and moving grid size
∆x = b(t)−a(t)Nn with Nn = 8Mn. The absolute error en between numeric solutions and the DAEs
solution b(1) = 3.065160982538375 is listed in the second column of the tables. The corresponding
order of accuracy α = ln(en/en+1)ln(Mn+1/Mn) is listed in the last column of the tables.
4.2. Breathing droplet: closed formula and long-time validation. In this section, we con-
struct a breathing droplet solution motivated by the spherical cap closed-form solution and use this
example to demonstrate a long time validity of our numerical schemes in Section 3.
Denote the mean curvature of the capillary surface u in the direction of outer normal as H,
which is given by H = −∇ ·
(
∇u√
1+|∇u|2
)
in the graph representation. Here u is the piecewise
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Table 2. Accuracy check: 1st order scheme in Section 3.2.1 v.s. exact quasi-static
solution to (4.2) using ode15s. Parameters: T = 1, κ = 0, θY =
3.9pi
8 , θ(0) =
1.3pi
8 ,
b(0) = 3.832203449327490, time step ∆t = TM , M listed on the table, moving grid
size ∆x = b(t)−a(t)N , N = 8M . Absolute errors en are computed by comparing with
b(1) = 3.065160982538375.
M Error at T = M∆t = 1 Order of accuracy
40 e1 = 2.244× 10−3
80 e2 = 1.129× 10−3 0.9918
160 e3 = 5.659× 10−4 0.9958
320 e4 = 2.834× 10−4 0.9979
Table 3. Accuracy check: 2nd order scheme in Section 3.3.1 v.s. exact quasi-static
solution to (4.2) using ode15s. Parameters: T = 1, κ = 0, θY =
3.9pi
8 , θin =
1.3pi
8 ,
b(0) = 3.832203449327490, time step ∆t = TM , M listed on the table, moving grid
size ∆x = b(t)−a(t)N , N = 8M . Absolute errors en are computed by comparing with
b(1) = 3.065160982538375.
M Error at T = M∆t = 1 Order of accuracy
40 e1 = 3.416× 10−7
80 e2 = 1.147× 10−7 1.5748
160 e3 = 3.241× 10−8 1.8234
320 e4 = 8.595× 10−9 1.9147
graph representation of capillary surface. When κ = 0, the governing equation for the quasi-static
dynamics becomes H = λ, where λ is a function of t. This means the quasi-static profile has
constant mean curvature λ(t) everywhere on the capillary surface. Assume the initial droplet has
the wetting domain {x ∈ Rd−1; |x| ≤ b(0)}. Due to the rotation invariance for both equation
and initial wetting domain, the solution will remain axially symmetric, denoted as u(r, t). As a
consequence, the quasi-static profile is a spherical cap, whose center may be above the ground. To
describe this spherical cap solution, we denote the height of the center as u∗(t) ∈ R. Furthermore,
notice the mean curvature of a d-dimensional ball is H = d−1R , where R is the radius of the spherical
cap.
Consider the partially wetting case in 3D when the droplet is represented by the single graph
function u(r, t), 0 ≤ r ≤ b(t). Using H = −∇ ·
(
∇u√
1+|∇u|2
)
= −1r∂r
(
r∂ru√
1+(∂ru)2
)
= λ(t) = 2R(t) ,
we can solve
(4.11) um(t)− u(r, t) = 2
λ(t)
1−
√
1−
(
λ(t)r
2
)2 .
Then u∗(t) = 2λ(t) − um(t) and we have
(4.12) (u(r, t)− u∗(t))2 + r2 = R(t)2.
For the droplet in the non-wetting case, the capillary surface can not be expressed uniquely by the
graph function u(r). In the non-wetting case, in which the center u∗(t) is above the ground, one
shall use two graph representation (with same notations) for 0 ≤ u ≤ u∗(t) and u∗(t) ≤ u ≤ um
28 Y. GAO AND J.-G. LIU
respectively; see also the horizontal graph representation in Section 4.5. The spherical cap formula
(4.12) holds true for these two pieces.
To efficiently formulate the DAEs for the quasi-static profile, denote contact angle θ as tan θ =
−∂ru|r=b. Then by elementary calculation we obtain the classical spherical cap volume formula in
3D
(4.13)
V
b3
=
pi
3 sin3 θ
(2− 3 cos θ + cos3 θ).
With this θ, the boundary motion becomes
(4.14) b′(t) = −σ − 1√
1 + (tan θ)2
= cos θY − cos θ.
In 2D case, the volume formula becomes
(4.15)
V
X(0)2
=
θ
sin2 θ
− cos θ
sin θ
.
4.2.1. Construct an exact breathing droplet solution and compare with numerical simulations. Mo-
tivated by the spherical cap solution in the last subsection, with a prescribed oscillated contact
angle θ(t), we construct a breathing spherical cap solution satisfying
(4.16)
β
∂tu(x, t)√
1 + (∂xu)2
=
∂
∂x
(
∂xu√
1 + (∂xu)2
)
− κ(t)u+ λ(t), x ∈ (−b(t), b(t)),
b′(t) = −σ(t)− 1√
1 + (∂xu)2
, x = b(t),∫ b(t)
−b(t)
u(x, t) dx = V,
where the parameters κ(t), σ(t) will be determined below. Here we consider only the partially
wetting case 0 < θ(t) ≤ pi2 .
Now we proceed to derive the formula κ(t), σ(t) for this breathing droplet. Given θ(t) with
oscillations, we will first calculate u(x, t) and b(t) from the spherical cap formula and then find κ(t)
and σ(t) such that the PDE (4.16) holds with the Lagrangian multiplier λ(t).
Step 1. Given the initial data θ(0) and b(0). Calculate volume V from (4.15).
Step 2. Calculate u(x, t) and b(t). From the spherical cap formula (4.15)
(4.17) b(t) = sin θ(t)
√
2V
2θ(t)− sin(2θ(t)) ,
and from R(t) = b(t)sin θ(t) =
√
2V
2θ(t)−sin(2θ(t)) , R(t)− um(t) = R cos θ(t) we have
(4.18) u(x, t) = −R(t) cos θ(t) +
√
R(t)2 − x2, x ∈ (−b(t), b(t)).
This construction automatically preserves the volume V and by elementary calculations, we know
the following relations
(4.19) ux =
−x√
R(t)2 − x2 ,
√
1 + (ux)2 =
R(t)√
R(t)2 − x2 ,
ux√
1 + u2x
=
−x
R(t)
,
R˙
R
= −b
2
V
θ˙.
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Table 4. Ten points used in Be´zier curve fitting of geometry of the Utah teapot
i 1 2 3 4 5 6 7 8 9 10
xi -2 −43 −23 0 23 43 2 2.655 2.846 4
yi 0.78 0 0 0 0 0 0.78 1.142 2.146 2.5
Step 3. We find κ(t), σ(t) and λ(t) such that (4.16) holds. From the (4.19), upto some elementary
calculations, we have
(4.20)
κ(t) = −βθ˙
(
b(t)2
V
cos θ(t) + sin θ(t)
)
,
λ(t) = βb(t)θ˙
(
−b(t)
2
V
sin θ(t) + cos θ(t)
)
+
sin θ(t)
b(t)
,
σ(t) = b(t)θ˙(t)(
b(t)2
V
− cot θ(t))− cos θ(t).
Particularly, for the quasi-static case β = 0, we have
(4.21) κ(t) = 0, λ(t) =
sin θ(t)
b(t)
=
1
R(t)
.
The constructed breathing droplet solution can be easily extended to 3D case using (4.13).
Let the oscillated contact angle be θ(t) = θin + A sin t, with θin =
1.3pi
8 , A = 0.2. Now we show
the evolution of breathing droplet and the periodic recurrence for [0, 30pi]. The dynamics of the
breathing droplet in Fig. 2 is computed by the first order scheme in Section 3.2.1 with κ(t), σ(t)
in (4.20) and with initial wetting domain [−3, 3] and initial profile calculated by (4.18) for t = 0.
The parameters in the PDE solver are β = 0.1, final time T = 30pi, time step ∆t = T1500 = 0.0628,
N = 1000 for moving grids in (a(t), b(t)).
4.3. Capillary motion of a droplet in a Utah teapot. The Utah teapot is an important object
in computer graphics history, whose 2D cross section can be completely described by several cubic
Be´zier curves [6]. In this section, we will use the bottom and the mouth of the Utah teapot as the
inclined substrate to demonstrate the competition between the gravitational effect and capillary
effect for droplets with small Bond number.
We use four points (xi, yi), i = 1, · · · , 4 to construct a cubic Be´zier curve (x(`), y(`)) with
parameter ` ∈ [0, 1]. Denote the Bernstein basis polynomials as
(4.22) B1(`) = (1− `)3, B2(`) = 3(1− `)2`, B3(`) = 3(1− `)`2, B4(`) = `3.
Then the cubic Be´zier curve is uniquely given by
(4.23) x(`) =
4∑
i=1
Bi(`)xi, y(`) =
4∑
i=1
Bi(`)yi.
Now we construct the bottom and the mouth of the Utah teapot using 10 points xi, yi, i = 1, · · · , 10
listed in Table 4. For the bottom of the teapot, we use (xi, yi) for i = 1, · · · , 4 and (xi, yi) for
i = 4, · · · , 7. For the mouth of the teapot, we use (xi, yi) for i = 7, · · · , 10. Notice the inclined
rough substrate is now expressed by parametric curve (4.23). Let `(x) be the inverse function of
x(`), then w(x) = y(`(x)) and θ0 = 0 in (2.22). To evaluate function w at endpoint a in the
numerical implementation, one can use linear interpolation a = (1 − α)x(`i) + αx(`i+1) for some
α ∈ [0, 1].
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Figure 2. Evolution of the breathing droplet and its periodic recurrence for [0, 30pi].
Computed by the first order scheme in Section 3.2.1 with κ(t) and σ(t) in (4.20) and
oscillated contact angle θ(t) = θin+A sin t, with θin =
1.3pi
8 , A = 0.2. The parameters
in the PDE solver are β = 0.1, T = 30pi, ∆t = 0.0628, N = 1000 for moving grids,
initial domain [−3, 3] and initial u(x, 0) calculated by (4.18). Each subfigure shows
the breathing droplet at time snapshots [0, pi2 , pi,
3pi
2 ] and the recurrence after 15
periods.
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Now we take the physical parameters as κ = 5, β = 3 and the initial droplet as
(4.24) h(x, 0) = 5.2(x− a(0))(b(0)− x) + w(a(0)) + [w(b(0))− w(a(0))](x− a(0))
b(0)− a(0)
with initial endpoints a(0) = 2.4, b(0) = 2.9. The corresponding effective Bond number can be
calculated by (2.21) with an approximated effective inclined angle 0.226pi, Bo = 0.1312. In the
second order scheme, we use N = 600 moving grids uniformly in (a(t), b(t)). Different capillary
motions with different relative adhesion coefficients (upper) σ = −0.8 and (lower) σ = −0.6 are
shown in Fig. 3 respectively. With time step ∆t = 0.002, we take final time as T = 16 for the
rolling down case (upper) while we take final time as T = 6 for the rising up case (lower). In Fig. 3,
the green line is the initial droplet, red lines are the evolution of the droplet at equal time intervals,
and the blue line is the final droplet at T.
To see clearly the instantaneous contact angle dynamics, we also track the contact angle at a(t)
and b(t) for both the rolling down case in Fig. 4 and the rising up case in Fig. 5 associated with
droplets dynamics in the teapot. Those contact angles vary as the effective slop of the mouth of the
teapot changes, and then tend to the equilibrium Young’s angle θY . Particularly, two cusps occur in
Fig. 4 when the advancing (resp. receding) contact line a(t) (resp. b(t)) passing through the corner
between the mouth and the body of the Utah teapot. The red line is the dynamics of the contact
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Figure 3. Evolution of a partially wetting droplet in the Utah teapot at equal time
intervals using the second order time-space scheme in Section 3.3.1. Parameters:
number of moving grids in drop N = 600, time step ∆t = 0.002, κ = 5, β = 3, Bond
number Bo = 0.1312, initial drop profile given in (4.24) with a(0) = 2.4, b(0) = 2.9.
(upper) Gravity wins: relative adhesion coefficient σ = −0.8 and final time T = 16;
(lower) capillary rise: relative adhesion coefficient σ = −0.6 and final time T = 6.
angle θa at a(t) while the blue line is the dynamics of the contact angle θb at b(t). One can see at
the late stage, the sign of both a′(t) = 1cos θ0a (cos θa − cos θY ) and b′(t) = − 1cos θ0b (cos θb − cos θY )
are negative (resp. positive) for the rolling down case (resp. rising up case).
4.4. Dynamics of droplets on an inclined groove-textured surface. In this section, we show
the contact angle hysteresis (CAH) for a droplet on inclined rough surfaces. Gravity will pull the
droplet down while CAH will resist its motion. Therefore, one will observe the top of the droplet
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Figure 4. The contact angle dynamics for the rolling down case with σ = −0.8
associated with droplets dynamics in the upper Fig 3. (Left) Evolution of contact
angles for t ∈ [0, 16] and two cusps when the advancing (resp. receding) contact line
a(t) (resp. b(t)) passing through the corner between the mouth and the body of the
teapot; (Right) zoomed in evolution for t ∈ [0, 1].
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Figure 5. The contact angle dynamics for the rising up case with σ = −0.6 asso-
ciated with droplets dynamics in the lower Fig 3. (Left) Evolution of contact angles
for t ∈ [0, 6]; (Right) zoomed in evolution for t ∈ [0, 1].
becomes thin while the bottom of it becomes thick. Besides, the contact line speeds depend on both
the instantaneous contact angle θa, θb and the local slope of the rough surface θ0a, θ0b (in (2.22)),
which changes constantly due to the boundary motion. Consequently, one can observe the contact
line speed will change accordingly.
To demonstrate those phenomena, we take a typical groove-textured surfaces
w(x) = A(sin(kx) + sin(kx/2) + cos(2kx)), A = 0.1, k = 5.(4.25)
We take the physical parameters as κ = 0.3, β = 0.3 and initial droplet as
(4.26) h(x, 0) = 0.08(x−a(0))(b(0)−x)(x2 + 3x/2 + 1) +w(a(0)) + [w(b(0))− w(a(0))](x− a(0))
b(0)− a(0)
with initial endpoints a(0) = −3, b(0) = 3. The corresponding effective Bond number can be
calculated by (2.21) with effective inclined angle θ0 = 0.3. The evolution of partially wetting
droplets are computed by the second order scheme in Section 3.3.1. We take final time as T = 96
with time step ∆t = 0.08 and use N = 1000 moving grids uniformly in (a(t), b(t)). With relative
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Figure 6. Evolution of a partially wetting droplet on inclined rough surfaces at
equal time intervals using the second order time-space scheme in Section 3.3.1.
Parameters: κ = 0.3, β = 0.3, number of moving grids in drop N = 1000,
time step ∆t = 0.08, initial drop profile h(x, t) in (4.26) with initial endpoints
a(0) = −3, b(0) = 3, final time T = 96, relative adhesion coefficient σ = −0.95,
inclined effective angle θ0 = 0.3. Contact angle hysteresis happens on rough surface
(4.25), and effective Bond number is Bo = 0.7459.
adhesion coefficient σ = −0.95, we show in Fig. 6 droplets on rough surface w(x) in (4.25). The
green line is the initial droplet, red lines are the evolution of the droplet at equal time intervals,
and the blue line is the final droplet at T = 96.
4.5. Quasi-static dynamics of Kelvin pendant drop with volume constraint. In 1886,
Lord Kelvin proposed a geometric integration procedure that the quasistatic profile remains no
long graph representation and becomes “repeated bulges” when the height of the pendant drop
exceeds a critical height uc. In this section, we compute the Kelvin pendant drop problem with
constraint for κ < 0, which is not covered in Proposition 3.2. For the cases without volume
constraint, we refer to [41]; see also [25, 44] and references therein. To simulate the “repeated
bulges”, which certainly break the vertical single graph representation setting, we will first describe
the droplet using inverse function X(u) (in horizontal graph setting) and give the gradient flow
formulation in terms of X(u). By solving the DAEs for X(u) with κ < 0, which describes the
quasi-static dynamics of a pendant droplet, we will recover multiple interfacial shape including
lightbulb, hourglass shapes with different Bond numbers. We refer to [41] for simulations and
stability analysis of a liquid drop in hydrostatic states.
For the case the capillary surface can not be expressed uniquely by the graph function u(x), we
use the horizontal graph setting suggested by the inverse function X(u). In the following derivation
for the dynamic system, we always assume there is only one maximum for u(x), denoted as um,
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which is indeed correct for the quasi-static dynamics of a pendant droplet (c.f. [49]). Therefore for
the right part of the droplet, i.e. from maximal point xm such that u(xm) = um to the right end
point, u(x) is injective and thus revertible. In the following we only consider the right part of the
droplet while the left part of the droplet can be handled by the same method. For simplicity, we
assume the maximal point is u(0) = um and assume the droplet is axially symmetric (see also the
symmetric arguments in Section 4.1.1). Now we use the inverse function
(4.27) X(u) := {X;u(X) = u}
to identify the droplet on the right of its maximum X = 0
A := {(u, x); 0 ≤ u ≤ um, 0 ≤ x ≤ X(u)}.
Next we give the following governing equations for a 2D droplet in terms of X(u), which can be
derived similarly using a gradient flow on a Hilbert manifold
(4.28)
β
∂tX√
1 +X2u
= ∂u
(
Xu√
1 +X2u
)
− κu+ λ, 0 ≤ u ≤ um
X(um) = 0, Xu(um) = −∞,
∂tX(0, t) =
Xu√
1 +X2u
∣∣∣
u=0
− σ,∫ um
0
X(u) du = V/2.
The derivation is given in Appendix D for completeness.
To compute the Kelvin pendant droplet problem with volume constraint, we consider the quasi-
static dynamics by taking β = 0 in (4.28). After desingularization, the quasi-static dynamics can
be recast as the following DAEs for (X(0, t), um(t), θ(t), λ(t))
(4.29)
∂tX(0, ·) = − cos θ − σ,
J(um, θ) = 1,
X(0, ·) = V
2um
+
1
um
∫ um
0
(u− um) −J(u, θ)√
1− J(u, θ)2 du,
V
2
=
∫ √um
0
−2uJ(u, θ)√
1 + J(u, θ)
√
um − u√
1− J(u, θ) dw,
where J(u, θ) := −κu22 + λu+ cos θ.
After solving (X(0, t), um(t), θ(t), λ(t)) from the above DAEs, we can further compute the formula
for X(u, t)
X(u, ·) =
∫ um
u
J(u, θ)√
1− J(u)2 du.(4.30)
We use the DAEs solver ode15s in Matlab to solve the solution to DAEs (4.29) with the initial
data
(4.31) θin =
3pi
16
, um(0) = 0.3
and the final Young’s angle θf =
2.7pi
8 . The parameters in DAEs (4.29) are
(4.32) κ = −28.028, σ = − cos(θf ).
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Figure 7. Quasi-static dynamics of Kelvin pendant droplets with volume con-
straint. The evolution of pendant droplets at equal time intervals are computed
using DAEs (4.29) with initial data um(0) = 0.3 and final time T = 4. The upper
figure has an initial angle θin =
3pi
16 , final Young’s angle θf =
2.7pi
8 and the physical
parameters κ = −28.028,Bo = 1.213. The lower figure has an initial angle θin = 5pi16 ,
final Young’s angle θf =
4.7pi
8 and the physical parameters κ = −15.0,Bo = 0.708.
With um(0) = 0.3, we start the DAEs by first solving the initial data b(0) and λ(0) from (4.29). The
final time in ode15s is T = 4. We have b(0) = 0.3704539, b(4) = 0.17438388. The corresponding
Bond number is Bo = 1.213. The final bulge shape of the pendant droplet (blue line) at T = 4 is
illustrated in (upper) Fig. 7.
Next we take different parameters with a non-wetting Young’s angle. The initial data is
(4.33) θin =
5pi
16
, um(0) = 0.3.
and final Young’s angle is θf =
4.7pi
8 . The parameters in DAEs (4.29) are
(4.34) κ = −15.05, σ = − cos(θf ),
With um(0) = 0.3, we start the DAEs by first solving the initial data b(0) and λ(0) from (4.29).
The corresponding Bond number is Bo = 0.708. The final time in ode15s is T = 4. We have
b(0) = 0.3617157, b(4) = 0.05020375. The final lightbulb shape of the pendant droplet (blue line)
at T = 4 is illustrated in (lower) Fig. 7.
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Appendix A. Dynamics of a droplet as a gradient flow on manifold
We use a Hilbert manifold [40] to describe the configuration states
(A.1) M := {(Γ, u); Γ := ∂D ∈ C1, u ∈ H10 (D), u ≥ 0 on D}
and use a trajectory on this manifold to describe the dynamics of the droplet. Consider a trajectory
η(t) ∈M starting from initial state η(0) = {Γ(0), u(x, y, 0)} ∈ M,
(A.2) η(t) = {Γ(t), u(x, y, t)} ∈ M, t ∈ [0, T ].
It is natural to assume the motion of the droplet η(t) is modeled by a gradient flow on manifold
M described above. (i) The dynamics is driven by the free energy F(η) on manifold M; (ii) The
dissipation mechanism of the dynamics is described by a Riemannian metric gη on the tangent
plane TηM, which will be discussed in (A.8) below.
We will use the vertical velocity v = ∂tu and the contact line velocity Γt = vclncl to describe
the tangent plane TηM. Since the geometric motion has an obstacle condition u ≥ 0, manifold M
has a boundary, i.e. {η ∈ M;u(x, y) = 0 for some (x, y) ∈ D} (when the droplet has a splitting-
type topological change). On the boundary, the tangent plane is not a linear space and has the
restriction described below. Notice
(A.3)
du(Γ(t), t)
dt
=∂tu(Γ(t), t) +∇u(Γ(t), t) · Γt
=∂tu(Γ(t), t) + (∇u(Γ(t), t) · ncl)vcl
=∂tu(Γ(t), t)− |∇u(Γ(t), t)|vcl = 0,
where we used the fact that ∇u(Γ(t), t) · ncl = −|∇u(Γ(t), t)| in the graph representation. The
tangent plane at η is given by
(A.4) TηM := {(vcl, v); ∂tu(Γ(t), t)− |∇u(Γ(t), t)|vcl = 0, v + u ≥ 0 in D(t)}.
The last inequality in the definition of TηM in (A.4) is only effective for η on the boundary of the
manifold M, i.e. where the obstacle occurs. Define the contact angles (inside the droplet A) as
(A.5) tan θcl := |∇u(Γ)|;
see Fig 1 (a). Then the physical meaning of the constraint in (A.4) is naturally from the fact
that the contact angles are proportional to the quotient of the vertical velocity and the horizontal
velocity, i.e.
(A.6) tan θcl = |∇u(Γ)| = ∂tu|Γ
vcl
.
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Notice the outer normal n = 1√
1+|∇u|2 (−∇u, 1) on the capillary surface and due to
−∇u
|∇u|
∣∣∣
Γ
= ncl,
n
∣∣
Γ
= 1√
1+|∇u|2 (|∇u|ncl, 1). Here the values on Γ are understood as one-side limit from the interior
of D. Using the contact angle θcl, we have
(A.7) lim
z→0+
n = (sin θclncl, cos θcl), lim
z→0+
vn = sin θclvcl.
Now we describe the dissipation mechanism of the dynamics. From Rayleigh’s dissipation func-
tion (2.9), since 2Q is the rate of energy dissipation due to friction [29], it is natural to introduce
the Riemannian metric gη on TηM× TηM below. For any q1 = (vcl1, v1), q2 = (vcl2, v2) ∈ TηM,
(A.8) gη(q1, q2) := R
∫
Γ(t)
vcl1vcl2 ds+ ζ
∫
D(t)
v1v2
dx dy√
1 + |∇u|2 .
For similar derivations of the dynamics of droplets using a variational approach with various free
energies and the same Riemannian metrics (A.8), we also refer to Davis [13], [42], Doi [52] and
[30].
We now derive the gradient flow of F(η) on manifoldM with respect to the Riemannian metric
gη. For an arbitrary trajectory η˜(s) = {Γ˜(s), u˜(x, y, s)} (physically known as a virtual displacement)
passing η˜(t) = η(t) at the tangent direction q := η˜′(t) = {v˜cl, v˜} ∈ Tη(t)M, we know
(A.9) v˜(Γ) = |∇u(Γ(t), t)|v˜cl.
To ensure the volume preserving condition
∫
D(t) udx dy = V, t ∈ [0, T ], we consider the gradient
flow of extended free energy F(η, λ) on manifoldM×R for η(t) ∈M and a Lagrangian multiplier
λ(t)
(A.10) F(η(t), λ(t)) = F(η(t))− λ(t)(
∫
D(t)
u(t) dx dy − V ).
Then the gradient flow of F(η, λ) with respect to Riemannian metric gη defined in (A.8) is
(A.11)
−gη(t)(η˜′(t), η′(t)) ≤
d
ds
∣∣
s=t+
F(η˜(s), λ˜(s)) = d
ds
∣∣
s=t+
F(η˜(s))− 〈v˜, λ(t)〉 − λ˜′(t)(
∫
D(t)
u dx dy − V ).
for any η˜′ ∈ Tη(t)M, where 〈v˜, λ(t)〉 = λ(t)
∫
D(t) v˜ dx dy is the inner product of L
2(R). For a generic
free energy densityG(u,∇u), we calculate the first variation dds
∣∣
s=t+
∫
D˜(t)G(u˜(x, y, s),∇u˜(x, y, s)) dx dy
below. It includes three typical free energy examples: (i) Dirichlet energy G(u,∇u) = 12 |∇u|2 + σ,
where σ is a constant; c.f. [10, 32, 22, 52]; (ii) Area functional G(u,∇u) = √1 + |∇u|2 + σ; c.f.
[7, 8, 23], as a consequence, the choice of the last term in gη gives the mean curvature flow; c.f.
[28]; (iii) free energy for droplets on inclined rough surface; see (2.20) below.
From (A.9) and the Reynolds transport theorem,
d
ds
∣∣
s=t+
∫
D˜(t)
G(u˜(x, y, s),∇u˜(x, y, s)) dx dy
=
∫
Γ(t)
G|Γv˜cl ds+
∫
D(t)
∂uGv˜ + ∂∇uG · ∇v˜ dx dy
=
∫
Γ(t)
G|Γv˜cl ds+
∫
D(t)
(∂uG−∇ · (∂∇uG))v˜ dx dy +
∫
Γ(t)
v˜(ncl · ∂∇uG) ds
=
∫
Γ
[G+ |∇u|(ncl · ∂∇uG)]
∣∣
Γ
v˜cl ds+
∫
D(t)
(∂uG−∇ · (∂∇uG))v˜ dx dy.(A.12)
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Notice from η˜(t) = η(t), the Riemannian metric gη(t),
gη(η˜(t), η(t)) := R
∫
Γ(t)
v˜clvcl ds+ ζ
∫
D(t)
v˜
∂tu√
1 + |∇u|2 dx dy.(A.13)
where ∂tu(x,t)√
1+(∂xu)2
is the normal velocity in the direction of the outer normal.
Hence by taking different η˜′ ∈ Tη(t)M, the governing equations for u(·, t) ∈ H10 (D(t)) and λ(t)
are
(A.14)
Rvcl = − [G+ |∇u|(ncl · ∂∇uG)]
∣∣
Γ
,∫
D(t)
[
ζ
∂tu√
1 + |∇u|2 + (∂uG−∇ · (∂∇uG))− λ(t)
]
v dx dy ≥ 0,
∀v ∈ H10 (D(t)), v(x) + u(x, t) ≥0,∫
D(t)
udx dy = V
with initial data η(0) = {Γ(0), u(x, y, 0)} and initial volume V .
The variational inequality formulas above are able to describe the merging and splitting of
several drops by using some numerical schemes for the parabolic variaional inequality (PVI), such
as splitting method with projecting operators. However, instead of the purely PVI dynamics, the
phase transitions from two phases to three phases (resp. from three phases to two phases) due to
the splitting (resp. merging) of droplets need to be detected. So we leave the case with topological
changes to future studies. When the droplet is separated into two parts, and ideally the generated
contact line speed has the same formula with (A.14), we can treat them separately. Existence of
global weak solutions including topological changes (splitting and merging) is studied in [30] using
a continuum limit of a time discretization based on variational methods.
A.1. Gradient flow for a single droplet: without merging and splitting. We call a sepa-
rated droplet as a single sessile drop if u(x, y, t) > 0 for (x, y) ∈ D(t) with the gravity downwards,
i.e. g > 0. Another scenario is when a light drop is in a heavy fluid, the drop experience buoyancy
due to gravity. In this case, we call a separated droplet as a single pendant drop if u(x, y, t) > 0 for
(x, y) ∈ D(t) with the gravity upwards,i.e. g < 0. Another equivalent problem is a drop pendant
on ceiling with u < 0 for (x, y) ∈ D(t) and g > 0. In the remaining paper, we only consider nonneg-
ative u and use negative g for a pendant droplet. For those single sessile/pendant drop cases, the
variational inequalities become variational equalities and the weak formulations can be equivalently
converted to a strong-form PDE. Therefore the governing equations with volume constraint (A.14)
become
(A.15)
ζ
∂tu√
1 + |∇u|2 + (∂uG−∇ · (∂∇uG))− λ(t) = 0, (x, y) ∈ D(T = t),
u(Γ(t), t) = 0,
Rvcl = − [G+ |∇u|(ncl · ∂∇uG)]
∣∣
Γ
,∫
D(t)
udx dy = V,
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where V is the initial volume of the droplet. Particularly, for the energy (2.7), we have
G = γlg
√
1 + |∇u|2 + (γsl − γsg) + ρgu
2
2
, ∂uG = ρgu, ∂∇uG =
γlg∇u√
1 + |∇u|2 .
Therefore the governing equations are (2.10). We remark that when G(u,∇u) = 12 |∇u|2 + σ, the
kinematic boundary condition for the contact line speed vcl in (A.14) becomes
R
γlg
vcl =
1
2 |∇u|2−σ,
which recovers the kinematic boundary condition used in [30, 32, 22].
Proof of Proposition 2.1. Statement (i) comes from (A.3) directly.
For Statement (ii), from the Reynolds transport theorem, we have
d
dt
∫
D(t)
G(u(x, y, t),∇u(x, y, t)) dx dy
=
∫
Γ(t)
G|Γvcl ds+
∫
D(t)
∂uG∂tu+ ∂∇uG · ∇∂tudx dy
=
∫
Γ(t)
G|Γvcl ds+
∫
D(t)
(∂uG−∇ · (∂∇uG))∂tudx dy +
∫
Γ(t)
∂tu(ncl · ∂∇uG) ds
=
∫
Γ
[G+ |∇u|(ncl · ∂∇uG)]
∣∣
Γ
vcl ds+
∫
D(t)
(∂uG−∇ · (∂∇uG))∂tudx dy,
which together with (A.3) and (A.15), gives
d
dt
F =−R
∫
Γ(t)
v2cl ds− ζ
∫
D(t)
(∂tu)
2√
1 + |∇u|2 dx dy + λ(t)
∫
D(t)
∂tudx dy
=−R
∫
Γ(t)
v2cl ds− ζ
∫
D(t)
(∂tu)
2√
1 + |∇u|2 dx dy.
For (iii), we derive the the gradient flow for a single droplet with quasi-static dynamics. If we
consider the gradient flow in the quasi-static setting, i.e. ζ = 0, we can regard u(x, y, t) as being
driven by Γ(t). In other words, we consider {Γ(t), u(x, y, t)} with u as the solution to
(A.16)
∂uG−∇ · (∂∇uG)− λ = 0, (x, y) ∈ D(t),
u(Γ(t), t) = 0,∫
D(t)
udx dy = V.
This gives a reduced manifold Γ(t). Correspondingly, we have the quasi-static trajectory ηqs(t) :=
Γ(t), the quasi-static tangent plane Tηqs and the quasi-static free energy
(A.17) Fqs(Γ(t)) := F((Γ(t), u(x, y, t))).
With the quasi-static metrics gηr(η
′
r, η˜
′
r) = R
∫
Γ(t) vclv˜cl ds, we have the gradient flow for quasi-static
dynamics
(A.18)
d
ds
∣∣
s=t
F(η˜(s)) = d
ds
∣∣
s=t
Fqs(η˜qs(s)) = −gηqs(η′r, η˜′qs) = −R
∫
Γ(t)
vclv˜cl ds.
Then by the calculation in (A.12), we have the gradient flow for Γ(t)
(A.19) Rvcl(t) = −δF
δΓ
:= − [G+ |∇u|(ncl · ∂∇uG)] , (x, y) ∈ Γ.
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Notice the right hand sides depend on u which is solved by the nonlinear elliptic equation (A.16).
Combing the (A.19) with the elliptic equation (A.16) gives a complete description of the quasi-static
dynamics of the droplet. 
From (2.10), the governing equations for a 2D droplet with wetting domain D(t) = (a(t), b(t))
become
(A.20)
ζ
γlg
∂tu(x, t)√
1 + (∂xu)2
=
∂
∂x
(
∂xu√
1 + (∂xu)2
)
− ςu+ 1
γlg
λ(t), x ∈ (a(t), b(t)),
u(a(t), t) = u(b(t), t) = 0,
R
γlg
a′(t) = σ +
1√
1 + (∂xu)2
, x = a(t),
R
γlg
b′(t) = −σ − 1√
1 + (∂xu)2
, x = b(t),∫ b(t)
a(t)
u(x, t) dx = V.
In 2D, the units of γlg becomes energy/length,R becomes mass/time, ζ becomes mass/(length·time)
and ς is 1/(length2). Let t = T tˆ, x = Lxˆ, u = Luˆ, a = Laˆ, b = Lbˆ, V = L2Vˆ and λ =
γlg
L λˆ where L
is the typical length of the droplet and T is the typical time scale to observe the motion of contact
lines. In other words, we choose typical time T such that RLγlgT = 1. By standard dimensionless
analysis, denote the capillary number for the capillary surface as β := ζL
2
γlgT
, κ = L2ς and typical
volume for unit ball Vˆ = 4pi3 , which are all dimensionless coefficients. Then the dimensionless
equation (after dropping hat) in 2D is given by (2.15).
A.2. Additional hydrodynamic effects inside the droplets. We also remark the relations
between our pure geometric motion of droplets and the other contact line dynamics coupled with
hydrodynamic effect of viscous fluid. In the absence of gravity, from the first equation in (2.10),
i.e.
ζ
∂tu√
1 + |∇u|2 = γlg∇ ·
(
∇u√
1 + |∇u|2
)
+ λ(t) = −γlgH + λ(t),
our energy dissipation relation (2.12) is exactly same as the dissipation relation in [43, eq(38)],
d
dt
F = −γlg
∫
{∂A,z>0}
−Hν · v ds−R
∫
Γ
v2cl ds,
where v = (v1, v2, v3) is the velocity of the capillary surface. Here λ(t) does not contribute due to
∇ · v = 0 inside the droplet.
Consider further the hydrodynamic effect, which specifically is (i) adding kinetic energy 12ρ
∫
A(t) v dx
due to inertial effect in the free energy F , (ii) adding viscosity dissipation inside the droplet and
(iii) adding energy dissipation on solid-liquid interface due to Navier slip boundary condition. Then
the energy dissipation relation becomes [43, eq(39)]
(A.21)
d
dt
(
1
2
ρ
∫
A(t)
v dx+ F
)
= −µ
∫
A(t)
|∇v|2 dx− µ
α
∫
∂A∩{z=0}
|v|2 ds−R
∫
Γ
v2cl ds,
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where α is the slip length. The corresponding governing equations are
(A.22)
ρ (∂tv + (v · ∇v)v) +∇p = µ∆v, in A(t),
∇ · v = 0, in A(t),
− p+ nT · µ(∇v +∇vT ) · n = γlgH, on ∂A(t) ∩ {z > 0},
nT · µ(∇v +∇vT ) · n = 0, on ∂A(t) ∩ {z > 0},
v3 = 0, (v1, v2) = α∂z(v1, v2), on A(t) ∩ {z = 0},
Rvcl = γlg(cos θY − cos θcl), on Γ(t).
Here, v is the fluid velocity, p is the pressure, µ is viscosity and ρ is the fluid density. Roughly
speaking, the purely geometric motion derived in this section capture the same main feature (motion
by mean curvature of capillary surface) as the original hydrodynamic one in [43], where the normal
velocity of the capillary surface is induced by the fluid velocity following Navier-Stokes equation.
Appendix B. Proof for the truncation analysis of first and second order schemes
In this section, we give some truncation error estimates for the first and second order schemes
in the case w(x) = 0, θ0 = 0 and thus h(x) = u(x). Now the governing equation (2.22) becomes
(2.15).
Proof of Lemma 3.5 (first order truncation error estimates). Let a(tn+1), b(tn+1), u(xn+1, tn+1) for
xn+1 ∈ [a(tn+1), b(tn+1)] be the exact solution to (2.15) evaluated at t = tn+1 with initial data at
t = tn, an, bn, un(xn) for xn ∈ [an, bn]. We outline the idea of proof below.
Step 1. Truncation error estimate (3.53) for moving boundary. By Taylor expansion
(B.1) a(tn+1) = an + a′(tn)∆t+O(∆t2),
and the boundary condition in (2.15),
(B.2) a′(tn) = (σ +
1√
1 + (∂xun)2
)
∣∣
an
,
we have
(B.3) a(tn+1) = an + ∆t(σ +
1√
1 + (∂xun)2
)
∣∣
an
+O(∆t2).
Similarly for b(tn+1), we also have
(B.4) b(tn+1) = bn −∆t(σ + 1√
1 + (∂xun)2
)
∣∣
bn
+O(∆t2).
Next, we prove truncation error estimate (3.54) and divide the proof into four steps.
Step 2. Map the moving domain to fixed domain. We map the moving domain [a(t), b(t)] to the
fixed domain [0, 1] by Z(x, t) = x−a(t)b(t)−a(t) ∈ [0, 1] for any x ∈ [a(t), b(t)]. Particularly, at different
times we have the relation
(B.5) Z(xn+1, tn+1) = Z(xn, tn) = Z(xn−1, tn−1) = Z(xn+
1
2 , tn+
1
2 )
for independent variables xk ∈ [ak, bk], k = n− 1, n, n+ 12 , n+ 1 respectively.
Denote U(Z, t) := u(x, t). Then changing of variables shows that
(B.6) ∂tu = ∂tU + ∂ZU∂tZ, ∂xu =
1
b− a
∂U
∂Z
.
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Then we recast (2.15) in terms of Z,U variables
(B.7)
β√
1 + (∂zUb−a )
2
(∂tU + ∂ZU∂tZ) =
1
(b− a)2∂z
 ∂zU√
1 + (∂zUb−a )
2
− κU + λ.
Step 3. Truncation error for the term ∂tu = ∂tU + ∂ZU∂tZ. First, using the backward Eu-
ler approximation, we can approximate this term. From relation (B.5), we have for xn+1 ∈
[a(tn+1), b(tn+1)],
(B.8)
∂tu(x
n+1, tn+1) =∂tU(Z, t
n+1) + ∂ZU(Z, t
n+1)∂tZ(x
n+1, tn+1)
=
U(Z, tn+1)− Un(Z)
∆t
+ ∂ZU
n(Z)
Z(xn+1, tn+1)− Z(xn+1, tn)
∆t
+O(∆t)
=
u(xn+1, tn+1)− un(xn)
∆t
+ ∂xu
n(xn)
∂xn
∂Z
Z(xn, tn)− Z(xn+1, tn)
∆t
+O(∆t)
=
u(xn+1, tn+1)− un(xn)
∆t
+
∂xu
n(xn)(xn − xn+1)
∆t
+O(∆t),
where
(B.9) xn = an +
bn − an
b(tn+1)− a(tn+1)(x
n+1 − a(tn+1)).
Denote
(B.10) u∗(xn+1, tn) := un(xn) + ∂xun(xn)(xn+1 − xn),
which is exactly (3.50).
In summary, the semi-Lagrangian term has first order accuracy
(B.11) ∂tu(x
n+1, tn+1) =
u(xn+1, tn+1)− u∗(xn+1, tn)
∆t
+O(∆t).
Step 4. Truncation error for the stretching term 1√
1+(∂xu)2
. From the relation between xn and
xn+1 in (B.9) and the truncation error in Step 1, we have
xn+1 − xn = (b
n+1 − bn)− (an+1 − an)
bn+1 − an+1 x
n+1 +
(bn − an)an+1 − (bn+1 − an+1)an
bn+1 − an+1
=
(bn+1 − bn)− (an+1 − an)
bn+1 − an+1 x
n+1 +
bn(an+1 − an)− an(bn+1 − bn)
bn+1 − an+1
= O(bn+1 − bn) +O(an+1 − an)
and thus
(B.12) |xn+1 − xn| = O(∆t).
Combing (B.9) and (B.10), we have
(B.13)
∂xu
∗(xn+1, tn) = ∂xun(xn)
∂xn
∂xn+1
+ ∂xu
n(xn)∂x(x
n+1 − xn) + ∂xxun(xn) ∂x
n
∂xn+1
(xn+1 − xn)
= ∂xu
n(xn)
bn − an
b(tn+1)− a(tn+1) + ∂xu
n(xn)
(b(tn+1)− bn)− (a(tn+1)− an)
b(tn+1)− a(tn+1) +O(|x
n+1 − xn|)
= ∂xu
n(xn) +O(|xn+1 − xn|).
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In summary, we have
(B.14)
1
b(tn+1)− a(tn+1)∂zU
n∗(Z) = ∂xu∗(xn+1, tn) = ∂xun(xn) +O(∆t) =
1
bn − an∂zU
n(Z) +O(∆t).
Step 5. Truncation error for u(xn+1, tn+1), xn+1 ∈ [a(tn+1), b(tn+1)]. Plugging u(xn+1, tn+1) into
the first equation in (2.15), from (B.11) and (B.14)
(B.15)
β√
1 + (∂xu∗(tn))2
u(tn+1)− u∗(tn)
∆t
= ∂x
(
∂xu(t
n+1)√
1 + (∂xu∗(tn))2
)
− κu(tn+1) + λ+O(∆t),
for xn+1 ∈ [a(tn+1), b(tn+1)]. We conclude the proof. 
Proof of Lemma 3.6 (second order truncation error estimates). Let a(tn+1), b(tn+1), u(xn+1, tn+1) for
xn+1 ∈ [a(tn+1), b(tn+1)] be the exact solution to (2.15) evaluated at t = tn+1 with initial data at
t = tn, an, bn, un(xn) for xn ∈ [an, bn]. We will prove truncation error estimates (3.76) and (3.77)
separately in Step 1 and Step 2. We outline the idea of proof below.
Step 1. Second order truncation error for the moving boundary (3.76).
We first illustrate the idea of the usual truncation error estimates for the predictor-corrector
ODE solver for v′ = f(v) with v′′ = f ′(v)f(v). By Taylor expansion,
(B.16)
vn+1 = vn + ∆tf(vn) +
(∆t)2
2
f(vn)f ′(vn) +O(∆t3)
= vn +
∆t
2
[
f(vn) + f(vn) + ∆tf(vn)f ′(vn)
]
+O(∆t3)
= vn +
∆t
2
[f(vn) + f(vn + ∆tf(vn))] +O(∆t3),
which is equivalent to
(B.17)
v˜n+1 − vn
∆t
= f(vn),
vn+1 − vn
∆t
=
1
2
[
f(vn) + f(v˜n+1)
]
+O(∆t2).
Moreover, for any smooth function W (v), we have the second order estimate
(B.18) W (v(tn+
1
2 )) =
1
2
(
W (vn) +W (v˜n+1)
)
+O(∆t2).
Indeed, since v(tn+
1
2 ) = vn + ∆t2 f(v
n) +O(∆t2), by Taylor’s expansion we have
(B.19)
LHS = W (vn) +
∆t
2
W ′(vn)f(vn) +O(∆t2) =
1
2
[W (vn) +W (vn + ∆tf(vn))] +O(∆t2) = RHS.
(B.18) also gives another method for second order truncation error estimate by evaluating the
equation v′ = f(v) at tn+
1
2 , which is (B.17). The truncation error in Step 2 will rely on this
method.
Second, we again recast the equation for the moving boundary in terms of the fixed domain
variable U(Z, t) = u(x, t) with Z(x, t) = x−a(t)b(t)−a(t) ∈ [0, 1].
(B.20)
a′(t) = σ +
1√
1 + (∂zU)
2|Z=0
(b(t)−a(t))2
=: g(a(t), b(t), ∂zU(0, t)),
b′(t) = −σ − 1√
1 + (∂zU)
2|Z=1
(b(t)−a(t))2
=: q(a(t), b(t), ∂zU(1, t)).
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Third, analogue to the usual predictor-corrector ODE solver, we calculate the truncation error
for an+1. Notice
(B.21) a′′(t) = a′∂1g + b′∂2g + ∂3g∂tzU |Z=0.
Taylor’s expansion gives us
a(tn+1) = an + ∆tg(an, bn, ∂zU
n) +
∆t2
2
[
a′∂1g + b′∂2g + ∂3g∂tzU |Z=0
]n
+O(∆t3).
Hence from Taylor’s expansion of g(a˜n+1, b˜n+1, ∂zU˜
n+1)
(B.22)
a(tn+1)− an
∆t
=
1
2
g(an, bn, ∂zU
n) +
1
2
g(an + ∆t
a˜n+1 − an
∆t
, bn + ∆t
b˜n+1 − bn
∆t
, ∂zU
n + ∆t
∂zU˜
n+1 − ∂zUn
∆t
) +O(∆t2)
=
1
2
g(an, bn, ∂zU
n) +
1
2
g(a˜n+1, b˜n+1, ∂zU˜
n+1) +O(∆t2),
provided a˜
n+1−an
∆t − (a′)n and ∂zU˜
n+1−∂zUn
∆t − (∂ztU)n|z=0 has O(∆t) accuracy.
Finally, we prove a˜
n+1−an
∆t − (a′)n and ∂zU˜
n+1−∂zUn
∆t − (∂ztU)n|z=0 has O(∆t) accuracy. Since the
predictor a˜n+1 is given by the first order scheme in Section 3.2, we know a˜
n+1−an
∆t − (a′)n has O(∆t)
accuracy and we obtain (3.53). To estimate ∂zU˜
n+1−∂zUn
∆t , we give the following claim.
Claim 1: Assume we have the error estimates
(B.23) a˜n+1 − an+1 = O(∆t2), b˜n+1 − bn+1 = O(∆t2), u˜n+1(x˜n+1)− un+1(xn+1) = O(∆t2).
Then we have the second order accuracy
(B.24) (∂xu˜)
n+1(x˜n+1) = (∂xu)
n+1(xn+1) +O(∆t2).
The proof of Claim 1 is based on changing moving domain to fixed domain by Z = x˜
n+1−a˜n+1
b˜n+1−a˜n+1 =
xn+1−an+1
bn+1−an+1 , which is similar to (B.20) and will be omitted. Notice the first order accuracy of predictor
a˜n+1, b˜n+1 and we used implicit elliptic solver with second order accuracy in (3.58) for predictor
u˜n+1, so the assumptions in claim 1 are satisfied automatically. Thus from the Taylor expansion
and claim 1 we know
(B.25)
∂zU˜
n+1 − ∂zUn
∆t
+O(∆t) =
∂zU
n+1 − ∂zUn
∆t
+O(∆t) = (∂tzU)
n +O(∆t).
Therefore, we complete the second order truncation error estimates for the moving boundary (3.76).
Step 2. Second order truncation error estimates (3.77) for un+1.
First from the similar argument for (B.18), we have the following generalized claim
Claim 2: For any smooth function W (v(x, t), vx(x, t), vxx(x, t), x, t), we have
(B.26)
W (v(tn+
1
2 ), vx(t
n+ 1
2 ), vxx(t
n+ 1
2 ), xn+
1
2 , tn+
1
2 )
=
1
2
[W (vn, vnx , v
n
xx, x
n, tn) +W (vn+1, vn+1x , v
n+1
xx , x
n+1, tn+1)] +O(∆t2),
where the equality holds in the sense of changing variables to fixed domain Z = x−a(t)b(t)−a(t) with the
relation (B.5).
Second, notice the derivation for the term ∂th in (3.75) gives the second order accuracy
un+1(xn+1)− u˜n∗
∆t
= ∂tu(x
n+ 1
2 , tn+
1
2 ) +O(∆t2).
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Using further Claim 1 and Claim 2, we obtain the second order accuracy for (3.77).
1
2
[
1√
1 + (∂xun)2
+
1√
1 + (∂xu˜n+1)2
]
=
1√
1 + (∂xu)2
∣∣∣
tn+
1
2
+O(∆t2),
1
2
∂
∂x
(
∂xu
n+1√
1 + (∂xu˜n+1)2
+
∂xu
n√
1 + (∂xun)2
)
=
∂
∂x
(
∂xu
n+1√
1 + (∂xun+1)2
)∣∣∣
tn+
1
2
+O(∆t2).
Therefore, we complete the second order truncation error estimates for (3.77). 
Appendix C. Pseudo-codes for first and second order schemes
C.1. First order in time and second order in space. We present a pseudo-code for the first
order scheme in Section 3.2.1:
1. Grid for time: tn = n∆t, n = 0, 1, · · · , where ∆t is time step.
2. Moving grid for space: Fix N and denote τn = b
n−an
N as spatial step size.
(C.1) xnj = a
n + jτn, j = −1, 0, , 1, · · · , N + 1.
3. Denote unj ≈ u(xnj , tn) with un0 = unN = 0.
4. Calculate V :=
∑N−1
j=1 u
0
jτ
0.
5. Update an+1, bn+1, j = 0, 1, · · · , N .
an+1 − an
∆t
= σ
√
1 + (∂xw)20 +
1 + (∂xh
n)0(∂xw)0√
1 + (∂xhn)20
,(C.2)
with (∂xw)0 = ∂xw(x
n
0 ), (∂xh
n)0 =
4hn1 − hn2 − 3hn0
2τn
.
bn+1 − bn
∆t
= −σ
√
1 + (∂xw)2N −
1 + (∂xh
n)N (∂xw)N√
1 + (∂xhn)2N
,(C.3)
with (∂xw)N = ∂xw(x
n
N ), (∂xh
n)N =
−4hnN−1 + hnN−2 + 3hnN
2τn
.
5. Update the moving grids
xn+1j = a
n+1 + jτn+1, j = 0, 1, · · · , N, τn+1 = b
n+1 − an+1
N
.
5. From (3.50),
hn∗j = h
n
j +
hnj+1 − hnj−1
2τn
(an+1 − an + j(τn+1 − τn)), j = 1, · · · , N − 1;
hn∗0 = w(x
n
0 ) +
4hn1 − hn2 − 3hn0
2τn
(an+1 − an), hn∗N = w(xnN ) +
−4hnN−1 + hnN−2 + 3hnN
2τn
(bn+1 − bn).
6. Solve hn+1 semi-implicitly
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For j = 1, · · · , N − 1, with hn+10 = w(xn+10 ), hn+1N = w(xn+1N ),
β
hn+1j − hn∗j
∆t
1√
1 + (∂xhn∗j )2
(C.4)
=
1
(τn+1)2
 hn+1j+1 − hn+1j√
1 + (∂xhn∗j+ 1
2
)2
− h
n+1
j − hn+1j−1√
1 + (∂xhn∗j− 1
2
)2
− κ(hn+1j cos θ0 + xn+1j sin θ0) + λn+1,
N−1∑
j=1
(hn+1j − w(xn+1j ))τn+1 = V,
where
(C.5) ∂xh
n∗
j =
hn∗j+1 − hn∗j−1
2τn+1
, ∂xh
n∗
j+ 1
2
=
hn∗j+1 − hn∗j
τn+1
, ∂xh
n∗
j− 1
2
=
hn∗j − hn∗j−1
τn+1
.
Due to the O(|xn+1−xn|) = O(∆t) accuracy for ∂xu∗ and ∂xun(xn) in (B.13), to ensure the stability
in the implementation, we replace (C.5) by
(C.6) ∂xh
n
j =
hnj+1 − hnj−1
2τn
, ∂xh
n
j+ 1
2
=
hnj+1 − hnj
τn
, ∂xh
n
j− 1
2
=
hnj − hnj−1
τn
.
The resulting linear system A¯y = f has a non-singular matrix
(C.7) A¯ =
(
A e
eT 0
)
N×N
,
where yT = (hn+11 , · · · , hn+1N−1,−(τn+1)2λn+1), A is a diagonal-dominated tridiagonal matrix defined
below, and eT = (1, · · · , 1) ∈ RN−1. Denote A(N−1)×(N−1) = (aij) with
(C.8)
aj,j−1 = − 1√
1+(∂xhn
j− 12
)2
, aj,j+1 = − 1√
1+(∂xhn
j+12
)2
, αj =
β(τn+1)2
∆t
√
1+(∂xhnj )
2
aj,j = −aj,j−1 − aj,j+1 + αj + κ cos θ0(τn+1)2,
and (C.4) becomes for j = 1, · · · , N − 1,
(C.9)
aj,j−1hn+1j−1 + aj,jh
n+1
j + aj,j+1h
n+1
j+1 − (τn+1)2λn+1 = αjhn∗j − κ sin θ0xn+1j (τn+1)2,
hn+10 = w(x
n+1
0 ), h
n+1
N = w(x
n+1
N ).
Notice we have a nonhomogeneous boundary condition so to impose the nonhomoneneous bound-
ary condition for j = 1, N − 1, we need to compute a1,0hn+10 = a1,0w(xn+10 ), aN−1,Nhn+1N =
aN−1,Nw(xn+1N ) and move them to the right hand side.
C.2. Predictor-corrector scheme: second order in time and space. We present a pseudo-
code for the second order scheme in Section 3.3.1:
1. Grid for time: tn = n∆t, n = 0, 1, · · · , where ∆t is time step.
2. Moving grid for space: Fix N and denote τn = b
n−an
N as spatial step size.
(C.10) xnj = a
n + jτn, j = −1, 0, , 1, · · · , N + 1.
Denote unj ≈ u(xnj , tn) with un0 = unN = 0.
3. Calculate V :=
∑N−1
j=1 u
0
jτ
0.
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4. Repeat the first order scheme (C.2), (C.3) in Section C.1 with implicit nonlinear elliptic solver.
For j = 1, · · · , N − 1, with hn+10 = w(xn+10 ), hn+1N = w(xn+1N ),
β
hn+1j − hn∗j
∆t
1√
1 + (∂xh
n+1
j )
2
(C.11)
=
1
(τn+1)2
 hn+1j+1 − hn+1j√
1 + (∂xh
n+1
j+ 1
2
)2
− h
n+1
j − hn+1j−1√
1 + (∂xh
n+1
j− 1
2
)2
− κ(hn+1j cos θ0 + xn+1j sin θ0) + λn+1,
N−1∑
j=1
(hn+1j − w(xn+1j ))τn+1 = V,
where
∂xh
n+1
j+ 1
2
:=
hn+1j+1 − hn+1j
τn+1
, ∂xh
n+1
j− 1
2
=
hn+1j − hn+1j−1
τn+1
.
Denote the results as the predictor a˜n+1, b˜n+1, h˜n+1(x˜n+1), τ˜n+1 for x˜n+1 ∈ [a˜n+1, b˜n+1].
5. Update an+1, bn+1, j = 0, 1, · · · , N .
an+1 − an
∆t
=
1
2
σ
√
1 + (∂xw)20 + σ
√
1 + (∂xw˜)20 +
1 + (∂xh
n)0(∂xw)0√
1 + (∂xhn)20
+
1 + (∂xh˜
n+1)0(∂xw˜)0√
1 + (∂xh˜n+1)20
 ,
with (∂xw)0 := ∂xw(x
n
0 ), (∂xw˜)0 := ∂xw(x˜
n+1
0 ),
and (∂xh
n)0 :=
4hn1 − hn2 − 3hn0
2τn
, (∂xh˜
n+1)0 :=
4h˜n+11 − h˜n+12 − 3h˜n+10
2τ˜n+1
.
bn+1 − bn
∆t
= −1
2
σ√1 + (∂xw)2N + σ√1 + (∂xw˜)2N + 1 + (∂xhn)N (∂xw)N√1 + (∂xhn)2N +
1 + (∂xh˜
n+1)N (∂xw˜)N√
1 + (∂xh˜n+1)2N
 ,
with (∂xw)N := ∂xw(x
n
N ), (∂xw˜)N := ∂xw(x˜
n+1
N ),
and (∂xh
n)N :=
−4hnN−1 − hnN−2 − 3hnN
2τn
, (∂xh˜
n+1)N :=
−4h˜n+1N−1 + h˜n+1N−2 + 3h˜n+1N
2τ˜n+1
.
6. Update the moving grids
xn+1j = a
n+1 + jτn+1, j = 0, 1, · · · , N, τn+1 = b
n+1 − an+1
N
.
7. From (3.75), for j = 1, · · · , N − 1
hn∗j = h
n
j +
1
8
(
1
τn+1
+
1
τn
)(hnj+1 − hnj−1 + h˜n+1j+1 − h˜n+1j−1 )(an+1 − an + j(τn+1 − τn)),
hn∗0 = w(x
n
0 ) +
1
8
(
1
τn+1
+
1
τn
)[4hn1 − hn2 − 3hn0 + 4h˜n+11 − h˜n+12 − 3h˜n+10 ](an+1 − an),
hn∗0 = w(x
n
N ) +
1
8
(
1
τn+1
+
1
τn
)[−4hnN−1 + hnN−2 − 3hnN − 4h˜n+1N−1 + h˜n+1N−2 + 3h˜n+1N ](bn+1 − bn).
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8. Solve hn+1 implicitly
For j = 1, · · · , N − 1, with hn+10 = w(xn+10 ), hn+1N = w(xn+1N ),
(C.12)
β
hn+1j − hn∗j
∆t
1
2
 1√
1 + (∂xhnj )
2
+
1√
1 + (∂xh˜
n+1
j )
2

=
1
2(τn+1)2
 hn+1j+1 − hn+1j√
1 + (∂xh˜
n+1
j+ 1
2
)2
− h
n+1
j − hn+1j−1√
1 + (∂xh˜
n+1
j− 1
2
)2
+ 1
2(τn)2
 hnj+1 − hnj√
1 + (∂xhnj+ 1
2
)2
− h
n
j − hnj−1√
1 + (∂xhnj− 1
2
)2

− κ
2
[(hn+1j + h
n
j ) cos θ0 + (x
n
j + x
n+1
j ) sin θ0] + λ
n+ 1
2 ,
N−1∑
j=1
(hn+1j − w(xn+1j ))τn+1 = V,
where
∂xh
n
j =
hnj+1 − hnj−1
2τn
, ∂xh˜
n+1
j =
h˜n+1j+1 − h˜n+1j−1
2τ˜n+1
∂xh
n
j+ 1
2
:=
hnj+1 − hnj
τn
, ∂xh
n
j− 1
2
=
hnj − hnj−1
τn
, ∂xh˜
n+1
j+ 1
2
:=
h˜n+1j+1 − h˜n+1j
τ˜n+1
, ∂xh˜
n+1
j− 1
2
=
h˜n+1j − h˜n+1j−1
τ˜n+1
.
The resulted linear system A¯y = f has a matrix
(C.13) A¯ =
(
A e
eT 0
)
N×N
,
where A is a diagonal-dominated tridiagonal matrix defined below and eT = (1, · · · , 1) ∈ RN−1.
Denote A(N−1)×(N−1) = (aij) with
(C.14)
aj,j−1 = − 1√
1+(∂xh˜
n+1
j− 12
)2
, aj,j+1 = − 1√
1+(∂xh˜
n+1
j+12
)2
, αj =
β(τn+1)2
∆t
[
1√
1+(∂xhnj )
2
+ 1√
1+(∂xh˜
n+1
j )
2
]
aj,j = −aj,j−1 − aj,j+1 + αj + κ cos θ0(τn+1)2,
and (C.12) becomes for j = 1, · · · , N − 1, hn+10 = w(xn+10 ), hn+1N = w(xn+1N ) and
aj,j−1hn+1j−1 + aj,jh
n+1
j + aj,j+1h
n+1
j+1 − (τn+1)2λn+
1
2
(C.15)
=αjh
n∗
j − κ(τn+1)2[hnj cos θ0 +
xn+1j + x
n
j
2
sin θ0] +
(τn+1)2
(τn)2
 hnj+1 − hnj√
1 + (∂xhnj+ 1
2
)2
− h
n
j − hnj−1√
1 + (∂xhnj− 1
2
)2
 .
Appendix D. Gradient flow for horizontal graph representation X(u) and DAEs
for quasi-static dynamics
D.1. Gradient Flow for single sessile drop in non-wetting case: with volume constraint.
Recall the description of the non-wetting droplet in terms of X(u) in (4.27). We consider the
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manifold based on X(u)
(D.1) M := {X(u) ∈ H1(0, um); 0 ≤ u ≤ um, X(um) = 0, Xu(um) = −∞}.
Similar to Appendix A, we calculate the gradient flow on manifold M. Below, we directly use
dimensionless quantities for simplicity. Denote X˜(u, s) with u˜m(s) are trajectory on M starting
from X(u, t) with um(t). Notice from X(um(t), t) = 0 we have
(D.2) ∂tX˜ = −Xu∂tu˜m for u = um.
Consider the free energy
(D.3)
1
2
E(X) =
∫ um
0
√
1 +X2u du+ σX(0) + κ
∫ um
0
uX(u) du− λ(
∫ um
0
X(u) du− V/2)
=
∫ um
0
√
1 +X2u du− σ
∫ um
0
Xu du+ κ
∫ um
0
uX(u) du− λ(
∫ um
0
X(u) du− V/2)
=:
∫ um
0
Gdu+ λV/2 =
∫ um
0
G1(Xu) +G2(u,X(u)) du+ λV/2,
where G1 :=
√
1 +X2u − σXu and G2 := κuX(u)− λX(u). First notice the identity
(D.4) G−XuGXu
∣∣∣
um
=
1√
1 +X2u
∣∣∣
um
= 0.
Then we have
1
2
d
ds
∣∣∣
s=t
E(X˜(u(s), s) = G|um u˜′m +
∫ um
0
GX∂tX˜ +GXu∂u(∂tX˜) du− λ′(t)(
∫ um
0
X(u) du− V/2)
= G|um u˜′m +
∫ um
0
(GX − d
du
GXu)∂tX˜ du+GXu∂tX˜
∣∣um
0
− λ′(t)(
∫ um
0
X(u) du− V/2)
= (G−XuGXu)
∣∣
um
u˜′m +
∫ um
0
(GX − d
du
GXu)∂tX˜ du
−GXu∂tX˜
∣∣
u=0
− λ′(t)(
∫ um
0
X(u) du− V/2)
=
∫ um
0
(GX − d
du
GXu)∂tX˜ du−GXu∂tX˜
∣∣
u=0
− λ′(t)(
∫ um
0
X(u) du− V/2),
where we used (D.4). Then we introduce the Riemannian metrics
(D.5) gX(t)(∂tX˜, ∂tX) := ∂tX(0)∂tX˜(0) + β
∫ um
0
∂tX∂tX˜√
1 +X2u
du.
Then the gradient flow of E on manifold M with respect to the metrics gX(t) gives the governing
equations
(D.6)
β
∂tX√
1 +X2u
= −GX + d
du
GXu = ∂u
(
Xu√
1 +X2u
)
− κu+ λ,
X(um) = 0, Xu(um) = −∞,
∂tX(0, t) = GXu =
Xu√
1 +X2u
∣∣∣
u=0
− σ,∫ um
0
X(u) du = V/2.
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Remark 4. Using the similar derivations above, we have the governing equations for a 3D axisym-
metric droplet in terms of R(u, t)
(D.7)
β
∂tR√
1 +R2u
= −
√
1 +R2u
R
+
1
R
∂u
(
RRu√
1 +R2u
)
− κu+ λ,
∂tR(0) = −
(
σ − Ru√
1 +R2u
∣∣
u=0
)
= −(σ + cos θ),
V =
∫ um
0
piR2 du,
where θ is defined as tan θ = −Ru|u=0. Here
√
1+R2u
R − 1R∂u
(
RRu√
1+R2u
)
= 1
R
√
1+R2u
− Ruu
(1+R2u)
3/2 , is
the mean curvature in terms of R(u).
D.2. Desingularized DAEs for quasi-static dynamics of a non-wetting droplet. Now we
derive the desingularized DAEs for the quasi-static dynamics of a non-wetting droplet, which is
similar to the partially wetting case. Assume β = 0. Notice Xu√
1+X2u
∣∣∣
u=0
= 1√
1+tan2 θ(t)
= − cos θ(t).
The quasi-static dynamics becomes (4.28).
Instead of Xu(um) = −∞, to desingularize Xu, we propose an alternative boundary condition use
the volume preserving condition. Recall the relation (3.16) in Proposition 3.2 and (4.3). Thus the
boundary condition Xu(um) = −∞ can be replaced by the nonlocal Dirichlet boundary condition
(D.8) X(0, ·) = V
2um
+
1
um
∫ um
0
(u− um) −J(u, θ)√
1− J(u, θ)2 du.
To formulate a complete DAEs, we use another desingularized formula for the volume constraint.
Denote ψ2 := um − u, then the volume formula in (3.16) becomes
(D.9)
V
2
=
∫ um
0
uXu du =
∫ √um
0
−2uJ(u, θ)√
1 + J(u, θ)
√
um − u√
1− J(u, θ) dψw.
By L’Hopital’s law, limu→um
um−u
1−J(u) = limu→um
−1
κu−λ 6= 0 provided κum 6= λ. Therefore we obtain
the DAEs for (X(0, t), um(t), θ(t), λ(t)) (4.29).
