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1. Introduction 
 
Impurity states of electrons (local and resonant) in alloyed metals and semiconductors have 
been known for a long time (see, for instance, [1-4]). It is well known, in particular, that shallow and 
narrow impurity potential well in a three-dimensional conductor cannot localize an electron. In one-
dimensional and two-dimensional cases localization is possible with any well intensity [5]. 
In the presence of a quantizing magnetic field the situation changes. The motion of an elec-
tron in a massive conductor in a magnetic field is similar to a one-dimensional case, and in the one-
dimensional case the electron is localized in a potential well of any degree of intensity [5].  The spa-
tial inhomogeneity of the alloyed conductor results in removal of degeneration of the Landau levels 
over the position of "Landau oscillator". Impurity levels split off from every Landau level. Levels 
split off from the lower Landau level are local and levels split off from the higher levels fall within 
an area of continuous spectrum and are resonant [6,7]. Such levels caused by mutual influence of 
donor-impurity atoms and magnetic field on electrons are called magnetoimpurity levels, and the 
respective states of electrons are called magnetoimpurity states. 
The magnetoimpurity states of electrons create the beats in the de Haas-van Alfven [6,7] and 
in the Shubnikov-de Haas effects and they cause the linear growth of magnetic resistance of metals 
with closed Fermi surfaces along with the growth of magnetic field [8,9]. These states result in ap-
pearance of new branches of collective modes in massive and low-dimensional conductors: electro-
magnetic [10-12], sound [13], magnetoplasma [14], and electronic spin waves [15]. 
The elaborated methods of studying impurity states are based on the Schrödinger's equation 
and on the quantum Green's functions. In the meantime, functional methods derived in quantum field 
theory are widely adopted in the solid-state theory [16,17]. In conjunction with the Keldysh tech-
nique [18,19] they become a powerful tool of research in condensed matter physics [17,20,21]. Here 
we will specify how the methods of functional differentiation and integration using Grassmann vari-
ables can be used to calculate the characteristics of magnetoimpurity states of electrons in massive 
conductors and nanostructures. The formalism set out in section 2 and a model presented in section 3 
are used in section 4 to calculate the characteristics of magnetoimpurity states of electrons in quan-
tum wires. 
 
2. Formalism 
 
The functional approach to the Keldysh formalism has recently been the subject of a compre-
hensive monograph [17] including applications in disordered conductors. As far as the authors are 
aware, the potential of functional methods in the theory of magnetoimpurity states of electrons in 
conductors [6,11] has not been studied yet. In this section, we will describe how the formalism of 
works [17,22] is applied to arbitrary magnetic field and magnetoimpurity states of electrons on iso-
lated impurity atoms. This theory is applicable to solid conductors and two-dimensional electron gas. 
The general theory of magnetoimpurity states of electrons in two-dimensional electron systems has 
been developed in the series of works by Azbel, Gredeskul, Avishai and others (see review [23]) us-
ing a different method of calculation. The advantages of functional methods compared with standard 
methods consist in the fact that transformation from operators to classical objects allows us to sim-
plify, to speed up and to make calculations more visual. The universal language of the functional ap-
proach permits to describe a lot of phenomena in equilibrium and non-equilibrium systems using the 
unique method. In particular, Keldysh formalism permits us to study the influence of magnetoimpu-
rity states of electrons upon non-equilibrium systems properties.  
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$Let us write the Hamiltonian of electrons as , where  accounts for the mag-
netic field, and 
$ $H H V= +0 $H0
$V  – the interaction with a random external field. Similarly to works [17,22], we con-
sider that it is switched ”on” at the initial time t = −∞ , when the system of electrons was yet in the 
state of equilibrium. Then the matrix function of Green electrons [17,22] can be written as  
                                                   ( )iG TC H Ht12 1 2= +$ $ψ ψ ,                                                  (1)   
where indices 1 and 2 correspond to variables r, ,α t  ( r – is a position vector, α = ±1  – spin vari-
able, – time), t $ψ1H  and $ψ2H+  – Heisenberg operators of destruction and creation of electrons,  – 
the symbol of chronological ordering of operators along the Keldysh-Schwinger  time  contour  of  
TCt
C C Ct = ++ −   (figure 1,а), the angle brackets indicate Gibbs 
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                                                     b) 
 
 
Figure 1. Keldysh-Schwinger time contour (a) and extended contour (b). 
 
averaging with the Hamiltonian . The reduced Planck constant is set to unity. In Eq. (1) matrix 
indices  in two-dimensional Keldysh space are omitted. In the component form the Green function 
(1) takes the form 
$H0
±
                                                   G .                                                      (2) 
G G
G G12
12 12
12 12
= ⎛⎝⎜
⎞
⎠⎟
++ +−
−+ −−
Here , for instance, indicates that G12
+− t C1 ∈ +  and t C2 ∈ − . It is convenient to rewrite the operators 
$ψ1S  and $ψ2S+  in Eq.(1) in the Schrödinger representation. Then,  
                                            ( )iG T UC S St12 1 2= +$ $ $ψ ψ ,                                                      (3) 
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where 
                                        ( ) ( )$ , exp $U t t T dt H tC
t
t
t0
0
= − ′ ′
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥
∫i
                                            
is the evolution operator along the contour Ct . 
By using the standard procedure [16,17], let us present the Green function (3) as a path inte-
gral along Grassmann fields ψ1, , associated with the field operators. For that we introduce a 
Gibbs exponent  (
ψ2*
( )exp $− βH0 β  – reverse temperature) under the chronological product operator. 
This is achieved by using extended contour C C Ct= + τ  (figure 1,b) and the time-ordering operator 
TC  along this contour. It is assumed that on the part of the contour C  the Hamiltonian of electrons 
is equal to . Thus the Green function  (3) looks as the following 
τ
$H0
       ( ) ( ) ( )i i iG D D dt d t t t H
C
12 1 2= −
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎧
⎨⎪
⎩⎪
⎫
⎬⎪
⎭⎪
∫ ∫ ∫ ∫∑∗ ∗ψ ψψ ψ ψ ∂∂ ψ ψα αα
* exp , , ,r r r ∗ ψ
)
.        (4) 
Function  is derived from the operator (H ψ ψ∗ , ( )H $ , $ψ ψ+  by replacing the field operators with the 
Grassmann variables. 
The Green functions can be derived by functional differentiation of the generating functional  
          
[ ] { ( ) ( ) ( )
( ) ( ) ( ) ( )]}
Z J J D D dt d t
t
t H
d t J t d J t t
C
, exp , ,
, , , ,
*∗ ∗
∗ ∗
= −
⎡
⎣
⎢⎢ +
+ +
∫ ∫ ∫ ∫∑
∫∑ ∫∑
ψ ψ ψ ∂∂ ψ ψ
ψ ψ
α α
α
α α
α
α α
α
i ir r r
r r r r r r
,∗ ψ
          (5) 
by sources J , J ∗  of  Fermi field. In particular, function (4) is equal to  
                                       [ ]i
i i
G
J J
W J J
L R
J
J
12
1 2 0
0
= ⎛⎝⎜⎜
⎞
⎠⎟⎟∗
∗
=
=∗
δ
δ
δ
δ , ,                                              (6) 
where W Z= ln  – is the generating functional for connected Green functions, indices  and L R  
mark the left and right functional derivatives over the Grassmann variables , J ∗ J . 
Let us transform Eq.(5) into ( –representation ()κ α, , t κ  – is a set of orbital quantum electron 
numbers in the magnetic field) and calculate the free generating functional in the magnetic field and 
field of sources:  
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{ ( ) ( )
( ) ( ) ( ) ( ) }
*
0 , exp i i
.
C
Z J J Da Da dt a t a t
t
J t a t a t J t
κα κα κα
κα
κα κα κα κα
∂ ε∂
∗ ∗
∗ ∗
⎛ ⎞⎡ ⎤ ⎡= −⎜ ⎟⎣ ⎦ ⎣ ⎝ ⎠
⎤+ + ⎦
∑∫ ∫ ∫  +
                   (7) 
Here , , ,  – are expansion coefficients of Grassmann variables aκα aκα∗ Jκα Jκα∗ ψ , , ψ ∗ J , J ∗  
over the Landau basis, εκα  – energy of electron in the magnetic field, calculated from the chemical 
potential. The functions  and  meet the boundary conditions: ( )a t ( )a t∗
                                                                           (8) 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
a a
a a
a a
a a
a a
a a
+ −
−
+
+∗ −∗
−∗ ∗
+∗ ∗
∞ = ∞
− ∞ =
− ∞ = −
∞ = ∞
− ∞ =
− ∞ = −
,
,
,
,
,
.
τ
τ
τ
τβ β
0 0
Indices +, –, τ  are associated with the parts , C , C  of the expanded contour C+ − τ C . 
In Eq.(7) let us split the coefficients a a a= + ′0 ,  , where a  and a  are such 
that the linear terms over Grassmann variables 
a a a∗ ∗= + ′0 ∗ 0 0∗
′a , ′∗a  in the exponent index drop out. Therefore it 
is necessary that the functions a , a ,  satisfy the system of equations 0
+
0
− a0τ
  
                   i
∂
∂ εt a J−
⎛
⎝⎜
⎞
⎠⎟ = −
+ +
0 ,       i
∂
∂ εt a J−
⎛
⎝⎜
⎞
⎠⎟ =
−
0
− ,       ∂∂τ ε
τ+⎛⎝⎜
⎞
⎠⎟ =a0 0 ,               (9) 
 
and conditions (8). We placed  on the part of the contour  and  on . Variables 
 and 
J J= + C+ J J= − − C−
t τ  are related as τ = it . 
The solution of the system of equations (9) can be written as  
 
                                           , ( ) ( ) ( )a t dt G t t J tκα κα κα0
0= − ′ − ′ ′
−∞
∞
∫
where G
0
 – is a matrix Green function of electrons in the magnetic field. Its components are equal to 
  
                             ( ) ( ) ( ) ( ) ( )0 i 1 exp iG t t f t f tκα κα κα ε
++
= Θ − +Θ − −⎡ ⎤⎣ ⎦ κα
)
, 
                            ,  ( ) ( )0 i exp iG t f tκα κα καε
+−
= −
                , ( ) ( ) (G t f t0 1κα κα καε−+ = − −i iexp
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                , ( ) ( ) ( )( )[ ] ( )G t t f t f t0 1κα κα κα καε−− = + − − −i iΘ Θ exp
 
where Θ  and  – are the Hevyside and the Fermi functions respectively.  f
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′The path integral (7) over the Grassman variables  is the Gaussian integral. It can be 
calculated according to the rule [16,17] 
′∗a a,
                                               ( )Da Da a Aa A′ ′ − ′ ′ =∗ ∗∫ ∫ exp det , 
here  – is a non-singular matrix being irrelevant for our derivation. An important factor in the gen-
erating functional (7) is equal to 
A
                                       
0
120
12
, exp i 1 2Z J J J G J
∗ ∗⎛ ⎞⎡ ⎤ = −⎜⎣ ⎦ ⎝ ⎠∑ ⎟ .                                            (10) 
Here , . The summation symbol over the Keldysh indices  in Eq. (10) 
is omitted. 
( )1 1 1 1= κ α, , t =∑ ∫∑
−∞
∞
1
1
1 1
dt
κ α
±
The following Hamiltonian $V  accounts for the interaction of electrons with impurity atoms 
randomly distributed in a sample: 
                                                $ $ $V u a= +∑ κ κ κ α κ α
κ κ α
1 2 1 2
1 2
a
u
, 
where  and  – are destruction and creation operators of electrons in state ( ,  – the en-
ergy of electron in the field of impurity atoms. Since V
$aκα $aκα+ )κ α,
= 0  on a part of the contour , the integral 
in exponent index (5) is equal to 
Cτ
                                             ( )dtV a a U a a
C
∗ = ∗∑∫ , 12
12
1 3 2σ ,                                             (11) 
where ( )U u , t t12 1 2 1 21 2= −κ κ δ δα α σ3  – the third Pauli matrix. 
From Eq.(5) it is clear that the full generating functional can be derived from the free func-
tional (10) by operator action 
                                                           exp , −
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
−∞
∞
∫i dtV
obtained  from Eq.(11) as a result of replacement  
                                     ( ) ( )a t J t
R
κα κα
δ
δ
∗ →
i
,               ( ) ( )a t J t
L
κα
κα
δ
δ→ ∗i  . 
Consequently, the generating functional (5) is equal to 
                  [ ]Z J J U J J J G J
R L
, exp exp∗ ∗
∗= −
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ −
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟∑ ∑i i i i1212 1 3 2 3
0
34 4
34
δ
δ σ
δ
δ .                  (12) 
In exponent indices it is necessary to execute summing over the Keldysh indices. Thus, the proce-
dure of calculation of the Green function of the system can be done by calculation of functional de-
rivative in equations (6) and (12). This procedure is easier than the method of local perturbations us-
ing operator formalism. 
Equation (12) enables us to write the generating functional in the form of a series over per-
turbation . Green function (6) is also presented in the form of a series which coincides with the 
series derived by using the diagram technique and the Wick’s theorem [16]. The first order correc-
tion to the generating functional W  is equal to 
V
             
0 0 0 0 0 0
21 21 3 31 24 31 241 12 12 4
12 12 34
0 0 0 0 0 0 0 0
3 31 24 31 24 3 31 24 31 244 4
0 0
3 31 244
, iW J J U G G U J J G G G G
J J G G G G J J G G G G
J J G G
++ −− + +− −+ ++ ++∗∗ +
+ +− −− ++ +− − −− −+ −+ ++∗ ∗− +
− −− −∗ −
⎛ ⎞ ⎡ ⎛⎡ ⎤ ⎜ ⎟ ⎜= − − −⎢⎣ ⎦ ⎜ ⎟ ⎜⎢⎝ ⎠ ⎣ ⎝
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟+ − + − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛⎜+ ⎜⎝
∑ ∑ ∑
0 0
31 24 .G G
− −+ +− ⎤⎞⎥⎟− ⎟⎥⎠⎦
⎞⎟ +⎟⎠
Using equation (6) we obtain the first order corrections to the components of matrix Green function 
(2): 
                                       G U ,           G G G G
1
12 34
34
0
13
0
42
0
13
0
42
++ +− −+ ++ ++
= −⎛⎝⎜
⎞
⎠⎟∑
                                      G U , G G G G
1
12 34
34
0
13
0
42
0
13
0
42
+− +− −− ++ +−
= −⎛⎝⎜
⎞
⎠⎟∑
                           , G U G G G G
1
12 34
34
0
13
0
42
0
13
0
42
−+ −− −+ −+ ++
= −⎛⎝⎜
⎞
⎠⎟∑
                           . G U G G G G
1
12 34
34
0
13
0
42
0
13
0
42
−− −− −− −+ +−
= −⎛⎝⎜
⎞
⎠⎟∑
The diagrams for these corrections are presented in [24]. They differ from the usual diagrams of the 
cross technique [25] by additional indices ±  at the ends of lines. 
Here we restrict ourselves to a selective summing of diagrams with one cross for retarded 
Green’s function G G G= −++ +−  of electrons in a nanostructure averaged over impurity configura-
tions. Such approximation allows us to consider accurately the amplitude of electron scattering by 
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isolated impurity atoms with a small concentration of such atoms. Let’s choose the scattering poten-
tial in the form  
                                                    $V uj
j
= ∑ η η0 j ,                                                        (13) 
where η ηj j  – is the projection operator on vector η j ,  – a constant, index u0 j  numbers impu-
rity atoms. We deem that function ( )η r r= η  is equal to 
                                            ( ) ( )η πr a r
a
= −⎛⎝⎜
⎞
⎠⎟
−1 2
22
exp , 
where  – is a constant. Transformation of Eq.(13) to the sum of delta functions a (0 )jυ δ −r r  is per-
formed by replacement 
                                                   ( )4
0
2
0 0
0
π υlim
a
u
a u
→→∞
= . 
In case of potential (13) the sum of diagrams with one cross for mean Green function in 
-presentation is equal to (κ α ε, , ) G G G G= +0 0 0Τ , where value 
                                          ( )Τα κακ
ε κ ηε ε= − −
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟∑
−
u n ui0 0
2 1
1                                        (14) 
is proportional to the scattering amplitude of electrons,  – density of impurity atoms. ni
  
3. Quantum wire model 
 
The model of quantum wire convenient for calculations is a system of electrons in a two-
dimensional conductor on which the confinement potential is placed restricting their motion in one 
direction. A sample of quantum wire is a two-dimensional electron gas at the border of Si and  
in the system like metal-dielectric-semiconductor or in heterostructure  with con-
finement potential created using electron beam lithography. In such systems electrons move freely in 
one direction and their motion in other directions is restricted. 
2SiO
x 1-xGaAs/Al Ga As
Let us select vector potential of magnetic field H perpendicular to plane ( , )x y  occupied by a 
two-dimensional electron gas in the form of ( )0, H ,0A x=r . Confinement potential is assumed to be 
parabolic 
2 2
0
2
m xω  . Here m  – is the effective mass of electron, 0ω  – is the potential parameter. 
Then the orbital wave function of electron's stationary state looks as usual [5] 
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           ( ) ( ) (212 0 01, 2 ! exp H exp i2y nnk n yx x x x )x y n lL l l k yψ π − ⎡ ⎤− −⎛ ⎞ ⎛ ⎞= −⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦ ,         (15) 
but its parameters are renormalized. Here n  and  – are the oscillator quantum number and the 
projection of electron momentum on wire axis , 
yk
y ( )121l mω= , ( )12 2 20 cω ω ω= +  – hybrid fre-
quency ( cω – electron's cyclotron frequency), ( )0 2c ykx mω ω−=  ,  – length of wire,  – Her-
mite polynomial. Electron's energy in state (15) is equal to 
L Hn
                                         
21
2 2y
y
nk B
k
n
Mσε ω σμ
⎛ ⎞= + + +⎜ ⎟⎝ ⎠ H ,                                           (16) 
where 
2
0
M m ωω⎛ ⎞= ⎜ ⎟⎝ ⎠ , Bμ  – electron spin magnetic moment, 1σ = ±  – spin quantum number. Den-
sity of electron states with spectrum (16) is equal to 
                                           ( ) ( )
2
n
nn
M L σσ
σ
ε εν ε π ε ε
Θ −= −∑ ,                                      
where 1
2n
nσε ω σμ⎛ ⎞= + +⎜ ⎟⎝ ⎠ BH  – are Landau levels of electron in the wire. 
 
4. Magnetoimpurity states of electrons in quantum wires 
 
In quantum wires even separate impurity atoms significantly affect the properties of conduc-
tion electrons. In this section we will derive the equation of I. Lifshitz [26] for the spectrum of impu-
rity states of electrons in quantum wire located in magnetic field. We approximate the potential of an 
impurity atom located at the center of coordinate system using convenient for calculations separable 
Gaussian potential (13). 
Electron scattering operator with an impurity center looks like 
                                                   0
01
u
u D
η ηΤ = − ,                                                 (17) 
where 
                                ( ) ( ) ( )
2
i0 i
i0
yy
y
nknk
nk
D Fσ σσ
η
gσε ε π εε ε+ = = −− +∑ . 
The operator poles in Eq.(17) correspond to impurity states of electrons. Impurity levels satisfy the 
equation of  I. Lifshitz  
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                                                        ( )01 i0u Dσ ε− + 0= .                                                (18) 
This equation can be obtained from the formula (3.63) in Ref. [27], if one would consider the self-
energy function , entering into this formula, in the linear approximation over  and would take 
into account multiple scattering of electrons by isolated short-range impurity atoms in quantizing 
magnetic field. In this case the formula takes the following form in our notations  
Σ in
                                 ( ) ( )
1
0
0
,
1 i
in uG
u Dσ κσ σ
κ ε ε ε ε 0
−⎡ ⎤= − −⎢ ⎥− +⎣ ⎦
. 
In the linear approximation over  this equation implies the relation between functions ,  (pre-
sented in section 2) and multiple impurity scattering operator 
in G 0G
Τ . As it is noticed in Ref. [27], this is 
equivalent to replacement of the Born scattering amplitude of electrons by isolated impurity atom in 
Eqs. (3.61) and (3.67), which describe collision frequency of electrons, by Τ -matrix (see section 3.7 
in [27]). The Τ -matrix accounts for the effects of potential and resonant electron scattering by impu-
rity atoms. Replacing the resonant dominator  in function Σ  by the unity we 
obtain Born potential-scattering contribution into the electrons collision frequency. Near the poles of 
-matrix satisfying Eq. (18) the amplitude is characterized by the Breit-Wigner resonances [5], 
which influence considerably on observed values [6-13,15]. 
( ) (2 )0 01 u F u gσ σπ− + 2
Τ
Considering (13) and (15), we derive 
( )
32 22 22 2
2
12 1exp 1 H
1 2 12 ! 1 1
n
y yn
lnk a k ak
n L
απ α ξη ξα απ α α
⎛ ⎞⎡ ⎤⎛ ⎞−⎛ ⎞ ⎜ ⎟= − +⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟+ +⎝ ⎠ ⎢ ⎥+ ⎝ ⎠ −⎜ ⎟⎣ ⎦ ⎝ ⎠
n y
α , 
where ( )2l aα = , cωξ ω=   . As a result equation (18) takes the form 
32 2 22 2 2
0 2
2 11 exp 1 H
1 i0 12 ! 1y
n
y y n yn
nkn
lu dk a k ak
nσ
γ α ξ ξα ε ε απ α
∞
−∞
⎛ ⎞⎡ ⎤⎛ ⎞ ⎜ ⎟− − +⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟+ − + +⎢ ⎥⎝ ⎠ −⎜ ⎟⎣ ⎦ ⎝ ⎠
∑ ∫ 0α = ,(19) 
where ( )1 1αγ α−= +   . Considering the identity 
                               ( )
0
1 i exp i i0
i0 y
y
nk
nk
du u σσ
ε εε ε
∞ ⎡ ⎤= − − +⎣ ⎦− + ∫  
and calculating the integral included in (19), equation (19) can be written as  
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( ) ( )
( )
3 1 12 2 2 2i 20
1
2 0
1
22 2 3 2
2 2
2 i
2 11 i exp i i0 1 e
21
1i 2 1 4 0.
1 e1
xB
x
u lM Hdx x
x Ma Ma
ε μσ γω ωω α
α ξ α ξω ωα γα
∞ −−
−
⎡ ⎤⎛ ⎞+ − − + −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦+
⎡ ⎤⎛ ⎞× + + − =⎢ ⎥⎜ ⎟⎜ ⎟+ ++⎢ ⎥⎝ ⎠⎣ ⎦
∫ ×
              (20) 
Separating the real and imaginary parts in this equation, we derive functions ( )Fσ ε  and ( )gσ ε . 
The latter is equal to 
( ) ( ) ( )
3 1 2 22 2 2
3
2
2
2 exp 2 1
1 12 !
H 2 .
1
n
n
nn
nn
n n
l Mg Ma
n
M a
σσ σ
σ
σ
ε ε γ αε εα αε ε π
αε ε ξ
α
ξε⎡ ⎤⎛ ⎞Θ −= − − + ×⎢ ⎥⎜ ⎟⎜ ⎟+ +− ⎢ ⎥⎝ ⎠⎣ ⎦
⎛ ⎞⎜ ⎟× −⎜ ⎟−⎜ ⎟⎝ ⎠
∑
 
  
       From equation (20) we understand that if 0 0u <  in the spectrum of electrons there is a system 
of impurity levels ( )rnσε  split off from Landau levels. A level below the border of continuous spec-
trum ( )0 1ε −  is local, other levels are quasilocal. Their widths are equal to g FπΓ = ′ , where the 
prime marks the derivative over energy taken in point ( )rnσε . These levels result from a mutual impact 
of impurity atom and magnetic field on electrons. Therefore they are called magnetoimpurity states. 
Equations (19) and (20) state that if 0 0u <  then the position of local level lσε  in zone 
0σε ε≤  is the root of the equation 
                          ( ) ( ) ( )2 2 20 0 0041 exp 11Ml u a k akk σ σσπ ρα− −Φ⎡⎣+ 0ρ =⎤⎦ ,                               (21) 
where  
                               ( )0 02k Mσ σε ε= − ,        
2 2
1
1
α ξρ α= + + , 
Φ  – is the probability integral [28]. If 0 1ak σ ρ << , from this equation we find the distance 0Δ  be-
tween the local level and the border of the continuous spectrum: 
                             ( )
2
0
2 2
00
0 0 2 2
0
0
4 , 1
8
1 4 , 1
l
u
Ma u
u
σ σ
π α αεπ αε ε α π ααε
⎧⎪⎪Δ = − = = ⎨+ ⎪⎪⎩
,
.
 
 
                              (22) 
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Here  . In the extreme case ( ) 120 2Maε −= 0 1ak σ ρ    from equation (21) we derive  
                                          ( )
0
0
0 0
2 ,2
21 , 1
uu
u
α αα
α ρ ααξ
⎧⎪Δ = = ⎨+ ⎪⎩
1,
.
 
 
 
                                         
When ε → −∞  from Eq.(20) we find 0l uε = − . 
The root of equations (19) or (20) in zone 1σε ε≤  when 0 0u <  corresponds to resonance 
level rσε . Its position we derive from equation  
       ( ) ( ) ( )
3 2
2 2 20 1
1 12
0
81 exp 1
2 21 1
lu k a k ak
a
σ σ σ
α ξ γ π π ρ ρρπε α α
⎧ ⎫⎪ ⎪+ − −Φ⎡ ⎤⎨ ⎬⎣ ⎦+ − ⎪ ⎪⎩ ⎭
0,=             (23) 
where 
                                                 ( )1 12k Mσ σε ε= − . 
From this equation we obtain that if 1 1ak σ ρ   , the resonance level exists only if 0 cu u> , where 
                                                   ( )30 7 2 214cu
α ρε α ξ
+= .                                                         (24) 
Distance  between level 1Δ 1σε  and resonance level in this case is equal to  
                                          
2
0
1 1 2
0
1 cr
u
uσ σ
εε ε πρ
⎛ ⎞Δ = − = −⎜⎝ ⎠⎟
.                                            (25) 
Width of this level if 1 ωΔ    is equal to  
                                         ( )2 210 3 2
0
1
exp
α ωε ρω εα ξ
+ ⎛ ⎞ΔΓ = −⎜ ⎟⎝ ⎠
. 
In particular, when 1α    this means that  
                                            20 12
0
expε ω αξω εαξ
⎛ ⎞ΔΓ = −⎜⎝ ⎠⎟
.                                             (26) 
If 1 1ak σ ρ   , the equation (23) results in  
                                ( )
7 2 2
7 2 2 0
0
1 3 0
2 ,
2
2
, 11
u
u
u
α ξ αα ξ
αα ρ αξ
⎧⎪Δ = = ⎨+ ⎪⎩
1,
.
 
 
                                     (27) 
In an extreme case of δ -potential , 0a → 0u →∞  from (27) this means that 
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                                                     01 22 cl
ω υ
πωΔ = . 
If parabolic potential is absent ( 0 0ω = ), then we get 
                                                          01 22 l
υ
πΔ =  
                                                                
– distance between Landau level and magnetoimpurity level split off from it in a two-dimensional 
electron gas. Here ( )12cl eH=  – magnetic length , ( ) 122 lπ −  – degeneracy order of Landau level. 
Width of level (27) when 1 ωΔ    is equal to 
( )
2
13 2 2
0 021
00 5 2 2 2 2
1
0 0
exp , 1,
1
exp
exp , 1.
π ω αε ω επ α ρ ω ρεε ω π ωα ξ αξ αε ω ε
⎧ ⎛ ⎞Δ −⎪ ⎜ ⎟+ Δ ⎛ ⎞ ⎪ ⎝ ⎠Γ = − = ⎨⎜ ⎟ ⎛ ⎞⎝ ⎠ ⎪ Δ −⎜ ⎟⎪ ⎝ ⎠⎩
 
 
   
Let us list numeric values of functions derived here 0Δ  (22),  (24),  (25) and cu 1Δ Γ  (26) for 
parameters g, 2810m −= 120 0,2 10u −= ∗  erg, 710a −= cm,  Oe, 410H = 0 cω ω= , which are typical 
for the structures studied above. We have 140 0,2 10
−Δ = ∗  erg,  erg, 120,1 10cu −= ∗ 161 0,6 10−Δ = ∗  
erg,  erg, 160,1 10−Γ = ∗
1
0,2Γ =Δ . Thus the local and the resonance levels can be detected for in-
stance in tests aimed at measuring the absorption of electromagnetic radiation in quantum wires at 
low temperatures in quantizing magnetic field. 
 
5. Summary and conclusions 
 
 
The properties of isolated impurity atoms in massive and low-dimensional conductors are 
usually studied by the method of local perturbations or by the zero-range radius potential method [1-
4,23,26]. Together with these methods in the theory of solid state physics the Keldysh method 
[18,19] is widely used in combination with functional methods of quantum field theory [16,17]. In 
particular, this method was used recently to study properties of normal and superconducting metals 
with randomly distributed impurity atoms [17,20-22]. In papers [20-22] the impurity scattering of 
electrons is taken into account within Born approximation. Meanwhile in two- and one-dimensional 
structures the impurity donors of arbitrary small strength are capable to form local and resonant 
states of electrons. They will be formed also in massive conductors at presence of a magnetic field 
[6,7,10,11]. That is why there exist a necessity to go beyond the Born approximation and to take into 
account these states within the framework of Keldysh formalism. In this paper we have shown that 
the characteristics of impurity states of electrons in nanostructures in a magnetic field can be 
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evaluated by functional methods. The theory is applied to electrons in quantum wires. The model of 
quantum wires is the two-dimensional electron gas with parabolic confinement potential. The 
impurity atom field is modelled by a Gaussian separable potential. The positions and the widths of 
local and resonant levels of energy of electrons caused by combined effect of donor impurity atoms 
and magnetic field are obtained. Functional approach combined with Keldysh formalism allows us to 
study the influence of magnetoimpurity  states of electrons on kinetic properties of non-equilibrium 
conductors taking into account the interaction of electrons among themselves and with other quasi-
particles, as well as the influence on weak localization of electrons in magnetic field. 
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