Statistical analysis is a cornerstone of the scientific method and evidence-based medicine, and statisticians serve an increasingly important role in clinical and translational research by providing objective evidence concerning the risks and benefits of novel therapeutics. Researchers rely on statistics and informatics as never before to generate and test hypotheses and to discover patterns of disease hidden within overwhelming amounts of data. Too often, clinicians and biomedical scientists are not adequately proficient in statistics to analyze data or interpret results, and statistical expertise may not be properly incorporated within the research process. We argue for the ethical imperative of statistical standards, and we present ten nontechnical principles that form a conceptual framework for the ethical application of statistics in clinical and translational research. These principles are drawn from the literature on the ethics of data analysis
Introduction
Translational research 'translates' scientific discoveries from basic science (T1-'bench to bedside') or clinical studies (T2) into implementation in health-care practice [1] , thereby magnifying the effects of research on the populace. Statistics plays a critical role in translation by helping to identify new interventions that benefit public health. Statistical analysis also safeguards the public from harm and acts as a sentinel of emerging health threats. For example, analyses of Phase IV studies instigated the controversy over rofecoxib, estimated to have caused tens of thousands of serious adverse events [2] [3] [4] . Hence, researchers have an obligation to perform and interpret analyses properly, although numerous studies suggest that analytical errors and deficiencies are prevalent and poorly understood [5] [6] [7] [8] [9] .
Biased or otherwise faulty analyses of clinical and translational research are particularly harmful for several reasons [10] . First, the results of incorrect analyses can directly harm study participants and, later, the public at large. Although research subjects are protected by institutional oversight prescribed by federal regulations (e.g., Title 45 of the US Code of Federal Regulations Part 46), there are no formal legal guidelines for potentially high-impact analyses (e.g., meta-analyses) that do not affect research subjects directly [11] . Second, human subjects are always placed at some risk in research, and analytical errors waste the voluntary assumption of that risk and reduce the possibility of social benefit. Third, economic resources are squandered when analyses are invalid or uninterpretable. Fourth, erroneous results misdirect future research and impede the progress of biomedical science [12] . Fifth, lapses in scientific integrity can promote public distrust of science and medicine [13] that potentially hinders participation in clinical trials and patient adherence. Sixth, the misapplication of statistical methods harms the reputation of the field of statistics and devalues the profession [14, 15] .
Statistical analysis is an important and complex task that needs substantial expertise. Physicians are among the best statistically trained translational researchers, but even they may be ill equipped to meet the demands of ever more complicated methodologies [6, 7, [16] [17] [18] [19] [20] [21] [22] [23] . Most clinical research training programs offer only abbreviated instruction in statistical methods. Although these programs impart useful knowledge and skills, students who receive insufficient statistical training are at risk of not satisfying current standards for analysis.
The need for statistical expertise is currently underappreciated. In 2009, the Education and Career Development Key Function Committee of the national Clinical and Translational Science Award (CTSA) consortium, together with the National Center for Research Resources at the National Institutes of Health, defined a set of core competencies for masters-level translational researchers [24] . One such competency is that trainees be able to 'differentiate between the analytic problems that can be addressed with standard methods and those requiring input from biostatisticians and other scientific experts.' This statement implies that statistical consultation is required only in 'nonstandard' situations. However, the 'standard methods' of statistics in clinical studies are now quite complex [25] . Since translation also thrusts basic scientists into the clinical realm, they too may be faced with unfamiliar statistical and epidemiological challenges that lead them to invalid conclusions [26] .
Consequently, there is an ethical obligation to seek such expertise in even seemingly mundane circumstances. Mistakes made by untrained researchers constitute a type of neglect with a potential for serious negative effects on public health. As a parallel, a researcher who performs a 'standard' surgery without proper surgical training is acting unethically, regardless of good intentions. Beyond failing to meet the technical standards of practice, this non-surgeon researcher risks violating the ethical precepts of surgical practice, such as informed consent and patient privacy. Likewise, inexpert statistical analyses are unethical because of the potential damage to human health, disruption of the scientific process, and violations of established ethical codes.
Background
The literature on common statistical and analytical errors shows that most problems are clustered around omissions, simple mistakes, incompetence, and ethical lapses [5, [27] [28] [29] [30] [31] . Most of these errors can be understood as violations of a few basic principles. Haynes et al. [32] have found that surgical teams at all levels of competence, facilities, skill, and experience substantially improved surgical outcomes by assuring the completion of 19 important tasks in every surgery. In the spirit of their surgical safety checklist [32] , we present a list of key principles as a checklist for ethical integrity in statistics for translational researchers. Although our principles are not discrete actions, we propose that considering and adhering to them will improve the ethical integrity of statistical analysis, its interpretation, and thereby, the quality of research. Harris [33] argues that such checklists may be useful in preventing mistakes but cautions that they cannot serve as axioms from which all else is derived.
We want to establish our list as guideposts for avoiding ethical lapses and analytical errors. The distinction between what constitutes a simple mistake and negligence or an ethical breach is important. An ethical violation occurs when one violates a code of conduct, rule, or formal obligation. Non-statistician investigators need to be aware of the ethical issues in statistics because they often have executive control over the research process. Although unfamiliar to non-statisticians, formal ethical guidelines for statistical practice have been articulated by the American Statistical Association (ASA) [34, 35] . Whereas the ASA guidelines on ethics concern general research topics, our discussion focuses on ethical issues specific to the conduct of statistical analysis applied to clinical and translational research, and we address frequently cited and important failings.
Other notions of ethical conduct in statistical analysis derive from standards of practice. Standards of practice are the procedures and due diligence that would be commonly acceptable by statisticians who practice in the relevant domain. We define substandard practice as a failure to use the accepted level of care in practice either through intention or neglect. A good faith effort by researchers may not sufficiently fulfill the standards of practice, nor does the process of peer review guarantee its fulfillment.
Fundamental Principles

Statistics is a profession with its own standard and code of ethics
It is important that all statistical practitioners recognize their potential impact on the broader society and the attendant ethical obligations to perform their work responsibly. ASA Guidelines [35] All practitioners, including novices, should strive to follow the ethical codes of their field. The ethical guidelines of the ASA are organized around several key topics:
A. Professionalism B. Responsibilities to funders, clients, and employers C. Responsibilities for publication and testimony D. Responsibilities to research subjects E. Responsibilities to research team colleagues F. Responsibilities to other statistical practitioners G. Responsibilities regarding allegations of misconduct H. Responsibilities of employers Below, we label the specific considerations within each of the major topics (A-H) as [Topic Letter. Consideration #] to highlight the applicable link to the ASA ethical guidelines.
Clinical and translational research teams require multidisciplinary expertise (statistical and scientific) [A.1, A.4]
The experiment should be conducted only by scientifically qualified persons. The highest degree of skill and care should be required through all stages of the experiment of those who conduct or engage in the experiment. The Nuremberg Code [36] Non-statisticians who conduct statistical analyses must have more than simply an instrumental understanding of how to execute the statistical methodology; rather, analysts must understand the statistical foundations and assumptions of methods as well as the science being considered [F.6]. Formal education is not always required for expertise, but statistics and bioinformatics are vast fields with various subspecialties so that training in general statistics may not provide sufficient expertise for specialized applications. The need to formalize the concept of expertise is seen in the ASA's decision to develop accreditation standards for individual statisticians [37] , including: (1) statistical training and knowledge; (2) proven experience and competence; (3) continual professional development; (4) agreeing to ethical standards; and (5) effective communication.
The analyst's authenticity is critical [29] ; that is, the analyst must understand and have confidence in the correctness and the validity of results. Analysts should have a broader understanding of the scientific context in which the data arise as well as an understanding of the approach of the research team so that unreasonable values or otherwise suspicious data can be detected. As a whole, research teams should comprise collaborating individuals with both statistical and scientific expertise. These teams should exercise due skepticism and scrutiny of both data and analytical methodology. For example, after a proteomic marker was reported to have 100% sensitivity and 100% specificity for detecting ovarian cancer [38] , experienced statisticians recognized that such extraordinary claims required close scrutiny, and they later revealed substantial bias [39] . This example is not isolated, and deficits in experimental design and misapplication of epidemiological principles and statistical techniques have plagued applications of new technologies in translational research [26] .
Objectivity [H.1]
Objectivity cannot be equated with mental blankness; rather, objectivity resides in recognizing your preferences and then subjecting them to especially harsh scrutiny. Stephen Jay Gould [40] Analyses should not be conducted to unduly favor one set of hypotheses. Equipoise or uncertainty about the best clinical action is often considered to be required to ethically justify a randomized trial [41] , and analogous analytical objectivity is required to make unbiased inferences. That is, the data analysis plan should respect the uncertainty within the scientific community, and the analyst should be an advocate for the data and the scientific process, not for a particular result. Merely using a statistically unbiased estimation procedure does not establish the objectivity of the results [42] . Subjective decisions such as Type I and Type II error rates or Bayesian priors should be made before acquiring the data and reported alongside conflicts of interest.
Experimental design or analysis may reflect the sponsor's motivation [43, 44] , and most of the publications referenced here exemplify problematic behavior that reflect bias in the researchers' beliefs. This is not to say that these authors had biased intentions, rather, that it is arguably human nature to be less skeptical of anticipated findings. Nonetheless, confirmation bias (i.e., searching for the preconceived result in the face of findings to the contrary) should be avoided.
There are innumerable ways that analytical objectivity can be corrupted, including multiple tests, inaccurate computation, incomplete disclosure of data, and misinterpretation to name a few. Statisticians are not immune to the scientific biases of their close collaborators, and ideally, investigators may improve objectivity by working with an independent or blinded statistician.
Openness and transparency while nevertheless maintaining research participant privacy
They [scientists] have held free and open communication to be the most important requirement for their work. Sissela Bok [45] All relevant data [C.5] and analyses [E.4] must be presented so that readers and reviewers may fairly evaluate the quality of the analysis. Openness facilitates the detection of data dredging and other potential biases [28, 29] , thereby mitigating their negative impacts. The disclosed details of the analysis should be sufficient to allow reproduction. In a recent effort to improve openness and reproducibility, journals such as Annals of Internal Medicine now encourage the sharing of both data and statistical code [46] . The concept of reproducibility is further discussed with respect to the accuracy principle in Section 3.6.
The VIGOR (Vioxx Gastrointestinal Outcomes Research) study of rofecoxib [47] is an example of a failure of openness and disclosure [48] in reporting cardiovascular events [49] that suggested harmful side effects. The authors of the original study failed to report the total number of cardiovascular events, provoking an 'expression of concern' from the journal [50] .
Verification of assumptions [C.2, C.8]
The man of science has learned to believe in justification, not by faith, but by verification. Thomas H. Huxley [51] Statistical assumptions should be verified. Almost every statistical method has verifiable assumptions such as the additivity of effects and Gaussian distributions, and violation of these assumptions could invalidate the results. It is common for readers of research articles to take the verification of assumptions for granted, but verification is often not reported [25] . Nevertheless, it requires substantially more expertise to test statistical assumptions than it does to implement a statistical method [52] , and unsubstantiated or unrealistic statistical assumptions are often a source of erroneous results [53] [54] [55] [56] .
Accuracy of the primary data and computation is critical [C.6, C.14]
Science is simply common sense at its best that is, rigidly accurate in observation, and merciless to fallacy in logic. Thomas H. Huxley [57] The fabrication or improper imputation of data [C.7] is clearly unethical practice, but so too are errors of neglect. The use of spreadsheets to collect, manage, and analyze data with no audit trail is quite common among inexpert researchers. Statistical procedures performed with spreadsheets developed for accounting purposes are notoriously inaccurate compared with dedicated statistical software [58] . A recent clinical genomics study had a data manipulation error in MICROSOFT EXCEL (Microsoft, Seattle, WA) [9] that led to the mislabeling of many genes, which in turn made the published interpretation of the results questionable [59] .
Computational accuracy refers to the numerical precision of statistics computed from a dataset. Whereas simple statistical procedures such as a t-test will likely be performed accurately, more computationally intensive techniques such as high-dimensional integration or Bayesian Monte Carlo analyses may require expert diligence [60, 61] .
Reproducibility of each step of computation from the raw data to the published results [62] is an important component of computational accuracy. Reproducible analysis can have a striking impact on the quality of science in many fields that rely upon statistical analyses [63] . Given the original data and the programs, another researcher should get the exact same result as in the publication. This approach has two advantages. First, automation removes a degree of human error especially if, for any reason, the analysis must be repeated. Second, the programs provide an open and transparent record, reinforcing the discussion in Section 3.4. The concept of analytical reproducibility may not be apparent to trainees when prominent research training texts contain antiquated statistical tables that are relatively clumsy and error prone, but reproducible results from computer programs are becoming the standard for professional biostatisticians [62] . Reproducibility requires programming skills, reinforcing the need for the multidisciplinary expertise mentioned in Section 2.1.
Appropriate study design and sample size [D.2]
The importance of this [design] stage cannot be overemphasized since no amount of clever analysis later will be able to compensate for major design flaws. Doug Altman [64] Sample size estimation should be used to minimize the risk to study subjects while maintaining scientific value, and data monitoring plans should be employed to protect participants throughout the course of the study. The need for power calculations is seen in point #2 of the Nuremberg Code: 'The experiment should be such as to yield fruitful results for the good of society' [36] . Underpowered studies are not likely to yield results with practical translational value; they put subjects at unnecessary risk and waste resources. Likewise, studies that have too many subjects incur unnecessary risk and are also wasteful.
There is more to good study design than the determination of sample size. Ransohoff [26] points out that translational studies have been prone to biased designs for identifying molecular markers for cancer. Many such biases have resulted from observational study designs in which the cases and controls differ by more than their disease status. For example, the case samples might have been stored for years whereas the control samples were not. Any systematic differences between the groups may not be attributed solely to cancer, and such non-biological, systematic differences may easily corrupt the data to the extent that statistical adjustment cannot remove the inherent bias.
Research participants should not be put at risk if the statistical evidence already produced by the study is conclusive [65] . Data monitoring plans are supported by the Nuremberg Code's point # 10: 'The scientist in charge must be prepared to terminate the experiment at any stage, if he has probable cause to believe, in the exercise of the good faith, superior skill, and careful judgment required of him, that a continuation of the experiment is likely to result in injury, disability, or death.' The TGN1412 trial is an example of a poorly executed study design [66] . The compound had never been tested in humans, but it first was administered to six healthy males who all immediately (<3 h) became seriously ill. Clearly, the implemented design should have halted the trial before six consecutive bad outcomes occurred. However, there was insufficient time allotted between dosing additional subjects to collect highly informative data.
Parsimonious model selection weighed against bias, precision, and validity
Goodness [of a model] is often defined in terms of prediction accuracy, but parsimony is another important criterion: simpler models are preferred for the sake of scientific insight into the x-y relationship. Efron et al. [67] Model selection is a critical and often difficult decision that goes beyond issues of validity. The choice between a complex model versus simple model (with few components) or an elegant model (mathematically attractive) must be justified, and complexity at the cost of interpretation or stability of estimation should be avoided [B.1, C.9]. For example, higher complexity is justified when it reduces bias or variance. However, if the sample size is too small relative to the number of parameters, then a simpler model may be preferable. A simple model is not preferable if it is invalid, biased or lacks statistical efficiency or power [E.5]. There are cases when simple models are invalid, and although the complex model is valid, the dataset has insufficient information for stable estimation. In these cases, the limitations of statistical analyses should be acknowledged.
A good example of how to balance complexity and bias is provided by Johnson et al. [68] , who estimated the effects of topiramate on alcohol dependence. Some patients did not return for visits, possibly due to relapse, resulting in missing data. The authors used a relatively simple imputation method and also had an independent statistician conduct an additional, more complex analysis. By presenting the agreement between the two models, the authors demonstrated robustness and accurate estimation. Copyright If a parameter is estimated, then its uncertainty must be considered and quantified through interpretable measures like p-values, confidence intervals, or posterior probabilities. For example, the predictive accuracy of new genomic prognostic models is often reported with invalid confidence intervals [70] . The study by Conrads et al. [38] mentioned in an earlier paragraph did not provide confidence intervals alongside its claims of 100% sensitivity and 100% specificity, resulting in a positively biased estimate that defies proper interpretation.
The multiplicity of hypotheses underlies many issues in reporting and interpreting analyses [71] , and this challenge is increasingly difficult and frequent with genomic studies [72] . Multiple tests (e.g., many variables or many groups compared) must be correctly described and adjusted for in presenting evidence [73] ; otherwise, the analysis is biased towards false discovery. In the ISIS-2 randomized trial for the treatment of myocardial infarction [74] , the authors demonstrated how fallacies may arise from multiple testing in arbitrary subgroups: They found that patients born under the astrological signs of Gemini and Libra did not appear to benefit from aspirin, unlike participants born under other astrological signs.
Avoidance of misinterpretation
When distant and unfamiliar and complex things are communicated to great masses of people, the truth suffers a considerable and often a radical distortion. The complex is made over into the simple, the hypothetical into the dogmatic. Walter Lippman [75] Claims not supported by the strength of evidence or unreasonable extrapolations are potentially harmful. In order to be scientifically valid, the results of a statistical method need proper interpretation [C.12, C.15]. For example, an article in Nature [76] reported that women will overtake men in the 100-m sprint based upon a dubious linear extrapolation [77] . Whenever possible, association should be distinguished from causation [A.5] [73] . The important feature of interpretation is that it occurs after the quantitative analyses, and interpretation is performed by not only a statistician but also by collaborating scientists, reviewers, practitioners, and journalists. Each individual who constructs an interpretation of the statistical results has a responsibility to fellow researchers, patients, and the public to be precise, measured, and correct.
A recent study of published randomized controlled trials [8] found that researchers used various 'spin strategies' in interpreting the data when the primary efficacy outcome yielded results that were not statistically significant. The biased reporting took various forms: (1) focusing on significant results for subgroups or secondary endpoints; (2) claiming equivalence of therapies without establishing statistical equivalence; and (3) focusing on effectiveness of therapies instead of the failed attempt at demonstrating comparative superiority.
Conclusion
The ethics of biomedical research extends beyond the treatment of research subjects as discoveries are 'translated' into practice that affects millions of patients. Statistical analyses play a pivotal gatekeeper role, tipping the scales of evidence away from equipoise, but analyses are vulnerable to negligent or intentionally substandard practice. Through our list of principles, we aim to raise awareness of analytical challenges faced by clinical and translational researchers, and to demonstrate the ethical imperative to incorporate statistical expertise in data analysis. The inclusion of essential statistical ethics in the knowledge base of researchers should enhance their statistical skills and the ultimate value of their work.
