Recently, the need of monitoring parking places, airports, and harbours has increased. Microwaves, infrared based techniques, vision, or acoustics are the key techniques but each of them requires a specific kind of postprocessing. Far field target localization methods based on Angle Of Arrival (AOA) often neglect the possibility of erroneous angle observations. Three different methods for increasing the accuracy of cross fixing based localization are compared. Average of the AOAs is easily corrupted by outliers, "m out of k"-selection of AOAs suffers from loss of data. Signal energy based target location circle is used to validate the cross fixing result, thus improving reliability. The energies of averaged target signals from two arrays are used to calculate a circle on which the target resides. Distance from the cross fixed location to the circle is used to validate the location. Experiments are carried out with simulated and real data.
INTRODUCTION
Localization of an active sound source has been under a lot of research during the past decades. The objective is to locate and possibly track an active sound source with a set of sensors combined as arrays. With the help of automatic positioning we can reduce the need for human operators in surveillance tasks or in hazardous environments. Acoustic methods can also be applied in environments with poor visibility. Foggy weather conditions or dusty terrains do not severely degrade sound propagation and localization can be performed.
In hyperbolic locationing systems the time difference of arrival (TDOA) information is used to calculate range differences (RD) from a pair of sensor signals. Each RD defines a hyperbola on which the target may reside. The target is positioned at the intersection of the hyperbolas, but finding the intersection is a nonlinear problem. Hyperboloid methods 1234 essentially measure curvature of the target generated wavefront, and thus are more applicable in scenarios where the target resides near the receiving array and the curvature is evident.
Intersecting different AOA measurements from two or more points, i.e. cross fixing 56 , assumes a planar wavefront within one array. The assumption in this model is that the sensors within one array are closely spaced and far away from the source, so that the wavefront is effectively planar. Two spatially separated arrays are sufficient to give a position estimate, but leave a blind area in the direction of the connecting line. The angle information contains errors that decrease the accuracy of the cross fixing leading to erroneous location. Therefore it is important to increase the usefulness of the observed angles. In addition post-processing of the angles may be applied to decrease the positioning error or to smoothen the perceived angle-only data 7 .
A different method for localizing is based on signal energy 8 . In a free-field the sound intensity is attenuated proportionally to the square range of the measurement point. With two spatially separated measurements we can calculate a circle on which the target resides based on the attenuation of the signal energy. This method can be used in target localization by itself, if data from three or more measurement points is used. This method is attractive because it can measure the range of targets from the line connecting measurement points. When the target is near this line, cross fixing is highly sensitive to measurement errors. Because of this sensitivity 6 , energy based method is used to post-process the localization results.
In this paper we compare three known methods for improving the localization result. A basic statistical method used when assuming Gaussian noise is the sample mean. The sample mean estimate is, however, corrupted by outliers in the angle data. A moving target can also generate fast changes to the AOA, which the mean rounds. Median filter has been used by Wu and Chang 9 for radar angle tracking preprocessing because it can suppress "spike-like" noise. Besides from measurement noise, spikes in the AOA can be due to target motion, passing target or in radar applications from irregular wave refraction.
In section 2 we will take a closer look to target localization based on cross fixing and signal energy. In our case the target emits acoustic energy, but the post-processing methods apply for any form of energy if it behaves according to the models assumed. Simulations in section 3 are carried out by generating the measurement signals from the position data of the target. Additive independent identically distributed (i.i.d.) Gaussian noise is added to signal to achieve a specified SNR. Noise is also added to the AOA estimator to have variation in the angles. The real data experiments are presented in section 4, where the target signal is noise from a speaker.
TARGET LOCALIZATION
Cross fixing based target localization can be divided into two steps. First we must determine the angle of the source to the array. In the TDOA systems, this is done by first acquiring the TDOA information and then calculating the resulting angle. With beamformers one must find the angle which produces an energy maxima of at the array output. Both methods assume that the source emitted wavefront is planar. After the angle information is available from two measurement points, we must find the intersection of these directional lines. In two dimensional space (no elevation angle included) the lines always intersect when not parallel. In the three dimensional case the directional vectors rarely intersect, because of noise in the measurements. We have used the middle point of the shortest connecting line between the two directional vectors as the target location. If more than two arrays are available the problem is shifted more to the data fusion side, with clustering and different localization schemes to choose from. The two directional vectors can be represented in parametric form with directions
where AOAs are marked with directional vectors u and v with the sensor offset marked with vectors p 0 and q 0 (figure 1). w(s,t) = P(s) -Q(s) is defined as a vector between the directional lines. By finding the shortest possible vector w c (s c ,t c ) we can locate the target into the middle point of this vector. If and only if the lines P(s) and Q(t) aren't parallel, there exists one connecting vector w which is perpendicular to both lines. By finding the parameters of this criterion s c ,t c we can write:
when the denominator is not zero. The sound source location r s can now be defined as the middle point of the connecting vector w c :
It is clear that the cross fixing method is not able to range targets that reside on the connecting line of the arrays when the directional vectors line up. When noise is present this effects the angles near the connecting line and renders the localization results unstable 6 . Angle instability due to reverberation or other sound sources can also degrade localization results from one target if the angles point to a different target or have a large variance. If the AOA information is calculated independently for each data window, it is possible for the angle to vary freely between successive data windows. If the target is stationary or slowly moving, it can be assumed that it is effectively stationary in a small set of consecutive angle measurements.
When the target is moving fast near the sensors the angular velocity becomes significant. It is necessary to take into account the time difference of the two measurement points, because the angle information of the two arrays is not necessary from the same target location in simultaneously recorded data windows. In this paper we are more interested in targets having a relatively slow angular velocity. In surveillance systems of large areas such as harbours or parking places, it is more interesting to localize a distant and possibly approaching vessel than a near target.
Energy based localization
One source characteristics is the sound power level, which is defined as the surface integral of sound intensity. This measurement can be approximated with a target located in a free-field, which includes the inverse square law for sound intensity and distance from the source. Li et al.
8 used a method for localization which is energybased and assumes an isotropic exponential attenuation for the target energy. The algorithm calculates ratios between energy readings at different sensors. Each ratio defines a sphere or a circle in a 2D case on which the target may reside. The attenuation exponent is assumed to be known or estimated via experiments. The term circle will be used here, but there is no actual restrictions on the dimensions. This method is used to calculate a target circle, and compare its distance to the cross fixing result. The algorithm is based on the one proposed by Li et al. Let us note the attenuation exponent with α. The energy reading from measurement point i at time t is marked as y i (t). The two measurement points are noted as A and B.
The energy in point i is dependent of the distance to target r i , which depends on the parameter α:
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The ratio of the energies is then defined as k :
When only the ratio k is known and the location of measurement points A and B, the target circle can be calculated. Vector r A is defined from A towards the point B
and a vector from B towards A as
Variable h denotes the known ratio between the two circles. We have to find an intersection for A and B centered circles with the radii r A and r B . Based on Eq. 6:
and the radius for the A centered circle is
The circles can intersect twice. For the outer A centered circle intersection, the following is true: r A = (B−A)h = ch and r B = (B − A) + r A = c(1 + h). Again based on Eq. 6:
leads to
We can calculate the center of the circle to the middle of the diameter vector
and the radius
We are now left to determine how this information can be used to improve the localization result obtained via cross fixing. A simple solution is to calculate the distance between the energy circle and the cross fixed point. This leaves an extra parameter to be dealt with, which can be avoided if we simply project the result of the cross fixing on to the energy circle. Projection point in Fig. 1 is noted as r p .
Other post-processing methods
The two other post-processing methods for acoustic localization are statistical methods. Mean of angles and non-linear selection method "m out of k" of angles do not add information to the resulting angle like the energy circle method to the location. The mean of AOA was calculated by projecting angles on a unit circle onto a plane and taking the average of dimensional coordinates. The result was projected back on the unit circle, and used as the mean value. The non-linear selection method was chosen to be a m median values, calculated in successive windows of length k with m overlapping samples. After choosing a median value from the window, the value was removed to avoid getting the same value m times. A median filter property 10 which states that a value y of a set S N of N samples {x (1) , x(2) , ..., x(N )} minimizes the sum of absolute differences N i=i |x(i) − y| was used. For this operation a cyclic subtraction can be defined as having the smallest angle between two points on a unit circle, and the halfway has to be agreed on. • to 86
• with a resolution of 3
• , see Fig. 1 . The base length is 50 times the microphone distance in the arrays.
SIMULATIONS
Simulations were carried out to compare the three post-processing methods. A single point-like sound source emitted white noise in free field as described in 11 . The acoustic data was ray traced to the eight microphones of two spatially separated arrays. The arrays consisted of four microphones and were shaped like tetrahedrons. The array distance (base length) was 50 times the microphone distance, and the speed of sound was 343 m s . The AOA estimator was chosen to be a robust least squares method 12 , which uses cross correlation based time differences between sensor signals. The signal energy and the AOA estimate were calculated from the same window of data. In these simulations a sampling rate of 48000 Hz was used and a window length of 8192 samples, to get a suitable ammount of estimates per second for the post-processing. The lower bound is set by the distance of the arrays, which induces a time difference between windows of different arrays.
Different SNR levels were used in the simulations by adding uncorrelated Gaussian noise to sensor signals. The AOA method can have a good performance with signals having a negative SNR because it is still possible to obtain time differences between sensor signals. However, the signal energy ratio is corrupted by the powerful noise so it is not meaningful to compare the performance purely with poor SNR signals.
The interest in this paper is to apply post-processing to the AOA in order to gain better localization results. When comparing methods that use orthogonal information it can be difficult to find an objective criterion for the simulations. Adding noise to the amplitude information corrupts the signal energy model and adding phase noise to the signal corrupts the time difference based AOA results.
Since the behaviour of the AOA estimate is not of interest here, we added i.i.d Gaussian noise to the estimate so that the angle variance in the simulations was of the same magnitude as in real data results from a 30 s • with the range of 4 times the base length from array p0, see Fig. 1 . The histogram is a result of cross fixing distances after mean filtering of angular data. The distance of mean filtered angles has a much larger distribution than that of the energy method's (Fig. 4) even when the RMS error is of the same magnitude.
recording with no pre-or post-processing. A subwoofer speaker emitting pink noise at a distance of 1.252 times the cross fixing base length was used to determine the variance of the angles in the simulations. The speaker was a dominant sound source, and the AOA contained no large error spikes. The variation in the AOA estimate will decrease the ranging ability of the cross fixing. In the simulations we also used source angles that are poorly suitable for cross fixing. This will bring out the characteristics of the energy method with different cross fixing resolutions. Note that the noise added to the sensors was not attenuated like the propagated source signal from the source, therefore the sensor signals don't have an exactly same SNR.
Since the attenuation exponent α in Eq. (6) is assumed to be known or estimated via experiments, the free-field assumption of sound pressure attenuation was used, and the energy was calculated from the sound pressure values. Effect of the environment on the signal is modeled via the additive noise. Average energy of the array microphone signals was used for the energy ratio calculations.
In the simulations a stationary target was located in the first quadrant viewed from the sensor array at point p 0 in Fig. 1 . The range and azimuth values are relative to this point. Other quadrants behave symmetrically, if the AOA estimator is omnidirectional and the reference array is chosen correspondingly. We simulated 30 s of data per source location thus giving us 175 estimates for each location, which were chosen to bring out the characteristics of different methods. The target was located at angles of 47
• to 86 • in 3
• steps at the range 4 times base length. Angle increases clockwise and 0
• was fixed to be upwards in Fig. 1 . The sound source had no elevation, although the target was localized in 3D space. Root mean square error of the observed distance to the real distance from the sensor array at p 0 was used as an error criterion. The unit of RMS is the microphone distance in the arrays. The angle variance simulations were repeated to each source location estimate 20 times. A completely stationary source was not assumed, so a fixed length of 5 angles (0.85 s) was used in the mean and "m out of k" filters, and k chosen as 3.
The methods combined have a large number of parameters and therefore the results are more qualitative than absolute. The simulation results can be divided into four groups. With two almost orthogonal methods, the energy based and the cross fixing, there exists different areas where each of them bring more information than noise into the estimate.
In the first case both estimates produce correct information, and this decreases the mean RMS error of the distance. In this situation a small enough angular variance and a sufficient SNR are required. Figure 2 shows the mean RMS error of the estimates with a SNR level of 12 dB. The energy based estimator achieves the non-processed result as the angle increases. The localization errors of mean and "m out of k" filtering are also represented. Energy based estimator achieves a lower RMS error than mean in angles above 62
• and the mean contains less error than the non-linear selection. The lowest line represents a hybrid estimator, where the results from the best filter (mean) are projected on to the energy circle. The energy based method can be therefore used to post-process the localization results of the angular filters.
A good SNR and poor localization results are present in the second case. The cross fixing results can be erroneous because the target is too far away for the current angle variance, or the target is located too near the connecting line. In these cases the perceived target location varies from the array to distances greater than the source. The error sensitivity near the connecting line is a mathematical error of cross fixing with two arrays, and angular filtering isn't sufficient to remove it. It can be seen from Fig. 2 that the energy based estimator weakens near the 90
• angle, even though it should attain good quality energy ratios in this area. Because the method is only a post-processing method, it is not able to correct completely false values. False cross fixing results are projected towards the nearest point of the energy circle, which is not necessary the target location. This effect can be seen from histograms in Figs. 4 and 5. This also explains the large increase in the mean RMS error of the energy method, because distant points from the true location contribute severely to the error. It is clearly seen that the energy based estimate is more useful than the best result achieved with angular filtering.
The third case is a signal having a poor SNR for the energy method and a good quality for cross fixing. There exists a limit where the energy method can bring more information than noise into to the estimate. In Fig. 3 the energy estimate is the weakest post-processing method in terms of RMS error. The energy ratio circle not being accurate enough biases the results.
In the last case the cross fixing results and the SNR are weak. As noted earlier the energy method is only suitable for post-processing the results with two measurement points, so none of the post-processing methods produce good results in this area.
REAL-DATA EXPERIMENTS
Outdoor measurements were conducted to compare results of the post-processing filtering. The experiments were conducted in winter conditions in a large open area resembling a parking area. There were no trees or obstacles around the two tetrahedron shaped arrays, which were located 75 times the array's microphone distance apart. A stationary sound source was used to emit 30 s of white noise at the distance of 1.252 times the base length at 36.4
• . Distance histograms of the energy based method and the best angular filter in this case (mean) are presented in Figs. 6 and 7 respectively. The same filtering and data parameter values were used as in simulations. The distribution of the mean filtered results is better than those of the energy based. This can be due to different SNR levels in used measurement devices. The effect of the unknown attenuation exponent can also deteriorate the performance. The target angle is not near the connecting line of the arrays, so the energy method is not at the best area of performance. Because the energy method produces near correct results at such a low angle, it would be reasonable to assume that the error would decrease towards angles closer to connecting line and possibly outperform the angular filtering results.
DISCUSSION
The absolute results of comparison varies with the assumed parameter values. We studied a case on which we have real measurements. This however does not affect the behaviour of the methods. In fact the AOA calculation method could be a beamformer or any other directional estimator, and the results would still be of the same general form. We are not interested in the actual performance of the AOA estimator, but the effect of the angle accuracy on localization in different SNR conditions. Increasing the distance adds the effective variance of the angle, and the behaviour of the methods remain the same. In the simulations we noted that the hybrid estimator, attained via combining the angle post-processing and energy method, achieved the smallest RMS error in favorable SNR conditions. This feature requires further studies.
The effect of target movement was not studied. The energy method did not use any information between successive windows and therefore doesn't restrict the generalization like the other post-processing methods. Moving target scenarios are better suitable for filters which also take the movement into account, such as Kalman filter and its modifications.
The size of the base length can restrict the energy ratio calculations, as the angle increases. This is due to sound propagation delays, which causes the energy ratios to be from different source times.
CONCLUSION
In this paper we compared three different post-processing methods for acoustic localization obtained via cross fixing. Mean and non-linear "m out of k" selection were chosen as statistical methods for angular filtering. The third method was based on target emitted energy. This method uses orthogonal information and has a different area of optimal performance. Basic characteristic features of the methods were studied in different SNR conditions with different source angles. Results show that when a good enough SNR is obtained, the energy method will outperform other post-processors when the angle is near the connecting line.
