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Tra le molteplici attività che una rete di sensori può trovarsi a dover affrontare 
spicca sicuramente, come complessità del problema fronteggiato, la Target 
Detection. Con questo termine si indica un ampio settore, ancora in sviluppo, nel 
quale si studiano le modalità con cui è possibile effettuare una rilevazione della 
presenza, ed in alcuni casi della posizione, di un oggetto, che viene definito 
Target, in un’area monitorata da una rete di sensori, disposti in modo opportuno 
all’interno dell’area stessa. 
La complessità del problema viene ulteriormente incrementata dal fatto che una 
parte dei sensori facenti parte la rete può essere stata manipolata in modo 
malizioso da un avversario, in modo da assumere un comportamento disorientante 
per l’intero sistema. Per gestire al meglio questa situazione, sono stati proposti in 
letteratura molti algoritmi che cercano di annullare, o quantomeno limitare gli 
effetti negativi dei nodi maliziosi. Tuttavia, risulta cruciale il numero di sensori 
compromessi, che, se presenti in numero elevato, possono rendere nulla l’efficacia 
di questi algoritmi. 
Risulta quindi molto importante avere uno strumento che permetta di 
comprendere lo stato di affidabilità della rete. 
L’obiettivo di questa tesi è lo sviluppo e la progettazione di un sistema di 
calibrazione per una wireless sensor network. Più in particolare, si è cercato di 
considerare gli aspetti relativi alla sicurezza, in modo che sia possibile 
identificare, con una certo grado di decisione, una rete inaffidabile. Vedremo in 
seguito cosa significa avere una rete inaffidabile, e quali sono i parametri che 
permettono di identificarla univocamente. 
Gli argomenti trattati sono organizzati come segue. 
Nel capitolo 1 viene presentata una introduzione al problema di Target Detection, 
analizzando gli aspetti più importanti di questa problematica. 
Il capitolo 2 tratta il problema dei Generali Bizantini, che affligge in modo 
particolare gli algoritmi di Target Detection, e le soluzioni proposte per limitarne 
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gli effetti negativi. Tali soluzioni sono relative ai casi Signed Messages ed Oral 
Messages, ovvero scambio, tra le entità del sistema, di messaggi con e senza firma 
digitale. Per quest’ultimo caso, indubbiamente più complesso del primo da 
trattare, viene anche presentata una dimostrazione tramite la quale viene 
giustificata la relazione di disuguaglianza che limita la validità dell’ algoritmo 
risolutivo proposto.  
Il capitolo 3 illustra, nella prima parte, Value Fusion e Decision Fusion, gli 
algoritmi di rilevamento che sono stati studiati più da vicino, considerati lo stato 
dell’arte in ambito di rilevazione per reti di sensori. 
Nella seconda parte invece viene presentata l’analisi eseguita al fine di 
comprovare l’efficienza delle due metodologie proposte in condizioni operative 
avverse. Nella fattispecie, verranno analizzati due modelli di comportamento 
malizioso. 
 
Nel capitolo 4 vengono presentati TinyOs, il sistema operativo in uso per i 
sensori, Tossim, il simulatore tramite il quale sono stati eseguiti i tests e NesC, il 
linguaggio di programmazione, nato come estensione di C, che viene utilizzato 
per implementare le applicazioni in esecuzione sui nodi. 
Infine viene introdotto Tython, linguaggio utilizzato per la realizzazione degli 
script, realizzati allo scopo di rappresentare eventi dinamici nella simulazione, 
come lo spostamento nello spazio oppure la misurazione di valori, variabili nel 
tempo, da parte dei sensori. 
Successivamente viene analizzato da vicino l’algoritmo di calibrazione, 
spiegandone l’idea di base, come è stato implementato e la relativa suddivisione 
in componenti. 
Infine, nel capitolo 5, viene presentata l’analisi effettuata per determinare, in 
modo perlomeno qualitativo, un intervallo di valori per λ , un parametro di 
progetto  la cui entità quantitativa risulta determinante per il corretto 
funzionamento della calibrazione. A titolo esemplificativo, sono stati studiati vari 
modelli di comportamento irregolare. non dettato da malfunzionamenti, da parte 
dei sensori, allo scopo di conferire un’identità quantitativa al parametro stesso nei 













1.1 La Wireless Sensor Network 
 
 
Recenti sviluppi nelle ricerche in ambito hardware e software hanno reso 
possibile la nascita di sensor networks in grado di monitorare un particolare 
ambiente, misurare valori prelevati dall’ambiente stesso, elaborare i risultati 
ottenuti e quindi prendere decisioni basate sulle osservazioni eseguite. Questo, 
unitamente alla nascita di tecnologie quali Bluetooth [1] o lo standard IEEE 
802.11 [2], ha permesso la comunicazione wireless tra i sensori, permettendo una 
maggiore elasticità nella disposizione degli stessi. La sinergia di queste tecnologie 
ha consentito il fiorire di tutta una serie di applicazioni. Le wireless sensor 
networks possono quindi essere impiegate per rilevare, localizzare e classificare 
alcuni eventi specifici; monitorare lo stato dell’inquinamento atmosferico, 
osservare le condizioni del traffico e sorvegliare aree di interesse sono solo alcuni 
esempi di ciò che è possibile realizzare. 
Una wireless sensor network è costituita da più nodi sensori, i quali hanno il 
compito di effettuare misurazioni su uno o più fenomeni ambientali, elaborare le 
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informazioni così ottenute e quindi raggiungere un risultato in base a tali 
elaborazioni. Il singolo nodo costituente la rete normalmente possiede una esigua 
capacità di memoria ed una limitata capacità di calcolo, principalmente per 
mantenere bassi i costi di produzione e assecondare l’autonomia energetica a 
disposizione, che deve essere gestita in modo oculato. Ognuno di essi inoltre è 
dotato di uno o più sensori, tipicamente deputato alla misurazione di varie 
grandezze fisiche, come la temperatura, l’intensità luminosa, ed altri. In ogni nodo  
sono caricati, prima del posizionamento, un sistema operativo e l’applicazione che 
determinerà il comportamento del nodo stesso. 
I nodi1 tipicamente vengono disposti uniformemente in una regione, in modo che 
possano effettuare misurazioni relative all’ambiente osservato, e collaborare per 
produrre un risultato che rifletta lo stato dell’area in cui sono collocati. Questa 
collaborazione comporta, oltre ad una elaborazione locale dei dati acquisiti, anche 
una comunicazione inter-nodo (ad hoc, quindi senza infrastruttura) allo scopo di 
fondere le informazioni acquisite localmente. La comunicazione avviene via 
radio, ma, a causa dei problemi di consumo energetico, che deve essere ridotto il 
più possibile, la portata del segnale trasmesso risulta piuttosto limitata. 
Conseguentemente, sono necessarie comunicazioni multi-hop, che rendono 
necessario l’impiego di protocolli di routing ad hoc, in modo che possa essere 
effettuato correttamente l’inoltro dei dati trasmessi. 
Spesso i sensori vengono collocati in ambienti ostili, o comunque tali da mettere a 
rischio il corretto funzionamento dei nodi stessi. In queste condizioni, è possibile 
il malfunzionamento di una parte della rete; conseguentemente la collaborazione 
dei vari nodi deve essere progettata in modo da prevedere la possibilità che alcuni 
valori misurati non siano coerenti con la condizione effettivamente presente 
nell’area, oppure manchino completamente. Un altro limite congenito di reti 
composte da sensori autonomi è identificabile nella limitata capacità della riserva 
energetica dei vari nodi, che obbliga ad una pianificazione attenta delle 
comunicazioni, che devono ridursi al minimo indispensabile, oltre a comportare 
una limitata capacità di calcolo dei nodi stessi. Tutto questo rende altamente 
consigliabili alcune scelte progettuali, come la distribuzione uniforme delle 
                                                 
1
 Il “nodo” indica comunemente un singolo sensore facente parte di una rete di più elementi. 
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operazioni da eseguire su tutti i nodi, evitando di assegnare computazioni troppo 
complesse ad un solo mote2, e fault tolerance, ovvero progettare la distribuzione 
dei compiti per i vari nodi tenendo conto della possibilità che uno o più di questi 
possa avere un comportamento difettoso o possa addirittura smettere di 
funzionare. 
 
1.1.1 Applicazioni delle reti di sensori 
 








Nelle applicazioni ambientali si possono considerare due sotto-categorie: 
monitoraggio dell’habitat e quello di struttura. Il monitoraggio dell’habitat può 
essere eseguito in modo più efficiente rispetto alle metodologie tradizionali grazie 
alla capacità delle reti di sensori di adattarsi all’ambiente ed essere poco invasive. 
Quest’ ultima caratteristica in particolare consente un’osservazione delle zone di 
interesse senza perturbare le grandezze di interesse. L’impiego di un gran numero 
di sensori inoltre consente  una misurazione più accurata, e le ridotte dimensioni 
del singolo sensore permette l’impiego anche in zone poco raggiungibili 
dall’uomo.  Tra le applicazioni in questo campo possiamo annoverare la 
prevenzione di incendi, l’agricoltura di precisione, lo studio di specie animali ed il 
controllo dell’inquinamento.  
Il monitoraggio di struttura consiste nella rilevazione e localizzazione di 
cedimenti strutturali o danni in strutture quali ponti, aerei, navi attraverso la 
misurazione della risposta della struttura alle sollecitazioni ambientali, siano esse 
naturali od artificiali. 
                                                 
2
 “mote”, “granello” in inglese, indica un singolo sensore all’ interno della rete. 
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Tra le applicazioni mediche possiamo trovare il monitoraggio dei parametri vitali 
di pazienti, siano essi in casa o nella struttura ospedaliera, andando a sostituire le 
ingombranti apparecchiature utilizzate convenzionalmente. Tali misurazioni 
possono essere conservate in un archivio personale e confrontate in modo da 
consentire un rapido intervento del personale medico in caso di necessità. Le 
applicazioni domotiche consistono nell’integrazione dei sensori negli 
elettrodomestici, in modo che quest’ultimi possano essere controllati e monitorati 
anche da remoto. 
Tra le applicazioni commerciali possono essere segnalati il rilevamento della 
posizione e dello spostamento degli autoveicoli, il controllo del traffico, ed altri 
servizi di localizzazione. 
In ambito militare, le reti di sensori possono essere utili per operazioni di 
sorveglianza, ad esempio di armi e munizioni, e, sul campo di battaglia, per 
rilevare il tipo degli attacchi nemici e monitorare l’andamento del conflitto.  
 
 
1.1.2 Comunicazioni nelle reti di sensori 
 
Come già detto, i nodi sensori comunicano fra loro generalmente via radio in 
modalità ad hoc, quindi senza nodo centrale che funga da infrastruttura. 
Poiché è necessario mantenere un consumo energetico ridotto, a causa dei già 
citati limiti, la potenza del segnale trasmesso risulta piuttosto bassa, di fatto 
riducendo in modo significativo la portata della trasmissione; questo comporta che 
ogni nodo può comunicare al più con pochi nodi collocati nelle immediate 
vicinanze del mote trasmittente. Questo di fatto costituisce un problema, se 
l’informazione trasmessa deve raggiungere nodi anche molto distanti dal 
trasmittente. Per questo motivo deve essere preso in considerazione lo sviluppo e 
l’uso di comunicazioni multi-hop, ovvero modalità di inoltro dei messaggi che 
prevedono la necessità di trasmettere il messaggio sfruttando i nodi adiacenti, che 
possono ripetere ciò che hanno ricevuto ed inoltrarlo a loro volta ai loro vicini. 
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Questo tipo di comunicazione richiede l’impiego di un protocollo di routing ad 
hoc, che sia in grado di rendere noto ad ogni nodo sensore il vicino a cui inoltrare 
il messaggio per il quale esso stesso non sia il destinatario finale. 
I protocolli di routing utilizzati dalle reti di sensori sono classificabili in tre 
categorie, ognuna utilizzata in un differente ambito applicativo: tree-based 
collection, intra-network routing e dissemination. 
Il tree-based routing, prevede l’invio di un flusso di informazioni dai nodi sensori 
ad un unico destinatario, il nodo sink. Il percorso fatto dai messaggi quindi forma 
un albero, di cui il nodo sink è la radice. Questa tipologia di routing many-to-one 
(molti ad uno) viene impiegata principalmente in applicazioni di habitat 
monitoring, perché consente l’invio di tutte le misurazioni effettuate alla base 
station, in modo che siano subito disponibili all’utilizzatore. 
Mediante l’ intra-network routing, la comunicazione può avvenire tra due 
qualunque nodi della rete, come solitamente avviene per le reti fisse. Questo tipo 
di instradamento, a fronte di possibilità di comunicazione estremamente versatili, 
necessita di una sensibile occupazione di memoria, dal momento che ogni nodo 
deve tenere traccia di una forwarding table (anche se non è l’unica possibilità, 
come vedremo più avanti), ovvero di una tabella di inoltro che gli consenta di far 
proseguire il messaggio ricevuto verso il prossimo hop per il raggiungimento della 
destinazione finale; a questo si aggiunge un deciso aumento di traffico in entrata 
ed uscita, sicuramente superiore al tree-based routing. 
Le applicazioni che utilizzano questo tipo di instradamento non sono molto 
comuni nelle reti di sensori, solitamente sono relative alla localizzazione e 
tracciamento di nodi mobili. 
La Dissemination potremmo definirla il duale  di tree-based routing, rispondendo 
ad un paradigma di comunicazione di tipo one-to-many. Con essa è infatti 
possibile propagare una stessa informazione ad intere parti di rete, solitamente 
attraverso un broadcasting del messaggio trasmesso. Questa tipologia di 
comunicazione può essere utile per comunicare nuovi parametri di 
configurazione, una richiesta di informazioni oppure un nuovo programma da 
eseguire. La trasmissione può avvenire mediante flooding, ovvero trasmissione ed 
inoltro di pacchetti in broadcast, oppure mediante algoritmi epidemici, che, con 
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l’obiettivo di ridurre le trasmissioni per una più attenta gestione energetica, 
riducono le comunicazioni allo strettamente necessario.  
Una ulteriore distinzione che può essere fatta, soprattutto per l’ intra-network 
routing, riguarda le modalità con cui è possibile ottenere le informazioni sui 
percorsi verso le destinazioni: possiamo infatti distinguere il modello table-driven 
e quello demand-driven  (o source-initiated )[3]. 
I protocolli table-driven conservano le informazioni di routing in una o più 
tabelle, mantenute consistenti con la topologia della rete tramite lo scambio di 
messaggi di update. Gli appartenenti a questa categoria si differenziano per le 
modalità con cui aggiornano le forwarding tables (che può avvenire 
periodicamente oppure in conseguenza di un cambiamento topologico) e per la 
tecnica di propagazione dei pacchetti. Appartenenti a questa categoria sono 
DSDV[4] e VDP[5]. 
I protocolli source-initiated invece entrano in azione solo on demand, ovvero su 
richiesta specifica di un nodo, che necessita di inviare un messaggio ad un altro 
sensore di cui non conosce il percorso di inoltro. All’attivazione, viene eseguito il 
processo di route-discovery, che si completa quando un percorso viene 
effettivamente trovato, oppure non ne viene rilevato alcuno. Successivamente 
viene iniziato il processo di route manteinance, ovvero di mantenimento di 
percorso, che viene terminato quando la comunicazione richiesta non è più 
necessaria oppure la destinazione non è più raggiungibile. Tra i protocolli di 
questo tipo segnaliamo AODV[6] e DSR[7]. 
Confrontando le due tipologie, si può evidenziare il fatto che i protocolli table-
driven necessitano di un aggiornamento continuo per essere consistenti, e questo 
determina un aumentato traffico nella rete ed un maggior consumo energetico; 
questo non accade nei protocolli  source-initiated, visto che la ricerca di route 
viene fatta solo quando richiesto. Uno svantaggio degli algoritmi on-demand 
risiede nel tempo che il singolo nodo sensore deve attendere prima di avere a 
disposizione la route richiesta, dal momento che la procedura inizia, appunto, on-
demand. Ciò potrebbe essere evitato se le routes fossero salvate in una cache, ma 
questo comporterebbe un aumento di consumo energetico, riducendo i vantaggi di 
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questo protocollo. Questo non avviene in  table-driven poiché le tabelle sono 
sempre disponibili e quindi pronte all’uso. 
I protocolli si differenziano fra loro anche per la metrica utilizzata nella scelta del 
percorso ottimale sino al nodo richiesto: oltre alla distanza in termini di hop in 
letteratura si trovano protocolli che tengono conto durante il funzionamento del 
consumo energetico dei nodi ( power-aware routing )[8] oppure della loro 
posizione nell’ambiente ( location-based routing ). 
 
1.1.3 Sicurezza nelle reti di sensori 
 
Avere una rete di sensori sicura (ma lo stesso concetto può essere applicato anche 
ad altre tipologie di reti, non necessariamente di nodi sensori), significa 
conseguire una serie di obiettivi, od una parte di essi, qui di seguito elencati. 
 
• Confidenzialità: le informazioni non devono essere accessibili da 
non autorizzati, soprattutto se si tratta di informazioni vitali per il 
buon esito dell’applicazione; 
• Autenticazione/Integrità: deve essere possibile conoscere in modo 
non ambiguo l’identità del mittente dei messaggi ricevuti, e 
verificare che tali messaggi non sono stati modificati in alcun modo 
prima di essere ricevuti; 
• Freschezza: il nodo ricevente deve essere in grado di poter 
determinare se i dati sono nuovi oppure copie di dati ricevuti in 
precedenza; 
• Disponibilità: i servizi offerti dalla rete devono rimanere 
disponibili per tutto il tempo necessario: non devono quindi essere 
efficaci attacchi esterni del tipo denial of service; 
• Non ripudiabilità: il mittente di un messaggio non deve poter 
negare di averlo effettivamente inviato. 
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Di per sé, le reti di sensori sono intrinsecamente non sicure, poiché la totalità delle 
comunicazioni avviene in modo wireless. Un avversario infatti può intercettare e 
visionare tutti i messaggi in transito (eavesdropping), ma anche tentare attacchi 
attivi, come l’iniezione di pacchetti nel canale di comunicazione, oppure la replica 
di messaggi già trasmessi. Da questo punto di vista, gli attacchi possono essere 
distinti tra outsider attacks ed insider attacks [9]: i primi sono attacchi provenienti 
da nodi estranei alla rete, i secondi invece sono attacchi provenienti da nodi 
inizialmente fidati, che poi tentano in intaccare la sicurezza della rete stessa. 
Tipicamente, l’avversario tenta di riprogrammare un nodo interno alla rete, oppure 
estrarre da uno di essi il materiale crittografico per riutilizzarlo successivamente. 
Relativamente agli avversari, si parla di mote-class attackers e laptop-class 
attackers. Nel primo caso, l’avversario dispone di alcuni nodi sensori di 
caratteristiche paragonabili a quelle dei nodi costituenti la rete, nel secondo caso 
invece l’avversario dispone di laptop, caratterizzati da una maggior potenza di 
calcolo, oltre che da una maggior portata per le trasmissioni ed una batteria 
sicuramente più duratura. Qualunque sia la loro natura, una tipologia di attacco 
che essi possono tentare è l’attacco ai protocolli di routing. Nelle comunicazioni 
multi hop, questi protocolli sono molto importanti ai fini di una corretta 
comunicazione inter-nodo, dunque sono il primo bersaglio di un possibile 
avversario. Solitamente, l’attaccante tenta di creare dei loop, di modo che i 
pacchetti circolino in un percorso ciclico senza mai raggiungere la destinazione, 
oppure cerca di convogliare il traffico verso una particolare area della rete. 
I principali tipi di attacco sono: 
• Selective forwarding: un nodo malizioso si rifiuta di inoltrare 
alcuni pacchetti, evitando che si propaghino nella rete; 
• Sinkhole attacks: l’avversario tenta di convogliare il traffico verso 
un solo nodo della rete, passato sotto il controllo dell’ avversario 
stesso, in modo che ottenga l’assoluto controllo delle 
comunicazioni; solitamente questo viene fatto informando 
maliziosamente gli altri nodi della presenza (fittizia) di un 
collegamento di alta qualità ( diretto, o comunque molto veloce) 
verso la Base Station od il nodo sink, proprio del nodo malizioso; 
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• Sybil attack: un nodo malizioso tenta di assumere diverse identità, 
cercando di far apparire agli altri motes la presenza di più nodi 
rispetto a quelli effettivamente presenti; 
• Wormholes: uno o più nodi cooperanti ricevono pacchetti da una 
zona della rete, e li inoltrano verso un’altra zona più lontana, 
facendo credere agli altri motes di essere più vicini di quanto non 
lo siano in realtà; 
• Hello flood attack: molti protocolli di routing prevedono che un 
nodo annunci la propria presenza mediante un Hello packet, inviato 
a tutti i nodi vicini. Un avversario, posto che abbia una elevata 
potenza trasmissiva, potrebbe inviare, da un nodo distante, alcuni 
Hello packet, in modo da ingannare alcuni motes fingendosi a loro 
adiacente, e facendosi quindi inoltrare tutti i messaggi futuri; 
• Acknowledgement spoofing: se i nodi utilizzano un link-layer 
acknowledgement per verificare la presenza di collegamenti fisici, 
allora un avversario potrebbe falsificarli facendo credere che un 
link inesistente sia attivo. 
 
Alcuni di questi attacchi sono evitabili nel caso di avversari estranei alla rete 
(outsider) utilizzando tecniche crittografiche che garantiscano confidenzialità ed 
autenticazione a livello data-link, ad esempio assegnando ai nodi fidati una chiave 
di cifratura globale. Gli attacchi di tipo wormhole ed Hello flood non si possono 
contrastare in questo modo, perché basati sul replay di pacchetti provenienti da 
nodi legittimi. Le stesse considerazioni si possono fare in presenza di avversari 
interni alla rete o di nodi compromessi, in quanto la compromissione dei nodi 
implica anche la scoperta di tutte le chiavi. 
Dunque cifratura ed autenticazione possono solo ridurre gli attacchi, ma non 
eliminarli del tutto, soprattutto in presenza di nodi interni alla rete compromessi. 
Può essere quindi preso in considerazione un secondo livello di difesa, il  
rilevamento delle intrusioni (intrusion detection), in modo da rilevare la presenza 
di attacchi in corso.  
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Un sistema di rilevamento delle intrusioni (Intrusion Detection System, in seguito 
chiamato IDS) è un sistema di difesa che rileva le attività potenzialmente ostili 
nella rete e cerca di prevenire quelle che possono comprometterne la sicurezza. Il 
rilevamento viene effettuato monitorando con continuità lo stato della rete, 
evidenziando le attività anomale, ponendo una distinzione tra attacchi esterni ed 
interni, mentre la prevenzione viene effettuata con una semplice notifica 
all’utente, oppure bloccando il traffico verso una destinazione potenzialmente 
maliziosa. 
Per comprendere se un attacco è in corso, IDS osserva il comportamento dei vari 
nodi, alla ricerca di attività sospette; a seconda dei dati utilizzati per questa 
operazione IDS può essere di due tipi[10,11]: 
  
• Host based: IDS sfrutta le informazioni del singolo nodo, come ad 
esempio il file log, il traffico entrante ed uscente, la quantità ed il 
tipo di risorse utilizzate; 
• Network based: IDS analizza il traffico di rete e controlla il 
contenuto dei pacchetti; 
 
Spesso viene utilizzato anche un ibrido delle due modalità. 
Gli IDS si possono differenziare anche sulle modalità con cui il rilevamento viene 
effettuato: 
 
• Anomaly detection: inizialmente viene definito un modello di 
funzionamento corrispondente alla normale attività prevista per la 
rete in osservazione; qualunque comportamento non incluso nel 
modello viene classificato come potenzialmente pericoloso. Questa 
tipologia può difettare nella rilevazione se il comportamento 
dell’avversario non è molto intrusivo, oppure può generare false 
rilevazioni se una normale attività viene segnalata come sospetta; 
• Misuse detection: in questo caso vengono forniti diversi profili 
corrispondenti a vari modelli di attacco possibile; ognuno di questi 
identifica alcune tipologie comportamentali, che, se rilevate, 
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tradiscono la presenza dell’attacco corrispondente. 
Conseguentemente, se IDS rileva uno di questi comportamenti, 
segnala la presenza di un tentativo di violazione. Questo modello 
annulla la possibilità di avere falsi positivi, ma il database deve 
essere sempre aggiornato e completo, altrimenti  alcuni attacchi 
potrebbero non essere rilevati; 
• Specification-based detection: vengono fornite le specifiche dei 
vincoli che descrivono l’evoluzione corretta di un programma o 
protocollo e viene osservata l’attività del sistema nel rispetto di 
queste specifiche. Questa modalità consente di rilevare anche 
attacchi non conosciuti, mantenendo comunque basso il numero dei 
falsi positivi. 
 
Una volta rilevata l’intrusione, IDS può prendere diversi provvedimenti, ad 
esempio tentare la ri-negoziazione dei canali di comunicazione fra i nodi (re-
keying), riorganizzare la rete per isolare i nodi compromessi oppure notificare 
l’utente dell’attacco, in modo che egli possa prendere autonomamente delle 
decisioni in merito. 
L’implementazione di IDS risulta sicuramente più complessa per reti wireless 
rispetto alle reti fisse, a causa della mancanza di infrastruttura, non essendo 
presente nessun dispositivo che funzioni da router o gateway. 
In letteratura[11] sono state effettuate alcune proposte di soluzione a questo 
problema, che si basano sulla collaborazione attiva dei nodi presenti nella rete, 
fornendo quindi una rilevazione di intrusioni distribuita. In questo scenario, ogni 
nodo si occupa di monitorare il proprio comportamento e quello dei vicini, 
analizzando il proprio traffico in ingresso ed uscita. Se viene rilevata un’ attività 
sospetta, il nodo può agire autonomamente, oppure interrogare i vicini in modo da 






1.2 La Rilevazione di un bersaglio 
 
L’idea di base della target detection si articola nella disposizione dei sensori in 
una regione di interesse, e nel compito, per l’intera rete così costituita, di 
determinare al suo interno la presenza di uno o più target (Fig.1). 
In generale, quest’ultimi emettono varie tipologie di segnali, che ne rivelano la 
presenza; tali segnali possono essere misurati dai nodi ed i dati così acquisiti 
vengono poi impiegati per identificare  la presenza, o meno, del bersaglio. Per 
esempio, un veicolo produce un suono quando viaggia su una strada, oppure, a 
motore acceso, quando rimane in stazionamento. E’ tuttavia necessario 
considerare che l’intensità del segnale così generato decresce all’aumentare della 
distanza dalla sorgente, ed inoltre la presenza di rumore termico può alterare la 
misurazione per i vari nodi. Questo comporta che, poiché i motes sono collocati in 
posizioni diverse, essi non possono basarsi unicamente sul proprio valore 
misurato, poiché potrebbero concludere in modo diverso circa la presenza del 
target. Conseguentemente, essi devono dare atto ad una stretta collaborazione, 
scambiando i propri valori (utilizzando comunicazioni via radio) e elaborandoli 
opportunamente, in modo da conseguire coralmente una decisione globale ed 
univoca. La presenza di nodi manomessi può ostacolare questa attività ed anche 
portare la rete ad una decisione sbagliata, se la percentuale di elementi faulty3 
supera il livello di tollerabilità consentito. 
Un esempio di attacco che si ottiene mediante una manomissione di uno o più 
nodi può essere considerato il Byzantine Attack, che verrà analizzato più 
attentamente nel prossimo capitolo.  
E’ quindi chiaro che un algoritmo di Target Detection deve essere accurato, 
ovvero fornire risultati coerenti con il reale stato dell’area monitorata, appoggiarsi 
in misura minima sulle comunicazioni, a causa dei problemi già citati di energia e 
tollerante il più possibile ai comportamenti maliziosi di uno o più nodi. 
                                                 
3
 Si indica con faulty un nodo riprogrammato in modo malizioso, caratterizzato da un 
comportamento destabilizzante per la rete.  
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Figura 1:Wireless Sensor Network. 
 
 
1.2.1   Rilevazione distribuita 
 
 
In letteratura, la classica rilevazione multisensore prevede che, periodicamente,  
tutti i sensori della rete forniscano il proprio valore misurato ad una unità centrale, 
la Base Station, che poi esegue una rilevazione ottima basata su tecniche 
statistiche convenzionali[12]. Studi più recenti tuttavia hanno percorso una strada 
alternativa, focalizzata sul calcolo distribuito, per i quali viene eseguito un 
processing preliminare localmente su ogni nodo, in modo che l’unità centrale 
possa ricevere dati già parzialmente elaborati. Questo approccio decentralizzato 
ottiene prestazioni più modeste rispetto ai sistemi centralizzati, poiché la Base 
Station ottiene solo una parte delle informazioni ottenute dai nodi periferici; 
nonostante questo, l’impiego di schemi decentralizzati ha anche aspetti positivi, 
come la minore richiesta di banda per la trasmissione dei dati, e l’aumentata 
affidabilità. 
La Figura 2  mostra una rete di sensori a topologia parallela dove N sensori 
misurano un segnale iy  prodotto da un evento E[13]. Ogni sensore iS utilizza la 
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propria misurazione per generare un risultato sotto forma di variabile quantizzata 
iu ; tutti questi valori vengono raccolti ed elaborati a loro volta dal Fusion Center 
per generare un risultato univoco 0u . Le osservazioni dei sensori corrispondono 
alla presenza di un bersaglio (ipotesi 1H ) oppure alla sua assenza (ipotesi 0H ). 
L’efficacia della rilevazione è misurata dalla probabilità di falso allarme fP  e 
dalla probabilità di avere un falso negativo mP . Formalmente, potremmo dire che 
)|1( 00 HuPPf ==  e )|0( 10 HuPPm == .  
Il criterio di Neyman-Pearson può essere utilizzato per trovare regole decisionali, 
locali e globali, ottime tali che, fissata una fP  al di sotto di una certa soglia α ,  
minimizza mP . Secondo questo criterio, è possibile trovare delle soglie 
decisionali, sia per il nodo locale che per il Fusion Center, in base a rapporti di 
verosimiglianza. 
Una semplificazione al problema può essere ottenuta se si assume ad ipotesi 
l’indipendenza delle osservazioni  dei nodi sensori, e limitando il numero di livelli 
di quantizzazione utilizzati per iu . Tipicamente si utilizzano due livelli (target 
presente- target assente), tuttavia si è dimostrato che la codifica su 3 bits (ovvero 
scegliendo 8 possibili valori) fornisce la soluzione ottima[14], che consente di 
raggiungere prestazioni similari ai sistemi centralizzati.  
Il criterio di Neyman-Pearson è applicabile quando sono note a priori le  funzioni 
densità di probabilità e distribuzione di probabilità. Spesso questa condizione non 
è ottenibile e la distribuzione di probabilità stessa può essere conosciuta solo in 
modo approssimativo. Per la rilevazione di un bersaglio in un’area infatti, la 
distribuzione di probabilità dipende dal rumore, dall’energia emessa dal bersaglio 
e la sua posizione, che non sono note a priori. In questi casi, buoni risultati 
possono essere ottenuti da tecniche non parametriche. Mediante tali tecniche 
vengono fatte delle ipotesi circa le possibili forme delle funzioni di probabilità, ad 
esempio ipotizzando che la funzione densità di probabilità sia simmetrica, oppure 
che la funzione distribuzione di probabilità sia continua. Alcuni esempi di tali 
tecniche sono il sign detector e  il Wilcoxon detector[15,16]. 
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Uno degli attacchi più invasivi e difficili da contrastare eseguibili in una rete di 
sensori risulta essere il Bizantine Attack. Esso consiste nel far sì che un nodo 
sensore compromesso effettui l’invio di informazioni di per se conflittuali, ovvero 
non coerenti, a parti differenti della rete; questo problema viene chiamato in 
letteratura il Problema dei Generali Bizantini[17]. 
Per comprendere in modo più preciso la questione, immaginiamo la situazione in 
cui diverse divisioni dell’esercito bizantino, ognuna comandata da un diverso 
generale, sono stazionate al di fuori delle mura di una città nemica. I Generali 
possono comunicare fra loro solo mediante portaordini, che hanno il compito di 
raggiungere le posizioni delle altre divisioni e comunicare ai rispettivi comandi le 
decisioni prese dal proprio generale. Dopo aver osservato le mosse del nemico, 
devono decidere un comune piano di attacco, che coinvolga tutte le divisioni. 
Tuttavia alcuni generali possono essere traditori, e tentare di ostacolare i generali 
leali in modo da rendere difficile il raggiungimento dell’accordo sull’azione da 
intraprendere. 
Deve essere trovato un algoritmo che garantisca le seguenti due condizioni: 
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• Tutti i generali onesti devono accordarsi e mettere in opera lo stesso 
piano di attacco; L’algoritmo deve essere in grado di garantire questa 
condizione qualunque siano le azioni che i traditori possano intraprendere; 
• Un esiguo numero di traditori non possono far sì che vengano intraprese 
azioni sbagliate; I generali onesti non solo devono raggiungere un accordo 
comune, ma tale accordo deve essere corrispondente ad un piano 
ragionevole. 
 
Vediamo quindi come i generali arrivano ad un accordo comune. 
Ogni generale osserva il nemico, e quindi comunica le sue valutazioni agli altri. 
Indichiamo con )(iv  l’informazione comunicata dall’i-esimo generale. Ogni 
generale possiede un metodo (unico per tutti) grazie al quale è possibile elaborare 
le informazioni pervenute )1(v … )(nv , con n numero dei generali, e raggiungere 
una decisione finale. La prima condizione di cui sopra viene ottenuta grazie 
all’unicità del metodo di decisione utilizzato, la seconda condizione invece viene 
raggiunta utilizzando un metodo tollerante ad un certo numero di informazioni 
false. Ad esempio, se la decisione fosse “attacco o ritirata”, e il valore )(iv  
corrispondesse alla opinione del generale i-esimo, un risultato potrebbe essere 
ottenuto semplicemente considerando la maggioranza dei valori uguali; in questo 
modo un esiguo numero di traditori potrebbe influenzare la decisione finale solo 
se i generali leali fossero equamente divisi fra i due valori possibili, caso in cui 
però nessuna delle due iniziative potrebbe considerarsi sbagliata in modo assoluto. 
In questa situazione però, la prima condizione potrebbe essere soddisfatta solo se 
tutti i valori  )1(v … )(nv  fossero gli stessi per ogni generale, cosa non sempre 
vera, perché un traditore potrebbe inviare valori diversi a generali diversi. Perché 
tale condizione sia soddisfatta deve essere vero che: 
  
1. Ogni generale leale deve avere lo stesso insieme di valori )1(v … )(nv . 
 
La condizione 1 implica che un generale non deve necessariamente considerare 
valido )(iv , provenuto direttamente dall’ i-esimo generale, poiché quest’ultimo 
potrebbe essere un traditore, ed aver inviato valori diversi a generali diversi. 
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Questo però potrebbe indurre a considerare maliziosi anche un valore )(iv  
proveniente da un eventuale i-esimo generale leale, eventualità quest’ultima 
decisamente da evitare, per fare in modo che l’algoritmo sia robusto con pochi 
traditori. E’ quindi necessario avere la seguente condizione: 
  
2. Se l’i-esimo generale è leale, allora il valore che invia deve essere 
utilizzato  da ogni generale leale come )(iv . 
 
Alla luce di tutto questo, la condizione 1 può essere riformulata in questo modo: 
 
1. Una qualunque coppia di generali leali utilizza lo stesso valore per )(iv  
 
Le due condizioni precedenti sono relative al singolo valore inviato dall’ i-esimo 
generale, dunque possiamo ricondurci al problema di come l’i-esimo generale 
deve inviare il proprio valore; raggiungiamo così la seguente formulazione: 
 
Problema dei Generali Bizantini: un generale deve inviare il proprio ordine agli 
altri n-1 generali in modo che: 
 
IC1. Tutti i generali leali obbediscono allo stesso ordine. 
IC2. Se il generale mittente dell’ordine è leale, allora ogni altro generale leale 
obbedisce all’ordine inviato. 
 
Le condizioni IC1 e IC2 sono chiamate condizioni di Interactive Consistency. 
E’ interessante notare che se il generale mittente è leale, allora IC1 segue da IC2. 
 
 
2.2   Vincoli per la risoluzione del problema 
 
A prima vista, il problema dei Generali Bizantini non sembra troppo difficile da 
risolvere; in realtà le cose sono molto più complesse di quanto non appaia 
inizialmente.  
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Per ottenerne consapevolezza, andremo a dimostrare che, se i generali possono 
mandare solo oral messages, ovvero messaggi la cui integrità non può essere 
verificata, allora non esistono soluzioni se sono leali due terzi, o meno, del 
numero totale di generali. L’utilizzo esclusivo degli  oral messages pone come 
conseguenza la totale libertà del traditore di trasmettere messaggi diversi a 
generali diversi, oppure inoltrare messaggi dopo averli modificati in seguito alla 
ricezione. Chiaramente, il problema può essere trasferito direttamente in una rete 
di sensori, poiché,  nativamente, i messaggi in essa scambiati non sono protetti da 
nessuna firma digitale che ne certifichi l’integrità. Più in particolare possiamo 
osservare che, in presenza di tre soli elementi, non può essere trovata nessuna 
soluzione con un traditore fra i tre.  Per dimostrare questa asserzione, 
consideriamo, per semplicità, il caso in cui le decisioni possono essere unicamente 
“attacco” e “ritirata”. Consideriamo per primo il caso rappresentato in figura 3, 
nel quale il Generale in comando è leale e invia un ordine di attacco, ma il 
generale 2 è un traditore ed informa il generale 1 che ha ricevuto un ordine di 
“ritirata”. Per rispettare IC2, il generale 1 deve obbedire all’ordine di attacco, dal 
momento che il Generale in comando è leale.  
 
 
Figura 3: Il Generale 2 è malizioso ed inoltra un messaggio modificato. 
 28 
Consideriamo adesso un’altra situazione, mostrata in figura 4, nella quale il 
Generale in comando è malizioso, ed invia “attacco” al generale 1, e “ritirata” al 
generale 2. Il generale 1 non sa quale sia il traditore, dunque non può avere 
certezze circa l’identità del messaggio inviato al generale 2. Conseguentemente 
per il generale 1 i due scenari si presentano, a suo conto, nello stesso modo, e 
dovrà quindi ogni volta obbedire all’ordine di attacco.  
 
Figura 4:Il Generale in comando è malizioso. 
 
Con simili argomentazioni possiamo osservare che se il generale 2 riceve 
“ritirata” dal Generale in comando, dovrà prendere per valido quell’ordine, anche 
se il Generale 1 dovesse riportargli un’ ordine diverso. Si capisce quindi che, nello 
scenario di figura 4, i due generali eseguiranno ordini diversi (“attacco” per il 
generale 1, “ritirata” per il generale 2), violando così la prima asserzione di 
Interactive Consistency. Questo prova che non esistono soluzioni con tre elementi 
che interagiscono in presenza di un solo traditore. Questa dimostrazione è 
corretta, tuttavia non è molto rigorosa; per una prova matematicamente rigorosa si 
rimanda a [18]. 
A partire da questo importante risultato, possiamo dimostrare, anche qui in modo 
matematicamente non rigoroso, la relazione: 13 +≥ mN , con N numero totale dei 
generali, e m numero degli elementi maliziosi. In altre parole, esiste una soluzione 
al problema dei generali bizantini se N ed m possono essere rapportati alla 
relazione di cui sopra. La dimostrazione viene fatta per assurdo: supponiamo di 
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avere m3  o meno elementi, e supponiamo che per essi esista una soluzione. 
L’obiettivo è ricondurci, a partire da questa situazione, ad una soluzione con tre 
generali di cui uno traditore, che sappiamo essere irrisolvibile. Per chiarezza, 
chiamiamo gli elementi della soluzione iniziale (supposta essere vera per assurdo) 
Generali Albanesi, e quelli della soluzione ricostruita Generali Bizantini. 
Dunque, supponiamo per assurdo di essere in presenza di una soluzione per uno 
scenario con  m3  (o meno) Generali Albanesi, di cui m traditori. La soluzione con 
tre Generali può essere ottenuta facendo in modo che ognuno dei generali 
Bizantini simuli approssimativamente un terzo dei Generali Albanesi, in modo 
che ogni generale bizantino simuli al più m generali albanesi. Il Generale in 
comando bizantino simula l’equivalente albanese ed al più altri 1−m  generali 
albanesi, ed ciascuno dei due rimanenti generali bizantini simula al più m  
generali albanesi. Solo un generale bizantino può essere un traditore, ovvero, al 
più m generali albanesi possono essere equivalentemente maliziosi, secondo gli 
assegnamenti fatti poc’anzi. Perciò, l’ipotesi fatta (per assurdo) sull’esistenza di 
soluzione per il caso dei Generali Albanesi, garantisce che le asserzioni IC1 ed 
IC2 sono vere in questo caso. Tuttavia, abbiamo rapportato in equivalenza il caso 
dei Generali Albanesi al caso di tre soli Generali Bizantini, per i quali, non 
essendoci soluzione, IC1 ed IC2 non valgono, raggiungendo così un assurdo. 
Il problema dei Generali Bizantini è stato formulato per il raggiungimento dell’ 
exact agreement, ovvero di un accordo determinato univocamente per una certa 
decisione, ad esempio un particolare valore (nel caso di reti di sensori) a partire da 
un set di valori diversi. E’ possibile dimostrare che il problema in esame rimane 
tale anche in presenza di approximate agreement, ovvero un accordo non per una 
decisione precisa, ma per un insieme di possibili decisioni. Ad esempio, sempre 
per le reti di sensori, si può parlare di approximate agreement nell’ atto di 






2.3  Una soluzione con oral messages 
 
Abbiamo visto che, in presenza di oral messages, per avere una soluzione al 
problema è necessario avere: 13 +≥ mN , con N numero totale degli elementi e m 
numero di elementi maliziosi. Prima però di proseguire, descrivendo una possibile 
soluzione in questo caso, è necessario dare una definizione formale di oral 
message, fornendo le tre seguenti asserzioni: 
 
 A1:Ogni messaggio inviato raggiunge il proprio destinatario senza errori; 
 A2:Il ricevente di un messaggio è in grado di conoscerne il mittente; 
A3:Il rifiuto di invio di un messaggio da parte di un qualunque elemento 
può essere rilevato;     
 
Le asserzioni A1 e A2 garantiscono che il generale traditore non può interferire 
nella comunicazione tra due altri generali, mentre per A3 egli non può interferire 
nella corretta esecuzione dell’algoritmo semplicemente rifiutandosi di inviare 
messaggi. Sebbene questa evenienza sia improbabile, è comunque possibile che si 
verifichi; in questo caso il generale deficitario della ricezione di un messaggio, 
necessita di un ordine standard a cui obbedire, che può essere, ad esempio, 
“ritirata”. 
Definiamo Oral Message Algorithm ( )mOM  con m intero non negativo la 
procedura con cui un generale in comando invia un ordine ad 1−n  altri generali; 
l’algoritmo costituisce una soluzione nelle condizioni viste in precedenza, ovvero 
con 13 +≥ mN , in presenza di al più m traditori. 
Per convenienza di trattazione, i messaggi inviati saranno relativi a valori, 
piuttosto che ordini. Inoltre si suppone che, ogni generale, applichi una funzione 
di scelta majority, tale che se la maggioranza dei valori iv  è uguale a v allora 
vvvmajority n =− ),...,( 11 . Qualora non esista un valore di maggioranza, 
.),...,( 11 RITIRATAvvmajority n =−  
L’algoritmo può essere definito induttivamente nel seguente modo: 
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Algorithm ( )0OM  
(1) Il Generale in comando invia il proprio valore a tutti gli altri generali; 
(2) Ogni altro generale usa  il valore che riceve dal Generale in comando, 
o usa un valore standard RITIRATA se non ne riceve alcuno. 
Algorithm ( )mOM , 0>m  
(1) Il Generale in comando invia il proprio valore ad ogni altro generale; 
(2) Per ogni i, sia iv  il valore che il generale i riceve dal comando, o sia il 
valore RITIRATA se non ne riceve alcuno. Il generale i opera come 
Generale in comando per l’algoritmo ( )1−mOM , allo scopo di inviare 
iv  ad ognuno degli altri 2−n  generali. 
(3) Per ogni iji ≠, , sia jv il valore che il generale i ha ricevuto dal 
generale j nel passo (2) (usando quindi ( )1−mOM , oppure RITIRATA 
se non ha ricevuto alcun valore. Allora il generale i utilizzerà  
),...,( 11 −nvvmajority .  
 
Per capire come l’algoritmo funzioni, consideriamo il caso 4,1 == nm . 
La figura seguente mostra i messaggi ricevuti dal generale 2, nella situazione in 
cui il Generale in comando invia il valore v, ed il generale 3 è malizioso. 
 




Nel primo passo di ( )1OM  il generale in comando invia il valore v; nel secondo 
passo il generale 1 invia il valore ricevuto in precedenza (v) al generale 2, 
applicando ( )0OM . Nella stessa istanza temporale, il generale 3 (malizioso) invia 
al generale 2 un altro valore x. Al passo 3, il generale 2 ha ottenuto vvv == 21  e 
xv =3 ; conseguentemente, applicando vxvvmajority =),,( ricava il valore 
corretto. 
Vediamo adesso il caso in cui è il Generale in comando ad essere malizioso, ed 
invia tre valori arbitrari, x,y,z agli altri tre generali. La figura seguente illustra i 
valori ricevuti. 
 
Figura 6:Algoritmo OM(1): Il Generale in comando è malizioso. 
  
Come si può osservare, ogni generale riceve gli stessi tre valori x,y,z; questo 
consente di ottenere, per ognuno di essi, lo stesso valore ( )zyxmajority ,,  nel 
passo (3). 
L’algoritmo ricorsivo ( )mOM  invoca 1−n  esecuzioni separate dell’algorimo 
( )1−mOM , ognuna delle quali a sua volta invoca 2−n esecuzioni di ( )2−mOM  
e così via; questo significa che, per 1>m , un generale invia diversi messaggi 
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separati ad ogni altro generale. Per poter distinguere i vari messaggi inviati, ogni 
generale i prepone a prefisso il numero i al valore iv che invia nel passo (2). A 
mano a mano che la ricorsione procede, l’algoritmo ( )kmOM −  sarà chiamato 
( ) ( )knn −− .....1  volte, inviando così un valore ed un prefisso ad esso associato 
composto da k indici di generali. 
Per dimostrare la correttezza dell’algoritmo ( ) mmOM ∀, , è necessario dimostrare 
prima il Lemma seguente: 
 
LEMMA 1: km,∀  ( )mOM  soddisfa IC2 se ci sono più di mk +2 generali ed al 
più k traditori. 
DIMOSTRAZIONE:La prova viene fatta per induzione su m. IC2 specifica 
esclusivamente ciò che deve accadere se il Generale in comando è leale. In base 
all’asserzione A1, è facile verificare che ( )0OM  ha successo se il Generale in 
comando è leale; da ciò si può concludere che il lemma è vero per 0=m . 
Supponiamo che sia vero per 0,1 >− mm  e dimostriamolo per m. 
Nel passo (1) il generale in comando invia un valore v ad ognuno degli 1−n  altri 
generali. Nel passo (2), ogni generale esegue ( )1−mOM  con 1−n  generali. Per 
ipotesi abbiamo mkn +> 2 , da cui possiamo ottenere ( )121 −+>− mkn  , 
rendendo applicabile l’ipotesi induttiva  per concludere che ogni generale leale 
ottiene vv j =  per ogni altro generale leale j. Poiché vi sono al più k traditori e 
kmkn 2)1(21 ≥−+>− , la maggioranza degli 1−n  generali è leale. Perciò ogni 
generale leale ottiene vvi =  per la maggior parte degli 1−n  valori iv , quindi 
avrà vvvmajority n =− ),...,( 11 nel passo (3), dando prova della validità di IC2 e 
dimostrando il lemma. 
 
Possiamo adesso provare la correttezza dell’algoritmo, dimostrando il seguente 
teorema: 
 
TEOREMA 1: m∀  , l’algoritmo ( )mOM  soddisfa le condizioni IC1 e IC2 se in 
presenza di più di 3m generali ed al più m traditori. 
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DIMOSTRAZIONE: La prova è per induzione su m. Se non ci sono generali 
maliziosi ( 0=m ) è semplice osservare che ( )0OM  soddisfa IC1 e IC2. 
Assumiamo quindi che anche ( )1−mOM   soddisfi le condizioni di cui sopra e 
dimostriamo la correttezza di ( ) 0, >mmOM . 
Consideriamo per primo il caso in cui il Generale in comando è leale. Se 
imponiamo mk =  nel Lemma  1, possiamo vedere che ( )mOM  soddisfa IC2.  
IC1 segue da IC2 se il Generale in comando è leale, dunque questo caso è 
verificato. Resta da analizzare il caso che vede il Generale in comando malizioso. 
Se ci sono al più m generali maliziosi, e sappiamo che il comandante è uno di 
loro,significa che al più 1−m  altri generali sono maliziosi.  Poiché ci sono più di 
3m generali, ci saranno anche più di 13 −m  generali non in comando, ed essendo 
( )1313 −>− mm , possiamo applicare l’ipotesi induttiva per concludere che 
( )1−mOM  soddisfa le condizioni IC1 ed IC2. Quindi, j∀ , una qualunque coppia 
di generali ottiene lo stesso valore per jv  nel passo (3), e quindi possiamo dedurre 
che sarà anche in grado di ottenere lo stesso vettore di valori 11,..., −nvv ; ma allora 





2.4 Una soluzione con Signed Messages 
 
 
La causa principale che rende il Problema dei Generali Bizantini così difficile da 
trattare risiede nel fatto che i generali maliziosi sono in grado di mentire circa i 
valori ricevuti senza alcuna possibilità, per gli altri, di rilevare questa eventualità. 
Il problema diventa sicuramente più semplice da risolvere se viene limitata, o 
rimossa, questa possibilità di imbroglio. Un modo per ottenere questo risultato è 
obbligare gli elementi della rete ad inviare messaggi con firma (Signed Messages). 
 35 
Per ottenere questo aggiungiamo, ad A1-A3, un’altra asserzione che regolamenta 
quanto sin qui detto: 
 
A4:  
(a)La firma di un generale leale non può essere in alcun modo modificata o 
falsificata, e qualsiasi alterazione dei contenuti dei suoi messaggi con firma può 
essere rilevata; 
(b)Un qualunque generale è in grado di verificare l’autenticità della firma 
associata al messaggio ricevuto, e quindi la provenienza del messaggio stesso. 
 
E’ importante notare che non viene fatta alcuna assunzione sulle firme di generali 
maliziosi. In particolare, è possibile che tali firme vengano falsificate da altri 
generali maliziosi, danqo quindi luogo a collusioni tra traditori. 
A causa dell’introduzione di messaggi firmati, la disuguaglianza 13 +≥ mN , che 
avevamo posto come condizione di esistenza di soluzione nel caso degli Oral 
Messages, perde la valenza acquisita in precedenza.  E’ infatti possibile trovare 
una soluzione al problema con tre generali (che nel caso precedente era 
insolubile), applicando l’algoritmo descritto qui di seguito. Esso è applicabile in 
presenza di m traditori ed un qualunque numero di generali; è tuttavia evidente 
che il problema diventa privo di significato con meno di 2+m  generali. 
Il comandante invia un ordine firmato ad ognuno dei suoi generali; costoro 
aggiungono la propria firma all’ordine ricevuto, ed inviano il messaggio così 
composto agli altri, i quali a loro volta aggiungeranno le loro firme ed invieranno, 
e così via. 
Per meglio comprendere i passi dell’algoritmo, introduciamo una funzione di 
scelta, choice(), applicata ad un insieme di valori V per ottenerne uno. Essa può 
essere realizzata in qualunque modo, ma deve rispettare i seguenti vincoli: 
 
1. Se l’insieme V è composto da un singolo elemento v, allora 
( ) vVchoice = ; 
2. ( ) RITIRATAOchoice =/ , conO/  insieme vuoto. 
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Una possibile scelta per ( )Vchoice  può essere, ad esempio, il calcolo della 
mediana dei valori dell’insieme. 
Specifichiamo inoltre la notazione ix : , indicando il valore x con annessa la firma 
del generale i. In questo modo, ijv ::  indica il valore v firmato da j, e quindi il 
valore jv :  firmato da i. Supponiamo che il generale 0 indichi il comandante. 
L’elemento i-esimo manterrà aggiornato un insieme iV , contenente i diversi valori 
che ha ricevuto sino a quel momento. E’ utile far notare che, se il comandante è 
leale, allora tale insieme conterrà un solo valore; inoltre è necessario distinguere 
tra iV , ovvero l’insieme dei valori ricevuti, e l’insieme dei messaggi ricevuti. Un 
generale può ricevere diversi messaggi relativi allo stesso valore. 
 
Algoritmo ( )mSM : 
 
All’inizio, OVi /= . 
(1) Il comandante firma ed invia il proprio valore ad ogni altro generale; 
(2) :i∀  
(A) Se il generale i riceve un messaggio nella forma 0:v  dal 
comandante, e non ne ha ancora ricevuto alcuno, allora 
(i) assegna { }vVi = ; 
(ii) invia il messaggio iv :0:  ad ogni altro generale. 
(B) Se il generale i riceve un messaggio nella forma kjjv :...::0: 1  e        
v non è nell’insieme iV  allora: 
(i) aggiunge v a iV ; 
(ii) se mk <  invia il messaggio ijjv k ::...::0: 1  ad 
ogni generale che non sia kjj ,...,1 . 
(3) :i∀  Quando il generale i non riceverà più messaggi allora calcolerà   
( )iVchoice . 
 
 37 
E’ interessante notare che, al passo (2), il generale i ignora qualunque 
messaggio che contenga una valore v già presente nell’insieme iV .  
Nel passo (3) non è stato specificato come un generale riesca a determinare che 
non riceverà più messaggi; per induzione su k, è facile dimostrare che per ogni 
sequenza kjj ,...,1  con mk ≤ , un generale può ricevere al più un messaggio 
della forma kjjv :...::0: 1  al passo (2).  Dunque un modo per poter ottenere 
quanto cercato è far sì che kj  invii un tale messaggio, oppure un messaggio 
specificante il fatto che non verranno inviati messaggi associati a quella 
particolare sequenza. Un modo più semplice può essere associato a 
meccanismi di time-out, allo scadere del quale si considera conclusa 
l’esecuzione dell’algoritmo. 
La figura seguente illustra ( )1SM  in presenza di tre generali, di cui il 
comandante malizioso. 
 
       Figura 7: Algoritmo SM(1); Il comandante è malizioso. 
 
Il comandante cerca di confondere le idee inviando due diversi ordini, ma il 
suo tentativo malizioso non va a buon fine. Infatti, nel passo (2), i due generali 
hanno { }"",""21 ritirataattaccoVV == , dunque entrambi eseguiranno lo stesso 
ordine, ovvero { }( )"","" ritirataattaccochoice . Inoltre, a differenza della 
medesima situazione in presenza di Oral Messages, è possibile “scoprire” il 
 38 
traditore, poiché la sua firma compare a seguito di due diversi ordini, e per A4, 
solo il mittente può generare quella firma. 
Nell’algoritmo ( )mSM   la firma di un generale comprova la sua ricezione di un 
valore; tuttavia, se esso è l’m-esimo generale ad aggiungere la firma stessa, 
essa diventa di fatto inutile, poiché il messaggio così composto non verrà 
firmato ed inoltrato ulteriormente dai riceventi; questo implica che, nel caso 
( )1SM , i generali non devono firmare i propri messaggi. 
Proviamo adesso la correttezza dell’algoritmo, dimostrando il seguente 
teorema: 
 
TEOREMA 2: m∀ , l’algoritmo ( )mSM  costituisce soluzione al problema dei 
Generali Bizantini in presenza di al più m generali maliziosi. 
 
DIMOSTRAZIONE: Come prima cosa proviamo IC2. Se il comandante è 
leale, allora invierà il proprio valore 0:v  ad ogni altro generale nel passo (1); 
conseguentemente, ognuno riceverà il valore nel passo (2)(A). Inoltre, poiché 
nessun generale malizioso può falsificare un messaggio nella forma 0:v′ , gli 
elementi leali non riceveranno altri ordini diretti del comandante nel passo 
(2)(B). Perciò, ogni generale i avrà iV  composto da un solo elemento, v, che 
sarà il risultato nel passo (3) in virtù della proprietà 1 della funzione choice. 
Questo prova IC2. Poiché IC1 segue da IC2 se il comandante è leale, vediamo 
la dimostrazione di IC1 quando il comandante è malizioso. In generale, 
sappiamo che due generali leali i e j ottengono lo stesso valore nel passo (3) se 
ji VV = . Dunque per provare IC1 è sufficiente dimostrare che, se i aggiunge un 
valore v a iV  nel passo (2), allora anche j deve inserire lo stesso valore v nel 
passo (2). Perché questo possa avvenire, chiaramente j deve ricevere un 
messaggio correttamente firmato che contenga lo stesso valore. Se i riceve v 
nel passo (2)(A), allora lo invierà a j nel passo (2)(A)(ii), e quindi j lo riceverà 
(per A1). Se invece i aggiunge il valore a iV  nel passo (2)(B), allora deve 
rivevere un messaggio kjjv :...::0: 1 . Quindi se j è uno dei rj  allora, per A4, 
deve aver già ricevuto il valore v, altrimenti sono possibili due casi: 
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1. mk < . In questo caso i invia il messaggio ijjv k ::...::0: 1  a j, quindi j 
deve necessariamente ricevere il valore v; 
 
2. mk = . Dal momento che il comandante è un traditore, al più 1−m  generali 
sono traditori; di conseguenza almeno uno di mjj ,...,1  è leale. Costui deve aver 
inviato a  j il valore v quando lo ha ricevuto, dunque j deve aver inserito tale 
valore in jV . 
 













3.1  Modelli e formulazione del problema 
 
 
Per comprendere al meglio la genesi ed il funzionamento di Decision Fusion e 
Value Fusion[19], algoritmi progettati per la Target Detection,  è necessario 
presentare le condizioni operative ed i modelli di guasto che sono stati considerati 
per il loro sviluppo.  
I nodi sensori, impiegati eventualmente con diverse modalità di misurazione, sono 
disposti uniformemente in una regione R, a scopo di rilevazione di un bersaglio. 
Ogni T secondi, i sensori di cui ogni nodo dispone effettuano una misurazione  
relativa ad un particolare fenomeno fisico associato alla presenza del bersaglio, 
come la temperatura o l’intensità luminosa, ed i valori così ottenuti vengono 
impiegati per rilevare l’eventuale presenza di un target nella regione di interesse. I 
nodi possono comunicare fra loro, e questa operazione, eseguita impiegando 
appropriate tecniche peer-to-peer, si suppone sia sicura ed affidabile. L’algoritmo 
di rilevazione si basa quindi sullo scambio e fusione dei valori energetici acquisiti 
dai nodi, in modo da fornire una risposta al problema della rilevazione. L’esigenza 
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di scambio dei valori ottenuti nasce dalla necessità di disporre dei risultati della 
rilevazione su ogni nodo, ad esempio per intraprendere ulteriori azioni, come la 
localizzazione od identificazione del target rilevato. Questo può essere ottenuto 
anche in altri modi, come l’impiego di un nodo centrale che esegua la rilevazione 
sulla base dei valori raccolti dai nodi periferici e quindi diffonda la decisione nella 
wireless sensor network, tuttavia la correttezza di un siffatto schema poggia 
esclusivamente sul corretto funzionamento del nodo centrale stesso, il cui 
malfunzionamento può portare a risultati ingannevoli. E’ comunque indubbio che, 
sebbene lo schema di diffusione distribuita offra una migliore affidabilità, si ha un 
costo in termini di comunicazione sicuramente maggiore. Nel seguito vedremo 
una variante degli algoritmi proposti sviluppata allo scopo di migliorare questo 
aspetto. Si presuppone che nella rete considerata sia possibile che uno o più nodi 
sensori possano diventare malfunzionanti, a causa di difficili condizioni 
ambientali, oppure per una riprogrammazione da parte di un avversario con scopo 
doloso. I malfunzionamenti legati alla prima causa si manifestano con improvvisi 
blocchi di funzionamento, o disattivazione inattesa del nodo, mentre un esempio 
di comportamento inatteso causato da attacco malizioso viene fornito dall’attacco 
Bizantino, analizzato nel precedente capitolo. Una situazione tipica di questo 
comportamento può essere analizzata in figura 8, nella quale quattro nodi 
A,B,C,D effettuano misurazioni per determinare la presenza di un bersaglio nella 
regione. 
 
Figura 8:Comportamento Bizantino del nodo C. 
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 Poiché il bersaglio è fuori dalla regione monitorata, i sensori leali A,B,D 
misurano valori bassi, 1.4, 0.1, 0.5 rispettivamente. Il nodo C, che supponiamo 
malizioso, ignora completamente le proprie letture e fornisce valori diversi agli 
altri elementi (10,1,10 ad A,B,D rispettivamente). In questo modo la sua opera di 
disturbo ha successo, poiché dalle letture ottenute i nodi A e D concludono 
rilevando la presenza del target, e B invece non riporta alcuna rilevazione. Questa 
diversità di risultati può essere ancor più deleteria se determina una messa in atto 
di operazioni diverse sui vari motes, fatto questo che può portare ad un collasso 
funzionale dell’intera rete. Una soluzione a questo problema è l’ Oral Message 
Algorithm, che abbiamo analizzato in precedenza, grazie al quale i valori 
inconsistenti inviati dal nodo C sono rimpiazzati da un valore comune (10). Ogni 
nodo concluderà erroneamente rilevando la presenza del bersaglio, tuttavia la 
decisione è congrua e comune a tutta la rete. L’esempio è riassunto nella tabella 
seguente. 
 




3.2  Modello Energetico del bersaglio 
 
 
Nel seguito della trattazione, salvo ove diversamente specificato, verrà adottato il 
modello energetico descritto qui di seguito. 
Il bersaglio, collocato all’interno della regione monitorata in una posizione u, 
emette un segnale che viene misurato dai nodi sensori nisi ,...,1, =  posizionati 
uniformemente nella regione stessa. L’intensità del segnale emesso diminuisce in 
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modo polinomiale con la distanza. Fissato il decay factor k, essa può essere 
espressa come: 
   
     KT             se 0dd <  












        altrimenti 
 
 
Dove K rappresenta la potenza emessa nel tempo T, isud −=  è la distanza 
geometrica tra il bersaglio ed nodo i-esimo e 0d  è una costante dimensionata in 
base alle dimensioni fisiche dei nodi e del target. Vari fattori, come le condizioni 
atmosferiche, legati all’ambiente in cui sono collocati i nodi sensori, influiscono 
sul valore assunto da k, che normalmente varia tra 2.0 e 5.0 .  Il valore di ( )uSi  è 
inoltre influenzato dalla possibile presenza di ostacoli che si frappongono tra il 
bersaglio ed i motes. Per semplicità di trattazione, si suppone che non esistano 
simili impedimenti, e verrà considerato 0.2=k . Un altro fattore che influisce 
sulle misurazioni è il rumore termico. In generale, se iN  indica il rumore che 
affligge il valore  rilevato dal nodo i-esimo, abbiamo: 
 
( ) ( ) iii NuSuE +=  
 









3.3 Gli algoritmi 
 
 
Uno dei punti chiave che differenziano il problema di Target Detection dagli altri 
basati sull’ agreement fra nodi, risiede nel fatto che nodi diversi non adiacenti 
ottengono valori molto diversi fra loro; questo avviene poiché nodi vicini al 
bersaglio misurano valori elevati, mentre nodi distanti ottengono misurazioni di 
intensità inferiore. Questo comporta che la percezione dello stato della regione 
monitorata non sia uguale per tutti, ma l’obiettivo finale è proprio quello di 
raggiungere una visione unica della realtà; ciò si ottiene mediante una fusione dei 
valori misurati, raggiungendo così uno o più valori comuni che consentano di 
unificare tale visione. A tutto questo è necessario aggiungere il problema dei nodi 
maliziosi, che deve essere gestito unitamente alla rilevazione per ottenere una 
certa tolleranza agli attacchi di avversari esterni. 
Gli algoritmi considerati sono stati concepiti in modo da consentire ai nodi una 
condivisione delle misurazioni effettuate, per poi utilizzare un meccanismo di 
fusione in modo da ottenere una decisione univoca. 
Molto importante a questo scopo risulta essere la tolleranza ad attacchi bizantini, 
poiché risulta essenziale che i nodi non maliziosi siano in grado di ottenere lo 
stesso insieme di valori S (Exact Agreement), che può essere composto anche da 
valori provenienti da motes faulty e potenzialmente diversi per i vari nodi 
riceventi. Nonostante vengano impiegati algoritmi di Agreement per ottenere un 
unico valore a fronte di valori originariamente differenti, è comunque necessario 
evitare che questi valori maliziosi possano influenzare la decisione finale, dal 
momento che non rispecchiano la situazione reale. A questo scopo vengono 
eliminati i valori maggiori e minori da S, per poi calcolare la media dei valori 
rimanenti; questo viene fatto poiché si assume che l’avversario tenti di ingannare 
la rete facendo in modo che i motes riprogrammati inviino valori molto alti in 
condizioni di assenza del target, e molto bassi in sua presenza.  
Con Value Fusion i nodi scambiano i valori ottenuti direttamente dalle 
misurazioni effettuate, mentre in Decision Fusion vengono scambiate le decisioni, 
opportunamente codificate, prese in base ai rispettivi valori locali rilevati. 
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I due algoritmi, specificati in modo schematico, possono essere descritti come 
segue: 
Value Fusion (con tolleranza a nodi maliziosi): 
Ogni nodo compie i seguenti passi: 
(1) Ottieni le misurazioni da ogni nodo; 
(2) Elimina gli n valori più grandi e gli n valori più piccoli; 
(3) Calcola la media dei valori rimasti; 
(4) Confronta la media calcolata con il valore di soglia per la decisione finale; 
 
Decision Fusion (con tolleranza a nodi maliziosi): 
Ogni nodo compie i seguenti passi: 
(1) Ottieni le decisioni locali di ogni nodo; 
(2) Elimina le n decisioni più alte e  le n decisioni più basse; 
(3) Calcola la media delle decisioni locali rimaste; 
(4) Confronta la media calcolata con la soglia per la decisione finale; 
 
 
Può risultare difficile pensare ad un ordinamento posto sulle decisioni, soprattutto 
considerando che la decisione comunemente è binaria (“Bersaglio presente”, 
“bersaglio non presente”) . Tuttavia è necessario considerare che è possibile avere 
più decisioni, caratterizzate da un livello di confidenza crescente e codificate su 
un opportuno numero di bits. Misurazioni di valori elevati consentiranno di 
ottenere un’ elevata certezza circa la presenza di un bersaglio; al contrario valori 
più ridotti permetteranno livelli di certezza più bassi.  In quest’ottica, il passo (2) 
di Decision Fusion può essere sostituito da “elimina le n decisioni più certe della 
presenza del bersaglio e le n più incerte, o di assenza totale”. 
Nel caso in cui non siano presenti nodi sensori maliziosi, è possibile semplificare 
gli algoritmi, dal momento che, nell’insieme di valori S, saranno presenti solo 
misurazioni provenienti da nodi leali. Questo consente di eliminare il passo (2) 
dagli algoritmi, in modo da considerare per il calcolo della media tutti i valori 
ottenuti. In quest’ultimo caso è però necessario avere la certezza, che tutti i nodi 
siano correttamente funzionanti; infatti alcuni nodi, anche se non compromessi, 
 46 
possono comunque fornire valori fuori scala a causa di un guasto interno. In questi 
casi non eliminare alcun valore porterebbe ad effettuare conclusioni sbagliate, 
rendendo quindi più consigliabile l’approccio precedente.    
 
3.4 L’approccio gerarchico 
 
Gli algoritmi proposti offrono una grande robustezza ai tentativi di attacchi da 
parte di agenti esterni, ma per ottenere questo viene pagato un grosso tributo in 
termini di overhead  di comunicazione. Per giustificare quanto detto supponiamo 
di considerare un sistema con N nodi complessivi nella rete, di cui t sono 
compromessi. Per per raggiungere l’ Exact Agreement utilizzando, ad esempio, l’ 
Oral Message Algorithm, sono necessari 1+t   rounds  e ( )NtO  messaggi in 
totale, posto che si abbia 13 +≥ tN , altrimenti, come abbiamo visto, non 
esisterebbe soluzione. Il tributo pagato in termini di costi di comunicazione 
diventa tanto maggiore quanto più aumenta il numero di nodi costituenti la rete; 
tenendo in considerazione i limiti di consumo energetico propri dei motes e la 
disponibilità di banda limitata, si capisce come questo overhead costituisca una 
grossa limitazione. Una soluzione per ovviare al problema è quella di eseguire l’ 
agreement in modo centralizzato, coinvolgendo nell’operazione un sottoinsieme 
dei nodi totali, formato dai nodi manager. Tale operazione può essere divisa in tre 
fasi: Acquisizione, Agreement e fusione, Diffusione. La figura seguente illustra 
questa soluzione per sei nodi, quattro dei quali nodi manager. 
 
Figura 9:Approccio gerarchico. 
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Nella fase 1, ogni nodo nella regione monitorata invia le proprie misurazioni agli 
M nodi manager. I nodi maliziosi possono inviare dati inconsistenti ai differenti 
nodi manager, dunque quest’ ultimi possono ottenere dati diversi l’uno dall’altro.  
Nella fase 2 viene eseguito l’ exact agreement in modo che i nodi manager non 
compromessi ottengano lo stesso insieme di valori; infine, nella fase 3, vengono 
diffusi i valori ottenuti dall’agreement agli altri nodi della rete. Risulta necessario 
che la diffusione venga eseguita da tutti i nodi manager, in quanto uno (al più) di 
questi può essere malizioso ed inviare valori errati in disaccordo dagli altri. In 
generale, supponendo che m nodi manager siano compromessi, è necessario che la 
diffusione avvenga ad opera di almeno 12 +m  elementi, in modo da avere sempre 
la maggioranza dei valori inviati significativi. Il nodo ricevente potrà quindi 
considerare l’insieme di valori di riferimento quello presente nella maggior parte 
dei messaggi ricevuti. 
Il risparmio sul numero di messaggi inviati è evidente, passando da ( )NnO  nel 
caso di agreement completamente distribuito a ( )MmNO +  nel caso gerarchico. 
A fronte di questo aspetto positivo, è necessario notare un decremento 
dell’affidabilità del sistema, dal momento che, perché quest’ultimo sia 
funzionante, è necessario che meno di un terzo dei nodi manager sia 
compromesso; questo requisito è più stringente rispetto al caso completamente 
distribuito, dove si richiedeva che meno di un terzo dei nodi totali fosse 
compromesso.   
Diverse varianti di fusion algorithms sono possibili utilizzando l’approccio 
descritto; durante la fase 1 è infatti possibile inviare direttamente le misurazioni, 
oppure le decisioni ottenute in base ai valori stessi; nella fase 2 l’agreement può 
essere eseguito sul vettore dei valori (o decisioni) ottenute, oppure “fondere” il 
vettore in un unico valore e quindi eseguire l’agreement su quest’ultimo, oppure 







3.5 Ambiente di simulazione 
 
Gli algoritmi proposti sono stati implementati con lo scopo di esaminarne le 
prestazioni e la tolleranza a comportamenti maliziosi di eventuali nodi 
compromessi.  Lo sviluppo è avvenuto utilizzando il sistema operativo TinyOs 
(versione 1.1.x) ed il relativo linguaggio NesC; tali componenti verranno 
analizzati in modo più dettagliato nel prossimo capitolo. Per eseguire il testing si è 
utilizzato il simulatore TOSSIM. 
 
 
3.5.1    TOSSIM 
 
Tossim[20,21] è un simulatore che consente di effettuare il debugging e l’analisi 
di una applicazione per TinyOs, semplicemente compilandola per PC, anziché per 
l’hardware del sensore. Per ovvie limitazioni TOSSIM non simula la realtà, ma fa 
tutta una serie di semplificazioni per mantenere la scalabilità senza compromettere 
l’accuratezza dei risultati. Le caratteristiche principali sono le seguenti: 
 
• TOSSIM simula il comportamento di TinyOs a basso livello; in particolare 
simula la comunicazione fra nodi a livello di bit e tutti gli interrupt di 
sistema; 
• Gli interrupt sono temporizzati con precisione, mentre i tempi di 
esecuzione non vengono simulati: per il simulatore una porzione di codice 
viene eseguita istantaneamente; 
• La propagazione dei segnali radio non viene simulata; i collegamenti fisici 
sono simulati attraverso un grafo, che indica per ogni coppia di nodi la 
probabilità di errore sul bit (0 significa perfetta connettività, 1 significa 
connettività assente); 
• Non viene simulato il consumo energetico dei motes; 
• In TOSSIM un interrupt non può interrompere il codice attualmente in 
esecuzione, come invece avviene nei motes reali; 
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• In TOSSIM, tutti i nodi sensori simulati devono necessariamente  eseguire 
la stessa applicazione (questo costituisce,come è facile intuire, una 
limitazione che costringe alla scrittura di codice pensato per essere 
eseguito sul simulatore). 
 
Il debugging delle applicazioni viene reso possibile grazie all’introduzione della 
funzione dbg, che consente la stampa a video, durante la simulazione, di stringhe 
di testo. E’ possibile specificarne il tipo mediante la variabile d’ambiente DBG, in 
modo che TOSSIM visualizzi solamente i messaggi relativi al tipo scelto.  
Relativamente alla comunicazione wireless, il simulatore fornisce due modelli del 
mezzo radio: il modello simple ed il modello lossy; in entrambi i casi i segnali 
possono in un certo istante assumere solo i valori zero o uno e non hanno 
associata una informazione sull’intensità. Mediante il modello simple tutti i 
sensori presenti sono in grado di ricevere tutti i bit trasmessi. Tuttavia, anche se 
non ci sono errori di trasmissione è comunque possibile che si verifichino delle 
collisioni se due o più nodi trasmettono contemporaneamente; questo problema è 
gestito dal protocollo CSMA implementato in TinyOs.  
Il modello lossy, più utilizzato in pratica, prevede l’uso di un grafo orientato, in 
cui l’arco di connessione tra due nodi riporta la probabilità che, tra i due nodi 
stessi, un bit venga ricevuto invertito. Ad esempio, se l’arco congiungente due 
nodi A e B riporta 0.01, significa che ogni bit trasmesso da A ha l’ 1% di 
probabilità di essere ricevuto corrotto. Questo modello permette di simulare 
situazioni nelle quali la connettività non è totale fra i nodi, oppure connessioni 
asimmetriche, e valutarne gli effetti nell’applicazione simulata. Il grafo può essere 
specificato fornendo al simulatore un file nel quale sono specificate le bit error 
rate per ogni coppia di sensori. Mediante lo strumento LossyBuilder è possibile 







3.5.2   TinyViz 
 
Per offrire all’utilizzatore un’interfaccia più intuitiva e comprensibile grazie alla 
quale utilizzare il simulatore, è stata realizzata l’interfaccia grafica TinyViz, 
grazie alla quale è possibile visualizzare graficamente i motes ed interagire con la 
simulazione, permettendo ad esempio lo spostamento dei nodi, la modifica della 
connettività e la visualizzazione dei pacchetti inviati. Per il suo funzionamento 
TinyViz utilizza una serie di plugin, offerente ognuno una diversa funzionalità, 
che si possono attivare o disattivare in qualunque momento. Tra i più utili 
segnaliamo: 
 
• Debug Messages: mostra una finestra contenente tutti i messaggi di debug 
generati durante la simulazione, permettendo anche di evidenziare 
particolari stringhe di testo in essi contenute e di visualizzare solo i 
messaggi corrispondenti ad alcuni nodi; mostra anche i pacchetti inviati; 
• Radio Links: all’invio di un messaggio da parte di un mote, se è in 
broadcast l’evento viene visualizzato con un cerchio, se in unicast con una 
freccia congiungente mittente e destinatario orientata verso quest’ultimo; 
vengono visualizzate tutte le trasmissioni, anche quelle che non vanno a 
buon fine; 
• Radio Model: imposta la bit error rate tra due mote in base alle loro 
posizioni e sul modello di connettività impiegato: il modello empirico, 
basato su misurazioni sperimentali effettuate dagli sviluppatori, e quello a 
raggio costante, per il quale i nodi risultano completamente connessi se 
posizionati ad una distanza inferiore ad un certo valore e disconnessi 
altrimenti. E’ possibile impostare il raggio di comunicazione mediante 






3.6 Testing effettuato 
 
Abbiamo visto in precedenza che gli algoritmi studiati minimizzano l’influenza di 
valori molto alti, o molto bassi, inviati da nodi maliziosi con l’obbiettivo di 
impedire una corretta rilevazione. In realtà però quest’ultimi potrebbero cercare di 
influire negativamente inviando valori collocabili nell’intorno della soglia di 
rilevazione; in questo modo tali valori verrebbero considerati nel calcolo della 
media perché non scartati, e potrebbero dunque influenzare negativamente il 
risultato dell’operazione. 
L’obiettivo di questi tests è stato quindi di valutare il comportamento di Value 
Fusion e Decision Fusion in questi casi, eventualmente cercando di stabilire quale 
dei due risulti più tollerante a questo tipo di attacco.  
 
3.6.1 Alcune considerazioni preliminari 
 
Le prove fatte mirano a realizzare scenari operativi differenti, in un sistema di 
Motes composto da 23 elementi. A questi è stato aggiunto un nodo sink, che 
raccolga le rilevazioni effettuate dai nodi e possa quindi procedere con 
l’applicazione di Value Fusion o Decision Fusion per effettuare la rilevazione. 
Successivamente l’esito dell’operazione verrà comunicato ai vari nodi. 
Come abbiamo visto, per il corretto funzionamento degli algoritmi non vengono 
fatte assunzioni circa la posizione dei Motes, ma si ipotizza un comportamento 
ben preciso dei sensori maliziosi: se un bersaglio è presente nell’area, quest’ultimi 
forniscono il valore più basso possibile, se invece non è presente alcun bersaglio, 
essi forniscono il valore più alto possibile. Quest’ ipotesi è piuttosto forte e, nel 
tentativo di saggiare l’efficienza degli algoritmi proposti, si è focalizzata 
l’attenzione su casi particolari, in cui i valori riportati in modo malizioso sono 
vicini alla soglia di rilevazione, e tali che pur abbassando la media delle 
rilevazioni effettuate, non vengono scartati dall’algoritmo, perchè non fuori range 
rispetto alla media dei valori rilevati. 
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Le varie posizioni del bersaglio considerate, sono state valutate in 2 condizioni 
operative, ognuna delle quali considerava un fattore di scala delle distanze 
diverso, in modo da simulare un segnale in arrivo più o meno forte al singolo 
Mote di rilevazione. Potremmo pensare ad un SNR (rapporto segnale-rumore) 
diverso nei 2 casi. 
Caso A – SNR minore; 
Caso B -  SNR maggiore; 
Per calcolare il valore energetico riportato da ogni mote nelle simulazioni, è stata 








Con K=Valore Energia max; id distanza dell’ i-esimo mote dal bersaglio. 
In entrambi i casi si è considerato costanti la Potenza ed il Rumore; ciò che 
cambia quindi è solo la scala delle distanze geometriche relative tra Motes e 
bersaglio, che rende le distanze relative diverse nei due casi. 
Tutti i tests sono stati eseguiti con 23 sensori.  
Per calcolare il numero n di valori da eliminare nel computo della media, si è 
considerata l’espressione della SysFailureP   ovvero la probabilità che il sistema non 
fornisca una rilevazione veritiera delle condizioni effettive della regione 
monitorata. 
Per un sistema con N nodi in totale ed M nodi manager, definiti s=  nodi manager 
maliziosi, t= Motes maliziosi, n= numero di valori/decisioni più alti e più bassi 















Da cui, definendo  r = t – s  (numero di nodi non-manager maliziosi), otteniamo 
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L’espressione della SysFailureP  è data dalla somma delle probabilità che il numero di 
nodi manager compromessi non rispetti la condizione 13 +≥ sM ,  senza la quale 
non è possibile raggiungere l’exact agreement tra gli M nodi manager, e la 
probabilità che il numero complessivo di nodi maliziosi  superi il numero di valori 
n scartati nell’algoritmo. 
Nel nostro caso abbiamo M=1 (un nodo sink), s=0 (si suppone che sia non-faulty), 
N=23 . 












Tabella 2:probabilità di fallimento al variare del numero di valori eliminati. 
 
Come si può vedere, l’andamento è asintotico, e tende a 0.05. 
Non vengono presi in considerazione valori di 7>n , poiché, nel caso si utilizzi 
OM Algorithm per gestire eventuali comportamenti bizantini dei nodi, deve essere 
13 +≥ tN , con N = numero totale dei nodi e t = numero di nodi affetti da 
Byzantine fault. 
Per 7=n abbiamo dunque il caso di minima SysFailureP , tuttavia, già con 
4=n abbiamo degli ottimi valori. 
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In effetti, bisogna considerare che ( )ntP >   diminuisce all’aumentare di n, ma 
scartando molti valori si possono eliminare anche valori utili alla rilevazione 
provenienti da Motes “genuini”. 
Tuttavia, bisogna notare che a priori non è noto il numero di sensori maliziosi. 
La scelta di n è quindi critica: da un lato, n troppo grande diminuisce 
l’accuratezza in assenza di nodi maliziosi, o comunque con tn > , ma, come si 
vede dalla tabella, SysFailureP  diminuisce; dall’altro n troppo piccolo produce 
l’effetto opposto: maggior accuratezza di rilevazione nel caso Fault Free, ma 
minor resistenza ad attacchi, dato il minor numero di sensori faulty tollerati. In 
ogni caso, noto il numero di sensori faulty t, è necessario scegliere tn > . 
Tutto questo vale considerando il failure model proposto dagli autori, e sul quale 
sono stati pensati gli algoritmi. Nel nostro modello, invece, eliminare valori è solo 
deleterio, visto che, in ultima analisi, vengono eliminati valori coerenti ed utili per 
la rilevazione. Questo porta a considerare una scelta di n tale che soddisfi 
entrambi i modelli, considerando comunque che, qualunque essa sia, limita verso 
l’alto il numero di sensori maliziosi nel failure model degli autori, non potendo 
essere nt > . 
Una possibile soluzione nella scelta di n, potrebbe essere quella di pensare al caso 
in cui non siano presenti nodi maliziosi, e scegliere n in modo da garantire, in 
questo scenario, una corretta rilevazione; in altre parole potrebbe essere 
“calibrato” n in base alla rete sulla quale siamo chiamati ad operare. 
Un’altra considerazione importante rimane da farsi relativamente alla relazione tra 
t ed n. 
E’ ormai nota la limitazione 13 +≥ tN : questo è dovuto unicamente al fatto che 
viene ammesso, per il nodo, un comportamento bizantino. Se escludiamo questa 
possibilità, allora tale limitazione non ha più modo di esistere, e quindi rimane la 
banale relazione Nt < . Escludere tale comportamento non è limitante: abbiamo 
dimostrato che, se si utilizzano Signed Messages per l’invio delle rilevazioni, è 
sufficiente che sia Nt < ; senza entrare troppo nel dettaglio, il sensore faulty ha 
limitate capacità di “imbroglio”, dal momento che vengono utilizzate una sorta di 
firme digitali per garantire l’autenticità dei messaggi inoltrati. Nel caso in cui non 
sia verificata la limitazione di cui sopra, quindi, il sistema potrebbe comunque 
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funzionare correttamente, ma più sensori faulty sono presenti tanto minore sarà 
l’accuratezza della rilevazione, dal momento che un sensore faulty può comunque 
fornire un valore lontano dalla sua reale rilevazione. In linea di principio, se un 
solo sensore fosse “sano” potrebbero essere fatte rilevazioni corrette, posto che il 
bersaglio fosse collocato a distanza di rilevazione da quel sensore. Chiaramente, 
questo caso risulta estremamente raro. Tutto questo per dire che, nel caso di 
escludere comportamenti bizantini, non esiste un “punto di rottura” per 
l’algoritmo: potrebbero anche essere scartati tutte le rilevazioni meno una, purchè 
quest’ultima sia sufficiente a garantire una buona accuratezza. SysFailureP  può 
quindi essere interpretata come la probabilità che il sistema consideri significative 
una o più misurazioni provenienti, in realtà, da sensori maliziosi, sia a livello di 
nodi sink, sia al livello di nodi deputati alla rilevazione . 
 
3.6.2 Condizioni delle simulazioni eseguite 
 
Supponendo di avere t=6 sensori faulty, è stato scelto n=6 . 
Il caso Faulty, relativamente a Decision Fusion, è stato implementato supponendo 
che il nodo malizioso generi una decisione in base al valore falsamente proposto. 
I range decisionali sono i seguenti: 
Range Valori Decisione 
0 – 14  0 
15 – 29 1 
30 – 44 2 
45 – 59 3 
60 – 69 4 
70 – 79 5 
80 – 89 6 
90+ 7 
Tabella 3:Range decisionali utilizzati nella simulazione. 
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Un più alto valore di decisione corrisponde ad un maggior grado di certezza circa 
la presenza del bersaglio, dunque decisione “0” indica bersaglio sicuramente 
assente, mentre decisione “7” indica bersaglio certamente presente.   
Di seguito è stato riportato il layout dei Motes utilizzati per la rilevazione. Il nodo 
sink è stato omesso per chiarezza. 
 
 
Figura 10:Disposizione dei nodi sensori nella regione di interesse. 
 
 
Vediamo le situazioni proposte ed i relativi risultati più nel dettaglio. 
 
 
3.6.3 Risultati delle simulazioni 
 
Test 1.A 
(Pos Bersaglio 1,  caso A) 
 
Tabella 4 
Mote 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
Valore 65 49 57 57 66 66 75 75 66 66 49 51 47 48 47 51 64 68 77 68 64 49 64 
 57 
Con questi valori sono stati ottenuti i seguenti risultati: 
 Fault Free Faulty 
Value Fusion Target rilevato Nessun Target Rilevato 
Decision Fusion Target rilevato Target Rilevato 
Tabella 5 
 
Il caso Faulty è stato realizzato modificando i valori di 6 motes:  
3 →  52; 
4 →  52; 
5 →  52; 
9 →  52; 
16 →  52; 
20 →  52; 
 
Test 1.B 




Ecco i risultati: 
 Fault Free Faulty 
Value Fusion Target rilevato Target Rilevato 
Decision Fusion Target rilevato Target Rilevato 
Tabella 7 
Valori modificati: 
 0 →  60 
 4 →  60 
 5 →  60 
 8 →  60 
 9 →  60 
  16 →  60 
Mote 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 





(Pos. Bersaglio 2, caso A) 
 
Tabella 8 
Mote 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
Valore 69 56 61 61 71 56 61 61 56 69 56 60 57 60 57 62 62 57 60 57 60 59 63 
 
 
Questi i risultati: 
 
Tabella 9 
 Fault Free Faulty 
Value Fusion Nessun Target Rilevato Nessun Target Rilevato 
Decision Fusion Target rilevato Target Rilevato 
 
Valori modificati nel caso Faulty: 
 
 2 →  58 
 6 →  58 
 7 →  58 
 11 →  58 
 13 →  58 
 20 →  58 
 
Test 2.B 
(Pos. Bersaglio 2, caso B) 
 
Questo test non è stato eseguito perché, on questo caso, la rilevazione è certa: il 
valore minimo rilevato dal sensore più lontano è infatti 64, per cui valori intorno 









Mote 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 






 Fault Free Faulty 
Value Fusion Nessun Target rilevato Nessun Target Rilevato 
Decision Fusion Target rilevato Target Rilevato 
 
 
Il caso Faulty è stato simulato con i seguenti valori: 
 
7 →  49 
9 →  49 
10 →  49 
15 →  49 
19 →  49 
20 →  49 
 
Test 3.B 
(Pos. Bersaglio 3, caso B) 
 
Tabella 12 
Mote 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 






 Fault Free Faulty 
Value Fusion Target rilevato Nessun Target Rilevato 
Decision Fusion Target rilevato Target Rilevato 
 
 
Il caso Faulty è stato simulato con i seguenti valori: 
 
7 →  58 
8 →  58 
9 →  58 
15 →  58 
19 →  58 




3.6.4 Alcuni commenti 
 
 
Dai risultati riportati si evince come, di fatto, Value Fusion sia molto condizionato 
nelle sue performances dal SNR. Se quest’ultimo non è sufficientemente alto, 
Value Fusion non è in grado di offrire prestazioni ottimali. Al contrario, Decision 
Fusion si rivela refrattario a questo tipo di condizioni, ed è quindi più robusto in 
condizioni di utilizzo avverse. Questo comportamento è ottenuto dalla 
discretizzazione di valori che viene fatta in Decision Fusion; in questo modo è 
come se i segnali di rilevazione fossero “amplificati”. Infatti, ad esempio, i valori 
45 e 59 vengono trattati con una stessa decisione (3).  Questo si traduce in un 
risultato ottimo per Decision Fusion, che, nelle condizioni operative adottate, si 
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dimostra sempre in grado di fornire rilevazioni accurate, anche con il  modello di 
comportamento malizioso proposto per il test. 
Le considerazioni che seguono sono quindi state fatte pensando principalmente ad 
un miglior utilizzo di Value Fusion, anche se valgono in egual misura per 
Decision Fusion.   
 In particolare, si è notato che riducendo il numero di valori eliminati (ad es. 
4=n ) otteniamo risultati leggermente migliori nel “nostro” modello faulty, ma, 
nel caso più semplice di sensori che forniscono valori fuori scala, i risultati sono 
assolutamente insufficienti. D’altro canto, in questo caso ( ) 1=> ntP  
essendo 4;6 == nt .  
Conseguentemente 1=SysFailureP , ovvero il sistema fallisce sempre nella 
rilevazione, basando il risultato delle operazioni anche su valori completamente 
fuori range. Una possibilità potrebbe essere quella di abbassare la soglia di 
rilevazione: la modifica però si traduce in una più alta FalseAlarmP  , e quindi in un 
calo nell’accuratezza delle rilevazioni. 
In conclusione quindi, potremmo dire che la scelta di n, valori da scartare, risulta 
determinante per il buon funzionamento dell’algoritmo: scegliendo n troppo 
grande, si rischia di diminuire l’accuratezza delle rilevazioni, dovendo scartare 
anche valori significativi; se, al contrario, n è troppo piccolo, l’algoritmo può dare 
risultati scadenti, dovendo considerare anche valori palesemente falsi. Tutto 
questo deriva, in ultima analisi, dalla necessità di considerare sia il  modello di 
guasto degli autori (che imporrebbe di scegliere tn = ), sia il modello di guasto 
proposto nei test effettuati, che suggerirebbe di scegliere 0=n . 
Come già accennato in precedenza, una possibile soluzione che costituisca un 
compromesso tra le due opposte esigenze potrebbe essere quella di scegliere n in 
modo che vengano fatte rilevazioni corrette nei casi Fault Free, eseguendo una 
sorta di “calibrazione” dell’algoritmo sulla base delle condizioni operative; resta 
comunque il fatto che, se nt >  ed i sensori maliziosi usano il modello visto 
all’inizio della trattazione ( per il quale i nodi sensori fornivano valori molto alti 


















4.1 L’ambiente di sviluppo 
 
Prima di procedere illustrando le basi concettuali e l’implementazione 
dell’algoritmo di calibrazione, è necessario introdurre gli strumenti che hanno 
reso possibile queste realizzazioni. Diamo quindi uno sguardo alle caratteristiche 
strutturali di TinyOs, il sistema operativo utilizzato, e NesC, il linguaggio per 
mezzo del quale sono state scritte le applicazioni. 
 
4.1.1   TinyOs 
 
TinyOs[22] è un sistema operativo Open Source progettato per sistemi embedded, 
con particolare riferimento alle reti di sensori. Esso è costituito, a livello 
architetturale, da una serie di librerie che realizzano componenti di alto livello, e 
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moduli (wrappers) che permettono l’accesso all’hardware senza che l’utilizzatore 
ne conosca i dettagli. Più a basso livello troviamo le parti che gestiscono il 
bootstrap del dispositivo, lo scheduling, il power management, le interfacce di 
comunicazione, i sensori montati on board e le eventuali periferiche esterne. 
Un elemento caratterizzante TinyOs è l’architettura component-based:  il sistema 
fornisce un insieme di componenti, che vengono utilizzati collettivamente dal 
programmatore mediante l’operazione di wiring, indipendente 
dall’implementazione interna. La modularità del sistema consente il riuso del 
codice e la possibilità di escludere i moduli inutilizzati risparmiando memoria, per 
una gestione attenta di questa risorsa disponibile in quantità molto limitata nei 
motes. Dal momento che le applicazioni per reti di sensori non prevedono 
l’elaborazione di una lunga serie di operazioni, ma piuttosto brevi esecuzioni  a 
seguito del verificarsi di particolari eventi, come la ricezione di un messaggio, od 
il completamento di un’operazione di monitoraggio, TinyOs sfrutta un modello do 
concorrenza event-driven. Il codice viene eseguito in base ad eventi e tasks. Un 
task viene eseguito in modo differito, vale a dire quando non sono in esecuzione 
altri task o gestioni di eventi. Quando viene richiesta l’esecuzione di un task, si ha 
un’operazione nota come posting: lo scheduler inserisce la richiesta in una coda 
FIFO, e l’esecuzione inizia quando le richieste pendenti precedenti sono state 
completamente eseguite. La priorità  di un task è molto bassa, pertanto essi sono 
interrompibili dalla gestione di un evento, ma non possono interrompersi fra loro. 
Gli eventi invece sono porzioni di codice che possono fare preemption su un task 
in esecuzione, oppure su un altro evento. Generalmente vengono invocati 
mediante interruzione hardware in corrispondenza del verificarsi di particolari 
condizioni, ad esempio lo scattare di un timer interno, la ricezione di un 
messaggio oppure l’acquisizione di una misurazione. Un evento può essere 
sollevato anche per indicare il completamento di una operazione richiesta in 
precedenza. 
In TinyOs, l’interazione fra i diversi moduli viene specificata attraverso le 
interfacce, che descrivono i servizi offerti e quelli richiesti per il funzionamento 
del modulo stesso. Naturalmente, l’implementazione del modulo verterà sullo 
sviluppo dell’interfaccia offerta, mentre il wiring dovrà specificare l’interfaccia 
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richiesta eseguendo il binding di quest’ultima alla corrispondente interfaccia 
offerta di un altro modulo. Un’interfaccià è composta da comandi ed  eventi: un 
comando costituisce una richiesta di iniziare una determinata operazione 
(generalmente verso un componente di livello più basso) mentre un evento 
costituisce la conferma del completamento di una richiesta, a seguito della quale 
viene eseguita una serie di operazioni, oppure viene scatenato direttamente 
dall’hardware, come abbiamo già visto. A titolo esemplificativo riportiamo nella 
figura seguente l’interfacciamento del modulo TimerM. 
  
Figura 11: intefacciamento per il modulo TimerM. 
 
Poiché i task non sono interrompibili, risulta necessaria l’assenza di operazioni 
bloccanti, che potrebbero portare a situazioni di deadlock: tutte le azioni che 
richiedono un certo periodo di tempo per essere eseguite sono del tipo split-phase: 
questo fa sì che, subito dopo l’avvenuta richiesta di esecuzione del servizio viene 
restituito il controllo al modulo chiamante, che quindi può continuare le proprie 
elaborazioni, salvo poi interromperne l’esecuzione mediante un evento che 
segnala il completamento del servizio desiderato. Ad esempio, quando si intende 
inviare un messaggio, mediante il comando send  si esplicita la volontà di invio al 
componente di comunicazione; quando la richiesta viene completata il 




4.1.2 Comunicazione in TinyOs 
 
La comunicazione in TinyOs si basa fortemente sugli Active Messages[23]. 
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Un active message include un identificatore, grazie al quale è possibile rendere 
noto al ricevente quale dovrà essere l’ operazione da eseguire a seguito della 
ricezione. Il messaggio comprenderà quindi (oltre al payload e l’identificatore del 
destinatario) anche un campo che specificherà il tipo del messaggio stesso; in 
questo modo il ricevente sarà in grado di gestire il pacchetto ricevuto utilizzando 
l’ handler  preposto al trattamento del payload ricevuto. 
Le funzionalità single-hop come l’invio di pacchetti, e la generazione dell’evento 
di ricezione sono fornite direttamente dal sistema operativo, mediante il modulo 
GenericComm. Lo schema a blocchi delle entità coinvolte è rappresentato nella 
figura seguente. 
 
Figura 12: Comunicazione in TinyOs. 
 
A causa delle note limitazioni della memoria, in GenericComm non è 
implementato nessun tipo di buffering, ma si utilizza lo spazio allocato 
dall’applicazione. Al momento di un invio, tale spazio diviene di proprietà di 
GenericComm, e viene restituito al momento della generazione dell’evento di fine 
trasmissione. La stessa cosa avviene per la ricezione: per eseguire l’operazione 
GenericComm prende temporaneamente possesso dello spazio dell’applicazione; 
alternativamente essa può mantenerlo, fornendone però un altro per il ricevimento 
del messaggio; questa operazione è nota come Buffer Swapping.  Se si rende 
necessaria la memorizzazione di più pacchetti, l’applicazione deve provvedervi 
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autonomamente. Il paradigma di comunicazione utilizzato in TinyOs è il Best 
Effort: la consegna dei messaggi non è garantita, non essendo implementato 
nessun protocollo di trasporto né alcun meccanismo di ritrasmissione dei 
pacchetti. È tuttavia possibile abilitare l’invio di messaggi di acknowledgement.  
L’accesso al mezzo di trasmissione condiviso viene regolamentato dal protocollo 
CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) , sebbene 
esistano altri protocolli implementati da terze parti. 
 
 
4.1.3   NesC 
 
 
Le applicazioni scritte per TinyOs, così come il sistema operativo stesso, sono 
scritte utilizzando il linguaggio NesC[24]. 
Il NesC è un’estensione del C, noto linguaggio di programmazione, molto usato 
per scrivere applicazioni di sistemi embedded, in virtù del fatto che integra tutti i 
servizi necessari per la gestione hardware oltre ad essere molto conosciuto dagli 
sviluppatori. In particolare, NesC consente di ottimizzare il codice mediante 
analisi statica, e rilevare eventuali accessi concorrenti non regolamentati a 
variabili condivise; ciò viene reso possibile dalla estrema staticità imposta al 
sistema. In NesC infatti non esiste l’allocazione dinamica della memoria: le 
variabili vengono allocate nello stack oppure staticamente nello spazio di 
memoria globale. Inoltre non vengono utilizzati puntatori a funzione, di 
conseguenza  il flusso di esecuzione delle istruzioni è noto a tempo di 
compilazione. 
 
Creazione dei componenti 
 
Le applicazioni in NesC sono realizzate scrivendo e collegando fra loro 
componenti, ognuno delle quali fornisce e richiede servizi, specificati mediante le 
interfacce offerte e richieste rispettivamente; questo approccio rispecchia la 
struttura component-based di TinyOs. 
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Vi sono due tipi di componenti in NesC: i Moduli e le configurazioni.  Mediante i 
primi è possibile specificare l’implementazione dei comandi e degli eventi 
specificati nelle interfacce, mentre le seconde descrivono il wiring effettuato fra le 
interfacce fornite e le omologhe interfacce usate. Un esempio di configurazione è 
rappresentato nella figura seguente. 
 
Figura 13: Configurazione del componente TimerC. 
 
La struttura di un’applicazione viene descritta mediante la Top Level 
Configuration, che contiene il wiring  di tutti i componenti utilizzati; in questo si 
rivela necessaria la presenza del componente Main che effettua il boot del 
dispositivo. Il corpo dei moduli viene scritto utilizzando il linguaggio C, esteso 
per la rappresentazione di comandi ed eventi. Tali funzioni vengono specificate 
mediante la parola chiave command ed event rispettivamente. Mediante la parola 
chiave call  è possibile richiedere l’esecuzione di un comando, mentre per 
scatenare un evento viene impiegata la parola chiave signal. 
 
Concorrenza in NesC 
 
Il largo uso di tasks ed eventi, in congiunzione con l’uso di variabili condivise, 
può portare a race conditions, ovvero situazioni nelle quali due diverse porzioni di 
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codice tentano un accesso concorrente ad una singola variabile condivisa, e tali 
che le diverse possibili sequenze di accessi possono provocare risultati diversi per 
la variabile stessa. Per consentire una gestione più agevole del problema, il codice 
viene suddiviso in: 
• Codice sincrono: eseguibile solo da tasks; 
• Codice asincrono: eseguibile da almeno un handler di interrupt; 
Il codice sincrono non è atomico, ovvero interrompibile, a causa del fatto che i 
tasks non possono essere interrotti da altri tasks, essendo eseguiti in sequenza. 
Questo scongiura problemi di condivisione di risorse: ogni accesso è comunque 
esclusivo del task in esecuzione. Gli eventi invece possono interrompere un task 
od altri eventi; di conseguenza, l’atomicità non è più garantita in questo caso. Per 
risolvere la questione si può tentare di scrivere il codice in modo da consentire 
l’accesso a risorse condivise solo in sezioni di codice sincrono, oppure specificare 
al compilatore quali sono le azioni che devono essere eseguite in mutua 
esclusione. Quest’ultima strategia può essere adottata utilizzando la parola chiave 
atomic anteponendola ad istruzioni, o blocchi di esse, la cui esecuzione deve 
essere non interrompibile. Con questa direttiva il compilatore disabilita le 




4.1.4    Tython 
 
 
Nel capitolo precedente abbiamo visto TOSSIM, il simulatore utilizzato per 
eseguire le applicazioni considerate e sviluppate; il suo funzionamento è in grado 
di riprodurre il comportamento dei motes stabilito in base al codice scritto, ma la 
simulazione è di per sé statica, non essendo presente la possibilità di modellare 
situazioni comuni, come lo spostamento dei nodi sensori, oppure la variazione, nel 
tempo, delle grandezze misurate. TinyViz tenta di sopperire a questa mancanza, in 
virtù dell’interazione grafica che si può avere con il simulatore; tuttavia diventa 
difficile replicare manualmente le condizioni ripetute per le varie simulazioni, 
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oltre ad essere scomodo dover manipolare gli stessi parametri per ogni istanza di 
simulazione. Per agevolare queste operazioni è stata integrata in Tossim e 
TinyViz un’interfaccia di scripting, Tython[25]; essa si basa sul linguaggio di 
programmazione Python, ed in particolare sulla sua implementazione Java, 
Jython. Mediante uno script Tython è possibile avviare automaticamente una 
simulazione, o più ripetizioni di questa, senza l’intervento esterno  
dell’utilizzatore, oppure si può mettere in pausa l’esecuzione per interagire 
mediante linea di comando. 
Oltre all’ambiente di scripting, in Tython sono integrate alcune librerie, contenenti 
oggetti utili per interagire con le simulazioni. Il modulo simcore costituisce la 
parte principale di queste funzioni. Per avere un’idea delle azioni eseguibili, ne 
sono riportate alcune nella tabella seguente. 
 
Funzione Operazione eseguita 
sim.pause() sospende la simulazione corrente 
sim.resume() riprende la simulazione sospesa  
motes[i].turnOn() accende il mote i  
motes[i].turnOff() spegne il mote i 
Motes[i].moveTo(x,y) sposta il mote i in (x,y) 
radio.setLossRate(i,j,prob) imposta la loss rate tra due mote 
comm.sendRadioMessage(i,t,msg) invia un messaggio via radio 
comm.setADCValue(i,t,p,val) imposta la misurazione per il nodo i 
Tabella 14: Principali servizi forniti dal modulo simcore. 
 
Oltre a poter utilizzare i plugin di TOSSIM, il modulo consente di interagire con 
gli eventi generati dal simulatore. Al verificarsi di un evento particolare, ad 
esempio la trasmissione di un pacchetto, lo script riceve una notifica, alla quale 
può essere associata una funzione, che quindi viene eseguita. Questo risulta molto 
utile per innescare azioni a seguito di particolari eventi, oppure registrare 
informazioni in un file di log. Alcuni eventi controllabili sono lo spostamento dei 
motes, l’invio di pacchetti (e la loro ricezione), la stampa di messaggi di debug. 
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Con Tython è anche possibile generare degli eventi, per l’esecuzione differita di 
una funzione, oppure eseguire azioni ripetitive ad intervalli di tempo regolari. Un 
esempio è possibile trovarlo nell’oggetto motemover, incluso nel modulo simutil, 




4.2 Calibrazione sicura in reti di sensori  
 
Abbiamo visto nei capitoli precedenti gli algoritmi Value Fusion e Decision 
Fusion, progettati come metodo risolutivo per il problema della target detection, 
in presenza di nodi riprogrammati da un avversario con l’intento di disturbare e 
possibilmente impedire la rilevazione di oggetti estranei presenti nell’area 
monitorata.  
Oltre a fornire valori che non rispecchiano le effettive misurazioni (per indurre la 
rete a fornire falsi allarmi in assenza di bersagli, oppure falsi negativi con bersagli 
presenti), uno dei principali attacchi esterni è il Bizantine Attack, effettuato da 
uno o più motes maliziosi della rete a seguito di riprogrammazione. Una 
metodologia che consente di gestire il problema è stata studiata nel capitolo 2, l’ 
Oral Message Algorithm. Per una wireless sensor network, quest’ultimo è 
sicuramente preferibile al Signed Messages Algorithm, che prevede l’invio di un 
maggior quantitativo di informazioni a discapito del consumo energetico, che, 
come abbiamo visto, è un aspetto di assoluta importanza per una rete di nodi 
sensori wireless. 
L’applicazione dell’ OM Algorithm però, e subordinata ad una condizione 
necessaria e sufficiente: deve essere vera la relazione 13 +≥ tN , con N numero 
totale dei nodi, e t numero dei sensori maliziosi. In condizioni operative comuni, 
spesso risulta difficile stimare il numero di nodi maliziosi; questo si traduce in una 
difficoltà di fondo nel capire se, per la rete in esame, la condizione di cui sopra 
risulta verificata o meno. 
L’algoritmo progettato ha quindi lo scopo di stimare, in senso generale, la qualità 
della rete, ovvero propone una soluzione per ottenere il grado di affidabilità della 
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rete stessa: si può parlare quindi di calibrazione. Al termine della sua esecuzione 
sarà dunque possibile dichiarare la rete ancora sufficientemente affidabile, oppure 
del tutto inaffidabile, intraprendendo quindi opportune azioni correttive.  La sua 
messa in opera viene fatta con tempistiche del tutto casuali: non vi è modo, per 
l’avversario, di determinare quando verrà iniziata la fase successiva di 
calibrazione; egli non può quindi istruire in nessun modo il nodo sensore 
malizioso a comportarsi correttamente durante questa fase. Si presuppone quindi 
che, durante la calibrazione, i dati forniti dai motes riprogrammati non siano in 
linea con la reale situazione ambientale.  
 
 
4.2.1     Le basi teoriche 
 
 
Prima di analizzare più nel dettaglio l’algoritmo proposto per eseguire quanto 
detto, è opportuno presentare i concetti su cui quest’ ultimo è basato. 
Il concetto che costituisce l’ossatura della metodologia proposta è il Trust Index . 
Intuitivamente, si può pensare al Trust Index, associato ad ogni sensore nella rete, 
come ad un indicatore quantitativo in grado di fornire una stima dell’affidabilità 
del sensore stesso: maggiore è questo indice e maggiore sarà, appunto, la fiducia 
nel fatto che il nodo fornisca delle rilevazioni corrette. 








Con λ  di valore costante, e v  variabile associata al nodo, dipendente dal 
comportamento del nodo stesso. 
Detto rf  il fault rate di un nodo non malizioso, se il sensore fornisce rilevazioni 
corrette, v  viene decrementato di rf , determinando un aumento del TI 
( 1max =TI ), se invece il sensore fornisce rilevazioni errate, v  viene incrementato 
di rf−1 , determinando quindi un decremento del TI. 
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Un nodo che si comporta correttamente, nella realtà non è sempre infallibile: è 
tollerata infatti una rilevazione errata ogni  
rf
1
 rilevazioni. In questo modo, il 
relativo TI non subisce variazioni, essendo: 
 


























Figura 14:Andamento del Trust Index (TI, presente in ordinata) al variare del numero di 
posizionamenti del Target (presente in ascissa). 
  
 
Come si può anche osservare dalla figura, il TI decresce con andamento 
esponenziale inverso; la costante λ  determina la velocità con cui il TI stesso 
diminuisce. 
Accanto alla definizione di indice di fiducia, diventa determinante l’introduzione 












Quindi un indice associato non al singolo nodo, quanto piuttosto all’intera rete. 
Questo valore, come vedremo, costituirà de facto il riferimento per stimare 




4.2.2     L’algoritmo 
 
 
L’obiettivo che si intende raggiungere non è quello di rilevare la presenza di un 
bersaglio nella rete, quanto piuttosto stimare se la rete sia ancora in grado di 
compiere questa operazione in modo affidabile e preciso. 
A questo proposito risulta quindi utile determinare questa capacità andando a 
confrontare, in scenari operativi noti, il comportamento della rete, o, meglio, il 
comportamento di ogni singolo nodo, che poi in ultima analisi contribuisce nel 
determinare le prestazioni dell’intera rete. 
Dal confronto di ciò che si attende in relazione a ciò che realmente si ottiene, è 
quindi possibile stimare la correttezza del funzionamento del singolo nodo e 
quindi di tutto il sistema. Un nodo che si comporta in modo atteso vedrà il proprio 
indice di fiducia  sempre alto (al limite sempre unitario), mentre un nodo 
malizioso avrà un TI decrescente, che contribuirà ad abbassare il CTI della rete. 
A livello pratico l’algoritmo che segue viene eseguito da un nodo sink, ovvero un 
nodo particolare che viene inserito nella rete con il solo scopo di eseguire la 
calibrazione. Esso conosce anticipatamente le posizioni che il bersaglio assumerà 
durante l’esecuzione. Tali posizioni, come vedremo, saranno generate in modo 
casuale. 
Nota la posizione dei sensori all’interno della rete, l’algoritmo eseguito dal nodo 
sink consiste nei seguenti passi: 
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1. Posizionare bersaglio; 
2. rilevare valori sensoriali di ogni nodo; 
3. per ogni sensore confrontare il valore rilevato con quello atteso e, 
qualora risulti:   0VV ∆>∆  con 0V∆ = soglia di tolleranza, incrementare 
v (provocando un decremento di TI); altrimenti decrementare v n modo 
da incrementare TI del nodo. 
4. Determinare il CTI della rete; 
5. ripetere k volte, con k diverse posizioni del bersaglio; 
6. Analizzare l’andamento di CTI al variare di t= num. sensori faulty. 
 
Il nodo sink dunque ha il compito di raccogliere i valori misurati da ogni nodo 
sensore, confrontarli con i valori attesi, e quindi trarre le opportune conclusioni. 
Dall’andamento di CTI è possibile determinare la bontà della rete, e, con buona 
approssimazione, anche il numero di sensori faulty che sono presenti nella rete 




4.2.3     Il rumore nelle misurazioni 
 
Dall’osservazione dei passi dell’algoritmo, è facile intuire che il mezzo grazie al 
quale il nodo sink riconosce la presenza di un nodo malizioso, è il confronto che 
viene fatto tra il valore atteso e quello effettivamente ottenuto come misurazione. 
Un problema che si presenta in questa fase si trova nella natura dei due valori 
confrontati. Il valore atteso infatti viene calcolato esclusivamente in base alla 
distanza misurata fra il nodo sensore in oggetto ed il bersaglio; il valore ottenuto 
invece, è affetto da una certa misura di rumore termico, essendo il risultato di un 
sensore posto sul mote.  




( ) ( ) iii nxSxE +=   
 
Dove ( )ixS  rappresenta il segnale rilevato, dipendente esclusivamente dalla 
distanza x, e n  corrisponde alla componente di rumore termico, che può essere  
modellato come un processo aleatorio caratterizzato da una densità di probabilità 
gaussiana. 
E’ quindi ipotizzabile che il valore ricevuto non sarà esattamente uguale al valore 
atteso, dal momento che quest’ultimo viene calcolato in assenza di rumore. In fase 
di confronto non sarà quindi possibile ottenere una esatta corrispondenza, ma 
dovrà essere dimensionata una soglia η  tale che: 
 
( ) ( ) η≤− attesoottenuto xSnxS ,  
 
in modo da avere un valore sufficientemente preciso, e tale da consentire una 
distinzione affidabile tra valori affetti da rumore, ma provenienti da sensori non 
maliziosi, e valori invece provenienti da sensori riprogrammati, e come tali diversi 
dai valori attesi. 
Tale problema può essere risolto con il criterio di Neyman-Pearson applicato al 
caso in esame.  
Mediante tale criterio è possibile, dopo aver  fissato una faP  (Probabilità di falso 
allarme) desiderata, disegnare un test con l’obiettivo di massimizzare DP  
(probabilità di effettuare una rilevazione corretta), in modo da distinguere in modo 
ottimo quale ipotesi sia verificata delle due possibili: 0H  ed 1H  . La soluzione 
può ottenersi mediante i moltiplicatori di Lagrange, costruendo la funzione: 
 




( )∫= 1 0|Zfa dxHxfP  
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( )∫= 1 1|ZD dxHxfP  
( )∫ −== 0 1 1|Z DM PdxHxfP  
 
Dove abbiamo indicato con Z1 e Z0 le regioni dello spazio di 
osservazione,complementari fra loro, corrispondenti alle ipotesi 1H  ed 0H  
rispettivamente. 
La funzione diventa quindi: 
 
( ) ( )( )∫∫ −+= 1 00 1 '|| ZZ dxHxfdxHxfF αλ  
 
Dopo semplici passaggi otteniamo: 
 
( ) ( ) ( )( )∫ −+−= 0 01 ||'1 Z dxHxfHxfF λαλ  
 
Minimizzare F significa quindi effettuare il test seguente: 
 








Che è definito Test di massima verosimiglianza. 
Notiamo che nel test avremmo ottenuto una disuguaglianza di maggioranza se 
avessimo integrato, nel passaggio precedente, su Z1 anziché su Z0. 
 
Più in particolare, nel nostro caso abbiamo le seguenti ipotesi: 
 
wAxH +=:0   Corrispondente all’ipotesi di ricevere un valore corretto A con 
rumore w; 




Come già detto, il rumore può essere considerato gaussiano a valor medio nullo e 
varianza 2σ  nota ( ),0( 2σΝ∈w ) ; A è l’ampiezza del target supposta nota perché 
il sensore funziona correttamente; B è l’ampiezza del target supposta incognita 
perché il sensore non funziona correttamente.  
In assenza di altre informazioni, un modo per affrontare il problema di decisione 
binaria è quello di utilizzare, come già visto, il criterio di Neyman-Pearson. 











    
 










































Applichiamo il logaritmo:  )ln(2)( 22 λσ
<
>− Ax  
 
Calcolando la radice quadrata di entrambi i termini otteniamo: η
<
>− || Ax  
Con )ln(2 2 λση =  
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La soglia η  viene fissata in base alla faP  desiderata, cioè alla probabilità di 
dichiarare che il sensore è malizioso, quando invece funziona correttamente. 
Fissato dunque un possibile valore per faP , otteniamo la seguente strategia di 
decisione: 
0HAx ⇒<−<− ηη  
η>− Ax  oppure 1HAx ⇒−<− η  
 
Conseguentemente, definito Axz −=  abbiamo: 
 








ηηη QHzHzPfa 2|Pr|Pr 00  












1 faPQση  
 
Infine, DP , ovvero la probabilità di rilevare un sensore faulty quando lo è 
realmente risulta pari a: 















ηηη ABQABQHzHzPD 11 |Pr|Pr  












Fissando faP ,grazie al criterio di Neyman-Pearson, abbiamo un valore ottimo per 
DP , ovvero il valore massimo ottenibile con la faP data. 
Nel caso in esame, è stata decisa una 310−=faP , da cui abbiamo ottenuto 








4.2.4   L’implementazione 
 
 
L’algoritmo ideato è stato implementato in linguaggio NesC, per l’ambiente 
TinyOs. Nella versione sviluppata, il numero di round nel quale si svolge 
l’applicazione viene deciso inizialmente; la scelta, come vedremo nel prossimo 
capitolo, deve tenere conto di alcuni parametri per poter essere fatta in modo 
efficiente; per ogni round, la posizione del bersaglio viene decisa in modo casuale 
dal nodo sink  (con )95,0[, ∈yx  ), e viene quindi osservato il comportamento 
della rete nelle condizioni scelte. 
Nel funzionamento reale, a bersaglio posizionato, i sensori sono in grado di 
acquisire una rilevazione ed inviarla al nodo sink. Nella simulazione è possibile 
attribuire un valore analogico ai vari sensori, ma questo deve essere inserito 
manualmente, o comunque utilizzando uno script Tython. Conseguentemente, è 
stato pensato un funzionamento del simulatore in questo modo: per ogni round, il 
nodo sink genera una coppia di coordinate relative ad una  posizione random, che 
quindi viene comunicata allo script Tython. Quest’ultimo è stato strutturato come 
definizione di un Handler relativo all’evento di accensione di un led sul mote. Al 
verificarsi di questo evento, viene posizionato il bersaglio (presente nella 
simulazione come un sensore particolare) e viene rilevata la distanza tra ogni mote 
ed il bersaglio, in modo da poter calcolare i valori energetici simulati che i vari 
motes andranno a rilevare. Una volta calcolati, tali valori vengono assegnati come 
letture ADC per i nodi. Questo viene fatto per simulare l’ambiente esterno che 
consente una rilevazione verosimile in accordo alla posizione del target. Infine, il 
nodo sink invia un segnale di interrogazione ai vari motes, per conoscere la loro 
lettura attuale. Grazie allo script, tale lettura sarà in accordo alla posizione del 
bersaglio. Come abbiamo visto, per ogni sensore, il valore energetico viene 
calcolato nel seguente modo: 
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( ) ( ) iii nxSxE +=  
 
Dove ( )xS  rappresenta il segnale rilevato e n corrisponde alla componente di 
rumore termico, modellato come un processo aleatorio caratterizzato da una 
densità di probabilità gaussiana. 
Il valore così rilevato viene quindi inviato al nodo sink, il quale, ottenute tutte le 
letture, procede nell’applicare l’algoritmo così come lo abbiamo visto. Tuttavia, 
nelle fase di invio delle rilevazioni dai sensori verso il nodo sink, può accadere 
che il nodo sink stesso non riceva gli invii di uno o più nodi. Tale situazione si 
può verificare, ad esempio, durante le fasi iniziali della simulazione, durante le 
quali può accadere che il nodo sink venga inizializzato e quindi diffonda la 
posizione del bersaglio per il primo round prima dell’effettiva inizializzazione di 
tutti i nodi della rete. Questo problema viene gestito con un invio in unicast di un 
segnale che solleciti l’invio della lettura ottenuta per quel round ai soli nodi che 
non hanno ancora risposto con un valore. La necessità di un invio unicast, che 
rallenta sensibilmente l’elaborazione, rispetto ad un invio broadcast, più rapido, si 
giustifica se si pensa alla disponibilità di spazio riservato per il buffer di ricezione 
del nodo sink: tale spazio è decisamente esiguo, e viene saturato in modo 
abbastanza rapido dall’ invio simultaneo di più messaggi ad esso destinati. Questo 
può provocare la perdita di informazioni. Una volta ottenuti i valori mancanti, 
viene eseguito l’algoritmo. Tutto questo viene gestito mediante un timer che scatta 
ad intervalli regolari (decisi di 2 sec.): allo scadere dell’intervallo il nodo sink 
analizza la situazione, e provvede quindi a generare in modo casuale un nuovo set 
di coordinate per il round successivo (causando quindi la generazione di una 
rilevazione per i motes), oppure invia un messaggio che solleciti l’invio, diretto ai 
nodi dai quali non ha ancora ottenuto alcun valore. Il comportamento dipende 
chiaramente dal numero di valori che il nodo sink ha ricevuto fino a quel 
momento. 
I nodi maliziosi sono considerati nella simulazione grazie alla presenza di un 
vettore di booleani (presente,ovviamente, nello script): tale vettore presenta N 
componenti, uno per ogni nodo nella rete. Esso determina, nella sua i-esima 
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posizione, il comportamento che l’ i-esimo sensore dovrà seguire: un “1” indica 
un comportamento malizioso; viceversa uno “0” indica un comportamento 
corretto. I comportamenti maliziosi, come già visto in precedenza, possono essere 
di varia natura. In questo contesto, si è pensato ad un invio del valore “130” (che 
lo script provvede ad assegnare al sensore come lettura acquisita, in accordo al 
vettore summenzionato), ovvero un valore fuori scala, per simulare tale 
comportamento. Non è comunque difficile implementare comportamenti di tipo 




4.2.5     Configurazione dell’applicazione 
 
 
In TOSSIM non è consentito differenziare le operazioni eseguite dai vari nodi 
sensori simulati: l’applicazione eseguita deve essere comunque la stessa, e questo 
obbliga ad effettuare alcune scelte progettuali. Abbiamo visto che il nodo sink si 
occupa di raccogliere le rilevazioni ed effettuarne il confronto con i valori 
previsti; i nodi sensori costituenti la restante parte della rete invece eseguono le 
misurazioni e le inviano al nodo sink quando richiesto; a causa delle limitazioni 
suddette, le azioni previste per le due diverse categorie sono state integrate in una 
singola applicazione, il cui modulo è stato nominato TargetSimFTM. Grazie alla 
presenza del TOS_LOCAL_ADDRESS, ovvero un identificativo proprio di ogni 
mote nella rete, è stato possibile differenziare le due attività a seconda del nodo 
considerato.  
Di seguito è stata rappresentata la configurazione del modulo principale. Il 




Figura 15: Configurazione di TargetSimFTM. Le interfacce associate al modulo 
GenericComm  non sono rappresentate in dettaglio.  
 
L’interfaccia Stdcontrol contiene i comandi eseguiti all’ inizializzazione ed avvio 
del nodo, e la sua istanza nel componente Main è la prima ad essere eseguita; la 
sua associazione al modulo principale ed al modulo TimerC permette di eseguire 
le operazioni iniziali programmate ed avviare il timer. L’interfaccia Random viene 
impiegata nella generazione casuale delle coordinate da parte del nodo sink; essa 
viene gestita dal modulo RandomLFSR, che realizza un generatore pseudo-
random del tipo Linear Feedback Shift Register, cioè basato su un registro a 
scorrimento con uscite retroazionate. L’interfaccia TinySecMode, associata al 
componente TinySecC, viene impiegata per attivare l’uso di contromisure contro 
eventuali Outsider Attack. I messaggi trasmessi vengono infatti crittografati con 
una chiave simmetrica (unica per tutti i nodi della rete), ed inoltre viene associato 
loro un MAC (Message Authentication Code) per preservarne l’integrità. Un 
messaggio in ricezione viene quindi elaborato solo se non ne è stato alterato il 
contenuto durante la trasmissione. 
Relativamente alla parte di comunicazione, gestita dal modulo GenericComm, in 
figura 16 sono rappresentate le relative interfacce, differenziate al fine di 























Figura 16: Interfacciamento per la comunicazione. In maiuscolo sono indicate le macro 
adottate a distinzione dei vari tipi di messaggio. 
 
L’interfaccia di comunicazione RetrieverS viene impiegata dai motes periferici 
per inviare al nodo sink il valore ottenuto a seguito della misurazione (RetrieverR 
è l’interfaccia duale utilizzata in ricezione dal nodo sink); RestartMotesS, propria 
del nodo sink, è invece deputata all’invio di un segnale di avvio della procedura di 
acquisizione dati da parte dei restanti nodi della rete. Alla ricezione di questo tipo 
di messaggio, effettuata mediante l’interfaccia RestartR, il singolo nodo effettua la 
misurazione e quindi la trasmette al nodo sink. ActivateS/ActivateR riveste un 
ruolo duale rispetto al precedente, essendo utilizzata per inibire le misurazioni da 
parte dei nodi periferici. Infine, StopS viene utilizzata dal nodo sink, ed ha il 
compito di inviare un segnale di stop al termine dell’esecuzione dell’algoritmo di 
calibrazione, in modo che i motes riceventi (mediante l’interfaccia StopR) 
interrompano la propria attività. 
L’interfaccia Leds viene impiegata principalmente dal nodo sink per la 
generazione dell’ attivazione intermittente del led di colore verde, evento a 
seguito del quale si attiva lo script per la generazione delle letture analogiche dei 

















4.2.6   Lo script realizzato per le simulazioni 
  
 
Lo scopo principale dello script è quello di modellare l’ambiente assegnando le 
misurazioni peri vari nodi sensori in accordo alla posizione del bersaglio decisa 
per l’istanza in esecuzione. La sua ossatura si basa sulla realizzazione di un 
handler associato all’evento blink dei motes, che viene sollevato all’accensione 
intermittente di uno dei tre led posti sul sensore. Nella fattispecie è stato 
considerato il led verde, dunque al suo lampeggiare verrà sollevato l’evento e 
quindi eseguito l’ handler. Inizialmente vengono acquisite le coordinate del 
bersaglio generate internamente dal nodo sink, e quindi vengono assegnati i valori 
corrispondenti ai vari motes in base alla posizione di quest’ultimi in relazione alla 
posizione del bersaglio stesso. Il modello energetico adottato, dipendente dalla 
















con =K  Potenza emessa dal bersaglio nel tempo T ; isud −=  distanza 
geometrica tra bersaglio e sensore e 0d  costante che tiene conto delle dimensioni 
fisiche del bersaglio. Se 0dd ≤  allora si considera KTuSi =)( . 
Al valore così ottenuto viene aggiunta la componente di rumore, che come 
abbiamo già visto è stato modellato come un processo aleatorio con densità di 
probabilità gaussiana. Esso viene generato mediante la funzione ( )σµ,gauss   
contenuta nel modulo Random, che costituisce parte della libreria di riferimento di 
Tython. Esso, così come Python, da cui è derivato, utilizza il Mersenne-Twister 
come generatore di numeri casuali principale. Quest’ ultimo produce numeri in 
virgola mobile con precisione di 53 bit e dispone di un periodo di 1199372 − . 
Nello script sono integrati inoltre alcuni comandi per assegnare etichette al nodo 
sink ed al bersaglio, in modo da evidenziarli graficamente durante l’esecuzione 
della simulazione. 
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La distinzione del comportamento dei vari motes è stata ottenuta grazie 
all’impiego di un vettore monodimensionale, composto da un numero di elementi 
pari al numero di nodi presenti nella rete, esclusi nodo sink e bersaglio. A seconda 
del valore in corrispondenza dell’ i-esima posizione, l’i-esimo sensore avrà un 
comportamento diverso, permettendo così di simulare la presenza di elementi 
maliziosi con comportamento differenziato. Questa caratteristica è risultata utile 
soprattutto nelle simulazioni eseguite per stimare alcuni possibili valori per il 
parametro λ , le cui conclusioni sono descritte nel prossimo capitolo. 
 
4.2.7   Alcune simulazioni eseguite 
 
Come risulta evidente dall’analisi dei passi dell’algoritmo di calibrazione, risulta 
determinante per la stima della qualità della rete analizzata il valore di CTI, 
ovvero del Trust Index Cumulativo. Per studiarne l’andamento, e sperimentare 
concretamente la metodologia proposta, sono state eseguite alcune simulazioni, 
effettuate con 24 nodi disposti come in figura.  
 
 




I valori simulati sono stati calcolati con i seguenti parametri: K*T=100; 0d = 2.5 . 
Le prove sono state ripetute più volte: sono stati considerati scenari operativi che 
presentassero da 1,2,3, …10 sensori faulty, e per ognuno di questi è stato 
calcolato il CTI al variare delle posizioni del bersaglio. 
Per semplicità, è stato supposto assente il rumore, inoltre il comportamento dei 
sensori maliziosi, il cui numero varia nelle prove effettuate, è definito in modo 
che essi forniscano sempre valori tali da distorcere le reali misurazioni effettuate. 
Le simulazioni sono state differenziate in base al numero di sensori maliziosi, ed 
risultati sono mostrati nella tabella della pagina seguente: 
 
 
Round ( posizione bersaglio) 
 0 1 2 3 4 5 
1 24 23.78 23.60 23.47 23.37 23.29 
2 24 23.56 23.21 22.95 22.74 22.58 
3 24 23.34 22.82 22.42 22.11 21.87 
4 24 23.12 22.43 21.90 21.48 21.16 
5 24 22.90 22.04 21.37 20.85 20.45 
6 24 22.68 21.65 20.85 20.22 19.74 
7 24 22.46 21.26 20.33 19.60 19.03 
8 24 22.24 20.87 19.80 18.97 18.32 

















10 24 21.80 20.09 18.75 17.71 16.90 




Nella tabella, con “Round 0” si indica il passo iniziale dell’algoritmo, nel quale 
tutti i sensori hanno TI massimo. 
E’ interessante notare come l’andamento di CTI non dipenda dalle particolari 
posizioni assunte dal bersaglio durante la calibrazione, ma sia invece determinato 
unicamente dal numero di sensori faulty presenti nella rete.  Questa osservazione 
ha consentito di ricavare euristicamente una relazione che lega il CTI ai vari 
parametri. 
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Fissati dunque λ , rf  e detti  =t  numero sensori faulty e =n  numero di sensori 
non faulty, abbiamo: 
 
rfretnrCTI *)1(**)( −−+= λ
 
 
Dove r indica il numero di round, ovvero la ripetizione i-esima dell’algoritmo. 
Conseguentemente, r = 0 indica lo stato all’inizializzazione, per cui CTI è 
massimo, r = 1 indica l’algoritmo eseguito per la posizione 1 del Bersaglio e così 
via. 
Necessaria per una corretta stima della qualità della rete è, inoltre, la valutazione 
del sogliaCTI . 
Notoriamente, la maggior limitazione negli algoritmi distribuiti di Target 
Detection basati su Value Fusion o Decision Fusion, studiati in precedenza,  
risulta essere il rapporto tra numero di sensori maliziosi e numero di sensori 
corretti per il problema dei Generali Bizantini. 
Basandoci sull’ OM algorithm, ed utilizzando quindi messaggi non autenticati, è 
stato dimostrato che, per raggiungere l’exact agreement tra i vari nodi, è 
necessario avere 13 +≥ tn . 
In altre parole, è indispensabile che il numero di sensori maliziosi sia inferiore di 
3
1
 del numero di nodi totali. Queste considerazioni hanno portato ad una scelta di 
5.16=sogliaCTI . Gli andamenti di CTI risultanti dalle simulazioni sono stati 
mostrati graficamente per una migliore consultazione, in accordo alla relazione 
sopra enunciata. 
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Figura 18:Andamento delle curve rappresentanti CTI, suddivise per numero di sensori 
faulty (1 sensore la curva più alta, 10 sensori la curva più bassa). La linea orizzontale 
tratteggiata rappresenta il CTI di soglia. 
 
 
Nel grafico sono state tratteggiate le curve relative ai casi di rete inaffidabile. 
Come si vede chiaramente dalla fig. 18, l’identificazione di rete inaffidabile 
dipende strettamente dal numero di sensori maliziosi. In particolare, si evidenzia 
che  nei casi in esame con 8 nodi faulty, il sistema ottiene tale esito dopo 11 prove 
consecutive. Per ridurre il numero di posizioni da proporre in prova, e quindi 
migliorare la velocità di rilevazione, possiamo agire in due modi differenti:  
  
1. Alzare il valore di sogliaCTI , rimanendo però entro i limiti di una corretta 
rilevazione di rete  inaffidabile; nel nostro caso essendo 7max =t  (abbiamo 
24 nodi nella rete), possiamo salire fino a 17=sogliaCTI . 
2. aumentare il valore di λ ; questo provoca un aumento della rapidità di 
discesa della curva, permettendo quindi un avvicinamento più repentino a 
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sogliaCTI  nei casi di rete inaffidabile. Questi aspetti saranno studiati più 









































5.1 Influenza di λ  nell’algoritmo 
 
 
     Abbiamo visto che l’andamento del Trust Index risulta fortemente influenzato 
dal valore di λ . 
Come già analizzato, esso è in grado di determinare il gradiente di discesa della 
curva rappresentante l’andamento del Trust Index in funzione del numero di 
rounds (numero di posizioni) in cui viene eseguito l’algoritmo di calibrazione. 
 91 
E’ quindi utile determinare laddove possibile in modo quantitativo, oppure in 
modo perlomeno qualitativo, un insieme di considerazioni che possano aiutare 
nella determinazione di λ . 
A tal fine sono stati studiati due modelli di comportamento malizioso per i nodi: 
 
1) Modello “On-Off”: il sensore malizioso ha un comportamento sempre 
disorientante. 
2) Modello probabilistico: il sensore malizioso assume un comportamento 
alterno: con una data probabilità p, assume un comportamento malizioso, e 
con probabilità 1-p si comporta in modo corretto. 
 
Le simulazioni effettuate, volte allo studio di questi due modelli, sono state 
eseguite con una rete di 24 nodi, posizionati in una griglia. Il fault rate dei sensori 
è stato preso pari a 0.01, ed il valore di λ  è stato considerato in un intervallo 




5.2  Analisi modello “on-off” 
 
 
Questo modello rende l’analisi più agevole, in quanto il comportamento del 
sensore è largamente predicibile, essendo il suo comportamento deterministico. 
Abbiamo infatti già avuto modo di vedere che, con t sensori faulty ed tNn −=   
sensori normali, abbiamo: 
 
rfretnrCTI *)1(**)( −−+= λ
 
 
Con r = numero di rounds complessivi. Questo avviene perché siamo in grado di 
prevedere il possibile andamento del TI di ogni sensore malizioso, che sarà 
monotono decrescente. 
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Le simulazioni eseguite hanno confermato ciò che la teoria ci suggeriva; sono 
state infatti eseguite diverse prove, volte allo stabilire l’andamento di CTI (Trust 
Index cumulativo) in funzione di  λ , parametrizzato in relazione al numero di 
sensori maliziosi. 
Il risultato è stato rappresentato nel grafico seguente: 






















Figura 19:Andamento CTI su 15 rounds in funzione di Lambda. La linea rossa indica la 




Con 24 nodi totali sono tollerabili, in accordo alla teoria proposta da L. Lamport 
et al. , 7 nodi faulty, che porterebbero ad avere 17min =CTI . Per comodità di 
consultazione è stata quindi inserita una linea rossa ad indicare il minCTI . In linea 
di principio, l’algoritmo risulta funzionante se il CTI risultante dall’elaborazione è 
tale da consentire la rilevazione di un numero di sensori faulty superiore alla 
soglia di tolleranza;nel nostro caso la rete risulta compromessa con 8 o più sensori 
faulty; dal grafico, si evince quindi che, nell’arco di 15 rounds, si riconosce una 
rete compromessa con 15.0≥λ . Chiaramente, all’aumentare di λ  si è in grado di 
ottenere risultati ancora più “convincenti”, ovvero un CTI finale che si avvicina 
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maggiormente al caso ideale. Inoltre un λ  più elevato consente di raggiungere un 
risultato utile in un numero di rounds inferiore ai 15 considerati nelle nostre 
prove.  
Un corretto dimensionamento di λ  è quindi molto importante per avere un 
algoritmo affidabile. 
E’ interessante notare che, posta ad ipotesi la conoscenza del modello di sensore 
malizioso trattato in questo paragrafo, è possibile avere una stima del numero di 
sensori maliziosi, noti il round r e ( )rCTI . 
Infatti sappiamo che:  
 
rfretnrCTI *)1(**)( −−+= λ
 
 














roundt λ ; 
 
dove con ( ).round  si indica l’arrotondamento. 
Se, ad esempio, siamo al round 5 ed abbiamo rilevato che ( ) 8287.225 =CTI , 
allora abbiamo 3 sensori faulty. 
 
 
5.3     Analisi modello probabilistico 
 
 
Come già anticipato, in questo modello i sensori assumeranno comportamenti 
maliziosi in modo alterno, rispettando una probabilità p data. A differenza del 
caso precedente quindi, viene perso il comportamento deterministico e predicibile, 
a favore di andamenti più aleatori. 
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Sarà quindi piuttosto difficile predire il comportamento di un sensore nel round 
successivo. Questo comporta che il valore di λ  potrà essere determinato in modo 
più euristico rispetto al modello precedente. 
Nella simulazione, il comportamento malizioso è determinato nel modo seguente: 
viene preso in considerazione un intervallo [ ]99;0  estremi inclusi, e viene 
suddiviso in sotto-intervalli di dimensione opportuna: se 25.0=p , abbiamo 4 
sotto-intervalli di 25 numeri ciascuno, se 50.0=p  abbiamo 2 sotto-intervalli di 
50 elementi ciascuno ed infine se 75.0=p  di sotto-intervalli ne avremo 2, uno di 
75 e l’altro di 25 valori. Viene generato un numero casuale nell’intervallo iniziale 
e viene quindi considerato il sotto-intervallo a cui il numero appartiene: se è il 
primo  (0..24, 0..49 e 0..74 rispettivamente) il comportamento sarà malizioso, 
altrimenti sarà normale. 
I valori registrati per CTI, rappresentano, chiaramente, una istanza particolare di 
calcolo; altre prove effettuate nelle medesime condizioni potrebbero fornire valori 
leggermente diversi, a causa dell’aleatorietà del comportamento malizioso; 
tuttavia ciò che interessa è valutare l’andamento di CTI nel tentativo di stimare un 






5.3.1   Sensori maliziosi con probabilità p=0.25 
 
I sensori assumono qui un comportamento malizioso con probabilità piuttosto 
bassa (in pratica, 1 volta su 4); questo implica che, per rilevare un sottoinsieme di 
sensori maliziosi sarà necessario un valore di λ  piuttosto elevato, in modo che il 
TI dei nodi faulty scenda sensibilmente le poche volte che questi si comportano in 
modo inatteso. 
I risultati delle simulazioni eseguite sono riassunti in fig. 20, e confermano nella 
pratica ciò che era stato pensato: come si può osservare, il CTI rimane piuttosto 
 95 
alto, nonostante la calibrazione si sviluppi su 15 rounds, anche per λ  piuttosto 
grande. Il caso più interessante è senza dubbio quello relativo alla simulazione 
con 8 nodi maliziosi: si nota chiaramente che, per valori di λ  fino a 0.5, non è 
possibile dichiarare la rete compromessa, poiché CTI rimane sempre maggiore di 



































































Figura 20:andamento CTI in funzione di Lambda per sensori faulty con p=0.25. 
 
 
Da ulteriori simulazioni eseguite, è stato rilevato che l’algoritmo risulta in grado 
di rilevare la rete compromessa (con 8 nodi faulty, in 15 rounds) per 
7.0=λ restituendo 595432,16=CTI . Valori maggiori di λ  rendono tale 
rilevazione più rapida, scendendo sotto i 15 rounds richiesti. 
Come si può osservare, a differenza del modello precedente l’andamento delle 
curve non è regolare; questo fatto può essere giustificato dall’ aleatorietà del 
comportamento dei sensori, che consente un andamento dei valori che può non 
essere quello atteso, soprattutto in presenza di più sensori caratterizzati da questo 
modello. E’ necessario considerare infatti che l’andamento del TI nel tempo è 
determinato non solo dal numero di volte che il sensore si comporta in modo 
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inatteso, ma anche dal momento, durante l’esecuzione della calibrazione, in cui si 
registra tale comportamento. Per giustificare questa considerazione, si pensi al 
caso in cui il sensore malizioso sia tale, ad esempio, nei primi 4 rounds della 
calibrazione, in opposizione al caso in cui si abbia questa situazione negli ultimi 4 
rounds. Nel primo caso, il TI decresce, appunto, nei primi 4 rounds, ma 
successivamente viene incrementato negli 11 seguenti, durante i quali il sensore si 
comporta in modo normale. 
Nel secondo caso invece, il TI rimane massimo per i primi 11 rounds, e decresce 
negli ultimi 4. 
In questa situazione il TI finale è minore rispetto al caso precedente, poiché 








In questo secondo caso studiato i sensori tentano di ingannare il nodo sink, 
mediamente, una volta su due, dunque ci si attende che il valore di λ  necessario 
per rilevare la rete inaffidabile sia inferiore rispetto a quello trovato 
precedentemente. 












































































L’andamento appare senz’altro più regolare rispetto al caso precedente. Come si 
può osservare dal grafico per 8 sensori faulty, si può rilevare un valore di λ  
contenuto nel range di osservazione che ci consenta di concludere circa 
l’inaffidabilità della rete. Dalle prove effettuare risulta che per 3.0=λ , con 8 
sensori faulty, abbiamo 977640.16=CTI . Analogamente al caso precedente, 
valori maggiori di λ  sono in grado di rendere più rapida la rilevazione. 
 
 
5.3.3    Sensori maliziosi con probabilità p=0.75 
 
 
In quest’ultimo caso studiato i nodi faulty tentano di imbrogliare il nodo sink 3 
volte su 4, ci si avvicina dunque alla situazione presentata inizialmente, relativa ai 
nodi sempre maliziosi. 
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Figura 22:Andamento CTI per sensori faulty con p=0.75 . 
 
 
L’andamento è qui molto regolare, avvicinandosi alle curve “ideali” presentate 
per il modello On-Off. Una cosa interessante da notare è l’aumentare della 
regolarità dei grafici ottenuti, dal modello con 25.0=p , sino a quest’ultimo con 
75.0=p . Si può notare infatti che, mentre per il primo gli andamenti erano 
piuttosto “spezzettati”, per l’ultimo le curve risultano molto più vicine a quelle 
presentate inizialmente, per sensori sempre maliziosi. Tale andamento vede la sua 
ragion d’essere nel comportamento stesso dei sensori; se infatti i nodi tentano di 
ingannare sporadicamente il nodo sink, l’andamento del loro TI sarà più sensibile 
al round in cui questo avviene, come abbiamo già avuto modo di sottolineare in 
precedenza. Se invece tali tentativi sono più frequenti, l’andamento del TI sarà più 
regolare, dal momento che,in generale, il valore dell’indice decresce molto di più 
di quanto sia disposto a salire. Questo comporta che gli aumenti, sporadici e per 
loro natura di piccola entità, non sono in grado di incidere in modo sensibile 
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sull’andamento del TI, cosa che invece avviene nel modello con 25.0=p , in cui 
gli incrementi per TI sono presenti in misura largamente maggiore rispetto alle 
diminuzioni.  
Poiché i sensori maliziosi cercano di ingannare il nodo sink la maggior parte delle 
volte, sono facilmente identificabili, ed è quindi richiesto un valore di λ  minore 
dei precedenti rilevati. 
Difatti, già per 2.0=λ , otteniamo 946239.16=CTI , consentendo quindi una 
rilevazione di rete inaffidabile in 15 rounds. 
Di seguito riportiamo, per completezza, i valori di CTI risultati dalle simulazioni 
effettuate, relativi al modello probabilistico. 
 
            p=0.25      p=0.50 
 
p=0.75 
λ  0.1 0.2 0.3 0.4 0.5  0.1 0.2 0.3 0.4 0.5  0.1 0.2 0.3 0.4 0.5 
1 23.91 23.46 23.17 23.21 23.39  23.41 23.20 23.07 23.01 23.01  23.30 23.25 23.05 23.01 23.00 
2 23.65 22.75 22.65 22.67 22.63  23.05  22.87 22.17 22.20 22.06  22.68  22.23 22.08 22.07 22.00 
3 23.04 22.70 22.15 21.59 21.76  22.37  21.81 21.29 21.13 21.11  21.95  21.30 21.16 21.07 21.00 
4 23.06 21.66 21.20 21.05 20.75  21.84  20.58 20.46 20.45 20.07  21.21  20.50 20.13 20.05 20.00 
5 22.48 21.18 20.85 20.51 19.42  21.28  20.36 19.80 19.34 19.03  20.59  19.53 19.19 19.03 19.02 
6 22.33 20.79 19.62 19.71 19.09  20.93  19.26 18.59 18.73 18.14  19.85  18.66 18.22 18.06 18.03 















8 21.34  20.01 18.90 18.72 17.50  19.96  18.11 16.97 16.73 16.25  18.53  16.94 16.27 16.17 16.03 
































In questa tesi è stato affrontato il problema della target detection, riferito ad 
una wireless sensor network, ovvero il compito, per una rete di nodi sensori, di 
rilevare l’eventuale presenza di un particolare bersaglio nell’area monitorata. 
Abbiamo visto come questa attività sia soggetta ad attacchi di avversari, che 
possono manipolare, riprogrammandoli, alcuni nodi della rete a scopo di disturbo, 
in modo da rendere difficoltosa la rilevazione. Un possibile tentativo in questo 
senso può essere tentato adducendo, per i nodi riprogrammati, un comportamento 
bizantino, che consiste, come abbiamo visto, nel fornire informazioni diverse, 
anche contrastanti, ai diversi motes componenti la rete. Le simulazioni effettuate 
hanno mostrato che gli algoritmi studiati, Value Fusion e Decision Fusion, hanno 
performances differenti qualora il modello di comportamento malizioso dei nodi 
sia tale da non essere facilmente rilevabile, evidenziando un miglior risultato per 
il Decision Fusion, che si è mostrato più tollerante a questo tipo di attacco. Il 
problema dei Generali Bizantini può comunque essere gestito, in modo 
accettabile, solo se sono rispettate certe condizioni sul numero di sensori 
compromessi. Il Calibration Algorithm sviluppato consente di ottenere 
informazioni circa la funzionalità della rete, cercando di stimare se tali condizioni 
sono ancora soddisfatte. Tale stima è resa possibile dal confronto tra le 
misurazioni attese  e quelle realmente pervenute al nodo sink incaricato di 
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eseguire l’algoritmo.  Le simulazioni eseguite con TOSSIM hanno mostrato la 
correttezza della metodologia proposta ed hanno consentito di ottenere  importanti 
informazioni relative ad alcuni parametri impiegati nell’algoritmo stesso. 
Ulteriori sviluppi di questo lavoro possono essere individuati 
nell’implementazione di un algoritmo di Target Detection che si basi sugli stessi 
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