The paper proposes a scheme to tolerate the slow memory access latency for loop intensive applications in the system with memory hierarchy. The scheme takes into consideration of both the intermediate data and maximal overlap of data footprints for initial data. Furthermore, a schedule is presented to balance the ALU computation and memory operations. The memory requirement under such schedule is calculated. This schedule's improvement in total execution time is approximately 20% over existing methods.
INTRODUCTION
The contemporary DSP and embedded systems always contain the memory hierarchy, which can be simplified as on-chip and off-chip memories. In general, the on-chip memory has the fast speed and restrictive size, while the off-chip memory has the much slower speed and larger size. During the execution, the data are loaded from the off-chip to on-chip memories for the computation. Consequently, the system performance is degraded due to this long offchip access latency. How to tolerate the memory latency with memory hierarchy is becoming a more and more important problem [9] . In this paper, We abstract the on-chip and off-chip memories as the first and second level memories, respectively.
The prefetching techniques are proposed to attack the problem of tolerating the memory latency without considering the memory hierarchy. They can be classified into two categories -hardwarebased [4, 3] and software-directed prefetching [9] . Hardwarebased prefetching shows a poor performance when the program has complex access patterns, since such kind of pattern information is difficult to catch dynamicly in the execution stage. The traditional software-directed prefetching generally has little consideration on how to increase the program's parallelism. On the contrary of the prefetching techniques, multi-dimensional loop pipelining techniques [7] can be used to explore more parallelism, even to the extent of achieving full-parallelism for uniformly nested loops. These techniques, however, do not consider the memory latency in £ This work is partially supported by CAM Graduate Fellowship their algorithms.
In this paper, we combine the loop pipelining technique with the data prefetching approach. Multiple memory units, attached to the first level memory, will perform operations to prefetch data from the second to the first level memories. These memory units are in charge of preparing all data required by the computation in the first level memory in advance of computation. Multiple ALU units exist in the processor for doing the computation. The operations in the ALU units and memory units execute simultaneously. Therefore, the remote memory access latency is tolerated by overlapping the data fetching operations with the ALU operations. This paper presents an approach to balance the ALU and memory parts to achieve an optimal overall schedule length. Furthermore, the memory requirement of the first level memory to implement this overall schedule is calculated.
Loop tiling [8, 5] is a technique used to group basic computations so as to increase computation granularity and thereby reduce communication time. The traditional loop tiling techniques are mainly applied to the distributed computer architecture in which each processor has his own local memory, which is different from our model -multi-processors share a common memory hierarchy, which can be found in embedded computer system [6] , multi-processors computer, etc. The traditional loop tiling techniques find a right tile shape to efficiently reduce the communication cost among multiple processors without considering the scheduling of the basic operations. The approaches in [2, 10] are the few approaches to consider the detailed scheduling under memory hierarchy. However, their memory references consider only the intermediate data, and ignore the initial data, which are an important influence factor for performance.
In our approach, we consider both intermediate and initial data. The intermediate data will be changed by value during the computation. They can appear as the left or right operands in the equation. On the other hand, the initial data will keep their value during the computation. They can only appear as the right operands in the equation.
To increase the data locality, the iterations are grouped as partitions. We use the concept footprint [1] to denote those initial data required by the computations in one partition. Given a partition shape, we present an polynomial algorithm to find a partition size which can give rise to the maximum overlap between the adjacent footprints such that the number of memory operations is reduced to the largest extent. The new algorithm in this paper exceeds the per-formance of existing algorithms [2, 4] due to the fact it optimizes both ALU and memory schedules and considers the influence of initial data.
BACKGROUND
A loop body can be represented by a multi-dimensional data flow graph (MDFG) [7] . Each node in the MDFG is a computation. Each edge denotes the data dependence between two computations, with its weight as the distance vector. The execution of all nodes in a MDFG for one time is called an iteration. It corresponds to executing the loop body once. Iterations are identified by a vector i, equivalent to the multi-dimensional index.
In this paper, we will always illustrate our ideas under two dimensional loops. Using the same idea presented in this paper. it is not difficult to extend to loops with a higher dimension.
Architecture model
The technique in our paper is designed for use in a system with one or more processors. These processors share a memory hierarchy, as shown in Fig 1. Multiple ALU and memory units exist. Accessing the first level is significantly slower than the second level memory. During a program's execution, if one instruction requires data which is not in the first level memory, the processor will have to fetch data from the second level memory, which will cost much more time. Therefore, prefetching data into the first level memory before its explicit use can minimize the overall execution time. Two types of memory operations, prefetch and keep are supported by the memory units. Both of them are issued to get those data ready in the first level memory for the near future references. It is important to note that the first level memory in this model cannot be regarded as a pure cache, because we do not consider the cache associativity. In other words, it can be thought of as a full-associative cache. 
Partitioning the iteration space
The loop execution corresponds to executing all the iterations in the iteration space. Regular nested loop execution proceeds in either a row-wise or column-wise manner. However, this mode of execution does not take full advantage of either the locality of reference or the available parallelism. The execution of such structures can be more efficient by dividing the entire iteration space into regions called partitions that better exploit spatial locality.
Provided that the total iteration space is divided into partitions of iterations, the execution sequence will be determined by each partition. Assume that the partition in which the loop is executing is the current partition. Then the next partition is the partition adjacent on the right side of the current partition along the X-axis. The other partitions are all partitions except the above two partitions. Based on this classification, different memory operations will be assigned to different data in a partition. For a delay dependency that goes into the next partition, a keep memory operation is used to keep this data in the first level memory for one partition because of its immediate reuse in the next partition. Delay dependencies that go into other partitions result in using prefetch memory operations to fetch data in advance.
A partition is determined by its shape and size. We use two basic vectors (In a basic vector, each element is an integer and all elements have no common factor except 1) -P x and P y to identify a parallelogram as the partition shape. These two basic vectors will be called partition vectors in the paper. Assume without loss of generality, the angle between P x and P y is less than 180 AE , and P x is clockwise of P y . Then the partition shape and size can be denoted by the direction and the multiple of two partition vectors.
How to find the optimal partition size will be discussed in the fourth section. Here we present the property of a partition shape. An overall schedule for a partition consists of two parts: the ALU and memory parts, as seen in Figure 2 . The ALU part schedules the ALU computations. Since the computation in a loop can be represented by an MDFG. The ALU part is a schedule of these MDFG nodes. The memory part schedules the memory operations -prefetch and keep operations for both initial and intermediate data.
THE THEORY ABOUT INITIAL DATA
The footprint for a partition consists of all the initial data required by the computations in this partition. It can be determined by the partition itself and the displacement vector of the initial data. The displacement vector is defined as the difference between the loop and initial data indexes. For instance, given the expression of the initial data s n · 1 m · 2 and loop index n m , the displacement vector is´1 2µ. The corresponding part in footprint for this initial data is the set of all the integer points lying in a parallelogram formed by moving the left lower corner of the partition from´x yµ to´x · 3 y · 2µ.
The major concern on initial data is to maximize the overlap between the footprints for two adjacent partitions, and comply with the memory size restriction. More overlap will lead to less number of prefetch operations, because the corresponding data can be kept in the memory for the next partition. A larger partition may lead to a larger overlap. Nevertheless, the partition cannot be too large on account of the restrictive memory size. We first give some definitions regarding the footprint for a partition. In these definition, the set R includes all the displacement vectors for the initial data references. DEFINITION 3.1. In one dimension case, all the vectors become into integers and the second dimension elements are zero. Therefore, One dimensional case can be regarded as a simplification to the two dimensional problem. It provides the theoretic foundation to two dimensional problem. The following example demonstrates the problem in one dimensional case. In the example, the set R is 1 2 7 . The solid line represents the corresponding S´r sµ for each r in the set R. The dotted line denotes the corresponding S´r s sµ for each r s in set R s . The union of all solid lines is set F´R sµ, while the union of all dotted lines is the set F´R s sµ. The figure shows the case when s 5, which is the minimum s value to obtain the maximum intersection between F´R sµ and F´R s sµ. The following two lemmas show the properties of the intersection between two adjacent footprints. When considering to maximize the overlap between two adjacent footprints in the 2-dimensional case, we can notice that f y element of the partition size is not so important as f x element, since the intersection always increases when f y is increased. As indicated later, the value of f y can be determined based on other conditions. Therefore, the key is what is the minimum value of f x to make the intersection maximal under a certain f y .
Given a certain partition
Given a certain partition size of s and the set R, an augment set R ¼ can be obtained with the following method : r ¼ i r i r ¼ i·n r i · f y P y y, where n is the size of set R and P y Ṕ y x P y yµ. Arranging all the points in set R ¼ with the increasing order along Y axis, the overall footprint for one partition can be divided into a series of stripes. Each stripe is determined by two horizontal lines which pass the adjacent two points in sorted R ¼ . For instance, in the Figure 4 , the R set is ´0 0µ ´6 1µ ´3 2µ ´1 3µ . Assume the value of f y P y y is 5, R ¼ is ´0 0µ ´0 5µ ´6 1µ ´6 6µ ´3 2µ ´3 7µ ´1 3µ ´1 8µ . After sorting, it will become ´0 0µ ´6 1µ ´3 2µ ´1 3µ ´0 5µ ´6 6µ ´3 7µ ´1 8µ . The overall footprint consists of 7 stripes as indicated in the figure. In each stripe, a horizontal line will intersect with left bounds of some sets S´ r sµ. Thus, the two dimensional footprint overlap problem of this stripe can be reduced to one dimensional problem, which can be solved using Theorem 3.4. Applying this idea to each stripe, Algorithm 1 Calculating the minimum x to make the overlap maximum Input: The set R and the shape of the partition Output: The f x to make the overlap maximum under a certain f y 1. Set f x to 0.
2. Based on the set R and partition shape, choose a f y such that the product f y £P y y is larger than the difference between the largest and least b element of all vectors in set R. From the Lemma 3.2, the intersection will keep unchanged if f x is greater than the value chosen by this algorithm, and reduce under the less f x . We can demonstrate this phenomenon by two examples. The set R for the first example is ´0 1µ ´5 3µ ´ 3 1µ ´4 1µ ´ 2 2µ and the partition shape is´1 0µ ¢´0 1µ. It is the partition shape for Wave Digital filter. The set R is ´0 2µ ´3 5µ ´1 3µ´ 1 1µ in the second example and the partition shape is´1 0µ¢´ 3 1µ. It is the partition shape for Two Dimensional filter. The Figure 5 
THE OVERALL SCHEDULE
The overall schedule can be divided into two parts -ALU and memory schedules. For the ALU schedule, the multi-dimensional rotation scheduling algorithm [7] is used to generate a static schedule for one iteration. Then the entire ALU schedule can be formed by simply replicating this schedule for each iteration in the partition. The schedule obtained by this way is the most compact schedule since it only considers the ALU hardware resource constraints. The overall schedule length must be larger than it. Therefore, this ALU schedule provides a lower bound for the overall schedule. This lower bound can be calculated by #len iteration ¢ #nodes, where len iteration represents the schedule length obtained by multi-dimensional rotation scheduling algorithm for one iteration, and #nodes denotes the number of nodes in one partition. Our objective is to find a partition whose overall schedule length can be very close to this lower bound.
Balanced overall schedule
Different from the ALU schedule, which is the replication of a single iteration schedule, The memory schedule is considered based on the entire partition. It schedules the memory operations for initial and intermediate data, as shown in Figure 2 . Both operations consist of the prefetch and keep operations for the corresponding data. Since all the prefetch operations have no relation to the current computation, they can be arranged at the start of the memory schedule. On the contrary, the keep operation for intermediate data can only be issued after the corresponding computation has finished. The keep operations for initial data can be issued as soon as they are prefetched from the second level memory. The memory schedule length is the summation of all these operations, execution time. An equivalent prefetch class comprises of all those prefetch operations with the delay dependencies that start from the same data node and go into the same other partition. The prefetch operation will be counted only once for each equivalent prefetch class. The Figure 6 (a) shows the example with two delay dependencies exist in the partition. Those prefetching parallelograms are the shadow regions decided by two delay dependency d 1 and d 2 , respectively. The overall number of prefetch operations for these two delays is the summation of the two areas, except those equivalent prefetch classes.
For the initial data, they can be prefetched from the second level memory in blocks. This kind of operation can fetch several data at one time and costs only a little longer time than general prefetch operation. To calculate the number of such operations, we first have the following observation. As the prefetch operation, there are keep operations for the intermediate and initial data. The number of keep operations for the intermediate data can be calculated by the same principle for prefetch operations. The definition of an equivalent keep class is similar to the equivalent prefetch class. An equivalent keep class comprises of all those keep operations with the delay dependencies that start from the same data node. The Figure 6(b) shows the corresponding keep regions for those two delay dependencies.
To the initial data, the intersection of the current and next footprints will be needed by both partitions. They can be kept in the first level memory, thereby spare some high-cost prefetch operations. This is the reason to use minimal value of f x to achieve the maximal intersection. Different from keep operations for the intermediate data, these operations have no relation to the current partition's computation. They can be arranged after they have been prefetched from the memory. The number of such operations is To obtain a balanced overall schedule, some conditions need to be satisfied. In theorem 4.1, d d x d y µ denotes a delay dependency. #pre and #keep are the number of the prefetch and keep operations for intermediate data. T pre is the time consumption of a prefetch operation, T block pre is the time consumption of a block prefetch operation for initial data, and T keep is the time needed for a keep operation. L ALU represents the ALU schedule length for one iteration and #iter is the number of iterations in one partition. N mem is the number of memory units. Other symbols have the same meanings as we discussed above. 
The theorem not only gives the balanced overall schedule's constraints. but also provides the method to find a partition size which can generate a balanced overall schedule.
Algorithm for finding balanced overall schedule
As long as the first two conditions in Theorem 4.1 are satisfied, we can guarantee that, when partition size is enlarged, the overall time consumption of prefetch and keep operations for intermediate data in memory schedule increases slower than the ALU schedule length. At this time, if a partition size cannot be found to meet the third constraints, it means the time consumption of the block prefetch operations for initial data increased too fast. Due to the property of block prefetch, increasing f x will increase the number of block prefetch operations only by a small number, while increase the ALU schedule by a relative large length. Consequently, a partition size which can satisfy all of the three conditions can be found.
After the optimal partition size is determined, the operations in the ALU and memory schedules can be easily arranged. For the ALU schedule, it is the duplication of the schedule for one iteration. For the memory schedule, the memory operations for initial data are allocated first, then are the memory operations for intermediate data, as we discussed before.
Algorithm 2 Find a balanced overall schedule
Input: The ALU schedule for one iteration, the partition shape P x ¢P y and the initial data displacement vector set R Output: A partition size which can generate a balanced overall schedule 1. 
The memory requirement for the overall schedule
The memory requirement consists of four parts, the memory space for the calculation of the in-partition data, for prefetching intermediate data, for keeping intermediate data and for those operations on initial data. We will discuss these four part memory requirements respectively.
For those in-partition data, they will be computed and reused in the same partition. Their memory requirement computation is a little complicated due to the consideration of memory reuse, which can be refer to /citeDAC.
For the other part memory requirements, they can be computed simply by multiply the number of operations with the memory requirement of each operation. Table 2 : Experimental results with three initial data prefetch operation is 2. One is used to store the data prefetched by the previous partition and consumed in the current partition, the other stores the data prefetched by the current partition and consumed in the next partition. As the same rule, the keep operation will take 2 memory locations. The block prefetch operations will take 2 ¢block size memory locations.
EXPERIMENT
In this section, we use several DSP benchmarks to illustrate the effectiveness of our new algorithm. [2] and our new partition algorithm. In list scheduling, the same architecture model is used. However, the ALU part uses the traditional list scheduling algorithm, and the iteration space is not partitioned. In hardware prefetching scheduling, we use the model presented in [4] . In this model, whenever a block is accessed, the next block is also loaded.
In the experiment, we assume a prefetch time of 10 CPU clock cycles and a block prefetch time of 16 CPU clock cycles, which is reasonable when the big performance gap between CPU and the main memory is considered. The first table presents results with only one initial data with the displacement vector´1 1µ, and the second table is results with three initial data with the displacement vector set ´1 1µ ´2 2µ ´0 3µ . In the tables, the par vector column determines the partition shape. The list column includes the schedule length for list scheduling and the improvement ratio our algorithm can get compared to list scheduling. The hardware column includes the schedule length for hardware prefetching and our algorithm's relative improvement ratio. In the PSP algo and new algo columns, the size column is the size of partition presented with the multiple of the partition vectors. The m r column represents the corresponding memory requirement and the len column is the average scheduling length for corresponding algorithms. The ratio column in PSP algo is the improvement our new algorithm can get relative to the PSP algorithm.
All the experiments are done on SUN Ultra-SPARC2 platform. Given a MDFG for DSP filter and the initial data displacement vector set, a program is run to determine the balanced partition size and the corresponding ALU, memory schedules. The computation for each DSP filter can be finished in no more than 2 seconds.
As we can see from these tables, list scheduling and hardware prefetching scheduling have much worse performance than other two algorithms, due to the reason that long memory part schedule dominates the overall schedule and is far from the balanced schedule. The PSP partition algorithm gets the worse results because of the lacking of consideration on the initial data. The time cost for the initial data will lead to an unbalanced schedule. Our new algorithm considers both data locality and the initial data. Therefore, the much better performance can be achieved through balancing the ALU part and memory part schedule.
