In this paper, the concepts of Wiener index of a vertex weighted and edge weighted graphs are discussed. Vertex weight and edge weight of a clique are introduced. Wiener index of a vertex weighted partial cube is also discussed. Also a new concept known as Connectivity index is introduced. A relation between Connectivity index and Wiener index for different graphs are discussed.
Introduction
The first investigation into Wiener index was made by Harold Wiener in 1947 [11] to study the boiling point of paraffins. Innovative results connected to Wiener index were reported during the middle of 1970 ′ s and this gradually reaped great esteem. Wiener index is one of the most studied topological indices, both from theoretical and application point of view. Wiener index of graphs have been studied in the field of Mathematics, Chemistry, Physics and Molecular Biology [1, 2, 4, 11, 12] . The property of the sum of distance in a graph is one of the favorite problems in Mathematics. Wiener index of an unweighted graph was studied by many people in the past. Some resent results in weighted graphs can be seen in [5] by Sunil Mathew and M. S. Sunitha. But Wiener index of weighted graphs were not studied properly except by Sandi Klavzar in [2, 4] . Here we discuss more about Wiener index of vertex weighted and edge weighted graphs.
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Preliminaries and notations
Through out this paper we consider simple connected undirected graphs. Let G : (V, E) be a graph with vertex set V (G) and edge set E(G). A weighted graph G is a graph in which every edge e is assigned a non negative number w(e), called the weight of e. An unweighted graph is a weighted graph in which every edge e is assigned a weight w(e) = 1. A path in a weighted graph G (weighted path) is a sequence of vertices and edges with a weight assigned to each edge. A weighted graph is connected, if every pair of vertices are connected by a weighted path. A complete graph is a graph in which every pair of vertices are adjacent. A maximum spanning tree (MST) of a weighted graph G is a spanning graph of G, which is a tree and the sum of weights of its arcs, the largest among all such trees. The distance d (u, v) between two vertices u, v ∈ V (G) is the minimum number of edges in a path between u and v in G. For each u ∈ V , the eccentricity of u, denoted by e(u), is defined by e(u) = max{d (u, v) 
Wiener index of a graph G is the sum of distances between all pairs of vertices of G. Then the Wiener index of graph G is given by
The strength of a path P of n edges e i , for 1 ≤ i ≤ n, denoted by s(P) is equal to s(P) = min 1≤i≤n {w(e i )}. The strength of connectedness of a pair of vertices
An edge e is said to be weakest edge of a weighted graph G, if w(e) ≤ w(é) for any other edgeé of G. Consider G as a totally weighted graph G(σ , µ) where σ : V → R + and µ : E → R + . An edge (x, y) is strong if its weight is atleast equal to the strength of connectedness between x and y in G and an edge 
w(u)w(v).
A maximal complete subgraph of a graph G is called a clique of G. Here we are considering cliques with weights on its vertices. Next we introduce the concept of vertex weight of a clique as follows. 
Proof. Let (G, w V ) be a vertex weighted graph. let C be a clique in G, and K v be the largest among the vertex weights of cliques of G. Let C be a clique such that V w (C) = K v . Since (C, w V ) is a subgraph of (G, w V ), then from the preposition 1.1 we have:
Now we give an upper and lower bound of a Wiener index of a vertex weighted graph. 
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Proof. First we have to prove the left hand inequality. Let (G, w V ) be a vertex weighted graph with Wiener in- (u, v) . Since the least distance between every pair of nodes in a graph is one,
Let d be the diameter of graph G. Since d is the maximum among all the eccentricities of node of G, then
Wiener index of partial cube
A graph is called a partial binary Hamming graph [4], if each vertex v ∈ V (G) can be labeled by a word of fixed length l(v), defined on a two letter alphabet say on the alphabet {0,1} such that for all u, v ∈ V (G) the number of positions in which l(v) and l(u) differ equals d(u, v). The labeling l is called a binary Hamming labeling. Let (G, w) be a partial binary Hamming graph, i.e., a weighted graph (G, w) where G is a partial binary Hamming graph withV (G) = {v 1 , v 2 , ..., v n } and setṼ (G) = {v 1 1 , .., v 1 w(1) , v 2 1 , .., v 2 w(2) , .., v n 1 , .., v n w(n) }. Letg be a binary Hamming labeling of G. Define a labelingg of the elements ofṼ (G) byg(v i j ) = g(v i ) for all i and j. Hereg is an extended binary Hamming labeling for u ∈Ṽ andg i (u) denote the ith coordinate of the label g
(u).
With the above notation we have the following theorem :
. [4] Let G be a partial binary Hamming graph with a binary Hamming labeling g of length k. Let g be the extended binary Hamming labeling of the weighted partial binary Hamming graph
(G, w) then W (G, w) = k ∑ i=1 m i (m − m i ), where m = ∑ u∈V (G)
w(u) = |Ṽ (G)|, and m i is the number of vertices u ∈Ṽ (G) withg i
We can apply the above theorem for finding the Wiener index of vertex weighted partial cubes using extended binary Hamming labeling. A hypercube graph Q n is a regular graph with 2 n vertices, n2 n−1 edges and n edges touching each vertex. Q 3 is the graph formed by 8 vertices and 12 edges of a three dimensional cube. The only hypercube that is a cubic graph is Q 3 . A partial cube is a subgraph of a hypercube that preserve distances. Consider Fig. 3 , is an example of a weighted partial cube. 
Theorem 4.2. Let (G, w) represent a hypercube graph Q 3 then (H, w) represents a partial cube of (G, w) with a binary Hamming labeling g of length k. Letg be the extended binary Hamming labeling of the weighted partial cube
(H, w) then W (H, w) = k ∑ i=1 m i (m − m i ), where m = ∑ u∈V (G)
w(u) = |Ṽ (H)|, and m i is the number of vertices u ∈Ṽ (H)
, and 1 otherwise. Since g is a binary Hamming labeling, We have
Wiener index of edge weighted graphs
Let G : (V, E) be a graph with vertex set V (G) and edge set E(G). A walk is defined as a finite alternating sequence of vertices and edges, beginning and ending with vertices, such that each edge is incident with the vertices preceding and following it. No edge appears more than once in a walk. A path is a walk in which no vertex appears more than once is called a path. The weight of a path is the sum of weights of its edges on that path. A shortest path between two vertices u and v is a path of minimum weight. The shortest distance d E (u, v) is the sum of weights of the edges along the shortest path connecting u and v.
Definition 5.1. An edge weighted graph (G, w E ) is a graph G together with a function w E : E(G) → R + . The Wiener index of edge weighted graph G is defined as W
Example 5.1. Let (G, w E ) be an edge weighted graph with vertex set V = {x, y, z, u} such that w(x, y) = 2, w(y, z)) = 3, w(z, u) = 2, w(u, x) = 4 (see Fig. 4) , then W (G, w E ) = 2 + 5 + 4 + 3 + 5 + 2 = 21. 
Proof. Let (G, w E ) be an edge weighted graph and (S, w E ) be a vertex deleted subgraph of G. Since deletion of a vertex from G will cause deletion of at least one edge of G. Hence W (S, w E ) ≤ W (G, w E ).
Next we introduce the concept of edge weight of a clique as follows. 
Proof. Let (G, w E ) be a edge weighted graph. let C be a clique in (G, w E ), and K E be the largest among the edge weights of cliques of (G, w E ). Let C be a clique such that E w (C) = K E . Since (C, w E ) is a subgraph of (G, w E ), then from the preposition 3.1 we have
Next we can introduce two new concepts, that the Wiener index of totally weighted graphs and Wiener index of precisely weighted graphs. 
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That is, there exists a stronger path P other than the arc
Similarly let x be the last node in P before v. Then 
Proof. Let G(σ , µ) be a precisely weighted graph with vertex set V and edge set E. We have all precisely weighted graphs are complete graphs and also using the previous lemma all arcs (u, v) in a PWG are strong. thus it follows that all arcs (x, y) form a x − y strong distance in G. 
Connectivity index of graphs
In this section, we can introduce two new concepts Connectivity index and Average Connectivity index. Let G(σ , µ) is a totally weighted graph G(V, E), where σ : V → R + and µ : E → R + . Let CONN G (u, v) be the strength of connectedness of a pair of vertices u, v ∈ V (G). Then the connectivity index of graph G is denoted by CI(G), is defined as
Clearly for a disconnected graph CI is zero. The Connectivity index of a connected unweighted graph G is n C 2 , the connectivity index of a vertex weighted graph is ∑ The Average connectivity index (ACI) of a graph G, is defined as
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