We prove best-possible bounds for bilinear forms in Kloosterman sums for GL.3/ associated with the long Weyl element. As an application we derive a best-possible spectral large sieve inequality on GL.3/.
1. Introduction 1.1. Bilinear forms in Kloosterman sums. Properties of special functions on Lie groups play an important role in the analytic theory of automorphic forms. The classical Bruggeman-Kuznetsov formula [15] introduces integral transforms with certain Bessel kernels and their finite field analogues, classical Kloosterman sums, which are the primordial examples of algebraic exponential sums and ubiquitous in analytic number theory. Both Bessel functions and Kloosterman sums are by now reasonably well understood. For groups other than GL.2/, the analysis of such functions -both over finite rings and over the reals -is still in its infancy and becomes a considerable challenge. With several applications in mind that will be described in a moment, we are concerned in this paper with the special functions that arise in the long Weyl element contribution of the GL.3/ Kuznetsov formula, which is typically the most interesting term in applications to spectral averages. The corresponding generalized Kloosterman sums have been worked out in full detail in [5] and are given in explicit terms by S.m 1 ; m 2 ; n 1 ; n 2 I D 1 ; D 2 / (1.1) WD X
Whenever .D 1 ; D 2 / D 1, they factorize into ordinary Kloosterman sums [5, Property 4.9] (1.2) S.m 1 ; m 2 ; n 1 ; n 2 I D 1 ; D 2 / D S.m 1 D 2 ; n 1 I D 1 /S.n 2 D 1 ; m 2 I D 2 /:
On the other hand, on the diagonal D 1 D D 2 , the Kloosterman sum (1.1) has a very different behavior. For instance, if p is a prime not dividing n 1 n 2 m 1 m 2 , then (1.3) S.m 1 ; m 2 ; n 1 ; n 2 I p; p/ D p C 1 is completely independent of the parameters n 1 ; n 2 ; m 1 ; m 2 . Typical applications ask for a uniform treatment of these Kloosterman sums that handles simultaneously the two extreme cases (1.2) and (1.3) (and everything in between). One can attach an algebraic variety to the Kloosterman sum that can be decomposed into smooth strata. This gives a corresponding local decomposition of S.n 1 ; m 2 ; m 1 ; n 2 I p r ; p s / with r 6 s (corresponding to the p-adic valuation of B 1 and B 2 in (1.1)) into pieces of the shape X x .mod p t / S.1; xI p t /S.1; xI p s / for certain fractional linear transformations and t 6 r=2. This is nicely explained in [17] and [8] and returns in special cases the formulas (1.2) and (1.3) . In this paper we give a completely explicit global decomposition of the Kloosterman sum, at least in the case m 1 D n 2 D 1 which suffices for the applications we have in mind. This rather complicated formula of independent interest will be stated in Theorem 2.2 in Section 2; roughly speaking it is an explicit interpolation between (1.2) and (1.3) . As an application we are able to provide strong bounds for bilinear forms in Kloosterman sums on average over the moduli.
Theorem 1.1. Let X 1 ; X 2 ; N > 1, and let a n and b n (1 6 n 6 N ) be two arbitrary finite sequences of complex numbers and write kak 2 2 D P n ja n j 2 , kbk 2 2 D P n jb n j 2 . Then S WD X
n;m6N a n b m S.1; m; n; 1I D 1 ; D 2 /ˇ .X 1 X 2 / " kak 2 kbk 2 X 1 X 2 .X 1 C X 2 / C .NX 1 X 2 / 1=2 .X 1 C X 2 / 3=2 C NX 1 X 2 :
For comparison, the "trivial" bound, using the equivalent of Weil's bound for the Kloosterman sums [17] , is kak 2 kbk 2 N.X 1 X 2 / 3=2C" . At least if X 1 ; X 2 are not extremely unbalanced, Theorem 1.1 is essentially optimal. Indeed, if X 1 D X 2 D X , say, then the right-hand side simplifies to (1.4) kak 2 kbk 2 X 2C" .X C N /:
Considering only the cases .D 1 ; D 2 / D 1 or D 1 D D 2 D p and using (1.2) and (1.3), one obtains a priori limitations to bounds for S (see [18, Section 2] for details) that indicate that (1.4) is (up to "-powers) best possible. Our result improves recent work of Young [18] who initiated the study of linear forms in GL.3/ Kloosterman sums and obtained kak 2 kbk 2 X 2 .N C N 1=2 X / 1C" in place of (1.4). Young's work is based on the formulas (1.2) and (1.3), and he uses a Fourier theoretic argument together with some rather elaborate estimates to treat the remaining cases. Our approach is more streamlined in the sense in that we use the inherent structure of the Kloosterman sum directly and avoid the detour via Fourier transform. The bound in Theorem 1.1 matches the heuristic bound [18, (5.13) ] which came about by discarding the prime factors of .D 1 ; D 2 / with p 2 dividing either D 1 or D 2 . So, in a sense, our argument makes this heuristic bound rigorous and shows that these higher prime powers do not affect the bounds on S.
1.2. A spectral large sieve inequality. As an application of Theorem 1.1 we provide a new and best-possible spectral large sieve inequality, the GL.3/ analogue of the celebrated large sieve inequalities of Deshouillers-Iwaniec [9] that are one of the cornerstones in applications of the GL.2/ Kuznetsov formula.
For a not necessarily cuspidal automorphic representation occurring in the spectral expansion of L 2 .SL 3 .Z/nH 3 / let .n/ denote the sequence of Hecke eigenvalues, normalized so that the Ramanujan conjecture predicts .n/ n " , and let D D . 1 ; 2 ; 3 / 2 a C denote the spectral parameter, normalized such that the Ramanujan conjecture predicts 2 i R 3 . We write Z .: : :/d to denote a combined sum/integral over an orthonormal basis of spectral components of L 2 .SL 3 .Z/nH 3 /, which effectively runs over Hecke-Maaß cusp forms and Eisenstein series 1) (see [11, Theorem 10.13 .1] or [7, Theorem 4] for details). For a compact subset Â i a we denote analogously by R .: : :/d a combined sum/integral over spectral components with 2 . Let (1.5) N . / k k " be the normalizing factors (L-values at the edge of the critical strip) as defined in [2, Section 3.1]. In particular, for cuspidal we have N . / res sD1 L.s; Q /. It is conjectured that N . / k k " , but this is not known unless is self-dual. The best general lower bounds to date are given in [1, Lemma 2] . Theorem 1.2. Let Â i a be a compact Weyl-group invariant subset disjoint from the Weyl chamber walls. Let T; N > 1 and a n for N 6 n 6 2N a finite sequence of complex numbers. Then
As we shall see below, the bound (1.6) is optimal (up to the value of "). By (1.5) the weights N . / 1 can be removed at no cost, if desired, but often it is convenient to include them. Theorem 1.2 improves [1, Theorem 3] that had a factor N 2 in the second term. A similar argument can also be used to improve Young's local version of the large sieve [18, Theorem 1.1], in which case the right-hand side of (1.6) becomes .T 3 C T 2 N / 1C" kak 2 2 . We leave the details for the (analytically simpler) local version to the reader.
At first sight it may be surprising that Theorem 1.2 is optimal. From general principles of the large sieve [12, Section 7] it is clear that one cannot do better than (1.7) .number of harmonics C length of summation/kak 2 2 .T 5 C N /kak 2 2 on the right-hand side of (1.6), and often this bound can be achieved. However, in the situation of Theorem 1.2 we have the following remarkable lower bound that shows that to some extent the .n/ can conspire. Proposition 1.3. Suppose that has non-empty interior and that N > T 3Cı for some ı > 0 and some sufficiently large T . Then there exists a sequence a n such that
Natural families, for which "perfect" large sieve inequalities of the type (1.7) fail, are rather rare, the only other prominent example being the family of Fourier coefficients of cusp forms for 1 .N / (see [13] ). Our example produces a new family of this kind, and we will see that this phenomenon becomes more frequent in higher rank. Indeed, our proof of Proposition 1.3 in Section 4 can be generalized to show that a spectral large sieve of the type of Theorem 1.2 on GL.r/, r > 2, cannot be stronger than
where dim H r D r.r C 1/=2 1 is the dimension of the generalized upper half plane.
Applications and further comments.
As an application of the large sieve we present the following Lindelöf-on-average bound for a second moment of a degree 6 family of L-functions that is uniform in all auxiliary parameters. Corollary 1.4. Let be as in Theorem 1.2 and suppose in addition that is disjoint from the set 1 2 3 D 0. For T > 1 let t 2 OE T 1 " ; T 1 " and let f be an even Hecke-Maaß cusp form for SL 2 .Z/ with spectral parameter 6 T 1 " . Then
where the implied constant depends only on " and is independent of t and f .
To put this into perspective, this family of L-functions has conductor T 6Co.1/ , so that the length of an approximate functional equation is about N D T 3 and the two terms on the right-hand side of (1.6) have the same order of magnitude. Theorem 1.2 is proved by opening the square and applying the Kuznetsov formula. All but the long Weyl element contribution are simple to estimate. For the latter we couple a variation of Theorem 1.1 with a hybrid large sieve for GL.1/ harmonics. At this point also the archimedean integral transforms in the Kuznetsov formula enter the picture. We devote Section 7 to the very delicate analysis of these special functions, where we investigate averages of the Whittaker transforms over a large (smooth) region T as in Theorem 1.2. As is to be expected, the rather complicated asymptotic behavior of these transforms stabilizes under such an average, but the result is more complex than one might expect at first sight. As for the Kloosterman sums (1.1), there is a clear dichotomy between values close to the diagonal and away from the diagonal. A formal stationary phase analysis shows an oscillation of the type e.˙jy 1=3 1˙y 1=3 2 j 3=2 /. The algebraic shape of the oscillating factor is rather characteristic for special functions on GL.3/, cf. e.g. [6] for a somewhat related situation. To keep the paper at reasonable length, we prove only as much as is needed for the application at hand and perform a few short-cuts to avoid multi-dimensional stationary phase analysis.
Notation. As is customary, we use "-convention most of the time. Certain arguments require, however, a careful treatment of epsilon-powers, so that locally in some places exponents like 2" or "=2 will occur. For two quantities A; B > 0 we write A B to mean that there are positive constants c 1 , c 2 such that c 1 A 6 B 6 c 2 A. As usual, v p denotes the p-adic valuation. We write P to denote a sum over coprime residue classes. For n 2 N let n denote the squarefree kernel of n.
Acknowledgement. We would like to thank the referee for many useful suggestions. where a 0 D Q v p .a/Dv p .c/ p v p .c/ and a 00 D a=a 0 : Now the y sum is zero unless a 00 D 1, so assume a D a 0 is coprime to c=a, and the sum factors as S.an; b˛I c/ D ı .a;c=a/D1 S.0; 1I a/S.n; b˛aI c=a/:
Global decomposition of the
Again we have S.n; b˛aI c=a/ D X and the sum is zero unless b 00 j n. The desired formula follows.
Preliminary decompositions.
We recall the definition (1.1) of the Kloosterman sum associated with the long Weyl element of the group GL.3/. In this subsection we assume (2.4) p j D 1 , p j D 2 for all primes p and 1 < D 1 j D 2 :
We start by considering various subsums of the Kloosterman sum (1.1). Let
be the sum subject to the extra condition .B 1 ; D 1 / D 1. The summation conditions imply D 1 j B 2 , so we substitute B 2 7 ! B 2 D 1 , and extend both B j sums modulo D 2 . We may
Now substitute C 1 7 ! B 1 C 1 and then B 2 7 ! B 2 C 1 .D 2 =D 1 /, so .B 2 ; D 2 / D 1 and the C 1 sum drops out, giving
Similarly, defining S 2 D S 2 .m 1 ; m 2 ; n 1 ; n 2 I D 1 ; D 2 / to be the sums with .B 2 ; D 2 / D 1, we obtain (2.6) S 2 D S.0; n 1 I D 1 /S.m 2 ; n 2 D 1 I D 2 /:
; m 2 ; n 1 ; n 2 I D 1 ; D 2 / be the subsum with the conditions E 1 j B 1 , E 2 j B 2 and .B j =E j ; D j / D 1 for j D 1; 2. We replace B j 7 ! B j E j and note that the conditions imply .C j ; D j / D 1, so we choose Y j D 0 and Z j D C j . We now extend the new B j sums to be modulo D 2 , so that
with the notation (2.1). Here we have removed C 2 from the summation by the constraint equation
Notice that the C 1 sum is empty unless .E 1 E 2 =D 1 ; D 2 =D 1 / D 1. In particular, we must have
Then we conclude from the above that
We can collect (2.5), (2.6), (2.7) as follows. For any e 1 e 2 e 3 D D 1 , 
where of course the meaning of C 1 is now
We finally obtain S.m 1 ; m 2 ; n 1 ; n 2 I D 1 ; D 2 / D X 0 where the prime indicates the conditions (2.8). Taking E 3 D .E 1 ; E 2 /, changing E j 7 ! E 3 E j for j D 1; 2, and recalling (2.2), we may write the right-hand side of the preceding equation as
where with the current choice of variables
2.3. Interlude. We pause for a moment and use (2.9) to derive a new and useful bound for S.m 1 ; m 2 ; n 1 ; n 2 I D 1 ; D 2 / of independent interest. By twisted multiplicativity of Kloosterman sums [5, Property 4.7] , it suffices to assume that D 1 ; D 2 are powers of the same prime, Let us now consider (2.11) in the special situation .m 1 ; D 1 D 2 / D 1 (so that f 1 D e 1 D 1) and n 2 D 1. We apply Lemma 2.1 to the Kloosterman sum of modulus e 3 =E 3 with
Then the condition .E 2 ; e 3 =.
E 3 E 2 / and E 2 j e 3 . Further, since now E 1 E 3 D e 3 =E 3 and e 3 j E 3 , we conclude E 1 D b D b 00 in the notation of Lemma 2.1, so that E 1 j n 1 . Next, we apply the lemma to the Kloosterman sum of modulus
giving the condition E 1 j m 2 . Substituting f j 7 ! f j e j (which in our present case does not change the meaning of (2.8)) results in
after realizing that the C 1 sum only depends on C 1 .mod E 3 / and e 3 =E 2 3 D E 1 . A similar argument when .m 2 ; D 1 D 2 / D 1 gives f 2 D e 2 D 1, E 1 D 1 and E 2 j .m 1 ; n/, and so in this case,
we assume the first case with n 2 D 1 and .m 1 ; D 1 D 2 / D 1 in (2.12) and we introduce some more variables. Set
so in particular .J 1 ; J 2 / D 1. Applying Lemma 2.1 to the two sums of modulus e 3 =E 3 (with E 2 , J 1 and J 2 playing the roles of a; b 0 and b 00 , respectively), we may assume .E 2 ; e 3 =.E 2 E 3 // D 1 and J 2 j .m 2 ; n/:
For convenience, we set J 3 D e 3 =.J 1 J 2 E 2 E 3 /; and the result is
S.0; nI e 2 /S.m 2 ; 0I e 2 /S.0; 1; E 2 / 2 S.0; n; J 1 /S.0;
after realizing that
2.5. The full decomposition. We now remove the assumptions (2.4) on D 1 and D 2 and specialize to the situation where
and I are pairwise coprime for each j D 1; 2 and we have .
for all primes p. We factor S.1; m; n; 1I
.D 2 =I / 2 .D 1 =I /m; n; 1I I; I / (using the simple change-of-indices-formula [5, Property 4.5] for the third sum) and apply the above decompositions (2.13), (2.14), (2.15) to obtain S.1; m; n; 1I
The key step is now to recognize that one can apply the Chinese Remainder Theorem backwards to re-combine many of the Kloosterman sums. This requires some further manipulation. The product of the Kloosterman sums to modulus F 2 ; f 2 ; f 3 E 3 ; E 6 and the second Kloosterman sum to modulus J 3 can be written as
In particular, .
Similarly, the product of the Kloosterman sums to modulus F 1 ; E 3 ; f 4 ; f 6 E 6 and the first instance of the Kloosterman sum to modulus J 3 can be written as
We are now ready to state the complete global decomposition. 
where is the Möbius function, C D C.e 2 ; f 2 ; f 3 ; e 4 ; f 4 ; f 6 ; e 7 ; e 8 ; E 3 ; E 6 ; E 8 ; E 9 ; J 1 ; J 3 / is in bijection with triples
and each .C 1 ;
Of course, the same type of decomposition holds for S.˙1;˙m; n; 1I D 1 ; D 2 /. This is the announced generalization of (1.2) and (1.
On the other hand, if D 1 D D 2 D p is a prime not dividing nm, then the only possibilities are e 7 D p and all other variables are 1, e 8 D p and all other variables are 1, or e 9 D E 9 D p and all other variables are 1, and we obtain S.1; m; n; 1I p; p/ D 1 C 1 C p C p;p D p C 1:
Here˛F 2 ,ˇF 1 and will generally depend on A 1 ; A 2 ; B; C 1 ; C 2 ; G 1 and G 2 , but the dependence on F 1 ; F 2 , m and n is as follows:˛F 2 does not depend on F 1 ; m or n and satisfies .˛F 2 ; F 2 A 2 C 1 / D 1,ˇF 1 does not depend on F 2 ; m or n and satisfies .ˇF 1 ;
and does not depend on F 1 ; F 2 and depends on m and n only through .n; B 1 / and .m; B 2 /.
Although admittedly rather complicated, we will see in the next section how to make good use of this formula. Roughly speaking it makes rigorous the heuristic idea that reality is not much harder than (1.2) and (1.3) together.
Proof. From the theorem, set
Then Q C is the union of all C.e 2 
and .C e 9 ;E 9 / 1 B " .
Bilinear forms in Kloosterman sums
In this section we prove Theorem 1.1. We keep the notation from the previous section. For later purposes we consider a slightly more general quantity than the sum considered in Theorem 1.1. For s D .s 1 ; s 2 / with <s 1 D <s 2 D 0 letˆ.s/ be a function with support in js 1 j 6 T 1 , js 2 j 6 T 2 , and suppose that sup
jˆ.s/jds 2 6 S 1 for real numbers S 1 ; S 2 > 0 (not to be confused with S 1 ; S 2 in the proof of the previous section). Then we consider
with the aim of proving the following proposition.
Proposition 3.1. With the above notation we have
Proof. By the Cauchy-Schwarz inequality and Corollary 2.3 we have
where
In the expression for U 1 , we drop the condition .
and extend the F 1 sum to kF 2 A 2 C 1 . Keeping in mind that F 2 A 2 C 1 6 X 2 =.BC 2 / and .˛F 2 ; F 2 A 2 C 1 / D 1, we see that the F 1 sum is at most
:
dt:
We now invoke a slight variation of Gallagher's hybrid large sieve inequality [10, Theorem 3] whose proof is almost verbatim the same (just use the additive large sieve [12, Theorem 7.7] instead of the multiplicative version [10, Lemma 3]):
For f 2 N, X; N; T > 1 and b.n/, n 6 N , any sequence of complex numbers, we have
This gives us
and analogously
It is now a matter of book-keeping. Substituting back into (3.1) and using the bound of Corollary 2.3, we obtain
Note that the first of the three factors in parentheses is bounded by X 1 C X 2 . Executing the G j and H j divisor sums gives
Given BC 1 C 2 , we see by Rankin's trick that
Hence summing over A 1 and A 2 , we obtain
Performing the C 1 and C 2 sums, we have
and Proposition 3.1 follows.
Proof of Theorem 1.1. The proof is almost verbatim the same. We simply ignore the integration over s, put 
Proof of Proposition 1.3
The lower bound in Proposition 1.3 comes from the maximal Eisenstein series E.z; 1=2 C i t I u j /. These are parametrized by t 2 R and Hecke-Maaß cusp forms u j for the group SL 2 .Z/ with spectral parameter t j and Hecke eigenvalues j .n/. See [11, Section 10] for details. The Hecke eigenvalues of E.z; 1=2 C i tI u j / are given by
and the spectral parameter is D .t; t j / D .2i t; i t C i t j ; i t i t j /. The normalizing factor N . / is proportional to L.1; Ad 2 u j /jL.1 C 3i t; u j /j 2 (see [2, Section 3.1]). Choose some ball B Â and let 2 R be any real number such that . ; t / 2 B for some t 2 R (and hence for a small interval of t). Then we choose a n D W .n=N /.n=N / 2iT for a fixed, non-negative, non-zero smooth weight function W with support in OE1; 2. Hence the maximal Eisenstein contribution is of the shape Z X
By Mellin inversion, the inner sum equals
The analytic conductor of .s 2i t /L.u j ; s C i t / is O.T 3 / for .t; t j / 2 T . Since N > T 3Cı , we can shift contours to the left as far as we wish and pick up a pole at s D 1 C 2i t whose residual contribution is Z X
By Weyl's law for GL.2/, more precisely by the GL.2/ Kuznetsov formula [12, Theorem 16.8] to account for the weight function L.1; Ad 2 u j / 1 , this is
as claimed.
The Kuznetsov formula
5.1. Statement of the formula. In this section we state the Kuznetsov formula. We will be brief and refer to [2, Section 3] for more details and notation. It is convenient to also use coordinates D . 1 ; 2 ; 3 / 2 i a given by
The long Weyl element Kloosterman sum was defined in (1.1). In addition, we need another type of Kloosterman given by Q S.n 1 ; n 2 ; m 1 I D 1 ; D 2 / WD X
Next, let W be the Weyl group. Let h be a function that is holomorphic on
symmetric under the Weyl group, rapidly decaying as j= j j ! 1 and satisfies h. / D 0 whenever 3 j D˙1; j D 1; 2; 3:
We define the spectral measure by with D ı n 1 ;m 1 ı n 2 ;m 2 1 192 5 h. /K sgn.y 1 /;sgn.y 2 / w 6 ..y 1 ; y 2 /I / spec. /d for certain kernel functions K w 4 , K˙;ẇ 6 whose properties we are going to describe in a moment.
5.2.
Choice of test function. We will choose the following test function h, which approximates the characteristic function on T . Let 0 D . 0;1 ; 0;2 ; 0;3 / 2 , and define accordingly 0 D . 0;1 ; 0;2 ; 0;3 /. We put . / D exp. 2 1 C 2 2 C 2 3 / and as in [2, Section 3.5] we put
for some large, fixed constant A to compensate poles of the spectral measure in a large tube. Now we choose
for some very small ". Then O.T " / of these functions are a majorant of 1 T . The holomorphicity of h and the location of its zeros are necessary to make the arithmetic side of the Kuznetsov formula absolutely convergent, and in particular to truncate the D 1 ; D 2 sum in (5.1) at the cost of a negligible error. Having done this, it is convenient to replace h, up to a negligible error, with a smooth Weyl group invariant function Q h that is compactly supported in 0 T , where 0 Ã is a slightly bigger compact subset not intersecting the Weyl chamber walls, and Q h satisfies
for every differential operator of order j . We will use this bound frequently when we integrate by parts. Moreover,
We have already seen in [2, Lemma 9] that even a spectral average of K˙;ẇ 6 .yI / over a T " -ball in the -plane makesˆw 6 .y/ negligibly small unless (5.6) min jy 2 j 1=3 jy 1 j 1=6 ; jy 1 j 1=3 jy 2 j 1=6 T 1 " :
This proof relied only on the fact that the center 0 of the ball is away from the walls of Weyl chambers (i.e. j j j T for j D 1; 2; 3). In particular, it holds a fortiori for our present test function (5.3), and so we conclude in the present caseˆj .y/ T B unless (5.6) holds.
Kernel functions.
For x > 0,˛2 C let
where J˛and K˛are the usual Bessel functions. For s D .
.s 1 j /.s 2 C j / and the following trigonometric functions: Then for y D .y 1 ; y 2 / 2 .R n ¹0º/ 2 with sgn.y 1 / D 1 , sgn.y 2 / D 2 the kernel function K 1 ; 2 w 6 .yI / in (5.2) is given by
The path of integration has to be chosen according to the Barnes convention as in [2, Definition 1]. As proved in [2] , there is an alternative description in terms of double Bessel integrals. We define
(5.9)
(5.10)
(5.12) . This is the analogue of (5.6) for the w 4 , w 5 terms, which is already so strong that no further analysis will be necessary.
Analytic preparation
In this section we compile a bit of classical analysis that we need in the following. For fixed 2 R, real jt j > 10 and any M > 0 we have Stirling's formula (6.1) . C i t / D e 2 jt j jt j
where jt j j d j dt j g ;M .t / j; ;M 1: for all fixed j 2 N 0 .
We record the formula (see [2, Section 4.4] )
for t 2 R, x > 0. This integral is not absolutely convergent, but integration by parts shows that we can restrict (smoothly) to v D˙log jtj=x C O.1/ up to a negligible error (see [2, Section 4.4 ] for the precise argument). From [2, (4.13) ] we quote
for t 2 R, x > 0, j 2 N 0 . Moreover, we have the uniform asymptotic expansions (6.4)
<
for t 2 R, jtj > 1, 1 10 jt j > x > 0 and fixed M > 0 with (6.5)
for any i; j 2 N 0 ; and analogously (6.6)
for t 2 R, jtj > 1, x > 0 and fixed M > 0 with (6.7)
for any i; j 2 N 0 . Again we refer to [2, Section 4.4] for details and references 2) .
Finally, we quote two integration-by-parts lemmas from [ 2) The formulas after [2, (4.17) and (4.20)] are stated for i D 0, but the quoted formulas yield the bounds (6.5) and (6.7) for arbitrary i 2 N 0 . Lemma 6.2. Let 0 < ı < 1=10, X; W; R; Q > 0, Z WD Q C X C W C R C 1, and assume that Y > Z 3ı ; R > QZ ı=2 W 1=2 :
Suppose that w is a smooth function on R with support on an interval J of length R, satisfying w .j / .t / j XR j for all j 2 N 0 . Suppose is a real smooth function on J such that there exists a unique point t 0 2 J such that 0 .t 0 / D 0, and furthermore
.j / .t / j W Q j for j D 2; 3; : : : ; t 2 J:
Then there exists a function w 0 .t / supported on the interval OE 1; 1 such that
Analysis of the integral transform
In this section we analyze the transformˆw 6 where Y D .Y 1 ; Y 2 / is a pair of parameters satisfying log Y 1 ; log Y 2 log T , g is a smooth fixed weight function with support in OE1; 2 2 , say, and <s 1 D <s 2 D 0. We will refer to an error term or a function as being negligible if it is O B .T B / for all B > 0. It will suffice to study b .s; Y / only for parameters Y 1 ; Y 2 whereˆw 6 .y 1 ; y 2 /g.y 1 =Y 1 ; y 2 =Y 2 / is not negligible, in particular we will always assume (5.6).
By Mellin inversion and (5.8) we have
We write =u j D v j ; =s j D t j ; = j D j and recall that <s j D 0 (and the integration in (7.1) is over <u j D ", < j D 0). We keep these lines fixed and will not shift any contours. By the rapid decay of b g on vertical lines this multiple integral is absolutely convergent, and outside the range v j D t j C O.T " / it is negligible.
We can also express b .s; Y / in terms of the integral representations (5.9)-(5.13), and we make some preliminary comments. In view of (5.14)- (5.17) In the -plane we will always use the coordinates
and the support of Q h restricts to an interval I (say) of length T 1 " , where j j T . By symmetry we will assume without loss of generality that > 0. Notice that
When we integrate by parts using Lemma 6.1 with respect to , we need to bound derivatives of various phase functions in a complex disc about I that we denote by
Our first aim is to show that we can effectively truncate t 1 and t 2 , so that from now on all parameters under consideration are at most powers of T . The exponent T 5 in the following bound comes from (5.5) . It can easily be improved (and we will do so in the following lemmas); the point of this lemma is only the truncation of t 1 ; t 2 .
Proof. We show the desired bound for each b j .s; Y /. It follows from (6.3) and repeated integration by parts that in general
T and˛> 0, and the same holds for Q K 3 3 in place of J3 3 . Integrating (5.9)-(5.13) over 2 restricts u to u .y 2 =y 1 / 1=6 , up to a negligible error. Applying the previous bound with˛D p j1˙u˙2j 1 C u˙1, we can save arbitrary powers of jt 1 j (respectively jt 2 j) once jt 1 j grows beyond
Lemma 7.2. Let T 1 ; T 2 > T 1C" be two parameters, and let
Then
T 2C" ; (7.5)
Proof. For notational simplicity let us assume (by symmetry) that T 1 > T 2 . We start by bounding b ..i t 1 ; i t 2 /; Y / under the assumption jt 1 j T 1 , jt 2 j T 2 together with the additional assumption jt 1 C t 2 j > T " . By (6.1), the oscillation of the -integral in (7.1) has the phase
If v j D t j C O.T " /, our assumption min.T 1 ; T 2 / > T 1C" implies that jv 1 j; jv 2 j T 1C" dominate all j T , and we conclude by the mean value theorem that (recall our choice of coordinates (7.4))ˇ
By (5.4) and Lemma 6.1 with R D r D T 1 " , we conclude that the -integral is negligible, unless (7.7) .1 C jt 1 C t 2 j/T 2 2" T 1 T 2 :
Since T 1 > T 2 > T 1C" , this remains trivially true if jt 1 C t 2 j 6 T " , so that (7.7) holds in all cases. Now we estimate (7.1) trivially using (5.5) and Stirling's formula for the function G.u; / defined in (5.7) and obtain
This gives immediately (7.6).
If T 1 > C T 2 for a sufficiently large constant C so that jt 1 C t 2 j T 1 , then (7.7) implies T 1 > T 2 T 2 2" , and together with (7.8) we conclude (7.5). On the other hand, if T 1 T 2 , then (7.7) and the previous bound imply that, up to a negligible error, we have
and similarly for S 2 , and (7.5) follows again.
The analysis in the proof was greatly simplified by the assumption T 1 ; T 2 > T 1C" , so that the v j and the j could not interfere. Our final lemma in this section complements the previous two lemmas and shows in particular that (7.5) remains true without the extra assumption T 1 ; T 2 > T 1C" . Lemma 7.3.
(i) Suppose that min.T 1 ; T 2 / 6 T 1C" . Then b .s; Y / is negligible for
is negligible unless
Remark 7.4. The assumptions in (i) and (ii) look a bit artificial, and indeed we could make much more general statements at the cost of more work. The statement of this lemma is tailored precisely to our needs in the proof of Theorem 1.2.
Proof. We analyzeˆj .y; Y / and b j .s; Y /, defined in (7.2) and (7.3), for j D 1; : : : ; 5. We will always denote the argument of the two Bessel functions in (5.9)-(5.13) by x 1 ; x 2 :
with appropriate sign depending on j 2 ¹1; : : : ; 5º. By (5.4), the 2 -integral restricts us (up to a negligible error) to
We always think of this region as extracted smoothly. Before we turn to the individual cases, we make some general comments. Suppose we can show that some portion ‰.y; Y / of somê j .y; Y / is negligible unless
for all j 2 N 0 and z Y 0 T " 1 . Then by trivial estimates and sufficiently many integrations by parts we have
for <s 1 D <s 2 D 0, and so Â sup
which is a version of (7.5).
In each of the cases j D 1; : : : ; 5 we will splitˆj .y; Y / into various pieces depending on signs and sometimes size conditions of various parameters, and we will show that each piece is (1) negligibly small; or (2) (7.11) and (7.12) hold, in which case part (i) of the lemma follows and part (ii) is void; or (3) the double Mellin transformation is negligible unless (7.9) holds, in which case part (ii) of the lemma holds and part (i) is void; or (4) Y 1 Y 2 holds and its double Mellin transform is negligible unless jt 1 j; jt 2 j > T 1C" , in which case we have nothing to prove, because both parts of the lemma are void.
To this end we insert either the uniform asymptotic expansion (6.6) or the integral representation (6.2) and apply integration by parts in the form of Lemma 6.1 (or sometimes Lemma 6.2) in the or u-integral in (7.3) or in y 1 ; y 2 -integral in (7.2) . Note that we have already squeezed out all information from the 2 -integral in (7.10).
The case j D 1. We insert the uniform asymptotic formula (6.6). This expresseŝ 1 .y; Y /, up to a negligible error, as a sum of
y 1 y 2 and 1 ; 2 D˙1 (which are independent of the˙signs of the weight functions fṀ ). Without loss of generality we assume Y 1 Y 2 (by symmetry), in particular u 1. Then by (7.10) we have (7.13)
We compute u .u; I y 1 ; y 2 / D 1
We now distinguish two cases. If 1 D 2 D (say), then applying Lemma 6.1 with R D r D T 1 " , B D T 2" 1 , and noting that 3) < arcsinh.a C i b/ > arcsinh.a/ for a > 0, b 2 R, we see by (5.4) , (6.7) and (7.15 ) that the -integral is negligible unless both =x 2 ; =x 1 T 2" 1 , or in other words,
3) Indeed, we have argOE b arcsinh.a C ib/ D argOEi.1 C .a C ib/ 2 / 1=2 2 OE0; =2 for a; b > 0, so that < arcsinh.a C ib/ is increasing in b for a; b > 0, and analogously decreasing for a > 0 > b.
With this information we consider now the double Mellin transform b ‰ ; .s; Y / and show that t 1 , t 2 must be large. Indeed, we havě y 1 .u; I y 1 ; y 2 / C t 1 log y 1 C t 2 log y 2
(in which case the y 1 -integral is negligible by Lemma 6.1) unless jt 1 j x 1 Y 1=2 1 T 2 " by (7.16) , and a similar relation holds for t 2 . We are therefore in situation (3) .
T 1C" ; then (7.13) and (7.10) imply that (7.14 
T 1C" in a disc given by (7.10), hence applying Lemma 6.1 with B D T 1C" , R D r D T " 1 , we see that the u-integral is negligible. Thus we conclude
However, by Lemma 6.1 the -integral still forces .u; I y 1 ; y 2 / T 2" 1 somewhere in D . Since (5.6) and (7.18) 
1/ , the mean value theorem and (7.10) imply
We conclude (re-defining ")
For 0 <˛ 1 and y 2 C with <y Y 0 , =y Y 0 we have by direct computation and two applications of the mean value theorem that
provided that jzj 6 cY 0 for a sufficiently small constant c > 0 and u 1. By Cauchy's integral formula for higher derivatives on a circle of radius Y 0 we conclude with˛D 4 p 1 C u 2 1 for y Y 0 that (7.21) y j j y j .u; I y; y C z/ j
(the first inequality for u holds by (7.10) ). Hence also y j j y j e i .u; Iy;yCz/ j jzj
under the same conditions. By (5.5), (7.10) (which restricts u to an interval of length T " 1 / and (6.7) we conclude that y j j y j ‰ ; ..y; y C z/; Y / T 3C" so that we are in situation (2) .
The case j D 5. We may continue to assume Y 1 Y 2 (so that u 1). Moreover, (5.6) together with the rapid decay of the Bessel K-function implies
We insert the integral representation (6.2) for both Bessel functions, expressing them as Z exp.i .v w// exp ˙ix 1 sinh v˙ix 2 sinh w dv dw;
where both integrals are understood to be cut off smoothly at exp jvj T =T 1 " D T " . Integrating over shows jv wj T " 1 (up to a negligible error). Hence we may write w D v C Á, Á T " 1 , so that the v-integral is given by
where f is a smooth weight function with support restricted to exp jvj T " and satisfying f .j / j;" T j" , in which we have absorbed the exponential exp.˙ix 2 sinh Á cosh v/. Changing variables, this equals
which forces x 1˙x2 cosh Á T " , and therefore also
This is only possible if the˙sign is negative, and (using (7.10)) we conclude as in the proof of the case j D 1 that (7.19) must hold. To verify that we are in situation (2), we notice that we save a factor T 1 " from both the Áand the u-integral giving us an upper bound 5 .y; Y / T 3C" , and by (7.22 ) and (7.10) we have
for z yT " 1 , sinh v T " and Á T " 1 .
The case j D 3. This case is not symmetric in y 1 and y 2 , and interestingly it turns out thatˆ3.y; Y / is always negligible. The rapid decay of the Bessel K-function and (5.6) imply that we may assume (7.25)
We insert the integral representation (6.2) for the K-function and the uniform asymptotic expansion (6.6) for the J -function, so that the phase in the present situation is given by
with exp jvj T " as in the case j D 5 and 1 ; 2 D˙1. By the symmetry of the Bessel-Kfunction we may assume > 0. As before we see that the -integral is negligible unless
Let us first assume that
for some fixed 0 < ı < 1=10 (so that u 1 by (7.10)). Then (7.26) implies
and we extract this range smoothly. Now looking at the v-integral, we have v .v; u; / D C 2 x 1 cosh v:
By Lemma 6.1, this must be T ıC" in the disc (7.28), otherwise the v-integral is negligible. In particular, we must have 2 D 1, and together with (7.10) and (7.25) we conclude that we can restrict to
where we used (7.25) several times. Again we extract this range smoothly. With this information we consider the u-integral. The derivative of its phase is given by
for some sufficiently small " in the disc described by (7.10), where we used (7.25), (7.28), (7.29 ) and the fact that D 3= 3 . Hence by Lemma 6.1 the u-integral is negligible under the present assumption (7.27). Together with (7.25) and (5.6) we may therefore assume T 2 " Y 1 ; Y 2 T 2C" ; and hence T 1 "
x 1 ; x 2 T 1C" . Let us assume v > 0, the other case is essentially identical. Then 1 D 1 by (7.26). We consider again in more detail the vand the -integral, noting that Applying Lemma 6.2 with W D Q D x 2 C T , R D T " 1 , we can restrict the range of to
For the moment we only use that this implies sinh v T " cosh v and apply the same argument to the v-integral. Here we have
Applying Lemma 6.2 with W D T 1 3" , Q D T " , R D T " , we can restrict the v-integral to
and we must have 2 D 1. Solving (7.30) and (7.31) for under the present size conditions gives (7.32) D
(In particular, x 2 must be a bit larger than x 1 , otherwise the integral is negligible.) Once again we consider now the u-derivative u .v; u; / D
and we substitute (7.10), (7.30) and (7.32) . After a marathon of simplification (noting that (7.32) implies jx 1 x 2 j D T 1=2Co.1/ ), we arrive at
and as before we use Lemma 6.1 to show that the u-integral is negligible.
The case j D 4. Since u 6 1 in this case, we have necessarily Y 1 Y 2 . As in the case j D 5 we insert the integral representation (6.2) and express the product of the two Bessel functions as Z Z exp.i .v w// exp ˙ix 1 sinh v˙ix 2 sinh w dv dw;
where the integrals are restricted (smoothly) to exp jvj T =x 1 , exp jwj log T =x 2 . Note that the rapid decay of the Bessel K-function restricts to (7.33) x 1 ; x 2 T (but we have a priori no lower bounds). Integrating over shows jv wj T " 1 (up to a negligible error). As in (7.23) we conclude that (7.34) x 1˙x2 T " :
By (5.6) and (7.10), this is clearly impossible if Y 1 > C Y 2 for some sufficiently large constant C . Let us therefore now assume Y 1 Y 2 DW Y 0 T 2 " (by (5.6)), so that in particular u 1. Then we make a smooth dyadic decomposition of u close to 1 and put 1 V 1 u; WD jy 1 y 2 j;
so that
Thus we consider now individually the various piecesˆ4 .y; .Y 0 ; Y 0 /; V /, where 1 u V and the˙sign in (7.34) is prescribed. If X 6 T 1 " , we can derive a slightly sharper version of (7.34). In this case we can insert the uniform asymptotic expansion (6.4) for the Bessel-Kfunction, and as before we see by Lemma 6.1 that the -integral is negligible unless arccosh
x 1
Á˙a rccosh
(Notice that our current assumption X 6 T 1 " implies that we are away from the branch points of the arccosh-function.) Since < arccosh.a C i b/ > arccosh.a/ for a; b 2 R and by the bound (7.34), this is impossible if the˙-sign is positive, and in the opposite case we get by the mean value theorem that (7.36)
Redefining ", this bound holds by (7.34) and (7.33) also in the case X > T 1 " . The same argument shows that in general we can assume that the˙-sign in (7.34) is negative, since otherwise X T " , and using the uniform asymptotic expansion (6.4), we see again that the -integral would be negligible.
Let us temporarily consider values of y 1 ; y 2 where > Y 0 T 2" 1 . Then by (7.10) we have on the one hand
on the other hand we have
Combining (7.35), (7.36) and (7.38), we obtain
a contradiction. So far we have shown thatˆ4 .y; .Y 0 ; Y 0 /; V / is negligible unless the˙sign is negative and 6 Y 0 T 2" 1 . We compute as in (7.24) that
uniformly in
and conclude that we are in situation (2) .
The case j D 2. Since u > 1, we have necessarily Y 2 Y 1 . We insert the uniform asymptotic formula (6.6), giving a phase .u; I y 1 ; y 2 / D 1 Q !.x 2 ; / C 2 Q !.x 1 ; / C 3 2 log u C 2 2 log y 1 y 2 ;
and we compute (7.39) .u; I y 1 ; y 2 / D 1 arcsinh x 2 Á C 2 arcsinh x 1 Á :
Let us first assume Y 2 > C Y 1 for some sufficiently large constant C , so that u > 10, say, and we are away from the branch-points of the square-roots in x 1 and x 2 and the cut-off point of the integral. In this case we argue essentially as in the case j D 1 with exchanged roles of y 1 and y 2 , so we can be brief. We have x 2 Y i.e. Y T 2 " under the present assumption Y 2 > C Y 1 , and we verify the lower bound for t 1 ; t 2 required for part (ii) of the lemma as in the case j D 1, confirming that we are in situation (3) .
We now turn to the case where Y 1 Y 2 Y 0 , say. As in the proof of the case j D 4 we put V ju 1j 1, WD jy 2 y 1 j Y 0 ; so that (7.35) holds. From now on we consider the piecesˆ2 .y; .Y 0 ; Y 0 /; V / individually, where V j1 uj and 1 D˙ 2 . We think of the u-range as smoothly extracted, and it has length min.V; T " 1 / (the latter by (7.10)).
Let us first assume that 1 D 2 D (say). Then as before the -integral forces X T 2 "=2 . Moreover, under this condition we have u .u; I y 1 ; y 2 / D
so that by Lemma 6.1 with B D X=V , r min.V; T " 1 /, R D T " 1 the u-integral is negligible.
From now on we assume 1 6 D 2 . Let us first assume X > T 1C"=2 (which by (7.35 ) is a condition on the relative size of Y 0 and V ). Then we argue as in (7.17) and compute y 1 .u; I y 1 ; y 2 / C t 1 log y 1 C t 2 log y 2 D˙q
so that by Lemma 6.1 the double Mellin transform is negligible unless jt 1 j x 1 X > T 1C"=2 , and similarly for t 2 . Hence we are in situation (4) and there is nothing to prove. Therefore we may now suppose that (7.40) X T 1C"=2 :
In this case we start by considering values of y 1 , y 2 with > T 2" 1 Y 0 . Then as in the proof of the previous case j D 4 we see that (7.37) and (7.38) hold. By (7.39) and the mean value theorem we see thať
hence by the now familiar argument we see that the -integral is negligible. Thus we have shown thatˆ2 .y; .Y 0 ; Y 0 /; V / is negligible unless the˙sign is negative and (7.41) 6 T 2" 1 Y 0 holds, and we may assume X 6 T 1C"=2 , for otherwise we are in situation (4) . Under these assumptions we argue as in (7.20) and (7.21), but this time with
Á by (7.40) and (7.41) combined with (7.10), and obtain that y j j y j e i .u; Iy;yCz/ j T " ;
uniformly in jzj , so that we are in situation (2). This completes the proof of Lemma 7.3.
The spectral large sieve
We are now prepared to complete the proof of Theorem We show next that the terms † 4 and † 5 are negligible: indeed, for † 4 the summation condition with .n 1 ; n 2 ; m 1 ; m 2 / D .m; 1; n; 1/ implies D 1 D mD 2 2 , so that the argument of w 4 is n=.mD 3 2 / 1. As mentioned at the end of Section 5.3, in this range the functionˆw 4 is negligible. Similarly, the summation condition for † 5 implies D 1 D nı, D 2 D nı 2 for some ı 2 N, so that the argument ofˆw 5 is m=.nı 3 / 1, and again the contribution is negligible. We are left with the estimation of † 6 . We split the D 1 ; D 2 sums smoothly into O..log N / 2 / (by (5.6)) dyadic ranges D j X j . After Mellin inversion we are left with estimating
n;m N a n N a m X 1 X 2 S. 2 ; 1 m; n; 1I D 1 ; D 2 /n s 1 m s 2ˇd s .2 i / 2 ; and our aim is to obtain the upper bound T 2C" N kak 2 kbk 2 for this expression. We also split the s 1 ; s 2 contour into dyadic ranges jt 1 j T 1 , jt 2 j T 2 . We apply Proposition 3.1 along with Lemmas 7.1-7.3. We distinguish two cases.
Let us first assume that X 1 X 2 X, say. Then we apply Lemmas 7.1-7.3 with Y 1 Y 2 D N=X DW Y T 2 " by (5.6). By Lemma 7.1 we can truncate the s-contours at T 1 ; T 2 Y 1=2C" , and by Lemmas 7.2 and 7.3 (i) we have .S 1 S 2 / 1=2 T 2C" in all cases. This shows the desired upper bound (8.2) T 2C" .X Y 1=2 C N /kak 2 kbk 2 T 2C" N kak 2 kbk 2 :
Let us now assume X 2 > CX 1 for a sufficiently large constant C (the case X 1 > CX 2 being identical up to changing indices). In this case, we have
Moreover, by Lemma 7.3 (i) we see that (7.6) holds in any case. T 2 " and the upper bound
