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Abstract
In this paper we enumerate the necessary and sufficient conditions for the weak
modular product of two simple graphs to be perfect. The weak modular prod-
uct differs from the direct product by also encoding non-adjacencies of the factor
graphs in its edges. This work is motivated by the following: a 1978 theorem of
Kozen states that two graphs on n vertices are isomorphic if and only if there is a
clique of size n in the weak modular product between the two graphs. Furthermore,
a straightforward corollary of Kozen’s theorem and Lovász’s sandwich theorem is
if the weak modular product between two graphs is perfect, then checking if the
graphs are isomorphic is polynomial in n. Interesting cases include complete mul-
tipartite graphs and disjoint unions of cliques. All perfect weak modular products
have factors that fall into classes of graphs for which testing isomorphism is already
known to be polynomial in the number of vertices.
1 Introduction
Graph products have been extensively studied and are of vast theoretical and practical
interest, see, e.g., Hammack, Imrich and Klavžar [HIK11]. A common problem is to
determine how graph invariants such as the independence number and clique number
behave under the action of a particular graph product. For instance, a famous result
of Lovász [Lov79] states that for graphs G and H, ϑ(G H) = ϑ(G)ϑ(H), where ϑ( · )
denotes the Lovász number and  is the strong graph product. There are three graph
products that have received most attention in the literature: the aforementioned strong
graph product, the direct (or tensor) product and the Cartesian product. These three
graph products are the most studied as they satisfy the following: they are associative
and projections onto the factors are weak homomorphisms. Loosely speaking, the sec-
ond property means that the adjacency structure of the product graph allows one to
approximately infer the adjacency structure of the factor graphs.
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One can consider graph products that do not satisfy these two properties. One such
product is the weak modular product, whose adjacency structure also includes informa-
tion about non-adjacency in the factor graphs. Interestingly, as originally proved by
Kozen [Koz78], a clique of a certain size exists in the product graph if and only if the
factors are isomorphic. Since the decision version of finding the clique number of a gen-
eral graph is NP-complete, this result has largely been ignored in the literature with
reference to graph isomorphism.
The graph isomorphism problem (GI) has been studied extensively for decades, but
its complexity status remains unknown. Clearly, GI ∈ NP as one can check easily if
a given candidate isomorphism preserves all adjacencies and nonadjacencies between
the two graphs at hand. However, it is unlikely that GI is NP-complete as this would
imply collapse of the polynomial hierarchy [GMW91]. The question of whether GI ∈
P remains open. There has been a considerable research effort to find a polynomial-
time algorithm for GI, culminating recently in the recent quasi-polynomial algorithm
by Babai [Bab15]. However, there are many classes of graph for which GI admits a
polynomial-time algorithm, for instance, graphs with a forbidden minor [Pon91, Gro10],
including planar graphs and graphs of bounded genus. In practice, the approach of
McKay and Piperno [MP14] works efficiently on almost all graphs and so efficiently
solving GI “in the wild” is all but solved.
Many of the recent advances in GI, including Babai’s recent breakthrough [Bab15]
and the nauty/traces programs of McKay and Piperno [MP14] use a group theoretic
approach. In this paper we consider a combinatorial approach, which was the primary
method for GI in the earlier days of its study. The combinatorial construction we consider
is the weak modular product, mentioned earlier. This construction has been used in
the pattern recognition community under the label association graph to solve graph
matching problems [PSZ99, CFSV04]. Indeed, Pelillo [Pel99] uses a heuristic inspired
by theoretical biology to find cliques in the weak modular product as an approach to
inexact graph matching, a problem that can be interpreted as an approximation to GI.
He provides computational evidence that this technique is tractable for this problem in
certain regimes.
We take an analytical approach, inspired by the following observation: a direct corol-
lary of the Lovász sandwich theorem gives us that the Lovász number of a perfect graph
is the same as its clique number [Lov79]. Since the Lovász number can be computed in
polynomial time, if the weak modular product of two graphs is perfect, testing if they are
isomorphic is polynomial. Note that GI for perfect graphs is GI-complete, since deciding
if two bipartite graphs are isomorphic is GI-complete [UTN05] and all bipartite graphs
are perfect. We enumerate all pairs of graphs for which the weak modular product is
perfect, using theoretical tools that were not available to Kozen in 1978, including the
Strong Perfect Graph Theorem [CRST06] amongst others. This adds to a tradition of
enumerating perfect product graphs; Ravindra and Parthasarathy [RP77] and Ravin-
dra [Rav78] found all perfect Cartesian, direct and strong product graphs. This results
in the following theorem.
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Theorem 1 The graph G = G0∇G1 is perfect if and only if one of the following holds:
1. Gz ∈ {K1, K2, E2}, Gz arbitrary;
2. Gz ∼= P4, Gz ∈ {K1,r, Kr unionmultiK1, P4};
3. Gz ∼= C5, Gz ∈ {P3, K2 unionmulti E1, P4, C5};
4. Gz ∼= Kr unionmultiKs, Gz is a disjoint union of stars and cliques;
5. Gz ∼= Km,n, Gz is connected and (P4, cricket, dart, hourglass)-free;
6. Gz ∼= Kn, Gz (odd hole, paw)-free;
7. Gz ∼= En, Gz (odd antihole, co-paw)-free;
8. Gz, Gz are complete multipartite;
9. Gz, Gz are disjoint unions of cliques;
10. Gz ∼= Kr unionmultiKs, Gz ∼= Km,n;
for any m,n, r, s, z, where m,n, r, s ∈ N, and z ∈ {0, 1}, with its (Boolean) negation
denoted by z.
The remainder of this work constitutes the proof and necessary ingredients.
2 Preliminaries
We consider only finite, simple graphs, i.e. graphs with finite number of vertices and
no self-loops or multiple edges. A graph G = (V (G), E(G)) consists of a set V (G) of n
vertices and a set of edges E(G) ⊆ {{x, x′} : x, x′ ∈ V (G), x 6= x′}.
We write x ∼ y to denote that vertices x and y are adjacent.
We denote by G the complement of G, V (G) = V (G) and x ∼ x′ in G if and only if
x 6∼ x′ in G and x 6= x′. For a named graph, we prepend the prefix “co-” to denote its
complement, e.g., the complement of a bipartite graph is a co-bipartite graph. The union
of graphs G and H is the graph G ∪H with vertex set V (G ∪H) = V (G) ∪ V (H) and
edge set E(G∪H) = E(G)∪E(H). The disjoint union of graphs G and H is the graph
GunionmultiH with vertex set V (GunionmultiH) = V (G)unionmultiV (H) and edge set E(GunionmultiH) = E(G)unionmultiE(H).
For a graph G, we denote the disjoint union of k copies of G by kG.
A graph G′ is a subgraph of another graph G, G′ ⊆ G , if and only if V (G′) ⊆ V (G),
and
E(G′) ⊆ E(G) and for all {x, x′} ∈ E(G′), x, x′ ∈ V (G′). (1)
Suppose we have a subset of the vertices U ⊆ V (G). An induced subgraph of G, G[U ], is
the graph with vertex set V (G[U ]) = U and edge set
{{x, x′} | x, x′ ∈ U, {x, x′} ∈ E(G)}. (2)
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We say G[U ] is induced by U ⊆ V (G).
We now define two closely related graph products. The direct, or tensor product
of graphs G and H, denoted by G ⊗ H, has vertex set V (G) × V (H) and an edge
{(x, y), (x′, y′)} if and only if {x, x′} ∈ E(G) and {y, y′} ∈ E(H).
The weak modular product (see, e.g., Hammack, Imrich and Klavžar [HIK11]) of
graphs G and H, denoted by G∇H, has vertex set V (G∇H) = V (G)× V (H) and an
edge {(x, y), (x′, y′)} if and only if
1. either {x, x′} ∈ E(G) and {y, y′} ∈ E(H);
2. or {x, x′} ∈ E(G) and {y, y′} ∈ E(H).
The next statement is a direct consequence of the definitions of the weak modular
product and the tensor product.
Lemma 1 For graphs G and H,
G∇H = G⊗H ∪G⊗H. (3)
Given graphs G and H, we say that G and H are isomorphic, G ∼= H, whenever
there is a bijection f : V (G) → V (H) such that x ∼ y if and only if f(x) ∼ f(y) for
every x, y ∈ V (G). A clique is a subset of the vertices of a graph such that every two
distinct vertices in the clique are adjacent. The clique number of a graph G, ω(G), is
the cardinality of its largest clique.
An independent set in a graph is a subset of the vertices such that no two vertices in
the subset are adjacent. The independence number of a graph G, α(G), is the cardinality
of its largest independent set. Clearly, α(G) = ω(G).
The chromatic number of a graph χ(G) is the minimum number of colours for which
every pair of adjacent vertices has a different colour when we give every vertex a colour.
A graph is perfect if the chromatic number of every induced subgraph equals its
clique number. Lovász’s famous ‘sandwich theorem’ states that for any graph G, ω(G) ≤
ϑ(G) ≤ χ(G), where ϑ(G) is the Lovász number of the graph G, which can be computed
in polynomial time [Lov79]. Thus, for perfect graphs one can compute ω(G) and χ(G)
in polynomial time.
3 The weak modular product and isomorphism
For completeness we state and prove Kozen’s theorem, in modern language.
Proposition 1 (Kozen [Koz78]). Let G and H be graphs on n vertices. Then ω(G ∇
H) ≤ n. Moreover, ω(G∇H) = n if and only if G ∼= H.
Proof. To see that there is no clique in G∇H larger than n consider the following. First
lay the vertices of G∇H in an n× n grid so that the vertex (x, y) is in the same row as
(x′, y′) if x = x′, and in the same column if y = y′. Then by the definition of the weak
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modular product there can be no edges between vertices in the same row or in the same
column. The vertices of an n-clique thus will occupy positions on the grid such that no
two vertices are in the same row or column. No larger clique can exist since there is no
position in the grid where one can place a new vertex such that it does not share a row
or column with any of the vertices already in the clique.
Now suppose there is an n-clique in G∇H. The vertices (x, y) in the clique represent
the bijection x 7→ y for all x ∈ V (G), y ∈ V (H), which we denote σ. We can see that σ
is an isomorphism because for all x, x′ ∈ V (G), σ(x) ∼ σ(x′) if and only if x ∼ x′, from
the definition of the weak modular product. For the converse, suppose that G ∼= H,
with σ : V (G)→ V (H) an isomorphism. Then from the definition of the weak modular
product, we will have the collection of edges
{{(x, σ(x)), (x′, σ(x′))} |x, x′ ∈ V (G), x′ 6= x} ⊆ E(G∇H).
This collection of edges induces an n-clique in G∇ H from the definitions of the weak
modular product and isomorphism, so an n-clique exists if and only if G ∼= H.
Thus, for two graphs on n vertices G and H, deciding if an n-clique exists in G∇H
is equivalent to deciding if G ∼= H. It is well known that computing the clique number
of a perfect graph is polynomial-time in n for perfect graphs, via the Lovász sandwich
theorem as discussed in Section 3. For a pair of graphs (G,H), if G ∇ H is perfect,
deciding if G ∼= H is polynomial-time in n.
4 Perfect weak modular products
In this section, we prove Theorem 1, namely we enumerate the pairs (G,H) for which
G∇H is perfect. We will need some further definitions and results.
4.1 Classes of graphs
We now provide definitions and characterisations of families of graphs that will be of use
later.
We use standard notation for named graphs; for instance, the complete, empty and
path graphs on n vertices are denoted by Kn, En and Pn respectively.
A graph G on n vertices is said to be bipartite if V (G) = V0(G) ∪ V1(G) such that
if x ∼ x′ then x ∈ V0(G) and x′ ∈ V1(G) or x ∈ V1(G) and x′ ∈ V0(G), for every
x, x′ ∈ V (G). The sets V0(G) and V1(G) are said to be the partite sets of G. A complete
bipartite graph Km,n, where |V0(G)| = m, |V1(G)| = n, is a bipartite graph G for which
every vertex in V0(G) is connected to every vertex in V1(G). A star is a complete bipartite
graph where at least one of the partite sets has only one vertex. Bipartite graphs are well
known to be perfect. A complete multipartite graph Kn1,n2,...,nk is defined similarly, with
the relaxation that there are now k ≥ 2 partite sets. Any induced subgraph covering
two different partite sets of a complete multipartite graph is complete bipartite.
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The diamond or K1,1,2, paw or Y , cricket, dart and hourglass graphs are defined in
Figure 1.
Figure 1: Some named graphs.
Observation 1. The complements of the diamond, paw, cricket, dart and hourglass are
respectively: K2 unionmulti E2, P3 unionmulti E1, K1,1,2 unionmulti E1, Y unionmulti E1 and C4 unionmulti E1.
Lemma 2 Let G be nonbipartite and triangle-free. Then, G has an induced odd cycle
of order ≥ 5.
Proof. Since G is not bipartite it contains an odd cycle. Moreover, G is triangle-free
so this odd cycle must have order ≥ 5. Call C the smallest odd cycle in G. Consider
a chord e in C: since C has an odd number of vertices, the subgraph induced on the
union of C and e contains two cycles: an even cycle and an odd cycle. This gives a
contradiction since the odd cycle is smaller than C, but C is the smallest odd cycle in
G. Thus, there is no chord in C and C is an induced subgraph.
Lemma 3 A graph G is a disjoint union of cliques if and only if it has no induced P3.
Proof. Suppose G is the disjoint union of cliques. Then, every induced subgraph on 3
vertices is either: K3, K2 unionmulti E1, or E3, so clearly is P3-free. Now suppose G contains P3
as an induced subgraph. Then, we have two vertices in the same connected component
that are not connected, and so G is not the disjoint union of cliques.
The following lemma is a direct consequence of the relevant definitions.
Lemma 4 A graph G is complete multipartite if and only if its complement is a disjoint
union of cliques.
Corollary 1 A graph G is complete multipartite if and only if it is (K2 unionmulti E1)-free.
Proof. Combine Lemma 3 with Lemma 4.
Lemma 5 Any connected bipartite graph G that is not complete has an induced P4.
Proof. Let u ∈ V0(G) and v ∈ V1(G). The shortest path P (u, v) between u and v is odd
length. If the length of this path is 1 for all pairs (u, v), G is complete bipartite; else,
the length of P (u, v) is 3 or greater for some pair (u, v), and so we have an induced P2k
for some k ≥ 2, proving the lemma.
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Lemma 6 A complete multipartite graph G is diamond-free if and only if it is a clique
or complete bipartite.
Proof. (⇒) We prove the contrapositive. Suppose G is complete multipartite and not
bipartite and not a clique. G must have at k ≥ 3 partite sets, for if it has two partite
sets it would be complete bipartite. Now if every partite set in G has one vertex then
G ∼= Kk, but G is not a clique by assumption. So, G has an induced K1,1,2, a diamond.
(⇐) If G is a clique then any induced subgraph on 4 vertices is isomorphic to K4 6∼=
K1,1,2. Bipartite graphs are triangle-free so are trivially diamond-free.
Lemma 7 (Paw-free graphs [Ola88, Theorem 1]) A graph G is a paw-free graph if and
only if each component of G is triangle-free or complete multipartite.
Lemma 8 If G is connected and (P4, paw)-free, then it is complete multipartite.
Proof. From Lemma 7, if G is connected and paw-free, then it is complete multipartite
or triangle-free. If G is triangle-free then it is bipartite, for otherwise it has an odd hole,
but G is P4-free and every odd hole has an induced P4. So, G must be bipartite if it is
triangle-free. Moreover, since G is P4-free, if it is bipartite then it is complete bipartite
from Lemma 5.
Lemma 9 A graph G is a disjoint union of cliques and stars with two or more connected
components if and only if its complementG is connected and (P4, cricket, dart, hourglass)-
free.
Proof. (⇒) If G is a disjoint union of two or more cliques and stars, G is connected, by
the following: suppose G has k ≥ 2 connected components, i.e. V (G) := V1 unionmulti · · · unionmulti Vk
where the Vi are pairwise disconnected. If we have x ∈ Vi, x′ ∈ Vj for i 6= j, then x ∼G x′.
If x, x′ ∈ Vi, choose any x′′ ∈ Vj for i 6= j and (x, x′′, x′) is a path in G. Since there
is a path between any x, x′ ∈ V (G), G is connected. We have that G is P4-free, since
a disjoint union of cliques is P3-free, disjoint unions of complete bipartite graphs are
P4-free by Lemma 5 and P4 is self-complementary. Now, G is (cricket, dart, hourglass)-
free if and only if G is (K1,1,2 unionmulti E1, Y unionmulti E1, C4 unionmulti E1)-free, which is necessarily true if
G is (diamond, paw, K2,2)-free. This is satisfied when G is a disjoint union of stars and
cliques, by considering each of the components piecewise with Lemmas 7 and 5.
(⇐) We prove the contrapositive. Suppose G has one connected component. Then,
G is disconnected or contains an induced P4, since by [Sei74, Aux. Thm.], [Ler72], the
complement of a connected P4-free graph is disconnected. Now suppose G has two or
more components. If G has an induced paw then it also has an induced Y unionmulti E1 and
so G contains an induced dart by Observation 1. If G is paw-free then G is a disjoint
union of complete multipartite graphs by Lemma 8. Let G be paw-free. If G has an
induced diamond then it contains an induced K1,1,2 unionmulti E1 and so G contains an induced
cricket. If G has no induced diamond then it is a disjoint union of cliques and complete
bipartite graphs by Lemma 6. If G contains an induced K2,2 ∼= C4 then it has an induced
C4 unionmultiE1 and so G has an induced hourglass by Observation 1. We are left with G being
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the disjoint union of two or more stars and cliques, which we have already proved to be
(P4, cricket, dart, hourglass)-free and connected, so the result is proven.
Lemma 10 Let G be a complete multipartite graph. Then it is connected and
(P4, dart, cricket, hourglass)-free.
Proof. Trivially, G is connected. Now, observe that every induced subgraph of a complete
multipartite graph is complete multipartite. Equivalently, if G has an induced subgraph
that is not complete multipartite, G is not complete multipartite. If G contains an
induced X ∈ {P4, dart, cricket, hourglass}, then we have a contradiction, since X is not
complete multipartite.
Lemma 11 A graph G is (odd-hole, paw)-free if and only if each component of G is
bipartite or complete multipartite.
Proof. (⇒) If G is paw-free then by Lemma 7 each component is triangle-free or complete
multipartite. Let X be any triangle-free component of G. Since X is odd-hole free, X
is bipartite by Lemma 2.
(⇐) Let X be a given component of G. Suppose i. X is bipartite. By definition, X
has no odd hole since it contains no odd cycles. Moreover, the paw contains a triangle
as an induced subgraph so it cannot be an induced subgraph of X; ii. X is complete
multipartite. Whence, every induced subgraph of X is complete multipartite also. An
induced odd hole or paw in X gives a contradiction, since neither of these graphs is
complete multipartite.
4.2 Auxiliary results
We list in this section results that will be used throughout the proof of Theorem 1.
Proposition 2, the strong perfect graph theorem, will be of particular utility. The sequel
follows directly from definitions.
Lemma 12 The product graph G∇H is perfect if and only if G∇H is perfect.
A hole is an induced cycle. An antihole is an induced co-cycle. An odd (anti)hole
has an odd number of vertices.
Proposition 2 (Strong Perfect Graph Theorem [CRST06]) A graph G is perfect if and
only if it has no odd holes or odd antiholes.
Corollary 2 A graph G is perfect if and only if both G and G have no odd holes.
The sequel follows as a corollary of the strong perfect graph theorem, but was origi-
nally proved by Lovász in 1972 [Lov72].
Proposition 3 (Weak Perfect Graph Theorem) A graph G is perfect if and only if G is
perfect.
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Proposition 4 (Cameron, Edmonds and Lovász [CEL86, Theorem 1′ ]) Let G1 and G2
be perfect graphs and G := G1 ∪ G2 be their union with V (G1) = V (G2) = V (G) .
Suppose that for any x, x′, x′′ ∈ V (G), {x, x′} ∈ E(G1) and {x′, x′′} ∈ E(G2) implies
that {x, x′′} ∈ E(G). Then, G is perfect.
Proposition 5 (Ravindra, Parthasarathy [RP77, Theorem 3.2]) The graph G1 ⊗ G2 is
perfect if and only if either
1. G1 or G2 is bipartite, or
2. both G1 and G2 are (odd hole, paw)-free.
Corollary 3 The graph G∇Kn is perfect if and only if either: n = 1, n = 2, or G is
(odd hole, paw)-free.
Proof. From definitions, G∇Kn = G⊗Kn. For n = 1 and n = 2, Kn is bipartite. For
n ≥ 3, observe that Kn is (odd hole, paw)-free.
4.2.1 Imperfect weak modular products
For the proof of Theorem 1, we will need to enumerate many pairs of graphs whose weak
modular product is not perfect. The main proof technique used is to find an offending
odd hole or antihole in a given product graph. By the strong perfect graph theorem
(Proposition 2), the product is thus not perfect. The following observation drastically
reduces the work required.
Observation 2. Suppose X is an induced subgraph of G and Y is an induced subgraph
of H. Then, if X ∇ Y is not perfect, G ∇ H is not perfect. Conversely, if G ∇ H is
perfect, then X ∇ Y is perfect.
Thus if we have graph families ΓX and ΓY such that every G ∈ ΓX contains an
induced X and every H ∈ ΓY contains an induced Y , where X ∇ Y is not perfect, every
pair in ΓX × ΓY has an imperfect weak modular product.
For the upcoming results, we require the notion of an augment of a graph.
Definition 1 (Augment of a graph). Let G be a graph on n vertices. A graph G′ is an
augment of G if |V (G′)| = n+ 1 and G is an induced subgraph of G′.
Lemma 13 Let G be a triangle-free augment of C5. Then, G∇ P3 is not perfect.
Proof. Figure 2 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
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P3
G
G∇ P3
P3
G
G∇ P3
P3
G
G∇ P3
Figure 2: Weak modular product of G and P3, where G is a triangle-free augment of C5. An
induced odd hole/antihole is denoted by a red, thick line.
Lemma 14 Let G be a triangle-free augment of C5. Then, G∇ (K2unionmultiE1) is not perfect.
Proof. Figure 3 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
K2 unionmulti E1
G
G∇ (K2 unionmulti E1)
K2 unionmulti E1
G
G∇ (K2 unionmulti E1)
K2 unionmulti E1
G
G∇ (K2 unionmulti E1)
Figure 3: Weak modular product of G and K2 unionmultiE1, where G is a triangle-free augment of C5.
An induced odd hole/antihole is denoted by a red, thick line.
Lemma 15 Let G be a bipartite augment of P4. Then, G∇ P3 is not perfect.
Proof. Figure 4 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
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P3
G
G∇ P3
P3
G
G∇ P3
P3
G
G∇ P3
P3
G
G∇ P3
Figure 4: Weak modular product of G and P3, where G is a bipartite augment of P4. An
induced odd hole/antihole is denoted by a red, thick line.
Lemma 16 Let G be a bipartite augment of P4. Then, G∇ (K2 unionmulti E1) is not perfect.
Proof. Figure 5 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
K2 unionmulti E1
G
G∇ (K2 unionmulti E1)
K2 unionmulti E1
G
G∇ (K2 unionmulti E1)
K2 unionmulti E1
G
G∇ (K2 unionmulti E1)
K2 unionmulti E1
G
G∇ (K2 unionmulti E1)
Figure 5: Weak modular product of G and K2 unionmultiE1, where G is a bipartite augment of P4. An
induced odd hole/antihole is denoted by a red, thick line.
Lemma 17 Let G ∈ {cricket, dart, hourglass}. Then, G∇ P3 is not perfect.
Proof. Figure 6 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
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G
G∇ P3
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G
G∇ P3
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G
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G
Figure 6: Weak modular product of G and P3, where G ∈ {cricket, dart, hourglass}. An
induced odd hole/antihole is denoted by a red, thick line.
Lemma 18 Let G ∈ {K1,1,2, Y, P4unionmultiE1, K2,2unionmultiE1, P5}. Then (K2unionmultiE1)∇G is not perfect.
Proof. Figure 7 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
K1,1,2
K
2
unionmulti
E
1
(K2 unionmulti E1)∇K1,1,2
K2,2 unionmulti E1
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(K2 unionmulti E1)∇ (K2,2 unionmulti E1)
P4 unionmulti E1
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Figure 7: Weak modular product of G andK2unionmultiE1, where G ∈ {K1,1,2, Y, P4unionmultiE1,K2,2unionmultiE1, P5}.
An induced odd hole/antihole is denoted by a red, thick line.
Lemma 19 Let G ∈ {K2unionmultiE2, P3unionmultiE1, P5, K1,1,2unionmultiE1, 3K2}. Then P3∇G is not perfect.
Proof. Figure 8 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
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3K2
P
3
P3 ∇ 3K2
K1,1,2 unionmulti E1
P
3
P3 ∇ (K1,1,2 unionmulti E1)
K2 unionmulti E2
P
3
P3 ∇ (K2 unionmulti E2)
P3 unionmulti E1
P
3
P3 ∇ (P3 unionmulti E1)
P5
P
3
P3 ∇ P5
Figure 8: Weak modular product ofG and P3, whereG ∈ {K2unionmultiE2, P3unionmultiE1, P5,K1,1,2unionmultiE1, 3K2}.
An induced odd hole/antihole is denoted by a red, thick line.
Lemma 20 Let G ∈ {2K2, Y,K2,2, K1,1,2}. Then P4 ∇G is not perfect.
Proof. Figure 9 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
K1,1,2
P
4
P4 ∇K1,1,2
K2,2
P
4
P4 ∇K2,2
Y
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2
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4
P
4
2K2
2K
2 ∇
P
4
P
4
2K
2
2K
2
∇
P
4
Figure 9: Weak modular product of G and P4, where G ∈ {2K2, Y,K2,2,K1,1,2}. An induced
odd hole/antihole is denoted by a red, thick line.
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Lemma 21 Let G ∈ {P3 unionmulti E1, K2 unionmulti E2}. Then K2,2 ∇G is not perfect.
Proof. Figure 10 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
K2 unionmulti E2
K
2
,2
K2,2 ∇ (K2 unionmulti E2)
P3 unionmulti E1
K
2
,2
K2,2 ∇ (P3 unionmulti E1)
Figure 10: Weak modular product of G and K2,2, where G ∈ {P3 unionmultiE1,K2 unionmultiE2}. An induced
odd hole/antihole is denoted by a red, thick line.
Lemma 22 Let G ∈ {K3, 2K2, K1,3, K2,2}. Then C5 ∇G is not perfect.
Proof. Figure 11 shows the relevant graph products with induced odd holes and antiholes.
The lemma follows from the strong perfect graph theorem.
C5
2K
2
2K2 ∇ C5
C5
K
1
,3
K1,3 ∇ C5
C5
K
3
K3 ∇ C5
C5
K
2
,2
K2,2 ∇ C5
Figure 11: Weak modular product of G and C5, where G ∈ {K3, 2K2,K1,3,K2,2}. An induced
odd hole/antihole is denoted by a red, thick line.
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4.2.2 Perfect weak modular products
In this section we find perfect weak modular product graphs, using tools from previous
sections, notably Proposition 4.
For the next lemma, we require the concept of a line graph. For a graph G, its line
graph L(G) is the graph where V (L(G)) = E(G) and {e1, e2} ∈ E(L(G)) if and only if
the edges e1, e2 ∈ E(G) share a vertex in V (G).
Lemma 23 Suppose G is a graph containing an induced P3. Then, G∇C5 is perfect if
and only if G ∈ {P3, P4, C5}.
Proof. (⇐) As demonstrated by Figure 12 and Table 1, C5∇C5 is the line graph L(M)
of the graph M , where M is defined in Figure 12. Observe further that M is bipartite,
with partite sets {0, 3, 5, 7, 8} and {1, 2, 4, 6, 9} using the labelling of Figure 12. It is
a well-known result that line graphs of bipartite graphs are perfect, and so C5 ∇ C5 is
perfect. Moreover, since P3 and P4 are induced subgraphs of C5, P3 ∇ C5 and P4 ∇ C5
are perfect.
(⇒) We prove the contrapositive. First observe that C5 ∇ K3 is not perfect, by
Proposition 5. Let G be triangle-free and suppose G is not bipartite. Then, by Lemma 2
G has an induced odd hole, in which case G contains an induced C5 or an induced P5.
In the former case, G ∇ C5 is perfect only if G ∼= C5, for if G contains a triangle-free
augment of C5, then G ∇ C5 is not perfect by Lemma 13. In the latter case, from
Lemma 19 P4 ∇ P5 is not perfect and so C5 ∇ G is not perfect. Now suppose G is
bipartite. Then, by Lemma 5 G either has an induced P4 or is a disjoint union of
complete bipartites. In the former case we see G ∇ C5 is perfect only if G ∇ P4, for if
G contains a bipartite augment of P4, then G∇ P4 is not perfect by Lemma 15. In the
latter case, G either contains an induced K2,2 or is a disjoint union of stars. If G contains
an induced K2,2, G ∇ C5 is not perfect by Lemma 22. If G is a disjoint union of stars
and G 6∼= P3, G contains either an induced P3 unionmultiE1 or an induced K1,3. Then, G∇ C5 is
not perfect by Lemmas 19 and 22 respectively.
( · , 1) ( · , 2) ( · , 3) ( · , 4) ( · , 5)
(1, · ) {0, 1} {5, 6} {2, 8} {3, 9} {4, 7}
(2, · ) {6, 7} {0, 2} {5, 9} {4, 8} {1, 3}
(3, · ) {2, 3} {7, 9} {0, 4} {1, 5} {6, 8}
(4, · ) {8, 9} {3, 4} {1, 7} {0, 6} {2, 5}
(5, · ) {4, 5} {1, 8} {3, 6} {2, 7} {0, 9}
Table 1: Assignment of vertices in C5 ∇ C5 to edges in M , with vertex labels imposed in
Figure 12. Two vertices in C5 ∇ C5 are adjacent if and only if the corresponding edges in M
per the table share a common vertex. Thus C5∇C5 ∼= L(M), where L(M) is the line graph of
M .
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98
7
6
5
4
3
2
1
0
Figure 12: a) The graph C5 ∇ C5 with vertex labelling indicated. b) The graph we denote
by M , with vertex labels. The graph C5 ∇ C5 is isomorphic to the line graph of M , i.e.
C5 ∇ C5 ∼= L(M). The assignment of vertices in C5 ∇ C5 to edges in M is given by Table 1.
It is interesting to note that the graph C5 ∗ C5 is not perfect, where ∗ is the strong,
direct, Cartesian or associative product [RP77, Rav78].
Corollary 4 The graph C5 ∇ (K2 unionmulti E1) is perfect.
Proof. The graph C5 ∇ P3 is perfect taken with Lemma 12.
Lemma 24 Let G and H be the disjoint union of cliques. Then, G∇H is perfect.
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Proof. We shall proceed by using Proposition 4, taking G1 in the theorem statement as
G⊗H and correspondingly, G2 as G⊗H. The assumptions of the theorem are satisfied,
namely, G1 and G2 are perfect. This follows from Proposition 5, since G, G, H and H
are (odd hole, paw)-free.
Now call G = ⊎ki Kri and H = ⊎`jKsj . It remains to show that (x, y) ∼G⊗H (x′, y′)
and (x′, y′) ∼G⊗H (x′′, y′′) implies (x, y) ∼G⊗H∪G⊗H (x′′, y′′) ≡ (x, y) ∼G∇H (x′′, y′′),
where x, x′, x′′ ∈ V (G) and y, y′, y′′ ∈ V (H). Now, denote the subsets of vertices com-
prising the cliques in G by Ui respectively, that is, the ith clique of G is induced on the
vertex set Ui. The jth clique of H, Knj , is induced on the vertex set Vj.
From definitions, we have that (x, y) ∼G⊗H (x′, y′) if and only if x ∈ Ui, x′ ∈ Ui,
x 6= x′ for some i ∈ [k], and y ∈ Vj, y′ ∈ Vj, y 6= y′ for some j ∈ [`]. Moreover, we have
that (x, y) ∼G⊗H (x′, y′) if and only if x ∈ Ui, x′ ∈ Ui′ for i 6= i′, i, i′ ∈ [k] and y ∈ Vj,
y′ ∈ Vj′ for j 6= j′, j, j′ ∈ [`].
Suppose the edge {(x, y), (x′, y′)} exists in G ⊗ H and {(x′, y′), (x′′, y′′)} exists in
G ⊗H. We have that x ∈ Ui, x′ ∈ Ui for x 6= x′, x′′ ∈ Ui˜ for i 6= i˜ and y ∈ Vj, y′ ∈ Vj
for y 6= y′, y′′ ∈ Vj˜ for j 6= j˜. Clearly, we have that (x, y) ∼G⊗H (x′′, y′′), giving that
(x, y) ∼G⊗H∪G⊗H (x′′, y′′), and so G∇H is perfect by Proposition 4.
Corollary 5 Let G and H be complete multipartite graphs. Then, G∇H is perfect.
Proof. Take complements and use Lemmas 12 and 4.
Lemma 25 The graph (Kr unionmultiKs)∇Km,n is perfect.
Proof. Let G = (Kr unionmultiKs) and H = Km,n. Call the vertices comprising the cliques in G
U0 and U1 respectively, such that V (G) = U0 ∪U1. Likewise, for brevity call the vertices
comprising the partite sets inH V0 and V1 respectively, so that V (H) = V0∪V1. From the
definition of the weak modular product G∇H, we have that a vertex (x, y) ∈ Uz1 × Vz2
is adjacent to a vertex in (x′, y′) ∈ Uz3 × Vz4 if and only if x 6= x′, y 6= y′ and either:
z1 = z3 and z2 6= z4; or z1 6= z3 and z2 = z4 for z1, z2, z3, z4 ∈ {0, 1}. There are no
other edges. Notice that G∇H comprises a complete bipartite graph with partite sets
U0×V0 ∪U1×V1 and U0×V1 ∪U1×V0, with a perfect matching removed. Since G∇H
is bipartite, it is perfect.
We now require a number of auxiliary lemmas to prove Proposition 6.
Lemma 26 Suppose (Kr unionmultiKs)∇ (GunionmultiK1) and (Kr unionmultiKs)∇ (H unionmultiK1) are perfect. Then,
(Kr unionmultiKs)∇ (G unionmultiH) is perfect.
Proof. For brevity, we denote (Kr unionmulti Ks) ∇ (G unionmulti H) by Λ and V (Λ) by U . We draw
the structure of Λ in Figure 13 Observe that U is partitioned into four disjoint subsets
of vertices: V (Kr) × V (G), V (Kr) × V (H), V (Ks) × V (G) and V (Ks) × V (H), which
we respectively denote U1, U2, U3 and U4. Now for the sake of contradiction suppose Λ
is not perfect. Then, by the strong perfect graph theorem it contains an induced odd
hole or antihole, which we call X. The vertices of X, V (X), cannot lie solely in one
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partitioned subset of U , for in this case X is an induced subgraph of a perfect graph and
we have a contradiction.
Suppose now X has vertices in two of the partitioned subsets, i.e. V (X) ⊆ Ui ∪ Uj
for i, j ∈ {1, 2, 3, 4}, i 6= j and V (X) 6⊆ Ui, V (X) 6⊆ Uj. If V (X) ⊆ U1 ∪ U2 or
V (X) ⊆ U3 ∪ U4, then X is an induced subgraph of a disjoint union of perfect graphs
and we have a contradiction. If V (X) ⊆ U1∪U3 or V (X) ⊆ U2∪U4 then X is an induced
subgraph of (KrunionmultiKs)∇G or (KrunionmultiKs)∇H respectively, which are perfect by assumption,
yielding a contradiction. We also obtain a contradiction when V (X) ⊆ U1 ∪ U4 or
V (X) ⊆ U2 ∪ U3, as Λ[U1 ∪ U4] and Λ[U2 ∪ U3] are disjoint unions of perfect graphs and
so Λ[U1 ∪ U4], Λ[U2 ∪ U3] are perfect by the weak perfect graph theorem.
Assume now that X has vertices lying in three of the partitioned subsets, i.e. V (X)∩
Ui = ∅ for exactly one i ∈ {1, 2, 3, 4}. Furthermore, let i = 4 without loss of generality,
so that V (X) ⊆ U1∪U2∪U3. Observe that every vertex of U2 is adjacent to every vertex
of U3 in Λ by definition, and vice versa. Moreover, U2 is adjacent to every vertex of U1 in
Λ and vice versa. Suppose now that at least two vertices of X lie in U2. By assumption
there is at least one vertex of X in each of U3 and U1. Thus, Λ[V (X)] and Λ[V (X)] both
contain a triangle and we have a contradiction with Corollary 2, as neither X nor X are
an odd hole. Now suppose one vertex of X lies in U2. Thus, X is an induced subgraph
of (KrunionmultiKs)∇(GunionmultiK1) and we have a contradiction since (KrunionmultiKs)∇(GunionmultiK1) is perfect
by assumption.
Finally, assume there is a vertex from X in every partition of U , i.e. V (X) ∩ Ui 6= ∅
for every i ∈ {1, 2, 3, 4}. By the pigeonhole principle, there is at least one j ∈ {1, 2, 3, 4}
such that Uj has two or more vertices from X. Moreover, for any j there exist j′, j′′ ∈
{1, 2, 3, 4} where j 6= j′, j 6= j′′, j′ 6= j′′ such that every vertex in Uj is connected to
every vertex in Uj′ in Λ and every vertex in Uj is connected to every vertex in Uj′′ in Λ.
By the argument in the previous paragraph, this contradicts the assumption that X is
an odd hole or antihole.
Figure 13: Structure of the graph (Kr unionmulti Ks) ∇ (G unionmulti H) with the vertex set partition
(U1, U2, U3, U4) defined in the proof of Lemma 26. Every vertex in U1 is adjacent to every
vertex in U4 and vice versa. Every vertex in U2 is adjacent to every vertex in U3 and vice
versa.
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Corollary 6 Suppose (KrunionmultiKs)∇ (GunionmultiK1) and (KrunionmultiKs)∇ (HunionmultiK1) are perfect. Then,
(Kr unionmultiKs)∇ (⊎k1i=1G unionmulti ⊎k2i=1H) is perfect for any k1, k2 ∈ N.
Lemma 27 The graph (Kr unionmultiKs)∇ (K1,m ∇K1) is perfect.
Proof. For brevity we denote the graph (Kr unionmulti Ks) ∇ (K1,m unionmulti K1) by G. Furthermore,
we impose the vertex labelling of Figure 14. We show that G satisfies the definition of
a perfect graph, namely that ω(X) = χ(G) for all induced subgraphs X. First, observe
that χ(G) is 3-colourable, according to the colouring in Figure 14. Now, let z ∈ {0, 1}
and z¯ be its binary complement and let X be an induced subgraph of G. Suppose X
includes a vertex from Uz × V1,2, a vertex from Uz × V0 and a vertex from Uz × V1,1.
Then X contains a triangle. From inspection of Figure 14 one sees that G is K4-free,
so ω(X) = 3 in this case. Moreover, since G has a 3-colouring, ω(X) = χ(X) = 3
as ω(H) ≤ χ(H) for any graph H. If X contains no three such vertices, we see from
Figure 14 that X is bipartite and so ω(X) = χ(X) = 2.
Figure 14: a) Illustration of the graphs KrunionmultiKs and K1,munionmultiK1 with vertex labellings indicated.
Illustration of the graph (Kr unionmulti Ks) ∇ (K1,m unionmulti K1), with vertex labelling and a 3-colouring
indicated. Each node represents an empty graph on either r or s vertices. A full line represents
a fully bipartite graph induced over the end nodes and a dashed line represents a complete
bipartite graph with a perfect matching removed.
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Proposition 6 Let G = Kr unionmulti Ks and let H be a disjoint union of stars and cliques.
Then, G∇H is perfect.
Proof. Follows immediately from Corollary 6, Lemma 27 and Lemma 24.
Lemma 28 The graph P4 ∇K1,r is perfect for any r ≥ 1.
Figure 15: Illustration of the graph P4 ∇K1,r, with r = 3 for concreteness. The sets {i} × V1
for i ∈ {1, 2, 3, 4} each have cardinality r. The subgraphs of P4 ∇ K1,r induced on the sets
{2, 4} × V1, {1, 3} × V1 and {1, 4} × V1 are complete bipartite graphs with a perfect matching
removed. The vertex (1, 1) is connected to all vertices in {2}×V1. The vertex (4, 1) is connected
to all vertices in {3}×V1. The vertex (3, 1) is connected to all vertices in {2}×V1 and {4}×V1.
The vertex (2, 1) is connected to all vertices in {1} × V1 and {3} × V1.
Proof. The case r = 1 is trivial by Corollary 3. Impose now the vertex labelling from
Figure 15. We have drawn P4∇K1,r for r = 3 in Figure 15, the result readily generalises
to any r ≥ 2. We now use the strong perfect graph theorem. Observe that any induced
subgraph of P4∇K1,r not including both vertices (3, 1) and (2, 1) is bipartite, so is perfect.
Thus, any induced subgraph containing an odd hole or antihole must include either (3, 1)
or (2, 1). Without loss of generality, consider an odd cycle C = x1, x2, . . . , x2k+2 (for
k ≥ 2) starting and beginning at vertex (3, 1), i.e. x1 = x2k+2 = (3, 1). Clearly, either
x2 ∈ {2} × V1 and x2k+1 ∈ {4} × V1 or x2 ∈ {4} × V1 and x2k+1 ∈ {2} × V1. Then, the
vertices {x1, x2, x2k+1} induce a triangle and so (P4∇K1,r)[C] is not an odd hole. Thus,
P4 ∇ K1,r is odd hole-free. Furthermore, observe that the only neighbour common to
x2 and x2k+1 is x1. Thus, there is no diamond in P4 ∇ K1,r with a degree-2 vertex at
(3, 1). But every vertex in an odd antihole on 7 or more vertices is a degree-2 vertex in
some diamond, so (3, 1) cannot be a vertex of an odd antihole, and so P4 ∇K1,r is odd
antihole-free.
Corollary 7 The graph P4 ∇ (K1 unionmultiKr) is perfect for any r ≥ 1.
Proof. Lemma 28 along with Lemma 12.
4.2.3 Full case analysis
We have finally gathered the required ingredients to prove Theorem 1. The proof con-
stitutes a case analysis over all pairs of finite, simple graphs, which has been split into
Lemmas 29-41. They are tied up in the proof of Theorem 1.
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In this subsection we let the binary variable z ∈ {0, 1} be arbitrary and z be its
complement. We do this for brevity, so we can make statements such as “Gz ∇ Gz is
perfect if and only if Gz has property PA and Gz has property PB, for any z ∈ {0, 1}”.
The above statement is equivalent to the statements: “G0 ∇G1 is perfect if and only if
either: G0 has property PA and G1 has property PB, or G1 has property PA and G0 has
property PB”.
Lemma 29 Suppose Gz ∼= Kr unionmultiKs for r + s ≥ 3 and Gz is paw-free. Then Gz ∇Gz is
perfect if and only if either
1. Gz ∼= K2 unionmulti E1 and Gz ∼= C5; or
2. Gz ∼= Km unionmultiK1 for m ∈ N and Gz ∼= P4; or
3. Gz ∈ {Km, Km,n} for m,n ∈ N; or
4. Gz is a disjoint union of cliques and stars with two or more connected components.
Proof. Gz is paw-free, so by Lemma 7, it is a disjoint union of complete multipartite and
triangle-free graphs. Moreover, by assumption Gz has an induced K2 unionmulti E1.
First, suppose that Gz has a triangle-free component X. Moreover, suppose that X
is bipartite and not complete. Then, by Lemma 5 X has an induced P4. Lemma 16
states that the weak modular product of a bipartite augment of P4 with K2 unionmulti E1 is not
perfect, so if Gz 6∼= P4, Gz ∇Gz is not perfect. Suppose Gz ∼= P4. If r = 1 or s = 1, then
Gz∇Gz ∼= (K1unionmultiKn)∇P4 for some n and so is perfect by Corollary 7, giving case (2). If
r ≥ 2 and s ≥ 2, then Gz has an induced 2K2 and Gz∇Gz is not perfect by Lemma 20.
Suppose now that X is nonbipartite, so has an odd hole by Lemma 2. Moreover,
suppose the largest hole has length greater than 6. Then, X has an induced P5 and by
Lemma 18 Gz ∇Gz is not perfect. Now suppose that the largest odd hole in X is a C5.
If Gz 6∼= K2 unionmulti E1 then Gz contains either 2K2 or K3 by assumption. Thus, Gz ∇ Gz is
not perfect by Lemma 22. If Gz ∼= (K2 unionmultiE1), by Corollary 4 and Lemma 14 Gz ∇Gz is
perfect if and only if Gz ∼= C5, giving case (1).
Now suppose Gz is a disjoint union of complete multipartite graphs. If Gz has an
induced diamond then Gz ∇ Gz is not perfect by Lemma 18. By Lemma 6, a complete
multipartite graph is diamond-free if it is a disjoint union of cliques and complete bi-
partites. Suppose Gz is diamond-free. If Gz is connected, then Gz ∈ {Km, Km,n} for
m,n ∈ N and Gz ∇ Gz is perfect by Lemmas 24 and 25, giving case (3). Now suppose
Gz has two or more connected components. If Gz has an induced K2,2, then Gz ∇Gz is
not perfect by Lemma 18; else Gz is a disjoint union of stars and cliques, in which case
Gz ∇Gz is perfect by Proposition 6, giving case (4).
Lemma 30 Suppose Gz is a disjoint union of cliques with k connected components,
where k ∈ N \ {2}. Moreover, suppose Gz has an induced P3. Then Gz ∇ Gz is perfect
if and only if either
1. Gz ∈ {K1, K2}; or
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2. Gz ∼= Kr for r ∈ N and Gz is (odd hole, paw)-free; or
3. Gz ∼= Ek and Gz is (odd antihole, co-paw)-free
Proof. Suppose k ≥ 3. If Gz is empty we get case (3) from Corollary 3 and Lemma 12.
Assume Gz is nonempty. Then, Gz has an induced K2 unionmulti E2 and Gz ∇Gz is not perfect
by Lemma 19. Now assume k = 1, i.e. Gz ∼= Kr for some r ∈ N. Then we get cases (1)
and (2) from Corollary 3.
Lemma 31 Suppose Gz is a disjoint union of complete multipartite graphs and triangle-
free graphs. Moreover, suppose that Gz is connected, (P4, cricket, dart, hourglass)-free
and contains an induced paw. Then Gz ∇Gz is perfect if and only if Gz ∼= Km,n.
Proof. Suppose Gz¯ has an induced K2unionmultiE1. Then, by Lemma 18 Gz∇Gz is not perfect.
Now, assume Gz is (K2 unionmulti E1)-free. By Corollary 1, a (K2 unionmulti E1)-free graph is complete
multipartite. Moreover, assume that Gz has an induced diamond. Gz ∇ Gz contains
Y ∇K1,1,2, so is not perfect by Lemma 18 as the paw contains K2 unionmulti E1 as an induced
subgraph. We now assume Gz is diamond-free, so is a clique or complete bipartite by
Lemma 6. If Gz is a clique, then from Corollary 3 Gz∇Gz is not perfect. If Gz is complete
bipartite then Gz∇Gz is perfect, from taking complements and using Proposition 6 along
with Lemmas 9 and 12.
Lemma 32 Suppose Gz is a disjoint union of complete multipartite graphs and triangle-
free graphs, containing an induced P4. Moreover, suppose that Gz is complete multipar-
tite and contains an induced P3. Then Gz ∇Gz is perfect if and only if either
1. Gz ∼= C5, Gz ∈ {P3, K2}; or
2. Gz ∼= P4 , Gz ∈ {Kn, K1,n}.
Proof. We denote by X a component of Gz containing an induced P4. Suppose X is
bipartite. By Lemma 15, if Gz 6∼= P4 Gz ∇Gz is not perfect. We thus assume Gz ∼= P4.
If Gz has an induced diamond, Gz∇Gz is not perfect by Lemma 20. In accordance with
Lemma 6, we thus let Gz be a clique or complete bipartite. If Gz is a clique Gz ∇ Gz
is perfect by Corollary 3. If Gz is complete bipartite it either contains K2,2 or is a star.
In the former case Gz ∇Gz is not perfect by Lemma 20; in the latter case is perfect by
Lemma 28. This gives us case (2).
We now assume that X is nonbipartite, so by Lemma 2 X contains an odd hole. If the
largest odd hole in X has length greater than 6, then X has an induced P5 and Gz∇Gz
is not perfect by Lemma 19. We thus assume X contains C5 as an induced subgraph.
By Lemma 13, if Gz 6∼= C5, Gz ∇Gz is not perfect. Now let Gz ∼= C5, which contains P4
as an induced subgraph. Recall that Gz is complete multipartite. If Gz has an induced
diamond, Gz ∇ Gz is not perfect by Lemma 20. With regard to Lemma 6, we thus let
Gz be complete bipartite since Gz being a clique contradicts Lemma 3. Hence, Gz either
contains K2,2 or is a star. In the former case Gz ∇ Gz is not perfect by Lemma 20. In
the latter, if Gz ∼= K1,r for r ≥ 3 then Gz ∇ Gz is not perfect by Lemma 22. C5 ∇K1,2
is perfect by Lemma 23 and we have case (1).
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Lemma 33 Suppose Gz is a disjoint union of complete multipartite graphs. Moreover,
suppose that Gz is complete multipartite. Then Gz ∇Gz is perfect if and only if either
1. Gz ∼= Kn
2. Gz ∼= Kr unionmultiKs, Gz ∼= Km,n; or
3. Gz and Gz are complete multipartite; or
Proof. If Gz is connected, Gz ∇ Gz is perfect by Corollary 5 and we get case (3). We
now assume Gz has more than one connected component, so from Corollary 1 Gz has an
induced K2 unionmulti E1. If Gz has an induced diamond, Gz ∇Gz is not perfect by Lemma 18.
Suppose now Gz is diamond-free. From Lemma 6, Gz is either a clique or complete
bipartite. If Gz is a clique Gz ∇ Gz is perfect by Corollary 3, as Gz, being a disjoint
union of complete multipartites, is (odd hole, paw)-free. This falls into case (1). We
assume now that Gz ∼= Km,n. If Gz has an induced diamond then Gz has an induced
K1,1,2 unionmultiE1, as it has more than one connected component, in which case Gz ∇Gz is not
perfect by Lemma 19 (observe that Gz has an induced P3 by Lemma 3). Now assume
Gz is a disjoint union of cliques and complete bipartites. If Gz contains an induced P3,
it contains P3 unionmulti E1 and Gz ∇ Gz is not perfect by Lemma 19. Finally, we let Gz be
a disjoint union of cliques. If Gz ∼= Km unionmulti Kn, then Gz ∇ Gz is perfect by Lemma 25;
else Gz has three or more connected components and Gz ∇ Gz is not perfect, since Gz
contains K2 unionmulti E2 as an induced subgraph and from Lemma 19, P3 ∇ (K2 unionmulti E2) is not
perfect. This gives us case (2) and completes the proof.
Lemma 34 Suppose Gz has an induced paw. Furthermore, suppose Gz is connected
and (P4, cricket, dart, hourglass)-free. Then Gz ∇Gz is perfect if and only if either
1. Gz ∼= Km,n, Gz is connected and (P4, cricket, dart, hourglass)-free; or
2. Gz ∈ {K1, K2}.
Proof. First, suppose that Gz has an induced K2 unionmulti E1, in which case Gz ∇ Gz is not
perfect by Lemma 18. From Corollary 1, a connected (K2 unionmulti E1)-free graph is complete
multipartite. We thus assume Gz is complete multipartite. If Gz ∼= Kn, we get case (2)
from Corollary 3. We then let Gz 6∼= Kn for any n ∈ N. Either Gz has an induced K1,1,2
or is a clique or complete bipartite by Lemma 6. In the former case Gz∇Gz is not perfect
by Lemma 18, using the fact that Y contains K2 unionmulti E1 as an induced subgraph. In the
latter case we have two scenarios: i. Gz is connected and (P4, cricket, dart, hourglass)-
free, in which case Gz ∇Gz is perfect from Proposition 6 taken with Lemmas 12 and 9.
In scenario ii. Gz is either disconnected or has an induced P4, cricket, dart or hour-
glass. If Gz is disconnected it contains an induced P3 unionmulti E1. Recall that Gz contains an
induced P3 by Lemma 3, so Gz ∇Gz is not perfect by Lemma 19. If Gz contains any of
{P4, cricket, dart, hourglass}, then by Lemmas 20 and 17 Gz ∇ Gz is not perfect. This
gives us case (1).
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Lemma 35 Suppose Gz has an induced P3 and Gz ∼= rK2. Then, Gz ∇Gz is perfect if
and only if
1. Gz is a disjoint union of cliques (equiv. Gz is complete multipartite); or
2. Gz ∼= K2 (equiv. Gz ∼= E2); or
3. Gz is a disjoint union of stars and cliques and Gz ∼= 2K2 (equiv. Gz is connected
and (P4, cricket, dart, hourglass)-free, Gz ∼= K2,2).
4. Gz ∼= Km,n for m,n ∈ N and Gz ∼= 2K2 (equiv. Gz ∼= Km unionmultiKn and Gz ∼= K2,2).
Proof. If Gz is a disjoint union of cliques, we have that Gz and Gz are both complete
multipartite by Lemma 4. Corollary 5 gives us perfection of Gz ∇ Gz, case (1). Now
suppose Gz has an induced P3. If r ≥ 3, Gz ∇ Gz is not perfect by Lemma 19 and
Lemma 12. If Gz ∼= K2, we have case (2) from Corollary 3. Now suppose Gz ∼= 2K2. If
we suppose that Gz is paw-free we have case (3) and (4) from Lemma 29. If Gz has an
induced paw Gz ∇ Gz is not perfect by Lemma 19, as Gz has an induced P3 unionmulti E1 (by
Observation 1).
Lemma 36 Suppose Gz has an induced P3 and is triangle-free. Moreover, suppose that
Gz is a disjoint union of stars with induced P3. Then, Gz ∇Gz is perfect if and only if
1. Gz ∼= C5, Gz ∼= P3 (equiv. Gz ∼= K2 unionmulti E1); or
2. Gz ∼= Km,n for m,n ≥ 2; or
3. Gz is a disjoint union of stars with two or more connected components, Gz ∼= K1,r
(equiv. Gz ∼= K1 unionmultiKr); or
4. Gz ∼= K1,r; or
5. Gz ∼= P4, Gz ∼= K1,r (equiv. Gz ∼= K1 unionmultiKr).
Proof. First suppose that Gz is nonbipartite, so by Lemma 2 it has an odd hole. If the
largest odd hole in Gz has size six or larger, then Gz has an induced P5. By Lemmas 3, 4
and Corollary 1, Gz has an induced P3 if and only if Gz is disconnected. Thus, Gz∇Gz is
not perfect by Lemma 19 ifGz is disconnected. LetGz be connected. Then, Gz ∼= KrunionmultiK1
for some r ≥ 2 and so Gz contains an induced K2 unionmulti E1. In this case Gz ∇ Gz is not
perfect by Lemma 16 as P5 is a bipartite augment of P4.
Now suppose Gz has an induced C5. If Gz 6∼= C5, then Gz ∇ Gz is not perfect by
Lemma 13. We now let Gz ∼= C5, in which case Gz ∼= C5. If Gz 6∼= K1,2, then either
it contains an induced P3 unionmulti E1, or it contains an induced K1,3. By Lemmas 19 and 22
respectively, Gz ∇ Gz is not perfect in both cases. If Gz ∼= K1,2, Gz ∼= K2 unionmulti E1 and
Gz ∇Gz is perfect by Corollary 4, giving case (1).
Now we suppose Gz is bipartite. Suppose also that it has an induced P4, so has a
connected component that is not complete bipartite by Lemma 5. Moreover, Gz also
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has an induced P4 since P4 is self-complementary. Now assume that Gz has two or
more connected components, in which case it has an induced P3unionmultiE1 and thus Gz has an
induced paw by Observation 1. Then, Gz∇Gz is not perfect by Lemma 20. Now suppose
that Gz is connected, so Gz ∼= K1,r and Gz ∼= KrunionmultiE1. If Gz 6∼= P4, by Lemmas 12 and 15
Gz ∇ Gz is not perfect. If Gz ∼= P4, Gz ∼= P4 and Gz ∇ Gz is perfect by Corollary 7,
giving case (5).
Now we suppose Gz is a disjoint union of complete bipartites. First suppose Gz has an
induced K2,2. If it has two or more connected components then Gz contains an induced
K2,2unionmultiE1 and Gz∇Gz contains an induced P3∇(P3unionmultiE1), so is not perfect by Lemma 19.
If Gz is connected, then Gz ∼= Km,n, Gz ∼= Km unionmultiKn. By Proposition 6 and Lemma 12
Gz ∇ Gz is perfect, giving case (2). Now let Gz be a disjoint union of stars. Moreover,
suppose Gz has two or more connected components so has induced 2K2; equivalently
Gz has an induced K2,2. Also, let Gz have two or more connected components so has
induced P3unionmultiE1. From Lemma 21 we have that K2,2∇ (P3unionmultiE1) is not perfect, and so by
Lemma 12 Gz∇Gz is not perfect. If Gz is connected Gz ∼= K1 unionmultiKr, so by Proposition 6
and Lemma 12 Gz ∇ Gz is perfect, giving case (3). Finally, suppose Gz is connected.
Then, Gz ∼= K1,r, Gz ∼= K1unionmultiKr and Gz∇Gz is perfect by Proposition 6 and Lemma 12,
giving case (4). This completes the proof.
Lemma 37 Let G be a (K2unionmultiE2)-free graph such that α(G) ≥ 3. Then G∇P3 is perfect
if and only if either: G is connected and (P4, cricket, dart, hourglass)-free; or G ∼= En.
Proof. (⇒) If G ∼= En then G ∇ P3 is perfect, since En ∇ P3 ∼= Kn ∇ (K2 unionmulti E1) and
the latter is perfect by Corollary 3. Moreover, one can see that if G is connected and
(P4, cricket, dart, hourglass)-free, G ∇ H is perfect by taking complements and using
Lemmas 12 and 9 with Proposition 6.
(⇐) We prove the contrapositive, namely that G ∇ P3 is not perfect, where G is a
(K2unionmultiE2)-free graph such that α(G) ≥ 3 that is disconnected, or contains an induced P4,
cricket, dart or hourglass. If G ∼= P4, then α(G) = 2 and we have a contradiction. If G is
an augment of P4, then G∇P3 is not perfect unless G ∼= C5, in which case α(G) = 2 and
we have a contradiction. Thus, for any G satisfying the conditions of the proposition
containing an induced P4, G ∇ P3 is not perfect. For X ∈ {cricket, dart, hourglass},
X ∇ P3 is not perfect by Lemma 17, so for any G such that X ⊆ G, G ∇ P3 is not
perfect. Suppose G is disconnected and nonempty. Then, if G has more than three
connected components, it has an induced K2 unionmulti E2, a contradiction. So G must have
two components. If both components of G are cliques then α(G) = 2 and we have a
contradiction, so at least one components of G contains a P3. Now, since (P3 unionmultiE1)∇P3
is not perfect from Lemma 19, G is not perfect and the lemma is proved.
Lemma 38 Suppose Gz has an induced P3 and contains a triangle. Moreover, suppose
that Gz is a disjoint union of stars with induced P3. Then, Gz ∇ Gz is perfect if and
only if Gz is connected and (P4, cricket, dart, hourglass)-free and Gz ∼= K1,r (equiv. Gz
is a disjoint union of stars and cliques and Gz ∼= K1 unionmultiKr).
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Proof. Suppose Gz has an induced K2 unionmulti E2. Then, Gz ∇ Gz is not perfect by Lem-
mas 12 and 19. Now suppose that Gz is (K2 unionmulti E2)-free. By Lemma 12 and Lemma 37
Gz ∇ Gz is not perfect if Gz is disconnected or contains an induced P4, cricket, dart or
hourglass. We thus assume that Gz is connected and (P4, cricket, dart, hourglass)-free.
Now if Gz is connected we have that Gz ∼= K1 unionmultiKr and Gz is a disjoint union of cliques
and stars by Lemma 9, and so by Proposition 6 Gz ∇ Gz is perfect, yielding case (1).
Now assume Gz is disconnected. If Gz ∼= Kn, then Gz ∼= En contradicting the assump-
tions of the lemma. Finally, suppose Gz 6∼= Kn, in which case Gz has an induced P3 by
Lemma 3. Recall that Gz has an induced P3 unionmultiE1. From Lemmas 12 and 19 Gz ∇Gz is
not perfect.
Lemma 39 Suppose Gz has an induced P3 and Gz is a disjoint union of complete
bipartites, containing an induced K2,2. Then Gz ∇ Gz is perfect if and only if Gz is
connected and (P4, cricket, dart, hourglass)-free and Gz ∼= Km,n (equiv. Gz is a disjoint
union of stars and cliques, Gz ∼= Km unionmultiKn).
Proof. Observe that Gz has an induced K2 unionmulti E1. Now suppose Gz has two or more
connected components. Then, Gz has an induced K2,2unionmultiE1. Thus, by Lemmas 18 and 12
Gz∇Gz is not perfect. Now suppose Gz is connected, i.e. Gz ∼= Km,n. Moreover, suppose
that Gz is not connected. Either Gz is a disjoint union of cliques or has an induced
P3 unionmulti E1, by Lemma 3. In the former case, we contradict Lemma 3. In the latter case
Lemmas 19 and 12 give that Gz ∇Gz is not perfect.
Now suppose that Gz is connected. If Gz contains an induced P4, Gz ∇ Gz is not
perfect by Lemmas 20 and 12. Let Gz be P4-free. If Gz contains an induced cricket,
dart, or hourglass then by Lemmas 17 and 12 Gz∇Gz is not perfect, since K2,2 contains
P3. Otherwise, Lemma 12 and Proposition 6 give that Gz ∇Gz is perfect.
Lemma 40 Suppose Gz has an induced P3 and Gz is bipartite with induced P4. Then
Gz ∇ Gz is perfect if and only if Gz ∼= P4 and Gz ∈ {C5, P4, K1 unionmultiKs} (equiv. Gz ∼= P4
and Gz ∈ {C5, P4, K1,s}).
Proof. Observe that Gz has an induced K2 unionmulti E1. Let us suppose that Gz 6∼= P4. Then,
by Lemmas 16 and 12 Gz∇Gz is not perfect. Thus, we suppose that Gz ∼= P4. Suppose
that Gz has an induced paw. Then, by Lemmas 20 and 12 Gz ∇Gz is not perfect. Now
let Gz be paw-free, that is, by Lemma 7 Gz is a disjoint union of complete multipartite
and triangle-free graphs.
First, assume that Gz has triangle-free component X, that is not complete bipartite.
If X is bipartite, Gz ∇Gz is perfect if and only if Gz ∼= P4, from Lemmas 15, 23 and 12.
Now suppose X is nonbipartite. By Lemma 2 it contains an odd hole. If the largest
odd hole in X has seven or more vertices, X contains an induced P5 and so by Lem-
mas 19 and 12 Gz ∇ Gz is not perfect. Now suppose the largest odd hole in X is a C5.
By Lemmas 13, 23 and 12 Gz ∇Gz is perfect if and only if Gz ∼= C5.
Now assume Gz is a disjoint union of complete multipartites. Gz is disconnected,
for otherwise; by Lemma 1 it is (K2 unionmulti E1)-free. However, Gz has an induced K2 unionmulti E1
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by assumption. If Gz has three or more components, it contains an induced K2 unionmulti E2,
and so by Lemmas 20 and 12 Gz ∇ Gz is not perfect. We thus assume Gz has two
connected components. By Lemma 6 Gz has an induced diamond or is a disjoint union
of cliques and complete bipartite graphs. In the former case, Gz ∇ Gz is not perfect
by Lemmas 20 and 12. We now assume the latter. If Gz contains K2,2 as an induced
subgraph, Gz ∇ Gz is not perfect by Lemmas 20 and 12. Moreover, if Gz contains a
star (that is not also a clique) then it contains P3 and thus P3 unionmulti E1, since it has two
components. Lemmas 19 and 12 give us that Gz∇Gz is not perfect in this case. Assume
Gz is a disjoint union of cliques. If Gz contains 2K2, Gz ∇ Gz is not perfect from
Lemmas 20 and 12. This leaves Gz ∼= K1 unionmultiKs, in which case Gz ∇ Gz is perfect from
Corollary 7.
Lemma 41 Suppose Gz has an induced P3 and Gz is nonbipartite and triangle-free.
Then, Gz ∇ Gz is perfect if and only if Gz ∼= C5 and Gz ∈ {K2 unionmulti E1, P4, C5} (equiv.
Gz ∼= C5 and Gz ∈ {P3, P4, C5}).
Proof. Note that Gz has an induced K2 unionmulti E1. By Lemma 2, Gz has an odd hole. If
the largest odd hole has seven or more vertices, Gz contains an induced P5. Then, by
Lemmas 18 and 12 Gz∇Gz is not perfect. Now suppose Gz contains an induced C5. By
Lemmas 14 and 12, Gz ∇Gz is not perfect if Gz 6∼= C5. So we assume Gz ∼= C5, in which
case Gz ∼= C5. Then, Lemmas 23 and 12 give the result.
Theorem 1 (Restated for convenience) The graph G = G0 ∇ G1 is perfect if and only
if one of the following holds:
1. Gz ∈ {K1, K2, E2}, Gz arbitrary;
2. Gz ∼= P4, Gz ∈ {K1,r, Kr unionmultiK1, P4};
3. Gz ∼= C5, Gz ∈ {P3, K2 unionmulti E1, P4, C5};
4. Gz ∼= Kr unionmultiKs, Gz is a disjoint union of stars and cliques;
5. Gz ∼= Km,n, Gz is connected and (P4, cricket, dart, hourglass)-free;
6. Gz ∼= Kn, Gz (odd hole, paw)-free;
7. Gz ∼= En, Gz (odd antihole, co-paw)-free;
8. Gz, Gz are complete multipartite;
9. Gz, Gz are disjoint unions of cliques;
10. Gz ∼= Kr unionmultiKs, Gz ∼= Km,n;
for any m,n, r, s, z, where m,n, r, s ∈ N, and z ∈ {0, 1}, with its (Boolean) negation
denoted by z.
27
Proof. (⇒) We prove the forward direction for each case in turn: Case (1) follows directly
from Corollary 3 and Lemma 12. For case (2), perfection of P4 ∇ P4 follows as a direct
corollary of Lemma 23, as C5 contains P4 as an induced subgraph. P4 ∇ K1,r and
P4 ∇ (K1 unionmultiKr) are perfect by Lemma 28 and Corollary 7 respectively. Case (3) follows
directly from Lemma 23 and Corollary 4. Proposition 6 gives case (4). Proposition 6
taken with Lemmas 12 and 9 give case (5). Corollary 3 yields (6). For case (7), combine
Corollary 3 and Lemma 12. Corollary 5 gives (8). Lemma 24 yields (9). Finally, (10) is
proven by Lemma 25.
(⇐) We show that the weak modular product of any pair of graphs not falling into
cases (1)–(10) is not perfect. First suppose Gz is P3-free. Then, by Lemma 3 Gz is a
disjoint union of cliques. If Gz is a disjoint union of cliques then we have case (9). Thus
we suppose Gz is not a disjoint union of cliques, so has an induced P3 by Lemma 3. If
Gz has k connected components, where k ∈ N \ {2}, by Lemma 30, the only cases where
Gz ∇ Gz is perfect belong to cases (1), (6) and (7). If k = 2, either Gz ∼= E2, and we
have case (1), or Gz is nonempty and contains an induced K2unionmultiE1. If Gz has an induced
paw, then Gz ∇ Gz is not perfect by Lemma 18. If Gz is paw-free then by Lemma 29
the only pairs which give a perfect product fall under cases (3), (2), (10) and (4). This
completes the proof for the case when Gz is P3-free.
Now, suppose Gz contains an induced P3. If Gz is empty we have a perfect product
only under the conditions of case (7), so assume Gz is nonempty. Furthermore, suppose
α(Gz) ≥ 3. By Lemma 19, Gz ∇ Gz is not perfect if Gz has an induced K2 unionmulti E2, as
Gz contains an induced P3. We thus consider the case when Gz is (K2 unionmulti E2)-free. By
Lemma 37, Gz∇Gz is not perfect if Gz is disconnected or contains an induced P4, cricket,
dart, or hourglass. So we assume Gz is connected and (P4, cricket, dart, hourglass)-free.
Now, if Gz has an induced paw, by Lemma 34 the only cases when Gz ∇ Gz is perfect
belong to cases (5) and (1). We thus assume Gz is paw free, so is a disjoint union of
complete multipartite and triangle-free graphs by Lemma 7. If Gz ∼= Kn, it is P3-free
by Lemma 3. Then, we have a perfect product if and only if the conditions of case (6)
are satisfied. Suppose Gz has induced P3. Furthermore, if Gz has an induced paw, by
Lemma 31 Gz∇Gz is perfect only in case (5). Now let Gz be paw-free, so by Lemma 8 is
complete multipartite. We now suppose Gz has a triangle-free component X that is not
complete bipartite, and so has an induced P4 by Lemmas 5 and 2. We then have Gz∇Gz
is perfect only in cases (3), (1) and (2) from Lemma 32. Assume Gz is P4-free, so by
Lemma 8 is a disjoint union of complete multipartites. Then, from Lemma 33 Gz ∇Gz
only in cases (6), (10) and (8). This covers the case when Gz contains an induced P3
and Gz is nonempty with α(Gz) ≥ 3.
We now consider the case when Gz contains an induced P3 and Gz is nonempty with
α(Gz) ≤ 2. If α(Gz) = 1, Gz ∼= Kn and by Corollary 3 is perfect if and only if Gz is
(odd hole, paw)-free, falling into case (6). We are left with α(Gz) = 2 or, equivalently,
ω(Gz) = 2. Since ω(Gz) = 2, Gz is triangle-free. Let us first consider the case when Gz
is nonbipartite. Then, by Lemma 41 Gz∇Gz is only perfect in case (3). Now suppose Gz
is bipartite. If Gz contains an induced P4, by Lemma 40 Gz∇Gz is only perfect in cases
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(2) and (3). Thus we suppose Gz is a disjoint union of complete bipartite graphs, as from
Lemma 5 these are the only bipartite graphs that are P4-free. Now suppose Gz has an
induced K2,2. Then, by Lemma 39, Gz ∇Gz is only perfect in case (4). We thus assume
that Gz is a disjoint union of stars. If Gz ∼= rK2, by Lemma 35, Gz ∇Gz is only perfect
in cases (9), (1), (5) and (10). Now assume that Gz is a disjoint union of stars with
an induced P3. Since Gz has an induced P3, Gz is nonempty. We then consider three
scenarios: i. α(Gz) = 1, ii. α(Gz) = 2 and iii. α(Gz) ≥ 3. In scenario i., Gz ∼= Kn, yet
Gz has an induced P3 by assumption, contradicting Lemma 3. In scenario ii., ω(Gz) = 2
and so Gz is triangle-free. Lemma 36 gives us that Gz ∇Gz is only perfect in cases (3),
(5), (4) and (2). Finally, in scenario iii., ω(Gz) ≥ 3 so Gz contains a triangle. From
Lemma 38, Gz ∇Gz is only perfect in case (4).
This completes the proof as we have enumerated all pairs of graphs.
5 Discussion
Theorem 1 gives us a characterisation of all pairs of graphs whose weak modular product
is perfect. In light of the discussion of Section 3, it is natural to ask if any of the
cases (1)–(10) fall into classes of graphs for which there is no existing efficient graph
isomorphism algorithm. We analyse each case in turn. Cases (1)–(3) admit trivial
algorithms to check isomorphism. In case (4), there is a simple algorithm: find the
connected components, in the case when the disjoint union of stars and cliques has two
connected components, count the neighbours of each vertex and compare; otherwise the
graphs are trivially non-isomorphic. In case (5), one can use use the previous algorithm
after taking complements, or, observe that the two graphs in question are cographs and
so admit an efficient GI algorithm [CLB81]. Cases (6) and (7) admit trivial algorithms
by counting vertex neighbours. Cases (8) and (9) are cographs so have an efficient
algorithm. Case (10) is trivial by counting connected components. Thus, this technique
does not lead to an algorithm for GI on any new graph families.
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