ABSTRACT In this paper, we propose a low-complexity group alternate iterative list (GAIL) detection algorithm for MIMO systems. By utilizing the recursive interference suppression and successive interference cancellation techniques, the symbol vector can be partitioned into many subgroups. Subsequently, symbols in each subgroup are detected in terms of the K-best detector. The inter-group interference is effectively mitigated in the GAIL algorithm by creating a candidate list and iteratively correcting the unreliable symbols for the detection result. We provide the performance-complexity tradeoff based on different feasible parameter settings. The numerical results demonstrate that the GAIL algorithm can achieve close-to-optimal performance while maintaining low computational complexity. In addition, the running speed of the GAIL algorithm can be dramatically increased using parallel processing in real-time communication systems.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) is considered to be a fundamental technology in upcoming fifth-generation (5G) communication systems because of its superior high spectral efficiency [1] - [3] . It is well known that signal detection plays a vital role in achieving the substantial benefits of MIMO techniques [4] . By executing an exhaustive search, maximum likelihood (ML) detection can achieve optimal performance with full receive diversity [5] . However, this is infeasible for practical systems because the complexity exponentially increases with the number of transmit antennas. Linear detectors (LDs), including zero forcing (ZF) and minimum mean square error (MMSE) detection, and successive interference cancellation (SIC) detectors have relatively low complexity but fail to provide satisfactory performance [6] . To achieve a better trade-off between performance and complexity, a number of suboptimal solutions have been proposed in the literature [7] such as list detection [8] , the K-best algorithm [9] , [10] and the lattice reduction (LR) algorithm [11] - [15] . Note that these suboptimal detection algorithms exhibit fairly decent complexity for moderate system sizes (e.g., 4 × 4 MIMO). However, for large MIMO systems equipped with tens or even hundreds of antennas, reducing the complexity is still considered to be an urgent task.
Recently, a variety of group iterative detection algorithms have been introduced to relieve the computational burden in high-dimensionality MIMO systems. These group detection methods split the symbol vector into multiple subgroups and then detect subgroups separately [16] - [19] . Although this partitioning is beneficial for decreasing the computational complexity, the receiver suffers from performance degradation due to the interference from other subgroups (i.e., intergroup interference). In addition, high-dimensional matrix operations are still inevitable in these group detectors for large MIMO systems.
To achieve a better performance-complexity trade-off for MIMO detection, this paper proposes an efficient group alternate iterative list (GAIL) detection algorithm. The proposed GAIL algorithm includes two steps: deterministic grouping iteration (DGI) and index selection iteration (ISI). In the DGI stage, the high-dimensional symbol vector is first divided into multiple subgroups according to the sorted column norm of the channel matrix. Subsequently, interference suppression for the undetected subgroups and interference cancellation for the detected subgroups are utilized to eliminate the interference between subgroups, which is followed by K-best detection within each subgroup. The detected candidates provided by the DGI stage serve as the initial points for the ISI stage. Specifically, the ISI stage selects multiple unreliable symbols to detect jointly in each iteration. Finally, the algorithm stops when the selected multiple symbols for all candidates cannot be further updated. The main merits of the proposed GAIL algorithm can be summarized as follows:
• High-dimensional matrix operations can be avoided by partitioning the MIMO system into many lowdimensional systems to be detected.
• The inter-group interference can be efficiently mitigated by establishing a candidate list and iteratively correcting the unreliable symbols.
• Rapid detection can be achieved by utilizing parallel processing technology in the hardware implementation. The simulation results show that the GAIL algorithm can achieve optimal performance with considerably lower and more stable computational complexity with the appropriate parameter settings compared to other conventional detectors such as sphere decoding (SD) and the K-best algorithm. Moreover, the GAIL algorithm achieves significantly improved performance while exhibiting lower complexity than the SIC detector, particularly for large MIMO systems.
The remainder of this paper is organized as follows. The system model is introduced in Section II. In Section III, the proposed GAIL detection algorithm is detailed. We present the performance and complexity analysis in Section IV. Finally, the conclusion is provided in Section V.
Notation: (A) T and (A) H represent the transpose and conjugate transpose of matrix A, respectively. Uppercase and lowercase boldface letters are used to denote matrices and vectors, respectively. · and · denote the 2-norm and the rounding operation, respectively. 
II. SYSTEM MODEL AND MIMO DETECTION
where n = [n 1 , n 2 , · · · , n N ] T is an additive white Gaussian noise (AWGN) vector with zero mean and covariance matrix E nn H = σ 2 I N . Moreover, H denotes an N × M flatfading channel matrix, and the elements of H are independent and identically distributed (i.i.d.) complex Gaussian random variables with zero mean and unit variance.
We have knowledge of all possible combinations of s ∈ M , which is regarded as the candidate vector. The number of candidate vectors is given by | | M , where | | denotes the size of the constellation. The ML detection can be performed by exhaustively searching all the candidate vectors and selecting the vector with the maximum likelihood of having the smallest error probability. The expression for this can be written asŝ
where f (y|s) denotes the likelihood function of s under a given y. A full diversity gain can be achieved by ML detection, which equals N . However, it can be found from (2) that the complexity of ML detection exponentially increases with the number of transmit antennas.
B. K-BEST ALGORITHM
It is well known that the K-best algorithm is a useful breadthfirst tree search algorithm for MIMO systems. In the tree search process, the K-best algorithm reserves K best points for each layer of the tree and obtains the K best reserved paths. Compared to the depth-first SD algorithm, the K-best detector has fixed computational complexity.
Utilizing QR decomposition, the channel matrix can be decomposed as H = QR, where Q is an N ×N unitary matrix with Q H Q = I and R is an N × M upper triangular matrix. By multiplying by Q H , the received signal (1) can be transformed as
where η =Q H n is a zero-mean complex Gaussian random vector. Due to the orthogonality of Q, η and n have the same statistical properties. Considering the upper triangular characteristic of R, the tree-search process of the K-best algorithm starts searching the possible paths of the tree from the M th row of R, which corresponds to the M th layer for the transmit symbol s M . The point metric of the lth layer is defined as
where T l (s) represents the accumulative partial Euclidean distance (PED) of the lth layer and |e l (s)| 2 represents the extended path metric from the (l + 1)th layer to the lth layer of the tree.
The tree-search process of the K-best algorithm is described as Algorithm 1.
The performance and complexity of the K-best detector are highly dependent on the parameter K . The greater the number of reserved points, the better the performance but the higher the complexity. A flexible trade-off between performance and complexity can be achieved by adjusting the parameter K according to the given application. Extend path and obtain | | children for each reserved point in the lth layer;
Calculate these K | | children point metrics and select the K best points with the smallest metric as the reserved points of the (l − 1)th layer (S l−1 ); 5: end for 6: Select the best path whose leaf point has the smallest metric as the final detection result.
III. GROUP ALTERNATE ITERATIVE LIST DETECTION ALGORITHM
In this section, the proposed GAIL algorithm is introduced in detail. First, the deterministic grouping iteration and index selection iteration of the GAIL algorithm are presented. Then, we describe the MMSE-GAIL algorithm, which is achieved through implementation of GAIL detection based on the MMSE criterion. Finally, the parameter settings for the GAIL algorithm are discussed.
A. GAIL ALGORITHM
The GAIL algorithm divides the symbol vector into many subgroups to detect iteratively. We take advantage of the benefit of list detection and the K-best algorithm to mitigate the inter-group interference. The schematic diagram of the GAIL algorithm is presented in Fig. 1 . The GAIL algorithm consists of a deterministic grouping iterative process and an index selection iterative process.
In the DGI stage, the symbol vector is divided into G deterministic subgroups, and then, each subgroup is detected in sequence. First, an initialized candidate list of detection results is generated, that is,
. Then, we partition the MIMO system into G subgroups according to the sorted column norm of the channel matrix and obtain the G subsystem model by utilizing the recursive interference suppression technique. Next, each subgroup is detected from L listed candidates, and the candidate list is updated according to the ML decision rule. Thus, the initial candidates converge to a set of better candidates through G iterative detections. Furthermore, the detected candidates of the DGI stage are used as the initial points for the ISI stage to further improve the performance by iteratively correcting unreliable symbols. The ISI stage selects the D most unreliable symbols for each candidate to detect and updates the candidate list in each iteration. The algorithm stops when the stopping criterion is satisfied, which means that the selected multiple symbols cannot be updated for all listed candidates. Otherwise, the algorithm returns to the index selection process and continues to iterate until satisfying the stopping criterion. Finally, the maximum likelihood solution from the L listed candidates is chosen as the final detection result.
B. DETERMINISTIC GROUPING ITERATIVE PROCESS 1) DETERMINISTIC GROUPING
A significant difference in the performance of the GAIL algorithm exists between the different grouping schemes. The performance can be enhanced as the number of groupings increases. The number of groupings plays a crucial role in the performance; however, grouping with an extremely large number causes exorbitant complexity without a considerable improvement in performance. Therefore, a reasonable grouping scheme should be adopted in the deterministic grouping iteration.
Note that error propagation exists in the GAIL algorithm because the incorrect decisions of detected subgroups cause the interference in subgroup detection to increase. To address this problem, the first detected subgroup should have the greatest ability to lessen the error propagation effect. Assume that the transmit symbol vector of the nth subgroup is s n , the corresponding grouping channel matrix is H n , and the error detection result of the receiver is e n . Then, the pairwise error probability (PEP) [20] conditioned on H n can be represented as
where
≤ H n 2 s n − e n 2 , E s and σ 2 denote the transmit power and noise variance, respectively.
We can observe from (7) that a larger H n 2 corresponds to a smaller PEP. Therefore, the nth subgroup should be chosen to detect first, where n = max 1≤n≤G H n 2 . After the subgroup has been detected, the next subgroup is chosen using the same strategy until all subgroups have been detected. If we exhaustively enumerate all possible feasible grouping schemes, an extremely high computational complexity becomes unacceptable.
It is well known that the received power of the ith symbol is proportional to the ith column norm of the channel matrix. Therefore, the symbol vector can also be grouped according to the sorted column norm, and the number of groupings can be set as G = M /D , where · denotes the ceil operation. Initially, we calculate the M column norm
The D transmit symbols with the largest column norm are chosen to constitute the first subgroup s 1 . Then, the next subgroup s 2 is composed of the D symbols with the largest column norm among the residual M − D symbols. These processes are repeated until the G − 1 subgroups {s 1 , s 2 , · · · , s G−1 } are generated. Finally, we directly choose the D symbols with the smallest column norm as the Gth subgroup s G .
2) RECURSIVE INTERFERENCE SUPPRESSION
The channel matrix and transmit signal are divided into H = [H (1) , H (2) ] and s = [s (1) ; s (2) ], respectively, where H (2) and s (2) are an N ×M 0 matrix and M 0 ×1 vector, respectively. By utilizing the interference suppression (IS) technique and multiplying by a interference suppression matrix Z, which satisfies ZH (2) = 0, the received signal (1) is transformed as
Furthermore,
where y = Zy, H (1) = ZH (1) , and n = Zn. Thus, we can obtain the low-dimension signal model for s (1) , where the contribution of s (2) has been eliminated. We can obtain Z using the following method. First, the vector space V orthogonal to H (2) is given as
where I denotes the identity matrix. By applying the GramSchmidt orthogonalization technique for the columns of V, we can construct a matrix U with a size of N × (N − M 0 ) whose N −M 0 column vectors are orthogonal to each column vector of H (2) . Then, Z = U H . In addition, V is the left-null matrix of H (2) , which satisfies VH (2) = 0. We can also give Obtain the signal model
After the deterministic grouping, the grouped channel matrices and transmit signal are {H 1 , H 2 , · · · , H G } and
Then, the system model described in Equation (1) is represented as y = H s + n. Based on this signal model, we can recursively obtain the G subsystem model by utilizing the above interference suppression method, herein called the recursive interference suppression (RIS) technique. The RIS algorithm is summarized in algorithm 2. Note that the kth signal model
3) LIST UPDATE
There are G iterative detections for each listed candidate in the deterministic grouping iteration of the GAIL algorithm. When a subgroup is being detecting, the interference of other subgroups is eliminated by utilizing interference suppression for the undetected subgroups and interference cancellation for the detected subgroups. During the nth iteration, the deterministic grouping iterative process detects the nth subgroup s n for each listed candidate based on the nth subsystem model y (n) = H (n) s (n) + n (n) . The detailed steps of the nth iteration are given as follows.
First, by utilizing the interference cancellation technique, the residual signal vector y l (n) for each candidate is calculated as follows.
where H (n,i) denotes the corresponding channel matrix for the ith subgroup over the nth subsystem model and s l i denotes the detected signal vector of s i for the lth candidate. Thus, the signal model of subgroup s n for each candidate is written as follows.
Then, we adopt the K-best detector to detect s n and reserve the K best detection results for each candidate. Thus, the KL candidates s l,k Finally, we calculate the KL Euclidean distance and choose the L candidates with the smallest Euclidean distance to update the candidate list.
C. INDEX SELECTION ITERATIVE PROCESS 1) INDEX SELECTION
The number of error symbols and their indices are not known by the receiver. Therefore, we consider the correct detection probability when seeking a reliability metric for the detection result.
Provided that the interference for the detection error of other symbols can be ignored, the signal model of the ith symbol for the lth candidate is given as follows.
where 
Furthermore, assuming that s i (s i ∈ ) is transmitted, the correct probability for s l i can be represented as
As shown in (16), the larger correct detection probability of s i is equivalent to the smaller Euclidean distance
In addition, the better detection result should correspond to the larger likelihood function 
We can prove that ( 
Therefore, the correct detection probability and likelihood function of s l i will monotonically increase with decreasing
In this way, we define the detection bias error
We can measure the unreliability of s l i by BE l i , and the larger the bias error BE l i , the more unreliable the detection result s l i . 
; then, BE l i can be simplified as
The D(1 ≤ D ≤ N ) most unreliable symbols with the largest BE l i (1 ≤ i ≤ M ) are selected to detect in this iteration. Thus, the index sequence of selected symbols for the lth candidate is given as follows.
2) LIST UPDATE For the lth candidate, the selected index sequence is symbols for each listed candidate is written as
The index selection iterative process detects the selected D symbols using the K-best detector and reserves the K best solutions for each listed candidate in each iteration. In this way, there are a total of KL candidates
Subsequently, we choose the L different detection results with the smallest Euclidean distance to update the candidate list.
Note that for some l = l , k = k , s l,k = s l ,k may hold. This case indicates that the partial candidates of the detection VOLUME 4, 2016 result in this iteration are redundant. After removing the redundant candidates, if there are only L (L < L) different candidates, then the length of the list should be reduced to L in the next iteration. Thus, s l = s l always holds for any l = l in the candidate list.
3) STOPPING CRITERION
The GAIL algorithm stops when the selected D symbols cannot be updated for all listed candidates. This means that the Euclidean distance of the detection result cannot be further reduced. At this time, we select the candidate with the smallest Euclidean distance from the L listed candidates as the final detection result.
D. MMSE-GAIL ALGORITHM
A ZF decision criterion over the original channel matrix H and received vector y is used to perform the GAIL detection in the above description. Consequently, this detection is regarded as the ZF-GAIL detection. It is well known that the MMSE criterion exploits knowledge of noise variance to enhance the bit-error rate (BER) performance. Define an extended channel matrix as H = H;
I M , and y can also be extended as y = y; 0 M ·1 . If the GAIL detection is employed over the extended channel matrix H and received vector y rather than the original H and y, then this detection is regarded as the MMSE-GAIL detection. The MMSE-GAIL algorithm significantly outperforms the ZF-GAIL algorithm due to the suppression of noise amplification.
E. PARAMETER SETTINGS
The performance and complexity of the GAIL algorithm depend on the parameters D, L and K , and a flexible tradeoff between the performance and complexity can be achieved by adjusting these parameters. The larger the parameters D, L and K are, the better the detection performance although with a higher complexity. The GAIL algorithm achieves an optimal performance when setting appropriate parameters. However, the parameters D, L and K of the GAIL algorithm should not be too large to avoid an extravagantly high complexity.
IV. PERFORMANCE AND COMPLEXITY
In this section, the performance and complexity of the proposed GAIL algorithm (ZF-GAIL and MMSE-GAIL) for an uncoded MIMO system are investigated. The GAIL algorithm with parameters D, L and K is concisely denoted as GAIL(D, L, K ).
A. BER PERFORMANCE
In this subsection, the BER performances of the GAIL algorithm and some conventional algorithms (ZF, MMSE, ZF-SIC, MMSE-SIC, K-best and SD, which is the benchmark for optimal performance) for MIMO systems with different modulation and antenna schemes are compared using computer simulations. In our simulations, the MIMO channel focuses flat Rayleigh fading, and the channel state information is perfectly known at the receiver. The performances of the ZF-GAIL and MMSE-GAIL algorithms for different parameters (D, L, K ) are evaluated. In Figs. 2-4 , we provide the performance results for the cases of M = N = 4, 8, 20. Fig. 2 presents the BER performance results for M = N = 4. As shown in this figure, the GAIL algorithm achieves a better performance than the SIC detector, and the performance of MMSE-GAIL detection is superior to that of ZF-GAIL with the same parameters. For QPSK modulation, the performance gain of the ZF-GAIL(1,2,2) algorithm is more than 4 dB at a BER of 10 −3 compared to that of the K-best (K = 2) algorithm, and the MMSE-GAIL(1,2,2) detector achieves approximately the same performance as the SD. The optimal performance can be provided by the GAIL algorithm if considering larger L or K . Furthermore, for 16QAM, ZF-GAIL(2,4,4) performs slightly better than K-best (K = 8), and the optimal performance is achieved by the MMSE-GAIL (2,8,8 ) algorithm. Fig. 3 describes the BER performance in the case of M = N = 8. As shown, the GAIL algorithm also obtains satisfactory performance, and MMSE-GAIL(2,2,2) and MMSE-GAIL (2, 8, 8) approximatively achieve the optimal performance for QPSK and 16QAM, respectively.
Furthermore, the BER performance results of the GAIL algorithm are presented in Figure 4 for M = N = 20. As shown, the GAIL algorithm still achieves excellent BER performance for large MIMO systems. For example, the MMSE-GAIL (2, 8, 8) algorithm achieves slightly better BER performance than the K-best (K = 64) detector.
In conclusion, the GAIL algorithm exhibits robust performance for moderate or large MIMO system sizes. As D, L and K increase, the performances of the GAIL (ZF-GAIL and MMSE-GAIL) algorithm are gradually improved, and the optimal performance can be achieved with appropriate parameters. Moreover, the MMSE-GAIL algorithm achieves better performance than the ZF-GAIL algorithm under the same simulation scenarios. Note that the GAIL algorithm has more promising potential for implementation as an excellent detector compared to other suboptimal algorithms as the antenna number increases.
B. COMPLEXITY ANALYSIS
The complexity analysis for the GAIL algorithm can be divided into two parts: one is for the DGI stage, and one for the ISI stage. A fixed iteration number is exhibited in the DGI stage. Moreover, through computer simulations, we find that the iteration number in the ISI stage generally converges to 1-3 iterations. Thus, a fixed maximum iteration number, which equals 3 in the index selection iterative process, can be imposed for practical hardware implementations of the GAIL algorithm. Additionally, this iteration constraint does not suffer from a loss of performance. Therefore, the GAIL algorithm can easily achieve a fixed computational complexity in practical hardware implementations.
We compare the complexities of the proposed detection algorithms by considering the number of real floating point operations [21] , [22] . The computational complexity of the GAIL algorithm is shown in Table I , where m denotes the iteration number in the iterative index selection process. Because the Euclidean distances of the detection results have been obtained in the process of K-best detection, the complexity of ML decision is not calculated repeatedly. From this table, we can observe that the complexity of the GAIL algorithm is O(M 3 ). Fig. 5 shows the complexities of the GAIL algorithm, linear detectors, SIC detectors and K-best detector, where M = N and m = 3. We can observe that the GAIL algorithm has lower complexity than the K-best algorithm in the simulation settings. In addition, there are more potential benefits of the GAIL algorithm in terms of complexity than for the K-best detector, particularly for large MIMO VOLUME 4, 2016 systems. Because high complexity is avoided by dividing the high-dimensional matrix operations into a series of independent low-dimensional matrix operations, the GAIL algorithm achieves a lower complexity even compared to the SIC detector as the antenna number increases.
V. CONCLUSION
This paper presents an efficient detection algorithm for MIMO systems, namely, the GAIL algorithm, including ZF-GAIL and MMSE-GAIL. The performance of the MMSE-GAIL algorithm is superior to that of the ZF-GAIL algorithm under the same parameters. By establishing a candidate list and iteratively correcting the unreliable symbols, the GAIL algorithm can achieve near-ML performance but with low complexity. Moreover, the GAIL algorithm utilizes a large number of parallel steps, which can be greatly accelerated via parallel processing techniques. 
