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a b s t r a c t
Combining Fourier series expansion with recursive matrix formulas, new reliable
algorithms to compute the periodic, non-negative, definite stabilizing solutions of the
periodic Riccati and Lyapunov matrix differential equations are proposed in this paper.
First, periodic coefficients are expanded in terms of Fourier series to solve the time-varying
periodic Riccati differential equation, and the state transition matrix of the associated
Hamiltonian system is evaluated precisely with sine and cosine series. By introducing the
Riccati transformationmethod, recursive matrix formulas are derived to solve the periodic
Riccati differential equation,which is composed of four blocks of the state transitionmatrix.
Second, twonumerical sub-methods for solving Lyapunov differential equationswith time-
varying periodic coefficients are proposed, both based on Fourier series expansion and the
recursive matrix formulas. The former algorithm is a dimension expanding method, and
the latter one uses the solutions of the homogeneous periodic Riccati differential equations.
Finally, the efficiency and reliability of the proposed algorithms are demonstrated by four
numerical examples.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Linear time-varying periodic systems are essential to a variety of science and engineering problems involving frequencies,
for example, periodic attitude control of small satellites with magnetic actuators [1], spacecrafts formation flying in
eccentric orbits [2], structures with periodic driving, manipulator of repetitive operations, etc. At various levels of
modeling, automotive engine dynamics can be considered as a linear periodic system being mechanically coordinated and
synchronized by the revolution of the crankshaft [3]. Moreover, the observer design can be applied to numerous fields
of engineering, such as the wave energy retrieving system where periodic systems are ubiquitous [4,5]. Because of the
above periodic phenomenon, the control of these periodic systems has become increasingly essential to the design and
use of periodic systems. The design of a linear time-varying periodic controller is more complicated than that of a linear
time-invariant controller. Kano and Bittanti studied the controllability, stabilizability, and matrix Riccati equations for
periodic systems [6,7], and they gave the periodic conditions of time-varying periodic coefficient Lyapunov equations [8].
Chen showed the existence of a positive definite solution to periodic Riccati differential equations [9]. In particular, it
should be noted that many qualitative results for the Riccati/Lyapunov differential equations with periodic coefficients have
been summarized well, and a full chapter about these qualitative results is included in the monograph [10]. Hence, many
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qualitative analyses have been conducted before, but simpler and more reliable numerical methods for periodic controller
design with linear time-varying periodic coefficients are necessary in engineering. A reliable numerical method for solving
linear time-varying periodic coefficient Riccati differential equations is a key aspect of linear time-varying periodic systems
controller design [11]. A reliable numericalmethod for solving linear time-varying periodic coefficient Lyapunov differential
equations is also very important in many related control fields [12], such as the controllability and observability of periodic
systems, computation of periodic systemsH2 norm, etc. Only a fewworks, such as the traditional periodic generatormethod
or the multiple shooting-type method proposed in [11,12], have provided numerical algorithms for periodic Riccati or
Lyapunov differential equations.
It is worth while to note that Zhong and William [13] originally proposed the precise integration method (PIM) with
arbitrary order of accuracy to solve structural dynamic problems, and the PIM also has been widely developed and used
by many researchers in the engineering fields [14,15]. Recently, it is a remarkable fact that the PIM has been introduced
into solving Riccati differential equations and related optimal and robust control problems [16–18]. PIM can provide the
high precision of numerical solutions for linear time-invariant systems [16,17], but for time-varying periodic Riccati and
Lyapunov differential equation, PIM cannot be used directly. The main problem in the application of PIM in these cases is
the numerical computation of the state transition matrix corresponding to the periodic coefficient matrix of the periodic
Riccati and Lyapunov differential equation.
In order to use the high-efficiency recursive matrix formulas and avoid the limitations of PIM described above, a
Fourier series expansion method with Magnus series integration for solving the time-varying periodic state transition
matrix is proposed in this paper, and based on the computation of the time-varying periodic state transfer matrix,
two recursive algorithms for solving non-homogeneous periodic Lyapunov differential equations are also proposed.
One algorithm transforms the non-homogeneous periodic Lyapunov differential equation into a homogeneous periodic
Lyapunov differential equation by employing a dimensional expanding method [19,20]. Another algorithm transforms
the non-homogeneous periodic Lyapunov differential equation into a homogeneous periodic Riccati differential equation.
Finally, the periodic Riccati differential equation and periodic Lyapunov differential equation can be solved by the same
program codes, which can dramatically decrease the need for additional programming work.
In this study, first, the main properties of time-varying periodic coefficient Riccati and Lyapunov differential equations
will be summarized in Section 2; the existence and uniqueness of solutions to the concerned differential equations are
assumed in the remaining parts. Then the Fourier series expansion method for periodic state transition matrix is proposed
in Section 3. The development of periodic non-negative definite stabilizing solution process for time-varying periodic
coefficient Riccati and Lyapunov differential equationswill be discussed in detail in Sections 4 and 5. Finally, in Section 6, two
numerical examples for periodic Riccati differential equation and another two numerical examples for periodic Lyapunov
differential equation are employed to demonstrate the effectiveness of the method proposed in this paper.
2. Properties of periodic Riccati and Lyapunov differential equations
Periodic system, one kind of special type of time-varying systems (or parameter-varying systems), not only has common
characteristics of time-varying systems, but also has properties of the time-varying periodic system its own. By taking use of
these characters, we can develop high performance numerical algorithms for periodic Riccati differential equations (PRDE)
and periodic Lyapunov differential equations (PLDE).
2.1. Properties of periodic Riccati differential equation
We consider the periodic Riccati differential equation (PRDE) in LQ optimal control problems in the form of Eq. (1)
− X˙(t) = AT(t)X(t)+ X(t)A(t)+ Q(t)− X(t)R(t)X(t) (1)
where Q(t) = QT(t) ≥ 0,R(t) = RT(t) ≥ 0, the matrices A(t) ∈ Rn×n,Q(t) ∈ Rn×n,R(t) ∈ Rn×n are all n × n real
time-varying periodic matrices and T is the time periodic length, so A(t + T ) = A(t),Q(t + T ) = Q(t),R(t + T ) = R(t).
Eq. (1) plays amajor role in solving the optimal periodic linear-quadratic control problem for linear continuous time periodic
systems [16].
Theorem 1 ([12,10]). The PRDE (Eq. (1)) admits a unique T-period stabilizing solution X(t) = XT(t) ≥ 0 if and only if the pair
(A(t),R(t)) is stabilizable and the pair (A(t),Q(t)) is detectable.
Where the definitions about stabilizable and detectable can be given as [10]: (A(t),R(t)) is stabilizable if all characteristic
multipliers λ of Awith |λ| ≥ 0 are controllable. (A(t),Q(t)) is detectable if all characteristic multipliers λ of Awith |λ| ≥ 0
are observable. (The definition of characteristic multipliers can be found behind Theorem 2.)
We consider the PRDE (Eq. (1)) and the matrix differential equation (Eq. (2))
M˙(t)
N˙(t)

=
[
A(t) R(t)
Q(t) −AT(t)
]
M(t)
N(t)

(2)
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with the terminal boundary condition (Eq. (3))
M(tf )
N(tf )

=

In
Xf

(3)
where the matrix In ∈ Rn×n is an n× n identity matrix, Xf ∈ Rn×n is an n× n terminal matrix, and the matrix in Eq. (2)
H(t) =
[
A(t) R(t)
Q(t) −AT(t)
]
(4)
satisfies Eq. (5), so it is called a Hamiltonian matrix.
JH(t)+ HT(t)J = 0 (5)
where J =

0 In
−In 0

.
IfM−1(t) exists and Theorem 1 is admitted, Eq. (6) is the solution of the PRDE (Eq. (1)).
X(t) = −N(t)M−1(t). (6)
The Riccati differential equations are closely related with the Hamiltonian matrix of the optimal control system, as
described above, and, in contrast, the transition matrix is also computed based on the Hamiltonian matrix. From Eq. (2),
Hamiltonian matrix H(t) is also a time-varying T -period matrix.
Let8(t, τ ) denote the state transition matrix corresponding to the Hamiltonian matrix H(t) satisfying Eq. (7).
∂8(t, τ )
∂t
= H(t)8(t, τ ), 8(τ , τ ) = I2n. (7)
According to [10], the state transition matrix 8(t, τ ) corresponding to the Hamiltonian matrix H(t) is symplectic, i.e.,
8T(t, τ )J8(t, τ ) = J, and8(T , 0) is also called the monodromy matrix corresponding to the Hamiltonian matrix H(t). The
eigenvalues λi of the monodromy matrix 8(T , 0) are called the characteristic multipliers. Without loss of generality, the
state transition matrix8(t, 0) can also be expressed as
8(t, 0) = L(t) exp(tF) (8)
according to the Floquet–Lyapunov theorem, where the matrix L(t) is a T period matrix (L(T + t) = L(t)), the matrix
F ∈ R2n×2n is a time-invariant matrix, and the eigenvalues of F are called the Floquet exponents.
Theorem 2 ([21,10]). The Floquet multipliers of a linear time-varying periodic system are unique, and its Floquet exponents are
not. Moreover, a linear time-varying periodic system is asymptotically stable if and only if all its Floquet multipliers lie within the
unit circle; this is equivalent to its Floquet exponents having negative real parts.
According to Eq. (7), from the initial time τ to the end time t , ranging over more than one period of continuous time,
the state transition matrix 8(t, τ ) corresponding to T -period Hamiltonian matrix H(t) is not a T -period matrix. However,
between the discrete time points, the state transitionmatrix8(t, τ ) is also a T -periodmatrix, which satisfies the periodicity
condition8(τ + 2T , τ + T ) = 8(τ + T , τ ). This can be proved by using the properties of the state transition matrix at an
arbitrary initial time. It means that the state transition matrix8(τ + T , τ ) from the initial time τ to the end time τ + T with
initial condition 8(τ , τ ) = I2n is equivalent to the state transition matrix 8(τ + 2T , τ + T ) from the initial time τ + T to
the end time τ + 2T with initial condition8(τ + T , τ + T ) = I2n.
2.2. Properties of periodic Lyapunov differential equation
We consider the periodic Lyapunov differential equation (PLDE) in the form of Eq. (9)
X˙(t) = A(t)X(t)+ X(t)AT(t)+ Q(t) (9)
where Q(t) = QT(t) and the matrices A(t) ∈ Rn×n,Q(t) ∈ Rn×n are all n × n matrices with periodic length T that satisfy
the equations A(t + T ) = A(t), Q(t + T ) = Q(t).
Let8A(t, τ ) denote the state transition matrix corresponding to the matrix A(t), i.e.,
∂8A(t, τ )
∂t
= A(t)8A(t, τ ), 8A(τ , τ ) = In. (10)
The matrix A(t) is a T -period matrix (A(t + T ) = A(t)), and the state transition matrix 8A(t, τ ) is also a T -period matrix
corresponding tomatrixA(t)between thediscrete timepoints as discussed in Section2.1 (8A(τ+2T , τ+T ) = 8A(τ+T , τ )).
Eqs. (10) and (7) are similar equations, so the matrix8A(T , 0) is also called a monodromy matrix, and its eigenvalues λi are
called characteristic multipliers.
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The non-homogeneous PLDE (Eq. (9)) has the relationship with homogeneous PLDE (Eq. (11)). (It should be noted,
however, that while Eq. (11) is usually called a Sylvester equation in other papers, we also call it a general PLDE here for the
sake of convenience and uniformity) the non-homogeneous PLDE (Eq. (9)) can be transformed into the homogeneous PLDE
(Eq. (11)) by employing the dimensional expanding method (DEM).
G˙(t) = A˜(t)G(t)+ G(t)AT(t) (11)
where
G(t) =
[
X(t)
In
]
, A˜(t) =
[
A(t) Q(t)
0 −AT(t)
]
. (12)
The matrix A˜(t) is a 2n × 2n matrix, and the matrix G(t) is a 2n × n matrix. Then the solution of the homogeneous PLDE
(Eq. (11)) is expressed as
G(t) = 8A˜(t)G(0)8TA(t) (13)
where G(0) = X(0) InT is the initial condition, and 8A˜(t) and 8A(t) are the state transition matrices corresponding to
the T -period matrices A˜(t) and A(t), respectively. They both satisfy the following equations:
8˙A˜ = A˜(t)8A˜, 8A˜(0) = I2n (14)
8˙A = A(t)8A, 8A(0) = In. (15)
If we can obtain analytical expressions of the state transition matrices 8A˜(t) and 8A(t), then the precise analytical
solution of Eq. (13) can be obtained. However, in practice,we can only get numerical solutions of the state transitionmatrices
8A˜(t) and 8A(t). In the third section, we will present a Fourier expansion based numerical method for the efficient and
precise computation of the periodic state transition matrices.
Theorem 3 ([12]). If the norm of eigenvalues corresponding to T-periodic state transition matrix8A(T , 0) is less than one, then
the system matrix A(t) is a stable matrix.
Theorem 4 ([12]). The PLDE (Eq. (9)) admits a unique T-periodic solution X(t) if and only if 8A(T , 0) does not have reciprocal
eigenvalues.
The existence of periodic solutions, and necessary conditions for the uniqueness of periodic solutions of Eqs. (1) and (9),
can be obtained by employing the above theorems. In the rest of this paper, it is assumed that the conditions for the existence
and uniqueness of periodic solutions of the PRDE and the PLDE are satisfied in advance.
2.3. Relationship between PRDE and PLDE
Indeed, the PRDE and PLDE have a closely relationship, i.e. the PLDE can be transformed into a homogeneous PRDE.
Meanwhile, this relationship can be employed for decreasing the amount of computational work.
Let the solution X(t) of the PLDE (Eq. (9)) be written as
X(t) = −P−1(t). (16)
Then by differentiating Eq. (16) on both sides, we obtain
X˙(t) = P−1(t)P˙(t)P−1(t). (17)
Substituting Eqs. (16) and (17) into Eq. (9), we can get a homogeneous periodic coefficient Riccati differential equation
− P˙(t) = P(t)A(t)+ AT(t)P(t)− P(t)Q(t)P(t). (18)
Set Q(t) of Eq. (1) equal to zero and substitute R(t) of Eq. (1) with Q(t) of Eq. (9); then the PLDE (Eq. (9)) is changed into a
homogeneous PRDE (18). The Hamiltonian system corresponding to Eq. (18) is
M˙(t)
N˙(t)

=
[
A(t) Q(t)
0 −AT(t)
]
M(t)
N(t)

. (19)
It is rather remarkable that, as we see in Eq. (16), this condition cannot be guaranteed under all conditions (such as P = 0).
The relationship between the PRDE and the PLDE can be stated in several ways, and one of which is Eq. (16). Great care has
been taken to avoid complexity, and also to provide almost the same program for solving the PRDE as for solving the PLDE
by using Eq. (16), as will be discussed in detail in Section 5.3. Under other conditions, Eq. (16) is not compatible with the
solution of the PLDE for P = 0, so we employ the approach described in Section 2.2 to solve the PLDE, and the detailed
process will be discussed in Section 5.2.
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3. Fourier expansion based method for computation of periodic state transition matrix
The algorithms for solving periodic Riccati and Lyapunov differential equations proposed in this paper have the matrix
recursive form, and they contain the computations of the periodic state transitionmatrix. A close derivation and computation
of the state transition matrix corresponding to the Hamiltonian matrix in one period is necessary and should be required
before beginning the solution of PRDE. Owing to the restriction of the numerical computation precision and efficiency of the
state transition matrix and the neglect of the higher order approximate term, a lower precision of the calculation results of
PRDE is usually employed. In [22], it is proposed a method based on Fourier expansion with precise integration to compute
the Floquet transition matrix. This method, which takes full advantage of properties of periodic system matrices, includes
a recursive computation formula and has lower computational complexity compared with Hamming’s predictor–corrector
and the Runge–Kutta method. However, there is an obvious inverse term in the recursive computation formula, and it has
only first-order precision method on the nonlinear term in the detailed derivation process. In this section, also based on
Fourier expansion, we employ the Magnus series [23] to compute the periodic state transition matrix. This method has no
obvious inverse term in the recursive formula. A much higher precision is another advantage of the current method. The
Magnus series method can also preserve the geometry structure [23] of the original continuous systems when the finite
term is selected to approximate the original system in discrete form.
First, the time-varying periodic Hamiltonian matrix H(t), given by Eq. (4) or Eq. (19) can be expanded by employing the
Fourier series expansion method as Eq. (20)
H(t) = H0 +
∞−
i=1

Di sin

2π it
T

+ Bi cos

2π it
T

(20)
where, the matrices H0,Di, Bi (i = 1, 2, . . . ,∞) are all time-invariant matrices. If the periodic Hamiltonian matrix H(t) is
composed of trigonometric polynomials, then the number of terms in the Fourier series expansion is finite. In general, the
number of terms in the Fourier series expansion approaches infinity, so a finite approximation expansion term is employed
in practical computations.
Let the state vector v(t) satisfy the following differential equation
v˙(t) = H(t)v(t). (21)
Substituting Eq. (20) into Eq. (21), we get
v˙(t) = H0v(t)+
∞−
i=1

Di sin

2π it
T

+ Bi cos

2π it
T

v(t). (22)
Next, in order to get numerical solutions at discrete time points, the continuous time should be divided into a series of
discrete time segments t0 = 0, t1 = η, . . . , tk = kη, . . . , tm = T , where the time step length is η, vk denotes the state vector
at time tk, and vk+1 denotes the next state vector at time tk+1. The solution of the differential equation (22) is expressed as
vk+1 = exp ((tk+1; tk)) vk. (23)
Eq. (23) gives the vector a recursive structure in the form of a matrix exponential function, where
(tk+1; tk) =
∫ tk+1
tk
H(τ )dτ − 1
2
∫ tk+1
tk
[∫ τ
tk
H(σ )dσ ,H(τ )
]
dτ + 1
4
∫ tk+1
tk
[∫ τ
tk
[∫ σ
tk
H(µ)dµ,H(σ )
]
dσ ,H(τ )
]
dτ
+ 1
12
∫ tk+1
tk
[∫ τ
tk
H(σ )dσ ,
[∫ τ
tk
H(µ)dµ,H(τ )
]]
dτ + O(η5). (24)
Eq. (24) is called a Magnus series 18. It is used in the numerical integration of ordinal differential equations, and arbitrary
finite terms of Eq. (24) can preserve the Lie group geometry structure. In particular, the recent review paper [24] collects
a number of developments scattered through half a century of scientific literature on Magnus expansion. It is also worth
noting that [25] also gives the structure-preserving properties for the symmetric differential Riccati equation. The matrix
operation in Eq. (24) is defined as
[M1,M2] = M1M2 −M2M1. (25)
The truncation error of the approximation formula employed here, Eq. (24), is O(η5), and this approximation formula has
fourth-order accuracy. A much higher order approximation formula can also be obtained at the expense of efficiency. In this
paper, we choose the fourth-order approximation formula, Eq. (24), in order to balance the precision and efficiency.
In order to decrease the matrix operation of Eq. (25) and the computation cost in Eq. (24), [26] proposed an optimal
Magnus series integration method. A new symbol was introduced as
Bj = 1
ηj
∫ tk+1
tk

t −

tk + η2
j
H(t)dt j = 0, 1, 2, . . . . (26)
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Thus the fourth-order precision integration formula can be rewritten with the help of Eq. (26) as
4(tk+1; tk) = B0 − B0B1 + B1B0. (27)
Substituting Eq. (20) into Eq. (26), detailed expressions of B0, B1 can be obtained as
B0 = H0η +
∞−
i=1

cos

2π itk
T

− cos

2π itk+1
T

Di

2π i
T

−

sin

2π itk
T

− sin

2π itk+1
T

Bi

2π i
T

(28)
B1 =
∞−
i=1


−2 sin

2π itk
T

− cos

2π itk
T

2π i
T
η + 2 sin

2π itk+1
T

− cos

2π itk+1
T

2π i
T
η

Di

2η

2π i
T
2
+

−2 cos

2π itk
T

+ sin

2π itk
T

2π i
T η + 2 cos

2π itk+1
T

+ sin

2π itk+1
T

2π i
T η

Bi

2η
 2π i
T
2
 . (29)
The Magnus series is often used for general time-varying system, and the explicit analytic form of Eq. (24) is difficult to
obtain. However, with the Fourier series expansion method, explicit analytic forms of Eq. (24) can be obtained as Eqs. (27)–
(29).
Finally, from Eqs. (23) and (27)–(29), the state transition matrix8(tk+1; tk) can be obtained for the time step (tk, tk+1) as
8(tk+1; tk) = exp

4(tk+1; tk)

. (30)
The matrix exponent computation in Eq. (30) is the key point, which can be implemented in many ways, such as the
expm function of MATLAB or the precise integration method from [16]. The precision of the matrix exponent computation
by the precise integration method is higher than that of the expm function, so in this paper, Eq. (30) is calculated by the
precise integration method, and its precision reaches the level of more than ten significant digits on the computer.
Eq. (30) is a fourth-order accuracy Magnus series approximation. By a derivation process similar to that above, a higher
order precision formula can also be obtained. From Eq. (30) or Eqs. (28) and (29), we can find that the state transitionmatrix
8(tk+1; tk) is a function of the Fourier expansion coefficient matrices H0,Di, Bi(i = 1, 2, . . . ,∞) corresponding to the
time-varying periodic HamiltonianmatrixH(t), and the coefficient matrices are all knownmatrices. Given the time-varying
periodic coefficient matrices of the PRDE or PLDE, the state transition matrix corresponding to the Hamiltonian matrix only
need to be computed and stored in one time period. In the recursive solution formula of the PRDE and PLDE, the state
transition matrix that was previously computed and stored can directly be used and no longer need to be computed again.
Thus the state transition matrix8(tk+1; tk), which maps the vector vk to the next vector vk+1 can be rewritten as follows
xk+1
λk+1

= 8(tk+1; tk)

xk
λk

(31)
where vk = [xk,λk]T, vk+1 = [xk+1,λk+1]T, xk ∈ Rn is an n × 1 vector and λk ∈ Rn is also an n × 1 vector. In LQ optimal
control theory, xk is the original state variable and λk is the dual state variable.
Rewrite Eq. (31) in decomposed block matrices as follows
xk+1 = 811(tk+1; tk)xk +812(tk+1; tk)λk (32)
λk+1 = 821(tk+1; tk)xk +822(tk+1; tk)λk (33)
where
8(tk+1; tk) =
[
811(tk+1; tk) 812(tk+1; tk)
821(tk+1; tk) 822(tk+1; tk)
]
. (34)
4. Numerical solution of periodic Riccati differential equation
The solutions of PRDE (Eq. (1)) and PLDE (Eq. (9)) involve the determination of a periodic solution satisfying X(t + T ) =
X(t) for all time t , where time T is the length of period. In either procedure of solving the PRDE or PLDE, the initialization of
the program implies the determination of a periodic generator, and this generally involves the solution of either an algebraic
Riccati equation or of an algebraic Lyapunov equation.
4.1. Determination of periodic terminal conditions of PRDE
Zhong [16] proposed a precise integration method for solving algebraic Riccati equations derived from LQ control of
linear time-variant systems. In order to determine the period of the PRDE, i.e., X(t + T ) = X(t), we extend Zhong’s idea
to solve the algebraic Riccati equation of the time-varying periodic system. The key point of this idea is called ‘‘interval
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Fig. 1. Combination of two adjacent intervals.
mixed energy matrices’’. In state space, the interval mixed energy matrices give the relationship between the state/costate
variables in adjacent intervals.
First, similar with the function of transition matrix proposed in Section 3, the interval mixed energy matrices also give
the transition relationship between two adjacent intervals in another way. In order to introduce the interval mixed energy
matrices and interval combination formulas, we give the state/costate variables xk,λk and the state/costate variables of the
next adjacent interval xk+1,λk+1 in discrete time points. Their relationships with the interval mixed energy matrices are
encoded in the following equations
xk+1 = F(tk+1; tk)xk + G(tk+1; tk)λk+1 (35)
λk = −Q(tk+1; tk)xk + FT(tk+1; tk)λk+1 (36)
where, Q(tk+1; tk) ∈ Rn×n,G(tk+1; tk) ∈ Rn×n, F(tk+1; tk) ∈ Rn×n are defined and called as n × n interval mixed energy
matrices. Intrinsically, these matrices can be derived and formulated from the variational principle, and have the detailed
physical significance [16]. Because of the complicated derived process, only the main and decisive formulas (35)–(36) have
been given in this paper.
Then, combining Eqs. (35)–(36) and Eqs. (32)–(33), the interval mixed energymatricesQ(tk+1; tk),G(tk+1; tk), F(tk+1; tk)
can be determined from the block state transition matrix, i.e., from the following equations:
G(tk+1; tk) = 812(tk+1; tk)

822(tk+1; tk)
−1
(37)
Q(tk+1; tk) =

822(tk+1; tk)
−1
821(tk+1; tk) (38)
F(tk+1; tk) =

822(tk+1; tk)
−T
. (39)
Next, the intervalmixed energymatrices at two adjacent intervals can be combined into one longer intervalmixed energy
matrix as shown in Fig. 1.
For instance, the state/costate vectors of adjacent intervals xk−1,λk−1 and xk,λk are connected with interval mixed
energy matrices as follows
xk = F(tk; tk−1)xk−1 + G(tk; tk−1)λk (40)
λk−1 = −Q(tk; tk−1)xk−1 + FT(tk; tk−1)λk. (41)
Consequently, combining the intervals (tk−1, tk) and (tk, tk+1) gives the interval (tk−1, tk+1) for which
xk+1 = F(tk+1; tk−1)xk−1 + G(tk+1; tk−1)λk+1 (42)
λk−1 = −Q(tk+1; tk−1)xk−1 + FT(tk+1; tk−1)λk+1. (43)
To eliminate the combined interior state/costate vectors xk,λk, solving Eqs. (35) and (41) yields
xk = (In + G(tk; tk−1)Q(tk+1; tk))−1 (F(tk; tk−1)xk−1 + G(tk; tk−1)F(tk+1; tk)λk+1) (44)
λk = (In + Q(tk+1; tk)G(tk; tk−1))−1
−Q(tk+1; tk)F(tk; tk−1)xk−1 + FT(tk+1; tk)λk+1 . (45)
Substituting Eqs. (44) and (45) into Eqs. (36) and (40), respectively, yields Eqs. (42) and (43) with
Q(tk+1; tk−1) = Q(tk; tk−1)+ FT(tk; tk−1)

Q−1(tk+1; tk)+ G(tk; tk−1)
−1 F(tk; tk−1) (46)
G(tk+1; tk−1) = G(tk+1; tk)+ F(tk+1; tk)

G−1(tk; tk−1)+ Q(tk+1; tk)
−1 FT(tk+1; tk) (47)
F(tk+1; tk−1) = F(tk+1; tk) (In + G(tk; tk−1)Q(tk+1; tk))−1 F(tk; tk−1). (48)
Finally, we execute a series of interval mixed energy matrices combinations, Eqs. (46)–(48), repeatedly until the norm of
the whole matrix F(tf ; t0) approaches the given numerical convergence accuracy ε (such as a real finite small real number
ε = 1× 10−6). The whole matrix Q(tf ; t0) is the non-negative definite stabilizing solution of the algebraic Riccati equation,
and the periodic terminal condition of the PRDE also satisfies X(t + T ) = X(t) for time t . When the combination formulas
Eqs. (46)–(48) are implemented sufficiently many times, the matrix F(tf ; t0) converges to a zeros matrix and the matrices
Q(tf ; t0),G(tf ; t0) converge to different constant matrices, respectively. Hence, the interval combination process converges.
The proof of convergence and detailed procedure of the above-mentioned algorithms are given in [16].
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4.2. The matrix recursive formula for periodic Riccati differential equation
The state transition matrix 8(tk+1; tk) in Eq. (30) describes the relationship between the initial state and the terminal
state in the time interval. To better understand the matrix recursive formula for the PRDE, we provide a brief derivation of
the Riccati transformation method for the PRDE as follows; a more detailed expression can be found in [27].
Introducing the Riccati transformation method for the PRDE
λk+1 = −Xk+1xk+1, λk = −Xkxk (49)
and then substituting Eq. (49) into Eqs. (32) and (33), gives
xk+1 = 811(tk+1; tk)xk −812(tk+1; tk)Xkxk (50)
−Xk+1xk+1 = 821(tk+1; tk)xk −822(tk+1; tk)Xkxk (51)
combining Eq. (50) with Eq. (51), then eliminating xk+1, we obtain
− Xk+1

811(tk+1; tk)xk −812(tk+1; tk)Xkxk
 = 821(tk+1; tk)xk −822(tk+1; tk)Xkxk. (52)
From Eq. (52), eliminating xk and reordering the variable, we get the recursive matrix formulas Eq. (53) for the solution of
the PRDE at discrete time point tk.
Xk = (822(tk+1; tk)+ Xk+1812(tk+1; tk))−1(821(tk+1; tk)+ Xk+1811(tk+1; tk)). (53)
Eq. (32)–(33) give the relationship between the state/costate vector and the block state transition matrix 8(tk+1; tk),
and Eq. (49) gives the relationship between the state/costate vector and the solution of the periodic Riccati differential
equation. Hence, Eq. (53) gives the solution of the periodic differential equation (1) in terms the block state transitionmatrix
8(tk+1; tk). Solving Eq. (53) in the backward direction, the solution of Eq. (1) can be obtained.
Using the state transition matrix differential equation 8˙(t; tf ) = H(t)8(t; tf ) in the form of Eq. (54) with block matrices
8˙
11
(t; tf ) 8˙12(t; tf )
8˙
21
(t; tf ) 8˙22(t; tf )

=
[
A(t) R(t)
Q(t) −AT(t)
] [
811(t; tf ) 812(t; tf )
821(t; tf ) 822(t; tf )
]
. (54)
Rewrite Eq. (53) in the continuous form
Xt = (822(t; tf )+ Xf812(t; tf ))−1(821(t; tf )+ Xf811(t; tf )). (55)
Differentiating both two sides of Eq. (55), by using Eq. (54), we can get
X˙t = (822(t; tf )+ Xf812(t; tf ))−1

(8˙
21
(t; tf )+ Xf 8˙11(t; tf ))− (8˙22(t; tf )+ Xf 8˙12(t; tf ))Xt

. (56)
Substituting Eqs. (55) and (56) into Eq. (1), we can prove that the matrix recursive formula Eq. (53) is an analytic solution of
the PRDE (Eq. (1)) in the time interval, and if the transition matrix8(tk+1; tk) can be computed precisely, then Xk gives the
precise solution of the PRDE.
In [28], a Möbius transformation scheme (MTS) is proposed to solve general Riccati differential equations. The Möbius
transformation scheme taken from [28] is as follows
Xk+1 = (α(tk, η)Xk + β(tk, η))(γ(tk, η)Xk + δ(tk, η))−1 (57)
where α(tk, η) ∈ Rn×n, β(tk, η) ∈ Rn×n, γ(tk, η) ∈ Rn×n, δ(tk, η) ∈ Rn×n are functions of the coefficient matrices of the
general Riccati differential equations.
In order to compare theMöbius transformation schemewith Eq. (53),we rewrite Eq. (57) as an inverse integration process
as follows
Xk = (α(tk, η)− Xk+1γ(tk, η))−1(−β(tk, η)+ Xk+1δ(tk, η)). (58)
Comparing the recursive formula Eq. (53) with Eq. (57), the matrices 811(tk+1; tk),812(tk+1; tk),821(tk+1; tk),822
(tk+1; tk) correspond to the matrices δ(tk, η), −γ(tk, η),−β(tk, η),α(tk, η), respectively, so they are almost same in form.
This Möbius transformation scheme can be effectively integrated even through singularities, but the derivation progress of
this recursive formula is completely different from that of our recursive formula.
Assembling the coefficient matrices of PRDE (Eq. (1)) into a new matrix
H˜(t) =
[−AT(t) −Q(t)
−R(t) A(t)
]
(59)
and solving Eq. (60) with initial conditions
8˙H˜(t) = H˜(t)8H˜(t), 8H˜(0) = I2n (60)
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we can obtain
8H˜(t) =
[
α(t) β(t)
γ(t) δ(t)
]
. (61)
The Möbius transformation scheme does not integrate Eq. (60) numerically to get the solution 8H˜(t), rather the analytic
form is written in the form of the time ordered exponential
8H˜(t) = I2n +
∞−
r=1
∫
· · ·
∫
t0≤s1≤···≤sr≤t
H˜(sr) . . . H˜(s1)ds1 . . . dsr . (62)
In practice, the transition matrix 8H˜(t) is expressed approximately by a Taylor series expansion or Padé approximant
expansion. For example a first-order Taylor approximate expansion is as follows
8H˜1(tk+1; tk) = I2n + ηH(tk) (63)
and truncating at order η2 gives a second-order approximation as follows
8H2(tk+1; tk) = I2n + ηH˜(tk + η/2)+ η2/2H˜(tk + η/2)2. (64)
Hence, the algorithm proposed here is different from that of [28] in two main aspects: one is that this algorithm is
suitable for PRDEwhile [28] focuses on general Riccati differential equations and does not employ the periodicity properties
of PRDE. A Magnus expansion method with fourth-order accuracy has been directly employed to solve a general Riccati
differential equation in [29]. This fourth-order Magnus method is implemented as a numerical integration process rather
than an analytical solution form. As the saying goes, ‘‘open different locks with different keys’’. The method for solving
general Riccati differential equation is not the best ‘‘key’’ to the ‘‘lock’’ of PRDE, but the periodic method is the best ‘‘key’’
to the ‘‘lock’’ of PRDE. Another aspect is that the state transition matrix is computed by Fourier expansion in this algorithm
while [28] integrates the state transition matrix by a general Taylor or Padé truncation. The analytical evaluation of the
state transition matrix evaluated by Fourier expansion is convenient to implement and saves time in program computation.
Also, a higher order accuracy of the analytical evaluation of state transition matrix can be easily obtained by using the same
Fourier expansion progress.
As a result, although both of the two methods have almost the same as recursive formula, Eq. (53) or Eq. (58), the
derivation processes are completely different. The advantages of the Möbius transformation scheme are also the same as
those of the present algorithm. For instance, it can be effectively integrated even through singularities. However, if the
coefficient matrices of the PRDE are functions of trigonometric polynomials, the finite term of the analytical evaluation of
state transition matrix has a higher precision and efficiency than the algorithm of [28]. This conclusion is demonstrated by
numerical examples in Section 6.
4.3. Numerical algorithm for solving PRDE
In order to program the algorithm presented in this paper, we provide the detailed implementation process
Step 1: From PRDE (1), translate the periodic coefficient matrices into periodic Hamiltonian matrices with the form of
Eq. (4).
Step 2: With the Fourier series method, expand the periodic Hamiltonian matrix Eq. (4) into trigonometric functions.
Step 3: Use Eq. (30) to compute the state transition matrix8(tk+1; tk) in one time interval (tk, tk+1) and divide the state
transition matrix8(tk+1; tk) into the block form of Eq. (32) or Eq. (33).
Step 4: Convert the block form of the state transition matrix to element interval mixed energy matrices with
Eqs. (37)–(39).
Step 5: Perform a series of interval mixed energy matrix combinations, using formula Eqs. (46)–(48), repeatedly until the
norm of the whole matrix F(tf ; t0) approaches the given numerical convergence accuracy ε.
Step 6: Compute the solution of the PRDE (Eq. (1)) by Eq. (53) based on the non-negative definite stabilizing solution of
the algebraic Riccati equation from step 5.
5. Numerical solution of periodic Lyapunov differential equation
In this section,wewillmainly discuss the numericalmethod including the dimensional expandingmethod, homogeneous
Riccati equation method and the recursive formula of periodic coefficient Lyapunov differential equations. But first, like in
Section 4, periodic terminal condition of PLDE should be determined.
5.1. Determination of periodic terminal condition of PLDE
Indeed, the periodic terminal condition of the PLDE X(t + T ) = X(t) is determined from the non-negative definite
stabilizing solution of the algebraic Lyapunov equation, where a similar process is used to differentiate and perform interval
mixed energy matrix combinations. From the algebraic Riccati equation (65) and the algebraic Lyapunov equation (66), it
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Fig. 2. Combination progress of 2N algorithm.
is easy to tell the difference between Eqs. (65) and (66).
AT(t)X(t)+ X(t)A(t)+ Q(t)− X(t)R(t)X(t) = 0 (65)
A(t)X(t)+ X(t)AT(t)+ Q(t) = 0. (66)
Let R(t) = 0 and A(t) = AT(t) in Eq. (65); then it is almost the same as Eq. (66). Hence, the coefficient matrices of Eq.
(66) can be assembled into a Hamiltonian matrix similar to Eq. (4) as follows
H(t) =
[
AT(t) 0
Q(t) −A(t)
]
. (67)
Once the Fourier series expansion of Hamiltonianmatrix Eq. (67) has been obtainedwith Eq. (20), the state transitionmatrix
corresponding to the Hamiltonian matrix Eq. (67) can also be computed by Eq. (30). Therefore, the interval mixed energy
matrices and their combination formulas for algebraic Lyapunov equation are the same as those discussed in Section 4.1 for
the algebraic Riccati equation.
A minor difference between the interval combination process and Ref. [16] is that the 2N algorithm cannot be used
directly. Because the system is time-varying in a single time period, the interval combination process in one time period
should be implemented one by one, just as shown in Fig. 1. Due to the periodicity property of state transition matrix,
8(τ + 2T , τ + T ) = 8(τ + T , τ ), when the interval mixed energy matrices of one time period are evaluated, then the
combination process over infinite time can be carried out by using the 2N algorithm. The combination process over infinite
time is shown in Fig. 2.
As Fig. 2 shows, this combination process is the key point of the so-called 2N algorithm. The meaning of the 2N algorithm
about this combination process is not like the interval combination one by one in Fig. 1, rather this combination process
involves exponential growth. It speeds up the convergence until the norm of the whole matrix F(tf ; t0) approaches the
given numerical convergence accuracy ε. Q(tf ; t0) and G(tf ; t0) converge to different constant matrices, respectively.
Finally, the whole matrix G(tf ; t0) is the non-negative definite stabilizing solution of the algebraic Lyapunov equation,
and is also the periodic terminal condition of the PLDE satisfying X(t + T ) = X(t). The proof of convergence and details of
the above-mentioned algorithms are given in Ref. [16].
5.2. Dimensional expanding precise integration method for solving PLDE
The analytic solution of the PLDE (Eq. (9)) can be expressedwith Duhamel integration as Eq. (68), and can also be obtained
from [16]
X(t) = 8A(t)X08TA(t)+
∫ t
0
8A(t − s)Q(s)8TA(t − s)ds (68)
where X(0) = X0 ∈ Rn×n is the initial condition, and 8A(t) is the state transition matrix corresponding to the T -periodic
matrix A(t).
When the coefficient matrices A,Q of Eq. (9) are both T -periodic matrices, the precise integration method (PIM) [16]
cannot be used directly to solve Eq. (68). Themain problem is how to compute non-homogeneous
 t
0 8(t−s)Q(s)8T(t−s)ds.
If we employ numerical integration methods such as Gauss integration, cubic spline integration formula, etc., the precision
of numerical results is seriously compromised, because the state transition matrix 8A(t) is numerically computed by the
Fourier expansion based method with Magnus series, and then used to integrate the non-homogeneous term numerically.
In order to avoid the computation of the non-homogeneous term, the non-homogeneous equation is transformed into a
homogeneous equation by employing a dimensional expanding method [19,20] such as the one discussed in Section 2. In
the numerical computation process, continuous time is divided into a series of discrete time steps t0 = 0, t1 = η, . . . , tk =
kη, . . . , tm = T , and the time step length is η; hence, Eq. (68) can be simplified in discrete time steps. The solution of the
homogeneous Lyapunov differential equation (Eq. (11)) can be rewritten as a recursive formula in a single time step as Eq.
(69) [16]
G(tk+1) = 8A˜(tk+1; tk)G(tk)8TA(tk+1; tk) (69)
where, 8A˜(tk+1; tk) and 8A(tk+1; tk) are all state transition matrices in one time interval corresponding to the T -periodic
matrices A˜(t) and A(t), respectively.
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The solutionG(tk) of the homogeneous Lyapunov differential equation (11) at every discrete time point tk can be obtained
by Eq. (69) in recursive form. The solutions of the PLDE (Eq. (9)) can be obtained from the n×n upper block sub-matrix of the
matrixG(tk). Now the only unresolved problem is how to compute the state transitionmatrices8A˜(tk+1; tk) and8A(tk+1; tk)
in one time interval. This problem can also be solved by the Fourier expansion based method with PIM in Section 3.
Therefore, the numerical solution of the PLDE (Eq. (9)) can be obtained as discussed above. The entire numerical solution
process is given as follows.
Step 1: The non-homogeneous PLDE (Eq. (9)) can be expressed as homogeneous PLDE (Eq. (11)); then we can find the
T -periodic matrices A(t) and A˜(t).
Step 2:With the Fourier seriesmethod, expand the T -periodicmatricesA(t) and A˜(t) in terms of trigonometric functions.
Step 3: Use Eq. (30) to compute the state transition matrices8A(tk+1; tk) and8A˜(tk+1; tk) in one time interval (tk, tk+1).
Step 4: Compute the periodic terminal condition of the PLDEwith the intervalmixed energymatrix combination formulas
(Eqs. (46)–(48)).
Step 5: Employ Eq. (69) to obtain the recursive formula solutions G(tk) of the Lyapunov differential equation (11).
Step 6: Extract the n × n upper block sub-matrix of the Lyapunov differential equation solution matrix G(tk), which is
also the solution of the PLDE (Eq. (9)).
It is worth mentioning that when using the recursive formula Eq. (69), in order to increase the precision of the numerical
solution and decrease the error in the recursive process, the solution matrix G(tk) of the Lyapunov differential equation
(Eq. (11)) must be regrouped once at every discrete time point tk. Thus the lower block sub-matrix of solution matrix G(tk)
is n× n identity matrix at every recursive time step.
5.3. Homogeneous Riccati equation method for solving PLDE
In addition to the dimensional expanding method, the PLDE can also be solved by solving a homogeneous PRDE. In this
condition, the computer programs for dealing with general PRDE will not be changed. Thus the above two kinds of different
type problems can be solved in the same theory framework. At the same time, the amount ofwork required can be decreased.
Naturally, we can compute the state transition matrix 8(t), which corresponds to the Hamiltonian matrix (Eq. (19)) by
using Eq. (30) The state transition matrix8(t) describes the state vector relationship between the time tk and the next time
tk+1. As in Eq. (53), the discrete recursive solution of Eq. (18) can be expressed by the block state transition matrix 8(t) as
follows
Pk+1 = (−821(tk+1; tk)+822(tk+1; tk)Pk)× (811(tk+1; tk)−812(tk+1; tk)Pk)−1. (70)
When we compute solution of the homogeneous PRDE (Eq. (18)) by employing the discrete recursive formula (Eq. (70)),
and then let Gk = −P−1k , the final numerical solutions of the PLDE (Eq. (9)) are also obtained. However, we can rewrite
Eq. (70) as Eq. (71) to obtain the solutions of the PLDE (Eq. (9)) directly instead of computing the inversematrices of Eq. (70).
Xk+1 = −(811(tk+1; tk)−812(tk+1; tk)Xk)× (−821(tk+1; tk)+822(tk+1; tk)Xk)−1. (71)
We summarize the entire homogeneous Riccati equation process for solving PLDEs as follows.
Step 1: Construct the periodic Hamiltonian matrix H(t) as Eq. (19) by finding periodic coefficient matrices A(t),Q(t) in
Eq. (9).
Step 2: Use the Fourier series method to expand the T -periodic Hamiltonian H(t) matrix as trigonometric functions
through Eq. (30). Then we obtain the one time interval state transition matrix8(tk+1; tk).
Step 3: Compute the periodic terminal condition of the PLDE with the interval mixed energy matrices combination
formula (Eqs. (46)–(48)).
Step 4: Employ Eq. (71) to compute the numerical solution Xk of the PLDE (Eq. (9)).
From the above algorithm, the PLDE can be programmed easily and solved by computer. The dimensional expanding
method and the homogeneous Riccati equation method for PLDE have different numerical characters; for instance, the
matrix cannot be inverted in Eq. (16), and the dimensional expanding method is a feasible method for PLDE. Detailed
characteristics of these two methods are listed in the following numerical experiments section.
6. Numerical examples
Four numerical examples are given here to show the effectiveness of the algorithms proposed in this paper and all these
examples are functions of trigonometric polynomials. Hence, the number of Fourier series expansion terms is finite. In order
to expatiate all the algorithms related in this paper conveniently, we give some new abbreviate symbols for them.
FEMR: Fourier expansion with matrix recursive method for PRDE (proposed in this paper).
MTSM: Möbius transformation scheme method for PRDE.
MSMR: multi-shot method for PRDE.
HRE: homogeneous Riccati equation method for PLDE (proposed in this paper).
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DEM: dimensional expanding method for PLDE (proposed in this paper).
MSML: multi-shot method for PLDE.
As the two methods MSMR, MSML have been developed by Varga, and the detailed explanation of these algorithms will
be found in [11,12], we only give the algorithm flow chart for the implementation of the MSMR, MSML algorithms, and it is
convenient to compare MSMR, MSML with other methods in these numerical examples.
The main steps of the MSMR are the following.
1. Compute the transitionmatrices8(tk+1; tk) (k = 0, 1, . . . ,N−1) by solving thematrix differential equation (7) for each
interval (tk, tk+1) (k = 0, 1, . . . ,N − 1).
2. Compute the periodic real Schur form associated with the matrix, ZTk+18(tk; tk−1)ZTk = Sk (k = 1, . . . ,N −
1), ZT18(tN; tN−1)ZN = SN , where S1 is upper quasi-triangular, Sk (k = 2, . . . ,N) are upper triangular, and Zk (k =
1, . . . ,N) are orthogonal transformation matrices.
3. Reorder the periodic real Schur form such that QTk+1SkQk =
[
S˜k11 S˜
k
12
0 S˜k22
]
(k = 1, . . . ,N − 1) and QT1SNQN =[
S˜N11 S˜
N
12
0 S˜N22
]
(k = 1, . . . ,N − 1), where the matrix product S˜N11 · · · S˜211S˜111 has n eigenvalues inside the unit circle, and
has n eigenvalues outside the unit circle.
4. For each k, partition the product of the transformationmatrices into n×n blocks as ZkQk =

Yk11 Y
k
12
Yk21 Y
k
22

, then the solution
of the PRDE at time tk is Xk = Yk21(Yk11)−1.
The main steps of the MSML are the following.
1. Compute the transition matrices 8A(tk+1; tk) (k = 0, 1, . . . ,N − 1) by solving the matrix differential equation (10) for
each interval (tk, tk+1) (k = 0, 1, . . . ,N − 1), and denote8A(tk+1; tk) as a new symbol Fk.
2. Integrate the Lyapunov differential equation Y˙ = A(t)Y + YAT(t) + Q(t) with Y(tk) = 0 from tk to tk+1 (k =
1, 2, . . . ,N − 1), and denote the solution Yk at time tk.
3. Compose the solutions Fk and Yk into the discrete periodic Lyapunov difference equation Xk+1 = FkXkFTk + Yk.
4. Use the real periodic Schur form method for solving the above discrete periodic Lyapunov difference equation and then
obtain the solutions of PLDE Xk.
Besides, in order to assess the accuracy of the results computed by all the above methods, the relative error norm is
defined as
e =

M−
k=1
Xk − X¯k2X¯k2

/M
where, Xk is the solution of PRDE or PLDE computed by above methods, X¯k is the analytic solution of PRDE or PLDE.M is the
number of total discrete time points.
In the following paragraphs, all four examples are computed by fourth-order accuracy MTSM or FEMR (HRE, DEM)
algorithms. Different discrete time step length (large or small step) is used for MSMR or MSML.
Example 1. Consider the time-varying periodic coefficient Riccati differential equation from [30]. This example is
constructed from a linear time-invariant system, and the time-varying periodic coefficient matrices corresponding to
Eq. (1) are as follows
A(t) =
[ −2 cos(2ωt)+ 3+ 7/4 sin(2ωt) ω + 2 sin(2ωt)− 5/4+ 7/4 cos(2ωt)
−ω + 2 sin(2ωt)+ 7/4 cos(2ωt)+ 5/4 3+ 2 cos(2ωt)− 7/4 sin(2ωt)
]
Q(t) =
[
1 0
0 1
]
R(t) =
[
4 cos(2ωt)+ 5+ 3 sin(2ωt) −4 sin(2ωt)+ 3 cos(2ωt)
−4 sin(2ωt)+ 3 cos(2ωt) 5− 4 cos(2ωt)− 3 sin(2ωt)
]
where the parameter ω = 4, and the time period length is T = π/4.
In Fig. 3, with the same integration step length η = T/N(N = 1000), the absolute errors of the solutions of the PRDE
are plotted for the FEMR, MTSM and MSMR methods. In the five period solutions of the PRDE, both the FEMR and MSMR
methods have a higher computation precision than MTSM, but there is no obvious difference between FEMR and MSMR.
Where, symbol ‘‘—’’ represents results of FEMR, symbol ‘‘− − −’’ represents results of MTSM, symbol ‘‘−−’’ represents
results of MSMR.
In Fig. 4, surveying FEMR,MTSMandMSMR fromanother point of view,we compare these threemethods on computation
efficiency in five periodswhen they give the same precision. FEMR has the least CPU time in these threemethods, andMSMR
has lower CPU time than MTSM.
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Fig. 3. Comparison of the FEMR with the MTSM and MSMR methods on the numerical accuracy in five periods.
Fig. 4. Precision and efficiency comparison of the FEMR with the MTSM and MSMR methods in five periods.
Example 2. Considering a PRDE of ten dimensions, the following matrices are the elements of the coefficient matrices.
a(t) =
[−9/2 cos(2t)+ sin(2t)+ 11/2 cos(2t)+ 9/2 sin(2t)
cos(2t)+ 9/2 sin(2t) 11/2+ 9/2 cos(2t)− sin(2t)
]
r(t) =
[
98/9− 91/9 cos(2t)+ 2/3 sin(2t) 91/9 sin(2t)+ 2/3 cos(2t)
91/9 sin(2t)+ 2/3 cos(2t) 98/9+ 91/9 cos(2t)− 2/3 sin(2t)
]
.
Hence, the time-varying periodic coefficient matrices corresponding to Eq. (1) are composed of
A(t) = diag a(t) a(t) a(t) a(t) a(t)
R(t) = diag(r(t) r(t) r(t) r(t) r(t)), Q(t) = I10.
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Fig. 5. Comparison of the FEMR with the MTSM and MSMR methods on the numerical accuracy in five periods.
The coefficient matrices A(t),R(t) are block diagonal matrices, and Q(t) is a 10× 10 identity matrix. This problem also has
an analytic solution as follows
x(t) =
[
2+ cos(2t) − sin(2t)
− sin(2t) 2− cos(2t)
]
X(t) = diag x(t) x(t) x(t) x(t) x(t)
where, the period length of the system matrix is T = π .
With a small integration step length (η = T/N(N = 1000)), we compute the solutions of the PRDE in five periods through
the above three methods. FEMR, MTSM and MSMR all have similar precision but FEMR has a slightly higher precision than
the other two methods in Fig. 5.
Where, symbol ‘‘—’’ represents results of FEMR, symbol ‘‘− − −’’ represents results of MTSM, symbol ‘‘−−’’ represents
results of MSMR.
In Fig. 6, the computation efficiency of these threemethods is compared as in Fig. 4. FEMR has the least CPU time of these
three methods, and MSMR has lower CPU time than MTSM.
From the above two numerical experiments for the PRDE, the FEMRmethod is proved to be effective by numerical results.
The numerical computation precision of FEMR is higher than that of the other twomethods. FEMR also has a lower CPU time
than MTSM and MSMR with the same computation precision.
Example 3. Considering a stiff PLDE from [12], the time-varying periodic coefficient matrices corresponding to Eq. (9) are
given as follows
A(t) =
[
0 1
−10 cos(t)− 1 −24− 10 sin(t)
]
Q(t) =
[ −4 sin(4t) (10 cos(t)+ 1) cos(4t)− sin(t)− 1
(10 cos(t)+ 1) cos(4t)− sin(t)− 1 cos(t)+ (48+ 20 sin(t))(sin(t)+ 1)
]
.
The time periodic length of the coefficientmatrices is T = 2π , andwe can easily confirm that this problem has the following
analytic solution:
X(t) =
[
cos(4t) 0
0 1+ sin(t)
]
.
The characteristic multipliers of the system matrix A(t) are e−0.046T and e−23.95T . Therefore this problem has a stiff
character, which increases the complexity and makes the problem much harder to solve. The numerical solutions absolute
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Fig. 6. Precision and efficiency comparison of the FEMR with the MTSM and MSMR methods in five periods.
Fig. 7. Comparison of the HRE with the DEM and MSMR methods on the numerical accuracy in five periods.
errors of PLDE are plotted by HRE, DEM and MSML three methods in Fig. 7 under the same integration step length
η = T/N(N = 1000). The numerical computation efficiency of the HRE, DEM and MSML methods are compared in Fig. 8.
Where, symbol ‘‘—’’ represents results of MSML, symbol ‘‘− − −’’ represents results of HRE, symbol ‘‘−−’’ represents
results of DEM.
Unlike the precision comparison of the PRDE methods, the solutions of the PLDE computed by the HRE, DEM and MSML
methods have the almost same precision in Fig. 7. However, as shown in Fig. 8, HRE costs less CPU time than DEM andmuch
less CPU time than MSML. DEM also has a higher efficiency than MSML.
Example 4. Consider a high frequency PLDE, like the forward direction PLDE in Eq. (9), the corresponding coefficient
matrices are as follows
A(t) =
[−1+ cos(100t) 1− sin(100t)
−1− sin(100t) −1+ sin(100t)
]
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Fig. 8. Precision and efficiency comparison of the HRE with the DEM and MSML methods in one period.
Fig. 9. Comparison of the HRE with the DEM and MSML methods on numerical accuracy in 100 periods.
Q(t) =
[ −98 sin(100t)+ 2 cos(100t)− cos(200t)− 3 5/2− 2 sin(100t)− 1/2 cos(200t)+ 1/2 sin(200t)
5/2− 2 sin(100t)− 1/2 cos(200t)+ 1/2 sin(200t) 100 cos(100t)+ 1+ 4 sin(100t)+ cos(200t)
]
.
The period of this highly frequency system is T = π/50 and has an analytic solution as follows
X(t) =
[
cos(100t) 1
1 sin(100t)
]
.
In Fig. 9, the numerical absolute errors of the PLDE are plotted by the HRE, DEM and MSML methods in 100 periods with
the same integration step length η = T/N(N = 200). In Fig. 10, the computation efficiency of the HRE, DEM and MSML
methods are compared.
Where, symbol ‘‘—’’ represents results of MSML, symbol ‘‘− − −’’ represents results of HRE, symbol ‘‘−−’’ represents
results of DEM.
In Figs. 9 and 10, the HRE and DEM methods have slightly higher precision than the MSML method, and there is no
obvious difference between the HRE and DEMmethods. However, in terms of efficiency, DEM has lower CPU time than HRE
and much lower CPU time than MSML. HRE also has a higher efficiency than MSML.
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Fig. 10. Precision and efficiency comparison of the HRE with the DEM and MSML methods in 100 periods.
From the above two numerical experiments, HRE and DEM methods proposed in this paper are proved effective. The
levels of numerical precision of the HRE, DEM and MSMLmethods are almost the same. However, considering computation
efficiency, both the HRE and DEMmethods have lower CPU time thanMSML. In particular, DEMhas amuch higher efficiency
than MSML and HRE in the case of a high frequency system.
7. Conclusions
Taking full advantage of the properties of periodic systems, new reliable numerical methods based on Fourier series
expansion and a recursive matrix formula for periodic coefficient Riccati and Lyapunov differential equations are proposed
in this paper. For periodic Riccati differential equations or periodic Lyapunov differential equations, the algorithms proposed
in this paper have better numerical precision and efficiency than the Möbius transformation method and the multi-shot
method based on periodic real Schur decomposition. In the detailed numerical solution of periodic Lyapunov differential
equations, the homogeneous Riccati equation method is better than the dimensional expanding method in calculation
efficiency. On the other hand, the dimensional expanding method is still applicable in some situations, such as when the
solution of Riccati equation cannot be inverted, especially for high frequency systems. Finally, the new numerical methods
for periodic Riccati and Lyapunov differential equations provide a better choice for optimal controller design of linear time-
varying periodic systems.
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