Abstract. We employ a forcing approach to extending Boolean algebras. A link between some forcings and some cardinal functions on Boolean algebras is found and exploited. We find the following applications: 1) We make Fedorchuk's method more flexible, obtaining, for every cardinal λ of uncountable cofinality, a consistent example of a Boolean algebra A λ whose every infinite homomorphic image is of cardinality λ and has a countable dense subalgebra (i.e., its Stone space is a compact S-space whose every infinite closed subspace has weight λ). In particular this construction shows that it is consistent that the minimal character of a nonprincipal ultrafilter in a homomorphic image of an algebra A can be strictly less than the minimal size of a homomorphic image of A, answering a question of J. D. Monk.
Introduction
In this paper, we use various versions of the following forcing notion:
with the order defined by p ≤ q if and only if p i ⊇ q i for i = 1, −1, where A is a subalgebra of the algebra ℘(ω) and u is an ultrafilter. Similar notions of forcing were used in [G] , [BK] , [Sh1] , [Sh2] . We are using combinatorial notation for Boolean algebraic operations i.e., ∪, ∩, −, ∅, that is we treat Boolean algebras, most of the time, as fields of sets, in most cases fields of subsets on the set of integers. The complement of a will be denoted by a −1 . It can be seen that if G ⊆ P (A, u) is a generic filter in P (A, u) meeting sufficiently many dense sets (see [K] for definitions), then g(A, u) = {p 1 : ∃ p −1 (p −1 , p 1 ) ∈ G} has the property that only one ultrafilter (namely u) does not generate an ultrafilter in the algebra A ∪ {g(A, u)} generated by A and g (A, u) . Thus, the extension A ∪ {g(A, u)} of the algebra A obtained by adding the element g (A, u) is an example of a minimal extension, the notion introduced and investigated by S. Koppelberg in [Kop1] and [Kop2] , and present implicitly in [BK] , [Sh1] , [Sh2] . Following S. Koppelberg, by a minimally generated Boolean algebra we mean an algebra A generated by the family {a ξ : ξ < η} where for every ξ < η the element a ξ is minimal over {a ξ : ξ < ξ} A . In this paper we investigate various ways of constructing minimally generated Boolean algebras (compact spaces) using versions of forcings P (A, u) .
In section 2, we recall elementary properties of minimally generated algebras and we propose some specific ways of viewing some minimally generated algebras which correspond to Fedorchuk's language of spectras. This establishes a link between the Boolean algebras we deal with and some trees.
In section 3, we we deal with versions of the forcing notion P (A, u).
In the remaining sections we provide several constructions that serve as examples or counterexamples in the theory of cardinal functions on Boolean algebras or compact spaces (see surveys [M1] , [Ju1] , [Ju2] , [Ju3] , [H] [vD] )), hereditary weight.
In particular, we are interested in the gaps between the countable versions of independence and hχ, h min χ, min χ, or hw. In order to discuss our constructions we need to recall (following the approach of [vD] ) a few definitions of cardinal functions on Boolean algebras or compact 0-dimensional spaces. Let A denote a Boolean algebra and X its Stone space; any point x ∈ X is considered as an ultrafilter of A. In this context a ∈ x means the same as x ∈ a, for a ∈ A and x ∈ X (for introduction to Stone's duality see [Si] ). Consider the following Boolean equation:
A family {a ξ : ξ < κ} ⊆ A is called an independent family if and only if (*) holds for every disjoint F, G ∈ [κ] <ω . It is called a discrete family if and only if (*) holds for every disjoint F, G ∈ [κ] <ω , where |F | = 1. A sequence {a ξ : ξ < κ} is called a free sequence if and only if (*) holds for every F, G ∈ [κ] <ω , such that max F < min G. Finally a sequence is called a left-separated sequence if and only if (*) holds for every F, G ∈ [κ] <ω , such that max F < min G and |F | = 1. Now, we may define (following the approach from [vD] ) various versions of independence. The independence of a Boolean algebra A (abbreviated ind(A) in the sequel) is the supremum of all κ such that there is an independent family of elements of A of size κ. The spread of a Boolean algebra A (abbreviated s(A) in the sequel) is a supremum of all κ such that there is a discrete family of elements of A of size κ. The tightness of a Boolean algebra A (abbreviated t(A) in the sequel) is a supremum of all κ such that there is a free sequence of elements of A of length κ. The hereditary density of a Boolean algebra A (abbreviated hd(A) in the sequel) is a supremum of all κ such that there is a left-separated sequence of elements of A of length κ. We will say that A is hereditarily separable if its hereditary density is countable. Note that ind ≤ t ≤ s ≤ hd (see [vD] ). For topological translations see [H] or [vD] . Now, let us recall the other group of definitions of character, hereditary character, minimal character of a point and hereditary minimal character (also called pseudoaltitude) and hereditary weight: Note that h min χ = pa ≤ min χ, hχ ≤ χ; hχ, h min χ ≤ hw ≤ 2 ω . The class of minimally generated algebras seems to be a suitable class of Boolean algebras for obtaining the gaps between the above two groups of cardinal functions. By a result of S. Koppelberg, ind(A) is countable for any minimally generated algebra (see [Kop1] ). Our result from section 3 says that if a forcing P (A, u) satisfies c.c.c., then A has countable tightness, a fact that enables us to deduce countable tightness from this forcing theoretic property of P (A, u) . (A surprising application of minimally generated algebras to fixed point theory in linear spaces is presented in [Kosz2] .)
In section 4, we construct a generic version of a classical example (in its topological version due to Fedorchuk [Fe1] ), of a hereditarily separable Boolean space with hw uncountable (thus, without a convergent sequence). The original construction was obtained under the assumption of ♦. Our construction can also be carried out under this assumption, in the style of the construction from [BK] . The point of our forcing approach is to generalize Fedorchuk's construction to higher cardinals. We prove that for every cardinal λ of uncountable cofinality it is consistent that there is a Boolean algebra A λ which is hereditarily separable (i.e., hd(A λ ) = ω) and all of whose infinite homomorphic images have cardinality λ. Thus, we obtain a gap of the type (ω, λ) between hd and hw for any λ of uncountable cofinality.
The algebra A λ can be also used to prove that problem 39 from [M1] (which is problem 35 from [M2] ) has an independent answer. The problem is whether hχ = (χ H− = Card H− ) = hw, i.e., whether the minimal infinite cardinal which is the character of a homomorphic image of an algebra A is the same as the minimal size of an infinite homomorphic image of A. It is consistent to have hχ(A) = ω 1 while hw(A) = ω 2 = 2 ω . The algebra A ω2 of this section works. It has all points of hereditary character ω 1 , but all its homomorphic images have size ω 2 . In fact ω 2 can be replaced here by any cardinal of uncountable cofinality (thus, making the gap between hχ and hw arbitrarily large). On the other hand CH implies the equality hχ = hw ≤ ω 1 because, otherwise, we get a convergent sequence to a first countable point in some closed subspace and this sequence gives rise to a second countable closed subspace.
Let us comment on the gaps between hereditary minimal character and the versions of independence. Hereditary minimal character of ours or Fedorchuk's hereditarily separable Boolean algebras is ω 1 and it is an open problem (see [vDMR] ) whether hereditary minimal character is bounded by ω 1 in general for all Boolean algebras. It is true under CH and in many models of ¬ CH (see [Kosz1] or [Just] for a related result). It was proved in [BSV] that ind(A) > ω implies h min χ(A) ≤ ω 1 and later in [JSz] that t(A) > ω implies h min χ(A) ≤ ω 1 . Moreover for countably tight spaces PFA implies that h min χ is countable (by a result from [Bal] which says that PFA implies that every compact, countably tight space is sequential) and for hereditary separable compact spaces MA+¬CH itself implies that χ ≥ h min χ is countable (by a result from [Sz] which says that MA+¬CH implies that there are no compact S-spaces ). For surveys of similar problems see [N2] , [vDMR] .
In section 5, we construct a certain modification of forcing P (A, u) and we use it for proving that for every cardinal λ of uncountable cofinality it is consistent that the size of the continuum is λ and there is the hereditarily separable Boolean algebra all of whose infinite homomorphic images are of size ω 1 . We also note that the above algebra may exist in the same model with a hereditarily separable algebra all of whose infinite homomorphic images have size λ, constructed in section 4.
In section 6, we derive certain algebras from the constructions obtained in sections 4 and 5. To explain their properties we need some definitions. [vD] .) Using the constructions from sections 4 and 5 we obtain a model of ZFC and 2 ω = ω 2 in which there are Boolean algebras A, B, C, D such that c Hr (A) = {(ω, ω 2 )}, c Hr (B) = {(ω, ω 1 )}, c Hr (C) = {(ω, ω 2 ), (ω 1 , ω 2 )}, c Hr (D) = {(ω, ω 1 ), (ω 1 , ω 1 )}. In fact ω 2 can be replaced above by any cardinal λ of uncountable cofinality. Using these algebras we answer several questions of D.Monk from [M2] which ask whether a given set of pairs of cardinals can consistently be the set c Hr (E) for some Boolean algebra E.
The algebra A gives the positive answer to Problem 8 i). The algebra C gives the positive answer to problem 8 ii). Clopen (U lt(A)∪U lt(B) ) gives the positive answer to Problem 8 v) by providing an algebra whose c Hr is {(ω, ω 1 ), (ω, ω 2 )}. Problem 8 vi) is solved in the positive by noting that c Hr of the algebra Clopen(U lt(B) ∪ U lt (C) ) is {(ω, ω 1 ), (ω, ω 2 ), (ω 1 , ω 2 )}. Problem 8 vii) is solved in the positive by noting that the c Hr of the algebra Clopen(U lt(B)∪βω) is {(ω, ω 1 ), (ω, ω 2 ), (ω 1 , ω 2 ), (ω 2 , ω 2 )} (note that |℘(ω)| = ω 2 in our model). Problem 8 viii) is solved in the positive by observing that the c Hr of the algebra Clopen(U lt(C) ∪ U lt (D) ) is {(ω, ω 1 ), (ω 1 , ω 1 ), (ω 2 , ω 2 )}. Problem 8 xvi) is solved in the positive by making an observation that the c Hr of the algebra Clopen(U lt(C) ∪ convergent sequence) is {(ω, ω), ((ω, ω 2 ), (ω 1 , ω 2 )}. Problem 8 xx) is solved in the positive by making an observation that the c Hr of the algebra
is solved in the positive by noting that the c Hr of the algebra
In section 7, we construct a model of MA+¬CH in which there is a minimally generated Boolean algebra A with its Stone space X such that
Let us make comments on the gaps between min χ and the versions of independence. Interval algebras give ZFC examples of countably independent Boolean spaces (see [Kop3] ) with arbitrarily large minimal character. Thus the gap between ind = ω and min χ is arbitrarily large in ZFC. It was proved in [Kosz1] that in many models of ¬CH, ind(A) = ω implies that min χ(A) ≤ ω 1 for A ⊆ ℘(ω) and later this method was applied in [Ju4] for concluding that t(A) = ω implies min χ(A) ≤ ω 1 in the same class of models. On the other hand, it is still an open question (due to Juhasz) whether it is true in ZFC that countably tight Boolean spaces have a point of character ≤ ω 1 . CH implies that ω 1 is attained as the minimal character in countably tight spaces (by a result of V.Malykhin [Mal] ). PFA implies that it is not the case i.e., there is always a point of countable character (by a result of A.Dow [Do] ). V. Malykhin has also proved (see [Mal] ) that MA(σ-centered)+¬CH (see [W] ) is consistent with the existence of a countably tight Boolean algebra without a point of countable character. The model considered by Malykhin is a generic extension of any model by one Cohen real; thus these models do not satisfy MA. I. Juhasz has found a principle implicit in Malykhin's proof which he calls (t) (that is a weakening of the principle ♣, thus also a weakening of ♦) under which he constructed countably tight compact spaces with min χ equal to ω 1 (see [Ju5] ). MA+¬CH for partial orders having precaliber ω 1 implies the failure of (t) (for proof see section 7). Thus, our example from section 7, in the presence of full MA+¬CH, provides new models where there exist countably tight, compact spaces of uncountable minimal character.
We also prove that the algebra obtained in section 7, although without an ultrafilter which is countably generated, is a subalgebra of an algebra all of whose ultrafilters have countable character. This provides an example of a first countable compact space (the Stone space of the bigger algebra) which has a continuous image without a point of countable character, answering a question of A.V. Arhangel skii (see [Shah] , question 4.6., the construction also answers question 4.4. ii). This result shows that the search for properties of compact spaces which would guarantee in ZFC the existence of a point of countable character (see [Shah] ) must be limited to properties which are not preserved by continuous mappings of compact spaces.
In section 8, we consider yet another way of viewing some minimally generated Boolean algebras.
In section 9, using the approach from section 8 and assuming the existence of a family F ⊆ [λ] ω with some combinatorial properties whose existence is consistent for any cardinal λ of uncountable cofinality, we construct a forcing that adds another example of a minimally generated Boolean algebra.
The minimally generated Boolean algebra A (its Stone space X) that is obtained in section 9 has a distinguished ultrafilter (point) ∞ which has the following properties.
For regular λ, the consistent existence of the above algebra can be easily concluded from results of [N1] . Our method works also for singular λ of uncountable cofinality. Hence, it is possible to obtain an arbitrary large gap between countable tightness and hχ (obviously hχ is always less or equal to the continuum). Note that the results from [Bal] and [Sz] show that the existence of the space as above cannot be proved in ZFC.
Those constructions characterize possible values of hereditary character in compact spaces of countable tightness. By the above results those values can be any cardinals of uncountable cofinality. It is also easy to see (see section 9) that a cardinal of countable cofinality can be a hereditary character of a point in a compact space if and only if it is ω. A sharper result for λ = ω 2 has been recently obtained by M. Rabus, who consistently constructed a countably tight algebra with a distinguished point to which there is no ω-or ω 1 -convergent sequence (see [Ra] ).
As can be seen from the preceding text, we use the Boolean algebraic as well as topological language, switching when convenient. This should not cause problems since it requires only basic knowledge of the Stone duality. As a reference concerning elementary theory of Boolean algebras we suggest the first chapter of the book [Si] .
The notation used in this paper is inconsistent in a fairly standard way; it is mostly based on the notation from [K] and [KV] . Here is a short list of some less standard symbols. If A is a Boolean algebra, then U lt(A) denotes the Stone space of A; Clopen(X) denotes the Boolean algebra of clopen subsets of space X; At(A) denotes the ideal generated by the atoms of A. A|a for a ∈ A denotes the algebra generated by elements of A below a; the unit of A|a is identified with a.
A we denote, respectively, the subalgebra, the ideal and the filter generated by X in A; we will often omit the subscripts. X + denotes the set of all complements of elements of X. A x denotes the one-extension of A obtained by adding an element x. If J is an ideal of A, then by x/J, X/J, A/J we mean the image of, respectively, x, X, A under the canonical homomorphism from A into the quotient algebra A/J. We use combinatorial terminology with respect to Boolean algebraic operations; this includes such expressions as subset, superset, intersection , etc, as well as their symbols ⊆, ⊇, ∩. Sometimes we use notation a −1 for the complement of a, a 1 for a and a 0 for the unit of a Boolean algebra. {0, 1} may denote the two element Boolean algebra.
f (X) denotes the image of X under a function f . f |X denotes the restriction of f to X. ⊂, ⊃ refer to strict inclusion unlike ⊆, ⊇, which include the possibility of equality. If F is a family of sets, then F|X = {Y ∈ F : Y ⊂ X}. The notation referring to iterated forcing is based on the paper [Ba1] . If the forcing sign − is used in the text, the sentence, in the forcing language, to which it applies is italicized.
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Minimal extensions
Reading this section requires from the reader basic knowledge of Boolean algebras which can be found e.g. in [Si] . For example we will be using the fact that if A is a proper subalgebra of B, then there is an ultrafilter of A which does not generate an ultrafilter in B (i.e., that compact topologies are minimal among Hausdorff topologies), or that if generators of a Boolean algebra generate a filter, then it is an ultrafilter, or that any element of a one-extension A x of A is of the form
Definition 2.1. Let Z be a set. Suppose that A ⊆ ℘(Z) is a Boolean algebra and u is an ultrafilter of A. An element x ⊆ Z is called minimal for (A, u) if and only if u is the only ultrafilter in A which does not generate an ultrafilter in the algebra A x .
Our terminology is motivated by paper [Kop1] , where an extension B of a Boolean algebra A is called minimal if and only if there is no C such that A ⊂ C ⊂ B. It is proved in [Kop1] that B is a minimal extension of A if and only if B = A x for some (any) x ∈ B − A and x is minimal for (A, u) for some ultrafilter u of A. Most of the observations of this section are reformulations of results obtained by S. Koppelberg. Minimal elements were implicitly considered by S. Shelah ([Sh1] , [Sh2] ), S. Grigorieff ( [G] ) and J. Baumgartner and P. Komjath ( [BK] ). The following is a reformulation of a result obtained in [Kop1] .
Proposition 2.2. Suppose that A ⊆ ℘(Z) is a Boolean algebra, u is an ultrafilter of
A, x ⊆ Z and x ∈ A; then the following are equivalent:
Proof. a) → b). If a ∩ x ∈ A, then by a) we have a ∈ u + , so a ∈ u as u is an ultrafilter. If a ∈ u, then a −1 ∈ u and by a) x ∩ a −1 ∈ A, so since x ∈ A and x = x ∩ a −1 ∪ x ∩ a we have x ∩ a ∈ A. b) → c). As x ∈ A, some ultrafilter of A does not generate an ultrafilter in A x , so it is enough to prove that, for each ultrafilter v = u of A, v generates an ultrafilter in A x .
Let c ∈ v − u; then c ∩ x ∈ A and so c ∩ x −1 = c − (c ∩ x) ∈ A. Now let v be an ultrafilter of A x such that v ⊆ v , and take y ∈ v ; y is of the form
+ , then by the minimality of x for (A, u), every ultrafilter v of A containing a generates an ultrafilter of A x , hence a ∩ x is in the algebra A|a, so a∩x ∈ A. Lemma 2.3. Let A ⊆ ℘(Z) be a Boolean algebra and let u be its ultrafilter. Then x is minimal for (A, u) if and only if x −1 is minimal for (A, u).
Proof. Suppose x is minimal for (A, u); then by proposition 2.2 we have that {a ∈ A : a∩x ∈ A} = u. Now, if a ∈ u, we have a∩x (A, u) , then x is minimal for (B, v) .
Thus every ultrafilter of B containing b generates an ultrafilter in B x , so v is the only ultrafilter of B which does not generate an ultrafilter in B x ; hence x is minimal for (B, v).
Definition 2.5 ([Kop1]).
A Boolean algebra A is called a minimally generated algebra if and only if A = {a α : α < β} for some ordinal β and for every α < β the element a α is minimal for (A α , u α ), where A α = {a γ : γ < α} and u α is some ultrafilter of A α . Now we present a certain way of building minimally generated algebras, where a set of distinct generators is indexed by nodes of a tree. Algebras built this way have the peculiar property that ultrafilters correspond exactly to maximal branches of a tree which indexes irredundant generators of the algebra, along which we carry out the construction of the algebra. This property will be essential in many constructions we provide in the following sections of the paper. This property easily enables us to identify ultrafilters but also plays an important role when, as in section 7, we force with forcings that do not add any uncountable branches through ω 1 -trees. Definition 2.6. A subtree T of S = {f : ∃α < ω 1 f : α + 1 → {−1, 1}} with inclusion as the order is called acceptable if and only if T is downward closed in S and s i ∈ T implies s (−i) ∈ T for any s ∈ 2 <ω1 and i ∈ {−1, 1}. We say T 1 ≺ T 2 if and only if T 2 end-extends T 1 , for acceptable T 1 , T 2 . Definition 2.7. Let T be an acceptable tree. Then a Boolean algebra A is called a T -algebra if and only if A is generated by a set of distinct generators {a t : t ∈ T } and 1) For every t ∈ T the filter generated by {a s : s < t} denoted by u t is a proper filter and a t is minimal for (A t , u t ), where A t denotes the algebra generated by the elements {a s : s < t}.
2) For every t ∈ 2 <ω1 such that t i ∈ T for some i ∈ {−1, 1}, we have
If T 1 ≺ T 2 are acceptable trees and A i is a T i algebra for i = 1, 2, then we say that A 1 ≺ A 2 if and only if there is an embedding of Boolean algebras i :
Lemma 2.8. Let A be a T -algebra for some acceptable tree T . Let u be an ultrafilter of A. Then there is a maximal branch b of T such that Proof. Assume that u is an ultrafilter. First note that there is some maximal branch b of T such that u b ⊆ u. Define b by induction. If we have defined b|ξ for ξ < ht(T ) such that u b|ξ ⊆ u and b|ξ is not a maximal branch, then (b|ξ) (−1), (b|ξ) 1 ∈ T , because T is acceptable. Since u is an ultrafilter of A, we conclude that either a b|ξ (−1) ∈ u or a b|ξ 1 ∈ u, (by 2 of definition 2.7) so we can extend b|ξ to b|(ξ + 1). Now, in order to finish the proof of the lemma, it is enough to see that u b is an ultrafilter of A for every maximal branch b of T .
We prove by induction on the height of an acceptable tree T that for every maximal branch b of T the filter u b is an ultrafilter. If the height is a limit ordinal, the proof is immediate by the inductive assumption, as u b|a 's are ultrafilters in the algebras corresponding to trees T |α for α < ht (T ) . If the height is a successor, say β + 1, then the inductive assumption implies that u b|β+1 is an ultrafilter in T |β + 1. It stays an ultrafilter in the algebra B generated by {a t : t ∈ T, b(β) t} because all new elements in B do not extend u b|β+1 (by 2.7. 1)). Now u b generates an ultrafilter in B a b(β+1) , because the latter algebra is generated over B by an element in u b .
Example 2.9. The free algebra with countably many free generators, i.e., the algebra of clopen subsets of the Cantor set, 2 ω is a (2 <ω − {∅})-algebra.
For convenience we work with 2
Take a s 1 and consider t ⊆ s. If t = r 1, then a s 1 ⊆ a t . If t = r (−1), a r 1 ∩ a s 1 = ∅, so since a t = a r (−1) = (a r 1 ) −1 we get a s 1 ⊆ a t as well. So the family {a t : t ⊆ s} generating u s 1 has the finite intersection property; hence it generates an ultrafilter in A s 1 . We have to show that a s 1 , a s (−1) are minimal for (A s 1 , u s 1 ) = (A s (−1) , u s (−1) ). By lemma 2.3, it is enough to show that a s 1 is minimal for (A s 1 , u s 1 ). By proposition 2.2, since (a t : t ⊆ s) generates A s 1 , it is enough to show that a −1 t ∩ a s 1 ∈ A s 1 for t ⊆ s. We have seen above that a s 1 ⊆ a t for t ⊆ s, so it follows that a
Now let us note several elementary facts regarding T -algebras for an acceptable tree T .
Fact 2.10. Suppose A is a T -algebra for some acceptable tree T . Then A is a minimally generated algebra.
Proof. Order the generators of A "T -level-wise" and see that this ordering satisfies definition 2.5.
Fact 2.11. Suppose that A is a T -algebra for some acceptable tree T . Suppose that cofinality of every maximal branch of T is greater or equal to a cardinal κ. Then minχ(A) ≥ κ.
Fact 2.12. Suppose that T is a T -algebra for some acceptable tree T . Suppose that cofinality of some maximal branch of T is greater or equal to a cardinal κ. Then χ(A) ≥ κ.
Forcing minimal extensions
In this section, first we present a way in which minimal elements for a pair (A, u) can be obtained using a forcing notion P (A, u) ; then we prove some properties of the forcing P (A, u) and of some related forcings.
Definition 3.1. Let A ⊆ ℘(ω) be a Boolean algebra, and let F be a filter in A; then
An element g ⊆ ω is called (A, F )-minimal over M if and only if there is a generic filter G ⊆ P (A, F ) which meets all the dense subsets of 
Nonprincipality of u implies that the sets D a are dense. We may assume that each
and so g is minimal for (A, u) by Proposition 2.2. Fact 3.3. Let A be a Boolean algebra, u an ultrafilter in A. If P(A, u) satisfies the c.c.c., then the following conditions are satisfied:
For the proof of 2) we are using the topological version of tightness. The algebra A has countable tightness if and only if for every ultrafilter v the tightness at this ultrafilter is countable, i.e., t(v, X) = ω, where X is the Stone space of A and [vD] , [H] ).
By 1) in order to check t(A) = ω it is enough to ensure that t(u, X) = ω, because any other ultrafilter v of A has countable character and so t(v, X) = ω, where X is the Stone space of A. So suppose that there is Y = {y α : α < ω 1 } such that cl({y γ : γ < α}) ∩ {u, y α } = ∅. Let p α have the property that cl({y γ : 
We will show that u ∈ cl{y α ∩ A u : α ∈ E}. Take any a ∈ u; there is b ∈ u ∩ A u such that b ⊆ u and there is α ∈ E such that y α ∩ A u b, so y α b, which completes the proof. Proof. Let A be a Boolean algebra consisting of all finite and cofinite subsets of any uncountable cardinal κ and let u be the ultrafilter consisting of all cofinite subsets of κ. Then P(A, u) is forcing with finite functions from κ into 2; hence by the classical result (see [K] ) it is a c.c.c. notion of forcing. On the other hand s(A) = κ (see [vD] ).
In spite of fact 3.5, we will often construct minimally generated Boolean algebras whose spread is countable or even whose hereditary density is countable. In those cases the genericity of the extending minimal element will be used. Namely, if the extending element is (A, u)-minimal over a sufficiently large collection of dense sets, then a lot of substructures of the smaller algebra are preserved to the extended algebra.
Below we present an example of a preservation lemma related to spread, which may be interesting by itself; it will not be used in the sequel. Recall that spread of an algebra A is the supremum over the sizes of all discrete families of an algebra A and recall that X ⊆ A is called a discrete family if and only if for every x ∈ X and for every Y ∈ [X − {x}] 
Proof. Fix e, f ∈ A. By B denote the family of pairs of the form (
). We will show that the set
One of the following conditions is true:
If i) or ii) is satisfied, then p can be extended to a condition q such that
This means that r * ∈ A, so by the maximality of X we have 1) or 2) from the definition of D e,f . So we may w.l.o.g. assume that the conditions i) and ii) are false.
Suppose iii) holds. We may w.lo.g. assume that a ⊂ e − f . By maximality of X in A we have
If the first part of the above alternative is satisfied, then we immediately obtain that for each r ∈ B such that r ≤ * p we have satisfied 1) from the definition of the set D e,f . Suppose, then, that the second part of the above alternative is satisfied. Again by maximality of X in A one of the following conditions is satisfied:
If v) is the case, then, by our assumption about p, for each r ≤ * p we have
If vi) is the case and a∩y m+1 ∈ u, then for q such that
If vi) is the case and a∩y m+1 ∈ u + , then for q such that q 1 = p 1 ∪(a∩y m+1 ), q −1 = p −1 we have q ∈ P (A, u) and for each r ≤ * q, r * ∪ y 1 ∪ ... ∪ y m ⊇ y m+1 . So 1) from the definition of D e,f is satisfied in this case.
The case when iv) holds is similar. Hence D e,f is dense for every e, f ∈ A. To finish the proof of the lemma note that any element of A ∪ {g} is of the form g * for some e, f ∈ A; hence if we put D(X, A, u) = {D e,f : e, f ∈ A}, then whenever g is minimal over D(X, A, u) for any a ∈ A ∪ {g} we have
for some x 1 , ..., x n+1 ∈ X. This completes the proof of the maximality of X in A ∪ {g} .
The above lemma can be generalized to the situation when X is a maximal discrete family in some bigger algebra A 0 ⊇ A and u generates an ultrafilter in A 0 . Now let us introduce another version of the forcing P (A, u) which will be relevant to finite products of forcings P (A, u). Definition 3.7. Let A be a Boolean algebra and F a filter of A. Then
Note that the forcings P (A, F ) and P (A, F, 2) are the same.
Lemma 3.8. Let A be a Boolean algebra and u an ultrafilter on A and let n < ω.
There is an order preserving σ :
Proof. It is enough to show that for each n < ω we have an order preserving function σ n+1 :
, with a dense range, as then the application of the composition of those functions gives an order preserving σ : P (A, u, 2 n ) → P n (A, u, 2), and it is enough to note that
So the range of σ n+1 is dense, as required.
Hereditary separable Boolean algebras without small homomorphic images
In this section we provide constructions of minimally generated algebras where minimal extensions are obtained by forcing. The purpose of using forcing is to preserve some properties of subsets of the initial algebra in the extended algebra. For every subset X of a given kind we associate a collection of dense subsets of the extending forcing P (A, u) in such a way that if g is (A, u)-minimal over this collection, then a given property of X is preserved in A ∪ {g} . Definition 4.1. Let A be a Boolean algebra and let I, J be proper ideals in A such that J ⊂ I. We say that X is a splitting π-base for (A, I, J) if and only if X ⊂ A − J and for every a ∈ A − I there are x 1 , x 2 ∈ X such that x 1 , x 2 ⊆ a and
Note that the notions of a splitting π-base for (A, I, J) and π-base in A/J are not equivalent even when A/J has no atoms and I = J. In the definition of a splitting π-base we require x i ⊆ a which is stronger than [ Proof. Fix any elements e, f ∈ A and p ∈ P (A, u), p = (p −1 , p 1 ) and define r * = (r 1 ∩ e) ∪ (r −1 ∩ f ) for any pair r = (r −1 , r 1 ) of disjoint subsets of ω. Also let g denote a name for the pair (g −1 , g). We will show that
is a dense subset of P (A, u). This will be enough, since any element of B is of the form g * for some e, f in A.
Otherwise, using the definition of a splitting π-base, we can construct by induction three disjoint elements of X included in a. So choose two of them x 1 , x 2 which are not in u. Here we used the fact that u generates an ultrafilter in A 0 .
Put
. First we will prove that q ∈ P (A, u). Since x 1 , x 2 are not from u, we only have to prove that
This follows from the fact that x 1 ∪ x 2 ⊆ a and the fact that, by the definition, a is disjoint from the sets p 1 ∩ (f − e) and p −1 ∩ (e − f). Now we are left with the proof that
Lemma 4.3. Suppose that u is an ultrafilter of a Boolean algebra A and J is an ideal of
Proof.
+ − J and they are disjoint and included in a.
Lemma 4.4. Suppose that A is a hereditarily separable Boolean algebra all of whose ultrafilters are countably generated. Then for every proper ideal
Using the fact that the algebra is hereditary separable if and only if its every quotient A/J has a countable dense subalgebra (this is the result from [Shap] , see [vD] or [H] 
For every c ∈ C find an ultrafilter u c such that c ∈ u c , J ⊆ u + c . Let {a(c, n) : n < ω} be a countable base of u c consisting of subsets of c. We will show that D = {a(c, n) : c ∈ C, n < ω} is a splitting π-base for (A, I, J).
, which completes the proof of the lemma.
Lemma 4.5. Suppose that A is a hereditary separable Boolean algebra. Then every Boolean algebra B ⊇ A which is countably generated over A is hereditary separable as well.
Proof. It is enough to prove the lemma in the case when B is one generated over A, i.e., B = A a . This is clear, if we recall that U lt(A a ) ⊆ U lt(A) × 2, and that an algebra is hereditary separable if and only if every subspace of its Stone space is topologically separable.
Proof. Suppose the opposite, so P −{ȧ ξ : ξ < ω 1 } ⊆ A is a left-separated sequence. Now we can find a centered (p ξ : ξ ∈ ω 1 ) ⊆ P and {a ξ : ξ < ω 1 } such that p ξ −ǎ ξ =ȧ ξ . Since hd(A) = ω, there are a finite F ∈ ω 1 and η ∈ min F , such that Proof. Since the forcing F n(λ × ω, 2) is equivalent to its square, we may w.l.o.g. assume that (2 ω ) V = λ. Let (X α : α < ω 1 ) be such a strictly increasing sequence of subsets of λ that λ = α<ω1 X α and X α+1 − X α is of size λ.
where F n(Y, 2) denotes a subforcing of F n(λ × ω, 2) consisting of these functions whose domains are included in Y .
Note in V F n(λ×ω,2) the following facts:
We have to note that β<α T β ∈ M α : the definitions of T β 's are absolute and (M β : β < α) ∈ M α , so 2b) is satisfied.
<ω1 . In particular all maximal branches of T ω1 are uncountable.
Proof. Suppose b ⊆ T ω1 is a countable maximal branch. Since T ω1 is a union of an increasing sequence of trees, there is α < ω 1 such that b ⊆ T α , and obviously b is a maximal branch of
, so use 1c) to find γ ≥ α such that b ∈ M γ ; now by 2c) we have b i ∈ T γ+1 ⊆ T ω1 and this contradicts the maximality of b in T γ+1 and T ω1 .
ℵ0 ∩ M α }, a sequence of models of ZFC, by
where i α is a bijection between λ and X α+1 − X α belonging to M α . Then we have the following:
ℵ0 . Before we define the algebras, we find in M α , a 1-1, onto function ξ : B(T α ) → λ, where B(T α ) denotes the collection of maximal branches of T α . We want the generators and algebras to satisfy the following: 4a) {a t : t ∈ T ω1 } is a sequence of subsets of ω.
The construction of these elements is by induction. In
Then 4c) is satisfied. By the product lemma (see [K] ), the restriction of the generic in
, since the sequence of names for a b i , belongs to M α and the names involve only conditions of F n(Y × ω, 2). So 4d) is satisfied.
We note that by the construction A ω1 is a T ω1 -algebra. We will prove that A = A ω1 = α<ω1 A α is a hereditary separable Boolean algebra with the hereditary weight equal to λ.
It follows from claim 1 and fact 2.11, that each ultrafilter of A ω1 has uncountable character, but we need to prove more, namely that hw(A ω1 ) = λ.
So now, let us prove that A/J is finite or of cardinality λ for each ideal J ⊆ A. Assume then that A/J is infinite. Let b be a maximal branch of T ω1 such that J ⊆ u + b (using the notation of lemma 2.8) and u b /J is a nonprincipal ultrafilter in A/J. This branch can be found by lemma 2.8. By claim 1, b is uncountable. Since
Note that by the standard closure argument, the set
contains a club subset of ω 1 , where A b|α = {a t : t ∈ b, dom(t) ⊆ α} . The above follows from the fact that the algebras A b|α are countable. Also the set
by lemma 4.3. Also X ∈ M α . Now, note that each a t for t such that b|α = t|α is minimal over M α X, so we can inductively prove, using lemma 4.2, that X stays as a splitting π-base for (B, u b ∩ A b|α B , J ∩ B), where B = {a t : t|α = b|α} . Since M α |= 2 ω = λ, by 2c) in M α+ω we have λ-many t's in T α+ω+1 such that t|α = b|α; call them {t ξ : ξ < λ}, i.e., each t ξ has height α + ω + 1 and
So we are left with noting that if
If there is a ∈ u + b|α such that a tη − a = a t ξ − a, then since b|α ⊆ b η , b ξ , we conclude that a tη − a is minimal over u bη and a t ξ − a is minimal over u bη , but it is impossible that one element is minimal over two distinct ultrafilters. Now let us turn to the proof of the hereditary separability. First we will prove, by induction on α < ω 1 , that each A α is a hereditary separable Boolean algebra; then we will prove that A ω1 is itself hereditary separable. So let us concentrate now on the first task.
Since limit stages have countable cofinality, they are trivial. So suppose that A α is hereditary separable, i.e., hd(A α ) = ω and let us aim at the proof of hereditary separability of A α+1 . We will work in M α+1 , where A α+1 belongs by 4b). Consider an infinite quotient A α+1 /J; we will find its dense countable subalgebra.
For every X ∈ [λ] ℵ0 , define
where ξ(b) is as in 4c). Also define
. Note that J ∩ A X ⊆ I X , and I X is countably generated over J ∩ A X as A X is hereditary separable by lemma 4.5. Now find a one-to-one function f from [λ] ℵ0 into the ordinals of λ which are limits of limit ordinals.
By lemma 4.4, for each
). This can be arranged since witnessing the fact that a is not an atom requires only countably many witnesses, i.e., disjoint subsets of a not in J.
Note 
Now note that D and atoms of
If a ∈ I Y , then a is covered by finitely many atoms of A Y /A Y ∩ J ; since those atoms are real atoms of A α+1 /J by the choice of Y ∈ C, one of them has to be below a modulo J.
Now we are left with the proof that A ω1 is hereditary separable. We will find a countable dense subalgebra in any homomorphic image of A ω1 . So, take an ideal J ⊆ A ω1 . For each limit of limit ordinals ξ in ω 1 , define
Note that J ∩A ξ ⊆ I ξ and I ξ is countably generated over J ∩A ξ ; as A ξ is hereditary separable, A ξ /J ∩ A ξ has at most countably many atoms.
As hd(A ξ ) and A ξ have all ultrafilters countably generated (by lemma 4.4 and the fact that A ξ is a T ξ -algebra and ht(T ξ ) = ξ by 2a)) there is a countable D ξ ⊆ A ξ which is a splitting π-base for (A ξ , I ξ , J ∩ A ξ ). Let X ⊆ ω 1 code D ξ 's, i.e., define X to have the property that
). The argument is as before. Now find a club set C in ω 1 , consisting of limits of countable limit ordinals such that for ξ ∈ C if η < ξ, then g(η) < ξ. Now apply 1c) against X and find ξ ∈ C such that X ∩ ξ ∈ M ξ . As before we prove
Proof. The proof is similar to the proof of the previous claim. One needs to replace Z with X ∩ ξ and Y with ξ. Now note that by 4d) all generators of A ω1 over A ξ are (A b , u b )-minimal over M ξ for some branch b of T ξ , so using lemma 4.2 inductively we prove that D is a splitting π-base for (A ξ , I ξ Aω 1 , J). As before we argue that D and the atoms of A ξ /J ∩ A ξ generate a countable dense subalgebra of A ω1 /J which completes the proof of the lemma.
As a corollary from the proof of the previous theorem we obtain the following Lemma 4.8. Suppose that 2 ω = λ and that there are the following sequences: 1a) {M α : α < ω 1 }, a sequence of models of a sufficiently large fragment of ZFC.
is a hereditary separable Boolean algebra with the hereditary weight equal to λ.
The above lemma enables us to prove the following generalization of theorem 4.7 which will be useful in the following section.
Theorem 4.9. Suppose that 2 ω = λ. Let (P α , P α ) α<ω1 be a finite support iteration such that
Then in V Pω 1 , the assumptions of lemma 4.8 are satisfied.
Proof. Define M ξ = V P ξ , for ξ < ω 1 . Then, using the standard argument for c.c.c. forcings we obtain 1a), 1b), 1c). ,2) ) . Then using the standard argument for c.c.c. forcings 2a), 2b), 2c) are satisfied. Now define (T α : α < ω 1 ) as in 3a), 3c). We have to note that β<α T β ∈ M α , but the definitions of T β 's are absolute and (M β : β < α) ∈ M α , so 3b) is satisfied. Now define the A α 's. For this in M α , find a 1-1, onto function ξ : B(T α ) → λ, where B(T α ) denotes the collection of maximal branches of T α .
In M {ξ(b)} define a b i as follows. Find a dense embedding of
. This is possible since P (A b , u b ) is a countable forcing (see [K] ). Thus a generic Γ in F n({ξ(b)} × ω, 2) gives rise to a generic σ(Γ)) in P (A b , u b ). So letΓ be the canonical name for a generic set in F n({ξ(b)} × ω, 2) and define
, since the sequence of names for a b i , belongs to M α and the names involve only conditions of F n(Y, 2). So 4d) is satisfied.
To prove 5), note that P α −P [α,ω1) is σ-centered and apply lemma 4.6.
A modified construction of a hereditary separable algebra with uncountable hereditary weight
The main purpose of this section is to construct a Boolean algebra of size ω 1 with hereditary density countable, without a converging sequence, in its Stone's space, in a presence of a arbitrary negation of CH (up to necessary set-theoretic restrictions). Our construction will take place in a model in which there exists an algebra as constructed in section 4. Thus we will prove the consistency of the simultaneous existence of Boolean algebras with the homomorphic cellularity relation equal to {ω, ω 1 } and {ω, 2 ω } where 2 ω can be any cardinal of uncountable cofinality. We will consider the following forcing notion.
Definition 5.1. Let A be a Boolean algebra; then
Note that R(A) does not give elements which are minimal over A as we had in the case of the forcing P (A, u). One can see that the set of ultrafilters which are extended by adding a generic set for R(A) to the algebra A is nowhere dense in the Stone space of A. Nevertheless, since this nowhere dense set is added generically, R(A) has a lot of properties of P (A, u); for example maximal discrete families in A stay maximal in A g if g is obtained from a generic set in R(A) over a model containing a given discrete family. This fact will not be needed in this section and its proof which is similar to the proof of lemma 3.6 is left to the reader as an exercise. We will not analyze in detail extending algebras with the forcing R(A) since the application we have in mind is not complicated. We will separately state only the following fact, and the next preservation lemma. 
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Proof. Fix any elements e, f ∈ A and p ∈ R(A), p = (p −1 , p 1 ; u 1 , . .., u m ) and define r * = (r 1 ∩ e) ∪ (r −1 ∩ f) for any pair (r −1 , r 1 ) of disjoint subsets of ω. Also let h denote a name for the pair (h(A) −1 , h(A)). We will show that
is a dense subset of R(A). This will be enough, since any element of B is of the form h * for some e, f in A. Take p ∈ R(A). We will find q ≤ p from D e,f . Consider
If a ∈ I, we are done since p −h * ⊆ a. Otherwise, using the definition of a splitting π-base, we can construct by induction m + 2 pairwise disjoint elements of X included in a. So choose two of them x 1 , x 2 which are in none of the u 1 , ..., u m .
. First we will prove that q ∈ R(A). Since x 1 , x 2 are disjoint from {u 1 , ..., u m } we only have to prove that p 1 ∩(f −e)∩(x 1 ∪x 2 ) = p −1 ∩(e−f)∩(x 1 ∪x 2 ) = ∅. This follows from the fact that x 1 ∪ x 2 ⊆ a and the fact that by the definition, a is disjoint from the sets p 1 ∩ (f − e) and p −1 ∩ (e − f). Now we are left with the proof that
So q is as required.
Theorem 5.4. Suppose that (P α , P α ) α<ω1 is a finite support iteration of forcings such that 
Proof. By induction on
3) If α = β + 1, for some β < ω 1 , then in V P β+1 we define A β+1 as the algebra generated over A β by the element a β where
To prove that the construction can be carried out, we have to argue that in V
there is a generic in R(A β ) over V P β . First note that nonempty clopen subsets of 2 ω form a splitting π-base for (A ω , {∅}, {∅}), so we can argue by induction, using lemma 5.3, that those sets form a splitting π-basis for (A β , {∅}, {∅}). Thus A β is atomless; hence isomorphic to clop(2 ω ). It follows that R(A β ) is isomorphic to R(clop(2 ω )); hence the generic in R(clop(2 ω )) over V P β , which exists in V P β+1 by the assumption of the theorem, gives rise to a generic in R(A β ) over V P β ; hence the construction can be accomplished in our model.
Claim 1. A has no countably infinite homomorphic images
Proof. First we will note that no ultrafilter of A ω1 is countably generated. Suppose the opposite; let u have countable character. Then, as P ω1 is an iteration of c.c.c. forcings, there is α < ω 1 such that u ∈ V Pα . Work in V Pα . Consider any condition p ∈ P (α,ω1] . Let β ∈ supp(p) and put q = p { β, (∅, ∅; {u}) }. Then q ∈ P (α,ω1] and obviously q forces that u is not an ultrafilter in A β+1 , a contradiction. Now, suppose that there is an ideal J ⊆ A such that A/J = C is countably infinite. Let I ⊆ C be a countably generated nonprincipal maximal ideal. Let I = π −1 (I ), where π : A → C is the canonical epimorphism. Note that X = A − J is a splitting π-base for (A, I, J); this follows from lemma 4.3. Now using the standard closure argument and the fact that our iteration is an iteration with finite supports of forcings satisfying the c.c.c., we can find
Pα . By lemma 5.3 used inductively we conclude that X ∩ A α is a splitting π-basis for (A, I ∩ A α , J). Now using the fact that there are no countably generated ultrafilters in A we find a sequence {i ξ : ξ < ω 1 } ⊆ I generating I over I ∩ A α such that i ξ ∈ I ξ where I 0 = I ∩ A α and I ξ = {i η : η < ξ} ∪ I 0 Id A for 0 < ξ < ω 1 . We will show that for every ξ 1 < ξ 2 < ω 1 we have π(i ξ2 ) − π(i ξ1 ) = ∅. This will prove that A/J is uncountable.
Suppose ξ 1 < ξ 2 . Since i ξ ∈ I ξ we conclude that i ξ2 − i ξ1 ∈ I ξ1 ⊇ I 0 = I ∩ A α ; hence since X ∩ A α is a splitting π-base for (A, I ∩ A α , J), there is a ∈ X ∩ A α such that a ∈ J and so a ∈ I, and a ⊆ i ξ1 − i ξ2 , i.e., π(i ξ1 ) − π(i ξ2 ) = ∅. This completes the proof of claim 1.
Claim 2. The hereditary density of A is countable.
Proof. We will show that every quotient A/J of A has a countable dense subalgebra; this is enough by a result from [Shap] (see [vD] or [H] ).
So fix an ideal J ⊆ A. Using the fact that our iteration is a finite support iteration of forcings satisfying the c.c.c. and the fact that each A α is countable and applying the standard closure argument (see [K] ), we can find α < ω 1 such that:
and by a), b), c) we have X, I α ∈ V Pα . So applying lemma 5.3 inductively we obtain that X is a splitting π-base for (A, I α A , J).
We will prove that X and atoms of A α /J ∩ A α generate a countable dense subalgebra of A/J. If a ∈ A − I α , then there is x ∈ X ⊆ A − J, x ⊆ a, by the definition of a splitting π-base. If a ∈ I α , then there are a 1 , ..., a n which are atoms of A α /J ∩ A α and a ⊆ a 1 ∪ ... ∪ a n . By b) we get that [a 1 ] J , ..., [a n ] J are atoms of A/J, so for some i ≤ n we have [a i ] J ⊆ [a] J . Obviously I α is countable since A α is countable, so this completes the proof of the claim and the proof of the theorem. Proof. Note that the assumptions of theorem 5.4 and theorem 4.9 can be satisfied in the same model of ZFC. For this note that, by lemma 5.2, the iteration from theorem 4.9, satisfies the assumptions of theorem 5.4.
Theorem 5.5. Suppose that λ is a cardinal of uncountable cofinality. If ZFC is consistent, then so is the following: ZFC + there are Boolean algebras
Some derived algebras
The main purpose of this section is to derive a Boolean algebra with the cellularity homomorphic relation (see the introduction for the definition) equal to {(ω 1 , λ), (ω, λ)} from a Boolean algebra with the cellularity homomorphic relation equal to {(ω, λ)}, for an uncountable cardinal λ. The construction will involve a structure of direct sums of Boolean algebras. For the convenience of the reader we state elementary definitions and propositions concerning finite direct sums (or disjoint sums, in the topological language). (Note that our notation is different than in [Kop3] .) 
Lemma 6.3. Suppose that
<ω , a i ∈ A i for all i ∈ F .
Lemma 6.5. Suppose A i , for i < ω, and B are as in definition 6.4. Suppose
Proof. Let I be an ideal of B i<ω A i such that the obtained quotient is equal to C.
Case 1. For all but finitely many i < ω, X i ∈ I and for every i < ω the algebra A i /I i is finite.
Let K be the ideal generated by I ∪ {X j : X j ∈ I}. First let us prove that ( B i<ω A i )/K is infinite. K is one generated over I by X = {X i : X i ∈ I}, since there are only finitely many i < ω such that X i ∈ I. If ( 
Case 2. For infinitely many i < ω we have X i ∈ I and for every i < ω the algebra A i /I i is finite.
If X i ∈ I, let K i be an extension of I i to a maximal principal ideal of A i . Let K be the ideal generated by I ∪ K i . In this way
Case 3. For some i 0 < ω the algebra A i0 /I i0 is infinite.
Let K be generated by I and i =i0 X i . Note that it follows from definition 6.4 that for every c ∈ 
The next definition and the following lemma concern subsets of ω 1 . We need to fix certain terminology.
• is a collection of all limits of nonconstant sequences from X.
• is strictly increasing and cofinal in α and c
A is a subalgebra of the algebra of countable and cocountable subsets of ω 1 which is generated by the elements of the union of an inductively constructed sequence of algebras
and A α is a copy of A constructed on the set [β, α) and A α = B i<ω A i where
Lemma 6.8. Suppose C, A, B are as in definition 6.7. Then
Proof. The proof in by induction on β < ω 1 . If β ∈ (ω
• , then a) is clear by definition 6.7 and the inductive assumption. For b) consider two cases. The first case is when α 2 < β. Then [α 1 , α 2 ) ∈ A α2 ⊆ A β by the inductive assumption b) and a). The second case, when α 2 = β, follows from the fact
• . First prove b). Note that it is enough to prove that [0, α 2 ) ∈ A β . Since [0, β) = β ∈ A β , we have to worry only about α 2 < β. Take i 0 < ω minimal such that c 
By definition 6.7 and lemma 6.8, the algebra B C A is the union of an increasing sequence of algebras A α for α < ω 1 . So let α < ω 1 be such that
It is enough to prove that for every α < ω 1 and every
The proof is by induction on α < ω 1 . If α = β + ω, then by definition 6.7, A α = A β ⊕ A; thus by lemma 6.3 we have E = A β ⊕ A where A β ≤ h A β and A ≤ h A. Since E is infinite, there is an infinite
In the latter case we are done. Otherwise by the inductive assumption about A β we get
Now consider the case of α ∈ ((ω 1 ) • )
• . First note that A i as in definition 6.7 is an infinite homomorphic image of A c 
b). Thus, if E
In the first case we are done since F = E 1 works. In the second case we use the fact that 
By nA we will denote the sum A ⊕ ... ⊕ A consisting of n copies of algebra A. Proof. By definition 6.7 B C A is the union of an increasing chain of subalgebras (A α : α < ω 1 ). Thus by the regularity of κ, there is α < ω 1 such that X ∩ A α is of the full size κ. So it is enough to prove, by induction on α < ω 1 , that if Y ⊆ A α is of size κ, then there are n < ω and
κ such that v = v ξ for ξ ∈ Γ so Z = {v ∪ a ξ : ξ ∈ Γ} is of size κ and can be embedded into A ⊕ {0, 1}, so Z Aα ≤ (A⊕B) as required. If |V | = κ, apply the inductive assumption for V and A β to conclude that there is U ∈ [V ] κ such that U A β ≤ n(A ⊕ B) for some n < ω;
Now consider the case when α ∈ (ω 
By regularity of κ we may w.l.o.g. assume that either |U i | = 1 or |U i | = κ. Let G be the set of those i ∈ F such that U i has size κ. Note that G is nonempty. So we can apply successively the inductive assumption for
.
Theorem 6.11. Suppose that there exists a (hereditarily separable) Boolean algebra A with its homomorphic cellularity relation equal to {(ω, λ)}. Then there is an algebra (with its hereditary density ω 1 ) whose homomorphic cellularity relation is
Proof. By taking an infinite, homomorphic image we can w.l.o.g. assume that [ω] <ω ⊆ A ⊆ ℘(ω). Now let A = B and C be as in definition 6.7. We will prove that A C A satisfies the statement of the theorem. First we prove that every infinite homomorphic image of A has size λ. By the assumption about A and lemma 6.9 we get that F as in lemma 6.9 has size λ; thus D has to have size λ for every homomorphic image D of A C A. Now let us prove that homomorphic images of A C A may have cellularity either ω or ω 1 .
• , by lemma 6.8 b) and a). Also A is a homomorphic image of κ such that for some n < ω Y ≤ n(A ⊕ B) = 2nA. This implies that A includes a discrete (left-separated sequence) of size |X| which is uncountable which contradicts the assumption about A and the definition of direct sum.
MA and a countably tight algebra without a point of countable character
In this section we construct a model of Martin's Axiom in which there is a minimally generated Boolean algebra with the properties as in the title of this section.
Not all models of MA possess this property. For example models of PFA, the proper forcing axiom (see [Ba 2]), do not. It was proven by Alan Dow (see [Do] ) that PFA implies that every countably tight Boolean algebra has a countably generated ultrafilter. On the other hand V. I. Malykhin (see [Mal] ) constructed a model of MA(σ-centered) (see [W] ) in which there is a countably tight Boolean algebra without an ultrafilter of countable character. I. Juhasz (in [Ju5] ) has formulated a combinatorial principle which he calls (t). This principle is implicitly present in Malykhin's proof and it implies the existence of the above algebra. Let us recall this principle which, on the other hand, is a weakening of the ♣ principle.
Definition 7.1. (t) is the following principle: There are a sequence {S λ : λ ∈ Lim(ω 1 )} and for each λ ∈ Lim(ω 1 ) a disjoint partition S λ = n∈ω S n λ such that S λ is cofinal ω-type subset of λ and for each X ∈ [ω 1 ] ω1 there is some λ with
Proof. Consider the following partial order P : The elements of P are functions f into 2 whose domains are at most countable subsets of ω 1 having at most finitely many limit points in ω 1 and such that the preimage f −1 ({1}) is finite. The order is inverse inclusion.
Let us prove that P has precaliber ω 1 . Suppose {p ξ : ξ < ω 1 } is a sequence of conditions of P , and let p −1 ξ ({1}) = X ξ . We may w.l.o.g. assume that X ξ 's form a ∆-system with a root X, so that the sets Y ξ = X ξ − X form an uncountable collection of finite pairwise disjoint subsets of ω 1 . By thinning out the sequence of conditions we may w.l.o.g. assume that
Now, let us derive a contradiction from the assumption that {p ξ : ξ < ω 1 } contains no uncountable centered subfamily. It is easy to construct a sequence {A α : α < ω 2 + 1} of countable subsets of P such that A α is a maximal centered family of
Any p γ ∈ A ω 2 is incompatible with some element p η β ∈ A β for every β < ω 2 ; hence dom(p γ ) ∩ Y η β = ∅. But this implies that dom(p γ ) contains a subset of order type ω 2 which implies that dom(p γ ) has infinitely many limit points, a contradiction. Now suppose MA ω1 (P recaliber ω 1 ) holds and (S n λ : n < ω, λ ∈ Lim(ω 1 )) witnesses (t). Let G be a generic subset of P meeting the following dense subsets of P :
contradicts the properties of the sequence (S n λ : λ ∈ Lim(ω 1 ), n ∈ ω) stated in (t). This completes the proof of the proposition. Now we turn to the construction of a model of MA in which there is a countably tight algebra without a point of countable character. One of the crucial arguments used to prove countable tightness is going to be based on fact 3.4. Thus we will be interested in the proofs of the countable chain condition for forcings P (A, u) . The actual proof will require not only the countable chain conditions of the forcings P (A, u) but their finite products. Thus lemma 3.8 will find its use. The countable chain condition will be established based on the fact that if we add to an algebra A an (A, u)-minimal element g over a model containing a maximal antichain X in P (A, u, n) then X stays a maximal antichain in the forcing
The following preservation lemma of slightly more complicated form will be required. 
Proof. Let p ∈ P (A, u) and p −r ∈ P (A 0 g , F, n). We may w.l.o.g. assume that there are elements e i , f i of A 0 for i ≤ n such that
We claim that there are at most one i ≤ n and at most one j ≤ n such that e i ∈ u , f j ∈ u where u is the ultrafilter generated in A 0 by u. This follows from the fact that we require the coordinates of our conditions to be disjoint. Suppose for example that e 1 , e 2 ∈ u ; then g ∩ e 1 ∩ e 2 = ∅ by proposition 2.2 and fact 3.2, which contradicts the disjointness of the coordinates of conditions in P (A, F, n). Also consider the element g ∩ e i ∪ g
, where e ∈ u and h ∈ A 0 − u , k = −1, 1, because u generates an ultrafilter in A 0 . And finally note that we can w.l.o.g. assume that
For simplicity let us assume that {i, j} ⊆ {1, 2}. By the above discussion we may w.l.o.g. assume that p forces that r is of one of the following forms, for
Let us consider the following conditions respectively:
First note that in both cases p * ∈ P (A 0 , F, n). All the coordinates must be disjoint since p −p * i ⊆ r i for i ≤ n and p −r ∈ P (A 0 , F, n). Also note that p −p * i ⊆ r i ∈ F. Now find x ∈ X such that x p * , using the fact that X is a maximal antichain in P (A 0 , F, n) . Consider the following q respectively:
We claim that q ∈ P (A, u). As 3≤i≤n x i ∈ F + , by the assumption about X, both coordinates are not in u ; also f i , e i , p i , x i ∈ A, because F ⊆ A. For disjointness of the coordinates we have to check, respectively, that
But the above follows from the fact that x is compatible with p * , so p ≥ q ∈ P (A, u). Now we claim that q −r is compatible with x. For this we only need to check, respectively, that
This does not cause any problems since we have, respectively,
And obviously q −q −1 ⊆ g −1 , q 1 ⊆ g. So the proof of the lemma is completed.
Lemma 7.4. Suppose that n, k < ω and A 1 , ..., A k are Boolean algebras and for all i ≤ k, F i is a filter in A i . Suppose that X is a maximal antichain in the product
(the products are taken with finite supports). Then in the generic extension V P , X is a maximal antichain in the forcing
where for i ≤ k
Proof. We will need the following elementary
Fact. Suppose that P 1 , ..., P m , P m+1 are forcing notions for some m < ω and X ⊆ P 1 × ... × P m × P m+1 . Then the following are equivalent: a) X is a maximal antichain in
is a maximal antichain in P m+1 .
By induction on l ≤ k, we prove that in V P , X is a maximal antichain in
Suppose that we are done till l < k. Let (u ξ : ξ < α) be an enumeration of distinct countably generated ultrafilters of A l+1 in V . Define
and define
; thus X(p l+1 ) as defined in the fact is in the same model. So it is enough to show by induction on η < α that in V
. By the inductive assumption it is true for η = 0. Suppose we are done for ξ < η. If η is a limit ordinal, there is nothing to prove as the forcings involved are increasing unions of preceding forcings in which X(p l+1 ) was a maximal antichain by the inductive assumption. So, suppose that η = ξ + 1 for some ordinal ξ. We are going to use Lemma 7.3, for
. Now we check that the assumptions of lemma 7.3 are satisfied. By the definitions of the involved objects u η ∩ A η is an ultrafilter of A uη which extends F l+1 and generates an ultrafilter in A l+1 . We have to note that u η ∩A η generates an ultrafilter in A 0 = B ξ l+1 ; indeed B ξ l+1 was obtained from A l+1 by adding (A l+1 , u δ )-minimal elements for u δ = u η . Thus u η ∩ A η still generates an ultrafilter in B ξ l+1 by definition 2.1 and fact 3.2. (our ultrafilters are countably generated and so they are generated from every model that contains them). The next assumption of lemma 7.3 that we have to check is that X(p l+1 ) is a maximal antichain in P (B ξ l+1 , F l+1 F i , n) but this is our inductive assumption. Now by the product lemma, (see [K] 
. So the use of lemma 7.3 is legitimate, and hence X(p l+1 ) is still a maximal antichain in P (B η l+1 ), and this completes the inductive step and the proof of the lemma.
Before entering the proof of the main theorem of this section we have to recall certain results from [De] . Those results will enable us to obtain a model of MA without adding uncountable branches to trees of height ω 1 . This will increase our control over new uncountably generated ultrafilters in T -algebras, as those ultrafilters correspond to uncountable branches of T by lemma 2.8. K. Devlin has FORCING MINIMAL EXTENSIONS OF BOOLEAN ALGEBRAS 3103 proven in [De] (Corollary 3.15) that if B is a complete Boolean algebra satisfying the c.c.c., then the following are equivalent:
(i) There are an ω 1 -tree T and a B-nameḃ such that B − "ḃ is an uncountable branch in T which is not in V ".
(ii) There is a subset U ⊆ B such that U, ≤ B is a Souslin tree and for each α < ω 1 , the α-the level of U is a maximal antichain in B.
We will call a c.c.c. forcing notion P a Souslin free notion of forcing if and only if its Boolean completion (see [K] ) does not satisfy either of the above equivalent conditions. Since the generic extension obtained by a forcing notion and by its Boolean completion are the same, no Souslin free forcing notion introduces new branches to ω 1 -trees from the ground model. Note that actually we may say the same about any tree of height ω 1 not necessarily having countable levels. It follows from the fact that a c.c.c. notion of forcing introduces an uncountable branch in a tree of height ω 1 if and only if it introduces a new uncountable branch in an ω 1 -tree. This follows from the fact that ifḃ is a name for an uncountable branch in a tree T , then S = {t ∈ T : ∃p ∈ P p − t ∈ b} is a subtree of T with countable levels (since P satisfies the c.c.c) and P −ḃ ⊆ S.
Note that if P is not a Souslin free forcing notion, then we can consider the standard forcing Q with finite conditions which specializes the Souslin tree U in the Boolean completion of P ( see [BMR] or [Ba1] ). Note that Q forces that U does not satisfy the c.c.c., and so as P is dense in its Boolean completion, Q forces that P does no longer satisfy the c.c.c. As Q 2 satisfies the c.c.c. (see and generalize the proof in [Ba1] ), Q is a Souslin free forcing. Thus one can add MA by an iteration (P α , P α ) α<κ + such that for each α < κ + , we have P α − P α is a Souslin free forcing notion *) because, if a forcing with which we need to force in some intermediate stage in order to ensure MA in the final model does not satisfy the c.c.c., we can force at this stage by a Souslin free forcing which kills the c.c.c. of the original forcings instead. So for all c.c.c. forcings and for all families of κ many of their dense sets in the final model we have an appropriate generic object. To conclude this discussion of the results from [De] , note that if a finite support iteration ((P α , P α ) : α < λ + 1) for a limit λ does introduce a new branch to an ω 1 -tree, then there is ν < λ so that the forcing P ν already introduces a new uncountable branch to the tree (Lemma 3.7 of [De] ). Thus finite support iterations satisfying * ) are Souslin free themselves. We will call those iterations iterations of Souslin free forcing notions. Theorem 7.5. Suppose that ZFC is a consistent theory. Then so is the following theory for κ an arbitrary cardinal:" ZFC+M A κ + There is a Boolean algebra A whose every ultrafilter has uncountable character and for every ultrafilter u of A there is a subalgebra A u of A, such that the forcing notion P (A u , u ∩ A u ) satisfies the c.c.c. and u is generated from A u ∩ u. In particular A has countable tightness".
Proof. The proof uses the method of iterated forcing. Let us fix cardinal κ. By induction on α < κ + we define: 1) A finite support iteration of forcings P α of length α such that P α |β = P β for each β < α.
2) A P α -name for an acceptable treeṪ α such thatṪ β ≺Ṫ α for each β < α.
3) A P α nameȦ α = ȧ t : t ∈Ṫ α for aṪ α -algebra such thatȦ β ≺Ȧ α for each β < α.
PIOTR KOSZMIDER
Suppose that we are given all the above objects for β < α. We define P α ,Ṫ α ,Ȧ α as follows: Case 1. α is a limit ordinal. 1) Then P α is a direct limit of (P β , : β < α), i.e., P α = β<α P β .
2)Ṫ α is a P α -name for β<αṪ β .
3)Ȧ α is a P α -name for β<αȦ β .
Case 2. α = β + 1 for some β < κ + . The following definition depends onQ β which will be specified at the end of the definition, depending on subcases:
, where (Ṗ β ) is a name for a product with finite supports of countably many copies of the forcingṖ β which is also a finite support product such that
(We are using the terminology of lemma 2.8.)
2) P α −Ṫ α =Ṫ β ∪ {ḃ i :ḃ is a maximal, countable branch ofṪ β }.
where a˙b i = {p 1 : ∃p −1 (p −1 , p 1 ) ∈Ġ P β (ḃ)}, whereĠ P β is the canonical name for theḃ-th coordinate of the generic object in the product P β . Now, as we have promised, we specify the forcingQ β . It depends whether cf (β) = ω 1 or not. If the cofinality is ω 1 , thenQ β is a name for the trivial forcing. Otherwise we choose the nameQ β so that P β * (Ṗ β ) forces that it is the name for the next forcingṘ β , with which we need to force to ensure MA in the final model if P β * (Ṗ β ) −Ṙ β is Souslin free, or otherwise P β * (Ṗ β ) −Q β is a Souslin free forcing such thatQ β −Ṙ β is not c.c.c. This completes the description of the construction. The main part of the proof of the theorem is a simultaneous proof by induction on α < κ + of the following two claims.
Claim 1. P α is Souslin free and satisfies the c.c.c.
Claim 2. cf (α) = ω 1 or one of the following holds in V Pα : for any uncountable maximal branch b of T α a) There is β < α such that b ⊆ T β and b ∈ V P β . b) There is a continuous, nondecreasing function f b : ω 1 → α with the range cofinal in α such that for each ξ ∈ ω 1 we have
Proof of the claims. First consider the case when α is a limit ordinal. Claim 1 is then trivial as iterations of c.c.c. Souslin free forcing are again c.c.c., Souslin free (see [De] ). Claim 2 says something only in the case when cf (α) = ω 1 . So we may w.l.o.g. assume that cf (α) = ω 1 . Now, note that we may w.l.o.g. assume that there is no β < α such that b ⊆ T β , as in this case b has to be an element of V P β : in V P β the forcing P [β,α) is Souslin free by the inductive assumption and results from [De] ; hence the latter forcing does not add any new uncountable branches of T β . It follows that the first part of the alternative in claim 2 holds, unless we assume that there is no β < α such that b ⊆ T β . We aim at proving that the second part of the alternative in claim 2 holds.
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First go back to V and find a continuous, nondecreasing function g b : ω 1 → α with the range unbounded in α such that in V Pα we have
As b is really a function from ω 1 into {−1, 1} and P α is an iteration of c.c.c. forcings, this task can be easily accomplished. Work again in V Pα . Since (T ξ : ξ < α) is a continuous, increasing sequence of trees which end-extend the previous elements of the sequence, there is a continuous, nondecreasing function
Since we assumed that for no β < α do we have b ⊆ T β , we conclude that the range of h b is unbounded in α. So we can find a club subset C of ω 1 such that for all ξ ∈ C, we have g b (ξ) = h b (ξ). Now, if we compose, say, h b with the function enumerating elements of C, we obtain a function f b : ω 1 → α, which is continuous, nondecreasing and has its range unbounded in α and satisfies the condition
We claim that f b satisfies the second part of the alternative of Claim 2. This does not follow immediately from the fact that T ξ ≺ T α and b is a maximal branch of T α , since our trees are not normal. Nevertheless the fact that T ξ is acceptable is sufficient. Namely, if
is not a maximal branch, then there is an i ∈ {−1, 1} such that b i is in T f b (ξ) , but then b (−i) must be in the tree, but one of them has to be in b which gives a contradiction. Thus, the proof of the claims in the limit case is completed. Let us move to the proof of the claims in the case when α is a successor, say α = β + 1. Let us begin with the crucial subcase when cf (β) = ω 1 . Let us begin this subcase with the proof of Claim 1. If we prove that in V P β the forcing P β is Souslin free and c.c.c., we will be done with Claim 1, since an iteration of two Souslin free forcings is Souslin free itself by results of [De] . So, let us aim at this, by proving first that establishing the following subclaim will be sufficient.
satisfies the c.c.c. Now we present the rest of the proof of Claim 1, in the case when α = β + 1, cf(β) = ω 1 , assuming the subclaim. Work in V β . (P β ) is a product with finite supports of countably many copies of certain forcings. Thus if it satisfies the c.c.c., then its square satisfies the c.c.c.; thus by results from [De] , it is Souslin free if it is c.c.c. Now note that P β is also a product with finite supports, so to prove that such a countable product of such forcings satisfies the c.c.c. it is enough to prove that its every finite subproduct satisfies the c.c.c. (see [K] ). But every finite subproduct of P β is included in a product of the form
for some n, k < ω and distinct maximal branches of T β . By lemma 3.8 the countable chain condition in a product as above is implied by the countable chain condition in the product
This completes the proof of Claim 1 in our case of α = β + 1, cf(β) = ω 1 subject to the Subclaim.
Proof of the subclaim. We work in V P β . We are going to use the inductive assumption for β. We want to prove that by Claim 2 for β we can assume without loss of generality that the branches b 1 , ..., b k in the statement of the subclaim can be assumed to satisfy the second part of the alternative in Claim 2. Since Claim 2 holds in V P β , it is enough to prove that the factors whose branches satisfy the first part of the alternative from Claim 2 do not affect the chain condition in the product from the statement of the subclaim. For this it is enough to note that they are σ-centered. Indeed if b ∈ V Pγ and b ⊆ T γ for some γ < β, then at the stage γ + 1 we force with the product with finite supports of countably many copies of the forcing P (A b , u b ). Thus in V Pγ+1 , this forcing becomes a σ-centered forcing; thus it is a forcing of that kind in V P β . Now suppose that the subclaim is false, that is that there is a uncountable antichain X included in the product from the subclaim. We may w.l.o.g. assume that X is a maximal antichain. Since for each ξ < ω 1 the forcing P (A b|ξ , u b|ξ ) is countable (where u b|ξ = {u t : t ∈ b, dom(t) ⊆ ξ}, A b|ξ = u b|ξ ) and since X is a member of V P β we can find a nondecreasing, continuous function f : ω 1 → β with an unbounded range in β such that for each ξ ∈ ω 1 we have for X|ξ
Now, by claim 2 in V P β , by the second part of its alternative we are given functions f b1 , ..., f b k (recall that we have proven that we can restrict ourselves to branches satisfying the second part of the alternative). By continuity and unboundedness we can find ξ < ω 1 such that
Now by induction on η where θ ≤ η < β, we will prove that in V
Pη
X|ξ is a maximal antichain in
where
For η = θ this follows from the choice of θ. As the sequence (B η i ) η≤β is continuous and nondecreasing, the inductive step for limit ordinals η is trivial. So suppose we are given η = δ + 1 and in V P δ we have that X|ξ is a maximal antichain in
. We will use lemma 7.4 for this preservation argument. For this we need to know that B of T δ which belongs to V P δ is a subproduct of the first coordinate of P δ ; call this subproduct P . Thus by lemma 7.4 in V P δ * P the X|ξ stays maximal antichain in the forcing P (B
This completes the proof of !).
To finish the proof of the subclaim we need to note that X|ξ is a subset of
and this forcing is a suborder of P (B
so X = X|ξ, but X|ξ is countable as b i |ξ are countable, so this contradicts the choice of X and this completes the proof of subclaim, so this completes the proof of Claim 1, for the successor of a limit ordinal of cofinality ω 1 . But since Claim 2 does not say anything in the case of a successor, this finishes the proof of both claims in this case.
So we are left with the proof of the claims for α such that α = β + 1 and cf (β) = ω 1 . Work in V P β . Again for claim 1 it is enough to establish that P β is Souslin free in V P β . It is enough to prove that all forcings of the form P (A b , u b ) for a maximal branch b of T β are σ-centered. Certainly, it is true for countable maximal branches, since then the corresponding forcings are countable as well. Consider, then, an uncountable branch b. We will first prove that b ⊆ T γ for some γ < β. If cf (β) > ω 1 , this is clear. If cf (β) < ω 1 , if it is not the case, then for every γ < β the intersection b ∩ T γ is countable, but then T β ∩ b = b is countable since the cofinality of β was assumed to be countable, so indeed b ⊆ T γ for some γ < β. Now, since b is a maximal uncountable branch of T β , it is a maximal uncountable branch of T γ for the γ such that b ⊆ T γ . Now conclude that b ∈ V Pγ ; indeed it follows from the fact that in V Pγ the forcing P [γ,β) is Souslin free by results from [De] , so it does not add new uncountable branches to T γ by [De] . So, by the definition of P γ , at the stage γ we force with a product of countably many copies of P (A b , u b ). Thus this forcing becomes a σ-centered forcing in V Pγ+1 , so it is of this kind in V P β , as we are in a case of a successor so claim 2 does not say anything and this completes the proof of both claims. . Now we are ready to conclude the theorem. Since all the forcings satisfy the c.c.c., the obtained iteration satisfies the c.c.c., and hence cardinals are preserved and by the appropriate choice ofQ α 's MA κ holds in V P κ + . Now, consider in V P κ + the unions of T = α<κ + T α and A = α<κ + A α . Then, A is a T -algebra and T is a tree of height ω 1 with no countable branches (in fact T = 2 <ω1 ) so there is no ultrafilter of A which is countably generated by fact 2.11. If b is a maximal branch of T , then there is α < κ + such that b is a maximal branch of T α and b ∈ V Pα , so by the definition of P α we force at stage α with a product of countably many copies of the forcing P (A b , u b ). Hence this forcing becomes σ-centered in V
Pα+1
and it is σ-centered in the final model. The countable tightness of A follows from fact 3.4. This completes the proof of the theorem.
As we mentioned in the introduction, our main interest is to investigate the gaps between certain cardinal functions on compact spaces. From a certain point of view the topic of this section falls into a more general compact topological issue of finding properties of a compact space which imply the existence of points of countable character. We found an application of the algebra obtained in this section in this area.
D. Shahmatov in his paper ( [Shah] section 4) lists some questions whose equivalent versions are of the form If X is compact and X has a property P, does it imply (consistently / in ZFC) that X has a first countable point? One of them, namely, 4.6., due to Archangel skii is : Let X be a first countable compact space and Y a continuous image of X. Must Y contain a point of countable character?
It is clear that Y as above is countably tight; thus under PFA (by the result from [Do] ) it must contain a point of countable character. The following theorem together with the construction described in theorem 7.5, provides a consistently negative answer to the Archangel skii's question. Proof. For every ultrafilter u ⊆ A, consider the forcing P ω (A u , u), i.e., the countable product with finite supports of forcings P (A u , u) .
which is a generic set meeting all the sets D b1,b2 for disjoint b 1 , b 2 in u + ∩ A u and all the dense sets from the family {D a : a ∈ A u } defined in fact 3.2. This is possible since MA κ holds and
Now let C be the algebra generated over A by {b(u, n) : n < ω, u ∈ U lt(A)} and let C u be the algebra generated over A u by {b(u, n) : n < ω} for any ultrafilter u. b(u, n) which completes the proof of the claim.
Fix v ∈ U lt(C). We will prove that it has a countable character. Let {ε n : n < ω} ∈ {−1, 1} ω be such that b(v ∩ A, n) εn ∈ v. Now consider two cases:
εn : n < ω} is a countable base for v. To see this take any b ∈ v ∩ A. We may w.l.o.g. assume that b ∈ A v∩A , so there is n < ω such that b
So by the claim, v has countable character.
Case 2. There is a ∈ A v∩A −v such that for every n < ω we have a∩b (v∩A, n) εn = ∅. In this case {b (v ∩ A, n) εn ∩ a −1 : n < ω} is a countable base for v. To see this take any b ∈ v ∩ A, we may w.l.o.g. assume that b ∈ A v∩A . Now G v∩A meets D b −1 ∩a −1 ,a , i.e., there are n < ω and δ ∈ {−1, 1} such that
By the assumed property of a, we obtain
so by the claim, v has countable character.
Building superatomic algebras along directed sets
The purpose of this section is to support the following section where we obtain some consistency results. Recall that a Boolean algebra is called minimally generated if and only if it is generated by (a α : α < β) and each a α is minimal for ( {a α : α < α} , u α ) where u α is some ultrafilter of {a α : α < α} . If u α ⊆ u α for α ≤ α, then the obtained algebra is superatomic (see [Kop1] ). W.l.o.g. we may assume that u α = {a α : α < α} F i . Also note that minimality then means that
One can impose more restricting conditions on the subalgebra in which a α ∩ a α should be, obtaining more structural information about the obtained algebra. In [BS] , Baumgartner and Shelah considered a function f :
ω as a tool for imposing such restrictions. In this section we consider a partial order on β for this purpose. Later, using a particular partial order, we will construct a forcing notion which adds a Boolean algebra of some interest. In this section working with ideals will be more convenient than working with filters. Definition 8.1. Let P be a well-founded partial order. We say that a Boolean algebra A is a P -superatomic algebra if and only if A = {a X : X ∈ P } , I A = {a X : X ∈ P } Id A forms a proper ideal of A and for every X, Y ∈ P we have 1) a X ∈ {a Z : Z < X} . 2) a X ∩ a Y ∈ {a Z : Z ≤ X, Y } . If F ⊆ P , then by A F we denote {a X : X ∈ F } A and by I F we denote {a X : X ∈ F } Id AF . By an F-superatomic algebra we mean a (P |F )-superatomic algebra, if P is clear from the context. If we consider many P -superatomic algebras, then we denote the element a X of A by a X (A) and I F by I F (A), in order to avoid confusion.
If R is a suborder of P and B is an R-superatomic algebra and A is a Psuperatomic algebra, then we say that B ≤ A if and only if there is an embedding of Boolean algebras i : B → A such that i(a X (B)) = a X (A) for all X ∈ R. If i is onto, then we write A ≡ B. If B ≤ A, we will often identify a X (B) with a X (A) for X ∈ R.
Fact 8.2. Let P be a partial order and G a downward closed subset of P and let A be P -superatomic algebra. Then
Proof. The existence of the embedding as in definition 8.1 is obvious. So, we are left with the proof that A G is a G-superatomic algebra. The only nontrivial part is to prove that 2) of definition 8.1 holds. Take X, Y ∈ G; then use that fact that G is downward closed i.e., {a
If P is a partial order and X ∈ P , then P |X we will denote the order restricted to the set {Y < P X : Y ∈ P}. Fact 8.3. Suppose that A is a P -superatomic algebra; then for every X ∈ P we have I P |X∪{X} = I P |X∪{X} Id A .
Proof. Let a ∈ I P|X∪{X} Id A ; then there is a 0 = i<k a Xi such that a ⊆ a 0 and
but a Y ∩ a Z ∈ A P |X∪{X} by Definition 8.1. Hence we are done.
Fact 8.4. Let A be a P -superatomic algebra and F ⊆ P be a downward closed subset of P . Then
A , then there is a 0 = i<k a Xi such that a ⊆ a 0 and X i ∈ F for i < k ∈ ω. But then a = i<k (a∩a Xi ) and by Fact 8.3, a Xi ∩a 0 ∈ I P |Xi∪{Xi} ⊆ I F , so a ∈ I F . Fact 8.5. Suppose that P is a partial order, and F, G ⊆ P are downward closed sets. Then
But (by Definition 8.1) a Xi ∩a Yj ∈ {a X : X ≤ X i , Y j } , so a Xi ∩a Yj ∈ I {X:X≤Xi,Yj } ⊆ I F ∩G since F, G are downward closed. Now use Fact 8.4, to conclude that a ∈ I F ∩G . Fact 8.6. Suppose that P is a well-founded partial order and that A is a P -superatomic algebra. Then A is a minimally generated Boolean algebra which is superatomic.
Proof. Let {X ξ : ξ < θ} be a well-ordering of P such that if ξ 1 ≤ ξ 2 , then rank(X ξ1 ) ≤ rank(X ξ2 ). We prove that a X ξ is minimal for (A ξ , I + ξ ), where A ξ = {a Xη : η < ξ} and I ξ = {a Xη : η < ξ}
but a Xj ∩ a X ξ ∈ I P |X ξ A Id = I P |X ξ ⊆ I {Xη:η<ξ} = I ξ , by fact 8.4. Hence a ∩ a X ξ ∈ I ξ ⊆ A ξ ; thus a X ξ is minimal for (A ξ , I + ξ ). Superatomicity of A follows from Proposition 3.5 from [Kop1] .
Fact 8.7. Let P be a well-founded partial order and let A be a P -superatomic algebra. Let u be an ultrafilter of A. Then, either 1) u = ∞ A = {a −1
A for some Y ∈ P . Every filter of the above form u Y is an ultrafilter of A.
Proof. If u ⊆ ∞ A , then we are done since ∞ A is a proper filter by definition 8.1 and it is an ultrafilter of A because it is generated by generators of A.
Suppose that u = ∞ A , i.e., for some Y ∈ P we have a Y ∈ u. Let Y be an element of P of minimal rank among elements Y such that a Y ∈ u. By the minimality u Y ⊆ u. So, we are left with the proof that u Y is an ultrafilter for each
So, it is enough to note that either a ∩ a Y ∈ I P |Y or a −1 ∩ a Y ∈ I P |Y for any a ∈ A.
For this note that a ∩ a Y , a −1 ∩ a ∈ I P |Y ∪{Y } ⊆ A P |Y ∪{Y } , so there are
Hence by fact 8.4, a Y ∈ I P |Y ⊇ A P |Y and this contradicts definition 8.1. The obtained contradiction proves that for some ε ∈ {−1, 1}, we have b ε ∈ I P|Y , but then a ε ∩ a ∈ I P |Y , as required.
Fact 8.8. Suppose P is a partial order whose cofinality is κ. Then χ(∞ A , A) ≥ κ.
Proof. Suppose that χ(∞
<κ such that {a
by the choice of Y . But this contradicts 1) of Definition 8.1.
Hereditary characters of points in compact spaces
In this section we consider forcing a P -superatomic algebra with finite conditions which are F -superatomic algebras for F ∈ [P ] <ω .
Definition 9.1. Let P be a well-founded partial order. We define P P to be a notion of forcing consisting of conditions of the form (supp(p), A p ) where supp(p) ∈ [P ] <ω and A p = {a X : X ∈ supp(p)} is a supp(p)-superatomic algebra. We define the order on P P by putting q ≤ p if and only if
Now let us prove some lemmas concerning creating some conditions in P P . For next three lemmas we fix some P and P as in definition 9.1. In the proofs of these lemmas we often identify our abstract algebras that are parts of conditions of P with some representations of these algebras as fields of sets. Often we change these interpretations if it is convenient for the proof.
Lemma 9.2. For all p ∈ P P , for all X ∈ P there is q ≤ p such that X ∈ supp(q).
Proof. Let A p ⊆ ℘(W ) for some set W . We may w.l.o.g. assume that I + supp(Ap ) = V ⊆ W is of cardinality bigger than one. Let v ∈ V , put a X = {v}, and extend a p to a q by adding a X . Lemma 9.3. Suppose that p ∈ P , supp(p) = F . Let G ⊆ F be downward closed in F ; then p|G = (G, A G ) is a condition of P such that p ≤ p|G. Proof. Suppose that A 0 is an F 0 -superatomic algebra and F 0 has a maximal element Z 0 . Then a −1 Z0 ∩ a X = a X − (a Z0 ∩ a X ) ∈ {a Y : Y ≤ Z 0 , X} because X ≤ Z 0 . And so we have another minimally generated algebra (isomorphic to the original but with different minimal generators) A * 0 which is minimally generated by {a X : X ∈ F − {Z 0 }} ∪ {a Fact 9.6. Suppose that P is locally countable, i.e., P |X = {Y : Y < P X} is countable for every X ∈ P . Then P P is a c.c.c. notion of forcing.
Proof. Suppose not, i.e., that there is an antichain (p ξ : ξ < ω 1 ). Use the standard ∆-system argument and local countability of P to conclude that we may assume that (supp(p ξ ) : ξ < ω 1 ) forms a ∆ system with the root ∆ which is downward closed in the union of the ∆-system and A p ξ 1 |∆ ≡ A p ξ 2 |∆ for any ξ 1 , ξ 2 < ω 1 . Now apply Lemma 9.4 to amalgamate any two conditions. Fact 9.7. Suppose P is a well-founded and locally countable partial order. Then P P − A P , the direct limit of (A p : p ∈Ġ), is aP -superatomic algebra, whereĠ is the canonical name for a generic set in P P .
Fact 9.8. Suppose that P is a well-founded, locally countable partial order. Then P P − P (A P , ∞ AP ) is a c.c.c. forcing notion.
Proof. Suppose the opposite, i.e., let p −{(p ξ −1 , p ξ 1 ) : ξ < ω 1 } be an antichain of P (A P , ∞ AP ). Choose (p ξ : ξ < ω 1 ) ⊆ P such that there are Boolean polynomials φ i for i ∈ {−1, 1} and there are n ∈ ω and (R ξ ∈ [P ] n : ξ < ω 1 ) such that
) where φ(a F ) denotes a polynomial φ in variables {a X : X ∈ F }. Note that we also may w.l.o.g. assume that φ ξ 1 = φ 1 , φ ξ −1 = φ −1 for some polynomials φ 1 and φ −1 . We may w.l.o.g. assume that R ξ 's form a ∆-system with a root ∆, which is downward closed in every R ξ (by local countability of P ). We may w.l.o.g. assume that for every ξ ∈ ω 1 , R ξ ⊆ supp(p ξ ) and that there is a single ∆-superatomic algebra C on ∆, such that C ≤ A p ξ for every ξ < ω 1 . Moreover, we can assume that for every ξ 1 , ξ 2 < ω 1 there is an order isomorphism π : R ξ1 → R ξ2 such that π|∆ = id ∆ , which extends to an isomorphism of superatomic algebras A p ξ 1 , A p ξ 2 , i.e., there is an isomorphism j : A p ξ 1 → A p ξ 2 such that j(a X (A p ξ 1 )) = a π(X) (A p ξ 2 ). Choose ξ 1 = ξ 2 and apply lemma 9.4, to find D such that A p ξ 1 , A p ξ 2 ≤ D such that for every X ∈ R ξ1 − ∆ we have a X (A p ξ 1 ) ∩ I R ξ 2 = a X (A p ξ 1 ) ∩ I ∆ . We will show that q −(p 
This completes the proof of the lemma.
Before entering the main construction of this section let us prove an elementary fact concerning hereditary characters of points in compact spaces.
Fact 9.9. Let X be a compact space, x ∈ X. Suppose that hχ(x, X) = κ; then cf (κ) > ω or κ = ω.
Proof. We will show that if cf (κ) = ω, then there is a converging sequence to x; hence hχ(x, X) = ω. We may w.l.o.g. assume that χ(x, X) = κ. Let B be a neighborhood base at x, of open subsets of X, such that B = n∈ω B n , B n ⊆ B n+1 and |B n | < κ for every n ∈ ω. Since X is compact, the pseudocharacter of x is κ. So there is x n = x such that x n ∈ B n for every n ∈ ω. Now note that (x n ) n∈ω → x.
In the remaining part of this section we will consider P P for a particular P . To describe properties of P we need to recall some terminology. F ⊆ [λ] ℵ0 is called a stationary coding set [Z] if and only if it is stationary in [λ] ℵ0 and there is a 1-1 function c : F → λ such that for every X, Y ∈ F we have <ℵ0 . We will consider P P for P which is a stationary coding set F together with inclusion. The consistency of the existence of locally countable, well-founded, stationary coding sets for any cardinal λ of uncountable cofinality was proved e.g. in [Kosz3] ; for more on the existence of stationary coding sets see [Sh3] , [Ve] . At the end of this discussion let us note the following elementary Fact 9.10. Suppose λ is an uncountable cardinal and F ⊆ [λ] ℵ0 is a stationary coding set. Suppose that f : [F] <ℵ0 → [λ] ℵ0 . Then there is X ∈ F such that X is closed under f . From now on, we fix a cardinal λ of uncountable cofinality and F , a well-founded, locally countable stationary coding set in [λ] ℵ0 . By P we mean P F .
Fact 9.11. P −hχ(∞) = λ.
Proof. Suppose the opposite, i.e., that there is a p 0 ∈ P such that for some κ < λ we have that p 0 −hχ(∞) = κ. It follows that p 0 forces that there are an idealJ ⊆ ∞ + and a sequence {aẊ ξ : ξ < κ} such that aẊ ξ ∈J ξ whereJ ξ = {aẊ ξ : ξ < ξ}∪J for ξ ≤ κ and ∞ + =J κ . Since P is c.c.c., there is α ∈ λ such that p 0 −α ∈ ξ<κẊ ξ . By fact 9.9 we may assume that cf (κ) > ω or κ = ω. We will consider these two cases separately.
First, assume that cf (κ) > ω. Let η be a function from [F ] <ω into κ such that η(X 1 , ..., X k ) = min{η < κ : P −a X1 ∪ ... ∪ a X k ∈J η }.
Since P is a c.c.c. notion of forcing and (J η ) η<κ is a name for a strictly increasing sequence of ideals of length of uncountable cofinality whose union is the ideal ∞ + , the existence of such an η is easy to prove. Now we are going to use that fact that F is a stationary coding set. Define a function f : [F] <ℵ0 → F such that for every
<ω we have α ∈ f (Y ) and
where A η(Y ) is a maximal antichain in P deciding the value ofẊ η(Y ) . Again, since P is a c.c.c. notion of forcing f can be easily constructed. Now find Z ∈ F such that Z is closed under f . Take any q ≤ p 0 and consider the conditions q 1 = q|(F|Z), q 2 = q|(F|Z ∪ {Z}). By lemma 9.2, q ≤ q 2 ≤ q 1 . Since supp(q 1 ) ⊆ F|Z, we have that there is r ∈ A η(supp(q1)) such that r q 1 , supp(r) ∈ [F|Z] <ω and r −Ẋ η(supp(q1)) =X for some X ∈ F|Z. Take s ≤ r, q 1 . By lemma 9.4 we may w.l.o.g. assume that supp(s) ∈ [F|Z] <ω and by lemma 9.3 we may w.l.o.g. assume that X ∈ supp(s). Now note that we can apply lemma 9.4 for C = A q1 , A = A s , B = A q2 , to obtain D such that A q2 , A s ≤ D. By lemma 9.4, D can be assumed to be an F -superatomic algebra Note that p − I supp(q1) ∈ J η(supp(q1) , a X η(supp(q 1 )) ∈ J η(supp(q1)) , so s 1 −a Z ∈ J η(supp(q1)) . Now use lemma 9.4, to find s 2 ≤ s 1 , q. Since supp(s 1 ) ⊆ F|Z ∪ {Z}, supp(q) ∩ supp(s 1 ) = supp(q 2 ) is downward closed in supp(q) and A q2 ≤ A q , A s2 ; hence the use of lemma 9.4 is legitimate. Note that since, supp(q 1 ) can be an arbitrary finite subset Y of F|Z we have proved the following Claim. ∀q ≤ p 0 ∀Y ∈ [F|Z] <ω ∃s ≤ q s −a Z ∈ J η(Y ) . Now let us finish the proof of the fact in this case of cf (κ) > ω. Let q ≤ p, η < κ be such that q −a Z ∈ J η+1 − J η . Since α ∈ Z, there is q 1 ≤ q such that q 1 −Ẋ η =X for some X ∈ F |Z, but
for some X 1 , ..., X k < Z (see definition 8.1). Now by the claim, there is s ≤ q 1 such that s −a Z ∈ J η(X1,...,X k ) so s −η + 1 > η(X 1 , ..., X k ); hence by *) we get
This contradicts the definition of J η+1 . This finishes the proof in the case cf (κ) > ω. Now let us consider the case κ = ω. Since F is a stationary coding set, we can find Z ∈ F such that
<ℵ0 } ∪{X : ∃p ∈ P ∃n ∈ ω p −X =Ẋ n } ⊆ F|Z
where A n (Y ) is a maximal antichain deciding the formula Y ∈ J n+1 − J n . Now use a similar argument as in the case cf (κ) > ω to show that ∀q ∀n ∈ ω ∃s ≤ q s −a Z ∈J n .
This contradicts the fact that P − n∈ω J n = ∞ + and this completes the proof of the fact. Now we are ready to state the main result of this section, which for λ regular can be easily deduced from results of [N1] .
Theorem 9.12. For every cardinal λ of uncountable cofinality it is consistent that there is a countably tight compact space X with a point x such that hχ(x, X) = λ and for every clopen a such that x ∈ a we have |a| ≤ ω.
Proof. Let A be the algebra A F considered in V P . The fact that hχ(∞, X) = λ where X is the Stone space of A follows from Fact 9.11. The countable tightness and the remaining property follow from Fact 3.3 and Fact 9.8.
