In this paper, we presents the Collocation Method with the help of shifted Chebyshev polynomials and shifted Legendre polynomials for the numerical solution of nonlinear fractional integro-differential equations (NFIDEs). The method introduces a promising tool for solving many NFIDEs with the help of Newton's iteration method.
Introduction
It is now a days well established that several real life phenomena are better described by fractional differential equations and hence the study of these type of equations is very important due to their frequent appearance in various applications in fluid mechanics, biology, physics and engineering see [1, 2, 4] . Most of the fractional differential equations do not have exact analytic solutions and therefore, approximating or numerical techniques are generally applied. Consequently, considerable attention has been given to the solutions of fractional differential equations and fractional integral equations using different numerical methods such as Predictor Corrector method, Quadrature methods, Fractional Euler, Fractional Trapezoidal method, Legendre spline interpolation method, Adomain decomposition method, Taylor series method, Picard's iterative method, Variational principle method, Iterative methods, Laplace transform, Mellin transform, Collocation method, Galerkin method and many others. Many recent papers have dealt with the solutions of fractional differential equations by using above methods, see [5-7, 9, 14, 20, 21] and some of the references cited therein.
As Chebyshev polynomials and Legendre polynomials are well known family of orthogonal polynomials on the interval [−1, 1] that have many applications and widely used because of their good properties in the approximation of functions. This motivated to find a numerical solution of nonlinear fractional integrodifferential equations using Collocation method with the help of Chebyshev polynomials and Legendre polynomials to reduce to system of nonlinear equations and which can be solved by Newtons Iterative method.
The aim of the present paper is to determine the numerical solution of the nonlinear fractional integrodifferential equation of the type
for 0 ≤ x,t ≤ 1 and n − 1 < α ≤ n ∈ N where D α y(x) indicates the α-th Caputo fractional derivatives of y(x), g(x) and K(x,t) are given functions, x and t are real variables varying in the interval [0, 1] and y(x) is the unknown function to be determined. The paper is organized as follows: Section 2, presents the preliminaries and definitions. Section 3, dedicates the solution of nonlinear fractional integrodifferential equation by Collocation method with the help of shifted Chebyshev polynomials. Section 4, obtains the solution of nonlinear fractional integrodifferential equation by Collocation method with the help of shifted Legendre polynomials. Section 5, focuses on some examples to illustrate the theory.
Preliminaries and Definitions
In this section we recall some definitions and properties of fractional derivatives and fractional integrals [13, 16] . Definition 1. A real function f (x), x > 0, is said to be in the space C µ , µ ∈ R, if there exists a real number p > µ such that f (x) = x p f 1 (x), where f 1 (x) ∈ C[0, 1).
Definition 2.
A real function f (x), x > 0, is said to be in the space C m µ , m ∈ NU{0} if and only if f (m) ∈ C µ . Definition 3. The fractional integral of order α with the lower limit zero for a function f is defined as 
Definition 5. The Caputo derivative of order α for a function f : [0, ∞) → R can be written as
Solution of NFIDEs by Collocation method with the help of shifted Chebyshev polynomials
The well known Chebyshev polynomials are defined on the interval [−1, 1] and can be determined with the use of the following recurrence formula
The analytic form of the Chebyshev polynomials T n (z) of degree n is given by 
In order to use these polynomials on the interval [0, 1] we define the so called shifted Chebyshev polynomials by introducing change of variables z = 2x − 1. The shifted Chebyshev polynomials T n (2x − 1) be denoted by T * n (x). Then T * n (x)can be obtained as follows
for n = 2, 3, . . . with initial conditions
The analytic form of shifted Chebyshev polynomials T * n (x) of degree n is given by
for n = 2, 3, . . . The function y(x), which is square integrable functions in [0, 1], may be expressed in terms of shifted Chebyshev polynomials as
where the coefficients a i are given by
for i = 1, 2, . . .. In practice, only the first (n + 1) terms of shifted Chebyshev polynomials are considered. Then we have
Theorem 3.1 (Chebyshev Truncation Theorem). [12] The error in approximating y(x) by the sum of its first n terms is bounded by the sum of the absolute values of all the neglected coefficients. If
for all y(x), all n and all x ∈ [−1, 1].
The main approximate formula of the fractional derivative of y n (x) is given in the following theorem.
Theorem 3.2.
[12] Let y(x)be approximated by shifted Chebyshev polynomials and also suppose α > 0, then
where w
is given by
The numerical solution of nonlinear fractional integrodifferential equation (1.1) using collocation method with the help of shifted Chebyshev polynomials is discussed below. This method is based on approximating the unknown function y(x) as
where T * i (x) is the shifted Chebyshev polynomial and a i , i = 0, 1, 2, . . . are constants. Making use of (3.12) into (1.1), following equation is obtained
We now collocate equation (3.13) 
for suitable collocation points we use roots of shifted Chebyshev polynomials T * n+1− α (x). Also substituting equation (3.12) in the initial condition (1.1), we have
From equation (3.14) and equation (3.15) , we obtain (n + 1) system of nonlinear equations in a 0 , a 1 , . . . , a n given by 16) which can be solved by using the Newton's iteration method for system of nonlinear equation.
To develop the iterative scheme, the system of nonlinear equation (3.16) can be written in the vector form as F(a) = 0, where a = (a 0 , a 1 , . . . , a n ) and F = (F 0 , F 1 , . . . , F n ) . The Taylor series expansion is
Truncating the Taylor's series following equation is obtained
which gives
provided that the inverse of Jacobian Matrix ∂ F(a k ) ∂ a exists. First we solve the equation
where
∂ a is a known matrix and F(a k ) is a known vector, the equation (3.20) is just a system of linear equations, which can be solved efficiently and accurately. Once we have the solution vector x, we can obtain improved estimate a k+1 by equation (3.21).
Solution of NFIDEs by Collocation method with the help of shifted Legendre polynomials
The well known Legendre polynomials are defined on the interval [−1, 1] and can be determined with the use of the following recurrence formula
In order to use these polynomials on the interval [0, 1], we define the so called shifted Legendre polynomials by introducing change of variables z = 2x − 1. The shifted Legendre polynomials L n (2x − 1) be denoted by L * n (x). Then L * n (x) can be obtained as follows
The analytic form of shifted Legendre polynomials L * n (x) of degree n is given by
The orthogonality condition is
The function y(x), which is square integrable in [0, 1], may be expressed in terms of shifted Legendre polynomials as
In practice, only the first (n + 1) terms of shifted Legendre polynomials are considered. Then we have
Theorem 4.1.
[3] Let y(x) be approximated by shifted Legendre polynomials and suppose α > 0
The numerical solution of nonlinear fractional integrodifferential equation (1.1) using collocation method with the help of shifted Legendre polynomials is discussed below. This method is based on approximating the unknown function y(x) as
where L * i (x) is the shifted Legendre polynomial. Using (4.9) in (1.1), we obtain
Now we collocate equation (4.10) at (n + 1 − α ) points
For suitable collocation points we use roots of shifted Legendre polynomials L * n+1− α (x) and the initial condition (1.1), we obtain (n + 1) system of nonlinear equations in a 0 , a 1 , . . . , a n . These system of nonlinear equations can be solved by using the Newton's iteration method discussed above section.
Applications
In this section, we give some numerical examples of nonlinear fractional integrodifferential equations to illustrate the above results.
Example 5.1. Consider the following nonlinear fractional integrodifferential equation
where 0 ≤ x < 1, α = 
Method I: Collocation method with the help of shifted Chebyshev polynomials
The suggested method is implemented for n = 3 and approximate the solution as follows
where T * i (x) is the shifted Chebyshev polynomial and a i , i = 0, 1, 2, 3 are constants.
An application of Collocation method with the help of shifted Chebyshev polynomial to (5.1)-(5.2), following nonlinear system of equations is obtained, a 1 , a 2 , a 3 F 1 (a 0 , a 1 , a 2 , a 3 
Using Newton's iteration method for nonlinear system of equations, we obtain a 0 = 0.832197311166694 The suggested method is implemented for n = 3 and approximate the solution as follows
where 
Using Newton's iteration method for nonlinear system of equations, we obtain a 0 = 0.7765706927568846
making use of (5.7) into (5.6), following solution is obtained
which is approximate solution of (5.1)-(5.2).
In Figure 2 , we plot the approximate solution obtained by Method II and the exact solution for Example 5.1. 
Conclusion
The Collocation method is implemented with the help of shifted Chebyshev polynomials and shifted Legendre polynomials for solving nonlinear fractional integrodifferential equation. The fractional derivatives are considered in the Caputo sense. This method derives a good approximation and reliable techniques to handle nonlinear fractional integrodifferential equations. The properties of Chebyshev polynomials and Legendre polynomials are used to reduce nonlinear fractional integrodifferential equation to the solution of system of algebraic equations. The solution obtained using this method is in excellent agreement with the exact solution and show that this method is effective. All numerical results are obtained using Mathematica 11.
