A new adaptive filter algorithm based on the linear prediction property of sinusoidal signals is proposed for unbiased estimation of the frequency of a real tone in white noise. Similar to the least mean square algorithm, the estimator is computationally simple and it provides unbiased as well as direct frequency measurements. Learning behavior and variance of the estimated frequency are derived and confirmed by computer simulations. key words: adaptive filter, frequency estimation, fast algorithm
Introduction
The problem of frequency estimation for a sinusoid in noise has been an important research topic [1] - [3] because of its numerous applications in control theory, signal processing, digital communications, biomedical engineering as well as instrumentation and measurement. The discrete-time signal model for single sinusoidal frequency estimation is
where s n = α cos(ωn + φ)
The unknown α, ω ∈ (0, π) and φ ∈ [0, 2π) represent the tone amplitude, frequency and phase, respectively, while the noise q n is assumed to be a zero-mean white process with unknown variance σ 2 q . Without loss of generality, the sampling period is assigned to be one second. Our objective is to track ω, which can be nonstationary, from x n .
Thompson [4] has proposed the first adaptive algorithm for unbiased sinusoidal frequency estimation in the presence of white noise. In fact, it is an on-line implementation of Pisarenko's harmonic decomposition method, which utilizes the linear prediction (LP) property of sinusoids, via a unit-norm constrained least mean square (LMS) algorithm. Recently, a LP-based LMS algorithm for explicit frequency estimation, which improves [4] in terms of both computational complexity and accuracy, has been proposed [5] . In this Letter, we exploit higher-order LP terms to derive a novel adaptive algorithm which provides direct frequency measurements. It is shown that the proposed scheme is superior to the direct frequency estimator (DFE) in [5] . 
The Proposed Method
Following the LP property, we have
The 2mth order prediction error is then e n,m = x n − 2 cos(mω)x n−m + x n−2m (4) whereω is an estimate of ω. It has been shown in [5] that unbiased estimation of ω can be obtained by minimizing the mean square error of the 2nd order LP error function, namely, e n,1 , subject to a quadratic constraint.
Adding (3) to (4) with m = 1, and with the use of (1), (2), e n,1 is expressed as
The expected value of e n,1 x n−1 is easily shown to be
where σ 2 s = α 2 /2 is the tone power. Similarly, the 4th order prediction error, namely, e n,2 , can be written as:
The expected value of e n,2 x n−2 is then
From (6) and (8), an obvious and simple way to eliminate the effect of the unknown σ 2 q is to properly scale the two equations and then subtract the resultant signals. In doing so, we construct a new error signal, denoted by , based on the 2nd and 4th order LP errors:
Employing the idea of [6] which utilizes the instantaneous error signal as the learning increment in the adaptive algorithm, we propose the following update rule for tracking ω:ω
where μ is the step-size parameter,ω n denotes the estimate Copyright c 2008 The Institute of Electronics, Information and Communication Engineers of ω at the nth iteration and n is computed using the instantaneous values based on (9), that is, n = cos(ω n )e n,2 x n−2 − cos(2ω n )e n,1 x n−1 .
With the use of pre-stored cosine vector table [5] , the proposed algorithm requires seven multiplications, four shifts, six additions and two look-ups for each sampling interval, whose computational complexity is comparable to the DFE, namely, four multiplications, one shift, five additions and one look-up. Nevertheless, it is shown in the next Section that the proposed method has smaller steady-state mean square error than the DFE when their convergence trajectories are kept identical.
To evaluate the learning behavior of the proposed algorithm, we take the expectation of the increment in (10):
2 s (cos(ω n ) cos(2ω)−cos(2ω n ) cos(ω)) (11) which is identical to the expected value of the increment of the DFE algorithm [5] . As a result, the convergence analysis in [5] also applies to our proposed scheme.
We follow [5] to derive the steady-state variance of the proposed algorithm, which is denoted by var(ω). Subtracting ω from both sides of (10), squaring both sides, taking expectation and considering n → ∞, yields 2 lim
The RHS of (12) is computed as: 
On the other hand, the LHS of (12) is resolved as
The required terms for computing (14) are derived as: 
Substituting (13)- (19) into (12), the variance is then
where
q is the signal-to-noise ratio.
Results and Discussions
Computer simulations have been carried out to assess the performance of the proposed frequency estimation algorithm compared with the DFE [5] . The sinusoidal amplitude is α = √ 2 and σ 2 q = 0.01 is assigned for the white Gaussian noise power, which corresponds to a SNR of 20 dB. The step-size parameters of both algorithms are set to 0.001 and all simulation results are averages of 100 independent runs. Figure 1 shows that the proposed method can accurately estimate frequency with an abrupt change. The actual frequency has a value of 0.2π for the first 4000 iterations and then suddenly changes to 0.8π afterwards. We also observe that it has the same learning behavior with that of the DFE. Figure 2 shows the steady-state mean square frequency errors (MSFEs) of the proposed method and the DFE versus the admissible range of frequency. It is seen that the proposed algorithm has a much smaller variance than that of the DFE particularly when the true frequency is away from 0.5π. We believe that the superiority of our proposed scheme owes to the use of higher order LP terms because they are less noisy than the lower order terms [7] . Furthermore, the variance of the proposed scheme agrees with the theoretical calculation in (21). The MSFEs versus SNR at ω = 0.25π are plotted in Fig. 3 . We observe that the proposed estimator outperforms the DFE for SNR > 5 dB, although the agreement with (21) is degrading as SNR increases.
Finally, the frequency estimation performance in the presence of sinusoidal interference is investigated. We include another sinusoid with a frequency of 0.5π and amplitude of 0.3α in the signal model of (1) and repeat the simulations corresponding to Fig. 1 . The results are plotted in Fig. 4 . As the development of the proposed estimator is based on a single real tone, it is not surprised that biased estimation is achieved in the presence of sinusoidal interference, although the bias generally decreases with the signalto-interference ratio.
Conclusion
A new adaptive algorithm which makes use of the 2nd and 4th order linear prediction errors is derived for direct frequency estimation. Simulation results show that its estimation performance is superior to that of the direct frequency estimator. It is noteworthy that the proposed idea can be extended with the use of higher order linear prediction terms.
