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Abstract—We consider the problem of network coding across
three unicast sessions over a directed acyclic graph, when each
session has min-cut one. Previous work by Das et al. adapted
a precoding-based interference alignment technique, originally
developed for the wireless interference channel, specifically to
this problem. We refer to this approach as precoding-based
network alignment (PBNA). Similar to the wireless setting, PBNA
asymptotically achieves half the minimum cut; different from the
wireless setting, its feasibility depends on the graph structure.
Das et al. provided a set of feasibility conditions for PBNA
with respect to a particular precoding matrix. However, the set
consisted of an infinite number of conditions, which is impossible
to check in practice. Furthermore, the conditions were purely
algebraic, without interpretation with regards to the graph
structure. In this paper, we first prove that the set of conditions
provided by Das. et al are also necessary for the feasibility of
PBNA with respect to any precoding matrix. Then, using two
graph-related properties and a degree-counting technique, we
reduce the set to just four conditions. This reduction enables
an efficient algorithm for checking the feasibility of PBNA on a
given graph.
I. INTRODUCTION
Network coding was originally introduced to maximize the
rate of a single multicast session over a network [1] [2]
[3]. However, network coding across different sessions, which
includes multiple unicasts as a special case, is a well-known
open problem. For example, finding linear network codes for
multiple unicasts is NP-hard [4]. Thus, suboptimal, heuristic
approaches, such as linear programming [5] and evolutionary
approaches [6], are typically used. Moreover, while it has been
shown that scalar or vector linear network codes might be
insufficient to achieve the optimal rate [7], only approximation
methods [8] exist to characterize the rate region for this setting.
In this paper, we consider the simplest inter-session linear
network coding scenario: three unicast sessions over a directed
acyclic graph, each session with minimum cut one. Das
et al. [9] applied a precoding-based interference alignment
technique, originally developed by Cadambe and Jafar [10]
for wireless interference channel, to this problem; we refer to
this technique as precoding-based network alignment (PBNA).
In a nutshell, PBNA (i) simulates a wireless channel through
random network coding [3] in the middle of the network
and (ii) applies interference alignment at the edge, i.e., via
precoding at the sources and decoding at the receivers. This
way, it greatly simplifies the network code design, while it
This work was supported by the NSF CAREER award (0747110) and by
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guarantees that each unicast session asymptotically achieves a
rate equal to half of its minimum cut [9].
An important difference from the wireless interference chan-
nel is that, in our problem, there may be dependencies between
elements of the transfer matrix introduced by the graph struc-
ture, which make PBNA infeasible in some networks [11]. As
a first step, Das et al. [9] provided a set of feasibility conditions
for PBNA, and proved they are sufficient for the feasibility
of PBNA with respect to a particular precoding matrix. One
important limitation is that the set consists of an infinite
number of conditions, which makes it impossible to check
in practice. Another limitation is the lack of consideration
of graph structure, which turns out to be the reason for the
significant redundancy in the set of conditions. Ramakrishnan
et al. [11] conjectured that the infinite set of conditions can be
reduced to just two conditions. Han et al. [12] proved that the
conjecture holds for three symbol extensions; however, this
result cannot be generalized beyond three symbol extensions.
In this paper, we make the following contributions. First,
we prove that the set of conditions provided in [9] are also
necessary for the feasibility of PBNA with respect to any
valid precoding matrix. Then, using a simple degree-counting
technique and two graph-related properties, we greatly reduce
the set to just three conditions; two of them turn out to
have an intuitive interpretation in terms of graph structure.
Finally, we present an efficient algorithm for checking the
three conditions.
The rest of this paper is organized as follows. In Section
II, we present the problem formulation. In Section III, we
summarize our main results. In Section IV, we discuss the
graph-related properties that are key to the simplification of
the conditions. In Section V, we prove and discuss our main
results regarding the feasibility condition of PBNA. In Section
VI, we present an algorithm for checking the condition. In
Section VII, we conclude the paper. The Appendices provide
details on the proofs that were outlined or omitted from the
main part of the paper.
II. PROBLEM FORMULATION
The network is a delay-free directed acyclic graph, denoted
by G = (V,E), where V is the set of nodes and E the set of
edges. Without loss of generality, each edge has capacity one,
i.e., can transmit one symbol of finite field F2m in a unit time.
For the ith unicast session (i ∈ {1, 2, 3}), let si and di be its
sender and receiver respectively, and Ri its transmission rate.
Every edge e ∈ E represents an error free channel. We assume
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that the minimum cut between si and di is one. Let Xi be the
source symbol transmitted at si and Zi be the symbol received
at di. We further extend G as follows: For the ith unicast
session (i ∈ {1, 2, 3}), we add a virtual sender s′i and a virtual
receiver d′i and two edges σi = (s
′
i, si) and τi = (di, d
′
i). The
extended graph is denoted by G′ = (V ′, E′). For e ∈ E′, let
head(e) and tail(e) denote its head and tail respectively.
In the middle of the network, we employ random network
coding [3] to mimic wireless channel. The symbol transmitted
along e ∈ E′, denoted by Ye, is a linear combination of
incoming symbols at tail(e).
Ye =
{
Xi If e = σi;∑
head(e′)=tail(e) xe′eYe′ Otherwise.
where xe′e is a variable, which takes values from F2m and
represents the coding coefficient used to combine the incoming
symbol along e′ into the symbol along e. We group all coding
coefficients xe′e’s into a vector x, called the coding vector of
G′. The network acts as a linear system: the output at d′i is
a mixture of source symbols, Zi =
∑3
j=1mij(x)Xj , where
mij(x) ∈ F2m [x] is the transfer function from s′j to d′i and
can be written as follows [2]:
mij(x) =
∑
P∈Pij
t(P )
where Pij is the set of paths from s′j to d′i, and t(P ) is the
product of coding coefficients along path P . We assume that
all mij(x)’s are non-zeros, which is the most challenging case.
Indeed, as shown in Section V, when some mij(x) (i 6= j)
is zero, the feasibility condition of PBNA is significantly
simplified due to reduced number of interferences.
At the edge of the network, we apply interference alignment
[9] [10] via precoding at senders and decoding at receivers.
Let Xi = (X1i , · · · , Xkii )T denote the input vector at sender
s′i, where ki is a two-phase function of some integers n,
depending on whether i equals one:
ki =
{
L1(n) if i = 1
L2(n) otherwise.
where L1 : Z+ → Z+ and L1 : Z+ → Z+ are two functions
defined on Z+. We will determine L1(n) and L2(n) later in
this section. In order for PBNA to work properly, we require
L1(n) and L2(n) satisfy the following condition:
L1(n) ≥ L2(n) (1)
lim
n→∞
L1(n)
L2(n)
= 1 (2)
Define L(n) = L1(n)+L2(n). As we will see later, the above
two conditions are essential in the construction of a valid
solution to PBNA. We use precoding matrix Vi to encode
Xi into L(n) symbols, which are then transmitted via L(n)
uses of the network (time slots). The output vector at d′i is
Zi = (Z
1
i , · · · , ZL(n)i )T =
∑3
j=1
MijVjXj
where Mij is a L(n)× L(n) diagonal matrix with the (k, k)
element being mij(xk), where xk represents the coding vector
for the kth use of the network. V1 is a L(n)×L1(n) matrix,
and V2,V3 are both L(n) × L2(n) matrices. Vi can still
contain indeterminate variables. Let ξ denote the vector of all
variables in x1, · · · ,xL(n) and V1,V2,V3. We require the
following conditions are satisfied for some values of ξ [10]:
A1 : span(M12V2) = span(M13V3)
A2 : span(M23V3) ⊆ span(M21V1)
A3 : span(M32V2) ⊆ span(M31V1)
B1 : rank(M11V1 M12V2) = L(n)
B2 : rank(M21V1 M22V2) = L(n)
B3 : rank(M31V1 M33V3) = L(n)
Condition Ai guarantees that all the interferences at d′i
are aligned, i.e., mapped into the same linear space, while
condition Bi ensures that all source symbols for the ith
unicast session can be decoded. These conditions ensure
that we can achieve a rate tuple (R1, R2, R3) = Rn ,
(L1(n)L(n) ,
L2(n)
L(n) ,
L2(n)
L(n) ), which approaches (
1
2 ,
1
2 ,
1
2 ) as n→∞.
In this case, we say that Rn is feasible through PBNA. 1
Previous work [9] [11] [12] only considered the feasibility
of PBNA under a particular precoding matrix, i.e., V∗1 in
Eq. (6), which was first introduced in [10]. To address this
limitation and characterize the feasibility of PBNA for any
precoding matrix, we reformulate A1,A2,A3 andB1,B2,B3
without any assumption about the structure of precoding
matrix. First, we reformulate A1,A2,A3 as:
A ′1 : M12V2 = M13V3A
A ′2 : M23V3 = M21V1B
A ′3 : M32V2 = M31V1C
where A is an L2(n)×L2(n) invertible matrix, and B and C
are both L1(n)×L2(n) matrices with rank L2(n). A ′1 ,A ′2 ,A ′3
can be further condensed into a single condition:
TV1C = V1BA (3)
where T = M12M−121 M23M
−1
32 M31M
−1
13 . Finally, conditions
B1,B2,B3 are reformulated as:
B′1 : ψ1(ξ) = det(V1 P1V1C) 6= 0
B′2 : ψ2(ξ) = det(V1 P2V1C) 6= 0
B′3 : ψ3(ξ) = det(V1 P3V1CA
−1) 6= 0
where P1 = M31M−111 M12M
−1
32 , P2 = M31M
−1
21 M22M
−1
32 ,
and P3 = M12M−132 M33M
−1
13 , and ψ1(ξ), ψ2(ξ), ψ3(ξ)
are rational functions in the field F2m(ξ). Define ψ(ξ) =∏3
i=1 ψi(ξ). We assume that F2m is sufficiently large such
that if ψ(ξ) is a non-zero rational function, there are values
to ξ, denoted by ξ0, such that ψ(ξ0) 6= 0.
We also define the following rational functions:
p1(x) =
m31(x)m12(x)
m11(x)m32(x)
p2(x) =
m31(x)m22(x)
m21(x)m32(x)
p3(x) =
m12(x)m33(x)
m32(x)m13(x)
η(x) =
m31(x)m12(x)m23(x)
m21(x)m32(x)m13(x)
(4)
1In this paper, we first consider the feasibility conditions of PBNA for a
fixed value of n. Then, in the Main Theorem, we prove that the feasibility
conditions of PBNA are actually irrelevant to n for n > 1.
Clearly, pi(x) and η(x) form the elements along the diag-
onals of Pi and T respectively. Hence, the following lemma
holds:
Lemma 1: R∗n is feasible through PBNA if and only if 1)
Eq. (3) is satisfied, and 2) B′1,B
′
2,B
′
3 are satisfied.
Form Lemma 1, we see that a solution to PBNA consists
of four matrices, i.e., V1, A, B and C. We use vector Γ to
represent such a solution:
Γ = (V1,A,B,C) (5)
The fundamental design problem in PBNA is to find Γ such
that all the conditions in Lemma 1 are satisfied. Indeed, the
major restriction comes from Eq. (3). As shown in [9], the
construction of Γ depends on whether η(x) is constant. When
η(x) is constant, and thus T is an identity matrix, we set
C = BA. Therefore, any arbitrary V1 can satisfy Eq. (3).
In fact, for this case, as we will see in Section V-A that all
the interferences can be perfectly aligned such that the we can
achieve one half rate for each unicast session in exactly two
time slots.
In contrast, when η(x) is not constant, we can no longer
choose V1 freely. [10] proposed the following solution, which
has also been used by most of recent work [9] [11] [12]. Let
L1(n) = n + 1 and L2(n) = n, and define the precoding
matrix
V∗1 = (w Tw · · ·Tnw) (6)
where w is a column vector of 2n + 1 ones. Meanwhile, we
set A = In, C consists of the left n columns of In+1, and B
the right n columns of In+1; this construction satisfies Eq. (3).
Note that the form of V1 is determined by A,B and C. With
different A,B and C, we can derive different V1; therefore
the choice of V1 is not limited to just V∗1 . Using this solution,
we can achieve the following rate tuple through PBNA:
R∗n =
(
n+ 1
2n+ 1
,
n
2n+ 1
,
n
2n+ 1
)
(7)
As observed in [11], graphs can introduce dependence
between transfer functions2 so that PBNA may be infeasi-
ble. This is a fundamental difference compared to wireless
interference channel, where channel gains can change inde-
pendently and interference alignment is always feasible. Fig.
1 depicts some examples of graphs where PBNA is infeasible.
In Fig. 1(a), pi(x) = η(x) = 1 for i ∈ {1, 2, 3}, thus
Pi = I2n+1, implying B′1,B
′
2,B
′
3 are all violated. In Fig.
1(b), p1(x) =
η(x)
η(x)+1 , which also violates B
′
1. This example
shows that the conjecture proposed by Ramakrishnan et al.
[11] doesn’t hold beyond three symbol extensions. Moreover,
by exchanging s1 ↔ s2 and d1 ↔ d2, we obtain another
counter example, where p2(x) = 1 + η(x), violating B′2.
As a first step, [9] proposed the following set of conditions
2Dependence here means that one transfer function (namely mii(x),
corresponding to signal for the ith unicast flow) can be written as a rational
function of other transfer (interference) functions. The exact functional form
is dictated by Eq. (9) or Eq. (10)-(12).
(a) p1(x) = p2(x) = p3(x) =
η(x) = 1
(b) p1(x) =
η(x)
η(x)+1
Fig. 1: Examples of graphs where PBNA is infeasible
for PBNA.3 For i ∈ {1, 2, 3},
pi(x) /∈
{
f(η(x))
g(η(x))
: f(z), g(z) ∈ F2m [z], g(z) 6= 0
}
(8)
In [9], it was proved that if Eq. (8) is satisfied, we can use
V∗1 to asymptotically achieve half rate in an infinite number
of time slots. Unfortunately, since Eq. (8) contains an infinite
number of conditions, it is impractical to verify. Moreover,
since only one particular matrix was considered in [9], Eq.
(8) was only shown to be sufficient for PBNA.
III. OVERVIEW OF MAIN RESULTS
We now state our main results; proofs are deferred to
Section V and to the appendices. Since the construction of
V1 depends on whether η(x) is constant, we distinguish two
cases.
A. η(x) Is Constant
In this case, we can choose V1 freely, and thus the fea-
sibility condition of PBNA can be significantly simplified.
Moreover, we can achieve one half rate in exactly two time
slots, as stated in the following theorem:
Theorem 1: Assume η(x) is constant. The rate tuple
( 12 ,
1
2 ,
1
2 ) is feasible through PBNA if and only if pi(x) is
not constant for each i ∈ {1, 2, 3}.
B. η(x) Is Not Constant
In this case, we cannot choose V1 freely. Using similar
technique as in [9], we can rewrite Eq. (8) as follows: 4
pi(x) /∈Sn =
{
f(η(x))
g(η(x))
: f(z), g(z) ∈ F2m [z],
f(z)g(z) 6= 0, gcd(f(z), g(z)) = 1,
df ≤ n, dg ≤ n− 1
}
∀i ∈ {1, 2, 3}
(9)
Note that, in contrast to Eq. (8), the above set of conditions
guarantee that R∗n is NA-feasible for a fixed value of n.
Next, we show that Eq. (9) is also necessary for the
feasibility of PBNA with respect to any V1 satisfying the
conditions of Lemma 1.
Theorem 2: Assume η(x) is not constant. R∗n is feasible
through PBNA if and only if for each i ∈ {1, 2, 3}, pi(x) /∈
Sn.
3There is actually a small difference between Eq. (8) and the original
formulation in [9], in which p1(x) is replaced by 1/p1(x). It is easy to
see that the two are equivalent.
4Notation: For two polynomials f(x) and g(x), let gcd(f(x), g(x)) denote
their greatest common divisor, and df the degree of f(x).
Finally, we greatly reduce Sn to just four rational functions:
Theorem 3 (The Main Theorem): Assume η(x) is not con-
stant. For n > 1, R∗n is feasible through PBNA if and only if
the following conditions are satisfied:
m11(x) 6= a1m21(x)m13(x)
m23(x)
+ b1
m31(x)m12(x)
m32(x)
(10)
m22(x) 6= a2m32(x)m21(x)
m31(x)
+ b2
m12(x)m23(x)
m13(x)
(11)
m33(x) 6= a3m13(x)m32(x)
m12(x)
+ b3
m23(x)m31(x)
m21(x)
(12)
where for i ∈ {1, 2, 3}, ai, bi are constants in {0, 1} and
cannot be zeros at the same time.
Note that Eq. (10)-(12) correspond to the following condi-
tions respectively:
p1(x) /∈
{
1, η(x),
η(x)
1 + η(x)
}
(13)
p2(x) /∈ {1, η(x), 1 + η(x)} (14)
p3(x) /∈ {1, η(x), 1 + η(x)} (15)
As shown in the Main Theorem, the feasibility conditions
for PBNA are irrelevant to n for n > 1. This indicates that
if PBNA is feasible for n = 2, then it is feasible for any
arbitrary n > 1, and thus we can use PBNA to achieve half
rate asymptotically. Otherwise, if PBNA is not feasible for
some n > 1, PBNA doesn’t even allow us to achieve any rate
greater than ( 23 ,
1
3 ,
1
3 ).
The basic idea behind the Main Theorem is that we can
compare the degree of a variable in pi(x) with that of a
rational function in Sn. This technique enables us to reduce
Sn to the form {a0+a1η(x)b0+b1η(x) }. Thus, we only need to consider a
finite number of rational functions, namely Eq. (10)-(12). This
enables an efficient algorithm for checking the feasibility of
PBNA. The key for enabling this reduction lies in two graph-
related properties, which we refer to as Linearization Property
and Square-Term Property, as described in the next section.
IV. GRAPH-RELATED PROPERTIES
Our key intuition is that pi(x) is not an arbitrary function
but depends on transfer functions, as specified in Eq. (4).
Therefore, pi(x) has special algebraic properties, which can
be exploited to simplify Eq. (9).
First note that all pi(x)’s are of the following general form:
h(x) =
mab(x)mpq(x)
maq(x)mpb(x)
, a, b, p, q ∈ {1, 2, 3}, a 6= p, b 6= q
Furthermore, each path pair in Pab×Ppq contributes a term
in mab(x)mpq(x), and each path pair in Paq×Ppb contributes
a term in maq(x)mpb(x):
mab(x)mpq(x) =
∑
(P1,P2)∈Pab×Ppq
t(P1)t(P2)
maq(x)mpb(x) =
∑
(P3,P4)∈Paq×Ppb
t(P3)t(P4)
A. Linearization Property
First, consider the following lemma, which provides an easy
way to check whether pi(x) /∈ {1, η(x)} (as in Section VI).
(a) o(e2) > o(e3)
and o(e1) < o(e4)
(b) o(e2) > o(e3)
and o(e1) > o(e4)
(c) o(e2) < o(e3)
Fig. 2: The construction of H (in the proof of the Linearization
Property) enabled by Lemma 2 (P1 is disjoint with P2)
The intuition is that we can multicast two symbols from s′b, s
′
q
to d′a, d
′
p by network coding if and only if the minimum cut
separating s′b, s
′
q from d
′
a, d
′
p is greater than one [2].
Lemma 2: mab(x)mpq(x) 6= maq(x)mpb(x) if and only if
there is disjoint path pair (P1, P2) ∈ Pab×Ppq or (P3, P4) ∈
Paq × Ppb.
Proof: See Appendix A.
The first graph-related property states that pi(x) can be
transformed into its simplest non-trivial form (i.e., a linear
function or the inverse of a linear function). The key to Lemma
3 is to find a subgraph H and consider h(x) restricted to
H , i.e., h(xH) =
mab(xH)mpq(xH)
maq(xH)mpb(xH)
, where xH represents the
coding vector of H . Due to the graph structure induced by
Lemma 2, we can always find H such that some variable
xee′ appears exclusively in the numerator or the denominator
of h(xH). Thus, by assigning values to xH other than xee′ ,
we can transform h(xH) into a linear function or the inverse
of a linear function in terms of xee′ . Since h(xH) can be
acquired through a partial assignment to x, this transformation
also holds for the complete graph G.
Lemma 3 (Linearization Property): Let h(x) =
mab(x)mpq(x)
maq(x)mpb(x)
= u(x)v(x) such that gcd(u(x), v(x)) = 1. Assume
h(x) is not constant. Then, for sufficiently large m, we can
assign values to x other than a variable xee′ such that u(x)
and v(x) are transformed into either u(xee′) = c1xee′ + c0,
v(xee′) = c2 or u(xee′) = c2, v(xee′) = c1xee′ + c0, where
c0, c1, c2 are constants in F2m , and c1c2 6= 0.
Proof: In this proof, given a path P and e, e′ ∈ P , let
P [e : e′] denote the path segment along P between e and
e′, including e, e′. We arrange the edges of G′ in topological
order, and for e ∈ E′, let o(e) denote e’s position in this
ordering. Moreover, denote h1(x) = mab(x)mpq(x), h2(x) =
maq(x)mpb(x) and d(x) = gcd(h1(x), h2(x)). Let s1(x) =
h1(x)
d(x) and s2(x) =
h2(x)
d(x) . Hence gcd(s1(x), s2(x)) = 1. It
follows u(x) = cs1(x) v(x) = cs2(x), where c is a non-
zero constant in F2m . By Lemma 2, there exists disjoint path
pair (P1, P2) ∈ Pab ×Ppq or (P3, P4) ∈ Paq ×Ppb. Now we
consider the first case.
Let (P ′3, P
′
4) ∈ Paq×Ppb. Since P1, P ′4 both originate at σb,
and P2, P ′4 both terminate at τp, there exist e1 ∈ P1 ∩ P ′4 and
e2 ∈ P2∩P ′4 such that the path segment along P ′4 between e1
and e2 is disjoint with P1∪P2. Similarly, there exist e3 ∈ P2∩
Fig. 3: Illustration of Square-Term Property. A term with x2ee′
introduced by (P1, P2) in the numerator of h(x) equals another term
introduced by (P3, P4) in the denominator of h(x).
P ′3 and e4 ∈ P1∩P ′3 such that the path segment between e3 and
e4 along P ′3 is disjoint with P1 ∪ P2. Construct the following
two paths: P ′′4 = P1[σb : e1] ∪ P ′4[e1 : e2] ∪ P2[e2 : τp] and
P ′′3 = P2[σq : e3]∪P ′3[e3 : e4]∪P1[e4 : τa] (see Fig. 2). Let H
denote the subgraph of G′ induced by P1∪P2∪P ′′3 ∪P ′′4 , and
xH the coding vector of H . We will prove that the theorem
holds for H . Note that since h1(xH) and h2(xH) are both
non-zeros, d(xH) 6= 0.
If o(e2) > o(e3) (Fig. 2(a)-(b)), the variables in t(P2[e3 :
e2]) are absent in h2(xH). We then arbitrarily select a
variable xee′ from t(P2[e3 : e2]), and write h1(xH) as
f(x′H)xee′+g(x
′
H), where x
′
H includes all the variables in xH
other than xee′ , and f(x′H), g(x
′
H) ∈ F2m [x′H ]. Meanwhile,
h2(xH) can be written as h2(x′H) ∈ F2m [x′H ]. Clearly,
xee′ will not show up in d(xH) and thus it can also be
written as d(x′H) ∈ F2m [x′H ]. We then find values for x′H ,
denoted by r, such that f(r)h2(r)d(r) 6= 0. Finally, denote
c0 = cg(r)d
−1(r), c1 = cf(r)d−1(r) and c2 = ch2(r)d−1(r)
and the theorem holds.
On the other hand, if o(e2) < o(e3) (see Fig. 2(c)), the
variables in t(P1[e1 : e4]) are absent in h2(xH). We then
select a variable xee′ from t(P1[e1 : e4]). Similar to above,
it’s easy to see that u(x) and v(x) can be transformed into
c1xee′ + c0 and c2 respectively.
For the case where there exists disjoint path pair (P3, P4) ∈
Paq×Ppb, we can show that u(x) and v(x) can be transformed
into c2 and c1xee′ + c0 respectively.
B. Square-Term Property
The second graph-related property is stated in Lemma 4: the
coefficient of x2ee′ in the numerator of h(x) equals its counter-
part in the denominator of h(x). Thus, if x2ee′ appears in the
numerator of h(x) under some assignment to x, it must also
appear in the denominator of h(x), and vice versa.
Lemma 4 (Square-Term Property): Given a coding vari-
able xee′ , let f1(x) and f2(x) be the coefficients of x2ee′
in mab(x)mpq(x) and maq(x)mpb(x) respectively. Then
f1(x) = f2(x).
Proof: For any xee′ , define Q1 = {(P1, P2) ∈ Pab×Ppq :
x2ee′ | t(P1)t(P2)} and Q2 = {(P3, P4) ∈ Paq × Ppb : x2ee′ |
t(P3)t(P4)}. Consider a path pair (P1, P2) ∈ Q1. Since the
degree of xee′ in t(P1) and t(P2) is at most one, we must
have xee′ | t(P1) and xee′ | t(P2). Thus e, e′ ∈ P1 ∩ P2. Let
P 11 , P
2
1 be the parts of P1 before e and after e
′ respectively.
Similarly, define P 12 and P
2
2 . Then construct two new paths:
P3 = P
1
2 ∪ {e, e′} ∪P 21 and P4 = P 11 ∪ {e, e′} ∪P 22 (see Fig.
3). Clearly, t(P1)t(P2) = t(P3)t(P4), and thus (P3, P4) ∈ Q2.
The above method establishes a one-to-one mapping φ : Q1 →
Q2, such that for φ((P1, P2)) = (P3, P4), t(P1)t(P2) =
t(P3)t(P4). Hence, f1(x) = 1x2
ee′
∑
(P1,P2)∈Q1 t(P1)t(P2) =
1
x2
ee′
∑
(P3,P4)∈Q2 t(P3)t(P4) = f2(x).
V. FEASIBILITY CONDITION OF PBNA
In this section, we provide the proofs of Theorems 1, 2 and
3 (Main Theorem).
A. η(x) Is Constant
Proof of Theorem 1: In this case, T is identity matrix.
We set L1(n) = L2(n) = 1 and V1 = (θ1 θ2)T , where θ1, θ2
are arbitrary variables, and A,B,C are all scalar ones. It is
easy to see that Eq. (3) is satisfied. Moreover, if pi(x) is not
constant, we have
ψi(ξ) = det
(
θ1 pi(x
1)θ1
θ2 pi(x
2)θ2
)
= θ1θ2(pi(x
1)− pi(x2)) 6= 0
and B′i is satisfied. Thus (
1
2 ,
1
2 ,
1
2 ) is feasible through PBNA.
Conversely, if pi(x) is constant, B′i is violated, and thus
( 12 ,
1
2 ,
1
2 ) is not feasible through PBNA.
B. η(x) Is Not Constant
Due to the importance of V1, we first consider how to
construct V1 which satisfies (3). The construction of V1
involves solving a system of linear equations:
r(z)(zC−BA) = 0 (16)
where r(z) = (r1(z), · · · , rn+1(z)) ∈ Fn+12m (z). It is easy to
see that zC − BA is a matrix on F2m(z). Assume r0(z) is
a non-zero solution to (16). Substitute z with η(xi), and we
have
η(xi)r0(η(x
i))C = r0(η(x
i))BA
Finally, construct the following precoding matrix
VT1 = (r
T
0 (η(x
1)) rT0 (η(x
2)) · · · rT0 (η(x2n+1)))
Apparently, V1 satisfies (3). Hence, each non-zero solution to
(16) corresponds to a row of V1 satisfying (3). Conversely,
it is straightforward to see that each row of V1 satisfying (3)
corresponds to a solution to (16).
Example 1: As an example, consider the case where n = 2
and m = 2. Let α be the primitive element of F4 such that
α3 = 1 and α2 + α+ 1 = 0. Moreover, let A = I2 and
C =
 1 αα 1
α2 1
 B =
α
2 α
1 1
1 α

Apparently, rank(C) = rank(B) = 2. It’s easy to verify
that r(z) = (α2z2 + α, z + α, z2 + αz + α2) satisfies
equation (16). Thus, we substitute z with η(xj) and construct
VT1 = (r
T (η(x1)) rT (η(x2)) · · · rT (η(x5))). According
to the above discussion, equation (3) is satisfied. 
Using (16), we can derive the general form of V1 which
satisfies V1.
Lemma 5: Any V1 satisfying (3) has the form V1 =
GV∗1F, where V
∗
1 is defined in (6), F is an (n+ 1)× (n+ 1)
matrix, and G is a (2n+ 1)× (2n+ 1) diagonal matrix, with
the (i, i) element being fi(η(xi)), where fi(z) is a non-zero
rational function in F2m(z). Moreover, the (n + 1)th row of
FC and the 1st row of FBA are both zero vectors.
Proof: See Appendix B.
Lemma 5 indicates that there is a direct relation between
V∗1 and the general form of V1, which we use to prove that
Eq. (9) is also necessary for the feasibility of PBNA.
Proof of Theorem 2: The sufficiency of (9) was proved
in [9]. Now assume pi(x) =
f(η(x))
g(η(x)) ∈ Sn, where f(z) =∑n
k=0 akz
k and g(z) =
∑n−1
k=0 bkz
k. We will prove that for
any V1 satisfying (3), B′i cannot be satisfied, thus R
∗
n is not
NA-feasible. Apparently, if rank(V1) < n+1, B′i is violated.
Thus, in the rest of this proof, we assume rank(V1) = n+ 1.
By Lemma 5, V1 = GV∗1F, where F is an (n + 1) ×
(n + 1) invertible matrix. The jth row of V1 is rj =
fj(η(x
j))(1, η(xj), · · · , ηn(xj))F. Since the (n + 1)th row
of FC is zero, we have
rjC = fj(η(x
j))(1, η(xj), · · · , ηn−1(xj))H
where H consists of the top n rows of FC and rank(H) = n.
Let a = (a0, a1, · · · , an)T and b = (b0, b1, · · · , bn−1)T . For
i = 1, 2, we define a′ = F−1a and b′ = H−1b. It follows
rja
′ = fj(η(xj))(1, η(xj), · · · , ηn(xj))Fa′
= fj(η(x
j))(1, η(xj), · · · , ηn(xj))a
= fj(η(x
j))f(η(xj))
= fj(η(x
j))pi(x
j)g(η(xj))
= pi(x
j)fj(η(x
j))(1, η(xj), · · · , ηn−1(xj))b
= pi(x
j)fj(η(x
j))(1, η(xj), · · · , ηn−1(xj))Hb′
= pi(x
j)rjCb
′
Hence, the columns of (V1 PiV1C) are linearly dependent,
violating B′i. Similarly, we can prove the case of i = 3.
For the proof of the Main Theorem, we need to rearrange
the ratio of rational functions f(η(x))g(η(x)) in Eq. (9) to a ratio of
coprime polynomials with variables x. To this end, we use a
property of polynomials stated in the following lemma.
Lemma 6: Let F be a field. z is a variable and y =
(y1, y2, · · · , yk) is a vector of variables. Consider four non-
zero polynomials f(z), g(z) ∈ F[z] and s(y), t(y) ∈ F[y],
such that gcd(f(z), g(z)) = 1 and gcd(s(y), t(y)) = 1.
Denote d = max{df , dg}. Define two polynomials in F[y]:
α(y) = f( s(y)t(y) )t
d(y) and β(y) = g( s(y)t(y) )t
d(y). Then
gcd(α(y), β(y)) = 1.
Proof: See Appendix C.
The proof of the Main Theorem consists of three steps. In
the first step, we use degree-counting technique and Lineariza-
tion Property to reduce Sn to the form {a0+a1η(x)b0+b1η(x) }. In the
second step, we use Linearization Property and Square Term
Property to further reduce Sn to the four rational functions in
S ′ = {1, η(x), 1 + η(x), η(x)1+η(x)}. Finally, we use the results
from [12] to rule out the remaining redundant conditions.
Proof of the Main Theorem: Clearly, the necessity of
(10)-(12) (or Eq. (13)-(15)) follows directly from Theorem 2.
Now assume for i ∈ {1, 2, 3}, pi(x) /∈ S ′. We will prove that
pi(x) /∈ Sn and thus R∗n is NA-feasible by Theorem 2. We
only prove p1(x) /∈ Sn. The other cases follow similar lines.
By contradiction, assume there exists p1(x) =
f(η(x))
g(η(x)) ∈ Sn,
where f(z) =
∑k
i=0 aiz
i and g(z) =
∑l
i=0 biz
i such
that albk 6= 0 and gcd(f(z), g(z)) = 1. Moreover, let
p1(x) =
u(x)
v(x) and η(x) =
s(x)
t(x) , where gcd(u(x), v(x)) =
gcd(s(x), t(x)) = 1. Let d = max{k, l}. Define the fol-
lowing two polynomials α(x) = f(η(x))td(x) and β(x) =
g(η(x))td(x). According to Lemma 6, gcd(α(x), β(x)) = 1.
Thus, we have α(x) = cu(x), and β(x) = cv(x), where
c ∈ F2m and c 6= 0.
According to Lemma 3, there exists an assignment to
x under which u(x) and v(x) are transformed into either
u(xee′) = c1xee′ + c0, v(xee′) = c2 or u(xee′) = c2,
v(xee′) = c1xee′ + c0. We only consider the first case.
The proof for the other case is similar. In this case, α(x)
and β(x) are transformed into α(xee′) = cc1xee′ + cc0 and
β(xee′) = cc2 respectively.
First, we prove that both t(xee′) and s(xee′) are non-zeros.
Assume t(xee′) = 0. If k 6= l, at least one of α(xee′) and
β(xee′) equals zero, which is impossible. On the other hand,
if k = l, we have α(xee′) = aksk(xee′) and β(xee′) =
bks
k(xee′). It follows that cc1xee′+cc0 = akb−1k cc2, which is
impossible. Thus we have proved that t(xee′) 6= 0. Similarly,
we can also prove that s(xee′) 6= 0.
We then prove that d = 1. By contradiction, assume d ≥ 2.
We first consider the case where l ≤ k and thus d = k. In this
case, we have
α(xee′) =
∑k
j=0
ajt
k−j(xee′)sj(xee′) = cc1xee′ + cc0
β(xee′) =
∑l
j=0
bjt
k−j(xee′)sj(xee′) = cc2
Assume s(xee′) =
∑r
j=0 sjx
j
ee′ and t(xee′) =
∑r′
j=0 tjx
j
ee′ ,
where srtr′ 6= 0. Thus r = ds and r′ = dt and max{r, r′} ≥
1. Note that the degree of xee′ in tk−j(xee′)sj(xee′) is kr′ +
j(r − r′). We consider the following two cases:
Case I: r 6= r′. If r > r′, dα = kr ≥ 2, contradicting that
dα = 1. Now assume r < r′. Let l1 and l2 be the minimum
exponents of z in f(z) and g(z) respectively. It follows that
dα = kr
′ − l1(r′ − r) = 1 and dβ = kr′ − l2(r′ − r) = 0.
Clearly, l2 > 0 due to dβ = 0. If r > 0, kr′ − l2(r′ − r) >
kr′−l2r′ ≥ 0, contradicting dβ = 0. Hence, r = 0, and l2 = k
due to dβ = 0. Meanwhile, dα = (k−l1)r′ = 1, which implies
that l1 = k − 1 and r′ = 1. Thus, zk−1 is a common divisor
of f(z) and g(z), contradicting gcd(f(z), g(z)) = 1.
Case II: r = r′. Since dα = 1 and dβ(xee′) = 0, all the
terms in α(xee′) and β(xee′) containing xkree′ must be cancelled
out, implying that
k∑
j=0
ajt
k−j
r s
j
r = t
k
r
k∑
j=0
aj
(
sr
tr
)j
= tkrf
(
sr
tr
)
= 0
l∑
j=0
bjt
k−j
r s
j
r = t
k
r
l∑
j=0
bj
(
sr
tr
)j
= tkrg
(
sr
tr
)
= 0
Hence z − srtr is a common divisor of f(z) and g(z), contra-
dicting gcd(f(z), g(z)) = 1.
Therefore, we have proved d = 1 when l ≤ k. Using similar
technique, we can prove that d = 1 when l ≥ k.
Define q1(x) =
η(x)
p1(x)
= m11(x)m23(x)m13(x)m21(x) . For d = 1, we
consider the following cases.
Case I: f(z)g(z) =
a0+a1z
b0+b1z
, where a1a0b1b0 6= 0, and a0b1 6=
a1b0. For this case, we have p1(xee′) =
a0+a1p1(xee′ )q1(xee′ )
b0+b1p1(xee′ )q1(xee′ )
.
It immediately follows
q1(xee′) =
a0c
2
2 − b0c0c2 − b0c1c2xee′
b1c21x
2
ee′ − a1c1c2xee′ + b1c20 − a1c0c2
Denote u1(xee′) = a0c22−b0c0c2−b0c1c2xee′ and v1(xee′) =
b1c
2
1x
2
ee′ − a1c1c2xee′ + b1c20 − a1c0c2. Assume u1(xee′) |
v1(xee′) and thus xee′ = a0c2−b0c0b0c1 is a solution to v1(xee′) =
0. However, v1(a0c2−b0c0b0c1 ) =
a0c
2
2
b20
(a0b1 + a1b0) 6= 0. Hence,
u1(xee′) - v1(xee′). Thus, by the definition of q1(x) and
Lemma 4, x2ee′ must appear in u1(xee′), which contradicts
the formulation of u1(xee′).
Case II: f(z)g(z) =
a0+a1z
b1z
, where a0a1b0 6= 0. Similar to Case
I, we can derive
q1(xee′) =
a0c
2
2
b1c21x
2
ee′ − a1c1c2xee′ + b1c20 − a1c0c2
which contradicts Lemma 4.
Case III: f(z)g(z) =
a1z
b0+b1z
, where a1b0b1 6= 0. Thus
q1(x) =
a1
b1
− b0
b1
m13(x)m21(x)
m11(x)m23(x)
Since the coefficient of each monomial in m11(x)m23(x) and
m13(x)m21(x) equals one, it directly follows a1b1 = − b0b1 =
b0
b1
= 1. This indicates that p1(x) =
η(x)
η(x)+1 , contradicting
p1(x) /∈ S ′.
Case IV: f(z)g(z) =
a0
b0+b1z
, where a0b0b1 6= 0. It follows that
q1(xee′) =
a0c
2
2 − b0c0c2 − b0c1c2xee′
b1c20 + b1c
2
1x
2
ee′
Similar to Case I, this also contradicts Lemma 4.
Case V: f(z)g(z) =
a0
z , where a0 6= 0. Hence, q1(xee′) =
a0c
2
2
c21x
2
ee′+c
2
0
, contradicting Lemma 4.
Case VI: f(z)g(z) = a0+a1z, where a0a1 6= 0. Thus, it follows
p1(x) = a0 + a1
m31(x)m12(x)m23(x)
m21(x)m32(x)m13(x)
Similar to Case III, a1 = a0 = 1, contradicting p1(x) /∈ S ′.
Case VII: f(z)g(z) = a1z, where a1 6= 0. Similar to Case III,
p1(x) = η(x), contradicting p1(x) /∈ S ′.
Thus, we have proved that if pi(x) /∈ S ′, pi(x) /∈ Sn and
hence R∗n is NA-feasible by Theorem 2. We note that in [12]
the authors proved that p1(x) 6= 1 + η(x), p2(x) 6= η(x)1+η(x)
and p3(x) 6= η(x)1+η(x) . Combined with the above results, we
have proved that if Eq. (10)-(12) are satisfied, R∗n is feasible
through PBNA.
C. Some mij(x) = 0 (i 6= j)
In this case, since the number of interference terms is
reduced, at least one of A1,A2,A1 is removed, and thus the
restriction on V1 imposed by Eq. (3) vanishes. Therefore,
we can choose V1 freely, and the feasibility condition of
PBNA is greatly simplified. For example, assume m23(x) = 0
and all other transfer functions are non-zeros. Hence A2 is
removed. Meanwhile, B′1,B
′
2,B
′
3 remain the same. Similarly
to Theorem 1, we can set V1 = (θij)(2n+1)×(n+1), where θij
is an arbitrary variable. It is easy to see that R∗n is feasible
through PBNA if and only if pi(x) is not constant for every
i ∈ {1, 2, 3}. Using similar arguments, we can discuss other
cases.
VI. CHECKING THE FEASIBILITY OF PBNA
For a given graph, checking the feasibility of PBNA is now
reduced to checking whether Eq. (13)-(15). This is a multi-
variate polynomial identity testing problem. To check whether
pi(x) 6= 1, we use Ford-Fulkerson Algorithm, as per Lemma
2. To check whether pi(x) 6= η(x), we define qi(x) = η(x)pi(x)
and consider qi(x) 6= 1. Therefore, Ford-Fulkerson Algorithm
can be used to check this condition as well. For the other
conditions (p1(x) 6= η(x)1+η(x) and p2(x), p3(x) 6= 1 + η(x)),
it is still not clear what is their interpretation in terms of
graph structure. A counter example is shown in Fig. 1(b).
Nevertheless, we can still check the conditions by evaluating
the rational functions through T random tests:
for k = 1 to T do
Assign random values to x, denoted by x0
If p1(x0) 6= η(x0)1+η(x0) , return success
end for
Return failure (i.e., B′i is violated)
Let L denote the maximum distance from any sender to
any receiver in the network. Using Lemma 4 of [3], we can
upper-bound the probability of error as follows. We consider
the case of i = 1. Other cases follows along similar lines.
Note that Eq. (10) is equivalent to the following equation:
f(x) = m11(x)m32(x)m23(x) +m21(x)m32(x)m12(x)+
m31(x)m12(x)m23(x) = 0
Since the maximum degree of any variable xee′ in a transfer
function is at most one, the total degree of each term in f(x)
is at most 3L. For each random test, the probability of error
in checking if Eq. (10), denoted by δ1, can be upper bounded
by using Lemma 4 of [3]: δ1 = Pr(f(x0) = 0 | f(x) 6=
0) ≤ 1 − (1− 32m )L. Hence, the total probability of error in
checking if p1(x) 6= 1 + η(x) is P1(Error) = δT1 ≤ [1 −
(1− 32m )L]T . Thus, the error can be made arbitrarily small for
sufficiently large m and T . The running time of the algorithm
is O(T |E|Din), where Din is the maximum in-degree of any
node in the network.
VII. CONCLUSION
In this paper, we study the feasibility of PBNA for three
unicast sessions. We first prove that the set of conditions
proposed by [9] are also necessary for the feasibility of
PBNA with respect to any valid precoding matrix. Then, we
reduce this set of conditions to just four conditions, using two
graph-related properties along with a simple degree-counting
technique. This reduction enables an efficient algorithm for
checking the feasibility of PBNA.
APPENDIX A
PROOFS OF GRAPH PROPERTIES
The following lemma is used in the proof of Lemma 2.
Lemma 7: Let (P1, P2) ∈ Pab × Ppq . Then, there exists
(P3, P4) ∈ Paq × Ppb such that t(P1)t(P2) = t(P3)t(P4) if
and only if P1 ∩ P2 6= ∅.
Proof: First, Assume P1∩P2 6= ∅. Pick an arbitrary edge
e ∈ P1 ∩ P2. Let P 11 and P 21 be the path segments along P1
before and after e respectively. Similarly, we can define P 12
and P 22 . Construct P3 = P
1
2 ∪{e}∪P 21 and P4 = P 11 ∪{e}∪
P 22 . Hence, it is easy to see that (P3, P4) ∈ Paq × Ppb and
t(P1)t(P2) = t(P3)t(P4).
Now assume P1 ∩ P2 = ∅. By contradiction, assume
there exists (P3, P4) ∈ Paq × Ppb such that t(P1)t(P2) =
t(P3)t(P4). Clearly, P1 ∪ P2 = P3 ∪ P4. Then, there exist
e, e′ ∈ P4 such that head(e) = tail(e′) and e ∈ P1, e′ ∈ P2.
Hence, xee′ | t(P3)t(P4) but xee′ - t(P1)t(P2), contradicting
our assumption.
Proof of Lemma 2: Assume mab(x)mpq(x) 6=
maq(x)mpb(x). Thus there exists (P1, P2) ∈ Pab ×Ppq such
that for any (P3, P4) ∈ Paq × Ppb, t(P1)t(P2) 6= t(P3)t(P4),
or vice versa. By Lemma 7, P1 ∩ P2 = ∅ (P3 ∩ P4 = ∅
for the other case). On the other hand, if there exists dis-
joint path pair (P1, P2) ∈ Pab × Ppq , t(P1)t(P2) is absent
from maq(x)mpb(x). Moreover, there is only one term in
mab(x)mpq(x) which equals t(P1)t(P2). Thus t(P1)t(P2)
doesn’t vanish from mab(x)mpq(x). Hence mab(x)mpq(x) 6=
maq(x)mpb(x). Similarly, the theorem holds for the other
case.
APPENDIX B
GENERAL FORM OF V1
The following lemma shows that given any full-rank ma-
trices A, B and C as defined in A ′1 ,A
′
2 ,A
′
3 , we can always
find a non-zero solution to (16), and thus construct a precoding
matrix B1 which satisfies (16).
Lemma 8: Equation (16) has a non-zero solution in Fn+12m [z]
in the form of r(z) = (1, z, z2, · · · , zn)F, where F is an
(n + 1) × (n + 1) matrix in F2m . Moreover, any solution to
(16) is linearly dependent on (1, z, · · · , zn)F.
Proof: Denote D = BA. First, we will prove that
rank(zC − D) = n. Let ci and di denote the ith col-
umn of C and D respectively. Hence, c1, · · · , cn are lin-
early independent and so are d1, · · · ,dn. Assume there ex-
ist f1(z), · · · , fn(z) ∈ F2m(z) such that
∑n
i=1 fi(z)(zci −
di) = 0. Without loss of generality, assume fi(z) =
gi(z)
h(z)
for i ∈ {1, 2, · · · , n}, where gi(z), h(z) ∈ F2m [z]. Thus,∑n
i=1 gi(z)(zci − di) = 0. Let k = maxi∈{1,2,··· ,n}{dgi}
and assume gi(z) =
∑k
l=0 al,iz
l. Then, it follows
n∑
i=1
gi(z)(zci − di) =
k∑
l=0
n∑
i=1
(al,iz
l+1ci − al,izldi)
=zk+1
n∑
i=1
ak,ici +
k−1∑
l=0
zl+1
n∑
i=1
(al,ici − al+1,idi)
−
n∑
i=1
a0,idi = 0
Therefore, the following equations must hold:
n∑
i=1
ak,ici = 0
n∑
i=1
a0,idi = 0
n∑
i=1
(al,ici − al+1,idi) = 0 ∀l ∈ {0, · · · , k − 1}
Thus al,i = 0 for any i ∈ {1, · · · , n}, l ∈ {0, · · · , k},
implying fi(z) = 0. Hence, rank(zC−D) = n.
Then, there must be an n×n invertible submatrix in zC−D.
Without loss of generality, assume this submatrix consists
of the top n rows of zC − D and denote this submatrix
by En+1. Let b denote the (n + 1)th row of zC − D. In
order to get a non-zero solution to equation (16), we first fix
rn+1(z) = −1. Therefore, equation (16) is transformed into
(r1(z), · · · , rn(z))En+1 = b. For i ∈ {1, 2, · · · , n}, let Ei
denote the submatrix acquired by replacing the ith row of
En+1 with b. Hence, we get a non-zero solution to (16):
r(z) = (
det E1
det En+1
, · · · , det En
det En+1
,−1)
Moreover, r¯(z) = (det E1, · · · ,det En,−det En+1) is also a
solution. Also note that the degree of z in each det Ei (i ∈
{1, 2, · · · , n+ 1}) is at most n. Thus, r¯(z) can be formulated
as (1, z, z2, · · · , zn)F, where F is an (n+1)× (n+1) matrix
in F2m . Since rank(zC−D) = n, all the solutions to equation
(16) form a one-dimensional linear space. Thus, all solutions
must be linearly dependent on r¯(z).
Proof of Lemma 5: Let ri be the ith row of V1, which
satisfies equation (3). According to Lemma 8, ri must have the
form fi(η(xi))(1, η(xi), · · · , ηn(xi))F, where fi(z) is a non-
zero rational function in F2m(z). Hence, V1 can be written
as GV∗1F.
According to Lemma 8, equation (16) can be rewritten as
follows:
(z, z2, · · · , zn+1)FC = (1, z, · · · , zn)FBA
The right side of the above equation contains no zn+1, and
thus the (n + 1)th row of FC must be zero. Similarly, there
is no constant term on the left side of the above equation,
implying that the 1st row of FBA is zero.
APPENDIX C
RESULTS ON MULTIVARIATE POLYNOMIAL
Let y = (y1, y2, · · · , yk) be a vector of variables. For any
i ∈ {1, 2, · · · , k}, define yi = (y1, · · · , yi−1, yi+1, · · · , yk),
i.e., the vector consisting of all variables in y other than yi.
Note that any polynomial f(y) ∈ F[y] can be formulated as
f(y) = f0(yi) + f1(yi)yi + · · ·+ fp(yi)ypi
where fj(yi) ∈ F[yi] for j ∈ {0, 1, · · · , p} and fp(yi) 6= 0.
Let F(yi) denote the field consisting of all rational functions in
the form of u(yi)v(yi) , where u(yi), v(yi) ∈ F[yi]. Because F[yi]
is a subset of F(yi), f(y) can also be viewed as a univariate
polynomial in the ring F(yi)[yi]. For any h(y) ∈ F[y], we
use h(yi) to denote its equivalent counterpart in F(yi)[yi].
To differentiate these two concepts, we reserve the notations,
such as “|”, “gcd” and “lcm”5, for field F, and append “1” as a
subscript to these notations to suggest they are specific to field
F(yi). For example, for f(y), g(y) ∈ F[y] and u(yi), v(yi) ∈
F(yi)[yi], g(y) | f(y) means that there exists h(y) ∈ F[y]
such that f(y) = h(y)g(y), and u(yi) |1 v(yi) means that
there exists w(yi) ∈ F[yi](yi) such that v(yi) = w(yi)u(yi).
Similarly, gcd(f(y), g(y)) is the greatest common divisor of
f(y) and g(y) within F[y], and gcd1(u(yi), v(yi)) is the
greatest common divisor of u(yi) and v(yi) in F(yi)[yi].
In general, each polynomial h(yi) ∈ F(yi)[yi] is of the
following form
h(yi) =
a0(yi)
b0(yi)
+
a1(yi)
b1(yi)
yi + · · ·+ ap(yi)
bp(yi)
ypi
In the above formula, for any j ∈ {0, 1, · · · , p},
aj(yi), bj(yi) ∈ F[yi], bj(yi) 6= 0, gcd(aj(yi), bj(yi)) = 1,
and ap(yi) 6= 0. Note that for any yji which is absent in
h(yi), we let aj(yi) = 0 and bj(yi) = 1. Define the following
polynomial
µh(yi) = lcm(b0(yi), b1(yi), · · · , bp(yi))
Thus, µh(yi) ∈ F[yi] and µh(yi)h(yi) ∈ F[y].
Lemma 9: Assume g(yi) ∈ F[yi] and f(y) ∈ F[y] is of
the form f(y) =
∑p
j=0 fj(yi)y
j
i , where fj(yi) ∈ F[yi].
Then g(yi) | f(y) if and only if g(yi) | fj(yi) for any
j ∈ {0, 1, · · · , p}.
Proof: Apparently, if g(yi) | fj(yj) for any j ∈
{0, 1, · · · , p}, g(yi) | f(y). Now assume g(yi) | f(y). Thus
there exists h(y) ∈ F[y] such that f(y) = g(yi)h(y). Let
h(y) =
∑p
j=0 hj(yi)y
j
i . Hence, it follows that fj(yi) =
hj(yi)g(yi) and thus g(yi) | fj(yi).
The following result follows immediately from Lemma 9.
Corollary 1: Let g(yi) and f(y) be defined as Lemma 9.
Then gcd(g(yi), f(y)) = gcd(g(yi), f0(yi), · · · , fp(yi)).
Proof: Note that any divisor of g(yi) must be a poly-
nomial in F[yi]. Let d(yi) = gcd(g(yi), f(y)) and d′(yi) =
gcd(g(yi), f0(yi), · · · , fp(yi)). By Lemma 9, d(yi) | fj(yi)
for any j ∈ {0, 1, · · · , p}, implying that d(yi) | d′(yi). On
the other hand, d′(yi) | f(y), and thus d′(yi) | d(yi). Hence,
d(yi) = d
′(yi).
Corollary 2: For t ∈ {1, 2, · · · , s}, let ft(y) ∈ F[y] be
defined as ft(y) =
∑pt
j=0 ftj(yi)y
j
i , where ftj(yi) ∈ F[yi].
Let g(yi) ∈ F[yi]. It follows
gcd(g(yi), f1(y), · · · , ft(y))
=gcd(g(yi), f10(yi), · · · , f1p1(yi), · · · ,
fs0(yi), · · · , fsps(yi))
Proof: We have the following equations
gcd(g(yi), f1(y), · · · , ft(y))
=gcd(g(yi), f1(y), · · · , g(yi), ft(y))
=gcd(gcd(g(yi), f1(y)), · · · , gcd(g(yi), fs(y)))
=gcd(g(yi), f10(yi), · · · , f1p1(yi), · · · ,
g(yi), fs0(yi), · · · , fsps(yi))
5We use lcm(f(x), g(x)) to denote the least common multiple of two
polynomials f(x) and g(x).
=gcd(g(yi), f10(yi), · · · , f1p1(yi), · · · ,
fs0(yi), · · · , fsps(yi))
Lemma 10: For t ∈ {1, 2, · · · , s}, let at(y), bt(y) ∈ F[y]
such that bt(y) 6= 0 and gcd(at(y), bt(y)) = 1. For t ∈
{1, 2, · · · , s}, let vt(y) = lcm(b1(y), · · · , bt(y)). Then we
have
gcd
(
a1(y)
vs(y)
b1(y)
, · · · , as(y)vs(y)
bs(y)
, vs(y)
)
= 1
Proof: We use induction on s to prove this lemma. Appar-
ently, the lemma holds for s = 1 due to gcd(a1(y), b1(y)) =
1. Assume it holds for s− 1. Thus it follows
gcd
(
a1(y)
vs(y)
b1(y)
, · · · , as(y)vs(y)
bs(y)
, vs(y)
)
=gcd
(
a1(y)
vs(y)
b1(y)
, · · · , as(y)vs(y)
bs(y)
, bs(y)
vs(y)
bs(y)
)
=gcd
(
a1(y)
vs(y)
b1(y)
, · · · , gcd(as(y), bs(y))vs(y)
bs(y)
)
(a)
= gcd
(
a1(y)
vs(y)
b1(y)
, · · · , as−1(y) vs(y)
bs−1(y)
,
vs(y)
bs(y)
)
(b)
=gcd
(
a1(y)
vs(y)
b1(y)
, · · · , as−1(y) vs(y)
bs−1(y)
,
gcd
(
vs−1(y),
vs(y)
bs(y)
))
=gcd
(
a1(y)
vs(y)
b1(y)
, · · · , as−1(y) vs(y)
bs−1(y)
, vs−1(y),
vs(y)
bs(y)
)
=gcd
(
vs(y)
vs−1(y)
gcd
(
a1(y)
vs−1(y)
b1(y)
, · · · , as−1(y)vs−1(y)
bs−1(y)
)
,
vs−1(y),
vs(y)
bs(y)
)
(c)
=gcd
(
vs(y)
vs−1(y)
, vs−1(y),
vs(y)
bs(y)
)
(d)
=gcd
(
bs(y)
gcd(vs−1(y), bs(y))
, vs−1(y),
vs−1(y)
gcd(vs−1(y), bs(y))
)
=gcd(1, vs−1(y)) = 1
In the above equations, (a) is due to gcd(as(y), bs(y)) =
1; (b) follows from the fact that vs(y)bs(y) | vs−1(y) and
thus vs(y)bs(y) = gcd(vs−1(y),
vs(y)
bs(y)
); (c) follows from the
inductive assumption; (d) is due to the equality: vs(y) =
lcm(vs−1(y), bs(y)) =
vs−1(y)bs(y)
gcd(vs−1(y),bs(y))
.
Corollary 3: For j ∈ {1, 2, · · · , s}, let fj(yi) ∈ F(yi)[yi].
Define v(yi) = lcm(µf1(yi), · · · , µfs(yi)) and f¯j(y) =
v(yi)fj(yi). Thus gcd(v(yi), f¯1(y), · · · , f¯s(y)) = 1
Proof: Assume fj(yi) has the following form:
fj(yi) =
aj0(yi)
bj0(yi)
+
aj1(yi)
bj1(yi)
yi + · · ·+
ajpj (yi)
bjpj (yi)
y
pj
i
where for any j ∈ {1, 2, · · · , s} and t ∈ {0, 1, · · · , pj},
ajt(yi), bjt(yi) ∈ F[yi], bjt(yi) 6= 0 and
gcd(ajt(yi), bjt(yi)) = 1. Apparently, v(yi) is
the least common multiple of all bjt(yi)’s. Define
ujt(yi) =
v(yi)
bjt(yi)
∈ F[yi]. Hence, we have
f¯j(y) =
∑pj
t=0 ajt(yi)ujt(yi)y
t
i . Then it follows
gcd(v(yi), f¯1(y)), · · · , f¯s(y))
(a)
= gcd(v(yi), a10(yi)u10(yi), · · · , a1p1(yi)u1p1(yi), · · · ,
as0(yi)us0(yi), · · · , asps(yi)usps(yi))
(b)
=1
where (a) is due to Corollary 2 and (b) follows from Lemma
10.
Generally, the definitions of division in F[y] and F(yi)[yi]
are different. However, the following theorem reveals the two
definitions are closely related.
Theorem 4: Consider two polynomials f(y), g(y) ∈ F[y],
where g(y) 6= 0. Then g(y) | f(y) if and only if g(yi) |1 f(yi)
for every i ∈ {1, 2, · · · , k}.
Proof: The division equation between f(yi) and g(yi) is
as follows
f(yi) = hi(yi)g(yi) + ri(yi) (17)
where hi(yi), ri(yi) ∈ F(yi)[yi], and either ri(yi) = 0 or
dri < dg . Due to the uniqueness of Equation (17), f(y) | g(y)
immediately implies that for any i ∈ {1, 2, · · · , k}, ri(yi) = 0
and thus g(yi) |1 f(yi).
Conversely, assume for every i ∈ {1, · · · , k}, g(yi) |1 f(yi)
and hence ri(yi) = 0. Denote h¯i(y) = µhi(yi)hi(yi). Clearly,
h¯i(y) ∈ F[y]. Then, the following equation holds
µhi(yi)f(y) = h¯i(y)g(y)
By Corollary 3, gcd(µhi(yi), h¯i(y)) = 1. Thus, µhi(yi) |
g(y). Define g¯(y) = g(y)µhi (yi)
. By Lemma 9, g¯(y) ∈ F[y].
Define u(y) = g(y)gcd(f(y),g(y)) ∈ F[y]. It follows that
u(y) =
g(y)
gcd(f(y), g(y))
=
µhi(yi)g¯(y)
gcd(h¯i(y)g¯(y), µhi(yi)g¯(y))
=
µhi(yi)g¯(y)
g¯(y)gcd(h¯i(y), µhi(yi))
=
µhi(yi)g¯(y)
g¯(y)
= µhi(yi)
Note that variable yi is absent in u(y). Because yi can be
any arbitrary variable in y, it immediately follows that all the
variables in y must be absent in u(y), implying that u(y) is
a constant in F. Hence g(y) | f(y).
Theorem 5: Let f(y), g(y) be two non-zero polynomi-
als in F[y]. Then gcd(f(y), g(y)) = 1 if and only if
gcd1(f(yi), g(yi)) = 1 for any i ∈ {1, 2, · · · , k}.
Proof: First, assume for any i ∈ {1, 2, · · · , k},
gcd1(f(yi), g(yi)) = 1. We use contradiction to prove that
gcd(f(y), g(y)) = 1. Assume u(y) = gcd(f(y), g(y)) is
not constant. Let yi be a variable which is present in u(y).
By Theorem 4, u(yi) |1 f(yi) and u(yi) |1 g(yi), which
contradicts that gcd1(f(yi), g(yi)) = 1.
Then, assume gcd(f(y), g(y)) = 1. We also use
contradiction to prove that for any i ∈ {1, 2, · · · , k},
gcd1(f(yi), g(yi)) = 1. Assume there exists i ∈ {1, · · · , k}
such that v(yi) = gcd1(f(yi), g(yi)) is non-trivial. Define
w(y) = µv(yi)v(yi) ∈ F[y]. Clearly, w(yi) |1 f(yi) and
w(yi) |1 g(yi). Thus, there exists p(yi), q(yi) ∈ F(yi)[yi] such
that
f(yi) = w(yi)p(yi) g(yi) = w(yi)q(yi)
Let s(yi) = lcm(µp(yi), µq(yi)). Define p¯(y) = s(yi)p(yi)
and q¯(y) = s(yi)q(yi). Apparently, p¯(y), q¯(y) ∈ F[y]. It
follows that
s(yi)f(y) = w(y)p¯(y) s(yi)g(y) = w(y)q¯(y)
Then the following equation holds
s(yi)gcd(f(y), g(y)) = w(y)gcd(p¯(y), q¯(y))
Due to Corollary 3, gcd(s(yi), gcd(p¯(y), q¯(y))) =
gcd(s(yi), p¯(y), q¯(y)) = 1. Hence s(yi) | w(y). Let
w¯(y) = w(y)s(yi) . According to Lemma 9, w¯(y) is a non-
trivial polynomial in F[y]. Thus, w¯(y) | gcd(f(y), g(y)),
contradicting gcd(f(y), g(y)) = 1.
Lemma 11: Consider two non-zero polynomials in F[z],
f(z) = a0+a1z+ · · ·+apzp and g(z) = b0+b1z+ · · ·+bqzq ,
where ai, bj ∈ F for i ∈ {0, 1, · · · , p}, j ∈ {0, 1, · · · , q},
apbq 6= 0, p ≥ q and gcd(f(z), g(z)) = 1. Let s(x), t(x) be
two non-zero polynomials in F[x] such that gcd(s(x), t(x)) =
1. Define the following polynomials in F[x]:
α(x) = f
(
s(x)
t(x)
)
tp(x) =
∑p
k=0
akt
p−k(x)sk(x)
β(x) = g
(
s(x)
t(x)
)
tp(x) =
∑q
k=0
bkt
p−k(x)sk(x)
Then gcd(α(x), β(x)) = 1.
Proof: Assume w(x) = gcd(α(x), β(x)) is non-trivial.
Thus we can find an extension field F¯ of F such that there
exists x0 ∈ F¯ which satisfies w(x0) = 0 and hence α(x0) =
β(x0) = 0. In the rest of this proof, we restrict our discussion
in F¯. Note that gcd(f(z), g(z)) = 1 and gcd(s(x), t(x)) = 1
also hold for F¯. Assume t(x0) = 0 and thus x − x0 | t(x).
Since gcd(s(x), t(x)) = 1, it follows that x − x0 - s(x) and
thus s(x0) 6= 0. Hence, α(x0) = apsp(x0) 6= 0, contradicting
that α(x0) = 0. Hence, we have proved that t(x0) 6= 0. Then
we have
f
(
s(x0)
t(x0)
)
=
α(x0)
tp(x0)
= 0 g
(
s(x0)
t(x0)
)
=
β(x0)
tp(x0)
= 0
which implies that z− s(x0)t(x0) is a common divisor of f(z) and
g(z), contradicting gcd(f(z), g(z)) = 1.
Proof of Lemma 6: Note that if we substitute F with
F(yi) and gcd with gcd1 in Lemma 11, the lemma also
holds. Apparently, f(z), g(z) ∈ F(yi)[z]. We will prove
that gcd1(f(z), g(z)) = 1. By contradiction, assume r(z) =
gcd1(f(z), g(z)) ∈ F(yi)[z] is non-trivial. Let f¯(z) = f(z)r(z)
and g¯(z) = g(z)r(z) . Clearly, f¯(z) and g¯(z) are both non-zero
polynomials in F(yi)[z]. Then we can find an assignment to
yi, denoted by y∗i , such that the coefficients of the maximum
powers of z in r(z), f¯(z) and g¯(z) are all non-zeros. Let
r¯(z) denote the univariate polynomial acquired by assigning
yi = y
∗
i to r(z). Clearly, r¯(z) is a common divisor of f(z) and
g(z) in F[z], contradicting gcd(f(z), g(z)) = 1. Moreover, due
to gcd(s(y), t(y)) = 1 and Theorem 5, gcd1(s(yi), t(yi)) = 1.
Thus, by Lemma 11, gcd1(α(yi), β(yi)) = 1. Since i can be
any integer in {1, 2, · · · , k}, it follows that gcd(α(y), β(y)) =
1 by Theorem 5.
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