A quasilinear system of elliptic-hyperbolic partial differential equations arising from the uniformly asymptotic approximation of solutions to the Helmholtz equation is discussed. These equations produce a model for high-frequency waves which is stable on both sides of a smooth, convex caustic. We prove the existence of strong solutions to a class of inhomogeneous boundary-value problems for an arbitrarily small lower-order perturbation of such a system in its hodograph linearization. The boundary is allowed to extend into both the elliptic and hyperbolic regions of the equations. This extends work by Kravtsov and Ludwig, who independently developed the asymptotic approximation in the 1960s, and also recent work by Magnanini and Talenti, who showed the existence of singular solutions for the case in which the boundary is restricted to the elliptic region of the equations. We also give conditions on the boundary sufficient to exclude the existence of classical solutions to the Dirichlet problem, and discuss the extension of these results to water waves. *
Introduction
That solutions to the reduced wave equation could be represented by asymptotic expansions in terms of Bessel or Airy functions has been known for a long time (see, e.g., Appendix III of [3] and the references therein); but until the 1960s, such expansions were believed to fail in the neighborhood of a caustic. At that time Kravtsov [11] and Ludwig [13] independently introduced a uniform asymptotic expansion for light waves that retains its validity on both sides of a smooth, convex caustic.
It is natural to ask what constitutes a well-posed boundary-problem for the Kravtsov-Ludwig model. This is a non-trivial question, as the relevant equations are of hyperbolic type on one side of the caustic and of elliptic type on the other side. In this report we present results on both the existence (Sec.
3) and non-existence (Sec. 4) of unique solutions to boundary-value problems for various boundary geometries. In Sec. 5 we consider the extent to which the results of Secs. 3 and 4 extend to caustics produced by refraction of a shoaling water wave. Although our main purpose is expository, we note that neither Theorem 1 nor Theorem 2 has appeared in the literature.
A uniform asymptotic expansion
The governing equations for the propagation of light in the classical model are Maxwell's equations. In a homogeneous medium these imply the wave equation in its simplest form
Here t ∈ R + ; (x 1 , x 2 , x 3 ) ≡ x ∈ R 3 ; a subscripted variable indicates differentiation in the direction of the variable. In the simplest case, solutions will be standing waves, which do not propagate, but only oscillate. Standing waves have the general form v (x, t) = u(x)e iκt , where κ is a combination of physical constants and i 2 = −1. Euler's formula for expressing complex variables in terms of sines and cosines gives u(x) a physical interpretation as the amplitude of a wave vibrating in simple harmonic motion. Substituting this solution into (1) and using the chain rule, we find that
In the case of light waves, κ = nν, where n is the index of refraction for the medium and ν is the wave number. As ν tends to infinity we obtain the geometrical optics approximation, in which the equations can be replaced by the Euclidean geometry of rays. The Kravtsov-Ludwig ansatz consists in expressing the leading term of the expansion for u in the form
where ρ, θ, γ 0 , and γ 1 are functions which do not depend on ν and which are to be determined with the solution; the function A is a solution of the Airy equation A ′′ (w) − wA(w) = 0 with initial conditions
where Γ ( ) is the gamma function. Substituting (3) into (2) and collecting terms yields
plus terms of lower order in ν. The right-hand side of this expression vanishes provided
Note that the system (4) is elliptic on points for which ρ is positive and hyperbolic on points for which ρ is negative. The caustic lies along the parabolic curve ρ = 0, along which the equation changes type. Three possible solutions of the system (4) are: ρ = 0, |∇θ| 2 = n 2 ; |∇ρ| = 0, |∇θ| 2 = n 2 ; and
Taking the refractive index to be constant, eq. (5) assumes the reduced form
As in [14] , we linearize eq. (6) by a hodograph transformation, obtaining an equation which in polar coordinates (η, ξ) takes the form
3 Weak and strong Dirichlet problems By the closed (or full ) Dirichlet problem for eq. (7) on a domain Ω we mean the problem of finding a solution for (7) that takes prescribed values f on the entire boundary ∂Ω. This is in distinction to the open Dirichlet problem, in which the solution is only prescribed on part of the boundary. The existence of solutions to the closed Dirichlet problem for (7) has been shown by Magnanini and Talenti, under the hypothesis that the boundary of the domain is a circle in the elliptic region of the equation, which encloses the hyperbolic region. These solutions have a point singularity at the origin of coordinates in the hodograph plane.
Precisely, let D R , R > 1, be a disc of radius R centered at the origin of coordinates in R 2 and let f ∈ L 2 [−π, π] be a given function. Let the radial coordinate η satisfy 0 < η < ∞ and let the angular coordinate ξ satisfy −π < ξ ≤ π. It is shown in Sec. 4 of [14] that there is a unique function u ∈ C ∞ (D R /{0}) satisfying u = f on ∂D and (7) weakly in D R . Moreover, the authors show that u has an explicit representation in the form of a series
where T j is the j th Chebyshev polynomial
Thus u is an explicit, smooth solution in the interior of D R , having a point singularity at the origin. (See also [26] and the references cited therein.) In [20] eq. (7) is subjected to an arbitrarily small lower-order perturbation to obtain an equation of the form
where ε 1 and ε 2 are arbitrarily small, positive constants. If this equation is defined in an annulus about the parabolic curve η = 1, then even if some of the data are prescribed on the hyperbolic boundary of the annulus, unique solutions can be shown to exist in the closure of the graph of the differential operator L. Such solutions are said to be strong; c.f. [7] , p. 354. Precisely, a strong solution of a boundary-value problem for an operator equation Lu = f with f ∈ L 2 is an element u ∈ L 2 for which there exists a sequence u ν of continuously differentiable functions, satisfying the boundary conditions, for which lim
Note that, although eq. (8) is only equivalent to eq. (7) up to an arbitrarily small approximation, eq. (7) is itself an approximation.
In the following we use a method of Sarason [23] to extend Theorem 3 of [20] to include inhomogeneous boundary conditions: (8) , having boundary conditions u η (R, ξ) = g 1 and
Proof. Let w 1 = u η (η, ξ) and w 2 = u ξ (η, ξ) . This transforms the secondorder scalar equation Lu = f into a system of the form
where L is now a first-order operator with w = (w 1 (η, ξ), w 2 (η, ξ)) , F = (f, 0) ,
and
Multiplying the matrices A 1 , A 2 , B, and F by the nonsingular matrix
, where µ is a sufficiently large positive constant, transforms eq. (9) into the system
with boundary conditions which remain in L 2 . In the case of two differential equations defined on a domain of R 2 , the definition of a symmetric positive system [7] reduces to the condition that the system can be written in the form of the matrix equation
where u = (u 1 , u 2 ) is a vector, the matrices A 1 and A 2 are symmetric, and the matrix Q ≡ 2B * − A (B + B T ). Denote by N(x, y), (x, y) ∈ ∂Ω, a linear subspace of the vector space V, where w : Ω ∪ ∂Ω → V and N(x, y) depends smoothly on x and y. Consider the matrix β = n 1 A 1 |∂Ω + n 2 A 2 |∂Ω , where n = (n 1 , n 2 ) is the outward-pointing normal vector to ∂Ω. The boundary condition w ∈ N is admissible if N is a maximal subspace of V and if the quadratic form (w, βw) is non-negative on ∂Ω. It is known [7] that a symmetric positive system having admissible boundary conditions possesses a unique strong solution.
It is easy to check that (10) is a symmetric positive system. Admissibility of the inhomogeneous boundary conditions will follow if it can be shown that there is a decomposition β = β + + β − , for which the direct sum of the null spaces for β + and β − spans V |∂Ω , the intersection of the ranges of β + and β − contains only the zero vector, the vector g = (g 1 , g 2 ) is in the range of β − , and the matrix µ = β + − β − satisfies µ * > 0. (Notice that the last condition is slightly stronger than required by [7] , which only considers homogeneous boundary conditions.)
At the inner boundary, choose n inner = (ε 2 0 − 1) −1 dη, and
At the outer boundary, choose n outer = (R 2 − 1) −1 dη, and
A brief calculation shows that the boundary conditions are admissible under this decomposition. By the invertibility of E and Theorem 2.1 of [23] , we conclude that the Dirichlet problem Lu = f in Ω, β − u = g on ∂Ω, possesses a weak solution; either Theorem 1.1 or 3.1 of [23] implies that this weak solution is unique and strong.
The caustic of Ω lies on the circle R = 1; so in this example not only is the solution valid on both sides of the caustic, data can be prescribed on both sides of the caustic.
Let D R again denote a disc of radius R > 1. If f ∈ H 2,2 (D R )∩H 1,2 (∂D R ) , then the homogeneous Neumann problem consisting of (8) and the boundary condition u η (R, ξ) = f η (R, ξ) can be shown to have a unique strong solution by a standard argument that does not use [23] : Replace ε 0 by zero in the proof of Theorem 3 in [20] . Because the proof applies to the inhomogeneous equation Lu = f, where f ∈ L 2 (D R ) , with homogeneous boundary conditions, we can also apply it to the homogeneous equation L (u − f ) = 0 with inhomogeneous boundary conditions. If g can be written as the gradient of a scalar function and has components in H 2,2 (Ω) ∩ H 1,2 (∂Ω) , then the same argument will show the existence of a unique strong solution to an analogous boundary-value problem on the annulus Ω.
It is worth remembering that these existence results have not been proven for the original model, but rather for its image under a hodograph mapping. Whereas this mapping replaces a quasilinear equation by a linear one, it tends to replace linear boundary conditions by nonlinear ones. In general this restricts the boundary conditions that can be applied in this method to relatively simple examples. For instance, the vanishing of a solution on a circle in the hodograph plane pulls back, under a Legendre transformation, to a constant value of the solution on the corresponding circle in the physical plane.
Another drawback of the hodograph method is that the lower-order perturbation must be introduced in the hodograph image, in which the error of any concrete perturbation is hard to measure, even though in theory it may be taken to be arbitrarily small. If a lower-order perturbation is introduced in the pre-image, then the differential equation is no longer in reduced form and cannot be linearized by a hodograph transformation. Also, applying a hodograph transformation may introduce singularities (but see Proposition 2 of [19] ).
The classical Dirichlet problem
The mixed elliptic-hyperbolic character of eq. (7) suggests that the classical Dirichlet problem, in which a C 2 solution is sought under prescribed values on the entire boundary, should be over-determined on the boundary of the hyperbolic region. We show that this is indeed the case for a typical domain by proving an appropriate uniqueness theorem.
Define the domain Ω ′ of eq. (7) to be the union
where
and where Ω ′ − is any subdomain of the annulus 0 < ε 0 ≤ η ≤ 1 bounded by the unit circle and the intersection of two characteristic lines with the points (1, ξ 0 ) , (1, ξ 1 ) and with each other.
It is always possible to find such an intersection of characteristic lines, as the circle η = 1 and the origin of coordinates are both envelopes of the family of characteristic lines for eq. (7). To see this, recall that if Θ is a parameter and we are given a one-parameter family F of smooth planar curves defined by the equation F (p, q; Θ) = 0, the envelope C F of F is a subset of the set of points (p, q) satisfying F = 0 and the equation F (p, q; Θ) Θ = 0, provided C F is sufficiently smooth. Applying this criterion with F given by the characteristic family
we find that F Θ = p sin Θ − q cos Θ. The equations F = 0 and F Θ = 0 are satisfied if p = q = 0; so the origin is one envelope. Otherwise the system is satisfied if p = 0, q = 0, and sin Θ = (q/p) cos Θ. On the circle p 2 + q 2 = 1, this last condition assumes the form tan 2 Θ = (1 − p 2 ) /p 2 , from which the Pythagorean Theorem yields p = cos Θ; this implies that q = sin Θ and (11) is satisfied. Transforming to polar coordinates p = η cos ξ, q = η sin ξ, the circle p 2 + q 2 = 1 becomes the line η = 1, and eq. (11) defines the family
of characteristic lines to eq. (7). We orient the boundary of Ω ′ in the counterclockwise direction, and take the points (1, ξ 0 ) and (1, ξ 1 ) to lie in the Ω ′ -complement of Ω ′ − .
Theorem 2. Any twice-differentiable solution of eq. (7) taking twicedifferentiable values f (η, ξ) on the boundary segment
Proof. The proof is similar to [17] and [18] . Let u 1 (η, ξ) and u 2 (η, ξ) be two such solutions. By linearity, the function u ≡ u 1 − u 2 is a solution of (7) 
Then
using eq. (7) and the equality of mixed partial derivatives of smooth functions u. Thus I is independent of path and there is a function χ (η, ξ) having partial derivatives χ ξ = Ψ 1 and χ η = Ψ 2 satisfying (12) and (13), respectively. On the line ξ = ξ 0 we have u η = 0, as u = 0 on that line. The same boundary condition implies that u η = 0 on the line ξ = ξ 1 . Equation (13) now implies that χ η (η, ξ 0 ) = χ η (η, ξ 1 ) = 0. Integrating, we find that χ (η, ξ 0 ) = c 1 and χ (η, ξ 1 ) = c 2 , where c 1 and c 2 are constants. On the line η = 1, (12) implies that χ ξ = −u 2 ξ ≤ 0, so on that line, c 1 ≥ c 2 . But as these are constants, that inequality must hold in general. On the line η = R, (12) 
ξ , in which the term u ξ is zero, as η = R is a horizontal boundary curve on which u ≡ 0. So on η = R we have
The pair of inequalities that we have derived for c 1 and c 2 are in contradiction unless c 1 = c 2 .
In particular, on the line η = 1 we have χ (1, ξ 0 ) = χ (1, ξ 1 ) . This combined with the inequality χ ξ ≤ 0 implies that χ ξ = 0 on that line. [If the derivative became negative somewhere, it would have to become positive somewhere else in order to satisfy the boundary conditions; but it cannot, as χ ξ ≤ 0.] Now (12) implies that u 2 ξ = 0. Integrating, we find that u (1, ξ) = c 3 , where c 3 is a constant. But u (1, ξ 0 ) = u (1, ξ 1 ) = 0 is a boundary condition, so the constant c 3 is zero and we conclude that u vanishes on the line η = 1. The maximum principle for nonuniformly elliptic equations in reduced form now implies that u ≡ 0 on Ω ′ + . Every element G (Θ 0 ) of the family G (Θ) satisfies the characteristic equa-
A consequence of the fact that the unit circle is an envelope of the characteristic lines is the fact that one can connect any two points on the arc {η = 1} ∩ Ω ′ − by a path along characteristic lines. But for any numbers ξ 2 and ξ 3 lying in the interval [ξ 0 , ξ 1 ] , we have χ (1, ξ 2 ) = χ (1, ξ 3 ) ; we claim this implies that dχ/dξ must be zero along characteristics. Again, if the derivative became negative somewhere, it would have to become positive somewhere else in order to satisfy the boundary conditions, and (14) would be violated. By following a path along characteristic lines we can always obtain such boundary conditions. Precisely, consider a point (η a , ξ a ) on the intersection of two characteristic arcs, G (Θ 1 ) and G (Θ 2 ) . Then (14) 
. Now, taking the arc of G (Θ 1 ) to originate at (1, ξ 2 ) and the arc of G (Θ 2 ) to terminate at (1, ξ 3 ) , we conclude that χ ξ must vanish identically on the path from (1, ξ 2 ) to (1, ξ 3 ) along the arcs G (Θ 1 ) and (7) is over-determined on Ω ′ .
Water waves
The existence and nature of water caustics have been the subject of both theoretical and experimental research. In Sec. 3.3.1 of [15] , trapped water waves on a ridge and in a submarine trough are analyzed. It is shown that the geometrical optics approximation is valid and that the rays form an envelope, producing a caustic; see also [1] and [24] . These analyses have been supported by experimental studies of ocean caustics [22] , [5] . Moreover, the focusing of wave action in a caustic region has been advanced as an explanation for giant rogue waves which have been observed in the Agulhas current off the southeast coast of Africa; see [21] , [25] , [12] , [8] , and [28] (but also see [6] , Sec.
3). In this case as well, related experimental studies have been conducted [9] . Thus there is evident interest in mathematical models for velocity fields produced by the interaction of water waves with a caustic. The Kravtsov-Ludwig ansatz was applied to water waves by Chao [4] . Here we briefly review Chao's model and its application to the preceding sections.
The equations of motion for an inviscid and incompressible liquid in simple harmonic motion, bounded below by an impervious and rigid bottom, can be written in the linearized, dimensionless form [16] 
At z = −h (x, y) , λ 2 ϕ z + ∇h · ∇ϕ = 0, and at z = 0, ϕ z = ϕ andη = Re (−iϕe −iτ ) . Here λ = Lω 2 /g, where ω is the angular frequency of the wave, g is the acceleration due to gravity, and L is the horizontal scale length of the bottom contours; ϕ = νΦ, where Φ = Φ (x, y, z) is the velocity potential of the wave in cartesian coordinates (x, y, z) , z is the vertical axis positive upward from the equilibrium water level, and ν = ω 3 /g 2 ; h is the product of the water depth and the scaling factor λ/L;η is the product of the surface fluctuation and the same scaling factor; i 2 = −1; and τ = ωt, where t is time. Expressing ϕ in the form ϕ = w (x, y) cosh [k (h + z)] , where k is a rescaling of the wave number by the quantity λL, we find that ϕ zz = k 2 ϕ and eq. (15) implies eq. (2) in the form (∆ + k 2 λ 2 ) ϕ = 0. In this case the geometrical optics approximation is equivalent to letting λ tend to infinity. By the definition of λ, this would require the horizontal scale length of the bottom to be large relative to the deep-water wavelength 2πg/ω 2 . Moreover, the arguments of [10] , Sec. 3, can be used to obtain the identity λ = (kh/S b ) tanh kh, where S b denotes the bottom slope. This implies that, for fixed kh, λ will be large when the bottom is close to horizontal. Based on these considerations, Chao [4] estimates that that the geometrical optics approximation is reasonable for most areas of shoaling water except those in the neighborhood of the shoreline, in which regions the linearization itself fails as a result of surf effects. This form of the Helmholtz equation is not only mathematically equivalent to the equation satisfied by standing waves in wave optics; the physical interpretations of the coefficients k, λ are analogous as well, in the sense that the caustic associated to a shoaling wave is a refractive effect.
In this context the Kravtsov-Ludwig ansatz consists in expressing the leading term of the velocity potential ϕ, for large λ, in the form ϕ(x, y) = e iλθ(x,y) cosh [k (h + z)] × γ 0 (x, y)A λ 2/3 ρ(x, y) + i γ 1 (x, y) λ 1/3 A ′ λ 2/3 ρ(x, y) ,
where the notation ρ, θ, gγ 0 , γ 1 , and A is as in Sec. 2. As expected, we obtain from the Helmholtz equation an expression exactly analogous to (4):
Because we assume that the propagation speed is approximately equal to a nonzero constant c over a sufficiently short interval of time, we can replace the wave number k by a constant inversely proportional to c. Under such an assumption it is convenient to re-scale θ and ρ by defining new variables θ = k −1 θ andρ = k −2/3 ρ. In that case we can divide eqs. (16) by k 2 and replace the term k by the number 1. This results in an equation identical to (6) .
Thus the analysis of Secs. 3 and 4 can be applied to shoaling ocean waves for most areas of the continental shelf. We note that water caustics are not only caused by the propagation of deep-water waves into shoaling water. For example, circular water caustics may arise in the contexts of a marine explosion or the impact of a high-velocity body; c.f. [2] , [27] .
