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I. INTRODUCTION T HIS work presents some performance results of a new execution model for parallel Prolog: the Parallel Prolog Processor model, or PPP. The execution model and its underlying architecture were developed as part of the Aquarius Project at the University of California at Berkeley. The Aquarious Project is a research investigation into the underlying issues of high performance symbolic computation, and in particular high performance execution of Prolog.
This paper attempts to shed new light on the behavior of parallel logic programs. Many execution models for parallel logic programming have been described in the literature. These include Conery's AND/OR process model [9] , a general oa-parallel execution model [2] , Li and Martin's Sync model [24] , various dataflow models [ 11, [20] , the Japanese Parallel Inference Engine [26] , and the restricted AND-parallel execution model of Hermenegildo [22] . These models are theoretically powerful, but little is known about how these models would behave on actual programming tasks. Simulation results are extremely rare, and those studies that do exist are based on extremely small, "toy" programs [lo], [22] . As a result, we know very little about the utility of parallel logic programming on realistic programs. This paper presents a detailed simulation study of a parallel Prolog execution model on a variety of benchmark programs, including a theorem prover and a Prolog compiler.
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Boyer-Moore theorem prover and the Berkeley PLM complier; these programs ran 7 and 10 times faster, respectively. The experiments also show that oa-parallelism is not particularly effective for single-solution benchmarks. While the "mu-math" and "queens" benchmarks showed speedup factors of 4 and 5, the remaining single-solution programs showed less than two. Finally, we discovered that Prolog programs could exhibit supermultiplicative behavior. In particular, the speedup obtained in the "ckt4" benchmark by combining aNo-parallelism, OR-parallelism, and intelligent backtracking was 77 % greater than the product of the speedups of each technique taken individually.
The preliminary results of this research were first presented at the 14th International Symposium on Computer Architecture [19] . Since then, the simplified timing assumptions underlying our simulation results have been replaced with more realistic ones. We have also enlarged the benchmark set to include the Boyer-Moore theorem prover and the VanRoy Prolog compiler. Further work has also shown that preserving the semantics of sequential Prolog can have strongly negative performance consequences; this is discussed briefly here. Finally, this paper includes an analysis of supermultiplicative speedup in Prolog programs not provided in [ 191. This paper is divided into five sections. Section II briefly explains the type of concurrency inherent in Prolog. Section III presents the simulated results of the PPP execution model and architecture on an extensive set of Prolog benchmarks, while Section IV presents our conclusions. Section V suggests possibilities for future work.
II. PARALLELISMIN

PROLOG
Throughout this section, the reader is assumed to be familiar with Prolog. Readers unfamiliar with the language are referred to [8] and [27] as excellent introductory texts.
There are four basic types of parallelism inherent in Prolog: AND-parallelism, os-parallelism, stream parallelism, and unification parallelism.
A. AND-Pardkhm When Prolog unifies a goal literal with the head of a compound clause C, the literals in the body of C are then unified sequentially. It is also possible, however, to resolve these literals in parallel if sufficient computing resources are available. This type of parallel execution is called AND-pmd/ekSRZ: it is the parallel traversal of AND subtrees in the execution tree. An example of AND-parallelism is shown in Fig. 1 .
The principal difficulty with AND-parallelism is the problem of binding conflicts. If AND-SUbtK32S of the execution tree are executed in parallel, the resulting unification substitutions may conflict. For example, consider the program
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The literals a(X) and b(X) can theoretically be resolved in parallel. However, if both resolution steps are attempted concurrently, one will attempt to apply the unifying substitution X = 1, while the other will attempt X = 2.
AND-parallelism in which goals are allowed to execute in parallel even though they may bind shared variables is commonly referred to as unrestricted AND-parallelism. It requires some sort of synchronization for shared variables as well as a method of filtering sets of variable bindings returned from nondeterministic literals. (In the previous example, the set of substitutions (X = 1, X = 2) and (X = 2, X = 3) must be intersected to produce X = 2.) Because such schemes introduce considerable run-time overhead, most schemes for AND-parallelism incorporate program annotation to denote which goals produce and consume variable values [9] , [ 121. This information is then used to ensure that goals execute in AND-parallel fashion only if the resulting substitutions are conflict-free. This type of AND-parallelism is called restricted AND-parallelism [ 111. The PPP execution model employs this type of AND-parallelism; variable binding conflicts are avoided through the use of compile-time analysis. The interested reader is referred to [4] .
In sequential Prolog, when a goal g with principal functor f is resolved by a Prolog program, unification is attempted with each clause in the procedure P for f. The clauses in P are examined from top to bottom. If unification with the head of a clause is successful, execution continues with the goals in the body, if any. If unification fails, the state of the machine is restored and the next clause in P is attempted.
However, given sufficient computing resources, it is also possible to perform the unification of g with all clauses in P and then execute the remaining subdirections associated with successful unifications in parallel. This type of concurrent execution is called OR-parallekn: it is the parallel traversal of OR subtrees in the execution tree of the program. Example 1 .O the simultaneous unification of "a(X)" with "a(l)," "a(2)," and "a(3)," and the concurrent attempts to resolve their associated subgoals would be an example of on-parallelism. This is shown below in Fig. 2 .
OR-parallelism has been studied by numerous researchers [5], [2], [25] , [lo] . The chief difficulty with OR-parallelism is the problem of multiple binding environments. Consider the previous program. Each of the three children of a(X) must see the variable X as unbound, and must be able to bind it to its own particular value, independent of the actions of the other children. Thus, even though the first child may have bound X to 1, the second child must not "see" that binding, instead being able to bind X to 2. Furthermore, there must be a way to transmit these bindings of X to the goal p(X). 
in which test(N) is any procedure that makes use of N. If, when int(N) succeeds, a new process is created that tests and prints N at the same time as further solutions for int(N) are generated, then such concurrent execution would be stream parallelism. While at first glance stream parallelism may appear to be a new type of concurrency, in fact its effects can be duplicated using OR-parallelism. This is discussed in detail in [19] .
D. Unification Parallelism
The last type of parallelism is unification parallelism. Unification parallelism is of a finer grain than the other types mentioned, occurring when the unification of multiple arguments in the head of a clause proceeds concurrently. 'This contrasts with the definition of unification parallelism of Hwang et al. in [23] , which defines unification parallelism as "the parallel matching of clauses in the Prolog database with the goal clause and the partial instantiation of variables to constant values." Hwang's definition is a subcase of oa-parallelism as we have defined it; other sources refer to it as "shallow" oa-parallelism [28] . Since our definition is corroborated by other sources (for example, 1261) we will continue to use unification parallelism as we have defined it.
2.
While it is known that in the worst case unification is very unlikely to be sped up by parallel computation [ 161, most of the unification encountered in typical Prolog programs can be [7] . The addition of special hardware and the use of instruction scheduling to exploit unification parallelism is currently an active area of research. However, we note that unification parallelism occurs at the instruction set level, and not at the level of computing processes. Unification parallelism is of a much finer grain than AND or OR parallelism. Since this paper is concerned with the coarse-grained parallelism of Prolog, we will not discuss unification parallelism further.
III. RESULTS
In this section, we present and discuss the performance of a parallel Prolog execution model, the PPP, on several benchmark programs. The PPP is an execution model for Parallel Prolog supporting restricted AND-parallelism and err-parallelism. It is implemented through compilation to an abstract Prolog instruction set, a superset of the Berkeley PLM instruction set [17] , [ 151. A detailed description of the PPP execution model and instruction set is available in [ 181.
The results presented here represent the most comprehensive study of parallel Prolog known to the authors. We begin the section with a brief discussion of the modeled system and how the results were obtained. We then present the results of a 32-processor system on a large benchmark set, and discuss them in detail.
A. The Simulator
The results presented in this section were obtained with a multiprocessor simulator, written in C, and running under 4.3 BSD UNIX. The simulator is based on the level 1 PLM simulator developed by Tep Dobry 1141, suitably modified to support the multiprocessing operations and new instructions of the PPP.
The simulator models an arbitrary number of processors connected to a single cycle memory system, as shown in Fig. 3 .
Each processor is an extended version of the Berkeley PLM I I I-CYCLE ME.MORY Fig. 3 . The system under study. 
. The number of processors can be specified at run time, defaulting to 32. Simulation is interleaved at the level of PPP instructions. That is, during a simulation run, processor 0 will be simulated for one PPP instruction, then processor 1, and so on. Processors that are not currently executing PPP code scan a process table for available work.
B. How the Speedup of the PPP is Reported
The speedup for a program P for N processors is obtained by dividing the execution time of P compiled for sequential execution by the execution time of P compiled for parallel execution on an N-processor system. Since a uniprocessor executing a program P compiled for parallel execution may run much slower than a uniprocessor executing P compiled for sequential execution, owing to the costs of concurrent processing, negative speedups will be exhibited when the costs of multiprocessing outweigh the benefits.
C. The Benchmarks
A total of 24 benchmarks were examined. All benchmarks were examined for opportunities to exploit AND-parallelism, OR-parallelism, and intelligent backtracking. The benchmarks used are shown below in Table I , along with their size and a brief description. One of our criticisms of previous work in parallel Prolog research was the small number of programs under study and their relatively trivial nature. In spite of this, our attempt to improve the situation has only been partially successful. While this work represents the largest study of parallel Prolog programs known to the authors, and while most of these benchmarks are larger than others previously studied, only a few of them can be regarded as "serious" programs. Nonetheless, we believe the results to be a significant first step.
None of these benchmarks use "assert" or "retract," Prolog predicates that modify the source program. The problems of side effects and self-modifying code in parallel execution are well known; a thorough treatment of them is beyond the scope of this paper. We suggest this topic as an area of future work.
The number of W-code instructions per benchmark are shown in Table II . This table lists the number of W-code instructions in the sequential version of the benchmark, as well as versions complied for AND-parallelism, OR-parallelism, and intelligent backtracking.
We note that only "ckt4" was able to take advantage of our semi-intelligent backtracking scheme, although opportunities for semi-intelligent backtracking may also exist in the compiler. This suggests that opportunities for semi-intelligent backtracking may be rare among Prolog programs.
D. Compilation Decisions in the PPP
Currently, programs are hand-compiled for simulation on the PPP simulator. Potential points for AND-parallel and OR-parallel execution are identified by the programmer, and then the sequential W-code is modified appropriately. We believe that the automatic detection of parallel execution points by a Prolog compiler is feasible, and suggest further investigation into this area. A simple algorithm for parallel execution point detection is given in [18] . To better understand the upper limits on the performance of the PPP, we first present the performance results of an "ideal" 32-processor PPP system below.' These results assume that all operations associated with multiprocessing take zero time: they represent upper bounds on the performance of the PPP.
The letters " A, I " "0," and "I" stand for AND-parallelism, OR-parallelism, and intelligent backtracking. The entries in a particular column represent the speedups obtained for benchmarks compiled using the techniques corresponding to the letters in the column. An "x" indicates that a benchmark could not exploit a particular technique.
We see immediately that a wide range of speedups are obtained. In some cases, a great deal of speedup is possible, while in other cases little improvement can be achieved. Before presenting more realistic performance measurements, we examine the benchmarks that showed relatively poor potential improvements (< 2) even under optimal conditions, in an effort to understand the limits of performance of parallel Prolog programs. I) Poorly Performing Benchmarks: Benchmarks which showed no speedup of greater than 2 are shown below in Table  IV. 2) Analysis: There are five factors limiting the performance of the programs in Table IV: 1) no parallel execution of goals possible 2) the position of solutions in execution tree 3) an unbalanced execution tree 4) no support for partial evaluation of shared data 5) the semantics of sequential Prolog.
'The present version of the simulator supports a maximum of 32 processes, so additional processors would not be effective.
[EEETRANSACTIONSON COMPUTERS.VOL.39,NO.12.DECEMBERl9~ The factor appropriate to each benchmark is shown in Table  V .
We note that only the factors four and five are properties of the PPP: the other factors are properties of the benchmarks themselves. a) Benchmarks with no inherent concurrency: We see in Table III that the log10 and con1 benchmarks utilized neither AND-parallelism nor OR-parallelism. An inspection of these benchmarks will show that at any point, only one goal exists that can be reduced. Thus, these benchmarks are inherently sequential, and cannot be sped up using parallel goal reduction. b) Positioning of solutions in the execution tree: The map0 and knight benchmarks are quite similar; they perform an ORparallel search of a problem space for a solution satisfying certain constraints. With OR-parallelism, the further to the right a solution is in the execution tree, the greater the benefits to be gained from OR-parallel computation. Solutions near the left correspond to those that would be found more quickly by the left-to-right traversal of sequential Prolog, and represent less of a performance win.
With the map0 and knight benchmarks, the desired solution lies very close to the leftmost path in the execution tree. Thus, even though many processes are created, the vast majority of them perform wasted work, and do not contribute to improved performance. c) Benchmarks with unbalanced execution trees: The remaining benchmarks have potential for parallel execution that the PPP can recover, but do not exhibit significant performance improvement. This is due to the shape of the execution trees they construct. Typical examples of this are the divide10 and times10 benchmarks. If one examines the source code, it is immediately obvious that the calls to "d" in the bodies of the first four clauses can be reduced in parallel, exploiting ANDparallelism. However, the resulting performance improvement depends on the distribution of work involved in each reduction. If one reduction takes ten times as much time as the other, then executing both in parallel will yield a performance improvement of at most 10%.
In fact, the skewed distribution of work is exactly what occurs in the times10 and divide10 benchmarks. Both these programs build the same execution tree, shown in Fig. 4 . We can see that while the tree includes goals that are reduced in AND-parallel fashion, the resulting workload is extremely unbalanced; one goal reduces very quickly, while the other takes much more time. This is because the two subexpressions to be differentiated differ widely in complexity.
The ops8 benchmark, which fares a little better, does so because of a more balanced execution tree (Fig. 5). d) The lack of support in the PPP for partial evaluation: The PPP must execute these three goals sequentially; "arrange( A, T)" cannot execute until A is fully instantiated, just as "numbered( T, 1,N)" cannot execute until T is fully instantiated.
Other execution models, however, such as [2] permit lists to be processed as pipelined data structures; values are passed at the head of the list to consumer processes, while new values are placed at the tail. At present, the PPP does not support this type of data pipelining; hence, the amount of concurrency it can recover from this benchmark is limited to the use of ANo-parallelism in the code for "arrange. " e) Preserving the semantics of sequential Prolog: Since the PPP is intended as a parallel execution model for Prolog, the semantics of sequential Prolog are preserved under the PPP execution model. Sequential Prolog simulates nondeterminism by trying the clauses of a procedure in top-to-bottom order, restoring state in between each attempt. The PPP can initiate these attempts in parallel, but the answers are returned in the order that sequential Prolog would return them. Under certain circumstances, this can be quite costly.
Suppose, for example, that a problem space is being searched by on-processes, and that one of the processes finds a solution quickly while other processes are still executing (Fig. 6 ). Because the PPP preserves the left-to-right ordering of sequential Prolog, it must wait until processes to the left of the succeeding process have terminated before discovering the solution. This can have adverse effects on performance, as we will see shortly.
f) Shallow versus deep OR-Parallelism: Numerical researchers, including Hwang [23] and Syre [28] , have distinguished between the OR-parallel unification of clause heads and the subsequent OR-parallel processing of body goals. These two types of on-parallelism are referred to as "shallow" and "deep" on-parallelism. The performance results of the qsd and palm25 benchmarks indicate that shallow OR-parallelism, even under ideal conditions, will produce only a slight performance improvement.
The qsd and palm25 benchmarks each contained a procedure compiled for shallow on-parallelism. These are shown below: We see with these two procedures that even though they are deterministic, some on-parallel execution is still possible through multiple head unification. In addition, the goal "before" can be executed in both clauses for "split," making the OR-parallelism a little "deeper." However, we saw in Table III that the employing of OR-parallelism for these procedures led to very small improvements in performance even under optimal conditions. This is because no performance is gained if the first clause is chosen, and even if other clauses are chosen a fast sequential Prolog system like the PLM can restore state in between clauses in approximately 20 microcycles, incurring little performance penalty. This suggests that the utilization of shallow on-parallelism is not likely to be very effective. In addition, we will see that, at least in the PPP, shallow OR-parallelism severely degrades performance as the system becomes bogged down in execution overhead. By contrast, the query and ckt4 benchmarks, which employed deep oa-parallelism, performed well, even in the presence of execution overhead. This indicates, as expected, that deep ORparallelism is more likely to yield significant performance improvement than shallow OR-parallelism.
3) Benchmarks with Higher Potential Speedup: Benchmarks with speedups of a factor of 2 or greater are shown in Table VI. 4) Analysis: We see that the last eight benchmarks in the first table all showed speedups greater than five. This is because these programs create tasks that perform large amounts of work. This suggests that compilers for parallel logic programming systems should spend time determining which goals have large subtrees associated with them. These goals are good candidates for parallel execution.
We also note that unlike the other symbolic differentiation benchmarks, the "dir program has a potential speedup of greater than 2. This is because diff differentiates four expressions of approximately equal complexity in parallel. The result-IEEETRANSACTIONSONCOMPUTERS,VOL.39,NO.12,DECEMBER1990 ing computational load is well balanced, leading to improved performance. We also notice that the speedup obtained by combining AND and OR parallelism is always less than the product of the two techniques utilized separately. For all of these benchmarks, this effect is due to system saturation. By combining AND and OR parallelism, the maximum number of processes in the system is quickly reached, forcing sequential execution. 5) Supermultiplicative Performance Improvements: One of the most interesting phenomena present in Table VI is shown in the results of the "ckt4" program. This benchmark is unique among the programs examined in that it can take advantage of ANo-parallelism, oa-parallelism, and intelligent backtracking. AND and OR parallelism yield a small bit of performance improvement, while intelligent backtracking yields a large improvement. However, the speedup obtained by combining intelligent backtracking with the other techniques is always greater than the product of the speedups when taken separately. Just how much "extra" performance can be obtained is shown in Table VII .
We refer to phenomena of this type as supermultiplicative.
Supermultiplicative performance improvements are counterintuitive; one might wonder if such results are even possible, let alone how they arise. Fortunately, they are both possible and explainable.
Supermultiplicative performance is counterintuitive because our intuition treats speedup techniques as applying to an entire program. When we find that a technique A speeds up a program by a factor S,, we assume that all parts of the program run S, times faster. So when technique B speeds up a program by a factor of S,, we naturally expect that both techniques will improve performance by a factor of S, * S,; we assume that the speedup techniques are uncorrelated.
In some cases, this view of performance is correct. Speedup techniques that are independent of the program, such as a shortened cycle time or the addition of a cache, can be expected to improve performance of all parts of a program equally, resulting in multiplicative performance improvement when combined. However, when techniques are considered that affect different parts of the program in different ways, this view is no longer valid. Suppose, for example, that the program under consideration consists of two parts, each taking time Tl and T2 to execute. Suppose furthermore that parts 1 and 2 can be sped up by factors of S, and S, using techniques A and B. (Technique A leaves part 2 unaffected, while technique B leaves part 1 unaffected.) If only one technique is employed, the performance is limited by the part of the program that the technique cannot improve. If both techniques are used, however, then both parts of the program run faster, and the resulting speedup can be substantially greater than the product of the speedups taken separately. This behavior is shown graphically in Fig. 7 .
Suppose we have a program divided into two parts, each part taking 4 hours. Suppose further that the first part can be run in This is exactly what happens with the ckt4 benchmark. Certain parts of the program can be sped up by using intelligent backtracking, others by using AND-parallelism, and others by using oe-parallelism. These techniques are correlated; by combining them, each part of the problem is sped up, and supermultiplicative performance improvement is observed. We propose a better understanding of the correlation of Prolog performance improvement techniques as a topic for future research.
F. More Realistic Performance Results
While the optimal results just presented are useful for understanding parallel Prolog, it is equally important to model the effects of execution overhead. As we have said earlier, most parallel execution models for Prolog are highly theoretical in nature, and tend to ignore the costs of multiprocessing, In fact, many aspects of execution overhead need to be taken into account when modeling parallel systems. For one, process creation time is always nonzero. Loading and saving process context takes time, as does the implementation of a process scheduling algorithm. Typically, parallelizing a logic programming system introduces new operations that are required to maintain the integrity of the system, such as searching a binding window chain [lo] or waiting to see if other processes have terminated [22] . These operations represent additional overhead that must be taken into account if realistic performance measurements are to be obtained.
To model the effects of these and other multiprocessing tasks, we have added code to the PPP simulator that simulates the PPP architecture executing these routines at the register transfer level. Using information obtained from the existing PLM processor [ 151, the time required to perform the various multiprocessing operations can be determined. For further details, the reader is referred to [ 181.
The performance results of the PPP on the previous benchmark set, taking into account the effects of parallel processing overhead, are shown in Tables VIII and IX. #pilxe.ssa Gprccesson Fig. 8 . Fig. 9 . which processors can pick up any available process in the process table. Additionally, the program compiled by the PPP parallel compiler is different from that used by Carlton and Van I) Analysis: First, we note that the supermultiplicative per-Roy, which is too large for the PPP simulator. Nonetheless, the formance improvements shown by the ckt4 benchmark remain shape of their performance curve is quite close to that of the even when execution overhead is taken into account (Table X) .
PPP, as are their performance values. This provides extremely The improvement over the product of individual speedups is as strong evidence of the good or better than the ideal case. on a multiprocessor.
mance advantage to begin with, and is quickly overwhelmed by
Referring back to Table VIII , we see that for the benchmarks that were compiled for shallow OR-parallelism, psd and palin25, process creation and window management overhead.
performance dropped dramatically when overhead was modeled. This is because shallow oe-parallelism offers a small perforfeasibility of fast compilation of Prolog Referring back to Fig. 9 , the principal interesting feature of
We also see that the overhead associated with AND-parallelism is much less than that associated with oa-parallelism. This is as expected. For one, the exploitation of oa-parallelism can lead to an explosion in the number of processes created. In addition to this, oa-processes must manage multiple binding environments. These two factors increase execution overhead dramatically, contributing to the poorer performance of OR-parallel benchmarks.
2) Performance Versus # Processors: The benchmarks that performed the best using AND-parallelism and OR-parallelism were "compiler"
and "query," respectively, while the only benchmark that made use of intelligent backtracking was "ckt4." The performance improvement of these benchmarks as a function of the number of processors, taking into account the effects of execution overhead, is shown in Fig. 8.3 tion time is limited by the proc&sor(s) that must execute more than one process (recall that "query" generates all solutions to the query benchmark is the dramatic rise in performance at its top level goal). When the number of available processors matches the number of processes, performance improves dra-P = 25 processors. This occurs because the benchmark creates matically. This suggests that a knowledge of the number of processors in the system will be helpful in the compilation of parallel logic programs, so that the compiler can attempt to 25 processes. If fewer than 25 processors are available, execumatch the number of processes to the number of processors.
The "ckt4" benchmark exhibits a performance improvement greater than the number of processors, due to intelligent backtracking. The performance of this benchmark when the effects of intelligent backtracking are removed is shown in Fig. 10 .
This figure and Fig. 9 show pictorially what we have already demonstrated quantitatively: intelligent backtracking can interact supermultiplicatively with AND-parallelism and OR-parallelism to produce improved performance.
The results for the compiler are shilar to those reported by IV. CONCLUSIONS Carlton and Van Roy in [3] . In this paper, the authors report g peak speedup of 6.2 for 11 processors. For the PPP, a speedup of 7.6 was obtained with 11 processors, with a peak of 9.53 for ' We use the term "performance improvement" instead of the more customary term "speedup" due to the use of intelligent backtracking in the ckt4 benchmark. Intelligent backtracking is an algorithm modification, so the strict definition of speedup does not apply to the "ckt4" benchmark. For the query and compiler benchmark, however, the results shown reoresent
We summarize the main conclusions of this paper below.
S-p&p.
A. The Effectiveness of Restricted AND-PW'a~k~iS??I The results indicate that for small programs, like the symbolic differentiation benchmarks, restricted AND-parallelism is not effective in improving performance; when execution overhead is taken into account these programs ran no more than twice as fast. Better results are obtained on large programs like the Boyer-Moore theorem prover and the Berkeley Prolog compiler.
It is difficult to develop a metric for the cost of parallelizing an execution model. We propose the following definition: let the optimal speedup of a benchmark be the speedup obtained on an infinite number of processors with no parallel execution overhead. Let the real speedup be the speedup obtained on an infinite number of processors with execution overhead taken into account. The cost of parallelizing an execution model for a particular benchmark is then defined to be the ratio of the real speedup to the optimal speedup, subtracted from one. Thus, an execution model that requires little overhead when parallelized has cost close to zero, while an execution model that requires large amounts of overhead to support parallel execution has a cost close to one. Note that this is just the derivation from optimality measure reported in Table IX , averaged over the benchmark set.
Based on this definition, the results indicate that restricted AND-parallelism in the PPP can be utilized at a cost of about 20% (see Table IX ). Hermenegildo, in [22] , estimates the cost of restricted AND-parallelism and in his execution model, the RAP-WAM, to be no greater than 14%. This figure is based on simulation studies of two programs, both of which were written solely to test the RAP-WAM model. Hermenegildo states quite clearly that the purpose of simulation in his thesis was solely to validate the model, and was not intended to be an exhaustive study. Since the PPP supports on-parallelism in addition to AND-parallelism, and since the results presented here are based on studies of 25 preexisting Prolog programs, we believe that the PPP compares favorably to the RAP-WAM.
We believe, however, that single-solution computation occurs more often in Prolog programs, and will dominate as Prolog becomes more and more widely used. More likely than not, the user will not be interested in all possible chip designs, or all proofs of a theorem, but instead will seek a single solution that satisfies the constraints of the problem. For a single-solution with the others showing factors of less than two.
ously, honoring the semantics of Prolog in an OR-parallel execution environment has the potential to severely inhibit performance .
In an attempt to measure the degree of performance inhibition caused by the semantics of sequential Prolog, four single-solution benchmarks were recompiled with a relaxed version of solution ordering. This was achieved by adding a "quit" instruction in the code, so that when any stream of computation executed it, even if other OR-siblings were still running, the entire program terminated. The results of the original and modified versions of the benchmarks are shown in Table XI . (The PAR column shows the original results, while the PAR* column shows the results with relaxed semantics.)
We see in Table IX that AND-parallelism improves the performance of the PLM compiler by a factor of ten, and speeds up the Boyer-Moore theorem prover by a factor of seven. These are significant performance improvements, on nontrivial, useful Prolog programs; we believe they should lay to rest any doubts about the potential utility of restricted AND-parallelism.
B. OR-Parddism
and the Semantics of Prolog oa-parallelism comes at a higher cost than ANo-parallelism, owing chiefly to the overhead of managing multiple binding environments. Thus, it should be utilized more carefully. In addition, the question of single-solution versus all-solution computation is extremely important.
We see that even a slight change in the semantics of the PPP yields a dramatic performance improvement. We caution, however, against an improper interpretation of these figures. For example, one cannot divide the PAR* column into the SEQ column to obtain "speedup" figures comparable to those in Table III . Such a calculation is only meaningful when comparing two versions of the same algorithm, which is not the case with the PAR and PAR* results. Nonetheless, it seems evident that for single-solution computation, oa-parallelism is not likely to yield significant performance improvement unless the semantics of sequential Prolog are relaxed. We note that this is true regardless of the execution model used. All parallel execution models that preserve the semantics of sequential Prolog have this same problem: a solution to the original query may be found before searches of the branches to its left have terminated. Our results therefore indicate that for maximum potential performance improvement, the semantics of sequential Prolog should be discarded.
In spite of this conclusion, we feel the decision to adhere to If all solutions to a problem are desired, then os-parallelism the semantics of Prolog for the duration of the experiment was a becomes equivalent to AND-parallelism in the sense that all valid one. If the possibility exists to achieve significant perfordescendants of a node represent tasks that must be carried out.
mance improvement without the design of a new language, then such a possibility should be investigated. Indeed, the results indicate that through the utilization of restricted AND-parallelism, significant performance improvement of standard Prolog is achievable. However, the results also clearly show that the adherence to the semantics of sequential Prolog limit the utility of oa-parallelism, and that for further improvements modifications to Prolog are needed.
C. Costs and Benefits of Process Creation
The most important result shown in Tables III, VIII , and IX is the importance of cost/benefit analysis in parallel logic programming. The decision of whether or not to execute a goal in parallel must be made with regard to the costs and benefits of parallel computation. Simple visual inspection of a program is not sufficient. Many programs that at first glance contain the potential for parallel computation actually run slower when the costs of multiprocessing are taken into account. The actual costs of parallel processing will depend on the particular execution model under study, but we believe Tables III, VIII, and IX dramatically show the importance of a detailed consideration of the costs and benefits of parallel goal reduction in parallel logic programming systems. The construction of a cost/benefit model as an aid to compilation is proposed as a topic of future research.
D. Supermultiplicative Behavior in Logic Programs
Finally, we note that at least one program exhibits supermultiplicative behavior when AND-parallelism, oa-parallelism, and intelligent backtracking are combined. While we recognize that this is only one example, there is every likelihood that other programs not studied can exhibit similar behavior. This suggests that the effects of various performance enhancing techniques on logic programs should be considered in toto, and not in isolation from each other. If the techniques used map properly onto the bottlenecks of the problem, improvements greater than those attributable to individual techniques may be observed.
V. FUTURE WORK
The results of our work suggest several areas for future investigation. Since the decision of whether or not to execute a goal in parallel should be made according to a cost/benefit analysis, intelligent compilers should be developed for such a task. Side effects in parallel logic programs present difficult challenges that future research will have to address. We have also seen that the shape of the execution tree is an important factor in determining Prolog performance. This suggests that source-to-source program transformation may be useful in creating more efficient parallel logic programs. Further work remains to be done in analyzing the effect of memory system latency on the performance of parallel logic programs; clearly the singlecycle assumptions presented here should be modified to take into account bank conflicts, cache coherency issues, and so forth. Finally, we have already noted the possibility of supermultiplicative behavior in parallel logic programs. We believe this area merits considerable further study. chide computer architecture, special purpose computer design, and parallel symbolic computing.
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