The generalized spanning tree or group Steiner problem (GSP) is a generalization of the Steiner problem in graphs (SPG): one requires a tree spanning (at least) one vertex of each subset, given in a family of vertex subsets, while minimizing the sum of the corresponding edge costs.
Introduction
Lately in literature, there has been a growing interest for a problem related to the Steiner tree problem in graphs. This more general problem, the so-called group Steiner problem (GSP), considers in a weighted graph (V ; E; c) a family of vertex sets V k & V for indices k 2 K. The problem is to find a minimum cost tree that spans at least one vertex of each group V k . Two well-known special cases of GSP arise when each group is singleton. If for each vertex v 2 V there is a singleton group {v}, then the problem is a standard minimum spanning tree (MST) problem. If V n ð[ k V k Þ is non-empty with again all groups singleton, then the problem specializes to the Steiner problem in graphs (SPG for short). Thus the NP-hardness of the GSP follows directly from the NP-hardness of the SPG.
The foregoing definition of GSP slightly differs from other problem variants given in literature; it includes these other variants as special cases. Firstly, we allow for Ôfree verticesÕ that do not lie in any of the given groups, i.e., the set V n ð[ k V k Þ may be non-empty; we denote this set as V 0 . Secondly, we do not require that the groups are mutually disjoint vertex sets. In the generalized MST problem the groups V k are disjoint and they partition the set V . For this type of the GSP Feremans et al. (2002) have analytically compared the linear relaxations of eight different formulations.
An Euclidean version of the GSP, in the twodimensional plane, was introduced by Cockayne and Melzak (1968) and later studied by Weng (1985) . Reich and Widmayer (1989) were the first to study the problem in graphs. They model an interesting application with regard to the layout of integrated circuits into the group (or class) Steiner problem and formulated two heuristics. Ihler et al. (1999) gave computational results and showed the problem to be MAX SNP hard, even so, if restricted to a tree graph embedded in a unit grid. Dror et al. (2000) formulated an agricultural application and tested several heuristics; among them a genetic algorithm performed best in terms of solution quality. The heuristics mentioned so far can, at least theoretically, produce solutions as much as OðjKjÞ times worse than optimal. Helvig et al. (2001) designed an algorithm with for any given fixed e > 0, a performance bound of OðjKj e Þ times the optimal cost and such that this algorithm runs in time polynomial with exponent 1=e. This paper considers a straightforward, but so far neglected transformation of the GSP to the SPG. A GSP instance can be transformed in linear time as follows: For each group V k introduce a new vertex, say v k , into the graph and connect it with artificial edges ðv k ; iÞ of high cost cðv k ; iÞ ¼ M to every vertex i 2 V k . Defining in this enlarged graph fv k jk 2 Kg as the set of terminal nodes, a Steiner tree on this terminal set corresponds to a minimal group Steiner tree in the original graph, by means of a removal of the artificial edges. Consequently one might solve the GSP directly by one of the various algorithms available for the SPG.
Though the transformation is known, see e.g. Voß (1990) and Hwang et al. (1992) , one might have been regarded it as just a theoretic option. This paper shows however that the transformation can perform quite satisfactorily, when applied with the right SPG solution procedures. As we can solve GSP instances of respectable size up to optimality we can now compare in this paper heuristic results with optimal values.
The transformation can shed a new light on specialized heuristics for the GSP as developed in literature. For instance, as we will see, an existing SPG heuristic corresponds by means of the transformation to the GSP heuristic H1 of Dror et al. (2000) , in such a way that we obtain for H1 a reduced running time. However, more modern SPG heuristics can generate solution trees of superior quality. Computational results are given in Section 3. A set of test instances with up to 500 vertices, solved heuristically in Dror et al. (2000) , is now solved speedily to optimality. Experiments with other instances do indicate that the type of SPG instance as derived from GSP-instances is indeed (much) harder to solve to optimality than the ÔnormalÕ SPG type. A metaheuristic, the pilot method of Duin and Voß (1999) still performs satisfactorily. We will review the pilot method shortly in Section 2.
Steiner tree heuristics for the GSP
Suppose that one applies the heuristic of Takahashi and Matsuyama (1980) on the SPG instance as derived by the transformation from a GSP-instance. And suppose that that one repeats this heuristic once for every start vertex v k ðk 2 KÞ, while saving the best result; i.e., the repetitive heuristic given for the SPG by Winter and MacGregor Smith (1992) . It is easy to see that one then obtains for the considered GSP instance a solution equivalent to the solution obtained by the heuristic H1 of Dror et al. (2000) , a specialized heuristic with time complexity OðjKj 2 jV j 2 Þ. In Duin and Voß (1997) a simple procedure named CONSTRUCT O NSTR UC T constructs the heuristic tree T of Takahashi and Matsuyama (1980) from an arbitrary start vertex in OðjKjjT jÞ time, when given as input all shortest path distances d ik for vertices with i 2 V and k 2 K. These distances d ik become available after running jKj times the algorithm of Dijkstra with running time OðjV j log jV j þ jEjÞ; see, e.g., Ahuja et al. (1993) . Consequently the time complexity of H1 can reduce from OðjKj 2 jV j 2 Þ to OðjKjjV j log jV j þ jKjjEj þ jV jjKj 2 Þ.
With the time complexity being reduced, this heuristic is pretty fast; however, as already shown in Dror et al. (2000) , for small values of jKj its results are sometimes quite bad. However after the transformation other SPG algorithms are likely to produce better results than H1. A still rather speedy SPG-heuristic, which will produce on GSP-derived instances better results than H1, is the heuristic of Minoux (1991) with time complexity OðjV j 3 Þ. It takes as input the allpair shortest path distances d and (re)computes a MST on the so-called distance graph ðK; dÞ, the complete graph with vertex set K and weights d. The heuristic operates as follows:
Step 1 (Initialization)
Compute the MST S on the distance graph (K, d), defined with vertex set K and a complete set of edges (i, j) with weight d ij ;
Step 2 (Computation)
For all vertices v 6 2 S do compute S v the MST of the distance graph ðK [ fvg; dÞ; Let the cost dðS v Þ of the MST extension with v be at minimum for vertex v 0 ;
Step 3 (Extension/termination)
If dðS v0 Þ < dðSÞ then replace S by S v0 ; K by K [ fv 0 g and return to step 2 else replace the Ôdistance edgesÕ in S by path edges and stop.
In Duin and Voß (1999) further improved SPG heuristics are studied as pilot methods. Roughly speaking, the idea is to use an existing heuristic, the so-called pilot, to produce the solutions S on K and
The best performance is obtained while using as pilot heuristic SVERTEX VERTEX of Duin and Voß (1997) .
SVERTEX VERTEX can, again, be best compared to the heuristic of Minoux, producing a solution of comparable quality, but it is faster. First it uses (several calls to) an OðjKjÞ subroutine to (re)compute S v , see also Spira (1975) . Secondly, it picks its vertices v 0 from the top of a heap data structure. This heap contains unaccepted vertices v with as key an (optimistic) estimate of dðSÞÀdðS v Þ. For the vertex on the top of the heap, the tree S v and its key are updated. If the key is still maximal the vertex is accepted as next v 0 , otherwise vertex is pushed down in the heap. If accepted the vertex is removed from the heap, and negative key values are updated heuristically in Oð1Þ per node. Thus the running time of the algorithmic phase of SVERTEX VERTEX reduces to OðabjV jjKjþbjV jlogjV jþ cjV jÞ, where a is the average number of calls to the OðjKjÞ subroutine, b is the average number of times that a vertex v, taken from the top of the heap is pushed down, and c is the number of vertices accepted in master solution S. For Ônor-malÕ Steiner problem instances it was observed that the coefficients a and b do hardly grow with the problem size and that coefficient c is of OðjKjÞ.
Computational results
After the transformation to the SPG, one may either try to solve the resulting SPG instance exactly using an exact SPG-solver, or approximately using heuristic algorithms.
Firstly, we have solved to optimality a series of test problems from literature with an exact SPGsolver similar to that of Duin (1993) . Table 1 gives the results for the test problem set used in Dror et al. (2000) .
The 20 instances were generated as follows: for given values for the numbers of vertices jV j and edges jEj, first a random tree over all vertices was constructed and then the remaining edges were randomly added to the tree. Integer edge weights were uniformly generated between 1 and 50. For a partitioning in k groups, the first k vertices were assigned to different groups and the remaining vertices were randomly assigned to a group, thus vertex groups of different sizes might arise. Dror et al. (2000) run their genetic algorithm on a Pentium II 200 MHz processor using Microsoft Visual C þþ (the obtained objective values 1 are in column z GA ) and we obtained the optimal values (column z Ã ) on a Celeron 500 MHz processor using Delphi Pascal version 3. With a quite substantial computational effort the genetic heuristic found an optimal solution for 10 of the 20 test instances; over the other instances the gap to the optimal value is 15.1% on average and 34.3% maximal. The transformation found optima in far shorter times, whatever the difference of hard-and software may be. Secondly, we evaluated approximate SPG algorithms, testing their quality on other GSPderived instances. Generating also instances conform the more general definition of the GSP given here, we revised the generation scheme as follows: first a random number f 2 ð0; 0:5Þ determines the number of vertices in the free Steiner group V 0 as f jV j, truncated to the integer value and one randomly selects this set from V . Out of V n V 0 , we then first assign a single (different) vertex to each of the k groups. The set of as yet unchosen vertices forms a pool W with jW j ¼ jV j À jV 0 j À k vertices. Now, for each group in turn one randomly takes À1 þ ðjV j À jV 0 jÞ=k additional vertices out of W , and pool W is renewed before the next group is filled up in this way. Thus some vertices of W may become part of more than one group and others may not become part of any group; the latter, if any, are added to the Steiner group V 0 .
In Table 2 we compare a classical heuristic, we have chosen the algorithm of Takahashi and Matsuyama (1980) , with two implementations of the pilot method. The results are given for Euclidean instances (100 per line), random instances (100 per line) and rectilinear instances (20 per line). The random and Euclidean problems do not differ in structure only in the edge weights. A connected graph is produced by a random graph generator, taking as input the desired number of vertices jV j and edges jEj. In the random problem type the edge weights are uniform random integer weights in the interval ½1; 100. In the Euclidean problem type each node is first associated with a point in the plane, drawing as coordinates uniform random reals in the interval ½1; 100; then each edge weight is given as the Euclidean distance between the corresponding end-points (rounded up to integer value). Concerning the number of groups k and the number of edges jEj, we considered 20 different types of instances: four group densities, taking k equal to ½log 2 jV j, ½ p jV j, 2 p ½jV j and jV j=4 ([Á] denoting integer truncation), were combined with five densities of edges, taking jEj equal to 1.5jV j, 2jV j, ½jV j ln jV j, 2½jV j ln jV j and ½jV jðjV j À 1Þ=4. Generating five instances per type, we thus considered 100 instances per size jV j. The same group densities were tested in the rectilinear case, but as the number of edges is now fixed by the imposed grid structure, we have considered here 20 instances per size jV j. For the rectilinear type, we generated ÔsquareÕ grids with the number of vertical lines equal to the number of horizontal lines; the distance between adjacent lines is a uniform random integer in the interval ½1; 100. Mind that the latter table does not consider 100 instances for jV j ¼ 289, 300, 400 but 75 instances (and 15 for the rectilinear type); as one misses here the results for the type k ¼ ½jV jðjV j À 1Þ=4. Here we could not solve up to optimality all the Euclidean and rectilinear instances, and we left them out altogether. To improve the readability the number of instances solved to optimality is given as a fraction of the instances tested.
Clearly the results of the classical Takahashi and Matsuyama (1980) heuristic are very poor, with average gaps from about 10% to over 50% for the more difficult rectilinear test instances. The maximal gaps are of course larger, even up to 300% and the fraction of optimally solved instances is low. We note that with other classical heuristics of similar speed, e.g., the heuristic of Kou et al. (1981) in the implementation of Mehlhorn (1988) , one would not attain a better solution quality.
For a higher computational price the Pilot-Drop method gives the best results, with average gaps always below 0.3%. The Pilot-Rush method gives, at a modest time effort, good results with average gaps nearly always below 1% (but for the largest rectilinear instances). Where the times for the determination of all-pair shortest paths have to be added to the given times, the relative differences in the computation times are smaller. For larger jV j the average times listed in Table 2 (panel A) are higher than those in Table 2 (panel B) ; however, this is due to the fact that the instances with higher k, which are missing in Table 2 (panel B), are the more time consuming. The fraction of optimally solved instances is substantial for both Pilot heuristics; the quality of the Pilot-Drop is also illustrated by the largest fractions. For all three heuristics the fraction of optimally solved instances is decreasing for growing sizes of the test instances, as expected.
Conclusion
We applied a linear transformation from the GSP to the SPG. It enables SPG algorithms to solve the GSP problem. Computational evidence was given showing that this transformation of the GSP to the SPG is not just a theoretic option. For test instances with up to 500 vertices with various numbers of groups and edge-densities, the approach of transformation has been computationally compared to a specialized genetic algorithm. In all cases we attained optimal values in computation times shorter than as for this heuristic.
Also our heuristic tests illustrate the usefulness of the transformation. Though classical heuristics like that of Takahashi and Matsuyama (1980) fail with respect to the quality of the produced solution, a metaheuristic like the pilot method obtains consistently solutions of near optimal cost. Faster variants like Pilot-Rush and Pilot-Drop retain more or less the quality of the produced solution, while their computation time is modest, especially that of Pilot-Rush. We inserted Pilot-Drop to show that the relation between quality and time is as expected. For the considered test problems the heuristics give average gaps within 1% for the Euclidean and the random instances; the rectilinear instances are clearly more difficult, resulting in average gaps of up to 1.6%. Salazar (2000) stated that the transformation from the GSP to the SPG requires working on an enlarged graph and managing large costs and that both features are not suitable from a practical point of view. We can, however, conclude that the transformation is suited to solve heuristically the GSP, and also optimally if the graphÕs size is moderate.
