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Existence of minimal solutions to quasilinear elliptic
equations with several sub-natural growth terms ✩
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Abstract
We study the existence of positive solutions to quasilinear elliptic equations of
the type
−∆pu = σu
q + µ in Rn,
in the sub-natural growth case 0 < q < p− 1, where ∆pu = ∇ · (|∇u|
p−2∇u) is
the p-Laplacian with 1 < p < n, and σ and µ are nonnegative Radon measures
on Rn. We construct minimal generalized solutions under certain generalized
energy conditions on σ and µ. To prove this, we give new estimates for inter-
action between measures. We also construct solutions to equations with several
sub-natural growth terms using the same methods.
Keywords: Quasilinear elliptic equation, Measure data, p-Laplacian, Wolff
potential,
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1. Introduction and main results
In this paper, we consider the model quasilinear elliptic problem

−∆pu = σu
q + µ, u > 0 in Rn,
lim inf
|x|→∞
u(x) = 0, (1.1)
in the sub-natural growth case 0 < q < p − 1, where ∆pu = div(|∇u|
p−2∇u)
is the p-Laplacian with 1 < p < n, and σ and µ are nonnegative Radon mea-
sures on Rn. We construct minimal generalized solutions to (1.1) under certain
generalized energy conditions on σ and µ.
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When µ = 0, Eq. (1.1) becomes

−∆pu = σu
q, u > 0 in Rn,
lim inf
|x|→∞
u(x) = 0. (1.2)
This equation is related to the trace inequality
‖u‖L1+q(Rn,dσ) ≤ C‖∇u‖Lp(Rn) ∀u ∈ C
∞
c (R
n), (1.3)
where ‖·‖L1+q(Rn,dσ) is the L
1+q norm with respect to the measure σ. Cascante,
Ortega and Verbitsky [12] and Verbitsky [27] proved that (1.3) holds if and only
if ∫
Rn
(W1,pσ)
(1+q)(p−1)
p−1−q dσ <∞, (1.4)
where W1,pσ is the Wolff potential of σ which is defined by
W1,pσ(x) :=
∫ ∞
0
(
σ(B(x, r))
rn−p
) 1
p−1 dr
r
, x ∈ Rn.
Cao and Verbitsky [10] showed that there exists a unique finite energy solution
u ∈ W˙ 1,p0 (R
n) to (1.2) under (1.4), where W˙ 1,p0 (R
n) is the homogeneous Sobolev
space. They also proved the necessity of (1.4). Seesanea and Verbitsky [25]
extend such results to Eq. (1.1); there exists a unique finite energy solution
u ∈ W˙ 1,p0 (R
n) to (1.1) if and only if (1.4) and∫
Rn
W1,pµ dµ <∞ (1.5)
are fulfilled. Treating general measure data µ ≥ 0 causes problems about inter-
action between σ and µ. The key to proof was to control them in the dual of
W˙ 1,p0 (R
n).
However, Eq. (1.2) has various infinite energy solutions. In fact, in the
classic paper by Brezis and Kamin [8], the existence and uniqueness of bounded
solutions to (1.2) was proved under p = 2 and ‖I2σ‖L∞(Rn) < ∞. Here, I2σ
is the Newtonian potential of σ. Their solutions do not belong to W˙ 1,20 (R
n)
in general. Boccardo and Orsina [6] treated elliptic equations with singular
coefficients and applied concept of renormalized solutions. Their solutions are
also called p-superharmonic functions in now. For details of such generalized
solutions, see [18, 19, 3, 5, 13, 4, 16, 17].
Recently, the study of generalized solutions to (1.2) has made significant
progress. Cao and Verbitsky [9] defined the intrinsic Wolff potential K1,p,qσ
of σ and proved that there exists a minimal p-superharmonic solution to (1.2)
if and only if the potentials W1,pσ and K1,p,qσ are not identically infinite.
Unfortunately, behavior of K1,p,qσ can not be easily calculated from its defini-
tion. Cao and Verbitsky [11] constructed weak solutions in W 1,ploc (R
n) under a
certain capacity condition and gave two-sided pointwise estimates of such solu-
tions. Seesanea and Verbitsky [23] gave a sufficient condition for the existence
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of Lr-integrable p-superharmonic solutions. From existence of such solutions,
behavior of the potentials is derived conversely. For very recent progress in the
study of K1,p,qσ, see [28, 29].
In this paper, we extend results in [23] to Eq. (1.1). We consider the
following conditions: ∫
Rn
(W1,pσ)
(γ+q)(p−1)
p−1−q dσ <∞, (1.6)
∫
Rn
(W1,pµ)
γ dµ <∞, (1.7)
where 0 ≤ γ < ∞. We denote by ν[u] the Riesz measure of a p-superharmonic
function u and interpret (1.1) as ν[u] = σuq + µ (see Definition 4.1). Our main
result is as follows.
Theorem 1.1. Let 1 < p < n, 0 < q < p − 1. Assume that (1.6) and (1.7)
hold for some 0 < γ <∞ and that (σ, µ) 6≡ (0, 0). Then there exists a minimal
p-superharmonic solution u to (1.1). Moreover, u satisfies∫
Rn
uγ dν[u] <∞ (1.8)
and belongs to Lr,ρ(Rn), where r = n(p− 1 + γ)/(n− p) and ρ = p− 1 + γ.
Remark 1.2. (i) Conversely, it follows from [10, Theorem 2.3] that if there
exists a p-superharmonic supersolution to (1.1) satisfying (1.8), then (1.6) and
(1.7) must be fulfilled. (ii) As in [9, Theorem 1.1], when p ≥ n, there is no
nontrivial supersolution to (1.1).
Here, Lr,ρ(Rn) denotes the Lorentz space with respect to the Lebesgue mea-
sure. The authors do not know the same statement even if σ = 0. Theorem
1.1 includes the existence theorems in [23] and [25] as the special cases µ = 0
and γ = 1. In general, our generalized solutions do not belong to W˙ 1,p0 (R
n),
so we can not use the dual of W˙ 1,p0 (R
n) to control interaction between σ and
µ. Hence, we derive an estimate of interaction directly using Wolff potentials
(see Theorem 3.1). One of the authors used similar arguments for Green po-
tentials in [24]. However, such arguments do not work for nonlinear potentials.
To overcome this difficulty, we use tools of nonlinear potential theory. Theorem
3.1 can also be regarded as a generalization of (1.3). The Lorentz estimate for
solutions is a direct consequence of it.
We also give variants of Theorem 1.1. Theorem 5.1 and Proposition 5.2 are
analogs of Theorem 1.1 for γ =∞ and γ = 0, respectively. In such cases, similar
interaction between σ and µ do not appear from difference of energy structures.
Theorem 6.1 is a generalization of Theorem 1.1 to equations of the form

−∆pu =
M∑
m=1
σ(m)uqm + µ, u > 0 in Rn,
lim inf
|x|→∞
u(x) = 0.
(1.9)
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This result is new even if p = 2 and γ = 1. However, the spirit of proof is the
same as Theorem 1.1. We also show the uniqueness of finite energy solutions.
Organization of the paper
In Section 2, we collect some facts of nonlinear potential theory to be used
later. In Section 3, we prove an estimate for mutual energy and collect its
consequences. In Section 4, we prove Theorem 1.1 using the results in the
previous section. In Sections 5 and 6, we give some variants of Theorem 1.1.
Notation
We use the following notation in this paper. Let Ω be a domain (connected
open subset) in Rn.
• B(x,R) := {y ∈ Rn : |x− y| < R}.
• For B = B(x,R) and λ > 0, we write λB := B(x, λR).
• |A| := the Lebesgue measure of a measurable set A.
• 1A(x) := the indicator function of A.
• C∞c (Ω) := the set of all infinitely-differentiable functions with compact
support in Ω.
• M+(Ω) := the set of all nonnegative Radon measure on Ω.
• A ≈ B means c1A ≤ B ≤ c2A for some constants 0 < c1 ≤ c2 < ∞
independent of A and B.
For µ ∈M+(Ω), we denote by Lp(Ω, dµ) the Lp space with respect to µ. When
µ is the Lebesgue measure, we write Lp(Ω, dx) as Lp(Ω) simply. For a Banach
space X , we denote by X∗ the dual of X . We denote by c and C various
constants with and without indices.
2. Preliminaries
2.1. Function spaces
Let Ω be a domain in Rn, and let 1 < p < ∞. The Sobolev space W 1,p(Ω)
(W 1,ploc (Ω)) is the space of all weakly differentiable functions u such that u ∈
Lp(Ω) and |∇u| ∈ Lp(Ω) (u ∈ Lploc(Ω) and |∇u| ∈ L
p
loc(Ω)). The space W
1,p
0 (Ω)
is the closure of C∞c (Ω) in W
1,p(Ω).
We denote by W˙ 1,p0 (Ω) the set of all functions u ∈ W
1,p
loc (Ω) such that |∇u| ∈
Lp(Ω), and ‖∇(ϕj − u)‖Lp(Ω) → 0 as j →∞ for a sequence {ϕj}
∞
j=1 ⊂ C
∞
c (Ω).
The space W˙ 1,p0 (Ω) is called the homogeneous Sobolev space (or Dirichlet space).
When 1 < p < n or when Ω is bounded, we define the norm of W˙ 1,p0 (Ω) by
‖∇·‖Lp(Ω). If Ω is bounded, then W˙
1,p
0 (Ω) =W
1,p
0 (Ω) by the Poincare´ inequality.
The following basic properties of functions in Sobolev spaces are parenthetically
used in our arguments. Their proofs are similar to the ones of [16, Theorems
1.18, 1.20 and 1.24].
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Lemma 2.1. Suppose that u ∈ W˙ 1,p0 (Ω).
( i) Let f ∈ C1(R) and f(0) = 0. Assume that f ′ is bounded on the range of
u. Then f(u) ∈ W˙ 1,p0 (Ω) and ∇f(u) = f
′(u)∇u a.e. in Ω.
( ii) Let w = min{max{u,m},M}, where m and M are constants satisfying
m ≤ 0 ≤M . Then w ∈ W˙ 1,p0 (Ω) and ∇w = 1{m<u<M}∇u a.e. in Ω.
( iii) Assume also that u is bounded. Suppose that v ∈W 1,ploc (Ω)∩L
∞(Ω) satisfies
|∇v| ∈ Lp(Ω). Then uv ∈ W˙ 1,p0 (Ω) and ∇(uv) = v∇u+ u∇v a.e. in Ω.
We also recall notion of Lorentz spaces [14].
Definition 2.2. Let f be a measurable function on Ω, and let 0 < r, ρ ≤ ∞.
We define the Lorentz norm of f by
‖f‖Lr,ρ(Ω) =


(∫ ∞
0
(
t
1
r f∗(t)
)ρ dt
t
) 1
ρ
if ρ <∞,
sup
t>0
t
1
r f∗(t) if ρ =∞,
where f∗ is the decreasing rearrangement of f which is defined by
f∗(t) = inf{α > 0: |{x ∈ Ω: |f(x)| > α}| ≤ t}.
The space of all f with ‖f‖Lr,ρ(Ω) <∞ is denoted by L
r,ρ(Ω) and is called the
Lorentz space with indices r and ρ.
2.2. p-Laplacian and p-superharmonic functions
For u ∈ W 1,ploc (Ω), we define the p-Laplacian ∆p in the weak (distributional)
sense, i.e., for every ϕ ∈ C∞c (Ω),
〈−∆pu, ϕ〉 =
∫
Ω
|∇u|p−2∇u · ∇ϕdx.
A function u ∈ W 1,ploc (Ω) is called as p-harmonic if u is a continuous weak solution
to
−∆pu = 0 in Ω. (2.1)
For basic properties of the p-Laplacian including comparison principles for
weak solutions and solvability of Dirichlet problems, we refer to [16, Chapter 3]
and [21].
To treat measure data problems, we introduce p-superharmonic functions.
A function u : Ω→ (−∞,∞] is called p-superharmonic if u is lower semicontin-
uous in Ω, is not identically infinite in any component of Ω, and u satisfies the
comparison principle on each subdomain D ⋐ Ω; if h ∈ C(D) is p-harmonic in
D and if u ≥ h on ∂D, then u ≥ h in D.
By [16, Theorem 7.22], if u and v are p-superharmonic in Ω and if u ≤ v
a.e. in Ω, then u(x) ≤ v(x) for all x ∈ Ω. If u ∈ W 1,ploc (Ω) is a supersolution to
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(2.1), then it has a lower semicontinuous representative and can be regarded as a
p-superharmonic function up to taking such a representative (see [16, Theorems
3.63 and 7.25]). If u is a p-superharmonic function in Ω, then its truncation
min{u, k} is a supersolution to (2.1) for each k > 0. Hence, there exists a
unique Radon measure ν[u] such that∫
Ω
|Du|p−2Du · ∇ϕdx =
∫
Ω
ϕdν[u] ∀ϕ ∈ C∞c (Ω),
where Du is the very weak gradient of u which is defined by
Du := lim
k→∞
∇min{u, k}.
The measure ν[u] is called the Riesz measure of u. By definition, if u ∈W 1,ploc (Ω),
then Du = ∇u and ν[u] = −∆pu in the sense of weak solutions.
We say that a property holds quasieverywhere (q.e.) if it holds except on a
set of p-capacity zero. Here, for E ⊂ Rn, the (Sobolev) p-capacity is defined by
Cp(E) = inf
∫
Rn
(|u|p + |∇u|p) dx,
where the infimum is taken over all u ∈ W 1,p(Rn) such that u = 1 in a neigh-
borhood of E. We note that every u ∈W 1,ploc (Ω) has a quasicontinuous represen-
tative, which coincides with u quasieverywhere and that every p-superharmonic
function u is quasicontinuous (see, e.g., [16, Theorems 4.4 and 10.9]). Hence-
forth, we assume that u is always chosen to be quasicontinuous.
2.3. Wolff potentials
Definition 2.3. Let 1 < p < ∞. The Wolff potential W1,pσ of σ ∈ M
+(Rn)
is defined by
W1,pσ(x) :=
∫ ∞
0
(
σ(B(x, r))
rn−p
) 1
p−1 dr
r
.
This nonlinear potential was first introduced by Havin and Maz’ya [22]. For
any σ ∈ M+(Rn), W1,pσ(x) is a lower semicontinuous function of x (see [15]).
By a simple calculation, for any σ, µ ∈ M+(Rn) and γ, β ≥ 0,
W1,p(γσ + βµ)(x) ≤ c(p)
(
γ
1
p−1W1,pσ(x) + β
1
p−1W1,pµ(x)
)
∀x ∈ Rn. (2.2)
Also, the following weak maximum principle for Wolff potentials holds:
W1,pσ(x) ≤ c sup
suppσ
W1,pσ ∀x ∈ R
n, (2.3)
where c = c(n, p) > 0 (see, e.g., [29]). Moreover, by the lower semicontinuity of
W1,pσ, we observe that supsuppσW1,pσ = ‖W1,pσ‖L∞(Rn,dσ).
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It was shown in [27, Theorem 1.11] that for any σ ∈M+(Rn),∫
K
dσ
(W1,pσ)p−1
≤ Ccapp(K,R
n)
for any compact set K ⊂ Rn, where C = C(n, p) is a constant and capp(K,R
n)
is the variational p-capacity of (K,Rn). From this inequality, one can easily
deduce (by using a similar argument in [9, Lemma 3.6]) that (1.6) implies σ
must be absolutely continuous with respect to the p-capacity, that is, σ(E) = 0
whenever Cp(E) = 0 for every Borel set E ⊂ R
n.
The following two-sidedWolff potential bounds were established by Kilpela¨inen
and Maly´ [18, 19].
Theorem 2.4 ([19, Theorem 1.6]). Let 1 < p < ∞. Suppose that u is a
nonnegative p-superharmonic function in 2B = B(x, 2R) and that µ is the Riesz
measure of u. Then
1
cK
WR1,pµ(x) ≤ u(x) ≤ cK
(
inf
B
u+W2R1,pµ(x)
)
,
where cK = cK(n, p) ≥ 1 and W
R
1,pµ is the truncated Wolff potential of µ which
is defined by
WR1,pµ(x) :=
∫ R
0
(
µ(B(x, r))
rn−p
) 1
p−1 dr
r
.
3. Estimate for mutual energy and its consequences
The following Wolff energy estimate is our key ingredient.
Theorem 3.1. Let 1 < p < n, 0 < γ <∞ and −γ < q < p− 1. Then for any
µ, σ ∈ M+(Rn),∫
Rn
(W1,pµ)
γ+q dσ
≤ C
(∫
Rn
(W1,pµ)
γ dµ
) γ+q
p−1+γ
(∫
Rn
(W1,pσ)
(γ+q)(p−1)
p−1−q dσ
) p−1−q
p−1+γ
,
where C is a positive constant depending only on n, p, γ and q.
To derive this estimate, we prove the following simple lemma.
Lemma 3.2. Let 1 < p < ∞. Let u ∈ W˙ 1,p0 (Ω), and let v ∈ W
1,p
loc (Ω) be a
nonnegative p-superharmonic function in Ω. Assume also that ‖∇v‖Lp(Ω) and
ν[v](Ω) are finite. Then∫
Ω
|u|pv1−p dν[v] ≤
∫
Ω
|∇u|p dx.
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Proof. We set uM+ = min{u+,M} and vM = v +M
−1, where u+ = max{u, 0}
and M is a positive constant. Then (uM+ )
p(vM )
1−p ∈ W˙ 1,p0 (Ω) by Lemma 2.1.
Since Dv = ∇v = ∇vM ∈ L
p(Ω), by density arguments as in [16, Lemma 21.14],∫
Ω
ϕdν[v] =
∫
Ω
|∇vM |
p−2∇vM · ∇ϕdx ∀ϕ ∈ W˙
1,p
0 (Ω).
Substituting (uM+ )
p(vM )
1−p into ϕ and using a Picone type inequality (see [2,
Theorem 1.1]), we get∫
Ω
(uM+ )
p(vM )
1−p dν[v] ≤
∫
Ω
|∇(uM+ )|
p dx.
Taking the limit M →∞, we arrive at∫
Ω
up+v
1−p dν[v] ≤
∫
Ω
|∇u+|
p dx.
Applying the same argument to u− = (−u)+, we get the desired estimate.
Lemma 3.3. Let 1 < p < ∞, 0 < γ < ∞ and −γ < q < p − 1. Let
u ∈ W˙ 1,p0 (Ω) ∩ L
∞(Ω), and let v ∈ W 1,ploc (Ω) be a nonnegative p-superharmonic
function in Ω. Assume also that ‖∇v‖Lp(Ω) and ν[v](Ω) are finite. Then∫
Ω
|u|γ+q dν[v]
≤ C
(∫
Ω
|∇u|p|u|γ−1 dx
) γ+q
p−1+γ
(∫
Ω
v
(γ+q)(p−1)
p−1−q dν[v]
) p−1−q
p−1+γ
,
where C is a positive constant depending only on p, γ and q.
Proof. Without loss of generality, we may assume that both integrals on the
right-hand side are finite and that u ≥ 0. Applying Ho¨lder’s inequality to
dω = v1−pdν[v], we get∫
Ω
uγ+q dν[v] =
∫
Ω
uγ+qvp−1 dω
≤
(∫
Ω
up−1+γ dω
) γ+q
p−1+γ
(∫
Ω
v
(p−1+γ)(p−1)
p−1−q dω
) p−1−q
p−1+γ
.
(3.1)
For each ǫ > 0, we set wǫ = (u
p−1+γ
p − ǫ)+. Then by Lemmas 2.1 and 3.2,∫
Ω
wpǫ v
1−p dν[v] ≤
∫
Ω
|∇wǫ|
p dx.
Since
∇wǫ =
p− 1 + γ
p
∇uu
γ−1
p 1
{u
p−1+γ
p >ǫ}
a.e. in Ω,
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by the monotone convergence theorem,∫
Ω
up−1+γv1−p dν[v] ≤
(
p− 1 + γ
p
)p ∫
Ω
|∇u|puγ−1 dx. (3.2)
From (3.1) and (3.2), we obtain the desired estimate.
Let 1 < p < n. For k ∈ N, we set µk = 1Ω(µ,k)µ, where
Ω(µ, k) = {x ∈ Rn : W1,pµ(x) ≤ k} ∩B(0, 2k). (3.3)
Then ∫
Rn
W1,pµk dµk =
∫
Ω(µ,k)
W1,pµk dµ ≤ kµ(Ω(µ, k)) <∞
which is equivalent to µk ∈ (W˙
1,p
0 (R
n))∗ by the Hedberg-Wolff theorem (see [15]
or [1, Theorem 4.5.4]). Thus, there exists a unique nonnegative p-superharmonic
function uk ∈ W˙
1,p
0 (R
n) satisfying −∆puk = µk in R
n and lim inf |x|→∞ uk(x) =
0. Moreover, by Theorem 2.4 and (2.3),
‖u‖L∞(Rn) ≤ cK‖W1,pµk‖L∞(Rn) ≤ Ck.
Remark 3.4. For µ ∈M+(Rn), the p-capacity of {x ∈ Rn : W1,pµ(x) =∞} is
zero by Theorem 2.4 (see [20, Remark 3.7]). Thus, if µ is absolutely continuous
with respect to the p-capacity, then 1Ω(µ,k) ↑ 1Rn dµ-a.e., and W1,pµk(x) ↑
W1,pµ(x) for all x ∈ R
n.
Proof of Theorem 3.1. We may assume that both integrals on the right-hand
side are finite without loss of generality. Thus, µ and σ are absolutely continuous
with respect to the p-capacity. For each k ∈ N, put µk = 1Ω(µ,k)µ and σk =
1Ω(σ,k)σ, where Ω(µ, k) and Ω(σ, k) are defined by (3.3). Let uk, vk ∈ W˙
1,p
0 (R
n)
be the bounded finite energy p-superharmonic functions satisfying −∆puk = µk
and −∆pvk = σk in R
n, respectively. By Theorem 2.4, uk ≈ W1,pµk and
vk ≈W1,pσk in R
n. By Lemma 2.1, (uγk − ǫ)+ ∈ W˙
1,p
0 (R
n) for any ǫ > 0. Since
µk is the Riesz measure of uk,∫
Rn
(uγk − ǫ)+ dµk =
∫
Rn
|∇uk|
p−2∇uk · ∇(u
γ
k − ǫ)+ dx
= γ
∫
{uγ
k
>ǫ}
|∇uk|
puγ−1k dx.
By the monotone convergence theorem,∫
Rn
uγk dµk = limǫ→0
∫
Rn
(uγk − ǫ)+ dµk
= lim
ǫ→0
γ
∫
{uγ
k
>ǫ}
|∇uk|
puγ−1k dx = γ
∫
Rn
|∇uk|
puγ−1k dx.
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Consequently, we have the following estimates:∫
Rn
(W1,pµk)
γ+q
dσk ≈
∫
Rn
uγ+qk dσk,∫
Rn
v
(γ+q)(p−1)
p−1−q
k dσk ≈
∫
Rn
(W1,pσk)
(γ+q)(p−1)
p−1−q dσk,∫
Rn
|∇uk|
puγ−1k dx ≈
∫
Rn
(W1,pµk)
γ
dµk.
Here, the constants in equivalence depend only on n, p, γ and q. Combining
these estimates and Lemma 3.3, we get∫
Rn
(W1,pµk)
γ+q dσk
≤ C
(∫
Rn
(W1,pµk)
γ dµk
) γ+q
p−1+γ
(∫
Rn
(W1,pσk)
(γ+q)(p−1)
p−1−q dσk
) p−1−q
p−1+γ
.
By Remark 3.4, W1,pµk(x) ↑W1,pµ(x) for all x ∈ R
n and 1Ω(σ,k) ↑ 1Rn dσ-a.e.
Therefore,
(W1,pµk)
γ+q1Ω(σ,k) ↑ (W1,pµ)
γ+q dσ-a.e.
Using the monotone convergence theorem, we arrive at the desired estimate.
The following quasi-triangle inequality is a direct consequence of Theorem
3.1. When γ = 1, it readily follows from the Hedberg-Wolff theorem.
Corollary 3.5. Let 1 < p < n and 0 < γ <∞. Then for any µ, ν ∈ M+(Rn),∫
Rn
(W1,p(µ+ ν))
γ d(µ+ ν)
≈
∫
Rn
(W1,pµ)
γ dµ+
∫
Rn
(W1,pν)
γ dν,
where the constants in equivalence depend only on n, p and γ.
Proof. Each of the right-hand side is controlled by the left-hand side. Let us
estimate the left-hand side. By (2.2),∫
Rn
(W1,p(µ+ ν))
γ d(µ+ ν)
≤ C
∫
Rn
(W1,pµ)
γ dµ+ C
∫
Rn
(W1,pν)
γ dν
+ C
∫
Rn
(W1,pµ)
γ dν + C
∫
Rn
(W1,pν)
γ dµ.
Applying Theorem 3.1 with q = 0, we can estimate the latter two terms by
other two. Then the assertion follows from Young’s inequality.
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Corollary 3.6. Let 1 < p < n and 0 < γ <∞. Then
‖W1,pµ‖Lr,ρ(Rn) ≤ C
(∫
Rn
(W1,pµ)
γ dµ
) 1
p−1+γ
(3.4)
for any µ ∈ M+(Rn), where r = n(p− 1 + γ)/(n− p), ρ = p− 1 + γ and C is
a positive constant depending only on n, p and γ.
Proof. It is known that for any σ ∈ M+(Rn),
W1,pσ(x) ≤ c(n, p)V1,pσ(x)
for all x ∈ Rn, where V1,pσ := I1[(I1σ)
1
p−1 dx] is the Havin-Maz’ya potential
of σ (see [15]). Therefore, by boundedness of Riesz potentials (see, e.g., [14,
Theorem 1.4.19]),
‖W1,p(fdx)‖Lr,ρ(Rn) ≤ C‖f‖
1
p−1
L
r
r−γ
,
ρ
ρ−γ (Rn)
for any nonnegative f ∈ L
r
r−γ
,
ρ
ρ−γ (Rn). Hence, by Ho¨lder’s inequality,∫
Rn
(W1,p(fdx))
γf dx ≤ ‖(W1,p(fdx))
γ‖
L
r
γ
,
ρ
γ (Rn)
‖f‖
L
r
r−γ
,
ρ
ρ−γ (Rn)
= ‖W1,p(fdx)‖
γ
Lr,ρ(Rn)‖f‖L
r
r−γ
,
ρ
ρ−γ (Rn)
≤ C‖f‖
1+ γ
p−1
L
r
r−γ
,
ρ
ρ−γ (Rn)
.
(3.5)
Combining (3.5) and Theorem 3.1, we get
∫
Rn
(W1,pµ)
γf dx ≤ C
(∫
Rn
(W1,pµ)
γ dµ
) γ
p−1+γ
‖f‖
L
r
r−γ
,
ρ
ρ−γ (Rn)
.
Thus, by a dual characterization of L
r
γ
,
ρ
γ (Rn),
‖W1,pµ‖
γ
Lr,ρ(Rn) = ‖(W1,pµ)
γ‖
L
r
γ
,
ρ
γ (Rn)
≤ C sup
{∫
Rn
(W1,pµ)
γf dx : ‖f‖
L
r
r−γ
,
ρ
ρ−γ (Rn)
≤ 1, f ≥ 0
}
≤ C
(∫
Rn
(W1,pµ)
γ dµ
) γ
p−1+γ
.
This completes the proof.
Remark 3.7. The inequality (3.5) gives a refinement of [23, Corollary 1.2].
Suppose that 1 < p < n, 0 < q < p − 1 and 0 < γ < ∞. Let f and g be
nonnegative functions on Rn.
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1. If dσ = fdx and if
f ∈ Ls,t(Rn) with s =
n(p− 1 + γ)
n(p− 1− q) + p(γ + q)
, t =
p− 1 + γ
p− 1− q
,
then (1.6) is fulfilled.
2. If dµ = gdx and if
g ∈ Ls,t(Rn) with s =
n(p− 1 + γ)
n(p− 1) + pγ
, t =
p− 1 + γ
p− 1
,
then (1.7) is fulfilled.
Hence, in view of Theorem 1.1, there exists a minimal p-superharmonic solution
u ∈ Lr,ρ(Rn) to (1.1), where r = n(p− 1 + γ)/(n− p) and ρ = p− 1 + γ.
4. Construction of minimal solutions to (1.1)
Throughout, we assume that 1 < p < n and 0 < q < p − 1. Our definition
of generalized solutions is as follows:
Definition 4.1. Let Ω be a domain in Rn, and let σ, µ ∈M+(Ω). A nonnega-
tive function u is said to be a p-superharmonic solution (supersolution) to the
equation
−∆pu = σu
q + µ in Ω
if u is p-superharmonic in Ω, u ∈ Lqloc(Ω, dσ), and ν[u] = u
qdσ+µ (ν[u] ≥ uqdσ+
µ). We say that a nontrivial p-superharmonic solution u to (1.1) is minimal if
w ≥ u in Rn whenever w is a nontrivial p-superharmonic supersolution to (1.1).
The following theorem was established by Cao and Verbitsky [10, 9]. It gives
pointwise lower estimates of supersolutions to (1.2).
Theorem 4.2 ([10, Theorem 2.3]). Let w ∈ Lqloc(R
n, dσ) be a positive p-
superharmonic supersolution to (1.2). Then
w ≥ c0(W1,pσ)
p−1
p−1−q ,
where c0 is a constant depending only on n, p and q.
To construct minimal solutions to (1.1), we consider a family of solutions to
localized problems and solve the localized problems using a sub- and supersolu-
tion method. We shall need the following weighted norm inequality.
Lemma 4.3 ([23, Lemma 2.1]). Assume that (1.6) holds with 0 < γ < ∞.
Then for any f ∈ L
γ+q
q (Rn, dσ),
‖W1,p(fdσ)‖Lγ+q(Rn,dσ) ≤ C‖f‖
1
p−1
L
γ+q
q (Rn,dσ)
,
where C is a constant depending only on n, p, q, γ and the upper bound of (1.6).
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Lemma 4.4. Let B = B(x0, R) be a ball in R
n. Assume that (1.6) and (1.7)
hold with 0 < γ <∞. Assume also that
sup
suppσ
W1,pσ <∞, suppσ ⊂ B
and
sup
suppµ
W1,pµ <∞, suppµ ⊂ B.
Then there exists a nonnegative p-superharmonic function u satisfying
−∆pu = σu
q + µ in 2B (4.1)
and
min{u, l} ∈ W˙ 1,p0 (2B) ∀l > 0.
Moreover, u satisfies the following properties:
( i) The solution u belongs to Lγ+q(2B, dσ) ∩ Lr,ρ(2B). Moreover,
(∫
2B
(W1,p(u
qdσ))γuq dσ
) 1
p−1+γ
+ ‖u‖Lr,ρ(2B) ≤ C,
where C is a constant depending only on n, p, q, γ and the bounds of (1.6)
and (1.7).
( ii) For every x ∈ B,
u(x) ≥
1
C
{
(W
R
2
1,pσ(x))
p−1
p−1−q +W
R
2
1,pµ(x)
}
,
where C is a positive constant depending only on n, p and q.
( iii) If w is a p-superharmonic supersolution to (1.1), then w ≥ u in 2B.
( iv) Let u1 be a p-superharmonic function which defined by (4.4). Assume
that w is a nonnegative p-superharmonic supersolution to (4.1) and that
w ≥ u1 in 2B. Then w ≥ u ≥ u1 in 2B.
Proof. Step 1. We construct approximate solutions {uj}
∞
j=1. By assumptions
on σ and µ, along with the Hedberg-Wolff theorem ([1, Theorem 4.5.4]), σ
and µ belong to (W˙ 1,p0 (2B))
∗. Therefore, there exists a bounded finite energy
p-superharmonic function v ∈ W˙ 1,p0 (2B) ∩ L
∞(2B) satisfying
−∆pv = σ˜ :=
(
p− 1− q
p− 1
)p−1
σ in 2B.
Then for any β ≥ 1, vβ ∈ W˙ 1,p0 (2B) ∩ L
∞(2B). Moreover,∫
2B
|∇vβ |p−2∇vβ · ∇ϕdx ≤ βp−1
∫
2B
|∇v|p−2∇v · ∇(v(β−1)(p−1)ϕ) dx
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for any nonnegative ϕ ∈ C∞c (2B). In other words,
−∆pv
β ≤ βp−1v(β−1)(p−1)σ˜ in 2B
in the sense of distribution. Let
u0 = c1v
p−1
p−1−q , (4.2)
where c1 := min{c0c
(1−p)
p−1−q
K , 1}. Here, cK and c0 are the constants in Theorems
2.4 and 4.2, respectively. Then u0 ∈ W˙
1,p
0 (2B) ∩ L
∞(2B) and
−∆pu0 ≤ (c1)
p−1−qσuq0 ≤ σu
q
0 in 2B.
Moreover, by Theorem 2.4,
u0 ≤ c0(W1,pσ)
p−1
p−1−q in 2B. (4.3)
We define a sequence of p-superharmonic functions {uj}
∞
j=1 by
−∆puj+1 = σu
q
j + µ, in 2B, j = 0, 1, 2, . . . . (4.4)
Assume that uj is bounded for some j ≥ 0. Then the measure σu
q
j + µ belongs
to the dual of W˙ 1,p0 (2B), and W1,p(u
q
jdσ+ dµ) is bounded. By the comparison
principle for weak solutions, uj+1 ≥ uj for all j ≥ 0. Therefore, {uj}
∞
j=1 is
defined as an increasing sequence of bounded finite energy p-superharmonic
functions. By Theorem 2.4, for every x ∈ B,
u1(x) ≥ max
{
u0(x),
1
cK
W
R
2
1,pµ(x)
}
≥
1
C
{
(W
R
2
1,pσ)
p−1
p−1−q (x) +W
R
2
1,pµ(x)
}
.
(4.5)
Assume that w is a nonnegative p-superharmonic supersolution to (1.1). Then
by Theorem 4.2 and (4.3),
u0 ≤ c0(W1,pσ)
p−1
p−1−q ≤ w dσ-a.e. in 2B.
Since σ is absolutely continuous with respect to the p-capacity, it follows from
the comparison principle for renormalized solutions (see [9, Lemma 5.2]) that
w ≥ u1 in 2B. Thus, by induction,
w ≥ uj in 2B (4.6)
for all j ≥ 1. The same argument is valid if w satisfies assumptions in (iv).
Step 2. We give bounds of {uj}
∞
j=1. For simplicity, we denote by uj the zero
extension of uj again. By (4.3) and (1.6), u0 ∈ L
γ+q(2B, dσ). Assume that
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uj ∈ L
γ+q(2B, dσ) for some j ≥ 0. Then by Theorem 2.4, the comparison
principle and (2.2),
‖uj+1‖Lγ+q(2B,dσ) ≤ cK‖W1,p(u
q
jdσ + dµ)‖Lγ+q(2B,dσ)
≤ C‖W1,p(u
q
jdσ)‖Lγ+q(2B,dσ) + C‖W1,pµ‖Lγ+q(2B,dσ)
= C‖W1,p(u
q
jdσ)‖Lγ+q(Rn,dσ) + C‖W1,pµ‖Lγ+q(Rn,dσ).
By Lemma 4.3,
‖W1,p(u
q
jdσ)‖Lγ+q(Rn,dσ) ≤ C‖u
q
j‖
1
p−1
L
γ+q
q (Rn,dσ)
= C‖uj‖
q
p−1
Lγ+q(2B,dσ). (4.7)
Moreover, by Theorem 3.1 and (1.7),
‖W1,pµ‖Lγ+q(Rn,dσ) ≤ C.
Thus,
‖uj+1‖Lγ+q(2B,dσ) ≤ C(‖uj‖
q
p−1
Lγ+q(2B,dσ) + 1).
Since q < p− 1, by Young’s inequality and monotonicity of uj ,
‖uj+1‖Lγ+q(2B,dσ) ≤ C. (4.8)
Then by Ho¨lder’s inequality and Lemma 4.3,
(∫
Rn
(W1,p(u
q
jdσ))
γuqj dσ
) 1
p−1+γ
≤ C‖uqj‖
1
p−1
L
γ+q
q (Rn,dσ)
= C‖uj‖
q
p−1
Lγ+q(2B,dσ).
Hence, by (4.8), ∫
Rn
(W1,p(u
q
jdσ))
γuqj dσ ≤ C. (4.9)
Fix l > 0. Testing (4.4) with min{uj+1, l}, we get∫
2B
|∇min{uj+1, l}|
p dx ≤ l
(∫
2B
uqj dσ + µ(2B)
)
≤ l
(
‖uj‖
q
Lγ+q(2B,dσ)σ(2B)
γ
γ+q + µ(2B)
)
.
By using (4.8) again, ∫
2B
|∇min{uj+1, l}|
p dx ≤ Cl. (4.10)
Here, the constant C depends also on σ(2B) and µ(2B), but not on j ∈ N.
Step 3. Let
u = lim
j→∞
uj.
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By (4.10) and the Poincare´ inequality, u is not identically infinite. Hence, u is
p-superharmonic in 2B by [16, Lemma 7.3]. Moreover, by the weakly continuity
result in [26, Theorem 3.1], we have ν[u] = σuq + µ. Applying the monotone
convergence theorem, we have∫
Rn
(W1,p(u
qdσ))γuq dσ ≤ C. (4.11)
By Corollary 3.5,∫
Rn
(W1,pν[u])
γdν[u] ≈
∫
Rn
(W1,p(u
qdσ))γuq dσ +
∫
Rn
(W1,pµ)
γ dµ.
Thus, by Theorem 2.4, Corollary 3.6, (4.11) and (1.7),
‖u‖Lr,ρ(2B) ≤ cK‖W1,pν[u]‖Lr,ρ(Rn) ≤ C.
Also, by (4.10), min{u, l} ∈ W˙ 1,p0 (2B) for all l > 0. The properties (ii), (iii)
and (iv) follow from (4.5) and (4.6).
Proof of Theorem 1.1. For each k ∈ N, we consider measures σk = 1Ω(σ,k)σ and
µk = 1Ω(µ,k)µ, where Ω(σ, k) and Ω(µ, k) are defined by (3.3). Using Lemma
4.4, we construct a sequence of p-superharmonic functions {uk}
∞
k=1 satisfying
−∆puk = σku
q
k + µk in B(0, 2
k+1) (4.12)
and
min{u, l} ∈W 1,p0 (B(0, 2
k+1)) ∀l > 0.
By the comparison principle for weak solutions and (iv) in Lemma 4.4,
uk+1 ≥ uk in B(0, 2
k+1).
We denote by uk the zero extension of uk again.
Let u = limk→∞ uk. Then by the monotone convergence theorem,
‖u‖Lr,ρ(Rn) = lim
k→∞
‖uk‖Lr,ρ(Rn) ≤ C. (4.13)
By Remark 3.4, uqk1Ω(σ,k) ↑ u
q dσ-a.e. Hence, using the monotone convergence
theorem twice, we get ∫
Rn
(W1,p(u
qdσ))γuq dσ ≤ C. (4.14)
By (4.13), u is not identically infinite, and lim inf |x|→∞ u(x) = 0. Therefore, u
is p-superharmonic in Rn and ν[u] = σuq + µ. By Theorem 2.4 and Corollary
3.5, ∫
Rn
uγ dν[u] ≈
∫
Rn
(W1,pν[u])
γ dν[u]
≈
∫
Rn
(W1,p(u
qdσ))γuq dσ +
∫
Rn
(W1,pµ)
γ dµ.
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Thus, (1.8) is finite by (4.14) and (1.7).
Fix any x ∈ Rn. Then by (ii) in Lemma 4.4,
u(x) ≥ uk(x) ≥
1
C
{
(W2
k−1
1,p σk)
p−1
p−1−q (x) + (W2
k−1
1,p µk)(x)
}
whenever x ∈ B(0, 2k). Passing to the limit k →∞ and applying the monotone
convergence theorem to the right-hand side, we get
u(x) ≥
1
C
{
(W1,pσ)
p−1
p−1−q (x) + (W1,pµ)(x)
}
.
Hence, u is positive in Rn. If w is a p-superharmonic supersolution to (1.1),
then w ≥ uk for all k ∈ N by (iii) in Lemma 4.4. Therefore, w ≥ u. This
implies that u is minimal.
Corollary 4.5. Assume that there exists a positive p-superharmonic supersolu-
tion w ∈ Lqloc(R
n, dσ) to (1.1) satisfying (1.8) for some γ > 0. Then there exists
a minimal p-superharmonic solution u ∈ Lr,ρ(Rn) to (1.1) satisfying (1.8) and
w ≥ u in Rn.
Proof. In this case, (1.6) and (1.7) are fulfilled by Theorems 4.2 and 2.4, re-
spectively. Hence there exists a minimal p-superharmonic solution u to (1.1) by
Theorem 1.1. By minimality of u, w ≥ u in Rn.
Corollary 4.6. Assume that the assumptions of Theorem 1.1 hold with γ ≥ 1.
Let u be the minimal solution in Theorem 1.1. Then u belongs to W 1,ploc (R
n) and
satisfies (1.1) in the sense of weak solutions.
Proof. We give additional estimates for solutions {uj}
∞
j=1 in Lemma 4.4. By
Corollary 3.5,∫
Rn
(W1,pν[uj ])
γdν[uj ] ≈
∫
Rn
(W1,p(u
q
jdσ))
γuqj dσ +
∫
Rn
(W1,pµ)
γ dµ.
The right-hand side is estimated by (i) in Lemma 4.4 and (1.7). Thus, by
Theorem 2.4,
‖uj+1‖Lγ(2B,dµ) ≤ cK‖W1,pν[uj]‖Lγ(2B,dµ)
≤ cK‖W1,pν[uj]‖Lγ(Rn,dν[uj ]) ≤ C.
Fix a ball B(x0, R0) ⊂ B, and take a nonnegative function η ∈ C
∞
c (B(x0, 2R0))
satisfying η ≡ 1 on B(x0, R0) and |∇η| ≤ C/R0. Testing (4.4) with uj+1η
p and
using Young’s inequality, we get∫
2B
|∇uj+1|
pηp dx
≤ C
(∫
2B
upj+1|∇η|
p dx+
∫
2B
uj+1η
puqj dσ +
∫
2B
uj+1η
p dµ
)
≤ C
(
C
Rp0
∫
B(x0,2R0)
upj+1 dx+
∫
B(x0,2R0)
u1+qj+1 dσ +
∫
B(x0,2R0)
uj+1 dµ
)
.
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Since γ ≥ 1, by (i) in Lemma 4.4 and Ho¨lder’s inequality,
‖uj+1‖Lp(B(x0,2R0)) ≤ CR
n
p
− n−p
p−1+γ
0 ‖u‖Lr,ρ(2B) ≤ C
and
‖uj+1‖W 1,p(B(x0,R0)) ≤ C
′.
Here, the constant C′ depends also on R0, σ(B(x0, 2R0)) and µ(B(x0, 2R0)),
but not on j ∈ N and B. Therefore, limj→∞ uj = u ∈ W
1,p(B(x0, R0)) and
‖u‖W 1,p(B(x0,R0)) ≤ C
′. Applying the same limit argument to {uk}
∞
k=1 in The-
orem 1.1, we see that limk→∞ uk = u ∈W
1,p
loc (R
n).
5. Remarks for the endpoint cases
When γ =∞, we replace (1.6) and (1.7) with the following conditions:
‖W1,pσ‖L∞(Rn,dσ) <∞, (1.6
′)
‖W1,pµ‖L∞(Rn,dµ) <∞. (1.7
′)
Theorem 5.1. Let 1 < p < n and 0 < q < p − 1. Let σ, µ ∈ M+(Rn) with
(σ, µ) 6≡ (0, 0). Assume that (1.6′) and (1.7′) hold. Then there exists a minimal
bounded weak solution u ∈ W 1,ploc (R
n) ∩ L∞(Rn) to (1.1). Conversely, if there
exists a bounded p-superharmonic supersolution u ∈ Lqloc(R
n, dσ) to (1.1), then
(1.6′) and (1.7′) are fulfilled.
Proof. We consider solutions to (4.1). As in the proof of Lemma 4.4, let {uj}
∞
j=1
be the sequence of p-superharmonic functions defined in (4.2) and (4.4). Then
by (1.6′) and (2.3),
‖W1,p(u
q
jdσ)‖L∞(2B) ≤ C‖uj‖
q
p−1
L∞(2B,dσ)
(5.1)
for all j ≥ 0. Replacing (4.7) by (5.1) and using (1.7′), we get
‖uj+1‖L∞(2B) ≤ C
(
‖uj‖
q
p−1
L∞(2B) + 1
)
.
Therefore,
‖uj‖L∞(2B) ≤ C
for all j ≥ 1 and u = limj→∞ uj is a bounded solution to (4.1). Using solutions
to (4.12), we construct a p-superharmonic function u in Rn satisfying ν[u] =
σuq + µ in Rn. Then by the bound of solutions to (4.12), u is bounded on Rn.
Moreover, by Theorem 2.4,
uk(x) ≤ cKW1,pν[uk](x) ≤ C‖u‖
q
p−1
L∞(Rn)W1,pσ(x) + CW1,pµ(x)
for all k ≥ 1 and for all x ∈ Rn. By [9, Corollary 3.2], this implies that
lim inf |x|→∞ u(x) = 0. From the arguments in the proof of Theorem 1.1, it
follows that u is a minimal p-superharmonic solution to (1.1). Since u is a
bounded p-superharmonic function, u ∈ W 1,ploc (R
n) by [16, Theorem 7.25].
The converse part follows from Theorems 2.4 and 4.2.
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The case of γ = 0 is more delicate. We give a sufficient condition for the
existence of minimal solutions to (1.1).
Proposition 5.2. Let 1 < p < n and 0 < q < p− 1. Let σ, µ ∈ M+(Rn) with
(σ, µ) 6≡ (0, 0). Assume that there exists a positive function w ∈ Lq(Rn, dσ)
satisfying
w =W1,p(w
qdσ) in Rn.
Assume also that µ is finite and absolutely continuous with respect to the p-
capacity. Then there exists a minimal p-superharmonic solution u ∈ Lq(Rn, dσ)∩
L
n(p−1)
n−p
,∞(Rn) to (1.1). Moreover, the Riesz measure of u is finite.
Proof. As above, we consider the localized problem (4.1) and its approximate
solutions {uj}
∞
j=1. Then by [9, Theorem 4.4], we have
‖W1,p(u
q
jdσ)‖Lq(2B,dσ) ≤ C‖uj‖
q
p−1
Lq(2B,dσ)
and
‖W1,pµ‖Lq(2B,dσ) ≤ C.
From Theorem 2.4 and (2.2), it follows that
‖uj+1‖Lq(2B,dσ) ≤ C(‖uj‖
q
p−1
Lq(2B,dσ) + 1).
Thus, u = limj→∞ uj belongs to L
q(2B, dσ), and its Riesz measure ν[u] satisfies
(∫
2B
dν[u]
) 1
p−1
=
(∫
2B
uq dσ +
∫
2B
dµ
) 1
p−1
≤ C.
Since min{u, l} ∈W 1,p0 (2B) for all l > 0, it follows from [3, Lemma 4.1] that
‖u‖
L
n(p−1)
n−p
,∞
(2B)
≤ C. (5.2)
Using solutions to (4.12), we construct a p-superharmonic function u in Rn
satisfying ν[u] = σuq + µ. Then by (5.2) and the Fatou property of the Lr,∞
norm (see, e.g., [14, p.14]),
‖u‖
L
n(p−1)
n−p
,∞
(Rn)
≤ C.
Hence lim inf |x|→∞ u(x) = 0. Using the same argument as in the proof of
Theorem 1.1, we see that u is a minimal p-superharmonic solution to (1.1). By
the monotone convergence theorem, u ∈ Lq(Rn, dσ). Hence, the Riesz measure
of u is finite.
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6. Elliptic equations with several sub-natural growth terms
Theorem 6.1. Let 1 < p < n. Let {qm}
M
m=1 be positive constants satisfying
0 < qm < p− 1, m = 1, . . . ,M. (6.1)
Let {σ(m)}Mm=1 and µ be Radon measures on R
n such that (σ(1), . . . , σ(m), µ) 6=
(0, . . . , 0, 0). Assume that there exists a positive constant 0 < γ <∞ such that∫
Rn
(W1,pσ
(m))
(γ+qm)(p−1)
p−1−qm dσ(m) <∞, m = 1, . . . ,M, (6.2)
∫
Rn
(W1,pµ)
γ dµ <∞. (6.3)
Then there exists a minimal p-superharmonic solution u to (1.9). Moreover,
u satisfies (1.8) and belongs to Lr,ρ(Rn), where r = n(p − 1 + γ)/(n − p) and
ρ = p− 1 + γ.
Proof. First, we consider localized problems. For k ∈ N, we consider measures
σ
(m)
k = 1Ω(σ(m),k)σ and µj = 1Ω(µ,j)µ, where Ω(σ
(m), k) and Ω(µ, k) are defined
by (3.3). For simplicity of notation, we temporarily write B(0, 2k), σ
(m)
k and µk
as B, σ(m) and µ respectively.
Next, we construct a p-superharmonic function u satisfying
−∆pu =
M∑
m=1
σ(m)uqm + µ in 2B (6.4)
and
min{u, l} ∈ W˙ 1,p0 (2B) ∀l > 0.
Let {v(m)} ⊂ W˙ 1,p0 (2B) ∩ L
∞(2B) be the weak solutions to
−∆pv
(m) =
(
p− 1− qm
p− 1
)p−1
σ(m) in 2B.
For m = 1, . . .M , put u
(m)
0 = c
(m)
1 (v
(m))
p−1
p−1−qm , where {c
(m)
1 }
M
m=1 ⊂ (0, 1] are
constants depending only on n, p and q. Then u
(m)
0 satisfy
−∆pu
(m)
0 ≤ σ
(m)
k (u
(m)
0 )
qm in 2B.
As in the proof of Lemma 4.4, we can choose small {c
(m)
1 }
M
m=1 such that
w ≥ u
(m)
0 in 2B (m = 1, . . .M) (6.5)
whenever w is a nonnegative p-superharmonic supersolution to (1.9). We define
an increasing sequence of p-superharmonic functions {uj}
∞
j=1 ⊂ W˙
1,p
0 (2B) by
−∆pu1 =
M∑
m=1
σ(m)(u
(m)
0 )
qm + µ
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and
−∆puj+1 =
M∑
m=1
σ(m)uqmj + µ, j = 1, 2, . . . . (6.6)
By Theorem 2.4 and (2.2), for each m,
‖uj+1‖Lγ+qm(2B,dσ(m))
≤ C
M∑
l=1
‖W1,p(u
ql
j dσ
(l))‖Lγ+qm (Rn,dσ(m)) + C‖W1,pµ‖Lγ+qm(Rn,dσ(m)).
Since σ(m) satisfies (6.2), Theorem 3.1 yields
‖W1,p(u
ql
j dσ
(l))‖Lγ+qm (Rn,dσ(m)) =
(∫
Rn
(W1,p(u
ql
j dσ
(l)))γ+qm dσ(m)
) 1
γ+qm
≤ C
(∫
Rn
(W1,p(u
ql
j dσ
(l)))γuqlj dσ
(l)
) 1
p−1+γ
.
Moreover, since σ(l) satisfies (6.2), by Ho¨lder’s inequality and Lemma 4.3,
(∫
Rn
(W1,p(u
ql
j dσ
(l)))γuqlj dσ
(l)
) 1
p−1+γ
≤ C‖uqlj ‖
1
p−1
L
γ+ql
ql (Rn,dσ(l))
= C‖uj‖
ql
p−1
Lγ+ql(2B,dσ(l))
.
(6.7)
By (6.2), (6.3) and Theorem 3.1,
‖W1,pµ‖Lγ+qm (Rn,dσ(m)) ≤ C.
Therefore,
M∑
m=1
‖uj+1‖Lγ+qm(2B,dσ(m)) ≤ C
M∑
m=1
‖uj‖
qm
p−1
Lγ+qm(2B,dσ(m))
+ C.
By (6.1) and Young’s inequality, this implies that
M∑
m=1
‖uj+1‖Lγ+qm (2B,dσ(m)) ≤ C.
Using (6.7) again, we get a uniform bound corresponding to (4.9). Let u =
limj→∞ u. Then u satisfies (6.4). Moreover, by Corollary 3.6,
M∑
m=1
(∫
Rn
(W1,p(u
qmdσ(m)))γuqm dσ(m)
) 1
p−1+γ
+ ‖u‖Lr,ρ(2B) ≤ C.
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By Theorem 2.4, for any x ∈ B,
u(x) ≥ max
{
u
(1)
0 (x), . . . , u
(M)
0 (x),
1
cK
W
R
2
1,pµ(x)
}
≥
1
C
{
M∑
m=1
(W
R
2
1,pσ
(m))
p−1
p−1−q (x) +W
R
2
1,pµ(x)
}
.
(6.8)
If w is a nonnegative p-superharmonic supersolution to (1.9), then by (6.5) and
induction,
w ≥ u in 2B. (6.9)
Finally, we construct a minimal p-superharmonic solution to (1.9). For each
k ≥ 1, let uk be a p-superharmonic function satisfying (6.4). Passing to the
limit k →∞, we get a p-superharmonic function u ∈ Lr,ρ(Rn) satisfying ν[u] =∑M
m=1 σ
(m)uqm + µ. By Theorem 2.4 and Corollary 3.5,∫
Rn
uγ dν[u] ≈
∫
Rn
(W1,pν[u])
γ dν[u]
≈
M∑
m=1
∫
Rn
(W1,p(u
qmdσ(m)))γuqm dσ(m) +
∫
Rn
(W1,pµ)
γ dµ.
Hence, u satisfies (1.8). Positivity and minimality of u follow from (6.8) and
(6.9), respectively. Thus, u is a minimal p-superharmonic solution to (1.9).
We also prove the uniqueness of finite energy solutions using a convexity
argument as in [10] and [25].
Corollary 6.2. Assume that (6.1)-(6.3) hold with γ = 1. Then there exists a
unique finite energy weak solution u ∈ W˙ 1,p0 (R
n) satisfying (1.9).
Proof. Existence of a minimal solution follow from Theorem 6.1. Testing (6.6)
with uj+1 and using monotonicity of {uj}
∞
j=1, we have
∫
2B
|∇uj+1|
p dx =
M∑
m=1
∫
2B
uj+1u
qm
j dσ
(m) +
∫
2B
uj+1 dµ
≤
M∑
m=1
‖uj+1‖
1+qm
L1+qm (2B,dσ(m))
+ ‖uj+1‖L1(2B,dµ) ≤ C,
where C is a constant depending only on n, p and (6.1)-(6.3). Thus, the limit
function u belongs to W˙ 1,p0 (R
n).
Let us prove uniqueness. For simplicity, we put σ(0) = µ and q0 = 0. Let
u, v ∈ W˙ 1,p0 (R
n) be weak solutions to (1.9). Without loss of generality, we may
assume that u and v are quasicontinuous on Rn and that v is minimal. Hence,
u ≥ v q.e. in Rn. Since each σ(m) is absolutely continuous with respect to the
p-capacity, u ≥ v dσ(m)-a.e. for all m = 0, 1, . . . ,M .
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Testing the equations of u with u, we have
∫
Rn
|∇u|p dx =
M∑
m=0
∫
Rn
u1+qm dσ(m). (6.10)
By the same way,
∫
Rn
|∇v|p dx =
M∑
m=0
∫
Rn
v1+qm dσ(m). (6.11)
For t ∈ [0, 1], we set
λt(x) := ((1 − t)v
p(x) + tup(x))
1
p .
Then
0 ≤ v ≤ λt ≤ u q.e. in R
n. (6.12)
Moreover, by the hidden convexity (see [7, Proposition 2.6]),∫
Rn
|∇λt|
p dx ≤ (1− t)
∫
Rn
|∇v|p dx+ t
∫
Rn
|∇u|p dx. (6.13)
Combining (6.10), (6.11) and (6.13), we get
∫
Rn
|∇λt|
p − |∇λ0|
p
t
dx ≤
M∑
m=0
(∫
Rn
u1+qm dσ(m) −
∫
Rn
v1+qm dσ(m)
)
.
By the inequality
|a|p − |b|p ≥ p|b|p−2b · (a− b) (a, b ∈ Rn),
we have
|∇λt|
p − |∇λ0|
p ≥ p|∇λ0|
p−2∇λ0 · (∇λt −∇λ0).
Therefore,
p
∫
Rn
|∇v|p−2∇v ·
∇(λt − λ0)
t
dx
≤
M∑
m=0
(∫
Rn
u1+qm dσ(m) −
∫
Rn
v1+qm dσ(m)
)
.
(6.14)
On the other hand, using methods in [16, Lemma 1.25], we can see that λt ∈
W˙ 1,p0 (R
n) from (6.12) and (6.13). Testing the equation of v with λt − λ0 ∈
W˙ 1,p0 (R
n), we get
∫
Rn
|∇v|p−2∇v · ∇(λt − λ0) dx =
M∑
m=0
∫
Rn
(λt − λ0)v
qm dσ(m). (6.15)
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Combining (6.14) and (6.15), we obtain
M∑
m=0
p
∫
Rn
(λt − λ0)
t
vqm dσ(m) ≤
M∑
m=0
(∫
Rn
u1+qm dσ(m) −
∫
Rn
v1+qm dσ(m)
)
.
Note that λt − λ0 ≥ 0 dσ
(m)-a.e. for all m. Therefore, by Fatou’s lemma,∫
Rn
(
up
vp−1
− v
)
vqm dσ(m) ≤ lim inf
t→0
p
∫
Rn
(λt − λ0)
t
vqm dσ(m)
for each m. Hence, passing to the limit t→ 0, we arrive at
M∑
m=0
∫
Rn
(
up
vp−1
− v
)
vqm dσ(m) ≤
M∑
m=0
(∫
Rn
u1+qm dσ(m) −
∫
Rn
v1+qm dσ(m)
)
,
or equivalently
M∑
m=0
∫
Rn
(
upvqm
vp−1
− u1+qm
)
dσ(m) ≤ 0.
By minimality of v, vqm−p+1 ≥ uqm−p+1 dσ(m)-a.e. for all m, and hence, each
integral on the left-hand side is nonnegative. Thus, u = v dσ(m)-a.e. for all m.
Testing the equations of u and v with u− v ∈ W˙ 1,p0 (R
n), we get∫
Rn
(
|∇u|p−2∇u− |∇v|p−2∇v
)
· ∇(u− v) dx = 0.
This implies that ∇u = ∇v a.e. in Rn (see, e.g., [16, Lemma 5.6]), and therefore,
u = v in W˙ 1,p0 (R
n).
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