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Практическое руководство составлено на основе курса лекций по 
матричному анализу, который читается для студентов специальностей 
«Прикладная математика» и «Экономическая кибернетика» математиче-
ского факультета. Весь материал разбит на несколько разделов, согласно 
учебной программе по дисциплине «Матричный анализ». Каждый раздел 
содержит справочный материал по теме, задания для аудиторной и до-
машней работы, а также примеры решений типовых задач. В конце 
предлагаются задания к лабораторным работам. Практическое руковод-
ство  может быть использовано преподавателем для проведения практиче-
ских  и лабораторных занятий, а студентами для выполнения домашних             
и лабораторных заданий, что позволит успешно подготовиться к экзамену 
по матричному анализу. 
При подборе задач авторами использована следующая литература:  
«Задачи по матричному анализу» А. К. Деменчук, Г. П. Размыслович,             
В. М. Ширяев (Минск: БГУ, 2004), «Сборник задач по линейной алгебре» 
И. В. Проскуряков (Москва: Наука, 1984) и другие. Поэтому многие 
задачи пособия не претендуют на оригинальность, хотя среди них есть  
























Действительным (или вещественным) линейным или векторным 
пространством V  над полем действительных чисел   называется 
упорядоченная четвёрка ( ), , ,V + ⋅ , где V  − непустое множество,          
элементы которого называются векторами, «+» есть бинарная 
алгебраическая операция сложения векторов, «⋅» есть операция умно-
жения вектора на действительное число λ . При этом заданные операции 
удовлетворяют следующим аксиомам линейного (векторного) про-
странства: 
1)  , ,x y y x x y V+ = + ∀ ∈  (коммутативность сложения); 
2)  ( ) ( ), ,x y z x y z x y V+ + = + + ∀ ∈  (ассоциативность сложения); 
3)  : ,V x x x V∃θ∈ + θ = ∀ ∈  ( нейтральный элемент); 
4)  : ( )x V x V x x∀ ∈ ∃− ∈ + − = θ  (противоположный элемент); 
5)  ( ) ( ) , ,x x x Vα β = αβ ∀α,β∈ ∀ ∈  (ассоциативность умножения                
на скаляр); 
6)  1 ,x x x V⋅ = ∀ ∈ ; 
7)  ( ) , ,x x x x Vα +β = α +β ∀ ∈ ∀α,β∈  (дистрибутивность умноже-
ния на вектор относительно сложения скаляров); 
8)  ( ) , , ,x y x y x y Vα + = α + α ∀ ∈ ∀α∈  (дистрибутивность умно-
жения на скаляр относительно сложения векторов). 
Если «⋅» обозначает операцию умножения вектора на комплексное 
число, то векторное пространство называется комплексным. 
Конечная сумма вида 1 1 2 2 ... n nx x xα + α + + α  называется линейной 
комбинацией векторов 1 2, , ..., nx x x V∈  с действительными (комплекс-
ными)  коэффициентами. Линейная комбинация называется нетриви-
альной, если хотя бы один из её коэффициентов отличен от нуля. 
Векторы 1 2, , ..., nx x x V∈ называются линейно зависимыми, если          
существует их нетривиальная линейная комбинация, равная нулевому 
вектору θ . В противном случае эти векторы называются линейно             
независимыми. 
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Будем говорить, что на множестве векторов   задано преобразова-
ние
F F , если каждому вектору x∈  по некоторому правилу поставлен           
в соответствие вектор ( )F x ∈ . Преобразование F  называется линей-
ным, если выполняются равенства:  
( ) ( ) ( ), ( ) ( ), , , .F x y F x F y F x F x x y V+ = + λ = λ ∀ ∈ ∀λ∈  
Для наглядности рассмотрим трехмерное пространство с базисом 
1 2 3, ,e e e  в котором задано линейное преобразование F . Применив дан-
ное преобразование F  к базисным векторам, мы получим векторы 
1 2 3( ), ( ), ( )F e F e F e , опять принадлежащие этому трехмерному простран-
ству. Следовательно, каждый из них можно единственным образом раз-
ложить по векторам базиса: 
 
1 11 1 21 2 31 3
2 12 1 22 2 32 3




F e a e a e a e
F e a e a e a e
F e a e a e a e
= + +
= + +
= + +  
 






A a a a
a a a
 





называется матрицей линейного преобразования F  в базисе 1 2 3, ,e e e . 
Для произвольного вектора 1 1 2 2 3 3x x e x e x e= + +  результатом примене-
ния к нему линейного преобразования F  будет вектор ( )F x , который 
можно разложить по векторам того же базиса: 1 1 2 2 3 3( )F x x e x e x e′ ′ ′= + + , 
где координаты ix′  можно найти по формулам: 1 1 2 2 3 3i i i ix a x a x a x′ = + +  
для { }1, 2, 3 .i∈  Коэффициенты в формулах этого линейного преобразо-
вания являются элементами строк матрицы A . 
Ненулевой вектор x  называется собственным вектором матрицы A , 
если : Ax x∃λ∈ = λ . Само число λ  называется собственным числом  
матрицы A . Совокупность всех собственных чисел линейного преобразо-
вания F  конечномерного линейного пространства называется спектром 
преобразования F . Если линейное преобразование n-мерного комплекс-
ного (действительного) пространства имеет n попарно различных ком-
плексных (действительных) корней, то его спектр называется простым. 
Уравнение для определения собственных чисел λ , называемое              
характеристическим уравнением, имеет вид 0A E− λ = . Многочлен 
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относительно переменной λ  вида A E− λ  называется характеристиче-
ским многочленом матрицы A. 
Для нахождения собственного вектора x , соответствующего соб-
ственному значению λ , надо решить матричное уравнение ( ) 0A E x− λ = . 
Свойства собственных чисел и собственных векторов: 
1) если выбрать базис из собственных векторов 1 2 3, ,x x x , соответ-
ствующих собственным значениям 1 2 3, ,λ λ λ  матрицы A, то в этом            














2) если собственные значения преобразования F  различны, то соот-
ветствующие им собственные векторы линейно независимы; 
3) если характеристический многочлен матрицы A  имеет простой 
спектр, то в соответствующем базисе из собственных векторов матрица A  
имеет диагональный вид. 
Переформулируем последнее свойство для линейного преобразова-
ния: матрица линейного преобразования F  приводится к диагонально-
му виду тогда и только тогда, когда в пространстве V  существует базис 
из собственных векторов.  
Квадратные матрицы A  и B  n-го порядка называются подобными, 
если существует такая невырожденная матрица S , что 1B S AS−= . Пре-
образование матрицы A  по формуле 1S AS−  называется преобразовани-
ем подобия, а матрица S  − преобразующей. Чтобы привести квадрат-
ную матрицу A  n-го порядка к диагональному виду при помощи преоб-
разования подобия 1S AS−  и найти преобразующую матрицу S , нужно 
выполнить следующие действия: 
1) найти n  линейно независимых собственных векторов 1 2, ,..., ns s s  
матрицы A ;  
2) из собственных векторов 1 2, ,..., ns s s  составить преобразующую 
матрицу ( )1 2 ... nS s s s= ; 
3) по собственным значениям матрицы A  составить диагональную 
матрицу ( )1 2 ... nA diag= λ λ λ . 
Иначе матрицу A  можно найти, выполняя преобразование подобия. 
Жордановой матрицей называется квадратная блочно-диагональная 
матрица над полем P , с блоками вида 
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1 0 ... 0 0
0 1 ... 0 0
0 0 ... 0 0
,
... ... ... ... ... ...
0 0 0 ... 1








 λ   
 
при этом каждый блок Jλ  называется жордановой клеткой с собствен-
ным значением λ  (собственные значения в различных блоках могут 
совпадать). 
Согласно теореме о жордановой нормальной форме для произволь-
ной квадратной матрицы A  над алгебраически замкнутым полем P  
(например, полем комплексных чисел  ) существует квадратная невы-
рожденная (то есть обратимая, с отличным от нуля определителем) мат-
рица C  над P , такая, что 1J C AC−=  является жордановой матрицей. При 
этом J  называется жордановой формой (или жордановой нормальной 
формой) матрицы A . В этом случае также говорят, что жорданова матри-
ца J  в поле P  подобна (или сопряжена) данной матрице A . И, наоборот, 
в силу эквивалентного соотношения 1A CJC−=  матрица A  подобна в по-
ле P  матрице J . Жорданова форма матрицы определена не однозначно, 
а с точностью до порядка жордановых клеток.  
 
 
Решение типовых заданий 
 
1 Найти линейное преобразование, переводящее точки ( )1 0;1 ,M  
( )2 1;0M , соответственно в точки ( )1 2; 1 ,T −  ( )2 1;4T . 
 
Решение. 
Задача сводится к определению элементов матрицы линейного пре-
образования: 
1 11 1 12 2
2 21 1 22 2.
f a e a e
f a e a e
= +
= +   
Подставляя координаты соответствующих точек ( )1 0;1M  и ( )1 2; 1T −                 







= ⋅ + ⋅
− = ⋅ + ⋅
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Подстановка координат соответствующих точек ( )2 1;0M  и ( )2 1;4T  







= ⋅ + ⋅
= ⋅ + ⋅  
 














⋅ + ⋅ =
 ⋅ + ⋅ = −
 ⋅ + ⋅ =
 ⋅ + ⋅ =  
 
Решая эту систему, получим: 11 12 21 221, 2, 4, 1.a a a a= = = = − Следователь-





 −   
2  Найти спектр линейного преобразования A , если  
 
0 3 2
















− λ = −λ =
− − λ  
 
или  
3 2 9 9 0.λ − λ − λ + =   
Разложив на множители левую часть этого уравнения, получим: 
 
( )( )( )1 3 3 0.λ − λ − λ + =  
 
Отсюда следует, что 1 2 31, 3, 3λ = λ = λ = −  являются собственными 
значениями матрицы A . И поскольку они различны, то линейное преоб-
разование имеет простой спектр { }( ) 1; 3; 3 .Sp A = −  
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3  Являются ли подобными следующие матрицы: 
 
5 2 4 0
и ?
2 8 0 9
A B   = =   




Найдём собственные значения матриц A   и  B :  




− λ = = λ − λ + =
− λ  
 
откуда 1 24, 9.λ = λ =  Аналогично для :B   
4 0




− λ = = −µ −µ =
−µ  
 
откуда 1 24, 9.µ = µ =   
Поскольку собственные значения матриц A  и B  совпали, то эти мат-
рицы подобны. 
 
4 Выяснить, приводится ли матрица A  к диагональному виду. В слу-
чае утвердительного ответа найти матрицу, приводящую A  к диаго-
нальному виду. 
1 0 2

















− λ = − λ =
− λ  
или 
(1 )(2 )(3 ) 0.− λ − λ − λ =  
Отсюда следует, что 1 2 31, 2, 3λ = λ = λ =  есть действительные и раз-
личные собственные значения матрицы A . Следовательно, она приво-
дится к диагональному виду. Найдём собственные вектора, соответ-
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ствующие найденным собственным значениям. 











    
    = ⇒ =    
    
       
Получим систему линейных уравнений: 
 
1 2 3 3
1 2 3 2
2 31 2 3
0 0 2 0 2 0
0 1 0 0 0 .
3 2 00 3 2 0
x x x x
x x x x
x xx x x
⋅ + ⋅ + ⋅ = = 
 ⋅ + ⋅ + ⋅ = ⇒ = 
  + =⋅ + ⋅ + ⋅ =    










   
   = = ∀ ∈   
   
   
   











−    
    = ⇒ =    
    
       

















− + ⋅ + =
− + = ⋅ + ⋅ + ⋅ = ⇒  + = ⋅ + + =  
 




2 2 2 2
2
6 6





− −   
   = = ∀ ∈   
   − −   
  
 












−    
    = ⇒ − =    
    
      







2 0 2 0
2 2 0
0 0 0 .
0






− + ⋅ + =
− + = ⋅ − + ⋅ = ⇒ 
= ⋅ + ⋅ + ⋅ =   











   

















 =  
 −   
 
где 1 2 3, , .x y z ∈  








 =  
 
   
 
5  Найти жорданову нормальную форму матрицы 
 
3 1 3




 = − − 
 − −   
Решение. 
Преобразуем характеристическую матрицу A E− λ  к виду: 
 
1 0 1 1 0 0
7 2 9 7 2 16
2 1 4 2 1 6
A E
− λ − λ − λ   
   − λ = − − − λ → − − − λ →   
   − − − λ − − λ     
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1 0 0




  ′→ − − λ + λ = 
 − λ 
λ
 
Составим характеристическое уравнение: 
 








откуда 1 2 31, 2.λ = λ = λ =  
Поскольку 1 2 3, ,λ λ λ ∈ , то матрица может быть приведена к жорда-
новой нормальной форме.  













( ) ( )( ) ( 1)( 2) , ( ) 1, ( ) 1.
( ) ( )
d de e e
d d
λ λ
λ = = λ − λ − λ = = λ =
λ λ
 
Инвариантные множители характеристической матрицы равны: 
21, 1, 1, ( 2) .λ − λ −  Следовательно, элементарные делители равны: 
2( 1), ( 2) .λ − λ −  Сопоставляя каждому элементарному делителю жордано-
ву клетку такого порядка, какова кратность соответствующего соб-
ственного значения, получим жорданову матрицу: 
 
1 0 0




 =  
 
   
 
 
Задания для аудиторной работы 
 
1  Пространство V образовано многочленами от λ  степени не выше .n  
Показать, что многочлены ( ) ( )21, 1, 1 ,..., 1 nλ − λ − λ −  образуют базис про-
странства V . Найти в этом базисе координаты многочленов 22 3 , .n− λ − λ λ  
2 Какую матрицу имеет нулевое и единичное преобразование про-
странства V ? 
3 Как изменится матрица линейного преобразования A , если в коор-
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динатной системе 1,..., ne e   переставить какие-нибудь два вектора? 
4 Пусть V − пространство всех координатных матриц второго поряд-
ка. Показать, что преобразование A , состоящее в умножении всех мат-





 −   
 
будет линейным. Найти матрицу преобразования, если 
 
1 2 3 4
1 0 0 1 0 0 0 0
, , , .
0 0 0 0 1 0 0 1
e e e e       = = = =       
         
 






A  =  − 
 б)  
1 3 2




 =  
 −   
 






A  =  
   б) 
4 5 7




 = − 
 −   
 
Является ли он простым? 







 =  
 
       
и     
1 3 1




 = − 
 −   
8  Найти жорданову нормальную форму  матрицы  
 
1 1 1 3
1 1 3 1
:
1 3 1 1
3 1 1 1
− 
 − − 
 − − − − 
 − − 
 
 
а)  в поле рациональных чисел; 
б)  в поле действительных чисел; 
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в)  в поле комплексных чисел. 
9  Используя жорданову нормальную форму матрицы, узнать какие 
из следующих матриц являются подобными и какие из них подобны 
диагональной матрице? 
 
3 1 3 42 130 25 2 1 1
4 2 6 ; 8 24 5 ; 7 4 22 ;
1 1 5 23 73 4 2 1 5
A B C
− −     
     = − − = − − − = −     
     − − − − −       
8 12 16 20 89 32 2 0 0
8 18 22 ; 11 51 20 ; 1 1 1 .
11 22 27 20 95 36 1 1 3
D F M
− − −     
     = − − = − =     




Задания для домашней работы 
 
1  Показать, что матрицы TA A и TAA  имеют одно и то же множество 
ненулевых собственных значений, если 
 
1 1 1 1
1 1 1 1 .




= − − 
 − − − 
 
 
2  Найти спектр линейного преобразования A , если  
 
а)   
5 6 3




 = − 
 
 
 б)   
1 0 0 0
0 0 0 0
.
0 0 0 0









Является ли он простым? 
3  Являются ли подобными матрицы 
 
2 1 2 7 2 0
1 5 1 и 2 6 2 ?
2 1 2 0 2 5
A B
− − −   
   = − = − −   
   − −     
4  Показать, что матрица A  подобна своей обратной, если 
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2 4 3




 = − − 
 −   
 
5  Для трёх матриц , ,A B C  показать, что существует общий собствен-
ный вектор, если 
0 5 10 1 0 5 1 5 15
0 1 3 , 1 1 1 , 1 2 2 .
1 2 5 0 1 3 1 3 8
A B C
− − − − −     
     = − = = −     
     
       
 
6 Доказать, что собственными значениями диагональной матрицы 
являются её диагональные элементы. 
7  Найти жорданову нормальную форму матрицы  
 
1 1 1 4
1 1 4 1
.
1 4 1 1








а) в поле рациональных чисел; 
б) в поле действительных чисел; 
в) в поле комплексных чисел. 
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2.1  Многочленные матрицы 
 
Многочленом от матрицы называется выражение вида 
1
1 1 0( ) ... ,
m m
m mf A a A a A a A a E
−
−= + + + +  
где A−  квадратная матрица n-го порядка.  
Лямбда-матрица (λ -матрица, матрица многочленов) − квадратная 
матрица, элементами которой являются многочлены над некоторым 
числовым полем. Если имеется некоторый элемент матрицы, который 
является многочленом степени l , и нет элементов матрицы степени 
большей чем l , то l  – степень λ -матрицы. 
Используя обычные операции над матрицами, любую λ -матрицу 
можно представить в виде: 
 
1
1 1 0( ) ... .
l l
l lA A A A A
−
−λ = λ + λ + + λ +  
 
Если определитель матрицы iA  отличен от нуля, то λ -матрица назы-
вается регулярной. Многочленная прямоугольная матрица называется 




( ) 0 ... 0 0 ... 0
0 ( ) ... 0 0 ... 0
0 0 ... 0 0 ... 0
,0 0 ... ( ) 0 ... 0
0 0 ... 0 0 ... 0
... ... ... ... ... ... ...
















где многочлены 1 2( ), ( ),..., ( ) ( , )sa a a s m nλ λ λ <  не равны тождественно 
нулю и каждый из них делится без остатка на предыдущий. При этом 
предполагается, что старшие коэффициенты всех этих многочленов равны 
единице. Произвольная прямоугольная многочленная ( )A λ -матрица экви-
валентна некоторой канонической диагональной. Всякая λ -матрица            
конечным числом элементарных преобразований может быть приведена           
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к канонической диагональной форме, и такая форма единственна. 
Чтобы получить элементарные делители λ -матрицы, имеющей кано-
ническую диагональную форму, достаточно взять, согласно определе-
нию, все элементарные делители ее диагональных элементов. Это же 
правило имеет место и для произвольной диагональной λ -матрицы. Си-
стема элементарных делителей произвольной диагональной λ -матрицы 
есть объединение элементарных делителей ее диагональных элементов. 
Для того чтобы  многочленные матрицы порядка n  были эквивалентны, 
необходимо и достаточно, чтобы наибольшие общие делители их мино-
ров k -го порядка совпадали при 1,2,...,k n= . Или, для эквивалентности 
λ -матриц необходимо и достаточно, чтобы их соответствующие инва-
риантные множители были равны.  
Многочлен ( )p λ  переменной λ  называется аннулирующим для 
квадратной матрицы A , если при подстановке в многочлен матрицы A  
вместо переменной λ  получаем нулевую матрицу, т. е. ( ) 0p A = . 
Напомним, что для любой квадратной матрицы A  многочлен 
( ) det( )A A Eλ∆ = − λ  называется характеристическим. Согласно теореме 
Гамильтона–Кэли: характеристический многочлен матрицы является 
аннулирующим для нее, т. е. ( ) 0.A A∆ =  
 
 
Решение типовых заданий 
 
1  Найти каноническую диагональную форму λ -матрицы 
 
2 1 0
( ) 0 2 1 .
0 0 2
A
λ − − 
 λ = λ − − 
 λ − 
 
Решение. 
Первый способ. Последовательно применяя элементарные преобра-
зования, приведём данную матрицу к каноническому виду: 
 
2
1 2 0 ( 2) 2 0
( ) 2 0 1 ( 2) 0 1
0 0 2 0 0 2
A
− λ − − λ − λ −   
   λ λ − − → λ − − →   
   λ − λ −   
   
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2 2
1 0 0 1 0 0
2 ( 2) 1 0 ( 2) 1
0 0 2 0 0 2
−   
   → λ − λ − − → λ − − →   




1 0 0 1 0 0
0 1 ( 2) 0 ( 2) ( 2)
0 2 0 0 ( 2) 0
   
   → − λ − → − λ − λ − →   
   λ − λ −      
3 3
1 0 0 1 0 0
0 1 0 0 1 0 .
0 2 ( 2) 0 0 ( 2)
   
   → − →   
   λ − λ − λ −     
 
Инвариантные множители 31 2 3( ) ( ) 1, ( ) ( 2)e e eλ = λ = λ = λ − полученной 
матрицы удовлетворяют условиям: 
1) любой инвариантный множитель ( )ie λ  нацело делится на 1( );ie − λ  
2) старший коэффициент любого инвариантного множителя равен 1. 
Второй способ. Пользуясь наибольшими общими делителями мино-
ров, найдём каноническую диагональную форму λ -матрицы.  
Сначала найдём ( ) :kd λ  
{ }1( ) 1; 0; 2 1;d НОДλ = λ − =   
2
2 1 1 0 2 0 2 0
( ) ; ; ; 1;
0 2 2 1 0 2 0 1
d НОД
λ − − − λ − λ − 
λ = = λ − λ − − λ − − 
  
3
3( ) ( ) ( 2) .d Aλ = λ = λ −  
 
В силу того, что 1 2( ) ( ) ( )... ( ),k nd e e eλ = λ λ λ  где 1,..., ,k n=  искомые инва-
риантные множители равны: 
  
32 3
1 1 2 3
1 1 2
( ) ( )( ) ( ) 1, ( ) 1, ( ) ( 2) .
( ) ( ) ( )
d de d e e
d e e
λ λ






( ) 0 1 0 .
0 0 ( 2)
A
 
 λ →  
 λ −   
 









 − λ λ λ
 λ = λ λ −λ 
 + λ λ −λ   
Решение. 
Для нахождения канонической диагональной формы λ -матрицы           
метод элементарных преобразований часто бывает громоздким, а ме-
тод миноров удобен только для матриц с большим количеством нуле-
вых элементов. В силу того, что всем λ -матрицам, эквивалентным 
матрице ( )A λ , соответствует один и тот же набор многочленов 
1 2( ), ( ), ..., ( )nd d dλ λ λ , то комбинируя оба метода нахождения канониче-
ской диагональной формы λ -матрицы, получим более эффективный 





( ) 0 0 0
1 1 0
A
   λ λ λ + λ λ
   λ → λ −λ → −λ →   
   λ −λ −λ     
2 2
2
1 0 1 0
0 0 0 0 .
1 0 1 0 0
   λ + λ λ + λ
   → −λ → −λ   
   −λ     
Тогда  
{ }21 1( ) 0;1; ; 1 1 ( );d НОД eλ = − λ λ + = = λ   
2 2
2 2
1 0 0 1
( ) 0; ; ; ( );
0 0 1 0
d НОД e











λ = = λ λ + λ = = λ λ +
λ  Поэтому 
1 0 0
( ) 0 0 .
0 0 ( 1)
A
 
 λ → λ 
 λ λ +   
 







( ) , ( ) ?
0 5 2 2 2 10
A B
λ  λ λ 
λ = λ =   λ + λ λ + λ +      
Решение. 
Первый способ. Поскольку с помощью конечного числа элементар-





( ) ( ),
0 55 0 5
B A
λ   λ λ λ λ  
λ → → → = λ     λ +λ λ + λ + λ +        
то матрицы эквивалентны. 
Второй способ. Поскольку две эквивалентные матрицы имеют оди-
наковые инвариантные множители, а значит, приводятся к одному            
каноническому виду, то для матрицы A  имеем: 
 
{ }1 1( ) 0; ; 5 1 ( );d НОД eλ = λ λ + = = λ   
2 2
0












A  λ =  λ λ +    
Аналогично для матрицы B  имеем: 
 
{ }2 21 1( ) 3 ; 2 ; 3 ; 2 2 10 1 ( );d НОД eλ = λ λ λ λ + λ + = = λ   
2 2
01 6 ( 5)( ) ( 5) ( ).
0 5стар.коэф. стар.коэф.
d e
λ λ λ +








B  λ =  λ λ +    
Таким образом, матрицы эквивалентны.   
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Задания для аудиторной работы 
 
1  Привести элементарными преобразованиями к канонической диа-


















 λ − λ +







3 1 3 1 2 ;
1 1
 λ + λ + λ
 λ − λ − λ + λ 
 λ − λ − λ 







 − λ λ λ
 λ λ −λ 
 λ + λ −λ 
 
 
2 Пользуясь наибольшими общими делителями миноров, найти            
каноническую диагональную форму матриц: 
 
а) 
( 1) 0 0
0 ( 2) 0 ;
0 0 ( 1)( 2)
λ λ − 
 λ λ − 














2 12 16 2 2 12 17
0 3 0 ;
6 7 2 6 8
 λ − λ + − λ λ − λ +
 − λ 









 λ + 
 
 








λ + λ λ − 
 = − λ λ − λ − λ 
 λ + λ − λ λ + λ         




2 2 3 2 ?
2 1 1
B
 λ + λ − λ − λ





Задания для домашней работы 
 
1 Привести элементарными преобразованиями к канонической диа-










  λ −       б) 
2 2 2
2 2 3 2
2 2 2
3
3 4 3 ;
3 3
 λ λ − λ λ
 λ − λ λ − λ λ + λ − λ 
 λ + λ λ + λ λ + λ    
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в) 
( )( )( )
( )( )( )
( )( )( )
( )( )( )
1 2 3 0 0 0
0 1 2 4 0 0
;
0 0 1 3 4 0
0 0 0 2 3 4
λ − λ − λ − 
 λ − λ − λ − 
 λ − λ − λ −








 λ − λ λ
 λ + λ λ   
 
2 Пользуясь наибольшими общими делителями миноров, найти           




( 1) 0 0
0 0 ;
0 0 ( 1)
λ λ + 
 λ 
 λ +      б) 
( 1) 0 0
0 ( 2) 0 ;
0 0 ( 3)
λ λ − 
 λ λ − 











 λ      
г) 
1 0 0 0
0 1 0 0
;0 0 1 0
0 0 0 1
1 2 3 4 5
λ − 
 λ 
 λ − 
 λ − 
 λ + 
    д) 
1 1 ... 1
0 1 ... 1
.... ... ... ... ...
0 0 0 ... 1






 λ   
 
3  Являются ли эквивалентными матрицы: 
 
2 2 2 2
2 2 2 2
2 2 2 2






 λ + λ + λ − λ λ + λ λ
 λ + λ λ − λ λ + λ λ =
 λ − λ λ − λ λ + λ λ
 












 λ + λ λ
 λ + λ λ =
 λ λ λ
 
λ −λ λ λ   
 
 
2.2  Матричные многочлены 
 
Матричные многочлены одинакового порядка можно складывать, 
вычитать и умножать аналогично многочленам с числовыми коэффици-
ентами. При этом надо учитывать. Что умножение матричных много-
членов некоммутативно, так как не коммутативно умножение матриц. 
Два матричных многочлена называются равными, если равны их коэф-
фициенты при одинаковых степенях переменной. Операции над матрич-
ными многочленами можно также осуществлять с помощью операции 
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над соответствующими матрицами над кольцом многочленов. 
Так как умножение матриц некоммутативно, для матричных много-
членов определяется два деления с остатком − правое и левое. Говорят, 
что матричные многочлены ( )Q λ  и ( )R λ  являются соответственно             
правым частным и правым остатком при делении ( )A λ  на ( )B λ ,                                                                                                                                                                                                                                           
если ( ) ( ) ( ) ( )A Q B Rλ = λ λ + λ   и  степень  ( )R λ   меньше  степени  ( )B λ . 
Матричные многочлены 1( )Q λ  и 1( )R λ  являются соответственно левым 
частным и левым остатком при делении ( )A λ  на ( )B λ , если 
1 1( ) ( ) ( ) ( )A Q B Rλ = λ λ + λ  и степень 1( )R λ  меньше степени ( )B λ . 
Как правое, так и левое деление матричных многочленов одного                
и того же порядка, всегда выполнимо и однозначно, если делитель −  
регулярный многочлен. 
Пусть даны два матричных многочлена ( )A λ  и ( )B λ  одного и того же 
порядка, причём ( )B λ −  регулярный многочлен. А именно: 
 
0 0 0 0( ) ... , ( ) ... ( 0, 0).
m p
m pA A A B B B A Bλ = λ + + λ = λ + + ≠ ≠  
 
Рассмотрим алгоритм правого деления многочленов (левое деление 
проводится аналогично). Если m p< , то можно положить 
( ) 0, ( ) ( )Q R Aλ = λ = λ . Если m p≥ , то для нахождения ( )Q λ  и ( )R λ  при-
меним обычную схему деления многочлена на многочлен. «Разделим» 
старший член делимого 0
mA λ  на старший член делителя 0 pB λ . Получим 
старший член искомого частного 10 0
m pA B− −λ . Умножим этот член справа 
на делитель ( )B λ  и полученное произведение вычтем из ( )A λ . Получим 
первый остаток (1) ( )A λ : 1 (1)0 0( ) ( ) ( )m pA A B B A− −λ = λ λ + λ . 
Степень (1)m  многочлена (1) ( )A λ  меньше p . Если (1) ( ) 0A λ = , то пола-
гаем 10 0( ) , ( ) 0
m pQ A B R− −λ = λ λ = . Если степень (1)m p≥ , то повторяем ука-
занный процесс дальше. Так как степени многочленов (1) (2)( ), ( ),...A Aλ λ  
убывают, то на некотором шаге придём к остатку ( )R λ , степень которо-
го меньше p . Следовательно, 
 
(1)1 (1) 1
0 0 0 0( ) ( ) ( ) ... ( )
m p m pA A B B A B B R− − − −λ = λ λ + λ λ + + λ  ; 
то есть     ( ) ( ) ( ) ( )A Q B Rλ = λ λ + λ , 
где    
(1)1 (1) 1
0 0 0 0Q( ) ( ) ( ) ...
m p m pA B B A B Bλ λ λ λ λ− − − −= + +  





Решение типовых заданий 
 








 λ − λ + λ −




0 0 5 10 4
( )
0 0 20 0 0
A
−   λ − λ λ    
λ = + + + =       λλ         
3 21 0 4 1 0 0 5 1 .
1 0 0 0 0 1 0 2
− −       
= + λ + λ +       
       
λ   
Получили матричный многочлен, где 
 
0 1 2 3
1 0 4 1 0 0 5 1
, , , .
1 0 0 0 0 1 0 2
A A A A
− −       
= = = =       
          






A = =   
2  Доказать подобие матриц A  и B , используя основную теорему               
о подобии матриц. Найти такую невырожденную матрицу R , что 







− −   




Согласно основной теореме о подобии матриц, матрица A  подобна B  








− λ − 
− λ =  − λ   
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то 




( ) ( 1) 2 ( ).
1
i
d i i e
i
− λ −
λ = = λ − + λ + = λ
− λ  





0 (i 1) 2i
 
 λ − + λ + 
 
 






− − λ 
− λ =  − − λ 
  




( ) ( 1) 2 ( ).
2 2
i
d i i e
− − λ
λ = = λ − + λ + = λ
− − λ  
 
Следовательно, B E− λ  имеет такой же канонический вид, что и мат-
рица .A E− λ  
Таким образом, матрицы A  и B  подобны. Для нахождения преобра-
зующей матрицы R  найдём какую-нибудь цепочку элементарных пре-






− λ − − − λ − λ     






i i− λ − − λ   
→ →   −λ − λ − − λ   
 
 
Берём те из этих преобразований, которые относятся к столбцам                
(к столбцам относятся первое и последнее преобразования), и строим 
матрицу ( ) :V λ   
1)   1 0 0 1 ;
0 1 1 0
   
→   
   
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2)    1 0 1 0 ;
0 1 1 1
   
→   −   
  
 
3)    0 1 1 0 1 1( ) ;
1 0 1 1 1 0
V λ
−    
= =    −    
 
 
4) делим справа ( )V λ  на B E− λ . Остаток от этого деления и будет 
матрицей R .  
 
3  Матрицу A  разделить на матрицу B  справа и слева.  
2 2
2 2
7 1 3 33 2 2 4
, .
2 2 43 2 1 7 4 5
A B
λ + λ + λ + λ + λ + λ +  
= =   λ + λ +λ + λ + λ + λ +   
 
Решение. 
Представим матрицы A  и B  в виде матричных многочленов: 
 
21 2 3 1 2 4 7 3 1 3( ) , ( ) .
3 7 2 4 1 5 2 1 2 4
A B         λ = λ + λ + λ = λ +         
         
 
 
Разделим многочлен ( )A λ  на многочлен ( )B λ  справа. В данном случае 
 
0 0
1 2 7 3
, .
3 7 2 1
A B   = =   














1 2 1 3 3 11
.
3 7 2 7 11 40
A B−
− −    




(1) 23 11 3 11 7 3 1 3( ) ( ) ( )
11 40 11 40 2 1 2 4
A B A
− −         
λ = λ ⋅ λ + λ = λ + λ +        − −        
 
(1) 2 (1)1 2 19 35( ) ( ).
3 7 69 127
A A   + λ = λ + λ + λ   





(1) 2 21 2 3 1 2 4 1 2 19 35( )
3 7 2 4 1 5 3 7 69 127
A          λ = λ + λ + − λ − λ =         
         
 
 
16 34 2 4
.
67 123 1 5
− −   
= λ +   − −   
 
Так как степень (1) ( )A λ  равна единице, то продолжаем процесс (сте-




16 34 16 34 1 3 52 190
, .
67 123 67 123 2 7 179 660
A A B−
− − − − − −      
= = =      − − − − − −      
 
Тогда 




λ = λ + λ = − 
  
 
(2)52 190 7 3 1 3 ( ).
179 660 2 1 2 4
A
−       
= λ + + λ      −      
  
 
(2) 16 34 2 4 16 34 328 604( )
67 123 1 5 67 123 1141 2103
A
− − − − − −       











(2) 330 608 3 11 52 190( ) ( ) , ( ) ,
1142 2108 11 40 179 660
R A Q
− −     
λ = λ = λ = λ +     − −     
  
( ) ( ) ( ) ( ).A Q B Rλ = λ λ + λ  




7 3 1 3 1 3 1 2
( ) ( ) ( )
2 1 2 4 2 7 3 7
A B B A A−
−        
λ = λ λ + λ = λ + ⋅ ⋅ λ +        −          
(1) (1)7 3 1 3 8 19( ) ( ).
2 1 2 4 19 45
A A
− −      
+ λ = λ + ⋅ λ + λ      
        
 
(1) 2 21 2 3 1 2 4 1 2 49 116( )
3 7 2 4 1 5 3 7 60 142
A          λ = λ + λ + − λ − λ =         
         
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46 115 2 4
.
58 142 1 5
− −   
= λ +   − −   
 
Так как степень многочлена (1) ( )A λ  равна степени многочлена ( )B λ , 
то продолжаем процесс. Имеем: 
(1) 1 (1)
0 0 0
46 115 1 3 46 115 128 311
, .
58 142 2 7 58 142 314 764
A B A−
− − − − −      
= = =      − − − − − − −      
 
(1) 1 (1) (2) (2)
0 0
7 3 1 3 128 311
( ) ( ) ( ) ( ).
2 1 2 4 314 764
A B B A A A−
      
λ = λ + λ = λ + + λ      − −      
 
(2) 46 115 2 4 46 115( )
58 142 1 5 58 142
A
− − − −     
λ = λ + − λ −     − − − −     
  
814 1981 812 1977
.
1000 2434 999 2429
− − − −   
− =   − − − −   
 
(2) 812 1977 128 311 814 1981( ) ( ) ; ( ) ;
999 2434 314 764 1000 2434
R A Q
− −     
λ = λ = λ = λ +     − − − −     
  
( ) ( ) ( ) ( ).A B Q Rλ = λ λ + λ  
 
 
Задания для аудиторной работы 
 








 λ + λ + λ −
λ =  −λ + λ −    
2  Доказать подобие матриц A  и B , используя основную теорему            
о подобии матриц. Найти такую невырожденную матрицу R , что 
1 .B R AR−=   
18 24 20 8 2 11
1 124 32 15 , 10 2 2 .
25 9
20 15 0 5 10 8
A B
− −   
   = − =   









2 5 3 3 2 6 2 1 1
3 7 11 3 9 1 2 8 , 2 1 2 .
2 8 2 5 3 4 2 1 3
A B
 − λ + λ + −λ + λ + −λ + − 
   = − λ + λ + − λ + λ + − λ + =   
  −λ + λ + − λ + λ + −λ + −    
 
Задания для домашней работы 
 






( ) 0 3 .
5 1
A
 λ −λ λ
 λ = λ 
 λ λ   
2  Доказать подобие матриц A  и B , используя основную теорему               
о подобии матриц. Найти такую невырожденную матрицу R , что 
1 .B R AR−=   
1 1 1 1 0 3
1 2 1 , 0 0 1 .
1 2 0 1 1 2
A B
− −   
   = − − − = −   
   
   
 
 





2 5 3 3 2 6 2 1 1
3 7 11 3 9 1 2 8 , 2 1 2 .
2 8 2 5 3 4 2 1 3
A B
 − λ + λ + −λ + λ + −λ + − 
   = − λ + λ + − λ + λ + − λ + =   




2.3  Жорданова и фробениусова нормальные формы 
 
Фробениусовой нормальной формой линейного оператора A  назы-
вается каноническая форма его матрицы, являющаяся блочно-







0 0 ... 0
1 0 ... 0
0 1 ... 0 .
... ... ... ... ...

















nx x a a
−
−+ + +  
Пусть V  – конечномерное векторное пространство над полем K , A  
есть линейный оператор на этом пространстве. Тогда существует базис 
пространства V  такой, что матрица A  в этом базисе блочно-диагональная, 
её блоки − сопровождающие матрицы для унитарных многочленов if , 
таких что 1if +  делится на if . Многочлены if  определены однозначно. 
 
 
Решение типовых заданий 
 
1 Найти матрицу перехода к жордановой нормальной форме, если  
 
3 1 2 3 1 0
0 11 24 , 0 3 0 .
0 4 9 0 0 1
A J
−   
   = − =   
   − −   
 
Решение. 



















0 8 24 0,




⋅ + − =
 ⋅ + − =
 ⋅ + − =
 
 
получим значения для собственного вектора  1 1 2 3: , 0f x c x x= = = ,  












Второй столбец жордановой матрицы показывает, что 






0 8 24 0,




⋅ + − =
 ⋅ + − =
 ⋅ + − =
 
получим значения для собственного вектора 2 1 2 3: , 3, 1f x c x x= = = ,              
где c∈ , то есть 


























0 12 24 0,





 ⋅ + − =
 ⋅ + − =
 
 
получим значения для собственного вектора 3 1 2 3: 0, 2 ,f x x c x c= = = ,               























Таким образом, матрица перехода к жордановой нормальной форме 
имеет вид: 
1 0 0









2  Найти фробениусову нормальную форму матрицы :A   
1 2 3




 = − − 
 − − 
 
Решение. 
Вычислим инвариантные множители матрицы  
 
1 2 3




 − λ = − − 
 − − − λ 
  
где 1 2( ) 1 ( ).d dλ = = λ  
Вычислим  
2 3 2
3(1 )(1 ) 18 6( 1 ) 5 13 ( ).A E d− λ = − λ + λ + + − − λ = −λ − λ − λ + = λ  
Теперь 
3 22 3
1 1 2 3
1 2
( ) ( )( ) ( ) 1, ( ) 1, ( ) 5 13.
( ) ( )
d df d f f
d d
λ λ
λ = λ = λ = = λ = = λ + λ + λ −
λ λ
 
Клетка Фробениуса, сопровождающая многочлен 3 ( )f λ , есть матрица 
 
0 0 13











Задания для аудиторной работы 
 
1 Найти жорданову нормальную форму матрицы, если даны инвари-
антные множители её характеристической матрицы: 
 
а)  1 2 3 4 5 6( ) ( ) 1, ( ) ( ) 1, ( ) ( ) ( 1)( 2);e e e e e eλ = λ = λ = λ = λ − λ = λ = λ − λ +  
 
б)  1 2 3 4
2 2
5 6
( ) ( ) ( ) 1, ( ) 1,
( ) ( 1) , ( ) ( 1) ( 5).
e e e e
e e
λ = λ = λ = λ = λ +

λ = λ + λ = λ + λ −
 
 
2  Найти жорданову нормальную форму следующих матриц (порядок 








 −       б) 
4 6 15





   
в)  
1 1 0 0 ... 0 0
0 1 1 0 ... 0 0
0 0 1 1 ... 0 0
;
... ... ... ... ... ... ...
0 0 0 0 ... 1 1









     г)  
1 0 0 0 ... 0
1 2 0 0 ... 0
.1 2 3 0 ... 0
... ... ... ... ... ...











В пунктах а) и б) найти матрицу перехода к жордановой нормальной 
форме. 
3 Составить клетки Фробениуса для многочленов 5 7λ +  и 2 2 7λ − λ + . 


















Задания для домашней работы 
 
1 Найти жорданову нормальную форму матрицы, если даны инвари-
антные множители её характеристической матрицы: 
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а)  1 2( ) 4, ( ) ( 4)( 3);e eλ = λ + λ = λ + λ +  
 
б)  21 2 3 4( ) 1, ( ) 2, ( ) ( 2)( 3), ( ) ( 2)( 3) .e e e eλ = λ = λ − λ = λ − λ − λ = λ − λ −  
 
2  Найти жорданову нормальную форму следующих матриц (порядок 








 −       б) 
3 4 0 2
4 5 2 4
;
0 0 3 2
0 0 2 1
− 
 − − 
 
 −   
в)  
1 1 1 ... 1 1
0 1 1 ... 1 1
0 0 1 ... 1 1
;
... ... ... ... ... ...
0 0 0 ... 1 1










    г)  
1 2 3 4 ...
0 1 2 3 ... 1
.0 0 1 2 ... 2
... ... ... ... ... ...










   
В пунктах  а)  и  б)  найти матрицу перехода к жордановой нормаль-





   
и 
11 0 4











3 Псевдообратная матрица 
 
Псевдообратная матрица A+  к матрице A  удовлетворяет критериям: 
1) ,AA A A A AA A+ + + += =  (т. е. A+  является слабым обращением в муль-
типликативной полугруппе); 
2) ( )*AA AA+ +=  (это означает, что AA+− эрмитова матрица); 
3) ( )*A A A A+ +=  ( A A+  − тоже эрмитова матрица). 
Здесь *M  − эрмитова сопряжённая матрица к M  (для матриц над по-
лем действительных чисел * TM M= ). 
Пусть k  − ранг матрицы A  размера m n× . Тогда A  может быть пред-
ставлена как A BC= , где B  − матрица размера m k×  с линейно незави-
симыми столбцами и C  − матрица размера k n×  с линейно независи-
мыми строками. Тогда * * 1 * 1 *( ) ( )A C CC B B B+ − −= . 
Если A  имеет ранг k m= , то в качестве B  может быть выбрана еди-
ничная матрица и формула сокращается до вида * * 1( )A A AA+ −= . Анало-
гично, если A  имеет ранг k n= , имеем * 1 *( )A A A A+ −= . 
Для любой действительной матрицы A , A+  является псевдообратной 
матрицей тогда и только тогда, когда выполнены следующие условия: 
1) , 2) , 3) ( ) , 4) ( ) .T TAA A A A AA A AA AA A A A A+ + + + + + + += = = =   
Приведём алгоритм построения псевдообратной матрицы. Пусть C  
есть r n×  матрица, r n<  и rankC r= . Тогда 1( )T TC C CC+ −= . Пусть B  
есть m r×  матрица, m r>  и rankB r= . Тогда 1( )T TB B B B+ −= . Для произ-
вольной матрицы A  порядка m n×  и ранга r, псевдообратную матрицу 
A+  можно получить следующим образом:  
1)  производится скелетное разложение матрицы A : A BC= , где B  
есть m r×  матрица, rankB r= , C  есть r n×  матрица, rankC r= ; 
2)  строятся матрицы C+  и B+ : 1( )T TC C CC+ −= , 1( )T TB B B B+ −= ; 
3)  матрица A+  вычисляется из выражения: ( )A BC C B++ + += = . 
Заметим, что если A n n− ×  матрица и rankA n= , то 1A A+ −= . Для лю-
бой матрицы существует псевдообратная матрица, и притом только одна.  
Пусть дана система уравнений Ax b= , где A−  матрица размера m n× , 
b − вектор из m  элементов. Любое решение этой системы является        
также решением системы T TA Ax A b= . Псевдорешением системы 
Ax b=  называется решение системы T TA Ax A b=  с минимальной нормой 
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среди всех столбцов, имеющих минимальную невязку (норма вектора 
равна квадратному корню из суммы квадратов компонент вектора,               
а невязкой решения системы Ax b=  называется норма вектора Ax b− ). 
Решением системы Ax b=  является вектор 0x A b+= . Псевдорешение                
с минимальной длиной называется нормальным псевдорешением си-
стемы. Нормальное псевдорешение системы всегда существует, един-




Решение типовых заданий 
 
1  Найти псевдообратную матрицу для матрицы :A  
 
1 0 2 1
0 1 4 0 .
2 1 0 2
A
− 
 = − 
 −   
Решение. 
Найдём :rankA   
1 0 2 1
2.
0 1 4 0
A rankA
− 
→ ⇒ = − 
 
 
В качестве столбцов матрицы B , учитывая их линейную независи-











Найдём матрицу C . Для этого решим уравнение :BC A=   
1 0 1 0 2 1
1 0 1 0 2 1
0 1 0 1 4 0
0 1 0 1 4 0
2 1 2 1 0 2
− 




1 0 2 1 0 1
, .









( ) 1* *6 8 17 81, ;8 17 8 638CC CC
−−   
= =   −   
 
( ) 1* *
1 0 17 8
0 1 17 8 8 61 1 ;
8 62 4 2 838 38
1 0 17 8
C CC
−
   
       = ⋅ =    − − 
   − − −   
 
( ) 1* *
1 0
1 0 2 5 2 2 210 1 , ;





−      = ⋅ = =       −      
 
 
( ) 1* * 2 2 1 0 2 2 2 21 1 ;2 5 0 1 1 2 5 16 6BB B
− − −    
= ⋅ =    − −     
 
9 3 2117 8
8 6 2 2 2 2 7 111 1 1 .
2 8 2 5 1 10 22 238 6 114
17 8 9 3 21
A+
  
   −    = ⋅ =    − − − − 
  − − − − −   
 
2 Найти нормальное псевдорешение системы линейных уравнений             















Матрица системы имеет вид: 
 

1 1 2 1 1 1 2 1 1 1 2 1
2 3 7 1 0 1 3 1 0 1 3 1 .
1 0 1 1 0 1 3 0 0 0 0 0
A
   − − − 
    = − → − − → − −    
     − −     
 
 
Таким образом, 2, 3rankA rankA= = , то есть система несовместна. 
Обозначим:  
 39 
1 1 2 1
2 3 7 , 1 .
1 0 1 1
A S
−   
   = − =   
   −   
 
Найдём псевдообратную матрицу A+ . Для начала получим скелетное 






 = − 
 
   
Найдём матрицу C : 
 
1 1 1 1 2
1 1 1 1 2 1 1 1 0 1
2 3 2 3 7 .
0 1 0 10 1 3 0 1 3
1 0 11 0
 − − 












1 0 1 2 3
0 1 ;




−    = ⋅ =    −     − −   
( ) 1* 10 31 ;3 211CC
− − 
=  − 
 
( ) 1* *
1 0 10 3
10 31 10 1 3 2 ;
3 211 11
1 3 1 3
C CC
−
−   




1 2 1 6 7
2 3 ;




−    = ⋅ − =     −− −     
 
  






( ) 1* * 10 7 1 2 1 3 11 101 1 .7 6 1 3 0 1 4 711 11B B B
− −    
= =    − − −    
 
Тогда  
( ) ( )1 1* * * *A C CC B B B− −+ =
10 3 27 98 79
3 11 101 13 2 7 21 16 .
1 4 7121 121
6 23 311 3
− −   
−    = − = − −    −     − −− −     
Тогда нормальное псевдорешение имеет вид: 
0
27 98 79 1 8
1 17 21 16 1 2 .
121 121
6 23 31 1 14
x A S+
−    
    = ⋅ = − − = −    
    − − −      
Найдём длину невязки: 
0
1 1 1 2 1 18 139
1 1 11 2 3 7 1 76 197 .
121 121 121
1 1 0 1 1 22 99
Y S Ax
− −         
         = − = − − = − − =         
         −           
Отсюда 67931 .
121
Y =  
 
 
Задания для аудиторной работы 
 
1  Найти псевдообратную матрицу A+  для следующих матриц: 
 
а)  
2 0 1 1
1 2 1 2 ;
0 4 3 3
A
− 
 = − 
 − − 
    б) 
1 0 2




 = − 
 −      в) 
1 2 0








2  Найти скелетное разложение матрицы A : 
 
1 2 3









3  Найти нормальное псевдорешение системы линейных уравнений                























 − + =



















Задания для домашней работы 
 
1  Найти псевдообратную матрицу A+  для следующих матриц: 
 
а) 
1 1 0 2
0 2 3 2 ;
3 1 3 4
A
− 
 = − 
 − 
      б) 
1 2 3




 = − − − 
 − 






=  − 
 
 
2  Найти скелетное разложение матрицы A : 
 
 
2 1 6 3
5 6 1 7 .
1 6 10 2
A
 





3 Найти нормальное псевдорешение системы линейных уравнений             







































Задания к лабораторным работам 
(Во всех заданиях k −  номер варианта). 
 
 
Лабораторная работа 1 
Линейные преобразования 
 
1 Найти линейное преобразование, переводящее точки 1(1; ),M k  
2 ( ;0)M k  соответственно в точки 1 2( ;2), (0; ).T k T k  
2  Найти спектр линейного преобразования A , если 
 
1 0 3






 = + 
 +   
 









 =  
 + +     и  
0 3






 = + 
 + + 
 
 
4  Выяснить, приводится ли матрица A  к диагональному виду. В слу-










 = + 




Лабораторная работа 2  
Канонические формы матриц 
 
1 Привести к канонической диагональной форме матрицу ( )A λ  двумя 
способами: 
а) с помощью элементарных преобразований; 









 λ = λ + λ −λ 
 λ λ    








λ =  λ +   
и  
2





λ =  λ λ + λ + 
  
 










 λ + λ − + λ + λ
λ =  λ λ − 
  
 
4  Доказать подобие матриц, используя основную теорему о подобии 
матриц. Найти такую невырожденную матрицу R , что 1 .B R AR−=  
 
0 1 3 4 5
0 1 0 , 0 3 .
2 3 0 0 1
k k k k k
A k B k k
k k k
+ + + +   
   = + = +   
   + + +   
  
 
5 Найти жорданову нормальную форму матрицы и найти матрицу, 
приводящую её к этому виду: 
 
0 1







 + +   
 








λ λ + λ −  
= =   λ +λ   
  
 
7  Составить клетки Фробениуса для многочленов 2 5kλ − λ +  и 3 .kλ +  
 
8 Найти фробениусову нормальную форму матрицы  
 
3 4










Лабораторная работа 3  
Псевдообратная матрица 
 
1  Найти псевдообратную матрицу для матрицы  
 
1 1 1
2 2 2 2 2 .









2 Найти нормальное псевдорешение системы линейных уравнений          






2 2 ( 1) 4
x kx k x
kx x
x kx k x
− + + =
 − =
− + − + =
 
 
3  Найти скелетное разложение матрицы :A   
1 0 1 2
1 1 1 .




 = + − 





1 Цехан, О. Б. Матричный анализ: учебное пособие / О. Б. Цехан. − 
Гродно: ГГУ им. Я. Купалы, 2004. − 371 с. 
2 Комраков, Б. Б. Матричный анализ: курс лекций / Б. Б. Комраков. − 
Минск: БГУ, 2006. − 102 с. 
3 Хорн, Р. Матричный анализ / Р. Хорн, Ч. Джонсон. − М.: Мир, 
1989. − 655 с. 
4 Тыртышников, Е. Е. Матричный анализ и линейная алгебра / 
Е. Е. Тыртышников. − М.: Наука, 2005. − 358 с.  
5 Деменчук, А. К. Задачи по матричному анализу / А. К. Деменчук, 
Г. П. Размыслович, В. М. Ширяев. − Минск: БГУ, 2004. − 52 с. 
6 Проскуряков, И. В. Сборник задач по линейной алгебре / И. В. Про-




Курносенко Николай Михайлович, 
Парукевич Ирина Викторовна, 
Подгорная Виктория Валерьевна 
 
 
МАТРИЧНЫЙ АНАЛИЗ:  
ОБЩАЯ ТЕОРИЯ МАТРИЦ 
 
Практическое руководство 
для студентов математического факультета 
специальностей 1-31 03 03 «Прикладная математика»  




Редактор  В. И. Шкредова 






Подписано в печать 20.01.2015. Формат 60х84 1/16. 
Бумага офсетная. Ризография. Усл. печ. л. 2,8. 
Уч.-изд. л. 3,1. Тираж 25 экз. Заказ 43. 
 
Издатель и полиграфическое исполнение: 
учреждение образования 
«Гомельский государственный университет 
имени Франциска Скорины» 
Свидетельство о государственной регистрации издателя, изготовителя,  
распространителя печатных изданий № 1/87 от 18.11.2013. 
Специальное разрешение (лицензия) № 02330 / 450 от 18.12.2013. 















Н. М. КУРНОСЕНКО,  
И. В. ПАРУКЕВИЧ, В. В. ПОДГОРНАЯ 
 
 
МАТРИЧНЫЙ АНАЛИЗ:  
ОБЩАЯ ТЕОРИЯ МАТРИЦ 
 
 
 
 
 
 
 
 
 
 
 
Гомель  
2015 
 
