Abstract. We show that the generating function corresponding to the sequence of denominators of the best rational approximants of a quadratic irrational is a rational function with integer coefficients. Consequently we can compute the Lévy constant of any quadratic irrational explicitly in terms of its partial quotients.
1. Introduction 1.1. Background. The aim of this article is to show the following theorem. Theorem 1.1. Let θ ∈ R \ Q be a quadratic irrational. For each n, let p n /q n denote the n-th best rational approximant to θ. Then the generating functions In fact, we will se that explicit expressions for both F and G may be given. If the continued fraction expansion of θ is eventually periodic of period l and we let m = m min + l where m min denotes the minimal pre-period, then F and G are given respectively by the expression (3.58) and (3.59) below. The above theorem generalises the known case when θ has pre-periodic continued fraction expansion of period one.
Using our result, we can easily derive the following results concerning the Lévy constant of a quadratic irrational. Recall that, given a real number θ with nth best rational approximant given by p n /q n for each n, the Lévy constant of θ, when it exists, is given by the following expression β(θ) = lim (See [5, 3, 4] for more details.) It was shown by Jager and Liardet [2] that for every quadratic irrational, the Lévy constant exists. As an immediate corollary to Theorem (1.1) above we get a new proof of the following result, which was implicitly contained in [2] . Theorem 1.2. Let θ ∈ R \ Q be a quadratic irrational. Let l denote the (eventual) period of the simple continued fraction expansion of θ. Let M θ denote the element of PSL(2, Z) corresponding to the simple continued fraction expansion of θ. Then
where, for every A ∈ PSL(2, C), we denote by rad(A) the spectral radius of either of the linear transformations corresponding to A.
(The description of M θ will be given in more detail below.)
1.2. Notation and Terminology. Let N and N 0 denote the set of positive and non-negative integers respectively. Denote the set of integers by Z and, for each positive integer l let Z l denote the set of integers modulo l, i.e. Z l = Z/lZ. Let R and C denote, as usual, the real and complex number fields. Given an arbitrary polynomial η, over either R or C, we denote the discriminant by discr η . Given θ ∈ R, let ⌊θ⌋ denote the integer part of θ, i.e., greatest integer less than or equal to θ, and let {θ} = θ − ⌊θ⌋ denote the fractional part of θ.
Let S l denote the symmetric group of size l, i.e., the permutation group on a set of l elements. We will denote the signature of a permutation υ in S l by ǫ(υ). (Recall, any permutation can be written, non-uniquely, as a product of adjacent transpositions (k k + 1), and the parity of the total number of such transpositions is the signature.) Such a permutation υ can be expressed as a product of cycles. A single cycle will be expressed as (s 1 , s 2 , . . . , s k ), for some s 1 , s 2 , . . . , s k ∈ {1, 2, . . . , l} where υ(s j ) = s j−1 for each j, where addition is taken mod l.
We denote the cardinality of a set S by #S.
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2. Preliminaries.
Continued fractions.
In this section we recall some basic properties of simple continued fraction expansions. The main aim is to set up notation for the rest of the paper. For more details we recommend that the reader consults [3, 1] .
2.1.1. Best rational approximants. Let θ ∈ [0, 1] \ Q. We note that the discussion below can be carried out also for irrational points outside [0, 1] , with suitable modifications. However, for simplicity we restrict ourselves to the case θ ∈ [0, 1]\Q. The simple continued fraction expansion of θ is denoted by θ = [a 1 , a 2 , . . .] = 1 a 1 + 1 a 2 + · · · 1 a n + · · · (2.1)
where a 1 , a 2 , . . . are positive integers called the partial quotients of the continued fraction. Define the nth convergent of θ to be [a 1 , a 2 , . . . , a n ] = 1 a 1 + 1 a 2 + · · · 1 a n−1 + 1 a n (2.2) This is a rational number which we will express as p n /q n , where p n and q n are positive integers having no common factors. The following property is satisfied for
For this reason p n /q n is also called the nth best rational approximant of θ. Identifying C with P(
2) can be expressed in matrix form as
Thus combining (2.4) and (2.5) we find
We therefore inductively get the following recurrence relation
) and, more generally, for any non-negative integer m ≤ n − 2,
For each suitable n and m define
Observe that the A n−m are well-defined since we have the relation
This could equally be inferred from the corresponding dual relation
The following are well-known basic properties.
Then the best rational approximants p n /q n satisfy the following
pn−1 pn = [a n , a n−1 , . . . , a 3 , a 2 ] (3)
qn−1 qn = [a n , a n−1 , . . . , a 2 , a 1 ] (4) pn−1z+pn qn−1z+qn = [a 1 , a 2 , . . . , a n , 1/z] Proof. The first item follows by taking the determinant of (2.6). The second and third items follow by taking the transpose of (2.6). The last item follows by applying (2.6) to the vector z 1 .
To summarize, the numerators and denominators of the convergents satisfy a recursion relation (2.6) which may be (re)stated as p n = a n p n−1 + p n−2 ; p 0 = 0
q n = a n q n−1 + q n−2 ;
and more generally
where A 
In fact, we have the following. n−m = a n−m+1 A (m−1)
Proof. The first equality is just an application of (2.15). For the second equality, multiply out the relation (2.11) and apply (2.15)
Proof. The first and third equality follows by applying the expression for B (m) n−m in (2.15) to (2.14). For the second and fourth equality, equations (2.8), (2.9) and (2.15), imply that
The rightmost matrix factor on the right-hand side has determinant (−1) m+1 , as the matrix is the product of m + 1 matrices of determinant −1. Thus, applying the inverse of the rightmost matrix to both sides and multiplying out gives the required equalities.
Proof. Rearranging equation (2.22 ) from the preceding proposition by applying an appropriate inverse and applying Proposition 2.1(1) to compute the necessary determinant gives We call the minimal such l the period. We call any such m a preperiod and the least such preperiod the minimal preperiod of the simple continued fraction expansion.
Remark 2.1. Observe that, since a n+l = a n whenever n > m, it follows from (2.9) that, for all non-negative integers m and n satisfying n − m > m, we have
Therefore the following quantities are well-defined
, where T denotes the Gauss transformation. Then T l (θ ∧m ) = θ ∧m . Thus θ ∧m is a solution to the equation
and θ can be expressed as
These can be written in matrix form as θ
and
where we identify matrices with their corresponding linear fractional transformations. Let
0 . We call this the element of PSL(2, Z) corresponding to continued fraction expansion of θ. We call M 1 the element of PSL(2, Z) corresponding to the periodic part of the continued fraction expansion of θ. Then θ is a solution of the fixed point equation
∧m is a solution of the fixed point equation M 1 (z) = z, and θ = M 0 (θ ∧m ). From equation (2.9), equation (2.15), and applying definition (2.27) we have
To M 1 , or equivalently to θ ∧m , there are two degree two polynomials which are naturally associated with it
The first is just the characteristic polynomial of M 1 , and thus the roots are the eigenvalues of M 1 . (Observe that det M 1 = (−1) l as M 1 is a product of l matrices with determinant −1.) The second is the minimal polynomial of θ ∧m , and thus the roots correspond to the eigenvectors of M 1 . Notice that these two polynomials have the same discriminant, and thus the roots are rationally related.
In the same way we may associate a pair of degree two polynomials χ θ and ω θ to M θ (as the defining polynomials for eigenvalues and eigenvectors). Since the determinant and trace are conjugacy invariant we find that
Also observe that the roots of ω θ are the image under M 0 of the roots of ω θ ∧m . Thus it follows (noticing that
3. Generating functions.
3.1.
Generating functions associated to a simple continued fraction expansion. Given θ ∈ [0, 1] \ Q, denote by p n /q n the n-th best rational approximant. Consider the generating functions As above, let p n /q n denote the sequence of best rational approximants and denote the corresponding generating functions by
The aim of this section is to prove Theorem 1.1. Before doing so, let us set up the following notation. For k ∈ N 0 , define
First consider the generating function F (z). Observe that
More generally, for any k ∈ N 0 , we may split the generating function F (z) as
Fix k ≥ 1. For m < j ≤ m + l, using the expansion (2.14) and periodicity (2.27), we find that,
However, for m < j ≤ m + l, we have the following equalities
Hence, applying (2.27), the equation (3.8) becomes
This expression may be rewritten, again using (2.27), as
Substituting the expression (3.7) in the left-hand side and rearranging therefore gives
(3.16) For each k ≥ 1, exactly the same argument as for F (z) also yields the following relation for G(z),
(3.17) (In fact, the generating function of any sequence satisfying the recurrence relations (2.12) will satisfy an expression of the above type with appropriately chosen initial conditions.) Let
. . .
and, recalling the equations (2.15),
where
the expressions (3.16) and (3.17) respectively become
(This matrix encodes certain elementary row moves.) After recalling (cf. equations (2.15)) that we have the initial conditions B
(1)
(k) = a k+1 and the relations
(m+j+1) (3.26) we find that, since a m+l = a m and a m+l+1 = a m+1 , the matrix N(z) = M(z)L(z) can be expressed in column form as
(3.27) where, throughout, addition in lower indices is taken modulo l and
We will need the following preliminary result, which follows from a straightforward proof by induction.
Proposition 3.1. Let the matrix A be defined as above. Then det A = 0 if and only if the sequence a m+1 , a m+2 , . . . , a m+l has period strictly less than l.
We are now in a position to give a proof of the main theorem. However, before proceeding we recommend that the reader consult Appendix A, which contains the solution to linear equations with polynomial coefficients of a more general type.
Remark 3.1. The above analysis works for any pre-period m, not just the minimal pre-period m min . However, to achieve a rather succinct expression for the generating functions, it will become apparent that it is better to choose, for example, m = m min + l. (We will draw attention to the two places in the proof below where this is necessary.)
Proof of Theorem 1.1. By the preceding analysis above, the equations (3.23) hold. We will only consider the equation for F(z), as the case for G(z) is totally analogous.
Applying the matrix M(z) to both sides of the equation in (3.23), and recalling that
Recall that N(z) is expressible as (3.27). Thus, a straightforward application of the matrix N(z), together with (2.14) and (2.15) (recalling that A
m for each k) gives us the following expressions
where for these equalities we have used the initial conditions (2.12) . Therefore the equation (3.30) which we must solve becomes
has solution E k with entries E j,k given by
where, if κ = κ(j, k) and µ = µ(j, k) are defined as in Theorem A.2, then
Proof of Claim: Since N(z) is expressible in the form (3.27) and det A = 0, we may apply Theorem A.2. More precisely, for j = 1, 2, . . . , l, if we take
we take C j = A j , and we set t = k, then Theorem A.2 implies that the solution, which we denote by E k (z), exists and has entries E j,k (z), j = 1, 2, . . . , l, given by
where v(z) and u j,k (z) are polynomials in the variable z. In fact, u j,k (z) is given by
where the coefficients u κ,0 j,k and u 0,µ j,k satisfy the recurrence relations (A.37) and (A.38) respectively. Observe that the initial values for this recurrence satisfy
Observe that the recurrence relation (A.37), after making the substitutions (3.37) becomes (2.17). Moreover, the initial conditions (3.40) above agree with the initial conditions given by (2.17). Consequently, for all j = 1, 2, . . . , l, we have given by (3.35). Now consider the denominator of E j,k . Theorem A.1 tells us that v is of the form
where the coefficients are given by
The equalities (3.41) and (3.43), and the hypothesis (3.37) together with Proposition A.6, in the case s = l, imply that
(Recall that addition in lower indices is taken in Z l .) Applying the recurrence relation (2.16), after recalling that periodicity implies that A
(m) , we therefore find that
By applying Proposition 2.4 we get the equivalent expression
Thus equation (3.36) holds and the claim is shown. // Linearity then gives us the solution in the particular case (3.32) above. Namely, the above claim in the case k = 1 and 2, followed by summing over all F j , we find that
where v is given by (3.36) and u is given by
Collecting terms of the same degree gives the expression, using the notation (3.39) used in Claim 1 above,
(3.51)
(Recall that the lower indices of u κ,µ j,k lie in Z l .) We investigate the four types of expressions in the above sum as follows. By the above (3.41)
For 2 ≤ j ≤ l, applying (3.41) followed by equality (2.18) we find that
For l + 1 ≤ j ≤ 2l − 1, applying (3.43) followed by equality (2.19) gives us
(Note: here we have also used the convention stated in Remark 3.1 above.) Lastly, equality (3.43) gives
Together these imply that
The same argument also shows, mutatis mutandis, that
Since the matrix A is nonsingular, it follows that a similar analysis can be made for an arbitrary right-hand side of equations (3.30). In particular, given any initial conditions to the recurrence relations (2.12) and (2.13).
In particular, discr v = discr χ .
Proof. Recall that M 1 is given by equation (2.34). Observe that M 1 is a product of l matrices of determinant −1. Thus det M 1 = (−1) l . Next observe that by equations (3.47), (3.45) and (3.44)
Since the discriminant of an arbitrary quadratic polynomial χ is invariant under the involution χ(ξ) → ξ 2 χ(1/ξ), the result follows.
Proof of Theorem 1.2. By the Theorem of Jager and Liardet [2] , the Lévy constant β(θ) = lim n→∞ 1 n log q n exists. By the Cauchy-Hadamard formula, and by continuity of the logarithm, A.1. The Setup. Let C 1 , C 2 , . . . , C l be column vectors in C l and define the l × l matrix
For 1 ≤ r, s ≤ l, denote by
• C r the matrix C with the rth row removed.
• C rs the matrix C with the rth row and sth column removed and
where the hat denotes that the column is omitted. 
where v is a quadratic polynomial
with coefficients given by
. ., which is invariant under cyclic permutations in the lower index, but not a symmetric polynomial.
To prove Theorem A.1, we need to set up the following notation and terminology. (This will be followed by some auxiliary propositions before we start the proof.) We will identify the index set {1, 2, . . . , l} for the collection of columns C 1 , C 2 , . . . , C l with the cyclic group Z l = Z/lZ. Thus the index set {1, 2, . . . , l} becomes endowed with addition modulo l and the cyclic order in a natural manner. We observe, importantly, that the notion of a closed (oriented) interval makes sense in this setting. Let
We will also represent τ in T by the corresponding string, over the alphabet {0, 1, 2}, given by
As usual, we denote by 0 r a (sub)string of 00 · · · 0 of length r and define 1 r and 2 r similarly.
Remark A.1. The reason for introducing this notation is the following. Since the determinant is multilinear, equation
We need to compute each summand. For each τ ∈ T , multilinearity of the determinant again, together with equation (A.2), implies that
Thus we wish to determine (i) when the determinant on the right-hand side of (A.12) is zero, (ii) if the determinant on the right-hand side of (A.12) is non-zero, calculate c(τ ).
This gives a one-to-one correspondence between T and the set
Given υ ∈ U, let τ υ denote the corresponding element of T . We say that τ ∈ T is decreasing at k ∈ Z l if
If τ is not decreasing at any point we say it is non-decreasing. We say that υ ∈ U is non-decreasing if the corresponding τ υ is non-decreasing. Let • T + denote the set of non-decreasing τ ∈ T • U + denote the set of non-decreasing υ ∈ U.
In either case υ is not injective. Thus decreasing υ cannot be permutations. Conversely, assume that υ ∈ U is not a permutation. Thus there exist distinct
A case analysis now finishes the proof.
where ǫ(υ τ ) denotes parity of the number of adjacent transpositions of the permutation υ τ .
where κ, λ 1 , λ 2 , . . . , λ r , and µ are non-negative integers and b denotes the block b of length two given by b = 20 (A.20)
Proof. The key observation, together with its dual, is the following:
• if, in the string τ (s)τ (s+1) · · · τ (t), there are two consective 2's, this cannot be succeeded by either 0 or 1, • if, in the string τ (s)τ (s+1) · · · τ (t), there are two consective 0's, this cannot be preceded by either 2 or 1. The reason for the first being that if τ (r) = τ (r + 1) = 2 then τ (r + 2) = 1 implies τ is decreasing at r + 1, while τ (r + 2) = 0 implies τ is decreasing at r. The argument in the dual case is analogous.
As a consequence, by the non-decreasing property, • any substring of 0's of length greater than one must be contained in a substring of 0's attached to the left boundary of [s, t],
• any substring of 2's of length greater than one must be contained in a substring of 2's attached to the right boundary of [s, t].
Elsewhere in the string, 2 must be followed by 0 and 0 must be preceded by 2. (We now see the importance of the block b.)
Proof. First, observe that there is a unique τ so that k τ (k) = 0, namely τ (k) = 0 for all k. Likewise, there is a unique τ so that k τ (k) = 2l, namely τ (k) = 2 for all k. Thus we just need to show that in all other cases k τ (k) = l. However, in all other cases, by Lemma A.1 above, as τ is non-decreasing (and thus non-decreasing on all subintervals) we either have
for some non-negative integers λ 1 , λ 2 , . . . , λ r . It follows trivially in either of these cases that k τ (k) = l.
Proof of Theorem A.1. If hypothesis (A.6) is satisfied then
From equation (A.11), equation (A.12), the preceding Corollary A.1, we also get
Where, by Proposition A.2, v is the polynomial in z given by
Moreover, Proposition A.2 shows that v is quadratic in ξ. Observe that the only τ where η = 1 are τ = 0 l and τ = 2 l . Therefore v has the form and detC = 0. Then the solution E(z) to the inhomogeneous equation
exists and has entries E s (z) given by
where (1) v denotes the quadratic polynomial from Theorem A.1 (2) if we define
where u 
This will basically follow from the computation of det N(z) from Section A.2 together with Cramer's rule. The hypothesis that det C = 0 will also give us the following.
Corollary A.2. Let H be an arbitrary non-zero vector. Then the equation
has a unique solution. If H = t h t C t then the solution is explicitly given by
where E t (z) denote the solution from the preceding theorem
In what follows, the notation and remarks initially mirror those of Section A.2. Throughout this section we fix t ∈ Z l . For s ∈ Z l , define
We will also represent τ ∈ T by the string over the alphabet {0, 1, 2} of length l − 1 given by
(Note that the initial and terminal index are different from Section A.2.) Remark A.2. As in Section A.2, this notation is introduced for the following reason. From expression (A.3) together with multilinearity of the determinant, we find that
For each τ ∈ T s , multilinearity of the determinant and equality (A.2) give
Thus again, we will (i) ascertain for which τ the determinant on the right-hand side of (A.44) is nonzero, and (ii) for these τ we will compute c(τ ).
This gives a one-to-one correspondence between T s and the set
Given υ ∈ U s , denote by τ υ the element of T s corresponding to υ. As in Section A.2, we say that τ ∈ T s is decreasing at k ∈ Z l if property (A.16) is satisfied. (Observe that, for certain k, only one of the two statements in (A.16) may be defined.) Otherwise we say that τ is non-decreasing. Let
τ non-decreasing and, whenever they are defined,
and denote by U + s,t the corresponding subset of U s . Then it is straightforward to show that U + s,t = υ ∈ U s : υ injective, and υ(k) = t, ∀k ∈ Z l (A.49)
Given υ ∈ U s we may extend it to Z l viā
Thus, υ ∈ U + s,t implies that υ is a bijection between the sets Z l \ {s} and Z l \ {t}, and we consequently get the following.
Observe that the functionῡ denotes the lower index in the right-hand side of equation (A.44). The preceding proposition automatically implies the following.
where ǫ(ῡ) denotes parity of the number of adjacent transpositions ofῡ.
This resolves the first problem (i). Now we wish to compute c(τ ) for τ ∈ T + s,t . The first step is to observe, by the conditions given in (A.48), that we have the following.
Proof.
For τ ∈ T + s,t we require τ to be non-decreasing on the interval [s + 1, s − 1] in Z l . Therefore, applying Lemma A.1 together with Proposition A.4, we also get the following. (4) For s = t, t − 1, t − 2, the string corresponding to τ either has the form
We say that τ ∈ T If we define
where u We start by considering the cases s = t, t + 1. For s = t, there is a unique τ ∈ T + s,t . Namely
Also observe thatῡ τ = id. Therefore ǫ(ῡ τ ) = 0. Hence, we find that
Next, for s = t + 1, there is a unique τ ∈ T + s,t of type (l − 2, 0). Namely
From which we see that
Also observe thatῡ τ is a single transposition given in cycle notation by (t t + 1). Therefore ǫ(ῡ τ ) = 1. Thus, we find that
and the statement holds for s = t + 1. Now assume that the statement holds for t ≤ r < s. We wish to show the same holds for r = s. Observe that we can decompose T + s,t (κ(s, t), 0) further into those τ whose central string terminates with 1, and those whose central string terminates with b, i.e., let
1 is in one-to-one correspondence with T + s−1,t (κ(s, t) + 1, 0),
Also, the corresponding permutationsῡ τ andῡ τ ′ differ by a single transposition interchanging t and s. (In cycle notation:ῡ τ = (t s)ῡ τ ′ .) Since (t s) can be expressed as the product of 2#[t, s] − 3 adjacent transpositions (t t + 1)
and the corresponding permutationsῡ τ andῡ τ ′ differ by a single transposition interchanging t and s. (In cycle notation:ῡ τ = (t s)ῡ τ ′ .) Thus ǫ(ῡ τ ) and ǫ(ῡ τ ′ ) again have different parities. Consequently, setting κ = κ(s, t) and observing that s = t + l − κ − 1,
Now we consider the second recurrence relation (A.38) For s = t − 2 there exists a unique τ ∈ T + s,t . Namely
Now observe that, sinceῡ τ can be written as ν 2 where ν(k) = k + 1 mod l, it follows that ǫ(ῡ τ ) = 2ǫ(ν) = 2l − 2. Hence
Now consider the case s = t − 3. Then there is a unique τ ∈ T + s,t of type (0, l − 2). Namely
(A.95) From which, we find that
Next, observe thatῡ τ can be written, in cycle notation, as (t t − 1)ν 2 and thus ǫ(ῡ τ ) = 2l − 1. It follows that
Now assume that the statement holds for s + 1 ≤ r < t. We decompose T + s,t (0, µ) into
As before, we observe that
0 is in one-to-one correspondence with T 
