We study the validity of the Jarque-Bera test for a class of univariate parametric stochastic differential equations (SDE) dXt = b(Xt, α)dt + dZt observed at discrete time points t n i = ihn, i = 1, 2, . . . , n, where Z is a nondegenerate Lévy process with finite moments, and nhn → ∞ and nh 2 n → 0 as n → ∞. Under appropriate conditions it is shown that Jarque-Bera type statistics based on the Euler residuals can be used to test the normality of the unobserved Z, and moreover, that the proposed test is consistent against presence of any nontrivial jump component. Our result therefore provides a very easy and asymptotically distribution-free test procedure without any fine-tuning parameter. Some illustrative simulation results are given to reveal good performance of our test statistics.
Introduction
During the past decades, the diffusion process has long been popular among practitioners in various fields such as finance, engineering, physical and medical sciences. Statistical inference for diffusion processes has become very crucial in statistical analysis, especially in stochastic finance, to cope with the demand to resolve statistical problems occurring in actual practice. See, for instance, Karatzas and Shreve (1988) , Shiryayev (1999) , Prakasa Rao (1999) , Lipster and Shiryayev (2001) , and Kutoyants (2004) . Although the diffusion process is very popular in handling financial time series data, experience suggests that the diffusion process is not well fitted to given data due to high volatilities and discontinuous jumps. To deal with this problem, practitioners often adopt models such as jump diffusion processes and Lévy processes: see Barndorff-Nielsen at al. (2001) , Shoutens (2003) , and Cont and Tankov (2004) . Hence, to employ correct models, there is a need to check whether or not modelling based on diffusion processes is reasonable in handling time series data. In this article, motivated by this viewpoint, we consider the goodness of fit test problem for the parametric univariate stochastic differential equation (SDE for short) given by (1) below, based on high-frequency and long-period data (see C1 below for the precise meaning). We are interested in testing whether or not the driving Lévy process is a Wiener process (possibly scaled by an unknown constant), against presence of "any" nontrivial jump component.
Among the goodness of fit methods, the Kolmogorov-Smirnov test falls in the category of an empirical process method (cf. D'Agostino and Stephens (1986)) since it is generated from the empirical process. As a reference that addresses the empirical process and the goodness of fit tests for the autoregressive and GARCH models, we employ Lee and Wei (1992) and Lee and Taniguchi (2005) . In contrast to the Kolmogorov-Smirnov test, the Bickel-Rosenblatt test (cf. Bickel and Rosenblatt (1973) ) belongs to a class of density-based testing methods and is well known to better detect heavy-tailed alternatives: see Lee and Na (2001) and Horváth and Zitikis (2006) . Although these tests have their own merit, it is widely accepted that they also have certain shortcomings. For instance, the Kolmogorov-Smirnov test has a tendency to produce low powers in many situations, and the Bickel-Rosenblatt test has difficulty in choosing an optimal bandwidth (see Lee (2006) for the Bickel-Rosenblatt test for diffusion processes). Based on this reasoning, we here employ the Jarque-Bera (JB) test (cf. Jarque and Bera (1980) and Bera and Jarque (1981) ), which is asymptotically distribution-free, as an alternative in our study since it is well known that the JB test is easy to implement in actual practice in comparison to other conventional tests.
In the construction of the JB test for diffusion processes, we will use the discrete sampling scheme as seen in Flrores-Zmirou (1989), Yoshida (1992) and Kessler (1997) . The key idea to employ the residual-based JB test is that if the data is truly realized from a diffusion process, the residuals obtained from the sampled observations should behave like normal random variables. This idea is actually used in Lee and Wee (2008) who consider the residual empirical process in diffusion processes. In fact, the residual based JB test is widely used for time series models without a theoretical justification since the residual based JB test is believed to behave like the ordinary JB test. However, as seen in Lee and Wei (1999) and Lee and Taniguchi (2005) , the residual based test behaves somewhat differently from the test based on true errors, depending upon the characteristic of the structure of the time series models. In particular, the result of Lee and Taniguchi (2005) reveals that the GARCH effects severely affect the limiting null distribution of the residual empirical process. To our knowledge, there exist few articles considering the JB test in financial time series models. We refer to Kulperger and Yu (2005) who study the JB test based on GARCH residuals within the framework of high moment partial sum processes. By considering all these aspects, here we carefully analyze the JB test for diffusion processes. Mainly due to the high-frequency sampling scheme, it turns out that our test based on the statistic T n defined in Section 2 is asymptotically distribution-free and consistent.
This article is organized as follows: in Section 2, we introduce our model setup and describe our results; in Section 3, we provide some simulation results to illustrate our findings; finally, Section 4 presents the proofs of our results.
Setup and statement of result
Suppose we have a discrete-time data X t n 0 , X t n 1 , . . . , X t n n from a solution of the univariate SDE
defined on a filtered probability space (Ω, F, (F t ) t∈R+ , P ), where t n i = ih n are positive constants, θ ∈ Θ ⊂ R p is an unknown vector with Θ being a bounded convex domain, and Z is a nontrivial Lévy process; here the nontriviality means that Z is not a deterministic linear function of t. The initial variable X 0 is supposed to be independent of Z. Denote by σ 2 ≥ 0 and ν the Gaussian variance and Lévy measure of Z. In this article we are interested in testing the normality of the unobserved Z against presence of any nontrivial jump component. Under the nontriviality of Z, this can be formulated as
Note that σ 2 ≥ 0 may be arbitrary under H 1 . Denote by θ 0 ∈ Θ the true value of θ, and by P 0 the true law of X associated with θ 0 . Throughout this article, the symbol → p (resp. → d ) indicates the convergence in P 0 -probability (resp. weak convergence along P 0 ) for n → ∞, and also stochastic-order symbols are taken under P 0 . We will denote by ∂ θ the gradient operator with respect to θ, and write T n = nh n and
for a process ζ. For conciseness we will here focus on √ T n -consistent estimators of θ and Z with finite moment of any order.
Our basic regularity conditions are summarized as follows.
C4. For every q > 0 we have
For convenience we give some remarks on our conditions. 
Remark 2.1. Under C2, Z admits a Lévy-Itô decomposition
as soon as 
where A denotes the generator of X: in our framework, (4) 
, θ) for notational simplicity. We define an Euler-type residual sequence (without variance scaling; see Remark 2.5 below) bŷ
which will be used to approximate
Our test statistics T n are then defined by
Now we are in position to state our main result.
Theorem 2.4.
Suppose the conditions C1 to C5. Then we have:
denotes the chi-square distribution with 2 degrees of freedom; and
Given sampling points t n i , Theorem 2.4 enables us to perform a consistent Jarque-Bera type test for the normality of the unobserved driving Lévy process Z, without any fine-tuning parameter. The proof of Theorem 2.4 is given in Section 4.
Remark 2.5. Instead of (6) we may consider the (possibly more natural) residual
ni , the residual sum of squares (see Yoshida (1992) 
Simulation experiments
We observe the finite-sample performance of the statistics T n when X is a Ornstein-Uhlenbeck type process
with X 0 = 0, targeting at:
Z is a standard Wiener process;
See the references cited in Masuda (2005) for the details of the NIG distributions N IG(α, 0, δt, 0). Under H 1 , Z is a centered and symmetric Lévy process and we know that C2 is fulfilled for the NIG Lévy process as soon as α > 0. C3 is clearly met. Supposing θ 0 > 0, we can verify C4 and C5 with the least squares type estimator
where π denotes the invariant measure of X (the characteristic function of π is explicit): see the references cited in Remarks 2.2 and 2.3 for details. For the parameters of the driving NIG Lévy process, we choose (a, δ) = (3, 3) and (10, 10), for both of which we have E[Z Here we take θ 0 = 3 and h n = n −0.6 , so that T n = n 0.4 → ∞ and nh 2 n = n −0.2 → 0, making C1 valid. In order to simulate sample paths of X, we use the Euler scheme with mesh h n /50 in each trial. The Figure 1 shows sample paths of X with θ 0 = 3 under H 0 and H 1 . In each panel it seems hard to find distinguished characters of two paths, which exhibit quite similar behaviors. Nonetheless, we will see that under H 0 our test procedure effectively detect the Gaussianity of Z.
We simulate L independent paths of X under H 0 and H 1 , yielding L values of T Based on these values, we compute empirical sizesψ n,L and empirical powersπ n,L corresponding to the significance levels 5 and 1: the upper 5 (resp. 1) percentile of the χ 2 (2) distribution is given by 5.991 (resp. 9.21). Specifically, for the 5% significance level,ψ n,L andπ n,L are defined to bê , where we now set L = 5000 in order to get a more reliable result. The histogram exhibits a good fit to the targeted χ 2 (2)-density given by the straight line. n ) for L = 1000 with different (n, T n ).
Also, Table 2 reports the resulting performances of T H1 n , again with L = 1000 and several choices of n. From the table we can observe very good performances of T
H1 n
for rejecting H 0 in case of (α, δ) = (3, 3). As for the case of (α, δ) = (10, 10), the empirical powers badly behave for smaller n, nevertheless, drastically become better with n increases. These numerical results strongly suggest that our test procedure has pretty good power despite of its ease of implementation. 
Proof of Theorem 2.4
We will write a n b n for a random sequence a n and b n if there exists a positive constant C such that a n ≤ Cb n , P 0 -a.s., for every n large enough. It will be convenient to introduce the following notation:
Then we haveΨ
Proof of (a): asymptotic behavior under H 0
Our proof is carried out in a similar way to Kulperger and Yu (2005) .
forms an i.i.d. array with common normal law N 1 (0, σ 2 ) with σ 2 > 0 unknown, and
here and in the sequel, N 1 (γ, Σ) denotes the univariate normal distribution with mean γ and variance Σ. We will derive stochastic expansions ofΨ
First let us look at the second term on the right-hand side of (9) . From (10),
Hölder's inequality yields that for every q ≥ 2
Accordingly, it follows from (11) that
Next, for each j ∈ {2, . . . , k}, by using (12) as before we get
This implies that the third term on the right-hand side of (9) is o p (1/ √ n). Substituting (13) and (14) in (9), we get for each
Clearly F (l) n = O p (1) for every l ≥ 0 under the assumptions, so that the second term of the right-hand side of (15) is O p (1/ √ n). In particular, we haveĤ
in view of (8) . Now, lettingH
√ n) by the classical central limit theorem for i.i.d. arrays. Hence (15) and (16) 
However, we see that ] and supposing p = 1 (the dimension of θ) without loss of generality, we have
Thus we getΨ
rendering thatθ n does not appear inΨ
Since the kth self-normalized partial sumΦ
n is invariant under scale change ofˆ ni , in order to investigate the asymptotic behavior ofΦ
n , so that we may set σ = 1 without loss of generality. Let ρ k denote the kth moment of the standard normal distribution. Then (17) is rewritten aŝ
and in particular,
in view of the Taylor expansion f (x+y) = f (x)+f (x)y+
with k ≥ 2. From (18) and (19) , expanding the fraction we get
hence arriving at
By means of the expression (20) , it is straightforward to deduce
Theorem 2.4 (a) now follows on applying the continuous mapping theorem.
Proof of (b): asymptotic behavior under H 1
In view of the definition of T n , it suffices to prove that | √ nΦ (3) n | = |( √ nΨ
n | > a] → 1 for every a > 0). To this end we are going to look at the expressionŝ Ψ (2) n =Ĥ (2) n − (Ĥ
n − 3Ĥ
(1) nĤ
We can write Z t = σw t + ∫ t 0 zμ(ds, dz) =: σw t + J t with E[J t ] = 0 (recall (2)). It follows from the independence between w and J that 
where a n ∼ a n means that a n /a n → 1 and a n /a n → 1. Combining (23) Based on these observations, we see from the central limit theorem that
, q = 1,
for q ∈ N: in particular, 
