We present a model for generalized Newtonian fluid flow through a porous medium. In the model the dependence of the fluid viscosity on the velocity is replaced by a dependence on a smoothed (locally averaged) velocity. With appropriate assumptions on the smoothed velocity, existence of a solution to the model is shown. Two examples of smoothing operators are presented in the appendix. A numerical approximation scheme is presented and an a priori error estimate derived. A numerical example is given illustrating the approximation scheme and the a priori error estimate.
Introduction
Of interest in this article is the modeling and approximation of generalized Newtonian fluid flow through a porous medium. Darcy's modeling equations for a steady-state fluid flow through a porous medium, Ω, are For the case of a Newtonian fluid (1.1), (1.2) are well studied. The two standard approaches in analyzing (1.1), (1.2) are: (i) study (1.1), (1.2) as a mixed formulation problem for u and p (either (u, p) ∈ H div (Ω) × L 2 (Ω), or (u, p) ∈ L 2 (Ω) × H 1 (Ω)), or (ii) use (1.2) to eliminate u in (1.1) to obtain a generalized Laplace's equation for p.
For generalized Newtonian fluids, with ν ef f = ν ef f (|u|), assumptions are required on ν ef f in order to establish existence and uniqueness of solutions. Typical assumptions are uniform continuity of ν ef f (|u|)u and strong monotonicity of ν ef f (|u|) [7, 8, 10] , i.e., there exists C > 0 such that
A more general setting where the fluid rheology is defined implicitly has been analyzed in [5, 6] . The case where the fluid viscosity depends on the shear rate and pressure has been studied in [13, 12] . For both of these cases additional structure beyond (1.4) and (1.5) is required in order to establish existence and uniqueness of a solution.
A nonlinear Darcy fluid flow problem, with a permeability dependent upon the pressure was investigated by Azaïez, Ben Belgacem, Bernardi, and Chorfi [2] , and Girault, Murat, and Salgado [11] . For a Lipschitz continuous permeability function, bounded above and bounded away from zero, existence of a solution (u, p) ∈ L 2 (Ω) × H 1 (Ω) was established. Important in handling the nonlinear permeability function, in establishing existence of a solution, was the property that p ∈ H 1 (Ω). In [2] the authors also investigated a spectral numerical approximation scheme for the nonlinear Darcy problem, assuming an axisymmetric domain Ω. A convergence analysis for the finite element discretization of that problem was given in [11] .
Our interest in this paper is in relaxing the assumptions (1.4) and (1.5). Specifically, our interest is assuming that ν ef f (·) is only Lipschitz continuous and both bounded above and bounded away from zero. However, relaxing the conditions (1.4) and (1.5) requires us to make an additional assumption regarding the argument of ν ef f (·). In order to obtain a modeling system of equations for which a solution can be shown to exist, we replace u in ν ef f (|u|) by a smoothed velocity, u s . The approach of regularizing the model with the introduction of u s is, in part, motivated by the fact that the Darcy fluid flow equations can be derived by averaging, e.g. volume averaging [16] , homogenization [1] , or mixture theory [14] .
Presented in the Appendix are two smoothing operators for u. One is a local averaging operator, whereby u s (x) is obtained by averaging u in a neighborhood of x. The second smoothing operator, which is nonlocal, computes u s (x) using a differential filter applied to u. That is, u s is given by the solution to an elliptic differential equation whose right hand side is u. For establishing the existence of a solution to (1.1)-(1.2), the key property of the smoothing operators is that they transform a weakly convergent sequence in L 2 (Ω) into a sequence which converges strongly in L ∞ (Ω).
For the mathematical analysis of this problem it is convenient to have homogeneous boundary conditions. This is achieved by introducing a suitable change of variables. For example, assuming ∂Ω = Γ in ∪ Γ ∪ Γ out , in the case the specified boundary conditions are
we introduce functions b(x) and p b (x) defined on Ω satisfying
where
(In case the pressure is specified on the inflow boundary Γ in , then b = 0, and the definition of p b is appropriately modified.)
With the change of variables: u = u 0 + b and p = p 0 + p b , and subsequent relabeling u 0 = u, p 0 = p and f = −∇p b we obtain the following system of modeling equations: 9) where β(|u s + b|) = ν ef f (|u s + b|) k −1 .
In the next section we show that, under suitable assumptions on β(·) and u s , there exists a unique solution to (1.6)-(1.9). An approximation scheme is presented in Section 3, and an a priori error estimate derived. A numerical example illustrating the approximation scheme and the a priori error estimate is presented in Section 4.
Existence and Uniqueness
In this section we investigate the existence and uniqueness of solutions to the nonlinear system equations (1.6)-(1.9). We assume that Ω ⊂ IR d , d = 2 or 3, is a convex polyhedral domain and for vectors in IR d | · | denotes the Euclidean norm.
Throughout, we use C to denote a generic nonnegative constant, independent of the mesh parameter h, whose actual value may change from line to line in the analysis.
We make the following assumptions on β(·) and u s .
The mapping u → u s is linear.
Weak formulation of (1.6)-(1.9)
to denote the L 2 inner product and the L 2 norm over Ω, respectively, for both scalar and vector valued functions. Additionally, we introduce the norm
For the interpretation of the condition v · n = 0 on Γ in ∪ Γ see [9, 15] .
We restate (1.6)-(1.9) as:
For the spaces X and L 2 (Ω) we have the following inf-sup condition
We begin by establishing boundedness of any solution to (2.1)-(2.2).
Proof : From (2.2) and that ∇ · X ⊂ L 2 (Ω) we have that any solution u to (2.1)-(2.2) satisfies
With the choice v = u, q = p, subtracting (2.2) from (2.1), and using assumption Aβ2 yields
Combining (2.5) and (2.6) we obtain the stated bound for u. The estimate for p is obtained using the inf-sup condition (2.3).
from which the stated bound follows.
Because of the inf-sup condition (2.3), the weak formulation (2.1)-(2.2) can be equivalently stated as:
To establish the existence of a solution to (2.7) we use the Leray-Schauder fixed point theorem. To do this we show that a solution to (2.7) is a fixed point of a compact mapping Φ.
Theorem 2.1 For β(·) and u s satisfying assumptions Aβ1 − Aβ3 and Au s 1 − Au s 2, respectively, there exists a solution u to (2.7).
Proof : Let Φ : Z −→ Z be defined by Φ(u) = w, where w satisfies
That Φ is well defined follows from Aβ2 and the Lax-Milgram theorem.
To show that Φ is a compact operator, let {u n } ∞ n=1 denote a bounded sequence in Z.
we can extract a subsequence, which we again denote as {u n } ∞ n=1 , such that {u n } ∞ n=1 converges weakly to u ∈ Z. For w n = Φ(u n ), using (2.8)
With v = w − w n , and using Aβ2 and Aβ3
from which, with Au s 2, we can conclude that Φ is a compact operator.
Then, applying the Leray-Schauder fixed point theorem [17] we obtain that there exists a u ∈ Z such that u = Φ(u).
Under small data conditions we have the following theorem guaranteeing uniqueness of solutions to (2.7).
Theorem 2.2
With the stated assumptions Aβ1 − Aβ3 and Au s 1 − Au s 2, and the condition that
then there is no other solution to (2.7).
Proof : Suppose that both u and w ∈ Z satisfy (2.7), i.e., together with (2.7) we have that
With v = u − w, subtracting (2.10) from (2.7) and using the bounds for β(·) we obtain
Alternatively, from (2.11), using Aβ3 and Au s 1,
Finite Element Approximation
In this section we investigate the finite element approximation to (u, p) satisfying (1.6)-(1.9).
Let T h be a triangulation of Ω made of triangles (in IR 2 ) or tetrahedrons (in IR 3 ). Thus, the computational domain is defined by Ω = ∪ K∈T h K.
We assume that there exist constants c 1 , c 2 such that
where h K is the diameter of triangle (tetrahedron) K, ρ K is the diameter of the greatest ball (sphere) included in K, and h = max K∈T h h K . For k ∈ IN, let P k (A) denote the space of polynomials on A of degree no greater than k, and RT k (T h ) the (Piola) affine transformation of the Raviart-Thomas elements of order k on the unit triangle. We define the finite element spaces X h , X s h and Q h as follows.
2)
For X h and Q h defined in (3.1) and (3.3), the following discrete inf-sup condition is satisfied
With X h , Z h , Q h defined above, we have the following approximation properties [4, 3] .
The approximation scheme we investigate is:
Regarding u s h , note that applying a smoother to a function v ∈ X h (typically) does not result in v s ∈ X s h . Therefore, we letũ s h ∈ H l+1 (Ω) ∩ C 0 (Ω) denote the result of the smoother applied to u h , and define u 
11)
The precise dependence of Cũ s h onũ s h will depend on the particular smoother used. The existence, uniqueness, and boundedness of the solutions (u n h , p n h ) to (3.8)-(3.9) are established in a completely analogous manner as for the continuous problem.
(
9).
Proof : The existence of u h is established as that for u in Theorem 2.1. The existence of p h then follows from the discrete inf-sup condition (3.5).
In the next lemma we present the a priori error estimate for the approximation given by (3.8)-(3.9).
, and u satisfying the small data condition 13) and assuming that Cũ s h given in (3.11) is bounded by a constant C u , we have that there exists C > 0 such that
Remark: The condition (3.13) guarantees uniqueness of the solution to (3.8)-(3.9), see Theorem 2.2.
Proof : We have that the solutions u h and u to (3.8)-(3.9) and (2.1)-(2.2), respectively, satisfy the following equations for all v ∈ Z h :
(β(|u
and (β(|u
With e = u − u h , subtracting equations (3.15) and (3.16) we obtain (β(|u
Next we bound each of the terms in (3.18).
A similar bound to that given in (3.21) holds for the third term on the right hand side of (3.18). Combining the estimates (3.19)-(3.21) with (3.18) we have
Hence, in view of the stated hypothesis (3.13), there exists C > 0 such that
. Finally, from the triangle inequality and (3.6) we have that
To obtain the error estimate for the pressure, let P ∈ Q h . Then, from (3.5) we have that there exists v ∈ X h such that
Using (3.8) and (2.1) we obtain
. Using the triangle inequality, (2.4), (3.7), (3.11) and (3.23) we obtain the stated estimate for p − p h . 
Numerical Computations
In this section we present a numerical example to demonstrate the numerical approximation scheme (3.8)-(3.9), and investigate the a priori error estimate (3.14).
Let For u s h , the interpolate ofũ s h (the smoothed function of u h ), we compute a continuous, piecewise quadratic, velocity by taking a simple average of u h at the nodal points of u s h . Computations were performed using RT 0 − discP 0 , RT 1 − discP 1 , and RT 2 − discP 2 elements for the velocity and pressure. (By RT k we are referring to Raviart-Thomas elements of degree k, and discP k refers to the space of discontinuous scalar functions which are polynomials of degree less that or equal to k on each triangle in the triangulation.) The results, together with the experimental convergence rates are presented in Table 4 .1. The experimental convergence rates are consistent with those predicted by (3.14) for l = 2. (Regarding the O(h 4 ) experimental convergence rate for the pressure using RT 2 − discP 2 elements, note that the true solution for the pressure lies in the discP 2 approximation space.) Example 2. In order to investigate the dependence of the approximation on the interpolant of the smoother, in this case we take u s h to be a continuous, piecewise linear function, obtained by taking a simple average ofũ s h at the vertices of the triangles in the triangulations. The results obtained using RT 1 − discP 1, and RT 2 − discP 2 approximating elements are presented in Table 4 .2. In this case (l = 1) we observe optimal convergence for RT 1−discP 1 (and RT 0−discP 0, results not included). However, the experimental convergence rates for the RT 2 − discP 2 approximation is limited to 2 for the velocity and pressure, consistent with (3.14).
A Example of a local smoothing function
In this section we give an example of a local smoothing function which satisfies properties Au s 1 and Au s 2 presented in Section 2. The smoothing function is a simple averaging operator. We use the term domain to refer to an open connected set in IR n .
For simplicity we present the case for a scalar function u(x). For a vector valued function the smoother is simply applied to each of the coordinate functions. Let Ω denote a bounded domain in IR n and L(Ω) the Lebesgue measurable sets in Ω. Let δ > 0 denote the (fixed) volume measure over which we average a function to obtain its smoothed value. For x ∈ Ω the typical averaging volume which comes to mind is B(x, r δ ), where B(x, r δ ) denotes the ball centered at x of radius r δ having volume δ. As δ is fixed the difficulty in using B(x, r δ ) arises for points whose distance from ∂Ω is less that r δ . This requires us to consider averaging volumes other than balls. Namely, for each point x ∈ Ω we associate a domain V (x) having a volume of δ. We require that the association of x with V (x) be continuous. This continuity is formally described in the next paragraph.
Let ν denote the Lebesgue measure in IR n . For
We have the following properties for u s (x).
which establishes (i).
For x, y ∈ Ω,
which establishes the uniform continuity of u s . As u s is bounded on Ω then u s can be continuously extended to ∂Ω.
To establish (iii), as {u n } converges weakly, let sup n u n = M < ∞. In addition, for
denote a σ-net of Ω, i.e., for all x ∈ Ω there exists an i x ∈ {1, 2, . . . , N } such that |x − z ix | < σ.
Now,
For the second term on the right hand side of (A.3) we have
To establish this regularity result we begin by citing a characterization of the W 1,p (IR n ) function space.
Proof : In order to apply Theorem A.1 we need to define an extension of u to IR n . Let
denote an extension of V satisfying properties (i) and (ii) (with Ω replaced by IR n ), and additionally that there exists constants C 1 > 0 and
Let Ω B denote the bounded set, Ω B := {x ∈ IR n : inf y∈Ω |x − y|
For |h| < 1,
From (A.7) and (A.8), together with Theorem A.1, we obtain thatũ s ∈ H 1 (IR n ). As u s =ũ s | Ω , it then follows that u s ∈ H 1 (Ω).
B Example of a differential smoothing function
As an alternative to the local averaging filter discussed in Section A, in this section we present a differential smoothing filter. 
Let
, and that u n converges weakly to u ∈ L 2 (Ω). The {u s n } converges to u s in L ∞ (Ω).
Proof : From (B.10) we have that u s ∈ X s , and as u ∈ L 2 (Ω), from the shift theorem (together with a sufficiently smooth ∂Ω), it follows that −→ 0 as n → ∞ , as u n converges weakly in L 2 (Ω) to u. Hence as H 2 (Ω) ∩ X s is compactly embedded in L ∞ (Ω) ∩ X s , then u s n converges to u s strongly in L ∞ (Ω).
