LAS Algorithm for identifying highly interacting regions
The LAS algorithm [13] takes a real-valued data matrix X(m × n) as input and outputs contiguous submatrices U (k × l) that have a high average, τ . This is done via the following iterative algorithm:
Repeat until τ √ kl < threshold:
1. Search: greedily, by updating one row and column set at a time, find a submatrix U that maximizes the submatrix score S(U ) = − log (m − k + 1)(n − l + 1)Φ(−τ
2. Remove: identify rows and columns corresponding to U in X and subtract the submatrix average τ from this set of rows and columns.
The LAS algorithm search space was limited to contiguous submatrices of at most 10Mb × 10Mb in size, i.e. 40 × 40 submatrices (at 250kb resolution). For each chromosome pair each iteration of the search procedure was initialized at a random contiguous k × l submatrix in the interchromosomal Hi-C map. The threshold for the algorithm was chosen based on a Gaussian approximation such that P (τ √ kl > threshold) = 1E − 15. This stringent cutoff guarantees that highly interacting regions in the whole-genome Hi-C map are identified with FDR controlled at 4.16 × 10 −8 (see the following paragraph). Returning submatrices U , as determined by LAS, for each interchromosomal contact matrix results in a list of highly interacting pairs of 250kb regions.
FWER and FDR computation for Large Average Submatrix (LAS) algorithm
The LAS algorithm takes a real-valued matrix X(m × n) as input and outputs contiguous submatrices U (k ×l) of high average [13] . The null hypothesis is that the interchromosomal Hi-C matrix is a standard Gaussian random matrix, and the alternative hypothesis is that the interchromosomal Hi-C matrix is a sum of K constant (> 0) submatrices plus a standard Gaussian random matrix, i.e., that the Hi-C contact matrix contains substructure [9] . More precisely, each entry in the alternative model can be expressed as
where A k ⊆ [m] and B k ⊆ [n] are the row and column sets of the kth submatrix, α k is the constant corresponding to the kth submatrix, ij are independent noise variables sampled from N (0, 1), and I(·) is the indicator function. Note that K = 0 corresponds to the null model. The individual entries in the log(1 + x) transformed Hi-C matrices have an R 2 of 0.972 with the standard normal distribution, which justifies using a standard Gaussian random matrix as null hypothesis.
Let τ := Avg(U ), i.e., the average of the submatrix U . Under the null hypothesis, τ √ kl ∼ N (0, 1) and thus the probability of observing a k × l submatrix V with an average of τ or greater is P (Avg(V ) ≥ τ ) = Φ(−τ √ kl), where Φ is the standard normal cdf. Let A denote the event that there exists a k × l submatrix V with average greater than or equal to τ in an m × n matrix. Note that this event is bounded as follows: P (A) ≤ P (Avg(V ) ≥ τ ), where the sum is over all k × l submatrices in the m × n matrix. Hence, under the null hypothesis, P (A) ≤ N Φ(−τ √ kl), where N = (m − k + 1) × (n − l + 1), the total number of contiguous submatrices of size k × l in an m × n matrix.
The search space of the LAS algorithm was limited to contiguous submatrices of at most 10Mb × 10Mb in size, which corresponds to 40 × 40 submatrices (at 250kb resolution). In order to calculate the total number of hypotheses for each interchromosomal matrix, we summed the number of possible contiguous submatrices for all combinations of k and l within the [1, 40] range. Considering all pairs of interchromosomal matrices, the total number of hypotheses was 9.33 × 10 10 . In our procedure, we applied a p-value threshold, namely P (τ √ kl > threshold) = 1 × 10 −15 , for the discovery of significant submatrices. Using a formulation based on the Bonferroni correction, we can estimate the familywise error rate (FWER), which is the probability of making at least one type I error. Let p be the p-value threshold, b the number of hypotheses and α the FWER level. The Bonferroni correction rejects the null hypothesis when p-value ≤ α b , thereby controlling the FWER at ≤ α. With our p-value threshold of 1 × 10 −15 , the FWER is ≤ 0.0000933. We can also calculate the false discovery rate (FDR), i.e. the fraction of false discoveries among all discoveries, using the Benjamini-Hochberg procedure. Let a be the number of discoveries, b the number of hypotheses, p the p-value threshold, and α the FDR level. The Benjamini-Hochberg procedure rejects the null hypothesis when p-value ≤ a b α, thereby controlling the FDR at ≤ α. With our p-value threshold of 1 × 10 −15 and the resulting number of discoveries a = 2244, the FDR is ≤ 4.16 × 10 −8 .
Genomic features
Pre-processed data for 48 features including histone modifications, transcription factor ChIP-seq, DNaseseq and RNA-seq, were retrieved from ENCODE (32), Roadmap Epigenomics (33), the GEO database, and previous studies (49) (SI Appendix, Table S2 ) for the IMR90 cell line. In order to obtain the genomic profile for a 250kb region, matching the resolution of Hi-C data, the number of peaks overlapping the 250kb region was calculated for each feature. For each feature, the feature matrix was log(1 + x) transformed and z-scored by computing the mean and standard deviation of the feature across all regions in the genome that were not removed by the Hi-C filtering step.
Weighted Correlation Clustering
The weighted network of 250kb regions was partitioned into clusters using weighted correlation clustering on networks [4] . This method determines clusters by drawing cluster boundaries across edges with low weights but not across edges with high weights by solving a non-convex minimization problem. Weighted correlation clustering was run in 25 replicates and the clustering with the lowest value of the objective function was chosen for further analysis. The resulting clusterings were robust across replicate runs, as evidenced by the high adjusted mutual information between cluster labels across runs (Fig. S12 ).
Classification into Intermingling and Non-intermingling Domains
In order to identify features that may be important for chromosome intermingling, a binary classification task was performed. The training and test data consisted of genomic feature profiles (SI Appendix, Table S2 ) for intermingling versus non-intermingling regions, weighted by the number of samples in each class. Classification was done using eXtreme gradient boosting trees with n estimators = 1000, learning rate = 0.1, max depth = 5, min child weight = 1 with 10-fold cross-validation. Feature importances were computed by the relative rank of a feature in the decision tree, calculated via f eature importances function in scikit-learn [11] in python. Additionally, features were evaluated using iterative feature elimination by removing one feature at a time and optimizing the AUC.
Fold Enrichment of Genomic Features
Fold enrichment for the intermingling regions as well as for specific clusters was calculated as follows:
# bases in cluster and having feature # bases in genome / # bases in cluster # bases in genome # bases having feature # bases in genome
A fold enrichment of 1 indicates that the two events -belonging to the intermingling regions or a particular cluster and belonging to a particular feature -are independent events.
Comparison to a random network -Stochastic Block Model
To analyze the importance of the spatial interactions for the function and properties of the determined clusters, we performed a comparison based on a "similar" network in which the spatial interactions have been randomized. To be more precise, we generated a network from a stochastic block model, where each chromosome is a community and the edge probabilities within and between communities are computed from the number of interactions in the Hi-C matrix as determined by the LAS algorithm. In order to obtain similar cluster sizes as in the original network, we sampled the edge weights from the observed distribution of edge weights. Using a 2-sided χ 2 -test we tested whether the proportion of intermingling regions in the observed network was equal (H A : not equal) to the proportion of intermingling regions in a random network. Generating 50 networks from the stochastic block model and using the average proportion of intermingling regions as test statistic, the null hypothesis was rejected with a p-value < 2.2 × 10 −16 . Further, in order to test the functional relevance of the determined clusters, we tested using a 1-sided χ 2 -test whether the proportion of clusters enriched for all five active marks (RNAPII, H3K9ac, H3K36me3, H3K4me3, H3K4me1) in the observed network was equal (H A : larger than) in a random network. As in the previous test, generating 50 networks from the stochastic block model and using the average proportion as test statistic, the null hypothesis was rejected with a p-value of 1.398 × 10 −5 . Finally, we tested the regulatory event that active and inactive clusters are spatially separated. To do this, we tested using a 1-sided χ 2 -test whether the proportion of clusters enriched for all five active marks and the inactive mark (H3K9me3) in the observed network was equal (H A : smaller than) in a random network. Following the same procedure as in the previous test, the null hypothesis was rejected with a p-value of 4.699 × 10 −4 .
Venn diagrams
Venn diagrams were constructed using the software provided by [1] .
Gene ontology
Expressed genes for IMR90 with reads per kilobase of transcript per million mapped reads (RPKM) > 0 were obtained from ENCODE [5] . For each cluster, we identified the genes that resided in the cluster and were expressed. For each cluster, we then performed gene ontology (GO) term analysis on these genes using DAVID [6, 7] .
Cluster ranking
In order to select clusters for experimental validation, we ranked each cluster based on the number of TFBS present in each region in the cluster. Several methods and databases were used for ranking the clusters in order to choose a robust set of clusters for experimental validation. The whole genome was scanned for TFBS using position frequency matrices (PFMs) from the JASPAR2016 database for humans. MOODS software [8] was used to identify motif matches. TFBS were further filtered by ChIPseq from ENCODE (32), resulting in 52 TFs or robust CAGE peaks, resulting in 386 TFs. The CAGE peaks, which indicate transcription start sites, were obtained from the FANTOM5 project [2] , which pooled CAGE analysis over 573 human cell samples. These peaks were flanked by 400bp upstream and 50bp downstream as suggested by [10] and overlayed with the TFBS data to obtain the final set of TFBS.
In the following, we explain how we used the determined TFBS to rank the clusters based on a permutation test. First, we constructed a score function to compare observed and randomized matrices. For each cluster we construct a matrix Z of size m × n consisting of the TFBS counts for each of the m 250kb domains that are clustered together for each of the n transcription factors that were analyzed. The number m may change from cluster to cluster, while the number of considered transcription factors n is the same for all clusters. Let A be the set of TFs that have TFBS on multiple chromosomes in the considered cluster. Then the score function for each cluster is computed as follows:
For each matrix Z, a set of 1000 random matrices is generated to compute the background score distribution. Assuming that the number of TFBS for a specific transcription factor is independent of the other transcription factors, a random matrix for a particular cluster with corresponding matrix Z is generated by the following procedure:
1. Let k denote the number of nonzero entries in Z. The probability of having a nonzero entry for each of the n transcription factors is defined by p j , where p j = # nonzero entries for TFj total # of nonzero entries . The number of nonzero entries for each transcription factor, x j , is drawn from a multinomial distribution,
2. After determining the number of nonzero entries for each transcription factor, these nonzero entries must be distributed across the m clustered 250kb regions. Let q i be the probability of assigning a nonzero entry to that specific region, where q i = # nonzero entries in regioni k . For each transcription factor j, the number of nonzero entries for each region, (y 1j , · · · , y mj ) is drawn from a multinomial,
3. By now the positions of nonzero entries within the randomly generated matrix have been chosen, and only the number of TFBS (counts) remain to be assigned to each of the k nonzero entries. For each transcription factor, samples are drawn from the observed count distribution for that transcription factor over active clusters.
Finally, the p-value of the observed score was computed using the background score distribution that we obtained by calculating a score for each of the 1000 randomly generated matrices described above. In order to ensure stability of the ranking procedure, the background distribution was computed in 10 replicates, resulting in 10 different p-values. We observed that the p-values across different runs were consistent. For each replicate, we obtained the cluster rankings based on their p-values. The final rank of each cluster was computed from the median rank across the 10 replicate runs.
Negative controls -chromosomes that do not intermingle
As negative controls, we identified by a whole-genome analysis analysis pairs of chromosomes that do not intermingle (in Hi-C) and are anti-correlated in terms of genomic features (Fig. S8) . First, we determined chromosome pairs for which the LAS analysis did not result in any intermingling regions. These chromosomes formed the nodes of a network with edges drawn between pairs of chromosomes with no intermingling regions. The weight of the edges was calculated as 1 − |ρ|, where ρ is the correlation between the genomic features averaged over the whole chromosome. Chromosomes 3 and 20 were chosen as a negative control pair, since they were representative of the network of non-intermingling chromosomes.
Cell culture and chromosome FISH
BJ fibroblast cells were cultured in Low Glucose DMEM (Life Technologies, USA) supplemented with 10% (vol/vol) FBS (GIBCO, Life Technologies, USA) at 37
• C in 5% CO2. BJ fibroblast cells were cultured overnight on fibronectin-coated cleaned glass slides. Cells were then washed with 1× PBS to remove cell culture medium followed by incubation on ice for 5-8 minutes, with 0.25% Triton in CSK buffer (100 mM NaCl, 300 mM Sucrose, 3 mM MgCl2, 10 mM PIPES with pH 6.8). Cultured cells were fixed with 4% PFA (Paraformaldehyde) for 10 minutes, briefly rinsed with 0.1 M Tris-HCl and washed with 1× PBS wash. This was followed by permeabilization with 0.5% Triton for 10-15 minutes. The cells were then incubated overnight in 20% glycerol at 4
• C and subjected to 5-6 freeze-thaw cycles in liquid nitrogen. After this, cells were washed with 1× PBS a few times, before and after treatment with 0.01% HCl for 5-10 minutes, followed by protein digestion with 0.002% porcine pepsin (Sigma Aldrich, USA) in 0.01N HCl at 37
• C for 4 minutes. Cells were then fixed with 1% PFA for 4 minutes, briefly rinsed in 1× PBS before being treated with RNAse (Promega, USA, 200 microgram/ml made in 2× SSC-0.3M sodium chloride and 30mM trisodium citrate) at 37
• C for 15-20 minutes to digest RNA. The cells were then washed with 2× SSC and equilibrated in 50% Formamide / 2× SSC (pH 7.4) overnight at 4
• C. Hybridization was set up the following day. Chromosome fish probes (Chrombios, Germany) tagged with different fluorophores were thawed to room temperature and mixed with hybridization buffer provided by the supplier. The DNA was denatured in 50% Formamide / 2× SSC at 85
• C for 2-3 minutes and then incubated with the fluorescently labeled human chromosome FISH probe mix. The slides were then sealed with a Sigmacote (Sigma Aldrich, USA) coated hydrophobic coverslip and rubber cement to incubate for 18-48 hours in a moist chamber at 37
• C with shaking. At the end of the incubation period, slides were washed three times in 50% Formamide / 2× SSC at 45
• C and 0.1× SSC at 60 • C. After the last stringent wash with 50% Formamide made in 0.1× SSC at 45
• C, the nuclei were blocked in 5% BSA solution made in 2× SSC and then subjected to primary and secondary antibodies diluted in 5% BSA solution made in 2× SSC. In case indirect labels such as chromosome probes conjugated with biotin and digoxigenin (DIG), were used during hybridization detection step, the procedure also involved the use of fluorophore labeled streptavidin/avidin and anti-DIG. The primary antibodies used here were: RNAPII CTD repeat YSPTSPS (phospho S5) (Abcam -ab5131, 1:500 dilution), mouse monoclonal (21H8) to DIG (Abcam-ab420; 1:500 dilution). Finally, the nuclei were stained with Hoechst 33342 (Sigma Aldrich, USA) for 10 minutes and then mounted with Prolong Gold antifade mounting medium (Life Technologies, USA), sealed with a coverslip, and imaged.
Confocal Imaging and Image Analysis
Slides for chromosome FISH were scanned using a Nikon A1 Confocal microscope (Nikon, USA) with a 100×, 1.4 NA oil objective. Stacks of 12-bit gray scale two-dimensional images were obtained with a pixel size of 130 nm in XY direction and 500 nm in the Z direction and used for the quantitative evaluation. The image analysis was performed using a custom code in ImageJ2. The code first identified the nuclear boundary using Otsu 3D thresholding method. This was followed by the identification of chromosome territories in the nuclear region using ReyniEntropy 3D thresholding. The threshold for identifying signal and background in each image was determined using the intensity histogram from the 3D image stack. The thresholded image was binarized. The overlapping region between two chromosomes, i.e. the intermingling region (IMR), was identified by performing the AND function over the 3D binary stacks of both chromosomes. The chromosome and IMR volumes were computed by summing up the volumes of the non-zero voxels in the respective binary images. The intermingling degree was calculated by dividing the volume of the IMR between two chromosomes by the total volume of the two chromosomes. Similarly, the amount of active RNAPII in the nucleus and the IMR was obtained by passing the RNAPII image and the binary images of the nucleus and IMR through the AND filter, respectively. The enrichment of active RNAPII in the intermingling regions was obtained by dividing the mean intensity of active RNAPII in the IMR by the mean intensity of the active RNAPII in the entire nucleus. R was used for testing statistical significance and for data visualization. Number of interacting chromosomes within a cluster SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZEB1  REL  RXRG  MGA  RXRB  SPIB  KLF5  E2F6  E2F4  FOXI1  ZNF263  RFX4  RFX5  RFX2  RFX3  FOXP3  NFATC2  FOXP1  IRF1  USF2  USF1  TBX15  FOS::JUN  FOXL1  NRF1  MZF1  NR4A2  STAT1::STAT2  ZNF354C  BHLHE41  CREB1  NR2C2  EGR3  EGR1  PAX5  MEIS3  YY1  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXD1  FOXO3  FOXO6  FOXO4  TEAD3  KLF16  KLF14  TFAP2A  CDX1  RREB1  MZF1(VAR.2 Number of TFBS   SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZEB1  MGA  SPIB  E2F6  E2F4  FOXI1  ZNF263  FOXP3  NFATC2  TBX15  FOS::JUN  FOXL1  MZF1  NR4A2  ZNF354C  EGR3  EGR1  MEIS2  YY1  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXD1  FOXO3  FOXO6  FOXO4  KLF16  KLF14  PLAG1  ISL2  RREB1  ZNF740  FOXG1 LHX9  SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZEB1  BSX  MGA  SPIB  KLF5  E2F6  E2F4  FOXI1  POU5F1B  ZNF263  FOXP3  NFATC2  IRF1  TBX15  FOS::JUN  THAP1  FOXL1  NRF1  NFYA  MZF1  ZNF354C  CREB1  EGR1  TFAP2C(VAR.3)  TFAP2A(VAR.3)  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXO3  FOXO6  FOXO4  TEAD3  KLF16  KLF14  TFAP2C  TFAP2B  PLAG1  POU3F4  ISL2  RREB1  TFAP2B(VAR.3 Number of TFBS   SP8  SP1  SP2  SP3  SP4  GATA5  GATA3  SOX10  MGA  SPIB  KLF5  FOXI1  ZNF263  FOXP3  NFATC2  EN1  ISX  TBX15  FOS::JUN  FOXL1  MZF1  ZNF354C  PRRX1  EGR1  LBX1  PAX4  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXO6  FOXO4  KLF16  KLF14  UNCX  PLAG1  VSX2  RREB1  NKX6-2  DLX6  ZNF740 LHX9  SP1  SP2  SP3  SP4  GATA5  GATA3  SOX10  BSX  MGA  SPIB  KLF5  E2F6  E2F4  FOXI1  POU5F1B  ZNF263  FOXP3  NFATC2  TBX15  FOS::JUN  FOXL1  MZF1  NR4A2  ZNF354C  EGR1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXO6  FOXO4  KLF16  KLF14  POU3F4  RREB1  RAX2  SHOX  RHOXF1  MSX2 SP8   SP1  SP2  SP3  SP4  GATA5  GATA3  CTCF  SOX10  MGA  SPIB  KLF5  E2F6  E2F4  ZNF263  NFATC2  TBX15  FOS::JUN  NRF1  MZF1  ZNF354C  EGR1  MEIS1  TBX1  TBX4  TBX5  TEAD3  KLF16  PLAG1  NKX6-1  TFAP2B(VAR.3 SP1  SP2  SP3  SP4  SOX10  ZEB1  MGA  SPIB  KLF5  E2F6  E2F4  ARNT::HIF1A  FOXI1  ZNF263  FOXP3  NFATC2  TBX15  FOS::JUN  FOXL1  NRF1  MZF1  ZNF354C  EGR1  TFAP2C(VAR.3)  TFAP2A(VAR.3)  YY1  TBX1  TBX4  TBX5  FOXD2  FOXO6  FOXO4  KLF16  RREB1  TFAP2B(VAR.3 Number of TFBS   SP1  SP2  SOX10  MGA  SPIB  KLF5  ZNF263  TBX15  FOS::JUN  MZF1  ZNF354C  EGR1  TBX1  TBX4  TBX5  KLF16  RREB1 SP1  SP2  SP3  SP4  GATA5  GATA3  SOX10  MGA  SPIB  KLF5  ZNF263  NFATC2  TBX15  FOS::JUN  MZF1  ZNF354C  CREB1  EGR1  MEIS1  TBX1  TBX4  TBX5  KLF16 Number of TFBS   LHX9  SP8  SP1  SP2  SP3  CTCF  SOX10  BSX  MGA  SPIB  KLF5  ARNT::HIF1A  ZNF263  NFATC2  TBX15  FOS::JUN  NRF1  MZF1  ZNF354C  BHLHE41  CREB1  EGR1  YY1  TBX1  TBX4  TBX5  EWSR1-FLI1  KLF16  MAF::NFE2  RREB1  RAX2  SHOX  LMX1A  LMX1B  MSX2 SP1  SP2  SOX10  SPIB  KLF5  FOXI1  ZNF263  RFX4  RFX5  RFX2  RFX3  FOXP3  FOXL1  MZF1  ZNF354C  EGR1  FOXD2  FOXO6  FOXO4  KLF16  DLX6  ZNF740 SP8  SP1  SP2  SP3  SP4  SOX10  ZEB1  MGA  SPIB  KLF5  REST  E2F6  E2F4  ARNT::HIF1A  ZNF263  NFATC2  IRF1  TBX15  FOS::JUN  NRF1  PITX3  MZF1  NR4A2  ZNF354C  CREB1  NR2C2  EGR1  PAX5  MEIS3  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  KLF13  KLF16  KLF14  RREB1  ZNF740  TFAP2A(VAR.2 Number of TFBS   SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZEB1  HIC2  NR2F1  RXRG  MGA  RXRB  SPIB  KLF5  E2F6  E2F4  FOXI1  POU5F1B  ZNF263  FOXP3  NFATC2  IRF1  TBX15  FOS::JUN  FOXL1  NRF1  MZF1  NR4A2  POU2F2  ZNF354C  NR2C2  EGR3  EGR1  MEIS2  PAX5  TFAP2C(VAR.3)  TFAP2A(VAR.3)  YY1  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXD1  FOXO3  FOXO6  FOXO4  TEAD3  KLF16  KLF14  TFAP2C  TFAP2B  PLAG1  POU3F4  RREB1  MZF1(VAR.2 Number of TFBS LHX9  SP8  SP1  SP2  SP3  SP4  GATA5  GATA3  CTCF  SOX10  ZIC4  ZIC3  ZIC1  ZEB1  REL  BSX  MGA  SPIB  ERF  KLF5  E2F6  E2F4  ARNT::HIF1A  FOXI1  ZNF263  ELK4  FOXP3  NFATC2  IRF2  IRF1  IRF9  SMAD2::SMAD3::SMAD4  TBX15  FOS::JUN  THAP1  FOXL1  JDP2(VAR.2)  NRF1  MZF1  NR4A2  ZNF354C  CREB1  NR2C2  TFAP2B(VAR.2)  EGR3  EGR1  EGR4  YY1  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXD1  FOXO3  FOXO6  FOXO4  TEAD3  KLF13  KLF16  KLF14  TFAP2A  PLAG1  ZBTB7A  ZBTB7C  ISL2  RREB1  MZF1(VAR.2)  RAX2  GLIS2  GLIS3  SHOX  ETV1  ETV5  BATF3  ZNF740  TFAP2C(VAR.2 Number of TFBS   SP8  SP1  SP2  SP3  SP4  GATA5  GATA3  CTCF  SOX10  ZEB1  PRDM1  SPI1  HIC2  NR2F1  RXRG  MGA  RXRB  SPIB  ERF  KLF5  E2F6  E2F4  FOXI1  POU5F1B  ZNF263  SNAI2  FOXP3  NFATC2  FOXP1  IRF1  TBX15  FOS::JUN  THAP1  FOXL1  NRF1  MZF1  NR4A2  HSF2  ZNF354C  NR2C2  EGR3  EGR1  MEIS2  MEIS3  TFAP2A(VAR.3)  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXO3  FOXO6  FOXO4  KLF13  KLF16  KLF14  PLAG1  POU3F4  ISL2  RREB1  ZNF143  MZF1(VAR.2)  GLIS2  OTX2  ETV1  ETV5  DLX6  ZNF740  FOXG1  RHOXF1  MSX1 Number of TFBS   SP8  SP1  SP2  SP3  SP4  GATA5  GATA3  SOX10  ZIC4  ZIC3  ZIC1  ZEB1  SPIB  KLF5  REST  E2F6  E2F4  FOXI1  ZNF263  FOXP3  NFATC2  TCF4  FOS::JUN  THAP1  FOXL1  NRF1  NFYA  PITX3  MZF1  ZNF354C  CREB1  EGR1  MEIS1  EWSR1-FLI1  FOXD2  FOXO6  FOXO4  KLF16  KLF14  PLAG1  RREB1  GLIS2  GLIS3  OTX2  JDP2 Number of TFBS   SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZEB1  MGA  RXRB  SPIB  BARX1  KLF5  REST  ARNT::HIF1A  FOXI1  ZNF263  FOXP3  NFATC2  ISX  TBX15  FOS::JUN  FOXL1  NRF1  NFYB  NFYA  MZF1  NR4A2  ZNF354C  CREB1  NR2C2  PRRX1  EGR3  EGR1  MEIS2  LBX1  MEIS3  MEIS1  TBX1  TBX4  TBX5  FOXD2  FOXO6  FOXO4  TEAD3  KLF16  KLF14  TFAP2C  UNCX  PLAG1  RREB1  NKX6- Number of TFBS   SP8  SP1  SP2  SP3  SP4  SOX10  ZEB1  SPIB  KLF5  E2F6  FOXI1  ZNF263  ELK4  FOXP3  NFATC2  FOS::JUN  FOXL1  MZF1  NR4A2  ZNF354C  EGR1  MEIS1  FOXD2  FOXO6  FOXO4  KLF16  KLF14  PLAG1  ZBTB7A  ISL2  RREB1  ZNF143  MZF1(VAR.2 Number of TFBS   SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZIC4  ZIC3  ZEB1  SPIB  KLF5  FOXI1  ZNF263  FOXP3  NFATC2  FOS::JUN  THAP1  FOXL1  NRF1  MZF1  NR4A2  ZNF354C  CREB1  EGR3  EGR1  MEIS3  TFAP2A(VAR.3)  MEIS1  FOXD2  FOXO6  FOXO4  KLF16  KLF14  PLAG1  RREB1  MZF1(VAR.2 Number of TFBS   SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZIC4  ZIC3  ZIC1  SPIB  BARX1  KLF5  REST  E2F6  E2F4  FOXI1  ZNF263  ELK4  FOXP3  NFATC2  NHLH1  USF1  FOS::JUN  FOXL1  NRF1  MZF1  NR4A2  ZNF354C  EGR3  EGR1  TFAP2C(VAR.3)  TFAP2A(VAR.3)  MEIS1  EWSR1-FLI1  FOXD2  FOXO3  FOXO6  FOXO4  TEAD3  KLF16  KLF14  TFAP2A  PLAG1  RREB1  MZF1(VAR.2 SP8  SP1  SP2  SP3  SP4  SOX10  ZIC4  ZIC3  ZIC1  ZEB1  MGA  SPIB  KLF5  FOXI1  ZNF263  ELK4  FOXP3  IRF1  ISX  USF1  TBX15  FOS::JUN  THAP1  FOXL1  MZF1  ZNF354C  CREB1  PRRX1  EGR3  EGR1  LBX1  MEIS3  TFAP2A(VAR.3)  YY1  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOXD2  FOXO6  FOXO4  TEAD3  KLF16  KLF14  UNCX  PLAG1  RREB1  NKX6-2  TFAP2B(VAR.3 LHX9  SP8  SP1  SP2  SP3  SP4  GATA5  GATA3  CTCF  SOX10  ZIC4  ZIC3  ZIC1  ZEB1  PRDM1  BSX  MGA  RXRB  SPIB  BARX1  KLF5  REST  E2F6  E2F4  ARNT::HIF1A  FOXI1  POU5F1B  ZNF263  ELK4  FOXP3  NFATC2  SMAD2::SMAD3::SMAD4  TBX15  FOS::JUN  FOXL1  NRF1  NFYB  NFYA  SOX9  MZF1  NR4A2  ZNF354C  CREB1  EGR3  EGR1  MEIS2  PAX5  PPARG  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  NFIC::TLX1  FOSL1  FOSL2  FOXD2  FOXO6  FOXO4  TEAD3  KLF13  KLF16  KLF14  TFAP2C  TFAP2B  PLAG1  POU3F4  RREB1  RAX2  GLIS2  OTX2  SHOX  DLX6  ZNF740  JUNB  JUND  RHOXF1  MSX2 Number of TFBS   SP8  SP1  SP2  SP3  SP4  GATA5  GATA3  CTCF  HINFP  SOX10  ZIC4  ZIC3  ZIC1  ZEB1  RXRG  RXRB  SPIB  KLF5  REST  E2F6  E2F4  ARNT::HIF1A  FOXI1  POU5F1B  ZNF263  RFX4  RFX5  RFX2  RFX3  ELK4  FOXP3  NFATC2  USF2  USF1  FOS::JUN  THAP1  FOXL1  NRF1  MZF1  NR4A2  ZNF354C  BHLHE41  CREB1  NR2C2  EGR2  EGR3  EGR1  MEIS2  EGR4  MEIS3  INSM1  YY1  MEIS1  EWSR1-FLI1  STAT3  FOSL1  FOXD2  FOXO6  FOXO4  KLF16  KLF14  TFAP2C  TFAP2B  PLAG1  POU3F4  RREB1  MZF1(VAR.2 Number of TFBS   SP1  SP2  SP3  CTCF  SOX10  NR2F1  MGA  SPIB  KLF5  ARNT::HIF1A  ZNF263  NFATC2  TBX15  FOS::JUN  NRF1  NFYA  MZF1  ZNF354C  EGR1  INSM1  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  NFIC::TLX1  TEAD3  KLF16  TFAP2C  TFAP2B  PLAG1  ISL2  RREB1  MZF1(VAR.2 Number of TFBS   LHX9  SP8  SP1  SP2  SP3  SP4  SOX10  BSX  SPIB  KLF5  ZNF263  NFATC2  FOS::JUN  NRF1  MZF1  ZNF354C  EGR3  EGR1  FOSL1  KLF16  RREB1  RAX2  SHOX  DLX6  MSX2 SP8  SP1  SP2  SP3  GATA5  GATA3  SOX10  SPIB  KLF5  E2F6  ZNF263  ELK4  MZF1  EGR1  KLF16  ELF5 SP8  SP1  SP2  SP3  SP4  GATA5  GATA3  SOX10  VSX1  ZEB1  PRDM1  REL  MGA  SPIB  ERG  KLF5  E2F6  E2F4  FOXI1  POU5F1B  ZNF263  ELK4  FOXP3  NFATC2  TCF4  TCF3  IRF1  MEF2C  PDX1  SMAD2::SMAD3::SMAD4  TBX15  FOS::JUN  THAP1  FOXL1  HOXA5  NRF1  NFYB  NFYA  MZF1  NR4A2  HSF1  HSF2  ZNF354C  CREB1  NR2C2  TFAP2B(VAR.2)  EGR3  EGR1  MEIS2  EGR4  MEIS3  ESR2  YY1  MEIS1  TBX1  TBX4  TBX5  EWSR1-FLI1  FOSL1  FOXD2  FOXO3  FOXO6  FOXO4  TEAD3  KLF16  KLF14  TFAP2A  TFAP2B  NFATC3  PLAG1  POU3F4  CDX1  ISL2  RREB1  NKX6-1  LMX1A  LMX1B  VAX2  VAX1  ZNF740  NFKB1  TFAP2A(VAR.2 SP8  SP1  SP2  SP3  SP4  CTCF  SOX10  ZEB1  MGA  SPIB  KLF5  REST  E2F6  ARNT::HIF1A  FOXI1  ZNF263  ELK4  FOXP3  NFATC2  IRF1  USF1  TBX15  FOS::JUN  FOXL1  NRF1  MZF1  ZNF354C  BHLHE40  NR2C2  EGR2  EGR3  EGR1  TFAP2A(VAR.3)  MEIS1  TBX1  TBX4  TBX5  FOXD2  FOXD1  FOXO6  FOXO4  TEAD3  KLF13  KLF16  KLF14  PLAG1  TFAP2B(VAR.3 Number of TFBS   SP8  SP1  SP2  SP3  SP4  SOX10  ZEB1  MGA  SPIB  KLF5  ARNT::HIF1A  ZNF263  NFATC2  USF2  USF1  TBX15  FOS::JUN  NRF1  MZF1  NR4A2  ZNF354C  BHLHE41  EGR1  YY1  TBX1  TBX4  TBX5  KLF16  KLF14  PLAG1  RREB1  MZF1(VAR.2 Number of TFBS   SP1  SP2  SOX10  ZEB1  REL  MGA  SPIB  KLF5  FOXI1  ZNF263  FOXP3  NFATC2  TBX15  FOS::JUN  FOXL1  NFYA  MZF1  NR4A2  ZNF354C  EGR1  MEIS1  TBX1  TBX4  TBX5  FOXD2  FOXO6  FOXO4  KLF16  ISL2  RREB1 Number of TFBS   SP1  SP2  GATA5  GATA3  SOX10  MGA  SPIB  KLF5  NFATC2  TBX15  FOS::JUN  NFYA  MZF1  NR4A2  ZNF354C  TBX1  TBX4  TBX5  RREB1 Number of TFBS Figure S6 : TFBS for top 15 inactive clusters given in Table S5 (with TFBS based on JASPAR 2016, threshold = 0.000001, CAGE). Only TFs that span at least 2 regions in the cluster are shown. Clusters with zero TFs spanning at least 2 regions are not shown. The JASPAR2016 database was filtered by ChIP-seq (blue) and the rankings were obtained i) using active clusters as background and by generating random matrices from the observed counts for the permutation test, ii) using active clusters as background and by generating random matrices based on the Dirichlet distribution for the permutation test, iii) using all intermingling regions as background and by generating random matrices from the observed counts for the permutation test, iv) using the whole genome as background and by generating random matrices from the observed counts for the permutation test. The JASPAR2016 database TFBS were obtained with a threshold of 0.00001 and filtered by CAGE (green) and the rankings were obtained v) using active clusters as background and by generating random matrices from the observed counts for the permutation test. The JASPAR2016 database TFBS were obtained with a threshold of 0.000001 and filtered by CAGE (red) and the rankings were obtained vi) using active clusters as background and by generating random matrices from the observed counts for the permutation test, vii) using active clusters as background and by generating random matrices from the Dirichlet distribution for the permutation test, and viii) using intermingling regions as background and by generating random matrices from the observed counts for the permutation test. 
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