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A new two-phase incompressible–compressible Smoothed Particle Hydrodynamics (SPH) 
method has been developed where the interface is discontinuous in density. This is applied 
to water–air problems with a large density difference. The incompressible phase requires 
surface pressure from the compressible phase and the compressible phase requires surface 
velocity from the incompressible phase. Compressible SPH is used for the air phase (with 
the isothermal stiffened ideal gas equation of state for low Mach numbers) and divergence-
free (projection based) incompressible SPH is used for the water phase, with the addition 
of Fickian shifting to produce suﬃciently homogeneous particle distributions to enable 
stable, accurate, converged solutions without noise in the pressure ﬁeld. Shifting is a purely 
numerical particle regularisation device. The interface remains a true material discontinuity 
at a high density ratio with continuous pressure and velocity at the interface. This approach 
with the physics of compressibility and incompressibility represented is novel within SPH 
and is validated against semi-analytical results for a two-phase elongating and oscillating 
water drop, analytical results for low amplitude inviscid standing waves, the Kelvin–
Helmholtz instability, and a dam break problem with high interface distortion and impact 
on a vertical wall where experimental and other numerical results are available.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Multi-phase ﬂows are common, in fact quite general, in environmental and industrial processes. Broadly these may be 
modelled as continuous problems where phases are mixed (e.g. oil–water homogenisation [36], sediment transport [18]) 
or interface problems where phases are distinct and interact at the interface (e.g. gas-assisted injection moulding [21], 
liquid jet breakup [40]). In some cases ﬂows start as interface problems but as mixing occurs at the interface they become 
effectively continuous, at least locally. Air entrainment, perhaps due to wave breaking, is an obvious example. We consider 
here two-phase interface problems where the interface remains distinct and the density difference is high, e.g. air and 
water, and where one phase may be considered incompressible. The interface is transient and may become highly distorted 
and interconnected. Such problems have been tackled with mesh-based methods using periodic (or adaptive) re-meshing 
or additional phase tracking functions [40]. However, these approaches can be time-consuming to implement and prone to 
errors in surface representation [50] or mass conservation [34].
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and conservative: here we employ the smoothed particle hydrodynamics (SPH) method. SPH has been previously applied 
to such problems either in (weakly) compressible form or incompressible form, but not a combination of the two. Here we 
impose the incompressible divergence-free condition for one phase while the other phase is compressible. This requires a 
new interface treatment which is the subject of this paper. The air phase of interest here is weakly compressible, but, in 
SPH, this term generally refers to the form with a stiff equation of state to represent incompressible ﬂow (originally due 
to Cole [8], but often attributed to Tait [46]). Here we refer to compressible SPH or CSPH to distinguish the method as the 
physics of compressibility is represented through the isothermal gas equation appropriate for low Mach numbers.
The majority of multi-phase SPH simulations are based on the weakly compressible SPH (WCSPH) formulation, which 
originates from Lucy [25] and Gingold and Monaghan [13]. Monaghan and Kocharyan [28] presented one of the ﬁrst exten-
sions of SPH to multi-phase ﬂows, but applied to astrophysical dusty gas simulations. The work of Colagrossi and Landrini 
[7] was one of the ﬁrst SPH studies to consider water–air ﬂows at realistic density ratios of 1 to 1000. They used WCSPH 
with gradients recast in terms of volume (not density) to avoid issues around the density discontinuity at the water–air 
interface. The method also required an empirical adhesion term that physically resembled surface tension and maintained 
interface integrity. Results for bubble and dam-break problems showed good agreement with other numerical methods and 
experimental results. This work was extended by Grenier et al. [15] who developed a multi-ﬂuid SPH method derived from 
Lagrangian variational principles. Surface tension is included explicitly through the Continuum Surface Force approach, in 
addition to an empirical repulsive term in the pressure gradient that minimises the fragmentation of the interface (this term 
bears semblance to the cohesion force introduced by [7]). Both [7] and [15] demonstrated good results for their chosen test 
cases, but both methods are based on WCSPH and are restricted to using non-physical speeds of sound. In both cases, the 
air phase requires a speed of sound typically 10 times larger than the water phase, when, in reality, the opposite should 
occur. Recent work by Monaghan and Raﬁee [31] presented a similar approach to modelling multi-phase ﬂows with large 
density ratios (up to 1000:1). The method is attractive in its simplicity and, in a similar manner to [15], includes a repulsion 
term that acts between ﬂuids in different phases. However, a larger sound speed is still required in the less-dense ﬂuid.
The inconsistency of non-physical sound speeds is avoided if the ﬂow is such that incompressibility can be safely as-
sumed in both phases. In truly incompressible SPH (ISPH) formulations incompressibility is enforced through a projection 
method, not approximated through large values of sound speed as in WCSPH. First proposed by Cummins and Rudman [11], 
ISPH solves a pressure Poisson equation (PPE) for the ﬂuid pressure, and, provided particle distributions are near uniform, 
pressure predictions are smooth, accurate and noise-free [49,24,45]. In contrast WCSPH pressure predictions are known to 
be inaccurate and oscillatory [20], unless appropriate smoothing or diffusive terms are applied [27]. As with WCSPH, ISPH 
has been readily extended to multi-phase ﬂows by a number of authors, notably Hu and Adams [16,17] who utilise a form 
of spatial derivative that enables discontinuities across phases to be handled naturally. Incompressibility is enforced in both 
phases through a projection method and the results presented for droplet deformation and the Rayleigh–Taylor instability 
showed good agreement with reference solutions. However, the density iterations used in [16] and the multiple solutions of 
a PPE per time step in [17] can make both these approaches quite time consuming [48]. Multi-phase incompressible ﬂows 
have also been considered by Shao [43] where coupled and decoupled modelling approaches are compared. The coupled 
approach utilises a single Poisson equation for both ﬂuids, while the decoupled approach employs a separate PPE in each 
phase with appropriate normal and shear stress conditions at the interface. The decoupled approach was found to perform 
better for larger density ratios, but the ratios considered were still relatively small (the largest being 1:1.3). Nevertheless, 
the potential of multi-phase ISPH has seen its application to a number of complex ﬂow problems including multi-phase 
Newtonian and viscoelastic ﬂows [51] and thermocapillary ﬂow with appropriate heat transfer and Marangoni force sub-
models [47].
Despite the improvements ISPH multi-phase ﬂows offer with regard to accurate pressure prediction, its application is 
still excluded from a class of problems where air retains a signiﬁcant amount of compressibility alongside an incompress-
ible water phase. Water–air ﬂows of practical interest in coastal and offshore engineering (such as wave breaking, wave 
impact, and sloshing) typically occupy ﬂow regimes where air should be modelled as compressible, but water remains in-
compressible. The need for an accurate description of such ﬂows with a careful interface treatment motivates this study. 
Two-phase incompressible–compressible schemes have been developed for particle methods recently (see Khayyer et al. 
[19], for example), however these approaches utilise projection methods in both air and water, requiring a smoothing 
of density across the interface in order to solve the governing PPE. In contrast, this paper presents a novel two-phase 
incompressible–compressible SPH method (ICSPH) for water–air ﬂows, that utilises weakly compressible SPH in the air 
phase and projection-based incompressible SPH in the water phase. The water phase imposes kinematics on the air phase 
at the air–water interface while the air phase imposes pressures on the water at the interface. This interface treatment al-
lows a true material discontinuity to be maintained in the ﬂow, with the correct step change in density. To the authors’ knowledge, 
this coupling of CSPH and ISPH is the ﬁrst of its kind. This paper presents analytical and fundamental validation cases of 
the ICSPH method, and it supports a parallel paper that focuses on a speciﬁc and challenging application in offshore en-
gineering on wave slam on structures [22]. Given our interest in air–water ﬂows, throughout this paper density ratios are 
maintained at 1000:1. Four test cases are considered here. The ﬁrst test compares ICSPH with semi-analytical solutions for 
the deformation of a two-ﬂuid elliptical drop. The second test considers low amplitude standing wave oscillation for which 
an analytical expression for the frequency exists [10]. Both tests one and two are standard (semi) analytical comparisons 
validating the method and air–water coupling. The third test case considers the Kelvin–Helmholtz instability while the ﬁnal 
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[14] and WCSPH [7]) and experimental results for the impact pressure [52].
The manuscript is structured as follows: Section 2 details the two-phase ICSPH numerical method and the air–water 
coupling. Section 3 then presents and discusses the numerical results for each of the aforementioned tests, with relevant 
experimental and analytical comparisons. Conclusions are made in Section 4.
2. The numerical method
2.1. The governing equations
Air–water ﬂows are considered in this study, and both phases obey the governing equations of a viscous Newtonian ﬂuid. 
Namely, the conservation of momentum,
du
dt
= − 1
ρ
∇p + ν∇2u+ f (1)
(which retains the same form in both the compressible and incompressible phases), and the conservation of mass,
∇ · u=
{
0, in the incompressible water phase;
− 1ρ dρdt , in the compressible air phase.
(2)
The symbols u, p, ρ , ν , and f denote the ﬂuid velocity, pressure, density, constant kinematic viscosity, and constant 
gravity body force, respectively. The density and viscosity are assigned different values appropriate to each phase (initially: 
ρa = 1 kgm−3 (air), ρw = 1000 kgm−3 (water), νa = 1 ×10−5 m2 s−1 (air), and νw = 1 ×10−6 m2 s−1 (water)). Note that the 
dilatational/bulk viscosity terms present in the general expression of the compressible momentum equation are neglected 
in this study. At the interface between the two phases, surface tension effects are also neglected.
2.2. The SPH method
In SPH, a variable A at a point r is approximated by a convolution product of A with a weight function, ωh(| r − r′ |), 
called a smoothing kernel, with a characteristic or smoothing length h, and is written as
A(r) ≈
∫

A(r′)ωh(| r− r′ |)dr′, (3)
where  is the supporting domain. When discretised over surrounding Lagrangian ﬂuid point masses, or particles, the 
interpolation is approximated as
A(ri) ≈
∑
j
V j A jωh(ri j), (4)
where V j is the volume of particle j, and ri j is a distance vector, of magnitude ri j , between particle i and j. Hereafter 
ωh(ri j) = ωh(| ri − r j |) will be simply written as ωi j . In this paper a quintic spline kernel, continuous to the ﬁfth derivative 
[32] is used for all cases. A smoothing length of h = 1.3dx is typically used, where dx is the initial particle spacing. To aid 
the description of the method, the following notation is introduced: let W be the set of all water particles and A the set 
of all air particles. Accordingly, S =W ∪A is the set of all SPH particles.
2.3. The incompressible water phase
2.3.1. SPH operators
In this study the incompressible phase is discretised in exactly the same way as in Xu et al. [49] and Lind et al. [23]
using ISPH with particle shifting. The discretised gradient and divergence operators take the form
∇φi ≈ −
∑
j∈W
V j(φi − φ j)∇Wij, (5)
for a general variable φ and normalised kernel gradient ∇Wij . This choice of gradient operator is preferred over others due 
to its demonstrated accuracy in ISPH [23] when used in combination with kernel gradient normalisation [33,3]. A similar 
operator is used for calculating the divergence. Kernel gradient normalisation is used only in Eqn. (5) and only in the 
incompressible phase, with ∇Wij = L(r)∇ωi j where,
L(r) =
( ∑
V j
(
x j − x
) ∂ωi j
∂x
∑
V j
(
x j − x
) ∂ωi j
∂ y∑
V j
(
y j − y
) ∂ωi j ∑ V j (y j − y) ∂ωi j
)−1
. (6)
∂x ∂ y
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(∇ · ν∇u)i ≈
∑
j∈W
V j(νi + ν j)ri j ·∇ωi j
(r2i j + η2)
ui j . (7)
Here η is a very small parameter (O (10−5dx)) included to mitigate computational issues around the singularity at ri j = 0. 
Other forms of the Laplacian exist and can offer improvements in accuracy, especially near free boundaries (see [41,26], for 
example). In this study however, the gains in accuracy are small and the simpler (and more computationally eﬃcient) Morris 
operator is retained.
2.3.2. The projection method
The projection method [6] was ﬁrst applied by Cummins and Rudman [11] to the SPH method in order to maintain a 
divergence-free, incompressible velocity ﬁeld. A standard ﬁrst-order time marching scheme is applied, with the density and 
mass of the incompressible particles taken as constant. Higher order temporal schemes are available for ISPH (e.g. [2]), but 
are not considered here. Firstly, particle positions, rni , are advected with velocity u
n
i to positions r
∗
i ,
r∗i = rni + tuni . (8)
An intermediate velocity u∗i is then calculated at the position, r
∗
i , based on the momentum equation without the pressure 
gradient term,
u∗i = uni +
(
ν∇2uni + fni
)
t. (9)
The pressure at time n + 1 can then be obtained from the pressure Poisson equation (PPE), written as
1
ρ
∇2pn+1i =
1
t∇ · u
∗
i . (10)
An application of the Laplacian operator (7) and gradient operator (5) results in the following discretised form of 
Eqn. (10),
∑
j∈W
2
V j
ρ
(pn+1i − pn+1j )ri j · ∇ωi j
r2i j + η2
= 1
	t
∑
j∈W
V j(u
∗
j − u∗i ) · ∇ωi j . (11)
Equation (11) forms a linear system for pi that can be solved using an iterative solver (the stabilised bi-conjugate 
gradient method is used). The desired divergence-free velocity at time n + 1, un+1i , then results from the projection of u∗i :
un+1i = u∗i −
t
ρ
∇pn+1i . (12)
Finally, the particle positions are advanced in time,
rn+1i = rni + t
(
un+1i + uni
2
)
. (13)
For further details on the projection method employed herein, including comparisons between different SPH projection 
approaches and iterative solvers, readers are referred to [48].
2.3.3. Fickian shifting algorithm
In the ISPH algorithm presented above, particles will move along streamlines when the Lagrangian Navier–Stokes equa-
tions are solved accurately. Therefore, near a stagnation point, for example, particle clustering cannot be avoided. Since the 
ﬁrst derivative of the kernel function goes to zero at the particle origin, this particle clustering can persist, increase numer-
ical error, and jeopardise the stability of the simulation. Therefore, to stabilise the simulation, following the approach of Xu 
et al. [49], after the pressure and velocity ﬁelds are calculated and the particles are advanced, the particles are then shifted 
slightly and the hydrodynamic variables are corrected by the Taylor series approximation,
φi′ = φi + (∇φ)i · δrii′ + O (δr2ii′). (14)
Here φ is a general variable, i and i′ are the particle’s old position and new position respectively, and δrii′ is the vector 
between the particle’s new position and its old position. Following Lind et al. [23], the magnitude and direction of the 
position shift is governed by Fick’s law of diffusion. This acts to shift the particles from regions of high concentration 
to regions of low concentration, thereby ensuring a relatively equispaced particle distribution. The original mathematical 
statement of Fick’s law is
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where J is the ﬂux, C is a concentration, and D′ is a diffusion coeﬃcient. Assuming that the ﬂux, i.e. the number of 
particles passing through a unit surface in unit time, is proportional to the velocity of the particles (and of the same 
order of magnitude), a particle shifting velocity, vs , and subsequently a particle shifting distance, δrs = vs	t , can be found. 
Consequently,
δrs = −D∇C . (16)
Note that D is a new diffusion (or shifting) coeﬃcient which absorbs the constants of proportionality arising between 
equations (15) and (16). A measure of the particle concentration comes simply from the sum of the kernel function,
Ci =
∑
j∈W
V jωi j, (17)
while a measure of the concentration gradient is given by
∇Ci ≈
∑
j∈W
V j(1+ f i j)∇ωi j . (18)
The term f i j is the tensile instability term deﬁned by Monaghan [30], where
f i j = R
(
ωi j
ω(dx)
)n
, (19)
with constants R = 0.2 and n = 4. This term is required to alleviate problems associated with a vanishing kernel gradient 
when approaching particles are virtually on top of each other. The magnitude of the diffusion coeﬃcient D can be initially 
estimated through a von Neumann stability analysis of the advection–diffusion equation to give an approximate upper limit 
of D = 0.5h2. By combining this estimate with a local CFL condition, Skillen et al. [45] deﬁned a particle-wise diffusion 
coeﬃcient, D = h	t|ui|, which is more effective for very violent wave impacts, but it is not used in this study. As in its 
original application [23], shifting is applied in the incompressible water phase as if the computation were entirely single 
phase and the air not present (a free-surface shifting correction is therefore applied). This ensures a well-deﬁned water–air 
boundary as shifting across the interface is restricted and any artiﬁcial mixing of phases is minimised.
2.4. The compressible air phase
2.4.1. SPH operators
Within the compressible phase, the governing equations are solved as in the weakly compressible SPH (WCSPH) ap-
proach, ﬁrst developed by Lucy [25] and Gingold and Monaghan [13]. Investigations have shown that the locally conservative 
and coherent combination of SPH gradient operators recommended by Colagrossi and Landrini [7] and [33] is the most ef-
fective discretisation for the air phase. Unlike the incompressible phase, the gradients in the compressible phase are not 
normalised (neither is zeroth-order consistency enforced) in order to maintain pairwise particle antisymmetry and associ-
ated momentum conservation properties. In the context of WCSPH, exact conservation is often recommended over kernel 
corrections for long-term stability and accuracy [38]. However, the stabilising beneﬁts of conservative gradients are less 
apparent in ISPH due to the constant particle density and absence of local compressible pressure increases that act to 
self-regulate particle distributions. Indeed, the necessity for additional particle regularisation (shifting) in ISPH means that 
kernel corrections may be applied more readily in the incompressible phase with no detriment to long-term stability (as is 
the case here). A numerical example is presented in Section 3.1.2 that demonstrates the above and supports the choice of 
pressure gradient approximation used in either phase.
So, for a particle i ∈A, the conservative and uncorrected pressure gradient for the compressible momentum equations is 
given by
∇pi =
∑
j∈S
(pi + p j)V j∇ωi j, (20)
while the discretised conservation of mass becomes,
dρi
dt
= ρi
∑
j∈S
(ui − u j) · ∇ωi j V j. (21)
In this compressible phase the volume V j is permitted to vary. The governing equations in the compressible phase are 
updated in time using a standard second-order two-step method, which, for equation (21), reads as
ρn+1i = ρni + 	t
(
3
2
[
dρi
dt
]n
− 1
2
[
dρi
dt
]n−1)
, (22)
with an equivalent expression used for the velocity update. Particle positions are then updated as in Eqn. (13).
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particles, and thereby provide the necessary pressure boundary condition. (b) Incompressible particles (blue) are used in velocity calculations in the mo-
mentum and mass equations in the compressible phase, and thereby provide a velocity boundary condition. (For interpretation of the references to color 
in this ﬁgure legend, the reader is referred to the web version of this article.)
2.4.2. The equation of state
The air ﬂows considered in this paper are of low Mach number, with Ma ≤ 0.1 satisﬁed for all test cases. To a good 
approximation, therefore, the air phase may be considered isothermal (assuming no external heat transfer) [35] with the 
stiffened ideal gas equation,
p = c2(ρ − ρ0), (23)
providing a physical thermodynamic relation between pressure and density [39]. The constant c is the speed of sound while 
ρ0 = 1 kgm−3 is the initial air density. As mentioned in the Introduction, the air ﬂows in this paper may rightly be termed 
weakly compressible as Mach numbers are small and thermal effects are negligible.
2.4.3. Diffusion and artiﬁcial viscosity
We use the conventional artiﬁcial viscosity term [29] to provide numerical stability in the air phase:
i j = −αh ui j · ri j
r2i j + η2
(
ci + c j
ρi + ρ j
)
. (24)
An artiﬁcial viscosity coeﬃcient between 0.01 ≤ α ≤ 0.1 is used in this paper, depending on the test case (a table 
providing all numerical and physical parameters used is presented for each test case). For the α values considered here, the 
small physical laminar viscosity tends to have negligible inﬂuence in the presence of artiﬁcial viscosity. In some cases it was 
also found to be beneﬁcial to employ the Fickian shifting algorithm in the compressible phase, as well as the incompressible 
phase (for details please refer to the relevant parameter summary table for each test case). As is consistent with WCSPH 
schemes that require accurate pressure predictions, every twenty to thirty time steps a Shepard ﬁlter [44] is also applied to 
the density ﬁeld. The ﬁltered density, ρ˜i , is given by
ρ˜i =
∑
j∈A
ρ j V jωˆi j =
∑
j∈A ρ j V jωi j∑
j∈A V jωi j
. (25)
2.5. Coupling the two SPH methods
Although both phases employ SPH methods to solve their respective governing equations, the two SPH approaches are 
quite distinct numerically and must be coupled in a mathematically viable and physically correct manner. The manner in 
which the two phases are coupled is described below and illustrated in Fig. 1.
2.5.1. Continuity in pressure
Formally, the normal components of the Cauchy stresses in either ﬂuid are continuous across the ﬂuid–ﬂuid interface [1]. 
However, the problems of interest are water–air ﬂows where the role of ﬂuid viscosity and surface tension is small. There-
fore, the pressure (the isotropic part of the Cauchy stress) is taken to be continuous across the interface. Hence, in the 
two-phase ICSPH method, the compressible phase provides a pressure boundary condition at the interface for the incom-
pressible phase (Fig. 1(a)). Not only does this ensure continuity in pressure at the interface, but it also provides the necessary 
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ing compressible particles are assigned to the interface incompressible particles, i, using the normalised SPH interpolation,
Pi =
∑
j∈A
P jωˆi j V j, (26)
where the summation is over surrounding compressible particles only and ωˆ is deﬁned by Equation (25). To determine 
which incompressible particles are interface particles, the criterion proposed by Lee et al. [20] is used, whereby interface 
particles are those whose position vector ri satisﬁes ∇ · ri < 1.6 in two dimensions. The pressure of interface particles can 
be enforced in the PPE by simply inserting the desired values into the right-hand side of the linear system (Eqn. (11)) and 
adjusting the relevant rows in the coeﬃcient matrix before solution.
2.5.2. Continuity in velocity
Across the interface, the normal and tangential velocity components should also be continuous (due to viscosity). Con-
sequently, the coupling is completed by using the incompressible phase to provide a velocity boundary condition for the 
compressible phase. Unlike the incompressible phase, a pressure boundary condition is not formally required for the com-
pressible air as pressure information is already known explicitly from the equation of state. Instead, it is the velocity 
boundary condition at the interface that provides new ﬂow information for the air phase. At the discrete level the boundary 
condition is implemented as in Fig. 1(b): incompressible particles are used to complete the kernel support of nearby air 
particles and act as a (moving) boundary for the governing equations in the air phase. Note that, in completing kernel sup-
port, incompressible particles provide a pressure (as well as velocity) to improve accuracy in compressible pressure gradient 
calculations.
The exchange of kinematic and dynamic information across the interface in this manner results in a fully coupled system 
with a well-deﬁned material discontinuity. There is no smoothing of density across the interface (as employed in volume 
fraction SPH methods [28]) and realistic density ratios can also be maintained.
2.6. Time-stepping and solid boundary conditions
Generally, in SPH the time step sizes are determined through the Courant–Friedrichs–Lewy (CFL) condition,
	t = Crh/U , (27)
where the Courant number, Cr ≤ 1. Incompressible SPH and compressible SPH utilise different characteristic velocities, U , in 
their formulations: the speed of sound, c, is used in the compressible case, while a characteristic kinematic ﬂow velocity, 
Uk , is used in the incompressible case. As a consequence, the time steps for incompressible SPH may be an order of 
magnitude larger than those for compressible SPH, depending on the sound speed (typically c ≥ 10Uk for WCSPH [29]). 
Therefore, substantial gains in eﬃciency can be achieved by employing separate time step sizes in either phase. Here, the 
Courant number in the compressible phase is taken as Cr = 0.1 for all cases. In line with observations made in Lee et 
al. [20], the incompressible time step, 	tinc , is then chosen to be ten times that of the calculated compressible time step 
(i.e. 	tinc = 10	tcom = 10 Crh/c). The equations governing the incompressible phase are, therefore, updated once every 
10 compressible time steps. The use of separate time-stepping schemes is widely-used in multi-scale simulations where 
different time scales exist (e.g. [12]), and one process may appear stationary (for a short time) compared to a rapidly 
evolving second process. The problem here is analogous as there is a need to resolve the high frequency acoustic transients 
in the compressible phase which evolve on a faster temporal scale than any ﬂow features in the incompressible phase; in 
other words the incompressible phase looks to be stationary for short intervals, 	tinc . From a mathematical viewpoint, the 
separate time-step approach employed here is also entirely consistent with the global ﬁrst order nature of the method, as 
at any point interfacial boundary information is also accurate to O (	tinc). In Section 3.1.2 a numerical example is provided 
supporting this approach and the choice of incompressible time step.
Note that, when required, solid wall boundary conditions are imposed using the mirror particle approach [11].
3. Numerical results
3.1. Two-layer elliptical drop deformation
To validate the pressure–velocity coupling across the air–water interface, we consider the semi-analytical solution for 
deformation in a two ﬂuid layer elliptical drop [31]. An inner ellipse of dense ﬂuid (water), with a major and minor axis 
values of a and b, respectively, is surrounded by an air layer occupying the space between the inner ellipse and an outer 
elliptical surface with major and minor axis values A and B , respectively. Note that a, b, A, B are all time dependent, and 
initially A(0) = B(0) = 1 and a(0) = b(0) = 0.5 (so the two ﬂuids initially occupy two concentric circles, as seen in Fig. 2).
The analytical solution assumes both phases are inviscid and incompressible. The latter condition can be accurately 
represented in the air phase with a suitably large speed of sound. A value of c = 25 m/s is used here. Accordingly, note 
that this test is a measure of the coupling of the two phases, not the role of air compressibility. For this test case, Table 1
summarises the key physical and numerical parameter values used.
136 S.J. Lind et al. / Journal of Computational Physics 309 (2016) 129–147Fig. 2. Initial set-up for the two-layer drop oscillation test case, with the dense inner ﬂuid (water) surrounded by a layer of air (shaded area).
Table 1
Summary of numerical and physical parameter values used for two-layer elliptical drop deformation.
Numerical parameter Water phase value Air phase value
dx (m) 0.01 0.01
	t/	tcom 10 1
Artiﬁcial viscosity, α – 0.01
Shepard ﬁlter period – 20 time steps
Shifting coeﬃcient, D 0.25h2 0
Physical parameter
ρ (kg/m−3) 1000 1
ν (m2s−1) 1× 10−6 1× 10−5
c (m/s) – 25
3.1.1. Drop elongation
Given an initial incompressible velocity ﬁeld of the form
u = σ(t)x, (28)
v = −σ(t)y, (29)
the inviscid governing equations for both phases can be reduced to
dσ
dt
= σ 2
(
B2 − A2)(
B2 + A2) , (30)
with an identical equation for the inner ﬂuid, where A and B are replaced by a and b, respectively [31]. Initially, σ is 
chosen to be σ(0) = 0.5. Values of A, B , a and b can be found from velocity considerations at the interface and free surface. 
Namely, if u = σ x then
u = dA
dt
= σ A (31)
on the outer ellipse surface. Similar relations hold for the remaining major/minor axis values. Equations (30) and (31)
can be integrated numerically (rapidly and to very high accuracy) using standard numerical integration techniques (here 
a second order predictor–corrector scheme is used with a time step size of order 10−8 s). The semi-analytical solution, 
A, quickly asymptotes to a straight line. Fig. 3 shows the semi-analytical solution (from Eqns. (30) and (31)) compared 
with results from ICSPH for the size of the outer major axis of the drop, A. The agreement is excellent, indicating that 
the pressure–velocity air–water coupling is working well. Table 2 shows the time averaged major axis value, Aav (averaged 
over the ﬁrst 3 s) and the associated percentage relative error for different particle spacings. In all cases, the relative error 
is small and convergence is indicated. The convergence rate is around linear, which is typical for the cases studied in this 
paper.
3.1.2. Drop oscillation
The introduction of an appropriate conservative body force (or potential) to the inviscid governing equations can result 
in the drop oscillating about its equilibrium position, with extension along both minor and major axes. The oscillations are 
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Table 2
Numerical results for the time-averaged position of the major axis, Aav , of a 
stretching elliptical drop. The semi-analytical value is 4.947 m (3dp).
dx (m) Aav (m) Rel. error (%)
0.04 4.932 0.29
0.02 4.936 0.23
0.01 4.953 0.14
reminiscent of those due to surface tension, making this a convenient test of drop deformation for ﬂows where surface 
tension is negligible. With the introduction of a body force, f = 2(r − r0), into the governing equations (1), the simpliﬁed 
equation governing motion of the ellipse is
dσ
dt
=
(
σ 2 + 2
) (B2 − A2)(
B2 + A2) . (32)
A value of 2 = 1 produces the drop oscillations observed in Fig. 4. Despite the large (unsmoothed) density difference, 
particle distributions remain well-behaved around a well-deﬁned interface – see Fig. 5, a close up of the region highlighted 
in Fig. 4(d). Clearly, the particle shifting has worked well to inhibit any artiﬁcial diffusion and dispersion of particles into 
either phase (which can readily and erroneously occur in particle approaches, and has been treated in the past by adding 
adhesion-like terms to the momentum equations [7,31]). In preventing numerical dispersion of particles into a different 
phase, some clustering is evident at the interface. It is important to highlight that this is a superﬁcial effect that has little 
impact on the accuracy and stability of the simulation (as evidenced by the results in this paper), and, in fact, is quite 
beneﬁcial in providing a clearly deﬁned and well-resolved interface.
Fig. 6 shows the pressure and vertical velocity contours over the whole drop (through both phases) at t = 2.2 s. Note 
that, for brevity, horizontal velocity contours are not shown, but behave identically to the vertical component given the 
symmetry of the problem. As required, both pressure and velocity variables are continuous across the interface, supporting 
the validity of the interface treatment and coupling approach. There is a small amount of noise in the velocity value around 
(3.1, 3.5), but this is clearly a very localised disturbance within the compressible phase that has little impact on global 
accuracy. Fig. 7 compares the value of the outer major axis, A, with the semi-analytical solution from (32) over time. Once 
again, the agreement is excellent, with drop deformation well-captured by ICSPH for relatively long times (at least up to 6 s).
To support the choice of pressure gradient approximation used in either phase, the effect of different pressure gradient 
formulations on the solution will now be explored. As Fig. 7, Fig. 8 plots the variation of the outer major axis A with time 
but for three different combinations of pressure gradient approximation. Option A uses Eqn. (5) in both phases with ker-
nel gradient correction [3] (with all other parameters as in Table 1); option B utilises the conservative operator, Eqn. (20), 
in both phases and without any conservation disrupting corrections. Results are plotted alongside the current approach 
(a combination of option A and B in the water and air phase, respectively) and the semi-analytical solution. Clearly, the 
current approach yields the best results with stable and accurate solutions predicted. Option A corrects gradients in the air 
phase and thereby disrupts exact momentum conservation, causing considerable error in the air phase, particularly at the 
outer free surface as shown in Fig. 9(a). Application of shifting in the air phase will improve the solution, but given that 
accurate (and conservative) solutions can be obtained through careful choice of the pressure gradient alone (Eqn. (20)), the 
shifting process may remain an optional numerical regularisation device for the air phase. As mentioned in Section 2.4.1, 
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Fig. 5. Particles near the water–air interface inside the boxed region in Fig. 4(d). The density ratio is 1000:1. The interface remains distinct with variables 
unsmoothed.
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(t = 2.2 s). (For interpretation of the color in this ﬁgure, the reader is referred to the web version of this article.)
Fig. 7. Variation of the outer major axis, A, with time for an oscillating elliptical drop. The line denotes the semi-analytical results while the squares are 
predictions from ICSPH.
while beneﬁcial to the compressible air phase, the conservative form (Eqn. (20)) is not as effective for ISPH. Option B uses 
the conservative form for both phases, with no shifting in either phase due to the operator’s self-particle-regulating proper-
ties [38]. Good agreement with the analytical solution is observed until around t = 1.9 s, when the solution again crashes. 
This time, however, instability arises at the surface of the incompressible phase (Fig. 9(b)). As mentioned, the conservative 
form alone is insuﬃcient for particle self-regulation in ISPH (essentially due to the accurate pressure ﬁeld forcing the par-
ticles to follow their Lagrangian paths more precisely) and additional particle regularisation (shifting) is required. Indeed, if 
additional regularisation is necessary then ISPH may readily beneﬁt from non-conservative (non-regulating) gradients and 
corrections that guarantee ﬁrst order consistency, as is the case here.
As mentioned in Section 2.6, the incompressible phase uses a time step that is a factor of 10 times larger than that 
of the compressible phase (in the interests of computational eﬃciency). To demonstrate that this time step factor is of an 
appropriate magnitude, Fig. 10 shows the (semi) analytical solution for the oscillation of the outer major axis compared with 
ICSPH predictions for different incompressible time step sizes. Even a two order of magnitude increase in the incompressible 
time step size over the compressible (with 	tinc = 100	tcom) results in good agreement with the analytical solution (the 
smaller 	tinc is, of course, more accurate). Indeed, the CFL condition remains satisﬁed in both phases and, as interface 
information remains accurate to O (	tinc) and time steps remain small (with 	tcom ∼ 10−5 s here), the simulation remains 
stable and quite accurate. Nevertheless, a choice of 	tinc = 10	tcom will continue to be used throughout this paper, as a 
140 S.J. Lind et al. / Journal of Computational Physics 309 (2016) 129–147Fig. 8. Variation of the drop outer major axis, A, with time, calculated using different pressure gradient formulations. Option A applies Eqn. (5) everywhere 
(with correction); Option B uses Eqn. (20) everywhere (no corrections).
Fig. 9. Two-layer drop particle distributions for different pressure gradient formulations (in combinations not used in this work): (a) Option A (Eqn. (5)
based everywhere), (b) Option B (Eqn. (20) based everywhere). Times given are those at which the solution crashes.
compromise between temporal and interfacial accuracy against computational eﬃciency. For all the cases considered here, 
a choice of 	tinc = 10	tcom results in a 15–20% reduction in total CPU time with little or no impact on accuracy.
3.2. Standing gravity waves
As depicted in Fig. 11, the second test case considers an oscillating standing wave comprised of some dense ﬂuid (water), 
positioned beneath a body of lighter ﬂuid (air), in the density ratio 1000:1. No penetration conditions are imposed at the 
top and bottom of the domain, while periodicity is enforced at the side walls. For small amplitudes and viscosities, the 
frequency of the oscillation of the ﬂuid–ﬂuid interface (initially of the form y = a cos(kx)) can be determined analytically 
[10] from
f 2 = 1
4π2
1
(ρw + ρa) ((ρw − ρa)gk) tanh (kD) . (33)
Here k = 2π m−1, D = 0.5 m, g = 9.81 ms−2 and the length of the periodic domain is L = 1 m. The time period, T , can 
be determined from Eqn. (33) straightforwardly. For this particular test case, Table 3 presents the numerical and physical 
parameter values used.
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Fig. 11. Standing gravity wave initial set up.
Table 3
Summary of numerical and physical parameter values used for standing gravity wave and Kelvin Helmholtz 
test cases.
Numerical parameter Water phase value Air phase value
dx (m) See Table 4 See Table 4
	t/	tcom 10 1
Artiﬁcial viscosity, α – 0.05
Shepard ﬁlter period – 20 time steps
Shifting coeﬃcient, D 0.25h2 0.25h2
Physical parameter
ρ (kg/m−3) 1000 1
ν (m2s−1) 1× 10−6 1× 10−5
c (m/s) – 10
Table 4 shows numerical results obtained at the third half period, including the predicted values of 3T /2 and the max-
imum y-position (ymax) of the interface. The initial amplitude of the wave is a = 0.025 m. Results are compared with the 
analytical values of 3T /2 (from Eqn. (33)) and ymax . Rapid convergence in 3T /2 is observed initially (second order, approx-
imately) before the error remains ﬁxed at around 1% for dx = 0.01 m and lower. This limiting error arises due to physical 
non-linear wave effects in the numerical simulation not considered in the linear analytical solution. The calculated value of 
ymax converges uniformly (approximately linearly), with relative error reducing to 3.0% at dx = 0.005 m. Table 5 presents 
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Numerical measurements for the third half period, 3T /2, and maximum y-position of the interface (at t = 3T /2) for a standing 
gravity wave. The initial amplitude is a = 0.025 m.
dx (m) 3T /2 (s) Rel. error (%) ymax (m) Rel. error (%)
0.04 1.107 8.0 0.473 9.8
0.02 1.187 1.4 0.492 6.2
0.01 1.193 0.9 0.501 4.6
0.005 1.217 1.0 0.509 3.0
Table 5
Numerical measurements for the third half period, 3T /2, and maximum y-position of the interface (at t = 3T /2) for a standing 
gravity wave. The initial amplitude is a = 0.05 m.
dx (m) 3T /2 (s) Rel. error (%) ymax (m) Rel. error (%)
0.04 1.167 2.9 0.494 10.0
0.02 1.221 1.4 0.532 3.3
0.01 1.240 3.0 0.541 1.7
0.005 1.244 3.2 0.545 0.9
Fig. 12. The initial domain set up for the Kelvin–Helmholtz instability test case. Periodicity is imposed in the x-direction.
results for the same test case and parameter values, but with a larger initial wave amplitude of a = 0.05 m. Non-linear 
effects now have a greater role in the simulation, and measurements of 3T /2 against linear theory differ by around 3.0%, 
regardless of discretisation. The numerical value of 3T /2 does converge, however, to a fully non-linear approximation of 
1.24 s (to two decimal places). The value of ymax still converges uniformly (but more rapidly than the case a = 0.025 m
with a rate closer to one) to an error as small as 0.9% for dx = 0.005 m. Indeed, results for ymax are improved for a = 0.05 m
due to an increase in relative resolution around the interface (there are a greater number of particles per wave height).
3.3. Kelvin–Helmholtz instability
The Kelvin–Helmholtz instability provides a challenging test case for two-phase ﬂows. Although usually studied as a 
fully incompressible problem, it remains a valid test of the ICSPH method and the interface treatment if the speed of 
sound in the air phase is suitably large and ﬂow velocities are small. As before, we chose c = 10 m/s to yield a Mach 
number of 0.05 for this problem. In a similar manner to Price [37], the initial set-up for this case is given in Fig. 12. The 
water phase occupies a central rectangular region, [0, 1] × [0.25, 0.75] m2, surrounded by air. Periodicity is applied in the 
x-direction, with a no penetration condition imposed at the top and bottom boundaries using mirror particles. The water 
and air phase are initialised to move horizontally, but in opposite directions, with Uw = −Ua = 0.5 m/s. The physical 
and numerical parameter values used for this case are identical to those of the standing gravity wave, as summarised in 
Table 3; importantly, however, gravity is now omitted. In the absence of gravity and surface tension (as is the case here), 
hydrodynamic instability will always develop at the interface for a non-zero velocity difference in the two ﬂuids [4]. Linear 
stability analysis predicts exponential growth in the magnitude of any applied perturbation to the primitive variables, δv . 
Namely,
δv ∼ exp(ωt), (34)
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Summary of numerical and physical parameter values used for the two-phase dam break case.
Numerical parameter Water phase value Air phase value
dx (m) 0.015 0.015
	t/	tcom 10 1
Artiﬁcial viscosity, α – 0.1
Shepard ﬁlter period – 30 time steps
Shifting coeﬃcient, D 0.25h2 0.25h2
Physical parameter
ρ (kg/m−3) 1000 1
ν (m2s−1) 1× 10−6 1× 10−5
c (m/s) – 50
where
ω = 2π(ρwρa)
1/2|Uw − Ua|
λ(ρw + ρa) . (35)
Here λ is the wavelength of the initial perturbation. As in Price [37], to start the simulation we introduce a vertical velocity 
perturbation around the interface according to
δv =
{
a sin(2πx/λ) if |y − 0.25| < 0.025,
a sin(−2πx/λ) if |y − 0.75| < 0.025,
where a = 0.025 m and λ = 1/6 m. Fig. 13 shows the subsequent development of the interface disturbance at different times 
for the density ratio 1:1000 (dx = 0.01 m). Note that, to the authors’ knowledge, no other SPH method has considered this 
ﬂow at this density ratio. Characteristic Kelvin–Helmholtz ﬂow structures are observed, with periodically arranged branches 
of the denser ﬂuid growing rapidly over time. As is observed for larger density ratios (ρw/ρa  10), vortex rolls do not 
readily form (see Shadloo and Yildiz [42], for example, who observed similar structures to Fig. 13(c) at ratio 1:10). Fig. 14
compares the growth of the maximum position of the interface disturbance, ηmax , in time with the theoretical predictions 
from linear stability theory. Results are presented for the density ratio 1:1000 and an additional test case where ρw/ρa = 10. 
For both density ratios, the agreement with linear theory in the early stages of the ﬂow (t < 0.1 s) is good. Fig. 15 provides a 
close-up of Fig. 14 for t ≤ 0.1 s, where the difference in predictions of the interface position is always less than one quarter 
of a particle spacing. The discrepancy between theoretical and numerical predictions increases in the later stages, although 
this is expected as the linear perturbation analysis becomes increasingly invalid. However, quantitatively similar behaviour 
is still observed, with ICSPH and linear theory predicting similar rates of disturbance growth, appropriate to the density 
ratio. In particular, more rapid perturbation growth is seen in the 1:10 case (which reaches ηmax = 0.8 m at approximately 
t = 0.3 s), compared to the 1:1000 case (which reaches ηmax = 0.8 m at approximately t = 1.0 s).
3.4. Two-phase dam break
In this section the ICSPH predictions for a standard dam break ﬂow are presented and compared with other numerical 
methods (including boundary element [14], a second-order ﬁnite difference ENO level-set scheme [9] and two-phase WCSPH 
[7]) and experimental data [52]. The ﬂow is well approximated by a single phase SPH model up to the point of overturning, 
where trapped air pockets (with associated compressibility) can then play a signiﬁcant role in dynamics. Therefore, this case 
provides a test of the interface conditions for a range of air–water interactions.
A column of water is surrounded by air in a domain sized [0, 5.366] m × [0, 3] m. Table 6 presents the numerical and 
physical parameters used here. For a water column of dimension [0, 1] m × [0, 1] m, Fig. 16 shows the evolution of the 
water front (the toe position) with time and comparisons with a single phase boundary element method (as in [7]). The 
agreement is excellent and demonstrates the single phase nature of the ﬂow in this early stage. For a slightly different 
water column geometry ([0, 2] m × [0, 1] m), Fig. 17(a) compares the ﬂow proﬁles of ICSPH and the single-phase boundary 
element method (BEM) at time t ≈ 1.9 s [14,7]. The air phase is not pictured for the purpose of clarity. As expected the role 
of the air phase is still minimal at this point in the ﬂow, and the single and two-phase results for the water surface are 
in reasonable agreement. Furthermore, the pressure predictions from incompressible SPH remain characteristically smooth 
and noise-free, highlighting the eﬃcacy of the compressible air phase in prescribing a suitable dynamic (pressure) boundary 
condition at the water–air interface. Fig. 17(b) compares ICSPH results with a two-phase level-set method [9,7] for the same 
dam break at the later time of t ≈ 2.16 s. Here, there is a notable difference in the ﬂow proﬁles: the rebounding liquid 
jet forms at approximately the same point in both methods (x ≈ 3.8 m), but is more upwardly directed and fragmented 
for ICSPH. The predictions for the size and the shape of the trapped air pocket also differ. However, it is important to 
note that comparisons are being made against a two-phase level-set model which assumes incompressibility in both phases. 
Indeed, one would expect predicted air pocket shapes to be smaller in ICSPH as air compression and changes in volume 
are permitted. Indeed, the modelling assumption that the air pocket in the level-set method will not change volume is a 
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Fig. 14. Comparison between ICSPH (solid line) and linear stability (dashed line) predictions for the maximum interface disturbance position with time. The 
red lines are results for the density ratio 1:10, while the black lines denote the ratio 1:1000. (For interpretation of the references to color in this ﬁgure 
legend, the reader is referred to the web version of this article.)
S.J. Lind et al. / Journal of Computational Physics 309 (2016) 129–147 145Fig. 15. A close-up of Fig. 14 for t ≤ 0.1 s comparing ICSPH (solid line) and linear stability (dashed line) results for the maximum interface disturbance 
position with time. The red lines are results for the density ratio 1:10, while the black lines denote the ratio 1:1000. (For interpretation of the references 
to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 16. Comparison between ICSPH and BEM [14,7] predictions of the evolution of the water front (or toe) in a dam break. The line denotes ICSPH results 
while the squares are from the BEM study [14,7].
potentially unphysical feature. The results from the WCSPH method [7] agree well with those of the incompressible level-set 
method, but the inability to choose physically meaningful speeds of sound means that the air phase in the WCSPH method is 
more incompressible than the water, raising similar issues over the form of the surface proﬁle and air pocket. In an attempt 
to discern which model provides a better physical representation of this ﬂow, Fig. 18 presents pressure measurements 
for ICSPH, the two-phase WCSPH method [7], and experimental results from Zhou et al. [52]. The experimental pressure 
transducer occupies a circle of diameter 0.09 m, centred at 0.16 m above the bed, on the vertical wall opposite the initial 
water column. The dimensions used in the simulation are now scaled to match experiment, where the water column 
occupies [0, 1.2] m × [0, 0.6] m. Incompressible–compressible SPH compares well with experiment up to t ≈ 1.5 s, and, 
unlike WCSPH, ICSPH captures the slight overshoot after the initial impact at t = 0.7 s. There is a slight delay and notable 
over-prediction of the secondary pressure peak at t = 1.5 s, which is also observed for the two-phase WCSPH method (which 
predicts a pressure peak of a similar magnitude). This disagreement is likely a consequence of the 2D assumption in both 
methods; the secondary pressure peak arises due to the water impact of the plunging front in Fig. 17(a), and such breaking 
wave-like events (with associated air entrapment) are well-known to be three dimensional [5]. Importantly, in these later 
stages, the WCSPH results demonstrate large amplitude high frequency pressure oscillations which are not observed in 
ICSPH or experiment. These oscillations likely result from an overly-incompressible air pocket undergoing rapid expansion 
and contraction when entrapped, suggesting that ICSPH (with its physical descriptions of compressibility in either phase) 
may provide the more representative predictions for the ﬂow at this stage.
146 S.J. Lind et al. / Journal of Computational Physics 309 (2016) 129–147Fig. 17. Comparisons of the ﬂuid proﬁle of the incompressible phase with other numerical studies. (a) Comparison with a BEM study [14,7] (black squares) 
at t ≈ 1.9 s. (b) Comparison with a two-phase level-set study [9,7] (black squares) at t ≈ 2.16 s. For clarity, the compressible air phase is not shown. (For 
interpretation of the color in this ﬁgure, the reader is referred to the web version of this article.)
Fig. 18. Pressure measurements on wall for the dam break experiment described in Zhou et al. [52] compared with predictions from ICSPH and a two-phase 
WCSPH method [7]. The data used here has been digitised from the literature.
4. Conclusions
This paper has presented a novel two-phase incompressible–compressible (water–air) SPH numerical method (ICSPH) 
that couples compressible SPH with a truly incompressible (projection-based) SPH approach. Crucially, the interfacial kine-
matic and dynamic boundary conditions enable a true material discontinuity to be maintained, with the physically correct 
step change in density for air–water ﬂows. The method has been validated using a semi-analytical solution for droplet oscil-
lation, a low-amplitude standing wave analytical solution, the Kelvin–Helmholtz instability, and numerical and experimental 
results from the literature for a benchmark dam break case. The results from the method are promising: high levels of accu-
racy are obtained in the (semi) analytical comparisons and convergence is demonstrated. Pressure predictions for the dam 
break ﬂow agree well with experimental data up to the point of impact of the overturning front, when the ﬂow becomes 
three dimensional. However, subsequent pressure predictions do show a reduction in the spurious high frequency pressure 
oscillations observed with two-phase WCSPH, likely due to a more physical representation of the air pocket compressibility.
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