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Abstract
Vortex shedding is an important mechanism, by which the flow around
bluff bodies create forces that excite vibratory motion. Vortex-induced
vibration (VIV) is studied for a single circular cylinder by means of Com-
putational Fluid Dynamics (CFD) simulations. An arbitrary Lagrangian
Eulerian (ALE) formulation is used to achieve the grid deformation needed
for VIV. In this thesis, a multifaceted approach is undertaken by which
response dynamics and wake interaction are addressed. Four major aspects
are considered in the study: the Reynolds number (Re); the mass and
damping; the degree-of-freedom for VIV; and the mutual effect between
VIV and heat transfer.
As attention is paid towards high pre-critical Re flow, the turbulent flow
around the cylinder is treated by two turbulence modelling approaches: un-
steady Reynolds Averaged Navier Stokes (uRANS), and Large Eddy Sim-
ulation (LES). The wake-VIV interaction is analyzed by looking at mean
velocities and Reynolds stresses, where decomposition of flow scales is un-
dertaken to explore the evolution of coherent eddy structures, downstream
of the cylinder. Conversely, the VIV response is analyzed by considering os-
cillation amplitude and frequency, in addition to the excitation and inertial
dynamics.
High turbulence in the separated shear layers disorders the cylinder’s VIV
response and induces higher amplitudes. The sensitivity for Re is found
more pronounced in cylinders with low mass and damping. Meanwhile,
VIV is found to enhance wake mixing, and to significantly change the near
wake Reynolds stresses. It is suggested that the increase in Re brings a
change to the wake patterns, which are known in VIV at lower Re. The
kinetic energy production, of near wake eddy structures, is qualitatively
altered with the presence of VIV. Furthermore, the surface heat flux is
found to cause a noticeable increase in VIV amplitude, as long as it does
not disorder the wake correlation. The cylinder’s oscillation increases the
average value of the Nusselt number (Nu), while the local variance of Nu
rises markedly post-separation.
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Abbreviations
1DoF One degree-of-freedom
2-D Two-dimensional domain
2DoF Two degree-of-freedom
3-D Three-dimensional domain
ALE Arbitrary Lagrangian Eulerian
DMM Dynamic Mesh Model
DNS Direct Numerical Simulation
FFT Fast Fourier Transform
FIV Flow-Induced Vibration
LES Large Eddy Simulation
SGS Sub-grid Scale
VIV Vortex-Induced Vibration
Non-dimensional numbers and groups
Nu Nusselt Number
Pr Prandtl Number
Re Reynolds number
Vr Reduced velocity
m Specific mass
St Strouhal number
Roman Symbols
Cla Force coefficient in phase with acceleration
Clv Force coefficient in phase with velocity
D Diameter of the cylinder
C´d Time averaged fluctuation magnitude in drag coefficient
C´l Time averaged fluctuation magnitude in lift coefficient
F ptq Time dependent fluid force
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NOMENCLATURE
q Heat flux per unit area
fnw Natural frequency in water
fn Natural frequency in vacuum
fosc Cylinder oscillation frequency
fs Vortex shedding frequency
Pkep Production of kinetic energy for coherent eddies
ksgs Turbulence kinetic energy of the sub-grid scales
ks Structural stiffness coefficient
k Turbulence kinetic energy
mcyl Cylinder mass
Cbase Time averaged base pressure coefficient
Cd Time averaged drag coefficient
Cl Time averaged lift coefficient
PDii Pressure diffusion/transfer term
p Static Pressure
T Static Temperature
Prms Root mean square of static pressure
Rpa, bq Cross correlation between a and b
Lrec Time averaged recirculation length
S Strain rate
t Time
u¯i Filtered LES velocity
rui Phase averaged velovity
U ; V ; W Mean velocities in X; Y; Z directions (also U , V , W )
u; v; w Velocities in X; Y; Z directions
xi Spatial vector
x; y; z Cartesian Coordinates X, Y and Z
Greek Symbols
ǫ Turbulence dissipation rate
∆Φo Phase angle difference between fluid force and cylinder displacement
ω Specific turbulence dissipation rate
ρ Density of Working fluid
θ Anglular location on the cylinder’s circumference / Angle between
the inline and transverse displacement
τw Wall shear stress
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NOMENCLATURE
µ Laminar dynamic viscosity
µt; µtr Turbulent eddy viscosity
ζ Structural damping ratio relative to critical damping
Subscript
f Cell face of a computational control volume
in Inlet boundary of the computational domain
s Radial location of separation
g Based on the average at the gap between two cylinders
w At wall (i.e., cylinder’s surface)
x Inline direction
y Transverse direction
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Chapter 1
Introduction
This thesis describes a series of computational studies on the phenomenon of Flow-
Induced Vibration (FIV). Such flow dynamical phenomenon inherently involves multi-
disciplinary applications, and draws the attention of the scientific and industry com-
munity. To date, the open literature witnesses an ongoing research about yet basic
determinants and features, of how flows and structures interact. In fact, the interest in
FIV dates back to the times of ancient Greeks, where Aeolian harps were designed to
transform wind velocity into musical sounds. Interestingly, in today’s technology, FIV
forms an interest for its use in two contradicting manners. While it is used to harness
green energy from the sea and ocean currents, FIV is responsible for the destruction of
buildings and equipment. Wind that rustles leaves was responsible for the collapse of
the Tacoma Bridge Narrows in 1940, in the United States. Ocean currents are respon-
sible for damages of offshore platforms and marine risers due to the vibration it causes.
Failure of a tube bundle inside a large scale heat exchanger is likely to be caused by
fluid flow, which results in unexpected vibration amplitudes.
In FIV, a non-linear interaction occurs between the flow field and the structure
across which the flow moves. This interaction happens in flows where the fluid expe-
riences a large pressure gradient as it crosses the structure. Gradients are linked to
flow separation that is prominent in the case of bluff body structures which are not
streamline shaped. Therefore, fluid motion across a bluff body generates a topology-
dependent force; as this force alternates, it forms an excitation energy to the bluff body
involved. In FIV scenarios, the bluff body oscillation does not occur in isolation, it
rather influences the flow field around the bluff body resulting in what is known as
‘Fluid-Structure Interaction’.
The focus of this thesis is mainly on the flow across a circular cylinder. This is
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a classical research test case for bluff body flows, where fluid forces caused by fluid
pressure and shear, alternate around the cylinder. In particular to the FIV cases
presented in this thesis, the alternating fluid force is caused primarily by the process
of vortex shedding; therefore, the process is called Vortex-Induced Vibration (VIV). As
the flow detaches from the cylinder surface, separating shear layers undergo an inward
curl; vortices are then developed and shed into the downstream side of the cylinder
(i.e. cylinder wake).
1.1 Motivation
FIV is widely recognized as a major concern, in the design of modern mechanical
equipment, among which marine risers and cross-flow heat exchangers are given major
attention. Such examples resemble a bluff body, or a number of bluff bodies in relative
proximity, subjected to cross flow. FIV is becoming increasingly important in recent
years as designers are using materials to their limits, causing structures to become
lighter, more flexible and prone to vibration. The collapse of Tacoma bridge Narrows
(in 1940), and that of the tall circular structure, of the Vertigo thrill ride at Cedar Point
(OH, USA, 2002), demonstrate how VIV in air is extremely hazardous. Meanwhile,
VIV in water has also attracted a considerable portion of VIV research, due to more
susceptibility to higher vibration amplitudes. A reputable body for marine structures
specifications, Det Norske Veritas (DNV), confirms in its offshore service specification
DNV-OSS-302 (October 2010), that vortex induced vibration is a key design parameter.
In the last two decades, the offshore oil exploration has witnessed a significant
transformation. Oil exploration is now reaching subsea depths that were impossible in
the past. In fact, what worsened the tragedy of the ‘Deepwater Horizon’ oil spill at the
Gulf of Mexico (2010), was the depth of subsurface drilling that reached around 1.5km
[BP, 2010]. Subsea risers are cylindrical pipes that connect the seabed to the offshore
platform, and may be used for many functions where they are either flexible or rigid.
At increasing subsea depths, such risers endure significant VIV due to the constantly
changing ocean currents.
Meanwhile, cross-flow heat exchangers are another example where FIV is crucial.
They remain ‘industry-common’ equipment, since heat exchange plays a crucial energy
transformation role. The Electrical Energy Research Institute (EPRI), USA, stresses
that for large Heat Recovery Steam Generators (HRSGs), flow-induced vibration con-
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stitutes a major cause of equipment damage1. Moreover, the ninth Edition (2007), of
the ‘’Standards of the Tubular Exchanger Manufacturers Association”’, TEMA, opens
Section Six on Flow Induced Vibration with ”Fluid flow, interrelated with heat ex-
changer geometry, can cause heat exchanger tubes to vibrate. This phenomenon is
highly complex, and the present state-of-the-art is such that the solution to this prob-
lem is difficult to define”.
The interest in FIV has also been driven by a considerable attention towards renew-
able energy sources. According to the Renewable Energy Directive of the European
Union2, the UK has to increase its share of renewable energy to 15% by year 2020.
Similar aggressive targets are now pledged by a growing list of countries in the world.
As a promising source of renewable energy, some of the marine energy extraction relies
on the concept of FIV. A recent attempt to extract water energy by VIV was made
by Bernitsas et al. [2009], where a rigid tube is mounted near the river bed to extract
energy by flow excited vibration.
Indeed, the study of VIV -being the focus of this thesis- for a single bluff body, re-
mains a basic and a practical approach to enhance the understanding of flow-structure
interaction. For this approach, and being a common geometry used in many applica-
tions, the circular cylinder is the most researched for bluff body VIV. In addition to the
available design guides provided by standard agencies and practitioners, the author’s
review of the current state-of-knowledge reveals that there are still some unknowns
about single cylinder VIV. The following constitutes several research directions that
are suggested for the present research effort:
• Wake details: The majority of VIV studies concentrated on the response of
the bluff body on its own [Blevins, 1994]. In addition to the response amplitude,
energy exchange in between the bluff body and its wake was studied by analyzing
the fluid force exciting the body, and the relative phase angle between the body
displacement and fluid force. For the wake, the shedding pattern and frequency
attracted the research interest in previous measurements or predictions, with little
regard to other details on wake statistics. For a static circular cylinder, detailed
measurements of wake statistics are found for limited cases at certain Reynolds
numbers as found by Cantwell and Coles [1983] and Ma et al. [2000]. However, for
a cylinder undergoing VIV, only a few investigations were undertaken as reported
1EPRI Technical Report (1004240): Delivering high reliability heat recovery steam generators,
2003. Ref: //my.epri.com/portal+
2Referred to in the UK Department of Energy and Climate Change: www.decc.gov.uk
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in Govardhan and Williamson [2001] and So et al. [2000].
• High Reynolds number: Flow physics for a wide range of Reynolds numbers
are explored experimentally and numerically for a static single cylinder. Thanks
to decades of research, there are plenty of data regarding forces, wake formation
and shear layer behaviour. Conversely, attempts to explore a cylinder VIV re-
sponse did not cover a wide range of Reynolds number, as indicated by Sarpkaya
[2004] and Williamson and Govardhan [2008]. From few attempts to explore
the effect of high Reynolds number VIV, evidences are that the VIV response
is affected by the Reynolds number as reported by Gorvardhan and Williamson
[2006] and Dahl et al. [2010].
• Heat transfer: For heated cylinders, aside from cases of natural convection,
research on the influence of heat transfer on a static cylinder flow, confirms
that change in flow physics and wake patterns is not drastic [Zdravkovich, 1997].
Perhaps, this is the reason why the influence of heat transfer on VIV response was
not looked at thoroughly. The influence of cylinder oscillation on heat transfer,
however, was well researched in order to assess possible enhancements to heat
transfer as shown by Pottebaum and Gharib [2006] and Fu and Tong [2002].
Since cylinders subjected to heat transfer are of interest, primarily, to the heat
exchanger industry, the majority of research on FIV was made for tube arrays or
tube bundles. Although in tube bundle arrangement the oscillations due to fluid-
elastic instability -not VIV- are the major cause of tube failure, studies about
heat transfer effects on VIV response would still be beneficial to the response
pertaining to fluid-elastic instability.
• Computational Fluid Dynamics (CFD): It is fair to acknowledge that high
quality and adequately-verified numerical solutions, could provide data that are
difficult to obtain experimentally. Particular to what is addressed in this thesis,
when laboratory environments are not adequate to deal with or measure certain
flow parameters, use of such numerical methods yields significant advantages. For
example, according to notes by Gorvardhan and Williamson [2006], the reason
why VIV experiments are limited to relatively low Reynolds numbers, is due to
laboratory constraints. Moreover, with the advent of modern computing power,
and given the cost of modern laboratory instruments, the use of CFD is becoming
a cost-effective solution provider for industry design. Although attempts of high
quality CFD studies are increasing recently, as seen in Dong and Karniadakis
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[2005] and Carmo [2009], VIV standards are still limiting CFD use for screen-
ing/testing (DNV-OSS-302). It is noteworthy to mention, that the majority of
CFD studies on VIV were made for laminar wakes, and for Reynolds numbers
up to the order of 10, 000, as exhibited by Anagnostopoulos [2002] and Sarpkaya
[2004].
1.2 Objectives and Scope
The main research questions addressed in this effort are pursued by CFD simulations,
or what could be called numerical experiments, conducted on VIV for circular cylinders.
Such research questions form the elements for scientific contributions in this thesis. The
objectives of present work comprise the following items:
• Recent reviews and articles in the open literature suggest that little is known
about the effect of Reynolds number on VIV [Bearman, 2010; Gorvardhan and
Williamson, 2006; Sarpkaya, 2004]. However, the actual working conditions for
industrial VIV often impose higher Re flow over the structures of concern. Given
that such range of industrial Re are not well covered by the established VIV
knowledge, what could be the effect of high subcritical Reynolds number on VIV?
• With the focus on coherent/periodic eddy structures in the cylinder wake, what is
the influence of VIV on such eddy structures compared to a static cylinder?. This
question is addressed for two Re numbers, 4000 and 140, 000, and is undertaken
for limited regimes of VIV response. The VIV herein is allowed in a single
degree-of-freedom (transverse) and two degree-of-freedom (transverse and inline)
formats.
• For the cases considered in the first objective, how would the VIV response and
the resulting energy exchange between the wake and the cylinder be different? and
what is the effect of the cylinder’s mass-damping parameter, mζ?
• For a VIV study on a heated cylinder, what is the mutual influence between heat
transfer and VIV response? and how would the surface heat flux affect the flow
statistics in the wake?
• And finally, are CFD studies, similar to those discussed in this thesis, able to
provide useful answers to enhance the understanding of flow-induced vibration?
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The scope of the above objectives is defined by the amount of VIV variables sim-
ulated in the present work. Based on the computational resources available for the
current study, VIV investigations are limited to certain response regimes, structural
properties and Reynolds numbers. The parameters of each VIV study are discussed in
the openings of chapters 5, 6 and 7.
1.3 Methodology
The various findings, that form the knowledge discussed and concluded by this piece of
research, are generated by numerical simulation of fluid and heat transport processes.
Such numerical simulation is based on CFD, where the flow of fluid and heat is math-
ematically represented by sets of partial differential equations. Turbulence, perhaps
being the most challenging flow phenomenon to model, is treated numerically by two
modelling methods: uRANS and LES [Pope, 2000]. Several numerical techniques are
used to solve the set of the modelling equations iteratively, as highlighted by Ferziger
and Peric [2002].
The VIV phenomenon is realized computationally, by coupling the flow solution to
the cylinder body motion. As the flow and thermal fields are solved, for the static and
VIV cylinders, the following data are gathered:
• Cylinder flow variables: This includes flow forces (lift and drag), their frequencies,
time-averaged and fluctuating values. Also, vortex shedding frequency and mean
separation angle are reported. Static pressure fluctuation, and pressure-velocity
cross correlation, are gathered on the cylinder surface.
• Wake Statistics: This includes time averaged and fluctuating components of ve-
locities. Additionally, the kinetic energy of coherent wake structures and the
production of such kinetic energy are reported.
• Response Characteristics: This includes the vibration amplitude, frequency spec-
trum and cross correlation, of the displacement and force signals, for the VIV
cylinders. Other statistical operations on the VIV response signals are calculated,
to obtain phase information.
The items above listed are numerically predicted, for certain VIV scenarios, involv-
ing specific structural properties. In general, the different CFD simulations undertaken
herein, comprise different approaches in terms of levels of approximation and modelling.
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This shall be discussed in detail when each study is presented in this thesis. The use
of CFD as the research tool herein is covered separately.
1.4 Outline of the thesis
Following the introduction laid out by this chapter, the contents of the present thesis
are divided into eight chapters as follows:
• Chapter 2 provides a brief background on the flow physics involved in flow over
cylinders. A selected review is also provided on the phenomenon of Vortex-
Induced Vibration for single cylinders, in addition to the effect of oscillations on
surface heat transfer.
• Chapter 3 is dedicated to the description of the research methods. The com-
putational approach is discussed and detailed. Solution algorithms, numerical
schemes and flow models in the CFD simulations are described.
• Chapter 4 presents the basic benchmarking step undertaken for the assessment of
the numerical method. The flow over a single static cylinder is simulated, where
specific benchmark experiments (physical and numerical) provide plenty of data
for CFD code validation. Therein, a systematic collection of data is undertaken,
and then repeated in all the following chapters. Attention is paid towards the
cylinder’s wake statistics, highlighting the effect of turbulence on the wake.
• Chapter 5 lays out the simulations undertaken for one degree-of-freedom (1DoF)
VIV of single circular cylinders. With flow excited vibration allowed in the trans-
verse direction, CFD simulations are discussed for a single rigid cylinder, along
with comparisons to available benchmark data. A selection of VIV examples is
made, such that the mass-damping parameter and the Reynolds number vary.
The attention is paid towards the cylinder response, in addition to the wake-VIV
interaction, as two turbulence treatment methods are applied.
• Chapter 6 follows from the deliverables in chapter 5, and provides a discussion on
the influence of two degree-of-freedom (2DoF) motion in cylinder VIV. Similarly,
a selection of VIV test cases is undertaken, where the VIV motion is allowed
in both the inline and transverse (cross-flow) directions. The mass-damping
parameter and Reynolds number are varying in this study, while CFD simulations
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are discussed for a single rigid cylinder, along with comparisons to available
benchmark data. The attention is paid towards the cylinder response, in addition
to the wake-VIV interaction, as two turbulence treatment methods are applied.
• Chapter 7 is dedicated to a study on the mutual influence of VIV and heat
transfer on a single rigid cylinder. The study deals with a low mass-damping VIV
cylinder response, where a constant heat flux is applied to the cylinder surface.
The chapter begins with a separate study, simulating heat transfer for a static
cylinder, where the Reynolds number is equal to 140, 000. Next, the influence
of VIV on the heat transfer coefficient is discussed. Conversely, the chapter
presents how the presence of surface heat flux could affect the VIV response
characteristics. Wake-VIV interaction is looked at within the discussion, while
only a single turbulence treatment method is used therein.
• Chapter 8 addresses the possible conclusions of the present thesis, summarizing
the main findings and contributions. A closure is given, while avenues for future
research are recommended.
36
Chapter 2
Background and Review
Intrinsically, research on flow-induced vibration is cross-disciplinary. In the first in-
stance, flow physics for a stationary bluff body need first to be understood, as in the
case herein for the circular cylinder. Alongside, bluff body dynamics in terms of its
vibration response, have to be analysed together with the energy exchange between the
body and the flow about it. The present chapter serves as a brief overview on selected
fundamentals, pertaining to VIV of a circular cylinder. The chapter starts with the
static cylinder’s flow physics, and then moves on to cylinder VIV aspects. The overview
also includes the influences of two degree-of-freedom motion, high Reynolds number
flow and heat transfer. Selected experimental measurements and numerical predic-
tions are highlighted, together with an overview on selected CFD methods applied to
undertake the VIV phenomenon at hand.
2.1 Static Cylinder: Flow physics and Numerical
Modelling
The flow excitation force, applied to a cylinder undergoing VIV, is a result of the vortex
shedding phenomenon. From approximately a Reynolds number of 40, alternating
vortices are shed as fluid layers separate at two opposite sides of the cylinder. Flow
detachment from the cylinder surface causes a variation in the pressure and shear
stress distribution around the cylinder surface. When vortices alternate periodically,
this alternation results in a periodic force that could be determined by the integration
of shear and pressure distribution over the cylinder circumference. Such force is a
dependent on the shedding pattern and the degree of turbulence in the wake. The
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flow feature around a static circular cylinder can be described by a main governing
parameter (Reynolds number), and other influencing parameters, as highlighted by
Zdravkovich [1997]. Free stream turbulence, cylinder aspect ratio, proximity to walls,
surface heat transfer and body oscillation are all influencing parameters. Flow states
as function of Reynolds number (Re), are depicted in Fig. 2.1.
The Strouhal number (St) is a very important dimensionless parameter in dealing
with cylinder cross-flows; its value is equal to: fsD{Uin. It depends mainly on the
Re number and shows small dependence on surface roughness and free stream turbu-
lence. But in the end of the sub-critical and in the transitional region (i.e. 3  105  
Re   3.5  106), the Strouhal number shows dependence on the surface roughness as
shown by Lienhard [1966]. The vortex shedding process from cylinders is not a two
dimensional phenomenon. The three dimensionality of the vortex shedding is char-
acterized by a span-wise correlation length, that indicates how the vortex shedding
process is correlated along the cylinder span [Zdravkovich, 1997].
As far as the present research is concerned, studies for static and VIV cylinder flow
are undertaken for a fully turbulent wake in sub-critical regime (i.e. 3  103   Re
  2  105 ). Evidently, the turbulent flow in the cylinder wake, as studied herein,
is featured by the presence of distinct vortical structures (i.e. coherent eddies) that
are shed periodically. As neatly described in Bouhadji et al. [2003], the wake flow is
characterised by two kinds of motion: large scale organised motion imposed by vortex
shedding, and fine scale random turbulent fluctuations. Such periodical motion in
the wake is responsible for rendering the turbulent flow in non-equilibrium state, with
respect to the statistical theory of Kolmogorov [Pope, 2000]. The flow decomposition,
made by Reynolds and Hussain [1972], for an organized wave motion in turbulent flow,
could be applied to describe the present class of turbulent cylinder wake flow with
organised eddy motion. Such decomposition of flow behaviour assumes that a total
variable s is the sum
s  s  rs  s´, (2.1)
where, s is the time averaged component, rs is the periodic mean component (also known
as phase averaged component) and s´ is the random fluctuation component. However,
while previous studies were undertaken to measure such wake statistics [Cantwell and
Coles, 1983; Ong and Wallace, 1996; Perrin et al., 2006], the use of CFD has faced
great challenges in addressing the turbulence modelling of the wake, in addition to
shear layer separation [Bourguet et al., 2008; Breuer, 2000].
In the non-equilibrium state of the cylinder wake, organised vortical motion in-
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Figure 2.1: Depiction of vortex shedding regimes as function of Reynolds number for
a smooth circular cylinder [Lienhard, 1966].
teracts nonlinearly with fine scale random fluctuations. The energy spectrum of this
category of turbulent flows exhibits a continuous part that corresponds to the incoher-
ent motion, in addition to distinct frequency peaks caused by coherent vortical motion.
Bouhadji et al. [2003] continues to argue that, for such type of turbulent wakes, the sug-
gested and valid approaches of turbulence treatments are: Direct Numerical Simulation
(DNS), Large Eddy Simulation (LES) and their proposed Organised Eddy Simulation
(OES). While DNS is ideally designed to resolve the entire turbulence spectrum, LES is
also designed to resolve large flow scales down to a cut (set up by the grid filter), beyond
which flow scales are modelled. While both of DNS and LES methods are found to be
satisfactory for the simulation of the turbulent flow in question, such methods remain
computationally expensive, insofar as noted in Pope [2000]; Versteeg and Malalasekera
[1995]. The third alternative (OES) is suggested to offer a computational saving com-
pared to DNS or LES; the method makes use of periodic presence of vortex shedding.
The OES method is suggested to decompose the turbulent flow field into a periodic
part -with distinct frequency peaks- predictable by time accurate Navier-Stokes equa-
tions, and a continuous part that groups the continuous spectrum from the large eddies
to small ones. This continuous part can be modelled -as proposed therein- by typical
unsteady Reynolds Averaged Navier-Stokes (uRANS) turbulence modelling. Clearly,
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Bouhadji et al. [2003] emphasised that ordinary unsteady RANS turbulence modelling
methods are inferior to their suggested OES method, due to an intrinsic problem with
uRANS length scale assumption. Since the energy supplied by the upstream fluid feeds
both the coherent and fine turbulent fluctuations, length scale assumptions in uRANS
modelling are incapable of accommodating the non-equilibrium state of the flow, as
argued by Bouhadji et al. [2003].
Given the complications of turbulent cylinder wakes, the advancement of numeri-
cal modelling has been dependent on the availability of experimental measurements.
However, laboratory or physical experiments, that provided details for cylinder wake
statistics -mainly second order ones including Reynolds stresses-, are relatively few.
Consequently, there are few high quality numerical predictions available, since they
usually demand a benchmarking experimental study. For subcritical Re cylinder wakes,
two separate studies on Re number of 3900 and 140, 000 were widely cited, as bench-
mark examples for CFD code comparison. Beaudan and Moin [1994]; Ong and Wallace
[1996] have reported experimental studies with Re equals to 3900, which provided a
variety of wake statistical data. Later, Ma et al. [2000] further provided a DNS pre-
diction of the same flow. With their LES study, Breuer [1998]; Kravchenko and Moin
[2000] also provided results for global wake parameters (i.e. forces, separation angle,
mean velocities), together with second order statistics showing Reynolds stresses. Near
the end of the subcritical Re regime, Cantwell and Coles [1983] provided pioneering
measurements for a Re of 140, 000, exhibiting global wake parameters and second or-
der statistics. This was later repeated, for a rather modified wind tunnel geometry, by
Perrin et al. [2006] providing also a wealth of wake data. For a challenging LES study
at the same Re of 140, 000, Breuer [2000] was the first to publish their predictions,
where global wake parameters and Reynolds stresses were reported.
Conversely, given the modelling constraints implied by conventional uRANS turbu-
lence modelling, it was used quite extensively to model general bluff body cross-flow;
perhaps the reason why it remains used in academia and industry nowadays is due
to its relative computational cost saving. The open literature holds many examples,
where uRANS modelling is used for bluff body flows showing reasonable flow features.
Primarily, drawbacks of conventional uRANS modelling, for leading edge dominated
accelerated flow studied herein, are mainly twofold: ability to include the effect of
non-equilibrium turbulence as formerly mentioned, and the widely used assumption
of stress-strain alignment. Revell et al. [2010] demonstrated that conventional eddy
viscosity models (EVM) for turbulence in uRANS has to be modified, to account for
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stress-strain misalignment, in what they classified as ‘mean unsteady’ cylinder wakes.
A third conservation equation had to be added to an existing two-equation EVM in
order to account for such misalignment. Without accounting for stress-strain misalign-
ment, the turbulence production and strain rate will be in phase with each other; this
matter results in an incorrect rise of modelled turbulent intensity (i.e., eddy viscosity)
[Bouhadji et al., 2003]. Nonetheless, the use of conventional EVM for uRANS has been
applied to many cylinder cross-flow simulations. Examples on this include the work of
Tutar and Holdo [2001] where several EVM methods were attempted on cylinder flow.
Also, Rodi [1997] compared predictions of conventional uRANS to LES and showed
the superiority of 3-D LES over 2-D simulations in general. In fact, in the turbulent
wake case, it is fair to state that 3-D simulations produce more credible and physically
accurate predictions, than their 2-D counterparts. This is due to the intrinsic nature
of the 3-D turbulent wake, as could be inferred from referenced works above.
Indeed, CFD simulations for FIV applications rely on adequate predictions for static
bluff bodies, or cylinders, as undertaken in this thesis.
2.2 Vortex-Induced Vibration of Cylinders
Vortex induced vibration (VIV), for a single cylinder, is mainly caused by vortex-
induced forces due to vortex shedding; additionally, turbulence buffeting may con-
tribute to the excitation force in turbulent flows. However, in multiple cylinder flows
within enough proximity, an important third sub-phenomenon occurs, and causes a
deleterious behaviour in the flow-cylinder dynamics. This is known as fluid-elastic
instability. Since in this thesis, the primary concern is on a single cylinder flow-
interaction, fluid-elastic instability is not addressed/relevant.
Indeed, the improved understanding of VIV will contribute to a variety of appli-
cation areas, ranging from building design and marine riser design, to cross-flow heat
exchangers in power and process plants. It is in fact no surprise to report that decades
of research regarding the flow-structure interaction, were essentially due to the signifi-
cant damage caused by this very phenomenon.
2.2.1 Single Cylinder VIV: 1DoF
Several well established approaches have been developed throughout the past decades,
to understand the VIV phenomena for a circular cylinder. The research on a single
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cylinder undergoing VIV has occupied most of the open literature and is still far from
being complete. This is due to implications of modern manufacturing and working
conditions that relate to structures subjected to VIV. Indeed, VIV applied on a single
cylinder allowed improved understanding, in the simplest of ways, of the inherent
physics coupling the flow fields around the cylinder, vis-a`-vis the structural position
and associated loading forces. The circular cylinder in cross-flow has been the most
researched geometry for: a) its flow physics and separation dynamics, for stationary
configurations, have been so far well researched and understood, and, b) the circular
geometry is employed in many industrial applications. Vitally, the existent numerous
wind/water tunnel experiments provide a forum, for the required verification, regarding
the nature and performance of all the analytical or numerical simulations attempted
for VIV.
In the open literature, VIV studies employed primarily two distinct underlying ide-
alisations for the structure: either a rigid or a flexible body assumption. It is important
to mention that as far as practical applications are concerned, cylinders subjected to
such flow induced vibration would physically incorporate a large degree of structural
flexibility. This has consequently made the second idealization mentioned above more
practical, yet more difficult to analyse. However, the simplicity that the rigid structure
provides is due to the fact that the whole bluff body moves as a single entity, with
one or multiple degrees of freedom possessed. The flexible body scenario acknowledges
that the body exposed to VIV would have parts not moving in unison, but essentially
at their own velocities, due to the distributed dynamics. Due to this fundamental
difference, inherent in the structural behaviour, it is easy to see that the rigid body
assumption offers a more profitable route for simplified computational (or analytical)
studies, and also experimental measurements, regarding the basic elucidation of the
fluid-structure interaction problem. Therefore, the majority of previously reported
experimental, numerical or analytical analyses have incorporated the rigid body as-
sumption [Anagnostopoulos, 2002; Sarpkaya, 2004; Williamson and Govardhan, 2008].
In VIV research, perhaps the main variables that researchers are concerned with refer
to wake modes, the phase angle between the cylinder motion and the fluid force and
the direction of the energy transfer between the structure and the flow. When such
variables are comparable for both the flexible and rigid structure assumptions, this in
return can be taken as a testament to the viability of the treatment adopted in any
effort dedicated to study the VIV of rigid bodies.
Another classification of cylinder VIV research methods is whether an actual VIV
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takes place or if the cylinder is given forced oscillations. There are some indications
-unexplored still for higher Reynolds numbers- that moderately flexible cylinders are
very comparable in response to that of a rigid cylinder excited by the flow as noted
in [Triantafyllou et al., 2003]. Conversely, other reviews doubt such arguments and
advocate cautious comparisons [Bearman, 1984]. As the majority of cylinder VIV
studies concentrated on the transverse (i.e. cross-flow) direction of oscillatory motion,
such studies are commonly referenced as single degree-of-freedom (i.e. 1DoF) motion.
The VIV response of a single circular cylinder takes the form shown in Fig. 2.2. The
response amplitude is classically plotted as a function of a reduced velocity (Vr 
Uin{fnD). However, the difference between the two curves plotted in Fig. 2.2 is due to
the value of the mass-damping parameter (mζ); low mζ is responsible for the high
amplitudes present in the ‘upper regime’. If an assumption is made, such that the fluid
force and the cylinder’s oscillation are harmonic signals, the following relations may
describe each signal in the transverse direction:
Cl  Cysin pωt  ϕq , (2.2)
y  Y sin pωtq . (2.3)
Also, the cross-flow amplitude Y , may be described as a function [Anagnostopoulos,
2002]:
Y 
Cy
8π2
sinϕ

ρD2
2mζ


V 2r
fn
fosc
. (2.4)
In this equation, Cysinϕ is the part of the lift force in phase with the cylinder’s veloc-
ity, while fosc is the oscillation frequency. The angle ϕ above is the phase difference
between the lift force and the transverse displacement. Since the maximum amplitude
of VIV response is often an important factor in design safety, Skop and Griffin [1973]
compiled data from several different investigators as a means to usefully predict re-
sponse amplitudes. Their combined response parameter was subsequently termed SG
by Skop [1974]:
SG  2π
3S2 pmζq , (2.5)
where, S is the Strouhal number (St). The SG relation comes empirically from the
data plotted in Fig. 2.3. The reader is referred to other works by Blevins [1994] and
Sarpkaya [2004] for a wider coverage on the fundamentals of VIV.
Meanwhile, VIV experiments on circular cylinders may take different settings. This
included a pulsating cross flow on an otherwise static cylinder [Sarpkaya, 2002], steady
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Figure 2.2: Typical VIV response plot for a circular cylinder with high mass-damping.
From [Khalak and Williamson, 1999] with permission.
cross-flow VIV [Williamson and Govardhan, 2008] and steady sheared cross-flow [Stansby,
1976] on an oscillating cylinder. For steady cross-flow studies, the circular cylinder is
either made to undergo controlled oscillations as specified by the experimenters [Aron-
sen, 2007] or can display self excited oscillations, truly coupled to the flow field [Zasso
et al., 2008]. Either of the flow pulsations or the controlled vibrations incorporates a
range of frequencies, above and below the natural shedding frequency. The coincidence
of both the vortex shedding frequency and oscillation frequency, marks the beginning
of maximum oscillation amplitude, and may alter the wake mode / shedding pattern
as explained in [Sarpkaya, 2004]. Fig. 2.4 depicts the relation between shedding pat-
terns and VIV response character. Moreover, reviews made by Anagnostopoulos [2002];
Sarpkaya [2004]; Williamson and Govardhan [2008] contain a list of experimental at-
tempts for cylinder VIV.
Reynolds number has been regarded as an important factor in VIV. It is fair to
acknowledge that, especially in high subcritical Reynolds numbers and beyond, the
range of measurements regarding the wake dynamics in the vicinity of an oscillating
cylinder is far from complete. An example of such measurements was conducted by
Carberry et al. [2005] on vorticity formation and wake states via the use of imaging
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Figure 2.3: Maximum amplitude of VIV for a circualr cylinder plotted as a function
of mass and damping [Gorvardhan and Williamson, 2006]. Permission and courtesy of
Cambridge University Press.
techniques on a circular cylinder with controlled oscillations. Also, So et al. [2000]
experimentally looked at Reynolds stresses in the near wake of an oscillating cylinder
at Reynolds number in the order of 103. Later, Govardhan and Williamson [2001] also
looked at mean and fluctuating components of wake velocity fields at Re equal to 3900.
The influence of Reynolds number on the flow-induced vibration response has been only
looked at relatively recently. Pioneering work of Gorvardhan and Williamson [2006]
confirms that maximum amplitude of a cylinder in transverse VIV increases, as the
Re increases provided that maximum Re tested was 33, 000. Using CFD, Elbanhawy
and Turan [2010a] confirmed existence of higher amplitudes in high Re flows. Reviews
made by Sarpkaya [2004] and Bearman [2009] suggest that little is known about the
effect of Reynolds number on VIV response and wake shedding patterns.
Numerical experiments, or CFD simulations, have started tackling in earnest the
basic research area of VIV for important reasons. First, CFD simulations are usually
used for parametric studies when repeated experiments are expensive or difficult to set
up. High quality CFD is capable of predicting all solution variables at virtually every
location in the solution domain. This is not necessarily achievable for many laboratory
facilities, that could not cater for industrially demanding flow conditions [Gorvardhan
and Williamson, 2006]. Therefore, the need for reliable CFD investigations is growing
among the concerned research community. For a single circular cylinder, several CFD
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Figure 2.4: Vortex shedding patterns related to the map between cylinder amplitude
and the reduced velocity. From [Morse and Williamson, 2009] with permission.
studies for VIV have been performed in the past two decades. However, for CFD
studies to produce valuable data, adequate measures for modelling or resolving the
flow features are usually demanding, in terms of the necessary computational resources.
This, to date, translates into burdensome computational penalty, for the high Reynolds
number flows, where turbulence is difficult to resolve. A better coverage of CFD studies
is provided in reviews by a number of authors, as found in [Gabbai and Benaroya, 2005;
Sarpkaya, 2004; Williamson and Govardhan, 2008].
Furthermore, as computational cost increases for CFD simulations, researchers of-
ten resort to approximations. To exemplify, most of CFD studies on VIV employed
two-dimensional configurations, and the majority were carried out for laminar flows
or low subcritical Re, as noted by Anagnostopoulos [2002]. Conversely, a high quality
DNS study was undertaken by Dong and Karniadakis [2005] at Re equal to 10, 000,
showing response time series and limited information about the wake statistics. Yet in
the case of 2-D models, perfect spanwise correlation is assumed for the shed wake; one
main drawback is the difficult prediction of the separation angle and base pressure, as
found by Tamura et al. [1990]. Nonetheless, the perfect spanwise correlation assump-
tion is not a standard malpractice in the case of an oscillating cylinder. It is known
the structural vibration enhances spanwise correlation, as reported by Blevins [1994],
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yielding the 2-D models in closer agreement with actual flow condition. In their forced
vibration experiments, Stansby [1976] noted that the lock-in between the shedding and
the oscillation frequencies can occur even with small amplitudes of 0.01D; however,
such occurrence is a function of the Reynolds number (i.e. the lower the Reynolds
number the easier a low amplitude could cause lock-in). Also, Bearman [1984] has
noted the existence of a threshold oscillation magnitude (0.05D) beyond which the
correlation length experiences a significant increase. As an example, Pan et al. [2007]
conducted a 2-D CFD study for a freely oscillating cylinder, and showed an acceptable
response comparison with experimental counterparts. However, such understanding is
qualified by that transition regions, on the boundaries of VIV regimes, have exhibited
a significant loss of spanwise correlation as noted by Lucor et al. [2005].
2.2.2 Single Cylinder VIV: 2DoF
As the fluctuating lift force is known to be higher than its drag counterpart [Zdravkovich,
1997], the VIV response in the lift/transverse direction has had more attention. While
the majority of the past research on cylinder VIV is based on transverse vibration,
important questions have arisen about the effect of combined transverse and inline (i.e.
drag direction) VIV. This combination represents a VIV response with two degree-of-
freedom (termed 2DoF hereafter). Results addressing such matter have been published
in articles of Dahl et al. [2006]; Jauvtis and Williamson [2004]; Wiliamson and Jauvtis
[2004] for example. The emphasis of such studies was to inspect the effect of 2DoF
response on the initially known transverse response. With their series of experiments,
Jauvtis and Williamson [2004] noted that the combined transverse-inline vibration
shows a significant amplitude difference -compared to 1DoF response- only for mass
ratios below 6. In contrast to their setup, many other 2DoF VIV experiments had
unequal mass ratio m and natural frequency fn ratio in both inline and transverse
directions [Sarpkaya, 2004]. Such difference in ratios has been found to be an impor-
tant factor to consider with respect to VIV response trajectory and wake dynamics.
Moreover, low damping ratio, ζ , could also result in a 2DoF response amplitude, that
is significantly higher than its 1DoF counterpart, as reported by Sanchis et al. [2008].
Similar to VIV response for 1DoF, the 2DoF response in high Re numbers is an
interesting and demanding topic of research. Recently, Dahl et al. [2010] undertook an
experiment on 2DoF VIV, where high Re conditions were achieved by adjusting the
surface roughness. Their highest subcritical Re reached a maximum of 60, 000. They
reported certain differences in displacement and force magnitudes, due to the rise of
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Re. However, their experiments were limited to unequal m and frequencies in the
inline and transverse direction. Also, there was no indication to how Re would affect
the whole response behaviour (VIV regimes). Indeed, the influence of the increase of
Re number on 2DoF response amplitude remains an open question.
2.3 Heat Transfer and VIV
Studies about heat transfer from a surface of a heated cylinder have been extensively
discussed in the literature [Zukauskas and Ziugzda, 1986]. It has been realised for
decades, that forced oscillations on a heated cylinder do enhance the heat flow from
the cylinder surface; a phenomenon that relies on the fluid and temperature boundary
layers around the cylinder. Pottebaum and Gharib [2006] published a recent exper-
imental study to further the investigations on the heat transfer from a cylinder in
cross-flow, with forced transverse oscillations. The enhancement in heat transfer was
found to strongly depend on synchronization with harmonics of the natural shedding
frequency, the cylinder wake mode and the cylinder’s transverse oscillating velocity.
This was accompanied by the fact that the eddy formation region was shortened; this
is one of several factors affecting heat transfer, as also highlighted by Zdravkovich
[1997]. Moreover, the effects of vorticity roll up and trajectories of shed vortices were
found to affect heat transfer significantly, in that such details explain how free-stream
entrainment occurs. The velocity of the transverse oscillation was seen to affect greatly
the heat transfer, for it adds to the circulation and vorticity on the cylinder surface,
and that does indeed enhance heat transfer [Pottebaum and Gharib, 2006].
In a complementary effort, Fu and Tong [2002] numerically examined a similar case
of a single heated cylinder, with vertical oscillations in cross flow. The variations of the
flow and thermal fields were classified into moving boundary problems. An arbitrary
Lagrangian - Eulerian kinematic description method was developed to describe the flow
and thermal fields, while a finite element formulation was applied to solve the governing
equations. The results showed that the interaction between the oscillating cylinder and
vortex shedding dominates the state of the wake, and that when the flow and thermal
fields approach lock-in periodic regime, there was a remarkable enhancement in heat
transfer.
Furthermore, Park and Gharib [2001] carried out another study for the effect of
transverse oscillation on convective heat transfer for a single circular cylinder in cross
flow. In their study, an experiment was undertaken in water for a range of forced
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oscillation frequencies and at two amplitudes (0.1 and 0.2 of cylinder diameter). The
Re number was varied among 550, 1100 and 3500. A Digital Particle Image Velocimetry
and Thermometry technique was used to gather data on flow field and heat transfer
from the cylinder surface. It was found that a considerable increase in heat transfer
is achieved at the oscillation frequency corresponding to the shedding frequency. Also,
there were other higher frequencies, namely super-harmonics, at which there was a
large increase in the heat transfer. In particular, there was a large increase in heat
transfer at approximately three times the vortex shedding (Strouhal) frequency for
amplitude ratio of 0.1. Also, there were large increases at approximately two and
three times the frequency for an amplitude ratio of 0.2. Although the increase in heat
transfer happened when the wake was in a state of synchronization with the oscillating
frequency, the increase in heat transfer was essentially found to correlate inversely with
the distance at which vortices roll up (eddy formation length). This matter is thought
to be a necessary condition even if wake synchronization was achieved. As a result of
the shortening of eddy formation region, the stagnant and low heat convecting fluid at
the rear of the cylinder is refreshed. Finally, it was added that the large increases in
heat transfer appeared to be the result of coherent motions of the wake, not turbulent
or incoherent motions [Park and Gharib, 2001].
If heat transfer from a cylinder surface is to influence its VIV response, it will be
the effects made to surface forces and shedding frequency, that bear responsibility. To
the author’s knowledge, there is no attention in the open literature towards how heat
flux interacts with VIV response of a circular cylinder. Despite the advancement in
modern anti-vibration technologies, tubes in cross-flow heat exchangers remain prone
to FIV [Paidoussis, 2006]. It is in fact interesting to study, in the simplest of ways,
the extent to which flow-induced oscillations influence the heat transfer for such heat
exchangers.
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Computational Approach
3.1 Introduction
Computational Fluid Dynamics (CFD) is a powerful tool for the analysis of fluid flow,
heat transfer and other related physical processes. It is a computer-based simulation
technique providing an approximate two or three-dimensional solution to the equations
governing fluid motion. The technique is characterized by a division of the region in
which flow is to be computed, the computational domain, into a very large number
of much smaller domains referred to as mesh, or, grid cells. Complex geometries,
and time-dependent flows, are readily handled. The solution consists of values of
flow parameters of interest, such as velocity or temperature, calculated at each of
the grid cells. Starting with linearized potential flow solutions, the CFD technique
has originated in 1930’s and saw extensive development in the aerospace sciences in
the 1960s. It has since been developed and applied to an increasingly diverse range
of problems, including automotive, nuclear engineering, biomedical field, environment
and fire safety engineering.
CFD works by solving the equations for the conservation of mass, momentum, tur-
bulence and energy at every cell over a region of interest, with prescribed conditions
on the boundary of the region. The conservation equations of heat and fluid flow
are highly non-linear partial differential equations, that describe the fundamental be-
havior of fluid and energy transport. Because these equations cannot be solved in a
typical real-world application, CFD software employs what are known as ‘differencing’
techniques to derive approximate solutions to the equations throughout the geometry
modelled.
The requirement on the accuracy of the simulation depends on a large extent on the
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purpose of the analysis, and can vary from simply the need to know which direction the
flow is most likely to move (and how much pressure drop occurs), to accurate perfor-
mance predictions used to design complex machines such as a high-speed aircraft. Thus
a solution that is explicitly inaccurate may be of use in engineering design, depend-
ing on the design constraints, provided that the error bounds are understood. In the
absence of quantitative, validated accuracy it is prudent to examine the CFD results
in qualitative terms to assess global flow structures (e.g., recirculation zones) or tem-
peratures (e.g., hot spots). The details of the complex flow fields provided by CFD,
even when not perfectly accurate, are in many cases an important source of insight
into design solutions, troubleshooting, safety tolerances, guidance on experiments, etc.
Generally, a number of assumptions and approximations are made throughout: both in
formulating and constructing a CFD tool, as well as in its application to a particular
flow problem. Compromises are, also, often required in order to achieve reasonable
run-times. These all ultimately influence the reliance which can be placed on results
of CFD simulations. Fig. 3.1 shows a flow chart describing a typical CFD analysis
process.
Figure 3.1: A schematic flow chart of the CFD solution process.
In the present thesis, the code: Ansys-Fluent [FLUENT, 2010], is used as the CFD
algorithm and solver. This chapter is dedicated to describe how Ansys-Fluent is utilized
to carry out the research objectives at hand. High performance computing facilities at
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the University of Manchester are utilized to carry out carry out the CFD simulations.
Parallel computing is undertaken with the following hardware:
• Compute nodes with dual-core Opteron CPUs with 8GB RAM (Man2e Cluster).
• Compute nodes with two 2.8GHz Xeon CPUs and 4GB RAM (Mace01 Cluster).
3.2 Mathematical Models
3.2.1 Flow Models
In the present thesis, fluid flow is modelled by partial differential equations, that assume
a Newtonian and continuum incompressible fluid. Hence, the turbulent flow, consid-
ered in this thesis, is represented by the time dependent mass, momentum and energy
conservation equations, in addition to other conservation equations pertaining to tur-
bulence models. The following are the general continuity, Navier-Stokes (momentum)
and internal energy (I) equations respectively:
Bρ
Bt
 
B pρuiq
Bxi
 0, (3.1)
Bρuj
Bt
  ui
Bρuj
Bxi
 µ
B
2uj
BxiBxi

Bp
Bxi
 Ai, (3.2)
B
Bt
pρIq  
B
Bxi
puiρIq 
B
Bxj

k
BT
Bxj


 Hi, (3.3)
where, µ is the dynamic viscosity and k is the thermal conductivity; Ai and Hi are
added body force and added heat source, to either of the momentum or energy equations
respectively.
The solution of the above set of equations is known as Direct Numerical Simulation
(DNS). The DNS method becomes very challenging in turbulent flows; turbulence is
three-dimensional and chaotic. Many scales of eddy-like structures exist in turbulent
flows; all of such scales interact together in what is defined as energy cascade. The
energy is transferred from large eddies -which feed the turbulent motion- to small eddies
that are dissipated by the effect of molecular viscosity. Such mechanism is known as
the Kolmogorov hypothesis [Pope, 2000]. Consequently, a non-statistical approach of
turbulence treatment -like DNS- shall represent all the scales of turbulent motion, and
therefore, requires very expensive computing power. DNS remains limited to relatively
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small Re, as the grid resolution must be proportional to Re9{4, while the computing
cost increases as Re3 [Pope, 2000].
Alternatively, statistical approaches for modelling of turbulence are developed in
order to predict highly turbulent flows, found in most engineering applications. In 1894,
Reynolds formulated the principle of what is now widely used to simulate industrial
turbulent flows. The effect of the turbulent motion is isolated from mean flow in what
Reynolds devised to be the Reynolds Averaged Navier-Stokes (RANS) approach [Pope,
2000]. This approach has shown a considerable success in dealing with a number of
challenging turbulent flows, where, DNS was prohibitively expensive. However, there
remains many issues, related to fundamental assumptions, that hamper the accuracy
of such RANS based turbulent flow treatment [Rubinstein et al., 2001]. Consequently,
other turbulence treatment methods were developed in order to offer better prediction
capability: Large Eddy Simulation (LES), Hybrid RANS-LES and PANS for example
[Elmiligui et al., 2004; Menter, 1994; Piomelli, 2001]. A discussion of fundamentals
and progress of such turbulence treatment methods can be found in [Davidson, 2004;
Launder, 2005; Pope, 2000].
The equations above have to be modified, and other equations may be added,
in order to allow for turbulence treatment. In this thesis, two turbulence treatment
methods are utilized: the unsteady Reynolds Averaged Navier-Stokes (uRANS) and
the Large Eddy Simulation (LES) methods. A discussion of the use of each method is
laid out in the following text.
3.2.1.1 uRANS Turbulence Modelling
In RANS methodology, a Boussinesq approximation is utilized to model the small
scale fluctuations in the flow field, by the turbulent viscosity. Historically, RANS
methods were initially developed to predict turbulent flows with spectral equilibrium,
where turbulence is characterised by a single time-scale dictated by the large scales of
motion [Tennekes and Lumley, 1999]. Also, the flow in that case was assumed to be
time independent. However, such assumption is questionable when turbulent flows are
inherently unsteady, as it is the case with the cylinder’s turbulent wake, as described
in section 2.1. Therefore, time dependent formulations of RANS, (uRANS) herein, is
necessary to describe such flows. Application of uRANS to a class of unsteady turbulent
flows proved helpful for many industrial cases [Versteeg and Malalasekera, 1995].
In uRANS modelling, the Navier-Stokes and energy equations will be modified to
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represent the phase averaged flow variables, between xy, as follows:
B xρujy
Bt
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where, brackets with fluctuating components, u´i, represent the effect of turbulence
on the phase averaged flow field. The method by which such effect of turbulence is
modelled forms the complexity and accuracy of a uRANS turbulence model.
In this thesis, two uRANS modelling formulations are used, where turbulence gen-
erated by random fluctuations is described by two scalars (i.e. two-equation model).
In such models, a linear eddy viscosity relation is assumed where the turbulent stress
is related to phase averaged flow gradients as follows:
xρu´iu´jy  µtr

B xuiy
Bxj
 
B xujy
Bxi


  2{3kδij , (3.6)
where, µtr, k and δij are the turbulent viscosity, turbulence kinetic energy of random
flow fluctuations and the Kronecker delta respectively. Notably, a nonlinear eddy
viscosity formulation of the k  ǫ model has proven to perform relatively better than
the linear formulation, as described by Saghafian et al. [2003]. Such nonlinearity has
been used to better predict the separation and wake physics for high Reynolds number
flows around cylinders. However, similar modification of the eddy viscosity is not
available in the current solver and will not be assessed.
The k  ǫ model
In this model, the two scalars k and epsilon (ǫ), are the turbulent kinetic energy and
dissipation rate respectively. Use is made of a realizable formulation of the kepsilon
model as developed by Shih et al. [1995]. Consequently, two additional conservation
equations are required for the closure of the continuity and Navier-Stokes equations.
The turbulent viscosity µtr is related to the turbulence kinetic energy and its dissipation
rate by the relation
µtr  ρCµ
 
k2{ǫ

, (3.7)
where, Cµ is a function of phase averaged flow gradients. Furthermore, an advanced
near wall treatment modifies the values of turbulent viscosity and dissipation rate near
the cylinder surface to account for the laminar viscosity dominated effects. Thus, based
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on a wall distance limit d set by the turbulent Reynolds number Ret  ρd
a
k{µ, the
turbulent viscosity near the wall is computed from a one equation model of Wolfshtein
[1969]
µtr2  ρCµLµ
?
k (3.8)
in which, Cµ and the length scale Lµ are taken from the work of Chen and Patel [1988].
Blending for the near wall viscosity and the turbulent viscosity is used according to
the development of Jongen [1992], where λ is a blending function, such that blended
turbulent viscosity becomes
µtblend  λµtr   p1 λqµtr2. (3.9)
The additional conservation equations for k and epsilon ǫ for an incompressible flow
respectively become
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where, σk  1 and σǫ  1.2 are the turbulent Prandtl number for k and ǫ equations
respectively as defined in [FLUENT, 2010]. C2 is a model constant; S is the strain
rate, while C1 is defined according to Shih et al. [1995] as
C1  max

0.43,
Sk{ǫ
pSk{ǫq   5

. (3.12)
The k  ω SST model
In this uRANS model, the two scalars k and ω, are the turbulent kinetic energy and
specific dissipation rate respectively. Use is made of the formulation of the kω model
as developed by Menter [1994]. This is a low Re number uRANS model where there
is no need for turbulent viscosity adjustment near the cylinder surface. The model’s
equations for k and ω are respectively
ρ
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55
3. Computational Approach
ρ
B xωy
Bt
  ρ
B xωuiy
Bxi

B
Bxj

µ 
µtr
σω


B xωy
Bxj

 
min
 
µtrS
2, 10ρβ xkωy
 αρ
µtr
 ρβω

ω2
D
  2Fbρσω2
1
ω
B xky
Bxj
B xωy
Bxj
. (3.14)
where, the last term in ω equation denotes a cross-diffusion resulting from Menter’s
blending of k-ω and k-ǫ models for which Fb contains the blending function. S is
the strain rate, whereas other functions and constants: β, α, βω and σω2 are defined
in [Menter, 1994]. Prandtl numbers (σk and σω) and the turbulent viscosity µtr are
related to the blending of k-ǫ and k-ω as defined in [Menter, 1994].
Decomposition of scales
For the uRANS turbulence treatment, the decomposition of Reynolds and Hussain
[1972] is applied herein, following the context defined in section 2.1. For a wake with
periodic shedding, the mean at constant phase xsy can be defined such that
s¯  s˜  xsy , (3.15)
s  xsy   s´. (3.16)
Therefore, the periodic component of turbulence, s˜s˜ (i.e. periodic Reynolds stresses)
could be obtained from the uRANS simulation results, as equal to the fluctuation in
xsy. This should not be confused with the modelled stresses resulting from random
fluctuations s´s´ (i.e. random Reynolds stresses) represented by µtr. The sum of such
two Reynolds stresses is the global Reynolds stress.
3.2.1.2 LES Turbulence Treatment
The turbulence treatment method applied in LES is based on resolving large scales
of the turbulence spectrum. A filtering technique is utilized to capture large eddy
structures that are energetic and problem dependent, while modelling the influence of
smaller flow scales that are assumed to be universal [Pope, 2000]. In this sense, LES
theoretically offers a middle ground between DNS and uRANS. The filtering approach
utilized in this thesis is an implicit filter, by which each grid cell acts as a filter width;
scales larger than the cell filter are resolved while those smaller are modelled by a
Sub-Grid Scale (SGS) model.
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Use is made of filtered continuity and Navier-Stokes equations that solve for the
resolved flow fluctuations, including the effect of the modelled SGS stresses:
Bρ
Bt
 
Bρu¯i
Bxi
 0, (3.17)
Bu¯i
Bt
 
Bu¯iu¯j
Bxj

B
Bxj
pψijq 
Bp
Bxi

Bτij
Bxj
, (3.18)
where, ψij is the stress tensor due to molecular viscosity and τij is the SGS stress
defined by
τij  ρuiuj  ρu¯iu¯j. (3.19)
SGS Model: The SGS stresses are modelled based on the Dynamic Kinetic Energy
SGS Model devised by Kim and Menon [1997], in which the turbulent viscosity µt is
calculated from the SGS kinetic energy ksgs by
µt  Ckk
0.5
sgs∆f , (3.20)
where ∆f is the filter size that is equivalent to the cube root of cell volume, and Ck is
a dynamically determined coefficient [Kim and Menon, 1997]. ksgs is defined as
ksgs  1{2

u2i  u¯i
2
	
. (3.21)
This type of SGS model does not assume local balance between the energy through the
grid filter scale and the dissipation of kinetic energy at small SGSs. Although this is
an eddy-viscosity SGS model, the SGS turbulent stresses can be presented by solving a
transport equation for SGS kinetic energy as applied in Yoshizawa and Horiuti [1985],
Menon et al. [1996] and Fureby [2000]. This is a dynamic model and has shown better
treatment of non-equilibrium flows as indicated by Jones and Clarke [2008], where the
model was applied on turbulent flow past a sphere. Also, for a turbulent flow around
a sphere, it was found by Kim and Menon [1997] that the Dynamic Kinetic Energy
SGS model showed similar results to the Dynamic Smagorinsky SGS model. Moreover,
the Dynamic Kinetic Energy SGS model does not require the use of wall functions to
specifically modify µt near the cylinder surface -in the case herein- provided that grid
resolution is fine enough.
Hence, the SGS stresses are calculated from
τij  p2{3qksgsδij  2Ckk
0.5
sgs∆fSij , (3.22)
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and ksgs is found by solving its transport equation iteratively with the flow equations,
Bksgs
Bt
 
Bu¯jksgs
Bxj

B
Bxj

µt
Bksgs
Bxj


 Cǫ
k1.5sgs
∆f
 τij
Bu¯i
Bxj
. (3.23)
The rate-of-strain tensor Sij is based on the resolved filtered velocity gradients. Ck
and Cǫ are model constants determined dynamically as developed by Kim and Menon
[1997]. When the boundary layer resolution is fine enough to resolve the laminar
sublayer, the wall shear stress τw is determined from the laminar viscosity such that:
τw  µu¯{y1, where y1 is the first cell’s height. Near wall resolution is made in this
thesis, such that the LES computations use no wall functions.
Grid Resolution: Despite the seeming advantage of LES over uRANS, the grid
resolution for LES is a crucial factor. By virtue of its filtering method, LES is a grid
dependent technique. Increasing the grid resolution leads to accurate predictions as
more flow scales are resolved. Criteria to judge the quality of LES are several. Bagget
et al. [1997] suggested that the grid size has to be at least ten times smaller than
large eddy scales L  k3{2{ǫ. Similarly, the time step size used in CFD simulations
has to be ten times smaller than the larger time scales t  k{ǫ. Other means include
the percentage of SGS kinetic energy to the total resolved kinetic energy. It has been
noted by Pope [2000] that an LES grid should be resolving 80% of turbulent scales,
leaving 20% modelled. Conversely, it is indicated by Davidson [2009] that the two-
point correlation method is recommended to decide upon the resolution requirement
for LES. Davidson also argued that neither the energy spectrum comparison, nor the
SGS energy percentage method is accurate. In this thesis, however, two methods are
used to assess the grid quality for LES: the SGS energy percentage method and the
comparison of grid size to the approximated Taylor length scales.
Computation of Reynolds Stresses: The results of the LES studies in this
thesis will include the mean and fluctuating velocity components. By virtue of the LES
filtering, the fluctuating velocities in the resolved areas are considered global (i.e.total)
Reynolds Stresses. Following the decomposition of a variable s in chapter 2, then
s  s  rs  s´. (3.24)
Hence, the global Reynolds stress component, uu, is equal to the fluctuation of (rs  s´).
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3.2.2 Structural Model
The VIV simulations undertaken in this thesis assume a circular cylinder represented
by a mass-spring-damper oscillator, with linear coefficients. The mcyl, c and ks are
the cylinder mass, damping coefficient and spring stiffness respectively, as used in the
equation of motion
mcyl:x  c 9x  ksx  Ffluidxdirection, (3.25)
in the drag direction, and
mcyl:y   c 9y   ksy  Ffluidydirection, (3.26)
in the lift (transverse) direction. The Ffluidxdirection and Ffluidydirection are the
calculated total fluid forces -normal and shear- on the cylinder surface from CFD
simulations. The cylinder is assumed a rigid body throughout all the simulations
undertaken in this thesis.
As undertaken in this thesis, when the cylinder is allowed to oscillate freely in the
computational water-tunnel, the above relations will be affected by a hydrodynamic
phenomenon, the added mass. The effect of the added mass results from the solution
of the cylinder-flow coupled system and is not part of the actual mass in the cylinder’s
equation of motion. Parameters for identifying the structural properties and their
relations are as follows:
 Specific mass:m  4mcyl.{pπD
2ρfluidlq, where l is the cylinder’s length.
 Mass damping:(mζ), ζ is the damping ratio that is related to the cylinder’s
damping coefficient by the expression: c  2ζ
a
ksmcyl.
The utilized computational approach couples the cylinder’s motion with the flow field
in an unsteady time marching simulation. The resulting behaviour of the cylinder
response is nonlinear, where the cylinder motion and fluid forces depend on one another.
The response is self limiting, in that the amplitude of displacement is always limited
to a certain maximum; that depends on the flow and structural conditions of the VIV
experiment [Blevins, 1994].
3.3 Computational Tool
The numerical simulations herein are carried out using a cell-centred finite volume
method. It is based on a multidimensional linear reconstruction scheme that per-
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mits use of computational elements with arbitrary polyhedral topology. This includes
fully structured quadrilateral, triangular or hybrid mixed meshes. The computational
domain is split into smaller sub-domains (made up of geometric primitives like hexahe-
dra and tetrahedra in 3-D, and quadrilaterals and triangles in 2-D), while discretized
governing equations are solved inside each of these portions of the domain. Numerical
schemes, utilized to predict the flow and temperature fields, will solve the governing in-
tegral equations for the conservation of mass and momentum, energy and other scalars
that belong to turbulence models. Further details on the finite volume method can be
found in devoted tests, as in Ferziger and Peric [2002]. Following the grid generation
step, a control-volume-based technique is used such that:
• The governing equations on the individual control volumes are integrated to
construct algebraic equations for the discrete dependent variables (unknowns)
such as velocities, pressure, temperature and conserved scalars.
• The discretized equations are linearized. Then, the resultant linear equation
system is solved to yield updated values of the dependent variables.
Values for variables at every cell are stored at its centre. Interpolation is required in
order that variable values are known at the faces / surfaces of each elemental cell.
The solver used is a pressure-based solver, wherein the constraint of mass conser-
vation is satisfied by solving a pressure-correction equation. In such way, the velocity
field -that is corrected by pressure- will have to satisfy the continuity equation. Fur-
thermore, the discretized fluid and heat flow equations are solved sequentially in a
segregated manner. Due to their nonlinearity and coupled feature, such equations are
solved iteratively in a solution loop as sketched on Fig. 3.2.
That a finite volume mathematical technique is used to discretize the computa-
tional domain into connected nodes, the general conserved integral form of any solved
equation -of scalar ϕ- for an arbitrary control volume V with face area Af takes the
form
»
CV

» t ∆t
t
ρ
Bϕ
Bt
dt


dV  
» t ∆t
t

»
Af
ρn  uϕdAf

dt 
» t ∆t
t

»
Af
n  pΓϕ
Bϕ
Bx
qdAf

dt 
» t ∆t
t

»
CV
SϕdV


dt. (3.27)
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Figure 3.2: A flow chart showing the sequential process of solving the flow equations
in the adopted code Ansys-Fluent.
Hence, the discretized form for the above on a given control volume becomes
Bρϕ
Bt
V  
Nfaces
¸
f
ρf~vfϕf  ~Af 
Nfaces
¸
f
Γϕ∇ϕf  ~Af   SϕV, (3.28)
where face velocities ~vf and diffusion coefficients Γϕ are integrated over the entire
number of cell faces Nfaces. Sϕ is a source term of scalar ϕ.
3.3.1 Spatial Discretization
The face values for the discretized equations are required for the diffusion and convec-
tion terms in Eq. 3.28. As far as the present work is concerned, a second order up-
wind, a blended central-differencing with upwinding and a bounded central-differencing
schemes were utilized. For the diffusion term, a central-differencing scheme is utilized.
Upwind Scheme
In the second order upwind scheme, quantities at cell faces are calculated based on
a multidimensional linear reconstruction approach [Barth and Jespersen, 1989]. A
second-order accuracy is achieved at cell faces through a Taylor series expansion of the
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cell centered solution about the cell centroid. Thus, the face value ϕf is computed
using the following expression
ϕf  ϕ ∇ϕ  ~r, (3.29)
where ϕ and ∇ϕ are the cell-centered value and its gradient in the upstream cell, and
~r is the displacement vector from the upstream cell centroid to the face centroid. This
scheme is used for the turbulence scalars for all uRANS simulations.
Blended Upwind Scheme
To add more numerical stability to central-differencing schemes, the Quadratic Up-
stream Interpolation for Convective Kinetics (QUICK) scheme was developed [Leonard
and Mokhtari, 1990]. QUICK-type schemes are based on a weighted average of second-
order-upwind and central-differencing interpolations of the variable. In the used code
herein, Ansys-Fluent, this scheme works on quadrilateral and hexahedral cells. The
scheme uses a three-point upstream-weighted quadratic interpolation for cell face values
as described in
ϕf  1{8

∆c
∆b  ∆c
ϕB  
∆b
∆b  ∆c
ϕC


  9{8

∆a   2∆b
∆a  ∆b
ϕB 
∆b
∆a  ∆b
ϕA


, (3.30)
where, each ∆ is the cell length for three consecutive cells (A, B and C); ϕf is the face
value at the face joining cells B and C. For the present thesis, the QUICK scheme is
used for velocities and density for all uRANS simulations.
Bounded Differencing Scheme
For the LES method of turbulence treatment, small scale velocity fluctuation is im-
portant to be resolved. Therefore, the upwind schemes are considered dissipative for
LES. An alternative used in the Ansys-Fluent solver is the bounded central differencing
scheme that is based on the work of Leonard [1991]. In the normal central differencing
scheme, at the face between cells 1 and 2, the face value for a scalar ϕ is calculated by
ϕf  1{2 pϕ1   ϕ2q   1{2 p∇ϕr,1  ~r1  ∇ϕr,2  ~r2q , (3.31)
where, ϕ1 and ϕ2 are cell centre values for cells 1 and 2 respectively. Also, ~r1 and ~r2
are the vectors originating from cell centres to the centre of the face f connecting cells
1 and 2 respectively. For such formulation of central differencing, there is a lack of
boundedness where unphysical wiggles are numerically produced during the solution
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[Ferziger and Peric, 2002]. This is a sort of numerical instability for LES calculations.
Hence, one way to avoid this problem in Ansys-Fluent, the central differencing is
blended with upwind differencing such that
ϕf  ϕf,upwind   pϕf,cdiff  ϕf,upwindq , (3.32)
provided that, the upwinding part is calculated as
ϕf,upwind  ϕ ∇ϕ  ~r. (3.33)
This scheme is utilized in all LES simulations carried out in this thesis. Previous
attempts have proven that similar second order differencing schemes, are suitable for
LES simulations for cylinder cross flow [Afgan, 2007].
3.3.2 Temporal Discretization
Due to the implied flow physics related to the bluff body flow in this thesis, all sim-
ulations are time dependent. Therefore, in addition to the spatial discretization, a
temporal discretization scheme is required for the governing equations. In Eq. 3.28,
every term must be integrated over a time step ∆t. If the spatial discretization is the
function F pϕq, the governing equation for ϕ becomes
Bϕ
Bt
 F pϕq . (3.34)
If the time derivative is discretized using backward differencing, a first-order accu-
rate temporal discretization becomes:
ϕn 1  ϕn
∆t
 F pϕq , (3.35)
and, the second-order accurate form is
3ϕn 1  4ϕn   ϕn1
2∆t
 F pϕq , (3.36)
where, n   1, n and n  1 refer to the time step at t ∆t, t and t∆t respectively.
For an implicit linearization, like that adopted in the Ansys-Fluent code for all the
present simulations, the time level is chosen at the future time level n   1; then a
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first-order implicit formulation for the quantity ϕ can be written as
ϕn 1  ϕn  ∆tF
 
ϕn 1

, (3.37)
and similarly, the second-order implicit formulation can be formulated by
ϕn 1  4{3ϕn  1{3ϕn1   2{3∆tF
 
ϕn 1

. (3.38)
To ensure the stability of the numerical calculations, and to offer accuracy for the
current CFD runs, the Courant number (or the Courant-Friedrichs-Lewy) is better to
be kept at around a value of 1. The Courant number is defined by the relation
CFL  max

U∆t
∆x
,
V∆t
∆y
,
W∆t
∆z


. (3.39)
3.3.3 Gradients and Pressure-Velocity Coupling
Gradients are required for the calculation of the convection and diffusion terms in Eq.
3.28. The current code uses the Green-Gauss theorem to calculate the gradient of the
flow variable, ϕ, at an arbitrary cell by the relation
∇ϕ 
1
V
¸
f
ϕfAf , (3.40)
where, the summation is made over all the cell faces; V and Af are the respective cell
volume and face area [FLUENT, 2010]. The average of the face value is obtained from
the arithmetic average of the cell based averaged nodal values, ϕn, such that
ϕf 
1
Nf
Nf
¸
n
ϕn, (3.41)
where, Nf is the number of nodes (n) connected to the face. The cell based averaged
nodal value ϕn is calculated from the weighted averaged of the surrounding cell values
as proposed by Holmes and Connell [1989] and Rauch et al. [1991]. For the second
order upwind scheme, gradient limiters are implemented in Ansys-Fluent based on the
work of Barth and Jespersen [1989]. That is to avoid spurious oscillation in the numer-
ical solution where the flow field experiences sudden local changes or discontinuities.
The gradient limiter attempts to maintain the monotonicity principle by prohibiting
the linearly reconstructed field variable on the cell faces to exceed the maximum or
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minimum values of the neighbouring cells.
For an arbitrary cell in the computational domain, the discretized form of Eq. 3.28
contains the unknown variables at the cell centre and the surrounding neighbouring
cells as follows:
apϕp 
¸
nb
anbϕnb   b, (3.42)
where, the index nb stands for the neighbouring cells. Also, ap and anb are the linearized
coefficients for the cell variable ϕp and the neighbouring cell variable ϕnb respectively.
The term b, is an independent coefficient resulting from the linearization process. The
linearized system of equations are then solved using a point implicit Gauss-Seidel solver
in conjunction with algebraic multigrid method as implemented in Ansys-Fluent code
[FLUENT, 2010]. For the discretization of the momentum equation, pressure has to be
interpolated at cell faces since pressure is also stored at cell centres in the collocated
scheme used in Ansys-Fluent. Two methods of pressure interpolation are used herein:
the body force weighted scheme and the PREssure STaggering Option (PRESTO)
scheme. In the former, face pressure is computed by assuming that the normal gradient
of the difference between pressure and body forces is constant. In the PRESTO scheme,
discrete continuity balance is used to compute the face pressure in similarity to the
procedure of staggered-grid schemes used with structured meshes by Patankar [1980].
For the discretization of the continuity equation, velocities needs to be interpo-
lated to cell faces; a procedure of Rhie and Chow [1983] is used where a momentum
weighted averaging is employed to avoid checker-boarding of pressure. As implemented
in Ansys-Fluent, a coupling between the pressure and the velocity fields has to be im-
plemented in order to ensure that the pressure field satisfies the momentum and mass
conservation at each cell [Ferziger and Peric, 2002]. Since the flow treated in this
thesis is incompressible, there is no connection between the pressure and the density;
hence, a pressure correction equation (i.e. Poisson’s Equation) has to be satisfied to
ensure continuity [FLUENT, 2010]. A pressure-velocity coupling based on the method
of Pressure-Implicit with Splitting of Operators (PISO) is used in the simulations car-
ried out in this thesis as proposed by Issa [1986]. A predictor-corrector algorithm with
skewness and neighbour correction is adopted in this scheme.
3.3.4 Solution Criteria
Numerical solutions herein are a product of an iterative process, where the set of lin-
earized equations are simultaneously solved. The iterative process is repetitive such
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that ‘convergence’ is attained for each conservation equation. Due to the inherent ap-
proximations in discretization and due to the finite memory of the computing machine
(round off), convergence becomes judged based on the residuals of each conservation
equation. For a linearized equation, the scaled residual Rϕ is defined for an arbitrary
flow variable ϕ by the relation
Rϕ 
°
cells |
°
nb anbϕnb   b apϕp|
°
cells |apϕp|
. (3.43)
A double-precision solver is used to minimize the effect of the round off error [FLU-
ENT, 2010]. For the simulations undertaken in this thesis, the maximum residual value
were taken to the order of 1  106 for all variables except for the pressure correction
(i.e. continuity) residue. For simulations involving the dynamic mesh model, the resid-
ual values had to rise to the order of 1  104 due to mass conservation difficulty
highlighted in section 3.3.6.
3.3.5 Dynamic Mesh Implementation
Different numerical techniques have been adopted, in the open literature, to enable the
simulation of a fluid-structure interaction problem. The approaches adopted can be
divided into two main categories: those where the structure is allowed to move freely
in a static mesh; and those where the fluid mesh deforms to match the location of
the structure’s boundary. Using a static mesh prevents the problem of complex mesh
deformation and the related adaptation / interpolation algorithms. As the structure
boundary location is independent of the mesh, there is much difficulty to obtain accu-
rate predictions of boundary layer scalars, velocities and stresses. An example of such
methods is the Immersed boundary methods that were used by Peskin and McQueen
[1980] and Yellin et al. [1981]. The second category, where the mesh is moving to match
the displacement of the structure, involves the use of Arbitrary Lagrangian-Eulerian
(ALE) formulation [Lesoinne and Farhat, 1998]. Although the ALE methods involve
certain approximations due to grid movement, it is thought of as relatively superior
to the static-grid methods in resolving the boundary layer, as seen in van Loon et al.
[2007].
As far as this research is concerned, Ansys-Fluent code adopts the ALE method.
The structure, here as a circular cylinder, acquires its motion from the integrated pres-
sure and shear stresses from the fluid domain, via the use of a user defined subroutine
(Appendix A). The method works with unstructured mesh elements that need to exist
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in the deformed mesh zone as shown on Fig. 3.3. Two dynamic meshing algorithms are
adopted: Spring-like smoothing; and re-meshing [FLUENT, 2010]. In turn, a minimum
and maximum cell size, and a maximum shape deformation (skewness) are defined, in
the dynamic mesh zone. Grid points are realized as springs with fictitious stiffness, so
that the cell location is obtained by
∆xm 1i 
°ni
j Bij∆x
m
j
°ni
j Bij
, (3.44)
where, the symbol x here is a vector that denotes the cell’s location in Cartesian
coordinates (X,Y) and B denotes the fictitious stiffness. The symbol n denotes the
number of nodes affected by the mesh deformation while m  1 indicates the location
of a cell in the updated time step. This equation is iterated among all cells affected
by the deformation until a convergence tolerance of 0.001 is achieved. Subsequently, if
the updated cell size or skewness is less or greater than the set limits, the cell would be
agglomerated or split ‘re-meshed’ respectively. A limit of 60% is an allowable deviation
for the cell’s shape from an equilateral triangle. The minimum cell size is 0.5% of the
cylinder diameter, while the maximum allowed cell size is 0.7% of the cylinder diameter.
Numerically, the ALE method is realised in Ansys-Fluent with a modification in
the momentum and continuity equations. The continuity equation is changed to
B
Bt
»
V
ρdV  
»
S
ρ p~v  ~vbq  ~ndS  0, (3.45)
where, the first term on the R.H.S is the integral over the control volume V with surface
s, while the second is an aggregation of fluxes integrated over each control surface of
a single cell. ~v is the velocity vector of the fluid, while ~vb is the velocity vector of the
cylinder surface. The formulation above needs a second crucial constraint called the
Space Conservation Law (SCL) as demonstrated by Farhat et al. [2001]. The space
conservation law, for each control volume, necessitates that
B
Bt
»
V
dV 
»
S
~vb  ~ndS. (3.46)
The general conservation equation, for a scalar ϕ, then becomes
B
Bt
»
v
ρϕdV  
»
s
ρϕ p~v  ~vbq  ~ndS 
»
s
Γϕ∇ϕ  ~ndS  
»
v
SϕdV. (3.47)
When cell deformation or re-meshing occurs, field values are derived by spatial in-
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terpolation; this would provide the initial values before iteration takes place at every
time step. The current code uses an Euler integration to update the location of the
cylinder as in the following equation: xm 1c.g  x
m
c.g   vc.g∆t. The vectors xc.g and vc.g
indicate the (X , Y ) values of the location of the cylinder centre of gravity, and its
velocities respectively. A fourth order Runge-Kutta integration scheme is used to solve
the cylinder equation of motion at every time step (Appendix A).
The coupling between the cylinder’s motion and the flow field is undertaken se-
quentially. The following steps explain how the coupling of fluid-cylinder works:
(a) The cylinder’s equation of motion is first solved, then the velocity of its centre of
gravity is fed to the solver, so that the cylinder’s boundary will be displaced. The
mesh is then deformed. Notably, the fluid force used for the cylinder’s equation of
motion is kept constant during the Runge-Kutta integration steps. The cylinder’s
equation of motion is not solved simultaneously with the flow equations.
(b) Sub-iterations are started by the solver within the time step until convergence is
achieved for all flow variables.
(c) Time marching to the next time step is done by a first order Euler backward implicit
scheme, as per the requirements of the dynamic mesh model in Ansys-Fluent. Tests
on a turbulent cylinder cross-flow were conducted to quantify the error in cylinder
surface pressure, comparing the second and first order time linearization. The first
order integration results in 1.1% and 12.2% overestimation of average drag and
fluctuating drag respectively, with respect to the second order time integration.
It also results in 1.5% underestimation of the fluctuating lift signal. However,
care is taken to maintain reasonable accuracy in time integration, such that the
maximum value of Courant number, does not exceed a value of two in the entire
computational domain.
The time step size is chosen to be at least three orders of magnitude less than the
cylinder’s oscillating period, in order to safely provide -as possible- stable and accurate
coupling, between the cylinder surface motion and the flow field. Notably, there is
no added merit in having a high order Runge-Kutta scheme with a low order time
linearization in the present studies. Such merit may be obtained in future development
of the dynamic mesh model, allowing for higher order time linearization.
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3.3.6 Numerical Issues
With the dynamic mesh model in place, there are some critical factors that help main-
tain a stable and convergent solution. The solution to the VIV application in hand
requires, inevitably, a converged solution at every time step; its implementation with
the ALE method used in the code Ansys-Fluent poses some challenges that are note-
worthy.
The approach used in Ansys-Fluent to couple the structure’s equation of motion
and the flow solution is called a partitioned approach [Forsythe and Mueller, 2008]. In
such approach, the structure’s equation and the flow equations are solved separately
but coupled together through the exchange of boundary conditions. As reported in
Mok and Wall [2001], the partitioned approach creates problems with convergence and
stability, whenever an incompressible flow is under investigation. Moreover, Mok et al.
reported that incompressible flows require a strong coupling, where the equations and
compatibility conditions (Geometric Conservation Laws) at the interface are converged
at every sub-iteration (per time step); typically around 10 sub-iterations. Therein, the
authors further suggested that incompressibility conditions -using pressure correction
methods- shall not be imposed. Rather, an artificial compressibility should be intro-
duced which imposes weak incompressibility in the limit of convergence [Chorin, 1967].
It could be inferred therefore that the instability caused by VIV coupling, is mainly
due to the fact that no energy equilibrium is achieved between the structure’s displace-
ment and the flow field. As occurred during the simulations herein, the instability
appears as unstable saw-tooth like pressure solution, that gradually causes the sim-
ulation to diverge. Furthermore, in a recent user meeting forum in the Fraunhofer
Institute ([Krittian et al., 2008]), it was noted that the increase of the structure’s stiff-
ness or specific mass, would damp the system and would decrease the instabilities in
the pressure field. It was also reported that for a given spring stiffness, there is a min-
imum specific mass below which instabilities become very likely to occur. According
to this report, the instability in general is more pronounced in fluids with relative high
density. Hence, for the same structure, instabilities are more likely to occur in water
than in air.
As for the method of pressure interpolation used in this thesis, it was found that the
pressure interpolation schemes do make a great difference in the robustness of achieving
a converged solution. It has been noticed herein that the use of the Pressure Staggering
Option (PRESTO) scheme, that uses a formulation similar in nature to that used for
staggered grids, does not work efficiently during the cylinder’s oscillations and requires
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longer iterations for convergence. A body-force weighted or a second order scheme for
pressure interpolation, show efficient and more stable solutions.
As found by the author, the following measures proved conducive to a stable sim-
ulation of coupled VIV in Ansys-Fluent, using the dynamic mesh model:
• The artificial compressibility, especially in low mass-damping structures, is in-
evitable for damping the pressure instabilities. This is achieved by introduc-
ing a relation between the fluid density and the pressure change as follows:
ρ  ρref{ r1 pdp{Eqs, where, E is the fluid’s bulk modulus and ρref is the
reference density of the incompressible fluid. Also, the speed of sound (a) in the
incompressible fluid needs to be defined as a 
a
r1 pdp{Eqs
a
pE{ρref q. No-
tably, even with such modification, the Mach number does not exceed 0.1 in all
the studies undertaken in this thesis. Thus, the flow is treated as incompressible.
• The pressure correction equations shall be under-relaxed significantly down to
0.2 in order to maintain a stable pressure solution.
• There should be a careful choice of deforming mesh parameters in order to ensure
a stable pressure solution. Highly skewed cells induce pressure instability.
3.4 Validation for the Dynamic Mesh Model
3.4.1 Methodology
The use of the Dynamic Mesh Model (DMM) in the present simulation code introduces
solution approximations. While the flow-induced oscillation causes the mesh around
the cylinder to deform, spatial interpolation is carried out to find the solution at the
centre of each deformed cell. The accuracy of such numerical treatment is accessed in
this section by a simple application to a channel flow. The choice of the channel flow
stems from the availability of data and the relative steadiness of the flow field compared
to a bluff body wake. The objective of this rather non-exhaustive validation attempt
is to observe the change in the streamwise velocity distribution in the boundary layer.
The validation is designed to test a typical laminar and turbulent boundary layer
in a channel flow. Reference is made to benchmarks in the open literature [Wei and
Willmarth, 1989; White, 2006]. The test section resembles a fully developed flow
inside a channel that is approximated by a 2-D domain as seen in Fig. 3.3a. The
bottom edge of the domain is set as a non-slipping wall, while the upper edge is a
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symmetry boundary. The inlet -on the left- is set in a periodic condition with the
outlet at the right; cells at the inlet are considered neighbours to their counterpart
at the outlet, such that a cyclic condition takes place. For the periodic condition, a
constant mass flow is specified, such that the laminar Reynolds number equals 246.5,
while the turbulent Reynolds number equals 4108.44. Such arrangement of mass flow
rate implies a constant pressure drop across the simulation domain [FLUENT, 2010].
The Re is based on the centreline velocity of the channel and the half of its full height.
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Figure 3.3: Grid setup for the DMM test case. (a) The overall domain; (b) A close up
to show the mesh stretching taking place. The circular fluid zone undergoes a prescribed
sinusoidal motion.
The mesh was designed so as to capture the finest detail of the turbulent boundary
layer with a Y   value of one along the wall boundary. As seen in Fig. 3.3a, a square
section of triangular cells is placed at the middle of the channel domain, where DMM is
to be activated. In that square section, a circular region of cells -that still belongs to the
fluid domain- would be given a sinusoidal oscillation in the vertical direction. Hence,
the triangular cells are to be deformed accordingly like what appears in Fig. 3.3b.
For turbulence treatment, a two equation model of k  ω SST model is utilized. For
discretization, a Body-force weighted scheme is used for pressure correction equation;
QUICK scheme is used for Navier-Stokes equations, and the second order upwind
scheme is used to discretize the scalar equations for the turbulence model.
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3.4.2 Results
Fig. 3.4a shows the results of the laminar flow boundary layer compared to a Poiseuille
flow relation: u  Ufs r1 py
2
{h2qs, where Ufs is the free-stream velocity, h is half
of the channel height and y is the distance from the bottom wall. An expected devia-
tion of velocity distribution is seen for the laminar boundary layer. The interpolation
undertaken by the code, during the ALE calculation, has an effect. However, careful
choice of permissible limits of grid deformation would minimize grid distortion. The
comparison seen here, however, show accepted predictions within a reasonable error
margin. Similar observation could be made for the turbulent boundary layer shown
in Fig. 3.4b. The turbulent velocity profile for the boundary layer is compared to
empirical and DNS relations, of the laminar sub-layer and the law of the wall [White,
2006]. For the laminar sub-layer, u   y , while the law of the wall is taken from DNS
results of Kim et al. [1987] as follows:
u   2.5 ln y    5.5, (3.48)
u   u¯{v, (3.49)
y   yv{ν (3.50)
where v is the wall friction velocity that equals:
a
τw{ρ, while u¯ is the mean streamwise
velocity. Discrepancy is seen in the slope of the log law region (y  ¡ 30) by inspection
of Fig. 3.4b. The turbulent boundary layer in this example is three dimensional, of
which reproduction is difficult with a turbulence model relying on 2-D approximation.
It is noteworthy here that the deviation from the benchmark profile is influenced by
the errors brought about by the use of turbulence modelling. However, the comparison
between the profiles of the static grid and the DMM grid shows small differences caused
by DMM activation. Although the laminar test seems sufficient for observing the spatial
interpolation errors resulting from the DMM, the turbulent boundary layer comparison
is meant to show the effect of the DMM on the solution, given the additional turbulence
scalars involved in the solution.
For that cell distortion herein was manageable -as the motion of the dynamic zone
was prescribed-, one would expect uncontrolled levels of distortion for a typical example
of a flow-driven structural motion. Subsequently, it is advised that a moving boundary
(e.g. a cylinder surface) be covered with a layer of non-deformed cell region, so that
both the surface and that region move together. In all the VIV simulations undertaken
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herein; a boundary layer region is meshed around the circumference of the cylinder,
and oscillates with the cylinder at the same speed. Hence, cell deformation is avoided
in that boundary layer zone.
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Figure 3.4: Results for laminar (a) and turbulent (b) channel flow boundary layer.
Comparison is made to show the effect of the DMM on the velocity profile. Experimental
values are taken from [White, 2006]
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Chapter 4
Simulations for Static Cylinder
Cross-Flow
4.1 Introduction
Consequent to the computational methodology behind the present research, the aim
of the present chapter is to provide a first step validation of the computational ap-
proach; hence, assessing the accuracy with which various claims in the present thesis
are brought about. Due to the increasing use of CFD in industrial and research arenas,
the notions of validation (modelling accuracy) and verification (numerical schemes’
accuracy) have become increasingly important. Any CFD code would have its own
uncertainty coupled to code assumptions, boundary conditions, numerical schemes or
physical models. Oberkampf and Roy [2010] present a good reference that highlights
recent advances in determining the accuracy of CFD computations.
This chapter presents a simulation of a cross-flow over a static cylinder. That the
natural flow physics of the flow past a static cylinder are complicated and dependent on
several laboratory conditions, the careful choice of benchmark data for CFD validation
is very important. The choice of benchmark examples herein is made to satisfy the
main research objectives, while providing enough data is available for validation.
The test cases presented herein are categorised in two main sections: low Reynolds
number studies at Re  4000 and high Reynolds number studies at Re  140, 000.
Simulation results are compared to experimental benchmarks where global quantities
(e.g. lift, drag, separation angle) in addition to wake statistics are examined. With
limitations, the following aspects are investigated:
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• Computational domain representation: 2-D and 3-D modelling.
• Turbulence treatment: differences between uRANS and LES approaches for tur-
bulence. This is confined to Re  140, 000 test cases.
• Effect of cylinder shape: An elliptical geometry is compared to a circular one
for the cylinder shape. This is confined to Re  140, 000 test case with uRANS
turbulence modelling.
4.2 Description of Test Cases
Simulations are undertaken for single cylinders with computational domains that are
comparable to the benchmark attempts chosen. For the low Re flow, the benchmark
data are taken for Re  3900 as follows:
• PIV measurements of Lourenco and Shih, as reported in Beaudan and Moin
[1994].
• LES predictions of Kravchenko and Moin [2000], and that of Ong and Wallace
[1996].
• DNS predictions of Ma et al. [2000].
In such benchmarks, flow over a circular cylinder is established with minimal blockage
and negligible turbulence intensity in the flow upstream of the cylinder. Conversely, for
the high Re flow, the benchmark studies have considerable difference in the blockage
and aspect ratio. All are taken for Re  140, 000 as follows:
• Flying-hot-wire anemometer measurements of Cantwell and Coles [1983].
• PIV data of Perrin et al. [2006].
• LES predictions of Breuer [2000].
For the low Re case, several 2-D uRANS studies are undertaken at Re  4000,
providing an assessment of grid spacing on the numerical predictions, while keeping
the same turbulence model, numerical schemes and boundary conditions. Conversely,
simulations for the high Re start with 2-D and 3-D uRANS studies at Re  140, 000.
For such uRANS studies, several 2-D and 3-D grids are tested to assess the influence of
grid density on the uRANS predictions. At the same Re, the various flow variables are
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obtained for an elliptical cross-section of the cylinder in comparison to their counterpart
of the circular shape. The study of the cylinder shape, however, is not intended for
an extensive parametric study, and is mentioned herein for a minor demonstration.
Furthermore, two different grids are tested with the LES approach applied on a circular
cylinder at Re  140, 000.
4.3 Numerical Setup
4.3.1 Grid Structure and Resolution
The CFD model has a domain with a rectangle cross-section as that shown in Fig. 4.1.
Both 2-D and 3-D grids share the same rectangular shape in the streamwise-transverse
plane, where, the domain extends 3.5 diameters upstream of the cylinder, 8.5 diameters
downstream and 9 diameters from the top to the bottom sides. This translates into
a blockage ratio of 11.1%. For 3-D test cases, where Re  140, 000, span distances
of two and four are considered. The choice of the span distance has been determined
based on spanwise correlation findings of Cantwell and Coles [1983] for Re 140, 000;
in their study, a span-to-diameter ratio of two was found sufficient. Moreover, it is
fair to acknowledge that domain extensions in both X and Y coordinates in Fig. 4.1
do affect forces and shedding frequency as highlighted by Zdravkovich [2003]. Such
influence will be considered in the discussion of the results in the present chapter.
Anagnostopoulos [1997] has provided a relation to correct what he called numerical
blockage; this relation was applied to his range of Re that is lower than the range used
in this thesis. As far as the present simulations are concerned, none of the flow and force
variables predicted are corrected. As shown in Fig. 4.2, the grid topology comprises
structured quadrilateral elements in the boundary layer zone around the circumference.
This layer moves as a single entity with the cylinder when oscillating. It is designed to
resolve adequately the laminar sublayer without the need for turbulence wall functions.
In low Re test cases with 2-D grids, the cells adjacent to the cylinder boundary satisfy
a maximum circumferential wall non-dimensional distance Y   of four, while for other
high Re tests, the maximum Y   value is one (Fig. 4.3a). The cell size transition ratio
in the radial direction has a maximum of 1.17 in all of the tested simulations. The
Y   value is defined as Y    yv{ν, where y is the distance of the first cell centre
from the wall boundary, ν is the kinematic viscosity and v is the wall friction velocity
defined as: v 
a
τw{ρ. This quadrilateral (or hexahedral in 3-D) structured zone is
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Figure 4.1: A three dimensional view of the computational domain. The case above
is for a cylinder with an elliptical end and a span of two diameters.
followed by unstructured triangular (or pyramidal in 3-D) elements for what is termed
the ‘dynamic mesh zone’; such unstructured zone is essential for the dynamic mesh
motion that is incorporated for the VIV studies. The remaining of the domain is
meshed with structural quadrilateral/hexahedral cells. Constructed grids for low Re
studies are listed in Table 4.1, where four 2-D studies are undertaken with uRANS
modelling. Grid studies for high Re are listed in Table 4.2, where five 2-D and four
3-D uRANS modelling studies are undertaken, together with two LES studies.
In terms of grid resolution, uRANS grids are constructed to achieve a resolution in
the wake, such that a single cell size is less than one tenth of the integral length scale
computed by k1.5{ǫ. This is made to ensure that the uRANS predictions resolve the
periodic energy-containing structures in the wake. An assessment of the LES turbulent
viscosity generation at the boundary layer is shown in Fig. 4.3b. Having such low
generation of µt at the adjacent boundary is indicative that the laminar sublayer is
captured; hence, wall functions are not employed. Another way to assess the grid
resolution is to compare the individual cell size to the local Taylor scale1. According
1The cell size is approximated as the cube root of the cell volume. The calculation of k and ǫ has
been undertaken by solving a k-ǫ model on grid ‘LES-1’. Resorting to an a priori solution of k-ǫ model
is an approximation since turbulence is approximated by a single time and length scales. According
to Bouhadji et al. [2003], the non-equilibrium turbulence reduces the Taylor scale (k1.5{ǫ) by a factor
of 0.22.
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to Pope [2000], Taylor length scale can be calculated by the following relation
λT 
?
10

ρk2
µtǫ


0.5
k1.5
ǫ
. (4.1)
Fig. 4.4a shows the ratio of cell size to the Taylor scale for grid ‘LES-1’ used in
Table 4.2. As LES is essentially intended to resolve eddies in the inertial range, a grid
comparison against the much smaller Taylor scale gives a reasonable assessment of grid
resolution. The instantaneous calculation in Fig. 4.4a shows that grid sizes at their
worst states, are within an order of magnitude from the Taylor scales. Additionally,
for the LES cases, the a posteriori assessment of the grid filter is conducted on the
coarser of the two tested grids as shown on Fig. 4.4b. The assessment suggests that
the modelled part of turbulent scales reaches a maximum ratio of 24% of the total
turbulent fluctuations.
4.3.2 Boundary Specification
The inlet section of all the domains has a constant velocity applied uniformly. In LES
test cases, the inlet has no perturbations to allow a fully laminar approaching flow to
the cylinder surface. For the uRANS cases, however, the inlet is ascribed low turbulence
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Figure 4.2: A typical grid structure for all the test cases. A close up on the boundary
layer mesh is shown.
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Table 4.1: Computational grid structure for sensitivity analysis - Low Reynolds Number
Test Cases. Grids 2L1  4 represent the 2-D studies. All studies are carried out with
uRANS modelling
Grid Grid
Points
Cylinder’s 1st cell
x{D,y{D, z{D
Wake X,Y,Z
elements
Radial cell
size increase
ratio
2L1 10, 670 1.9%, 0.8% 45, 64 1.13
2L2 21, 550 1.9%, 0.4% 68, 118 1.1
2L3 22, 338 1.9%, 0.4% 58, 130 1.1
2L4 32, 702 0.96%, 0.2% 58, 130 1.1
intensity of 0.6% to set a small value of turbulent viscosity µtr. Also, a no-slip adiabatic
condition is specified for the cylinder surface that is assumed to be perfectly smooth. At
the outlet boundary a fixed pressure value is maintained, while all other flow variables
are extrapolated from the interior, similar to a Dirichlet condition. There are no
restrictions, hence, on the flow gradients at the outlet boundary. Symmetry condition
is applied at the top and bottom boundaries. Moreover, in case of the 3-D domains, the
domain sides at each end of the cylinder are specified as symmetry sides, thus leaving
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Figure 4.3: Boundary layer resolution for the high Re test cases (i.e., Re  140, 000).
(a) Time averaged value of Y   around the upper circumference of the static cylinder,
taken at middle span. (b) Time averaged turbulent viscosity ratio around the cylinder
boundary (first row of cells). The values displayed in (a) and (b) are for the LES-1 grid.
Other grids used for high Re have similar Y   distribution where the maximum does not
exceed 1.0.
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Figure 4.4: Grid assessment for the high Re test cases (i.e., Re  140, 000). (a) Con-
tours showing the ratio of individual cell size to local Taylor scale in the near wake. The
calculation is shown for an instantaneous simulation time. (b) A contour plot showing
the ratio of SGS kinetic energy to the LES resolved kinetic energy. The values displayed
in (a) and (b) are for the LES-1 grid.
no imposition of sectional correlation at either side. While the outlet boundary does
not offer treatment for reflections, static pressure based quantities calculated herein
indicate negligible effect of any reflection, such as, spurious pressure fluctuations. Such
observation on pressure reflections has been also noted by Afgan [2007] in a similar
CFD study.
4.3.3 Flow Model
For the uRANS approach, low Re simulations generally utilize the k  ǫ two equation
turbulence model with realizable formulation, while the kω SST turbulence model is
utilized for high Re predictions. Conversely, the SGS treatment for the LES simulations
carried out herein, involves the use of the Dynamic Kinetic Energy SGS model of Kim
and Menon [1997].
4.4 Results and Discussion
CFD model predictions for several flow variables affecting the cylinder and its wake
are presented in this section. Low Re predictions are displayed and discussed first,
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Table 4.2: Computational grid structure for sensitivity analysis - High Reynolds Num-
ber Test Cases. Grids 2H1 5 represent the 2-D uRANS studies, whereas grids 3H1 5
represent the 3-D uRANS studies. Last two grids in the table are for LES studies
Grid Grid
Points
Cylinder’s 1st cell
x{D,y{D, z{D
Wake X,Y,Z
elements
Radial cell
size increase
ratio
2H1 28, 626 0.82%, 0.006% 64, 65 1.135
2H2 43, 232 0.065%, 0.006% 64, 65 1.109
2H3 13, 115 1.9%, 0.016% 50, 56 1.165
2H4 31, 686 0.96%, 0.008% 50, 64 1.165
2H5 39, 918 0.96%, 0.008% 58, 135 1.165
3H1 277, 874 1.9%, 0.016%, 8.3% 50, 56, 13 1.165
3H2 840, 717 1.27%, 0.016%, 5.5% 70, 77, 20 1.1
3H3 1, 335, 847 1.1%, 0.016%, 4.7% 85, 95, 23 1.08
3H4 2, 161, 391 0.96%, 0.016%, 4% 95, 125, 30 1.07
3H5 
Elliptical
1, 461, 924 1.27%, 0.016%, 5.5% 85, 95, 23 1.073
LES-1 1, 013, 868 1.3%, 0.016%, 5.5% 70, 77, 36 1.1
LES-2 2, 161, 391 0.96%, 0.016%, 4% 125, 95, 50 1.07
followed by predictions obtained by high Re simulations.
The time averaging and the scale decomposition for the various flow variables, are
undertaken statistically, by employing the computer code exhibited in Appendix B.
This method is applied for all the results presented in this thesis.
On a figure presentation matter, for the results shown for wake cross-sections at
different x{D, the curves are shifted against each other for clarity and compactness.
The amount of shift varies and equals the difference in the Y-axis variable taken at the
minimum y{D value. The shift at the minimum y{D is referenced to either a value of
1 (as for U{Uin) or a value of zero as for the rest of the plotted variables.
4.4.1 Low Re Studies
4.4.1.1 Global Quantities
Grid sensitivity studies are shown in Table 4.3. It is shown that minute differences
exist among the various shedding and wake parameters for the 2-D studies. The only
exception, however, is for the separation angle that is usually overpredicted. The
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linear eddy viscosity model used in this study assumes that turbulence kinetic energy
production is in phase with strain rate. Hence, a high strain rate downstream of the
stagnation point produces an unphysical turbulent viscosity, which in turn increases
flow speed causing delayed separation. Among the 2-D grids tested, the maximum
deviation of a certain variable from its experimental counterpart, is exhibited by the
average drag force for grid 2L1. This difference amounts to 5.5%, and decreases when
the grid is refined as inferred from Table 4.3. For better computational efficiency
out of the tested grids, the following discussion exclusively concentrates on grid 2L1,
regarding the detailed wake predictions in this section, and the VIV details analysed
in the following chapter.
Table 4.3: Parametric comparison of grid sensitivity for low Re. The experimental
range is taken from different sources as reported in Kravchenko and Moin [2000]
Grid Cd C´d Cpbase θ
o
s Lrec{D C´l St
2L1 1.0 0.0046 0.95 92.0 1.55 0.304 0.215
2L2 0.974 0.006 0.95 90.0 1.6 0.32 0.217
2L3 0.947 0.0045 0.95 90.1 1.6 0.29 0.212
2L4 0.96 0.005 0.885 91.0 1.6 0.3 2.16
3L1 1.442 0.051 1.574 91.402 1.1335 1.11 0.22
Exp.
Range
0.990.05 n/a 0.880.05 86.0 2 1.4 0.1 0.250.35 0.215 
0.005
4.4.1.2 Wake Statistics
In Fig. 4.5 the time averaged streamwise centreline velocity is displayed as compared
to the PIV measurements of Lourenco and Shih -reported in Beaudan and Moin [1994]-
and to LES results of Kravchenko and Moin [2000]. Based on the zero averaged ve-
locity, the 2-D predictions shown here regarding the extent of the recirculation zone
favourably agree with the experimental measurements. There is a deficit however, in
the prediction of the averaged velocity in the recirculation zone that is attributable to
the 2-D assumption which allows no dissipation of shear to proceed in the spanwise
direction. This creates a lower base pressure pulling the velocity profile towards the
base of the cylinder. Furthermore, the approach adopted for turbulence modelling here
does not allow for adequate transition to occur; consequently, shear layers transition
quickly to fully turbulent flow. As was noted by Kravchenko and Moin [2000], their
B-spline LES simulations differed from their experimental counterpart due to the grid
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Figure 4.5: Time averaged streamwise velocity (U ) at the centre-line of the domain,
or at y  0, normalized by the free stream velocity. Benchmarks are the experiments of
Lourenco and Shih in [Beaudan and Moin, 1994] and the LES predictions of Kravchenko
and Moin [2000]
resolution. They attributed this to the longer recirculation zone, arising due to early
transition in the experiments performed by Lourenco and Shih. Averaged streamwise
velocity profiles taken at wake cross-sections are shown on Fig. 4.6. There is a good
agreement both in the pattern and quantities between the predictions and the exper-
imental results of Lourenco and Shih, especially in the near wake. Two DNS studies
were performed by Ma et al. [2000], one with a wide span of 2πD and another with a
narrower span of πD. Their wider span predictions show exact agreement with those of
Lourenco and Shih, however, here only the narrower span results are shown to display
the effect of span length on the results. The discrepancy at 2.02D downstream -for
DNS results by Ma et al. [2000]- was based on the spanwise length of the domain.
Averaged transverse velocity predictions are plotted in Fig. 4.7, against LES com-
putations and experimental measurements of Ma et al. [2000] and Lourenco and Shih
(in Beaudan and Moin [1994]) respectively. Measurements of Lourenco and Shih should
be taken with caution as there was more than 50% experimental uncertainty in the
transverse direction, as mentioned in [Ma et al., 2000]. The current uRANS predic-
tions show fair agreement with the LES results, especially as the downstream distance
increases. There is an under prediction of the averaged transverse velocity that is at-
tributable to wake damping, achieved by the overprediction of turbulent viscosity. On
the contrary, the 2-D assumption has caused less spanwise dissipation due to which,
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Figure 4.6: Normalized U at x{D  0.58;1.06;1.54;2.02 (from top to bottom) respec-
tively. Symbols are from [Beaudan and Moin, 1994], solid line for x{D  0.58 is from
[Kravchenko and Moin, 2000] (LES), while the rest of solid lines are from [Ma et al.,
2000] (DNS). Dash-dot line is from the author’s CFD predictions.
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Figure 4.7: Normalized V at x{D  1.06;1.54;2.02;3.0 (from top to bottom) respec-
tively. Symbols are from [Beaudan and Moin, 1994] (squares) and from [Ong and Wallace,
1996] (diamonds); solid lines are from [Ma et al., 2000] (LES). Dashed line is from the
author’s CFD predictions.
interestingly, these predictions at a station 3.0D downstream show better agreement
with experimental values obtained by Ong and Wallace [1996].
Turbulent and periodic wake flow around the cylinder are herein decomposed into
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Figure 4.8: Normalized u˜u˜ and v˜v˜ at x{D  1.06;2.02;3.0 (from top to bottom) respec-
tively. Symbols are from [Beaudan and Moin, 1994] (Global); solid lines are from [Ma
et al., 2000] (LES-Global); Dashed line is from [Ma et al., 2000] (LES-Periodic). The
Dash-Dot line is from the author’s CFD predictions.
three velocity components as first proposed by Reynolds and Hussain [1972]. In their
DNS studies, Ma et al. [2000] were able to quantify the contribution from the coher-
ent motion -emanating from vortex shedding- to the mean flow and to the Reynolds
stresses. As far as these predictions are concerned, the random contribution is modelled
and is not quantifiable by virtue of the unsteady RANS assumption adopted for tur-
bulence modelling. The approach to identify phase averaged or periodic contribution
relies on obtaining the global average over reasonable shedding cycles -17 cycles in this
study- for each and every mesh point in the domain. Then, these global averaged val-
ues are subtracted from the instantaneous values of the flow field to yield the periodic
component; this was performed over 10 shedding cycles. The periodic motion in the
sense of unsteady RANS computation is considered as resolved large eddy motion. In
this context, the smaller the incremental time step the more resolved the periodic mo-
tion becomes. The grid sizing is designed such that the largest cell size in the domain
is with a ratio of 1:36 from the integral scale calculated by the relation k1.5{ǫ.
Predictions for the resolved periodic streamwise, transverse and shear Reynolds
stresses are shown in Figs. 4.8 and 4.9 respectively. Comparisons are made against
the experimental measurements of Lourenco and Shih and DNS results for case III of
Ma et al. Fair agreement is generally observed -comparing the periodic part of the
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Figure 4.9: Normalized u˜u˜ at x{D  1.06;2.02;3.0 (from top to bottom) respectively.
Refer to Fig. 4.8 for caption, except that symbols here are only from [Ong and Wallace,
1996].
stresses -with DNS decomposition of Ma et al., especially as one moves downstream
in the wake, as in Fig. 4.8. Due to the fact that the current predicted circulation
length is longer than that of the DNS case of Ma et al., (equal to 1D), an under
prediction of the resolved streamwise stress at 1.06D downstream is observed. This
channel location lies almost at the centre of the predicted recirculation bubble, while
the channel is at the end of the recirculation bubble in the DNS case. In case of the
transverse resolved stress, the computational results in Fig. 4.8b are generally under
predicted, as compared with the experiments. Even if accounting for the differences in
the recirculation length -after which the maximum transverse periodic stress occurs-,
the plot shows that the under prediction of the transverse component reaches more
than 50%. This is in line with the results regarding the overprediction of turbulent
viscosity values mentioned earlier. Fig. 4.9 shows good agreement of the resolved
shear stress only at the 2.02D channel downstream. Here, the measurements of Ong
andWallace [1996] are obtained from the literature to provide for the shear comparisons
as shown by symbols in the figure. The under prediction at 1.06D is again due to a
mismatch of the recirculation bubble, while the considerable overprediction at 3.0D
is due to the longer recirculation length after which comes the region of high shear.
The overpredicted turbulent viscosity acts to confine the wake, and that is eventually
responsible for reduced spreading in the transverse direction as seen in Fig. 4.8, where
the curves depart from their zero value. This confinement would limit the mixing of
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free stream and would increase the cross-correlation of the two velocity components.
4.4.2 High Re Studies
Comparisons with lab-based experiments are made against the results of Cantwell and
Coles [1983] taken by hot wires and Perrin et al. [2006] taken by Particle Image Ve-
locimetry (PIV). It is in the author’s knowledge that these two experiments are the
only published attempts with wake measurements at such high Reynolds number of
140, 000. The span-to-diameter ratios, blockage ratios and inlet turbulence intensi-
ties are p25, 4%, 0.6%q and p4.8, 20.8%, 1.5%q in both experiments respectively. The
experimental configurations of both experiments are primarily responsible for their dif-
ferences as discussed by Perrin et al. [2006]. It is noteworthy that comparing these two
experiments, with difference in the blockage ratio, is a critical matter. The claim for
the CFD simulations herein is that, while the boundary conditions assume an infinite
span and negligible blockage, an unphysical (numerical) blockage is likely to occur, as
observed in [Anagnostopoulos, 1997]. Therefore, the comparison to Perrin et al. [2006]
experiment shall not be ruled out without reservation. In fact, Perrin et al. compared
cautiously their results against that of Cantwell and Coles.
Meanwhile, each of the benchmark experiments above relied on conditional sampling
which is influenced by ‘phase jitter’. As noted by Cantwell and Coles [1983], and
with more details by Perrin et al. [2006], the conditional sampling results in an under
estimation of the coherent/periodic contribution in turbulent stresses. Perrin et al.
re-extracted phase information by Proper Orthogonal Decomposition (POD) allowing
the phase angle to be taken directly from the velocity fields rather than by comparison
of a pressure signal taken on the surface of the cylinder. It is inferred from Perrin et al.
[2007] that up to 40% under-estimation and overestimation can result in the periodic
and random turbulence respectively. However, as the complete data for POD results
by Perrin et al. [2007], are not available to the author, all the benchmark data are
taken by conditional sampling as described in [Cantwell and Coles, 1983; Perrin et al.,
2006].
As far as alternative benchmark candidates are concerned, there are pioneering
good sources of numerical data from a DNS attempt of Dong and Karniadakis [2005]
at a Reynolds number of 10, 000, and one LES study of Breuer [2000] at exactly the
same Reynolds number studied herein. However, the data presented at each of those
numerical benchmarks are limited, compared to what is offered in the experimental
benchmarks above mentioned. Due to the similarity in Reynolds number, reference to
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the results of Breuer [2000] will be made when applicable; data in Table 4.4 is for grids
using dynamic SGS model [Breuer, 2000].
4.4.2.1 Global Quantities
2-D uRANS Studies: Grid sensitivity studies are shown in Table 4.4. Grids 2H15
are made for uRANS 2-D studies, while for the LES studies two grids are used. It is
shown in Table 4.4 that the flow variables are very sensitive to grid resolution, and
that insufficient circumferential grid points result in significant differences in all the
reported shedding and wake parameters. The linear eddy viscosity model as applied in
the uRANS method assumes that turbulence generation is in phase with strain rate;
hence, a high strain rate downstream of the stagnation point produces an unphysical
turbulent viscosity, which in turn delays the separation. A consistent overprediction
of the Strouhal number (St) in the uRANS runs is related to the overprediction of the
separation angle. It is also related to the absence of shear layer transition, dictated
by the turbulence model, that assumes a fully turbulent shear layer. In addition,
the assumed perfect span-wise correlation owing to the 2-D assumption affects the
shedding phenomenon. Subsequently, the uRANS lift force -which causes the cylinder’s
motion in this work-, is overpredicted. However, its value here should be compared to
sectional lift values not overall values reported in Table 4.4, for overall values depend
on span length; more on this matter could be found in [Norberg, 2003]. In light
of the 2-D assumption, grids 2H1 and 2H2 show reasonable values for forces and
vortex frequency. Other 2H grids overpredict the St. Although other 2H grids display
low values for lift force and high values of base pressure -that are incidentally closer
to experimental observations-, such results do not agree with the perfect spanwise
correlation assumption that reasonably leads to higher lift force and lower base pressure.
It appears that the boundary layer resolution is crucial for enhanced predictions of
forces and vortex shedding. Perhaps the controversy here is that 2H1 grid shows
better global quantities than 2H2 grid, which has more than twice as much nodes
around the circumference. As the difference between 2H1 and 2H2 is not drastic, grid
2H1 is chosen for uRANS predictions compared to benchmarks in this section.
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Table 4.4: Parametric comparison of grid sensitivity for high Re. Grid 3H1Asp4 indicates a span distance of four diameters,
and it has the same grid distribution per span length as that of 3H1Asp2. Experiments A and B refer to references [Cantwell
and Coles, 1983; Perrin et al., 2006] respectively. The experimental range is taken from reference [Zdravkovich, 1997] except for
Cd that is from [Cantwell and Coles, 1983]. Values are not corrected for experimental setup
Grid Cd C´d Cpbase θ
o
s Lrec{D C´l St
2H1 1.1 0.1 1.37 85.4 1.06 1.0 0.23
2H2 1.25 0.1 1.5 91 1.1 1.32 0.238
2H3 0.94 0.123 1.25 90 1.1 0.92 0.27
2H4 0.86 0.042 1.0 84.4 1.49 0.402 0.25
2H5 0.86 0.069 1.1 85.7 1.35 0.545 0.255
3H1 Asp2 0.822 0.0484 0.95 87.0 1.43185 0.48 0.26
3H1 Asp4 0.839 0.047 1.0 88.06 1.3 0.52 0.25
3H2 0.9235 0.048 1.057 84.676 1.3535 0.57 0.26
3H3 0.9413 0.0387 1.06 83.6 1.381 0.553 0.246
3H4 0.97 0.05 1.04 81.91 1.502 0.49 0.248
3H5-Elliptical 0.745 0.035 0.874 85.83 1.6 0.55 0.264
LES-1 1.0 0.07 1.1 87.1 1.57 0.35 0.23
LES-2 1.22 0.07 1.23 83.81 1.432 0.37 0.206
Coarse
[Breuer, 2000] 1.239  1.398 96.37 1.072  0.204
Fine
[Breuer, 2000] 1.454  1.764 95.0 0.836  0.204
Exp. A 1.237  1.21  1.1  0.179
Exp. B 1.44  1.7  1.23{1.28  0.21
Range (Exp) 0.851.45 0.040.1   80  0.30.6 0.180.2
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3-D uRANS Studies: Tests with 3-D uRANS similarly show an important influ-
ence of grid resolution on results in Table 4.4. Out of the grids 3H14, grid 3H4 offers
the highest resolution, and exhibits the closest agreement to the benchmark values in
terms of force coefficients, separation angle and shedding frequency. However, for grid
3H4, the fact that a low Cpbase coincides with a long recirculation length Lrec is coun-
terintuitive. It could be inferred that the reason for such long Lrec, and also a higher St
than what is shown experimentally, is a higher velocity of the separating shear layers.
Such high velocity may occur laboratorially when a high blockage ratio exists as re-
ported by Zdravkovich [2003]. Rather, for the current simulation, it happens primarily
due to the generation of high values of turbulent viscosity. The unphysical generation
of µtr at curvatures is a result of the assumptions in the k  ω SST turbulence model
used herein. Numerical blockage also contributes to the high velocity in shear layers.
To this end, this line of reasoning does not necessarily apply to the 2-D simulations for
2H1 5 grids due to the overprediction of high Cpbase.
Further information on the effect of span length and cylinder shape is exhibited
in Table 4.4. Tests on grid 3H1 show that the increase of the span-to-diameter ratio
from two to four did not cause any significant change. Grid 3H5 Elliptical exhibits
the elliptical shape of the cylinder, shown on Fig. 4.2, and possesses the same grid
point distribution as that of grid 3H2. Data in Table 4.4 suggest that, while Cd is
reduced, due to the low Cpbase formed by the elliptical shape, the instantaneous C´l
could rise up to 0.55 approaching its counterpart for grid 3H2. The elliptical shape
also caused an insignificant rise in St. The Lrec value is referenced to the centre line
of the cylinder, however, comparison of Lrec between grids 3H2 and 3H5 Elliptical
may better be referenced to the rear stagnation point on the cylinder surface. The
author’s calculation indicates that such distance for the circular case (3H2) is 0.85D,
while it is 0.908D for the elliptical case.
3-D LES Studies: The LES grids show better force and shedding values from a
flow-physical standpoint, compared to the assumptions underlying the uRANS solution.
Both LES grids show an overprediction in St, Lrec and θ
o
s ; still, the grid LES-2 displays
far better comparison with benchmark data. Although it falls within the experimental
range, Cd also does not match the specific available benchmarks but is enhanced by finer
grid resolution, as also found by Breuer [2000]. The coexistence of high St, low mean
drag and longer Lrec has been reported by Travin et al. [1999], in their coarse Detached
Eddy Simulation study. The unwanted generation of µtr and the possible numerical
blockage are the main reasons, for the difficulty that faces the coarse LES predictions
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herein. They cause an increase in shear layer velocities, that results in disagreements
in vortex frequency and force predictions. It is fair to acknowledge that current LES
predictions show different results than that of Breuer [2000], perhaps due to their better
grid resolution and computational geometry. Despite its performance, the LES-1 grid
will be assessed for further static and VIV flow comparisons1. For quality assessment
of LES, the coarse grid shows on Fig. 4.4b that modelled turbulence is reaching a
maximum of 24% of the turbulence spectrum, at certain spots in the very near wake.
4.4.2.2 Wake Structures
The instantaneous realization of the second invariant of the velocity gradients, defined
as Q, is used to obtain and visualise wake structures behind the cylinder. Based on the
definition of Hunt et al. [1988], the Q criterion is defined as Q  0.5 pSijSij  ΩijΩijq,
where Sij and Ωij are the strain rate and rotation rate tensors respectively. Q is
calculated herein by
Q  0.5
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uRANS Studies: The wake structure is shown for the circular cylinder in grids
3H1, 3H2, 3H3, 3H4 and 3H5 in Figs. 4.10, 4.11 and 4.12, for the same normalized
Q surface. All girds are able to produce spanwise vortices -or vortex cores- in an or-
ganized motion. The mode of shedding corresponds well to the high velocity shedding
described in [Zdravkovich, 1997], where the transverse distance between adjacent vor-
tices almost vanishes. It is also peculiar to see the ability of the grids to resolve a group
of small eddies following separation prior to large eddy roll up. Such small vortices
were described by Jordan [2002] in their LES study as Kelvin-Helholtz vortices; these
evolve from Bloor instability in the shear layer. Clearly, this ability of resolution is
enhanced as the grid becomes denser in the shear layer region. Another interesting
observation is the resolution of organized streamwise vortices, also known as secondary
streamwise eddies or braids. The appearance of such secondary eddies normally occurs
for lower Reynolds numbers as highlighted by Williamson [1996]. It is suggested that
1Refer to section 4.4.2.5 for a discussion on this choice.
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the appearance of streamwise vortices, in such coherent matter, for such high Reynolds
number, occurs by virtue of the uRANS method. Conversely, for the elliptical cylinder,
it is mainly seen that the cylindrical spanwise eddy becomes vertically slanted due to a
probable spanwise instability. To the author’s knowledge, there are no specific experi-
mental data that could verify the reason for such slanted profile; the lack of additional
parametric (i.e., grid or span distance) simulations herein on the elliptical cylinder,
renders any conclusions difficult to this end.
(a) (b)
Figure 4.10: Instantaneous wake structures visualized by a surface of Qnorm  0.05.
(a) Structures coloured by streamwise vorticity for grid 3H1; (b) Structures coloured by
spanwise vorticity for grid 3H2.
LES Studies: Figs. 4.13a and 4.13b show the wake structures obtained by the
two LES studies, for the same value of normalized Q surface, where more details of
the instantaneous wake structures are seen. The figures show, in more complexity,
the evolution of Kelvin-Helmholtz vortices as appeared in the uRANS simulation. In
addition, eddy structures are visible together with streamwise structures; nonetheless,
their shape is neither neat nor organized as their uRANS counterparts. In terms of the
visibility of wake structures, the insignificant difference between the current fine and
coarse LES grids is interesting. To the author’s knowledge, studies that shed light on
the instantaneous or phase-averaged wake structure at the present Re of 140, 000 are
hitherto unavailable. Even the three dimensional structures were not published in either
of the DNS studies of Dong and Karniadakis [2005] or the LES study of Breuer [2000].
Given that the present LES simulations are not as refined -in the spanwise direction-
as those provided by Breuer [2000], it is therefore difficult to verify the predicted wake
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(a) (b)
Figure 4.11: Instantaneous wake structures visualized by a surface of Qnorm  0.05.
(a) Structures coloured by spanwise vorticity for grid 3H3; (b) Structures coloured by
streamwise vorticity for grid 3H4.
Figure 4.12: Instantaneous wake structures visualized by a surface of Qnorm  0.05.
Structures coloured by streamwise vorticity for grid 3H5Elliptical.
structure to this end; further numerical or laboratorial evidence is encouraged to allow
such verification.
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(a)
(b)
Figure 4.13: Instantaneous wake structures visualized by a surface of Qnorm  0.05.
(a) Structures coloured by streamwise vorticity for grid LES-1; (b) Structures coloured
by spanwise vorticity for grid LES-2. The arrows in (a) are pointing at streamwise eddies,
whereas the dashed circles illustrate the organized Karman-vortex street.
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4.4.2.3 Wake Statistics for uRANS Studies
The time averaged and fluctuating velocities are displayed for different uRANS grids,
where grid refinement, cylinder shape and spanwise dimension are the tested param-
eters. As highlighted earlier in chapter 3, the fluctuating components of velocities,
referred to in this section, are considered equivalent to the periodic portion of Reynolds
stresses obtained in each of the benchmark data. In this study, the random contribu-
tion is not quantifiable by virtue of the uRANS assumption adopted. The approach
to identify phase averaged or periodic contribution relies on obtaining the global av-
erage over reasonable shedding cycles -21 cycles in this study. Global averaged values
are subtracted from the instantaneous values of the flow field to yield the periodic
component; this was performed over 11 shedding cycles.
3-D uRANS: Predictions for grids 3H2, 3H3 and 3H4 are shown in Fig. 4.14.
The purpose is to compare such uRANS predictions to benchmark experiments while
assessing the effect of grid refinement. Inspection of these figures indicate that the
grid refinement, while showing differences in Table 4.4, show insignificant difference for
wake profiles. Profiles for mean streamwise velocities show that uRANS predictions
are closer to measurements of Perrin et al. [2006]. The streamwise velocity deficit is
overpredicted for all the grids shown in the near wake; however, at 3D the velocity
deficit is under predicted. Since the averaged velocity profiles depend on Lrec, the
predicted streamwise velocity deficit mismatches its benchmarks counterpart. Further-
more, profiles for time averaged transverse velocity show favourable agreement with
their benchmark counterparts. The streamwise periodic Reynolds stress u˜u˜ is plotted
in Fig. 4.14c, where the grid 3H4 exhibits difference from other coarser grids at 1.1D.
At other distances downstream, grids 3H2  4 show very similar profiles. There is
a trend of overprediction that decreases as the distance downstream the cylinder is
increased. Predictions of u˜u˜ are closer to those of Perrin et al. [2006] in spite of the dif-
ferent boundary conditions. This similarity corresponds to the high St and high shear
layer velocity, resulting from both the numerical blockage and the differing predictions
of Cpbase and θ
o
s calculations, with respect to those of Perrin et al. [2006]. Likewise,
predictions of v˜v˜ show negligible difference among grids 3H2 4 with an exception at
1.1D. The general trend is also an overprediction in comparison to benchmarks, with
a decreasing relative difference as the wake develops downstream. Such overprediction
in v˜v˜ reflects the stronger and concentrated shedding.
Results for grid 3H1, with both span-to-diameter ratios of two and four, are
shown in Fig. 4.15. For mean velocity components, the behaviour is quite similar
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Figure 4.14: uRANS normalized velocities and Reynolds stresses (U , V , u˜u˜, v˜v˜) profiles
plotted at x{D  1.1;1.5;2.0;3.0 (from top to bottom) respectively. Symbols: () is form
[Cantwell and Coles, 1983] and (N) is from [Perrin et al., 2006], where the Reynolds
stresses resemble the periodic component of turbulence for each experiment. Solid lines:
grid 3H2; Long-Dashed lines: grid 3H3; Dashed lines: grid 3H4
to grids 3H2  4. However, for normal Reynolds stresses, the predictions compare
more favourably to measurements of Perrin et al. [2006]. This is attained despite the
fact that grid 3H1 shows worse values of force coefficients, θos and Lrec than those for
grids 3H2  4. This could be explained by looking at the relatively lower Cpbase
predicted by grid 3H1. The higher Cpbase predicted by 3H2 4 grids results in accel-
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erated roll up of eddies downstream the cylinder, hence increasing u˜u˜ and v˜v˜. There
is in fact no difference between span-to-diameter ratios of two and four.
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Figure 4.15: uRANS normalized velocities and Reynolds stresses (U , V , u˜u˜, v˜v˜) profiles
plotted at x{D  1.1;1.5;2.0;3.0 (from top to bottom) respectively. Symbols: () is form
[Cantwell and Coles, 1983] and (N) is from [Perrin et al., 2006], where the Reynolds
stresses resemble the periodic component of turbulence for each experiments. Grid 3H1
is used with two aspect ratios: Solid lines: Lz{D  2, Long-Dashed lines: Lz{D  4;
Dotted lines: grid 3H5Elliptical
In case of the elliptical cylinder, grid 3H5, wake profiles follow the same trend as
that of the circular cylinder as shown in Fig. 4.15. The difference in U , at 1.5D and
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2D, between the circular and elliptic shapes is due to the contrasting Lrec in each
case; this shifts the point of maximum U further downstream the cylinder. Conversely,
predictions for normal Reynolds stresses exhibit noticeable differences, in comparison
to a circular cylinder, nearer to the cylinder’s rear side. Since the elliptical shape of
the cylinder permits a low Cpbase, it results in a lower fluctuations in streamwise and
transverse roll up velocities. The appearance of peaks in u˜u˜, coming closer to each
other, indicates a narrower wake. For the v˜v˜ stress, the same remarks on u˜u˜ apply.
2-D uRANS: Fig. 4.16 display the predictions of grid 2H1, with 2-D domain,
plotted against their counterparts of grid 3H4. Streamwise velocity, U , profiles follow
the general trend pertaining to benchmarks and other plotted 3-D grids. However,
there is a consistent under-prediction of streamwise velocity deficit, compared to that
of benchmarks. The reason of such under-prediction is more likely due to the excessive
Cpbase predicted, resulting from the 2-D assumption of the wake. On the contrary,
the predictions for transverse velocity, V , are in favourable accord with benchmark and
3-D data. Conversely, profile predictions of u˜u˜ also follow the same trend as that of
the benchmark data. There is a consistent overprediction of u˜u˜ that decreases further
downstream the cylinder. Apparently, agreement between 3-D and 2-D predictions
is enhanced, the further the wake develops downstream. The reasons for such over-
predictions, pertaining to the 2-D grid, is related to the high Cpbase that results in
an increased shear layer roll up velocities; u˜u˜ is overpredicted subsequently. Another
feature of the 2-D predictions is the spread of u˜u˜ profile along the cross-section, or a
relatively more separated peaks, which indicates a wider effect of the wake. This can
be explained by the earlier θos predicted by grid 2H1. In terms of transverse Reynolds
stresses, v˜v˜, their behaviour could be explained in the same rationale used for u˜u˜. It
is noteworthy to mention that, a general trend between benchmark experiments, is
that measurements of Perrin et al. [2006] show greater normal periodic stresses, than
those taken by Cantwell and Coles [1983]. This is likely due to the higher turbulence
intensity at inlet flow upstream the cylinder [Perrin et al., 2006].
4.4.2.4 Wake Statistics for LES Studies
Time averaged velocities and Reynolds stresses predicted by the LES method are plot-
ted in Figs. 4.17 and 4.18, where results from two grids are presented for sensitivity
assessment. The predicted mean streamwise and transverse velocity profiles are in
general trend accord with the benchmark measurements; there appears a negligible
difference in between both LES grids. LES predictions show greater U deficit along
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Figure 4.16: uRANS normalized velocities and Reynolds stresses (U , V , u˜u˜, v˜v˜) profiles
plotted at x{D  1.1;1.5;2.0;3.0 (from top to bottom) respectively. Symbols: () is form
[Cantwell and Coles, 1983] and (N) is from [Perrin et al., 2006], where the Reynolds
stresses resemble the periodic component of turbulence for each experiment. Solid lines:
grid 2H1; Dashed lines: grid 3H4; Long-Dashed lines: grid 3H1
wake profiles, than their uRANS counterpart, due to the difference in computing Lrec.
The Reynolds stresses are equivalent to the global (i.e., total) Reynolds stresses,
combining the influence of periodic and random components of turbulence. Time aver-
aging was applied over 25 shedding cycles, with further 25 cycles to obtain converged
statistics. Reynolds stresses predicted by LES in the current study, are the resolved or
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filtered, in context of the SGS filter applied herein.
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Figure 4.17: LES normalized velocities and global Reynolds stresses (U , V , uu, vv).
Wake cross sections at x{D  1.1;1.5;2.0;3.0 from top to bottom respectively. Symbols:
() is from [Cantwell and Coles, 1983]; () is from [Perrin et al., 2006]. Solid lines: grid
LES-1; Dashed lines: grid LES-2.
Fig. 4.17 shows profiles of normal global stresses. It is shown that streamwise
stresses, uu, generally follow the trend found by Perrin et al. [2006], due to their
high blockage ratio and subsequent longer Lrec. Accord is enhanced at 2.0D, most
probably due to the higher effect of SGS viscosity upstream, that may have decreased
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the spreading of uu across the wake. At 1.5D, transverse stresses approach their
counterpart of Cantwell and Coles [1983], while being under-predicted compared to
data of Perrin et al. [2006]. Better agreement, however, is shown at 2.0D. Taking
into account the longer Lrec, it is noteworthy to indicate that such spatial difference in
the wake’s averaged data, certainly affects the matching of various variables. Owing
to the difference in blockage ratio, current LES global stresses predictions would be
lower than those of Perrin et al. [2006], but would also be higher than the unblocked
results of Cantwell and Coles [1983]. The overprediction of vv has been also reported
by Breuer [2000] in their LES study. Similarly, uv, is generally higher than that of
Cantwell and Coles [1983] as seen in Fig. 4.18. However, it is higher at 2.0D than at
1, 5D, due to the difference in Lrec mentioned earlier. The finer LES-2 grid exhibits
qualitative accord with the coarse grid (LES-1) despite the higher Reynolds stresses.
This can be inferred as a direct result of the higher Cpbase predicted by the fine grid.
In comparison to the coarse grid of Breuer [2000] -in terms of total number of grid
points-, the current fine LES grid is slightly denser, whereas the current coarse grid is
40% coarser. The current LES predictions indicate that flow forces and St are better
predicted by the LES-2 grid. However, predictions of near wake statistics show that
only limited difference is exhibited between the LES-1 and the LES-2 grids.
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Figure 4.18: LES normalized global shear Reynolds stress (uv). Wake cross sections at
x{D  1.1;1.5;2.0;3.0 from top to bottom respectively. Symbols: () is from [Cantwell
and Coles, 1983]; () is from [Perrin et al., 2006]. Solid lines: grid LES-1; Dashed lines:
grid LES-2.
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4.4.2.5 Comments on the LES Studies
So far, different grids have been presented for uRANS and LES with a task to simulate
stationary cylinder cross-flow at Re  140, 000. LES test cases have generally showed
a superior performance to their uRANS counterparts, in agreement with the findings of
Tutar and Holdo [2001]. However, in both uRANS and LES test cases, there were clear
drawbacks related to a satisfactory reproduction of the benchmark data, especially in
the case of the 2-D uRANS and the LES-1 grid. While the grid LES-1 is to be utilized
for all the VIV studies in the following chapters, it becomes important to comment on
the confidence of predictions resulting from such undertaking.
3-D LES studies for high subcritical Re are rare in the literature. To the author’s
knowledge, Breuer [2000] performed the only study, to date, with 3-D LES for Re of
140, 000. Two grids were used; a coarse grid and fine grid with 1.7 and 6.76 million
control volumes respectively. Their two grids differed mainly in the amount of circum-
ferential grid points; the coarse grid had 165 points, while the fine grid had 325 points.
Interestingly, Breuer [2000] found that grid refinement did not lead to improved pre-
dictions for the mean lift and drag, and especially the wake’s Reynolds stresses. They
have argued that, as the LES filter is dependent on grid sizes (i.e., no explicit filtering),
no separation of physical and numerical effects is possible and hence their coarse grid
may have encountered error cancellation. Notably, when the grid resolution in [Breuer,
2000] is discussed, the computational domain size has to be considered. For their fine
and coarse grids, Breuer [2000] used an O-type orthogonal grid with 15D radial ex-
tensions all around the cylinder. This constitutes a domain size that is significantly
larger than that used in this thesis1. Thus, either of the current LES grids offers higher
resolution in the streamwise-transverse wake plane, than -at least- the coarse grid of
Breuer [2000].
It remains fair to acknowledge that the coarse grid of Breuer showed satisfying per-
formance. Flow forces, shedding frequency and near wake statistics were reasonably
predicted by their coarse grid, although the same grid was earlier used for Re of 3900
(Breuer [1998]). From a grid resolution standpoint, the current coarse and fine LES
grids used 248 and 328 grid points around the cylinder’s circumference respectively.
However, in terms of the spanwise resolution; Breuer [2000] used 64 points, whereas
our coarse and fine grids used 36 and 50 points respectively. This becomes an impor-
tant element of comparison as 3-D LES computations of turbulent flows are markedly
1The current choice of the computational domain is essentially made to reduce the computational
time. A larger domain will help reduce the effects of numerical blockage on the various predictions.
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sensitive to spanwise resolution [Breuer, 1998]. Thus, the author is inclined to argue
that the spanwise resolution is a major factor in the performance of the current LES-1
grid.
As the main goal of the studies in this thesis is to simulate cylinder VIV, it is
essential that mean and fluctuating lift and drag forces are adequately captured, in
addition to a correct St value. Looking at results from grid LES-1, it is clear that
there is an under prediction of Cd and an over prediction of St. Yet, a necessary
question remains about how that coarse grid will perform in the VIV condition, when
compared to the LES-2 grid. Evidences are that cylinder oscillation in the ‘initial’
and ‘lower’ regimes tend to enhance the correlation between separating fluid layers1.
Hence, one may expect that the enhanced two dimensionality of the wake allows less
restriction in the spanwise resolution of current LES grids. Furthermore, according to
Guilmineau and Queutey [2002, 2004], cylinder oscillation causes a marked reduction
in the grid sensitivity with respect to fluid forces and displacement amplitudes; a 200%
increase in grid resolution resulted in less than 3% difference in maximum displacement
[Guilmineau and Queutey, 2004]. Also, a 1500% increase in resolution has resulted in
less than 1% difference in fluid forces for a laminar flow [Guilmineau and Queutey,
2002]. Therefore, the deployment of grid LES-1 for VIV studies could be justified on
the basis of the alteration in flow physics around the cylinder.
Meanwhile, the computational burden associated with the ALE dynamic meshing
is a crucial issue to consider for VIV simulations. According to studies on grid LES-
1, mesh deformation results in 120% increase in the running time for each iteration
cycle2. This translates into 81.7 hours (real time) for one shedding cycle. A further
time penalty is understood when wake statistics are to be collected over a reasonable
number of shedding cycles. This may explain why the majority of the CFD studies
for turbulent VIV/forced vibration were made with either 2-D domains or coarse 3-D
domains [Al-Jamal and Dalton, 2004; Lucor et al., 2005]. An example of high precritical
Re study -using LES- was conducted by Tutar and Holdo [2000], where a finite element
code was used on a grid size of 108, 624 elements for Re of 24, 000.
Despite the difficulty in simulating the physics of a non-equilibrium three-dimensional
turbulent wake, the predicted quantities of the flow field fairly presents a promising
attempt that serves the purpose of this work.
1As explained in section 2.2.1
2Calculation was based on a parallel solver with 8 processors. A direct relation for the dynamic
meshing linking the running time to total number of mesh points, or to the number of parallel pro-
cessors has not been derived.
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4.5 Concluding Remarks
In this chapter an attempt is made to assess the numerical methodology adopted for
the research undertaken in this thesis. The flow across a cylinder, for the Reynolds
numbers studied, exhibits distinct vortical structures that are amenable to resolution by
time-dependent simulations. The distinct appearance of such structures is supported
by the conclusion of Ma et al. [2000], for Re 4000, where they observed that most of
the contribution to Reynolds stress and momentum flux comes from the larger eddies,
in the wake of a static cylinder. For rather a higher Re, Cantwell and Coles [1983]
and Perrin et al. [2006] asserted that the cylinder wake, at Re  140, 000, contains
coherent vortical structures. The contribution of the periodic component of turbulence
at Re 140, 000, nonetheless, is different than the case at lower Re.
Specific reservations are expressed, regarding the assumptions adopted in the cur-
rent effort, concerning as to why a physics-accurate solution was challenging for 2-D
models. This involved matters related to the two-dimensional approximation, and
in particular, to the turbulence modelling approach. Moreover, the approximation
implied by the use of uRANS has its own limits and pitfalls, and caution should be ex-
ercised during its undertaking, as comprehensively reported by Bouhadji et al. [2003].
Regarding the predictions of periodic Reynolds stresses in this study, it is concluded
that simulations were unable to perfectly match experimental counterparts, except at
certain stations as was explained. However, low Re studies showed that a 2-D model
could be utilized profitably to predict fluid forces and wake statistics.
Being more complicated in the high Re case (i.e., Re 140, 000), the transition to
turbulence in separating shear layers renders the CFD attempt extremely challenging.
Simulations for the high Re case show more difficulty for the 2-D model in obtain-
ing agreement with benchmark data. Clearly, the 2-D model overpredicts flow forces
and St. Interestingly, such high values of force coefficients and St can be achieved
experimentally, by a high blockage ratio [Zdravkovich, 1997]. The symmetry boundary
condition, which assumes zero gradients normal to the top and bottom boundaries,
results in small physical blockage. However, it appears that the 2-D simulations suffer
from a numerical blockage, as noted by [Anagnostopoulos, 1997]. Tentatively, it could
be noted that the 2-D uRANS simulations, especially for the Re 140, 000 test cases,
are suitable to represent highly blocked experiments.
Conversely, 3-D LES predictions show a reasonable performance in comparison
to the benchmark data. In light of the results obtained by the CFD attempts in
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this chapter, it is argued that the capability of the flow modelling approach utilized
herein is promising. The choice of a dynamic SGS model and a non-diffusive spatial
discretization scheme, was based on successful previous implementations [Breuer, 2000;
Jones and Clarke, 2008; Kim and Menon, 1997]. It is fair to acknowledge that, for the
CFD attempts in this thesis, neither the numerical schemes nor grid resolutions are
designed to deliver superior predictive accuracy to other recent and similar studies in
the open literature. Nonetheless, with all the assumptions and limitations understood
in the present exercise, a profitable result could be made of such numerical methodology,
regarding the nature of the subtle features accompanying the VIV of cylinders.
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Chapter 5
On Vortex-Induced Vibration in
1DoF: Cylinder and Wake
Interaction
5.1 Preamble
In this chapter, CFD studies are applied on a rigid cylinder undergoing VIV in trans-
verse direction (i.e., with single degree-of-freedom, or 1DoF). The VIV is realized, by
means of dynamic meshing, on grids where static cylinders were tested, as reported in
the previous chapter. Simulations are attempted for low Re (Re  4000), and high Re
(Re  140, 000) cases in order to investigate the effect of Re on VIV. Subsequently,
wake statistics, as an indication of VIV-Wake interaction, are examined in comparison
to the observations made for a static cylinder. Moreover, the computational studies
herein will explore response predictions of low and high values of the mass-damping
parameter (mζ). Table 5.1 summarises the various simulations presented in this chap-
ter. Notably, the VIV cases share the same grid and turbulence treatment method, as
that adopted for the static cylinder studies referenced in Table 5.1.
Two types of VIV simulations are presented in this chapter as follows:
• CFD studies for VIV response at a certain point on the pVr  y{Dq curve, similar
to what is undertaken by Blackburn et al. [2000].
• CFD studies mapping a wide range of reduced velocities on the pVr  y{Dq curve,
similar to what is reported in [Anagnostopoulos, 2002; Pan et al., 2007].
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Studying wake-VIV interaction is time consuming, due to the time taken for gathering
the various wake and response statistics. This is even more complicated when the
cylinder response is non-harmonic. Studies of this sort, in this thesis, are taken only
for certain points in the pVr  y{Dq space.
Flow Force Coefficients: One important aspect of the CFD comparisons held
herein is the ability to predict the force coefficients on the cylinder undergoing VIV.
This requirement is not necessarily available in cylinder VIV experiments, and there-
fore, choices for benchmarks for the studies herein are limited. In 1950, the MOJS
equation by Morison et al. [1950] described the time dependent drag force on a body
with diameter D moving with velocity Uptq, in a fluid otherwise at rest, as a linear
sum of an acceleration-dependent inertial force and a velocity-square-dependent drag
force by
F ptq  ρCa
πD2
4
dU
dt
  0.5ρCvD |U |U, (5.1)
where, Ca and Cv are the inertial and drag coefficients respectively. Moreover, if an
assumption is made that the lift force, on an oscillating circular cylinder for example,
acts periodically such that:
yptq  Asinωt, (5.2)
Uptq  Bcosωt, (5.3)
where, yptq and Uptq are the cylinder’s displacement and velocity respectively. The
total lift force coefficient, Ct, acting on the cylinder would be described by
Ct  rCtcosΦs sinωt  rCtsinΦs cosωt. (5.4)
Here, the rCtcosΦs and rCtsinΦs are the force coefficients in phase with acceleration
(inertial) and in phase with velocity (drag) respectively. In the above equations, A
and B are the harmonic amplitudes of their respective signals, and ω is the oscillation
frequency while Φ is the phase angle between the applied fluid force and the cylinder
displacement.
However, since VIV signals may not always be harmonic, a different calculation of
force coefficients is needed, as applied in [Hover et al., 1997]. As undertaken in this
thesis, the lift coefficient in phase with velocity is termed Clv, while the lift coefficient
in phase with acceleration is termed Cla. For the time series of cylinder displacement
and velocity, the force coefficients -where N denotes the number of discrete sample
points- are calculated by means of correlation functions between the angle brackets as
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follows:
Clv 

2
N
xF ptq, 9yptqy
a
x 9yptq, 9yptqy
1
0.5ρlDU2in
, (5.5)
Cla 

2
N
xF ptq, :yptqy
a
x:yptq, :yptqy
1
0.5ρlDU2in
. (5.6)
Benchmarks: In this chapter, CFD simulations for low mζ parameter, are com-
pared against lab-based measurements of Brankovic´ and Bearman [2006] and Hover
et al. [1998]. For the experiment of Brankovic´ and Bearman, m was equal to 0.82,
while ζ was equal to 1.5 104; their Re spanned from 3000 to 21, 000. In the experi-
ment of Hover et al., m was equal to 3.07 and ζ was equal to 0.013; this has an order
of magnitude higher specific mass than that of Brankovic´ and Bearman, but is still
considered as low mass-damping system that is valid for some aspects of comparison.
Their experiment was conducted using a motion controlled ‘force feedback’ apparatus,
that could change the natural frequency of the test cylinder, while keeping the Reynolds
number fixed at 3800. Conversely, studies with high mζ parameter, are compared to
experimental and numerical data reported by Blackburn et al. [2000] and Govardhan
and Williamson [2000]. Normalization of results is based on the free-stream velocity,
diameter of cylinder and working fluid properties.
Table 5.1: Setup Summary of VIV simulations for 1DoF test cases.
Case Re m ζ Domain Turbulence Grid
1VIVa 4000 0.82 1.5 104 2-D uRANS 2L1
1VIVb 4000 3.07 0.013 2-D uRANS 2L1
1VIVc 140, 000 0.82 1.5 104 2-D uRANS 2H1
1VIVd 140, 000 0.82 1.5 104 3-D LES LES-1
1VIVe 140, 000 50.8 0.015 3-D LES LES-1
1VIVf 140, 000 50.8 0.015 2-D uRANS 2H1
5.2 Low Mass-Damping VIV: Low Re
Simulations are undertaken at Re 4000, and carried out on the 2L1 grid (refer to
chapter 4). The test cases are denoted 1VIVa and 1VIVb in Table 5.1. The study
is focused on a single reduced velocity, pVr  2q, in the ‘initial regime’. Despite the
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relatively low amplitude of response in the ‘initial regime’, the current study focuses on
the method of investigation, and what it suggests of interesting flow physics at selected
reduced velocity.
Table 5.2: Comparison of force coefficients, shedding frequency and separation angle
for the studied cases. Studies for low Re VIV in 1DoF are listed.
Case fs or fosc Cd C´d C´l θ
o
s
Static (2L1) 8.3 0.986 0.007 0.338 92
1VIVa 9.1 1.037 0.015 0.74 93.53
1VIVb 8.47 0.989 0.007 0.383 92
5.2.1 Response Characteristics
Cases 1VIVa and 1VIVb are simulated against experimental setups of Brankovic´ and
Bearman [2006] and Hover et al. [1998], respectively. The shedding frequency, as re-
ported in Table 5.2, is obtained by examining the frequency of the cylinder’s lift signal.
Since the lift signal is obtained by integrating the shear and normal stresses on the
cylinder surface, it shows a good approximation of vortex shedding. The lift and shed-
ding frequencies share a dominant component during the investigated ‘initial’ regime
as shown by Brankovic´ and Bearman [2006] for a plain cylinder. For the oscillating
cylinder, both cases show a monochromatic response frequency that is now the system’s
frequency. Figs. 5.1a and 5.1d show the response curves for both lift force and trans-
verse distance moved by the cylinder, while Figs. 5.1b and 5.1e show the frequency
spectra of the signals. The frequency spectrum is analysed using Fast Fourier Trans-
form (FFT) algorithm with a Tukey window applied in [MATLAB, 2008]. Nyquist
frequency of 5000 Hz, that is three orders of magnitude higher than the system’s fre-
quency, is used for sampling.
Case 1VIVb does not show any significant difference from the static case with its
low amplitude of vibration, while case 1VIVa shows a significant amplification of fluc-
tuation of drag and lift forces -as expected- 114% and 93% respectively. The shedding
frequency (obtained from the lift signal) of case 1VIVb has slightly increased but re-
mained matched with the oscillating frequency of the cylinder and this also applies for
case 1VIVa.
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Figure 5.1: Normalized numerical predictions for response of VIV. Time series of displacement and lift coefficient, (a) 1VIVa,
(d) 1VIVb; Response spectra by FFT for response displacement and lift coefficient, (b) 1VIVa, (e) 1VIVb; Phase portrait plots
for displacement against lift coefficient, (c) 1VIVa, (f) 1VIVb.
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In accordance with either of the benchmark experimental measurements, the phase
angle ∆Φoy in between the fluid force and the cylinder’s vibratory response is almost
zero, as indicated by the portrait plots (Lissajou patterns) shown on Figs. 5.1c and
5.1f. At the studied reduced velocity, the vortex shedding pattern is expected to be of
the 2S (two single vorticies per shedding cycle) type with the vortex generated from
the side that experiences its extreme oscillation position [Blevins, 1994]. This is shown
in Fig. 5.2a and accords with what is observed in [Brankovic´ and Bearman, 2006]. The
force coefficients, frequency ratio and vertical amplitude pycyl.{Dq are shown in Table
5.31.
(a) Stream lines for the instantaneous flow field
of case 1VIVa where the cylinder is approaching
its maximum negative displacement. Horizontal
dashed lines at 0.5 denote the original (static)
location of the top-most and bottom-most side
of the cylinder.
(b) Normalized centre-line U . Square
symbols are from the static case (grid
2L1), solid lines are from case 1VIVb,
dashed lines are from case 1VIVa.
Figure 5.2: Instantaneous vorticity field and time averaged centre-line velocity.
In terms of force coefficients, the calculations -for case 1VIVb- accord with the
data shown in the experimental range quite reasonably. For case 1VIVa, the predictions
show differences when compared to data of Brankovic´ and Bearman [2006]; however, the
values fall within the range observed by Hover et al. [1998]. Notably, both experimental
values are for the ‘initial regime’ with very similar structural properties. Brankovic´
and Bearman [2006] did not provide a range for their measurements in their laboratory
1The sign of Cla in Brankovic´ and Bearman [2006] was altered to negative in order to be equivalent
to our method of calculation
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Table 5.3: Characteristics of VIV response for the different studied cases compared to
benchmarks. The arrow sign denotes the range of the measured / predicted quantity.
Studies for low Re VIV in 1DoF are listed.
Case ycyl.{D ∆Φ
o
y fosc{fn Cla Clv
1VIVa 0.07 0.0 0.45 0.7 8.3 104
1VIVb 0.01 0.0 0.42 0.37 0.0051
Brankovic´ and
Bearman [2006]
0.13 0.0 0.47 0.9 0.02
Hover et al. [1998] 0.02 20Ñ25 0.40 0.3Ñ0.8 0.8Ñ0.15
runs; arguably, therefore, force coefficients reported here for case 1VIVa are reasonably
sound, falling within the range measured by Hover et al. [1998]. However, a major
drawbacks for both simulations is the under prediction of the response amplitude,
especially for case 1VIVb where differences are shown approaching 50%. Such difference
is attributed primarily to the damping effect, implied by the adopted turbulence model,
by virtue of its inaccurate turbulent kinetic energy production. Perhaps better insight
into such observation is possible, if the lift force is compared between the benchmark
data and the present predictions. That the lift force -with or without vibration- is not
available from both benchmark cases, the sought comparison is not possible.
5.2.2 Wake Dynamics with VIV
5.2.2.1 Mean and Fluctuating Velocities
Here are presented numerical predictions of time averaged flow field in addition to
auto-correlations and cross correlations of fluctuating variables. It seems from Fig.
5.2b that the oscillations have resulted in a shorter recirculation zone than that of the
static cylinder. This explains that, especially for case 1VIVa, cross-sectional profiles of
various quantities would be more similar to their ‘static cylinder’ counterpart, if shifted
towards the cylinder. This is in accord with the higher shedding frequency predicted
for case 1VIVa seen in Table 5.2. The mean streamwise and transverse velocities seem
to be well matched between the static and case 1VIVb results, as shown on Fig. 5.3.
The observed difference is clear for the case 1VIVa, where the vibration amplitude is
higher than the critical displacement observed by Bearman and Currie [1979]. Beyond
such critical displacement for a circular cylinder, found to be 0.05D, oscillation will
start to impose an effect on the cylinder wake.
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Since vertical oscillations are expected to enhance the organized vortical motion,
one can see an increase in mean transverse velocity in the very near wake at 1.06D (Fig.
5.3). The oscillations have also resulted in a delayed separation as seen in Table 5.2.
In addition, the time averaged rotation rate is compared for one channel among the
three cases, at 90o (Fig. 5.3f). It is shown that the degree of oscillation in the current
study alters the location and magnitude of the maximum rotation rate. This results in
a compressed boundary layer, with higher rotation rate closer to the cylinder surface.
The decreased time averaged value occurs naturally, due to the significant spatial vari-
ation of velocity gradients on the cylinder’s boundary, as the cylinder oscillates. The
pronounced effects of the oscillation are viewed, when the resolved normal and shear
Reynolds stresses are compared against their counterparts of the static cylinder in Fig.
5.3.
In spite of its relatively low value, the cylinder oscillation in case 1VIVa consis-
tently reduces u˜u˜ along the wake due to the enhanced wake entrainment. Also, v˜v˜
is clearly increased consistently along the wake due to the better organized vertical
motion imposed by the cylinder’s monochromatic vertical response. As expected, the
effect of the cylinder’s oscillation results in a wider wake as inferred by the existence of
velocity fluctuations prolonged for a wider distance along the wake cross-section (y{D
axis). This indicates a better entrainment of free stream into the vortex street, by the
spatial increase of the vortex origins on both sides of the cylinder. This also causes a
decrease in average streamwise velocity as seen in Fig. 5.3a. Conversely, u˜v˜ appears to
be influenced by the free stream entrainment, and thus decreases with distance along
the wake -with respect to a static cylinder-; although, this is not the case at 1.06D,
where entrainment is not fully achieved.
5.2.2.2 Energy of Developing Structures
The non-equilibrium turbulence existing in the wake of a cylinder is characterized by
energy cascade, from the main stream of flow represented by Uin, to both the organized
periodic flow structures as well as the small scale eddies. By virtue of the uRANS
turbulence modelling approach, the influence of such small eddies is modelled in the
present study. However, turbulence production, from the main stream to the resolved
periodic motion, can be evaluated herein as follows:
P
pkepq  u˜iu˜j
BUi
Bxj
. (5.7)
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Figure 5.3: Normalized velocities and Reynolds stresses (U , V , u˜u˜, v˜v˜, u˜v˜) at x{D  1.06;2.02;3.0 (top to bottom respectively)
in (a,b,c,d,e); Normalized time averaged rotation rate for the boundary layer at θ  90o in (f). Square Symbols are from the
static case (grid 2L1), solid lines are from case 1VIVb, dashed lines are from case 1VIVa.
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(a) (b)
Figure 5.4: Normalized time-averaged Pkep of coherent structures at x{D 
1.06;2.02;3.0 (top to bottom respectively). (a) Total Pkep; (b) From shear action only.
Refer to Fig. 5.3 for legend.
In Fig. 5.4 are displayed the total, and, from-shear-only turbulent energy produc-
tion respectively. It is shown that the energy is damped, rather insignificantly, in the
nearest location at 1.06D from the cylinder. As one moves further along the wake,
a significant increase in the energy production is observed. It seems that the shear
contribution is damped at 2.02D, likely due to the decrease of the velocity gradient,
caused by more entrainment. While the wake plots of turbulent energy production
seem to follow the same trend among the static and vibrating cases, the qualitative
and quantitative distribution of turbulent energy differ significantly nearer the cylin-
der’s boundary layer. Fig. 5.5 shows the contours of turbulent energy production for
the static and case 1VIVa predictions respectively. For the static case, it is shown that
the boundary layer has positive energy, the maximum of which lies in the separated
shear layer, delivered to augment the periodic coherent eddy structures. The base of
the cylinder has a region of negative production zone which serves as a sink for the en-
ergy of the periodic structures. Contrary to such, for case 1VIVa, the boundary layer
area is almost dominated by negative production (destruction of energy of coherent
structures). However, away from the thin boundary layer area, there is a region of
strong energy production as part of the separated shear layer. In general, the areas
of positive energy production have consistently higher magnitudes, influenced by the
cylinder’s oscillation (Fig. 5.5).
The significant change in the profile of turbulent energy production, for coherent
structures, has provided a basis for investigating the role of pressure diffusion as part
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Figure 5.5: Contours of normalized time-averaged Pkep in the very near wake. Dashed
contour lines denote negative values. Dark regions correspond to higher absolute values
of predicted production. Top(a) Static Cylinder (grid 2L1); Bottom(b) Case 1VIVa.
of the energy budget. Fig. 5.6a shows first the RMS of static pressure fluctuations
corresponding to the flow-induced oscillation for cases 1VIVa and 1VIVb. Such a
significant increase in pressure fluctuations, due to the cylinder’s oscillation, is in accord
-in principle- with what Bearman and Currie [1979] observed. This has corresponding
influences on the cross-correlation of the pressure-streamwise and pressure-transverse
velocity as seen in Figs. 5.6b and 5.6c. It is here worth noting that the pattern of
pressure RMS, or its cross-correlation with velocity components, is symmetrical on
upper and lower sides of the cylinder.
For the kinetic energy equation of the resolved flow structures, the energy diffu-
sion (or transfer) attributable to pressure, is taken as the gradient of pressure-velocity
correlation:
PDii  
1
ρ
B
Bxj
puiδij . (5.8)
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Figure 5.6: Normalized RMS static pressure fluctuations (a); Normalized cross-
correlation of static pressure and streamwise velocity fluctuations (b); Normalized cross-
correlation of static pressure and transverse velocity fluctuations (c), all on the upper
cylinder’s surface. Refer to Fig. 5.3 for legend.
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For case 1VIVa, Fig. 5.7a shows the distribution of the pressure transport in the
immediate wake, for cross comparison with the production profile in Fig. 5.5. It
is conjectured that pressure transport, particularly due to the cylinder’s vibration,
is expected to have a noticeable contribution in balancing the production; in areas
of negative production one finds positive pressure diffusion / transport. Conversely,
the time averaged kinetic energy distribution for case 1VIVa, compared to the static
cylinder case, is plotted in Fig. 5.7b based on the resolved velocity components pu˜iq.
Such velocity components are obtained from the phase averaging as earlier described.
With respect to a fixed frame of reference, the cylinder’s oscillations have caused a
significant increase -by not less than an order of magnitude- in the kinetic energy. This
increase is more pronounced in the separated shear layers.
5.2.3 Concluding Remarks
The predicted cylinder-flow coupling -in terms of response amplitude, wake mode,
forces and energy exchange- has produced sound agreement with the chosen benchmark
experiments, especially for case 1VIVa. While recognizing the level of approximations
applied to this effort herein, the following conclusions are found to be caused by the
cylinder VIV:
• Oscillation has caused a delayed mean separation angle and a decreased recircu-
lation length. Albeit the relatively small vibration amplitudes in this study, the
mean velocity profiles are influenced by the cylinder’s motion and its subsequent
role in mixing the wake with the free stream. Also, such oscillations have resulted
in reduced magnitude of time averaged rotation rate due to enhanced boundary
mixing.
• The cylinder’s oscillation causes the free stream fluid to entrain within the vortex
street, thus, enabling better mixing among the fluid layers while decreasing the
strength of auto-correlation of the streamwise periodic Reynolds stress compo-
nent. On the contrary, the transverse periodic Reynolds stress has increased as
a result of the cylinder’s oscillation.
• Along the cylinder’s wake, the kinetic energy production, transferred from the
mean flow to the coherent periodic structures, has increased consistently. Time
averaged values of Pkep around the cylinder’s boundary differ significantly in
the presence of VIV. Where the production by shear decreases even to negative
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values in the immediate boundary zone, a significant kinetic energy addition by
pressure transport takes place. The kinetic energy of the coherent structures
increases with the presence of VIV, especially in the separated shear layer and in
the cylinder’s base. Notably, these conclusions are tied to the ‘initial regime’ of
the VIV where the wake mode is the typical Karman-Vortex street.
5.3 Low Mass-Damping VIV: High Re
Simulations are undertaken herein for lowmζ VIV, where the Reynolds number equals
140, 000. Two turbulence treatment methods for CFD, uRANS and LES, are explored
for VIV in the ‘initial regime’, at a single reduced velocity; cases are referenced 1VIVc
and 1VIVd as shown in Table 5.1. Grid 2H1 is chosen for the uRANS study (case
1VIVc), whereas the LES-1 grid is chosen for LES study (case 1VIVd). Predictions
are investigated numerically vis-a`-vis the benchmark experiments of Brankovic´ and
Bearman [2006] and Hover et al. [1998]. In such benchmark experiments, the Reynolds
number was about 4000; this is one major difference to what is presented herein.
5.3.1 Response Characteristics
In the present studies, the reduced velocities in the 1VIVc and the 1VIVd runs, are 1.5
and 2 respectively. At a reduced velocity of 2, and due to the over-estimated lift force
in case 1VIVc, the response velocity was also increased and resulted in a 2P shedding
pattern [Williamson and Roshko, 1988]. Furthermore, since the predicted St of grid
2H1 is higher than the nominal value of 0.2, setting the experimental Vr value for case
1VIVc could be misleading. To account for the difference in shedding frequency, a
suggested non-dimensional number Vr St can be utilized. Therefore, a Vr value of 1.73
for case 1VIVc, corresponds to the Vr value of 2 for the benchmark experiments.
Table 5.4 shows the effect of the flow induced vibration on the shedding frequency,
lift and drag forces. The shedding frequency reported in the Table 5.4 is obtained by
examining the frequency of the velocity trace in the downstream wake. The oscillating
cylinder excited by the flow vortex force shows a dominant response frequency that is
now the system’s frequency (i.e. the wake and the cylinder together). Figs. 5.8a and
5.8b show the response curves for both lift force and transverse distance moved by the
cylinder, along with the frequency spectra of the signals respectively.
It could be inferred that, in uRANS and LES responses, the signal is not periodic
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Table 5.4: Comparison of frequency, forces, separation angle and recirculation length
for the Static and VIV studies. Studies for high Re VIV in 1DoF are listed.
Case fs,fosc Cd C´d C´l θ
o
s Lrec{D
2H1 327 1.1 0.1 1.0 85.4 1.06
LES-1 334 0.9 0.07 0.35 87.2 1.57
1VIVc 325 1.44 0.58 2.14 94.53 0.83
1VIVd 287 1.52 0.23 1.7 100.1 1.15
1VIVe 250.04 1.61 0.8 1.67 111.03 -
(non-stationary) and that LES response is more chaotic. Evidence of this can be
found by inspecting the phase-space profiles in Figs. 5.8c and 5.8d, where multiple
interfering orbits are present. The effect of Reynolds number is shown by the higher
and more chaotic response compared to response spectra observed by Brankovic´ and
Bearman [2006], and a CFD study by Elbanhawy and Turan [2010b] both undertaken
at Reynolds number of around 40001. The frequency spectrum here is analysed using
Fast Fourier Transform algorithm with a Tukey window applied in [MATLAB, 2008].
Nyquist frequency of 250, 000 Hz, that is three orders of magnitude higher than the
system’s frequency, is used for sampling. The oscillating cylinder exhibits a significant
amplification in fluctuating drag and lift forces -as expected-, in both uRANS and LES
runs. However, the LES run shows more sensitivity to VIV with an order of magnitude
rise in force fluctuations. With VIV, the shedding frequency of the flow-excited cylinder
has decreased slightly, but remained matched to the cylinder’s oscillating frequency.
In accordance with either of the benchmark experimental measurements, the phase
angle in between the fluid force and the cylinder’s displacement is zero as indicated
in Table 5.5. The force coefficients along with frequency ratio and vertical amplitude
are shown in Table 5.5. The numerical predictions for the oscillating cylinder show an
increase in the displacement amplitude, and a striking difference in the Cla. The sign
of the added mass coefficient from [Brankovic´ and Bearman, 2006] has been altered, to
be compatible with the same method of correlation applied here and in [Hover et al.,
1998]; this implies that when the Cla is negative, the added mass is positive.
1Reference is also made to Fig. 5.1 of low Re for cases 1VIVa and 1VIVb
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Other parameters are in accord with the range of experimental results laid out in
Table 5.5; it is noteworthy that both experimental values are for the ‘initial regime’
with very similar structural properties. CFD predictions by Elbanhawy and Turan
[2010b]1 at a lower Reynolds number likely suggest, that the increased displacement
and added mass effect on the force (Cla) are Reynolds number effects.
Table 5.5: Characteristics of VIV response for the different studied cases compared to
benchmarks for the ‘initial regime’. The arrow sign denotes the range of the measured
quantity. Studies for high Re VIV in 1DoF are listed.
Case ycyl.{D ∆Φ
o
y fosc{fn Cla Clv
1VIVc 0.11 0.0 0.46 1.64 0.0021
1VIVd 0.2 0.0 0.41 1.47 2.8 106
Hover et al. [1998] 0.02 20Ñ 25 0.40 0.3Ñ 0.8 0.8Ñ 0.15
Brankovic´ and
Bearman [2006]
0.13 0.0 0.47 0.9 0.02
5.3.2 Wake Dynamics with VIV
5.3.2.1 Mean and Fluctuating Velocities
VIV influence on wake profiles is shown in Fig. 5.9 for the uRANS run, and in Fig. 5.10
for the LES run. It seems that the averaging time was not long enough for case 1VIVc,
as indicated by the slightly unsymmetrical wake profiles. The cylinder’s oscillations
seem to reduce the streamwise velocity deficit across the wake, especially in the vicinity
of the cylinder as seen in Figs. 5.9a and 5.10a. However, both uRANS and LES
runs show that such deficit increases further downstream of the cylinder, and becomes
greater than in the static case, due to the expected mixing of free stream and vortex
street. Furthermore, the 1DoF oscillation tends to decrease Lrec{D as seen in Table 5.4.
This influence on the recirculation zone is consistent with what is found by Govardhan
and Williamson [2001], whereas what is not consistent with their measurements is
that they observed a higher velocity deficit in the ‘initial regime’, that was marked
with classical 2S Karman vortex shedding. The non-harmonic response predicted here
would result in a slightly disturbed 2S shedding regime; this consequently leads to a
different wake average field compared to [Govardhan and Williamson, 2001], given that
their experiment was made at Reynolds number of 4000.
1Also refer to results of the low Re cases presented in section 5.2.1
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Oscillations consistently reduce the average transverse velocity along the wake as
inferred from Figs. 5.9b and 5.10b. Such decrease is more pronounced at the vicinity
of the cylinder than further downstream. This is reasonable given the degree of wake
mixing, expected by the spatial increase of the vortex origins on both sides of the
cylinder, due to vibration. The cylinder’s oscillations have widened the effect of the
wake as appears on the streamwise, transverse and shear periodic stresses in Fig. 5.9;
their LES total counterparts in Fig. 5.10 show similar behaviour. This agrees with
measurements of Govardhan and Williamson [2001] for a lower Reynolds number. VIV
causes periodic and total streamwise stresses to increase while moving downstream,
although it causes a decrease at 1.1D and 1.5D. As expected, due to the cross-flow
oscillations that organise vortex motion, both transverse periodic and total stresses are
increased at the different wake cross-sections shown in Figs. 5.9d and 5.10d. The
periodic and total shear stress appears to be influenced by VIV and its free stream
entrainment, and is thus decreased along the wake as seen in Figs. 5.9e and 5.10e.
This is not the case for the uRANS result at 1.1D, where entrainment is not fully
achieved, provided that the uRANS model consistently over predicts the periodic shear
stress. In their study, Govardhan and Williamson [2001] have also observed, that VIV
reduces total and periodic shear stress at a lower Reynolds number.
5.3.2.2 Wake Structures
Instantaneous wake structures are visualised in Fig. 5.11a for the LES-1 grid, and in
Fig. 5.11b for case 1VIVd. The only difference in between both figures is the occurrence
of flow-excited oscillations. At the first glance, it could be inferred that the existence
of VIV, results in a more organized eddy structures as noted by Blevins [1994]. The
appearance of comparable streamwise vortices in case 1VIVd raises some questions
about the effect of VIV on the three-dimensionality of the wake. It is noticeable that,
on the cylinder and near the boundary layer, streamwise vorticity is low. Further
downstream, however, their existence is quite clear. This suggests that although VIV
augments the spanwise vorticity, the three-dimensional instability causing streamwise
braids is not washed out in case 1VIVd. This observation does not seem surprising
according to the DNS predictions by Carmo [2009], where streamwise vortices were
present in the wake of an oscillating cylinder; the study was made at Re  O(100).
To the author’s knowledge, the literature has no DNS or experimental information,
on such streamwise structures alongside VIV at the high Re studied. Perhaps more
exploration is needed to verify such finding.
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Figure 5.9: uRANS normalized wake profiles of time averaged velocities, Reynolds stresses and kinetic energy production (U ,
V , u˜u˜, v˜v˜, u˜v˜, Pkep), at x{D  1.1;1.5;2.0;3.0 from top to bottom respectively. () from [Cantwell and Coles, 1983]; (N) from
[Perrin et al., 2006]; Solid lines are for grid 2H1; Dashed lines are for case 1VIVc.
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Figure 5.10: LES normalized wake profiles of time averaged velocities, global Reynolds stresses and kinetic energy production
(U , V , uu, vv, uv, Pkep), at x{D  1.1;1.5;2.0;3.0 from top to bottom respectively. () from [Cantwell and Coles, 1983]; ()
from [Perrin et al., 2006]; Solid lines are for grid LES-1; Dashed lines are for case 1VIVd.
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5.3.2.3 Energy of Developing Structures
The time averaged kinetic energy production of vortex structures is evaluated from the
main stream to the resolved motion as follows:
P
pkepq  uiuj
BUi
Bxj
. (5.9)
The resolved Reynolds stresses uiuj, could either be the periodic component for uRANS,
or the filtered component for LES. Time averaged turbulent energy production, along
wake cross-sections, is displayed in Figs. 5.9f and 5.10f showing the influence of VIV.
Except at 1.1D for case 1VIVc, as the distance increases downstream, VIV results in
decreased production; that is suggested to be due to decreased flow gradients result-
ing from wake mixing. As the shear plays an important role in such production, this
uRANS observation at 1.1D is expected. There is an apparent difference in the pro-
duction profile between cases 1VIVc and 1VIVd, owing to the difference in turbulence
treatment, and more likely, to that the uRANS solution does not posses a span di-
mension. However, with the presence of VIV, production profiles share the same trend
in both of 1VIVc and 1VIVd cases. A general trend shown is that the production of
coherent structures is enhanced near the cylinder’s base, where the recirculation zone
is located. This is true for both static and flow-excited cylinder cases presented herein,
given the difference in their respective recirculation zones. Moreover, this has been
observed for a static cylinder, by Cantwell and Coles [1983], although not available to
be shown herein.
While the wake plots of P
pkepq seem to follow the same trend, among the static
and VIV cases, the qualitative and quantitative distribution of vortex energy, and its
production, differ significantly nearer the cylinder’s boundary layer. To further the
analysis, Fig. 5.12a visualises the Pkep in the vicinity of the cylinder for the 1VIVc
case. For the static case, it is shown that the thin boundary layer has positive energy,
the maximum of which lies in the separated shear layer. The base of the cylinder has
a region of negative production. In contrast, case 1VIVc exhibits major differences in
the profile of energy production. The thin boundary layer area is almost dominated by
negative production (decrease of energy of coherent structures). However, away from
the thin boundary layer area, there is a region of strong energy production as part of
the separated shear layer, and in the base of the cylinder. The core of the recirculation
zone shows a different behaviour in between the static and the oscillating cylinder.
Irrespective of its sign (i.e. direction), kinetic energy production is consistently higher
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-about one order of magnitude- influenced by the cylinder’s oscillation. Meanwhile,
Fig. 5.13a visualises P
pkepq in the vicinity of the cylinder in case 1VIVd, where values
are generally less than those predicted by case 1VIVc. VIV causes an increase in
production by more than an order of magnitude in addition to a qualitative difference
in production profile. Generally, 1VIVc and 1VIVd cases share the same influence of
VIV on production values, although there remains a difference in magnitudes, where
the influence of VIV is higher in LES computations.
Time averaged kinetic energy, of resolved vortex structures, is visualised in Figs.
5.12b and 5.13b for the 1VIVc and 1VIVd cases respectively. Similar to P
pkepq,
the cylinder’s oscillation causes a significant increase -by not less than an order of
magnitude- in the kinetic energy. This increase is more pronounced in the separated
shear layers and at the cylinder’s base. Both 1VIVc and 1VIVd cases follow the same
trend, despite the fact that the uRANS method predicts higher time averaged kinetic
energy. This is suggested to be due to the two dimensional assumption, that concen-
trates vorticity in a two dimensional plane.
The fluctuation of static pressure, and its correlation with streamwise and trans-
verse velocities on the cylinder surface, are plotted in Fig. 5.14. It is shown in Fig.
5.14a that the uRANS method over-predicts the time averaged pressure fluctuations
on the cylinder surface, compared to the LES output, in which values are influenced by
the span dimension. VIV causes such fluctuations to increase considerably; however,
values from both 1VIVc and 1VIVd cases come closer to one another. Such obser-
vation supports the argument that oscillations enhance the two-dimensionality of the
cylinder’s wake. Time averaged p  u correlation is generally enhanced by VIV, as
shown in Fig. 5.14b. However, the uRANS method exhibits higher correlation, likely
due to the higher shear layer streamwise velocity. Such high velocity results from the
linear eddy-viscosity turbulence model, which assumes that production and strain rate
are aligned. Fig. 5.14c shows time averaged p  v correlation, where VIV also in-
creases such correlation and alters the circumferential distribution qualitatively. The
p v correlation values are seen higher for case 1VIVd, than their counterparts in case
1VIVc. This observation comes in support of the higher oscillation amplitude, given
by the LES solution, which in turn causes higher fluctuations in transverse velocity at
the cylinder boundary.
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Figure 5.11: A comparison of wake structures for a surface of a constant normalized Q value of 0.05. (a) Static cylinder (grid
LES-1); (b) Case 1VIVd. The arrows point at organized Karman-like vortical structures. Note the enhanced coherence of such
structures when VIV takes place for the studied regime.
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Figure 5.12: uRANS normalized time-averaged energy data for coherent structures. (a) Pkep contours where dashed lines
denote negative values and dark regions indicate higher absolute values. Top: Static cylinder (grid 2H1), Bottom: VIV cylinder
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Figure 5.13: LES normalized time-averaged energy data for coherent structures. (a) Pkep contours where dashed lines denote
negative values and dark regions indicate higher absolute values. Top: VIV cylinder (case 1VIVd), Bottom: static cylinder (grid
LES-1); (b) Kinetic Energy contours of coherent structures, dark regions indicate higher values. Top: case 1VIVd, Bottom: static
cylinder.
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Figure 5.14: Time averaged data on the upper surface of the cylinder. (a) Static
pressure fluctuation (RMS); (b) Correlation of static pressure and streamwise velocity;
(c) Correlation of static pressure and transverse velocity. () is for the uRANS static
run (grid 2H1); (N) is for the LES static run (grid LES-1). Solid lines are for uRANS
case 1VIVc; Dashed lines are for the LES case 1VIVd.
5.3.3 Concluding Remarks
Reviews in the open literature suggest, that wake-VIV dynamics may exhibit impor-
tant changes in high Reynolds number flows, as highlighted by Sarpkaya [2004] and
Bearman [2010]. Pursuant to such need, the present section is aimed at exploring high
Re VIV; despite the fact that the study was limited to the ‘Initial Regime’. The wake
in the present CFD study has exhibited distinct vortical structures that are amenable
to resolution by means of the turbulence treatment applied. For a low mζ cylinder,
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predictions for wake statistics and response characteristics provided reasonable indica-
tions to what VIV would lead to. Additionally, results show that profitable use could
be made out of 2-D uRANS simulations, where expensive computational resources are
of an issue, especially for high Re scenarios. While recognizing the level of approx-
imations applied herein, it is shown that the high Reynolds number influences the
cylinder’s response amplitude, added mass and lift/drag amplification. Moreover, VIV
enhances free stream entrainment into the wake and results in changes in periodic and
total Reynolds stresses. Significant changes in the kinetic energy of vortex structures,
and its production, occur around the cylinder boundary. This is more pronounced in
the separated shear layer and at the cylinder base.
5.4 High Mass-Damping VIV: High Re
Another CFD study is undertaken to investigate cylinder VIV, for a highmζ . Initially,
a 3-D study (1VIVe) is considered for exploring the response behaviour and wake
statistics, for a single cylinder in the ‘lower regime’. Case 1VIVe is run for a single
reduced velocity, where Vr  5.565 or Vr  St  1.33, on the grid (LES-1). Then,
case 1VIVf is discussed, where the whole range of VIV response is simulated in a 2-D
uRANS model. Properties for both cases are listed in Table 5.1, where both share the
same Re of 140, 000. Benchmark comparisons are made with reference to both studies,
by Blackburn et al. [2000] and Govardhan and Williamson [2000]. A combination of
physical and numerical (DNS) experiments were undertaken by Blackburn et al. [2000],
where a single cylinder oscillated freely with m  50.8 and ζ  0.0024. The Reynolds
number for the DNS simulations was equal to 556, at a reference Vr of five. Conversely,
in Govardhan and Williamson [2000] experiment, reference is made to their high mζ
run, with m  320 and ζ  7.8  104. The Reynolds number reached 1250 at the
largest response amplitude. An important aspect of the simulations herein, is the
considerably high Re, in comparison to the benchmarks.
5.4.1 Response Characteristics
Table 5.4 lists the forces, oscillation frequency and separation angle for case 1VIVe. It
is shown that significant rise in mean and fluctuating force components results from
the VIV motion. The influence on forces for case 1VIVe follows the same trend of
case 1VIVd, when both cases are compared against the static case (LES-1). One
133
5. VIV analysis in 1DoF
Table 5.6: Characteristics of VIV response for case 1VIVe compared to benchmarks for
the ‘lower regime’. The arrow sign denotes the range of the measured/predicted quantity.
Case ycyl.{D ∆Φ
o
y fosc{fn Cla Clv
1VIVe 0.3 86.0 0.99 0.275 0.99
Blackburn et al.
[2000]
0.43 84  1.0 - -
Govardhan and
Williamson [2000]
0.425 92  1.0 - -
interesting observation is the disappearance of Lrec, which concurs with the findings
of Govardhan and Williamson [2001] at Re 3900. Fig. 5.15a shows the displacement
and lift force time series for case 1VIVe. The displacement signal is clearly periodic,
which concurs with results of Blackburn et al. [2000]. This is further clarified by the
phase-space plot shown in Fig. 5.15c. The force signal shows some disturbance similar
to that shown in [Blackburn et al., 2000], although the difference in Reynolds number
is considerable. FFT analysis, with Nyquist frequency of 250.000 Hz, results in the
frequency plot shown in Fig. 5.15b. The force-displacement portrait is shown in Fig.
5.15d, where the clockwise direction of rotation indicates energy transfer from the fluid
to the cylinder; the enclosed area represents the average work done on the cylinder
per oscillation cycle. This observation concurs with findings of Blackburn et al. [2000],
however, the more work per cycle shown in Fig. 5.15d is due to the higher value of
mζ for case 1VIVe. As a direct comparison to case 1VIVd, the frequency spectrum of
the drag force time series is plotted in Fig. 5.15e. Case 1VIVe shows more harmonic
response, than that of case 1VIVd. The high value of mζ parameter does influence
the regularity of the displacement signal, and consequently, results in a more harmonic
drag signal.
The response characteristics for case 1VIVe are presented in Table 5.6. As the mass-
damping parameter is higher in case 1VIVe (mζ  0.762), the predicted amplitude
is lower than those quoted for both benchmark experiments. Using Hilbert Transform
analysis [MATLAB, 2008], in the same manner as that described in [Hahn, 1996] and
[Khalak and Williamson, 1999], the instantaneous phase angle between the force and
displacement is plotted in Fig. 5.15f. The average value of ∆Φy is in favourable
agreement with benchmark experiments.
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Figure 5.15: VIV response predictions for the LES case 1VIVe. (a) Time series for lift coefficient and displacement. (b) FFT
spectra of lift force and displacement. (c) Phase-space plot of the displacement signal. (d) Displacement-force portrait. (e) FFT
analysis of the drag signal. (f) Time series of ∆Φy produced by means of Hilbert Transform.
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The force coefficients listed in Table 5.6 show a positive wake excitation (Clv), and
a positive added mass, as indicated by the negative value of Cla. Conversely, Fig. 5.16a
shows the RMS of pressure fluctuations on the cylinder surface, where case 1VIVe is
plotted against case 1VIVd. The Prms profile for cases 1VIVd and 1VIVe is similar.
Figs. 5.16b and 5.16c exhibit the pressure-velocity correlations for cases 1VIVe and
1VIVd, where qualitative accord is visible in between both cases. However, the profiles
of cases 1VIVe for Prms and Rpp, uqq show distinct kinks at around θ  60
o. The
author has no clear reason for this behaviour. Furthermore, it could be seen that for
Rpp, vq, that case 1VIVe produces higher cross correlation than that of case 1VIVd.
Such high correlation of case 1VIVe, is likely due to the more organized and harmonic
displacement pattern of case 1VIVe.
A note on case 1VIVe: Case 1VIVe entailed an interesting observation regarding
the excitation dynamics of the cylinder. Initially, the run was started at Vr  5.565
while the cylinder was at rest. It was observed, following this procedure, that the
cylinder was not excited by the wake to reach the high amplitude seen in the ‘lower
regime’. Rather, the response amplitude was weak and almost reaching 0.02D. In
order to overcome such excitation issue, the reduced velocity was brought down to
Vr  4.184 or Vr St  1, where the reduced velocity enters the ‘initial regime’ envelope.
The simulation was kept running at Vr  4.184 until the cylinder gathered momentum,
and was clearly excited by the wake showing a rising amplitude. Going back to the
‘lower regime’, the reduced velocity was then increased to Vr  5.565 and kept constant
until the end of the simulation, while statistics were being gathered. Such absence of
wake excitation has also been noticed by the author, in 2-D studies with high mζ
parameter, that are unreported in this thesis. However, in their study on a flexible
cylinder with similarmζ parameter, Brika and Laneville [1993] presented an answer to
such excitation absence. They indicated that the steady state amplitude, for a cylinder
released from rest, takes significantly long running time in order to develop into the
‘lower regime’. For example, it will take around 9000 oscillation cycles, for the cylinder
initially at rest, to reach the right steady state amplitude at the middle of the ‘lower
regime’ [Brika and Laneville, 1993]. Since that such long running time is uneconomical
computationally, the author resorted to an initial excitation, delivered by running the
simulation at the ‘initial regime’ before reaching the ‘lower regime’ as applied herein.
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Figure 5.16: LES time averaged data on the upper surface of the cylinder. (a) Static
pressure fluctuation (RMS); (b) Correlation of static pressure and streamwise velocity;
(c) Correlation of static pressure and transverse velocity. (N) is for the static run (grid
LES-1). Solid lines are for case 1VIVe; Dashed lines are for case 1VIVd.
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Figure 5.17: LES normalized wake profiles of time averaged velocities, global Reynolds stresses and kinetic energy production
(U , V , uu, vv, uv, Pkep), at x{D  1.5;2.0;3.0 from top to bottom respectively. Solid lines: static cylinder (grid LES-1); Dashed
lines: case 1VIVe (‘lower regime’); Dash-Dot lines: case 1VIVd (‘initial regime’).
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5.4.2 Wake Dynamics with VIV
5.4.2.1 Mean and Fluctuating Velocities
The statistics and averaging, made for case 1VIVe, has been made in the same way
as those of case 1VIVd. Time averaged velocities and Reynolds stresses are plotted in
Fig. 5.17 for case 1VIVe, where a visual comparison is made with respect to a static
cylinder and case 1VIVd. It is noteworthy to mention that comparing such plots for
cases 1VIVe and 1VIVd may seem misleading, given the significant difference in mζ
parameter. Nonetheless, the reason for such comparison is the anticipated vorticity
formation, that is influenced by ∆Φy, and is expected to show differences between
cases 1VIVd and 1VIVe. This could be looked at as comparing the wake profile of the
‘initial regime’ against that of the ‘lower regime’. Closer to the cylinder surface for case
1VIVe, the streamwise velocity plots show that the velocity deficit at the centre-line is
less than that of a static cylinder and that of case 1VIVd. At 3.0D, however, U profile
shows a sustained deficit that is more than that of the static case and case 1VIVd.
At 1.25D, Govardhan and Williamson [2001] found that U profiles take a double peak
pattern, where Re 3900. Such disagreement may well be attributable to the significant
difference in Reynolds number. Also, case 1VIVe shows a sustained U deficit away from
the centre-line; this indicates better wake mixing. Conversely, case 1VIVe shows lower
peaks of V , than those predicted by case 1VIVd and the static cylinder. The difference
among V profiles diminishes, as the wake location moves downstream.
5.4.2.2 Wake Structures
The instantaneous wake structures are illustrated by spanwise vorticity in Fig. 5.18,
comparing the case of a static cylinder (LES-1) to case 1VIVe respectively. Fig. 5.18b
shows vorticity structures that are similar to the classical 2S vortex pattern. Such
vortical pattern does not agree with that in Fig. 2.4, where the ‘lower regime’ response
leads to a modified vortical shape. In the experiment and DNS study by Blackburn
et al. [2000], the corresponding wake structure for case 1VIVe is 2P. However, the
shape in Fig. 5.18b is closer to 2P pattern, where counter-signed vortices are shed
per oscillation cycle, except that the second vortex is much weaker. Moreover, the
frequency analysis for a pressure signal in the near wake is shown in Fig. 5.19, where
there are distinct components at the oscillation frequency (250 Hz), and its second
harmonic (500 Hz). Although the second harmonic amounts to 20% of the main wake
frequency, its existence is attributable to a shedding pattern closer to 2P, where the
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second vortex in the pair is much weaker than the first. A similar observation of wake
frequency was discussed by Lucor et al. [2005], where their DNS study observed 2P
shedding pattern in the ‘lower regime’. The weak appearance of the 2P pattern in case
1VIVe, is very likely attributable to the coupled factors of Reynolds number and mass-
damping. These two factors are much higher than those used by Blackburn et al. [2000];
Govardhan and Williamson [2000]. Another 3-D instantaneous visualization of wake
structures is shown in Fig. 5.20, where spanwise vortices are illustrated; the vortices
are not as coherent as they seem for case 1VIVd (Fig. 5.11). This finding is plausible,
given that the wake pattern in case 1VIVd is 2S, which is more organized than that
of case 1VIVe; the 2P pattern has two votices of different strengths. Nonetheless, such
predicted 2P pattern for case 1VIVe invites new physical experiments, in order to verify
the influence of Re on the wake pattern.
5.4.2.3 Energy of Developing Structures
Near wake profiles show a consistent decrease of kinetic energy production as the wake
develops downstream the cylinder Fig. 5.17f. It is shown that Pkep profiles for case
1VIVe (‘lower regime’), are generally lower than those predicted by the static cylinder
and case 1VIVd. One would expect this finding, since fluctuating velocity components
(or Reynolds stresses) for case 1VIVe, are generally lower than their counterparts shown
in Fig. 5.17. Investigating Pkep closer to the cylinder surface, however, yields a differ-
ent trend. Fig. 5.21a shows Pkep contours taken at the middle section of the cylinder
span, comparing a static cylinder to case 1VIVe. It is seen that a qualitative difference
exists near the cylinder surface, where case 1VIVe exhibits higher magnitudes of Pkep,
especially at the stagnation and base areas. There is also a considerable increase in
kinetic energy production zone before the mean separation location. Conversely, Fig.
5.21b shows the time averaged kinetic energy contours, where there is a significant in-
crease of kinetic energy all around the boundary layer area. Compared to case 1VIVd,
case 1VIVe shows no qualitative difference of kinetic energy distribution around the
cylinder circumference (cf. Figure 5.13). The qualitative difference, however, is basi-
cally attributable to the different shedding pattern in between the two cases / regimes.
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Figure 5.18: A comparison of instantaneous normalized spanwise vorticity contours.
The two-dimensional cross-section is taken at the centre of the span length. (a). Contours
for case 1VIVd (‘initial regime’). (b) Contours for case 1VIVe (‘lower regime’). Dashed
circles are to denote the grouping of eddy structures evolving downstream the cylinder.
The classical 2P shedding mode is not clearly displayed for case 1VIVe.
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Figure 5.19: FFT spectrum for a static pressure signal in the near wake. The signal
is recorded at x{D  3 and y{D  0.6 relative to a static cylinder geometry.
Figure 5.20: Instantaneous wake structures for case 1VIVe. A constant value of 0.05
is displayed for the normalized Q surface. Karman-like structures are seen to develop
downstream the cylinder.
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Figure 5.21: LES normalized time-averaged energy data for coherent structures. (a) Pkep contours where dashed lines denote
negative values and dark regions indicate higher absolute values. Top: VIV cylinder (case 1VIVe), Bottom: static cylinder (grid
LES-1); (b) Kinetic Energy contours of coherent structures, dark regions indicate higher values. Top: case 1VIVe, Bottom: static
cylinder.
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5.4.3 Full Range VIV Analysis
So far, the VIV cases considered in the previous sections were simulating the response
for a single reduced velocity. Case 1VIVf, conversely, attempts to investigate a wider
range of reduced velocities. Such a sweep through Vr values is a computationally
expensive task, given the available resources; case 1VIVf is therefore based on a 2-D
model using uRANS turbulence treatment. Table 5.1 lists the properties of case 1VIVf.
5.4.3.1 Response Characteristics
The simulation for case 1VIVf is conducted progressively. The free stream velocity is
kept constant, to fix Re at 140, 000, while the natural frequency was changed to reflect
the increase in Vr. The transition from one reduced velocity to the other was made
linearly, after a steady state amplitude was reached at any Vr value. The simulation
started at Vr  4 and ended at Vr  7, while moving by 0.5Vr interval. The predicted
response of case 1VIVf is compared to that reported by Blackburn et al. [2000], where
2-D and 3-D DNS predictions along with complementary experimental measurements
are reported. Their data were undertaken such that, mζ  0.122.
Figure 5.22: A modified Griffin plot as proposed by Gorvardhan and Williamson to
incorporate the effect of Reynolds number on the maximum amplitude relation. The
proposed empirical relation is displayed on the curve, where the response amplitude is
plotted as a function of mass and damping values [Gorvardhan and Williamson, 2006].
With permission and courtesy of Cambridge University Press.
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Figure 5.23: VIV response for the range of reduced velocities covered by case 1VIVf.
The benchmark data displayed above are taken from [Blackburn et al., 2000]
The cylinder’s amplitude, plotted against Vr  St parameter, is shown in Fig. 5.23,
where a two-regime response is displayed. The predictions look superior to those of
the 2-D DNS benchmark study. It is also clear that the predicted maximum amplitude
is lower than the 3-D DNS and the experimental value. Since for case 1VIVf, the mζ
parameter reaches 0.762, the maximum amplitude is likely less than its counterpart for
lowermζ . However, it is now evident that higher Re leads to higher amplitudes, within
the sub-critical flow regime, as highlighted by Gorvardhan and Williamson [2006]. In
their study, a modified expression for maximum VIV response was presented (Fig.
5.22), for what is called ‘modified Griffin Plot’:
Amax 
 
1 1.12α  0.3α2

log
 
0.41Re0.36

, (5.10)
where, Amax is the maximum amplitude normalized by the cylinder diameter (i.e.,
y{D), and α  pm   CAq ζ . The potential added mass, CA, is equal to 1, for a cir-
cular cylinder. While this relation was calculated for a maximum Re of 33, 000, the
extrapolation to 140, 000 does not seem a risky assumption, based on the general ten-
dency of amplitude rise with higher Re. The extrapolated value Amax, corresponding
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to case 1VIVf, is 0.453. Given the data scatter exhibited in Griffin plot shown in Fig.
2.3, it is gratifying that case 1VIVf gives a reasonable maximum y{D prediction. The
synchronization range, seems shorter compared to either of the benchmark experimen-
tal data, or the 3-D DNS results in [Blackburn et al., 2000]. What is established, still
for lower Re ranges, is that the length of the synchronization range is dependent on
m, such that it decreases as m increases [Sarpkaya, 2004]. The reason behind the
predicted short synchronization range, relates either to the modelling method or to
the flow physics. The effect of high sub-critical Re on the synchronization range, for
high m, is not clearly established. To the knowledge of the author, there are no in-
vestigations for such an effect in the open literature. Yet, recent high Re experiments
suggest that, for lowmζ parameter, the synchronization range actually increases as Re
rises [Bernitsas et al., 2009]. Contrastably, when commenting on their high mζ mea-
surements, Govardhan and Williamson [2000] noted that their synchronization range
appeared longer, compared to their benchmark data obtained at higher Re. Govard-
han and Williamson reffered such difference to three-dimensional effects. Similarly,
inspecting the difference between the 2-D and 3-D DNS responses in Fig. 5.23, may
suggest that three-dimensionality is likely to cause such prediction. Even so, without
an extensive investigation on high Re VIV, uncertainty shadows any explanation for
the predicted short synchronization range, in case 1VIVf.
Other response details are plotted in Fig. 5.24. The phase angle between the lift
force and vertical displacement ∆Φy, is shown where there is a large increase gained
by leaving the ‘initial regime’ and moving towards the ’lower regime’. The trend is in
good agreement with experimental data reported by Govardhan and Williamson [2000]
for their high mζ case. The transition from the ‘initial regime’ to the ‘lower regime’
occurs when ∆Φy approaches 90
o; this also has an effect on the wake pattern as laid out
in the following section. Moreover, the frequency ratios for lift force and displacement
are shown also in Fig. 5.24. Synchronization of fosc and fforce takes place within the
‘lower regime’. Such frequency lock-in is terminated at Vr St  1.61, where fforce takes
back the shedding frequency of a static cylinder. Such trend in frequency is also similar
to what is reported by Govardhan and Williamson [2000], for their corresponding case.
However, they reported a small jump in fosc{fn, while transition takes place between
the ‘initial’ and ‘lower’ regimes. This jump is not detected for case 1VIVf, despite that
a jump exists between the beginning and end of the ‘initial regime’, or between Vr  St
values of 0.92 and 1.15.
The changes in fluctuating lift and mean drag are similarly shown in Fig. 5.24.
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Figure 5.24: Response characteristics for case 1VIVf as function of Vr St. Plotted are
the phase angle between the lift force and the transverse displacement (∆Φy), frequency
ratios (f{fn), force coefficients (Cla; Clv) and lift and drag coefficients (C´l; Cd).
There is seen a general trend, by which C´l and Cd decrease as the response progresses in
the ‘lower regime’. This is followed, however, by an increase after the synchronization
has terminated. The force coefficients, Clv and Cla are plotted in Fig. 5.24, where
an increase in Clv, during the ‘initial regime’, is followed by a steady decrease along
the ‘lower regime’. The consistently positive value of Clv means that wake excitation
takes place, until Vr  St  1.61, where Clv approaches zero. Conversely, a positive
added mass prevails in the ‘initial regime’, although the added mass decreases, as the
response approaches the ‘lower regime’. The added mass becomes slightly negative (i.e.,
Cla increases over zero), as the lock-in terminates. Notably, the force coefficients are
calculated by a cross-correlation method, and not by taking Cl  sin∆Φy or Cl  cos∆Φy
where signals are assumed essentially monochromatic.
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5.4.3.2 Wake Patterns
While case 1VIVf has shown a reasonable structural response behaviour, given its mod-
elling approximations, it is worth to assess the prediction of wake dynamics. Pursuant
to such, instantaneous vorticity contours are illustrated as means to identify wake pat-
terns. The wake pattern in the ‘initial regime’ is shown in Figs. 5.25a and 5.25b for
Vr  St  1.15; where the expected 2S pattern is shown. Inside the ‘lower regime’,
the 2P pattern appears, as shown in Figs. 5.25c and 5.25d, for Vr  St values of 1.265
and 1.38 respectively. Shortly before the cylinder leaves the synchronization range, the
predicted wake pattern transforms into 2S as shown in Fig. 5.25e for Vr  St  1.495.
As the cylinder leaves the synchronization (i.e., lock-out of fosc and fforce), the wake
pattern resorts back to 2S, as seen in Fig. 5.25f for Vr  St  1.61. Such prediction of
wake patterns, shows favourable agreement with the wake patterns, identified for the
high mζ data reported by Govardhan and Williamson [2000].
5.4.4 Concluding Remarks
Two simulations of high mass-damping VIV, at Re 140, 000, with different turbulence
treatment, have been discussed. 3-D LES predictions at a single reduced velocity
for case 1VIVe, have shown favourable agreement with their respective benchmarks
available. In light of the present predictions, it is shown that high Re VIV has the
tendency for higher response amplitudes. Furthermore, the LES wake analysis in the
‘lower regime’ has shown the absence of the typical 2P pattern in high Re. Rather, a
weak combination of double vorticity has been suggested. Such resulting pattern has
its impact on the predicted Reynolds stresses in the wake, compared to the ‘initial
regime’ predictions. Hence, a marked decrease in normal Reynolds stresses has been
found. In addition, a significant qualitative difference for the kinetic energy production
was shown, where a marked reduction occurred.
Similarly, predictions of case 1VIVf, sweeping a wide range of reduced velocities,
have indicated a gratifying use of a simplified 2-D model, able to capture some im-
portant VIV dynamics. The difficulty, nonetheless, in such high mass-damping and
high Re simulations, stems from the availability of benchmark data at such conditions.
Admittedly, it appears that adequate assessment of 3-D LES for VIV analysis would
require future effort, to simulate a wide range of reduced velocities. Moreover, fur-
ther numerical and physical experiments are necessary for a better assessment of the
influence of high Re VIV.
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Figure 5.25: Instantaneous wake patterns as function of Vr  St plotted for case 1VIVf, and coloured by vorticity magnitude.
The shedding starts with 2S mode in the ‘initial regime’. (a) depicts the wake as the amplitude rises in transient behaviour; (b)
is the wake at steady state. Transition to 2P mode takes place during synchronization at the ‘lower regime’.
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Chapter 6
On Vortex-Induced Vibration in
2DoF: Cylinder and Wake
Interaction
6.1 Preamble
In this chapter, CFD studies are applied to a rigid cylinder undergoing VIV in trans-
verse and inline directions (i.e., with two degree-of-freedom, or 2DoF). The VIV sce-
nario is applied, by means of dynamic meshing, on grids where static cylinders were
tested, similar to the preceding chapter. Simulations are carried out for low Re
(Re  4000), and high Re (Re  140, 000) cases in order to investigate the effect
of Re on 2DoF VIV. Moreover, responses of low and high values of the mass-damping
parameter mζ are explored, where the values of mass, damping and natural frequency
are equal in transverse and inline directions. The resulting predictions are examined
in comparison to selected benchmarks, 1DoF and static cylinder predictions of the
preceding chapters. Table 6.1 summarises the various simulations presented in this
chapter.
As the case in the preceding chapter, VIV studies herein are primarily concerned
with selected points on the pVr  y{Dq space. In addition, a single study is undertaken
to predict the 2DoF response across a wide range of reduced velocities. In a typical
2DoF VIV, where the inline and transverse displacement signals are monochromatic,
the following equations describe the relationship between the inline and transverse
motions:
y  Aysin p2πfoscytq , (6.1)
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x  Axsin p2πfoscxt  θq , (6.2)
where, Ay and Ax are respectively the inline and transverse displacement amplitudes,
and θ is the phase angle between the inline and transverse motions. As demonstrated in
Fig. 6.1, the angle θ is related to the trajectory of motion. However, the displacement
signals may not necessarily be harmonic and the phase angle may not remain constant
with time. That depends on the VIV setup, as will be highlighted in the results to
follow.
Figure 6.1: A sketch of 2DoF trajectory for a circular cylinder from [Jauvtis and
Williamson, 2004]. The phase angle between the inline and transverse motion dictates
the shape of the trajectory. Notably, the inline motion is assumed to have two times the
frequency of the transverse motion. Courtesy of Cambridge University Press.
The chapter starts with 2DoF simulations, undertaken for low mζ parameter with
different structural properties (Table 6.1). The 2DoF VIV measurements of Jauvtis
and Williamson [2004] are chosen as a benchmark. Jauvtis and Williamson conducted
experiments with a range of specific mass in a water tunnel. Their cylinder had equal
structural properties in the inline and transverse directions, where the specific mass,
m, ranged from 1.5 to 25.0. Their combined mass-damping, pm   CAq ζ ranged from
0.001 to 0.1, where CA is the ideal added mass coefficient pCA  1q. The Re ranged
from 1000 to 15, 000 in their experiment. Their measurements with m  2.6 and
pm   CAq ζ  0.013, are compared to the low m
ζ predictions herein.
Conversely, studies with a high mζ parameter, are compared to experimental and
numerical data found in [Blackburn et al., 2000; Dahl et al., 2010; Govardhan and
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Williamson, 2000; Jauvtis and Williamson, 2004]. Normalization of results is based on
the free-stream velocity, the diameter of the cylinder and the working fluid properties.
Table 6.1: Setup Summary of VIV simulations for 2DoF test cases .
Case Re m ζx ζy Domain Turbulence Grid
2VIVa 4000 0.82 1.5 104 1.5 104 2-D uRANS 2L1
2VIVb 140, 000 0.82 1.5 104 1.5 104 2-D uRANS 2H1
2VIVc 140, 000 1.0 1.5 103 1.5 103 3-D LES LES-1
2VIVd 204 2.0 0.862 0.832 3-D Laminar 3H1-Asp41
2VIVe 3402 2.0 0.862 0.832 3-D uRANS 3H1-Asp4
2VIVf 140, 000 2.0 0.862 0.832 3-D uRANS 3H1-Asp4
2VIVg 140, 000 50.8 0.015 0.015 2-D uRANS 2H1
1 This grid is equivalent to grid 3H1 in Table 4.2 with 4D span length.
6.2 Low Mass-Damping VIV: Low Re
Simulations are undertaken for case 2VIVa in Table 6.1, on the grid 2L1. The study is
focused on a single reduced velocity, pVr  2q, in the ‘initial regime’.
6.2.1 Response Characteristics
The influence of 2DoF motion has not shown a significant difference, as cases 1VIVa
and 2VIVa are compared. The displacement and force time series are shown in Figs.
6.2a and 6.2d, for the inline and transverse directions respectively. It is clear that
fluctuations in inline displacement and force, are significantly less than those of the
transverse direction. Table 6.2 shows a similar oscillating frequency and rise in force
coefficients; similar to case 1VIVa, foscy is a good approximation to the shedding
frequency. It is interesting, however, that Lrec has decreased in the 2DoF case. Given
the similar transverse displacement between cases 1VIVa and 2VIVa, it is likely that
the decrease in Lrec is due to 2DoF motion.
Spectral analysis, of the force and displacement times series, is undertaken by Fast
Fourier Transform (FFT) algorithm, with a Tukey window applied [MATLAB, 2008].
Nyquist frequency of 5000 Hz, that is three orders of magnitude higher than the sys-
tem’s frequency, is used for sampling. Fig. 6.3 shows the spectral analysis, where force
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and displacement signals appear periodic. The time series in Fig. 6.2 show no phase
difference between the force and displacement in each of the motion directions. This is
also confirmed by the force-displacement portrait plots in Figs. 6.2b and 6.2e, where
the portrait approximates to a line with a slope of 45o. The high frequency noise im-
posed on the Ffluidx signal is numerical in nature, and caused by the dynamic mesh
due to the small fluctuation in the inline direction. However, it was found negligible
by the FFT spectral decomposition. Conversely, phase-space plots are shown in Figs.
6.2c and 6.2f; the circular profile signifies the periodicity of the inline and transverse
displacements.
Table 6.2: Comparison of force coefficients, shedding frequency, separation angle and
recirculation length for the low mζ cases. 2DoF runs are compared to their 1DoF and
static counterparts. Studies for high and low Re VIV with 2DoF are listed.
Case fs;foscy Cd C´d C´l θ
o
s Lrec{D
2L1 8.3 0.986 0.007 0.338 92 1.55
2VIVa 9.0 1.031 0.01 0.705 93.15 0.98
1VIVa 9.1 1.037 0.015 0.74 93.53 1.47
2H1 327 1.1 0.1 1.0 85.4 1.06
LES-1 334 0.9 0.07 0.35 87.2 1.57
2VIVb 648.5 1.03 1.97 3.0 114.4 -
1VIVc 325 1.44 0.58 2.14 94.53 0.83
2VIVc 236.8 1.33 1.85 2.4 104.54 0.62
1VIVd 287 1.52 0.23 1.7 100.1 1.15
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Figure 6.2: Normalized numerical predictions for response of VIV for case 2VIVa. Time series of displacement and lift coefficient:
(a) Inline, (d) Transverse; Phase portrait plots for displacement against lift coefficient: (b) Inline, (e) Transverse; Phase-space
plots for the cylinder motion: (c) Inline, (f) Transverse.
154
6
.
V
IV
a
n
a
ly
sis
in
2
D
o
F
Table 6.3: Characteristics of VIV response for the low mζ cases compared to benchmarks. 2DoF runs are compared to their
1DoF counterparts. The arrow sign denotes the range of the measured / predicted quantity. Studied cases of high and low Re
VIV with 2DoF are listed.
Case xcyl.{D ycyl.{D ∆Φ
o
x ∆Φ
o
y foscy{fn Clax Clay Clvx Clvy
2VIVa 0.0014 0.07 0.0 0.0 0.45 2.5 102 0.673 7.8 105 6.2 104
1VIVa - 0.07 - 0.0 0.45 - 0.7 - 8.3 104
Brankovic´ and
Bearman [2006]
- 0.13 - 0.0 0.47 - 0.9 - 0.02
Jauvtis and
Williamson [2004]
0.1 0.125 0.0 0.0 0.4251 - - - -
Hover et al. [1998] - 0.02 - 20Ñ 25 0.40 - 0.3Ñ 0.8 - 0.8Ñ 0.15
2VIVb 0.15 0.2 360 0.0 0.69 1.38 1.08 0.0055 0.0145
1VIVc - 0.11 - 0.0 0.46 - 1.64 - 0.0021
2VIVc 0.22 0.15 0.0 0.0 0.34 1.413 0.5 0.0182 0.009
1VIVd - 0.2 - 0.0 0.41 - 1.47 - 2.8 106
1 Published data are referenced to fn in water. This is a corrected value, to reflect the ratio where fn is the natural frequency in air/vacuum.
155
6. VIV analysis in 2DoF
Moreover, the trajectory of the 2DoF motion is shown in Fig. 6.4 as a clear fig-
ure 8 shape, where foscx  2foscy. Notably, the comparison to the measurements
of Jauvtis and Williamson [2004] is reported at Vr  3, since their reduced velocity
was referenced to the natural frequency in water. According to their findings, the
figure 8 trajectory indicated a phase difference of 225o, between the inline and trans-
verse motions. However, the predicted trajectory in Fig. 6.4 shows a slanted shape
that indicates an inline-transverse phase difference of 135o. In another similar exper-
iment, with m  0.45 and pm   CAq ζ  0.0841, a comparable discrepancy to such
phase difference was measured by Leong and Wei [2008]. Meanwhile, Laneville [2006]
suggested that inline-transverse trajectories are influenced by separation and vorticity
formation in the immediate wake. Moreover, for the vortex formation pattern, Lam
et al. [2010] highlighted the importance of the relative velocity between the uniform
flow and the cylinder surface, and how this governs the wake vortex pattern. Although
similar experimental conditions existed in [Jauvtis and Williamson, 2004; Leong and
Wei, 2008], each found different displacement amplitudes in the ‘initial regime’. Since
different displacement amplitudes lead to different velocities at the cylinder surface,
such difference is more likely the cause of the different trajectories in between their
experiments. Despite that the predicted displacements are close to those measured by
Jauvtis and Williamson [2004], the differences in m and ζ make it difficult to assess
the discrepancy in the predicted inline-transverse phase difference. Given the 2-D as-
sumption and the uRANS turbulence treatment utilized for case 2VIVa, further studies
are indeed needed to better understand the discrepancy of such phase difference.
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Figure 6.3: Response spectrum by FFT for force coefficients and displacements of case
2VIVa in the inline and transverse directions.
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Figure 6.4: Inline-transverse trajectory plot for case 2VIVa. The arrows denote the
direction of motion.
Force coefficients are listed in Table 6.3, and show little difference between cases
2VIVa and 1VIVa. The 2DoF motion has caused a slight decrease of both coefficients,
compared to the 1DoF motion.
6.2.2 Wake Dynamics with VIV
6.2.2.1 Mean and Fluctuating Velocities
Fig. 6.5 show the near wake profiles of mean velocities and periodic Reynolds stresses,
comparing case 2VIVa to its static and 1DoF counterparts. It could be inferred that
the 2DoF motion has insignificant influence on the plotted wake profiles. However,
the change in wake profiles -caused by the 2DoF motion- is more visible at 1.06D and
2.02D. Out of the plotted variables, the change in u˜u˜ and v˜v˜ seems slightly higher.
6.2.2.2 Energy of Developing Structures
For coherent eddies, wake profiles of kinetic energy production, Pkep, are shown in Fig.
6.5f, while Fig. 6.6a shows contours of Pkep in the immediate wake. Such plots show
the insignificant effect of the inline motion on Pkep. Interestingly, the 2DoF motion
decreases the kinetic energy of coherent eddies, mainly near the boundary layer, as seen
in Fig. 6.6b. It is likely that the motion in the inline direction weakens the strength of
the velocity fluctuation, predominantly caused by transverse motion, since transverse
amplitude is much higher than inline amplitude in case 2VIVa.
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Figure 6.5: uRANS normalized wake profiles of time averaged velocities, Reynolds stresses and kinetic energy production (U ,
V , u˜u˜, v˜v˜, u˜v˜, Pkep), at x{D  1.06;2.02;3.0 from top to bottom respectively. () for a static cylinder (grid 2L1); Dashed lines:
for case 1VIVa; Dash-Dot-Dot lines are for case 2VIVa.
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Fig. 6.7a shows the RMS of static pressure fluctuations corresponding to case
2VIVa compared to its 1DoF and static counterparts. Also, the cross-correlation of the
pressure-streamwise and pressure-transverse velocity are seen on Figs. 6.7b and 6.7c
respectively. Notably, the pattern of pressure RMS, or its cross-correlation with velocity
components, is symmetrical on upper and lower sides of the cylinder. Predictions show
that the inline motion has no practical difference. However, the difference appears as a
small decrease in PRMS, Rpp, uq and Rpp, vq; this is possibly a result of the small inline
fluctuation, acting in the same way as it does for the kinetic energy contours.
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Figure 6.6: uRANS normalized time-averaged energy data for coherent structures. (a)
Pkep contours where dashed lines denote negative values and dark regions indicate higher
absolute values. Top: case 2VIVa, Bottom: case 1VIVa; (b) Kinetic Energy contours of
coherent structures, dark regions indicate higher values. Top: case 2VIVa, Bottom: case
1VIVa.
6.3 Low Mass-Damping VIV: High Re
In the present section, simulations are undertaken for cases 2VIVb and 2VIVc, at
Re  140, 000. Such 2DoF simulations are compared to their 1DoF counterparts,
cases 1VIVc and 1VIVd respectively. The focus of the studies herein is to target a
single reduced velocity within the ‘initial regime’. A comparison is made between the
2-D uRANS and 3-D LES turbulence treatment methods, in a similar presentation
to the preceding chapter. Case 2VIVb shares the same reduced velocity as its 1DoF
counterpart pVr  1.5q or Vr  St  0.35, while case 2VIVc has a different reduced
velocity, Vr  2 or Vr  St  0.48, same as that for its 1DoF counterpart.
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Figure 6.7: Time averaged data on the upper surface of the cylinder. (a) Static pres-
sure fluctuation (RMS); (b) Correlation of static pressure and streamwise velocity; (c)
Correlation of static pressure and transverse velocity. (): is for the static run (grid
2L1); Dashed lines: case 1VIVa; Dash-Dot-Dot lines: are for case 2VIVa.
6.3.1 Response Characteristics
Contrary to the 2DoF observations seen for the ‘initial regime’ at low Re, the 2DoF
motion for high Re induces significant influences to the VIV response. Figs. 6.8a and
6.8d show the time series of cylinder displacements and fluid forces, for case 2VIVb, in
inline and transverse directions respectively; similar plots are generated for case 2VIVc
in Figs. 6.9a and 6.9c. Motion amplitudes are significantly higher in the high Re cases
of 2VIVb, compared to its low Re counterpart (case 2VIVa). In comparison to the
2DoF benchmark of Jauvtis and Williamson [2004], it is clear that both 2DoF cases
2VIVb and 2VIVc predict higher response amplitudes. Reservedly, it has to be noted
that, alongside the fact that the Re herein is higher than their’s by an order of mag-
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nitude, their mζ parameter is equal to 0.0094 , while mζ herein equals 0.0015. As
seen in Table 6.2, the 2DoF motion results in significant rise in mean drag coefficient,
along with a rise in fluctuating drag and lift coefficients. The mean separation angle
has relocated further downstream with the presence of 2DoF motion, with almost a
disappearing recirculation zone. The evidence is that cylinder oscillations work to re-
duce Lrec as observed by Govardhan and Williamson [2001], and shown by cases 1VIVc
and 1VIVd. Moreover, Govardhan and Williamson [2001] observed a disappearing Lrec
for ‘lower’ and ‘upper’ regimes, where the oscillation amplitude increases. Given that
their measurements -and also the predictions of 1VIVc/1VIVd- are for 1DoF motion,
it is difficult to ascertain whether the inline oscillation has a role in Lrec disappearance.
However, since Lrec predictions in low Re case of 2VIVa indicate shorter Lrec, having
similar transverse amplitude as in 1VIVa, it could be concluded that the higher inline
motion shortens the Lrec in the case 2VIVb.
The frequency spectrum here is analysed using Fast Fourier Transform algorithm
with a Tukey window applied in [MATLAB, 2008]. Nyquist frequency of 250, 000 Hz,
that is three orders of magnitude higher than the highest oscillating frequency, is used
for sampling as shown in Figs. 6.10a and 6.10b for cases 2VIVb and 2VIVc respec-
tively. While the inline signals are almost monochromatic, the transverse signals show
two main frequencies in the uRANS case of 2VIVb, and a narrow band of dominant
frequencies in the LES case of 2VIVc. Apparently, there is a clear difference between
cases 2VIVb and 2VIVc, in regards to the lift force spectrum. Such difference could
be explained in light of the different flow modelling used by uRANS and LES treat-
ments. The LES modelling exhibits less organized low frequency beating, unlike that
seen clearly in case 2VIVb. Yet, the absence of such low frequency component may
probably be due to a relatively short simulation time (case 2VIVc had 41 cycles for
averaging). Case 2VIVb displays two dominant frequencies, where foscy{fn equals
0.69 and 0.05. Although the effect of the 0.05 ratio is small in the y{D signal, the
Ffluidy signal displays an equal spectral power at both ratios. Such low frequency
also translates into foscy{fs  0.14 and foscy{fnw  0.07, where fnw is the natural
frequency in water.
The appearance of multiple frequency response, in the transverse signals for 1DoF
motion, is not uncommon particularly in the ‘initial regime’, where there is a compe-
tition between the natural and vortex shedding frequencies [Anagnostopoulos, 2002;
Sarpkaya, 2004]. Non-stationary displacement and force signals have also been re-
ported, for high sub-critical Re, by Dahl et al. [2010] in their 2DoF experiments.
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However, such beating behaviour with a low frequency ratio of 0.05 is peculiar; similar
behaviour of 1DoF VIV, where Ffluidy was not synchronized with y{D displacement,
was reported by Morse and Williamson [2009]. They argued that such low frequency
force is due to the formation of ‘coalescing’ vortical structures, in cases where the ratio
U{foscD   4. Such ‘coalescing’ structures have lower frequency and result in a wake
form similar to 2S. In any case, applying such 1DoF explanation on the 2DoF case of
2VIVb is not straightforward, and needs further studies to be well understood.
Another striking difference exhibited by the LES case 2VIVc and the uRANS case
2VIVb, is the relation between their foscy, foscx and the natural frequency. The
uRANS case (2VIVb), shows foscy close to fnw, whereas the LES case (2VIVc)
shows foscy being about half of fnw. However, the foscx{fnw ratios in both cases
are almost equal. Considering the experiment of Jauvtis and Williamson [2004], it’s
seen that for 2DoF VIV at low mζ , the foscy{fnw approaches 0.5, in similarity with
the prediction of case 2VIVc. Yet, in case 2VIVb, the transverse vibration appears
locked-in to the inline oscillation, such that foscy is very close to foscx. It has to be
noted here, that such lock-in does not take place in the low Re version of the study
(case 2VIVa). With a single study comparison -case 2VIVb vs. case 2VIVc- herein, it
could only be suggested that the 2-D assumption used for case 2VIVb, tends to push
the transverse oscillation to lock-in to the inline oscillation.
Conversely, the spectral analysis of a pressure signal in the wake shows multi fre-
quency response, as illustrated in Figs. 6.11a and 6.11b for cases 2VIVb and 2VIVc
respectively. The appearance of multiple frequencies indicates a non-classical (non-2S)
shedding pattern, as shown by vorticity contours in Fig. 6.12. Such shedding pattern
does not agree with the finding of Jauvtis and Williamson [2004], where a 2S pattern
was evident for Re in the order of 10, 000, and where the mζ parameter was smaller
than the value herein by about an order of magnitude. Phase-space plots of inline and
transverse motion are shown for case 2VIVb in Figs. 6.8c and 6.8f respectively. Such
plots show the unorganised, non-monochromatic, pattern of the transverse motion.
Hence, the motion trajectory is chaotic, as seen in Fig. 6.13a. Similarly, phase-space
plots for case 2VIVc are displayed in Figs. 6.9b and 6.9e, where the inline motion is
more organized and coherent. The cylinder trajectory also exhibits a chaotic shape,
due to the ratio of foscx{foscy, as seen in Fig. 6.10. In their experiments on high Re
-including supercritical Re-, Dahl et al. [2010] found repeatable organised trajectories,
and also other chaotic patterns.
162
6
.
V
IV
a
n
a
ly
sis
in
2
D
o
F
τ
x
/
D
F
f
l
u
i
d
-
x
150 160 170 180 190 200
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
-5
-4
-3
-2
-1
0
1
2
3
4Ffluid-x
x/D
(a)
x/D
F
f
l
u
i
d
-
x
-0.2 -0.1 0 0.1 0.2 0.3
-1
0
1
2
3
(b)
x
d
x
/
d
t
-0.2 -0.1 0 0.1 0.2 0.3
-0.6
-0.4
-0.2
0
0.2
0.4
(c)
(d)
y/D
F
f
l
u
i
d
-
y
-0.3 -0.2 -0.1 0 0.1 0.2-4
-3
-2
-1
0
1
2
3
4
(e)
y
d
y
/
d
t
-0.3 -0.2 -0.1 0 0.1 0.2
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
(f)
Figure 6.8: Normalized numerical predictions for response of VIV for case 2VIVb. Time series of displacement and lift coefficient:
(a) Inline, (d) Transverse; Phase portrait plots for displacement against lift coefficient: (b) Inline, (e) Transverse; Phase-space
plots for the cylinder motion: (c) Inline, (f) Transverse.
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Figure 6.10: VIV response spectrum by FFT for force coefficients and displacement signals. (a). Spectrum for case 2VIVb
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Figure 6.11: Frequency spectrum of by FFT for a pressure signal in the near wake,
taken at x{D  3 and y{D  0.5. (a). Signal for case 2VIVb; (b). Signal for case 2VIVc.
Moreover, they argued that the 2DoF cylinder may not reach a repeatable trajec-
tory, if the ratio of nominal natural-frequencies fnx{fny is not close to two, as it is
the case in 2VIVb and 2VIVc. It is important to note that the experiments of Dahl
et al. [2010] had a maximum sub-critical Re of 60, 000.
The force-displacement portraits for inline and transverse directions are exhibited
for case 2VIVb in Figs. 6.8b and 6.8e respectively. By means of Hilbert transform
[MATLAB, 2008], the instantaneous ∆Φox is monitored along the simulation time, as
shown in Fig. 6.14a. The 45o slope of the portrait plot in Fig. 6.8b shows that
∆Φox moves between 0
o and 360o. For ∆Φoy in case 2VIVb, the slope in Fig. 6.8e
looks distorted as the signals for the transverse direction display bi-frequency response.
However, that slope of 45o suggests a 0o phase angle. To qualify this observation,
∆Φoy is calculated for individual frequencies from the FFT analysis, as shown in Fig.
6.14b, where ∆Φoy approaches 0
o at either of the two dominant Ffluidy frequencies.
Meanwhile, for case 2VIVc, instantaneous angle ∆Φox is plotted in Fig. 6.14c where
the average is zero. Due to the relatively broad frequency response of y{D motion, the
Hilbert analysis is not possible. However, the force-displacement plot in the transverse
direction is shown in Fig. 6.9d, where ∆Φoy is also close to zero.
Table 6.3 lists the displacements and force coefficients calculated for the 2DoF mo-
tion for cases 2VIVb and 2VIVc. Cases 1VIVc and 1VIVd are listed for comparison
purposes. The displacement values, x{D and y{D, are based on the maximum instan-
taneous predictions shown in Figs. 6.8 and 6.9. It is clear that the 2DoF motion in
case 2VIVc results in less transverse amplitude, in comparison with the 1DoF case
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Figure 6.12: A comparison of instantaneous normalized spanwise vorticity contours.
The two-dimensional cross-section is taken at the centre of the span length. (a). Contours
for case 2VIVb (uRANS). (b) Contours for case 2VIVc (LES). Dashed circles are to denote
the grouping of eddy structures evolving downstream of the cylinder. The classical 2S
shedding mode is not clearly displayed for both cases considered.
1VIVd. In fact, the standard deviation for y{D data -of case 2VIVb- is 0.088, which is
slightly less than that of case 1VIVc. This observation indicates that the 2DoF motion
has resulted in smaller average y{D amplitude. This remains, however, limited to the
‘initial regime’. Higher displacements for cases (2VIVb and 2VIVc) increases the mag-
nitudes of Cla in the ‘initial regime’, in agreement with measurements of Morse and
Williamson [2009]. Conversely, Clv increases due the 2DoF motion in high Re flow,
comparing case 2VIVb with case 2VIVa. Despite the lower average y{D amplitudes
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Figure 6.13: Motion trajectory for the low mζ test case at Re  140, 000. (a). Case
2VIVb (uRANS); (b). Case 2VIVc (LES). Trajectory differs from the typical ‘figure 8
shape’, as the frequency ratio fx{fy does not approach a value of 2.
in the 2DoF cases (2VIVb / 2VIVc), compared to their 1DoF counterparts (1VIVc /
1VIVd), it is peculiar to observe that Clvy has risen significantly. This is indicative
that the 2DoF motion has allowed more fluid-to-cylinder excitation.
6.3.2 Wake Dynamics with VIV
6.3.2.1 Mean and Fluctuating Velocities
Flow field averaging for the uRANS case of 2VIVb is based on 15 oscillation cycles,
while it is based on 41 cycles for the LES case 2VIVc. Velocity decomposition is based
on 5 cycles for case 2VIVb, whereas it is based on 15 cycles for the case 2VIVc. The
following discussion is solely based on CFD results, due to unavailability of compatible
experimental data.
Fig. 6.15 shows the near wake predictions of mean velocities and periodic Reynolds
stresses at different wake cross-sections, for case 2VIVb. Similar to the 1DoF case,
the 2DoF oscillations cause a sustained momentum deficit along the wake. The U
profiles show that the uRANS case 2VIVb predicts higher deficit than its static and
1DoF counterparts. The 2DoF motion results in a decreased time averaged transverse
velocity peaks, along the profiles shown in Fig. 6.15b. This is more likely due to the
enhanced wake mixing contributed by the inline motion. There is, however, a slight
increase in V at 3.0D, predicted by the uRANS case 2VIVb. For u˜u˜, it is seen that
the 2DoF motion results in consistent lower profile-peaks; such peaks are concentrated
near the wake centre-line, hence indicating a narrower wake in contrast with the 1DoF
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Figure 6.14: Phase angles between fluid forces and displacements. (a) Instantaneous
∆Φx for case 2VIVb; (b) FFT analysis showing ∆Φy as function of the response frequency
for case 2VIVb; (c) Instantaneous ∆Φx for case 2VIVc.
profiles. Similar remarks can be made for v˜v˜ and u˜v˜. However, the 2DoF motion causes
higher u˜u˜ at the wake centre-line. The u˜v˜ prediction at 3.0D shows higher values than
the 1DoF and static cases, despite the opposite behaviour at other upstream channels.
Notably, the profiles of such stresses are not symmetrical about the wake centre-line,
which is likely to be a result of an insufficient averaging time.
Conversely, mean velocities and total Reynolds stresses are displayed in Fig. 6.16,
for case 2VIVc. In contrast to case 2VIVb, the LES prediction in this case show a U
deficit, that is consistently lower than its 1DoF and static counterparts. The behaviour
of V is similar to that in the case 2VIVb. The uu profiles show a clear plateau, and
lower peaks than these in the static and 1DoF cases. A similar observation is also
visible for vv stresses. The 2DoF motion shows a significant decrease in the uv stress,
compared to its static and 1DoF counterparts. Perhaps a good reason for the lower
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peaks of velocity fluctuation, in cases 2VIVb and 2VIVc, is the high inline displacement
amplitude. High inline amplitudes change the spatial locations of the profile channels,
with respect to the cylinder surface. It could be inferred, that the inline motion is
behind the consistent decrease of periodic Reynolds stresses.
6.3.2.2 Wake Structures
The instantaneous wake structures are shown in Fig. 6.17, as developed in the LES
case 2VIVc. A pattern of coherent structures can be seen as the wake progresses
downstream of the cylinder. Two vortices are formed following the upper and lower
separating layers. Comparing this wake structure to that of the 1DoF case 1VIVd,
it becomes evident that such appearance of two vortices is a result of the significant
inline motion. Given the chaotic frequency spectrum shown in Fig. 6.11b, this snapshot
suggests that vortices agglomerate into coherent structures further downstream of the
cylinder.
6.3.2.3 Energy of Developing Structures
The time-averaged production of kinetic energy, for the coherent wake structures, is
considerably influenced by the 2DoF motion. Predictions of cases 2VIVb and 2VIVc, in
comparison to their 1DoF counterparts, show lower values of Pkep along wake profiles,
as respectively plotted in Figs. 6.15f and 6.16f. Such observation is also related to the
effect of the inline motion, as explained for the Reynolds stresses above. Generally,
a trend is shown such that Pkep is enhanced near the cylinder’s base. In fact, this
trend concurs with measurements of a static cylinder in [Cantwell and Coles, 1983],
although not available to be shown herein. Contours of Pkep are shown in Fig. 6.18
for cases 2VIVb and 2VIVc. The 2DoF motion exhibits a qualitative difference in
Pkep distribution, compared to the 1DoF case of 1VIVc or 1VIVd. The upstream end
(stagnation end) of the cylinder is dominated by positive production due to the inline
motion, whereas a strong negative production exists in the base region (energy sink).
Cases 2VIVb and 2VIVc, along with their 1DoF counterparts, display high values of
Pkep, near the time averaged location of separating shear layers. However, such loca-
tion of the highest Pkep is moved further downstream, for both 2DoF cases, consequent
to the higher predicted value of θos . When compared against the 1DoF cases, the 2DoF
cases generally display higher magnitudes of Pkep around the cylinder boundary, but
otherwise lower magnitudes further downstream of the wake.
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Figure 6.15: uRANS normalized wake profiles of time averaged velocities, Reynolds stresses and kinetic energy production (U ,
V , u˜u˜, v˜v˜, u˜v˜, Pkep), at x{D  1.06;2.02;3.0 from top to bottom respectively. Solid lines: for a static cylinder (grid 2H1);
Dashed lines: for case 1VIVc; Dash-Dot-Dot lines are for case 2VIVb.
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Figure 6.16: LES normalized wake profiles of time averaged velocities, Reynolds stresses and kinetic energy production (U ,
V , uu, vv, uv, Pkep), at x{D  1.06;2.02;3.0 from top to bottom respectively. Solid lines: for a static cylinder (grid LES-1);
Dash-Dot-Dot lines: for case 1VIVd; Dashed lines: are for case 2VIVc.
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Figure 6.17: Instantaneous wake structures represented by a constant value of nor-
malized Q equal to 0.05 (case 2VIVc). Surface is coloured by normalized streamwise
vorticity. Streamwise vortices are visible.
The uRANS case 2VIVb displays a slightly different distribution of Pkep values,
than that shown by the LES case 2VIVc. This is expected since the former uses periodic
stresses, while the later uses global stresses.
The time-averaged contours of kinetic energy for the developing eddies are shown
in Fig. 6.19a, as a comparison between cases 2VIVb and 1VIVc, where a qualitative
difference is visualized. The cylinder boundary layer has more energy, when the 2DoF
motion is considered. In the immediate wake, the 1DoF case shows higher concentration
of kinetic energy near the wake centre-line. However, the 2DoF case exhibits such
high concentration of kinetic energy in two closed regions, symmetrical about the wake
centre-line. This reflects the low normal stress contribution, as expected from Fig. 6.15.
Meanwhile, Fig. 6.19b displays the time-averaged kinetic energy contours predicted by
the LES case 2VIVc, with a comparison made against the 1DoF case 1VIVd. It is
seen here that the 2DoF motion increases the energy levels at the separating shear
layers, and at the stagnation zone. At the cylinder’s base, and further away from the
cylinder surface, case 2VIVc exhibits less kinetic energy levels than those predicted
by the 1DoF case 1VIVd. The difference in turbulence treatment, in addition to the
observed difference in response character, has resulted in a different distribution of
kinetic energy between the LES and uRANS test cases.
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Figure 6.18: Normalized time-averaged energy data for coherent structures predicted by uRANS and LES. Pkep contours are
shown where dashed lines denote negative values and dark regions indicate higher absolute values. (a) Top: case 1VIVc, Bottom:
case 2VIVb; (b) Top: case 1VIVd, Bottom: case 2VIVc.
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Figure 6.19: Normalized time-averaged energy data for coherent structures predicted by uRANS and LES. Kinetic energy
contours are shown where dark regions indicate higher absolute values. (a) Top: case 2VIVb, Bottom: case 1VIVc; (b) Top: case
1VIVd, Bottom: case 2VIVc.
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Figure 6.20: uRANS normalized time averaged data on the upper surface of the cylinder. (a) Static pressure fluctuation (RMS).
(b) Correlation of static pressure and streamwise velocity; (c) Correlation of static pressure and transverse velocity. () is for the
static run (grid 2H1). Solid lines are for case 1VIVc; Dash-Dot-Dot lines are for case 2VIVb.
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Figure 6.21: LES normalized time averaged data on the upper surface of the cylinder. (a) Static pressure fluctuation (RMS);
(b) Correlation of static pressure and streamwise velocity; (c) Correlation of static pressure and transverse velocity. Solid lines
are for the static run (grid LES-1); Dash-Dot-Dot lines are for case 1VIVd; Dashed lines are for case 2VIVc.
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On the cylinder surface, time-averaged pressure fluctuations vary considerably, due
to the 2DoF motion in cases 2VIVb and 2VIVc. Figs. 6.20a and 6.21a show Prms, where
the 2DoF motion is responsible for a significant rise in surface pressure fluctuations,
compared to the static and 1DoF counterparts. Qualitatively, one could see a steeper
rise and fall of Prms closer to θ  90
o, for case 2VIVb. A similar observation is made
for the LES case 2VIVc; however, there is a sudden decrease at θ  40o. Furthermore,
plots of the time-averaged p  u and p v correlations exhibit interesting features, as
respectively seen in Figs. 6.20b and 6.20c for case 2VIVb. Therein, major qualitative
differences are caused by the 2DoF motion realized in case 2VIVb. Although the
average amplitude of transverse motion is quite similar for cases 1VIVc and 2VIVb, the
fluctuating inline motion in case 2VIVb results in significant magnitude rise for Rppuq
and Rpp vq values. Additionally, Figs. 6.21b and 6.21c show the time-averaged pu
and p  v correlations for the LES case 2VIVc. The p  u correlation appears in
qualitative agreement with the uRANS case 2VIVb. The strong qualitative difference
in p  u profile is due to the inline motion, that alters the location of separation,
hence changing the surface regions where p and u have the same or opposite signs.
Nonetheless, LES predictions for p  v correlation exhibit differences in comparison
to case 2VIVb, where the 1DoF case shows higher p  v correlation peaks than the
2DoF case, along the cylinder surface. The significant difference in p  v correlation
prediction is primarily related to the higher y{D oscillation, experienced by the uRANS
case 2VIVb. Other factors that cause differences, between cases 2VIVb and 2VIVc, are
related to the modelling approach and to the clear difference in foscy{fn. Generally,
there remains some sort of qualitative similarity between the 1DoF and the 2DoF
predictions.
It is noteworthy that the surface profiles for Prms, p u and p v correlations are
symmetrical about the upper and lower halves of the cylinder.
6.4 High Mass-Damping VIV
In this section, results for 2DoF VIV with high mζ parameter are presented. With
the limited time alloted to the investigation in this section, only response dynamics
are discussed without wake statistics. The first three cases, namely 2VIVd, 2VIVe
and 2VIVf share the same structural properties, and are based on the static-cylinder
simulation 3H1  Asp4, where the working fluid is air (Table 4.2). These cases pri-
marily explore the effect of Reynolds number on the response characteristics; they are
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undertaken at Vr  5, based on the natural frequency in vacuum. Their structural
properties are chosen such that m is equal for each of the inline and transverse di-
rections, while, fnx{fny  0.97. When initially designed, these three 2DoF studies
were not targeted at specific benchmark cases (i.e., blind). However, such simulations
are compared herein, against 2DoF measurements of Jauvtis and Williamson [2004],
where comparison is made at the same Vr  St value. Notably, the choice of Vr for the
three cases above, means that their response is at the beginning of the ‘lower regime’ of
motion. However, the difference in the structural mass and damping values has to be
noted; m is similar, but ζ in the simulations above is two orders of magnitude higher
than that of Jauvtis and Williamson [2004] (Table 6.1).
Subsequently, case 2VIVg is presented to simulate the 2DoF VIV response, for
a wide range of Vr. The structural properties for case 2VIVg are different, and the
simulation is based on a 2-D model. Comparisons for case 2VIVg are made against
data of Blackburn et al. [2000]; Jauvtis and Williamson [2004], and also similar 1DoF
uRANS predictions of case 1VIVf in the preceding chapter.
6.4.1 Response Characteristics: Studies at constant Vr
The 2DoF simulations carried out for cases 2VIVd-f are initiated from rest, at a single
reduced velocity of five. Time-averaged statistics of fluid forces and separation angles
are listed in Table 6.4. Meanwhile, Table 6.5 lists the response parameters and force
coefficients. Predictions for such test cases are first discussed, followed by a comparison
to available literature data.
6.4.1.1 Predictions
The analysis begins with the laminar flow setup in case 2VIVd. Figs. 6.22a and 6.22b
show the time series for the inline and transverse directions respectively, where 30
shedding cycles are simulated. The frequency analysis is obtained by FFT for such
signals, as shown in Fig. 6.22c, where signals exhibit a monochromatic response. The
inline oscillation has twice the value of frequency as that of the transverse direction.
The noise seen in the Ffluidx signal, is highly suspected to be unphysical (numerically
generated), due to the sensitivity of the dynamic mesh model when small motion
amplitudes are present. In the near wake, the frequency analysis is exhibited in Fig.
6.23a, for a vorticity signal indicating a strong presence of foscy. The foscx and a third
harmonic are also present, however, with much weaker contribution. Interestingly,
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Table 6.4: Comparison of force coefficients, shedding frequency, separation angle and recirculation length for the high mζ cases.
A range of Reynolds number is studied.
Case fs;foscy Cd C´d C´l θ
o
s Lrec{D
2VIVd 100 1.47 0.052 0.515 110.16 1.743
2VIVe 108.8 1.7 0.26 1.31 104.3 1.19
2VIVf 125 0.78 0.031 0.245 86.4 1.74
Table 6.5: Characteristics of VIV response for the high mζ cases. Test cases have different Reynolds numbers.
Case xcyl.{D ycyl.{D ∆Φ
o
x ∆Φ
o
y foscy{fn Clax Clay Clvx Clvy
2VIVd 0.323 0.06 120 90 1.0 0.02 0.016 0.024 0.49
2VIVe 0.367 0.14 135,225 90 1.1 0.13 0.122 0.121 1.203
2VIVf 0.171 0.021 - 257.2 1.26 0.0143 0.055 0.012 0.212
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a considerable contribution is also found at lower frequencies, which is similar to what
has been noted for the 2DoF case 2VIVc above. Hence, it is suggested that the ap-
pearance of sub-harmonics is due to the complex interaction occurring between the
shear layer and the developing vortical structures in the immediate wake. An insight
into such developing eddy structures is demonstrated by Fig. 6.23b, in which small
rolled up tubes are formed at the back of the cylinder due to the inline motion. As the
inline and transverse motion signals are monochromatic, with a frequency ratio of 2,
the cylinder’s trajectory takes the shape of figure 8, as seen in Fig. 6.24a. The trajec-
tory indicates a phase angle of 315o in between the inline and transverse displacement
signals. Conversely, Figs. 6.24b and 6.24c show the time series of the phase angles of
the analytical signals, ∆Φox and ∆Φ
o
y respectively, generated by means of Hilbert trans-
form. As both phase angles are between p0o  180oq, the wake is performing work on
the cylinder. Furthermore, the positive values of Clv are indicative of that the cylinder
is excited by the wake, whereas Cla values approach zero in the transverse direction,
indicating the entrance into the ‘lower regime’ of VIV.
As Re increases to 3402, case 2VIVe exhibits similar behaviour to 2VIVd. Time
series of forces and displacements are shown in Fig 6.25, where signals remain essen-
tially monochromatic and an increase in transverse and inline amplitudes is seen. The
simulation time lasted for 17 shedding cycles. Similar wake structures to case 2VIVd
are displayed for case 2VIVe, as seen in Fig. 6.26. Frequency spectra are shown in
Fig. 6.25c, where the ratio foscx{foscy equals 2. The cylinder’s trajectory displays a
quasi-repeatable pattern of figure 8, where the inclined shape represents a phase angle
of 315o between the inline and transverse signals (Fig. 6.27a). The reason for such
quasi-repeatability is the appearance of low frequency content in the x{D time series.
Similar to case 2VIVd, Figs. 6.27b and 6.27c display time series of ∆Φox and ∆Φ
o
y. The
transverse phase angle remains fixed at 90o, while its inline counterpart is mirrored
from 225o to 135o. Conversely, force coefficients listed in Table 6.5 indicate a rise in
Cla values, compared to case 2VIVd. The added mass is negative in case 2VIVe, while
the rise in Clvx and Clvy indicates a rise in the wake excitation, and agrees with
higher 2DoF motion amplitudes predicted.
While Re reaches 140, 000, different cylinder-wake dynamics are demonstrated by
case 2VIVf. In fact, force and displacement data in Table 6.5 are surprisingly low for
such high Re considered. Figs. 6.28a and 6.28b show the time series of displacement
and force signals for the inline and transverse signals respectively, where 19 shedding
cycles are simulated. The peculiar finding for case 2VIVf is the remarkably low y{D
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Figure 6.22: Normalized VIV response predictions for case 2VIVd. (a) Time series of
drag coefficient and inline displacement; (b) Time series of lift coefficient and transverse
displacement; (c) Frequency spectrum by FFT for the inline and transverse signals.
amplitude, which is counterintuitive at Vr  5. Such observation can be related to
case 1VIVe, also targeted to ‘lower regime’, where a difficulty of cylinder excitation
was noted if the cylinder is released from rest. With only 19 shedding cycles simulated
for case 2VIVf, the simulation may have needed more time so that the VIV excitation
builds up [Brika and Laneville, 1993]. Unlike the case 1VIVe, there was no possibility
for the author to undertake excitation build up, due to time limitations. Therefore,
the results for case 2VIVf herein do not qualify to represent a true scenario for Vr  5.
Nonetheless, the inclusion of case 2VIVf herein brings an interesting finding: since
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Figure 6.23: Wake analysis for case 2VIVd. (a) FFT spectrum analysis for a vorticity
signal at (x{D  3, y{D  0.5); (b) Normalized instantaneous wake structures visualized
by a surface where Q  0.05, coloured by streamwise vorticity.
excitation build up was normally established -with an impulsive start- for cases 2VIVd
and 2VIVe, it appears that the Reynolds number plays a role in further delaying such
build up. Perhaps, supporting experimental studies will be crucial to qualify such Re
effect.
Frequency spectra of force and displacement signals are displayed in Fig. 6.28c for
case 2VIVf. Transverse signals show a monochromatic response. However, despite the
monochromatic feature of the Ffluidx signal, the x{D signal shows a strong contribu-
tion of a low frequency at 26.15 Hz. The other high frequency of x{D coincides with
the dominant Ffluidx, and both are double that of the transverse signals. Although
the simulation time may be responsible for its presence, the low frequency component
is likely present due to the interaction of the different vortical structures, in the imme-
diate wake. Fig. 6.29 demonstrates the wake structures for case 2VIVf, where vortices
similar to those found in cases 2VIVd-e are shown. Conversely, the trajectory of the
cylinder is shown in Fig. 6.30, with a distorted shape of figure 8 and an approximate
phase angle of 315o. However, due to the bi-harmonic feature of the inline motion, the
repeatability is weak.
6.4.1.2 Comparison to Experimental Data
Although, to the author’s knowledge, there are no compatible benchmark data to cases
2VIVd-f, the high m (m  7, mζ  0.0102) experiment of Jauvtis and Williamson
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Figure 6.24: Normalized VIV response characteristics for case 2VIVd. (a) Motion
trajectory with arrows indicating the direction of motion; (b) Time series of ∆Φx; (c)
Time series of ∆Φy.
[2004] could be taken as a reference. Notably, Re in their experiment ranged from
2000 to 11, 000. In their experiment, amplitudes at Vr  5 shows diminishing inline
amplitudes, and a transverse amplitude of about 0.2D (Fig. 6.31). It was also re-
ported that cylinder oscillation will take the figure 8 shape, where foscx is two times
its transverse counterpart. Notably, no force coefficients were reported for their ex-
periment. Given the difference of mζ parameter, cases 2VIVd and 2VIVe exhibit
reasonable response, in terms of the y{D values and the diminishing inline amplitudes.
Cases 2VIVd-f developed were started impulsively, and have developed signs of flow
excitation. Nonetheless, the issue of whether the response has taken enough time to
reach the ‘lower regime’ remains unknown. Since the simulations for case 2VIVd-f were
not given more time to run, the accuracy of x{D and y{D amplitudes is difficult to
judge. Meanwhile, it has to be reminded here that force coefficients are not calculated
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Figure 6.25: Normalized VIV response predictions for case 2VIVe. (a) Time series of
drag coefficient and inline displacement; (b) Time series of lift coefficient and transverse
displacement; (c) Frequency spectrum by FFT for the inline and transverse signals.
by taking Clcos∆Φy or Clsin∆Φy ; therefore, the values listed in Table 6.5 represent
the average of the cross-correlation function indicated in equation 5.5.
6.4.2 Full Range VIV Analysis
In the foregoing chapter, the 1DoF case 1VIVf investigated cylinder VIV response over
a wide range of reduced velocities. In this section, a parallel simulation (case 2VIVg),
is presented to assess the influence of 2DoF motion. The simulation for case 2VIVg
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Figure 6.26: Wake analysis for case 2VIVe. Normalized instantaneous wake structures
visualized by a surface where Q  0.05, coloured by streamwise vorticity.
is conducted progressively. The free stream velocity is kept constant, to fix Re, while
the natural frequency was changed to reflect the increase in Vr. The transition from
one reduced velocity to the other was made linearly, after a steady state amplitude
was reached at any Vr. The simulation started at Vr  4 and ended at Vr  7,
changing by 0.5Vr interval. Case 2VIVg has the same structural properties, same
grid and modelling methods as that found in case 1VIVf; the only exception is that
inline motion is allowed. Furthermore, the inline and transverse natural frequencies are
equal. Evidences from the available literature are that cylinder VIV response, in 2DoF
motion with high mζ parameter, will exhibit negligible difference if compared to its
1DoF counterpart [Jauvtis and Williamson, 2004]. Nevertheless, the study by Jauvtis
and Williamson [2004] was conducted such that Re ranged from 2000 to 11, 000. The
2-D uRANS simulation in case 2VIVg is undertaken to explore the effect, if any, of Re
on the findings of Jauvtis and Williamson [2004].
The 2DoF response of case 2VIVg is plotted against its 1DoF counterpart, as shown
in Fig. 6.32. There is a marked indication of a switch from the ‘initial regime’ to
the ‘lower regime’, shortly after Vr  St  1.1. It is seen that case 2VIVg displays
slightly higher values of amplitudes, in the ‘lower regime’, compared to case 1VIVf.
The considerable difference in amplitude, however, is seen at Vr  St  1.035, within
the ‘initial regime’. This coincides with the highest x{D displacement and amplitude.
In comparison to the data of Jauvtis and Williamson [2004], a gratifying qualitative
agreement is established, except for two matters. Firstly, Jauvtis and Williamson did
not report a sudden decrease in amplitude, coinciding with the rise in x{D amplitude
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Figure 6.27: Normalized VIV response characteristics for case 2VIVe. (a) Motion
trajectory with arrows indicating the direction of motion; (b) Time series of ∆Φx; (c)
Time series of ∆Φy.
within the ‘initial regime’. Secondly, they reported a small rise in x{D amplitude in the
‘lower regime’, as seen in their results in Fig. 6.31. In fact, case 2VIVg predicts a small
rise in inline amplitude at the end of the synchronization range, where Vr  St  1.5.
The comparison continues in the plots in Fig. 6.33, where multiple response char-
acteristics are displayed. The comparison for the phase angle between Ffluidy and
y{D, or ∆Φoy, shows a similar trend shared between the 1DoF and 2DoF responses.
However, there is a marked quantitative difference before the beginning, and at the
end of the synchronization range. Conversely, the comparison for Cd and C´l, shows a
general trend wise agreement, despite the sudden jump in C´l that coincides with the
jump in x{D amplitude. A similar observation is also seen for Clvy and Clay.
Meanwhile, it is noteworthy to report that, during the simulation of case 2VIVg,
it was noticed that steady amplitudes at each Vr, take much longer times to develop
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Figure 6.28: Normalized VIV response predictions for case 2VIVf. (a) Time series of
drag coefficient and inline displacement; (b) Time series of lift coefficient and transverse
displacement; (c) Frequency spectrum by FFT for the inline and transverse signals.
in comparison to the 1DoF case 1VIVf. Therefore, it was found interesting to explore
the frequency content and force coefficients, for the inline direction as plotted in Fig.
6.34. As expected, there is a clear rise in Clvx at Vr St  1.035, that also corresponds
with a dip in Clax. Apart from that dip, the inline added mass remains negative, yet
with small magnitude, across the Vr range. Moreover, the frequency ratio prediction
in the transverse direction, plotted in Fig. 6.33, shows no difference than that of case
1VIVf. Such observation follows what is reported by Jauvtis and Williamson [2004],
seen in Fig. 6.31. The inline frequency content, conversely, shows the inline response
dominated by bi-harmonic behaviour. One frequency corresponds to the fdrag, while the
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Figure 6.29: Wake analysis for case 2VIVf. Normalized instantaneous wake structures
visualized by a surface where Q  0.05, coloured by streamwise vorticity.
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Figure 6.30: Normalized VIV motion trajectory for case 2VIVf. Arrows indicate the
direction of motion.
other corresponds to flift. Such finding leads to the organized trajectories of figure 8,
are not demonstrated by case 2VIVg. This resembles a contradiction to what is found
in [Jauvtis and Williamson, 2004]. The inline oscillation exhibits a single dominant
frequency at two points: at Vr  St  1.035, where it coincides with the maximum x{D
amplitude, and at Vr  St  1.6, which marks the end of the synchronization range.
The drag frequency is generally two times its lift force counterpart. There are points at
which fdrag exhibits bi-harmonic content, such that fdrag contains a contribution from
fx. A peculiar observation here would be the appearance of such low frequency content
189
6. VIV analysis in 2DoF
Figure 6.31: VIV response characteristics for high mζ circular cylinder in 2DoF
motion, from [Jauvtis and Williamson, 2004]. The figure shows normalized amplitude
and frequency ratio (fy{fnw) plotted against the reduced velocity. (I, U and L) refer
to ‘initial’, ‘upper’ and ‘lower’ regimes respectively. The notations ‘AS’ and ‘SS’ denote
the symmetrical and anti-symmetrical 2S shedding pattern. With permission, courtesy
of Cambridge University Press.
of fx and fdrag, that is much lower than fy, at the end of the synchronization range.
To the author’s knowledge, there is no supporting evidence from the open literature,
regarding such low frequency appearance. Despite the much lower mζ , Dahl et al.
[2006] reported similar fx values lower than fy. In fact, their findings support the
observation herein, regarding the multiple frequency response in the inline direction.
Still, with a different Re, than any of the referenced literature for the current test case,
the reason for such low frequency remains not well understood. Further 3-D numerical
or experimental studies are needed to verify it.
Wake patterns, at different reduced velocities, are plotted in Figs. 6.35 and 6.36 .
In comparison to their 1DoF counterparts shown in Fig. 5.25 in the preceding chapter,
wake patterns for case 2VIVg exhibit the same vortex structures. Notably, the response
at Vr St  1.495 experience a long transient behaviour, where the amplitude experience
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Figure 6.32: VIV response for the range of reduced velocities covered by case 2VIVg.
() denotes the transverse amplitude for the 1DoF case 1VIVf; () denotes the transverse
amplitude for case 2VIVg; (N) denotes the maximum inline displacement for case 2VIVg;
() denotes the inline amplitude for case 2VIVg.
a significant reduction. The corresponding wake pattern is displayed at the start and
end of such transient response in Figs. 6.35f and 6.36a respectively.
6.5 Concluding Remarks
The test cases in this chapter focused on the response dynamics and wake interaction
for 2DoF cylinder VIV. The effects of mass-damping and Reynolds number on VIV
were explored. The predictions herein, although limited to some specific cases, have
shown clear indications that Re plays an important role in altering response and wake
dynamics. There were some contradictions regarding the cylinder response behaviour
that is established in the literature.
Studies on the ‘initial regime’ for low mζ parameter, have exhibited a significant
chaotic trajectory of motion. This coincided with a considerable inline motion ampli-
tude, and a multi-chromatic inline response. Subsequently, noticeable changes from
2DoF motion were seen on the statistics of the cylinder wake. Conversely, for the high
mζ test cases, it was shown the 2DoF response will also be affected by Re.
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Figure 6.35: Instantaneous wake patterns as function of Vr  St plotted for case 2VIVg, and coloured by vorticity magnitude.
The shedding starts with 2S mode in the ‘initial regime’. Transition to 2P mode takes place during synchronization at the ‘lower
regime’.
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Figure 6.36: (Continued) Instantaneous wake patterns as function of Vr St plotted for
case 2VIVg, and coloured by vorticity magnitude.
Another aspect considered was whether the 2DoF motion would entail different
transverse amplitudes, compared to the 1DoF VIV motion, in high Re flow. Such
aspect was only studied with a 2-D model for highmζ parameter. It was demonstrated
that, while the maximum transverse amplitude was unaffected, the motion trajectory
remained far away from the typical organized shape of figure 8. It was also shown that
the inline motion, in the ‘initial regime’, causes the transverse amplitudes to become
less than their 1DoF counterparts.
The majority of the studies in this chapter were undertaken with uRANS turbulence
modelling, which was able to provide reasonable response predictions. The (3-D LES
vs. 2-D uRANS) comparison, made for a single low mζ study, showed that while 2-D
modelling provides reasonable response indications, it should be used with caution.
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Chapter 7
On Heat Transfer and VIV for Low
Mass-Damping Cylinder in The
‘Initial Regime’
7.1 Preamble
The current open literature carries numerous publications about the dynamics of sin-
gle structures, freely oscillating in response to flow-induced forces of a cross-stream.
Influence of controlled oscillations on heat transfer, for relatively low Re cross-flow, has
been looked at previously; nonetheless, high Re measurements are difficult to obtain.
Studies on the flow field in the vicinity of bodies undergoing VIV, and the interaction
with surface heat flux, will fill a gap in the current literature. Such studies will enhance
the understanding of the mutual influence, between VIV and heat transfer, by which
better design is achieved for relevant equipment in the industry.
In the present chapter, CFD studies are undertaken to investigate a VIV scenario,
for a highly turbulent flow past a heated circular cylinder. Similar to the foregoing VIV
studies, Re is equal to 140, 000. Initially, a simulation for a static cylinder, with applied
surface heat flux, is undertaken in order to explore the influence of heat flux on flow
dynamics. Subsequently, an investigation on the influence of cylinder’s heat flux on
VIV response and vice versa is undertaken. The present study is limited, however, to
the ‘initial regime’ of VIV response, where a circular cylinder with low mass-damping,
and a single degree of freedom (transverse direction) is considered. Heat transfer is
studied for the oscillating circular cylinder in two scenarios:
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• A uniform heat flux is applied on the cylinder surface.
• A spatially variable heat flux is applied, where the heat flux is a function of the
cylinder’s span length.
7.2 Modelling Aspects
3-D Large Eddy Simulation (LES) is employed with dynamic sub-grid scale modelling
of Kim and Menon [1997], for a two diameter span cylinder, on static and freely rigid
oscillating scenarios. The VIV modelling method is the same as that applied in the
foregoing chapters; the numerical grid used in the present studies is ‘LES-1’, as de-
scribed in chapter 4. For the thermal boundary layer resolution, the definition of
Nusselt number (Nu) at the cylinder surface entails that δT  D{Nu, where δT is the
thermal boundary layer thickness. For the current simulations, δT is represented with
at least five grid points based on the maximum local Nu.
Furthermore, the internal energy (I) equation with a turbulent Prandtl number
(Prt) (here defined equal to 0.85), thermal conductivity k and specific heat Cp is
represented as
B
Bt
pρIq  
B
Bxi
pu¯iρIq 
B
Bxj

pk  
Cpµt
Prt
q
BT
Bxj


. (7.1)
The fluid used in the simulation is water with a reference temperature of 300 K; the
Prandtl number (Pr) is about 6, while Richardson number (Ri) approaches 7.71007.
Such low value of Ri indicates that the flow is not subject to bouyancy. The density
is kept constant, while the specific heat, thermal conductivity and viscosity are all
temperature dependent as follows:
Cp  4953.5 5.04T   0.0082T
2, (7.2)
k  0.484  0.00585T  7.34 1006T 2, (7.3)
µ  0.01278 6.5 1005T   8.45 1008T 2. (7.4)
To study heat transfer effects on the wake and on the vibration response of the cylinder,
a steady heat flux of 1.85MW {m2 is applied to the cylinder surface. However, for the
span dependent heat flux, the following linear function is imposed on surface heat flux:
q  616, 666.6  154, 166, 667∆z, (7.5)
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where, q is in W {m2, and z is the span location.
Table 7.1: A comparison of selected flow parameters showing the effect of heat flux on a
static cylinder. The experimental range - without heat flux- is taken from [Zdravkovich,
1997] except for Cd that is taken from [Cantwell and Coles, 1983].
Case C¯d θ
o
s Lrec{D C´l St
Static Cylinder 0.9 87.7 1.57 0.35 0.239
Static (uniform heat flux) 0.83 88.7 1.64 0.27 0.25
Range (Exp) 0.851.45 80  0.30.6 0.180.2
7.3 Results and Analysis
7.3.1 Fluid and Heat Flow Analysis
Numerical predictions for VIV response are compared against measurements of Brankovic´
and Bearman [2006], with and without the cylinder surface heat flux. The specific
mass for the experiment of Brankovic´ and Bearman is 0.82 while the damping ratio is
1.5104; the same values are used for the VIV studies herein. The reduced velocity of
choice (Vr  2), for VIV tests herein, places the cylinder in the ‘initial regime’. Wake
statistics and response dynamics will be compared against case 1VIVd in chapter 5.
Beforehand, however, a study for a stationary cylinder is presented also with isothermal
and uniform heat transfer scenarios. This stationary study is undertaken in order to
observe the influence of heat transfer on the flow field. Table 7.1 lists a comparison be-
tween the isothermal and uniform heat flux cases, highlighting the influence of heat flux
on the static cylinder’s flow parameters. It is shown that heat flux imposes significant
differences, on flow parameter, compared to its isothermal counterpart. Due to heat
flux, Cd and C´l have decreased, while there is an increase in St. The surface heat flux
acts to energize the boundary layer; thus, the velocity of the separating shear layers
increases. This is accompanied by an increase in the separation angle, and longer Lrec.
For the utilized computational grid, Fig. 4.4b shows the percentage of SGS kinetic
energy to the resolved (filtered) kinetic energy, in order to indicate regions of high SGS
viscosity generation.
The Nusselt number in the front stagnation point is equal to 911.5, if calculated for
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Table 7.2: Comparison of frequency, forces, separation angle and recirculation length
for the static and VIV studies. Test cases with and without applied heat flux are listed.
Case fosc Cd C´d C´l θ
o
s Lrec{D
Static - 0.83 0.103 0.27 88.7 1.64
(uniform heat flux)
Case 1VIVd 287 1.52 0.23 1.7 100.1 1.15
(no heat flux)
VIV 289.8 1.4 0.624 1.78 98.5 1.18
(uniform heat flux)
VIV 308.2 1.33 0.425 1.7 96.0 1.13
(non-uniform heat flux)
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Figure 7.1: Normalized time averaged local Nusselt number with comparison to exper-
imental data. Solid line: (LES-static with grid ‘LES-1’) ; Dashed line: (LES-VIV) with
uniform heat flux; Dash-Dot line: (LES-VIV) with non-uniform heat flux; Data from
[Giedt, 1949]:  for Re  170000 and,  for Re  140000.
the static cylinder, from the empirical relation [Zukauskas and Ziugzda, 1986]:
Nufs  1.11Re
0.5Pr0.35pPr{Prwq
0.25. (7.6)
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The current simulation predicts Nufs  870, with uniform heat flux. The average
Nusselt number equals 723.38, if calculated -also for the static cylinder- empirically
[Zukauskas and Ziugzda, 1986]:
Nu  0.26Re0.6Pr0.37pPr{Prwq
0.25. (7.7)
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Figure 7.2: Normalized time averaged values of local Nusselt number on the cylinder
surface. Contours are shown for the cylinder VIV with non-uniform heat flux.
The current simulation shows a value of 748.12, with uniform heat flux. Fig. 7.1
shows the local distribution of time averaged Nu around the upper surface of the static
cylinder, compared to two other experiments made with air, Pr  0.7, by Giedt [1949].
As shown, the local Nu predictions captures the overall trend, showing maximum heat
transfer following the separation, in such high pre-critical Re range. In agreement
with Zukauskas and Ziugzda [1986], higher values of local Nu coincide with increasing
boundary layer thickness. It is also evident how transverse oscillation alters local Nu
distribution, both quantitatively and qualitatively, showing a predominant increase
post separation. Furthermore, the circumferential average of Nu, on the freely oscil-
lating cylinder with uniform flux, shows a value of 880.2, exceeding that of the static
cylinder. Such finding agrees with what Pottebaum and Gharib [2006] concluded. Con-
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versely, the case studied with non-uniform heat flux, shows small deviations of local
Nu, as plotted in Fig. 7.1. There is, however, a significant span variation of Nu, for
the cylinder with non-uniform heat flux, as displayed in Fig. 7.2.
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Figure 7.3: Normalized local time averaged static temperature on the cylinder surface.
Values are taken at middle span. Solid line: (LES-static with grid ‘LES-1’) ; Dashed
line: (LES-VIV) with uniform heat flux; Dash-Dot line: (LES-VIV) with non-uniform
heat flux.
Subsequently, Fig. 7.3 exhibits the predicted time-averaged temperature distribu-
tion around the circumference of the cylinder. A decreased surface temperature is
shown at the rear end of the cylinder, when it undergoes flow induced vibration. Figs.
7.4a and 7.4b display the instantaneous and time averaged temperature distribution,
respectively, for the cylinder with non-uniform heat flux. Despite that the heat flux is
imposed to vary linearly along the span, time averaged values of T and Nu indicate a
non-linear distribution. This is primarily due to the high turbulence in the separated
shear layers.
Average streamwise and transverse velocity profiles at the near wake cross-sections
are shown in Figs. 7.5a and 7.5b respectively. By these wake profiles, a comparison
is made to highlight the influence of heat flux (uniform and non-uniform) and VIV on
the wake statistics. Starting with the effect of uniform heat flux on a static cylinder,
mean velocity profiles show insignificant difference. Similar observation is seen for vv
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Figure 7.4: Normalized static temperature on the cylinder surface with nonuniform
heat flux. (a) Instantaneous temperature; (b) Time averaged temperature.
and uv (Fig. 7.5). The heat flux, however, seems to decrease the values of uu, near the
wake’s centre-line. Such difference at 1.5D and 2.0D coincides with the longer Lrec,
predicted for the static cylinder.
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Figure 7.5: LES normalized wake profiles of time averaged velocities and global Reynolds stresses (U , V , uu, vv, uv), at
x{D  1.5;2.0;3.0 from top to bottom respectively. (N) Static-Uniform flux; () VIV-Uniform flux; Solid line: VIV-Non-uniform
flux; Wide-Dashed lines: case 1VIVd, Narrow-Dashed lines: Static run (grid LES-1).
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By comparing case 1VIVd to the VIV cylinder with uniform heat flux, it is seen
that heat flux has minor effects on mean velocities. Similar insignificant effects are seen
for all Reynolds stresses, despite that there are unsymmetrical peaks in uu, and lower
vv values as the wake develops downstream. Table 7.2 also shows some important
differences brought to forces on the oscillating cylinder, due to the heat flux. The
oscillation with uniform flux has resulted in increased C´l and C´d forces, although the
mean drag was reduced.
(a)
(b)
Figure 7.6: Wake structures by means of Q criterion. Illustrated is a surface of Q  0.05
coloured by streamwise vorticity. (a) VIV-Uniform flux; (b) VIV-Non-uniform flux. The
presence of the span-dependent heat flux has reduced the coherence of vortex shedding.
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As for the effect of non-uniform heat flux on the cylinder surface, it is anticipated
that such span dependent flux would result in reduced correlation of shear layer roll up.
This in turn will reduce fluid forces, compared to their counterparts with uniform flux,
as seen in Table 7.2. Notably, the values of θos and Lrec are taken at the middle of the
span. Moreover, wake profiles in Fig. 7.5 indicate that non-uniform heat flux results
in an insignificant change to mean velocities. The Reynolds stresses, however, are
subjected to a reduction in magnitude, caused by the span-dependent heat flux; this is
related to the loss of wake correlation due to the spatial variation of separation points.
Figs. 7.6a and 7.6b visualize an instantaneous snapshot of wake structures, for the
uniform and non-uniform flux cases respectively. Clearly, there is a loss of spanwise
correlation in the case of non-uniform heat flux. Despite that the wake profiles for
the span dependent flux case were span-averaged, it is peculiar to see the ‘seemingly
small’ difference caused by the span-dependent flux on wake profiles. As the cylinder
oscillation is present, the changes in wake profiles are in no way proportional to the
sharp variation in the linearly variant heat flux.
Figure 7.7: Standard deviation of the local Nusselt number plotted around the upper
circumference of the cylinder. Values are taken at the middle span of the cylinder. Solid
line: Static-Uniform flux; Dashed line: VIV-Uniform flux; Dash-Dot line: VIV-Non-
uniform flux.
Meanwhile, unsteady heat transfer is important for the determination of effective-
ness and structural integrity, of the heat transfer equipment. In Fig. 7.7, the standard
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Figure 7.8: A contour plot showing the standard deviation of the local Nusselt number
over the surface of the cylinder. Values are shown for the case of VIV with non-uniform
flux.
deviation of the Nusselt number (σNu) is plotted for both the static and VIV sce-
narios; the curve for the case of non-uniform heat flux is taken at the middle of the
span length. Additionally, Fig. 7.8 displays σNu distribution on the cylinder surface,
with the non-uniform flux. Most of the fluctuations in Nu occur in the rear part of
the cylinder. It is interesting to see the onset of sharp increase in fluctuations, at
boundary layer separation, with even a maximum at the rear stagnation point. Such
behaviour does not qualitatively differ for the oscillating cylinder cases herein, being
in the ‘initial regime’ with 2S shedding pattern. Quantitatively, oscillations greatly
improve heat transfer around the entire surface. Interestingly, the sudden increase of
σNu for the VIV case does not match with the averaged separation angle listed in Table
7.2. In fact, this occurs more than 10 earlier than the mean separation, for the case
with uniform heat flux. Although it remains higher than its static counterpart, σNu
profile shows a downward slope at 120 until it rises again at 142.
Time-averaged turbulence production, Pkep, is evaluated from the main stream
to the resolved/filtered eddy motion. The calculation is similar to what is applied in
chapter 5, and is considered for the uniform heat flux only. Fig. 7.9 shows the contours
of LES resolved turbulent energy production for the static and the oscillating heated
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cases respectively. The qualitative and quantitative distribution of turbulent energy
production differs significantly nearer to the cylinder boundary layer, than is the case
further downstream. For the static case, the thin boundary layer before separation
-perhaps not quite clear here- has positive energy production, the maximum of which
lies in the separated shear layer.
0.897
-
0.0
01
-0.007
0.004
-0
.002
y/
D
-0.6 -0.4 -0.2 0 0.2 0.4 0.60
0.2
0.4
0.6
1.196
0
.224
-0.082
-0.661
x/D
y/
D
-0.6 -0.4 -0.2 0 0.2 0.4 0.60
0.2
0.4
0.6
Figure 7.9: LES normalized time-averaged kinetic energy production for coherent
structures (Pkep). Contours are shown where dashed lines denote negative values and
dark regions indicate higher absolute values. Top: static cylinder (grid LES-1); Bottom:
case VIV-Uniform flux.
This acts to augment the eddy structures. Also, the base of the cylinder has a
region of negative production zone that serves as a sink for the energy of the resolved
eddy structures. Contrary to such, for the oscillating case, the thin boundary layer area
is almost dominated by negative production (destruction of energy of eddy structures).
Away from the thin boundary layer area, however, there is a region of strong energy
production as part of the separated shear layer. Conversely, the time averaged kinetic
energy of the resolved structures is plotted on Fig. 7.10. Similar to Pkep, the cylinder
oscillations have caused a significant increase -by not less than an order of magnitude- to
the kinetic energy. This increase is more pronounced in the separated shear layers and
in the cylinder’s base. Such observation coincides with the enhanced base heat transfer
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Figure 7.10: LES normalized time-averaged kinetic energy of coherent structures.
Contours of coherent structures are plotted, where dark regions indicate higher values.
Top: static cylinder (grid LES-1); Bottom: case VIV-Uniform flux.
discussed above. Notably, the non-uniform heat flux has shown no considerable change
to the values of Pkep, or to the kinetic energy of eddy structures; these predictions
were omitted in this section.
7.3.2 Response Analysis
The LES predictions of the cylinder’s response to VIV are analyzed to show the in-
fluence of heat flux. Fig. 7.11a displays the VIV response, in terms of normalized
transverse displacement and lift force, showing the influence of uniform heat flux. It
is peculiar to see that despite the lower fluctuations in lift force exhibited by a static
heated cylinder, the heat flux increases fluctuations in the lift force with VIV condition.
In turn, higher peaks in the y{D time series are attained when uniform heat flux is
applied. Moreover, Fig. 7.11b shows the response comparison, between the uniform
and non-uniform flux cases. It is clear that the non-uniform heat flux results in lower
y{D amplitudes, due to the loss of wake correlation noted earlier.
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Figure 7.11: Normalized VIV response predictions showing the effect of uniform and non-uniform heat flux. Time series of
the lift coefficient and the transverse displacement: (a) Response with Uniform flux plotted against zero-heat flux; (b) Response
with Uniform flux against Non-uniform flux. Spectrum analysis by means of FFT for the displacement signal: (c) Response with
Uniform flux against zero-heat flux; (d) Response with Uniform flux plotted against Non-uniform flux.
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Fig. 7.11c shows the FFT spectral analysis of the y{D signal, with and without heat
flux. While both cases exhibit almost the same dominant frequency, heat flux causes
the response to exhibit secondary -although minor- responses at different frequencies.
Conversely, Fig. 7.11d shows the FFT analysis for the y{D VIV signal, yet showing
the effect of the non-uniform heat flux. Therein, it is likely, due to the disrupted wake
correlation, that the vibration signal exhibits a combination of frequencies.
Table 7.3: Characteristics of VIV response for the different studied cases compared to
benchmarks for the ‘initial regime’. The arrow sign denotes the range of the measured
quantity. Comparison is also made to the VIV without applied heat flux.
Case ycyl.{D ∆Φ
o
y fosc{fn Cla Clv
Hover et al. [1998] 0.02 20Ñ 25 0.40 0.3 Ñ 0.8 0.8Ñ 0.15
Brankovic´ and
Bearman [2006]
0.13 0.0 0.47 0.9 0.02
1VIVd 0.2 0.0 0.41 1.47 2.8 106
VIV 0.22 0.0 0.414 1.37 8 104
(uniform flux)
VIV 0.18 0.0 0.44 0.8 5.6 104
(non-uniform flux)
Benchmark comparisons are shown in Table 7.3, where the predicted response char-
acteristics are listed against data of Brankovic´ and Bearman [2006] and Hover et al.
[1998]. It is essential to note here that both benchmark experiments were made at
Re  O(1000), for the reduced velocity of concern herein (i.e., 2). Favourably, the pre-
dicted phase angle ∆Φoy in between the fluid force and the transverse response is zero,
for all the VIV cases tested. Also, all the tested VIV cases show that the amplitude at
the dominant harmonic is consistently higher than the experimental counterpart. As
noted earlier, the uniform heat flux results in higher lift fluctuation, thus higher ampli-
tude. On the contrary, non-uniform heat flux results in lower response amplitudes, as
expected from the foregoing analysis. The force coefficient in phase with velocity, Clv,
approaches a value of zero for all the test cases, as an evidence of low wake excitation.
A striking difference in Cla is found for the VIV case, with uniform heat flux (and also
case 1VIVd), when compared to benchmarks. The sign of the added mass coefficient
from [Brankovic´ and Bearman, 2006] has been altered to be compatible with the same
method of correlation applied here and in [Hover et al., 1998]; this implies that when
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the Cla is negative, the added mass is positive. Other parameters show accord with the
range of experimental results laid out in Table 7.3; it is noteworthy that both experi-
mental values are for the ‘initial regime’ with very similar structural properties. CFD
predictions by Elbanhawy and Turan [2010b]1, at a lower Reynolds number, strongly
suggest that the increased displacement and added mass effect on the force (Cla) are
Reynolds number effects. The VIV case with non-uniform heat flux predicts much
lower Cla, coinciding with its low displacement amplitude.
7.4 Concluding Remarks
Predictions show that significant changes occur to the cylinder hydrodynamics, and
Reynolds stresses, due to VIV coupling with heat transfer. Compared to an isothermal
static or VIV cylinder flow, the addition of heat flux does not impose significant changes
on wake statistics or mixing, at the studied Re.
When applied to the cylinder surface, heat flux induces some changes to the vibra-
tion response of the cylinder. The uniform heat flux results in a noticeable increase in
response amplitude for VIV cases. Contrastingly, the non-uniform heat flux is found
to disrupt the wake correlation and subsequently reduce the VIV amplitude. Surface
temperature and heat transfer coefficient undergo qualitative modifications in VIV sce-
nario, as opposed to a static cylinder. The variance of Nusselt number increases, at
parts of the cylinder’s circumference due to VIV. Even with steep variation of heat
flux along the cylinder’s span, the VIV tends to significantly reduce span variation in
temperature and Nusselt number, especially post separation.
1Also refer to results of the low Re cases presented in section 5.2.1
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Conclusion
A multifaceted approach was considered in this thesis, by which response dynamics
and wake interactions were addressed for cylinder VIV. A numerical methodology was
implemented, where CFD simulations were applied on rigid circular cylinders. In ad-
dition to the concluding remarks highlighted in each chapter, a closure of the present
work is presented herein. The items below identify the proposed contributions to the
state of knowledge followed by the avenues recommended for future research.
8.1 Summary of Findings
8.1.1 CFD for VIV
The utilization of CFD techniques to simulate flow around stationary cylinders, has
demonstrated continuous success in the past decades. This has further promoted CFD
to tackle VIV problems, for reasons being either complimentary or exploratory. Today,
as industrial VIV involves more complex structures or flows, the need for VIV modelling
is becoming necessary, due to the limitations of physical experiments.
In chapter 4, several CFD studies were carried out for low and high subcritical
Re, where different grid resolutions and turbulence treatment methods were tested.
Difficulties in predictions were identified and analysed, as high Re flows proved to
be challenging. However, predictions for stationary cylinders have shown a favourable
performance with respect to benchmarks. During most of the VIV regimes, it is argued
that the presence of VIV acts to raise the coherence of the wake, and to consequently
reduce the sensitivity of the CFD predictions to spanwise effects. It was found that
the force coefficients, response amplitude and motion frequencies for the cylinder VIV
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have generally demonstrated gratifying predictions in the succeeding chapters (i.e., 5,
6 and 7).
With reservations, the 2-D simulations were found to show an encouraging per-
formance for VIV predictions. However, they need to be undertaken with caution,
especially when there is an error in predicting the shedding frequency; this error more
often occurs at high Re. A high value of St or lift force, would lead to an incor-
rect correspondence between the reduced velocity and the typically known response
regimes. This has been encountered for the high Re test case. Moreover, neglecting
the three-dimensional nature of the flow may likely cause incorrect VIV response. This
was seen in 2DoF simulations, where the inline and transverse motions were locked to
each other, also at high Re.
Another interesting finding was related to VIV excitation by CFD simulations. If
the cylinder was starting VIV from rest, it was found that reaching the ‘lower regime’
amplitudes is tricky. Achieving the necessary excitation for the ‘lower regime’ was
found to need excessive running times, for cylinders with moderate and high mζ
parameter. It is argued that the running time needed for excitation is likely to increase
as the Re rises. Reaching the ‘lower regime’ was achieved by progressively increasing
the reduced velocity, moving from the ‘initial’ to the ‘lower’ regime. This finding is
particularly important for expensive 3-D CFD investigations, as running times may be
prohibitively long.
The availability of computational resources remains a key factor in deciding the
quality and sophistication, which are needed from the CFD simulations in VIV analysis.
This becomes significantly important when VIV scenarios with high Re are tackled,
especially with low mass-damping cylinders. Not only does the increase in Re demand
denser grid resolution for adequate turbulence treatment, but also VIV simulations tend
to consume longer running times, as the vibratory motion departs from the harmonic
behaviour.
8.1.2 Wake - VIV Interaction
The wake-VIV interaction has been an essential part of this thesis. It was analysed
by looking at a selection of near wake statistics including turbulence and coherent
wake structures. Predicted time-averaged and fluctuating velocities (i.e., Reynolds
stresses) were collected. To the author’s knowledge, the application of the turbulence
scale decomposition herein, is first to appear in the literature for CFD analysis of VIV.
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Moreover, time-averaged kinetic energy production, and kinetic energy magnitude were
gathered for a comparative analysis. Other time-averaged data were collected on the
surface of the cylinder, like the fluctuation of static pressure and the pressure-velocity
correlation.
From a modelling standpoint, it was found that the wake statistics are usually
less sensitive to grid resolution than shedding frequency and flow forces are. It was
shown that, qualitatively, mean velocities and Reynolds stresses follow the same trend
in the low and high Re studies discussed for stationary and 1DoF VIV cylinders. It was
interesting to see how 2-D simulations produced gratifying predictions, when compared
to 3-D and benchmark wake statistics.
Out of the near wake predictions, Reynolds stresses, especially the normal part,
received a significant impact due to VIV. The resulting difference in wake pattern,
between the ‘initial’ and ‘lower’ regimes, had its influence on near wake statistics.
There was found a marked reduction in near wake Reynolds stresses in the ‘lower
regime’. Conversely, the change in the wake pattern, made by the 2DoF motion in
the ‘initial regime’, also produced a qualitative change in the near wake’s Reynolds
stresses. In fact, to the author’s knowledge, predictions for the 2DoF wake statistics
are the first to appear in the literature.
Meanwhile, VIV predictions showed that it induces wake mixing, and enhances
coherence of eddy structures. In the ‘initial regime’ of 1DoF VIV, near wake kinetic
energy production, of eddy structures, rises due to the oscillations; it also encoun-
ters a qualitative difference with respect to its counterpart for the stationary cylinder
flow. This accompanies a marked rise in the kinetic energy field around the cylin-
der. However, in the ‘lower regime’, the change in the wake pattern has resulted in a
clear reduction of the kinetic energy production, and kinetic energy magnitude of the
eddy structures. Conversely, 2DoF VIV tests in the ‘initial regime’, have demonstrated
remarkable changes to such kinetic energy fields; production and magnitude of eddy
structures has risen significantly around the cylinder surface.
Surface pressure fluctuation, and pressure velocity correlation, have shown a sig-
nificant rise owing to VIV motion. It was found that the 2DoF motion, in the ‘initial
regime’, produces a marked rise in surface pressure fluctuation and in the pressure
velocity correlation in the streamwise direction.
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8.1.3 VIV Response Analysis
Based on the extent of the investigations undertaken in this thesis, the following points
were noted:
• The VIV response was found to exhibit higher amplitudes with the rise in Re.
Regardless of the response regime, or mζ value, the response of displacement
and forces had an increased tendency to show non-harmonic behaviour, as Re
rises. Such tendency is much higher for low mζ parameter.
• 3-D studies on the 2DoF VIV were made in the ‘initial regime’, for low mζ
parameter. As Re increases, a strong tendency for a chaotic X  Y trajectory
was found. A similar observation was found for 2-D studies on a high mζ
cylinder. Such tendency was found to exist due to the non-harmonic oscillations
in the inline and transverse directions, in addition to that the ratio foscx{foscy
did not approach a value of 2. The observed frequency response was found to be
related to Re.
• As the VIV response becomes non-harmonic, the calculations of the force coeffi-
cients should not be based on the harmonic assumption, which is widely applied
in the literature. In this thesis, force coefficients were rather calculated by a
cross-correlation between forces and velocities/accelerations. The VIV response
observations suggest that the force coefficients are influenced by Re; this is likely
related to the increase in displacement amplitude.
• Given its simplified setup and low computational cost, the use of 2-D simulation
was found to be useful in tackling VIV problems. They have shown to produce
similar VIV response characteristics, compared to their 3-D counterparts. A
reasonably sound VIV response was produced from 2-D 1DoF test cases, for low
and high Re. In fact, the 2-D high mζ test, exhibited a favourable VIV response
across a wide range of reduced velocities. However, the 2-D tests for 2DoF VIV
have shown some discrepancies at high Re, where inline displacement frequency
was found different than that predicted by the 3-D simulation.
8.1.4 Heat Transfer and VIV
The effect of surface heat flux, on cylinder VIV, was studied for a low mζ cylinder in
the ‘initial regime’. Two types of steady heat flux were applied on the cylinder surface:
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a uniform and a span-dependent heat flux. In terms of VIV response, a comparison
was made between the cylinder with and without surface heat flux. It was found
that the uniform heat flux aided the increase in the displacement amplitude, while
the non-uniform flux was found to disrupt the wake correlation, hence reducing the
displacement amplitude.
Conversely, the impact of VIV on the cylinder surface heat flux was another aspect
of the study. The study was interesting, even for a stationary cylinder, since the Re
studied was scarcely explored in the literature. Benchmark comparisons, for a station-
ary cylinder, have shown favourable agreements in the predicted local Nusselt number.
With oscillations present, it was found that the average surface temperature is greatly
reduced, while the average Nusselt number is markedly increased. The variance of the
Nusselt number had the same trend, in both the stationary and VIV cases. However,
a significant increase in its magnitude occurs right after shear layer separation. When
the heat flux is span-dependent, even with a steep variation along the span, the cylin-
der’s oscillations tend to significantly influence heat transfer. Subsequently, the VIV
has reduced span variation in average temperature and Nusselt number, especially post
separation.
8.2 Future Considerations
So far, the studies in this thesis were for the most part explorational. Perhaps, a
main difficulty that faced the high Re simulations herein, was the lack of numerical or
physical benchmarks. Interestingly, despite the scarce data available on VIV response
for post-critical Re, data on pre-critical cross-flow have only reached a Re order of
10, 000. As was highlighted in the foregoing chapters, measurements or high quality
CFD simulations (LES or DNS) are therefore recommended for higher Re VIV. This
may include, in addition to VIV response analysis (amplitudes and frequencies), data
for force coefficients and phase angle between the flow force and the VIV displacement.
LES studies at a single reduced velocity were undertaken herein for VIV analysis.
The next step would be to explore more reduced velocities for both low and high mζ
parameter. Further analysis would be important to investigate the chaotic behaviour
of cylinder trajectory in 2DoF VIV.
In terms of VIV response, studies in the literature have considered a fixed mass and
damping values, to study the cylinder which undergoes oscillations. As implemented
in the open literature, the cylinder travels through VIV response regimes, usually by
215
8. Conclusion
an increase in flow velocity or natural frequency. However, what if such transition
between regimes is made by a variation in mass and damping values?. This question
may definitely arise in situations were cylinders gain additional mass due to foulings,
residues, etc.
As heat flux has shown a marked influence on VIV response in the ‘initial regime’,
further computational studies are suggested to look at similar influence in the remaining
regimes. In fact, available published data on VIV with heat flux are scarce for low Re,
let alone higher Re. The studies herein, have considered a time-steady heat flux at
the cylinder surface. Hence, another interesting investigation would try to answer the
question: what is the effect of a cyclic heat flux on the VIV response?. This is likely to
be of interest to the cross-flow heat exchangers community.
Finally, if CFD can provide answers to VIV problems for single cylinders, it will be
very interesting to explore the capability of CFD in simulating flow-excited structures
in close proximity. A direct and important application of such scenario is the flow
inside tube bundles of industrially common heat exchangers. Nevertheless, the CFD
simulation of flow around stationary tube bundles has proved extremely challenging,
due to the geometrical complexity of the bundle and what this entails on the flow
field within. FIV of tubes inside the tube bundle adds further complexity to the CFD
undertaking. In Appendix C, an introduction is presented to an attempt made for FIV
simulation in an inline tube bank; this is a part of an ongoing work on tube bundle
flows aimed at a future publication.
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Program for The Implementation of
Cylinder Oscillations
The coding below is used for solving the cylinder’s equation of motion; the code commu-
nicates with Ansys-Fluent in order to implement flow excited vibrations. A variation
of this code is used for the different test cases considered in this thesis. The following
allows 2DoF motion.
/*****2DoF VIV******/
/*****CONFIDENTIAL - THIS CONTAINS PROPRIATERY CODING*****/
#include "udf.h"
#include "dynamesh_tools.h"
#include "sg_mem.h"
#include "unsteady.h"
#define ZONE_ID1 8 /*The ID number of the cylinder face*/
#define Mass 0.001286 /*Cylinder’s Mass in Kg*/
#define Sy 24876.93 /*Cylinder’s Equivalent Spring Stifness Factor*/
#define Sx 60 /*Cylinder’s stifness factor in the X direction*/
#define Cy 0.0017 /*Cylinder’s Damping Coefficient*/
#define Cx 0.04 /*Cylinders’s Damping coefficient in X direction*/
#define NUM_CALLS 2
static real y[4];
static real V_CG[3]; /*Velocity vector of the center of gravity*/
static real X_CG[3];
static real Pos_CG[ND_ND];
static int calls = 0.0;
static cxboolean last_call = FALSE;
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static int i;
static real Fx, Fy; /* Total Aerodynamic forces*/
static real Cty; /*temporary time-dependent damping*/
static real ntss;
/****************Read / Write Files*******************/
#if !RP_NODE
static void write_velocity(real *V_old, real *Omega_old)
{ FILE * file_velo;
if ((file_velo=fopen(vel_Heat3dhw_spanflux.txt, w))==NULL)
Message0("Cannot open velocity_log file");
for(i=0; i<3; i++)
fprintf(file_velo, %e ", V_old[i]);
for(i=0; i<3; i++)
fprintf(file_velo, %e ", Omega_old[i]);
fclose(file_velo);
}
#endif
static void read_velocity(real *V_old, real *Omega_old)
{
float v_read[3], om_read[3];
#if !RP_NODE
FILE * file_velo;
if ((file_velo=fopen("vel_Heat3dhw_spanflux.txt", "r"))==NULL)
{
Message0("\nCannot open velocity_log file...creating one!\n");
if ((file_velo=fopen("vel_Heat3dhw_spanflux.txt", "w"))==NULL)
Message0("\nCannot create velocity_log file...failed!");
else
{
for(i=0; i<6; i++)
fprintf(file_velo, "%e ", 0.0);
fclose(file_velo);
file_velo = fopen("vel_Heat3dhw_spanflux.txt", "r");
}
}
for(i=0; i<3; i++)
fscanf(file_velo, "%e", &v_read[i]);
for(i=0; i<3; i++)
fscanf(file_velo, "%e", &om_read[i]);
fclose(file_velo);
#endif
#if PARALLEL
{
real exchange[6];
218
A. Program for VIV
#if RP_HOST
for(i=0; i<3; i++)
{
exchange[i]=(real)v_read[i];
exchange[i+3]=(real)om_read[i];
}
#endif
host_to_node_real (exchange, 6);
#if RP_NODE
for(i=0; i<3; i++)
{
v_read[i] = (float)exchange[i];
om_read[i] = (float)exchange[i+3];
}
#endif
}
#endif /*PARALLEL*/
for(i=0 ;i<3; i++)
{
V_old[i]=(real)v_read[i];
Omega_old[i]=(real)om_read[i];
}
}
static void runge4(real y[], real time_step) /*Runge-Kutta function */
{ real t1[4], t2[4], t3[4];
real k1[4], k2[4], k3[4], k4[4];
Cty = Cy;
t1[0]=y[0]+0.5*(k1[0]=time_step* y[1]);
t1[1]=y[1]+0.5*(k1[1]=time_step*((Fx-Cx*y[1]-Sx*y[0])/Mass));
t1[2]=y[2]+0.5*(k1[2]=time_step* y[3]);
t1[3]=y[3]+0.5*(k1[3]=time_step*((Fy-Cty*y[3]-Sy*y[2])/Mass));
t2[0]=y[0]+0.5*(k2[0]=time_step* t1[1]);
t2[1]=y[1]+0.5*(k2[1]=time_step*((Fx-Cx*t1[1]-Sx*t1[0])/Mass));
t2[2]=y[2]+0.5*(k2[2]=time_step* t1[3]);
t2[3]=y[3]+0.5*(k2[3]=time_step*((Fy-Cty*t1[3]-Sy*t1[2])/Mass));
t3[0]=y[0]+ (k3[0]=time_step* t2[1]);
t3[1]=y[1]+ (k3[1]=time_step*((Fx-Cx*t2[1]-Sx*t2[0])/Mass));
t3[2]=y[2]+ (k3[2]=time_step* t2[3]);
t3[3]=y[3]+ (k3[3]=time_step*((Fy-Cty*t2[3]-Sy*t2[2])/Mass));
k4[0]= time_step* t3[1];
k4[1]= time_step*((Fx-Cx*t3[1]-Sx*t3[0])/Mass);
k4[2]= time_step* t3[3];
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k4[3]= time_step*((Fy-Cty*t3[3]-Sy*t3[2])/Mass);
y[0]+=(k1[0]+2*k2[0]+2*k3[0]+k4[0])/6.0;
y[1]+=(k1[1]+2*k2[1]+2*k3[1]+k4[1])/6.0;
y[2]+=(k1[2]+2*k2[2]+2*k3[2]+k4[2])/6.0;
y[3]+=(k1[3]+2*k2[3]+2*k3[3]+k4[3])/6.0;
}
/********Start of Main UDF***********/
DEFINE_CG_MOTION(viv_cyl, dt, cg_vel, cg_omega, time, dtime)
{ real f_glob[3], m_glob[3], delta_t;
float flow_time;
Domain *domain;
Thread *tf;
flow_time = CURRENT_TIME;
domain=Get_Domain(1);
tf=Lookup_Thread(domain, ZONE_ID1);
delta_t=CURRENT_TIMESTEP;
for(i=0; i<ND_ND; i++)
f_glob[i]=0.0;
for(i=0; i<ND_ND; i++)
m_glob[i]=0.0;
read_velocity(V_CG, Omega_CG);
for(i=0; i<ND_ND; i++)
X_CG[i] = DT_CG(dt)[i];
for(i=0; i<3; i++)
Ang_disp[i] = DT_THETA(dt)[i];
y[0]=X_CG[0];
y[1]=V_CG[0];
y[2]=X_CG[1];
y[3]=V_CG[1];
z[0]=Ang_disp[2];
z[1]=Omega_CG[2];
Compute_Force_And_Moment(domain, tf, X_CG, f_glob, m_glob, TRUE);
Fx= 0; /*f_glob[0];*/
Fy=f_glob[1]; /*(1-exp(-(ntss+0.003)/0.00075));*/
Mz=m_glob[2];
M1=m_glob[0];
M2=m_glob[1];
Message0("Force in Y direction equals: %g\n",Fy);
runge4(y, delta_t);
V_CG[0]= 0;
V_CG[1]=y[3];
Omega_CG[2]=z[1];
for(i=0; i<ND_ND; i++)
cg_vel[i]=V_CG[i];
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for(i=0; i<ND_ND; i++)
X_CG[i] = X_CG[i] + V_CG[i] * dtime;
for(i=0; i<3; i++)
Ang_disp[i] = Ang_disp[i] + Omega_CG[i] * dtime;
if((++calls) == NUM_CALLS)
last_call = TRUE;
#if !RP_NODE
/*writing protocol files: velocity and monitoring files*/
if(last_call)
{
FILE * file_mont;
if((file_mont=fopen("mon_Heat3dhw_spanflux.txt", "a"))==NULL)
Message0("\nCannot open output file");
fprintf(file_mont, "%g\t" , flow_time);
fprintf(file_mont, "%g\t%g\t%g\t", X_CG[0], X_CG[1], f_glob[1]);
fprintf(file_mont, "%g\t%g\t\n", Fy, V_CG[1]);
fclose(file_mont);
write_velocity(cg_vel, cg_omega);
Message0("\nIn CG Motion\n");
calls=0;
last_call=FALSE;
ntss+=CURRENT_TIMESTEP;
}
#endif
}
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Program for Gathering Flow
Statistics
In the following code, communication with Ansys-Fluent is made such that various
flow statistics are collected; variations of this code are used for the different test cases
considered. The example below is used to collect statistics for both fluid and ther-
mal variables. Time-averaged, fluctuation and triple fluctuation values of the various
solution variables could be gathered.
/*****CONFIDENTIAL - THIS CONTAINS PROPRIATERY CODING*****/
#include "udf.h"
#include "storage.h"
#define prt 0.85
#define Tref 300.00
unsigned long int nts = 135000; /* counter for gathering stats*/
unsigned long int ntsmean = 80000; /*Time steps for fluctuations */
unsigned long int ntsfluc;
enum {
/*0 mean of pressure */
MP,
/*1 variance of pressure */
PP,
/*2 3 4 one point velocity-pressure correlations */
PU,PV,PW,
/*5 6 7 8 9 10 11 12 13 14 mean values of velocity derivatives*/
MSR,MDUDX,MDUDY,MDUDZ,MDVDX,MDVDY,MDVDZ,MDWDX,MDWDY,MDWDZ,
/*15 mean turbulent viscosity and mean effective thermal conductivity*/
TURBVIS,
/*16 17 18 mean values of pressure and velocity components*/
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MU,MV,MW,
/*19 20 21 Mean periodic turbulent normal stresses) */
UU,VV,WW,
/*22 23 24 PERIODIC_for RANS: Mean periodic turbulent shear stresses*/
UV,UW,VW,
/*25 26 27 28 29 30 production terms due to mean shear*/
P11,P12,P13,P22,P23,P33,
/* 31 32 33 34 35 36 Mean Normal and Shear Random Turbulent Stresses*/
MUU,MVV,MWW,MUV,MUW,MVW,
/* 37 38 39 40 41 42 Production terms due to periodic mean shear*/
PP11,PP12,PP13,PP22,PP23,PP33,
/* 43 44 Mean Kinetic Energy of Turbulence due to random and
Periodic fluctuations*/
KinTurb,KinTurbP,
/* 45 46 47 Kinetic Energy Production, random and periodic turbulence*/
KProdR,KProdP,KProdRP,
/* 48 49 50 51 52 53 54 Vel. derivatives of periodic components*/
MDUPDX,MDUPDY,MDVPDX,MDVPDY, MYPLUS, MWALLPRE, MWALLSHEAR,
/* 55 56 57 58 59 60 61 62 Mean values of vorticity and Helicity*/
MVORX, MVORY, MVORZ, MHELI, MSVORX, MSVORY, MSVORZ, MSHELI,
/*63 64 65 66 67 68 69 70 71 72 Triple values of vel. fluctuations */
MUUU, MUUV, MUUW, MUVV, MUVW, MUWW, MVVV, MVVW, MVWW, MWWW,
/* 73 74 75 Mean values of velocity fluctuations raised to the power 4*/
MU4, MV4, MW4,
/* 76 77 78 79 80 81 Skewness and Flatness values of velocities */
SU, SV, SW, FLTU ,FLTV, FLTW,
/*82 83 84 85 86 87 88 Mean of Trial Velocity fluctuations*/
TPP, TUU, TVV, TWW, TUV, TUW, TVW,
/*89 90 91 92 93 94 Pressure Strain Terms */
PHI11, PHI12, PHI13, PHI22, PHI23, PHI33,
/* 95 96 97 98 99 100 Dissipation Terms */
EPS11, EPS22, EPS33, EPS12, EPS13, EPS23,
/* 101 102 103 104 105 106 107 108 109 110 111 112 Heat Transfer Calcs:
wall temperatures, Nussult Number and Heat Transfer Coefficient */
HTC2a,HTC1a, QFLUXa, MeanK, HTC2b, WallT,FcellT,MEffK,WallDT,NUN,
HTC1b,QFLUXb,
/* 113 114 115 Heat Transfer wall stats: mean square of wall Temperature
fluctuation,
Nussult Number and Heat Transfer Coefficient*/
Twp, NUNSTD, HTCSTD,
/* 116 Mean Temperature Values in the domain K */
MeanT,
/* 117 118 119 120 121 122Mean product of temperature-velocities
and Specific heat*/
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MTU, MTV, MTW, MTUCp, MTVCp, MTWCp,
/* 123 124 125 Mean of Spatial Temperature Derivatives */
MDTDX, MDTDY, MDTDZ,
/* 126 127 128 129 130 131 132 133 134 135 136 137 138 Cross-correlations
of fluctuations, Mean of trail temperature product(TTT) and with vel.,
Mean of TRIPLE, Mean of T4, Skewness and Flatness*/
TT, TU, TV, TW, TP, TTT, TTU, TTV, TTW, MTTT, MT4, ST, FLTT,
/* 139 Mean Dynamic Eddy-Viscosity Constant*/
MDC
};
DEFINE_HEAT_FLUX(heat_flux, f, t, c0, t0, cid, cir)
{
#if RP_NODE
real htc2, htc1, qflux;
real wall_temp1,fcell_temp1 ;
htc2 = cid[1];
wall_temp1 = F_T(f,t);
fcell_temp1 = C_T(c0,t0);
C_UDMI(c0,t0,HTC2a)= htc2;
qflux = htc2*(wall_temp1 - fcell_temp1);
C_UDMI(c0,t0,QFLUXa)= qflux;
htc1= qflux/(wall_temp1 - Tref);
C_UDMI(c0,t0,HTC1a)= htc1;
#endif
}
DEFINE_EXECUTE_AT_END(cylsta)
{
#if RP_NODE
Domain *d;
Thread *t;
cell_t c;
face_t f;
real x[ND_ND];
real wallshear[ND_ND];
real areavec[ND_ND];
real x_vel,y_vel,z_vel;
real pprime,uprime,vprime,wprime;
real tpprime, tuprime, tvprime, twprime, tTprime;
real vorxprime, voryprime, vorzprime, heliprime;
real shear,area,EffK;
real var_wallshear,var_yplus,var_pres,var_wallshear_prime,
var_yplus_prime,var_pres_prime;
real wall_temp, fcell_temp, tprime, Tprime, NUNstd, HTCstd;
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int ID;
d = Get_Domain(1);
nts++;
thread_loop_c (t,d)
{
/*{if (FLUID_THREAD_P(t))*/
begin_c_loop_int(c,t)
{
/*Mean Dynamic Eddy-Viscosity Constant*/
C_UDMI(c,t,MDC)=
(C_UDMI(c,t,MDC)*(nts-1)+C_STORAGE_R(c,t,SV_LES_MUT_CONST))/nts;
/*
MEAN TURBULENT VISCOSITY (m2/s in unit)
*/
C_UDMI(c,t,TURBVIS)=(C_UDMI(c,t,TURBVIS)*(nts-1)+
(C_MU_T(c,t)/C_R(c,t)))/nts;
/*
MEAN STATIC PESSURE (Pa in unit):
(this value can be compered by the Fluent’s default value)
*/
C_UDMI(c,t,MP)=(C_UDMI(c,t,MP)*(nts-1)+C_P(c,t))/nts;
/*
MEAN VELOCITY VALUES (m/s in unit):
*/
C_UDMI(c,t,MU)=(C_UDMI(c,t,MU)*(nts-1)+C_U(c,t))/nts;
C_UDMI(c,t,MV)=(C_UDMI(c,t,MV)*(nts-1)+C_V(c,t))/nts;
C_UDMI(c,t,MW)=(C_UDMI(c,t,MW)*(nts-1)+C_W(c,t))/nts;
/*
MEAN STRAIN RATE MAGNITUDE and VELOCITY DERIVATIVES (1/s in unit):
*/
C_UDMI(c,t,MSR)=(C_UDMI(c,t,MSR)*(nts-1)+C_STRAIN_RATE_MAG(c,t))/nts;
C_UDMI(c,t,MDUDX)=(C_UDMI(c,t,MDUDX)*(nts-1)+C_DUDX(c,t))/nts;
C_UDMI(c,t,MDUDY)=(C_UDMI(c,t,MDUDY)*(nts-1)+C_DUDY(c,t))/nts;
C_UDMI(c,t,MDUDZ)=(C_UDMI(c,t,MDUDZ)*(nts-1)+C_DUDZ(c,t))/nts;
C_UDMI(c,t,MDVDX)=(C_UDMI(c,t,MDVDX)*(nts-1)+C_DVDX(c,t))/nts;
C_UDMI(c,t,MDVDY)=(C_UDMI(c,t,MDVDY)*(nts-1)+C_DVDY(c,t))/nts;
C_UDMI(c,t,MDVDZ)=(C_UDMI(c,t,MDVDZ)*(nts-1)+C_DVDZ(c,t))/nts;
C_UDMI(c,t,MDWDX)=(C_UDMI(c,t,MDWDX)*(nts-1)+C_DWDX(c,t))/nts;
C_UDMI(c,t,MDWDY)=(C_UDMI(c,t,MDWDY)*(nts-1)+C_DWDY(c,t))/nts;
C_UDMI(c,t,MDWDZ)=(C_UDMI(c,t,MDWDZ)*(nts-1)+C_DWDZ(c,t))/nts;
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/*Mean Vorticity and Helicity Values (1/s in unit):
*/
C_UDMI(c,t,MVORX) = C_UDMI(c,t,MDWDY) - C_UDMI(c,t,MDVDZ);
C_UDMI(c,t,MVORY) = C_UDMI(c,t,MDUDZ) - C_UDMI(c,t,MDWDX);
C_UDMI(c,t,MVORZ) = C_UDMI(c,t,MDVDX) - C_UDMI(c,t,MDUDY);
C_UDMI(c,t,MHELI) = C_UDMI(c,t,MU)*C_UDMI(c,t,MVORX)+
C_UDMI(c,t,MV)*C_UDMI(c,t,MVORY) + C_UDMI(c,t,MW)*C_UDMI(c,t,MVORZ);
/*Trail statistics for pressure, velocities and cross-correlations*/
tTprime = C_T(c,t)-C_UDMI(c,t,MeanT);
tpprime = C_P(c,t)-C_UDMI(c,t,MP);
tuprime = C_U(c,t)-C_UDMI(c,t,MU);
tvprime = C_V(c,t)-C_UDMI(c,t,MV);
twprime = C_W(c,t)-C_UDMI(c,t,MW);
C_UDMI(c,t,TPP) = (C_UDMI(c,t,TPP)*(nts-1)+SQR(tpprime))/nts;
C_UDMI(c,t,TTT) = (C_UDMI(c,t,TTT)*(nts-1)+SQR(tTprime))/nts;
C_UDMI(c,t,TTU) = (C_UDMI(c,t,TTU)*(nts-1)+(tTprime*tuprime))/nts;
C_UDMI(c,t,TTV) = (C_UDMI(c,t,TTV)*(nts-1)+(tTprime*tvprime))/nts;
C_UDMI(c,t,TTW) = (C_UDMI(c,t,TTW)*(nts-1)+(tTprime*twprime))/nts;
C_UDMI(c,t,TUU) = (C_UDMI(c,t,TUU)*(nts-1)+SQR(tuprime))/nts;
C_UDMI(c,t,TVV) = (C_UDMI(c,t,TVV)*(nts-1)+SQR(tvprime))/nts;
C_UDMI(c,t,TWW) = (C_UDMI(c,t,TWW)*(nts-1)+SQR(twprime))/nts;
C_UDMI(c,t,TUV) = (C_UDMI(c,t,TUV)*(nts-1)+(tuprime*tvprime))/nts;
C_UDMI(c,t,TUW) = (C_UDMI(c,t,TUW)*(nts-1)+(tuprime*twprime))/nts;
C_UDMI(c,t,TVW) = (C_UDMI(c,t,TVW)*(nts-1)+(tvprime*twprime))/nts;
/* Mean random Turbulent Stresses*/
C_UDMI(c,t,MUU)=(C_UDMI(c,t,MUU)*(nts-1)+(((2/3)*C_K(c,t))-
(2*(C_MU_T(c,t)/C_R(c,t))*C_DUDX(c,t))))/nts;
C_UDMI(c,t,MVV)=(C_UDMI(c,t,MVV)*(nts-1)+(((2/3)*C_K(c,t))-
(2*(C_MU_T(c,t)/C_R(c,t))*C_DVDY(c,t))))/nts;
C_UDMI(c,t,MWW)=(C_UDMI(c,t,MWW)*(nts-1)+(((2/3)*C_K(c,t))-
(2*(C_MU_T(c,t)/C_R(c,t))*C_DWDZ(c,t))))/nts;
C_UDMI(c,t,MUV)=(C_UDMI(c,t,MUV)*(nts-1)+(-(C_MU_T(c,t)/
C_R(c,t))*(C_DUDY(c,t)+C_DVDX(c,t))))/nts;
C_UDMI(c,t,MUW)=(C_UDMI(c,t,MUW)*(nts-1)+(-(C_MU_T(c,t)/
C_R(c,t))*(C_DUDZ(c,t)+C_DWDX(c,t))))/nts;
C_UDMI(c,t,MVW)=(C_UDMI(c,t,MVW)*(nts-1)+(-(C_MU_T(c,t)/C_R(c,t))*
(C_DVDZ(c,t)+C_DWDY(c,t))))/nts;
C_UDMI(c,t,KinTurb)=(C_UDMI(c,t,KinTurb)*(nts-1)+C_K(c,t))/nts;
/* Heat Transfer Calculations */
C_UDMI(c,t,MeanK)=(C_UDMI(c,t,MeanK)*(nts-1)+C_K_L(c,t))/nts;
C_UDMI(c,t,MeanT)=(C_UDMI(c,t,MeanT)*(nts-1)+C_T(c,t))/nts;
C_UDMI(c,t,MTU)=(C_UDMI(c,t,MTU)*(nts-1)+(C_T(c,t)*C_U(c,t)))/nts;
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C_UDMI(c,t,MTV)=(C_UDMI(c,t,MTV)*(nts-1)+(C_T(c,t)*C_V(c,t)))/nts;
C_UDMI(c,t,MTW)=(C_UDMI(c,t,MTW)*(nts-1)+(C_T(c,t)*C_W(c,t)))/nts;
C_UDMI(c,t,MDTDX)=(C_UDMI(c,t,MDTDX)*(nts-1)+C_T_G(c,t)[0])/nts;
C_UDMI(c,t,MDTDY)=(C_UDMI(c,t,MDTDY)*(nts-1)+C_T_G(c,t)[1])/nts;
C_UDMI(c,t,MDTDZ)=(C_UDMI(c,t,MDTDZ)*(nts-1)+C_T_G(c,t)[2])/nts;
C_UDMI(c,t,MTUCp)=(C_UDMI(c,t,MTUCp)*(nts-1)+
(C_T(c,t)*C_U(c,t)*C_CP(c,t)))/nts;
C_UDMI(c,t,MTVCp)=(C_UDMI(c,t,MTVCp)*(nts-1)+
(C_T(c,t)*C_V(c,t)*C_CP(c,t)))/nts;
C_UDMI(c,t,MTWCp)=(C_UDMI(c,t,MTWCp)*(nts-1)+
(C_T(c,t)*C_W(c,t)*C_CP(c,t)))/nts;
/*---------------------------------------------------------*/
if (nts>ntsmean) /*(start gathering higher order statistics after
the mean values reach to reasonable values)*/
{ ntsfluc=nts-ntsmean;
pprime=C_P(c,t)-C_UDMI(c,t,MP); /* fluctuation of STATIC PRESSURE */
uprime=C_U(c,t)-C_UDMI(c,t,MU); /* fluctuation of X-VELOCITY */
vprime=C_V(c,t)-C_UDMI(c,t,MV); /* fluctuation of Y-VELOCITY */
wprime=C_W(c,t)-C_UDMI(c,t,MW); /* fluctuation of Z-VELOCITY */
vorxprime = C_DWDY(c,t) - C_DVDZ(c,t) - C_UDMI(c,t,MVORX);
voryprime = C_DUDZ(c,t) - C_DWDX(c,t) - C_UDMI(c,t,MVORY);
vorzprime = C_DVDX(c,t) - C_DUDY(c,t) - C_UDMI(c,t,MVORZ);
heliprime = C_U(c,t)*(C_DWDY(c,t)-C_DVDZ(c,t)) +
C_V(c,t)*(C_DUDZ(c,t) - C_DWDX(c,t)) + C_W(c,t)*(C_DVDX(c,t) -
C_DUDY(c,t)) - C_UDMI(c,t,MHELI); /*fluct
of helicity*/
C_UDMI(c,t,PP)=(C_UDMI(c,t,PP)*(ntsfluc-1)+SQR(pprime))/ntsfluc;
C_UDMI(c,t,MDUPDX)=(C_UDMI(c,t,MDUPDX)*(ntsfluc-1)+
(C_DUDX(c,t)*(uprime/C_U(c,t))))/ntsfluc;
C_UDMI(c,t,MDVPDX)=(C_UDMI(c,t,MDVPDX)*(ntsfluc-1)+
(C_DVDX(c,t)*(vprime/C_V(c,t))))/ntsfluc;
C_UDMI(c,t,MDUPDY)=(C_UDMI(c,t,MDUPDY)*(ntsfluc-1)+
(C_DUDY(c,t)*(uprime/C_U(c,t))))/ntsfluc;
C_UDMI(c,t,MDVPDY)=(C_UDMI(c,t,MDVPDY)*(ntsfluc-1)+
(C_DVDY(c,t)*(vprime/C_V(c,t))))/ntsfluc;
/*
MEAN VALUES OF U’U’, V’V’, W’W’(PERIODIC TURBULENT NORMAL STRESSES)
(m2/s2 in unit):
*/
C_UDMI(c,t,UU)=(C_UDMI(c,t,UU)*(ntsfluc-1)+SQR(uprime))/ntsfluc;
C_UDMI(c,t,VV)=(C_UDMI(c,t,VV)*(ntsfluc-1)+SQR(vprime))/ntsfluc;
C_UDMI(c,t,WW)=(C_UDMI(c,t,WW)*(ntsfluc-1)+SQR(wprime))/ntsfluc;
/*
MEAN VALUES OF U’V’ , U’W’ , V’W’(PERIODIC TURBULENT SHEAR STRESSES)
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(m2/s2 in unit):
*/
C_UDMI(c,t,UV)=(C_UDMI(c,t,UV)*(ntsfluc-1)+uprime*vprime)/ntsfluc;
/* mean value of U’V’ */
C_UDMI(c,t,UW)=(C_UDMI(c,t,UW)*(ntsfluc-1)+uprime*wprime)/ntsfluc;
/* mean value of U’W’ */
C_UDMI(c,t,VW)=(C_UDMI(c,t,VW)*(ntsfluc-1)+vprime*wprime)/ntsfluc;
/* mean value of V’W’ */
/* Variances of Vorticities and helicity:
*/
C_UDMI(c,t,MSVORX)=(C_UDMI(c,t,MSVORX)*(ntsfluc-1)+
SQR(vorxprime))/ntsfluc; /*mean square of X vorticity fluctuations*/
C_UDMI(c,t,MSVORY)=(C_UDMI(c,t,MSVORY)*(ntsfluc-1)+
SQR(voryprime))/ntsfluc; /*mean square of Y vorticity fluctuations*/
C_UDMI(c,t,MSVORZ)=(C_UDMI(c,t,MSVORZ)*(ntsfluc-1)+
SQR(vorzprime))/ntsfluc; /*mean square of Z vorticity fluctuations*/
C_UDMI(c,t,MSHELI)=(C_UDMI(c,t,MSHELI)*(ntsfluc-1)+
SQR(heliprime))/ntsfluc; /*mean square of Helicity fluctuations*/
/* Mean Values of Triple velocity fluctuations in X, Y and Z */
C_UDMI(c,t,MUUU) = (C_UDMI(c,t,MUUU)*(ntsfluc-1) +
uprime*uprime*uprime)/ntsfluc;
C_UDMI(c,t,MUUV) = (C_UDMI(c,t,MUUV)*(ntsfluc-1) +
uprime*uprime*vprime)/ntsfluc;
C_UDMI(c,t,MUUW) = (C_UDMI(c,t,MUUW)*(ntsfluc-1) +
uprime*uprime*wprime)/ntsfluc;
C_UDMI(c,t,MUVV) = (C_UDMI(c,t,MUVV)*(ntsfluc-1) +
uprime*vprime*vprime)/ntsfluc;
C_UDMI(c,t,MUVW) = (C_UDMI(c,t,MUVW)*(ntsfluc-1) +
uprime*vprime*wprime)/ntsfluc;
C_UDMI(c,t,MUWW) = (C_UDMI(c,t,MUWW)*(ntsfluc-1) +
uprime*wprime*wprime)/ntsfluc;
C_UDMI(c,t,MVVV) = (C_UDMI(c,t,MVVV)*(ntsfluc-1) +
vprime*vprime*vprime)/ntsfluc;
C_UDMI(c,t,MVVW) = (C_UDMI(c,t,MVVW)*(ntsfluc-1) +
vprime*vprime*wprime)/ntsfluc;
C_UDMI(c,t,MVWW) = (C_UDMI(c,t,MVWW)*(ntsfluc-1) +
vprime*wprime*wprime)/ntsfluc;
C_UDMI(c,t,MWWW) = (C_UDMI(c,t,MWWW)*(ntsfluc-1) +
wprime*wprime*wprime)/ntsfluc;
/*Mean values of U’4, V’4 and W’4 m4/s4 */
C_UDMI(c,t,MU4)=(C_UDMI(c,t,MU4)*(ntsfluc-1) + pow(uprime,4))/ntsfluc;
C_UDMI(c,t,MV4)=(C_UDMI(c,t,MV4)*(ntsfluc-1) + pow(vprime,4))/ntsfluc;
C_UDMI(c,t,MW4)=(C_UDMI(c,t,MW4)*(ntsfluc-1) + pow(wprime,4))/ntsfluc;
/*Skewness and Flatness of velocities*/
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if(pow(C_UDMI(c,t,UU),1.5)==0.0)
{C_UDMI(c,t,SU)=0.0;}
else
{
C_UDMI(c,t,SU) = C_UDMI(c,t,MUUU)/pow(C_UDMI(c,t,UU),1.5);
}
if(pow(C_UDMI(c,t,VV),1.5)==0.0)
{C_UDMI(c,t,SV)=0.0;}
else
{
C_UDMI(c,t,SV) = C_UDMI(c,t,MVVV)/pow(C_UDMI(c,t,VV),1.5);
}
if(pow(C_UDMI(c,t,WW),1.5)==0.0)
{C_UDMI(c,t,SW)=0.0;}
else
{
C_UDMI(c,t,SW) = C_UDMI(c,t,MWWW)/pow(C_UDMI(c,t,WW),1.5);
}
if(pow(C_UDMI(c,t,UU),2)==0.0)
{C_UDMI(c,t,FLTU)=0.0;}
else
{
C_UDMI(c,t,FLTU) = C_UDMI(c,t,MU4)/pow(C_UDMI(c,t,UU),2);
}
if(pow(C_UDMI(c,t,VV),2)==0.0)
{C_UDMI(c,t,FLTV)=0.0;}
else
{
C_UDMI(c,t,FLTV) = C_UDMI(c,t,MV4)/pow(C_UDMI(c,t,VV),2);
}
if(pow(C_UDMI(c,t,WW),2)==0.0)
{C_UDMI(c,t,FLTW)=0.0;}
else
{
C_UDMI(c,t,FLTW) = C_UDMI(c,t,MW4)/pow(C_UDMI(c,t,WW),2);
}
/*
MEAN VALUE OF PERIODIC TURBULENCE KINETIC ENERGY, KinTurbP BASED
ON RESOLVED COMPONENTS (m2/s2 in unit):
*/
C_UDMI(c,t,KinTurbP)=(C_UDMI(c,t,KinTurbP)*(ntsfluc-1)+
(0.5*(SQR(uprime)+SQR(vprime)+SQR(wprime))))/ntsfluc;
/*
ONE-POINT VELOCITY-PRESSURE CORRELATIONS (Pa*m/s in unit)
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(IT IS PERFORMED IN ORDER TO OBTAIN THE PRESSURE DIFFUSION )
*/
C_UDMI(c,t,PU)=(C_UDMI(c,t,PU)*(ntsfluc-1)+uprime*pprime)/ntsfluc;
C_UDMI(c,t,PV)=(C_UDMI(c,t,PV)*(ntsfluc-1)+vprime*pprime)/ntsfluc;
C_UDMI(c,t,PW)=(C_UDMI(c,t,PW)*(ntsfluc-1)+wprime*pprime)/ntsfluc;
/*
PRODUCTION DUE TO MEAN PERIODIC COMPONENT (m2/s3 in unit)
*/
C_UDMI(c,t,PP11)=-2.0*(C_UDMI(c,t,UU)*C_UDMI(c,t,MDUDX)+
C_UDMI(c,t,UV)*C_UDMI(c,t,MDUDY)+C_UDMI(c,t,UW)*C_UDMI(c,t,MDUDZ));
C_UDMI(c,t,PP12)=-(C_UDMI(c,t,UU)*C_UDMI(c,t,MDVDX)+
C_UDMI(c,t,UV)*C_UDMI(c,t,MDVDY)+C_UDMI(c,t,UW)*C_UDMI(c,t,MDVDZ)+
C_UDMI(c,t,UV)*C_UDMI(c,t,MDUDX)+C_UDMI(c,t,VV)*C_UDMI(c,t,MDUDY)+
C_UDMI(c,t,VW)*C_UDMI(c,t,MDUDZ));
C_UDMI(c,t,PP13)=-(C_UDMI(c,t,UU)*C_UDMI(c,t,MDWDX)+
C_UDMI(c,t,UV)*C_UDMI(c,t,MDWDY)+C_UDMI(c,t,UW)*C_UDMI(c,t,MDWDZ)+
C_UDMI(c,t,UW)*C_UDMI(c,t,MDUDX)+C_UDMI(c,t,VW)*C_UDMI(c,t,MDUDY)+
C_UDMI(c,t,WW)*C_UDMI(c,t,MDUDZ));
C_UDMI(c,t,PP22)=-2.0*(C_UDMI(c,t,UV)*C_UDMI(c,t,MDVDX)+
C_UDMI(c,t,VV)*C_UDMI(c,t,MDVDY)+C_UDMI(c,t,VW)*C_UDMI(c,t,MDVDZ));
C_UDMI(c,t,PP23)=-(C_UDMI(c,t,UV)*C_UDMI(c,t,MDWDX)+
C_UDMI(c,t,VV)*C_UDMI(c,t,MDWDY)+C_UDMI(c,t,VW)*C_UDMI(c,t,MDWDZ)+
C_UDMI(c,t,UW)*C_UDMI(c,t,MDVDX)+C_UDMI(c,t,VW)*C_UDMI(c,t,MDVDY)+
C_UDMI(c,t,WW)*C_UDMI(c,t,MDVDZ));
C_UDMI(c,t,PP33)=-2.0*(C_UDMI(c,t,UW)*C_UDMI(c,t,MDWDX)+
C_UDMI(c,t,VW)*C_UDMI(c,t,MDWDY)+C_UDMI(c,t,WW)*C_UDMI(c,t,MDWDZ));
/* PRESSURE STRAIN TERMS m2/s3 in unit */
C_UDMI(c,t,PHI11) = (C_UDMI(c,t,PHI11)*(ntsfluc-1) +
(C_DUDX(c,t)+C_DUDX(c,t))*pprime)/ntsfluc;
C_UDMI(c,t,PHI12) = (C_UDMI(c,t,PHI12)*(ntsfluc-1) +
(C_DUDY(c,t)+C_DVDX(c,t))*pprime)/ntsfluc;
C_UDMI(c,t,PHI13) = (C_UDMI(c,t,PHI13)*(ntsfluc-1) +
(C_DUDZ(c,t)+C_DWDX(c,t))*pprime)/ntsfluc;
C_UDMI(c,t,PHI22) = (C_UDMI(c,t,PHI22)*(ntsfluc-1) +
(C_DVDY(c,t)+C_DVDY(c,t))*pprime)/ntsfluc;
C_UDMI(c,t,PHI23) = (C_UDMI(c,t,PHI23)*(ntsfluc-1) +
(C_DVDZ(c,t)+C_DWDY(c,t))*pprime)/ntsfluc;
C_UDMI(c,t,PHI33) = (C_UDMI(c,t,PHI33)*(ntsfluc-1) +
(C_DWDZ(c,t)+C_DWDZ(c,t))*pprime)/ntsfluc;
/* Turbulence Kinetic Energy Production by: rondom, periodic on Mean
flow - and for random on periodic*/
C_UDMI(c,t,KProdR)=C_UDMI(c,t,MUU)*C_UDMI(c,t,MDUDX)+
C_UDMI(c,t,MUV)*(C_UDMI(c,t,MDVDX)+C_UDMI(c,t,MDUDY))+
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C_UDMI(c,t,MVV)*C_UDMI(c,t,MDVDY);
C_UDMI(c,t,KProdP)=C_UDMI(c,t,UU)*C_UDMI(c,t,MDUDX)+
C_UDMI(c,t,UV)*(C_UDMI(c,t,MDVDX)+C_UDMI(c,t,MDUDY))+
C_UDMI(c,t,VV)*C_UDMI(c,t,MDVDY);
C_UDMI(c,t,KProdRP)=C_UDMI(c,t,MUU)*C_UDMI(c,t,MDUPDX)+
C_UDMI(c,t,MUV)*(C_UDMI(c,t,MDVPDX)+C_UDMI(c,t,MDUPDY))+
C_UDMI(c,t,MVV)*C_UDMI(c,t,MDVPDY);
/*Heat Transfer Calculations*/
Tprime=C_T(c,t)-C_UDMI(c,t,MeanT);
C_UDMI(c,t,TT)=(C_UDMI(c,t,TT)*(ntsfluc-1)+
SQR(Tprime))/ntsfluc; /* variance of Temperature*/
C_UDMI(c,t,TU)=(C_UDMI(c,t,TU)*(ntsfluc-1)+
uprime*Tprime)/ntsfluc; /* mean value of T’U’ */
C_UDMI(c,t,TV)=(C_UDMI(c,t,TV)*(ntsfluc-1)+
vprime*Tprime)/ntsfluc; /* mean value of T’V’ */
C_UDMI(c,t,TW)=(C_UDMI(c,t,TW)*(ntsfluc-1)+
wprime*Tprime)/ntsfluc; /* mean value of T’W’ */
C_UDMI(c,t,TP)=(C_UDMI(c,t,TP)*(ntsfluc-1)+
pprime*Tprime)/ntsfluc; /*mean value of T’P’*/
C_UDMI(c,t,MTTT) = (C_UDMI(c,t,MTTT)*(ntsfluc-1) +
Tprime*Tprime*Tprime)/ntsfluc; /*mean of triple temperature values*/
C_UDMI(c,t,MT4)=(C_UDMI(c,t,MT4)*(ntsfluc-1) +
pow(Tprime,4))/ntsfluc; /*mean value of T’4 */
if(pow(C_UDMI(c,t,TT),1.5)==0.0)
{C_UDMI(c,t,ST)=0.0;}
else
{
C_UDMI(c,t,ST) = C_UDMI(c,t,MTTT)/pow(C_UDMI(c,t,TT),1.5);
}
if(pow(C_UDMI(c,t,TT),2)==0.0)
{C_UDMI(c,t,FLTT)=0.0;}
else
{
C_UDMI(c,t,FLTT) = C_UDMI(c,t,MT4)/pow(C_UDMI(c,t,TT),2);
}
} /* end of if (nts>=ntsmean) */
}/* corresponding bracket after begin_c_loop(c,t) */
end_c_loop_int(c,t)
/*}*/ /* end of if (FLUID_THREAD_P(t)) */
}/* end of thread_loop_c (t,d)*/
/*--------------------OBTAIN WALL DATA---------------------------*/
231
B. Program for Statistics
thread_loop_f(t,d)
{
ID=THREAD_ID(t);
if (ID ==8) /* CHECK THE WALLS */
{
begin_f_loop(f, t)
{
cell_t c0 = F_C0(f, t);
Thread *thread_c = THREAD_T0(t);
NV_V (wallshear, =, C_STORAGE_R_NV(f,t,SV_WALL_SHEAR));
NV_V (areavec, =, C_STORAGE_R_NV(f,t,SV_AREA));
var_yplus = C_STORAGE_R(f,t,SV_WALL_YPLUS_UTAU);
var_pres = F_P(f,t);
wall_temp = F_T(f,t);
fcell_temp = C_T(c0,thread_c);
EffK = C_K_EFF(c0,thread_c,prt);
shear= sqrt(pow(wallshear[0],2)+pow(wallshear[1],2)+
pow(wallshear[2],2));
area= sqrt(pow(areavec[0],2)+pow(areavec[1],2)+pow(areavec[2],2));
if (area != 0) {
var_wallshear = shear/area;
}
else
{ var_wallshear= 0.0;
}
C_UDMI(c0,thread_c,MYPLUS)=(C_UDMI(c0,thread_c,MYPLUS)*(nts-1)+
var_yplus)/nts; /*mean of yplus*/
C_UDMI(c0,thread_c,MWALLPRE)=(C_UDMI(c0,thread_c,MWALLPRE)*
(nts-1)+var_pres)/nts; /*mean of wall pressure*/
C_UDMI(c0,thread_c,MWALLSHEAR)=(C_UDMI(c0,thread_c,MWALLSHEAR)*
(nts-1)+ var_wallshear)/nts; /*mean of wall shear stress*/
C_UDMI(c0,thread_c,MEffK)=(C_UDMI(c0,thread_c,MEffK)*
(nts-1)+EffK)/nts;
C_UDMI(c0,thread_c,WallT)=(C_UDMI(c0,thread_c,WallT)*(nts-1)+
wall_temp)/nts;
C_UDMI(c0,thread_c,FcellT)=(C_UDMI(c0,thread_c,FcellT)*(nts-1)+
fcell_temp)/nts;
C_UDMI(c0,thread_c,QFLUXb)=(C_UDMI(c0,thread_c,QFLUXb)*(nts-1) +
C_UDMI(c0,thread_c,QFLUXa))/nts;
C_UDMI(c0,thread_c,HTC2b)= (C_UDMI(c0,thread_c,HTC2b)*(nts-1) +
C_UDMI(c0,thread_c,HTC2a))/nts;
C_UDMI(c0,thread_c,HTC1b)= (C_UDMI(c0,thread_c,HTC1b)*(nts-1) +
C_UDMI(c0,thread_c,HTC1a))/nts;
C_UDMI(c0,thread_c,NUN)= (C_UDMI(c0,thread_c,NUN)*(nts-1) +
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(C_UDMI(c0,thread_c,HTC1a)*0.01/EffK))/nts;
C_UDMI(c0,thread_c,WallDT)= (C_UDMI(c0,thread_c,WallDT)*(nts-1) +
(wall_temp - fcell_temp))/nts;
if(nts>ntsmean)
{
ntsfluc=nts-ntsmean;
tprime = wall_temp - C_UDMI(c0,thread_c,WallT);
C_UDMI(c0,thread_c,Twp)=(C_UDMI(c0,thread_c,Twp)*
(ntsfluc-1)+(pow(tprime,2)))/ntsfluc;
NUNstd = (C_UDMI(c0,thread_c,HTC1a)*0.01/EffK) - C_UDMI(c0,thread_c,NUN);
C_UDMI(c0,thread_c,NUNSTD)=(C_UDMI(c0,thread_c,NUNSTD)*
(ntsfluc-1)+(pow(NUNstd,2)))/ntsfluc;
HTCstd = C_UDMI(c0,thread_c,HTC1a) - C_UDMI(c0,thread_c,HTC1b);
C_UDMI(c0,thread_c,HTCSTD)=(C_UDMI(c0,thread_c,HTCSTD)*
(ntsfluc-1)+(pow(HTCstd,2)))/ntsfluc;}
}
end_f_loop(f,t)
} /*end if*/
}
/*----END----*/
Message("no. of time steps for mean stats... = %d\n",nts);
if (nts>ntsmean) {
Message("no. of steps for higher-order stats..=%d\n",nts-ntsmean);
}
#endif
}
/*end of DEFINE_EXECUTE_AT_END(advanced_time_average)*/
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Appendix C
An Introduction to FIV in Tube
Bundles
C.1 Introduction
In cross-flow heat exchangers, tube failure often occurs due to excessive vibration
caused by flow-structure interaction inside tube bundles. Vibration in this case, occurs
due to four fundamental causes: turbulence buffeting, vortex shedding, fluid-elastic in-
stability and acoustic resonance. Despite the large investments consumed for research
and manufacturing of tube bundles, vibration abatement is usually over-engineered due
to the lack of essential data [Weaver et al., 2000]. On the one hand, fluid flow inside
tube bundles poses a difficult environment for data acquisition, unlike single cylinder
flows where measurements can be made with minimal flow intrusion. On the other
hand, the actual industrial tube bundles are usually more complicated than those used
in purpose built wind/water tunnels in academia. Moreover, as tube intra-spacing and
bundle geometry significantly influence the flow forces and their frequencies, one could
understand the amount of investigations needed for universal design guides for FIV
abatement in tube bundles.
Accurate CFD predictions could present a valuable contribution to tube bundle
flow research, for that data acquisition is more facilitated numerically. However, the
absence of essential experimental data on the flow forces and their frequencies is a major
barrier, for the validation of the CFD solution. In the following, the research method
utilized for single cylinders in this thesis is applied, as a non-extensive introductory
study, to flow inside a tube bundle. The aim of this short study is twofold. Firstly,
to investigate how the FIV -produced by flow unsteadiness- inside the tube bundle
could influence flow forces, their frequencies and the Nusselt number. Secondly, to
demonstrate the tubes’ responses in the inline and transverse directions, while showing
how their responses interact.
As uRANS modelling is adopted in this study, the FIV resulting in this exercise is
affected by vortex shedding and flow jets in between tubes; these two mechanisms are
reported by Zdravkovich [2003] in more detail. The FIV simulation is undertaken by
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a progressive rise in reduced velocity -based on gap velocity- from a value of 2 to 7.
Notably, a more detailed discussion and analysis of this study is being prepared for a
near future publication.
C.2 Study Case Description
The flow and thermal fields are simulated with a 2-D model inside a 5  5 inline tube
bundle. The tube arrangement is a ‘square‘ with a pitch-to-diameter ratio (P {D) of 1.6.
The Re based on gap velocity is equal to 50, 000. Each cylinder -of the nine cylinders
inside the bundle- is free to vibrate in the inline and transverse direction, where: m 
50.8 and ζ  0.015. Each cylinder is made to have a constant heat flux of 500 kW/m2.
The total number of control volumes is 199, 746, where the resolution around each
cylinder guarantees that Y    1 (Fig. C.1). The circumferential distribution of grid
points on each cylinder is made similar to that made for grid 2H11. The study adopts
the k-ω SST turbulence model of Menter [1994]. Periodic boundary conditions are
set at all the side of the 2-D computational domain ([FLUENT, 2010]). The study is
undertaken with one grid used while the cylinders are either stationary (static bundle)
or allowed 2DoF motion (FIV bundle).
θ
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Figure C.1: Circumferential values of time averaged Y   on the surface of the middle
cylinder in the stationary bundle.
1Refer to chapter 4.
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Figure C.2: Time averaged streamlines plotted on contours of time averaged static
pressure field for the stationary bundle. The nine cylinders in the bundle are allowed
2DoF motion. Tubes are numbered starting from the top left downwards. Cylinders at
bottom left and at centre are given numbers 3 and 5 respectively.
Table C.1: Comparison of force coefficients and St -based on the lift signal and free
stream velocity- for the studied tube bundle. Results belong to the cylinder at the centre
of the bundle. LES investigations of Afgan [2007] are noted follows: (A) 2-D LES for
P {D  1.6; (B) 2-D LES for P {D  1.75; (C) 3-D LES for P {D  1.6; (D) 3-D LES for
P {D  1.75.
Case St Cd C´d Cl C´l
Static Bundle 0.56/0.154 0.197 0.166 0.0012 0.3
FIV Bundle 0.406/0.17 0.273 0.23 0.01 0.39
[Afgan, 2007] A - 0.026 0.07 0.027 0.12
[Afgan, 2007] B - 0.031 0.099 0.005 0.126
[Afgan, 2007] C 0.8 0.21 0.0292 0.045 0.1843
[Afgan, 2007] D 0.64 0.224 0.058 0.0162 0.197
C.3 Results
The time averaged streamlines for the stationary bundle is illustrated in Fig. C.2
together with the time averaged pressure field. The time averaged fields indicate that
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the flow behaviour is symmetric, where the mean pressure field is symmetric on the
upper and lower sides of each cylinder. This agrees with the finding of Aiba et al.
[1982].
Figure C.3: Instantaneous streamlines plotted on contours of instantaneous static
temperature field for the FIV bundle. This snapshot is taken at Vrpgq  7; cylinders
appear relocated from their original positions.
Flow forces and St are presented in Table C.1 for the stationary bundle and the FIV
bundle at Vrpgq  7. The stationary bundle’s results are compared to the available data
from Chen [1987], Afgan [2007] and Aiba et al. [1982]. For P {D  1.6, Afgan [2007]
predicted an Alternating Asymmetric flow behaviour (i.e., mean pressure is asymmetric
on either side of the cylinder); this will influence the forces on the cylinders. However,
their predictions for P {D  1.75 resulted in a symmetric behaviour similar to that
predicted for the stationary bundle herein. It is clear how the 2-D and 3-D data of
Afgan [2007] exhibit a clear difference. In fact, experimental measurements reported
by Chen [1987] from different sources, indicated clear inconsistencies among stationary
bundles sharing the same geometric arrangement; for example, the value of St had a
deviation of up to 30%. The appearance of two St values at the middle of the bundle
has been similarly reported by Pettigrew and Ko [1980]. Such discrepancy / wide range
apparent among experimental measurments in similar tube bundle geometries is likely
to occur. The bundle size, measurement depth within the bundle and span-to-diameter
ratio are among factors that influence measurements for two bundles with similar gap
ratio.
In general, the predictions shown in Table C.1 are reasonable and are within the
wide range of experimental data. It is also acceptable to have an over-predicted lift
due to the 2-D approximation that assumes perfect spanwise correlation.
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Figure C.4: Time averaged Prms on the surface of cylinder at the middle of the bundle.
Solid line: static bundle; Dashed line: FIV bundle at Vrpgq  7. The distribution of Prms
is unsymmetrical on each cylinder, contrary to the case of single cylinder VIV (chapters
5 and 6).
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Figure C.5: Time averaged local Nusselt number on the surface of cylinder at the
middle of the bundle. () from Aiba et al. [1982] at Re  41, 000; Solid line: static
bundle; Dashed line: FIV bundle at Vrpgq  7.
The flow and thermal fields are visualized during FIV in Fig. C.3, where the instan-
taneous streamlines are plotted on instantaneous temperature contours at Vrpgq  7.
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For the gap ratio of 1.6, the time averaged velocities form a recirculation zone behind
each cylinder. The influence of FIV is clearly seen for the surface static pressure fluctu-
ation shown in Fig. C.4. Interestingly, the 2DoF FIV motion has increased the surface
average of Prms. Notably, different cylinders in the bundle may have their different
circumferential distribution of Prms, depending on their trajectory. Meanwhile, the
influence of cylinder vibration on local Nu is shown in Fig. C.5, where the cylinder’s
oscillation causes a rise in overall average value of Nu. Given the difference in Re, the
comparison of Nu -for the stationary bundle- with that measured by Aiba et al. [1982]
is gratifying.
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Figure C.6: FIV response amplitudes as a function of reduced velocity (Vrpgq). Ampli-
tudes are obtained at steady states, while the reduced velocity is increased progressively.
(a) Inline amplitudes; (b) Transverse amplitudes.
239
C. FIV in Tube Bundles
The 2DoF response amplitudes for the central cylinder, and the four cylinders
adjacent to it, are plotted in Figs. C.6a and C.6b. A general rise in amplitudes is
observed as the reduced velocity increases; the trend agrees with the various sources
reported in [Blevins, 1994]. Furthermore, motion trajectories for all the oscillating
cylinders are displayed in Fig. C.7 at Vrpgq  7. Indeed, it appears clearly that the
individual tube response is influenced by the surrounding vibrating tubes. Unlike the
classical 2DoF motion of a single cylinder, the orbits of motion in tube bundles are
typically oval in shape as reported by Blevins [1994]. As the cylinders move in their
orbits, energy is extracted from the flow and excessive vibration is achieved as the
reduced velocity rises beyond the current value of 7; this forms the start of fluid-elastic
instability.
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Figure C.7: Cylinders’ trajectories for the FIV bundle at Vrpgq  7. The arrows
indicate the direction of motion. Cylinders 7 and 8 rotate counter-clockwise contrary to
the rest of the bundle.
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