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Abstract
Anomaly detection is an important aspect of data analysis in order to identify data 
items that significantly differ from normal data. It is used in a variety of fields such 
as machine monitoring, environmental monitoring and security applications and is a 
well-studied area in the field of pattern recognition and machine learning. In this thesis, 
the key challenges of performing anomaly detection in non-stationary and distributed 
environments are addressed separately.
In non-stationary environments the data distribution may alter, meaning that the con­
cepts to be learned evolve in time. Anomaly detection techniques must be able to 
adapt to a non-stationary data distribution in order to perform optimally. This requires 
an update to the model that is being used to classify data. A batch approach to the 
problem requires a reconstruction of the model each time an update is required. In­
cremental learning overcomes this issue by using the previous model as the basis for 
an update. Two kernel-based incremental anomaly detection techniques are proposed. 
One technique uses kernel principal component analysis to perform anomaly detec­
tion. The kernel eigenspace is incrementally updated by splitting and merging kernel 
eigenspaces. The technique is shown to be more accurate than current state-of-the-art 
solutions. The second technique offers a reduction in the number of computations by 
using an incrementally updated hypersphere in kernel space.
In addition to updating a model, in a non-stationary environment an update to the pa­
rameters of the model are required. Anomaly detection algorithms require the selection 
of appropriate parameters in order to perform optimally for a given data set. If the 
distribution of the data changes, an update to the parameters of a model is required. 
An automatic parameter optimization procedure is proposed for the one-class quarter- 
sphere support vector machine where the v parameter is selected automatically based 
on the anomaly rate in the training set.
In environments such as wireless sensor networks, data might be distributed amongst 
a number of nodes. In this case, distributed learning is required where nodes construct 
a classifier, or an approximation of the classifier, that would have been formed had 
all the data been available to one instance of the algorithm. A principal component 
analysis based anomaly detection method is proposed that uses the solution to a convex 
optimization problem. The convex optimization problem is then derived in a distributed 
form, with each node running a local instance of the algorithm. Nodes are able to 
iterate towards an anomaly detector equivalent to the global solution by exchanging 
short messages.
Detailed evaluations of the proposed techniques are performed against existing state- 
of-the-art techniques using a variety of synthetic and real-world data sets. Results in 
the area of a non-stationary environment illustrate the necessity to adapt an anomaly 
detection model to the changing data distribution. It is shown that the proposed incre­
mental techniques are maintain accuracy while reducing the number of computations. 
In addition, optimal parameters derived from an unlabelled training set are shown to 
exhibit superior performance to statically selected parameters.
In the area of a distributed environment, it is shown that local learning is insufficient
due to the lack of examples. Distributed learning can be performed in a manner where 
a centralized model can be derived by passing small amounts of information between 
neighbouring nodes. This approach yields a model that obtains performance equal to 
that of the centralized model.
Key words: Anomaly Detection, Outlier Detection, Machine Learning, Non-Stationary 
Distributed Computing, Online Learning, Incremental Learning
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Introduction
Consider the problem of credit card fraud where the aim is to determine whether a 
submitted transaction is legitimate or fraudulent. Associated with the transaction are a 
number of measurements describing transaction amount, category location, etc. These 
form a data instance which can be represented as a data vector. Using this information, 
is it possible to determine the legitimacy of the transaction?
Theoretically there is an unknown function that is able to map the transaction into one 
of two classes, legitimate or fraudulent. The function is then used to classify the data 
instance as either legitimate or fraudulent. The problem is how to determine or estimate 
the function. Two approaches can be considered. The first approach examines the 
data instance and historical data in order to determine handcrafted rules or heuristics 
to represent the unknown function. For example, if the same transaction has been 
submitted previously it might be presumed to be legitimate. A drawback of this approach 
is that it may lead to a proliferation of rules and exceptions which may lead to poor 
results. An alternative approach is to use a mathematical method to derive the unknown 
target function empirically from data. In other words, the aim is to learn the function 
from historical data. By looking for patterns in the data, it is possible to determine a 
function that will determine whether the transaction is legitimate or fraudulent.
There are many different terms for learning from data. These include machine learning, 
pattern recognition and data mining. The methods developed under these terms can be 
considered facets of the same field as they largely overlap in scope. In this thesis, the 
term machine learning is generally used.
1.1 Background
One learning problem is to determine the function for data generated from an underly­
ing process so that it is able to differentiate data generated from this process, from data 
generated from a different underlying process. The data generated from the underlying 
process are defined as the normal data and the data that are not from this process
1.1. Background
are considered an anomaZy. This problem is termed anomaly detection. An anomaly or 
outlier (these words are often used interchangeably) is defined as “an observation (or 
subset of observations) which appears to be inconsistent with the remainder of that 
set of data” [1]. Anomaly detection aims to identify data that do not conform to the 
patterns exhibited by the data set [2].
A machine learning approach to anomaly detection has distinct phases. The first stage 
is pre-processing of the data; the aim is to transform the data into a new space where 
the problem is easier to solve. The next stage is the training phase where the data set 
that is used to construct the model is identified. The following phase uses the training 
set in order to determine the model that represents the function that maps the labels 
onto the data. Once the model has been determined, the final stage is to use the model 
to assign labels to the testing data set. An important aspect of this is generalization, this 
refers to the model’s ability to classify examples that are not members of the training 
set.
Machine learning algorithms make assumptions about data that are used on them. An 
assumption is that the whole data set is available to one instance of the algorithm. 
Some domains in which machine learning is applied might not be able to make these 
assumptions. The following examples provide details of environments where these 
assumptions can not be made.
1.1.1 Application Examples
In this section some practical implementations are detailed where the research contribu­
tions of this thesis can be applied. Three examples where anomaly detection has been 
implemented are fraud detection, monitoring in a wireless sensor network (WSN) and 
diagnosis and fault detection in medical data. Each domain involves different challenges, 
although they share common characteristics.
Financial Fraud Detection Anomaly detection has been used to detect financial fraud 
such as credit card fraud, insurance claim fraud and insider trader [2]. Plastic 
card fraud is defined as using plastic card payments, such as bank, debit, credit 
or store cards, to take money from a bank or charge money to the card without 
the card holder’s permission or prior knowledge. In 2011/2012, 4.7% of plastic 
card owners (around 2 million adults) were victims of plastic card fraud [3]. 
In an environment where behaviour is changing, there is a need to update the 
model. In addition, if credit card organizations are unable or unwilling to share 
and centralize the data set, learning must be performed on the distributed data 
set.
Monitoring in Wireless Sensor Networks Large scale monitoring applications such as 
smart city realisations [4], environmental monitoring [5, 6], industrial monitor­
ing [7], internal building monitoring [8] and surveillance [9,10] provide valuable 
information for intelligent decision making and smart living. WSNs provide a plat­
form for solving this monitoring challenge, which is low cost, easy to deploy, and 
require little or no maintenance during the lifetime of the network. Measurements
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collected by sensors form a time-ordered sequence of data. During the lifetime 
of data collection, the underlying phenomenon that is being measured may alter. 
This will cause a change in the distribution of the data which requires an update 
to the model. In addition, the data set in a WSN is distributed amongst a num­
ber of nodes. Due to resources constraints it is not feasible to transmit the data 
to a centralized node. Therefore learning must be performed in the distributed 
manner.
Diagnosis and Fault Detection in the Medical Field Modern medical systems create 
large amounts of data and there is compelling evidence that applying machine 
learning methods to medical data can aid clinical decision making. Data instances 
are formed from two sources. The first is measurements made by both health care 
professionals and medical devices. The second source of data instances is medical 
images [11], for example the diagnosis of breast cancer through the detection of 
microcalcification in mammograms [12]. Data can have anomalies for a number 
of reasons, including abnormal patient condition, instrumentation and recording 
errors [2]. In an area such as this, it is necessary to have a high degree of accuracy 
and misclassihcation of data can have severe consequences. Patient records con­
tain patient sensitive information and the exchange of information between sites 
can pose a privacy risk. In addition, if the data contain high resolution images, it 
may be infeasible to exchange the images between the sites.
From these applications, it is clear that there is a requirement to perform anomaly 
detection in two different environments. The first is a non-stationary environment where 
the data distribution alters. The second is an environment where data are distributed 
amongst a number of nodes in a network.
1.1.2 Non-Stationary Environment
Pattern recognition and machine learning techniques make an assumption that the 
training and testing data are drawn independently and identically distributed (i.i.d) 
from the same distribution. If this is not the case, then the model can be incorrectly 
constructed for the testing data. An incorrectly constructed model can cause a decision 
surface, which determines the label, to be incorrectly placed. Therefore data instances 
are misclassified and there is a decrease in performance. An environment in which 
data are generated from an underlying data distribution that is changing with time is 
termed a non-stationary environment and the data generated are said to exhibit concept 
drift [13].
In addition to selecting an appropriate technique to operate on a data set, the param­
eters values for the technique must be chosen. The aim is to choose the parameters 
for the model that result in the best performance on the testing data set. Depending 
on the chosen technique, there can be a significant difference in the performance of 
two models of the same technique but with different parameters. Model Selection is the 
process by which the parameters for a particular technique are chosen, and it can be 
performed in two ways; via heuristics and via parameter search. Heuristics are often
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provided for algorithms where parameter values are specified that are expected to work 
well on a particular set of problems, whereas a parameter search involves identifying the 
parameters for a specific training set that will provide the best performance on unseen 
data. Training set selection is also an aspect of model selection in a non- stationary 
environment; to ensure that the model is optimal for the testing data it is important to 
include in the training set the examples that are drawn from the same distribution as 
the testing data.
1.1.3 Distributed Environment
Centralized learning, where the data set is available in its entirety to one classifier, is 
a well-studied area. However, if the data are distributed over more than one physical 
location, a different approach needs to be taken. For the centralized approach, this 
requires the communication of all data to a central node. This can be prohibitive if the 
data set is large. Robustness is also reduced as links close to the central node become 
critical. A local learning approach uses the data set in the local location to construct 
a classifier. This has the advantage that no communication between nodes is required. 
However, insufficient data might mean that the classifier is not representative of the 
whole data set, and different nodes will form different models. An alternative approach, 
distributed learning, aims to allow communication between nodes in order for nodes 
to construct a classifier that tends towards the centralized model. Nodes communicate 
summarized information about the local data set, with this information being used to 
construct a global classifier on each local node.
1.2 Problem Statement
The focus of this thesis is to investigate anomaly detection within two particular environ­
ments. The first is where data is generated from a non-stationary data distribution. The 
second is where the whole data set is distributed across a number of nodes. In  this thesis 
the two environments are addressed separately.
Pattern recognition and machine learning techniques make an assumption that the train­
ing and testing data are drawn i.i.d from the same distribution. If this is not the case 
then the model can be incorrectly constructed for the testing data. A solution to this 
problem is to reconstruct the model using the new training set, a batch reconstruction. 
However, model construction is often the most computationally complex task in the 
algorithm, and can be prohibitive if it has to be performed multiple times. Incrementally 
updating a model can reduce computational complexity by using the previous model 
and adding and removing data. This thesis proposes methods to reduce computational 
complexity of the update phase by using the previous model and incrementally adding 
and removing data. Two examples of classifiers are examined, the centred kernel hyper­
sphere and kemel principal component analysis (KPCA).
An important aspect of model construction is the determination of the model parameters. 
Parameters provide a way to adapt model construction to a specific training set. If
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there is a change in the data distribution of the data, a model may require different 
parameters for the updated data set in order to obtain optimal performance. Model 
selection is the determination of the optimal parameters for a model. However, in 
unsupervised learning it is considered an open problem due to the lack of labels for 
the data instances in the training set. Methods for determining the optimal parameters 
either use heuristics to select the best model for the data or perform an exhaustive 
search across the entire parameter space. An open issue is parameter selection in the 
online environment where constraints mean that optimal model selection needs to occur 
efficiently and automatically in an unlabelled environment. This thesis addresses the 
issue of parameter selection in a non-stationary environment. A version of the one- 
class SVM (OC-SVM) is used and the variation of the anomaly rate in the training set 
is examined and how optimal parameters can be determined efficiently in an online 
environment where the training set is unlabelled and the anomaly rate varies.
Distributed learning aims to identify the data samples that are considered anomalous 
in the data set distributed across all the nodes in the network. These are termed the 
global anomalies. Often a hierarchical network architecture is assumed. This thesis 
proposes a distributed learning approach in which the underlying network has little 
infrastructure. Nodes operate without using information other than knowledge of its 
local neighbourhood and there does not exist unique identifiers for nodes which can be 
attached to messages [14]. Therefore, the network lacks the infrastructure to perform 
the routing of messages. In order to detect global anomalies on a local node, a classifier 
is constructed on a local node that, within some error bounds, is the classifier that 
would have been constructed had all the data been available to the local instance of the 
algorithm.
The two different environments, non-stationary and distributed, provide a significant 
challenge to anomaly detection. The ability of an anomaly detection algorithm to adapt 
models to a changing environment in an efficient manner will allow a model to perform 
optimally on testing data. Models that are able to adapt to changing concepts in the 
data are inherently more generic and will widen the applications into which they can be 
deployed. A distributed environment provides anomaly detection with a further problem 
in that all the data is not available to one instance of the machine learning algorithm. 
Algorithms that are able to learn in a distributed environment will further improve 
anomaly detection in application domains where data is distributed across a network 
of nodes.
1.3 Research Challenges
Pattern recognition and machine learning techniques make an assumption that the 
training and testing data are drawn i.i.d from the same distribution. If this is not the 
case then the model can be incorrectly constructed for the testing data. A solution to 
this problem is to reconstruct the model using the new training set. However, model 
construction is often the most computationally complex task in the algorithm, and can 
be prohibitive if it has to be performed multiple times.
Researchers have addressed the issue of learning in a non-stationary environment by
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deriving incremental forms of batch algorithms. An incremental algorithm takes the 
model previously constructed and then adds and/or removes additional data. This al­
lows a model to be updated by adding data that represents the current data distribution 
and removing data that represents the previous data distribution. There are many ap­
proaches to this technique. Some approaches derive exact updates, whereas others 
make approximations of the model in order to allow the addition and removal of data. 
Approximations in the model can lead to inaccuracies, and a challenge of incremental 
techniques is to derive updates that are accurate. An incremental update should also be 
less computationally complex than performing a batch update. A further challenge is 
therefore deriving an incremental update that significantiy reduces the cost in model 
generation while maintaining accuracy.
Most anomaly detection algorithms require the selection of model parameters. Perfor­
mance can vary dramatically based on the values of the selected parameters. Many 
algorithms specify that parameter selection should be performed in order to construct 
the optimal model. For a labelled environment, cross-validation enables the determina­
tion of parameters. This involves an exhaustive search over the parameter space that 
often occurs before the model is deployed. In a non-stationaiy environment, if the data 
distribution changes, the optimal parameters might also change. A key challenge is 
therefore determining the optimal parameters in a non-stationary environment. Multi­
ple exhaustive searches over the parameter space are often infeasible. Automating the 
parameter search requires a measure that indicates the performance of a parameter 
value. However, in an environment where labels are not available, alternative measures 
of performance need to be determined. There have been attempts to perform automatic 
parameter selection, however, the techniques are only available for certain anomaly 
detection algorithms.
Machine learning algorithms assume that the whole data set is available to one instance 
of the learning algorithm. If data is distributed over a number of nodes which form a 
network, there are three choices. The first is to communicate all the data to one node, 
where a single instance of the machine learning algorithm can construct the anomaly 
detection model. This can be prohibitive in networks such as WSNs due to communica­
tion cost and transmission errors. The second is to use the data on a local node to derive 
a local classifier. The drawback of this approach is that there might be insufficient data 
on the local node to represent the concepts of the whole data set. Therefore a major 
challenge is to derive the centralized model in a distributed environment without the 
communication of the whole data set to a centralized node. Summary information is 
communicated between nodes which usually requires significantly less communication 
than the whole data set. The algorithm attempts to derive or estimate the classifier ±a t 
would have been constructed had all the data been available to one instance of the 
algorithm. The challenge lies in estimating the centralized classifier while minimizing 
communication between nodes.
1.4 Research Objectives
The research challenges listed in Section 1.3 indicate that anomaly detection in a 
non-stationary environment requires incremental updates to anomaly detection models
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which are accurate and efficient. A further challenge of anomaly detection in a non- 
stationary environment is the determination of optimal parameters for a model. A final 
challenge is that of anomaly detection in a distributed environment where the network 
structure is flat. Therefore, the research objectives are to address challenges in the 
area of anomaly detection in the two environments of a non-stationary data set and a 
distributed environment.
Research Objective 1: To reduce computational resources used to adapt a model to 
a non-stationary environment by using an incremental update. The incremental 
update for two models are examined; the centred kernel hypersphere and KPCA. 
The method will allow data to be added and removed from a model with reduced 
computational complexity however, the impact on performance terms of anomaly 
detection accuracy should be minimal.
Research Objective 2: To perform model adaptation so that the optimal hypothesis 
from the hypothesis set can be selected. The classifier algorithm used is the 
one-class quarter-sphere (QS-SVM) and the optimal parameter for a model is 
determined in an efficient manner by minimizing model construction. The perfor­
mance on a non-stationary data set of the model constructed from the optimal 
parameter should exceed that of a model constructed with a statically selected 
parameter.
Research Objective 3: To perform anomaly detection in a distributed environment 
where a node only uses knowledge of its local neighbourhood and nodes do not 
have unique identifiers which can be attached to messages in order to perform 
message routing in the network. A PCA-like approach to anomaly detection is 
used as this is shown to exhibit excellent performance and can be derived in a dis­
tributed form. The model constructed on each node should provide performance 
equal to that of the model derived from the whole data set.
1.5 Scope
The research conducted as part of this thesis is generic in context. The aim is to solve the 
problem of updating models in a non-stationary environment and in an environment 
where the data is distributed across a number of nodes in a network. An example 
application is a WSN; in this context there are resource constraints. Nodes have reduced 
computational capacity in addition, the whole data set is distributed across a large 
number of nodes and due to transmission consuming a high proportion of the available 
energy these must be limited. Therefore, there is a requirement to perform anomaly 
detection while reducing both computational and transmission cost.
Reducing computational and transmission cost can also be a goal in contexts other 
than a WSN. For example, if the size of the training data set increases significantly 
there is a requirement to reduce computational complexity. For many machine learning 
algorithms, the resources required for the construction of the model increases as a 
function of the size of the training data set. The computational cost can quickly exceed
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the resources available to even the most powerful processor, and therefore there is 
a similar requirement to reduce the computational cost of the algorithm. A similar 
argument can be applied to the transmission of data. For a large training data set, it 
may be infeasible to communicate the large amount of data between nodes due to the 
amount of resources, such as bandwidth or time, required. Instead of the energy cost 
of transmission requiring a reduction, a large data set is the reason for the reduction. 
Therefore, it can be seen that fewer resources and an adequately sized training set (a 
WSN), and more resources and a large training set (a wired server infrastructure) both 
equate to the available resources not being sufficient to complete the task at hand. This 
requires methods to reduce the amount of resources required by an algorithm.
1.6 Contributions
To fulfil the objectives specified in Section 1.4, a summary of the main contributions
are provided below. The connections between the research contributions is illustrated
in Figure 1.1. More detailed presentations are provided in later chapters.
Contribution 1 : An incremental anomaly detection scheme based on the centred kernel 
hypersphere is proposed. The algorithm is able to perform an exact incremental 
update and downdate to the model by tracking the centre and radius of the kemel 
hypersphere. The model is less computationally complex than other kernel-based 
anomaly detection techniques such as the OC-SVM or KPCA. Evaluations show that 
although the OC-SVM or KPCA outperform the algorithm, it remains competitive.
Contribution 2: An incremental anomaly detection scheme based on KPCA is proposed. 
An incremental downdate to the kernel eigenspace (KES) of KPCA is proposed 
based on eigenspace splitting. This is coupled with an incremental update based on 
eigenspace merging to form the SplitMerge KES algorithm. Using the algorithm, 
data are able to be added to and removed from the KES. This offers reduced 
computational complexity when compared to a batch update. Using the recon­
struction error and the KES, anomaly detection is performed. Evaluations show 
that the technique is more accurate with lower computational complexity than 
alternative state-of-the-art incremental KES update/downdate algorithms. In ad­
dition, it is shown that KPCA and the reconstruction error is an excellent anomaly 
detection algorithm when compared with other state-of-the-art techniques.
Contribution 3: A parameter selection algorithm for the QS-SVM is proposed. The 
algorithm aims to determine the value of the p parameter, which represents the 
fraction of anomalies in the training set. It is shown that there is an optimal value 
of p, and that this provides significantly improved performance. The optimal value 
is estimated in an efficient manner using a golden-section search of the parameter 
space. Evaluations on synthetic and real-world data show that the optimal value 
of p can be determined.
Contribution 4: A distributed anomaly detection scheme, minimum volume elliptical 
PCA (MVE-PCA), based on a robust form of principal component analysis (PCA) is
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Figure 1.1: The connections between the research in this thesis.
proposed. The scheme uses the solution to a convex optimization problem which 
forms a minimum volume ellipse (MVE) around the data set. Slack variables allow 
some data to reside outside of the MVE. From the MVE, the principal components 
are derived from an eigen decomposition of the transformation matrix. Evaluation 
results show that MVE-PCA is a more robust anomaly detector when anomalies 
are present in the training set. MVE-PCA is derived in a distributed form using 
the alternating direction method of multipliers (ADMM). This enables local nodes 
to iterate towards the centralized solution by exchanging a matrix and a vector, 
rather than the whole training set. Evaluations on synthetic and real-world data 
show that the distributed form is able to iterate towards the centralized solution.
1.7 Structure of the Thesis
The thesis is organized into seven chapters. Brief summaries of each of the chapters are 
presented as follows.
Chapter 1 (Introduction) introduces the background knowledge to the field of anomaly 
detection using machine learning techniques. This chapter describes the research 
challenges, states core objectives of this thesis and lists the contributions to exist­
ing research.
Chapter 2 (Related Works) identifies the main features of anomaly detection in non- 
stationary and distributed environments. Different approaches to anomaly detec­
tion are discussed. An examination of the state-of-the-art of anomaly detection is 
performed in the two environments that are focused upon in this thesis. Anomaly 
detection is examined in a non-stationary environment where the distribution of 
the data evolves over time and there is a requirement to reconstruct the model. In
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addition, a distributed environment is examined where the data are not available 
to one instance of the learning algorithm, but are distributed over a number of 
nodes that can communicate with each other.
Chapter 3 (Background and Research Methodology) discusses the approach towards 
anomaly detection in non-stationary and distributed environments.
Chapter 4 (Incremental Learning) focuses on anomaly detection in a non-stationary 
environment. The anomaly detection model is incrementally updated by the addi­
tion and removal of data instances. This allows the model to adapt to the evolving 
data distribution.
Chapter 5 (Adaptive Parameter Selection) details the adaptive selection of a parameter 
in a non-stationary environment. An algorithm is presented that is able to deter­
mine the optimal parameter, whilst minimizing the number of models constructed.
Chapter 6 (Distributed Learning) focuses on anomaly detection in a distributed envi­
ronment where data are distributed amongst a number of nodes. The use of an 
anomaly detection model that is constructed from a convex optimization problem 
allows the problem to be recast as a distributed problem. Nodes are able to iterate 
towards the centralized solution through the exchange of a small number of data 
instances.
Chapter 7 (Conclusions and Future Work) concludes the thesis with a discussion of the 
extent to which the research objectives have been achieved. It also summarizes 
the contributions of the research and provides areas for future research.
1.8 Publications
The research work carried out during the course of this Ph.D has resulted in the follow­
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Journals
• C. O’Reilly, A. Gluhak, M. Imran, and S. Rajasegarar, “Anomaly detection in wire­
less sensor networks in a non-stationary environment,” IEEE Communications Sur­
veys & Tutorials, vol. 16, no. 3, pp. 1413-1432, 2014
• C. O’Reilly, A. Gluhak, and M. Imran, “Adaptive anomaly detection with kernel 
eigenspace splitting and merging,” IEEE Transactions on Knowledge and Data Engi­
neering, vol. PP, no. 99, pp. 1-14, 2014
• C. O’Reilly, A. Gluhak, and M. Imran, “Distributed anomaly detection using mini­
mum volume elliptical principal component analysis,” IEEE Transactions on Knowl­
edge and Data Engineering (Under Review),
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• C. O’Reilly, A. Gluhak, M. Imran, and S. Rajasegarar, “Online anomaly rate param­
eter tracking for anomaly detection in wireless sensor networks,” in Proceedings 
of 9th Annual IEEE Communication Society Conference on Sensor, Mesh and Ad Hoc 
Communication and Networks (SECON), Seoul, South Korea, Jun. 2012, pp. 191- 
199
• C. O’Reilly, A. Gluhak, and M. Imran, “Online anomaly detection with an incremen­
tal centred kernel hypersphere,” in Proceedings of 23rd Annual IEEE International 
Workshop on Machine Learning for Signal Processing (MLSP), Southampton, UK, 
Sep. 2013, pp. 1-6
Related Works
This chapter provides a comprehensive review of anomaly detection in non-stationary 
and distributed environments. In Section 2.1 a definition of an anomaly is provided. 
Section 2.2 introduces the approach taken to anomaly detection. Section 2.3 reviews 
anomaly detection methods in an environment which is stationary and not distributed. 
In Section 2.4, anomaly detection in a non-stationary environment is examined. Sec­
tions 2.5 and 2.6 present a detailed review of current state-of-the-art methods of 
anomaly detection in a non-stationary environment, this provides background to meth­
ods relating to Objective 1 and Objective 2. Section 2.7 presents a review of anomaly 
detection in a distributed environment, this will provide background to methods relat­
ing to Objective 3. Section 2.8 summarizes current challenges and identifies methods 
of improving the performance of anomaly detection algorithms in non- stationary and 
distributed environments. Figure 2.1 provides a visual representation of the structure 
of this chapter.
2.1 Definition of an Anomaly
The term anomaly is used to identify specific data instances in a data set. Two definitions 
of an anomaly in a data set are;
Hawkins [20] : “An outlier is an observation, which deviates so much from other obser­
vations as to arouse suspicions that it was generated by a different mechanism.”
Barnett [1] : “An observation (or subset of observations) which appears to be inconsis­
tent with the remainder of the data.”
The definitions illustrate how an anomaly is a data instance that significantly differs from 
other data instances in the data set. There is also reason to believe that an anomaly is the 
result of an underlying process that is different to the underlying process that generated 
the normal data instances. An illustration of normal and anomaly data instances in a
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simple two-dimensional synthetic data set is provided in Figure 2.2. The data instances 
occupy a main area, however, lying external to these areas are several data instances. 
These are considered to differ greatly from the normal data instances and therefore, 
according to the definition, these are considered to be anomalies in the data set.
Anomalies in data have numerous causes and are usually specific to the application 
domain. For example, in the application domain of credit card fraud, the normal data 
will be the non-fraudulent transactions of the holder of the credit card. However, if a 
fraudulent transaction is made, this might have characteristics that differ significantly 
from the non-fraudulent transactions. Another cause of an anomaly is a data instance 
generated in error, termed a data fault. A data fault can be a data instance generated 
by a faulty device, such as a sensor, or a data fault can be a normal data instance that is 
corrupted or altered during storage. Data faults are measurements that are inconsistent 
with the nature of the phenomenon being observed [21] and identifying this type of 
error is important as they can cause data to be added to the data set that do not 
correspond to the underlying distribution.
Anomalies with different causes may have different characteristics, however, it is useful 
to categorize anomalies based on various properties. Properties include how much an
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Figure 2.2: Data set containing normal data and anomaly data.
anomaly differs from normal data instances and the number of occurrences. Zhang et 
al. [22] classify anomalies based on the cause of the anomaly.
lype 1: Incidental absolute errors: A short-term extremely high anomalous measure­
ment
Type 2: Clustered absolute errors: A continuous sequence of Type 1 errors
Type 3: Random errors: Short-term observations not lying within the normal threshold 
of observations
Type 4: Long term errors: A continuous sequence of Type 3 errors
Figure 2.3(a) displays the anomalies defined by Zhang et a l.  At time period 20 a type 
1 anomaly occurs as this data instance differs significantly from the normal data, but 
lies within the observation range. From time period 40 to 45 an extended burst of 
type 1 anomalies occurs. These are termed type 2 anomalies. At time period 60, a 
measurement occurs that significantly differs from the normal data and is outside the 
observation range. This is termed a type 3 anomaly. Finally from time period 80 to 85 
an extended burst of type 3 anomalies occurs. These are termed type 4 anomalies.
Chandola et a l [2] provide a different categorization of anomalies. Figure 2.3(b).
Point anomaly: An individual data instance that is considered anomalous with respect 
to the data set.
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Figure 2.3: Definitions of anomalies in data sets.
Contextual anomaly: A data instance that is considered an anomaly in the current 
context. In a different context the same data instance might be considered normal.
Collective anomalies: A collection of related anomalies.
A point anomaly occurs at time period 24 where the data instance is anomalous with 
respect to the entire data set. At time period 43 a contextual anomaly occurs which is 
anomalous at this time, but would not be considered anomalous had it occurred at time 
ti, t2 , ts or f4 . Finally collective anomalies occur in the time period 5 4 -7 1 . Collective 
anomalies are a set of data instances that exhibit a pattern, however, they are anomalous 
with regard to the entire data set.
In this section, a definition for an anomaly in a data set has been provided. In the next 
section, the approach for detecting the anomalous data instances in data sets will be 
detailed.
2.2 Approaches to Anomaly Detection
Anomaly detection aims to identify data that do not conform to the patterns exhibited 
by the data set [2]. Several approaches can be taken to identify the anomalies in the 
data set. A supervised approach uses a labelled data set to construct the model. An 
unsupervised approach constructs the model with a training data set that does not have 
groundtruth labels.
The two-class classification problem constructs a model that is used to differentiate 
between two concepts (or classes). There is an unknown target function f  : X ^  y, 
where X  is the input space and y  is the output space. There is a data set of input-output 
examples X  =  {x i, yi)}, where xi is referred to as a data instance and yi is the label 
for this data instance. The collection forms the training data set. The hypothesis space
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is the set of all hypotheses that might be returned by the learning algorithm. A learning 
algorithm selects a hypothesis, or function, g : X  that best approximates /  from 
a set of candidates from the hypothesis set Ti. It is clear that hypothess and model are 
synonymous; in this thesis the term model is generally used, except when the hypothesis 
space is considered.
However, there are serious shortcomings in applying two-class classification to anomaly 
detection. Anomaly detection assumes that normal data are well-sampled and anomalies 
are either non-existent or under-sampled in the training set. Therefore, although it is 
possible to construct a model for the normal data, it is not possible to construct an 
explicit model for the anomalies. Anomaly detection is usually performed within the 
framework of one-class classification [23], the problem of distinguishing one class from 
all other possibilities. One-class classification takes as input X  =  (æ*)}, where there are 
no labels for the data instances. A one-class classification algorithm selects the function 
g : X  ^ y  that maps a data instance in the testing data set onto a label of either normal 
or anomaly. In anomaly detection, the aim is to identify the data instances that are not 
part of the normal data, the negative class. These are termed the anomaly data, the 
positive class.
The class imbalance in the training set is due to several reasons. Anomalies maybe costly 
to obtain or occur at a low frequency. In applications such as machine monitoring, the 
normal data will be generated through the normal operation of the machine, this data 
will be abundant. The anomaly data will be the result of the machine operating in an 
incorrect manner. There may be a small number of these data instances, however, they 
may be impossible to obtain without damaging the machine. In addition, it would be 
impossible to generate a well-sampled anomaly data set as this would involve breaking 
the machine in all possible ways. Therefore, it is difficult or impossible to obtain a well- 
sampled anomaly class [24]. In addition to solving the problem of an under-sampled 
anomaly class, the one-class classification framework allows the anomaly class to be 
drawn from multiple data distributions, as there is no attempt to model it. This is not 
true for the normal class which is assumed to be drawn independently and identically 
distributed (i.i.d) from the same data distribution. Anomalies may exist in the training 
data set and some algorithms are able to manage this, in others, the model is severely 
corrupted by presence of anomalies.
An anomaly detection algorithm will construct a model of normal data, also known as 
a classifier. The classifier takes an input of a test data instance from the testing data set, 
and returns a label of normal or anomaly. In addition, some anomaly detection methods 
assign a score to a data instance, depending on the degree to which the data instance is 
considered an anomaly.
2.3 Anomaly Detection Methods
There are several taxonomies to categorize anomaly detection me±ods, in this thesis 
the taxonomy of Pimentel et al. [25] is used. Four categories are defined: probabilistic, 
distance-based, domain-based and subspace-based. In the following sections, the cate­
gories are defined and a brief review of core methods and state-of-the-art approaches
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is performed in order to provide a basis for the state-of-the-art review of methods for 
non-stationary and distributed anomaly detection.
2.3.1 Probabilistic Anomaly Detection
A probabilistic anomaly detection method aims to derive the generative probability 
density function (PDF) of the normal class. A threshold is then used to determine 
whether the test data instance has a high enough probability that it can be considered 
part of the normal distribution, or whether the data instance has such a low probability 
that it is considered unlikely to have been produced by the same underlying distribution 
as the normal data.
The estimation of the underlying density of the multivariate training data can be per­
formed using parametric or non-parametric methods. A parametric approach makes 
assumptions about the distribution of the underlying population from which the sample 
was taken. The most common parametric assumption is that data are approximately 
normally distributed. Non-parametric tests do not rely on assumptions about the shape 
or parameters of the underlying population distribution.
One parametric approach es Gaussian mixture model (GMM)s, the assumption is that 
the data is generated from a weighted mixture of Gaussian distributions. The probabil­
ity density of the normal class is estimated using kernels, with the parameters being 
estimated using maximum likelihood methods such as expectation-maximization (EM). 
Song et al. [26] propose an EM algorithm for determining anomalies in data sets. The 
attributes of the data instances are partitioned into environmental and indicator and 
two models are learnt using GMMs, one for the system behaviour and the other for the 
system environment. The two models are then used to determine the anomalies.
Another non-parametric method is time-series methods such as auto-regressive moving 
average (ARMA). These techniques are used to predict the value the next data instance 
should take, and thus it can be determined whether it is normal or anomaly. Zhang et 
al. [27] propose an approach to construct a model using ARMA to create a stationary 
time series which is used to predict future values, actual measurements which lie outside 
the confidence interval are detected as outliers. A simplified version of the ARMA model 
was used to reduce computational cost. A drawback of the approach is that it operates 
on univariate data. To overcome this drawback, Galeano et al. [28] use a projection 
pursuit method to transform a multivariate time-series into a univariate one. A further 
approach uses adaptive Wiener filtering and ARMA [29] to anomalous network traffic.
Kernel density estimators are a non-parametric technique, of which Parzen window [30] 
is one example, that uses kernel functions to estimate the density of the probability dis­
tribution function. Kernel density estimators differ from histograms in that the density 
calculation is based on the interval placed around the observed value and not a prede­
fined bin centre. A data instance that lies in a low probability area is classified as an 
anomaly. A nonparametric density estimate with a variable kernel to yield a robust local 
density estimation is proposed by Latecki et al. [31]. A comparison between the local 
density of a test data instance and the local density of neighbours determines anomalies. 
Fink et al. [32] perform anomaly detection using multivariate kernel density estimation
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and a growing neural gas algorithm, an unsupervised artificial neural network. The 
method is shown not to be as sensitive to the high-dimensional data as other kernel den­
sity estimation approaches. A comparison between kernel density methods and GMMs 
to estimate the joint PDF for the position-velocity of sea traffic [33] illustrated that 
kernel density methods had superior performance.
2.3.2 Distance-Based Anomaly Detection
Distance-based methods define the similarity of two data instances using a distance met­
ric. There are two approaches; the distance of a data instance to other data instances 
and the relative density of the neighbourhood of a data instance. The concept of sim­
ilar and dissimilar are defined through the measure. Distance-based methods include 
techniques such as nearest-neighbour and clustering.
Nearest-neighbour approaches assume that normal data instances will have neighbours 
which are close (in terms of the distance metric), while anomalies will be further from 
their neighbours. The Euclidean distance is often used as the distance metric. In k- 
nearest neighbour (fc-NN) the distance to the nearest neighbour is used as the 
anomaly score, with a threshold determining if a data instance is normal or anoma­
lous [34, 35]. Alternatives to this measure include a normalized distance [36], and a 
count of the number of neighbours who are not at a distance greater than d to the test 
data instance [37, 38].
A density-based approach, local outlier factor (LOF) [39], estimates the density of the 
neighbourhood of a data instance. The LOF score is the ratio of the average local density 
of the k nearest neighbours of the data point and the local density of the data point itself. 
LOF has a computational complexity of 0{n?) where n is the number of data instances in 
the training set. Many variations of LOF have been devised, for example GRIDLOF [40], 
reduces the computational cost of LOF by using a grid to prune non-outliers and then 
compute the LOF score for the remaining data.
As the number of dimensions of the data increases, the space occupied by the data be­
comes increasingly sparse. In a sparse space, traditional concepts such as the Euclidean 
distance between points, and nearest neighbour, become irrelevant [41]. To overcome 
this drawback, angle-based outlier detection (ABOD) [42] replaces the distance mea­
sure with the angles between pairs of data instances. The angle-based outlier factor 
is the variance of the angles between the difference vectors of the data instance to all 
pairs of data instances in the training set. Points within clusters will be surrounded by 
data instances and will have high variance, whereas data instances lying on a border 
will have lower variance. Oudiers lying on one-size of the bulk of data will have the 
smallest variance. For each data instance, it is required to calculate the angle between 
all pairs of points, the computational complexity is thus O(n^). To overcome the com­
putational complexity issue, FastABOD is proposed which uses angles between pairs of 
the k nearest neighbours.
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2.3.3 Subspace-Based Anomaly Detection
Subspace-based methods identify a lower dimensional subspace in which normal data 
can be differentiated from anomalous data. A test instance is then projected onto the 
subspace where the reconstruction error is defined as the distance between the test 
vector and the projection. Normal data will be easily modelled by the subspace and will 
therefore have a small reconstruction error. Anomalies will differ significantly from the 
subspace and will have a larger reconstruction error.
A lower dimensional space that occupies the maximal variance of the data set is derived 
by principal component analysis (PGA) [43]. PGA and the reconstruction error have 
been shown to perform well as an anomaly detection method [44-48]. An advantage of 
PGA is that high-dimensional data can be reduced to a more efficient lower-dimensional 
representation. Another application of PGA to anomaly detection [49] uses PGA to 
perform anomaly localization. The aim is to identify the sources that contribute most to 
the observed anomalies.
It is well-known that PGA is extremely fragile in the presence of anomalies in the training 
data set and even a small number of anomalies can significantly alter the subspace 
generated [50-52]. Various techniques have been proposed in order to overcome this 
issue. Multivariate trimming [53-55] aims to remove the outliers before deriving the 
principal component (PG)s from the clean training data set. Kwak et al. [56] use PGA 
with the Ll-norm optimization, as opposed to the L2-norm, which is less sensitive to 
outliers. PGA with the Ll-norm is shown to be more robust to anomaly data instances 
in the training set.
The use of kernel principal component analysis (KPGA) [57] as an anomaly detector was 
detailed by Hoffman [58]. By formulating PGA in terms of inner products, the kernel 
trick [59] allows its operation in a non-linear space where non-linear characteristics of 
the data are modelled. As with PGA, KPGA can be affected by anomalies in the training 
set. Xiao et al. [60] derive KPGA in terms of the Ll-norm and show that it is more 
robust to outliers in the training set. A drawback of the approach is that the eigen 
decomposition of the kernel matrix, which is is required. The computational
complexity of performing the eigen decomposition is O(n^).
2.3.4 Domain-Based Anomaly Detection
Domain-based anomaly detection methods define a boundary between the normal and 
anomalous data. The boundary defines the domain of the normal data, with all data 
lying outside being considered as anomalies. Domain-based anomaly detection does not 
aim to determine the distribution of the data, as this is seen as unnecessary. According to 
Vapnik [61], “When solving a problem of interest, do not solve a more general problem 
as an intermediate step. Try to get the answer that you really need but not a more 
general one. According to this imperative: Do not estimate a density if you need to 
estimate a function.”
A simple technique to determine the boundary between the normal and anomaly data is 
to use a hypersphere or a hyperellipse to enclose the normal data. The distance metric
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of Euclidean (hypersphere) and Mahalanobis (hyperellipse) can be used to determine 
the boundary and the distance of the data instances from the centre [35]. The boundary 
data instance can be determined using statistics such as chi-squared.
A drawback of using a hyperellipse to determine the boundary is that it is not robust to 
the presence of anomalies in the training set. To overcome this, Rousseeuw et a l [62] 
use the minimum volume ellipse (MVE) to provide robust estimates of the mean and 
covariance matrix. This technique was examined in detail by Jackson and Chen [63] 
and was shown to be more robust to outliers in the training data set when used in 
conjunction with the Mahalanobis distance. Multivariate trimming [53-55] aims to 
remove the outliers before deriving the PCs from the clean training data set.
The one-class SVM (OC-SVM) [64, 65] is a kernel method for anomaly detection that 
defines a boundary to separate normal and anomaly data. The hyperplane [65] sepa­
rates the normal data from the origin with a maximal-margin hyperplane, allowing die 
anomalous data to lie between the hyperplane and the origin. The hypersphere [64] 
encloses normal data in a minimum-volume hypersphere, with the anomalies residing 
outside. The kernel trick [59] allows the projection of data into a space where data can 
be separated by a hyperplane or enclosed in a hypersphere. The i/ parameter represents 
the upper-bound on the number of anomalies and lower-bound on the number of sup­
port vector (SV)s [65]. In the case of the OC-SVM hypersphere, although slack variables 
allow some data instances to lie on the wrong side of the boundary this does not neces­
sarily create a minimum volume hypersphere. Pauwels and Ambekar [6 6 ] reformulate 
the cost function for the OC-SVM so that the centre of the sphere is a weighted me­
dian of the support vectors, rather than the weighted mean of the support vectors. The 
OC-SVM has been the focus of much research, and several improvements have been 
proposed. Wu et al. [67] use the OC-SVM to create a maximal-margin hypersphere 
classifier that uses labels in the training set to create a hypersphere that separates the 
normal and anomaly data with a maximal margin. Liu et a l  [6 8 ] use the anomalies 
in the data set to refine the boundary showing that performance can be improved. A 
drawback of the OC-SVM is the requirement to solve a quadratic optimization problem, 
with computational complexity O(n^), to determine the boundary.
2.3.5 Overview of Anomaly Detection Methods
There are several methods that can be applied to detecting anomalies in data sets, with 
the foundations of the approaches lying in different mathematical fields. There are pros 
and cons to the methods, which must be taken into account when selecting a technique 
for the problem at hand. Some methods require a larger data set in order to construct an 
accurate model. Density-based methods are one example, [69], and in sparsely sampled 
data sets the performance might be poor. Probabilistic methods also require larger data 
sets to derive the PDF. Domain-based methods, such as the OC-SVM, are able to deal 
with smaller training sets [70]. A summary of the features and shortcomings of the 
methods reviewed is provided in Table 2.1.
This section has provided a general overview of the approaches taken to anomaly detec­
tion. In the following sections, state-of-the-art is reviewed in the specific environments 
of non-stationary data sets and distributed data sets.
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Method Features Shortcomings
Probabilistic [26-32]
Distance-Based [34- 
36, 39, 40,42]
Subspace-Based [44- 
49, 58, 60]
Domain-Based [64, 
65, 67, 68]
Data set can be represented by minimal 
information. Statistically justifiable labels 
with confidence intervals.
No a priori assumption on the data. Rely 
on the existence of a suitable distance 
metric.
Reduction in dimensionality of data.
Classification is fast as model is 
pre-computed. Can operate tvith small 
data sets.
Requires larger data set. Some methods 
do not capture the relationship between 
attributes.
Distance metric becomes meaningless in 
high dimensional spaces. The 
classification phase has high 
computational complexity.
Must identify subspace dimension in 
which normal data can be differentiated 
from anomaly data.
Selection of boundary criteria difiicult.
Table 2.1: Summary of anomaly detection methods.
2.4 A Non-Stationary Environment
In this section, the terms stationary and non-stationary are defined. Assumptions made 
in machine learning and pattern recognition techniques are examined and the effect 
that a non-stationary data distribution has on these assumptions is discussed.
2.4.1 Stationary and Non-Stationary Processes
Experience with real-world data, however, soon convinces one that both stationar- 
ity and Gaussianity are fairy tales invented for the amusement of undergraduates.
-  Thomson, 1994
A fundamental assumption of standard machine learning and pattern recognition the­
ories is that the data used in a training data set are drawn from a stationary data 
distribution, and the testing data set will also be drawn from the same distribution [71]. 
This is often unrealistic in real-world environments [71]. If the function generating the 
data alters, then the data distribution for data generated at time t will be different to 
that generated at time f -f-1 .
A random process is a stochastic process where each element is (statistically) indepen­
dent of every other element. A stochastic process is a collection of variables used to 
represent the evolution of a system. A stationary process is a random process where 
the statistical properties do not vary with time. The converse of this is a non-stationary 
process. Data streams can be modelled as stochastic processes in which events occur 
continuously and independently from each other [72]. In the streaming model, the data 
instances, / i , / 2, / 3, . . .  arrive sequentially item-by-item, and describe an underlying 
function F  [73]. In a non-stationary environment, data arrive incrementally however, 
the underlying generating function may alter over time.
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A change in the data distribution can cause a model trained with data from a previous 
distribution to become suboptimal for the current distribution. Application domains 
such as network monitoring, economic and financial data analysis generate data that 
are changing in their distribution as time progresses [74]. Changes can occur for several 
reasons, including changes in the fundamental natural process which generates the 
observation.
2.4.2 Anomaly Detection in a Non-Stationary Environment
Anomaly detection in data sets has been widely examined in the machine learning 
community. The main focus of attention has been on stationary data sets where the 
data distribution is assumed to be constant over time. Algorithms either ignore non- 
stationary distributions or assume that a periodic retraining will account for change [4 5 , 
75-77]. Due to the assumption that a training data set and a testing data set are drawn 
from a stationary data distribution, if the data distribution alters between the drawing 
of the training and testing data set, the model will not be correct for the testing data 
set.
Alterations in the underlying phenomenon that is being observed can cause changes 
to the data that are being generated. Kelly et a l  [78] identified three ways in which 
a non-stationary distribution may exhibit change through the use of Bayes Theorem. 
Bayes Theorem and the posterior probability states that for a data instance x  and class
UJ
Firstly, the class priors, P(u;), may change overtime. Secondly the distributions of the 
classes might change, where P{x\uj) alters over time. Finally the posterior distributions 
of the class may change, P{cj\x) [78].
Not all changes will cause the classifier to be incorrect for the current data distribution. 
If the class priors, P(w), and the likelihood of observing a data point within a particular 
class, P {x\u ), alters, the posterior distribution of class membership, P(uj\x) might not 
change. This is termed virtual drift [79].
Other changes will alter the performance of the classifier that was trained using a data 
set from a different distribution. Concept drift [13] is defined as changes in the posterior 
distribution of the class (concept) membership as time progresses where Pt+i{w \x) 7  ^
Pt{w\x) [74]. Furthermore, concept drift is defined as a gradual change to the target 
variable, and concept shift [13, 80, 81] is defined as a more abrupt change to the target 
variable.
It has been proposed that it is not necessary to differentiate between changes to the 
concept and changes to the data distribution, as both alterations require a model to 
be updated [81]. Therefore, methods are examined where an adaptation can be made 
by an anomaly detector, regardless of the nature of the change to the data. The more 
general term non-stationary (distribution) is used rather than referring to specific types
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of change to the concept or data distribution. It is necessary that effective anomaly 
detection algorithms are able to adapt to non-stationary data distributions in order to 
construct accurate models which minimize the error on unseen data [82-84].
Anomaly detection uses one-class classification where one concept class is defined. 
The purpose is to classify a data instance as either belonging to the class, a normal 
data instance, or not belonging to the class, an anomaly data instance. If the concept 
is defined as the target variable that the algorithm is trying to model, then anomaly 
detection aims to model the concept in order to identify data that does not belong 
to it. Therefore, for the normal class N  and the anomaly class A, P(uj) =  P {N )  and 
P{A) =  1 -  P {N ). The posterior probability of the normal class membership is P(AT|x), 
which defines the class boundary for the normal data.
A non-stationary distribution can affect anomaly detection in two ways:
• Change in the distribution of the normal class which affects the class boundary of 
the normal data -  an alteration in P(A/'|æ)
• Change in the ratio of anomalies to normal data -  an alteration to the prior P{A) 
(and consequently P {N ))
2.4.3 Effect on the Normal Class Boundary
Assume that a data set is formed of sequence of data instances that are formed of 
measurements of a phenomenon. Changes in the phenomenon will cause changes in 
the data distribution which can result in a shift in the boundary of the normal class.
Defining this mathematically the training and testing data set will consist of a time- 
ordered sequence of data vectors X  =  {x i : i =  1 ,2 ,3 , n} each of which is p variate 
data vector Xi =  {xn, ^ is,..., Xip), i =  1,..., n. The probability that a data vector be­
longs to the normal class is stated as P(AT|æ) =  P(£c|AT)P(A/')/P(æ). If the distribution 
is non-stationary there will be an alteration in the posterior distribution of the normal 
class P t^ i{N \x ) P t{N \x).
Figure 2.4 shows the effect of a changing data distribution on the class boundary. If the 
initial data distribution is considered to be that of Figure 2.4(a), the class boundary of 
the normal data is centred at the origin. In Figure 2.4(b) it can be observed that the 
mean of the distribution for attribute 1 has shifted from 0  to 1 performing a transfor­
mation of the class boundary along the x-axis. Another example of a change that can 
occur is in Figure 2.4(c) where there has been a change in the standard deviation of the 
distribution of attribute 2  causing a vertical expansion of the class boundary.
An alteration in the class boundary of the normal data can cause problems for anomaly 
detection algorithms. A model built using a training data set generated from a pre­
vious distribution may no longer be optimal for the current distribution causing it to 
misclassify normal data as anomalies and vice versa.
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Figure 2.4: Representations of the effect of a non-stationary distribution.
2.4.4 Effect on the Anomaly Rate
If the data distribution is non-stationary the rate that anomalies occur in the data set can 
be affected. Some algorithms use the anomaly rate as a threshold in order to determine 
the class boundary between the normal and anomaly data.
The class prior probabilities are defined as P{uj). In the application domain of anomaly 
detection, there is only one class, this is the class of normal data. Therefore the class 
prior P {N ) also determines the anomaly rate as P{A) =  1 -  P {N ). A change in P {N )  
will cause a change in the anomaly rate P{A). This is an important consideration in 
anomaly detection as certain algorithms make an assumption that the anomaly rate is 
known and is specified as a parameter during model construction. If the anomaly rate 
varies, anomalies can be misclassihed as normal data and vice versa.
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2.4.5 Effect on the Anomaly Class Boundary
In anomaly detection, the class boundary of the anomalous data is not usually taken 
into consideration. The one-class classification approach assumes that anomalies are 
under sampled and it is not possible to extract information about the anomaly data 
distribution from the available anomalous data instances [64]. Therefore, no attempt 
is made to model the anomaly class. Due to this, changes in the class boundary of the 
anomalies, P {A \x), will not affect classification performance.
2.4.6 Examples of Non-Stationary Data in Real-World Data Sets
It has been shown that if data are non-stationary in nature, a change in the data dis­
tribution will occur. In this section, details are provided of several real-world data sets 
that are non-stationary.
One example of such a data set is the Grand-St-Bernard (GSB) data set. The data was 
gathered from a set of 23 sensors deployed in the Grand-St-Bernard pass between 
Switzerland and Italy in 2007 [5]. Two sensor measurements, wind data in the form of 
speed in ms~^ and the angle of the wind direction in degrees, are shown to exhibit a 
non-stationary data distribution. There is an abrupt change, a concept shift, over the 
measured period causing a change in the normal data class boundary. An examination 
of the wind measurements for node 4, Figure 2.5(a), shows that the data distribution 
over the first 34 days is stationary and occupies two well-defined areas. However, from 
day 35 there is a sustained increase in the wind speed occurring in the same direction as 
previously. Examining the two sensor data streams separately Figure 2.5(b) and 2.5(c), 
the wind speed is in the range 1 and 2  for the first 1 2 0 ,0 0 0  samples, which is 
until day 34. From sample 120,000, there is an increase in the wind speed over the 
remaining 4000 samples, with the wind speed increasing to a maximum of 10 ms 
The wind direction follows a similar pattern over the entire period. Other nodes from 
the deployment in GSB show similar characteristics for wind data.
Another data set that shows non-stationarity is the Intel Berkeley Research Laboratory 
(IBRL) data set. This is used by Zhang et al. [85] with an adaptive anomaly detector 
where updates to the model are required in order to account for changes in the data 
distribution. The IBRL data set is also used by Moshtaghi et al. [8 6 ] in the study of 
updates to an iterative elliptical boundary tracking algorithm.
Non-stationary data sets taken from sensor data include a signalled road intersec­
tion [87] where sensors provided data on traffic volume and which are used to predict 
the volume of traffic in the next hour. In addition, sensor measurements from weather 
data have been used to study incremental learning in non-stationary environments. El- 
well et al. [74] studied incremental learning in a non-stationaiy environment on sensor 
data from a weather station at the Offutt Air Base in Bellevue, Nebraska [8 8 ].
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Figure 2.5: Real-world non-stationary data set. Node 4 from the GSB data set.
2.5 Incremental Learning
Traditionally anomaly detection aims to learn concepts from a static data set which 
has been generated from the same underlying data distribution and contains sufficient 
information. However, this model is often unrealistic for many real-world scenarios 
where the training data is not all available initially but rather forms a continuous, 
possibly infinite, stream of instances. In this stream, data can either arrive one instance 
at a time, such as sensor measurements, or in batches, such as daily internet usage 
dumps, see Figure 2.6. The incremental arrival of instances, where they arrive one data 
instance at a time, is shown in Figure 2.6(a). Figure 2.6(b) shows a batch arrival process 
where 5 data instances arrive at one time. Figure 2.6(c) shows a static data set where all 
the data is available at the time of initial learning and there is no update. The challenge 
is to use the current data to construct a model that can be used on the testing data set. 
The ability to update a model is known as incremental learning.
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Figure 2.6: Arrival of data in a data stream.
One of the earliest formal definitions of incremental learning is Gold’s seminal criterion 
of identification in the limit [89]; learning continues indefinitely and the algorithm has 
access to all data generated thus far. This can be an unrealistic assumption if data are 
continuously generated and no data are removed from the model. Refinements to this 
definition restrict access to previous data. In iterative learning [90] the algorithm has 
access to the current model and the new data. In bounded example-memory [91] the 
algorithm has access to the previous model and up to k previous data instances. If /c =  0 
for bounded example-memory we have iterative learning, and if k =  n w e  have Gold’s 
original definition.
In Gold’s definition, although the assumption that all previous data is available to 
the algorithm is prohibitive in situations where the underlying generating function 
is a stationary process, it is not prohibitive for a non-stationary process. Learning in 
an environment of a non-stationary process requires not only the addition of data to 
represent new concepts, but also the removal of data that represent concepts from the 
previous distribution. The removal of data from the model also entails its removal from 
the training set, so that the training set does not grow prohibitively large.
It can be advantageous to have access to previous data as this will give flexibility in 
the learning algorithm used. Some models are generated by algorithms that require all 
data in order to update in an incremental manner, other require the entire training data 
set to perform classification. In this thesis. Gold’s definition of incremental learning is 
used. It is assumed that data are generated from a non-stationary process and that the 
whole training set is of a reasonable size that can be kept on today’s storage devices 
and accessed in a reasonable time. Therefore, it is defined that a learning algorithm is 
incremental if, for a sequence of data instances, it satisfies the following criteria;
1 . it produces a sequence of models such that the current model describes the current 
concepts
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Figure 2.7: Learning for incremental and batch algorithms.
2 . it generates the current model using the previous model and the new training 
data
3. it depends on the current training data and has access to the previous data
Figure 2.7 illustrates learning in a non-stationary environment. The first model is in­
cremental; two new data instances arrive and these are added to the model whilst the 
oldest two data instances are removed. The next model illustrated is a batch learner, 
it is updated every two time periods, however, the previous model is discarded and a 
batch reconstruction on the training data is performed. The final model is a static model 
where no update is performed after the initial model is constructed.
Incremental learning enables a model to be updated to leverage the use of new data, 
while maintaining performance on previous data. These two concepts can be seen as 
the stability-plasticity dilemma [92], where the model should be stable and unchanged 
to irrelevant events (such as outliers), but adapt to new relevant information (plas­
ticity) . Batch learners exist at one end of the continuum, where they are stable but 
unable to adapt. At the other end of the continuum exist online learning algorithms that 
incrementally update the model as soon as a new data instances arrives.
A model update can be performed in two ways. A batch recomputation of the model 
where the previous model is discarded, and the new training set is used to construct the 
new model. However, model construction is often the most computationally complex 
operation and there may be a requirement to minimize computational cost, especially 
with online applications. An incremental update uses the current model and updates it 
by incorporating new data. The converse of this is an incremental downdate, where data 
that no longer represents the current data distribution is removed. Incremental learning
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aims to reduce computational complexity by using the current model as intermediary 
operation to derive the model for the current training set.
The incremental update and downdate of a model can occur in several different ways. 
An incremental algorithm can introduce either a single data instance or a block of data. 
Introducing a single data instance allows the model to be updated without delay but 
it can be more computationally complex when a large number of data instances need 
to be added to the model. Block updates allow a large number of data instances to be 
added or removed from the model in one operation.
Some incremental algorithms can only add data to a model. If more data instances 
become available, adding this information to the model might increase the performance. 
More or different data describing the concept can move the model closer to the hypo­
thetical model that describes the concept that is being modelled. Only performing an 
update to a model is sufficient if the data distribution is not changing. However, if the 
concept changes, there is a requirement to remove data for forget) from the model that 
represents the old concept. If the model contains information that no longer describes 
the concept, misclassifications of data instances can occur.
An incremental update should provide a model that accurately represents the model 
that is constructed by the batch operation of the algorithm. However, incremental algo­
rithms can introduce errors into the model through the adding and removing of data. 
These errors can accumulate over the iterations. Errors can be introduced in two ways; 
approximations in the incremental algorithm and numerical inaccuracies.
For an incremental update to be possible, Dtraining {t -  1) and Dtraining {t) cannot be 
disjoint.
D tr a in in g i f 1) Ç \D t r a in in g { f )  7^  0  (2 .2)
, i.e., the new training data set contains data instances from the previous data set.
In this section, state-of-the-art methods which perform incremental learning are re­
viewed. Three different methods of incremental learning are surveyed. The first is an 
incremental update that allows data to be added to the model. This can be useful when 
all the data are not available at the time the initial model is constructed; as new data 
instances become available, they can be added to the model to improve performance. 
Next, an incremental update and a forgetting factor allows the addition of data to a 
model while de-emphasizing older data instances. Finally a sliding window approach 
allows the addition and removal of data.
2.5.1 Incremental Update
An incremental update to PGA requires the alteration of the PCs with the addition of 
new data. In addition, the change in the sample mean of the data needs to be accounted 
for. Lim et a l [93] propose a technique to update the PCs and mean by extending the 
work of R-SVD [94]. An update to the subspace is obtained while a change in the sample 
mean of the data is taken into account. An incremental eigen decomposition proposed by 
Chan et a l [95] is used to detect faults in wireless sensor network (WSN)s. A subspace 
tracking scheme is proposed where the subspace model is updated recursively in order
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to incorporate new data vectors into the subspace. In addition, the metrics that define 
the anomalies in the subspace are also updated recursively. Two subspace tracking 
algorithms, PAST [96] and OPAST [97], are used in order to incrementally update the 
subspace online with lower computational complexity. The first method is a rank-1 
modification to the eigenvectors and eigenvalues of the subspace based on the work 
of Abed-Meraim et al. [97] and having complexity O(B^), where B  is the dimension 
of the subspace. The second method, based on the work of Yang [96], uses a deflation 
technique in order to perform an incremental update to the sequential estimation of the 
eigenvectors and eigenvalues. This has significantly lower computational complexity 
but is shown to be less accurate. Fault detection occurs using a robust version of the 
squared prediction error (SPE) and score as they are less sensitive to the influence 
of outliers in the data set. Evaluation performed with data from a real-world WSN 
data set Networked Aquatic Microbial Observing System (NAMOS) [98] shows that 
the technique offers a significant reduction in computational complexity compared 
with batch PCA while maintaining a similar level of accuracy to other robust subspace 
detection methods. The use of robust subspace tracking where outliers are removed 
from the training set reduces the adverse effect of anomalies.
An online anomaly detection technique based on PCA is proposed by Lee et al. [48]. The 
technique uses oversampling of the data instances, noting that anomalies will perturb 
the principal component more than normal data. The algorithm is able to efficiently 
update the first principal component with new data using a least squares approximation.
If an incremental update is performed to KPGA then an update to the kernel principal 
components (KPC)s and the sample mean in reproducing kernel Hilbert space (RKHS) 
is required. Kim et al. [99, 100] introduce an incremental update which uses a kernel 
Hebbian algorithm (KHA) to iteratively estimate the KPCs. The update uses a general­
ized Hebbian algorithm [101, 102] and does not require the storage and inversion of 
the kernel matrix. A drawback of the approach is the requirement to know the number 
of observations that will be introduced into the model. Chin et al. [103] kemelize an in­
cremental PCA update algorithm [93] in order to add data to a kernel eigenspace (KES). 
Sharma et al. [104] kernelize the eigenspace update of Hall et al. [105] to allow the 
merging of eigenspaces with adaptation to a changing sample mean.
A drawback of incremental KPGA update techniques is the increase in the size of the 
training set as new measurements are added. This is due to the KPCs being a linear com­
bination of every training data instance. Thus, for classification of new measurements 
using the model, the number of kernel evaluations required is equal to the number of 
data vectors in the training set. A technique to reduce the number of data vectors in the 
training data set [103] uses reduced set (RS) methods [106] which maintain constant 
update speed by compressing the mean and KPC representations using RS expansions. 
An alternative technique to control the size of the training set is to select a subset of the 
training set. A representative sample of measurements is chosen by some criterion in 
order to form the KES, with the benefit that reducing the size of the training set reduces 
complexity. Honeine [107] uses a sparsification technique coupled with an iterative 
update in order to control the size of the training set. On arrival of a new measurement, 
selection criterion determine whether the data vector can be approximated by the cur­
rent projection, in which case, it is not included in the model. If it cannot, the model is
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incrementally updated with the new measurement using a kemelized version of Oja’s 
rule [1 0 1 ].
An incremental update allows newly obtained data to be added to a model. However, if 
there is a change in the underlying data distribution, there will be data instances in the 
model that represent previous concepts. Therefore, a drawback of methods that only 
add data to the model is that it is not possible to remove the data instances from the 
model that represent the previous concepts.
2.5.2 Incremental Update and a forgetting factor
In order to remove data from a model, a forgetting factor can be used to de-emphasize 
older data instances. A forgetting factor allows the contribution of data instances that no 
longer represent current concepts to be reduced. The incremental hyperellipse algorithm 
proposed by Moshtaghi et a l  [8 6 , 108] is an incremental update to the hyperellipse 
of Rajasegarar et a l  [75]. To allow the hyperellipse to adapt to changes in the data 
distribution an incremental update is detailed where new data measurements can be 
incorporated into the model vdthout model reconstruction or access to the training set 
that originally constructed the model. An iterative update to the mean and covariance 
matrix [109] allows data to be added to the model. In order to remove data measure­
ments, a forgetting factor 0 < A < 1 is introduced, this gives a weight of to the 
measurement that was generated j  samples previously allowing the influence of older 
data instances to be reduced. A significant advantage of hyperellipses is their computa­
tional simplicity compared to other boundary techniques such as OC-SVMs. However, 
they are linear in nature and thus do not perform as well on non-linear data sets as 
kernel methods such as those derived from the OC-SVM.
Another method that uses a forgetting factor in order to de-emphasize older data in­
stances is that of Ding et a l [110] which performs an incremental update to KPGA. The 
KPCs are updated with a single data instance by first decomposing a new data item 
into a component orthogonal and a component parallel to the KPCs. If the orthogonal 
component is smaller than a threshold it is treated as noise, whereas if it is larger it is in­
corporated into the KPCs through a rotation. In order to de-emphasize old observations 
an exponential forgetting factor is used to update the kernel covariance matrix.
Incremental updates that use a forgetting factor allow a model to be updated with 
new data representing new concepts, while the influence of data representing previous 
concepts can be reduced, allowing a model to adapt in a non-stationary environment. 
A shortcoming of the approach is that the forgetting factor needs to be chosen cor­
rectly [111]. The simplest strategy uses a constant forgetting rate, which equates to a 
fixed window size.
2.5.3 Sliding Window
A sliding window can be used to allow adaptation to a non-stationary environment. 
As the sliding window advances, the oldest measurements that have left the window 
are removed from the model and the newest measurements that have just entered
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the window are added to the model. An incremental update and downdate to PCA 
is detailed by Hall et al. [105]. An algorithm provides a method to add and subtract 
eigenspaces, allowing for the addition and removal of blocks of data. The addition 
of eigenspaces yields the eigenspace that would have been constructed had the eigen 
decomposition been performed on the whole data set. The subtraction of eigenspaces 
yields the eigenspace that would be formed from the subset of the data set. The method 
accounts for a change in the mean of the data, which had been absent in prior research.
Hoegaerts et al. [112] detail an algorithm that is able to track the dominant kernel 
eigenvalues and kernel eigenvectors. A drawback of the technique is the assumption 
that the mean of the data in RKHS does not alter. Liu et al. [113] present an algorithm 
that is able to update and downdate a KES with a single data item which accounts 
for a change of mean. The work of Hall et al. [105] is implemented in RKHS for the 
update and downdate of a single data vector. However, the method can only add and 
remove single data instances. During the downdate phase, an approximation is made 
to enable the removal of one data instance. Khediri et al. [114] detail a technique that 
extends that of Hoegaerts et al. [112] to allow block updates. The eigen decomposition 
of the centred kernel matrix is used to account for a change of mean. SubsetKPCA [115] 
aims to overcome the drawback of KHA which requires all measurements beforehand. 
SubsetKPCA selects representative measurements to form a basis set from which to form 
the KES. It can then add and remove individual measurements from the basis set.
An incremental technique [116] for the OC-SVM is proposed to allow the addition and 
removal of one data instance. The method is based on the incremental update and 
downdate of the support vector machine (SVM) [117] and this was derived for the 
OC-SVM. Evaluation on non-stationary data sets shows that the OC-SVM is able to 
adapt to non-stationary data sets by adding and removing data instances.
A drawback of LOF is the computational complexity of the construction of the model 
which is O(n^). An incremental update and downdate [118] allows the addition and 
removal of a single data instance from the model. In addition, the LOF values for the 
current data instances are updated if necessary. It is shown that the insertion of a new 
data point and the deletion of an old data point only influences a limited number of 
closest neighbours. Therefore, the update does not depend on the size of the data set. 
The algorithm for an incremental update is able to reduce computational complexity 
while preserving accuracy.
A sliding window allows the tracking of concepts in a non-stationaiy environment. It is 
important to select an appropriate size of sliding window, where the size matches the 
changes in the data distribution of a non-stationary environment. If the window is too 
small, unnecessary updates to the model will be required and it would be possible to 
include more data in the model to improve performance. If the window is too large, 
data from multiple concepts might be included in the model.
A summary of the approaches to incremental learning is provided in Table 2.2. The 
features and shortcomings are summarized in the table.
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Method Features Shortcomings
Incremental ,,, , ,  , ,
update [48, 93, 99, Add new data to a model. &at represents
100,103,104,107] previous concepts.
Incremental update Able to add data to ± e  model and remove ^
and forgetting the influence of data representing Determmation of the correct forgetting
factor [86,108,110] previous concepts. factor is important.
Siiding window Ahle to adapt to an altering data Requites access to the entire training data
i i t " a ]  T : t i .= : : : = : r
112-114,116,118] window IS important.
Table 2.2: Summary of incremental anomaly detection methods.
2.6 Adaptive Parameter Selection
The hypothesis space denotes the space, %, of classifiers from which a learning algorithm 
selects a hypothesis. The hypothesis space is occupied by a possibly infinite number of 
models. An algorithm selects a hypothesis, h e % ,  from the hypothesis space using a 
training set and a set of parameters. Model selection aims to select a model from a set of 
candidate models so that the generalization error is minimized. The true generalization 
error is not accessible since it contains the unknown learning target function. Thus, some 
generalization error estimators need to be used instead. Parameter variation provides the 
means to produce the set of models and parameter optimization selects the parameters 
that provide the optimal model.
Many anomaly detection algorithms depend on configuration parameters that are typi­
cally hard-tuned for a particular data set and application domain. This poses the problem 
of how to determine the optimal parameters for the data. If the data is non-stationary, 
and the data distribution alters, the parameters may be required to be re-tuned. The 
parameters selected for a machine learning algorithm can have a huge impact of per­
formance. For example, Pinto and Cox examined the performance of a parameterized 
classifier and found its performance ranged from random to state-of-the-art depending 
solely on the choice of parameters [119].
Parameter optimization is often chosen through a grid search. These determine the 
optimal parameter, but most techniques need a labelled training data set. In a non- 
stationary environment, the optimal parameters for a data set may change as the data 
distribution of the data alters. Determining the optimal parameters through methods 
such as grid search or random search can be a computationally cosdy task. In addition, 
if the training data set is unlabelled, as in the case of anomaly detection, it is not 
possible to determine the optimal model using techniques such as cross-validation. An 
alternative approach is to use heuristics to determine the optimal parameters. In the 
case of a non-stationary environment, it may be necessary to determine the optimal 
parameters automatically without hand-tuning.
An alternative approach to parameter selection aims to determine the optimal parame­
ters without access to a labelled training data set. The aim is to use another metric to
2.6. Adaptive Parameter Selection 34
estimate the parameters that will provide optimal performance on the testing data set. 
This has the advantage in that it can be used with unsupervised learning, and reduce 
the size of the search space for the optimal parameter by a more intelligent search for 
the optimal parameter. There are two methods by which the optimal parameters can 
be automatically determined for a model, an indirect and a direct approach [120]. An 
indirect approach is independent of the model constructed, the training set is utilized 
in order to determine the optimal parameter, where information or statistics provide 
a method of estimating the optimal parameters. Due to the independence from model 
construction, indirect methods often have low computational complexity. An alternative 
method is a direct approach where the model is used to estimate optimal parameters. 
A model is constructed using a set of parameters, feedback from the model is used to 
tune the parameters and this procedure continues until it has been determined that the 
optimal model has been constructed.
2.6.1 Indirect Methods
Indirect methods use information from the training set in order estimate the optimal 
parameters.
The OC-SVM is a kernel method that requires the determination of the optimal a  pa­
rameter for the radial basis function (RBF) kernel. Performance is dependent on the 
choice of a  [121-123] as this parameter controls the “tightness” of the boundary for 
training data and determines the degree of underfitting or overfitting. Evangelista et 
al. [1 2 2 ] define a criterion to measure the dispersion of the kernel matrix based on 
the variance and mean of the off-diagonal elements. By maximizing these criterion, the 
optimal a  is estimated. Khazai et al. [124] proposed a method to estimate a by the 
maximum distance of positive samples. A method is proposed by Xiao et al. [120] to 
select the optimal parameter of the RBF kernel using the distance of data instances to 
the furthest and nearest neighbours. An objective function which is to be maximized is 
derived, and the solution is obtained by calculating the distance between every pair of 
data instances. The technique is shown to have superior performance to the metiiod of 
Khazai et al. [124] and Evangelista et al. [122], however, it has a higher computational 
complexity due to the distance calculation.
KPCA requires the determination of the subspace dimension and the kernel parameter. 
The RBF kernel is widely used and parameter selection is critical to obtain optimal 
performance. The mapping provided by the RBF kernel can be seen as a transition 
matrix in a random walk [125]. Researchers have used several methods to estimate the 
optimal value for a. Lafon el al. [126] set a  so that each data instance is connected to 
at least one neighbour. Teixeira et al. [127] set a  to the maximal distance between each 
training data instance and the mean of the training data. The distance between data 
instances in input space is used to estimate an optimal value of a  by setting it to the 
mean [128] and the median [126,129] of the distance between training data instances.
Indirect methods can have low computational complexity when determining the optimal 
parameters, however, some approaches are only able to estimate one model parameter.
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2.6.2 Direct Methods
An alternative method to parameter optimization is the direct method. A metric is 
defined which measures the performance of a model. The parameter space is identified 
and then models are constructed using the parameters, with the performance of each 
model being measured by the metric. In this way the optimal parameters of the model 
are identified.
The OC-SVM has two parameters that require estimation, the u parameter, which repre­
sents the upper-bound on the fraction of training data that is identified as anomaly and 
lower-bound on the number of SVs [65], and the parameter of the kernel function. Tax 
and Duin [64] propose that i/ is set to the inverse of the fraction of outliers multiplied by 
the number of data instances in the training set. Ratsch et a l [130] propose determining 
1/  by selecting the model that separates the mean of the normal and outlier classes with 
the greatest distance. A drawback to this approach is that it requires a linear search 
through the parameter space of u to determine the optimal value.
Research has also focused on estimating both i/ and the parameter of the kernel function; 
as with KPCA, the RBF kernel is widely used. Tax and Duin [131] define an error 
criterion which contains the fraction of the normal data correctly classified and the 
volume of the data description in the feature space. Synthetic anomalies are generated 
uniformly distributed in a hypersphere, and an efficient estimate of the volume occupied 
by the model is derived. From the volume of the model, an error function for the one- 
class classifier is derived and the optimal z/ and a  is determined through minimization. 
Deng and Xu [132] proposed a skewness-based method to generate anomalies, and 
then take the ratio of data accepted by OC-SVM model to training data as an estimate 
of the false positive rate (FPR) and the ratio of SVs to all training data as an estimate 
of the false negative rate (FPN). Through minimizing the weighted sum of these, a  
is optimized. Optimal parameter estimation methods that rely on artificial anomalies 
depend on the location and quantity of the generated data and will perform poorly if 
the artificial data is not generated correctly. In addition, a linear search through the 
2 -dimensional parameter space of z/ and a  is required.
Another approach [133] automatically optimizes the parameters of the OC-SVM. A 
consistency based approach is used which takes the simplest possible classifier and 
increases its complexity parameter until the proportion of correctly recognized training 
data starts to fall. The method has good performance if the anomaly data instances are 
uniformly distributed in input space. However, if the anomalies lie close to the normal 
data, the algorithm will produce classifiers which are not complex enough.
An alternative approach is proposed by Xiao et a l  [120] to estimate the optimal pa­
rameter of the RBF kernel by detecting the “tightness” of the decision boundary formed 
by the model. The effect of a is monotonie and “tightness” rules enable the search for 
a boundary which is neither “tight” nor “loose”. A bisection method is used to iterate 
towards the optimal a parameter reducing the number of models required to be con­
structed. A drawback of the bisection approach is that it can be slow to converge on the 
optimal value under certain conditions. An evaluation compares the proposed method 
with alternatives [64,132] and it is shown to have superior performance.
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Method Features Shortcomings
Indirect 
Method [120,122, 
124,126-129]
Direct Method [64, 
120,130-135, 138, 
139]
Determine optimal model from the 
training set.
Construct multiple models and use a 
metric to determine the optimal one.
Often only one optimal parameter can be 
estimated at a time.
Construction of multiple models increases 
computational cost.
Table 2.3: Summary of model selection in anomaly detection methods.
PCA requires the selection of the number of PCs to retain, i.e., the dimension of the 
subspace which provides the most information about the data, and a number of methods 
have been proposed to determine the correct number. The Scree criterion plots the 
eigenvalues in decreasing order and finds the “elbow” of the eigenvalues spectrum, 
however, the method has been criticized for its subjectivity as there is no objective 
definition of the cutoff point. The Guttman-Kaiser criterion [134] retains all components 
with eigenvalues greater than the mean. Horn [135] proposes parallel analysis (PA), 
which is based on the generation of random variables in order to determine the number 
of PCs to retain. The observed eigenvalues from the correlation matrix are compared 
'With those from the uncorrelated normal data. It is common to use the eigenvalues that 
correspond to the 9bth percentile of the distribution of eigenvalues derived from the 
random data [136, 137].
KPCA requires two parameters to be selected, the number of KPCs to retain, and the 
kernel parameter. J0 rgensen and Hansen [138] propose a kemelized version of PA to 
determine the number of KPCs, p, and the RBF kernel parameter, cr, for KPCA. How­
ever, these method are not specifically designed for use with anomaly detection. An 
alternative approach to model selection designed for KPCA and anomaly detection is 
proposed by Xiao et a l  [139]. The reconstruction error is used as the selection criteria 
to determine p and a. Data instances in the training set are classified as interior or edge 
samples, and a criterion based on the relationship between the reconstruction error of 
the two sets is proposed which determines the optimal parameters for the model. A 
comparison with the approach of J0 rgensen and Hansen [138] indicates that it is able 
to estimate the optimal parameters more accurately. A drawback of the approach is that 
a linear search is required through the values of a where a model construction, which 
requires the eigen decomposition of the kernel matrix, is required for each value.
As direct methods require the construction of multiple models to iterate to the optimal 
parameters, computational complexity can be high. Methods which reduce the param­
eter space, such as the method proposed by Xiao et a l  [120], can dramatically reduce 
computational cost. Some direct methods are able to estimate all the parameters for 
a model, therefore an estimate of the optimal model is obtained rather than just an 
optimal parameter.
The indirect and direct methods reviewed to perform parameter selection are detailed 
in Table 2.3. The table provides a summary of the features and shortcomings of state- 
of-the-art.
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2.7 Learning in A Distributed Environment
In a network of devices, the data which is required to learn a model might be distributed 
across a number of nodes. There are several reasons why data might be in different 
physical locations.
• The data set is too large to transfer to one physical location, it is infeasible within 
the parameters of the network. Examples include domains where there are large 
high-resoludon images such as medicine and astronomy.
• It is too costly to transfer the data to one physical location, this includes too costly 
in terms of energy resources, such as in WSNs and time resources, such as in 
network intrusion.
• The owners of the distributed data sets are unwilling to share the data, but require 
knowledge from the whole data set, i.e., there are data ownership and control is­
sues. Examples include data sets containing sensitive information such as medical 
data sets. It also includes different organizations in areas such as insurance and 
banking where the data is commercially sensitive, but the industry still requires 
knowledge from the whole data set.
Therefore a distributed approach to learning must be taken, where the requirement is 
to use the whole data set to derive the model without communicating the data set to a 
central node for processing by a single instance of the algorithm. The following sections 
discuss approaches to distributed learning and state-of-the-art methods.
2.7.1 Approaches to Distributed Learning
A distributed environment consists of a network of nodes where the whole data set is 
divided amongst the nodes. Figure 2.8 illustrates three possible networks. A hierarchical 
network. Figure 2.8(a), consists of a lower tier of child nodes connected to a parent node 
on the tier above. The top tier consists of the root node. In a fully connected network. 
Figure 2.8(b), each node is connected to every other node. In a strongly connected 
network. Figure 2.8(c), there is a directed path from a vertex u to a vertex v, for every 
pair of vertices u, v. Therefore, a specific node is reachable from every other in the 
network, however the path between two nodes might be a multi-hop path via the other 
nodes.
There are two approaches to learning in a distributed environment. The first assumes 
a structure to the network, and this is exploited during learning. Assumptions are 
made concerning the network connectivity graph G, this is termed partially distributed 
learning in this thesis. A hierarchical network is an example of this where there are 
unique labels for a node which can be attached to messages in order to determine the 
source. In addition, each node knows the next hop a message must take in order to 
either ascend or descend the tree.
An alternative is to learn in a network with little infrastructure. An algorithm is fully  
distributed with respect to a network connectivity graph G if each node operates -without
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T ie r l
Tier 2
(a) Multi-level hierarchical network
(b) Fully connected network (c) Strongly connected network with little infrastruc­
ture
Figure 2.8: Three different types of network.
using any information other than knowledge of its local neighbourhood in G [14]. In 
addition, there does not exist unique identifiers for nodes which can be attached to 
messages [14]. The network lacks the infrastructure to perform the routing of messages. 
However, nodes are aware of the nodes in their one-hop neighbourhood and are able to 
send messages to them. This limits the aggregation of data beyond the neighbourhood 
of a node, and learning must be conducted in a different manner. Examples of this 
kind of network include WSNs, ad-hoc and mobile networks. In these types of networks 
frequent changes in topology might mean that it is difficult to establish an infrastructure 
to route messages through the network.
In the following sections, the state-of-the-art in the two respective areas of partially and 
fully distributed learning is reviewed.
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2.7.2 Partially Distributed Learning
Partially distributed learning algorithms often use a hierarchical tree-structure. A tree 
is an undirected graph in which any two vertices are connected by exactly one simple 
path; any connected graph without simple cycles is a tree. Partially distributed learning 
approaches aggregate information in order to perform model construction on a central­
ized node. At the root, the global classifier is constructed, and this is then propagated 
through the network by communicating the global classifier to child nodes.
Some research assumes that there is one-tier to the hierarchical tree-structure. In this 
case, all child nodes communicate directly with the root and therefore the network 
is a one-hop network. Angiulli et al. [140] examine anomaly detection in distributed 
databases in a one-tier hierarchical network. The method is a distributed learning ap­
proach based on the concept of an outlier detection solving set [141]. A single iteration 
of the main cycle of the sequential solving set algorithm is derived in a distributed form. 
A supervisor node, the root, schedules core computation, which is performed on local 
nodes. The results returned to the supervisor by the local nodes are synchronized. The 
algorithm’s aim is two-fold; assign an outlier weight to each data instance and deter­
mine a global lower bound for the weight, below which a data instance is considered an 
anomaly. The estimates are iteratively refined by alternating between local and global 
information. A limitation of the approach is that it assumes that all child nodes have 
direct contact with the supervisor node.
A distributed approach to anomaly detection based on k-NN is proposed by Xie et 
al. [142] which uses a one-level hierarchical network structure. The scheme uses a 
version of a hypergrid version of k-NN [143] that establishes continuous hypercubes 
from a hyper-grid structure in feature space. Data are mapped into the hypercubes 
and anomalies are defined as data vectors residing outside the hypergrid. Distributed 
learning is proposed in order to distribute computation load across the network and 
reduce communication overhead. A member node maps its local training data into a 
hypergrid structure, and then sends its summary to a cluster head. The cluster collects 
all the local summaries and aggregates them as a global normal profile to its member 
node. The member node then performs online anomaly detection with the global normal 
profile.
An alternative to a one-tier hierarchical network is a multi-tier hierarchical network, 
where there are several layers of nodes below the root, see Figure 2.8(a). Child nodes 
communicate information to parent nodes where the aggregation of data, or merging of 
classifiers is performed. Parent nodes then communicate this to their parent nodes. Once 
the root has been reached, the global classifier is constructed, and this is communicated 
down the tree to the child nodes. Rajasegarar et al. have proposed several domain-based 
methods that use this structure. Centred hyperspherical and hyperellipsoidal SVM [76], 
which are based on the one-class quarter-sphere (QS-SVM) [144], perform anomaly 
detection in a hierarchical network. A local node will generate the local classifier based 
on the node data. The radius of child nodes is communicated to a parent node, where 
four strategies, mean, median, maximum or minimum, are considered to compute the 
global radius. Another approach that uses the hierarchical tree-structure uses the mean 
centred ellipse (MCE) [75] for the classifier. At the parent node the MCEs of the child
2.7. Learning in A Distributed Environment 40
nodes are iteratively merged [145] in pairs in order to form a new classifier. Each parent 
node then communicates the merged MCE to their parent towards to root node. The 
root node combines all received hyperellipsoids to form a single hyperellipsoid. The 
global hyperellipsoid is then communicated back down the tree to all nodes in the net­
work. Moshtaghi et a l [146] propose a distributed anomaly detection method that uses 
merged ellipsoids. A drawback of determining the domain using hypereUipsoids is that 
there is an assumption that data is formed from Gaussian distributions. Methods such 
as the QS-SVM can model non-linear data, however, they have higher computational 
complexity.
The use of hyperspherical clusters to detect anomalies in a distributed environment is 
proposed by Rajasegarar et a l [147]. A hxed-width clustering scheme proposed by Eskin 
et a l  [148] is used for anomaly detection with the metric of Euclidean distance. The 
distributed approach uses the hierarchical network to pass a tuple {LSjr, njr, I D j r )  to 
a parent node, where LSjr is the linear sum of the data vectors in cluster 4  and Ujr is 
the number of data vectors in cluster 4 , and I D j r  is the unique cluster ID of cluster 4 - 
The parent node combines clusters and merges pairs of clusters that are determined to 
be similar. This process continues recursively up the tree until the root node is reached 
where an anomaly detection algorithm determines the anomalous clusters in the set, this 
is then communicated back down the tree. The use of fixed width clusters requires the 
determination of an appropriate width, and this can impact on performance if chosen 
incorrectly. A further approach uses the hierarchical network structure and an anomaly 
scoring method with hyperellipsoidal clusters [149].
A distributed approach to the problem of performing PCA in a distributed environment 
has been the focus of much research. Livani et a l  [150] propose a distributed anomaly 
detection scheme that uses distributed PCA [151] which is able to construct the global 
principal components at a cluster head follotving an intermediary calculation on the 
node data. The approach only calculates the first PC, most PCA-based anomaly detec­
tion methods use a larger subspace in order to differentiate normal and anomaly data. 
Chatzigiannakis et a l [45] introduce a PCA-based anomaly detection scheme that fuses 
correlated data from multiple nodes in order to detect anomalies that span neighbour­
ing sensors. Nodes send data observations to the primary node. The primary node then 
performs analysis on the data using PCA. The PCs of the covariance matrix are sensitive 
to large differences between the variances of the data vectors, therefore the eigenvec­
tors of the correlation matrix are used as the PCs. A drawback of the approach is that 
nodes are required to send observations to the primary node, which can have a large 
communication complexity.
Huang et a l  [152] propose a distributed anomaly detection method for network mon­
itoring. The research provides a distributed form of the method proposed by Lakhina 
et a l [46]. Instead of using the major PCs (the first k principal components) to de­
tect anomalies, the minor PCs (the remaining (n -  k) PCs) are used. The Q-statistic 
and the subspace are used to determine whether a data instance is normal or anoma­
lous. Local filters are used at the child nodes to reduce the amount of data sent to the 
coordinator. The filtering parameters for all monitors are selected by the coordinator, 
based on its view of the global state and conditions for triggering an anomaly. The 
trade-off between detection accuracy and communication overhead is examined using
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methods from stochastic matrix perturbation theory and is controlled using the relative 
eigen-error. The approach is shown to achieve high detection accuracy with low com­
munication overhead. A drawback of the approach is that it requires careful selection 
of the local filter parameter that balances the amount of data sent with the information 
loss.
Bertrand et al. [153] propose a distributed PCA that can operate in a fully connected or 
hierarchical network. The Q principal eigenvectors are obtained by finding the solution 
of a constrained optimization problem where each iteration increases the objective 
function in a monotonie fashion while preserving orthogonality. A matrix, which can 
be interpreted as a compressed version of the node data, is exchanged between nodes, 
allowing the iteration towards the centralized PCs. Evaluations in networks of different 
sizes on sensor network signals illustrate that the algorithm is able to converge to the 
centralized eigenvectors. The communication cost per node is independent of network 
size.
Subramaniam et al. [154] detail a framework which operates with an incremental step 
update and in a distributed manner to identify anomalies in multivariate data. Anoma­
lies are defined based on two metrics; distance-based outliers and local metric-based 
outliers [155]. The aim is to find an accurate approximation of the data distribution 
using kernel density estimators. The algorithms for estimating the distribution are com­
putationally efficient and implement an incremental step update by recomputing values 
as each new data vector arrives, allowing for an adaptation to a non-stationary data 
distribution without delay A hierarchical organization of a WSN is used in a distributed 
learning framework with each sensor maintaining a model for the distribution of mea­
surements it generates. A parent node takes randomly sampled subsets of child node 
data and combines them to construct a global model of the distribution of the child 
nodes to enable detection of global outliers. Child nodes communicate outliers to the 
parent node for classification with the global model. The algorithm uses a fixed sliding 
window to adapt to non-stationary distributions, however, a drawback of the approach 
is the requirement for an application-specific threshold to detect outliers.
A fuzzy data modelling approach [156] aims to identify local and global anomalies in a 
WSN while reducing communication. The approach is both distributed and adaptive, an 
incremental update to the model enables adaptation in a non-stationary environment. 
A local node uses fuzzy c-means clustering and statistical thresholds are adaptively intro­
duced to form clusters and identify local outliers. In order to identify global anomalies, 
the first step is to communicate cluster centroids and anomalies to the parent node. 
In the second step, the parent node combines information received from child nodes, 
along with its own data through merging and refining of the clusters. Finally anomaly 
detection is performed on the data using the new model. These three steps are per­
formed recursively until the root node is reached. Once the root node is reached, the 
final iteration represents both the local and global anomalies. The global anomalies are 
sent back down the tree to the child nodes. Anomalies are identified as either individual 
anomalies or anomalous clusters where outlying clusters of data instances are identified.
The use of the hierarchical tree-structure in order to merge classifiers at a parent node, 
with the resultant classifier being returned to child nodes, has several drawbacks. The 
hierarchical tree-structure means that the links further up the tree become critical and
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possible bottlenecks. In addition, although the hierarchical tree-structure assumes that 
it is one-hop between nodes in the network, this may not be the case in the physical 
network. If  a routing protocol is required to form the hierarchical tree-structure, it 
may be a multihop between nodes in the network increasing communication cost. In 
addition, as the centralized classifier is constructed at the top of the tree, there is a need 
to transmit the distributed classifier back down the tree, further consuming time and 
resources.
2.7.3 Fully Distributed Learning
Branch et a l [157] propose a fully distributed anomaly detection approach for WSNs. 
Each node has a local data set with the aim to compute the set of the global top-k 
anomalies, the scheme is generic in that it is suitable for all density-based methods 
except LOF. A node sends to a neighbouring node all anomalies plus the support set, 
the set of data instances that cannot be discarded without altering the ranking of data 
instances. Each node applies the anomaly detection algorithm on its data, plus received 
data. Assuming the network remains connected, all nodes will converge on the same 
anomalies and supports. The algorithm is extended to operate in a non-stationary 
environment with a sliding window of data using time-stamped data instances.
Several approaches have been taken to learning the principal components of data using 
a fully distributed learning approach. A consensus-based approach for PCA is proposed 
by Macua et a l  [158]. The network-wide covariance matrix is estimated through the 
use of a consensus averaging (CA) algorithm and an exchange of p x p  matrices, PCA is 
then performed on each node. The algorithm is shown to have guaranteed convergence 
using only communication with neighbouring nodes. Li a l [159] propose a distributed 
principal subspace tracking algorithm based on Oja’s update rule [101] and normalized 
Oja [160] that operate in conjunction with a nested CA algorithm. The inner loop per­
forms CA and requires communication of data between nodes, therefore the amount 
of data transmission required can be significant. In addition, communication cost and 
convergence time increase with network size. Aduroja et a l [161] use the alternating 
direction method of multipliers (ADMM) to determine the PCs in a distributed envi­
ronment. The estimation of the PCs of the covariance matrix is performed by rewriting 
centralized PCA in a separable manner and then employing the ADMM to divide the op­
timization problem between the nodes in the network. As discussed in Section 2.3.3, a 
shortcoming of PCA in its application to anomaly detection is that the derived principal 
components are susceptible to perturbance by anomalies in the training data set.
Fully distributed algorithms require multiple iterations to derive the centralized model. 
The convergence properties of the algorithms are important, if convergence occurs 
quickly this is advantageous. However, if an algorithm requires many iterations to 
converge, computation and communication overhead increases. In addition, a criterion 
is required to determine when convergence in the network has been achieved in order 
to prevent continued computation and communication which will not increase the 
accuracy of the derived model.
A summary of approaches to distributed learning is provided in Table 2.4. The method 
is detailed, then the features and the shortcomings are summarized.
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Method Features Shortcomings
Forward data to the 
root node [45]
Transmit all data to root. Optimal 
performance Often infeasible
Distributed 
computation [140, 
150]
The classifier is computed in a parallel 
manner, with the results communicated to 
the root. Can have performance equal to 
centralized learning
Requires one-tier hierarchical network
Aggregate or sample 
data [152, 154]
Uses a filter to determine when to send 
the current data (or a summary) to the 
root. Can have performance equal to 
centralized learning
Assumes a multi-tier hierarchical network. 
Must pass global classifier back down the 
tree
Merging 
Classifiers [75, 76, 
142,149,153, 156]
Recursively communicates model to 
parent node and merges classifiers. Root 
node communicates global classifier to 
child nodes. Large reduction in the 
conununication overhead
Assumes a multi-tier hierarchical network. 
Must pass global classifier back down the 
tree
Consensus 
Learning [157-159, 
161]
Iterate to the solution using information 
from neighbouring nodes. Makes no 
assumption on the network architecture
Requires multiple iterations to converge 
to the centralized solution. Requires 
convergence criterion.
Table 2.4: Summary of distributed anomaly detection methods.
2.8 Beyond State-of-the-Art
The previous discussion examined the state-of-the-art of anomaly detection. In addition, 
the specific environments of non-stationary data sets and distributed data sets were 
examined. Considerable research has been conducted in the area of anomaly detection 
for static data sets on a single node. There has been less focus on the environments of 
non-stationary and distributed data sets and open questions remain in the application of 
anomaly detection in this area. This section discusses the challenges and the solutions 
proposed in this thesis.
2.8.1 Incremental Learning
A non-stationary environment requires an update to the model when the data distribu­
tion changes. Incremental methods allow an algorithm to add and remove data without 
a batch construction. For some techniques, it is possible to derive an exact incremental 
algorithm that allows the model to be updated with new data instances and for older 
data instances to be removed. For example, an exact incremental version to LOF [39] 
was derived by Pokrajac et al. [118]. Other incremental algorithms require approxima­
tions in order to derive an update and downdate. Incremental methods are used in order 
to reduce the computational complexity of model construction by using the previous 
model as an intermediary calculation in the model update. However, with incremental 
methods there is a significant variation in the reduction in computational complexity 
that is achieved. Some incremental techniques are only able to add or remove a single 
data instance at a time; if there is a requirement to introduce or remove more than
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one data instance at a time, computational complexity can increase significantly by 
performing multiple operations.
Anomaly detection using a KES with the reconstruction error has been shown to have 
excellent performance [58]. A drawback of KPCA is the high computational complexity 
due to the requirement to perform an eigen decomposition of the kernel matrix. The 
incremental update of a KES has been the focus of considerable research and different 
methods of updating a KES with new data instances have been proposed. However, 
there has been less focus on removing data from a KES. This is an important aspect 
of learning when the data distribution alters and there is a requirement to remove 
data that no longer represents the current data distribution. Current approaches make 
assumptions that reduce the accuracy of the model derived. In addition, current methods 
are unable to add or remove more than a few data instances from the model without a 
significant increase in computational complexity. Chapter 4 addresses this by deriving a 
downdate that is exact and only has errors due to numerical inaccuracies. In addition, 
it is shown that computational complexity is significantly reduced compared to other 
state-of-the-art incremental KPCA approaches.
In Chapter 4, an incremental formulation of the centred kernel hypersphere is also pre­
sented. This is shown to have low computational complexity however the performance 
is still competitive when compared with other state-of-the-art kernel methods which are 
more computationally complex.
2.8.2 Adaptive Parameter Selection
Model selection is an important aspect of an anomaly detection algorithm. As stated 
in Section 2.6, machine learning models can vary vastly in their performance based on 
the selection of the parameters of the algorithm. Parameter optimization using indirect 
and direct methods enables automatic parameter selection without using a labelled 
training set which is not available for the unsupervised learning problem of anomaly 
detection. However, research in this area has been conducted on a limited number 
of anomaly detection methods. In addition, many parameter selection methods still 
require the search over a large parameter space to identify the optimal parameters. 
Intelligent search methods that iteratively reduce the size of the parameter space can 
reduce computational complexity significandy.
The QS-SVM has been shown to be an effective anomaly detection model that requires 
reduced computational complexity. One important aspect is the determination of the 
parameter and this issue is addresses in Chapter 5.
2.8.3 Learning in a Distributed Environment
Current research in anomaly detection has focused on algorithms that require access 
to the whole data set. Recently more research has been conducted into learning in an 
environment where data are distributed amongst a number of nodes. One common 
assumption is that it is infeasible to communicate the whole data set to a centralized 
node, therefore learning must be performed in a distributed manner. In the context of
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anomaly detection, significant research has been conducted in learning in a hierarchical 
network structure. However, there are drawbacks to this approach, such as the increase 
in the cridcality of links towards the root of the tree. Studies have shown that it is 
possible to leam in a network with little infrastructure without the use of a hierarchical 
network structure. Approaches exist that assume only communication with one-hop 
neighbours and make no assumption about the network structure beyond this. However, 
these techniques have not been applied to anomaly detection. The lack of research in 
this area will be addressed in Chapter 6 .
2.9 Discussion
In this chapter, the state-of-the-art of anomaly detection was discussed. A definition of 
an anomaly was provided and anomaly detection methods were then surveyed. Next, a 
non-stationary environment was examined where methods were detailed that are able to 
adapt to a changing data distribution. The second area that was examined in detail was 
anomaly detection in a distributed environments where learning is performed on data 
that is distributed across a number of nodes. Finally a discussion of how state-of-the-art 
can be progressed was given. In the following chapter. Chapter 3, the methodology used 
in this thesis is detailed.
Background and Research 
Methodology
This chapter presents the methodology used in this research to perform anomaly de­
tection in non-stationary and distributed environments. Several aspects are addressed. 
Section 3.1 outlines the approach to anomaly detection that is taken in this thesis. 
In Section 3.2, the anomaly detection methods used as a benchmark are examined. 
Section 3.3 discusses the implementation of the proposed and benchmark algorithms. 
Section 3.4 discusses the analysis of the results. The selection of data sets with which 
to measure performance is discussed. In addition, model selection and performance 
evaluation is detailed. Section 3.5 provides the conclusion.
3.1 Anomaly Detection Approach
The approach taken to anomaly detection determines the methods that are used to 
detect anomalies in the testing data set. Although there are common assumptions that 
are made by a significant number of researchers, some research does estabHsh different 
assumptions. For example, most anomaly detection approaches assume that the training 
data set is unlabelled. However, some approaches have used a labelled training data 
set and have shown that performance is improved. The approach to anomaly detection 
taken and assumptions made in this thesis are described in the following section.
To construct a classifier, it is often assumed that in addition to the observations, labels 
are available that put the observations in their respective class. This is termed supervised 
learning and is a common paradigm in two-class classification. The labels enable the 
formation of the boundary between the two classes. However, if labels are not available, 
it is still possible to detect underlying patterns in the observations using only the data. 
This is termed unsupervised learning.
One-class classification refers to the ability of a classifier to identify unseen target class 
examples based on learning from a training set of target examples [162]. The training
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set consists of target observations, these are the normal data, also known as the negative 
class. The non-target observations are considered to be the anomalies, or the positive 
class. The non-target class will either be poorly sampled or non-existent in the training 
set. The aim is to model the support of the target observations as accurately as possible, 
using the chosen technique. The support of the non-target observations is ignored as 
it is assumed to either have no discernible distribution or that insufficient observations 
are available in order to model it to the required degree of accuracy. This differs from 
two-class classifiers where examples of the two target classes are required in order to 
construct the classifier. Once the classifier is constructed, the model is used on unseen 
observations where it is able to identify observations that do not conform to the patterns 
of the target observations; these are then rejected.
The absence of positive examples in the training set will affect the performance of the 
classifier; Dumais et al. [163] and Joachims et al. [164] state that there is a reduction in 
the performance compared with one constructed with positive examples. The assump­
tion that the non-target class will be either non-existent or poorly sampled matches the 
characteristics of normal and anomalous data in a data set, thus one-class classification 
is a technique often used for anomaly detection.
Due to the rare nature of anomalies, one-class classification is often used to construct 
anomaly detectors. There is no requirement to gather anomalous samples for the train­
ing data set. Anomalous samples may form part of the training data set, or they may not 
exist. For example, if the one-class classifier is designed to monitor a piece of machineiy 
for normal operation, and identify when it moves out of these bounds, it may not be 
possible to obtain anomalous samples. As anomalous samples indicate that the machine 
is operating unsafely putting the machine in this mode may damage it, therefore it is 
not possible.
3.2 Benchmark Algorithms
To evaluate the proposed solutions, seven anomaly detection methods were chosen 
as benchmarks. The methods are principal component analysis (PCA), one-class SVM 
(OC-SVM), k-nearest neighbour (k-NN), kernel principal component analysis (KPCA), 
local outlier factor (LOF), angle-based outlier detection (ABOD) and the mean centred 
ellipse (MCE). The benchmark methods were chosen due to their proven performance as 
anomaly detectors on a wide variety of data sets. For example, in a recent performance 
evaluation by Janssens et al. [69] of five anomaly detection techniques from the fields 
of machine learning and knowledge discovery the OC-SVM and LOF outperformed 
other anomaly detection techniques. In another evaluation of current anomaly detection 
methods [165], k-NN is shown to be the optimal performer for the data sets used. 
Spectral decomposition methods such as PCA and KPCA have also been shown to exhibit 
excellent performance as anomaly detection methods; for example [48,58]. The spectral 
decomposition methods often use the reconstruction error.
The aim of anomaly detection is to assign a label of normal or anomaly to a data instance. 
Let X be the target space of observations and y  the associated label normal or anomaly. 
Let /  be the anomaly detection model, then f  : X y. A dissimilarity measure, V,
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is used to discriminate between normal and anomaly observations. A distance-based 
similarity measure is common in anomaly detection methods. All the anomaly detection 
methods, except ABOD, use a distance measure where those data instances with the 
largest distance are considered to be anomalous. Therefore, the decision function is;
^  I  Normal, if V{xi ,  Aram) < r
[Anomaly, otherwise
where r  is the threshold distance. For ABOD the smallest distance is considered anoma­
lous.
In the following sections the benchmarks used to examine performance are presented 
in detail.
3.2.1 PCA
PCA [43] is a spectral decomposition method that forms an orthogonal basis of the data. 
The sample mean is;
At =  — (3.2)n
The covariance matrix is;
( u \ \ <712 • • <7lp^ (  g \ <712 • ■ • <7lp^
^  _  E k = l i ^ k  -  fJ>){Xk - <721 <722 • • <72p <721 <7# - • <72p
n  — 1 • • : • • ;
V<7pl <7p2 ’ <7ppy <^7pl <7p2 *
(3.3)
where the mean-centred data is used. The diagonal terms of the E are the variance and 
the off-diagonal elements are the covariance between measurement types. PCA aims to 
determine a basis that aligns with the axis of maximal variance. All the basis vectors 
{Pi 5 P2 5 • • • : Pm} ^re orfhonormal.
Since E is positive definite, it has real eigenvalues 1 ^  Ai <  A2 < • • • < Ap with 
corresponding orthonormal eigenvectors { v i ,V 2 , • • • , Up} and then M v k  =  XkVk, 1 <  
k ^  p. The orthogonal matrix P  =  [viV2 ■■-Vp] such diat P~^ =  P ^  is the spectral 
decomposition of E.
E =  P A P -i (3.4)
=  P A P ^  (3.5)
with A being the diagonal matrix of eigenvalues A =  diag{Xi , \ 2 , • • • , Ap).
The reconstruction error can be used to detect anomalies in data sets. The squared 
sum of the residual, called the Q statistic or squared prediction error (SPE), is used to 
identify anomalies [45,166]. A mean-centred data sample can be decomposed into 
two elements using a principal component (PC). The data can be projected onto the 
PCs, Xn =  P P ^ X n  to ptovide a reconstruction of the data instances in the subspace. By 
projecting onto the PC, the data vector is decomposed into two vectors, and e -^
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The vector Xn is parallel to the PC, and e„ is orthogonal to the PC. The original vector 
can be reconstructed from the parallel and orthogonal component, +  e„. The
reconstruction error is determined using Cn =  Xn — Xn-
D R E = \ \X n  -  Xn\Ÿ <  ^ (3.6)
where e is the predetermined error threshold.
3.2.2 Kernel PCA
KPCA is PCA performed in feature space, where feature space H  is related to the in­
put domain, by the map M- $(æ). Using the feature space map, the
mapped input vectors are =  [^(^i) (p{x2) .. . <;6(æ„)]. The eigenvectors of the co- 
variance matrix can be stated in terms of the eigenvectors of the kernel matrix.
K ’^  =  =  Y A Y '^  (3.7)
S'” =  =  u f u ' ^  (3.8)
(3.9)
see [57] for further details
Stating aP =  the eigenvector of the covariance matrix can be expressed
as vP =  X)fc=i ot using matrix notation =  ^xOp*- The projection of a data
vector X onto the kernel principal components (KPC) is given by
{vP, 0(æ)) =  Oil{(j){xk), 4){x)) (3.10)
k = i
n
=  J 2 ^ k ^ i^ k ,x )  (3.11)
k = l
It has so far been assumed that the data are centred in feature space. This is equivalent 
to performing the eigen decomposition on the centred kernel matrix [57] K .
K  =  ^ ^ ^ x  (3.12)
=  K  — \ m K  ~  K I m  (3.13)
Where where 1m  is an M  x M  matrix with all values equal to ^
Once the KES has been constructed for the training data set, it can be used to perform 
anomaly detection on the testing data set. Using the KES as the model of data, testing 
data are projected onto the KPCs determined by KPCA. The reconstruction error is the 
distance of a data instance from the KPCs and this has been shown to exhibit excellent 
performance as an anomaly detector [58]. Anomalies are the data instances that lie far 
from the KPCs. Therefore, data that the model is having trouble reconstructing "with the 
KPCs, are considered to be anomalies.
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The reconstruction error, e, is the squared distance between <p(x) and its projection 
onto the KPCs, Let P denote the projection of cf)(x) onto the KPCs, where P< (^æ) =
- Up)Up.
e(x) =  |10(æ) -P 0 (æ )||i
=  ÿ(æ) • ÿ(æ) -  J^(^(x) ■
=  k(x ,x ) — r(x)~^Ar(x) (3.14)
where r(x ) =  A  =  and p is the p^  ^KPC.
Several kernel functions are available to perform the map into feature space. The linear 
kernel. Equation 3.15, will provide the same results as PCA.
n{xi ,Xj)  =  {xi,Xj)  Linear (3.15)
=  { { x i , x j ) - \ - i y  Polynomial (3.16)
=  exp f j Radial Basis Function (3.17)
3.2.3 One-Class SVM
The maximal margin binary classification technique of the support vector machine 
(SVM) [167] is extended to one-class problems by die OC-SVM [121, 168]. Two formu­
lations exist. The one-class hyperplane [168] aims to separate the normal data from the 
origin with a hyperplane. The one-class hypersphere [121] encloses the normal data 
with a hypersphere.
mta} +  (3-18)
subject to \\xi -F a||^  < -f i =  l , . . . , m
where i/ is the penalty term that controls the trade-off between the fraction of rejected 
data and the volume of the hypersphere. Using Lagrange multipliers, the dual of the 
primal is derived as
min • ^j )  (3.19)
{R .«) i z j
subject to 0  ^ i
i
The distance to the centre of the hypersphere is calculated using
'Doc - s v m {^û D s v ) =  \\xi —a\\ (3.20)
=  [ X i - X i )  - 2 Y ^ O L j { X i - X j ) - \ - ^ O L j O L k { X j  - X k )  (3.21)
< B?' (3.22)
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where r  =  B?.
As Equation 3.19 is formulated in terms of inner products between data vectors, the ker­
nel trick [59] allows its operation in a non-linear space where non-linear characteristics 
of the modelled data. When the radial basis function (RBF) kernel is used, the one-class 
hyperplane and one-class hypersphere yield the same result [169].
3.2.4 fc-Nearest Neighbours
k-NN [170, 171] estimates the density of the data set. The similarity measure used is 
the Euclidean distance to the nearest neighbour in Aram [34, 35]. Let Xi be a test 
instance, the distance is
dk{xi) =  d {x i ,N N (x i ,k ) )  (3.23)
The threshold parameter, r  is determined from Dtrain- The distance dk{xi) is compared 
to r  in order to determine the label of the test data instance.
3.2.5 Local Outlier Factor
LOF [39] is a density based method that compares the local density of a data instance 
with that of its k-nearest neighbours. A local neighbourhood of an instance Xi is con­
structed between Xi and the nearest neighbours, N N ( x i , k ) .  The k-distance of a 
data instance Xi is the distance to the k^  ^nearest neighbour.
dk{xi) =  d {x i ,N N {x i ,k ) )  (3.24)
The k-distance neighbourhood of xi, N { x i ,  k), contains every data instance whose dis­
tance is not greater than the k-distance; d{xi, Xj)  < d{xi, k). The reachability distance 
of Xi with respect to Xj  is defined as
dr {xi ,X j)  =  max{dk{x j ,k )) ,d{x i ,x j )}  (3.25)
The local reachability density p, of Xi is defined as
=  (3.26)
\J\i ( X i ,  k)I
The p{xi, k) is the inverse of the average reachability distance based on the set of k 
nearest neighbours of Xi. The local reachability density of æ* is compared with those of 
its neighbours, Af(xi, k), to determine the outlier factor.
DLOFixi, k, Vtram) =  (3.27)
\N{xi ,k) \
A LOF score of approximately 1 indicates that the data instance is similar to its neigh­
bours. An outlier will have a value significantly larger than 1.
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3.2.6 Angle-Based Outlier Detection
ABOD [42] uses the angles between pairs of distance vectors to points to distinguish 
between normal and anomalous data instance. The angle-based oudier factor (ABOF) is 
defined as the variance over the angles between the difference vectors of a  to all pairs 
of points in V  weighted by the distance between the points.
D A B O F(a )  =  VAIh,c^-o ( „ A p  |[1 ||2  ) (3.28)
Y  Y  I I  { gfa. cc) )  V ' 1 ( ah, ac)
b e v ^ v  V» "Mi ll Mil ■ II ai>F-il ôcipy ( ieD cev  " ^ " 'll ' II i l l '  ll m||
6& C &  II «"Il II 1^1 ^ II «"IIH 1^1 '
(3.29)
where be denotes the difference vector c —b.
3.2.7 Mean Centred Ellipse
Anomaly detection using the MCE [75] aims to enclose normal data within a hyperel­
lipse. Data instances lying outside the ellipse are labelled as anomalies.
The hyperellipse is defined by S{m,  S “ )^. The distance from the centre of the hyperel­
lipse is the Mahalonobis distance and is defined as
D u c s ix i )  =  \J{xi -  -  p)  (3.30)
where p  is the sample mean, Equation 3.2, and E is the covariance matrix. Equation 3.3. 
Data instances that lie on or within the boundary are classified as normal, while those 
lying outside are considered anomalies.
3.2.8 Decision Boundaries
In order to provide a visual representation of the previously described anomaly detection 
methods, a synthetic data set is used to illustrate the boundaries derived. The synthetic 
data set is called the banana data set due to the shape of the data distribution and was 
generated using the gendatb function from the implementation from DDTools [172]. 
Figure 3.1 depicts the boundaries for the kernel hypersphere, KPCA, LOF and ABOD 
and Figure 3.2 depicts the boundaries for the MCE and k-NN.
3.3 Implementation
All algorithms were implemented in the MATLAB® environment. The MATLAB (matrix 
laboratory) environment is a high-level language and interactive environment for nu­
merical computation. It has a large number of mathematical operations built-in which
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Figure 3.1: The decision boundaries produced by the benchmark anomaly detection 
methods on a synthetic two dimensional data set.
are efficiently implemented allowing the development and implementation of the pro­
posed and benchmark algorithms.
Several additional tools for the MATLAB environment were used in the implementation 
of the algorithms and benchmarks developed as part of this thesis. These were developed 
by other academic researchers to carry out specific functions that are either not available 
in MATLAB or are implemented in a different manner.
The Data Description toolbox dd tools [172] provides tools, classifiers and evaluation 
functions for anomaly detection using one-class classification. The toolbox is created and 
maintained by Dr. David Tax, the researcher who proposed the OC-SVM hypersphere. It 
is an extension of Prtools [173], and requires this toolbox in order to operate. The tool­
box has a large number of implemented anomaly detection methods, the majority of the 
methods are implemented by the author of the toolbox. However, the implementation 
of LOF is provided by the Dr. J.H.M. Janssens, the author of a research paper [69] com-
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Figure 3.2: The decision boundaries produced by the benchmark anomaly detection 
methods on a synthetic two dimensional data set.
paring the performance of state-of-the-art anomaly detection techniques. Therefore, this 
implementation is used for benchmarking in this thesis. In addition, the implementation 
of ABOD from dd tools is used for benchmarking purposes.
LIB SVM [174] provides a library of functions for the SVM. The library is implemented 
in C-t--t- and C, with an interface to MATLAB provided. The use of and C pro­
vides a more efficient implementation than those, such as dd tools, which solely use 
MATLAB. The one-class support vector machine, both the hyperplane [168] and hyper­
sphere [121] versions, are included in the library. These implementations were used in 
the benchmarking of the proposed algorithms.
CVX [175,176] is a MATLAB-based modelling system to implement convex optimization 
problems. CVX imposes a set of conventions to follow when constructing optimization 
problems, allowing an easier representation of convex optimization problems than in 
MATLAB. In addition, CVX provides additional tools in the MATLAB environment in 
order to solve convex optimization problems. These tools are used in Chapter 6  in order 
to solve a convex optimization problem.
In order to perform analysis of the algorithms and the benchmarks, the implemen­
tations in MATLAB were run on simulation servers. The simulation servers provided 
higher computational capacity which could be used for long periods of time. Due to 
the computational complexity required by some algorithms and tests, some simulations 
required several days to run to completion.
3.4 Analysis
In this section, the analysis of the algorithms proposed in this thesis are detailed. The 
data sets used in the evaluation are examined. In addition, the methods of evaluation
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are detailed and the performance metrics used to extract performance information are 
elaborated.
3.4.1 Data Sets
In order to examine the performance of proposed solutions, data sets are required. 
For the evaluation of anomaly detection techniques, two types of data sets are used: 
synthetic and real-world data sets. The use of synthetic data is often a first step in the 
study of anomaly detection in data sets. Synthetic data sets are often used to perform an 
initial evaluation as it is possible to generate data that is able to illustrate the properties 
of the algorithms. Many synthetic data sets are 2-dimensionaI data sets in order to 
display derived boundaries visually. The generation of synthetic data can be performed 
by a variety of methods. The samples of normal data can be drawn from functions 
such as a Gaussian, this will lead to linear data. Specific functions can be derived in 
order to generate normal data with more complex characteristics such as non-linearity. 
Anomalies in synthetic data sets are often drawn uniformly from a specific range to 
represent the property that anomalies come from an unknown (and possibly multiple) 
data distribution. Example synthetic data sets include the banana data set [172] and a 
non-linear process [177].
For more rigorous evaluation, real-world data sets are required. These are data sets that 
are taken from real-world environments. There are many sources of real-world data sets. 
Data sets with different characteristics are selected from different sources, including 
the Machine Learning Repository of UCl (UCl) [178]. In order to be employed in the 
examination of performance of anomaly detection models, the data sets are reorganized. 
For the two-class data sets, the class containing more data samples is used as the normal 
class, while the other class is considered to be the anomaly class. For a multi-class data 
set, one class is considered normal, while the others are combined to form the anomaly 
class [179]. Two medical diagnosis data sets are used where the negative class is the 
normal or benign cases, while the positive class contains the data for diseased, abnormal, 
or malignant cases [67]. The multi-class abalone data set uses classes 1-8 as normal, 
and classes 9-29 as anomaly [172]. If the data set had a train and test set, these were 
joined. Detailed information regarding the data sets is shown in Table 3.1.
3.4.2 Pre-Processing of Data
Real-world data can often have attributes with different metrics. For example, the Intel 
Berkeley Research Laboratory (IBRL) data set contains three environmental measure­
ments, temperature in “Celsius, humidity ranging from 0-100%, and light in Lux which 
ranges from 0 to 100,000. Distance measures should not be used without normaliza­
tion [183] as larger contributions will be assigned to the metrics with bigger ranges 
than those with smaller ranges. If there is no a priori information about the importance 
of attributes, the “principal of equal importance of features” [184] should be followed 
where each attribute is scaled to the same range.
There are two types of normalization that are generally applied to data sets, namely min- 
max normalization and z-score normalization. Min-max normalization. Equation 3.31,
3.4. Analysis 56
Table 3.1: Real-world data sets.
Data Set Application Domain Instances Classes Dimension
Grand St-Bemard [5] Sensor Monitoring 4300000 1 9
Liver Disorder [178] Medical Diagnosis 345 2 6
Australian Credit Approval [178] Financial 690 2 14
Wisconsin Breast Cancer [178] Medical Diagnosis 699 2 9
Non-Coding RNA [180] Biology 59535 2 8
Shuttle [178] Sensor Monitoring 38621 7 9
MNIST [181] Handwriting Recognition 69970 10 400
Pen Digits [178] Handwriting Recognition 10992 10 36
Letter Recognition [178] Image 20000 26 16
Abalone [178] Biology 4177 29 8
PIE [182] Image 40960 68 1024
maps the feature values to a range [0,1]. Another range that is also used is [-1,1]. In 
z-score normalization. Equation 3.32, the mean of the data is subtracted from each data 
instance, and the result is divided by the standard deviation.
—
mi n, j
Xmax, j mi n, j
zg* =  Î î i —w
(7  n
(3.31)
(3.32)
The normalization method is applied to the training set, and the resultant parameters 
are then applied to the testing data.
3.4.3 Model Selection
Model selection involves determining the parameters of an algorithm that provide opti­
mal performance. Most machine learning algorithms have one or more parameters, for 
example, k-NN has one parameter, the number of nearest neighbours, and the OC-SVM 
with the RBF kernel has the kernel parameter a  and the penalty parameter i/. Model 
selection and performance evaluation is often performed in a single framework as dis­
cussed below.
In supervised learning, the ground truth labels are available in order to examine the 
performance of a model. The aim is to construct a model which has good generalization 
which refers to the ability of a model to perform well on unseen data. One method to 
determine the optimal model is to split the data set into two disjoint subsets, namely 
training (Aram) and testing (Aest)- Model optimization is performed on the training 
set, while performance evaluation is performed on the testing set. However, this has 
drawbacks. The performance on the hold-out data may be misleading in the case of an 
unfortunate split in the data. To overcome these issues, K-fold cross-validation is used 
for model optimization and performance evaluation.
3.4. Analysis 57
Algorithm 3.1: K-fold cross-validation method.
for k = l,2 ,. . do
Randomly draw (without replacement) the training set from V  
Randomly draw (without replacement) the testing set from V  
Train with A ram  
Evaluate performance on Aest
Algorithm 3.2: Grid search of the parameter space.
Determine the finite set of values for the parameters in each grid search, 
f o r p = 1 ,2 ,..., P do 
for q = l ,2 , . . . ,  Q do
Model Selection: K-Fold Cross Validation Method.
Model Selection: Select the model with the best mean performance.
K-fold cross-validation aims to avoid overfitting the model to the training data. If this 
occurs, although the model will perform well on the training data set, it will perform 
poorly on unseen data. In other words, the generalization will be poor. The data set is 
divided into K chunks. For one fold, K-1 chunks are concatenated to form Aram- The 
remaining chunk forms Aest- Model construction occurs using Aram- The model is 
then evaluated on Aest- Performance scores are averaged over the K-folds and are used 
as the selection criteria for model selection. Typically a value of AT =  10 is shown to 
exhibit good performance [185].
In an unsupervised learning environment, labels are not available to the algorithm 
during model construction. However, in order to examine the performance of anomaly 
detection algorithms, ground truth labels are used. A version of cross-validation is used 
where the training and testing data sets are drawn randomly without replacement from 
the whole data set [165]. The algorithm for K-fold cross-validation method is shown in 
Algorithm 3.1.
For each fold, model selection is performed where the optimal parameters are deter­
mined for the model constructed from Aram that is evaluated on Aest- A grid search is 
used where the continuous parameter space is divided into finite values. The dimension 
of the grid is equal to the number of parameters in the anomaly detection algorithm. 
The size of the grid depends upon the number of finite values. A generic algorithm for 
the grid search method is shown in Algorithm 3.2. For example, the OC-SVM and the 
RBF kernel has two parameters that need to be determined. The u parameter and the 
kernel parameter cr. Both parameters are continuous, so to perform a grid search, a 
finite selection of values are used for v. Equation 3.33, and cr. Equation 3.34.
V e {0.01 0.05 0.10.. .0.90 0.95 1.0} (3.33)
<7 e {0.01 0.05 0.1 0.5 1.0 5.0} (3.34)
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Figure 3.3: The confusion matrix.
3.4.4 Performance Metrics
In order to evaluate anomaly detection methods, several metrics are defined. An anomaly 
detection method will classify a data instance as either normal or anomaly. The normal 
data is considered to be the negative class and the anomaly data is the positive class. 
Comparing the assigned labels to the ground-truth labels, a false positive is defined as a 
normal data instance incorrectly labelled as an anomaly a true positive is defined as an 
anomaly correctly identified. The confusion matrix. Figure 3.3, characterizes classifica­
tion behaviour of a model using the four fields, two for correctly classified testing data 
and two for incorrectly classified.
From the confusion matrix, a number of performance measures can be defined that 
can be used to evaluate performance. The false positive rate (FPR), Equation 3.36, 
(also knovm as the false alarm rate) is computed as the ratio of false positives to normal 
measurements. The true positive rate (TPR), Equation 3.35, also known as the detection 
rate, is the ratio of true positives to anomalous measurements. In unbalanced data sets, 
it is well-known that metrics such as TPR, FPR, accuracy and error rate are misleading 
assessment measures [186]. If there is 99% normal data in the testing data set, the 
naïve classifier will label all data instances as normal and thus achieve an accuracy of 
99% and an error rate of 1%. This can also be explained by examining the confusion 
matrix. The left column represents the negative data instances and the right column 
represents the positive data instances. The ratio between the data instances in the two 
columns represents the data distribution in the data set and therefore any metric that 
uses values from both columns, such as accuracy and error rate, will be sensitive to 
imbalance between the normal and anomaly class [24].
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True Positive Rate =  
False Positive Rate =  
Accuracy =  
Error Rate =
T P
~P~ (3.35)
F P
~ w (3.36)
T P  +  T N
P  +  N (3.37)
F P  4 -F N
P +  AT Accuracy (3.38)
(3.39)
Precision, Equation 3.40, is a measure of exactness, and represents the fraction of the 
data instances labelled as anomaly that are labelled correctly. Recall, Equation 3.41, 
is a measure of completeness, and represents the fraction of anomalies that were la­
belled correctly. Precision and recall share an inverse relationship similar to TPR and 
FPR. Examining the columns of the confusion matrix reveals that precision is sensitive 
to the ratio of anomalies in the testing data set while recall is not. The F-measure, 
Equation 3.42 [187], combines precision and recall as a measure of the effectiveness of 
classification in terms of a ratio of the weighted importance on either recall or precision 
as determined by the p coefficient set. The value of p ranges from 0 to infinity and con­
trols the relative weight and given to recall and precision. A ^  of 1 corresponds to equal 
weighting of recall and precision. Although the F-measure is sensitive to the data distri­
bution, it provides more insight into the functionality of a classifier than the accuracy 
or error rate metric. An alternative metric, the geometric mean. Equation 3.43 [188], 
expresses a performance measure which maximizes accuracy on both classes.
T P
Precision =  i fp ^ p p  (3.40)
T P
(3.41)
_ i l  4 -P Ÿ Recall X PrecisionF-measure =  +  (3.42)
I TP T NGeometric Mean =  ^ J p p : ^  x (3.43)
There is a trade-off between the TPR and the FPR where adjusting a parameter, such 
as a threshold, to increase the TPR will result in an increase to the FPR. To examine 
this trade-off, a receiver operating characteristic (ROC) curve is used. A ROC curve. 
Figure 3.4, is a depiction of the accuracy of an anomaly detection method on a given set 
of testing data. In addition to a label for the test instance, many classifiers yield a metric 
that represents the degree to which an instance is a member of a class. For example,
the OC-SVM has a distance measure that indicates how far a data instance is from the
centre of the hypersphere. The metric can be used to produce a discrete classifier; if the 
metric is below or equal to a threshold, the instance is labelled as normal, otherwise it
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is labelled anomaly. The threshold is varied from - o o  to +00  and the FPR and TPR are 
recorded [189]. A threshold of +00  produces the point (0,0) where all the instances 
are accepted as normal and none are rejected as anomaly. As the threshold is lowered, 
more data are rejected as anomaly and less data are accepted as normal; the classifier 
can be viewed as moving from a conservative classifier to a liberal one. A threshold 
of -0 0  produces the point (1,1) where all data are rejected as anomaly. Plotting the 
TPR against the corresponding FPR produces the curve. A ROC curve generated from a 
finite set of instances is a step function, which approaches a true curve as the number 
of instances approaches infinity [189].
The purpose of the ROC curve is to indicate the accuracy of the anomaly detector 
through the shape of the curve. An ideal ROC curve will have ^-values that grow at 
a faster rate than the x-values as the decision threshold changes from conservative to 
liberal. As the threshold becomes more liberal, the TPR will approach 1, and the FPR 
rate must increase, making the curve bend over to the right.
The shape of the ROC, Figure 3.4, defines the performance of the anomaly detection 
method. Perfect performance is achieved when there is a TPR of 1 and an FPR of 0. 
Performance equivalent to the random assignment of the normal and anomaly labels 
to the data is achieved when the TPR equals the FPR. The larger the area under the 
ROC curve, the better the performance of the anomaly detection algorithm. It is not 
possible to have a performance worse than random assignment of labels, as the label 
assignment could simply be inverted in order to achieve performance better than the 
random assignment of labels.
Figure 3.4 illustrates three thresholds to determine label data instances as normal and 
anomaly. Stricter thresholds are closer to the point (0,0) where the anomaly detection 
model will reject all data instances. This leads to a low FPR but also a low TPR. More 
lenient thresholds are closer to point (0 , 1) where the anomaly detection model will 
accept all data instances. This leads to a high TPR but also to a high FPR.
In addition to examining the trade-off between the FPR and TPR, it is also necessary to 
compare the sensitivity of an anomaly detection technique to parameter selection. The 
area under ROC curve (AUC) [190,191] is used as a measurement of the performance 
of the scheme and is computed for a given ROC by calculating the area under the ROC 
curve. An AUC value of 1 indicates that the scheme has achieved 100% accuracy and 
an AUC value of less than 0.5 indicates that the performance is worse than the random 
assignment of the labels. By varying a parameter in the anomaly detection scheme, a plot 
of parameter versus AUC value provides a method to analyze sensitivity to parameter 
selection.
In the field of anomaly detection, the AUC value is a popular evaluation criteria. Many 
studies use it as one of the evaluation criteria [58, 69, 76, 165], or the sole evalua­
tion criteria [48]. Its ability to summarize the ROC curve with one value is useful in 
presenting both performance and sensitivity to parameter selection.
3.4. Analysis 61
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.2 0.3 0.4 0.5 0.6 0.7 0.9
Perfect
’erformance
High
Performance
Low
Performance
Random Label Assignment
0.9
Lenient Threshold
(D 0.7
1“
%  0.5 
£
m 0.4
Moderate Threshold
-Strict Threshold
0.3
0.2
0.1 0.2 0.3 0.4 0.5 0.6 0.7
Fa lse  Positive R ate
0.9
False  Positive R ate
Figure 3.4: An illustration of the ROC space and the performance of an anomaly detector.
Table 3.2: Big O Notation.
Notation Name
G»(l) constant
logarithmic
0(nlog{n)) polylogarithmic
0 (n) linear
O K ) polynomial
O ^f) exponential
3.4.5 Complexity Analysis
Big O notation describes the asymptotic behaviour of a function, typically when the 
argument tends to infinity. Big O notation illustrates the growth rate of a function. 
For a function f (x ) ,  f {x )  =  0(g(x)) as x ^  oo if there exists a constant M  such that
|/(a:)| ^ M\g{x)\  for all x ^ x q .
In the evaluation of complexity Big O notation is often simplified. If f {x)  is a sum of 
several terms, the terms with the largest growth are kept. All others are omitted as 
terms with the largest growth will dominate the growth of the function. In addition, 
the coefficients become irrelevant when compared with other orders of expression and 
can also be omitted. Consider an algorithm with complexity T(n) =  +  20n + 1. As n
grows, the term dominates complexity and the other terms can be omitted. Therefore 
the complexity of the algorithm is T(n) =  O(n^). Table 3.2 displays the growth rate of 
functions in ascending order of growth rate.
There is a requirement to examine the complexity of machine learning methods in or­
der to determine the resources required to perform the computation of an algorithm. 
It provides a method to compare different anomaly detection techniques and is often
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Table 3.3: Complexity of the algorithms.
Complexity
Algorithm Computational Space
PCA 0{p^ +p^n) o K )
KPCA O K ) 0 (n  ^-f np)
OC-SVM O K ) <3(3=)
k-Nearest Neighbours 0 (1) 0{np)
Local Outlier Factor O(n^p) 0{np)
Angle-Based Outlier Detection 0(^3) 0{np)
Mean Centred Ellipse 0{p^ -\-p^n) Oij?)
Number of data instances in training set, n Dimension of data instances p 
Number of support vectors s. Number of principal components
measured in Big O notation. Different aspects of the complexity of an algorithm can 
be measured, with, the most important being computational complexity and space com­
plexity. Computational complexity evaluates the amount of time taken by an algorithm 
to run as a function of the size of the problem. For many anomaly detection methods, 
computational complexity is dependent on the number of data instances in the training 
data set. Space complexity measures the amount of storage required by the algorithm, 
this is the amount of data that is required to store the model.
Both PCA and KPCA require an eigen decomposition, which has a computational com­
plexity of 0{q^) where q is the dimension of the square matrix. PCA requires the eigen 
decomposition of the covariance matrix, therefore it has a computational complexity 
of 0{p^) where p is the attributes of the data instance. However, KPCA requires the 
eigen decomposition of the kernel matrix and thus has computational complexity of 
O(n^). KPCA requires the storage of the kernel matrix and thus has a space complexity 
of O(n^). The OC-SVM requires the solution of a convex optimization problem, which 
has a computational complexity of O(n^). However, due to the reduction of the training 
data set to the support vector (SV)s, the space complexity is reduced to O(s^). The fc-NN 
approach is an example of lazy learning where the function is approximated locally and 
all computation is deferred until classification. LOF spends most of the runtime finding 
the nearest neighbours of a data instance which has complexity 0{N^p). ABOD has a 
computational complexity of O(n^) as for each data instance, all pairs of data instances 
must be considered. For the three distance-based methods, k-NN, LOF and ABOD, the 
whole data set is retained for classification, this has space complexity of 0{np). Table 3.3 
summarizes the computational complexity of the benchmark algorithms.
3.5 Conclusion
In this chapter, the methodology used in this thesis was presented. The approach to 
anomaly detection was detailed, and an overview of anomaly detection methods that are
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used to benchmark the proposed algorithms was presented. An evaluation environment 
is required to measure performance, and this was also discussed. Finally, methods of 
examining the complexity of different algorithms were examined and this was used to 
examine the complexity of the benchmark methods.
In the next chapter, the first research objective is addressed. Chapter 2 illustrated the 
requirement to update a model in an environment where the data distribution in non- 
stationary. Chapter 4 presents research in anomaly detection that allows incremental 
updates to a model.
Anomaly Detection using Incremental 
Learning
In an increasing number of real-world applications, data used in techniques such as 
machine learning and data mining are provided by a data stream. A data stream is 
a continuous flow of data measurements from a source provided one instance at a 
time [192]. A data stream provides a more natural representation of a machine learning 
problem where the environment is changing as data are continuously being generated. 
The characteristics of data streams mean the entire data set is not available at any one 
time. Subsets of the data set are used as training sets, with testing sets being drawn from 
the same distribution. It is usually the case that subsets are formed from contiguous 
data instances.
An important aspect of data streams is the non-stationary nature of the data, meaning 
that the concepts to be learned evolve in time. This requires an update to the model that 
is being used to classify data. A batch approach to the problem requires a reconstruction 
of the model every time an update is required, however, the training phase is often the 
most computationally costly operation. Incremental learning overcomes this issue by 
using the previous model as the basis for an update. Data can be added, termed an 
incremental update, and removed, termed an incremental downdate.
Research Objective 1 aims to reduce resources by using incremental updates and down- 
dates to a model in order to allow adaptation in a non-stationary environment with 
reduced computational cost. In this chapter, two techniques are introduced in order 
to incrementally update and downdate the anomaly detection model. Both techniques 
perform classification in reproducing kernel Hilbert space (RKHS). The first technique is 
the incremental centred kernel hypersphere, a classifier based on a distance measure in 
RKHS. The second technique is kernel principal component analysis (KPCA) and the re­
construction error using kernel eigenspace splitting and merging, this is an incremental 
KPCA technique.
This chapter makes the following contributions;
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• An incremental formulation of the centred kernel hypersphere [193] is proposed 
in order to reduce computational complexity while maintaining accuracy
• A kemelized version of the eigenspace splitting algorithm of Hall et al. [105] is re­
ported. This is shown to be more accurate than current state-of-the-art techniques 
with a lower computational complexity.
• A new anomaly detection technique based on incremental KPCA is developed. The 
technique is evaluated with real-world data sets and is shown to be more accurate 
in terms of anomaly detection. In addition, a detailed evaluation of inaccuracies 
introduced by the proposed and state-of-the-art incremental KPCA algorithms 
using a synthetic non-linear time series data set is provided.
• An adaptive algorithm is presented which uses the reconstruction error to deter­
mine the window size and when an incremental update should occur. The algo­
rithm is shown to decrease the window size and the number of updates required 
with only a small reduction in performance.
The organization of this chapter is as follows. Section 4.1 provides an overview of the 
centred kemel hypersphere for anomaly detection. Section 4.2 introduces the incremen­
tal centred kernel hypersphere. An evaluation of the incremental kernel hypersphere 
is provided in Section 4.3. In Section 4.4 the use of KPCA for anomaly detection is 
examined and an incremental update and downdate based on eigenspace splitting and 
merging is introduced. This algorithm is evaluated in Section 4.5. A discussion of the 
proposed incremental algorithms is provided in Section 4.6.
4.1 Centred Kernel Hypersphere
The centred kemel hypersphere [193] simplifies the operation of enclosing normal data 
within a hypersphere in RKHS. Instead of using more complex methods, such as the 
one-class SVM (OC-SVM), to determine the geometry of the hypersphere in feature 
space, the hypersphere is centred at the empirical centre of mass of the data vectors in 
RKHS.
4.1.1 Batch Centred Kernel Hypersphere
Let X  =  £Ci, æ2 , ..., Xn be a set of d-dimensional data measurements. Feature space H  is 
related to the input domain, E^, by the map $ : Af æ $(æ).
In RKHS, the centre of mass is expressed as 1 <^ (cc%). This vector is not
available as only dot products of the data vectors can be calculated. However, the 
distance of a data vector from the centre of mass can be calculated. The norm of the 
centre of mass of the data is calculated as [193]
(4.1)
^ i , j = i
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where rr is a sample data vector and n is the number of data vectors in the training set. 
The distance of a data vector from the centre of the hypersphere is [193].
\ \ ( f ){x)-<l)sf  =  K { x , x ) - - Y ^ K { x , X i )  +  \\cf)sf (4.2)
^  i= l
4.1.2 Decision Boundary
The boundary is determined by a data vector. If there are no anomalies in the data set, 
the data point furthest from the centre of mass is selected. The radius of the hypersphere 
is determined as
=  max \\(j){xi) -  (pg f  (4.3)
l<z<n
If anomalies exist in the training set, the set is split into two, normal and anomaly. The 
boundary data vector is chosen as the data vector in the normal set with the largest 
distance.
The two sets formed are;
Normal =  X n  =  ^ x e X  |||0(æ) -  f  j  (4.4)
Anomaly =  X a  =  l^ x e X  |||0(æ) -  ( j jgf  >  f  j  (4.5)
where t is the threshold distance and X;v U =  X . The radius of the kernel hyper­
sphere is then determined using X  n  and Equation 4.3.
Several methods exist to determine the threshold distance. If the anomaly rate in the 
training set is known or can be estimated, then the cardinality of the sets X n  and 
X A  can be determined. The distance of the data vectors from the centre of mass are 
calculated and sorted in ascending order, d{l)  <  d{2) <  ... < d{n). The required 
numbers are then assigned to the sets X n  and X a - The data vector in set X n  with the 
largest distance is the boundary data vector. Other techniques can be used based on the 
statistical properties of the distances d(l) < d(2) <  ... < d{n).
4.1.3 Decision Function
A data vector is classified by determining whether it lies inside or outside the kernel
hypersphere. The decision function to classify a test point æ € is [193]
f { x )  =  sgni \\4){x) -  0 5 || -  max ||0 (æi) -  (j)s\\‘
\  l < i < n
/  2 ”  \
=  sgniK,{x,x)  ^ K {x ,X i ) - { - \ \ ( J )s f  -  (4.6)
^ ^  i= i  /
where Equation 4.2 and Equation 4.3 are used in the second equation.
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4.2 Incremental Centred Kernel Hypersphere
Model construction of the batch kernel hypersphere requires the sum of the kernel 
matrix. This has a computational complexity of O(n^). In an online environment where 
the training set is altering by the addition and subtraction of data vectors, an incremental 
approach can reduce computational complexity
An incremental kernel hypersphere involves two steps. The first step is tracking 
The second step is updating the radius of the kernel hypersphere. If the changes to 
\\(f)s\\‘^  and E? are tracked as data are added and removed, the kernel hypersphere can 
be incrementally updated.
4.2.1 Incremental Update and Downdate
When a new data vector is added to the training set, a new row and column are added 
to the kemel matrix and the distance from the new centre of mass, (f>s{new)  ^is calculated. 
The model is incrementally updated so that the distance calculation ||<^ (æ) -  ^s{new) \P 
can be performed incrementally. The previous model is used in the calculation of the 
distance and only dot products between the new data vector and the training set are 
required.
The calculation of the distance of a data vector from the centre of mass requires the 
sum of the elements of the kernel matrix. Jain et a l  incrementally update the sum of 
the kernel matrix in order to update the ||<^ g||^  [194]. An update to the kernel matrix 
adds an additional row and column to Kn.  The updated kemel matrix can be expressed 
as [1 1 2 ]
Xn aK n-fl b (4.7)
where a is an n x 1 vector of kemel entries o* =  K{xi,Xn+i) and b is the scalar 
b =  K{xn+i,Xn+i). Equation 4.1 can be expressed in terms of summations using Equa­
tion 4.7, leading to Equation 4.8. Thus the norm of the centre of mass, ||05|p, is tracked 
when data are added.
1
1 /  ” \
=  Z )  ^ ^  ^(a^n+l, X i )  - f  n { X n + l , X n + l ) j
=  (4.8)
Unfortunately is ^K(æn+i,æ%) where Xi is the training set. This requires the 
storage of the entire training set. However, through the use of a sliding window and 
décrémentai downdates, the number of data vectors in the training set can be limited.
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A downdate to the kemel matrix, where a data vector is removed from the kemel matrix, 
is [1 1 2 ]
d c 
K 2 :t
(4.9)
where c is an (n -  1) x 1 vector of kemel entries q =  K,{xi,xi) and d is the scalar
d =  k {x i , x i )
1 ”
l l ' ^ S ( n - l ) f  =  7— T T w  I ]  K ( x i , X j )  
i,j=2
1
(n — 1)2
Combining the update and downdate gives us
— 2 y ^ C  — d (4.10)
d c 0
C  - X  2 :n  CL
6 oJ h
(4.11)
From this, the equation for an incremental update and downdate to ||05|p is obtained. 
Equation 4.12. This equates to the oldest data vector being removed and the newest 
data vector being added to the training set.
rz+l
U=2
(4.12)
4.2.2 Decision Boundary Update
If the norm of the centre of mass, \\(f)s\\' ,^ has altered, the data vector that is used to 
determine the radius of the kernel hypersphere may also have changed. The boundary 
data vector may have been removed, or a new vector might now be in the training set 
that is the new boundary data vector. Finally the shift in the centre of mass might mean 
that a different data vector in the training set is now furthest from the centre of mass.
The determination of the boundary data vector. Equation 4.3, has a computational 
complexity of O(n^) due to the calculation of Xi) for each data vector. However, it 
is not necessary to re-calculate the distance for all the data vectors in the training set to 
determine the new boundary. The distance from the centre of mass can be calculated
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using the previously calculated distance. Equation 4.13.
||</)(æ) -  < f> s f  =  k { x , x ) -  + ||(^g|p
^ i = i  
2
\\(f)(x) -  (f>s{n+l)f =  l^{x,x) -  ~ Y ^ K { x , X i )  + ||</)5 (n+i)||^
i = 2
2 /  ” \
=  k {x , x ) ----i ^ K ( x , X i ) - K { x , X i )  +  K , { x , X n + l ) ]
^ \%=1 /
+ ll</>S'll^  -  110511^ + ll</>5(n+l)ll^
=  ||0(æ) -  ^ æi) -  Ac(æ, Xn+i)^
“  ll</>5lP +  ll<^5(n+l)ll^  (4.13)
where (l)s(n+i) is the new centre of mass.
The distances can be updated in 0(n). However, it is not necessary to re-calculate the 
distance for all data vectors in the training set. The possible boundary vectors are those 
satisfying the inequality
II^W  -  ll</>(œi) -  </>s(„)f -
> -  ll<As(n+l)IP (4.14)
In addition, one of the new data vectors may be the new boundary vector and the 
distance from the centre of mass must be calculated for these data vectors. The new 
radius of the kernel hypersphere is determined using Equation 4.3.
4.2.3 Complexity Analysis
The computational complexity of calculating \\(f>s\\  ^for the batch method is O(n^). The 
incremental technique has a cost of 0(n) for each data vector added and removed. The 
computational cost of calculating the new boundary for the batch technique is 0(n). The 
incremental technique has a cost of 0 (m -f k) <  0{n)  where m is the number of new 
data vectors and k is the number of data vectors satisfying Equation 4.14. In addition, 
the incremental update of ||0 5 (n+i)|P and B? means that there is no requirement to 
store the kernel matrix.
A drawback of the kemel hypersphere is that it requires additional computational com­
plexity to perform classification; n kernel evaluations are required. KPCA requires a
similar number of kemel evaluations. An advantage of the OC-SVM techniques is the
sparsity of the solution where the number of kemel evaluations required is equal to the 
number of support vectors. Complexity is examined in Table 4.1.
4.3 Evaluation - Centred Kernel Hypersphere
In this section, the performance of the incremental kernel hypersphere is evaluated 
and compared with other state-of-the-art anomaly detection techniques, KPCA using
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Table 4.1: Complexity of techniques that operate in RKHS.
____________________________________________________________ Computational Complexity
Technique Operation Training Classification Space Complexity
Kernel Hypersphere [193] E A : 0{'n?) 0 (n )
Incremental Kemel Hypersphere [This thesis] Y ,k {x , Xi) 0 {n ) 0 (n ) 0 (n )
KPCA [57] Eigen Decomposition O(n^) 0 (n ) 0(n^ +  np)
Incremental KPCA [113] Matrix Operations 0(n2) 0 (n ) 0{n^ +  np)
One-Class Hyperplane [65] Hypersphere [64] Quadratic Optimization O(n^) 0(a) O(a^)
 Number of data vectors in training set n. Number of support vectors s, Number of principal components p
the reconstruction error and OC-SVM-hyperplane and hypersphere. An incremental 
version of KPCA, moving window KPCA (MWKPCA) [113] was used. MWKPCA was 
chosen as it is able to add and remove a single data vector from the KPCA model. The 
OC-SVM-hyperplane utilized the library LIB SVM version 3.14 [174]. The radial basis 
function (RBF) kernel. Equation 3.17, was used in all evaluations.
First, the boundaiy of kemel hypersphere is compared to other anomaly detection tech­
niques. Next, the incremental kernel hypersphere is evaluated on three data sets that 
are both non-stationary and non-linear. In each simulation, a model is generated for 
the data in the current sliding window of data. This model is used to classify data from 
a testing data set drawn from the same data distribution. The incremental algorithms 
are used to remove and add data from the model as the sliding window progresses and 
classification is repeated. For the OC-SVM, a batch update is performed.
To compare schemes, receiver operating characteristic (ROC) curves are generated by 
varying the anomaly ratio used to determine the threshold distance. The resulting 
false positive rate (FPR) and true positive rate (TPR) form the ROC curve. To evaluate 
sensitivity to parameter selection the area under ROC curve (AUC) [191] is used. The 
AUC is measured for different values of the kemel parameter. For the OC-SVM, the ROC 
curves were generated by varying the z/ parameter. The range of possible a  was smaller, 
the FPR did not fall below a limit using a small a  for any selection of u and therefore 
the AUC value could not be calculated.
4.3.1 Boundary Comparisons
Figure 4.1(a) illustrates the decision boundary derived by different classifiers on 500 
data vectors from the banana data set. The banana data set is a non-linear data set 
generated using the gendatb function from DDtools [172]. The OC-SVM-hypersphere 
is shown to derive the tightest boundary around the training set with some data vectors 
lying outside. The centre of the hypersphere is optimized to create a minimum volume. 
Slack variables allow some data points to be outside of the boundary in order to mini­
mize volume. The kemel hypersphere produces a boundary that is not as tight as either 
KPCA or the OC-SVM.
Figure 4.1(b) shows the test data set and the previously derived decision boundaries. It 
can be seen that the tight boundaiy of the OC-SVM is at a disadvantage here as some 
normal data vectors lie external to the boundary and will be classified as anomalous. 
However, it is able to classify more of the anomalies correctly. The boundaries of the
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Figure 4.1: Decision boundary created by different anomaly detectors on the banana 
data set using the RBF kernel. Kernel hypersphere (cr =  1.0), KPCA with the reconstruc­
tion error (a  =  2.5, subspace dimension = 40), and O C-SVM  - hypersphere (cr =  0 .3).
kernel hypersphere and KPCA ensure that most normal vectors are enclosed within the 
boundary. However, some anomalies are also enclosed within the less tight boundary 
leading to misclassihcation.
4.3.2 Synthetic Data Set
A simulated process with three variables [177], is used to examine performance. The 
process variables, xi,  X2 and xs depend on parameter t. The non-linear variable rela­
tionships between the variables are defined as:
X  =
/  t \  
— 3at 
T 3<it  ^J
I
62
\63/
(4.15)
where (61 , 62 , 63) ~  A/*(0,0.01/), t ~  // ( 0 .0 1  2 ) and ai+i =  0.0 01  +  where a\ =  1 . 
Data generated using Equation 4.15 comprised the normal data. Anomaly data were 
drawn from a uniform distribution over the range of the normal data for each attribute 
in the current sliding window. A sliding window of 500 data vectors was used, with 
performance measured every 50 updates. Figure 4.2 shows the results of anomaly detec­
tion on the synthetic data set. The results show that the kernel hypersphere marginally 
outperforms incremental KPCA and OC-SVM if the value of the a parameter is chosen 
correctly. The kernel hypersphere and the OC-SVM are more sensitive to parameter 
selection than KPCA. Incremental KPCA has better performance over a wide range of 
values of cr; the kernel hypersphere and OC-SVM decrease in performance. For this data 
set, the kernel hypersphere outperforms the OC-SVM for most values of cr.
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Figure 4.2: Performance of the incremental kernel hypersphere on a synthetic data set 
using the RBF kernel. Incremental kernel hypersphere (cr =  0 .3), incremental KPCA with 
the reconstruction error (cr =  0.4, subspace dimension = 6), and OC-SVM - hyperplane
(cr =  0.3).
4.3.3 Grand-St-Bernard Data Set
Due to the low computational complexity of the centred kernel hypersphere, an ap­
plication domain is wireless sensor network (WSN)s. Therefore, the next evaluation 
uses the Grand-St-Bernard data set. The real-world data set was gathered from the 
deployment of 23 sensors in Grand-St-Bernard (GSB) [5]. Normal data comprised of 
the first 2700 data measurements from station 28. The attributes used were ambient 
temperature (°C), surface temperature (°C) and the watermark (kPA). 10% anomalous 
data were uniformly distributed over range + 10% of the normal measurements of each 
attribute. Data with an odd index form the training data set, data with an even index 
form the testing data set. A sliding window of 500 data vectors was used, performance 
was measured every 50 updates.
Figure 4.3 shows the ROC and AUC curves for the GSB data set. Incremental KPCA has 
optimal performance on the GSB data set and is less sensitive to parameter selection. 
The incremental kernel hypersphere and OC-SVM have lower performance and are 
more sensitive to parameter selection. If the a parameter for the incremental kernel 
hypersphere is chosen correctly its performance approaches that of incremental KPCA.
4.3.4 MNIST Data Stream
Finally to examine the performance of the classifier in a high-dimensional data stream, 
the Mixed National Institute of Standards and Technology (MNIST) data set is used. As 
the MNIST data set has 10 classes, this was used to generate a stream of digits on which 
to perform anomaly detection. To evaluate adaptation to change the stream undergoes 
a concept shift every 700 data vectors. The training and testing data streams consist of
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Figure 4.3: Performance of the incremental kernel hypersphere on the GSB data set 
using the RBF kernel. Incremental kernel hypersphere (cr = 0.7), incremental KPCA with 
the reconstruction error (cr = 0.6, subspace dimension = 6), and OC-SVM - hyperplane 
(cr =  0 .6).
Table 4.2: MNIST data stream. Each section of the training and testing set contains 
700 data vectors. The training and testing data sets contain 10% anomalies. A sliding 
window of 700 was used. The training and testing data sets are drawn from their 
respective MNIST data set.
M NIST D ig it
Index 1®* Data Vector 1 701 1401 2101 2801 3501 4201 4901 5601 6301
N orm a l Data [90%] 0 1 2 3 4 5 6 7 8 9
A nom a ly  Data [10%] 2-8 3-9 0,4-9 0 -l,5 -9 0-2,6-9 0-3,7-9 0-4,8-9 0-5,9 0-6 1-7
M NIST D ig it Range
7000 data vectors having undergone 9 concept shifts. A sliding window of 700 data 
vectors was used, with performance measured every 175 updates. Details are provided 
in Table 4.2.
Results are shown in Figure 4.4. All techniques show peaks and troughs in the results, 
with peaks occurring every 4 updates. This corresponds to both the training and testing 
sets consisting of only one digit indicating that performance is better when the anomaly 
detector has to discern one digit from other digits, rather than two digits.
The performance of incremental KPCA is superior. The incremental kernel hypersphere 
is usually able to match the OC-SVM when there is only one digit is in the training set. 
However, it does not perform as well when there are two digits in the training set.
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Figure 4.4: AUC curve for the MNIST data stream using the RBF kernel, a =  10. Incre­
mental KPCA uses a subspace dimension of 20.
4.3.5 Conclusion
An exact incremental version of the kernel hypersphere was proposed. An incremental 
update and downdate allows a model update to be performed in a computationally 
efficient manner. The incremental kernel hypersphere was used to perform anomaly 
detection on non-linear, non-stationary data sets. The kernel hypersphere was evalu­
ated on synthetic data, sensor node data and a machine learning benchmark data set. 
Evaluations reveal that the kernel hypersphere is competitive when compared to KPCA 
and OC-SVM with the benefit of being more computationally efficient.
A limitation of the kernel hypersphere is the increased computational complexity during 
classification. The kernel hypersphere requires kernel evaluations with the entire data 
set whereas the OC-SVM only requires kernel evaluations with the support vectors.
This chapter has so far examined the use of an incremental centred kernel hypersphere 
in order to perform anomaly detection. Although it has been shown that the incremental 
centred kernel hypersphere has reduced computational complexity and competitive per­
formance, there are other anomaly detection methods that have superior performance. 
However, they are also more computational complexity. In the remainder of this chap­
ter, an incremental anomaly detection model based on KPCA is detailed that has lower 
computational complexity but the accuracy of batch KPCA.
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4.4 Anomaly Detection in a Non-Stationary Environment with 
KPCA
KPCA is a subspace method based on principal component analysis (PCA) in RKHS that 
has been shown to have excellent performance for anomaly detection. The remainder of 
this chapter focuses on its use with the reconstruction error to perform anomaly detec­
tion. In Chapter 2, state-of-the-art research in the area of anomaly detection using KPCA 
was discussed. Section 3.2.2 detailed KPCA and its application to anomaly detection 
using the reconstruction error.
Research Objective 1 of this thesis aims to reduce resources used to perform model 
updates by performing incremental updates to a model. KPCA is resource intensive due 
to the computational complexity required for the eigen decomposition of the kernel 
matrix. Sections 2.5.1, 2.5.2 and 2.5.3 discussed methods with which to perform an 
incremental update and downdate to a kernel eigenspace (KES), pointing out some of 
their drawbacks. In the following sections, an adaptive incremental anomaly detection 
scheme based on KPCA is proposed. An accurate incremental split to a KES is proposed 
that is shown to be more accurate than other state-of-the-art incremental downdate 
techniques. This is coupled with a KES merge to form a Split-Merge KES algorithm that 
allows the addition and removal of data instances to an anomaly detection model. The 
aim of the anomaly detector is to identify data in the testing set that is drawn from a 
different data distribution than the normal data in the training set. A non-stationary 
environment is considered where the data distribution of the normal data changes with 
time. An adaptive version determines an appropriate sliding window size and reduces 
the number of updates that are required by detecting when a change has occurred and 
therefore only updating when necessary. Split-Merge KES and Adaptive Split-Merge 
KES are compared with other state-of-the-art batch and incremental anomaly detection 
techniques and are shown to have superior performance.
4.4.1 Adaptive KPCA for Anomaly Detection
In a non-stationary environment, it is necessary for the model to be updated in order to 
adapt to changing concepts. There are three stages to updating a model. The first stage 
is to detect that a change has occurred in the data distribution. The second stage is to 
remove data that no longer represent the current concept, an incremental downdate. 
This is data that are drawn from the previous data distribution. The final stage is to add 
data to the model that represent the current data distribution, an incremental update. 
If batch KPCA is used to generate the model, the previous model is discarded and a new 
model is constructed from the updated training set. The drawback of this approach is 
the computational cost of the batch update. KPCA requires the eigen decomposition of 
the kemel matrix, which has computational complexity 0{N ^ )  where N  is the number 
of data instances in the training data set.
An issue "with anomaly detection in a non-stationary environment is determining when 
an update to the model is required. The simple approach to this problem is to use a 
sliding window of data. This approach is used in many techniques [113, 114], where a
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sliding window of data forms the training data set. After an additional M  data instances 
have arrived, they are incorporated into the model, while the oldest M  data instances 
are removed. The model is able to adapt to changes in the data distribution, however, 
unnecessary updates will occur if there is no change in the data distribution. In contrast, 
the proposed work uses the KES to detect when a change is occurring. Once a change 
has been detected, an update is triggered where the KES split and merge algorithms 
are used to remove and add data to the KES. This has lower computational complexity 
compared to batch KPCA.
In the following sections the KES merge operation and the proposed KES split operations 
are examined. The adaptive algorithm is detailed that determines sliding window size 
and when an update is required. Notation used throughout this section are detailed in 
Table 4.3.
4.4.2 Merging Eigenspaces in Kernel Space
The RKHS equivalent to the eigenspace merging algorithm of Hall et a l  [105] is derived 
by Sharma et a l  [104]; an eigenspace merge operation is an incremental update. Given 
two KES models, Q =  (U ,^ x ,c t ,A ,N )  and © =  (V, #y,/3, A,M), the models are 
merged resulting in ^  =  (EV, Using the operand +  this can be seen as
n +  0  =
Hall et a l  [105] define a new eigenproblem. Equation 4.16. The eigen decomposition 
of this problem yields the eigenvectors of the resultant merged KES, In addition, the 
eigen vectors of Equation 4.16 are a rotation matrix. When this rotation is applied to 
the KES n, it yields the basis of the merged KES models,
N
P
A 0 
0 0
M  
+ p
G A G ^  G A T  
T A r^ +
N M 99^ 9 i T =  R U B J  (4.16)
where P  =  N  A- M , G  :=  U '^V , T  := g := {x — y). z/ is an orthonormal basis 
for the component of the eigenspace 0  which is orthogonal to Tt (see [105] for details).
Sharma et a l  [104] apply the feature space mapping 0 to Equation 4.16. The terms 
become
G
r
9
7 :
=  C/'^  V  =  Q ' $J,;3 =  a  '
=
=  U '^ { ^ ( x ) ~ i { y ) )
=  o T  K ^ ^n M
=  -  ^ (y ))
.TiüT T (4.17)
(4.18)
(4.19)
(4.20)
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Table 4.3: Notation and variables.
Symbol Definition
Xi the %th training sample 
^ (x i )  mapping </>
Xi • Xj Euclidean inner product
$  Vector with as columns [4>i ^ 2  • • • 4>ri\
^xy [$ 0: $ 3/]
/((', •) Dot product in feature space, i.e., • </>(•)
Kernel Matrix, i.e and K i j  =  n{xi, Xj)
K^y_ =  K i j  =  n{xi,yj)
(p Centred vector
K  - Centralized Kernel Matrix
Ifc Column vector w i±  each entry ^
^a:b,c:d Submatrix of A  from ath to 6th rows 
and cfh to dth columns 
(17, Où, A, N )  (eigenvectors in RKHS, data set in RKHS, 
a , eigenvalue, no. data vectors)
Xi the zth training sample 
4>{xi) mapping 0  
Xi • Xj Euclidean inner product
$  Vector with (f> as columns [cp^  <^2 .. . </>„]
^xy [^x^y]
k {-, •) Dot product in feature space, i.e., (p{-)~^  • </>(•) 
Kernel Matrix, i.e ^x  and K i j  =  ^{xi, Xj) 
K^y_ ^ 1 ^ y  =  K i j  =  n(xi,yj)
(p Centred vector
K  - Centralized Kernel Matrix
Ik  Column vector with each entry ^
^a:b,c:d Submattix of A  from ath to 6th rows 
and cth to dth columns 
(U , ^x, où, A, N )  (eigenvectors in RKHS, data set in RKHS, 
a , eigenvalue, no. data vectors)
where a  and ^  are the coefficients of the data vectors that give the principal components 
in RKHS. $ is obtained by orthonormalizing u =  ^xy>  ^using an adapted version of the 
QR algorithm in RKHS proposed in [195], where A is given as
[H ,h \ =  ^ x y \ ^  =
-OLOL ' €
P “ 1 m
(4.21)
€ =  liv -  a a  ' ^yliv +  CKCK ' $ j  $y lM  (4.22)
The explicit evaluations of the mapping cp are not required since only dot products 
between feature space vectors are required.
The eigenvectors of the merged KES, are I I .  B  is a rotation for the spanning set
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[U,u\
"T  ■—  [ U , Z /]  —
=  [[^x,^y]][o:^,0 ^],$xy^]
— ^xy[oi,
where a  =  [a^, 0 ]"^
=  Y R =  ^xy[Ôù, (4.23)
where $ ^ 6  is the kernel eigenvectors of the new KES.
4.4.3 Splitting Eigenspaces in Kernel Space
In this section, the mathematical formulation of the proposed splitting of a KES is 
presented; an eigenspace split operation is an incremental downdate. The splitting of a 
smaller KES from a larger KES results in a new KES which is formed from a subset of 
the data. The formula consists of kernelizing the eigenspace splitting algorithm of Hall 
et ah [105].
Given a KES model, ^  =  {W ,  €, n , P), © =  {V ,  $y, /3, A , M ) is removed to leave
Ü =  (17, a . A, N ).  Using the operand — this can be seen a s ^ - Q  =  Ü. The KES © is 
split from therefore P  >  N  >  M .  When the smaller KES is split from the larger one, 
a model is obtained that forms a subspace of the larger one. It is necessary to obtain 
the rotation matrix for the model ^  in order to obtain D. Hall et al. [105] state that in 
input space the new mean is
P _ M
and the new eigen problem is
R A R = ^ U - i ^ G A G ' ^ - f g g ' ^  (4.25)
where G  =  W '^ V  and g =  W ^(ÿ  — x)
The eigen problem provides the eigenvalues A, and the rotation matrix R. A rotation is 
performed on the larger eigenspace to obtain the new model.
U  =  W R  (4.26)
Equations 4.24, 4.25 and 4.26 are performed in input space. In order to take advantage 
of kemel functions, it is necessary to perform the computations in feature space with the 
kemel map (p. The computation of G  remains the same as for the kemel eigen merging 
problem [104].
G  =  (4.27)
The updated mean is determined in order to adjust for changes to the mean of the data 
in RKHS. In addition, g in RKHS is required.
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The updated mean in RKHS is
- P z  — M ÿ  
4>x = A
-  M ^ y lM
N (4.28)
In RKHS, g is derived as
g =  W~^ {ÿ -  x) 
=  a'^$z(ÿy -
=  $y lM
+  (4.29)
Substituting Equation 4.27 and Equation 4.29 into Equation 4.25 provides the new 
eigen problem to be solved. A is the eigenvalues of the KES. R  is the rotation matrix 
for e.
OL =  eR  (4.30)
The eigenvectors in RKHS have been obtained as a linear combination of the data. 
However, the eigenvectors in RKHS are expanded over the images of input patterns 
Zi G R^, i.e., a  is expanded over the images of the larger eigenspace rather than the 
remaining eigenspace.
p
U  =  ^  OLi(p{zi) (4.31)
It is known that the images can be expanded over the data set of the remaining
eigenspace, since this can be done vrith a batch operation of KPCA. This implies that
U  forms a linearly dependent set and can be spanned by a smaller subset of vectors, 
i.e., the remaining data. Therefore Span{(f>]., (p l , . . . ,  <P2} needs to be identified for 
the vectors [<pl, (p%..., </>J] where (p^  e (p^ - Using a reduced set expansion [106], the 
coefficients for the remaining data set can be calculated.
CKr, =  (4.32)
ctrs are the required coefficients of
N
Urs =  '^OLi(p{Xi) (4.33)
i = l
In Equation 4.32 the inverse of the kemel matrix is required. The calculation of the 
inverse of a matrix can be numerically unstable. Therefore the Cholesky decomposition 
is used which is numerically stable.
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4.4.4 Cholesky Decomposition Incremental Update and Downdate
For positive-definite kernels, such as the RBF kernel, the kernel matrix is positive- 
definite [196]. In addition, the RBF kernel has full rank if all the data vectors are 
distinct points and a ^ 0  [196]. Thus, it has a Cholesky decomposition =  R q R c ,  
where R c  is an upper-triangular matrix. However, although the kemel matrix is positive- 
definite, it may become indefinite due to round-off errors during the computation. To 
circumvent this issue the diagonal elements are slightly enlarged [197] to make the 
kernel matrix “more definite”. in Equation 4.32 is a (AT -  M ) x (iV -  M ) matrix. 
Therefore the computation of the Cholesky decomposition of has introduced an 
additional element of complexity into the algorithm of order 0 { { N  -  M)^). A batch cal­
culation of the Cholesky decomposition can be avoided by an incremental update to the 
decomposition. Although the size of the Cholesky decomposition is (AT — M ) x (AT — M ), 
for ease of notation, the matrix that needs to be incrementally updated will be stated as 
size {N) X (A ), with M  columns being removed and added. A technique using Givens 
rotations was used by Vogt et a l  [197] to downdate a Cholesky decomposition after 
individual columns have been removed. A column is removed leaving a Hessenburg 
matrix with one additional element below the diagonal. The non-zero sub-diagonal 
elements are set to zero with a sequence of Givens rotation.
In the current context, when the Cholesky decomposition is updated the columns 1 ; M  
are removed. Therefore, a more efficient way to downdate the Cholesky decomposition 
by removing the sub-diagonal elements is to use repeated Householder reflections [198].
The first M  columns o lR c  are removed. The non-zero part of R c  is now “nearly” upper- 
triangular, where all columns have M  elements below the diagonal. The Householder 
reflection is repeatedly applied to a submatrix of R c  in order to zero the elements below 
the diagonal. Calculate for z =  1,. . . ,  M
Rci:M+l,i:N-M =  Rci:M+l,i:N-M ~  VW^ (4.34)
where v is the Householder vector, w =  [198].
To update a Cholesky decomposition in order to incorporate the new data vectors added 
to the KES, M  new columns and rows are appended to the Cholesky decomposition. 
Vogt et a l  [197] define a technique that adds columns to the Cholesky decomposition. 
To add a data vector to the Cholesky decomposition a rank-one update is performed. 
This calculates the (n -f-1) column vector to append to the matrix, with the remaining 
entries of the n +  1 row being set to zero. Calculate for z =  1 , . . . ,  p
(Kip Kki Rkp )
Rii
Rip =  "  ^ (4.35)
Rpp —
p -i
K p p - Y ; ,R ^ k  (4.36)
k=l
The columns 1,.. . ,p — 1 are unchanged during the rank-one update. Successive appli­
cations of this update allow the addition of new data vectors.
4.4. Anomaly Detection in a Non-Stationary Environment with KPCA 81
Algorithm 4.1: Pseudocode and summary of Split-Merge KES.
/ /  I n i t i a l i z a t i o n
P  f -  S l id in g  Window S ize, M  ■(— Update S ize  ^  =  (EE, $ 2 , e, II, P ) / /  Ba tch  KPCA on 
s l id in g  window
■^M+i:P,M+i;P =  / /  Cholesky D ecom position o f k e rn e l m a tr ix
/ /  O n line
fo reach data block do 
fo reach data block do
/ /  K e rne l E igenspace S p l i t
0  =  (V , A , M )  / /  Ba tch  KPCA on da ta  to  s p l i t
G =  a J ^  / /  C a lc u la te  th e  m a tr ic e s  G  and g 
g =  oTK^y-LM -
R A R  =  — ^ G A G ~^  — ^gg '^  / /  Form and so lv e  th e  e ig en  problem
U  =  VPR I I  Perform  th e  r o ta t io n  o f th e  KES
OLrs =  at, where =  (J î~^)^(jR ~ ^) / /  Reduce th e  t r a in in g  se t
D =  {U,^x->cx.rs,A,N) / /  Remaining KES
fo reach  data block do
/ /  K e rne l E igenspace Merge
0  =  (^y ,;0 , A , M )  / /  Ba tch  KPCA on da ta  to  merge 
Calculate ^  using [195] / /  C a lc u la te  ^  u s in g  th e  adapted QR a lg o r ith m  
G =  U ^ V  =  o P K ^ ‘^ P I I  C a lc u la te  G, F , g and 7  
F  =  i / T y  =  
g =  o P K ^ In  -  oP
7  =
r u e P =  ÿ A 0 0 0
G A G ^ G A T
•»T Ti A T iT
I N M+ p2 99^79^ 1 1 ^ I I  Form andF A G ' F A F
so lve  th e  e igen  problem
$z€  =  T jR  / /  Perform  th e  r o ta t io n  o f th e  KES 
^  =  (W , ^ z ,e ,n ,  P ) / /  R e s u lta n t KES
Apply Householder reflections to R a - . M - r r i - . N - m  to zero subdiagonal elements Equation 4.34 
Rip =  -— —~—— I I  Update th e  Cholesky decom pos ition
Rpp — ^K pp R^
4.4.5 Adaptive Scheme
To allow a model to adapt to a non-stationary environment, the KES Split and KES 
Merge algorithms are combined to form the Split-Merge KES algorithm. The first step 
of the algorithm is the removal of the M  oldest data vectors with the KES Split. This is 
followed by a KES Merge operation where M  new data vectors are added. The order 
of splitting first, then merging takes advantage of an initial reduction in the size of the 
training set, offering reduced computational complexity. The operation of Split-Merge 
KES is detailed in Algorithm 4.1 and the computational complexity is examined in 
Section 4.5.2.
In a non-stationary environment a sliding window approach may be inefficient as up­
dates might be performed unnecessarily. Therefore, an adaptive scheme is proposed.
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The first step is to determine the minimum size of the sliding window. In the next step, 
an adaptive update scheme performs updates to the model when necessary. The adap­
tive update scheme uses the mean reconstruction error as the measure to determine 
when to update the model. Both anomalies and a change in the data distribution will 
cause a large reconstruction error of a data instance. However, as the majority of the 
training data set is normal data, the reconstruction error of the anomalies will have 
only a small impact on the mean reconstruction error. If  there is a change in the data 
distribution, more data in the training set, both normal and anomaly will have a large 
reconstruction error. This will cause a larger increase in the mean of the reconstruction 
error allowing the algorithm to distinguish between a data block with anomalies and a 
data block with anomalies and a changed data distribution.
^ t ra in in g S e t  — ^  (4.37)
ëupéate =  (4.38)
eratio =  (4.39)
C-trainingSet
where e is the reconstruction error. Equation 3.14.
If  the ratio, eratio, is large, the data is not well-represented by the current model. A 
predefined threshold, i>, is used to determine when an update is required. Upon the 
arrival of a block of data, the data is merged into the model if
^ ra t io  ^  ^ (4.40)
An adaptive anomaly detection technique. Adaptive Split-Merge KES, is now proposed. 
The adaptive scheme has two phases; initialization and adaptive update. The first stage 
is to determine the number of training data instances that are required to model the 
data distribution.
Batch KPCA is performed on an initial block of data. The mean reconstruction error is 
calculated for the training set using Equation 4.37. Using the KES and Equation 4.38 the 
mean reconstruction error for the next block of data is calculated. Using Equation 4.39, 
r^atio is Calculated. If eratio >  v then the block of data is not well-represented by the 
model and it is added to the training set using the KES Merge operation. If the ratio 
is lower, then the data are well-represented by the model and are not added to the 
training set.
Once the size of the sliding window has been determined, it is then necessary to de­
termine when an update to the sliding window is required. When a new block of data 
arrives, it is projected onto the KES. The reconstruction error for the data in the block 
is calculated, and the ratio of the mean reconstruction error of the training set to the 
mean reconstruction error of the new block of data is calculated using Equation 4.37, 
4.38 and 4.39. If eratio >  then the current block of data is not well-represented by the 
current model. The oldest block of data is removed from the training set, and the current 
block is added. This limits the number of updates required, while maintaining accuracy 
by updating when a change is detected. The operation of the Adaptive Split-Merge KES 
algorithm is detailed in Algorithm 4.2.
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Algorithm 4.2: Pseudocode and summary of Adaptive Split-Merge KES.
In p u t: Training data {xt{i) G X ] ,  i = 1 , Classification data {xc{i) € %}, i =  
/ /  I n i t i a l i z e
Divide training set into ^  blocks 
Batch KPCA on first block 
Calculate ëtrainingSet using Equation 4.37 
fo reach  data block do
Project data onto KPCs using Equation 3.14 
Calculate ëupdate using Equation 4.38 and Cratio using Equation 4.39 
i f  ^ratio >  V th en
KES Merge / /  Add i n  the data vectors  
Calculate ëtrainingSet using Equation 4.37 
se
_ Discard 
Classify current testing data set
/ /  A dap tive  Update 
fo reach  update block do
Project data onto KPCs using Equation 3.14 
Calculate ëupdate using Equation 4.38 and Cratio using Equation 4.39 
i f  ^ratio >  V th en
KES Split / /  Remove o ldest data block  
KES Merge / /  Add data block  
Calculate ëtrainingSet using Equation 4.37 
se
_ Discard 
Classify current testing data set
4.5 Evaluation - Kernel Eigenspace Splitting and Merging
In this section the properties of the Split-Merge KES algorithm are examined. Firstly 
the accuracy of the proposed method is examined and compared with other state-of-the- 
art incremental KPCA techniques. Then, the complexity of Split-Merge KES is assessed. 
Next, the operation of Split-Merge KES and Adaptive Split-Merge KES for anomaly 
detection is examined. The techniques are compared with batch and incremental KPCA 
and other state-of-the-art anomaly detection techniques.
4.5.1 Accuracy Analysis of Incremental KES Algorithms
The error of each update of an incremental algorithm can accumulate over the itera­
tions, therefore accuracy is examined over numerous iterations. Two state-of-the-art 
incremental algorithms are used to benchmark Split-Merge KES. MWKPCA [113] and 
adaptive KPCA (AKPCA) [114] are both incremental update KES algorithms. MWKPCA 
performs an update where first one data vector is removed from the KES and then one 
data vector is added to the KES. The accuracy measures are applied after 50 iterations. 
Both Split-Merge KES and AKPCA perform block updates where a number of data vec­
tors are removed from and/or added to the KES. The accuracy measures are applied
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after each block update. The effect of the size of the block on accuracy is examined. 
Split-Merge KES uses block sizes of 50, 100 and 200, and AKPCA a block size of 50.
For the experiments in tracking the KES, a synthetic data set is used that has been 
extensively used for non-linear studies [113,177], see Equation 4.15. Simulations used 
a total of 1500 data vectors. Each simulation was run 10 times and the mean error 
calculated.
In the first two accuracy assessments, KES tracking is separated into its two components, 
namely addition and removal of data. It is interesting to learn whether one aspect alone 
is responsible for a significant proportion of any inaccuracies. The final assessment 
examines the accuracy of updating a KES by the addition and removal of data.
To determine the similarity between two KESs, the kemel principal angle between 
the subspaces in RKHS [195] is used. The kernel principal angle defines how the 
principal angle between the principal vectors is calculated in RKHS and is defined 
as $ =  cos~^(oPK^y^). Chin et al. [103] define a distance measure to determine the 
similarity of two subspaces in RKHS as
(4.41)
2 = 1
where X  and y  are r-dimensional subspaces and {^i, 6 2 , . . . ,  6 i}  are the kemel principal 
angles between them. The subspace angle between the batch and the incrementally 
updated kernel eigenvector can range from zero (parallel) to tt/ 2  (orthogonal).
Another accuracy measure is the relative difference between the eigenvalues generated 
by the incremental and batch methods. This indicates the extent to which the incremen­
tal techniques are able to track changes in the eigenvalues. The relative error in the 
eigenvalues is defined as [9 4 ]
=  (4.42)
where Â is the approximation to the actual eigenvalues A. The lower the relative error, 
the more accurately the eigenvalues are being tracked.
Liu et al. [113] measured accuracy for the first four kemel principal components (KPC)s 
and used the RBF kemel with the parameter a =  2. This is repeated for this evaluation.
First, the accuracy of the KES merge operation is examined. An initial KES of 500 data 
vectors is created with a batch computation, 1 0 0 0  data vectors are then added using 
the incremental update algorithms. Figure 4.5 presents the results for the addition 
of data instances to the KES, Figure 4.5(a) shows the relative eigenvalue error and 
Figure 4.5(b) the subspace distance. The Merge KES algorithm is shown to exhibit 
greater accuracy than both MWKPCA and AKPCA in terms of the eigenvalues and the 
the subspace distance. Merge KES has the smallest error in terms of relative eigenvalue 
error and subspace distance, with little difference in accuracy between block sizes. The 
accuracy of Merge KES decreases as more data vectors are added and it tends towards 
the error of MWKPCA as the number of data vectors incorporated reaches 1000. AKPCA
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Figure 4.5: Comparison between batch KPCA and the incremental algorithms. 1000 
data vectors are incrementally added to the KES.
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Figure 4.6: Comparison between batch KPCA and the incremental algorithms. 1000 
data vectors are incrementally removed from the KES.
is the least accurate of the methods of updating a KES with a subspace distance of the 
order of 10“ ^
Next, the accuracy of the removal of data vectors from a KES is examined. An initial 
KES of 1500 data vectors is constructed using a batch computation. Data vectors are 
removed using the incremental algorithms until 500 data vectors remain. The results 
are presented in Figure 4.6. The Split KES exhibits significantly better performance than 
both MWKPCA and AKPCA. For Split KES, accuracy is constant regardless of block size. 
For the removal of data vectors from a KES, AKPCA is more accurate than MWKPCA. 
For all incremental methods, the removal of data vectors from the KES is less accurate 
than the addition of data vectors
Finally the accuracy of an update and a downdate is examined. A sliding window of
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Figure 4.7: Comparison between batch KPCA and the incremental algorithms. 1000 
data vectors are incrementally removed and added to the KES.
500 data vectors is maintained while 1000 data vectors are added and removed. The 
results are presented in Figure 4.7. Split-Merge KES is the most accurate incremental 
KES algorithm, with different block sizes showing a similar order of accuracy. The small 
relative eigenvalue error of Split-Merge KES shows that it is able to accurately track the 
eigenvalues of batch KPCA. The relative eigenvalue error of MWKPCA and AKPCA is 
several orders of magnitude greater. The subspace distance of Split-Merge KES shows 
an increase in error as the number of data vectors removed/added increases. Initially 
a subspace error of the order 10“  ^ occurs, increasing to 10“ .^ AKPCA exhibits better 
performance in terms of relative eigenvalue error and subspace distance than MWKPCA.
To further examine the accuracy of the proposed Split-Merge KES algorithm, a visu­
alization of the KPCs in RKHS is provided. Projecting data onto the KPCs allows an 
examination of the accuracy of Split-Merge KES in input space. A two-dimensional data 
set consisting of a sine wave with noise is used with a window size of 250 data vec­
tors. 10 iterations are performed with an update size of 25 data vectors. Data points 
were sampled in a uniform grid pattern in a two-dimensional space and then projected 
on to the KPCs. Results for the RBF kernel are shown in Figure 4.8. Dots depict the 
training data, and contour lines depict the projection values. There is little difference 
between the projection values of batch KPCA and Split-Merge KES further illustrating 
the accuracy achievable.
In summary of the accuracy results, it is found that Split-Merge KES is more accurate 
in both the KES-Merge and KES-Split phase. This is due to the Split-Merge algorithm 
overcoming drawbacks of both MWKPCA and AKPCA.
Looking first at MWKPCA, an approximation is made during the removal of a data 
instance from the KES. MWKPCA approximates the removal by deleting the cx associated 
with (f){xi).ln  Split KES, the a  associated with (f){xi) is removed using Equation 4.32 
to adjust the weights of the remaining a  to compensate, allowing the algorithm to 
be more accurate. The inaccuracy of the approximation can increase over the number 
of iterations. In addition, MWKPCA introduces only one data vector each iteration. It
4.5. Evaluation - Kernel Eigenspace Splitting and Merging 87
Sine Wave w ith 
Noise Data Set
Kernel-PCA
(Batch)
Initial
interm ediary
Final
0
■1
-2 -2 -2
2 4 6 2 4 6
0
Split-Merge KES
■1
-2 -2
42 6 2 4 6 2 4 6
1
0
-2 -2
2 4 6 42 6
Figure 4.8: Sine wave with noise data set. The first row shows the data set. Rectangles 
depict the initial data and final data, dotted rectangles depict intermediary data. The 
second and third rows show batch KPCA and Split-Merge KES. Contours show the first 
five KPCs of the RBF kernel (a =  2) on the final data set.
requires a large number of iterations to introduce the same number of data vectors that 
Split-Merge KES and AKPCA can introduce in one operation. Errors introduced due to 
approximations of representation will be compounded over these iterations.
Split-Merge KES is also more accurate than the block update of AKPCA. An approxi­
mation in AKPCA means that each new entry is scaled based on the previous n entries, 
where n is the size of the sliding window. This means that the kernel matrix is not cen­
tred correctly. Split-Merge KES has no elements that are approximations or inaccurate 
representations. Errors introduced into the Split-Merge KES are due to numerical errors 
in the algorithm from elements such as the update to the Cholesky decomposition.
For all the incremental techniques evaluated, the error in the removal of data is larger 
than that of the addition by several orders of magnitude. Hall et al. [105] found split­
ting an eigenspace to be less accurate than merging an eigenspace. From the results 
presented here, this is also the case for merging and splitting a KES.
4.5.2 Complexity Analysis
This section examines the computational complexity of Split-Merge KES. It is compared 
with batch KPCA and alternative incremental KES schemes. Table 4.4 details elements
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Table 4.4: Computational complexity of Split-Merge KES compared with other incre­
mental KPCA techniques.
Operation Step Flops Complexity
KES Splitting
KES to Split (Previously Calculated) 
Calculate G, g 
Solve EVD
Cholesky Decomposition
0
N^ +  {p +  2 )N M  +  Mp'^
22p=
2 M {N  -  2Af2) 4- |M(iV -  M f  +  { N -  M f
0(0)
0(pAl2)
0{p^)
0 { { N - M f )
KES Merging
KES to Merge 
Kemel Operations
Calculate and orthonormalize [h, H ]  
Calculate G, T ,g , 'y  
Solve EVD
22M= + 15M2 
N M
N { N  - M )  +  { N -  M f  
2 2 ( 2 p + l f
0(M=)
0 { N M )
0 {N ^)
0 {N ^)
0{p^)
Total KES Split-Merge 
Batch KPCA 
MWKPCA 
AKPCA
0{M'^ +  +  {N  -  M f )  
22N^ +  15AT2 0{N ^)  
0  (iV^  ) per data vector 
0(M3 +  {N  +  M f )
N  =  Window Size M  ~  Update Size p = No. Kemel Principal Components
of the operations and complexity.
The KES Merge algorithm [104] requires the calculation of the KES that will be merged 
with the current KES. Let N  be the number of data vectors in the current KES, M  be 
the number of data vectors in the block update and p be the number of KPCs. The KES 
is calculated using a batch operation which requires 15M^ flops to calculate and centre 
the kernel matrix, and 22M^ flops [113] to perform the eigen decomposition to obtain 
the eigenvalues and eigenvectors.
The next step is to perform kernel operations between the data vectors in the current 
KES and the new data vectors, this requires N M  flops. These kemel calculations, along 
with the updated KES generated previously are used in the calculation of the variables 
G, r, g, and 7 . The calculation of these variables consumes N ( N  — M )  +  {N  — M Ÿ  
flops. Using these variables, a new eigen decomposition is formed, the solution of which 
requires 2 2 (p +  1 )^  flops.
The space complexity of storing one KES is 0 {p {N  -f 1)) for the KPCs, in addition to 
0 {N d )  for the data. Storing the KES as it is generated for the update phase of the 
algorithm offers a reduction in complexity as when the KES is to be removed from the 
entire KES there is no requirement for it to be recalculated. This entails storing for 
each data vector the alpha and eigenvalue pair for the entire KES [«entire, Agntire], in 
addition to the alpha and eigenvalue pair for the subset of the data [asubset, Aguket], 
where «entire ^ud a  subset are 1 X p and Xentire is 1 X 1 . This will double space complexity 
but reduce computational complexity.
The first step of the KES Split algorithm is to calculate the KES of the data that are being 
split from the current KES using batch KPCA. This has a cost of 22M^ +  15M^. However, 
this has been generated previously when the block of data was added to the sliding 
window. Therefore, in the sliding window scenario, when the KES has been stored, the 
cost of calculating the KES is 0.
The KES split algorithm requires the calculation of three variables. G  requires p M N  +  
Mp^ flops and g consumes -f 2 N M .  The variables are used to form a new eigen
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problem, a square matrix equal to the number of KPCs. The solution of this requires 
22 p^  flops.
The KES Split algorithm requires the incremental update of a Cholesky decomposition 
of size {N  — M )  x {N  — M ) .  The computational complexity incurred for the removal 
of data using Householder Reflections is 2 M { N  — 2M)^. The computational complexity 
of incrementally updating the Cholesky decomposition with new data vectors using 
Equation 4.35 and 4.36 is ^ M ( N  — M)^. Once the Cholesky decomposition has been 
obtained, forward substitution is used to find the solution to Equation 4.32 with a cost 
of {N  -  M)^. The total computational cost of maintaining the Cholesky decomposition 
and using it to solve a linear system of equations is of the order of 0 { { N  -  M)^).
As a comparison, MWKPCA requires (2p +  8 )N^ +  18p^  +  33p^  -  4 N  +  33p +  9 flops 
for each update operation [113], which is of the order 0 { N ‘^ ). Split-Merge KES has 
a similar computational complexity to MWKPCA, but is able to introduce more data 
instances in one operation. AKPCA [114] is of the order of 0(M ^ +  (AT -f- M)^) for an 
update of M  data vectors.
Time complexity in terms of runtime in a MATLAB environment is examined in Fig­
ure 4.9. The abalone data set is used, and the mean time reported for 1 iteration on the 
20 data sets. Figure 4.9(a) examines a varying window size and Figure 4.9(b) a fixed 
window size as the update ratio varies. As the number of data instances in the update 
increases, whether through a larger window size or a larger update size, the runtime of 
MWKPCA and AKPCA increases. For MWKPCA, although time complexity is largely in­
dependent of the number of KPCs retained, the algorithm has to be performed M  times. 
For AKPCA, there are two singular value decompositions of size (p +  2M ). Therefore, 
as the number of data instances in the update increases, so does runtime. The time 
complexity of Split-Merge KES is the lowest of the three techniques. In addition, as the 
update ratio increases, runtime is largely constant. This is because as the number of 
data instances in the update increases, the size of the Cholesky decomposition decreases. 
Therefore, there is a trade-off between these two computationally complex elements 
which keeps runtime fairly constant.
4.5.3 Anomaly Detection Performance Metrics
Subsequent sections examine anomaly detection performance. The first two sections 
introduce the performance measures and data sets with which to perform the evaluation. 
The following sections examine performance.
During classification, the data vectors are labelled normal or anomalous. The number 
of false positives is measured, which occur when a normal data vector is incorrectly 
labelled as an anomaly and the true positives, which occur when an anomaly is correctly 
identified. The number of false positives and true positives are calculated for each model, 
and then the total for all models is calculated. The FPR and the TPR are then calculated. 
To compare schemes, ROC curves are generated by varying the anomaly ratio used to 
determine the threshold distance for the reconstruction error. The threshold was varied 
from 0.01 to 0.99 in steps of 0.01. The resulting FPR and TPR form the ROC curve. The 
AUC [191] is used to evaluate sensitivity to parameter selection.
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Figure 4,9: Timings of batch and incremental KPCA algorithms on the abalone data set. 
RBF kernel (a =  0.3) with 17 KPCs retained.
4.5.4 Data Sets
Split-Merge KES is designed for anomaly detection in a non-stationary environment. 
Therefore, in order to provide an evaluation environment, non-stationary data streams 
are generated from the real-world data sets. The data sets selected for the evaluation 
from Table 3.1 have a large number of classes, this enabled the generation of a stream 
of classes. Two data streams are constructed, one to be used for training, the other for 
testing. Data streams consist of one normal class with a constant rate of anomalies oc­
curring throughout. This transitions into the next class over a number of data instances. 
During the transition period either the current or the next class can occur. The proba­
bility of the current class decreases linearly with time, while the probability of the next 
class increases linearly with time. In a real-world environment, this is equivalent to the
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Table 4.5: Description of data sets used to evaluate anomaly detection performance. 
Data Set Stream
Data Set Attributes Classes Stream Length Single Class Length Transition Length
MNIST [181] 400 10 3000 700 50
PIE [182] 1024 68 800 60 20
Pen Digits [178] 36 10 2100 300 50
Abalone [178] 8 29 600 175 25
underlying data distribution undergoing a concept shift at regular intervals.
To form the data streams, the data sets are randomly partitioned into two disjoint sets 
in order that the training and testing data sets are also disjoint. From this, training and 
testing data sets are generated by randomly selecting samples from the appropriate 
class. To avoid sampling bias, 20 sample data sets were generated and the mean and 
standard deviation of the AUC scores are reported. Four real-world data sets are used to 
generate the data streams, the details of the streams generated are given in Table 4.5.
4.5.5 Anomaly Detection Performance
Performance is examined using the data sets described in the previous section. Split- 
Merge KES is benchmarked against batch KPCA, MWKPCA [113] and AKPCA [114]. 
The RBF kemel is used for all evaluations. Two parameters are required for KPCA-based 
methods, the number of KPCs to retain and the kernel parameter a. The parameters 
were chosen using a grid search of the number of KPCs (from 1 to 50) and the kernel 
parameter (from 0.01 to 900) for one run of the training data using Algorithm 3.2. The 
combination [KPC, a] with the highest AUC on the testing data was then used with the 
four KPCA methods, adaptive and non-adaptive techniques and different anomaly rates 
for all 2 0  data sets.
Anomaly detection using KPCA and reconstruction error is evaluated against other state- 
of-the-art anomaly detection techniques. The benchmark techniques, which are detailed 
in Section 3.2, are batch and incremental PCA [105] with the reconstruction error, 
OC-SVM and the RBF kernel, local outlier factor (EOF) [39] and angle-based outlier 
detection (ABOD) [42]. Parameter selection was used in the evaluation of performance 
and was performed as outlined for the KPCA-based techniques.
In each simulation, a model is constructed for data in the current sliding window. This 
model is used to classify data from a testing data set drawn from the same data dis­
tribution. The incremental algorithms are used to remove and add data as the sliding 
window progresses and classification is repeated. Various characteristics are varied in 
order to examine the effect on performance, these include sliding window and update 
size, and the anomaly ratio in the data stream.
The results of anomaly detection on the data stream are given in Tables 4.6, 4.7 and 4.8. 
The bold-faced AUC values indicate the best method for the particular data set, window
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Table 4.6: AUC scores (percent) for KPCA and alternative techniques for MNIST and PIE 
data sets. Mean and standard deviation of 20 simulations. Constant normahanomaly 
ratio of 90:10. Varying sizes of window and update are used. For example a window 
size of 600 and an update of i/s indicates that the update size is 120 data instances. The 
optimal parameters for the KPCA-based techniques are also given.
MNIST PIE
W indow Size [no KPCs Retained, cr]
Update 600 [34,80j 400 [34,34] 200 [34,75] 200 [35,50] 100 [19,70]
Batch KPCA 1/5 85.95 ± 1.10 88.04 ± 1 .0 1 85.75 ± 0.87 81.53 ± 2.17 81.85 ± 1 .9 1
1/3 85.69 ± 1.18 87.98 ±  0.94 85.83 ± 0.86 81.03 ± 2.25 81.47 ±2 .03
Split-Merge KES V5 84.73 ± 1.11 86.72 ±  2.00 87.09 ± 2.00 81.81 ± 2.32 81.66 ±2 .05
1/3 84.96 ± 1.15 85.26 ±3 .0 9 83.27 ± 7.05 81.68 ± 2.16 79.36 ±3 .63
AKPCA V5 84.26 ± 1.44 83.96 ±  1.05 83.83 ± 1.25 71.80 ± 3.98 70.26 ±3 .01
1/3 80.30 ± 1.61 81.99 ±1 .5 2 80.47 ± 1.48 69.20 ± 3.50 58.31 ± 3 .0 7
MWKPCA V5 81.20 ± 1.08 83.28 ±  1.03 85.15 ± 1.06 67.16 ± 3.79 68.58 ±  3.46
1/3 80.81 ± 1.14 83.11 ±1 .01 85.22 ± 1.02 66.75 ± 3.81 68.46 ±3 .39
Batch PCA 1/5 83.96 ± 1.20 86.26 ±1 .1 4 87.91 ± 1.07 79.20 ± 2.92 81.08 ± 2 .5 4
1/3 82.20 ± 1.26 85.27 ±1 .12 87.49 ± 1.10 76.22 ± 3.16 78.90 ± 2 .8 7
Increm. PCA V5 82.08 i 1.30 84.60 ±  1.21 87.41 ± 1.23 78.76 ± 3.36 80.49 ±2 .7 8
1/3 81.42 ± 1.40 84.26 ±  1.32 87.02 ± 1.34 76.11 ± 3.48 78.82 ±3 .0 6
OC-SVM V5 75.34 ± 1.37 78.03 ±  1.28 79.68 ± 1.04 67.48 ± 3.12 68.95 ±2 .75
1/3 75.28 ± 1.39 77.96 ±  1.25 79.80 ± 1.06 67.39 ± 2.98 68.88 ±2 .78
EOF V5 85.91 ± 1.00 86.29 ±  0.98 87.15 ± 1.06 74.01 ± 2.42 73.20 ±2 .60
1/3 85.62 ± 1.02 86.22 ±  1.08 87.14 ± 1.11 73.52 ± 2.30 72.86 ±2 .59
ABOD V5 76.67 ± 1.24 81.06 ±1 .1 2 84.38 ± 1.05 67.45 ± 3.22 71.87 ±2 .72
1/3 76.48 ± 1.25 81.08 ±  1.06 84.43 ± 1.05 65.70 ± 2.03 71.65 ±2 .7 6
and update size. The results indicate that Split-Merge KES achieves similar anomaly de­
tection performance to batch KPCA. In addition, anomaly detection using the reconstruc­
tion error with Split-Merge KES is competitive when compared to other state-of-the-art 
anomaly detection techniques.
Tables 4.6 and 4.7 present the AUC scores for the KPCA schemes. For all data sets, Split- 
Merge KES shows similar performance to batch KPCA, further illustrating the accuracy 
of the algorithm on the real-world data sets. MWKPCA has a lower detection accuracy 
than either batch or Split-Merge KES for all data sets apart from the pen digits data set, 
where it has comparable accuracy. AKPCA shows a more varied accuracy depending 
on the data set. For the pen digits data set it has similar accuracy for both update 
sizes. However, for all other data sets it has lower accuracy. In addition, AKPCA is more 
sensitive to block size, with a larger block size causing a decrease in accuracy.
Tables 4.6 and 4.7 also detail the performance of alternative techniques. KPCA is shown 
to have superior or equivalent detection accuracy and Split-Merge KES maintains this 
performance over the alternatives. Of the alternative techniques, PCA performs best on 
the Pose, Illumination and Expression (PIE) data set where the performance is similar 
to that of KPCA. EOF is the best alternative technique for the MNIST data set, with 
performance similar to that of KPCA. For the pen digits and abalone data set, ABOD 
is the best performer. The performance of ABOD slightly exceeds that of KPCA on the 
abalone data set. The OC-SVM is significantly worse than KPCA for the examined data
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Table 4.7: AUC scores (percent) for KPCA and alternative techniques techniques for pen 
digits and abalone data sets. Mean and standard deviation of 20 simulations. Constant 
normahanomaly ratio of 90:10. Varying sizes of window and update are used. For 
example a window size of 600 and an update of i/s indicates that the update size is 1 2 0  
data instances. The optimal parameters for the KPCA-based techniques are also given.
Pen Digits Abalone
W indow Size [no KPCs Retained, 0-]
Update 300 [3,0.7] 200 [3,0.7] 100 3, 0.7] 200 [17,0.3] 100 [17,0.3]
Batch KPCA Vs 92.00 ±  0.58 92.56 ± 0 .5 7 92.42 ± 0.57 80.24 ± 3.41 78.98 ±3 .19
1/3 92.03 ± 0 .6 2 92.43 ±  0.55 92.50 ± 0.58 80.67 ± 3.47 79.13 ± 3 .3 7
Split-Merge KES Vs 91.61 ± 0 .6 7 92.38 ±  0.63 92.41 ± 0.63 79.83 ± 3.33 78.25 ±3 .21
1/3 91.58 ± 0 .7 7 92.35 ± 0 .5 9 92.48 ± 0.62 80.29 ± 3.08 77.19 ±4 .13
AKPCA 1/S 91.87 ±0 .52 92.46 ±  0.54 92.48 ± 0.54 75.89 ± 3.80 72.71 ±3 .91
1/3 91.74 ±0 .71 92.26 ±  0.49 92.46 ± 0.54 75.11 ± 4.61 70.37 ±4 .32
MWKPCA 1/s 91.69 ±0 .7 4 92.32 ±  0.68 92.20 ± 0.68 75.45 ± 4.03 74.89 ±3 .45
1/3 91.69 ±0 .76 92.19 ±0 .7 0 92.29 ± 0.70 74.79 ± 4.40 74.57 ±3 .63
Batch PCA Vs 87.84 ±0 .95 86.13 ± 1 .1 2 88.64 ± 1.01 73.97 ± 3.88 74.39 ±3 .72
1/3 86.60 ±1 .06 87.31 ±  1.03 88.53 ± 1.02 73.21± 4.06 74.18 ±3 .78
Increm. PCA Vs 83.97 ±1 .18 79.14 ± 1 .5 0 84.35 ± 1.15 72.24 ± 3.73 69.47 ±2 .71
1/3 80.66 ±1 .34 83.43 ±  0.90 84.28 ± 1.21 71.90 ± 3.85 70.45 ± 3 .8 7
OC-SVM 1/s 87.04 ±0 .92 87.32 ±  0.82 86.29 ± 0.84 73.71 ± 3.82 73.98 ±3 .40
1/3 87.18 ±0 .88 87.22 ±  0.82 86.41 ± 0.82 73.12 ± 4.24 73.63 ±3 .73
LOF 1/s 86.76 ±1 .32 88.83 ±  1.01 88.89 ± 1.01 76.83 ± 3.25 75.14 ±3 .15
1/3 87.11 ± 1 .3 7 89.32 ±  0.99 89.13 ± 1.07 77.70 ± 3.41 75.53 ± 3 .0 7
ABOD 1/s 91.29 ±0 .6 7 92.14 ±  0.60 92.15 ± 0.61 81.49 ± 3.28 79.81 ±3 .23
1/3 91.31 ±0 .71 92.08 ±  0.57 92.30 ± 0.57 82.07 ± 3.37 80.01 ± 3 .3 7
sets.
4.5.6 Impact of Imbalanced Distribution
In the previous section, performance was examined with a constant anomaly ratio of 
90:10. In this section, the effect of the anomaly rate in the training set is examined. The 
results, displayed in Table 4.8, show that performance decreases with all techniques as 
the number of anomalies in the training set increases. For the majority of evaluations, 
KPCA has the best performance. Of the incremental KPCA algorithms, Split-Merge KES 
has superior performance. For the abalone data set, ABOD has the best performance for 
anomaly rates 80:20 and 90:10, with the second best performer being KPCA.
4.5.7 Adaptive Update
In this section the performance of the Adaptive Split-Merge KES is examined. The value 
of 1/  was determined through parameter selection. In general, the larger the value of i/, 
the more insensitive the algorithm is to changes in the data distribution. Figure 4.10 
shows one run of the adaptive system with the MNIST data set. Table 4.9 reports the 
anomaly detection performance for different values of the reconstruction error ratio, u.
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Table 4.8: AUC scores (percent) for KPCA and alternative techniques. Mean and stan­
dard deviation of 20 simulations. The largest window size from the previous evaluation 
was used with an update size of Vs. Varying anomaly rates are used. For example, 95:5 
indicates that the training data set consists of 95% normal data and 5% anomaly data.
Data set Ratio Batch KPCA Split-Merge AKPCA MWKPCA Batch PCA Inc. PCA OC-SVM LOF ABOD
MNIST
95:5
90:10
80:20
88.94 ± 1 .1 6
85.95 ± 1 .1 0  
81.20 ±  0.89
87.87 ±1.46  
84.73 ±  1.11 
79.42 ±  0.95
86.95 ±  1.53 
84.26 ±  1.44 
80.04 ±1.06
84.02 ±  1.49 
81.20 ±1.08  
76.94 ±0.97
86.40 ±  1.43 
83.96 ±1.20  
79.20 ±0.64
85.63 ±  1.71 
82.08 ±  1.30 
76.41 ±  0.93
78.19 ±1.71  
75.34 ±1.37  
70.32 ±  1.37
88.54 ±1.29  
85.91 ±  1.00 
80.14 ±0.72
77.72 ±  1.51 
76.67 ±1.24  
74.17 ±1.13
PIE
95:5
90:10
80:20
81.26 ±  1.92 
81.53 ±  2.17 
79.86 ±  1.87
81.68 ±  2.16 
81.81 ±  2.32 
79.85 ±  1.87
75.04 ±  3.83 
71.80 ±3.98  
70.45 ±  1.63
66.60 ±  3.65 
67.16 ±3.79  
65.83 ±  2.45
78.95 ±2.50  
79.20 ±  2.92 
77.18 ±2.09
78.62 ±  2.65 
78.76 ±3.36  
76.57 ±2.11
65.41 ±4.85  
67.48 ±3.12  
65.56 ±  2.22
75.63 ±3.40  
74.01 ±  2.42 
72.10 ±  1.79
66.62 ±4.22  
67.45 ±3.22  
66.05 ±  2.13
Pen Digits
95:5
90:10
80:20
92.55 ±  0.89 
92.00 ±0 .5 8  
90.06 ±  0.96
91.92 ±1.11 
91.61 ±0.67  
90.02 ±  0.96
91.90 ±0.83  
91.87 ±0.52  
89.79 ±1.01
92.03 ±  1.11 
91.69 ±0.74  
90.57 ±0.82
89.52 ±0.92  
87.84 ±0.95  
85.43 ±0.87
84.63 ±  1.13 
83.97 ±1.18  
82.45 ±  1.08
88.87 ±  1.05 
87.04 ±0.92  
84.48 ±  0.94
89.79 ±1.14  
86.76 ±1.32  
82.64 ±  1.72
91.73 ±  1.02 
91.29 ±  0.67 
90.72 ±  0.51
Abalone
95:5
90:10
80:20
81.92 ± 4 .4 7  
80.24 ±3.41  
78.82 ±  1.94
81.23 ±4.49  
79.83 ±3.33  
77.88 ±  2.17
75.53 ±  2.54 
75.89 ±3.80
75.53 ±  2.54
76.44 ±  4.76
75.45 ±4.03  
74.43 ±  1.91
77.91 ±6.18  
73.97 ±3.88  
70.33 ±2.61
73.80 ±  5.82 
72.24 ±3.73  
69.48 ±  2.38
75.91 ±  5.62 
73.71 ±  3.82 
70.67 ±1.95
74.19 ±  5.62 
76.83 ±  3.25 
75.46 ±  2.74
81.43 ±4.71  
81.49 ± 3 .28  
80.77 ±  1.47
Table 4.9: AUC scores (percent) for Adaptive Split-Merge anomaly detection. Mean and 
standard deviation of 2 0  runs.
Reconstruction  
E rro r R atio  ( i/)
W in d o w
Size
No.
Updates
AUC
Batch  
W in d o w  Size  
/N o . Updates
M N IS T 1.1 400 ±  0.00 23.70 ±  0.47 85.87 ± 2 .4 9 4 0 0 /3 2
M N IS T 1.2 398 ±  8.94 15.30 ± 1 .5 9 79.44 ±  2.81 4 0 0 /3 2
M N IS T 1.3 374 ±  29.81 9.95 ± 1 .1 9 76.04 ±  4.64 4 0 0 /3 2
PIE 1.4 194 ±  11.42 13.35 ±  1.35 80.25 ± 4 .1 2 2 0 0 /2 0
PIE 1.5 191 ±  13.72 12.20 ± 1 .4 0 79.40 ±  4.80 2 0 0 /2 0
PIE 1.6 188 i t  13.61 10.80 ±  1.32 78.87 ±  4.63 2 0 0 /2 0
Pen Digits 1.0 162 ±  22.38 26.30 ±  2.47 87.99 ±  5.43 2 0 0 /4 7
Pen Digits 1.1 110 i t  26.36 14.90 ±  2.65 88.19 ± 4 .6 4 2 0 0 /4 7
Pen Digits 1.2 82 ±  20.42 9.25 ± 1 .1 6 88.07 ±  7.36 2 0 0 /4 7
A balone 1.2 182 i t  15.76 3.3 ±  1.03 82.48 ±  3.91 2 0 0 /1 0
A balone 1.3 174 i t  18.47 2.5 ±  0.69 81.86 ±  3.68 2 0 0 /1 0
Adaptive Split-Merge is able to reduce the size of the sliding window and perform less 
updates compared to a static sliding window. The performance on the MNIST data 
set is slightly lower than that of the static sliding window approach. However, it is 
able to significantly reduce the number of updates that are required. For example, a 
reconstruction error ratio of 1 .1  results in a drop in performance of 3  but reduces the 
number of updates from 32 to 23. For the PIE and abalone data sets the performance is 
comparable to the static sliding window approach, vdth no reduction in accuracy. For 
the pen digits data set there is slight reduction in anomaly detection accuracy however, 
there is a significant reduction in both the window size and the number of updates.
4.5.8 Summary of Anomaly Detection Performance
Experimental analysis has shown that KPCA with the reconstruction error is a consis­
tently superior anomaly detection technique. With all data sets it either outperformed 
or equalled the performance of other techniques. Some alternative techniques were
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Figure 4.10: Adaptive update of the KES applied to the MNIST data set. i/ =  1.2.
able to produce similar performance on one or more of the data sets, but not all. The 
Split-Merge KES algorithm is able to produce similar results to batch KPCA and has 
better performance than other incremental KPCA techniques. Adaptive Split Merge KES 
can further reduce computational complexity by reducing the size of the sliding window 
and determining when an update is necessary.
As outlined in Chapter 2, there are many techniques that can be applied to the problem 
of anomaly detection. A key issue is determining which technique is most appropriate 
for the problem at hand. From the experimental analysis, it can be seen that if an 
anomaly detection technique is required that is able to obtain high performance on a 
data with a wide variety of characteristics, KPCA is a good choice. However, a drawback 
of the approach is the computational complexity of batch KPCA. Split-Merge KES is able 
to overcome this by incrementally updating and downdating the KES.
Although the algorithms proposed in this section reduce the computational complexity 
of using KPCA for anomaly detection, in certain scenarios the computational complexity 
of the algorithm could still be prohibitive. If the streaming environment occurs at a 
high speed and is changing rapidly the update and downdate phase might still take 
an excessive amount of time. In addition, the requirement to store the whole data 
set may be prohibitive for some applications. Methods such as the OC-SVM would be 
more appropriate in this case as the data set is reduced to a set of key points, with the 
remainder of the data discarded.
4.5.9 Conclusion
An incremental algorithm to perform anomaly detection on data streams was proposed. 
Split-Merge KES enables the adaptation of a kemel eigenspace in the presence of a non- 
stationary data set. The kemelized version of an eigenspace split algorithm was derived. 
This was coupled with the kemelized version of the eigenspace merge algorithm to 
form an incremental update/downdate kernel eigenspace algorithm. The adaptations
4.6. Summary 96
occur in a manner more efficient than a batch recomputation of the kernel eigenspace 
using KPCA and overcomes approximations in other techniques. Incremental KPCA and 
the reconstruction error is applied to the area of anomaly detection in a non-stationary 
environment. Evaluations show that performance exceeds that of other state-of-the-art 
incremental KPCA techniques and alternative anomaly detection techniques.
An adaptive scheme was also presented which enables the size of the sliding window to 
be determined adaptively. A change detection scheme determines when an update to 
the current model is required, model recomputation then occurs incrementally with the 
Split-Merge algorithm. Evaluation of the adaptive scheme shows that it is able to reduce 
the window size and minimize updates, while achieving similar levels of accuracy.
4.6 Summary
In this chapter. Research Objective 1 was discussed with the aim of performing incre­
mental anomaly detection which reduces computational complexity whilst maintaining 
anomaly detection accuracy. Two algorithms were proposed which aim to incremen­
tally update a model performing anomaly detection on a non-stationary data stream. 
The two algorithms were shown to reduce computational complexity compared to a 
batch update to the model; this is necessary in an environment where the data are 
non-stationary. A second aspect of a non-stationary environment is the determination 
of whether new data should be added to the model. An update scheme was proposed to 
determine whether new data should be added to the KES, and this was shown to reduce 
the number of updates required.
The performance evaluation of the incremental classifiers using fixed parameters was 
examined in this chapter. In a non-stationary environment, the optimal parameters for a 
model might change as the data distribution changes. Selecting optimal parameters as 
the data distribution changes could improve performance of the classifiers further, and 
this is the aim of Research Objective 2. The next chapter. Chapter 5, discusses adaptive 
parameter selection where the aim is to determine the optimal parameters for a model 
in a non-stationary environment.
Anomaly Detection using Adaptive 
Parameter Selection
Most anomaly detection models require the selection of one or more parameters, how­
ever, current research has often used model selection to derive the optimal parameter 
enabling the presentation of an upper bound on the performance of the algorithm. 
For the two-class classification problem labels are available for the training data set, 
and therefore model selection can be performed using cross-validation. However, in 
one-class classification problems model selection is an open problem. As the one-class 
classification problem does not have labels in the training data set, this is not an option.
Research Objective 2 aims to determine the optimal parameters for a training set in an 
online environment. In this chapter, an online model selection technique for the one- 
class quarter-sphere (QS-SVM) is proposed. An algorithm is detailed which determines 
the model for a training set which provides optimal performance on classification data.
This chapter makes the following contributions;
• Presents a detailed study of the suitability of statistics of the training set to identify 
the optimal v, a model parameter which represents the fraction of anomalies in 
the training data set. Identify the most appropriate statistics for various models to 
identify the optimal u.
• Based on the investigation, an algorithm is proposed that is able to identify the 
optimal u in an online environment. The approach exploits the geometric proper­
ties of the normal and anomaly data instances in the training set in order to select 
a u parameter that will provide optimal performance on unseen data.
• Experiments with synthetic and real-world data show that the u parameter for the 
optimal model can be determined in an online environment in an efficient manner. 
A comparative study of the algorithm shows that it is able to increase performance 
compared to a classifier with a static anomaly rate.
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The organization of the chapter is as follows. The introduction and motivation to the 
proposed algorithm is provided in Section 5.1. In addition, this section provides back­
ground information on the QS-SVM. Section 5.2 presents the anomaly rate parameter 
tracking algorithm. The experimental results are provided in Section 5.3 and the con­
clusion in Section 5.4.
5.1 Background and Motivation
Tax et al. [64] proposed the one-class SVM (OC-SVM), detailed in Section 3.2.3, an 
anomaly detection scheme where a model of data is constructed using a hypersphere 
with centre a and radius R >  0. Data instances lying within or on the boundary of the hy­
persphere are considered normal and those lying outside are defined as anomalies. This 
problem is formulated as an optimization problem where the radius of the hypersphere 
is minimized and the sphere contains an upper bound of i/ data instances.
It has been noted by Laskov et al. that certain data are one-sided in Mg for this 
property an asymmetric geometric construction is required [144]. An extension to the 
one-class hypersphere, the QS-SVM, is proposed by placing the centre of the hypersphere 
at the origin which leads to a dual formulation of the problem with only linear terms 
requiring the solution of a linear optimization problem. The mathematical formulation 
of the QS-SVM is now provided.
Consider a set of data vectors in input space where X j  =  {xi : i =  1,2, ...n}. A non­
linear map into a reproducing kemel Hilbert space (RKHS) is performed by a non-linear 
mapping (/>{■) with the mapped vector being called an image vector. The aim is to fit a 
hypersphere centred at the origin with a minimal radius R  that contains the majority of 
the image vectors. This can be formulated as an optimization problem as follows:
I  n
min H (5.1)
vn
1= 1
subject to: \\(f){xi)\\‘^  < l...n
where %  : z =  1 , 2 ,..., n} are the slack variables that allow data vectors to lie outside 
the hypersphere and the number of data vectors is denoted as n. The regularization 
parameter u is a representation of the fraction of data vectors that are expected to be 
anomalies, where 0  < z/ < 1 .
Taking Lagrangian multipliers in order to obtain the dual form of the primal the follow­
ing is obtained;
L{R, l i ,  a i ,0 i )  =  R"^  +  J 2 ( i - ' t  M i  -  E  +  i i )  (5.2)
i=l i=\ i=l
=  -  ||</)(a:i)||^  +  $i) - ------------H-----
i=i i=i i=i
where ^ 0, ^ 0, for Vi are the Lagrangian multipliers. By equating the partial
derivatives of L  with respect to R  and to 0 the values for the Lagrangian multipliers
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a  and /3 are obtained.
0 3  =  0 ^  E “ i =  l  (5.4)
1=1
^  =  0 =#> /3i =  ——  « i (5.5)o^i vn
We can obtain 0 < ^  from Equation 5.5 by using oli ^  0, ^  0. Substituting
Equation 5.4 and Equation 5.5 into Equation 5.3 results in;
n
^  =  '^{4>(xi) • (!>{xi)) (5.6)
i
where {<f){xi) • <j){xi)) is the inner product of the image vector ^(cci). The optimization 
problem is expressed in terms of a dot product which can be replaced by a kernel 
function <f){xi) • cj){xi) =  K,{xi, Xi) [199].
min -  O L j K^ Xi ,  X j )  (5.7)
i = l
n  2
subject to: « j =  1 , 0  < < — , i  =  l...n
vni = l
Data vectors in the training set can be classified as follows: 
Label(i) =  <
Normal if «% =  0
Border Support Vector if 0 < «% < ^  (5.8)
Anomaly if ^
un
un
The radius of the hypersphere R  can be obtained for any border support vector X i  using
R. — Ki(yCi^Xi .^
It can be seen from Equation 5.7 that the optimization problem is stated in terms of 
a dot product of an image vector with itself, this causes an issue with distance-based 
kernels, such as the radial basis function (RBF) kernel, as the diagonal term ^{xi.X i)  
becomes equal for all the vectors [144]. This can be solved by centering the kernel 
matrix in feature space where the mean of the image vectors are subtracted from each 
image vector as follows.
1 A
(f){xi) =  4){x i)-----2 ^ (j){xi)
^  i = i
There is no explicit vector in feature space that represents the mean, however the dot 
product K  =  {^{xi) • 4^{xj)) of the centred image vectors can be obtained in terms 
of the kernel matrix K  =  K{xi, x j)  =  {<j>{xi) • (f){xi)) using Equation 3.13. When the 
kernel matrix is centred in feature space the norms of the kernels are no longer equal 
and the dual problem. Equation 5.7, can now be solved.
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Once the boundary has been determined, the distance of the test data instances from 
the origin is determined. For non-distance based-kernels, such as the linear kernel, the 
distance from the origin is calculated as the dot product of the data vector. Equation 5.9.
=  4>{Xi)  • ( f ){Xi)
=  Av(æ, x) (5.9)
For distance-based kernels, such as the RBF kernel, the data vectors have been centred 
in feature space. Therefore the mean is subtracted from the mapped data vector. The 
distance of a data instance x from the origin in a mean-centred feature space is defined 
as
N
i = l
i.3=li = l : N
Cf){x) ■ 4>{x)  -  ^  • 4>{Xj )
K
2 ' 2 ]v
(œ, x ) - - J 2  X!
i ,3=l^T=1
(5.10)
The boundary determined by the QS-SVM is shown in Figure 5.1 for the linear and 
RBF kernel. The synthetic data set [154] has two features generated from a mixture 
of Gaussian distributions with means randomly selected from (0.3,0.35,0.45) with a 
standard deviation of 0.03. Anomalies are generated from a uniform distribution in the 
range [0.51.0]. The normal and anomaly data instances are combined to form a training 
set. The QS-SVM with the linear kernel forms a boundary that is one-sided in RJ. The 
RBF kernel centres the data at the origin in feature space before deriving the boundary, 
therefore the data are not one-sided in R j.
The QS-SVM has been used for anomaly detection in vrireless sensor network (WSN)s 
due to the reduced computational complexity and ability to operate on unlabelled data. 
QS-SVMs require the identification of a parameter called u, which is a representation of 
the exact fraction of data instances that are expected to be anomalies [144]. Previous 
research has shown the potential of the QS-SVM for anomaly detection, however it has 
also shown that the performance of the model depends heavily on the value chosen for 
the z/ parameter.
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Figure 5.1: The decision boundary for the linear and RBF (cr =  0.1) kernel with an 
anomaly rate of 0.15.
5.2 Adaptive and Online Anomaly Rate Tracking
In this section, model selection in one-class classification problems is introduced. It is 
shown that the decision boundary of the QS-SVM has a large impact on the performance 
of classification of unseen data and that an optimal model for a training set can be 
selected by choosing a value for a model parameter to match the anomaly rate in the 
training set. Finally an algorithm is introduced that is able to iterate to the anomaly 
rate in the training set and select an optimal model in an online environment. Two 
algorithms are proposed, v rotated adaptive parameter tracking (r/ RAPT) tracks the v 
parameter for the non-distance-based kernel. For the RBF kernel, v adaptive parameter 
tracking {v APT) tracks the v parameter.
5.2.1 Model Selection
In two-class classification problems, model selection, where the parameters that min­
imize the generalization error on the testing data are determined, is performed using 
methods such as cross-validation that are used to search the parameter space for the 
optimum values. However, these methods require labelled training data, one-class prob­
lems are an example of unsupervised learning methods and the data is unlabelled. 
Model selection methods for two-class problems are not easily applied to one-class prob­
lems. The model selection of all variants of the one-class support vector machine (SVM) 
requires the identification of the u parameter. In the one-class SVM hyperplane [168]
5.2. Adaptive and Online Anomaly Rate Tracking 102
+ T ra in ing  D a ta  
o  A no m a ly  D a ta  
 B oundary
(N 0.6
u- 0.4
0.2
0.4 0.6 
Feature 1
0.2
+  T ra in ing  D a ta  
o  A n o m a ly  D a ta  
 B ound ary
0.8
o °o
o o  O o0.6
0.4
0.2
0 10 0.2 0.4 0.6 0.8
(a ) V  =  0 .04
Feature 1 
(b ) z/ =  0 .15
1
^ T ra in ing  D a ta  
o  A no m a ly  D a ta  
 B ound ary
0.8
o o  o  o0.6
0.4
0.2
0
0.60 0.2 0.4 0.8
Feature 1 
(c) 1/ =  0.20
Figure 5.2: Impact of different values of v on the decision boundary for the RBF kernel 
with an anomaly rate of 0.15 and cr = 0 .1 .
and hypersphere [64] this parameter represents the upper bound on the fraction of 
anomalies and the lower bound on the fraction of data instances that are support vec­
tors [168]. However, in the QS-SVM formulation the parameter represents the exact 
fraction of data points that are anomalies [144].
5.2.2 Effect of u on the Model and Performance
The parameter v has a large influence on the solution of all variations of the one-class 
SVM. Different values of ly will lead to a significant variation in the boundary obtained 
by the model and thus in classification performance.
Figure 5.2 illustrates the impact of i/ on the boundary obtained by the QS-SVM for 
synthetic data [154] and the RBF kernel. It can be seen that when the value of ly
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matches the anomaly rate in the training set, Figure 5.2(b), an optimal situation occurs 
where all normal data vectors are enclosed by the boundary with all the anomalies lying 
outside of the boundary. In Figure 5.2(a) the v value is less than the actual anomaly rate 
in the training set and this has caused the support of the data description to be too large 
with anomalies lying within the boundary causing them to be classed as normal. In 
Figure 5.2(c) the opposite is occurring where the value of v is larger than the anomaly 
rate in the training set and normal observations lie outside the boundary and thus will 
be incorrectly classed as anomalies. The incorrect definition of the boundary based on 
the training set will cause a lower performance of the classifier.
Figure 5.3 shows how the F-measure is affected by the value of for two different 
kernels using synthetic data as specified previously with an anomaly rate of 0.15. There 
is a maxima for the F-measure on the testing set which occurs in the vicinity of the 
fraction of anomalies in the training set. Either side of this, the F-measure decreases as 
the value of z/ moves further away from the fraction of anomalies in the training set. 
The F-measure is maximized when the boundary is correctly placed so that all normal 
and anomalies lie on the correct side of the boundary and thus a suitable model has 
been constructed for the data. When the performance is evaluated for this value of //, it 
achieves good performance on the testing set. The variation in the F-measure is caused 
by the trade-off between the precision and recall.
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5.2.3 u Identification in the One-Class Quarter-Sphere
In the previous section, it was shown that if the ly parameter is set to the anomaly rate 
in the training set, optimal performance can be achieved. In this section a technique is 
examined to estimate the optimal v parameter for the QS-SVM.
The problem of v parameter selection was investigated by Ratsch et al. [130] for the 
OC-SVM where a heuristic was proposed that sets the parameter ly to the estimated 
fraction of anomalies in the training set. The problem this raises is that the number 
of anomalies in the training set is an unknown value. To solve this issue, Ratsch et a l  
proposed that an optimal value of ly can be obtained by selecting the model that sepa­
rates the mean of the normal and anomaly classes of the training data, as determined 
by the model, with the largest distance. This is intuitive if anomalies are considered to 
be distant from normal points, a large margin between the normal and anomaly classes 
indicates that an optimal model has been found. Ratsch et a l  [130] use the one-class 
hyperplane SVM to construct a model from a training set from the US Postal Service 
handwritten digits recognition corpus (USPS) data set consisting of the digit “1” as the 
normal data and the other digits forming the anomalies. The fraction of anomalies was 
shown to be approximately equal to the optimal ly, where u was selected as the largest 
separation between the mean of the normal and anomaly class. The separation distance 
is the difference between the mean of the normal and anomaly data. Equation 5.11.
Do, = 1
J E -
(5.11)
where p is the offset from the origin, 7V+ and are the number of data points in the 
training set classified by the model as normal and anomaly respectively.
Applying the technique of ly parameter identification to the QS-SVM, using synthetically 
generated data and the RBF kernel. Figure 5.4, indicates that the QS-SVM behaves 
in a similar manner. If the RBF kernel parameter is chosen in order to maximize the 
F-measure on a training set, the optimal v occurs when Dy is at a maximum. The 
separation distance is defined as;
D,. =  T -  y  ^  Y l  d(x) (5.12)
N -
d { x ) > R d{x)^R
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Figure 5.5: Synthetic data set and the linear kernel.
where d{x) is the distance from the origin to the data instance and R  is the radius of 
the hypersphere. The separation distance reaches a maximum at the optimal value of u.
In Figure 5.5 it can be seen that the behaviour of the linear kernel is different to that of 
the RBF kernel, the separation distance does not reach a peak at the optimal ly. However, 
a knee point occurs in the standard deviation of the distance of the normal data at the 
optimal value of v, Figure 5.5(c), meaning that it is possible to estimate the optimal ly 
parameter based on this characteristic of the training set. The standard deviation of the 
normal data is defined as;
cr, I ^  {d{x) -
d{x)^R
where 1
ÎV+
d { x ) ^ R
(5.13)
In Figure 5.6, 5.7 and 5.8, the performance of the QS-SVM classifier is shown for a 
variety of real-world data sets. The data sets were chosen from three different domains 
with differing characteristics. See Table 3.1 for further information on the real-world 
data sets. The Mixed National Institute of Standards and Technology (MNIST) and pen 
digits data sets use the digit 1 as the normal data, and the digit 0  as the anomaly data. 
The data is normalized to the region [0,1]. The anomaly rate in the training set is set 
to 0.15. The ly parameter is varied from 0 to 0.3 and the F-measure, separation distance 
and standard deviation of the normal data is calculated.
For the RBF kernel, it can be seen that the separation distance forms a unimodal function 
with a peak forming at the value of ly that corresponds to the optimal performance as 
measured by the F-measure. In addition, the optimal value of v is approximately equal 
to the anomaly rate in the training data set. This occurs for all data sets.
5.2.4 ly Identification with the RBF kernel
The QS-SVM with the kernel mapping provided by the linear kernel has only one pa­
rameter, ly. However, the RBF kernel has an additional parameter, a, which is the kernel 
width. In this section, the effect of the kernel parameter for the RBF kernel on the sepa­
ration distance is discussed. Lower values of a lead to a tight boundary around the data.
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Figure 5.7: Pen digits data set for RBF kernel and a =  2.0.
Figure 5.9(a). As cr oo the boundary derived becomes a hyperellipse. Figure 5.9(c). 
Lower values of a lead to overfitting, this causes poor performance as measured by 
the F-measure, Figure 5.9(g). The separation distance. Figure 5.9(d), does not form a 
maxima that corresponds to the anomaly rate in the training set. Larger values of a lead 
to underfitting, and this also causes the the separation distance not to form a maxima 
that corresponds to the anomaly rate in the training set. Figure 5.9(f). Therefore, in 
order for the separation distance to form a unimodal function that has a peak at the 
optimal value of v, the RBF kernel parameter a must be chosen so that overfitting and 
underfitting do not occur.
Figures 5.10 and 5.11 show the correlation between the correct value of a and the u 
parameter for synthetic and real-world data sets. As the value of a is increased, the 
performance measured by the F-measure increases rapidly until it peaks, after which 
there is either a small degradation in performance or it remains constant. It can be seen 
that at the optimal a parameter, the optimal value of u is approximately equal to the 
anomaly rate in the training set. At this value, the separation distance forms a unimodal 
function with a maxima at the optimal value of ly. This behaviour is seen in the four 
data sets, although the values of a for which z/ can be derived varies. For the pen digits 
data set, there is a broad range of a values for which the separation distance forms a 
unimodal function that allows the estimation of the optimal z/ parameter. The MNIST 
and synthetic data sets have smaller ranges and the Wisconsin breast cancer data set
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Figure 5.8; MNIST data set for RBF kernel and a =  4.0.
has a very small range. Therefore, it is necessary for the parameter a to be chosen in 
order to avoid overfitting and underfitting.
5.2.5 n APT and RAPT
A parameter space search is required to find an optimal parameter for the training set. 
Two algorithms are proposed to determine the optimal v for a training data set while 
minimizing model construction, the most computationally complex operation. The first 
algorithm, v APT, is for the RBF kernel where the requirement is to determine the 
maximum of the separation distance between the mean of the normal and anomaly data 
in the training set. Equation 5.12. An assumption is made that the kernel parameter for 
the RBF kernel is chosen so that separation distance. Equation 5.12, forms a unimodal 
function over the range 0.01 ^ ^ 0.3. This implies that the separation distance
monotonically increases to a maximum and then monotonically decreases to a minimum 
and the assumption simplifies the search of parameter space as there is no local maxima. 
It has been shown in Section 5.2.4 that this occurs if the kernel parameter for the RBF 
is chosen correctly so that the boundary does not underfit or overfit the data.
The extremum of unimodal functions can be found using search algorithms that succes­
sively narrow the range of values in which it is known to exist. The v APT algorithm is 
based on the Golden Section Search algorithm [200], to identify the maxima in a man­
ner that minimizes model construction, the most computationally expensive operation. 
The golden section search algorithm finds an extremum by successively narrowing the 
interval in which the extremum exists and is detailed in Algorithm 5.1. The function 
that is being maximized for the RBF kernel is the separation distance with the interval 
defining the v parameter.
The golden section search algorithm is used to estimate the optimal // for the training 
data set by determining the value of v for which the separation distance, Dy,  forms a 
maxima. The v APT algorithm is detailed in Algorithm 5.2 and is initialized by setting 
the minimum and maximum values of v and then calculating the intermediary values. 
The models are then constructed for Vx and Vy and the training set is classified with the 
two models. The separation distance for each model Dx and Dy is then calculated. If 
Dx <  Dy then the maxima lies between Vx and The range is shortened and Vy is
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Figure 5.9: Relationship between a and the separation distance for the synthetic data 
set.
recalculated. If Dx >  Dy then the maxima lies between Ua and Vy, the range is shortened 
and Vx is recalculated. One iteration of the golden section search has been completed. 
The iterations continue until the termination condition is reached. The termination 
condition used for the golden section search is
\ b^ ~  a^\ ^ £ (5.14)
where e is the required accuracy of v. The name of the golden section search is derived 
from the fact that the length of the original interval divided by the length of either 
possible refined interval is
l + \/5 1.61803... (5.15)
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a value known in antiquity as the golden section constant.
Once an estimate of the optimal value of v has been obtained, the model constructed 
is used to classify data from the testing data set as either normal or anomaly. In sub­
sequent time periods, the data distribution might have altered due to a non-stationary 
environment and therefore the search for the optimal v for the new training set is 
performed.
For the linear kernel, the standard deviation of the normal data, Equation 5.13, is 
used to determine the optimal value. An assumption is made that for the linear kernel, 
(7  ^of the normal data instances can be rotated by an angle so that it forms a unimodal 
function over the range 0.01 ^ z/ ^ 0.3. The golden section search algorithm can be 
used to iterate to the knee point of a graph if the function is rotated so that it forms a 
unimodal function with a single extremum. This is performed by finding the function 
value. Equation 5.13, at the two extreme points of 0.01 ^ z/ ^ 0.3 and then determining
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the angle that will rotate the graph so that the line between the two extreme points 
becomes parallel to the x-axis. Once this is done, a unimodal function is formed with a 
maximum. The angle of the rotation is calculated as
Rotation Angle =  tan  ^ ^ (5.16)
Once the rotation angle has been found, a mapping into the new co-ordinate system is 
performed using a transformation matrix;
/X
. y ' .
cosO —sinO 
sinO cosO (5.17)
In the new co-ordinate system, the standard deviation forms a unimodal function with 
a maximum point and the golden section search can be used to iterate towards it. Once
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Algorithm 5.1: Golden section search algorithm [200],
e 4 -  0 .0 1  
Initialize
Interval [o, 6]
= oi + {h -  ai)
yi =  ai +  {bi — ai)
Evaluate f { a i ) J { x i ) , f { y i ) , f { b i )
while ||6 — a|| > e do 
if f{xi) < f{yi) then
Maxima lies between X i  and bi
bi+1 = bi 
^i+l — yi
y i + l  =  O i+ l  +  ^ 2   ^ (^*+1 “  ® i + l )  
se
Maxima lies between o* and y i
b i+1  =  y i
Xi+1 =  Xi
X i + i  =  Ü i + i  +  ^1 — ^ 2  i ^ i + l  ~  t t i + i )
^op tim al  ^ ^ i+ 1
fm a x im u m   ^ / ( ^ i + l )
the maximum has been found in the new co-ordinate system the rotation is reversed to 
obtain the optimal value of v. The v RAPT algorithm is detailed in Algorithm 5.3.
5.2.6 Complexity Analysis
The main complexity in both v APT and v RAPT is the solution of the linear optimiza­
tion problem in the construction of the QS-SVM. The golden section search algorithm 
will minimize the number of models constructed in the iteration towards the optimal v 
parameter. For each determination of the optimal i/, approximately 10 iterations were re­
quired for all data sets. Techniques such as the simplex method are efficient in providing 
a solution with an average-case complexity of polynomial time. Once the optimization 
for the model has been performed, the data instances in the training set are labelled 
and the mean distance of the normal and anomaly instances is calculated with space 
complexity 0 (n) and 0 {n) arithmetic operations.
5.3 Experimental Results and Evaluation
In this section, evaluations on synthetic and real-world data are presented to illustrate 
the performance of the anomaly rate parameter tracking algorithm. The evaluation
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Algorithm 5.2: u adaptive parameter tracking (z/ APT).
Input: For each data set T>t, t  =  1,2,...
Training data {x t{ i)  € X } ,  i  =  1 ,... ,m*
Testing data {xc{i)  € X } ,  i =  l, . . . ,m *
Dy{model) — Equation 5.10 
€  4—  0.01
for i: 4- 1,2 ,... do
Va ^  0.01, V}) i— 0.45
Vx Va +  { l  — ^ 2  — b'a), Vy Va +  — 1/^ )
Hx <r- QSSVM {ux), Hy <r- Q SSVM {vy)  / /  Models f o r  param eters Vx and Vy 
Classify x t ,  Fx <r- Dy{Hx)
Classify x t ,  Fy <r- Dy{Hy) 
while \ \ v b  - V a \ \  >  e do 
if Fx <  Fy then
Va ^  Vx, Vb 4— %/(,, Ux <— Vy, Vy Va F  ^   ^(^'6 — Vg)
Fx Fy
Hy  4— Q SSVM {vy)  / /  C o n s tru c t model and c la s s i f y  th e  t r a in in g  s e t 
Classify Xt, Fy <- Dy{Hy)  
se
V a  ^  V a ,  V b  <— V y ,  V y  -4- V x ,  V x  V a  +  ( l  ~  ^  { V b  —  V a )
Fy <— Fx
Hx ^  QSSVM{jVx) I I  C o n s tru c t model and c la s s i f y  th e  t r a in in g  se t 
Classify F i 4 - Dy{Hx)
2. Use H o p tim a i  to  classify data Xc
R e t u r n  H o p tim a l H 2 , voptim al  ^ ^2
environment is varied in order to examine the behaviour of the proposed algorithm in 
a broad range of settings.
5.3.1 Experimental Setup
Evaluation is performed on the synthetic data set and three real-world data sets. The 
first evaluation is the accuracy of the algorithm in determining the v parameter value 
that maximizes the F-measure on the testing data set. The data sets used are as described 
in Section 5.2.3. A total of 20 Monte Carlo runs are performed to reduce the effect of 
random elements in the simulation.
The second evaluation is in a non-stationary environment where the anomaly rate in 
the training set is changing with time. Three types of drift are considered, concept drift, 
concept shift and reoccurring concepts. Concept drift entails a gradual alteration of the 
anomaly rate in the training data set where it changes from 0.05 to 0.24 in increments of 
0.01. Concept shift is characterized by sharp changes in the anomaly rate. The anomaly 
rate is constant at 0.25 for 4 time periods, and then there is a sudden change at period 
5 to 0.2. Sudden changes occur again at time periods 8 and 12 and 16 where there is 
reduction in the anomaly rate of 0.05 each time. Reoccurring concepts involve a gradual 
change from 0.05 to 0.25 up until time period 10, after which a gradual change from
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Algorithm 5.3: v rotated adaptive parameter tracking (i/ RAPT).
Input: For each data set Vt, i  =  1 ,2 ,...
Training data {x t{ i)  G X } ,  i =  1,
Testing data {xc{i) G X } ,  i =  1,..., ml 
cr.o{model) =  Equation 5.10 
e G - 0 .0 1
for t G- 1 ,2 ,... do
V a  G - 0.01, U b  G - 0.45, V x  V a  +  ( l  —  ^  { V b  ~  V a ) ,  V y  V a  +  { V b  — V a )  
^\/3\itatef{Va),f{vx),f{vy),f{vb)  / /  F in d  th e  fu n c t io n  p o in ts  a t th e  end
6 — tan  ^ ^  / /  R o ta tio n  ang le
cos9 —sin9 [ I/. 1
sin9 cos9
cos9 —sin9
= = 
■ Vy ■
siu9 cos9 . F y .
Hx  G- Q SSVM {vx), Hy G- Q S SV M (vy)  / /  Models f o r  param eters Vx and Vy 
Classify xt, Fx G- ay{Hx)
Classify Xt, Fy <- (Ty{Hy)
J.map 
pmap 
..map
yjpmap
while \\vb -Va \\  >  e do 
if F^^P < F^^P then
Va G- Vx, Vb G- Vb, Vx G- Vy, Vy Va +  ^ {Vb ~  Va)
Fx G- Fy, F^^P G- F^^P
Hy G- Q SSVM {vy) I I  C o n s tru c t model and c la s s i f y  th e  t r a in in g  se t 
Classify Xt, Fy <r- a-y{Hy)
cosO —sinO 
y j  sin9 cos9
se
Va G- Va, Vb G- I/y, Vy G- Vx, Vx Va +  ( l  ~  (^6 “  Vg)
Fy G- Fx, F^^P G- F^^P
Hx i -  Q SSVM {vx)  / /  C o n s tru c t model and c la s s i f y  th e  t r a in in g  s e t 
Classify G- (Ty{Hx)
Map [vx,Fx] into new co-ordinate system using Equation 5.17
..map
ypmap
- - cos9 —sin9 \ Vx
jpmap sin9 cos9 . Fx
2. Use Hoptimai to  classify data Xc
R eturn  Hoptimai  ^ H 2, Voptimal  ^ V2
0.15 to 0.05 occurs meaning that the time period 21-40 is a mirror image of time period 
1 -2 0 .  The different types of change are illustrated in Figure 5.12.
Two models in the non-stationary environment are considered, an adaptive model where 
the V parameter changes, and a static model where the z/ parameter does not change. 
For the adaptive model, adaptation occurs using either Algorithm 5.2 or 5.3. In the 
static model simulation, a scenario is used where a value of v is chosen prior to imple­
mentation, and this remains constant throughout the simulation. The value of the static 
V is chosen through parameter selection and is the value that maxmizes the F-measure 
on the testing data set. This acts as an upper bound on the performance that can be
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Figure 5.12: Details of concept drift, concept shift and reoccurring concepts.
achieved with a static parameter. A total of 20 Monte Carlo runs are performed to reduce 
the effect of the random elements in the simulation.
5.3.2 Accuracy of the Determination of z/ with u APT and n RAPT
In this section, the accuracy of v APT and v RAPT to determine the v parameter is illus­
trated. Figure 5.13 shows the correlation with the synthetic data sets. Figure 5.14 shows 
the correlation with the real-world data sets. The results highlight that the optimal value 
of z/ is approximately equal to the anomaly rate in the training data set for all data sets 
examined.
Figure 5.13 illustrates the performance of the anomaly rate parameter tracking algo­
rithm for the linear and RBF kernel on the synthetic data set. Figure 5.13(a) illustrates 
that the v RAPT algorithm is able to determine the optimal v parameter for the linear 
kernel, with the optimal parameter determination being slightly less accurate at the 
extremes of the range. Figure 5.13(b) illustrates that the y APT algorithm is able to 
determine the optimal v parameter for the RBF kernel, with v APT providing excellent 
performance across the entire range.
Figure 5.14 displays the results for the three real-world data sets. Good performance 
is achieved on the Wisconsin breast cancer data set for all ranges of the v parameter, 
although the determined value of ly is slightly higher than the actual optimal parameter 
that maximizes the F-measure. For the pen digits data set, v APT is able to determine
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Figure 5.13: Correlation between anomaly rate in the training set and the optimal for 
the synthetic data set.
the optimal u parameter for a broad range of anomaly rates in the training set, although 
performance at the extremes is poorer. Figure 5.14(c) shows the results for the MNIST 
data set. The APT algorithm is able to estimate the value of the v parameter which 
maximizes the F-measure across a broad range of values.
5.3.3 Anomaly Rate Parameter Tracking
The performance that can be achieved in an environment where the anomaly rate is 
changing is illustrated in Table 5.1. The v parameter for the static model is chosen 
through parameter selection and is the value that provides the best performance for 
the F-measure and therefore acts as an upper bound on the performance that can be 
achieved with the static model.
For the synthetic and real-world data sets, ly parameter tracking is superior in terms 
of performance to the static model. The u APT and n RAPT algorithms are able to 
determine the optimal model where the support of the normal data is not too large, 
leading to a high precision rate and a low recall rate, or too small, leading to a low 
precision rate and a high recall rate. By balancing the precision rate and the recall rate, 
an optimal value for the F-measure is achieved, indicating superior performance. For the 
synthetic data set and the linear kernel, there is a large improvement in performance 
for all types of non-stationary data illustrating the ability of ly RAPT to determine the 
optimal model for the training data set which maximizes the F-measure on the testing 
data set, thus improving performance. For the synthetic data set and the RBF kernel, 
superior performance is provided by the adaptive model, with the RBF kernel providing 
superior performance to the linear kernel.
The ly APT algorithm is able to provide superior anomaly detection performance than 
the static model, measured in terms of the F-measure, for the real-world data sets. For
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Figure 5.14: Correlation between anomaly rate in the training set and the optimal 1/ for 
Wisconsin breast cancer and pen digits data set.
the Wisconsin breast cancer, the F-measure for the adaptive mode is approximately a 
value of 5 better than the static model. For the pen digits and MNIST data sets, the 
performance is a value of 1 0  or greater.
For all data sets, there is a significant improvement in the recall; the model constructed 
was able to label correctly more of the positive data instances. In addition, for all data 
sets, apart from the Wisconsin breast cancer data set, there is an increase in the precision 
of the classifier; of the data instances labelled positive by the model, more are correct. 
The superior performance of the model in terms of precision and recall illustrates that 
the adaptive model is able to determine a boundary that can correctly label more of the 
positive instances (recall), while minimizing the error on the data that has been labelled 
positive (precision). For the Wisconsin breast cancer data set, there is a reduction in 
the precision compared to the static model. The adaptive model is labelling some data
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Table 5.1: Adaptive learning. 20 simulations with a variety of changes in the anomaly 
rate.
Anomaly Rate Change Static Adaptive
Data Set Type Kernel Parameter Precision Recall F-measure Precision Recall F-measure
Concept drift Linear - 69.82 ±  2.31 85.80 ±  2.83 76.91 ±  0.63 94.38 ±  1.95 97.28 ±  0.50 95.79 ±  0.98
Synthetic Concept shift Linear - ■ 69.41 ±2.07 86.09 ±3.40 76.75 ±0.76 93.26 ±  2.08 97.33 ±  0.66 95.24 ±1.15
Reoccurring concepts Linear - 69.23 ±2.31 85.28 ±  3.18 76.34 ±0.59 93.93 ±  1.62 97.03 ±0.82 95.45 ±  0.96
Concept drift RBF 0.1 76.87 ±2.10 83.71 ±  2.50 80.11 ±0.65 93.71 ±  1.30 99.89 ±  0.05 96.69 ±  0.69
Synthetic Concept shift RBF 0.1 76.65 ±2.24 83.99 ±  1.61 80.16 ±0.87 93.35 ±  1.16 99.89 ±  0.07 96.50 ±  0.62
Reoccurring concepts RBF 0.1 76.25 ±  1.91 83.72 ±  1.95 79.76 ±0.59 93.21 ±  1.38 99.89 ±0.06 96.43 ±  0.73
Concept drift RBF 0.7 81.63 ±  2.67 82.24 ±  3.35 81.90 ±1.31 75.68 ±0.99 97.90 ±0 .37  85.36 ±0.69
Cancer Concept shift RBF 0.7 79.77 ±3.52 81.38 ±3.34 80.51 ±  0.93 76.77 ±0.90 98.20 ±0 .47  86.17 ±0.58
Reoccurring concepts RBF 0.7 80.63 ±  2.90 84.14 ±  2.80 82.21 ±  1.11 78.81 ±0.95 98.27 ±0.42 87.47 ±  0.55
Concept drift RBF 2.0 79.24 ±  2.60 84.96 ±  2.92 81.91 ±0.79 89.11 ±  1.91 93.86 ±  2.22 91.40 ±  1.51
Pen Digits Concept shift RBF 2.0 74.41 ±3.39 82.76 ±3.31 78.18 ±  1.18 85.75 ±  1.36 94.11 ±  1.92 89.72 ±  1.31
Reoccurring concepts RBF 2.0 75.59 ±  2.31 88.99 ±3.02 81.86 ±1.14 83.47 ±1.69 96.65 ±  1.33 89.57 ±1.25
Concept drift RBF 6.0 80.65 ±2.90 86.16 ±3.40 83.17 ±0.65 95.69 ±  0.65 94.75 ±0.73 95.22 ±0.35
MNIST Concept shift RBF 6.0 77.82 ±2.09 83.33 ±  2.42 80.52 ±0.91 95.04 ±  0.51 94.75 ±0.87  94.89 ±0.55
Reoccurring concepts RBF 6.0 78.99 ±  2.56 90.85 ±2.76 84.43 ±  0.72 94.78 ±0.57  96.76 ±0.41 95.75 ±  0.35
instances positive, when they are actually negative. This is due to some data instances 
near the border being misclassified by the model. However, the adaptive model balances 
the error on the positive data instances with aiming to correctly identify as many positive 
instances as possible, in order to increase the F-measure.
5.4 Conclusion
In this chapter, an online and adaptive algorithm to perform model selection for the 
QS-SVM has been proposed. It was shown that the selection of an appropriate anomaly 
rate parameter is critical in order to obtain optimal performance from the QS-SVM. 
By exploiting characteristics of the training set, it was shown that an estimation for an 
optimal z/ can be found by searching the parameter space for indications that the optimal 
u has been achieved. An adaptive model can be built by the automatic estimation of an 
optimal z/ for each training set.
An evaluation of the two proposed algorithms, z/ APT and z/ RAPT, showed that the 
optimal value of z/ on a variety of data sets can be iterated to. An evaluation of the 
two algorithms in a non-stationary environment when the anomaly rate is changing 
illustrates that an adaptive model can offer an improved performance over a static 
model. The tracking of the anomaly rate in the training set allows the adaptive model to 
dynamically adjust the z/ parameter to adapt to the training set and create a model that 
better represents the support of the data distribution. When this boundary is used to 
classify data from the testing data set, which is also drawn from the same distribution, 
there are fewer classification errors. The static model, using a constant value of z/, is 
unable to match the performance in terms of the F-measure.
A limitation of the approach is that the optimal u parameter is selected, but not the 
kernel parameter. The linear kernel does not require a kernel parameter, however, this 
kernel can only be used if the data is one-sided in ^nd the normal and anomaly
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data can be separated by a sphere centred at the origin. The RBF kernel is a more 
commonly used kernel which often exhibits superior performance. For the algorithm to 
operate correctly with the RBF kernel, the parameter a  needs to be determined so that 
underfitting or overfitting of the model does not occur.
5.5 Summary
In this chapter Research Objective 2 was discussed with the aim of determining the 
optimal parameters for a model. Two algorithms were presented that aim to estimate the 
optimal parameter for a QS-SVM anomaly detection model. Determining the parameter 
online allows for adaptation in an online environment with non-stationary data.
Chapter 4 and Chapter 5 have examined anomaly detection in a non-stationary envi­
ronment where there is a requirement to update a model and determine the optimal 
parameters. In the next chapter, the final research objective is addressed. Anomaly de­
tection in a distributed environment aims to learn where data are not available to a 
centralized classifier, but rather are distributed amongst a number of nodes.
Anomaly Detection in a Distributed 
Environment
Centralized learning, where the data set is available in its entirety to one classifier, is a 
well-studied area. However, if the data set is distributed over more than one physical 
location, a different approach needs to be taken. For the centralized approach, this 
requires the communication of all data to a central node. This can be prohibitive if the 
data set is large. Robustness is also reduced as links close to the central node become 
critical. A local learning approach uses the data set in the local location to construct 
a classifier, this has the advantage that no communication between nodes is required. 
However, insufficient data might mean that the classifier is not representative of the 
whole data set, and different nodes will form different models. An alternative approach, 
distributed learning, aims to allow communication between nodes in order for nodes 
to construct a classifier that tends towards the centralized model. Nodes communicate 
summarized information about the local data set, with this information being used to 
construct a global classifier on each local node.
Research Objective 3 aims to perform anomaly detection in an environment where data 
are not available to one instance of an anomaly detection algorithm, rather they are 
distributed amongst a number of nodes. The objective aims to perform fully distributed 
learning, where the network connectivity graph G is strongly connected and each node 
operates with only the knowledge of its local neighbourhood. The nodes do not have 
unique labels to attach to messages and a routing table in order to identify a multi­
hop destination. This lack of infrastructure in a network is found in wireless sensor 
network (WSN)s, ad-hoc and mobile networks. In this chapter, a modified version of 
principal component analysis (PCA) based on the minimum volume ellipse is proposed 
which is robust to anomalies in the training set. A distributed form is then derived in 
order to perform anomaly detection in a fully distributed environment.
This chapter makes the following contributions;
• Presents a version of PCA based on the soft-margin minimum volume ellipse which 
is less susceptible to the perturbance of the principal components than PCA. This
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improves on the performance of classical PCA when there are anomalies in the 
training set.
• Derives a distributed version of the soft-margin minimum volume ellipse in order 
to obtain the principal components from data distributed across a large number 
of nodes. The algorithm operates in a fully distributed manner, with a local node 
only using knowledge of its local neighbourhood and with no routing of messages 
in the network.
• Provides a detailed evaluation of anomaly detection in a distributed environment. 
The proposed technique is evaluated and compared with other state-of-the-art 
anomaly detection methods using real-world data sets.
The organization of this chapter is as follows. In Section 6.1, the preliminaries and 
problem statement are defined. In Section 6.2, the minimum volume elliptical PCA 
(MVE-PCA) algorithm in both centralized and distributed form is derived. Section 6.3 
evaluates the algorithm using a broad range of data sets and network environments. 
Section 6.4 provides the conclusion.
6.1 Preliminaries and Problem Statement
Consider a network of J  nodes connected in an undirected graph G{J,E)  where J  rep­
resents the nodes and E  represents the edges. The edges represent the communication 
links between the nodes with the restriction that a node j  e J  is only able to communi­
cate with its one-hop neighbours. Therefore, define Bj  as the set of nodes in J  that a 
node j  can communicate where B j  C J. The graph is assumed to be connected in that 
any two nodes in G are able to communicate over a multihop path. It is assumed that 
all links are symmetrical.
Each node has a data set of unlabelled data. Define Sj := {{xjn) : n =  1--N j}  , where 
Xjn 6 W .  The whole data set is S =  Uj=i,... j  The data at the nodes are dravm from 
the same unknown distribution and are stored locally at nodes.
An assumption is made that it is infeasible to transmit all data to a central node for pro­
cessing and there is a requirement to minimize the number and length of transmissions 
in order to conserve energy. Communication between nodes using links is limited and 
local computation is preferred to communication. A synchronous time model is assumed 
where time is slotted across all nodes. In any time slot, a node may communicate with 
a neighbouring node as required.
The aim of this research is to identify the data samples that are considered anomalous 
in the data set distributed amongst all the nodes in the network. These are termed the 
global anomalies. A global anomaly is a data sample that is considered an anomaly in 
the global data set S =  Uj=i,... ,j rather than just the local data set Sn. In order to 
detect global anomalies on a local node, a classifier is constructed on a local node that, 
within some error bounds, is the classifier that would have been constructed had all 
the data been available to the local instance of the algorithm. The approach taken to 
construct the global classifier on local nodes is described in detail below.
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6.2 Distributed Minimum Volume Elliptical PCA
In order to detect global anomalies in a local data set, it is a requirement to construct 
a classifier on a local node that has been constructed using information concerning 
the data on a local node and the remaining nodes in the network. In order to perform 
this, in this section the two contributions are introduced. The first contribution is an 
approach to anomaly detection termed MVE-PCA. The technique is shown to have 
superior performance to PCA in the presence of anomalies in the training set. The 
advantage of using this approach is that it requires the solution of a convex optimization 
problem, which allows a reformulation of the convex optimization problem using the 
alternating direction method of multipliers (ADMM). This is the second contribution, 
where a distributed form of MVE-PCA is derived which allows a node to construct a 
classifier that approximates the global classifier but only requires limited communication 
with its one-hop neighbours.
6.2.1 Minimum Volume Elliptical PCA
As discussed in Section 2.3.3, a shortcoming of PCA in its application to anomaly detec­
tion is that the derived principal components are susceptible to perturbance by anoma­
lies in the training data set. In order to overcome the limitations of PCA in determining 
the principal components for a data set, an algorithm termed MVE-PCA is proposed. 
First, it is possible to determine a minimum volume ellipse surrounding a data set. The 
hard-margin minimum volume ellipse is defined as [2 0 1 ]
min — log det A
{AM
subject to ||Aæj-F 6||2  < 1 , z =  1 , . . .  ,m. (6 .1)
- 2 < A < 2
Let B  =  {x  e MP' : ||æ|| < 1} be the unit ball, and /  : R” —)■ be an affine map.
Then E  =  f { B )  is an ellipsoid. An affine map is a transformation in an affine space that 
preserves straight lines. The case is restricted to a square matrix where the affine map, 
/ ,  is invertible. Therefore f { x )  =  A x  +  b where A  is a square, non-singular matrix. The 
representation of the ellipse can be rewritten as
E{A,  6 ) =  {æ 6  R : (æ -  6 )"' (x -  6 ) <  1 } (6.2)
This notation is shortened to
E { M ,  b) =  { x e R : ( x -  b ^ M i x  -  b) < 1} (6.3)
for the positive definite matrix M  =  {AA^)~^  and the vector b.
The quadratic form Q{x) =  x ^ M x  is positive definite whenever M  is. The basis of 
E { M ,  b) is derived from the eigenstructure of M . As M  is positive definite, it has 
real positive eigenvalues 1 < Ai < A2 < • • • < with corresponding orthonormal 
eigenvectors {ui,U 2, • • • ,Up} where M v k  — X^Vk, 1 ^  k ^  p. The orthogonal matrix
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P  =  [viV2 "-Vpl  provides the spectral decomposition; M  =  P A P   ^ =  P A P ^  where 
P~^ =  P ^  and A is the diagonal matrix of eigenvalues. Therefore
A  =  P a A a P \  (6.4)
M  =  =  P a A \ p J  (6.5)
Am =  ^  (6 .6 )
Thus, an eigen decomposition of A  will determine the eigenvectors and eigenvalues of 
M . The axis of the ellipse E { M ,  B )  is the linear span Vk and the semiaxial length
is A^  .^ The ellipse acts as a new basis for the space and this is derived from the eigen 
decomposition of M , with the basis vectors ordered by the decreasing magnitude of the 
eigenvalues.
The residual error is selected as the distance measure in order to discern normal from 
anomalous data [166]. By projecting a mean-centred data instance xt onto the principal 
component (PC)s, the data vector is decomposed into two vectors, xt and e^ . Parallel to 
the PCs is Xt, and et is orthogonal to the PCs. The original vector can be reconstructed 
from the parallel and orthogonal component, xt =  x t et. The residual error st is 
determined using et =  xt ~ x t .  The squared sum of the residual, called the squared 
prediction error (SPE) or Q statistic, is the distance from the data sample to its projection 
onto the PCs.
SPE =  \\xt -  =  11(7 -  P P ' ^ ) x t f  < £ (6.7)
where e is the predetermined error threshold.
As mentioned previously anomalies in the training data set can skew the axis of the 
basis derived via PCA. An advantage of using the minimum volume ellipse (MVE) to 
derive the axis of the new basis is that slack variables can be introduced in order to 
exclude some samples from the derivation of the orthogonal axis of the ellipse.
In the presence of anomalies it can be appropriate to introduce slack variables, and 
add a corresponding penalty term to the objective function. The use of slack variables 
to allow some data vectors to lie outside the boundary does not always produce the 
minimum volume. Although the data vectors are guaranteed to lie outside the boundary 
they still affect the boundary of the model [202]. Several techniques have been proposed 
to circumvent this problem. Pauwels and Ambekar [6 6 ] reformulate the cost function for 
the one-class SVM (OC-SVM) so that the centre of the sphere is a weighted median of the 
support vectors, rather than the weighted mean of the support vectors. Dolia et a l  [203] 
use kernel ellipsoidal trimming where the outliers are removed from the training set and 
the algorithm rerun. Both OC-SVM and kernel ellipsoidal trimming use the boundary 
for anomaly detection. Therefore, only the data samples that are considered anomalies 
can be excluded. However, MVE-PCA aims not to determine the boundary but rather the 
PCs. Therefore, the penalty for the slack variable can be reduced further so that more 
data lie outside the boundary and it has less influence on the principal components. 
This will reduce the effect that the anomalies will have on the PCs.
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Adding slack variables to Equation 6.1 the following is obtained
2 m
min —log det A h-------------A-
{A M }
subject to II Aæi +  b||2 ^ 1 +  z =  1 , . . . ,  m. (6 .8 )
- 2 ^ A ^ 2
where
JII Aa?i +  6||2 -  1 , if ||Aæi +  b||2 > 1  
 ^ 1 o, otherwise
The parameter n represents the cost for allowing data instances to lie outside of the 
MVE where z/ > 0. The range and value of z/ varies according to the training set. Using 
Equation 6.2 and 6.3 the basis is derived from the eigen decomposition of A.
6.2.2 Distributed Minimum Volume Elliptical PCA
In this section, MVE-PCA is reformulated as a distributed optimization problem. This 
allows local nodes to obtain the global solution by solving subproblems of the convex 
optimization problem and passing information about the solution to one-hop neigh­
bours.
To reformulate Equation 6 .8  as a distributed convex optimization problem, the ADMM 
is used (see, for example, a review by Boyd [204]). Problem 6 .8  can be rewritten as 
a global consensus problem with local variables A j  e and bj e R" and the 
augmented vector Vj := [An, A 12, , A»», bj]' .^
mm
subject to W^jXjn +  bj II2 < 1, Vj € J, n =  1,. . . ,  Nj
C J,n =  . . .  ,N j  (6.10)
A j  =  Ai ,  bj =  b{ i j  C J, i  C Bj  
- 2 ^  A j  ^ 2
In order to solve the global consensus problem, the ADMM [204] is used where
:= argmin +  y f  {v j  -  (6 .1 1 )
:= y ]  +  p (6 .1 2 )
Convergence is achieved when ||uj -  üj H2 < e for a local node Vj.
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One-Hop Neighbours of Sj One-Hop Neighbours of Sj
(a) Node Sj communicates v f  to nodes i e B j .  (b) Nodes i  e  B j ,  the one-hop neighbours of node Sj
communicate Vi to the Sj.
Figure 6.1: Visualization of the exchange of data between nodes.
Thus Equation 6.10 can be rewritten using Equation 6.11 and Equation 6.12 as
mm
subject to
where
1-lo g d e tA , +  —
n = l
"F bj II2 ^ Ij Vj € J ,n  — 1,. . . ,  N j  
^jn ^ 0 Vj G J, 72 =  1, . . . , N j
— 2 ^ A j  ^ 2
Vj =  y j -^ P  -  W) Vj e J , i e  Bj
vi =  - ' ^ V i  Vj  e J , i e  Bj
i= i
(6.13)
(6.14)
(6.15)
Each node j  optimizes the j-dependent terms of the cost function, while meeting the 
consensus constraints A j  =  Ai ,  bj =  bi by exchanging messages with nodes i in the 
neighbourhood Bj. The are local to each node.
After each iteration the vector Vj is broadcast to the i neighbours in Bj.  Once a node j  
has received Vi from all nodes in Bj,  Vi is calculated in preparation for the next iteration. 
For the initial iteration Vi is set to the zero vector. The communication exchange required 
in the algorithm is detailed in Figure 6.1.
In this reformulation of the problem, the objectives and constraints are distributed across 
the network on local nodes. Each node manages its own objective and constraint term. 
A quadratic term is updated each iteration and this forces the variables to converge 
to a common value which is the solution to the centralized problem. It can be shown
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A lgorithm  6.1: Distributed MVE-PCA.
forfc=l,2 ,... do
forall the j  e J do
[_ Compute A j  and bj via Equation 6.13
forall the j  e J do
[_ Broadcast Vj to all neighbours i € Bj
forall the j  G J do
Compute yj~^  ^ via Equation 6.14 
Compute via Equation 6.15
Determine subspace using Equation 6.4 and 6.6 
Determine SPE for a test data instance using Equation 6.7
that the objective function of the iterates approach the optimal value as the number of 
iterations tends to infinity [204].
6.2.3 Convergence
The ADMM has two convergence properties that are applicable. The first is that conver­
gence is achieved when the mean of the objective value of the iterates, approaches the
optimal value of the centralized version (p*). The mean of the objective value is
1 J
— ^  f j  [ y j j  p* as k oo (6.16)
j= i
where f j { v j )  is the objective value of the k^  ^ iteration on node j  and p* is the objective 
value on the centralized version.
The second convergence property is that the squared norm of the residual tends to zero,
i.e.,
-> 0 as /c -> oo (6.17)
The primal residual of the distributed problem is =  (uf ,U j — # ) .  The
squared norm of the primal residual is
lk"ll2 = E ll^ j-^ 'll2  (6.18)
J=1
Distributed MVE-PCA requires the parameter p to be determined. The parameter p > 0 
is called the penalty parameter and determines the step size as the algorithm iterates 
towards the solution.
Once convergence has been achieved, the PCs can be extracted as detailed previously. 
The operation of distributed MVE-PCA is detailed in Algorithm 6.1.
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6.2.4 Complexity Analysis
An important aspect of a distributed algorithm is complexity. A centralized detection ap­
proach requires the communication of the whole data set to a central node. In addition, 
the classifier constructed at the central node needs to be communicated to downstream 
nodes. If the network is fully connected (see later), then the communication complexity 
per node is 0{mp) where p is the dimension of the data vector. The communication 
complexity of the whole network is 0(Jmp) .  If a hierarchical network is in place, then 
each link at the lowest level has a communication complexity of 0{mp).  Each link at 
the next level has a communication complexity of 0 {mp -F tmp) where t is the number 
of links at the lowest level into the node. If a hierarchical network of L  layers is used, 
then the total communication complexity is;
No. Layers
communication =  ^  (L -  l)Lration (6.19)
L—1
where Lratio is the ratio of nodes in layer L.
The distributed anomaly detection algorithm requires that a node j  broadcasts Aj  G 
and bj G to its neighbours Bj  for each iteration. However, Aj  is symmetric
and therefore has a size Communication complexity is therefore 0(p^ -F 3p)
per link per iteration. If s iterations are required for convergence, the communication 
complexity for a node is 0{sp‘^  +  3p)). If the network is a wireless network, due to 
the broadcast nature of communication, the complexity is +  3p) per node per 
iteration. Communication complexity is dependent on the dimension of data sets and 
the number of iterations required to converge. However, it is independent of the number 
of observations on the local node, which can be very large.
MVE-PCA requires a convex optimization problem to be solved on each node for each 
iteration. The computational complexity of solving the convex optimization problem is 
O(m^) per node per iteration. For the centralized version, all the data are available on 
one node and only one iteration is required. Therefore the computational complexity 
is 0((Jm )^). Distributed MVE-PCA has reduced the computational complexity; as the 
data are distributed amongst a number of nodes, the solution of the convex optimization 
problem on each node is smaller as the number of data instances in the training set 
is smaller. The total computational complexity for the whole network is The
algorithm requires that the convex optimization is performed multiple times as the 
algorithm iterates towards the solution. Therefore the total computational complexity 
is 0{Jsm^) where s is the number of iteration to converge. Once the A  matrix has been 
determined, an eigen decomposition of the matrix is required in order to determine 
the principal components. This has a computational complexity of O(p^) for both the 
centralized and distributed approaches.
At each node, the storing of the A  matrix and the b vector is required. The space 
complexity of the distributed algorithm is 0{p ‘^  +  3p), as the A  matrix is symmetric. Cen­
tralized MVE-PCA also requires the storage of A  and b and therefore has the same space 
complexity. Communication and computational complexity are detailed in Table 6.1 and 
further examined in Section 6.3.7.
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Table 6.1: Comparison of the complexities for the centralized and distributed schemes.
Complexity
Scheme Communication (Total) Space (per Node) Computation (per Node) 
Centralized -  l)ira«o«) O (p^  +  p) o J J j m f + W j
Distributed O {Js (m? +  m)) O {p^  + p )  O {sm  ^+  p )^
J =  no. of nodes, n =  total no. data, m =  no. data instances at node, p =  data dimension 
s =  no. iterations to converge, L =  no. of layers, Lratio =  ratio of nodes in Layer L
6.3 Evaluation
In this section, evaluations on synthetic and real-world data are presented to illustrate 
the performance of MVE-PCA and distributed MVE-PCA. The evaluation environment is 
varied in order to examine the behaviour of the proposed algorithm in a broad range of 
settings. All algorithms are implemented in MATLAB. To solve problem 6.13, CVX was 
used, a package for specifying and solving convex programs [175, 176]. The elements 
considered in the evaluation are network topology network size and data sets.
6.3.1 Network Topology
Two network topologies are considered in the evaluation, fully connected networks and 
strongly connected networks. In a fully connected network, each node is connected to 
every other node. In a strongly connected network, there is a directed path from a vertex 
u to a vertex z;, for every pair of vertices u, v. Therefore, a specific node is reachable 
from every other node in the network, however, the path between two nodes might be 
a multi-hop path via the other nodes.
Several metrics define a strongly connected network. The connections between nodes, 
N ,  are defined as edges, E,  where an edge is directed (one-way). The density of a 
strongly connected network, d, is defined as
A random strongly connected network will vary in density with the bounds defined as
^ < d < l  (6 .2 1 )
L - 1
The lower and upper bounds of the density are achieved by the ring network and 
the fully connected network, respectively. The number of connections a node has also 
illustrates how connected a network is. Therefore the mean degree per node (MDPN) 
is also used.
To generate the network topologies used in the evaluation, the MATLAB Tools for Net­
work Analysis [205] was used. This tool constructs a random binary graph where the 
probability of a connection is ^ / e .
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Table 6.2: Real-world data sets.
Data Set Each Fold
Data Set Classes Dimension
(Normal +  Anomaly) (Normal +  Anomaly) 
Training Testing
Liver Disorder [178] 2 6 100(90 +10) 220(110-F 110)
Australian Credit Approval [178] 2 14 180(162 -F 18) 290(145 -F 145)
Letter Recognition [178] 26 16 200(180 4- 20) 1188(594 -F 594)
Abalone [178] 29 8 200(180 -F 20) 2454(1227 -F 1227)
Non-Coding RNA [180] 2 8 400(360 -F 40) 4000(2000 +  2000)
Shuttle [178] 7 9 400(360 +  40) 4000(2000 -F 2000)
6.3.2 Data Sets
A 2-dimensional synthetic data set is used to examine the operation of the distributed 
anomaly detection algorithm. The normal data are formed from a Gaussian distribution 
A/'(E, p) where
'0.0278 0.0204' 
.0.0204 0.0233,
/X = (6 .2 2 )
In order to examine the perturbance of the PCs by the anomaly data instances, anoma­
lies are introduced into the data set. In the first synthetic data set. Figure 6.2(a), the 
anomalies are uniformly distributed around the normal data. In the second data set. 
Figure 6.2(b), the anomalies are uniformly distributed above the normal data, and in 
the third data set. Figure 6.2(c), the anomalies are uniformly distributed below the 
normal data. Anomalies form 10% of the training set. The data set is standardized by 
subtracting the mean and dividing by the standard deviation.
In addition to synthetic data, real-world data sets have been used to examine the perfor­
mance of the distributed learning approach. Six data sets with different characteristics 
were chosen from Table 3.1 in order to evaluate performance. In order to be employed 
in the evaluation of the performance of anomaly detectors, the data sets are reorga­
nized. For the two-class data sets, the class containing more data samples is used as 
the normal class, while the other class is considered to be the anomaly class. For a 
multi-class data set, one class is considered normal, while the others are combined to 
form the anomaly class [69, 179]. If the data set had a train and validation or test set, 
these were concatenated. Six data sets are used from different application domains 
including medical diagnosis, image recognition and sensor measurements. The data 
sets exhibit a broad range of characteristics and therefore provide varied data in order 
to examine performance. All data sets are standardized by subtracting the mean and 
dividing by the standard deviation. Information regarding the real-world data sets is 
shown in Table 6.2.
The selected data sets are randomly partitioned into 10 independent folds for cross- 
validation as detailed in Algorithm 3.1. For each fold, a training and a testing set are 
formed. For the training set, the required number of normal and anomaly data samples
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are randomly chosen without replacement from the appropriate class of the data set. 
The testing set consists of an equal number of normal and anomaly samples. To form the 
data sets in a distributed environment, an equal number of data instances is randomly 
distributed across the nodes.
6.3.3 Performance Assessment
To examine performance, the area under ROC curve (AUG) is used. The false positive 
rate (FPR) is the ratio of false positives to normal measurements and the true posi­
tive rate (TPR) is the ratio of true positives to anomalous measurements. To compare 
schemes, receiver operating characteristic (ROC) curves are generated by varying the 
anomaly ratio used to determine the threshold distance for the reconstruction error. 
Conceptually, the threshold was varied from —oo to +oo and the resulting FPR and TPR 
form the ROC curve. The AUC [191] is used to summarize the performance achieved. 
An AUC value of 1 represents 100% accuracy and an AUC value of 0.5 or lower indicates 
performance worse than random assignment of labels.
In addition, the convergence of the algorithm is examined. It is required that the algo­
rithm converges to the affine transformation of the centralized version. This equates to 
the algorithm being able to correctly learn the scaling and rotation matrix A  and the 
transformation vector b. To measure convergence, the relative error is used [112].
where [À b] denote the rotation matrix and the transformation vector and || -1|^ denotes 
the Frobenius norm.
In addition, the relative error is used to show how distributed MVE-PCA is able to iterate 
towards the objective value of the centralized version. The relative error is defined as
^objVal (6.24)
The benchmark methods were chosen due to their proven performance as anomaly de­
tectors on a wide variety of data sets. For example, in a recent performance evaluation 
by Janssens et al. [69] of five anomaly detection techniques from the fields of machine 
learning and knowledge discovery, the OC-SVM [64] and the radial basis function (RBF) 
kernel and local outlier factor (EOF) [39] outperformed other anomaly detection tech­
niques. In another evaluation of current anomaly detection methods, [165], k-nearest 
neighbour (fc-NN) is shown to be the optimal performer for the data sets used. The 
mean centred ellipse (MCE) has also been used in a distributed environment [75].
6.3.4 MVE-PCA
In this section, the performance of MVE-PCA is examined and compared with PCA and 
other benchmark anomaly detection methods. First, the 2-dimensional synthetic data
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Figure 6.2: Comparison of the PCs derived from PCA and MVE-PCA.
set introduced in Section 6.3.2 is used to visualize the operation of MVE-PCA. Next, 
real-world data sets are used to examine performance. For all algorithms, parameter 
selection is used to determine the optimal value of the required parameters. For PCA, 
the subspace dimension is required. MVE-PCA requires the subspace dimension and the 
ly parameter. Figure 6.2 depicts the operation of MVE-PCA on the synthetic data set. 
The three figures depict the axis of the two PCs determined by MVE-PCA and PCA. The 
PCs of PCA performed on the normal data act as a benchmark. In Figure 6.2(a) the 
anomalies lie either side of the first PC, however, the principal components of PCA are 
still skewed by the anomalies from the actual PC obtained using only the normal data. 
MVE-PCA is able to determine PCs close to the actual PCs. Figure 6.2(b) and 6.2(c) 
show how the anomalies that lie on one side of the normal data skew the PCs by pulling 
the first PC towards them. Again, although there is skewing of the PCs of MVE-PCA, 
it is less pronounced than PCA. Through the use of slack variables, the effect of the 
anomalies on the principal components is reduced, therefore the PCs determined are 
closer to those derived only from the normal data.
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Table 6.3: Comparison of centralized and local learning approaches. The data are ran­
domly distributed across the nodes. For the local learning approach the number of nodes 
is noted. Mean and standard deviation of 10 simulations.
Liver Disorder Australian Credit Approval Letter Recognition
Local Centralized Local Centralized Local Centralized
No. Nodes 10 5 1 10 5 1 10 5 1
MVE-PCA
PCA
LOF
MCE
fc-NN
ABOD
OC-SVM
58.92 ±  1.42 
56.51 ± 1 .63  
53.28 ±1 .62
51.95 ±  2.00 
51.64 ±  1.95
47.96 ±  2.01 
53.70 ±  1.01
59.47 ±  1.40 
56.85 ±  1.94 
52.75 ±  1.50 
53.09 ±  2.25 
51.90 ±1 .66  
47.64 ±1 .98  
55.46 ±  1.22
64.34 ± 1 .8 7  
60.05 ±2 .20  
54.07 ±  2.54 
50.50 ±  2.79 
52.89 ±  2.99 
47.28 ±2 .15  
56.85 ±1 .59
73.98 ±1 .22  74.48 ±1.22  
70.12 ±1 .30  72.29 ±1.32  
64.41 ± 2 .28  65.84 ±2 .43  
60.55 ± 0 .98  66.07 ±1 .45  
69.07 ± 2 .14  69.92 ±2.16  
64.29 ± 1 .87  64.87 ±1 .95  
71.26 ±  1.60 70.13 ±  1.70
80.77 ± 5 .2 8  
78.41 ±  6.56 
65.29 ±  2.53 
69.79 ±  3.26 
77.12 ±  3.22 
64.85 ±  2.88 
80.03 ±  2.58
94.96 ±0 .21  96.12 ± 0 .19  
94.29 ± 0 .2 4  94.82 ±0 .19  
93.39 ±0 .3 2  94.94 ±0 .29  
90.82 ± 0 .3 0  94.01 ± 0 .3 3  
94.84 ± 0 .2 7  96.25 ±0 .2 5  
93.00 ± 0 .3 4  93.86 ±0 .33  
94.45 ± 0 .2 8  95.87 ±0 .2 4
97.59 ± 0 .60  
96.51 ±  0.76
94.85 ±  0.80 
96.66 ±  0.71
97.85 ±  0.47 
94.58 ±  0.74 
98.44 ±  0.37
Abalone Non-Coding RNA Shuttle
Local Centralized Local Centralized Local Centralized
No. Nodes 40 20 1 40 20 1 40 20 1
MVE-PCA
PCA
LOF
MCE
fc-NN
ABOD
OC-SVM
82.19 ±0.51  
81.06 ±0 .43  
78.99 ±0 .45  
77.40 ±  0.53 
81.60 ±0 .56  
80.01 ±  0.53 
82.57 ±0 .55
82.73 ±  0.48 
81.68 ±0 .45  
80.05 ±  0.47
81.16 ±0 .69
83.17 ± 0 .6 7  
82.65 ±  0.56 
82.49 ±  0.58
83.28 ±  0.98 
82.77 ±  1.03 
82.79 ±  0.56 
83.46 ±  0.84 
86.25 ±0 .51  
87.30 ±0 .59  
84.73 ±  1.06
73.01 ± 0 .33  78.44 ±0.32  
71.47 ± 0 .35  76.19 ±0 .35  
64.20 ± 0 .45  70.77 ±0 .57  
58.06 ± 0 .3 7  60.05 ±0 .34  
61.52 ± 0 .68  63.65 ±0.75  
59.39 ±  0.74 61.61 ±0 .80  
62.97 ± 0 .60  65.00 ±0.71
86.26 ± 0 .5 1  
85.86 ±  0.68 
66.23 ±  1.23 
75.03 ±  1.18 
70.20 ±  1.84 
65.30 ±  1.20 
71.47 ±  1.75
93.71 ±0 .21  94.68 ±0 .21  
87.52 ±0 .22  76.08 ± 0 .5 4  
82.07 ±0 .21  70.14 ±0 .66  
89.93 ± 0 .30  60.83 ± 0 .5 7
90.84 ±0 .32  65.22 ±0 .62  
88.58 ± 0 .3 4  62.64 ±0 .59
88.85 ±  0.31 66.72 ± 0 .55
98.41 ± 0 .2 9  
85.87 ±3 .32  
95.57 ± 2 .6 4  
82.68 ±  1.43 
90.77 ± 0 .8 0
91.33 ±0 .5 9
89.33 ±1 .1 5
A performance evaluation to compare MVE-PCA with PCA and other state-of-the-art 
anomaly detection algorithms is performed. The results are displayed in Table 6.3. Both 
the centralized and local learning approaches are evaluated. In the centralized approach, 
all the data are available to one instance of the classifier. The experimental results are 
averaged over 10 folds for each tuning, and then the highest AUC corresponding to 
the specific tuned parameter is reported. Therefore, the value of the specific tuned 
parameter varies across different data sets. For the centralized classifiers, the mean and 
standard deviation over the 10 folds are given and the bold-faced AUC values indicate 
the best method for the particular data set. The ROC curves for three of the real-world 
data sets and the four best performing classifiers are illustrated in Figure 6.3.
In the local approach, the data are randomly distributed between the nodes in the 
network. The data set on each node is then standardized by subtracting the mean and 
dividing by the standard deviation. Each node constructs a classifier from the data 
available on the node. The same test data set is used across all nodes. Parameter tuning 
is performed on each node as for the centralized version. The mean of the local classifiers 
is noted and then the mean and standard deviation of the performance over the 10 folds 
are recorded.
The results show that MVE-PCA outperforms PCA on all data sets for both the local and 
centralized learning approach. For some data sets, such as Australian credit approval and 
shuttle, there is a significant improvement in performance, for others such as abalone 
and non-coding RNA the performance of MVE-PCA and PCA is similar. The superior 
performance of MVE-PCA is due to the ability of MVE-PCA to derive the PCs more 
accurately than PCA when there are anomalies in the training set.
For the alternative anomaly detectors, some algorithms are able to exceed the perfor-
6.3. Evaluation 132
§
oc
(/)o
CL
0.8
0.6
0.4
 M V E -P C A
 PCA
 MCE
 O C -S V M
0.2
0
0 0.2 0.4 0.6 0.8 1
I
o
CL
0)3
False Positive Rate 
(a) Australian
1
0.8
0.6
0.4
 M V E -P C A
 PCA
 LOF
 O C -S V M
0.2
0
0 0.2 0.4 0.6 0.8 1
i
OC
o
CL
False Positive Rate 
(b) Non-coding RNA
1
0.8
0.6
0.4
 M V E -P C A
 LOF
 K -N N
 ABOD
0.2
0
0 0.2 0.4 0.6 0.8 1
False Positive Rate 
(c) Shuttle
Figure 6.3: ROC curves for three of the data sets. The ROC curves of the four best 
performing classifiers on the data set are shown.
mance of MVE-PCA on some of the data sets. The OC-SVM and the RBF kernel is the 
superior performer on two of the data sets, however, MVE-PCA has similar performance. 
Other algorithms show similar performance on some of the data sets. For the letter recog­
nition data set, PCA and MCE show similar performance to MVE-PCA. However, on the 
liver disorder and shuttle data sets, MVE-PCA shows significantly better performance 
than all the other classifiers.
For most classifiers and data sets, the centralized approach is significantly better than 
local learning. For example, with the MVE-PCA classifier and a network of 20 nodes, 
the non-coding RNA data set has an AUC of 78.44 ±  0.32 whereas the centralized per­
formance has 86.26 ±  0.51. This trend continues across all data sets. Clearly an increase 
in the number of data instances improves the classifier of the centralized version. The 
increased performance of the centralized classifier shows the necessity for a distributed 
approach where information is exchanged between nodes in order to construct a classi-
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fier that approaches that of the centralized classifier.
6.3.5 Distributed Anomaly Detection - Synthetic Data Set
The previous section showed the necessity for a distributed learning approach when data 
are distributed over a number of nodes. In this section the performance of the distributed 
anomaly detection algorithm is examined with a synthetic data set. A strongly connected 
network of 2 0  nodes is considered with the data randomly distributed across all nodes. 
The network has a network density of 0.179. The number of iterations is chosen in order 
that convergence occurs.
Figure 6.4 shows the evolution of the PCs determined by MVE-PCA and the convergence 
measures. In Figure 6.4(a) the first PC derived by the nodes are shown along with the 
first PC derived by centralized PCA. The local PCs significantly differ across each node 
and also differ from the centralized PC. At iteration 10, Figure 6.4(b), the local PCs 
are now closer to that of the centralized PCs. As the iterations continue, the difference 
between the local and centralized PCs decreases until at 200 iterations. Figure 6.4(d), 
convergence has occurred and there is minimal difference between the PCs on local 
nodes and the centralized PC.
Figure 6.4(e), 6.4(f) and 6.4(g) depict the evolution of the convergence measures. 
Both Erei and Ijr^ Hg decrease asymptotically towards zero, illustrating convergence. 
The objective value of the distributed approach converges to that of the centralized 
approach in about 1 0 0  iterations and remains constant after, further illustrating that 
convergence has occurred.
6.3.6 Distributed Anomaly Detection - Real-World Data Sets
In this section, distributed MVE-PCA is examined in environments with differing net­
work topologies. Two types of topologies are used; a fully connected network and 
random strongly connected networks with differing network densities. The data sets 
with a training set of 2 0 0  data instances or less were distributed over five and ten nodes, 
and the data sets with 400 data instances were distributed over twenty and forty nodes. 
The real-world data sets from the centralized approach are now used in a distributed 
setting. 10 Monte Carlo runs are performed to reduce the effect of random elements 
in the simulation. As the distributed learning approach should yield a classifier that is 
very close to that of the centralized approach, the optimal parameters for the central­
ized classifier are used for the distributed classifier. The value of p was chosen using 
parameter selection, selecting the value that allowed convergence to occur quickly and 
accurately. The number of iterations was chosen so that convergence occurred.
Table 6.4 details the results of the performance evaluation. The network parameters, 
convergence information and results are displayed. The convergence information shows 
that MVE-PCA is able to converge on a solution that is close to the centralized solution. 
The relative error for the rotation matrix A  and transformation matrix b is driven to a 
small value during the iterations, showing that the distributed version is able to learn 
A  and b of the centralized version. The squared norm of the primal residual, ||r||2.
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Figure 6.4: Snapshots of the first principal component derived for a synthetic training 
set evolving with time. The parameters are p =  0.07 and 200 iterations. A network of 
2 0  nodes with a network density of 0.179.
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Table 6.4: Comparison of centralized and distributed learning approaches. The data are
randomly distributed across the nodes. Mean and standard deviation of 10 simulations.
Network Convergence Performance - AUC
Nodes Density MDPN P Iteration Erel iidi: ^objVal Distributed Centralized
5 1.000 4.00 1.0 80 1.94 X  10-2 4.46 X 10-2 2.46 X 10-2 64.34 ±1.97
5 0.600 2.40 1.0 80 5.56 X  10-2 5.12 X 10-2 8.28 X  10-2 63.87 ±4 .75
Liver Disorder 510
0.400
1.000
1.60
9.00
1.0
1.0
80
80
8.16 X  10-2 
6.35 X  10-2
2.71 X  10-2 
4.90 X  10-2
3.45 X  10-2 
1.74 X  10-2
64.24 ± 2.28 
64.14 ±1.97 64.34 ± 1.87
10 0.422 3.80 1.0 80 9.07 X  10-2 4.67 X 10-2 3.96 X  10-2 63.87 ±2.02
10 0.311 2.80 1.0 80 1.15 X  10-1 3.34 X 10-2 7.44 X  10-2 63.56 ± 2.14
5 1.00 4.00 0.1 50 1.72 X  10-2 8.28 X 10-2 5.01 X  10-2 80.76 ± 5.29
5 0.600 2.40 0.1 50 8.45 X 10-2 1.16 X  10-2 1.32 X  10-2 79.00 ±8.26
Australian Credit Approval 510
0.400
1.00
1.60
9.00
0.1
0.1
50
50
3.91 X  10-1 
1.58 X  10-2
9.96 X  10-2 
1.98 X  10-2
1.70 X  10-2 
1.00 X  lO-'i
77.97 ±4.59 
80.76 ± 5.25 80.77 ±5.28
10 0.422 3.80 0.1 50 3.40 X  10-2 3.47 X  10-2 4.77 X  10-2 80.13 ±6.23
10 0.311 2.80 0.1 50 2.78 X  10-1 2.04 X  10-1 5.54 X 10-2 81.51 ±4.99
5 1.00 4.00 0.1 25 9.73 X  10-2 1.87 X  10-1 5.83 X 10-2 97.46 ±0.58
5 0.600 2.40 0.1 25 1.06 X  10-1 1.82 X 10-1 5.56 X 10-2 97.39 ± 0.55
Letter Recognition 510
0.400
1.00
1.60
9.00
0.1
0.5
25
50
1.43 X  10-1 
2.50 X  10-2
1.88 X  10-1 
1.76 X  10-1
9.86 X  10-2 
1.30 X  10-2
97.10 ± 0.73 
97.56 ± 0.61 97.56 ± 0.48
10 0.422 3.80 . 0.5 50 3.66 X  10-2 1.97 X  10-1 5.04 X  10-2 97.48 ± 0.70
10 0.311 2.80 0.5 50 6.07 X  10-2 2.06 X 10-1 6.03 X  10-2 97.32 ±0.70
20 1.00 19.00 0.1 100 3.14 X  10-2 1.02 X 10-1 8.31 X 10--* 83.23 ± 1.04
20 0.211 4.00 0.1 100 2.06 X  10-2 1.23 X  10-1 2.10 X  10-2 83.18 ±1.16
Abalone 2040
0.147
1.00
2.80
39.00
0.1
0.1
100
150
2.19 X  10-2 
3.18 X  10-2
1.43 X  10-1 
1.93 X  10-1
3.38 X  10-2 
1.09 X  10-2
83.00 ±1.27 
83.23 ± 1.04 83.28 ± 0.98
40 0.209 8.15 0.1 150 1.81 X  10-2 2.21 X  10-1 1.55 X  10-2 83.09 ±1.14
40 0.159 6.20 0.1 150 1.79 X  10-2 2.15 X 10-1 2.48 X  10-2 83.10 ±1.17
20 1.00 19.00 0.1 50 3.76 X  10-2 9.57 X  10-2 9.10 X  10-2 86.25 ± 0.52
20 0.211 4.00 0.1 50 6.56 X  10-2 7.04 X lOi 7.65 X  10-2 86.10 ± 0.46
Non-Coding RNA 2040
0.147
1.00
2.80
39.00
0.1
0.05
50
100
3.80 X  10-2 
3.01 X  10-2
6.23 X  10-1 
1.81 X 10-1
1.22 X  10-2 
1.96 X  10-^
86.17 ±0.83 
86.25 ± 0.50 86.26 ± 0.51
40 0.209 8.15 0.05 100 1.99 X  10-2 4.84 X  10-1 1.42 X  10-2 86.15 ± 0.56
40 0.159 6.20 0.05 100 2.61 X  10-2 5.18 X  10-1 3.03 X  10-2 86.33 ± 0.58
20 1.00 19.00 0.1 50 6.18 X  lO-"* 1.68 X  10-2 3.64 X  10-2 98.41 ±0.29
20 0.211 4.00 0.1 50 2.14 X  10-2 4.67 X  10-2 1.86 X  10-2 98.08 ± 0.89
Shuttle 20 0.147 2.80 0.1 50 1.91 X 10-2 9.24 X 10-2 1.45 X  10-2 98.35 ±0.41 98.41 ± 0.2940 1.00 39.00 0.1 100 5.20 X  10--* 1.59 X  10-2 3.10 X  10-2 98.41 ± 0.29
40 0.209 8.15 0.1 100 1.02 X  10-2 2.04 X  10-2 2.14 X  10-4 98.42 ±0.29
40 0.159 6.20 0.1 100 1.33 X  10-2 3.23 X  10-2 2.70 X  10-4 98.40 ± 0.31
and the relative error of the objective function, eobjVai, are also driven to zero, further 
illustrating the convergence of the algoridim.
Although the distributed algorithm has access to the same data sets on the nodes as 
the local version, it is able to produce anomaly detection results that are significantly 
better than local learning and which are similar to that of the centralized version. This is 
achieved by solving the distributed convex optimization problem, allowing it to iterate 
to the solution of the centralized version.
Distributed MVE-PCA is able to converge to performance approaching that of the cen­
tralized classifier in all cases. However, there is a difference in the accuracy amongst the 
data sets. Although the Australian credit approval and letter recognition data sets both 
use the same network sizes, the letter recognition data set has superior convergence, 
with an AUC differing from the centralized version by less than 1.0 compared to up 
to 3.0 for the Australian credit approval. Network size and topology also influence the 
accuracy of distributed MVE-PCA. A fully connected network (density 1.0) has the best 
performance for all data sets. For the strongly connected networks (density < 1.0), the 
best performance occurs with the higher density networks.
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Figure 6.5: The non-coding RNA data set with a network of 20 nodes and different 
network densities.
Figure 6.5 illustrates the evolution of the mean of the performance metrics for the 
nodes over the iterations with different network densities. The non-coding RNA data 
set is used with 20 nodes. The AUC value, E^d, ||r0  and objective value are shown. 
Convergence occurs with all network densities, and the converged values approach or 
equal that of the centralized classifier. However, network density has an influence on 
convergence. It can be seen that the fully connected network converges faster and more 
accurately for the AUC, Erei, \\rW2 and objective value. The least dense network, with 
a MDPN of 2.80, converges more slowly and is less accurate. An important aspect of 
the distributed algorithm is the time taken for convergence to be achieved. As noted by 
Boyd, it can take only 10s of iterations to obtain a reasonable estimate [204]. This can 
be seen for the non-coding RNA data set in Figure 6.5(a) where an excellent AUC value 
is achieved in under 2 0  iterations.
Figure 6 .6  illustrates the ROC for the centralized, distributed and local classifiers for 
three data sets. It can be seen that distributed MVE-PCA is able to obtain a similar 
ROC curve as centralized MVE-PCA. The local classifiers exhibit significantly poorer 
performance due to the limited number of data instances in the training set.
6.3.7 Complexity Analysis
This section examines the computational and communication complexity of the central­
ized and distributed learning approach for the evaluation networks. For the centralized 
approach, a hierarchical network is assumed. A three layer multi-level hierarchical topol­
ogy is used with leaf nodes, intermediate parent nodes and a gateway node [147, 149].
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Figure 6 .6 : ROC curves for three of the data sets.
It is assumed that 3/4 of the nodes are in layer 3, with the remaining nodes in layer two 
which transmit to a central node. The classifier is constructed on the central node. The 
computational complexity of the centralized and distributed approaches are displayed 
in Figure 6.7(a). Computational complexity for the distributed learning approach is 
lower than that of the centralized approach. Although the distributed approach requires 
the solution of multiple convex optimization problems at node level to iterate towards 
the solution, it has a much smaller data set on each node. As the solution of the convex 
optimization problems is dependent on the number of data instances in the training set, 
this reduces computational complexity. This is the case for the liver disorder data set 
with 10 nodes and the non-coding RNA data set with 40 nodes.
Communication complexity is displayed in Figure 6.7(b). The communication cost for 
the centralized approach is calculated using Equation 6.19. For the centralized approach, 
communication complexity increases rapidly as the number of data instances on indi­
vidual data nodes increases for both the liver disorder and non-coding RNA data sets.
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Figure 6.7: Complexity analysis with the liver disorder and non-coding RNA data set.
Distributed MVE-PCA has a constant communication complexity regardless of the num­
ber of data instances on a node. Communication complexity depends on the size of 
the matrix A  and the vector b. These summary statistics are transmitted by a node to 
neighbouring nodes, and using distributed MVE-PCA the algorithm is able to iterate 
towards the centralized classifier without the transmission of the data set to a central 
node. A drawback of the approach is the requirement to transmit the matrix A  and the 
vector b for each round as the algorithm iterates towards the final solution. However, 
Figure 6.7(b) shows that the communication complexity is significantly lower than that 
of the centralized version except when there is a small number of data instances on an 
individual node.
6.4 Conclusion
A robust PCA-based anomaly detection algorithm that operates in a distributed environ­
ment was proposed. Minimum volume elliptical PCA is able to determine the principal 
components more robustly in the presence of anomalies by constructing a soft-margin 
minimum volume ellipse around the data that reduces the influences of anomalies in 
the training set. Evaluations on real-world data sets show that the performance of min­
imum volume PCA exceeds that of PCA and other state-of-the-art anomaly detection 
techniques.
Local and centralized approaches to anomaly detection were examined. It was shown 
that a local approach can lead to poor performance compared to the centralized ap­
proach. A solution to this issue is distributed learning which can provide performance 
that approaches that of the centralized classifier. The proposed anomaly detection tech­
nique was reformulated using a distributed convex optimization problem which splits 
the problem over a number of nodes. Communication between nodes is limited to the 
exchange of small matrices between neighbouring nodes. Evaluation of the distributed
6.5. Summary 139
minimum volume PCA on synthetic and real-world data sets shows that the distributed 
algorithm is able to approach the performance of the centralized version.
A limitation of the approach is the requirement to iterate towards the final solution. 
Methods which use a hierarchical network require only transmission of summarized 
information to the root node, and then the global classifier is returned from the root 
to all nodes in the network. The distributed solution proposed requires significantly 
more iterations to converge on the centralized solution. For applications with more time 
critical constraints this might be insufficient.
6.5 Summary
In this chapter. Research Objective 3 was discussed with the aim of performing anomaly 
detection in a distributed environment. An algorithm was proposed which is able oper­
ate on data that is distributed amongst a number of nodes without communication to a 
central node. However, although limited communication is performed between nodes, 
the performance of the distributed algorithm is close to that of the centralized approach.
This chapter concludes the research in this thesis, all three research objectives have been 
discussed in Chapter 4, 5 and 6 . In the following chapter, conclusions for this thesis are 
provided and future work is proposed.
Conclusions and Future Work
This chapter concludes the thesis with a review of the work presented in previous 
chapters, and a summary of the research contributions. Furthermore, it suggests and 
discusses directions for future work.
7.1 Conclusions
This thesis has shown that anomaly detection methods are no longer being applied 
in domains where the data is static and is available in its entirety during the training 
phase. Instead, anomaly detection is being applied in areas where the data arrives in 
a stream or in batches and the data distribution evolves over time. In addition, some 
application domains do not make the data available to one instance of the anomaly 
detection method. Many situations require learning to occur in a decentralized manner 
where nodes in a network are not able to communicate the whole data set to a central 
node, but instead can only communicate small amounts of information to neighbouring 
nodes. From this, it is necessary to learn from the data that is distributed across the 
network.
This thesis addresses some of the key challenges faced by anomaly detection in these 
environments and has advanced state-of-the-art in these areas. The first aspect to be 
examined was learning in a non-stationary environment in terms of incremental up­
dates to a model. The presented solutions have shown how it is possible to reduce 
the computational cost of an update to a model by using the previous model. An ex­
act incremental update to the centred kernel hypersphere was derived and the model 
was shown to have slightly inferior performance to other methods which were more 
computationally complex. This thesis also presented an incremental downdate to ker­
nel principal component analysis (KPCA) which was shown to be more accurate than 
current state-of-the-art methods. The increase in accuracy is due to the algorithm not 
requiring approximations in the removal of data from the kernel eigenspace (KES); 
other state-of-the-art approaches require approximations in order to remove data. Some 
important conclusions can be drawn from the results achieved. The research has shown
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how there is some variance in the accuracy of performing an incremental update and 
errors in non-exact incremental algorithms increase as the number of iterations of the 
algorithm increases. In addition, there can be a significant difference in the compu­
tational cost of incremental algorithms, particularly when comparing algorithms that 
introduce single data instances with those that update with blocks of data.
The second aspect that this thesis addressed is the issue of parameter selection in a non- 
stationary environment. It was shown that the parameters of a model can have a large 
influence on performance, and that correctly choosing parameters is critical. Model 
selection aims to determine the optimal model, however, this is an open problem in 
unsupervised learning where there are no labels of the data instances in the training set 
with which to examine performance in the training phase. An algorithm was presented 
which is able to derive the optimal anomaly rate for a reduced complexity version of the 
one-class SVM (OC-SVM) using statistics of the classifier for training set. Results showed 
that adaptive parameter selection can offer large performance gains over static models, 
even if the static parameter is correctly chosen in order to maximize performance.
Finally, the issue of learning in a distributed environment was examined. The work 
presented showed how inferior learning from data contained on a local node is, com­
pared to the centralized approach. This is due to the lack of examples, which then 
provides a poor representation of the problem. A distributed approach to learning aims 
to take advantage of the whole data set which is distributed amongst all nodes in the 
network, without communication of the data to a central node. It was shown that it 
is possible to learn the centralized classifier with only communication between local 
nodes, and with little network infrastructure in place. An anomaly detection approach 
based on the minimum volume ellipse (MVE) was proposed which outperformed prin­
cipal component analysis (PCA) by reducing the influence of anomalies in the training 
set allowing the principal component (PC)s to be derived more accurately. In order 
to perform distributed anomaly detection, the centralized algorithm was derived in 
a distributed form using the alternating direction method of multipliers (ADMM) to 
distribute the computation over the nodes in the network. The distributed form was 
shown to have performance almost equal to that of the centralized algorithms, with 
limited communication between nodes. A drawback of the approach is that each node 
is required to construct multiple models during the iteration towards the centralized 
model. However, as the number of data instances on each node is significantly less that 
the whole data set, the computational complexity at each node is considerably less than 
the computational complexity of the centralized problem.
7.2 Summary of Research Achievements
The objectives specified in Section 1.4 have been successfully fulfilled by the following 
main contributions.
• An overview of anomaly detection is presented. A comprehensive review of anomaly 
detection in non-stationary and distributed environments is provided.
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The centred kernel hypersphere exhibits competitive performance compared to 
more computationally complex kernel methods. To further reduce computational 
complexity an incremental update and downdate was proposed. In addition, incre­
mental updates to the centre and the boundary data vector occur. The algorithm is 
an exact update, and therefore there is no loss of accuracy over the iterations. Per­
formance of the proposed model was evaluated on non-stationary data streams 
generated from real-world data sets. Empirical evidence of the model showed 
slightly inferior performance to two alternative kernel anomaly detection meth­
ods. However, the model has significantly lower computational complexity.
A kemelized version of an eigenspace downdate was introduced. This was coupled 
with the kemelized version of the eigenspace update to form Split-Merge KES. The 
algorithm allows adaptive learning with a sliding window of data. Experimental 
evaluations performed on non-stationary data sets demonstrated the approach 
had improved accuracy in tracking the changing KES compared to other state-of- 
the-art methods. In addition, the method was demonstrated to have improved 
performance in anomaly detection compared to other anomaly detection methods. 
Split-Merge KES was also demonstrated to have significantly lower computational 
complexity when a number of data instances are required to be added or removed 
from the model.
An adaptive form of the algorithm was proposed. Adaptive Split-Merge KES is 
able to determine an appropriate window size and when an update to the KES 
should be performed. The reconstruction error of a new block of data is used to 
determine similarity to the current model. If the reconstruction error exceeds a 
pre-dehned threshold, then the model is updated with the new data. Experimental 
evaluations demonstrate that the proposed method is able to reduce the window 
size and the number of updates required, with minimal reduction in performance.
A parameter selection algorithm was proposed for the one-class quarter-sphere 
(QS-SVM) anomaly detection model. It was demonstrated that correct selection 
of the 1/ parameter for the model was critical in order to obtain optimal perfor­
mance. It was illustrated that statistics of the normal data can be used to correctly 
identify the optimal value of v. An algorithm based on the golden section search 
was proposed in order to efficiently iterate towards the optimal value. Empirical 
evaluations showed that the optimal value was able to be determined, and that 
this resulted in significantly improved performance.
A robust formulation of PCA was derived using the MVE. The PCs were determined 
more accurately with minimum volume elliptical PCA (MVE-PCA) when there are 
anomalies in the training set. Experimental evaluations on real-world data sets 
illustrates that the anomaly detection method has superior performance to PCA 
and other state-of-the-art anomaly detection methods.
A study is presented that shows the effects of learning in an environment where 
data are distributed in a network. It was demonstrated that with all anomaly 
detection techniques, the classifier constructed at a local node is inferior to the 
centralized classifier. This is due to the lack of examples available at the local
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node. The distributed environment can make it infeasible to communicate all data 
instances to a centralized node in order to construct the centralized classifier.
To overcome the drawback of local learning, MVE-PCA is derived in a distributed 
form. Learning is performed by communicating with local neighbours, there is no 
assumption of the network structure beyond this. This overcomes the drawbacks 
of techniques that use a hierarchical network to construct the centralized classifier. 
The performance of the distributed learning approach was evaluated in networks 
of different sizes and with a broad range of data sets. It was demonstrated that 
the algorithm is able to iterate towards the centralized classifier by exchanging 
small matrices with neighbouring nodes.
7.3 Future Research Directions
Although the proposed methods showed promising results for performing anomaly 
detection in non-stationary and distributed environments, there still exists challenges 
in the area of anomaly detection that need to be addressed.
It has been shown that incremental methods can reduce computational complexity when 
compared to a batch reconstruction. However, there is still a computational cost to an 
incremental update. Determining when to perform an incremental update is critical in 
order to reduce the number of updates performed. An algorithm was proposed which 
aimed to determine the window size at initialization and when to perform an incre­
mental update. However, the optimal window size might alter as the data distribution 
changes; one data distribution might be modelled by a smaller number of data instances 
than another data distribution. Adaptive windowing aims to determine the appropriate 
window size for a data set and these methods could be applied to anomaly detection 
techniques such as KPCA which have a high computational cost; reducing the window 
size when possible reduces computational cost.
The algorithm for adaptive parameter selection for the QS-SVM was performed using 
the golden section search algorithm. It was a direct method and therefore multiple mod­
els are constructed, with the golden section search minimizing the number of models 
constructed due to the computational complexity. The method of using the golden sec­
tion search to minimize model construction could be applied to other machine learning 
methods to determine the optimal parameter whilst minimizing model construction. 
For example, it has been shown by Ratsch et a l [130] that for the OC-SVM the optimal 
1/  can be determined by the separation distance between the mean of the normal and 
anomaly data which forms a unimodal function with a maxima. In addition, methods 
have been formulated to determine the entire solution path for the value of i/ for the 
OC-SVM [206] where the path algorithm yields a family of density level set estimators. 
These could also be used to determine the optimal value of z/ for a given data set with 
only one model construction.
Incremental updates and adaptive parameter selection are closely linked in that both 
are important to enable model adaptation in a non-stationary environment. Research 
often focuses on one of the aspects, even though both are requirements. An online
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anomaly detection algorithm for methods such as PCA and KPCA that performs an 
incremental update and then performs an incremental parameter update is a necessity. 
The determination of the optimal model for the new training data set could be performed 
with reduced computation by either an incremental parameter update or searching a 
smaller parameter space.
Distributed learning enables improved anomaly detection performance in an environ­
ment where data is distributed amongst a number of nodes.The research presented in 
Chapter 6  made several assumptions concerning the network; the network was strongly 
connected, remained strongly connected, and a synchronous slotted time model exists. 
This is an idealistic situation which may not exist in some networks due to the transient 
nature of wireless communication and node mobility. An examination of learning in a 
distributed environment where the network infrastructure has more transient charac­
teristics will lead to algorithms that are more robust.
It has been shown that incremental learning can reduce computational complexity with 
only a small decrease in accuracy. The computational cost of learning in a distributed 
environment is high due to multiple iterations of the algorithm to find the MVE, this is 
true for all distributed classifiers based on the ADMM. Each iteration of the algorithm 
on tiie node requires the solution of a convex optimization problem, a computationally 
complex operation. Methods exist to perform incremental updates to a convex optimiza­
tion problem (for example, see the survey of Bertsekas [207]) and future research can 
examine applying this to the node level in order to reduce computational complexity.
It has been shown in this thesis and other research that it is possible to perform anomaly 
detection in a distributed environment with little network infrastructure. Current state- 
of-the-art has examined PCA-based approaches, however, other anomaly detection meth­
ods might be appropriate for other application domains. Future research could examine 
learning in a strongly connected network for machine learning methods that do not 
require the solution of a convex optimization problem.
A significant challenge in the area of anomaly detection is learning in an environment 
that is both non-stationary and distributed. In this scenario, data are distributed across 
a number of nodes, and are arriving in a non-stationary data stream. There is a require­
ment to learn the centralized model in a distributed manner, however, there is also a 
requirement to update the model to account for changes in the data distribution. The 
problem combines the challenges of the two areas of non-stationary and distributed 
data. There will be an issue of convergence versus concept change where it would 
be necessary to converge to the solution before a change in the data distribution has 
occurred.
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