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Santrauka. Šiame straipsnyje gilinamasi į skirtingų autorių naudojamus šneka-
mosios kalbos identifikavimo metodus ir pasiektus rezultatus. Tiriamos jau eg-
zistuojančios atviro kodo sistemos. Bandoma jas optimizuoti, apjungti naudojant 
bendrą duomenų rinkinį, atlikti kryžminį sistemų patikrinimą ir apjungti gautus 
rezultatus naudojant meta-klasifikatorių [1]. Taip pat, didesniam klasifikavimo 
tikslumui išgauti yra panaudojamas šnekos atpažinimo servisas, gauti rezultatai 
yra sujungiami su atviro kodo sistemų rezultatais naudojant meta-klasifikato-
rių. Tyrime yra atlikti 4 eksperimentai, kurių pagalba buvo pasiektas statistiškai 
reikšmingas klasifikavimo tikslumo pagerinimas.
Raktiniai žodžiai: šnekamosios kalbos identifikavimas, šnekos atpažinimas, 
dirbtiniai neuroniniai tinklai, mašininis mokymasis, meta-klasifikatorius.
1 Įvadas
Sparčiai augant privačių, bei komercinių tarptautinių komunikacijų poreikiui 
dažnai kyla skirtingomis kalbomis bendraujančių asmenų komunikacijos 
problemos. Esamų technologijų pagalba įmanoma bendrauti su skirtingų 
tautybių asmenimis, nors ir jie nesupranta kito asmens vartojamos kalbos. 
Tokios technologijos turi savo limitus, kaip: kalbėtojų įpareigojimas jau ži-
noti kito kalbėtojo vartojamą kalbą, priverčiant atlikti sistemų konfigūraci-
jos darbus prieš pradedant pokalbį, tik tekstinio vertimo palaikymas, mažas 
palaikomų kalbų, tokių kaip Lietuvių, kiekis. Viešai prieinamų sprendimų 
leidžiančių identifikuoti šnekamąją kalbą šiuo metu nėra, yra tik pavienės - 
uždaro kodo, dažnai neužbaigtos arba apleistos sistemos, kurios veikia tik 
ant savo turimų duomenų rinkinių. Šios sistemos niekada nebuvo apjung-
tos su kitomis sistemomis ir jų pasiektas tikslumas nebuvo optimalus. Šio 
darbo tikslas yra ištirti kitų autorių naudojamus šnekamosios kalbos meto-
dus, pasiektus rezultatus, optimizuoti esamas šnekamosios kalbos identifi-
kavimo atviro kodo sistemas, atlikti kryžminį patikrinimą, kurio rezultatus 
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galima apjungti naudojant meta-klasifikatorių, sistemų gautus klasifikavimo 
rezultatus sujungti su šnekos atpažinimo servisų gautomis tikimybėmis ir 
apjungti meta-klasifikatoriumi.
2 Analogiškų darbų apžvalga
Tyrimui buvo išanalizuoti egzistuojantys šnekamosios kalbos identifikavi-
mui skirti sprendimai. Analizei pasirinkti 10 straipsnių [2, 3, 4, 5, 6, 7, 8, 9, 10, 
11], iš kurių dauguma siūlomų sprendimų dar nėra realizuoti ne-laborato-
rinėje aplinkoje. Palyginimui buvo pasirinktos 3 atviro kodo sistemos: auto-
riaus Paul-Louis Pröve [12], Catalin Tiseanu [13] ir Nipun Manral [14], kurios 
buvo apleistos po jų sukūrimo, tačiau pavyko atstatyti jų veikimą. Sistemų 
naudojami duomenų rinkiniai nebuvo viešai pasiekiami, daugumai autorių 
duomenų rinkiniai buvo suteikiami tik sistemų kūrimo tikslais. Autorių nau-
doti požymių aptikimo ir klasifikavimo metodai matomi 1 lentelėje. Straips-
niuose dažnai aptariama daugiau nei vienas metodas siekiant rasti efekty-
viausią iš jų. Aptariami naudoti požymių aptikimo metodai buvo: MFCC [15], 
SDC, LPC, LPCC, BoS, JFA, PLP, SVM, Voice tokenizer, dažniausiai sutinkamas 
metodas - MFCC, kuris buvo naudojamas 7 autorių, dažniausiai naudojamas 
klasifikavimo metodas buvo GMM [16] ir jo kombinacijos su kitais metodais. 
Jis buvo naudojamas 7 iš analizuojamų straipsnių. Kiti naudojami metodai 
buvo: DNN [17], RNN, LSA, KNN [18], Mixture Smoothing, PRLM, P-PRLM, 
dauguma iš šių metodų buvo jungiami su kitais klasifikavimo metodais.
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Tyrime buvo dirbama su 3 šnekamosios  kalbos identifikavimo atviro 
kodo sistemomis. Jose naudojami požymių aptikimo, bei klasifikavimo me-
todai matomi 2 lentelėje. Visos tiriamos sistemos naudojo MFCC metodą 
požymių aptikimo tikslams, klasifikavimo tikslams naudojami metodai buvo 
CNN, kurį naudojo Paul-Louis Pröve, GMM – Catalin Tiseanu ir jungtinis 
GRU/LSTM metodas, kurį pasitelkė Nipun Manral.
2 lentelė. Atviro kodo sistemų metodai
Sistemos autorius Mokymo metodai Požymių aptikimo metodai
Paul-Louis Pröve CNN MFCC
Catalin Tiseanu GMM MFCC
Nipun Manral GRU/LSTM MFCC
Kai kurių straipsnių autorių (pvz.: Malo Grisard ir Maarten Van Segbro-
eck) įverčių tikslas buvo kuo mažesnis kompiuterio resursų suvartojimas – 
Cavg (angl. Cost Average), kol kitų autorių (pvz.: Ryo Masumura) – identifi-
kavimo laiko pagerinimas ir mažesnis kompiuterio resursų sunaudojimas. 
Buvo pastebėta, kad didžiausią tikslumą (mažiausią EER [20]) turintys  kla-
sifikatoriai yra hibridiniai, tiksliausias pasiektas rezultatas buvo 0.72 % EER 
autoriaus Malo Grisard  straipsnyje. Daugelis iš analizuotų straipsnių auto-
rių įgyvendino savo užsibrėžtus įverčių tikslus.
Šiame straipsnyje siūlomas sprendimas yra optimizuoti jau esamas atvi-
ro kodo šnekamosios kalbos identifikavimo sistemas ir sujungti su šnekos 
atpažinimo, t. y. įrašus į tekstą verčiančiais, servisais naudojant bendrą duo-
menų rinkinį, bei gautus rezultatus apjungti naudojant meta-klasifikatorių.
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3 Problemos sprendimas
Norint pradėti problemos sprendimą pirma yra paruošiamas duomenų 
rinkinys, naudojamas visose analizuojamose sistemose. Jis paruoštas iš 5 
kalbų: Vokiečių (DE), Anglų (EN), Ispanų (ES), Prancūzų (FR) ir Lietuvių (LT), 
kiekvienai kalbai turint po lygiai 10 valandų įrašų. Kalbų DE, EN, ES, FR įra-
šai surinkti iš VoxForge [21], viešai prieinamo įrašų šaltinio. LT kalbai viešai 
prieinamų įrašų rinkinių nerasta, todėl nuspręsta naudoti 40 audio-knygų 
pavyzdžius. Tai leido sudaryti 8 iš 10 valandų įrašų rinkinį, likę įrašai gauti 
iš akademiniams tikslams skirtų šaltinių. Įrašų ilgiai yra suvienodinti po 10 
sekundžių, ilgesnius įrašus padalijant į atskiras dalis ir pašalinant trumpo 
ilgio įrašus. Surinktiems LT kalbos įrašams atliktas kokybės suvienodinimas, 
sutapatinant įrašų kokybę su kitų kalbų įrašais. Tai buvo pasiekta atsitiktinai 
keičiant įrašų garso ir aido lygius, kalbėjimo greitį, panaudojami „highpass“, 
bei „bandpass“ signalo filtrai. Buvo suvienodintos įrašų direktorijos, takelių 
skaičius, dokumentų tipai, bitų sparta (angl. bit-rate). Gauti įrašų rinkinių 
kalbėtojų kiekiai matomi 4 lentelėje.







Kryžminiam patikrinimui pasiruošti yra reikalingas duomenų išskirs-
tymas į tais pačiais kalbėtojais nepersidengiančias aibes. Tam atlikti duo-
menų rinkinys indeksuojamas, suliejami visų kalbų įrašai į bendrą aibę, ji 
išmaišoma atsitiktiniu būdu, įrašai padalijami į 5 dalis, taip, kad aibių įrašų, 
bei kalbėtojų kiekių skirtumas nebūtų didelis. Paruošti duomenys matomi 
5 lentelėje.
Turint paruoštą duomenų rinkinį šią problemą buvo bandoma spręs-
ti keliais alternatyviais eksperimentiniais  būdais. Pirmas eksperimentas 
buvo sutvarkyti sistemų [12, 13, 14] atvirą programinį kodą, suvienodinant 
jų naudojamus duomenų rinkinius, ištaisant pastebėtas daromas klaidas ir 
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optimizuojant jų įverčius, tokius kaip sistemų modelio sluoksniuose neu-
ronų kiekius. Išbandyti sistemas individualiai naudojant bendrą duomenų 
rinkinį. Antras eksperimentas buvo atlikti sistemų kryžminį patikrinimą ir 
apjungti gautus rezultatus išbandant keletą meta-klasifikatorių. Meta-klasi-
fikatoriaus realizavimui buvo naudojamas WEKA [22] programinės įrangos 
paketas. Trečias – panaudoti šnekos atpažinimo servisus, norint gauti statis-
tinį kiekvieno įrašo priklausomumą nuo tam tikros kalbos tikimybės įverčio. 
Naudotas įrašus į tekstą verčiantis šnekos atpažinimo servisas Google Cloud 
Speech-to-Text [23]. Sukurtas programinis kodas, kuris nusiunčia kiekvieną 
įrašą į nuotolinį servisą kiekvienai tikrinamai kalbai. Kartu su įrašu į servisą 
yra paduodamas kalbos sutrumpinimas. Tai leidžia servisui nuspėti duoto 
įrašo kalbos klasių tikimybes specifinėms kalboms. Iš gautų įverčių kalbų ti-
kimybių kiekvienam įrašui yra išrenkami po 5 požymius – kiekvienos kalbos 
tikimybės procentinis įvertis, kurio pavyzdys matomas 1 pav. Gautų duo-
menų aibė buvo panaudota meta-klasifikatoriuje tikslumo įverčiui išgauti.
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Ketvirtas eksperimentas – sujungti sistemų [12, 13, 14] sprendimus su 
šnekos atpažinimo gautais sprendimais ir juos apjungti naudojant meta-kla-
sifikatorių. Į metą-klasifikatorių yra paduodami įrašų kalbų tikimybių įver-
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tinimo duomenys, kurie susideda iš 20 požymių - 5 požymiai iš kiekvienos 
sistemos. Meta-klasifikatoriaus realizavimui buvo pasitelktas įrankis WEKA. 
Atlikus kiekvieną eksperimentą tyrimų sprendimams buvo patikrinamas 
statistinis reikšmingumas, skaičiuojant pasikliautinius intervalus [24], su 
95 % pasikliautinumo lygiu. Pasikliautinumo intervalų formulės yra:
𝑥𝑥 − 𝑍𝑍∗ ( 𝜎𝜎
√𝑛𝑛




4 Pasiūlytų metodų tyrimai
Sistemos buvo vertinamos naudojant tikslumo įvertį. Tikslumas yra skaičia-
vimo, matavimo arba klasifikavimo rezultatų tikslinimo su atskaitos verte 
kokybinis matas, kuris apskaičiuojamas su šia formule:
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Paruošus duomenų rinkinį toliau buvo atliekami sistemų [12, 13, 14] optimizavimo darbai. Paul-Louis 
Pröve sistemai buvo keičiamos parametrų Epochs ir Chunks reikšmės, geriausios reikšmės, kurios 
matomos 2 ir 3 pav., buvo nustatytos: Epochs - 10, Chunks - 1000. Pakeitus Catalin Tiseanu sistemos 
parametro NUM_MIXTURES reikšmę, kuri yra matoma 4 pav., geriausias tikslumo rezultatas buvo 
pasiektas naudojant 2048 reikšmę. Nipun Manral keičiant Epochs parametro reikšmę, kuri matoma 5 
pav., atrasta geriausia parametro reikšmė - 20. Buvo bandomi optimizuoti ir kiti sistemos rasti 
parametrai, tačiau juos keičiant žymaus sistemos tikslumo pokyčio nebuvo. Atlikus sistemų 
optimizavimo darbus gautas vidutiniškai 7 % tikslumo padidėjimas. Atsižvelgus į pasikliautinumo 
intervalus, galime teigti, jog optimizuotų sistemų tikslumo pagerėjimas yra statistiškai reikšmingas. 
Daugiau informacijos matoma 6 lentelėje. 
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Paruošus duomenų rinkinį toliau buvo tliekami sistemų [12, 13, 14] 
ptimizavimo darbai. Paul-Louis Pröve sistemai buvo keičiamos parame-
trų Epochs ir Chunks reikšmės, geriausios reikšmės, kurios matomos 2 ir 
3 pav., buvo nustatytos: Epochs - 10, Chunks - 1000. Pakeitus Catalin Tisea-
nu sistemos parametro NUM_MIXTURES reikšmę, kuri yra matoma 4 pav., 
geriausias tikslumo rezultatas buvo pasiektas naudojant 2048 reikšmę. Ni-
pun Manral keičiant Epochs parametro reikšmę, kuri matoma 5 pav., atrasta 
geriausia parametro reikšmė - 20. Buvo bandomi optimizuoti ir kiti sistemos 
rasti parametrai, tačiau juos keičiant žymaus sistemos tikslumo pokyčio ne-
buvo. Atlikus sistemų optimizavimo darbus gautas vidutiniškai 7 % tikslumo 
padidėjimas. Atsižvelgus į pasikliautinumo intervalus, galime teigti, jog opti-
mizuotų sistemų tikslumo pagerėjimas yra statistiškai reikšmingas. Daugiau 
informacijos matoma 6 lentelėje.
Pritaikius 5-kartų kryžminio patikrinimo procedūrą ir jos rezultatus ap-
jungus meta-klasifikatoriumi, buvo gautas 72.63 % tikslumas, naudojant 
10  iteracijų Bagging [25] klasifikatorių. Meta-klasifikatoriuje buvo išbandyti 
visi galimi algoritmai su optimizuotomis algoritmų parametrų variacijomis. 
Apskaičiavus pasikliautinumo intervalą buvo pastebėta, kad šis tikslumo pa-
g rėjimas nėra statistiškai reikšmingas. Pritaikius šnekos atpažinimo siste-
mą ir gautus rezultatus apjungus meta-klasifikatoriumi buvo gautas 82,72 % 
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tikslumas, naudojant 100 iteracijų Bagging klasifikatorių. Atlikus pasikliauti-
numo intervalo skaičiavimus, buvo matoma, kad tikslumo pokytis buvo sta-
tistiškai reikšmingas. Sujungus atviro kodo sistemų, bei šnekos atpažinimo 
sistemos rezultatus ir pritaikius jiems 100 iteracijų Bagging meta-klasifikato-
rių buvo gautas 89,95 % klasifikavimo tikslumas. Apskaičiavus jungtinės sis-
temos pasikliautinumo intervalą, buvo pastebėtas statistiškai reikšmingas 
tikslumo pagerėjimas.
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 
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Paruošus duomenų rink į toliau b vo atliekami sistemų [12, 13, 14] optimizavimo darb i. Paul-Louis 
Pröve sistemai buvo keičiamos parametrų Epochs ir Chunks reikšmės, geriausio  reikšmės, kurios 
matom s 2 ir 3 pav., buvo nustatytos: Epochs - 10, Chunks - 1000. Pakeitus Catalin Tiseanu sistemos 
parametro NUM_ IXTURES reikšmę, kuri yra matoma 4 pav., geriausia  tikslumo rezultatas buvo 
pasiektas naudojant 2048 reikšmę. Nipun Manr l keičiant Epochs parametro eikšmę, kuri atoma 5 
pav., atr st  geriausia parametro reikšmė - 20. Buvo bandomi optimizuoti ir kiti sistemos rasti 
parametrai, tači u juos keičiant žymaus sistemos tikslumo pokyčio nebuvo. Atlikus sistemų 
optimizavimo darbus gaut s vidutiniškai 7 % tikslumo padidėjimas. Atsižvelgus į pasikliautinumo 
intervalus, galime t igti, jog ptimizuo ų sistemų tikslumo pagerėjim s yra statistiškai reikšmingas. 
Daugiau informacijos matoma 6 lent lėje. 
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matomos 2 ir 3 pav., buvo nustatytos: Epochs - 10, Chunks - 1000. Pakeitus Catalin Tiseanu sistemos 
parametro NUM_MIXTURES reikšmę, kuri yra matoma 4 pav., geriausias tikslumo rezultatas buvo 
pasiektas naudojant 2048 reikšmę. Nipun Manral keičiant Epochs parametro reikšmę, kuri matoma 5 
pav., atrasta geriausia parametro reikšmė - 20. Buvo bandomi optimizuoti ir kiti sistemos rasti 
parametrai, tačiau juos keičiant žymaus sistemos tikslumo pokyčio nebuvo. Atlikus sistemų 
optimizavimo darbus gautas vidutiniškai 7 % tikslumo padidėjimas. Atsižvelgus į pasikliautinumo 
intervalus, galime teigti, jog optimizuotų sistemų tikslumo pagerėjimas yra statistiškai reikšmingas. 
Daugiau informacijos matoma 6 lentelėje. 
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mat mos 2 ir 3 pav., buvo nustatytos: Epochs - 10, Chunks - 1000. Pakeitus Catalin Tiseanu sistemos 
parametro NU _MIXTURES reikšmę, kuri yra matoma 4 pav., geriau ias tikslumo rezultatas buvo 
pasiektas naudojant 2048 reikšmę. Nipun M nral keičiant Epochs paramet o reikšmę, kuri matoma 5 
pav., tr sta geri si  parametro reikšmė - 20. Buvo bandomi opt mizuoti ir kit  sistemos rasti 
parametrai, t čiau juos keičiant žymaus sistemos tikslumo pokyčio nebuvo. Atlikus sistemų 
optimizavimo darbus g utas vidutiniškai 7 % tikslumo padidėjimas. Atsižvelgus į pasikliautinumo 
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6 lentelė. Atviro kodo sistemų optimizavimas
Sistemos autorius Neoptimizuotas tikslumas % Optimizuotas tikslumas %
Paul-Louis Pröve 60 66
Catalin Tiseanu 63 71
Nipun Manral 32 39
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5 Išvados
Atlikus straipsnių analizę, pastebėta, kad dažniausiai naudojamas metodas 
požymių aptikimui yra MFCC, o mokymui – GMM. Galime teigti, kad šie me-
todai buvo pasirinkti dėl jų efektyvumo. Išanalizavus 3 atviro kodo sistemų 
veikimą, pastebėta, kad šių sistemų veikimas yra ribotas, neoptimizuotas ir 
ne pilnai įgyvendinta sistemų kūrėjų vizija, todėl jų topologijas toliau galima 
optimizuoti. Daroma prielaida, kad tai galėtų padėti gauti didesnį klasifika-
toriaus tikslumą.
Įrašų kiekis turi didelę įtaką galutiniam sistemų tikslumui, bei mokymo 
trukmei. Naudojamo duomenų rinkinio praplėtimas, bei optimizavimas yra 
galimas tolimesnis tikslumo padidinimo būdas. Pastebėtina, kad didinant 
kalbų kiekį esantį duomenų rinkinyje gali daryti negatyvią įtaką algoritmo 
tikslumui, todėl didinant kalbų kiekį yra patartina padidinti esamų kalbų įra-
šų kiekius.
Apibendrinant atliktus eksperimentus  pastebėta, kad pirmo eksperi-
mento sistemų optimizavimo darbai suteikė statistiškai  reikšmingą pa-
gerėjimą, vidutiniškai 7 % tikslumo. Panaudojus bendrą duomenų rinkinį 
visoms atviro kodo sistemoms buvo galima palyginti kiekvienos sistemos 
klasifikatoriaus tikslumą. Buvo pastebėta, kad tiksliausiai klasifikuojanti sis-
tema buvo autoriaus Catalin Tiseanu, sugebanti klasifikuoti 72 % tikslumu. 
Iš antro eksperimento rezultatų pastebėtas, kad gautas 0,6 % papildomas 
tikslumas nebuvo statistiškai reikšmingas, tačiau pamatyta, kad meta-kla-
sifikatoriaus gautas tikslumas yra didesnis nei visų 3 atviro kodo sistemų 
tikslumo įverčių vidurkis. Atlikus trečią eksperimentą pastebėta, kad šneka-
mosios kalbos identifikavimo tikslumui padeda šnekos atpažinimo sistemos 
panaudojimas, patartina apjungti klasifikatorių su šiais, bei jau turimais atvi-
ro kodo sistemų kalbų tikimybių duomenimis. Atlikus ketvirtą eksperimentą 
matoma ryški, kad ir blogesnių, sistemų apjungimo naudojant meta-klasifi-
katorių nauda. Tikėtina, praplečiant meta-klasifikatoriaus naudojamą duo-
menų rinkinį būdų galima pasiekti didesnio tikslumo nei 89,95 %, tačiau tam 
reikalinga atliktų papildomų tyrimų su meta-klasifikatoriais.
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