Abstract-This paper takes an in-depth look at a technique for computing filtered matrix-vector (mat-vec) products which are required in many data analysis applications. In these applications, the data matrix is multiplied by a vector and we wish to perform this product accurately in the space spanned by a few of the major singular vectors of the matrix. We examine the use of the Lanczos algorithm for this purpose. The goal of the method is identical with that of the truncated singular value decomposition (SVD), namely to preserve the quality of the resulting mat-vec product in the major singular directions of the matrix. The Lanczos-based approach achieves this goal by using a small number of Lanczos vectors, but it does not explicitly compute singular values/vectors of the matrix. The main advantage of the Lanczos-based technique is its low cost when compared with that of the truncated SVD. This advantage comes without sacrificing accuracy. The effectiveness of this approach is demonstrated on a few sample applications requiring dimension reduction, including information retrieval and face recognition. The proposed technique can be applied as a replacement to the truncated SVD technique whenever the problem can be formulated as a filtered mat-vec multiplication.
Ç

INTRODUCTION
I N many data analysis problems, such as information retrieval and face recognition, it is desired to compute a matrix-vector (mat-vec) product between the data matrix A and a certain "query" vector b. However, in order to remove noise and/or extract latent structures of the data, the optimal rank-k approximation of A, denoted as A k , is commonly used in place of A itself. Specifically, if we assume that A has the SVD A ¼ UAEV T ;
and define
where U k (respectively, V k ) consists of the first k columns of U(respectively, V ) and AE k is the kth principal submatrix of AE, then the matrix A k is the best rank-k approximation of A in the 2-norm or Frobenius norm sense [1] , [2] . Then, the product
is a filtered version of the mat-vec product Ab. The use of this filtered mat-vec product is illustrated in the following two sample applications. Latent Semantic Indexing (LSI). LSI [3] , [4] is an effective information retrieval technique which computes the relevance scores for all the documents in a collection in response to a user query. In LSI, a collection of documents is represented as a term-document matrix X ¼ ½x ij where each column vector represents a document and x ij is the weight of term i in document j. A query is represented as a pseudo-document in a similar form-a column vector q. By performing dimension reduction, each document x j (jth column of X) becomes P T k x j and the query becomes P T k q in the reduced-rank representation, where P k is the matrix whose column vectors are the k major left singular vectors of X. The relevance score between the jth document and the query is then computed as the cosine of the angle between P T k x j and P where X k is the best rank-k approximation of X and e j is the jth column of the identity matrix. Hence, relevance scores for all the documents in the collection are equivalently represented by the column vector
modified by scaling each entry with the norm of the corresponding row of X T k . Thus, LSI reduces to computing the filtered mat-vec product X T k q. Eigenfaces. The eigenfaces methodology [5] applies principal component analysis to face recognition. Similar to LSI, face images in the training set are represented as column vectors to form a matrix F . A difference with LSI is that the columns of F are centered by concurrently subtracting their mean. An image p in the test set is also represented as a column vector. Let Q k be the matrix constituting the k major left singular vectors of F . The similarity between the jth training image and the test image is then computed as the cosine of the angle between Q T k f j and Q T k p, where f j is the jth column of F . Similar to the above derivation in LSI, the similarity scores for all the training images are represented as the column vector
modified by scaling each entry with the norm of the corresponding row of F T k , where F k is the best rank-k approximation of F . The main computation in the eigenfaces technique is the filtered mat-vec product F T k p. A notorious difficulty in computing A k b is that it requires the truncated SVD, which is computationally expensive for large A. (See Table 1 for a summary of the costs.) In addition, frequent changes in the data set require an update of the SVD, and this is not an easy task. Much research has been devoted to the problem of updating the (truncated) SVD [6] , [7] , [8] , [9] . A drawback of these approaches is that the resulting (truncated) SVD loses accuracy after frequent updates.
To bypass the truncated SVD computation, Kokiopoulou and Saad [10] introduced polynomial filtering techniques, and Erhel et al. [11] and Saad [12] proposed algorithms for building good polynomials to use in such techniques. These methods all efficiently compute a sequence of vectors i ðAÞb where i is a polynomial of degree at most i such that i ðAÞb is progressively a better approximation to A k b as i increases.
In this paper, we investigate the Lanczos algorithm as a means to compute a sequence of vectors fs i g (or ft i g) which progressively approximate Ab. This technique does not use explicit polynomials, but it shares the advantages of polynomial filtering techniques: easy-to-update recurrence formulas and low-cost relative to the direct SVD. Both approximating sequences (fs i g and ft i g) rapidly converge to Ab in the major singular directions of A, achieving the same goal as that of the truncated SVD which preserves the major singular components. Hence, when i ¼ k, the vector s i or t i is a good alternative to the filtered mat-vec product A k b.
More appealingly, the proposed technique can be split into a preprocessing phase and a query response phase, where a query vector b is involved only in the second phase. In contrast, polynomial filtering techniques cannot be naturally separated in two phases. Hence, the proposed technique will certainly outperform polynomial filtering techniques in common practical situations where many queries are to be processed.
Note that the Lanczos algorithm is a commonly used method for large symmetric eigenvalue problems and sparse SVD problems. As it turns out, this approach puts too much emphasis on individual singular vectors and is relatively expensive (see, e.g., [13] , and the discussions in Section 4.2). We exploit the Lanczos algorithm to efficiently compute the filtered mat-vec products without explicitly computing the singular components of the matrix. Therefore, when computational efficiency is critical, this technique may be a favorable alternative to the best rank-k approximation.
Related Work
The proposed usage of the Lanczos algorithm belongs to a broad class of methods, the so-called Krylov subspace methods. Blom and Ruhe [14] suggested the use of the Golub-Kahan bidiagonalization technique [15] , which also belongs to this class, for information retrieval. While it is well known that the Golub-Kahan bidiagonalization and the Lanczos algorithm are closely related, we highlight the differences between these two techniques and note the contributions of this paper in the following:
1. The framework described in this paper could be considered an extension of that of [14] . The method in [14] is equivalent to a special case of one of our approximation schemes (the left projection approximation). In particular, the method in [14] used the normalized query as the initial vector. This means that the construction of the Krylov subspace in their method would normally be repeated anew for each different query, which is not economical. In contrast, our method constructs the Krylov subspace only once as the preprocessing phase. 2. The method in [14] generated two sets of vectors that essentially replaced the left and right singular vectors. In contrast, we generate only one set of (Lanczos) vectors. This saving of storage can be critical for large scale problems. 3. We strengthen the observation made in [14] that the difference between Ab and the approximation vector (s i ) monotonically decreases, by proving rigorously that this difference decays very rapidly in the major singular directions of A. Illustrations are provided to relate the convergence behavior of the method based on the good separation of the largest singular values (eigenvalues) in Section 7. 4. Several practical issues, which were not discussed in [14] , are explored in detail. These include the choice of the approximation schemes depending on the shape of the matrix, and other practical choices related to memory versus computational cost tradeoffs. 
5.
The technique described in this paper has a broad variety of applications and is not limited to information retrieval. Indeed, it can be applied whenever the problem can be formulated as a filtered mat-vec multiplication. This paper presents two such applications.
Organization of the Paper
The symmetric Lanczos algorithm is reviewed in Section 2, and the two proposed Lanczos approximation schemes are introduced in Section 3. Section 4 provides a detailed analysis of the convergence of the proposed techniques and their computational complexities. Section 5 discusses how to incorporate entry scaling into the approximation vectors. Applications of the proposed approximation schemes to information retrieval and face recognition are illustrated in Section 6. Finally, extensive experiments are shown in Section 7, followed by concluding remarks in Section 8.
THE SYMMETRIC LANCZOS ALGORITHM
Given a symmetric matrix M 2 IR nÂn and an initial unit vector q 1 , the Lanczos algorithm builds an orthonormal basis of the Krylov subspace
The Lanczos vectors q i , i ¼ 1; . . . ; k computed by the algorithm satisfy the three-term recurrence
with 1 q 0 0. The coefficients i and iþ1 are computed so as to ensure that q iþ1 ; q i h i¼ 0 and q iþ1 k k ¼ 1. In exact arithmetic, it turns out that q iþ1 is orthogonal to q 1 ; . . . ; q i , so the vectors q i , i ¼ 1; . . . ; k form an orthonormal basis of the Krylov subspace K k ðM; q 1 Þ. An outline of the procedure is illustrated in Algorithm 1. The time cost of the procedure is Oðkn 2 Þ. If the matrix is sparse, then the cost reads Oðkðnnz þ nÞÞ, where nnz is the number of nonzeros of M. : ð4Þ
An eigenvalue of T k is called a Ritz value, and if y is an associated eigenvector, Q k y is the associated Ritz vector. As k increases, more and more Ritz values and vectors will converge toward eigenvalues and vectors of M [2] , [16] .
Reorthogonalization
It is known that in practice, the theoretical orthogonality of the computed Lanczos vectors q i s is quickly lost. This loss of orthogonality is triggered by the convergence of one or more eigenvectors [17] . There has been much research devoted to reinstating orthogonality. The simplest technique is to reorthogonalize each new vector against each of the previous basis vectors. This amounts to adding the following line of pseudocode immediately after line 5 of Algorithm 1:
This additional full reorthogonalization step increases the computational cost of the Lanczos procedure (by roughly k 2 n=2 computations), but the advantages are that all the q i s are guaranteed to be numerically orthogonal, and any subsequent process relying on the orthogonality is more rigorous.
It is important to add here that there are other more costeffective reorthogonalization procedures known. These procedures are not considered in this paper for simplicity, but they should be considered in any realistic implementation of the Lanczos-based technique. The best-known practical alternative to full reorthogonalization is partial reorthogonalization which consists of taking a reorthogonalization step only when needed [18] , [19] , [20] . Another technique is the selective reorthogonalization approach which exploits the fact that loss of orthogonality is seen only in the direction of the converged eigenvectors [17] . Using one of these approaches should lead to a considerable reduction of the cost of the Lanczos procedure, especially for situations requiring a large number of steps.
LANCZOS APPROXIMATION
The Lanczos algorithm which we briefly discussed above can be exploited in two ways to efficiently approximate the filtered mat-vec A k b without resorting to the expensive SVD.
Left Projection Approximation
The first approach is to apply the Lanczos procedure to the matrix M ¼ AA T , resulting in the equality
We define the sequence
where s i is the orthogonal projection of Ab onto the subspace rangeðQ i Þ. By this definition, the vector s i can be easily updated from the previous vector s iÀ1 ,
The sequence fs i g is a progressive approximation to Ab as i increases. We call this the left projection approximation, as the projection operator Q i Q T i operates on the left-hand side of A. (This is to be distinguished from the later definition of the right projection approximation.) In the course of the process to compute the sequence, the matrix M need not be explicitly formed. The only computation involving M is the mat-vec on line 3 of Algorithm 1. This computation can be performed as
An analysis to be discussed shortly, will show that when i ¼ k, the vector s k is a good approximation to A k b. Algorithm 2 summarizes the steps to compute s k . Note that the computation of s k in Algorithm 2 can equivalently be carried out as a sequence of mat-vec products, i.e., as Q k Â ðQ T k Â ðA Â bÞÞ. The algorithm presents the computation of s k in the update form as this reveals more information on the sequence fs i g.
Algorithm 2. Left projection approximation
Right Projection Approximation
A second method consists of applying the Lanczos algorithm to the matrix " M ¼ A T A, resulting in the relation
We now define the sequence
and call this the right projection approximation to Ab. The vector t i is related to t iÀ1 by
Similar to the left projection approximation, the matrix " M does not need to be explicitly formed and the vector t k is also a good approximation to A k b (shown later). Algorithm 3 summarizes the steps to compute t k .
Algorithm 3. Right projection approximation
Again, note that lines 2-6 of the algorithm are equivalent to computing t k directly by
ANALYSIS 4.1 Convergence
The reason why s k and t k are good approximations to A k b is the fact that the sequences fs i g and ft i g both rapidly converge to Ab in the major left singular directions of A. This fact implies that s k and t k , when projected to the subspace spanned by the major left singular vectors of A, are very close to the projection of Ab if k is sufficiently large. Since the goal of performing a filtered mat-vec A k b in data analysis applications is to preserve the accuracy of Ab in these directions, the vectors s k and t k are good alternatives to A k b. The rapid convergence is analyzed in the next. Let u j be the jth left singular vector of A. The rapid convergence of the sequence fs i g can be shown by establishing the inequality
for i ! j, where c j > 0 and j > 1 are constants independent of i, and T l ðÁÞ is the Chebyshev polynomial of the first kind of degree l. In other words, the difference between Ab and s i , when projected on the direction u j , decays at least with the same order as T À1 iÀj ð j Þ. The detailed derivation of this inequality is shown in the Appendix. It can be similarly shown that
for constants j > 0, " c j > 0, and " j > 1. Again, this inequality means that t i converges to Ab in the major left singular directions u j of A as i increases.
The Chebyshev polynomial T l ðxÞ for x > 1 is defined as
where ¼ arccoshðxÞ. When l is large, the magnitude of e Àl is negligible, hence
Thus, given x, the Chebyshev polynomial T l ðxÞ grows in a manner that is close to an exponential in l. The base expðarccoshðxÞÞ is strictly larger than one when x > 1. In other words, the previous approximation vectors s i (or t i ) converge geometrically, i.e., as l with < 1. The convergence factor can be close to one, but is away from one in situations when there is a good separation of the largest singular values of A. In such situations which are often satisfied by practical applications, s i and t i can converge very fast to Ab in the major left singular directions of A.
Computational Complexities
Compared with the truncated SVD, the two Lanczos approximation schemes are far more economical both in memory usage and time consumption (for the preprocessing phase). This section analyzes the computational complexities of these algorithms and the results are summarized in Table 1 . We assume that the matrix A is of size m Â n with nnz nonzero elements. The situation when A is nonsparse is not typical, thus we omit the analysis for this case here.
1 Section 4.4 has further discussions on the tradeoffs between space and time in practical implementations. In practice, both Algorithms 2 and 3 are split into two phases: preprocessing and query response. The preprocessing phase consists of the computation of the Lanczos vectors, which is exactly line 1 of both algorithms. The rest of the algorithms computes s k (or t k ) by taking in a vector b. Multiple query vectors b can be input and different query responses s k (or t k ) can be easily produced provided that the Lanczos vectors have been computed and saved. Hence, the rest of the algorithms, excluding line 1, constitutes the query response phase.
Since Algorithms 2 and 3 are very similar, it suffices to show the analysis of Algorithm 2. In the preprocessing phase, this algorithm computes two sparse mat-vec products (once for multiplying q i by A T , and once for multiplying this result by A) and performs a few length-m vector operations during each iteration. Hence, with k iterations, the time cost is Oðkðnnz þ mÞÞ. The space cost consists of the storage of the matrix A and all the Lanczos vectors, thus it is Oðnnz þ kmÞ.
The bulk of the preprocessing phase for computing A k b lies in the computation of the truncated SVD of A. A typical way of computing this decomposition is to go through the Lanczos process as in (5) with k 0 > k iterations, and then compute the eigenelements of T k 0 . Usually, the number of Lanczos steps k 0 is far greater than k in order to guarantee the convergence of the first k Ritz values and vectors. Hence, the costs for the truncated SVD, both in time and space, involve a value of k 0 that is much larger than k. Furthermore, the costs have an additional factor for performing frequent eigen-decompositions and convergence tests.
For Algorithm 2, the query response phase involves one sparse mat-vec (Ab) and k vector updates. Hence, the total storage cost is Oðnnz þ kmÞ, and to be more exact, the time cost is nnz þ 2km. On the other hand, the filtered mat-vec product A k b can be computed in three ways: 1) U k ðU 
Depending on the relative size of k and nnz=n (or nnz=m), the best way can be chosen in actual implementations.
To conclude, the two Lanczos approximation schemes consume significantly fewer computing resources than the truncated SVD in the preprocessing phase, and they can be as economical in the query response phase. As a remark, due to the split of the algorithms into these two phases, the storage of the k Lanczos vectors fq i g (or f" q i g) is an issue to consider. These vectors have to be stored permanently after preprocessing since they are needed to produce the query responses. As will be discussed later in Section 4.4, computational time cost can be traded for the storage of these k vectors.
Which Approximation to Use?
As the above analysis indicates, the choice of which approximation scheme to use largely depends on the relative size of m and n, i.e., on the shape of the matrix A. It is clear that s k is a better choice when m < n, while t k is more appropriate when m ! n. The approximation qualities for both schemes are very close; see the experimental results in Section 7.1.
Other Implementations
Trade-offs exist between computational efficiency and storage requirement which will lead to different implementations of Algorithms 2 and 3. These choices depend on the practical situation at hand.
Avoiding the Storage of the Lanczos Vectors
When m or n is large, the storage requirement of the k Lanczos vectors cannot be overlooked. This storage can be avoided by simply regenerating the Lanczos vectors on the fly as efficiently as possible when they are needed. A common practice is that after preprocessing, only the initial vector q 1 and the tridiagonal matrix T k are stored. At the query response phase, the q i s are regenerated by applying the Lanczos procedure again, without performing lines 4 and 6 (of Algorithm 1). This way of proceeding requires additional sparse mat-vecs and saxpies but not inner products. The storage is significantly reduced from k vectors to only 3 vectors (q 1 , and the main-and offdiagonal of T k ). Note that since reorthogonalization is usually performed, the storage of the q i s is needed at least during the preprocessing phase as it is not practical to rerecompute the q i s for the purpose of reorthogonalization.
Avoiding the Storage of the Matrix
The matrix A occurs throughout the algorithms. The presence of A in the query response phase may be undesirable in some situations for one or more of the following reasons: 1) A is not sparse, so storing a full matrix is very costly; 2) mat-vec operations with a full matrix are expensive; and 3) one mat-vec operation may not be as fast as a few vector operations (even in the sparse mode). It is possible to avoid storing A after the preprocessing phase. Specifically, in the left projection approximation, the update formula (7) can be written in the following form:
Instead of storing A, we can store the k intermediate vectors fA T q i g, which are byproducts of the preprocessing phase. This will result in a query response without any mat-vec operations. Similarly, in the right projection approximation, update formula (10) can be rewritten as
The vectors fA" q i g, byproducts of the preprocessing phase, are stored in place of A. In summary, depending on the relative significance of space and time in practical situations, the two approximation schemes can be flexibly implemented in three different ways. From low-storage requirement to high-storage requirement (or from high tolerance in time to low tolerance 1. Roughly speaking, if nnz is replaced by m Á n in the big-O notations, we will obtain the complexities for the nonsparse case. This is true for the algorithms in this paper.
in time), they are: 1) storing only the initial vector q 1 (or " q 1 ) and regenerating the Lanczos vectors in the query response phase; 2) the standard Algorithm 2 (or Algorithm 3); and 3) storing two sets of vectors fq i g and fA T q i g (or f" q i g and fA" q i g) and discarding the matrix A.
2 In all situations, these alternatives are far more efficient than those based on the truncated SVD.
ENTRY SCALING
As indicated in the discussions of the two sample applications in Section 1, it is usually necessary to scale the entries of the filtered mat-vec product. This amounts to dividing each entry of the vector A k b by the norm of the corresponding row of A k . In parallel, in the proposed Lanczos approximations, we may need to divide each entry of the approximation vector
by the norm of the corresponding row of
. This section illustrates a way to compute these row norms in a minimal cost. Similar to the computation of s k and t k , the row norms are computed in an iterative update fashion.
For the left projection approximation, define ðiÞ j to be the norm of the jth row of Q i Q T i A, i.e.,
It is easy to see that ðiÞ j is related to
where ðvÞ j means the jth element of vector v. Hence, the row norms of Q k Q T k A, ðkÞ j , j ¼ 1; . . . ; m, can be computed using the update formula (16) in the preprocessing phase. Specifically, the following line of pseudocode should be added immediately after line 4 of Algorithm 1:
For the right projection approximation, define " ðiÞ j to be the norm of the jth row of A "
It is easy to see that " ðiÞ j is related to "
This update formula helps efficiently compute the row norms of A "
. . . ; m, in the preprocessing phase. The specific modification to Algorithm 1 is the insertion of the following line of pseudocode immediately after line 3:
À "
The computation of row norms ðkÞ j 's (respectively, " ðkÞ j s) using update formula (16) (respectively, (18) ) requires minimal resources and will not increase the asymptotic space/time complexities of the preprocessing phase in Algorithm 2 (respectively, Algorithm 3).
APPLICATIONS
We have briefly discussed two sample applications-LSI and eigenfaces-in Section 1. For the sake of completeness, we summarize in this section how the Lanczos approximation with entry scaling can be applied in these two applications as an effective alternative to the traditional approach based on the truncated SVD.
The traditional SVD approach computes the filtered mat-vec product A k b and divides each entry of this vector by the norm of the corresponding row of A k to obtain the ranking scores. In LSI, A k is the transpose of the best rankk approximation of the term-document matrix, i.e., X T k , and b is a query q. In eigenfaces, A k is the transpose of the best rank-k approximation of the training set matrix, i.e., F T k , and b is a test image p.
In the proposed Lanczos approximation, we compute s k or t k in place of A k b, depending on the relative size of the two dimensions of the matrix A. If m < n, we compute s k as an alternative to A k b using Algorithm 2. Meanwhile, we compute the row norms for all j to obtain the ranking scores. On the other hand, if m ! n, we compute t k as an alternative to A k b using Algorithm 3 and also compute the scalars " ðkÞ j for j ¼ 1; . . . ; m. Then, we divide the jth entry of t k by " ðkÞ j for all j; hence, the similarity scores are obtained.
EXPERIMENTAL RESULTS
The goal of the extensive experiments to be presented in this section is to show the effectiveness of the Lanczos approximation schemes in comparison to the truncated SVD-based approach. Most of the experiments were performed in Matlab 7 under a Linux workstation with two P4 3.00 GHz CPUs and 4 GB memory. The only exception was the experiments on the large data set TREC, where a machine with 16 GB of memory was used.
Approximation Quality
This section shows the convergence behavior of the sequences fs i g and ft i g, and the qualities of s k and t k in approximating the filtered mat-vec product A k b. The matrices used for experiments were from the data sets MED, CRAN, and NPL, which will be introduced in the next section. We label the three matrices as A MED , A CRAN , and A NPL , respectively. Fig. 1 shows the convergence behavior of fs i g and ft i g in the major left singular directions u 1 , u 2 , and u 3 of the matrix A MED . The vertical axis corresponds to residuals Ab À s i ; u j (or Ab À t i ; u j ). As shown by a and c, if
no reorthogonalization was performed, the fs i g and ft i g sequences diverged starting at around the 10th iteration, which indicated that loss of orthogonality in the Lanczos procedure appeared fairly soon. Hence, it is necessary that reorthogonalization be performed in order to yield accurate results. Plots b and d show the expected convergence pattern: the residuals rapidly fell toward the level of machine epsilon (% 10 À16 ). To show convergence results on more matrices, we plot in Fig. 2 the residual curves for A CRAN and A NPL . For all cases, reorthogonalization was performed. Note that the shapes of the two matrices are different: A CRAN has more columns than rows, while for A NPL , the opposite is true. Fig. 2 implies two facts: 1) the approximation sequences converged in all three directions, with u 1 being the fastest direction and 2) the approximations did not differ too much in terms of rate of convergence or approximation quality. The first fact can be further investigated by plotting the eigenvalue distribution of the matrices M ¼ AA T , as in Fig. 3 . The large gap between the first two eigenvalues explains the quick convergence in the u 1 direction. The second fact is guaranteed by the similar residual bounds (c.f., inequalities (11) and (12)). It further shows that approximation quality is not a factor in the choice of left or right projection.
For k ¼ 300, we plot in Fig. 4 the residuals jhA 300 b À s 300 ; u j ij (or A 300 b À t 300 ; u j ) over the jth left singular directions for j ¼ 1; . . . ; 300. All the plots exhibit a similar pattern: A 300 b and s 300 (or t 300 ) were almost identical when projected onto the first 100 singular directions. This indicates that s k and t k can be good alternatives to A k b since they preserve the quality of A k b in a large number of the major singular directions.
LSI for Information Retrieval
Data Sets
Four data sets were used in the experiments. Statistics are shown in Table 2 . MEDLINE and CRANFIELD. 3 These are two early and well-known benchmark data sets for information retrieval. Their typical statistics is that the number of distinct terms is more than the number of documents, i.e., for the matrix A (or equivalently X T ), m < n. NPL (see footnote 3). This data set is larger than the previous two, with a property that the number of documents is larger than the number of distinct terms, i.e., m > n. Including the above two, these three data sets have the term-document matrices readily available from the provided links, so we did not perform additional processing on the data.
TREC. 4 This is a large data set which is popularly used for experiments in serious text mining applications. Similar to NPL, the term-document matrix extracted from this data set has more documents than distinct terms, i.e., m > n. Specifically, the whole data set consists of four document collections (Financial Times, Federal Register, Foreign Broadcast Information Service, and Los Angeles Times) from the TREC CDs 4 and 5 (copyrighted). The queries are from the TREC-8 ad hoc task. 5, 6 We used the software TMG [21] to construct the term-document matrix. The parsing process included stemming, deleting common words according to the stop list provided by the software, and removing words with no more than five occurrences, or with appearances in more than 100,000 documents. Also, 125 empty documents were ignored. This resulted in a term-document matrix of size 138,232 Â 528,030. For the queries, only the title and description parts were extracted to construct query vectors.
Implementation Specs
The weighting scheme of all the term-document matrices was term frequency-inverse document frequency (TFIDF). Due to the shapes of the matrices, for MEDLINE and CRANFIELD, we used the left projection approximation, and for NPL and TREC, we used the right projection approximation. Full reorthogonalization in the Lanczos process was performed. The filtered mat-vec product A k b was computed as U k ðU We did not use the Matlab command svds for two reasons.
1) The Matlab function svds uses a different algorithm. In order to conform to the computational complexity analysis in Section 4.2, we used the algorithm mentioned in the analysis. 2) While the algorithm used by the Matlab function svds is able to accurately compute the smallest singular components, it consumes too many resources in both storage and time. We chose to implement one that was both lightweight and accurate for largest singular components since the smallest components were not our concern.
Results
Fig . 5 plots the performance of the Lanczos approximation applied to the MEDLINE, CRANFIELD, and NPL data sets, compared with that of the standard LSI (using the truncated SVD approach). These plots show that the accuracy obtained from the Lanczos approximation is comparable to that of LSI, 7 while in preprocessing, the former runs an order of magnitude faster than the latter. The accuracy is measured using the 11-point interpolated average precision, as shown in Figs. 5a , 5b, and 5c. More information is provided by plotting the precision-recall curves. These plots are shown using a specific k for each data set in Figs. 5d, 5e, and 5f. They suggest that the retrieval accuracy for the Lanczos approximation is very close to that of LSI, sometimes even better. As shown in Figs. 5g, 5h , and 5i, the Lanczos approximation is far more economical than the SVD-based LSI. It can be an order of magnitude faster than the truncated SVD which, it should be recalled, was reimplemented for better efficiency. The average query times for the two approaches, as shown in Figs. 5j, 5k, and 5l, are (almost) identical, which conform to the previous theoretical analysis. Note the efficiency of the query responses-in several or several tens of milliseconds. Fig. 5l shows small discrepancies in query times between the two approaches. We believe that the differences were caused by the internal Matlab memory management schemes that were unknown to us. If in the experiments, the Lanczos vectors ( " Q k ) and the singular vectors (V k ) had been precomputed and reloaded rather than being computed on the fly, the query times would have been identical for both approaches.
We also performed tests on the large data set TREC. Since we had no access to a fair environment (which requires as much as 16 GB working memory and no interruptions from other users) for time comparisons, we tested only the accuracy. Fig. 6 shows the precision-recall curves at different ks (400, 600, and 800) for the two approaches. As illustrated in the figure, the Lanczos approximation yielded much higher accuracy than the truncated SVD approach. Meanwhile, according to the rigorous analysis in Section 4.2, the former approach should consume much fewer computing resources and be more efficient than the latter.
Eigenfaces for Face Recognition
Data Sets
Three data sets were used in the experiments. Statistics are shown in Table 3 .
ORL. 8 The ORL data set [23] is small but classic. A dark homogeneous background was used at the image acquisition process. We did not perform any image processing task on this data set.
PIE. 9 The PIE data set [24] consists of a large set of images taken under different poses, illumination conditions, and face expressions. We downloaded the cropped version from Deng Cai's homepage. 10 This version of the data set contains only five near frontal poses for each subject. The images had been nonuniformly scaled to a size of 32 Â 32.
ExtYaleB. 11 Extended from a previous database, the extended Yale Face Database B (ExtYaleB) [25] contains images for 38 human subjects. We used the cropped version [26] that can be downloaded from the database homepage. We further uniformly resized the cropped images to half of their sizes. The resizing can be conveniently performed in Matlab by using the command imag small ¼ imresizeðimg; :5; 'bicubic 0 Þ
without compromising the quality of the images.
Implementation Specs
In the eigenfaces technique, each image is vectorized to a column, whose elements are pixel values. All the images have a single gray channel, whose values range from 0 to 255. We divided them by 255 such that all the pixel values were not greater than 1. We split a data set into training subset and test subset by randomly choosing a specific number of images for each subject as the training images. Different numbers were experimented with and this will be discussed shortly. As in the previous information retrieval experiments, the choice of left or right projection depended on the shape of the training set matrix, and full reorthogonalization was performed for the Lanczos approximation approach. In the truncated SVD approach, we used the same SVD function as the one implemented for information retrieval.
Results
Error rates of the two approaches are plotted in Fig. 7 . For each data set, we used different numbers of images for training. The training sets are roughly 40 percent, 60 percent, and 80 percent of the whole data set. As shown in the figure, for all the data sets and all the training sizes, we experimented with, the Lanczos approximation yielded accuracy that is very close to that of the truncated SVD. These results confirm that the Lanczos approach can be a good alternative to the traditional eigenfaces method. The advantage of the Lanczos approximation lies in its efficiency. Fig. 8 plots the preprocessing times and query times of the two approaches. As can be seen in the figure, in the preprocessing phase, the Lanczos approach is faster than the truncated SVD approach by a factor of 3 or more. However, this gain in efficiency is not as large as that seen in the information retrieval experiments. This is due to the fact that the matrix is not sparse in this case. The dense matvec multiplication occupies a larger fraction of the computing time. Nevertheless, the Lanczos approximation approach always outperforms the traditional truncated SVD approach in time.
CONCLUSIONS
We have explored the use of the Lanczos algorithm as a systematic means of computing filtered mat-vec products. The goal of the method is to obtain a sequence of vectors which converges rapidly toward the exact product in the major left singular directions of the matrix. The main attraction of the algorithm is its low cost. Extensive experiments show that the proposed method can be an order of magnitude faster than the standard truncated SVD approach. In addition, the quality of the approximation in practical applications, such as information retrieval and face recognition, is comparable to that obtained from the traditional approach. Thus, the proposed technique can be applied as a replacement to the SVD technique in any application, where a major computational task is to compute a filtered mat-vec, i.e., the product of a low-rank approximation of a matrix by an arbitrary vector. An avenue of future research following this work is to study how the proposed Lanczos approximation, compared with the truncated SVD approach, affects the final quality for a certain application in a statistical manner.
For information retrieval, the quality of a technique could be based on the precision, i.e., how close the actual relevant documents are to the top of the computed rank list. Although we have proposed a technique to effectively approximate the ranking scores, how the final precisions vary away from those computed using the standard LSI approach is inconclusive. Similarly, for face recognition, the accuracy depends on only the top image in the rank list. It is possible to consider for what conditions the top scores obtained from both the Lanczos technique and the truncated SVD technique appear on the same image, thus the two approaches produce exactly the same result. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
