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Abstrakt
Práce obsahuje úvod k problematice vlastních cˇísel, pojednává o možnostech jejich vy-
užití a ukazuje neˇkteré metody rˇešení tohoto problému. Jsou zde uvedeny trˇi prˇíklady
aplikace vlastních cˇísel na reálnou úlohu, které ukazují, že se nejedná pouze o teoretický
problém a je trˇeba mu veˇnovat pozornost. Dále se práce zabývá prˇedstavením neˇkolika
metod pro výpocˇet vlastních cˇísel, z nichž jsou neˇkteré implementovány v Matlabu a ná-
sledneˇ otestovány. Výsledky jsou analyzovány a na jejich základeˇ je prˇedchozí implemen-
tace vylepšena. V záveˇru práce je uveden nástin nové veˇtve metod, a to prˇedpodmíneˇné
rˇešicˇe vlastních cˇísel, které budou prˇedmeˇtem dalšího výzkumu.
Klícˇová slova: vlastní cˇíslo, vlastní vektor, vlastní dvojice, aplikace vlastních cˇísel, moc-
ninná metoda, Lanczosova metoda, prˇedpodmíneˇní
Abstract
This thesis contains an introduction to the eigenvalue problem. It discusses the possibil-
ities of its use and shows some methods on how this problem can be solved. There are
three examples where the eigenvalues are applied to real situations, which show that this
is not just a theoretical problem and attention must be paid to it. The work deals with the
performance of several methods for calculating eigenvalues, some of which implemented
in Matlab and then tested. The results are analyzed and based on them, the previous im-
plementation is being improved. At the end of the work, an outline of a new branch of
methods is given,with preconditioned eigensolvers, which will be the subject of further
research.
Keywords: eigenvalue, eigenvector, eigenpair, applications of eigenvalues, power method,
Lanczos method, preconditioning
Seznam použitých zkratek a symbolu˚
A−1 – Inverzní matice k matici A
AT – Transponovaná matice A
I – Jednotková matice
det(A) – Determinant matice A
aij – Prvek matice A na i-tém rˇádku a j-tém sloupci
∥v∥ – Eukleidovská norma vektoru v
(a, b) – Skalární soucˇin vektoru˚ a a b
k – Tuhost pružiny v N·m−1
m – Hmotnost v kg
o – Nulový vektor
ω – Úhlová frekvence v s−1
σ(A) – Množina všech vlastních cˇísel matice A - spektrum
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51 Úvod
Téma výpocˇtu vlastních cˇísel se v soucˇasnosti vyskytuje naprˇícˇ všemi, nejen cˇisteˇ tech-
nickými, obory. Problém vlastních cˇísel se kromeˇ mechaniky objevuje v elektrotechnice,
makroekonomice, informatice nebo chemii. Takovéto množství oboru˚ prˇináší spoustu
ru˚zných technických úloh, vedoucích na rˇešení problému vlastních cˇísel a se zveˇtšují-
cími se rozsahy problému˚ roste pochopitelneˇ nárocˇnost rˇešení. Spektrální teorie je proto
již neˇkolik desetiletí rychle rozvíjena a s využitím moderní techniky lze dnes rˇešit pro-
blémy obrovských rozmeˇru˚. Jak už to však bývá, výpocˇetní síla pocˇítacˇu˚ nebude nikdy
zcela dostacˇující a jsou vyvíjeny stále lepší a efektivneˇjší metody, jak problém vlastních
cˇísel rˇešit.
Na následujících stránkách si nejprve demonstrujeme na prˇíkladech, kde se mu˚žou
vlastní cˇísla vyskytnout a jak je lze využít v praxi. Poté vedeme neˇkolik metod pro vý-
pocˇet vlastních cˇísel spolu s jejich implementací v Matlabu, z nichž neˇkteré otestujeme a
porovnáme. Na záveˇr nastíníme prˇedmeˇt dalšího výzkumu, a to prˇedpodmíneˇné rˇešicˇe,
které jsou v této problematice nejnoveˇjším nástrojem.
62 Základní definice vlastních cˇísel
Prˇi studiu mnoha inženýrských problému˚ se mu˚žeme cˇasto setkat s problémem vlastních
cˇísel a vektoru˚. Ty jsou definovány následovneˇ:
Necht’ U je vektorový prostor. Meˇjme lineární transformaci A : U → U , nenulový vektor
v ∈ U a cˇíslo λ ∈ C, a platí
Av = λv, (2.1)
pak cˇíslo λ nazýváme vlastním cˇíslem a vektor v jemu prˇíslušný vlastní vektor zobra-
zení A. Dvojici (λ, v) pak nazýváme vlastní dvojicí zobrazení A. V této práci se budeme
zabývat zejména vlastními cˇísly matic a A budeme používat pro oznacˇení komplexní
cˇtvercové matice.
Rovnici (2.1) mu˚žeme prˇepsat do tvaru
Av − λv = (A− λI)v = o. (2.2)
Získáváme tak soustavu rovnic, jejímž rˇešením je vlastní vektor matice A. Jelikož vektor
v nesmí být podle definice nulový, má daná soustava netriviální, a tedy nenulové rˇešení
pouze tehdy, pokud je matice A− λI singulární a tedy platí
det(A− λI) = 0. (2.3)
Množinu všech vlastních cˇísel σ(A) nazýváme spektrum matice A.
Vlastní vektor v nazýváme také pravý vlastní vektor. Levý vlastní vektor definujeme
rovností
vTA = λvT . (2.4)
2.1 Vlastnosti spektra
Spektrum má spoustu zajímavých vlastností, které nám cˇasto mohou rˇíci mnoho o sys-
tému, reprezentovaném maticí. Samotné spektrum matice veˇtšinou není videˇt, je však
známo, že
det(A) =
n
i=1
λi. (2.5)
Neˇkdy také mu˚žeme využít stopu matice, což je soucˇet prvku˚ matice na hlavní diagonále
a pro níž platí n
i=1
aii =
n
i=1
λi. (2.6)
2.2 Symetrické matice
V této práci se budeme soustrˇedit zejména na symetrické matice, nebot’ se vyskytují prˇi
vyšetrˇování reálných problému˚ velmi cˇasto a pro rˇešení problému vlastních cˇísel lze tyto
vlastnosti využít.
Veˇta 2.1 Jestliže je A symetrická, reálná matice, pak platí ∀λ ∈ σ(A) : λ ∈ R.
7Veˇta 2.2 Jestliže je A symetrická, reálná matice, pak jsou její vlastní vektory, prˇíslušné ru˚zným
vlastním cˇíslu˚m ortogonální.
Du˚kazy teˇchto veˇt lze nalézt naprˇíklad v [5].
Pro tyto symetrické matice lze pak nalézt spektrální rozklad
A = QDQT , (2.7)
kde D je matice s vlastními cˇísly na diagonále a Q je matice, mající ve sloupcích prˇíslušné
ortonormální vlastní vektory.
83 Motivace a aplikace vlastních cˇísel na reálné problémy
Vlastní cˇísla mají velmi široké uplatneˇní v technické praxi a mnoho odborných a technic-
kých cˇlánku˚ se tímto tématem zabývá. V akademických materiálech se však již vyskytuje
teˇchto ukázek méneˇ. Z tohoto du˚vodu uvedeme neˇkolik reálných prˇíkladu˚ využití vlast-
ních cˇísel.
3.1 Vibrace1
V mechanice cˇasto využívaná aplikace vlastních cˇísel. Vlastní cˇísla zde ukazují vlastní
frekvenci konstrukce reprezentované maticí. Vlastní frekvencí se nazývá rezonancˇní frek-
vence soustavy a v praxi mu˚že buzení systému touto frekvencí zpu˚sobit rozkmitání i vel-
kých konstrukcí a vést k jejich poškození. Typickým prˇíkladem tohoto problému mu˚že
být slavný Tacoma Bridge.
(http://www.youtube.com/watch?v=j-zczJXSxnw)
3.1.1 Vlastní frekvence
Meˇjme systém trˇí pružin a dvou hmotných objektu˚ zobrazený na obrázku 1, pohybujících
se pouze v horizontálním smeˇru.
Obrázek 1: Systém pružin
Zdroj: http://lpsa.swarthmore.edu/MtrxVibe/EigApp/EigVib.html
Rovnice rovnováhy vypadají takto
mx′′1 + k1x1 − k2(x2 − x1) = 0, (3.1)
mx′′2 + k1x2 + k2(x2 − x1) = 0. (3.2)
Budeme se snažit najít rˇešení prˇi buzení soustavy harmonickým kmitáním s parametry ω
a ϕ
xi = ci cos(ωt+ ϕ), (3.3)
1Inspirace v [9]
9které dále derivujeme
x′i = −ωcisin(ωt+ ϕ), (3.4)
x′′i = −ω2ci cos(ωt+ ϕ) = −ω2xi. (3.5)
Po dosazení do (3.1) a (3.2) upravíme rovnice
−ω2x1m+ k1x1 − k2(x2 − x1) = 0 (3.6)
−ω2x1m+ k1x1 + k2x1 − k2x2 = 0 / · 1
m
(3.7)
−ω2x1 + k1x1 + k2x1
m
− k2x2
m
= 0 (3.8)
x1

− ω2 + k1 + k2
m

+ x2

− k2
m

= 0 (3.9)
−ω2x2m+ k1x2 + k2(x2 − x1) = 0 (3.10)
−ω2x2m+ k1x2 + k2x2 − k2x1 = 0 / · 1
m
(3.11)
−k2x1
m
− ω2x2 + k1x2 + k2x2
m
= 0 (3.12)
x1

− k2
m

+ x2

− ω2 + k1 + k2
m

= 0 (3.13)
a mu˚žeme soustavu napsat maticoveˇ−ω2 + k1 + k2m −k2m
−k2
m
−ω2 + k1 + k2
m
 ·x1
x2

=

0
0

.
Pokud bude první matice, oznacˇme ji M , regulární, existuje vždy pouze jedno, nulové
rˇešení a soustava buzená tímto kmitáním se utlumí. Pokud bude však singulární, není
rˇešení jednoznacˇneˇ urcˇeno a existují i nenulová rˇešení.
Nyní si je trˇeba všimnout, že první matici lze napsat jako
M =
k1 + k2m −k2m
−k2
m
−k1 + k2
m
− ω21 0
0 1

.
Jak známo, matice M je singulární, pokud det(M) = 0, tedy pokud oznacˇíme první ma-
tici jako A, pak det(A − ω2I) = 0, což prˇesneˇ odpovídá definici (2.3) pro vlastní cˇísla a
mu˚žeme psát
ω2 = λ. (3.14)
Zde vidíme, že vlastní cˇísla λ musí být z du˚vodu druhé mocniny veˇtší nebo rovna nule.
Není to však žádné prˇekvapení, nebot’ frekvence pochopitelneˇ nemu˚že být záporná. V
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našem prˇípadeˇ budou tyto vlastní frekvence dveˇ a mu˚žeme je snadno vypocˇítat rˇešením
determinantu matice.
det(M) = 0 (3.15)
− ω2 + k1 + k2
m
2 − k22
m2
= 0 (3.16)
−ω2 + k1 + k2
m
= ±k2
m
(3.17)
ω21 =
k1
m
→ ω1 =

k1
m
ω22 =
k1 + 2k2
m
→ ω2 =

k1 + 2k2
m
(3.18)
Záveˇr: Jelikož není rˇešení v tomto prˇípadeˇ jednoznacˇneˇ urcˇeno, mu˚že se soustava prˇi
teˇchto frekvencích neocˇekávaneˇ rozkmitat, což mu˚že v praxi vést k silnému namáhání
konstrukce nebo dokonce k jejímu znicˇení.
3.2 Pru˚hyb prutu 2
3.2.1 Formulace problému
Velice hezkým prˇíkladem aplikace vlastních cˇísel je hledání pru˚hybu homogenního, vo-
dorovného prutu o dané délce l. Prut je volneˇ uložen na nosnících, konstantního pru˚rˇezu,
je rovnomeˇrneˇ zatížen silou q a je namáhán na vzpeˇr tlakovou silou P . Nákres prutu, prˇí-
slušné síly a orientace zvoleného sourˇadnicového systému x, u, lze videˇt na obrázku 2.
Obrázek 2: Nosník
Zdroj: Upravený obrázek z http://openclipart.org/detail/100549
2Inspirace v [2]
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Pro obecný pru˚hyb prutu v bodeˇ A[x, u] platí rovnice
u′′ = −M
EI
, (3.19)
kde E je modul pružnosti v tahu, I je moment setrvacˇnosti pru˚rˇezu vzhledem k ohybové
ose a M je velikost momentu všech sil, pu˚sobící na daný bod A zleva. Smeˇr momentu je
nakreslen na obrázku. Moment lze vyjádrˇit jako soucˇet momentu reakce R1 s ramenem
x, síly P s ramenem u a zatížení po délce intervalu ⟨0;x⟩. Síla zatížení se zde rovná síle
velikosti qx pu˚sobící v teˇžišti intervalu a délka ramena je tedy x2 . Tato síla pu˚sobí proti
smeˇru momentu, naznacˇeném na obrázku a je proto trˇeba ji od výsledného momentu
odecˇítat.
M =
ql
2
x+ Pu− qxx
2
(3.20)
Výsledná diferenciální rovnice má tvar
u′′ =
−Pu
EI
+
q
2EI
x2 − ql
2EI
, (3.21)
s okrajovými podmínkami
u(0) = 0, u(l) = 0. (3.22)
3.2.2 Analytické rˇešení
Pomocí substitucí
a2 =
−Pu
EI
, b =
q
2EI
, c = − ql
2EI
x, (3.23)
mu˚žeme rovnici (3.21) vyjádrˇit ve tvaru
u′′ + a2u = bx2 − cx. (3.24)
Obecným rˇešením prˇidružené homogenní rovnice je
uh = C1 cos(ax) + C2 sin(ax), C1, C2 ∈ R. (3.25)
Partikulární rˇešení získáme metodou speciální pravé strany, kterou hledáme ve tvaru
up = Ax
2 +Bx+ C, u′′p = 2A. (3.26)
Dosazením do (3.24) získáváme následující rovnici a porovnáním koeficientu˚ u stejných
mocnin x získáme partikulární rˇešení.
a2Ax2 = bx2 + cx (3.27)
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a2Ax2 = bx2 → A = b
a2
(3.28)
a2Bx = bx2 → B = c
a2
(3.29)
2A+ a2C =
2b
a2
+ a2C = 0→ C = −2b
a4
(3.30)
up =
b
a2
x2 +
c
a2
x− 2b
a4
(3.31)
Secˇtením homogenního a partikulárního rˇešení získáváme obecné rˇešení (3.24).
u =
b
a2
x2 +
c
a2
x− 2b
a4
+ C1 cos(ax) + C2 sin(ax), C1, C2 ∈ R (3.32)
Dále aplikujeme pocˇátecˇní podmínky (3.22) pro získání konstant C1 a C2. Pro x = 0 platí
0 = −2b
a4
+ C1 → C1 = 2b
a4
. (3.33)
Pro x = l získáváme rovnici
0 =
b
a2
l2 +
c
a2
l − 2b
a4
+
2b
a4
cos(ax) + C2 sin(ax). (3.34)
Jak lze videˇt v (3.21), c = −bl a platí
b
a2
l2 +
c
a2
l = 0 (3.35)
0 =
2b
a4
l(cos(ax)− 1) + C2 sin(ax) (3.36)
C2 =
2b
a4
(1− cos(al))
sin(al)
, sin(al) ̸= 0. (3.37)
Rˇešení (3.24) s pocˇátecˇními podmínkami (3.22), a tedy pru˚hyb prutu vypadá takto
u =
b
a2
x2 +
c
a2
x− 2b
a4
+
2b
a4
cos(ax) +
2b
a4
(1− cos(al))
sin(al)
sin(ax). (3.38)
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3.2.3 Kritická síla
Prˇi výpocˇtu druhé konstanty je nutné zavést podmínku sin(al) ̸= 0, z du˚vodu výskytu
tohoto výrazu ve jmenovateli. Pro všechny prˇípady, kdy al je násobek π, se stává úloha s
okrajovými podmínkami nerˇešitelnou. Je trˇeba si však uveˇdomit, co to znamená v praxi.
Pokud se podíváme na rovnici (3.38), vidíme, že všechny cˇleny rovnice kromeˇ posledního
budou vždy nabývat konecˇných hodnot. Pokud se však bude jmenovatel posledního vý-
razu blížit k nule, pru˚hyb prutu zacˇne ru˚st nade všechny meze. Nastane prˇerušení a prut
praskne. Z uvedené podmínky mu˚žeme získat tak zvanou kritickou sílu.
sin(al) = 0 (3.39)
al = π (3.40)
a2l2 = π2 (3.41)
P
EI
l2 = π2 (3.42)
Pkr =
π2EI
l2
(3.43)
(3.44)
Je du˚ležité si všimnout, že kritická síla nezávisí na vertikálním zatížení, ale pouze na
rˇešení prˇidružené homogenní rovnice (konstantu C2 nelze vypocˇítat prˇi sin(al) = 0).
Kritická síla se tudíž vyskytuje i v následujícím prˇípadeˇ s nulovým zatížením.
u′′ + a2u = 0, u(0) = 0, u(l) = 0 (3.45)
Obecné rˇešení vypadá stejneˇ jako v (3.25) takto
uh = C1 cos(ax) + C2 sin(ax), C1, C2 ∈ R. (3.46)
Z první podmínky je videˇt, že C1 = 0. Mnohem zajímaveˇjší je však výpocˇet druhé kon-
stanty
C2 sin(al) = 0. (3.47)
Zde platí, že pro al ∈ (0, π), C2 = 0. Úloha (3.45) tak získává jediné rˇešení
u = 0. (3.48)
Pokud však al = π, je hodnota C2 neurcˇitá a rˇešení není dáno jednoznacˇneˇ. Plyne z toho
následující poznatek. V prˇípadeˇ nenulového vertikálního zatížení je pru˚hyb prutu neko-
necˇný, prˇi nulovém zatížení je neurcˇitý. Jako typický prˇíklad mu˚že sloužit nosný sloup
konstrukce. Sloup je zde ve vertikální poloze a je namáhán tíhou konstrukce, kterou nese.
Zatížení ze strany je tedy nulové. Pokud však síla pu˚sobící na sloup ve vertikálním smeˇru
dosáhne Pkr, není pru˚hyb udán jednoznacˇneˇ. Pru˚hyb v horizontálním smeˇru mu˚že zu˚stat
nulový, stacˇí však jakékoliv horizontální zatížení a sloup se zrˇítí. Zhroucení konstrukce
mu˚že zpu˚sobit v tomto prˇípadeˇ i závan veˇtru.
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3.2.4 Spojení a problémem vlastních cˇísel
Jak mu˚žeme videˇt v prˇedchozím prˇíkladu, problém s rˇešením nastává pouze v prˇípadeˇ,
pokud má prˇíslušná homogenní rovnice jiné než nulové rˇešení. Meˇjme problém
u′′ + λu = 0, u(0) = 0, u(l) = 0, (3.49)
kde λ je reálný parametr. Rˇešením tohoto problému je spojitá funkce v intervalu, která
vyhovuje okrajovým podmínkám a má z du˚vodu prvního cˇlenu v intervalu spojité první
dveˇ derivace. Problém má samozrˇejmeˇ triviální rˇešení. Existují však hodnoty λ, pro které
existuje také netriviální rˇešení. Tato cˇísla se nazývají vlastní cˇísla problému (3.49) a funkci,
rˇešící problém s tímto parameterem nazýváme vlastní funkcí.
3.2.5 Výpocˇet vlastních cˇísel a rˇešení obycˇejných diferenciálních rovnic metodou
sítí
Výše popsaný problém lze rˇešit numericky, metodou konecˇných diferencí neboli meto-
dou sítí. Ta funguje na principu rozdeˇlení daného intervalu na n stejneˇ velkých podinter-
valu˚ délky h a aproximací derivací pomocí funkcˇních hodnot v okolních bodech. Odvo-
zení metody sítí, které lze nalézt v [4], pomocí Taylorových polynomu˚ druhého stupneˇ
vypadá následovneˇ.
u(x+ h) = u(x) +
h
1!
u′(x) +
h2
2!
u′′(x) + C1(h3) (3.50)
u(x− h) = u(x)− h
1!
u′(x) +
h2
2!
u′′(x) + C2(h3) (3.51)
Po secˇtení teˇchto dvou rovnic a zanedbání rˇádu˚ vyšších než 2 dostáváme
u(x+ h) + u(x− h) ≈ 2u(x) + h2u′′ (3.52)
u′′ ≈ u(x+ h) + u(x− h)− 2u(x)
h2
. (3.53)
Prˇíklad 3.1 Meˇjme problém
u′′ − (1− cos2(x))u = −2 (3.54)
s okrajovými podmínkami
u(0) = 0, u(π) = 0 (3.55)
a pocˇtem podintervalu˚ n = 6, h = π6 . Položme g(x) = −(1− cos2 x) a f(x) = −2.
Rˇešení: Obecneˇ lze pomocí metody sítí pru˚hyb v bodeˇ xi vyjádrˇit takto
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f(xi) =
u(xi−1)− 2u(xi) + u(xi+1)
h2
+ g(xi)u(xi), (3.56)
f(xi)h
2 = u(xi−1)− 2u(xi) + u(xi+1) + g(xi)u(xi)h2. (3.57)
Prˇicˇemž podle okrajových podmínek u(x0) = 0 a u(xn) = 0.
Vznikající matici mu˚žeme sestavit jako soucˇet matic A = L+G.
L =

−2 1 0 · · · 0
1 −2 1 . . . ...
0 1 −2 1 . . .
. . . 1
. . . . . . 0
...
. . . . . . −2 1
0 · · · 0 1 −2

G = h2

g(x1) 0 · · · 0
0 g(x2) 0
0 g(x3)
. . .
...
...
. . . . . . . . .
. . . g(xn−2) 0
0 · · · 0 g(xn−1)

Pravá strana b a vektor neznámých u1 až un−1 vypadají následovneˇ
b =

f(x1)h
2 − u0
f(x2)h
2
f(x3)h
2
...
f(xn−2)h2
f(xn−1)h2 − un

, u =

u1
u2
u3
...
un−2
un−1

.
Po dosazení a využití vztahu 1− cos2 x = sin2 x vypadá soustava takto
A =

−2 1 0 0 0
1 −2 1 0 0
0 1 −2 1 0
0 0 1 −2 1
0 0 0 1 −2
−π
2
36

sin2 π6 0 0 0 0
0 sin2 π3 0 0 0
0 0 sin2 π2 0 0
0 0 0 sin2 2π3 0
0 0 0 0 sin2 5π6
 , b = −π
2
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
1
1
1
1
1
 ,
kterou vyrˇešíme a získáváme výsledné rˇešení u.
u =

0, 8700 1, 2513 1, 3415 1, 2513 0, 8700
T
Prˇíklad 3.2 Vypocˇítejme prvních 5 vlastních cˇísel problému
u′′ − λ(1− cos2 x)u = −2 (3.58)
s okrajovými podmínkami
u(0) = 0, u(π) = 0. (3.59)
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Obrázek 3: Rˇešení prˇíkladu 3.1
Rˇešení: Hledáme parametry λ rovnice
u′′ + λg(x)u = 0, (3.60)
kde g(x) = cos2 x − 1 a pro které má tato rovnice jiné, než triviální rˇešení. To znamená,
že sestavená matice A pomocí metody sítí je singulární a tedy det(A) = 0. Matice L a
G vypadají stejneˇ, jako v prˇedchozím prˇípadeˇ, s tím rozdílem, že matice G se násobí
parametrem λ: A = L+ λG. Nyní mu˚žeme pomocí pravidel pro pocˇítání s determinanty
(naprˇ. v [5]) odvodit postup pro výpocˇet vlastních cˇísel.
det(L+ λG) = 0 / · det(G− 12 )zprava (3.61)
det(LG−
1
2 + λG
1
2 ) = 0 / · det(G− 12 )zleva (3.62)
det(G−
1
2LG−
1
2 + λI) = 0 / · (−1) (3.63)
det(−G− 12LG− 12 − λI) = 0 (3.64)
Podle definice vlastních cˇísel je tedy z rovnice (3.64) videˇt, že vlastní cˇísla problému (3.60)
jsou vlastní cˇísla matice G−
1
2LG−
1
2 . V úpravách byla používána matice G−
1
2 z du˚vodu
zachování symetricˇnosti výsledné matice.
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Sestavená matice pro problém (3.60) vypadá následovneˇ
−G− 12LG− 12 =

−29.1805 8.4237 0 0 0
8.4237 −9.7268 4.2118 0 0
0 4.2118 −7.2951 4.2118 0
0 0 4.2118 −9.7268 8.4237
0 0 0 8.4237 −29.1805

a vlastní cˇísla této matice a tedy vlastní cˇísla problému (3.60) s funkcí g(x) = cos2 x − 1
jsou
e =
−1.2825 −6.5863 −12.4185 −32.3211 −32.5014 .
3.3 Markovu˚v rˇeteˇzec
Markovu˚v rˇeteˇzec tvorˇí posloupnost stavu˚ náhodného procesu, kde to, v jakém stavu
se objekt bude nacházet v následujícím kroku, ovlivnˇuje pouze stav soucˇasný. Markovu˚v
rˇeteˇzec nachází uplatneˇní ve fyzice, chemii, ekonomii, statistice a mnoha dalších oborech.
Obrázek 4: Jednoduchá ilustrace Markovova rˇeteˇzce
Zdroj: http://cs.wikipedia.org/wiki/Soubor:Markovkate_01.svg
Jak lze videˇt na obrázku 4, pokud je objekt ve stavu E, prˇejde do stavu A s
pravdeˇpodobností 0.7 a zu˚stane ve stejném stavu s pravdeˇpodobností 0.3. Podobneˇ
objekt ve stavu A prˇejde do stavu E s pravdeˇpodobností 0.4 a s pravdeˇpodobností 0.6 se
jeho stav nezmeˇní. Jak vidíme, tak následující stav opravdu závisí pouze na konkrétním
stavu.
3.3.1 Definice
Markovu˚v rˇeteˇzec je definován množinou n stavu˚ S = {s1, s2, ..., sn} a maticí prˇechodu˚
P , kde pij je pravdeˇpodobnost prˇechodu ze stavu si do sj .
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3.3.2 Prˇíklad
Meˇjme prˇepravní firmu vozící zboží ze stanovišt’ s1, s2 a s3. Poté, co je zboží dorucˇeno
se vu˚z firmy vrátí na nejbližší ze trˇí stanovišt’. Podle statistik mu˚žeme rˇíci, že známe
pravdeˇpodobnost toho, na které stanovišteˇ sj a se vu˚z vrátí, pokud vyjede ze stanovišteˇ
si. Jednotlivé pravdeˇpodobnosti prˇechodu˚ jsou na obrázku 5.
Obrázek 5: Pravdeˇpodobnosti prˇechodu˚ stavu˚
Matice prˇechodu˚ vypadá takto
P =

s1 s2 s3
s1 0.3 0.3 0.4
s2 0.3 0.2 0.5
s3 0.25 0.5 0.25
.
Nyní si uveˇdomme, že pravdeˇpodobnost toho, že vu˚z ze stanovišteˇ 1 se po dvou výjez-
dech zase vrátí, odpovídá soucˇtu pravdeˇpodobností teˇchto prˇechodu˚: s1 → s1 → s1, s1 →
s2 → s1, s1 → s3 → s1, což lze vyjádrˇit
p211 = p11p11 + p12p21 + p13p31. (3.65)
Obecneˇ lze pravdeˇpodobnost toho, že bude vu˚z ze stanovišteˇ si bude po dvou výjezdech
nacházet ve stavu sj vyjádrˇit následovneˇ
p2ij =
n
k=1
pikpkj (3.66)
a tedy se nejedná nic jiného, než prosté násobení matic. Pro r prˇechodu˚ lze psát
prij =
n
k=1
pr−1ik pkj . (3.67)
Pravdeˇpodobnosti všech prˇechodu˚ po r krocích získáme prostým vynásobením matice
P r-krát sama sebou.
P 2 =

s1 s2 s3
s1 0.2800 0.3500 0.3700
s2 0.2750 0.3800 0.3450
s3 0.2875 0.3000 0.4125

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Podobneˇ mu˚žeme pokracˇovat a získat matici pro libovolný pocˇet prˇechodu˚.
P 4 =

s1 s2 s3
s1 0.2810 0.3420 0.3770
s2 0.2807 0.3442 0.3752
s3 0.2816 0.3384 0.3800

P 8 =

s1 s2 s3
s1 0.2811 0.3414 0.3775
s2 0.2811 0.3414 0.3775
s3 0.2811 0.3413 0.3775

P 16 =

s1 s2 s3
s1 0.2811 0.3414 0.3775
s2 0.2811 0.3414 0.3775
s3 0.2811 0.3414 0.3775

Násobky matic nám rychle konvergují a po dalších násobeních se již výsledek nemeˇní. To
znamená, že pravdeˇpodobnost toho, že bude vozidlo po n výjezdech v neˇkterém ze sta-
novišt’, nezáleží na tom, ze kterého stanovišteˇ vyjela, a po urcˇité dobeˇ zu˚stanou vozidla
prˇesneˇ rozdeˇlena podle daného pomeˇru.
3.3.3 Vlastní cˇísla
Pro dostatecˇneˇ velké n lze psát3
Pn+1 = PPn = Pn. (3.68)
Pokud si matici Pn napíšeme jako sloupcové vektory Pn = (v1, v2, ..., vk), pak pro každý
z nich platí.
Pvi = vi, (3.69)
což prˇesneˇ odpovídá definici (2.1) a matice P má vlastní cˇíslo λ = 1 a vi je prˇíslušným
vlastním vektorem. Lze si všimnout že všechny vektory vi jsou pouze násobky jednot-
kového vlastního vektoru. Toto vlastní cˇíslo je zárovenˇ dominantním vlastním cˇíslem,
jak mu˚žeme jednoduše oveˇrˇit naprˇíklad pomocí Geršgorinovy veˇty (kapitola 4.2), kde by
bylo videˇt, že žádné vlastní cˇíslo nemu˚že být veˇtší než 1.
Jelikož víme, že pro cˇtvercové matice A,B, stejné dimenze platí
ATBT = (BA)T (3.70)
a mu˚žeme psát
P TP T = (PP )T → (P T )n = (Pn)T . (3.71)
3Du˚kaz tohoto tvrzení by vypadal stejneˇ, jako du˚kaz konvergence mocninné metody v kapitole 4.4
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Matice (P T )n má prˇi dalším násobením P T stejné vlastnosti, jako matice Pn v (3.68) a
tedy také vlastní cˇíslo λ = 1. Matice
(P 16)T =
 0.2811 0.2811 0.28110.3414 0.3414 0.3414
0.3775 0.3775 0.3775
 (3.72)
nám ilustruje, že matice (P T )n má opeˇt ve sloupcích vlastní vektor prˇíslušný tomuto
vlastnímu cˇíslu, tentokrát je to však už rovnou vektor pravdeˇpodobností pro prˇechody.
3.3.4 Záveˇr
Pokud máme k dispozici matici prˇechodu˚ neˇjakého procesu, mu˚žeme získat matici prˇe-
chodu˚ po n krocích, kde n → ∞, získáním vlastního vektoru v1 matice P T , prˇíslušnému
vlastnímu cˇíslu λ1 = 1, pro který platí ∥v1∥1 = 1. Vyhýbáme se tak násobení matic, které
mu˚že v neˇkterých prˇípadech, zejména u matic vysokých dimenzí, konvergovat velmi
pomalu.
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4 Metody výpocˇtu
4.1 Charakteristický polynom
Charakteristickým polynomem oznacˇujeme polynom stupneˇ n, který vznikne prˇi výpo-
cˇtu determinantu matice A− λI dimenze n.
pn(λ) = det(A− λI) (4.1)
Položíme-li tento polynom roven nule, získáváme charakteristickou rovnici problému,
kde jsou vlastní cˇísla λ korˇeny této rovnice a problém vlastních cˇísel mu˚žeme takto vyrˇešit
analyticky.
pn(λ) = 0 (4.2)
Prˇíklad 4.1 Nalezneˇte vlastní cˇísla matice
A =

1 2
3 2

.
Rˇešení:
det(A− λI) = 0 (4.3)
det

1− λ 2
3 2− λ

= 0 (4.4)
(1− λ)(2− λ)− 6 = 0 (4.5)
λ2 − 3λ− 4 = 0 (4.6)
(λ+ 1)(λ− 4) = 0 (4.7)
Vlastní cˇísla matice A jsou tedy λ1 = −1, λ2 = 4.
4.1.1 Základní veˇta algebry
Pomocí charakteristické rovnice lze tedy vždy získat vlastní cˇísla matice, samozrˇejmeˇ za
prˇedpokladu, že ji umíme vyrˇešit. Jak již bylo rˇecˇeno, prˇi výpocˇtu determinantu cˇtver-
cové matice dimenze n získáme charakteristický polynom rˇádu n. Díky základní veˇteˇ
algebry víme, že charakteristická rovnice má vždy alesponˇ jedno rˇešení.
Veˇta 4.1 (Základní veˇta algebry) Meˇjme polynom promeˇnné x a rˇádu n ve tvaru
pn(x) = anx
n + an−1xn−1 + ...a1x+ a0, (4.8)
kde a0, ...an ∈ C a an ̸= 0. Potom existuje cˇíslo a ∈ C takové, že platí pn(a) = 0.
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4.1.2 Hledání korˇenu˚
Jelikož stupenˇ polynomu roste úmeˇrneˇ dimenzi matice a od stupneˇ 5 již neznáme postup
pro analytické rˇešení, je nutné hledání korˇene polynomu rˇešit numericky, naprˇíklad me-
todu pu˚lení intervalu, prostých iterací nebo Newtonovou metodou. O teˇchto metodách
se mu˚žeme docˇíst naprˇíklad v [3].
Podobneˇ nalezení samotného charakteristického polynomu mu˚že být znacˇneˇ netrivi-
ální a zdlouhavá úloha. K efektivneˇjšímu získání charakteristického polynomu lze použít
Krylovovu metodu, popsanou rovneˇž v [3].
V praxi se však cˇasto setkáváme se speciálními typy matic, z nichž jeden je matice
trˇídiagonální. Pro tento typ matice mu˚žeme získat charakteristický polynom rekurzivneˇ.
Trˇídiagonální matice dimenze n vypadá takto:
Tn =

a1 c1 0 · · · 0
b1 a2 c2
. . .
...
0 b2 a3
. . . . . .
. . . . . . . . . cn−2 0
...
. . . bn−2 an−1 cn−1
0 · · · 0 bn−1 an

. (4.9)
Pokud využijeme rozvoje determinantu matice T − λI podle sloupce a jako první cˇlen
vezmeme prvek an získáváme vztah
pn(λ) = (an − λ)pn−1(λ)− cn−1bn−1pn−2(λ). (4.10)
Získáváme tak rekurzivní prˇedpis pro získání charakteristického polynomu trˇídiagonální
matice, pro jehož úplnost je trˇeba ješteˇ doplnit, že
p0(λ) = 1, p1(λ) = a1 − λ. (4.11)
Tento postup se mu˚že u teˇchto matic hodit také proto, že pomocí Lanczosovy metody,
o které bude rˇecˇ pozdeˇji, jsme schopni jiné matice na tento tvar prˇevést prˇi zachování
spektra.
Prˇíklad 4.2 Nalezneˇte charakteristický polynom matice
A =

1 3 0 0
0 −2 2 0
0 1 −3 2
0 0 1 −2
 . (4.12)
Rešení: Podle prˇedpisu (4.10) postupneˇ získáváme polynomy.
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p0(λ) = 1 (4.13)
p1(λ) = 1− λ (4.14)
p2(λ) = (−2− λ)(1− λ) (4.15)
p3(λ) = (−3− λ)(−2− λ)(1− λ)− 2(1− λ) (4.16)
p4(λ) = (−2− λ)(−3− λ)(−2− λ)(1− λ)− 2(−2− λ)(1− λ) (4.17)
= (λ2 + 5λ+ 6)(λ2 + λ− 2)− 2(λ2 + λ− 2) (4.18)
= λ4 + 6λ3 + 7λ2 − 6λ− 8 (4.19)
Rˇešení tohoto polynomu je
λ1 = 1, λ2 = −0.4384, λ3 = −4.5616, λ4 = −2. (4.20)
4.2 Geršgorinova veˇta
Cˇasto se nám mu˚že hodit alesponˇ neˇjaká informace o spektru, která je na matici okamžiteˇ
videˇt a pro rˇešení neˇkterých úloh nám mu˚že dobrˇe posloužit pouze prˇibližné urcˇení ob-
lasti, kde se vlastní cˇísla nacházejí. Tuto informaci nám mu˚že poskytnout následující veˇta.
Veˇta 4.2 (Geršgorinova) Meˇjme cˇtvercovou matici A dimenze n s komplexními prvky a množinu
S = S1 ∪ S2 ∪ ... ∪ Sn, (4.21)
kde
Si = {z ∈ C, |z − aii| ≤
n
j=1,j ̸=i|aij |}, i = 1, ..., n, (4.22)
pak se všechna vlastní cˇísla matice A nacházejí v této množineˇ.
Du˚kaz. Meˇjme vlastní vektor v matice A dimenze n, pak platí Av = λv a
ai1v1 + ai2v2 + ...+ aiivi + ...+ ainvn = λvi (4.23)
a i volíme tak, aby prvek vi byl nejvyšší prvek vektoru v v absolutní hodnoteˇ. Prˇevodem
prvku aiivi na pravou stranu získáme rovnicin
j=1,j ̸=i aijvj = (λ− aii)vi. (4.24)
Vpravo máme nyní pouze jeden cˇlen, cˇleny vlevo se však mohou ru˚zneˇ scˇítat, cˇi odecˇítat,
proto po aplikaci absolutní hodnoty platín
j=1,j ̸=i|aij ||vj | ≥ |λ− aii||vi|. (4.25)
Podeˇlíme celou rovnici |vi| n
j=1,j ̸=i
|aij ||vj |
|vi| ≥ |λ− aii|. (4.26)
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Jelikož jsme na zacˇátku vybrali i tak, že cˇlen vi je nejvyšší v absolutní hodnoteˇ, víme že
|vj |
|vi| ≤ 1 (4.27)
a prˇi odstraneˇní násobení tímto cˇlenem platín
j=1,j ̸=i|aij | ≥
n
j=1,j ̸=i
|aij ||vj |
|vi| ≥ |λ− aii| (4.28)n
j=1,j ̸=i|aij | ≥ |λ− aii|. (4.29)
Pro vlastní cˇíslo λ prˇíslušné vlastnímu vektoru v tedy platí λ ∈ Si.
Prˇíklad 4.3 Pomocí Geršgorinovy veˇty lokalizujte spektrum matice (4.12).
Rˇešení: Pro každý prvek na hlavní diagonále najdeme množinu Si a zakreslíme do
obrázku 6. Na obrázku jsou také vyznacˇena vypocˇtená vlastní cˇísla 4.20.
Obrázek 6: Lokalizace spektra
4.3 Podobnost matic
U mnoha metod pro výpocˇet vlastních cˇísel se využívá podobnost matic. Jsou to naprˇí-
klad QR metoda popsaná v [3] nebo Lanczosova metoda. Využívá se zde skutecˇnosti, že
podobné matice mají totožné spektrum.
Cˇtvercové matice A a B stejné dimenze n jsou podobné, pokud platí
A = X−1BX, (4.30)
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kde X je regulární matice dimenze n.
Du˚kaz. Meˇjme dveˇ podobné matice, A a B. Z definice vlastních cˇísel a pomocí vlastností
determinantu˚ mu˚žeme odvodit.
0 = det(A− λI) (4.31)
= det(X−1BX − λI) (4.32)
= det(X−1BX −X−1λIX) (4.33)
= det(X−1(B − λI)X) (4.34)
= det(X−1) det(X) det(B − λI) (4.35)
= det(B − λI) (4.36)
Lze tedy videˇt, že podobné matice mají stejné spektrum
Pomocí této skutecˇnosti lze jednoduše ukázat, že platí
σ(AB) = σ(BA), (4.37)
jelikož matice AB a BA jsou podobné.
Za prˇedpokladu, že A nebo B je regulární lze napsat
AB = ABAA−1, (4.38)
prˇípadneˇ
AB = B−1BAB. (4.39)
Lze tedy videˇt podobnost matice, kde v (4.38) by A−1 bylo maticí X v (4.30). V (4.39) je to
pak matice B.
4.4 Mocninná metoda
Mocninná metoda je iteracˇní metoda pro získání vlastního vektoru prˇíslušnému domi-
nantnímu vlastnímu cˇíslu. Dominantním vlastním cˇíslem rozumíme vlastní cˇíslo nejvyšší
v absolutní hodnoteˇ. Prˇi studiu technických úloh vedoucích na problém vlastních cˇísel
hrají dominantní vlastní cˇísla cˇasto nejdu˚ležiteˇjší roli. Prˇedpokladem mocninné metody
je, že matice A je cˇtvercová matice rˇádu n a pro její vlastní cˇísla platí
|λ1| > |λ2| ≥ |λ3| ≥ ... ≥ |λn| (4.40)
a jim prˇíslušné vlastní vektory jsou lineárneˇ nezávislé.
Algoritmus 4.1 Algoritmus mocninné metody (Výpis implementace 1)
1. v1 = jakýkoliv nenulový pocˇátecˇní vektor
2. while(chyba > požadovaná prˇesnost)
{
vi =
1
αi
Avi−1
},
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kde αi je prvek vektoru Avi−1, který je nejvyšší v absolutní hodnoteˇ. Toto deˇlení cˇiníme
proto, jelikož by se nám prˇi mnohokrát se opakujícím násobení velkých cˇísel dostávaly
hodnoty prvku˚ vlastního vektoru do obrovských cˇísel a výpocˇet by se stával neprˇesným.
Du˚kaz. 4 Necht’ platí (4.40) a v1, v2, ..., vn jsou jim prˇíslušné lineárneˇ nezávislé vlastní vek-
tory. Pocˇátecˇní vektor u0 volíme náhodneˇ a mu˚žeme jej vyjádrˇit jako lineární kombinaci
vlastních vektoru˚
u0 = c1v1 + c2v2 + ...+ cnvn, (4.41)
kde ci jsou reálné konstanty, které jsou z du˚vodu náhodnosti vektoru nenulové s pravdeˇ-
podobností 1. Lze dále psát
Aku0 = c1A
kv1 + c2A
kv2 + ...+ cnA
kvn (4.42)
a z definice vlastních cˇísel (2.1) víme, že bude platit
ciA
kvi = ciλ
kvi. (4.43)
Mu˚žeme dále upravit rovnici (4.42)
Aku0 = c1λ
k
1v1 + c2λ
k
2v2 + ...+ cnλ
k
nvn (4.44)
a po vytknutí c1λk1 z levé strany dostáváme
Aku0 = c1λ
k
1

v1 +
c2
c1

λ2
λ1
k
v2 + ...+
cn
c1

λn
λ1
k
vn

. (4.45)
Nyní mu˚žeme jasneˇ videˇt nutnost prˇedpokladu (4.40). Jakmile totiž k → ∞ a všechny
podíly vlastních cˇísel v závorkách jsou menší než 1, konverguje celá podtržená cˇást k 0,
a tudíž za splneˇní prˇedpokladu˚ mocninné metody lze psát
Aku0 = c1λ
k
1v1. (4.46)
Výraz Aku0 tudíž konverguje k násobku dominantního vlastního vektoru.
4.4.1 Konvergence k dominantnímu vlastnímu cˇíslu
Jak již bylo rˇecˇeno, mocninná metoda konverguje k vlastnímu vektoru prˇíslušnému do-
minantnímu vlastnímu cˇíslu. Pokud by však bylo toto cˇíslo více než jedno, naprˇ. 1 a−1, je
jejich absolutní hodnota stejná a metoda nebude konvergovat. Lze proto použít posunutí
spektra jedním smeˇrem a získání posunutého vlastního cˇísla. Posunutí B = A+kI zmeˇní
všechna vlastní cˇísla o k. Z dominantních vlastních cˇísel 1 a −1 se prˇi k = 1 stává 2 a 0.
Metoda tedy bude opeˇt konvergovat a získáme jí vlastní cˇíslo 2. Nesmíme však od neˇj
zapomenout odecˇíst 1. Dominantní vlastní cˇísla se stejnou absolutní hodnotou se nejcˇas-
teˇji vyskytují u matic s komplexními vlastními cˇísly, jelikož ty se vyskytují v komplexneˇ
sdružených párech.
4Inspirace na http://en.wikipedia.org/wiki/Power_iteration
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4.4.2 Rychlost konvergence
Jak plyne z du˚kazu mocninné metody, rychlost konvergence je dána pomeˇrem dvou nej-
vyšších dominantních vlastních cˇísel.
ρK =
|λ2|
|λ1| (4.47)
Prˇi nižší hodnoteˇ této konstanty klesá pocˇet iterací, potrˇebných k nalezení vlastního cˇísla.
Jako prˇíklad mu˚že být matice L z prˇíkladu 3.1 pro 10 elementu˚ s dominantním vlastním
cˇíslem -3,9190. Druhé dominantní vlastní cˇíslo je -3,6825, ρK je tedy asi 0.9397. Mocninná
metoda s prˇesností 10−7 konverguje po 230 iteracích. Pokud však posuneme celé spek-
trum o 1,8 výše, z prˇedchozích vlastních cˇísel se stane -2.2190 a -1.8825, ρK = 0.8884 a
metoda se stejnou prˇesností konverguje po 130 iteracích. Posunutí je tedy dobré odhad-
nout tak, aby se zachovala dominantní vlastní cˇísla a zárovenˇ se co nejvíc zmenšila jejich
absolutní hodnota.
4.4.3 Získávání dalších vlastních cˇísel
Mocninná metoda vždy získá dominantní vlastní cˇíslo. Pokud tedy chceme získat další
vlastní cˇísla, stacˇí pu˚vodní matici upravit tak, aby se dominantním stalo jiné vlastní cˇíslo.
První zpu˚sob je posunutí, které jsme videˇli prˇed chvílí. Tímto zpu˚sobem však získáme
pouze vlastní cˇíslo z druhé strany spektra, jelikož se po posunutí naprˇíklad o nejveˇtší
vlastní cˇíslo toto cˇíslo nuluje, a prˇedchozí nejmenší se stává dominantním.
Druhá možnost je hledání vlastních cˇísel inverzní matice. Prˇi inverzi probeˇhne stejná
operace i na spektru matice a vlastní cˇíslo, které bylo prˇed inverzí nejblíže nule, se stává
dominantním. Kombinací tohoto postupu a posouvání spektra lze získat naprˇíklad vlastní
cˇíslo nejbližší cˇíslu 5 a to spocˇtením vlastního cˇísla matice (A+ 5I)−1. Postupneˇ lze takto
získat všechna vlastní cˇísla. Postup je však znacˇneˇ neefektivní a neprˇesný kvu˚li inverzi.
Trˇetí technika je deflace (cˇesky redukce) matice, což je úprava pu˚vodní matice tak, aby
byla zachována všechna vlastní cˇísla kromeˇ dominantního, které se nuluje. Dominantním
se tedy stává prˇedchozí druhé dominantní cˇíslo. Opakováním tohoto postupu lze získat
libovolný pocˇet dominantních vlastních cˇísel.
Jedním z typu˚ deflace symetrických matic je využití ortogonálního projektoru, vy-
tvorˇeného pomocí získaného vlastního vektoru. Soustrˇedíme se na symetrické matice,
jelikož prˇi odvození využijeme ortogonalitu vlastních vektoru˚. Projektor
P = v(vT v)−1vT , (4.48)
kde jako v bereme vlastní vektor prˇíslušného vlastního cˇísla λ, které chceme vynulovat. Je
dobré si uveˇdomit, že (vT v)−1 je pouze konstanta a výsledkem násobení vvT bude matice
s násobky onoho vlastního vektoru ve sloupcích. Využijeme spektrální rozklad matice
A = QDQT , (4.49)
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kde Q je matice s ortonormálními vlastními vektory a D je matice s vlastními cˇísly na
hlavní diagonále. Dále použijeme komplement projektoru I − P pro získání matice B se
stejnými vlastními cˇísly, jako A, až na to dominantní.
B = QDQT (I − P ) (4.50)
B = QD(QT −QTP ) (4.51)
Jelikož se v projektoru nacházejí ve sloupcích násobky vlastního vektoru, ze kterého byl
vytvorˇen, je díky ortogonaliteˇ vlastních vektoru˚ výsledkem násobení QTP matice, která
má všechny prvky nulové, pouze na rˇádku prˇíslušného vlastního vektoru se nachází
práveˇ onen normovaný vlastní vektor, který od matice QT odecˇteme. Tato operace je
ekvivalentní vynulování prˇíslušného vlastního cˇísla v matici D, nebot’ práveˇ to by nám
vynulovalo prˇíslušný rˇádek v matici QT . Matice B má tedy totožné spektrum kromeˇ do-
minantního vlastního cˇísla.
Matici B mu˚žeme dále získat i bez prˇenásobování a ušetrˇit tak cˇas prˇi výpocˇtu. Lze si
uveˇdomit
B = A(I − P ) (4.52)
B = A−AP (4.53)
B = A− λP . (4.54)
Využijeme zde opeˇt toho, že v projektoru se nachází ve sloupcích násobky vlastního vek-
toru a podle definice vlastních vektoru˚ jsou operace AP a λP ekvivalentní.
Pomocí prˇedchozích metod mu˚žeme navrhnout následující algoritmus pro výpocˇet
prvních n dominantních vlastních cˇísel a vektoru˚ matice.
Algoritmus 4.2 Výpocˇet n dominantních vlastních cˇísel a vektoru˚ (Výpis implementace 6):
1. for(i = 1, ... , n)
{
vlastniCislo(i), vlastniV ektor(i) =MocninnaMetoda(A)
A = A− vlastniCislo(i) · P
}
Získáváme tak metodu, která mu˚že být velice efektivní prˇi potrˇebeˇ získat jen neˇkolik
dominantních vlastních cˇísel matice. Problém však mu˚že být u velkých, rˇídkých matic. I
prˇi rˇídkých maticích je totiž projektor plná matice a nemusí se nám vejít do pameˇti. Další
problém mu˚že být šírˇení chyb. Neprˇesnost prˇi výpocˇtu prvních vlastních vektoru˚ se skrz
projektor nadále šírˇí a zveˇtšuje do dalších vlastních vektoru˚.
4.4.4 Iterace Rayleighova kvocientu
Tato metoda mu˚že být zajímavou úpravou mocninné metody za dalšího prˇedpokladu
symetrické matice. Metoda využívá inverzních iterací a konverguje k vlastnímu vektoru,
který je nejblíže pocˇátecˇnímu vektoru, vstupujícímu na zacˇátku do algoritmu.
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Algoritmus 4.3 Algoritmus iterace Rayleighova kvocientu:
1. v1 = pocˇátecˇní vektor normy 1
2. while(chyba > požadovaná prˇesnost)
{
σi = (Avi−1, vi− 1)
vi =
1
αi
(Avi−1 − σiI)−1vi−1
},
kde αi volíme tak, aby byla norma vi 1.
Metoda konverguje podstatneˇ rychleji, než klasická mocninná metoda, využívá však
výpocˇetneˇ velmi drahou a neprˇesnou inverzi matice. Toto omezení lze však odstranit
úpravou druhé cˇásti algoritmu prˇenásobením (Avi−1 − σiI) zleva. Získáváme tak sou-
stavu rovnic
(Avi−1 − σiI)vi = vi−1 (4.55)
a v každém kroku algoritmu tak nemusíme rˇešit inverzní matici, nýbrž pouze soustavu
rovnic.
Jelikož potrˇebujeme na pocˇátku aproximaci vlastního vektoru, je možné zkombino-
vat mocninnou metodu pro nalezení aproximace s nižší prˇesností a poté využít metody
iterace Rayleighova kvocientu. Algoritmus vypadá následovneˇ:
Algoritmus 4.4 Kombinace mocninné metody a iterace Rayleighova kvocientu (Výpis imple-
mentace 2):
1. v1 = pocˇátecˇní vektor
2. while(chyba > prˇesnost aproximace)
{
vi =MocninnaMetoda(A)
}
3. while(chyba > požadovaná prˇesnost)
{
vi = RayleighovyIterace(A)
}.
Tuto úpravu mocninné metody mu˚žeme také využít v algoritmu 4.2.
4.5 Lanczosova metoda
Získávání vlastních cˇísel mu˚že být velmi efektivní pro speciální typy matic i velmi vy-
sokých dimenzí. Je proto dobré tyto typy znát a ješteˇ lépe umeˇt jiné matice na tyto typy
prˇevést prˇi zachování spektra. Lanczosova metoda za pomoci podobnosti matic prˇevádí
pu˚vodní matici na symetrickou, trˇídiagonální matici a jak jsme ukázali v kapitole 4.3,
podobné matice mají stejné spektrum.
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4.5.1 Definice
Meˇjme reálnou, symetrickou, pozitivneˇ definitní matici A, ortonormální matici Q a trˇídi-
agonální matici T ve tvaru
T =

a1 b1 0 · · · 0
b1 a2 b2
. . .
...
0 b2 a3
. . . . . .
. . . . . . . . . bn−2 0
...
. . . bn−2 an−1 bn−1
0 · · · 0 bn−1 an

a platí
T = QTAQ. (4.56)
Matice A a T jsou potom podobné a mají stejné spektrum.
4.5.2 Odvození
Oznacˇme si i-tý sloupec matice Q jako si a rovnici (4.56) prˇenásobme zleva maticí Q,
získáváme vztah
(s1, s2, ..., sn)

a1 b1 · · · 0
b1 a2
. . .
...
...
. . . . . . bn−1
0 · · · bn−1 an
 = A(s1, s2, ..., sn). (4.57)
Pro k-tý sloupec matice AQ platí vztah
bk−1sk−1 + aksk + bksk+1 = Ask (4.58)
a pro okrajové sloupce je ješteˇ potrˇeba dodefinovat
b0 = 0, bn = 0, s0 = o, sn+1 = o. (4.59)
V následujících úpravách budeme využívat ortonormality sloupcu˚ maticeQ, kde (si, si) =
1 a (si, sj) = 0 pokud i ̸= j. Prˇenásobíme-li rovnici (4.58) skalárneˇ vektorem si zprava,
získáme vztah pro koeficient ai.
bk−1(sk−1, sk) + ak(sk, sk) + bk(sk+1, sk) = (Ask, sk) (4.60)
ak = (Ask, sk) (4.61)
Dalším prˇenásobením rovnice (4.58) vektorem sk+1 získáváme vztah pro koeficient bi.
bk−1(sk−1, sk+1) + ak(sk, sk+1) + bk(sk+1, sk+1) = (Ask, sk+1) (4.62)
bk = (Ask, sk+1) (4.63)
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Rovnici (4.58) prˇevedeme na tvar
bksk+1 = Ask − aksk − bk−1sk−1 (4.64)
sk+1 =
Ask − aksk − bk−1sk−1
bk
. (4.65)
Vektor k je ortonormální, a proto platí
bk = ∥Ask − aksk − bk−1sk−1∥. (4.66)
Získáváme tak ortonormalizacˇní proces pro získání všech sloupcu˚ matice Q.
4.5.3 Algoritmus
Algoritmus 4.5 Lanzcosova metoda (Výpis implementace 3):
1. s0 = o, s1 = (1, 0, 0, ..., 0), b0 = 1, i = 1
2. while(i = 1, ..., dimenze matice −1)
{
ai = (Asi, si)
Ti,i = ai
li = Asi − asi − bsi−1
bi = ∥li∥
Ti,i+1 = Ti+1,i = bi
si+1 = li/bi
}
3. i = dimenze matice
4. ai = (Asi, si) //poslední koeficient mimo cyklus, nepotrˇebujeme již b a si+1
V [3] nebo [4] se používá úprava výrazu Ask−aksk na výraz (A−akI)sk. Pro algoritmus
je však výhodneˇjší, pokud se pocˇítá bez tohoto vytknutí, nebot’ mu˚žeme použít mezivý-
sledek Asi dvakrát. V této implementaci se také nepoužívá n iterací cyklu s kontrolou
indexu pro prˇirˇazení hodnoty bi, ale pouze n − 1 iterací se získáním posledního koefici-
entu a zvlášt’. Zbavujeme se tak jednoho výpocˇtu si+1 a hlavneˇ kontroly indexu prˇes if,
který je v Matlabu velmi pomalý.
4.5.4 Prˇíklad
Aplikujte Lanczosovu metodu na matici
A =
 2 −1 1−1 2 0
1 0 1
 . (4.67)
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Následuje postup algoritmu.
s1 = (1, 0, 0)
T
i = 1 a1 = 2,
l1 = (0,−1, 1)T
b1 =
√
2
s2 =
1
2
(0,−
√
2,
√
2)T
i = 2 a2 =
3
2
l2 = −1
4
(0,
√
2,
√
2)T
b2 =
1
2
s3 = −1
2
(0,
√
2,
√
2)T
i = 3 a3 =
3
2
Výsledná matice
T =
 2 √2 0√2 1.5 0.5
0 0.5 1.5
 (4.68)
má stejné spektrum jako matice A a mu˚žeme snadno oveˇrˇit, že
σ(A) = σ(T ) ≈ {0.1981, 1.5550, 3.2470}. (4.69)
4.6 Numerické experimenty
Výše jsme již uvedli neˇkolik metod algoritmu˚ pro výpocˇet vlastních cˇísel a nyní si neˇ-
které z nich otestujeme. Jako testovací matice nám poslouží maticeA, vznikající prˇi rˇešení
pru˚hybu cˇtvercové membrány ve 2D metodou sítí, která je naprˇíklad popsaná v [4]. Prˇi
vytvárˇení matice membrány pro n deˇlení vzniká matice dimenze n2 ve tvaru
A =

ai,1 ... ai,n ... ai,n2
a1,j 4 −1 0 . . . 0 −1 0 . . . 0
−1 4 . . . 0 . . . 0 −1 . . . ...
... 0
. . . . . . . . . . . . . . . . . . 0
...
. . . . . . 4 −1 0 . . . −1
an,j 0 0 −1 4 −1 0 0
−1 . . . 0 −1 . . . . . . . . . ...
... 0
. . . . . . . . . . . . . . . −1 0
...
. . . −1 0 . . . 0 −1 4 −1
an2,j 0 . . . 0 −1 0 . . . 0 −1 4

.
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Jelikož se jedná o pozitivneˇ definitní matici, budou její spektrum tvorˇit pouze kladná,
reálná cˇísla. Toho mu˚žeme využít, pokud budeme chtít vypocˇítat nejmenší vlastní cˇísla
a pomocí posunutí spektra o dominantní vlastní cˇíslo se nám pu˚vodneˇ nejnižší vlastní
cˇísla stávají dominantními.
Budeme pocˇítat 5 nejvyšších a 5 nejnižších vlastních cˇísel uvedené matice ru˚zných
rozmeˇru˚ a otestujeme dva následující algoritmy.
Algoritmus 4.6 Mocninná metoda s maticovou redukcí a posunem spektra (Výpis implementace
8):
1. B = A
2. for(i = 1, ..., 5)
{
vlastniCislo(i) =MocninnaMetoda(A)
A = A− vlastniCislo(i) · P
}
3. B = A− vlastniCislo(1) · I//posun spektra o dominantní vlastní cˇíslo
4. for(i = 1, ..., 5)
{
vlastniCislo(i) =MocninnaMetoda(B) + vlastniCislo(1)
A = A− vlastniCislo(i) · P
}
Algoritmus 4.7 Iterace Rayleighova kvocientu s prˇedchozí aproximací mocninnou metodou, ma-
ticovou redukcí a posunem spektra (Výpis implementace 9):
1. B = A
2. for(i = 1, ..., 5)
{
aproximace =MocninnaMetoda(A,prˇesnost aproximace)
vlastniCislo(i) = RayleighovaIterace(A, aproximace)
A = A− vlastniCislo(i) · P
}
3. B = A− vlastniCislo(1) · I//posun spektra o dominantní vlastní cˇíslo
4. for(i = 1, ..., 5)
{
aproximace =MocninnaMetoda(B,prˇesnost aproximace)
vlastniCislo(i) = RayleighovaIterace(B, aproximace)
A = A− vlastniCislo(i) · P
}
Prˇesnost vypocˇteného vlastního cˇísla jsme kontrolovali pomocí normy reziduí dvou po-
sledních aproximací vlastního vektoru, prˇicˇemž ukoncˇovací rozdíl cˇinil 10−6. V algoritmu
4.7 byla brána ukoncˇovací norma pro aproximaci 10−3. Testovali jsme matice pro 15, 30 a
50 deˇlení a tedy dimenze 225, 900 a 2500. Ocˇekáváme, že modifikace pomocí Rayleighova
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kvocientu v algoritmu 4.7 prˇinese snížení pocˇtu iterací, nicméneˇ se beˇhem neˇj vytvárˇí ma-
tice velmi blízké singulárním a algoritmus je tak trˇeba ukoncˇovat drˇíve, což mu˚že vést
k numerickým nestabilitám. Meˇrˇili jsme rychlost a chybu výpocˇtu, která byla porovná-
vána oproti standardní funkci Matlabu eig. V následujících tabulkách jsou zobrazeny
také pocˇty iterací.
Nejveˇtší vl. cˇísla Nejmenší vl. cˇísla
Pocˇet iterací 863 880 838 1260 800 636 1481 747 924 588
Chyba(·10−5) 0.2231 0.3502 0.1217 0.0372 0.2079 0.2386 0.0792 0.1523 0.2309 0.1295
Cˇas[s] 0.3735
Tabulka 1: Výsledky testu algoritmu 4.6 pro matici 225× 225
Nejveˇtší vl. cˇísla Nejmenší vl. cˇísla
Pocˇet iterací 295 288 512 520 227 146 701 338 366 147
Chyba(·10−5) 0.000 0.0005 0.2216 0.0000 0.0000 0.0000 0.0000 0.0172 0.0101 0.0025
Cˇas[s] 0.2003
Tabulka 2: Výsledky testu algoritmu 4.7 pro matici 225× 225
Nejveˇtší vl. cˇísla Nejmenší vl. cˇísla
Pocˇet iterací 3307 2972 2464 4472 2877 2130 5505 2964 2400 2059
Chyba(·10−5) 0.0627 0.6141 0.0609 0.0444 0.0145 0.1000 0.0444 0.2396 0.0401 0.1417
Cˇas[s] 5.694
Tabulka 3: Výsledky testu algoritmu 4.6 pro matici 900× 900
Nejveˇtší vl. cˇísla Nejmenší vl. cˇísla
Pocˇet iterací 1186 1093 745 1603 1235 330 2510 1387 1179 467
Chyba(·10−7) 0.000 0.0000 0.0000 0.0000 0.0000 0.0264 0.0000 0.0000 0.0000 0.3308
Cˇas[s] 3.6099
Tabulka 4: Výsledky testu algoritmu 4.7 pro matici 900× 900
Nejveˇtší vl. cˇísla Nejmenší vl. cˇísla
Pocˇet iterací 9527 7554 8905 11751 8177 5032 15012 6231 7664 4730
Chyba(·10−5) 0.0291 0.1922 0.0379 0.0272 0.1570 0.0870 0.0272 0.3948 0.0353 0.0534
Cˇas[s] 225.7906
Tabulka 5: Výsledky testu algoritmu 4.6 pro matici 2500× 2500
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Nejveˇtší vl. cˇísla Nejmenší vl. cˇísla
Pocˇet iterací 2447 1915 2123 3178 3136 819 7021 3468 3007 1145
Chyba(·10−7) 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.2245
Cˇas[s] 84.0003
Tabulka 6: Výsledky testu algoritmu 4.7 pro matici 2500× 2500
Z vypocˇtených hodnot vidíme, že modifikace pomocí iterace Rayleighova kvocientu urych-
luje výpocˇet, nebot’ dosažení aproximace mocninnou metodou potrˇebuje méneˇ iterací
a metoda iterace Rayleighova kvocientu poté konverguje velmi rychle. Problémem však
je, že prˇi výpocˇtu generuje matice velice blízké singulárním a ve výpocˇtu se již z tohoto
du˚vodu nepokracˇuje. Mu˚žeme to videˇt na chybách, kde se u této metody vyskytuje jedna
nebo více „dominujících” chyb, vu˚cˇi kterým jsou jiné chyby zanedbatelneˇ malé.
Projevila se také nevýhoda redukce spektra matice pomocí projektoru. Pokud máme pu˚-
vodní matici jako rˇídkou, probíhá získání dominantního vlastního cˇísla mnohonásobneˇ
rychleji díky neustálému násobení, které je pro rˇídké matice efektivneˇjší. Redukcí spektra
pomocí projektoru však tuto rˇídkost ztratíme a musíme dále pocˇítat s plnou maticí. Pro
využití této metody pro pocˇítání více vlastních cˇísel velkých rˇídkých matic by tedy bylo
potrˇeba navrhnout jiný zpu˚sob redukce, zachovávající rˇídkost.
Na grafu níže si mu˚žeme prohlédnou chyby pro algoritmus 4.6.
Obrázek 7: Chyby výpocˇtu algoritmu 4.6
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4.6.1 Modifikace pro rˇídké matice
Jak jsme videˇli, použití projektoru s sebou nese nevýhodu ztráty rˇídkosti pro rˇídké matice
a pro matice vysokých dimenzí se již stává tato metoda nepoužitelnou. Prozatím jsme
pocˇítali pouze s úpravou matice A a její modifikací podle rovnice (4.54) a zde nám také
vzniká nerˇídkost. Je však možné mocninnou metodu upravit tak, aby stále pocˇítala s
rˇídkou maticíA a informaci o projektoru ji navíc dodat tak, aby se projektor prˇi výpocˇtech
projevil, nicméneˇ nebylo nutné ho celý sestavovat a pocˇítat tak s velkou, nerˇídkou maticí.
Prˇedpokládejme, že již máme spocˇítánu dominantní vlastní dvojici (λ1, v1) a pokud
tím pádem aplikujeme mocninnou metodu na matici
B = A− λ1v1(vT1 v1)vT1 , (4.70)
získáme druhé dominantní vlastní cˇíslo. Mu˚žeme však zkusit upravit základní prˇedpis
mocninné metody
ui+1 = Bui (4.71)
ui+1 = (A− λ1v1(vT1 v1)vT1 )ui (4.72)
ui+1 = Aui − λ1v1(vT1 v1)(vT1 ui). (4.73)
Výsledkem násobení vT1 v1 a v
T
1 ui jsou skaláry a v obou prˇípadech násobíme pouze dva
vektory a poté konstantu a vektor. Vyhneme se tak ztráteˇ rˇídkosti matice a tato operace
navíc je v porovnání s násobením matic zanedbatelná. Pokud bychom chteˇli spocˇítat trˇetí
dominantní vlastní cˇíslo, prˇibude do prˇedpisu (4.73) pouze výraz −λ2v2(vT2 v2)(vT2 ui) a
obdobneˇ bychom pokracˇovali pro další vlastní cˇísla.
Algoritmus 4.8 Mocninná metoda s projekcí (Výpis implementace 10 pro n vlastních cˇísel)
1. u1 = jakýkoliv nenulový pocˇátecˇní vektor
2. λ1, ...λk, v1, ...vk = prˇedchozí dominantní vlastní cˇísla a vektory
3. while(chyba > požadovaná prˇesnost)
{
ui =
1
αi
Aui−1 −
k
j=1
λjvj(v
T
j vj)(v
T
j ui−1)
}
Otestovali jsme tuto metodu pro získání 5 nejvyšších a 5 nejnižších vlastních cˇísel na
stejné matici a stejných podmínek, jako prˇedchozí testy pro matici 2500 × 2500 a získali
jsme výsledky, zapsané v tabulce 7.
Nejveˇtší vl. cˇísla Nejmenší vl. cˇísla
Pocˇet iterací 8128 7589 8475 11660 7389 4598 15738 8246 6620 4759
Chyba(·10−5) 0.0825 0.0289 0.1611 0.0372 0.0533 0.1023 0.0436 0.3880 0.0312 0.0042
Cˇas[s] 7.9481
Tabulka 7: Výsledky testu algoritmu 4.8 pro matici 2500× 2500
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Všimneˇme si obrovského rozdílu v cˇase výpocˇtu oproti tabulce 6, zobrazeného na ob-
rázku 8. Prˇi zvyšující se dimenzi matice je tento rozdíl stále výrazneˇjší díky složitosti
násobení plné matice (n3). Podarˇilo se nám zamezit ztráteˇ rˇídkosti matice a díky této op-
timalizaci je získání dominantních vlastních cˇísel tímto algoritmem velmi efektivní pro
velké, rˇídké matice.
Obrázek 8: Porovnání cˇasu˚ algoritmu 4.8 a 4.6
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5 Další výzkum - Prˇedpodmíneˇné rˇešicˇe vlastních cˇísel
Následující kapitola slouží jako nástin problematiky, která bude prˇedmeˇtem výzkumu v
navazujícím studiu.
5.1 Prˇedpodmíneˇní soustav lineárních rovnic
Prˇedpodmíneˇní je dlouho známou technikou vyvinutou zejména pro rˇešení velkých sou-
stav lineárních rovnic, jehož úcˇelem je zvýšit rychlost konvergence gradientní iteracˇní
metody k rˇešení soustavy. Princip prˇedpodmíneˇní spocˇívá v prˇevodu pu˚vodní soustavy
Ax = b pomocí prˇenásobení maticí B−1 na soustavu se stejným rˇešením avšak s maticí
mající nižší cˇíslo podmíneˇnosti, idálneˇ blížící se 1. Jako matice B se volí taková matice,
která je blízká A a zárovenˇ jsme schopni za rozumnou dobu nalézt inverzi. Poté rˇešíme
následující soustavu
B−1Ax = B−1b (5.1)
Ax = b (5.2)
O cˇísle podmíneˇnosti a prˇedpodmíneˇní soustav lineárních rovnic si lze prˇecˇíst naprˇíklad
v [3].
5.2 Prˇedpodmíneˇní u vlastních cˇísel
Využití prˇedpodmíneˇní prˇi rˇešení problému vlastních cˇísel je však pomeˇrneˇ novou veˇcí a
není ješteˇ podrobneˇ prozkoumáno. Využívá se zde poznatku˚ získaných prˇi vývoji metod
pro rˇešení soustav lineárních rovnic, které jsou aplikovány na problém vlastních cˇísel.
Mnoho informací shromáždil Andrew V. Knyazew v publikaci [6], kde dává dohromady
mnoho nalezených poznatku˚ zejména ze soveˇtské literatury a prˇidává k nim své vlastní,
získané prˇi vývoji prˇedpodmíneˇných rˇešicˇu˚. Pomocí nejnoveˇjších metod bylo ukázáno,
že vlastní dvojici lze získat za prˇibližneˇ stejný pocˇet operací, jako vyrˇešení soustavy line-
árních rovnic stejných rozmeˇru˚.
Základí myšlenka zní, že abychom zrychlili konvergenci daných metod, je trˇeba prˇed-
podmíneˇním zmeˇnit spektrum pro zajišteˇní rychlejší konvergence metod. Jako metody
s prˇedpodmíneˇním se využívají upravená iterace Rayleighova kvocientu, metoda sdru-
žených gradientu˚, inverzní iterace mocninné metody, které jsou popsány v [7]. Cˇasto
používaná je také Davidsonova metoda, která je podrobneˇ popsána a otestována s ru˚z-
nými druhy prˇedpodmíneˇní v [8]. V [6] je porovnání metody nejvyššího spádu a metody
sdružených gradientu˚, která v tomto porovnání víteˇzí a v soucˇasné dobeˇ je jedna z nejpo-
pulárneˇjších metod pro prˇedpodminˇování problému˚ vlastních cˇísel a je dále zkoumána.
Téma výpocˇtu vlastních cˇísel pomocí prˇedpodmíneˇní je stále ješteˇ z velké cˇásti neprobá-
danou oblastí, o cˇemž sveˇdcˇí také fakt, že v cˇeštineˇ se mi k této problematice nepodarˇilo
najít prakticky žádné informace a je zde tedy velký prostor pro výzkum, nebot’ se zdá, že
v prˇedpodmíneˇní rˇešicˇu˚ vlastních cˇísel je velký potenciál.
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6 Záveˇr
Cílem práce bylo seznámení se s problémem vlastních cˇísel, jeho aplikace na reálné pro-
blémy, prˇedstavení neˇkterých metod a úvod do problematiky prˇedpodmíneˇných rˇešicˇu˚
tohoto problému.
V první cˇásti jsme uvedli trˇi prˇíklady využití vlastních cˇísel a jejich dopad na daný
problém. Tyto ukázky jsou pouze jedny z mnoha a demonstrují, že vlastní cˇísla nejsou
pouze teoretický problém a motivací jejich výzkumu jsou zejména jejich praktické apli-
kace v mnoha oborech.
V druhé cˇásti jsme prˇedstavili neˇkteré metody rˇešící problém vlastních cˇísel, provedli
jejich implementaci a neˇkteré z nich otestovali. Prˇi testech se projevilo, jak du˚ležité jsou
vlastnosti matic, které je trˇeba spolu s problémem vlastních cˇísel studovat, a to symetricˇ-
nost, pozitivní definitnost nebo rˇídkost matice, které výrazneˇ ovlivnˇují rychlost výpocˇtu
a také to, zda lze vu˚bec daný algoritmus na metody aplikovat.
V poslední cˇásti jsme nastínili možnost prˇedpodmíneˇní neˇkterých rˇešicˇu˚ vlastních
cˇísel, které jsou soucˇasným prˇedmeˇtem výzkumu mnoha matematických ústavu˚ a jejichž
výzkum mu˚že být prˇedmeˇtem diplomové práce navazujícího studia.
Práce mu˚že být hodnocena jako seznámení se s problémem vlastních cˇísel a ukazuje, o
jak širokou a zajímavou tématiku se jedná. Z tohoto du˚vodu je trˇeba problému vlastních
cˇísel nadále veˇnovat pozornost, nebot’ se díky tomu mu˚žeme dozveˇdeˇt mnoho veˇcí o
systémech a deˇjích, které jsou kolem nás.
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A Zdrojové kódy v Matlabu
Následují výpisy naprogramovaných metod pro výpocˇet vlastních cˇísel. Kódy lze nalézt
i na prˇiloženém CD.
A.1 Základní implementace vybraných metod
function [ eigenvector, iterations ] = GetHighestEigPowerMethod( A, eps )
%GetHighestEigPowerMethod Counts dominating eigenvector with specified
%precision. Returns vector and number of iterations to get it .
dim = size(A,1); % dimension of matrix
vEig = rand(dim, 1); % initial vector
vPrevious = 0∗vEig; %next vector where value from previuos iteration is held, zero vector at start
maxIterations = 1000000; % to prevent infinite loop
iterations = 0; % iterations counter
%until the specified precision is reached
while(norm(vEig−vPrevious) > eps && iterations < maxIterations)
vPrevious = vEig;
vx = A∗vEig; %power method algorithm
%get the divisor
max1 = max(vx);
maxabs = max(abs(vx));
if (max1 − maxabs < 0)
alfa = (−1)∗ maxabs; %max absolute was negative
else
alfa = max1;
end
vEig = vx/ alfa ; %power method algorithm
iterations = iterations + 1;
end
%found eigenvector will be returned
eigenvector = vEig;
end
Výpis 1: Algoritmus mocninné metody
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function [ eigenvector, iterations , raylightIterations ] = GetHighestEigRayleigh( A, eps,
raylightEps )
%GETHIGHESTEIGRAYLIGHT Counts dominating eigenvector with Raylight quotient with specified
%precision. Returns vector and number of iterations to get it .
dim = size(A,1); % dimension of matrix
maxIterations = 100000; % to prevent infinite loop
raylightIterations = 0; % raylight iterations counter
I = eye(dim); %identity matrix
[vEig, iterations ] = GetHighestEigPowerMethod(A, raylightEps); %get power method approximation
vPrevious = 0∗vEig; %next vector where value from previuos iteration is held, zero vector at start
vEig = vEig/norm(vEig); % must be size of 1
norme = norm(vEig−vPrevious); %initialization of norm
%until the specified precision is reached
while(norme > eps && iterations < maxIterations)
iterations = iterations + 1;
raylightIterations = raylightIterations + 1;
vPrevious = vEig;
raylightQuotient = (A∗vPrevious)’∗vPrevious;
Aray = (A−raylightQuotient∗I);
% if the raylight quotient make matrix singular so it is an eigenvalue
if (rcond(Aray) < 1e−15)
eigenvector = vEig;
fprintf ( ’RayleighMethod − matrix close to singular\n’)
return;
end
vEig = Aray\vPrevious;
vEig = vEig/norm(vEig); %size must be one again
norme = norm(vEig−vPrevious);
end
eigenvector = vEig;
end
Výpis 2: Algoritmus Iterace Rayleighova kvocientu s aproximací mocninnou metodou
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function [ T, Q ] = Lanczos( A )
%LANCZOS Perform Lanczos algorithm on input matrix
% Transform symetric positive definite square matrix to symmetric
% three−diagonal matrix.
dim = size(A,1);
%allocation of T and Q
T(dim, dim) = 0;
Q(dim, dim) = 0;
s = zeros(dim, 1); %s_1 will be unit vector with one on s_1,1
s_minus1 = s; %is used to store previous vector
s(1,1) = 1;
b = 1; % initial b is set to one
Q(1:dim, 1) = s;
for i = 1 : (dim −1);
As_i = A∗s;
a = As_i’ ∗ s; %(As_i, s_i)
T(i , i ) = a;
l = As_i − a∗s − b∗s_minus1;
s_minus1 = s;
b = norm(l);
T(i+1, i ) = b;
T(i , i+1) = b;
s = l /b;
Q(1:dim, i + 1) = s;
end
%last step
i = dim;
As_i = A∗s;
a = As_i’ ∗ s; %(As_i, s_i)
T(i , i ) = a;
end
Výpis 3: Lanczosova metoda
A.2 Získání více dominantních vlastních cˇísel
A.2.1 Pomocné metody
function [ eig ] = GetEigFromMatrixAndVector( A, eigenvector )
%simply multiply the matrix with eigenvector and we have the eigenvalue
Aeig = A∗eigenvector;
eig = Aeig(1)/eigenvector(1);
end
Výpis 4: Získání vlastního cˇísla z matice a vektoru
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function [ P ] = GetProjector( v )
%Projector definition
P = v∗inv(v’∗v)∗v ’;
end
Výpis 5: Výpocˇet projektoru
A.2.2 Mocninná metoda
function [ eigs, iterations , eigenvectors ] = PowerMethodSolve( A, n, eps)
%POWERMETHODSOLVE Counts n dominating eigenvalues with eps precision
dim = size(A,1); %dimension of matrix
eigs(n) = 0; % allocation
eigenvectors(dim,n) = 0; % allocation
iterations (n) = 0; % allocation
% count first eigenvector and corresponding eigenvalue
[eigenvectors(1:dim, 1), iterations (1) ] = GetHighestEigPowerMethod(A, eps);
eigs(1) = GetEigFromMatrixAndVector(A, eigenvectors(1:dim,1));
fprintf ( ’Power method − Next eigenpair found.\n’);
Ai = A;
%then use projector to find other eigenvalues
for i = 2 : n
P = GetProjector(eigenvectors(1:dim, i − 1));
Ai = Ai − (eigs( i−1) ∗ P);
[eigenvectors(1:dim, i ) , iterations ( i ) ] = GetHighestEigPowerMethod(Ai, eps);
eigs( i ) = GetEigFromMatrixAndVector(Ai, eigenvectors(1:dim,i));
fprintf ( ’Power method − Next eigenpair found.\n’);
end
end
Výpis 6: Získání n dominantních vlastních cˇísel a vektoru˚ mocninnou metodou
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A.2.3 Iterace Rayleighova kvocientu
function [ eigs, iterations , raylightIterations , eigenvectors ] = RayleighMethodSolve( A, n, eps,
raylightEps)
%RAYLIGHTMETHODSOLVE Counts n dominating eigenvalues with eps precision
dim = size(A,1); %dimension of matrix
eigs(n) = 0; % allocation
eigenvectors(dim,n) = 0; % allocation
iterations (n) = 0; % allocation
raylightIterations (n) = 0; % allocation
% count first eigenvector and corresponding eigenvalue
[eigenvectors(1:dim, 1), iterations (1) , raylightIterations (1) ] = GetHighestEigRayleigh(A, eps,
raylightEps);
eigs(1) = GetEigFromMatrixAndVector(A, eigenvectors(1:dim,1));
fprintf ( ’Rayleigh method − Next eigenpair found.\n’);
Ai = A;
%then use projector to find other eigenvalues
for i = 2 : n
P = GetProjector(eigenvectors(1:dim, i − 1));
Ai = Ai − (eigs( i−1) ∗ P);
[eigenvectors(1:dim, i ) , iterations ( i ) , raylightIterations ( i ) ] = GetHighestEigRayleigh(Ai, eps,
raylightEps);
eigs( i ) = GetEigFromMatrixAndVector(Ai, eigenvectors(1:dim,i));
fprintf ( ’Rayleigh method − Next eigenpair found.\n’);
end
end
Výpis 7: Získání n dominantních vlastních cˇísel a vektoru˚ iterací Rayleighova kvocientu
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A.2.4 Nejveˇtší a nejmenší vlastní cˇísla
function [ eigs, iterations ] = PowerMethodSolveBigSmall( A, n, eps )
%POWERMETHODSOLVEBIGSMALL Counts n smallest and n biggest eigenvalues
% This function uses power method to count n dominating eigenvalue of positive definite matrix
and
% then power method with shift to count n smallest eigenvectors
dim = size(A,1); %dimension of matrix
%allocation
eigs(2∗n, 1) = 0;
iterations (2∗n, 1) = 0;
[e, it ] = PowerMethodSolve(A, n, eps);
eigs(1:n, 1) = e;
iterations (1:n, 1) = it ;
%matrix is positive definite − if we shift that by dominating eigenvalue, teh smallest
eigenvalues become dominant
dominEig = eigs(1,1);
A_shifted = A − dominEig ∗ speye(dim);
% Use again power method
[e, it ] = PowerMethodSolve(A_shifted, n, eps);
% Remove eigenvalue shift
unshift = dominEig;
%Added in reverse order to keep eigenvalues sorted descendend
for i = 1:n
eigs(n + i ) = e(n + 1 − i ) + unshift ;
iterations (n + i ) = it (n + 1 − i ) ;
end
end
Výpis 8: Získání n nejveˇtších a nejmenšíh vlastních cˇísel a vektoru˚ mocninnou metodou
a posunutím
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function [ eigs, iterations ] = RayleighMethodSolveBigSmall( A, n, eps, raylightEps )
%RAYLEIGHMETHODSOLVEBIGSMALL Counts n smallest and n biggest eigenvalues
% This function uses power method to count n dominating eigenvalue of positive definite matrix
and
% then power method with shift to count n smallest eigenvectors
dim = size(A,1); %dimension of matrix
%allocation
eigs(2∗n, 1) = 0;
iterations (2∗n, 1) = 0;
[e, it ] = RayleighMethodSolve(A, n, eps, raylightEps);
eigs(1:n, 1) = e;
iterations (1:n, 1) = it ;
%matrix is positive definite − if we shift that by dominating eigenvalue, teh smallest
eigenvalues become dominant
dominEig = eigs(1,1);
A_shifted = A − dominEig ∗ eye(dim);
% Use again power method
[e, it ] = RayleighMethodSolve(A_shifted, n, eps, raylightEps);
% Remove eigenvalue shift
unshift = dominEig;
%Added in reverse order to keep eigenvalues sorted descendend
for i = 1:n
eigs(n + i ) = e(n + 1 − i ) + unshift ;
iterations (n + i ) = it (n + 1 − i ) ;
end
end
Výpis 9: Získání n nejveˇtších a nejmenších vlastních cˇísel a vektoru˚ Iterací Rayleighova
kvocientu a posunutím
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function [ eigs, alliterations , eigenvectors ] = PowerMethodSolveSparse( A, n, eps )
%POWERMETHODSOLVESPARSE Counts n dominating eigenvalues with eps precision
A = sparse(A); %if its already sparse, this do nothing
dim = size(A,1); %dimension of matrix
eigs(n) = 0; % allocation
eigenvectors(dim,n) = 0; % allocation
alliterations (n) = 0; % allocation
% count first eigenvector and corresponding eigenvalue
[eigenvectors(1:dim, 1), alliterations (1) ] = GetHighestEigPowerMethod(A, eps);
eigs(1) = GetEigFromMatrixAndVector(A, eigenvectors(1:dim,1));
fprintf ( ’Power method sparse − Next eigenpair found.\n’);
maxIterations = 1000000; % to prevent infinite loop
%changed power method algorithm
for i = 2:n
v = eigenvectors (:, i−1); %previous eigenvector
e = eigs( i−1); %previous eigenvalue
con(:, i−1) = (e/(v’∗v))∗v; %projector and lamda constant modification
tempEigVecs(i−1, :) = v ’; %transposed eigenvectors to store and reach max speed in projector
apply
iterations = 0; % iterations counter
vEig = rand(dim, 1); % initial vector
vPrevious = 0∗vEig; %next vector where value from previuos iteration is held, zero vector at
start
while(norm(vEig−vPrevious) > eps && iterations < maxIterations) %until the specified precision
is reached
vPrevious = vEig;
vx = A∗vEig − con∗(tempEigVecs∗vEig); %power method with projector algorithm
%get the divisor
max1 = max(vx);
maxabs = max(abs(vx));
if (max1 − maxabs < 0)
alfa = (−1)∗ maxabs; %max absolute was negative
else
alfa = max1;
end
vEig = vx/ alfa ; %power method algorithm
iterations = iterations + 1;
end
eigs( i ) = GetEigFromMatrixAndVector(A, vEig);
eigenvectors (:, i ) = vEig;
alliterations ( i ) = iterations ;
fprintf ( ’Power method sparse − Next eigenpair found.\n’);
end
end
Výpis 10: Získání n nejveˇtších vlastních cˇísel mocninnou metodou pro rˇídké matice
