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Abstract
This paper answers a question of Fuglede about minimal positive harmonic functions associated with
irregular boundary points. As a consequence, an old and central problem of fine potential theory, concerning
the Riesz decomposition, is resolved. Namely, it is shown that, on certain fine domains, there exist positive
finely superharmonic functions which do not admit any positive finely harmonic minorant and yet are not
fine potentials.
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1. Introduction
Let Ω be a domain in Euclidean space Rd (d  2). If d = 2, then we require that Ω has
non-polar complement. Thus the Green function, GΩ(·,·), for Ω always exists. The Riesz de-
composition, of any non-negative superharmonic function on Ω into the sum of a potential and
a non-negative harmonic function, is a central pillar of classical potential theory. It tells us that,
for non-negative superharmonic functions u on Ω , the following conditions are equivalent:
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(ii) the only non-negative subharmonic minorant of u is 0;
(iii) there is a Borel measure μ on Ω such that u = ∫ GΩ(·, y) dμ(y).
The purpose of this paper is to resolve an old question about the fine topology version of the
Riesz decomposition.
The fine topology on Rd is the coarsest topology with respect to which all superharmonic
functions are continuous. We refer to [1, Chapter 7] for an account of its basic properties. Since
about 1970 there has developed an elegant and powerful theory of finely harmonic and finely
superharmonic functions on fine domains (that is, finely connected, finely open sets): a basic
reference is [5]. The fine topology counterparts of conditions (ii) and (iii) above were shown
to be equivalent by Fuglede [6], and so either can be used as the definition of a fine potential.
However, it has been a long-standing open question whether the fine topology counterparts of
conditions (i) and (ii) are also equivalent. This question was first raised by Fuglede in 1972 (see
[5, p. 105]), and its significance for the development of fine potential theory was subsequently
emphasised in [7]. The precise statement is as follows.
Question 1. Suppose that u is a non-negative finely superharmonic function on a fine domain,
and that the only non-negative finely harmonic minorant of u is 0. Does it follow that u is a fine
potential?
As a test case towards understanding Question 1, Fuglede [7] posed another problem that
is of interest in its own right, concerning minimal harmonic functions associated with irregular
boundary points of (Euclidean) domains. (We recall that a positive harmonic function h on a
domain Ω is called minimal if the only harmonic functions v on Ω that satisfy 0  v  h are
multiples of h.)
Question 2. Let x0 be an irregular boundary point of a domain Ω , and let u be a positive harmonic
function on Ω . Then u has a fine limit, l say, at x0 (see [1, Theorem 7.5.5]). If u is minimal and
l = +∞, does it follow that
u(x) = cfine lim
y→x0
GΩ(x,y) (x ∈ Ω) (1.1)
for some positive constant c?
The study of minimal harmonic functions associated with irregular boundary points dates
back to work of Brelot, who observed, in particular, that the answer to Question 2 is “yes” if
d = 2 (see [3, §7]). In contrast, we will prove, by explicit construction:
Theorem 1. The answer to Question 2 is “no” if d  3.
Thus there is a domain Ω ⊂ Rd (d  3) with an irregular boundary point x0, and a minimal
positive harmonic function u on Ω with fine limit +∞ at x0, such that (1.1) does not hold for
any constant c. Following [7] we now define u(x0) = +∞, so that u is finely superharmonic
on the fine domain Ω0 = Ω ∪ {x0}. Any non-negative finely harmonic minorant v of u on Ω0
is harmonic on Ω (see [5, Theorem 10.16]), so v = cu for some c ∈ [0,1] by the minimality
of u on Ω . Since v(x0) is finite, we must have c = 0 and so v = 0. However, if u were the
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would be a multiple of the fine Green function for Ω0 with pole at x0, which coincides with
fine limy→x0 GΩ(x,y). This contradicts the fact that (1.1) does not hold for any constant c, and
so we obtain:
Corollary 1. The answer to Question 1 is “no” if d  3.
We will present two quite different approaches to proving Theorem 1, each of which offers
its own distinctive insights on how this phenomenon can arise. The first construction, which is
conceptually easier and very explicit, involves making carefully chosen small incisions in an
infinite cylinder and then using inversion. However, since it relies on the cylinder being thin at
infinity, it is valid only when d  4. The second approach, which is valid for all d  3, is more
intricate. It involves the iterative construction of a domain composed of the complement of a
Lebesgue spine together with a sequence of cavities in the spine that are linked to each other, and
to the exterior of the spine, by small holes. The positions of the partitions between the cavities,
and the sizes of the holes, are determined by an inductive process. This contrasts with the first
construction, where the locations and sizes of the incisions are chosen simultaneously at the
beginning.
A general point of Rd will be denoted by x = (tx, x′), where tx ∈ R and x′ ∈ Rd−1; | · | will
be the Euclidean norm and B(x, r) the open ball in Rd of centre x and radius r .
2. Sliced cylinder construction
2.1. Summary of construction
We will begin by noting some properties of a minimal harmonic function h associated with
one “end” of an infinite cylinder U . Then we will form a larger domain composed of Rd \ ∂U
together with exponentially spaced slits in ∂U (the widths are inversely proportional to the size
of
√
h along the axis), and summarise in a proposition what needs to be established.
Throughout Section 2 we assume that d  4. We will write C(d) for a positive constant,
depending at most on d , not necessarily the same on any two occasions.
Let α denote the square root of the first eigenvalue of −′ = −∑d−1j=1 ∂2/∂x2j on the open unit
ball B ′ in Rd−1 (with Dirichlet boundary condition), and ϕ be the corresponding eigenfunction
satisfying ϕ(0) = 1. Then α > 0, ϕ is positive, invariant under rotations of B ′, and tends to
zero at the boundary ∂B ′ of B ′ (taking ν := (d − 3)/2, α is the first positive zero of the Bessel
function Jν and ϕ is a multiple of | · |−νJν(α| · |), see [10]). If d = 4, then α = π and ϕ(x′) =
sin(π |x′|)/(π |x′|) (to be interpreted in the limiting sense when |x′| = 0). It is easily seen that
C(d)
(
1 − |x′|) ϕ(x′) C(d)(1 − |x′|) (x′ ∈ B ′). (2.1)
Indeed, if G′ denotes the Green function on B ′, then
ϕ(x′) = C(d)
∫
B ′
G′(x′, y′)ϕ(y′) dy′  C(d)
∫
B ′
G′(x′, y′) dy′ = C(d)(1 − |x′|2)
 C(d)
(
1 − |x′|).
420 S.J. Gardiner, W. Hansen / Advances in Mathematics 214 (2007) 417–436Moreover, by the minimum principle,
1 − |x′| C(d)(|x′|3−d − 1) C(d)ϕ(x′), whenever x′ ∈ B ′, |x′| 1/2.
The equality ′ϕ = −α2ϕ obviously implies that the function
h : (tx, x
′) 
→ ϕ(x′)eαtx
is harmonic on the infinite cylinder U := R × B ′. It is even a minimal harmonic function on U
(a short proof of this fact may be found in [9]). Extending h by 0 on Rd , we obtain a continuous
subharmonic function on Rd .
For each k ∈ N, we define
Ik :=
(
2k − βe−α2k−1 ,2k + βe−α2k−1) and Ak := {(tx, x′) ∈ ∂U : tx ∈ Ik}, (2.2)
where β ∈ (0,1/4) will be chosen later. Let
Ω0 :=
(
R
d \ ∂U)∪ ∞⋃
k=1
Ak.
Proposition 2.1. There is a minimal positive harmonic function u0 on Ω0 such that u0 vanishes
continuously on ∂Ω0, u0  h, and
lim
|x′|→∞
|x′|d−2u0(0, x′) = +∞. (2.3)
Before proving Proposition 2.1 we will show that it implies Theorem 1 when d  4. Let Ω∗0
and U∗ be the images of Ω0 and U , respectively, under inversion with respect to the unit sphere.
Also, let u∗0 be the image of the function u0 under the corresponding Kelvin transform.
The function w(x) = min{1, |x′|3−d} is clearly superharmonic on Rd . Since w = 1 on U and
w < 1 on Rd\U , the set U is thin at infinity (see [1, Section 7.6] for the notion of thinness at
infinity). Therefore U∗ is thin at 0. In addition, Rd\Ω∗0 ⊂ U∗, so 0 is an irregular boundary point
of Ω∗0 . Further, u∗0 is a minimal positive harmonic function on Ω∗0 . From (2.3) we see that
u∗0(0, x′) → +∞ as |x′| → 0.
Since the set {x: tx = 0} is non-thin at 0, the fine limit of u∗0 at 0 (which we know to exist) is +∞.
Clearly, u∗0 is not a multiple of v := fine limy→0 GΩ∗0 (·, y), since v(t,0, . . . ,0) t2−d , whereas
td−2u∗0(t,0, . . . ,0) = u0
(
1
t
,0, . . . ,0
)
 h
(
1
t
,0, . . . ,0
)
= eα/t ,
which tends to +∞ as t → 0.
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For the proof of Proposition 2.1 we need some estimates of Poisson kernels. Let
U˜ := Rd \U = {(tx, x′): |x′| > 1}, y0 = (0, . . . ,0,1) ∈ ∂U = ∂U˜ .
The Poisson kernel for U˜ with pole at y0 (that is, the normal derivative of the Green function
G
U˜
(x, ·) at y0) will be denoted by P˜ (x). Standard estimates (cf. Widman [11]) yield
P˜ (x) C(d) |x
′| − 1
|x − y0|d
(
x ∈ U˜ , |x| 3). (2.4)
It is also clear, by comparison with the Poisson kernel for Rd \B(0,1) with the same pole, that
P˜ (x) C(d)|x|2−d (x ∈ U˜ , |x| 1.1). (2.5)
Now suppose that x = (tx, x′), where tx  2 and 1 < |x′| < 2, define
ωx =
{
(tz, z
′): tz > tx/2 and 1 < |z′| < 2
}
and let wx denote the harmonic measure of ∂ωx ∩ U˜ in ωx . Since |z|  |x|/2  1.1 whenever
z ∈ ∂ωx ∩ U˜ , we see from (2.5) that
P˜ (y) C(d)|x|2−dwx(y) (y ∈ ωx). (2.6)
Further, it follows easily from the boundary Harnack principle (see [1, Theorem 8.7.14]) and the
maximum principle that
wx(y) C(d)
(
1 − |y′|3−d) C(d)(|y′| − 1) (y ∈ ωx, ty > (tx + 1)/2), (2.7)
so we can now combine (2.5)–(2.7) to obtain a refinement of (2.5), namely
P˜ (x) C(d)min{1, |x
′| − 1}
|x|d−2
(
x ∈ U˜ , |x| 3). (2.8)
Now let Q˜ denote the Poisson integral in U˜ of the axially invariant unit measure σˆ on the
(d − 2)-dimensional sphere {0} × {|x′| = 1}. It follows from (2.4) and (2.8), by integration and
axially symmetry, that
Q˜(x) C(d) |x
′| − 1
t2x + (|x′| − 1)2
(
x ∈ U˜ , |x| 3) (2.9)
and
Q˜(x)C(d)min{1, |x
′| − 1}
d−2
(
x ∈ U˜ , |x| 3). (2.10)|x|
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and r > 1. Let D ⊂ U˜ be the half-space which touches U at y0. It follows from (2.4) that
Q˜(x)  C(d)R1(x), where R1 is the half-space Poisson integral of (d − 2)-dimensional mea-
sure on {z ∈ ∂D: tz = 0}. The argument is concluded by using translational invariance to see that
R1(x) = C(d)R2(x), where R2(x) is the Poisson integral for the half-plane R×(1,+∞) with
pole at (0,1), evaluated at (tx, |x′|).)
Estimates (2.9) and (2.10) are also valid for Q, the Poisson integral of σˆ in U , provided we
replace |x′| − 1 by 1 − |x′|. (In this case the estimate (2.10) is extremely crude, but sufficient for
our purposes.)
Finally, we claim that, for every t > 0,
lim inf
|x′|→∞
Q˜(t, x′)
|x′|2−d C(d). (2.11)
To see this, we first consider the case where t = 0, and suppose that there is a sequence of
points (x′m) in Rd−1 such that |x′m| → ∞, and along which the above quotient tends to 0. Then,
by Harnack’s inequality applied to Q˜,
Q˜(x)
|x|2−d → 0
(
|x| → ∞, x ∈
⋃
m
B
(
(0, x′m), |x′m|/2
))
.
The above union of balls is non-thin at infinity, so we arrive at a contradiction to the existence of
a positive fine limit at infinity for the quotient. (The existence of this limit follows from [1, The-
orem 7.5.5] and the Kelvin transformation.) Hence we have a positive lower limit C(d) in (2.11)
for the particular case where t = 0. If t > 0 and |x′| > 2t + 1, then Q˜(t, x′) C(d)Q˜(0, x′) by
Harnack’s inequality. Thus (2.11) holds for any t > 0.
2.3. An increasing sequence of subharmonic functions
Let HV g denote the Perron–Wiener–Brelot solution to the Dirichlet problem on an open set V
with boundary data g. If f :R→[0,+∞) is a Borel measurable function such that∫
R
f (t)
1 + td−2 dt < ∞
(cf. (2.10)), and
g(x) =
{
f (tx) (x ∈ ∂U),
0 (x = ∞),
then
HUg(x) = C(d)
∫
Q(tx − t, x′)f (t) dt (x ∈ U), (2.12)
R
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Vk =
{
(tx, x
′): tx ∈ Ik and − e−α2k−1 < |x′| − 1 < e−α2k−1
}
, Wj =
j⋃
k=1
Vk.
These sets will be used for a balayage construction, of a type previously found useful in the study
of Denjoy domains (see [8] and [4]).
Given any non-negative continuous subharmonic function s on Rd and any j ∈ N, let
Hjs(x) =
{
HWj s(x) (x ∈ Wj),
s(x) (x ∈Rd \Wj).
Since Wj is regular for the Dirichlet problem, Hjs is also a non-negative continuous subharmonic
function on Rd , and Hjs  s.
If the function s also has the properties that
s − h is bounded above on U (2.13)
and
s(x) → 0 as |x| → ∞ in U˜ , (2.14)
then we define
H0s(x) =
{
h(x)+HUs(x) (x ∈ U),
H
U˜
s(x) (x ∈ U˜ ),
s(x) (x ∈ ∂U),
where s(∞) is defined to be 0. From (2.14) and the maximum principle we see that s H0s in U˜ .
Also, it follows from (2.13) that the function s˜, defined as (s − H0s)+ in U and 0 elsewhere,
is bounded and subharmonic on Rd . Since, for any x ∈ Rd , the mean value of s˜ over B(x, r)
clearly tends to 0 as r → +∞, we see that s H0s on U . Thus H0s satisfies the submeanvalue
inequality at points of ∂U , and so is a non-negative continuous subharmonic function on Rd .
We inductively define a sequence (sj )j0 of functions on Rd by writing
s0 := h, s2j−1 := Hjs2j−2, s2j := H0s2j−1. (2.15)
It follows easily from the observations of the preceding section that each member of this sequence
is a non-negative continuous subharmonic function on Rd ,
s2j−1 = s2j = 0 on ∂Ω0 ∪
{
x ∈ ∂U : tx  2j+1
}
(j  1),
and (sj ) is increasing. Also, sj (tx, x′) depends only on tx and |x′|. We define
u0 := lim sj .
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To see that u0 has the desired properties we shall need the following estimate.
Lemma 2.2. The constant β in (2.2) can be chosen so that, for all j ∈ N,
s2j−1  C(d)eα2
k−1
on Ak, k ∈N. (2.16)
Proof. Clearly,
s1 max
V 1
h = C(d)eα on A1 (2.17)
and s1 = 0 elsewhere on ∂U .
Suppose now that j ∈ N and that, for some constant M > 0,
s2j−1(x)Meα2
k−1
on Ak, k ∈N.
We claim that
s2j+1 
(
C(d)+ M
2
)
eα2
k−1
on Ak, k ∈N. (2.18)
To that end let
V˜k =
{
x ∈ Rd : 2k − 1
2
< tx < 2k + 12 and − e
−α2k−1 < |x′| − 1 < e−α2k−1
}
.
If x ∈ ∂V˜k ∩ U˜ , then∫
R\Ik
(|x′| − 1)s2j−1(t,0, . . . ,0,1)
[(tx − t)2 + (|x′| − 1)2]d/2−1 dt
 e−α2k−1
[( ∫
⋃k−1
i=1 Ii
+
∫
⋃j
i=k+1 Ii
)
s2j−1(t,0, . . . ,0,1)
(tx − t)2 dt
]
 2e−α2k−1βM
[
24−2k
k−1∑
i=1
1 + 24
j∑
i=k+1
1
22i
]
 6βM
and ∫
(|x′| − 1)s2j−1(t,0, . . . ,0,1)
(tx − t)2 + (|x′| − 1)2 dt  32βMe
α2k−1 ,Ik
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Hence, by (2.12), (2.9) and (2.10),
s2j (x) = HU˜s2j−1(x) C(d)βMeα2
k−1
.
Similarly, if x ∈ ∂V˜k ∩U , then
s2j (x) = h(x)+HUs2j−1(x) C(d)(1 + βM)eα2k−1 ,
in view of (2.1). Since Vk ⊂ V˜k , the maximum principle now yields
s2j+1  C(d)(1 + βM)eα2k−1 on Ak, k ∈N.
Choosing β small enough so that C(d)β  12 , our claim (2.18) follows.
Starting with (2.17) and using (2.18), we finally conclude by induction that,
s2j+1(x)C(d)eα2
k−1
j∑
i=0
2−i , whenever j, k ∈N, x ∈ Ak. 
2.5. Proof of Proposition 2.1
By (2.16), u0 is locally bounded on ∂U . Since s2j−1 is harmonic on Wj , we conclude from
monotonicity that u0 is harmonic on
⋃∞
k=1 Vk . Further, since s2j is harmonic on U and U˜ , it also
follows from monotonicity that u0 is harmonic on all of Ω0.
We now let j → ∞ in the equation s2j = H0s2j−1 to see that
u0(x) =
{
h(x)+HUu0(x) (x ∈ U),
H
U˜
u0(x) (x ∈ U˜ ), (2.19)
where u0(∞) is defined to be 0. It is clear from (2.16) that∫
R
u0(t,0, . . . ,0,1)
1 + td−2 dt < +∞, (2.20)
and it now follows easily from (2.10) that u0 is locally bounded on Rd . Hence the upper semi-
continuous regularization of u0 is subharmonic on Rd . In fact, since u0 = 0 on ∂Ω0, and ∂Ω0 is
non-thin at each of its points, this regularization is unnecessary. Thus u0 continuously vanishes
on ∂Ω0.
We next address the question of minimality using the theory of minimal thinness at the Martin
boundary (see [1, Chapters 8, 9]). Let ∂M1 Ω0 denote the minimal Martin boundary of Ω0, and
K0 the Martin kernel. Then u0 has a unique representation of the form
u0(x) =
∫
∂MΩ
K0(x, z) dμ(z) (x ∈ Ω0)
1 0
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E = {z ∈ ∂M1 Ω0: Ω0 \U is minimally thin at z}.
Then, using (2.19), standard notation for reduced functions relative to superharmonic functions
in Ω0, and the fact that RΩ0\UK0(·,z) = K0(·, z) whenever z ∈ ∂M1 Ω0 \E,
h(x) = u0(x)−HUu0(x)
= u0(x)−RΩ0\Uu0 (x)
=
∫
E
(
K0(x, z)−RΩ0\UK0(·,z)(x)
)
dμ(z) (x ∈ U).
Since h is a minimal harmonic function on U , we conclude that μ|E is concentrated at a point,
that is μ|E = cεz for some z ∈ E and c > 0 (see [1, Theorem 9.5.5]). Hence the function v :=
cK0(·, z) is a minimal harmonic function on Ω0,
u0  v on Ω0 and v  h on U.
Looking at (2.15), we immediately see that v  sj for every j ∈ N and therefore v  u0, that is,
v = u0. Hence u0 is minimal.
To verify (2.3), we use (2.1) and Harnack’s inequalities to see that
u0(tx, x
′)C(d)u0
(
2k,
(
1 − βe−α2k−1)x′)C(d)h(2k, (1 − βe−α2k−1)x′)
C(d)βe−α2k−1eα2k = C(d)eα2k−1
when |tx − 2k| (β/2)e−α2k−1 and |x′| = 1. Hence∫
R
u0(t,0, . . . ,0,1) dt = +∞.
Since u0 = HU˜u0 on U˜ (see (2.19)), Fatou’s lemma, together with (2.12) and the limiting prop-
erty (2.11) of the Poisson kernel for U˜ , now yield
lim inf
|x′|→∞
|x′|d−2u0(0, x′) = lim inf|x′|→∞ |x
′|d−2H
U˜
u0(0, x′) = +∞,
as required.
3. Construction based on iterated balayage
3.1. An outline
Throughout this section we shall assume that d  3. Let us first give an overview of the
construction and the ideas behind it. They are to a large extent inspired by the probabilistic
aspect of harmonic measures.
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on Uc, that is, HU(x, ·) = εUcx for every x ∈ U , where εx denotes the Dirac mass at x. Prob-
abilistically, εUcx is the hitting distribution of Brownian motion, starting at x, at the time when
it exits U . The measure εUcx is supported by the boundary of the connected component of U
containing x.
As before, let GU denote the Green function for an open set U . The following observation
will be essential for estimating ratios GU(x, y)/GU(x0, y). If B = B(y, τ) ⊂ U , where τ is
much smaller than the distance of B to Uc, then, for every x ∈ U \ B , the value GU(x, y) is
approximately the product of τ 2−d and the harmonic measure ε(U\B)
c
x (∂B).
To obtain estimates for these harmonic measures, iterated balayage will be used repeatedly.
If V is any open subset of the open set U and x ∈ V , then
εU
c
x = εV
c
x
∣∣
∂U
+ (εV cx ∣∣U )Uc , (3.1)
where (εV cx |U)Uc is the integral of z 
→ εUcz with respect to the restriction of εV cx on U (see
[2, p. 255 and Corollary VI.9.5]). Often we shall only use the resulting inequality
εU
c
x  εV
c
x
∣∣
∂U
, (3.2)
which can be obtained as well by the minimum principle. Thinking in terms of sweeping, the
identity (3.1) has a very intuitive meaning. It states that sweeping εx on Uc has the same result
as first sweeping it on V c (which yields εV cx ) and then sweeping that part of εV
c
x , which is still
contained in U , out of U . In terms of exit distributions, it is equally obvious (formally, (3.1) fol-
lows from the strong Markov property and the trivial observation that Brownian motion, starting
at x, exits U at the same time or later than it leaves V ).
Our construction of the domain Ω begins with a spine L with vertex at 0 and direction
(1,0, . . . ,0), namely
L := {x ∈Rd : tx ∈ [0,1], |x′| ϕ(tx)},
where ϕ(t) := exp(−1/t), yielding a Lebesgue spine, or ϕ(t) = tγ , γ > 1, if d > 3. It is well
known that L is thin at 0. Our reference point in Ω will be ξ0 := (−1,0, . . . ,0).
We choose αn ∈ (0, (2c2)−1), where c 1 is a Harnack constant obtained in Lemma 3.3, such
that
∑∞
n=1 αn < ∞. Let εn > 0, n ∈ N, such that limn→∞ εn = 0. We construct a sequence (ξn)
of points in (ξ0,0) and sequences (an), (bn) of real numbers in (0,1] in the following way. Let
a1 := 1. If n ∈ N and an has been chosen, we use Lemma 3.1 to find ξn ∈ (ξ0,0) and bn ∈ (0, an)
such that |ξn| εn and
εLξn 
2n
αn
ε
Ln
ξ0
on a neighbourhood of zn :=
(
bn,0, . . . ,0, ϕ(bn)
) ∈ ∂L, (3.3)
where Ln := {x ∈ L: tx  an}. We then choose an arbitrary an+1 ∈ (0, bn) such that an+1  εn
and continue. For every n ∈N, let
Sn :=
{
x ∈ ˚L: an+1 < tx < an
}
, yn := (an,0, . . . ,0), Hn := {x ∈ L: tx = an}.
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The complement of L and the segments S1, S2, . . . of ˚L will be connected by adding small open
balls Bn := B(yn,ρn) centred at the midpoints yn of the separating sets Hn, n ∈N. Defining
Ω0 := Lc ∪
∞⋃
n=1
(Sn ∪Bn),
the sequence (GΩ0(·, yk)/GΩ0(ξ0, yk)) converges locally uniformly on Rd \ {0} to a minimal
harmonic function g > 0 on Ω0 for which, by an appropriate choice of the radii ρn, the val-
ues (g(yn)) will tend to infinity as fast as we want. However, such a function g is of course
bounded on Lc, and therefore fine limx→0 g(x) < ∞. To obtain the desired minimal harmonic
function h > 0 satisfying fine limx→0 h(x) = ∞, we take small balls B˜n := B(zn, ρ˜n) centred at
the boundary points zn of L and define
Ωn := Ω0 ∪
n⋃
j=1
B˜n, Ω :=
∞⋃
n=1
Ωn = Ω0 ∪
∞⋃
n=1
B˜n
(see Fig. 1). Given n ∈ N, and having already chosen ρj , ρ˜j for 1  j < n, we shall carefully
balance ρn and ρ˜n in such a way that, defining An := Bn ∩ Hn and A˜n := B˜n ∩ ∂L, Brownian
motion starting at ξ0 and killed upon leaving Ωn, will enter the terminal part
Tn :=
{
x ∈ ˚L∩Ω0: tx < an+1
}= ∞⋃
j=n+1
(Sj ∪Bj+1)
of ˚L ∩ Ω0 having hit An ∪ A˜n at A˜n with a probability which is only about αn times the prob-
ability for entering Tn having hit An ∪ A˜n at An (Lemma 3.2). For points y ∈ Tn, the value
GΩn−1(ξ0, y) will then only be slightly smaller than GΩn(ξ0, y), namely
GΩn−1(ξ0, y)
(
1 − 2c2αn
)
GΩn(ξ0, y). (3.4)
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at ξn hits L in B˜n is at least 2n/αn times the probability that Brownian motion starting at ξ0 hits
Ln in B˜n. Therefore Brownian motion starting at ξn and killed when exiting Ωn will enter Tn
having first hit A˜n with a probability which is at least approximately n times the probability that
it will enter Tn having started at ξ0. This allows us to deduce that
GΩn(ξn, y)
n
c2
GΩn(ξ0, y) (3.5)
(see Proposition 3.4). Let
α :=
∏∞
n=1
(
1 − 2c2αn
)
.
Of course, α is a (positive) real number, since 2c2αn ∈ (0,1) and the series ∑∞n=1 αn is conver-
gent by assumption. By (3.4),
1 GΩn(ξ0, yk)
GΩ1(ξ0, yk)
 1
α
if k,n ∈ N, k > n+ 1. (3.6)
Hence there exists a subsequence (ηk) of (yk) such that, for every n ∈N, the sequence(
GΩn(·, ηk)
GΩ1(ξ0, ηk)
)
k>n
(3.7)
converges locally uniformly on Ωn to a harmonic function hn  0. In fact, using the bound-
ary Harnack principle and the minimum principle, we see that the convergence is uniform on
Ωn \ Tm for each m ∈ N. In particular, hn is bounded on Ωn \ Tm and vanishes on ∂Ωn \ {0}.
Since the sequences (GΩn(·, ηk))n∈N, k ∈ N, are increasing, the sequence (hn) is increasing as
well. By (3.6), it increases to a harmonic function h 0 on Ω satisfying 1 h(ξ0) 1/α. For
each n ∈ N, hn(ξn)  n/c2 by (3.5), and hence h(ξn)  n/c2. By Harnack’s inequalities and
[1, Theorem 7.5.5], this implies that fine limx→0 h(x) = ∞. Moreover, h is minimal and not
a multiple of fine limy→0 GΩ(·, y) (see Proposition 3.7).
Let us now fill in the missing details.
3.2. The choice of an, ξn, and zn
The following lemma shows that we may choose an, ξn and zn as claimed above (see (3.3)).
Lemma 3.1. Let η ∈ (0,1] and L˜ := {(tx, x′) ∈ L: tx  η}. Then, for all K > 0 and 0 < δ  η,
there exist s, t ∈ (0, δ) such that ξ := (−s,0, . . . ,0) satisfies εLξ KεL˜ξ0 on a neighbourhood of
the point z := (t,0, . . . ,0, ϕ(t)) in ∂L.
Proof. Let us fix K > 0 and δ ∈ (0, η). We define a cap C of L and open sets U,W in Rd by
C := {x ∈ L: tx < δ}, U := Lc ∪C, W := L˜c ∪C.
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and define
p := GU(·, y), q := GW(·, y),
where we may extend p and q continuously by 0 to be functions on Rd . Then p  q , since
U ⊂ W . Further, p is harmonic on Lc, q is harmonic on L˜c . Clearly, q(ξ0) |ξ0 − y|2−d < 1,
whereas ξ = (−s,0, . . . ,0) satisfies p(ξ)GB(ξ,δ)(ξ, y) = (2s)2−d − δ2−d > K . Therefore
εLξ (p) = p(ξ) > Kq(ξ0) = KεL˜ξ0(q)KεL˜ξ0(p). (3.8)
Since εLξ ({0}) = εL˜ξ0({0}) = 0 and p = 0 on ∂L \ C, we conclude from (3.8) that there exists a
Borel subset B of A := C ∩ (∂L \ {0}) satisfying
εLξ (B) >Kε
L˜
ξ0(B).
The densities ψ , ψ˜ of εLξ |A and εL˜ξ0 |A, respectively, with respect to surface measure are con-
tinuous. Hence there is a point z ∈ B where ψ > Kψ˜ in some neighbourhood of z in A.
Since everything is invariant under rotations around the axis {x′ = 0}, we may assume that
z = (t,0, . . . ,0, ϕ(t)) for some 0 < t < δ. 
For every n ∈ N, we choose τn > 0 such that bn ± τn ∈ (an+1, an), (3.3) holds on B(zn, τn),
B(yn,3τn)∩ ∂L = ∅, and an ± 3τn ∈ (bn, bn−1) (where b0 := ∞). To control an effect of second
order occurring in the proof of Proposition 3.4, let us note the following. Taking τn sufficiently
small, we may assume that(
ε
Hn
ξ0
∣∣
B(yn,τn)
)∂Sn∩∂L
 εLξ0 on B(zn, τn). (3.9)
Indeed, given n ∈ N, let C := ∂Sn ∩ ∂L, C˜ := C ∩B(zn, τn). Since the two measures εCyn and εLξ0
possess strictly positive continuous densities on C˜, there exists K > 0 such that εCyn Kε
L
ξ0
on C˜.
By Harnack’s inequalities, there exists K ′ > 0 such that εCy  K ′εCyn for every y ∈ B(yn, τn).
There exists τ ∈ (0, τn) such that β := εHnξ0 (B(yn, τ )) < (KK ′)−1 and therefore(
ε
Hn
ξ0
∣∣
B(yn,τ)
)C = ∫
B(yn,τ)
εCy dε
Hn
ξ0
(y)KK ′βεLξ0  ε
L
ξ0 on C˜.
It now suffices to replace τn by τ .
3.3. The balance between ρn and ρ˜n
Let us fix n ∈ N and suppose that we already have determined ρj , ρ˜j ∈ (0, τj ) for 1 j < n.
For the following lemma and the proof of Proposition 3.4, it will be convenient to introduce the
following notations, where ρn, ρ˜n ∈ (0, τn) still have to be chosen properly (see Fig. 2):
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V := Lc ∪
n−1⋃
j=1
(Sj ∪Bj ∪ B˜j ),
A := Bn ∩Hn ⊂ ∂V, A˜ := B˜n ∩ ∂L ⊂ ∂V,
ν := εV cξ0
∣∣
A
, ν˜ := εV cξ0
∣∣
A˜
,
SE := Sn \B(yn+1, τn+1), U := V ∪ SE ∪Bn ∪ B˜n,
E := {x ∈ Sn: |x − yn+1| = τn+1} ⊂ ∂U.
We observe that, by (3.1),
(ν + ν˜)Uc (E) = εUcξ0 (E). (3.10)
Lemma 3.2. There exist (arbitrarily small) ρn, ρ˜n ∈ (0, τn) such that
ν˜U
c
(E) = αnνUc(E). (3.11)
Proof. Both νUc(E) and ν˜Uc (E) depend continuously on ρn and ρ˜n. The inequality
νU
c
(E) ‖ν‖ = εV cξ0 (A)
implies that νUc(E) tends to zero uniformly for all choices of ρ˜n ∈ (0, τn) as ρn tends to zero.
Similarly, ν˜Uc (E) → 0 uniformly for ρn ∈ (0, τn) as ρ˜n → 0, since
ν˜U
c
(E) ‖ν˜‖ = εV cξ0 (A˜).
Let W := V ∪ SE ∪Bn and W˜ := V ∪ SE ∪ B˜n. By (3.2),
νU
c
(E) νWc(E) > 0 and ν˜Uc (E) ν˜W˜ c (E) > 0,
where νWc(E) does not depend on ρ˜n and ν˜W˜
c
(E) does not depend on ρn.
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by a suitable smaller value if ν˜Uc (E) < αnνU
c
(E), or replacing ρ˜n by a suitable smaller value if
ν˜U
c
(E) > αnν
Uc(E). 
3.4. The constant c
To use (3.3) and (3.11) for estimates of the Green functions GΩn we shall need a general
lemma of boundary Harnack type (it is valid for d = 2 as well and can easily be generalised
to more general domains). Of course, the result will be applied using translation and scaling
invariance.
Lemma 3.3. Let W be a domain in Rd such that D := {x ∈ Rd : 0 < |x| < 3, tx > 0} ⊂ W
and H := {x ∈ Rd : 1 < |x| < 3, tx = 0} ⊂ ∂W . Moreover, let E := {x ∈ D: |x| = 1}, xE :=
(1,0, . . . ,0), and let U denote the connected component of W \ E containing 2xE . Then there
exists a constant c 1, which depends only on the dimension d , such that the following hold:
(i) For every measure ν on U \D,
c−1νUc(E)εWcxE  ν
Wc  cνUc(E)εWcxE on ∂W \U ∪D. (3.12)
(ii) For all x ∈ U \D and y ∈ W \ (U ∪D),
c−1εUcx (E)GW(xE,y)GW(x,y) cεU
c
x (E)GW(xE,y). (3.13)
Proof. To prove (3.12) it clearly suffices to show that, for every x ∈ U \D,
c−1εUcx (E)εW
c
xE
 εWcx  cεU
c
x (E)ε
Wc
xE
on ∂W \U ∪D. (3.14)
We define D0 := {x ∈ D: |x| > 1}, E0 = 2E, x0 := 2xE , and c0 := εD
c
0
x0 (E) (see Fig. 3). By the
boundary Harnack principle, there exists a constant c1  1 such that, for all x, y ∈ E0 and for all
positive harmonic functions g,g′ on D0 vanishing at H ,
g(x)g′(y) c1g(y)g′(x). (3.15)
Fig. 3. The set D.
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c−12 g(x0) g(xE) c2g(x0) (3.16)
and define c := c1c2/c0.
Now let g be any of the functions x 
→ GW(x,y), y ∈ W \ (U ∪ D), or x 
→ εWcx (B), where
B is a Borel subset of ∂W \ U ∪D, and let u(x) := εUcx (E). Since c0  u(x0) 1 by (3.2), we
see by (3.15) that
(c1/c0)
−1g(x0)u g  (c1/c0)g(x0)u on E0.
By the minimum principle, this holds on U \ D. The proof of (3.13) and (3.14) is finished
by (3.16). 
3.5. Consequences for the Green functions GΩn
Proposition 3.4. For all y ∈ Tn,
GΩn(ξn, y)
n
c2
GΩn(ξ0, y) and GΩn−1(ξ0, y)
(
1 − 2c2αn
)
GΩn(ξ0, y). (3.17)
Proof. (i) Let us fix y ∈ Tn. Given any η ∈ (0,1), there exists τ > 0 such that the closure of
B := B(y, τ) is contained in Tn and GΩn−1(·, y) (1 − η)τ 2−d on ∂B . Trivially GΩn−1(·, y)
GΩn(·, y) τ 2−d on ∂B . We define
W := Ωn \B, σn := εWcξn , σ := εW
c
ξ0 , W˜ := Ωn−1 \B, σ˜ := εW˜
c
ξ0 .
Since GΩn(ξn, y) = σn(GΩn(·, y)), GΩn(ξ0, y) = σ(GΩn(·, y)), GΩn−1(ξ0, y) = σ(GΩn−1(·, y)),
the preceding estimates for GΩn and GΩn−1 yield that
GΩn(ξn, y) (1 − η)τ 2−dσn(∂B), GΩn−1(ξ0, y) (1 − η)τ 2−d σ˜ (∂B),
and τ 2−dσ (∂B)GΩn(ξ0, y). To prove (3.17) it therefore suffices to show that
σn(∂B)
n
c2
σ(∂B) and σ˜ (∂B)
(
1 − 2c2αn
)
σ(∂B). (3.18)
(ii) Let A, A˜, ν, ν˜, V , U , and E be as in Section 3.3. By (3.2) and (3.3),
εV
c
ξn
 εLξn 
2n
αn
ε
Ln
ξ0
 2n
αn
εV
c
ξ0 =
2n
αn
ν˜ on A˜
and hence, using (3.11) and (3.10),
εU
c
ξn
(E) =
(
εV
c
ξn
∣∣
A∪A˜
)Uc
(E) 2n ν˜Uc (E) n(ν + ν˜)Uc (E) = nεUcξ0 (E).αn
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cσn(∂B) = cεWcξn (∂B) γ εU
c
ξn
(E) nγ εUcξ0 (E)
n
c
εW
c
ξ0 (∂B) =
n
c
σ(∂B).
(iii) By (3.1), σ(∂B) = (ν + ν˜)Wc(∂B) and σ˜ (∂B) = νW˜c(∂B). To finish the proof of (3.18) it
hence remains to show that (
1 − 2c2αn
)
(ν + ν˜)Wc (∂B) νW˜c (∂B). (3.19)
By (3.12) and (3.11),
ν˜W
c
(∂B) cγ ν˜Uc (E) = cγ αnνUc(E) c2αnνWc(∂B). (3.20)
Therefore
(ν + ν˜)Wc (∂B) (1 + c2αn)νWc(∂B). (3.21)
Moreover, by (3.1),
νW
c
(∂B) = νW˜c (∂B)+
(
νW˜
c ∣∣
A˜
)Wc
(∂B). (3.22)
By (3.2) and (3.9),
νW˜
c  ν∂Sn∩∂L 
(
ε
Hn
ξ0
∣∣
A
)∂Sn∩∂L
 εLξ0  ε
V c
ξ0 = ν˜ on A˜.
Hence (
νW˜
c ∣∣
A˜
)Wc
(∂B) ν˜Wc (∂B) c2αnνW
c
(∂B)
by (3.20) and thus, by (3.22), (
1 − c2αn
)
νW
c
(∂B) νW˜c (∂B). (3.23)
Finally, (3.19) follows from (3.21) and (3.23), since 1 − 2c2αn  (1 − c2αn)/(1 + c2αn). 
3.6. Properties of the function h
To see that the positive harmonic function h defined in Section 3.1 is minimal, we shall first
prove that each hm, m ∈ N, is a minimal harmonic function on Ωm. The following general ob-
servation will be helpful.
Lemma 3.5. Let D be a domain in Rd and let u be a positive harmonic function on D such that,
for every positive harmonic minorant v of u, the function u is less than some multiple of v. Then
u is minimal.
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such that au  w, and let v := w − ηu. If v > 0, then u  bv for some b > 0, by hypothesis.
Hence (η + b−1)u ηu + v = w and so η + b−1  η, a contradiction. Therefore v = 0, that is,
w = ηu. 
Lemma 3.6. For every m ∈ N, the positive harmonic function hm on Ωm is minimal.
Proof. Let m ∈ N and g be a positive harmonic function on Ωm, g  hm. By Lemma 3.5, hm is
minimal if we show that
αg(ξ0)hm  c4g. (3.24)
To that end we fix n > m and prove that (3.24) holds on Ωm \ Tn−1. Let E and U be as
in Section 3.3, A′ := Bn+1 ∩ Hn+1 = Ωm ∩ ∂Tn, and xE := (an+1 + τn+1,0, . . . ,0). Defining
u(x) := εUcx (E) we know by (3.13) that, for all x ∈ Ωm \ Tn−1 and y ∈ Tn ∪A′,
c−1u(x)GΩm(xE, y)GΩm(x, y) cu(x)GΩm(xE, y). (3.25)
Further, let v denote the smallest positive superharmonic function on Ωm such that v = g on
Ωm \ Tn. Then v  supA′ hm on Ωm, v is harmonic on Ωm \ A′, and v tends to zero at every
point in ∂Ωm \ {0}. Therefore there exists a measure μ on A′ such that v =
∫
GΩm(·, y) dμ(y).
We now fix x ∈ Ωm \ Tn−1. Integrating (3.25) with respect to μ we see that
c−1u(x)v(xE) v(x) cu(x)v(xE).
Thus, for every k > n,
GΩm(x,ηk)
GΩm(ξ0, ηk)
 c2 u(x)
u(ξ0)
 c4 g(x)
g(ξ0)
.
Using (3.6) and letting k tend to infinity, the proof of (3.24) is finished. 
Proposition 3.7. The harmonic function h on Ω is minimal, and it is not a multiple
of fine limy→0 GΩ(·, y).
Proof. For the moment, we fix n ∈N. We claim that
h−HΩnh = hn. (3.26)
Indeed, let us define γk := (GΩ1(ξ0, ηk))−1, k ∈N (see (3.7)). For every m> n,
γkGΩn(·, ηk) = γkGΩm(·, ηk)−HΩn
(
γkGΩm(·, ηk)
)
(k ∈ N)
and therefore, letting k tend to infinity, hn = hm − HΩnhm. Since (hm) is increasing to h as
m → ∞, we obtain equality (3.26).
Now let g be a positive harmonic function on Ω such that g  h. For every n ∈ N,
gn := g − HΩng is a non-negative harmonic function on Ωn and hn − gn = (h − g) −
HΩn(h−g) 0 as well. Therefore Lemma 3.6 shows that gn = βnhn for some βn  0. By (3.26),
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sequence (βn) converges to some β  0 and g = βh proving minimality.
Since h1 is bounded on Lc, we know that fine limy→0 h1(y) < ∞. Therefore h cannot be a
multiple of s := fine limy→0 GΩ(·, y). Indeed, otherwise (3.26) would imply that h1 is a multiple
of t := s −HΩ1s = fine limy→0 GΩ1(·, y). This is impossible, since fine limy→0 t (y) = ∞. 
Remark. Clearly, every function hn, n ∈N, extended by its fine limit at 0 and by 0 on Ω∩∂Ωn, is
a finely subharmonic minorant of h on Ω ∪{0}. Thus we have an explicit example demonstrating
the non-equivalence of the fine topology counterparts of conditions (i) and (ii) in Section 1.
A similar observation can be made in connection with the sliced cylinder construction.
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