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Abstract
We continue research into the cyclically presented groups with length
three positive relators. We study small cancellation conditions and
SQ-universality, we obtain the Betti numbers of the groups’ abeliani-
sations, we calculate the orders of the abelianisations of some groups,
and we study isomorphism classes of the groups. Through computa-
tional experiments we assess how effective the abelianisation is as an
invariant for distinguishing non-isomorphic groups.
Keywords: Cyclically presented group, isomorphism, small cancellation,
abelianisation.
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1 Introduction
The cyclically presented group Gn(w) is the group defined by the cyclic
presentation
Pn(w) = 〈x0, . . . , xn−1 | w, θ(w), . . . , θn−1(w)〉 (1)
where w = w(x0, . . . , xn−1) is a word in the free group Fn with generators
x0, . . . , xn−1 and θ : Fn → Fn is the automorphism of Fn given by θ(xi) =
xi+1 for each 0 ≤ i < n (subscripts mod n). In this article we continue
investigations into the cyclically presented groups Γn(k, l) defined by the
cyclic presentations
Pn(k, l) = 〈x0, . . . , xn−1 | xixi+kxi+l (0 ≤ i < n)〉 (2)
(where 0 ≤ k, l < n, and subscripts are taken mod n). This family of groups
was introduced in [16] and studied in depth in [21] and further in [9]. (A
reduced element of a free group is positive if all of its exponents are positive
∗The first named author acknowledges financial support of the Libyan Government.
1
so these are precisely the cyclic presentations whose relators are positive
words of length 3.) The related cyclically presented groups
Gn(m,k) = 〈x0, . . . , xn−1 | xixi+m = xi+k (0 ≤ i < n)〉. (3)
were studied in [14],[1],[41],[26],[31],[32] – see [42] for a survey. In particular,
Section 6 of [31] considers small cancellation conditions and SQ-universality
for Gn(m,k), and [15] considers isomorphism classes of the groups Gn(m,k).
The purpose of this article, continuing work from [21],[9], is to provide sim-
ilar theoretical and computational studies to these for the groups Γn(k, l).
We use GAP [23] to perform our experiments.
The article [21] obtained information about the groups Γn(k, l) in terms
of four true/false conditions (A),(B),(C),(D) defined in terms of congru-
ences involving the parameters n, k, l (see Section 2 for definitions). It was
shown in [21] that if none of the conditions (B),(C),(D) hold then the pre-
sentation (2) satisfies the small cancellation condition C(3)-T(6), and hence
(by [19]) Γn(k, l) contains a non-abelian free subgroup. In Section 3 we
continue this line of enquiry and show that the presentation (2) does not
satisfy any of stronger standard non-metric small cancellation conditions,
but that for n 6= 7 it does satisfy an alternative strengthening known as
C(3)-T(6)-nonspecial, and hence (by [30]) the group is SQ-universal. The
analysis to this point gives that the only case where the SQ-universality
status is unknown is the case where (D) holds and (B) does not. In these
cases n is even and the group Γn(k, l) can be shown to be isomorphic to
Γn(1, n/2 − 1). We show in Corollary 3.10 that Γn(1, n/2 − 1) is large, and
hence SQ-universal, when (n, 16) = 8.
The abelianisation Γn(k, l)
ab is infinite if and only if condition (A) holds
(see [21, Lemma 2.2]). In Section 4 we improve this result to calculate
the Betti number, or torsion-free rank, of Γn(k, l)
ab. It follows from this
that unlike, for example, the cyclically presented groups considered in [43]
the Betti number is not a useful tool for proving non-isomorphism amongst
groups Γn(k, l) with infinite abelianisation. In this section we also calculate
the order of the abelianisation |Γn(1, n/2 − 1)ab|.
For a fixed n, there are typically many isomorphisms amongst the groups
Γn(k, l). A special case of Problem 2.9 of [16] is to find a system of arith-
metic conditions on the parameters that completely determines the isomor-
phism type of the group Γn(k, l). In Sections 5–9 we investigate isomorphism
classes of these groups. In Section 5 we consider isomorphism classes in the
case when n has at most two prime factors; in Section 6 we apply this to de-
termine precisely the isomorphism classes for n ≤ 29. In Section 7 we analyse
the general case n ≥ 19 in terms of the four conditions (A),(B),(C),(D) and
reduce the problem to consideration of the cases where none of (B),(C),(D)
hold. In Section 8 we consider the case when none of (A),(B),(C),(D) hold
and, when n has certain divisors, we use properties of the groups’ abelian-
isations to provide sets of pairwise non-isomorphic groups. In Section 9
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we consider groups where none of (B),(C),(D) hold and, for n < 210, we
assess how effective the abelianisation is as an invariant for distinguishing
non-isomorphic groups.
2 Preliminaries
If the greatest common divisor d = (n, k, l) > 1 then Γn(k, l) is the free prod-
uct of d copies of Γn/d(k/d, l/d) (see [16, Lemma 2.4]) and, with (n, k, l) = 1,
if k = 0 or l = 0 or k = l then Γn(k, l) is a finite cyclic group. Therefore it
suffices to consider these groups under the hypotheses n ≥ 3, 1 ≤ k, l < n,
k 6= l, (n, k, l) = 1. The (A),(B),(C),(D) conditions alluded to earlier are
defined as follows:
A(n, k, l) =
{
T if n ≡ 0 and k + l ≡ 0 mod 3,
F otherwise,
B(n, k, l) =
{
T if (k + l) ≡ 0 or (2l − k) ≡ 0 or (2k − l) ≡ 0 mod n,
F otherwise,
C(n, k, l) =
{
T if 3l ≡ 0 or 3k ≡ 0 or 3(l − k) ≡ 0 mod n,
F otherwise,
D(n, k, l) =
{
T if 2(k + l) ≡ 0 or 2(2l − k) ≡ 0 or 2(2k − l) ≡ 0 mod n,
F otherwise.
We shall sometimes abuse notation and say, for example, that condition (A)
holds (resp. does not hold) if A(n, k, l) = T (resp. A(n, k, l) = F ).
We summarize key algebraic results obtained in [21],[9] in terms of the
three conditions (A),(B),(C) in Table 1. In this table α = 3(2n/3− (−1)n/3),
γ = (2n/3 − (−1)n/3)/3 and ‘large’ denotes a large group, i.e. a group that
has a finite index subgroup that maps onto the free group of rank 2 [3],[27].
A group G is SQ-universal if every countable group can be embedded in
a quotient of G. Large groups are SQ-universal and therefore contain a
non-abelian free subgroup.
Table 1 is based on [21, Table 1] but with a few changes. The first
concerns the group in line 2. In [21, Table 1] this group was described
as metacyclic and its precise identification was conjectured in [21, Conjec-
ture 3.4]. That conjecture was subsequently proved in [9, Corollary D], so
we now include the precise identification. The notation B(M,N, r, λ) refers
to the metacyclic group defined by the presentation
〈a, b | aM = 1, bab−1 = ar, bN = aλM/(M,r−1)〉
where rN ≡ 1 mod M . Any finite metacyclic group L with a metacyclic
extension ZM →֒ L ։ ZN has a presentation of this form (see [4, Chapter
IV.2] or [34, Chapter 3]).
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(A,B,C) Γ = Γn(k, l) Γ
ab def(Γ)
(F,F,F) infinite and torsion-free finite 6= 1 0
(F,F,T) B
(
(2n − (−1)n)/3, 3, 22n/3 , 1) Zα 0
(F,T,F) Z3 Z3 0
(T,F,F) n 6= 18 Large Z2⊕ finite 0
(T,F,F) n = 18 Z ∗ Z ∗ Z19 Z2 ⊕ Z19 2
(T,F,T) Z ∗ Z ∗ Zγ Z2 ⊕ Zγ 2
(T,T,F) Z ∗ Z Z2 2
(T,T,T) Z ∗ Z Z2 2
Table 1: Groups Γn(k, l) with n ≥ 3, (n, k, l) = 1, k 6= l, by (A),(B),(C)
conditions ([21],[9]).
The second change is to line 4. In [21, Table 1] the entry Γab was marked
as ‘infinite’. However, in light of Theorem 4.1 (to be proved in Section 4) we
now know that in these cases Γn(k, l)
ab ∼= Z2 ⊕ A0, for some finite abelian
group A0; we indicate this in the table as ‘Z
2⊕ finite’.
Given a finite presentation P = 〈X | R〉, the deficiency of P , def(P ) =
|X|−|R|. The deficiency of a group G, def(G), is defined to be the maximum
of the deficiencies of all finite presentations of G. An aspherical presentation
P of any given group G has def(P ) = def(G) [40, page 478]. The aspherical
presentations (2) were classified in [21], so groups defined by these presen-
tations have deficiency zero. (Here, by an aspherical presentation, we mean
one whose presentation complex has trivial second homotopy group.) Since
the deficiency will be a useful group invariant to us, our third change is to
replace the ‘aspherical’ column of [21, Table 1] by the ‘def(Γ)’ column in
Table 1. Since groups defined by aspherical presentations in which no relator
is a proper power are torsion-free and (by [21]) the presentation Pn(k, l) is
aspherical when none of (A),(B),(C) hold, we also add ‘torsion-free’ to line 1
of Table 1.
In order to study isomorphism classes of groups Γn(k, l), for each n ≥ 3
we introduce the sets
S(n) = {Γn(k, l) | 1 ≤ k, l < n, k 6= l, (n, k, l) = 1}
(where isomorphic groups are identified) and we let f(n) = |S(n)|. For
example
S(4) = {Γ4(1, 2),Γ4(1, 3),Γ4(2, 1),Γ4(2, 3),Γ4(3, 1),Γ4(3, 2)}
but Γ4(1, 2) ∼= Γ4(1, 3) ∼= Γ4(2, 1) ∼= Γ4(2, 3) ∼= Γ4(3, 1) ∼= Γ4(3, 2) ∼= Z3
so S(4) = {Γ4(1, 2)} = {Z3} and f(4) = 1. We make extensive use of the
following lemma (which is essentially [21, Lemma 2.1]) which establishes
isomorphisms amongst the groups Γn(k, l):
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Lemma 2.1 ([21, Lemma 2.1]). Let 1 ≤ k, l < n then
(i) Γn(k, l) ∼= Γn(l − k,−k);
(ii) Γn(k, l) ∼= Γn(l, k);
(iii) Γn(k, l) ∼= Γn(k − l,−l);
(iv) Γn(k, l) ∼= Γn(k, k − l);
(v) if (α, n) = 1 then Γn(k, l) ∼= Γn(αk, αl).
The case where (D) holds and (B) does not will play an important role
in our analysis. In the following lemma we note that this corresponds to the
group Γn(1, n/2− 1).
Lemma 2.2. Suppose n ≥ 3, 1 ≤ k, l < n, k 6= l, (n, k, l) = 1, and that (D)
holds and (B) does not hold. Then Γn(k, l) ∼= Γn(1, n/2 − 1).
Proof. If (D) holds and (B) does not then one of k + l, 2l − k, or 2k −
l is equivalent to n/2 mod n. Therefore Γn(k, l) is isomorphic to one of
Γn(k, n/2−k), Γn(2l+n/2, l), or Γn(k, n/2+2k) and since Γn(2l+n/2, l) ∼=
Γn(l, 2l+n/2) and Γn(k, 2k+n/2) ∼= Γn(k, n/2−k) by parts (ii) and (iv) of
Lemma 2.1 it suffices to consider the group Γn(k, n/2−k). Again by part (ii)
of Lemma 2.1 we have that Γn(k, n/2−k) ∼= Γn(n/2−k, k) = Γn(k′, n/2−k′)
where k′ = n/2− k. The condition (n, k, l) = 1 implies that (n/2, k) = 1 so
if k is even then k′ is odd, so without loss of generality we may assume that
k is odd. Since (n, k) = 1 the result then follows from Lemma 2.1(v).
3 Small cancellation and SQ-universality
Let Pn(k, l) denote the cyclic presentation (2). The following theorem and
corollary (which follows from [19]) were proved in [21]:
Theorem 3.1 ([21, Lemma 5.1]). Let n ≥ 3, 1 ≤ k, l < n, k 6= l and
(n, k, l) = 1. Then the presentation Pn(k, l) satisfies the small cancellation
condition C(3)-T(6) if and only if none of (B),(C),(D) hold.
Corollary 3.2 ([21, Corollary 5.2]). Let n ≥ 3, 1 ≤ k, l < n, k 6= l and
(n, k, l) = 1. If none of (B),(C),(D) hold then Γn(k, l) contains a non-abelian
free subgroup.
We now record some other consequences which, as in the proof of [31,
Corollary 11] (which concerns the groups Gn(m,k)), follow from [36, Chap-
ter V, Theorems 6.3 and 7.6], [22, Section 3]), [25, Theorem 2].
Corollary 3.3. Let n ≥ 3, 1 ≤ k, l < n, k 6= l and (n, k, l) = 1. If none of
(B),(C),(D) hold then Γn(k, l) has solvable word and conjugacy problems, is
automatic, and acts properly and cocompactly on a CAT(0) space.
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Stronger conclusions could be drawn if the presentation Pn(k, l) were to
satisfy C(3)-T(7). However, we now show that C(3)-T(6) is the strongest
of the standard non-metric small cancellation conditions that Pn(k, l) can
satisfy. (This is in contrast to the situation for the groups Gn(m,k) where
C(3)-T(7) can be satisfied [31, Theorem 10].) As in [21] we use the char-
acterisation [29] of the C(3)-T(q) conditions in terms of the star graph of
a presentation 〈X | R〉. (The star graph is also called the co-initial graph
or star complex or Whitehead graph.) This is the graph Λ with vertex set
X ∪X−1 and with an edge from x to y for each distinct word of the form
x−1yu (x 6= y) that is a cyclic permutation of a relator or its inverse [36,
page 61]. (The edges occur in inverse pairs.) By [29] a presentation 〈X | R〉
in which each relator has length at least 3 satisfies C(3)-T(q) (q > 4) if
and only if Λ has no cycle of length less than q. (See also [22] for fur-
ther explanation.) The star graph Λn(k, l) of the presentation Γn(k, l) is
the (bipartite) graph with vertices xi, x
−1
i and edges (xi, x
−1
i+k), (xi, x
−1
i+l−k),
(xi, x
−1
i−l) (0 ≤ i < n, subscripts mod n).
Theorem 3.4. Let n ≥ 3, 1 ≤ k, l < n, k 6= l and (n, k, l) = 1. Then the
presentation Pn(k, l) is not C(p)-T(q) for any p > 3 or q > 6.
Proof. A presentation satisfies the condition C(p) if none of its relators can
be written as a product of fewer than p pieces. Since each generator of
Pn(k, l) is a piece and all relators have length 3, every relator can be written
as a product of 3 pieces, so the presentation Pn(k, l) cannot satisfy C(p) for
p > 3. For all 1 ≤ k, l < n the star graph Λn(k, l) has a cycle of length at
most 6. (If (B) holds then x0, x
−1
k , x2k−l, x
−1
2k−2l, x0 is a 4-cycle, and if (B)
does not hold then x0, x
−1
k , x2k−l, x
−1
2k−2l, xk−2l, x
−1
n−l, x0 is a 6-cycle.) Thus,
using the characterisation above, we have that Pn(k, l) does not satisfy T(q)
for q > 6.
An alternative strengthening of the C(3)-T(6) condition is the C(3)-T(6)-
non-special condition, introduced in [30] (see also [20]). With a few known
exceptions, groups defined by C(3)-T(6)-non-special presentations are SQ-
universal [30]. A C(3)-T(6) presentation is special if every relator has length
3 and Λ is isomorphic to the incidence graph of a finite projective plane
(and non-special otherwise). (In [20] these special presentations are called
(3, 3)-special presentations.) As explained in the proof of [20, Theorem 2(iii)]
special presentations are exactly the triangle presentations of [12]. Answer-
ing [30, Question 6.11] Theorem 2(iii) of [20] gives that groups defined by
C(3)-T(6)-special presentations are not SQ-universal.
Theorem 3.5. Let n ≥ 3, 1 ≤ k, l < n, k 6= l. Then the presentation
Pn(k, l) satisfies the small cancellation condition C(3)-T(6)-special if and
only if n = 7 and none of (B),(C),(D) hold.
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Proof. If Pn(k, l) satisfies the small cancellation condition C(3)-T(6)-special
then the star graph Λ is the incidence graph of a projective plane P . Then
since the vertices of Λ have degree 3 it follows that P has order 2 so has 7
points and 7 lines (see for example [7, Section 16.7 and Exercise 16.10.10])
so Λ has precisely 14 vertices and hence n = 7. Thus (n, k, l) = 1, so Γn(k, l)
is C(3)-T(6)-special if and only if none of (B),(C),(D) hold, by Theorem 3.1.
If n = 7 and none of (B),(C),(D) hold then it is straightforward to check
that Λ is the Heawood graph (which is the incidence graph of the 7-point
projective plane).
Corollary 3.6. Let n ≥ 3, 1 ≤ k, l < n, k 6= l and (n, k, l) = 1 and suppose
that none of (B),(C),(D) hold. Then Γn(k, l) is SQ-universal if and only if
n 6= 7
Proof. If the presentation is C(3)-T(6)-non-special then Γn(k, l) is SQ-universal
by [30]; if it is C(3)-T(6)-special then it is not SQ-universal by [20, Theo-
rem 2(iii)].
In the case n = 7 and none of (B),(C),(D) holds then it follows from
Lemma 2.1 that Γn(k, l) ∼= Γ7(1, 3).
Example 3.7 (The group Γ7(1, 3)). The group Γ = Γ7(1, 3) appeared in [19,
Example 3.3] as the group G3 (and later in [30, Example 6.3]) as an exam-
ple of one with a C(3)-T(6)-special (cyclic) presentation. The proof of [20,
Theorem 2(iii)] shows that groups defined by C(3)-T(6)-special presenta-
tions are just-infinite (i.e. they are infinite but all their proper quotients
are finite) and hence Γ is not SQ-universal. Further, Γ contains a non-
abelian free subgroup (by Corollary 3.2) so if it is hyperbolic then it is non-
elementary hyperbolic. But by [38],[18] non-elementary hyperbolic groups
are SQ-universal, so Γ is not hyperbolic. The group Γ also appears in [12,
Section 4] and as the group A.1 in [13, Section 4] in connection with build-
ings. In [2, Section 3] it is observed that Γ acts via covering transformations
on a thick Euclidean building of type A˜2, and it was used to construct the
first known infinite family of groups with mixed Beauville structures.
From Table 1, Corollary 3.2 and Corollary 3.6, the only remaining case
where it remains unknown if Γn(k, l) contains a non-abelian free subgroup
or is SQ-universal is the case when none of (A),(B),(C) hold, but (D) does
hold. By Lemma 2.2, and as was observed without proof in [21, page 774],
we have that this is the case (n, 6) = 2 and Γn(k, l) ∼= Γn(1, n/2 − 1). We
therefore pose the following question:
Question 3.8. Suppose n ≥ 8 and (n, 6) = 2.
(a) Is Γn(1, n/2 − 1) SQ-universal?
(b) Does Γn(1, n/2 − 1) contain a non-abelian free subgroup?
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(If 6|n then, as stated in Table 1, Γn(1, n/2 − 1) is large, and hence is
SQ-universal.)
Example 3.9 (The group Γ8(1, 3)). As explained in [9, Example 3] for n = 8
the group Γ = Γn(1, n/2 − 1) = Γ8(1, 3) contains the direct product of two
copies of the free group of rank 4 as an index 9 subgroup, so it is large, and
hence SQ-universal. The group Γ contains F2⊕F2 as a subgroup so by [6],[5,
Theorem 9.3.1] there is no C(3)-T(6) or C(6) presentation of Γ and since it
contains Z⊕Z it is not hyperbolic. Further, we have Γ8(1, 3)ab ∼= Z3⊕Z3⊕Z3.
(It was erroneously stated in [21, page 774] that Γ8(1, 3) is infinite and
metabelian.)
For a group G we write d(G) to denote the minimum number of gener-
ators of G. As a corollary to Example 3.9 we have the following:
Corollary 3.10. Suppose (n, 16) = 8. Then
(a) Γn(1, n/2 − 1) is large, and hence SQ-universal; and
(b) d(Γn(1, n/2 − 1)ab) ≥ 3.
Proof. We have that n = 8 + 16t for some t ≥ 0 and so
Γn(1, n/2 − 1) = 〈x0, . . . , x7+16t | xixi+1xi+3+8t (0 ≤ i ≤ 7 + 16t)〉
which maps onto
Q = 〈x0, . . . , x7+16t | xixi+1xi+3+8t, xi = xi+8 (0 ≤ i ≤ 7 + 16t)〉
= 〈x0, . . . , x7 | xixi+1xi+3 (0 ≤ i ≤ 7)〉
= Γ8(1, 3),
and since Γ8(1, 3) is large and d(Γ8(1, 3)
ab) = 3 the result follows.
Example 3.11 (The group Γ20(1, 9)). Button reports [10] that the Magma
routines described in [11] show that Γ20(1, 9) is large. As in the proof of
Corollary 3.10, it follows that if n ≡ 20 mod 40 then Γn(1, n/2− 1) is large.
4 Abelianizations
Consider a cyclically presented group G = Gn(w) with abelianisation
Gn(w)
ab ∼= A0⊕Zβ, where A0 is a finite abelian group and β = β(Gn(w)ab)
is the Betti number (or torsion-free rank) of Gn(w)
ab. For each 0 ≤ i < n
let ai denote the exponent sum of ai in w = w(x0, . . . , xn−1), and let
f(t) =
∑n−1
i=0 ait
i, g(t) = tn − 1. It is well known that
|Gn(w)ab)| = |
∏
g(λ)=0
f(λ)| (4)
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when this product is non-zero, and Gn(w)
ab is infinite (i.e. β(Gn(w)
ab) > 0)
otherwise ([34]). Moreover, as was pointed out in [43], it follows from [33,
Proposition 1.1] or [37, Theorem 1] that
β(Gn(w)
ab) = deg(gcd(f(t), g(t))). (5)
We use this to obtain the Betti number of Γn(k, l). For any m ≥ 1 we shall
use the notation ζm = e
2pii/m.
Theorem 4.1. Suppose n ≥ 3, 1 ≤ k, l < n, k 6= l, (n, k, l) = 1 and that
(A) holds. Then β(Γn(k, l)
ab) = 2.
Proof. Here f(t) = 1 + tk + tl, g(t) = tn − 1, n = 3m (some m ≥ 1),
k + l ≡ 0 mod 3, k, l 6≡ 0 mod 3. Let d = (k, l), k1 = k/d, l1 = l/d, so
(d, 3) = 1, k1 + l1 ≡ 0 mod 3. By [39, Theorem 3],[35, Theorem 3] we have
that f(t) = (t2d+td+1)h(t) where h(t) has no roots of modulus 1. Therefore
gcd(f(t), g(t)) = (t2d+td+1, tn−1). Let λ be a root of t2d+td+1 and of tn−1.
Then λn = 1 and λ2d+λd+1 = 0 so λd 6= 1 and (λd− 1)(λ2d+λd+1) = 0,
i.e. λ3d = 1. Thus λ(n,3d) = 1 so λ3(m,d) = 1. But (m,d) = (m,k, l) =
(n, k, l) = 1 so λ3 = 1 and since λ 6= 1 we have that λ = ζ3 or ζ23 . Hence
gcd(f(t), g(t)) = (t − ζ3)(t − ζ23 ) = t2 + t + 1 and so by (5) we have that
β(Γn(k, l)
ab) = deg(t2 + t+ 1) = 2, as required.
As observed in Section 3 and Lemma 2.2 the group Γn(1, n/2−1) (where
n is even) will play an important role in our analysis. The group has infinite
abelianisation if and only if 6|n and in these cases we have that β(Γn(1, n/2−
1)ab) = 2, by Theorem 4.1. In the remaining cases, (n, 6) = 2, we now
calculate the order |Γn(1, n/2 − 1)ab|. One motivation for this is to search
for invariants to distinguish Γn(1, n/2−1) from other groups Γn(k, l). Let Ln
denote the Lucas number of order n, i.e. L0 = 2, L1 = 1, Lj+2 = Lj+1 + Lj
(j ≥ 0). Theorem 4.2 gives the order |Γn(1, n/2−1)ab| in terms of the Lucas
numbers, when it is finite. The formula presented has an attractive similarity
to the order of the abelianisation of the Fibonacci groups F (2, n) = Gn(1, 2),
which is given by |F (2, n)ab| = Ln − 1 − (−1)n (see [17]), and in particular
we have that if (n, 12) = 2 then |Γn(1, n/2 − 1)ab| = 3|F (2, n/2)ab|.
Theorem 4.2. Let (n, 6) = 2 then the order |Γn(1, n/2 − 1)ab| = 3(Ln/2 +
1− (−1)n/2).
Proof. Let n = 2m where (m, 3) = 1. By (4) we have that
|Γn(1, n/2 − 1)ab| =
∣∣ 2m−1∏
j=0
1 + ζj2m + ζ
(m−1)j
2m
∣∣
=
∣∣m−1∏
α=0
1 + ζ2α2m + ζ
(m−1)·2α
2m
∣∣
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· ∣∣m−1∏
α=0
1 + ζ2α+12m + ζ
(m−1)·(2α+1)
2m
∣∣. (6)
Now
m−1∏
α=0
1 + ζ2α2m + ζ
(m−1)·2α
2m = 3
m−1∏
α=1
1 + ζαm + ζ
−α
m
= 3
m−1∏
α=1
ζ−αm ·
m−1∏
α=1
ζ2αm + ζ
α
m + 1
= 3(±1)
m−1∏
α=1
(
ζ3αm − 1
ζαm − 1
)
= ±3
∏m−1
α=1 ζ
3α
m − 1∏m−1
α=1 ζ
α
m − 1
= ±3
∏m−1
α=1 ζ
α
m − 1∏m−1
α=1 ζ
α
m − 1
since (m, 3) = 1
= ±3. (7)
Further,
m−1∏
α=0
1 + ζ2α+12m + ζ
(m−1)·(2α+1)
2m =
m−1∏
α=0
1 + ζ2α+12m + ζ
m(2α+1)
2m · ζ−(2α+1)2m
=
m−1∏
α=0
1 + ζ2α+12m + ζ2 · ζ−(2α+1)2m
=
m−1∏
α=0
1 + ζ2α+12m − ζ−(2α+1)2m
=
m−1∏
α=0
1 + 2i sin((2α + 1)/2m)
= 1− Lm + (−1)m. (8)
by equation (10) of [24], and the comment after Corollary 1 of [24]. Equa-
tions (6),(7),(8) combine to complete the proof.
Corollary 4.3. Suppose n 6= n′ and either (n, 6) = 2 or (n′, 6) = 2. Then
Γn(1, n/2 − 1) 6∼= Γn′(1, n′/2− 1).
Proof. If Γn(1, n/2−1) and Γn′(1, n′/2−1) are isomorphic then both groups
have the same abelianisation so (n, 6) = (n′, 6) = 2 and the orders of these
abelianisations, given by Theorem 4.2, are equal if and only if n = n′.
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We now conjecture the minimum number of generators of the abelian-
isation Γn(1, n/2 − 1)ab when this is finite. (This has been verified using
GAP for n ≤ 500).
Conjecture 4.4. Suppose (n, 6) = 2, n ≥ 8. Then
d(Γn(1, n/2 − 1)ab) =


1 if (n, 16) = 2,
2 if (n, 16) = 4 or 16,
3 if (n, 16) = 8.
It would follow from this and from Theorem 4.2 that if (n, 12) = 2 then
Γn(1, n/2 − 1)ab ∼= Z3 ⊕ F (2, n/2)ab ∼= Z3Ln/2 . In further support of the
third case, by Corollary 3.10(b) we have that d(Γn(1, n/2− 1)ab) ≥ 3 when
(n, 16) = 8. When 16|n we have that n = 2tm where m is odd and t ≥ 4. In
these cases Γn(1, n/2−1) maps onto Γ2t(1, 2t−1−1) and we further conjecture
that Γ2t(1, 2
t−1 − 1)ab ∼= Z3 ⊕ Z2L
2t+1
, where Lj denotes the j’th Lucas
number. If that is indeed the case then we have that d(Γn(1, n/2−1)ab) ≥ 2
in the second part of line 2 of Conjecture 4.4.
5 Isomorphism classes when n has few prime fac-
tors
We first note the following:
Lemma 5.1. Let n ≥ 3, 1 ≤ k, l < n, k 6= l. If (n, k) = 1 or (n, l) = 1 or
(n, k − l) = 1 then Γn(k, l) ∼= Γn(1, l′) for some 1 ≤ l′ < n.
Proof. By Lemma 2.1(i),(iv) we have that Γn(k, l) ∼= Γn(l, k) ∼= Γn(k − l, k)
so the result follows from Lemma 2.1(v).
In many cases we are therefore reduced to considering the groups Γn(1, l).
We note some isomorphisms within this class of groups.
Lemma 5.2. (a) If (n, l) = 1 then Γn(1, l) ∼= Γn(1, l′) where ll′ ≡ 1 mod n;
(b) if (n, l) = 1 then Γn(1, l) ∼= Γn(1, n + 1− l′) where ll′ ≡ 1 mod n;
(c) if (n, l − 1) = 1 then Γn(1, l) ∼= Γn(1, 1 + l¯) where (l − 1)l¯ ≡ 1 mod n;
(d) if (n, l − 1) = 1 then Γn(1, l) ∼= Γn(1, n − l¯) where (l − 1)l¯ = 1 mod n.
Proof. (a),(b) We have Γn(1, l) ∼= Γn(l, 1) ∼= Γn(1, l′) ∼= Γn(1, n + 1 − l′) by
applying parts (ii),(v),(iv) of Lemma 2.1 in turn.
(c) We have Γn(1, l) ∼= Γn(l, 1) ∼= Γn(l−1,−1) ∼= Γn(1,−l¯) ∼= Γn(1, 1+ l¯)
by applying parts (ii),(ii),(v),(iv) of Lemma 2.1 in turn.
(d) Putting m = 1− l′, m¯ = n− l in part (b) gives that if (n, m¯) = 1 then
Γn(1, n−m¯) ∼= Γn(1,m) where (m−1)m¯ ≡ 1 mod n which, after relabelling,
is the statement of part (d).
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Lemma 5.3. Let n ≥ 3, 1 < l < n.
(a) If n ≡ 0 mod 4 and n ≥ 4 then Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ L,
where L = {2, . . . , n/2};
(b) if n ≡ 2 mod 4 and n ≥ 10 then Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ L,
where L = {2, . . . , n/2}\{(n + 2)/4};
(c) if n ≡ 3 mod 6 and n ≥ 9 then Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ L,
where L = {2, . . . , (n − 3)/2};
(d) if n ≡ 1 mod 6 and n ≥ 9 then Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ L,
where L = {2, . . . , (n − 3)/2}\{(n + 2)/3};
(e) if n ≡ 5 mod 6 and n ≥ 9 then Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ L,
where L = {2, . . . , (n − 3)/2}\{(n + 1)/3}.
Proof. (a) If l > n/2 then l′ = n + 1 − l ∈ {2, . . . , n/2} and we have
Γn(1, l) ∼= Γn(1, l′) by Lemma 5.2(b).
(b) By part (a) we have that Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ {2, . . . , n/2}.
We now show that the elements (n+ 2)/4, n/2− 1 yield isomorphic groups.
Suppose first that n ≡ 2 mod 8. We have that (n+2)/4·(n+4)/2 ≡ 1 mod n
so by Lemma 5.2(b) we have that Γn(1, (n+2)/4) ∼= Γn(1, n+1−(n+4)/2) =
Γn(1, n/2−1). Suppose then that n ≡ 6 mod 8. Then (n−2)/4 ·(n−4)/2 ≡
1 mod n so by Lemma 5.2(c) we have that Γn(1, (n+2)/4) ∼= Γn(1, n/2−1).
(c) If l > n/2 then l′ = n+ 1− l ∈ {2, . . . , n/2} and we have Γn(1, l) ∼=
Γn(1, l
′) by Lemma 5.2(b). Further, by Lemma 5.2(a) we have that Γn(1, (n+
1)/2) ∼= Γn(1, 2) and by Lemma 5.2(b) we have that Γn(1, (n − 1)/2) ∼=
Γn(1, 3). Thus Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ {2, . . . , (n− 3)/2}.
(d) By part (c) we have that Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ {2, . . . , (n−
3)/2}. Now Γn(1, (n + 2)/3) ∼= Γn(3, 2) ∼= Γn(3, 1) ∼= Γn(1, 3) by applying
parts (v),(iv),(ii) of Lemma 2.1 in turn, so we may take l′ ∈ {2, . . . , (n −
3)/2}\{(n + 2)/3}.
(e) By part (c) we have that Γn(1, l) ∼= Γn(1, l′) for some l′ ∈ {2, . . . , (n−
3)/2}. By Lemma 5.2(d) we have that Γn(1, (n+1)/3) ∼= Γn(1, 3) so we may
take l′ ∈ {2, . . . , (n− 3)/2}\{(n + 1)/3}
We apply this to study isomorphism classes when either n has at most
two prime factors or when (A) holds and n has at most three prime factors.
Corollary 5.4. (a) Suppose n = pαqβ, where p, q are distinct primes,
α, β ≥ 0, 1 ≤ k, l < n, k 6= l, and (n, k, l) = 1. Then Γn(k, l) ∼=
Γn(1, l
′) for some l′ ∈ L where L is as given in Lemma 5.3, and hence
S(n) = {Γn(1, l) | l ∈ L}.
(b) Suppose n = pαqβrγ, where p, q, r are distinct primes, α, β, γ ≥ 0,
1 ≤ k, l < n, k 6= l, (n, k, l) = 1, and A(n, k, l) = T . Then Γn(k, l) ∼=
Γn(1, l
′) for some l′ ∈ L where L is as given in Lemma 5.3.
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Proof. (a) We have that at least one of the conditions (n, k) = 1, (n, l) = 1,
or (n, k− l) = 1 holds so by Lemma 5.1 we have that Γn(k, l) ∼= Γn(1, l′) for
some 1 < l′ < n and the result follows from Lemma 5.3.
(b) Since A(n, k, l) = T we have (without loss of generality) that p = 3
and that 3 does not divide k or l. Suppose for contradiction that (n, k) > 1
and (n, l) > 1 and (n, k− l) > 1. Then (without loss of generality) q divides
k. Since (n, k, l) = 1 we have that q does not divide l, so r divides l and
hence r does not divide k. Then (n, k − l) > 1 implies that 3 divides k − l,
but since A(n, k, l) = T we have that 3 divides k + l, and hence 3 divides
2k, a contradiction. Therefore (n, k) = 1 or (n, l) = 1 or (n, k − l) = 1 so
by Lemma 5.1 we have that Γn(k, l) ∼= Γn(1, l′) for some 1 < l′ < n and the
result follows from Lemma 5.3.
6 The groups Γn(k, l) for n ≤ 29
As seen in Section 5 if n has at most two prime factors then Γn(k, l) ∼=
Γn(1, l
′) for some l′ ∈ L, where L is as given in Lemma 5.3. Since the least
integer that has more than two prime factors is 30, in this section we provide
a complete list of the groups Γn(k, l) (up to isomorphism) for n ≤ 29.
Using Lemma 5.2, the following additional isomorphisms can be found
amongst the groups Γn(1, l
′), l′ ∈ L, where we write (n; l1, . . . , lt) to mean
Γn(1, l1) ∼= · · · ∼= Γn(1, lt):
(14; 3, 5), (16; 3, 6), (16; 4, 5), (17; 4, 5, 7), (18; 6, 7), (19; 4, 5, 6), (20; 3, 7),
(20; 4, 8), (22; 3, 8), (22; 4, 7), (22; 5, 9), (23; 4, 6, 9), (23; 5, 7, 10),
(25; 4, 7, 8), (25; 5, 6), (25; 10, 11), (26; 3, 9), (26; 4, 10), (26; 5, 6), (26; 8, 11),
(27; 4, 7), (27; 5, 8, 11), (27; 6, 12), (27; 9, 10), (28; 3, 10), (28; 4, 9), (28; 5, 12),
(28; 6, 11), (29; 4, 8, 11), (29; 5, 6, 7), (29; 9, 12, 13).
Thus we obtain a list of groups Γn(k, l). In most cases we are able
to show that Γn(1, l) 6∼= Γn(1, l′) for distinct l, l′ ∈ L by considering their
structural properties given by Table 1 (whether the groups or their abelian-
isations are finite or infinite, the groups’ deficiencies, or the structure of the
abelianisations) or, when this is not enough, by computing and comparing
abelianisations (which is easy to do using GAP). In the few cases where we
are unable to distinguish groups this way, we can prove non-isomorphism by
comparing the second derived quotients. (Specifically, these are the cases
Γ10(1, 3) 6∼= Γ10(1, 5), Γ16(1, 4) 6∼= Γ16(1, 8), Γ18(1, 4) 6∼= Γ18(1, 9), Γ20(1, 4) 6∼=
Γ20(1, 5), Γ22(1, 4) 6∼= Γ22(1, 5).) In this way we are able to determine pre-
cisely the sets S(n) for 3 ≤ n ≤ 29. For 6 ≤ n ≤ 29 these groups in these
sets are listed in Table 2. (For n ≤ 5 the group Γn(k, l) ∼= Γn(1, 2) which is
Z ∗ Z for n = 3 and is Z3 for n = 4, 5.)
The identification of the group as Z∗Z, Z∗Z∗Zγ, ‘Metacyclic’ (referring
to the group B((2n − (−1)n)/3, 3, 22n/3 , 1)), or as an infinite group can be
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obtained from Table 1, and the identification of the presentation as C(3)-
T(6)-special or non-special (denoted ‘C(3)-T(6)-s’ and ‘C(3)-T(6)-ns’) follow
from Theorems 3.1 and 3.5. The groups Γ7(1, 3),Γ8(1, 3) and Γ20(1, 9) were
discussed in Examples 3.7,3.9, and 3.11, respectively.
7 The sets S(n) for n ≥ 19
As can be seen from Table 1, a stable pattern of behaviour is established for
n ≥ 19 (a group not fitting this behaviour for n = 18 appears in line 4 of
the table) and so in this section we analyse the groups Γn(k, l) for n ≥ 19.
Let V = {(a, b, c, d) | a, b, c, d ∈ {T, F}}. We shall write elements of V
either as (a, b, c, d) or as abcd. For v = (a, b, c, d) ∈ V , let
Sv(n) = S(a,b,c,d)(n)
=
{
Γn(k, l)
∣∣∣∣∣ 1 ≤ k, l < n, k 6= l, (n, k, l) = 1, A(n, k, l) = a,B(n, k, l) = b, C(n, k, l) = c,D(n, k, l) = d
}
(where isomorphic groups are identified) and let f (a,b,c,d)(n) = |S(a,b,c,d)(n)|.
For example
SFFTF (6) =
{
Γ6(1, 3),Γ6(1, 4),Γ6(2, 3),Γ6(2, 5),Γ6(3, 1),Γ6(3, 2),
Γ6(3, 4),Γ6(3, 5),Γ6(4, 1),Γ6(4, 3),Γ6(5, 2),Γ6(5, 3)
}
but each of these groups are isomorphic to Z9, so S
FFTF (6) = {Z9} and
fFFTF (6) = 1. Thus S(n) =
⋃
v∈V S
v(n), but note that it is possible to
have Sv(n) ∩ Sw(n) 6= ∅ for v,w ∈ V, v 6= w. For instance Γ6(1, 2) ∼= Z ∗ Z
and Γ6(1, 5) ∼= Z ∗ Z so Z ∗ Z ∈ STFTT (6) ∩ STTTT (6). We believe that for
n > 6 if v 6= w then Sv(n) ∩ Sw(n) = ∅ but we have been unable to prove
this – see Conjecture 7.11.
It is convenient to restrict to the cases n > 18 (the cases n ≤ 18 having
been dealt with in Section 6). The following theorem gives an expression
for S(n) according to the value of (n, 18) and reduces the problem of classi-
fying the sets S(n) to that of classifying the sets SFFFF (n) and STFFF (n).
Similarly, it reduces the problem of calculating the value of f(n) to that of
calculating fFFFF (n) and fTFFF (n). (For example, part (a) implies that
for (n, 18) = 1 we have that f(n) = 1 + fFFFF (n).) We use the symbol ∪˙
to denote disjoint union (i.e. writing A∪˙B implies that A ∩B = ∅).
Theorem 7.1. Let n ≥ 19 and, when 3|n, let γ = (2n/3 − (−1)n/3)/3 and
B = B((2n − (−1)n)/3, 3, 22n/3 , 1).
(a) If (n, 18) = 1 then S(n) = {Z3}∪˙SFFFF (n).
(b) Suppose (n, 18) = 2.
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n l Γn(1, l)
6 2 Z ∗ Z
3 metacyclic
7 2 Z3
3 C(3)-T(6)-s
8 2 Z3
3 large
4 C(3)-T(6)-ns
9 2 Z ∗ Z
3 metacyclic
10 2 Z3
4 infinite
5 C(3)-T(6)-ns
11 2 Z3
3 C(3)-T(6)-ns
12 2 Z ∗ Z
3, 6 C(3)-T(6)-ns
4 metacyclic
5 Z5 ∗ Z ∗ Z
13 2 Z3
3, 4 C(3)-T(6)-ns
14 2 Z3
3, 7 C(3)-T(6)-ns
6 infinite
15 2 Z ∗ Z
3, 4 C(3)-T(6)-ns
5 Z11 ∗ Z ∗ Z
6 metacyclic
16 2 Z3
3, 4, 8 C(3)-T(6)-ns
7 infinite
17 2 Z3
3, 4 C(3)-T(6)-ns
18 2 Z ∗ Z
3, 4, 9 C(3)-T(6)-ns
8 Z19 ∗ Z ∗ Z
6 metacyclic
n l Γn(1, l)
19 2 Z3
3, 4, 8 C(3)-T(6)-ns
20 2 Z3
3− 6, 10 C(3)-T(6)-ns
9 large
21 2 Z ∗ Z
3, 4, 6, 9 C(3)-T(6)-ns
5 C(3)-T(6)-ns, large
7 metacyclic
8 Z43 ∗ Z ∗ Z
22 2 Z3
3− 5, 11 C(3)-T(6)-ns
10 infinite
23 2 Z3
3− 5 C(3)-T(6)-ns
24 2 Z ∗ Z
3, 4, 6, C(3)-T(6)-ns
7, 10, 12
5 C(3)-T(6)-ns, large
8 Z85 ∗ Z ∗ Z
9 metacyclic
11 large
25 2 Z3
3− 5, 10 C(3)-T(6)-ns
26 2 Z3
3−5, 8, 13 C(3)-T(6)-ns
12 infinite
27 2 Z ∗ Z
3, 4, 6 C(3)-T(6)-ns
5 C(3)-T(6)-ns, large
9 metacyclic
28 2 Z3
3− 8, 14 C(3)-T(6)-ns
13 infinite
29 2 Z3
3− 5, 9 C(3)-T(6)-ns
Table 2: The groups Γn(1, l) for 6 ≤ n ≤ 29.
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(i) If Γn(1, n/2 − 1) 6∈ SFFFF (n), then
S(n) = {Z3}∪˙{Γn(1, n/2 − 1)}∪˙SFFFF (n);
(ii) if Γn(1, n/2 − 1) ∈ SFFFF (n), then
S(n) = {Z3}∪˙SFFFF (n).
(c) If (n, 18) = 3 then
S(n) = {Z ∗ Z}∪˙{B}∪˙{Z ∗ Z ∗ Zγ}∪˙STFFF (n)∪˙SFFFF (n).
(d) Suppose (n, 18) = 6.
(i) If Γn(1, n/2 − 1) 6∈ STFFF (n), then
S(n) = {Z ∗ Z}∪˙{B}∪˙{Z ∗ Z ∗ Zγ}∪˙{Γn(1, n/2 − 1)}
∪˙STFFF (n)∪˙SFFFF (n);
(ii) if Γn(1, n/2 − 1) ∈ STFFF (n), then
S(n) = {Z ∗ Z}∪˙{B}∪˙{Z ∗ Z ∗ Zγ}∪˙STFFF (n)∪˙SFFFF (n).
(e) If (n, 18) = 9 then
S(n) = {Z ∗ Z}∪˙{B}∪˙STFFF (n)∪˙SFFFF (n).
(f) If (n, 18) = 18 then
S(n) = {Z ∗ Z}∪˙{B}∪˙{Γn(1, n/2 − 1)}∪˙STFFF (n)∪˙SFFFF (n).
We prove Theorem 7.1 through a series of propositions that consider the
sets Sv(n) for each v ∈ V = {(a, b, c, d) | a, b, c, d ∈ {T, F}}.
Proposition 7.2. Let n > 12. If v ∈ {(F, T, T, F ), (T, T, T, F ), (T, T, F, F ),
(F, T, F, F ), (T, T, T, T ), (F,F, T, T ), (F, T, T, T ), (T, F, T, T )} we have that
Sv(n) = ∅.
Proof. If condition (B) holds then (D) also holds, so SaTbT (n) = ∅ for all
n, a, b ∈ {T, F}. If (C) and (D) hold then 6|n and n/6 divides (n, k, l) and
n/12 divides (n, k, l) if 4|n. The definition of Sv(n) requires (n, k, l) = 1 so
we have that n = 6 or 12, so SabTT (n) = ∅ for n > 12, a, b ∈ {T, F}.
Proposition 7.3. Let n ≥ 9. Then
S(T,T,F,T )(n) =
{
{Z ∗ Z} if n ≡ 0 mod 3,
∅ otherwise.
16
Proof. If n 6≡ 0 mod 3 then (A) does not hold so S(T,T,F,T ) = ∅ so suppose
n ≡ 0 mod 3. By [21, Lemma 2.4] we have that if Γn(k, l) ∈ S(T,T,F,T ) then
Γn(k, l) ∼= Z ∗ Z and since Γn(1, 2) ∈ S(T,T,F,T ) we have that S(T,T,F,T ) =
{Z ∗ Z}.
Proposition 7.4. Let n ≥ 3. Then
SFTFT (n) =
{
∅ if n ≡ 0 mod 3,
{Z3} otherwise.
Proof. If n ≡ 0 mod 3 then it follows that if (B) holds then (A) does not
hold, and hence SFTFT = ∅ so suppose n 6≡ 0 mod 3. By [21, Lemma 2.4] we
have that if Γn(k, l) ∈ SFTFT then Γn(k, l) ∼= Z3 and since Γn(1, 2) ∈ SFTFT
we have that SFTFT = {Z3}.
Proposition 7.5. Let n ≥ 6. Then
SFFTF (n) =
{
{B((2n − (−1)n)/3, 3, 22n/3 , 1)} if n ≡ 0 mod 3,
∅ otherwise.
Proof. If n 6≡ 0 mod 3 then (C) does not hold so SFFTF (n) = ∅ so suppose
n ≡ 0 mod 3. If (C) holds, (A) does not hold, and k 6≡ 0, l 6≡ 0, k 6≡ l mod n
then [9, Corollary D] implies that Γn(k, l) ∼= B((2n − (−1)n)/3, 3, 22n/3, 1)
and since Γn(n/3, 1+2n/3) ∈ SFFTF (n) we have that SFFTF (n) = {B((2n−
(−1)n)/3, 3, 22n/3 , 1)}.
Proposition 7.6. Let n ≥ 3 and when 3|n let γ = (2n/3−(−1)n/3)/3. Then
STFTF (n) =
{
{Z ∗ Z ∗ Zγ} if n ≡ ±3 mod 9,
∅ otherwise.
Proof. If (A) holds then n ≡ 0 mod 3, so if STFTF 6= ∅ we have n ≡ 0 mod 3.
If n ≡ 3 or 6 mod 9 then Γn(1, n/3+1) ∈ STFTF (n), and by [21, Lemma 2.5]
we have that STFTF (n) = {Z ∗ Z ∗ Zγ}. Suppose n ≡ 0 mod 9, (n, k, l) = 1
and (A) and (C) both hold. Since (A) holds we have that 3 divides k and
l, and since (C) holds we have that n/3 divides k or l or k − l, and hence 3
divides k or l or k − l, a contradiction.
Proposition 7.7. Let n ≥ 3. Then
SFFFT (n) =
{
{Γn(1, n/2 − 1)} if n ≡ ±2 mod 6,
∅ otherwise.
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Proof. If n is odd then (D) does not hold so SFFFT (n) = ∅ so assume n is
even. If n ≡ 0 mod 6 and (D) holds then it follows that (A) holds and hence
SFFFT (n) = ∅, so suppose n ≡ ±2 mod 6. Lemma 2.2 then implies that if
(D) holds and (B) does not and (n, k, l) = 1 and k 6≡ 0, l 6≡ 0, k 6≡ l mod n
then Γn(k, l) ∼= Γn(1, n/2− 1) and since Γn(1, n/2− 1) ∈ STFFT (n) we have
that STFFT (n) = {Γn(1, n/2 − 1)}.
Proposition 7.8. Let n ≥ 13. Then
STFFT (n) =
{
{Γn(1, n/2 − 1)} if n ≡ 0 mod 6,
∅ otherwise.
Proof. If n is odd then (D) does not hold so SFFFT (n) = ∅ so assume n is
even. If n 6≡ 0 mod 3 then (A) does not hold so again SFFFT (n) = ∅ so
assume n ≡ 0 mod 6. By Lemma 2.2 if (D) holds and (B) does not and
(n, k, l) = 1 and k 6≡ 0, l 6≡ 0, k 6≡ l mod n then Γn(k, l) ∼= Γn(1, n/2−1) and
since Γn(1, n/2 − 1) ∈ SFFFT (n) we have that SFFFT (n) = {Γn(1, n/2 −
1)}.
Note that Proposition 7.8 would be false for n < 13 since the group
Γ6(1, 2) 6∈ STFFT (6) and Γ12(1, 5) 6∈ STFFT (12).
Proposition 7.9. Let n ≥ 19. If n ≡ 0 mod 3 then Γn(1, 5) ∈ STFFF (n)
and if n 6≡ 0 mod 3 then STFFF (n) = ∅.
Proof. Clearly Γn(1, 5) ∈ STFFF (n), and if n 6≡ 0 mod 3 then (A) does not
hold so STFFF (n) = ∅.
In particular, STFFF (n) is non-empty when n ≡ 0 mod 3, n ≥ 19. Note
that Proposition 7.9 would be false for n = 18 since Γ18(1, 5) 6∈ STFFF (18).
Proposition 7.10. Let n ≥ 10. If n is even then Γn(1, n/2) ∈ SFFFF (n)
and if n is odd then Γn(1, 3) ∈ SFFFF (n).
Proof. Obvious.
In particular, SFFFF (n) is non-empty when n ≥ 10. We now turn to
the proof of Theorem 7.1. All parts proceed in the same way, and so for
illustration and brevity we prove only part (b).
Proof of Theorem 7.1(b). Suppose (n, 18) = 2. If Sv(n) 6= ∅ then Proposi-
tions 7.2–7.10 imply that v = (F, T, F, T ), (F,F, F, T ) or (F,F, F, F ); Propo-
sition 7.4 implies that SFTFT (n) = {Z3} and Proposition 7.7 implies that
SFFFT (n) = {Γn(1, n/2 − 1)}. With the exception of the pair of sets
SFFFT (n) and SFFFF (n), the fact that these sets are pairwise disjoint
follows from the invariants given in Table 1. (Groups in SFFFT (n) and
SFFFF (n) are infinite, have finite abelianisation and are of deficiency zero.)
Thus S(n) is one of the two sets given in the statement, depending whether
or not Γn(1, n/2 − 1) ∈ SFFFF (n).
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Theorem 7.1(e),(f) prompts the question as to whether or not, for n > 18,
the group Γn(1, n/2− 1) can be an element of STFFF (n) (for n ≡ 0 mod 6)
or of SFFFF (n) (for n ≡ 2, 4 mod 6). Based on experiments in GAP that
compare groups’ abelianisations for n ≤ 500, we conjecture that the answer
is no:
Conjecture 7.11. Let n ≥ 19.
(a) If n ≡ 0 mod 6 then Γn(1, n/2 − 1) 6∈ STFFF (n);
(b) if n ≡ 2, 4 mod 6 then Γn(1, n/2 − 1) 6∈ SFFFF (n).
Question 5 of [1] considers the groups (3) and asks if it is possible
to have Gn(m,k) ∼= Gn′(m′, k′) with n 6= n′. For the class of groups
Γn(k, l) the answer to the corresponding question is ‘yes’ since (for exam-
ple) Γ3(1, 2) ∼= Γ6(1, 2) ∼= Z ∗ Z and Γ3(1, 2) ∼= Γ4(1, 2) ∼= Z3. However, it
is plausible that the answer is ‘no’ if the groups involved are neither Z3 nor
Z∗Z. It is clear that for n, n′ ≥ 3 the group Z∗Z∗Z(2n/3−(−1)n/3)/3 ∼= Z∗Z∗
Z(2n′/3−(−1)n′/3)/3 if and only if n = n
′. Since B((2n − (−1)n)/3, 3, 22n/3, 1)
has order 2n − (−1)n, we also have that B((2n − (−1)n)/3, 3, 22n/3 , 1) ∼=
B((2n
′ − (−1)n′)/3, 3, 22n′/3, 1) if and only if n = n′. It follows from Corol-
lary 4.3 that that if Γn(1, n/2−1) ∼= Γn′(1, n′/2−1) then (n, 6) = (n′, 6) = 6.
By Theorem 7.1 it remains to understand the sets SFFFF (n) and
STFFF (n); we consider these in Sections 8 and 9.
8 Elements of SFFFF (n)
Proposition 7.10 showed that fFFFF (n) ≥ 1 for all n ≥ 10. We now give
improved lower bounds for fFFFF (n) when n has certain factors. In order
to distinguish certain groups in SFFFF (n) we first determine their abelian-
isations.
Lemma 8.1. Let n be even. Then Γn(1, n/2)
ab = Z2n/2−(−1)n/2 .
Proof. The i’th and (i + n/2)’th relators of Γn(1, n/2)
ab are xixi+1xi+n/2
and xi+n/2xi+n/2+1xi, respectively. Together these imply that xi+n/2+1 =
(xixi+n/2)
−1 = xi+1 so xi = xi+n/2 for all 0 ≤ i < n. Thus
Γn(1, n/2)
ab = 〈x0, . . . , xn−1 | xixi+1xi+n/2, xi = xi+n/2 (0 ≤ i < n)〉
= 〈x0, . . . , xn/2−1 | xixi+1xi (0 ≤ i < n/2)〉 ∼= Z2n/2−(−1)n/2 .
Lemma 8.2. Let 8|n. Then the minimum number of generators
d(Γn(1, 3))
ab) ≥ 3.
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Proof. We have that n = 8t for some t ≥ 1 and so
Γn(1, 3) = 〈x0, . . . , x8t−1 | xixi+1xi+3 (0 ≤ i < 8t)〉
which maps onto
Q = 〈x0, . . . , x8t−1 | xixi+1xi+3, xi = xi+8 (0 ≤ i < 8t)〉
= 〈x0, . . . , x7 | xixi+1xi+3 (0 ≤ i < 8)〉
= Γ8(1, 3)
and since d(Γ8(1, 3)
ab) = 3 the result follows.
Corollary 8.3. Let 8|n. Then Γn(1, n/2), Γn(1, 3) are non-isomorphic el-
ements of SFFFF (n), so fFFFF (n) ≥ 2.
Proof. By Lemma 8.1 we have d(Γn(1, n/2)) = 1 and by Lemma 8.2 we have
d(Γn(1, 3))
ab) ≥ 3 so Γn(1, n/2) 6∼= Γn(1, 3).
Lengthy applications of the formula (4), along the lines of the proof of [8,
Theorem 4.4], give the following group orders (where 0 indicates an infinite
group):
Lemma 8.4. (a) If 4|n then |Γn(1, n/4)ab| = |(2n/4− (−1)n/4)(2n/4+1−
(−√2)n/4 · 2 cos((n − 8)π/16))|;
(b) if 6|n then |Γn(1, n/6)ab| = |(2n/6 − (−1)n/6)(3n/6 + 1 − (−
√
3)n/6 ·
2 cos((n − 12)π/36))(2 − (−1)n/6 · 2 cos(n− 12)π/18)|.
Together with Lemma 8.1 these allow us to obtain the following:
Corollary 8.5. (a) If n ≡ 4, 8, 12 mod 16 then Γn(1, n/2), Γn(1, n/4) are
pairwise non-isomorphic elements of SFFFF and so fFFFF (n) ≥ 2;
(b) if n ≡ 0 mod 12 then Γn(1, n/2), Γn(1, n/4), Γn(1, n/6) are pairwise
non-isomorphic elements of SFFFF and so fFFFF (n) ≥ 3.
Full details are available in the first named author’s Ph.D. thesis ([28,
Section 5.4]).
9 The abelianisation as invariant
In this section we assess how effective the abelianisation is as an invariant
for proving non-isomorphism of non-isomorphic groups Γn(k1, l1),Γn(k2, l2)
where none of (B),(C),(D) hold for either presentation and where n <
210. In this situation Theorem 9.1 (below) identifies when non-isomorphic
groups defined by pairs of parameters (n, k1, l1), (n, k2, l2) cannot be distin-
guished by their abelianisations. For instance, it shows that if Γ80(k1, l1)
ab ∼=
Γ80(k2, l2)
ab and Γ80(k1, l1) 6∼= Γ80(k2, l2) then either
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(i) Γ80(ki, li) ∼= Γ80(1, 20) and Γ80(kj , lj) ∼= Γ80(1, 40) ({i, j} = {1, 2}) or
(ii) Γ80(ki, li) ∼= Γ80(1, 16) and Γ80(kj , lj) ∼= Γ80(1, 17) ({i, j} = {1, 2}).
The theorem was obtained and proved by the use of a computer program
written in GAP. For each n the program considers a set S of pairs (k, l)
such that (n, k, l) = 1, 1 ≤ k, l < n, k 6= l, that represent all groups
Γn(k, l) for which none of (B),(C),(D) hold. If by using Lemma 2.1 or
Lemma 5.2 it is found that two pairs (k1, l1), (k2, l2) ∈ S yield isomorphic
groups Γn(k1, l1),Γn(k2, l2) then one of the pairs is removed from S. This
is repeated until S is as small as possible. The abelianisation Γn(k, l)
ab is
calculated for each remaining pair (k, l) in S and the pairs (k1, l1), (k2, l2) for
which Γn(k1, l1)
ab ∼= Γn(k2, l2)ab are recorded; these are the pairs presented
in the statement of the theorem.
For efficiency reasons, results of this paper are used in defining the initial
set S. The number 210 was chosen as it is the least integer with four prime
factors so Corollary 5.4 could be invoked in many cases, and so reducing the
scale of our computations.
Theorem 9.1. Let 3 ≤ n < 210, 1 ≤ ki, li < n, ki 6= li, B(n, ki, li) =
C(n, ki, li) = D(n, ki, li) = F ({i, j} = {1, 2}). If Γn(k1, l1)ab ∼= Γn(k2, l2)ab
and Γn(k1, l1) 6∼= Γn(k2, l2) then Γn(k1, l1) ∼= Γn(k′1, l′1) and Γn(k2, l2) ∼=
Γn(k
′
2, l
′
2), where n, (k
′
1, l
′
1), (k
′
2, l
′
2) satisfy one of the following:
(0) (n, (k′1, l
′
1), (k
′
2, l
′
2)) = (22, (1, 4), (1, 5)), (46, (1, 7), (1, 11));
(1) n ≡ 0 mod 16, {(k′1, l′1), (k′2, l′2)} = {(1, n/4), (1, n/2)};
(2) n ≡ 0 mod 18, {(k′1, l′1), (k′2, l′2)} = {(1, n/3 − 2), (1, n/3 + 3)};
(3) n ≡ 20, 30 mod 50, {(k′1, l′1), (k′2, l′2)} = {(1, n/5), (1, n/5 + 1)};
(4) n ≡ 0, 40 mod 50, {(k′1, l′1), (k′2, l′2)} = {(1, n/5), (1, 2n/5)};
(5) n ≡ 10 mod 50, {(k′1, l′1), (k′2, l′2)} = {(1, n/5 + 1), (1, 2n/5 + 1)};
(6) n = 22α+1 · 3 (α ≥ 2), {(k′1, l′1), (k′2, l′2)} = {(1, n/12 + 1), (1, 5n/12)};
(7) n = 22α · 3 (α ≥ 2), {(k′1, l′1), (k′2, l′2)} = {(1, n/12), (1, 5n/12 + 1)};
(8) n = 2γ · 3β (γ ≥ 4, β ≥ 2), {(k′1, l′1), (k′2, l′2)} = {(1, n/12), (1, 5n/12)}.
In some cases we have been able to prove non-isomorphism of the groups
Γn(k
′
1, l
′
1) and Γn(k
′
2, l
′
2) arising in Theorem 9.1. For n ≤ 60 the pairs of
groups arising in Theorem 9.1 are presented in Table 3, where we record
when we have been able to prove non-isomorphism. (For 60 < n < 210 we
have not been able to prove non-isomorphism of the groups in any pair.)
It was shown that Γ18(1, 4) 6∼= Γ18(1, 9) by comparing the second derived
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n {(k′1, l′1), (k′2, l′2)} Isom.
10 {(1, 3), (1, 5)} No
16 {(1, 4), (1, 8)} No
18 {(1, 4), (1, 9)} No
20 {(1, 4), (1, 5)} No
22 {(1, 4), (1, 5)} No
30 {(1, 6), (1, 7)} No
32 {(1, 8), (1, 16)} ?
36 {(1, 11), (1, 15)} No
n {(k′1, l′1), (k′2, l′2)} Isom.
40 {(1, 8), (1, 16)} No
46 {(1, 7), (1, 11)} No
48 {(1, 12), (1, 24)}, ?
{(1, 4), (1, 21)} ?
50 {(1, 10), (1, 20)} No
54 {(1, 16), (1, 21)} ?
60 {(1, 13), (1, 25)} No
Table 3: Pairs of (possibly) non-isomorphic groups
quotients; it was shown that Γ36(1, 11) 6∼= Γ36(1, 15) by showing that the
former has an index 2 subgroup whereas the latter does not; in all other cases
non-isomorphism was shown by comparing abelianisations of the groups’
index 3 subgroups.
We further investigated pairs of groups Γn(k
′
1, l
′
1),Γn(k
′
2, l
′
2) correspond-
ing to cases (1)–(8) for higher values of n. For n ≤ 1000 we have verified
computationally that the groups in each pair have isomorphic abelianisation
and that they cannot be proved isomorphic using Lemma 2.1. Therefore
cases (1)–(8) provide a source of potentially non-isomorphic groups that
cannot be distinguished by their abelianisations.
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