Constant rank-distance sets of hermitian matrices and partial spreads in
  hermitian polar spaces by Gow, Rod et al.
ar
X
iv
:1
20
8.
19
03
v2
  [
ma
th.
CO
]  
4 J
un
 20
13
CONSTANT RANK-DISTANCE SETS OF HERMITIAN
MATRICES AND PARTIAL SPREADS IN HERMITIAN POLAR
SPACES
ROD GOW, MICHEL LAVRAUW, JOHN SHEEKEY AND FRE´DE´RIC VANHOVE
Abstract. In this paper we investigate partial spreads ofH(2n−1, q2) through
the related notion of partial spread sets of hermitian matrices, and the more
general notion of constant rank-distance sets. We prove a tight upper bound
on the maximum size of a linear constant rank-distance set of hermitian matri-
ces over finite fields, and as a consequence prove the maximality of extensions
of symplectic semifield spreads as partial spreads of H(2n − 1, q2). We prove
upper bounds for constant rank-distance sets for even rank, construct large
examples of these, and construct maximal partial spreads of H(3, q2) for a
range of sizes.
1. Introduction
A partial (t − 1)-spread of a projective or polar space P is a set S of pairwise
disjoint (t − 1)-dimensional subspaces of P . A partial spread is called a spread if
the elements of S cover P . A (t− 1)-spread of PG(N − 1, q) exists if and only if t
divides N ([32]).
A partial spread set U is a set of n× n matrices over a field F such that
(i) rank(A−B) = n for all A,B ∈ U , A 6= B;
(ii) rank(A) = n for all A ∈ U , A 6= 0.
We will denote the space of n × n matrices over F by Mn(F ), and the spaces of
hermitian and symmetric n×n matrices over F by Hn(F ) and Sn(F ), respectively.
It is well known that a partial spread set in Mn(F ) defines a partial spread in
the projective space PG(2n− 1, F ); a partial spread set in Hn(K) defines a partial
spread in the hermitian polar space H(2n−1,K); and a partial spread set in Sn(F )
defines a partial spread in the symplectic polar spaceW (2n−1, F ). We will provide
further explanation of this in Section 2.
In this paper we investigate partial spread sets as a special case of the following
more general definition:
A constant rank-distance k set is a set of n× n matrices U such that
(i) rank(A−B) = k for all A,B ∈ U , A 6= B;
(ii) rank(A) = k for all A ∈ U , A 6= 0.
2010 Mathematics Subject Classification. 05B25, 51E23, 51A50, 15A03.
Key words and phrases. (partial) spread, hermitian variety, hermitian matrix, rank-distance.
1
2 ROD GOW, MICHEL LAVRAUW, JOHN SHEEKEY AND FRE´DE´RIC VANHOVE
This name follows the definition of rank-distance in [16]. Clearly a constant rank-
distance n set is a partial spread set. Note that a set satisfying only property
(i) implies the existence of a constant rank-distance k set of the same size. For
suppose U ′ is such a set, and choose some A ∈ U ′. Then it is easily verified that
U := {A−B : B ∈ U ′} is a constant rank-distance k set.
A constant rank-distance k set (resp. partial spread set) is said to be maximal if
it is not strictly contained in a larger constant rank-distance k set (resp. partial
spread set).
If a constant rank-distance k set (resp. partial spread set) is closed under F ′-linear
combinations for some field F ′, we refer to it as an F ′-linear constant rank-distance
k set (resp. partial spread set). We will often omit the specification of a particular
field.
In Section 3, we will prove a new bound for linear constant rank-distance sets
of hermitian matrices over finite fields, using properties of characters defined on
function spaces. We will treat constant-rank distance sets in general, using the
theory of association schemes, in Section 4. In Section 5, we will use the results
of Section 3 to prove new results on maximal partial spreads of H(2n− 1, q2). We
will also construct maximal partial spreads of H(3, q2) of all sizes in the range
[q2+1, q2+ q]. Finally in Section 6, we will construct some constant rank-distance
sets which are larger than the largest possible linear constant rank-distance sets,
including partial spread sets larger than the largest possible linear partial spread
sets.
2. Partial spreads and subspace codes
We recall now the connection between partial spreads and partial spread sets ([12,
p. 220]), and the definition of a subspace code. Given an n× n matrix A, we can
define an (n− 1)-dimensional subspace SA of PG(2n− 1, q) as follows:
SA := 〈
[
u
Au
]
: u ∈ Fnq \ {0}〉
Given any two matrices A and B, it is easy to see that
dim(SA ∩ SB) = n− rank(A−B)− 1,
and hence SA ∩ SB = ∅ if and only if rank(A − B) = n. We define also the
(n− 1)-dimensional subspace S∞ of PG(2n− 1, q) by
S∞ := 〈
[
0
u
]
: u ∈ Fnq \ {0}〉.
Again it is clear that SA ∩ S∞ = ∅ for all A ∈ Mn(Fq), and the subspaces SA are
precisely the (n− 1)-spaces which are disjoint from S∞.
Hence if U is a partial spread set in Mn(Fq), then the set
DU := {SA : A ∈ U} ∪ {S∞}
is a partial spread of PG(2n− 1, q), with |DU | = |U |+1. If DU is a spread, then U
is called a spread set. A spread set in Mn(Fq) has size q
n. Conversely, any partial
spread D of size at least two is equivalent to a partial spread containing both S0
and S∞, and hence is equivalent to DU for some partial spread set U .
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Every spread D of PG(2n− 1, q) defines a translation plane, via the Andre´-Bruck-
Bose construction. If the dual of this plane is also a translation plane, it is called
a semifield plane. Such a plane can be coordinatized by a semifield (see Chapters
5 and 6 of [18] for further details on coordinatization of a projective plane). This
occurs if and only if the spread D corresponds to some spread set which is linear
over a subfield of Fq. For this reason, a linear spread set is also called a semifield
spread set. For more on semifields we refer to [25].
A hermitian polar space H(t− 1, q2) is the geometry of subspaces of PG(t− 1, q2)
which are totally isotropic with respect to some non-degenerate hermitian form on
Ftq2 . It is well known that the maximum dimension of a subspace contained in
H(t− 1, q2) is ⌊ t2⌋ − 1.
The projective geometry PG(t − 1, q2) contains PG(t − 1, q) as a subgeometry. A
symplectic polar space W (t − 1, q) is the geometry of subspaces in PG(t − 1, q)
which are isotropic with respect to some non-degenerate symplectic form on Ftq. It
is necessary that t be even.
Consider now the space H(2n − 1, q2). We will let x 7→ x denote the Frobenius
automorphism x 7→ xq. For any matrix A, we will denote by A this automorphism
applied entrywise. We take the non-degenerate hermitian form defined by the
matrix [
0n aIn
−aIn 0n
]
,
where a ∈ F×q2 is such that a = −a. Then given a matrix A ∈ Mn(Fq2), the space
SA is contained in H(2n− 1, q2) if and only if it is hermitian, since[
uT uTA
T
] [
0n aIn
−aIn 0n
] [
u
Au
]
= 0
holds for all u ∈ Fnq2 if and only if
auT (A−A
T
)u = 0
for all u ∈ Fnq2 , and hence if and only if A = A
T
, as claimed.
Hence a partial spread set U in Hn(Fq2) leads to a partial spread DU in H(2n −
1, q2), with |DU | = |U | + 1. Conversely, it is well known (and follows from the
discussion at the beginning of this section) that every partial spread in PG(2n−1, q)
is equivalent to DU for some partial spread set U in Mn(Fq) [13], and hence every
partial spread in H(2n− 1, q2) is equivalent to DU for some partial spread set U in
Hn(Fq2).
Clearly the intersection of H(2n − 1, q2) with PG(2n − 1, q) is a symplectic polar
space W (2n− 1, q), with symplectic form defined by the matrix[
0n In
−In 0n
]
.
A partial spread in W (2n− 1, q) then leads to a partial spread set in Sn(Fq), which
is of course an Fq-subspace of Hn(Fq2). In fact it is also a partial spread set in
Hn(Fq2), as the rank of a matrix does not change over an extension field. For any
subspace in W (2n − 1, q), the subspace obtained by extending scalars from Fq to
Fq2 is a subspace in H(2n− 1, q
2). Given a partial spread D of W (2n − 1, q), we
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refer to the partial spread of H(2n − 1, q2) obtained by extending each subspace
as the extension of D. An element A ∈ Sn(Fq) defines both a subspace SA in
W (2n−1, q), and a subspace S′A in H(2n−1, q
2). A partial spread set U in Sn(Fq)
hence defines both a partial spread DU of W (2n − 1, q), and a partial spread D′U
of H(2n − 1, q2). It is clear that S′A is in fact the extension of SA, and D
′
U is the
extension of DU .
Spreads exist in W (2n − 1, q) for all q, n, and have size qn + 1. In fact semifield
spreads exist in W (2n − 1, q) for all q, n, as Kantor [23] showed that a semifield
spread in PG(2n−1, q) is symplectic if and only if the semifield it defines is Knuth-
equivalent to a commutative semifield. Such a spread is called a symplectic semifield
spread, see [25].
Much study has been dedicated to the maximum size of a partial spread in H(2n−
1, q2), or equivalently the maximum size of a partial spread set in Hn(Fq2). Partic-
ular attention has been paid to the case H(3, q2), or equivalently H2(Fq2). See [7]
for an overview of the known results.
A subspace code is a set of subspaces of PG(N, q) together with the distance function
d(S, T ) = dim(〈S, T 〉)− dim(S ∩ T ). A subspace code C such that dim(S) = t− 1
for all S ∈ C is called a constant dimension t code (note that t is the vectorial
dimension of the elements of the code, to follow the convention in the literature,
where subspace codes are usually considered as subsets of the set of subspaces of
a vector space). Subspace codes and constant dimension codes are of interest in
network coding, see for example [24] for a survey, and the connection with sets of
matrices with particular rank properties (“rank metric codes”) has been studied in
for example [34].
Given a constant rank-distance k set U of n× n matrices, define the subset D′U =
{SA : A ∈ U} ⊆ PG(2n − 1, F ), where SA is defined as above. Then D
′
U is a
constant dimension n code. Moreover, d(SA, SB) = 2k for all A,B ∈ U . Hence
D′U is also a constant distance code, and |D
′
U | = |U |. Note that if k < n we do not
include the space S∞, as d(SA, S∞) = 2n 6= 2k.
When k = n we can include S∞, and DU = D
′
U ∪ {S∞} is a partial spread, or
equivalently a constant dimension n, constant distance 2n code. If C is also a
spread, it is more commonly referred to as a spread code. See for example [27] for
more on spread codes. While subspace codes are normally studied in PG(N, q), in
this work we will focus on those in H(2n− 1, q2).
We summarize this discussion in the following lemmas for future reference.
Lemma 1. There exists a partial spread set in Hn(Fq2) of size N if and only if
there exists a partial spread in H(2n− 1, q2) of size N + 1.
Lemma 2. If there exists a constant rank-distance k set in Hn(Fq2) of size N , then
there exists a constant dimension n, constant distance 2k code in H(2n− 1, q2) of
size N .
3. Character theory and constant rank-distance sets
We will prove a new upper bound on linear constant rank-distance sets by consider-
ing the set of hermitian matrices as an additive group, and investigating particular
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characters on this group. Throughout the rest of this paper we will assume q = pe
for some prime p and positive integer e.
We denote W = Fnq2 . We will represent this space as column vectors; i.e. W will
be the vector space of n× 1 matrices with entries in Fq2 .
Recall that Hn(Fq2) is a vector space over Fq, but not over Fq2 . To each hermitian
matrix h we associate a map from W to Fq (which by abuse of notation we will
also denote by h), by
h :W → Fq
: w 7→ wThw.
Note that h(w) does indeed lie in Fq for all w ∈W , as h(w) = h(w)T = wThTw =
wThTw = wThw = h(w).
For any h ∈ Hn(Fq2), and any a ∈ Fq, we define the number
Nh(a) := #{w ∈W | h(w) = a}.
The proof of the following well-known lemma can also be found in [33].
Lemma 3. For any h ∈ Hn(Fq2), rank(h) = k, we have
Nh(a) =
{
q2n−k−1(qk + (−1)k(q − 1)) if a = 0
q2n−k−1(qk − (−1)k) if a ∈ F×q .
We now view (Hn(Fq2),+) as a finite group. Recall that a linear character on a
group G is a homomorphism from G into C×. A character of an abelian group is
a finite sum of linear characters. See for example [20]. We can define some linear
characters on Hn(Fq2) as follows. Let ǫ be a primitive p-th root of unity in C, and
let tr denote the trace map from Fq to Fp. For each w ∈ W , define the function
χw : Hn(Fq2)→ C by
χw : h 7→ ǫ
tr(h(ω)).
It is clear that χw is a linear character, as χw(h + h
′) = χw(h) · χw(h′) for all
h, h′ ∈ Hn(Fq2).
Define now a character χ by
χ :=
∑
w∈W
χw.
Then by definition it is clear that
χ(h) =
∑
w∈W
ǫtr(h(w)) =
∑
a∈Fq
Nh(a)ǫ
tr(a).
This leads to the following lemma.
Lemma 4. Suppose h ∈ Hn(Fq2) has rank k. Then
χ(h) = (−1)kq2n−k.
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Proof. By the above formula, we have χ(h) =
∑
a∈Fq
Nh(a)ǫ
tr(a). But by Lemma
3, Nh(0) = q
2n−k−1(qk + (−1)k(q − 1)), and Nh(a) = q2n−k−1(qk − (−1)k) for all
non-zero a ∈ Fq, and so
χ(h) = q2n−k−1(qk + (−1)k(q − 1)) + q2n−k−1(qk − (−1)k)
∑
a∈F×q
ǫtr(a).
But
∑
a∈F×q
ǫtr(a) = −1, giving us
χ(h) = q2n−k−1(qk + (−1)k(q − 1))− q2n−k−1(qk − (−1)k) = (−1)kq2n−k,
proving the claim. 
Recall the definition of the inner product of characters on any group G:
〈φ, ψ〉 :=
1
|G|
∑
g∈G
φ(g)ψ(g).
It is well known that this number is a non-negative integer [20]. The restriction of
a character on a group G to a subgroup H is again a character on H . We denote
the trivial character by 1G, i.e. 1G(g) = 1 for all g ∈ G.
Suppose now we have a subgroup U of (Hn(Fq2),+). Clearly U is an Fp-subspace
of Hn(Fq2). We will use the restriction of the previously defined character χ on
(Hn(Fq2),+) to U to obtain upper bounds on the sizes of certain classes of sub-
groups.
Lemma 5. Let U be an Fp-subspace of Hn(Fq2), with |U | = p
d. Let Ak denote the
number of elements of U of rank k. Then
n∑
k=0
(−1)kAkp
(2n−k)e−d
is a non-negative integer.
Proof. Consider the character χ on Hn(Fq2). Taking the inner product 〈χ|U , 1U 〉
gives us
〈χ|U , 1U 〉 =
1
pd
∑
h∈U
χ(h).
But by Lemma 4, χ(h) = (−1)kq2n−k = (−1)kp(2n−k)e if rank(h) = k, and so
〈χ|U , 1U 〉 =
n∑
k=0
(−1)kAkp
(2n−k)e−d
is a non-negative integer, proving the result. 
This leads to the following.
Theorem 1. Let U be a linear constant rank-distance k set of Hn(Fq2), k 6= 0.
Then
|U | ≤
{
qk if k is odd
q2n−k if k is even.
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Proof. Consider U as an Fp-subspace of Hn(Fq2), and let Ai be as in Lemma 5. If
|U | = pd for some positive integer d, we have that A0 = 1, Ak = pd − 1, Ai = 0
otherwise. Hence by Lemma 5, the number
p2ne−d + (−1)k(pd − 1)p(2n−k)e−d = p(2n−k)e−d(pke + (−1)k(pd − 1))
must be a non-negative integer. Hence if k is odd, we must have pke ≥ pd, and
hence |U | ≤ qk, as claimed. If k is even, then pke + pd − 1 is a positive integer
relatively prime to p, and so p(2n−k)e−d must be an integer, implying d ≤ (2n−k)e,
and |U | ≤ p(2n−k)e = q2n−k as claimed. 
We will see in the next section that when k is odd, this result holds for general
constant rank-distance sets.
In [15, Theorems 2 and 3] , Theorem 1 was proved for the special case where U
is an Fq-subspace. Hence this theorem is a generalisation of that result. It was
also shown that this bound is met in all cases. In the Sections 5 and 6 we will
consider non-linear constant rank-distance sets which exceed these bounds. In the
next section we will prove new upper bounds for general constant rank-distance
sets, using the theory of association schemes.
4. Association schemes
An association scheme A is a finite set Ω together with a set of symmetric relations
R = {R0, . . . , Rd} such that
(1) R0 is the identity relation,
(2) R is a partition of Ω× Ω,
(3) there exist non-negative integers pkij such that for any (x, y) ∈ Rk, the
number of elements z such that (x, z) ∈ Ri and (y, z) ∈ Rj is pkij .
Association schemes were introduced in [3]. We refer to [5, §2] for proofs and more
information.
For each association scheme there is a character matrix or matrix of eigenvalues
P . The dual matrix of eigenvalues is the matrix Q = |Ω|P−1.
For any non-empty subset U of A, the inner distribution a = (a0, a1, . . . , ad) is
defined by
ai =
|(U × U) ∩Ri|
|U |
.
Delsarte [9] proved that any inner distribution a must be such that aQ has non-
negative entries:
(1) (aQ)j ≥ 0, j ∈ {0, . . . , d}.
The sets of bilinear forms, alternating forms, and hermitian matrices each form an
association scheme. The relations are defined by (x, y) ∈ Ri ⇔ rank(x−y) = i in the
case of bilinear forms and hermitian matrices, and (x, y) ∈ Ri ⇔ rank(x − y) = 2i
in the case of alternating forms (see [5, §9.5]).
We note that the schemes of hermitian matrices in Hn(Fq2) have been characterized
for n ≥ 3 by their parameters pkij (see [21],[22] and [36]).
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In the association scheme of hermitian matrices, the inner distribution of a non-
empty subset U of Hn(Fq2) is given by
ai =
|{(a, b) | a, b ∈ U, rank(a− b) = i}|
|U |
.
The character matrices for the association schemes of bilinear and alternating forms
were calculated in [10] and [11], respectively.
For a hermitian matrix X ∈ Hn(Fq2) define a character on Hn(Fq2) by
PX(Y ) := ǫ
tr(Tr(X
T
Y )).
Here Tr denotes matrix trace, tr denotes absolute field trace, and again ǫ is a
primitive p-th root of unity in C.
One easily sees that
∑
{X:rank(X)=i} ǫ
tr(Tr(X
T
Y )) =
∑
{X:rank(X)=i} ǫ
tr(Tr(Y
T
X))
only depends on rank(Y ). We can now define
Pi :=
∑
{X:rank(X)=i}
PX ,
and
Pi(j) = Pi(Y )
where Y is any hermitian matrix of rank j. It now follows from [5, §2.10.B] that
the matrices P and Q satisfy:
Pji = Qji = Pi(j).
Note that this character Pi is related to the character χ from the preceding section
in the following way. Every rank one hermitian matrix X can be written as uuT
for some u ∈W , and there are precisely (q+1) vectors u such that X = uuT . Now
PX(A) = ǫ
tr(Tr(X
T
A))
= ǫtr(Tr(uu
TA))
= ǫtr(Tr(u
TAu))
= ǫtr(u
TAu)
= χu(A).
Hence we have that
(2) χ = (q + 1)P1 + P0.
Note that P0(A) = 1 for all A, i.e. P0 is the trivial character.
Lemma 6. If U is a constant rank-distance k > 0 set in Hn(Fq2) and Pi(k) < 0,
then |U | ≤ 1− Pi(0)Pi(k) .
Proof. We may assume that U 6= ∅. The assumptions on U now imply that its
inner distribution a is given by:
aj =


1 if j = 0
|U | − 1 if j = k
0 otherwise
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and hence
(aQ)i = (aP )i =
∑
j
ajPi(j)
= Pi(0) + (|U | − 1)Pi(k).
If Pi(k) < 0 then by (1):
(3) |U | ≤ 1−
Pi(0)
Pi(k)
.

The value Pj(0) equals the number of hermitian matrices of rank j in Hn(Fq2),
which is well known (see for instance [5, p.127 and Theorem 9.5.7]) and given by
(4) Pj(0) =
[
n
j
]
q2
q
j(j−1)
2
j∏
i=1
(qi + (−1)i).
Remark 1. Note that since
(5)
Pi(k)
Pi(0)
=
Pk(i)
Pk(0)
(see for instance [5, Lemma 2.2.1(iv)]) we also have, under the assumptions of
Lemma 6, that
(6) |U | ≤ 1−
Pk(0)
Pk(i)
.
So for every negative character value Pi(j), we obtain an upper bound for both a
constant rank-distance i set and a constant rank-distance j set.
The values Pi(j) were given in terms of Krawtchouk polynomials in [35].
The values P1(j) follow from (2) and Lemma 4:
(7) P1(j) =
(−q)2n−j − 1
q + 1
.
Consequently, we have the following.
Theorem 2. Let U be any constant rank-distance k set of Hn(Fq2), k odd. Then
|U | ≤ qk.
Proof. Applying Lemma 6, (4) and (7), we obtain
|U | ≤ 1−
P1(0)
P1(k)
= 1 +
q2n − 1
q2n−k + 1
= (qk + 1)
(
1−
1
q2n−k + 1
)
< qk + 1,
and thus |U | ≤ qk, as claimed. 
Note that, in light of Lemma 2, a slightly weaker upper bound of qk +1 essentially
follows from [40, Lemma 3.2].
We now calculate some further values, which will give new bounds in the even rank
case.
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Lemma 7. For any k, we have
Pk(n) =
k∏
i=1
(−q)i−1 − (−q)n
(−q)i − 1
.
Proof. For k = 0, this is clear, and for k = 1, this follows from (7). Suppose now
that the formula holds for P0(n), · · · , Pk(n), with 1 ≤ k ≤ n − 1. The following
identity then holds (see for instance [5, p.128]):
P1(j)Pk(j) = ck+1Pk+1(j) + akPk(j) + bk−1Pk−1(j),
where
bi =
q2n − q2i
q + 1
ci = (−q)
i−1 (−q)
i − 1
(−q)− 1
ai = b0 − bi − ci,
for all i ∈ {0, . . . , n}.
Hence:
Pk+1(n) =
1
ck+1
(
1− (−q)n
−q − 1
− ak − bk−1
(−q)k − 1
(−q)k−1 − (−q)n
)
Pk(n),
which, after some manipulation, can be simplified to
Pk+1(n) =
(−q)k − (−q)n
(−q)k+1 − 1
Pk(n),
proving the claim. 
This leads immediately to the following.
Theorem 3. Let U be any constant rank-distance k set of Hn(Fq2), k ≡ 2 mod 4.
Then
|U | ≤ 1 +
k∏
i=1
(qn−i+1 + (−1)n−i+1).
Proof. By (6), if Pk(n) is negative then
|U | ≤ 1−
Pk(0)
Pk(n)
.
Now by (4)
Pk(0) = q
(k2)
k∏
i=1
q2(n−i+1) − 1
qi − (−1)i
,
and by Lemma 7
Pk(n) = (−q)(
k
2)(−1)nk
k∏
i=1
qn−i+1 − (−1)n−i+1
qi − (−1)i
.
Hence
Pk(0)
Pk(n)
= (−1)nk+(
k
2)
k∏
i=1
(qn−i+1 + (−1)n−i+1),
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which is negative if k ≡ 2 mod 4, completing the claim. 
Remark 2. When k = 2, the above gives an upper bound on a constant rank-
distance 2 set, that is
(8) |U | ≤ q2n−1 + (−1)n−1(qn − qn−1).
By Remark 1, this is also an upper bound for a constant rank-distance n set, that
is, a partial spread set. In fact, this is exactly the bound of Thas [37, Theorem
21] on partial spreads for even n (translated to a bound on partial spread sets via
Lemma 1). We will discuss partial spread sets further in Section 5.
The following theorem shows that the upper bound for constant rank-distance 2
sets, is in fact an upper bound on sets under somewhat weaker assumptions as well.
Theorem 4. Let U be a subset of Hn(Fq2) for odd n ≥ 3, such that for any
x, y ∈ U : rank(x − y) ≤ 2. Then |U | ≤ q2n−1 + qn − qn−1, and if equality holds,
then {A−B : B ∈ U} is a constant rank-distance 2 set for all A ∈ U .
Proof. Suppose U is non-empty, and let a be the inner distribution of U . By our
assumption, ai = 0 if i > 2. Now by (1) we have:
a0Q0n + a1Q1n + a2Q2n ≥ 0,
or equivalently, since P = Q:
1 +
Pn(1)
Pn(0)
a1 +
Pn(2)
Pn(0)
a2 ≥ 0,
which by (5) can be rewritten as
1 +
P1(n)
P1(0)
a1 +
P2(n)
P2(0)
a2 ≥ 0.
It now follows from (4) and Lemma 7 that:
1 +
a1
(−q)n + 1
+
a2
((−q)n−1 + 1)((−q)n + 1)
≥ 0.
Since n is odd and a2 = |U | − a1 − 1, this yields:
|U | ≤ q2n−1 + qn − qn−1 − a1q
n−1.
Since a1 ≥ 0, this yields the desired upper bound on |U |, where equality implies
that a1 = 0, i.e. that no two elements of U differ by a matrix of rank one. Hence,
as discussed in the introduction, {A−B : B ∈ U} is a constant rank-distance 2 set
for all A ∈ U .

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5. Maximal partial spreads of H(2n− 1, q2)
In this section we apply Theorem 1 to prove new results on the maximality of some
partial spreads of H(2n − 1, q2), and construct new maximal partial spreads in
H(3, q2).
Thas [37] showed that spreads do not exist in H(2n− 1, q2), and proved the upper
bound for a partial spread set for n even of q2n−1− qn+ qn−1. In [8, Theorem 4.2],
this was improved to q2n−1−q(3n+1)/2+q3n/2−1 for even n ≥ 4, and (q3+q)/2 for
n = 2. Much study has been dedicated to the spectrum of sizes of maximal partial
spreads, see for example [7].
As noted in Section 2, spreads inW (2n−1, q) lead to partial spreads inH(2n−1, q2)
of the same size. Such a spread always exists, and has order qn + 1. If n is odd,
this is in fact the largest possible size of a partial spread in H(2n− 1, q2):
Theorem 5. [38] A partial spread in H(2n−1, q2), n odd, has size at most qn+1.
This was proved by the fourth author using graph-theoretical techniques in [38],
and again geometrically in [39]. Note that this implies that a partial spread set in
Hn(Fq2) has size at most q
n when n is odd, by Lemma 1. We will see in Remark 5
that when n is even, partial spreads of size larger than qn+1 always exist. Theorem
1 implies that a linear partial spread set in Hn(Fq2) has size at most q
n for any n.
Aguglia, Cossidente and Ebert [1] proved the following (although their terminology
is different).
Theorem 6 (Aguglia-Cossidente-Ebert). Any extension of a spread in W (3, q) to
a partial spread in H(3, q2) is maximal.
Theorem 1 above now gives the following new result.
Theorem 7. The extension of any semifield spread in W (2n − 1, q) to a partial
spread in H(2n− 1, q2) is maximal.
Proof. Every semifield spread in W (2n− 1, q) is equivalent to a spread DU , where
U is a linear spread set in Sn(Fq), and |U | = qn. Consider U now as a partial spread
set in Hn(Fq2). Suppose there exists some A ∈ Hn(Fq2) such that U ∪A is a partial
spread set, A /∈ U . Then det(A−B) 6= 0 for all B ∈ U . But then det(λA−B) 6= 0
for all B ∈ U , λ ∈ F×p , and so 〈A,U〉 would be a linear partial spread set of size
pqn, contradicting Theorem 1. Hence U is a maximal partial spread set. 
The question remains open whether the extension of every (non-linear) symplectic
spread inW (2n−1, q) is a maximal partial spread in H(2n−1, q2) for n even, n > 2.
Note that in the case n odd, this was first proven for all spreads in W (2n − 1, q)
in [26], which was extended to all partial spreads of size qn + 1 in H(2n− 1, q2) in
[38].
We now turn our attention to the question of the existence of an interval of integers
such that, for each integer contained, there exists a maximal partial spread of that
size. This question has received attention for the case of PG(3, q) ([19]), W (3, q)
and Q(4, q) ([30], [29], [31]). We now construct maximal partial spreads in H(3, q2)
for a range of sizes. Known results on the spectrum of sizes of maximal partial
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spreads in H(3, q2) can be found in for example [7], [6]. These partial spreads have
received particular attention due to their equivalence with partial ovoids in the
elliptic quadric Q−(5, q), which is the dual generalized quadrangle (see for instance
[28]). Though these new maximal partial spreads are not in general the largest nor
smallest known, the authors know of no other constructions for an interval of sizes
in this space.
Theorem 8. There exists a maximal partial spread in H(3, q2) of size N for every
integer N in the interval [q2 + 1, q2 + q].
Proof. Let δ be some integer in {1, . . . , q}. Choose some arbitrary subset ∆ of Fq
of size δ, containing 0. Then define the set
Uδ =
{[
a a
a 0
]
,
[
0 a
a µa
]
: a ∈ ∆
}
∪
{[
0 α
α 0
]
: α ∈ Fq2 \∆
}
,
where µ is chosen in Fq such that x
2+y2+(µ−2)xy = 0 has no non-trivial solutions
over Fq. We claim that Uδ is a maximal partial spread set in H2(Fq2), and so DUδ
is a maximal partial spread in H(3, q2) and |DUδ | = |Uδ|+ 1 = q
2 + δ.
The fact that this is a partial spread set is easily verified. It remains to show that
it is maximal. First note that
{N(y − α) : α ∈ Fq2 \∆} =
{
F×q if y ∈ ∆
Fq otherwise.
This is because, counting multiplicities, this set has size q2 − δ ≥ q2 − q. Clearly
0 has multiplicity 0 in the first case and 1 in the second. If some non-zero λ ∈ Fq
were not in this set, it could have size at most (q − 2)(q + 1) + 1 = q2 − q − 1, a
contradiction.
Now suppose there exists some
[
x y
y z
]
which extends Uδ. Then xz /∈ {N(y − α) :
α ∈ Fq2 \ ∆}. By the previous argument, we must have y ∈ ∆ and xz = 0.
Therefore either x = 0 or z = 0. Suppose first z = 0. Then[
x y
y 0
]
−
[
y y
y 0
]
is not invertible, a contradiction. Similarly in the case x = 0 we get a contradiction,
proving that such a matrix can’t exist, thus proving maximality.
It is clear that |Uδ| = (q2 − δ) + (2δ − 1) = q2 + δ − 1. 
Note that when q = 2, q2 + q = 6, which is the largest possible partial spread ([8,
Remark 4.4].
We will see in the next section that there always exist partial spreads ofH(2n−1, q2)
of size greater than qn + 1 for all n even.
6. Large constant rank-distance sets in Hn(Fq2)
Constant rank-distance sets of rank less than n have received far less attention than
partial spread sets, with most of the focus applied to subspaces. See [33] and the
references therein. We saw in Theorem 2 that if k is odd, the maximum size of
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constant rank-distance k sets in Hn(Fq2) is q
k, and this bound can be obtained by
a linear set.
For even rank k > 0, we can always find constant rank-distance sets of size larger
than the largest known linear constant rank-distance set, due to the following con-
struction.
Theorem 9. Suppose there exists a partial (r − 1)-spread, r ≥ 1, of PG(n− 1, q2)
of size N . Then there exists a constant rank-distance k = 2r set in Hn(Fq2) of size
N .
Proof. Let k = 2r. Let D be a partial (r − 1)-spread in PG(n − 1, q2) of size N .
For each S ∈ D, choose some matrix XS ∈Mn×r whose column span is equal to S
(for example, by choosing a basis for S and forming a matrix with these vectors as
its columns). Next define
AS = XSXS
T
∈ Hn(Fq2).
Finally define U = {AS : S ∈ D}. We claim that rank(AS − AT ) = k for all
S, T ∈ D, S 6= T . For let AS , AT ∈ U . Then
AS −AT = XSXS
T
−XTXT
T
=
[
XS XT
] [Ir 0r
0r 0r
] [
XS
T
XT
T
]
−
[
XS XT
] [0r 0r
0r Ir
][
XS
T
XT
T
]
=
[
XS XT
] [Ir 0r
0r −Ir
] [
XS
T
XT
T
]
But S and T intersect trivially, and hence the matrix
[
XS XT
]
has rank 2r = k.
But
[
Ir 0r
0r −Ir
]
also has rank k, and hence AS − AT has rank k, as claimed. As
shown in the introduction, this implies the existence of a constant rank-distance k
set in Hn(Fq2) of order |U | = N , proving the result. 
Corollary 1. Suppose there exists a partial (r− 1)-spread, r ≥ 1, of PG(n− 1, q2)
of size N . Then there exists a constant dimension n, constant distance 2k code in
H(2n− 1, q2) of size N .
Proof. This follows immediately from Lemma 2 and Theorem 9. 
Remark 3. In [2, Theorem 4.2], Beutelspacher showed that if n = mr + d, for
non-negative integers m, d with 0 < d < r and m ≥ 2, then there exists a partial of
size
qr+d
(
q(m−1)r − 1
qr − 1
)
+ 1 ≥ q(m−1)r+d + 1 = qn−r + 1.
If n = mr, m ≥ 2, then by [32] there exists an (r− 1)-spread of PG(n− 1, q) of size(
qmr − 1
qr − 1
)
≥ qn−r + 1.
Hence there exists a constant rank-distance k = 2r set in Hn(Fq2) of size q
2(n−r)+
1 = q2n−k + 1. This exceeds the size of the largest linear constant rank-distance k
set, which we saw in Theorem 1 has size at most q2n−k.
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Remark 4. Suppose k = 2. The points of PG(n − 1, q2) form a 0-spread of size
q2n−1
q2−1 . Hence there exists a constant rank-distance 2 set of size
q2n−1
q2−1 in Hn(Fq2)
for all q and all n ≥ 2.
When q = 2, n = 3 this gives a constant rank-distance 2 set of size 21. A computer
calculation using the computer algebra package MAGMA [4], and independently
using GAP [17], gave that the spectrum of sizes of maximal constant rank-distance
2 sets in H3(F22) is {8, 10, 11, 12, 13, 14, 16, 17, 21}. Hence the construction from
Theorem 9 is maximal in this case. It is not clear whether this construction leads
to maximal constant rank-distance sets in general.
Remark 5. Note that if n = k = 2r, there exists an (r−1)-spread of PG(n−1, q2),
which has size q
2n−1
q2r−1 = q
n + 1. Hence the construction from Theorem 9 gives a
partial spread set in Hn(Fq2) of size q
n + 1, and therefore (by Lemma 1) a partial
spread of size qn+2 in H(2n−1, q2), which is larger than the largest possible linear
partial spread set.
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