Abstract. In this paper we consider an additive functional of a Markov process with locally independent increments switched by a Markov process. For this functional, we obtain nonhomogeneous diffusion approximation results without balance condition on the drift parameter. A more general diffusion approximation result is obtained in the case of an asymptotic split phase space of the switching Markov process.
Introduction
Additive functionals of Markov processes are of great interest in theory (compensator of certain potentials, change of time in processes, local time problems, etc.) and applications (reward function in stochastic system theory, etc.); see [22, 12, 20] . In studying stochastic systems, such as additive functionals, two problems usually arise: the first concerns the complexity of the phase space, and the second concerns the fact that the local characteristics of the systems are not fixed but depend upon random factors. For the first problem, in order to obtain analytical or numerical tractable models, we have to reduce (simplify) the phase space. This is possible when some subsets are both connected with each other by small transition probabilities, and asymptotically connected. For the second problem, we describe the random changes of local characteristics by a stochastic process, called a switching process; see [1, 2, 3, 4] .
In order to simplify the study of complex and nontractable systems by the classical analytical-numerical methods, diffusion approximation offers a real possibility to do this in particular in problems of optimization and control. Nowadays, diffusion approximation of birth-and-death processes is common practice in real problems. The most effective application of diffusion approximation algorithms seems to be for stochastic systems which describe queueing systems and networks as well as storage and transport processes widely used in problems of communication, insurance, various networks (computers, transport, biological, industrial, etc.) and more recently in reliability and maintenance problems [4, 5, 10, 11, 16] . Another technique to simplify the study of complex perturbed systems is to consider asymptotic split of phase space of perturbing process. In this paper we will consider both techniques for asymptotic study of additive functionals. Skorokhod [9, 23] and Kushner [19] considered weak convergence under the singular perturbation conditions for averaging problems, without diffusion approximation part.
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We will consider here additive functionals of the following form:
where x(t), t ≥ 0, is a switching Markov process and η(t; x), t ≥ 0, x ∈ E, is a switched R d -valued Markov process with locally independent increments. Such processes are also called "weakly differentiable" [9] , or "locally infinitely divisible" [8] , or "piecewise deterministic" [6] Markov processes.
We will consider this stochastic system in two cases. In the first case, x(t), t ≥ 0, is supposed to be ergodic and fixed. In the second case, the phase space is supposed to be asymptotically split, which is more general and gives a reduced phase space [12] .
In our previous works [16, 17] , we have discussed averaging and diffusion approximations of additive functionals of the form (1), for a reducible Markov process x(t), t ≥ 0, on the fluctuations with the balance condition
where π(dx) is the stationary distribution of x(t), t ≥ 0, and a(u; x) is the drift velocity of η(t; x).
Another diffusion approximation can be obtained by considering fluctuations with respect to the average processξ(t), t ≥ 0, defined as the limit process in the following weak convergence scheme [16, 17] :
(see [17] , Theorem 1).
In that case, we obtain a nonhomogeneous diffusion processζ(t), t ≥ 0, in the following normalized scheme:
For such a diffusion approximation scheme, i.e., without balance condition (2), results concerning random evolution with semi-Markov switching were obtained in [18] , Chapter 7, and in [2, 3] using other techniques.
In Section 2, we give the general setting for processes and examples. In Section 3, we give a diffusion approximation result without splitting. In Section 4, we give a diffusion approximation result for an asymptotic split phase space of the switching Markov process. And finally, in Section 5, we give the proofs of these results.
Preliminaries and examples
Let us consider a family of time-homogeneous cadlag Markov processes η ε (t; x), t ≥ 0, x ∈ E, with locally independent increments in the series scheme, with a small series parameter ε > 0, depending on the phase state x ∈ E. They take values in the Euclidean space R d , d ≥ 1, and their generators are given by
The drift velocity a ε (u; x) and the measure of the random jumps Γ(u, dv; x) depend on the phase state x ∈ E. A complete characterization of the above generator is given in [6] . It is worth noticing that the drift velocity of a ε (u; x) in (5) contains an initial drift and the drift due to the jumps. Note also that η ε (·, ·) contains no diffusion part (see, e.g., [6, 8, 9] ).
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The time-homogeneous cadlag Markov jump process x(t), t ≥ 0, taking values in a measurable compact state space (E, E), is defined by its generator
The stochastic evolutionary system with Markov switching in series scheme is represented as follows:
The regular Markov jump process can be defined by the Markov renewal process (x n , θ n , n ≥ 0) given by the semi-Markov kernel
We introduce the counting process
where the renewal moments and the auxiliary processes are
The evolutionary system (7) can be represented in the following form:
As an illustration, we give here four typical evolutionary systems [16, 17] . 1. A stochastic integral functional is determined by
The corresponding generators (5) have the following form:
2. A dynamical system with Markov switching is determined by a solution of the evolutionary equation
The respective generators (5) have the following form:
3. The storage jump process with Markov switching is determined by the generators
A compound Poisson process with Markov switching is determined by the generators
(16) G ε (x)ϕ(u) = ε −1 R d [ϕ(u + εv) − ϕ(u)] Γ ε (dv; x).
Diffusion approximation without the balance condition
The stochastic evolutionary system with Markov switching in the diffusion approximation scheme considered here is rescaled as follows:
Consider the following centered stochastic system:
with the deterministic processξ(t), t ≥ 0, defined by the evolutionary equation
whereâ(·) is the averaged drift coefficient defined below. We will give a diffusion approximation result concerning this system without considering the balance condition (2).
Theorem 1 (Diffusion approximation without the balance condition). Let the stochastic evolutionary system ξ ε (t), t ≥ 0, be defined by relations (5) and (17) . Let the following conditions be fulfilled:
C0: The switching Markov process x(t), t ≥ 0, is uniformly ergodic with stationary distribution π(dx) on the compact phase space E. C1: The drift velocity has the following representation:
a ε (u; x) = a(u; x) + εa 1 (u; x).
C2: The second moments of the jumps,
are bounded. C3: The following asymptotic expansions hold:
where negligible terms satisfy the following condition: for any R > 0, 
Then the weak convergence
takes place.
The limit diffusion processζ(t), t ≥ 0, is determined by the generator of the coupled processζ(t),ξ(t), t ≥ 0, which iŝ
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That means the limit diffusion processζ(t), t ≥ 0, is nonhomogeneous in time and is defined by the generator
The covariance functionB(v) is defined by
and R 0 is the potential operator of Q (see [12] )
Remark 3.1. The stationary regime in the averaged process (19) is realized when the velocity has an equilibrium point ρ, i.e.,â(ρ) = 0. Then the limit diffusion processζ(t), t ≥ 0, is of the Ornstein-Uhlenbeck type with the generator
where
Diffusion approximation with asymptotic split phase space
Let us suppose here that the phase space (E, E), of the family of Markov jump processes x ε (t), t ≥ 0, ε > 0, is split in the following way:
These processes are defined by the generators
The stochastic kernel P ε (x, dy) is represented by
where the stochastic kernel P (x, dy) defines the embedded Markov chain x n , n ≥ 0, uniformly ergodic in every class
The Markov process x(t), t ≥ 0, defined by the generator
is also uniformly ergodic in each class with the stationary distributions π k (dx), 1 ≤ k ≤ N , which are represented as follows:
The perturbing kernel P 1 (x, dy) is supposed to satisfy the merging conditions [12] . Let us now introduce the following process:
where the merging function m is defined by
and the limit merged Markov jump processx(t), t ≥ 0, is defined on the merged phase spaceÊ = {1, . . . , N} by the intensity matrix
The rescaled process that we will consider here is
where the processξ ε (t), t ≥ 0, is defined by the following evolutionary equation:
Theorem 2 (Diffusion approximation in split phase space). Let the stochastic evolutionary system ξ ε (t), t ≥ 0, be defined by relation (22) and the asymptotic split of phase space as given above. Let conditions C1-C4 of Theorem 1, be fulfilled.
Then the weak convergence ζ ε (t) =⇒ζ(t) as ε → 0 takes place.
The limit conditional perturbed diffusion processζ(t), t ≥ 0, is determined by the generator of the Markov processζ(t),ξ(t),x(t), t ≥ 0, which is
Lϕ(u, v, y) =L t ϕ(u, ·, ·) +L(y)ϕ(·, v, y),
whereL(y) is the generator of the Markov processξ(t),x(t), t ≥ 0,
L(y)ϕ(v, y) =Qϕ(·, y) +â(v, y)ϕ v (v, y),
and the generator ofζ(t), t ≥ 0, iŝ
where the drift and the diffusion coefficients arê
The processξ(t), t ≥ 0, is defined by a solution of the following equation:
Remark 4.1. In terms of stochastic differential equations, the limit procesŝ
is defined as follows:
where w(t), t ≥ 0, is the standard Wiener process.
Proof of theorems
Let us start by giving the proof of Theorem 2, which is the most general. The proof of Theorem 1 is a special case for which we will give the additional elements. Let C Proof of Theorem 2. Consider the R × E × R ×Ê-valued family of processes
We will denote by (u, x, v, y) the generic element of the state space R × E × R ×Ê, with y := m(x).
Lemma 1. The generator of the quadruple Markov process (26), under conditions
Now, the generator of the Markov processξ ε (t),x ε (t) is obtained by a straightforward calculus, and thus we get the global generator of the above quadruple Markov process (26).
We will consider the test functions
The singular perturbation problem is formulated as follows:
Now, as in Lemma 3.3 in [12] , we get the following result (see also [4] ).
Lemma 2. The perturbed limit conditional diffusion processζ(t), t ≥ 0, is determined by the generator of the triple Markov processζ(t),ξ(t),x(t), t ≥ 0,
Proof. From the asymptotic representation (28), we get For the compactness of the process (26), we need to prove only the compactness of the family ζ ε (t), t ≥ 0, ε > 0. For this, we need the following theorem, which is a compilation for our conditions of Theorem 9.4, p. 145, and Corollary 8.6, p. 231, of Ethier and Kurtz [7] . See also Theorems A and B in [17] .
Theorem C. Consider the family of coupled processes
, and an algebra
that separates points. Consider also the test functions
Suppose that the following conditions are fulfilled: (C1) The compact containment condition for the family (29) holds.
(C2) For every T ∈ R + we have
(C3) For every T ∈ R + we have
The convergence in probability of the initial values holds, i.e.,
with uniformly bounded expectation
Let us first prove the compactness containment condition for the processes (26).
Proof. Let us consider the test functions
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Then the proof follows as in Lemma 6 in [17] .
The other conditions of Theorem C are as follows. The separating points algebra C a considered here is C where ζ ε (t) is given by (18) , and whereξ(t), t ≥ 0, is the averaged system defined by the differential equation (19) .
Denote by (u, v, x) the generic element of the space R × R × E. Now, by an easy calculus we get the following result. Proof. This generator is a particular case of the generator (27), whereÊ = {1}.
As previously, we obtain the limit operatorL(v) of the operators L ε , as ε → 0, namely The compactness condition is a particular case of those of Theorem 2, hence we omit it here.
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