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Abstract
The holomorphic flow z˙ = ξ(z) of Riemann’s xi function is considered. Phase
portraits are plotted and the following results, suggested by the portraits, proved:
all separatrices tend to the positive and/or negative real axes. There are an
infinite number of crossing separatrices. In the region between each pair of
crossing separatrices—a band—there is at most one zero on the critical line.
All zeros on the critical line are centres or have all elliptic sectors. The flows
for ξ(z) and cosh(z) are linked with a differential equation. Simple zeros on
the critical line and Gram points never coincide. The Riemann hypothesis is
equivalent to all zeros being centres or multiple together with the non-existence
of separatrices which enter and leave a band in the same half plane.
Mathematics Subject Classification: 11A05, 11A25, 11M06, 11N37, 11N56
1. Introduction
In this paper the nonlinear flow z˙ = ξ(z) is considered, with the aim of gaining some further
insight into the nature and relationships of the common zeros of the functions ζ(z) and ξ(z).
It should be regarded as a continuation of paper [4] but also relies on results found in [3, 5].
Section 2 gives the definitions from dynamical systems, such as phase portrait and separatrix,
which are used here. In summary: the phase portraits of the flows, while restricted necessarily
to a small part of the complex plane, exhibit patterns which can be taken as a guide to exploring
analytic relationships which would apply generally.
The zeros of ζ(z) have been studied from many points of view. However, the main
emphasis, because of their relationship with the error terms in the prime number and other
theorems, has been their position rather than their nature. (Two exceptions are [20] where the
zeros ρ of ζ(s), such that |ρζ ′(ρ)| are largest, are used and [23] which employs the grand
simplicity hypothesis, namely, that the set of γ  0 such that L( 12 + iγ, χ) = 0, for χ any
primitive Dirichlet character, is linearly independent over Q.)
The guiding philosophy behind this work is that the nature of the zeros (as equilibrium
points of the flows z˙ = ζ(z) and z˙ = ξ(z)) has a bearing on their positions, and better
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understanding of this will lead to deeper insight into the range of possibilities for their positions.
The phase portraits are experiments, leading to natural conjectures on what might be true.
As well as the theorems proved here and elsewhere, these when considered by others, could
result in other conjectures and results.
1.1. Information about ξ(s) and its relationship to the primes
The Riemann zeta function is defined by
ζ(s) =
∞∑
n=1
1
ns
for complex s with s > 1. It has an analytic continuation to all of the complex plane C
except for s = 1 where it has a simple pole. The Riemann ξ(s) function is a ‘symmetrized’
zeta function defined as the multiple of ζ(s):
ξ(s) = 1
2
s(s − 1)π−s/2
( s
2
)
ζ(s).
This function is entire, has the same imaginary zeros as ζ(s) and satisfies the functional equation
ξ(s) = ξ(1 − s) for all s.
The zeros of ζ(s) are deeply connected with the distribution of the ordinary prime numbers
2, 3, 5, 7, 11, . . .. For example, the Chebychev function
ψ(x) =
∑
pmx
logp,
where the summation is over prime powers to natural numbers, is a weighted sum of primes.
It has the ‘explicit’ expression given by the so-called von-Mangoldt formula valid for x > 1:
ψ(x) = x −
∑
ρ
xρ
ρ
− 1
2
log
(
1 − 1
x2
)
− log 2π,
where the sum is over all complex zeros of ζ(s). So knowing the position of the zeros gives
information about the distribution of the primes. Indeed
|ψ(x) − x| = O(xθ log2 x)
provided that for every zero ρ, 1 − θ  ρ  θ . The prime number theorem is equivalent to
the statement ψ(x) ∼ x and was first proved by showing that for all ρ, 0 < ρ < 1.
By symmetry, the best possible value for the error in the prime number theorem is found
with θ = 12 , and this is equivalent to the famous Riemann hypothesis, namely that ρ = 12 for
every complex zero ρ.
A very readable text about this area is [25]. An introductory analytic text is [1], [8] or [16].
For more advanced and specialized material see [14, 15, 17, 21, 26]. Alternatively, begin by
consulting one of the many web sites devoted to the Riemann hypothesis.
1.2. Summary of the paper
In section 3 the phase portrait for z˙ = ξ(z) is plotted for the region [−20, 20] × [0, 40]
containing 6 zeros (figure 1) and [20, 60] × [0, 40] containing 15 separatrices (figure 2). Then
close-up views of the regions near zeros numbered 1 (figure 3), 2 (figure 4), 28 (figure 5) and
29 (figure 6) are given. There is nothing especially distinctive about these zeros—they are a
representative sample of those that have been viewed: close-up views of the first 30 zeros are
given on the web site [6]. Then a view (figure 7) of the region higher up the t-axis, between
t = 121 414 and t = 121 416, which includes 4 zeros are also given. The real part of zeta has
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two zeros very close together near t = 121 415.045. Again, there is, on the face of it, nothing
particularly distinctive about the portraits of these zeros. (Note that the t-axis scale must be
translated by 121 414.0.) The region near t = 6 820 051, where the first exception to Rosser’s
rule occurs, was also examined. (This is not essential for the argument produced in this paper,
but interested readers can find out about Rosser’s, Yohe and Schoenfeld’s computations and
the rule in [8, section 8.4].) The only distinctive feature was the squeezing of periodic orbits
towards a particular zero above the zero. The section concludes with a list of observations
made from these portraits.
In section 4, in order that the separatrices might be described analytically for large x,
expressions giving asymptotic approximations for the isoclines ξ(z) = 0 are derived. It is
proved that there is a separatrix between each of these isoclines, and that all separatrices tend to
thex-axis. It is also proved that there are an infinite number of crossing separatrices (a separatrix
is ‘crossing’ if it approaches both the positive and negative real axes). This is deduced from
the theorem, which is also proved, that all zeros on the critical line for z˙ = ξ(z) are centres
or have all elliptic sectors. That Gram points and simple zeros of ζ(z) are distinct becomes
a simple consequence of this and the zero classification given in [4]. (Gram points are those
on the critical line s = 12 where ζ(s) is real. For details concerning their significance
see [8, section 6.5].)
In section 5 the regions between the crossing separatrices, called bands, are considered and
band numbers defined. Sketches of band configurations, some of which under the Riemann
hypothesis should not exist, are given. There are a finite number of zeros in each band.
Constraints relating the parity of the band number, existence or non-existence of a zero on the
critical line within a band and the types (simple or multiple, topological type) of zeros within
a band are derived. Band number zero is equivalent to the Riemann hypothesis with all zeros
being simple.
With more depth the Riemann hypothesis is also equivalent to the combination of two con-
ditions: all zeros being either centres or of multiple order and the non-existence of separatrices
which enter and leave the critical strip on the same side (a so-called ‘re-entrant’ separatrix).
These results come from constraints involving crossing times on separatrices, symmetry,
the residues of 1/ξ(z) at zeros of ξ(z), the topology of the flow and their interrelationships.
Further constraints on possible zero configurations are expected to come from good estimates
of function values.
The phase portrait of z˙ = cosh(z) is observed to be very similar to that of z˙ = ξ(z − 12 ).
In section 6 a differential equation which would be satisfied by a holomorphic function mapping
the parametrized orbits of ξ to those of cosh is derived and solutions, in terms of ξ , written
down. There is a lot more to show whether or not this differential equation could prove to
be a useful tool. In this regard the equation satisfied by the inverse mapping should be more
tractable, given that its fixed singularities coincide with the zeros of cosh, so are much more
accessible than those of ξ .
2. Dynamical systems terminology
(1) The equation z˙ = dz/dt = f (z) is considered where z is a complex variable, f (z) a
meromorphic function and t a real parameter interpreted as time. This corresponds to a system
of two nonlinear ordinary differential equations (defined at each point of the domain of f )
being x˙ = f (x + iy) and y˙ = f (x + iy). Since the right-hand side of this system does not
depend on t , the system is called autonomous.
(2) Through each point zo there is a unique solution γ (zo, t), with γ (zo, 0) = zo, which
will exist on an open interval of values of the parameter t called the maximal domain of
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existence, which may be the whole of R. Regarded as a mapping t → γ (zo, t) this solution is
called an orbit or trajectory.
(3) The ensemble of orbits is called a holomorphic flow. A graphical representation of
a subset of the orbits is called a phase portrait or phase diagram.
(4) In any study of a particular flow, the nature of the orbits in the neighbourhood of each
zero of the right-hand side is of particular interest. The zeros are called singular or critical or
equilibrium points. For functions with reasonable regularity (two continuous derivatives are
enough) then the flow near a zero corresponds to the flow produced by the linearization of the
equations at that point.
(5) A saddle point is a zero for which there are trajectories which tend to the point in both
positive and negative time.
(6) A centre is a zero which has a neighbourhood such that every solution curve in the
neighbourhood, other than the zero itself, is a closed curve with the zero in its interior.
(7) A zero is called stable or a sink (unstable or a source) if there is a neighbourhood such
that every solution curve with initial point in the neighbourhood tends to the zero in positive
(negative) time tending to ∞ (−∞).
(8) A zero is a node if there is a neighbourhood such that every orbit in the neighbourhood
tends to the zero with a well-defined tangent in either positive or negative time.
(9) A zero is a focus if every orbit in a neighbourhood tends to the zero and circulates
about the zero an infinite number of times while doing so.
(10) The basin of attraction of a stable zero is the set of all points such that the orbit
through each point tends to the zero as τ → ∞. The basin of repulsion of an unstable zero is
the set of all points such that the orbit through each point tends to the zero as τ → −∞.
(11) Periodic orbits are trajectories which come back to the initial (or any) point after
a finite time interval.
(12) Limit cycles are isolated periodic orbits, in that they are periodic and have a
neighbourhood containing no other periodic orbits.
(13) A separatrix is normally defined to be either a zero, a limit cycle or a trajectory
which lies on the boundary of what is known as a hyperbolic sector. In the examples of
meromorphic flows considered in this work, the most interesting features have been the zeros
and the separatrices.
The definition below, first given in [5], avoids the use of points at infinity and covers the
separatrices which have appeared in the examples. Limit cycles do not occur and so are not part
of the definition. Zeros have their own classification, so have also been left out. In [5, section 3]
there is a discussion of the different definitions of separatrix which appear in the literature.
We say the orbit γ is a positive separatrix if for some z ∈ γ the maximum interval of
existence of the path commencing at z and proceeding in positive time is finite. We say the
orbit γ is a negative separatrix if for some z ∈ γ the maximum interval of existence of the
path commencing at z and proceeding in negative time is finite. The orbit γ is a separatrix if
it is a positive or negative separatrix.
With this definition of separatrix, the union of all separatrices and zeros is closed.
(14) Let z˙ = f (z) be a meromorphic flow and γ an orbit. If a, b ∈ γ we define the
transit time from a to b, denoted τ(a, b), to be the value of the integral
τ(a, b) =
∫ b
a
dz
f (z)
,
where the integral is evaluated along the path γ . Note that any continuous deformation of this
path will give the same value of the integral provided it does not cross a zero of f (z). Note
also that if a = γ (t1) and b = γ (t2) then τ(a, b) = t2 − t1.
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If γ is an orbit we define the transit time of γ , denoted τ(γ ), to be the length of the
maximum interval of existence for the flow commencing at any z ∈ γ , if this is bounded above
and below, otherwise let τ(γ ) = ∞.
Transit time is simply the time it takes to go from one point to another on an orbit. It is
not defined for points which are on different orbits.
Notes. (i) When considering the flow z˙ = f (z), where f is holomorphic on an open subset
of C, special properties of f restrict the type of flow. Each zero is isolated. If the zero is
simple and the eigenvalues of the characteristic polynomial of the linearization are real, then,
by the Cauchy–Riemann equations, the eigenvalues must be equal. So saddle points do not
exist.
(ii) The local form at a simple zero z = ρ is z˙ = f ′(ρ)(z−ρ). The type of zero is related
to the type of the coefficient f ′(ρ): if pure imaginary the zero is a centre, if real a node and if
both real and complex parts are non-zero then the zero is a focus. If the zero is not simple then
it must have some finite order n  2 and the local approximation is z˙ = f (n)(ρ)(z − ρ)n/n!.
Because of this the flow in the neighbourhood of z = ρ has a finite number (indeed 2n − 2)
of elliptic sectors, where within each sector, the flow begins and ends at the zero. The factor
f (n)(ρ)/n! determines the local orientation of the flow, but not its type in this case.
(iii) Using the Riemann mapping theorem and Schwarz lemma it can be shown
[3, theorem 3.2] that there are no limit cycles on simply connected domains.
More details and proofs of these results may be found in [3, 5].
3. Phase portraits
Phase portraits for rectangular subsets of the flow z˙ = ξ(z) are given in figures 1 to 6. The
following observations are based on empirical data from regions where the Riemann hypothesis
holds. If there were a zero off the critical line then the behaviour would be different. This is
developed in section 5 (see, e.g. figure 10).
1. The phase portrait is symmetric with respect to reflection in the x-axis and line x = 12 .
2. The ‘stand out’ feature is not the zeros but the separatrices, the orbits between the
neighbourhoods of the zeros formed by the periodic orbits. Each of these separatrices
is ‘crossing’ in that it goes from right to left or left to right across the entire complex plane.
(The definition of crossing separatrix is given in definition 4.1.)
3. Each crossing separatrix crosses each vertical line at an unique point.
4. If y = f (x) is the equation of a crossing separatrix then f (x) is a smooth function,
f (x) = f (1 − x), f ′( 12 ) = 0, f ′(x) = 0 for x = 12 and limx→±∞ f (x) = 0.
5. Let ξ(x + iy) = u + iv. Each crossing separatrix S = {y = 0} is such that v(x, y) < 0 and
u(x, y) > 0 for all (x, y) ∈ S with x > 12 .
6. Crossing separatrices cross the critical line between points where u = 0 and uy = 0.
7. The region between each successive pair of crossing separatrices is filled with a family
of periodic orbits about a simple zero on the critical line, such that the two separatrices
form the boundary of the neighbourhood consisting of the zero and the periodic orbits that
surround it.
8. Although the spacing between the zeros on the critical line has a random element, the
separatrices tend to the x-axis at ±∞ in a regular and consistent manner. In the region
between the separatrices (termed a ‘band’) there is one isocline v = 0 and one isocline
u = 0, for |x| sufficiently large.
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Figure 1. The phase portrait of z˙ = ξ(z) in [−20, 20] × [0, 40].
4. Separatrices
The definition of a separatrix is given in section 2.
Lemma 4.1. For every a > 12 no separatrix of the flow z˙ = ξ(z) goes to infinity in the strip
[ 12 , a] × R. In other words every separatrix crosses the vertical line x = a.
Proof. It follows from [8, pp 134, 227] that |ξ(z)| is bounded in the strip [ 12 , a] × R, say|ξ(z)|  M where M > 0. Let γ be a separatrix which lies in the strip and, without loss of
generality, assume limt→∞ γ (t) = ∞. If P ∈ γ is a fixed point and Q ∈ γ another point
with (Q) > (P ), because on γ , dz is parallel to ξ(z), it follows that dz/ξ(z) = ds/|ξ(z)|
so that, if τ is the transit time defined in [5]
τ (P,Q) =
∫ Q
P
dz
ξ(z)
 (Q) − (P )
M
.
This implies the transit time τ (P,Q) → ∞ as Q ∈ γ tends to infinity. But this is
impossible, since γ is a separatrix [6, definition 3.1]. Therefore no separatrix goes to infinity in
the strip.
Now define the function (z) by
ξ(z) = z(z − 1)
2
π−z/2
( z
2
)
ζ(z) = (z)ζ(z).
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Figure 2. The phase portrait of z˙ = ξ(z) in [20, 60] × [0, 40].
Lemma 4.2. The v := ((x + iy)) = 0 isoclines for the flow z˙ = (z) tend to the curves
tan
(y
2
log
x
2π
)
= y
1 − x ,
when z = x + iy and x → ∞.
Proof. For positive x we can use the approximation
(z + 1) ≈
√
2π exp((z + 12 ) log z − z).
So
(2z) = (z + 1)π−z(2z − 1)
=
√
2π exp[(x + 12 + iy) log(x + iy) − (x + iy)(1 + logπ)](2x − 1 + 2iy)
=
√
2π exp
[((
x +
1
2
)
+ iy
)(
log
√
x2 + y2 + i arctan
y
x
)
− (x + iy)(1 + logπ)
]
×(2x − 1 + 2iy).
Hence
(z) =
√
2π exp
[((
x
2
+
1
2
)
+ i
y
2
)(
log
1
2
√
x2 + y2 + i arctan
y
x
)
−1
2
(x + iy)(1 + logπ)
]
(x − 1 + iy).
The equation of the isocline v = 0 is
0 = [(cos θ + i sin θ)((x − 1) + iy)],
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Figure 3. Zero 1 phase portrait.
where
θ = y
2
log
1
2
√
x2 + y2 +
1
2
(x + 1) arctan
y
x
− y
2
(1 + logπ), (1)
so
0 = y cos θ + (x − 1) sin θ (2)
and therefore
tan θ = − y
x − 1 .
As x → ∞ with |y| bounded,
y
2
log
1
2
√
x2 + y2 → y
2
log
1
2
x and
1
2
(x + 1) arctan
y
x
→ y
2
,
so θ → 12y log(x/2π). Hence the equation, asymptotically as x → ∞, is
tan
(y
2
log
x
2π
)
= y
1 − x .
Figure 8 gives a plot of the curves given by lemma 4.2 and the corresponding isoclines.
A better approximation, including an error estimate, is given by the following lemma. See
also figure 9.
Lemma 4.3. The v = ((z)) = 0 isoclines for the flow z˙ = (z) tend to the curves
y = 2
log(x/2π) + 1/x
(
nπ − tan−1 y
x − 1
)
,
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Figure 4. Zero 2 phase portrait.
for n ∈ N when x → ∞ with y bounded, where the inverse tangent has its principal value. If,
for given x > 1, yˆ is the value on the approximating curve, and y on the contour v = 0, then
|yˆ − y| 
 y
3
x
,
where the implied constant is absolute.
Proof. Consider equation (1) in the proof of lemma 4.2. Approximate θ by θˆ where
θˆ = y
2
log
x
2π
+
y
2x
.
Then, as x → ∞,
|θ − θˆ | 
 y
3
x2
.
But by equation (2) in lemma 4.2:
0 = y cos θ + (x − 1) sin θ,
0 = yˆ cos θˆ + (x − 1) sin θˆ ,
so, therefore, ∣∣∣∣y − yˆx − 1
∣∣∣∣ = O
(
y3
x2
)
,
and the result of the lemma follows.
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Figure 5. Zero 28 phase portrait.
Lemma 4.4. The curves
y = 2
log(x/2π) + 1/x
(
nπ − tan−1 y
x − 1
)
,
when x → ∞, tend monotonically to the y-axis.
Proof. Let the equation of a curve be y(x) with y(xo) > 0. Then
dy
dx
· f (x, y) = −y · g(x, y),
f (x, y) = 1
2
(
log
x
2π
+
1
x
)(
1 +
y2
(x − 1)2
)
+
1
x − 1 ,
g(x, y) = x − 1
2x2
(
1 +
y2
(x − 1)2
)
− 1
(x − 1)2 .
(3)
Now f (x, y) > 0 for x > 1 and g(x, y) > 0 for x  5. Therefore y ′ < 0 and y > 0 for
x > 5 so L = limx→∞ y(x) exists. But then
lim
x→∞
y(x)
x − 1 = 0,
which implies
lim
x→∞
y
2
log
x
2π
= 0
also and therefore limx→∞ y(x) = 0.
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Figure 6. Zero 29 phase portrait.
Theorem 4.1. Let σ be sufficiently large. Then, for (z)  σ , the flow z˙ = ξ(z) has a
separatrix between each of the successive isoclines v = 0 of the flow z˙ = (z).
Proof. (1) For the flow z˙ = (z), u = (z) changes sign on successive isoclines v = 0:
the equation of an isocline is
0 =  eiθ ((x − 1) + iy).
Fix x > 1 and let successive isoclines of (z) have y values yn, yn+1 with corresponding
θ values θn, θn+1, respectively. Let
un =  eiθn ((x − 1) + iyn),
un+1 =  eiθn+1((x − 1) + iyn+1),
also
0 =  eiθn ((x − 1) + iyn),
0 =  eiθn+1((x − 1) + iyn+1).
Since (z) = 0 for all z ∈ C and v = 0 on each isocline of (z), un = 0 and un+1 = 0.
Note that
unun+1 = ei(θn+θn+1)((x − 1)2 − ynyn+1 + i(x − 1)(yn + yn+1)).
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Figure 7. Zeros near t = 121 415 → 1.0.
Since tan(θn) = −yn/(x − 1) < 0, we have π/2 < θn mod π < π so there exists an
integer l such that
βn := lπ − θn with 0 < βn < π2 ,
βn+1 := (l + 1)π − θn+1 with 0 < βn+1 < π2 ,
so, therefore,
ei(θn+θn+1) = − e−i(βn+βn+1),
unun+1 = − e−i(βn+βn+1)[(x − 1)2 − ynyn+1 + i(x − 1)(yn + yn+1)].
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Figure 8. Contours of the asymptotes and their approximations.
Since yn, yn+1 < x − 1, it follows that (x − 1)2 − ynyn+1 > 0 so if
α = Arg((x − 1)2 − ynyn+1 + i(x − 1)(yn + yn+1)),
0 < α < π/2. But 0 < βn + βn+1 < π so
α − π < Arg(−unun+1) < α.
Therefore, because −unun+1 is real, its argument must be zero, so un and un+1 have opposite
signs.
(2) The flow z˙ = (z), with orbits φ(z, t), escapes to infinity on an unique orbit between
successive isoclines, where the sign of u is negative on the lower and positive on the upper
isocline. It returns from infinity when these signs are reversed: to show this the techniques
adopted in [11, chapter VIII] could be adopted, but we use a more direct approach.
Let yn(x) and yn+1(x) be successive isoclines, denoted L and U , respectively, so U is
above L, with 1 < σ  x and σ sufficiently large. Assume, without loss of generality, that
u < 0 on L and u > 0 on U .
Consider the open interval
P = {t ∈ R : yn(σ ) < t < yn+1(σ )}
and open region
 = {z ∈ C : σ < z, yn(x) < z < yn+1(x)}.
Let
Q = {x ∈ P : φ(x, t) enters  for t > 0}.
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Figure 9. An improved approximation for ξ(z) = 0.
Then Q ⊂ P is an open interval.
Let
E = {x ∈ Q : φ(x, t) leaves  via U},
F = {x ∈ Q : φ(x, t) leaves  via L}.
Then E ∩ F = ∅ and each is open in Q. If u ∈ E and v ∈ F then u > v. Hence there is
a unique point y ∈ Q such that the orbit φ(y, t) enters but does not leave . Since (z) is
never zero in ¯, and there are no limit cycles [3, theorem 3.2], φ(y, t) escapes to infinity.
(3) The flow z˙ = ξ(z) escapes to infinity between successive isoclines v = 0 of z˙ = (z)
(on a unique orbit): to see this consider the isocline y(x) through (xo, yo) in the first quadrant.
From the ζ(z) Dirichlet series:
|ζ(z) − 1|  1
(x − 1)2x−1 ,
where x = z. Therefore
|tan (Argζ(z))| 
 1
x2x
as x → ∞.
From equation (3) of lemma 4.4, the slope of the isocline at (x, y) is given by dy/dx =
−y · g(x, y)/f (x, y), so∣∣∣∣dydx
∣∣∣∣  1x log x
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and therefore Argζ(z) is in absolute value strictly less than the slope of the isocline at each
point. Hence (z)ζ(z) and (z) will both together point either into  or out of . We can
then use the argument used in part (2) to show that the flow z˙ = (z)ζ(z) = ξ(z) escapes to
infinity between successive isoclines also.
(4) The flow z˙ = ξ(z) has a separatrix between successive isoclines v = 0 of z˙ = (z):
we may assume a configuration similar to that given in figure 2, namely two successive orbits
escaping to infinity and returning from infinity, respectively, with a continuous family of
orbits making the ensemble a ‘saddle at infinity’ in terms of the model adopted in [18]. If τ
is the transit time function, then P,Q are two points on the escaping orbit, with P fixed and
Q > P . Let A = P , B = Q and consider the transit time computed by shifting the
contour so it coincides in part with the x-axis
τ (P,Q) =
∫ A
P
dz
ξ(z)
+
∫ B
A
dx
ξ(x)
+
∫ Q
B
dz
ξ(z)
.
The first integral on the right has fixed modulus, the second is bounded (since ξ(x) ∼ xx)
and the last can be made arbitrarily small provided |Q| is sufficiently large. Hence the transit
time is bounded so the orbit which escapes to infinity is a separatrix.
Note that in proving step (3) in theorem 4.1, the results [18, proposition 4.5, corollary 4.6]
could, on the face of it, be used. However, it appears that in moving from the orbits of z˙ = (z)
to those of the nearby z˙ = ξ(z), the compact open topology is too coarse and the strong compact
open too fine. There is probably some intermediate topology for which step (3) becomes a
consequence of more general results for vector fields.
Corollary 4.1. If y(x) is the equation of a separatrix path through (σ, δ) with σ sufficiently
large, for the flow z˙ = ξ(z), then limx→∞ |y(x)| = 0.
Theorem 4.2. All separatrices tend to the real axis asymptotically as t → ±∞.
Proof. This follows directly from lemma 4.1 and corollary 4.1.
Definition 4.1. A positive crossing separatrix is a separatrix for the flow of ξ which tends to
real −∞ as t tends to its (finite) minimum value and to real ∞ as t tends to its maximum value.
A negative crossing separatrix is defined similarly and goes from right to left with increasing t .
A crossing separatrix is either a positive or a negative crossing separatrix. It neither begins
or ends at a finite critical point nor contains any finite critical points.
Crossing separatrices should be contrasted with ‘re-entrant’ separatrices (definition 5.3).
On the face of it there could be separatrices which are neither crossing nor re-entrant,
for example, one which terminates at a multiple zero on the critical line (see figure 10(a)).
Lemma 4.5. Each crossing separatrix crosses the critical line s = 12 at exactly one point.
Proof. If any orbit crosses (or even touches) the critical line at two distinct points, then, by the
symmetry of ξ(z), these two points are on a periodic orbit and therefore cannot belong to a
crossing separatrix.
The following theorem should be in the next section, but is given here since it is needed
to show there are an infinite sequence of crossing separatrices.
Theorem 4.3. Each simple zero of ξ for z˙ = ξ(z) on the critical line is a centre. Any zero on
the critical line which is not simple has all elliptic sectors.
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Proof. Let ξ(z) = u + iv and zo a simple zero of ξ . Then ξ ′(zo) = ux + ivx and
λ± = {ξ ′(zo), ξ ′(zo)}. But ξ(z) is real on the line x = 12 . Hence vy = ux = 0 and
therefore λ± = ±ivx . Since the zero is simple, vx = 0, so the zero is a linear centre.
Since ξ(z) is symmetric with respect to reflections in x = 12 , the critical point is a centre for
z˙ = ξ(z) [3, theorem 2.8].
If a zero on the critical line is not simple then it must have all elliptic sectors by
[3, theorem 2.5].
Restricting the functions ζ(s) and ξ(s) to the critical line (and adopting the standard
notation s = 12 + it) we can write [8, p 119]:
ξ( 12 + it) = f (t)eiϑ(t)ζ( 12 + it),
where f (t) is real and negative and ϑ(t) is defined by
ϑ(t) =  log( 12 it + 14 ) − 12 t logπ.
A good approximation is provided by [8, p 120]
ϑ(t) = t
2
log
t
2π
− t
2
− π
8
+
1
48t
+ O
(
1
t3
)
.
Corollary 4.2. Let 12 + ito be a simple zero of ζ(s). Then ϑ(to) ≡ 0 mod π/2.
Proof. Differentiating with respect to t and setting t = to we obtain:
iξ ′( 12 + ito) = if (to)eiϑ(to)ζ ′( 12 + ito).
By theorem 4.3 the left-hand side is real. Taking arguments of both sides
0 ≡ ϑ(to) + arg ζ ′
(
1
2
+ ito
)
mod
π
2
.
The result then follows by [4, theorem 4.6].
The significance of this corollary: if Z(t) = eiϑ(t)ζ( 12 + it) then Z(t) is real on the critical
line. The standard technique for counting zeros of ζ or ξ on the line (see [8, section 6.5]), is
to first observe that ζ( 12 + it) tends to be positive or close to zero on the line, so, frequently,
the product Z(t) cos(ϑ(t)) = ζ( 12 + it) will change sign between each value ϑ(gn) = nπ ,
for n = 1, 2, . . . , where (gn) are the so-called Gram points. But in this situation, ζ must have
a zero of odd order between each pair of suitable (i.e. with positive or nearly positive real part
of zeta values) Gram points. The corollary shows that, for example, simple zeros and Gram
points never coincide.
By [12, 19] and theorem 4.3, there exists an infinite sequence of centres on the critical
line. Each centre is in the interior of a ‘band’ (see section 5) which extends across the complex
plane with boundaries being crossing separatrices for the flow. By [3, theorem 3.2] there are
no limit cycles. Hence the family of periodic orbits surrounding a given centre must either
extend to infinity or tend to a separatrix, or set of separatrices, which have the point at infinity
as their alpha and omega limit points.
By symmetry and theorem 4.2, a crossing separatrix (for the flow z˙ = ξ(z)) is a separatrix
which meets the line x = 12 .
Theorem 4.4. There exists a sequence of distinct crossing separatrices crossing the critical
line at 12 + icj , j ∈ N with 0 < cj and cj → ∞, and such that between each pair cj , cj+1
The holomorphic flow of Riemann’s function ξ(z) 1285
there is no crossing separatrix. If c0 (has a graph which) is the real axis, then the family of all
crossing separatrices is (cj : j ∈ Z) where c−j is the mirror image of cj in the x-axis.
Proof. (1) There exists an infinite number of zeros of ξ(z) on the critical line [7,9,10,19,24].
By theorem 4.3, each zero is either a centre or a multiple zero with all elliptic sectors.
(2) If a zero is simple then it must be a centre, and then [5, theorem 3.1] the boundary
of the set of periodic orbits about the zero consists of separatrices. Since the neighbouring
zeros on the critical line are not in this neighbourhood or on its boundary, a separatrix must
touch and therefore cross the critical line between the given zero and each of the neighbouring
zeros.
(3) If the zero is multiple, by the functional equation for ξ(z), its graph must be symmetric
with respect to reflections in the critical line. Since each separatrix is unbounded and does not
divide (there is a unique orbit through every point of C which is not a zero of ξ(z)), none can
lie in the critical line. Therefore, again, a separatrix must cut the critical line between the zero
and each of the neighbouring zeros.
(4) Since, by lemma 4.1, no separatrix goes to infinity in [−17, 18] × R, the result now
follows by the proof of theorem 4.2.
Definition 4.2. The j th crossing time j , for j ∈ Z, is the value of the integral
j :=
∫
j
dz
ξ(z)
,
where j is the j th crossing separatrix, and the integral is taken in the positive direction of
the flow z˙ = ξ(z), with o being the x-axis. Then j > 0 for all j ∈ Z.
5. Structure of bands
Definition 5.1. The open region between two crossing separatrices which does not contain
any crossing separatrices is said to be a band. For each j ∈ N we let
Bj = {z ∈ C : j−1(z) < z < j (z)}
be the j th band in the upper half plane, where j (x) = {y : (x, y) ∈ j }.
Lemma 5.1. There exist at most a finite number of zeros in the interior of each band.
Proof. Since each crossing separatrix tends asymptotically to the positive and negative real
axis, there exists a positive real number Mj such that
Bj ⊂ R × (0,Mj )
and ξ(z) has at most a finite number of zeros in sets of this form.
Lemma 5.2. If there is just one zero inside a band (of any multiplicity) then that zero is on the
critical line.
Proof. This follows from symmetry of the band with respect to reflection in x = 12 : if the zero
is off the line then there must be another distinct zero.
Definition 5.2. The band number of a band B is the number of crossings of separatrices which
lie entirely within B of any vertical line x = σ with σ > 1.
Lemma 5.3. The band number bB of each band B is a non-negative finite integer.
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Proof. Let n be the crossing separatrix which is the top band boundary of B. Then if σ > 1
is sufficiently large, at most a finite number of separatrices cut the interval [σ, z] where z is
the point at which n meets the line x = σ . This provides an upper bound for bB which is
consequently finite.
Theorem 5.1. The number of zeros within a band, including multiplicity, is one more than the
band number. There is one zero at most on the critical line within each band.
Proof. (1) Let B be a band with band number b  0 and let σ > 2 (large, to be chosen later).
Consider the region
 = {(−σ + 12 , σ + 12 ) × R} ∩ B.
The boundary of  consists of four components, two being vertical intervals and
two subsets of the bounding crossing separatrices. Let the angle made by the tangent to
the crossing separatrix at x = σ + 12 be − < 0. Then the change in argument for ξ(z)
around the boundary of  is given approximately by
(b + 1)π + 2 + (b + 1)π − 2 = 2π(b + 1),
where the approximation can be made as accurate as needed by choosing σ sufficiently large.
Hence the index is b + 1. Since ξ(z) is entire this is the number of zeros in B.
(2) If there were two or more zeros on the critical line within a band, then there would
be two with no zero on the critical line between them. Each would be a centre or have all
elliptic sectors. No separatrix can lie in (or be tangent to) the critical line, since by symmetry it
would need to divide to go to infinity. Centres and elliptic sectors have all separatrices on their
boundaries, by [3, theorem 3.3], [5, theorems 3.1 and 3.2]. Hence there must be a separatrix
cutting the critical line between the two zeros. But this is impossible, since B is a band which,
by definition, contains no crossing separatrices.
Theorem 5.2. The band number of a band is even if and only if there exists a zero of odd
multiplicity on the critical line inside the band. If the band number is odd and a zero exists on
the critical line within the band, it has even multiplicity. If all zeros within a band are simple
and the band number is odd, then there are no zeros on the critical line within the band. If
b = 1, and there is no zero on the critical line and within the band, then the two simple zeros
off the line cannot be centres.
Proof. (1) Let b = 2n where n  0. Then there are, by theorem 5.1, 2n + 1 zeros inside the
band. There is at most one zero on the critical line within the band and, by symmetry, an even
number off the line. Hence the multiplicity of the zero on the line must be odd. Conversely
if there is a zero of odd multiplicity on the line, since there is only one and the zeros off the
line come in mirror image pairs, the total number of zeros, including multiplicity, is odd, and
so the band number is even.
(2) If b = 2n+1 then the total number of zeros is even. At most one can be on the line and
the remainder is even, hence the zero on the line has even multiplicity and cannot therefore
exist if all zeros are simple.
(3) If b = 1 and there were two centres off the line, the boundary of their set of surrounding
periodic orbits cannot, by symmetry, touch or cross the critical line, so must enter and return
from infinity on one side of the band. The subset of the band which is the complement of these
two regions would have index one but no zero, giving a contradiction.
Definition 5.3. A re-entrant separatrix in a band B is a separatrix which comes
from infinity and returns to infinity entirely within B on one side of the
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critical line. It does not touch the critical line. It will contribute 2 to the band
number bB .
Definition 5.4. The orbital neighbourhood of a zero zo of a flow z˙ = f (z), where f (z) is
entire, is defined as follows: if zo is a centre then it is the union of the orbits which circulate
about zo with {zo}. If zo is multiple then it is the union of the separatrices which tend to or
from zo, the orbits which tend to or from zo and zo. If zo is a node or focus it is the basin of
attraction or repulsion, whichever is non-empty, together with zo.
The structure of orbital neighbourhoods was worked out in [5]. Here we just give them
a name.
Lemma 5.4. Let zo be either a centre or multiple zero for the entire flow z˙ = f (z). If the
orbital neighbourhood of zo is not C then there exists a separatrix on the boundary of the
orbital neighbourhood which tends to infinity in both the positive and negative directions.
Proof. This follows from the structure theorems of [5]. It implies directly the following
theorem.
Theorem 5.3. Let P be a centre or multiple zero of the flow z˙ = ξ(z) in a band B which is
not on the critical line. Then there is a re-entrant separatrix in B. If there also exists a centre
on the critical line in B, then the re-entrant separatrix, when regarded as a Jordan curve on
S2, separates the zero on the critical line from the zero that is not on the critical line.
We adopt the same notation here for points which are mirror images in the critical line as
used in [4], namely: if 0 < x < 12 let
P = 12 + x + iγ, P ′ = 12 − x + iγ.
If f (z) is a holomorphic function then the residue of f at z = a is denoted by Res(f (z), z = a).
Lemma 5.5. The Laurent coefficients cn of 1/ξ(z) at P and P ′ are related by the equation
cn(P ) = einπcn(P ′).
Hence, on the critical line, each even Laurent coefficient is real and each odd coefficient pure
imaginary.
Proof. Integrate 1/ξ(z) about a circle with centre P and radius r which includes no other
zeros of ξ(z). Then
cn(P ) = 12πrn
∫ 2π
0
e−inθ
ξ(P + reiθ )
dθ
= 1
2πrn
∫ 2π
0
e−inθ
ξ(1 − P¯ ′ + reiθ ) dθ
= 1
2πrn
∫ 2π
0
e−inθ
ξ(1 − P ′ + re−iθ )
dθ
= 1
2πrn
∫ 2π
0
einθ
ξ(P ′ − re−iθ )dθ
= einπcn(P ′),
where the final step follows using the substitution θ → π − θ .
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Corollary 5.1. Any zero P (simple or multiple) of ξ(z) on the critical line has
Res
(
1
ξ(z)
, z = P
)
= 0.
Lemma 5.6. Let r > 0 and n = 1, 2, . . . . Then
In+1(r) :=
∫ −ir
ir
dz
zn+1
= (−1)
n − 1
nrn
in,
where the path of integration is a semicircle of radius r and centre 0 with negative orientation.
Therefore if n is odd with n  3, In(r) = 0 and if n is even with n  2, In(r) is pure imaginary.
We sometimes use the abbreviation R(P ) for Res(1/ξ(z), z = P).
Theorem 5.4. Consider a fixed band having a simple zero on the critical line. Then
∑
P∈R
Res
(
1
ξ(z)
, z = P
)
= 0,
where R is the right side of the band excluding the critical line.
Proof. Let the zero on the critical line inside the band be at Po. Consider a contour  enclosing
the right-hand side of the band.  starts on the critical line, traverses the crossing separatrix,
being the lower band boundary left to right, comes back along the upper band boundary, goes
down the critical line to within r of the zero, circumnavigates the zero with a semicircular arc
to the right of the zero, and then continues down the critical line to the starting point. Note
that the upper and lower band boundaries must have opposite flow orientations since b is even.
Without loss of generality we assume the orientations coincide with the direction of this path
of integration.
Integrate 1/ξ(z) around , assuming the upper and lower band boundaries meet at infinity
(using ξ(x)  xx) and apply the Residue theorem:
1
2
n +
1
2
n+1 + i1(r) − π iR(Po) + (r) + i2(r) = 2π i
∑
P∈R
R(P ),
where i1(r) and i2(r) represent the values of integrals along the critical line (so are pure
imaginary), (r) → 0 and where the sum is over all of the zeros in the right half of
the band and not on the critical line. Now integrate this same function around the entire band
boundary:
n + n+1 = 2π iR(Po) + 2π i
[ ∑
P∈R
R(P ) +
∑
P ′∈L
R(P ′)
]
= 2π iR(Po) + 4π i
∑
P∈R
iR(P ).
Therefore
i1(r) + i2(r) + (r) = 2π i
∑
P∈R
R(P ).
Since Po is simple, we can replace the contour consisting of three parts on the left-hand
side of R with a contour which agrees with the original for an arbitrarily short distance on the
critical line, coincide with an orbit γ about Po and completes with an arbitrarily short distance
on the line. Let iη(r, γ ) be the contribution from the critical line sections, and ρ(r, γ ) from
the orbit, where η and ρ are real. Then
i1(r) − π iR(Po) + (r) + i2(r) = ρ(r, γ ) + iη(r, γ ).
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Taking the imaginary part of this equation and letting r → 0+ shows that limr→0+ i1(r) +
i2(r) + (r) = 0 and the proof is complete.
Theorem 5.4 might be regarded as further (e.g. to the numerical evidence [2, 22, 27])
indicative evidence for the truth of the Riemann hypothesis. The last reference shows that the
first 100 billion non-trivial zeros (and counting) are simple and on the critical line.
Corollary 5.2. If all zeros in a band are simple and there exists a zero on the critical line and
a zero off the critical line in the band which is not a centre then there must exist, in that same
band and on the same side, at least one more zero which is also not a centre.
Definition 5.5. Let B be a band which contains a multiple zero on the critical line. A right
sub-band of B is the subset of B ∩ {z : z > 12 } which includes all points which lie between
two fixed adjacent separatrices of the flow.
Theorem 5.5. If there is a zero on the critical line of order m  2 in a band B, then if S
denotes any of the right sub-bands of B with interior S
∑
P∈S
Res
(
1
ξ(z)
, z = P
)
= 0.
Proof. Let S be a top right sub-band. Let Po be the multiple zero on the critical line within
the band B. Fix a small circle of radius r > 0 and centre Po such that there are no other zeros
inside or on this circle. Let γ be an orbit of the flow in the top sector at Po. Construct a contour
in S consisting of 5 segments as follows.
Start at the point Q where the first separatrix emanating from Po, counting clockwise from
the critical line, cuts the circle. Go out along this separatrix to ∞ and back along the top band
boundary to the critical line. Go down the line to where the orbit γ meets the line, then traverse
the orbit until it meets the circle. Finally move about the arc of the circle back to Q.
Integrate around this contour and apply the Residue theorem:
ρ(r) +
n+1
2
+ 1(γ, r) + j (γ, r) + 2(γ, r) = 2π i
∑
P∈S
R(P ),
where the nth term arises from the nth segment of the contour described above, and where
each functional term depends on its argument. The terms ρ(r), j (γ, r) are both real and
1(γ, r), 2(γ, r) can be made arbitrarily small by the choice of γ . The result follows by
taking imaginary parts of both sides.
The proof in case S is a bottom sub-band is similar. If S is neither top nor bottom
then a 5 segment contour can be constructed using the two bounding separatrices emanating
from Po.
Corollary 5.3. If there exists a zero of order m  2 on the critical line in a band B and if R
is the right half of B excluding the critical line:
∑
P∈R
Res
(
1
ξ(z)
, z = P
)
= 0.
Theorem 5.6. If there is a zero, at Po say, on the critical line of order m  2 in a band B, and
R is the right sub-band of B and m is odd then
n + n+1 + 2πR(Po) = ±4π
∑
P∈R
Res
(
1
ξ(z)
, z = P
)
.
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If m is even:
n − n+1 + 2πR(Po) = ±4π
∑
P∈R
Res
(
1
ξ(z)
, z = P
)
.
Proof. Let m be odd. The derivation with m even is similar. Assume without loss of generality
that the direction of the flow along the bottom separatrix is left to right. Expand 1/ξ(z) in a
Laurent series about Po:
1
ξ(z)
=
j=−1∑
j=−m
cj
(z − Po)j + h(z),
where h(z) is holomorphic in a neighbourhood of Po. Let r > 0 be a sufficiently small positive
radius,  be the 5 segment contour traversing the lower half band boundary, the upper half
boundary, the critical line down to a point distant r from Po, the arc of a semicircle radius
r about Po in a clockwise direction, and finally down the critical line back to the start point.
Integrate 1/ξ(z) around , assuming the upper and lower band boundaries meet at infinity,
and apply the Residue theorem:
1
2
n +
1
2
n+1 + i1(r) +
j=−2∑
j=−m
cj Ij (r) − π ic−1 + H(r) + i2(r) = 2π i
∑
P∈R
R(P ),
where the sum is over all zeros of ξ(z) in the right-hand side of the band and off the critical
line, where i1(r), i2(r) and c−1 are pure imaginary, and where limr→0+ H(r) = 0.
Now take the real part of this equation and let r → 0:
1
2
n +
1
2
n+1 + πR(Po) = −2π
∑
P
R(P ).
Note that the situation n  n+1 appears unlikely, with the distribution of values of ξ(z)
tending to favour the relationship n < n+1 for all n = 0, 1, 2, . . . . Assuming the Riemann
hypothesis, and that all of the zeros are simple, implies directly (through integrating around
the nth band) that n < n+1. A resolution of this (which is formulated as a conjecture since
it has implications for admissible zero configurations—see below) appears requiring a better
understanding of the behaviour of separatrices in and near the critical strip.
Theorem 5.7. If there is no zero on the critical line inside a band B, then there exist at least
two zeros inside the band which are simple and not centres, i.e. must be nodes or foci.
Proof. Since each band contains at least one zero there are at least two zeros inside B. Suppose
all zeros inside B are multiple and let zo be such a zero, without loss of generality on the right
side of B. Each separatrix emanating from zo goes to infinity within B. The boundary of one
elliptic sector at zo, by lemma 5.4, contains a re-entrant separatrix. Regard this as a Jordan
curve and call the region on the side of zo and including this separatrix, Czo . Let
 := B\∪zoCzo ,
where the union is taken over all of the zeros inside B, in a region bounded by separatrices
which does not contain any zeros. But the index of  is 1, because of the behaviour of the
flow at infinity, so it must contain a zero. This contradiction shows that at least one zero must
be simple.
If all simple zeros inside the band were centres then again we could use lemma 5.4 to find
a re-entrant separatrix and remove a region, again leading to a contradiction.
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(a) (b)
(c) (d)
(e) (f)
Figure 10. Hypothetical zero configurations for b = 1, 2, 3.
Note that if there is no zero on the critical line within the nth band B, and we assume
n−1 < n, by integrating around the right half band boundary we see that∑
P∈R
R(P )
must have non-zero real and imaginary parts. This implies, for example, that the zeros inside
B cannot be all centres or all nodes. To illustrate the impact of some of these ideas, a page
of sketches of band configurations with small band number is given as figure 10. These are
all of the potential band structures for b = 1, 2, 3, taking into account the restrictions on
orbital neighbourhoods derived in [5], up to a number of minor equivalences. They have to
be sketched, since actual examples have not been shown to exist. Some notes follow in which
b is the band number, m the order of the zero on the critical line and z the total number of zeros
in the band including multiplicity. RH denotes the Riemann hypothesis.
(a) b = 1,m = 2, z = 2: consistent with all known constraints and RH.
(b) b = 1,m = 0, z = 2: by theorem 5.6 the zeros must be nodes or foci. If n < n+1 then
they must be foci. (To see this integrate around the right hand band boundary and use the
fact that at a node ξ ′(P ) ∈ R.)
(c) b = 2,m = 3, z = 3: should not exist by corollary 5.3.
(d) b = 2,m = 1, z = 3: by corollary 5.2 the off line zeros must be centres, otherwise
consistent.
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(e) b = 3,m = 4, z = 4: will be excluded if n < n+1, otherwise consistent.
(f) b = 3,m = 2, z = 4: consistent with known constraints.
Theorem 5.8. For every band B, the band number b = bB = 0 if and only if the Riemann
hypothesis is satisfied and every zero on the critical line is simple.
Proof. If b = 0 then there is exactly one zero with multiplicity one in B, so that the zero
must be on the critical line. Conversely if the Riemann hypothesis is satisfied and all zeros are
simple then b = 0 since each band has exactly one zero.
Theorem 5.9. The Riemann hypothesis (RH) implies that (a) there are no re-entrant separa-
trices and (b) all zeros are centres or are multiple zeros. Conversely (a) and (b), taken together,
imply the Riemann hypothesis.
Proof. (1) The existence of a re-entrant separatrix must imply the existence of at least one
zero off the critical line, since the index of the region included within it and the band must be
one or more. Hence RH implies (a).
(2) That RH implies (b) is theorem 4.3.
(3) If all zeros are centres or multiple and there existed a zero which was not on the critical
line, then, by theorem 5.3, there would exist a re-entrant separatrix, contradicting (b), so (a)
and (b) together imply RH.
6. Relationship with the hyperbolic cosine flow
Example 6.1. The phase portrait for z˙ = cosh(z) is plotted later. Comparing figure 1 with
figure 11, the close relationship between the functions ξ and cosh is quite evident. It may also
be seen analytically through the representation [8, p 17] that
ξ
(
z +
1
2
)
= η(z) =
∫ ∞
1
f (x) cosh
(
1
2
z log x
)
dx,
where
f (x) = 4d[x
3/2ψ ′(x)]
dx
x−1/4,
ψ(x) =
∞∑
n=1
e−n
2πx.
The equations of the orbits for z˙ = cosh(z) are (x(t), y(t)) where
sin(y(t)) = α cosh(x(t))
with the parameter α taking all real values with |α|  1, the centres corresponding to α = 0
and separatrices to α = ±1.
Theorem 6.1. If there exists a holomorphic functionf defined on some open ⊂ C, taking the
integral paths of z˙ = η(z) to the integral paths of z˙ = cosh(z), then f ′(z)η(z) = cosh(f (z)),
a first order nonlinear equation, for all z ∈ . The functionf satisfies the third order nonlinear
differential equation
ηf ′f ′′′ + η′f ′f ′′ + η′′f ′2 = ηf ′′2 + ηf ′4
and may be represented by the expression
f (z) = sinh−1 tan
∫ z
0
1
η(z)
dz.
If f (z) is meromorphic on  then f is holomorphic on .
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Figure 11. Phase portrait for z˙ = cosh(z).
Proof. (1) Let z = γ (t) be a parametrized path such that γ˙ (t) = η(γ (t)). Then df (γ (t))/dt =
cosh(f (γ (t))) so f ′(γ (t))γ˙ (t) = cosh(f (γ (t))) and therefore f ′(z)η(z) = cosh(f (z)).
Therefore sinh(f (z))′ = cosh(f (z))f ′(z) = cosh2(f (z)/η(z)) = (1 + sinh2(f (z)))/η(z),
so (sinh(f (z)))′/1 + sinh2(f (z)) = 1/η(z) or, if we let w := sinh(f (z)), it follows that
tan−1 w = ∫ z0 1/η(z)dz so f (z) = sinh−1[tan ∫ z0 1/η(z)dz].
(2) To derive the given differential equation, for f in terms of η, eliminate cosh(f (z)) by
differentiating twice. If ζo ∈  is a pole of finite order, applying the third order differential
equation to the Laurent expansion in the neighbourhood of zo shows that the singularity must
be removable.
Ifw(z) is the inverse function of f (z), defined on some open neighbourhood of 0 ∈ C, then
w′(z) = F(z,w(z)) = η(w(z))
cosh(z)
.
Assume also w(0) = 0. Then [13, theorem 2.2.1] there is a unique holomorphic solution to the
differential equation and initial condition in a neighbourhood of 0. It is an even function of z
and the power series expansion has real coefficients. This equation has the advantage that the
fixed singularities of the differential equation are under control. The purpose of this section is
simply to introduce the differential equation since its existence arose from an observation of
the z˙ = ξ(z) phase portrait.
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