Proofs of results due to Johansson,Öberg and Pollicott [3] are given which correct some aspects of the originals. This leads to modifications to the most general results; however, the main corollaries are unaffected.
Introduction
If S is a finite set, it is assumed that S has the discrete topology, and if G is a countable set, the sequence space Y = S G has the product topology, with respect to which it is compact. The set of Borel probability measures on Y is denoted by M (Y ), and B(Y ) is the set of bounded real-valued Borel functions on Y . If ζ ∈ S Λ (Λ ⊆ G) and K ⊆ Λ, then ζ K denotes the natural projection of ζ onto S K , [ζ] is the cylinder set {y ∈ Y : y Λ = ζ}, [ζ] K = [ζ K ], and the sub-σ-algebra generated by {[ζ] : ζ ∈ S Λ } is denoted by B Λ ; if Λ ∩ Λ ′ = ∅ and η ∈ S Λ ′ , then ζη ∈ S Λ∪Λ ′ is defined by
The (Note that log ρ Λ (f ) = var Λ (log f ).) Throughout, X denotes S Z (for some finte set S with |S| ≥ 2), and X + denotes S Z + (where Z + is the set of non-negative integers); T and T + denote the left shifts on X and X + , respectively. Let G = g ∈ B(X + ) : g ≥ 0, y∈T −1 + x g(y) = 1 ∀x ∈ X + .
If g ∈ G, a measure µ ∈ M (X) is said to be a g-chain if
a.e.(µ) (1.1) for all n ∈ Z (here and later, g denotes the natural extension of g to X, and we apply the usual interval notation to subsets of Z). Equivalently, (1.1) defines gchains on X + (with the obvious modifications); the natural projection from X onto X + determines a one-to-one correspondence between the two. A T -or T + -invariant g-chain is usually referred to as a g-measure; if g is positive and continuous, there is always at least one g-measure.
In [3] , Johansson,Öberg and Pollicott obtained sufficient conditions on positive, continuous g ∈ G for there to be a unique g-chain, which is T -invariant and Bernoulli, that is, the dynamical system (T, µ) is isomorphic to a Bernoulli shift. These conditions subsumed and extended many of the existing conditions for uniqueness and Bernoullicity, specifically, those in terms of var [0,n] (g). (For more on the background to these problems, see [3] .) In their most general form (Theorems 1.1, 2.2 and 2.5 of [3] ), the hypotheses are in terms of both the variation of g and a sequence of natural numbers which together determine a suitable block-variation pair (see [3] ), but as corollaries, uniqueness and the Bernoulli property are obtained in the following three cases:
(2) for some ε > 0,
as n → ∞.
The method of proof can be summarised roughly as follows. A block coupling (determined partly by the block-variation pair) is used to couple extensions of a g-chain with different initial distributions, and an assymptotic bound for the probability of the extensions disagreeing at a coordinate is obtained using Hellinger integral estimates and the Renewal Theorem. However, it seems a couple of modifications to the proofs are required: an additional minor hypothesis and a change in the bound obtained from the Renewal Theorem. The main effect of these changes on the generality of the results seems to be to restrict the rate of growth of the sequence which can be used in the block-variation pair. The hypotheses (1)-(3), however, are unaffected; indeed (2) is covered by an earlier result in [2] (see Section 2) .
The modified version of Theorems 1.1, 2.2 and 2.5 of [3] is Theorem 4.1, from which Theorem 4.7 follows, and from which in turn, results with hypotheses (1) and (3) can be deduced. The proofs are based entirely on the techniques of [3] ; the differences between Theorem 4.1 and the results in [3] arise from the proof of Proposition 3.1, and are discussed in remarks following it.
More on g-measures
For non-negative ψ ∈ C(X + ), the operator L ψ : C(X + ) → C(X + ) is defined by
). Any weak*-limit of measures of the form
is a g-measure, while any weak*-limit of the form
is a g-chain (where x (k) ∈ X + and n k ր ∞). Thus, if g ∈ G is continuous, there is always at least one g-measure, and uniqueness is equivalent to the convergence (pointwise or uniform) of n −1 n−1 i=0 L i g f to a constant for every f ∈ C(X + ), whereas there is a unique g-chain if and only if L n g f converges to a constant. The following result is proved in [2] . Theorem 2.1. Let g ∈ G, and let
The natural extension of µ is Bernoulli, and L n g f → µ(f ) uniformly as n → ∞, for all f ∈ C(X + ).
The validity of (2) as a hypothesis follows from the above theorem. To see this, note that
and so if x i = y i for 1 ≤ i ≤ n,
Moreover, if g is positive, d i is uniformly bounded below 1, and so,
for some constants C, K. Given ε > 0, we can choose k so that K log ρ i < ε for all
g-measures and couplings
We adopt the convention that [m, n] = ∅ if m > n, [ζ] ∅ and empty intersections are the full space, empty products are 1, and empty sums are 0. If s ∈ S, then s Λ ∈ S Λ is such that s Λ i = s for all i ∈ Λ (s ∅ is the empty sequence). We identify S Z × S Z with the sequence space (S × S) Z in the obvious way, and extend previous definitions and notation accordingly; in particular,
and measurable in the sense that π g
for any g-chain µ. Note also that (3.1) sets up a 1-1 correspondence between such measurable sets of probability measures and elements of G.
Recall that a coupling of the probability spaces (
(see [4] ). Let g 1 , g 2 ∈ G. By a coupling of g 1 and g 2 , we mean a set of probability measures {P x,y : x, y ∈ X} such that P x,y is a coupling of π g1 (−∞,0] ( · | x) and π g2 (−∞,0] ( · | y), and P x,y (f ) is measurable in (x, y) for all B (−∞,0] × B (−∞,0] -measurable f . Note that for such a coupling,
Let g ∈ G, µ ∈ M (X) be a g-measure, and {P x,y } be a coupling of g with itself. Then for each n ≥ 0 and ζ ∈ S [1,m] , the measure P ζ on (X × X,
is a coupling of (X, B [−n,0] , µ) and (X, B [−n,0] , µ ζ ). Therefore, to show (T, µ) is Bernoulli, it is enough to show that for any ε > 0 there is a coupling {P x,y : x, y ∈ X} of g with itself such that
Given probability measures µ and ν on (X, B [m,n] ), a coupling P of µ and ν can be defined by
Remark. The righthand side of (3.5) is taken to be 0 if P ∆ c [m,n] = 0, that is, if µ = ν; the precise form of P on ∆ c [m,n] is not important, only that a coupling satisfying (3.4) , and hence (3.6), exists.
Next we describe the block-coupling of [3] . To each sequence B = {b n } ∞ n=1 ⊆ N and x, y ∈ X, a sequence {I n (x, y)} ∞ n=0 of intervals in Z is assigned, with I 0 (x, y) = ∅, and for n ≥ 1, I n (x, y) = [a n + 1, a n−1 ] defined inductively by a 0 = 0 and a n = a
Note in particular that if (x, y) / ∈ ∆ In(x,y) , then I n+k (x, y) = I k (T an x, T an y) + a n for all k ≥ 1.
Given g ∈ G and a sequence B = {b n } ∞ n=1 ⊆ N, the coupling {P x,y } of g with itself is defined as follows. For an interval I ⊂ Z, let P I ( · | x, y) denote the coupling of π g I ( · | x) and π g I ( · | y) as determined by ( Throughout the rest of the paper, if B = {b n } ∞ n=1 ⊆ N, then B n denotes n i=1 b i (n ≥ 1), and B 0 = 0. For such a sequence B and g ∈ G, let
where J n = [1 − B n , −B n−1 ] (n ≥ 1), and letd n (g, B) = sup i≥n d i (g, B) . 
, (3.10) where d n =d n (g, B).
Proof. Let Z = {0, 1} Z , and τ be the shift on Z. Define δ : X × X → Z by
For z ∈ Z, let I n (z) = I n (x, y) (n ≥ 0), where δ(x, y) = z (note that δ maps onto Z, and I n (z) does not depend on the choice of x, y). Given K ∈ N, define a probability measure P on (Z, B (−∞,0] ) as follows. For each n ≥ 1 and z ∈ k
otherwise. 
[z] Ij (z) , since d n is decreasing. Thus, P x,y and P can be coupled so that for all n ≥ 1, with probability 1, either z In(z) = 0 In(z) and (x, y) ∈ ∆ In(x,y) , or z In(z) = 1 In(z) ; hence, P x,y ∆ c
In(x,y) ≤ P [1 {In(z)} ] (x, y ∈ X, n ≥ 1). (3.12)
Since I n (δ(x, y)) = I n (x, y), it follows from (3.7) that if k ≥ 1 and z / ∈ [0 I k (z) ], then I k+i (z) = I i (τ a k z) + a k (i ≥ 1), where a k is the righthand endpoint of I k+1 (z), and hence from (3.11) that
In particular, if i = B k for some 0 ≤ k ≤ K, then
13)
and (note that in this case, 1 − i ≤ 0). It follows from (3.13)-(3.15) that for B k ≤ n < B k+1 , k ≥ 0,
(the cases n = B k and n > B k are different, but lead to the same formula), and
Thus, if Since
and since α mn = 0 unless mn = B k for some 0 ≤ k ≤ K + 1,
Thus, the result follows from (3.12).
Remarks. In [3] , the required assymptotic bound on the probability of two extensions of a g-chain disagreeing at a coordinate is obtained by combining the inequality (2.7) with Lemma 2.3, the aim of which is to show that
where {Y n } is the Markov chain defined by (2.6) of [3] in terms of sequences B = {b n } and {r n }, and an arbitrary M > 0. This is equivalent to calculating lim n→∞ P [1 {−n} ] as in Proposition 3.1 above, but with d n replaced by 1 − e −rn . We note the following.
(1) The use of the decreasing sequence {d n (g, B)}, rather than {d n (g, B)}, is needed to ensure that 1{I n (z) = 1} stochastically dominates 1(∆ c In(x,y) ), and hence that (3.12) holds. Similarly, in order to claim (2.7) in [3] , it would seem that {r n } needs to be decreasing.
(2) There is no term in (3.17) that matches b K+1 K j=1 (1−d j ) in the numerator of (3.10). This term derives from the form of β n in (3.16) for B K ≤ n < B K+1 , which follows ultimately from (3.14) when k = K.
(3) The proof of (3.17) actually claims equality. However, although in applications the sequences {b n } and {r n } would be such that the righthand side of (3.17) could be made arbitrarily small for large M , in general it seems they could be chosen so that 1 − e −rn is uniformly close to 1, in which case the righthand side could be greater than 1.
The main results
Theorem 4.1. Let g ∈ G be continuous. If, given ε > 0, there exists a sequence
where d n =d n (g, B) , then there is a unique g-chain µ ∈ M (X), which is Tinvariant and Bernoulli. 
Since ε > 0 is arbitrary, (3.2) and (3.3) imply that there is a unique g-chain µ, which is necessarily T -invariant, and (T, µ) is Bernoulli.
Remark. Theorem 2.1 follows from Theorem 4.1 by taking b n = 1 for all n (in which case the numerator in (4.1) is 1).
The proofs of the following lemmas are based on the use of Hellinger integral estimates in [3] .
Let Ω be a finite set, and µ, ν ∈ M (Ω) be such that µ(ω), ν(ω) > 0 for all ω ∈ Ω. Then
Proof. For any ω ∈ Ω,
and so,
as required.
To simplify the notation in the following result, we identify a finite sequence ζ with the corresponding cylinder set [ζ] . 
Proof. An application of the Cauchy-Schwartz inequality shows that
It follows from Lemma 4.2 that the result holds when m = n, and applying this to the measures µ( · | η), ν( · | η (η ∈ S [m+1,n] ) when m < n gives
The result follows inductively.
Corollary 4.4. Let g ∈ G be positive and continuous, and B = {b n } ∞ n=1 ⊆ N. Then for n large enough,
Proof. The result is obtained by applying Lemma 4.3 to the measures π g Jn ( · | x) and π g Jn ( · | y) for (x, y) ∈ ∆ [1−Bn−1,0] (see (3.9)), noting that ρ [0,n] (g) ≤ (1 + √ 2) 2 for n large enough.
Proof. Given λ and ρ i as above, let
Then
for some A 1 > 0 depending only on λ, and A 2 > 0 depending only on A 1 and λ.
Since
for some A 3 > 0 depending only on λ. Combining (4.3) and (4.2) gives
for some K > 0 depending only on A 1 , A 2 , A 3 and λ, and hence, ultimately only on λ, as required.
Corollary 4.6. Let g ∈ G be positive and continuous, and B = {b n } ∞ n=1 ⊆ N. If ρ [0,BN ] (g) < ( √ 2 + 1) 2 , there exists K > 0 such that for all n ≥ N ,
where ρ i = ρ [0,i] (g).
Proof. Since the ρ i are decreasing, the result follows from Lemma 4.3. (log ρ [0,i] (g)) 2 = 0 (4.4)
for some λ > 1, then there is a unique g-chain µ ∈ M (X), which is T -invariant and Bernoulli.
Proof. Suppose λ > 1 satisfies (4.4), and consider l > 1 and a > 0. Choose m ∈ N such that l m/2 ≥ max{λ, a −1 }, so that al m(n−1) ≥ λ n−1 (n ≥ 2). Now choose k ∈ N such that λ k ≥ max{a, l/λ}. Then In particular, if B = {b n } ∞ n=1 is defined by B n = ⌈l n /(l − 1)⌉ (n ≥ 1), then ⌊l n ⌋ ≤ b n ≤ ⌈l n ⌉ for all n ≥ 2, and lim n→∞ Bn−1 i=Bn−1 (log ρ [0,i] (g)) 2 = 0.
Hence, if d n =d n (g, B), it follows from Corollary 4.6 that lim n→∞ d n = 0. Thus, for n large enough, 1 − d n ≥ l −1 , and so there is a constant ε > 0 such that = l − 1.
Thus, since l > 1 is arbitrary, the result follows from Theorem 4.1.
Remark. A consequence of (4.5) is that if (4.4) holds for one λ > 1, it holds for all λ > 1.
Consider the hypotheses (1) 
