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a b s t r a c t
Let d ≥ 3. Let H be a d + 1-dimensional vector space over GF(2)
and {e0, . . . , ed} be a specified basis of H . We define Supp(t) :=
{et1 , . . . , etl }, a subset of a specified base for a non-zero vector t =
et1+· · ·+etl ofH , and Supp(0) := ∅.We also define J(t) := Supp(t)
if |Supp(t)| is odd, and J(t) := Supp(t) ∪ {0} if |Supp(t)| is even.
For s, t ∈ H , let {a(s, t)} be elements of H ⊕ (H ∧ H) which
satisfy the following conditions: (1) a(s, s) = (0, 0), (2) a(s, t) =
a(t, s), (3) a(s, t) 6= (0, 0) if s 6= t , (4) a(s, t) = a(s′, t ′) if and only
if {s, t} = {s′, t ′}, (5) {a(s, t)|t ∈ H} is a vector space over GF(2),
(6) {a(s, t)|s, t ∈ H} generate H ⊕ (H ∧ H). Then, it is known that
S := {X(s)|s ∈ H}, where X(s) := {a(s, t)|t ∈ H \ {s}}, is a dual
hyperoval in PG(d(d+ 3)/2, 2) = (H ⊕ (H ∧ H)) \ {(0, 0)}.
In this note, we assume that, for s, t ∈ H , there exists some xs,t
in GF(2) such that a(s, t) satisfies the following equation:
a(s, t) =
∑
w∈J(t)
a(s, w)+ xs,t(a(s, 0)+ a(s, e0)).
Then, we prove that the dual hyperoval constructed by {a(s, t)} is
isomorphic to either the Huybrechts’ dual hyperoval, or the Buratti
and Del Fra’s dual hyperoval.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let m and d be integers with m > d ≥ 2. Let PG(m, 2) be an m-dimensional projective space over
the binary field GF(2).
A family S of a d-dimensional subspace of PG(m, 2) is called a d-dimensional dual hyperoval in
PG(m, 2) if it satisfies the following conditions:
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(1) any two distinct members of S intersect in a projective point,
(2) any three mutually distinct members of S intersect trivially,
(3) the union of the members of S generates PG(m, 2), and
(4) there are exactly 2d+1 members of S.
For d = 2, d-dimensional dual hyperovals over GF(2) are completely classified by Del Fra [1].
Hence, in this note, we assume that d ≥ 3.
Let H be d + 1-dimensional vector space over GF(2) with specified basis {e0, e1, e2, . . . , ed}. We
define Supp(x) := {ei1 , . . . , eil} ⊂ {e0, e1, e2, . . . , ed} for a non-zero vector x = ei1 + · · · + eil of H ,
and Supp(0) := ∅. We use the symbol J(x) to denote Supp(x) or {0} ∪ Supp(x) according to whether
the cardinality |Supp(x)| is odd or even.
Inside PG(d(d+3)/2, 2) = PG(H⊕(H ∧ H)) = (H ⊕ (H ∧ H))\{(0, 0)}, we define d-dimensional
subspaces as
X(s) = {(x, x ∧ s)|x ∈ H \ {0}}
for s ∈ H . Then, it is easy to see that
S = {X(s)|s ∈ H}
is a d-dimensional dual hyperoval in PG(d(d + 3)/2, 2). This dual hyperoval was discovered by
Huybrechts [2].
Let a(s, t) := X(s) ∩ X(t). Then, it is easy to obtain the expression a(s, t) = (s+ t, s ∧ t). We also
easily obtain that a(s, t1)+ a(s, t2) = a(s, s+ t1 + t2) for t1, t2 ∈ H by the above expression.
We regard {a(s, t)} as elements of H⊕ (H ∧ H) and define a(s, s) = (0, 0). Then a(s, t) for s, t ∈ H
satisfies the following conditions (a1)–(a6):
(a1) a(s, s) = (0, 0),
(a2) a(s, t) = a(t, s),
(a3) a(s, t) 6= (0, 0) if s 6= t ,
(a4) a(s, t) = a(s′, t ′) if and only if {s, t} = {s′, t ′} in the case where s 6= t or s′ 6= t ′,
(a5) {a(s, t)|t ∈ H} is a vector space over GF(2),
(a6) {a(s, t)|s, t ∈ H} generate H ⊕ (H ∧ H).
Conversely, we have the following proposition.
Proposition 1. Assume that there exist {a(s, t)} for s, t ∈ H which satisfy the conditions (a1)– (a6). For
s ∈ H, let X(s) := {a(s, t)|t ∈ H \ {s}}. Then X(s) is a d-dimensional subspace in PG(d(d + 3)/2, 2).
Moreover, S := {X(s)|s ∈ H} is a dual hyperoval in PG(d(d+ 3)/2, 2).
Proof. Weregard (H ⊕ (H ∧ H))\{(0, 0)} as PG(d(d+3)/2, 2). Thenwehave |{a(s, t)|t ∈ H}| = 2d+1
by (a4); hence X(s) is a d-dimensional subspace by (a5). By (a2), (a3) and (a4), we have a projective
point X(s) ∩ X(t) = a(s, t) if s 6= t . We also have X(s) ∩ X(t1) ∩ X(t2) = ∅ for distinct s, t1, t2 since
X(s) ∩ X(t1) = a(s, t1) and X(s) ∩ X(t2) = a(s, t2) with a(s, t1) 6= a(s, t2) by (a4). By (a6), {X(s)}
generate PG(d(d+ 3)/2, 2). Since |H| = 2d+1, we have |{X(s)|s ∈ H}| = 2d+1. 
From now on, we assume that a(s, t) for s, t ∈ H satisfy the conditions (a1)–(a6).
Example 2. Assume that a(s, t) also satisfies the following equation:
a(s, t) =
∑
w∈J(t)
a(s, w). (1)
Then, we can check that the addition of the vector space {a(s, t)|t ∈ H} of (a5) for t1, t2 ∈ H is as
follows:
a(s, t1)+ a(s, t2) = a(s, s+ t1 + t2),
using (a1) a(s, s) = (0, 0) and the fact that∑
w∈J(s)
a(s, w)+
∑
w∈J(t1)
a(s, w)+
∑
w∈J(t2)
a(s, w) =
∑
w∈J(s+t1+t2)
a(s, w)
because J(s+ t1 + t2) is a symmetric difference of J(s), J(t1) and J(t2).
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In this case, the corresponding dual hyperoval S is isomorphic to the Huybrechts’ dual hyperoval.
Because, by (1) and (a2), we have
a(s, t) =
∑
w∈J(t)
∑
w′∈J(s)
a(w′, w),
hence the set {a(w′, w)} forw′, w ∈ {0, e0, e1, . . . , ed}withw′ 6= w is a basis of H⊕ (H ∧ H) by (a6).
Now, we define a linear automorphismΦ of H⊕ (H ∧ H) byΦ(a(w′, w)) = (w′+w,w′ ∧w). Then,
Φ induces an isomorphism from S to the Huybrechts’ dual hyperoval.
We define V a vector space generated by {e1, e2, . . . , ed} over GF(2). (We note that V ⊂ H .) We also
define ξ , a characteristic function of V − {0}: that is, ξ is a map from V to GF(2) defined by ξ(x) = 1
or 0 according to whether x ∈ V − {0} or not. Let H 3 x = ∑di=0 αiei 7→ x¯ = ∑di=1 αiei ∈ V be a
natural projection, where αi ∈ GF(2) for 0 ≤ i ≤ d.
Example 3. Assume that a(s, t) also satisfies the following equation:
a(s, t) =
∑
w∈J(t)
a(s, w)+ xs,t(a(s, 0)+ a(s, e0)),
where xs,t := ξ(s¯+t¯)+∑w∈J(t¯) ξ(s¯+w) ∈ GF(2). Then, the addition of the vector space {a(s, t)|t ∈ H}
of (a5) for t1, t2 ∈ H is as follows:
a(s, t1)+ a(s, t2) = a(s, s+ t1 + t2 + α{s, t1, t2}e0),
where α{s, t1, t2} := ξ(s¯+ t¯1)+ ξ(s¯+ t¯2)+ ξ(t¯1 + t¯2) ∈ GF(2). (See [3,4].) The corresponding dual
hyperoval S was discovered by Buratti and Del Fra.
In this note, we prove the following theorem.
Theorem 4. For s, t ∈ H, we assume that, with some xs,t ∈ GF(2), a(s, t) satisfies the following equation:
a(s, t) =
∑
w∈J(t)
a(s, w)+ xs,t(a(s, 0)+ a(s, e0)). (2)
If a(s, t) for s, t ∈ H satisfies the conditions (a1)– (a6), then the corresponding dual hyperoval S is
isomorphic to the Huybrechts’ dual hyperoval (Example 2), or the Buratti and Del Fra’s dual hyperoval
(Example 3).
Note 1. For the case where xs,t = ξ ′(s¯+ t¯)+∑w∈J(t¯) ξ ′(s¯+w) ∈ GF(2), where ξ ′ is a characteristic
function of some subset of V − {0}, this theorem was proved by Del Fra and Yoshiara, as Theorem 3
of [4].
Note 2. If t = w ∈ {0, e0, e1, e2, . . . , ed}, then we have xs,w = 0 by equation (2). In fact, since
J(w) = {w}, we have a(s, w) = a(s, w) + xs,w(a(s, 0) + a(s, e0)) by (2) and we also have
a(s, 0)+ a(s, e0) 6= (0, 0) by (a4).
2. Proof of xs,t = xs¯,t¯
In this section, we will prove that xs,t = xs¯,t¯ for any xs,t in (2) of Section 1.
Lemma 5. xs,t+e0 = xs,t for any s, t ∈ H.
Proof. Since J(t + e0) is a symmetric difference of J(t) and {0, e0}, we have∑
w∈J(t+e0)
a(s, w) =
∑
w∈J(t)
a(s, w)+ (a(s, 0)+ a(s, e0)).
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Hence, by (2), we have
a(s, t + e0) =
∑
w∈J(t+e0)
a(s, w)+ xs,t+e0(a(s, 0)+ a(s, e0))
=
∑
w∈J(t)
a(s, w)+ (1+ xs,t+e0)(a(s, 0)+ a(s, e0))
= a(s, t)+ (xs,t + 1+ xs,t+e0)(a(s, 0)+ a(s, e0)).
Since a(s, t + e0) 6= a(s, t) by (a4), we have xs,t + 1 + xs,t+e0 = 1. Therefore, we have xs,t+e0 = xs,t
for any s, t ∈ H . 
By (2) and (a2), we have
a(s, t) =
∑
w∈J(t)
a(w, s)+ xs,t(a(0, s)+ a(e0, s)).
By (2), (a1) and (a2), we also have
a(w, s) =
∑
w′∈J(s)
a(w,w′)+ xw,s(a(w, 0)+ a(w, e0)),
a(0, s) =
∑
w′∈J(s)
a(0, w′)+ x0,sa(0, e0)
and
a(e0, s) =
∑
w′∈J(s)
a(e0, w′)+ xe0,sa(e0, 0).
Therefore, we obtain the following expression of a(s, t):
a(s, t) =
∑
w∈J(t)
∑
w′∈J(s)
a(w,w′)+
∑
w∈J(t)
xw,s(a(w, 0)+ a(w, e0))
+ xs,t
( ∑
w′∈J(s)
(a(w′, 0)+ a(w′, e0))+ (x0,s + xe0,s)a(0, e0)
)
.
From this expression and by (a6), we see that {a(w,w′)} forw andw′ in {0, e0, . . . , ed}withw 6= w′
is a basis of H ⊕ (H ∧ H). Hence, using some linear automorphism of the vector space H ⊕ (H ∧ H) if
necessary, we may assume that
a(w,w′) := (w + w′, w ∧ w′) (3)
forw,w′ ∈ {0, e0, . . . , ed}.
If we assume (3), we have
∑
w∈J(t)
∑
w′∈J(s) a(w,w′) = (s + t, s ∧ t), a(w, 0) + a(w, e0) =
(e0, e0 ∧ w) and a(0, e0) = (e0, 0). Therefore, a(s, t) is expressed as follows:
a(s, t) = (s+ t, s ∧ t)+
∑
w∈J(t)
xw,s(e0, e0 ∧ w)
+
∑
w′∈J(s)
xs,t(e0, e0 ∧ w′)+ xs,t(x0,s + xe0,s)(e0, 0).
From now on, we use this expression of a(s, t).
Lemma 6. Let s, t ∈ H. If s 6= 0 and s 6= e0, then xs+e0,t = xs,t .
Proof. Since s 6= 0 and s 6= e0, there exists a non-zero w ∈ Supp(s¯). Note that Supp(t¯) may be an
empty set. Since a(s, t) = a(t, s) by (a2), using the expression for a(s, t) above, we have
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w∈Supp(t¯)\Supp(s¯)
(xw,s + xt,s)(e0, e0 ∧ w)+
∑
w∈Supp(s¯)\Supp(t¯)
(xw,t + xs,t)(e0, e0 ∧ w)
+
∑
w∈Supp(s¯)∩Supp(t¯)
(xw,s + xw,t + xt,s + xs,t)(e0, e0 ∧ w)
+ a term of (e0, 0) = (0, 0).
Since {(e0, e0 ∧ w)} for w ∈ {0, e0, . . . , ed} are linearly independent over GF(2), we have xw,t = xs,t
if w ∈ Supp(s¯) \ Supp(t¯), and xw,s + xw,t + xt,s + xs,t = 0 if w ∈ Supp(s¯) ∩ Supp(t¯). Similarly, since
a(s+ e0, t) = a(t, s+ e0) by (a2), and since Supp(s¯) = Supp(s+ e0), we have∑
w∈Supp(t¯)\Supp(s¯)
(xw,s+e0 + xt,s+e0)(e0, e0 ∧ w)+
∑
w∈Supp(s¯)\Supp(t¯)
(xw,t + xs+e0,t)(e0, e0 ∧ w)
+
∑
w∈Supp(s¯)∩Supp(t¯)
(xw,s+e0 + xw,t + xt,s+e0 + xs+e0,t)(e0, e0 ∧ w)
+ a term of (e0, 0) = (0, 0).
Hence, we have xw,t = xs+e0,t if w ∈ Supp(s¯) \ Supp(t¯), and xw,s+e0 + xw,t + xt,s+e0 + xs+e0,t = 0 if
w ∈ Supp(s¯) ∩ Supp(t¯). By Lemma 5, we have xt,s+e0 = xt,s and xw,s+e0 = xw,s. Therefore, xs+e0,t =
xw,t = xs,t ifw ∈ Supp(s¯) \ Supp(t¯), and xs+e0,t = xw,s+e0 + xw,t + xt,s+e0 = xw,s + xw,t + xt,s = xs,t if
w ∈ Supp(s¯) ∩ Supp(t¯). 
Lemma 7. For any t ∈ H, we have x0,t = xe0,t .
Proof. Let s 6= 0 and s 6= e0. Since J(t + e0) is a symmetric difference of J(t) and {0, e0}, we have∑
w∈J(s+e0)
xs,t(e0, e0 ∧ w) =
∑
w∈J(s)
xs,t(e0, e0 ∧ w)+ xs,t(e0, e0 ∧ 0)+ xs,t(e0, e0 ∧ e0)
=
∑
w∈J(s)
xs,t(e0, e0 ∧ w).
Therefore, since xw,s+e0 = xw,s by Lemma 5 and xs+e0,t = xs,t by Lemma 6, we have
a(s+ e0, t) = ((s+ e0)+ t, (s+ e0) ∧ t)+
∑
w∈J(t)
xw,s+e0(e0, e0 ∧ w)
+
∑
w∈J(s+e0)
xs+e0,t(e0, e0 ∧ w)+ xs+e0,t(x0,s+e0 + xe0,s+e0)(e0, 0)
= (s+ t, s ∧ t)+ (s+ t, e0 ∧ t)+ (e0, s ∧ t)+ (e0, e0 ∧ t)
+
∑
w∈J(t)
xw,s(e0, e0 ∧ w)+
∑
w∈J(s)
xs,t(e0, e0 ∧ w)+ xs,t(x0,s + xe0,s)(e0, 0)
= a(s, t)+ (s+ t, e0 ∧ t)+ (e0, s ∧ t)+ (e0, e0 ∧ t).
Since J(s+ e0) is a symmetric difference of J(s) and {0, e0}, we have∑
w∈J(s+e0)
xw,t(e0, e0 ∧ w) =
∑
w∈J(s)
xw,t(e0, e0 ∧ w)+ x0,t(e0, e0 ∧ 0)+ xe0,t(e0, e0 ∧ e0)
=
∑
w∈J(s)
xw,t(e0, e0 ∧ w)+ (x0,t + xe0,t)(e0, 0).
Therefore, since xt,s+e0 = xt,s by Lemma 5, we have
a(t, s+ e0) = ((s+ e0)+ t, (s+ e0) ∧ t)+
∑
w∈J(s+e0)
xw,t(e0, e0 ∧ w)
+
∑
w∈J(t)
xt,s+e0(e0, e0 ∧ w)+ xt,s+e0(x0,t + xe0,t)(e0, 0)
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= (s+ t, s ∧ t)+ (e0, e0 ∧ t)+ (s+ t, e0 ∧ t)+ (e0, s ∧ t)
+
∑
w∈J(s)
xw,t(e0, e0 ∧ w)+ (x0,t + xe0,t)(e0, 0)
+
∑
w∈J(t)
xt,s(e0, e0 ∧ w)+ xt,s(x0,t + xe0,t)(e0, 0)
= a(t, s)+ (s+ t, e0 ∧ t)+ (e0, s ∧ t)+ (e0, e0 ∧ t)+ (x0,t + xe0,t)(e0, 0).
Since a(s+ e0, t) = a(t, s+ e0) and a(s, t) = a(t, s) by (a2), we obtain
(x0,t + xe0,t)(e0, 0) = (0, 0).
Thus, we have x0,t = xe0,t . 
3. An expression for a(s, t)
If s = s¯ and t = t¯ , then it is obvious that∑
w∈J(s)
xs,t(e0, e0 ∧ w) =
∑
w∈J(s¯)
xs,t(e0, e0 ∧ w)
and ∑
w∈J(t)
xw,s(e0, e0 ∧ w) =
∑
w∈J(t¯)
xw,s(e0, e0 ∧ w).
Assume that s = s¯ + e0 and t = t¯ + e0. Then, since J(t + e0) is a symmetric difference of J(t) and
{0, e0}, we have∑
w∈J(s)
xs,t(e0, e0 ∧ w) =
∑
w∈J(s¯)
xs,t(e0, e0 ∧ w)+ xs,t(e0, e0 ∧ 0)+ xs,t(e0, e0 ∧ e0)
=
∑
w∈J(s¯)
xs,t(e0, e0 ∧ w).
Since xe0,s = x0,s by Lemma 7, we also have∑
w∈J(t)
xw,s(e0, e0 ∧ w) =
∑
w∈J(t¯)
xw,s(e0, e0 ∧ w)+ x0,s(e0, e0 ∧ 0)+ xe0,s(e0, e0 ∧ e0)
=
∑
w∈J(t¯)
xw,s(e0, e0 ∧ w).
Since xs,t = xs¯,t¯ by Lemmas 5–7, we finally have an expression for a(s, t) as follows:
a(s, t) = (s+ t, s ∧ t)+ xs¯,t¯
∑
w∈J(s¯)
(e0, e0 ∧ w)+
∑
w∈J(t¯)
xw,s¯(e0, e0 ∧ w). (4)
4. There exist {xs¯,t¯} of two types
Lemma 8. Assume that a(s, t) satisfies the conditions (a1)–(a6) and Eq. (2). Then, xs¯,t¯ satisfies the
following conditions:
(i) xs¯,s¯ = xw,s¯ for everyw ∈ J(s¯),
(ii) xs¯,t¯ = xw,t¯ for everyw ∈ J(s¯) \ J(t¯), and
(iii) xs¯,t¯ + xt¯,t¯ = xt¯,s¯ + xs¯,s¯ in the case where J(s¯) ∩ J(t¯) 6= ∅.
Note 3. Lemma 8 above corresponds to Lemma 7 of [4].
Proof. We note that {(e0, e0∧w)|w ∈ {0, e1, e2, . . . , ed}} are linearly independent over GF(2). Using
the expression (4), we have a(s, s) = (0, 0) if and only if∑
w∈J(s¯)
(xs¯,s¯ + xw,s¯)(e0, e0 ∧ w) = 0.
H. Taniguchi / European Journal of Combinatorics 31 (2010) 401–410 407
Hence we have (i). We also have a(s, t) = a(t, s) if and only if∑
w∈J(s¯)\J(t¯)
(xs¯,t¯ + xw,t¯)(e0, e0 ∧ w)+
∑
w∈J(t¯)\J(s¯)
(xt¯,s¯ + xw,s¯)(e0, e0 ∧ w)
+
∑
w∈J(s¯)∩J(t¯)
(xs¯,t¯ + xt¯,s¯ + xw,s¯ + xw,t¯)(e0, e0 ∧ w) = 0.
Hence we have (ii), and xs¯,t¯ + xt¯,s¯ = xw,s¯ + xw,t¯ for w ∈ J(s¯) ∩ J(t¯). From xs¯,t¯ + xt¯,s¯ = xw,s¯ + xw,t¯ for
w ∈ J(s¯) ∩ J(t¯) and (i), we have (iii). 
Proposition 9. Under the same assumption as for Lemma 8, we only have the following two
types: (T1) and (T2), for {xs¯,t¯}:
(T1) xs¯,t¯ = xt¯,t¯ for any s, t ∈ H, or
(T2) xs¯,t¯ = xt¯,t¯ only in the case where t¯ ∈ {0, e1, e2, . . . , ed} (that is, |J(t¯)| = 1), or s¯ = t¯ , or s¯ ∈ J(t¯);
otherwise, we have xs¯,t¯ 6= xt¯,t¯ .
Proof. Wenote that xs¯,t¯ = xt¯,t¯ holds if t¯ ∈ {0, e1, e2, . . . , ed} by Note 2, or if s¯ ∈ J(t¯) by (i) of Lemma 8,
or obviously if s¯ = t¯ .
Now it is sufficient to prove that, under the assumption that there exist s¯1 and t¯1 such that
xs¯1,t¯1 6= xt¯1,t¯1 , we have xs¯,t¯ 6= xt¯,t¯ for any s¯, t¯ ∈ V with t¯ 6∈ {0, e1, e2, . . . , ed}, s¯ 6= t¯ and s¯ 6∈ J(t¯).
(In this case, |Supp(t1)| ≥ 2.)
We may assume that there exist s¯1 and t¯1 with xs¯1,t¯1 6= xt¯1,t¯1 and, moreover, we may assume that
s¯1 6= 0 and there exists w ∈ Supp(s¯1) with w 6∈ Supp(t¯1). Indeed, if s¯1 = 0, then, since s¯1 6∈ J(t¯1),
we have 0 6∈ J(t¯1); hence |Supp(t¯1)| is odd by the definition of J(t¯1). Hence, for any s¯2 ∈ V with
|Supp(s¯2)| even, we have xs¯1,t¯1 = xs¯2,t¯1 by (ii) of Lemma 8, since we have J(s¯1)∩ J(s¯2) 3 0 6∈ J(t¯1), and
hence xs¯1,t¯1 = x0,t¯1 = xs¯2,t¯1 . Therefore, we may exchange s¯1 for s¯2, and we may assume that s¯1 6= 0.
Then, if there exists no such w ∈ Supp(s¯1) with w 6∈ Supp(t¯1), we have Supp(s¯1) ⊂ Supp(t¯1); hence
J(s1) ∩ J(t1) 6= ∅. In this case, we have xt¯1,s¯1 6= xs¯1,s¯1 from the assumption xs¯1,t¯1 6= xt¯1,t¯1 and by (iii) of
Lemma 8. Therefore, if we exchange the roles of s¯1 and t¯1, we have the desired s¯1 and t¯1.
[Step 1] In this step, we prove that, for any s¯ with J(s¯) 6⊂ J(t¯1), we have xs¯,t¯1 6= xt¯1,t¯1 . Because of
the assumption J(s¯) 6⊂ J(t¯1), there existsw′ ∈ J(s¯)withw′ 6∈ J(t¯1).
By (ii) of Lemma 8, and using w with w ∈ Supp(s¯1) and w 6∈ Supp(t¯1) above, we have xs¯1,t¯1 =
xw,t¯1 = xw+w′,t¯1 = xw′,t¯1 = xs¯,t¯1 if w 6= w′, and xs¯1,t¯1 = xw,t¯1 = xs¯,t¯1 if w = w′. Hence we have
xs¯,t¯1 6= xt¯1,t¯1 .
[Step 2]We recall that, if xs¯,t¯ 6= xt¯,t¯ , then |Supp(t¯)| ≥ 2 by Note 2. In this Step 2, we will prove
that, for any t¯ ∈ V with |Supp(t¯)| ≥ 2 and Supp(t¯) 6= {e1, e2, . . . , ed}, we have xs¯,t¯ 6= xt¯,t¯ for s¯ with
J(s¯) 6⊂ J(t¯).
[Step 2-1] Firstly, we assume that J(t¯) ∩ J(t¯1) 6= ∅, Supp(t¯) 6⊂ Supp(t¯1) and Supp(t¯1) 6⊂ Supp(t¯).
Then, from (iii) of Lemma 8, we have xt¯1,t¯ + xt¯,t¯ = xt¯,t¯1 + xt¯1,t¯1 . Since xt¯,t¯1 6= xt¯1,t¯1 by Step 1, we have
xt¯1,t¯ 6= xt¯,t¯ . Then, by the same argument as in Step 1, we have xs¯,t¯ 6= xt¯,t¯ for any s¯with J(s¯) 6⊂ J(t¯).
[Step 2-2] Next, assume that t¯ does not satisfy one of the conditions of J(t¯) ∩ J(t¯1) 6= ∅ or
Supp(t¯) 6⊂ Supp(t¯1) or Supp(t¯1) 6⊂ Supp(t¯). If J(t¯)∩ J(t¯1) = ∅, letw ∈ Supp(t¯) andw1 ∈ Supp(t¯1), and
set t¯2 := w + w1. If Supp(t¯) ⊂ Supp(t¯1), let w ∈ Supp(t¯) and w1 6∈ J(t¯1) with w1 ∈ {e1, . . . , ed}, and
set t¯2 := w+w1. (We can take such aw1 6∈ J(t¯1)withw1 ∈ {e1, . . . , ed} because of the assumption on
t¯1 and s¯1, that is, there existsw ∈ Supp(s¯1)withw 6∈ Supp(t¯1).) If Supp(t¯1) ⊂ Supp(t¯), letw ∈ Supp(t¯1)
andw1 6∈ J(t¯)withw1 ∈ {e1, . . . , ed}, and set t¯2 := w+w1. (In the last case,we can take such aw1with
w1 6∈ J(t¯) andw1 ∈ {e1, . . . , ed} because of the assumption of Step 2 that Supp(t¯) 6= {e1, e2, . . . , ed}.)
Therefore, in each cases, there exists t¯2 ∈ V which satisfies that J(t¯) ∩ J(t¯2) 6= ∅, Supp(t¯) 6⊂ Supp(t¯2),
Supp(t¯2) 6⊂ Supp(t¯), and satisfies also that J(t¯2)∩ J(t¯1) 6= ∅, Supp(t¯2) 6⊂ Supp(t¯1), Supp(t¯1) 6⊂ Supp(t¯2).
As in Step 2-1, from (iii) of Lemma 8, we have xt¯1,t¯2 6= xt¯2,t¯2 ; hence xt¯,t¯2 6= xt¯2,t¯2 . We also use the same
argument as in Step 2-1, and from (iii) of Lemma 8, we have xt¯2,t¯ 6= xt¯,t¯ . Therefore, if we repeat the
same argument as in Step 1, we have xs¯,t¯ 6= xt¯,t¯ for any s¯with J(s¯) 6⊂ J(t¯).
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[Step 3] Now, we assume that |Supp(t¯)| ≥ 2, and we will prove that xs¯,t¯ 6= xt¯,t¯ for any s¯ ∈ V with
Supp(s¯) ⊂ Supp(t¯), |Supp(s¯)| ≥ 2 and s¯ 6= t¯ . In this case, we have xt¯,s¯ 6= xs¯,s¯ by Step 2. From (iii) of
Lemma 8, we have xs¯,t¯ + xt¯,t¯ = xt¯,s¯ + xs¯,s¯. Hence we have xs¯,t¯ 6= xt¯,t¯ .
[Step 4] Lastly, we assume that Supp(t¯) = {e1, e2, . . . , ed}with 0 6∈ J(t¯) (that is, d is odd), and we
will prove that x0,t¯ 6= xt¯,t¯ . From (ii) of Lemma 8, we have x0,t¯ = xe1+e2,t¯ since 0 ∈ J(e1 + e2). Since
xe1+e2,t¯ 6= xt¯,t¯ by Step 3, we have the desired result.
[Conclusion] By Step 2, we have xs¯,t¯ 6= xt¯,t¯ for any t¯ with |Supp(t¯)| ≥ 2, Supp(t¯) 6= {e1, e2, . . . , ed}
and for any s¯ with J(s¯) 6⊂ J(t¯). By Step 3, we have xs¯,t¯ 6= xt¯,t¯ for any s¯, t¯ with Supp(s¯) ⊂ Supp(t¯),|Supp(s¯)| ≥ 2 and s¯ 6= t¯ . By Step 4, we have x0,t¯ 6= xt¯,t¯ if Supp(t¯) = {e1, e2, . . . , ed} and 0 6∈ J(t¯). By
Step 2, Step 3 and Step 4, we have proved that xs¯,t¯ 6= xt¯,t¯ in the case where |Supp(t¯)| ≥ 2, s¯ 6= t¯ and
s¯ 6∈ J(t¯). 
5. There exist dual hyperovals of two types
Proposition 10. If {xs¯,t¯} satisfies (T1) of Proposition 9, we define a one-to-one mapping f : H → H as
f (t) = t + xt¯,t¯e0, and define a1(s, t) := a(f (s), f (t)). Then, a1(s, t) satisfies the conditions (a1)–(a6).
Moreover, we have
a1(s, t) =
∑
w∈J(t)
a1(s, w).
Proof. We note that f (w) = w for w ∈ {0, e0, e1, . . . , e0} since xw¯,w¯ = 0 by Note 2. If f (t1) = f (t2),
then t¯1 = t¯2 by the definition of the mapping f . Since t1 + xt¯1,t¯1e0 = t2 + xt¯2,t¯2e0 with xt¯1,t¯1 = xt¯2,t¯2 ,
we have t1 = t2, that is, f is a one-to-one mapping. Now, it is easy to see that a1(s, t) satisfies
the conditions (a1)–(a5), since a(s, t) satisfies the conditions (a1)–(a5). By f (w) = w for w ∈
{0, e0, e1, . . . , e0}, we have a1(w,w′) = a(w,w′) = (w+w′, w∧w′) forw,w′ ∈ {0, e0, e1, . . . , ed},
which implies condition (a6). We also note that if xt¯,t¯ = 1 then J(f (t)) = J(t + e0) is the symmetric
difference of J(t) and {0, e0}, and if xt¯,t¯ = 0 then J(f (t)) = J(t). Hence we have∑
w∈J(f (t))
a1(s, w) =
∑
w∈J(t)
a1(s, w)+ xt¯,t¯(a1(s, 0)+ a1(s, e0)).
Since f (s) = s¯ and f (t) = t¯ , we have xf (s),f (t) = xs¯,t¯ . Hence, we have
a1(s, t) = a(f (s), f (t))
=
∑
w∈J(f (t))
a(f (s), w)+ xs¯,t¯(a(f (s), 0)+ a(f (s), e0))
=
∑
w∈J(f (t))
a1(s, w)+ xs¯,t¯(a1(s, 0)+ a1(s, e0))
=
∑
w∈J(t)
a1(s, w)+ (xt¯,t¯ + xs¯,t¯)(a1(s, 0)+ a1(s, e0))
=
∑
w∈J(t)
a1(s, w)
by (T1): xt¯,t¯ = xs¯,t¯ for s, t ∈ H . 
Proposition 11. If {xs¯,t¯} satisfies (T2) of Proposition 9, we define a one-to-one mapping g : H → H as
g(t) = t + (1+ xt¯,t¯)e0 if |J(t¯)| ≥ 2 and g(t) = t if |J(t¯)| = 1. We also define a2(s, t) := a(g(s), g(t)).
Then, a2(s, t) satisfies the conditions (a1) – (a6). Moreover, we have
a2(s, t) =
∑
w∈J(t)
a2(s, w)+ x′s¯,t¯(a2(s, 0)+ a2(s, e0)),
where, x′s¯,t¯ = 1 if |J(t¯)| ≥ 2, and s¯ = t¯ or s¯ ∈ J(t¯). Otherwise x′s¯,t¯ = 0.
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Proof. If g(t1) = g(t2), then t¯1 = t¯2 by the definition of the mapping g . Hence |J(t¯1)| = |J(t¯2)|. Then
we have t1 = t2 in the case where |J(t¯1)| = |J(t¯2)| = 1 by the definition of g . If |J(t¯1)| = |J(t¯2)| ≥ 2,
from g(t1) = g(t2) we have t1 + (1 + xt¯1,t¯1)e0 = t2 + (1 + xt¯2,t¯2)e0 with xt¯1,t¯1 = xt¯2,t¯2 ; therefore,
we have t1 = t2. Thus, g is a one-to-one mapping. Now, it is easy to see that a2(s, t) satisfies the
conditions (a1)–(a6), since a(s, t) satisfies the conditions (a1)–(a6).
Firstly, we assume that |J(t¯)| ≥ 2. Then, J(g(t)) = J(t + e0) is the symmetric difference of J(t) and
{0, e0} if xt¯,t¯ = 0, and J(g(t)) = J(t) in the case where xt¯,t¯ = 1. Hence we have∑
w∈J(g(t))
a2(s, w) =
∑
w∈J(t)
a2(s, w)+ (1+ xt¯,t¯)(a2(s, 0)+ a2(s, e0)).
Since g(s) = s¯ and g(t) = t¯ , we have xg(s),g(t) = xs¯,t¯ . Therefore, we have
a2(s, t) = a(g(s), g(t))
=
∑
w∈J(g(t))
a(g(s), w)+ xs¯,t¯(a(g(s), 0)+ a(g(s), e0))
=
∑
w∈J(g(t))
a2(s, w)+ xs¯,t¯(a2(s, 0)+ a2(s, e0))
=
∑
w∈J(t)
a2(s, w)+ (1+ xt¯,t¯ + xs¯,t¯)(a2(s, 0)+ a2(s, e0)).
Next, if |J(t¯)| = 1, then, since g(t) = t , we have
a2(s, t) = a(g(s), t)
=
∑
w∈J(t)
a(g(s), w)+ xs¯,t¯(a(g(s), 0)+ a(g(s), e0))
=
∑
w∈J(t)
a2(s, w)+ xs¯,t¯(a2(s, 0)+ a2(s, e0)).
We recall Note 2. We define x′s¯,t¯ := 1+ xt¯,t¯ + xs¯,t¯ if |J(t¯)| ≥ 2, and x′s¯,t¯ = xs¯,t¯ = 0 if |J(t¯)| = 1. Then,
by (T2), we have x′s¯,t¯ = 1 if |J(t¯)| ≥ 2, and s¯ = t¯ or s¯ ∈ J(t¯). Otherwise, we have x′s¯,t¯ = 0. 
The following lemma was discovered in a discussion with A. Del Fra. We recall that ξ is the
characteristic function of V \ {0} as a subset of V .
Lemma 12. Assume that xs¯,t¯ = 1 if |J(t¯)| ≥ 2, and s¯ = t¯ or s¯ ∈ J(t¯), and xs¯,t¯ = 0 otherwise. Then we
have
xs¯,t¯ = ξ(s¯+ t¯)+
∑
w∈J(t¯)
ξ(s¯+ w).
Proof. It is sufficient to check that xs¯,t¯ = ξ(s¯+ t¯)+
∑
w∈J(t¯) ξ(s¯+w) satisfies the conditions xs¯,t¯ = 1
if |J(t¯)| ≥ 2, and s¯ = t¯ or s¯ ∈ J(t¯), and xs¯,t¯ = 0 otherwise.
If |J(t¯)| = 1, that is, if t¯ = w ∈ {0, e1, e2, . . . , ed}, then xs¯,w = ξ(s¯+w)+ξ(s¯+w) = 0 since J(t¯) =
w. So, fromnowon,wemay assume that |J(t¯)| ≥ 2. By the definition xs¯,t¯ := ξ(s¯+t¯)+
∑
w∈J(t¯) ξ(s¯+w),
we have xs¯,t¯ = 1 if and only if the number of zero elements in {ξ(s¯ + t¯)} ∪ {ξ(s¯ + w) : w ∈ J(t¯)} is
odd. (We recall that |J(t¯)| is odd by definition of J(t¯).)
If s¯ = t¯ , then ξ(s¯+ t¯) = 0 and ξ(s¯+ w) = ξ(t¯ + w) 6= 0 forw ∈ J(t¯) since |J(t¯)| ≥ 2. Since only
one element ξ(s¯ + t¯) = 0 in {ξ(s¯ + t¯)} ∪ {ξ(s¯ + w) forw ∈ J(t¯)}, we have xs¯,t¯ = 1. If s¯ = w ∈ J(t¯),
we have ξ(s¯+ t¯) 6= 0 and ξ(s¯+ w) = 0 for only one s¯ = w ∈ J(t¯). Hence we also have xs¯,t¯ = 1.
Conversely, assume that xs¯,t¯ = 1 and let us prove that s¯ = t¯ or s¯ ∈ J(t¯). Wemay assume that s¯ 6= t¯ .
Then, since ξ(s¯+ t¯) 6= 0, there must be an odd number of elementsw ∈ J(t¯) such that ξ(s¯+w) = 0.
Thus we have s¯ = w ∈ J(t¯). 
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6. Proof of Theorem 4
Let {a(s, t)} be elements of H⊕ (H ∧ H)which satisfy the conditions (a1)–(a6) and Eq. (2). Let S be
a dual hyperoval constructed by {a(s, t)}, that is, S = {X(s)|s ∈ H}, where X(s) = {a(s, t)|t ∈ H \ {s}}.
Now, let us assume that {xs¯,t¯} in Eq. (2)of S is of type (T1); then S1 = {X1(s)|s ∈ H}, where
X1(s) = {a1(s, t)|t ∈ H \ {s}}, is a dual hyperoval by Proposition 10. Since f is a one-to-one mapping
and X(f (s)) = {a(f (s), f (t))|t ∈ H \ {f (s)}} = {a1(s, t)|t ∈ H \ {s}} = X1(s), we have
S1 = {X1(s)|s ∈ H} = {X(f (s))|s ∈ H} = S.
Hence dual hyperovals S and S1 are isomorphic. Moreover, by Proposition 10, a1(s, t) satisfies the
following equation:
a1(s, t) =
∑
w∈J(t)
a1(s, w).
Hence S1 is the dual hyperoval of Example 2; therefore S is isomorphic to the Huybrechts’ dual
hyperoval.
If {xs¯,t¯} in Eq. (2) of S is of type (T2), then S2 = {X2(s)|s ∈ H}, where X2(s) = {a2(s, t)|t ∈ H \{s}}, is
a dual hyperoval by Proposition 11. Since g is a one-to-one mapping and X(g(s)) = {a(g(s), g(t))|t ∈
H \ {g(s)}} = {a2(s, t)|t ∈ H \ {s}} = X2(s), we have
S2 = {X2(s)|s ∈ H} = {X(g(s))|s ∈ H} = S.
Hence dual hyperovals S and S2 are isomorphic. Moreover, by Proposition 11, a2(s, t) satisfies the
following equation:
a2(s, t) =
∑
w∈J(t)
a2(s, w)+ x′s¯,t¯(a2(s, 0)+ a2(s, e0)),
where, x′s¯,t¯ = ξ(s¯+ t¯)+
∑
w∈J(t¯) ξ(s¯+w) by Lemma 12. Hence S2 is the dual hyperoval of Example 3;
therefore S is isomorphic to the Buratti and Del Fra’s dual hyperoval.
Since {xs¯,t¯} in Eq. (2) of S is either of type (T1) or of type (T2) by Proposition 9, we have proved
Theorem 4. 
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