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Extratropical winter windstorms are among the most lossintensive natu-
ral hazards in Europe. This thesis is dedicated to advance the understanding
of these hazardous events and their uncertainty in various aspects. These as-
pects include the serial clustering and spatial variability of storm events, the
seasonal predictability of extreme wind speeds associated with windstorms and
an impact assessment of windstorms both in a climatological as well as from
a lossrelated perspective. The recurring element in all studies are largescale
drivers (e.g. North Atlantic Oscillation - NAO) which are linked to dierent
features of extratropical windstorms, e.g. the interannual variability. It can
be shown that largescale drivers are able to explain a considerable amount
of variability of windstorms. Seasonal forecast ensemble hindcasts are used to
create a physical consistent virtual reality of more than 1500 years. Thus, the
uncertainty of these extreme events can be estimated more accurately com-
pared to using centurylong reanalysis. This large sample size can also be
used to estimate potential extremes with respect to intensity and severity of
windstorms more accurately. The ndings of these studies are presented in ve
scientic papers which are included as ve chapters in this submitted thesis.
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If you want to see the sunshine, you have to weather the storm.
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CHAPTER 1. PREFACE
On November 16th 1854, during the Crimean War1, the British Captain William
Powell Richards wrote a letter to his aunt in which he reported:
Since I commenced this we have had a terrible storm of wind, rain, and snow, giving
us a taste of what the winter will be. We have suered great loss, in the rst place,
eight store ships, three of them steamers, were wrecked outside Balaklava, and 300
lives lost, not only this, they contained almost all the winter clothing sent for us, so
God knows what we shall do, as it will take at least two months to get more from Eng-
land. It is calculated that property to the amount of three millions was lost, amongst
which I will mention 9,000 gallons of rum and from four to six million rounds of
mine and musket armaments, immense quantities of beef, pork, biscuit, hay, barley,
sugar, and clothes for the troops, a large quantity of siege ammunition, which was
much wanted, in addition to this the wind blew a perfect hurricane, levelled nearly
every tent, mine amongst the number, the consequence was that everything got wet
in our tents, and half our things spoilt, it was bitterly cold also.
As reported by Captain Richards the storm of November 1854 represented a major
setback during the siege for Sevastopol for the British and French Army, in partic-
ular because of the loss of 30 vessels. Among the ones lost were the British HMS
Black Prince as well as the French battle ship Henri IV. As a direct consequence
to this tragic loss the famous astronomer Urbain Le Verrier was assigned to study
the development of this storm by the French government. The main conclusion
of his report was that a (telegraphic) network of meteorological observations could
1As Jonathan Walford notes this war was apparently also the hour of birth of a knitted garment
named Cardigan named after Thomas Brudenell, the 7th Earl of Cardigan who distinguished
himself while wearing a cardigan style (front button, waist length) wool jacket when he lead the
Charge of the Light Brigade at Balaclava 1854 (Walford, 2013)
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be used to monitor severe storms and thereby issue warnings of in the future. By
1856 Le Verrier had built a network of observations from 19 weather stations (15
in France and 4 abroad) which were linked by the electric telegraph (Encyclopedia,
2008). This network was used operationally to issue warnings to seafarers without
any attempt to actually predict the weather, however. This network of observa-
tions represented one of the earliest attempts of storm tracking and initiated the
rst governmental meteorological forecasting service (Walker, 2011; Lindgrén and
Neumann, 1980; Hibbert, 1961; Landsberg, 1954).
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1.1 Outline of the thesis
The following sections (Chapter 1.2-1.5) provide an introduction to the topics cov-
ered by this thesis and try to connect dierent aspects regarding European winter
windstorms. The main body of this thesis (Chapter 2-6) consists of three published
papers (Walz et al., 2017, Walz et al., 2018a and Walz et al., 2018b), and two pa-
pers currently (March 9, 2019) under review (Walz et al., 2018c/2019 and Walz et
al., 2019). The chapters consist of LATEX edited versions of the accepted/submitted
manuscript of the respective article. Chapter 7 summarises the advances in the eld
of extratropical storms made by this thesis and suggests areas for future research.
The thesis is concluded by the References (that include all references from all chap-
ters) and the Appendix.
4
CHAPTER 1. PREFACE
1.2 Severity quantication of windstorms
Even today, more than 160 years after the storm of 1854, there is still a need for
research regarding the quantication of the severity or the impact of a windstorm.
Captain Richards lists 300 casualties and property loss of around three million which
is a surprisingly exact estimation of the impact that the storm had. As weather re-
porting, however, was in its infancy at that time Captain Richards had no way of
estimating the meteorological extremeness or the hazard which the storm repre-
sented. The only thing that was available during that time was the Beaufort scale
which was devised by the Irish hydrographer Francis Beaufort in 1805 (Beaufort,
1805). In 1838 the observation and classication of wind speeds in the Beaufort
scale became a mandatory log entry for all ships of the Royal Navy (Wheeler, 2001).
As the classication of winds into the Beaufort scale is purely based on observations,
however, it is prone to subjectivity and also local eects. The impact of a Beau-
fort number 9 for example is described as Slight structural damage (chimney pots
and slates removed) (WMO, 1970). On the meteorological side this is equivalent
to a wind speed between 20.8 and 24.4 m/s. The impact of the highest Beaufort
number (12) is simply described as Devastation (WMO, 1970) and is used for
any wind higher than 32.7 m/s. The associated impact of these wind speeds how-
ever is purely based on experience and knowledge which could easily be 50 years old.
The question of how to conveniently quantify the severity of windstorms is still on-
going research. A rst attempt was made by Lamb and Frydendahl (1991) who
introduced the cube of a wind speed as the kinetic energy advected by the wind
itself. Their approach was applied to (interpolated) station data and weather maps.
Naturally this implicates uncertainties depending on the synoptic situation and in-
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terpretation of the weather maps. Thus, the estimated area which they considered
aected suered from uncertainty as well. Leckebusch et al. (2008a) introduced a
Storm Severity Index (SSI) that combines the meteorological hazard with the vul-
nerability of local conditions by scaling the wind speeds with the local 98th percentile
(V98) in a more objective way. This approach was initially introduced by Klawa and
Ulbrich (2003) who found the best t for their loss parametrisation using the highest
2% of the local wind speeds. The V98 can be seen as a proxy for the local resilience
towards wind speeds. Thus this approach has been widely used in the loss modelling
community. Schwierz et al. (2010) for example identied days of extreme gust winds
by selecting days with wind speeds that were 30% larger than V98 (V/V 98 > 1.3).
Other studies have related the loss to the maximum wind which is however scaled
by a local constant, thus also taking into account a local resilience (e.g. Prahl et al.,
2012).
These previous indices use the tail of the wind speed distribution to quantify the
severity of windstorms without assessing the shape of the tail of the distribution.
Thus, depending on if wind speeds are distributed in a light or heavytailed distri-
bution, the resulting quantication is inuenced by the amount of exceedances of the
respective percentile. In particular this could mean that the severity of an event in
areas with only a few exceedances could be overestimated compared to a region with
frequent exceedances. To overcome this situation the rst chapter of this thesis is
dedicated to develop a severity quantication of European winter windstorms which
integrates the shape of the upper tail of the distribution, thus the extreme wind
speeds. This quantication can be regarded as a more climatological extremeness
compared to the more impact related quantication of the SSI.
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1.3 Variability of windstorms
As a result of the disastrous events for the French Army during the storm of Novem-
ber 1854 Urbain Le Verrier introduced one of the rst now-casting networks over
a considerable spatial extent using telegraph lines. This was around the same
time when the British Vice-Admiral Robert FitzRoy was appointed Meteorolog-
ical Statist to the Board of Trade which would later become the UK Met Oce.
As one of his rst ocial acts he asked captains of ships to report meteorological
data such as temperature or pressure. Initially these measurements were only used
for data collection, however with more telegraphs available the readings could also
be transmitted almost in real time. He also introduced barometers on many big
harbours around the UK (Mellersh, 1968). The main purpose of these networks was
to issue early warnings to entities at risk (i.e. vessels). The implementation of such
a facility shows that government ocials and scientists likewise had understood that
events as the 1854 storm were not unique phenomenons but rather periodic hazards
that would aect Europe afresh every year. The fact of the rather large spatial
extent of the observation network also showed that people of their time were aware
that winterstorms are a) aecting areas across several hundred kilometres and b)
feature a spatial variability, thus they tend to aect dierent regions every year. Up
until present day research, the question of the variability of winter windstorms on a
temporal as well as on a spatial scale remains partly unanswered.
There have been numerous studies investigating the inter-annual variability of win-
ter windstorms for dierent European regions on time scales up to 120 years. Cusack
(2013) for example examined the storminess in the Netherlands over the last 100
years concluding that losses from windstorms have remained stable over the period,
7
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however they do show a cycle of around 50 years. A study based on mean sea level
pressure observations in Sweden by Bärring and von Storch (2004) showed that the
1860's and 70's and the 1980's and 90's represented stormy decades in particular.
They do note however that both of these periods are still close to the long-term av-
erage, thus not exceptionally high for Sweden. A similar study for Switzerland was
published by Welker and Martius (2014) who blended observations with the NOAA
20CR (Compo et al., 2011) reanalysis. They found a periodicity of extreme winds
associated with windstorms between 36-47 years. Moving from observations towards
reanalysis, Befort et al. (2016) compared the inter-annual variability of windstorms
in the century-long reanalysis data sets ERA-20C (Poli et al., 2016) with NOAA
20CR for the 20th century. They could identify a trend in the observed windstorms
which they regard as an artefact of the data set however as it is dierent to all
other reanalysis widely used for windstorm analysis. A special type of inter-annual
variability is represented by the serial clustering of windstorms (Mailier et al., 2006,
Vitolo et al., 2009 or Pinto et al., 2013). This phenomenon is particularly interesting
for the impact community hence the actuarial industry.
The question that naturally arises when investigating the variability is the one con-
cerning the drivers of this variability. Thus, is there an atmospheric/oceanic mech-
anism that can explain the variability of windstorms on time scales from months to
decades? Or in a more technical sense: Is there a driver to be identied which a) can
help to understand the variability of the storms and b) can be used as a predictor
(in a statistical sense) for the forecast of windstorms on various time scales? In or-
der to link these three components of variability, clustering and potential predictors
chapter three is designed to improve the understanding of windstorm clustering as
8
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well as to identify geophysical drivers that explain this observed variability of wind-
storms over the last 100 years. Chapter ve of this thesis addresses the question of
spatial variability, thus which areas are aected more/less by extreme windstorms
and it also tries to give an insight on the worst-case scenario in terms of extreme
windstorms for dierent European regions.
The variability (both spatial or temporal) is due to mechanisms on dierent scales:
Starting from a small (synoptic) scale including potential vorticity (PV) anoma-
lies (Hoskins, 1974; Hoskins et al., 1985) and the theory of baroclinicity (Charney,
1947) to a continental scale including the NAO (Hurrell, 1995) or other largescale
patterns up to the global scale including the jet stream (e.g. Branstator, 2002).
Understanding the interplay between those mechanisms is key to understand the
variability of extratropical storms. Overall this thesis is focused more on the larger
scales (continental to global) as the idea is to gain an understanding of windstorms
as hazards and their associated impacts and uncertainties. However there is a lot
of literature on the actual physical process of the intensication of extratropical
cyclones e.g. Simmons and Hoskins (1979), Shapiro et al. (1999), Pinto et al. (2007)
or Tierney et al. (2018). Rivière et al. (2012) for example could show that for wind-




1.4 Predictability of extreme wind speeds associ-
ated with windstorms
Although Urbain Le Verrier never actually predicted weather, he came to the con-
clusion that warnings of the storm in November 1854 could have been issued at least
a day in advance if observations from around the area had been available (Lands-
berg, 1954). Given that meteorology as a science was in its infancy and that data
was virtually non-existent this can be regarded as quite a bold opinion at that time.
Nowadays many decisions in everyone's daily routine are based on the weather fore-
cast. Thus it almost seems inconceivable that people 160 years ago were completely
left in the dark what the weather within the next hours, let alone the next days or
weeks was going to be like. Certainly meteorological research has developed rapidly
over the last century and there have been numerous studies on the forecast of both
tropical (Kurihara et al., 1995; Rappaport et al., 2009; Tsai et al., 2011; Zhang et al.,
2017) and extra-tropical cyclones (Froude et al., 2007; Froude, 2010). Predictions
in these studies are made for a time scale of about 710 days. Over the last decade
there has been a rising demand of long-term forecasts covering time-scales from
months over years up to decades. Due to the chaotic nature of the atmosphere it is
however impossible to skilfully predict the weather for more than 7 days in a deter-
ministic sense. This chaotic nature which is also referred to as Buttery eect goes
back to Lorenz (1963) who paved the way for modern weather forecast with his study.
As deterministic forecasting is not possible for those longer time scales, science has
moved to so called probabilistic forecasts realised by ensemble predictions. Although
deterministic forecasts are often probabilitic as well, the main dierence is that for
10
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deterministic forecasts, the probability distributions are for states at a given time
whereas for longterm predictions the probability distributions are used to generate
statistics (mean, exeedance probabilities) over an extended period. For example
instead of saying the average temperature next March will be 5.8°C, a probabilistic
forecast would say there is, e.g., a 35% chance that next March will be warmer than
normal (the median over a given period).
To meet the demand for predictions that exceed the time scales of the conventional
weather forecast, a large seasonal prediction community has formed over the last
decade. One of the rst initiatives was set up by Palmer et al. (2004). Since then
there have been numerous studies on the evaluation of seasonal ensemble prediction
systems with regards to all sorts of meteorological variables: Sahai et al. (2015) for
example found signicant skill for the ECMWF System 4 (Molteni et al., 2011) for
the precipitation associated with the Indian summer monsoon in the Indian Summer
Monsoon Region (ISMR). Kim et al. (2012) also investigated System 4 intensively.
They found a cold bias in the equatorial Pacic but a warm bias in the North Pacic
and the North Atlantic. Generally they found that the skill for the 2m temperature
and precipitation anomalies is greater in the tropics than in the extra-tropics. Ad-
ditionally the skill for the 2m temperature and precipitation in the tropics appears
to be larger in strong El Nino years.
The UK Met Oce Global Seasonal forecast System 5 (GloSea 5; MacLachlan et al.,
2015) showed signicant skill for predicting the North Atlantic Oscillation (NAO;
e.g. Hurrell, 1995) for the European winter period (Scaife et al., 2014). Della-Marta
et al. (2010) investigated the skill of ECMWF System 3 (Anderson et al., 2007;
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which is the predecessor of System 4) and found skill for the 95th percentile of wind
speeds for the rst lead month but none thereafter, however. To the knowledge
of the author of this thesis however, Della-Marta et al. (2010) is the only study
dedicated to investigate the skill of the actual extreme wind speeds in seasonal
forecast systems. Renggli et al. (2011), however were one of the rst to investigate
the skill of windstorm events. Also there has been no examination of the drivers
of extreme wind speeds so far, especially for the seasonal-forecast-internal drivers.
Chapter 4 tries to ll this gap by rstly investigating the predictive skill of a seasonal
forecast system and secondly link the predicted extreme wind speeds with large scale
atmospheric drivers. By doing so potential shortcomings of the seasonal forecast
system might be discovered and addressed for future seasonal forecast products.
12
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1.5 Impact of winter windstorms
In his letter in 1854 Captain Richards gave a surprisingly detailed estimation of how
much damage the storm in 1854 had caused. Even more than 160 years after this
letter was written, the question of how much damage (or loss) is caused by wind-
storms is still a very dicult one to answer. In the actuarial sector loss (from any
natural peril) is usually made up of four dierent modules (Schwierz et al., 2010):
Hazard, Exposure, Value Distribution and Cover conditions. Especially the second
and third items on that list bear a large regional uncertainty. The resilience against
a windstorm for example is higher in countries where they occur more frequent.
Furthermore the distribution of the entities at risk (houses, cars, factories...) has
to be known on a very small scale in order to give realistic loss assessments. The
main problem when trying to calculate losses associated with windstorms (or other
natural perils) in the academic world is the lack of available (insured) loss data to
calibrate the damage function of a loss model.
There are a few studies using losses for the UK and especially Germany (Leckebusch
et al., 2007, Held et al., 2013 or Donat et al., 2011). However, the reported losses
cover only Germany and are on a time scale of around 10-15 years. Recently there
have been a few eorts to make the world of loss modelling a bit more accessible for
academia. The OASIS loss modelling framework (http://www.oasislmf.org) for
example provides an open source platform to use a selection of operational loss mod-
els developed by various companies. Another initiative is the open source natural
catastrophe (NatCat) loss model climada (Bresch and Mueller, 2017) which pro-
vides software to create probabilistic hazard sets, exposure data and to ultimately
calculate losses based on damage functions. It is a very extensive piece of software
13
CHAPTER 1. PREFACE
which also enables the user to investigate the impact of adaptation measures (e.g.
change of building code, ood protection...).
Besides the exposure and the value distribution there is also a lot of uncertainty re-
garding the hazard of windstorms. Recent reanalysis eorts are on a scale of roughly
one hundred years (e.g. ERA20C; Poli et al., 2016). Given the scarcity of highly
lossintensive windstorms this goes along with a large uncertainty regarding the loss
especially when going from the European to the country scale. In order to overcome
the lack of storms a common approach is to create probabilistic hazard sets that
use perturbations of actual events (e.g. Schwierz et al., 2010). Events created that
way, however, do not necessarily take into account all the environmental constraints.
Thus, some of the windstorms might physically not be possible.
Chapter 6 is designed to create a physically consistent windstorm hazard set from
seasonal forecast data and to estimate annual losses with the help of the NatCat
tool climada. Due to the setup of the seasonal forecast model more than 1500 model
years are available. Additionally this chapter further investigates the question of how
largescale patters (e.g. NAO) are linked with windstorms and in this case their
impact in particular. Therefore a composite study is performed to see whether or not
years with, for example, positive NAO indices bear a higher risk of losses compared
to years with negative NAO values. In a way this chapter ties all the other chapters
back to the letter of Captain Richards in 1854: It uses a quantication (chapter 2)
and largescale drivers (chapter 3) on a regional basis (chapter 5) in order to make
estimates about (monetary) losses (chapter 6). The report Captain Richards gave
in his letter around 160 years ago is therefore more topical than ever...
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Chapter 2
Severity quantication of European
Winter Windstorms
Measure what can be measured, and make measurable what cannot be mea-
sured.
 Galileo Galilei, Italian Polymath
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Abstract
This paper introduces the DistributionIndependent Storm Severity Index
(DISSI). The DISSI represents an approach to quantify the severity of excep-
tional surface wind speeds of large scale windstorms that is complementary to
the Storm Severity Index (SSI) introduced by Leckebusch et al. (2008a). While
the SSI approaches the extremeness of a storm from a meteorological and po-
tential loss perspective, the DISSI denes the severity in a climatological
perspective. The idea is to assign equal numbers to wind speeds of the same
extremeness (e.g. the 99th percentile). Especially in regions at the edge of the
classical storm track the DISSI shows more equitable severity estimates, e.g.
for the extratropical cyclone Klaus. In order to compare the indices, their
relation with the North Atlantic Oscillation (NAO) is studied, which is one of
the main large scale drivers for the intensity of European windstorms.
The following chapter is an edited and adapted version of the previously published
article:
Walz, M. A., Kruschke, T., Rust, H. W., Ulbrich, U., & Leckebusch, G. C. (2017).
Quantifying the extremity of windstorms for regions featuring infrequent events. At-
mospheric Science Letters, 18(7), 315-322.
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The initial idea of the publication that lead to the study for this chapter came from
Tim Kruschke. Henning Rust initially suggested the use of the Generalised Pareto
Distribution. Michael Walz carried out all of the analysis and created all the gures
that lead to the publication. The manuscript was written by Michael Walz with
Tim Kruschke and Gregor Leckebusch providing helpful comments which helped to
improve the quality of the manuscript.
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2.1 Introduction and Motivation
2.1.1 Background
Winter windstorms are among the biggest natural hazards occurring in the midlatitudes
causing human casualties as well as economic losses up to billions of Euros each year.
According to SwissRe the winter storm Kyrill, which strongly aected Central Eu-
rope on January 18th, 19th 2007 caused an economic insured loss of about $6.1
billion and casualties of 54 people (SwissRe (2016)). An approach to objectively
quantify the meteorological hazard is represented by the Storm Severity Index (SSI)
introduced by Leckebusch et al. (2008a). The SSI is widely used (e.g. Osinski et al.
(2016)) for assessing the severity of windstorms within the actuarial sector by link-
ing extreme surface winds (i.e. exceedances of the 98th percentile of local 6-hourly
wind speeds) to potential loss on buildings. Furthermore, the 98th percentile is used
as a criterion for identifying extreme windstorms in a wind tracking algorithm by
Leckebusch et al. (2008a) and further developed by Kruschke (2015). Equation 2.1.1
shows the mathematical denition of the SSI. The index t represents the time step,
k represents the grid cell and Ak represents the area of the associated cell divided









))3 ∗ Ak] (2.1.1)
The v98,k refers to the local 98th percentile of the kth grid cell which is the min-
imum wind speed at which damage on housing or nature is to be expected. This
relationship was established based on real damage experience (Klawa and Ulbrich
(2003)) which proved the assumption of Palutikof and Skellern (1991) who assumed
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storm damages to occur at about 2% of all days.
For the further development of the index the focus will be on the Meteorological
Contribution Γ to the SSI dened by Equation 2.1.2 which shifts and scales wind
speeds by the 98th percentile:
Γ = (vk,t − v98,k)/v98,k (2.1.2)
Due to the division by the 98th percentile, Γ3 becomes a dimensionless number so
that we cannot attribute a real physical meaning to it in contrast to v3 which would
represent the advection of kinetic energy.
2.1.2 Motivation for a supplementary severity index (DI
SSI)
Technically the SSI is an accumulation of wind speed excesses over a xed quantile
(percentile) for a given wind speed distribution; however the SSI does not take into
account the shape of the distribution of these excesses, i.e. the tail behaviour. This
becomes particularly obvious when estimating the SSI for areas with little storm
occurrence, i.e. it results in very large SSI values. The top panel of Fig. 2.1.1 il-
lustrates the reason for this eect: The two panels depict histograms of Γ (scaled
and shifted wind speeds, cf. Eq. 2.1.2) of a grid cell south of Iceland (called Iceland
hereafter) and on the Isle of Corsica. The coloured lines mark the 98th (red) and the
99th (green) percentile of the shifted and scaled distribution. The distance between
those two percentiles is larger for Corsica. This shows that the contribution of local
wind speed exceedances to the SSI can vary considerably between dierent regions
thereby assigning too much weight to regions which are rarely aected by intense
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Figure 2.1.1: Top: Histograms of the Meteorological contribution (Γ) as dened
in Equation 2.1.2 for Iceland (left) and Corsica (right). The distribution of the
events looks visibly dierent. The red line marks the 98th percentile, thus the cut o
threshold. The green line marks the 99th percentile, thus it illuminates the larger dif-
ference between the two percentiles for Corsica in comparison with Iceland. Bottom:
Quotient between the 99th and the 98th percentile of local wind speeds for Europe in
colour. Large values indicate a large dierence between the percentiles. The con-
tours depict the average track density per winter (ONDJFM; average number of
tracks within a 500 km radius around a given grid point).The quotient is clearly
larger in areas with a reduced windstorm frequency
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storms. Thus, the SSI cannot be used to directly compare the intensity of extreme
windstorm events.
This study aims at creating a metric for the extremeness of a storm purely based on
the shape of the tail of the local wind speed climatology. The desired outcome is to
create a severity index which assigns the same number/value to storms with equal
extremeness. For example, if there is a hypothetical storm over Iceland featuring
only wind speeds of the local 99th percentile it should be assigned the same value as
a storm featuring wind speeds of the local 99th percentile over the Mediterranean.
The SSI in its current denition would be larger for the storm in the Mediterranean.
As the index should be a spatially and time integrated index as the SSI as well, this
is trying to be achieved by creating parametric distributions for the tail of the distri-
butions for every grid cell. Thus, for every grid cell we want to obtain an individual
parametric distribution. We assume the new index to be independent of the nature
of the tail distribution (e.g. heavy or light) as we account for every local distribu-
tion individually and obtain unique parameters based on the local wind climatology.
Due to being independent of the local distribution and its resemblance to the original
SSI, the index is named DistributionIndependent Storm Severity Index (DISSI).
The DISSI is particularly useful when comparing storms occurring in and outside
of the main storm corridor. As an application, the two indices are correlated with
the North Atlantic Oscillation (NAO), as it is currently recognised to be the most
prominent driver of the inter annual variability of European storminess (e.g. Donat
et al. (2010), Pinto et al. (2009) or Ulbrich and Christoph (1999)). Due to its para-
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metric nature it is expected that the DISSI gives a more coherent and distinct link
for areas outside of the classic storm track as it is a smoother function compared to
the highly variable non-parametric SSI signal.
This paragraph shows in an exemplary way why the SSI tends to become large in
areas with little storm activity:
By denition of the SSI, the red line in Figure 6.3.1 is equal to 0. The histogram
for Iceland resembles a light tailed distribution whereas the histogram for Corsica
shows features of a heavy tailed distribution. Accordingly, the gap between the 99th
and 98th percentile is substantially dierent (0.68 for Iceland and 0.82 for Corsica).
Note that due to the cubic construction of the SSI (Eq. 2.1.1), Γ is taken to the third
power; for Corsica Γ is around 6 times larger than Γ3 for Iceland (cf. Tab. 2.3.1).
From a probabilistic perspective however both wind speeds are equally likely, i.e.
have an equal occurrence probability. As the SSI is an accumulated number, the
large dierences in individual Γ contributions result in systematically larger SSI val-
ues in areas with heavy tailed wind speed distributions (c.f. examples for storms
Klaus and Martin in Tab. 2.3.2).
Figure 2.1.1 (bottom panel) presents that problem on a larger scale: it depicts the
quotient of the local 99th and 98th percentile and the average storm frequency per
grid cell per extended winter season (i.e. how often on average a windstorm track is
detected within a 500km radius of a particular grid cell). Klawa and Ulbrich (2003)
calculated the same quotients for station data of wind speeds in various locations in
Germany. Their conclusion was that the quotient was suciently homogeneous for
the entire country. This assumption can be supported and conrmed by Fig. 2.1.1
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(bottom). Values above 1.1, however, indicate areas in which storms are subject
to large SSI values (for the reasons explained above), thus in particular Southern
and Eastern Europe. These areas coincide with regions of little storminess over the
winter period (less than 8-10 identied windstorm events per year).
2.2 Methods
2.2.1 Data and Event Identication
The wind speed data used for this work are taken from the ERA Interim reanalysis
(Dee et al., 2011) which is managed by the European Centre for Medium Range
Forecasts (ECMWF). The spectral resolution of ERAInterim is T255 which cor-
responds to a grid cell of 0.7°x 0.7°at the equator. An objective wind-speed-based
tracking algorithm (Leckebusch et al., 2008a; Kruschke, 2015) was applied to the
6hourly 10-m wind eld of the extended boreal winter period (OctoberMarch) in
order to extract windstorm trajectories. ERA Interim has been frequently used in
other ETC studies (Hodges et al., 2011). The NAO time series is obtained as the rst
principal component of a rotated EOF analysis of monthly (OctoberMarch) mean
700 hPa geopotential height anomalies for the North Atlantic domain (70°W-40°E,
30°N-80°N) as done by Hunter et al. (2016).
2.2.2 The DISSI
The derivation of the DISSI is based on the idea that excesses over a suciently
large threshold can be well approximated by a Generalized Pareto Distribution
(GPD). The approach of modelling excesses is one of the main concepts within
Extreme Value Theory (EVT; see e.g. Coles, 2001). Modelling excesses of geo-
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physical data with a GPD has been proposed in various other studies in connection
with extreme precipitation (e.g., Vrac and Naveau, 2007 or Cooley et al., 2007),
wind speeds (Kunz et al., 2010) and also SSI values (Donat et al., 2011; Held et al.,
2013). The concept of the DISSI is to understand the numerator of the SSI equation
(Eq. 2.1.1) as the exceedance of a threshold (i.e. the 98th percentile). In contrast to
the common method of determining a threshold for the GPD, the threshold is xed
at the 98th percentile for every grid cell. The goodness of t test provides satisfying
results for this threshold (see below). A new variable is introduced to which the
GPD is applied: v? is dened as the random variable of the excess wind speeds over
the local 98th percentile v98,k at grid cell k and time t:
v? = vk,t − v98,k | vl,t > v98,k (2.2.1)
Estimating parameters of the GPD for v? (using the ismev library in R; Heernan
et al., 2012) results in a pair of shape (ξ) and scale parameters (σ) for every grid cell.
To get an idea of how well the GPD performs in describing v? in the midlatitudes,
a KolmogorovSmirnovtest (kstest) is used to assess the goodness of t of the
GPD distribution at every single grid point. Most grid cells over the North Atlantic
and Europe do not show distances larger than the critical value D of the ks-test at
the 5% signicance level. Between 30°N and 70°N only 6% (2578 grid cells out of
43520) of all grid cells fail the test.
A potential spatial dependence of neighbouring grid cells is neglected as each grid
cell is considered as an individual contributor to the DISSI, although spatial de-
pendence would potentially increase the amount of rejected cells. Being aware of
the weaknesses of the ks-test when distributional parameters are estimated from
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the sample and the multiple-testing setting, we still consider this test as evidence
that a GPD represents a suciently good model of v? in our region of interest. To
avoid the problem with estimated distributional parameters, one could simulate the
distribution of the test-statistic under the Null for every grid point. However, we
consider this as too costly for the scope of this study here.
Analogous to the equiprobability transformation to yield the Standardized Precip-
itation Index (SPI; cf. Lloyd-Hughes and Saunders, 2002, their Figure 1 shown
here as Figure 2.2.1), the GPD tted cumulative probability distribution of v? is
transformed into a standard exponential distribution. This equiprobability trans-
formation is performed to map the empirical cumulative density function (ECDF)
of each individual GPD distribution onto comparable values. Technically the choice
Figure 2.2.1: This gure represents an exemplary equiprobabilty transformation
(taken from Lloyd-Hughes and Saunders, 2002). The cumulative probability of the
tted values (left side) are mapped onto the probabilities of the new distribution. In
the case of the DISSI this would be the standard exponential distribution.
of distribution to transfer the GPD to is arbitrary as it only determines the range
of the index values. As the GPD is part of the exponential family we choose a stan-
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dard exponential here (rate λ = 1). Equation 2.2.2a denes the transformed value x:
by equating the GPD (on grid cell level) with the standard exponential probability
distribution for x. The equation is then solved for x. The resulting Eq. 2.2.2b gives
the contribution to the DISSI of a single grid cell where ξ represents the shape and
σ the scale parameter of the GPD distribution.











) = x (2.2.2b)
The denition of the (integral) DISSI in turn is the result of the summation of
the contributions x over the entire footprint of a respective storm, equivalent to the
denition of the SSI (compare Eq.2.1.1 and Eq. 2.2.3).








ln(1 + (ξv?)/σ)Ak] (2.2.3)
2.3 DISSI in practice and in comparison the SSI
Table 2.3.1: Meteorological and DISSI contributions of the two example grid cells.
Note that the contribution of the grid cell in Corsica is more than ve times larger,
although the wind is of the same extremeness in both cases.
Γ3 in a single
grid cell for a surface wind
equal to the 99thpercentile
DISSI contribution in a
single grid cell for a surface
wind equal to the 99th percentile
Iceland 2.05 · 10−4 0.71
Corsica 1.24 · 10−3 0.67
Theoretical value  0.69
In order to compare the SSI contributions Γ to its DISSI equivalents (x in Eq. 2.2.2b),
both were calculated for the grid cells described in Chapter 2.1.2. As opposed to
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the SSI contribution for that particular grid cell, which diers by a factor of almost
20, the DISSI contribution is almost equal for the two wind speeds (see Tab. 2.3.1).
The 99th percentile of the original wind speed distribution Vk at grid cell k is equal
to the 50th percentile of v? (as only wind speeds above the 98th percentile are con-
sidered). By denition of the standard exponential distribution its 50th percentile
(median) is equal to ln2 = 0.69 (theoretical value in 2.3.1). Thus a wind speed vk
equal to the 99th percentile results in a DISSI contribution x of 0.69.
Table 2.3.2: Integral SSI and DI-SSI values for some prominent European wind-
storms. The rank of severity for the respective index is denoted in brackets. Note
that storms which occurred outside of the main storm tracks feature relatively large
SSI values (e.g. Klaus, Martin, Xynthia, Torsten) compared to the ones within the
main storm track (Daria or Jeanette). This applies especially for the SSI/DISSI
values per time step. The largest discrepancy in terms of rank of the integral values
is observed for Martin and for Vivian/Klaus for time step based values.
Storm Date Integral SSI value Integral DISSI value SSI per time step DISSI per time step References
Daria 2326 January 1990 26.69[7] 1940.20[4] 2.05[8] 149.25[5] Heming (1990)
Vivan 2528 February 1990 58.52[2] 4126.34[1] 3.90[4] 275.10[1] McCallum and Norris (1990)
Anatol 24 December 1999 23.57[8] 1565.67[6] 1.81[9] 120.44[8] Ulbrich et al. (2001)
Martin 2628 December 1999 43.81[4] 1435.09[8] 5.48[2] 179.39[3] Ulbrich et al. (2001)
Torsten 1013 November 2001 15.94[9] 789.95[9] 2.66[6] 131.66[7] Tripoli et al. (2005)
Jeanette 2531 October 2002 32.53[6] 1576.27[5] 2.32[7] 112.60[9] Parton et al. (2009)
Kyrill 1524 January 2007 53.03[3] 2439.57[2] 4.08[3] 187.66[2] Fink et al. (2009)
Klaus 2328 January 2009 74.30[1] 2117.52[3] 5.72[1] 162.89[4] Liberato et al. (2011)}
Xynthia 26 February7 March 2010 37.92[5] 1459.10[7] 3.45[5] 132.65[6] Lumbroso and Vinet (2011)
Table 2.3.2 presents integral values of the SSI and DISSI for some of the most
prominent European windstorms. As expected storms that occurred on the edges
of the classical storm track yield comparatively large SSI values. One of the most
striking example is represented by windstorm Klaus (Liberato et al., 2011) whose
SSI value is almost three times as large as the respective value for windstorm Daria
(Heming, 1990), whereas their DISSI values are almost of the same magnitude.
Similar conclusions can be drawn from the storms Klaus and Kyrill (Fink et al.,
2009): The DISSI is similar for both events; however the SSI is about 1.5 times
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larger for Klaus. Thus, judging from the SSI it appears that storm Klaus was far
more intense than both Daria and Kyrill. The dierent assessment of severity for
storms in dierent climatic background conditions is even more striking when com-
paring average SSI/DISSI values per time step. Klaus and Martin (Ulbrich et al.,
2001) which follow similar tracks across Southern and Central Europe exhibit the
largest SSI values per time step whereas the largest DISSI per time step can be
identied for Vivian and Kyrill. Daria, Klaus and Vivian show the largest dierence
in rank if assessed by the average value per time step.
The largest DISSI is associated with the storm Vivian (McCallum and Norris,
1990) which ranks second with regard to the SSI ranking. The large magnitude of
the DISSI can potentially be explained by very extreme winds observed over the
Atlantic Ocean (cf. Figure A.1.1). As shown for storm Klaus in Chapter 2.2.2, the
DISSI contributions over the sea are considerably larger than for the SSI. Thus, a
storm with extreme surface winds over the sea is subject to high DISSI values as
the DISSI is purely based on the extremeness of wind speeds without any potential
impact consideration. The biggest discrepancy between the respective rankings for
the integral values of the storms is observed for storm Martin (4th compared to 8th)
which is in line with the arguments for storm Klaus.
An application of both indices is shown in Fig. 2.3.1 (left panel) where the corre-
lation of the annual storm intensity (annual sum of all SSI/DISSI contributions
within a 500 km radius around a grid cell) and the annual storm occurrence per grid
cell is presented. Hunter et al. (2016) showed a similar gure (their Figure 4(a))
using the vorticity as a severity metric. The coherent area of signicant values over
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Scandinavia is smaller compared to their results. The overall pattern looks fairly
similar though, with most of Scandinavia showing positive correlations, implying
that seasons with more storms also feature more intense storms. Especially for the
Figure 2.3.1: Left panel: Correlation between the storm frequency and storm in-
tensity (SSI on the top; DISSI in the middle) for each grid cell. Correlation coef-
cients signicant at the 5% level are stippled. There is a signicant link between
more storms and more intense storms for much of the North Atlantic and Scan-
dinavia. Right panel: Correlation coecients between the yearly NAO time series
and the yearly windstorm intensity on grid cell level (SSI on the top; DISSI in the
middle). Again correlation coecients signicant at the 5% level are tagged. Bottom
row: Dierences between the respective correlations. Positive values represent areas
where the correlation for the DISSI is larger compared to the SSI. This is the case
for most of the North Atlantic Domain.
DISSI (middle-left panel) there is a large area of signicant correlation between
occurrence and intensity southwest of the British Isles that is not visible in their
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gure. This indicates the enhanced capability of the DISSI to characterise intense
and unusual wind speeds not only over land but also over the sea compared to us-
ing vorticity as a severity metric. This is in line with the large DISSI value for
windstorm Vivian for the DISSI is capable of quantifying extreme surface winds
regardless of their occurrence. This is also supported by the dierence between the
two correlations shown in the bottom-left panel of Fig. 2.3.1 as most areas over the
Central Atlantic are positive, thus denoting larger DISSI correlations.
2.3.1 SSI and DISSI compared for a European storm exam-
ple
Figure 2.3.2 serves as an example of how the previously discussed dierences be-
tween the SSI and the DISSI arise: The gure shows a snapshot of the footprint
of storm Klaus (Liberato et al., 2011) and the footprint of the entire storm in the
bottom right panel. The overall footprint of the storm looks exactly the same by
denition as the local 98th percentile is used as a detection criterion in the storm
tracking algorithm. The geographical intensity distribution however is dierent for
the two indices (both indices are standardised for comparison). Whereas the SSI has
its largest contributions over land on the northern coast of the Iberian Peninsula, the
DISSI has in fact its largest contributions over the sea just north of the northern
coast of Spain. This area coincides with the area of the most extreme wind speeds.
This dierence becomes more obvious when looking at the dierences of the contri-
butions of both indices. The coast line of the Iberian Peninsula represents an almost
perfect segregation between negative and positive dierences. This is according to
the expectation regarding the features of the SSI and DISSI.
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The SSI can be used well to assess the potential damage to infrastructure, however
judging from this gure it would seem that the wind speeds over the Atlantic do not
have the same exceedance probability as they have over land. The DISSI draws
a dierent picture: Albeit still showing large values over land, the more extreme
values are apparent over the ocean indicating that the wind speeds in that area were
even more exceptional with regard to their climatological wind speed distribution.
This supports the arguments regarding the large DISSI for the storm Vivian in
Chapter 2.2.2.
2.4 Intensity indices in connection with the NAO
A more quantitative comparison is supplied in the right panel of Fig. 2.3.1. These
two gures show the correlation coecients between the annual winter NAO time
series and the annual intensity time series per grid cell for the SSI and DISSI re-
spectively. Grid cells with a correlation coecient signicantly dierent from zero
at the 5% level are stippled. This correlation does not necessarily prove any physical
evidence, however it indicates that the correlation was unlikely if the null hypothesis
was true. Considering this fact, both maps show a signicant link between the NAO
and the intensity of European windstorms for most of Europe. However, overall
there are more signicant grid cells for the correlation using the DISSI compared
to the SSI. This applies especially to large parts of southwest France, parts of North-
ern Africa and some areas in northeast Europe, thus regions which are aected less
frequently by large scale windstorms.
The largest dierence in correlation is observed south of Greenland and around
Iceland. According to the bottom panel of Fig 2.1.1 these areas are also on the
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Figure 2.3.2: Footprint of storm Klaus on 24 January 2009 with SSI contributions
shown on the top left, the DISSI contributions on the top right and the dierences
between the both values on the bottom left. The footprint of maximum wind speeds
(m · s−1) for the entire storm is shown in the bottom right panel. Both SSI and
DISSI were standardized for comparison reasons. Positive values indicate grid cells
with larger SSI contributions value; negative values indicate larger DISSI contri-
butions. There is a distinct separation represented by the coast line of the northern
and western coast of the Iberian Peninsula.
edge of the storm track. This is another indication showing that the DISSI is a
suitable metric to quantify extreme windstorm events occurring outside the main
storm track. The correlation pattern within the main storm track (central North
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Atlantic) is almost equal for both indices This supports the expectation that they
behave fairly similar given the amount of storms per grid cell is suciently large.
Thus, the DISSI is a useful metric to represent the extremeness of wind speeds both
in areas with little annual storm activity and also in areas with increased storminess.
2.5 Summary and Discussion
This study introduces the Distribution independent Storm Severity Index (DISSI):
It serves as a quantication of extreme windstorms, especially for those occurring
outside of the main storm tracks. Due to strongly diverse wind climatologies in
dierent regions, the actual wind speed is an improper metric for the assessment of
extremeness. A widely used index, especially in the impact community is the SSI
developed by Leckebusch et al. (2008a). The SSI is a metric that relates extreme
winds to their potential damage on housing or infrastructure, whereas the newly
introduced DISSI assesses the severity of exceptional wind speeds based on their
occurrence probability: Wind speeds with the same occurrence probabilities con-
tribute in an equal way to the DI-SSI index regard less of the location of the storm
event. In case of the SSI contributions from areas with heavytailed distributions
would be weighted more.
SSI/DISSI values are presented for nine prominent European winter storms. These
values reveal the dierence between the two indices. The largest SSI values arise
for storms occurring on the edges of the storm track (Klaus, Martin), whereas the
DISSI ranks storm Vivian and Kyrill as the most severe events.
In connection with the NAO index, the DISSI time series shows a more coherent
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area of signicant correlation over Southwest Europe and also the Baltic Sea area
compared to the SSI. This proves the capability of the DISSI to assess the severity
of extreme winds both inside and outside of the main storm track. A larger area
of correlation is also apparent for the correlation between frequency and intensity.
The overall pattern of correlation for both indices is in agreement with Hunter et al.
(2016). The results imply that especially within the main storm track in the North
Atlantic and for most parts of Scandinavia, seasons with many storms also tend
to feature more intense storms. This is in accordance with Vitolo et al. (2009)
who found that serially clustered seasons are likely to spawn more intense storms.
Technically, the SSI is easier to compute than the DISSI for it only requires wind
speed data on grid cell level and no tting of a statistical model. The DISSI
requires more processing of the data, however it is a useful additional tool to assess
the severity of storms/extreme winds regardless of their geographic occurrence.
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Chapter 3
Large scale drivers and temporal
variability of Windstorms
Essentially, all models are wrong, but some are useful.
 George E.P. Box, British Statistician
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Abstract
Winter windstorms are known to be amongst the most dangerous and loss
intensive natural hazards in Europe. In order to gain a better understanding
of their variability and driving mechanisms, this study analyses the temporal
variability which is often referred to as serial or seasonal clustering. This is
realised by developing a statistical model relating the winter storm counts to
known teleconnection patterns aecting European weather and climate con-
ditions (e.g., North Atlantic Oscillation (NAO), Scandinavian Pattern (SCA),
etc.). The statistical model is developed via a stepwise Poisson regression ap-
proach that is applied to windstorm counts and large scale indices retrieved
from the ERA-20C reanalysis. Signicant large scale drivers accountable for
the inter-annual variability of storms for several European regions are identi-
ed and compared. In addition to the SCA and the NAO which are found to be
the essential drivers for most areas within the European domain, other telecon-
nections (e.g. East Atlantic Pattern) are found to be more signicant for the
inter-annual variability in certain regions. Furthermore, the statistical model
allows an estimation of the expected number of storms per winter season and
also whether a season has the characteristic of being what we dene an active
or inactive season. The statistical model reveals high skill particularly over
British Isles and Central Europe, however even for regions with less frequent
storm events (e.g., Southern and Eastern Europe) the model shows adequate
positive skill. This feature could be of specic interest for the actuarial sector.
The following chapter is an edited version of the previously published article:
Walz MA, Befort DJ, Kirchner-Bossi NO, Ulbrich U, Leckebusch GC. Modelling
serial clustering and inter-annual variability of European winter windstorms based
on large-scale drivers. Int J Climatol. 2018;38:3044-3057.
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This study is the result of a project with the Risk Prediction Initiative (http:
//rpi.bios.edu/) which was won by Gregor Leckebusch and Uwe Ulbrich. Nicolas
Kirchner-Bossi carried out some initial data processing (calculation of the monthly
indices and tracking of the storm events). Michael Walz and Daniel Befort developed
the statistical model used in this study. Michael Walz carried out the analysis and
produced all the gures which ended up in the publication except for Figure 3.3.1
which was produced by Nicolas Kirchner-Bossi and Figure A.2.1 which was created
by Daniel Befort. The manuscript was written by Michael Walz with Daniel Befort
and Gregor Leckebusch contributing to the writing.
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3.1 Introduction
Winter windstorms embody a prominent feature of the European climate. They
are often accompanied by severe surface winds that can result in extensive socio-
economic losses. More than half of the insured loss caused by natural hazards
in Central Europe emanates from extreme winter windstorms (MunichRe, 2007).
Various studies have discussed the potential forcing factors inuencing the inter-
annual storm variability expressed in increased or decreased numbers of potentially
destructive cyclone systems per season. An atmospheric variability pattern that
is frequently considered in connection with the occurrence of winter storms is the
North Atlantic Oscillation (NAO; Walker, 1928, Hurrell, 1995). The association be-
tween the NAO and European storminess has been extensively examined in previous
studies. Pinto et al. (2009) showed that a positive NAO phase is in favour of growth
conditions of storms compared to a negative NAO phase. Likewise, Donat et al.
(2010) found that more than 20% of storm days occur within a strongly positive
NAO phase even though this period is found on less than 7% of all days.
Other atmospheric teleconnections that have been detected as driving factors for the
variability of the European winter climate include the East Atlantic/West Russia
pattern (EA/WR, e.g. Lim, 2015) or the Scandinavian pattern (SCA, e.g. Bueh and
Nakamura, 2007). Seierstad et al. (2007) related extra-tropical storminess, dened
as monthly mean variance of high-pass ltered sea level pressure, to large scale pat-
terns by using a Gamma regression. They showed that ve teleconnection patterns
are signicant at the 5% level with regard to explaining the inter-annual variabil-
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ity: NAO, SCA, East Atlantic Pattern (EA), EA/WR and the Polar Pattern (POL).
More recently, Hunter et al. (2016) found a signicant correlation between cyclone
counts in Scandinavia and the SCA index. In terms of a physical link between large
scale patterns and European storminess Woolings and Blackburn (2012) could de-
tect a link between the NAO and the EA on the location and strength of the North
Atlantic Jet Stream which is in turn responsible for increased or decreased stormi-
ness during the European winter. This link works both ways as the Jet Stream also
has an impact on the NAO and the EA and vice versa.
Other studies suggest that variations in the sea surface temperature (SST) in the
North-Atlantic also act as an important driver of variability of European storminess.
Periods of high decadal storm activity were identied to be preceded by a phase of
a weak North-Atlantic meridional overturning circulation (MOC) by Nissen et al.
(2014). This is due to a distinctive change in the mixed ocean layer heat content
(OHC).
Saunders and Qian (2002) and Czaja and Frankignoul (2002, 1999) found a Horseshoe-
shaped anomaly pattern of North Atlantic SST in summer and autumn that exhib-
ited a strong link to the NAO in the subsequent winter. These ndings could be
supported by Renggli (2011), who showed that a horseshoe pattern in autumn is
linked to windstorm frequency in the subsequent winter. One of the factors iden-
tied for the extreme storm season of the winter 2013/14 by Wild et al. (2015), is
the meridional temperature gradient between the North-American continent and the
SSTs in the West-Atlantic. According to their study there is a signicant correlation
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between this temperature gradient and windstorm occurrences over the Eastern At-
lantic, the Iberian Peninsula and the south west of the British Isles.
Understanding the serial clustering of winter windstorms is a key component in
comprehending their inter-annual variability. It is of particular interest within the
actuarial industry as temporal clustering is responsible for large accumulated losses
over an entire storm season. Seasonal clustering has been investigated statistically
by Mailier et al. (2006), Vitolo et al. (2009) and Pinto et al. (2013). Their stud-
ies reveal the overall pattern of cyclone clustering (over-dispersion) on both sides
and downstream of the North Atlantic storm track, while under-dispersion is found
around the entrance of the storm track, hence close to Newfoundland. Recently,
Pinto et al. (2016) showed that the statistical features of serial clustering and the
inuence of the NAO on serial clustering are independent from the storm/cyclone
tracking algorithm used to identify the events.
The common statistical denition of seasonal clustering is to examine the deviation
of a windstorm count time series from the Poisson distribution which features equal
mean and variance. Thus a natural approach is to verify to what extent the an-
nual storm count time series follows a random point process or if the occurrences
of storms are of a more systematic nature resulting in unequal mean and variance.
This is realised by a dispersion statistic (variance to mean ratio) which is used to
quantify the deviation from the random Poisson process. Vitolo et al. (2009), for
example, found that monthly clustering is linked with the intensity of the storms.
Thus, clustered seasons are likely to feature more intense windstorms than on av-
erage. Additionally, they were able to reproduce the dispersion statistic by using a
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Poisson regression model in connection with some of the large scale teleconnection
patterns discussed above. Mailier et al. (2006) came to a similar result as they
also identied 5 teleconnection patterns (NAO, EA, SCA, EA/WR, POL) that have
a signicant impact on the inter-annual variability of cyclone counts for Europe,
noting however that only the NAO by itself is not capable of explaining the entire
variance.
Economou et al. (2015) looked at the capability of 17 CMIP5 models to capture the
clustering which is observed in the reanalysis data. In particular in the northern and
the southern part of the Atlantic storm track and over Western Europe they were
able to show the over-dispersion of extreme wind storms counts. Additionally they
found that the variability of the NAO explains a large part of this over-dispersion
in the historical runs for the same areas. The question that arises from the results
of these previous studies is, if serial clustering can be explained and modelled by a
statistical model, thus if large scale drivers can be directly utilized to estimate the
amount of windstorms per season and thus the serial clustering of the overall time
series. To examine these questions this paper is aiming at answering two central
questions:
(a) Looking at dierent predened regions in Europe: What are the main drivers
responsible for serial clustering in a particular region?
(b) After having identied several prominent drivers: Where is the main area of
inuence of these predominant European drivers on the inter-annual variability
of windstorms?
Question (a) is addressing the impact perspective of serial clustering as the regions
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are roughly in accordance with areas used within the actuarial sector whereas ques-
tion (b) is examining this topic from a more physical angle: As the dened regions
within the actuarial sector might split some of the areas of inuence, our goal is to
exactly locate the zone of inuence of the dominant large scale drivers on the inter-
annual variability of windstorms. In order to precisely allocate drivers to dierent
areas in Europe we are answering question (b) on grid cell level, thereby creating a
map of drivers for the European domain.
The intention of this study is to gain a better understanding and to quantify
the inter-annual variability of winter windstorm occurrence over Europe. This is
achieved by investigating the inuence of previously discussed teleconnections as
well as testing further potential large scale drivers that have not been examined as
thoroughly with regard to winter windstorms. Due to its importance for e.g. the
insurance sector special focus is put on the link between these large-scale drivers
and serial clustering.
As the reanalysis product ECMWF ERA-20C (Poli et al., 2016) is relatively new,
this investigation has never been carried out on the time scale of an entire century.
We are aware of the potential handicap of ERA-20C due to the lack of constraints
for the reanalysis especially in the rst half of the 20th century. As the scope of this
study is solely the understanding of the physical drivers of windstorms, however, we
leave the assessment and validation of this reanalysis product to further studies and
also refer the reader to Befort et al. (2016) who compared the windstorm climatolo-
gies in ERA-20C and NOAA 20CR (Compo et al., 2011).
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Additionally all previous studies on serial clustering of winter storms (e.g. Mailier
et al., 2006 or Vitolo et al., 2009) utilised mean sea level pressure (MSLP) based
tracking schemes to identify storm events whereas this study applies a wind based
tracking algorithm. Additionally, the map of drivers could provide a useful overview
over the spatial distribution of large scale drivers across the European domain.
3.2 Data
The ECMWF reanalysis ERA-20C (Poli et al., 2016) was used to identify windstorm
events (featuring trajectories and footprints) for the core winter season December-
February (DJF) during the past century using a wind tracking algorithm which is
based on the local exceedance of the 98th percentile of wind speeds (Befort et al.,
2016, Kruschke, 2015, Leckebusch et al., 2008a). The identied windstorm trajec-
tories are used to determine track densities of annual windstorm counts. This is
done either as simply counting annual windstorms passing through one of the seven
regions (cf. Figure 3.2.1) or, for the grid cell approach, as annual windstorm counts
passing through a 500km radius around each 1° grid cell. Stalling or slow moving
systems are only counted once for a respective grid cell ensuring a correct count
number of storms. The respective time series of counts (either for the region or for
the grid cell) is used as the predictant for the regression approach.
The pool of potential large scale drivers (predictors) contains 20 normalized and
standardised (by the standard deviation) index time series, including the 10 leading
rotated EOFs (Figure A.2.1 in the Appendix) of 700 hPa geopotential height anoma-
lies over the northern hemisphere (calculation according to <http://www.cpc.ncep.
noaa.gov/data/teledoc/telecontents.shtml>), the station based NAO index
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Figure 3.2.1: Dened European sub-regions. R1: British Isles, R2: Central Eu-
rope, R3: British Isles + Central Europe(R1+R2), R4: Scandinavia, R5: Eastern
Europe, R6: Iberia, R7: Mediterranean.
and several SST related indices. A varimax rotation method was used for the ro-
tation of the EOFs (Kaiser, 1958). The advantage of the rotated EOFs over the
nonrotated ones is the fact that they are more easily interpretable as loadings of
medium magnitude are either increased or decreased so that the variance is max-
imised. Hence the name varimax rotation. In contrast to nonrotated EOF time
series, rotated ones can be correlated. This is not a problem however, as we per-
form a check for colinearity while constructing the model selection (see VIF below).
Table 3.2.1 gives an overview of the nomenclature of the indices as used in the paper.
The complete list plus the denition used to derive each index can be found in Ta-
ble A.5.1 in the Appendix. The Quasi-Biennial Oscillation (QBO) time series in
the pool of potential drivers was kindly provided by Brönnimann et al. (2007) and
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Table 3.2.1: Large scale indices nomenclature as used in the paper.
Index name Long name
QBO30 Quasi-Biennial Oscillation (30 hPa)
QBO70 Quasi-Biennial Oscillation (70 hPa)
AMO Atlantic Meridional Oscillation
HSI Horse-Shoe-Index
SSTS Southern Box of HSI
Tdif.Nam Temperature dierence North America  West Atlantic
W.Atl T West Atlantic SST
NINO3.4 Nino 3.4 index
NAO.Is.Li Station Based NAO index
PDO Pacic Decadal Oscillation
West Pac West Pacic Pattern (EOF)
PNA Pacic-North American pattern (EOF)
EOF10 West Pacic pattern II (EOF)
EA.WR East Atlantic/West Russia pattern (EOF)
EA East Atlantic pattern (EOF)
SCA Scandinavian Pattern (EOF)
TNH Tropical Northern hemisphere (EOF)
EP.NP East Pacic/North Pacic pattern (EOF)
POL Polar index (POL)
Sea Ice Northern Hemispheric sea ice cover
is thus not calculated from the ERA-20C reanalysis. The sea ice index time series
is constructed by normalising and standardising the northern hemispheric sea ice
extent between 40°N and 90°N during the core winter season (DJF) from ERA-20C.
The 20 predictors were tested for co-linearity by calculating the variance ination
factor (VIF, e.g. O'brien, 2007) for each potential predictor. The VIF reects the
proportion of variance in one predictor that is explained by all the other predictors
in the model. In practice the VIF is calculated for each variable as the reciprocal
inverse of the coecient of determination. A VIF of 1 would indicate no co-linearity,
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whereas larger values suggest increasing colinearity between the predictors. The
common threshold used as a cut o value is a VIF of 10 (e.g. Hair Jr et al., 1995).
Based on the VIF criterion and the skill of the model, the NAO derived from EOF
analysis was discarded as the stationbased index yielded higher correlations with
annual storm counts.
3.3 Development of the statistical Poisson model
This section shall provide an overview of the two perspectives used in this study:
Firstly the regional, more impact based statistical model is introduced. Ensuing,
the grid cell based Poisson model approach is described in detail. In order to inves-
tigate regional characteristics of windstorm clustering in Europe, a statistical model
is developed for 7 dierent European sub-regions. These regions are dened by both
meteorological and socioeconomic criteria which are widely used in the actuarial
sector (cf. Figure 3.2.1). As described in Chapter 3.2, the amount of storms per
core winter season (DJF) within the limits of a region is counted and used as the
predictant in the stepwise regression approach.
The procedure of nding the main large scale drivers for every region is based on
a stepwise AIC (An Information Theoretic Criterion; Akaike, 1974) approach. The
AIC is an information-theory-based (e.g. Jaynes, 1957) estimate of how much in-
formation is lost if using a statistical model instead of the actual physical relation.
Thus, the AIC can be used as a tool for model selection when dierent models are
available. Part of the selection process is the trade-o between the goodness of t
of the model and the complexity of the model, as the number of parameters to be
estimated k, as well as the maximum of the likelihood function L for estimating the
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regression coecients are part of the AIC score (cf. Equation 3.3.1).
AIC = 2k − 2 ln L (3.3.1)
The model yielding the smallest AIC is declared as the chosen/winning model. Un-
like other model selection criteria, e.g. the F-test, the AIC score does not provide
any evidence about the absolute quality of the model. Thus, in case all available
models are poor, there is still a winning model albeit it being of poor quality. To
account for that the chosen predictors of the best AIC model are tested for statis-
tical signicance using a Wald - or χ2 test (e.g. Agresti, 2003). Only predictors
signicant at the 5% level are included in the nal model.
The selected predictors for every region are further used for to t a Poisson Gen-
eralised Linear Model (GLM). As the Poisson GLM is the recognised model for
modelling count data (e.g. Vitolo et al., 2009) we consider it to be the natural
choice. Due to a signicant trend in windstorm counts identied in Befort et al.
(2016), a linear time trend coecient is added to the Poisson GLM. The model
denition is given by Equation 3.3.2a:
y(t) represents the number of storm counts in season t, λ(t) represents the Poisson
mean, x1(t) represents the time (108 DJF seasons) and the xi(t) represent the pre-
viously selected large scale drivers. The coecients for the respective predictors are
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labelled with βi.




The model is intended to capture the observed serial clustering given by the overall
dispersion statistic over these 7 regions. The clustering dispersion score (Mailier
et al., 2006) estimates how well the model is capable of reproducing the clustering
of the entire time series. It is assessed through the index of dispersion (D), also
referred to as the Variance-to-mean ratio, where the mean and the variance are





The mean and variance are equal for an ideally Poisson distributed variable (leading
to D = 0), thus the occurrence of an event is independent (in a statistical sense)
of the timing of the previous event. This implies that a deviation of D from 0 sug-
gests some kind of a serial dependence of successive statistical events. In terms of
windstorms this indicates that successive storm seasons might not be independent
of each other. This deviation of D from zero is the denition/quantication of irreg-
ularity, or in terms of windstorms, clustering. If the index of dispersion D is larger
than 0 the time series is considered to be overdispersed (thus following a negative
binomial distribution). Referring to the annual storm counts this implies that the
occurrence of storms happens in clusters for individual years. The model for all
seven dierent regions is compared via the clustering dispersion bias (Dmodel−Dobs)
thus, the dierence between the modelled dispersion statistic and the actually ob-
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served dispersion statistic D, which is calculated from ERA-20C directly.
As the dispersion statistic D by itself conveys no information about the clustering
that happens within a particular season, we have decided to assess the regular-
ity/irregularity of a particular season by a metric which we name active or inactive
season. A season is considered an active season (AS) if it spawns more windstorms
than one standard deviation above the long-term mean. Equivalently, a season is
considered an inactive season (IAS) if it features fewer windstorms than one standard
deviation below the mean.
ASr,t = Ctsr,t |Ctsr,t > µr + σr (3.3.4a)
IASr,t = Ctsr,t |Ctsr,t < µr − σr (3.3.4b)
Here µr represents the mean of the long term storm count time series in region r
and σr represents its standard deviation. Ctsr,t represents the windstorm count for
DJF t in region r. The amount of IAS/AS is compared for the observations and
the model. This second metric represents an aspect of serial clustering that is more
tailored towards the actuarial community as it conveys information on whether or
not a season features above or below average storm counts, thus an increased or
decreased likelihood of two or more storms in succession.
To examine in how far the Poisson GLM is able to reproduce these active and inac-
tive seasons we dene a hit rate (HR): The hit rate is dened as the quotient of the
count of correctly predicted and observed active or inactive seasons over the number
of observed active/inactive seasons within the entire time series. This metric is used
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to assess the model's ability to capture active and inactive season. The HR will be
given as a percentage of correctly predicted active seasons. Thus, regardless of the
actual count of storms, a season is considered to be predicted correctly if it exceeds
the AS or IAS thresholds.
All comparisons are made to the observed windstorm counts derived from ERA-
20C. In order to account for potential over tting a 10-fold cross validation method
(Krstajic et al., 2014) is applied to the statistical model for all seven regions. The
skill scores presented in the tables in Chapter 3.4.1 are calculated using the cross-
validated model.
In order to examine the physical perspective of the inuence of large scale drivers
on the inter-annual variability of windstorms (represented by track density) on grid
cell level, we implemented an independent Poisson GLM approach for every grid cell
using ve predominant drivers which are partly taken from literature (e.g. Mailier
et al., 2006 or Vitolo et al., 2009) and partly from results of the impact based sta-
tistical model. As the intention is to comprehend annual windstorm count on grid
box level, a Poisson regression model appears as the natural choice again (cf. Equa-
tion 3.3.2a).
An annual track density of windstorms per core winter season (DJF) is calculated on
a 1° grid cell level for the North Atlantic domain (40°W-40°E, 30°N-80°N) for the 108
years of ERA-20C data. Subsequently, a Poisson regression is carried out in which
the track density time series per grid cell is regressed against the ve dened large
scale indices. The intention for doing so is to create a map of drivers, thus a spatial
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distribution of the predominant large scale drivers accountable for windstorms in the
North Atlantic domain. The predominant drivers are identied by determining the
signicant predictor (using a χ2-test at a 5% signicance level) with the largest
absolute regression coecient (out of the ve available drivers) of the Poisson for
every grid cell, respectively. Jointly the ve most common drivers of the serial
clustering model appear as the predominant driver in over 95% of all grid cells.
Results for the grid box level analysis will be presented in Chapter 3.4.2
3.4 Results
3.4.1 Identied large scale drivers for serial clustering for 7
European regions
The large scale drivers for the seven European regions that are identied by the
Poisson GLM AIC approach are presented in Table 3.4.1. The magnitude of the
regression coecient quanties the relative importance of every selected drive. Thus,
if, for example, regression coecient β2 for the SCA pattern increased by 1 unit, the
impact on the statistical model would be exp(β2 + 1) times higher. As a result this
implies that the larger the regression coecient, the higher the relative importance
of the associated large scale driver. The regression coecient β1 associated with the
linear time trend is signicantly positive across all seven regions, thereby conrming
the identied trend in windstorm in Befort et al. (2016) for the entire domain.
Across all regions the SCA, the EA and the (station-based) NAO index appear as
the main drivers of serial clustering of windstorms as well as for the drivers of active
and inactive seasons. The temperature gradient between the North American con-
tinent and the Western Atlantic SSTs (introduced by Wild et al., 2015) also proves
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Table 3.4.1: Selected drivers for the Poisson GLM modelling the serial clustering of
windstorms. The drivers are sorted by the magnitude of their regression coecient.
Values above the dashed line represent positive values; values below the line are
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to be of importance related to windstorm clustering especially for the British Isles,
Central Europe and the Iberian Peninsula. This is in accordance with their nd-
ings of a statistically signicant correlation between this temperature gradient and
windstorm counts over the Iberian Peninsula (Wild et al., 2015). The selection of
the QBO in 30 hPa for Central Europe suggests a Troposphere-Stratosphere cou-
pling that has an impact on the windstorm frequency for certain parts of Europe.
Potentially there is a link between the northern hemisphere polar vortex and the Arc-
tic Oscillation which is in turn coupled to the NAO (Baldwin and Dunkerton, 2001).
Across all regions, except for the Iberian Peninsula and the British Isles, the SCA
index appears as the main driver for windstorm variability. This is somewhat in-
triguing as previous studies (e.g. Donat et al., 2010 or Pinto et al., 2009) identied
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the NAO as the prominent driver for European storminess. The NAO is identied
as the leading driver for the British Isles which could lead to the conclusion that
the inuence of the NAO variability pattern is not as far stretched across Europe as
the SCA pattern. The anti-correlated impact of the NAO on serial clustering over
the Iberian Peninsula supports the assumption of the NAO only having a signi-
cant impact for the far Western parts of Europe. To further investigate the spatial
distribution of some of the large scale drivers we refer the reader to Chapter 3.4.2
where we present the result for the grid cell based analysis for some selected large
scale drivers (map of drivers).
In fact, most of the selected drivers originate from the EOF analysis of MSLP data
in the northern hemisphere. An intriguing result is the selection of the northern
hemispheric sea ice cover which is linked with clustering in the Mediterranean re-
gion which will be discussed in Chapter 3.4.2.Interestingly there is no negatively
correlated driver identied for the joint region of the British Isles and Central Eu-
rope although there is for the individual regions. This could be due to the increased
size of the region and the mixing of drivers that would only inuence the Western or
the Eastern parts of that region. Situations like these motivate the map of drivers
presented in Chapter 3.4.2. Although focussing on Europe and the North Atlantic
there are some variability modes, which have their centre of action more towards
the Pacic region (i.e. PNA, West Pacic mode, EOF 10). This emphasises the
importance of global teleconnections for winter windstorms, implying that in order
to thoroughly comprehend the European winter climate analysis solely based on
Europe might not suce.
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The dispersion index D is positive for all seven regions as given in the bottom two
rows of Table 3.4.1. The largest observed values for D are found for Scandinavia,
the British Isles and Eastern Europe implying that the time series of windstorm
counts in these regions are following a negative binomial distribution, thus featuring
larger variance than mean. The modelled values for D are too small for all regions
which connote an underestimation of the variance by the statistical model. The
index of dispersion is close to zero for the Iberian Peninsula and negative for the
Mediterranean region denoting that the variance there is smaller than the long term
mean or, in statistical terms, the process is more regular than random.
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Figure 3.4.1: Windstorm frequency per year for the British Isles from 19012008.
The observed counts are depicted in black; the Poisson GLM modelled counts in
red. The red dashed line represents the 95% condence interval. Circles indicate
active/inactive seasons. Green circles mark seasons in which the active/inactive
seasons are predicted correctly whereas red circles indicate years where the activeness
of the season was not predicted correctly.
The qualitative performance of the model can be assessed in Figure 3.4.1. It depicts
the modelled (crossvalidated) as well as the observed windstorm counts per winter
season for the British Isles region (Region 1). The observed time series (black) is
within the 95% condence intervals for most of the years implying a good t of the
model. The large amount of green circles further implies the capability of the model
to skilfully identify active and inactive seasons.
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The quantitative performance of the cross validated statistical model for the seven
regions is displayed in Table 3.4.2. The average correlation between modelled and
observed time series over all seven regions of 0.75 is remarkably good considering
the application of a relatively simple Poisson GLM. The model works particularly
well for the British Isles and the Scandinavian region where the correlation between
modelled (crossvalidated) and observed time series is larger than 0.80. Furthermore
the model explains up to 70% of the variability of the inter-annual storminess.
The British Isles and Scandinavia are also among the regions featuring the highest
active and inactive season hit rates. A stellar example is the 79% active season hit
rate for the British Isles. The best inactive season hit rate is found for the Mediter-
ranean area. As discussed before, the modelled dispersion is generally smaller than
the observed value throughout which is due to the reduced variability in the model.
Although assuming a Poisson process for the windstorm counts, the dispersion statis-
tic is unequal to zero. If it was zero, no clustering would be observed. Thus this
deviation from zero is exactly what shows that most of the time series feature clus-
tering.
3.4.2 Map of drivers
Taking literature and our results from 4.1 into account we chose the NAO, the SCA,
the EA, the POL and the sea ice time series as the overall leading variability pat-
terns associated with winter windstorms for the European, the North Atlantic and
the Mediterranean domain. The map of drivers created by grid cell based Poisson
GLMs is presented in Figure 3.4.2a. The most important drivers for the variability
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Table 3.4.2: Results for the cross-validated metrics of the Poisson model perfor-
mance. The highest value in each column is marked bold ED stands for explained
deviance, an equivalent to the R2 value for linear regression models.
Region Hit rate active Hit rate inactive Disp. Score D bias Correlation/ED
British Isles 78.9% 61.1% -0.80 0.84/0.70
Central Europe 71.1% 50.0% -0.73 0.72/0.51
BI+C.Europe 71.1% 65.5% -0.75 0.81/0.64
Scandinavia 75.0% 64.3% -1.13 0.82/0.67
Eastern Europe 68.8% 43.8% -0.89 0.76/0.57
Iberian Pen 56.3% 41.2% -0.88 0.66/0.44
Mediterranean 22.2% 77.6% -0.81 0.63/0.40
Mean 63.3% 57.6% -0.86 0.75/0.56
of winter windstorms over main parts of the European mainland are the SCA and
the NAO time series. The British Isles appear to be under the inuence of several
predominant predictors. Whereas the southern part of the British Isles is inuenced
mostly by the SCA pattern, the northern part is more aected by the NAO. This is
in line with the ndings of Chapter 3.4.1 where we showed that the leading driver for
serial clustering over the British Isles is the (station-based) NAO index time series.
Due to co-linearity naturally only one of the two NAO time series can be present in
the pool of potential drivers. Although the EOF based NAO exhibits a correlation
of over 0.8 with the station-based index, the stationbased NAO index yielded the
better results with regard to the statistical model. The right panel of Figure 3.4.2
depicts the Explained Deviance (ED; McCullagh and Nelder, 1989) function of the
Poisson distribution which represents an equivalent to the R2 value of a linear re-
gression, i.e. it estimates how much variance is explained by the Poisson model in
every grid cell. It is particularly high over the Northern Sea, Scandinavia and the
East Atlantic with up to 60% variability jointly explained by the ve large scale
drivers. Generally, more windstorm variance is explained over the northern parts of
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Europe compared to the southern parts. The extent of the northern hemispheric sea
Figure 3.4.2: (a) Most dominant teleconnection patterns explaining the inter-
annual variability of windstorm counts per grid cell from 1901-2008 identied by a
Poisson GLM. (b) Explained deviance of the Poisson regression model for every grid
cell
ice cover operates as a signicant driver of storminess particularly for the Central
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to Eastern Mediterranean area and parts of the Black Sea. This is in line with
the ndings of Chapter 3.4.1 where sea ice appeared as the second most important
driver in this region, thereby also justifying the selection of sea ice as one of the
main drivers for this grid cell based model.
An explanation for the sea ice as a signicant driver could be the enhanced (weak-
ened) meridional temperature gradient with more (less) sea ice extent as it is one
of the factors that controls the stability of the mid-latitude ow. Semmler et al.
(2016) found a decreased number of wintertime cyclones in their sensitivity analysis
with an 80% reduced Arctic sea ice extent over the Eastern Mediterranean and parts
of the Black Sea and also a reduced Eady growth rate over the Balkan region and
the Black Sea (their Figures 12f and 14f respectively). Our results indicate that
larger sea ice extent leads to more windstorms, which is generally in line with those
ndings from Semmler et al. (2016). However, the interpretation of sea ice as a
factor steering windstorm activity over this region should be done with caution as
only about 10-20% of the windstorm variability is explained by sea ice variability
(Figure 3.4.2 right panel). It's also worth mentioning that there are several studies
showing an opposite relationship between sea ice and cyclone/storm activity over
the Mediterranean region (Grassi et al., 2013). This indicates that further targeted
studies are necessary to fully understand the link between northern hemisphere sea
ice extend and storm activity over southern Europe, which is however beyond the
scope of this study.
As its name implies, the Polar index (POL) serves as the main inuence on inter-
annual windstorm counts in northern Scandinavia and the Polar regions. The EA
58
CHAPTER 3. LARGE SCALE DRIVERS AND TEMPORAL VARIABILITY OF WINDSTORMS
index dominates the region between the two NAO poles which makes it the domi-
nant driver for the Eastern Atlantic as well as parts of Western Europe, explaining
the major part of the 60% inter-annual variability for that area. The boundary
between the NAO and the EA index, especially in the south, is remarkably well de-
ned, implying that the area of inuence of either of the predictors can be localised
very precisely. It has to be noted that the left panel of Figure 3.4.1 only shows
the winning large-scale index yielding the largest absolute regression coecient,
for every grid cell. Most of the grid cells in the North Atlantic domain, however,
feature more than one signicant predictor. As the absolute value of the coecients
is depicted in Figure 3.4.2, it also has to be considered that some of the telecon-
nections (regression coecients) are positive (northern pole of the NAO, SCA) and
some are negative (southern pole of the NAO, EA index; cf. Figure 3.4.3). The
panels in Figure 3.4.3 depict the regression coecients of the ve chosen teleconnec-
tion patterns and for the linear time trend as calculated by the Poisson GLM. The
NAO exhibits the prominent dipole structure associated with the Icelandic Low and
the Azores high. Its area of signicant inuence stretches across most parts of the
Atlantic, the Iberian Peninsula, the British Isles and some parts of western Scan-
dinavia. Strikingly, the European mainland is almost solely under the inuence of
the SCA teleconnection pattern (Figure 3.4.3c). This can be better understood by
comparing the patterns of the two variability modes (Figure A.2.1 in the Appendix).
The SCA and the NAO patterns look somewhat similar consisting of a negative pole
in the north and a positive pole in the south. The SCA index, however, is shifted
downstream so that its main centres of action are over Scandinavia and the Iberian
Peninsula. This shifted dipole enables storm tracks to travel more directly eastwards
and stretch further into the European mainland whereas the NAO leads storms on
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Figure 3.4.3: Signicant Poisson GLM regression coecients for the dominant
selected large scale drivers explaining most of the variability of winter windstorms
for Europe/North Atlantic (a)-(e) Time trend coecients of the Poisson GLM as
contours (f). The contour levels for the time trend are separated by 0.002 intervals.
a more north easterly trajectory across Scandinavia.
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The regression coecients of the POL index also appear as a weak dipole with its
centres of action over the Mediterranean Sea and Scandinavia up to the Polar Re-
gions. The EA index is the dominant negative teleconnection pattern between the
two dipoles of the NAO. Thus, during its negative phase the likelihood of observing
more windstorms in the East Atlantic and Western Europe is signicantly increased.
The area of signicant coecients coincides well with the positive centre of the EA
pattern (compare Figure A.2.1 in the Appendix). The time trend is positive across
almost the entire domain which implies a positive trend in windstorm counts. The
strongest trend is found over the British Isles and Scandinavia whereas the trend
over the Mediterranean area is considerably smaller.
In order to check for non-stationary teleconnections, especially with regard to the
Pacic (e.g. Greatbatch et al., 2004), the drivers were also examined for two halves
of the century separately (1901-1950 and 19512008; not shown). The results look
very similar to the map presented in Figure 3.4.2a so that we can assume stationary
teleconnection processes.
3.5 Summary and Discussion
This study identies and quanties the impact of various large scale drivers on Euro-
pean winter windstorm counts and their seasonal clustering. For this purpose wind-
storm events were identied using an objective wind tracking algorithm (Kruschke,
2015 and Befort et al., 2016) in the 20th century ECMWF reanalysis ERA-20C (Poli
et al., 2016). Befort et al. (2016) have shown that the high frequency variability of
windstorms in ERA-20C and NOAA 20CR (Compo et al., 2011) is well correlated
so that we can assume that the windstorm climatology in ERA-20C and NOAA
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20CR are in sucient agreement for the scope of our study. We are fully aware of
the potential issues regarding the century-long reanalysis eorts especially for the
beginning of the century. However, with this study we are not trying to validate
and assess the quality of the reanalysis but solely trying to understand the drivers
for the inter-annual variability of windstorms.
The windstorm trajectories were used to count the annual amount of windstorms
for seven dened European regions representing i) diverse windstorm climatologies
and ii) regions of interest within the actuarial community. The statistical model
developed in Chapter 3.3 is aimed at modelling serial clustering of windstorms over
seven dierent European regions. The model is capable of assessing the inter-annual
variability in two dierent perspectives:
(i) The clustering dispersion: Thus whether or not the variance-to-mean ratio is
larger than 1 (according to Mailier et al., 2006). In this case the time series
is over dispersed which in return corresponds to the fact that occurrences
(in this case storm counts) occur in clusters. The benet of this approach
is the understanding of which physical drivers/large scale modes are directly
responsible for the deviation from the Poisson distribution.
(ii) The modelling of the active/inactive seasons: Whether or not a single season
spawns more or less than one standard deviation of storms compared to the
long term mean. Ultimately, a skilful model w.r.t. modelling active/inactive
seasons could be particularly benecial for the insurance sector as windstorms
over Europe are associated with extensive losses, especially if they occur in
quick succession which is more likely in seasons with high storm counts.
The model is developed using a stepwise Poisson AIC approach to select the domi-
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nant drivers out of a pool of 20 large scale drivers that entail MSLP and SST related
time series (cf. Table 3.2.1). Compared to previous clustering studies (e.g. Mailier
et al., 2006); the investigated time series contained the entire 20th century, so that
the results comprise a longer time scale than before. The regression coecient as-
sociated with a linear time trend is signicantly positive across all seven regions,
hereby conrming the results of Befort et al. (2016).
Generally the statistical model shows very satisfactory results regarding the good-
ness of t of the windstorm count, the estimation of the dispersion score of the time
series, and the ability to successfully dene a respective season as active or inactive
across all seven regions. Especially the hit rates of predicting active seasons for
most of the regions are very promising. The results of this study suggest, that a de-
terminant proportion of the information, needed to accurately describe windstorm
frequency and clustering, is being eciently extracted from the set of large-scale
indices discussed, especially placing value on those indices selected for the dierent
regions. The calculated scores conrm that the model is able to perform well even
in regions with strongly diverse windstorm climatologies, e.g. in the Mediterranean
area or over the Iberian Peninsula. Although a lower overall performance is observed
for those regions, most of the metrics assessed still show a satisfactory result (cor-
relation >65% for the Iberian Peninsula), and more skill than a random forecast of
hit rates (>50% for the Mediterranean).
The ve predominant drivers identied in literature and with our regional analysis
were investigated in more detail on a grid box level via a Poisson GLM approach
in order to produce a map of drivers. This map of drivers represents a spatial
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distribution of the predominant large scale driver for every grid cell across Europe
and the North Atlantic. Thus, it can be used to deduct the inuence of a respective
driver for winter windstorm variability. These ve predominant drivers entail NAO,
SCA, POL, NH sea ice cover and the EA time series. These ve teleconnection
patterns represent signicant drivers for more than 95% of all grid cells and jointly
explain up to 60% of the inter-annual windstorm variability (Explained Deviance)
over large parts of Northern Europe and the Northern Sea.
This result is in good accordance with Seierstad et al. (2007) who also identify four
out of these ve large scale teleconnections with regard to European winter stormi-
ness. Instead of using actual tracked windstorm events, however, their storminess
is dened as high-pass ltered MSLP variance. Hence we can conrm their nd-
ings based on a wind speed based denition of storminess. Their study reveals
that the EA/WR pattern also has a signicant impact on European storminess.
Even though the EA/WR pattern is not found to be having an essential impact
on grid cell level it is identied as being signicant for the statistical model for 2
out of the 7 European regions which is in turn in overall accordance to their ndings.
The identied drivers both for the impact and the physical based analysis are in
good agreement with previous windstorm and windstorm clustering literature, con-
rming the SCA, the NAO, the EA and the POL time series as major drivers of the
variability (c.f. Mailier et al., 2006, Seierstad et al., 2007, Vitolo et al., 2009, Pinto
et al., 2009, Donat et al., 2010). A striking result is represented by the importance of
the SCA pattern both in the map of drivers and the impact analysis as it is identied
as the most important driver for Central Europe. This implies that when assessing
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the winter windstorm hazard in (Central) Europe it seems as if it is not sucient
to focus on the NAO alone. The EA pattern is, as its name implies, the dominant
feature for the East Atlantic including the northern part of the Iberian Peninsula
and the southern part of the British Isles. The teleconnections can assumed to be
stationary as the results for the split century analysis (1901-1950 and 1951-2008)
show very similar results to the map of drivers comprising the entire century from
1901-2008.
Additionally to the previously studied drivers, we were able to identify the tem-
perature gradient between the North American continent and the West Atlantic
(Wild et al., 2015) and the northern hemispheric sea ice extent as locally important
drivers (Iberian Peninsula, Mediterranean). Sea ice cover as a teleconnection with
the Mediterranean is generally in line with results from Semmler et al. (2016) who
found a reduced number of cyclones in the Eastern part of the Mediterranean and
over the Black Sea in their sensitivity study with reduced sea ice. We argue that
we observe the same direction of that correlation, thus more sea ice could lead to
an increased Eady growth rate and higher numbers of windstorms in the Eastern
Mediterranean and the Black Sea area. We assume that the storminess in this area
is linked with an enhanced meridional temperature gradient over the North Atlantic.
Sea ice, however still has to be treated with caution as we could show that it only
makes up for about 10-20% of the explained deviance in the respective region. The
maximum of this explained deviance can be found in areas where there is also some
inuence from the EA and the POL which both show weak dipole structures over
the Mediterranean (cf. Figure 3.4.2b and 3.4.3b, d).
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It should be noted that neither the model developed on grid box level nor the model
for the seven regions include interactions between the predictors. An inclusion of
those might improve the t/skill of the regression/model; however, it proves to be
more demanding to identify the impact of individual predictors. For that reason, the
interactions between the predictors have not been considered. However, regarding
future work this is denitely an approach worth investigating in more detail, espe-
cially for the development of a more sophisticated statistical model. Considering
the time trend of the Poisson model, a quadratic or even exponential trend could
be tested and compared to the linear trend.
Albeit the model being of relatively simple nature, it produces more than satisfac-
tory results, particularly with regard to the identication of large scale drivers for
the seven dened regions and the hit rates for most of the seven regions (correla-
tions >80%, HR>70% for important North Atlantic regions). Arguably there is a
large overlap of predictors between some of the regions; however, none of the regions
feature the exact same predictors. Some regions, e.g. the Mediterranean box, could
perhaps be subdivided in a western and eastern part, as the grid box level regression
suggested that sea ice for example only impacts the eastern part of this box. In that
way the predictors could be determined even more precisely.
The added value of the presented paper is given by revealing a more comprehensive
insight into the physical drivers for serial clustering of windstorms over the Euro-
pean continent on a time scale of more than 100 years. High quality wind eld
forecasts are rarely freely available, whereas large scale indices (i.e. NAO) are often
freely available for the public to download. This is why the work and in particular
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the model presented here could prove to be benecial for the insurance sector as re-
sults suggest that fairly simple Poisson GLMs are already able to skilfully estimate
whether or not a seasons has the potential of spawning an increased or decreased
amount of winter windstorms. Thus, by using large-scale indices, a potential degree
of clustering and the number of expected windstorms could be directly obtained from
such a model for the subsequent winter season. Additionally the map of drivers that
was presented in Chapter 3.4.2 provides a useful overview over the spatial structure
of prominent large scale drivers for the European domain.
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Chapter 4
Predictability of extreme wind
speeds associated with windstorms
Too bad the post oce isn't as ecient as the weather service
 Dr. Emmet Brown, crazy scientist from Back to the Future II (1989) in the
ctional future year 2015
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Abstract
As extreme wind speeds are responsible for large socio-economic losses in
the European domain, a skillful prediction would be of great benet for dis-
aster prevention as well as the actuarial community. Here we evaluate the
patterns of atmospheric variability and the seasonal predictability of extreme
wind speeds (e.g. >95th percentile) in the European domain in the dynamical
seasonal forecast system ECMWF System 4 and compare to the predictability
using a statistical prediction model. Further we compare the seasonal forecast
system with ERA-Interim in order to advance the understanding of the large-
scale conditions that generate extreme winds. The dominant mean sea level
pressure (MSLP) patterns of atmospheric variability show distinct dierences
between reanalysis and System 4 as most patterns in System 4 are extended
downstream in comparison to ERA-Interim. This dissimilar manifestation of
the patterns across the two models leads to substantially dierent drivers as-
sociated with the generation of extreme winds: While the prominent pattern
of the North Atlantic Oscillation (NAO) could be identied as the main driver
in the reanalysis, extreme winds in System 4 appear to be related to dierent
large-scale atmospheric pressure patterns. Thus, our results suggest that Sys-
tem 4 does not seem to capture the potential predictability of extreme winds
that exists in the real world. This circumstance is likely related to the unreal-
istic representation of the atmospheric patterns driving these extreme winds.
Hence our study points to potential improvements of dynamical prediction
skill by improving the simulation of large-scale atmospheric variability.
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The following chapter is an edited version of the previously published article:
Walz, M. A., Donat, M. G., & Leckebusch, G. C. (2018). Large-scale drivers
and seasonal predictability of extreme wind speeds over the North Atlantic and Eu-
rope. Journal of Geophysical Research: Atmospheres, 123. https://doi.org/10.1029/
2017JD027958
The idea for this study was developed by Michael Walz, in particular the use of
the statistical entropy. The outline of the study was designed by Michael Walz
and Markus Donat. All data processing and analysis was carried out by Michael
Walz. The manuscript was written by Michael Walz with Markus Donat and Gregor
Leckebusch contributing to the writing.
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4.1 Introduction and Motivation
Winter windstorms represent one of the most dangerous and loss-intensive natural
hazards for the European region. According to the European Environmental Agency
(EEA), storms were the costliest natural hazards in Europe between the years 1998
and 2009 exhibiting an accumulated loss of more than e44 billion (EEA, 2011).
Thus, it would be of utmost value to provide useful predictions on seasonal scales
as it would enable decision makers to take measures in order to minimize potential
losses and most importantly to avoid casualties.
The demand for these longer term "weather forecasts" exceeding the common 10 day
prediction period has generally increased considerably over the last decade. One of
the reasons for that is certainly the desire to minimize casualties and loss due to
extreme weather events especially with respect to climate change (e.g. Easterling
et al., 2000; Lowe et al., 2016). Due to the atmosphere's chaotic nature however,
it is generally impossible to predict single weather events, not to mention extreme
events, deterministically on a time scale exceeding 5-7 days. The reason for that
is the non-linearity of the atmospheric system which amplies minuscule deviations
in initial conditions into large disturbances at the end of a forecast period (Lorenz,
1963). This behavior of the atmosphere is often referred to as the "Buttery eect".
There is, however, an intrinsic predictability in atmospheric variables on a longer
time scale. This predictability is dependent on atmospheric and oceanic conditions
that feature variability modes on longer time scales (e.g. the El Niño-Southern Os-
cillation (ENSO or the Atlantic Multidecadal Oscillation (AMO), e.g. Knight et al.,
2006). The AMO is known to have an impact on the decadal variability of the North
Atlantic storm track (Nissen et al., 2014) and also on its position (Woollings and
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Blackburn, 2012).
As a response to the rising demand of forecasts for intermediate time scales, the gap
between day-to-day weather forecasts and long-term climate projections has been
closed by seasonal predictions (Palmer et al., 2004; Doblas-Reyes et al., 2013). These
seasonal predictions are based on free running coupled atmosphere-ocean models
that are usually initialized on the rst day of each month. The initial conditions
are taken from the observed state of the atmosphere and the ocean on the given
day. In most cases seasonal forecasts run for a period of 6-7 months. To account
for the chaotic nature of the atmosphere they are run as ensemble forecasts which
often feature 20-50 ensemble members to enable probabilistic predictions.
As for every forecast product, there is always the question of forecast skill. Della-
Marta et al. (2010) investigated the skill of the ECMWF System 3 (Anderson et al.,
2007) with regards to high wind speeds and found skill for the 95th percentile of
wind speeds for the rst lead month but none thereafter.
Torralba et al. (2017) examined the skill of ECMWF System 4 (Molteni et al., 2011;
System 4 hereinafter) regarding the potential wind energy yield (thus seasonal mean
wind conditions) for two dierent regions featuring a substantial amount of wind
farms (Canada and the North Sea). They showed that the seasonal mean wind pre-
dictions of System 4 have to be bias corrected in order to be useable for the end user
(i.e. wind farms). The bias corrected seasonal mean wind speeds, however show
skill especially in the tropics but also in areas relevant to wind energy production,
e.g. extra-tropics. MacLeod et al. (2018) also investigated the wind energy yield by
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performing statistical simulations based on sub-daily (6-hourly) to monthly mean
wind speeds taken from two reanalysis data sets. They concluded that only if there
is predictable information in daily values there is an information gain in using (sub-)
daily values compared to weekly to monthly means. As the predictability in seasonal
forecast products is based on low-frequency variations of the climatic system they
are expected to have more skill on a weekly to monthly scale rather than a daily scale.
Extreme and mean winds in Europe are related to the North Atlantic Oscillation
(NAO; e.g. Hurrell, 1995) as the leading mode of atmospheric variability for Europe
(e.g. Pinto et al., 2009; Donat et al., 2010) especially for the winter months. Thus
a skillful prediction of the NAO could provide valuable information on potential
storm related impacts for upcoming winter seasons way ahead of common weather
forecasts.
The UK Met Oce Global Seasonal forecast System 5 (GloSea5; MacLachlan et al.,
2015) has been shown to have signicant skill for predicting the NAO for the Euro-
pean winter period (Scaife et al., 2014). Eade et al. (2014), however, argued that
GloSea5 (and potentially other systems) underestimates the inherent predictability
of the climate system (including the NAO) and that single ensemble members con-
tain too much noise. They proposed the use of large ensembles in order to reduce
noise and also a post processing method to adjust the variance of the ensemble pre-
diction. Recently O'Reilly et al. (2017) investigated century long seasonal hindcast
simulations (uncoupled with prescribed SSTs and System 4 based, see Weisheimer
et al., 2017) and found a high variability in prediction skill of the NAO and the
Pacic/North American Index (PNA). In particular they identied a strong link be-
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tween the lack of skill for the PNA and the SST anomalies in the Pacic during the
mid-twentieth century in the seasonal hindcast experiments (for this particular case).
Moving from the potential predictors of winter windstorms towards the actual event,
Befort et al. (2018) investigated the capability of GloSea5 and System 4 to predict
the frequency of occurrence of winter windstorms per season. They found signicant
positive correlations between the observed and forecasted number of windstorms on
a grid cell level in large areas over the Atlantic Ocean for the years 1992-2011. How-
ever, they observed a drop in signicance when investigating the skill for the longer
1983-2011 time span.
Walz et al., 2018a in turn showed that a considerable amount of the inter-annual
variability of these winter (DJF) windstorms counts can be explained by large scale
Atlantic drivers (e.g. NAO, Scandinavian Pattern; SCA or the East Atlantic Pattern;
EA). Our study can be considered as a nexus between these two before mentioned
papers as a direct link between large scale variability patterns and European winter
extreme winds (in seasonal forecasts in particular) has not been shown to date. In
order to investigate the predictability of extreme wind speeds we are therefore trying
to answer the question in how far the NAO (or other large scale variability patterns)
are associated with extreme wind speeds (associated with winter windstorms) in
System 4. Thus, there are four questions we are trying to answer in this study:
 How well are winter large-scale MSLP (e.g. NAO, SCA) patterns generally
represented in the ECMWF System 4?
 What is the predictability of extreme wind speeds in seasonal forecasts? In
other words, does the forecast contain more information than the climatology?
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 Which large scale-drivers are responsible for extreme wind speeds in System 4
and in the reanalysis respectively?
 How does a statistical model compare to the dynamical seasonal forecast re-
garding the predictability of extreme wind speeds to occur?
The next section of this paper features a description of the seasonal forecast system
and reanalysis product used for this study. Chapter 4.3 introduces the methods
used for this analysis. This includes the Empirical Orthogonal Function (EOF)
analysis of the MSLP data, the concept of statistical entropy as a skill measure,
the quantication of the extreme wind speeds and the description of the statistical
model used to predict extreme wind speeds for the December to February (DJF)
period employing MSLP data from October/November. The results of this analysis
will be presented in Chapter 4.4 before concluding this paper with a summary and
discussion of these results.
4.2 Data
The predictability of extreme wind speeds (using 6-hourly wind speed) and MSLP
variability modes in the retrospective forecasts is investigated for the ECMWF Sea-
sonal Prediction System 4 (System 4; Molteni et al., 2011). 6-hourly wind speeds
have been used extensively to assess extreme winds for example associated with win-
ter windstorms (e.g. Nissen et al., 2014 or Leckebusch et al., 2008a). As the focus
is on wind speeds associated with winter windstorms boreal winters from 1982/83
until 2013/14 are used which results in 32 DJF winter seasons.
The reforecasts are initialized every 1st of November which corresponds to a lead
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time of 1-4 months when analyzing DJF. The atmospheric initial conditions are
taken from the ERA-Interim reanalysis (Dee et al., 2011). The ocean is initialized
using the Ocean ReAnalysis System 4 (ORAS4; Molteni et al., 2011). Every re-
forecast comprises 51 ensemble members and is provided on a spectral resolution
of T255 which is the same resolution used for ERA-Interim. The perturbed initial
conditions are produced using singular vectors and an ensemble of ocean conditions
of the ocean model NEMO (Madec, 2008). The forecast system is based on the IFS
cycle 36r4 of the ECMWF.
In the absence of high-quality, homogeneous wind observations for a number of
locations across Europe, the predictability/skill of System 4 is assessed against ERA-
Interim. We note that, as both System 4 and ERA-Interim are based on similar
model versions at the same resolution, there is only a minor bias in the simulated
wind speeds, which should favor the detection of prediction skill. The wind elds
for the North Atlantic/European domain (70°W-40°E, 30°N-70°N) are remapped to
a 5x5 degree grid for the predictability assessment to minimize the eects of small-
scale spatial noise, in line with recommendations for decadal prediction verication
(Goddard et al., 2013).
4.3 Methods
4.3.1 EOF Analysis of MSLP data
EOFs are described by the eigenvectors of the covariance matrix of time series at
dierent spatial points (e.g. Jollie, 1986; Ambaum et al., 2001). By denition all
eigenvectors are orthogonal to each other. EOFs represent an ideal tool to investi-
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gate the spatial and temporal variability of any given variable as each EOF explains
the maximum temporal variance among all spatial elds. Usually the EOFs are
ranked by the amount of total variability that they explain. When using Northern
Hemispheric (NH) MSLP data, the rst EOF or eigenvector usually corresponds to
the NAO as it is responsible for most of the variability in the NH (e.g. Ulbrich and
Christoph, 1999 or Woollings et al., 2015). The second mode is usually associated
with the Pacic North American pattern (PNA, e.g, Ambaum et al., 2001; naming
of the EOF modes in the reanalysis in accordance with NOAA, http://www.cpc.
ncep.noaa.gov/data/teledoc/telecontents.shtml) which is the leading pattern
of inter-annual variability of MSLP for the Pacic region.
For this study the EOF analysis was carried out for the standardized (by divid-
ing by the standard deviation) DJF 6hourly MSLP anomalies of the entire NH
(20°N-90°N) for the ECMWF System 4 and ERA-Interim to compare their spatial
patterns. Thus, in the case of System 4 for example, all 6hourly MSLP values of
all 51 ensemble members are thrown together to obtain the 9 leading EOFs. For
ERAInterim the EOF is simply computed from all 6hourly MSLP data over all
DJF seasons.
As it turns out, the patterns of the two models look very dierent (see Chapter 4.4.1
for details). This could be due to the dierent dynamics within the reanalysis and
the seasonal forecast respectively. In order to obtain comparable EOF time series for
further analysis (especially with regards to drivers of extreme winds) we projected
the MSLP anomalies of System 4 onto the eigenvector loadings of ERA-Interim.
The projection is a spatial projection onto the eigenvector patterns. That way we
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are aiming for a fairer comparison between the dierent driver time series of Season
4 and ERA-Interim respectively. For completeness the results employing the System
4 eigenvectors are shown in the Appendix.
For the process of developing the statistical prediction model the EOF analysis was
also done for the same region for MSLP data from October 15th to November 15th
for every year for ERA-Interim. In order to make use of the large ensemble and to
reduce the noise of each individual ensemble member, all 51 members are pooled
together to calculate joint EOFs. If the EOF was calculated for each of the members
individually, the variability of the ensemble mean would be too low (Figure 4.4.8).
The rst nine EOFs were calculated for both System 4 and ERA-Interim. The scores
or principal components (PCs) of the EOF analysis represent the time series of the
respective EOF pattern. For comparison reasons the NAO index was also calculated
as a normalized pressure anomaly dierence between the grid boxes closest to Lisbon
and Reykjavik respectively from the ensemble mean of the hindcasts in System 4.
4.3.2 A normalized sum as a measure for extreme wind speeds
As extreme wind speeds (represented by percentiles) tend to be of fairly erratic
nature with large year-to-year variability, the percentile alone does not show a high
predictability on an interannual time scale (see Figure A.3.1 in the Appendix).
Extreme wind speeds here refer to seasonal exceedances of percentiles calculated
from the climatological 6hourly wind speed distribution. For that reason we chose
to estimate the predictability of System 4 extreme wind speeds by incorporating the
entire upper tail of each local wind speed distribution in order to get a more robust
target variable. This is implemented by summing up all wind speed values exceeding
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a certain percentile threshold and normalizing this sum with the total amount of
available time steps per season n (see Equation 4.3.1). The resulting value Ik,y,9X
represents an integrated measure over the amount of percentile exceedances as well
as the magnitude of exceedances on an inter-annual time scale. Accordingly a large
value could either represent a season with many smaller exceedances or a season





,∀vn,k > v9X,k (4.3.1)
Here the X = 0, 5, 8 and not to be confused with the X in Equation 4.3.2. We
chose the 90th, the 95th and the 98th percentile as thresholds for this study as these
percentiles have been used previously with regards to extreme wind speeds (e.g.
Leckebusch et al., 2008a or Della-Marta et al., 2010). The percentile is calculated as
a climatological percentile from the mutually available data (1982-2014) for forecasts
and observations separately in order to avoid reducing predictability by a potential
bias. Ik,y,9X is calculated for every grid cell k for every DJF season y between
1982/83 and 2013/14 for all 51 ensemble members and compared to ERA-Interim
for all three percentiles. In order to assess the predictability in the European region,
Ik,y,9X is averaged for time series comparison for the box shown in Figure 4.4.6.
4.3.3 Statistical Entropy and Predictive Power
The concept of statistical entropy has its roots in information theory and was rst
introduced by Shannon (1948, 1951) who dened it as a measure to estimate the
information content of a message. Schneider and Gries (1999) and DelSole (2004)
took up on this idea and developed a conceptual framework of how to use statistical
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entropy as a measure of predictability. They argue that a forecast is best described
by its entire distribution and that valuable information is lost when the distribution
is reduced to mere moments (e.g. RMSE).
As this section is merely adequate to do justice to the complex eld of predictability
and information theory we refer the reader to the excellent original papers by Schnei-
der and Gries (1999), DelSole (2004) and also Tang et al. (2007) for a detailed
disquisition of the topic. This section shall provide a short and more qualitative
overview over the concepts that will be used in this paper. The Shannon (statisti-
cal) entropy SX of a random variable X is dened as (Shannon, 1948):
SX = −
∫
dx px(x) log(px(x)) (4.3.2)
SX is a measure of uncertainty related to the random variable X and px(x) repre-
sents the occurrence probability. If all realizations of the random variable X are
equally likely, SX is maximal as the outcome of the realization is hardest to predict.
An example would be the rolling of a fair dice as every number has a probability
of 1/6. Thus every roll of the dice conveys the maximum amount of information.
If the dice was biased, say the number 3 was on four of the six sides, there would
be less uncertainty as the number 3 can be expected to appear with a probability
of 2/3. This reduction in uncertainty also reduces SX . The extreme case scenario
would be a dice with the same number on every side. The uncertainty would be zero
and so would be the Shannon entropy as the rolling of the dice does not convey any
new information. The Shannon entropy can also be dened for multivariate state
variables by the Joint entropy.
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This concept can be applied to ensemble forecasts: The uncertainty within an ensem-
ble forecast depends on the spread of the ensemble members, and would be maximal
if every member would predict a completely dierent state of the atmosphere. The
probability of every predicted atmospheric state would be 1/51 in case for System 4.
If all ensemble members of the forecast ended up in the exact same state however,
there would be no uncertainty at all in the forecast and thus Shannon's entropy
would be zero.
As follows, a robust forecast will produce smaller values of the statistical entropy as
it is more constrained. However the actual (correlation-) skill of the forecast could
still be small in the case that all ensemble members drift to an incorrect state. This
would be considered an overcondent forecast. A measure of predictability that
makes use of these considerations is given by the Predictive Information (PI) as
dened by Schneider and Gries (1999) and adapted by Tang et al. (2007):
PI = SX − SE (4.3.3)
SX describes the uncertainty (statistical entropy) associated with the climatological
distribution, thus if no forecast was available (prior uncertainty). The variable SE
represents the statistical entropy after the forecast (and observation) has become
available. It quanties the uncertainty in the ensemble prediction (posterior un-
certainty). Ideally the posterior uncertainty is smaller than the prior uncertainty
(SE < SX) due to useful information in the ensemble forecast. Hence a large PI
value represents forecast which includes more information than the climatology, thus
an information gain.
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Practically however, the uncertainty in ensembles can be larger (i.e. PI < 0) than
the uncertainty in the climatology especially for an erratic variable such as ex-
treme wind. Grid cells with negative values are considered to feature no predictabil-
ity/additional information to the climatology. In other words the climatology pro-
vides more information (is sharper than the forecast. Another measure dened by
Schneider and Gries (1999) and adapted by Tang et al. (2007) is represented by
the Predictive Power (PP):
PP = 1− exp(−PI) (4.3.4)
Equivalently to the interpretation of the PI, large values of the PP suggest useful
information in the seasonal ensemble forecast making it superior to the climatology.
Evidently PP becomes maximal (PP = 1) if the prior uncertainty is innite and
the posterior uncertainty vanishes. As the PP exhibits a proper limiting behavior
(0 < PP < 1) it represents a descriptive quantication of the predictability. For this
paper the PP will be calculated for the previously dened variable Ik,y,9X for each
winter individually and also as a time mean which refers to the average predictability
of extreme wind speeds for every 5x5 grid cell in the studied domain.
4.3.4 AIC selection of large scale drivers
In order to understand what drives the inter-annual variability of extreme winds in
System 4 as well as in ERA-Interim we examined which of the 9 large-scale MSLP
variability patterns (EOFs) are most signicant for extreme winds in the North
Atlantic and European region. The selection criterion is based on the AIC (An
Information Theoretic Criterion, occasionally also referred to as Akaike Information
Criterion; Akaike, 1974) step-wise approach. Similar to the statistical entropy, the
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AIC is based on information theory (Jaynes, 1957). The AIC is an estimate of how
much information is lost by using a statistical model instead of the actual physical
relation. Thus, the AIC can be used as a tool for model selection if dierent models
can be compared to each other. The essential part of the selection process is the
tradeo between the goodness of t and the complexity of the model, as the number
of parameters to be estimated (k) as well as the maximum of the likelihood function
L are part of the AIC score:
AIC = 2k − 2 lnL (4.3.5)
The winning model will exhibit the smallest AIC value. Dierent from other model
selection criteria, e.g. the F-test, the AIC score does not provide any information
about the absolute quality of the model, however. Thus if all potential models
provide a poor t, there is still a winning model albeit it being of poor quality. To
account for this drawback we developed a two-step algorithm to identify the main
drivers of extreme wind speeds for the studied domain:
(a) By applying the AIC criterion we determined the best model for each grid cell
checking combinations of all 9 computed leading EOF time series as potential
predictors and Ik,y,9X as the predictand. As Ik,y,9X is suciently normally
distributed a multi-linear regression model is a natural candidate. The simplest
model would be a constant straight line; the most complex model would include
all 9 predictors. The AIC step-wise algorithm in R (MASS package) examines
every possible combination of the 9 predictors and estimates the model with
the lowest AIC score, thereby providing the best combination of drivers for
every grid cell.
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(b) To determine the driver explaining the most variability, the predictors of the
winning AIC model for each 5x5 grid cell are tested for signicance using a
t-test. Any predictor not signicant at the 95% signicance level is discarded
from the AIC model. For each grid cell, the predictor associated with the
largest regression coecient is then considered to be the most important (win-
ning) large scale driver for the respective grid cell. Due to the t-test constraint
there can be grid cells where no signicant driver can be determined.
This two-step algorithm is applied to both System 4 and ERA-Interim so that the
internal drivers explaining the most variability of extreme winds can be compared
between the seasonal forecast and reanalysis. This could help to understand why the
potential predictability in seasonal forecasts is sometimes lower than in the real world
as discussed in Eade et al. (2014), as we can examine what drives these extreme wind
speeds (model internally). In case the extreme wind speeds are caused by dierent
drivers in System 4 compared to ERA-Interim a potential lack of skill in System 4
for extreme wind speeds could be associated with the disparate generating drivers.
Additional to the presentation of the winning driver for every grid cell we provide
correlation maps of selected drivers to illustrate the dierent driving mechanisms
between the seasonal forecast and the reanalysis.
4.3.5 A multi-linear regression model to statistically predict
extreme wind speeds
The statistical model is trained to predict the Ik,y,9X value for the upcoming DJF
season based on the EOFs computed from MSLP ERA-Interim elds entailing data
from October 15th to November 15th of every year. This period is centered on the
initialization date of System 4 and thus imitates the lead time of 2-4 months of the
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dynamical seasonal forecast model. As we include data until the 15th of November
we do include more information in the statistical model than what would be avail-
able to System 4; however we balance that by including data all the way back to the
15th of October. Therefore we consider this as a fair base of comparison between
the skill of the statistical and dynamical model.
The procedure of training the model is similar to the identication of the large scale
drivers for the extreme wind speeds. The 9 leading EOF patterns for the October-
November period are used as a pool of predictors to predict Ik,y,9X for the coming
DJF season. The model selection is equivalent to the algorithm described in the
previous section: The selected predictors of the winning AIC model are tested for
signicance using a t-test. As Ik,y,9X is suciently normally distributed the natural
choice for the model is a multi-linear regression model again.
To account for a potential over-tting of the model we performed a 2-fold cross
validation of the winning model, thus each year is used as a training set and as
a testing set once. In case no signicant driver can be determined for a grid cell,
there is of course no statistical model for that respective grid cell. The skill of
the statistical model and the seasonal forecast model is examined by a correlation
with the Ik,y,9X value for all available grid cells of the ERA-Interim reanalysis data.
Particularly the skill for Central and Northern Europe (as dened by the rectangular
box in Figure 4.4.6) is analyzed.
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4.4 Results
4.4.1 Dierences in EOF patterns between System 4 and
ERA-Interim
The 9 leading EOF modes of DJF MSLP data are presented in Figures 4.4.1 and 4.4.2
for ERA-Interim and ECMWF System 4, respectively. The comparison between the
two EOF modes from EOF2 onwards generally has to be treated with care due to
the degenerated subspace problem discussed earlier. Although the overall patterns
look similar, the comparison with the patterns provided by NOAA reveals some dif-
ferences for the EOFs calculated from ERAInterim. One reason for that could be
the slightly dierent denition of the MSLP anomalies as we are using 6hourly data
for the calculation of the EOFs whereas monthly values are used by NOAA. Using
6hourly data naturally incorporates a higher variability into the EOF analysis.
Clearly the leading EOF for both the dynamical prediction model and the reanalysis
represents the expected NAO pattern featuring the Icelandic Low and the Azores
High. The location of this dipole however appears dierent for the two data sets.
It seems that the centers of these two pressure patterns are more downstream in
System 4 compared to ERA-Interim. As a result the pressure gradient over Europe
appears smaller in System 4. The second EOF (PNA) also appears shifted down-
stream in System 4, reaching all the way into the European continent. Generally it
seems that there appears to be a model bias that smears the variability patterns
in a downstream direction.
Another example for that is the third EOF (Western Pacic (WP) pattern) which
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also seems to explain a considerable amount of variability in the European region
in System 4 although its center of action should lie in the Pacic. In System 4 it
appears almost as a mirrored NAO with high pressure anomalies over Greenland and
low pressure anomalies over the Central Atlantic, inconsistent with the reanalysis-
based EOF patterns. The sixth (SCA) EOF in comparison exhibits a very similar
pattern for both ERA-Interim and System 4 with a blocking situation over Central
Europe. The eighth (EPNP) EOF with its dipole over the Pacic and a strong low
pressure feature over the British Isles is also comparable between the two data sets.
Other EOF patterns, however, look completely dierent as for example the fth
(EA) and the seventh (TNH) EOF.
Dawson et al. (2012) could show how the North Atlantic patterns of variability asso-
ciated with the ECMWF model depend strongly on resolution. The dominant four
patterns (NAO, EA, SCA, Atlantic ridge) only emerge in the natural variability of
the model when higher than T511 resolution is used. This could be a partial expla-
nation for why System 4 has such a dierent set of patterns of variability.
The explained variance by the dierent modes diers considerably between System
4 and ERA-Interim. Whereas the NAO accounts for around 20% of the inter-
annual MSLP variability in ERA-Interim, it accounts for about 35% in System 4.
More generally the explained variance (added up over all 9 modes) for the leading
nine EOFs in System 4 (∼87%) seems to be considerably larger than for ERA-
Interim (∼72%). There is a more abrupt change in explained variance in System 4
between the fourth (EAWR) and the fth (EA) EOF, also. The decline of variance
across the nine EOFs in ERA-Interim is smoother compared to that. As these
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EOF patterns manifest so dierently in the two data sets we decided only to use
the EOF eigenvectors of ERA-Interim for calculating the time series and thus for
identifying the drivers of extreme wind speeds as described in the Chapter 4.3.1.
Figure 4.4.1: The leading 9 EOF modes of MSLP during DJF in ERA-Interim.
The explained variance of every mode is given after the conventional name of the
EOF mode
Figure 4.4.3 depicts the NAO time series of the EOF derived indices as well as the
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Figure 4.4.2: The leading 9 EOF modes of MSLP during DJF in ECMWF System
4.The explained variance is given after the name each EOF mode would have if the
NOAA nomenclature was used.
grid-box-based indices. Note that the System 4 EOF based index uses ERA-Interim
loading patterns and System 4 MSLP anomalies. The correlation between the two
respective EOF-based NAO time series is 0.49 whereas the correlation between the
grid-box-based time series is only 0.32. Evidently the EOF based and grid-box-based
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NAO indices for System 4 appear to dier from each other considerably for certain
years (e.g. 1984, 1999 or 2010) as well. The correlation between these two is 0.69
whereas the correlation between the two ERA-Interim indices is 0.80. The reason
for the lower correlation of the System 4 indices could be due to the denition of the
grid-box-based index using Lisbon and Reykjavik as reference locations is generally
less suitable to assess the true MSLP pressure dierence as the center of action
of the NAO dipole is displaced in System 4 even when using the eigenvectors of
ERA-Interim for its calculation. This could be similar to the ndings of Ulbrich
and Christoph (1999) who found that the center of actions of the NAO dipole shifts
downstream for some GCM future climate projections.
Figure 4.4.3: Time series for the EOF based and the grid-box-based NAO index
for System 4 and ERA-Interim. The correlation between the respective indices in
ERA-Interim and System 4 is given in the legend. The years on the x-axis refer to
the years of the January and February of a particular DJF season, thus 1990 refers
to the winter 1989/90 etc.
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4.4.2 Drivers for extreme wind speeds in ERA-Interim and
System 4
The MSLP EOF pattern featuring the largest (absolute) regression coecient for
every grid cell is presented in Figure 4.4.4. Each color plotted on the map represents
one of the 9 leading EOF MSLP patterns using the nomenclature of the NOAA. As
all indices bar the NAO index are not really comparable between reanalysis and
seasonal forecast all indices except for the NAO are referred to by the number of
the resulting EOF.
All predictors shown represent the "winning" coecient for each grid cell, explain-
ing most of the inter-annual variability of extreme wind speeds. Figure 4.4.4 depicts
the drivers for Ik,y,95, however the maps for Ik,y,90 and Ik,y,98 look very similar. As
expected from numerous studies (Pinto et al., 2009; Donat et al., 2010) the NAO
explains the largest part of the variability of high wind speeds for the ERA-Interim
reanalysis as it is known to be a key driver for North Atlantic storminess. The
areas where the NAO has strongest eects is split by EOF5 which has also been
identied as a variability pattern with a signicant impact on European storminess
in reanalysis products (Walz et al., 2018a or Mailier et al., 2006).
The predictors for the anomalies of System 4 projected on the ERA-Interim loading
patterns, however, draw a somewhat dierent picture: While the northern part of
the NAO dipole looks similar to the one observed for ERA-Interim, the southern
part associated with the Azores High does not seem to be a driver of the inter-
annual variability at all. Instead there is a mix of various drivers that seem to be
responsible for extreme wind speeds for that area such as the EOF5 or the EOF7
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pattern. The absence of the southern part of the NAO as a driver might be due to
the downstream displacement of the high pressure associated with the Azores High
in the leading EOF pattern (Figure 4.4.2).
The main driver for extreme wind speeds in Central Europe for System 4 appears to
be the EOF6 pattern whereas it barely appears in ERA-Interim. The black crosses
in Figure 4.4.4b denote grid cells in which the winning driver of ERA-Interim is at
least amongst the top three drivers of System 4. This implies that the NAO might
not be the most important driver for extreme wind speeds for the Central European
region, however it still explains a considerable amount of variability in System 4 (see
Figure 4.4.5). The dierences in drivers between the two plots 4.4.4a and 4.4.4b can
be explained by the dierent manifestations of the large scale MSLP patterns. When
interpreting these results it has to be kept in mind however that the EOFs are con-
strained by their mutual orthogonality. This means that if the predictors for extreme
winds are a linear superposition of two patterns that are not orthogonal, the EOF
analysis will not yield these patterns. Furthermore the resulting EOF patterns can
depend on the spatial domain (see Ambaum et al., 2001). One way to overcome
this would be to use the eective regression weight, thus the linear combination of
the EOFs weighted with the regression weights. The dierences between the identi-
ed drivers for the reanalysis and the seasonal forecast become more obvious when
comparing the correlation maps for the NAO and EOF6 variability patterns with
extreme wind speeds individually. The correlation between Ik,y,95 and the NAO
and the EOF6 for both ERA-Interim and System 4 are presented in Figure 4.4.5.
Correlations signicant at the 95% signicance level are marked with a black cross.
The correlation pattern of the NAO for ERA-Interim exhibits the prominent dipole
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Figure 4.4.4: MSLP variability drivers associated with the largest absolute re-
gression coecient for every grid cell for explaining the inter-annual variability of
Ik,y,95. If no signicant driver could be determined the grid cell remains white. Win-
ning drivers for ERA-Interim are shown in the top gure (a), winning drivers for
System 4 are shown in the bottom gure (b). The black crosses denote grid cells
in which the winning driver of ERA-Interim (a) was at least amongst the top 3 for
System 4. The nomenclature for the EOFs is according to the NOAA standards for
the NCEP reanalysis.
pattern over the North Atlantic featuring positive correlations between the NAO
and extreme wind speeds over Northern Europe. Negative correlations are present
over Southern Europe and over the Atlantic between 30°-40°N.
The correlation patterns look considerably dierent for ERA-Interim and System 4.
Whereas the northern part of the correlation for the NAO looks similar in both data
sets, the southern part barely shows any signicant negative correlation in System 4.
The dierence in correlations for the EOF6 pattern is even more striking. Basically
the entire European continent features a negative correlation between the EOF6
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(SCA) time series and the inter-annual variability of extreme wind speeds in winter
in System 4, whereas the main region of correlations in ERA-Interim appears to be
(compliant with its name) the Scandinavian region. Also the correlation pattern fea-
tures dierent arithmetic signs. As the correlation between the EOF6 and extreme
wind speeds in System 4 over Central Europe is fairly strong (< −0.5) it explains
why the EOF6 appears as the most important driver of the variability as seen in
Figure 4.4.4. For the sake of completeness we present the results for model specic
results (utilizing System 4 eigenvectors in the Supplementary Material). There the
rst EOFappears only occasionally as the most important MSLP variability pattern,
whereas the PNA (second EOF), the WP (third EOF) and the EPNP (eighth EOF)
appear as the patterns explaining the most variability of extreme wind speeds in the
North Atlantic area. The shifted importance of the dierent patterns appears to
be related to the observed downstream displacement of the center of actions of the
aforementioned MSLP variability patterns (Figure 4.4.2) as for example the second
EOF (PNA) which explains variability in the European domain as well.
4.4.3 Predictability of high wind speeds in the ECMWF Sys-
tem 4
The estimated predictability (using mean PP) of Ik,y,9X is presented in Figure 4.4.6
for all three evaluated percentiles. The gures show the average PP for every 5x5
grid cell over the period from DJF 1982/83 until DJF 2013/14. For exceedances
of all three percentile thresholds there seem to be three main pockets of large PP
values: Over the Scandinavian region, over the Central-Eastern Atlantic and over
Eastern Canada/Newfoundland. Interestingly two of these areas are towards the
edge of the analyzed domain.
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Figure 4.4.5: Correlation maps between EOF1 (NAO) and Ik,y,95 time series for
ERA- Interim (a) and System 4 (c) and between EOF6 (SCA) and Ik,y,95 time
series for ERA-Interim (b) and System 4 (d). All signicant correlations at the 5%
condence level are marked with a black cross
The maximum predictive power across all three percentile exceedances is found in
the Scandinavian region. This could be due to the fact that the prior uncertainty
in these regions is relatively large as the climatology here exhibits a strong year-to-
year variability. This indicates that the initialized runs provide useful information to
narrow this spread for the upcoming winter season. The small climatological spread
is possibly also the reason for the fact that there is no PP over the Atlantic within
the classic storm track. The prior uncertainty in this region is relatively small in
this region and so the forecast does not provide any more useful information or is
able to reduce the uncertainty respectively.
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The PP does generally not decrease with increasing percentile threshold. The over-
all pattern looks very similar in all three plots. Interestingly certain areas feature
even higher PP values for the higher percentiles (e.g. Northern Atlantic west of the
British Isles or across Central Europe). Generally System 4 appears to provide ad-
ditional information to the climatology where the amount of windstorms associated
with extreme winds has a larger inter-annual variability. This makes sense as the
climatological distributions in these areas will be reasonably broad, thus the prior
uncertainty is large. From an end-users' point of view this is very useful information
as it seems that the forecast of high wind speeds exhibits a good degree of sharpness
in areas where potential damage could occur from those winds.
Figure 4.4.6: Mean Predictive Power (PP) of ECMWF System 4 for the DJF
seasons from 1983/84 to 2013/14 for Ik,y,90 (a), Ik,y,95 (b) and Ik,y,98 (c) The rectan-
gular box marks the regions for which regional average time series are analyzed (c.f.
Figure 4.4.8).
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4.4.4 Evaluation of the statistical model in comparison to
System 4
The statistical model developed in Chapter 4.3.5 is based on the 9 leading EOFs of
ERA-Interim mid-October to mid-November MSLP data. That way it also attempts
to predict winter storminess based on October to November initial conditions and
ensures a fair level of comparison between the statistical model and the dynami-
cal seasonal forecast product System 4. Figure 4.4.7 shows maps of the correlation
between the respective model and ERA-Interim for the normalized sum of extreme
winds Ik,y,95 during DJF.
Compared to System 4 the statistical model undoubtedly shows more grid cells with
a signicant correlation (skill) for predicting the extreme wind speeds during the
DJF season. The signicant grid cells for System 4 tend to be at the edge of the
studied domain, whereas the major part of grid cells with signicant correlations for
the statistical model appears over Central and Northern Europe featuring correla-
tions up to 0.5. Interestingly the correlation for System 4 is highest where there was
also the highest magnitude of PP (e.g. Scandinavian region in Figure 4.4.6) which
conrms that the PP can be used as an alternative tool to examine the predictive
skill of an ensemble forecast. A denite drawback to the statistical model is the
fact that there is not necessarily a statistical model for every grid cell. In case none
of the 9 EOFs of the November MSLP turns out to be signicantly related to local
extreme wind speeds, no model can be determined. The maps look very similar for
Ik,y,90 and Ik,y,98 so the result is not sensitive to the wind speed threshold. Therefore
we choose not to show them at this point.
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Interestingly many grid cells for which there is no statistical model exhibit some
skill in the dynamical forecast. An interesting approach could be to combine the
two forecast models. One possibility would be to check for skill in System 4. If
none can be found the statistical model could be checked for a signicant model in
that particular grid cell. If skill can be found that grid cell could be used from the
statistical model. Judging from Figure 4.4.7 this hybrid model would exhibit skill
in larger areas than any individual model.
To include all of the previously discussed predictability scores and correlations into
one plot all of these items were averaged over the dened rectangular box (see Fig-
ure 4.4.6) including large parts of Central Europe and the British Isles, thus roughly
the area which is most aected by European windstorms (e.g. Leckebusch et al.,
2008a). The time series (Figure 4.4.8) of Ik,y,95 in ERA-Interim nicely captures
the inter-annual variability of extreme winds in Central Europe with peaks for the
stormy seasons 1989/90, 1992/93, 1999/2000, 2006/07 and 2013/14 as these fea-
tured some of the most prominent European windstorms in the last 30 years. The
minima are found for the winters 1984/85 and 2009/10. Both of these seasons also
exhibited strong negative values of the NAO (see Figure 4.4.3). It seems that the
ensemble spread of System 4 is approximately as big as the yearly variations of
ERA-Interim; however the mean of the ensemble shows very little variability over
the entire time period. This small signal variability is a common feature when taking
the mean of a large ensemble size as it is provided with the 51 members by System 4.
The correlation between the ensemble mean and ERA-Interim of 0.19 is not signif-
icant at the 95% signicance level. Every winter season in the System 4 ensemble
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Figure 4.4.7: Correlation maps for Ik,y,95 time series between ERA-Interim and
the ensemble mean of System 4 (a) and ERA-Interim and the statistical model based
on November MSLP data (b). All signicant grid cells at the 5% condence level
are marked with a black cross.
mean appears to be of a similar intensity whereas the observations exhibit a strong
year-to-year variability. Compared to the range of the entire ensemble, the inner
50th percentile appears sharper. This leads to the conclusion that many ensemble
members end up in the same state, thus agree well to one another. The time mean
of Ik,y,95 over the entire time is very similar for System 4 and ERA-Interim. This im-
plies that the mean of the ensemble forecast manages to get the mean extremeness of
wind speeds correct over the 32 years, however fails to predict the inter-annual vari-
ability. The inter-annual variability in the statistical model is considerably larger.
In addition it correctly predicts some of the peaks (e.g. 1999/2000 or 2011/12) al-
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Figure 4.4.8: Time series of Ik,y,95 spatially averaged for the European region as
dened in Figure 4.4.6. The black line corresponds to ERA-Interim, the red line
corresponds to the mean System 4, the purple band depicts the inner 50th percentile
of System 4 and the grey band depicts the range of the entire ensemble of System 4.
The light blue line represents Ik,y,95 as predicted by the statistical model. The dashed
light grey line depicts the PP whose y-axis is plotted on the right hand side of the
plot. The correlations between the ensemble mean of System 4, the ensemble median
of System 4 and the statistical model with ERA-Interim respectively are given in the
legend after the respective label. The years on the x-axis refer to the years of the
January and February of a particular DJF season, thus 1990 refers to the winter
1989/90 etc.
though it fails to predict the prominent winter of 1989/90. The statistical model
occasionally predicts more extreme seasons than ERA-Interim (2001/02 or 2009/10).
The correlation of 0.51 is signicant at the 95% signicance level.
Generally it seems that unusually low extreme wind seasons like 1984/85 and 2009/10
are harder to predict for both the dynamical and the statistical model. The predic-
tive power is negatively correlated (-0.5) with the spread of the ensembles which is
in line with the assumption that less spread/uncertainty in the forecast is related
to a higher predictability (information gain) of the extreme wind speeds. Despite
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being less uncertain, the ensemble members appear to agree more with each other
than with the actual observation. This compares to an undercondent forecast as
discussed in Eade et al. (2014). In other words there are barely any seasons in which
the ensemble mean forecast can make a prediction of the actual intensity (peak in-
tensity) of the season. In terms of information gain, however, the seasonal forecast
still provides information additional to the climatology for some years; in particular
for the winters 1999/2000, 2006/07 and 2010/11 (see the peaks of the PP curve in
Figure 4.4.8).
4.5 Summary and Discussion
This study utilized the ECMWF System 4 and ERA-Interim to advance the under-
standing of the large-scale drivers associated with extreme winds (i.e. associated
with European winter windstorms) and their predictability. The NAO (rst EOF)
pattern in the seasonal forecast seems to be shifted downstream so that its center of
action is relocated towards the East. This downstream displacement of variability
modes is also observed for the second EOF (corresponding to PNA in the reanalysis)
and the third EOF (WP), which are extended into the Atlantic.
The correlation of the two EOF-based NAO time series between the reanalysis and
the projected System 4 index is around 0.49 whereas it is only 0.32 for the grid-
cell-based index. The lower correlation for the latter could potentially be explained
by the shifted location of the EOFs in System 4, similar to Ulbrich and Christoph
(1999) who argued that the rigid location for the grid-cell-based NAO index could
be inaccurate for some future GCM predictions (ECHAM4+OPYC3 in their case)
as the center of action of the NAO is displaced downstream. A similar displacement
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is observed for the seasonal forecast. The correlation skill of the NAO in System
4 is in good agreement with the ndings of O'Reilly et al. (2017). They computed
a correlation of 0.31 for the NAO index derived from 500 hPa geopotential height
data using the (atmosphere only) seasonal experiments for the entire 20th century
Weisheimer et al., 2017) and of around 0.40 for the 31 years between 1980 and 2010,
thus close to our estimated correlation of 0.49. The dierence might be partly due
to the slightly dierent time period used in their study.
The question about the predictability or uncertainty of extreme wind speeds in
System 4 was approached with the statistical entropy and the Predictive Power
(Schneider and Gries, 1999; Tang et al., 2007) in particular. Evidently there is
more information in the seasonal forecast (larger PP value) in areas where the vari-
ability of the climatology is fairly large. Thus the seasonal forecast is able to reduce
the uncertainty of the forecast distribution compared to the climatological forecast.
This applies especially for some regions in the Central East Atlantic, Eastern Canada
and northern Scandinavia.
The variability in the climatology of extreme winds within the prominent storm
track is comparatively low so that the seasonal forecast cannot provide much ad-
ditional information for these areas. Overall, the PP value proves to be a valid
measure of uncertainty quantication. Fernández-González et al., 2017 investigated
the uncertainty of wind speeds for the ECMWF EPS operational weather forecast-
ing ensemble with a predictability index that evaluates the average inter-quartile
range for a 30 day period against the current forecast. In a way this is similar to the
PP as it estimates in how far the uncertainty of the climatology can be reduced by
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a forecast, thus whether or not the predictability is better than usually. Overall
the conclusions they draw from their analysis of the ECMWF EPS are in line (see
below) with System 4 although the forecasts are on dierent time scales and in their
case on a much smaller spatial scale.
The map of the physical drivers of extreme wind speeds for System 4 looks fairly
dierent to the reanalysis. The NAO acts as the dominant driver in the North At-
lantic, however it does not seem to explain much variability in the Central Atlantic.
The sixth EOF (SCA) is identied as the main driver for extreme winds over Central
Europe. When the model specic eigenvectors are used to produce the time series,
the dierences between ERA-Interim and System 4 are even more striking. It has to
be kept in mind here that we used the EOF patterns of ERA-Interim to create the
EOF time series for System 4. By doing that we could ensure a fairer comparison
with regards to the selection of drivers, however the question remains why the EOF
patterns look fairly dierent between System 4 and ERA-Interim. Physically a sys-
tem generating extreme wind speeds (i.e. an extreme cyclone in the North Atlantic)
should be the same within both System 4 and ERA-Interim.
The actual EOF patterns shown in Figure 4.4.1 and 4.4.2 should in fact aect the
probability of occurrence of these large scale systems. We therefore cannot make
any assumptions on how often the large-scale conditions generating windstorms in
ERA-Interim actually occur in System 4 and how much variability of extreme wind
speeds they can explain.
Even though the NAO in ERA-Interim and System 4 are suciently well correlated
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as shown in this study and also by Kim et al. (2012) or Weisheimer et al. (2017),
the System 4 internal NAO fails to act as the most dominant driver associated with
the inter-annual wind speed variability in Central Europe. This would suggest that
the skillful prediction of the NAO, which is certainly possible (as shown e.g. with
GloSea5 by Scaife et al., 2014), may be used to deduce the winter storminess in the
real world building on empirical relationships between NAO and storminess. How-
ever, it seems that the NAO and the winter storminess in the model itself are not
as related as in the real world.
On the one hand this would mean that extreme wind speeds in the European region
are physically associated with dierent variability patterns even if the large scale
wind speed variability pattern looks correct being right for the wrong reasons. On
the other hand this also means that, by improving the model-internal MSLP vari-
ability, the skill of the seasonal forecast could potentially be substantially increased.
Of course this would not be constrained to the skill of extreme winds but may also
aect the skill of various other atmospheric variables.
The spatially averaged time series revealed a major inconsistency of System 4 in
comparison to the ERA-Interim reanalysis: Whereas the time mean over the 32
year period of System 4 and ERA-Interim agree well, the year-to-year variability of
extreme winds is clearly underestimated by System 4. This lack of variability is a
common feature of an ensemble mean which is to be expected however: We would
not expect the ensemble mean to be a good forecast (in a deterministic sense) of the
atmospheric state more than a month later. The expectation is that the ensemble
mean is closer to the climatology of the model than most of the individual members.
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This is seen clearly in the time series of the ensemble mean. Therefore, the fact
that the System 4 ensemble mean does not predict anomalous seasonal averages in
ERA-Interim is to be expected and does not imply failure to predict. The primary
purpose of the ensemble is to make a probabilistic prediction of the state for the
next season.
The spread of the inter-quartile range of System 4 appears fairly sharp, implying
that at least half of the ensemble members predict wind speeds relatively close to
each other. This is in accordance with Fernández-González et al., 2017 who deter-
mined the inter-quartile range as the most balanced uncertainty quantication for
wind speeds over Spain in the ECMWF EPS forecasting system. They also note
that the ensemble mean should be accompanied by some measure of uncertainty.
Based on Figure 4.4.8 we can conrm this claim.
While the System 4 prediction skill for extreme winds is relatively low, possible
avenues for improvements may be to use multi-system approaches. For example,
Athanasiadis et al. (2017) could show that a multisystem of seasonal forecasts con-
sisting of GloSea5, the National Center for Environmental Prediction (NCEP) CFS
version 2 CFSv2 (Saha et al., 2014) and the CMCC Seasonal Prediction System 1.5
(Materia et al., 2014) has unprecedented high predictive (correlation) skill for the
NAO and AO of 0.85 for the short period of 1997-2014. They follow the arguments
by DelSole et al. (2014) who found that the enhanced predictive skill of a multisys-
tem of forecasts exceeds the expected increase due to larger ensemble sizes alone.
DelSole et al. (2014) argue that the increase in predictive skill is more consistent
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with the addition of new signals from the dierent forecast systems. Thus one way
to possibly improve the forecasting skill would be to incorporate more than one sea-
sonal forecast product for future research. Additionally to assess predictability in a
probabilistic sense one would need to look at for example a tercile forecast of the
NAO rather than just the ensemble mean. That way the deviation from a neutral
NAO index for example could be investigated.
Befort et al. (2018) showed signicant skill in their event-based study analyzing the
predictability of European windstorm occurrence in seasonal forecasts. An explana-
tion for the higher skill in their study could be that the inter-annual variability in
the frequency of windstorms in the North Atlantic is less aected by the variability
of extreme wind speeds at a particular grid cell. The tracking algorithm used to
identify windstorms is based on an exceedance of a local percentile. The magnitude
of the exceedance of the percentile however is irrelevant for the identication of an
event, whereas it is relevant for our Ik,y,9X value. Thus, the degree of exceedance
adds an extra dimension of uncertainty to the skill assessment.
It has to be noted, also, that their analysis only comprises the years 1992-2011 and
utilizes wind speeds in 925 hPa whereas we use 10-meter wind speeds over the pe-
riod 1982-2013. We did some brief analysis only taking into account this shorter
time span and found correlations of similar magnitude and pattern to what they
had found in their paper, e.g. o the coast of France and the UK in particular (not
shown). Whereas their results appear signicant, our map of correlations for the
period from 1992-2011 still shows very little statistical signicance. The nding of
lower skill for the 1982-2013 period is also in line with their ndings.
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The inter-annual variability is captured more accurately by the statistical model,
however the major storm seasons (e.g. 1989/90) are not well predicted either. There
is a negative correlation between the PP and the spread of the ensemble which is
in line with the expectation that the PP is particularly large when the uncertainty
in the forecast is low, implying that there is additional information in the forecast
compared to the climatology.
The two main conclusions of out presented study here are:
 The EOF patterns of System 4 look considerably dierent compared to the
reanalysis. Even when projecting the MSLP anomalies of System 4 onto ERA-
Interim loading patterns, the large-scale drivers correlated with extreme winds
in System 4 are fairly dierent to what is observed in the reanalysis. This could
be one of the reasons for the low skill of the ensemble mean with regard to
the observed value of Ik,y,9X . The low skill is in accordance with Della-Marta
et al. (2010) who found no skill for the 95th percentile of wind speeds in the
predecessor of System 4 for months past the rst lead month (lead months
2-4). The open question here remains why the coupled model that runs freely
after initialization produces such dierent patterns of atmospheric variability
compared to the reanalysis that is constraint by observations. Especially as
the generating systems of extreme winds in DJF (extreme windstorms) should
be the same in both System 4 and ERA-Interim.
 A cross-validated multi-linear regression model using large scale MSLP pat-
terns from mid-October to mid-November can provide signicant skill for the
upcoming DJF season with regard to extreme wind speeds. Thus, October
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and November MSLP data contain valuable information regarding the upcom-
ing DJF storminess for vulnerable regions, pointing to potential predictability
in the climate system that may not be captured by the numerical model in
System 4. The statistical model could potentially be further improved by in-
corporating longer time series, e.g. by using ECMWF ERA-20C (Poli et al.,
2016).
For future research it would be interesting to investigate whether there is a tem-
poral progression in the spatial shift in System 4 compared to ERA-Interim from
initialization to increasing lead times, e.g. carry out an EOF analysis for dierent
lead times. Additionally the identication of drivers could be applied to other vari-
ables, especially to those which have already been validated to feature higher skill
(e.g. winter temperature, Kim et al., 2012 or Ogutu et al., 2017) than the erratic
wind speeds. The statistical model developed in this study provides a good indi-
cation about the potentially predictable storminess of the upcoming winter season
and could provide a useful tool for the impact/actuarial community.
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Chapter 5
Spatial Variability and potential
maximum Intensity of storms over
Europe
The Westerly Wind asserting his sway from the southwest quarter is often
like a monarch gone mad, driving forth with wild imprecations the most
faithful of his courtiers to shipwreck, disaster, and death.
 Joseph Conrad, BritishPolish writer
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Abstract
Extratropical wind storms pose one of the most dangerous and loss in-
tensive natural hazards for Europe. However, due to only 50 years of high
quality observational data, it is dicult to assess the statistical uncertainty of
these sparse events just based on observations. Over the last decade seasonal
ensemble forecasts have become indispensable in quantifying the uncertainty
of weather prediction on seasonal time scales. In this study seasonal forecasts
are used in a climatological context: By making use of the up to 51 ensemble
members a broad, physically consistent statistical base can be created. This
large sample can thus be used to assess the uncertainty of extreme wind storm
features such as intensity or severity more accurately. In particular return peri-
ods and even a potential maximum intensity of windstorms and extratropical
cyclones (ETCs) can be calculated depending on a specic cluster or region
in Europe. A 100year event minimum core pressure in Central Europe, for
example, is estimated to be around 940 hPa, whereas it would be around 928
hPa for the British Isles. By employing extreme value statistics a potential
minimum core pressure (maximum curvature) can be estimated as well. This
is way below (above) a 1000year event however, it can therefore be seen more
as a physical barrier than a realistic scenario.
The following chapter is an edited version of the submitted NHESS manuscript:
Walz, M. A., & Leckebusch, G. C. (2018). Spatial variability and potential maximum
intensity of winter storms over Europe, NHESS-2018-309, submitted on 23 October
2018
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This study was designed by Michael Walz. All data processing and analysis was
carried out by Michael Walz. The clustering algorithm based on Ganey et al. (2007)
was implemented in FORTRAN by Michael Walz. The manuscript was written by
Michael Walz. Gregor Leckebusch gave valuable comments which helped to bring
out the added value of this study more clearly. This study is currently (March 9,
2019) under review.
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5.1 Introduction and Motivation
European winter windstorms are responsible for extreme surface winds and heavy
precipitation events that result in major ooding in many parts of the European
domain. As a result windstorms have a vast impact on socio-economic structures
of the resident societies. The storm Xaver that hit Europe in December 2013 was
responsible for economic losses somewhere between 700 Million and 1.4 Billion Eu-
ros (AIR Worldwide, 2013) and around 10 casualties. The extra-tropical cyclones
(ETCs) instigating these windstorms have their origin over the Northwest Atlantic.
They usually follow an eastward trajectory until they eventually aect the European
continent. ETCs play a crucial role in the reduction of the meridional temperature
gradient as they convert potential energy into turbulent kinetic energy (Leckebusch
et al., 2008b). This implies that ETCs act as a central nexus between the large scale
dynamics of the atmosphere and direct local impacts, manifested in economic losses
caused by associated extreme surface winds (Ganey et al., 2007). Recent studies
have shown that ETCs are steered by a variety of large scale drivers which to some
degree can be used as a prognostic tool to estimate the amount of windstorms per
winter season (Walz et al., 2018a, Vitolo et al., 2009, Mailier et al., 2006). This in
turn means that a better understanding of the large scale variability and the prop-
erties of ETCs in general can have an enormous societal impact.
A general technique to categorise meteorological data and ultimately link it to large
scale dynamics is represented by a clustering approach which has frequently been
used in the literature (e.g. Philipp et al., 2007 or Leckebusch et al., 2008b). Thus,
data is assigned to dierent clusters so that each respective cluster contains alike
data. These clusters can then be investigated individually, thus individual prop-
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erties can be calculated. If, for example, one cluster features systematically more
intense storms than another cluster, this information could be used in a forecast
mode. Hence, if a windstorm in a forecast exhibits properties of the intense cluster,
assumptions could be made about the potential impact of the storm. In addition
to the forecast mode, the properties of individual clusters can help to understand
dynamics behind ETCs. One cluster for example could entail extreme secondary
cyclones like windstorm Lothar in 1999 (Ulbrich et al., 2001)
In terms of ETCs there have been a handful of studies that have applied a clustering
approach.Leckebusch et al. (2008b) used a k-means approach to classify meteoro-
logical circulation regimes which are accountable for windstorms in Europe. They
could identify 4 principle circulation patterns (Primary Storm Clusters; PSC) that
are responsible for the occurrence of harmful ETCs during the extended winter sea-
son (Oct-Mar). Jointly these 4 identied clusters contain more than 70% of the
historic storms between the years 1958 until 1998. Blender et al. (1997) also used a
k-means clustering approach; however instead of circulation patterns they classied
the trajectories of identied ETCs. The major drawback of the k-means approach
in the context of clustering is its requirement for the data to be of the same length.
As windstorms/ETCs occur in dierent spells, this approach is only partly useful for
the sake of the problem. Ganey et al. (2007) proposed a probabilistic clustering ap-
proach in which ETCs are considered in a Lagrangian view as each of them features
a unique track and life cycle. Their approach allows for trajectories to be assigned
to clusters regardless of their duration. As this approach will be implemented for
this study, a more detailed explanation follows in the Methods section of this paper.
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Owing to new Reanalysis products like the European Centre of Medium-range
Weather Forecasts (ECMWF) ERA-20C (Poli et al., 2016) or the NOAA 20CR
(Compo et al., 2011) there is little more than 100 years of high quality windstorm
observations on grid cell level. In order to estimate the uncertainty of high im-
pact windstorms in terms of frequency and severity however, the amount of data is
still too sparse to produce reasonable condence intervals. Similar to Osinski et al.
(2016) in which the ECMWF Ensemble Prediction System (EPS) is used as a data
archive for creating a windstorm catalogue, this study approaches the retrospec-
tive predictions of ECMWF Seasonal Forecast System 4 (Molteni et al., 2011) as
an archive of potential windstorms. Clearly none of the windstorms found in these
forecasts ever happened, however each of them represents one possible physical con-
sistent realisation of a potential reality. Due to the 51 ensemble members of System
4 this leads to a substantial increase (around 1500 years) in the available sample of
potential extreme events. This will allow for a more accurate estimation of uncer-
tainties regarding features of extreme windstorms, e.g. intensity or duration. The
ensemble members are treated as statistically independent since studies have shown
that there is little forecast skill for very high local wind speeds (>98th percentile;
Walz et al., 2018b). As predictability indicates statistical dependence of the ensem-
ble members, the inverse is also true; hence no/little predictability implies statistical
independence of the original ensemble (DelSole and Tippett, 2007, DelSole, 2004).
The novel approach of this study is to gain a better understanding of the hazard
uncertainty of windstorms and ETCs by utilizing the ensembles of seasonal ret-
rospective forecast data in a climate archive approach. Events will be identied
based on two dierent objective tracking algorithms, one of which is based on wind
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speed whereas (Leckebusch et al., 2008a or Kruschke, 2015) the other one is based
on maxima in curvature of the mean sea level pressure (MSLP) eld (Murray and
Simmonds, 1991). The events will be classied based solely on the shape of their
respective trajectory. The dierent clusters will be analysed with regard to storm
features such as maximum intensity, duration and celerity. Eventually a most and
least intense storm cluster will be identied. Chapter 5.2 will describe the ECMWF
System 4 data which is used for this study. Chapter 5.3 summarizes the method of
the probabilistic clustering approach proposed by Ganey et al. (2007), before Chap-
ter 5.4 presents the results of this approach. The paper will close with a Summary
and Discussion in Chapter 5.5.
5.2 Data
The idea of this study is to utilize the ECMWF System 4 (Molteni et al., 2011) as a
climate archive in a way of assuming the 51 members of retrospective forecasts each
resemble an articial reality. System 4 was the operational seasonal forecast system
until November 2017. This study uses retrospective forecasts which are initialised at
November 1st each year from 1983 until 2013. Every run lasts for 7 months so that
data from November 1st until May 31st are available. Due to the spin-up (avoiding
potential real storms at the beginning to guarantee statistical independence) of
the model and the focus on European winter windstorms only, the months Decem-
ber until March are used for this study. The ensemble entails 51 members which,
combined with 31 years of data, is equivalent to 1581 virtual years or winter sea-
sons respectively. That way the ensemble serves as a unique data archive which can
be used to assess the statistical uncertainty more precisely compared to exploiting
observational reanalysis data for this kind of estimation. System 4 is provided on
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a spectral resolution of T255 which is the same resolution used for the Reanalysis
ERA Interim. The perturbed initial conditions are produced using singular vectors
and an ensemble of ocean conditions of the ocean model NEMO (Madec, 2008). The
forecast system is based on the IFS cycle 36r4 of the ECMWF.
Two dierent types of identication methods are used for this study: Windstorms
are identied using an objective windstorm tracking algorithm that is based on the
exceedance of the local 98th percentile of wind speeds (Leckebusch et al., 2008a;
Kruschke, 2015). Cyclones are identied using the cyclone identication method
developed by Murray and Simmonds (1991) which is based on nding maxima in
the curvature (c) of the MSLP eld. Both times the tracking is carried out for the
entire Northern Hemisphere, however only events aecting specic countries/areas
of Europe are analysed within this study.
Due to the abundance of windstorms and cyclones it is possible to determine the
hazard uncertainty of windstorms on a country/region level. This is implemented
by only taking into account windstorms that aect a country at least once in their
lifetime, i.e. by dening a radius around a country/an area through which a wind-
storm or a cyclone has to pass. Thus tracks, that never crossed a respective area
(e.g. British Isles) are discarded from the analysis The area of the maximum wind
eld of a cyclone is usually found southeast of the core of the cyclone (Fig.1; Lecke-
busch et al., 2008a). That is why the selection radii for the tracked cyclones are
slightly dierent to the windstorm ones, i.e. shifted a bit towards the northwest. As
the cyclones identied by the Murray and Simmonds algorithm are not necessarily
extreme in terms of impact, the minimal core pressure and the maximum curva-
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ture of MSLP isolines associated with an identied track both have to be within
the lowest respectively highest 5% of all tracks at least once within the dened ra-
dius. This constraint reduces the number of cyclone tracks signicantly. However,
it represents a necessary approach since a cyclone that is very intense somewhere
over the Atlantic is unlikely to embody a severe damage potential for Europe. For
Figure 5.2.1: Instantaneous wind speed of an arbitrary identied windstorm in
System 4, overlayed by the MSLP eld in black dashed lines. The red line represents
the entire identied cyclone trajectory, the black line the entire associated windstorm
track. As expected the area of maximum wind speeds is south of the core of the
cyclone.
illustration purposes of the tracking algorithm Figure 5.2.1 depicts a snapshot of
the wind eld as well as an identied cyclone track (red) together with its matched
windstorm track (black). The matching of the two events was carried out according
to the algorithm implemented by Nissen et al. (2010). The MSLP eld is depicted
as a black overlay. As expected the maximum wind speed can be found just south
of the area of minimum core pressure of the cyclone. Evidently the cyclone trajec-
tory is signicantly longer than the windstorm track. This is due to the fact that
a windstorm per denition is only tracked as long as the local 98th percentile of
wind speeds is exceeded whereas the cyclone is tracked over its entire lifetime from
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cyclogenesis to cyclolysis. In total more than 11,000 windstorms could be identied
that fullled the area criterion for the British Isles amongst the 1581 virtual years
of data which is an average of around 7 windstorms per December-March period.
This compares to about 7,000 storms aecting Germany and the Benelux, around
8,000 for the Scandinavian region and approximately 15,000 aecting the Central
European region. The exact numbers can be found in Table 1 in Chapter 5.4.1. Due
to the constraint for the tracked cyclones the number of identied events is distinc-
tively smaller. There are around 3,000 extreme cyclones aecting the British Isles,
around 700 for Germany and the Benelux, 2300 for Scandinavia and roughly 1000
for Central Europe. Even though the numbers are smaller compared to the number
of windstorms for every region, the sample size is still large enough to apply ex-
treme value statistics. Clearly there is also an overlap between the dierent regions;
however there are always windstorms/cyclones that are unique for each region. Ad-




In order to categorize the identied trajectories for cyclones and windstorms the
regression mixture models clustering method proposed by Ganey et al. (2007) was
implemented in FORTRAN. This paper will only provide a short summary of the
method, for a full description of the subject the reader is referred to their original
study.
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The initial position of every identied trajectory is subtracted from each respective
pair of longitude and latitude coordinates in order not to cluster the tracks based
on their origin but solely based on their shape. The initial location of a cyclone
might inuence the shape of the track, as we discard tracks, however, that never
make landfall in Europe we can assume all of the tracks are shaped regularly. The
amount of resulting clusters has to be dened prior to the clustering. In agreement
with Ganey et al. (2007) three clusters are chosen to classify the windstorm/cyclone
tracks. This choice is based on their results as well as on some qualitative inspection.
Additionally three clusters provide a coarse overview as this study tries to under-
stand the big picture of cyclone tracks, whereas with many clusters the clustering
becomes more and more fuzzy. The trajectories are modelled via a second order
polynomial which was determined to perform best via cross-validation and which is
also in accordance to Ganey et al. (2007).
The concept of the probabilistic clustering with regression mixture models is rstly
to learn all the parameters (regression and covariance matrices) for all K = 3 clus-
ters and in a second step to decide in which cluster a respective trajectory is most
likely to be in. In other words, every trajectory is tted by a quadratic polynomial
and based on the coecient matrices of this polynomial the algorithm calculates
probability weights wik with
∑3
k=1 wik = 1. Subsequently these weights decide in
which of the K = 3 clusters a respective track is most likely to be in. Starting from
a random initial probability for every trajectory, three regression matrices βk of size
3x2, 3 covariance matrices σk of size 2x2 and a probability wik is computed by the
Expectation-Maximisation (EM) algorithm.
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The EM algorithm is widely used for estimating the maximum-likelihood parame-
ters in connection with regression mixture models (Dempster et al., 1977, McLachlan
and Krishnan, 2007). It is a two-step algorithm as initially both of the parameters
(βk and σk) as well as the cluster assignment are unknown. The algorithm is iter-
ated until the increase in the maximum-likelihood estimation falls below a certain
threshold. A drawback of the EM algorithm is its potential to only nd a local max-
imum in the maximum-likelihood surface. To increase the chance of nding a global
maximum the algorithm is run 50 times with 50 dierent random starting weights.
The events are hard-clustered by assigning a trajectory to the cluster featuring the
largest of the three probability weights (winning weight).
5.3.2 Analytical techniques  Windstorms
After assigning every windstorm trajectory to one of the three clusters the dynamical
features of the associated events are examined. The intensity of a windstorm is given
by the Storm Severity Index (SSI), an objective measure for the severity of a storm
based on the cubic exceedance of the local 98th percentile of wind speeds (Leckebusch
et al., 2008a). The SSI is part of the output of the windstorm identication and
tracking algorithm. It is calculated and accumulated on a grid cell level for every
time step of a respective windstorm. In order to assess the damage potential of
a storm for a specic region, only SSI values within the dened radius around a
region are added up. By applying means of extreme value statistics, i.e. tting of
a Generalised Pareto Distribution (GPD, e.g. Coles, 2001) to the excesses over a
large threshold of SSI values (Peak over Threshold (POT) approach), return levels
of windstorm intensities for every region and cluster can be estimated. The POT
approach has been adapted by many other studies in connection with excessive
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precipitation (e.g., Vrac and Naveau, 2007 or Cooley et al., 2007), wind speeds
(Kunz et al., 2010) and also SSI values (Donat et al., 2011 or Held et al., 2013). The
condence intervals of the return levels are estimated via prole likelihood (Coles,
2001) as the intervals become highly asymmetric for upper bounds and high return
periods. The parameter estimation of the GPD and the calculation of the condence
intervals are implemented in R with the help of the ismev library (Heernan et al.,
2012). In order to account for the probabilistic nature of the clustering, the cluster
weights are used to weight features of the events associated with each trajectory. If,
for example, the winning weight was 0.75 an SSI value of 1 will result in a weighted
severity of 0.75. Given the shape parameter of the GPD distribution is negative; an
expected maximum value of SSI values can be estimated. Additionally some general
storm features like celerity, duration and average intensity are estimated for every
cluster and region. MSLP anomaly composites are created as well in order to gain
insight in the large scale conditions that predominate for the three clusters. This
is done by averaging the anomaly MSLP elds of the windstorm days for the three
clusters.
5.3.3 Analytical techniques  ETCs
The intensity measures of cyclones are denoted by the curvature of the MSLP eld c
and the minimal core pressure p of the cyclone. As it is dicult to relate curvature
(especially due to its unit of hPa
deg.lat2
) to the extreme nature of an ETC the values are
rescaled to an adapted Rossby number Ro. The Rossby number is a dimensionless
estimation of the ratio of inertial force versus Coriolis force. U and L describe the
characteristic velocity and length of a phenomenon, in this case of an ETC, and f
represents the Coriolis parameter. With a characteristic length of 1,000,000m, a
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characteristic velocity between 10-100m/s and a Coriolis parameter of 10−41/s the
Rossby number of an average ETC is around 0.1 − 1. The prominent denition of






ρ ∗ f 2
(5.3.1b)
In order to rescale the curvature values they are scaled with the density of air and
the square of the Coriolis parameter so that the result is dimensionless once again.
With characteristic values of f = 10−4 1
s
and ρ = 1 kg
m3
and assuming 1°of latitude to
be around 100,000m the resulting values are actually of the same magnitude as the
values for curvature. However, they become dimensionless and they can be related
to an average Rossby number; thus more readily interpretable. As shown in Chap-
ter 5.4.2 values of Ro*=4 are not uncommon for intense ETCs.
Both features still do not guarantee a potential high-impact storm event, however
they both serve as very good proxies. As only cyclones are selected that range among
the top 5% of all cyclones in terms of p and Ro* within the dened areas around the
regions, the chances are increased for the cyclone to have a severe impact in terms of
wind speeds. Similar to the procedure applied to the windstorms events, a GPD is t
to the distribution of excesses of each Ro* and p. That way return levels of minimum
core pressure and Ro* as well as their uncertainties can be estimated for every region
and cluster. These maximum/minimum values can be compared and a cluster of
the highest intensity potential can be determined for every region. Furthermore, a
potential upper/lower limit of the Ro* /core pressure and their uncertainty can be
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estimated. For a general overview of the identied clusters common attributes of
cyclones like celerity, average core pressure and duration are examined and compared
amongst the clusters and for the dierent regions.
5.4 Results
5.4.1 Windstorms
The three identied clusters for the windstorm trajectories can be seen in Fig-
ure 5.4.1 and 5.4.2. Figure 5.4.1 illustrates windstorms aecting the British Isles
(BI), whereas Figure 5.4.2 depicts storms for Germany and the Benelux (GEBE)
countries. The clusters for the other two regions look very similar (not shown).
Clearly there are three general directions of progression of the tracks. The rst clus-
ter features events that follow the well-known North Atlantic storm track crossing
the Atlantic in a north-easterly direction. For all the windstorm tracks it has to
be kept in mind that the actual cyclone track might be a lot longer as windstorms
by denition only exist whilst the 98th percentile is exceeded. Cluster 2 includes
events that are generally shorter than the ones in the rst cluster: Their paths re-
ect a straighter West-East progression across the Atlantic compared to the rst
cluster. Events in the second cluster tend to be detected later, thus more towards
the Central Atlantic. From there they proceed in an almost straight track towards
the East. This cluster also contains some events that are only detected when the
system is already close or even within the dened radii, i.e. the British Isles. Events
that are included in Cluster 3 look distinctively dierent compared to the other
two identied clusters. Events featured in cluster three are identied over the Den-
mark Straight usually between Greenland and Iceland or just south of Iceland. The
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tracks then follow a south-easterly trajectory, approaching Europe by crossing the
Northern Sea. This is also the cluster that diers most from the clusters identied
by Ganey et al. (2007). Their clusters D and H resemble Cluster 1 and 2 of this
study whereas their cluster V cannot be identied for the tracks of System 4 at all.
The progression of the tracks within these clusters is almost reversed: south-north
(a) Cluster 1  BI (b) Cluster 2  BI
(c) Cluster 3  BI
Figure 5.4.1: The three clusters that were identied by the probabilistic cluster-
ing method for windstorms aecting the British Isles. Cluster 1 (top left) with its
southwest to northeast progression, Cluster 2 (top right, west to east) and Cluster
3 (bottom, northwest to southeast). 100 random tracks are shown for each of the
clusters. The blue points mark the beginning of the track whereas the green ones
depict the last time step of each trajectory. The red circle encloses the British Isles
and has to be crossed at least once in the life cycle of the windstorm.
compared to northwest-southeast. This is certainly due to the fact that for the
present study only events were considered that actually aected one of the dened
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regions, whereas Ganey et al. (2007) clustered all tracks that could be identied
for their entire domain (i.e. have their origin further west). The number of storms
(a) Cluster 1  GEBE (b) Cluster 2  GEBE
(c) Cluster 3  GEBE
Figure 5.4.2: Same as above except for windstorms aecting Germany and the
Benelux (GEBE).
for every region and cluster can be found in Table 1. Clearly the Cluster 2 is the
most frequent across all 4 regions as it makes up around 50% of all storms except
for the Scandinavian region where it accounts only for about 40% of all the storms.
Cluster 1 and 2 feature similar numbers for 4 all regions with Cluster 1 being more
frequent in the BI and GEBE whereas Cluster 3 is more frequent in Central Europe
(CE) and Scandinavia (SC).
Figure 5.4.3 provides (weighted) SSI return level estimates and their uncertainties
for every region and cluster. Overall Cluster 1 represents the cluster with the most
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Table 5.4.1: Number of windstorm tracks for all of the three clusters for the four
dierent regions studied. The arrow behind the clusters represents the general path
of the trajectory for each cluster.
Region Cluster 1 ↗ Cluster 2 −→ Cluster 3 ↘ Total
British Isles 3182 5374 2482 11038
Germany and Benelux 1599 3911 1512 7022
Central Europe 3471 7244 4182 14897
Scandinavia 2318 3220 2863 8401
intense storms especially for the lower return periods. Particularly for the BI and
GEBE the SSI return levels for Cluster one are the largest values for all periods,
making it the most hazardous of the 3 clusters in terms of potential damage for
these two regions. In the same way Cluster 3 appears as the least hazardous cluster
as it contains the lowest SSI return levels across all return periods. The dierence in
magnitude between the clusters can be quite substantial as for example a 100 year
event for the British Isles within Cluster 1 would be a 200 year event for Cluster
2 or almost a 500 year event for Cluster 3. Clearly the uncertainty of Cluster 3 is
the lowest amongst the three clusters for BI and GEBE. Even intervals for the very
large return periods appear almost symmetric around the estimated value whereas
the condence intervals for the high return levels of Cluster 1 and 2 are highly asym-
metric towards the larger values. This reects the larger uncertainty towards very
high impact windstorm events. For CE and SC the order of the most hazardous clus-
ter appears slightly dierent. For lower return periods Cluster 1 still represents the
most hazardous cluster, however for the 500-year and 1000-year return level Cluster
2 for CE and Cluster 3 for SC emerges as the most hazardous one, especially when
considering the condence intervals. For the 50-, 100- and 200-year return period,
Cluster 2 and 3 are virtually identical for CE.
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3
Figure 5.4.3: Weighted return levels for given return periods of SSI values for
all four regions. The 95% condence intervals are marked with whiskers and are
calculated via the prole likelihood method.
Interestingly Cluster 3 for SC is potentially more hazardous for return levels in-
cluding the 500-year period than Cluster 2 which, in contrast to all other regions,
represents the least hazardous cluster for SC. Overall, return levels for the 1000-year
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period for CE and SC look very similar across all three clusters. Opposed to the
BI and GEBE, Cluster 1 represents the cluster with the least uncertainty whereas
Cluster 2 appears as the most uncertain, particularly for Central Europe where the
upper condence interval for the 1000-year return level reaches up to a value of 63.
This is due to extremely intense outliers within Cluster 2 and also Cluster 3. Owing
to the amount of storms per cluster and region however, the condence intervals are
still comparatively small considering the very large nature of the return periods.
Generally SSI values over the mainland of Europe are systematically larger than
over the BI and parts of Scandinavia. This is a result of the construction of the SSI:
As the denition of the SSI does not take into account the shape of the distribution
of wind speeds past the 98th percentile, SSI values are systematically higher for grid
cells in which windstorms occurrences are less frequent (Walz et al., 2017). From
an impact perspective this assumption is valid as it can be expected that the infras-
tructure in these areas might not be as adapted to frequent windstorm events as it is
in areas within the main storm corridor (i.e. South of France vs. the British Isles).
Figure 5.4.4 provides the weighted windstorm features for BI. Clearly Cluster 1 is
the most extreme cluster in all three features addressed. Particularly the celerity of
the events in Cluster 1 is considerably larger than for the other two clusters which
appear very similar. Cluster 2 features by far the shortest events. This conrms
the impression that could already be drawn from the trajectories in Figure 5.4.1.
The larger area of windstorms in Cluster 1 partly explains the increased severity of
windstorms as the numbers examined in Tables 2 and 3 are integrated values over all
grid cells aected within the radius around a particular region. Interestingly Clus-
ter 1 also entails the largest events in terms of area for CE and SC. As the largest
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(a) Area (b) Celerity
(c) Duration
Figure 5.4.4: Weighted windstorm features found for the three dened clusters for
the British Isles region. Area of the tracked windstorm in units of 10,000km2 (left),
average celerity of the storm in km/h (centre) and duration of the windstorm events
per cluster in days (right).
return level for the 1000-year event is found for Cluster 2 however, this means that
there is no linear relationship between area and intensity of a windstorm event. The
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3
Figure 5.4.5: MSLP Composites of windstorm days for each of the three clusters
for storms aecting the British Isles. Cluster 1 (top left), Cluster 2 (top right) and
Cluster 3 (bottom). All grey shaded areas are signicant at the 99% interval
meteorological conditions that are predominant during windstorm events for each
cluster are presented in Figure 5.4.5. The panel shows MSLP anomaly composites of
all the days on which windstorms were identied for each cluster for the BI region.
All three gures show the stationary low pressure system that is associated with the
Icelandic Low. The shape and location of this system, however, is dierent for all
three clusters. Whereas for Cluster 1 and 2 the centre of the MSLP composite lies
southwest of Iceland, the centre for Cluster 3 is shifted towards the northeast. This
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explains the dierent trajectories for the major part of storms in Cluster 3 compared
to the other two clusters as the MSLP gradient points in a dierent direction.
The direction of the MSLP gradient for each cluster is approximately equivalent to
the main path of the trajectories within each cluster, thus the direction of the large
scale atmospheric ow under the geostrophic wind approximation. Windstorms
in Cluster 3 appear upstream (backside of the wave) of the atmospheric wave,
whereas windstorms in the other two clusters are the result of a more downstream
development. Compared to the quiescent composites (not shown) the gradient is
considerably stronger explaining the higher potential for storminess for each of the
three identied clusters.
The MSLP patterns for the windstorms aecting the CE region are presented in
Figure 5.4.6. The overall MSLP anomalies look similar to what was shown for
the BI region, however the minimum of the anomalies is shifted further to the
East, for Cluster 1 in particular. In accordance to the ndings for the cyclones
(see Chapter 5.4.2), events in Cluster 1 are lower in core pressure compared to the
other two clusters (-18 hPa vs. -14 hPa; compare the following chapter). The MSLP
composites for the other 3 regions are according to the one shown for the BI and CE.
The associated MSLP anomalies for the windstorms aecting the CE region draw
a similar picture, even though the Icelandic Low is shifted more towards the South.
In view of the more southern region of CE this is according to the expectation. The
composite for Cluster 3 emphasises the shifted low pressure system even more as the
core of the system is located over southern Scandinavia which enables windstorms to
travel in a south-easterly direction upstream of the associated low pressure system.
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3
Figure 5.4.6: Same as in Figure 5.4.5 but for Central Europe.
5.4.2 ETCs
The 3 identied clusters for the cyclone trajectories only dier marginally from the
clusters found for the windstorms and are presented in Figure 5.4.7. However by
classifying the cyclones in three dierent clusters we can give estimates of a min-
imum (maximum) core pressure (Rossby number Ro) for dierent return periods
based on a cluster. Depending on the shape parameter of the GPD t we can even
estimate an absolute to be expected minimum (maximum) of core pressure (Ro).
This way a we can estimate both the most extreme cluster and the most uncertain
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cluster with regards to extremity.
Whereas Cluster 1 looks very similar, the trajectories in Cluster 2 and 3 look slightly
dierent to the ones for the windstorms. As windstorms are only identied and
tracked if the local 98th percentile of wind speeds is exceeded, they tend to be con-
siderably shorter than cyclone tracks. Thus, they are usually identied at a later
stage of the development of a cyclone. That is the reason why many of the cy-
clone tracks in Cluster 3 appear much longer than the equivalent trajectories for
windstorms. Most of the windstorms in Cluster 3 have their origin in the North
Atlantic and the Labrador Strait. The origin of the associated cyclone, however,
(a) Cluster 1 (b) Cluster 2
(c) Cluster 3
Figure 5.4.7: The three clusters that were identied by the clustering probabilistic
technique for intense cyclones aecting the British Isles. Cluster 1 (top left) with its
southwest to northeast progression, Cluster 2 (top right, west to east) and Cluster
3 (bottom, northwest to southeast). 50 random tracks are shown for each of the
clusters. The blue points mark the beginning of the track whereas the green ones
depict the last time step of each trajectory. The red circle encloses the British Isles
and has to be crossed at least once in the life cycle of the ETC.
is further upstream o the coast of Newfoundland. Hence, most cyclone tracks in
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Cluster 3 travel in a north-easterly direction whilst they intensify until they reach
the Labrador Strait. This is the point where they will be detected by the windstorm
tracking algorithm. Subsequently they travel in a south-easterly direction (upstream
of the wave) which leads them towards the European mainland. Similarly, cyclones
in cluster 2 are identied long before the windstorm tracking algorithm associates
the respective windstorm to the cyclone. In this case they are only identied as wind-
storms halfway across the Atlantic Ocean which lets them appear so much shorter
compared to the entire cyclone track. Generally, it is harder to distinguish between
cyclone Cluster 1 and 2 both qualitatively (i.e. Figure 5.4.7) and quantitatively as
demonstrated by Figure 5.4.8 and 5.4.9. Figure 5.4.8 provides return levels for the
same return periods as previously for minimum core pressure of a cyclone within the
dened area for BI and CE. The return levels for Cluster 1 and 2 look very similar
for both regions, especially for CE where they are virtually the same throughout all
return periods. In accordance with the intensities of windstorms, Cluster 3 features
the potentially least strong events, revealed by the largest minimum core pressure.
Table 5.4.2 provides an estimate of the lowest potential minimum cyclone core pres-
sure to be expected for each cluster. This estimation is based on the (negative)
shape and scale parameter of the respective GPD that was t for each cluster. As
before Cluster 1 and 2 feature virtually the same value whereas Cluster 3 exhibits
a larger, thus less intense, core pressure.
It is not possible to calculate a lowest potential core pressure for Cluster 3 for CE as
the shape parameter of this particular GPD is positive which means that no upper
limit can be estimated. Due to the abundance of cyclone events, the uncertainty
in estimating the return values is fairly low considering the scarcity of these events.
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3
Figure 5.4.8: Weighted return levels of minimum core pressure for given return
periods of the British Isles and Central Europe. The 95% condence intervals are
calculated via the prole likelihood method and are presented in brackets.
The condence interval for a 500-year return level for BI and Cluster 1 for example
only ranges from 919-925 hPa which is a fairly accurate estimation. Return levels
of the adapted Rossby number Ro* are presented in Figure 5.4.9. Ro* is a number
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3
Figure 5.4.9: Weighted return levels of the Rossby number Ro* for given return
periods of the British Isles and Central Europe. The 95% condence intervals are
calculated via the prole likelihood method and are presented in brackets.
to describe the ratio of geostrophic relative vorticity to Coriolis parameter. An
average ETC features values of Ro* of around 0.11. Thus the presented values
indeed represent intense cyclonic activity. Generally these values are in accordance
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with the results for the minimum core pressure and also the intensity of windstorms.
Events in Cluster 1 feature the highest Ro* return levels, whereas the ones in Cluster
3 appear as the lowest. Compared to the core pressure values however, there is a
larger dierence between Cluster 1 and Cluster 2. Table 5.4.2 also features estimates
of the expected upper limit of Ro*. Interestingly Cluster 3 features the largest upper
limits even though the return levels were lower than both of the other clusters. One
of the reasons for that could be the larger uncertainty of Cluster 3 compared to
the other two clusters. Especially the uncertainty in Cluster 1 is remarkably low.
Even for a 1000-year event the condence interval comprises the estimate really
closely. Additionally the condence interval is only slightly asymmetric, whereas
Table 5.4.2: Potential minimum core pressure (in hPa) and Ro* (dimensionless)
for all three clusters for the BI and GEBE region
Region Cluster 1 ↗ Cluster 2 −→ Cluster 3 ↘
British Isles 911 | 6.2 909 | 6.4 918 | 7.3
Germany and Benelux 909 | 5.8 907 | NA NA | 7.3
the condence intervals for the 1000-year windstorm intensities are considerably
asymmetric (e.g. Figure 5.4.3). In terms of intensity the events that aect the BI
are clearly stronger compared to the ones aecting CE. This is in contrast to the
intensities of the windstorm events as the largest potential SSI values are estimated
for CE and the lowest for the BI. As mentioned before, this is in line with the ndings
from Walz et al. (2017). Furthermore there is not necessarily a linear relationship
between a large curvature/Ro*, a small core pressure and high surface winds. Some
of the windstorms might not be extreme in terms of pressure and curvature/Ro*
and vice versa.
137
CHAPTER 5. SPATIAL VARIABILITY AND POTENTIAL MAXIMUM INTENSITY OF STORMS OVER EUROPE
5.5 Summary and Discussion
The probabilistic clustering technique proposed by Ganey et al. (2007) was imple-
mented for the purpose of investigating the statistical uncertainty of extreme extra-
tropical cyclones. Two dierent identication and tracking algorithms for identifying
extreme cyclone/windstorm events were applied: one based on exceedances of the
local 98th percentile of wind speeds (Leckebusch et al., 2008a), the other one based
on maxima in MSLP curvature (Murray and Simmonds, 1991). The events were
identied in retrospective forecasts of the ECMWF Seasonal Forecast System 4 that
comprises 51 ensemble members. The 51 members are used in a climate archive con-
text similar to Osinski et al. (2016), thus every member is treated as an individual
articial reality of 31 years resulting in more than 1500 years of physically consis-
tent data. As the forecast skill for very high local wind speeds is relatively small
(Walz et al. (2018b)), the members can be seen as statistically independent since
statistical dependence and forecast skill can be seen as equivalent. The clustering
was implemented in accordance with Ganey et al. (2007) who used three clusters
and quadratic polynomials to model the individual trajectories. Cluster 1 and 2
are equivalent to the clusters identied in their paper. The trajectories assigned
to Cluster 3, however, are entirely dierent as it features windstorm events that
approach Europe in a south-easterly direction whereas their third cluster mainly
features events of south-north displacement. On the one hand this could be due
to the dierent tracking algorithm (wind based vs. pressure based). As mentioned
above, windstorm tracks are only about half as long as cyclone tracks. This aects
their shape and thereby the coecients of the polynomial that is used to t them.
On the other hand the dierent cluster might be due to the geographical selection
process of the windstorms used for the clustering.
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Ganey et al. (2007) use identied cyclones from the entire North Atlantic area
while this study only considers trajectories that cross a certain dened area, i.e.
the British Isles. Thus, windstorms that do not aect any of the dened regions
and that potentially travel in a south to north direction are generally excluded from
the clustering algorithm. The statistical analysis was carried out via a GPD model
which is part of the theory of extreme value statistics (Coles, 2001). Return periods
of windstorm intensities (quantied by the SSI) for all three clusters and all four
dened regions were determined. Cluster 1, which contains storms that cross the
Atlantic diagonally following the classic Atlantic storm track, appears as the cluster
that includes the potentially most severe windstorm events, in particular for BI and
GEBE. Due to some very intense events included in Cluster 1 the uncertainty of the
cluster for the very large return periods (>=500 years) is considerably larger than
for the other two clusters. Considering the very large return periods, however the
overall absolute uncertainty for BI and GEBE is fairly small. Especially the con-
dence intervals for Cluster 3, which contains the potentially least severe windstorms,
are reasonably small and also symmetrical. These exact intervals can be achieved
by utilizing more than 11,000 windstorms for the BI and more than 7,000 for GEBE.
The intensities for CE and SC are similar; however the 1000-year event for Cluster
2 is larger than the equivalent value for Cluster 1. In the same way the condence
intervals are larger and less symmetrical compared to the ones for the BI and GEBE.
Both of this is due to some outliers in intensity being part of Cluster 2. Additionally,
the dierences in intensities between the clusters are generally lower, especially for
SC where the 1000-year event is essentially the same across all three clusters. The
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intensity values are generally dicult to compare across the four regions as the SSI
is dependent on the local wind speed climatology Walz et al., 2017). Large SSI re-
turn values for CE or GEBE can, however, be interpreted as a lack of preparedness
of the local infrastructure in some of the countries included in the region against
these high-impact storms due to their infrequent occurrence. Despite these discrep-
ancies between the clusters, the return levels provide a valuable quantication of
the severity and especially their uncertainty for the four dierent regions and three
dierent clusters. In terms of windstorm features Cluster 1 contains the largest and
also longest events. As the intensity is an aggregated quantity this would explain
the more severe events in this cluster. However, even though Cluster 2 contains the
smallest and shortest events also for CE and SC their intensity is higher for those
regions. Thus there is not a clear linear relationship between area, duration and
intensity. Regarding the celerity of the events, there is a large dierence between
Cluster 1 and the Clusters 2 and 3. Events in Cluster 1 travel considerably faster
than the ones in the other two clusters.
The MSLP anomaly composites for the three dierent clusters indicate a succes-
sive eastward displacement of the Icelandic Low for Cluster 1, 2 and 3 respectively
which allows for the cyclones and the associated windstorms to develop more up-
stream, thus pursuing a south-eastward track compared to a northward movement.
Compared to composites of days without any storm activity (quiescent cluster), the
MSLP gradient over the North Atlantic is substantially stronger resulting in more
intense (i.e. deeper core pressure) cyclone systems that get eventually identied
as a windstorm. The associated cyclones for windstorms in Cluster 1 are distinc-
tively lower compared to the other two clusters. This is in good agreement with the
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ndings for the tracked cyclones as well. Compared to the composites created in
Ganey et al. (2007) no negative NAO conditions are evident for Cluster 2 (their
HCluster). This, however, is most likely due to the fact that windstorms hardly
occur during negative NAO conditions (Donat et al., 2010). The Clusters 1, 2 and
3 link to the Primary Storm Cluster (PSC) 1, 2 and 4 in Leckebusch et al. (2008b)
respectively. The PSC 3 of their study can be considered as a hybrid of Cluster 1
and 2. They assigned more than 70% of the historical extreme storms to these four
clusters. This in turn means that the clusters identied in this study proof to be a
valid characterization of the spatial variability of extreme windstorms.
The three identied clusters for the cyclone tracks are less distinct compared to the
windstorm clusters. Qualitatively it is more dicult to nd a dierence between
Cluster 1 and 2 as the trajectories of both clusters are fairly similar. However, sim-
ilar to Cluster 2 for the windstorms, the trajectories in Cluster 2 for the cyclones
tend to be shorter and pursue a more direct eastward track compared to the very
distinct diagonal track of Cluster 1. Cluster 3 of the cyclones is comparable to
Cluster 3 of the windstorms as the general progression of the identied tracks is also
from the central North Atlantic towards the southeast. In contrast to the windstorm
in Cluster 3 however, their origin is further west as windstorms are identied later
in the life cycle of the associated cyclone. For that reason the cyclone trajectories
in Cluster 3 follow are more arc-like path compared to the diagonal displacement
of windstorms. The intensity of the cyclones is represented by the minimum core
pressure and Ro*. As the cyclones identied by the tracking algorithm are not
necessarily extreme per se, cyclones have to be amongst the most extreme 5% in
both variables at least once within the dened areas around the four regions. Even
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though that does not guarantee a high-impact storm it does serve as a good proxy
for an extreme event.
This constraint reduced the amount of cyclones for every region drastically so that
roughly around 500-1000 cyclones per region were considered. Bearing in mind the
scarcity of these extreme cyclones however, the sample size was still large enough
to estimate return levels for very large return periods accurately. In accordance
with the return levels of the windstorm events, the lowest core pressure can be as-
sumed to occur in a cyclone from Cluster 1. Even though there are fewer events
per cluster compared to the windstorm clustering, the uncertainty is considerably
smaller (±1%) for both the minimum core pressure and the Ro*. Additionally the
condence intervals are fairly symmetrical which in turn is an indication for well-
estimated condence intervals. The reason for this good estimate is the lack of
extreme outliers that made it easier to nd a threshold and t a GPD to the distri-
bution of excesses. Economou et al. (2014) estimated core pressure extremes based
on a statistical model. Their estimate for a 50year event for the UK is approxi-
mately between 940970 hPa (for a strongly positive NAO phase). This is higher
than the estimates we could give based on System 4 (around 932-937 hPa depending
on the cluster). However only 31 years of observational data were used for their
study, so a reason for the higher estimates (and larger uncertainties) might just be
the almost factor 50 times smaller original sample size.
The lowest ever recorded MSLP in the British Isles was 926 hPa in January 1884
(MetOce, 2016) which would, depending on the cluster, represent a 500-1000year
event based on our analysis. This shows that the estimations made from System 4
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lie within a physical possible horizon. The lowest potential core pressure of a cyclone
is estimated to be around 910 hPa for both the BI and CE. This is more than 10
hPa below the 1000-year return level (and thus the lowest ever recorded value) so
it can be assumed that an event of this magnitude is highly unlikely and should be
regarded as a physical barrier rather than an actual event. Interestingly the largest
potential Ro* for both regions is found for Cluster 3 even though the return levels
are the smallest of the three clusters. However, this is in accordance with the gen-
erally higher uncertainty of Cluster 3, expressed by the larger condence intervals
for both Ro* and core pressure.
Overall it has to be kept in mind however that the data used here is a forecast prod-
uct which, like any other data set, is not devoid of biases. Although a clear wind
speed or MSLP bias has not been found in System 4 some studies (e.g. Torralba
et al., 2017) suggest that a bias correction is necessary as the raw wind speeds of
System 4 show too little variability in the ensemble mean. As shown in Chapter 4,
however the entire ensemble spread of wind speeds capture the observations well.
As this study is investigating individual members the bias in the ensemble mean is
of small relevance.
The clustering approach represents a useful instrument to classify these rare extreme
events and to determine large-scale dierences between the dierent clusters. Due to
the approach of considering the 51 ensembles of the retrospective seasonal forecast
of the ECMWF System 4 as a vast statistical base, the uncertainty in intensity and
extreme core pressure even for very large return periods could be estimated fairly
accurate. For most regions an empirical physical barrier of core pressure and Ro*
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could be estimated as well. As these barriers are well below/above the 1000-year
return level, they act as an estimate of what could possibly happen rather than as
a magnitude that is likely to occur. Windstorms/cyclones in Cluster 1 pose the
largest threat in terms of potential damage for most of Europe as it features the
largest return levels for all metrics addressed: Windstorm events in Cluster 1 are
of the biggest size and of the highest celerity, thus making it the most hazardous
cluster of the three.
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Chapter 6
Impact of winter windstorms
You don't need to pray to God any more when there are storms in the sky,
but you do have to be insured.
 Bertholt Brecht, German poet and playwright in The Mother, 1930
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Abstract
In this paper we investigate the feasibility and added value of using the
seasonal hindcasts of the ECMWF System 4 as a hazard event set for Euro-
pean winter windstorms loss calculations. The windstorms are identied for
every ensemble member and every year by an objective windstorm tracking
algorithm. The loss is calculated directly from the obtained wind footprints
via the open source natural catastrophe damage model climada for Germany,
the UK, France and Spain and compared to the loss from ERA-Interim. The
results show that the ensembles of losses in System 4 nicely capture the inter-
annual loss variability of the reanalysis. Due to more than 1500 years of `virtual
reality' windstorm data from the hindcasts the return levels of extreme losses
can be estimated fairly accurately. Based on System 4, the losses in the scale
of 1990 (January, February, March and December including the prominent
windstorm Daria) represent a 20-year event in Germany whereas they repre-
sent a 100-year event for the UK. Thus, a considerably shorter return period
compared to return periods calculated from ERA-Interim alone. Further we
investigate the link between the annual losses and large-scale drivers derived
from mean-sea-level-pressure (MSLP) data in System 4. We can show that
within System 4 there is a signicant link between increased loss potentials
for strongly positive North Atlantic Oscillation (NAO) phases for Germany
and the UK as well as a reduced loss potential for Spain. The link between
the other analysed indices is weak bar the East Atlantic (EA) pattern index.
Thus, if the NAO in System 4 is correct we can assume that the windstorms
in System 4 are useable. If this premise is given our study shows that the loss
estimates and ultimately the return levels of losses from System 4 can be used
in an operational way.
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The following chapter is an edited version of the article currently under review:
Walz, M. A. & Leckebusch, G. C. (under review, submitted 13 September 2018).
Windstorm-induced losses based on a hazard event set created from ECMWF Sys-
tem 4. Atmospheric Science Letters
This study was designed by Michael Walz and Gregor Leckebusch. All data pro-
cessing and analysis was carried out by Michael Walz. The climada software used
in this study was provided by David Bresch (https://github.com/davidnbresch/
climada). The manuscript was written by Michael Walz. Gregor Leckebusch gave
valuable comments which helped to bring out the added value of this study more
clearly. This study is currently (March 9, 2019) under review.
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6.1 Introduction and Motivation
Winter windstorms are extreme events that lead to considerable losses across Eu-
rope. Due to the large year-to-year variability in number and intensity of these
storms the observational record of these high impact events is fairly small. Recent
reanalysis projects like ERA-20C (Poli et al., 2016) cover a period of around a hun-
dred years, however given the extremity of certain events (e.g. Daria 23-29 Jan
1990) the tail of the loss distribution still only features a handful of extreme losses
associated with windstorms. As recent studies have shown there is also a spurious
trend in this reanalysis data set (Bloomeld et al., 2018 or Befort et al., 2016). The
lack of observations is often tackled by producing probabilistic event sets based on
alteration of observed events (e.g. Schwierz et al., 2010). The way stochastic event
sets are generated, however, does not necessarily require or account for any physical
consistency within an event as it evolves through time. Thus, a key part of the loss
modelling, the uncertainty in the hazard, is not adequately understood. This paper
aims to investigate the feasibility of generating a set of physical consistent events to
assess the related uncertainties in potential damage and loss.
The fundamental idea is to identify windstorms in the 51 members of the ECMWF
System 4 seasonal forecast system (Molteni et al., 2011) and treat each member as a
physical consistent realisation of a potential reality. This approach is similar to Os-
inski et al. (2016) who used the ECMWF EPS model to build a windstorm `hazard
set'. This will lead to a substantial increase in the available physically consistent
sample of extreme events. The annual losses for four dierent European countries
for every member of the ensemble are estimated from the tracked windstorm events
with the help of the open source natural catastrophe damage model climada (Bresch
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and Mueller, 2017).
Various previous studies have proposed the eect of large-scale drivers onto the in-
tensity/frequency of cyclones (Pinto et al., 2009) and windstorms (Donat et al., 2010
or Walz et al., 2018a). In order to see whether this link is also represented within
the seasonal forecast the estimated regional annual losses are set into context with
model-internal large-scale driver time series (e.g. North Atlantic Oscillation; NAO;
Hurrel, 1995).
Chapter 6.2 will provide an overview of the methods and data used for this study.
It will also include a short description of climada. For a detailed description of the
tool the reader is kindly referred to the ocial manual (climada manual; Bresch
and Mueller, 2017). Chapter 6.3.1 will present the results of the loss estimation for
the four countries including the large-scale driver composite analysis. Chapter 6.4
provides a summary and discussion as well as a brief outlook on future research.
6.2 Data and Methods
The hazard event set is based on the ECMWF System 4 hindcasts entailing the
years 1982-2014 (Molteni et al., 2011). There are 51 ensemble members which are
initialised every November 1st. In order to exclude any potential real storms in
November from the analysis, only the months December until March are included
in the hazard event set; as we can assume that by December the eect of the initial-
isation has vanished. The events are identied for 6-hourly 10m wind speeds within
every single member using the WiTRACK algorithm (Leckebusch et al., 2008a, Kr-
uschke, 2015 or Befort et al., 2016). By using a wind-speed-based tracking algorithm
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we directly obtain the extreme wind eld which can then be used for loss estimation
in climada. This is a huge advantage compared to mean-sea-level-pressure (MSLP)-
based cyclone tracking algorithms. In total, this results in more than 1500 years of
`alternative reality' storms (32 years x 51 members).
In order to set the loss estimated from System 4 in context with observations, wind-
storms are also tracked for the same years in ERA-Interim. The resolution of both
the hindcasts and the reanalysis is T255 so that there is no systematic bias due
to dierences in model resolution. Large-scale driver time series are computed via
an Empirical Orthogonal Function analysis (EOF) using 6-hoursly MSLP again for
both System 4 and ERA-Interim. The loss calculation is done for the UK, Ger-
many, France and Spain, thus the countries generating the most loss caused by
winter windstorms. In accordance with the actuarial industry the loss is calculated
for the entire year, thus losses for one year consist of January, February, March and
December.
The climada model (Bresch and Mueller, 2017) is an open-source is a natural catas-
trophe (NatCat) damage model that is based on four modules:
1. Assets→ geographical distribution of houses/people etc. This is created from
a satellite nightlight image on a 10km scale for every country individually
directly in climada
2. Damage functions→ The default damage function from the winterstorm_europe
module is heuristically adapted to the wind speed values of System 4 and ERA-
Interim so that the losses are at least within a reasonable order of monetary
magnitude for intense winterstorm events(∼109 USD). As the calibration of
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the damage function is neither our expertise nor possible due to the lack of
actual loss data we scale all losses to the ERA-Interim through dividing by the
maximum loss year observed in ERAInterim. Thus the loss gures are ratios
relative to the maximum loss in the reanalysis. For the sake of simplicity we
also use the same damage function for all four countries.
3. Hazards → climada is used to transform the windstorm footprints tracked
with WiTRACK (see above) into hazard sets that can subsequently be used by
climada for loss calculations (via an adaptation of the climada_cosmo2hazard
function)
4. Adaptation measures → Not used for this study
After the iteration of steps 1.3. we obtain an absolute annual expected loss (scaled
to the maximum annual loss of ERA-Interim for the respective country) for all four
countries for every year and all 51 ensemble members. Thus the loss will be pre-
sented as fractions of the costliest year in ERA-Interim.
Climada as a tool oers a lot more functions, however as the scope of our study is
simply to investigate the feasibility of creating a hazard set from ensemble predic-
tions, we limit the usage of climada to simple annual loss calculations. For more
details on all the capabilities of climada the reader is referred to the climada manual
(Bresch and Mueller, 2017).
The return level plots (Chapter 6.3.1) were created tting a Generalised Pareto
distribution (GPD) to the seasonal forecast ensemble with the help of the R package
ismev (Gilleland and Katz, 2016). In order to investigate the proposed relationship
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between the intensity/frequency of European windstorms and large-scale indices we
conduct a composite analysis and check whether the phase of the NAO (or other
indices) has a signicant impact on the windstorm-associated losses. A positive
phase of a respective index is dened as exceeding the 95th percentile of all years
across all 51 ensemble members. Likewise a negative phase of an index is dened as
being below the 5th percentile for all years and ensemble members. Thus 82 years
out of the entire data set are classied as being positive/negative respectively.
6.3 Results
6.3.1 Estimated losses from System 4
Figure 6.3.1: Expected damage (ED) calculated with climada for (a) Germany,
(b) UK, (c) France and (d) Spain in ERA-Interim (black) and System 4 (red). The
standard deviation of the ensemble of System 4 is given in grey shading. All values
are scaled with the maximum of ERA-Interim.
Figure 1 shows annual losses for the four countries both for System 4 and ERA-
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Interim windstorms. The grey shading represents the standard deviation for the 51
ensemble members whereas the red line represents the mean loss over all 51 mem-
bers. All values are scaled to the maximum annual loss in every region. The year
1990 represents the most loss-intensive year for the UK, Germany and France. As
evidenced by MunichRe (2007) this is related to the series of windstorms that hit
Europe in January and February 1990 (e.g. windstorm Daria; Heming, 1990).
Years featuring other prominent windstorms like Lothar (Rivière et al., 2010) in
1999, Jeanette (Parton et al., 2009) in 2002 or Kyrill (Fink et al., 2009) in 2007 also
show an above average loss. The highest relative loss in Spain was estimated for the
years 1989 and 2001. Although no major storm hit Spain in 1989 the season was
one of the stormiest in the recent passed for Spain including e.g. an average wave
height of 7.8m was recorded in the Southwest of Spain (Rangel-Buitrago and An-
fuso, 2013). The years 2009 and 2010 also mark years with extensive losses for Spain.
These losses were most likely caused by windstorms Klaus and Xynthia (Lumbroso
and Vinet, 2011). Xynthia is particularly interesting as it occurred during an ex-
treme negative phase of the NAO (see section below). For all other three countries
the year 2010 was amongst the least intensive loss years. Just as a rough guide,
losses for 1990 in ERA-Interim as calculated with our arbitrary damage function
come to 15 Billion USD for Germany and around 7.5 Billion USD for the UK. As
mentioned before these numbers are not to be seen as real world values, thus we
apply the scaling to the maximum.
The mean of the annual loss as calculated by System 4 shows a reduced variabil-
ity compared to ERA-Interim. This is in line with the ndings of Walz et al.
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(2018b) who showed that the seasonal extreme wind speeds of System 4 feature
a reduced variability compared to the observations. The inter-annual variability
of ERA-Interim is nicely captured, however, within the standard deviation of the
system 4 ensemble. This means that System 4 correctly spans the loss space of
reality. The mean loss over the entire period agrees well between ERA-Interim and
System 4 for the UK (0.36 vs 0.37), France (0.42 vs 0.40) and Spain (0.47 vs. 0.50).
The mean loss calculated for Germany however diers considerably (0.35 vs. 0.48).
Germany is also the country where the spread of the ensemble is the largest. The
smallest is apparent for the UK and France. This is in line with the extreme values
of the ensemble distribution: The maximum annual loss generated by System 4 for
Germany is more than double the loss estimated for 1990 (2.14) whereas the maxi-
mum for the UK is around 1.34 times the 1990 loss (1.31 times 1988 loss for France
and 1.86 times 1989 loss for Spain). The inter-annual variability of ERA-Interim
losses for Germany is well in line with Leckebusch et al. (2007). Although they were
using the cubic exceedance of the 98th percentile of local wind speeds as a proxy
for loss and using ERA40 the main loss years are the same than in our study (1984,
1990, 1998).
The panels in Figure 2 depict the return level plots for Germany and the UK created
via a GPD. From the plot it becomes evident that losses in Germany are consid-
erably higher compared to the UK. The loss of 1990 (value of 1.0) for example is
expected to happen within a return period of around 20 years whereas for the UK
the same magnitude of loss represents a hundred year event. This is roughly the
same return period for which a loss of 1.5 times the 1990 losses would be expected
for Germany.
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Della-Marta and Pinto (2009) estimated the return period of Daria between 24 and
39 years. Although an entire loss season is not easy to relate to one storm alone,
their estimate ts well for the loss return period for Germany. The higher return
period for the UK can be potentially be explained by the additional loss-intensive
storms in 1990. The dashed grey lines in Figure 6.3.2 depict the uncertainties of
the return levels if only calculated from ERA-Interim. Evidently the uncertainty of
potential losses can be estimated considerably more accurately via System 4. The
return levels of System 4 for Germany are almost completely outside of the range
of ERA-Interim which means that when using ERA-Interim only, the potential loss
would be severely underestimated. Thus, according to our results return periods of
losses calculated from ERA-Interim should be treated with care.
The available data of only around 40 years is simply not enough to precisely bench-
mark for example a 200year loss event. The uncertainty in the tail becomes too
large. The loss estimates of climada naturally are very sensitive to the input data.
Thus, there is no absolute truth here as the return periods calculated from Sys-
tem 4 could also feature a bias towards too high wind speeds. However at least the
uncertainty in the tail can be reduced so that a sharper loss space can be obtained.
The panels in Figure 6.3.2 depict the return level plots for Germany and the UK
created via a GPD. From the plot it becomes evident that losses in Germany are
considerably higher compared to the UK. The loss of 1990 (value of 1.0) for example
is expected to happen within a return period of around 20 years whereas for the UK
the same magnitude of loss represents a hundred year event. This is roughly the
same return period for which a loss of 1.5 times the 1990 losses would be expected
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Figure 6.3.2: Return periods for Germany (left) and the UK (right) calculated
from the entire ensemble of System 4. Note the dierent y-axis scales.
for Germany
6.3.2 Estimated losses linked with large-scale driver indices
The relationship between three large scale indices and the annual estimated loss
for System 4 is investigated via a composite analysis. Table 1 presents the results
thereof. To check for signicance of deviation from choosing 82 random years, we
performed a bootstrap sampling using k=100,000 samples. This bootstrapping is
performed to show how loss numbers in years with extreme indices deviate from
randomly sampled years. See an example for the results of the bootstrap for the
NAO case in Figure 3.
As previously shown by various studies (e.g. Donat et al., 2010) the NAO has a sig-
nicant impact on windstorm induced losses across Europe. The losses in Germany
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during the 82 strongly positive NAO phase years are signicantly higher than the
mean across all 1632 (virtual) model years. The reduced loss during the negative
phase of the NAO is even more signicant. The same result is apparent for the UK
where there is also signicant more (less) windstorm related loss during a positive
(negative) NAO phase. The signal for France by contrast is not as strong. There
is reduced loss during the NAO positive NAO phase, however the loss during the
negative phase is also lower than for the mean across all years and ensembles. Stud-
ies have shown that the NAO in seasonal forecasts can be predicted with signicant
skill (e.g. Scaife et al., 2014 or O'Reilly et al., 2017). As a result this would mean
that a seasonal forecast exhibiting extreme NAO values for a season bears the po-
tential of either above or below average windstorm losses. Thus an information gain
regarding loss potentials. There are also reduced losses for France during a positive
SCA phase. Overall there is little signal for the SCA pattern in System 4.
The loss during the positive NAO phase for Spain is signicantly lower compared
to the entire mean. This is in line Walz et al. (2018a) who show that there is a
negative link between the NAO phase and the storminess for the Iberian Peninsula.
There is not much of a signicant link for the rest of the large-scale drivers bar the
EA index that features some signicance for the losses in Spain. This is again in
line with the ndings of Walz et al. (2018a) who could show that the EA pattern
is a signicant driver for windstorm clustering and they could conne the area of
impact of the EA pattern to the East Atlantic and the northern Spain (cf. their
Figure 3a). Overall there seems to be a strong link between the NAO and winter
windstorm losses within System 4. The link between losses and the other two indices
does appear not to be signicant.
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Table 6.3.1: Results of the composite analysis presented per country and positive
(>95th percentile)/negative (<5th percentile) phase of the respective index. A +
corresponds to a 90%, a * corresponds to 95% and ** to 99% signicance of deviation
from picking 82 random years. Again the losses are relative to the most extreme loss
year in ERA-Interim.
Country NAO+ NAO- EA+ EA- SCA+ SCA- Mean
Germany 0.54∗ 0.37∗∗ 0.44 0.49 0.47 0.48 0.48
UK 0.43∗∗ 0.27∗∗ 0.38 0.37 0.36 0.39 0.36
France 0.31∗ 0.35 0.40 0.38 0.36+ 0.40 0.40
Spain 0.26∗∗ 0.51 0.56∗ 0.44+ 0.47 0.50 0.49
As a result this would mean that a seasonal forecast exhibiting extreme NAO values
for a season bears the potential of either above or below average windstorm losses.
Thus an information gain regarding loss potentials. There are also reduced losses for
France during a positive SCA phase. Overall there is little signal for the SCA pattern
in System 4. This is somewhat curious as the SCA pattern has been shown to have
a signicant impact on windstorms (Walz et al., 2018a or Mailier et al., 2006). Walz
et al. (2018b), however could show that especially the SCA pattern within System
4 looks considerably dierent to reality. The loss during the positive NAO phase
for Spain is signicantly lower compared to the entire mean. This is in line Walz
et al. (2018a) who show that there is a negative link between the NAO phase and
the storminess for the Iberian Peninsula. There is not much of a signicant link for
the rest of the large-scale drivers bar the EA index that features some signicance
for the losses in Spain. This is again in line with the ndings of Walz et al. (2018a)
who could show that the EA pattern is a signicant driver for windstorm clustering
and they could conne the area of impact of the EA pattern to the East Atlantic
and the northern Spain (cf. their Figure 3a). Overall there seems to be a strong link
between the NAO and winter windstorm losses within System 4. The link between
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losses and the other two indices does appear not to be signicant.
Figure 6.3.3: Example of the bootstrapping expected damage (ED) distributions
for (a) Germany, (b) UK, (c) France and (d) Spain. The mean loss for the positive
(negative) NAO phase is noted with a red (yellow) vertical line
6.4 Summary and Discussion
This study proposes the utilisation of the ECMWF System 4 hindcast data as a haz-
ard event set for winter windstorms in Europe. The windstorm events were identied
for every year (December-March) and ensemble member using the wind-based track-
ing tool WiTRACK. The loss calculation was realised with the open-source NatCat
damage model climada directly for the tracked wind elds. In order to compare
the estimated losses for System 4 they were related to losses calculated from ERA-
Interim over the same period. The overall losses agree well in their magnitude. As
expected, the interannual variability of the ensemble mean is visibly smaller than
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in the observations. This is in line with Walz et al. (2018b) who show a similar
results for a seasonal extreme wind speed metric. The standard deviation of the loss
ensemble does capture the inter-annual variability nicely, however.
In terms of observed loss the year 1990 (e.g. storm Daria) was the most loss-intensive
year for both the UK, Germany and France. The maximum for Spain in 1989 is
a bit curious, however Rangel-Buitrago and Anfuso (2013) nd 1989 to be one of
the stormiest years with regards to wave height. The potential extreme losses in
the System 4 event set dier considerably for the considered countries: The largest
loss year in System 4 for Germany is more than double the 1990 losses whereas the
largest loss year for the UK is only 1.34 times the loss in the year 1990. This
is conrmed by the return level plot for Germany that shows considerably higher
return levels compared to the UK equivalent. This means that years with double
the loss amount of 1990 are physically possible; given that the model is a faithful
representation of the atmosphere of course. The return level plot also nicely shows
the more accurate estimation of loss uncertainties when utilising System 4 as a haz-
ard set compared to uncertainties calculated from observations.
In accordance with various studies (Donat et al., 2010) the NAO is found to have a
signicant impact on the annual winter storm losses in Europe, especially for Ger-
many, the UK and Spain. Our results are well in agreement with the literature
showing increased (decreased) loss potentials for strongly positive NAO phases in
the UK and Germany (Spain). The result for Spain is particularly striking and in
line with Walz et al. (2018a) who showed a negative correlation between the NAO
and windstorm occurrence for the Iberian Peninsula. This can be explained by the
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position and strength (weakness) of the baroclinic jet stream during positive (neg-
ative) NAO phases and thus little (enhanced) storm activity in southern Europe.
Muñoz-Díaz and Rodrigo (2003) for example found increased precipitation in South-
ern Spain during negative NAO years. Except for the EA pattern in Spain the other
indices did not appear to have a signicant impact on the potential loss. The SCA
pattern which has been shown to have a signicant impact on European storminess
(Walz et al., 2018a or Mailier et al., 2006) does not seem to be linked with losses in
System 4 except for a small signal in France. This could be in line with Walz et al.
(2018b) who found the SCA pattern in System 4 to be fairly dierent compared to
the reanalysis.
In this paper we have demonstrated that the ECMWF System 4 provides a physically
consistent and realistic hazard event set which can be used for loss estimation and a
more accurate estimation of loss return levels as shown by the uncertainties in Figure
2. The question posed in the title could be answered by return period estimates of
1990 losses between 20-25 years for Germany and 50-100 years for the UK. We
could identify a strong link between the NAO and losses for Germany and the UK
in particular. This could prove to be vital information regarding future runs of
seasonal forecasts as the there is a signicantly larger chance of more loss occurring





After a storm comes a calm




This thesis is dedicated to advance the understanding of European winter wind-
storms in ve dierent aspects:
 Quantifying the severity of windstorms in a climatological sense → Quanti-
cation
 Identifying largescale drivers linked with serial clustering of windstorms →
Temporal variability
 Assessment of the predictability of extreme winds associated with windstorms
and identication of drivers of extreme winds → Predictability
 Characterisation of windstorm tracks and identication of most extreme wind-
storm clusters → Spatial variability & maximum intensity
 Creating a physically consistent windstorm hazard set to assess the uncertainty
in losses for Europe using a NatCat model → Impact
Regarding the quantication of windstorms chapter 2 presents a way to objectively
quantify the extremity of windstorms in a climatological sense. The work of this
chapter was published in Walz et al. (2017). Compared to the SSI (Leckebusch
et al., 2008a) which is designed to estimate the severity of a storm in an impact
related manner, the DI-SSI provides an estimation that compares climatological ex-
tremeness. As the SSI does not account for the tail of the distribution, large SSI
values are observed in regions that are less exposed to extreme wind speeds (see
Table 2.3.2). As the resilience towards extreme winds in those areas is potentially
lower the larger SSI values are justied (see also Figure 5.4.3 the relative low SSI
values for the British Isles). From a climatological perspective, however, it also
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makes sense to have an indication on the severity of a storm regardless of its ge-
ographical location. Thus having a single number that quanties the extremity of
the storm with regard to the tail of the local wind speed climatology. This was
successfully accomplished by the development of the DI-SSI. By making use of a
GPD distribution and a equiprobability transformation, any exceedance of the 98th
is assigned the same value. This changes the severity ranking of prominent Euro-
pean windstorm episodes considerably (Table 2.3.2). Storms like Klaus or Martin
that aected mostly Central or Souther Europe end up with a lower severity ranking
whereas storms like Daria, Anatol or Kyrill climbed in the relative severity rank-
ing. The case study of Storm Klaus (Figure 2.3.2) unveils the dierence between
the two approaches: Whereas the largest SSI contributions occur solely over land,
the DI-SSI classies the winds over the ocean close the coast as the most extreme
ones. The correlation analysis between the SSI/DI-SSI and the NAO showed a
more homogeneous correlation pattern for the DI-SSI especially in regions outside
of the classic North Atlantic stormtrack. The correlation between the windstorm
frequency and the two severity time series draws a similar picture  a larger and
more homogeneous correlation pattern across the North Atlantic domain. These
two results conrm that the DI-SSI developed in chapter 2 has the potential to be
used as a standard metric to quantify the meteorological extremeness of European
windstorms regardless of their geographical occurrence.
The temporal variability of windstorms was investigated in chapter 3. This chapter
consists of two parts:
 Impact perspective  given a set of regions, what are the signicant largescale
drivers to explain the most interannual variability?
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 Physical perspective  given a set of largescale drivers, where is their main
area of inuence in the North Atlantic/European domain?
The results of this chapter were published in Walz et al. (2018a). The rst question
was addressed by the development of a Poisson model to statistically model the se-
rial clustering of windstorms (chapter 3.3). Among the identied signicant drivers
were prominent the NAO or the temperature dierence between North America and
the West Atlantic that had previously been linked with European storminess (Do-
nat et al., 2010, Mailier et al., 2006, Wild et al., 2015). A striking feature of this
analysis was the importance of the SCA pattern for European storminess however
for it appeared as the most inuential largescale driver for ve out of seven re-
gions (Table 3.4.1). The SCA pattern is associated with a blocking situation across
Central Europe that prevents windstorms from aecting countries like France or
Europe. This is an interesting result as evidently it is not sucient just to examine
individual largescale patterns to deduce the potential storminess of a winter sea-
son. The Poisson model for modelling the serial clustering showed considerable skill
explaining up 70% of the interannual variance for the British Isles (Table 3.4.2).
The average explained variance for all seven regions is larger than 50%, thus just
by using a set of atmospheric/oceanic drivers more than half of the variability of
European winter windstorms can be explained. This can be particularly interesting
for the actuarial sector. The map of drivers (Figure 3.4.2) provides a descriptive
overview over the areas of impact of the ve most inuential drivers identied by
the Poisson model. In line with the results from the model, the SCA pattern is
the driver that explains most of the variability for Central Europe whereas the im-
pact of the NAO is restricted to the British Isles and the North Atlantic. It has
to be kept in mind, though, that only the winning driver is plotted on the map
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of drivers, thus the NAO might be the second most important driver for areas in
Central Europe. As also identied by Vitolo et al. (2009) or Mailier et al. (2006),
the EA pattern is of signicant importance in the East Atlantic, Western France
and Northern Spain. Overall this chapter provides a comprehensive overview on
the importance of largescale drivers for the interannual variability of European
windstorms and serial clustering in particular.
Largescale drivers have an important eect on European winter storminess as seen
from chapter 3. Chapter 4 tried to link the largescale dynamics of the Euro-
pean/North Atlantic domain with the predictability of extreme wind speeds asso-
ciated with winter windstorms. This chapter was published in Walz et al. (2018b).
The study was trying to answer four main questions:
 How well are largescale patterns represented in seasonal forecast products
(ECMWF System 4 in particular) compared to reanalysis?
 Similar to chapter 3: What are the largescale drivers explaining the most
variability of extreme winds for a winter season?
 What is the skill/predictability of extreme wind speeds associated with wind-
storms in System 4?
 Can largescale conditions in autumn help to predict the potential storminess
of an upcoming DJF season?
As it turns out the largescale patterns in System 4 look substantially dierent to
the ones in the observations. The prominent NAO dipole pattern as a result from
an EOF analysis appears shifted downstream in System 4 so that the main centres
of action are located over Scandinavia and Southern Europe. This is in contrast
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to the reanalysis in which the dipole is in its expected location over Iceland and
the Azores. The downstream shift of the MSLP variability patterns in System 4
appears to be of systematic nature as also for the PNA pattern the centres of action
are moved downstream. (Figure 4.4.2). Other patterns such as the EA pattern look
substantially dierent in System 4. The second step in the analysis of System 4 was
to examine what drives the extreme wind speeds on an interannual time scale. Due
to the large discrepancies between the EOF patterns of System 4 and ERAInterim
the EOF eigenvectors of ERAInterim were used to calculate the variability time
series (NAO, PNA, ...). The resulting maps (Figure 4.4.4) are analogous to the map
of drivers presented in Figure 3.4.2 in chapter 3. Although the System 4 MSLP
anomalies were projected onto the ERAInterim based eigenvectors, the resulting
maps looked substantially dierent. The drivers of extreme wind speeds for ERA
Interim draw a similar picture to the interannual variability of windstorm counts
in chapter 3. The NAO, and the EA pattern appear as the main drivers of extreme
wind speeds for the European core winter season (DJF). The same map produced
with the System 4 MSLP anomalies showed a clear dierence to the reanalysisbased
one: Instead of the NAO, the SCA pattern seems to be the most inuential driver
for Central Europe. This would be in accordance to the result in chapter 3 it has
to be kept in mind, however, that the variable in question was amount of wind-
storms whereas for this analysis the magnitude of wind speeds over an entire season
was investigated. Other drivers especially the ones expected for the Pacic region
also appear as drivers in the European domain which is most likely an artefact of
System 4. The largescale drivers related to extreme wind speeds generally seem
to be poorly represented in System 4 compared to the reanalysis. This becomes
even more obvious when looking at the drivers produced by the System 4 based
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EOF eigenvectors. The patterns seem to have shifted completely so that the PNA
appears as the main driver of Euorpean storminess in System 4. As this analysis is
not necessarily a fair comparison, these gures can only be seen as a trial and are
presented in the appendix.
The predictive skill of System 4 was assessed with a more unconventional skill score
that has its roots in information theory. Generally System 4 added little additional
information to the climatology within the main North Atlantic stormtrack, however
there are pockets of predictive skill for parts of Scandinavia, Eastern Canada and
the Central Atlantic for all three analysed percentiles. Thus, System 4 provides
more information than the climatology for those regions. The last question above
was addressed by developing a multilinear regression model using autumn condi-
tions to predict the upcoming DJF season. The results were surprisingly positive,
especially for the Central European region where the statistical model showed more
skill than System 4. This could be useful information for companies associated with
wind storm risk modelling, e.g. the actuarial sector.
The spatial variability and maximum intensity of windstorms their associated cy-
clones was analysed using the probabilistic clustering approach proposed by Ganey
et al. (2007). In order to have a large sample size of potential windstorms, System
4 was used as a pool of potential alternative realities. Thus the 51 members each
comprising 32 years were used as a climate archive resulting in more than 1500 years
of data. Based on Ganey et al. (2007) and empirical analysis the windstorms were
classied in three dierent clusters (Figure 5.4.1 and 5.4.2). In total more than
11,000 storms could be identied for the British Isles region and more than 14,000
for the Central European region. This large sample size made it possible to make
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sound estimates on the return period of the SSI values per region and cluster. It
turns out that windstorms categorised in Cluster 1 harbour the largest hazard po-
tential in terms of SSI values. This is most likely due to the storms in Cluster 1 being
the largest and longest ones on average. Cluster 3 contains storms that approach
Europe from a north-westerly direction. Storms featured in Cluster 3 tend to bear
the lowest immediate hazard potential, however due to their track they harbour the
risk of storm surges, especially for the German Bight (e.g. Befort et al., 2015). The
meteorological conditions present during the three dierent clusters of windstorms
revealed an enhanced dipole structure between the Icelandic Low and the Azores
high. Depending on the cluster the anomaly structure was shifted more downstream.
In particular for Cluster 3 for which the tracks follow geostrophic conditions on the
backside of the wave. A more dynamical explanation for the dierent tracks could
also be given by the PV gradient (e.g. Hoskins et al. (1985)) in the motion of a
windstorm. Rivière et al. (2012) could show that the PV was responsible for the
poleward movement of windstorm Xynthia perpendicular to the mean ow condi-
tions. Future research could entail a detailed analysis of the PV gradient conditions
for windstorms in each respective cluster (see Chapter 7.2).
The extreme value analysis for the ETCs conrmed the ndings on the windstorms:
Cluster 1 contains cyclones with the lowest core pressure and the largest curva-
ture values across all return periods. Both of these variables are a good proxy of
strong winds associated with the cyclone (e.g. Murray and Simmonds, 1991). The
minimum potential core pressure/maximum curvature, however is more extreme for
Cluster 2 and 3 (e.g. British Isles: 911 hPa/6.2 hPa/deg.lat2 for Cluster 1 vs. 909
hPa/6.4 hPa/deg.lat2 for Cluster 2). These numbers are well below/above the 1000
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year return period value for both of the variables. Hence they can only be seen as
a physical extreme rather than a realistic value to be observed associated with
an actual ETC. Overall this chapter proposed a way to utilise seasonal ensemble
forecast systems as climate archives. As an application of this archive the spatial
variability of windstorms and ETCs was investigated. The classication in three
dierent clusters revealed considerable dierences in windstorms/ETCs especially
with regard to the extremes and potential worstcase storms.
The last chapter of this thesis dealt with the impact of winter windstorms. Similar
to chapter 5 System 4 was used as a pool of alternative realities as observations of
extreme windstorms is limited roughly to the last hundred years. Due to the setup
of 51 ensemble members System 4 is comprised of more than 1500 years of model
data. Wind elds associated with windstorms were identied in order to generate a
hazard event set of potential lossintensive storms. Likewise storms were identied
in ERAInterim in order to compare the climatologies of annual losses. The loss
calculation was done with the open source NatCat loss model climada (Bresch and
Mueller, 2017). All losses were scaled to the maximum loss in the observations in
order to get a feeling what loss space System 4 can generate. The results show that
losses of a double magnitude compared to the observed losses in 1990 (Daria, Vi-
vian...) are physically possible for Germany. The maximum loss in System 4 for the
UK for example is only 1.34 times larger than the loss in 1990. The interannual
variability of the ensemble mean of the losses is lower compared to the reanalysis.
This is in line with the ndings in chapter 4 where it was proposed that the en-
semble mean of extreme wind speeds in System 4 do not show a large interannual
variability. Losses in the range of the year 1990 would be a 25-30year event for
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Germany whereas they represent a 100year event for the UK. Results from Chap-
ter 5 show that depending on the cluster a 100year event for the British Isles with
regards to minimum core pressure ranges between 928935 hPa. The lowest core
pressure recorded for windstorm Daria was 949 hPa (McCallum and Norris, 1990),
thus around 10 hPa higher than an estimated 100year event with regards to loss.
When comparing these numbers it has to be kept in mind, however, that the 100
year event with regards to loss is associated with the entire year of 1990 and not just
one particular storm. The lowest pressure for windstorm Vivian for example was
estimated to be 940 hPa (McCallum and Norris, 1990), thus closer to a 100year
event for the UK and around a 50year event for Germany, where the windstorm
was more devastating than in the UK. The 50year event for Germany is in a similar
order to the 2530year loss event for Germany estimated in Chapter 6.
The variability of the observations is captured nicely by the spread of the entire
ensemble, though. The link between the NAO and windstorm losses was shown to
be signicant in System 4 for Germany, the UK and Spain. The SCA and the EA
pattern, however did not show much association with losses bar the EA pattern
for Spain. These ndings are well in agreement with literature (Donat et al., 2010,
Mailier et al., 2006, Pinto et al., 2009) and also chapter 2 and 3 (Walz et al., 2017,
2018a).
The presented thesis provides an extensive study of European winter windstorms: It
investigates the physical drivers that lead to temporal variability (chapter 3), quanti-
es windstorms both in a climatological and lossrelated manner (chapters 2 and 6),
estimates maximum potential intensities (chapter 5) and last but not least examines
the predictability of extreme wind speeds associated with windstorms (chapter 4).
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Essentially it tries to answer all the questions that Captain Richards and Urbain Le
Verrier would have asked back in 1854 and surely they would have been happy to
have access to this kind of information back in the day. Thus in a way the motivation




The current thesis with its ve chapters represents a comprehensive study to ad-
vance the understanding of quantication, variability, predictability and extremeness
of European winter windstorms. Despite the substantial advances presented here,
there is naturally a potential for future work regarding the four topics discussed.
So far the DI-SSI has only been applied to European windstorms, however it would
be intriguing to see how it would perform for tropical cyclones (TCs). Due to the
parametric nature of the index it could potentially help to build a severity climatol-
ogy for hurricanes or typhoons. As the SSI is a more impact related quantication
it would be interesting to see how major TCs compare in their severity values similar
to what was done for windstorms in Table 2.3.2. A climatological severity could also
be of interest to build a link function between the SarSimpson scale (Simpson
and Sar, 1974) and the DI-SSI. Another idea would be to use the DI-SSI not only
to quantify wind speeds, but also for precipitation associated with windstorms. A
combination of both (wind and precipitation) would also be an option in order to
quantify the compound hazard of extreme wind and rainfall. Technically the DISSI
could also be used for other variables unrelated to windstorms, however one would
need to nd a way to track a certain event, e.g. a heatwave. Similar ideas were
already proposed by Kruschke (2015) who argued that the WiTRACK algorithm
currently only used for windstorm tracking could also be used to track other ex-
treme meteorological variables (i.e. geopotential).
The statistical model developed for modelling the serial clustering of windstorms in
its current version can only be used in real time as its training data set (hence all
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the largescale drivers) as well as the windstorm counts to be predicted are during
DJF. Thus, the only way to use the model in forecastmode would be to use it
with seasonal forecast data which is issued for example in November (e.g. System
4). If the training data set, however, comprised of SON one could build a model to
use the observed largescale drivers of autumn to make a prediction about the up-
coming DJF season (lagged model). The skill scores would most likely be lower than
in Table 5.4.2, the model could still provide useful information on the windstorm
potential, however. Even if the lagged model was not even used for a prediction,
one could still learn about drivers in autumn that signicantly impact the nature
of the upcoming DJF season. So far any interactions between the predictors were
disallowed. This would also bear a potential for improvement as some of the drivers
might not necessarily have an impact on their own, if combined with another driver,
however there might be a signicant contribution to the variability. This could be the
case for interactions between SST related drivers and atmospheric ones in particular.
As apparent from Figure 4.4.1 and 4.4.2 there seems to be a downstream shift of the
MSLP variability patterns. In order to see if there is a lead time dependent shift it
would be of interest to repeat the analysis for each individual lead month and to see
if there is a temporal progression of this downstream shift with increasing lead time.
The analysis on seasonal predictability of extreme wind speeds so far only comprises
32 years of data. Weisheimer et al. (2017) introduced centurylong hindcasts which
are based on System 4 which could be used for a more robust analysis if combined
with a centurylong reanalysis (e.g. ERA20C). That way some of the noise in
determining the largescale drivers could potentially be reduced. Additionally some
of the decadal variability of the largescale drivers might be picked up on for the
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analysis. More generally the identication of largescale drivers could be extended
to other variables (e.g. temperature or geopotential height anomalies).
The spatial clustering in chapter 5 could be conditioned on dierent NAO phases.
This would make it possible to estimate an occurrence probability of a cluster de-
pending on the prevailing NAO phase. The analysis could also be repeated for
TCs. This was already done by Camargo et al. (2007), however their data set is
only comprised of around 50 years of observational data. By using System 4 as a
climate archive analogous to what was done in this thesis a huge hazard set of TCs
could be produced. The WiTRACK algorithm which would be used for identify-
ing the TCs would also provide SSI values and other attributes of each individual
storm. So similar assessments in terms of return periods would be possible. Instead
of using the SSI value as a quantication of the severity it would also be possible
to use the DI-SSI developed in chapter 2. This would most likely aect the re-
sults in Figure 5.4.4. As discussed in chapter 2 Central Europe generally features
larger SSI values due to the denition of the SSI. By using the DI-SSI one could
make a more climatological assessment of the severity of the windstorms in each
cluster for the four dierent regions. A more dynamical analysis of the windstorms
in each cluster might answer some questions why certain tracks (or more generally
the clusters) behave the way that they do. Windstorms in each respective cluster
could be analysed for latent heat release using a PV analysis similar to Tierney
et al. (2018). That way PV anomalies could be attributed to each cluster. The PV
anomalies could then further be used to associate windstorms with a specic cluster.
As the last chapter on the impact of windstorms is lined out as a feasibility study it
contains the potential for further analysis. The damage function that was used to
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estimate the annual losses for example was kept the same for all four countries. For
an operational loss model the vulnerability of every country or even for every assets
would need to be determined individually. Additionally it would be worthwhile to
use wind gusts rather than the 10m wind speeds as the hazard variable. The wind
elds obtained from WiTRACK would then be used to cut out the respective gust
wind eld for a storm. For System 4 however the gusts are only available every 24
hours so that for short events there would only be one available time step for an
event compared to four time steps for the 10m wind. As it was shown that System
4 generates a realistic hazard space the approach could be transferred to other
atmospheric perils like TCs. Climada also includes a TC module so that the loss
calculation for the TC event set could also be performed fairly easily.
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A.1 Footprint of windstorm Vivian
 
Figure A.1.1: Footprint of maximum wind speed for storm Vivian and Kyrill. The
very extreme wind speeds over the Central Atlantic Ocean for Vivian are responsible
for the very large DI-SSI value compared to all the other storms which are compared
in Table 5.4.2. This is due to the fact that the DI-SSI shows the same magnitude
for wind speeds of the same extremeness.
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A.2 10 leading rotated EOFs of ERA20C
Figure A.2.1: Leading 10 rotated EOFs as calculated from ERA20C and used as
predictors for the statistical model for modelling serial clustering of windstorms
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A.3 Correlation of extreme wind speeds for the non-
aggregated time series
Figure A.3.1: Correlation maps for time series of the 90th (a), 95th (b) and 98th
(c) percentiles of wind speeds without using the aggregated variable between System




A.4 Large-scale drivers selected based on the Sys-
tem 4 internal EOF time series
Figure A.4.1: MSLP variability drivers associated with the largest absolute re-
gression coecient for every grid cell for explaining the inter-annual variability of
Ik,y,95 when using the System 4 internal EOF eigenvectors to compute the time se-
ries. Equivalent gure to Figure 4.4.4. If no signicant driver could be determined
the grid cell remains white. Winning drivers for ERA-Interim are shown in the top
gure (a), winning drivers for System 4 are shown in the bottom gure (b).
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