Trimming weighted graphs of bounded treewidth  by Knipe, David
Discrete Applied Mathematics 160 (2012) 902–912
Contents lists available at SciVerse ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Trimming weighted graphs of bounded treewidth
David Knipe ∗
School of Computing, University of Leeds, LS2 9JT, United Kingdom
a r t i c l e i n f o
Article history:
Received 10 February 2010
Received in revised form 20 July 2011
Accepted 23 July 2011
Available online 14 September 2011
Keywords:
Treewidth
Graph trimming
Map labelling
a b s t r a c t
Erlebach et al. define the notion of a trimmable class of graphs. This was motivated by a
problem in map labelling. Roughly speaking, a class C of graphs is trimmable if, for each
graphG ∈ C, it is possible to remove a small proportion of the vertices ofG to obtain a graph
with no long simple paths. More generally, one considers vertex-weighted graphs and tries
to remove a set of vertices of small weight. Erlebach et al. prove that any class of weighted
graphs of bounded treewidth and bounded degree is trimmable. They ask whether this
remains true if the degree is not required to be bounded. In this paper a positive answer is
given.
© 2011 Elsevier B.V. All rights reserved.
1. Definitions and initial lemma
Throughout this paper, all graphs are finite and undirected, and the term pathmeans ‘‘simple path’’. A weighted graph is
a triple G = (V , E, w), where (V , E) is a (finite, undirected) graph and w : V → R+0 is a function. We will also often use G
to denote the underlying graph (V , E), when there is no ambiguity. For A ⊆ V , we will write w(A) to meanx∈Aw(x). For
t ∈ R+ and g ∈ N, a (t, g)-trimming of G is a subset A ⊆ V such that w(A) ≤ w(V )/t and G− A contains no path of length
g + 1. Here, the length of a path P is the number len(P) of edges it has. A class C of weighted graphs is trimmable if, for each
t ∈ R+, there exists g ∈ N such that every weighted graph G ∈ C has a (t, g)-trimming. For integersm and n, the notations
[m, n], [m, n), etc. will denote intervals in Z.
Let us now recall Robertson and Seymour’s definition of treewidth (see [3]). A tree-decomposition of a graph G = (V , E)
is a pair (T , (Bα)α), where:
• T is a tree;
• for each node α of T , Bα ⊆ V (these sets are called bags);• for each vertex x ∈ V , there exists α such that x ∈ Bα;• for each edge {x, y} ∈ E, there exists α such that x, y ∈ Bα;• for each vertex x ∈ V , the set {α : x ∈ Bα} of nodes of T is connected.
We then define the width of the tree-decomposition (T , (Bα)) to be maxα |Bα| − 1; and define the treewidth of G to be
the smallest possible width of a tree-decomposition of G.
In [1], and again at an open problem session of the GROW 2009 conference, Erlebach et al. asked whether every class of
weighted graphs of bounded treewidth is trimmable. In this paper a positive answer is given.
Theorem 1.1. Let C be a class of weighted graphs of bounded treewidth. Then C is trimmable.
The proof of this will contain two parts: First, Lemma 1.2 (proved in Section 2) states that every long path has a long
‘‘progressive’’ subpath; the rest of the paper describes ‘‘weak trimming’’, i.e. removal of all long progressive paths.
As a preliminary, here is Erlebach et al.’s proof that the class of weighted forests is trimmable.
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Fig. 1. Tree with examples for Definition 1.1.
Lemma 1.1. Let G be a weighted forest, and let t ∈ N such that t ≥ 2. Then G has a (t, 2t − 4)-trimming.
Proof. First, assume G = (V , E, w) is a nonempty tree. Let r be an arbitrary vertex of G. Define λ : V → N such that λ(x)
is the shortest possible path length from x to r . For i ∈ [0, t), let Vi = {x ∈ V : λ(x) ≡ i (mod t)}. Then V is the disjoint
union of the t sets Vi (for 0 ≤ i < t). Therefore we may find i ∈ [0, t) such that w(Vi) ≤ w(V )/t . I claim that Vi is a
(t, 2t − 4)-trimming of G.
It remains to show that G − Vi has no path of length 2t − 3. Suppose, to the contrary, that (xn)n∈[0,2t−3] is a path in
G − Vi of length 2t − 3. For each n ∈ [0, 2t − 3), we have λ(xn+1) = λ(xn) ± 1. Also, there is no n ∈ (0, 2t − 3) such that
λ(xn−1) = λ(xn)−1 = λ(xn+1), since otherwise therewould be twopaths from r to xn. Thereforewemay findm ∈ [0, 2t−3]
such that λ(xn+1) = λ(xn)− 1 for n < m, and λ(xn+1) = λ(xn)+ 1 for n ≥ m. Since the path contains no elements of Vi, we
havem ≤ t − 2; similarly 2t − 3−m ≤ t − 2. This is a contradiction.
Every forest is a disjoint union of nonempty trees. Thus, given a weighted forest, we may find a (t, 2t − 4)-trimming of
each of its connected components. The union of these trimmings is a trimming of the forest, since every path is confined to
just one of the components. 
The following notation will be used in this paper.
Definition 1.1 (See also Fig. 1). Trees will be notationally identified with their sets of nodes. Thus, when T is a tree, we will
write α ∈ T to mean α is a node of T ; similarly L ⊆ T .
We apply the standard notation for intervals to trees. That is, if T is a tree with nodes α and β , then [α, β] is the set of
nodes on the path from α to β (including endpoints); similarly, define (α, β), [α, β), etc.
If α and β are distinct nodes of T , we let α → β be the neighbour of α nearest to β , that is, the only neighbour of α in
[α, β]. Similarly, if L is a nonempty connected subset of T not containing α, we define α → L to equal α → β for all β ∈ L.
Given two adjacent nodes α and β , consider the forest formed by deleting the edge {α, β} (but keeping the nodes
themselves). This forest has two components, one containing α and the other containing β . Denote the component
containing α by α/β .
Let L,M ⊆ T be nonempty connected sets such that L ∩M contains at most one element. We let L ⊢ M be the node of L
nearest toM; that is, the first node of L on any path fromM to L. For α ∈ T , let L ⊢ α = L ⊢ {α}.
Definition 1.2. • Let T be a tree. A progression in T is a sequence (αi)i∈[m,n] in T such that for any i−, i0, i+ withm ≤ i− ≤
i0 ≤ i+ ≤ n, αi0 ∈ [αi− , αi+ ]. Equivalently, it is a sequence which can be obtained from a path through T by deletion and
repetition of terms (where repeated terms appear consecutively). See Fig. 2.
• Let G be a graph, with tree-decomposition (T , (Bα)α∈T ). A path-with-progression in G with respect to (T , (Bα)) is a
sequence (xi, αi)i∈[m,n] such that:
- (xi)i∈[m,n] is a path in G
- (αi)i∈[m,n] is a progression in T
- for each i ∈ [m, n], xi ∈ Bαi .
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• A path (xi)i∈[m,n] through a graph G is called progressivewith respect to its tree-decomposition (T , (Bα)α∈T ) if there exists
a progression (αi)i∈[m,n] such that (xi, αi)i∈[m,n] is a path-with-progression.
• If G = (V , E) is a graph, with tree-decomposition (T , (Bα)α∈T ), and if x ∈ V , then we let T (Bα)α∈T (x) = {α ∈ T : x ∈ Bα}.
Similarly, for A ⊆ V , we let T (Bα)α∈T (A) = {α ∈ T : A ∩ Bα ≠ ∅} = x∈A T (Bα)α∈T (x). These will be abbreviated T (x) and
T (A)when (Bα)α∈T is clear from the context.
• For two paths P = (xi)i∈[m,n] and Q = (yj)j∈[m′,n′], we say P covers Q if the vertex set of P contains the vertex set of Q ;
that is, if, for each j ∈ [m′, n′], there exists i ∈ [m, n] such that xi = yj.
• Let G = (V , E, w) be a vertex-weighted graph, and suppose (T , (Bα)α∈T ) is a tree-decomposition of G. Let t ∈ R+ and
g ∈ N. A weak (t, g)-trimming of G (with respect to (T , (Bα)α∈T )) is a subset A ⊆ V such thatw(A) ≤ w(V )/t and G− A
contains no path of length g + 1 which is progressive with respect to (T , (Bα)).
Definition 1.3. Suppose (T , (Bα)α∈T ) is a tree-decomposition of G. Suppose each bag Bα is a clique in G. Then we call
(T , (Bα)α∈T ) a chordal tree-decomposition of G.
Let g, g ′ ∈ N. We call (g, g ′) a progressivisation pair if the following holds:
Let G be any graph. Let (T , (Bα)α∈T ) be a chordal tree-decomposition of G. Let P be a path in G of length at least g ′+ 1.
Then P covers some path of length at least g + 1 which is progressive with respect to (T , (Bα)α∈T ).
Note that, if t ∈ R+ and (g, g ′) is a progressivisation pair, and if G is a weighted graph with chordal tree-decomposition
(T , (Bα)α∈T ), then every weak (t, g)-trimming of Gwith respect to (T , (Bα)α∈T ) is a (t, g ′)-trimming of G. Hence, in proving
trimmability (Theorem 1.1), the following lemma implies that it suffices to give weak trimmings of the members of C.
Lemma 1.2. Let g ∈ N. Then there exists g ′ ∈ N such that (g, g ′) is a progressivisation pair.
In Section 2, the proof of Lemma 1.2 is presented. Section 3 introduces the concept of a tree-coloured weighted graph,
which is essentially (for some k) a graph, together with a chordal tree-decomposition of width k and a (k+1)-colouring. The
main proof will be done on these structures, by recursion on the number of colours. Section 4 gives the proof of Lemma 4.1,
which is used at each step in the recursion. Finally, Section 5 shows the recursive proof, and uses it to prove Theorem 1.1.
(The requirement of chordality is not a problem; we simply add edges to make the tree-decomposition chordal.)
2. Proof of Lemma 1.2 (progressivisation)
This section gives the proof of the following claim, which will imply Lemma 1.2:
Claim 2.1. Let g ∈ N, and let g ′ = 2⌈g/2⌉ + 2⌊g/2⌋ − 2. Then (g, g ′) is a progressivisation pair.
For the remainder of this section, we fix g ∈ N and let g ′ = 2⌈g/2⌉ + 2⌊g/2⌋ − 2. We will also make use of the following
definitions:
Definition 2.1. Let T be a tree.
• T is cubic if every node of T has degree either 1 or 3.
• Let (αi)i∈[m,n] be a sequence of nodes of T . For i ∈ [m, n], let βi = [αm, αn] ⊢ αi. We call the sequence (αi)i∈[m,n] a
quasi-progression if (βi)i∈[m,n] is a progression and, form ≤ i < j ≤ n, [αm, αn] ∩ [αi, αj] ≠ ∅. See Figs. 2 and 3.
• LetΛ : T → N.1 AΛ-sequence in T is a finite sequence of nodes of T in which each node α occurs at mostΛ(α) times.
• We sayΛ : T → N is quasi-progressable if someΛ-sequence of g + 3 nodes of T is a quasi-progression.
• DefineΛT : T → N such thatΛT (α) = 1 if α is a leaf and 0 otherwise.
• Edge contraction: Given neighbouring nodes ϵ and η of T , define the tree T ϵη by adjoining to T − {ϵ, η} a new node ∗ϵη ,
such that the neighbourhood of ∗ϵη is NT ϵη (∗ϵη) = (NT (ϵ) ∪ NT (η)) \ {ϵ, η}.
• With ϵ, η as above, define f ϵη : T → T ϵη by f ϵη(α) = α if α ∉ {ϵ, η} and f ϵη(ϵ) = f ϵη(η) = ∗ϵη .
• If ϵ and η are adjacent nodes of T and Λ : T → N is a function, then we define Λϵη : T ϵη → N by Λϵη(α) = Λ(α) for
α ≠ ∗ϵη , andΛϵη(∗ϵη) = Λ(ϵ)+Λ(η). In other words, for all α ∈ T ϵη , we letΛϵη(α) =β∈(f ϵη)−1(α)Λ(β).
We begin with the following.
Lemma 2.1. Let G = (V , E) be a graph. Suppose A ⊆ V is connected, and suppose (T , (Bα)α∈T ) is a tree-decomposition of G.
Then T (Bα)(A) is connected.
Proof. For x ∈ V , define T (x) = T (Bα)(x); similarly define T (A) = T (Bα)(A). Letα, β ∈ T (A). Find x, y ∈ V such that x ∈ A∩Bα
and y ∈ A ∩ Bβ . Since A is connected, let (xi)i∈[0,m) be a path in G[A] such that x0 = x and xm−1 = y. For each i ∈ (0,m),
find αi ∈ T such that xi−1, xi ∈ Bαi . Furthermore, let α0 = α and αm = β . Then, for each i ∈ [0,m), we observe that T (xi)
1 Throughout this section, it may be helpful to think of anyΛ : T → N as a multiset of nodes of T .
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Fig. 2. Example of a progression (βi)i∈[0,5] .
Fig. 3. A quasi-progression (αi)i∈[0,5]; its progression is in Fig. 2.
is a connected subset of T containing αi and αi+1; hence [αi, αi+1] ⊆ T (xi) ⊆ T (A). Now if i ∈ [0,m) and [α0, αi] ⊆ T (A),
then [α0, αi+1] ⊆ [α0, αi] ∪ [αi, αi+1] ⊆ T (A); hence, by induction on i, [α0, αi] ⊆ T (A) for all i ∈ [0,m]. In particular,
[α, β] = [α0, αm] ⊆ T (A); that is, α and β are in the same connected component of T (A). 
We define the diameter diam(T ) of a tree T to be the maximum length of a path in T . Also, let λ(T ) be the number of
leaves of T .
Lemma 2.2. Let d ∈ N+. Let T be a cubic tree with diameter at most d. Then T has at most 2⌊d/2⌋ + 2⌈d/2⌉−1 leaves.2
Proof. For d ∈ N+, let ℓ(d) be the maximum possible number of leaves in a cubic tree of diameter d.
We proceed by induction on d. Clearly, ℓ(1) = 2 and ℓ(2) = 3. It suffices to prove that, for each d ∈ N+, if the result
holds at d, then it also holds at d+ 2. Therefore fix d ∈ N+, and suppose the result holds at d.
Now consider an arbitrary cubic tree T with diameter d+ 2 ≥ 3. Define a twin leaf of T to be any leaf at distance 2 from
another leaf. Let A be the set of twin leaves of T . Let T0 = T − A.
Let d0 = diam(T0). I now claim that d0 ≤ d. Let P be a path in T0 of length d0. I will construct a path P ′′ of length d0 in T0
containing no leaves of T . Let α be the first node of P . Suppose α is a leaf of T . Since α ∈ T0, by definition of T0, α is not a twin
leaf. Therefore its unique neighbour β has no other leaf neighbours. Also, β has degree 3 in T . Therefore β has a T -neighbour
other than α which is not a T -leaf and does not appear in P . Call this neighbour α′. We now obtain a path P ′ by replacing α
with α′ in P . Alternatively, if α is not a leaf of T , then let P ′ = P . Similarly, change the last node of P ′ (if necessary) to obtain
a path P ′′ in T0, in which the last node is also not a leaf of T .
Since P ′′ has no leaves in T , we may extend it to a path P+ in T of length d0 + 2. Therefore d0 + 2 ≤ diam(T ) = d + 2.
Since T0 is cubic, λ(T0) ≤ ℓ(d). In T , each leaf is adjacent or equal to a T0-leaf; moreover each T0-leaf is adjacent (in T ) or
equal to at most 2 T -leaves. Therefore λ(T ) ≤ 2λ(T0) ≤ 2ℓ(d). Hence ℓ(d + 2) ≤ 2ℓ(d). From this observation the lemma
follows easily. 
Let us now work towards Lemma 2.5, beginning with one of its special cases.
Lemma 2.3. Let T be a cubic tree. Let Λ : T → N satisfy:
• for all α ∈ T ,Λ(α) ≤ ΛT (α);• α∈T Λ(α) = g ′ + 3.
ThenΛ is quasi-progressable.
Proof. Let L = {α ∈ T : Λ(α) = 1}; then |L| = g ′ + 3. Now consider the convex hull T ′ of L in T , that is, the union of all
paths with endpoints in L. Then, for each path P in T ′ which is maximal subject to the condition that all internal nodes of
P have degree 2 in T ′, we remove the internal nodes of P and join the endpoints together. We then obtain a graph T ′′. See
Fig. 4. In fact, T ′′ is a tree, since it can be obtained from T by edge-contractions.
T ′′ is not a subtree of T , but its nodes can be identified naturally with a subset of those of T . Each node of T ′′ has T ′′-
degree equal to its T -degree; therefore T ′′ is cubic. Furthermore, the inclusion map from T ′′ to T is an endomorphism of the
betweenness relation; that is, for all α, β, γ ∈ T ′′, β ∈ [α, γ ] is true in T ′′ if and only if it is true in T . Therefore, the relation
δ = [α, β] ⊢ γ is also preserved by the inclusion map, since it is equivalent to δ ∈ [α, β] ∩ [α, γ ] ∩ [β, γ ].
2 This bound is attained.
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Fig. 4. The trees T , T ′ and T ′′ , from the proof of Lemma 2.3; nodes in L are black.
T ′′ is cubic, with g ′ + 3 leaves (namely the elements of L). So, by Lemma 2.2, it has diameter at least g + 2. Hence let
(βa)a∈[0,g+2] be a progression in T ′′ containing g + 3 nodes, none of which is repeated, beginning and ending at leaves of
T ′′. (It is therefore also a progression in T itself.) Then, for each a ∈ (0, g + 2), we observe that βa has degree 3 (in both
trees). Let γ be the only T ′′-neighbour of βa other than βa−1 and βa+1. Then choose a leaf αa of T ′′ such that αa ∈ γ /βa.
Furthermore, we let α0 = β0 and αg+2 = βg+2. Then, for each a ∈ [0, g + 2], βa = [α0, αg+2] ⊢ αa (in both T and T ′′);
therefore (αa)a∈[0,g+2] is a quasi-progression in T , whose elements are in L.
(αa)a∈[0,g+2] is also aΛ-sequence, and contains g + 3 nodes. This completes the proof thatΛ is quasi-progressable. 
Lemma 2.4. Let T be a tree. Suppose {ϵ, η} is an edge of T , andΛ : T → N is a function such that Λ is quasi-progressable. Then
Λϵη is quasi-progressable.
Proof. Let (αa)a∈[0,g+2] be a Λ-sequence in T which is a quasi-progression. Define α′a = f ϵη(αa), for each a ∈ [0, g + 2]. It
suffices to show that (α′a)a∈[0,g+2] is aΛϵη-sequence and a quasi-progression in T ϵη .
For a ∈ [0, g + 2], let βa = [α0, αg+2] ⊢ αa and β ′a = f ϵη(βa) = [α′0, α′g+2] ⊢ α′a. Then (βa) is a progression in T ; hence
(β ′a) is a progression in T ϵη . Moreover, for 0 ≤ a < b ≤ g + 2, [α0, αg+2] and [αa, αb] are not disjoint; hence, neither are
their f ϵη-images, [α′0, α′g+2] and [α′a, α′b]. Therefore (α′a)a∈[0,g+2] is a quasi-progression.
Now let γ ∈ T ϵη . Denoting by (α′)−1(γ ) the set {a ∈ [0, g + 2] : α′a = γ }, and similarly for the sequence (αa), we
then have |(α′)−1(γ )| = |δ∈(f ϵη)−1(γ )(α)−1(δ)| = δ∈(f ϵη)−1(γ ) |(α)−1(δ)| ≤ δ∈(f ϵη)−1(γ )Λ(δ) = Λϵη(γ ). Therefore
(α′a)a∈[0,g+2] is aΛϵη-sequence, as required. 
Lemma 2.5. Let T be any tree; let Λ : T → N satisfyα∈T Λ(α) ≥ g ′ + 3. ThenΛ is quasi-progressable.
Proof. If T is empty or a singleton, the lemma is trivial. Let us begin with the case in which Λ is the indicator function
IL of some set L of leaves of T . Then |L| ≥ g ′ + 3. Let T and L be a counterexample which minimises E(T ), where
E(T ) =α∈T e(deg(α)). Here, e(n) = n−1 for n ≤ 2, and e(n) = n−3 otherwise. So, intuitively, E(T )measures the extent
to which T deviates from being cubic. By Lemma 2.3, there is at least one node ∗ of T for which e(deg(∗)) > 0. Therefore
we may write T = (T ′)ϵη , where ϵ, η ∈ T ′, ∗ = ∗ϵη , degT ′(ϵ) = 3 and degT ′(η) = degT (∗) − 1. Then E(T ′) = E(T ) − 1.
By minimality of T , T ′ does not give rise to a counterexample. Let L′ = (f ϵη)−1(L). Since ∗ is not a leaf, f ϵη |L′ is injective,
and so |L′| = |L| ≥ g ′ + 3. The inductive hypothesis for T ′ therefore implies that IL′ is quasi-progressable. By Lemma 2.4,
(IL′)ϵη = IL is quasi-progressable. This is a contradiction. Therefore, the result always holds whenΛ = IL, where L is a set of
g ′ + 3 leaves.
Now suppose we are given an arbitrary tree T and a functionΛ : T → N, such thatα∈T Λ(α) ≥ g ′ + 3. Let us define a
new tree TΛ ⊇ T such that the nodes of TΛ − T are all leaves of TΛ, and such that each α ∈ T is adjacent to preciselyΛ(α)
such leaves. Let L = TΛ \ T . Then IL is quasi-progressable. If we now apply Lemma 2.4 to all of the new edges iteratively, we
find thatΛ is quasi-progressable.
This completes the proof of the lemma. 
We will also need the following lemma.
Lemma 2.6. Let G be a graph, with chordal tree-decomposition (T , (Bα)α∈T ). Let (xi)i∈[0,m] be an induced path in G, with length
m ≥ 1. Suppose γ and δ are nodes of T such that x0 ∈ Bγ and xm ∈ Bδ . Then there exists a sequence (βi)i∈[0,m] of nodes of T
such that β0 = γ , βm = δ and (xi, βi)i∈[0,m] is a path-with-progression.
Proof. For x ∈ V , let T (x) = T (Bα)(x); and for A ⊆ V , let T (A) = T (Bα)(A). Define a sequence (αi)i∈[0,m] by αi = T (xi) ⊢ γ .
Now define (βi)i∈[0,m] by βi = αi for i ∈ [0,m), and βm = δ.
It is clear that β0 = γ , βm = δ and xi ∈ Bαi . It remains to show that (βi)i∈[0,m] is a progression.
Hence let us show by induction on i that αi ∈ [γ , αi+1] for i ∈ [0,m). In the case i = 0, this is trivial, since αi = γ . Now
suppose i ∈ (0,m) and αi−1 ∈ [γ , αi]. We know that xi−1 and xi are adjacent; therefore find ϵ ∈ T such that xi−1, xi ∈ Bϵ . Let
ϵ′ = [αi−1, αi] ⊢ ϵ; then xi−1, xi ∈ Bϵ′ . So ϵ′ ∈ [γ , αi] ∩ T (xi) ⊆ {αi}. Then αi = ϵ′ ∈ T (xi−1). Therefore, for all j > i, since
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Fig. 5. Schematic diagram of the sequence (αi) in Lemma 2.7, showing the intervals [ατ−1(0), ατ−1(1)], [ατ−1(1), ατ−1(2)], etc. Here, g = 3 and τ =
0 1 2 3 4 5
0 3 1 5 2 4

.
Fig. 6. Lemma 2.7 gives a permutation σ of [0, g + 1], hence a subinterval [βσ(a), βσ(a)+1] (shown in bold) of each interval [ατ−1(a), ατ−1(a+1)] such that
the subintervals can be concatenated to give the path from α0 to αg+1 . Here, σ =

0 1 2 3 4
0 2 1 4 3

.
xi−1 and xj are not adjacent, xj ∉ Bαi . Hence T (xj) is contained in a connected component of T −αi, for all j > i. Moreover, all
such sets T (xj) are contained in the same component (since xj and xj+1 must share a bag, for i < j < m). And this component
cannot contain γ , since T (xi+1) ∩ T (xi) ≠ ∅. Therefore αi+1 = T (xi+1) ⊢ γ must satisfy αi ∈ [γ , αi+1). This is sufficient to
prove that (αi)i∈[0,m] is a progression. Furthermore, by definition of αm and since δ ∈ T (xm), αm ∈ [γ , δ]. Then, for i ∈ [0,m),
we observe αi ∈ [γ , αm), and hence αi ∈ [γ , δ] = [β0, βm]. Hence (βi)i∈[0,m] is a progression. 
To recap: Given a path P = (xi)i∈[0,g ′+1] in a graph G with tree-decomposition (T , (Bα)α), we wish to find a sufficiently
long progressive path (which is contained in the vertex set of P). To this end, we will begin by finding a suitable sequence
of nodes of the tree T . This sequence may not contain a progression, but it will contain a quasi-progression. However, the
order of the nodes in the quasi-progressionmay differ from their order in the original sequence. See Fig. 5. The chosen nodes
partition some subpath P ′ ⊆ P into g + 2 subpaths. We must then choose an ordering on this set of paths. Next, we derive
g + 2 shorter paths. We will concatenate these together, in the order chosen, to obtain the required progressive path of
length at least g + 1.
Lemma 2.7 will be used to determine the ordering (represented by σ ) on the g + 2 paths. σ may be thought of as a
matching from a set of intervals in T to a set of subintervals of them. The choice of σ depends only on the permutation τ ,
which represents the discrepancy between the order of the nodes in the quasi-progression and their order in the original
sequence of nodes (which is closely tied to the order of the vertices in P).
Given any set S, define Sym(S) to be the set of permutations of S.
Lemma 2.7. Let (αa)a∈[0,g+2] be a quasi-progression in a tree T , and let τ ∈ Sym([0, g+2]). Define the progression (βa)a∈[0,g+2]
by βa = [α0, αg+2] ⊢ αa. Then there exists a permutation σ ∈ Sym([0, g + 1]) such that, for each a ∈ [0, g + 1], we have
[βσ(a), βσ(a)+1] ⊆ [ατ−1(a), ατ−1(a+1)]. (See Figs. 5 and 6.)
For example, Fig. 5 is based on a quasi-progression (αa)a∈[0,5]. The intervals [ατ−1(a), ατ−1(a+1)], for a particular value of τ ,
are shown by the lines. Lemma 2.7 says that it is possible to choose one subinterval of each of these intervals, such that
each interval [βa, βa+1](a ∈ [0, 4]) is chosen once (where βa are the branch points, as defined in the lemma). The chosen
subintervals are shown in bold in Fig. 6.
Proof. We define the interval [x, y] ⊆ Z, when x > y, by [x, y] := [y, x]. (This fits well into the world of trees, which
have a betweenness relation but no directionality.) For s ∈ [0, g + 1], define Is = [τ−1(s), τ−1(s+ 1)] ⊆ [0, g + 2]. Define
C = {(s, a) ∈ [0, g+1]×[0, g+1] : [a, a+1] ⊆ Is}. For S ⊆ [0, g+1], we let C(S) = {a ∈ [0, g+1] : (∃s ∈ S)((s, a) ∈ C)}.
We also define Q to be the graph with vertex set [0, g + 1], in which s and s′ are adjacent if and only if Is ∩ Is′ ≠ ∅ (so Q is
an intersection graph). In order to apply Hall’s Theorem, we need the following result.
Claim 2.2. Let S ⊆ [0, g + 1]. Then |C(S)| ≥ |S|.
Proof. We first note that, for S, S ′ ⊆ [0, g + 1], it is the case that C(S ∪ S ′) = C(S) ∪ C(S ′). Furthermore, if Q has no
edges between S and S ′, then C(S) ∩ C(S ′) = ∅. For if a ∈ C(S) ∩ C(S ′), then we may find s ∈ S and s′ ∈ S ′ such that
[a, a+ 1] ⊆ Is ∩ Is′ , so that s and s′ are adjacent (a contradiction). Therefore |C(S ∪ S ′)| = |C(S)| + |C(S ′)|; hence, it suffices
to prove this claim for each of the Q -connected components of S. So we may assume S is connected.
Let K = {τ−1(s) : s ∈ S + {0, 1}}, where S + {0, 1} := S ∪ {s + 1 : s ∈ S}. Then K contains at least |S| + 1
elements. Let m = min(K) and n = max(K); then n − m ≥ |S|. I now claim that [m, n) ⊆ C(S). Suppose this is not
the case. Then find a ∈ [m, n) such that a ∉ C(S). Then, for each s ∈ S, we have [a, a + 1] ⊈ [τ−1(s), τ−1(s + 1)]. Hence
τ−1(s) ≤ a ⇔ τ−1(s + 1) ≤ a. Then, letting S+ = {s ∈ S : τ−1(s) > a} and S− = {s ∈ S : τ−1(s) ≤ a}, we observe that
there are no Q -edges between S+ and S−. By connectedness of S, either S+ = ∅ or S− = ∅. If S+ = ∅ then n = max(K) ≤ a,
a contradiction; similarly if S− = ∅ thenm = min(K) > a.
Therefore [m, n) ⊆ C(S); hence |C(S)| ≥ n−m ≥ |S|. 
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We now may apply Hall’s Theorem to find σ ∈ Sym([0, g + 1]) such that, for each a ∈ [0, g + 1], (a, σ (a)) ∈ C . Hence,
for each such a ∈ [0, g + 1], [σ(a), σ (a) + 1] ⊆ [τ−1(a), τ−1(a + 1)], and hence [βσ(a), βσ(a)+1] ⊆ [βτ−1(a), βτ−1(a+1)] ⊆[ατ−1(a), ατ−1(a+1)]. 
We now give the proof of Claim 2.1.
Proof. Suppose we are given a graph G, together with a chordal tree-decomposition (T , (Bα)α∈T ) of G. For x ∈ V , define
T (x) = T (Bα)(x), and for A ⊆ V let T (A) = T (Bα)(A). Consider a path (xi)i∈[0,g ′+1] in G. Find a sequence (αi)i∈[0,g ′+2] of nodes
of T , such that for each i ∈ [0, g ′ + 1], xi ∈ Bαi ∩ Bαi+1 . Define Λ : T → N by Λ(β) = |{i ∈ [0, g ′ + 2] : αi = β}|. By
Lemma 2.5,Λ is quasi-progressable; hence let (α′a)a∈[0,g+2] be aΛ-sequence which is a quasi-progression (containing g + 3
nodes).
I now aim to find an injection i : [0, g + 2] → [0, g ′ + 2] such that α′a = αi(a) for each a ∈ [0, g + 2]. To find such an
injection, it suffices to note that for each β ∈ T , |{a ∈ [0, g + 2] : α′a = β}| ≤ Λ(β) = |{i ∈ [0, g ′ + 2] : αi = β}|. This is
true because (α′a)a∈[0,g+2] is aΛ-sequence.
For a ∈ [0, g + 2], let βa = [α′0, α′g+2] ⊢ α′a. Find τ ∈ Sym([0, g + 2]) and j : [0, g + 2] → [0, g ′ + 2] such that j is
increasing and i = j ◦ τ . By Lemma 2.7, applied to the quasi-progression (α′a)a∈[0,g+2], we may find σ ∈ Sym([0, g + 1])
such that, for each a ∈ [0, g + 1], [βσ(a), βσ(a)+1] ⊆ [α′τ−1(a), α′τ−1(a+1)] = [αj(a), αj(a+1)].
Let a ∈ [0, g + 1]. Lemma 2.1 implies that T ({xk : k ∈ [j(a), j(a+ 1))}) is a connected subset of T ; it contains both αj(a)
and αj(a+1); hence it contains [αj(a), αj(a+1)], which in turn contains [βσ(a), βσ(a)+1].
Hence find r, s ∈ [j(a), j(a + 1)) such that βσ(a) ∈ T (xr) and βσ(a)+1 ∈ T (xs). Note that the path (xk)k∈[j(a),j(a+1)) covers
at least one path from xr to xs, since the path (xk)k∈[r,s] is one such. Hence let Pa be some path from xr to xs, covered by
(xk)k∈[j(a),j(a+1)); moreover choose Pa to be minimal, i.e. an induced path. By Lemma 2.6, Pa is progressive; therefore we may
find a progressionΠa such that Pa andΠa form a path-with-progression. Moreover (again from the lemma), we can ensure
that Πa runs from βσ(a) to βσ(a)+1. This fails if Pa contains just one vertex; in that case we choose Πa to consist of just
one node, βσ(a); the resulting singleton path is also a path-with-progression, although it does not satisfy the condition on
endpoints of the progression.
We then concatenate the paths Pσ−1(a), from a = 0 to a = g + 1, to obtain a sequence P . For distinct a, a′ ∈ [0, g + 1],
the vertex sets of the paths Pσ−1(a) and Pσ−1(a′) are disjoint, since they are contained in {xk : k ∈ [j(σ−1(a)), j(σ−1(a)+ 1))}
and {xk : k ∈ [j(σ−1(a′)), j(σ−1(a′)+ 1))}, respectively. Since the last vertex of Pσ−1(a) and the first of Pσ−1(a+1) both belong
to the bag Bβa+1 , they are adjacent; hence P is also a path. We also concatenate the progressions to obtain a sequenceΠ in T .
Since (with the small caveat of progressions of one node) the endpoints of the progressions themselves form a progression
(βa)a∈[0,g+2], Π is also a progression; so, overall, we have a path-with-progression, in which the path has at least g + 2
vertices. 
This completes the proof of Claim 2.1, and hence of Lemma 1.2.
3. Tree-coloured weighted graphs
To recap: We wish to find weak trimmings of graphs of small treewidth. In this section, the definition of tree-coloured
weighted graphs is given. These structures will be generated from graphs of small treewidth. In the following sections it will
be seen how to construct a weak trimming of a graph expressed in this form (Theorem 5.1).
Lemma 3.1. Let (T , (Bα)α∈T ) be a tree-decomposition of width k of a graph G = (V , E). Then there is a colouring χ : V → [0, k]
such that, for each α ∈ T and i ∈ [0, k], the bag Bα contains at most one vertex of colour i.
Proof. The assertion of the lemma follows from the fact that chordal graphs are perfect [2]. To keep this paper self-contained
we give a detailed proof by induction on the number of nodes in T .
In the base case T has one node, say α, and Bα = V . Since |Bα| ≤ k+ 1 there is a colouring χ : V → [0, k] of G such that
each colour class contains at most one vertex.
In the inductive step let α be a leaf of T and β its neighbour. By the induction hypothesis there is a colouring χ of
G− (Bα \ Bβ) such that every bag of T − α contains at most one vertex of each colour. We extend χ to such a colouring of
G by an arbitrary injection from Bα \ Bβ into [0, k] \ {χ(v) : v ∈ Bα ∩ Bβ}. 
We now consider structures of the form (V , w, T , (Bα)α∈T , I, χ), where:
• V is a finite set
• w : V → R+0• T is a tree
• for each α ∈ T , Bα ⊆ V• for each x ∈ V , there exists α ∈ T such that x ∈ Bα• for each x ∈ V , {α ∈ T : x ∈ Bα} is connected• I is a set
• χ : V → I
• if α ∈ T and x, y ∈ Bα and χ(x) = χ(y), then x = y.
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We call such a structure a tree-coloured weighted graph, and we call I its index and |I| − 1 its width.
Given a weighted graph G = (V , E, w) with tree-decomposition (T , (Bα)α∈T ) of width at most k, and given a colouring
χ : V → [0, k] as in Lemma 3.1, we consider the tree-coloured weighted graph L = (V , w, T , (Bα), [0, k], χ). We call
L a colouring of (G, T , (Bα)). Conversely, given a tree-coloured weighted graph L = (V , w, T , (Bα)α∈T , I, χ), we define
E = {{x, y} : x, y ∈ Bα, α ∈ T }; then G := (V , E, w) is a weighted graph, and (T , (Bα)) is a tree-decomposition of G of
width at most |I| − 1. We say Ω(L) := (G, T , (Bα)) is the underlying tree-decomposition of L. Note that if G is a weighted
graph with tree-decomposition (T , (Bα)α∈T ), and if L is a colouring of (G, T , (Bα)), then Ω(L) = (G∗, T , (Bα)), where G
is a subgraph of G∗ and both graphs have the same vertex set. Note also that G and G∗ both have the tree-decomposition
(T , (Bα)), and the width of the tree-decomposition is the same for both graphs.
A progressive path through the graph of Ω(L) will be called a progressive path through L; similarly a weak (t, g)-
trimming ofΩ(L) will be called a weak (t, g)-trimming of L. The main theorem, Theorem 1.1, may be rephrased in terms
of tree-coloured weighted graphs.
Definition 3.1. Let L = (V , w, T , (Bα)α∈T , I, χ) be a tree-coloured weighted graph. Let U ⊆ V . Then we define the tree-
coloured weighted graph L[U] = (U, w  U, T , (B[U]α )α∈T , I, χ  U). Here, B[U]α = Bα ∩ U for α ∈ T ; w  U denotes the
restriction ofw to U; and χ  U denotes the restriction of χ to U . Furthermore, for A ⊆ V , we defineL− A = L[V \ A].
Let J ⊆ I . Then defineL  J = (V  J, w  (V  J), T , (B[V J]α )α∈T , J, χ  (V  J)).3 Here, V  J = χ−1(J). ThenL  J is also
a tree-coloured weighted graph.
Let L be a tree-coloured weighted graph. For g ∈ N, we say L is weakly g-trimmed if Ω(L) has no progressive path of
length g + 1. If λ, g ∈ N andL has index I , we sayL isweakly g-trimmed to width λ if, for each J ⊆ I with |J| ≤ λ+ 1,L  J
is weakly g-trimmed.
Lemma 3.2. Let (αi)i∈[m,n] be a progression in a tree T . Let L be a subtree of T , i.e. a connected set of vertices of T . For each
i ∈ [m, n], let α′i = L ⊢ αi. Then (α′i)i∈[m,n] is a progression.
Proof. Suppose m ≤ ii ≤ i0 ≤ i+ ≤ n. If L ⊢ αi− ≠ L ⊢ αi+ , then the path from αi− to αi+ passes through L ⊢ αi− and
L ⊢ αi+ . Since αi0 is on this path, we have L ⊢ αi0 ∈ [L ⊢ αi− , L ⊢ αi+ ], i.e. α′i0 ∈ [α′i− , α′i+ ].
In the other case, we may write L ⊢ αi− = L ⊢ αi+ = β . Let γ = [αi− , αi+ ] ⊢ β . Then, αi0 ∈ [αi− , γ ] or αi0 ∈ [αi+ , γ ];
hence the path from αi0 to β passes through γ ; this path meets L first at β , hence α
′
i0
= L ⊢ αi0 = β . 
4. Inductive step in the construction of a weak trimming
In this section the following is proved.
Lemma 4.1. Suppose t, g ∈ Nwith t ≥ 2. Let L be a tree-coloured weighted graph with index I. SupposeL is weakly g-trimmed
to width |I| − 2. ThenL has a weak (t, (t − 1)(2g2 + 6g + 5)− 2)-trimming.
I now define several more objects which will be fixed throughout this section.
Let g ′ = (t−1)(2g2+6g+5)−2. The case I = ∅ is trivial:Ω(L) is the emptyweighted graphwith a tree-decomposition.
Therefore assume I ≠ ∅.
WriteL = (V , w, T , (Bα)α∈T , I, χ). Choose some ι ∈ I . Let I0 = I \ {ι}. Let Vι = χ−1(ι) and V ∗ = χ−1(I0).
For any J ⊆ I , defineGJ and (BJα)α∈T such that (GJ , T , (BJα)α∈T ) = Ω(L  J). LetG∗ = GI0 . ThenG∗ has vertex set V ∗. LetW ∗
be the set of connected components of G∗; let≡0 be the corresponding equivalence relation on V ∗. Define the equivalence
relation≡ on V such that, for x, y ∈ V , x ≡ y iff either x = y, or x, y ∈ V ∗ and x≡0 y. LetW = V/ ≡; let θ : V → W be the
projection map corresponding to this quotient.
Define τ : I → {0, 1} by τ(ι) = 1 and τ(i) = 0 for i ≠ ι. Define ψ : W → {0, 1} such that ψ ◦ θ = τ ◦ χ . For
z ∈ W , define w′(z) = w(θ−1(z)). For α ∈ T , define B′α as the θ-image of Bα . LetL′ = (W , w′, T , (B′α)α∈T , {0, 1}, ψ).L′ is
a tree-coloured weighted graph; therefore we may writeΩ(L′) = (H, T , (B′α)).
For x ∈ V we define T (x) = T (Bα)(x), and for A ⊆ V let T (A) = T (Bα)(A). Similarly, when x ∈ W define T (x) = T (B′α)(x),
and for A ⊆ W let T (A) = T (B′α)(A).
To see that L′ is a tree-coloured weighted graph, it is necessary to prove the nontrivial fact that T (z) is connected for
each z ∈ W . For this, we note that T (z) = T (θ−1(z)) and that θ−1(z) is connected, then apply Lemma 2.1.
The tree-decomposition (T , (B′α)) ofH haswidth atmost 1; thereforeH is a forest. By Lemma1.1,wemay find a (t, 2t−4)-
trimming C of H . Hence C is a weak (t, 2t − 4)-trimming ofL′. Let A = θ−1(C).
Claim 4.1. A is a weak (t, g ′)-trimming of L.
We havew(A) = w′(C) ≤ w′(W )/t = w(V )/t; therefore it suffices to prove thatL− A is weakly g ′-trimmed.
Assume, by way of contradiction, that L − A contains a progressive path of length g ′ + 1 and let (xi)i∈[0,g ′+1] be such a
path. This will yield a progressive path inL′ − C , and we will then use the fact thatL′ − C is weakly g ′-trimmed.
3 N.B.: This is the same asL[V  J], except that I has been replaced by J .
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Fig. 7. The path (xi)i∈[0,g ′+1] . Ellipses show the≡0-classes; the vertices not in ellipses belong to Vι .
Note that no two consecutive members of the path belong to Vι, since Vι is an independent set. Find a sequence
(αi)i∈[0,g ′+1] of nodes of T such that (xi, αi)i∈[0,g ′+1] is a path-with-progression in Ω(L − A). Now consider the sequence
(θ(xi))i∈[0,g ′+1]. This is a sequence of vertices of H in which consecutive terms are either neighbours in H or equal. That is:
it is almost a path, except that vertices may be repeated (either as consecutive terms in the sequence or not).
Claim 4.2. Suppose i−, i0, i+ ∈ [0, g ′ + 1] such that i− < i0 < i+ and θ(xi−) = θ(xi+) and xi0 ∈ V ∗. Then θ(xi0) = θ(xi−).
Proof. Note that (αi)i∈[0,g ′+1] is a progression. Therefore αi0 ∈ [αi− , αi+ ]. We also have [αi− , αi+ ] ⊆ T (θ(xi−)), by
connectedness of T (θ(xi−)); hence αi0 ∈ T (θ(xi−)), i.e. θ(xi−) ∈ B′αi0 . Therefore find u ∈ Bαi0 such that θ(u) = θ(xi−).
Since xi0 ∈ Bαi0 , u and xi0 are neighbours in G∗. Also xi− ≡ u. So xi− ≡ xi0 , as required. 
Fig. 7 shows the path (xi)i∈[0,g ′+1].
For each υ ∈ W , let Rυ = {i ∈ [0, g ′ + 1] : θ(xi) = υ}; let Rυ be the convex hull of Rυ in [0, g ′ + 1]. Claim 4.2 implies
that all sets Rυ with υ ∈ W ∗ are disjoint. Now define the sequence (xˆi)i∈[0,g ′+1] inW as follows: If i ∈ Rυ for some υ ∈ W ∗,
then xˆi = υ; otherwise, xˆi = θ(xi). Note that if xi ∈ V ∗ then xˆi = θ(xi).
Adjacent terms in the sequence (xˆi)i∈[0,g ′+1] are either neighbours inH or equal. For each υ ∈ W , {i ∈ [0, g ′+1] : xˆi = υ}
is convex in [0, g ′+ 1]. We therefore define the sequence (yj)j∈[0,h] inW by removing repetition of terms from (xˆi)i∈[0,g ′+1];
that is, the sequence (yj) contains the same terms as (xˆi), but only once each, and in the same order. The sequence (yj)
terminates at xˆg ′+1, i.e. yh = xˆg ′+1. For each j ∈ [0, h], we choose i ∈ [0, g ′ + 1] such that θ(xi) = yj, and let βj = αi. Then
(yj, βj)j∈[0,h] is a path-with-progression inL′. In fact, since the original path (xi)was inL−θ−1(C), (yj)j∈[0,h] is a progressive
path inL′ − C . The definition of C therefore yields 2t − 4 ≥ len((yj)j∈[0,h]) = h.
Suppose that, for each υ ∈ W ∗, |Rυ | ≤ 2g2 + 6g + 4. H is bipartite, sinceW ∗ andW1 := W \W ∗ = {{x} : x ∈ Vι} are
independent sets. Hence the sequence (yj) alternates between the two sets. For yj ∈ W1, |Ryj | = 1. Now define ρj for j ∈ Z
such that:
• if j, j′ ∈ Z and j ≡ j′ (mod 2) then ρj = ρj′ ;
• if j ∈ [0, h] and yj ∈ W1 then ρj = 1;
• if j ∈ [0, h] and yj ∈ W ∗ then ρj = 2g2 + 6g + 4.
Then:
g ′ + 2 =
h
j=0
|Ryj |
≤
h
j=0
ρj
≤
2t−4
j=0
ρj
≤ (t − 1)(2g2 + 6g + 5)− 1
= g ′ + 1.
This is a contradiction. Therefore we may fix υ ∈ W ∗ such that |Rυ | ≥ 2g2 + 6g + 5.
We now write Rυ = [ϵ, η], where η − ϵ ≥ 2g2 + 6g + 4. Hence consider the sequence (xi)i∈[ϵ,η]. This is a subpath of
(xi)i∈[0,g ′+1], hence a progressive path inL. Let us now attempt to find a progressive path of length g+1 contained in GJ , for
some J $ I; this will contradict the hypothesis. The method will be as follows: note that {xi : i ∈ [ϵ, η]} ∩ VI0 is contained
in a connected component of GI0 . It will then be possible to obtain a progressive path in GI0 such that each of the vertices
xi(i ∈ [ϵ, η]) is adjacent to at least one vertex in the new path. SinceL  I0 is weakly g-trimmed, this path has length atmost
g . In that case, we can find a vertex q of Gwhich is adjacent to many vertices of the path (xi)i∈[ϵ,η]. Hence the neighbourhood
of q contains a long progressive path, and this path is contained in VI\{χ(q)}. This will contradict the fact thatL  (I \ {χ(q)})
is weakly g-trimmed.
Claim 4.3. Let q ∈ V . Then q has at most 2g + 3 neighbours in (xi)i∈[ϵ,η].
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Proof. Let (pi)i∈[0,n] be the strictly increasing sequence consisting of all integers p in [ϵ, η] such that xp is a neighbour of q.
Now let L = T (q). For each i ∈ [ϵ, η], let α′i = L ⊢ αi. Now suppose i ∈ [0, n]; since xpi and q are adjacent, we may choose
β ∈ L ∩ T (xpi), yielding α′pi ∈ [αpi , β] ⊆ T (xpi). Also, (α′i)i∈[ϵ,η] is a progression, by Lemma 3.2.
We now prove that (xpi)i∈[0,n] is a path. First, suppose L is disjoint from the interval [αϵ, αη]. Let β = L ⊢ [αϵ, αη]. Then,
for each i ∈ [0, n], we have xpi ∈ Bβ , so that in fact the sequence (xpi) forms a clique.
The other case is that L meets the interval [αϵ, αη]. Then we may cover [0, n] by three (disjoint) intervals I l, Im, Ir such
that (using the notation ‘‘A < B’’ for intervals in Z to mean (∀a ∈ A)(∀b ∈ B)(a < b))
• I l < Im, Im < Ir and I l < Ir
• For i ∈ [0, n], αpi ∈ L ⇔ i ∈ Im
• For i ∈ [0, n] \ Im, αpi belongs to the same component of T − L as αϵ if and only if i ∈ I l• For i ∈ [0, n] \ Im, αpi belongs to the same component of T − L as αη if and only if i ∈ Ir .
Now, if i ∈ I l then xpi ∈ Bα′ϵ , and similarly if i ∈ Ir then xpi ∈ Bα′η . To prove the former, we observe that, since xpi is a
neighbour of q, there exists β ∈ T such that xpi , q ∈ Bβ . Then α′ϵ ∈ [αpi , β], whence xpi ∈ Bαpi ∩ Bβ ⊆ Bα′ϵ .
Now if i, i+ 1 ∈ Im, then pi+1 = pi + 1; since, for any j ∈ [pi, pi+1], we have αj ∈ [αpi , αpi+1 ] ⊆ L, so that j appears in the
sequence. Hence xpi and xpi+1 share an edge. If i ∈ I l, then xpi ∈ Bα′ϵ ; hence any two such vertices are neighbours. And similarly
in Ir . If i ∈ I l and i+ 1 ∈ Im, and if xpi and xpi+1 are not neighbours, then T (xpi+1−1)∩ L = ∅ (since otherwise pi+1 − 1 would
appear in the sequence (pi′)i′∈[0,n], whence pi+1−1 = pi). Therefore T (xpi+1−1) ⊆ (α′ϵ → αϵ)/α′ϵ . This set shares a nodewith
T (xpi+1), since xpi+1−1 and xpi+1 are adjacent; hence T (xpi+1) ∩ ((α′ϵ → αϵ)/α′ϵ) ≠ ∅. Write β ∈ T (xpi+1) ∩ ((α′ϵ → αϵ)/α′ϵ).
Then xpi+1 ∈ Bβ ∩ Bαpi+1 ⊆ Bα′ϵ , since α′ϵ ∈ [β, αpi+1 ]. But xpi ∈ Bα′ϵ also, so xpi and xpi+1 are neighbours. The case pi ∈ Im,
pi+1 ∈ Ir is similar.
The only remaining case is if pi ∈ I l and pi+1 ∈ Ir . In this case, assume xpi and xpi+1 are not adjacent. Then pi+1 > pi + 1.
For each j ∈ (pi, pi+1), T (xj) is a connected set disjoint from L, and therefore contained in a connected component of T − L.
Since αj ∈ T (xj)∩[αϵ, αη], this component is either (α′ϵ → αϵ)/α′ϵ or (α′η → αη)/α′η . Since (for j ∈ (pi, pi+1−1)) xj and xj+1
are adjacent, all T (xj) (for j ∈ (pi, pi+1)) must be contained in the same component. If that component is (α′ϵ → αϵ)/α′ϵ , then
find β ∈ T (xpi+1−1)∩ T (xpi+1); then α′ϵ ∈ [β, αpi+1 ] ⊆ T (xpi+1), so that α′ϵ ∈ T (xpi)∩ T (xpi+1). Similarly, if the component of
T − L containing T (xj) for j ∈ (pi, pi+1) is (α′η → αη)/α′η , then α′η ∈ T (xpi) ∩ T (xpi+1). Either way, xpi and xpi+1 are adjacent,
a contradiction.
So (xpi)i∈[0,n] is a path, and indeed a progressive path. Moreover, there is at most one i ∈ [0, n] such that χ(xpi) = χ(q)
(namely, if xpi = q). Suppose n ≥ 2g + 3. If xpi ≠ q for all i ∈ [0, g + 1], then (xpi)i∈[0,g+1] is a progressive path of length
g + 1, contained in G − χ−1(χ(q)); this contradicts the fact that L is weakly g-trimmed to width |I| − 2. If xpi = q for
some i ∈ [0, g + 1], then by a similar argument applied to the path (xpi)i∈[g+2,2g+3] we obtain a contradiction. We therefore
conclude that n ≤ 2g + 2. 
We now restrict attention to G∗. Let (zj)j∈[0,m] be a vertex-minimal path from xϵ to xη in G∗; then (zj) is induced. Let
γ = αϵ and δ = αη . Then z0 = xϵ ∈ BI0αϵ = BI0γ ; similarly zm ∈ BI0δ . Hence, by Lemma 2.6, we may find a progression
(γj)j∈[0,m] such that (zj, γj)j∈[0,m] is a path-with-progression and γ0 = γ and γm = δ. (The casem = 0 is trivially true, since
γ = δ.) Since (zj)j∈[0,m] is a progressive path inΩ(L  I0), which is weakly g-trimmed, we havem ≤ g , i.e. this path has at
most g + 1 vertices.
Since (zj) is connected in G∗, Z := j∈[0,m] T (zj) is connected in T . But αϵ ∈ T (xϵ) = T (z0) ⊆ Z; similarly αη ∈ Z .
Therefore [αϵ, αη] ⊆ Z . In particular, for each i ∈ [ϵ, η], we may deduce αi ∈ Z , so that, for some j ∈ [0,m], αi ∈ T (zj).
Hence every vertex in (xi)i∈[ϵ,η] is adjacent or equal to at least one in (zj)j∈[0,m]. But the sequence (zj)has atmost g+1 vertices,
each of which has at most 2g + 3 neighbours in (xi)i∈[ϵ,η] (by Claim 4.3). Therefore (xi)i∈[ϵ,η] has at most (g + 1)(2g + 4)
vertices, a contradiction.
This completes the proof of Claim 4.1, and hence of Lemma 4.1.
5. Proof of Theorem 1.1
We continue with the following corollary of Lemma 4.1.
Lemma 5.1. Suppose t, λ ∈ N+ and g ∈ N, with t ≥ 2. Let L = (V , w, T , (Bα)α∈T , I, χ) be a tree-coloured weighted graph.
SupposeL is weakly g-trimmed to width λ− 1. Then there exists A ⊆ V such that:
• L− A is weakly ((t − 1)(2g2 + 6g + 5)− 2)-trimmed to width λ
• w(A) ≤

|I|−1
λ

/t

· w(V ).
Proof. For each J ⊆ I such that |J| = λ + 1, we define V  J = χ−1(J) as in Definition 3.1, and consider the tree-coloured
weighted graph L  J . Apply Lemma 4.1; hence find AJ ⊆ V  J such that w(AJ) ≤ w(V  J)/t and (L  J) − AJ has
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no progressive path of length (t − 1)(2g2 + 6g + 5) − 1. Then let A be the union of all sets AJ . L − A is then weakly
((t − 1)(2g2 + 6g + 5)− 2)-trimmed to width λ. Furthermore,
w(A) ≤

J
w(AJ)
≤

J
w(V  J)
t
= (1/t) ·

J

i∈J
w(χ−1(i))
=
 |I| − 1
λ

t

· w(V ). 
Theorem 5.1. Let t ∈ R+, and let I be a finite set. Then there exists g ∈ N with the following property:
Let L := (V , w, T , (Bα)α∈T , I, χ) be any tree-coloured weighted graph with index I. ThenL has a weak (t, g)-trimming.
Proof. The case |I| ≤ 1 is trivial: the graph in question has no edges, and ∅ is a weak (t, 0)-trimming ofL. Therefore assume
|I| ≥ 2.
Let (tλ)λ∈(0,|I|) be a sequence of integers greater than 1 such that:
|I|−1
λ=1
 |I| − 1
λ

tλ ≤ 1/t. (1)
Define the sequence (gλ)λ∈[0,|I|) such that g0 = 0 and, for each λ ∈ [0, |I| − 1), gλ+1 = (tλ+1 − 1)(2g2λ + 6gλ + 5)− 2. Let
g = g|I|−1.
Suppose we are givenL. We will define a sequence (Cλ)λ∈[0,|I|) of subsets of V , such thatL−Cλ is weakly gλ-trimmed to
width λ. Let C0 = ∅. When Cλ is defined (λ ∈ [0, |I|−1)), we define Cλ+1 as follows: apply Lemma 5.1 toL−Cλ, with tλ+1 in
place of t and gλ in place of g . Hence find A ⊆ V \Cλ such that (L−Cλ)−A is weakly ((tλ+1−1)(2g2λ+6gλ+5)−2)-trimmed
to width λ+ 1 andw(A) ≤

|I|−1
λ+1

/tλ+1

·w(V \ Cλ). Let Cλ+1 = Cλ ∪ A. ThenL− Cλ+1 is weakly gλ+1-trimmed to width
λ+ 1, so the recursion works. Then, letting C = C|I|−1,L− C is weakly g-trimmed to width |I| − 1, as required.
Furthermore, note that w(Cλ \ Cλ−1) ≤

|I|−1
λ

/tλ

· w(V ) for each λ ∈ (0, |I|); therefore w(C|I|−1) ≤
λ∈(0,|I|)

|I|−1
λ

/tλ

· w(V ) ≤ w(V )/t .
Therefore C is a weak (t, g)-trimming ofL. 
I now prove Theorem 1.1. Suppose t ∈ R+ and k ∈ N. Apply Theorem 5.1 with I = [0, k] to find g ∈ N. Now apply
Lemma 1.2 to find g ′ ∈ N such that (g, g ′) is a progressivisation pair.
Claim 5.1. Let G be a weighted graph of treewidth at most k. Then G has a (t, g ′)-trimming.
Proof. WriteG = (V , E, w). Let (T , (Bα)α∈T ) be a tree-decomposition of G of width atmost k. By Lemma 3.1, find a colouring
χ : V → [0, k] such that, for eachα ∈ T and x, y ∈ Bα , ifχ(x) = χ(y) then x = y. Now letL = (V , w, T , (Bα), [0, k], χ).L is
then a tree-colouredweighted graph. By the definition of g , find aweak (t, g)-trimming A ofL. WriteΩ(L) = (G∗, T , (Bα)).
By the definition of g ′, A is a (t, g ′)-trimming of G∗. But G is a subgraph of G∗ (and they have the same vertex set); therefore
A is also a (t, g ′)-trimming of G. 
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