Methods for discovery of local similarities and estimation of evolutionary distance by identifying kmers (contiguous subsequences of length k) common to two sequences are described. Given unaligned sequences of length L, these methods have O(L) time complexity. The ability of compressed amino acid alphabets to extend these techniques to distantly related proteins was investigated. The performance of these algorithms was evaluated for different alphabets and choices of k using a test set of 1848 pairs of structurally alignable sequences selected from the FSSP database. Distance measures derived from k-mer counting were found to correlate well with percentage identity derived from sequence alignments. Compressed alphabets were seen to improve performance in local similarity discovery, but no evidence was found of improvements when applied to distance estimates. The performance of our local similarity discovery method was compared with the fast Fourier transform (FFT) used in MAFFT, which has O(L log L) time complexity. The method for achieving comparable coverage to FFT is revealed here, and is more than an order of magnitude faster. We suggest using k-mer distance for fast, approximate phylogenetic tree construction, and show that a speed improvement of more than three orders of magnitude can be achieved relative to standard distance methods, which require alignments.
INTRODUCTION
Biological databases are growing exponentially, and algorithms that minimize processor time and memory requirements are becoming increasingly important. Many of the commonly used sequence comparison algorithms are based on pairwise alignments. Database search methods such as BLAST (1) attempt to discriminate related from unrelated sequences by computing expectation values from local alignments. Clustering algorithms such as UPGMA (2) and neighbor-joining (3) typically use a distance measure that is a function of the pairwise identity computed from an alignment. Progressive multiple alignment algorithms such as CLUSTAL_W (4) ®rst perform clustering to create a binary tree and then construct one pairwise alignment of two pro®les for each internal node of the tree. Pairwise alignments are generally constructed using dynamic programming algorithms that have time complexity O(L 2 ) in the sequence length L (reviewed in 5). In this study, we combine two techniques, kmer lookup and compressed alphabets, to achieve reductions in the time and space complexity of pairwise alignment. We describe how local similarities between two sequences (one or both of which may be a pro®le) can be identi®ed with high reliability in O(L) time, and show how this can improve alignment speed with negligible reduction in accuracy. We also explore a method that estimates the pairwise identity of two unaligned sequences in O(L) time.
Compressed alphabets
A compressed alphabet`C' of size N is a partition of the standard 20-letter amino acid alphabet`A' into N disjoint subsets (classes) containing similar amino acids. Several methods for constructing such alphabets have been proposed. Li et al. (6) created two sets of alphabets by seeking to maximize a similarity score derived from the BLOSUM62 matrix (7) . A heuristic search procedure inspired by the Monte Carlo algorithm was used, yielding two sets of alphabets that we call Li-A(N) and Li-B(N) , where N is the number of classes. A class in Li-B(i) is guaranteed to be a subset of a class in Li-B(j) if i b j; in Li-A alphabets this is not the case: a class may split as N decreases, a phenomenon the authors call interlacing. For example, Li-A(5) has a class ILMV, while Li-A(4) has a class ILV; note that M has split out of the class despite the reduced number of classes. Solis and Rackovsky (8) minimized the information loss induced in the amino acid sequence and backbone conformation of known structures, again using a Monte Carlo search; we call their alphabets Solis-D(N) and Solis-G(N) [D = DSSP, G = GMBR; for de®nitions see (8) ]. Murphy et al. (9) used a heuristic greedy algorithm based on correlation coef®cients derived from BLOSUM50, giving alphabets we call Murphy(N). In related work, Taylor (10) presented an early analysis of amino acid groups in relation to alignments, and Wu and Brutlag (11) identi®ed conserved amino acid groups in multiple sequence alignment databases; however, these groups are not required to be disjoint. In this work, the central observation is that *Email: bob@drive5.com identity is better conserved in a compressed alphabet (Fig. 1) . Pairs of related sequences always have higher or equal identity, and hence tend to have more common k-mers, in an alphabet with N <20 than in A. If the alphabet is chosen such that there are high probabilities of intra-class substitution and low probabilities of inter-class substitution, then we might expect that the extent of identity in related regions could be usefully extended while limiting the increase in contiguous identities due to chance.
METHODS

Optimal alphabets from information theory
Substitution matrices can be viewed from an information theory perspective (12) . The similarity score s ab of amino acids a, b is understood to be derived from the joint probability p(a, b) of a and b being aligned to each other and the background probability p(a), as follows:
Gavin Crooks (personal communication) has suggested that the evolutionary process implied by the substitution matrix should minimize the average information loss in a sequence, with the goal of making related sequences maximally similar in the resulting alphabet. This is achieved by maximizing the entropy of the compressed substitution matrix, de®ned as follows:
Consider a large database of pairwise alignments in which a pair of aligned residues is represented by a single symbol, with probability p(i, j). The average information per symbol is then the entropy de®ned above, and Crooks' criterion for an optimal alphabet is understood as maximizing the information content of the database as expressed in that alphabet.
Greedy algorithm for optimal alphabet search
Given a maximization function, there are too many possible compressed alphabets to be exhaustively tested on a conventional computer. We used a greedy algorithm that seeks to maximize the entropy (equation 2). Note that when N = |A| ± 1, there are N(N ± 1)/2 compressed alphabets formed by making a class from each pair of letters. Starting with N = |A| ± 1, we test all alphabets and keep the m best, where m is a parameter of the algorithm. This procedure is repeated on all retained alphabets with N reduced by 1, iterating until N = 2. If m is suf®ciently large, the algorithm is exact but computationally intractable for interesting values of N. We used two substitution matrices for which the underlying probabilities are readily available: BLOSUM62 and the VTML240 matrix (13) . (We found integer rounded log-score matrices to have inadequate precision.) We found convergence at m = 2 (BLOSUM62) and m = 4 (VTML240), meaning that identical alphabets were found using all greater values of m that we tried (up to 4906). This rapid and stable convergence suggests that the algorithm found global maxima. The alphabets produced by this method are denoted using SE-B(N) for BLOSUM62 and SE-V(N) for VTML240.
k-mer counting
A k-mer is a contiguous subsequence of length k, also known as a word or k-tuple. Related sequences tend to have more kmers in common than expected by chance, provided that k is not too large and the divergence is not too great. Many sequence comparison methods based on k-mer counting have been proposed in the literature (reviewed in 14). The statistics of k-mers in sequences related by Markov processes were studied in detail by Reinert et al. (15) . The number of k-mers shared by two sequences can be determined using a simple O(L) algorithm that assigns consecutive integer values to each possible k-mer and uses this integer as an index in a table. This technique was used by Jones et al. (16) , who counted 3mers in A to identify closely related sequences.
k-mers in compressed alphabets
The MAFFT family of algorithms (17) constructs an initial guide tree for multiple alignment using a fast clustering method. The distance measure is obtained by counting 6mers in a compressed alphabet we call Dayhoff (6), which contains six amino acid classes identi®ed by Dayhoff et al. (18) . The authors' motivation for using a compressed alphabet and the choices of k and N are not discussed, but the idea is intuitively appealing. As sequences diverge, the number of common kmers in A will on average be reduced, ultimately reaching a limit comparable to the number expected in unrelated sequences. If a compressed alphabet is used, we might expect this limit to be reached at a greater evolutionary distance, and perhaps suitable choices of N and k might give better estimates in different identity ranges.
Estimating evolutionary distance
As a measure of the distance between two sequences we de®ne the fractional common k-mer count F of two sequences 1 and 2, as follows:
3 Figure 1 . Here we show a core block from the CLUSTAL_W alignment of selected sequences containing SH2 domains. The upper alignment uses A, the standard amino acid alphabet. The lower version is the same alignment presented in the SE-V(10) alphabet (Table 1) in which members of a class are represented by its ®rst letter in alphabetical order (e.g. I, L, M and V are shown as I). Columns that are perfectly conserved in the given alphabet are indicated with upper case letters and an asterisk (*) below. The number of conserved columns increases from 17 in A to 25 in SE-V(10). The number of fully conserved k-mers increases from 6 to 13 for k = 3 and from 4 to 9 for k = 4.
Here t is a k-mer, n 1 (t) and n 2 (t) are the number of times t occurs in 1 and 2, respectively, and L 1 , L 2 are the sequence lengths. With appropriate choices of alphabet and k, this is equivalent to the measures used in (16) and by MAFFT. It may be motivated by a simple model that assumes homologous kmers are always identical. Then min [n 1 (t), n 2 (t)] is an upper bound on the number of instances of t that are homologous, and the denominator is the number of k-mers in the shorter sequence, i.e. an upper bound on the total number of potentially homologous k-mers. Common k-mers due to chance add positive noise to F; mutations that cause a k-mer to change reduce F, which therefore tends to decrease with increasing evolutiuonary distance. Improvements might be achieved by weighting the average according to a feature expected to correlate with the probability that a common kmer is homologous, such its background probability or the difference in its positions in the two sequences compared with the difference seen in other common k-mers, but we do not consider these ideas further here.
k-mer extension
All identical subsequences of length bk between two sequences can be identi®ed using the following procedure: assign a unique integer 0 ¼ (N k ± 1) to a k-mer by interpreting letters as digits with radix N. Use this integer as an index in a table, with one entry for each possible k-mer. An entry in this table contains a list of positions where the corresponding kmer is found. The table is ®rst built for one sequence. k-mers in the second sequence are then enumerated in position order until a common k-mer is found. The position(s) of that k-mer in the second sequence are determined using the table, and each match extended one letter at a time until the sequences differ. Enumeration of k-mers in the second sequence then resumes from the end of the longest match. We call this method k-mer extension. A compressed alphabet may be used with the expectation that longer matches will be found. The matches found by this method are candidate local alignments. If desired, an expectation value can be computed for a matched region. Diagonals may be further extended by allowing high-scoring substitutions rather than matching letters, or by introducing full dynamic programming (DP) optimization on the remaining regions. k-mer extension is related to techniques employed by several well-known algorithms [e.g. FASTA (19) and BLAST] to ®nd and extend high-scoring diagonals. In MAFFT, the fast Fourier transform (FFT), which has O(L log L) time complexity, is used. We propose k-mer extension as a signi®cantly faster alternative to FFT. If the list contained in a table entry is allowed to be of arbitrary length, the algorithm is properly O(L 2 ), although we ®nd that the effective complexity for typical sequences is close to O(L) as multiple instances of a given k-mer are relatively rare in a suitable alphabet. This can be addressed by accepting O(L 2 ) as a worst case, or by setting a maximum length for the list of positions where a given k-mer is found, which restores O(L) at the cost of allowing false negatives. In the latter case, a tie-breaker is applied when the maximum is exceeded. When used to optimize global alignment, it is useful to keep the position(s) closest to the center of the sequence, as the saved DP matrix area is increased by a central diagonal versus one near a terminal. Also, terminal regions are less likely to contain diagonals. Application of the method to pro®le alignment is straightforward. If a column in a multiple alignment is fully conserved in the chosen alphabet, it is represented by the appropriate letter. Otherwise it is represented by a new symbol that fails to match all letters and itself.
RESULTS
We used a set of 1484 pairs of protein structures selected by Sadreyev and Grishin (20) (data kindly provided by Ruslan Sadreyev). These pairs were chosen to be representative of alignable structures in the FSSP database (21).
The k-mer distance
In order to evaluate the performance of k-mer counting we need an objective measure of distance. We are interested in the application of k-mer counting to fast clustering in global multiple sequence alignment algorithms, and therefore choose to use the fractional identity D computed from the CLUSTAL_W alignment of two full-chain sequences for this purpose. D is used by CLUSTAL_W to construct its own guide tree. However, it should be noted that identity is an approximate distance measure that is increasingly unreliable at lower identities (22) . Possibly a distance measure derived by k-mer counting could be more accurate than identity for suf®ciently diverged sequences, but this is not readily testable due to the lack of reference data for true distances. Starting from F, as de®ned in equation 3, we ®nd empirically that a logarithmic transformation yields an approximately linear relationship with D for a wide range of alphabets and values of k. The transformed measure Y, which we call the k-mer distance, is de®ned as follows:
We use the correlation coef®cient r between the k-mer distance Y and identity D as a quality score: we interpret a greater r as indicating a better measure. Figure 2 shows scatter plots of F and Y for three choices of parameters (alphabet and k). We computed r for values of k from 2 to 8 and the following alphabets: Solis-D(2±14), Solis-G(2±14), Li-A(2± 19), Li-B(2±19), SE-B(2±19), SE-V(2±19), Murphy (8, 10, 15) and Dayhoff(6) , giving a total of 86 unique alphabets after duplicates are eliminated. Table 1 shows some representative alphabets. Table 2 shows r for these alphabets and selected values of k for the complete set of sequence pairs and also for a subset of low identity (D = 0.25±0.5). We made no attempt to assess the statistical signi®cance of the rankings implied by these results as the reference standard D is itself approximate, and errors in predicting D are larger than the typical standard deviation. Surprisingly, we ®nd little evidence that compressed alphabets give any improvement over the full alphabet A in any range of identities. This is illustrated by the low identity results for D = 0.25±0.5 (Table 2) , where the k-mer distances computed with A, k = 4 produce the best correlation with D of all the tested combinations (complete results not shown).
Phylogenetic tree construction
The k-mer distance can be used to rapidly construct phylogenetic trees. Given N unaligned sequences of length L, the k-mer distance Y is calculated for each pair, giving an estimate D of the fractional identity. This is converted to an estimate d of an additive evolutionary distance, for example by using the Kimura correction: d = ln [D ± (1 ± D 2 )/5] (22). The resulting distance matrix is then used to construct a tree through a clustering algorithm such as UPGMA (2) or neighbor-joining (3). This gives a distance matrix in O(LN 2 ) time, versus O(L 2 N 2 ) for typical measures obtained from pairwise alignments. As a practical illustration, we chose a set of 2000 sequences (average length 282) obtained by a search for homologs of dienoyl-coenzyme A isomerase. Starting from unaligned sequences, CLUSTAL_W's distance matrix computation on this set required 6.2 h. Our preliminary k-mer distance implementation was able to compute a matrix in 6.1 s, faster by a factor of 3700. (All times quoted in this work were measured using a 2.5 GHz Pentium 4 processor.) The quality of the resulting trees is hard to assess for the usual reason that reference data are generally not available, but given the good correlation between k-mer distance and identity we expect that in many cases they will be of comparable quality or only slightly degraded compared with those derived from aligned identity. We further expect that the k-mer distance estimate of identity will tend to have systematic errors within a given protein family, and will therefore exhibit reduced scatter and improved correlation compared with data from unrelated families (as in Fig. 2 ). Note that edge lengths are unimportant in a tree used to guide multiple alignment, which requires only that the branching order is approximately correct. Table 2 . Measured correlation coef®cients (r) for k = 3 to 7 between the k-mer distance (Y) and fractional identity (D) for the full alphabet A and the alphabets described in Table 1 r (all pairs) r (D = 0.25±0.5) 
Optimizing global alignment time
If diagonals are known, they can be used to reduce alignment time. Our focus is again on global alignment, where a diagonal reduces the DP matrix to two submatrices (Fig. 3) . Note that even a short match can give signi®cant time savings; for example, the matrix area is at least halved by a diagonal of length b1 located in the midpoint of both sequences. We evaluated the ability of k-mer extension to correctly identify diagonals in the CLUSTAL_W alignments of the 1848 Sadreyev±Grishin pairs. (The FSSP structural alignments were not used as they are local rather than global and also ignore sequence homology, so regions of high similarity are sometimes shifted.) We denote the length of a k-mer extension match by l and the margin, de®ned as the distance of a given letter from the closest end of the match, by m (see Fig. 3 ). We ®nd, as would be expected, that the fraction y of correct match positions increases with l and with m, resulting in a trade-off between coverage (number of correct match positions) and error (false-positive positions). For example, with l b 8 and m b 3, we ®nd that many choices of alphabet and k give y > 0.99. It is then reasonable to include the entire match (minus margins < m) rather than just the central position in the diagonal, as MAFFT does. Some typical results are shown in Table 3 . As before, we do not attempt to assess the statistical signi®cance of differences in performance.
These results strongly suggest that use of a suitable compressed alphabet can improve performance, with the better parameters giving~15% more coverage over the full alphabet A. To compare performance against the FFT, we modi®ed MAFFT to record the reduction in DP matrix area and execution time of the routines that ®nd diagonals. With the Sadreyev±Grishin pairs, we found that MAFFT reduced the total DP space from 117 136 137 to 92 716 633 matrix elements, a reduction of 21%. Total execution time for diagonal ®nding was 2.4 s, mostly consumed by the FFT routines. Using k-mer extension with SE-V(11), k = 4, the DP space was reduced to 97 099 841 elements, saving 17%. Our preliminary implementation allowed only one position per kmer; we believe the coverage can be improved with minimal cost in time by allowing multiple positions. Total execution time for ®nding diagonals was 0.08 s. Time spent performing DP in MAFFT was 7.1 s, compared with 9.0 s. with FFT disabled. Time for diagonal ®nding and DP combined was therefore 7.1 + 2.4 = 9.5 s, demonstrating that on this test data the net result of using FFT is an increase in execution time of 5%. If FFT were replaced by k-mer extension, the total time would be reduced to 7.1 + 0.08 = 7.2 s, saving 20%. Of the 0.5% k-mer extension positions that were incorrect according to CLUSTAL_W, none were in the regions aligned according to FSSP, and hence were found exclusively in regions where there may be no meaningful sequence alignment (due to lack of homology and/or divergent structure).
DISCUSSION
We present a method for discovering local similarities between two sequences by identifying a common k-mer and extending the match. This is achieved by a fast, simple algorithm that has O(L) time complexity. We show that use of a compressed amino acid alphabet can increase the coverage of the method with a negligible increase in errors compared with full dynamic programming. On a test set of 1848 sequence pairs selected by Sadreyev and Grishin from the FSSP database, we ®nd that this method achieves comparable coverage to the FFT method used by MAFFT and is more than an order of magnitude faster. On this test, we ®nd that using FFT fails to save time, giving a net increase of~5%. Replacing FFT with k-mer extension would give a reduction of 20% in time. Greater reduction would be expected when aligning more closely related sequences. We also investigate the use of k-mer counting as a fast estimate of evolutionary distance. We show that k-mer distances correlate well with the fractional identity computed from a global alignment. However, contrary to our expectations, we fail to ®nd evidence that use of a compressed alphabet can improve the accuracy of the estimate. We suggest the use of k-mer distance as the basis for rapid construction of phylogenetic trees. This reduces the time complexity of distance matrix construction from O(L 2 N 2 ) to O(LN 2 ), which we show can lead to a time reduction in this component of practical applications of more than three orders of magnitude. 3 . The geometry of a diagonal (bold line) in a dynamic programming matrix. The length of the diagonal is l, the margin is m. If the diagonal can be identi®ed in a pre-processing step such as k-mer extension or FFT, then the shaded region can be excluded, reducing the time needed to compute a global alignment by dynamic programming.
