This paper presents stratospheric aerosol climate records developed in the framework of the Aerosol_cci project, one of the 14 parallel projects from the ESA Climate Change Initiative. These data records were processed from a stratospheric aerosol dataset derived from the GOMOS experiment, using an inversion algorithm optimized for aerosol retrieval, called AerGOM. They provide a suite of aerosol parameters, such as the aerosol extinction coefficient at different wavelengths in the UV-visible range. The extinction record includes the total extinction as well as separate fields for liquid sulfate aerosols and polar stratospheric clouds (PSCs). Several additional fields (PSC flag, etc.) are also provided. The resulting stratospheric aerosol dataset, which spans the whole duration of the GOMOS mission (2002−2012), was validated using different reference datasets (lidar and balloon profiles). In the present paper, the emphasis is put on the extinction records. After a thorough analysis of the original AerGOM dataset, we describe the methodology used to construct the gridded CCI-GOMOS dataset and the resulting improvements on both the AerGOM algorithm and the binning procedure, in terms of spatio-temporal resolution, coverage and data quality. The extinction datasets were validated using lidar profiles from three ground-based stations (Mauna Loa, Garmisch-Partenkirchen, Dumont d'Urville). The median difference of the CCI-GOMOS (Level 3) extinction and ground-based lidar profiles is between~15% and~45% in the 16-21 km altitude range, depending on the considered site and aerosol type. The CCI-GOMOS dataset was subsequently used, together with a MIPAS SO 2 time series, to update a volcanic eruption inventory published previously, thus providing a more comprehensive list of eruptions for the ENVISAT period (2002)(2003)(2004)(2005)(2006)(2007)(2008)(2009)(2010)(2011)(2012). The number of quantified eruptions increases from 102 to 230 in the updated inventory. This new inventory was used to simulate the evolution of the global radiative forcing by application of the EMAC chemistry-climate model. Results of this simulation improve the agreement between modelled global radiative forcing of stratospheric aerosols at about 100 hPa compared to values estimated from observations. Medium eruptions like the ones of Soufriere Hills/Rabaul (2006), Sarychev (2009) 
Introduction
Stratospheric aerosols are a major actor of climate: they play an important role in stratospheric ozone physico-chemistry and affect the propagation of light in the atmosphere. They also contribute to the formation of polar stratospheric clouds (PSCs) responsible for ozone depletion in the polar regions during springtime. Although carbonyl sulfide (OCS) produced by the oceans is also an important natural source of this kind of particles (Brühl et al., 2012) and the contribution of organic materials in radiative forcing has been recently emphasized (Yu et al., 2016) , stratospheric aerosols mainly originate from volcanic sources, either by direct injection of SO 2 during major eruptions or by transport from the troposphere through the tropopause. This transport occurs mainly in the tropics following the general Brewer-Dobson circulation, but other specific pathways have recently been identified, in particular the summer Asian monsoon (Vernier et al., 2011a (Vernier et al., , 2011b (Vernier et al., , 2015 . A detailed overview of the current knowledge about stratospheric aerosols and remaining issues can be found in (SPARC, 2006) and (Kremser et al., 2016) .
The role of volcanoes in feeding the stratospheric aerosol layer (the so-called Junge layer) is substantial. The volcanic load in the stratosphere has varied over time scales from weeks to decades, and since the beginning of Earth observation from space, the aerosol concentration varied over several orders of magnitude. The Pinatubo eruption in June 1991 was an important event during which about 17.000 kt SO 2 was injected into the stratosphere (e.g. Brühl et al., 2015) , which represents about 60 times the estimated level of nonvolcanic aerosol (Kremser et al., 2016) . After a long relaxation time of N 5 years, the stratosphere reached a state of historically low aerosol load of around 1999-2000. After this period, a gradual increase of the aerosol burden was observed in the tropics. Several effects have been identified as causes of this new increase: a succession of tropical eruptions of medium intensity (Vernier et al., 2011b) , but also anthropogenic sources such as the Asian sulfur emissions (Hofmann et al., 2009 ). Vernier et al. (2011a) observed an Asian tropical aerosol layer linked with the monsoon system, which transports Asian pollution to the upper troposphere and lower stratosphere.
Despite the numerous studies dedicated to the evolution of the atmosphere in the post-2000 period, many aspects remain uncertain, such as the respective roles of volcanic and anthropogenic sources in the evolution of the aerosol load. Discrepancies remain between climate model projections and estimates of the radiative forcing from satellite measurements (Solomon et al., 2011) . The reasons for these discrepancies have to be clarified. It is of utmost importance to understand the processes and transport patterns, to identify aerosol sources and quantify their strength in a reliable way. Besides high performance climate models, reliable datasets are needed to constrain these models and to validate their projections.
The development of such datasets on a global scale relies on longterm satellite missions able to provide measurements with good temporal and spatial resolution and coverage. For the considered period, several instruments can be used such as the Optical Spectrograph and InfraRed Imaging Sensor (OSIRIS) launched in 2001 onboard ODIN (Bourassa et al., 2007) , the Scanning Imaging Absorption spectroMeter for Atmospheric ChartographY (SCIAMACHY) launched onboard ENVISAT (von Savigny et al., 2015) . In this work, we make use of the Global Ozone Monitoring by Occultation of Stars (GOMOS) experiment, also launched onboard ENVISAT and providing global measurements over the period 2002-2012. It is the ultimate objective of the Aerosol_cci project (Popp et al., 2016) , part of the Climate Change Initiative (CCI) of the European Space Agency (ESA) (Hollmann et al., 2013) , to quantify the global aerosol distribution in the atmosphere (particularly in the troposphere and stratosphere) and their variability.
The aim of ESA's CCI is to develop Climate Data Records (CDR) from ESA space remote sensing experiments for the main Essential Climate Variables (ECV) identified by the Intergovernmental Panel on Climate Change (IPCC). Based on global observations of the Earth's atmosphere, such CDRs are needed, among other applications, to constrain and validate climate models. This task requires data with a good coverage, high quality, and a precision and accuracy according to the current standard and needs of state-of-the-art climate models. To achieve these performances, each CCI project relies upon a specific User community, endorsing the role of an independent validation team and providing recommendations and requirements. The requirements formulated by the Global Climate Observation System (GCOS, 2009 (GCOS, , 2011 provide a reference framework in terms of parameters needed by the Climate Community, grid resolution, and data accuracy and stability. GCOS requirements for stratospheric aerosol extinction coefficient are given in Table 1 .
A detailed overview of the general approach recommended to produce consistent aerosol climate data records and lessons learned within the Aerosol_cci project can be found in (Popp et al., 2016) , where both tropospheric and stratospheric aspects are addressed. In the present work, the focus is exclusively on the stratospheric aerosol extinction coefficient CDR (we will use the shortcut "aerosol extinction CDR" in the following) derived from the AerGOM algorithm. The retrieval of particle size information and related CDRs, which are still under development, will be the subject of a future publication.
The SPARC (Stratosphere-troposphere Processes And their Role in Climate) Community represents the Climate Modelling Community for the stratospheric aspects of Aerosol_cci. The User and Validation teams not only uses the produced data records and benchmarks them against other available datasets and model projections, but also performs the validation tasks, using in-situ and ground-based datasets. Although such measurements provide data over a limited geographical extent, they are based on different techniques resulting in validation data which are different regarding their limitations and biases. For this reason, lidar time series and balloon-borne campaigns (optical particle counting) are useful data sources for the validation of stratospheric data records.
In this paper, we present new gridded stratospheric aerosol extinction datasets developed for chemistry-climate modelling applications using the GOMOS experiment. Therefore, we use the vertical extinction profiles retrieved using AerGOM, a recent alternative retrieval algorithm optimized for aerosol retrieval. We describe the development of this CDR, its validation, and its contribution to the assessment of the volcanic contribution to the aerosol burden during the post-2000 time period. More specifically, we present the update of an inventory of volcanic eruptions published previously (Brühl et al., 2015) , and its use to determine more accurately the radiative forcing by stratospheric aerosols during the period 2002-2012, by numerical simulations using the EMAC chemistry climate model. Here, GOMOS is also used for validation and further development of the aerosol model. The paper is organized as follows: After presenting shortly the GOMOS experiments and the AerGOM retrieval algorithm in Chapter 2, we describe in Chapter 3 the processing of the CCI-GOMOS time series (Level 3) from the AerGOM dataset (Level 2). We show how we Table 1 Target requirements provided by GCOS for the aerosol extinction coefficient from the troposphere to at least 35 km (GCOS, 2011) .
Parameter
Horizontal resolution Vertical resolution Temporal resolution Accuracy Stability
Aerosol extinction coefficient 200-500 km b1 km near tropopausẽ 2 km in the middle stratosphere Weekly 10% 20% improved the extinction retrieval by AerGOM and how an appropriate selection of the star and occultation parameters increased the quality of the CCI-GOMOS time series. Chapter 4 presents the gradual improvement of the CCI-GOMOS data records, highlighting the evolution of the CDR features along the main versions to better meet the needs of the modelling community. Validation aspects are detailed in Chapter 5. Finally, Chapter 6 presents the use of the CCI-GOMOS data records in the update of the inventory of volcanic eruptions.
Aerosol retrieval from GOMOS

The GOMOS instrument
The GOMOS instrument was launched on March 1st, 2002 onboard ENVISAT in a sunsynchronous orbit, and provided about 10 years of data until the contact with ENVISAT was lost on April 8th, 2012. GOMOS is based on the stellar occultation principle. The abundance of stars (about 300 stars selected for use by GOMOS) results in a dramatic increase of the measurement rate with respect to solar occultation measurements. However, scintillation effects affect the weak light beam from the star during its propagation through the Earth's atmosphere, resulting in a limited signal-to noise ratio, which depends on the star properties (magnitude and temperature) and on the orbital parameters, such as its obliquity and the solar zenith angle. GOMOS is equipped with two spectrometers: spectrometer SPA, which measures in the UV-visible, covering the range 248-690 nm with a sampling resolution of 0.312 nm, and spectrometer SPB which measures in the near infrared and is split in two parts, SPB1 and SPB2 covering the ranges 755-774 nm and 926-954 nm respectively. The spectral resolution is 0.8 nm for SPA and 0.13 nm for SPB. Two broadband fast photometers measuring in the red (646-698 nm) and in the blue (473-527 nm) are used to remove scintillation effects during data processing (Sofieva et al., 2009 ). The GOMOS instrument, measurement principle and data retrieval have been described in a comprehensive way by (see also references therein).
The AerGOM algorithm.
The nominal retrieval algorithm developed for GOMOS, IPF (Instrument Processor Facility), demonstrated its ability to retrieve successfully vertical density profiles of O 3 , NO 2 , NO 3 (Kyrölä et al., 2008 , as well as aerosol extinction profiles at 500 nm . However, the performances of the parameterization used for the aerosol spectral dependence appeared to be particularly poor, and the extinction coefficient calculated at other wavelengths than the 500 nm reference is often very noisy .
Learning from the problems encountered in IPF, a new retrieval algorithm called AerGOM was developed, having as primary objective the improvement of the aerosol retrieval and its spectral dependence. One of the main improvements brought to AerGOM is a revision of the aerosol spectral parameterization to resolve scaling problems and better constrain the spectral inversion. The new formulation of the spectral model for the slant optical thickness τ as a function of the wavelength λ is a polynomial with degree m of some function f(λ) written in the form: . In the current version of AerGOM, we use, for Eq. (1), a second degree polynomial (m = 2) in the inverse wavelength,
The reference wavelengths λ 1 , λ 2 , and λ 3 are chosen equal to 350, 550, and 756 nm, respectively. From preliminary comparisons with the Stratospheric Aerosol and Gas Experiment (SAGE) II and III extinction datasets, Robert et al. (2016) found that a linear dependence (m = 1) might be a better choice than the quadratic one used here. However, the improvements brought to AerGOM (See more particularly Section 2.3) improve the agreement between AerGOM and those datasets, and since the more versatile choice of a quadratic law might be more adequate for the use of extinction spectra in the retrieval of particle size distributions, we chose, at this stage, to keep this choice of parameterization.
A detailed description of the AerGOM algorithm, version 1.0 and of the main differences and improvements with respect to IPF is given in . In the present work, we make use of version 2.0 where the most important change with respect to version 1.0 concerns some improvement of the optimization process, and the update of the cross-sections. Both aspects are described below. Further, version 2.0 was extended to version 3.0 to provide additional aerosol parameters, most of them related to size distribution retrieval. These two last versions (2.0 and 3.0) are very similar concerning extinction retrieval and can be considered as equivalent in this respect. The use of the various versions in the present work is specified in Section 4.
Quality of the optimization process
Initially, the quality of the aerosol records appeared to be affected by the occurrence of a number of anomalous profiles characterized by an abnormally high value of the extinction coefficient in the range 20-40 km altitude, and by an inversion of the slope of the spectral dependence. This odd behaviour, discussed in Robert et al. (2016) , occurred typically for dim cool star occultations and was due to the poor information content of this kind of occultations, especially at high altitudes where the aerosol load is very low, and its effect on the radiation very weak. The problem was solved by using, as first guess for the non-linear optimization of the spectral retrieval, climatological data for the gas and aerosol species which prevent the iterative process to converge far from a realistic solution. The resolution of this problem allowed a significant relaxation of the selection criteria imposed on the star properties.
Choice of the gas absorption cross-sections
Another problem encountered was the frequent occurrence of negative values of the aerosol extinction coefficient, especially above about 30 km altitude. This issue was particularly pronounced at the longest wavelengths (about 700-750 nm). Although stray light contamination was suspected at first to be the main reason for these unphysical values, it appeared, after analysis of the cross-section database, that some gas cross-section spectra used for the retrieval of the gas species by AerGOM were not optimal in terms of available spectral range and temperature dependence. Hence, the problem could finally be controlled by a revision of the molecular absorption cross-section spectra used for the retrieval. To this end, the most recent absorption cross-section measurements for the gases of interest were investigated to improve the spectral range, the temperature dependence and the consistency of the absorption cross-section spectra. High-resolution spectra were selected whenever it was possible. The most rigorous approach requires using the high-resolution spectra to calculate the forward spectral model before performing a convolution of the total input signal with the instrument point spread function. However, this approach is very demanding in terms of computer resources, and a common simplification consists of applying the convolution by the point spread function directly on the gas cross-section spectrum. Tests were made to verify that this simplified approach is sufficient, and indeed, they showed overall good results at least up to about 30 km. Hence, it was decided to opt for this faster approach and to use the gas cross-sections spectra at the resolution of the GOMOS spectrometers.
The selection of gas absorption cross-section spectra and the set-up of the revised molecular absorption cross-section database are discussed in Appendix A. Fig. 1 shows three examples of vertical extinction profiles where the improvement of the aerosol retrieval after revision of the gas cross-sections is visible. The date, geolocation and main features of these three occultation measurements are given in Table 2 . These examples illustrate how the revision of the gas cross-section database using more recent data with better temperature coverage, a more extended spectral range, a higher spectral resolution and, in the case of ozone, a maximal consistency, leads to a significant decrease of the number of negative values in the vertical aerosol extinction profile, even in cases where the star properties are less favourable for the aerosol retrieval (more particularly, cool and/or dim stars).
Development of gridded aerosol data records for Aerosol_cci
GOMOS and the AerGOM algorithm have been selected to provide stratospheric aerosol datasets in the Aerosol_cci project. The high measurement rate (about a million occultations, of which N455.000 dark limb measurements were successfully inverted over the whole mission) ensures global coverage with a good sampling, and the availability of the extinction spectral dependence enables the retrieval of size information and related parameters.
Data retrieved with the GOMOS-AerGOM algorithm are used to produce gridded time series (1) to provide datasets to constrain or validate climate models; (2) to characterize the aerosol radiative forcing in the stratosphere; (3) to provide intercomparison datasets for validation of other remote sensing experiments.
In a first step, the inversion of each occultation measurement by AerGOM (Level 2) provides a set of aerosol parameters relevant for the production of CDRs. The main parameter is the vertical extinction coefficient calculated at 5 wavelengths (355, 440, 470, 550, 750 nm) as described in Section 2.2. In their latest version, the CDRs provide also a first version of size information parameters derived from the extinction coefficient, as well as related microphysical and radiative parameters, which will be discussed in a later publication. Table 3 provides an overview of the aerosol parameters derived from GOMOS measurements. All parameters are provided together with their uncertainty. Several additional fields are also included in the CDR, such as the number of observations used in the extinction coefficient and AOD binning, for each point of the latitude, longitude, time and altitude grid.
Before computing the Level 3 gridded dataset from the Level 2 AerGOM data, an observation selection ensures a sufficient quality of the data, based on criteria applied to the star parameters and solar zenith angle of the observations. Since, in the case of GOMOS, there are large differences in data quality related to these parameters, care must be taken to choose the best trade-off between data quality and coverage, two major requirements for the use of the CDRs in climate modelling applications. The choice of selection criteria is discussed later in this section. It should be noted that observations made when the spacecraft was within the Southern Atlantic Anomaly (SAA, anomaly of the Earth's magnetic field) are removed to avoid contamination by noisy measurements.
The CCI-GOMOS CDRs are designed as gridded fields resolving longitude, latitude, altitude and time (Level 3). In the first versions of the CDR, the choice of 2.5°latitude intervals was made to provide a good latitudinal resolution. Considering the number of observations achievable per bin led to the choice of a longitudinal grid resolution of 10°and a monthly averaging. However, User feedback stated that this choice was not optimal to resolve moderate volcanic signatures: the dissipation of the plume during the first days or weeks after the eruption mostly results in lower aerosol concentrations over a large area, which are hardly detectable from the aerosol background. Additionally, taking into account the dominant zonal displacement of the volcanic plumes due to the prevailing winds, the ratio 2.5°latitude/10°longitude/ monthly time interval is not well adapted to describe atmospheric motions, nor to cover the typical spread of the plume during one grid time interval. Therefore, in later versions, the grid cell was revised to an optimized choice of 5°latitude by 60°longitude by 5 days. This choice is more suitable to describe the zonal aerosol distribution. With respect Fig. 1 . Examples of vertical aerosol extinction profiles retrieved using the GOMOS cross-section database (dotted lines) and using the revised gas cross-section spectra at 350 nm (blue, dashed-dotted), 550 nm (green, solid) and 750 nm (red, dashed); the date, geolocation and characteristics of the observations shown are specified in Table 2 . It has to be noted that the first example is plotted using linear scales; in examples (b) and (c), a logarithmic scale is used for the extinction, and missing points in the square-dashed lines correspond to negative extinction values. to the latitudinal and temporal resolution, it also complies better with the most critical CGOS requirement for the stratospheric aerosol extinction coefficients (given in Table 1 ) of about 200-500 km horizontal (1 degree~110 km) and weekly temporal resolution, while the weaker longitudinal resolution is not as critical given the typical zonal transport. Typically, up to 20 observations are available per grid cell, depending on the location of the satellite and on the stars available. The number of observations is provided as additional field in the CCI-GOMOS dataset. Binning is performed on each grid cell using only quality-filtered data, and the variability is estimated for each bin from the spread of the measurement samples. The criteria used for the filtering, which are discussed in Section 4, concern the star selection and the solar zenith angle (SZA), the main factors influencing the signal-to-noise ratio (SNR). In order to maximize the number of data used to compute the binned values while not being too sensitive to outliers, we use a weighted average of all values comprised between percentiles 10 and 90. However, if b10 points are available in the bin sample, all the values are used for the averaging. So far, the uncertainty on each bin is computed as the average of all uncertainties between percentiles 25 and 75 (interquartile mean, IQM). This representation of the typical measurement uncertainty seems more realistic than the error of the mean, because it excludes outliers as can be found more particularly from occultations with a poor SNR (See Section 3.1).
Obviously, the primary factors influencing the quality of the CCI-GOMOS CDRs are the performance of the AerGOM retrieval algorithm and the amount of data available for binning. The very first task was hence to assess the performances of the retrieval algorithm and the outcome of this study can be found in Robert et al. (2016) . Several improvements of the AerGOM implementation led to a significant increase of the data quality, which had two positive consequences: (1) an increase of the number of observations improving the data coverage, and (2) the possibility to relax the observation selection criteria. In the rest of this section, we show how improvements of AerGOM and a careful selection of the AerGOM dataset led to the maturation of the CCI-GOMOS CDRs.
Star properties
The early evaluation of the AerGOM algorithm showed the strong influence of star properties on the data quality. Both the temperature of the star (controlling the spectral range of its emission) and its magnitude (quantifying the overall brightness of the star) have an impact on the signal-to-noise ratio, and therefore, on the extinction uncertainty.
In order to assess the exact impact of the star's properties on the quality of the retrieval and on the subsequent observation selection, the extinction uncertainty was studied for several classes of stars. In this paper, we restrict ourselves to the limiting cases of stars (brightest/dimmest; coolest/hottest), which are the most important for the choice of selection criteria. An exhaustive discussion of this study can be found in Robert et al. (2016) .
We consider here four classes of stars used by GOMOS. The criteria defining the four star classes in terms of magnitude (bright and dim stars) and temperature (cool and hot stars) are given in Table 4 , as well as the typical range of uncertainties found for the extinction coefficient at 550 nm in these specific star classes. Fig. 2 shows the averaged extinction uncertainty found for the different star classes. The right panel shows the averaged uncertainty as a function of the wavelength and the altitude, and the left panel shows the probability distribution of the uncertainty. For each case, 1000 observations were taken into account to derive the mean values and the probability distributions. From this figure, it appears that the star's magnitude is the main factor influencing the uncertainty: the dim star classes show an uncertainty exceeding in most cases 30% on average, and about 50% outside the 15-25 km altitude range, while for bright stars, typical uncertainties are below 20% in the 15-25 km altitude in the 350-750 nm spectral range. Still, the influence of the star temperature is visible, mainly in the displacement of the uncertainty minimum toward lower (higher) wavelength values for the hot (cool) star classes, which correspond to the spectral range where the stellar emission is maximal. For cool stars, the uncertainty increases below 700 nm and at altitudes outside the 15-30 km range, i.e. where the transmitted signal is typically very faint. The impact of the star properties on the selection criteria is discussed in Section 3.1.
Solar zenith angle
Another parameter having a strong influence on the data quality is the solar zenith angle (SZA). This angle is provided with a flag indicating the type of illumination conditions . While dark limb conditions with the satellite far enough from the solar terminator ensure good measurement conditions, both internal and external stray light may affect the quality of the measurement when the satellite is close to the terminator. The effect of stray light is corrected during the processing of the GOMOS Level 1 dataset, but it is likely that residual signatures of stray light remain, increasing the uncertainty of the retrieval.
The range of SZA values, which depends on the position of the satellite along its orbit, is not equally distributed over the latitude range. Low values of the SZA characterize higher latitude observations, while the occultations at central latitudes correspond to the highest values of the SZA (Fig. 3) . Hence, any selection criteria applied to the solar zenith angle to ensure a good data quality has an impact on the data coverage, Regression over the spectral dependence Table 4 Definition of the star classes used to study the influence of star properties on the quality of the extinction coefficient.
Star class Magnitude Temperature Typical extinction uncertainty at 550 nm Bright -Cool −1.5 to 1.5 2800 to 5600 K 15-30% Bright -Hot −1.5 to 1.5 26,000 to 39,000 K 5-15% Dim -Cool 2.6 to 3.0 2800 to 5600 K 40-70% Dim -Hot 2.6 to 3.0 26,000 to 39,000 K 30-60% decreasing the coverage at high latitudes. Consequently, the SZA is a determining parameter to choose the trade-off between maximum coverage and maximal data quality.
In the first CCI-GOMOS version, conservative values of the minimum SZA were used. Afterward, although Robert et al. (2016) recommend to use single AerGOM occultations only if SZA N 130°at long wavelengths (~700-750 nm), the use of a binning allowed for less restrictive selection criteria on the SZA. Relying on the successive improvements of AerGOM, and more particularly the resolution of the problem of anomalous profiles discussed in Section 2.3, the selection criteria could be gradually relaxed, resulting finally in the criterion SZA N 100 used in the latest version of the CCI-GOMOS CDR.
Aerosol_cci stratospheric data records
Taking advantage of the successive improvements, of which the main ones were discussed in the previous section, different versions of the CCI-GOMOS CDR were developed, first for the reference year 2008, and later for the whole GOMOS dataset. Table 5 reports the features of the main versions produced for the CCI-GOMOS CDR spanning the whole ENVISAT period. This overview shows the gradual relaxation of the selection criteria reflecting the improvements discussed in the previous section. The transition from version 2.14 to 2.19 corresponds to the User's recommendation to adapt the grid and time resolutions to provide a more useful picture of the evolution of volcanic plumes. Version 3.00 benefits mainly from the consolidation of the code, and provides several additional aerosol fields such as extinction coefficient at five wavelengths commonly used in other space-borne or groundbased instruments, but also size information and related parameters which are not within the scope of this paper.
As an illustration, the CCI-GOMOS time series of aerosol extinction coefficient at 550 nm and 17 km for the whole ENVISAT period Table 7 ), the latter being converted to stratospheric aerosols and detected by instruments such as GOMOS. These signatures are hardly visible in the version 2.19 data time series despite the strength of the emissions, due to a lack of data points. In version 3.00, the amount of observations taken into account in the binning is much larger due to the relaxation of the selection criteria, and the increased data coverage is now sufficient to resolve these additional signatures. The use of this improved time series will be discussed in more detail in Section 6, and illustrated in Appendix C.
Validation
The validation of the AerGOM (version 3.0) and CCI-GOMOS extinction datasets has been the subject of various activities, in and outside the Aerosol_cci project. Robert et al. (2016) performed extensive intercomparisons of the AerGOM dataset with several other satellite measurement datasets such as SAGE (Stratospheric Aerosol and Gas Experiment) 2 and 3, POAM (Polar Ozone and Aerosol Measurement), ACE-MAESTRO (Atmospheric Chemistry Experiment/Measurements of Aerosol Extinction in the Stratosphere and Troposphere Retrieved by Occultation), OSI-RIS (Optical, Spectroscopic, and Infrared Remote Imaging System), and GOMOS-IPF. Recently, the CCI-GOMOS dataset also participated to the assessment of trace gases and aerosols in the framework of the SPARC Data Initiative (SPARC, 2017) . Intercomparisons included the same datasets, as well as SCIAMACHY. A paper on the SPARC Data Initiative assessment is currently in preparation (Hegglin et al., to be published in J. Geophys. Res.) and this work will not be described here. Finally, the Aerosol_cci Validation Team of the project conducted intercomparisons using ground-based and spaceborne lidars. Although comparisons are more difficult between lidars and a dataset such as AerGOM because the quantities measured by both instruments are different, the interest of these intercomparisons resides in the fact that lidars provide time series of measurements with a very good temporal frequency and a high vertical resolution; they don't present the same kind of limitations or aging characteristics as spaceborne occultation of limb scattering measurements. Therefore, they can provide very valuable information on the quality and stability of GOMOS.
Lidars operated routinely or for long-term time periods to perform stratospheric aerosol measurements provide high-resolution vertical backscatter profiles only. Therefore, the validation cannot be performed in the strictest sense, as the global extinction-to-backscatter ratio (E/B) is not known (future satellite lidar missions like ADM-Aeolus will measure this quantity). The CCI-GOMOS extinction time series has been evaluated using stratospheric aerosol lidar measurements provided by three different ground-based stations, which are parts of the Network for the Detection of Atmospheric Composition Change (NDACC) network (e.g. Steinbrecht et al. (1997) ). Validating a gridded extinction profile from global remote observations using lidar profiles is not an easy task: both kinds of observations measure different physical quantities, are affected by specific sources of error, are characterized by different vertical resolutions and reflect different realities (averaged extinction coefficient of the corresponding grid cell in one case, local instantaneous measurement in the other). Therefore, it was decided to first validate extinction profiles from individual AerGOM measurements (Level 2), which are not subject to statistical effects. Then, we validated the CCI-GOMOS extinction time series (Level 3) giving some mean estimate representative for the considered bin, in a second step. In addition to these two validation exercises, we present a comparison with CALIOP zonal mean extinction coefficient for the year 2008.
The NDACC stratospheric aerosol lidar data
Since the 1970s ground-based observations of stratospheric aerosols have been performed within NDACC. Quality assurance of the data is guaranteed through instrumental and analysis inter-comparisons (e.g. Steinbrecht et al., 1997) . For the time frame when GOMOS measurements are available, i.e. between April 2002 and April 2012, we chose three NDACC lidar stations representative for different latitude ranges: Garmisch Partenkirchen (Germany) (Jäger, 2005; Trickl et al., 2013) , a lidar station at northern mid-latitudes; Mauna Loa (Hawai, USA) Hofmann, 1997, 2001; Antuña et al., 2003; Hofmann et al., 2009 ), a northern hemisphere sub-tropical site; and Dumont D'Urville, situated in Antarctica (Chazette et al., 1995; David et al., 2012 ). An overview of these lidar stations and the corresponding dataset available for validation is given in Table 6 .
If not given as primary product, the aerosol backscatter coefficient β aer at wavelength λ = 532 nm and altitude z has been calculated from the backscatter ratio BSR and the molecular backscatter coefficient β ray as follows:
The molecular backscatter coefficient β ray can be calculated using the ideal gas law from the altitude dependent molecular number density N(z) or the atmospheric temperature T(z) and pressure profile P(z) and the differential Rayleigh backscatter cross section (dσ ray (π)) / dΩ:
where the value π reflects the fact that the scattering angle is equal to 180 degrees, Ω is the solid angle for detection, N A , the Avogadro constant and R a , the gas constant for dry air. The Rayleigh backscatter cross-section for wavelength λ can be approximated as (Collis and Russell, 1976) :
Finally, the aerosol extinction coefficient α aer is calculated using the reported values or a pre-defined extinction to backscatter ratio E/B:
The largest caveat of the comparison is the uncertainty related to the unknown extinction-to-backscatter ratio. Therefore, the other uncertainties related to the NDACC lidar measurements were not taken into account.
The aerosol E/B for stratospheric background aerosol, non-absorbing sulfur acid droplets with known refractive index, can be approximated using Mie calculations (e.g. Rosen and Hofmann, 1986) . Values between 30 sr and 60 sr were observed for background conditions and after major volcanic eruptions respectively (e.g. Jäger et al., 1995 , Chazette et al., 1995 , Jäger and Deshler, 2002 . For Polar stratospheric clouds (PSCs), E/B can vary depending on the PSC type. For PSC type I and II (PSC type II being ice PSCs) Reichardt et al. (2004) report E/B values between 56 and 135, and between 16 and 42, respectively. Several authors report E/B values for ice PSCs and cirrus clouds around 20 (e.g. Chen et al., 2002 , Noel et al., 2009 .
For the comparison between GOMOS and the NDACC lidar we chose E/B = 50 sr as representative for stratospheric background conditions, unless a time and altitude dependent value was provided in the NDACC dataset, like in the case of Garmisch-Partenkirchen. For that site E/B varies between 40 sr and 50 sr in the stratosphere and between 10 and 70 sr between 5 and 14 km altitude. Additional statistics for E/B between 30 (large volcanic influence) and 70 sr are given in Appendix B.
Validation of Level 2 extinction coefficient at 550 nm
First, the AerGOM level 2 (L2) data, version 3.0 have been compared to the NDACC lidar data. A spatial difference of 500 km and a temporal difference of 12 h have been used as co-location criteria. An example comparison is given in Fig. 5 , showing the AerGOM data (blue) and the lidar profiles (red). The profiles from the Mauna Loa observatory on 13 November 2008 show the increased aerosol layer remaining from the eruption of the Kasatochi volcano (52°N, 176°W) in August 2008 (Wang et al., 2013) . For the comparison, the lidar data have been smoothed when the altitude resolution was finer than 100 m, and interpolated to the AerGOM vertical grid. Further, the interpolated lidar profiles have been convolved with the AerGOM averaging kernel (shown on the left panel) and compared to the AerGOM profiles.
A statistical analysis has then been carried out for each of the three reference datasets (Garmisch-Partenkirchen, Mauna Loa and Dumont d'Urville) on a one-kilometer altitude grid. This analysis has been performed for E/B values of 30, 50 and 70 sr taking into account the observation selection criteria used in versions 2.19, 3.00 and for a "best case" defined as a test selection assuming very conservative selection criteria: star magnitude b 2, solar zenith angle N 105°, and star temperature N 5000 K. Selection criteria for versions 2.19 and 3.00 are given in Table 5 . In the case of Garmisch-Partenkirchen, however, instead of the fixed value E/B = 50, we have used the E/B value given in the NDACC lidar dataset. In addition, a separate statistical analysis was performed for PSC observations, as identified by the AerGOM aerosol type flag using the temperature criterion T b 197 K. This last PSC validation was applied to the Dumont d'Urville dataset, the only one concerning the polar regions. The aim of this analysis using three different values of E/B is to take into account the possibility that the standard value of 50 sr is not optimal to describe specific aerosol types or altitude/latitude ranges. Performing the same statistical analysis for both CCI-GOMOS versions 2.19 and 3.00 is important to verify that the relaxation of the observation selection criteria (specified in Table 5 ) does not alter the accuracy of the extinction time series. A detailed presentation of this extended evaluation of the CCI-GOMOS CDRs is given in Appendix B. Table 6 Overview of NDACC lidar sites providing reference datasets. The indicated available period is restricted to the period of interest for this work (April 2002 -April 2012 and is given as month/year. The used parameters are indicated as follows: BSR: backscatter ratio, T: temperature, P: Pressure, log 10 N: log 10 of molecular number density, E/B: extinction-to-backscatter ratio, β aer : aerosol backscatter coefficient.
Location
Latitude, longitude Fig. 6 shows an overview of the statistical analyses performed using the 3 reference lidar datasets, with in the case of the Dumont d'Urville lidar station, separate analyses for liquid sulfate aerosols and PSCs as identified by the AerGOM aerosol type flag. In all four cases, two different statistical analyses are conducted using the CCI-GOMOS version 3.00. The plots on the left hand side show a statistical analysis taking into account all AerGOM profiles relevant for the considered case. The AerGOM median and the spread of the distribution defined as an interval of two times the standard deviation centered on the median, are shown by the blue curve and the light blue region, respectively. The same quantities are plotted as black solid lines and error bars for the lidar measurements. Relative standard deviation are also plotted on the central panel for comparison with the relative difference between AerGOM and the lidar dataset (in green). This analysis shows that, for all four cases considered, AerGOM version 3.0 and the lidar dataset agree within the spread of the distribution. It should be noted that, due to the fact that version 3.0 used here is processed with the most relaxed event selection criteria (See Table 5 ), the agreement is even better in the case of versions 2.19 (not shown here).
Although these results look satisfactory, it is worth mentioning that the statistical sampling considered in this first analysis includes outliers which enlarge the error bars and makes this analysis of limited interest. Therefore, another statistical analysis was made, restricting the AerGOM sampling by rejecting outliers. This analysis is illustrated on plots at the right hand side of each panel. In these cases, outliers are, defined as all values lying out of 1.5 times the interquartile range (IQR), where the IQR is the range defined by the interval between percentiles 25 and 75 of the statistical sampling. The plot shows the IQM (red line) and the IQR (rectangular box). The dashed lines show the range of values which are not considered as outliers, and the red crosses show, for each case, individual outliers encountered in the AerGOM data sampling.
For this second statistical analysis, all cases show agreement between both AerGOM and lidar datasets, except in the case of Garmisch-Partenkirchen, where the Level 2 profile comparison shows a bias at all altitudes, and agreement within the IQR only below 19 km. AerGOM values are higher on average, which can indicate the presence of a real bias, an underestimation of the E/B for the lidar profile conversion, or a combination of both factors. Both datasets agree within the error bars, representing two times the standard deviation. The lidar station at the Mauna Loa observatory provides data down to 15 km altitude. For this station, the individual comparisons between AerGOM and lidar profiles show many observations with similar profiles and in general the agreement between individual co-located profiles is good and within the uncertainties. Also observations from Dumont D'Urville lead to a good overall agreement.
Some individual PSC extinction profiles show a clear disagreement with particularly large lidar values compared to the AerGOM data (not shown here), which may correspond to ice PSCs characterized by an E/B value of about 25. We expect to obtain a better statistical agreement by analyzing separately PSCs of different types, which are expected to correspond to different values of E/B. This will be the subject of future validation work.
Another reason for disagreement between AerGOM and lidar vertical extinction profiles might be the spatial distance and time between both observations, and the different viewing conditions which lead to observing a local and rapidly evolving pattern such as a PSC by one instrument, or by both instruments at different stages of their evolution. Illustrations of this phenomenon are shown in Section 5.3.
Validation of Level 3 extinction coefficient at 550 nm
The evaluation of the GOMOS level 3 dataset was applied to CCI-GOMOS CDRs in versions 2.19 and 3.00, of which the characteristics are given in Table 5 . Lidar profiles were selected within the bin spread (time period of 5 days, latitude and longitude intervals of 5°and 60°r espectively). Fig. 7a,b illustrates the statistical analysis of Level 3 comparisons for the CCI-GOMOS extinction dataset in version 2.19 and 3.00. For Garmisch-Partenkirchen, the agreement improves with respect to the Level 2 intercomparisons: the variability in L3 is integrated within a bin cell, making it closer to the lidar profiles on average. This averaging is particularly effective in case of rapidly evolving structures, such as PSCs. Level 3 intercomparisons for Mauna Loa give quite similar results as for the Level 2 evaluation. In this case where no particular rapidly evolving patterns are expected in the background aerosol layer, the averaging does not bring additional statistical benefit from integration. Finally, for the lidar station at Dumont D'Urville, the statistical analysis on the Level 3 extinction dataset includes all cases, covering background sulfate aerosol and PSCs. Both AerGOM and lidar datasets agree well within the uncertainties. Fig. 8 shows a time series of PSC observations made at Dumont D'Urville in the 5-day CCI-GOMOS time interval 12-17 September 2007. For this time interval, four co-located lidar profiles were found, and compared to the same CCI-GOMOS binned extinction profile. Lidar data are shown in black, while the CCI-GOMOS data in versions 3.00 and 2.19 are coloured in magenta and blue, respectively. The PSC observed by the lidar is growing throughout the time period covered by this 5-day CCI-GOMOS grid cell, and the agreement is best for version 3.00 in the latest co-location shown. This example illustrates the effect of sampling in the GOMOS dataset in case of a rapidly evolving dynamical pattern, which should be taken into consideration when interpreting the validation statistics presented here. The numbers of co-located data, which have been found in the respective altitude bins, are given on the right y-axis. In each case, the E/B value is indicated in the bottom left-hand corner. In the case of Garmisch, "E/B = Garmisch" means that the used E/B values are the ones provided in the lidar dataset. 19 (red) and 3.00 (blue), respectively; magenta and blue regions: 2-sigma interval across the AerGOM median value, for versions 2.19 and 3.00, respectively; black solid and dashed curve: median and median of lidar dataset, respectively; error bars: 2-sigma interval across the lidar values. Second panel: blue and magenta line: relative standard deviation of GOMOS data version 2.19 and 3.00; black line: relative standard deviation of lidar data; green and cyan line: relative standard deviation of the difference between the GOMOS data version 2.19 and 3.00 and lidar data, relative to lidar data. Two last panels: The two whisker plots show median (red vertical lines), inter-quartile range (left and right edge of the boxes) for the relative differences between the GOMOS versions 2.19 and 3.00 and lidar data [in %]. The whiskers extend to the most extreme data points not considered outliers, and outliers are plotted individually using red crosses.
Comparison of CCI-GOMOS and CALIOP stratospheric aerosol extinction coefficient at 550 nm in 2008
Since June 2006 the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) on board Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) is monitoring aerosols and clouds in the atmosphere. CALIOP is a lidar instrument measuring backscatter profiles at 532 nm and 1064 nm, as well as the depolarization at 532 nm with a vertical resolution of 60 m and 300 m within the altitude ranges 8.2-20.2 km and 30.1-40 km, respectively. CALIPSO is part of the ATrain and evolves in a polar orbit providing measurements at 01:30 and 13:30 local time (Winker et al., 2009) .
A specific treatment of the CALIOP level 1 V3.01 product was applied to retrieve stratospheric aerosol backscatter and extinction profiles. The CALIOP dataset were grouped into 16-days periods and the total attenuated backscatter and depolarization ratio profiles was averaged over 1-degree intervals along the orbit track. Correction of the transmission for molecular scattering and ozone absorption was applied. The molecular backscatter is retrieved using air density from GMAO (Global Monitoring and Assimilation Office) data reanalysis and removed from the total backscatter measured by CALIOP to retrieve the aerosol backscatter coefficient. In order to correct a known calibration bias, the data have been recalibrated between 36 and 39 km, which is a cleaner region of the stratosphere compared to the 30-34 km altitude range used operationally. The treatment of the CALIOP level 1 data in the stratosphere can be found in (Vernier et al., 2009) . For the purpose of the comparison with CCI-GOMOS, the data have been regrouped into bins of 1°latitude × 10°longitude × 0.2 km and a fixed E/B value of 50 sr has been used for the conversion of CALIOP backscatter into extinction coefficient.
In Fig. 9 , we show the latitude/altitude dependence of the extinction coefficient derived from CALIOP (left panel) and the corresponding extinction coefficient from the CCI-GOMOS CDR (version 3.00, middle panel) for two periods. The first period covers a stratospheric background-period (January-April 2008) while the other one spans the end of the year (here September-December), where the eruption of the Kasatochi volcano (52°N, 176°W) in August 2008 led to an increase of stratospheric aerosol over the northern hemisphere (Wang et al., 2013) . This is well captured by GOMOS and CALIOP (see Fig. 9 , lower panels). Using a fixed lidar ratio of 50 sr, typical for stratospheric background sulfate aerosols, the CCI-GOMOS data are underestimated with respect to CALIOP. This mismatch can be due to a negative bias of GOMOS with respect to CALIOP, or to a bad choice of the E/B value to convert CALIOP backscatter into extinction profiles.
This latter hypothesis was tested by recomputing E/B from CCI-GOMOS extinction coefficient values and the CALIOP backscatter profiles for the same latitude/altitude region. The result of this test is given in Fig. 9 , right panels. For both time periods, similar values of the reconstructed E/ B are found over large regions, and on the other hand, a large range of E/ B is observed on the global altitude/latitude scale. This variability probably reflects differences in typical size and composition characteristics in the local aerosol content. Depending on altitude and latitude bands, E/B values vary between 25 and 53 sr (see Appendix B.3). Such variability in the E/B values was already reported by Vernier et al. (2011b) , although values shown here are lower than the averaged values derived by these authors.
The variability found on E/B led to reconsider the validation of AerGOM (Level 2) and CCI-GOMOS (Level 3) datasets using lidar profiles, by addressing the choice of E/B values. As a next step, the statistical analysis was performed again for co-located CALIOP backscatter values and AerGOM extinction profiles between 2006 and 2009, using E/B values between 30 sr and 70 sr. The outcome of this study and comparison with results by Vernier et al. (2011b) is given in Appendix B.
Application to climate modelling
As mentioned previously, a major current issue is to understand the relative impact of volcanoes, of anthropogenic emissions and other aerosol sources on the evolution of the stratospheric aerosol burden. Differences remain between the estimates of the current climate models in terms of radiative forcing, and radiative forcing inferred from satellite measurements (Solomon et al., 2011) . Brühl et al. (2015) undertook, in the framework of SPARC/SSIRC (Stratospheric Sulfur and its Role in Climate), a comprehensive inventory of 3-dimensional volcanic SO 2 plumes in the lower stratosphere and uppermost troposphere, to better assess the contribution of volcanoes to the stratospheric aerosol burden. This inventory was based on SO 2 vertical profiles by MIPAS , integrated column SO 2 data from nadir instruments, and reports from the Global Volcanism Program of the Smithsonian Institution (http://volcano. si.edu). For each identified eruption, the inventory provided an estimate of the amount of sulfur gases injected into the stratosphere and uppermost troposphere. This first inventory was then used to estimate the aerosol radiative forcing from 2002 to 2011 by simulating the evolution of the atmosphere using the EMAC chemistry climate model (Jöckel et al., 2006) . The result of this simulation showed that significant discrepancies remained with respect to radiative forcing estimated from measurements as reported by Solomon et al. (2011) .
This unsatisfactory result tends to confirm that volcanic eruptions of moderate intensity, injecting sulfur gases to the upper troposphere and lower stratosphere, contribute significantly to the stratosphere aerosol layer, as already stated by Vernier et al. (2011b) . It also leads to the suspicion that the first version of the volcanic sulfur emission inventory was not sufficient to assess the real volcanic contribution to the radiative forcing of the atmosphere due to lack of data. For this reason, the CCI-GOMOS dataset was used to revise this inventory, by filling gaps in the available datasets, improving estimates of emitted SO 2 for individual volcanic eruptions, and identifying new volcanic signatures in the CCI-GOMOS extinction time series.
xIn this section, we show how the present work contributed to the improvement of the inventory of sulfur emissions by volcanoes and to the modelling of the radiative forcing by stratospheric aerosols. We demonstrate also that GOMOS points to the importance of seasonally varying desert dust in the lowermost stratosphere.
Methods
The EMAC chemistry climate model
EMAC is an atmospheric chemistry-climate model based on the ECHAM5 general circulation model and the Modular Earth Submodel System (MESSy). It contains a modal aerosol model taking into account 4 soluble and 3 insoluble modes, and allows for the calculation of aerosol optical depth, extinction coefficient, aerosol radiative forcing and feedback to dynamics (Brühl et al., 2015 and references therein) . The model considers interactions between aerosol particles and trace gases, and includes also dust and organic material, with a more detailed treatment in the more recent model version. This new version is based on Jöckel et al. (2010) and makes use of the desert dust scheme by Astitha et al. (2012) , which causes a strong enhancement of dust transported to the lowermost stratosphere, especially in the Asian Summer Monsoon, as compared to the old version.
The MIPAS dataset
As another atmospheric sounding instrument on ENVISAT, the limbscanning Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) analyzed the emission of atmospheric species active in the mid-infrared spectral region. Its high spectral resolution (0.025 cm ), allowed the retrieval of volume mixing ratio profiles of sulfur dioxide (SO 2 ). Two different datasets of SO 2 derived from MIPAS exist: (1) one consisting of monthly 10-degree zonal mean profiles with a vertical coverage of 10-45 km which was derived from mean spectra (Höpfner et al., 2013) , and, (2) one dataset retrieved from single limb-scans with the altitude coverage up to 23 km . The latter data version is suited to analyze the vertical and horizontal evolution of SO 2 plumes from volcanic eruptions, and has been utilized in the study described below. For this application SO 2 was provided with 5-day temporal resolution on a 3D grid similar to the GOMOS data. In December 2016 also data in another retrieval mode were included filling some gaps in 2005 to 2007.
Improved inventory of volcanic eruptions.
Including the CCI-GOMOS extinction dataset to the other data sources already used in its previous version (Brühl et al., 2015) , a new improved inventory was made for the volcanoes contributing to the stratospheric aerosol burden, now three-dimensional. This inventory is presented in Table 7 . It contains now about 230 explosive eruptions reaching the tropopause region or higher altitudes for the period July 2002 to March 2012, versus 102 eruptions in the previous inventory (Brühl et al., 2015) . Using these two limb viewing instruments covering the same ENVISAT time period was essential to fill data gaps of the individual instruments. In particular, several important eruptions in 2004, 2006 and 2007 could be identified using the CCI-GOMOS dataset, which were not seen by the MIPAS instrument due to lack of data at the corresponding location and time. GOMOS extinctions were converted to SO 2 plumes by application of the parameterization of Grainger et al. (1995) and fit to analogue situations seen by MIPAS, taking into account zonal wind. The attribution to individual eruptions was done based on the Bulletin Reports on http://volcano.si.edu and nadir satellite observations. The SO 2 masses were calculated by integration over the plumes downwind of the volcanoes. Although quantitative estimates of the error are difficult to infer, the most important source of uncertainty resides in the data gaps and in some cases vague observations in the Smithonian bulletins, the typical uncertainty is in the order of about ±30%. Table 7 indicates (last column) which eruptions could be identified and quantified using the MIPAS dataset (M, primary) and which ones, using the GOMOS dataset (G). In case of 'MG' the SO 2 -plumes were taken from MIPAS and GOMOS was used to support the attribution process. Examples are given in Appendix C. 
Comparison of simulations by the EMAC model with GOMOS observations
The data from Table 7 were used, together with other known sources for stratospheric SO 2 to constrain the EMAC model in order to model the evolution of the aerosol burden in the higher troposphere and in the stratosphere, and to evaluate the corresponding radiative forcing. To avoid further uncertainties related to uncertain injection altitude in case of point sources, the observed three-dimensional plumes of SO 2 (volume mixing ratios) are added at the listed times to SO 2 from other sources which include the oxidation of OCS and DMS, and volcanic and anthropogenic SO 2 transported from the troposphere. Fig. 10 shows aerosol extinction coefficients observed by GOMOS (upper pannel) and computed by EMAC from SO 2 and other aerosol sources, including organics and dust from the troposphere, using two model versions. V1 is a version based on Jöckel et al. (2006) , while V2 is an updated version using an improved description of desert dust. Note that the meteorology of the model was not constrained by observations so that some deviations due to dynamics are likely. Nevertheless the agreement between this model run constrained using the SO 2 inventory in Table 7 (which only uses fragments of the CCI-GOMOS CDR) and the whole CCI-GOMOS time series (especially with version 3.00, see also Fig.  4) is convincing, showing that EMAC is able to model adequately the global evolution of the aerosol burden based on the volcanic SO 2 inventory. Concerning the contribution of dust, it is visible on Fig. 10 that the simulation with the most recent model version (V2 in Fig. 10 ) is better than the version based on Jöckel et al. (2006) (V1), which shows an underestimate of extinction in northern hemispheric summer and in the tropopause region. This points to the fact that GOMOS is important for model development.
As a final result from this modelling study, Fig. 11 shows the simulated global radiative forcing of stratospheric aerosol at about 100 hPa. The simulations by Brühl et al. (2015) (black curve) are biased compared to Solomon et al. (2011) (green crosses) who estimated the radiative forcing from satellite extinction measurements (SAGE, CALIOP, GOMOS). Taking more volcanic eruptions into account in the estimate of the total stratospheric aerosol budget, especially during periods where data gaps affect the MIPAS dataset, improves the results considerably (blue curve). Use of a more appropriate scheme for desert dust (V2, red curve and purple crosses) almost removes the bias. The remaining slight bias in years influenced by high latitude eruptions can be removed by inclusion of lower stratospheric aerosol below 100 hPa, but this is also uncertain in Solomon et al. (2011) . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Conclusions and perspectives
A stratospheric aerosol climate data record has been developed from the GOMOS measurements for the Aerosol_cci project under the Climate Change Initiative. The record consists of gridded aerosol fields (the so-called CCI-GOMOS data records), produced by the binning of Level 2 vertical profiles inverted using the AerGOM algorithm, a retrieval algorithm recently published and which was developed to improve Table 7 Volcanic SO 2 injections into the stratosphere, derived from MIPAS (M) and OMI/TOMS (Brühl et al., 2015) , and updated on the basis of GOMOS (G) extinctions and new MIPAS data (from UTLS mode). In rows marked with "MG", distributions observed by MIPAS are confirmed by GOMOS. Estimates of the total emitted SO 2 mass (6th column) are integrated above 14 km at low latitudes, above 13 km at mid-latitudes and above 12 km at high latitudes. Listed altitudes and latitudes refer to the maxima in MIPAS and GOMOS "volcanic plumes". The given time refers to the center of the first MIPAS 5-day period selected and not to the beginning of the eruption. SO 2 mass estimates are typically inferred from 10-day periods, and for Sarychev and Kasatochi from 30-day periods (with scaling). Some names are abbreviated after their first occurrence in the table. A mention of Vanuatu (or "Van.") without further details means that several volcanoes erupted simultaneously in Vanuatu and could not be separated. A "+" means that the volcanoes cannot be separated or identified. The mention "M" in the first column indicates the presence of monsoon influence. and optimize the aerosol retrieval from GOMOS. Taking into account the variable quality of the GOMOS measurements depending on the star and orbital parameters (star magnitude and temperature, solar zenith angle, etc.), selection criteria are applied to ensure high quality of the gridded aerosol properties products. Among the various parameters included in this record and presented in Table 3 , this paper focuses on the aerosol extinction time series, provided at five wavelengths.
Investigation of the influence of the star properties on the uncertainty in the extinction coefficient retrieval by considering limiting cases of bright/dim, hot/cool stars, showed that the influence of the star magnitude dominates the uncertainty on the extinction coefficient, the brightest stars (magnitude b 1.5) providing uncertainties generally smaller than~30% while the dimmest stars (magnitude N 2.6) leading to uncertainties in the range 30-60%. The star temperature also influences the uncertainty in the extinction coefficient retrieval, but to a lesser extent, with the lowest (highest) uncertainties found for hot (cool) stars.
During the course of the project, several improvements were implemented into the AerGOM algorithm, which are discussed in the paper. The implementation of the spectral retrieval was revised to provide a better convergence of the optimization process to a realistic solution, also in cases where the star's signal is very faint and the information content low (i.e. typically for dim cool stars). Further, a revision of the molecular absorption cross-section spectra used for the spectral retrieval of the gas species led to a more realistic attribution of the extinction coefficient to aerosol and gas species, resulting in a significantly fewer negative values of the aerosol extinction coefficient, especially at high altitudes.
The AerGOM (Level 2) dataset and the CCI-GOMOS (Level 3) dataset were evaluated successively using lidar profiles from 3 ground-based lidar station representative for different typical regions: Mauna Loa situated in the tropical region, Garmisch-Partenkirchen representative for northern mid-latitudes, and the Antarctic station of Dumont d'Urville. For this latter station, separate statistical analyses of Level 2 profiles were performed for background aerosols and for PSCs as identified by Table 7 ; in black: simulation with less eruptions as given in Brühl et al. (2015) . Green crosses show annual average radiative forcing estimates derived from observations by Solomon et al., 2011 . The red curve (simulated radiative forcing) and the purple symbols (corresponding annual average) show the results obtained using the V2-simulation (with entries of Table 7 and an improved desert dust scheme).
the GOMOS aerosol type flag using a selection criterion based on the temperature. Intercomparisons using lidar profiles from the GarmischPartenkichen dataset show a better agreement in the case of the Level 3 evaluation than for the Level 2 assessment. Good agreement between AerGOM and lidar data was found in the case of Mauna Loa and Dumont d'Urville (uncertainty in the range 1%-35%) below 22 km. This evaluation shows, overall, similar results for the CCI-GOMOS time series in version 2.19 (with more restrictive criteria for the observation selection) and version 3.00 (with relaxed selection criteria). This validates the selection criteria of the last version (3.00), which provide a much better data coverage than version 2.19.
A careful analysis of the results of all these intercomparisons pointed to several factors, which can alter the result of the validation. These factors are mainly: (1) the possible difference in air masses sounded by the compared profiles due to a spatio-temporal mismatch or to a difference in viewing angle; (2) the rapidly varying features of certain aerosol patterns, more particularly in the case of PSCs; (3) an inadequate value of the lidar ratio in the lidar extinction derivation. To test this latter possibility, the CCI-GOMOS Level 3 was compared with CALIOP data available on a global scale. Calculating the ratio between the GOMOS extinction coefficient and the CALIOP backscatter showed that the lidar ratio varies as a function of altitude and latitude, emphasizing the need to adapt the E/B value to the latitude and altitude range. This result confirms observations made previously by Vernier et al. (2011b) , although the E/B estimates found in the present work are generally lower than the ones found by these authors. This detailed statistical assessment and the investigation of the results of intercomparison lay more robust grounds to continue the validation of the CCI-GOMOS CDRs in the near future.
The characteristics and performance of the CCI-GOMOS climate data records evolved during the course of the Aerosol_cci project according to these investigations and improvements, and as a result of the feedbacks from the User team. The use of monthly means was abandoned for 5-days time intervals, better suited for the identification of aerosols plumes and the quantification of the emitted sulfur species emitted by volcanic eruptions. Latitude and longitude grid resolutions were revised to describe the effect of atmospheric motion in a more coherent way within this time interval. Algorithm improvements allowed relaxing the observation selection criteria ensuring a sufficient data quality, while searching for the best trade-off between sufficient data quality and maximum data coverage.
The use of the CCI-GOMOS climate data record in combination with MIPAS SO 2 time series led to an update of the volcanic sulfur emission inventory used to model the evolution of the stratospheric aerosol concentration during the post-2000 period. About 230 explosive eruptions could be identified, and their impact on the aerosol load, quantified. An overview of these eruptions, including the plume height and an estimate of the emitted SO 2 content, is presented in Table 7 .
The updated inventory of volcanic emissions was then used in the EMAC model in order to simulate the evolution of the stratospheric aerosol concentration and to calculate the corresponding radiative forcing. Comparisons of the modelled aerosol burden with the CCI-GOMOS extinction field over the whole time period show a good agreement between both datasets, and the estimate of the radiative forcing from EMAC using the updated inventory better matches radiative forcing estimated from observations published by Solomon et al. (2011) , than previous estimates published by Brühl et al. (2015) . This holds especially for the simulation with improved desert dust (V2). This successful application confirms that the CCI-GOMOS climate data records developed using the AerGOM retrieval algorithm can be used successfully in climate modelling applications.
Abbreviations
The following abbreviations are used in this manuscript:AAI absorbing aerosol index ACE atmospheric chemistry experiment As discussed in Section 2.4, the gas absorption cross-sections spectra used for the retrieval of the gas species have been completely revised in order to improve their spectral range, temperature dependence, and to optimize the consistency of the data for the whole range of wavelengths and temperatures encountered in GOMOS measurements. The aim of this appendix is to provide details on the methodology used to elaborate the new crosssection spectra from the available datasets and for the different gas species retrieved so far by AerGOM: O 3 , NO 2 and NO 3 . We limit here the discussion to the spectral range of interest for this paper, i.e. the spectral range covered by the GOMOS spectrometers SPA and SPB1 (See Section 2).
A.1. Ozone Serdyuchenko et al. (2014) published high-resolution ozone absorption cross-sections covering the 213-1100 nm spectral range over the temperature range 193-293 K which covers the whole range of experimental conditions encountered by GOMOS with a spectral resolution higher than the GOMOS resolution (See Section 2.1), ensuring an optimal consistency for use in the spectral inversion.
A.2. NO 2
The case of NO 2 requires the use of different sets of measurements. Vandaele et al. (2003) propose a unified dataset set up from various previous measurements, resulting in two (medium resolution and a high resolution) recommended spectra. The medium resolution absorption spectrum spans the 13,200-42,000 cm −1 spectral range (238-757.8 nm) with a spectral resolution of 2 cm −1 (0.01-0.11 nm), higher than the spectral resolution of the GOMOS SPA spectrometer. At this resolution, no pressure effect is detectable. The temperature is described using a linear dependence. By its composite character, this dataset is expected to be less sensitive to experimental noise due to the use of an average of many different profiles. All these features make it adequate for use in AerGOM in the range 240-695 nm. The high-resolution proposed by Vandaele et al. (2003) is mainly based on (Vandaele et al., 2002) and provided at three different temperatures (220, 240 and 294 K) with a spectral resolution of 0.05 cm −1 (0.002-0.003 nm) over the range 689.6-757.8 nm, which is higher than the GOMOS SPB1 spectral resolution and hence well adapted for use in the AerGOM retrieval. At each wavelength, the cross-sections at the three temperature values are used to compute a linear temperature dependence using a least square fit. Pressure effects are observed on the cross-section for these spectral range and resolution, and the authors provide an expression describing the broadening of the spectral range in high-pressure conditions. The potential impact of this broadening on GOMOS measurement was investigated, and it appeared that the pressure effect is totally smoothed out when the NO 2 absorption spectrum is degraded at the resolution of the GOMOS SPB1 spectrometer. Hence, the high-resolution NO 2 cross-section spectrum proposed by Vandaele et al. (2003) can be used in the 750-757.8 nm range without taking pressure effects into account. Again, this dataset is preferred to Vandaele et al. (2002) because of the use of averaging making it less sensitive to experimental noise. Above 757.8 nm, the only dataset available is the one from Vandaele et al. (1998) measured with a spectral resolution of 2 cm −1 (0.11-0.12 nm) and provided at temperatures of 220 and 294 K. Although this resolution is slightly lower than the SPB1 spectral resolution, it is the best choice available for this spectral range. The temperature dependence is calculated by linear interpolation of the two provided spectra.
A.3. NO 3 Orphal et al. (2003) measured NO 3 high-resolution absorption spectra in the range 12,600-21,500 cm −1 (476-794 nm) at 294 K with a resolution of 0.6 cm −1 (0.01-0.04 nm). The authors investigated in detail the temperature dependence around the absorption peak at 662 nm and proposed a model of temperature dependence valid around this peak (650-675 nm). This work improves the previous measurements in terms of calibration and spectral resolution, including measurements by Yokelson et al. (1994) at four temperatures over the range 400-694 nm and with a resolution of about 0.1 nm. Also, measurements by Sander (1986) at 230 and 298 K covering the 400-691 nm range have a lower resolution (1 nm). Other NO 3 reference cross-section spectra were considered but appeared to be combinations and/or normalized spectra based on (Sander, 1986) . Below 400 nm, only very sparse measurements from (Sander, 1986) are available. In the revision of the cross-section database, the NO 3 high-resolution cross-section spectrum from (Orphal et al., 2003) is used in the whole available range. Orphal's temperature dependence model is also used between 650 nm and 675 nm. Between 476 and 694 nm, a choice must be made between Yokelson's dataset for which the temperature dependence is available and Orphal's dataset with improves the data quality, but is only given at 294 K. The decision was made to use, at each wavelength, a temperature dependence calculated from (Yokelson et al., 1994) and to apply it to NO 3 cross-section profiles from (Orphal et al., 2003) . Wherever no data are provided by Yokelson et al. (1994) in the spectral range 476-794 nm (i.e. in temperature range 200-220 K and the spectral range 694-794 nm), Orphal's values at 294 K are used at all temperatures. Between 440 and 476 nm, we dispose on data from (Yokelson et al., 1994) at four temperatures, and lower-resolution data at two temperatures from (Sander, 1986) . Comparisons between all available datasets showed that the cross-section spectra provided from (Yokelson et al., 1994) diverge from the other available reference spectra (Sanders' data and other recommended spectra based on Sanders). Therefore, it was decided to use Sander's NO 3 cross-section spectra at 298 K and to apply again Yokelson's temperature dependence wherever it is available. Below 220 K, the temperature dependence is unknown and the cross-section values at 220 K are used down to 200 K. The effective spectral resolution in the range 440-476 nm is thus Sanders' low resolution of 1 nm, which is lower than the SPA resolution, but it was the best solution to avoid any significant jump in the cross-section spectrum. Below 400 nm, the very sparse measurements from (Sander, 1986) are not considered and the NO 3 cross-section spectrum is kept constant and equal to its value at 400 nm. In order to definitely prevent any abrupt jumps between datasets, wavelengths over an interval equal to two times the resolution of the spectrometer (0.8 nm for spectrometer SPA and 0.13 nm for spectrometer SPB, see Section 2.1) around the transition points were not taken into account.
Appendix B. Dependence of the validation results in the choice of aerosol extinction to backscatter ratio As discussed in Section 5, the aerosol extinction to backscatter ratio E/B used for the conversion of lidar backscatter in an extinction profile depends on the aerosol type. Since E/B is not well known but determines in a critical way the result of the comparison between the lidar and the validated profiles, the evaluation of the AerGOM Level 2 and CCI-GOMOS Level 3 datasets was repeated for different choices of E/B: 30 sr, 50 sr, and 70 sr. The second value (50 sr) is a standard value used for such conversion, and the two other choices are values, which may be representative for more extreme cases of aerosol conditions. This appendix presents the statistical analysis of the validation performed with these 3 values of the aerosol extinction to backscatter ratio. In addition, E/B estimates from the GOMOS/CALIOP ratio are shown for the three four-months periods in 2008.
B.1. Statistics for level 2 comparisons
Tables B1 to B5 present, for E/B values of 30 sr, 50 sr, and 70 sr, the median, interquartile mean (IQM), which is the average of all values between percentiles 25 and 75, and interquartile range (IQR), which is the difference between the 25th and 75th percentile, of the relative difference in % between AerGOM and the lidar data, (AerGOM-LIDAR)/LIDAR. These statistical analyses refer to the lidar time series measured at GarmischPartenkirchen (Table B1 ), Mauna Loa (Table B2) , and Dumont d'Urville (Table B3 to Table B5 ) respectively. The three statistical indicators are averaged over altitude ranges 10-15 km, 16-21 km, and 22-27 km, taking into account only AerGOM events with a sufficient quality. The selection criteria are the ones used to process versions 2.19 and 3.00 of the CCI-GOMOS CDR, as given in Table 5 . This estimation of E/B is repeated for these two sets of selection criteria, and for the criteria used in the "BEST" case (test selection assuming very conservative observation selection criteria) defined in Section 5.2. The observation selection criteria for the "BEST" case are: Star magnitude b 2 SZA N 105°and Star temperature N 5000 K. In all cases, we use here the AerGOM dataset, version 3.0.
Table B1
Comparisons between AerGOM and lidar at Garmisch-Partenkirchen. Shown are the median (M), interquartile mean (IQM) and interquartile range (IQR) of the relative difference between AerGOM and the lidar data, in %. The columns refer to different event selection criteria, and the rows, to different altitude ranges (see explanations in the text). The discrepancies between AerGOM and lidar datasets can be due to two different reasons: (1) a bias of AerGOM profiles with respect to the reference lidar profiles, and (2) an inappropriate choice of E/B.
GARMISCH-PARTENKIRCHEN -
In the case of Garmisch-Partenkirchen (Table B1) , AerGOM is potentially overestimated with respect to the lidar dataset. From Table B1 , the best choice of E/B is 70 sr at all altitudes. The results are very consistent between 2.19 and 3.00; at lower altitudes, the consistency is good between versions BEST and 2.19, but less satisfactory with version 3.00.
The evaluation using Mauna Loa time series (Table B2) , shows the best agreement between lidar and AerGOM co-located events for E/B = 50 sr at all altitude ranges. AerGOM and the lidar dataset show a good agreement, and there is a good consistency between the statistics calculated for the 3 versions (2.19, 3.00 and BEST), which seems to confirm the appropriateness of the observation selection criteria in both versions 2.19 and 3.00.
In the case of the Antarctic Dumont d'Urville station (Tables B3 to B5 ), separate statistical analyses are performed for the PSC occurrences and for background sulfate aerosols. In both cases, the AerGOM aerosol type flag provides the aerosol type, and the corresponding extinction values are compared with all available co-located lidar profiles at the same altitude.
In the case of PSCs, choices E/B = 50 sr and E/B = 70 sr give the best agreement. Further, a finer discrimination of the PSC type would be needed from the AerGOM aerosol type flag for an optimal choice of E/B and more detailed comparison. Results are very consistent for the 3 versions 2.19, 3.00 and BEST, indicating again a satisfactory choice of the observation selection criteria for both CCI-GOMOS versions 2.19 and 3.00.
For case of background aerosols, the choice E/B = 30 sr seems to provide a less favourable statistical analysis: both other cases (E/B = 50 sr and E/B = 70 sr) give overall a better agreement between lidar and AerGOM. There is overall a good agreement between the statistical results for all 3 versions. Table B9 shows E/B values for each considered time period (January-April, May-August and September-December 2008), three latitude bands between 50°S and 50°N and three altitude regions between 15 km and 30 km altitude. The median E/B values are calculated as the median of the ratio GOMOS/CALIOP. Values provided by Vernier et al. (2011b) for E/B, which are given for the same latitude/altitude range, are reproduced for comparison. Although the agreement is quite good at high altitude between Vernier et al. (2011b) and the present work, Vernier's estimates of E/B are overestimated with respect to the present work in all cases, the disagreement increasing with decreasing altitudes.
Appendix C. Examples on the use of satellite and other data for the volcanic sulfur emission inventory
The aim of this appendix is to present some illustration on how the use of the CCI-GOMOS data record could improve the detection of moderate volcanic eruptions, and the quantification of their sulfur emissions. Two examples are provided: the case of the eruption of Reventador on 3rd November 2002 , and the case of Piton de la Fournaise on 6th April 2007.
The SO 2 emissions of the eruption of Reventador in Ecuador on 3rd November 2002 (VEI 4) are visible on MIPAS satellite images some days after the eruption. Entries in the Bulletin Reports of the Smithsonian Institution documented "a column rose up to 16-17 km above the intracaldera cone". So the plume was injected directly into the stratosphere and was transported very fast by westerly winds from Ecuador to Africa and Indonesia. This plume is also visible on satellite images from GOMOS, TOMS, and AIRS. For the entry in Table 7 we use the MIPAS-data of 5-day intervals centered on 10th and 15th November. 
