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SIDS occurs when the cause of an infants death is unverified, even 
after a postmortem autopsy. Infants who are born prematurely or ill 
suffer a greater risk of sudden death and for a longer period. For 
this reason, these at risk infants are kept in for monitoring and 
treatment in a neonatal intensive care unit. ECG data was collected 
from both healthy newborns and newborns being monitored in an 
NICU. Many medical issues can be predicted from abnormal 
amplitudes of waves on an ECG reading. It is the purpose of this 
research to determine potential red flags for the early detection of 
SIDS using only two attributes. 
Methods 
Data sets were collected from the electrocardiogram readings of 
both healthy and newborn infants and compiled into Excel files. 
Each data set was comprised of hundreds of thousands of micro-
voltages collected at a sampling rate of 4ms over the course of 
several minutes. After importing the data into Matlab at uniform 
time intervals, the signal could be processed using Fast Fourier 
transforms to view the signals amplitude on the frequency 
domain rather than with respect to t ime. 
The maximum amplitude of the signals were determined, as well 
as the frequencies at which they occurred. The most frequent 
maximum amplitudes were recorded in a new data file . These 
the attributes were then assigned a class based on the type of 
newborn the reading were taken from, Healthy or NICU. 
The data was then imported into an open source, machine 
learning tool called Weka. A variant of Ada Boost classification 
algorithm, called MultiBoost AB, was used to develop a model to 
classify each instance. The algorithm used a Ripple-Down Rule 
Learner (Ridor) algorithm as it's base for classification. 
A model was developed by sampl ing, and resampling data over 
each iteration that was capable of classifying each newborn with 
little relative error compared to models created using other 
algorithms. 
Software Utilized 
•Microsoft Excel to store raw data and results 
•Matlab for Signal Processing 
•Weka 3 for Data Mining algorithms 
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As much as I would like to report the success of this research, I 
unfortunately cannot . With my current data and model, 
classification is not possible with only these two attributes. It may 
point to some correlation between peak amplitudes that occur at 
higher frequencies and possible medical problems, but the 
results are inconclusive. With more data and a revised method, 
classification may be possible but more attributes are likely 
required . 
Future Research 
Though this experiment ended with limited success, further 
research can be done. It is possible that with more data, evidence 
could be found that relates high frequency ECG amplitudes with 
mortal neonatal medical conditions, making classification 
possible with only two attributes. 
If two attribute classification isn't possible, other options must be 
explored. Using respiration data collected from the same types of 
newborns, additional attributes could be used for correlation 
classification. New classification models could be tested and 
clustering would become a more viable machine learning option . 
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