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The use of expensive platinum-based catalysts has been a major obstacle for the widespread use of
low temperature fuel cells. As a result, there is significant commercial and scientific interest in replacing
platinum-based electrocatalysts with cost-effective alternatives of comparable performance. This thesis
explores the process-structure-property relationship of platinum group metal-free (PGM-free), metalnitrogen-doped carbon (M-N-C) electrocatalysts for oxygen reduction synthesized by a flame spray
pyrolysis process called Reactive Spray Deposition Technology (RSDT). Metal-Nitrogen-Carbon (M-N-C)
type Platinum Group Metal-free (PGM-free) electrocatalyst, synthesized directly from liquid solution
precursors by the partial combustion of organic material in the RSDT flame. Central to this work is the
modification of the RSDT for carbon synthesis using liquid aromatic hydrocarbon-based precursors. The
direct synthesis of the M-N-C electrocatalysts using an open atmosphere flame spray pyrolysis technique,
has not been reported previously and offers a scalable alternative to the energy-intensive, multi-step
furnace-based processes that are conventionally used for synthesizing M-N-C catalysts. The physical and
chemical characteristics of the synthesized material are examined and the performance of the catalyst with
respect to RSDT process parameters such as precursor composition and fuel equivalence ratio are analyzed
with an aim of preparing the groundwork for further development of the synthesis process. The baseline
Fe-N-C catalyst synthesized by RSDT exhibits activity towards oxygen reduction in alkaline media and
shows excellent dynamic stability even after 4000 potential cycles. Based on these results, additional

Abhinav Poozhikunnath – University of Connecticut, 2019
efforts needed to optimize the RSDT process parameters to improve catalyst activity and for massproducing M-N-C electrodes are also discussed. As a second subject, this thesis also investigates an
application of multi-scale correlative characterization in quality control of carbon black for fuel cell and
battery applications. A workflow using correlative characterization techniques including X-CT, lasermilling and elemental analysis is described. Potential failure modes are discussed based on the properties
of the impurities analyzed and a case is made for the use of correlative characterization for establishing
standards of quality control in commercially produced fuel cell and battery components.
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Chapter 1: Overview of fuel cell technology
1.1. Introduction
Fuel cells are a major topic of discussion not only in the scientific and engineering community but
also in print and electronic media primarily due to the looming threat of global climate change and rising
ocean levels. It has captured the public’s interest as it is widely considered to be one of the key technologies
that can usher in an era of clean and efficient energy. While it certainly is not a panacea for all the problems
the world is facing today as a result of humanity’s dependence on fossil fuels, it holds a lot of promise as a
reliable and environmentally friendly alternative to existing technologies based on fossil fuels. The
significance of fuel cells also stems from the fact that the development has moved on from concepts and
pilot units thanks to the strides made over the past few decades in commercializing fuel cell technology and
in integrating it into areas such as transportation and decentralized power generation which were previously
dominated by fossil fuel-based technologies [1–3].
The use of fossil fuels, and technology based on it, has contributed greatly to an increase in the
concentrations of gases such as carbon dioxide, carbon monoxide, methane and nitrogen oxides which has
led to changes in global climate and weather patterns [4]. The emission of these gases as well as particulates
including carbon have also been associated with a lowering of air quality and increase in diseases resulting
from it [5]. Figure 1.1 a-c show graphs released by the World Meteorological Organization showing a
steady increase in carbon dioxide, methane and nitrous oxide over the years. Figure 1.1 d shows the global
deaths in 2012 due to diseases originating from particulate impurities in air. The benefits offered by fuel
cells and other clean technologies in terms of energy conversion efficiency, reduced or zero emissions and
versatility in fuel sources can help address these challenges associated with global climate change and air
pollution.

2

Figure 1.1: Graphs showing variation in the globally averaged mole fractions of a) carbon dioxide, b)
methane and c) nitrous oxide in the atmosphere from 1984 to 2017, released by the World Meteorological
Organization [6]. d) Deaths attributed to ambient air pollution globally in 2012. Data published by the
World Health Organization [5].

In addition to the environmental concerns, global consumption of fuel sources has been increasing
steadily as shown by the data released by British Petroleum in a statistical review in 2018 [7]. The known
global oil reserves for example are expected to meet the global needs for no more than 50 years (based on
current usage trends) according to this review. The graphs in Figure 1.2 show the oil production and
consumption rates in different parts of the world. The data highlights the non-uniform distribution of oil
sources and the fact that consumption exceeds production in many regions. There is, therefore, a need for
efficient and reliable means of generating power which can be fulfilled at least partly by the widespread
use of fuel cells. The potential of fuel cells to work with different fuel sources is also a significant benefit
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given the wide variation in the types of fuel, its quality and the infrastructure for extracting and utilizing it
in different parts of the world.

Figure 1.2: Oil production (left) and consumption by region (1992-2017) in million barrels daily [7].

Polymer electrolyte fuel cells are a class of fuel cells that are of particular interest due to their low
operating temperature and relatively light weight. This makes them an ideal candidate for use in automotive
applications, space applications and for portable power generation. At present one of the major challenges
to the commercialization and widespread use of low temperature polymer electrolyte fuel cells is the cost
associated with the fabrication of electrocatalysts and electrodes using expensive and rare metals such as
platinum, palladium or iridium. As a result, there is considerable interest today in developing fuel cells
based on non-noble metal electrocatalysts. In order for these fuel cells to be an effective replacement for
the current technologies for power generation, it is necessary to find more sustainable and less expensive
electrocatalysts that can perform comparably to the precious metal catalysts and develop economical and
scalable methods for fabricating electrodes. Flame-aerosol deposition processes such as Reactive Spray
4

Deposition Technology (RSDT) offer several benefits for fuel cell electrode fabrication including
scalability of the fabrication process and cost reductions resulting from the use of relatively less expensive
precursor materials [8–10]. With regard to the synthesis of non-noble metal electrocatalysts, conventional
wet-chemistry and furnace-based processes are complex, energy intensive and not easily scalable. RSDT
offers a potentially scalable method for fabricating such catalysts using fewer process steps and without
any additional post-processing or heat treatments [11]. For these reasons, the primary focus of this thesis is
the development of a novel flame spray pyrolysis-based method using RSDT for synthesizing carbon based
electrocatalysts for polymer electrolyte fuel cells based on anion exchange membranes. As part of this
development process, the properties and performance of these non-precious metal and nitrogen-doped
carbon catalysts are analyzed to optimize the flame spray process and improve catalyst performance. A
secondary focus of this thesis is to explore the application of the latest advances in correlative
characterization technology in the quality control of components for fuel cells and electrochemical devices.
A multi-scale correlative characterization workflow for identifying and analyzing impurity particles in large
volumes of carbon powder for fuel cell and lithium ion battery applications is described and compared to
conventional methods currently used in industry.

1.2. Introduction to fuel cells
Fuel cells are a class of electrochemical devices that generate useful energy through the direct
conversion of chemical potential energy into electricity [12]. Since they generate energy through the
electrochemical combination of fuel and oxidant molecules, they require an external supply of both fuel
and oxidant to operate. The typical fuel cell consists of two porous electrodes – an anode and a cathode –
as shown in Figure 1.3. Fuel is supplied to the anode side where it undergoes oxidation, while the reduction
of oxidant takes place at the cathode. The anode and cathode are separated by an electrically insulating
electrolyte that is impermeable to the reactant gases and acts as a medium for the transfer of ions from one
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electrode to the other. The electrical circuit is completed by connecting the two electrodes, thereby
providing a conductive path for the transfer of electrons from the anode to the cathode. Fuel cells are capable
of operating on a variety of fuels including hydrogen, natural gas and biogas, while oxygen (either pure gas
or from air) is generally used as the oxidant.

Figure 1.3: Schematic of fuel cell in which the electrolyte is anion conducting, resulting in diffusion of
reduced oxidant anions from cathode to anode.

Scientific and commercial interest in the development of fuel cell technology is closely tied to its
capability to generate electricity cleanly and efficiently from a variety of fuel sources. The efficiency (ε) of
a fuel cell can be determined from the equation shown below [13]
∆G

ε = ∆HR

(1.1)

R

where ΔGR and ΔHR are the free energy and enthalpy changes associated with the electrochemical reaction.
Fuel cells are different from heat engines in that the energy conversion process does not involve an
intermediate heat transfer step using a working fluid. However, like a Carnot engine, fuel cells are also
constrained by the second law of thermodynamics, as detailed by Lutz et al. [14]. In practice, the efficiency
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of fuel cells is higher than that of heat engines since fuel cells do not suffer from the same losses associated
with reduced operating temperature and also benefit from additional useful work that can be extracted from
generated waste heat [12,15,16]. In this way, fuel cells offer several benefits over conventional power
generation methods, including higher energy conversion efficiency, potential for cogeneration applications
(combined production of heat and power), reduced generation of pollutants, benefits associated with
reduced moving parts and relatively silent operation [17]. Today, fuel cell stacks consisting of multiple
cells generate power for transportation as well as stationary applications. Transportation applications, which
include trucks, buses, marine vehicles and specialty vehicles, require portable units. Portable units are also
used in non-transportation applications as auxiliary power units (APU). Stationary fuel cells are used as
backup power sources, for distributed power generation and as power sources in remote locations. The
excess heat generated by the stack during operation is used in cogeneration applications [18].

1.3. Types of fuel cells
Fuel cells are commonly classified based on their operating temperature into low and high
temperature fuel cells (>500°C). Low temperature fuel cells include polymer electrolyte fuel cells (PEFC),
phosphoric acid fuel cells (PAFC), alkaline fuel cells (AFC) and direct methanol fuel cell (DMFC), while
high-temperature fuel cells include molten carbonate fuel cells (MCFC) and solid oxide fuel cells (SOFC)
[19]. Each of the five types of fuel cells function within a narrow operational temperature window that lies
between 50°C and 1000°C. The operating temperature is a significant parameter that dictates cell design,
choice of fuel as well as materials used in fabricating cell and stack components [20–22]. Increasing the
operating temperature reduces the reversible cell potential and accelerates material degradation, but
increases reaction kinetics, mass transfer rate and reduces ionic resistance. PEFCs typically operate below
100°C and are characterized by solid, polymer-based electrolyte membranes. In recent years, PEFCs have
accounted for 50-60% of all fuel cells shipped, generating an estimated 590 MW of power. Due to the use
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of light-weight materials and their high power density, they are the preferred type of fuel cells for
transportation and portable power applications [23]. The widespread commercialization of PEFC is largely
limited by manufacturing cost, lifespan of cells and issue related to fueling [24].

Figure 1.4: Schematic of a) PEM and b) AEM H2/O2 fuel cells and corresponding half-reactions.

Based on the nature of the ionic transport in the polymer membrane PEFCs classified into proton
exchange membrane (PEM) or anion exchange membrane (AEM) fuel cells. Figure 1.4 shows schematics
of PEM and AEM fuel cells using hydrogen and oxygen as fuel and oxidant. As shown in Figure 1.4 a,
protons are transported from anode to cathode in proton exchange membrane fuel cells (PEMFC) similar
to an acid electrolyte-based galvanic cell. The state-of-the-art (SoA) and most widely implemented
electrolyte in PEMFC is the perfluorosulfonic acid based Nafion™, manufactured by DuPont [25]. Anion
exchange membrane fuel cells (AEMFC) behave like alkaline electrolyte-based cells and, in H2/O2 cells,
the hydroxyl anions migrate from cathode to anode, as shown in Figure 1.4 b. Commercial anion exchange
membranes have relatively lower ionic conductivity and are less durable than proton exchange membranes.
Consequently, PEMFCs are currently the more widely used type of PEFC. However, there has been
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renewed interest in AEMFCs due to developments in anion conducting membranes [26,27]. The interest in
AEM fuel cell technology is in part because the oxygen reduction reaction is more facile in alkaline
environments making it more feasible to use non-platinum group metal (PGM) catalysts in AEMFC [28,29].
In addition, anion exchange membranes are found to be more compatible with non-hydrogen fuels,
including alcohol and nitrogen based liquid fuels than Nafion™.

1.4. Components of fuel cells
The components of a typical PEMFC testing module are shown in Figure 1.5 a. The polymer
electrolyte membrane along with the anode and cathode catalyst layers is known as the membrane electrode
assembly (MEA). A schematic of the cross-section of an MEA is shown in Figure 1.5 b. In the fuel cells
module, the MEA is sandwiched between two porous gas transport layers that help distribute the reactant
gases evenly throughout the catalyst layer. In PEMFCs, the gas diffusion layers are typically made of porous
carbon paper or carbon cloth coated with a microporous layer of carbon. Both the microporous layer and
the carbon paper are treated with Teflon™ to increase hydrophobicity. The presence of the Teflon™ helps
in regulating the transport of liquid water generated from the reaction between hydrogen and oxygen and
prevent flooding of the catalyst layer.
Teflon gaskets are used to control the compressive force applied on the MEA once the test module
is assembled. The amount of compression is characterized in terms of “pinch” or percentage compression
as characterized in Figure 1.5 b and is dependent on the types of gas diffusion layer material and catalyst
layer. Typically, the compression is set at about 15-20% of the MEA thickness.
The reactant gases are transported to the gas diffusion layer using gas channels or flow fields
engraved on graphite plates. Graphite is used for fabricating the flow field plates because it does not corrode
under the PEM fuel cells operating conditions and is also electrically conductive. The pattern of the flow
field in Figure 1.5 a is single serpentine. Other flow patterns are also used and the choice of pattern can
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affect many aspects of fuel cell operation including current density distribution, power density and
performance [30–32]. The current generated by the fuel cell is collected using gold plated current collectors
placed in contact with the graphited plates. Two end plates, placed on either side of module provide
mechanical support and a means of supplying and removing gases. Compression is applied to the MEA by
using bolts that pass through the end plates which are tightened to a pre-determined torque. The end plates
and bolts are electrically isolated from the current collectors, graphite plates and electrically conductive
parts of the MEA. In typical setups fuel cell operational temperature is achieved by heating the cell using
heating elements placed on the end plates. The actual operation temperature is measured by placing a
thermocouple inside the graphite and near the center of the anode graphite plate. Careful design of the cell
assembly is necessary to minimize temperature gradients within the cell during operation.

Figure 1.5: a) Schematic showing the parts of a PEMFC test module, and b) cross-section of an MEA
showing the polymer electrolyte membrane sandwiched between catalyst and gas diffusion layers. The
schematic also indicates how gaskets are used to set the compression.
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1.5. Losses in polymer electrolyte fuel cells
Consider the H2/O2 PEMFC shown in Figure 1.4 a. The hydrogen oxidation reaction (HOR), oxygen
reduction reaction (ORR) and the overall reaction can be summarized as follows,
H2 → 2H + + 2e−

(1.2)

1
O
2 2

+ 2H + + 2e− → H2 O

(1.3)

1
O
2 2

+ H2 → H2 O

(1.4)

The standard Gibbs free energy change (ΔG°) for the overall reaction is -237.3 kJ mol-1 if the
product is liquid water and -228.1 kJ mol-1 if it is water vapor. The theoretical standard potential (E°theo)
can be determined using equation 1.5 to be 1.23 V or 1.18 V for liquid or vapor respectively [33].
°
∆𝐺 ° = 𝑛𝐹𝐸𝑡ℎ𝑒𝑜

(1.5)

where n is the number of electrons transferred in the half reactions (n=2 in this case), and F is the Faraday
constant (96485 C mol-1). The theoretical cell potential under non-STP conditions (Etheo) can be calculated
using the Nernst equation,
°
𝐸𝑡ℎ𝑒𝑜 = 𝐸𝑡ℎ𝑒𝑜
+

𝑅𝑇
𝑙𝑛(𝑄)
𝑛𝐹

°
= 𝐸𝑡ℎ𝑒𝑜
+

𝑅𝑇
𝑃 𝑃0.5
𝑙𝑛 ( 𝐻2 𝑂2 )
𝑛𝐹
𝑃𝐻2𝑂

(1.6)

where R is the gas constant (8.314 J K-1 mol-1), T is the temperature of operation (in K), Q is reaction
quotient and Pi is the partial pressure of component i (in atm). The temperature dependence of the theoretical
cell potential and operating cell potential for different fuel cell types is shown n Figure 1.6 a.
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Figure 1.6: a) The dependence of operating cell voltages on the operating temperature for different fuel cell
types, and b) a polarization curve showing various losses and the current density range in which they are
dominant [33].

For the overall reaction specified in equation 1.4, the maximum efficiency can be calculated from
equation 1.1 to be 83%. The actual efficiency of a fuel cell in operation is less than this theoretical
maximum due to multiple polarization losses. The actual or measured cell potential (Ecell) is related to the
theoretical potential and polarization losses according to the equation [34],
𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑡ℎ𝑒𝑜 − 𝜂𝑎𝑐𝑡 − 𝜂𝑜ℎ𝑚 − 𝜂𝑐𝑜𝑛𝑐

(1.7)

where ηact, ηohm and ηconc are called activation, ohmic and concentration overpotentials and are associated
with activation, ohmic and transport polarization losses. The activation overpotential or reaction rate loss
includes the losses associated with catalyst activity and reaction kinetics. The ohmic overpotential or
resistance loss includes losses from pure resistance to ion transport (through electrode and membrane),
electron transport through electrode components and all contact resistances. The concentration
overpotential or diffusion loss results from losses resulting from resistance to oxidant and/or fuel mass
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transport to the catalyst sites in the electrodes. The actual efficiency of the fuel cell can then be determined
from the measured cell potential using the formula shown in equation 1.8 [34].
𝜀=

0.83 𝐸𝑐𝑒𝑙𝑙
𝐸𝑡ℎ𝑒𝑜

(1.8)

In an operational fuel cell, the different polarization losses are dominant at different current
densities as shown by the polarization curve in Figure 1.6 b. At low current densities losses due to activation
overpotential dominate, while at higher current densities ohmic losses dominate. As the current density
increases, the rate at which reactant gases are consumed at the electrodes increases and so losses due to
reactant gas transport limitations dominate. Today, commercial hydrogen-oxygen based PEMFC systems
are designed to operate at efficiencies as high as 40-50% which is almost twice that of conventional
combustion-based power plants and about three times the efficiency of a petrol engine in a typical car
[18,35].
The minimization of polarization losses is achieved by optimizing the MEA and by improving the
design of fuel cell components. Optimization of the MEA is achieved primarily by modifying the catalyst
properties, interfaces and structure of the catalyst layer. In the case of platinum based MEAs fabricated
using the RSDT process, this is achieved by tuning the deposition parameters. Yu et al achieved ultra-low
catalyst loading in PEM fuel cells by increasing the platinum nanoparticle utilization by controlling the
platinum particle size and reducing the ionomer to carbon ratio [36–38]. Changing the ionomer to carbon
support ratio was also found to affect the pore size distribution in the catalyst layer which affects the oxygen
transport in the cathode. In the case of RSDT deposited catalyst layers a low ratio of 0.3 was found to be
optimal for low platinum loadings of <0.07 mgPt cm-2 [36]. In addition to polarization losses, losses
associated with degradation or corrosion of the support material and dissolution of the active catalyst can
decrease the performance of the fuel cell over time. Mitigating these losses can also be achieved by carefully
engineering the catalyst layer which requires a fabrication method that allows for fine control of material
properties. The issue of platinum dissolution in RSDT fabricated low-loaded MEAs was mitigated through

13

the use of a so-called gradient catalyst layer by carefully controlling the average platinum particle size
[38,39].
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Chapter 2: Anion Exchange Membrane Fuel Cells
2.1. Introduction
The AEMFC first gained attention as a cost-effective alternative to PEMFCs since manufacturing
costs could, in principle, be reduced through the use of relatively cheaper materials for fabrication of
electrodes and stack hardware. However, unlike PEMFCs, commercialization of AEMFC technology was
hindered primarily by the challenges associated with using commercially available Anion Exchange
Ionomers (AEI) and membranes [40]. Recently, the state of AEMFC technology has seen considerable
advancement due to the development of more stable and better performing ionomer chemistries as well as
due to the optimization of multiple aspects of AEMFC operation. Current AEMFCs offer several
advantages over PEMFCs such as [29],
1. the use of Pt-free or non-precious metal catalysts (NPMC) for oxygen reduction catalysis,
2. a wider choice of fuels other than hydrogen and,
3. more choices of materials for stack fabrication since the operating conditions in AEMFCs are less
aggressive than in PEMFCs due to the high pH of the former.
Currently, the BOL performance of the SoA H2/(filtered) air AEMFC using commercially
available, fully hydrated AEMs and ionomers is 0.8 W cm-2 at 0.6 V which is comparable to that of H2/air
PEMFCs [40].

2.2. Challenges and recent developments in AEMFC technology
The primary technological challenge in the development of AEMFCs has been in developing a
viable hydroxide exchange membrane (HEM) that has high ionic conductivity, is mechanically robust and
chemically stable at operating conditions. Developments in this field over the last two decades have resulted
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in dramatic improvements in the performance and stability of AEMFC through the use of next-generation
hydroxyl exchange membranes and ionomers. In addition, optimization of cell operation conditions,
effective water management at the anode side and development of protocols for addressing carbonation by
atmospheric carbon dioxide have contributed to reducing performance penalties when operating AEMFCs
[29].
PGM-free catalysts have been found to be more stable in alkaline media and consequently have
found application in AEMFCs as ORR catalysts. The diffusion of oxygen is more facile in alkaline media,
which further reduces concentration polarization losses at the cathode side. However, the HOR is sluggish
in alkaline media and so, recent efforts have also focused on studying the HOR process and in developing
Pt-free anode catalysts.

2.3. Electrocatalysts for fuel cells applications
In fuel cells, electrocatalysts are the materials that catalyze electrochemical reactions at the anode
and cathode. These electrocatalysts are present in fuel cell electrodes and they facilitate the reduction of
oxygen, oxidation of hydrogen and their electrochemical combination as shown in Figure 2.1 a. Some
important characteristics of an effective catalyst for PEFC applications are catalytic activity, selectivity,
performance stability and resistance to poisoning by impurities in feed gases and fuels [41]. The catalyst
must be able to adsorb and facilitate the dissociation of the reacting molecule. If the binding interaction
between catalyst atoms at the surface and reacting molecules is too weak, the reaction will be slow due to
the slow rate of adsorption and dissociation. If the interaction is too strong, the desorption step limits the
overall reaction kinetics and in addition, can result in catalytic sites becoming blocked thereby reducing the
number of sites available to unreacted molecules [42]. Among metals, platinum was found to have the
highest activity towards the oxidation of hydrogen as well as the reduction of oxygen [43,44]. In addition,
platinum exhibits excellent selectivity, with low yield of intermediates such as H2O2 that can damage cell
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components [45–47]. In addition, platinum also exhibits good stability under fuel cell operating conditions.
For these reasons, platinum or platinum-based catalysts are used in both the anode and cathode of PEFCs
[48].

Figure 2.1: a) Schematic of nanostructured catalyst layer in a PEMFC [49]. b) Bright field transmission
electron microscope image of platinum nanoparticles supported on carbon particles.

The current SoA catalyst for HOR and ORR in PEMFCs is platinum nanoparticles dispersed on
high surface area carbon support particles (often denoted as Pt/C) [24,50]. Figure 2.1 b shows a transmission
electron micrograph of Pt/C synthesized by a flame spray pyrolysis process, acquired in bright field mode.
The platinum nanoparticles are distinctly visible as dark particles decorating the primary carbon particles.
In the case of AEMFCs based on hydrogen fuel, the best performance was reported for PtRu alloy based
HOR catalysts. This is believed to be due to the oxophilic properties of Ru which provide additional sites
for hydroxyl adsorption in addition to enhancing the hydrogen-platinum bonding characteristics [29,51,52].
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A number of electrocatalyst properties affect the kinetics of the reaction at an electrode. These
include crystallite size, inter particle distance, crystal structure, particle geometry and d-band vacancy in
the case of metal catalysts [53–57]. As a result, synthesis and processing parameters that affect these
properties can influence the performance of catalysis in a very significant way. By optimizing these catalyst
properties, the activity, stability and overall performance of the catalyst can be enhanced. This in turn makes
it possible to reduce the catalyst loading which reduces the cost of fuel cell stacks. The effect of platinum
particle size on cell performance and stability have been studied by Yu et al. for the case of low loaded
RSDT fabricated MEAs [38,58]. In addition to modifying the particle properties, the use of alloys and coreshell catalyst particle structures also help to improve performance while reducing platinum loading. Roller
et al. has explored the use of RSDT for the fabrication of bimetallic and core-shell catalyst nanoparticles
for oxygen reduction [59]. Although the formation of the core-shell structure required additional processing
steps, the Pd core-Pt monolayer shell catalysts exhibited performance comparable to commercial catalysts.
An MEA fabricated using this catalyst showed a peak power density of 0.93 W cm-2 with platinum mass
activity of 0.53 A mgPt-1.

2.4. ORR and HOR reaction mechanisms
The oxygen reduction reaction occurs at the cathode side and proceeds by different mechanisms in
acid and alkaline electrolytes. In addition, it may follow a direct four-electron pathway as shown in
equations 2.1 and 2.2, or involve the formation of a peroxide intermediate as shown in equations 2.3 -2.8
[20,56].
a) Direct four-electron pathway in alkaline electrolyte (E° = 0.401 V),
O2 + 2H2 O + 4e− → 4OH −

(2.1)

b) Direct four-electron pathway in acid electrolyte (E° = 1.229 V),
O2 + 4H + + 4e− → 2H2 O

(2.2)
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c) Peroxide intermediate pathway in alkaline electrolyte,
O2 + H2 O + 2e− → HOO− + OH − (E° = −0.065 V)

(2.3)

followed by either peroxide reduction,
HOO− + H2 O + 2e− → 3OH − (E° = 0.867 V)

(2.4)

or peroxide decomposition,
2HOO− → O2 + 2OH −

(2.5)

d) Peroxide intermediate pathway in acid electrolyte,
O2 + 2H + + 2e− → HOOH (E° = 0.670 V)

(2.6)

followed by either peroxide reduction,
HOOH + 2H + + 2e− → 2H2 O (E° = 1.770 V)

(2.7)

or peroxide decomposition,
2HOOH → 2H2 O + O2

(2.8)

The direct four-electron pathway offers higher Faradaic efficiency and is preferred over the
peroxide pathway. In addition, peroxide and hydroperoxide radicals can chemically attack the electrolyte
membrane and catalyst layer degrading fuel cell performance [45,60]. In the case of Pt-based
electrocatalysts, the formation of stable Pt-O and Pt-OH species act as limiting steps and are the main
reasons for the relatively slow oxygen reduction kinetics in acid [61,62].
Hydrogen oxidation is highly facile on Pt-based catalysts when compared to ORR. In fuel cells, the
HOR kinetics are fast enough that the reaction is mass transport limited. Similar to ORR, HOR involves
gas adsorption followed by dissociation the kinetics of which are influenced by the catalyst structure,
chemistry and morphology. This is described in equation 2.9 where a free metal surface site on platinum
(Pts) is transformed into Pt-Hads after hydrogen adsorption. The active site on the metal surface is
regenerated once the hydrogen is oxidized as shown in equation 2.10. The reactions in equations 2.9 and
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2.10 are encapsulated in the overall reaction shown in equation 2.11. Equation 2.9 is known as the Tafel
step, while equations 2.10 and 2.11 are the Volmer and Heyrovsky steps in acid [63].
2Pt s + H2 → 2Pt − Hads

(2.9)

Pt − Hads → H + + e− + Pt s

(2.10)

𝑃𝑡𝑠 + H2 → Pt − 𝐻𝑎𝑑𝑠 + H + + e−

(2.11)

In acid, HOR follows either Tafel/Volmer or Tafel/Heyrovsky steps [64]. In base, the Heyrovsky and
Volmer steps are as shown in equations 2.12 and 2.13 respectively [65,66],
𝑃𝑡𝑠 + H2 + 𝑂𝐻 − → Pt − 𝐻𝑎𝑑𝑠 + 𝐻2 O + e−

(2.12)

Pt − Hads + 𝑂𝐻 − → 𝐻2 O + e− + Pt s

(2.13)

Since HOR is facile, in the case of platinum based electrodes in PEMFCs the overpotential losses
are less than 5 mV for Pt anode loadings of 0.05 mg cm-2 [67]. In comparison, the ORR kinetics are much
more sluggish. In order to account for the polarization losses at the cathode side, the platinum loading is
higher on the cathode side than on the anode side. The catalyst loading is also increased in order maintain
an expected end of life performance taking into account losses in performance resulting from degradation
of the catalyst layer over time [68,69].

2.5. Need for platinum-free electrodes
Most commercial PEFCs today use platinum and precious metal-based electrocatalysts because of
the excellent performance of NPMCs at relatively low loadings. However, these materials are expensive
and the use of such electrocatalysts increases the overall cost of manufacturing PEM and AEM fuel cells.
In addition, most precious metal reserves on the earth’s crust are very limited as shown in Figure 2.2 a.
Elements such as Pt, Ru, Ir and Pd, which have shown promise as excellent low loading electrocatalysts,
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are unfortunately some of the rarest metals in the earth’s crust. The use of platinum for fuel cell and other
industrial applications has depleted much of the known reserves resulting in its price increasing and often
fluctuating drastically [70]. Figure 2.2 b shows the target set by United States Department of Energy (US
DOE) in dollar per kilowatt for an 80 kW automotive fuel cell system. Also included in the figure are the
recommended modifications to the current systems necessary to reduce the cost from roughly $50 kW -1 to
$30 kW-1. As the graphic suggests, the replacement of PGM catalysts with PGM-free catalysts is recognized
as an important step towards reducing the cost of fuel cell systems. In addition, while developments in
catalyst fabrication methods and in electrode design have greatly reduced the catalyst loading in modern
PEFCs, according to US DOE estimates, the cost of platinum accounts for about 40% of the total cost of
fuel cell power systems [71]. Projections suggest that increasing the volume of production from 1000
systems per year to 500,000 increases the fraction of the total cost from electrocatalyst synthesis and its
application from 26% to 41%, as shown in Figure 2.2 c.
All of these factors contribute to the need for alternative precious metal-free electrocatalysts. In the
case of PEMFCs, the acidic environment adversely affects the performance of PGM-free catalysts and so
there is commercial and scientific interest in developing PGM-free catalysts that are stable under PEMFC
operating conditions. The operating conditions of AEMFCs are more suitable for PGM-free catalysts and
so the focus of research is on the development of scalable methods for mass-producing PGM-free catalystbased electrodes.
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Figure 2.2: a) Graph of the relative abundance of metals on the earth’s crust [72]. b) Role of PGM-free
catalysts and other advancements in meeting DOE targets [73]. c) Breakdown of the cost of fuel cell systems
for increasing number of units manufactured per year [74].
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Chapter 3: Non-Precious Metal Catalysts for Oxygen Reduction
3.1. Introduction to NPMC for oxygen reduction
Non-precious metal electrocatalysts refer to a broad class of electrocatalysts that do not contain any
precious metals. Since platinum and palladium are two of the more commonly studied precious metal
catalysts, the term PGM-free catalyst is often used in place of NPMC. NPMCs include a wide-variety of
materials including composites, transition metal oxides or chalcogenides [75–80], nitrogen or boron doped
carbons [81,82], heteroatom doped polymers, pyrolyzed metal porphyrins and bio-inspired materials for
either oxygen reduction or hydrogen oxidation [83–88]. In order to be a viable alternative to PGM catalysts,
electrodes based on NPMCs must show comparable performance and stability. These have been outlined
by the US DOE for PGM-free catalysts and NPMC based fuel cells. For example, the 2020 DOE target for
PGM-free oxygen reduction catalyst activity in a PEM fuel cell is >0.044 A cm-2 at 900 mViR-free, while the
status of PGM-free catalysts in 2018 was 0.021 A cm-2 at the same potential [73]. The current highest
activity for a PGM-free catalyst based H2/O2 cell is 0.035 mA cm-2 at 0.9 V according to the DOE’s 2019
Annual Merit Review. While this is much lower than the PGM baseline of 0.3 A cm -2 at 800 mV, the
underlying assumption is that the cost of PGM-free catalysts would be low enough that electrodes with
higher loading can be fabricated to offset the performance losses.
ElectroCat, the electrocatalysis consortium, worked with the DOE to identify multiple objectives
for PGM-free catalysis development which are shown in Figure 3.1. These objectives are broadly classified
into materials development tasks, which includes the development of NPMCs as well as compatible cell
components, and tool development. The work discussed in this thesis attempts to address multiple
objectives listed in Figure 3.1 including the development of catalysts for ORR for use primarily in AEMFC
and the development of high throughput, scalable synthesis techniques. Multiple characterization
techniques that were used for qualifying and analyzing the catalysts are also discussed on the basis of some
selected parameters identified to be of critical importance for performance and stability.
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Figure 3.1: Objectives of the ElectroCat consortium highlighting critical areas requiring development in
PGM-free electrocatalysis. The objectives are divided into materials development and tool development,
with the ones relevant to this thesis indicated by boxes with broken red outlines.

3.2. Metal-Nitrogen-Carbon catalysts for oxygen reduction
Nitrogen-doped graphitic carbon is a promising candidate for PGM-free electrocatalysts due to the
reported activity of nitrogen/carbon sites towards ORR. A number of PGM-free ORR electrocatalysts of
varying performance and durability have been developed over the years, but catalysts based on heteroatom
doped graphitic carbons has shown the most promise in terms of activity and stability in acid and alkali
[24,89]. The incorporation of a transition metal atom in to nitrogen-doped graphite-like or aromatic carbon
structure results in the formation of stable pyridinic metal-nitrogen coordination sites (referred to as M-Nx,
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where M is a transition metal) as shown in Figure 3.2 a and is believed to be an active site for oxygen
reduction [90–95]. Interest in metal-nitrogen-carbon (M-N-C) catalysts first began after Jasinski first
reported the activity of cobalt phthalocyanine to ORR in alkaline media [96]. Other catalytically active
metal phthalocyanines and porphyrins have been identified since then, and the synthesis of M-N-C
electrocatalysts has progressed beyond the use of metal porphyrins. Today most of the best performing
catalysts reported in literature are synthesized by pyrolyzing non-macrocyclic metal and nitrogen precursors
mixed with carbon based support material, in an inert or ammonia atmosphere between 800 and 1000°C
[97–99].

Figure 3.2: a) Predicted structures of Fe-N2 and Fe-N4 active sites in Fe-N-C catalysts [100]. b) Schematic
diagram showing the different N/C doping sites in nitrogen-doped graphene.

It is now accepted that there are at least two types of active sites involved in oxygen reduction in
M-N-C electrocatalysts – metal-free N/C sites and the previously mentioned M-Nx sites. The nature of the
M-Nx site and catalyst performance are both dependent on the metal atom itself and also the characteristics
of the metal-nitrogen coordination bonds [99]. The metal is typically a transitional metal, and literature
shows that iron and cobalt based M-N-C have some of the best performance and stability in both alkaline
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and acidic media [101–109]. In addition to the formation of M-Nx sites, metal and metal oxide nanoparticles
have also been observed embedded or encapsulated within graphene layers on the support [91]. Liu et al.
have reported that the embedded Fe nanoparticles in close proximity to existing Fe-Nx sites may improve
the activity of the catalyst through a so-called synergistic effect [110]. In acidic and alkaline media, it is
believed that the oxygen adsorption occurs on the M-Nx site followed by reduction by a two-electron
reaction pathway to form a peroxide intermediate. Some studies suggest that, in alkaline media, the twoelectron Faradaic reduction reaction of peroxide occurs on the same M-Nx site leading to an overall four
electron reduction process. In acid media, the peroxide reduction occurs preferentially on encapsulated
metal nanoparticles, and the absence of such encapsulated particles results in the desorption of the peroxide
into the electrolyte resulting in an overall two electron reaction pathway [111,112]. Recent work highlighted
in the 2019 DOE Annual Merit Review show that the best performing PGM-free catalysts were synthesized
at the Pacific Northwest National Laboratory using dual active site catalysts which consist of a combination
of Fe-N-C and MOx that perform the roles of oxygen reduction and peroxide intermediate reduction
respectively. This has shown increased performance and stability in acidic media [113].
The exact nature of the active site and the role of the encapsulated nanoparticles are still not fully
understood and warrants further investigation. While numerous publications claim that a high pyridinic
nitrogen content is necessary for good performance particularly in Fe-N-C catalysts, there have also been
reports suggesting that the quaternary or pyrrolic forms of nitrogen may be more active depending on the
transition metal type [114,115]. A major challenge for M-N-C development has been its low stability in
acidic media which is attributed mainly to the loss of active sites caused by the attack by peroxide
intermediates generated during oxygen reduction and by metal dissolution in acid [116–118]. In alkaline
media, M-N-Cs have shown better stability and are considered a potential replacement for PGM catalysts
on the cathode side in AEMFCs [29].
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3.3. Critical physicochemical properties of M-N-C catalysts
Figure 3.2 b shows a schematic diagram of the different nitrogen doping sites in a 2-D graphene
layer. Based on the nature and number of the N-C bonds, at least three binding states, termed pyridinic,
pyrrolic and graphitic, are observed. Additional binding states can be derived from the aforementioned
states by modifying the oxidation state of nitrogen, or by bonding with hydrogen, oxygen or metal atoms
[119]. Of these, the pyridinic nitrogen sites have been identified as the primary active sites for ORR both
experimentally [101,120–122] and through simulations [94,123], and the measured activity has been
correlated to the fraction of metal bonded pyridinic nitrogen sites. It is important to note that unlike in PGM
catalysts, where the surface of a particle may offer numerous sites for oxygen reduction, in M-N-C catalysts
the volume average active site density is comparatively less, which is one of the reasons for its lower
activity. As previously mentioned, one solution to this problem is to increase the loading of the NPMC
electrode, which also increases the thickness of the electrode and can create additional concentration and
ohmic overpotentials stemming from oxygen mass transport losses and increased electrical resistance from
the catalyst support or matrix. Therefore catalyst development needs to focus on increasing activity,
stability and optimization of the catalyst layer [100,103,124,125].
Several key physicochemical properties have been identified that significantly influence the activity
and stability of M-N-C electrocatalysts as shown below.
1. Pore morphology and specific surface area – Due to the low density of active sites, controlling pore
morphology of the catalyst layer, and increasing specific surface area are important for reducing
polarization losses arising from mass transfer limitations. The presence of mesoporous morphology
in particular has been associated with better oxygen and ionic transport to and from active sites
resulting in increased activity towards ORR [100,121,126].
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2. Degree of graphitization of the carbon support – Increasing the degree of graphitization of the
carbon matrix or support can improve both the chemical and mechanical stability, and electrical
conductivity of M-N-C based electrodes [127].
3. Metal loading – Increasing the metal loading can increase the number of M-Nx sites, however,
studies have shown that there is an optimal metal loading which depends on the synthesis method
and choice of precursors. Increasing the metal loading beyond the optimal level decreases activity
possibly due to the formation of clusters of inactive metal-rich phases such as carbides [128].
4. The fraction of nitrogen in pyridinic binding state – Artyushkova et al have performed exhaustive
studies to establish a correlation between the ratio of the amounts of pyridinic and metal
coordinated nitrogen to pyrrolic nitrogen, and ORR activity [129].
5. Presence and composition of encapsulated metal-rich nanoparticles – In addition to the nitrogen
coordinated metal atoms, it is believed that the presence of carbon encapsulated metal or metal
oxide nanoparticles located near M-Nx sites can synergistically enhance ORR activity [89]. In
addition to potentially enhancing ORR activity, carbon encapsulation of metal nanoparticles
decreases corrosion or dissolution of the metal in the electrolyte, particularly under acidic
conditions. This can improve both the structural and performance stability of the catalyst layer
[112].
The synthesis method and processing parameters greatly influence the aforementioned properties.
For example, increasing the carburization temperature can reduce the nitrogen content, reduce the ratio of
pyridinic to quaternary nitrogen and increase the degree of graphitization of the carbon matrix [130]. While
a reduced nitrogen content can adversely affect catalyst activity, increased degree of graphitization can
improve the performance stability of the catalyst and reduce ohmic losses in the electrode layer [114]. Thus,
a single process parameter can affect multiple properties of the catalyst and it is necessary to measure all
relevant physical and chemical properties to develop a complete picture of why and how the performance
and stability are affected by synthesis process parameters.
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3.4. Conventional methods for synthesizing M-N-C catalysts
In recent years, catalytic material containing M-Nx coordination sites have been synthesized by
high temperature (800-1000°C) pyrolysis of mixtures containing metal precursors, nitrogen precursors and
carbon-based support materials in an inert or ammonia atmosphere. Metal salts, organometallic compounds
and molecules with the M-Nx macrocyclic structure are commonly used metal precursors. Nitrogen
containing compounds such as cyanamide, ethylenediamine, imidazole, polyacrylonitrile and acetonitrile
are among those used as nitrogen precursors, but in some cases, a nitrogen atmosphere is employed during
heat treatment instead of using nitrogen precursors. Commonly used support materials include carbon
blacks, graphene, carbon nanotubes (CNT), carburized metal oxide frameworks (MOF) and sacrificial
templates [92,102,107,131–134]. M-N-C catalysts have also been synthesized from non-macrocyclic
precursor molecules containing metal and nitrogen as well [135]. It is worth noting that all these synthesis
techniques involve multiple steps, including high high-temperature pyrolysis under controlled atmospheres.
Some also involve multiple heat treatment, ball milling and acid leaching steps.
It is well understood that the synthesis process significantly affects the critical physicochemical
properties of M-N-C electrocatalysts. For example, the choice of process gas can strongly influence the
micro and mesoscale porosity of the catalyst, nature of the carbon support and volume-averaged density of
active sites in the catalyst, which can affect oxygen mass transport losses at the cathode, stability and
measured performance of the catalyst [136,137]. Due to the complicated relationship between synthesis
process parameters and properties of the electrocatalyst, the exploration of alternative synthesis methods
must proceed along with research into improving electrocatalyst performance and stability.
As shown previously in Figure 3.1, the targets set by commercial and academic interests clearly
show an interest in scaling up production from laboratory to industrial levels. However, a survey of the
literature on Fe-N-C electrocatalysts revealed that a majority of the reported synthesis methods are based
on complicated, multi-step processes involving wet-chemistry and furnace-based heat treatments which are
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typically suitable for lab-scale production of catalysts for research applications. The key synthesis
parameters of some Fe-N-C catalysts are shown in Table 3.1. These conventional methods may not be
suitable for high-throughput or scaled-up production of M-N-C catalyst powders or M-N-C based MEAs.
Aerosol-based flame spray technology has a history of use in the production of porous catalyst
layers and is a process amenable towards scaling up [138–140]. However, literature survey did not show
any published research on the use of techniques similar to flame spray pyrolysis for the synthesis of M-NC ORR electrocatalysts. Therefore, it was recognized as a potential and novel alternative to furnace-based
catalyst synthesis. In this thesis a modified version of the flame spray pyrolysis technique called Reactive
Spray Deposition Technology (RSDT) has been used to synthesize M-N-C electrocatalysts for the first
time. The physicochemical and electrochemical properties of the catalyst have been investigated with
respect to the synthesis process parameters to verify the feasibility of flame synthesis of M-N-Cs, improve
our understanding of the fundamentals of oxygen reduction in M-N-C catalysts and to continue our efforts
to meet technology development targets for the coming decade.

Table 3.1: Synthesis parameters and properties of selected Fe-N-C catalysts in alkaline electrolyte.
Catalyst type

Near surface Fe/N/O
Key synthesis parameters

[Loading, mg cm-2]

Ref
content (atom %) a

Fe2N/NC
800°C (NH3)

-/-/-

[105]

950°C (N2); acid leach

0.08 / 3.09 / 4.01

[141]

0.68 / 3.08 / -

[142]

[0.2]
N-Fe-CNT/CNP b
[0.2]
Fe-N-C

High pressure pyrolyzed; acid

[0.6]

leach
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Fe-N-C d
[0.6]

Multiple HT e - 1050°C (Ar, NH3);
0.51 / 5.31 / 3.93

[143]

0.1 / 5.0 / 5.4

[133]

0.27 / 3.5 / 5.0

[106]

850°C (N2)

0.48 / 23.16 / 2.42

[144]

1000°C (N2)

0.13 / 1.53 / 3.15

[145]

RSDT deposition

2.90 / 1.18 / 15.25

acid leach

Fe-N-C f
800°C (N2); acid leach
[0.637]
Fe-NMP g

Multiple HT - 1050°C (Ar), 975°C

[0.6]

(N2); acid leach

Fe-N/C h
[0.2]
Fe-N-C
[0.8]
Fe-N-C

This

[0.25]

work

a

Balance is carbon; b CNT/CNP: Carbon nanotube/carbon nanoparticle; c Tested in 0.1 M NaOH,
remaining catalysts tested in 0.1 M KOH; d Metal oxide framework derived Fe-N-C; e HT: Heat treatment;
f
Phthalocyanine derived catalyst synthesized with a sacrificial silica template; g NMP: Nicarbazin,
Methylimidazole and Pipemidic Acid; h Fe coordinated copolymer synthesized directly on carbon cloth;

3.5. Classification and characterization of M-N-C catalysts
M-N-C catalysts are traditionally classified on the basis of the type of transition metal or the process
used to synthesize them [89,99]. While they are fundamentally different from PGM catalysts in morphology
and structure, it is useful to be able to classify M-N-C catalysts based on their support structure, since they
are intended to be a potential replacement for PGM catalysts. Table 3.2 shows a simple classification of MN-C catalysts in to four types based on the nature of the support and the active sites based on the references
in this chapter. This method of classification highlights the structural differences between M-N-Cs and
PGM catalysts. In addition, this method of classification can help to identify suitable fabrication methods,
necessary processing steps or expected characteristics of a given Type of catalyst. For example, in the case
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of a Type 3 catalyst where the support and active material are distinct entities, co-spraying of support and
active material may be possible allowing greater control of the active material to support ratio. In the case
of Type 1 catalysts, since the active material and support are synthesized together, optimization of the
support properties independent of the active material will be more difficult.

Table 3.2: Classification of M-N-C catalysts based on nature of support and active material.

Type

Description

Features of interest
•

Catalyst and support are not

ligands (active sites) present on the support surface.

1
separate entities.

Synthesized by modifying support surface. Polydentate

•

Self-supported catalyst.

•

Oligomer containing the active macrocycles coat the
catalyst support.

Catalyst and support are not

•

Active material by itself is not self-supporting.

separate entities.

•

The active material is formed from C, N and metal

2

sources separate from the support. Final steps may
involve pyrolyzing support and catalyst together.

•

Initial stages of synthesis similar to Type 2. Catalyst
coats the support, but the support is leached away.

Support is a sacrificial
3
template.

•

Self-supported catalyst.

•

The C, N and metal sources are different from the
support.
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Fully self-supported catalysts

•

not synthesized with
4

sacrificial support, C-based
support or MOF based

Catalysts made from nitrogen containing molecules or
polymers with metal source.

•

Higher density of active site.

•

Usually poor mass transport characteristics.

support.

Physical, chemical and electrochemical characterization are important parts of the catalyst
development process. It serves the purpose of evaluating the catalyst, the synthesis process and also in
improving the fundamental understanding of the reaction mechanism. Thompson et al. recommended a
systematic methodology for analyzing catalysts using high-throughput combinatorial methods in order to
discover new catalysts and optimize synthesis parameters [146]. Most papers reviewed in this thesis use a
combination of gravimetric, porosimetric, spectroscopic and electron microscopic analysis to characterize
the five critical physical and chemical attributes of M-N-C catalysts discussed previously [147–150]. In
addition to a systematic methodology for analyzing catalysts, it is also necessary to account for the
limitations of each characterization technique in order to avoid misinterpretation of results. For example,
referring to the data in Table 3.1, multiple papers have derived correlations between measured properties,
such as metal or nitrogen content and catalyst performance. It is important to keep in mind that this reported
composition is the surface composition of the as-synthesized material measured by x-ray photoelectron
spectroscopy (XPS) and is not always equal to the bulk composition and may not be reflect the number of
accessible active sites in the electrode prepared for electrochemical testing.
The electrochemical analysis was performed using a Rotating Disk Electrode (RDE) setup [151–
153]. RDE allows for relatively fast evaluation of catalyst activity and performance stability after
accelerated stress testing. Also, it is also possible to experimentally determine the mechanism of oxygen
reduction associated with M-N-C catalysts synthesized by RSDT. RDE offers a relatively faster alternative
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for evaluating catalysts instead of fabricating fuel cells and testing them and is an invaluable tool for
examining the catalyst by itself in an idealized experimental setup. Prior to testing catalysts, the RDE setup
was qualified for acid and alkaline electrolytes using standard platinum electrodes and well established
operating protocols [154,155]. In addition, since the M-N-C based RDE electrodes were prepared from
catalyst ink in this study, optimization of the ink preparation and RDE film preparation were also required.
Once RDE is used to help optimize the RSDT deposition parameters, the next step would be to develop MN-C based MEA, which is a non-trivial step that carries with it its own set of challenges requiring additional
optimization of the RSDT process, fuel cell components and cell test protocol, which is beyond the scope
of this thesis.
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Chapter 4: Correlative characterization of fuel cell materials
4.1. Materials characterization of fuel cells
The engineering of materials for fuel cell applications based on the relationship between property,
structure, processing and performance is an important and challenging part of fuel cell development [22].
Materials characterization plays a critical role in this process as illustrated in Figure 4.1. Characterization
in the context of fuel cells includes the measurement of physical, chemical, electrical, electrochemical,
mechanical and other relevant properties at multiple length-scales. Characterization also extends to testing
the reliability and performance durability of fuel cells since they are competing commercially against wellestablished and robust technologies that pre-date them.

Figure 4.1: The materials science tetrahedron highlighting the four aspects of materials science and
engineering. Characterization is placed in the middle as it applies to all of them and is key to understanding
the relationship between them.
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There are many benefits in being able to measure multiple properties from the same region of
interest. For example, the acquisition of spatially correlated SE images and elemental composition maps
makes it possible to analyze the morphology and composition of the same region of the sample. Correlative
characterization describes a method to collect multiple datasets that are spatially registered to form a
multidimensional dataset. This allows for the acquisition of complementary information from one location.
Correlative characterization is routinely utilized in the field of fuel cells particularly in catalyst development
where the combination of imaging and compositional data is acquired by electron microscopy and x-ray
spectroscopy from the same region of interest.
In fuel cells and similar electrochemical devices, the length-scales of functional components can
vary by several orders of magnitude, ranging from device components such as flow-fields to catalyst
nanoparticles inside the electrode. The capabilities of any given characterization tool or technique are
limited in both the properties it can analyze and the range of length-scales where it is useful. For example,
while electron microscopy is capable of imaging morphological features, acquiring structural information
and measuring composition at the micron to nanoscale, it is not very effective at analyzing features more
than a few microns in size [94,156]. Similarly, neutron or x-ray scattering is useful for analyzing large
sections of the cell to study the hydration of the membrane and water distribution [157,158] but is limited
in its capabilities at smaller length scales due to resolution limitations. In addition, fuel cell components
such as the gas diffusion electrodes and catalyst layers are based on complex hierarchical microstructures
which require the combined knowledge about the material’s structure, morphology, chemistry and
interfaces at the nanoscale to the macroscale. Multiscale correlative characterization techniques offer an
interesting solution to this problem by joining together information collected at different length-scales by
correlating datasets acquired using multiple tools. Recent developments in big data-driven machine learning
have made it possible to combine multiple image modalities to create almost seamless multiscale datasets
containing imaging, compositional and spectroscopic data [159,160].
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4.2. Application of multiscale correlative characterization in fuel cell development
There are many potential research and commercial applications for multiscale correlative
characterization in fuel cell development. Research applications currently focus on multiscale imaging and
tomography of hierarchical structures and interfaces such as the electrodes, mostly in ceramic fuel cells
[161,162]. For industrial applications, this technique is useful in failure analysis and quality control [163].
However, widespread commercial application of this technique as a quality control tool has been limited
by its relatively low throughput compared to conventional methods. Also, commercially available systems
typically require the purchase of compatible instruments and is a costly venture. The problems associated
with low throughput can be mitigated to some extent by designing efficient workflows, and the cost of
systems will decrease as the technology becomes more mainstream and routine.
There are many scenarios where conventional methods do not offer a suitable solution to the
problem. One such case involving the identification and analysis of non-homogeneously distributed
particulate impurities in carbon black is discussed in this thesis. Due to their low concentration and nonuniform distribution in carbon black powder, it is difficult to locate the microscopic impurities using
conventional characterization techniques such as electron microscopy or light microscopy. Other
conventional approaches such as ashing [164] can induce chemical and morphological changes in the
impurities that cannot be accounted for during compositional analysis. X-ray based techniques such as xray tomography offer a fast way of locating non-carbon impurities. However, compositional analysis of the
microscopic particles requires additional tools to expose and analyze them. Section IV of this thesis
explores a workflow based on multiscale and multi-modal correlative characterization was applied to solve
this problem.
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Chapter 5: Reactive Spray Deposition Technology
5.1. Introduction to RSDT
RSDT is an open atmosphere solution-based flame spray deposition process used to synthesize
nanomaterials for a variety of catalytic, sensing and energy-related applications with some modifications
to the overall experimental setup [165–173]. Multiple experiments have been performed to confirm its
capabilities as a method for fabricating catalyst materials, catalyst coated membranes (CCM) and SOFC
components in a single step without the need for additional processing steps [59,139,174–176]. In addition,
the benefits in terms of cost reduction due to scaling up from lab-scale production, by using a single-step
flame pyrolysis process as opposed to multi-step, energy-intensive processes is summarized by Maric et al
for the case of solid oxide fuel cell fabrication [10]. Based on these results, the RSDT process, with
necessary modifications to the setup, appears to be a highly suitable tool for synthesizing M-N-C based
catalyst layers with the potential for scaling up production once deposition parameters are optimized.
The RSDT flame uses as fuel an organic solvent-based precursor solution that is atomized and
mixed with oxygen. Nanoparticles are synthesized by the pyrolysis of precursors within the high
temperature reaction zone of the flame. By adjusting the deposition parameters such as precursor
concentration, solution feed rate, oxygen flow rate, stand-off distance and quench distance, the chemistry
and morphology of the deposited film can be modified [139,177]. Figure 5.1 shows a schematic diagram of
the RSDT process set up for the deposition of Pt/C on a commercial Nafion™ membrane. The setup in
Figure 5.1 is configured for the deposition of supported PGM based catalysts and serves as a good baseline
for introducing or describing the general RSDT process. The inset on the left, in Figure 5.1 a, shows a
scanning electron microscope (SEM) image of the cross-section of an RSDT deposited electrode. The inset
on the right is a bright field (BF) transmission electron microscope (TEM) image of the platinum
nanoparticles decorating a carbon particle. The precursor solute, platinum acetylacetonate, is dissolved in
a suitable xylene-acetone solvent mixture. In general, the selection of precursor solute and the solvent is
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primarily based on ease of dissolution of the solute in the solvent and the stability of the precursor solution
thus formed. However, the selection of solvents may also be influenced by their heat of combustion should
there be a need to ensure the flame temperature is within a required range. The typical measured flame
temperatures range from ~1000°C measured near the edges of the luminous regions to above 1500°C within
the luminous region. Calculated adiabatic temperatures may range from 2000-3000°C depending on solvent
composition [178]. After dissolving the precursor solutes, the precursor solution is then moved to a pressure
vessel before adding liquid propane (up to 16-20 wt% typically) by bubbling it through the solution. The
propane is added to help in the atomization process and increase the temperature of the flame. The precursor
solution once prepared is sprayed through the primary nozzle which supplies oxygen, the pilot gases and
helps ensure atomization of the solution.
Atomization is achieved by pumping the precursor solution through an induction coil heated
stainless-steel tube of ID 0.254 mm and out through an orifice of ID 0.1 mm located on the primary nozzle
face shown in Figure 5.1 b and c. The mechanism of the atomization process is still being investigated and
while models have been proposed, experimental validation of the models is currently lacking due to
limitations associated with measuring fast-moving droplets of sub-micron size near the orifice outlet. Roller
et al. suggested a super critical assisted atomization model [175,178], while Yu et al. recently suggested a
simplified model based on a droplet fragmentation mechanism [179]. Once atomized, the spray is mixed
with oxygen (referred to as tip oxygen) flowing out of concentric channels around the primary nozzle
orifice. Pilot gases, a mixture of oxygen and methane, flow out of six concentric channels around the nozzle
orifice as shown in Figure 5.1 b. The oxygen to methane ratio in the pilots, as well as gas and solution flow
rates are all adjustable parameters that affect the properties of the deposited material. Once the spray is
atomized, it is ignited by lighting the pilot gases at the primary nozzle face. The six pilot flamelets sustain
the RSDT flame while the precursor solution spray serves as a source of fuel.

39

Figure 5.1: a) Schematics of the RSDT process and particle nucleation within the reaction of zone of the
flame as represented by H. Yu and Woolridge et al. respectively [58,180]. SEM cross-section (left) and
TEM micrographs of Pt/C deposited are shown in the inset at the top right. Photographs of the primary
nozzle face b) before and c) after atomization of the precursor solution spray. The six concentric pilot gas
channels are also marked in b.

The particle nucleation and growth mechanism are dependent on a number of factors including
temperature of the reaction zone in the flame and properties of the precursor solute such as melting or
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sublimation point, vaporization point, decomposition temperature and atomized droplet size. For the Pt/C
deposition, the mechanism proposed by Wooldridge et al. is generally accepted [180,181]. This mechanism
describes the Pt particle formation after vaporization and decomposition of the precursors. As shown in
Figure 5.1 a, the mechanism proposes the spontaneous formation of monomers and their coalescence into
clusters leading to homogeneous nucleation of nanoparticles. The nanoparticles can then grow in the flame
as they collide and coalesce with other particles and monomers. Aggregates and agglomerates may form in
later stages. Based on this mechanism, particle growth is accelerated if there is a high density of nucleating
particles and more interparticle collisions. As a result, increasing precursor concentration results in an
increase in the average particle size of the deposited material. Since extending the time of flight increases
the number of collision events within the flame, Poozhikunnath et al. observed in the case of gadoliniumdoped ceria depositions that larger particles and aggregates are formed as the stand-off distance (distance
from the primary nozzle face to substrate) is increased [177]. It is also observed that a high temperature is
required for particles to coalesce after collision and so particle growth occurs within the hotter sections of
the flame. In the case of Pt/C depositions, the length of the flame is abruptly reduced by means of a
concentric air quench ring resulting in a measured temperature of <200°C immediately after the quench
ring which effectively arrests the growth of Pt particles. A combination of precursor concentration, quench
position and quench air flow rate can be used to tune the size of the RSDT deposited catalyst particles
[38,39]. The introduction of quench air has also been used to control the phase of particles by arresting
phase transformations [165].
In the case of Pt/C depositions, the carbon support is introduced using a pair of pneumatic
secondary nozzles that spray a slurry of carbon, ionomer and solvent. The position of the secondary nozzles
is indicated by the blue arrows in Figure 5.1 a. As shown in Figure 5.1 a, the support slurry is typically
sprayed perpendicular to the direction of the flame for PGM catalyst depositions. The airflow from the
quench helps carry the support material towards the substrate. In this way, Pt particles of controlled average
particle size are synthesized in the primary flame before being mixed with the commercial carbon support
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material and ionomer introduced using secondary nozzles. This method of fabricating supported catalysts
has been used to synthesize Pt/C [182] as well as new catalyst-support combinations [183,184].

5.2. RSDT deposition of M-N-C catalysts
The RSDT deposition process and setup for M-N-C catalyst synthesis is different from the PGM
catalyst deposition shown in Figure 5.1. For the deposition of Fe-N-C, a precursor solution composed of
cyanamide and anhydrous iron (III) chloride dissolved in a xylene-methanol solvent mixture was prepared
and the catalyst was synthesized directly in the flame by the decomposition of the precursor molecules
under oxygen lean conditions. Other formulations of M-N-C were synthesized by changing the precursor
solute composition. Nitrogen-doped carbon and undoped carbon were synthesized from precursor solutions
prepared without the metal precursor, and without metal and nitrogen precursors respectively. The
incomplete combustion of the organic precursor solvents under oxygen lean flame conditions resulted in
the formation of partially graphitized carbon black particles [185]. Since the carbon is synthesized directly
from the precursor, support material was not introduced in slurry form during deposition. As a result,
secondary nozzles and quench ring were not used. A quartz tube and sheath nitrogen gas flow were
introduced to limit the entrainment of air into the reaction zone during deposition as shown in Figure 5.2 a.
The deposition parameters, including the precursor feed rate and gas flow rates, were selected based
on prior trials to get a fuel rich, stable flame while maximizing measured flame temperature and yield. The
N and Fe atoms formed within the reaction zone by the decomposition of their respective precursors and
resulted in the N-doping of the graphitic carbon and the formation of the Fe-Nx coordination sites. SEM
and TEM images of the as-deposited Fe-N-C are shown in Figure 5.2 b and c. Table 5.1 lists the precursors
used for the deposition of M-N-Cs, nitrogen-doped carbon (referred to as CNx) and undoped carbon. The
deposition process, as well as the effect of deposition parameters on the material properties and catalyst
performance are discussed in subsequent sections of the thesis.
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Figure 5.2: a) Photograph of the RSDT deposition process set up for M-N-C synthesis. b) SEM and c) BF
TEM micrographs of the as-deposited Fe-N-C.

Table 5.1: Precursor solutions used for RSDT deposition of Fe-N-C, CNx and undoped carbon samples.

a

Sample ID

Specifications

Precursor Solutes

Precursor Solvents

M-N-C

Fe, N, doped carbon

Precursor for Ma; Cyanamide

Xylene; Methanol

CNx

Nitrogen-doped carbon

Cyanamide

Xylene; Methanol

Carbon

Undoped carbon

-

Xylene; Methanol

For M=Fe, precursor is iron (III) chloride, M=Ni, precursor is nickel acetylacetonate
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Section II: Theoretical basis and
experimental design for RSDT synthesis of
M-N-C catalysts
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Chapter 6: Synthesis of Carbon using RSDT
6.1. Objectives
The RSDT process is designed and optimized for the fabrication of supported and unsupported metal
and ceramic nanostructures. The aim of this chapter is to establish a theoretical basis for the formation of
carbon using RSDT and to design a modified RSDT setup for synthesizing undoped carbon and metalnitrogen-doped carbon for catalytic applications. The use of RSDT to synthesize carbon is discussed in
relation to commercial and flame aerosol-based processes for producing carbon blacks. Rational
modifications to the original experimental setup are described and a series of experiments are defined to
optimize deposition parameters to maintain flame stability and maximize material yield. The theory of
carbon particle nucleation in premixed flames and particle growth mechanism in the RSDT flame are
discussed to propose a simplified model to describe the formation of carbon agglomerates and morphology
of the deposited film.

6.2. Theoretical basis and experimental setup for synthesizing carbon using RSDT
RSDT is an open atmosphere deposition process that has been used to synthesize metal and ceramic
(typically metal oxide) nanostructures, films and coatings as discussed in the introductory section. In these
experiments, deposition of carbonaceous material is usually undesired and so, the tip oxygen and precursor
solution flow rates are set so that there is an excess of oxygen in the reaction zone of the flame to ensure
all organic material is completely burned off. However, for the synthesis of M-N-C catalysts, it is necessary
to modify the RSDT setup to synthesize graphitic carbon which will serve as the electrically conductive
matrix for metal and nitrogen doping. Under stoichiometric conditions, combustion of hydrocarbons leads
to the formation of carbon dioxide and water, according to the equation,
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x+y
) O2
4

Cx Hy + (

y

→ xCO2 + 2 H2 O

(6.1)

If the local concentration of oxygen is less than the stoichiometric amount defined in equation 6.1, then
incomplete combustion products such as carbon monoxide, hydrogen, hydrocarbons and soot are also
generated. Therefore, controlled synthesis of carbon using the RSDT is contingent on being able to control
the relative amounts of oxygen and fuel in the flame.
Partially graphitized carbon blacks are the most commonly used support material in commercially
available PGM based catalysts. These carbon blacks are produced commercially by several different
methods depending on available precursors and economic feasibility [185]. The most common method for
synthesizing carbon blacks is the furnace method, where a feedstock composed of aromatic hydrocarbons
is dispersed into a natural gas flame as shown in Figure 6.1 a. The yield of carbon black is close to 50%,
because roughly half of the feedstock is burned to achieve the temperatures required to pyrolyze the
remaining material to carbon black [186]. The design of the RSDT process is in some ways comparable to
the furnace method shown in Figure 6.1 a. The RSDT is also a flame-based process where a precursor
feedstock of organic solution containing aromatic hydrocarbons such as xylene is atomized and ignited
using a premixed pilot flame to sustain the flame. However, being an open atmosphere process, the RSDT
setup allows for the entrainment of air into the flame [187,188]. Therefore, modifications to the primary
nozzle setup are required to limit the entrainment of air and to exercise some control over the oxygen content
in the flame. This was achieved by enclosing the flame using sheath gas and a quartz tube. The sheath gas
is supplied through a diffusive porous metal outlet as shown in Figure 6.1 b. The porous metal outlet is in
the shape of an annulus (inner radius 11 mm; outer radius 41 mm) around the outlet of the primary nozzle.
During operation, this setup is designed to create an envelope of nitrogen gas around the flame and limit
the entrainment of air into it. The flame and the sheath gas are both enclosed within a 102 mm long quartz
tube one end of which sits flush against the face of the primary nozzle as shown in Figure 6.1 c. Changes
to flame morphology and temperature profile are expected [189] and multiple experiments are required to
optimize the sheath gas flow rate and composition, to obtain a stable flame and produce carbon.
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Figure 6.1: a) Schematic of the furnace method for commercial production of carbon black from aromatic
hydrocarbon feedstock adapted from [190]. Photographs of RSDT showing b) the sheath gas outlet and c)
placement of quartz tube. In (c) the direction of air entrainment (dotted blue lines), and the concentric flow
of sheath nitrogen (dashed lines in green) inside the quartz tube and around the flame are also shown.

6.3. Optimization of deposition conditions
The modified experimental setup deviates significantly from the typical RSDT setup for PGM
based catalyst deposition, so optimization of the process conditions is required. At this stage of experimental
design, optimization was primarily intended to stabilize the flame and maximize material yield. Deposition
parameters such as solution flow rate, nozzle temperature and pilot gas flow rates were set to values
optimized in previous depositions to obtain an atomized precursor solution spray. Xylene was selected as
the precursor solution since it is an aromatic hydrocarbon and suitable for carbon synthesis by partial
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combustion. In addition, information about the RSDT process conditions for spray atomization is known
for xylene-based precursor solutions from previous experience. Methanol was added to the xylene till
approximately 40% by volume to improve the solubility of metal and nitrogen precursors in the precursor
solvent mix. The optimized process conditions used in the deposition of undoped carbon sample are shown
in Table 6.1. Parameters 1-4 in Table 6.1 were maintained constant for all depositions of undoped carbon.
The parameters 4-7 were varied for the optimization study.

Table 6.1: Optimized deposition parameters for RSDT deposition of the undoped carbon sample.

Parameter

Value(s)

149 g Methanol;
1

Precursor solvent composition
258 g Xylene; 85 g Propane

2

Pilot gas flow rate

O2, CH4 at 0.60 SLPM each

3

Nozzle temperature

100°C

4

Solution flow rate

4.0 mL min-1

5

Tip O2 flow rate

3.0 SLPM

6

Sheath gas composition

N2

7

Sheath gas flow rate

10 SLPM

8

Substrate temperature set point

15 °C (water cooled)

9

Average substrate temperature

120 °C (measured)
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10

Stand-off distance

214 mm

6.3.1. Optimization of sheath gas flow rate
The sheath gas flow rate was optimized using nitrogen gas and parameters 1-5, and 8-10 were set
as shown in Table 6.1. The sheath gas flow rate was increased starting at zero in steps of 1 SLPM and the
substrate holder was checked for deposited carbonaceous material every 15 minutes before being wiped
clean and replaced. Deposited material was observed above 5 SLPM, with the amount of material deposited
increasing with increasing sheath gas flow rate, but the amount deposited in 15 minutes was too little to be
collected and weighed without losing material during handling. Above 10 SLPM, the flame started to
become visibly more unstable and turbulent until it extinguished itself above 15 SLPM. It is reasonable to
conclude based on the above analysis that the quartz tube does not completely limit air entrainment into the
flame. Air entrainment decreases as sheath gas flow rate increases resulting in an increase in carbon
formation. However, above a certain limit, the flame stability is adversely affected and so 10 SLPM was
selected as the optimal sheath gas flow rate.

6.3.2. Optimization of sheath gas composition
Pre-mixed combinations of nitrogen and air were used as sheath gas to study the effect of fuel
equivalence ratio on carbon particle inception. The equivalence ratio is a measure of how fuel-rich or lean
a fuel-oxidant mixture is. It is defined as the relationship between the stoichiometric ratio of fuel to oxidant
and the fuel to oxidant ratio in the real combustion mixture as shown in equation 6.2,

Φ=

(𝑛̇ 𝑓𝑢𝑒𝑙 ⁄𝑛̇ 𝑜𝑥𝑖𝑑𝑎𝑛𝑡 )

𝑠𝑡𝑜𝑖𝑐ℎ𝑖𝑜𝑚𝑒𝑡𝑟𝑖𝑐

(6.2)

(𝑛̇ 𝑓𝑢𝑒𝑙 ⁄𝑛̇ 𝑜𝑥𝑖𝑑𝑎𝑛𝑡 )

𝑟𝑒𝑎𝑙
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where Ф is the fuel equivalence ratio and ṅ is the molar flow rate of fuel or oxidant. According to this
equation, the combustion mixture is fuel-rich when Ф>1. Huang et al. describe a value of equivalence ratio
above which carbon particle inception is observed in premixed flames [191]. The fuel equivalence ratio
also affects the adiabatic flame temperature with a peak temperature observed at slightly fuel-rich
compositions as shown in Figure 6.2 a [192]. Higher flame temperature and more mixing of fuel and oxidant
is expected to accelerate the pyrolysis reactions and reduce carbon aggregate growth respectively [191].
The RSDT flame is not a pre-mixed flame and Roller et al. reported that the oxygen concentration decreases
when moving from the edge of the luminous flame to its core [175,178]. In addition, the sheath gas
compositions explored in this experiment resulted in values of equivalence ratio as shown in Figure 6.2 b.
These values are higher than the Φ for peak flame temperature shown in Figure 6.2 b for typical fuels.
Therefore, the flame temperature is expected to be less than the calculated peak adiabatic flame temperature
of ~2000°C. For these RSDT depositions, soot inception was observed only above an equivalence ratio of
~2.0. This corresponds to a sheath nitrogen flow rate of above 9 SLPM as shown in Figure 6.2 b.

Figure 6.2: a) Graph showing variation in adiabatic flame temperature changes with fuel equivalence ratio
for different fuels [192]. b) Graph showing variation in equivalence ratio as sheath N2 flow rate is increased
from 0 to 10 SLPM. The air flow is also changed simultaneously such that the total flow rate is 10 SLPM.
c) Graphs of equivalence ratio versus tip oxygen flow rate varied from 3.0 to 4.0 SLPM. The flame became
unstable and started stuttering below 3.0 SLPM.

50

Since the flame is not perfectly isolated from external air entrainment and since the RSDT flame is
not premixed, it is difficult to accurately estimate the equivalence ratio. However, the phenomenon of no
visible formation of carbon below equivalence ratio of 2.0 was also observed when the equivalence ratio
was controlled by changing tip oxygen flow. This suggests that it is possible to control the equivalence ratio
of the system by tuning different RSDT parameters. However, it is possible that there is some air
entrainment into the flame despite the measures in place to limit it and that the actual equivalence ratio of
the flame may be different from the calculated one shown in Figure 6.2 b. The error in calculated
equivalence ratio as well as local differences in Ф can be measure by in-line spectroscopic tools that are
capable of measuring C and O content in regions of interest within the flame [193,194]. Based on this
optimization study, the sheath nitrogen flow rate was fixed at 10 SLPM. It is worth noting that changing
the composition did not significantly affect the flame stability, although the flame morphology changed
significantly when the equivalence ratio was altered.

6.3.3. Optimization of tip oxygen flow rate
The tip oxygen flow rate was optimized by varying it between 3.0 and 4.0 SLPM. The variation in
the calculated fuel equivalence ratio with a change in tip oxygen flow rate is shown in Figure 6.3 a.
Changing the tip oxygen flow rate resulted in a much more significant variation in Ф than changing the
sheath composition. Note that all other parameters in Table 6.1 were held constant during this optimization
study. As previously mentioned, carbon formation was observed at Ф>2.0. At 3.1 SLPM (Ф~2.1), some
material deposition was observed at low yields. Below 3.0 SLPM, the flame stability degraded with
significant pressure build-up observed in the primary nozzle orifice. It was also observed that the build-up
of pressure is non-recoverable. This suggests that the pressure increase is due to the build-up of carbon in
the nozzle tip which causes clogging. In some cases, the clogging resulted in mechanical failure of the
nozzle itself. So, the optimized tip oxygen flow rate was set at 3.0 SLPM.
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6.3.4. Effect of equivalence ratio on flame morphology
The equivalence ratio affected the stability, shape and length of the flame. As shown in the series
of photographs in Figure 6.3 a, the flame was initially turbulent under the conditions specified in Table 6.1.
As the equivalence ratio was increased by increasing tip oxygen flow rate to 3.5 SLPM and then to 4.0
SLPM, the flame stability increased, it became less turbulent and the flame length increased. It was also
observed that the flame length increased beyond the set stand-off distance of 214 mm. Decreasing the value
of Ф also had the effect of reducing the volume of the luminous core of the flame which is not apparent in
Figure 6.3 a. This can be seen more clearly in Figure 6.3 b where a green-tinted lens was used to compensate
for the brightness of the flame. In this case the Ф has been reduced to ~1.2 by increasing tip oxygen flow
rate to 4 SLPM and setting sheath gas composition to air only at 10 SLPM.

Figure 6.3: a) Series of images showing the change in flame length and morphology as the equivalence ratio
is changed by changing the tip oxygen flow rate from 3.0 SLPM to 4.0 SLPM. b) Photograph of the flame
acquired through a green-tinted lens to reduce luminous intensity and improve image contrast. The
equivalence ratio was reduced to 1.2 by increasing tip oxygen and sheath air flow rates.
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6.4. Mechanism of carbon formation
The mechanism of carbon nucleation and growth in flame-based processes is of interest to this
study. While there are many proposed mechanisms describing carbon black or soot formation based on
empirical data and multiple assumptions [186,195], validation of these mechanisms is difficult due to the
extremely short reaction and nucleation times [196]. In the case of the RSDT process, validation of a model
of carbon nucleation would require highly sensitive in-situ spectroscopic characterization capabilities [197–
201]. Therefore, a simplified model is proposed combining existing theories on carbon particle nucleation
in pre-mixed flames and the model for particle growth and deposition in RSDT [185,196].

Figure 6.4: a) Mechanism of nucleation and growth of aromatic hydrocarbon derived carbon particles in
homogeneous mixtures proposed by H. Bockhorn [196]. b) Schematic of the hierarchical structure of carbon
black agglomerates based on Gray et al. [202]. c) BF TEM image of RSDT synthesized carbon particles
and aggregates. A high magnification image of an individual primary particle is shown in the inset.
53

A simple mechanism for the formation of aciniform carbon aggregates is shown in Figure 6.4 a
[196]. The initial stages of the evolution of polycyclic aromatics from the pyrolytic reaction occur through
the interaction and growth of radical species and primary polyaromatic ions. The continued formation of
larger polyaromatic molecules through elementary reaction steps involving the primary ions proceeds until
it is thermodynamically limited [203]. This initial stage of formation of polyaromatic molecules is followed
by the nucleation or inception of carbon particles. It is generally believed that the time to nucleation is
negligibly small, approximately 2-3 ms [185], and so this step is often ignored in models of particle growth
[195]. The later stages of carbon particle nucleation and growth are reflected in the primary particle size
and aggregate size which are defined in Figure 6.4 b. The average size of the primary carbon particle is
influenced by the precursor molecules, the temperature of the flame and the equivalence ratio [204]. The
flame temperature also influences the primary particle size distribution. Abid et al. and Zhao et al. reported
a unimodal distribution of particles at flame temperatures exceeding 1800 K for the case of their respective
ethylene-oxygen-argon based premixed flames [205,206]. In the case of RSDT deposition, the adiabatic
temperature was determined to be ~2000°C, with temperatures near the end of the quartz tube reaching up
to 1500°C as shown in Figure 6.5 b. The TEM image shown in Figure 6.4 c shows carbon particles with a
range of particle sizes. Measurement by manual counting of 100 primary particles in Figure 6.4 c shows
that average particle size is 18.1 nm, with a median size of 18.62 nm and standard deviation 6.2 nm.
According to the model by J-B. Donnet [185], shown in Figure 6.5 a, the nucleation of incipient
particles from radicals and ions begins at about 3 ms into the reaction, while the formation of spherical
primary particles starts at around 10 ms. These incipient particles may consist of clusters of carbon
crystallites that form the spherical primary particles of carbon. The precursor solution flow rate is known
to 4 mL min-1 and the primary nozzle orifice diameter is 0.1 mm. The velocity (vdroplet) of the atomized
droplets assuming no loss in momentum during atomization or flight can be calculated using the formula,
𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒

𝑣𝑑𝑟𝑜𝑝𝑙𝑒𝑡 = 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑛𝑜𝑧𝑧𝑙𝑒 𝑜𝑟𝑖𝑓𝑖𝑐𝑒 = 0.83 𝑐𝑚 𝑚𝑠 −1

(6.3)
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Using equation 6.3, and the estimated reaction times proposed by Donnet (1993), it can be calculated that
the nucleation of incipient particles begins at around 2 cm from the tip of the nozzle, while the formation
of spherical carbon black particles begins at 7-8 cm from the tip of the nozzle, which is 2-3 cm from the
end of the quartz tube. These positions are marked in Figure 6.5 a and b using regular (red) and inverted
(purple) triangles. As shown in Figure 6.5 b, the temperature in the region where spherical carbon particles
form and start growing (marked by an inverted purple triangle in the figure) was measured to be 10001500°C and beyond this point the measured temperature decreases quickly to around 200°C near the
substrate. Since the newly formed carbon black particles only spend a short duration exposed to
temperatures exceeding 1000°C, not much growth of the primary particles is expected. The average particle
size measured by TEM was 18.1 nm and lies within the 10-20 nm particle size range for spherical carbon
particles predicted by Donnet [185] in Figure 6.5 a.

Figure 6.5: a) Mechanism of nucleation and growth of carbon particles proposed by Donnet (1993) with
estimated reaction time for the initial steps indicated [185]. The region where nucleation of carbon begins
is shaded in red and marked by the red triangle, and the region where carbon particle growth begins is
55

marked in purple and indicated by an inverted purple triangle. b) RSDT setup with adiabatic flame
temperature, and measured temperature ~2-3 cm from end of quartz tube marked.

Based on these observations, a mechanism for carbon particle nucleation and growth is proposed
as follows,
1. Pyrolysis of aromatic hydrocarbons generates radical groups and polyaromatic ions within 2-3 ms
of the start of reaction.
2. The ions combine to generate incipient particles that are thought to be clusters of carbon crystallites.
Given the velocity of the spray and the estimated time frame for this step, the formation of incipient
particles begins at around 2 cm away from the tip of the nozzle.
3. In the regions close to the tip of the primary nozzle, the flame temperature is close to the calculated
adiabatic temperature of 2000°C for a xylene-methanol-propane flame. A high equivalence ratio
may result in slight drop in temperature. The high temperature at this point accelerates pyrolysis
promoting the formation and growth of incipient particles.
4. The incipient polyaromatic particles grow larger and form crystallites. These grow further resulting
in the formation of spherical carbon particles at ~10 ms into the reaction. This stage is estimated to
lie at around 7-8 cm from the tip of the nozzle, which is near the end of the quartz tube and at a
measured temperature of 1000-1500°C.
5. The reduction in temperature also slows down particle growth as evidenced by the average primary
particle size, measure to be 18.1 nm (standard deviation 6.2 nm) which is comparable to the particle
size proposed by Donnet (2006) at around 10 ms as shown in Figure 6.5 a.
Once the carbon particles nucleate and begin to grow, individual nodules (primary particles) fuse
together to form aggregates. Medalia and Heckman proposed that the aggregate size is related to the number
of particles forming the aggregate by a power law [207]. The aggregates grow larger and clump together to
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form loosely bound agglomerates which may be hundreds of microns in size. As a result of the formation
of large agglomerates, the deposited film has a highly macroporous morphology. In RSDT depositions
where the deposited material is composed of smaller particles or aggregates, a relatively denser morphology
is observed. This difference is evident when comparing Figures 6.6 a and b. Figure 6.6 a is a ceria layer
deposited on to a silicon substrate by RSDT [177] and Figure 6.6 b is an SEM image of an RSDT deposited
carbon film on a silicon substrate. The ceria nanoparticles do not form micron-sized agglomerates which is
why the deposited film appears more closely packed. The porosity or gaps between the pillar-like structures
in Figure 6.6 a is due to a shadowing effect where material near the top of the film prevents additional
material from reaching the surface of the substrate [208,209]. Larger clusters or agglomerates cause more
shadowing resulting in more porous and open structures. To validate this, computer-simulated images
depicting films grown using particles of three different sizes and shapes are shown in Figures 6.6 c-e. The
simulated images represent the cross-section of a film deposited by line-of-sight (LOS) deposition process
such as RSDT. In the case of Figure 6.6 c, the film was grown by the deposition of the smallest particle
cluster represented by a single pixel whose shape and relative size is shown in Figure 6.6 f (particle cluster
1). Similarly, Figures 6.6 d and e were made using larger particle clusters represented by the images
numbered 2 and 3 in Figure 6.6 f. As is evident from Figures c-e and the porosity values, increasing the
size of the particle clusters resulted in a more open film with higher porosity, due to the shadowing effect
observed in LOS depositions performed at substrate temperatures are too low for diffusion to play a major
role in domination film morphology. The source code for the simulation is provided in the appendix at the
end of this section.
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Figure 6.6: a) Cross-sectional image showing the morphology of ceria nanoparticles deposited using
primary nozzle of RSDT [177]. b) Morphology of carbon film deposited by RSDT, and in inset, a higher
magnification image of the region marked by dotted square. The difference in porosity and morphology
between a and b is related to the size of particle cluster than lands on the substrate. Computer simulated
image of the cross-section of film grown by LOS deposition using c) small d) intermediate and e) large
particle clusters. Porosities of the regions indicated by the white dashed rectangle are also specified. f) The
shape of particle clusters 1, 2 and 3 used in simulating images in c, d and e respectively.
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Chapter 7: Synthesis of M-N-C using RSDT
7.1. Objectives
The aim of this chapter is to describe in detail the RSDT deposition setup for synthesizing Fe-N-C
catalysts and in the process define a general methodology for flame spray pyrolysis-based synthesis of MN-C catalysts. The basis for carbon synthesis using RSDT and the optimized deposition parameters
discussed in the previous chapter are utilized to synthesize doped carbons including nitrogen-doped carbon,
Fe-N-C and M-N-Cs in general.

7.2. Selection of RSDT parameters for doped carbon deposition
The depositions of nitrogen-doped carbon and M-N-C were designed based on the deposition setup
and optimized parameters for carbon deposition by RSDT. Precursors for CNx and M-N-C were selected
based on literature review of typically used precursors of nitrogen and metal [94,210]. In addition, solubility
tests were performed using each precursor to identify any incompatibilities between solutes or between
solute and solvent. The deposition parameters for the deposition of CNx and M-N-C are shown in table 7.1.
Parameter 1 was modified based on the material being deposited. In the case of CNx deposition, no metal
precursor was used. For each precursor composition and the optimized deposition parameters, the fuel
equivalence ratio was calculated and found to change by less than 0.05 for each deposition. So, the same
deposition parameters optimized in chapter 6 were used.
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Table 7.1: Optimized deposition parameters for RSDT deposition of nitrogen-doped carbon (CNx sample)
and M-N-C catalyst.

Parameter

Value(s)

Iron (III) chloride and/or nickel
1

Precursor solutes
acetylacetonate; Cyanamide

2

Pilot gas flow rate

O2, CH4 at 0.60 SLPM each

3

Nozzle temperature

100°C

4

Solution flow rate

4.0 mL min-1

5

Tip O2 flow rate

3.0 SLPM

6

Sheath gas composition

N2

7

Sheath gas flow rate

10 SLPM

8

Substrate temperature set point

15 °C (water cooled)

9

Average substrate temperature

150 °C (measured)

10

Stand-off distance

214 mm

Nitrogen doping of the carbon was achieved by dissolving cyanamide into the precursor mix. The
pyrolysis of cyanamide along with the carbon can result in the formation of nitrogen-doped carbon which
was confirmed gravimetrically and spectroscopically as discussed in the next section. The precursor for
metal doping was also selected based on literature along with solubility studies. The concentration of metal
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precursor was kept low to ensure low meal loading in the catalyst. The deposition process is described in
detail in this chapter with respect to a baseline Fe-N-C deposition. In the case the Fe-N-C deposition, the
intention was to ensure the iron particles are not deposited in oxide or carbide form. The carbide phases are
not active towards oxygen reduction, although it is not clear from literature whether oxidation of the iron
will adversely affect the catalyst performance. On the one hand oxygen bound to the iron will limit the
number of Fe-N bonds that can be made, and this may limit the number of active Fe-Nx sites. Serov et al.
has also alluded to the significance of having neither oxide nor free metal particles in the catalyst [211].
Ideally all the iron particles should be encapsulated within graphene layers. However, multiple papers have
reported iron oxide based M-N-Cs showing excellent catalytic activity towards ORR in alkali and acid
[91,212].

Figure 7.1: Phase diagram showing stable oxidation states of iron at different oxygen partial pressures and
temperature [213].
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According to the phase diagram for iron, at low oxygen partial pressures, metallic iron phase is
preferred at temperatures above 900-1000°C. While the profile of partial pressure of oxygen in the flame is
not known, the temperature at different points was calculated or measured. Under ambient conditions the
log (partial pressure in mbar) of oxygen is 2.3. Even at logPO2 values of -5 or -4, the temperature required
for metallic iron to be thermodynamically stable is more than 1500 K. So, in order to ensure that the iron
oxidation kinetics are slowed down a water-cooled substrate holder was used. The holder circulates water
through internal channels to maintain the substrate at steady set bath temperature which is specified in
Tables 6.1 and 7.1.

7.3. Deposition of Fe-N-C using optimized process parameters
A schematic diagram of the RSDT setup and substrate are shown in Figure 7.2 a, and photographs
of the RSDT setup during the Fe-N-C deposition are shown in Figure 7.2 b and c. As shown in Figure 7.2
a, the catalyst was deposited on a water-cooled Si substrate placed at a stand-off distance of 214 mm from
the tip of the nozzle. A set of two linear drives were used to move the substrate according to a predetermined
pattern during the deposition process as shown in Figure 1 a. As the substrate holder moves, the flame
traverses the pattern shown from top to bottom and back, at a fixed rate of 63.4 mm s-1, in an uninterrupted
loop. The substrate temperature measured close to the edge of the substrate varied between 100°C and
300°C during the deposition depending on the position of the flame. The precursor solution was fed through
a stainless-steel tube (ID 0.254 mm) which was heated to a set point of 100°C and atomized by spraying
through an orifice of 0.1 mm diameter at a flow rate of 4 mL min-1. The atomized spray was mixed with tip
oxygen flowing at 3 SLPM through a 4 mm diameter concentric channel around the stainless-steel tube
[214]. The pilots were fueled by a mix of methane and oxygen, each at 0.55 L min-1 during deposition. As
discussed in this section, the entrainment of air into the flame was limited by flowing nitrogen sheath gas
at 10 SLPM through a porous metal outlet as shown in Figure 1 b. The flame and sheath gas were contained
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within a 102 mm long quartz tube which also helped reduce air entrainment into the flame. The precursor
solution initially exited the nozzle as an atomized spray as shown in Figure 1 b, before the pilot flames were
ignited to start the deposition (Figure 1 c). The measured temperature within the reaction zone of the flame
exceeded 1500°C, which resulted in the vaporization and breakdown of organic compounds present in the
precursor solution. Deposited material was collected from the cooled substrate at intervals of 30 minutes.

Figure 7.2: a) Schematic diagram of RSDT. The arrangement of the Si substrate on the substrate holder,
position of the thermocouple and the deposition pattern are shown on the right. Photographs showing, b) a
close-up view of the atomized precursor solution spray, the nozzle face and quartz tube and, c) the RSDT
setup during deposition of Fe-N-C [11].
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Chapter 8: Conclusions
The following are the conclusions from this section,
1. A theoretical basis for synthesizing undoped/doped carbon and M-N-C catalysts was discussed,
and an experimental setup was designed to deposit M-N-C catalysts using RSDT.
2.

Deposition parameters affecting flame stability, yield and properties of the deposited material were
identified, namely, the sheath gas flow rate, sheath gas composition and tip oxygen flow rate.

3. The sheath gas flow rate was optimized on the basis of maintaining flame stability and ensuring a
usable yield of deposited material.
4. Sheath gas composition was studied in terms of its effect on the calculated fuel equivalence ratio.
It was observed that inception of carbon particles occurred only when the equivalence ratio was set
to more than 2.0 (by changing the sheath gas composition).
5. Tip oxygen flow rate was also studied in terms of the fuel equivalence ratio. It was observed once
more that the inception of carbon particles occurred only at equivalence ratio greater than 2.0. It
was also observed that changing the tip oxygen flow rate affected the calculated equivalence ratio
more significantly than changing the sheath gas composition. An optimal tip oxygen flow rate was
identified below which flame stability is compromised.
6. The change in flame morphology with equivalence ratio was studied. The flame length increased,
and the luminous volume shrunk when the equivalence ratio was decreased.
7. A mechanism of carbon particle nucleation and growth of aggregates was proposed based on
existing theories on carbon particle formation and the RSDT particle growth mechanism.
8. Based on the proposed model, the different stages of carbon particle nucleation, growth, and
agglomeration occurring at different points on the RSDT flame were identified.
9. Based on the optimized RSDT parameters for Carbon deposition, the RSDT setup and deposition
parameters for a baseline Fe-N-C deposition was described in detail.
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Chapter 9: Appendix
9.1. Experimental methods
Scanning electron microscopy (SEM) images were acquired on a Thermo Scientific™ Quanta™
250 FEG field emission source SEM using an Everhart-Thornley detector. Transmission electron
microscopy (TEM) imaging was performed on a Thermo Scientific™ Talos F200X S/TEM with a field
emission source. A 16M Ceta camera was used for imaging in bright field (BF) mode. All photographs
were acquired using one of two smartphone cameras – 12 MP f/1.8 and f/2.4 cameras on the Apple iPhone
XS max running IOS operating system, and 13 MP f/2.0 camera on the Huawei Honor 5x running Android
operating system. All image processing was done using the ImageJ distribution, Fiji [215]. Computer
simulations were performed using MATLAB ver. R2018a.

9.2. Materials and chemicals
Table 9.1: Materials and chemicals used in this section.

Chemical name

Chemical formula

CAS number

Supplier

Purity/Assay

FeCl3

7705-08-0

Sigma Aldrich

Reagent grade

Cyanamide

CH2N2

420-04-2

Sigma Aldrich

99%

Xylene

C8H10

1330-20-7

Fisher Scientific

ACS certified

Methanol

CH3OH

67-56-1

Fisher Scientific

ACS certified

Anhydrous iron
(III) chloride
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Propane

C3H8

74-98-6

Airgas

90%

Compressed air

N2, O2

na

Airgas

99.998%

Nitrogen gas

N2

7727-37-9

Airgas

99.998%

Oxygen gas

O2

7782-44-7

Airgas

99.993%

Methane

CH4

74-82-8

Airgas

99%

9.3. Calculation of equivalence ratio
The materials properties and flow rates used in calculating the equivalence ratio are listed below.

Table 9.2: Material properties of chemicals used in calculations.

Formula

Molar mass

Density at

Boiling

Melting

Moles of O2

(g mol-1)

STP

point (°C)

point (°C)

required a

Chemicals

C8H10

Xylene

106.16

0.87

138.4

-

0.1535

CH3OH

Methanol

32.04

0.792

64.7

-

0.0420

C3H8

Propane

44.1

0.493

-42

-

0.0580

CH4

Methane

16.04

0.000656

-161.5

-

0.0491

O2

Oxygen

15.999

0.001429

-182.962

CH2N2

Cyanamide

42.04

1.28

260

66

-

44

0.0094

FeCl3

a

Iron

anhyd.

chloride

N2

Nitrogen

162.2

2.9

316

307.6

2.2560 x 10-5

14.01

0.0012506

-195.795

-

-

Number of moles of oxygen required per mole of reactant for stoichiometric reaction

Table 9.3: Mass and volumetric flow rates for precursor components at solution flow rate of 4 mL min-1.

Precursor

Weight (g)

Volume (mL)

Moles

Mol mL-1

Mol min-1

Xylene

258

296.56

2.43

0.0037

0.0146

Methanol

149

188.13

4.65

0.0070

0.0280

Propane

85

172.41

1.93

0.0029

0.0116

Cyanamide

10

7.81

0.62

0.0009

0.0038

FeCl3

0.08

0.0276

0.005

7.52 x 10-6

3.01 x 10-5
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Table 9.4: Mass and volumetric flow rates for precursor components at solution flow rate of 4 mL min-1.

Gases

Flow rate (SLPM)

Moles per min

Tip O2

3

0.123

Sheath gas

10

0.409

Pilot O2

0.6

0.025

Pilot CH4

0.6

0.025

9.4. MATLAB source code for simulation of LOS film growth
The source code for the simulated images in Figure 6.6 is provided below. The code assumes that
the particles or particle clusters are elastic entities that can collide with deposited particles and either adhere
or bounce back. The aim of this code is to help visualize 1) the effect of shadowing, 2) the impact particle
size and morphology has on the shadowing effect and 3) the effect of particle size and shape on the porosity
of the film. The source code was written for MATLAB and follows the syntax supported by MATLAB
version R2018a. The program is executed by running the script start_deposition. The script asks the user
to input the number of rows and columns in the deposited area. It then calls the function deposition which
“deposits” particles on a substrate one at a time into a 2-D matrix till the function dep_stat declares that the
deposition is complete. Individual particles can be one of 4 different morphologies/sizes, 3 of which are
shown in Figure 6.6 f. The particles are defined by classes titled particle_m1, particle_m2, particle_m3 and
particle_m4. Note that particle_m4 defines a particle that is equivalent to rotating the structure represented
by 3 in Figure 6.6 f by 90 degrees about an axis through it.
start_deposition.m
%The main script that starts the deposition.
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%Defines size of active area, film growth or G matrix,
%and calls all functions.
prompt='Enter the number of rows (integer >10): ';
n_r=input(prompt); % including "substrate"
prompt='Enter the number of columns (integer >10): ';
n_c=input(prompt); % including "walls"
tic %starts stopwatch
% Defining G (growth) matrix
G=zeros(n_r,n_c);
G(n_r,:)=1;
turn_trkr=0; % Tracks the turn number
prob_col=0.1; % probability of collision which is (1-prob of adhesion)!
dec_rate=0.5; % collision prob decay rate
prob_particle=[0.8 0.1 0.5]; % Prob of selection of m1 m2 m3 and the numbers adds up to 1-prob_m4
while dep_stat(G,n_c)~=0 % If dep_stat() return zero, the deposition is complete
G=deposition(G,n_r,n_c,prob_col,dec_rate,prob_particle);
turn_trkr=turn_trkr+1;
end
toc %displays elapsed time on stopwatch i. e. dep time
disp('End of deposition')
%porosity=porosity(G,n)
G(n_r,:)=2;
figure
% NOTE: https://www.mathworks.com/help/matlab/ref/colormapeditor.html
ax=gca;
load('Mycolormaps_orng_black')
colormap(ax,cmapOB)
h=gcf;
prob_m4=1-prob_particle(1)+prob_particle(2)+prob_particle(3);
text=sprintf('%d x %d, collision prob=%0.2g, particle prob (m1,m2,m3,m4)=%0.2g,%0.2g,%0.2g,%0.2g
and decay
rate=%0.2g',n_r,n_c,prob_col,prob_particle(1),prob_particle(2),prob_particle(3),prob_m4,dec_rate);
insertAnnotation(h,text);
imagesc(G) %displays the final G matrix as a binary colormap
dep_stat.m
function status = dep_stat(G,n)
%Returns zero if deposition is complete
% Check for 1s in first row of G.
status=1;
if any(G(1,1:n))==1
status=0; % Active area is "full".
end
end
deposition.m
function [G]=deposition(G,n_r,n_c,prob_col,dec_rate,prob_particles)
%Runs the actual deposition.
% In a given turn, one particle starts at the first row in random direction.
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% It changes direction randomnly when it collides with filled sites
% (denoted by G(i,j)=1). Particle only moves through zero. Particle may
% adhere to filled site ending the turn. Particle may only cross the L/R bound 3.
% prob_col is collision probability
dice=rand;
if dice<=prob_particles(1)
p=particle_m1(n_r,n_c,prob_col,dec_rate,G); % Particle created on first row, with random velocity
elseif dice>prob_particles(1) && dice<=prob_particles(1)+prob_particles(2)
p=particle_m2(n_r,n_c,prob_col,dec_rate,G); % Particle created on first row, with random velocity
elseif dice>prob_particles(1)+prob_particles(2) &&
dice<=prob_particles(1)+prob_particles(2)+prob_particles(3)
p=particle_m3(n_r,n_c,prob_col,dec_rate,G); % Particle created on first row, with random velocity
else
p=particle_m4(n_r,n_c,prob_col,dec_rate,G); % Particle created on first row, with random velocity
end
p=upd_pos(p,1); % pos of particle updated using vel direction
while p.flag<1 % Particle is NOT out of bounds
if p.interact==1 % Limbs of particle hit another
p=upd_pos(p,-1); % Move back one step
p.interact=0; % Reset this indicator
if rand<p.col_decay % Collision occured and not adhesion
p=reset_vel(p);
p=upd_pos(p,1);
else % adhesion occured, instead of collision
p=occupy(p);
G=p.G_local; % Particle occupies site in G
break
end
else % nothing blocking particle's path
p=upd_pos(p,1);
end
end
end

particle_m1.m
classdef particle_m1
% A particle is defined to have a position and a velocity
% Position indicates i and j values (allowable) in the G matrix and
% velocity is, for now, the direction of travel, used to update the
% position.
properties %(Access=private)
pos % Position of core or middle
interact
vel
col_decay
decay_rate
Gsize % Saves the user defined size of G. This is constant throughout run time.
G_local
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flag % is 1 if particle pos is out of bounds (crosses upper or lower bounds). Also used to set and
identify how many times particle has crossed left and right bounds.
end
properties (Access=private,Constant)
ini_dir=[1 -1;1 0;1 1]; %initial directions all point downwards
%all_dir=[1 -1;1 0;1 1];
all_dir=[-1 0;-1 -1;0 -1;1 -1;1 0;1 1;0 1;-1 1];
end
methods
function obj=particle_m1(r,c,global_col_prob,dec_rate,G)
% r,c are the number of rows and columns in G. It’s the number of
% available slots the particle can initially occupy
obj.Gsize=[r;c]; % array containing row and column
obj.pos(1)=1; % row pos
obj.pos(2)=randi(c); %generates an integer between 1 & c
obj.vel=obj.ini_dir(randi(3),:); % since there are 3 rows in ini_dir
obj.col_decay=global_col_prob;
obj.decay_rate=dec_rate;
obj.interact=0;
obj.G_local=G;
obj.flag=0; % Each time particle crosses left or right bound, flag is increased by 1.
end
function obj=upd_pos(obj,multiplier) % updates position
obj.pos=obj.pos+(multiplier*obj.vel);
% multiplier is 1 or -1, so that pos is updated or reverted
if obj.pos(1)<1 || obj.pos(1)>obj.Gsize(1) % if row pos is outside the matrix
obj.flag=1; % particle is out of bounds
return;
elseif obj.pos(2)<1
%obj.pos(2)=obj.Gsize(2); % if particle crosses left bound, it re-appears at right bound
obj.flag=obj.flag+1;
return;
elseif obj.pos(2)>obj.Gsize(2)
%obj.pos(2)=1; % if particle crosses right bound, it re-appears at left bound
obj.flag=obj.flag+1;
return;
end
if obj.G_local(obj.pos(1),obj.pos(2))==1
obj.interact=1;
end
end
function obj=reset_vel(obj) % resets velocit after collision
obj.col_decay=obj.col_decay*obj.decay_rate; % after each collision the collision probability of
that particle goes down.
temp_dir=obj.all_dir;
for c=1:8
if temp_dir(c,:)==obj.vel
temp_dir(c,:)=[];
break
end
end
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obj.vel=temp_dir(randi(7),:); % since one direction was deleted, array's size is now 7
end
function obj=occupy(obj)
obj.G_local(obj.pos(1),obj.pos(2))=1;
end
end
end

particle_m2.m
classdef particle_m2
% A particle is defined to have a position and a velocity
% Position indicates i and j values (allowable) in the G matrix and
% velocity is, for now, the direction of travel, used to update the
% position.
properties %(Access=private)
pos % Position of core or middle
limbs
interact
vel
col_decay
decay_rate
Gsize % Saves the user defined size of G. This is constant throughout run time.
G_local
flag % is 1 if particle pos is out of bounds (crosses upper or lower bounds). Also used to set and
identify how many times particle has crossed left and right bounds.
end
properties (Access=private,Constant)
ini_dir=[1 -1;1 0;1 1]; %initial directions all point downwards
%all_dir=[1 -1;1 0;1 1];
all_dir=[-1 0;-1 -1;0 -1;1 -1;1 0;1 1;0 1;-1 1];
end
methods
function obj=particle_m2(r,c,global_col_prob,dec_rate,G)
% r,c are the number of rows and columns in G. Its the number of
% available slots the particle can initially occupy
obj.Gsize=[r;c]; % array containing row and column
obj.pos(1)=2; % row pos
obj.pos(2)=randi([2 c-1]); %generates an integer between 1 & c
obj.vel=obj.ini_dir(randi(3),:); % since there are 3 rows in ini_dir
obj.col_decay=global_col_prob;
obj.decay_rate=dec_rate;
obj.limbs=[obj.pos(1,1)-1 obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)+1;obj.pos(1,1)+1
obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)-1];
obj.interact=0;
obj.G_local=G;
obj.flag=0; % Each time particle crosses left or right bound, flag is increased by 1.
end
function obj=upd_pos(obj,multiplier) % updates position
obj.pos=obj.pos+(multiplier*obj.vel);
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obj.limbs=[obj.pos(1,1)-1 obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)+1;obj.pos(1,1)+1
obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)-1];
% multiplier is 1 or -1, so that pos is updated or reverted
if obj.limbs(1,1)<1 || obj.limbs(3,1)>obj.Gsize(1) % if row pos is outside the matrix
obj.flag=1; % particle is out of bounds
return;
elseif obj.limbs(4,2)<1
%obj.pos(2)=obj.Gsize(2); % if particle crosses left bound, it re-appears at right bound
obj.flag=obj.flag+1;
return;
elseif obj.limbs(2,2)>obj.Gsize(2)
%obj.pos(2)=1; % if particle crosses right bound, it re-appears at left bound
obj.flag=obj.flag+1;
return;
end
if
obj.G_local(obj.limbs(1,1),obj.limbs(1,2))==1||obj.G_local(obj.limbs(2,1),obj.limbs(2,2))==1||obj.G_loca
l(obj.limbs(3,1),obj.limbs(3,2))==1||obj.G_local(obj.limbs(4,1),obj.limbs(4,2))==1
obj.interact=1;
end
end
function obj=reset_vel(obj) % resets velocity after collision
obj.col_decay=obj.col_decay*obj.decay_rate; % after each collision the collision probability of
that particle goes down.
temp_dir=obj.all_dir;
for c=1:8
if temp_dir(c,:)==obj.vel
temp_dir(c,:)=[];
break
end
end
obj.vel=temp_dir(randi(7),:); % since one direction was deleted, array's size is now 7
end
function obj=occupy(obj)
obj.G_local(obj.pos(1),obj.pos(2))=1;
obj.G_local(obj.limbs(1,1),obj.limbs(1,2))=1;
obj.G_local(obj.limbs(2,1),obj.limbs(2,2))=1;
obj.G_local(obj.limbs(3,1),obj.limbs(3,2))=1;
obj.G_local(obj.limbs(4,1),obj.limbs(4,2))=1;
end
end
end

particle_m3.m
classdef particle_m2
% A particle is defined to have a position and a velocity
% Position indicates i and j values (allowable) in the G matrix and
% velocity is, for now, the direction of travel, used to update the
% position.
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properties %(Access=private)
pos % Position of core or middle
limbs
interact
vel
col_decay
decay_rate
Gsize % Saves the user defined size of G. This is constant throughout run time.
G_local
flag % is 1 if particle pos is out of bounds (crosses upper or lower bounds). Also used to set and
identify how many times particle has crossed left and right bounds.
end
properties (Access=private,Constant)
ini_dir=[1 -1;1 0;1 1]; %initial directions all point downwards
%all_dir=[1 -1;1 0;1 1];
all_dir=[-1 0;-1 -1;0 -1;1 -1;1 0;1 1;0 1;-1 1];
end

methods
function obj=particle_m2(r,c,global_col_prob,dec_rate,G)
% r,c are the number of rows and columns in G. It’s the number of
% available slots the particle can initially occupy
obj.Gsize=[r;c]; % array containing row and column
obj.pos(1)=2; % row pos
obj.pos(2)=randi([2 c-1]); %generates an integer between 1 & c
obj.vel=obj.ini_dir(randi(3),:); % since there are 3 rows in ini_dir
obj.col_decay=global_col_prob;
obj.decay_rate=dec_rate;
obj.limbs=[obj.pos(1,1)-1 obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)+1;obj.pos(1,1)+1
obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)-1];
obj.interact=0;
obj.G_local=G;
obj.flag=0; % Each time particle crosses left or right bound, flag is increased by 1.
end
function obj=upd_pos(obj,multiplier) % updates position
obj.pos=obj.pos+(multiplier*obj.vel);
obj.limbs=[obj.pos(1,1)-1 obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)+1;obj.pos(1,1)+1
obj.pos(1,2);obj.pos(1,1) obj.pos(1,2)-1];
% multiplier is 1 or -1, so that pos is updated or reverted
if obj.limbs(1,1)<1 || obj.limbs(3,1)>obj.Gsize(1) % if row pos is outside the matrix
obj.flag=1; % particle is out of bounds
return;
elseif obj.limbs(4,2)<1
%obj.pos(2)=obj.Gsize(2); % if particle crosses left bound, it re-appears at right bound
obj.flag=obj.flag+1;
return;
elseif obj.limbs(2,2)>obj.Gsize(2)
%obj.pos(2)=1; % if particle crosses right bound, it re-appears at left bound
obj.flag=obj.flag+1;
return;
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end
if
obj.G_local(obj.limbs(1,1),obj.limbs(1,2))==1||obj.G_local(obj.limbs(2,1),obj.limbs(2,2))==1||obj.G_loca
l(obj.limbs(3,1),obj.limbs(3,2))==1||obj.G_local(obj.limbs(4,1),obj.limbs(4,2))==1
obj.interact=1;
end
end
function obj=reset_vel(obj) % resets velocity after collision
obj.col_decay=obj.col_decay*obj.decay_rate; % after each collision the collision probability of
that particle goes down.
temp_dir=obj.all_dir;
for c=1:8
if temp_dir(c,:)==obj.vel
temp_dir(c,:)=[];
break
end
end
obj.vel=temp_dir(randi(7),:); % since one direction was deleted, array's size is now 7
end
function obj=occupy(obj)
obj.G_local(obj.pos(1),obj.pos(2))=1;
obj.G_local(obj.limbs(1,1),obj.limbs(1,2))=1;
obj.G_local(obj.limbs(2,1),obj.limbs(2,2))=1;
obj.G_local(obj.limbs(3,1),obj.limbs(3,2))=1;
obj.G_local(obj.limbs(4,1),obj.limbs(4,2))=1;
end
end
end

particle_m4.m
classdef particle_m4
% A particle is defined to have a position and a velocity
% Position indicates i and j values (allowable) in the G matrix and
% velocity is, for now, the direction of travel, used to update the
% position.
properties %(Access=private)
pos % Position of core or middle
limbs
interact
vel
col_decay
decay_rate
Gsize % Saves the user defined size of G. This is constant throughout run time.
G_local
flag % is 1 if particle pos is out of bounds (crosses upper or lower bounds). Also used to set and
identify how many times particle has crossed left and right bounds.
end
properties (Access=private,Constant)
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ini_dir=[1 -1;1 0;1 1]; %initial directions all point downwards
%all_dir=[1 -1;1 0;1 1];
all_dir=[-1 0;-1 -1;0 -1;1 -1;1 0;1 1;0 1;-1 1];
end
methods
function obj=particle_m4(r,c,global_col_prob,dec_rate,G)
% r,c are the number of rows and columns in G. It’s the number of
% available slots the particle can initially occupy
obj.Gsize=[r;c]; % array containing row and column
obj.pos(1)=3; % row pos
obj.pos(2)=randi([2 c-1]); %generates an integer between 1 & c
obj.vel=obj.ini_dir(randi(3),:); % since there are 3 rows in ini_dir
obj.col_decay=global_col_prob;
obj.decay_rate=dec_rate;
obj.limbs=[obj.pos(1,1)-2 obj.pos(1,2);obj.pos(1,1)-1 obj.pos(1,2)+1;obj.pos(1,1)+1
obj.pos(1,2)+1;obj.pos(1,1)+2 obj.pos(1,2);obj.pos(1,1)+1 obj.pos(1,2)-1;obj.pos(1,1)-1 obj.pos(1,2)-1];
obj.interact=0;
obj.G_local=G;
obj.flag=0; % Each time particle crosses left or right bound, flag is increased by 1.
end
function obj=upd_pos(obj,multiplier) % updates position
obj.pos=obj.pos+(multiplier*obj.vel);
obj.limbs=[obj.pos(1,1)-2 obj.pos(1,2);obj.pos(1,1)-1 obj.pos(1,2)+1;obj.pos(1,1)+1
obj.pos(1,2)+1;obj.pos(1,1)+2 obj.pos(1,2);obj.pos(1,1)+1 obj.pos(1,2)-1;obj.pos(1,1)-1 obj.pos(1,2)-1];
% multiplier is 1 or -1, so that pos is updated or reverted
if obj.limbs(1,1)<1 || obj.limbs(4,1)>obj.Gsize(1) % if row pos is outside the matrix
obj.flag=1; % particle is out of bounds
return;
elseif obj.limbs(5,2)<1
%obj.pos(2)=obj.Gsize(2); % if particle crosses left bound, it re-appears at right bound
obj.flag=obj.flag+1;
return;
elseif obj.limbs(2,2)>obj.Gsize(2)
%obj.pos(2)=1; % if particle crosses right bound, it re-appears at left bound
obj.flag=obj.flag+1;
return;
end
if
obj.G_local(obj.limbs(1,1),obj.limbs(1,2))==1||obj.G_local(obj.limbs(2,1),obj.limbs(2,2))==1||obj.G_loca
l(obj.limbs(3,1),obj.limbs(3,2))==1||obj.G_local(obj.limbs(4,1),obj.limbs(4,2))==1||obj.G_local(obj.limbs
(5,1),obj.limbs(5,2))==1||obj.G_local(obj.limbs(6,1),obj.limbs(6,2))==1
obj.interact=1;
end
end
function obj=reset_vel(obj) % resets velocit after collision
obj.col_decay=obj.col_decay*obj.decay_rate; % after each collision the collision probability of
that particle goes down.
temp_dir=obj.all_dir;
for c=1:8
if temp_dir(c,:)==obj.vel
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temp_dir(c,:)=[];
break
end
end
obj.vel=temp_dir(randi(7),:); % since one direction was deleted, array's size is now 7
end
function obj=occupy(obj)
obj.G_local(obj.pos(1),obj.pos(2))=1;
obj.G_local(obj.limbs(1,1),obj.limbs(1,2))=1;
obj.G_local(obj.limbs(2,1),obj.limbs(2,2))=1;
obj.G_local(obj.limbs(3,1),obj.limbs(3,2))=1;
obj.G_local(obj.limbs(4,1),obj.limbs(4,2))=1;
obj.G_local(obj.limbs(5,1),obj.limbs(5,2))=1;
obj.G_local(obj.limbs(6,1),obj.limbs(6,2))=1;
end
end
end
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Section III: Characterization and evaluation
of M-N-C synthesized by RSDT
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Chapter 10: Characterization and evaluation of Fe-N-C by RSDT
10.1. Objectives
The objective of this section is to analyze the physical, chemical and electrochemical characteristics
of M-N-C electrocatalysts synthesized by RSDT with the overall aim of evaluating RSDT as a single-step,
scalable alternative to multi-step and energy-intensive furnace-based methods for synthesizing PGM-free
electrocatalysts for oxygen reduction. In this chapter, properties of critical importance to electrocatalyst
performance are analyzed and compared to properties of similar catalysts reported in literature, as well as
undoped and nitrogen-doped carbon synthesized by RSDT. The physicochemical properties of the RSDT
synthesized catalyst are quantified by nitrogen adsorption, electron microscopy, thermogravimetry and
spectroscopy, while the electrochemical analysis was performed using RDE method. The Fe-N-C sample
described in this chapter is considered a baseline sample and has been used to investigate the characteristics
of flame synthesized M-N-C catalysts and lay the groundwork for further optimization of deposition process
conditions to increase electrochemical activity. The effect of post processing steps such as heat treatment
and acid leaching of Fe-N-C on electrochemical performance is also studied. Part of the contents of this
section has been published in the Journal of Materials Science [11]. The results discussed here has also
been presented at the conferences of the Electrochemical Society (ECS) in 2018 and 2019.

10.2. Experimental
10.2.1. Deposition of samples by RSDT
The samples studied in this chapter include undoped carbon, nitrogen-doped carbon and ironnitrogen-doped carbon referred to as undoped carbon, CNx and Fe-N-C sample respectively. These samples
were synthesized by RSDT using the chemicals listed in Table 10.1 and the precursor compositions listed
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in Table 10.2. Information relevant to the discussions in this chapter are provided in Tables 10.1 and 10.2.
Additional information related to the deposition, including description of the RSDT setup are described in
chapter 7.

Table 10.1: Materials and chemicals were used for synthesizing Fe-N-C, CNx and undoped carbon samples.

Chemical name

Chemical formula

CAS number

Supplier

Purity/Assay

FeCl3

7705-08-0

Sigma Aldrich

Reagent grade

Cyanamide

CH2N2

420-04-2

Sigma Aldrich

99%

Xylene

C8H10

1330-20-7

Fisher Scientific

ACS certified

Methanol

CH3OH

67-56-1

Fisher Scientific

ACS certified

Propane

C3H8

74-98-6

Airgas

90%

Nitrogen gas

N2

7727-37-9

Airgas

99.998%

Oxygen gas

O2

7782-44-7

Airgas

99.993%

Methane

CH4

74-82-8

Airgas

99%

Deionized water

H2O

na

na

18.2 Mohm cm

H2SO4

7664-93-9

Fisher Scientific

98%

Anhydrous iron
(III) chloride

Concentrate
sulfuric acid
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Table 10.2: Precursor compositions for the baseline Fe-N-C, CNx and undoped carbon samples.

Sample ID

Specifications

Precursor Solutes

Precursor Solventsa

Iron (III) chloride – 0.08 g
Fe-N-C

Fe, N, doped carbon

Xylene, Methanol
Cyanamide – 10 g

CNx

Nitrogen-doped carbon

Cyanamide – 10g

Xylene, Methanol

Carbon

Undoped carbon

-

Xylene, Methanol

a

Precursors were dissolved in 258 g xylene and 149 g methanol. Liquid propane was bubbled through
precursor solution till the measured weight of the precursor solution increased by 85 g.

10.2.2. Physical and chemical characterization
The pore size distribution was measured by nitrogen adsorption and Brunauer-Emmet-Teller (BET)
analysis using a Micromeritics ASAP 2020 analyzer. The sample was degassed overnight at 105°C prior to
nitrogen adsorption. Scanning electron microscopy (SEM) images were acquired on a Thermo Scientific™
Quanta™ 250 FEG field emission source SEM using an Everhart-Thornley detector while energy dispersive
x-ray spectroscopy (EDS) analysis was performed using a Peltier cooled EDAX detector at 20 kV incident
beam energy. X-ray diffraction (XRD) scans were acquired on a Bruker D8 ADVANCE x-ray
diffractometer with a 40 kV Cu source (λ=0.15406 nm), Ni filter and a receiving slit with width of 3 mm.
The XRD scans were all acquired at a scan rate of 4 seconds per step and 0.02° step size. Raman
spectroscopy was performed on a Renishaw System 2000 using 514 nm laser source. Transmission electron
microscopy (TEM) and Scanning transmission electron microscopy (STEM) analysis was performed on a
Thermo Scientific™ Talos F200X S/TEM with a field emission source. A 16M Ceta camera was used for
imaging in bright field (BF) mode and a Super-X SDD EDXS was used for elemental analysis. Atomic
resolution imaging was performed using the probe-corrected 300 kV Thermo Scientific™ Titan Themis
81

ACEM with a Gatan electron energy-loss spectroscopy (EELS) system for efficient elemental analysis and
mapping. All image processing was done using the ImageJ distribution, Fiji [215]. Thermogravimetric
analysis (TGA) was performed using a Netzsch STA 449 F3 Jupiter Simultaneous Thermal Analyzer from
room temperature to 1000°C at 5°C min-1 in synthetic air (Airgas). XPS studies were performed using a Phi
510 X-ray Photoelectron Spectrometer with a monochromatic Al source (1486.6 eV). XPS data was
analyzed using CasaXPS software (Casa Software Ltd). All photographs were acquired using a 13 MP f/2.0
camera on the Huawei Honor 5x running Android operating system.

10.2.3. Electrochemical characterization
The catalyst ink was prepared from the as-deposited material by mixing 5 mg of the deposited
material and 0.9 mL anhydrous ethanol (Sigma Aldrich) in a 1.5 mL PTFE vial (Fisher Scientific), and
sonicating in an ice bath for 5 minutes before adding 0.1 mL of 5 wt% Nafion™ solution (1100EW in
alcohol). The ink was sonicated for 60 minutes in an ice bath. A 10 μL aliquot of the ink was pipetted on
to a 5 mm outer diameter Glassy Carbon electrode (Pine Research Instrumentation) and allowed to dry
covered at room temperature for 30-60 minutes. The calculated catalyst loading is 0.25 mg cm-2 and the
Nafion™ ionomer to catalyst weight ratio is 0.86. Both the catalyst ink preparation and RDE film formation
procedures were optimized for the RSDT synthesized material after multiple trials. The ink preparation was
based on the work by Liu et al. [216]. Platinum catalyst ink (referred to as Pt/C) was prepared following a
similar procedure. The ink was prepared by dispersing 12 mg of commercial 29% Pt on Vulcan® XC72
(TEC10V30E, TKK) in a solvent mixture of 7.6 mL deionized water, 2.4 mL isopropanol and 83.2 μL
Nafion™ and sonicating in an ice bath for 60 minutes. The catalyst film was prepared by pipetting 10 μL
of the Pt/C ink on to a glassy carbon electrode and allowing to dry overnight while covered and at room
temperature. Pt loading on the electrode was calculated to be 17.65 µgPt cm-2.
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All potentials in this study are reported with respect to RHE. All RDE measurements were
performed using an AutoLab PGSTST302N potentiostat at a potential scan speed of 10 mV s-1 unless
otherwise specified. The working electrode was mounted on an MSR rotator (AFMSRCE, Pine Research
Instrumentation). RDE measurements in alkaline electrolyte were performed in a custom designed solid
PTFE cell, with an alkaline/HgO reference electrode (CH Instruments, CHI152), Pt wire counter electrode
and 0.1 M NaOH electrolyte (Sigma Aldrich, pellets, semiconductor grade) at room temperature which
ranged from 293-298 K. The electrolyte was purged for 60 minutes with nitrogen (Airgas). Electrochemical
cleaning was performed by cycling the potential between -0.08 V to 1.37 V for 40 cycles at a scan speed of
200 mV s-1. Cyclic voltammograms (CV) were recorded between 0.05 V to 1.0 V. A background scan was
also acquired by scanning between -0.08 V to 1.22 V for one cycle at 1600 RPM. The electrolyte was then
purged with oxygen (Airgas) for 60 minutes and polarization curves for ORR were recorded by scanning
from -0.08 V to 1.22 V followed by a scan from 1.22 V to -0.08 V, at electrode rotation speeds of 2500,
1600, 900 and 400 RPM. The linear sweep voltammetry (LSV) data from the cathodic sweep (1.22 V to 0.08 V) was used for electrochemical analysis, following the procedures adopted in literature [125,216]. A
dynamic stability test was performed in oxygen saturated electrolyte by potential cycling between 0.40 to
1.00 V at 50 mV s-1 for 4000 cycles to check the stability of the catalysts. CV and LSV at 1600 RPM, in
oxygen saturated electrolyte, were recorded both at the beginning of test (BOT) and at the end of test (EOT).
RDE measurements in acid electrolyte were also performed for comparison with the alkaline
results. The measurements in acid were performed in a custom-designed three-compartment
electrochemical cell (Adams and Chittenden Scientific Glass, CA) with a Hg/HgSO4 reference electrode
(CH Instruments, CHI151), Pt wire counter electrode and 0.1 M HClO4 electrolyte (GFS Chemicals, double
distilled). The cell was maintained at 298 K by circulating temperature-controlled water (Isotemp 3016D,
Fisher Scientific). The electrolyte was first purged for 60 minutes with nitrogen (Airgas) and
electrochemically cleaned by cycling the potential between 0 V to 1.40 V for at least 40 cycles. CV were
then recorded between 0 V to 1.20 V. A background scan was also acquired by scanning between -0.01 V
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to 1.0 V for one cycle at 1600 RPM. The electrolyte was then purged with oxygen (Airgas) for 60 minutes
and polarization curves for ORR were recorded by performing LSV from 0 V to 1.0 V followed by a scan
from 1.0 V to 0 V, at electrode rotation speeds of 2500, 1600, 900 and 400 RPM. The data from the cathodic
sweep (1.0 V to -0.01 V) was used for analysis.

10.3. List of selected properties and performance of Fe-N-C catalysts from literature
In order to evaluate RSDT as a method for synthesizing Fe-N-C catalysts, the baseline Fe-N-C
sample was compared to similar Fe-N-C catalysts reported in literature. The points of comparison include
the electrochemical performance in alkaline media as well as properties critical to performance such as
porosity, nature of carbon support, metal loading, pyridinic nitrogen content and microstructure. Selected
properties and indicators of electrochemical performance as measured by RDE of Fe-N-C catalysts
synthesized by multi step processes from literature are listed in Table 10.3. The properties and performance
of the baseline Fe-N-C sample analyzed in this chapter is listed in the last row of the table. While the
catalysts listed in Table 10.3 show excellent ORR activity, evident from the tabulated onset (Eonset) and halfwave (E1/2) potentials, the multi-step furnace based synthesis methods used to prepare them may not be
suitable for scaling up production when compared to a single-step process like RSDT. The values in Table
10.3 are discussed in greater detail later in this chapter.

Table 10.3: Properties and performance of selected Fe-N-C catalysts in alkaline electrolyte reproduced from
Poozhikunnath et al. [11].

Catalyst type

Near surface Fe/N/O

Specific surface

Eonset [E1/2]

[Loading, mg cm-2]

content (atom %) a

area (m2 g-1)

(V, RHE)

Fe2N/NC

-/-/-

367

0.95

Ref
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[105]

[0.2]

[0.83]

N-Fe-CNT/CNP b

1.04
0.08 / 3.09 / 4.01

-

[141]

[0.2]

[0.87] c

Fe-N-C

1.05
0.68 / 3.08 / -

337.5

[0.6]

[142]
[0.86]

Fe-N-C d

0.98
0.51 / 5.31 / 3.93

1362

[0.6]

[143]
[0.78]

Fe-N-C e

0.98
0.1 / 5.0 / 5.4

1508

[0.637]

[133]
[0.87]

Fe-NMP f

0.97
0.27 / 3.5 / 5.0

565.8

[0.6]

[106]
[0.84]

Fe-N/C g

0.98
0.48 / 23.16 / 2.42

-

[0.2]

[144]
[0.79]

Fe-N-C

0.13 / 1.53 / 3.15

-

[0.8]

[145]
[0.88]

Baseline Fe-N-C
2.90 / 1.18 / 15.25
[0.25]

c

0.80

This

[0.65] c

work

325

a

Balance is carbon; b CNT/CNP: Carbon nanotube/carbon nanoparticle; c Tested in 0.1 M NaOH,
remaining catalysts tested in 0.1 M KOH; d Metal oxide framework derived Fe-N-C; e Phthalocyanine
derived catalyst synthesized with a sacrificial silica template; f NMP: Nicarbazin, Methylimidazole and
Pipemidic Acid; g Fe coordinated copolymer synthesized directly on carbon cloth;

10.4. Analysis of phases in Fe-N-C
The XRD scan of the baseline Fe-N-C sample deposited by RSDT on Si substrate is shown in
Figure 10.1 a. Broad peaks centered at 24.1° and 42.8° were observed and they correspond to the (002) and
(100) graphite peaks. This suggests that the deposited material is partially graphitic in nature. The peak
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position (002) for pure graphite is at a 2θ of 26.5° which corresponds to a d002 of 0.335 nm. The shift in the
(002) peak position of Fe-N-C samples from 26.5° to 24.1°, as shown in Figure 10.1 a, corresponds to an
increase in d002 interplanar spacing from 0.335 nm to 0.368 nm. This is suspected to be due to the
incorporation of nitrogen atoms into the graphite structure resulting in a negative shift in 2θ compared to
pure graphite. However, it is difficult to ascertain this from XRD alone as the peak shift can also be
attributed to multiple distortion factors influencing the carbon microstructure, including the presence of
amorphous carbon and functionalized graphite, which may also be synthesized in the RSDT flame
[185,217]. The two sharp peaks in Figure 10.1 1 matched with the strongest peaks of γ-Fe2O3 (PDF card
039-1346) and BCC Fe (indexed based on structure simulated using Vesta, Figure 10.1 b). Their presence
suggests that at least some of the iron in the Fe-N-C sample is in the oxidized or metallic state [218]. The
lack of additional peaks in the XRD scan made phase identification difficult. While the presence of iron
oxide was confirmed using TEM diffraction and STEM-EDS mapping, the presence of metallic Fe was not
detected by other characterization techniques.

Figure 10.1: a) Background subtracted XRD scans of as-deposited Fe-N-C and b) BCC Fe peak positions
simulated using Vesta. A model of BCC Fe is shown in b) inset.
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10.5. Thermogravimetric analysis
The results of TGA of the Fe-N-C, CNx and undoped carbon samples are shown in Figure 10.2.
Multiple regions of weight loss were observed and have been associated with moisture loss and
decomposition of at least two forms of carbonaceous materials. Below 150°C the weight loss is due to
moisture loss, which accounted for about 4-15% of the total weight of the samples. The variation in moisture
content between the three samples is suspected to be due to differences in room temperature and relative
humidity on the days the samples were tested. Although the samples were stored under nitrogen, they were
exposed to ambient conditions while setting up the thermogravimetric experiment. The second region of
weight loss observed in all three samples is likely due to the oxidation of partially decomposed organic
material or amorphous carbon that was synthesized in the flame along with the graphitic carbon [219]. This
amorphous material is inactive towards oxygen reduction and so its presence in the deposited material is
not desirable as it can reduce the measured specific activity in addition to restricting access to active sites.
The undoped carbon sample (Figure 10.2 c) was found to have a significantly higher weight fraction of
unburnt organics compared to Fe-N-C or CNx suggesting that the addition presence of iron and nitrogen
atoms may also be promoting the decomposition of the organic material.
Above 400°C, the weight loss is due to the decomposition of graphitic carbon [105,220]. In the
case of CNx the decomposition of carbon was completed at around 615°C as indicated by the dotted vertical
line in Figure 10.2 b. The corresponding temperature for the undoped carbon sample (Figure 10.2 c) was
measured to be around 570°C suggesting. This suggests that the temperature marking the end of the second
weight loss region may be used as a qualitative indicator of the level of nitrogen doping.
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Figure 10.2: TGA in synthetic air showing weight loss regions in a) baseline Fe-N-C sample, b) CNx sample
and c) undoped carbon sample, all synthesized by RSDT. The end of carbon decomposition is indicated by
dotted lines. Graphs were reproduced from Poozhikunnath et al. [11].

In the case of Fe-N-C (Figure 10.2 a), the end of the second weight loss region was measured to be
at around 585°C. This suggests that the nitrogen doping levels in Fe-N-C is likely less than that of CNx
sample. Once the carbon was completely burnt off residual iron oxide was left behind. The residual iron
oxide accounted for 27% of the weight of the Fe-N-C sample according to TGA data. Based on this, the
atomic ratio of Fe to C in the bulk sample was determined to be 0.071. This calculation assumes that the N
and H weight fractions are negligibly small, that 58% of the Fe-N-C sample is carbon, and that all the Fe is
in the form of Fe2O3. This bulk value of Fe/C of the Fe-N-C sample is greater than the surface Fe/C reported
in literature based on XPS analysis (Table 10.3) and suggests that the baseline sample may have a higher
than optimal loading level. However, the optimal metal loading in metal-nitrogen-doped catalysts is specific
to the synthesis process and further analysis is required to determine if it is too high in the baseline Fe-NC sample deposited by RSDT.
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10.6. Raman spectroscopy
Raman spectroscopy was used to analyze the properties of the carbon present in the undoped
carbon, CNx and Fe-N-C samples deposited by RSDT. In the results shown in Figure 10.3 a, the prominent
peaks at approximately 1360 cm-1 and 1600 cm-1 correspond to the D and G peaks respectively. The G peak
is indicative of the presence of sp2 bonded carbon, while the D peak is generated by the breathing modes of
sp2 atoms in ring structures [221]. Ferrari et al. reported that the ratio of the integrated intensities of the D
peak to the G peak (henceforth called D-G ratio) is indicative of the degree of disorder in the graphitic
structure since it is directly dependent on the configuration of the sp2 phase and indirectly on the fraction
of sp2 phase [222]. It has been reported that the D-G ratio is close to 2 and the G peak is centered at 1600
cm-1 in the case of nanocrystalline graphite and that the peak position of the G peak and the D-G ratio both
decrease as the fraction of sp3 phase increases or as the in-plane correlation length (La) increases
[221,223,224]. The Raman spectroscopy results in Figure 10.3 a show that the D-G ratio is >1 and that the
G peak is around 1590 cm-1 in all cases indicating that the analyzed samples contain a significant fraction
of the sp2 phase in the form of nanocrystalline graphite.

Figure 10.3: a) Results of Raman spectroscopy of RSDT deposited Carbon, CNx and Fe-N-C samples. The
D-G ratio (denoted as ID/IG) is also specified. b) Graph showing the similar trends in ID/IG variation
compared to data reported by Peng et al. [102].
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As shown in Figure 10.3 a, the D-G ratio increased from 2.2 in the case of undoped carbon to 2.7
in the case of CNx. This increase is likely due to the increase in disorder resulting from the incorporation of
N atoms into the graphitic structure. It was also observed that the D-G ratio decreased to 1.6 with the
incorporation of Fe into the nitrogen-doped carbon. This decrease in the case of Fe-N-C indicates a
reduction in disorder and an increase in the fraction of sp2 carbon [225]. The reduction in disorder may be
related to a reduction in nitrogen doping levels in Fe-N-C compared to CNx and agrees with the shift in
carbon decomposition temperature observed in the TGA results in Figure 10.2. A similar trend in the
variation of D-G ratio with N doping and Fe incorporation was reported by Peng et al. [102]. An increase
in the fraction of sp2 carbon may be due to the presence of Fe nanoparticles and FeNx sites promoting
crystallization of carbon at high temperatures within the flame [105]. This might also explain the results of
TGA where a higher weight fraction of unburnt organic material was observed in the case of undoped
carbon.

10.7. Pore size distribution and morphology
The pore size distribution and specific surface area of the Fe-N-C sample was determined
quantitatively by nitrogen adsorption and BET analysis. A plot of differential pore volume versus pore size
is shown in Figure 10.4 a and shows evidence of mesoporous structures larger than 10 nm but no
microporous (<2 nm) features. The average pore diameter was calculated to be 18.18 nm. The adsorptiondesorption isotherm in Figure 10.4 b suggests a type II isotherm which is characteristic of a macroporous
adsorbent showing monolayer-multilayer adsorption [226,227], although the BET analysis did not reveal
any significant macroporosity in the 50-100 nm pore size regime. The SEM images, in Figure 10.4 c and d,
secondary electron images of flakes of as-synthesized Fe-N-C powder scraped off s Si substrate and
collected on conductive carbon tape. The flakes show a porous morphology resulting from the packing of
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agglomerates formed by the aggregated primary carbon particles [228]. While the mesoporous features
observed by BET analysis are not well resolved in these SEM images, macropores larger than 100 nm are
clearly visible in Figure 10.4 d. These were not detected by BET analysis since they are beyond the detection
limit of 100nm.

Figure 10.4: Results of nitrogen adsorption of Fe-N-C, showing a) differential pore volume versus pore
diameter and b) adsorption and desorption isotherms. Secondary electron SEM images showing
morphology of Fe-N-C at c) low magnification and b) high magnification. The SEM specimen was prepared
by collecting flakes of the Fe-N-C powder on carbon tape. The figure has been reproduced from
Poozhikunnath et al. [11].
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The BET specific surface area was measured to be 325.04 m2 g-1 which is comparable to some of
the values reported in literature, as shown in Table 10.3. The values of specific surface area reported in
literature vary quite significantly even amongst catalysts with excellent onset and half-wave potentials, as
shown in Table 10.3. This observation suggests the activity of M-N-C electrocatalysts depends less on the
absolute value of specific surface area, and more on the distribution and accessibility of the active sites.
This is a useful criterion for selecting support or matrix materials and is applicable regardless of the
synthesis process. It should also be noted that there might also be significant difference in specific surface
area and pore structure between the as-synthesized catalyst, which is what is often reported, and the catalyst
films prepared for RDE analysis. In the case of the RSDT synthesized Fe-N-C sample, the morphology of
the flakes collected for analyzing porosity (Figure 10.4 c and d) is different from the morphology of the asdeposited material shown in Figure 10.5. The as-deposited material is a much more open network of carbon
agglomerates that gets compacted into flakes when the material is directly handed. Since the
characterization and electrochemical tests in this study are performed on the material that is scraped off the
Si substrate, the images in Figure 10.4 c and d are more representative of the sample. As part of future
development, if the RSDT is to be used to fabricate catalyst coated membranes or catalyst layers directly,
this morphology of the as-deposited material and its tendency to be compressed into denser structures needs
to be considered.
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Figure 10.5: Secondary electron SEM images showing morphology of Fe-N-C directly deposited on to Si
substrate at a) low magnification and b) high magnification.

10.8. Analysis of microstructure using transmission electron microscopy
TEM analysis of the Fe-N-C sample synthesized by RSDT revealed several morphological features
that were similar to Fe-N-C type catalysts synthesized by furnace-based methods. As shown in Figure 10.6
a, the sphere-like carbon primary particles, of 10-30 nm size, formed aggregates that clumped together into
larger agglomerates. The primary carbon particles exhibited a layered graphitic structure (inset, Figure 10.6
a), that is morphologically similar to the onion-like structure of carbon in furnace synthesized M-N-C
reported in literature [229,230]. The inter-layer spacing, which corresponds to the d002 was measured to be
approximately 0.38 nm which is close to the d002 determined by XRD. This is also consistent with the
Raman spectroscopy results which suggested the presence of nanocrystalline graphite in the RSDT
synthesized carbon. A high angle annular dark field (HAADF) image of the Fe-N-C sample acquired in
STEM mode, is shown in Figure 10.6 d and shows the iron rich nanoparticles as regions of bright contrast
compared to the surrounding carbon. The iron rich particles range in size from 2-10 nm and elemental
distribution maps of this region (Figures 10.6 e and f) show high counts for O and Fe overlapping with the
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nanoparticles confirming that they are oxidized. The average Fe/O atomic ratio of the nanoparticles was
determined by EDX to be 0.5, indicating higher than stoichiometric O content. However, it should be noted
that the detected oxygen concentration also includes surface functional groups that may be present on the
carbon in the vicinity of the nanoparticles.
Clusters of iron rich nanoparticles were also observed encapsulated in the carbon. A BF TEM
image of one such cluster of iron oxide particles is shown within the dotted circle in Figure 10.6 b. The
inset shows the diffraction pattern of the region with spotty rings corresponding to the iron oxide
nanoparticles. The presence of such clusters is further indication that the iron content in the catalyst may
be too high [128]. Figure 10.6 c shows a high resolution TEM image of an individual iron oxide
nanoparticles encapsulated within graphene layers. In addition to forming electrochemically active Fe-Nx
sites, encapsulated particles are less likely to corrode or be removed during testing and this can have a
positive impact on the dynamic stability of the catalyst. Metallic iron particles were not observed by TEM
imaging, although the XRD scan did suggest the presence of BCC iron. The XRD analysis was performed
a day after sample deposition, with the sample stored overnight under vacuum. The TEM analysis was
performed much later, and the TEM specimen were exposed to air and moisture for a longer time period
which may have resulted in the oxidation of any metallic iron nanoparticles. While this does raise some
concern about the stability and shelf-life of RSDT synthesized Fe-N-C catalysts, it is also important to note
that the effect of oxidation of the iron particles on catalyst performance is not well understood as excellent
catalyst activity has also been reported in the case of iron oxide based M-N-Cs [91].
In addition to the iron oxide clusters (Figure 10.6 g), iron atoms were also observed in the outer
graphitic layers of the carbon particles as shown by the HAADF images in Figure 10.6 h and i. The HAADF
images in Figures 10.6 h and i were acquired at a camera length of 195 mm (rather than the typical 130
mm). This ensured that the graphite fringes and the metal atoms were clearly visible. Note that EELS and
EDS analysis of the region indicated the presence of nitrogen and iron, however, the composition of the
individual metal atoms in Figure 10.6 h-i, could not be determined directly by EELS due to low signal
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strength. In addition, the low nitrogen content also made it difficult to determine the distribution of nitrogen
in the specimen by STEM-EDS or EELS. Individual iron atoms, visible as bright spots within the graphite
fringes in the HAADF images shown in figure 10.6 i, were observed only in some regions of the TEM
specimen and were not uniformly distributed throughout the sample. While it could not be confirmed using
EELS if the metal atoms are associated with metal-nitrogen coordinated active sites [94], it is clear that a
higher density and more uniform distribution of active site throughout the sample is required to ensure high
catalyst activity. The iron atoms were likely not encapsulated within graphene layers as they diffused over
distances of several nanometers under the 300 kV electron beam during imaging and EELS analysis.
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Figure 10.6: a) BF TEM image of Fe-N-C catalyst showing carbon agglomerates on a 3 mm TEM grid. The
region marked by the dotted square is shown in inset. b) BF image showing a cluster of iron oxide
nanoparticles, with a selected area diffraction pattern of the region shown in inset. c) High resolution TEM
image showing evidence of iron oxide nanoparticles encapsulated within graphene layers. d-f) HAADF
image and corresponding STEM EDX maps showing O and Fe distribution [11]. g) HAADF image of iron
oxide clusters. The particles were 5-15 nm in diameter. h-i) HAADF images of atomically dispersed iron
on the carbon support matrix. The iron atoms are visible as bright spots in the HAADF images.
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10.9. Presence of pyridinic nitrogen
XPS analysis of Fe-N-C confirmed the presence of ORR active Fe-Nx sites in the as-deposited
material. Figure 10.7 a is a wide area survey scan of the Fe-N-C sample, while Table 10.4 shows the relative
fraction of the elements detected in the survey scan, calculated based on the area under their respective
peaks. The surface Fe/C atomic ratio was determined to be 0.036 which is about half of that determined by
TGA. This difference can be explained by 1) the inherent errors introduced through the previously
mentioned assumptions made in calculating Fe/C atomic ratio using TGA data, and 2) inhomogeneous
distribution of Fe in the Fe-N-C sample. Compared to PGM-free electrocatalysts reported in literature
(Table 10.3), the atomic fractions of Fe and O in the RSDT synthesized sample were found to be much
higher. The high oxygen concentration may be due to the presence of iron oxide particles and surface
functional groups on the carbon. Zhang et al reported that the catalyst performance degrades as the iron
content exceeds about 10 wt%. It is worth noting that this optimal number does depend on the specific
surface area and porosity of the catalyst and therefore likely only applies to catalysts synthesized using
precursors and methods similar to what Zhang et al. used [128]. In addition, the surface nitrogen content is
close to the practical detection limit of XPS, and the nitrogen to iron ratio near the catalyst surface is also
significantly lower in the RSDT synthesized Fe-N-C compared to the values reported in Table 10.3. The
high iron content coupled with the low N/Fe atomic ratio likely resulted in fewer M-Nx active sites and the
formation of inactive iron rich phases and resulted in the relatively low activity of the RSDT synthesized
Fe-N-C studied as shown in Table 10.3.
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Figure 10.7: a) XPS survey scan of Fe-N-C. b) High resolution scans of N 1s peak, with schematic of
different forms of nitrogen in nitrogen-doped graphene in inset. High resolution scans of c) C 1s peak and
d) Fe 2p doublet [11].

The high-resolution XPS scans in Figure 10.7 b-d show the chemical states of nitrogen, carbon and
iron in the baseline Fe-N-C sample. In Figures 10.7 b-d the synthetic peaks are marked in the figures, the
XPS-acquired data is indicated by the grey plot and the envelope formed by the combination of synthetic
peaks is indicated by the red curve. A non-linear Shirley background was used in analyzing all high
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resolution XPS data. A Gaussian-Lorentzian line shape (30% Lorentzian) was applied to all synthetic peaks,
except for C=C peak for which an asymmetric line shape represented in CasaXPS by “LA(1,1.6,50)” was
used. The N 1s peak data was noisy since the surface nitrogen concentration is close to the practical
detection limit of XPS and CasaXPS software calculated a residual standard deviation value ranging from
1 to 2 between the acquired data and the envelope for the high-resolution scans in Figure 10.7. The peak
positions used for fitting quaternary, pyridinic and pyrrolic N peaks are shown in Table 10.4. The presence
of Fe atoms coordinated with the pyridinic N results in a shifting of the pyridinic peak position from ~398.4
to ~399.6eV. The peak at binding energy of 399.6eV corresponds to a Nx-Fe moiety which is reported to
be directly involved in the ORR electrocatalytic reaction [95,231,232]. The area percent column in Table
10.5 shows the relative fractions of each form of N obtained from the area under the corresponding synthetic
peaks [119,121]. The N 1s XPS results indicate that ~60% of the nitrogen in the Fe-N-C sample is pyridinic
of which 20.5% is coordinated with Fe atoms, suggesting that the as-deposited material is ORR active. The
relatively low signal to noise ratio in the N 1s peak data is due to the low concentration of nitrogen as
indicated by the atomic percentages in Figure 10.7 a.

Table 10.4: Atomic and weight percentages of elements detected by XPS. Concentrations were calculated
from the area under the corresponding peaks in the wide area scan in Figure 10.7 a.

Concentration atom

Concentration

percent (%)

weight percent (%)

C

80.67

69.64

N

1.18

1.19

O

15.25

17.54

Element

99

Fe

2.90

11.64

Table 10.5: Peak positions and percentage area of synthetic peaks used in fitting high resolution scans of N
1s, C 1s and Fe 2p peaks [11].

Synthetic peaks

Peak position (eV)

Area percent

Pyridinic N

398.4

39.84

Nx-Fe (pyridinic)

399.6

20.50

Pyrrolic N

401.1

14.25

Graphitic N

403.9

19.38

Pyridinic N-O

406.3

6.02

C-C (sp3)

284.7

22.88

C=C sp2)

284.0

54.11

C-O

286.0

7.25

O-C=O

286.6

2.04

C=O

287.9

3.15

π-π*

290.0

10.57

C 1s

N 1s

Peak

100

Fe 2p

Fe2+ 2p3/2

711.3

31.89

Fe3+ 2p3/2

714.2

11.98

Fe2+ 2p1/2

724.7

15.86

Fe3+ 2p1/2

727.5

5.96

Satellite peaks

718.6, 731.1

22.91, 11.40

The C 1s peak and peak fitting data are shown in Figure 10.7 c, and Table 10.5 shows the
corresponding peak positions and area percent. The asymmetry exhibited by the main C 1s peak is
characteristic of conductive materials such as metals and is also observed in conductive, graphitic carbon.
The graphitic nature of the carbon was confirmed by the relatively high sp2 hybridized carbon content
(Table 10.5) [233–235]. The sp3 hybridized carbon, or surface oxygen functional groups are suspected to
be primarily from the partially decomposed organic materials that are present in the RSDT synthesized
material. The satellite peak at 290.0 eV was attributed to π-π* electronic transitions and is indicative of sp2
hybridized C=C bonds [234,236]. A high-resolution scan of the Fe 2p doublet is shown in Figure 10.7 d,
and the corresponding peak positions and area percent are shown in Table 10.5. Peaks corresponding to
Fe2+ and Fe3+ were used in fitting the data [105,237]. In addition, satellite shake-up peaks for Fe 2p1/2 and
Fe 2p3/2 were included in the peak fitting [238]. The Fe0 2p3/2 peak is centered at ~706.6 eV and based on
the peak position of the Fe 2p3/2 peak in Figure 10.7 d, there was no indication of the presence of metallic
iron in the region analyzed by XPS [239].
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10.10. RDE analysis – CV and LSV
Electrochemical evaluation of the Fe-N-C sample was conducted using RDE in alkaline media.
Figures 10.8 a-c show Fe-N-C catalyst films deposited on an RDE electrode for analysis. Prior to
optimization, the deposited films were prone to cracking during drying as shown in Figure 10.8 a. The film
quality is important for RDE analysis [154], so multiple trials were conducted to make a uniform and crackfree film on the glassy carbon RDE electrode. A film of better quality was prepared as shown in Figures
10.8 b and c, by optimizing the ink formulation by increasing loading, and by slowing the drying process.
The CV in N2 saturated electrolyte in Figure 10.8 d, indicate large double-layer capacitance current, but no
redox reaction features. The CV in O2 showed a prominent cathodic peak centered at 0.73 V attributed to
the reduction of oxygen. A second feature was also observed in the CV in O2 at a more negative potential
range of 0.3-0.5 V. A similar observation was made by Wu et al. and is attributed to the pseudocapacitive
characteristics of nitrogen-doped carbon [91,240]. LSV curves of Fe-N-C recorded at multiple electrode
rotation speeds in O2 saturated electrolyte at scan speed of 10 mV s-1 are shown in Figure 10.8 e. The assynthesized Fe-N-C catalyst exhibited an onset potential of 0.80 V was measured at 0.1 mA cm-2. This was
~180 mV less than the onset potential measured under similar conditions for a commercial Pt/C electrode.
The E1/2 of the Fe-N-C was measured to be 0.65 V and the mass-activity of the as-synthesized Fe-N-C in
0.1M NaOH was determined to be 6.5 A g-1. The RDE results indicate the presence of the ORR active site
in the RSDT synthesized electrocatalyst, and confirm the observations made through XPS analysis.
However, the values of onset and half-wave potentials indicate the need for improvement of the catalyst
activity by further investigating the effect of the RSDT process parameters on the catalyst properties. Given
the non-optimal surface concentrations of iron and nitrogen, it is of interest to optimize the precursor
solution composition to try and increase electrochemical activity.
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Figure 10.8: Catalyst ink deposited on GC using a) non-optimal and b-c) optimized procedures. d) Cyclic
Voltammograms of Fe-N-C in N2 and O2 saturated 0.1 M NaOH. e) LSV curves of Fe-N-C at multiple
rotation speeds [11]. All measurements were recorded at 10 mV s-1 scan speed.

10.11. Mechanism of ORR
The LSV curves in Figure 10.8 e suggest that the oxygen reduction proceeds by a two-stage reaction
pathway in the Fe-N-C sample. The first stage is from 0.9 to 0.4 V and the second from 0.4 to 0 V.
Koutecky-Levich plots (K-L plots) were prepared for 0.6 V, 0.5 V, 0.2 V and 0.1 V, spanning the two
diffusion limited regions of the polarization curve. The electron transfer numbers were calculated using the
slopes of the K-L plots and the Koutecky-Levich equation. For this calculation, values of 1.2 x 10-6 mol
mL-1 and 2.2 x 10-5 cm2 s-1 were used for the diffusion coefficient and bulk concentration of oxygen in 0.1
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M NaOH respectively [241,242]. The electron transfer numbers were approximately 2 in the first stage and
4 in the second stage of the proposed mechanism. Based on the calculated electron transfer numbers shown
in Figure 10.9 a, it is proposed that the ORR mechanism transitions from a predominantly two-electron
mechanism in the first stage to a predominantly four-electron mechanism in the second stage. The suggested
two-electron mechanism in alkaline media is a two-step process involving the transfer of 2 electrons at each
stage with the formation and reduction of a peroxide intermediate as shown in equations 3 and 4 respectively
[123].
𝑂2 + 𝐻2 𝑂 + 2𝑒 − → 𝐻𝑂𝑂− + 𝑂𝐻 −

(3)

𝐻𝑂𝑂− + 𝐻2 𝑂 + 2𝑒 − → 3𝑂𝐻 − (4)
Wu et al. also reported similar LSVs and a significant variation in the electron transfer number for
their Fe3O4/nitrogen-doped graphene sheet and Fe3O4/nitrogen-doped carbon black samples [91]. A twostage ORR mechanism was also proposed by Wang et al. for their silver nanocubes and proposed that the
two-stage pathway results from the preferential adsorption of OH* radicals limiting the number of active
site available for the adsorption of O2 and OOH* [243]. Based on catalyst poisoning studies and peroxide
yield measurements, César et al attributed a reduction in catalytic activity and dominance of the twoelectron ORR mechanism to an increase in oxygen reduction at non-iron based, nitrogen and oxygen
functionalized sites on the graphitized matrix [244]. Yin et al. also reported a correlation between low
nitrogen content and a lack of Fe-Nx active sites resulting in a preference for two-electron ORR mechanism
[245]. Given the relatively low surface concentration of nitrogen in the RSDT synthesized Fe-N-C (as
determined by XPS), and the possibility of the amorphous carbon (detected by TGA) blocking access to
active sites, it can be inferred that the two-step ORR mechanism is due to a relatively low volume density
of accessible iron-based active sites. This may be addressed by optimizing the composition of the precursor
solution and by exploring alternative nitrogen precursors in the depositions. It is also possible that the high
RSDT flame temperature adversely affects the nitrogen incorporation into the carbon [114]. Therefore, the
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effect of RSDT flame temperature, residence time and reaction zone length on catalyst properties and
performance needs further investigation.

Figure 10.9: a) Koutecky-Levich plots of Fe-N-C acquired at multiple potentials. The electron transference
number is also indicated. b) Results of dynamic stability testing comparing the shift in LSV (acquired at
1600 RPM) of Fe-N-C and commercial Pt/C [11].

It also important to remember that these conclusions are based on the underlying assumption that
the active sites for oxygen reduction are pyridinic nitrogen and metal-pyridinic nitrogen coordinated sites.
As mentioned previously in the introductory section, there is considerable debate in the scientific
community about the nature of the active site, the role of the transition metal and the effect of encapsulated
metal nanoparticles.
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10.12. RDE analysis – Accelerated durability test
In addition to good ORR activity, PGM-free catalysts need to be durable compared to commercial
PGM-based catalysts in order to be a viable alternative. The durability of the RSDT synthesized Fe-N-C in
oxygen saturated NaOH was assessed using RDE-based accelerated durability testing (ADT) by cycling
the potential between 0.4 and 1.0 V for 4000 cycles at 50 mV s-1. Figures 10.9 b shows the results of this
stability test, compared to that of commercial Pt/C catalyst. The parameters for the durability test were
based on the work by Osmieri et al. [133]. After 4000 potential cycles, the Fe-N-C sample showed a
negligible reduction in the half-wave potential of approximately 5 mV as evidenced by the LSV acquired
at 1600 RPM. The half-wave potential of the commercial Pt/C electrode on the other hand decreased by a
more significant 30 mV. The stability, in terms of shift in half-wave potential (ΔE1/2), was also compared
to that of PGM-free catalysts tested under similar conditions in literature. Although there are some
differences in the potential scan rate and number of cycles applied, the shift in half-wave potential of the
RSDT-synthesized Fe-N-C was found to be comparable or better than that of these catalysts [105,142,246].
The excellent performance stability of the catalyst may be related to the degree of graphitization of the
carbon and the presence of carbon encapsulated metal rich particles. Although a two electron reaction
mechanism dominates at higher potential, the presence of the encapsulated particles and metal oxide
particles likely ensures that any peroxide is reduced at lower potentials [112], as evidenced by the two stage
reaction mechanism shown in Figure 10.9 b. Although any commercial use of RSDT synthesized Fe-N-C
will require optimization of the process to improve activity, the superior stability of the Fe-N-C catalyst
compared to the commercial Pt/C does encourage further research in to the RSDT process for developing
PGM-free catalysts.
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10.13. RDE analysis in acid electrolyte
Although the Fe-N-C catalysts in this study are intended for use in AEMFCs, the need for M-N-C
based cathodes in PEMFCs cannot be discounted, so the Fe-N-C sample was also tested in acidic electrolyte
using RDE. In contrast to the performance in alkaline medium, the as-synthesized Fe-N-C sample showed
low activity in acid compared to other reported PGM-free ORR catalysts [176,247,248]. The CV of the
sample in N2 saturated electrolyte (Figure 10.10 a) showed some redox features around 0.6 V that may be
related to the oxidation/reduction of surface functional groups such as quinone-hydroquinone groups [249].
Figure 10.10 b shows LSVs acquired for three rotation speeds. Based on the half-wave and onset potentials,
the performance of the catalyst in acid was poor. Further, the distortion of the sigmoidal shape of the
polarization curve of Fe-N-C (shown in figure 10.10 b) is indicative of sluggish reaction kinetics. As
discussed in the introductory section, M-N-Cs catalysts have generally been found to perform poorly in
acidic media due to stability issues associated with exposed Fe-Nx sites, and non-encapsulated metal
particles that can get leached by the acid. So, based on the results of characterization discussed in this
chapter the low activity of the RSDT synthesized Fe-N-C catalyst in acid was not entirely unexpected. It
may be possible to improve activity in both acidic and alkaline media by increasing the active site density
in Fe-N-C by further optimizing RSDT deposition parameters. However, long term stability in acidic media
would still be a concern for RSDT synthesized and furnace synthesized catalysts.
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Figure 10.10: a) Cyclic Voltammogram of Fe-N-C in N2 saturated 0.1 M HClO4. b) ORR polarization
curves at 1600, 900 and 400 RPM, in O2 saturated HClO4, of as-synthesized Fe-N-C sample.

10.14. Effect of heat treatment on performance in acidic media
The relatively low activity of the Fe-N-C sample in acid and alkali are believed to be due to a lack
of active sites taking part in the oxygen reduction reaction. This may be due to there being fewer active
sites per unit volume or because access to the Fe-Nx sites are somehow restricted. The presence of
amorphous carbonaceous material mixed in with the active material was therefore suspected to be a reason
for reduced activity in acid or alkali. The inactive amorphous carbon can block active sites reducing
measured activity, increase mass transfer losses by blocking meso and micro pores and increase ohmic
losses by reducing inter-particle contact between carbon aggregates. A post synthesis heat-treatment was
therefore applied to the Fe-N-C samples to try and burn off the amorphous material. Based on the results
of TGA (Figure 10.2 a) the partially decomposed organic material in the Fe-N-C sample is completely
burned off in air at around 450°C in air at a ramp rate of 5°C min-1. The decomposition of the organic
material starts well before this temperature. So, the Fe-N-C samples was heat treated at 350°C for 2 hours
under synthetic air. The catalyst film was then prepared and tested by RDE in acid. Figure 10.11 a show
the CV in nitrogen saturated acid of the heat-treated Fe-N-C sample. The CV is comparable to that of as-
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synthesized Fe-N-C (Figure 10.10 a) but with redox features visible at ~0.7 V. Figure 10.11 b shows a
section of the LSV curves of the heat-treated Fe-N-C sample highlighting that the half-wave potential (E1/2)
decreased after heat treatment. Similar results were observed in alkaline media as well, suggesting that the
post processing in the form of heat treating the sample does not improve the activity and in fact decreases
it. While the reasons for the decrease in activity are not clear, it is suspected that it may due to the oxidation
of some of the Fe-Nx active sites.

Figure 10.11: a) Cyclic Voltammogram of heat-treated Fe-N-C in N2 saturated 0.1 M HClO4. b) ORR
polarization curves at 1600 RPM, in O2 saturated HClO4, of heat-treated and as-synthesized Fe-N-C sample.

10.15. Effect of acid leaching on performance
According to literature, poor performance of M-N-C catalysts in alkali or acid may be in part due
to the presence of excess metal rich phases and unencapsulated free particles. In alkali the presence of
inactive phases decreases the measured loading normalized activity while in acid dissolution of the metal
adversely affect catalyst layer morphology and contaminate the electrolyte. Many reported methods for
catalyst synthesis therefore call for an acid leaching process followed by rinsing with deionized water to
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remove any excess metal. The baseline Fe-N-C sample was also treated by acid leaching to check the effect
of this post processing step on RSDT synthesized catalysts.

Figure 10.12: Photographs of the acid leaching setup showing a) heated acid bath and setup for rinsing
leached catalyst. c) ORR polarization curves at 1600 RPM, in O2 saturated 0.1 M NaOH, of acid leached
and as-synthesized Fe-N-C sample.

The acid leaching or washing procedure was adopted from Singh et al. [250]. The acid leaching
procedure involved heating 10 mg of the Fe-N-C catalyst to 60°C in concentrated sulfuric acid in a water
bath for at least 2 hours. The setup used to heat the acid in a water bath is shown in Figure 10.12 a. Once
cool, the catalyst is filtered out using 1.5 μm glass fiber filters (ProWeigh™ Filters) and the setup shown
in Figure 10.12 b. The catalyst is then rinsed multiple times using deionized water to ensure all of the acid
is removed (checked using pH paper). The filter is replaced from time to time during this process. Finally,
the catalyst was allowed to dry overnight covered. Approximately 5 mg of acid leached Fe-N-C was left
over after the process which was used to make the ink and the RDE film. The acid leached sample was
tested in alkaline electrolyte and the LSV collected at 1600 RPM is shown in Figure 10.12 c. Compared to
the as-synthesized Fe-N-C, acid leaching resulted in a shift in the diffusion limited current at the lower
potential range. This may be due to the modifications to the pore morphology resulting from metal leaching
110

and rinsing of the sample. There was no measurable difference in the onset potential and a small shift in
half-wave potential resulting from the decrease in diffusion limiting current. Based on these results, it can
be concluded that acid leaching did not offer any measurable improvement to catalyst performance. It is
worth mentioning that while there are numerous reported cases where acid leaching and washing improved
activity, others have reported a reduction in activity in Fe-N-C catalysts [251,252]. This experiment
reaffirms the conclusion that improving the electrochemical performance will require optimization of the
RSDT deposition parameters and post processing in the form of heat treating or acid leaching offers no
measurable benefits.

10.16. Conclusions
A foundation was established for RSDT synthesis of M-N-C electrocatalysts for oxygen reduction
by depositing, characterizing and testing a baseline Fe-N-C sample. The fundamental structural and
chemical properties of RSDT synthesized carbon, nitrogen-doped carbon and Fe-N-C were analyzed and
compared with similar materials synthesized by furnace-based processes. The following conclusions were
made from this analysis,
1. Phase analysis by XRD indicated the presence of partially graphitized carbon, amorphous material
and iron rich phases.
2. TGA confirmed the presence of inactive organic material mixed in with active material which may
adversely affect the performance of the Fe-N-C sample.
3. Raman spectroscopy was found to be a useful method for studying the structure of the carbon
support matrix and for qualitative comparisons of the nitrogen doping levels in catalysts.
4. TEM imaging confirmed the presence of clusters of metal oxide particles which is indicative of
higher than optimal metal loading. Carbon encapsulated metal oxide particles which positively
influence stability, were also identified.
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5. Presence of atomically dispersed iron atoms was observed using aberration corrected STEM
imaging. However, clear evidence of metal-nitrogen coordination could not be obtained.
6. The Fe-N-C sample collected from the Si substrate after deposition was found to have a mesoporous
morphology with an average pore diameter of 18.18 nm. Differences in morphology were also
noted between the as-deposited Fe-N-C on Si substrate and the flakes formed when Fe-N-C powder
is scraped off the Si substrate.
7. XPS analysis indicated high levels of pyridinic nitrogen in the baseline sample, even compared to
some better performing Fe-N-C catalysts reported in literature. However, the nitrogen content was
found to be very low and close to the XPS detection limit, suggesting that increasing the nitrogen
content may be key to improving catalyst performance.
8. XPS also confirmed that the surface metal loading is higher than what is reported for well
performing M-N-C catalysts. Therefore, the reduction of metal loading is also a potential route to
improving catalyst activity.
9. RDE analysis in alkaline media confirmed activity towards ORR through a two-stage mechanism
involving the formation of peroxide intermediates. Based on this mechanism and the results of
materials characterization of the Fe-N-C sample, it is likely that the volume average density of
active sites is too low.
10. Despite the relatively poor activity, stability of the baseline sample was remarkably high, compared
to commercial Pt/C and metal-nitrogen-doped catalysts reported in literature.
11. Performance of the catalyst in acid media was poor comparted to commercial PGM-based catalysts.
Post processing steps such as heat treatment to remove the inactive organic material and acid
leaching to remove excess material did not yield very promising results.
In conclusion, the baseline Fe-N-C sample showed modest performance in alkali and excellent
stability. The low activity is in part due to low concentration of accessible Fe-Nx active sites, high metal
loading and the presence of inactive organic material mixed in with the active material. Attempts to address
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some of these issues through post processing steps did not yield useful results, so improvements to the
baseline’s performance by will require optimization of the deposition process itself. Removal of the inactive
carbonaceous material by adjusting flame conditions is complicated by the narrow window of operation
conditions where the flame is stable with reasonable material yield. In the next chapter, measures to address
the issues associated with the iron loading and nitrogen content by modifying the precursor composition
are discussed.
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Chapter 11: Precursor optimization to improve electrochemical
performance of RSDT synthesized M-N-C catalysts
11.1. Objectives
The objective of this chapter is to study the effect of precursor concentrations and composition
(including iron content, cyanamide content and metal type) on electrochemical performance in order to
identify a solution pathway towards improving the activity of RSDT-synthesized M-N-C. The effect of
metal loading on the electrochemical performance is evaluated by varying the concentration of the iron
precursor in the precursor solution. Similarly, the effect of nitrogen content is studied by varying nitrogen
precursor concentration. Finally, the effect of metal type is also explored by replacing the Fe atom with Ni
and by using a combination of Fe and Ni to prepare a dual metal catalyst.

11.2. Experimental
Multiple samples of metal-nitrogen-doped carbon were deposited by RSDT following the setup
and procedure used for synthesizing the baseline Fe-N-C sample. The differences in deposition were only
limited to the composition of the precursor solution stemming from differences in the concentration or type
of precursor solutes. The materials used in this study are shown in Table 11.1.

114

Table 11.1: Precursor solutes used for synthesizing samples analyzed in this chapter.

Chemical name

Chemical formula

CAS number

Supplier

Purity/Assay

FeCl3

7705-08-0

Sigma Aldrich

Reagent grade

CH2N2

420-04-2

Sigma Aldrich

99%

Ni(C5H7O2)2

3264-82-2

Sigma Aldrich

95%

Anhydrous iron
(III) chloride

Cyanamide

Nickel (II)
acetylacetonate

11.2.1. Physical and chemical characterization
The pore size distribution was measured by nitrogen adsorption and BET analysis using a
Micromeritics ASAP 2020 analyzer. The sample was degassed overnight at 105°C prior to nitrogen
adsorption. SEM images were acquired on a Thermo Scientific™ Quanta™ 250 FEG field emission source
SEM using an Everhart-Thornley detector, while EDS analysis was performed using a Peltier cooled EDAX
detector at 20 kV incident beam energy. Raman spectroscopy was performed on a Renishaw System 2000
using 514 nm laser source. Measurement of metal loading was performed using a Perkin Elmer Optima
7300DV Inductively Coupled Plasma-Optical Emission Spectrometer (ICP-OES) at the Metal division of
the Center for Environmental Sciences and Engineering (UCONN). Samples for ICP-OES were prepared
by re-dispersing 20 μL of catalyst ink in 0.5 mL anhydrous ethanol (Fisher Scientific). These samples were
further dilute in deionized water and re-dispersed at the time of analysis.
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11.2.2. Electrochemical characterization
The catalyst ink was prepared from the as-deposited material by measuring 5 mg of the deposited
material and 0.9 mL anhydrous ethanol (Sigma Aldrich) in a 1.5 mL PTFE vial (Fisher Scientific), and
sonicating in an ice bath for at least 5 minutes before adding 0.1 mL of 5 wt% Nafion™ solution (1100EW
in alcohol). The ink was sonicated for 60 minutes in an ice bath. A 10 μL aliquot of the ink was pipetted on
to a 5 mm outer diameter Glassy Carbon electrode (Pine Research Instrumentation) and allowed to dry
covered at room temperature for 30-60 minutes. The calculated catalyst loading is 0.25 mg cm-2 and the
Nafion™ ionomer to catalyst weight ratio is 0.86. Both the catalyst ink preparation and RDE film formation
procedures were optimized for the RSDT synthesized material after multiple trials. The ink preparation was
based on the work by Liu et al. [216].
All potentials in this study are reported with respect to RHE. All RDE measurements were
performed using an AutoLab PGSTST302N potentiostat at a potential scan speed of 10 mV s-1 unless
otherwise specified. The working electrode was mounted on an MSR rotator (AFMSRCE, Pine Research
Instrumentation). RDE measurements in alkaline electrolyte were performed in a custom designed solid
PTFE cell, with an alkaline/HgO reference electrode (CH Instruments, CHI152), Pt wire counter electrode
and 0.1 M NaOH electrolyte (Sigma Aldrich, pellets, semiconductor grade) at room temperature which
ranged from 293-298 K. The electrolyte was purged for 60 minutes with nitrogen (Airgas). Electrochemical
cleaning was performed by cycling the potential between -0.08 V to 1.37 V for at least 40 cycles at a scan
speed of 200 mV s-1. CVs were recorded between 0.05 V to 1.0 V. A background scan was also acquired
by scanning between -0.08 V to 1.22 V for one cycle at 1600 RPM. The electrolyte was then purged with
oxygen (Airgas) for 60 minutes and polarization curves for ORR were recorded by scanning from -0.08 V
to 1.22 V followed by a scan from 1.22 V to -0.08 V, at electrode rotation speeds of 2500, 1600, 900 and
400 RPM. The LSV data from the cathodic sweep (1.22 V to -0.08 V) was used for electrochemical analysis,
following the procedures adopted in literature [125,216]. The onset potential was measured at a current
density of 0.0001 A cm-2.
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Electrochemically accessible surface area (EASA) was determined using a method derived from
the one used by Mamtani et al. [252]. The average current (after correction) measured in the potential
window 1.0 – 1.2 V is assumed to be the double layer capacitance current (Idl). The double layer capacitance
(in Farad) is calculated using the values of Idl (in Ampere) and scan rate (v, in V s-1) according to the equation
11.1. Then EASA is calculated using the estimated Cdl and the value of specific capacitance (Cs) of doped
carbon from literature, 0.2 F m-2 as shown in equation 11.2 [253,254]. This value of EASA is then
normalized with respect to the catalyst loading to obtain the normalized EASA in m2 (gcatalyst)-1.
𝐶𝑑𝑙 =

𝐼𝑑𝑙⁄
𝑣

EASA =

(11.1)

𝐶𝑑𝑙
⁄𝐶
𝑠

(11.2)

11.3. Correlating measured concentration with precursor concentration
In order to correlate catalyst performance to metal loading or nitrogen content, it is first necessary
to establish a correlation between the target concentration (expected or desired concentration) and the actual
concentration in the deposited material. This is especially important in flame spray methods like RSDT
since the flame and substrate are essentially open to the environment. In this study, the precursor
concentrations are determined based on target concentrations. So, the iron precursor concentration for
example is considered equivalent to the target iron loading and so it is enough to derive the relationship
between the weight of iron precursor in the precursor solution and the actual measured loading in the
catalyst.
The next step in determining the correlation between target and actual metal loading is to accurately
measure the metal loading in the catalyst. While TGA can be used to determine the residual oxide weight
percent, there are concerns regarding the sensitivity of instrument at low metal loadings. Also, assumptions
regarding the oxygen content in the residual material remaining after TGA introduces additional errors.
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Other characterization techniques considered such as EDS and XPS but were found to be unsuitable as well.
In the case of EDS, accurate quantitative analysis ideally requires the preparation of multiple standards of
known composition. While in the case of XPS, the measurements are usually only indicative of surface
concentrations of the sample being analyzed. This may be drastically different from the bulk concentration.
ICP-OES was identified to be a suitable technique for measuring metal loading given that it has been used
extensively to determine catalyst metal loadings in PGM-based catalysts deposited by RSDT [58,179]. In
addition, ICP is also suitable for analyzing catalyst dispersions. So, the metal loading in the catalyst ink
used for RDE analysis was measured making the correlation between precursor concentration and actual
metal loading more accurate.

Table 11.2: List of precursor concentrations, target metal loadings of all samples analyzed in this chapter.

Nitrogen
Metal loading (μg metal
Sample ID

Metal precursor [weight (g)]

precursor
per μg of M-N-C)
[weight (g)]

Fe-N-C

Iron (III) chloride [0.08]

Cyanamide [10]

0.0236

Fe-N-C_75F

Iron (III) chloride [0.06]

Cyanamide [10]

0.0182

Fe-N-C_50F

Iron (III) chloride [0.04]

Cyanamide [10]

0.0133

Fe-N-C_20F

Iron (III) chloride [0.016]

Cyanamide [10]

0.0092

Fe-N-C_50N

Iron (III) chloride [0.08]

Cyanamide [5]

0.0218

Fe-N-C_150N

Iron (III) chloride [0.08]

Cyanamide [15]

0.0211
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Ni-N-C

Nickel acetylacetonate [0.063]

Cyanamide [10]

Iron (III) chloride [0.04];
Fe-Ni-N-C

0.0173

0.0203;
Cyanamide [10]

Nickel acetylacetonate [0.063]

0.0174

Table 11.2 lists the sample ID, metal and nitrogen precursor weights in the precursor solution and
the metal loading measured by ICP-OES for all samples analyzed in this chapter. The graph in Figure 11.1
shows the relationship between the measured metal loading and iron precursor content for four samples.
The samples were prepared by varying the iron content in the precursor solution to make catalysts with
target loadings that were 20%, 50% and 75% of that of the baseline Fe-N-C, called Fe-N-C_20F, Fe-NC_50F and Fe-N-C_75F respectively. The measured Fe loadings of samples Fe-N-C_50F and Fe-N-C_75F
are about 56% and 77% the metal loading of Fe-N-C which are close to the target loadings. However, the
Fe loading in Fe-N-C_20F is 39% of the loading in Fe-N-C which is twice the target value. Based on the
trend of the data in Figure 11.1 a, it seems that the deviation of the measured loading from the target appears
to increase as the target loading decreases.

119

Figure 11.1: Correlation between target and actual metal loading for sample with varying iron content. The
target metal loading is represented in terms of the weight of iron precursor solute in the precursor solution.

In the case of the nitrogen content in the catalyst, reliable measurements could not be made by
EDS, XPS or ICP-OES. In the case of XPS analysis, nitrogen peaks could not be detected in the samples
analyzed. The samples were prepared similar to the baseline Fe-N-C by direct deposition on to Si substrates
and multiple points on the surface were analyzed. In the case of baseline Fe-N-C sample, the nitrogen
surface content in the XPS specimen was already close to the detection limit and the data used in analysis
was noisy. It is therefore suspected that the nitrogen content near the surface in specimen prepared for XPS
analysis is less than the practical detection limit of the specific instrument used. As a result, in addition to
the surface nitrogen content, the correlation between pyridinic nitrogen content and electrochemical activity
could not be determined for RSDT synthesized samples. For this discussion, due to the challenges
associated with accurately determining nitrogen content at low concentrations, the actual concentration is
assumed to be equal to the target concentration, expressed in terms of weight of cyanamide in the precursor
solution.
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11.4. Effect of iron content on performance
The effect of iron content on the electrocatalytic performance is illustrated by the CVs and LSVs
in Figure 11.2 a and b respectively. While the CV of iron-nitrogen-doped carbon sample in alkali appears
featureless, significant changes were observed in double layer capacitive current (Idl) measured in the 1.0 –
1.2 V regime. The change in the value of Idl is attributed to changes in the pseudocapacitive behavior of the
catalyst. In order to better characterize this change, an approximate value of EASA was calculated from
value Idl. It is important to note that the value of double layer capacitance determined using equation 11.1
is an approximation. In addition, it is assumed that the value of specific capacitance used in equation 11.2
holds true for RSDT-synthesized iron-nitrogen-doped carbon. Therefore, the EASA values as they are
discussed here are only useful for comparisons between catalysts of the same type, synthesized by the same
method. As shown by the graph in Figure 11.3 a, the EASA values decreases with increasing metal loading.
The EASA values are an indication of the number of active sites that are accessible. As metal loading
increases, more metal rich clusters are formed which block active sites that would have been accessible had
the metal-rich nanoparticles been more dispersed. Figure 11.3 b shows the change in onset potential, a
measure of activity towards ORR, with increasing metal loading. As expected, the activity showed a
predictably decreasing trend as metal loading was increased. This trend matches the trend observed with
the calculated EASA value in Figure 11.3 a. It should be noted that while there is a decrease in the onset
potentials, the difference in the values are small, with only a 20 mV difference between the baseline Fe-NC and Fe-N-C_20F. The corresponding LSVs in Figure 11.2 b shows that the curves are in fact very close
to each other. This is believed to be related to the low nitrogen content in the catalysts. Since the nitrogen
content as well as the active site density in the RSDT synthesized catalysts are both very low, the differences
in activity arising from changes in loading are small.
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Figure 11.2: a) CV in N2 saturated 0.1 M NaOH and b) LSV (at 1600 RPM) in O2 saturated 0.1 M NaOH,
of iron-nitrogen-doped carbon catalysts synthesized by RSDT with different target iron loadings.

The decrease in EASA and Idl with increasing iron loading may also be related to an increase in
nitrogen content in the carbon. It is well documented that nitrogen and metal-doped carbons show
supercapacitive properties and the capacitance typically increases with the nitrogen dopant content [255–
257]. The D-G ratio determined by Raman spectroscopy in Figure 11.3 c increases from the low loaded
sample Fe-N-C_20F to Fe-N-C_75F. Increasing D-G ratio is associated with an increase in disorder in sp2
carbon, which in this case may be due to the increased incorporation of nitrogen atoms into the graphene
structure. Based on the data for samples Fe-N-C_20F, Fe-N-C_50F and Fe-N-C_75F in Figure 11.3 a and
c, it can be inferred that increasing the metal content, and thereby increasing the concentration of iron in
the reaction zone of the RSDT flame, influences the deposition process resulting in an increase in the
nitrogen content. The exact mechanisms of this process are not well understood and deserve more analysis
as part of future work. However, the Fe-N-C sample does not fit in well with this explanation. The measured
D-G ratio shows a drastic decrease from sample Fe-N-C_75F to the baseline Fe-N-C sample and the reasons
for why very high iron loading results in an apparent decrease in the D-G ratio is not clear.

122

Figure 11.3: a) Variation in EASA, calculated from CVs in Figure 11.2, with iron loading. b) Variation in
onset potential (Eonset) with iron loading measured by ICP in RSDT synthesized iron-nitrogen-doped carbon
catalysts. c) Graph showing the change in D-G ratio determined by Raman spectroscopy with increasing
measured iron loading.

11.5. Effect of cyanamide content on performance
Since the nitrogen content in the catalysts could not be determined accurately using available
characterization techniques, the cyanamide content in the precursor solution is used as an indicator of the
nitrogen content in the deposited material. As previously mentioned, it is assumed that the actual nitrogen
content in the deposited material is equal to the target nitrogen content.
Figure 11.4 a shows the CVs for the three catalyst samples deposited with three different cyanamide
content. Due to solution stability issues, more than 15 g of cyanamide could not be dissolved in the precursor
solution. Increasing the cyanamide content from 5 g to 10 g, did not result in any noticeable change to the
double layer capacitance dominated region (1.0 – 1.2 V) for samples Fe-N-C_50N and Fe-N-C as shown
in Figure 11.4 a. When increased further to 15 g, the capacitive current increased significantly. The
corresponding values of EASA were calculated and a graph showing their variation with cyanamide content
is shown in Figure 11.5 a. The general trend suggests that increasing cyanamide content increases the EASA
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values likely due to an increase in the nitrogen content in the catalyst resulting in a greater number of ORR
active sites per unit volume.

Figure 11.4: a) CV in N2 saturated 0.1 M NaOH and b) LSV (at 1600 RPM) in O2 saturated 0.1 M NaOH,
of iron-nitrogen-doped carbon catalysts synthesized by RSDT with different cyanamide content.

The variation in onset potential (Figure 11.5 b) was more difficult to interpret. It was expected that
like the EASA values the onset potential would also increase with increasing cyanamide content, but a
decrease in activity was observed when going from sample Fe-N-C_50N to Fe-N-C as shown in Figure
11.5 b. This can be explained by taking a closer look at the actual metal loading, listed in Table 11.2, for
these samples. Although the iron precursor concentration was kept the same for samples Fe-N-C_50N, FN-C and Fe-N-C_150N, the actual loading is slightly different. The actual metal loading is highest for FeN-C which shows the lowest value of onset potential, followed by Fe-N-C_50N. As mentioned previously,
the presence of more iron in the reaction zone during deposition may be adversely affecting nitrogen
incorporation into the catalyst. Fe-N-C_150N which had the highest cyanamide content and the lowest
measured iron loading exhibited the highest onset potential amongst the three samples. The D-G ratio in
Figure 11.5 c suggests that the degree of disorder first decreases and then increases with increasing
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cyanamide content. This may be due to the effect of cyanamide content and iron loading on the nitrogen
content and disorder in the carbon structure. However, sample Fe-N-C_50N had the lowest cyanamide
content and moderate level of iron loading but also showed the highest value D-G ratio. This phenomenon
could not be explained satisfactorily using the available data. For future investigations, it recommended
that the nitrogen content in the catalysts be accurately determined. It may be possible to shed more insight
into the factors affecting activity and the influence of metal content on nitrogen incorporation if the actual
nitrogen content is known.

Figure 11.5: a) Variation in EASA, calculated from CVs in Figure 11.4, with cyanamide content. b)
Variation in onset potential (Eonset) with cyanamide content in precursor solution. c) D-G ratio measured
by Raman spectroscopy of catalysts with increasing cyanamide

11.6. Effect of type of metal atom on performance
In addition to analyzing the effect of metal and nitrogen content, it is also important to investigate
the possibility of using different precursors for synthesizing M-N-C catalysts using RSDT. In addition to
being scalable, the RSDT deposition process may be useful as a research tool for fabricating new
formulations of PGM-free catalysts with greater throughput than furnace-based methods. So, nickel-based
M-N-Cs were deposited as part of this study.
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Nickel was selected as it is transition metal and its use in PGM-free cathode and anode catalysts
has been studied previously [86,133]. Cobalt was also considered, however precursor solutions prepared
using available cobalt precursors were found to be unstable. Two M-N-C samples were prepared. In one
case the iron precursor was replaced a nickel precursor, while in the second case a dual metal catalyst was
prepared using a solution with 1:1 molar ratio of iron to nickel. The nickel only sample is referred to as NiN-C and the dual metal sample is Fe-Ni-N-C. Precursor solute weights and actual metal loadings are listed
in Table 11.2.

Figure 11.6: a) LSV at 1600 RPM in O2 saturated 0.1 M NaOH of Ni-N-C and Fe-Ni-N-C compared to FeN-C_50F sample. An exploded view of the region in shaded yellow is shown in inset. Morphological
differences observed in SEM images of b) Fe-Ni-N-C and c) Fe-N-C_50F. SEM images were acquired of
sampled directly deposited on Si. In b) a magnified image of the region shaded in yellow is shown in inset.

The ORR polarization curves at 1600 RPM for Ni-N-C and Fe-Ni-N-C are shown in Figure 11.6 a.
For comparison, the curve for Fe-N-C_50F is also shown. Fe-N-C_50F was selected for comparison as its
metal loading was closest to the nickel-based samples. The presence of Ni was found to decrease the onset
potential compared to the sample containing only Fe. According to literature, the iron-based M-N-C
catalysts are expected to show superior performance compared to nickel based ones, however the shift in
onset potential observed in Figure 11.6 a is quite small. In fact, the difference in onset potential between
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Fe-Ni-N-C and Fe-N-C-50F was not discernible and this may be related to the low active site density in the
catalyst sample.
More interestingly, morphological differences were very apparent in the samples with nickel. SEM
images of the Fe-Ni-N-C in Figure 11.6 b show denser structures and an absence of the characteristic
network structure formed by carbon agglomerates, which can be seen in the case of sample Fe-N-C_50F
(Figure 11.6 c). Such differences in morphology are expected to affect the porosity, activity and stability of
the catalysts layer and electrode in the fuel cell. Unfortunately, due to the low concentration of nitrogen and
active sites in the material, it is difficult to quantify the effect of catalyst morphology. Therefore, as part of
future work it is recommended that the primary focus be on increasing the active site density in RSDT
synthesized M-N-C catalysts. This can improve activity and make it possible to more accurately quantify
differences in performance and composition. Only after this can further optimization of the remaining
parameters. A solution pathway for this issue could be found in alternative nitrogen containing precursors
and the replacement of the precursor solvents with nitrogen containing aromatics solvents. It will also be
necessary then to address the issues associated with solution stability and atomization.

11.7. Conclusions
The effect of precursor concentration and composition on electrochemical performance was studied
and issues associated with RSDT-synthesized M-N-Cs were identified. The following conclusions are the
conclusions from this study,
1. The importance of correlating target composition (or expected composition) with actual measured
composition of the catalyst was established.
2. Difficulties associated with accurately measuring nitrogen concentration in the catalyst were
discussed. Due to low nitrogen content, XPS was not sufficient to accurately measuring the overall
nitrogen content or determining fraction of pyridinic nitrogen.
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3. Increasing iron loading was found to decrease activity of the catalyst. An approximate value of the
electrochemically accessible area was calculated, and it was also found to decrease with increasing
metal loading.
4. Using a combination of calculated EASA, Raman spectroscopy and onset potential measurements,
it was inferred that the presence of the metal atoms in the reaction zone of the flame during
deposition significantly affects degree of disorder and nitrogen content in the deposited material.
5. Effect of cyanamide content was correlated with onset potential. However, since the actual nitrogen
content in the catalyst was not known, some phenomena could not be explained satisfactorily.
6. Replacing Fe atoms with Ni resulted in a decrease in onset potential. However, due to the low active
site density, the differences in onset potential were small making it difficult to quantify the effect
of metal type on activity.
7. The morphology of the Ni containing M-N-C catalysts was found to be significantly different from
Fe-N-C type catalysts and reinforced the hypothesis that the metal atom significantly influences
the RSDT deposition process.
Based on the results of this section, it can be concluded that the RSDT process has the potential to
be a scalable method for synthesizing PGM-free catalysts provided some critical issues are addressed. The
greatest challenge at present is the low active site density which not only affects catalyst performance but
also makes it difficult to optimize deposition parameters to improve the activity. Solution pathways to
address this issue as part of future work are discussed in greater detail in the section on future work.
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Section IV: Application of correlative
characterization for analyzing
impurities in carbon black
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Chapter 12: Multi-scale multi-modal correlative characterization of
impurities in carbon black
12.1. Objectives
The aim of this chapter is to develop a multiscale correlative characterization workflow to locate,
expose and analyze non-homogeneously distributed microscopic impurity particles in carbon black used in
fuel cell and lithium ion battery applications. The correlative characterization workflow employed
characterization tools of multiple modalities including x-ray computed tomography (X-CT), laser/ion beam
milling and SEM-EDS to locate and analyze particles of interest in relatively large volumes of carbon black
powder. Spatial, morphological and compositional information about the impurities were obtained using
the correlative workflow and this information can be used to investigate sources of the impurities and for
predicting failure modes in the final device. A more conventional solution to the problem based on extensive
sample preparation and automated SEM-EDS is also described and discussed in comparison to the
correlative workflow. The work presented in this chapter is published in the Journal of The
Electrochemistry and was presented in poster form at the 2019 Microscopy and Microanalysis conference
in Portland, Oregon [163,258].

12.2. Need for multi-scale and multi-modal correlative characterization
Carbon black and graphite powders are used extensively in fuel cell and lithium ion battery
applications due to their unique combination of chemical, structural and electronic properties
[185,259,260]. Carbon black based conductive additives are mixed with the active electrode material and
polymer binder in lithium ion battery cathodes to ensure efficient electronic transport [261]. In water
electrolyzers and PEFCs, carbon black is used as support material for catalyst nanoparticles, especially in
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PGM electrocatalysts [24,29,262]. In all cases, conductive carbon blacks of high purity are required. The
presence of trace impurities can degrade the performance of fuel cells and batteries while larger impurity
particles can cause catastrophic failures in the device. Metal rich conductive impurity particles can cause
losses due to shorting in electrodes. Impurity particles larger than 10 μm have the potential to puncture
fragile device components such as the electrolyte membrane and gas diffusion electrodes in fuel cells the
polymer battery separator in lithium ion batteries creating serious safety concerns [263]. These large
particles can be a concern to manufacturers even at concentrations of 10 ppb. So, it is of commercial interest
to analyze their size, morphology and composition as this information can be used to identify potential
sources of contamination and predict failure modes in the device.
Although there is interest in analyzing impurities in the 10 μm size range, it is a practically
challenging prospect because these particles account for only a small fraction of the total metallic
contamination in the sample. They are also non-uniformly distributed in the powder. Therefore, it is difficult
to determine their number and distribution using electron microscopy or spectroscopy since it is difficult to
locate them and despite the commercial interest, there is little published literature detailing methods or
workflows for detecting contamination in low density powders like carbon black. Traditionally, industry
has relied on techniques such as ashing or thermogravimetric analysis (TGA) to reduce the large volumes
of carbon powder to more manageable volumes before analyzing with other techniques. However, high
temperature heat treatments in air can significantly alter the chemical state and size distribution of the
impurity particles [264–267]. Previous analysis revealed that significant fraction of the metallic impurities
was found to be iron rich magnetic particles such as pure iron, galvanized steel, various iron alloys and iron
oxide. Magnetic separation was found to be a fast and reliable method for removing magnetic impurities
even at ppb levels. However, this method cannot be used for separating or analyzing non-magnetic impurity
particles. For analyzing nonmagnetic impurities at low concentrations in carbon black while minimizing
changes to their original structure and composition, methods exploiting the density difference between
impurity and carbon particles is often used. One conventional approach involves dispersing carbon black
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in a solvent followed by multiple centrifugation steps to separate the lighter carbon from the heavier
impurity particles, which are analyzed using microscopic and chemical methods after separation. Both
magnetic and nonmagnetic impurities can be analyzed by this approach but separating metallic particles at
ppb level from carbon black using centrifugation is a laborious process that is susceptible to crosscontamination at multiple stages of centrifugation and handling.
X-ray based imaging techniques offer a fast and reliable way to analyze metallic impurities in
relatively large volumes of low density, by making use of the atomic number dependence of the mass
absorption coefficient [268,269]. With a source of sufficient intensity, low concentrations of metal-rich
particles can be easily identified in significant volumes of low atomic number (Z) powders such as carbon
black [270–272]. The composition of microscopic particles may be determined by x-ray florescence based
analysis, however, commercially available instruments are limited to detecting impurities larger than 20
µm [273]. SEM-EDS based techniques offer a way to image individual particles and analyze their
composition at higher resolutions than x-ray-based microscopes but are limited in the volume of material
that can be analyzed and therefore have lower throughput than x-ray-based techniques. In addition, SEMEDS analysis is limited to surface layers only a few microns deep depending on the accelerating voltage of
the electron beam, making it unsuitable for studying impurities present in low concentration in powders.
An approach based on multiscale correlative characterization techniques that makes use of multiple
modalities suited to each length scale would be significantly more advantageous [160,274–276].
The multi-scale correlative workflow described in this study combines high resolution 3D x-ray
computed tomography (X-CT) with laser/ion beam milling and energy dispersive x-ray spectroscopy
(EDS). The issues associated with low tap density of the carbon black powder were addressed by
encapsulating it within hardened epoxy to form a self-supporting block. This also made it easier to handle
the sample and reduced the chances of contaminating the characterization tools and vacuum chambers with
loose carbon particles. As an alternative to encapsulating in epoxy, compressing the powder into selfsupported pellets or coupons is recommended provided care is taken to not introduce contaminants while
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compressing. Given the relatively high throughput of x-ray microscopy compared to electron microscopy,
X-CT was used to locate areas with metal rich impurity particles in the encapsulated powder. Then particles
of interest where analyzed by exposing them using ion and laser beam milling followed by EDS based
elemental analysis. The X-CT makes it possible to target regions of interest at high efficiency without
having to search through the entire volume of sample using electron microscopy. The FIB setup,
supplemented with a nanosecond pulsed laser source that significantly increased the milling rate, was then
used to remove material and access selected particles within the encapsulated block.

12.3. Materials and methods
12.3.1. Carbon black sample
The carbon black powder used in this study finds application primarily as a conductive additive in
lithium ion battery cathodes. The sample and the compositional information shown in Figure 12.1 b were
obtained from an industrial partner as part of a collaborative study. The tap density of the sample is 0.075
g cm-3 and was not pelletized before use. The impurity content in the sample was quantified using ICPOES. The sample for ICP-OES was prepared by ashing 20 g of the sample followed by dissolution of the
residual in concentrated hydrochloric acid and nitric acid. The solution was finally diluted prior to ICPOES analysis. SEM image in Figure 12.1 a was acquired using a Thermo Scientific™ Quanta™ 250 FEG
field emission source SEM using an Everhart-Thornley detector.
The ICP-OES results indicate relatively high concentrations of Si in addition to seven other metals
with concentration over 1 ppm. Other elements above the detection limit of 0.1 ppm include Cr, Cu, Mg
and Mn at 0.34, 0.14, 0.46 and 0.17 ppm, respectively. While ICP-OES analysis provided average elemental
composition of the bulk sample, the size distribution or composition of individual particles cannot be
selectively obtained.

133

Figure 12.1: a) Low magnification SEM image of the carbon black powder showing the variation in particle
or flake size. b) ICP-OES results showing the elemental composition of the ashed, diluted carbon black
sample.

12.3.2. Preparation of epoxy-encapsulated samples for use in correlative workflow
About 5 g of powder (Figure 12.2 a) was encapsulated in slow curing, cold-mounting epoxy
(PELCO® Epoxy Resin, Ted Pella) to make a self-supported block of dimensions 75 x 22 x25 mm3 as
shown in Figure 12.2 b. This block was analyzed by X-CT, however due to dimensional constraints imposed
by the laser-milling system, it was necessary to slice the original block to prepare 1 cm thick sections for
analysis. So, in the description of the workflow is based on a 10 x 22 x 25 mm 3 and with appropriate
modifications to the laser milling setup, it should be possible to work with larger sample blocks using the
correlative workflow described in this study.
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Figure 12.2: a) Photographs of a) as-received carbon black powder and b) epoxy encapsulated block
containing 5 g of sample powder. c) A 1 cm long section of the block used in this study. The section is
mounted on the sample holder for the laser milling system in the picture

12.3.3. Conventional workflow based on centrifugation and automated SEM-EDS
As a reference for comparison with the correlative approach, a more conventional separation
technique based on centrifugation was used to concentrate large metallic impurities. For concentrating large
metallic impurities with the target limit of detection of 2 ppb, 900 g of carbon black powder was dispersed
in 1-gallon N-Methyl-2-Pyrrolidone (NMP) solvent, then diluted by a factor of 10 before centrifuging. The
centrifugation conditions were chosen to ensure that impurity particles over 3 µm in size and with a density
at least the same as iron will be quantitatively collected at the bottom of centrifuge tubes. This multi-stage
centrifuging combined with the removal of floating carbon black produced about 10 mg of concentrated
solid impurities. This residual was dispersed in ethanol and stored under nitrogen to reduce the chances of
oxidation. The preparation of this sample, referred to as the “concentrated impurities sample”, took
approximately 1-2 weeks and was performed by the industrial collaborator involved in the original project.
The size and composition of the particles in the dispersion was determined using automated SEMEDS using the Aspex Explorer Variable Pressure SEM with a thermionic source. The SEM specimen was
prepared by putting 1-2 drops of the concentrated carbon sample dispersed in ethanol on a spectroscopy
grade carbon planchet (total impurities <2 ppm, Ted Pella) using a disposable pipette (Fisher Scientific)
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immediately after agitating the dispersion using a vortex mixer to minimize under sampling of larger or
heavier particles. The planchet was allowed to dry overnight in an inert environment. A backscatter electron
(BSE) detector was used to enhance the difference in contrast between the particles with heavy metal
elements and the carbon surface of the planchet. The SEM was set up to automatically scan the surface of
the planchet, identify particles with an average diameter larger than 0.1 μm and analyze their composition.

12.4. Description of the multiscale correlative workflow
Figure 12.3 shows the steps in the correlative workflow from a broad perspective. First, the epoxyencapsulated carbon black is imaged using a ZEISS Xradia 520 Versa X-CT with a 150kV/10W x-ray beam
and voxel size of 20 μm. The voxel size was selected so that particles and clusters of 10-20 µm can be
identified and the X-CT scan of the sample is completed in six hours. To analyze selected impurity particles
identified by tomography, laser/ion beam milling was employed followed by EDS (Oxford Instruments).
The milling was performed using a modified ZEISS Crossbeam 340 with a Trumpf TruMark 6350
nanosecond pulsed laser system with an average power of 20 W. The coordinates of particles close to an
exposed surface of the sample block are identified with respect to a fiducial mark or reference point on the
sample using the 3D tomography data.
The coordinate system from the x-ray tomography data is transferred to the FIB system using the
ZEISS Atlas 5 software [277–279]. This transfer of modality is achieved using the Atlas software by
overlaying secondary electron (SE) images of the sample surface on the x-ray generated image with the
help of the Atlas 5 software and matching multiple sample features. This step is shown in the green box in
Figure 12.3. Once the coordinates are registered on the FIB system, the nanosecond laser is used to remove
material from the surface at a maximum rate of ~3x105 μm3 per second till a hole of the desired depth was
made. Finally, SEM-EDS is used to generate elemental maps of the particle surface.
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Figure 12.3: A diagram highlighting the steps involved in the correlative workflow process.

12.4.1. X-CT analysis of the encapsulated sample
Figure 12.4 shows X-CT images of the sample generated by stacking 2-D x-ray images. The
grayscale intensity in the image is indicative of x-ray attenuation. Due to the relatively low mass-attenuation
coefficient of carbon, the impurity particles composed of heavier elements can be observed as bright spots
once the image is segmented based on grayscale intensity as shown in Figure 12.4 a. To aid visualization,
in Figure 12.4 b the lookup table (LUT) was modified so that pixels of higher grayscale intensity are
represented by colors from the red end of the spectrum while less intense particles appear blue. The image
was also segmented so that only the impurity particles are visible. Since the extent of x-ray attenuation
depends on the path length [268], larger particles and those composed of heavier elements appear redder in
Figure 12.4 b. The inset in Figure 12.4 b shows some of the particles in more detail. Color gradients in what
appear to be a single particle were also observed which can originate from compositional inhomogeneity
or irregular shapes of particles. It could also indicate the presence of clusters of particles of different phases
and sizes that the X-CT could not resolve. At this stage of the workflow, the compositional information that
can be obtained about the particles is limited.
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Figure 12.4: Isometric views of 3-D rendering of X-CT data where the image is rendered in a) grayscale
and, b) in color by replacing the grayscale LUT [163].

Figure 12.5: a) Side view of 3-D X-CT image of “blank” samples prepared using epoxy without any
encapsulated carbon black powder. Two blank blocks were prepared using slow and fast curing epoxy
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which were stuck together using hot glue at the dashed yellow line. b) 2-D X-CT image at the section
marked by dashed line. A bright particle was observed (marked by circle) in the hot glue. c) Top down view
of carbon black encapsulated sample surface showing no visible particles (bright features). d) Top down
view of a 2-D section showing origin of different contrast features.
To ensure that the particles detected by X-CT are not introduced during the sample preparation
process, “blank” samples were also prepared using only epoxy without any carbon and scanned using the
same parameters. Two blocks of blank samples were attached together using hot glue and, as shown in
Figure 12.5 a, no particles were observed in x-ray images of the blank samples, confirming that the particles
visible in Figure 12.4 are from the carbon black. Some particles were observed in the hot glue (Figure 12.5
b) and on the outer surface of the sample block. So, only particles located in the carbon black powder in the
encapsulated sample were selected for analysis using the correlative workflow. Figure 12.5 c shows a 2D
slice on the XY plane of the sample segmented to highlight the impurity particles. No bright spots are
visible in this slice, but multiple particles were observed in the section shown in Figure 12.5 d. The X-CT
data estimates the thickness of each 2-D slice, so once the surface is identified, the depth of any given slice
can be calculated. The contrast in the grayscale image in Figure 12.5 d was classified based on whether it
represents the impurities, carbon, epoxy or pores. The darker regions represent phases offering relatively
low attenuation to the x-ray beam. The black contrast represents air pockets or pores, while the lighter gray
contrast (grayscale value >110 in 8-bit image) represents the epoxy. The tightly packed carbon black
particles have darker gray contrast (grayscale value between 0 and 110). As mentioned previously, the
bright spots represent particles or cluster of particles rich in heavier elements.

12.4.2. Changing modality from X-CT to FIB
The next step in the workflow in Figure 12.3 is to transfer the tomography data using the ZEISS
Atlas 5 software on the Crossbeam FIB system. SE images of the corners of the sample and fiducial markers
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on surface were acquired and superimposed on the 2-D x-ray image of the sample surface. The Atlas
software allows the 2D x-ray image to be rotated, translated and scaled to match the features seen in the SE
images as shown in Figure 12.6. By matching the x-ray dataset with the SE images, the coordinate system
from the x-ray dataset is spatially registered by the operator with the coordinate system associated with the
sample stage of the FIB.

Figure 12.6: Screenshots showing how X-CT data is registered on the FIB system using Atlas by overlaying
SE images on the x-ray images and matching physical markers or fiducials.
Figure 12.6: Screenshots showing how X-CT data is registered on the FIB system using Atlas by overlaying
SE images on the x-ray images and matching physical markers or fiducials.

12.4.3. Laser beam milling to expose encapsulated particles
To analyze particles that are several hundred microns within the encapsulated carbon black, laser
beam milling was employed to remove material and expose them. The laser beam offers significantly higher
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milling rates than conventional ion sources. Since the laser source was a custom addition to the FIB setup,
additional steps were required to register the position of the sample with the laser system. This was achieved
using a specialized holder shown in Figure 12.2 c and with the help of four optical sensors located at known
positions on the holder. Following the workflow shown in Figure 12.3, the regions of interest on the sample
were identified and the sample was moved to the laser load lock chamber. As previously mentioned, the
milling depth was determined from the x-ray data. The laser milling rate per cycle is dependent on the
material, the pulse frequency, average power and beam traversal rate (velocity). It is also necessary to
optimize these parameters for the specific sample to avoid melting and re-deposition [275,279].

Figure 12.7: SE images of the sample surface a) before and b) after laser milling. c) Optimized laser milling
parameters and d) SE image of the bottom of the laser milled trench.
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Figures 12.7 a and b show SE images of the sample surface before and after laser milling performed
using previously optimized parameters shown in Figure 12.7 c. Material removal rates of up to 3x105 μm3
s-1 could be achieved with minimal material re-deposition using the parameters in Figure 12.7 c. The milling
rates were controlled by first reducing the number of milling cycles and, if required, by reducing the laser
power, usually in steps of 10%. SE image of the bottom of a trench milled on the sample surface using laser
parameters of 50% power, 14.64 kHz frequency and 81.99 mm. s-1 raster velocity is shown in Figure 12.7
d. The width and breadth of the trenches were increased as necessary in order to detect secondary electron
or x-ray signals (for imaging or EDX) from deeper within the sample.

12.4.4. EDS analysis of exposed particles
The final step of the workflow is the compositional analysis of the now exposed particle of interest.
Since the process of linking coordinates using Atlas 5 is performed manually, user induced errors are
possible. In addition, because the registration process is x-ray image-based, its accuracy cannot be higher
than the pixel-size of the X-CT scan. While attempting to locate particles, errors of tens of microns in
locating the particle were routinely observed. However, since the particles analyzed were larger than 10 μm
and the trenches were hundreds of microns across, the impact of the errors was minimized but not
completely removed. Preparing samples with flat, regular surfaces and the placement of multiple fiducial
markings that can be clearly detected by x-ray tomography at the desired resolution might help mitigate
these errors.
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12.5. Discussion about particles identified and analyzed by the correlative workflow
Figure 12.8 shows a series of images of a carbon rich particle analyzed using the correlative
workflow. Due to the error in determining the particle position, laser milling only exposed a portion of the
particle of interest. EDS analysis (Figure 12.8 b inset) indicated that the particle is composed of carbon, but
a difference in morphology between carbon black particles and the particle in Figure 12.8 b was apparent.
In addition, the particle in Figure 12.8 b appeared brighter than the surrounding carbon black and was also
more resistant to milling by the laser beam suggesting that it is denser. The properties and morphology of
this particle are consistent with those of graphite flakes, which are a known type of impurity in carbon
black, although additional spectroscopic characterization is necessary to confirm this. It should be noted
that it is not possible to identify graphite or densified carbon particles using conventional methods based
on ashing, and with the addition of correlative spectroscopic characterization capabilities it may be possible
to confirm the origins such particles that are compositionally similar to the surrounding material [147,280].
Since the particle is carbon based, it is likely electrically conductive, and the presence of a flake-like
conductive particle several hundred micron long can potentially short fuel cell and battery electrodes that
are typically 20-100 µm thick.

Figure 12.8: a) Impurity particles within the encapsulated carbon black revealed by laser milling. b) Higher
magnification images of the particle and EDS map (inset) showing that the particle is carbon rich [163].
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The ICP-OES data in Figure 12.1 b indicated high concentrations of silicon in the carbon black
powder. However, large silicon containing particles were not identified using the correlative workflow.
Silicon particles identified by the correlative workflow were typically clusters of <10 µm size particles as
shown in Figure 12.9. Since the workflow was developed for locating larger particles, it was difficult to
accurately apply laser milling to expose the smaller particles and this is recognized as one of the limitations
of this method. It is expected that this issue can be addressed through future modifications to the sample
preparation and laser milling procedures as part of additional development of the workflow.

Figure 12.9: a) X-ray and series of SE images showing particle selection, b) laser milling and c) SEM-EDS
analysis of silicon rich particles. d) EDS map showing Si rich regions in the secondary electron image in
(c).

144

Figure 12.10: a) SE image of a silver rich particle and series of EDS maps showing the distribution of C,
O, Ag, Si and Mg on its surface. b) EDS maps at higher magnifications of the region marked by the yellow
dotted square in (a). The Mg, Si and O rich regions overlap suggesting that they are from the same phase.

Figure 12.10 a shows SEM images and EDS maps of a large silver rich particle with trace amounts
of Si and Mg identified using the correlative workflow. Interestingly according to the ICP-OES data, silver
is not a major impurity constituent and the presence of a large particle as shown in Figure 12.10 a was not
expected. The O kα map in Figure 12.10 a suggests that the particle is likely not oxidized completely,
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however the possibility of a thin oxide layer cannot be discounted. Closer inspection of the particle revealed
that the Si and Mg are part of the same oxidized phase based on the overlap of the Si, Mg and O Kα maps
shown in Figure 12.10 b. The particle was approximately 110-120 µm across while the Si and Mg rich
phases were <1 µm in size, which matches the size distribution results in Figure 12.12 for Si rich particles
discussed later in this chapter. A 100 µm size Ag rich particle, with a flake-like morphology can result in
multiple pathways to device failure including damaging the electrolyte or separator membranes during cell
fabrication, besides the possibility of performance losses due to short circuiting.

Figure 12.11: a) SE image of an iron rich particle and b) layered EDS map .The colors corresponding to Fe,
C, Ni and Mg are indicated in the image.

Figure 12.11 a shows an iron rich particle with EDS maps of Fe kα (green), C kα (red), Cr kα (cyan)
and Ni kα (fuchsia) overlaid on the SEM image shown in Figure 12.11 b. The dimensions of this particle
are comparable to the silver rich particle and the expected failure modes are similar. The presence of Cr
and Ni rich phases suggest that the particle is likely a steel alloy and based on the compositional data, it
may be possible to determine the source of the contamination in the carbon black production process.
However, this requires information about the synthesis, processing and handling history of the material.
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EDS data also indicated the presence of 4.6 atom% oxygen and an Fe/O atomic ratio of 2.37, suggesting
that the particle is likely not fully oxidized but may have a thin oxide layer. Surface characterization
techniques such as XPS may be required to confirm the presence of a thin oxide layer. The presence of an
oxide layer on the particle will reduce its conductivity potentially reducing losses in device performance
due to local shorting to some extent. Most importantly, the presence of the iron rich particle is evidence
that the separation process used to remove magnetic particles requires further optimization.

12.6. Results of automated SEM-EDS based workflow
Figure 12.12 shows the results of particle size analysis of the concentrated impurities sample
obtained by centrifuging to concentrate the large, high density impurity particles. To present the large
amount of data in a meaningful way, the size distribution is classified based on the “major element” in each
particle. The major element is defined as the element with highest atomic concentration other than oxygen,
as determined by EDS. The data in Figure 12.12 represents the average composition of about 900 g of
carbon black sample in contrast to the <5 g analyzed by the correlative workflow. However, the sample
preparation time and potential for contamination during preparation is higher in the former case. The SEM
data in Figure 12.12 indicates that most particles are rich in Si, which is in accordance with the results of
ICP-OES results in Figure 12.1 b.
The particle size distribution suggests that most of the particles are less than 5 µm in diameter.
However, several factors related to the concentration method need to be considered for proper interpretation
of the results and to account for under or over sampling of different particle sizes. The centrifugation process
was developed to selectively concentrate large impurity particles, and the experimental conditions were
chosen for the recovery of particles larger than 3 µm with density greater than an iron particle of the same
size. Therefore, for aluminum rich particles for example, it is expected that the process will be selective
towards 9 µm size particles due to the low density of aluminium. Therefore, the numbers of smaller particles
are likely under counted, particularly for small low-density particles. In addition, larger particles may have
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been broken down into smaller particles during centrifugation. In addition, while pipetting material on to a
carbon planchet for SEM analysis, it is possible that heavier and larger particles settled down despite the
dispersion being agitated resulting in its under sampling. Despite the laborious separation procedures, the
SEM-EDS analysis of concentrated impurities does provide very useful information about composition of
large high-density impurities in the carbon black powder that can supplement or support the results from
the correlative workflow.

Figure 12.12: Particle size distribution classified by major element present in the particle. This data is from
the concentrated impurity sample prepared by repeated centrifugation and separation of the carbon black
sample and represents the average composition of around 900 g of sample [163].

148

12.7. Comparison of methods
Each method or workflow discussed here has advantages and disadvantages which need to be
considered before applying them. Ashing based methods are fast and relatively less complicated than the
other methods described here. When combined with sensitive elemental analysis techniques like ICP-OES,
reliable data about the elemental composition of large quantities of carbon black powder can be obtained.
This is part of the reason why ashing and thermogravimetry are still used in routine quality control in
industry. However, any information about the original size, morphology or composition is lost once the
sample is heated. Therefore, predictions about potential failure modes cannot be made using these
techniques.
The “concentrated impurity sample” method where centrifugation is used to separate and
concentrate the heavier impurity particles for analysis has the benefit of being able to sample a significantly
large mass of carbon black powder. In this study only a small portion of the dispersion of concentrated
impurities was analyzed due to limitations of the SEM instrument. However, recent developments in
multiple source and automated SEM technology can be expected to improve upon this method considerably
[281–283]. The main disadvantage of this method, however, is the laborious sample preparation method.
Centrifugation and concentration of 900 g of carbon black took 1-2 weeks to prepare. The sample
preparation time can be reduced by reducing the sample size, but the concerns associated with accidentally
contaminating the sample during the multiple rounds of centrifugation cannot be ignored. In addition,
concerns related to under and over sampling of different size particles was also identified as a disadvantage
of the SEM based approach.
The correlative workflow overcomes several disadvantages of the ashing based and
centrifugation/SEM based methods. Since the carbon sample is encapsulated in epoxy and used without
processing it, the morphology and composition of the impurity particles is preserved. Although, the effect
of the heat generated by the laser beam milling on modifying targets of interest needs further investigation.
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The sample preparation time is less than that of the centrifugation-based approach and is primarily set by
the time taken to cure the epoxy. The remaining steps in the correlative characterization process can be
completed in about 24 hours. However, the number of particles that can be analyzed is much smaller than
the previously mentioned methods. In addition, the sampling size is also considerably smaller, and the
workflow is optimal for particles larger than 10 µm. This workflow is not suitable in its current form for
routine quality control applications. However, from a commercial standpoint it is a useful technique for
analyzing new samples or samples whose fabrication or synthesis processes have undergone modification.
It is also useful as a tool for validating existing quality control steps.

12.8. Conclusions
Particulate impurities in as-received carbon black powder were analyzed using a multi-modal
multiscale correlative characterization workflow. The application of this workflow, based on X-CT, laser
beam milling and SEM-EDS, was described and compared with more conventional methods of analysis
based on ICP-OES and SEM based particle size measurement. The following conclusions were made,
1. The composition of targeted particles in the sample were analyzed in detail to reveal insights into
possible failure modes in the final device and to help in identifying sources of impurities for
improving the carbon black manufacturing process.
2. Some of the particles analyzed using the correlative workflow that were discussed here exceeded
100 µm in size and exhibited flake-like morphology, suggesting that failure by puncturing of
separator membrane is a potential failure mode in the device.
3. The correlative workflow required limited sample preparation effort, but the sampling size is
smaller. Conventional particle analysis methods based on centrifugation followed by ICP-OES or
SEM-EDS can sample greater volumes of carbon black but require extensive sample preparation
to artificially concentrate impurity levels.
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4. The correlative workflow is able to preserve the original composition and morphology of impurity
particles.
5. While the correlative workflow in its current form is a suitable replacement for existing routine
quality control methods, it is a reliable method that can serve as a tool for validating other processes
and in evaluating new samples.
In its current form, the application of the workflow can be extended to include targeted
compositional analysis of particles in powders where there is a difference in atomic number between the
matrix and impurity particles that can be detected by X-CT. In addition to bulk compositional of the
particles, information about the surface composition is necessary to determine the presence of oxide or
other non-conductive surface layers. This information can be used to determine the likelihood of electrode
shorting, and so the addition of correlative surface analysis techniques will significantly improve the
capabilities of the workflow.
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Section V: Summary and recommendations
for future work
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Chapter 13: Summary and proposed future work
13.1. Summary
The synthesis of PGM-free electrocatalysts for oxygen reduction in AEMFCs using the RSDT
process was demonstrated for the first time as part of this thesis. In Section II, the modifications to the
RSDT process for synthesizing the carbon matrix/support for carbon based PGM-free electrocatalysts were
discussed. The effect of fuel equivalent ratio on flame stability and yield were studied by varying gas flow
rate. It was observed that the window of operational conditions for synthesizing carbon from a xylenemethanol precursor solution is limited. Mechanisms for carbon particle formation from aromatic
hydrocarbons in the RSDT flame, and film growth by RSDT deposition were also hypothesized.
In Section III, the optimized RSDT deposition conditions were used to deposit a baseline Fe-N-C
catalyst. The physical, chemical and electrochemical properties of the Fe-N-C catalyst were analyzed and
discussed with respect to similar catalysts fabricated by multi-step furnace-based processes. The
performance of the baseline in alkaline electrolyte was found to be mediocre compared to the best catalysts
published in literature, however the stability under dynamic load was found to be excellent compared
platinum-based catalysts and other reported M-N-C catalysts. Based on the low nitrogen content, relatively
low activity and the two-stage mechanism of oxygen reduction observed in the RSDT-synthesized catalyst,
it was inferred that the concentration of M-Nx sites was low. This along with the potentially high metal
loading were identified as possible reasons for low activity in alkaline media.
The effect of varying metal loading, nitrogen content and replacement of transition metal were also
studied with the aim of laying the groundwork for synthesizing M-N-C electrocatalysts using RSDT and to
propose directions for future efforts for further development of the process. The importance of correlating
targeted and actual composition was also discussed in detail. The low concentration of accessible active
sites was confirmed based on the variation in the values of EASA with process parameters. It was observed
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that the electrochemical performance decreases with increasing metal loading. It was also observed that
replacing the iron with nickel results in a decrease in performance, confirming that Fe-N-C shows superior
performance to Ni-based M-N-C catalysts. Based on these results, possible future work is proposed as
detailed later in this section.
In Section IV, the steps in developing a multi-modal, multi-scale correlative characterization
workflow for identifying and analyzing microscopic impurity particles in carbon black for fuel cell and
lithium ion battery applications were discussed. Particles identified by the correlative workflow were
analyzed in terms of their composition, source of origin and the device failure modes they can induce.
Finally, the advantages and disadvantages of the correlative workflow were compared to those of quality
control conventional practices. Based on the conclusions, a case was made for the use of correlative
characterization for establishing the metrics for quality control of fuel cell and battery components produced
commercially.

13.2. Proposed future work
Despite the relatively lower activity, further investigation into the synthesis of M-N-C catalysts by
RSDT is encouraged by the potential scalability of the RSDT process, the superior electrochemical stability
of the baseline catalyst and possible application of RSDT as a high throughput tool for researching different
PGM-free catalyst formulations and morphologies. In addition, the planned expansion of the RSDT setup
at the University of Connecticut to include in-situ spectroscopic and in-line quality control capabilities
provides further encouragement for future work in this area. Future work aimed at improving the
performance of M-N-C catalysts is listed below,
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1. The greatest challenge to the development process currently is the low concentration of active sites
for oxygen reduction due to the low nitrogen content in the RSDT deposited catalyst. To overcome
this challenge, it is recommended that research be focused on exploring different precursor solvents
and nitrogen containing solutes. Since the properties of M-N-C catalysts are greatly influenced by
the choice of precursors and synthesis process, using nitrogen containing precursor solvents instead
of a xylene-methanol mixture may be key to increasing nitrogen content in the catalyst. A major
challenge for this proposed work is the identification of suitable solvent-solute combinations that
can produce a stable precursor solution for use with the RSDT process. Re-optimization of the gas
flow rates will also be required to ensure a stable flame.
2. To correlate the nitrogen content with catalyst properties and performance, it is necessary to
identify a suitable method or develop a protocol for accurately determining bulk nitrogen content.
While XPS is usually used to report relative nitrogen concentrations in literature, it is a measure of
the concentration near the surface of the sample being analyzed and may not be indicative of the
actual nitrogen content in the catalyst or the volume density of accessible active sites. Aberration
corrected STEM in combination with EELS may be a good tool for imaging nitrogen distribution
around iron atoms in the Fe-N-C catalyst, provided the nitrogen concentration is within detectable
limits.
3. In-situ spectroscopic analyses of the carbon formation in the flame will be helpful in validating and
improving the mechanism proposed in this thesis. This work is proposed in anticipation of the
ongoing work to add in-situ laser-based spectroscopic characterization to the RSDT [201]. A study
of the mechanism of carbon particle formation would also be of significant interest to the carbon
black production industry [138,185].
4. In addition to experimenting with different precursor formulations, the effect of changing the
reaction zone length by varying the length of the quartz tube also needs further investigation.
Changing the length of the quartz tube was observed to affect the flame length and temperatures of
the reaction zone. This in turn can affect the degree of graphitization and porosity of the carbon
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which can influence catalyst performance. In addition, reducing flame temperature may also help
increase the level of nitrogen doping in the carbon which can in turn improve activity.
5. Since the RSDT is an open atmosphere process and since the quartz tube in the current setup does
not completely prevent air entrainment into the flame, it is recommended that the local equivalence
ratio at different points in the flame be measured and correlated to variations in composition and
performance of the deposited catalyst. Such a study is important from the standpoint of scaling up
or commercializing the RSDT process.
6. In the RDE experiments discussed in this thesis as well those reported in a majority of the published
literature, Nafion™ is used as ionomer. Given the recent developments in ionomers for anion
exchange, it is important to study the effect of different AEIs on the performance of RSDT
synthesized M-N-C catalysts.
7. After the catalyst activity (as measured by RDE) is improved, the next proposed step is the
fabrication of MEAs using either catalyst ink prepared from RSDT synthesized catalyst powder or
CCM deposited directly by RSDT. This is expected to be a challenging step involving selection of
materials for ionomer, membrane and gas diffusion electrodes and optimization of fuel cell
operation conditions, in addition to the optimization of the RSDT deposition parameters.

The proposed future work for extending the correlative workflow discussed in Section IV are listed
below,
1. The oxidation state or structure of the material cannot be accurately determined by elemental
analysis. For the metal-rich particles discussed in Section IV, future work can focus on confirming
the presence of a surface oxide layer. This is necessary to determine if shorting is a possible failure
mode. The addition of spectroscopic tools to the correlative workflow can help in this regard.
2. Future work should also explore the capabilities of X-CT and the correlative workflow in analyzing
impurities in non-carbon powders for applications were purity is critical.
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3. In the correlative workflow, the sample preparation time was set by the time taken for the epoxy to
cure. The advantages of preparing self-supported blocks by pressing the powder into coupons
should also be investigated. It will be necessary to ensure that the tool for pressing does not
introduced foreign contaminants and that the process of pressing does not alter the morphology of
the impurity particles.
4. The correlative workflow can be used as a basis for using X-CT imaging to determine the average
composition of impurity particles based on the differences in x-ray attenuation. This proposed work
may require the use of machine learning to train an algorithm to determine the composition of
impurity particles based on grayscale intensities in x-ray images. The datasets correlating x-ray
images to composition needed to train the algorithm can be obtained using the correlative
workflow.
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