Purpose: The authors aimed to develop an image-based registration scheme to detect and correct patient motion in stress and rest cardiac positron emission tomography (PET)/CT images. The patient motion correction was of primary interest and the effects of patient motion with the use of flurpiridaz F 18 and 82 Rb were demonstrated. Methods: The authors evaluated stress/rest PET myocardial perfusion imaging datasets in 30 patients (60 datasets in total, 21 male and 9 female) using a new perfusion agent (flurpiridaz F 18) (n ¼ 16) and 82 Rb (n ¼ 14), acquired on a Siemens Biograph-64 scanner in list mode. Stress and rest images were reconstructed into 4 ( 82 Rb) or 10 (flurpiridaz F 18) dynamic frames (60 s each) using standard reconstruction (2D attenuation weighted ordered subsets expectation maximization). Patient motion correction was achieved by an image-based registration scheme optimizing a cost function using modified normalized cross-correlation that combined global and local features. For comparison, visual scoring of motion was performed on the scale of 0 to 2 (no motion, moderate motion, and large motion) by two experienced observers. Results: The proposed registration technique had a 93% success rate in removing left ventricular motion, as visually assessed. The maximum detected motion extent for stress and rest were 5.2 mm and 4.9 mm for flurpiridaz F 18 perfusion and 3.0 mm and 4.3 mm for 82 Rb perfusion studies, respectively. Motion extent (maximum frame-to-frame displacement) obtained for stress and rest were (2.2 6 1.1, 1.4 6 0.7, 1.9 6 1.3) mm and (2.0 6 1.1, 1.2 60 .9, 1.9 6 0.9) mm for flurpiridaz F 18 perfusion studies and (1.9 6 0.7, 0.7 6 0.6, 1.3 6 0.6) mm and (2.0 6 0.9, 0.6 6 0.4, 1.2 6 1.2) mm for 82 Rb perfusion studies, respectively. A visually detectable patient motion threshold was established to be !2.2 mm, corresponding to visual user scores of 1 and 2. After motion correction, the average increases in contrast-to-noise ratio (CNR) from all frames for larger than the motion threshold were 16.2% in stress flurpiridaz F 18 and 12.2% in rest flurpiridaz F 18 studies. The average increases in CNR were 4.6% in stress 82 Rb studies and 4.3% in rest 82 Rb studies. Conclusions: Fully automatic motion correction of dynamic PET frames can be performed accurately, potentially allowing improved image quantification of cardiac PET data.
spatial resolution (4-7 mm). [3] [4] [5] [6] [7] [8] Typically, myocardial perfusion PET is performed with Rb-82 agent or if cyclotron is present at the site with 13 N-ammonia agent. In addition, a new 18 F based agent for PET myocardial perfusion imaging (flurpiridaz F 18) has been developed recently 9 and showed excellent image quality in phase I clinical trials. 10 Myocardial extraction of this tracer exhibits a linear relationship with blood flow, suggesting that it may therefore be more sensitive than 82 Rb for detecting CAD and for measuring absolute myocardial blood flow. 11, 12 One of the factors affecting final image quality of myocardial perfusion PET is patient motion during image acquisition, causing spatial blurring and artifacts, and therefore leading to spurious perfusion defects. 13, 14 This is due to the fact that static perfusion images are acquired during a period of several minutes (up to 15 min) with potential patient motion during that time. In SPECT imaging, which requires a similar amount of time, Mukherjee et al.
14 found that 23% of 66 patients had sustained motion (>4 min) between 3-6 mm, 5% had sustained motion larger than 6 mm during emission imaging. In addition, Wheat and Currie 15 analyzed 800 studies of which 36% contained visually detectable motion. Patient motion of that magnitude is therefore also likely to occur and affect image quality of the highresolution PET.
Image registration techniques have been used to correct respiratory motion artifacts in cardiac PET. 4, 6, 8, 13, 14, [16] [17] [18] In related studies, there have been previous reports to mitigate respiratory motion with gated acquisition of both CT and PET datasets. 5, 6 Respiratory motion was corrected using simultaneous PET imaging and tagged-MRI with Harmonic phase (HARP) based motion tracking. 19 In cardiac PET imaging, respiratory gating schemes have been attempted in real-time 4 or list-mode 5, 6 with rigid-body spatial transformations. 5 In addition, PET respiratory motion correction with optical flow based approach 11, 15 or regularized registration based approach 18 was proposed. There are only a few reports on patient motion correction in cardiac PET. 20 , 21 Turkington et al. 20 proposed the use of cross-correlation based rigid registration of cardiac PET images to cardiac templates in order to correct patient motion. Naum et al. 21 used external radioactive skin markers to detect and correct motion.
In general, image registration is often posed as an optimization problem with a cost function consisting of data similarity and regularization. The cost function evaluates the similarity between source and target frames and is minimized (or maximized) by the optimization procedure. The most common similarity measures include sum of squared differences (SSD), normalized crosscorrelation (NCC), 22 and information-theoretic measures such as mutual information (MI). 23 SSD and NCC are well-suited for same-modality registration whereas MI is most often used for multimodal registration. 24 The similarity measure should guarantee a single maximum/minimum when the two volumes are perfectly aligned. Often, image intensities alone are insufficient and therefore additional information needs to be incorporated such as regional information obtained from the segmentation of anatomic structures. 25 This is of particular importance in cardiac PET where the image characteristics are highly variable from patient to patient due to frequently very large perfusion defects.
In this feasibility study, we employ image registration algorithms to (1) evaluate the amount of patient motion occurring during cardiac PET scan, (2) develop an imagebased patient motion detection and correction method for stress and rest cardiac PET images, and (3) assess the effect of proposed the motion correction method on image quality. The algorithm aims to correct patient motion rather than the cyclical respiratory or cardiac motion, which is a separate problem tackled in other studies. [4] [5] [6] 13, 14, 16, 18, 19 The patient motion correction mechanism hinges on the rigid registration method using NCC that involves automatic selection of the 3D target reference frame, followed by consecutive registrations of each frame with the target frame. This is because the effective PET image resolution and noise limits the application of deformable registration for nonlinear corrections. To provide robust motion correction results, we define modified NCC incorporating weighting function using a bilateral filter. A novel rigid registration scheme using modified NCC that combines both global and local regions with adaptive weights allows us to robustly establish the correspondence even in the presence of the poor count statistics and dynamic characteristics tracer uptake throughout the heart.
We test this new method on studies acquired with standard Rb-82 tracer as well as with flurpiridaz F 18, a new tracer with high image resolution, especially in conjunction with high resolution PET detectors. 26 Therefore, accurate patient motion correction during a patient scan may be of particular importance for this tracer.
Although PET spatial resolution is high due to the new developments in imaging techniques, image quality of individual time frames is still poor due to count limitations and noise. To provide adequate image statistics, we use 1 min frames dynamic frame for patient motion correction which have higher image quality than the shorter image frame typically used for kinetic modeling. 27 
II. MATERIALS AND METHODS

II.A. Description of algorithm
In this section, we describe our proposed method. The problem can be considered as the same-modality intrasubject rigid registration. NCC is adopted as our similarity measure since it allows for affine dependency 28 of the count values between source and target frames. NCC is a statistical similarity measure that relies on the mean and variance of local 3D window in the image and has been widely used as a comparison criterion for image registration. 28 Our method incorporates spatial and geometric image features and evaluates them in an iterative fashion optimizing frame-to-frame image similarity. The cost function for the registration is based on NCC that combines global and local features. In addition, we devise an adaptive scheme to address the potential count variability during contrast agent uptake by incorporating bilateral filter weights when calculating NCC. The proposed motion correction algorithm consists of the following two steps: (1) an automated method for best target (reference) frame selection for the motion correction and (2) subsequent 3D frame-to-frame registration of all frames to the selected target frame. The flowchart of the proposed patient motion correction method is illustrated in Fig. 1 
where N c is the local 3D window centered at pixel c and l(c) and c(c) are the mean value of each window, respectively. Since 1-min frames of PET images are of poorer image quality as compared to full static images and the image in each frame may change during tracer uptake, we adopt a modified NCC measure. The weighted window coefficient, which is similar to the work by Heo et al., 29 incorporates the geometric distance as well as the count difference to have smoothed yet edge-preserving property using bilateral filter. 30 In general, the bilateral filter is used to suppress noise. However, in contrast to the isotropic Gaussian filter, the bilateral filter incorporates both geometric and intensity distances to preserve edges. In this work, we adopt bilateral filter coefficients to remove noise and keep the edges, thereby providing accurate correspondence between the frames. Local window N c centered at pixel c has different weights given by,
where x denotes the pixel coordinate within the local window N c , jjÁjj represents the Euclidean distance, IðxÞ represents the count value at the image location x, and r pos and r cnt denote, respectively, the geometric distance and count difference standard deviations. 
where w S ðxÞ and w T ðxÞ denote weighting functions defined on frames Sðx; tÞ and T ðxÞ, respectively,lðÁÞ andĉðÁÞ are the weighted means calculated on frames Sðx; tÞ and T ðxÞ, respectively.
II.A.2. Automatic target frame selection
In order to correct for motion, we need to objectively select a target (reference) frame to which all other frames are registered. Ideally, the target frame should be spatially centered with respect to the motion of the myocardium. Therefore, we define the target frame as the one for which the sum of global mNCCs (computed between the candidate frame and all remaining frames) is maximal. The target frame is therefore given by 
where N and j* denote total number of frames and target frame number, respectively.
II.A.3. Registration based on global and local mNCC
The most prominently visible structure in cardiac PET images is the myocardium and its neighborhood, and therefore, we incorporated these regions as presegmented region of interests (ROIs) in the registration method. To delineate and localize these ROIs, we used an automated PET segmentation algorithm previously developed by our group, 31, 32 which performs segmentation of the left ventricular (LV) myocardium. We used a bounding box containing the segmented myocardium as an image mask for the local mNCC computation. Since the segmentation algorithm provides the contour for the first frame only, a 5-mm 3D margin was applied around the bounding box to accommodate for motion.
Local mNCC computation is restricted to the bounding box encompassing the LV obtained from the segmentation algorithm, which helps emphasize the myocardium and the local neighborhood during registration. However, segmentation failures and low counts in the myocardium could affect registration if they were solely based on the local mNCC. To remedy this, we combine both the local mNCC and the global mNCC computed over the entire image in the cost function. The final combined cost function is therefore defined as
where mNCC g and mNCC i denote global and local mNCC, respectively, and the parameter a [ [0,1] is a weighting factor. Inspired by the work of Yi and Soatto, 33 we model a as a function of local mNCC to accommodate the local context in an adaptive manner. This alleviates potential problems that may direct the registration towards irrelevant anatomical structures when using global mNCC only. Since each frame has nonnegative count values and the mNCC value is bounded between À1 and 1, we model a ¼ (mNCC l þ 1)/2. Substituting this into Eq. (6) yields
The underlying mechanism is that a large mNCC l (close to 1) makes the local mNCC the main contributor, whereas a small mNCC l (close to À1) suggests that the result is primarily determined by the global mNCC. This allows avoiding local minima.
II.A.4. Optimization
The optimal values for the six parameters H i (i ¼ 1,2,…,6) that minimize the cost function are obtained by solving the Euler-Lagrange equations, and a gradient descent method is performed. 28 We use negative of the Eq. (7) to minimize the cost function. Parameterizing the descent direction by an artificial time t ! 0, the derivation of the Euler-Lagrange equations is given below:
where the variation of E is given by
Derivation details of NCC are detailed by Hermosillo et al. 28 Additionally, to improve the computational efficiency and robustness of the optimization process, we employed a coarse-to-fine multiresolution scheme (two levels). In our implementation, we use Cþþ with an open source library, insight segmentation and registration toolkit (ITK). 34 
II.B. Validation
II.B.1. Patient data
The validation of the motion correction algorithm was performed as a retrospective analysis of patients who underwent stress-rest PET/CT with 82 Rb for clinical reasons or who participated in an ongoing phase 2 flurpiridaz F 18 clinical study. Motion detection and correction were performed and validated for both types of data. This study was conducted according to the guidelines of the Cedars-Sinai Medical Center Institutional Review Board. All patients provided written consent for use of their data. Table I Rb perfusion protocol. The study population consisted of 14 patients (10 males, 4 females) who underwent stress-rest 82 Rb PET/CT scanning, with a mean age of 68 6 15 yr and a mean body weight of 83 6 26 kg (Table I) . Patients were instructed to continue breathing normally throughout the duration of the scan as reported in previous studies. 35 Prior to PET image acquisition, a 2. (Table I) . Rest perfusion images were acquired immediately upon infusion of 2.3-4.5 mCi of flurpiridaz F 18. Images were acquired for 15 min followed by a 30 min interval between rest and stress for adenosine and a 60 min interval for exercise stress. Stress testing was performed with a symptom-limited Bruce treadmill exercise protocol or adenosine challenge, as described previously. 36 At near-maximal exercise, 6.4-9.6 mCi of flurpiridaz F 18 was injected intravenously. For treadmill stress, exercise continued for 1-2 min after flurpiridaz F 18 dose administration. Flurpiridaz F 18 perfusion PET acquisition started 25 min after termination of exercise. For vasodilator stress, adenosine was infused at 140 lg/kg/min for 6 min. At the end of the third minute, flurpiridaz F 18 was injected and myocardial imaging was started immediately. Twelve lead electrocardiography (ECG) were monitored continuously during stress testing.
II.B.3. PET acquisition and reconstruction
II.B.3.a. PET system. All images were acquired on a Siemens Biograph-64 TruePoint PET/CT with TrueV option. Images were acquired in 3D and list mode. This 3D system consists of a 64-slice CT and a PET scanner with 4 rings of lutetium oxyorthosilicate (LSO) detectors with detector element dimensions of 4 mm Â 4 mm Â 20 mm. 37 The image resolution was 2.673 mm Â 2.673 mm Â 2 mm. The PET axial and transaxial FOV were 216 mm and 605 mm, respectively. The coincidence time window and the energy window were respectively 4.5 ns and 425-650 keV. The 3D datasets are rebinned in 2D using the Fourier rebinning technique. 38 The scatter correction is done with a single scatter simulation. 39 The random events are corrected using a delayed window. 40 For
82
Rb PET, images were reconstructed with 2D-attenuation weighted ordered subsets expectation maximization (2D-AWOSEM), 41 with Gaussian filtering [2 iterations, 21 subsets, full width half maximum (FWHM) of 10 mm], and attenuation and scatter correction. Four stress and four rest dynamic frames (each 1 min in duration) were reconstructed from the list mode data after a 2 min delay to allow for the blood clearance from the blood pool. For flurpiridaz F 18, attenuation correction was used and iterative reconstruction was performed with a Gaussian filter (2 iterations, 21 subsets, FWHM 4 mm). One minute dynamic images (rest, adenosine and exercise) were reconstructed from 15 min list mode acquisition. Since the rest acquisition and adenosine stress acquisition started at the injection time, the first 5 min of the list mode file were ignored to allow for blood clearance. For exercise stress images, there was no need to skip the first 5 min of the list mode file because the acquisition started about 25 min after the injection, which occurred when the patients were on the treadmill. Original transverse orientation was used for all reconstructions.
II.B.4. Evaluation of registration algorithm
In this section, we describe a series of experiments to assess the performance of the proposed approach including quantitative analysis of image quality, simulated motion correction, qualitative visual assessment, and motion detection.
II.B.4.a. Quantitative analysis of uncorrected and corrected images. We measured the amount of corrected motion for each registration parameter (translations only) by calculating motion extent (maximum frame-to-frame displacement) from the source frame to target frame.
We computed maximal radial myocardial counts before and after correction to show the effect of the correction. We also calculated the contrast (CONT) between the blood pool and the myocardial wall, and the contrast-to-noise ratio (CNR), defined by
where l v and l b denote mean counts in myocardial wall and blood pool, respectively, and r b represents the root mean square of the noise as defined by the standard deviation of the counts in the blood pool region. II.B.4.b. Simulated motion test. To test the reproducibility of the motion correction, we performed multiple registrations from different initial positions, by simulating motion ranging from À10 mm to þ10 mm in steps of 5 mm in x, y, and z directions (125 combinations in total per dataset). As a reference standard, we selected four datasets (two normal and two abnormal datasets) without motion as assessed visually. The known displacements we introduced were considered the ground truth. The range of the initial positions was selected to represent patient motion that could be encountered in clinical practice. The mean error was subsequently defined as the mean of absolute differences from the original position to the registered result for each x, y, and z directions.
II.B.4.c. Qualitative visual assessment. For comparison, visual scoring of the motion magnitude was performed on a scale of 0 to 2 (no motion, moderate motion, and large motion) by two experienced observers using fusion display in Cedars-Sinai QPS software 25 with multiplanar display and LV contour overlaid on the images. Results were compared to the visual motion scoring by two observers before and after motion correction. Scores of 1 and 2 were grouped together and considered as the evidence of motion, while score 0 was considered as no motion. In addition, Cohen j-coefficients 42 with linear weight were applied to compare the difference of visual scoring between two observers. 
II.B.4.d. Motion detection.
Detection of significant patient motion in a cardiac PET dataset may be an important quality control step before subsequent analysis of PET studies. In order to establish a quantitatively visually detectable motion threshold, we compared motion extent obtained from the automatic registration to the visual scores from the experts. Receiver operator characteristics (ROC) analysis 43 was used to determine the optimal motion extent threshold based on the visual scores and motion extent. After setting a range of threshold values, a classification table was built for each threshold value. Each point produces a point in the ROC curve where each point is a pair of sensitivity and 1-specificity values. The pair that produces the best classification accuracy was the motion threshold. This motion extent threshold was subsequently used to find the agreement between the visual and automatic method.
III. RESULTS
The computations were performed on a standard personal computer with an Intel dual-core processor, a clock speed of 2.5 GHz and 4 GB memory. The mean computation time for the registration of all frames was 58 6 6 s and 17 6 3 s for flurpiridaz F 18 and 82 Rb perfusion studies, respectively. Hence, the approximate average computation time for each frame was 8.6 s.
III.A. Quantitative analysis of uncorrected and corrected images
The motion extent averaged across all subjects is shown in Table II than motion extent in the y axis. The amount of motion was related to scanning time. Thus, the motion extent for flurpiridaz F 18 perfusion studies was larger than the motion extent for 82 Rb perfusion studies. Figure 3 illustrates the average root-mean-square (RMS) motion extent versus time. Average RMS motion extent of each time frame is given by
where N denotes number of subjects and mx, my, and mz represent motion extent of each time frame in x, y, and z axes, respectively. In both protocols, generally more motion was observed in the beginning and at the end of the acquisition, probably due to the definition of the reference frame as spatially most central with respect to motion. The motion extent in two subjects during stress and three subjects during rest were larger than 2 voxels (!4 mm) and ten subjects at stress and nine subjects at rest were larger than 1 voxel (!2 mm) in flurpiridaz F 18 perfusion studies. In 82 Rb perfusion studies, no study had a motion extent larger than 2 voxels (! 4 mm), and six stress studies and eight rest studies had motion extent larger than 1 voxel (!2 mm). Figure 4 illustrates the motion effect for flurpiridaz F 18, in which a patient with minimum motion is shown in (a), a patient with average motion is shown in (b), and a patient with maximum motion is shown in (c). Our results indicate that patient motion during cardiac PET is similar for stress and rest. This finding is similar to the work of Mukherjee et al.
14 in which stress and rest images do not show any significant differences in body motion. The visually detectable patient motion threshold was found to be 2.2 mm by comparison of visual qualitative scores with quantitative values.
The maximal radial LV counts were measured across all the frames within the fixed myocardium contour, which was derived from the first frame. Table III summarizes the count statistics, CONT and CNR before and after motion correction. Count statistics varied partly because count changes nonuniformly during tracer uptake and the contour were fixed across the frames. The myocardium moves around the contour from the reference frame due to patient motion, and therefore the maximal radial LV counts (polar map counts) that are detected within the stationary reference contour are changing. Increases in mean polar map counts due to motion correction in cases above the motion threshold (2.2 mm) were 6.1% (p ¼ 0.09) and 1.6% (p ¼ 0.19) in stress and rest flurpiridaz F 18 perfusion studies and 1.5% (p ¼ 0.09) and 1.5% (p ¼ 0.08) in stress and rest 82 Rb perfusion studies, respectively. It was observed that the increases in the average CONT measure due to motion correction were 4.6% (p ¼ 0.13) and 2.5% (p ¼ 0.28) for stress and rest flurpiridaz F 18 perfusion studies and 0.5% (p ¼ 0.65) and 0.5% (p ¼ 0.35) in stress and rest 82 Rb perfusion studies, respectively. Additionally, it was observed that the increase in the average CNR measure was 16.2% (p ¼ 0.07) and 12.2% (p ¼ 0.07) in stress and rest flurpiridaz F 18 perfusion studies and 4.6% (p ¼ 0.43) and 4.3% (p ¼ 0.10) in stress and rest 82 Rb perfusion studies, respectively.
III.B. Simulated motion
We tested the performance of the proposed approach with different levels of simulated motion. In this test, the ground truth is the original image frame position and the algorithm is applied to images with known amounts of simulated translations. Figure 5 illustrates that the proposed approach could Rb perfusion PET studies can cause spatial blurring in the summed image. The total magnitude of simulated motion in the z direction was 12 mm in both cases. The dataset shown in these figures had no motion and we provided FIG. 6 . Images before and after correction for simulated motion in a flurpiridaz F 18 study. The first row shows frame 3, frame 9, and summed image before motion correction by introducing 6 mm to the odd number frame and À6 mm to the even number frame in z direction. The second row shows frame 3, frame 9, and summed image after motion correction. Images show that motion correction improves image quality (reduced blurring and higher contrast) compared with the summed image before motion correction. 82 Rb perfusion study. The first row shows frame 1, frame 3, and summed image before motion correction by introducing 6 mm and À6 mm in z direction. The second row shows frame 1, frame 3, and summed image after motion correction. Images show that motion correction has better image quality (reduced blurring and higher contrast) compared with the summed image before motion correction.
FIG. 7. Examples of registration results using simulated motion in
translations of 6 mm to the odd number frame and À6 mm to the even number frame in the z direction by translating the volume. The last columns in Figs. 6 and 7 demonstrate the improvement in image quality in flurpiridaz F 18 and 82 Rb perfusion PET studies after correction of simulated motion.
III.C. Qualitative visual assessment
Motion (visual scores of 1 and 2) was found by the user in n ¼ 31 and n ¼ 32 cases and no motion (visual score of 0) was found in n ¼ 29 and n ¼ 28 cases by the two observers, respectively. Using the visually detectable motion threshold of 2.2 mm, the agreement in automated detection of motion with the two visual observers was 74% and 75%, respectively. Figure 8 shows a representative case, with motion extent greater than 4 mm with blurring of the summed image.
Tables IV and V show visual motion scores assessed by two visual observers before and after motion correction. Visual motion scores of 1 or 2 were improved to a score of 0 when reassessed after motion correction, in 93% of patients. To test the difference of visual scoring between the two observers, agreement and kappa statistics were calculated. Analysis with respect to the visual score (score 0 to 2) between two observers revealed an exact agreement of 86% (kappa ¼ 0.56) as shown in Fig. 9(a) . Similarly, analysis with respect to the visual score (motion or no motion) between the two observers revealed an exact agreement of FIG. 8 . Two examples of registration results in stress flurpiridaz F 18 perfusion study. The first row shows short axis, long axis, vertical axis, and summed image of short axis before motion correction (motion extent in x, y, and z axes is 4.4 mm, 2.3 mm, and 0.8 mm, respectively). The increases of CNR and CONT were 22% and 8%, respectively. The second row shows short axis, long axis, vertical axis, and summed image of short axis after motion correction (motion extent in x, y, and z axes is 4.9 mm, 2.1 mm, and 5.2 mm, respectively). The increases of CNR and CONT were 42% and 16%, respectively, showing that motion correction has better image quality compared with the summed image before motion correction. 85% (kappa ¼ 0.63) as shown in Fig. 9(b) . The j-coefficients for the agreement between the two observers show that it is within moderate agreement.
IV. DISCUSSION
In this study, we developed an image-based motion correction using a fully automated registration method and applied it to myocardial perfusion PET data obtained with two different imaging protocols. There are three principal contributions in our work. First and foremost, by using the fully automated approach, we were able to minimize the effect of patient motion, leading to increases in polar map counts, contrast, and signal-to-noise for the myocardium. Contrast and contrast-to-noise ratio improved both in flurpiridaz F 18 and 82 Rb perfusion studies. Second, we defined a visually detectable patient motion threshold, by comparison of visual assessment of motion with the motion extent found by the algorithm, which may enable a practical method for quality control of cardiac PET studies for patient motion. Finally, we demonstrated that the amount of patient motion during cardiac PET is similar in stress and rest scans, at least within the resolution of the PET imaging system and for the adenosine or exercise stress protocols. Studies with other Rb and flurpiridaz F 18 PET images, with results more pronounced for the flurpiridaz F 18 tracer reflecting its higher image resolution. Therefore, the motion correction may be of particular importance for this tracer. We detect motion with respect to a central frame, and thus the maximum motion between any 2 frames may be larger. Motion as small as 1 = 2 pixel can reduce the maximum value within the myocardial contour (as typically used in creation of polar map for perfusion analysis) due to a partial volume effect, consequently affecting the quantitative perfusion analysis. The analysis of subtle changes between stress and rest myocardial perfusion PET may be affected by changes as small as 5%-10% in the reduction of the apparent maximal activity. 1 In this study, we developed a modified NCC. PET images suffer from poor image quality, and the counts may change nonuniformly during tracer uptake. Consequently, the traditional similarity measures such as NCC or MI may not be suitable. The modified NCC as proposed here can circumvent possible bias from noise or differences in intensities.
For the reconstruction method, we used 21 subsets, which corresponded to a number of maximum likelihood equivalent iterations (defined as the product of the number of iterations and the number of subsets) of 42. This partially compensates for the low number of iterations in OSEM as described in Hudson and Larkin. 44 Van der Weerdt et al. 45 showed that using OSEM with only 24-emission-equivalent iterations resulted in only minor underestimations of 18 F-FDG uptake ($2%), compared with FBP, for most regions. Larger underestimations ($10% on average, with a maximum of $20%) were observed in regions with low uptake. The impact of these underestimations on the quality of clinical evaluation of myocardial 18 F-FDG studies was assessed and found to be insignificant. We also chose to keep the number of iterations low and stopped before full convergence to limit the variance in the final image (which increases with the number of iterations). There could be potential differences between the level of counts between Van der Weerdt et al. 45 and our work. Since we reconstructed 1-min frames, which are much shorter than a full 6-10 min acquisition, this is a legitimate concern. However, Van der Weerdt et al. 45 used a 2D system with three rings of detectors while we used a full 3D system with four rings of detectors which lead to a much higher sensitivity (almost a factor 10 between the 2 systems HRþ sensitivity 2D(3D) ¼ 1357(6650) cps/MBq, Biograph 4-ring sensitivity ¼ 6362 Â 1.8 ¼ 11451 cps/MBq). 46, 47 With the level of activity injected in the 82 Rb and flurpiridaz F 18 studies and with a significant sensitivity increase in our PET system, the level of counts in our work was similar to the one in Van der Weerdt et al. 45 Previously, for dynamic studies with shorter time frames (5-10 s), only filtered backprojection techniques were typically applied 48 due to noise considerations. 49, 50 However, in this study, we have used much longer 1-min frames with high sensitivity system. This study has several potentially limiting factors. In addition to patient movement, there may be other factors including cardiac motion, respiratory motion, and misalignment between PET and CT for some or all of the frames, which may potentially result in further errors with attenuation correction. Further improvement in image quality could be potentially demonstrated if attenuation correction were reapplied to motion-corrected image frames. However, such frame-by-frame realignment and attenuation correction cannot currently be performed within vendor reconstruction software. In general, separate acquisition of CT maps and PET on a PET/CT scanner is a limitation since misregistration may occur and affect the quality of the correction of the real time motion correction. In the future, simultaneous acquisition systems such as PET/MR 51 may potentially resolve this issue. However, the current cost of such systems is prohibitive for clinical applications. In this work, we only considered a motion correction method and did not address further attenuation correction problems as in Bai and Brady. 18 Additionally, there is also a trade-off between the frame time (temporal resolution) and image quality. Therefore, the application of this algorithm to shorter time frames such as used in kinetic modeling needs to be evaluated. Potentially different reconstruction techniques may need to be used in such cases as previously discussed. However, this work focused on motion correction for the purposes of creating the summed perfusion images. In this application, we employed rigid rather than nonlinear registration to compensate for patient motion. However, the proposed approach is not bound to a specific transformation model, allowing us to capture more detailed motion using affine registration or deformable registration with the same cost function, if required. Nevertheless, the effective PET image resolution and noise limitations may limit the amount of nonlinear motion that could be assessed by such methods. Furthermore, deformable registration could introduce errors in the actual perfusion signal, which would eliminate any benefit of this correction. We used a trilinear interpolation method in this work. In general, the choice of different interpolation methods could affect the results (e.g., image resolution). However, we tried third order BSpline interpolation, and results were similar to those using trilinear interpolation method. This is likely due to the fact that effective PET resolution is not high enough compared to the pixel size to show much difference as visually assessed. Nevertheless, given that subvoxel motion was detected, it is possible that trilinear interpolation slightly affects the image quality. We found that the agreement between motion classified as above or below the threshold and visual assessment was moderate, 74%-75%. However, note that the motion detection threshold may not be optimal, and further evaluation of optimal motion detection threshold may be required. Finally, the validation of the ultimate utility for the proposed motion correction will require comparison with invasive angiography in order to evaluate its potential impact on improving diagnostic accuracy.
V. CONCLUSION
A method for automated image-based motion correction using rigid registration is presented to correct patient motion in cardiac PET. We demonstrated that this approach is accurate, robust, and agrees with expert visual evaluation. We also demonstrated that motion correction for cardiac PET improves image quality quantitatively, and therefore has the potential to improve the diagnostic value of cardiac PET with both 82 Rb and flurpiridaz F 18.
