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ABSTRACT. This paper analyses the co-evolutionary patterns of structural change in 
knowledge and economics. The former is made operational through an analysis of co-
occurrences of technological classes in patent documents in order to derive indicators of 
coherence, variety and cognitive distance. The latter is made operational in a synthetic way by 
implementing shift share analysis which decomposes labour productivity growth into effects 
caused by changes in the allocation of employment, those ascribed to intra-sector productivity 
growth and those caused by interaction of these two components. The results of the analysis 
conducted on a sample of 227 European regions show that increasing variety is associated 
with the reallocation of workforce across sectors whereas within sector productivity is 
associated with high levels of both coherence and cognitive distance of the regional 
knowledge base. 
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1 Introduction 
 
The relationships between technological change and structural change have not 
received due attention in empirical analyses. Indeed, the two subjects have been mostly 
analysed independently or in relation to the mechanisms of economic growth, but not much 
consideration has been given to their close connection.  
Within the domain of regional economics, an early effort to integrate analysis of 
technological and structural change was made by François PERROUX (1955) who integrated 
the role of technological change in his “growth pole” theory. Regional economic systems are 
characterized by rounds of growth, i.e. periods in which firms in the propulsive industry grow 
at faster rates, propagating positive effects across firms directly and indirectly related to the 
propulsive industry. The main driving factor in this expansion is technical efficiency achieved 
through innovation efforts.  
More recently, the evolutionary approach to economic geography has articulated a 
framework for analysis of linkages between technology and structural change at the local 
level that is able to account for the inherent complexity of the dynamics at stake (BOSCHMA 
and FRENKEN, 2006 and 2011). In this strand of analysis, the competences accumulated at 
the local level are important in shaping the process of industrial diversification so that a 
change in the allocation of the workforce across different sectors is influenced by the degree 
of technological relatedness between the involved activities. 
This paper aims to contribute to the debate by bringing knowledge into an empirical 
setting by analysing its relationship with cross-regional differential structural change 
dynamics. In doing so, we will draw on the recombinant knowledge approach to propose the 
concept of regional knowledge structure (WEITZMAN, 1998; FLEMING, 2001; FLEMING 
and SORENSON, 2001; QUATRARO, 2012). We will then couple three different 
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methodological approaches. The former elaborates a set of indicators that are able to provide a 
synthetic account of the architecture of knowledge structure. In particular, we will draw upon 
co-occurrence matrixes to calculate coherence, cognitive distance and variety indicators. 
Secondly, we will provide a synthetic account of the change in economic structure by 
implementing “shift-share analysis” in order to disentangle the contribution to (labour) 
productivity growth of within-sector productivity dynamics and reallocation of the labour 
force across the different sectors. Finally, the relationships between these two sets of 
indicators will be investigated by using a vector autoregression (VAR) model which we 
estimate via ‘reduced form’ by applying the least absolute deviation (LAD) estimator due to 
the distributional properties of the variables. 
The analysis is carried out on European NUTS II regions and provides an interesting 
insight into the dynamic feedbacks between economic and knowledge structure. Innovation 
patterns dominated by established capabilities and organized search are indeed related to 
productivity gains in fast growing sectors whereas innovation patterns typical of the early 
stages of technological trajectories and dominated by random screening are mostly related to 
changes in the cross-sectoral allocation of employment. The rest of the paper is organized as 
follows. The next section outlines the theoretical framework, Section 3 elaborates a model, 
introduces ‘shift-share’ analysis and proposes the working hypotheses and Section 4 provides 
a description of the data used and outlines the econometric strategy. Section 5 presents the 
results of the estimations and a general discussion and Section 6 offers a final conclusion. 
2 Economic Structure and Knowledge Structure: the missing link 
 
A wide body of literature in the domain of economics of innovation deals with the 
importance that knowledge plays in the economic development process. On the contrary, 
scarce attention has been devoted to the relationship between technological knowledge and 
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the dynamics of structural change. This is particularly true for what concerns empirical 
analyses grounded on econometric modeling. Indeed, most of the studies in this field revert to 
case studies. For example, LEVER (2002) provides an assessment of the link between 
knowledge base and economic growth in 19 European cities. An important attempt to link 
regional innovation systems to local knowledge bases can be also found in ASHEIM and 
COENEN (2005), wherein the authors show the overlapping of features of the knowledge 
base and regional industrial specialization by focusing on Nordic clusters.  
The limited attention to the relationship between technological knowledge and 
structural change is all the more surprising for at least two reasons. First, the process of 
economic development is punctuated by changes in the relative weight of sectors (KUZNETS, 
1930; BURNS, 1934; FISHER, 1939). Second, the close relationship between structural 
change and technological change was already clear to influential scholars such as KUZNETS 
(1930) and SCHUMPETER (1939 and 1942), who, however, did not elaborate much on this 
from an analytical viewpoint 1 . The interplay between Schumpeterian dynamics and the 
retardation theory provides a fertile ground for improving our understanding of regional 
differences in the transition dynamics typical of structural change processes (QUATRARO, 
2009a). 
The evolutionary economic geography approach (BOSCHMA and FRENKEN, 2006 
and 2011) proposes a far reaching integration of these issues in a framework explicitly 
combining industrial dynamics with economic geography. The main argument is that regional 
growth emerges out of a process of industrial diversification. The emergence of new 
industries at the local level, i.e. the shift of employment away from one sector to another, is 
influenced by technological relatedness between sectors. Proximity matters not only in the 
geographical but also in the technical and technological space so that the introduction of new 
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varieties is constrained by the competencies accumulated at the local level (BOSCHMA, 
2005; USAI, 2011; ANTONELLI and QUATRARO, 2013). 
While the extant literature has focused on the role of technological relatedness of 
sectors in the process of regional branching, less attention has been devoted to the importance 
of the emergence of new sectors of knowledge accumulated at the local level. In this 
direction, the grafting of the recombinant knowledge approach onto the ongoing debate may 
enhance understanding of the relationship between patterns of knowledge generation and 
structural change. 
The recombinant knowledge approach provides a far reaching framework for 
representing the internal structure of regional knowledge bases as well as enquiring into the 
effects of its evolution. If knowledge stems from a combination of different technologies, the 
frequency with which two technologies are combined provides useful information on the basis 
of which the internal structure of the knowledge base can be characterized according to the 
average degree of complementarity of the technologies which knowledge bases are made of as 
well as the variety of the observed pairs of technologies (FLEMING, 2001; FLEMING and 
SORENSON, 2001).  
The dynamics of regional knowledge bases can be seen as the patterns of change in 
their own internal structure, i.e. the patterns of recombination across the elements in the 
knowledge space (QUATRARO, 2010). This qualifies both the cumulative character of 
knowledge creation and the key role played by the properties describing knowledge structure, 
as well as linking them to the relative stage of development of a technological trajectory 
(DOSI, 1982; SAVIOTTI, 2004 and 2007; KRAFFT, QUATRARO, SAVIOTTI, 2014). The 
ability to engage in a search process within cognitive spaces that are close to the core 
competencies residing in the region is indeed the outcome of a learning process that displays 
its effects once the technological trajectory gets well established. On the contrary, in the wake 
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of a new technological trajectory, search processes are more likely to occur in areas that are 
distant from existing competencies in the cognitive space (NIGHTINGALE, 1998; 
SORENSON et al., 2006).  
The intertwining of regional innovation capabilities and recombinant knowledge is of 
great importance in understanding the relationships between knowledge and structural change. 
Innovation capabilities are indeed unevenly distributed across regions and technological 
trajectories so that the emergence of new sectors is more likely to be associated with periods 
of random screening in the knowledge space, typical of the early phases of new trajectories in 
which capabilities are not yet sufficiently established (LAWSON and LORENZ, 1999; 
ROMIJN and ALBU, 2002; TODLING and TRIPPL, 2005; ANTONELLI, 2008; 
QUATRARO, 2009b). As the trajectory gets more familiar, innovating agents learn to move 
across the knowledge space and are more likely to undertake organized search directed 
towards the combination of technologies that are close to one another. The transition to 
organized search is typical of phases in which the recombination activity occurs out of a 
sharply defined region of the knowledge space. The likelihood of successful innovations is 
greater in this stage and they are more likely to foster productivity growth at the regional level 
rather than engender changes in the economic structure (KRAFFT, QUATRARO and 
SAVIOTTI,  2011 and 2014).  
In view of the arguments outlined so far, we are now able to spell out our working 
hypotheses. Technological change and structural change are closely intertwined. Indeed, the 
accumulation of technological knowledge is likely to shape the processes by which new 
industries, either in relative or absolute terms, emerge in regional contexts. Technological 
knowledge, however, ought to be regarded as an heterogeneous asset stemming from the 
combination of a variety of pieces of knowledge. The way these pieces are combined together 
by regional innovating actors gives the structure of the local knowledge base a peculiar shape. 
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The economic structure can therefore be related to the structure of technological knowledge. 
The latter may have different configurations according to the search patterns underlying its 
production which are in turn related to the relative maturity of the technological trajectory 
they impinge upon. When a technology trajectory is sufficiently established and innovation 
capabilities diffused at the regional level, search patterns are likely to be dominated by 
organized efforts directed towards well defined areas of the knowledge space. Innovating 
agents are more able to identify pieces of knowledge that can be successfully combined 
together and feature high complementarity and similarity. Knowledge at this stage is likely to 
have a boosting effect on the productivity dynamics of established sectors. In the early stages 
of a technological trajectory, innovation capabilities in the new domain still have to be fully 
developed and diffused so that innovating agents still move in a highly uncertain 
environment. Search patterns are dominated by random screening in the knowledge space 
which is likely to lead to the combination of pieces of knowledge loosely related to one 
another and hence with low levels of coherence and similarity. The switch to a new 
technological trajectory is likely to be associated with the reallocation of employment across 
sectors rather than with productivity gains of established sectors. 
 
3 The implementation of key variables 
 
3.1 Shift share decomposition 
 
Shift share analysis provides an interesting methodology that allows            
labour productivity to be decomposed in order to identify the differential contribution 
provided by changes in the reallocation of employment across sectors, i.e. the most traditional 
utilization of the concept of structural change in economics. 
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As noted by HOUSTON (1967), the origins of shift-share analysis can be dated back 
to seminal work by Daniel CREAMER (1942), although it did not reach great success at least 
until 1960, when PERLOFF, DUNN, LAMPARD and MUTT employed it as an analytical 
tool in their work, Regions, Resources and Economic Growth. It has been mostly used to 
investigate and disentangle the compositional mix and competitive position of regions in the 
face of observed changes in some relevant variables (ESTEBAN, 1972 and 2000). In this 
paper, we will follow the approach developed by FAGERBERG (2000) who decomposed 
labour productivity into three major components, i.e. the allocative and the productivity 
differential and interaction between the two. We start by rearranging labour productivity as 
follows (region subscripts are omitted for the sake of clarity): 

 =
∑ 
∑  = ∑ 



∑           (1) 
 Labour productivity at the system level can therefore be decomposed into the 
contribution provided by labour productivity of each sector j as well as by share of sector j in 
total employment. 
If we set: 
	 =           (2) 
 = ∑            (3) 
Then: 

 = ∑ 	           (4) 
The variation in labour productivity can therefore be expressed as follows: 
∆  = ∑ 	,∆ + ∆	∆ + ,∆	       (5) 
Equation (5) can therefore be expressed in growth rates by dividing it by (Y/L): 
∆(/)
(/) = ∑  
!,"#$∆%
(/) +
∆!∆%
(/) +
%,"#$∆!
(/) &       (6)  
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The first term between parentheses is the contribution to productivity growth from 
changes in the allocation of labour between industries. It will be positive if the share of high 
productivity industries in total employment increases at the expense of industries with low 
productivity. The second term measures the interaction between changes in productivity in 
individual industries and changes in the allocation of labour across industries. It will be 
positive if fast growing sectors in terms of productivity also increase their share in total 
employment. The third term is the contribution from productivity growth within industries. 
For the sake of clarity, let us assign a symbol and a name to each of the identified 
components: 
Reallocation term = ' = ∑ !,"#$∆%(/)        (7) 
Cross-term = ( = ∑ ∆!∆%)*+,          (8) 
Within-sector productivity = - = ∑ %,"#$∆!(/)       (9) 
 
3.2 The Knowledge Indicators 
 
      The implementation of regional knowledge indicators rests on the recombinant 
knowledge approach and on the model described in Section 2. In order to provide an 
operational translation of such variables, we need to identify both a proxy for the pieces of 
knowledge and a proxy for the elements that form their structure. For example, we could take 
scientific publications as a proxy for knowledge and look either at keywords or at scientific 
classification (the JEL code for economists, for example) as a proxy for the constituting 
elements of the knowledge structure. Alternatively, we could consider patents as a proxy for 
knowledge and then look at technological classes to which patents are assigned as the 
constituting elements of its structure, i.e. the nodes of the network representation of 
recombinant knowledge. In this paper we will follow the latter path2. Each technological class 
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j is linked to another class m when the same patent is assigned to both of them. The higher the 
number of patents jointly assigned to classes j and m, the stronger this link is. Since 
technological classes attributed to patents are reported in the patent document, we will refer to 
the link between j and m as the co-occurrence of both of them within the same patent 
document3. 
The four properties of the knowledge base (KB) which we will use in our analysis are 
the knowledge capital stock, its variety, related or unrelated, its coherence and the cognitive 
distance (see the Appendix for details).  
The traditional regional knowledge stock (KCAP) is computed by applying the 
permanent inventory method to patent applications. We calculated it as the cumulated stock of 
past patent applications using a rate of obsolescence of 15% per annum: 
1,,, )1( −
•
−+= tititi EhE δ , where tih ,
•
 is the flow of regional patent applications and δ is the rate 
of obsolescence. 
The variety (KV) of a knowledge base measures the extent of its diversification, with 
related variety measuring it at a lower level of aggregation and unrelated variety at a higher 
level of aggregation (FRENKEN et al, 2007). Technological variety can be measured by using 
the information entropy index. It was introduced by SHANNON (1948) to measure the 
information content of messages and can be used as a distribution function in a number of 
circumstances (THEIL, 1967, FRENKEN 2004).  
Systems characterized by high entropy will also be characterized by a high degree of 
uncertainty (SAVIOTTI, 1988). Unlike common measures of variety and concentration, 
information entropy has some interesting properties (FRENKEN and NUVOLARI, 2004). An 
important feature of the entropy measure is its multidimensional extension. Consider a pair of 
events (Xl, Yj), and the probability of co-occurrence of both of them plj. A two dimensional 
(total) knowledge variety (KV) measure can be expressed as follows: 
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∑∑ 






=≡
l j lj
lj p
pYXHKV 1log),( 2
 
     (10) 
If we consider plj to be the probability that two technological classes l and j co-occur 
within the same patent, then the measure of multidimensional entropy focuses on the variety 
of co-occurrences of technological classes within regional patents applications. 
Moreover, the total index can be decomposed into a “within” and a “between” part 
anytime the events to be investigated can be aggregated into a smaller numbers of subsets. 
Within-entropy measures the average degree of disorder or variety within the subsets, while 
between-entropy focuses on the subsets measuring the variety across them. FRENKEN et al. 
(2007) refer to between- and within-group entropy respectively as unrelated and related 
variety. 
It can be easily shown that the decomposition theorem also holds for the 
multidimensional case. Hence, if we allow l∈Sg and j∈Sz (g = 1,…,G; z = 1,…, Z), we can 
rewrite H(X,Y) as follows: 
∑∑
= =
+=
G
g
Z
z
gzgzQ HPHTV
1 1
  
      (11) 
where the first term of the right-hand-side is the between-entropy and the second term 
is the (weighted) within-entropy. In particular: 
∑∑
= =
=≡
G
1g
Z
1z gz
2gzQ P
1logPHUKV
       (12) 
∑∑
= =
≡
G
1g
Z
1z
gzgzHPRKV          (13) 
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=
g ZSl Sj
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We can therefore refer to between- and within-entropy respectively as unrelated 
knowledge variety (UKV) and related knowledge variety (RKV), while total information 
entropy is referred to as general technological variety.  
The coherence (COH) of a KB measures the extent to which different types of 
knowledge can be combined. This is of fundamental importance since the types of knowledge 
required by innovating agents to create new products or services are not necessarily found 
within a discipline, but need to be combined to produce the desired output. The ability to 
combine these different types of knowledge is not constant but can be expected to vary 
systematically during particular phases of the evolution of the lifecycle. For example, we can 
expect the ability to combine different types of knowledge to fall as a completely new type of 
knowledge emerges as a discontinuity and to rise again as the new type of knowledge starts 
maturing.  
To yield the knowledge coherence index, a number of steps are required. The 
following calculations show how to obtain the index at whatever level of analysis i. First of 
all, we need to calculate the parameter τ, i.e. technological relatedness, by deriving the 
relatedness matrix as follows (NESTA, 2008). Let the technological universe consist of k 
patent applications. Let Pjk = 1 if the patent k is assigned the technology j [j = 1, …, n], and 0 
otherwise. The total number of patents assigned to technology j is . Similarly, the 
total number of patents assigned to technology m is . Since two technologies 
may occur within the same patent, ∅, the number of observed co-occurrences of 
technologies j and m is . By applying this relationship to all possible pairs, 
we yield a square matrix Ω (n × n) whose generic cell is the observed number of co-
occurrences:  
∑= k jkj PO
∑= k mkm PO
≠∩ mj OO
∑= k mkjkjm PPJ
  
 
13 
 
















=Ω
nnjnn
nmjmm
nj
JJJ
JJJ
JJJ
LL
MOM
MOM
1
1
1111
      (14) 
We can assume that the number xjm of patents assigned to both technologies j and m is 
a hypergeometric random variable of mean and variance: 
K
OO
xXE mjjmjm === )(µ        (15) 






−
−





 −
=
1
2
K
OK
K
OK
mj
jmjm µσ       (16) 
If the observed number of co-occurrences Jjm is larger than the expected number of 
random co-occurrences µjm, then the two technologies are closely related: the fact the two 
technologies occur together in the number of patents xjm is not casual. The measure of 
relatedness hence is given by the difference between the observed number and the expected 
number of co-occurrences, weighted by their standard deviation: 
jm
jmjm
jm
J
σ
µ
τ
−
=         (17) 
It is worth noting that this measure of relatedness has lower and upper bounds: 
] [+∞∞−∈ ;jmτ . Moreover, the index shows a distribution similar to a t-student, so that if 
] [96.1;96.1 +−∈jmτ , one can safely accept the null hypothesis of non-relatedness of the two 
technologies j and m. The technological relatedness matrix Ω’ may hence be thought of as a 
weighting scheme to evaluate the technological portfolio of regions. 
Once the parameter τ has been calculated for each pair of technologies, we can 
proceed to derive the weighted average relatedness WARj of technology j with respect to all 
other technologies present within the relevant aggregate (say sector, firm or region). 
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Following Teece et al. (1994), WARj is defined as the degree to which technology j is related 
to all other technologies j≠m in the aggregate, weighted by patent count Pmt: 
∑
∑
≠
≠
=
jm mi
jm mim
ji
t
tj
t P
Pτ
WAR        (18) 
Finally, the coherence of knowledge base within the aggregate i (be it a firm, a sector 
or a region) is defined as the weighted average of the WARlt measure: 
∑ ∑≠
×=
mj j jit
jit
jitit P
P
WARR        (19) 
It is worth stressing that the index implemented by analysing co-occurrences of 
technological classes within patent applications measures the degree to which the services 
rendered by the co-occurring technologies are complementary to one another (see NESTA 
and SAVIOTTI, 2005, 2006 and KRAFFT, QUATRARO and SAVIOTTI, 2014). The 
relatedness measure τ
 jm indicates that the utilization of technology j implies that of 
technology m in order to perform specific functions that are not reducible to their independent 
use. This makes the coherence index appropriate for the purposes of this study.  
In addition to coherence, we also investigate the relationship between the terms of 
shift-share and cognitive distance (CD) (NOOTEBOOM, 2000), which expresses the 
dissimilarities between different types of knowledge. This measure is of fundamental 
importance when distinguishing the effect of the emergence of a discontinuity from that of the 
subsequent period of normal or incremental development.  
A useful index of distance can be derived from the measure of technological 
proximity. It was originally proposed by JAFFE (1986 and 1989), who investigated the 
proximity of firms’ technological portfolios. Subsequently, BRESCHI et al. (2003) adapted 
the index in order to measure the proximity, or relatedness, between two technologies. The 
idea is that each firm is characterized by a vector V of the k technologies that occur in its 
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patents. Knowledge similarity can first be calculated for a pair of technologies l and j as the 
angular separation or un-centred correlation of the vectors Vlk and Vjk. The similarity of 
technologies l and j can then be defined as follows: 
∑∑
∑
==
=
=
n
1
2
j
n
1
2
l
n
1 jl
lj
VV
VV
S
m mm m
m mm
       (20) 
The idea underlying the calculation of this index is that two technologies j and l are 
similar to the extent that they co-occur with a third technology k. The cognitive distance 
between j and l is the complement of their index of the similarity:  
ljlj S1d −=          (21) 
Once the index is calculated for all possible pairs, it needs to be aggregated at the 
industry level to obtain a synthetic index of technological distance. This can be done in two 
steps. First of all, we can compute the weighted average distance of technology l, i.e. the 
average distance of l from all other technologies. 
∑
∑
≠
≠
=
lj
lj lj
P
Pd
WAD
jit
jit
lit
  
      (22) 
where Pj is the number of patents in which the technology j is observed. Now the 
average cognitive distance at time t is obtained as follows: 
∑
∑
×=
l
l
P
PWADCD
lit
lit
litit
   
    (23) 
 
Table 1 provides the synthetic definition of the variables which we have described so 
far. 
>>> INSERT TABLE 1 ABOUT HERE <<< 
 
  
 
16 
 
4  Methodology and Data 
 
4.1 Methodology 
 
The main focus of this paper is on the observation of the co-evolutionary dynamics 
between knowledge and economic structure. In the previous section we proposed a synthetic 
representation of change in economic structure by introducing shift share analysis.  
   In view of the complex and endogenous nature of the relationships between the 
properties of knowledge and those of economic structure, we apply a VAR model. 
The regression of interest is the following: 
., = / + 01.,1 + 2,        (24) 
where wit is an m×1 vector of random variables for region i at time t, β is an m×[m×z] 
matrix of slope coefficients that are to be estimated. In our particular case m=9  and 
corresponds to the vector [µ(i,t), π(i,t), α(i,t), growth of knowledge capital (i,t), coherence 
growth (i,t), growth of cognitive distance (i,t), variety growth (i,t), related variety growth (i,t), 
unrelated variety growth (i,t)]. ε is an m×1 vector of disturbances. 
In line with previous studies, the measure of growth rates is based on the difference in 
the logarithms of the respective variables. Let Xi(t) represent the absolute value of the 
variable in region i at time t. Define the normalized (log) value of the variable as: 
3(4) = log89(4): − < ∑ log89(4):<=       (25) 
 
Where N is the number of regions. In what follows, growth rates are defined as the 
first difference of normalized (log) values according to: 
>(4) = 3(4) − 3(4 − 1)        (26) 
In such a way, common macroeconomic shocks are already controlled because the 
growth rate distribution was normalized to zero for each variable in each region in each year. 
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Following a growing body of literature (COAD, 2010; BUERGER, BROEKEL and 
COAD, 2012; COLOMBELLI, KRAFFT and QUATRARO, 2014a), Equation (18) is 
estimated via ‘reduced form’ VARs which do not impose any a priori causal structure on the 
relationships between the variables and are therefore suitable for the purposes of this analysis. 
These reduced-form VARs effectively correspond to a series of m individual ordinary least 
squares (OLS). 
However, previous studies have emphasized how the empirical distribution of the 
growth rates is closer to a Laplacian than to a Gaussian distribution (BOTTAZZI et al. 2007; 
BOTTAZZI and SECCHI 2003; CASTALDI and DOSI 2009). Such evidence suggests that 
standard regression estimators, such as ordinary least squares (OLS), assuming Gaussian 
residuals may perform poorly if applied to these empirical frameworks. To cope with this, a 
viable and increasingly used alternative consists of implementing least absolute deviation 
(LAD) techniques that are based on the minimization of the absolute deviation from the 
median rather than the squares of the deviation from the mean. 
It must be noted that we do not include any individual dummies in the analysis. Even 
though unobserved heterogeneity can have important effects on the estimation results, the 
inclusion of individual dummies along with lagged variables may engender some biases for 
fixed-effect estimation of dynamic panel-data models, a problem known as Nickell-bias. 
Some alternative approaches relate to the use of instrumental variable (IV) or GMM 
estimators (BLUNDELL and BOND, 1998). The main problem with this lies in the difficulty 
in finding good instruments which is particularly hard when dealing with growth rates. When 
instruments are weak, IV estimation of panel VAR thus leads to imprecise estimates. 
BINDER et al. (2005), on the other hand, propose a panel VAR model including firm-specific 
effects which is, however, based on the assumption of normally distributed errors which is not 
the case for the growth rates of the variables used in our regressions.  
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Since we are dealing with growth rates rather than of levels, we can assume that any 
region-specific component has been largely removed. Moreover, we follow the wide body of 
literature on analysis of firms’ growth rates which states that the non-Gaussian nature of 
growth rate residuals is a far more important econometric problem deserving careful attention 
even in regional level analyses (BUERGER, BROEKEL and COAD, 2012). 
4.2 The Data 
 
In order to implement the methodology outlined in the previous section, we gather 
together two datasets. The shift-share analysis has been conducted by using the branch 
accounts of NUTS II European regions4 provided by the Eurostat within the European System 
of Integrated Economic Accounts. As is well known, these data have only been available 
since 1995, the year in which the Eurostat implemented a standardized procedure to collect 
data from European countries in order to build a coherent and homogeneous dataset. As a 
result, we were able to calculate the µ, the π, and the α components for a subset of European 
regions on a time span ranging from 1995 to 2007. The properties of knowledge structure, i.e. 
coherence, cognitive distance and variety (based on the information entropy index) have 
instead been calculated by using patent information contained in the OECD REGPAT 
database which covers patent data that have been linked to regions utilizing the addresses of 
the applicants and inventors. Analysis was conducted by adopting inventor-based 
regionalization5, and by using 4-digit technology codes. 
We merged the two sets of indicators on the basis of the NUTS II regional code and 
the year. We ended up with an unbalanced panel of 227 regions observed on average over 8 
years. The descriptive statistics for the whole sample are reported in Table 2 whereas Figure 1 
shows the distributional properties of the variables under scrutiny, providing empirical 
support for their non-Gaussian distribution. In particular, all the variables appear to follow a 
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Laplace-like distribution which makes our empirical strategy outlined in the previous section 
the best approach to the analysis. 
>>> INSERT Figure 1 AND Table 2 ABOUT HERE <<< 
 
The elaboration of a regional breakdown of descriptive statistics turns out to be very 
complicated when dealing with a sample of 227 regions. For this reason, we decided to show 
the cross-regional distribution of average values by implementing a map for each of the 
variables under consideration. The maps reported in Figure 3 and Figure 4 are based on 
absolute (log) values of the properties of the knowledge structure.  
In Figure 2, we report the cross-regional distribution of the three components 
contributing to labour productivity growth. Let us recall that µ is the contribution of the 
changing mix of regional industries and is positive if regions tend to specialize in high-
productivity activities, π is the interaction between productivity growth and the change in the 
industry mix and is positive to the extent that regions specialize in fast growing sectors 
whereas α is the contribution of within-sector productivity growth weighted by the sector 
share on total employment. 
>>> INSERT Figure 2 ABOUT HERE <<< 
It is interesting to note that for most of the sampled regions, the effect of change in the 
industry mix is positive, suggesting that structural change plays an important role in the 
process of economic growth. Most European regions therefore tend to specialize in high-
productivity sectors, with the only exception being some Greek regions and the British 
Midlands. The process is more pronounced in Italy and in central-eastern Europe than in 
Spain and France. The second diagram shows that the interaction term is positive again in 
most Italian regions, Spain, France and Germany, while evidence is more mixed in other 
regions. Italy, France, Spain and Germany in the observed period are subject to changes 
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favouring the increasing share of fast-growing sectors. Finally, within-sector productivity 
growth seems to matter the most for Northern regions, such as Finland, Sweden and Denmark, 
and to a somewhat lesser extent for some Eastern and Greek regions. 
In Figure 3, we report the cross regional distribution of knowledge capital, coherence 
and cognitive distance (log values). The top diagram reports the figures concerning the 
knowledge capital. We can see how knowledge capital is higher in central European regions 
and in northern regions whereas it is lower in the periphery of the continent. A look at the 
coherence index reveals that on average search behaviours are more like organized search 
than random screening, while cognitive distance is on average very low in most of the 
European regions, suggesting that exploration is conducted across the safe boundaries of 
established knowledge competences. We observe both low values of coherence and cognitive 
distance only for a few scattered regions in France, Spain and Finland suggesting search 
strategies characterized by exploration behaviours conducted within well defined boundaries 
of the knowledge space. 
>>> INSERT Figure 3 ABOUT HERE <<< 
Figure 4 shows cross distribution of the variety index, articulated in unrelated and 
related knowledge variety. The top diagram indicates that on average European regions are 
characterized by a high degree of variety, with the only exception being some peripheral 
regions in Portugal and Greece. When we look at the distinction between related and 
unrelated variety, we can see that the distribution looks very similar to that of total variety. By 
also observing the ranges assigned to each classes, we can also state that on average related 
knowledge variety is higher than unrelated variety. 
>>> INSERT Figure 4 ABOUT HERE <<< 
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Table 2 shows the correlation across the variables used in the empirical analysis. It can 
be noted that only in a few cases correlation coefficients appear to be significantly correlated, 
but in any case the coefficients are pretty low.  
>>> INSERT TABLE 2 ABOUT HERE <<< 
Since the relationships under scrutiny are investigated at the regional level, the spatial 
dependence of the relevant variables can engender some biases in the estimation results. In 
order to check the extent to which spatial dependence can be a problem, we calculated the 
Moran’s I index for all variables by relying on a row standardized contiguity matrix 
(MORAN, 1950). As is well known, the Moran’s I index is used to calculate the spatial 
autocorrelation across OLS residuals. Average growth rates were used because they reflect the 
fundamental relations between the regions in contrast to fluctuating yearly growth rates. The 
results are shown in Table 4, which suggests that only in two cases the statistics are 
significant and hence the null hypothesis of no spatial correlation ought to be rejected. 
However, the correlation coefficients are fairly low and this should not bias the subsequent 
estimations in any serious way. This is even more so considering that LAD estimation 
techniques are preferred over standard OLS. 
>>> INSERT TABLE 4 ABOUT HERE <<< 
In the following section we will implement the estimation of equation (18), which is 
based on the normalized growth rates of such variables. 
 
5 Econometric results 
 
The results of the econometric estimations are reported in Tables 5 to 8. Tables 5 and 
6 present the results of exploratory regressions conducted by implementing the OLS 
estimator. Table 5 shows the estimations in which the shift share components are dependent 
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variables and Table 6 shows the estimations in which the properties of the regional knowledge 
base are dependent variables. 
 With regard to the observed autocorrelation, it is impressive to note that none of the 
variables under scrutiny shows any degree of persistence. On the contrary, coefficients are 
negative and significant across all three lags considered, suggesting erratic growth dynamics 
for all the variables. Such results on knowledge-related variables are consistent with the 
findings of BUERGER, BROEKL and COAD (2012) who ascribe this kind of evidence to 
intrinsic uncertainty and volatility characterizing innovation.  
>>> INSERT Table 5 ABOUT HERE <<< 
We will now analyze in more detail the lead-lag relationship between the change in 
knowledge and economic structure. Let us start with Table 5. As far as the first lag is 
concerned, knowledge coherence (COH) and knowledge capital (KCAP) show a positive and 
significant coefficient on α which is consistent with the literature linking knowledge structure 
and productivity growth (NESTA, 2008; QUATRARO, 2010). The α component stands for 
the contribution stemming from within-sector productivity growth which is positively affected 
by the growth of knowledge coherence and that of knowledge capital. Knowledge coherence 
is indeed likely to increase as a technological trajectory gets established and innovation 
capabilities begin to spread to regional innovating agents. Technological learning enhances 
the capacity to identify and retain profitable combinations of technologies in the generation of 
new knowledge. At the aggregate level, the knowledge base appears to be therefore 
characterized by a high degree of integration as a result of a cumulative process. Agents are 
now able to focus on a well defined area of the knowledge space and to engage in successful 
innovation efforts that are more likely to exert relevant effects on economic performances. 
The knowledge variety (KV, RKV and UKV) indexes as well as CD do not seem to affect the 
economic structure significantly.  
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When we move to the second lag, we see that knowledge coherence (KOH) affects the 
cross-term π positively and significantly, i.e. faster growth of coherence is associated with a 
faster increase in faster growing sectors. Once again, the ability to screen the knowledge 
space in an organized and systematic way allows for improved economic performance. 
Knowledge variety, on the other hand, negatively affects the cross-term. These negative 
coefficients can be interpreted in the light of the mixed nature of the cross-term π. We would 
expect increasing technological variety to affect the change in the industry mix positively. On 
the contrary, higher growth rates of technological variety are typical of instability phases of 
the technological trajectory which are more likely to be associated with productivity 
slowdowns.  
Finally, the third lag presents an interesting positive and significant coefficient of KV 
and UKV on the reallocation term (µ). This is consistent with the idea that increasing 
technological variety is likely to be associated with changes in the industry mix. The 
displacement of the workforce from mature activities to new emerging activities is indeed 
related to an increase in the scope of technological activities, focusing in particular on the 
combination of pieces of knowledge that belong to different technological domains.6.  
The effect of KV, RKV and UKV on the cross-term π is again negative, signalling the 
prevalence of the negative effects on productivity dynamics. Finally, it is also worth noting 
the positive and significant coefficient of knowledge coherence (COH) and cognitive distance 
(CD) as far as effects on within-sector productivity (α) are concerned. The former is in line 
with the evidence observed when looking at the first lag. Coherence is likely to increase as an 
effect of organized search activities typical of exploitation dynamics. These in turn are likely 
to engender significant productivity gains. The coupling of positive effects of coherence and 
cognitive distance suggest that productivity gains are associated with a combination of 
complementary but not similar pieces of knowledge. This is in line with the literature in the 
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evolutionary economic geography field which suggests that too much similarity is detrimental 
to regional economic development (BOSCHMA and WENTING, 2007; COLOMBELLI and 
QUATRARO, 2013)7. 
 
>>>  INSERT TABLE 6 ABOUT HERE <<< 
 
Table 6 presents the results of the OLS estimation concerning the determinants of 
growth rates of the properties of regional knowledge bases. 
The evidence regarding the first lag shows that knowledge coherence (COH) appears 
to be positively affected by π, suggesting that the increasing share of fast growing sectors is 
associated with increasing integration of regional technological activities. It is also interesting 
to note that within-sector productivity (α) negatively affects the growth of cognitive distance. 
This evidence is in line with previous work (COLOMBELLI, KRAFFT and QUATRARO, 
2014a) according to which higher performances are likely to create the economic conditions 
to stimulate patterns of knowledge creation based on the search across domains that are not so 
familiar and yet not too far from the established technological competences. The positive and 
significant effect of α on KV and RKV provides further support for such an interpretation. 
The coefficients for the second lag of the explanatory variables reveal that the 
reallocation term (µ) does not yield any significant effect on the knowledge characteristics. 
The same applies to the cross-term (π). In line with the evidence for the first lag, within-sector 
productivity (α) has a negative effect on cognitive distance whereas it positively affects KV.  
As far as the third lag is concerned, we can see that no significant effects of the shift-
share terms on the properties of the regional knowledge base can be devised. The only 
exception is the negative effect of the reallocation term (µ) on knowledge variety. It would 
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therefore seem that increasing variety can foster the changing allocation of labour across 
sectors, but that this in turn is likely to be followed by a reduction in variety.  
The evidence discussed so far suggests that the effects of the properties of the regional 
knowledge base on the terms of shift-share decomposition are broader than the effects that the 
latter yield on the former. However, as already discussed in Section 4, OLS estimations are 
likely to be biased due to the distributional properties of the variables at stake. For this reason, 
we estimated the reduced form VAR by applying the LAD estimator. The results are reported 
in Tables 7 and 8.  
 
>>> INSERT TABLE 7ABOUT HERE <<< 
 
Table 7 presents the evidence concerning the determinants of the shift share 
components. In columns (1a)-(1c), the dependent variable is the reallocation term (µ). Over 
the three lags, the autoregressive coefficient is negative and significant suggesting erratic 
movement of this term. With regard to the effects of the properties of the regional knowledge 
base, only KV shows a positive and significant coefficient at the third lag, which was already 
present in the previous OLS estimation. This is in line with expectations. The enlargement of 
the scope for recombination activities signals the opening up of new trajectories for 
exploitation which attract economic agents. In the aggregate this is like to be associated with 
displacement of the workforce from old and mature sectors to new ones. Columns (2a)-(2c), 
on the other hand, show the results for the cross-term (π). Here too, the autoregressive terms 
over the three lags are negative and significant. As far as the knowledge-related variables are 
concerned, none of the coefficients is significant in the first lag. When we move to the 
following lags, KV turns out to be negative and significant both at the second and the third lag 
whereas RKV and UKV show negative and significant coefficients only on the third lag. As 
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in the previous estimations, these results can be interpreted as an outcome of the dominance 
of the productivity gain component of the cross-term. Finally, in columns (3a)-(3c), the 
dependent variable is within-sector productivity (α). Here too, the autoregressive terms are 
negative and significant over the three implemented lags. Out of the knowledge-related 
variables, only CD shows a significant (and positive) coefficient on the third lag. This is in 
line with the previous estimation and suggests that in order to observe productivity gains, the 
regional knowledge base ought to be the outcome of the recombination of dissimilar pieces of 
knowledge. 
>>> INSERT TABLE 8 ABOUT HERE <<< 
In Table 8, we report the results of the reduced-form VAR estimations in which the 
properties of the knowledge base are dependent variables. In columns (4a)-(4b), the 
dependent variable is COH. In the first lag, no significant effects of the knowledge structure 
are observed. In the second lag, the cross-term (π) shows a positive and significant coefficient. 
This can be interpreted as an outcome of the dominance of the effect of the reallocation 
component. After displacement of the workforce from one sector to another, as an outcome of 
increasing variety which signals exploration strategies, technological activities are oriented 
towards increasing integration of the knowledge base in the new fields. This interpretation is 
also supported by the negative and significant coefficient of within-sector productivity (α). A 
technology-lifecycle interpretation is in order. When increasing, growth rates are indeed the 
outcome of exploitation dynamics that allow for the selection of profitable trajectories. After 
some time, high growth rates are followed by decreasing coherence due to the need to identify 
new and unexploited technological opportunities which allows for further productivity gains 
in the future.  
In columns (5a)-(5c) the dependent variable is KCAP. In this case, the only shift-share 
variable showing a statistically significant coefficient is the cross-term and this applies to all 
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of the three investigated lags. The sign of the coefficients is always negative. This could be 
interpreted as an outcome of the dominance of the reallocation component of the cross-term. 
A change in the sector allocation of the workforce in one region is indeed a sign of maturity 
of established activities and a search for new avenues of development. In this phase, the 
technological competences associated with old sectors may have exhausted the technological 
opportunities leading to a reduction of knowledge production which is not yet 
counterbalanced by identification of new profitable trajectories. The evidence on CD reported 
in columns (6a)-(6c), is consistent with the regional technology lifecycle interpretation 
articulated so far. Indeed, we can observe a negative and significant coefficient of within-
sector productivity (α) in the first lag and a negative and significant coefficient of the cross-
term (π) in the third lag. According to the evolutionary economic geography approach, high 
levels of CD are likely to positively affect regional competitiveness. When productivity gains 
are achieved, most technological opportunities have been exploited and the scope for 
recombination in the knowledge space gets smaller and smaller. As an outcome, the average 
degree of similarity amongst combinable technologies increases. This could also explain the 
negative sign of the cross-term which combines both the reallocation and the productivity 
components. Insofar as increasing reallocation is associated with the exhaustion of 
technological opportunities in incumbent sectors, the narrowing of the set of profitable 
combinations leads to the increasing likelihood that technologies with a high degree of 
similarity will be combined. Columns (6), (7) and (8) report the estimations for KV, RKV and 
UKV respectively. As far as KV is concerned, we can observe that the within-productivity 
term (α) shows a positive and significant coefficient in the second lag, while the cross-term 
(π) shows a negative and significant coefficient in the third lag. With regard to RKV, the only 
significant shift-share variable is the reallocation term which is featured by a negative and 
significant coefficient in the second lag. The estimation on UKV shows that only the cross-
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term is characterized by a significant and positive coefficient in the first lag. The evidence 
concerning the variety variables provides further support for our interpretation. Productivity 
growth is likely to be followed by an increase in knowledge variety due to the need to look for 
new profitable trajectories. Consistently, displacement of the workforce from incumbent to 
new sectors is typical of exploration phases. When this happens, we will probably observe a 
reduction in knowledge variety in the following periods as a result of the gradual selection of 
successful combinations. 
  
6 Conclusions 
 
In this paper we have conducted an exploratory analysis of the co-evolutionary 
patterns of knowledge and economic structure. The concept of knowledge structure has been 
in particular elaborated so as to qualify the regional knowledge base according to its average 
degree of similarity, complementarity and variety. Drawing upon a theoretical framework that 
stresses the dynamic nature of the interactions between these two components as well as the 
endogenous character of the change process, we decided to implement an empirical 
framework based on the recombinant knowledge approach in order to characterize the 
knowledge structure. We coupled this methodological approach with the shift-share technique 
which allows the effects of the change in economic structure to be grasped in a synthetic way 
and in particular, we focused on the changing allocation of the labour force across sectors. 
The empirical analysis, given the dynamic effects feeding back from economic and 
knowledge structure and vice versa, was conducted by implementing a set of ‘reduced-form’ 
VAR estimations which allowed us to investigate the lead-lag relationships between the two 
systems without imposing any aprioristic causal structure. The results of the analysis are 
encouraging and call for further research in this direction, showing a clear interactive pattern 
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between the two structures. Changes in knowledge structure that signal the patterns of 
knowledge creation based on organized search are likely to engender increasing within-sector 
productivity growth, while knowledge generation activities characterised by random 
screening across the knowledge space are likely to be followed by changes in the allocation of 
the labour force across sectors. Moreover, the increasing share of faster growing sectors 
appears to stimulate the establishment of knowledge creation patterns dominated by organized 
search within the comfortable fences of established competences. Moreover, econometric 
analysis also allowed us to appreciate some interesting dynamics such as the one relating 
variety and µ, according to which increasing variety fosters the changing allocation of labour 
across sectors, but which in turn is likely to be followed by a reduction in variety8.  
These results represent an interesting starting point for investigating and shedding new 
light on issues traditionally addressed in regional economics and economic geography such as 
the importance of the effects of the surrounding environment on firms’ economic 
performances or the possible effects of the structure of regional (or local) knowledge bases on 
firms’ location choices, which can be enriched by fully appreciating the role of the properties 
of local knowledge bases. These issues are also important to the policy realm, too often 
focused on the design of measures targeted to restoring regional competitiveness by providing 
funding to incumbent activities. Although measures targeted to restore productivity in 
incumbent sectors are less complicated, these are more likely to yield temporary outcomes. 
On the contrary, the results of our analyses suggest that policymakers should promote the 
entry of new activities grounded on new and profitable technological trajectories. Measures 
aiming at reshaping the structure of economic and technological activities at the local level 
are likely to yield enduring effects since they are based on structural interventions. 
In this direction, the scope for demand-driven policy instruments at the local level is 
enriched. Indeed, new activities cannot emerge out of the blue. The incentives to the local 
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creation of new technology based activities should be therefore grounded on the accurate 
analysis of both the comparative advantages developed over time in a specific area and of the 
relative position of such technologies in the technological landscape (COLOMBELLI, 
KRAFFT and QUATRARO, 2014b; ASHEIM and COENEN, 2005). Stimulating local agents 
to jump to new activities far away from their cumulated competencies can be inefficient and 
unsuccessful. 
Strategic demand pull emerges here as an ingredient to the strategic management of 
places, the goal of which should be the promotion of knowledge-based entrepreneurship as a 
vehicle for the employment growth and global competitiveness at the local level (Audretsch, 
2003). Demand-driven innovation policies should therefore be particularly cautious in the 
identification of the key sectors to be promoted, above all when implemented at the European 
level, as this latter task cannot be performed without a careful screening of the patterns of 
local technological specialization in the different areas upon which the policy instrument 
impinges. These policy measures should be rather customized, so as to ensure effective 
implementation and the reduction of duplication of efforts and waste of resources. 
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1
 François PERROUX (1955) provided the former efforts to build a systematic account of the relationships 
between structural and technological change in local contexts. He proposed a view according to which the 
development of local economies is shaped by centripetal and centrifugal forces. Some sectors are likely to be 
stronger in some areas and weaker in others so that the economic development of a specific area is influenced by 
the structural ties of the propulsive sector with the rest of the local economic activities. Vertical and horizontal 
linkages can therefore enhance the positive effects of outperforming sectors. Of the main sources of competitive 
advantage in this framework, innovation plays a key role in the development of technical efficiency. 
2
 The limits of patent statistics as indicators of technological activities are well known. The main drawbacks can 
be summarized in their sector-specificity, the existence of non-patentable innovations and the fact that they are 
not the only protecting tool. Moreover, the propensity to patent tends to vary over time as a function of the cost 
of patenting and is more likely to feature large firms (PAVITT, 1985; GRILICHES, 1990). Nevertheless, 
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previous studies highlighted the usefulness of patents as measures of production of new knowledge, above all in 
the context of analyses of innovation performances at the regional level. Such studies show that patents represent 
very reliable proxies for knowledge and innovation, as compared with analyses drawing upon surveys directly 
investigating the dynamics of process and product innovation (ACS et al., 2002). Besides the debate about 
patents as an output rather than an input of innovation activities, empirical analyses showed that patents and 
R&D are dominated by a contemporaneous relationship, providing further support to the use of patents as a good 
proxy of technological activities (HALL et al., 1986). Moreover, it is worth stressing that our analysis focuses on 
the dynamics of manufacturing sectors. 
3
 It must be stressed that to compensate for intrinsic volatility of patenting behaviour, each patent application is 
made to last five years. 
4
 We acknowledge that the use of administrative regions to investigate the effects of knowledge creation 
represents only an approximation of the local dynamics underpinning such a process. Indeed, administrative 
borders are arbitrary and therefore might not be representative of the spontaneous emergence of local 
interactions. It would be much better to investigate these dynamics by focusing on local systems of innovation. 
However, it is impossible to find out data at such a level of aggregation. Moreover, the identification of local 
systems involves the choice of indicators and threshold values according to which one can decide whether to 
unbundle local institutions or not. This choice is in turn arbitrary and therefore would not solve the problem, but 
would only reproduce the issue at a different level. Thus, we think that despite the unavoidable approximation, 
our analysis may provide useful information on the dynamics under scrutiny. 
5
 The assignment of patents to regions on the basis of inventors’ addresses is the most widespread practice in the 
literature (see, for example, MAURSETH AND VERSPAGEN, 2002; HENDERSON ET AL., 2005; BRESCHI 
AND LISSONI, 2009, PACI AND USAI, 2009, to quote a few). A viable alternative may rest on the use of 
applicants’ addresses, above all when the assessment of knowledge impact on growth is at stake (see 
ANTONELLI, KRAFFT AND QUATRARO, 2010). However, when analysis is conducted at a local level of 
aggregation, and the geography of collective processes of knowledge creation  is emphasized, the choice of 
inventors’ addresses remains the best one. 
6
 The displacement effect on employment of course is unlikely to manifest itself in the shortest run. This may be 
the reason why this effect is grasped only when lookings at the third lag. However, one would expect this 
evidence to become more robust in the subsequent lags. Unfortunately, the available data do not allow us to go 
further back in time. 
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7
 See COLOMBELLI, KRAFFT AND QUATRARO (2014a) and COLOMBELLI AND QUATRARO (2014) 
for similar evidence at the firm level. 
8
 An important limitation of this exercise concerns the lag structure used in the analysis. Although most of the 
existing studies using the reduced VAR approach do not go beyond the third lag (COAD AND RAO, 2010; 
BUERGER, BROEKL AND COAD, 2012), it would be useful to investigate longer lag structures. The available 
data on regional economic accounts unfortunately do not allow analysis to be extended in this direction. 
Table 1 - Definitions of variables 
Variable Definition Source 
µ Reallocation term Eurostat regional branch accounts 
π Cross-term Eurostat regional branch accounts 
α Within-sector productivity Eurostat regional branch accounts 
KCAP Knowledge capital stock (permanent inventory method) PATSTAT 
COH Knowledge coherence (region-level weighted average relatedness) PATSTAT 
CD Cognitive distance (region-level weighted average) PATSTAT 
KV Knowledge Variety (informational entropy) PATSTAT 
RKV Related Knowledge Variety (within-group informational entropy) PATSTAT 
UKV Unrelated Knowledge Variety (between-group informational entropy) PATSTAT 
  
Table 2 – Descriptive statistics of the relevant variables before normalization 
Variable              Mean  Std. Dev.       Min      Max    Obs. 
µ overall 0.003 0.006 -0.030 0.060     N =    1876 
(reallocation)         between           0.005 -0.030 0.033     n =     227 
         within            0.005 -0.028 0.042 
π overall -0.001 0.002 -0.032 0.002     N =    1873 
(cross-term)         between           0.002 -0.022 0.001     n =     227 
         within            0.001 -0.023 0.008 
α overall 0.024 0.068 -0.349 0.630     N =    1873 
(within-sector        between           0.044 -0.217 0.173     n =     227 
productivity)     within            0.061 -0.361 0.507 
KCAP overall 0.048 0.109 -0.163 1.253     N =    1711 
Capital between           0.102 -0.101 0.644     n =     202 
         within            0.090 -0.659 0.756 
COH overall -0.004 0.032 -0.644 0.578     N =    1744 
Coherence between           0.046 -0.159 0.578     n =     205 
         within            0.026 -0.489 0.239 
CD overall 0.001 0.115 -1.099 1.099     N =    1744 
Distance between           0.056 -0.409 0.549     n =     205 
         within            0.111 -1.098 1.107 
KV overall 0.003 0.064 -0.333 0.568     N =    1744 
Variety between           0.069 -0.145 0.494     n =     205 
         within            0.052 -0.294 0.393 
RKV overall 0.004 0.113 -0.601 1.615     N =    1744 
Knowledge   between           0.115 -0.601 0.726     n =     205 
Variety within            0.095 -0.664 0.892 
UKV overall 0.005 0.103 -1.163 1.125     N =    1742 
between           0.094 -0.519 0.518     n =     205 
within            0.090 -0.728 0.998 
 
 
  
 Table 3 - Correlation matrix 
 
Coherence Knowledge Capital 
Cognitive 
distance TV RTV UTV µ π α 
COH 1.000 
KCAP -0.027 1.000 
0.244 
CD -0.018   0.075* 1.000 
0.434 0.001 
KV -0.034 0.043  -0.115* 1.000 
0.133 0.062 0.000 
RKV 0.009 -0.007  -0.128* 0.727 1.000 
0.693 0.749 0.000 0.000 
UKV   -0.110* 0.010 -0.004 0.234  -0.331* 1.000 
0.000 0.661 0.857 0.000 0.000 
µ - reallocation -0.026 0.042 0.026 0.019 -0.049 0.010 1.000 
0.312 0.104 0.316 0.471 0.056 0.709 
π – cross-term -0.024 -0.046 -0.048 -0.088   0.091* -0.044    -0.201* 1.000 
0.348 0.075 0.062 0.001 0.000 0.085 0.000 
α – wtihin-term 0.027 -0.029 -0.016 0.006  -0.058* 0.024 -0.019 -0.129 1.000 
0.291 0.274 0.529 0.810 0.025 0.363 0.432 0.000 
Note: Variables are expressed in normalized growth rates. Pairwise correlation coefficients. The stars signal a significance of at most 5%.
 
 
 
Table 4 - Test for spatial dependence in the relevant variables 
Variable Moran’s I 
µ- reallocation 0,0219 
(0,451) 
π – cross-term -0,0125 
(0,908) 
α – wtihin-term 0,325*** 
(0,000) 
KCAP -0,003 
(0,899) 
COH 0,106*** 
(0,004) 
CD 0,002 
(0,803) 
KV 0,004 
(0,754) 
RKV 0,018 
(0,515) 
UKV -0,002 
(0,879) 
Note: p-values in parentheses. 
  
Table 5 - Results of ‘reduced-form’ OLS estimation (I) 
1 2  
(1a) (1b) (1c)  (2a) (2b) (2c)  (3a) (3b) (3c) 
  µ (reallocation term)  π (cross-term)  α (within-sector productivity) 
β
t-
1 
µ -0.6772*** -0.6774*** -0.6776***  -0.0046 -0.0042 -0.0029  -1.5383** -1.5375** -1.5332** 
 (0.0537) (0.0542) (0.0545)  (0.0095) (0.0095) (0.0096)  (0.7224) (0.7159) (0.7133) 
π -0.6165** -0.5796** -0.6445**  -0.7078*** -0.7154*** -0.7516***  0.1427 -0.0424 0.1602 
 (0.2434) (0.2489) (0.2592)  (0.0690) (0.0689) (0.0713)  (2.6238) (2.6190) (2.8717) 
α 0.0032 0.0027 0.0033  0.0004 0.0005 0.0009  -0.8046*** -0.8022*** -0.8032*** 
 (0.0035) (0.0034) (0.0036)  (0.0008) (0.0008) (0.0009)  (0.0394) (0.0395) (0.0404) 
COH -0.0087 -0.0103 -0.0079  -0.0008 -0.0004 -0.0017  0.2414* 0.2473** 0.2461** 
 (0.0086) (0.0083) (0.0089)  (0.0022) (0.0022) (0.0022)  (0.1228) (0.1212) (0.1232) 
KCAP -0.0020 -0.0021 -0.0019  0.0003 0.0003 0.0003  0.0417* 0.0438** 0.0395* 
 (0.0019) (0.0019) (0.0019)  (0.0004) (0.0004) (0.0004)  (0.0218) (0.0215) (0.0215) 
CD 0.0018 0.0015 0.0019  -0.0002 -0.0001 -0.0001  0.0171 0.0159 0.0151 
 (0.0016) (0.0016) (0.0017)  (0.0003) (0.0003) (0.0003)  (0.0157) (0.0155) (0.0153) 
KV 0.0018    -0.0009    0.0102   
 (0.0043)    (0.0008)    (0.0299)   
RKV  0.0005    -0.0004    0.0034  
  (0.0023)    (0.0005)    (0.0174)  
UKV   0.0017    -0.0001    0.0093 
   (0.0020)    (0.0003)    (0.0176) 
β
t-
2 
µ -0.4121*** -0.4164*** -0.4102***  -0.0114 -0.0103 -0.0131  -0.3302 -0.3072 -0.3397 
 (0.0532) (0.0554) (0.0553)  (0.0111) (0.0114) (0.0112)  (0.7017) (0.7171) (0.6862) 
π 0.1265 0.1500 0.0673  -0.3283*** -0.3372*** -0.3963***  1.7210 1.6401 1.8067 
 (0.3190) (0.3261) (0.3462)  (0.0754) (0.0751) (0.0815)  (2.7917) (2.8520) (3.1115) 
α 0.0019 0.0015 0.0024  0.0004 0.0005 0.0011  -0.6154*** -0.6125*** -0.6169*** 
 (0.0033) (0.0033) (0.0034)  (0.0009) (0.0009) (0.0009)  (0.0455) (0.0474) (0.0476) 
COH 0.0011 -0.0010 0.0024  0.0029 0.0033* 0.0029  0.0891 0.1074 0.0987 
 (0.0102) (0.0100) (0.0101)  (0.0018) (0.0018) (0.0018)  (0.0947) (0.0951) (0.0947) 
KCAP -0.0018 -0.0021 -0.0015  0.0001 0.0001 0.0001  0.0212 0.0228 0.0153 
 (0.0020) (0.0019) (0.0019)  (0.0004) (0.0004) (0.0004)  (0.0290) (0.0290) (0.0297) 
CD 0.0032 0.0028 0.0028  -0.0006 -0.0006 -0.0004  0.0104 0.0093 0.0115 
 (0.0021) (0.0020) (0.0021)  (0.0004) (0.0004) (0.0004)  (0.0205) (0.0199) (0.0191) 
KV 0.0065    -0.0015**    -0.0525   
 (0.0046)    (0.0007)    (0.0325)   
RKV  0.0017    -0.0007*    -0.0237  
  (0.0025)    (0.0004)    (0.0190)  
UKV   0.0023    -0.0002    0.0001 
   (0.0020)    (0.0003)    (0.0218) 
β
t-
3 
µ -0.1909*** -0.1910*** -0.1929***  -0.0081 -0.0080 -0.0117  -0.6430 -0.6435 -0.6516 
 (0.0678) (0.0693) (0.0692)  (0.0100) (0.0101) (0.0097)  (0.5944) (0.6050) (0.5780) 
π -0.0794 -0.1465 -0.0597  -0.3906*** -0.3827*** -0.3706***  6.2373** 6.5293** 5.8964* 
 (0.3016) (0.3064) (0.2990)  (0.0626) (0.0652) (0.0640)  (2.9746) (3.1633) (2.9889) 
α 0.0098** 0.0102** 0.0101**  -0.0006 -0.0006 -0.0005  -0.2908*** -0.2935*** -0.2945*** 
 (0.0040) (0.0041) (0.0040)  (0.0009) (0.0009) (0.0008)  (0.0424) (0.0450) (0.0407) 
COH -0.0050 -0.0066 -0.0045  0.0014 0.0017* 0.0010  0.0994* 0.1118* 0.0977 
 (0.0048) (0.0047) (0.0049)  (0.0010) (0.0009) (0.0008)  (0.0583) (0.0578) (0.0636) 
KCAP -0.0021 -0.0021 -0.0021  0.0006 0.0005 0.0004  0.0392 0.0387 0.0363 
 (0.0013) (0.0013) (0.0013)  (0.0004) (0.0004) (0.0004)  (0.0257) (0.0256) (0.0259) 
CD 0.0010 0.0006 0.0006  -0.0003 -0.0003 -0.0001  0.0412* 0.0406* 0.0411** 
 (0.0017) (0.0017) (0.0016)  (0.0005) (0.0005) (0.0005)  (0.0216) (0.0210) (0.0206) 
KV 0.0099***    -0.0013*    -0.0457   
 (0.0032)    (0.0007)    (0.0416)   
 RKV  0.0032    -0.0009**    -0.0191  
   (0.0021)    (0.0004)    (0.0175)  
 UKV   0.0027*    -0.0006*    -0.0174 
    (0.0014)    (0.0003)    (0.0222) 
 Cons 0.0002 0.0002 0.0002  0.0001*** 0.0001*** 0.0002***  -0.0034*** -0.0034*** -0.0033*** 
  (0.0001) (0.0001) (0.0001)  (0.0000) (0.0000) (0.0000)  (0.0011) (0.0011) (0.0011) 
 N 936 936 935  936 936 935  936 936 935 
 R2 0.334 0.329 0.326  0.392 0.392 0.400  0.521 0.520 0.508 
 adj. R2 0.319 0.313 0.311  0.378 0.378 0.386  0.510 0.509 0.496 
 AIC -
7459.9097 
-
7452.1323 
-
7443.9974 
 -
10542.9767 
-10542.8325 -10543.7716  -3137.2515 -3135.4807 -3130.7997 
 BIC -
7353.3942 
-
7345.6168 
-
7337.5054 
 -
10436.4611 
-10436.3169 -10437.2796  -3030.7360 -3028.9651 -3024.3076 
Robust Regional Clustered Standard errors in parentheses 
*
 p < 0.10, ** p < 0.05, *** p < 0.01 
 
Table 6 – Results of ‘reduced-form’ OLS estimation (II) 
3 4  
(4a) (4b) (4c)  (5a) (5b) (5c)  (6a) (6b) (6c)  (7) (8) (9) 
  COH  KCAP  CD  KV RKV UKV 
β
t
-
1
 
µ 0.2200 0.2198 0.2046  -0.5323 -0.4958 -0.6388  1.4113 1.4699 1.4958  0.0482 -0.1396 -0.1788 
 
(0.1751) (0.1731) (0.1649)  (0.7155) (0.7181) (0.6750)  (0.9353) (0.9081) (0.9322)  (0.3335) (0.4993) (0.6297) 
π 2.0327* 2.0027* 2.0018**  -4.1218 -3.9718 -3.9930  -4.4922 -4.9093 -4.7408  2.7275 3.5617 4.4178 
 
(1.0642) (1.0697) (1.0095)  (2.8184) (2.9029) (2.8632)  (5.4482) (5.4960) (5.7160)  (2.5771) (3.1483) (4.1692) 
α 0.0001 0.0001 0.0005  0.0391 0.0373 0.0318  -0.1352* -0.1270* -0.1347*  0.0628* 0.0821* 0.0356 
 (0.0082) (0.0081) (0.0081)  (0.0412) (0.0416) (0.0407)  (0.0722) (0.0692) (0.0745)  (0.0358) (0.0484) (0.0539) 
COH 
-0.9435*** -0.9497*** -0.9338***  0.1825 0.1643 0.1696  0.2021 0.2463 0.3447  -0.0591 -0.2238 0.2856 
 (0.1106) (0.1125) (0.1061)  (0.2100) (0.2065) (0.2376)  (0.3863) (0.3980) (0.3818)  (0.1673) (0.2680) (0.2664) 
KCAP 0.0118 0.0119 0.0116  -0.6487*** -0.6456*** -0.6368***  0.0419 0.0364 0.0348  0.0442** 0.0666** 0.0382 
 (0.0075) (0.0072) (0.0073)  (0.0924) (0.0923) (0.0924)  (0.0410) (0.0370) (0.0372)  (0.0208) (0.0310) (0.0330) 
CD 0.0022 -0.0005 0.0027  -0.0229 -0.0237 -0.0325  -1.3501*** -1.3366*** -1.3005***  0.0247 0.0145 -0.0353 
 (0.0077) (0.0074) (0.0080)  (0.0292) (0.0328) (0.0332)  (0.0603) (0.0612) (0.0634)  (0.0266) (0.0453) (0.0351) 
KV 0.0223    0.1030    -0.2228*    -0.4110***   
 (0.0197)    (0.0847)    (0.1207)    (0.0553)   
RKV  0.0042    0.0959**    -0.1352*    -0.5358***  
  (0.0143)    (0.0443)    (0.0702)    (0.0642)  
UKV   0.0129    -0.0527*    0.0774    -0.6177*** 
   (0.0112)    (0.0277)    (0.0541)    (0.0405) 
β
t
-
2
 
µ 0.1666 0.1500 0.1796  -0.0405 0.0317 -0.0441  -0.0683 0.0245 0.3228  -0.8969 -1.2599 -0.6247 
 
(0.1272) (0.1288) (0.1272)  (0.9892) (0.9803) (0.9650)  (0.8446) (0.9046) (0.8253)  (0.5741) (0.7888) (0.9240) 
π 0.9713 0.9268 0.9004  -6.1547 -5.5190 -4.9849  -8.0245 -9.6019 -8.1060  -1.4157 1.1652 0.2003 
 
(1.0756) (1.0247) (0.9941)  (5.4199) (5.4345) (5.3363)  (7.6171) (7.6591) (8.2225)  (3.1667) (4.9399) (5.1283) 
α -0.0077 -0.0060 -0.0067  0.0378 0.0349 0.0402  -0.1399* -0.1353* -0.1656**  0.0417* 0.0332 0.0698 
 (0.0078) (0.0079) (0.0078)  (0.0688) (0.0683) (0.0675)  (0.0728) (0.0724) (0.0756)  (0.0249) (0.0379) (0.0546) 
COH 
-0.6324*** -0.6274*** -0.6206***  -0.1289 -0.1373 -0.1168  0.3016 0.3347 0.3239  -0.0067 -0.3577 0.5304 
 (0.1412) (0.1433) (0.1388)  (0.1591) (0.1450) (0.1711)  (0.4131) (0.4151) (0.4004)  (0.1789) (0.2901) (0.3532) 
KCAP 0.0073 0.0065 0.0083  -0.3973*** -0.3915*** -0.3831***  0.0669 0.0654* 0.0736*  0.0196 0.0784** -0.0449 
 (0.0073) (0.0069) (0.0073)  (0.0557) (0.0555) (0.0560)  (0.0407) (0.0392) (0.0388)  (0.0226) (0.0309) (0.0427) 
CD 
-0.0054 -0.0074 -0.0061  -0.0033 -0.0057 -0.0126  -1.0574*** -1.0534*** -1.0247***  0.0237 0.0164 -0.0380 
 (0.0084) (0.0088) (0.0090)  (0.0337) (0.0380) (0.0339)  (0.0994) (0.0956) (0.0906)  (0.0249) (0.0414) (0.0410) 
KV 0.0024    -0.0534    -0.0206    -0.1805***   
 (0.0172)    (0.0791)    (0.1122)    (0.0577)   
RKV  0.0046    -0.0104    -0.0595    -0.3213***  
  (0.0093)    (0.0367)    (0.0751)    (0.0698)  
UKV   
-0.0013    -0.0615    0.0621    -0.3724*** 
   (0.0091)    (0.0523)    (0.0468)    (0.0804) 
β
t
-
3
 
µ 0.1968 0.1762 0.1771  -0.1454 -0.0999 -0.1979  -0.5354 -0.5579 -0.2532  -0.8896* -0.9985 -1.0185 
 
(0.1451) (0.1434) (0.1453)  (0.8044) (0.7974) (0.8169)  (0.7763) (0.8246) (0.7307)  (0.4611) (0.6285) (0.7991) 
π 1.4167 1.3014 1.5116  -7.7176 -7.4365 -6.7165  -4.4162 -4.9625 -2.8149  -2.6594 0.1662 -1.7887 
 
(0.8767) (0.8722) (0.9146)  (4.7331) (4.6935) (4.4214)  (4.0316) (3.8814) (4.0990)  (2.9316) (3.9811) (4.7203) 
α 0.0105 0.0106 0.0098  0.0500 0.0434 0.0438  0.0749 0.0815 0.0575  -0.0002 -0.0174 0.0446 
 (0.0073) (0.0073) (0.0067)  (0.0590) (0.0597) (0.0570)  (0.0596) (0.0594) (0.0489)  (0.0334) (0.0400) (0.0534) 
COH 
-0.2250*** -0.2249*** -0.2167***  -0.0012 0.0222 0.0313  0.2033 0.2186 0.2323  -0.0927 -0.3113 0.4260 
 (0.0576) (0.0589) (0.0563)  (0.0956) (0.0915) (0.1017)  (0.2383) (0.2314) (0.2400)  (0.1403) (0.2681) (0.3630) 
KCAP 0.0046 0.0034 0.0042  -0.1758*** -0.1753*** -0.1688***  0.0459 0.0425 0.0518  -0.0178 0.0080 -0.0466 
 (0.0105) (0.0104) (0.0104)  (0.0452) (0.0461) (0.0453)  (0.0312) (0.0293) (0.0325)  (0.0188) (0.0306) (0.0449) 
CD 0.0005 -0.0022 -0.0016  -0.0047 -0.0081 -0.0126  -0.4424*** -0.4460*** -0.4121***  0.0430** 0.0713** -0.0366 
 (0.0077) (0.0077) (0.0078)  (0.0326) (0.0365) (0.0368)  (0.0625) (0.0618) (0.0574)  (0.0209) (0.0321) (0.0235) 
KV 0.0260*    -0.0840    0.0894    -0.4069***   
 (0.0143)    (0.0672)    (0.1152)    (0.0579)   
RKV  0.0127*    -0.0763**    -0.0780    -0.3666***  
  (0.0073)    (0.0358)    (0.0497)    (0.0466)  
UKV   0.0091    0.0100    0.1687**    -0.3102*** 
   (0.0088)    (0.0516)    (0.0727)    (0.0440) 
 Cons 
-0.0002 -0.0002 -0.0002  0.0024 0.0021 0.0021  0.0047** 0.0048** 0.0042**  0.0010 0.0008 0.0003 
  (0.0005) (0.0005) (0.0005)  (0.0018) (0.0018) (0.0018)  (0.0021) (0.0020) (0.0021)  (0.0010) (0.0017) (0.0020) 
 N 926 926 926  922 922 922  926 926 926  926 926 926 
 R2 0.511 0.505 0.509  0.373 0.381 0.372  0.660 0.661 0.666  0.363 0.393 0.357 
 adj. R2 0.500 0.494 0.498  0.358 0.366 0.358  0.652 0.653 0.659  0.349 0.379 0.342 
 AIC -5099.2963 -5088.4649 -5096.4439  -2305.9105 -2317.3001 -2304.7120  -1676.7224 -1679.7477 -1694.4851  -3115.2221 -2260.1066 -1934.5476 
 BIC -4993.0171 -4982.1856 -4990.1646  -2199.7265 -2211.1161 -2198.5281  -1570.4432 -1573.4685 -1588.2059  -3008.9429 -2153.8274 -1828.2684 
Robust regional clustered Standard errors in parentheses 
*
 p < 0.10, ** p < 0.05, *** p < 0.01 
 
Table 7 - Results of ‘reduced-form’ VAR estimation (I) 
5 6  
(1a) (1b) (1c)  (2a) (2b) (2c)  (3a) (3b) (3c) 
  µ (reallocation term)  π (cross-term)  α (within-sector productivity) 
β
t-
1 
µ -0.6176*** -0.6038*** -0.6336***  -0.0032 -0.0010 -0.0027  -0.4639 -0.6190* -0.6590 
 (0.0491) (0.0452) (0.0490)  (0.0088) (0.0083) (0.0088)  (0.4013) (0.3602) (0.4173) 
π -0.5321* -0.4283 -0.5878*  -0.6987*** -0.6776*** -0.6965***  -1.4953 -2.1706 -2.3391 
 (0.2744) (0.3049) (0.3045)  (0.0666) (0.0691) (0.0616)  (2.5876) (2.5107) (2.8357) 
α 0.0043 0.0034 0.0022  0.0015** 0.0013** 0.0015**  -0.7552*** -0.7476*** -0.7319*** 
 (0.0034) (0.0031) (0.0037)  (0.0006) (0.0006) (0.0006)  (0.0482) (0.0501) (0.0484) 
COH -0.0134 -0.0083 -0.0066  0.0007 0.0013 0.0002  0.3629*** 0.3077*** 0.2867*** 
 (0.0115) (0.0116) (0.0122)  (0.0019) (0.0020) (0.0023)  (0.1183) (0.1164) (0.1067) 
KCAP -0.0010 -0.0015 -0.0009  -0.0001 0.0001 0.0000  0.0299 0.0318 0.0337 
 (0.0018) (0.0017) (0.0016)  (0.0004) (0.0004) (0.0004)  (0.0209) (0.0224) (0.0227) 
CD 0.0022 0.0012 0.0013  -0.0003 -0.0003 -0.0003  0.0146 0.0089 0.0142 
 (0.0019) (0.0019) (0.0020)  (0.0003) (0.0003) (0.0003)  (0.0173) (0.0179) (0.0184) 
KV -0.0009    -0.0002    0.0298   
 (0.0037)    (0.0005)    (0.0302)   
RKV  -0.0005    0.0002    0.0074  
  (0.0020)    (0.0003)    (0.0157)  
UKV   0.0013    -0.0001    0.0305 
   (0.0018)    (0.0003)    (0.0188) 
β
t-
2 
µ -0.3356*** -0.3216*** -0.3367***  -0.0211*** -0.0203*** -0.0182**  0.3776 0.2717 0.3745 
 (0.0598) (0.0584) (0.0622)  (0.0078) (0.0075) (0.0087)  (0.5397) (0.5056) (0.5401) 
π 0.4452 0.5838 0.3881  -0.4753*** -0.4577*** -0.4833***  -2.2014 -2.6724 -2.4980 
 (0.3814) (0.3645) (0.3721)  (0.0755) (0.0807) (0.0647)  (2.4789) (2.4176) (2.5752) 
α 0.0026 0.0016 0.0022  0.0014* 0.0012* 0.0014***  -0.5705*** -0.5455*** -0.5526*** 
 (0.0032) (0.0033) (0.0037)  (0.0007) (0.0006) (0.0005)  (0.0537) (0.0470) (0.0486) 
COH -0.0010 0.0023 0.0029  0.0036* 0.0045** 0.0043**  0.1768 0.1270 0.0872 
 (0.0125) (0.0115) (0.0133)  (0.0018) (0.0019) (0.0019)  (0.1108) (0.1134) (0.1201) 
KCAP -0.0001 -0.0011 -0.0012  -0.0000 -0.0000 0.0000  0.0230 0.0257 0.0215 
 (0.0018) (0.0018) (0.0018)  (0.0004) (0.0004) (0.0004)  (0.0255) (0.0245) (0.0266) 
CD 0.0033 0.0010 0.0007  -0.0007 -0.0007* -0.0005  0.0090 0.0049 0.0063 
 (0.0028) (0.0027) (0.0026)  (0.0004) (0.0004) (0.0004)  (0.0192) (0.0192) (0.0179) 
KV 0.0021    -0.0012**    -0.0358   
 (0.0040)    (0.0006)    (0.0360)   
RKV  -0.0003    -0.0005    -0.0228  
  (0.0022)    (0.0004)    (0.0204)  
UKV   0.0017    -0.0001    0.0076 
   (0.0020)    (0.0003)    (0.0201) 
β
t-
3 
µ -0.1078** -0.0905* -0.0958*  -0.0186** -0.0144* -0.0123  -0.1227 -0.1740 -0.0959 
 (0.0523) (0.0511) (0.0514)  (0.0078) (0.0087) (0.0085)  (0.4184) (0.4117) (0.4395) 
π 0.2595 0.3975 0.3203  -0.3313*** -0.3201*** -0.3068***  1.4999 1.7238 2.6949 
 (0.3659) (0.3680) (0.3459)  (0.0721) (0.0688) (0.0743)  (2.2624) (2.1490) (2.1911) 
α 0.0111*** 0.0112*** 0.0106***  0.0012** 0.0010* 0.0011**  -0.2457*** -0.2512*** -0.2431*** 
 (0.0034) (0.0034) (0.0034)  (0.0005) (0.0005) (0.0005)  (0.0356) (0.0317) (0.0339) 
COH -0.0073 -0.0038 -0.0044  0.0022* 0.0024** 0.0024**  0.0868 0.0688 0.0206 
 (0.0090) (0.0079) (0.0091)  (0.0012) (0.0012) (0.0011)  (0.0746) (0.0864) (0.0827) 
KCAP -0.0006 -0.0016 -0.0019  0.0004 0.0001 0.0001  0.0162 0.0228 0.0112 
 (0.0014) (0.0015) (0.0017)  (0.0003) (0.0003) (0.0003)  (0.0252) (0.0250) (0.0239) 
CD 0.0003 -0.0010 -0.0017  -0.0005 -0.0005 -0.0004  0.0393** 0.0393** 0.0433*** 
 (0.0019) (0.0019) (0.0020)  (0.0004) (0.0004) (0.0004)  (0.0165) (0.0167) (0.0142) 
KV 0.0100**    -0.0016**    -0.0320   
 (0.0041)    (0.0007)    (0.0367)   
 RKV  0.0028    -0.0010**    -0.0308  
   (0.0021)    (0.0004)    (0.0207)  
 UKV   0.0013    -0.0002    -0.0061 
    (0.0016)    (0.0003)    (0.0203) 
 _cons 0.0000 0.0000 0.0000  0.0002*** 0.0002***   -0.0030* -0.0031* -0.0029* 
  (0.0001) (0.0002) (0.0001)  (0.0000) (0.0000)   (0.0018) (0.0016) (0.0015) 
 N 936 936 936  936 936 936  936 936 936 
 pseudo R2 0.1805 0.1775 0.1747  0.1937 0.1930 0.1999  0.2622 0.2624 0.2569 
             
Bootstrap Standard errors in parentheses 
*
 p < 0.10, ** p < 0.05, *** p < 0.01 
 
Table 8 – Results of ‘reduced-form’ VAR estimation (II) 
7 8  
(4a) (4b) (4c)  (5a) (5b) (5c)  (6a) (6b) (6c)  (7) (8) (9) 
  COH  KCAP  CD  KV RKV UKV 
β
t
-
1
 
µ -0.0584 -0.0832 -0.0838  -0.3525 -0.2504 -0.0986  -0.0744 -0.0548 -0.0528  0.1023 -0.7321 0.2257 
 
(0.0846) (0.0776) (0.0819)  (0.3864) (0.4642) (0.4418)  (0.3107) (0.3085) (0.2970)  (0.4101) (0.6497) (0.7603) 
π 0.6047 0.4038 0.6621  -5.3415** -5.5090** -5.5393**  -0.7419 0.5385 0.4437  2.0963 3.5752 6.2769* 
 
(0.4764) (0.4776) (0.5342)  (2.2648) (2.6082) (2.4897)  (1.6526) (1.7103) (1.8898)  (1.9830) (2.8398) (3.3984) 
α -0.0086 -0.0074 -0.0053  0.0381 0.0343 0.0251  -0.0486*** -0.0532*** -0.0605***  0.0457 0.0105 0.0443 
 (0.0055) (0.0059) (0.0065)  (0.0297) (0.0285) (0.0309)  (0.0186) (0.0201) (0.0206)  (0.0295) (0.0446) (0.0418) 
COH -0.8774*** -0.8950*** -0.9095***  -0.0719 -0.1148 -0.1532  0.1978 0.2343 0.1900  -0.0431 -0.2764 0.0116 
 (0.0583) (0.0491) (0.0560)  (0.1489) (0.1528) (0.1747)  (0.1683) (0.1582) (0.1645)  (0.1759) (0.2362) (0.2458) 
KCAP 0.0113* 0.0082 0.0099  -0.5388*** -0.5562*** -0.5531***  -0.0188 -0.0259 -0.0147  0.0172 0.0721** 0.0008 
 (0.0060) (0.0062) (0.0061)  (0.0640) (0.0687) (0.0631)  (0.0167) (0.0177) (0.0184)  (0.0245) (0.0357) (0.0336) 
CD -0.0060 -0.0059 -0.0040  0.0002 0.0055 -0.0000  -1.2158*** -1.1627*** -1.1761***  0.0334 0.0076 -0.0627 
 (0.0052) (0.0049) (0.0050)  (0.0182) (0.0166) (0.0189)  (0.1246) (0.1261) (0.1304)  (0.0390) (0.0554) (0.0470) 
KV 0.0179*    0.0267    -0.0590    -0.3678***   
 (0.0097)    (0.0562)    (0.0421)    (0.0563)   
RKV  0.0074    0.0446    -0.0221    -0.4947***  
  (0.0063)    (0.0335)    (0.0285)    (0.0651)  
UKV   0.0058    -0.0719**    0.0175    -0.5409*** 
   (0.0062)    (0.0285)    (0.0228)    (0.0512) 
β
t
-
2
 
µ 0.0567 0.0310 0.0312  0.2224 0.2414 0.4182  -0.3141 -0.1830 -0.2185  -0.3825 -1.0513
*
 0.6948 
 
(0.0848) (0.0848) (0.0973)  (0.5199) (0.5087) (0.5348)  (0.3174) (0.3122) (0.3142)  (0.4453) (0.6338) (0.6671) 
π 1.3792** 0.9087 1.1426*  -6.3878** -6.7557** -4.6472  -2.8597 -2.0767 -2.2467  -2.2608 0.5362 0.3683 
 
(0.6340) (0.6070) (0.6739)  (2.7373) (2.6930) (2.8651)  (2.0382) (2.2037) (2.0916)  (2.7733) (3.4727) (4.7155) 
α -0.0127** -0.0097 -0.0092  0.0137 0.0163 0.0085  -0.0213 -0.0193 -0.0360  0.0576** -0.0196 0.0610 
 (0.0062) (0.0069) (0.0066)  (0.0385) (0.0415) (0.0400)  (0.0214) (0.0206) (0.0233)  (0.0286) (0.0405) (0.0574) 
COH -0.5342*** -0.5482*** -0.5504***  -0.1074 -0.1595 -0.1257  0.1975 0.1007 0.0614  0.1050 -0.1325 0.5437** 
 (0.0531) (0.0466) (0.0603)  (0.1552) (0.1555) (0.1618)  (0.1768) (0.1584) (0.1860)  (0.2164) (0.2952) (0.2519) 
KCAP 0.0116* 0.0068 0.0090  -0.3614*** -0.3619*** -0.3951***  -0.0064 -0.0151 -0.0010  0.0113 0.0449 -0.0016 
 (0.0064) (0.0059) (0.0073)  (0.0721) (0.0752) (0.0815)  (0.0199) (0.0206) (0.0193)  (0.0275) (0.0307) (0.0349) 
CD -0.0078 -0.0056 -0.0052  -0.0057 0.0043 -0.0023  -0.8311*** -0.7883*** -0.7981***  0.0245 0.0119 -0.0940* 
 (0.0068) (0.0064) (0.0068)  (0.0298) (0.0296) (0.0311)  (0.1074) (0.1077) (0.1097)  (0.0382) (0.0552) (0.0488) 
KV 0.0185    0.0108    0.0365    -0.1437***   
 (0.0123)    (0.0444)    (0.0479)    (0.0522)   
RKV  0.0140*    0.0208    0.0013    -0.2916***  
  (0.0073)    (0.0307)    (0.0284)    (0.0656)  
UKV   -0.0092    -0.0689**    0.0293    -0.2402*** 
   (0.0079)    (0.0345)    (0.0235)    (0.0620) 
β
t
-
3
 
µ 0.0671 0.0334 0.0510  0.1317 0.1953 0.1740  -0.2920 -0.2903 -0.1754  -0.5719
*
 -0.7884 0.3146 
 
(0.0804) (0.0805) (0.0854)  (0.4423) (0.4553) (0.4842)  (0.2513) (0.2751) (0.2973)  (0.3427) (0.5104) (0.5844) 
π 0.1809 -0.0885 0.2663  -3.6673 -4.3640* -3.5310  -3.8510* -3.1638 -3.3463*  -2.6538 -2.4120 2.3638 
 
(0.3509) (0.4143) (0.4799)  (2.6150) (2.6358) (2.6929)  (2.0383) (2.0623) (1.9308)  (2.5147) (3.2009) (4.6105) 
α -0.0016 0.0029 0.0025  0.0017 -0.0008 -0.0164  -0.0085 -0.0009 -0.0178  -0.0078 -0.0164 0.0017 
 (0.0049) (0.0051) (0.0053)  (0.0276) (0.0327) (0.0274)  (0.0196) (0.0190) (0.0197)  (0.0235) (0.0316) (0.0404) 
COH -0.2018*** -0.2146*** -0.2170***  -0.0368 -0.0876 0.0095  -0.0392 -0.0768 -0.0634  0.0390 -0.1625 0.3141* 
 (0.0448) (0.0391) (0.0464)  (0.1392) (0.1326) (0.1244)  (0.1142) (0.1159) (0.1455)  (0.1747) (0.2357) (0.1734) 
KCAP 0.0015 -0.0009 0.0020  -0.0959 -0.0943* -0.1060*  0.0027 -0.0013 0.0081  -0.0133 -0.0033 -0.0253 
 (0.0044) (0.0046) (0.0051)  (0.0624) (0.0560) (0.0597)  (0.0145) (0.0144) (0.0143)  (0.0243) (0.0317) (0.0295) 
CD -0.0044 -0.0052 -0.0029  -0.0117 -0.0019 -0.0073  -0.3969*** -0.3742*** -0.3762***  0.0504* 0.0831* -0.0656** 
 (0.0057) (0.0053) (0.0060)  (0.0218) (0.0231) (0.0244)  (0.0543) (0.0570) (0.0572)  (0.0286) (0.0429) (0.0310) 
KV 0.0269**    -0.0352    0.0153    -0.3400***   
 (0.0108)    (0.0532)    (0.0486)    (0.0486)   
RKV  0.0183***    -0.0216    -0.0221    -0.3322***  
  (0.0070)    (0.0279)    (0.0237)    (0.0567)  
UKV   -0.0026    0.0010    0.0343    -0.3300*** 
   (0.0065)    (0.0253)    (0.0261)    (0.0608) 
 Cons 0.0016*** 0.0017*** 0.0018***  0.0020 0.0022 0.0017  0.0009 0.0006 0.0006  0.0004 0.0026 -0.0017 
  (0.0003) (0.0003) (0.0003)  (0.0016) (0.0017) (0.0017)  (0.0011) (0.0010) (0.0010)  (0.0015) (0.0020) (0.0022) 
 N 926 926 926  922 922 922  926 926 926  926 926 926 
 pseudo R2 0.2953 0.2947 0.2903  0.1533 0.1559 0.1604  0.3706 0.3702 0.3700  0.1823 0.1837 0.2242 
Bootstrap Standard errors in parentheses 
*
 p < 0.10, ** p < 0.05, *** p < 0.01 
 
Table A1 - Econometric results, reduced form VAR estimation 
Dependent Variable: (A1) (A2) 
Labour Productivity Growth Rate LAD OLS 
β
t-
1 
Labour Productivity -0.1140*** -0.1407*** 
 (0.0265) (0.0331) 
COH 0.0637 0.1216* 
 (0.0542) (0.0721) 
KCAP 0.0152 0.0116 
 (0.0098) (0.0123) 
CD 0.0103 0.0125 
 (0.0068) (0.0096) 
KV 0.0103 0.0053 
 (0.0161) (0.0227) 
β
t-
2 
Labour Productivity -0.0717* -0.0775*** 
 (0.0376) (0.0275) 
COH 0.0714 0.0853 
 (0.0622) (0.0679) 
KCAP 0.0011 0.0043 
 (0.0106) (0.0134) 
CD 0.0142 0.0176 
 (0.0118) (0.0138) 
KV -0.0087 -0.0507* 
 (0.0171) (0.0266) 
β
t-
3 
Labour Productivity 0.0071 0.0063 
 (0.0218) (0.0294) 
COH 0.0587 0.0749 
 (0.0524) (0.0549) 
KCAP 0.0127 0.0140 
 (0.0104) (0.0135) 
CD 0.0180** 0.0260* 
 (0.0085) (0.0153) 
KV 0.0028 -0.0283 
 (0.0130) (0.0273) 
 Cons 0.0105*** 0.0130*** 
 
 (0.0008) (0.0009) 
 N 1190 1190 
 R2  0.041 
 adj. R2  0.029 
 pseudo R2 0.0181  
Standard errors in parentheses 
*
 p < 0.10, ** p < 0.05, *** p < 0.01 
OLS regression shows robust region clustered standard errors 
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Figure 2 – Distribution of the three components of shift-share decomposition 
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Figure 3 – Distribution of the properties of knowledge structure (I) 
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Figure 4 – Distribution of the properties of knowledge structure (II) 
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