Adaptation to statistics of sensory inputs is an essential ability of neural systems and extends their effective operational range. Having a broad operational range facilitates the ability to react to sensory inputs of different granularities, thus is a crucial factor for survival. The computation of auditory cues for spatial localization of sound sources, particularly the interaural level difference (ILD), has long been considered as a static process. Recent findings suggest that this process of ipsi-and contra-lateral signal integration is highly adaptive and depends strongly on experienced stimulus statistics. Here, adaptation aids the encoding of auditory perceptual space of various granularities. To investigate the mechanism of auditory adaptation in binaural signal integration in detail, we developed a neural model architecture for simulating functions of lateral superior olive (LSO) and medial nucleus of the trapezoid body (MNTB) composed of single compartment conductance-based neurons. Neurons in the MNTB serve as an intermediate relay population and their signal is integrated by the LSO population on a circuit level to represent excitatory and inhibitory interactions of input signals. The circuit incorporates a novel adaptation mechanism operating at the synaptic level based on local inhibitory feedback signals. The model's predictive power is demonstrated in various simulations replicating physiological data. Incorporating the novel adaptation mechanism facilitates a shift in neural responses towards the most effective stimulus range based on recent stimulus history. The model demonstrates that a single LSO neuron quickly adapts to this recent stimulus statistics and, thus, can encode the entire range of ILDs in the ipsilateral hemisphere. Most significantly, we provide a unique measurement index of the adaptation efficacy of LSO neurons. Prerequisite of normal function is an accurate interaction of inhibitory and excitatory signals, a precise encoding of time and a well-tuned local feedback circuit. We suggest that the mechanisms of temporal competitive-cooperative interaction and the local feedback mechanism jointly sensitize the circuit to enable a response shift towards contra-lateral and ipsi-lateral stimuli, respectively.
Localization of a sound source in space is a crucial task for every living being that is 2 facilitated with an auditory system, may it be for hunting or predator avoidance. In 3 contrast to visual object localization which is limited to the front view, auditory 4 localization allows for detection of sound sources in 360°. It works in low contrast 5 environments (bright day light or complete darkness) and some animals solely rely on 6 auditory localization to hunt and find their way through an environment [1, 2] . Humans 7 take advantage of their accurate sound source localization system e.g. to focus on a 8 single speaker among plenty other sources (see cocktail party effect [3] ). 9 Auditory localization is a rather complicated task, since a sound signal does not 10 explicitly convey information about its location. Instead, lateral localization 11 predominantly relies on two binaural cues: the interaural time difference (ITD) and the 12 interaural level difference (ILD). The ITD is based on the delay of signals between the 13 two ears. That is, for sound source locations on the ipsilateral side of the head sound conducted neurophysiological experiments with gerbils that led them to the conclusion 52 that this adaptation mechanism is mediated by a "retrograde GABA signaling pathway" 53 that inhibits the afferents of an LSO neuron and thereby adapts the neuron's responses 54 based on its recent activity. 55 How these adaptation mechanisms could be realized in a neural network model and 56 to what extend they support and even improve the localization of sound sources is 57 investigated in the following. The implemented neural model serves as an example on 58 how such a mechanism can realize a canonical framework of synaptic adaptation with 59 the potential to take place in other tasks where adaptation is required. Simulations 60 indicate that this adaptation enables a large increase in the effective operational range 61 while simultaneously providing higher resolution of the spatial location of interest in the 62 perceptual auditory space. locations of interest. Another adaptation mechanism is investigated in experiment 4, 81 demonstrating model responsiveness to the difference of input signal arrival time. In the 82 final experiment 5, model performance is tested under real world conditions 83 demonstrating the ability of the model to reliably encode ILD of recorded natural 84 sounds. 85 Model 86 In this section we introduce the architecture of the model which components and 87 interactions are based on neurophysiological findings. The LSO complex is the first 88 stage of binaural processing in the auditory pathway. It receives direct ascending inputs 89 from spherical bushy cells (SBC) of the ipsilateral CN and indirect inputs from globular 90 bushy cells (GBC) of the contralateral CN, via the MNTB. The MNTB serves as a relay 91 station that converts the excitatory signal of GBC neurons to an inhibitory input to the 92 LSO. In contrast, SBC neurons of the ipsilateral CN project directly to the LSO and 93 provide excitatory input. By integrating these two signals, neurons of the LSO encode 94 the ILD by means of a monotonic correspondence between response rate and ILD of the 95 signal. Taken into account this physiological hierarchy the presented model consists of 96 these two distinct neuron populations and their circuit-level interactions as shown in Each of these populations comprises an array of N neurons, each selective to a 99 specific frequency band centered at frequency ω (the neuron's characteristic frequency). 100 Their response is formally described by a first-order ordinary differential equation of the 101 change of its membrane potential (see [15, 16] ). The input conductances to a modeled sound level in dB (logarithmic scale) of perceived stimuli [8] . For simplicity, it is thereby 110 assumed that the inputs are in the range s {r,q} ω = [0, 1] and that the values linearly 111 correspond to the perceived level intensities. 112 LSO neurons 113 The modeled LSO neuron population receives excitatory input from SBC cells and 114 inhibitory input from neurons of the MNTB population. The membrane potential r ω of 115 an LSO neuron, selective to frequency band ω is modeled by
where s r ω describes the ipsilateral excitatory input to an LSO neuron, arising from 117 an hypothetical input population of SBC neurons and weighted by an interaction kernel 118 of excitatory to excitatory, E −E, connectionsΛ E−E ωω over input frequencies ω . It is 119 sufficient to directly take the value of s r ω as the input without transferring it by an 120 activation function. The parameter τ r defines the membrane capacity, α r is a passive 121 membrane leaking rate, β r describes a saturation level of excitatory inputs and γ r and 122 κ r define the subtractive and divisive influence of the inhibitory input, respectively. The 123 inhibitory input q ω is passed through its activation function g q (x) and weighted by an 124 interaction kernel of inhibitory to excitatory, E −I, connectionsΛ E−I ωω .
125
The key feature of the model is a retrograde GABA signaling circuit [13] 
and
respectively. The parameter δ r denotes an offset level for inhibitory GABA signaling 134 strength and λ E and λ I are the GABA receptor effectivenesses on the excitatory and 135 inhibitory input, respectively. We will discuss these parameters and their origin in more 136 detail in section GABA parameter strength. The state variable p ω models the GABA 137 receptor activation over time and can be described by
where parameter τ p defines the membrane capacity, α p is a decay rate and β p describes 139 a saturation level of the inputs. The net effect of this weight adaptation in the kernels is 140 a monotonic reduction of the efficacy of the excitatory and inhibitory inputs of an LSO 141 neuron. The down-modulatory effect on the effective weights is controlled by the 142 activity of the LSO neuron itself. This mechanism allows the neuron to adapt to 143 stimulus history and thereby provide a means for dynamic adaptation.
144
The firing rate of an LSO neuron is calculated by a sigmoidal activation function g r 145 of its membrane potential r ω 146 g r (r ω ) = 1 
where s q ω describes the contralateral input to an MNTB neuron, arising from an 152 input population of GBC neurons and weighted by interaction kernelΛ I−E . Parameters 153 τ q , α q and β q have same functionality as in eq. 1. The interaction kernels of the neuron 154 inputs in eq 1 and 6 are normalized Gaussians with different sigmas 155 σ i , i ∈ {E −E, E −I, I −E} depending on the given connection (see table 1 ).
156
The firing rate of an MNTB neuron is defined by the rectified signal of its membrane 157 potential Thus, the experiment 2 inspects the response adaptation for this local GABA 170 inhibition circuit. The strength of the inhibitory GABA signals imposed on the 171 excitatory and inhibitory inputs determines the efficacy and shape of the adaptation.
172
By systematically varying parameters that control the strength of the inhibitory GABA 173 signals, an optimal value for the ratio of the parameters is identified on the basis of a 174 novel adaptation index. This adaptation index (similar to the standard separation 175 in [18] and [14] ) quantifies the coding precision of a neuron with respect to its ability to 176 register relative (azimuthal) offsets of sound sources, thereby creating a unique measure 177 of the adaptation quality. This index is the basis for evaluation and comparison of the 178 different adaptation processes and efficacies in the following experiments.
179
The effect of the introduced adaptation mechanism on response characteristics based 180 on stimulus history is examined in experiment 3. Here, the influence of stimulus history 181 on location estimation is measured by presenting adapter tones with fixed ILDs shortly 182 followed by test stimuli with different ILDs, similar to behavioral experiments in [14] 183 and [9] . To test the validity and performance of the model, in experiment 5, real world stimuli 190 are presented that are recorded in a sound attenuated chamber from different locations 191 on the horizontal plane, ranging from −90°to 90°azimuth. Model responses are 192 compared to analytically calculated ILDs that serve as ground truth. We demonstrate 193 that the model is able to successfully compute the ILD of real world stimuli.
194
All in the following presented results are calculated from the network responses 195 readout at a single neuron level after keeping the input stimuli constant for at least 400 196 time steps. This duration is sufficient for the neuron to dynamically converge to its 197 equilibrium membrane potential of numerical integration of the state equations (see Euler's method with a step size of ∆t = 0.001 (for details see [19] ).
204
The choice of model parameters of the neurons is crucial for their response behavior 205 in terms of the effective response range (steepest slope) and of the range of dynamic 206 adaptation. The parameters for the following simulations are chosen to fit a variety of 207 neurophysiological experiments. In particular, we focused on the results of the dynamic 208 adaptation experiment [13] (experiment 2 and 3), where the authors demonstrate that 209 activation of a retrograde GABA signaling pathway leads to a shift of LSO neurons' response curves, and the input timing experiment [6] (experiment no. 4), in which it is 211 shown that LSO neurons respond to the ITD of the presented signals.
212
Parameter influence and response behavior 213 Neural models have several parameters (e.g. membrane saturation, decay rate) that can 214 be tuned to achieve a desired response behavior of a model neuron. Since we are 215 investigating the integration of two incoming signals, the most influential parameters are 216 the ones that control the effective strength of those signals on the membrane potential. 217 Therefore, the first experiment investigates the influence of model parameter values 218 that control the influence and strength of inhibitory inputs. We demonstrate that the 219 typical response curve of LSO neurons (sigmoidal function over ILDs) is shifted and 220 that its slope is modulated by these parameters. In addition, the experiment shows the 221 default response of a single LSO neuron that is used for comparison in further (decreasing for ipsilateral input and increasing for contralateral input, respectively).
229
These input functions have several plateaus i.e. constant levels over time that allows the 230 neuron's membrane potential to reach a steady state (see Fig. 3 inset). Note, that the 231 response of a single LSO neuron is the result of a dynamic process of direct excitatory 232 inputs and indirect inhibitory inputs from MNTB neurons. 
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LSO Input MNTB Input mammals [6, 20] . The observed output response of LSO neurons starts to increase for 237 slightly negative ILD values, which corresponds to a louder sound at the contralateral 238 ear and has its steepest slope for positive ILD values before it saturates for a maximal 239 perceivable ILD value (in this model 40dB). The response of the model for the default 240 set of parameter values, as defined in table 1, is shown in Fig. 3 .
241
Since the maximal numerical input to our model neuron is scaled to be positive and 242 lower than 1.0, the range of input level difference is [−1.0, 1.0] (i.e. an input value of 1.0 243 on the ipsilateral and an input value of 0.0 on the contralateral side and vice versa). We 244 defined the range of perceivable ILD to be between 40dB and −40dB to be in line with 245 physiological ILD values [21, 22] . Probing times (grey dashed lines) are chosen to ensure that both membrane potentials have reached a steady state before measuring. These states can be identified by horizontal plateaus in the display where the membrane potential is constant.
Two major mechanisms of gain control in neuronal circuits exist: shunting and 247 subtractive inhibition. The term shunting refers to its effect of locally reducing the input 248 resistance and increasing its conductances, thereby reducing the amplitude of excitatory 249 postsynaptic potentials (EPSP) [23] . Subtractive inhibition is achieved by both inhibition mechanisms (see [16] for more details on parameter influence).
261
The displayed responses are attained by keeping one of the parameters at its default 262 value (γ r = 2 and κ r = 3) while varying the other. Plot A of Fig As proposed in [21] neural dynamics together with their thresholds are not the only 282 factors that can determine the neuron's response behavior. Also stimulus latencies play 283 a crucial role as shown in the next experiment. perceived stimulus locations [9, 13, 14] . The underlying principle of this synaptic circuit 291 is the activation of pre-synatipc GABA receptors which regulate the effectiveness of 292 excitatory and to a lesser extend inhibitory inputs. This mechanism depends on the 293 activity of the LSO neuron itself and is in contrast to other gain control mechanism [24] 294 not regulated by higher level (feedback) projections. 295 In their experiments with gerbils [13] Magnusson and colleagues applied the GABA b 296 receptor agonist Baclofen during sound stimulation and measured the response rate of 297 single LSO neurons. The application of Baclofen suppressed the response of the neuron 298 compared to measurements before application of the drug ( Fig. 1 in [13] ). To inspect 299 the location of such inhibition the investigators conducted further in vitro experiments 300 with brain stem slices. These experiments confirmed that the inhibition takes place at 301 the pre-synaptic connection by modulating the transmitter release. This leads to an 302 attenuation of the connection strength and facilitates a gain control mechanism. Our 303 model implements such a mechanism by means of an activity dependent reduction of 304 excitatory and inhibitory input strength (see Eq. 2 and 3). The following experiments 305 investigate the effect of the retrograde GABA signaling and its influence on stimulus 306 history, by (i) systematically varying the effectiveness of the signal imposed on the 307 excitatory and inhibitory input, respectively (see Fig. 6 ), and (ii) by measuring the 308 influence of a preceding adapter tone on consecutive stimuli as in [14] and [9] (see GABA parameter strength In their study [13] , the authors report that the 311 response curve of an LSO neuron is shifted towards more positive ILD values for 312 activated GABA b receptors (as shown in Fig. 7) . Two possible processes are 313 conceivable that facilitate a shift of the response function towards positive ILD values: 314 one is an increasing effect of the inhibitory input and therefore a greater suppression of 315 the LSO neuron. However, GABA b is known as an inhibitory transmitter and it is 316 therefore unlikely to enhance inputs. The second, more likely, process suggests the 317 suppression of the excitatory input which leads in turn to a greater influence of the 318 inhibitory input. As a consequence, the response function is shifted towards more 319 positive ILDs. The authors argued that the influence of the GABA b receptor activation 320 on the excitatory and inhibitory inputs of the neuron differs and has a stronger effect on 321 the excitatory projections.
322
To verify their argument, we investigate the response of a model LSO neuron for an 323 inverse ratio of GABA receptor effectiveness (λ e < λ i ). That is, we increase the 324 effectiveness of GABA inhibition on the inhibitory inputs and reduce it on the 325 excitatory inputs. This interaction leads to a more broadly tuned response function (see 326 Fig. 5 ). This is contradictory to neurophysiological findings where GABA b receptor activation leads to a finer tuning of the response curve. For our model we can conclude 328 that in order to exhibit similar responses as measured in vitro, the effectiveness of 329 GABA on the inhibitory inputs needs to be stronger (λ e ≥ λ i ). This is in line with 330 results of in vitro experiments [13] . However, it is possible that the neural system takes 331 advantage of this effect to increase the perceivable range of the LSO neuron (see 332 Discussion for further details). For λ e = λ i = 0 the ILD response curve is the same as the default response ( Fig. 3 and no dynamic adaptation process takes place. For λ e = 0.70 and λ i = 1.0 (inverse ratio) the response curve's slope and consequently its sensitivity is decreased while the perception range is increased.
As shown in Fig. 5 , the GABA inhibition on the inhibitory input needs to be stronger 334 to have the observed effect on LSO neurons (as presented in [13] ). However, how much 335 stronger the effect of GABA on the inhibitory input compared to the excitatory input 336 needs to be to achieve an optimal adaptation to stimuli statistics is unknown.
337
Thus, experiment 2 explores the optimal ratio of the GABA inhibition efficacies on 338 the inputs. This is achieved by an exhaustive parameter evaluation in which it is 339 assumed that an optimal ratio entails maintaining a preferably high coding precision 340 over the entire adaptation range. The coding precision is a measurement index adapted 341 from the standard separation between two stimulus values and is defined as the 342 derivative of the neuron's response curve. In contrast, the standard separation is defined 343 by the difference of the firing rate of the two stimuli divided by the geometric mean of 344 their standard deviations (see [13, 25, 26] for details). High coding precision values 345 indicate steep slopes in the response curve of the neuron which, in turn, describe a high 346 sensitivity of the neuron to changes in ILD values. Figure 6 coding precision for given λ E and λ I values and create a straight line with slope 0.5 and 349 intercept 0.16 when interpolated. These values are used as an indication for the GABA 350 effectiveness on the inputs. We can conclude that the optimal ratio of GABA 351 effectiveness on excitatory and inhibitory inputs in terms of coding precision is 1 : 2.
352
Consequently, we choose model parameters so that the efficacy of GABA on the inhibitory input is twice as high as for the excitatory input (λ E = λ I · 2) with an initial 354 offset of δ r = 0.16. Each point in the heat map indicates the coding precision value for a certain combination of λ E (abscissa) and λ I (ordinate). We assume that the neuron's task is to achieve a preferably high coding precision value. Black dots depict these values (the maxima of the map). A linear function was fitted to those points (linear regression) and the slope (m = 0.50) and bias (b = 0.16) calculated.
The adaptation of the ILD response function for these parameters is depicted in 
358
The values λ e = 0.72 and λ i = 0.36 indicate the maximally effective inhibition since for 359 higher values the response function did not shift further but remained constant. We 360 take that as an indication for the maximal adaptation range facilitated by this gain 361 control mechanism.
362
Neural adaptation to stimulus history The third experiment tests the effect of 363 the introduced gain control mechanism on localization quality. Previously conducted 364 psychophysical experiments indicate that human subjects adapt to the history of 365 recently presented stimuli [9, 14] . In a first study the human participants were tested 366 with a 1s adapter tone of various ILD, consisting of broadband noise and an average 367 binaural level of 60dB, followed by a 100 ms target tone of a constant ILD value over 368 time [14] . The participants then had to indicate, in a two-alternative forced-choice task, 369 whether the target sound was perceived on the left or right side of the midline (0dB 370 ILD). Results show that the perceived midline of participants shifts in direction of the 371 previously perceived adapter tone. The authors hypothesized that this is due to the 372 effect that the brain attempts to maintain high sensitivity for locations of high stimulus 373 density (here, the location of the previously perceived adapter tone). In addition, they 374 report a response adaptation of neurons in the inferior colliculus (IC) of ferrets 375 stimulated with a similar stimulus set as the human participants. Whether this 376 adaptation process is constrained to IC neurons or takes place in a preceding processing 377 stage, namely the LSO, was not investigated in this study. However, another study to perceived sounds with different ITDs [27] and found similar adaptation capabilities. 380 Likewise, Lingner and colleagues [9] presented human participants with three 381 different adapter tones (1s duration,0 µs, -181.4 µs or 634.9 µs ITD) followed by a target 382 tone with different ITDs ranging from -634.9 to +634.9 µs. All presented sounds have a 383 frequency of 200Hz. The authors reported a perceived shift of the target stimuli away 384 from the adapter tone, indicating that the perceptual auditory space around the adapter 385 tone is widened, leading to a higher sensitivity of sounds with ITDs similar to the 386 adapter tone.
387
Taken together, the results of these studies demonstrate that the auditory system 388 adapts dynamically to ILD and ITD on a behavioral level and comprises retrograde 389 GABA signaling mechanisms in principal areas that process ITD and ILD information. 390 However, whether LSO neurons exploit their retrograde GABA signaling mechanism to 391 adapt to ILDs of previously perceived stimuli has not yet been shown. We hypothesize 392 that this adaptation processes take places at the level of the LSO by retrograde 393 signaling of GABA transmitters as described in [13] . To test this hypothesis, the 394 following experiment investigates the effect of stimulus statistics on model LSO neurons 395 and their retrograde GABA signaling circuit. As in [14] , an adapter tone is presented 396 that is followed by a stimulus of various input level intensities. We expect that a 397 preceding adapter tone activates the retrograde GABA circuit which attenuates the 398 model's response magnitude of the subsequent stimuli. Therefore, shifting the response 399 of the LSO neuron towards the ILD of the adapter tone.
400
The stimulus arrangement for this experiment is shown in Fig. 8 intensity of an adapter tone as well as a test stimulus ranges from −50dB to 50dB. increase it on the ipsilateral side.
412
Responses of the LSO neuron model over time for three different adapter tone ILDs 413 (100dB, 50dB, 0dB) and a constant test stimulus ILD of 100dB are shown in Fig. 9 .
414
This test setup corresponds to a scenario in which the adapter tone source is varied 415 between three different locations (90°, 45°and 0°azimuth) on the ipsilateral side and 416 the test stimulus is located on the very far ipsilateral side (90°azimuth). The preceding 417 adapter stimulus activates the retrograde GABA signaling circuit which subsequently 418 attenuates the effectiveness of the neuron's inputs. The response to the adapter tone 419 stimulus accurately follows the input to the model. However, the response to the target 420 stimulus (between 2000ms and 2500ms) is attenuated based on the ILD of the 421 preceding adapter tone. As a consequence, this adaptation is leading to a shift of the 422 model's response curve towards the ILD of the adapter tone, as depicted in Fig. 10 .
423
Measurements of the neuron activity are taken 260ms after stimulus onset to measure 424 the initial response of the neuron. This elapse time was chosen because after the initial 425 response the retrograde GABA circuit (p ω ) is affected by the more recent activity of the 426 neuron and the effect of the adapter tone vanishes. This is due to the time constant (τ p ) 427 of the adaptive term of the GABA circuit (see Eq. 4). For adapter tones with negative 428 ILDs, i.e. located at the contralateral side, no adaptation takes place (the response is 
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Adapter ILD : 40dB Adapter ILD : 20dB Adapter ILD : 0dB consequently the region with the steepest slope, thus highest sensitivity, shifts towards 438 the adapter tone. This leads to a higher sensitivity for consecutive sounds of the same 439 ILD.
440
Timing 441 A binaural stimulus simultaneously creates a time and level difference of its sound signal 442 at the sensory level where the relationship between those two cues is monotone 443 (considering broad-band stimuli): Increasing the ITD of a stimulus monotonically 444 decreases the ILD of this stimulus and vice versa. For example, a sound source located 445 at the ipsilateral side of the head produces not only a higher sound level but also a 446 delay of signal arrival time at the contralateral ear. The nature of ILD processing, that 447 is the timed interaction of excitatory and inhibitory inputs, already leads to an essential 448 sensitivity to the arrival time of the inputs. Neurophysiological studies support this in 449 showing that neurons in the LSO are not merely responsive to the level difference but 450 are also sensitive to differences of arrival time of the excitatory and inhibitory 451 inputs [6, 7, 28] . To test to what extend the present model responds to stimuli with 452 various ITDs, how this leads to adaptation and to compare its adaptation effectiveness 453 to the previous adaptation mechanisms, experiment 4 has been designed. In this we 454 investigate the influence of signal arrival time on model neurons response characteristics. 455 Network response of a model neuron for stimuli with varying ILDs over ITDs is 456 depicted in Fig. 11 . A negative ITD refers to a sound source located on the ipsilateral 457 side of the head, i.e. it arrives at the ipsilateral side first and therefore leads to a delay of 458 the contralateral signal. The effectiveness of an inhibitory input on an excitatory input 459 is decreased for larger time delays between the two input signals, i.e. the excitatory 460 input might be already processed before the other arrives and vice versa. In concert 461 with neurophysiological results, the response of the model LSO neuron strongly depends 462 on the ITD value of the incoming signal (see [6] Fig. 3 for comparison) . For ITDs 463 around −1500 µs the delayed arrival of the inhibitory input signal causes a reduction of 464 its effectiveness on the response rate. Only inhibitory signals with high level intensity 465 generate a noticeable effect. In contrast, for ITDs around 1000 µs the inhibitory signal 466 arrives even before the excitatory signal and leads to a-priori depolarization of the 467 membrane potential. Thus, already low level inhibitory signals cause a reduction of the 468 response rate. This results in a u-shaped response curve, in contrast to a v-shaped 469 response curve for negative ITD values as reported in [22] . As natural stimuli with 470 negative ITDs essentially exhibit positive ILDs and vice versa, the shift in the response 471 rate indicates an adaptation towards more relevant input ranges. In other words, the 472 interaural time difference affects the sensitivity of the neuron for ILDs by means of 473 changing the inhibitory input effectiveness. This process is an inherent adaptation since 474 it is caused by stimulus statistics and not by a dedicated neural mechanism.
475
In order to investigate the effect of this adaptation, Fig. 12 depicts the response the increase of adaptation precision is still 6db.
498
The fact that loud signals are transmitted faster, i.e. they exhibit shorter 499 transduction delays, supports the shift of the response curve towards a more relevant 500 range [22] . However this was not modeled explicitly.
501
Another process that facilitates a shift of the response curve to a great extend 502 towards positive ILDs is by means of GABA inhibition of the afferent connections. We 503 investigate this in the following experiment. The device can turn around its longitudinal axis to create a relative displacement of the 510 sound source location in the horizontal plane. The distance to the speaker (standard 511 speaker) remains constant (1m) during movement ( Fig. 13 B) . The presented sound 512 types comprise monaurally recorded real world sounds, e.g. a dog barking, clapping 513 hands, a gun shot or a vacuum cleaner. We tested 10 different sound types to cover a 514 wide range of different spectra. Each sound type was presented for azimuthal head 515 directions of [−90, −70, −50, −30, −10, 10, 30, 50, 70, 90]°and 0°elevation. Each sound is 516 played back from the speaker and recorded in stereo with the two in-ear microphones 517 for the duration of the sound. All recordings were done in a sound attenuated room.
518
The recorded signals were then presented to our model. To obtain a biologically 519 plausible input to the model a gammatone filter bank [29] was applied separately for 520 signals recorded from the right and left microphone, respectively. As a result, the frequency to match the number of frequency bands (see Table 2 ).
529
The energy content of the 24 frequency channels over time for a white noise stimulus 530 is shown in Fig. 14. For this plot the head is turned to azimuth −90°so that the sound 531 is perceived from the ipsilateral side. Part A shows the excitatory after the gammatone 532 filter bank transformation is applied, Part B the inhibitory input, respectively. The The head is controlled by two servo motors, one for turning around the longitudinal axis (azimuth), the other for turning around the frontal axis (elevation). All sounds are recorded for 0°elevation (head facing the speaker) and different azimuth directions. B shows the setup for the recordings. The head is centered 1m in front of a standard speaker and can rotate around its longitudinal axis from θ = −90°to θ = 90°with a minimal step increment of 1°.
calculated. We will refer to this value as the overall response of the model system and 539 use it to display ILDs for different head directions.
540
The mean response over all sound type recordings is shown in Fig. 15 . To compare 541 the quality of the localization ability of our model, the averaged and normalized ILD of 542 the recordings is plotted in the same graph (dashed black line). The model response 543 follows the actual ILD value of the recordings accurately. We can conclude that our 544 model is capable of encoding the ILD of perceived sound signals accurately and could be 545 used in real world applications.
546

Discussion
547
We introduced a conductance-based model simulating functions of LSO and MNTB 548 neurons for the encoding of ILD values. To evaluate the model we used simulated as 549 well as real world sounds. The model incorporates a novel synaptic modulation 550 mechanism that facilitates dynamic adaptation to stimulus statistics.
551
In Experiment 1, we demonstrated the effect of model parameters γ r and κ r on the 552 response behavior of a model neuron. Specifically we showed that the subtractive 553 inhibition parameter γ r controls the response range of the neuron whereas the shunting 554 inhibition parameter κ determines the slope of the response. These findings indicate 555 that the neuron's membrane dynamics need to comprise a balanced combination of 556 subtractive and shunting inhibition in order to cover a wide range of input ILDs while 557 simultaneously maintaining a high sensitivity (see Fig. ??) . This is important for the 558 adaptation of LSO neurons since it demonstrates that the response curve of neurons can 559 be controlled by the way the inhibitory input is integrated. Therefore, we hypothesise 560 that the retrograde GABA circuit might have different leverages on the subtractive and 561 divisive integration process of a neuron, respectively. inhibitory inputs, respectively, is a crucial factor to ensure high coding precision of 564 neurons as demonstrated in Experiment 2. Only a higher effectiveness on the excitatory 565 input than on the inhibitory input leads to a response shift towards more relevant input 566 range. However, based on the results presented in Fig. 5 , we propose that an inverse 567 ratio of the GABAergic inhibition on the inputs can lead to an extension of the neuron's 568 January 16, 2020 21/27 response range with a reduction in its sensitivity based on the coding precision index 569 (derivative of the neuron's response curve, high values indicating high sensitivity of the 570 neuron to changes in ILD values, see section GABA parameter strength). We, thus, 571 predict that this enables a single neuron to tune its response for a wide range of input 572 stimuli. However, adaptation always comes with a trade-off. In this case, the trade-off is 573 between the ability to respond to a wide range of stimuli and the achieved coding 574 precision.
575
The two presented adaptation mechanisms are very different in their underlying 576 principles, however, yield the same effect: adaptation of the response based on stimulus 577 statistics. To quantitatively assess the quality of the adaptation process, we introduced 578 the coding precision value. Based on this index we can now compare the two adaptation 579 processes based on their sensitivity gain and the extend of the response shift (see Fig.   580 16). The presented coding precision values are similar to the ones measured in gerbils 581 ( Fig. 8 in [14] ) when presented with a similar adapter-stimulus combination.
582 Fig 16. Comparison of coding precision between GABA and ITD induced adaptation. Green lines indicate the coding precision of the adapter tone experiment (no. 4). The peak of the coding precision curve is shifted by a maximum of 22dB for increased adapter tone intensity and gains an sensitivity increment of 97%. Blue lines depict the coding precision of the timing experiment (no. 4). The peak of the coding precision curve is shifted by a maximum of 16dB between stimuli of different ITDs. The increment of sensitivity for this shift is 80%.
The adaptation induced by the retrograde GABA circuit leads to a shift of 22dB of 583 the coding precision maximum towards the ILD of the adapter tone, which corresponds 584 to a gain in sensitivity for ILDs close to the adapter. Particularly, the amplitude of the 585 coding precision and consequently the slope of the response curve at these ILDs is 586 increased by at least 97% of its original value, i.e. when no adaptation takes place. In 587 contrast, the adaptation induced by different arrival times of ipsi-and contralateral 588 stimuli (Experiment 4, blue lines) indicates a shift of 16dB towards the contralateral 589 side and gains 80% of its original sensitivity.
590
These response shifts can be explained by a reduction or enhancement of the 591 effectiveness of the excitatory and inhibitory inputs depending on the underlying 592 adaptation processes. The reduction is achieved explicitly by inhibiting the excitatory 593 and inhibitory inputs through dynamic temporal adaptation of the weight kernels Λ E−E ωω model neuron. The neuron's responsiveness to temporal delays of its inputs indicates an 647 inherent adaptation process which maintains high sensitivity to incoming stimuli.
648
Together with the retrograde GABA signaling circuit, these adaptation mechanisms 649 contribute to the high accuracy of ILD encoding in LSO neurons over a wide range of 650 input stimuli. We compared the coding precision of the two adaptation mechanisms 651 quantitatively and showed that an interplay between the two jointly sensitizes the circuit 652 to enable a response shift towards contra-lateral and ipsi-lateral stimuli, respectively. 
