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Resumen
En este artículo se presenta la propuesta de un método de reconocimiento de 
patrones multivariantes empleando ȱȱę (RNA). El mé-
todo es de utilidad en la aplicación del control estadístico de procesos para 
el monitoreo de múltiples variables. El método emplea medidas estadísticas 
descriptivas y técnicas de control multivariante. Se evalúan tres diferentes 
Ȃȱȱȱęȱȱęȱȱȱȱȱęȱȱȱ-
to de patrones presentes en cada variable multivariante obtenida a partir de 
bases de datos. Se analizan dos bases de datos, la primera fue generada por 
simulación de Montecarlo y la segunda corresponde a una base de datos de 
dominio público. El método consta de tres etapas: generación de variables 
multivariantes, análisis multivariado y reconocimiento de patrones con 
RNA. Para llevar a cabo esta investigación se generaron distintos escenarios 
multivariantes combinando 2, 3 y 4 patrones en variables multivariantes en 
los estadísticos T2 de Hotelling y MEWMA, los cuales se analizaron para 
conocer su comportamiento y características estadísticas. Se realizó la tarea 
de reconocimiento de patrones de estos estadísticos utilizando las RNA. Los 
ȱ¡ȱȱȱȱÛȱȱȱȱȱȱ
red de Perceptrón y Retropropagación comparado con la red RBF para am-
bos casos de estudio.
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Introducción
ȱ¤ęȱȱȱȱȱȱȱ-
trol estadístico de procesos (CEP). Resultan útiles para 
ȱȱȱ¢ȱȱȱȱȱȱ
ȱȱàȱȱȱǯȱȱȱȱ
¤ęȱȱȱȱȱȱȱȱȱ-
to, reduciendo costos de producción y minimizando los 
defectos del producto. En cualquier proceso de fabrica-
ción no siempre se producen los mismos efectos, ya que 
los elementos que intervienen no siempre funcionan de 
forma exacta, dando lugar a cierta variabilidad, cuyas 
causas es preciso investigar. La variabilidad de un pro-
ceso puede deberse a causas no asignables y a causas 
asignables. Las primeras, también llamadas aleatorias 
son de naturaleza probabilística y forman parte de la 
variación propia del proceso. Por otro lado, las causas 
asignables dan lugar a variaciones irregulares no pre-
ǰȱȱ¢ȱȱȱȱǯȱȱȱȱ
ȱȱȱ¤ęȱȱȱ¢ȱȱ¡-
ȱǰȱȱȱȱ ¤ȱ¢ȱ
ȱȱȱȱȱȱęȱȱ-
ción no deseada (Huerga et al., 2005).
ȱȱ·ȱȱȱȱ·ȱȃ-
dicionales” para monitorear procesos aleatorios tales 
como el control estadístico de procesos univariado, del 
ȱȱȱȱ ȱȱȱȱȱȱ
uso del control multivariado de procesos, que se encar-
ga de analizar a múltiples variables aleatorias simultá-
neamente. Estos métodos revelan variaciones en las 
mediciones obtenidas del proceso aleatorio. Las varia-
ciones especiales están provocadas por causas no alea-
torias (causas asignables) y cuando actúan originan 
efectos que se pueden determinar con certeza y que 
ȱȱȱȱȱȱȱȱȱǯȱ
Por lo tanto, los dos tipos de variabilidad son variación 
natural y variación especial, donde estas variaciones en 
las series de datos presentan patrones naturales y espe-
ciales, respectivamente. 
Las técnicas de control estadístico de procesos no 
ȱȱȱęȱȱȱ£àȱȱ
la industria, ya que necesitan satisfacer condiciones es-
tadísticas tales como independencia de las variables, 
simetría y normalidad en su distribución para su co-
rrecta aplicación; asimismo, sólo indican la existencia 
ȱȱȱȱȱȱȱȱȱ-
àǯȱȱȱǰȱȱȱȱȱȱȱ
alternativas a las técnicas tradicionales del control esta-
dístico de procesos, tales como el reconocimiento de 
patrones con el uso de ȱȱę (RNA) 
ȱȱęȱȱȱȱȱ¤ȱęȱȱȱ
ȱȱ¢ȱȱȱȱȱàȱ
¤ȱȱȱǯȱȱȱȱę-
ciales no necesitan satisfacer condiciones estadísticas y 
ȱȱȱȱȱǯȱȱȱ
Çȱȱȱȱȱȱę-
ȱȱȱȱ¢ȱȱȱȱ
ȱȱȱȱȱ¤ȱȱȱ
en aplicaciones de control de calidad. Las redes neuro-
ȱȱęȱȱȱȱȱȱǱȱȱ
ȱ £ȱ ȱ ¢ȱ ȱ ȱ £ȱ
no supervisado, en ambos tipos las redes neuronales 
ȱ£ȱȱȱ¢ȱȱȱ-
ȱȱȱęȱ¢ȱęȱȱȱȱȱ
series de datos muestrales en patrones típicos de varia-
ción especial y variación natural, con lo que se puede en 
consecuencia, diagnosticar si un proceso de manufactu-
ra opera dentro o fuera de control estadístico.
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ȱȱ¢ȱǰȱ¡-
ȱȱ ȱȱȱĜ¢ȱ ȱȱȱȱȱȱ
ȱ ȱȱȱȱȱ ǯ
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En este artículo se expone un método para el reco-
nocimiento de patrones en variables multivariantes, 
mediante el uso de los estadísticos 2 Hotelling y 
MEWMA, asimismo la implementación de diferentes 
ȱ ȱ ęǰȱ ȱ ȱ àǰȱ
Retropropagación y àȱȱȱ  (RBF, radial 
ȱ ). El reconocimiento de variables multi-
variantes con presencia de patrones es relevante para 
el control estadístico de procesos, ya que en una situa-
ción fuera de control puede localizarse la falla en una 
variable o un cambio en la relación existente entre las 
variables. El propósito de este artículo es estudiar la 
ȱȱ ȱȱęȱȱȱ ȱ ȱ
ȱȱȱȱĚȱȱȱȱȱ
la conforman. Asimismo, intenta mostrar cómo la se-
àȱȱȱȱȱęȱȱȱ·-
nicas multivariantes posibilita el reconocimiento de 
patrones multivariantes asociados a las causas espe-
ȱȱȱȱǯȱȱȱ¤ȱ£ȱ
de la siguiente manera: en la introducción se presenta 
ȱ ȱ ȱ ȱ ȱ àǰȱ ȱ ȱ -
guiente sección se expone el método propuesto, así 
como la generación de variables multivariantes, su 
análisis estadístico y una breve descripción sobre las 
RNA a utilizar. En la tercera sección se presenta la ex-
perimentación integrada por la generación de varia-
bles aleatorias multivariantes con patrones de va- 
riación usando el método de Montecarlo y una base de 
ȱęȱȃ¢ȱȱȱȱ”. En 
la cuarta sección se muestran los resultados obtenidos 
del entrenamiento y prueba de las redes neuronales y 
ęȱȱȱȱȱ¢ȱȱ-
turo en la última sección.
Trabajo relacionado y contribución original 
ȱȱȱȱȱȱȱȱǰȱ
que son variación natural y variación especial, las cua-
ȱȱȱȱȱ¤ęȱȱȱȱȱ-
ciones de variables como patrón natural y patrones 
ǯȱ¡ȱȱȱȱȱȱ
categorización de todos los posibles patrones que co-
øȱȱȱȱ¤ęȱȱǯȱȱę-
ȱȱřŖȱȱȱ¤ęȱȱǰȱȱ
ȱȱęȱȱŘŘȱȱȱ¢ȱŞȱ
ȱ¤ȱ ǻ	ǰȱ ŘŖŖśǼȱ ȱ ȱȱ ȱ ȱ
ęȱŗǯ
De estos patrones especiales se consideraron los pa-
trones de tendencias, cambios, natural, sistemático y 
cíclico para la presente investigación. Los patrones 
mencionados corresponden a las siguientes causas 
asignables:
ŗǼȱȱ ȱ ȱ Ǳȱ ȱ ȱ ȱ ȱ
ęȱ ȱ ȱ ȱ ȱ -
ción positiva o negativa.
)LJXUD3DWURQHVJUiILFRVGHFRQWUROEiVLFRV
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ŘǼȱȱ ȱȱǱȱȱȱȱęȱȱȱ
ȱȱȱȱȱȱȱȱȱ-
dia de un proceso.
3)  Patrones cíclicos: en los comportamientos cíclicos se 
observan una serie de máximos y mínimos ocurri-
dos en el proceso.
4)  Patrones sistemáticos: la característica de los patro-
ȱ¤ȱȱȱȱȱȱĚàȱ
punto a punto producida sistemáticamente. Esto 
ęȱȱȱȱ¤ȱȱȱȱȱ
por un alto y viceversa.
Los ¤ęȱȱ (GC) estudian procesos aleatorios 
univariados, pero es posible que en un proceso de pro-
ducción sea necesario vigilar varias mediciones, en 
cuyo caso se está ante un control multivariante (Huerga 
et alǯǰȱŘŖŖśǼǯȱȱ	ȱȱȱȱȱ
los procesos modernos, ya que para su correcta aplica-
ción es necesario satisfacer condiciones estadísticas ta-
les como la independencia de las variables aleatorias, 
simetría y normalidad en su distribución de probabili-
dad. Además, los GC sólo indican la existencia de una 
falla o anomalía en el proceso, pero no en dónde o qué 
sucedió; esto genera un diagnóstico apresurado y en 
ciertas ocasiones errado. Dada la necesidad de resolver 
el problema técnico planteado y contemplando las des-
ȱȱȱȱȱȱàȱȱ
ȱ øȱ 	ȱ ǰȱ ȱ ȱ ȱ
propuesto alternativas de solución, como técnicas de 
control multivariante, control estadístico por reconoci-
miento de patrones y el uso de redes neuronales. En 
control estadístico de la calidad, desde un punto de vis-
ȱǰȱ ȱ ȱ¤ȱ £ȱ ȱ
ȱ¤ęȱȱ ȱ2 Hotelling y MEWMA, estas 
técnicas se explicarán en la siguiente sección.
ȱȱ·ȱȱ¤ęȱȱȱȱ
detectar una situación fuera de control es relativamente 
fácil, ya que el análisis es similar al caso univariante, 
pero determinar las causas que provocaron ese cambio 
ȱ¤ȱȱǻÇȱ¢ȱøǰȱŘŖŗŖǼǯȱȱ
ȱȱȱȱęȱŘǰȱȱȱȱȱXŗ 
y X2 que son las dimensiones de un producto, aunque 
esto se puede generalizar a Xŗ y X2, X3, ..., Xn variables. 
Cada una de estas variables poseerá su clase de varia-
ción (patrones especiales y patrón natural) y la combi-
nación o composición de estas variables genera 
variables multivariantes sintetizadas por las variables 
2  Hotelling y MEWMA, la cual a su vez tendrá clases 
de variación como resultado de la combinación de las 
clases de variación presentes en Xŗ y X2, X3, ..., Xn.
ȱȱȱȱȱęȱŘǰȱȱȱȱȱ
del reconocimiento de patrones en dos niveles:
ŗǯȱȱȱàȱȱ ȱȱàȱ-
sentes en las variables 2 y MEWMA.
2. Patrones de variación o clases de variación pre-
sentes en cada una de las variables que intervienen en 
las variables 2 y MEWMA.
De acuerdo con esto, el problema se puede analizar me-
diante dos enfoques:
ŗǯȱȱ ȱȱȱȱȱȱȱȱàȱ
de 2 y MEWMA a partir de las clases o patrones de 
variación en Xŗ, X2, X3, ..., Xn  en el caso de ser cono-
cidos.
2.  Dado un patrón o clase reconocida en 2 y MEW-
MA, predecir las clases o patrones de variación pre-
sentes en Xŗ y X2, X3, ..., Xn que formaron a 2 y 
MEWMA.
)LJXUD9DULDEOHVPXOWLYDULDQWHVT
+RWHOOLQJ\0(:0$FRQSUHVHQFLDGH
YDULDFLyQHQVXVHOHPHQWRV
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Este artículo trata de resolver parte de la problemáti-
ca al reconocer patrones o clases de variación en el esta-
dístico 2 y MEWMA, de lo cual no se tiene reporte en la 
ȱȱȱȱȱȱȱ-
ǯȱǰȱȱàȱȱȱȱ-
ción es que existe una asociación en las clases o patrones 
de variación del 2 y MEWMA, y las clases o patrones de 
variaciones presentes en las variables que intervienen.
Una alternativa para monitorear el proceso aleatorio 
de un producto es el control estadístico por reconoci-
miento de patrones, no obstante, esto es una de las ta-
ȱ ȱȱ ȱàȱȱ ȱ Çȱ
porque no está considerado en la metodología ofrecida 
por el control estadístico tradicional. Sin embargo, re-
ǰȱȱȱȱȱ·¡ȱȱȱȱ-
ȱ ęȱ ¢ȱ Çęǰȱ ȱ ȱ ȱ redes 
ȱ ę (RNA) para este propósito. Las 
RNA son útiles cuando un sistema numérico tiene com-
ȱȱȱȱȱȱ-
bres o causas de variación que actúan en ese sistema. 
ǰȱȱȱȱȱȱęȱȱ-
miento de patrones estadísticos de los datos permiten 
fácilmente reconocer, en tiempo real, distribuciones no 
ȱ ȱ £ȱ ¢ȱ ęȱ ǰȱ -
ȱ ȱ ȱ àȱ ȱ ȱ ǻ	ǰȱ
2005). El uso de las redes neuronales no requiere la su-
posición de normalidad en los datos o de la indepen-
dencia de los mismos (Pacella et al., 2004).
ȱ ȱ ȱ ȱ ȱ ȱ ȱ ȱ
campo de la estadística, especialmente cuando se re-
ȱȱȱȱȱȱȱȱȱ
ȱȱȱȱȱǻȱ¢ȱ-
raro, 2005). La importancia de detectar patrones en un 
vector de mediciones de un proceso aleatorio, es que se 
relacionan directamente con las variaciones. En esta in-
àȱȱęȱȱàȱȱȱȱ-
mérica de dimensión n; X = [¡ŗ, ¡2, ¡3, ..., ¡n], es decir, un 
patrón es el comportamiento que tiene la serie de datos 
producida por un proceso aleatorio.
ȱ àȱ ŗȱ £ȱ ȱ àȱ ȱ ȱ -
mentos de X:
X = μ + nt + dtȱȱ ȱ ȱ ǻŗǼ
donde el patrón de comportamiento de los datos de-
penderá del tipo de variabilidad presente, como varia-
ción especial dt,  variación natural nt y la media del 
ȱΐǯȱȱȱȱȱȱȱęȱ
¢ȱęȱȱȱȱȱȱȱȱȱ
la línea de producción, en patrones típicos de variación 
especial y variación natural con lo que se puede, en con-
secuencia, diagnosticar si un proceso de manufactura 
opera dentro o fuera de control estadístico. No obstan-
te, los antecedentes en el estudio de las RNA aplicadas 
ȱȱȱȱ ȱȱǰȱ-
ȱȱøȱȱȱęȱȱȱȱȱȱ
ȱȱȱȱȱȱȱ-
temas que permitan su aplicación industrial.
Los estudios están limitados al análisis de variables 
aleatorias univariadas, lo cual proporciona la posibili-
dad del análisis en un enfoque multivariado, así como 
ȱàȱȱȱęǯȱȱȱ-
tivo, en esta investigación se propone analizar los pa-
trones encontrados en el proceso aleatorio de un 
producto por medio del uso de análisis estadístico, los 
estadísticos 2 Hotelling y MEWMA y las redes neuro-
ǰȱ ȱ ȱ ęȱ ȱ ȱ ȱ ȱ ȱ
multivariantes la presencia de patrones y, por ende, se 
desea monitorear el proceso aleatorio de un producto 
de manera multivariable y multivariante en los estados 
de control y fuera de control del proceso, reconociendo 
ȱȱȱȱȱȱǯ
Método de reconocimiento propuesto
ȱ·ȱǰȱȱȱȱȱȱęȱřǰȱ
consiste básicamente en el análisis multivariado de da-
tos mediante el uso de RNA. Para validar los resultados 
del método en este artículo se emplearon dos bases de 
datos. Una de estas bases se generó por simulación em-
ȱȱ·ȱȱȱǻ	ǰȱŘŖŖśǼȱ¢ȱȱȱ
ȱȱȱȱȱȃ¢ȱȱȱȱ” 
obtenida de un repositorio público de datos (Frank y 
àǰȱŘŖŗŖǼǯȱȱ·ȱȱȱ£ȱȱ-
trones especiales que se presentan en el proceso aleato-
rio de un producto usando técnicas estadísticas 
descriptivas, estadísticos 2 Hotelling y MEWMA con 
ȱ ęȱ ȱ ȱ ȱ ȱ àȱ ȱ ȱ
vector obtenido empleando las RNA. Se pretende que 
el método sea un paso para el monitoreo del proceso 
aleatorio de un producto de manera multivariable y 
multivariante en los estados de control y fuera de con-
)LJXUD0pWRGRSURSXHVWR
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trol del proceso, reconociendo las variables donde se 
ȱȱȱȱęȱȱǯ
ȱȱ àȱ ȱ·ȱ ȱ ¡¤ȱ
con detalle cada parte que lo integra. En las siguientes 
subsecciones se describen los casos de variables multi-
ȱǻȱȱȱȱȱ-
naciones de patrones de variación), su análisis esta- 
dístico y su representación como entradas en diferen-
tes redes usando los estadísticos 2 Hotelling y MEW-
MA.
*HQHUDFLyQGHYDULDEOHVPXOWLYDULDQWHV
Simulación de Montecarlo
En esta investigación se utilizó el método de simulación 
ȱȱȱȱ ȱ ȱȱȱ
¤ęȱȱ (PGC) necesarios para el entrenamien-
to, prueba y evaluación del método propuesto. Hubo 
varias razones para esto: en primer lugar, se necesita un 
ȱøȱȱȱȱ	ȱȱȱȱȱ-
trenamiento y prueba; en segundo lugar, la simulación 
ȱ£ȱȱȱȱ ȱęȱȱ
ȱȱȱǯȱȱ	ȱȱ¡ȱȱ-
ma general, que consiste en la media del proceso, la va-
riación de causa común y una alteración especial por 
ȱÇęǯ
Para generar las diferentes mediciones del proceso 
ȱȱȱȱȱȱ£àȱȱàȱǻŗǼǯ
X = μ + nt + dt
donde
X = variable con una serie de datos que presenta un pa-
trón en el tiempo t,
μ = efecto global o media del proceso,
nt = efecto de la variación natural presente en el proceso,
dt = efecto de la variación especial (diferente para cada 
tipo de patrón) presente en el proceso.
La simulación del proceso aleatorio de un producto 
se definió por medio de diferentes tipos de variables 
multivariantes X = [Xŗ, X2, ..., X] con ȱvariables del 
proceso aleatorio, en donde cada variable  se repre-
senta por un patrón de variación. Resumiendo, X se 
define como una variable multivariante y X como 
una variable univariada que presenta un patrón de 
variación. 
ȱ ȱ ȱ ŗȱ ȱ ȱ ȱ ȱ ȱ ȱ
multivariantes utilizadas.
Los tipos de patrones utilizados son de tendencia 
decreciente, tendencia creciente, cambio superior, cam-
bio inferior, natural, ciclo y sistemático. Cada patrón es 
ȱŗǯȱȱȱȱ
Casos de variables aleatorias 
multivariantes
ŗǯȬȱȱȱȱƽȱŘǯ X = [Xŗ, X2]
ŘǯȬȱȱȱȱƽȱřǯ X = [Xŗ, X2, X3]
řǯȬȱȱȱȱƽȱŚǯ X = [Xŗ, X2, X3, X4]
un vector X = {¡ŗ, ¡2, ¡3, ..., ¡n}, donde nȱƽȱŗŖŖȱ-
nes en el tiempo.
ŗǯȱ ǱȱXN = μ + nt + dt   ȱΐȱƽȱŖǰȱΗȱƽȱŗǰȱntȱƽȱǯŖŗǰȱ
dtƽȱŖǯȱȱȱȱΐǰȱΗȱ¢ȱnt son los mismos para 
los demás patrones.
2.  Cambio superior: X = μ + nt + dt, y cambio inferior: 
X = μ + nt + dt. dt = u × d, donde u es el parámetro 
ȱ ȱ ȱ àȱ ȱ ȱ ǻȮŗȱ ȱ
ȱ ȱ ȱ ŗȱȱ ȱ Ǽǰȱd es el 
£ȱȱȱȱȱ·ȱȱΗǯ
řǯȱȱ ȱǱȱX = μ + nt + dt, y tendencia de-
creciente: X = μ + nt + dt. dt = s × t, donde s es la 
ȱȱȱȱȱ·ȱȱΗȱǻȱ-
lor negativo para tendencia decreciente o un valor 
positivo para tendencia creciente).
4.  Ciclo: X = μ + nt + dt. dt = lȱƼȱǻŘΔtȱȦơ̇̄Ǽǰȱȱl es la 
ȱȱȱȱ·ȱȱΗǰơ̇̄ȱȱȱ
ȱǻ̛ȱƽȱŞǼǯ
5.  Sistemático: X = μ + nt + dt. dt = ȱƼȱǻȮŗǼ, donde  es 
la magnitud de los patrones sistemáticos en térmi-
ȱȱΗȱȱȱȱȱ¤ȱȱĚ-
ȱȱ¢ȱȱȱȱȱȱȱǯ
Base de datos
Para validar los resultados obtenidos con el método 
propuesto, se utilizó una base de datos conocida para 
comparar los resultados. La base de datos utilizados 
ȱàȱȱȃ¢ȱȱȱȱ” 
ǻȱ¢ȱàǰȱŘŖŗŖǼǯȱȱȱȱ-
ȱȱ¤ęȱȱȱȱ·-
mente. La base de datos consiste en 600 vectores 
ȱȱ¤ęȱȱȱȱȱ
ȱ ȱ ȱ ȱ ¢ȱ ȱ ǻŗşşşǼǯȱ ȱ ȱ
base de datos se presentan 6 clases diferentes de pa-
ȱȱȱȱ¤ęȱȱǰȱȱ-
nes son:
ŗǯȱȱ Natural (N)
2.  ȱ (C.I.)
3.  ȱ (C.S.)
4.  ȱȱǻǯǯǼ
5.  ȱȱǻǯǯǼ
6.   (C)
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De la base de datos se tomaron 6 vectores correspon-
ȱȱȱŜȱȱȱȱȱȱȱȱęȱȱ
generar los tipos o casos de variables multivariantes 
con dos, tres y cuatro procesos aleatorios.
Análisis estadístico
Al generar los diferentes casos de variables multiva-
riantes con la presencia de los patrones mencionados, 
se realiza un análisis estadístico para cada caso de va-
ȱȱȱȱȱȱęȱŚǰȱȱȱȱȱ
calcular y examinar la covarianza y correlación. Se pre-
tende encontrar y seleccionar las variables que presen-
ȱ ȱ £ȱ ¢ȱ àȱ ęȱ ȱ ȱ
ęȱȱȱȱȱȱȱȱȱ
ȱǰȱ ȱ ȱǰȱȱ¢ȱ-
rianza, con lo que se puede determinar la importancia 
de su aplicación en el método propuesto. Después de 
estudiar los procesos aleatorios en los diferentes casos 
de las variables multivariantes seleccionadas por su co-
àȱęǰȱȱȱȱÇȱ2 Hote-
lling y MEWMA para determinar el comportamiento 
de los patrones de variación desde un punto de vista 
multivariante.
Estadístico T2 Hotelling 
El estadístico 2 Hotelling es una variable aleatoria, 
unidimensional, que se construye combinando infor-
mación para la posición y dispersión de las variables 
ȱȱȱȱȱ£ǯȱȱȱǰȱ
se generaliza en forma simultánea a  variables del 
proceso aleatorio de un producto X = [Xŗ, X2, ..., X], 
las cuales presentan el comportamiento de algún pa-
àȱȱàǰȱ¢ȱȱęȱȱȱ-
riante; cada elemento de Xȱ ȱ ęȱ ȱ ȱ
àȱȱ¢ȱȱȱȱȱȱ
ȱȱȱΐȱ¢ȱ̕ȱȱȱȱȱȱ¤ȱ
ȱ ǯȱ 	·ǰȱ ȱ Çȱ 2, es 
proporcional a la distancia al cuadrado entre una ob-
àȱȱ¢ȱȱȱȱȱǰȱ
donde puntos equidistantes forman elipsoides alre-
ȱȱȱǯȱ
Cuanto mayor es el valor de 2, mayor es la distan-
ȱȱȱàȱ¢ȱȱȱǯȱȱȱ
aleatoria 2 de Hotelling se expresa como:
2 = (XȱȮȱΐǼȼ̕Ȯŗ(X – μ)
Donde X es un vector aleatorio con vector de medias μ 
¢ȱ£ȱȱ£ȱ̕ȱǁȱŖǰȱǻȱet al., 2003). El 
¤ęȱ2 controla cambios en el vector de medias su-
poniendo que la matriz de covarianzas del proceso es 
igual a la matriz de covarianzas de las mediciones 
ȱȱȱ ¤ȱȱ ȱ ǻÇȱ et al., 
ŘŖŖŝǼǯȱȱȱàȱȱȱęȱȱȱȱ
¤ęȱȱøȱȱ¤ȱȱÇȱ2 Ho-
telling usando Minitab®.
Estadístico MEWMA
Es un promedio ponderado en el tiempo, al realizar la 
¤ęȱ ȱ Çȱ ȱ ȱ ęȱ ȱ
información no sólo del último periodo sino también de 
los anteriores. A cada periodo se le da un peso que de-
ȱȱ ȱ¡ȱȱȱȱȱȱȱ
actual. El interés se centra en el control simultáneo de  
características de calidad correlacionadas entre sí. En 
este caso X1ǰȱŘ…X son vectores que representan ob-
servaciones individuales tomadas del proceso y en este 
ȱȱ ȱȱȱȱàȱȱ
Montecarlo o seleccionadas de la base de datos. Se su-
pone que los vectores aleatorios Xi son independientes 
ȱ ȱ ȱ ȱ ΐȱ ¢ȱ £ȱ ȱ ȱ ̕X 
(Barbiero  et al., 2004).
ȱȱȱȱȱȱȱ̕X. En la 
práctica es necesario recolectar datos durante cierto 
ȱȱȱȱȱȱ¤ȱȱǰȱȱ-
ȱ̕ X. Estos datos también pueden usarse para exami-
nar las suposiciones de normalidad e independencia.
ȱȱȱȱǰȱȱȱȱ¤ęȱ
ȱȱȱ¢ȱȱÛȱȱȱȱȱ
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Çȱȱȱęǯȱȱ·ȱȱ-
dad se supone que el vector de medias cuando el proce-
ȱ¤ȱȱȱȱΐ0 = (0, 0, 0 ..., 0)´, (Barbiero et al., 
ŘŖŖŚǼǯȱ ȱ ȱȱ ȱ ȱ ȱZ0 = 0, los 
ȱȱȱęȱǱ
Zi = R Xi + (I – R) ZiȮŗȱȱȱȱȱȱȱȱȱȱȱ i  N
donde R = diag (rŗ, r2,..., r)   y   0 < rjȱǂȱŗǲȱȱȱjȱƽȱŗǰȱŘǰȱǯǯǯǰȱ
Si todos los rj son iguales, los vectores MEWMA pue-
den reescribirse de la siguiente forma: Zi = rXiȱƸȱǻŗȱȮȱr)ZiȮŗǯȱ
Los rj marcan la profundidad de la memoria para cada 
variable. Cuanto mayor sea rj menor será la profundi-
dad, es decir, menor peso tendrán las observaciones 
anteriores. Se pueden usar valores de rjȱÇęȱȱ
cada variable. Aquí es donde se diferencia un análisis 
ȱȱȱȱàȱÇęǯȱȱȱȱȱ
mismo peso rjȱȱȱȱǰȱȱ¤ęȱȱȱ
àȱ ǰȱȱȱȱȱÛȱ ȱȱ
control no podrá atribuirse a alguna variable en espe-
cial, ya que todas tienen igual peso. Si se otorga distinto 
ȱȱȱǰȱȱ¤ęȱ¤ȱȱàȱÇ-
ęȱ¢ȱȱȱǰȱȱÛȱȱȱȱȱȱ-
¢ȱȱ ȱȱÇęȱȱȱȱȱ ȱ
que se le otorgó el mayor peso.
Cuando se utiliza un rȱøȱ¢ȱ·ȱȱȱȱŗǰȱȱ
ȱȱ¤ęȱ2 de Hotelling, (Barbiero et al., 2004). 
ȱ Çȱ ȃȄȱ ȱ ęǱȱ i2 = 
ŗ
i i£Z Z
¦ . 
ȱȱàȱȱȱęȱȱȱȱ¤ę-
co sino únicamente el cálculo del estadístico MEWMA 
utilizando Minitab®.
Redes neuronales artificiales (RNA)
ȱ ȱ ȱ ęȱ ȱ·ȱÛ-
dos para el procesado de datos y la organización del 
conocimiento basado en la imitación del funcionamien-
to de los sistemas nerviosos biológicos, son capaces de 
predecir con precisión diferentes clases. Una red neuro-
nal no se basa en un modelo algebraico explícito, sino 
ȱȱȱȱȃȄȱȱàǰȱ-
ȱ·ȱȃȄȱȱȃȱęȄȱ-
conectados entre sí en forma de red. Pueden ser 
utilizadas para resolver problemas de reconocimiento 
de patrones tanto supervisados como no supervisados 
(Soler, 2007), por tal motivo se propuso su uso en esta 
investigación. En la presente sección se expone una pe-
Ûȱàȱȱȱȱȱ£ǯȱ
De acuerdo con la información obtenida de los esta-
dísticos 2 y MEWMA de las variables, se emplearán las 
técnicas de redes neuronales tales como Perceptrón, Re-
àȱ¢ȱȱȱȱęȱȱȱàȱȱ
la tarea de reconocimiento de ȱ  
presentes en los vectores de los estadísticos 2 Hotelling 
y MEWMA. Con la información procedente del estadís-
tico 2 Hotelling y MEWMA se generarán las bases de 
entrenamiento y prueba utilizadas como entrada para 
ȱȱȱ¢ȱȱ¤ȱȱȱȱęȱ
ȱȱȱȱȱǰȱȱȱęȱśȱȱ
ȱȱǯȱȱȱȱęȱȱ
cuál red es la más conveniente en la tarea de reconoci-
miento de patrones multivariantes presentes en Hote-
lling y MEWMA.
Perceptrón 
ȱȱęȱ£ȱȱȱȱ-
ęàǯȱȱ ȱȱ ȱȱàȱȱ
muy simple, se basa en comparar la salida del sistema 
ȱȱ Ûȱȱ ǻȱ ȱ ȱ ȱÇȱȱ ȱ
sistema). De la estructura, más concretamente de la 
función de activación, se deduce que éste elemento es 
ȱ ęȱ ǰȱ ¢ȱ ȱ ȱ ȱ ȱ
pertenencia por parte del vector de entrada a dos cla-
ses diferentes. El algoritmo que sigue este sistema es 
de tipo supervisado, ya que necesitamos un elemento 
exterior que plantee la clase de pertenencia del ele-
mento de entrada.
ȱ ȱ ȱ £ȱ £ȱ ȱ ȱ
inicialización de los pesos, cuyo valor inicial puede ser 
aleatorio, o bien, cero para tener una misma línea base 
¢ȱ¢ȱàȱȱȱȱ¡ȱȱÛ-
dor. Esta red puede resolver solamente problemas que 
sean linealmente separables en problemas cuyas salidas 
·ȱ ęȱ ȱ ȱ Çȱ ȱ ¢ȱ ȱ
permitan que su espacio de entrada sea dividido en es-
ȱȱ ȱȱȱȱȱȱ ǻǰȱ
2003). Para esta investigación se propusieron los pará-
)LJXUD5HFRQRFLPLHQWRPHGLDQWHUHGHVQHXURQDOHVDUWLILFLDOHV
133
Chiñas-Sánchez Pamela, López-Juárez Ismael, Vázquez-López José Antonio
Ingeniería Investigación y Tecnología, volumen XV (número 1), enero-marzo 2014: 125-138 ISSN 1405-7743 FI-UNAM
metros: pesos inicializados en cero a efecto de tener una 
misma base de comparación entre experimentos, capa 
de inicio con dos entradas y capa de salida. Dados los 
ȱȱȱǰȱȱȱȱȱȱȱȱ
proporcional a la diferencia entre la salida actual pro-
ȱȱȱȱ¢ȱȱȱǰȱȱȱęȱȱ
minimizar el error producido por la red.
Retropropagación
àȱȱȱȱȱȱȱ£ȱ-
pervisado que emplea un ciclo propagación-adaptación 
ȱȱǯȱȱ£ȱȱȱȱȱȱàȱȱȱ
entrada de la red como estímulo, éste se propaga desde 
la primera capa a través de las capas superiores de la red 
ȱȱȱǯȱȱÛȱȱȱȱȱ
ȱȱȱȱ¢ȱȱȱȱÛȱȱȱȱ
cada una de las salidas. Las salidas de error se propagan 
ȱ¤ǰȱȱȱȱȱȱǰȱȱȱȱ
neuronas de la capa oculta que contribuyen directamen-
te a la salida. Sin embargo, las neuronas de la capa oculta 
àȱȱȱàȱȱȱÛȱȱȱǰȱ-
sándose aproximadamente en la contribución relativa 
ȱ¢ȱȱȱȱȱȱȱǯȱȱ
ȱȱǰȱȱȱǰȱȱȱȱȱ-
ȱȱ ȱ ȱ¢ȱ ȱȱÛȱȱȱȱ
describa su contribución relativa al error total. Con base 
ȱȱÛȱȱȱǰȱȱ£ȱȱȱȱ
¡àȱȱȱǰȱȱȱȱȱȱ-
ȱȱȱȱȱȱęȱȱ
ȱȱȱȱȱǻǰȱŘŖŖřǼǯ
La importancia de este proceso consiste en que, a 
medida que se entrena la red, las neuronas de las capas 
intermedias se organizan a sí mismas de tal modo que 
las distintas neuronas aprenden a reconocer distintas 
características del espacio total de entrada. Después del 
entrenamiento, cuando se les presenta un patrón arbi-
trario de entrada que contenga ruido o que esté incom-
pleto, las neuronas de la capa oculta de la red respon- 
derán con una salida activa si la nueva entrada contiene 
ȱàȱȱȱȱȱȱÇȱȱȱ-
ȱ ȱ ¢ȱ ȱ ȱ ȱ -
ȱȱȱǻǰŘŖŖřǼǯȱȱȱȬ 
gación se propusieron los parámetros: pesos inicializa-
dos en cero a efecto de tener una misma base de compa-
ración entre experimentos, capa de inicio con dos en- 
tradas, dos capas ocultas y capa de salida.
Función de base radial (RBF)
ȱȱȱȱ£ȱȱȱȱ£ȱ
ȱȱÇǯȱȱȱȱȱȱ
se caracteriza por la presencia de tres capas: una entra-
da, una única capa oculta y una capa de salida. Sus ca-
racterísticas son:
ŗǼȱȱ ȱøȱȱȱȱȱȱȱȱ-
senta la dimensionalidad del espacio de entrada. 
2)  La capa oculta contiene las unidades RBF. Las uni-
ȱ ȱ Ûȱ ȱ ȱ ȱ ȱ ȱ -
miento. La capa está totalmente conectada a la capa 
oculta.
3)  Cada unidad de la capa de salida representa una po-
sible clase.
ȱęȱȱȱȱȱȱ¢ȱȱȱ
activación. Aunque la arquitectura puede ser similar a 
la red Perceptrón, la diferencia fundamental está en que 
las neuronas de la capa oculta, en lugar de calcular una 
suma ponderada de las entradas y aplicar una función 
sigmoidal, estas neuronas calculan la distancia euclídea 
entre la matriz de pesos sinápticos y la entrada; sobre 
esta distancia se aplica una función de tipo radial con 
forma gaussiana (Soler, 2007). Para esta investigación se 
propusieron los parámetros: pesos inicializados en cero 
a efecto de tener una misma base de comparación entre 
experimentos, capa de inicio con dos entradas, dos ca-
pas ocultas y capa de salida.
En la siguiente sección se presenta la experimenta-
ción de los diferentes casos de variables multivariantes, 
asimismo el análisis estadístico y la aplicación de redes 
neuronales para cada caso.
([SHULPHQWDFLyQ 
Generación de variables multivariantes
Se consideró  como el número de variables de un pro-
ȱȱȱȱȱȱÇęǰȱȱ-
les forman los diferentes casos de variables multiva- 
riantes, cada variable está conformada con X = [¡ŗ, ¡2, ¡3, 
..., ¡n] nȱƽȱŗŖŖȱȱȱȱȱȱȱ-
mulación de Montecarlo y X = [¡ŗ, ¡2, ¡3, ..., ¡n] n = 60 
ȱȱȱȱȱȱȱȱȱȃ¢ȱ
ȱȱȱȄǯ
ȱàȱȱ = 2, 3 y 4 variables, donde cada una 
ȱȱàȱȱàǰȱȱȱȱę-
ción mostrada en las tablas 2-7: Indicados como: N: na-
ǰȱ ǯǱȱ ȱ ǰȱ ǯǱȱ ȱ ǰȱ ǯǱȱ
ȱǰȱǯǱȱȱǰȱǱȱǰȱ
S: sistemático.
De acuerdo con las combinaciones mostradas en las 
tablas 2 a 7, se utilizaron esas combinaciones para gene-
rar los tipos de variables aleatorias multivariantes pro-
puestas, utilizando las bases de datos generadas por 
àȱȱȱ¢ȱȱȱȱȱȃ¢ȱ
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ȱȱȱ”. En los diferentes tipos de va-
riables aleatorias cada proceso o elemento presenta un 
tipo de patrón; con Matlab® se determinó el número y 
composición de las variables aleatorias con dos, tres y 
cuatro procesos aleatorios.
ȱàȱȱęȱȱȱȱ-
ciones de los patrones presentes en cada proceso, mos-
trados en las tablas 2 a la 7.
ŗǯȱȱ Variables aleatorias multivariantes con dos proce-
sos aleatorios. Se considera  = 2 variables procesos 
aleatorios X = [X1, X2]ǯȱ ȱȱŘŗȱȱ
ȱȱ àȱȱȱ¢ȱ ŗśȱ
variables multivariantes de la base de datos.
2.  Variables aleatorias multivariantes con tres proce-
sos aleatorios. Se considera  = 3 procesos aleatorios 
X = [X1, X2, X3]. Se generaron 35 variables multiva-
riantes por simulación de Montecarlo y 20 variables 
multivariantes de la base de datos.
3.  Variables aleatorias multivariantes con cuatro pro-
cesos aleatorios. Se considera  = 4 procesos aleato-
rios X = [X1, X2, X3, X4]. Se generaron 35 variables 
ȱȱ àȱȱȱ¢ȱ ŗśȱ
variables multivariantes de la base de datos.
Codificación para la Simulación de Montecarlo
En las tablas 2, 3 y 4 se presentan las posibles combina-
ciones de patrones en variables multivariantes de dos, 
tres y cuatro elementos respectivamente. 
Codificación para la base de datos
En las tablas 5, 6 y 7 se presentan las posibles combi-
naciones de patrones (base de datos) en variables 
multivariantes de dos, tres y cuatro elementos res-
pectivamente. 
Análisis estadístico
Para cada variable multivariante se realizó un análisis 
estadístico calculando la matriz de covarianza y correla-
ción mediante Matlab® con el propósito de observar su 
comportamiento y características estadísticas, asimismo 
de encontrar las variables con valores de covarianza y 
àȱęǯȱȱȱȱÇȱȱ-
àȱęȱȱȱȱUȱǁȱŖǯŝśȱ¢ȱU < –0.75. 
ȱ£ȱȱȱ ÇȱȱàȱȱŗŚŗȱ
variables tomando en cuenta las variables generadas por 
àȱȱȱ¢ȱȱȱȱȱȱȃ¢-
ȱȱȱȱ”.
Con base en los resultados, se obtuvieron 24 variables 
ȱ àȱ ęǰȱ ȱ ȱ ȱ ȱ
como entradas de las redes neuronales. Las variables 
multivariantes que presentaron una relación y correla-
àȱęȱȱȱȱȱȱȱ
más adelante como Xk para indicar los diferentes patro-
nes que lo conforman como N: natural, C.I: cambio infe-
ǰȱǯǱȱȱǰȱǯǱȱȱǰȱǯǱȱ
tendencia decreciente, C: ciclo, S: sistemático.
7DEOD 7DEOD 7DEOD
P = 2 P = 3 P = 4
N C.I N C.I C.S ǯ ǯ C S
N C.S N C.I ǯ C.S ǯ C S
N ǯ N C.I ǯ C.S ǯ C S
N ǯ N C.I C C.S ǯ ǯ S
N C N C.I S C.S ǯ ǯ C
N S N C.S ǯ C.I ǯ C S
C.I C.S N C.S ǯ C.I ǯ C S
C.I ǯ N C.S C C.I ǯ ǯ S
C.I ǯ N C.S S C.I ǯ ǯ C
C.I C N ǯ ǯ C.I C.S C S
C.I S N ǯ C C.I C.S ǯ S
C.S ǯ N ǯ S C.I C.S ǯ C
C.S ǯ N ǯ C C.I C.S ǯ S
C.S C N ǯ S C.I C.S ǯ C
C.S S N C S C.I C.S ǯ ǯ
ǯ ǯ C.I C S N ǯ C S
ǯ C C.I ǯ S N ǯ C S
ǯ S C.I ǯ C N ǯ ǯ S
ǯ C C.I ǯ S N ǯ ǯ C
ǯ S C.I ǯ C N C.S C S
C S C.I ǯ ǯ N C.S ǯ S
C.I C.S S N C.S ǯ C
C.I C.S C N C.S ǯ S
C.I C.S ǯ N C.S ǯ C
C.I C.S ǯ N C.S ǯ ǯ
C.S C S N C.I C S
C.S ǯ S N C.I ǯ S
C.S ǯ C N C.I ǯ C
C.S ǯ S N C.I ǯ S
C.S ǯ C N C.I ǯ C
C.S ǯ ǯ N C.I ǯ ǯ
ǯ ǯ C N C.I C.S S
ǯ ǯ S N C.I C.S C
ǯ C S N C.I C.S ǯ
ǯ C S N C.I C.S ǯ
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Simulación de Montecarlo
ŗǯȱȱȱȱȱȱǱ
 f Xŗȱ= [Xŗ, X2] = [C.S, C.S]
 f X2 = [Xŗ, X2]ȱƽȱǽǯǰȱǯȱǾ
 f X3 = [Xŗ, X2]ȱƽȱǽǯǰȱǯǾ
 f X4 = [Xŗ, X2]ȱƽȱǽǯǰȱǯǾ
 f X5 = [Xŗ, X2]ȱƽȱǽǯǰȱǯǾ
 f X6 = [Xŗ, X2]ȱƽȱǽǯǰȱǯǾ
ŘǯȱȱȱȱȱȱǱ
 f Xŗ = [Xŗ, X2, X3]ȱƽȱǽǯǰȱǯǰȱǯǾ
 f X2 = [Xŗ, X2, X3]ȱƽȱǽǯǰȱǯǰȱǯǾ
 f X3 = [Xŗ, X2, X3]ȱƽȱǽǯǰȱǯǰȱǯǾ
 f X4 = [Xŗ, X2, X3]ȱƽȱǽǯǰȱǯǰȱǯǾ
řǯȱȱȱȱȱȱ 
    aleatorios:
 f Xŗ = [Xŗ, X2, X3, X4]ȱƽȱǽǯǰȱǯǰȱǯǰȱǯǾ
 f X2 = [Xŗ, X2, X3, X4]ȱƽȱǽǯǰȱǯǰȱǯǰȱǾ
 f X3 = [Xŗ, X2, X3, X4]ȱƽȱǽǯǰȱǯǰȱǯǰȱǾ
 f X4 = [Xŗ, X2, X3, X4]ȱƽȱǽǯǰȱǯǰȱǯǰȱǾ
Base de datos: Synthetic Control Chart Time Series
ŗǯȱȱȱȱȱȱǱ
 f Xŗ = [Xŗ, X2]ȱƽȱǽǯǰȱǯǾ
 f X2 = [Xŗ, X2]ȱƽȱǽǯǰȱǯǾ
 f X3 = [Xŗ, X2] ƽȱǽǯǰȱǯǾ
 f X4 = [Xŗ, X2]ȱƽȱǽǯǰȱǯǾ
ŘǯȱȱȱȱȱȱǱ
 f Xŗ = [Xŗ, X2, X3]ȱƽȱǽǯǰȱǯǰȱǯǾ.
 f X2 = [Xŗ, X2, X3]ȱƽȱǽǯǰȱǯǰȱǯȱǾ.
 f X3 = [Xŗ, X2, X3]ȱƽȱǽǯǰȱǯȱǯǾ.
 f X4 = [Xŗ, X2, X3]ȱƽǽǯǰȱǯǰȱǯǾ.
řǯȱȱȱȱȱȱ 
    aleatorios:
 f  Xŗ = [Xŗ, X2, X3, X4] ƽȱǽǯǰȱǯǰȱǯǰǾ.
 f  X2 = [Xŗ, X2, X3, X4]ȱƽȱǽǯǰȱǯǰȱǯǰȱǯǾ.
De acuerdo con los resultados obtenidos, se puede con-
cluir que a medida que aumenta el número de procesos 
aleatorios involucrados en los diferentes casos de varia-
bles aleatorias multivariantes se observa que el número 
ȱȱȱȱęȱ¢ǯȱ
Con los resultados del índice de correlación, se eligie-
ȱȱȱȱȱàȱę-
cativa, ya que es una característica importante debido a 
que no es analizada mediante técnicas tradicionales de 
control, lo cual representa una pérdida de información 
del proceso, por tal motivo se desean analizar datos que 
presentan correlación en su información para observar 
su comportamiento. Después de analizar las diferentes 
variables multivariantes generadas, se utilizó el progra-
ma Minitab®  para el cálculo de los estadísticos 2 Hote-
lling y MEWMA de cada variable multivariante con 
àȱęȱ¢ȱȱ·ȱȱ-
£ǰȱȱ¢ȱ£ȱȱȱęȱȱȱȱȱ
series de datos son caracterizables estadísticamente. Se 
realizó el cálculo de medidas estadísticas descriptivas 
como la media, desviación estándar, varianza, curtosis, 
ǰȱȱȱę£ȱ¢ȱǯ
De acuerdo con este análisis se concluyó que son 
series de datos caracterizables debido a que sus carac-
terísticas pueden ser obtenidas y la combinación de 
diferentes patrones en las variables multivariantes 
muestra visualmente la formación de ciertos patrones 
multivariantes. Asimismo, se observó que gran parte 
de las variables multivariantes presentan un compor-
tamiento no normal, esto no es un impedimento para 
la investigación, ya que el uso de las redes neuronales 
no requiere la suposición estadística en la normalidad 
de los datos.
Reconocimiento de patrones
ȱ ȱ ȱȱȱȃȱ¢ȱȄȱȱ
calcularon seis vectores 2 y MEWMA de cada variable 
multivariante seleccionada, formando grupos conforma-
dos por dos 2ȱ¢ȱȱȱ ǻȱǯȱ2 
(X1Ǽȱ¢ȱȱ2 (X2) y ME(X1) y ME (X2) y se generan dos matri-
ces 3 × n, una para entrenamiento y otra para prueba 
7DEOD 7DEOD  7DEOD
P = 2 P = 3 P = 4
N C.I ǯ ǯ C C.S ǯ ǯ C
N C.S C.S ǯ C C.I ǯ ǯ C
N ǯ C.S ǯ C C.I C.S ǯ C
N ǯ C.S ǯ ǯ C.I C.S ǯ C
N C C.I ǯ C C.I C.S ǯ ǯ
C.I C.S C.I ǯ C N ǯ ǯ C
C.I ǯ C.I ǯ ǯ N C.S ǯ C
C.I ǯ C.I C.S C N C.S ǯ C
C.I C C.I C.S ǯ N C.S ǯ ǯ
C.S ǯ C.I C.S ǯ N C.I ǯ C
C.S ǯ N ǯ C N C.I ǯ C
C.S C N ǯ C N C.I ǯ ǯ
ǯ ǯ N ǯ ǯ N C.I C.S C
ǯ C N C.S C N C.I C.S ǯ
ǯ C N C.S ǯ N C.I C.S ǯ
N C.S ǯ
N C.I C
N C.I ǯ
N C.I ǯ
Reconocimiento de variables multivariantes empleando el estadístico T 2 Hotelling y MEWMA mediante las RNA’s
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ȱ ȱȱ ȱ ǯȱȱ ȱęȱ Ŝȱ ȱȱ ȱ
ȱȱȱęàȱȱȱȱȱǰȱ-
ǰȱȱȱȱȱęȱ¢ȱȱȱ
las etapas de entrenamiento y pruebas de la red.
Las tareas de reconocimiento de los vectores 2 y 
MEWMA correspondientes a las diferentes variables 
ȱ £ȱ ȱ ȱ ¡ȱnntoolȱ ȱ® con 
las diferentes topologías de RNA, tal como Percep-
trón, Retropropagación y RBF. Se evaluaron las bases 
de datos de entrenamiento y pruebas correspondien-
tes a los resultados de  2 y MEWMA de las diferentes 
variables, las cuales son las entradas de las diferentes 
topologías de redes neuronales utilizadas en la pre-
sente investigación. 
En la siguiente sección se presentan los resultados 
obtenidos en la tarea de reconocimiento de los vectores 
2 y MEWMA correspondientes a las diferentes varia-
bles multivariantes que presentaron covarianza y corre-
àȱęǰȱȱȱàȱȱȬ 
ȱ¢ȱ£ȱȱȱȱȱȃ¢ȱȱ
ȱȱ”.
Resultados
5HFRQRFLPLHQWRGHT2\0(:0$GHYDULDEOHVPXO-
WLYDULDQWHVSRUVLPXODFLyQGH0RQWHFDUOR
Con base en la experimentación, los resultados obteni-
dos con el estadístico 2 y MEWMA se muestran en las 
ȱŞȱ¢ȱşǰȱǯ
ȱ ȱ ȱȱȱȱȱȱ
ęȱȱȱÇȱ£ȱȱȱȱȱ
reconocimiento de las variables multivariantes con pro-
cesos aleatorios, los cuales presentan patrones de varia-
àȱǻȱ¢ȱǼǯȱȱȱ¤ȱȱ
fueron obtenidos con las redes Perceptrón y Retropro-
pagación en los diferentes tipos de variables multiva-
riantes y con los diferentes estadísticos multivariantes 
(Hotelling y MEWMA). Asimismo, se puede observar 
que los valores de reconocimiento de los vectores 
MEWMA son mayores en comparación con los obteni-
dos con Ř Hotelling.
Reconocimiento de T2 Y MEWMA de variables  
multivariantes de la base de datos  
“Synthetic Control Chart Time Series”
Los resultados obtenidos del reconocimiento de 2  y 
MEWMA de variables multivariantes de la base de da-
tos ȃ¢ȱȱȱȱȄ se presentan en 
ȱȱŗŖȱ¢ȱŗŗǰȱǯ
Con base en los resultados experimentales, se obser-
vó un número mayor de variables multivariantes con 
àȱ ęȱ ȱ ȱ àȱ ȱ
Montecarlo al compararlas con las variables con correla-
àȱ ęȱ ȱ ȱ ȱ ȱ ȱ ȱ
ȃ¢ȱȱȱȱ”. Se puede observar 
además que los resultados en la tarea de reconocimiento 
ȱȱ £ȱ ȱ ·ȱ àȱ ȱ ¢ȱ ȱ
para el caso de MEWMA, para el caso de Hotelling, se 
ȱȱȱȱȱȱȱ-
ceptrón seguido de Retropropagación y RBF.
Conclusiones
De acuerdo al análisis de los vectores 2 y MEWMA se 
puede concluir que son series de datos caracterizables 
debido a que se pueden obtener sus características esta-
dísticas. Se observó que al aumentar el número de pa-
trones o el número de procesos aleatorios con presencia 
de patrones de variación en la generación de los dife-
rentes tipos de variables multivariantes, disminuyó el 
número de combinaciones que presentan covarianza y 
àȱęȱȱȱȱȱ¢ȱȱ
encontraron un número mayor de variables multiva-
ȱȱàȱęǰȱȱȱ-
mulación de Montecarlo al compararlas con las varia- 
ȱȱàȱęȱȱȱȱȱ
ȱȱȃ¢ȱȱȱȱ”.
Se observó en los resultados que la tarea de recono-
ȱȱȱȱȱ¤ȱęȱȱȱ
global utilizando las técnicas de Retropropagación y 
Perceptrón. 
Las redes Perceptrón y Retropropagación fueron ca-
paces de distinguir ciertos valores entre las diferentes 
clases o tipos de variables conformadas por los 7 patro-
nes utilizados y del mismo modo se observó que al te-
)LJXUD5HFRQRFLPLHQWR\FODVLILFDFLyQPHGLDQWH51$
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2  de variables multivariantes 
por Simulación de Montecarlo 
Redes utilizadas en la tarea de reconocimiento 
ȱ2 correspondiente a las variables 
Ǳȱȱȱȱ
 Perceptrón RBF Retropropagación
ȱȱ
p=2
2  (X1Ǽȱ¢ȱȱ2 (X2) 67% 50% 66.60%
2  (X3Ǽȱ¢ȱȱ2 (X4) 50% 50% 50%
2  (X5Ǽȱ¢ȱȱ2 (X6) 67% 50% 66.60%
ȱȱ
p=3
2  (X1Ǽȱ¢ȱȱ2 (X2) 50% 50% 40%
2  (X3Ǽȱ¢ȱȱ2 (X4) 50% 50% 66.60%
ȱȱ
p=4
2  (X1Ǽȱ¢ȱȱ2 (X2) ŗŖŖƖ 66.60% ŞśƖ
2  (X3Ǽȱ¢ȱȱ2 (X4) 66.60% 45% ŗŖƖ
7DEOD3RUFHQWDMHVGHUHFRQRFLPLHQWRGHTEDVDGRVHQVLPXODFLyQGH
0RQWHFDUOR
MEWMA de variables 
multivariantes por Simulación  
de Montecarlo
Redes utilizadas en la tarea de reconocimiento 
de MEWMA correspondiente a las variables 
Ǳȱȱȱȱ
Perceptrón RBF Retropropagación
ȱ
con p=2
ME  (X1) y  ME (X2) ŗŖŖƖ 50% şŜǯŜŜƖ
ME  (X3) y  ME (X4) 66.66% 50% 25%
ME  (X5) y  ME (X6) ŗŖŖƖ 50% ŞřǯřřƖ
ȱ
con p=3
ME  (X1) y  ME (X2) ŞřǯřřƖ 50% 66.66%
ME  (X3) y  ME (X4) ŞřǯřřƖ 50% 66.66%
Variables 
con p=4
ME  (X1) y  ME (X2) 100% 50% 45%
ME  (X3) y  ME (X4) 66.66% 50% 10%
7DEOD3RUFHQWDMHVGHUHFRQRFLPLHQWRGH0(:0$EDVDGRVHQ
VLPXODFLyQGH0RQWHFDUOR
 
2  de variables multivariantes 
de base de datosȱȃ¢ȱ
ȱȱȱȄȱ
Redes utilizadas en la tarea de reconocimiento 
ȱ2 correspondiente a las variables 
Ǳȱȱȱȱ
 Perceptrón RBF Retropropagación
ȱ
con p=2
2  (X1Ǽȱ¢ȱȱ2 (X2) 33.33% 50% 50%
2  (X3Ǽȱ¢ȱȱ2 (X4) 67% 50% ŜŗǯŜŝƖ
ȱ
con p=3
2  (X1Ǽȱ¢ȱȱ2 (X3) 33.33% 50% ŘŞƖ
2  (X2Ǽȱ¢ȱȱ2 (X4) 67% 50% śśǯŗŜƖ
ȱ
con p=4 
2  (X1Ǽȱ¢ȱȱ2 (X2) ŞřƖ 50% 50%
7DEOD3RUFHQWDMHVGHUHFRQRFLPLHQWRGHTGHODEDVHGHGDWRV
“Synthetic Control Chart Time Series”
MEWMA de variables 
multivariantes de base de 
datosȱȃ¢ȱȱ 
ȱȱȄ
Redes utilizadas en la tarea de reconocimiento 
de MEWMA correspondiente a las variables 
Ǳȱȱȱȱ
Perceptrón RBF Retropropagación
ȱ
con p=2
ME (X1) y ME (X2) 50% 50% 33.33%
ME (X3) y ME (X4) ŞřǯřřƖ 50% 50%
ȱ
con p=3
ME (X1) y ME (X3) 66.66% 50% ŗśƖ
ME (X2) y ME (X4) ŞřƖ 50% 50%
ȱ
con p=4 ME (X1) y ME (X2) ŞřƖ 50% řŗǯŜŜ
7DEOD3RUFHQWDMHVGHUHFRQRFLPLHQWRGH0(:0$GHODEDVHGHGDWRV
´6\QWKHWLF&RQWURO&KDUW7LPH6HULHVµ
ner las clases datos cercanos entre sí, las redes no 
ȱȱȱęȱȱȱęǯȱ
Esto quizás se debe a que la red Perceptrón clasi-
ęȱȱȱ ȱ¢ȱàǰȱ-
ȱęȱȱȱ£ȱȬȱȱ
ȱęǰȱȱȱȱȱȱȱ-
namiento y nunca converger debido al uso de la 
técnica por gradiente descendiente durante la 
£àǰȱ ȱȱęȱȱȱ ȱȃ-
ęȱȱȄȱȱȱǰȱȱ-
canzar un mínimo local, lo que no garantiza que 
se alcance siempre una solución globalmente óp-
ȱȱȱęàȱȱǯ
ȱȱȱȱȱȱ-
templa la comparación con otras RNA, con el 
ȱȱȱȱȱȱ¢ȱȱȱ
ęȱ ȱ ȱ ȱ ȱ ȱ
multivariantes en casos reales de producción in-
dustrial. Por tal motivo, se propone utilizar 
otras técnicas como ȱ ȱ  
ǻǼȱ¢ȱ££¢ȱȱȱȱ¢ȱ
Ě¡ȱȱęȱȱȱȱȱ-
tores de Hotelling y MEWMA pertenecientes a 
ȱȱǰȱȱȱȱȱȱ
ȱȱȱȱęȱȱȱ-
neales o no lineales gracias a los diferentes Ker-
nels que se emplean para la formación de 
ȱ ȱ ęȱ ȱ ǯȱ ȱ ȱ
ǰȱȱȱ££¢ȱȱȱȱ-
ȱȱȱ¤ȱ¤ȱ¢ȱęǯ
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