Abstract. An Eulerian-Lagrangian localized adjoint method (ELLAM) is presented and analyzed for two-dimensional linear advection-diffusion partial differential equations (PDEs).
1. Introduction. Advection-diffusion partial differential equations (PDEs) describe miscible displacement flow processes in petroleum reservoir simulation, subsurface contaminant transport and remediation, disposal of nuclear waste in underground repositories, and many other applications [3, 13, 22] . These equations are characterized by a nondissipative (hyperbolic) advective transport component and a dissipative (parabolic) diffusive component, and are coupled to other equations (e.g., pressure equations in hydrosciences/petroleum industry) in applications. Their solutions typically have moving steep fronts that need to be resolved accurately. Standard finite difference or Galerkin finite element methods tend to yield numerical solutions with severe nonphysical oscillations. The classical upwind finite difference method greatly reduces these oscillations but introduces excessive numerical dispersion. Extensive research has been carried out to develop numerical methods that can overcome these difficulties and allow accurate numerical solutions with reasonable computational effort. Most Eulerian methods have been based on upstream weighting techniques. The optimal test function methods [2, 71 attempt to minimize the error in approximating spatial derivatives and yield an upstream bias in the resulting schemes. The methods in [4, 33] attempt to reduce the overall truncation error by using a nonzero spatial error to cancel the temporal error. The streamline diffusion finite element method adds a numerical diffusion only in the direction of streamlines with no cross-wind diffusion introduced [5, 17, 18] . High resolution methods, such as the total variation diminishing methods and the essentially nonoscillatory methods, are well suited for nonlinear hyperbolic conservation laws and resolve shock discontinuities in the solutions without excessive smearing or spurious oscillations [9, 10, 12, 15, 24, 25, 27] . By utilizing the hyperbolic transport behavior of advection-diffusion PDEs, characteristic methods discretize the temporal and advective terms through a characteristic tracking to significantly reduce the truncation errors [19, 20, 21, 28] . Traditional forward or particle tracking methods advance the grids following the characteristics and greatly reduce temporal errors.
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However, these methods often severely distort the evolving grids and greatly complicate the solution procedures. The modified method of characteristics (MMOC) [11] follows the flow by tracking the characteristics backward from a fixed grid at the current time step and avoids the grid distortion problems present in forward tracking methods. Moreover, the MMOC symmetrizes and stabilizes the governing PDEs, greatly reduces temporal truncation errors and allows for large time steps in a simulation without loss of accuracy, and eliminates the excessive numerical dispersion and grid orientation effects present in many Eulerian methods [13, 14] . However, many characteristic methods fail to conserve mass and have difficulties in treating general flux boundary conditions when a characteristic intersects the boundary of the domain.
The Eulerian-Lagrangian localized adjoint method (ELLAM) was presented in [6, 16] for solving one-dimensional (constant-coefficient) advection-diffusion PDEs. The ELLAM formalism provides a general characteristic solution procedure for advectiondominated PDEs and a consistent framework for treating general boundary conditions and maintaining mass conservation. Thus, the ELLAM methodology overcomes the principal shortcomings of many characteristic methods while maintaining their numerical advantages. We previously conducted numerical experiments in [30, 31] , which showed that the ELLAM methods often outperform many well received and widely used methods. A different but related method to the ELLAM is the characteristic mixed finite element method [1, 34] , which uses piecewise-constant spacetime test functions. As with the standard mixed finite element method, a coupled system results for both the concentration and the diffusive flux. The theoretically proven error estimate is (9(h4) for grid size h, which is suboptimal by a factor (9(h2).
ELLAM methods introduce further difficulties and complexities to the already complicated analyses of characteristic methods. When a characteristic intersects the boundary of the domain, the uniform time step used in the MMOC artificially increases the time period of the physical diffusion and thus introduces numerical diffusion into its formulation. Nevertheless, this uniform time step guarantees a uniform coercivity of the MMOC scheme on the Sobolev space H1(Q), which is essential in its theoretical analysis [11] . In contrast, the ELLAM schemes introduce spatially dependent time steps to accurately measure the time period of physical diffusion and yield time step degeneracies near boundaries. Consequently, the techniques used in the analyses for MMOC can no longer be applied. We previously overcame these difficulties and derived optimal-order L2 convergence and superconvergence estimates for the ELLAM schemes for one-dimensional advection-diffusion PDEs [29, 32] . But these analyses are based on a generalized Sobolev inequality that we proved, which in turn depends on the Sobolev embedding theorem H1(Q) -0(Q) that is true only in one space dimension. Hence, the analyses would not carry over to multidimensional problems. In this paper we adopt a different approach to derive an optimal-order L2 error estimate and a superconvergence estimate for the ELLAM schemes for twodimensional advection-diffusion PDEs.
This paper is organized as follows. In section 2 we present an ELLAM scheme. Section 3 cites known results that are used in this paper. In section 4 we prove an optimal-order L2 error estimate and a superconvergence estimate for the derived ELLAM scheme. In section 5 and section 6 we prove auxiliary lemmas used in the proof in section 4. In section 7 we carry out numerical experiments to verify the theoretical error estimates.
2. An ELLAM scheme. We consider the following linear advection-diffusion PDE
Here Q (xL, xR) X (yL, yR) is a two-dimensional rectangular domain with the boundary IF o=Q. Ct =a, Vc = (Qc, Qc) v(x,t) = (V(1)(x,t),V(2)(x,t)) is a fluid velocity field, D(x, t) is a diffusion coefficient, f(x, t) is a given function, and c(x, t) is the solute concentration of a dissolved substance. Let f(I) and r(O) be the inflow and outflow boundaries identified by (2.2) 
with v(x) being the unit outward normal. The ELLAM scheme presented in this article can treat any boundary conditions [6, 23, 31] . We previously derived optimalorder error estimates for a family of ELLAM schemes for one-dimensional advectiondiffusion PDEs with all combinations of inflow and outflow Dirichlet, Neumann, and flux boundary conditions [29, 32] . For simplicity of exposition, we consider the following initial and boundary conditions:
where :c Vc v, g(I)(X, t), g(0)(x, t), and co(x) are prescribed functions. To accurately measure the effect of physical diffusion on a particle traveling from Q at time tn-I or the inflow boundary to Q at the current time tn, in addition to the time step /\t defined in (2.4) we define a spatially dependent time step (2.11) /\t(x) -tn*-t(x).
For any function 0(x) C Sh, we define w(x, t) to satisfy the homogeneous Dirichlet boundary condition at the outflow boundary and to be a constant extension of 0(x) into the space-time strip Q x [tn-1, tn] along the approximate characteristics w(r(0;x,tn),0) : w(x,tn), 0 C [t *(x),tn],x EQ, (2.12) w(r(0; x, t), 0) :w(x, t), 0 C [t*(x,t), t],
Multiplying (2.1) by any of such test functions we obtain a space-time weak formulation for (2.1) is the Jacobian of the transformation from x to r(0; x, tn), and El (f, w) is the truncation error defined by
We similarly evaluate the second (diffusion) term on the left-hand side of (2.13) to get -(Vw* DVc) (x tn) d0} dx.
2.
3. An ELLAM scheme. Substituting (2.14) and (2.17) into (2.13) and incorporating the boundary conditions (2.3), we obtain a reference equation for (2.1) with the boundary conditions (2.3) j c(x, tn)w(x, tn)dx + j /\t(x)D(x, tn)Vw(x, tn) . Vc(x, tn)dx (2.19) jc(x tnI)W(Xt+)dx With the solution c(x, tn-1) on Q at time tn-I and the boundary conditions (2. 3), the reference equation (2.19) determines the unknown solution C(X, tn) for x E Q at time tn. We define the trial functions C(x, tn) to be of the form
After we define the trial and test functions, we now present an ELLAM scheme based on the reference equation (2.19): Find solution C, which is of the form (2.21) for x E Q at time tn such that
holds for any test functions defined in section 2.1. Remark 2.1. The ELLAM scheme (2.22) symmetrizes the governing PDE (2.1), and generates a symmetric and positive-definite, sparse coefficient matrix with an improved condition number of order (9(1 + D2t). Second, the ELLAM scheme eliminates the majority of the temporal errors, and allows large time steps to be used without loss of accuracy. Third, the ELLAM scheme naturally incorporates the boundary conditions (2.3) into its formulation. We refer interested readers to [31] for details on implementational issues. Finally, our earlier numerical experiments showed that the ELLAM scheme often outperforms many well received and widely used numerical methods [30, 31] .
3. Preliminaries. In this section, we present preliminaries that are needed for the theoretical analysis in this paper.
3.1. Notions. Let LP(Q), 1 < p < +oo, be the standard normed spaces of pth power Lebesgue integrable functions. Then we define the Sobolev spaces In addition, for 1 < p, q < +oo we define the normed spaces
with the norms
We also make the following assumptions on (2.1):
(ii) There exist positive constants Dmin and Dmax, such that
(iii) The solution c(x, t) e L??(0, T; W2'oo(Q)) and ct(x, t) E L2(0, T; H2(Q)).
Auxiliary functions. For any t e [0, T], we introduce the Ritz projection
IIc(x, t) of c(x, t), which is of the form (2.21), such that [26] (3.6)
It is well known that the following estimates hold for k = 0, 1 [8, 35] :
Then we introduce the following notations:
e(x, t') := C(x, t) -c(x,t'), ) 7(X, t) := Hc(x, t) -c(x, t),
Using the fact that ((x, tn) E Sh(Q), we have J I /(X,tn) = EZ(xi,j,tn)wi,j(x,tn), X C Q, In this paper we use E to denote an arbitrary small number and M to denote a generic constant, which may have different values at different places.
4. Error estimates. Because the physically relevant spatially dependent time step /\t(x) defined in (2.11) degenerates near the boundary, the techniques used in the analyses for MMOC and other characteristic methods no longer apply since they rely heavily on a uniform H1 (Q) coercivity of their formulations [11] . We previously proved an optimal-order L2 error estimate and a superconvergence estimate for the ELLAM schemes for one-dimensional advection-diffusion PDEs [29, 32] . These analyses are based on a generalized Sobolev inequality that we derived, which in turn depends on the Sobolev embedding theorem H1(Q) -C(Q) that is true only in one space dimension. Hence, the analyses would not carry over to multidimensional problems. In this section, we adopt a different approach to derive an optimal order error estimate for the ELLAM scheme (2.22). Subtracting (2.22) from (2.19) and choosing the test function w -( in the resulting equation, we obtain the following relation:
The terms on the left-hand side of (4. we define x k Q\Q(I)(tn)
with (x,t) E F(0) X [tn-I , tn] -By (2.12), we bound the first term on the right-hand side of (4.2) by
where at the last "<" sign, the dummy variables x is replaced by x. We turn to the second and third terms on the right-hand side of (4.2). Let (4.6)
Cr :
A\x A\y Case 1. Cr > p with 0 < p < 1, which implies
Using the estimate (4.5) and the fact (4.7), we have J t(x, tn) (x, tn)dx -T (x, tnl)6(x, t$ 1)dx Case 2. Cr < p for some 0 < p < 1. This case requires much more attention. We rewrite the second and third terms on the right-hand side of (4.2)
Here we used the fact that for x e Q(0)(tn-1), (x,t) e I(F) X [tn-1tn]. Hence, ~(R, t) = 0. So, the last term on the right-hand side of first equality vanishes. The first term on the right-hand side of (4.9) is bounded by We bound the second term on the right-hand side of (4.9) as follows: We need to hide the first term on the right-hand side of (4.12) by the second term on the left-hand side of (4.2). In other words, we need the following estimate:
Because a (nonphysical) uniform time step A\t is used in the MMOC formulation, a straightforward inequality, which is similar to (4.13) but with /\t(x) replaced by A\t, was used in the analysis for the MMOC [11] . Due to the degenerate time step /\t(x) in the ELLAM formulation, the estimate (4.13) might not be true in general. Nevertheless, recall that we are bounding (4.12) under the condition that Cr < p < 1. In Lemma 5.1 in section 5, we prove that there exist 0 < p < 1 and M1 = Ml (p), such that estimate (4.13) holds for Cr < p. Under this assumption, we have Combining the estimates (4.8)-(4.10), (4.12), (4.14), and (4.15), we obtain the following estimate for the second and third terms on the right-hand side of (4.2) that holds independent of the size of Cr: The estimate for the fourth term on the right-hand side of (4.2) requires extra attention and is long. We present its proof in Lemma 6.3: At first glance, the only potential convergence factor in the last term on the righthand side of (4.18) is the outside integral from tn-1 to tn. This factor will disappear as one sums the estimate for all the time levels later. Nevertheless, because the test functions w are constant along the approximate characteristics (2.9), they satisfy a first-order approximation to (2.8). Using Taking E -2, summing the inequality (4.25) from n = 1 to n = N1 (N1 < N), canceling the corresponding terms, and multiplying both sides by 2 we obtain The combination of (4.27) and (3.7) yields the main result of this paper. Note that (xy,Ytn) is linear in x on the interval [xo, xI] and that any linear function q(x) has the following equivalent norms: Combining the estimates (5.4) and (5.7), we obtain a lower bound for the second term on the right-hand side of (5.3) for 0 < Cr < p < 1
By symmetry, the same estimate holds for the last term on the right-hand side of (5.3) for 0 < Cr < p < ( 5 . 8 ) J f i\t(x) IV (xi tn) I dx > -2p) ZtJ |V(x,itn) L2 ((XXI) x (yo yl))'
The (x part in the third term on the right-hand side of (5.3) We use (6.4) in section 6 to rewrite the second term on the right-hand side of (5. 6. Proof of the estimate (4.17) . In this section, we derive the estimate (4.17) in Lemma 6.3 which gives an upper bound for the fourth term on the right-hand side of (4.2). This proof is based on Lemmas 6.1 and 6.2.
LEMMA 6.1. Let V(x,t), x, t*(x), At(x), and Cx be one-dimensional analogues of v(x,t), x, t*(x), /\t(x), and Cr defined by Proof. We first notice that the following relations hold for any x E [xo, xo]:
Let xi_-(i = 1,2 ... I) be defined by (6.6) xi +Xi Ax
We first prove the lemma for Cx < 1 i.e., the estimate (6.2). Using the inverse inequalities (3.8) and (6.4) and (6.5), we bound the left-hand side of (6.2) by
[J0j Thus, we prove the estimate (6.2) . We now turn to the estimate (6.3) . In this case, Cx > 1. We bound the left-hand side of (6.3) from above as follows:
On the other hand, we bound the right-hand side of (6.3) from below by
Combining the estimates (6.8) and (6.9), we prove (6.3). Proof. Using (6.5), we bound the left-hand side of (6.10) for Cx I 1 rxo repeatedly at the second ">" sign, and the fact that Cx < 1.
The combination of the estimates (6.11) and (6.12) deduces the estimate (6.10) in the context of Cx < 1. We now turn to the case Cx > 1. Using (6.5), we rewrite the left-hand side of (6. The second term on the right-hand side of (6.14) has an upper bound The third term on the right-hand side of (6.14) is controlled by
Combining the estimates (6.14) through (6.17), we obtain an upper bound for the left-hand side of (6.10) in the case of Cx > 1 as follows: rz ] (t* (X) -tn-) l(X) ldx (6.18) v'2z A IC (6.18) ~~< 2 We are now in a position to bound the right-hand side of (6.10) ~1 -MAt {Ic-I Xi
The first term on the right-hand side is bounded from below
where we used the simple inequality (6.13) again. Let ae = (:0o -xcI_lAx, we evaluate the second and the third terms on the right-hand side of (6.19), respectively, 
where at the second equality we used the relation V(G0, tn)/At//Ax = Cx = (Ic-l) +a to make the right-hand side of (6.22) consistent with that of (6.21).
The combination of (6.21) and (6.22) yields the following lower bound for the second and third terms on the right-hand side of (6.19):
A~t fIC Using the estimates (6.18), (6.24) , and the fact Ic < 2Cr 
Thus, we finish the proof of (6.10) for the case of Cx > 1. Proof. Using (3.6) and the fact that A\t(x) =t /\-(t*(x) -tn_) in which (t*(x) -tn_) 0 for x e Q\Q(')(tn), we rewrite the fourth term on the right-hand side of (4.2) as follows: Using the last estimate in (3.7) with k = 1, we bound the first term on the right-hand side of (6.29) by By symmetry, the same estimate holds for the last term on the right-hand side of (6.28). We now turn to the second term on its right-hand side. We use the estimate (3.7) and the inverse estimate < MAt R(X,tn) L2(Q) +M (t)3LC (oT;W2(Q))-Thus, combining (6.27) and (6.28), (6.35) , and (6.36), we prove the lemma.
7. Numerical experiments. In this section we present numerical experiments to verify the theoretically proven optimal-order L2 convergence rates. The example considered is the transport of a two-dimensional rotating Gaussian pulse. The spatial domain is Q = (-0.5,0.5) x (-0.5,0.5), the rotating field is imposed as V (1) where xc, Yc, and a are the centered and standard deviations, respectively. The corresponding analytical solution for (2.1) with R = 1, a constant diffusion coefficient D, and f = 0 is given by 2u2 + 4Dt 2u2 + 4Dt (7.2) u(x, y, t) -2u2 exp ( x x)+( c where x = x cos(4t) + y sin(4t) and y -x sin(4t) + y cos(4t). In the numerical experiments, the data are chosen as follows: D -i0-4, Xc -0.25, Yc = 0, a = 0.0447 which gives 2u 2 = 0.0040. This problem provides an example for a homogeneous two-dimensional advection-diffusion equation with a variable velocity field and a known analytical solution. This example has been used widely to test for numerical artifacts of different schemes, such as numerical stability and numerical dispersion, spurious oscillations, and phase errors. Our previous work [30, 31] showed that the ELLAM scheme yields accurate numerical solutions that are free of numerical diffusion, spurious oscillation, and phase errors, even though large time steps are used. It also showed that the ELLAM scheme often outperforms many well received and widely used numerical methods.
In this section we use a linear regression to fit the convergence rates and the associated constants in the error estimates We perform two kinds of computations. The first tests the spatial convergence rate of the ELLAM scheme, where we fix a small time step At and compute the constant Ma, and the rate a with respect to h; the other tests the temporal convergence rate, where we choose a small grid size h and calculate the constant M,3 and the rate ~3
with respect to LAt. The results are presented in Tables 7.1 and 7 .2, fitting the pairs (Ma, a) and (Mf,3,p3), respectively. They show that the ELLAM scheme possesses second-order accuracy in space and first-order accuracy in time as predicted by the theorem in section 3. Moreover we notice that the numerical experiments M'3 is much smaller than Ma,,. This reflects the fact that the solutions of the equation (2.1) are not smooth in space but are much smoother along characteristics, and justifies the use of the Lagrangian coordinates in the ELLAM schemes (see Figure 7 .1). 
