Given X, a set of points whose coordinates are perturbed by errors, we want to determine a "numerically stable" basis B of the vanishing ideal I(X), i.e. for any permitted perturbation X of the original set of points X, only slight changes to the coefficients in B are needed to produce a basis B for the perturbed vanishing ideal I( X). We use border bases because they exhibit good numerical stability.
Introduction
In this paper we present a method for computing "numerically stable" border bases of ideals of points whose coordinates are affected by errors.
If X is a set of "empirical" points, representing real-world measurements, then typically the coordinates are known only imprecisely. Roughly speaking, if X is another set of points, each differing by less than the uncertainty from the corresponding element of X, then the two sets can be considered as equivalent. Nevertheless, it can happen that their vanishing ideals have very different bases -this is a well known phenomenon for Gröbner bases theory. In order to emphasise the "numerical equivalence" of X and of its perturbation X, we look for a common characterization of the vanishing ideals I(X) and I( X). More precisely our goal is to determine a polynomial basis B of the vanishing ideal I(X) which exhibits numerical stability: namely, there is a basis B for the perturbed ideal, sharing the same structure as B, and whose coefficients differ only slightly, provided that X differs from X by only a small permitted amount.
The decision to use border bases to describe vanishing ideals of sets of "empirical" points was due to two main reasons: border bases have always been considered a numerically stable tool (see [7] and [9] ); furthermore, it is easy to study their structure, i.e. the support of their polynomials, as it completely known once a suitable order ideal O has been chosen. An alternative approach to the problem is presented in [5] . They use singular value decomposition of matrices to obtain a border basis of a "δ-approximate vanishing ideal": the elements of their basis are not required to vanish on X but must nevertheless assume particularly small values there. In contrast, the stable basis produced by our algorithm always comprises polynomials which vanish on X.
A concept of "stable" order ideal O is introduced: given a set X of "empirical" points and a permitted tolerance ε, a "stable" order ideal enables us to build an O-border basis for all vanishing ideals I( X), where X is a set of points "perturbed" with amounts less than the tolerance ε. Once a stable order ideal O is found, the corresponding stable O-border basis is obtained by simple linear algebra computations; so we focus our attention on determining O.
This paper is organized as follows. In Section 2 we introduce the concepts and tools we shall use. Section 3 provides a formal description of our problem. The main result, the SOI algorithm for computing a stable order ideal, is presented in Section 4, together with the Theorem showing its correctness. In Section 5 we give an example illustrating the functioning of the algorithm. Finally, Section 6 is an Appendix which presents some basic results on the first order approximation of rational functions, useful for the first order error analysis of the sensitivity of the border basis computation, when we deal with perturbed input data.
Basic Definitions and Notation
This section contains basic definitions and notation used later in the paper.
Throughout this paper we write about finite sets of points, polynomials, etc. To simplify the presentation of algorithmic aspects, we shall implicitly suppose that such finite sets are in fact tuples, so that the elements of the set are ordered in some way, and we can refer to the k-th element using the index k.
First, we recall some basic concepts related to the polynomial ring P = R[x 1 , . . . , x n ] -see [6] and [7] . Definition 2.1 Let X = {p 1 , . . . , p s } be a finite set of points of R n and let G = {g 1 , . . . , g k } be a finite set of polynomials.
(a) The ideal I(X) = {f ∈ P | f (p i ) = 0 ∀p i ∈ X} is called the vanishing ideal of the set X.
is called the evaluation map associated to X. For brevity, we denote the vector eval X (f ) with f (X).
is defined as having entry (i, j) equal to g j (p i ), i.e. whose columns are the images of the polynomials g j under the evaluation map.
Let T n be the monoid of power products of P ; we have the following definition. 
Later on, in order to measure the distances between points of R n , we will use the 2-norm · and its induced norm on Mat n,n (R). Additionally, given an n × n positive diagonal matrix E, we shall also use the weighted 2-norm · E as defined in [4] . For completeness, we recall here their definitions:
is the spectral radius of the matrix A t A.
We recall now the definition of empirical point (see [9] and [2] ).
Definition 2.4
Let p ∈ R n be a point and let ε = (ε 1 , . . . , ε n ), with each ε i ∈ R + , be the vector of the componentwise estimated errors. An empirical point p ε is the pair (p, ε), where we call p the specified value and ε the tolerance.
Let p ε be an empirical point. We define its ellipsoid of perturbations:
where the positive diagonal matrix E = diag(1/ε 1 , . . . , 1/ε n ). This set contains all admissible perturbations of the specified value p, i.e. all points differing from p by less than the tolerance.
Since we suppose that all the empirical points to be processed derive from real-world data measured with the same accuracy, we shall assume that they all share the same tolerance ε. In particular this assumption permits us to use the E-weighted norm on R n to measure the distance between empirical points.
Finally we introduce the definition of distinct empirical points. 
The formal problem
Given a finite set X of distinct empirical points, whose coordinates are known with tolerance ε, we want to determine a numerically stable basis of the vanishing ideal I = I(X). Intuitively a numerically stable basis of I is one which changes continuously as the points in X are varied slightly, and this implies that the structure (i.e. support) of each polynomial remains unchanged.
A good starting point is the concept of border basis (see [7] and [9] ) since the structure is completely determined by the order ideal O upon which the basis is founded (see Proposition 2.3).
Therefore the problem of computing a numerically stable border basis of the vanishing ideal I reduces to the problem of finding an order ideal O which can serve as a foundation for an O-border basis for every perturbed vanishing ideal I.
We use the concept of empirical point (Definition 2.4) to describe formally the input data. The set X is viewed as a set of empirical points X ε all having the same fixed tolerance ε. The following defines our concept of a slightly perturbed set of points; it extends the concept of perturbed point (see Section 2). 
is called an admissible perturbation of X ε .
We wish to characterize those order ideals which can serve as foundation for a border basis of the vanishing ideal of any admissible perturbation of X ε . 
where the coefficients a ij ∈ R are such that
Proof: Let X be an admissible perturbation of X ε and let eval e X : P → R s be the linear evaluation map associated to the set X (see Definition 2.1).
It is easy to prove that I = ker(eval e X ) and, consequently, that the quotient ring P/ I is isomorphic to R s as a vector space. As O is stable w.r.t. the empirical set X ε , it follows that {t 1 ( X), . . . , t s ( X)} are linearly independent vectors. Moreover #X = #O, so the residue classes of the elements of O form a R-vector space basis of P/ I, i.e. condition (a) of Proposition 2.3 is satisfied.
Let v j = b j ( X) be the evaluation vector associated to the power product b j of the border ∂O; each v j can be expressed as
. . , g ν } is contained in I, it follows that B is the O-border basis of the ideal I.
We observe that the coefficients α ij of each polynomial g j are indeed the components of the solution
. It follows that α ij are continuous functions of the points of the set X and so, if the order ideal O is stable w.r.t. X ε , they undergo only continuous variations as X changes. Now, the definition of stable border basis follows naturally. The problem of computing a stable border basis can be properly formalized in the following way.
The formal problem.
Given a set X ε of s distinct empirical points, we look for an order ideal O, stable w.r.t. X ε , and containing exactly s elements.
If such an order ideal O is found, then Proposition 3.3 shows that it is possible to build both a stable O-border basis of the ideal I and an O-border basis of each "perturbed" ideal I.
We end this section observing that each O-border basis of the vanishing ideal I is stable w.r.t. X ε , provided the value of the tolerance ε is sufficiently small. This is equivalent to say that for each order ideal O that defines a border basis of I, a (theoretical and in general unknown) "region of stability" exists, as the following proposition shows. Proof: Let M O (X) be the evaluation matrix of O associated to the set X; M O (X) is a structured matrix whose coefficients depend continuously on the points of the set X. Since, by hypothesis, there exists an O-border basis of the vanishing ideal I, it follows that M O (X) is a non singular matrix. Recalling that the determinant is a polynomial in the matrix entries, and noting that the entries of the matrix M O (X) are polynomials in the point coordinates, we can conclude that there exists a tolerance ε = (ε 1 , . . . , ε n ), with each ε i > 0, such that det(M O ( X)) = 0 for any perturbation X of X. This concludes the proof.
Nevertheless, since the tolerance ε of the empirical points in X ε is given a priori by the measurements, Proposition 3.5 does not solve our problem. If the tolerance ε is larger than the "region of stability" of a chosen order ideal O, the corresponding O-border basis is not stable w.r.t. X ε ; such a situation is shown in the following example.
Example. Let X ε be the set of empirical points such that
is the set of specified values and ε = (0.15, 0.15) is the tolerance; let
be a generic perturbation of X ε , where the parameters δ i ∈ R satisfy
We choose the order ideal O 1 = {1, y, x}. With this choice we can build a border basis for I, but it is not stable w.r.t. X ε . Indeed, consider the pertur-
is singular, and so no O 1 -border basis of I exists. It follows that the order ideal O 1 is not stable w.r.t. X ε since its "region of stability" is too small w.r.t. the given tolerance ε.
In contrast, we find that O 2 = {1, y, y 2 } is stable w.r.t. X ε . In fact, for each perturbation X of X ε , the evaluation matrix M O 2 ( X) is Vandermonde having determinant is equal to (1 + δ 4 − δ 2 )(1 + δ 6 − δ 4 )(2 + δ 6 − δ 2 ). Since each |δ i | ≤ 0.15, it follows that M O 2 ( X) is invertible for any perturbation X, and so it is always possible to compute an O 2 -border basis of the ideal I.
The main result
In this section we address the problem of computing an order ideal O stable w.r.t. X ε , a finite set of distinct empirical points. Since in real-world measurements the tolerance ε present in the data is relatively small, we focus our interest on small perturbations X of the empirical set X ε . For this reason our approach is based on a first order error analysis of the problem. We present in Section 4.2 an algorithm which computes (up to first order) an order ideal O and, when it exists, an O-border basis B of the vanishing ideal I(X), both being stable w.r.t. the empirical set X ε . To investigate the stability of the order ideal O we introduce in Section 4.1 a parametric description of the perturbations X of X ε .
A parametric description of
. . , p ε s } be a finite set of distinct empirical points with specified values X ⊂ R n ; we represent an admissible perturbation X = { p 1 , . . . , p s } of X ε using first order infinitesimals for the perturbation in each coordinate. In particular we express X as a function of ns variables e = (e 1,1 . . . e s,1 , e 1,2 . . . e s,2 , . . . , e 1,n . . . e s,n ) called error variables; specifically, we have
The condition that the perturbation is admissible is equivalent to (for each k):
We denote by X(e) = ( p 1 (e), . . . , p s (e)) a generic admissible perturbation of X ε . We observe that the coordinates of each perturbed point p k (e) are elements of the polynomial ring R = R[e] and that each variable e k,j represents the perturbation in the j-th coordinate of the original point p k . The domain of the perturbed set X(e) viewed as a function of ns variables is denoted by D ε . Obviously, if e ∈ D ε we have 
To keep evident the dependence on the error variable e, we extend the concepts of evaluation map of a polynomial f ∈ P and evaluation matrix of a set of polynomials G = {g 1 , . . . , g k } ⊂ P (see Definition 2.1) to a generic perturbed set X(e), using the following notation:
for brevity denoted by f ( X(e)), and similarly we write the evaluation matrix
The SOI Algorithm
In this section we present an algorithm which computes (up to first order) an order ideal O stable w.r.t the empirical set X ε . The algorithm also builds a set J of polynomials whose support does not change if X is perturbed slightly, and whose evaluations on X are relatively small; that is, they can be considered "stable" and "almost vanishing" on X. Though in general the set J is not a basis of the vanishing ideal I(X), its elements exhibit an interesting property: let f be an element of J with leading power product t, then the polynomial of the border basis of I(X) whose support contains t has the same support as f if its terms with the smallest coefficients are neglected. For this reason the polynomials of J could be used to describe, in some approximate sense, the set X ε and its vanishing ideal. The authors plan to investigate further the properties of J in a future work. Additionally, we show that, when the stable order ideal O has cardinality s = #X, then a stable O-border basis of I(X) exists and can be computed.
The strategy to compute a stable order ideal O and a set of "almost vanishing" polynomials J is the following. As in the Buchberger-Möller algorithm ( [3] , [1] ) we consider the power products in increasing order, according to the chosen term ordering σ. The order ideal O is built stepwise: initially O is empty; then, at each iteration, a new power product t is considered. If the evaluation matrix M O∪{t} ( X(e)) has full rank for all e in D ε then t is added to O. Otherwise t is added to the corner set of the order ideal, and an "almost vanishing" polynomial with leading power product t is put into J .
Note that the rank condition is equivalent to checking whether ρ(e), the component of the evaluation vector t( X(e)) orthogonal to the column space of the matrix M O ( X(e)), vanishes for any e ∈ D ε . This check is greatly simplified by our restriction to first order error terms. 
S4 Compute
where t = LT σ (f ). Proof: Before showing correctness and finiteness, we prove that the vectors ρ 0 , ρ 1 , α 0 and α 1 computed at step S4, are the components of degree 0 and 1 respectively of the residual ρ(e), and of the solution α(e) of the least squares problem
where t is the power product considered at the current step and O is the order ideal computed at the previous steps. This result derives from Proposition 6.3, since M 0 and M 1 coincide, respectively, with the components of degree 0 and 1 of M O ( X(e)). In fact, this is true at the first step, since for O = {1} we have M O ( X(e)) = (1 . . . 1) t . By induction assume that M 0 and M 1 are the components of degrees 0 and 1 of M O ( X(e)) and suppose that the power product r will be added to O. Since the last column of M O∪{r} ( X(e)) is given by r(e), whose components of degrees 0 and 1 are r 0 and r 1 respectively, the new matrices [M 0 , r 0 ] and [M 1 , r 1 ] are the component of degrees 0 and 1 of M O∪{r} ( X(e)). We can conclude that the vectors ρ 0 + ρ 1 (e) and α 0 + α 1 (e) coincide with ρ(e) and α(e), neglecting the errors of order greater than 1. Now we prove the finiteness and the correctness of Algorithm 4.1. First we show finiteness. At each iteration the algorithm performs either step S6 or step S7. Since, as shown in Section 6, M 0 is an orthogonal matrix, it always has linearly independent columns, and so step S6, which adjoins a column to M 0 , can be performed at most s times. Further step S6 is the only place where the set L is enlarged with a finite number of terms, while each iteration removes from L at least one element; we conclude that the algorithm reaches the condition L = [ ] after finitely many steps. Now, we prove the following two claims by induction on the number of iterations and in a first order error analysis: the set O is an order ideal stable w.r.t. X ε and the set of polynomials J is s.t. each element f ∈ J satisfies relation (4). This is clearly true after zero iterations, i.e. after step S1 has been executed. By induction assume that a number of iterations has already been performed and that the pair (O, J ) satisfy the given requirements; let us follow the steps of the subsequent iteration, in which a power product t is considered. If step S6 is performed, there is nothing to prove for J and the set O ′ = O ∪ {t} is an order ideal by construction. Further, let C t ∈ Mat s,sn (R) be such that ρ 1 (e) = C t e. Since the solutionê of the linear system C t e = −ρ 0 satisfies condition ê ≥ √ s ε it follows, from (3), thatê does not belong to D ε . Sinceê is the minimal 2-norm vector such that ρ 0 + ρ 1 (ê) = 0, we obtain that ρ 0 + ρ 1 (e) does not vanish as e varies in D ε . It follows that, up to first order, we consider ρ(e) as a non vanishing vector for each perturbation X(e), i.e. the matrix [M O ( X(e)) t( X(e))] has full rank for each e ∈ D ε . We conclude that O ′ is stable w.r.t. the set X ε of empirical points, if a first order error analysis is performed.
On the other hand, let's suppose step S7 is performed: O does not change and the polynomial f = t − t i ∈O a i t i , where a i is the i-th component of α 0 , is added to the set J . Relation (4) for the polynomial f is verified, since f (X) = ρ 0 and
For the last part of the theorem we assume that O = {t 1 , . . . , t s }. Since the order ideal O is stable, for each perturbation set X(e) of X ε , we have that the first order approximation of the evaluation matrix M O ( X(e)) has full rank, and so we can consider the residue classes [O] = {[t 1 ], . . . , [t s ]} a R-vector space basis of P/I( X), neglecting second order perturbations.
Remark 1.
If the cardinality of X is small enough, the tests suggest that Algorithm 4.1 generally computes a stable order ideal O such that #O = #X and so a stable border basis can be obtained in most cases.
Otherwise, since the computed order ideal O is always stable, the polynomials in J do not change their structure as e varies in D ε so they seem to express some common aspects of all the perturbations of X ε . In fact, when we are interested in a description of a mathematical model with low degree polynomials (see [8] ), the ideal generated by J seems to be very meaningful in most cases. The properties of such polynomials will be further studied by the authors in future.
Remark 2. The computed set O is not, in general, the order ideal that we would obtain using the Buchberger-Möller algorithm with the term ordering σ, because σ is only used as a computational strategy for choosing the power product to consider. In fact, Algorithm 4.1 could also work without an a priori fixed term ordering, but it could use, for choosing the power product to consider at the current step, any technique provided the final set O is closed.
An example of a stable border basis
Let X ε be a set of empirical points such that
and tolerance ε = (0.15, 0.15). Using previous notations, a generic perturbation X(e) of X ε can be described as
The set X ε is processed by the algorithm 4.1 as follows, using term ordering DegLex, with y < x. so that 
Since ê > √ 3 ε , we can conclude that the residual ρ does not vanish for any perturbations X(e) and so we obtain
 
At the second step we choose t = x, so that so that 
Since ê < √ 3 ε , we can conclude that the residual ρ vanishes for the perturbation X(ê), whose points are aligned, and so O, M 0 and M 1 do not change and the polynomial f = x − 41/20y + 16/15 is put into J . We obtain
At the third step we choose t = y 2 , so that so that 
Since ê > √ 3 ε , we can conclude that the residual ρ does not vanish for any perturbations X(e) and so we obtain 
At the fourth step, we consider the power product t = y 3 . Since M 0 and M 1 are 3 × 3 full rank matrices we obtain that ρ 0 = 0 and ρ 1 = 0 so that the algorithm computes the polynomial y 3 − 6y 2 + 11y − 6 which vanishes on X. This polynomial belongs to the O-border basis B of I(X), stable by construction. Using the matrix M 0 we can compute the O-border basis of I, which consists of Note that the polynomial h 1 is very "similar" to f in J . This latter polynomial highlights the structure of h 1 avoiding the terms with small coefficients, and so suggests that the points of X are almost aligned. Moreover, we have
so that condition (4) is satisfied.
Remarks on first order approximation
Let F = R(e 1 , . . . , e n ) be the field of rational functions and let R = R[e 1 . . . e n ] be the polynomial ring.
For f ∈ F we use the multi-index notation to give the Taylor expansion of f in a 0-neighbourhood
We recall that α = (α 1 , . . . , α n ) ∈ N n , |α| = α 1 +. . .+α n , and
) and e α = e α 1
1 . . . e αn n . Each f ∈ F can be decomposed into "homogeneous" parts in the following way:
where, as usually,
Analogously, each matrix M ∈ Mat r,s (F ) with elements in F can be decomposed into "homogeneous" parts. and we can conclude.
The following proposition characterizes the homogeneous components of degrees 0 and 1 of the solution and of the residual of a least squares problem. 
where A 0 and A 1 are the homogeneous components of degree 0 and 1 of A. Moreover, the homogeneous components ρ 0 and ρ 1 of degree 0 and 1 of ρ are
Proof:
We call ∆A = i≥2 A i , ∆b = i≥2 b i , ∆ρ = i≥2 ρ i and ∆x = i≥2 x i . Applying the least squares method to the linear system Ax = b we obtain
Using the homogeneous decomposition in (8) Remark. It is well known that the residual ρ is orthogonal to the columns of the matrix A, that is all the homogeneous parts of A t ρ are zero vectors and, in particular, we can assert that, in computations approximated to the first order errors, the vector ρ 0 + ρ 1 can be considered orthogonal to the columns of A 0 + A 1 .
