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Abstract
Study of time series data often involves measuring the strength of temporal depen-
dence, on which statistical properties like consistency and central limit theorem are built.
Historically, various dependence measures have been proposed. In this note, we first sur-
vey some of the most well-used dependence measures as well as various probability and
moment inequalities built upon them under a high-dimensional triangular array time se-
ries setting. We then argue that this triangular array setting will pose substantially new
challenges to the verification of some dependence conditions. In particular, “textbook
results” could now be misleading, and hence are recommended to be used with caution.
Keywords: mixing conditions, weak dependence measures, τ -mixing, functional depen-
dence measure, high dimension, time series analysis.
1 The measure of dependence
We first introduce the mixing conditions defined on σ-fields. Fix the probability space as
(Ω,F ,P). For any two σ-fields A,B belonging to F , define the following four measures of
dependence between A and B (cf. Chapter 3, Bradley [2007]):
α(A,B) := sup
A∈A,B∈B
|P(A ∩B)− P(A)P(B)|,
β(A,B) := sup 1
2
I∑
i=1
J∑
j=1
|P(Ai ∩Bj)− P(Ai)P(Bj)|,
φ(A,B) := sup
A∈A,B∈B,P(A)>0
|P(B | A)− P(B)|,
ρ(A,B) := sup{|Corr(f, g)|, f ∈ L2R(A), g ∈ L2R(B)},
where the supremum in the definition of β(A,B) is taken over all pairs of partitions {A1, . . . , AI}
and {B1, . . . , BJ} such that Ai ∈ A and Bj ∈ B for all i, j, and for any p ∈ [1,∞], let LpR(A)
represent the family of all real valued, A-measurable random variables X on Ω such that
1
‖X‖Lp := (E|X|p)1/p < ∞. We refer to Bradley [2005] for basic properties and historical
developments on these dependence measures.
Now let’s consider a (not necessarily stationary) time series {Xt ∈ Rd}t∈Z with Z and Rd
representing the sets of all integers and all d-dimensional real vectors. For each “time gap”
m = 1, 2, . . ., with the above dependence measures, we are now ready to define the following
four mixing coefficients that appear frequently in literature:
α({Xt}t∈Z;m) := sup
j∈Z
α(σ({Xt}t≤j), σ({Xt}t≥j+m)),
β({Xt}t∈Z;m) := sup
j∈Z
β(σ({Xt}t≤j), σ({Xt}t≥j+m)),
φ({Xt}t∈Z;m) := sup
j∈Z
φ(σ({Xt}t≤j), σ({Xt}t≥j+m)),
ρ({Xt}t∈Z;m) := sup
j∈Z
ρ(σ({Xt}t≤j), σ({Xt}t≥j+m)).
Here for any random variable X, σ(X) is understood to be the σ-field generated by X. A
review of the history of these mixing coefficients can be found in Section 2.1 in Bradley [2005].
We also refer readers to the books of Doukhan [1994], Bradley [2007], and Rio [2017].
The above mixing coefficients are defined on σ-fields, and are usually difficult to be explic-
itly calculated in practice (though when the model is fixed, asymptotic bounds on coefficients
can be derived for many time series models and have been established in many works). This
is part of the reason to define weak dependence measures that are often much easier to
calculate. In the following we introduce several of the most well-used ones.
Bickel and Bu¨hlmann [1999] and Doukhan and Louhichi [1999] introduced a notion of
weak dependence that facilitates explicit calculation of the independence strength between
“past” and “future” without resorting to the latent σ-fields. They could be roughly under-
stood as upper bounding
Cov(f(“past”), g(“future”))
by the gap between “past” and “future” as well as some parameters of the functions f and
g. In detail, for a function g : (Rd)u → R, let’s define
Lipδg :=sup
{ |g(x1, . . . , xu)−g(y1, . . . , yu)|
δ((x1, . . . , xu), (y1, . . . , yu))
: (x1, . . . , xu) 6=(y1, . . . , yu)
}
,
where δ(·) represents a certain metric on the real vector space. Denote Λδ := {g : (Ru)d →
R for some u : Lipδg < ∞} and Λ(1)δ := {g ∈ Λδ : ‖g‖∞ ≤ 1} with ‖g‖∞ := supx |g(x)|. In
the following, N represents the set of all natural numbers.
Definition 1.1 (Doukhan and Louhichi [1999]; Doukhan and Neumann [2007]). The process
{Xt}t∈Z is (Λ(1)δ , ψ, ζ)-weakly dependent if and only if there exists a function ψ : R2+ ×N2 →
R+ and a sequence ζ = {ζ(n)}n≥0 decreasing to 0 as n goes to infinity, such that for any
g1, g2 ∈ Λ(1)δ with g1 : (Rd)u → R, g2 : (Rd)v → R, u, v ∈ N, and any u-tuple (s1, . . . , su)
and any v-tuple (t1, . . . , tv) with s1 ≤ · · · ≤ su < t1 ≤ · · · ≤ tv, the following inequality is
2
Table 1: Important examples of weak dependence.
θ-dependence: ψ(Lipδg1,Lipδg2, u, v) = vLipδg2
η-dependence: ψ(Lipδg1,Lipδg2, u, v) = uLipδg1 + vLipδg2
κ-dependence: ψ(Lipδg1,Lipδg2, u, v) = uvLipδg1Lipδg2
λ-dependence: ψ(Lipδg1,Lipδg2, u, v) = uLipδg1 + vLipδg2 + uvLipδg1Lipδg2
satisfied:∣∣∣Cov{g1(xs1 , . . . , xsu), g2(xt1 , . . . , xtv )}∣∣∣ ≤ ψ(Lipδg1,Lipδg2, u, v)ζ(t1 − su).
Important examples of (Λ
(1)
δ , ψ, ζ)-weakly dependent processes include θ-, η-, κ-, and λ-
dependences, which are listed in Table 1. They correspond to different choices of the function
ψ. Similar to the mixing coefficients, the sequence ζ describes the degree of dependence over
the process.
Later, in Dedecker and Prieur [2004] and Dedecker and Prieur [2005], the authors intro-
duced a new set of dependence measures that, instead of putting focus on the covariance
structure, highlights the intrinsic “coupling” property of the sequence. In this paper we will
be focused on one important member in this family, the τ -dependence. Consider a general
probability space (Ω,F ,P) and a random variable X taking value in a Polish space (X , ‖·‖X )
endowed with a norm ‖·‖X and satisfying ‖‖X − x0‖X ‖L1 <∞ for some x0 ∈ X . Consider a
σ-field A ⊂ F . The τ -measure of dependence between X and A is defined to be
τ(A,X; ‖·‖X ) =
∥∥∥ sup
g∈Λ(‖·‖X )
{∫
g(x)PX|A(dx)−
∫
g(x)PX(dx)
}∥∥∥
L1
,
where PX and PX|A represent the distribution and the conditional distributions of X and X
given A, Λ(‖·‖X ) stands for the set of 1-Lipschitz functions from X to R with respect to the
norm ‖·‖X .
The following theorem, extracted from Dedecker and Prieur [2004] and Dedecker et al.
[2007], characterizes the intrinsic “coupling property” of τ -measure of dependence and, as a
matter of fact, gives an alternative definition of τ -measure that is usually easier to use.
Theorem 1.1 (Lemma 3 in Dedecker and Prieur [2004], Lemma 5.3 in Dedecker et al. [2007]).
Let (Ω,F ,P) be a probability space, A be a σ-field of F , and X be a random variable with val-
ues in a Polish space (X , ‖·‖X ). If Y is a random variable distributed as X and independent
of A, then
τ(A,X; ‖·‖X ) ≤ E‖X − Y ‖X .
Assume that
∫ ‖x− x0‖XPX(dx) is finite for any x0 ∈ X . Assume that there exists a random
variable U uniformly distributed over [0, 1], independent of the sigma-field generated by X
and A. Then there exists a random variable X˜, measurable with respect to A∨ σ(X)∨σ(U),
independent of A and distributed as X, such that
τ(A,X; ‖·‖X ) = E‖X − X˜‖X .
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We now apply the notion of τ -dependence to a time series model. Let {Xj}j∈J be a set
of X -valued random variables with index set J of finite cardinality. Then define
τ(A, {Xj ∈ X}j∈J ; ‖·‖X ) =
∥∥∥ sup
g∈Λ(‖·‖′
X
)
{∫
g(x)P{Xj}j∈J |A(dx)−
∫
g(x)P{Xj}j∈J (dx)
}∥∥∥
L1
,
where P{Xj}j∈J and P{Xj}j∈J |A represent the distribution of {Xj}j∈J and the conditional
distribution of {Xj}j∈J given A respectively, and Λ(‖·‖′X ) stands for the set of 1-Lipschitz
functions:
Λ(‖·‖′X ) :=
{
f : X × · · · × X︸ ︷︷ ︸
Card(J)
→ R; f is 1-Lipschitz with respect to ‖·‖′X
}
with ‖x‖′X :=
∑
j∈J ‖xj‖X for any x = (x1, . . . , xJ) ∈ XCard(J).
Using these concepts, for a time series {Xt}t∈Z, it is ready to define measure of temporal
correlation strength as
τ({Xt}t∈Z;m, ‖·‖X ) :=
sup
i>0
max
1≤ℓ≤i
ℓ−1 sup
{
τ{σ(Xa−∞), {Xj1 , . . . ,Xjℓ}; ‖·‖X }, a+m ≤ j1 < · · · < jℓ
}
,
where the inner supremum is taken over all a ∈ Z and all ℓ-tuples (j1, . . . , jℓ).
In the end, let’s consider {Xt}t∈Z to be a real stationary causal process of the form
Xi = g(· · · , ǫi−1, ǫi), (1)
with {ǫi}i∈Z an independent and identically distributed (i.i.d.) sequence and g(·) a measurable
function such that the above time series model is properly defined. In Wu [2005], the author
introduced the functional dependence measure, as manifested below.
Definition 1.2 (Functional dependence measure, Wu [2005]). Let {ǫi, ǫ′j}i,j∈Z be i.i.d. ran-
dom variables. Let X ′m := g(· · · , ǫ−2, ǫ−1, ǫ′0, ǫ1, . . . , ǫm). The functional dependence measure
with regard to the Lp norm is defined to be
θm,p := ‖Xm −X ′m‖Lp
with the tail sum Θm,p :=
∑∞
k=m θk,p.
The functional dependence measure θm,p is flexible and easy to compute in many appli-
cations; we refer the readers of interest to Wu [2011] for a systematic review. In addition,
given the data generating mechanism g, one can numerically compute functional dependence
measures by Monte Carlo simulations. In contrast, numeric computation of other dependence
measures can be highly nontrivial due to their definitions.
We also mention a connection between physical dependence and τ -dependence. As is
apparent by comparing Theorem 1.1 with Definition 1.2, τ -dependence and functional de-
pendence measure are interestingly intrinsically connected. In particular, they are both
adaptable to a notion of coupling. However, as noted in Dedecker et al. [2007, Remark 3.1],
coupling in functional dependence is given in Dedecker and Prieur [2004] with all elements
in the past, while in Wu [2005] with only element in the past.
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2 Probability and moment inequalities under dependence
Probability and moment inequalities play an important role in studying the statistical prop-
erties of estimators of parameters in statistical models. They are key in high-dimensional sta-
tistical theory, which is by its nature nonasymptotic. Of particular importance are those that
give rise to efficient control of tail deviations, namely, higher-order moment and exponential-
type inequalities. In this section we will give a brief review of some developed inequalities for
time series, which are promising to be applied to the analysis of high-dimensional time series
data. For this, this note is restricted to those built on the weak dependence measures intro-
duced in Section 1, while those built on other structures like Markov chains or martingales,
though related, shall not be covered.
Before diving into the details, let’s first fix what we mean a high-dimensional time series
model. To characterize the impact of dimensionality on the performance of an estimator, it
has become well-accepted in literature to model high-dimensional data under a triangular-
array setting (see, for example, Section 1 in Greenshtein and Ritov [2004]). Applied to time
series models, the following model will be used throughout the rest of this paper: For each
n ∈ N, let {Xt,n}t∈Z denote a dn-dimensional real time series with dn ∈ N as well as the
time series itself depending on n. For each n ∈ N, a length of n fragment {Xi,n}i∈[n], with
[n] := {1, 2, . . . , n}, is observed from the time series {Xt,n}t∈Z. For different n, a different
time series with possibly different dimension is observed. As n goes to infinity, the dimension
of the n fragment time series, dn, is allowed to increase to infinity as well.
To name one particular example, let’s consider the observations {Xt,n}t∈[n] to be generated
from a VAR(1) model, Mn, that is changing with n:
Mn :
{
{Xt,n}t∈Z : Xt,n = AnXt−1,n + Et,n, for all t ∈ Z
}
.
Here An is a dn × dn-dimensional transition matrix, Et,n is a dn-dimensional vector of error
term. The value An and the dimension dn are both allowed to change with n; e.g., it could
be true that
As n = 1, a 1-dimensional, length of 1 fragment, {X1,1}, is observed from the model
M1 with A1 = 0.5;
As n = 2, a 2-dimensional, length of 2 fragment time series, {X1,2,X2,2}, is observed
from the model M2 with
A2 =
(
0.5 0.1
0.2 0.25
)
;
As n = 3, a 4-dimensional, length of 3 fragment time series, {X1,3,X2,2,X3,3}, is
observed from the model M3 with
A3 =

0.2 0 0.1 0.4
0.2 0.1 0.1 0.2
0.1 0.2 0.3 0.1
0 0 0 0.1
 ;
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· · · · · · .
2.1 Sample sum for scalars with dn = 1
Several of the most essential moment inequalities are surrounding the sample sum. In detail,
for any n ∈ N, consider a time series {Xt,n}t∈Z and its size-n fragment {Xi,n}i∈[n]. Our aim
is to characterize the moment and tail properties for
∑n
i=1
(
Xi,n − EXi,n
)
. Without loss of
generality, in the following it is assumed that the time series has margin mean-zero. In this
section we are focused on the sample sum Sn :=
∑n
i=1Xi,n of fixed dimension dn = 1; in the
later sections we shall allow dn to increase to infinity.
To start with, let’s first consider the case of linear processes by assuming that {Xt,n}t∈Z
follows a linear process
Xt,n =
∞∑
j=0
fj,nǫi−j,n, (2)
with {ǫj,n}j∈Z understood to be an i.i.d. scalar sequence with mean zero and ‖ǫ0,n‖Lp <∞ for
some p > 2, and fn := {fj,n} as a real coefficient sequence satisfying ‖fn‖22 :=
∑∞
j=0 f
2
j,n <∞.
The form (2) is very general and includes many famous time series models such as the ARMA
processes.
The first result concerns such time series of the particular form (2), and is fromWu and Wu
[2016]. It gives a Nagaev-type inequality for linear processes, including both short- and long-
range dependence cases.
Theorem 2.1 (Theorem 1, Wu and Wu [2016]). Assume the linear process in (2).
(i) (Short-range dependence) Let cp := 2e
−p(p + 2)−2. If ‖fn‖1 :=
∑∞
j=0 |fj,n| < ∞, then
for any x > 0 we have
P(|Sn| ≥ x) ≤
(
1 +
2
p
)p
·
n‖fn‖p1‖ǫ0,n‖pLp
xp
+ 2exp
(
− cpx
2
n‖fn‖21‖ǫ0,n‖2L2
)
.
(ii) (Long-range dependence) Assume Kn := supj≥0 |fj,n|(1 + j)β <∞ for some 1/2 < β <
1. Then there exist constants C1, C2 only depending on p and β such that, for all x > 0,
P(|Sn| ≥ x) ≤ C1
n1+p(1−β)Kpn‖ǫ0,n‖pLp
xp
+ 2exp
(
− C2x
2
n3−2β‖ǫ0,n‖2L2K2n
)
.
We then move on to the general possibly nonlinear case. The first of such results considers
the φ-mixing case and is from Dedecker and Prieur [2005].
Theorem 2.2 (Proposition 5, Dedecker and Prieur [2005]). Let {Xt,n}t∈Z be a mean-zero
stationary sequence of dimension dn fixed to be 1. Let φn(m) := φ({Xt,n}t∈Z;m) and |X0,n| ≤
Cn for some constant Cn that possibly depends on n. Then, for every p = 2, 3, . . . and any
n ≥ 1, the following inequality holds:
E|Sn|p ≤
(
8C2np
n−1∑
i=0
(n− i)φn(i)
)p/2
.
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The next result considers the α- and τ -mixing cases and is from Merleve`de et al. [2009].
Theorem 2.3 (Theorem 2, Merleve`de et al. [2009]). Let {Xt,n}t∈Z be a stationary mean-zero
sequence of dimension dn fixed to be 1. Suppose that the sequence satisfies either a geometric
α-mixing condition:
α({Xt,n}t∈Z;m) ≤ exp(−γnm), for m = 1, 2, . . .
or a geometric τ -mixing condition:
τ({Xt,n}t∈Z;m, | · |) ≤ exp(−γnm), for m = 1, 2, . . .
with some positive constant γn that could depend on n, and there exists a positive constant Bn
such that supi≥1 ‖Xi,n‖L∞ ≤ Bn. Then there are positive constants C1,n and C2,n depending
only on γn such that for all n ≥ 2 and positive t satisfying t < 1/[C1B(log n)2], the following
inequality holds:
log[E exp(tSn)] ≤ C2,nt
2(nσ2n +B
2
n)
1− C1,ntBn(log n)2 ,
where σ2n is defined by
σ2n := Var(X1,n) + 2
∑
i>1
∣∣∣Cov(X1,n,Xi,n)∣∣∣.
We note here that the dependence of C1,n and C2,n on γn could be explicitly calculated, as
have been made in Banna et al. [2016] and Han and Li [2019]; also refer to the later Theorems
2.10 and 2.11.
The next result considers the weak dependence case, and is the foundation of dependence
measures proposed in Doukhan and Louhichi [1999]. We refer to Doukhan and Louhichi
[1999] and Doukhan and Neumann [2007] for the relation between those weak dependences
defined in Definition 1.1 and the following Equations (3) and (4).
Theorem 2.4 (a slight modification to Theorem 1 in Doukhan and Neumann [2007]). Sup-
pose {Xi,n}i∈[n] are real-valued random variables with mean 0, defined on a common probabil-
ity space (Ω,A,P). Let Ψ : N2 → N be one of the four functions defined in Table 1. Assume
that there exist constants Kn,Mn, L1,n, L2,n > 0, an, bn ≥ 0, and a nonincreasing sequence of
real coefficients {ρn(i)}i≥0 such that for any u-tuple (s1, . . . , su) and v-tuple (t1, . . . , tv) with
1 ≤ s1 ≤ · · · ≤ su < t1 ≤ · · · ≤ tv ≤ n, we have∣∣∣Cov( u∏
i=1
Xsi,n,
v∏
j=1
Xtj ,n
)∣∣∣ ≤ K2nMu+vn {(u+ v)!}bnΨ(u, v)ρn(t1 − su), (3)
where the sequence {ρn(i)}i≥0 satisfies
∞∑
s=0
(s+ 1)kρn(s) ≤ L1,nLk2,n(k!)an , for any k ∈ N. (4)
Moreover, we require that the following moment condition holds:
E|Xi,n|k ≤ (k!)bnMkn , i = 1, . . . , n, for any k ∈ N.
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Then, for any n ≥ 1 and any x > 0, we have
P(Sn ≥ x) ≤ exp
{
− x
2
C1,nn+ C2,nx(2an+2bn+3)/(an+bn+2)
}
,
where C1,n and C2,n are constants that can be chosen to be
C1,n = 2
an+bn+3K2nM
2
nL1,n(K
2
n ∨ 2), C2,n = 2{MnL2,n(K2n ∨ 2)}1/(an+bn+2).
Proof. The proof follows that of Theorem 1 in Doukhan and Neumann [2007] with mi-
nor modifications, as listed below. Restricted to this proof, we inherit the notation in
Doukhan and Neumann [2007] and abandon the subscript n.
Equation (30) in Doukhan and Neumann [2007] can be strengthened to
E|Yj | ≤ 2k−j−1{(k − j + 1)!}bK2Mkρ(ti+1 − ti).
This leads to
|E(Xt1 · · ·Xtk)| ≤ 2k−1(k!)bK2Mkρ(ti+1 − ti), (5)
which corresponds to Lemma 13 in Doukhan and Neumann [2007]. Using (5), we obtain that∣∣∣Γ(Xt1 , . . . ,Xtk )∣∣∣ ≤ k∑
ν=1
∑
⋃ν
p=1 Ip=I
Nν(I1, . . . , Iν)2
k−ν(k!)bK2νMk min
1≤i<k
ρ(ti+1 − ti)
≤K2(K2 ∨ 2)k−1Mk(k!)b{(k − 1)!} min
1≤i<k
ρ(ti+1 − ti).
Thus, we have ∣∣∣Γk(Sn)∣∣∣ ≤ nK2(K2 ∨ 2)k−1Mk(k!)b+1 n−1∑
s=0
(s + 1)k−2ρ(s). (6)
Equation (6) corresponds to Lemma 14 in Doukhan and Neumann [2007]. The rest follows
the same technique as in Doukhan and Neumann [2007].
Lastly we consider the functional dependence setting. The first result is a Rosenthal-type
inequality, and is from Liu et al. [2013].
Theorem 2.5 (Theorem 1, Liu et al. [2013]). Assume {Xt,n}t∈Z is of dimensional dn = 1
and is generated from the model (1) with functional dependence measures θm,p,n, which is of
an additional subscript n to highlight its dependence on n. Assume further that EX0,n = 0,
E|X0,n|p <∞, and p > 2. Then we have, for any n ≥ 1,
‖Sn‖Lp ≤n1/2
[ 87p
log p
n∑
j=1
θj,2,n + 3(p − 1)1/2
∞∑
j=n+1
θj,p,n +
29p
log p
‖X0,n‖L2
]
+ n1/p
[87p(p − 1)1/2
log p
n∑
j=1
j1/2−1/pθj,p,n +
29p
log p
‖X0,n‖Lp
]
.
The second is a Nagaev-type inequality, and is also from Liu et al. [2013].
Theorem 2.6 (Theorem 2, Liu et al. [2013]). Assume {Xt,n}t∈Z is of dimensional dn = 1
and is generated from the model (1) with functional dependence measures θm,p,n. Assume
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further that EX0,n = 0, E|X0,n|p < ∞, and p > 2. Then we have the following bounds for
any n ≥ 1.
(i) Denote
µj,n := (j
p/2−1θpj,p,n)
1/(p+1) and νn :=
∞∑
j=1
µj,n <∞.
Then, for any x > 0,
P(|Sn| ≥ x) ≤ cp n
xp
(
νp+1n + ‖X0,n‖pLp
)
+ 4
∞∑
j=1
exp
(
− cpµ
2
j,nx
2
nν2nθ
2
j,2,n
)
+ 2exp
(
− cpx
2
n‖X0,n‖2L2
)
,
where cp > 0 is a constant only depending on p.
(ii) Assume that Θm,p,n :=
∑∞
k=m θk,p,n = O(m
−α) as m goes to infinity, with some constant
α > 1/2 − 1/p. Then there exist absolute positive constants C1, C2 such that, for any
x > 0,
P(|Sn| ≥ x) ≤
C1Θ
p
0,p,nn
xp
+ 4G1−2/p
(
C2x√
nΘ0,p,n
)
,
where for any y > 0, q > 0, Gq(y) is defined to be
Gq(y) =
∞∑
j=1
exp(−jqy2).
(iii) If Θm,p,n = O(m
−α) as m goes to infinity, with some constant α < 1/2− 1/p, then
P(|Sn| ≥ x) ≤
C1Θ
p
0,p,nn
p(1/2−α)
xp
+ 4G(p−2)/(p+1)
(
C2x
n(2p−1−2αp)/(2+2p)Θ0,p,n
)
.
It should be noted that Theorems 2.5 and 2.6 actually apply to cases beyond the sample
sum, and the same inequalities hold for the partial sum process S∗n := max1≤k≤n |
∑k
i=1Xi,n|.
However, if Sn, instead of S
∗
n, is of interest, Theorem 2.6 could be further strengthened, as
was made in Wu and Wu [2016]. To this end, let’s first introduce the dependence adjusted
norm (DAN) for the process {Xt,n}t∈Z as
‖X·,n‖p,α := sup
m≥0
(m+ 1)αΘm,p,n. (7)
Theorem 2.7. [Theorem 2, Wu and Wu [2016]] Assume {Xt,n}t∈Z is of dimensional dn = 1
and is generated from the model (1) with functional dependence measures θm,p,n. Assume
further that EX0,n = 0 and ‖X·,n‖p,α <∞ for some p > 2 and α > 0. Let
an =
{
1, if α > 1/2− 1/p,
np/2−1−αp, if α < 1/2− 1/p.
Then there exists constants C1, C2, C3 only depending on q and α such that, for all x > 0,
we have
P(|Sn| ≥ x) ≤ C1ann‖X·,n‖
p
p,α
xp
+ C2 exp
(
− C3x
2
n‖X·,n‖22,α
)
.
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2.2 Sample sum for random vectors with dn ≥ 1
In this section we will concern the sample sum case when d = dn potentially diverges to
infinity with n. Let {Xt,n}t∈Z be a dn-dimensional real time series of the form (1):
Xt,n = gn(· · · , ǫt−1,n, ǫt,n) =

g1,n(· · · , ǫt−1,n, ǫt,n)
g2,n(· · · , ǫt−1,n, ǫt,n)
...
gdn,n(· · · , ǫt−1,n, ǫt,n)
 . (8)
Assume EXt,n = 0 and let Sn =
∑n
i=1Xi,n. Theorem 2.8 below provides a tail probability
for |Sn|∞, where for any vector v = (v1, . . . , vd)⊤ let |v|∞ = maxj∈[d] |vj |. Assume E|Xi,n|q <
∞, q > 2, and define the uniform functional dependence measure
δi,q,n = ‖|Xi,n −Xi,{0},n|∞‖Lq , (9)
where
|Xi,n−Xi,{0},n|∞ := max
j≤d
∣∣∣gj,n(· · · , ǫi−1,n, ǫi,n)− gj,n(· · · , ǫ−2,n, ǫ−1,n, ǫ′0, ǫ1,n, . . . , ǫi,n)∣∣∣. (10)
Define the vector version DAN (cf. (7)) as
‖|X.,n|∞‖q,α = sup
m≥0
(m+ 1)αΩm,q,n, where Ωm,q,n =
∞∑
i=m
δi,q,n. (11)
The constants Cq,α > 0 in Theorem 2.8 only depend on q and α and their values may change
from place to place.
Theorem 2.8. [Theorem 6.2 in Zhang and Wu [2017]] Assume ‖|X.,n|∞‖q,α <∞, where q >
2, α > 0. Let Ψ2,α,n = maxj≤d ‖X·j,n‖q,α be the counterpart of ‖|X.,n|∞‖q,α with the maximum
over j ∈ [dn] taken outside instead of inside the expectation. Let ℓn = max(1, log dn). (i) If
α > 1/2− 1/q, then for all x ≥ Cq,α(
√
nℓnΨ2,α,n + n
1/qℓ
3/2
n ‖|X.,n|∞‖q,α), we have
P
{
|Sn|∞ ≥ x
}
≤ Cq,αnℓ
q/2
n ‖|X.,n|∞‖qq,α
xq
+ Cq,α exp
(
− Cq,α x
2
nΨ22,α,n
)
.
(ii) If α < 1/2− 1/q, then for all x ≥ Cq,α(
√
nℓnΨ2,α,n + n
1/2−αℓ
3/2
n ‖|X.,n|∞‖q,α), we have
P
{
|Sn|∞ ≥ x
}
≤ Cq,αn
q/2−αqℓ
q/2
n ‖|X.,n|∞‖qq,α
xq
+ Cq,α exp
(
− Cq,α x
2
nΨ22,α,n
)
.
Example 2.1. As an application of Theorem 2.8, consider the following example, with the
subscript n omitted for presentation simplicity. Let Wi =
∑∞
j=0 ajǫi−j be a linear process,
where ǫj are i.i.d. innovations with finite qth moment µq := ‖ǫi‖Lq <∞, q > 2, and aj are co-
efficients satisfying a∗ := supm≥0(m+1)
α
∑∞
i=m |ai| <∞. Let Xij = gj(Wi)−Egj(Wi), where
gj are Lipschitz continuous functions with constants bounded by L. Then |Xi −Xi,{0}|∞ ≤
L|ai||ǫ0 − ǫ′0| and δi,q ≤ 2L|ai|µq. The dependence adjusted norms ‖X·j‖q,α ≤ 2Lµqa∗ and
‖|X.|∞‖q,α ≤ 2Lµqa∗. In comparison with Theorem 2.7, the bound in Theorem 2.8 is sharp
up to a multiplicative logarithmic factor (log d)q/2, adjusting for multi-dimensionality.
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Example 2.2. (Largest eigenvalues of sample auto-covariance matrices) Let Wi in Example
2.1 be of the form of stationary causal process (1) with EWi = 0, E|Wi|q <∞, q > 2. Again
let’s omit the subscript n for no confusion will be made. Let ai = ‖Wi−W ′i‖Lq be the associ-
ated functional dependence measure, and assume the dependence adjusted norm ‖X·‖q,α <∞,
α > 1/2 − 1/q. Let Sn(θ) =
∑n
t=1Wt exp(
√−1tθ), 0 ≤ θ ≤ 2π, be the Fourier transform of
(Wt)
n
t=1, where
√−1 is the imaginary unit. Let d = n9 and ⌊θ⌋d = 2π⌊dθ/(2π)⌋/d. By The-
orem 2.8(i), the inequality therein holds with max0≤θ≤2π |Sn(⌊θ⌋d)| = maxj≤d |Sn(2πj/d)|.
Noting that ‖maxθ |Sn(⌊θ⌋d) − Sn(θ)|‖q ≤ ‖W1‖q/n6. Thus with elementary manipulations
the same inequality in Theorem 2.8(i) holds with max0≤θ≤2π |Sn(θ)|.
Given (Wt)
n
t=1, let the sample covariance matrix
Σ̂n = (γ̂j−k), where γ̂k = n
−1
n∑
l=k+1
WlWl−k, 0 ≤ k ≤ n− 1,
Notice that the largest eigenvalues
λmax(Σ̂n) ≤ max
0≤θ≤2π
|Sn(θ)|2/n.
We obtain the tail probability inequality
P
(
λmax(Σ̂n) ≥ u
)
≤ P
(
max
0≤θ≤2π
|Sn(θ)| ≥ (nu)1/2
)
≤ Cq,αn(log n)
q/2‖X.‖qq,α
(nu)q/2
+ Cq,α exp
(
− Cq,α u‖X.‖22,α
)
,
when u ≥ Cq,α‖X.‖22,α log n for a sufficient large constant Cq,α.
2.3 Sample sum for random matrices with dn ≥ 1
In this section we will consider the case of time dependent random matrices. Here Xt,n ∈
R
dn×dn is a dn-dimensional random matrix and {Xt,n}t∈Z is a matrix-valued time series. Tail
probability inequalities for spectral norms for the sum
∑n
t=1Xt,n will be presented. The
latter results are useful for statistical inference for convariance matrices of high dimensional
time series.
Ahlswede and Winter [2002], Oliveira [2009], Tropp [2012], among many others, have
studied such bounds when {Xt,n}t∈Z are mutually independent. For instance, Oliveira [2009]
and Tropp [2012] have introduced the following Bernstein-type inequality for tails. The result
in Oliveira [2009] also applies to martingales (cf. Freedman’s Inequality for matrix martin-
gales [Freedman, 1975]). Also see Mackey et al. [2014] for further extensions to conditionally
independent sequences and combinatorial sums.
Theorem 2.9 (Corollary 7.1 in Oliveira [2009], Theorem 1.4 in Tropp [2012]). Let X1,n, . . . ,Xn,n
be real, mean-zero, symmetric independent dn× dn random matrices and assume there exists
a positive constant Mn such that λmax(Xi,n) ≤Mn for all 1 ≤ i ≤ n. Then for any x ≥ 0,
P
{
λmax
( n∑
i=1
Xi,n
)
≥ x
}
≤ dn exp
(
− x
2
2σ2n + 2Mnx/3
)
,
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where σ2n := λmax(
∑n
i=1 EX
2
i,n) and recall that λmax(·) represents the largest eigenvalue of the
input.
Assuming {Xt,n}t∈Z satisfies a geometrically β-mixing decaying rate:
β({Xt,n}t∈Z;m) ≤ exp{−γn(m− 1)}, for m = 1, 2, . . . (12)
with some constant γn > 0 possibly depending on n, Banna et al. [2016] proved the following
theorem that extends the matrix Bernstein inequality to the β-mixing case. In the sequel,
for any set A, we denote Card(A) to be its cardinality.
Theorem 2.10 (Theorem 1 in Banna et al. [2016]). Let {Xt,n}t∈Z be a sequence of mean-
zero symmetric dn × dn random matrices with supi∈[n] λmax(Xi,n) ≤ Mn for some positive
constant Mn. Further assume (12) holds. Then there exists a universal positive constant C
such that, for any n ≥ 2 and x > 0,
P
{
λmax
( n∑
i=1
Xi,n
)
≥ x
}
≤ dn exp
{
− Cx
2
ν2nn+M
2
n/γn + xMnγ˜(γn, n)
}
,
where
ν2 := sup
K⊂[n]
1
Card(K)
λmax
{
E
(∑
i∈K
Xi,n
)2}
and γ˜(γn, n) :=
log n
log 2
max
(
2,
32 log n
γn log 2
)
.
Later, this result is further extended to the τ -mixing case, which was made in Han and Li
[2019].
Theorem 2.11 (Theorem 4.3 in Han and Li [2019]). Consider a sequence of real, mean-zero,
symmetric dn × dn random matrices {Xt,n}t∈Z with supi∈[n]‖Xi,n‖ ≤ Mn for some positive
constant Mn that is allowed to depend on n and ‖·‖ represents the matrix spectral norm. In
addition, assume that this sequence is of a geometrically decaying τ -mixing rate, i.e.,
τ({Xt,n}t∈Z;m, ‖·‖) ≤Mnψ1,n exp{−ψ2,n(m− 1)}, for m = 1, 2, . . .
with some constants ψ1,n, ψ2,n > 0. Denote ψ˜1,n := max{d−1n , ψ1,n}. Then for any x ≥ 0 and
any n ≥ 2, we have
P
{
λmax
( n∑
i=1
Xi,n
)
≥ x
}
≤ dn exp
{
− x
2
8(152nν2n + 60
2M2n/ψ2,n) + 2xMnψ˜(ψ˜1,n, ψ2,n, n, dn)
}
,
where
ν2n := sup
K⊂[n]
1
Card(K)
λmax
{
E
(∑
i∈K
Xi,n
)2}
and ψ˜(ψ˜1,n, ψ2,n, n, dn) :=
log n
log 2
max
{
1,
8 log(ψ˜1,nn
6dn)
ψ2,n
}
.
We note that the above matrix Bernstein inequalities for weakly dependent data can be
immediately applied to study the behavior of many statistics of importance in analyzing a
high-dimensional time series model. In particular, tail behaviors for the largest eigenvalues
of sample autocovariances in weakly dependent high dimensional time series models have
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been characterized in Han and Li [2019, Theorems 2.1 and 2.2], with bounds delivered for
both general and Gaussian weakly dependent time series (the later using a different set of
techniques tailored for Gaussian processes) separately.
2.4 U- and V-statistics
Consider {Xi,n}i∈[n] to be n random variables of identical distribution in a measurable space
(X ,BX ). Given a symmetric kernel function hn(·) : X r → R, the U-and V-statistic Un(hn)
and Vn(hn) of order rn are defined as:
Un(hn) :=
(
n
rn
)−1 ∑
1≤i1<···<irn≤n
hn(Xi1,n, . . . ,Xirn ,n)
and Vn(hn) := n
−rn
n∑
i1,...,irn=1
hn(Xi1,n, . . . ,Xirn ,n).
The V- and U-statistics are popular alternatives to sample sums and have been routinely used
in statistics nowadays (cf. the textbooks Lee [1990] and Korolyuk and Borovskich [1994]).
Non-asymptotic probability and moment inequalities for V- and U-statistics in the i.i.d.
case have been extensively studied [Hoeffding, 1963; Arcones and Gine, 1993; Gine´ et al.,
2000; Adamczak, 2006]. Assumed {Xt,n}t∈Z to be geometrically φ-mixing, Han [2018] estab-
lished the following theorem that gives an exponential inequality for dependent U-statistics.
Theorem 2.12. [Theorem 2.1, Han [2018]] Let {Xt,n}t∈Z satisfies
φ({Xt,n}t∈Z;m) ≤ cn exp(−Cnm) for m = 1, 2, . . .
with two constants cn, Cn > 0. Assume further that ‖hn‖∞ ≤ Mn, symmetric, and is mean-
zero (i.e., Ehn = 0 with regard to the product measure). We then have, there exist two
constants c′n, C
′
n > 0 that only depend on cn, Cn, and rn, such that, for any x ≥ 0 and n ≥ 4,
P(|Un(hn)| ≥ c′nMn/
√
n+ x) ≤ 2 exp
(
− C
′
nx
2n
M2n +Mnx(log n)(log log 4n)
)
.
With tedious calculations, the dependence of c′n, C
′
n on rn, cn, Cn in Theorem 2.12 can be
explicitly obtained, as was made in Theorems 2.10 and 2.11.
In order to present the next result, let’s first introduce more concepts in U- and V-
statistics. For presentation clearness, let’s assume the kernel hn(·), its order rn, and the
dimension dn are fixed, and hence written as h(·), r, and d without the subscript. Assume
{Xt,n}t∈Z to be stationary for any n ∈ N. Let {X˜i,n}i∈[n] be an i.i.d. sequence with X˜1,n
identically distributed as X1,n. The mean value of a symmetric kernel h (with regard to the
marginal probability measure Pn) is defined as
θn := θn(h) := Eh(X˜1,n, . . . , X˜r,n).
The kernel h is called degenerate of level k − 1 (2 ≤ k ≤ r) with regard to the measure Pn if
Eh(x1, . . . , xk−1, X˜k,n, . . . , X˜r,n) = θn
for any (x⊤1 , . . . , x
⊤
k−1)
⊤ ∈ supp(Pk−1n ), the support of the product measure Pk−1n .
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When h is degenerate of level k − 1, its Hoeffding decomposition takes the form
h(x1, . . . , xr)− θn =
∑
1≤i1<...<ik≤r
hk,n(xi1 , . . . , xik) + . . . + hr,n(x1, . . . , xr),
where {hp,n}rp=k are recursively defined as
h1,n(x) := g1,n(x),
hp,n(x1, . . . , xp) := gp,n(x1, . . . , xp)−
p∑
k=1
h1,n(xk)− . . . −
∑
1≤k1<...<kp−1≤p
hp−1,n(xk1 , . . . , xkp−1),
for p = 2, · · · , r, with {gp,n}rp=1 defined as gr,n := h− θn, and
gp,n(x1, . . . , xp) := Eh(x1, . . . , xp, X˜p+1,n, . . . , X˜r,n)− θn
for 1 ≤ p ≤ r − 1. For each 1 ≤ p ≤ r, we denote the V-statistic generated by hp,n by
Vn(hp,n) := n
−p
n∑
i1,...,ip=1
hp,n(Xi1,n, . . . ,Xip,n).
Theorem 2.13 (a slight modification to Theorem 1 in Shen et al. [2019]). Suppose {Xi,n}ni=1
is part of a stationary sequence {Xt,n}t∈Z that is geometrically α-mixing with coefficient
α({Xt,n}t∈Z;m) ≤ cn exp(−Cnm) for all m ≥ 1,
where cn, Cn are two positive constants. Suppose h ∈ L1(Rrd) is fixed, symmetric, continuous,
and its Fourier transform ĥ(u) :=
∫
h(x)e−2πiu
⊤xdx satisfies∫
Rrd
∣∣∣ĥ(u)∣∣∣‖u‖qdu <∞
for some q ≥ 1, where ‖ · ‖ represents the Euclidean norm. Then, there exists a positive
constant C ′n = C(r, cn, Cn) such that for each 1 ≤ p ≤ r, and any n ≥ 2, x > 0,
P
(
|Vn(hp,n)| ≥ x
)
≤ 6 exp
{
− C
′
nnx
2/p
A
1/p
p,n + x1/pM
1/p
p,n
}
with
Ap,n = 2
2r‖ĥ‖2L1
{ 64c1/3n
1− exp(−Cn/3) +
(log n)4
n
}p
and Mp,n = 2
r‖ĥ‖L1(log n)2p.
As Theorem 2.12, the dependence of C ′n on r, cn, Cn in the above theorem could be explic-
itly calculated. We also note that, though h(·) itself is assumed to be fixed, the “degenerate”
kernels hp,n could depend on n through the measure Pn in the triangular array setting, and
hence the subscript n is kept.
3 A cautionary example
Section 2 exemplifies the use of dependence measures to construct desired moment/probability
inequalities for quantifying the statistical properties of procedures in a high-dimensional time
series model. The problem then reduces to characterizing these dependence measures in a
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triangular array setting as highlighted at the beginning of Section 2. As is apparent from
reading their definitions, those dependence measures introduced in Doukhan and Louhichi
[1999], Dedecker and Prieur [2004], and Wu [2005] can be explicitly calculated. Therefore,
the verification of those dependence measures, as were made in Dedecker et al. [2007, Section
3], Wu [2005], Han and Li [2019], and many other places, are obviously still valid under the
high-dimensional triangular array framework.
The verifications for the mixing conditions introduced at the beginning of Section 1, on
the other hand, should be checked with caution under this new framework. In the following
we will use the example of β-mixing to showcase this new challenge of high dimensionality
in establishing mixing-type dependence for time series data.
In literature, for a time series model that is fixed (i.e., not changing when more data
points are observed), there have been a variety of results to establish bounds for β-mixing
coefficients. See, for example, Liebscher [2005] for a review and Chan and Tong [2001] for
β-mixing of Markov processes. Let’s focus on a particular example. Consider the following
simple d-dimensional stationary Gaussian VAR(1) model:
Xt = κXt−1 + Et =
∞∑
j=0
κjEt−j , for all t ∈ Z. (13)
Here the autocorrelation coefficient κ ∈ R is assumed to be fixed and satisfy 0 < κ < 1 for
simplicity, and the innovation noises {Et ∈ Rd} are i.i.d. Gaussian. Then it is immediate (cf.
Proposition 2 in Liebscher [2005]) that {Xt} is geometrically β-mixing satisfying
β({Xt};m) ≤ Cγm (14)
for some fixed constants C > 0, γ < 1.
However, in high dimensions such a derivation is problematic. Let’s fix the framework
first. Adopting the triangular array setting as described in the last section, we assume that
the studied model could change as more observations are available to us. In other words,
let’s adopt a parallel model to Equation (13): for any n = 1, 2, 3, . . ., write
Xt,n =

Xt,1,n
Xt,2,n
...
Xt,dn,n
 =

κn 0 . . . 0
0 κn . . . 0
...
...
. . . 0
0 0 0 κn


Xt−1,1,n
Xt−1,2,n
...
Xt−1,dn,n

︸ ︷︷ ︸
Xt−1,n∈Rdn
+

Et,1,n
Et,2,n
...
Et,dn,n

︸ ︷︷ ︸
Et,n∈Rdn
, for all t ∈ Z. (15)
Here for any n, the observed data {X1,n,X2,n, . . . ,Xn,n} are assumed to be generated from a
process
∑∞
j=0 κ
j
nEt−j,n, where first of all the dimension of the time series dn has been allowed
to change with the sample size n. Moreover, as an implicit consequence of the above high-
dimensional triangular array framework, all the parameters in Model (15), including κn ∈ R,
Cov(Xt,n) ∈ Rdn×dn , and Cov(Et,n) ∈ Rdn×dn , are now allowed to change as the sample size
n is increasing.
Once such a framework is fixed, it becomes clear that the analysis of various dependence
conditions has to be nonasymptotic, i.e., we now have to provide an analysis of the β-mixing
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coefficient that takes the change of dn, κn, and all the other model parameters into account.
With these concepts in mind, we first state a somehow comforting result that certain desirable
properties could still be established for α-mixing (in contrast to the β-mixing) coefficient
under the triangular array setting.
Theorem 3.1. Consider the following simple stationary Gaussian vector autoregressive model
that generalizes (15) by relaxing restrictions on the transition matrix:
Xt,n = AnXt,n−1 + Et,n, t ∈ Z. (16)
We then have
α({Xt,n}t∈Z;m) ≤
{λmax(Σn)
λmin(Σn)
}1/2
‖An‖m,
where Σn := Cov(X0,n), λmin(·) stands for the smallest eigenvalue of the input, and ‖·‖ is
the matrix spectral norm.
Proof. For notation simplicity, let’s remove n from the subscript. Since VAR(1) is a stationary
Markov chain, by Bradley [2005], we have the ρ-mixing coefficient
ρ{σ(X0−∞), σ(X∞m )} = ρ{σ(X0), σ(Xm)}.
By Theorem 1 from Kolmogorov and Rozanov [1960], if U1, U2, . . . , Um, V1, V2, . . . , Vℓ are
jointly normal random variables, then there exist real numbers a1, a2, . . . , am, b1, b2, . . . , bℓ
such that
ρ{σ(Uk, 1 ≤ k ≤ m), σ(Vk, 1 ≤ k ≤ ℓ)} = Corr
( m∑
k=1
akUk,
ℓ∑
k=1
bkVk
)
.
Since (X0,Xm) is multivariate normal, there exist real numbers a = (a1, a2, . . . , ap)
⊤, b =
(b1, b2, . . . , bp)
⊤ such that
ρ{σ(X0), σ(Xm)} = Corr(a⊤X0, b⊤Xm) = a
⊤Σ(Am)⊤b√
a⊤Σab⊤Σb
≤
√
‖Σ 12 (Am)⊤Σ−1(Am)Σ 12‖,
where the last inequality is followed by Cauchy-Schwarz. Hence we have
ρ{σ(X0−∞), σ(X∞m )} ≤
{λmax(Σ)
λmin(Σ)
} 1
2 ‖A‖m.
Now noticing
α{σ(X0−∞), σ(X∞m )} ≤ ρ{σ(X0−∞), σ(X∞m )}
finishes the proof.
Applying Theorem 3.1 to Model (15), it is clear that the α-mixing coefficient for Model
(15) is bounded by κmn , which will be exponentially tending to 1 if κn < 1 is fixed, regardless of
how large the dimension dn is. We then state a possibly striking result, that, even if restricting
to the Model (15) and fixing κn, the β-mixing coefficient of the time series {Xt,n}t∈Z could
still be tending to 1 if dn is sufficiently larger than the time gap. Thusly, β-mixing coefficient
is dimension-dependent.
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Theorem 3.2. Consider the model (15) under the triangular array setting. If we further as-
sume that E0,n = (E0,1,n, . . . , E0,dn,n)
⊤ have i.i.d. components, then for any positive integers
n and m, we have
β({Xt,n}t∈Z;m) ≥ 1− 2 exp
(
− dnκ
2m
n
18π2
)
.
In particular, if (1) dn = d is not changing with n but limn→∞ κ
2n
n >
18π2 log 2
d , or (2) κn = κ
is not changing with n but limn→∞ dnκ
2n > 18π2 log 2, then lim infn→∞ β({Xt,n}t∈Z;n) > 0.
Theorem 3.2 is concerning a particularly simple model that is merely aggregating dn
i.i.d. AR(1) Gaussian sequences once we have n data points. It is very unlikely that any
assumption in a general theorem for quantifying the behavior of a high-dimensional time series
could exclude such a simple case. However, it has been apparent from this result that, once
the triangular array framework is adopted, many simple and elegant properties like Equation
(14) could no longer be trusted because otherwise, the case that limn→∞ β({Xt,n}t∈Z;n) 6= 0
shall never happen. The reason is, once the model {Xt,n} is allowed to change with n, the
values of C and γ in (14) will depend on the sample size n. Any solid analysis of the β-mixing
coefficient hence has to be fully nonasymptotic. This, however, violates the spirit beneath the
definition of various mixing coefficients, and to the authors’ knowledge, cannot be trivially
handled (except for the α- and ρ-mixing coefficients under a Gaussian process, as showcased
above in Theorem 3.1).
Proof of Theorem 3.2. The proof is nonasymptotic and relies on several known results in the
mixing literature. For presentation clearness, we omit the subscript n in the following when
no confusion is made.
In the first step, we need to establish a lower bound for the marginal α-mixing coefficient
α(σ(X0,1), σ(Xm,1)) with the understanding that
Xt = (Xt,1, . . . ,Xt,d)
⊤.
For any bivariate Gaussian random vector (Z1, Z2)
⊤ ∈ R2, the following two facts are known.
(1) One has
α(σ(Z1), σ(Z2)) ≤ ρ(σ(Z1), σ(Z2)) ≤ 2πα(σ(Z1), σ(Z2)).
See, for example, Equation (1.9) in Ibragimov and Rozanov [2012, Chapter 4] or The-
orem 2 in Kolmogorov and Rozanov [1960].
(2) Theorem 1 in Kolmogorov and Rozanov [1960] gives
ρ(σ(Z1), σ(Z2)) = |Corr(Z1, Z2)|.
The above two results then yield
α(σ(X0,1), σ(Xm,1)) ≥ 1
2π
|Corr(X0,1,X0,m)| = κ
m
2π
.
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In the second step, we are going to establish a lower bound on β(σ(X0), σ(Xm)) based on
the derived lower bound for the marginal α-mixing coefficient. For any j ∈ [d], since
α(σ(X0,j), σ(Xm,j)) ≥ κ
m
2π
,
by definition, there must exist sets G ∈ σ(X0,j) and H ∈ σ(Xm,j) such that∣∣∣P(X0,j ∈ G,Xm,j ∈ H)− P(X0,j ∈ G)P(Xm,j ∈ H)∣∣∣ ≥ κm
3π
=: η.
Without loss of generality, we may assume that
θ := P(X0,j ∈ Gn,Xm,j ∈ H) > P(X0,j ∈ G)P(Xm,j ∈ H) =: ξ.
For j ∈ [d], let’s define Vj ,Wj as
Vj = 1(X0,j ∈ G) and Wj = 1(Xm,j ∈ H),
where 1(·) represents the indicator function. Then we have
(1) For each j ∈ [d], EVj = P(X0,j ∈ G), EWj = P(Xm,j ∈ H), E(VjWj) = θ.
(2) By i.i.d.-ness of E0,1, . . . , E0,d, {(Vj ,Wj), j ∈ [d]} is an i.i.d. sequence.
Let’s now consider the following event{1
d
d∑
j=1
VjWj ≥ θ − η
2
}
. (17)
By Hoeffding’s inequality for i.i.d. data [Hoeffding, 1963], we have
P
(1
d
d∑
j=1
VjWj ≥ θ − η
2
)
≥ 1− exp(−dη2/2).
On the other hand, consider a comparable event to (17) under the product measure:{1
d
d∑
j=1
VjW˜j ≥ θ − η
2
}
,
where {W˜j}j∈[d] is a copy of {Wj}j∈[d] and is independent of {Vj}j∈[d]. Again, by Hoeffding’s
inequality, we have
P
(1
d
d∑
j=1
VjW˜j ≥ θ − η
2
)
≤ P
(1
d
d∑
j=1
VjW˜j ≥ ξ + η
2
)
≤ exp(−dη2/2)
as θ − ξ ≥ η.
By definition of β-mixing coefficient, we then have
β(σ(X0), σ(Xm)) ≥
∣∣∣P(1
d
d∑
j=1
VjWj ≥ θ − η
2
)
− P
(1
d
d∑
j=1
VjW˜j ≥ θ − η
4
)∣∣∣
≥ 1− 2 exp
(
− dκ
2m
18π2
)
.
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Lastly, by noticing that the model studied is naturally a Markov chain and by using
Theorem 7.3 in Bradley [2007], one obtains
β({Xt};m) = β(σ(X0), σ(Xm)),
which finishes the proof.
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