Introduction.
In [2] and [3] , C. V. Coffman and the present author reported on a first attempt at applying to linear differential equations with delays the methods of functional analysis developed for linear differential equations by Massera and Schaffer (see especially [4] ) and for linear difference equations by themselves in [1] . The primary purpose of these investigations is to relate properties of the nonhomogeneous equation such as "admissibility" ("for every second member in some given function space there is a solution in some given function space") and certain forms of conditional stability behaviour ("dichotomies") of the solutions of the homogeneous equation. The irreversibility of the process described by an equation with delays made it appear advisable to reduce the problem to the simplest kind of irreversible process, that described by a difference equation.
In a recent thesis (the substance of which is to appear in [5] ), G. Pecelli has obtained results of this [2] nature for certain equations with delays by constructing a theory parallelling that of differential and difference equations, without reduction to either.
In this paper we present a simpler and more powerful attack on the problem along the lines of [3] . Specifically, we consider on [0, OD) an equation of the form The assumptions of our main result (Theorem 7.3) are that M transforms bounded functions "boundedly"
into bounded functions, and that (1.1) has at least one bounded solution for each bounded r--in the tradition of This entails some repetition--indeed, the sequence of ideas follows [3] rather faithfully-but appears justified by the following remarks.
In [2] and [3] it was assumed that the memory functional, apart from a term depending on the "present" value of u, had a gap behind the "present". This permitted an inchwise explicit construction of the solutions of (1.1) and (1.2) from the theory of ordinary differ- from X to Y, and we set X = [X-*X] .
We shall be dealing with sequences and with functions In all these notations the subscript is omitted when m = 0. When m is an integer and f e K f _,-• (E), we define
•Thus -or is a linear injective mapping of £r m -lT ( E ) into s, , (E) . We record the obvious description of its range. lmj 3 .1.
Lemma. Assume the integer m ^ 0 and g e £r_i (E)
given. Then g = -orf for some f e K r .., (E) if and only We now make precise the assumptions on the "memory functional" M that appears in (1.1). It is linear and maps continuous functions into continuous functions, and the value of Mu at t is to depend only on the slice of u between t -1 and t . Specifically, we assume the following:
Assumption (M 1 ) permits, for each real m _ O , the "cutting down" of M to a linear mapping M f ,:
Each u e £ [ml] (E) satisfies 
It is obvious that (M.) implies the existence, for
We shall generally impose the following additional assumption:
The restriction of M to C,., (E) is a bounded linear mapping M o : C r ., (E) -* C(E) . (1-1) r i-I on account of (4.1)
These definitions and statements of course also apply to the homogeneous equation (1.2).
[10]
A function ueK, , T (E) is a solution of (1.1) if 
We set A = (A(n)) e */?, T (E) and define the linear
With A thus defined, we consider the following difference equations in E : 6.1. Lemma. Let m e to and r e K(E) be given.
A function x e s r , (E) is a solution of (6.3) r . with 
Proof. If u is a solution of (1.1) r -i and n > m, then u r ,, is a solution of (1.1) r ,, ; by Lemma 5.1
we have
and so x = tcru is a solution of (6.3) , , with f = Br .
Conversely, if x is a solution of (6.3) , , with f = Br , let u be the solution of (1.1) r ,• with II(ra)u = x(m) .
By the first part of the proof, tnu is a solution of (6.3) , , ; but (tuu) (m) = II(m)u = x(m) ; therefore tru = x .
It is clear that not every f e s,,, (E) is of the form f = Br . It is still possible, however, to relate equation (6.3) with arbitrary f to equation (1.1).
6.2. Theorem. For each f e s,,, (E) there exists r e K(E) such that
and such that the solution w of (6.6) w(n) + A(n)w(n-1) = f(n) -(Br) (n) n = l,2,.
where f (-1) = f (0) =0 and k = -| + ||M C |
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Proof. We define ges r .,(E) bỹ
[1] = -6s(l+s) (f(n)) (0) + s(3s+2) (A(n) f (n) ), -1 £ s£ 0 , n = 1,2, Obviously,
and, using (4.3), We extend f and g by setting f(-l) = f(0) = g(-l) = g(0) = 0; then (8.8), (6.9), (6.10) remain valid for n=-l,0, except that the first formula of (6.8) becomes meaningless for n = -1 .
We now define w e s(E) by r.0 s (6.11) (w(n))(s) = (f(n))(s) +J (g(n-l)) (<r)dor s , n = 0,1, ... . [15] It is obvious that each w(n) is indeed continuous. We find w(0) = 0, as required, and, from (6.9), (6.12) n = 0,1, ... ;
(w(n))(0) = (f(n)) (0) further, (6.11) and (6.10) yield
and (6.7) follows, since k > 1 .
In order to construct r we define, for each ne cOr, j, a function z e K r o , (E) satisfying n ~ [ n-2. j (6.14) II(n-l)z = -w(n-l), II(n)z n = f(n) -w(n) , but otherwise arbitrary; it is possible to find such a continuous function because -(w(n-l)) (0) = -(f(n-l)) (0) = (f(n))(-l) -(w(n))(-l), by (6.12). We define hes ri ,(E) by
We note that, on account of assumption (M,), h depends [16] on z only through its values on [n-2,nj, hence is determined by (6.14). By (6.15), (6.8), (4.2), (6.14),
we have, for n = 1,2,... ,
so these elements are equal for each n. By Lemma 3.1 there exists r e K(E) such that (6.16) -err = h .
For n e Wr^ and n-1 £ t ^ n, (4.2), (4.3), (6.14), (6.7), (6.13) imply
Then (6.16) and (6.15), (6.17), (6.10) yield D' (wr) (n) 0 <, Dg(n-1)B + k||M_||(Df(n-2) Q + Of (n-1) Q) k 2 (Qf(n-2) fl + Df(n-l) D) ,
i.e., (6.5), since k > 1 + ||M C || .
It remains to be proved that w and r thus con structed satisfy (6.6). For this purpose, let n e be fixed and consider the solution u of (1.1) , ,, with (6.18) II(n-l)u = -w(n-l) = II(n-l)z n .
Let t, n-l£t<n, be given. From (6.14), (6.11), (3.1),
and from (6.16), (6.15), (3.1),
thus z n (t) + (M [n _ lj2n ) (t) = r(t) , n-1 ^ t < n, so that z n satisfies ( (6.14), Lemma 5.1, (6.18), (6.1) we have f (n) -w(n) = H(n)z n = Il(n)u = n(n) (P(n-l) n (n-l)u + Q(n-l)r) = A(n)w(n-1) + B(n)r , and (6.6) is satisfied for this arbitrary n e 7. Admissibilitv and the solutions of the homoqeneous equation.
The discussion in the preceding section enables us to reduce the consideration of equations (1.1) and ( 1.2) to analysis of the difference equations (6.3) and (6.4)
by means of the theory in [1] . We shall indeed have to rely heavily on that paper for the crucial steps in the proof of Theorem 7.3. M is still assumed to satisfy (M.) and (M 2 ), and A, B are defined by (6.1).
We begin with the non-homogeneous equations. We say that (C,C) is admissible with respect to M--more loosely, with respect to (1.1) -if for every r e C(E) there is a bounded solution u of (1.1). We recall ([1; p. 154]) that, similarly, (1°° ,1°° ) is admissible with respect to A-or with respect to (6.3)--if for every f e £*? . (E) there is a bounded solution x of (6.3).
[19]
Theorem. (C,C) is admissible with respect to M if and only if (^° , i?° )
.is admissible with respect to A.
Proof. 1. Assume that (C,C) is admissible with respect to M. Let f e l*fi, (E) be given, and choose r and w as provided by Theorem 6.2. Now (6.5) and (6.7) 2 imply that r and w are bounded (with | r|£ 2k |f| , |w| <, 2k|f|). There exists, by assumption, a bounded solution u of (1.1). Then -aju is bounded, and satisfies (tru) (n) + A (n) (t»u) (n -1) = (Br) (n) , n = 1, 2, . . . ; since w is a bounded solution of (6.6), we conclude that fu + w is a bounded solution of (6.3). Thus (•I ,1 ) is admissible with respect to A .
Assume, conversely, that (I, ,t ) is
admissible with respect to A, and let r e C(E) be given.
By (6.2), Br e ^,(E) (with |Br| £ | r | expliM^I) ; by the assumption, there exists a bounded solution x of (6.3) with f = Br . By Lemma 6.1, x = aru for some solution u of (1.1); and this u is bounded. Thus (C,C) is admissible with respect to M .
The admissibility of (-t 00 ,1^ ) with respect to A implies, under certain additional conditions, an exponential dichotomy of the solutions of the homogeneous equations (6.4) [ml [20] (see [1; Section 7]): roughly speaking, the bounded solutions tend uniformly exponentially to 0, there exists a "complementary" manifold of solutions of (6.4) tending uniformly exponentially to infinity, the two kinds of solutions remain uniformly apart, and together they span all solutions. Since Lemma 6.1 provides a bijective correspondence between solutions of (1.2). , and (6.4), , (for integral m), Theorem 7.1 will allow us to translate that result into an analogous implication for differential equations with delays. We shall restrict ourselves here to finite-dimensional E; this will allow us to make use of the following compactness result.
Lemma. If E is finite-dimensional, then A(n)
is a. compact operator for n = 1,2, ... .
Proof. Let n e cOrn-i and v e E be given. Then u = P(n-l)v is the unique solution of (1.2). . with n(n-l)u = v (Lemma 5.1). By (6.1), A(n)v = -II(n)u. We now state our main result, to the effect that admissibility of (C,C) with respect to M implies a kind of "exponential dichotomy" of the solutions of (1.2), , .
[22]
7.3. Theorem. Assume that E is finite-dimensional. . We observe from the proof of that theorem that we are free to choose the splitting q ; and since E (0) has finite co-dimension in E , we choose q to be a (linear) projection along E onto a finite-dimensional complementary subspace, say Z. This choice of Z and the regularity of E^ imply that the values at any given n of the solutions of (6.4) starting on Z constitute a complementary subspace to E (n); in other words, if x is any solution of (6.4). , , there exists a solution z of (6.4) with z(0) e Z such that y = x -z, , --another solution of (6.4) --i--is bounded. integers n Q , n with n ^ n Q ^ 0 , any bounded solution y of (6.4). , and any solution z of (6.4) with z (0) eZ L n _J ~
T24J
3. It now remains to translate this information on (6.4) by means of Lemma 6.1 into the conclusion of the theorem. We define W to be the finite-dimensional linear manifold of solutions w of (1.2) with II(O)weZ. In the rest of this proof, whenever weW, we set z = taw and observe that, by Lemma 6.1, z is a solution of (6.4) with z (0) = II(O)weZ , and that all solutions of (6.4) starting from Z are of this form.
Let w e W and t , t be given, with t ;> t ^ 0 .
Let n be the greatest integer ^ t and n the least integer ^ t . Combining (7.5) and Lemma 5.2
i.e., (ii) with N' = N| exp(2||M c |j) .
Let now m ^ 0 be given and fixed in the sequel.
If u is a solution of (1.2). ., we choose an arbitrary integer n ^ m and find that u r n _n is a solution of (1.2) . j . By Lenuna 6.1, ^r u r n _i] is a solution of (6-by Part 2 of this proof, there exists a solution z of otherwise, let n be the least integer ^ t and n the greatest integer ^ t , so that n ^ n ^ m . By Lemma 6.1, y = *0D v r n _i] is a bounded solution of (6.4) , , . Combining (7.4) with Lemma 5.2, we find [26] (7.8) nn(t)vQexp(-lJM c ||) £ Dn(n)vQ = Qy(n)U
IIy(n o )
-2) exp||M c !l
Since N., ^ 1 (by (7.4) for n = n ), we conclude from i.e., (iii) with \ Q = ~K^ expj|M c ||.
[27]
Remark. Conversely, the conclusion of 
