Abstract-The deterministic-coding capacity of a network is the capacity of a network when nodes are restricted to transmitting reliable information, that is, (asymptotically) deterministic functions of the source messages. This is a generalization of network coding to wireless networks. The main contribution of this paper is to develop new outer bounds on the deterministiccoding capacity in the low-power regime, SNR → 0. This is accomplished by developing a technique for finding the limits of single letter bounds for SNR → 0 even when these cannot be evaluated for finite SNR. It is shown that these outer bounds are tight in a number of cases, including the butterfly network of Ahlswede et al. in a wireless setting.
I. INTRODUCTION

R
CENTLY there has been a large renewed interest in analyzing capacity of networks, in particular wireless networks. It has been found that the capacity of wireless networks can be increased by using the fact that the wireless signal propagates widely (the multicast advantage) and letting nodes cooperate (cooperative diversity) [1] . Coding methods for networks can generally be divided into two classes: those where relays process the received signal and forwards it, and those where the relays decode (a function of) the original message, and encodes this into a new signal. In the first class (some times denoted estimate-forward) are methods such as amplify-forward and compress-forward [2] , [3] that have wide set of generalizations (including mixed schemes such as [4, Th. 7] ). The second class (sometime denoted regenerative coding) has as its source the original decodeforward strategy of [4] . For a single antenna single relay channel the original strategy in [4] appears to be the only member of this class. However, for multiple antenna relay channels [5] , [6] and multi-node networks [7] , [8] there are many possible generalizations. What characterizes these methods, as opposed to the first class, is that relays decode the original message, or more generally, a function of the original message, reliably (which also relates it to [9] ), and transmits a message which is a possibly different function of the decoded message (e.g., in [8] the parity information). One way to characterize this class is that the transmission is reliable. Relays decode their messages with a vanishing error probability, and base their transmission on deterministic functions of the messages. We will therefore denote this type of coding reliable coding. In contrast, amplify-forward type methods introduce further randomness through the noise at the relays. Informally one could say that amplify-forward type methods introduce errors in their transmission streams, while reliable transmission eliminates errors. The aim of this paper is to bound the rate that can be achieved with reliable transmission. Why reliable transmission? Consider a packet transmission network, a part of which is as in Fig. 1 . In a traditional packet network (a), nodes decode packets and retransmit them unchanged -routing. In network coding, nodes are allowed to compute (arbitrary) functions of the packets, (b). But in (b), if a node is only transmitting f (P 1 , P 2 ), there is no reason it should decode the full packets P 1 and P 2 , it needs to decode no more than f (P 1 , P 2 ), which leads to figure (c), which is the essence of reliable transmission. There is a natural evolution from (a) to (c), and one could think of general reliable transmission as a generalization of network coding to include channel coding. It turns out that reliable transmission methods constitute a well-defined class of methods, and one can therefore ask for the maximum rate within this class, which is the deterministiccoding capacity. This can be compared with general capacity to determine if reliable transmission is sufficient. In particular in the low power regime, which is the focus of this paper, many estimate-forward methods work poorly because the noise is much larger than the signal, so reliable transmission may be more relevant. Additionally, there might be cases in cognitive networking where it is an advantage that the primary receiver can estimate what is transmitted in secondary network, which would be possible with reliable transmission if the primary networks knows the messages of the secondary network.
The setup in Fig. 1 is not precise from an information theory point of view. To be able to bound the rate achievable by reliable transmission, we need an abstract definition of reliable transmission, and we need to show that bounds are tight. This paper provides both. We define deterministic-coding capacity, which is an abstraction of reliable transmission, derive outer bounds for deterministic-coding capacity, and show that these bounds are tight for some networks in the low power regime.
The paper considers Gaussian networks only. The definition of deterministic-coding capacity, Definition 1 below, clearly applies to arbitrary type networks, say with 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. discrete memoryless channels. However, deterministic-coding capacity matches best with Gaussian networks because they often have a natural degradedness property (as the Gaussian broadcast channel [10] , [11] ), which allows for better results. However, an interesting extension would be to consider deterministic-coding capacity of arbitrary networks, in particular with discrete memoryless channels. The rest of the paper is organized as follows. First we need a precise definition of what is meant by reliable transmission; this is provided in Section II. In Section III techniques for finding the limit of single-letter outer bounds for SNR → 0 are developed. In sections IV and V these techniques are applied to a number of networks where it is found that the outer bounds are tight. These examples are by no means the only cases where exact deterministic-coding capacity can be found, but they illustrate the proof techniques involved. The focus of this paper is to show that the outer bounds are tight in some cases. However, even when this is not the case, the outer bounds can still be useful. One example is provided in [12] .
We will use the following conventions in the paper. All logarithms are natural logarithms, and all rates are measured in terms of nats. We use n to denote any sequence satisfying
If for example f is a function with lim x→0 f (x) = 0 we can write f ( n ) = n . To be consistent with information theory, where 
II. DEFINITIONS AND INITIAL REMARKS
We consider a network with N nodes as in [10, Sec. 15.10] ; each node may have multiple antennas. Our setup is exactly as in Cover's book, except for slight notational differences. We denote the transmitted symbol (which might be a vector) at time m at node i by X i [m], the transmitted symbol from the j -th antenna by X i j [m] , and the string of transmitted symbols in the interval 1 .
Similarly for the received signals Y i [n] and Y i j [n] at node i . The output alphabet at node i is X i , the input alphabet Y i , and the nodes are connected through memoryless channels.
Node i has messages 
, and the performance is measured by the average error probability
Thus far the setup is exactly like in [10, Sec. 15.10] . We will now restrict the type of coding that can be applied in the network to reliable codes. In order to find a way to define reliable codes, consider a few examples in relay networks.
In the original relay paper [4] , the relay decodes the source message W (with vanishing error probability), and then encodes this as X 2 (W ) (in a block-Markov fashion). However, a relay does not necessarily need to decode the whole message.
In the MIMO relay paper [5] , the source splits the message into two parts: one part is beamformed to the relay, while the other part is beamformed directly to the destination; the relay therefore only decodes a function f (W ) of the source message, and encodes this function as X 2 ( f (W )). But a relay does not need to encode everything is has decoded. In [8] , the relay (in a one-relay network) decodes the whole source message W , but it then calculates a deterministic 1 function f (W ), and only encodes this as X 2 ( f (W )). We would like to make an abstract and universal generalization of the above examples. We can think of reliable transmission in the following way (ignoring decoding errors for now): each node decodes a subset of messages decoding and encoding, can therefore be combined into a single step. To formalize this we introduce deterministic codes. A deterministic code is a function of all messages in the 1 Although [8] uses random binning, the result is still a deterministic function of the source message in the sense that it does not depend on the noise realization in the network. If the relays in fact use random binning in transmission, this random binning can be decided by a random number generator known by the source, making the result deterministic. However, usually random binning is only a proof technique. In the end, like in the original Shannon paper [13] , a specific, deterministic, bin assignment would be chosen: there exists a bin assignment that is at least as good as the average over all random binnings. 
The deterministic-coding capacity region is the closure of the set of all rate sets {R i j } achievable by deterministic codes. We say that a sequence of codes X i [n] is reliable if there exist a corresponding sequence of deterministic codesX i [n] so that (4) is satisfied.
To understand the implication of this definition, consider it in the context of the original relay paper [4] for the Gaussian case. The block-Markov decode-forward scheme of [4, Th. 1] is achievable by deterministic codes (each block is decoded with vanishing error probability as the block length increases), whereas the compress-forward schemes of Theorems 6 and 7 are not, as they forward the unreliable informationŶ 1 . The question we seek to answer is: is the coding scheme of [4, Th. 1] the best possible among "decode-forward type" schemes? The answer is not totally obvious. Could the relay perhaps decode part of the message instead of the full message? We can get a definitive and concise answer in the context of Definition 1. The received signals are
where Z i [n] is independent, identically distributed (iid) circular complex Gaussian noise of power N 0 B. The nodes are subject to power constraints P 1 , P 2 , i.e.,
where Z 2 [n] is iid circular complex Gaussian noise with power 1 − |c 31 | 2 |c 21 | 2 N 0 B and independent of everything else. Now consider the two companion signalŝ
By assumption node 3 can decode W (since there is only one message, we drop the indices) with small probability of error for large n. Since we consider deterministic-coding capacity, we know that Y 3 [n] =Ŷ 3 [n] with high probability for large n. A genie-aided node knowingŶ 3 [n] therefore can also decode W with small error probability (formally, the genieaided node's error probability is bounded byP 
with single-letterization following as in [10] . The second equality is because
To repeat, the key to the argument was that node 2 can calculate the signal received by node 3 with high probability. A similar argument shows that for |c 21 | < |c 31 | node 3 can calculate the signal received by node 2 with high probability, and node 2 therefore cannot help node 3 decode the signal. Therefore, the (reliable) rate is bounded by
where (12) For the single antenna single relay channel, the answer provided by the abstraction of deterministic-coding capacity is not very surprising. However, as soon as the nodes have multiple antennas, there is more than one relay, or more than one information flow, the setup becomes more interesting. For example, in the MIMO relay channel [5] , [6] there are many possible "decode-forward type" coding schemes. How can we know if we have found the best possible? As with ordinary capacity problems, stating this as an optimization problem is infeasible. Even for a point-to-point DMC (discrete memoryless channel) it is Shannon's approach with inner and outer bounds through very complementary methods that provides a solution. The definition of deterministic-coding capacity exactly allows the development of outer bounds.
Development of outer bounds is helped by the fact that definition 1 allows usage of standard methods of information theory as in [10] . Equation (4) essentially says that node i should be able to decode the functionX i [n] . One can then for example use Fano's inequality to outer bound the rate region. If there exist (decode-forward type) coding methods achieving this outer bond, this is then the (deterministic-coding) capacity.
The definition of deterministic-coding capacity is abstract and very general. The essence is that it allows arbitrary computations on the data; general capacity allows arbitrary computations on the signals. In this way it is related to the computation rate in [9] . It excludes, purposefully, methods such as amplify-forward [1] and compress-forward [2] - [4] , but allows a wide class of "decode-forward" type schemes such as partial-decode forward and parity forwarding [8] . It also, perhaps more interestingly, includes networking coding [14] for multiflow networks. But as we shall see, Theorem 8, network coding is not sufficient to achieve deterministic-coding capacity. The class of methods allowed by the definition of deterministic-coding capacity is larger. In fact, one way to think of deterministic-coding capacity is as fundamental limit for network coding at the channel coding layer, such as in [15] and [16] .
While Definition 1 applies to general channel models, we will restrict attention to Gaussian channels as they are representative of wireless networks. The received signal is subject to additive complex Gaussian noise of power B N 0 , where N 0 is the noise power spectral density, and B is the bandwidth. The complex channel gain from node i to node j is c j i , and if node i has more than one antenna c j ik ; we also define
Each node is subject to a power constraint
In many cases we will consider a total power constraint
We consider a number of different type of channels with corresponding differing channel state information (CSI):
• Static Channel (Complete CSI): All nodes are assumed to have full channel state information, i.e., to know perfectly all c j ik , and capacity is defined for a fixed set of c i j k .
• Fading Channel (Receiver CSI): The coefficients c j ik are assumed to be independent random with E[c j ik [3] , [5] , [17] : All nodes know all |c j ik |, whereas the phase of c i j k is unknown to transmitters, but known at receivers. The phase of c i j k is assumed to vary ergodic during transmission.
This can be used to model nodes that do not have synchronized local oscillators. The phase fading case is a special case of the scaled fading case, and all results we currently have apply to at least the scaled channel case, and therefore also to the phase fading case.
We notice that in the fading case, the deterministic condition imposes a rather strict condition on transmission. Essentially, a code is reliable only if it does not depend on the fading realization.
Definition 1 for Gaussian networks applies to general SNR -the example above with the single relay is valid for any SNR. However, it is very hard to generalize this example to larger networks. The reason is that it is difficult to obtain useful outer bounds; one main difficulty is that often bounds depend on auxiliary random variables, and the optimum distribution of these can rarely be found (see for example [18] ). The rest of the paper is therefore solely about the low power regime where SNR → 0. We develop a new methodology (a generalization of techniques used in [19] ) for finding outer bounds in the low power regime directly, without first finding bounds for general SNR and taking limits; one key feature is that is bypasses the need to find distribution of auxiliary random variables. This technique allows us to find the deterministic-coding capacity of a number of channels.
III. LOW POWER CAPACITY LIMITS
The capacity of a Gaussian channel depends on the bandwidth as follows [10] : Fix P (in Watts) and let the available bandwidth be B (in Hz). The available power per sample is then P/(2B) and the noise variance per sample N 0 /2. If we denote by C(B) the capacity (or spectral efficiency, [20] ) in nats/s/Hz for a given bandwidth, we can define the following limit (if it exists)
which is the limit of the capacity in (nats/s) · (Wats/Hz) for infinite bandwidth; we have multiplied by N 0 to simplify formulas in the following. If the actual numerical rate in nats/s is of interest, just divide capacity results with the numerical value of N 0 . We call the infinite bandwidth limit the low power regime; this has been considered in many papers, with the two papers [20] , [21] as key papers. Signaling in the low power regime has a number of advantages: robustness to interference, little interference generation, covertness, etc., and is the principle behind UWB. For a point-to-point channel it is also the most energy efficient signaling. For multi-terminal channels it is not clear if this is still true, see e.g., [22] . The low power regime also has the theoretical advantage that C may be calculated without having explicit expressions for C(B) using the techniques in [21] combined with the further results in [23] , as we will see in the following.
We will denote rates in the low power regime by sans serif, i.e., if R ≤ C we say that the rate R (in (nats/s) · (Wats/Hz)) is achievable. Similarly, if R ≤ C(B), we say that the rate R (in nats/s/Hz) is achievable.
We need the following generalizations of results in [23] . This is also a generalization of results in [19, Sec. 
V-B] Lemma 2: Suppose that for each value of B an (N-vector) random variable X(B) that satisfies var[X(B)]
In the fading case
Proof: The proof follows quite closely [23, Proof of Lemma 1]. The result is also mentioned under note 4 in [19] , but not explicitly proven there; in fact, [19] has a fourth order moment condition, which is not needed with the proof technique of [23] . For completeness we will therefore provide the proof in the fading case. We can assume that X(B) has zero mean, as the mean will not influence the mutual information.
and write
where P c is the distribution of c. The conditional differential entropy in the first term is calculated as
since
3 varX(B) = trE X(B)X(B) H .
The second term in (17) satisfies lim B→∞ B D P Y ||PỸ P c = 0, which can be proven as follows. Fix c. Then
Using series expansion we then get
where (22) uses the Lebesgue bounded convergence theorem [24] , [25] to exchange limit and expectation: by
where we have used (19) , Lebesgue bounded convergence, and
Lemma 3: Suppose that for each value of B we are given random variables U (B), V(B), and a random (N-vector) random variable X(B) that satisfy var[X(B)] ≤ P. Define
where Z 1 and Z 2 are independent,
In the fading case, 
IV. DETERMINISTIC-CODING CAPACITY OF RELAY NETWORKS IN THE LOW POWER REGIME
In this section we will determine the deterministic-coding capacity of some relay networks in the low power regime. In this case there is only a single message W , originating from a single source and going to a single destination; we will therefore drop the index on W. We start out with some general definitions and tools.
Consider a network that uses the sequence of reliable codes X i [n] , that is, there exists a corresponding sequence of deterministic codesX i [n] satisfying (4). In order to simplify notation, define
We can think of W i as a "message" that node i must be able decode with asymptotically zero error probability. However, strictly speaking it is nothing like a fixed message -it is a function of W that may be highly dependent on n. Still, we have the following statement of Fano's inequality, proven similarly to Fano's inequality in [10] . 
Equivalently, if the rate R is achievable with reliable codes,
At first we consider the diamond relay channel in Fig. 2 , where the relays cannot communicate with each other. We consider the static channel case. Without loss of generality we can assume that |c 21 | ≥ |c 31 |. For this channel we consider the following coding scheme, which we will call successive cooperation. We divide the transmission time into three intervals 1) In the first time interval node 1 transmits X 1 1 so that node 2 can decode the message W . 2) In the second time interval node 2 transmits X 2 2 and node 1 transmits X 2 1 = k 1 X 2 2 (where k 1 is a complex constant), so that the signals from nodes 1 and 2 add up coherently at the destination, node 4. This is the same coding scheme as [4] for the one-relay channel. 3) Node 3 decodes the message W from Y 1 3 and Y 2 3 , the signals received during the first and second time interval. 4) In the third time interval node 3 transmits X 3 and nodes 1 and 2 transmit X 3 1 = k 2 X 3 and X 3 2 = k 3 X 3 , so that all the signals add up coherently at the destination. 5) The destination node decodes the message W from the signal received in all three time intervals. It is not obvious that this should be the optimum decodeforward scheme for this channel, but the following theorem proves this to be the case if |c 31 | 2 is large enough. successive cooperation achieves the deterministic-coding capacity in the low power regime. Proof: We can conceptually think of the diamond relay channel as the broadcast channel in Fig. 3 . We split nodes 2 and 3 into a receiver part (r) and a transmitter part (t). While separate, a causality constraint between the reception at receiver nodes and the transmission at transmitter nodes should still be observed for equivalence with Fig. 2 . In Fig. 3 W 3 denotes the function of W that node 3 decodes (and transmits), see (32). Similarly there is a function W 2 of W that node 2 decodes; however, just below we will argue that node 2 can decode the full message W , and this fact is already reflected in the figure. For the channel in Fig. 3 we claim the following bounds, a generalization of results in [26] 
for some joint distribution p(
First we will prove (38). The first step is to argue that node 2 can decode the full message W as |c 21 | ≥ |c 31 | ≥ |c 41 | (the last inequality is implied by (35)) in the original network in Fig. 2 . The argument is essentially the same as for the one-relay channel in Section II, but we will provide it for completeness. Node 2 can form
where
, node 2 can decode W 3 with high probability for large n. It then forms
where Z 4 [n] is iid Gaussian noise with power 1 −
is the deterministic code corresponding to X 3 [n]. Consider the companion signalŝ
A genie provided withŶ 4 [n] can decode W , as with high probabilityŶ 4 [n] = Y 4 [n]. SinceŶ 4 [n] andŶ 4 [n] have the same distribution, 4 a genie providedŶ 4 [n] can also decode W with high probability. Finally, with high probability
, and node 2 can therefore decode W with high probability. We now get (38) as follows. First define a random variable
) denote the estimate node 2 makes of node 3's transmission. Notice that by the definition of deterministic-coding capacity, Definition 1, P(E = 1) = n (see (1 for a discussion of the n notation). Furthermore,
as
I (A; B) = H (B) − H (B|A) ≤ H (B|E) + H (E) − H (B|A, E) I (A; B|E) = H (B|E) − H (B|A, E) ≤ H (B) − H (B|A) + H (E)
and lim p→0 H ( p) = 0. With this we get,
In step (a) we have used (43), in (b) n n has absorbed H (W )P(E = 1) ≤ n R n and H ( n ).
Step 
In step (a) we have used that 
(48) Thus, we obtain an equation similar to (2.8) before step (d) in [26] , except for the conditioning on X 3 [m] everywhere.
Step (d) in [26, eq. (2.8)] is therefore still valid, and we get (37).
We now apply Lemmas 2-3 to equations (36-38). First, a comment on the Markov chain property required for using the Lemma 3, as this is not explicitly mentioned in [26] . We define the auxiliary random variables as
As U 3 [m] does not depend on the current channel output and the channel is memoryless, we do indeed have a
). This is maintained through the timesharing step in [26] . In (36-38) there is also conditioning on (X 2 , X 3 ), but it is easily seen that these do not have to satisfy a Markov property to use Lemma 3. To get the single letter bounds (36-38) the time-sharing technique from [26] equation (2.10-2.12) can be applied verbatim. While the above bounds are for finite alphabets, the bounds can be applied to the Gaussian channel through standard discretization techniques [10] . Applying Lemmas 2-3 we then obtain the following low power limits
Here L is a triangular matrix found through Cholesky factorization. The random variables S are asymptotically uncorrelated (but not necessarily independent), and
We can then write (50) as 
To get an actual outer bound, these bounds must be maximized over the parameters l i j and α. The simplest approach is to fix R and minimize the total power consumption. Even solving this optimization problem is quite complex, so we will only outline the solution. We will first show that this optimum solution is reached for either α = 0 or α = 1. For this it is convenient to view it as a vector problem. Let 
We can then write the two inequalities (55) and (56) for R as
The optimum solution must satisfy both of these inequalities with equality, and the total power is
We take the derivative of this with respect to α,
We notice that the sign of this derivative does not depend on α. Thus, for any v 1 , the optimum solution is on one of the boundaries, α = 0 or α = 1. We next find the optimum solutions on the boundaries. For α = 1 we have
so that (56) is satisfied. The solution for l 22 is more complicated. To satisfy (55) we can either increase l 22 or l 3 . We can think of this as a kind of water filling. Initially, it pays off to increase l 22 from zero, but at a certain point it is more efficient to start increase l 3 from zero. This point can be found by comparing derivatives, and some straightforward but lengthy calculation show that the optimum solution for l 22 The solution for α = 0 is more straightforward, as all vectors taking inner products should be parallel. Therefore We now compare the total power consumption for these two solutions. If the condition (35) is satisfied, the power consumption with α = 1 is smaller than the power consumption with α = 0. Again, the condition is found through lengthy but straightforward algebra. The final step is now to realize that any solution with α = 1 can be achieved with successive cooperation (whereas this is not possible for α = 0). This is perhaps easiest to see by considering (55) with α = 1,
The inequality (67) can be interpreted so that relay 2 should be able to decode the message from the first interval, (66) states that relay 3 should be able to decode the whole message form transmissions in intervals 1 and 2, and (65) is exactly the condition that the destination can decode the message based on transmission from all relays and the source. The inequality (35) is a technical condition for the proof to be valid. It implies the more logical condition |c 31 | 2 ≥ |c 41 | 2 + |c 42 | 2 , but this condition is not sufficient. However, both conditions state that the power required to make relay 3 understand the message (and transmit it) should be sufficiently small compared to the power required for relay 2 and the source alone to transmit the message. On the flip side, it seems intuitively clear that if |c 31 | 2 is small, it is better simply not to use relay 3. Surprisingly, the bounds we have are not strong enough to show that.
We next consider the MIMO (multiple input multiple output) relay channel in Fig. 4 . We need the following Lemma.
Lemma 6: For any random variables X and Y with first and second order moments
Proof: We can assume that X and Y are zero mean. First, notice that
Second, for any vector v, the Cauchy-Schwartz inequality gives
So,
Since this is true for any v, this means
Inserting this gives (68).
We have the following result. Theorem 7: The deterministic-coding capacity of the relay channel in Fig. 4 in the low power regime in the static channel case is given by the largest R satisfying
for any P 21 , P 31 , P b1 , and θ , subject to P 21 + P 31 + P b1 ≤ P 1 .
. In the fading case, the deterministic-coding capacity is given by
(74) Proof: The rate is bounded by
for some distribution p(u 2 ) p(x 1 , x 2 |u 2 ). The bound (75) is essentially the same as (37), and is proven the same way. The bound (76) is simply the MAC bound into the destination. We will prove the theorem for the static channel case. The proof in the fading case is a simpler case that we will omit. Using lemma 3 we get the low power limit of (75-76) as
Let u be a unit vector in the direction of lim B→∞ cov[X 1 (B), X 2 (B)], and define
Using Lemma 6 we then obtain the following outer bound to the low power rate . It is now a straightforward calculation to get the bounds (72) and (73).
For the achievable rate we split the message W into two independent parts W d and W r . The message W d is transmitted directly to the destination using power P 31 and a rate
The message W r is transmitted through the relay using block Markov encoding with a rate
Adding up these rates achieves the upper bound.
V. DETERMINISTIC-CODING CAPACITY OF MULTIFLOW NETWORKS IN THE LOW POWER REGIME
In this section we consider networks with multiple flows, i.e., either multiple messages or multiple destination for a message. We only consider networks with at most two messages, which we will denote W 1 ∈ {1, . . . , 2 n R 1 } and W 2 ∈ {1, . . . , 2 n R 2 } instead of the more general notation in Section II. 
A. Cooperative Interference Channel
We consider at first the interference channel in Fig. 5 where the transmitters can overhear each other's transmission. This channel was considered in [17] , and an achievable rate based on multiplexed coding [7] , [17] , [27] was developed, distinct from network coding. The following Theorem shows that this is optimum for reliable transmission. 
multiplexed coding achieves the deterministic-coding capacity in the low power regime. Proof: First we will argue that node 2 is able to decode message
. Symmetrically, node 1 can decode message W 2 . The proof follows the proof for the relay channel, equation (6) and on, but is subtly different, so we will provide it here.
The received signals are
Here c i j [n] denotes the time-varying sequence of channel coefficients. Define
Node 2 can form
Herec 31 [n] = kc 21 [n],c 32 [n] is a random sequence generated according to the distribution of c 32 , and Z 2 [n] is iid circular complex Gaussian noise with power (1 − k) N 0 B and independent of everything else. Notice that due to the scaled fading assumption,c 31 [n] and c 31 [n] have the same distribution. Now consider the two companion signalŝ
By assumption node 3 can decode W 1 with small probability of error for large n. Since we consider deterministic-coding We will now argue that additionally node 3 can decode message W 2 . This argument is more intricate. Define
Consider the received signals at nodes 1 and 3,
We will argue that node 3 can estimate Y 1 [n] . By assumption, node 3 can decode W 1 with high probability for large n. Conditioned on correct decoding, it can therefore calculate
In general, there is no reason to believe Y 1 [n] is a good estimate since errors can accumulate. We could also consider the companion signalŝ
but we cannot say directly thatŶ 1 
with high probability. However, due to the deterministic condition, we can
Let us write this probability out explicitly,
We can similarly write
Notice that, conditioned onX
have the same distribution. This is easiest to see by comparing (93) with (95): when the correct decision on X 1 has been made, the last term in (95) disappears, and the remaining terms have the same distribution. This is true for any time index i . What this means, in turn, is that
We can therefore conclude that also with high probability, it can therefore also be decoded from Y 1 [n] with high probability. Thus, node 3 can decode W 2 with high probability. Similarly it can be argued that node 4 can decode W 1 . We therefore get the bounds
which by Lemma 2 result in the low power bounds
This rate is achievable with Block-Markov multiplexed coding according to row 1 of [17, Table III ] 
B. Butterfly Network
We finally consider the famous butterfly network from [14] , Fig. 6 under a scaled fading model. Node 1 is the source and nodes 7 and 8 are destinations that both need to decode the message W . In the setup in [14] it was shown that network coding at node 4 was optimum and better than routing. The setup in [14] was a pure networking layer setting. We investigate this network from a physical layer perspective, and in particular from a deterministic-coding capacity point of view.
Without loss of generality we assume that E[|c 21 | 2 ] ≥ E[|c 31 | 2 . We further assume that
As we have seen in several previous examples, these conditions ensure that the relay node 4 is able to decode the message W , which makes the example similar in nature to [14] . We will first discuss achievable rates. Fig. 6 provided
Proof: Throughout the proof we use standard iid Gaussian length n random codebooks -we will omit the explicit dependency on n. Each node uses independent codebooks. Node 1 has two messages W 2 ∈ {1, . . . 2 n R 2 } and W 3 ∈ {1, . . . 2 n R 3 } with W = (W 2 , W 3 ). We assume W 2 and W 3 are random uniform and independent. Message W 2 is transmitted to node 2 and message W 3 to node 3 using superposition, but due to degradedness node 2 can also decode W 3 . This gives the inequalities (103-104) Node 2 forwards W and node 3 forwards W 3 . Node 4 decodes W ; conditions (105-106) ensure that this is possible (since node 2 transmits both W 2 and W 3 , there is no separate constraints on R 3 ). Let R 5 = I (X 4 ; Y 5 ) − be the -capacity of the link 4 → 5. Node 4 calculates b(W ) ∈ {1, . . . , 2 n R 5 }. In the proof we use random binning [10] , and average the error probability over all random bin-assignments; in the end, one bin assignment better than average can be chosen, giving a specific f 4 . Node 4 transmits the bin index b to node 5, which decodes the bin index and then transmits (the length n codeword) X 5 (b). Node 7 looks for W so that 
We will analyze the error probability at node 8, assuming that all other decoding in the network is error free. It is simpler to analyze this as a two-step decoding approach. First, the decoder finds (b, W 3 ), so that
Then, given (b, W 3 ) the decoder finds W 2 . Decoding errors can happen in the first or second step. The probability of error in the second step can easily be assessed. There are 2 n R 5 bins. Given W 3 , the 2 n R 2 values of W 2 still are uniformly distributed over these bins. An error happens if there is more than one value of W 2 in the bin indicated by b. The probability that this happens is
which converges to zero if R 2 < R 5 . This gives condition (107).
In the first decoding step there are the following error events
We quickly see that P(E 0 ) ≤ . Further,
Consider the probability P(b(W 3 ) = b(W 3 )). The bin index cannot be determined by knowledge of W 3 alone, it depends on W . For a given W 3 there are 2 n R 2 possible values of b. The probability that one of those is the given b is
Then, 
P(E
where the last step follows from the fact that we use independent codebooks at different nodes. This converges to zero if R 2 + R 3 < I (X 2 ; Y 8 |X 5 ) + R 5 + 4 . Taking low power limits, this gives (109). We have 
where we have again used the nodes use independent codebooks. This gives (108). A similar straightforward analysis of P(E 3 ) gives (111). The analysis of error probability at node 7 is very similar, with the only difference being that X 2 encodes both W 2 and W 3 . We will therefore omit the details. This gives the remaining bounds.
VI. DISCUSSION AND CONCLUSION
This paper has defined the concept of deterministiccoding capacity. One can think of deterministic coding as a generalization, or perhaps more precisely, an abstraction of decode-forward and network coding. The paper has also introduced novel techniques for finding (deterministic-coding) capacity in the low-power regime, by directly calculating limits of single letter bounds. The deterministic-coding capacity of a number of example networks were found.
There are certainly more networks where deterministiccoding capacity can be found with the techniques in this paper, but we are far from a theory for general networks. The type of networks where the current methodology is applicable is mainly limited by the difficulty in finding single letter bounds for networks. In particular, the Marton-Körner type bounds for the broadcast channel [26] , [28] that is a key ingredient in the proofs do not have any known generalizations to channels with more than two receivers. Such generalizations, except in particular cases, 5 seem very hard to develop. Yet, with such a generalization, the class of networks where deterministiccoding capacity can be found could be dramatically expanded. This is a further motivation to develop single-letter bounds.
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