Abstract. We consider the structure of the solution set of a nonlinear SturmLiouville boundary value problem defined on a general time scale. Using global bifurcation theory we show that unbounded continua of non-trivial solutions bifurcate from the trivial solution at the eigenvalues of the linearization, and we show that certain nodal properties of the solutions are preserved along these continua. These results extend the well-known results of Rabinowitz for the case of Sturm-Liouville ordinary differential equations.
Introduction
In this paper we investigate the structure of the solution set of a nonlinear SturmLiouville boundary value problem defined on a closed subset of R called a time scale (or measure chain). In order to state the problem precisely we first briefly recall the basic definitions and results concerning differentiation and integration on time scales. Further details can be found in, for example, [8, 9] . Sturmian theory in the context of time scales has been developed in the linear case in [1, 5] .
Let T be a closed subset of the interval [0, 1], with 0, 1 ∈ T . Define the jump operators σ, ρ : T → T by σ(t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t}, for any t ∈ T (here we define inf ø := 1 and sup ø := 0). A point t ∈ T is said to be left dense, left scattered, right dense, right scattered if ρ(t) = t, ρ(t) < t, σ(t) = t, σ(t) > t, respectively. We will assume throughout that the following additional condition holds, σ(0) = 0, ρ(1) = 1. We endow T with the subspace topology inherited from R. Now suppose that u : T → R. Continuity of u is defined in the usual manner. Also, u is said to be differentiable at t ∈ T if there exists a number, denoted u ∆ (t), with the property that for any > 0 there is a neighbourhood N ⊂ T of t (in the T topology) such that
|u(σ(t)) − u(s) − u ∆ (t)(σ(t) − s)| ≤ |σ(t) − s|,
for all s ∈ N . If u is differentiable at every t ∈ T then u is said to be differentiable (on T ). The second derivative of u at t is defined to be u ∆∆ (t) := (u ∆ ) ∆ (t). We also define the function u σ := u • σ. We will consider the following nonlinear boundary value problem, Lu(t) := −u ∆∆ (t) + q(t)u σ (t) = λu σ (t) + f(λ, t, u σ (t)), t ∈ T, (1.1)
where λ ∈ R, and the functions q : T → R and f : R × T × R → R are continuous, with f (λ, t, x) = o(|x|) for x near 0, uniformly for λ in bounded subsets of R. A solution of the problem (1.1)-(1.2) is a pair (λ, u) such that u : T → R is twice differentiable on T and satisfies (1.1) at each t ∈ T , and also satisfies (1.2). Clearly, under these assumptions any pair (λ, u) with λ ∈ R and u ≡ 0 is a solutionthese solutions will be called trivial solutions. Using global bifurcation theory we will show that unbounded continua of non-trivial solutions (λ, u) bifurcate from the trivial solutions at the eigenvalues of the linearization of (1.1)-(1.2), and we will show that certain nodal properties of the solutions are preserved along these continua. These results extend the well-known results of Rabinowitz for the case of Sturm-Liouville ordinary differential equations. The plan of the paper is as follows. In Section 2 we provide some preliminary results and definitions regarding functions defined on time scales. These results allow us in Section 3 to discuss the solution of certain initial and boundary value problems based on constructing appropriate Green's functions. In Section 4 we define what is meant by a generalized zero of a solution of (1.1) and prove results concerning such zeros which are required to obtain the nodal properties discussed later. The spectral properties of the linearization of (1.1)-(1.2) do not follow directly from standard results and these are therefore discussed in Section 5. In particular, unlike in the usual case where T = [0, 1], the operator L as defined above with the boundary conditions (1.2) need not be self-adjoint in the standard sense; an example is given in Section 6. Finally, in Section 7, we use global bifurcation theory, together with these nodal and spectral properties, to obtain the existence and nodal structure of continua of non-trivial solutions.
Preliminary Results on Time Scales
A function u : T → R is said to be rd-continuous on T if it is continuous at all right-dense points in T and has finite left-sided limits at all left-dense points. It can easily be seen that if u is rd-continuous on T then it is bounded. If there exists a function U : T → R such that u(t) = U ∆ (t), for all t ∈ T , then U is said to be an antiderivative of u. The following basic results will be required below and are proved in [8] .
Lemma 2.1. Suppose that u, v : T → R and s, t ∈ T . Then the following hold:
(i) if u is differentiable at t then u is continuous at t (Theorem 2.5 (iii), [8] ); (ii) if t is right scattered and u is continuous at t then u is differentiable at t and u [8] ); (iii) if u and v are differentiable then the function uv is differentiable with derivative (uv) [8] ); (iv) if u and v are differentiable and |u 
(this follows readily from parts (ii) and (v)).
We now define the Banach space C 0 (T ) (respectively C 0 rd (T )) to be the set of continuous (respectively rd-continuous) functions u : T → R together with the norm
We define the Banach space C 1 (T ) (respectively C 1 rd (T )) to be the set of differentiable (and hence continuous) functions u :
, together with the norm
and we define the spaces C 2 (T ), C 2 rd (T ), of twice differentiable functions similarly. Lemma 2.2. For i = 1, 2, the spaces
Proof. This is an extension of the Arzela-Ascoli lemma (see p. 5 of [3] ) so we simply sketch a proof. Suppose that (u n ) is a bounded sequence in either
it follows from part (iv) of Lemma 2.1 that the set of functions {u n } is equicontinuous on T (see p. 5 of [3] for the definition of equicontinuity). We can now follow the proof of Ascoli's lemma on p. 5 of [3] to construct a subsequence (u n(m) ) which is uniformly convergent on T , that is, (u n(m) ) converges in the space C 0 (T ). This proves the result when i = 1. Next, suppose that u n 2 ≤ M , n = 1, 2, . . . . By the result just proved we can choose a subsequence (u n(m) ) such that (u 2) in the sense described in Section 1 then we must have u ∈ D, that is, we are searching for solutions (λ, u) ∈ R × D.
Initial and Boundary Value Problems
Consider the linear eigenvalue problem
Lemma 3.1. If q(t) ≥ 0, for all t ∈ T , then zero is not an eigenvalue of (3.1).
Proof. Suppose that zero is an eigenvalue of (3.1), with corresponding eigenfunction v. Then by part (iii) of Lemma 2.1 we see that
which is a contradiction, and so this proves the lemma.
From now on we will impose the following assumption. Assumption 3.2. Zero is not an eigenvalue of (3.1).
By Lemma 3.1 this assumption entails no loss of generality since, if we choose K such that q(t) + K > 0, for all t ∈ T , and add Ku σ (t) to both sides of equation (1.1) the resulting problem satisfies the assumption, after redefining q and λ. With Assumption 3.2 we can now construct the Green's function for the problem (3.1).
Let φ(t), ψ(t) be the unique solutions of the equation Lu(t) = 0 on T satisfying the boundary conditions
(the existence and uniqueness of these solutions is guaranteed by Theorem 2.3 in [5] ).
Lemma 3.3. There exists a constant
using the definitions of φ(t) and ψ(t). Therefore f (t) = d, say, for all t ∈ T , by the uniqueness of the antiderivative. Moreover, d = ψ(0) = 0, since ψ(0) = 0 would contradict Assumption 3.2.
We now have the following results.
is the unique solution of the boundary value problem
is the unique solution of the initial value problem
Proof. (i) It can be shown by direct calculation (using parts (iii) and (v) of Lemma 2.1) that u(0) = u(1) = 0 and
If t is right dense then t = σ(t), so by the definition of u(t) we see that
as required. If t is right scattered then by rearranging the formula for du ∆∆ (t) we see that
(using part (vi) of Lemma 2.1), which is again the required result. The uniqueness of the solution of (3.3) follows immediately from Assumption 3.2.
(ii) Again it can readily be shown by direct calculation that u satisfies the problem (3.4). The uniqueness of the solution follows immediately from the uniqueness property of the antiderivative, see Lemma 2.1.
For any u ∈ C 0 rd (T ) we now define
It follows immediately from Lemma 3.5 that Gu ∈ D, and we have the following result. Now, if we define the Banach space 3) . Similar results to those in Lemma 3.5 are derived in [6] and used in [2] and [7] . However, in [6] the results are proved for h ∈ C 0 (T ) (although they are applied to h ∈ C 0 rd (T )). The above construction of the function g is slightly different to that given in [6] , but is directly comparable to that used in the ordinary differential equation setting. The compactness of a Green's operator is used but not proved in [7] (it is not clear what Banach space is used in [7] ).
Our final lemma is, essentially, a uniqueness result for solutions of a certain nonlinear initial value problem, but it does not seem to follow from such uniqueness results in the previous literature.
Proof. Suppose firstly that t 0 > 0. If t 0 is left-scattered then from equation (3.5) (at the point t 1 := ρ(t 0 )) and the condition (3.6) we have
so that u ∆ 0 (t 1 ) = 0. Hence, from (3.6), we also have u 0 (t 1 ) = 0. On the other hand, if t 0 is left-dense then by Lemma 3.5 we have
and, since the function ξ is bounded, it can be seen from this formula that if we choose t 1 < t 0 with |t 1 − t 0 | sufficiently small then, letting M = max [t1,t0]∩T |u 0 (t)|, we have M ≤ 
Generalized Zeros and Nodal Properties
In our discussion of global solution continua of (1.1)-(1.2) we will require certain properties of the zeros of the solutions. In particular, the concept of a zero of a function u : T → R needs to be extended to deal with the case where u changes sign between two points of T . Definition 4.1. Suppose that u ∈ C 1 (T ) and t ∈ T . If u(t) = 0 then t is a zero of u. If u(t) = 0 and u ∆ (t) = 0 then t is a simple zero of u. If u(t)u(σ(t)) < 0 (and hence σ(t) > t), then we say that u has a simple generalized zero at the point
Remark 4.2. The point s given by the definition of a simple generalized zero of u does not belong to T but lies at the zero of the linear interpolant of u through the values at t and σ(t). This idea of a generalized zero is slightly different from that used in [1] , where the generalized zero is placed at the mid-point of t and σ(t). The reason for using the above definition is to deal with the case where u, and hence the zeros of u, may vary continuously. In order to simplify terminology, from now we will also call simple zeros s ∈ T , as defined above, simple generalized zeros. 
It is straight forward to show that v (t) ∈ E and that v ∆ (1/2) = 3/4 for all ≥ 0. Clearly then, v ∈ S 1 when > 0, but v 0 ∈ S 2 .
The fact that the sets S k , S ± k need not be open in E causes some difficulty in the proof of the main result. The following lemmas deal with this difficulty. In these lemmas we suppose that (λ 0 , u 0 ) ∈ R × E is a non-trivial solution of (1.1)-(1.2). Lemma 4.5. The function u 0 ∈ S k , for some k ≥ 1.
Proof. It follows from Lemma 3.9 that if u 0 has a zero in T which is not simple then u 0 ≡ 0, which contradicts the assumption that (λ 0 , u 0 ) is non-trivial. The result now follows from the definition of the sets S k . Proof. The solution u 0 has simple zeros at t = 0 and t = 1 (otherwise u 0 ≡ 0 by Lemma 3.9) hence, for δ sufficiently small, so does u. 
where α, β > 0, and hence u 0 (ρ(t 0 ))u 0 (σ(t 0 )) ≤ 0. If u 0 (ρ(t 0 ))u 0 (σ(t 0 )) = 0 then it follows from Lemma 3.9 that u 0 ≡ 0, which contradicts the assumption that (λ 0 , u 0 ) is non-trivial. Hence, u 0 (ρ(t 0 ))u 0 (σ(t 0 )) < 0, and so the result again follows immediately from the definitions (with J = (ρ(t 0 ), σ(t 0 )) and δ sufficiently small). Now suppose that t 0 is not isolated in T . We claim that we can choose t 1 , t 2 ∈ T with t 1 < t 0 < t 2 such that u 0 (t 1 ) < 0, u 0 (t 2 ) > 0, and u 
and hence
so we let t 1 = ρ(t 0 ) and choose t 2 sufficiently close to t 0 . Thus the claim holds in all possible cases. Next, we can choose δ sufficiently small that if
It follows from this and part (iv) of Lemma 2.1 that s, t ∈ [t 1 , t 2 ] ∩ T with s < t =⇒ u(s) < u(t).
(4.1)
It can be seen that t 3 > t 1 and t 3 is either a simple zero of u or is left scattered. If t 3 is left scattered then u(t 3 ) > 0, u(ρ(t 3 )) < 0 and hence there exists a simple generalized zero of u in the interval (ρ(t 3 ), t 3 ) ⊂ (t 1 , t 2 ). Furthermore, it follows from (4.1) that there is exactly one such zero in the interval J := (t 1 , t 2 ). This completes the proof of the lemma.
As noted above, the sets S k , S ± k need not be open in E, however, the following result is an immediate consequence of Lemmas 4.6, 4.7 and 4.8.
Remark 4.10. The above arguments also show that each eigenfunction v k , k ≥ 1, of (3.1) lies in the interior of S k (since (3.1) is a special case of (1.1)-(1.2) with f ≡ 0).
Spectral Properties of the Linear Problem
In this section we briefly discuss certain properties of the linear eigenvalue problem (3.1) which will be required in Section 7. This problem is a special case of the problem studied in [1] , and it is shown there that (3.1) has a strictly increasing sequence of eigenvalues λ k , k = 1, 2, . . . , each with geometric multiplicity one and a corresponding unique eigenfunction v k ∈ S .1), and these characteristic values have geometric multiplicity one. However, to apply the global bifurcation results of [10] it is necessary that the characteristic values of G σ E have odd algebraic multiplicity (letting N and R denote, respectively, the null space and range of an operator, the algebraic multiplicity of the characteristic value λ k is defined to be the dimension of the subspace ∪
, see p. 490 of [10] ). We will show that in fact the algebraic multiplicities are also one.
Define an inner product on C 0 rd (T ) by
It is shown in part (ii) of Lemma 2 in [1] that
has algebraic multiplicity one.
Proof. We will show that (T ) is not a Hilbert space the use of the term self-adjoint is somewhat problematical here). Since the geometric and algebraic multiplicities of a self-adjoint operator are equal the analogue of Lemma 5.1 is not required in [10] . However, it is clear from (5.1) that L, and hence G, are not self-adjoint in general (at least, with respect to the inner product ·, · ), and the operator G σ E does not seem to be self-adjoint so the above lemma seems to be necessary (we discuss further the lack of self-adjointness of L in the next section). On the other hand, it is of some interest to note that the operator I 2) but since we lack the full Hilbert space theory for self-adjoint operators (since no analogue of L 2 theory has been developed here) it seems easiest to use the Banach space setting and simply develop the requisite results ab initio.
A Counterexample
Clearly, (5.1) is not the criterion for L to be a self-adjoint operator. However, one might wonder whether (5.1) ensures that L possesses any of the standard properties of a self-adjoint operator, or whether an alternative choice of inner product could render L self-adjoint. In this section we will show that neither of these possibilities hold in general.
One of the most crucial properties of a self-adjoint operator A is that N (A) is orthogonal to R(A) (for instance, it is this property which ensures the equality of the geometric and algebraic multiplicities of a self-adjoint operator). However, the following example constructs an operator L µ , of the above form, for which
We note, however, that we should really be working in a Hilbert space rather than a Banach space context but the construction still illustrates the point we wish to demonstrate.
Suppose that L satisfies Assumption 3.2 and let 
, which is also a closed subspace of C 0 rd (T ) with codimension one. Combining these two results proves the lemma. We now construct an example for which v, v σ = 0, and hence 
We will now prove the following result. Proof. Using part (vi) of Lemma 2.1, and recalling that √ µδ = π/2, we have 
Continua of Solutions
We can now obtain our main result. Proof. The proof follows closely that of Theorem 2.3 in [10] (which deals with the standard ordinary differential equations case), using Lemma 4.9 and Remark 4.10. See also the discussion in [4] .
Defining F σ : R×E → C 0 rd (T ) by F σ (λ, u)(t) = f(λ, t, u σ (t)) (F σ is a continuous mapping) and letting H σ = G E F σ : R × E → E, we see from part (i) of Lemma 3.5 that finding a solution (λ, u) ∈ R × D of the problem (1.1)-(1.2) is equivalent to finding a solution (λ, u) ∈ R × E of the equation
It follows from Lemma 3.7 and the definition of H σ that H σ is compact and continuous. In addition, it follows from our hypothesis on f that H σ (λ, u) = o(|u|) for u near zero, uniformly on bounded λ intervals. Hence the problem (7.1) is of the form discussed in [10] . Also, by Lemma 5.1, for each k ≥ 1 the characteristic value λ k has algebraic multiplicity one, so Theorem 1.3 in [10] applies to this characteristic value. This result shows that there exists a continuum C k ⊂ R × E of solutions of (7.1) which meets (λ k , 0) and is either unbounded in R × E or meets (λ k , 0) for some k = k. Furthermore, following the arguments in the proof of Theorem 2.3 in 
