Abstract-We propose a new approach to reconstruct nondiscrete models from gridded volume samples. As a model, we use quadratic trivariate super splines on a uniform tetrahedral partition. We discuss the smoothness and approximation properties of our model and compare to alternative piecewise polynomial constructions. We observe, as a nonstandard phenomenon, that the derivatives of our splines yield optimal approximation order for smooth data, while the theoretical error of the values is nearly optimal due to the averaging rules. Our approach enables efficient reconstruction and visualization of the data. As the piecewise polynomials are of the lowest possible total degree two, we can efficiently determine exact ray intersections with an isosurface for ray-casting. Moreover, the optimal approximation properties of the derivatives allow us to simply sample the necessary gradients directly from the polynomial pieces of the splines. Our results confirm the efficiency of the quasi-interpolating method and demonstrate high visual quality for rendered isosurfaces.
INTRODUCTION
T HREE-DIMENSIONAL scalar fields defined over a set of discrete samples arise in many applications such as scientific visualization or medical imaging. Volume rendering is an important technique for visualizing these data sets. A fundamental problem is to find a nondiscrete model or reconstruction of the data, e.g., a density function. An ideal model would provide efficient approximation of huge, often noisy data sets, as well as efficient and exact evaluation of function values and gradients which are required for high-quality visualization. Finding an appropriate model is an extremely difficult task for general data sets. The problem is less complex if the data is structured so that the samples are arranged on a regular three-dimensional grid. For instance, CT or MRI sensors, seismic applications, or results from numerical simulations typically generate this type of gridded data which is subsequently visualized by volume rendering.
We propose new models of such gridded volume data, namely, quadratic, trivariate super splines on uniform tetrahedral partitions which yield efficient approximations that can be evaluated and implemented easily. This paper is an essential extension of [1] that includes a detailed description of the precise smoothness and approximation properties of the quasi-interpolating splines as well as some information on the theoretical background on trivariate spline spaces which build the basis of our method. We also provide comparisons with some alternative approaches to reconstruction based on piecewise polynomials (linear continuous, trilinear continuous, quadratic continuous, and triquadratic smooth splines). These comparisons include the visual appearance of the reconstruction for very few data samples of a well-known benchmark together with a detailed discussion on the approximation aspect that is of fundamental importance for any method.
Background and Related Work
Reconstruction of volume data has been an active area of research for the last decades and many different models have been proposed. General reconstruction of a discrete sampling is well-studied in signal processing and Fourier analysis leads to optimal models. However, optimal models are often not feasible in practice as they are based on global properties. In order to keep computational costs low, local methods have been studied extensively (cf. [2] , [3] , [4] , [5] ). It turns out that local (piecewise) polynomial constructions are often preferred due to their simplicity, efficiency, and satisfying reconstructions.
In this context, the simplest model is a piecewise constant approximation based on the closest sample or on some averaging of nearby samples. The next natural model is to use trivariate linear polynomials P iþjþk 1 a i;j;k x i y j z k , where a i;j;k 2 IR; i þ j þ k 1. Using these functions, a tetrahedral partition Á is needed and the model becomes a linear trivariate spline on Á (see [6] , [7] , [8] , [9] , for instance). More sophisticated models are needed if gradient information is required, e.g., for high-quality shading. One of the most popular models in volume visualization is to use trilinear interpolants P i;j;k¼0;1 a i;j;k x i y j z k , where a i;j;k 2 IR, i; j; k ¼ 0; 1, i.e., piecewise polynomials with total degree three of specific type (cf. [2] , [10] , and the references therein). Approaches of this type often use central differences of the surrounding data samples to faithfully determine the gradient at a given point location.
Alternatively, models satisfying smoothness properties have been constructed. In this case, the necessary gradient information is directly available from the model, but the data stencil needed for the reconstruction generally increases. In order to keep computational costs low, local methods have been proposed. In some of these approaches (cf. [2] , [3] , [4] , [5] ), the models are based on tricubic splines (also known as cubic filters), i.e., piecewise polynomials of the form P 3 i;j;k¼0 a i;j;k x i y j z k , where a i;j;k 2 IR, i; j; k ¼ 0; . . . ; 3. These are special polynomials of total degree nine. Recently, smooth approximation models using triquadratic tensor splines have been proposed to further reduce the polynomial degree. In this case, the data stencil consists of 27 grid points and 27 coefficients of the form a i;j;k 2 IR, i; j; k ¼ 0; 1; 2 determine each polynomial piece. These methods are based on the piecewise monomial representation (cf. [11] , [12] ) or on the B-spline expansion of tensor splines (cf. [13] ) and the total degree of the polynomial pieces is six.
Moreover, reconstructions with high smoothness are discussed in [5] , [13] , a mathematical framework using NURBS was developed in [14] , and trivariate Coons patches were proposed in [15] . In the A-Patch methods (cf., e.g., [16] , [17] , [18] , [19] , and the references therein), the zero-sets of trivariate piecewise polynomials are used for surface construction. The literature shows that designing an appropriate model for the visualization of volume data is always a compromise between computational efficiency and visual quality, where the most successful methods are based on local reconstructions. For further information on the field, we refer the interested reader to the recent books [20] , [21] , the surveys [22] , [23] , [24] , [25] , [26] , and the references therein.
Overview of Our Approach
We develop a new approach to efficiently visualize gridded volume data using a local spline model. In contrast to the existing approaches, the splines used here are piecewise polynomials of lowest possible total degree, namely, the polynomial pieces have the form P iþjþk 2 a i;j;k x i y j z k , where a i;j;k 2 IR, i þ j þ k 2. This means that the total degree is two. The quadratic splines are defined with respect to a tetrahedral partition Á. Hence, their polynomial pieces are given on tetrahedra. Splines of this natural type have not yet been studied in the context of local volume data reconstruction. Based on our theoretical investigations of the structure concerning smooth trivariate splines of arbitrary degree (cf. [27] and the references therein) and the facts known for bivariate splines (see [28] , [29] , and the references therein), we choose an appropriate uniform tetrahedral partition Á (see Fig. 2 ) and design a super spline model which we show to be appropriate for efficient volume visualization. We develop a natural and completely symmetric reconstruction method for these trivariate splines. Their coefficients are computed locally and directly by repeated averaging of the given data, while appropriate smoothness properties necessary for the visualization are automatically satisfied. As a nonstandard phenomenon, the derivatives of the splines yield optimal approximation order for smooth data, while the theoretical error of the values is nearly optimal because of the averaging. We take advantage of the (trivariate) Bernstein-Be´zier representation of the quadratic polynomial pieces. This piecewise representation allows us to exploit the Bernstein-Bézier techniques well known from Computer Aided Geometric Design (CAGD) (see, e.g., [30] ) to efficiently represent, compute, evaluate, and visualize our volume spline model.
Our approach allows efficient and high-quality visualization of volume data, which we illustrate by rendering ). The approximation error to the original function in the uniform norm is color coded (from red ! 0:075 to blue = 0) for the standard trilinear model (a) and our new quadratic super splines (c). (b) Shows a visually perfect reconstruction using our model for ð4 Â 41Þ 3 samples. The maximum error is 0:0065 (b) compared to 0:088 (c) which illustrates that the quasi-interpolating spline yields nearly optimal approximation order. Fig. 2 . The tetrahedral partition Á is obtained by uniformly subdividing each cube of } into 24 tetrahedra.
isosurfaces of well-known synthetic and measured test data sets using ray-casting. Along an arbitrary ray, the quasiinterpolating splines are univariate piecewise quadratics and, consequently, their exact intersection for a prescribed isovalue can be easily determined in an analytic and precise way by solving quadratic equations. Note that all the methods described above (except for those based on constant and linear trivariate splines) need to solve higher order equations through either approximative numerical methods or-for cubic and quartic equations-implementation of Cardano's and Ferrari's exact formulae, respectively (cf. [31] ). Finally, the gradient, necessary for quality shading, is determined efficiently in our method using Bernstein-Bézier techniques. This direct sampling from the polynomial pieces is motivated by the optimal approximation properties of the derivatives of our new spline model, our examples illustrate the resulting visual quality.
QUADRATIC TRIVARIATE SUPER SPLINES AND BERNSTEIN-Bé zier FORM
Our reconstruction is based on quadratic splines, i.e., piecewise polynomials of total degree two, on a natural uniform tetrahedral partition Á. The partition Á is carefully chosen such that the local reconstruction described in the next section is possible. According to our experience, a simpler tetrahedral partition (where each cube is subdivided into five or six tetrahedra, for instance, cf. [7] for a survey on uniform tetrahedral partitions) would not allow the construction of quadratic splines with the same smoothness and approximation properties. On the other hand, we observed in various tests that these properties are essential for high-quality visualization. Let } be a uniform cube partition of the cubic domain ¼ ½0; n 3 IR 3 , where every cube Q 2 } has side length 1. We split each of the n 3 cubes Q into six (Egyptian) pyramids by connecting its center point v Q with the four vertices of every face of Q. Then, we insert both diagonals in these six faces of Q and connect their intersection points with v Q . This subdivides each of the six pyramids in Q into four tetrahedra, forming a natural, uniform tetrahedral partition Á of , where every cube Q 2 } contains 24 congruent tetrahedra. A more intuitive way to describe Á is to say that Á is the tetrahedral partition obtained by slicing with the six planes which contain opposite edges of . Fig. 2 illustrates the construction of Á. The partition Á is a generalization of the four-directional mesh which is wellknown in the bivariate setting (cf. [32] , [33] , [34] ). The relation to the bivariate setting is shown in Fig. 3 . In the following, we are interested in consistent splines which satisfy many smoothness conditions-such splines are called super splines.
The space of quadratic super splines with respect to Á is defined by S 2 ðÁÞ ¼ fs 2 CðÞ : sj T 2 P 2 ; for all T 2 Á; and s is smooth at v; for all v vertices of }g;
the 10-dimensional space of quadratic polynomials, i.e., the space of trivariate polynomials of total degree two. In our approximation method described in the next section, we use quasi-interpolating splines from S 2 ðÁÞ which posses many additional natural smoothness properties. Mathematically speaking, this means that we deal with appropriate subspaces of S 2 ðÁÞ, where the number of free parameters is considerably lower. A spline s 2 S 2 ðÁÞ can be written in its piecewise Bernstein-Be´zier form (cf. [30] , [32] , [35] , [36] ), i.e., for every tetrahedron T ¼ ½v 0 ; v 1 ; v 2 ; v 3 of Á with vertices v , ¼ 0; . . . ; 3, we have
where a i;j;k;l 2 IR are called the Bernstein-Be´zier coefficients of the polynomial piece p 2 P 2 associated with the Be´zier points Fig. 4 , where we indicate the 10 Bernstein-Bézier coefficients by white dots.) Here, the 10 polynomials
are the quadratic Bernstein polynomials with respect to T and 2 P 1 ¼ spanf1; x; y; zg; ¼ 0; . . . ; 3, are the barycentric coordinates with respect to T . The barycentric coordinates are determined by the interpolation conditions ðv Þ ¼ ; ; ¼ 0; . . . ; 3 ( ; denotes Kronecker's symbol) and it is easy to see that, for any point q 2 IR 3 , the barycentric coordinates ðqÞ 2 IR; ¼ 0; . . . ; 3; of q are uniquely determined as the solution of the 4 Â 4 linear system Fig. 3 . The intersection of Á with planes parallel to the three coordinate planes are four-directional meshes which are well-known from the bivariate setting (cf. [32] , [33] , [34] ). Fig. 4 . The 10 Bé zier points (white dots) of a quadratic polynomial inside a tetrahedron T are associated with the Bernstein-Bé zier coefficients. The restriction of this trivariate polynomial piece to an arbitrary ray (red line) is a quadratic, univariate polynomial (red curve) which is uniquely determined by the values (red boxes) at three points (black boxes).
The Bernstein-Bézier representation (1) for (piecewise) polynomials is well-known and frequently used in CAGD (cf. [30] , [37] ) and multivariate spline theory (see, e.g., [27] , [28] , [29] , [32] , [38] , [39] , [40] , [41] , [42] , [43] ). We are interested in piecewise, quadratic polynomials which satisfy smoothness conditions. In [32] , [35] , [36] , a convenient description for C 1 -smoothness of neighboring polynomials (i.e., polynomials defined on tetrahedra which have a common triangular face) in Bernstein-Bézier form was developed. Let p ¼ sj T be given on T as in (1) and setp p ¼ sjT T 2 P 2 for a neighboring polynomial onT T ¼ ½v 0 ; v 1 ; v 2 ;ṽ v 3 with Bernstein-Bézier coefficientsã a i;j;k;l ; i þ j þ k þ l ¼ 2. Then, s is a continuous spline on T [T T if the coefficients associated with the common triangular face T ¼ ½v 0 ; v 1 ; v 2 coincide, i.e., a i;j;k;0 ¼ã a i;j;k;0 for all i þ j þ k ¼ 2, and s is C 1 -smooth across T iff, in addition,
for all i + j + k = 1.
Analogously to the univariate and bivariate cases, for each condition, there is the geometric interpretation that five points in IR 4 lie in the same (three-dimensional) hyperplane, in general. The fourth components of these points are the Bernstein-Bézier coefficients and the first three components are the associated Bézier points, sometimes called domain points.
In general, there are five coefficients involved for every single smoothness condition. If one or even two of the barycentric coordinates atṽ v 3 vanish, i.e., ðṽ v 3 Þ ¼ 0, the number of involved coefficients is three or two, respectively. For instance, this holds ifṽ v 3 lies in the plane that contains the triangle ½v 0 ; v 1 ; v 3 or ifṽ v 3 lies on the line that contains the edge ½v 0 ; v 3 , respectively. In these cases, the smoothness conditions degenerate to lower dimensional conditions known from the bivariate and univariate settings. Fig. 5 illustrates the general case and the two degenerated cases.
For the tetrahedral partition Á, there are three types of smoothness conditions, i.e., conditions between neighboring tetrahedra lying in
. two different cubes of }, . the same pyramid (cf. Fig. 2 ) of a cube, . two different pyramids of a cube. We observe that the smoothness conditions for the first two types degenerate to simple univariate conditions ( Fig. 5c ), while the third type of interpyramid conditions is of the general form (Fig. 5a ). Note that smoothness conditions of bivariate type only appear in the sense of hidden conditions between pyramids of different cubes with a common edge, but not across triangular faces.
We take advantage of the Bernstein-Bézier representation for piecewise polynomials to efficiently represent, construct, evaluate, and visualize the volume spline model described in the next sections.
RECONSTRUCTION BY SUPER SPLINES
Given gridded volume data, i.e., data points of the form ð Then, we use repeated averaging of the Bernstein-Bézier coefficients associated with these nodal values at the eight vertices of every cube Q 2 } to uniquely determine the 65 coefficients of sj Q in its piecewise representation (1) while satisfying additional natural appropriate smoothness conditions. Hence, similarly to [11] , [12] , where a triquadratic tensor spline model is used as a reconstruction, the 27 data values at the centers of the cubes which have a nonempty intersection with Q are needed to reconstruct sj Q for every cube Q 2 } (see Fig. 6 ). Note that, although, in one variable, our method would coincide with these approaches, this is completely different in the multivariate case. An illustration 6 . In each cube Q 2 } (gray) the splines are reconstructed by using a stencil of 27 data samples (black boxes). The derivative of the splines at the grid points of } in each of the three space directions are determined as the average of four differences. For instance, the x derivative at the lower right vertex of Q is obtained from averaging the differences illustrated by the green arrows. Similarly, the y derivative and z derivative at this point are obtained by averaging the differences associated with the red and blue arrows, respectively. of our reconstruction is given in Fig. 7 , where we show the Bézier points from one face of the three different layers within an arbitrary cube Q of }. Here, the different colors indicate the order of determining the corresponding coefficients of the splines, as described below.
The details of our natural and completely symmetric reconstruction are as follows: Let Q 2 } be an arbitrary cube. For every edge e of Q, we first determine the Bernstein-Bézier coefficient a e associated with the Bézier point at the midpoint of e (blue dot in Fig. 7 ). We do this by averaging the four data values f 0 ; f 1 ; f 2 ; f 3 , which correspond to the data points at the center points of the four cubes in } which share a common edge e, i.e., we set
We then determine the Bernstein-Bézier coefficient a v associated with the Bézier point at every vertex v of Q (red dot in Fig. 7 ). This is done by choosing two edges, e 1 and e 2 , with endpoint v which lie on the same line segment of } and by averaging the two Bernstein-Bézier coefficients a e1 ; a e2 , i.e., we set a v ¼ 1 2 ða e1 þ a e2 Þ. Note that a v is uniquely determined and independent from the chosen line segment of } since, for each of the three possible choices of edges e 1 and e 2 with endpoint v, we obtain, due to uniformity, 
This means that ð @s @x ÞðvÞ is determined as an average of four simple differences which approximate the derivative in the x-direction. Similar interpretations hold for ð @s @y ÞðvÞ and ð @s @z ÞðvÞ (see Fig. 6 ). Note that, in contrast to the standard central differences approach for approximating derivative information in volume graphics, similarly as in [11] , [12] , no information from an intermediate data sample is lost here.
We proceed by setting the remaining five BernsteinBézier coefficients associated with points on each of the six faces of Q. Let F be a square face of Q, d be the point where the two diagonals in F intersect, and m 1 ; m 2 be two midpoints of edges in the interior of F which lie on the same diagonal in F . The Bernstein-Bézier coefficient a m1 associated with the Bézier point m 1 (green dot in Fig. 7 ) is determined by averaging the two Bernstein-Bézier coefficients a e 1 ; a e 2 , where e 1 and e 2 are the edges of F from } which intersect at the vertex of Q closest to m 1 , i.e., we set
We determine the coefficient a m2 analogously. Then, we set the Bernstein-Bézier coefficient a d associated with the Bézier point d (yellow dot in Fig. 7 ) as
It is wellknown in bivariate spline theory (see, e.g., [28] , [33] , [41] ) that a d is uniquely determined, independently of the two possible choices for m 1 and m 2 . Moreover, this setting implies the smoothness within the faces of Q. In particular, the directional derivative ð @s @& ÞðdÞ is uniquely determined, where & 6 ¼ 0 is an arbitrary vector in three-dimensional space which lies in the plane through the origin parallel to F .
We proceed by setting the remaining 15 Bernstein-Bézier coefficients associated with points from the interior of Q. First, let c be a midpoint of an edge of Á which connects the center v Q with a vertex v of Q and let e be the common edge of any two faces F ; F Ã of Q with vertex v. Moreover, let m 1 and m Ã 1 be the midpoints of the edges in the interior of F and F Ã with endpoint v, respectively. Using the same notation as above, the Bernstein-Bézier coefficient a c associated with c (white dot in Fig. 7 ) is determined by
We note that it follows from a standard relation (cf. [35] , [36] , see also [27] ) that this setting (together with (5) now guarantees that s 2 S 2 ðÁÞ. Moreover, a c is uniquely determined independent of the three possible choices of F and F Ã . The coefficient a g associated with the midpoint g of the edge which connects the intersection point d of the diagonals of a face F of Q with v Q (black dot in Fig. 7 ) is now determined by setting
where c 0 ; . . . ; c 3 , are the midpoints of the edges which connect the vertices of F with v Q . It remains to determine the Bernstein-Bézier coefficient a v Q at the center v Q of Q (magenta dot in Fig. 7) . This is done by setting
where g 0 ; . . . ; g 5 ; are the midpoints of the edges which connect the intersection point of the diagonals of the six faces of Q with v Q and c 0 ; . . . ; c 7 , are the midpoints of the eight edges which connect the vertices of Q with v Q . The above settings for a g and a v Q are motivated by the fact that they are the average of two and 12 smoothness conditions, respectively, which would have been satisfied simultaneously by an overall smooth spline (cf. [27] ), and, hence, the approximation properties of the model are preserved by an argument of weak-interpolation type, for instance (cf., e.g., [43] ). Now, all the coefficients of the spline s are set appropriately. The computation of the 65 coefficients for a single cube Q 2 } of sj Q requires 66 multiplications with constants and 121 additions. The implementation of the model is straightforward. Finally, we note that a close inspection shows that the resulting quadratic quasi-interpolating spline s is smooth for all points on the faces of any Q 2 } and s yields nearly optimal approximation order while the (piecewise) derivatives of s yield optimal approximation order for data coming from smooth functions (see Section 4 and, for the mathematical details, [44] ).
SMOOTHNESS AND APPROXIMATION PROPERTIES
The complex structure of C 1 -splines of arbitrary degree q ! 2 with respect to the tetrahedral partition Á is analyzed in [27] . From these results, we know that the degrees of freedom of the quadratic C 1 -spline space with respect to Á is 3n 2 þ 9n þ 4. Unfortunately, this shows that quadratic C 1 -splines on Á do not have enough degrees of freedom to provide appropriate tools for the efficient approximation of three-dimensional data. One reason for this is that the quadratic C 1 -splines have to simultaneously satisfy a huge number of smoothness conditions while, on the other hand, the number of coefficients involved is extremely low.
One main motivation for our approach was to find a volume reconstruction method which results in approximating, quadratic splines s on Á while the essential smoothness properties needed for the visualization process are satisfied (see the results from Section 8). The basic idea presented here is to relax some of the C 1 -smoothness conditions which would have been satisfied by an overall quadratic C 1 -spline on Á and to replace some of them by other useful conditions, i.e., averages of smoothness conditions (cf. the setting of a g and a v Q described in Section 3). As can be seen from the previous section, due to the simple repeated averaging rules, the coefficients of the splines s can be computed efficiently by using a local procedure involving only small data stencils. We note that the corresponding averaging rules are chosen carefully such that many smoothness conditions are automatically satisfied while certain approximation properties of the quasiinterpolant s are guaranteed. Hence, our approach can be understood as a suggestion for finding a satisfying compromise between visualization and approximation quality using trivariate, quadratic splines.
In a further theoretical paper (cf. [44] ), we provide some mathematical background for our new approach and give detailed proofs for some important smoothness, (quasi)interpolating and approximating properties of the splines s. In the following, we overview some of the main results from [44] and skip the details of these analyses which would go far beyond the scope of this paper. As mentioned above, s 2 S 2 ðÁÞ satisfies the essential smoothness properties needed for the visualization process, i.e., we can prove that s is not only smooth at the vertices of }, but at all points in IR 3 from the planes x ¼ i, i ¼ 0; . . . ; n, y ¼ j, j ¼ 0; . . . ; n, and z ¼ k, k ¼ 0; . . . ; n. Moreover, our approximation approach can be understood as a quasi-interpolation as well as a Hermite-interpolation type method. Concerning the approximation properties, we note that the splines s yield nearly optimal approximation order, while its derivatives yield optimal approximation order of smooth functions f. This a nonstandard mathematical phenomenon. More precisely, if s f 2 S 2 ðÁÞ is the spline obtained from sampling gridded data of a sufficiently smooth function f on , we have, for all T 2 Á,
as well as
Here, c i , i ¼ 0; 1, are constants independent of the length h of the edges of the cubes from } and depending on the smallest angle in Á; & denote the unit vectors in the x, y, or z direction, respectively, and jD m fj 1 is the usual Sobolev seminorm. Fig. 9 illustrates the decrease of the approximation error of the quadratic spline to the Marschner-Lobb test function for decreasing h. Fig. 10 shows the corresponding isosurfaces. Numerical tests with different test functions lead to similar results, but the second and the third order derivatives do not play such an important role as for the highly oscillating Marschner-Lobb function (cf. [44] ), which is obviously a difficult test for any local method.
Comparing with earlier methods [2] , [10] , [11] , [12] , [13] , we remark that it is clear that our approach has the same theoretical approximation order for the error as in (6), although we use lower degree piecewise polynomials. Therefore, up to a constant, diagrams as in Fig. 9 look similar for these piecewise polynomial approximations based on higher degrees. However, it is not always clear whether these methods provide an error bound for the derivatives as given in (7) . Considering the existing methods in the literature on visualization, higher orders can be obtained by using piecewise polynomials of degree nine (see, e.g., [2] , [3] , [4] , [5] ), assuming that the necessary approximative derivatives possess proper weak-interpolation properties (see [45] ).
A straightforward method would use piecewise quadratic, continuous splines (with no smoothness properties) interpolating at all Bézier points of a Freudenthal (6-fold) tetrahedral partition Á F of a cube partition (see, e.g., [7] ). This obviously yields optimal approximation order for the quadratic splines as well as for its derivatives, assuming that the data comes from a C 3 -function. A visual comparison for the Marschner-Lobb benchmark of linear, trivariate splines on Á, quadratic, continuous trivariate splines on Á F , and triquadratic C 1 -splines, i.e., approximations by piecewise polynomials of total degree six, are shown in Fig. 11 . Fig. 12 illustrates that all models provide effective approximation. Note that the Freudenthal partition Á F is defined with respect to cubes with edge length 2h, i.e., there are data points given on the edges and on the faces of the cubes in order to guarantee the optimal approximation properties. Also, this partition requires the choice of a major diagonal and is, hence, not symmetric, which might be one reason for the direction dependent artifacts in the reconstruction.
POINT LOCATION AND BARYCENTRIC COORDINATES
In order to compute the value of the spline s and the gradient at a given point q 2 (see Section 6), we need to know the location of q in the partition Á and its local barycentric coordinates. Hence, we have to determine a cube Q 2 } with q 2 Q, a tetrahedron T Q with q 2 T , and the barycentric coordinates ðqÞ 2 IR, ¼ 0; . . . ; 3; of q with respect to T . The indices of the cube Q with q 2 Q are found by simply rounding the coordinates of q ¼ ðx q ; y q ; z q Þ, i.e., we have Q ¼ Q ½x q ;½y q ;½z q , where ½b denotes the maximal integer b. The uniformity of Á allows a translation of q such that the remaining computations can be performed for (the tetrahedral partition of) the unit cube Q 0 ¼ ½À
3 , hence, from now on, we may assume that q 2 Q 0 . For finding the tetrahedron which contains q, we use the observation mentioned in Section 2 that the partition of Q 0 in 24 congruent tetrahedra is obtained by slicing with the six planes P ðx; y; zÞ ¼ 0;
where P 0 ðx; y; zÞ ¼ x þ y; P 1 ðx; y; zÞ ¼ x À y; P 2 ðx; y; zÞ ¼ x þ z; P 3 ðx; y; zÞ ¼ x À z; P 4 ðx; y; zÞ ¼ y þ z; P 5 ðx; y; zÞ ¼ y À z:
The orientation of q with respect to these planes is determined by performing one addition to compute P ðqÞ followed by a sign check for each of the six planes. This gives a 6-bit binary code for the orientation of q and the tetrahedron T Q 0 with q 2 T is found by a simple table lookup. The whole operation requires six additions, six sign checks, and five bit shifts. For determining the barycentric coordinates ðqÞ, ¼ 0; . . . ; 3, of q with respect to T , the vertices of T ¼ ½v 0 ; v 1 ; v 2 ; v 3 are organized such that v 0 is the origin, v 1 and v 2 are two corner vertices of Q 0 , and v 3 is the intersection point of the diagonals in a face of Q 0 . We use the precomputed general with the interpretation that the barycentric coordinates of q with respect to T are computed from L by setting
and 3 ðqÞ ¼ 1 À 0 ðqÞ À 1 ðqÞ À 2 ðqÞ. These are seven additions and five essential table lookups. In this way, we determine the barycentric coordinates of q while avoiding expensive rotation or transformation operations, without branching over 24 cases and without performing any multiplication (not even by À1).
EVALUATION OF POLYNOMIAL PIECES AND ITS GRADIENTS
Once the location of a point q in a tetrahedron T ¼ ½v 0 ; v 1 ; v 2 ; v 3 2 Á and its barycentric coordinates ðqÞ, ¼ 0; . . . ; 3, have been determined, the value of the spline s from Section 3 at q and the gradient of its polynomial pieces can be computed. This information is needed to properly visualize s (see Section 7). This can be done for our model by applying (the trivariate version) of the well-established algorithms from CAGD.
For the polynomial piece p ¼ sj T 2 P 2 in the form (1), the trivariate version of the de Casteljau algorithm (cf. [46] , see also [36] , [30] ) to determine the value pðqÞ ¼ a ½2 0;0;0;0 reads as follows: de Casteljau Algorithm:
where a Fig. 13 illustrates the evaluation of a polynomial piece with the de-Casteljau algorithm. In general, this algorithm needs a total number of 20 multiplications and 15 additions to determine the value of p at q. If one or even two of the barycentric coordinates of q vanish, then the algorithm degenerates to its bivariate and univariate versions, respectively. In these cases, q lies in the interior of a triangular face of T or on an edge of T and the number of necessary arithmetic operations reduces to 12 multiplications and eight additions, and six multiplications and three additions, respectively.
For the proper shading of surfaces obtained from the volume model at the point q (see Section 7), it is necessary to compute the gradient where ðj ; k ; l Þ ¼ ð ; Þ 2 ¼0 , ¼ 0; 1; 2 (cf. [30] ). Hence, there exist unique 0 ; 1 ; 2 2 IR such that, for instance,
This shows that no more than 21 multiplications and 21 additions are required to compute the gradient in (10) for a given point q. Again, we use a lookup table for the precomputed numbers for the different tetrahedra.
Since each tetrahedron of Á has two edges which are axis-parallel, the total number of arithmetic operations required for the gradient is less than 42.
VISUALIZATION: ISOSURFACE RENDERING BY PRECISE RAY-CASTING
A visualization technique for volume data frequently used in computer graphics is rendering isosurfaces from a given reconstruction model. Ray-casting is an image-space technique to compute particular views of these surfaces. Other methods, such as the marching cubes algorithm, are described, e.g., in [21] , [22] , [47] . Ray-casting considers the model along arbitrary rays r, r ¼ rðtÞ :
where the goal is to find the smallest (intersection) parameter t Ã ! 0 such that the model along r coincides with a prescribed isovalue. Here, q 0 2 IR 3 is the position of the viewer and r 0 2 IR 3 is the (normalized) viewing direction determined as the difference of the current pixel position in the projection plane and q 0 . Therefore, q Ã ¼ rðt Ã Þ is the point closest to the viewer position, where the model intersects the isosurface. A standard ray-casting algorithm generates rays through all pixel positions, examines the model along each ray in order to find the closest intersection point q Ã with the isosurface, and (if q Ã exists), finally, evaluates the gradient for proper shading of the isosurface at the current pixel position.
In order to show the potential of our method for efficient visualization of volume data, we apply ray-casting on the reconstruction model s 2 S 2 ðÁÞ from Section 3. In the following, we focus on the specific advantages of our model in contrast to other reconstructions, namely, the efficient and exact computation of the intersection point q Ã of s along r and the effective determination of exact gradient information at q Ã . Since the approximation s along r is a quadratic univariate spline and by the choice of the underlying space S 2 ðÁÞ, it follows that these computations can be made by solving a very simple equation and applying the tools described in Sections 5 and 6. This uniquely distinguishes our approach from the previously developed methods.
Let r be an arbitrary ray as in (11) and let us assume that Q 2 } lies within the current region of interest when casting r through . This means that r intersects Q at two points. In the following, we call these points enter and exit points of Q, respectively. We must then process all the tetrahedra in Q which intersect r. A naive approach would be to intersect r with the six cutting planes from (8) and to obtain a sequence of all intersection points with the tetrahedra in Q by sorting the (nonnegative) ray parameters. In order to avoid unnecessary computations, we first determine a tetrahedron T 0 in Q from the enter point of Q as described in Section 5. The intersected face of T 0 is axis aligned. In this case, the second intersection point of r with T 0 lies in another nonaxis aligned face of T 0 . The three candidate faces lie in one of the six cutting planes from (8) . If needed, we analogously determine another tetrahedron in Q containing the second intersection point from T 0 and Fig. 13 . Evaluation of a polynomial piece p at a point q (yellow dot) with the de Casteljau algorithm. The configuration is the same as in Fig. 4 , the white dots show the Bé zier points associated with the coefficients a i;j;k;l ¼ a proceed similarly. We eventually iterate until r meets the tetrahedron which contains the exit point of Q. As Q is sliced by six planes, previously computed results can be reused here and we calculate at most six intersection parameters at a cost of two additions and one division each.
Given r as in (11) and a prescribed isovalue which we may assume to be zero, for the current tetrahedron T 2 Á, we have to determine the closest point q Ã 2 T to the viewer, where the trivariate polynomial piece p ¼ sj T 2 P 2 vanishes along r and we have to find out quickly when such a point q Ã does not exist in T . Let q 1 ¼ rðt 1 Þ and q 2 ¼ rðt 2 Þ, where t 1 < t 2 , be two intersection points of r with T . Then, the restriction of p to the line segment ½q 1 ; q 2 is a quadratic, univariate polynomial (see Fig. 4 ). It is therefore obvious that we only have to consider a quadratic equation whose roots can be found in an analytic way with only a small computational effort. For setting up the necessary equation, we first compute the values w 1 , w, and w 2 of p at the three points q 1 , q ¼ q 1 þq 2 2 , and q 2 in T , i.e., w 1 ¼ pðq 1 Þ, w ¼ pðqÞ, and w 2 ¼ pðq 2 Þ. This is done by applying de Casteljau's algorithm from Section 6. We quickly access the 10 coefficients of p via an index table into the 65 coefficients for the whole cube. Since the points q 1 and q 2 both lie within a triangular face of T , we first perform the bivariate version of the de Casteljau algorithm twice. The third run of the algorithm is done for the point q. This is the only run which is of trivariate type, in general. We use some previously computed results such that the total number of required operations reduces to 15 multiplications and 13 additions. Note that, except for the tetrahedron T 0 (containing the enter point of a cube Q), the above bivariate version of de Casteljau's algorithm has to be performed only once per tetrahedron since the second intersection point q 2 of T becomes a point of type q 1 when we move on to the adjacent tetrahedron. The intersection point q Ã is now determined as follows: Using a precomputation of Newton's interpolation form, we find the unique quadratic polynomial on an appropriate interval ½0; , which interpolates the three values w 1 , w, and w 2 at the points 0, 2 , and . From this, we obtain the quadratic equation
where ¼ 2ðw 1 þ w 2 À 2wÞ, ¼ 4w À 3w 1 À w 2 , and ¼ w 1 . Hence, once w 1 , w, and w 2 are determined, (12) is set up by using 10 additions. If (12) degenerates to a linear equation, i.e., ¼ 0, we obtain t
and we choose the (smaller) solution in ½t 1 ; t 2 to fix q Ã , if it exists. The latter is not the case if 2 À 4 < 0 or, otherwise, if the solution(s) from the above equations do not lie in ½t 1 ; t 2 . Note that, depending on , , and , the solution can always be determined in a numerically stable way, switching to another formula of the same type, if needed. The necessary arithmetic operations are at most five multiplications, six additions, and one square root evaluation.
Still, in the worst case, all the tetrahedra T Q along r have to be processed in order to check if sj Q is not intersected by the isosurface. We can easily accelerate this process by applying a quick conservative test on whether s restricted to r cannot intersect the isosurface locally in a tetrahedron or in a cube. If p ¼ sj T is given in the form (1), then we check a i;j;k;l > 0, i þ j þ k þ l ¼ 2, where 2 fÀ1; 1g. If this sign criterion is satisfied, then we do not have to consider T and can skip it because of the well-known convex hull property of the Bernstein-Bézier form. A similar test can be applied to all 65 coefficients of sj Q , where the minimum and maximum coefficients can be precomputed and stored for each cube, e.g., in a min-max-octree for optimized ray-casting with eventually varying isovalues.
Once an intersection point q Ã ¼ rðt Ã Þ is found, we determine the gradient ðrpÞðq Ã Þ as defined in (10) following Section 6. A well-known result from differential geometry shows that the normal vector n Ã at q Ã is given by n Ã ¼ ðrpÞðq Ã Þ=kðrpÞðq Ã Þk. The normal n Ã is required for shading computations, e.g., using the standard Phong illumination model. The results given in the next section show that the isosurfaces are visually smooth due to the high quality normals obtained from the local gradients from our spline model.
RESULTS
We applied our new reconstruction by quadratic super splines to a number of well-known volume data sets. The figures show the visualization of isosurfaces using classical perspective ray-tracing as previously outlined. All local calculations such as evaluation and intersection are performed efficiently. However, our overall ray-casting algorithm is not yet tuned for speed and is not competitive to more sophisticated systems like, e.g., [10] , [11] which may even aim toward interactive frame rates (see [48] for a recent survey). As there are numerous optimizations of the general ray-casting algorithm, a discussion is beyond the scope of this paper. Any optimization can be combined with our model in a straightforward way with a direct benefit in ray-casting performance. In particular, this includes hierarchical space partitioning or efficient cube traversal by an object-order ray-casting algorithm as applied for triquadratic tensor spline models (cf. [11] , [12] ).
We perform a simple preprocessing of the data for a given isovalue, precomputing all cubes and keeping only the relevant ones in memory, i.e., those which potentially intersect the isosurface (typically, only some few percent for our experiments). This allows us to provide timings for the construction of a single cube and to estimate a faithful lower bound for more sophisticated preprocessing as the generation of a min-max-octree. All runtimes are measured on a 2.8GHz Intel Xeon CPU, where we observe 0:27s for the construction of the spline on a single cube (Section 3) plus an average of 0:13s for the convex hull tests to determine the relevance of a cube (Section 7). We report per frame timings for quadratic reconstruction (average 38:7s per ray), as well as the isovalues and the percentages of relevant Regarding the number of floating-point operations, our quadratic approach is close to the simple trilinear interpolation and much cheaper than a triquadratic model. The same is true for the computation of the gradients. However, as the trilinear model does not satisfy smoothness conditions, local gradient evaluation is inexact for general data, while the costs for better gradients such as using central differences from evaluation in six neighboring cells (as used here) is more expensive. The price for our approach is a slight overhead of point location in a tetrahedron and the requirement of 65 coefficients instead of 27 (triquadratic) or working directly on the data (trilinear).
For our experiments, we only store a fraction of the cubes in memory. However, it is clear that, for the complete spline (even though not necessary for the visualization), far less than 65n 3 coefficients are needed. In this case, computation time can be balanced against storage and memory bandwidth, depending on the application, by precomputing and storing only certain coefficients which allow for faster local reconstruction. For instance, precomputing and storing only the coefficients on the vertices (a v ) and edges (a e ) of the cubes results in a total memory requirement of 4n 3 coefficients (the original data is not needed anymore). 3 . The angular deviation from the perfect gradient rf is color coded (from red ! 1 to blue ¼ 0 ) on the isosurface fðx; y; zÞ ¼ 0:4. As expected, the underlying grid structure imposes visible artifacts for this extreme diagram. The evaluation of roots along a ray is exact and inexpensive for quadratic polynomials, nontrivial for cubics [31] (trilinear), and analytically impossible for degree six polynomials (triquadratic), i.e., a numerical root finding algorithm must be applied. In addition, the univariate quadratic polynomials allow efficient integration by applying quadrature formulae and evaluation of the extreme values along a ray. The necessary computations can be performed in a straightforward way by following the method from Section 7.
CONCLUSIONS AND FUTURE WORK
We presented a new model for the reconstruction of discrete volume data given on a regular grid which is a typical problem in volume rendering. In contrast to earlier approaches, our method approximates the data by quadratic trivariate super splines on a tetrahedral partition. The reconstruction is natural, completely symmetric, and efficient. The local quasi-interpolating spline model can be evaluated efficiently, including precise local gradients due to appropriate smoothness properties. The new approach uses piecewise polynomials of total polynomial degree two and it compares to existing trilinear and triquadratic approaches based on piecewise polynomials of total degree three and six, respectively. We exploit this fact for efficient and precise isosurface ray-casting. Our results show that the model is effective, efficient, simple in implementation, and appropriate for high-quality volume rendering.
In future work [49] , we will study the much more difficult problem of efficient reconstruction from scattered data. As we shift the focus from pure reconstruction to approximation issues, the use of lower dimensional spaces providing automatic data compression becomes an interesting topic of future research. 
