Abstract. We consider the classical D'Alembert Hamiltonian model for a rotationally symmetric planet revolving on Keplerian ellipse around a fixed star in an almost exact "day/year" resonance and prove that, notwithstanding proper degeneracies, the system is stable for exponentially long times, provided the oblateness and the eccentricity are suitably small. 
1. Introduction. Perturbative techniques are a basic tool for a deep understanding of the long time behavior of conservative Dynamical Systems. Such techniques, which include the so-called KAM and Nekhoroshev theories (compare [1] for generalities), have, by now, reached a high degree of sophistication and have been applied to a great corpus of different situations (including infinite dimensional systems and PDE's). KAM and Nekhoroshev techniques work under suitable nondegeneracy assumptions (e.g, invertibility of the frequency map for KAM or steepness for Nekhoroshev: see [1] ); however such assumptions are strongly violated exactly in those typical examples of Celestial Mechanics, which -as well known -were the main motivation for the Dynamical System investigations of Poincaré, Birkhoff, Siegel, Kolmogorov, Arnold, Moser,...
In this paper we shall consider the day/year (or spin/orbit) resonant planetary D'Alembert model (see [10] ) and will address the problem of the long time stability for such a model.
The D'Alembert planetary model is a Hamiltonian model for a rotationally symmetric planet (or satellite) with polar radius slightly smaller than the equatorial radius; the center of mass of the planet revolves periodically on a given Keplerian ellipse of small eccentricity around a fixed star (or "major body") occupying one of the foci of the ellipse; the planet is subject only to the gravitational attraction of the major body. This system is modelled by a Hamiltonian system of two and a half degrees of freedom depending on two action-variables J 1 and J 2 corresponding, respectively, to the absolute value of the angular momentum of the planet and A more precise formulation of this theorem is given in the next section, where the Hamiltonian description of the resonant D'Alembert model is recalled. In § 3 the proof of Theorem 1.1 is given; such proof is significantly easier in the case the resonance (p, q) is different from (1, 1) and (2, 1) . This difference is related to the fact that the "secular" part, in the case (p, q) = (1, 1), (2, 1) , depends only on the action variables, while in the other cases it depends explicitly also on one angle. To overcome this difficulty, we will make use of (detailed, analytic information on) action-angle variables for generalized pendula; even though this subject is classical, we could not find in the literature any suitable reference and we decided, therefore, to include it in appendix. The results presented here were announced in the note [3] .
Let us make a few remarks:
• In view of the proper degeneracy, Nekhoroshev theorem [13] does not apply to the D'Alembert model and an ad hoc proof is needed. Indeed, the "Nekhoroshev exponent" that we find is better than the one predicted for general systems with two-and-a-half degrees of freedom; compare Theorem 2.1 below with [13] , [11] or [14] ; this fact is related to the appearance of a "fast" time scale 3 . For Nekhoroshev estimates on a related model, see [2] .
• As mentioned above, the main difficulty in the proof of Theorem 1.1 is the appearance (in the cases (p, q) = (1, 1), (2, 1)) of separatrices in the (integrable) secular Hamiltonian. To overcome such problem, we use energy conservation arguments in the region close to the separatrices and averaging theory in the region far away from it (after having introduced action-angle variables for the secular Hamiltonian). Clearly, the key technical point consists in proving the overlap of these two regions so as to obtain Nekhoroshev stability in the whole phase space.
• We mention that in [7] , it was claimed that the planetary D'Alembert model, near the resonance (p, q) = (2, 1), has an instability region where the variable J 2 undergoes a variation of order one (i.e., independent of the perturbative parameters) in finite time, provided ε and µ = ε c (for a suitable c > 1) are positive and small enough. The proof of this claim proposed in [7] contained an algebraic error (see the Erratum in [7] ) and, even though such error has been corrected ( [8] ) and several technical progresses, in such direction, have been obtained (see, e.g., [9] , [15] ), a complete proof of the above claim is still missing.
2. Exponential stability theorem for the D'Alembert model. Let us proceed to formulate, in a more precise way, our main result. It is a classical fact (essentially due to Andoyer) that the planetary D'Alembert model near an exact (p:q) resonance may be described (in suitable physical units) by a a real-analytic Hamiltonian of the form
where:
• (I, ϕ) ∈ A × T 3 are standard symplectic coordinates; the domain A ⊂ R 3 is given by
with 0 < < 1/2, r > 0. In the terminology of the preceding item 1.2, I 1 := J 1 −J 1 , I 2 := J 2 ;J being a fixed "reference datum" corresponding to the exact (p:q) resonance; p and q are two positive co-prime integers, which identify the spin-orbit resonance (the planet, in the unperturbed regime, revolves q times around the major body and p times around its spin axis): J 1 = pω and the period of the Keplerian orbit is 2π/(qω), (ω > 0). The action I 1 measures the displacement from the exact resonance, while I 3 is an artificially introduced variable canonically conjugated to ϕ 3 (the "mean anomaly"), which is proportional to time.
• 0 ≤ ε, µ < 1 are -as in the preceding item -two small parameters (measuring, respectively, the oblateness of the planet and the eccentricity of the Keplerian ellipse).
• The functions F i are real-analytic functions in all their arguments, and may be computed (via Legendre expansions in the eccentricity µ) from the Lagrangian expression of the gravitational (Newtonian) potential; for explicit computations, see, e.g., [7] . While the explicit form of F 1 is not important in the sequel, and, in fact, our result holds for any function F 1 real-analytic and bounded on A, the explicit form of F 0 plays a major rôle in the following analysis. The function F 0 is a trigonometric polynomial given by
where c j and d j are suitable functions of J = (J 1 + I 1 , I 2 ) which may be described as follows. Let
where L is a real parameter (L corresponds to the projection of the angular momentum of the planet onto the polar axis of the planet and, since the planet is rotational, it turns out to be a constant of the motion). The parameters J i , L and the constant r are assumed to satisfy
so that 0 < κ i < 1 and the ν i 's are well defined on the domain A. Then, the functions c j and d j are defined by
We shall work in the Banach space
We shall use the following standard result from normal form theory; see [14] for the proof with ρ 1 = · · · = ρ d ; (for the simple modifications in the case of different analyticity radii, see [4] or [5] ). 
Then, there exist a real-analytic symplectic transformation
) such that the following properties hold:
where
The function H
Step 2: time averaging
Here, we shall remove, up to exponentially small terms, the (fast) dependence upon ϕ 3 . To do this, we shall apply the Normal Form Lemma with d := 3, (I, ϕ) :
Condition (8) becomes
Hence, for ε small enough, we can apply the Normal Form Lemma, finding a realanalytic symplectic transformation
:
and such that the following bounds hold. For any (Î,φ)
and
3.4.
Step 3: averaging overφ 1 (case (p, q) = (1, 1), (2, 1))
Let us assume, first, that (p, q) is different from (1, 1) and from (2, 1). Then the Hamiltonian H 01 (Î 2 ,φ 1 ) is independent of the angles, allowing to treat the anglê ϕ 1 as a "fast" angle in a suitable domainÂ. Consider, therefore, the Hamiltonian
and letÂ
In order to apply the Normal Form Lemma, we let C 0 be as in Theorem 2.1, a as in (13) and fix a number b so that
We, also, let: 
Under such condition, we can find a real-analytic symplectic transformation
and, for any (
Extend such symplectic transformation onÂ
In this way, denoting (Ĩ,φ) = (Ĩ 1 ,Ĩ 2 ,Ĩ 3 ,φ 1 ,φ 2 ,φ 3 ), we see that
(1) * . In order to simplify the calculus of the constants we assume that
Using (32) it is simple to prove that
In fact, using (32) and the fact that a < 3/2, it is sufficient to prove that exp(
which is guaranteed 5 again by (32). By (33) we, also, obtain
Step 4: conclusion of proof (case (p, q) = (1, 1), (2, 1))
We are, now, in the position of concluding the proof of Theorem 2.1 for the case (p, q) = (1, 1), (2, 1) . The arguments we shall use, here, are based on energy conservation. However, such arguments, are not completely straightforward because we have to keep track of domains (recall that the variables (Ĩ 1 ,Ĩ 2 ) are not defined in a neighborhood of the origin) and also because we shall freely use different sets of variables.
• Energy conservation for the Hamiltonians H (1) and H (2) Denote byẑ(t) := (Î(t),φ(t)) andz(t) := (Ĩ(t),φ(t)) the solutions of the Hamilton equations associated, respectively, to the Hamiltonians H (1) in (21) and H (2) in (31), with respective initial dataẑ(0) :
. Then, conservation of energy for the Hamiltonians in (21) and (31) yields 6 :
5 Setting x := ε − and y := 1/ c 1 we have to prove that e x ≥ x y . This is obvious if y ≤ 1; if y > 1 it is true if, for example, x ≥ y 2 . 6 Recall (15) and observe that for any numbers x, y, one has
• A-priori exponential estimates for the drift ofĨ 1 ,Î 3 andĨ 3
we have directly by Hamilton equations, (33) and Cauchy estimates
Consider, now, (real) initial positions
and let us consider, separately, two cases:
• Case (i) and stability ofÎ 2 Consider case (i): by (37) and (35), we see that, until
we have
where we can take
We need, at this point, an elementary estimate (whose trivial proof is left to the reader):
Lemma 3.2. Let y, y 0 ∈ R and C > 0 and suppose that
Then:
We shall consider only positive times since negative times are treated in a completely analogous way.
8 "Cauchy estimates" allow to bound derivatives of analytic functions in terms of their sup-norm on larger domains; with our choice of norms, Cauchy estimates take the following form. Consider a 2π-periodic function f (ϕ) := k∈Z f k e ik·ϕ , analytic on Ts with f s :
k |f k |e |k|s and taking the sup over σ < s of the right hand side, we have the thesis.
9 Recall (6), which implies c 02 = 0.
Let us now assume that
and let us apply the estimates of Lemma 3.2 to (40) with C := √ c 3 rε C1 , y 0 :=Î 2 (0) and y :=∆Î 2 . Then:
which in particular imply (39).
• Case (ii) and stability ofÎ 1
If (ii) occurs, then, by (44), we have that
Then, by (30), we can find
Now, as in (38), we have
hence, using (30),
• Stability ofĨ 2 In order to prove stability for the I 2 -variable, we can apply (36) until 10 We set x := C 2 y
and we have used that 
We prove the first inequality in (48) using (30) 
which, in particular, imply the second condition in (48).
• Conclusion
Finally, if we define
, (with c 3 is defined in (41)), then, by (43), (44), (50), (51), (22) and (30) we obtain
The proof of Theorem 2.1 is concluded in the case (p, q) = (1, 1), (2, 1).
We, now, turn to the case (p, q) = (1, 1) or (2, 1). In such a case, the Hamiltonian (21) has the form
In this subsection ξ i will denote positive (ε-independent) constants and we will take ε as small as we need. Choose 1 < λ ≤ a − C 0 (here λ corresponds to 2b). From (23) we deduce that
In order to prove stability in the other actions we state the following elementary Lemma concerning the conservation of energy. We consider first the case (p, q) = (2, 1) ; the analogous case (p, q) = (1, 1) will be considered later. For brevity we will omit the dependence on p = 2 in the formulas. In the Hamiltonian (54) we analyze first the following part, which represents a pendulum with a small gravity depending on a parameter:
λ then the variableÎ 1 may vary, at most, by order √ ε and using (56), we can apply the energy conservation to the Hamiltonian (54)
Hence, by the fact that h(·) is a non constant analytic function (as it is immediate to verify), using Lemma 3.3 we get (58).
Since the Hamiltonian H 01 (Î 2 ,φ 1 ) depends explicitly onφ 1 , in order to carry out the analogous of step 3 above ( § 3.4), we have, first, to introduce action-angle variables for the two-dimensional integrable systemÎ 2 +εH 01 (Î 2 ,φ 1 ), which may be viewed as a "suspended pendulum" (with potential cosφ 1 or cos 2φ 1 ) having a small gravity varying with a second action-variable. The results we need are contained in the following proposition, the proof of which is deferred to the appendix 12 . 
, r 2 },
then the following holds. There exist two real-analytic symplectic transformations
where, letting I = I 1 + iI 2 and P = P 1 + iP 2 :
g(E, I, θ)dθ, and g(E, I, θ) := E + εk(I)(1 + cos θ), ψ 0 (E, I) := arccos(−1 − E/εk(I)).
Moreover, the following estimates hold for (P, I) ∈ Ω ± (ρ 1 ,ρ 2 ) :
where E = E 1 + iE 2 . Finally, since
we can write, for real P and I,
(E ± (P, I), I, θ) dθ
with ψ + := π and ψ − := ψ 0 (E − (P, I), I).
To apply Proposition 3.1 to the pendulum (57), we set (p, I, q, ϕ) : 
We now perform the analogous of step 3 in § 3.4. In order to apply the Normal Form Lemma, we take ε sufficiently small and we set
So we find two real-analytic symplectic transformationsφ
) and
Now we complete our two symplectic transformations defining
so that
We now perform the analogous of Step 4 in § 3.5. Let
From the form of the Hamiltonian (64) we deduce that (56) and (65) we deduce, using the energy conservation, that
We now prove that G ± (·) := E ± (Ĩ 1 (t 0 ), ·) + εh(·) are non constant analytic functions. From (16) and (55), it follows that
Now we observe that by (55), (17), (18), k(y) is effectively defined and analytic for all |y| <Ī 1 and the same is true for Y ± . Thus, from the fact that lim y→(−Ī1) + k (y) = 0 (as it follows differentiating (17)) and that |Y ± | ≤ 1, by (67) we deduce that
which is different from 0 by (16) and the non-degeneracy assumption (6) . This proves that G ± are non constant analytic functions. Finally, using (66), we can apply Lemma 3.3 and find ξ 24 , ξ 25 > 0 such that
We remark that, in principle, ξ 24 , ξ 25 found with Lemma 3.3, depend onĨ 1 (t 0 ) but, since we work in compact setsΩ ± , we can take them independent onĨ 1 (t 0 ).
We have proved stability for 0
. By (59) this is equivalent to prove stability for (Î(t 0 ),φ(t 0 )) ∈ M ± × R × T 3 where
Using (58) and (56) it is immediate to prove stability for (Î(0),φ(0)) ∈ M × R × T 3 and 0 ≤ t ≤ T 2 (ε), where
, by (22) and the fact that φ 0 is linear, we finally obtain (7). This finishes the proof in the case (p, q) = (2, 1).
It remains to consider the case (p, q) = (1, 1). The Hamiltonian (54) becomes
where 
with
For ease of notation, we have omitted in F the (Î 2 ,Î 3 ,φ 2 ,φ 3 ; ε)-dependence, which, here, plays no rôle. We now apply 16 Proposition 3.1 to E defined in (71), finding two symplectic change of variablesÎ 1 := p ± (P, Q),φ 1 := q ± (P, Q), putting the Hamiltonian (70) in the form
. We note that the functions p ± are both 2π-periodic in Q. The function q − , and hence F − , is 2π-periodic in Q too; so we can define (Ǐ 1 ,φ 1 ) := (P, Q) and proceed exactly as for (p, q) = (2, 1), applying the Normal Form Lemma and the subsequent arguments. The positive energy case is different: in fact q + (P, Q + 2π) = q + (P, Q) + 2π so that F + * is only 4π-periodic in Q, but in order to apply the Normal Form Lemma we need a 2π-periodic function. We, therefore, define another linear change of variables P 0 := 2P, Q 0 := Q/2, so that (72) becomes
which is 2π-periodic in Q 0 . Therefore, we may define (Ǐ 1 ,φ 1 ) := (P 0 , Q 0 ) and proceed again as in the case (p, q) = (2, 1). The proof of Theorem 2.1 is, now, complete .
Appendix A. Complex action-angle variables for the pendulum. In this appendix we give a detailed proof of Proposition 3.1. Throughout this section, we shall denote z 1 and z2, respectively, the real and imaginary part of a complex number z = z1 + iz2.
• First step: estimates on the action domains (3) with:
We observe that obviously E ⊆Ē; moreover (recalling the definitions ofā1,ā2) We observe that E 1 ≥ 2ε implies ln
Now we proveĒ ⊆Ê which will imply (A.1), since
It is simple to see thatĒ ⊆Ê is implied by the following conditions:
Definingk1 := max{1,k1}, one sees that (1) holds provided
Finally, conditions c2 ≥ √ 2ā2 and c2 ≥ 2c7c3 imply (3).
• In the following we will choose the positive branch of the square root i.e. if z = |z|e iα with α ∈ (−π, π), then we define the analytic function √ z := |z|e iα/2 . We also define ln z := ln |z| + iα and arccos z := −i ln(z + i √ 1 − z 2 ). We need the following elementary lemma (whose obvious proof is left to the reader):
We observe that, for x 1 fixed, w 1 (resp. y 1 ) is increasing (resp. decreasing) for x 2 ≥ 0; y 2 is also increasing but only for
.
• Second step: estimates on the action derivatives in the positive energy case
In the following we put := εk 1 (I). We observe that, for
The following estimates hold
In fact we first have that if c 5 ≤ 1/8k then g 1 (E, I, θ) ≥ E 1 /2 and, hence, we have only to prove that E1/4 ≥ E * 2 (E1) + 2k c5η ln −1 (ε/η). Taking c5 ≤ c7/4k we have only to verify that
It is easy to see that the previous inequality is verified for c 7 ≤ 1/36. Consider, now, I =Ī1 ∈ ∆ 0 real and g2 = E2 ≥ 0. Using Lemma A.1, g1 ≥g and (A.2) we have
Using Lemma A.1, 2g/π 2 ≤ g1 ≤g and (A.2) we have
Using Lemma A.1, 2g/π 2 ≤ g 1 , (A.2) and the fact that |g 2 | ≤ |E 2 | + 2εk 2 we have
We observe that
Let us proceed by proving that
In fact, last inequality holds because the function E1 ln(1 + /E1) is increasing and attains minimum for E 1 = η/2; the first inequality is proved, if c 3 ≤ 1/8 and using
,k}. Using (A.5), (A.6), (A.7), (A.8) we have
It remains to estimate
In order to estimate last integral we split it as
We have
which implies
18 We use the fact that x ln
We, now, prove that
we have by Lemma A.1 that P + 1 is an increasing function for E 2 ≥ 0. Hence, in order to prove (A.11), we have to prove the following estimates, ∀ E1 + iE2 ∈ E + ,Ī1 ∈ ∆ 0 :
} we obtain (i), since, from (A.4),
Inequality (ii) follows from
Using (A.5) and the fact that η ≤ ε/8, we have
Again, from (A.5), we have
Distinguishing the two cases for the minimum, we see that (iv) holds, provided c 8 c 2 ≥ √ 2πc4c3 and c8c2c1 ≥ √k πc4c3.
• Third step: estimates on the action derivatives in the negative energy case DefiningẼ := E + 2εk(I) and using the substitution ξ := 1 + εk(I) (cos θ − 1)/Ẽ we obtain
We defineẼξ − E = x 1 + ix 2 where
Using that |E 1 | ≥ |E 2 | and that, if c 5 c 3 ≤k/(2k ), we have k 1 (I) ≥ |k 2 (I)|, we obtain that x1 ≥ |x2|.
We observe also that in order to perform the previous change of variables θ = arccos(−1 + (ξ − 1)Ẽ/εk(I)) we have to verify that the argument of arccos is well defined 20 . For any
In the following, in order to estimate the derivatives of P − , we set b := 2 /|E 1 | ≥ 1 and we will use Lemma A.1.
Furthermore,
On the other hand,
Using the fact that |x2| ≤ 2εk2 + |E2| and the estimate
, we obtain that, as in the positive energy case,
From the previous inequality we conclude
Finally differentiating the equality E ± (P ± (E, I), I) = E with respect to E and I we obtain respectively ∂ P E ± (P, I) = [∂ E P ± (E ± (P, I), I)] −1 and
which, by (A.5), (A.9), (A.10), (A.14), (A.15), (A.16), imply (60) and (61) .
Next, we prove that } we obtain (i) because of: . Taking s := s 1 and c 6 ≤ c 13 , we have the claim concerning the form of σ 1 .
We now pass to the negative energy case. As before fix E and I and observe that χ − (E, I, 0) = 0 and χ − (E, I, ±ψ 0 (E, I)) = ±π/2. Consider first the case I =Ī 1 ∈ ∆ 0 and E = E 1 ∈ E − (Ī 1 ). We find χ − (E 1 ,Ī 1 , (−ψ 0 (E 1 ,Ī 1 ), ψ 0 (E 1 ,Ī 1 ))) = (−π/2, π/2) and χ − (E1,Ī1, (0, ±i∞)) = (0, ±is − (E1,Ī1)), where s − (E1,Ī1) was defined in (A.21). It is simple to see that we have
which is analogous to (A.22). The estimate on σ1 for the general case E ∈ E − (Ī1) and I ∈ ∆ 0 ρ 2 withĪ 1 ∈ ∆ 0 , |I −Ī 1 | ≤ ρ 2 , follows exactly as in the positive energy case.
We now briefly discuss the analyticity radius in the angle ψ. Observing that, as it is simple to see, |χ ± |, |ξ ± | ≤ c14 and remembering (A.10) and (A.16), we see that, |ψ ± (P, I, q, ϕ) − ϕ| ≤ c 15 √ ε. Hence, if ε is sufficiently small, we can take σ 2 = s 2 /2,. The proof of Proposition 3.1 is now complete.
27 For symmetry reasons we can consider t, q 1 ≥ 0.
28 See Appendix B of [4] .
