Electro-optical implementation of a three-dimensional (3-D) spatial correlation is proposed. A 3-D scene of objects, seen from the paraxial zone, is correlated with a reference object. As an example of application, we describe a 3-D joint transform correlator that is capable of recognizing targets in the 3-D space. © 1998 Optical Society of America [S0740-3232(98) 
INTRODUCTION
A correlation is essential in signal processing in general, and in optical image processing in particular. A spatial correlation is employed extensively in various schemes of edge enhancement, 1 pattern recognition, 2 target tracking, 3 and more. In most of these schemes the functions involved are at most two dimensional (2-D). However, our real spatial world is three dimensional (3-D) , and in some applications one needs to process 3-D objects in their natural 3-D environment. Pattern recognition and target tracking in the 3-D space are examples of applications that can benefit by use of the 3-D correlation. In these applications one employs the information obtained from the 3-D shape of the target and learns its location in the 3-D space. In this work we describe a process of the 3-D correlation between two 3-D real-world functions. This correlation is demonstrated on a 3-D joint transform correlator (JTC) for the application of pattern recognition.
A correlation of any dimension can be expressed by two successive Fourier transforms (FT's). Therefore, we first propose a method to perform 3-D FT of a real-world 3-D function. The idea behind this 3-D FT is inspired by the work of Rosen and Yariv. 4 They have proposed a method of receiving a 3-D FT of the intensity distribution of an incoherent radiation source by measuring the far-field 3-D degree of coherence. In the present method the 3-D FT is composed from a series of 2-D FT's, each of which is performed on a 2-D projection of the 3-D input function, observed by a camera from a different point of view. The 3-D object is observed from various points of view distributed on a finite transverse plane located far from the object. It is assumed that the field of view is wider than the transverse dimension of the input function and that the depth of focus of the camera is longer than the longitudinal dimension of the input function.
THREE-DIMENSIONAL FOURIER TRANSFORM
A 3-D input function o(x s , y s , z s ), shown in Fig. 1 , is located in the coordinate system (x s , y s , z s ), where P 1 is the transverse plane z s ϭ 0. A camera observes plane P 1 through an imaging lens located a distance L from plane P 1 . The lens and the camera are transversely displaced a distance (D x , D y ) from the z s axis. To express the relation between the 3-D input function and the distribution on the Fourier plane, let us first look at a single point (x s Ј , y s Ј , z s Ј) from the entire input object. The observed point is imaged on plane P 2 at point (x i , y i ). Assuming that plane P 1 is imaged with a magnification factor M, we can calculate the location of the observed point (x i , y i ) as a function of its location in the object space and the amount of the camera's displacement (D x , D y ). According to Fig. 1 , the location of the imaged point on plane P 2 is
Assuming that L ӷ z s,max Ј , we approximate (x i , y i ), by taking only the first two terms of the binomial expansion of (1 Ϫ z s Ј/L) Ϫ1 , as follows 
At this point we assume that L ӷ 2Mu max ⌬z s ⌬x s and L ӷ 2Mv max ⌬z s ⌬y s , where (⌬x s , ⌬y s , ⌬z s ) denote the size of the input function, and (u max , v max ) are the maximum values of the Fourier plane. In these assumptions we require that the maximum phase change contributed by the fourth terms of Eqs. (2) be much less than 1 rad. For a given input object, the validity of these assumptions depends on the system parameters, and therefore we can always design the system to satisfy these assumptions. Following the assumptions, the fourth terms in the right-hand side of Eqs. (2) can be neglected, and we approximate the location of each image point as
Substituting Eqs. (4) into Eq. (3) yields
Eq. (5) In particular, it satisfies the convolution theorem, 5 and therefore this peculiar transform can be used as a building block in the spatial correlation process.
To recognize the limitations of the system, we first consider the required maximum displacement of the camera (D x, max , D y, max ).
Following a conventional Fourier analysis, we know that the maximum camera's displacement depends on the longitudinal size ␦z s of the smallest input element.
Assuming D x, max ϭ D y, max ϭ D and with a better longitudinal than transverse resolution is desired, a maximum displacement D longer than L should be chosen. That means that the imaging system has a field angle greater than 90°, which may lead to the undesirable phenomenon of vignetting. 6 The observed object should remain in the field of view of the camera, and therefore another limitation on the camera's displacement is given by the condition D р L tan Ϫ ⌬x s / 2, where 2 is the field angle of the imaging system (assume that ⌬y s ϭ ⌬x s ). Shifting the camera beyond this limitation causes the object to disappear from the field of view. On the other hand, the condition D ӷ ⌬x s , should be satisfied; otherwise, there is no justification for keeping the third terms on the righthand side of Eqs. (2) while neglecting the fourth terms.
Although it is convenient to analyze the system in terms of continuous signals, our detected 3-D signal is discrete in all its dimensions. This is so because each 2-D image is recorded separately as a collection of discrete pixels inside the computer. Therefore the limitations on the sampling interval along the camera's translation should be considered. Let us assume that the maximal sampling intervals (␦D x,max , ␦D y,max ) Õ ( x , y , z ) is multiplied by a filter function H( x , y , z ). Finally, the output correlation result is obtained from the product Õ H by an inverse 3-D FT. The overall scheme of the 3-D correlation is shown in Fig.  2 . Note that in the case H( x , y , z ) ϵ 1, i.e., the input spectrum is not modified by any filter, the output correlation distribution is a 3-D reconstruction of the observed input pattern. In other words, in the special case of the unit filter, the present system can be used as a reconstruction system for 3-D patterns. This special case will be considered in a future publication. At least in principle, the scheme described in Fig. 2 might be implemented optically, and thus the 3-D correlation could be executed rapidly and in parallel. However, such a 3-D correlator would become complicated and sensitive to noise. On the other hand, the stage of the multiple 2-D FT's can be done optically without difficulties, whereas it is preferable for the rest of the process to be done electronically, as shown in Fig. 3 . The hybrid system offers the best of the two worlds, i.e., the parallelism and the speed of an optical 2-D FT together with the flexibility of the electronic processing. This concept of a hybrid system is considered in the rest of this article.
THREE-DIMENSIONAL SPATIAL CORRELATION
The problem with the hybrid system arises in the interface between the optics and the electronics. The phase distribution on the output plane of the optical stage is lost when one records the optical intensity by a camera. To overcome this difficulty, without losing the phase information, we adopt the concept of the JTC 7 into our new 3-D correlator. Although the intensity of the spatial spectrum is recorded by the camera, the JTC yields a real correlation between two arbitrary functions without losing the phase information.
The 3-D input space of the JTC contains a reference object r(x s , y s , z s ) at some point-say, the origin-and a few tested objects, denoted together by the function g(x s , y s , z s ), and located around some other point-say, the point (a, b, c) (see Fig. 3 ). Therefore the JTC input function is given by
Substituting Eq. (6) 
where R and G are 3-D FTs, defined by Eq. (5), of r and g, respectively. The intensity distribution I 4 is recorded by another camera into the computer, in which the coordinate transform of
where and * stand for the correlation and the convolution, respectively and ␦ (•) is the Dirac delta function.
Similarly to an ordinary 2-D JTC, the last two terms of Eq. (8) are the cross correlations between the reference and the tested objects. The third and the fourth terms are centered around the points (a, b, c) and (Ϫa, Ϫb, Ϫc), respectively. The first two terms of the autocorrelation in Eq. (8) are centered around the origin. Therefore, if one of the distances (a, b, c) is longer than the respective size of the tested function g, the cross correlation is spatially separated from the autocorrelation terms and becomes detectable. Note that even if two of the three distances (a, b, c) are zero, the desired cross correlation is still separated from the autocorrelations of g and r as long as the third nonzero distance is longer than the respective size of the tested function.
SIMULATION RESULTS
We simulated the optical system shown in Fig. 3 by a computer. In our example the input plane contains six objects. The reference in the shape of a cross is located on plane P 1 . The other five objects are used as the test patterns, and they are distributed from planes I to V. Three of them on planes I, III, and V are identical to the reference and therefore should be recognized by the system. The other two images on planes II and IV are in the shape of an X, which is different from the reference and should be ignored by the system. We can also see in Fig.  3 (x s , y s , z s ) . Each 3-D plot in Fig. 7 presents the transverse intensity distribution at some z o . The three strong correlation peaks on planes z o ϭ 2, 5, and 8 indicate the locations of the three recognized crosses, which are identical to the reference. The other less-strong peaks on the other planes are the tails of the above-mentioned identification peaks. In the same manner that a correlation peak has a finite width along the x o or y o axes, it also has a width along the z o axis. For instance, the strongest peak on plane z o ϭ 3 is part of the tail of the autocorrelation peak whose maximum is seen on plane z o ϭ 2. The same relation exists between the strong peak on plane z o ϭ 5 and its tails on planes z o ϭ 4 and z o ϭ 6. The cross correlation between the reference and the two X-shaped objects can hardly be seen on planes z o ϭ 4 and z o ϭ 7 along the line x o ϭ 20. These peaks are less than 30% of the autocorrelation peaks.
The same demonstration was repeated with a different X-shaped reference object while the tested objects were introduced to the system exactly as in Fig. 3 . The results of the correlation are shown in Fig. 8 . This time, as expected, the two strongest peaks are on planes z o ϭ 4 and z o ϭ 7, indicating the presence of the X shapes in these planes. We can conclude this demonstration by saying that from the five input objects the three crosses were recognized, and their exact locations in the 3-D space were identified when the reference object was the cross. When the reference was changed to the X shape, the two corresponding objects were recognized in their locations.
CONCLUSION
We have developed a method for electro-optical 3-D spatial correlation. The correlation process contains a series of 2-D FT's, a coordinate transform, multiplication by a filter, and finally a numerical inverse 3-D FT. Alternatively, the 3-D correlation can be done in a JTC configuration in which we apply the series of 2-D FT's jointly on the test and reference objects. Then the coordinate transform is operated on the spectral intensity, and finally we obtain the correlation output using a numerical 3-D FT. The 3-D JTC's were demonstrated by computer simulation, in which objects seen from the paraxial zone were recognized in their 3-D natural space. Other applications of 3-D spatial filtering are expected in the near future. 
