In this paper, we study the issue of regularity for multiwavelets. We generalize here the concept of balancing for higher degree discrete-time polynomial signals and link it to a very natural factorization of the lowpass refinement mask that is the counterpart of the well-known zeros at K condition for wavelets. This enables us to clarify the subtle relations between approximation power, smoothness and balancing order. Using these new results, we are also able to construct a family of orthogonal multiwavelets with symmetries and compact support that is indexed by the order of balancing. More details (filters coefficients, drawings of the whole family, frequency responses, ...) can be obtained on the [WEB] at http://lcavvuu.epfl.ch/"lebrun
INTRODUCTION
In the usual framework of wavelets, the two concepts of reproduction of continuous-time polynomials (approximation theory issue) and preservation/cancelation of discrete-time polynomial signals (subband coding and compression issue) are highly correlated since they have been proved to be equivalent to the same condition on the number of zeros at K in the factorization of the lowpass filter. The situation is different for multiwavelets. In [7, 81, interested in the subband coding issue in general and the problem of processing one dimensional signals with multiwavelets in particular, we introduced the concept of balanced multiwavelets that has since inspired many other papers [6, 11, 121. The aim of this concept was to avoid the artificial step of prefiltering in multiwavelet based systems. Here, we will prove that the notion of balancing order is in fact central to the whole issue of regularity for multiwavelets.
MULTIWAVELETS
Generalizing the wavelet case, one can allow a multiresolution analysis { V n } n E~ of L2(W) to be generated by a finite number of scaling functions qh(t),qh(t), . .
. , &-i(t)
and their integer translates. Then, the multiscaling function @ ( t ) := [4o(t), . . . , q~. -l ( t ) l~ verifies a 2-scale equation We can then derive the behalrior of the multiscaling function by iterating the first product above. If this iterated matrix product converges, we get in the limit 8 .
For simplicity and without loss of generality, we will now on concentrate on the case r = 2. Furthermore, we will assume that the sequences {M[k]}k and {N[k]}k are finite and thus that @(t) and +(t) have compact support. We then recall some result obtained in [l] about the convergence of the iterated matrix product M,(w). For M ( t ) satisfying a matrix Smith-Barnwell orthogonality condition 
Thus, for s ( t ) E VO, we have
n then from VO = V-1@ W-1, we get and we have the well known relations between the coefficients at the analysis step
and for the synthesis, we get
These relations enable us to construct a multi-input multioutput filter bank (abbr. multifilter bank) as seen in Fig. 1 . In case of a one-dimensional signal, it then requires vectorization of this input signal to produce an input signal which is 2-dimensional. A simple way to do that is to split a one-dimensional signal into its polyphase components. Introducing k and in the same way n o ( z ) and n1(z), the system can then be seen as a 4 channel time-varying filter bank (Fig. 2 ).
HIGH ORDER BALANCING

In [7,8], we showed that if the components mo(z) and m i ( z )
of the lowpass branch have different spectral behavior, e.g. lowpass behavior for one, highpass for the other, it then leads to unbalanced channels that mix the coame resolution and details coefficients and create strong oscillations. One expect then some class of smooth signals to be preserved by the lowpass branch and cancelled by the highpass.
Balancing
We define the band-Toeplitz matrix corresponding to the lowpass analysis
... By the orthonormality relations
[ L~H~] [ & ] = I and [ & ] [ L~H~] = I
we get LTL+HTH = I, LLT = I, LHT = 0 and HHT = I.
Then LTul = u1 implies L u l = UI and so HUI = 0 i.e. u1
is cancelled by the highpass branch. Now, we can state [I, UT. 
2(m0(z) + d ' ) (~~) m~( z ) )
= 2mo(4 + (3 -z -~ )m1k) = [2 3 -z -~] M ( z ' ) [2!1] = -(-) 1 1 -t -4 ' [2 -11 M1(z2) [ z ! .~]
R E G U L A R I T Y
Now, one may wonder how these new results relate to the classical notions of regularity: approximation power and smoothness.
Approximation Power and Balancing Order
One says that + ( t ) has approximation power m if one can exactly decompose polynomials 1, t , t ' , . . . , tm-' using only 40,~51 and their integer translates, i.e. for n = 0,. . . , p -1, we have tn = C k .;f[k]+(t -IC). Then, assuming that 4 ( t )
is balanced of order p, we get that M ( 4 factorizes as in (13), so applying p times Theorem 2.6. from [lo], we get that + ( t ) has at least an approximation power of p .
Proposition 4.1 If an orthonormal multiwavelet system is balanced of order p , then the associated multiscaling function e ( t ) has an approximation power of at least p.
We can notice that the reciprocity is false: the DGHM [2] multiscaling function has an approximation power of 2 but is not even balanced [8].
Smoothness and Balancing O r d e r
From the previous proposition, and some results from Fig. 3 and Fig. 4 show some examples of high order balanced multiwavelets with these properties.
mo(4)
CONCLUSION
By introducing the concept of high order balancing, we have clarified the issue of general design of multiwavelets. We have proved that this concep7was equivalent to a natural counterpart of the zeros at A condition. With these results, we made it possible to design general families of high order balanced multiwavelets with the required properties for practid signal processing (preservation/cancelation of discrete-time polynomial signals in the lowpass/highpass subbands, FIR, linear phase and orthogonality). Multiwavelets are eventually asserting themselves as convincing alternative tools for digital signal processing.
