Introduction
This paper is a sequel to [NV1] ; we study here a class of fully nonlinear secondorder elliptic equations of the form
defined in a domain of R n . Here D 2 u denotes the Hessian of the function u. We assume that F is a Lipschitz function defined on the space S 2 (R n ) of n × n symmetric matrices satisfying the uniform ellipticity condition, i.e. there exists a constant C = C(F ) ≥ 1 (called an ellipticity constant ) such that (1.2)
for any non-negative definite symmetric matrix N ; if F ∈ C 1 (S 2 (R n )) then this condition is equivalent to
Here, u ij denotes the partial derivative ∂ 2 u/∂x i ∂x j . A function u is called a classical solution of (1) if u ∈ C 2 (Ω) and u satisfies (1). Actually, any classical solution of (1) is a smooth (C α+3 ) solution, provided that F is a smooth (C α ) function of its arguments.
For a matrix S ∈ S 2 (R n ) we denote by λ(S) = {λ i : λ 1 ≤ ... ≤ λ n } ∈ R n the (ordered) set of eigenvalues of the matrix S. Equation (1) is called a Hessian equation ([T1] , [T2] cf. [CNS] ) if the function F (S) depends only on the eigenvalues λ(S) of the matrix S, i.e., if
for some function f on R n invariant under permutations of the coordinates. In other words the equation (1) is called Hessian if it is invariant under the action of the group O(n) on S 2 (R n ):
The Hessian invariance relation (3) implies the following:
(a) F is a smooth (real-analytic) function of its arguments if and only if f is a smooth (real-analytic) function.
(b) Inequalities (1.2) are equivalent to the inequalities
.., n, for some positive constant C 0 .
(c) F is a concave function if and only if f is concave.
Well known examples of the Hessian equations are Laplace, Monge-Ampère, Bellman, Isaacs and Special Lagrangian equations.
Bellman and Isaacs equations appear in the theory of controlled diffusion processes, see [F] . The both are fully nonlinear uniformly elliptic equations of the form (1.1). The Bellman equation is concave in D 2 u ∈ S 2 (R n ) variables. However, Isaacs operators are, in general, neither concave nor convex. In a simple homogeneous form the Isaacs equation can be written as follows:
where L ab is a family of linear uniformly elliptic operators of type
with an ellipticity constant C > 0 which depends on two parameters a, b.
Consider the Dirichlet problem
where Ω ⊂ R n is a bounded domain with smooth boundary ∂Ω and ϕ is a continuous function on ∂Ω.
We are interested in the problem of existence and regularity of solutions to Dirichlet problem (1.6) for Hessian equations and Isaacs equation. The problem (1.6) has always a unique viscosity (weak) solution for fully nonlinear elliptic equations (not necessarily Hessian equations). The viscosity solutions satisfy the equation (1.1) in a weak sense, and the best known interior regularity ( [C] , [CC] , [T3] ) for them is C 1+ǫ for some ǫ > 0. For more details see [CC] , [CIL] . Until recently it remained unclear whether non-smooth viscosity solutions exist. In [NV1] we proved the existence in 12 dimensions of non-classical viscosity solutions to a fully nonlinear elliptic equation. The paper [NV1] uses the function
where q i ∈ H, i = 1, 2, 3, are Hamiltonian quaternions, x = (q 1 , q 2 , q 3 ) ∈ H 3 = R 12 which is a viscosity solution in R 12 of a uniformly elliptic equation (1.1) with a smooth F . Moreover, in [NV2] we proved that in 24 dimensions there exists a singular viscosity solution to a uniformly elliptic equation (1.1) with a smooth F which lies in C 2−ε for a small positive ε.
Our first main goal is to show that an octonionic analogue of w 12 provides singular solutions to Hessian uniformly elliptic equations in 21 (and more) dimensions. Moreover the following theorem holds for a certain harmonic cubic polynomial P 24 in R 24 :
Theorem 1.1. For any δ, 1 ≤ δ < 2 and any plane
is a viscosity solution to a uniformly elliptic Hessian equation (1.1) in a unit ball B ⊂ R 21 for the cubic form
where o i ∈ O, i = 1, 2, 3, O being the algebra of Caley octonions,
It shows the optimality of the result by Caffarelli-Trudinger [C, CC, T3] on the interior C 1,α -regularity of viscosity solutions of fully nonlinear equations, even in the Hessian case.
The second main goal is to show that the same function is a viscosity solution to a uniformly elliptic Isaacs equation:
is a viscosity solution to a uniformly elliptic Isaacs equation (1.4) in a unit ball B ⊂ R 21 .
The rest of the paper is organized as follows: in Section 2 we recall some preliminary results, we introduce the form P 24 and give its main properties in Section 3, we prove Theorem 1.1 in Section 4, and, finally, we prove Theorem 1.2 in Section 5.
Preliminary results
Let w = w δ be a homogeneous function of order 3 − δ, 1 ≤ δ < 2, defined on a unit ball B = B 1 ⊂ R n and smooth in B \ {0}. Then the Hessian of w is homogeneous of order (1 − δ). Define the map
Let Σ n be the group of permutations of {1, ..., n}. For any σ ∈ Σ n , we denote by T σ the linear transformation of R n given by x i → x σ(i) , i = 1, ..., n.
Lemma 2.1. Assume that
satisfies the K-cone condition. If δ > 0 we assume additionally that w changes sign in B. Then w is a viscosity solution in B of a uniformly elliptic Hessian equation (1).
Proof . Let us choose in the space R n an orthogonal coordinate system z 1 , . . . , z n−1 , s,
We represent the boundary of the cone K as the graph of a Lipschitz function s = e(z), with e(0) = 0, function e is smooth outside the origin:
e(z) = inf{c : (z + cs) ∈ K}.
Set m = π M ). We prove that M is a graph of a Lipschitz function on m,
Since e(0) = 0, g(z) := s is single-valued. Also
The function g has an extension g from the set m to R n−1 such that g is a Lipschitz function and the graph of g satisfies the K-cone condition. One can define such extension g simply by the formula
To show that this formula works let (z,g(z)), (ẑ,g(ẑ)) lie in the graphg. We must show −e(z −ẑ) ≤g(z) −g(ẑ) ≤ e(z −ẑ).
for some w ∈ m. Thus
, as e(·) is convex, homogenous. Similarlỹ
Let us set
Since the level surface of the function f ′ satisfies K-cone condition it follows that ∇f ∈ K * a. e. where K * is the adjoint cone to K. Moreover the function w satisfies the equation
Then f is a Lipschitz function invariant under the action of the group Σ n and satisfies the equation f (λ(S)) = 0.
on B \ {0}.
We show now that w is a viscosity solution of (1) on the whole ball B.
Assume first that δ = 1. Let p(x), x ∈ B be a quadratic form such that p ≤ w on B. We choose any quadratic form p ′ (x) such that p ≤ p ′ ≤ w and there is a point
. This implies that w is a viscosity solution of (1) in B (see Proposition 2.4 in [CC] ).
If 1 < δ < 2 then for any smooth function p in B the function w − p changes sign in any neighborhood of 0. Hence, by the same proposition in [CC] , it follows that w is a viscosity solution of (1) in B.
Next we need the following property of the eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ λ n of real symmetric matrices of order n which is a classical result by Hermann Weyl [We] :
Lemma 2.2. Let A, B be two real symmetric matrices with the eigenvalues
We need also the following simple fact: Lemma 2.3. Let L : R n −→ R n be a symmetric linear operator with the eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ λ n and let H be a hyperplane H ⊂ R n invariant under L. Then for the eigenvalues λ
3 Cubic form P = P 24
In this section we introduce and investigate the cubic form which will be used to construct our singular solutions. It is based on the algebra of Caley octonions O; for this algebra we use the notation and conventions in [Ba] (in particular, e 1 e 2 = e 4 ). Let V = (X, Y, Z) ∈ R 24 be a variable vector with X, Y, and Z ∈ R 8 . For any t = (t 0 , t 1 , . . . , t 8 ) ∈ R 8 we denote by
Define the cubic form P = P 24 (V ) = P (X, Y, Z) as follows
Its principal property for us is
Then the characteristic polynomial CH(T ) = CH P,a (T ) of the Hessian H(a) = D 2 P (a) is given by
Proof. The weak associativity Re((oX · oY ) · oZ) = Re(oX · (oY · oZ)) is Corollary 15.12, p.110 of the book [Ad] . Proposition 5.7 [Ad, p.35] and Theorem 15.14 [Ad, p.111] show that the triality polynom P (X, Y, Z) is Spin(8)-invariant. Thus the characteristic polynomial CH(T ) is invariant under the action of Spin(8), and we can suppose (applying the action) that the vectors x ∈ R, y ∈ R + e 1 R, z ∈ R + e 1 R + e 2 R ⊂ O; thus x, y, z ∈ H ⊂ O where H is generated by {1, e 1 , e 2 , e 4 }. Brute force calculations give for the Hessian of P relatively to the following ordering of coordinates in R 24 :
for the following matrices H 0 , H 1 ∈ M at 12 (R) :
for an arbitrary s = (s 0 , s 1 , s 2 , s 3 ) ∈ R 4 . Direct easy calculations show that M s , L s have the following properties:
with s * 0 = s 0 /|s|; 4). define the symmetric matrices 
5). For the product matrices
Let us calculate the characteristic polynomial F of H 0 , the characteristic polynomial G of H 1 being calculated in the same way using L s instead of M s . Conjugating H 0 by the orthogonal matrix 
being a corresponding eigenvector, normalized by the condition |v λ | = 1. The conditionH 0 · v λ = λv λ gives
Multiplying the second and the third equations by λ and inserting in thus obtained equations the first one we get
and, after simplifying,
This finishes the proof for λ = 0. If λ = 0 we get the conditions
immediately implying that m = 0 (since else these equations give p λ = 0) and the formula holds for this case as well.
Remark 3.1. If we do not instist on a computer-free proof of the fact, the inclusions x ∈ R, y ∈ R + e 1 R, z ∈ R + e 1 R + e 2 R will suffice. Indeed, the MAPLE instructions (v being the coordinate vector) The result of Proposition 3.1 can be written as Corollary 3.1. Define the angles α, β by α := arccos(3 √ 3m), β := arccos(3 √ 3W ). Then
Proof. Indeed, if we put λ = 2 √ 3 cos γ, the equations λ 3 − λ + 2m = 0, λ 3 − λ − 2m = 0 and λ 3 − λ + 2W = 0 become respectively, cos(3γ) = − cos α, cos(3γ) = cos α and cos(3γ) = − cos β which implies the result.
Let us order the eigenvalues of H(a) in the decreasing order:
Since |W | ≤ m and the cosine decreases on [0, π] we get Corollary 3.2.
Remark 3.2. We have the inequalities 2λ 3 ≥ λ 1 , 2λ n−2 ≤ λ n , n = 12 or 24 which hold for the eigenvalues of P 24 as well for the form P 12 used in [NV1] . They are essential for the proofs in [NV1] and are in fact the best possible. Indeed, one has the following result:
Proposition 3.2. Let P = 0 be a cubic form in R n . Then for some unit vector d ∈ S n−1 1 ⊂ R n the eigenvalues λ 1 ≥ λ 2 ≥ ... ≥ λ n of the quadratic form
Proof . Assume that at the point a ∈ S n−1 1 the cubic form P attains its supremum over S n−1 1 . Since P is an odd function on R n , P (a) > 0. Choose d = a and let x 1 , ..., x n be an orthonormal basis in R n such that x 1 is directed along d. Since the form P attains at d its supremum over S n−1 1 it follows that in the coordinates x i the cubic form P contains no monoms of the form cx . The lemma will follows if we prove that λ ≥ 2λ ′ . We assume without loss that λ = 1 and that x 2 is directed along b. Then the restriction of P d on the plane {x 1 , x 2 } can be written in the form x
and thus the restriction of the cubic form P on this plane becomes
It is easy to see that if λ ′ > 1/2 then the supremum of the function P on the circle x 
be the eigenvalues of the Hessian D 2 P |H (a) written in the decreasing order. Then λ 
(resp.,μ 1 (δ) ≥μ 2 (δ) ≥μ 3 (δ) ) be the roots of the polynomial
Then for any K > 0 verifying |K − 1| + |W − W | = 0 one has
Proof of Lemma 4.1. In the proof we will repeatedly use the following elementary fact:
If W =W , K = 1 there is nothing to prove. If K = 1 one can suppose that W >W ; we have
Therefore, one can take ε = (2 − δ)/(4 + δ) in this case. We can suppose then W >W , K = 1. Using the relations
we can suppose without loss that K < 1.
We distinguish then three cases corresponding to different signs of W − KW . If W − KW = 0 then one can take ε = 1/2 since
for W ′ ∈ (W,W ). Sincē and one can take ε = (2 + 3δ) −1 = 1/(2 + 3δ) ≥ (2 − δ)/(4 + δ). Let then W − KW = W −W + (1 − K)W > 0. We get (µ 1 (δ) − Kμ 1 (δ)) + (µ 2 (δ) − Kμ 2 (δ)) + (µ 3 (δ) − Kμ 3 (δ)) = −3(W − KW ) < 0.
Proof. Set S = {a ∈ K C , tr a = 1}.
Denote B = {z ∈ S 2 (R n ), zb > 0},
We define a two-parametric set of quadratic forms L ab ⊂ S 2 (R n ) parametrized by b ∈ Γ and a ∈ b * , a = {a ij }. Denote by L ab the linear elliptic operator (1.5) with the coefficients a ij given by the parameter a. Then L ab is a uniformly elliptic operator with the ellipticity constant C. We are going to show that Recall that a symmetric matrix A is called strictly hyperbolic if
for a positive M . To finish the proof we note that the results of Section 4 imply that the form αF 1 D 2 w δ |H (x) − βF 2 D 2 w δ |H (y) is strictly hyperbolic for positive α, β; since the function w δ is odd, it remains true for any (α, β) ∈ R 2 \ {0} and we can apply the following result.
Lemma 5.2. Let F 1 , F 2 be two quadratic forms in R n s.t. the form αF 1 + βF 2 is strictly hyperbolic for any (α, β) ∈ R 2 \ {0}. Then there exist C > 0 and a positive quadratic form Q ∈ K C orthogonal to both forms F 1 , F 2 , T r(F 1 Q) = T r(F 2 Q) = 0.
