Abstract. We consider product of expansive Markov maps on an interval with hole which is conjugate to a subshift of finite type. We will show that the escape rate into a given hole does not just depend on its size but also its position in the state space. We compare the escape rate into a connected hole and a hole which is a union of holes with a certain property, but have same measure. This gives rise to some interesting combinatorial problems.
Introduction
Open dynamical systems or dynamical systems with a hole were first proposed by Pianigiani and Yorke in [12] . Such systems are interesting because of their dynamical properties and also their applications, we refer to [2, 3, 5, 6, 7, 8, 9] for some related work. In [4] , the question of whether escape rate into two holes of same measure is same, was asked. They gave an affirmative answer when there exists a group of measure preserving translations of the state space which commute with the dynamics. For system with strongly chaotic dynamics, they proved that the escape will be faster through a hole where the minimal period (minimum among periods of all periodic points in that hole) is larger. They considered various classes of dynamical systems with strongly chaotic behaviour and Markov holes. In particular, if the dynamical system is conjugate to a full shift, symbolic dynamics was studied to obtain these results. In this paper, we consider a similar question as the one asked by [4] . Here we consider product of expanding Markov maps where the transition matrix and Markov partition is induced by the individual factors. We consider Markov rectangles and compare the escape rates of two such rectangles with same measure. We also compare the escape rates of two holes with same measure, where one hole is a Markov rectangle and other is a union of several Markov holes of smaller size. We compute the escape rate using two techniques, one is using the M -step shift, as it is popularly known. The other is using the combinatorial technique, as given in [10] . The first technique reduces to computing the corresponding adjacency matrix and its largest eigenvalue, which is positive by the Perron-Frobebius theorem. The second technique involves solving the generating function for the number of allowed sequences which never hit the hole. Here, the problem reduces to solving a recurrence relation. Depending on the situation, we will choose one of these techniques to compute the escape rate. In certain cases, we will employ both techniques for illustration purposes. In Section 2, we give the preliminaries and the set-up of the broad class of maps that we have considered in this paper. In Sections 3, 4, and 5, we consider product of M -expanding and N -expanding transformations and show that the escape rate corresponding to a connected hole (rectangle) is less than the escape rate corresponding to a certain union of connected holes (rectangles) of identical area with same total area as one single connected hole. This collection of rectangles give rise to interesting combinatorial problems (independent of their dynamical interest).
Preliminaries
2.1. Poincaré Recurrence Time and Escape Rate. Let (X, B, µ) be a probability space and T : X → X be a measure-preserving transformation (that is, T is a measurable map and µ(T −1 A) = µ(A) for every A ∈ B). Consider A ∈ B, any measurable set with µ(A) > 0. If τ (A) is finite, then it is the minimum n at which the points in A whose orbit under T intersects with A has positive measure. By Poincaré recurrence theorem, τ (A) is always finite. For a given A ∈ B with µ(A) > 0, known as "hole", consider the restriction map T | (X\A) : X \ A → X. The iterates of this map given by T | n (X\A) are well-defined as long as the orbit of x ∈ X \ A under the map T | (X\A) does not escape into the hole A (that is, T (x) / ∈ A).
Definition 2.2. The escape rate into a hole A ∈ B is defined as the nonnegative number given by ρ(A) = − lim n→∞ 1 n ln µ(X \ Ω n (A)), if the limit exists, where for n ≥ 0, Ω n (A) = {x ∈ X | there exists j ∈ N, 0 ≤ j ≤ n, T j (x) ∈ A}.
Escape rate represents the average rate at which the orbits escape into the hole. Larger the escape rate, faster the orbits terminate.
Definition 2.3. Let T 1 and T 2 be two measure-preserving transformations on the probability spaces (X 1 , B 1 , µ 1 ) and (X 2 , B 2 , µ 2 ), respectively. The transformations T 1 and T 2 are said to be metrically conjugate if there exists A i ∈ B i with µ i (A i ) = 1 and T i (A i ) ⊆ A i for i = 1, 2, and there is an invertible measure-preserving transformation ψ : A 2 → A 1 such that ψ • T 2 (x) = T 1 • ψ(x), for every x ∈ A 2 .
The map ψ is called the conjugacy map. It is shown in [4] that the escape rate is invariant under this conjugacy, that is, if T 1 , T 2 are metrically conjugate under the conjugacy map ψ, then ρ T 2 (A) = ρ T 1 (ψ(A)) for any A ∈ B 2 . 2.2. Markov Maps. We refer to [1] for more details. 
Definition 2.6. The N × N matrix A defined by 
Remark 2.8. A sequence x 0 x 1 · · · ∈ {0, 1, . . . , N −1} N is said to be admissible if A xnx n+1 = 1, for all n ≥ 0. Let Σ A denote the collection of all admissible sequences. Let σ : Σ A → Σ A be the left shift map.
Theorem 2.9. Let f : I → I be an expansive Markov map with transition matrix A. For any admissible sequence x 0 x 1 · · · ∈ {0, 1, . . . , N − 1} N there exists a unique point x ∈ I such that f n (x) ∈ I xn , for all n ≥ 0. This mapping (say π) from the set of all admissible sequences to the interval I taking x 0 x 1 . . . to x is onto.
Remarks 2.10. 1) For Theorem 2.9, it is enough that an iterate of f is expansive (rather than f itself).
2) Since the map π is onto, we define a measureμ on Σ A induced from the measure µ on I.μ-measurable sets on Σ A are of the form π −1 (B) where B ⊆ I is µ-measurable and the measureμ on Σ A is given asμ(π −1 B) = µ(B). With respect to this new measureμ, the map π is measure-preserving and hence a conjugacy between f and σ (since π is injective except on a set of measure zero).
Example 2.11. 
for all x i ∈ I.
Define a bijection φ from {0, 1, . . . , N − 1} to
. φ is a well-defined map. Using φ, we can index the rectangles as 
Theorem 2.12. Let f : I k → I k be as in (1) with transition matrix A. For any admissible sequence x 0 x 1 · · · ∈ {0, 1, . . . , N − 1} N there exists a unique point x ∈ I k such that f n (x) ∈ R xn , for all n ≥ 0. This mapping (say π) from the set of all admissible sequences to I k is onto.
. . is an admissible sequence corresponding to the transition matrix A j for the map f j . Thus by Theorem 2.9, there exists a unique point
Consider f • π(x 0 x 1 . . . ) = f (x) (notation as in the previous part of the theorem), where f n (x) ∈ R xn , for n ≥ 0. Thus f n (f (x)) ∈ R x n+1 , for n ≥ 0. Also π • σ(x 0 x 1 . . . ) = π(x 1 x 2 . . . ) = y if and only if f n (y) ∈ R x n+1 , for n ≥ 0. By uniqueness, we get f (x) = y.
Remarks 2.13. 1) The map π in Theorem 2.12 gives a conjugacy between f on I k and σ on Σ A . 2) For each 1 ≤ j ≤ k, A j has all the entries as 1 if and only if A has all its entries 1. In this case, Σ A = {0, 1, . . . , N − 1} N . We consider a specific such example in Section 3.
3) The rows and columns of the matrix A are labelled as 0, 1, . . . , N − 1, whose mn th entry is (
To illustrate, we consider the following example. For k = 2, N 1 = N 2 = 2,
φ(2) = (1, 0), and φ(3) = (1, 1). Thus
In general, A = A k ⊗A k−1 ⊗· · ·⊗A 1 . A direct argument using induction is as follows. Let A be the N × N transition matrix corresponds to the product map
3) If each A j is irreducible (for each pair of indices 0 ≤ r, s ≤ N j − 1, there exists a number M j ≥ 1 such that (A M j j ) rs > 0), then A is irreducible. This follows from the tensor product representation of A in terms of A 1 , . . . , A k . The matrix A is irreducible means there exists a finite word that begin with m and end with n, for any given m and n.
2.4.
Adjacency matrix corresponding to the forbidden words. Let q ≥ 2 and Λ = {0, 1, . . . , q − 1} be a collection of symbols (alphabets). Let Σ = Λ N be the collection of all one-sided sequences with symbols from Λ. Let F = {w 1 , w 2 , . . . , w k } be a collection of words of same length n ≥ 2 with symbols from Λ (if all words are of length 1, then we can write them as the union of words of length n). Let Σ F be the collection of all sequences in Σ which do not contain words from a collection F (that is, words in F are forbidden in sequences in Σ F ). Σ F is called an (n − 1)-step shift of finite type. Define the adjacency matrix A as a q n−1 × q n−1 matrix with entries 0 or 1 constructed as below. When n = 2, A i,j = 0 if and only if the word ij ∈ F (the rows and columns of A are labelled from 0 to q − 1). When n > 2, let Λ n = {u 1 , u 2 , . . . , u q n−1 } be all the words with symbols from Λ of length n − 1. We will now treat each u i as a symbol, and hence a total of q n−1 symbols.
. . a i n−1 . We say that the word u i u j of length 2 with symbols from Λ n is allowed if and only if a i l+1 = a j l for every 1 ≤ l ≤ n − 2 and the word a i 1 a i 2 . . . a i n−1 a j n−1 / ∈ F. Let F be the collection of all words of length two with symbols from Λ n which are not allowed (forbidden). Define the adjacency matrix A to be the q n−1 × q n−1 matrix corresponding to this new collection F of forbidden words of length two. The topological entropy of Σ F (refer Proposition 3.5, [13] ) is given by
where λ max ∈ R is the largest eigenvalue of A (which is positive by PerronFrobenius theorem).
2.5.
Results from combinatorics. We refer to [10] for details. Let Λ = {0, 1, . . . , q − 1}. From now on, we will denote Σ + q = Λ N , unless stated otherwise. Let σ be the left shift map on Σ + q . Definition 2.14. We call a collection of words {w 1 , w 2 , . . . , w k } with symbols from Λ reduced if w i is not a subword of w j for any i, j ∈ {1, 2, . . . , k}.
Let {w 1 , w 2 , . . . , w k } be a reduced collection of words with symbols from Λ. Let f (n) denote the number of words of length n with symbols from Λ which do not contain any of the words w 1 , w 2 , . . . , w k . The corresponding generating function is given by
Let f i (n) denote the number of words of length n with symbols from Λ that end with the word w i and do not contain any of w 1 , w 2 , . . . , w k except for a single appearance of w i at the end, and let F i (z) denote the corresponding generating function for f i as in Equation (2), that is,
Definition 2.15. Let u and w be two words of length n 1 and n 2 respectively. The correlation function of u and w, corr(uw) = [b 1 , b 2 , . . . , b n 1 ] is determined in the following way. Place a copy of the word w under u and shift it to the right by l digits. If the overlapping parts match then b l+1 = 1, otherwise b l+1 = 0. We define the correlation polynomial as (uw
When u = w the corr(ww) is said to be the autocorrelation of w and is denoted as corr(w). We get corr(uw) = 001001 and (uw) z = z 3 +1. Similarly corr(wu) = 00010. Hence in general, corr(uw) = corr(wu). Also note that corr(u) = 100001 and corr(w) = 10010.
Definition 2.17. The cylinder based at a word w is defined as a subset of Σ + q consisting of all the one-sided sequences in Σ + q that start with w. It is denoted as C w .
Remark 2.18. To illustrate the above definition, C 01 = {01x 1 x 2 . . . | x n ∈ {0, . . . , q − 1}, n ≥ 1}. Let C u and C w be the cylinders based at u and w, respectively. Let n be the length of u.
The following theorem is a result in combinatorics, given in [10] .
Theorem 2.19. For a reduced collection of words w 1 , w 2 , . . . , w k , the generating function F (z), F 1 (z), . . . , F k (z) satisfy the following system of linear equations
. . .
where (w i w j ) z denote the correlation polynomial of w i and w j .
Remarks 2.20. 1) Let P be the matrix corresponds to the linear system given in Theorem 2.19, i.e. P is given by
Observe that P is non-singular since the diagonal terms have higher order than other terms, hence the generating functions
2) When only a single word w is eliminated, then we get two equations which give
3) When k = 2, we get
where
In general, the form of the generating function F (z) is described in the next theorem.
Theorem 2.21. With notations as above, we have
where a(z) is the sum of entries of the matrix M −1 where M is given by
Thus F (z) = z(P −1 ) 11 (which is z times the 11-th entry of the matrix P −1 ). LetP ij denote the ij-th minor of P , then
where M is the k × k matrix given in Equation (4). Hence
So the theorem is true if and only if
Now we will show that
and hence the result will be followed. Observe that
for every 2 ≤ j ≤ k + 1. Hence
by the change of variable j → j − 1.
3. An example of product map on T 2
Consider the torus T 2 = S 1 ×S 1 , where S 1 ∼ [0, 1] with end-points identified. Let λ denote the Haar measure on the interval S 1 . Let µ = λ × λ be the product measure on T 2 (which is defined as µ(
and then approximating it to any Borel set B using regularity).
is the usual m-expanding transformation (expansive Markov map) on the circle (which is measure-preserving and ergodic with respect to the measure λ).
The map T M,N is measure-preserving and ergodic on the Borel probability measure space (T 2 , B, µ). The maps T M and T N are expansive Markov maps with Markov partition given by
We denote q := M N unless defined otherwise. Let Σ + q = {0, 1, . . . , q − 1} N . The transition matrix of T M and T N has all the entries 1 and hence the transition matrix A of T M,N has all the entries 1. Hence the set of all admissible sequences, Σ A = Σ + q and thus as described in Theorem 2.12, T M,N is conjugate to the shift map σ on Σ + q . More precisely, consider a sequence
Note that
Under the conjugacy π, this rectangle corresponds to a union of cylinders in Σ + q . We will explain this in detail later. Let R i,j,m,n and R i ,j ,m ,n be two rectangles with same measure. Therefore
Note that if m = m , then Equation (7) holds when n = n .
Lemma 3.1. If m = m , then Equation (7) will hold only when M α = N β , for some α, β ∈ N with (α, β) = 1.
Proof. If Equation (7) holds, then n = n .
1 . . . q β be the prime factorizations of M and N with 1 < p 1 < p 2 < · · · < p k and 1 < q 1 < q 2 < · · · < q . Equation (7) implies
If p j / ∈ {q 1 , q 2 , . . . , q }, then α j (m − m) = 0 which implies m = m , which is a contradiction. Hence {p 1 , . . . , p k } ⊆ {q 1 , . . . , q }. Similarly we can show the reverse containment. Hence {p 1 , . . . , p k } = {q 1 , . . . , q } and therefore k = and p i = q i for all i. Thus,
Further for all choices of m, m , n, n with β(n − n ) = α(m − m) Equation (7) holds.
Computation of escape rate: We will only consider the case when M α = N β , for any α, β ∈ N, and thus the rectangles with same area are given by R i,j,m,n and R i ,j ,m,n for 0 ≤ i, i ≤ M m − 1 and 0 ≤ j, j ≤ N n − 1. We consider the map T = T M,N on T 2 with a hole given by rectangle of this type (we refer to Definition 2.2). We look at the following two cases: when m = n and m > n (similar argument works for m < n).
Case 1: m = n Under the conjugacy π described above, each point in the rectangle R i,j,m,m has a corresponding sequence in Σ + q which starts with a fixed word, say w, of length m. Thus the rectangle R i,j,m,m corresponds to the cylinder C w based at w in Σ + q as described in Figure 2 . We call such a rectangle a basic rectangle. We denote R w for the basic rectangle that corresponds to the cylinder based at w. The set T 2 \ Ω k (R w ) consists of all points in T 2 that do not enter the hole R w during the first k iterations under T . By the conjugacy π : Σ + q → T 2 , this corresponds to the set of sequences in Σ + q that do not enter the cylinder C w during the first k iterations under the shift map σ, that is the sequences in Σ + q that do not contain the word w in its first k + m positions where m is the length of w. Hence T 2 \ Ω k (R w ) is the union of rectangles which corresponds to cylinders based at words of length k + m that do not contain w. Since each of this rectangle has measure
where f (k) denote the number of words of length k that do not contain the word w. This implies
We have the following theorem (follows from the arguments given in [4] ). 
Case 2: m > n We write
There are N m−n rectangles in this union, each of which is a basic rectangle of the form R k,l,m,m for some 0 ≤ k, l ≤ M m − 1. For each rectangle R k,l,m,m we get a corresponding word of length m such that the cylinder based at that word correponds to the rectangle R k,l,m,m . Hence the rectangle R i,j,m,n has a correspondence with the union of N m−n cylinders (each of measure 1/q m ) given by
where u is a fixed word of length n, and w 1 , . . . , w N m−n each have length m − n. Note that by conjugacy, the set T 2 \Ω k (R i,j,m,n ) corresponds to the subset of Σ + q consists of all the sequences that do not contain the words uw 1 , . . . , uw N m−n in its first k + m positions. Hence T 2 \ Ω k (R i,j,m,n ) is the union of rectangles which corresponds to cylinders based at words of length k + m that do not contain uw 1 , . . . , uw N m−n . Since each of this rectangle has measure
where f (k) is the number of words of length k that do not contain the words uw 1 , . . . , uw N m−n . To calculate f (k), we use results from Section 2.5. We will illustrate this with a simple example in the Section 4.
Note that in both cases (m = n and m > n), the rectangle (hole) corresponds to a union of N m−n cylinders (rectangle corresponds to one cylinder when m = n). Let F = {w 1 , w 2 , . . . w N m−n } and let Σ F consists of all sequences in Σ + q which do not contain the words in F. If f (k) denote the number of words of length k that do not contain the words in F, then the topological entropy is given as (refer Proposition 3.5, [13] )
where λ max ∈ R is the largest eigenvalue of the adjacency matrix. Hence
An example for this method (using adjacency matrix) is illustrated in Section 4.
Example 3.3. From Remark 2.20, if m = n, the rectangle R i,j,m,n corresponds to a cylinder C w . Thus we are looking for sequences where a single word w is forbidden. The generating function F only depends on the autocorrelation of the word w. Hence, in these cases, the words of same length with same autocorrelation will give the same escape rate. 1) In case m = 2, each hole will correspond to a word w = ab of length 2.
The escape rate for all words where a = b will be the same (in this case (ww) z = z + 1), and the escape rate for all words where a = b will be the same (in this case (ww) z = z). By Theorem 3. Tables 1 and 2 and Figure 5 , the escape rate for the rectangles R i,j,1,n when j is fixed is the same. Further, for fixed i, say i = 0, the number of possible values for the escape rates for the collection of holes {R 0,j,1,n | 0 ≤ j ≤ N n − 1} is same as the number of possible values for the escape rates for the collection of holes
Moreover, the order is the same, that is, ρ(R 0,j 1 ,1,n ) < ρ(R 0,j 2 ,1,n ) if and only if ρ T N (I j 1 ,n ) < ρ T N (I j 2 ,n ).
Calculation of escape rate -An example
Let us consider the map T = T 3,2 : T 2 → T 2 given by T (x, y) = (3x, 2y) mod Z 2 , and rectangles A = 0, . These rectangles are of the form R i,j,m,n where m > n. We now calculate the escape rates ρ(A) and ρ(B) using two methods, as described in Section 2.4 and Section 2.5. Table 2 . m = 1, n = 3, each rectangle corresponds to 9 words of length 3 
Method 1 (Combinatorics).
Since M = 3 and N = 2, we have q = 6 and thus we will consider the collection of one-sided sequences Σ + 6 consisting of symbols from the set Λ = {0, 1, . . . , 5}. For given A, B, m = 2 and n = 1, for each rectangle we get two cylinders based at words of length two with same first letter. The rectangle A corresponds to the union of cylinders based at w 1 = 00 and w 2 = 01, that is A = R w 1 ∪ R w 2 , and the rectangle B corresponds to the union of cylinders based at u 1 = 04 and u 2 = 05, that is B = R u 1 ∪ R u 2 . Hence T 2 \ Ω k (A) consists of all points in T 2 that correspond to sequences in Σ + 6 which do not contain the words w 1 and w 2 in the first k + 2 positions. Similarly T 2 \ Ω k (B) consists of all points that correpond to sequences in Σ + 6 which do not contain the words u 1 and u 2 in the first k + 2 positions. Let f (k) denote the number of words of length k which do not contain the words w 1 and w 2 and let F (z) denote the corresponding generating function. Similarly let g(k) denote the number of words of length k which do not contain the words u 1 and u 2 and let G(z) denote the corresponding generating function. We calculate the following quantities:
Using Equation (3), we get
Now we will first calculate the escape rate into A. Write
Then comparing the coefficients of z −k , we get the following recurrence relation
We use the standard procedure for solving the linear recurrence relation by taking f k = r k . Then Equation (8) gives the characteristic equation r 2 − 5r − 4 = 0 whose roots are given by µ ± = 5± √ 41 2
. Hence the general solution for Equation (8) is given by
Using the initial conditions, c + d = 1 and cµ + + dµ − = 6 gives
.
goes to zero as k tends to infinity. Hence one can neglect the second term. This gives
Similarly we get ρ(B) = − ln
. Note that ρ(A) < ρ(B). Hence we have two holes with the same measure but different escape rates.
When we fix M = 3, N = 2, m = 2 and n = 1, there are total M m .N n = 18 rectangles of the type R i,j,m,n with measure 00&01 02&03 04&05 10&11 12&13 14&15 20&21 22&23 24&25 30&31 32&33 34&35 40&41 42&43 44&45 50&51 52&53 54&55. Note that for any pair of words in the above list, the correlations is either equal to the correlations obtained for the hole A (this happens when the pair of words are of the form ab and ac where either a = b or a = c) or equal to the correlations obtained for the hole B (this happens when the pair of words are ab and ac where both a = b and a = c). Since Equation (3) depends only on the correlation of the words involved, we conclude that escape rate for any hole of the form R i,j,m,n exists for M = 3, N = 2, m = 2 and n = 1, and the value ρ(R i,j,m,n ) is either ρ(A) or ρ(B). As described in Example 3.4 (when m = 1 and n was varying), the escape rate for the rectangles R i,j,m,1 when i is fixed is the same. Using the same method one can always calculate the escape rate for any rectangle of the type R i,j,m,n . Clearly if m − n is large, the number of forbidden words is large, the computation become harder. In Section 5, we give a particular example where the collection of forbidden words is large and satisfy certain property. 1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 
gives the same result as calculated using Method 1.
Comparing the escape rates -A basic rectangle versus union of basic rectangles with same measure
Let T M,N : T 2 → T 2 be the map as defined in Section 3. In this section, we will compare the escape rate of a hole that corresponds to one cylinder with a hole that corresponds to a union of cylinders (with some conditions on the correlation of words), both of which have same area. Let Λ = {0, 1, . . . , q − 1}. Given any word w = a 1 a 2 . . . a n with symbols from Λ, let the corresponding rectangle be denoted by R w . Then, the area of R w is 1 q n . Let m ≥ n be given. We consider the collection of words w 1 , w 2 , . . . , w k with symbols from Λ each of length
Moreover we will consider rectangles R w 1 , R w 2 , . . . , R w k which satisfy the following property:
Construction of such words with property (P) will be described in Section 5.2. For the remainder of this section, we assume that a collection of k words w 1 , . . . , w k with property (P) exists.
5.1. Escape rate computation. Let F (z) denote the generating function corresponds to the union of k = q m−n words with property (P) of length m as in Theorem 2.19. Then we have
where a(z) is the sum of entries of M −1 where M = z m−1 Id k×k . Hence
Similarly for a single word w of length n, the generating function G(z) is given by
where (ww) z denote the autocorrelation of the word w.
Comparing the coefficients of z i for each i ∈ Z, we get the recursive relation
Similarly let G(z) = ∞ i=0 g i z −i and (ww) z = z n−1 + α 2 z n−2 + · · · + α n where α 1 , α 2 . . . α n are either 0 or 1. Then equating
and comparing the coefficients, we get the following recursive relation
When w has the least correlation, that means (ww) z = z n−1 , then we get the recursive relation,
As illustrated in Method 1 of Section 4, we consider f h = r h and hence the characteristic polynomial for the generating function F (z) becomes r m − qr m−1 + k = 0. Similarly for G(z), characteristic polynomial will be r n − qr n−1 + 1 = 0. Hence generally, for m ≥ n, the characteristic polynomial for the generating function is given by
. . , µ m are the m roots of p m (counting multiplicity), then for
, for some appropriate constants c 1 , . . . , c m which are computed using the initial conditions in the recurrence relation.
Theorem 5.1. For n ≥ 2 and m < (n − 1) + (n − 1) log(q − 1) log(q) − log(q − 1) , the polynomial p m,n has a simple positive real root µ m,n and all the other roots have modulus less than µ m,n .
Proof. Set M n = n + (n − 1) log(q − 1) log(q) − log(q − 1) . Using Descartes' rules of sign, we can count the number of positive and negative real zeros that p m,n has. It is easy to see that p m,n has either none or 2 positive real roots and 1 negative real root (if m is odd) and no negative real root. Note that for m < M n ,
hence p m,n has two positive real roots, one in the interval (0, q −1) and other in the interval (q − 1, q).
Hence p m,n has a negative real root in the interval (−(q − 1), 0). Let µ m,n be the unique positive real root lying in the interval (q − 1, q). We claim that all the other roots of p m,n have modulus less than µ m,n . We now show that for all m < M n − 1, we have µ m+1,n < µ m,n (since m + 1 < M n , µ m+1,n ∈ (q − 1, q) exists). For this note that p m,n (µ m+1,n ) < 0 and hence µ m,n ∈ (µ m+1,n , q). Also µ m,n = µ m+1,n , since if they were equal then p m+1,n (µ m,n ) = p m,n (µ m,n ) = 0 implies µ m,n = 1 < q − 1, which is not true.
To this end, we will show that there exists exactly m − 1 roots of p m,n (counting multiplicity) inside the ball of radius µ m+1,n , which implies that µ m,n is the positive real root of p m,n with largest modulus. By Rouche's theorem, this happens if q(µ m+1,n ) m−1 > (µ m+1,n ) m + k. Since µ m+1,n is a root of p m+1,n , (µ m+1,n ) m+1 − q(µ m+1,n ) m + qk = 0. Hence
which is true since µ m+1,n < q.
Remark 5.2. Note that from the above theorem, p m,n has a positive real root µ 1 = µ m,n such that all the other roots of p m,n has modulus less than µ 1 . Let ρ m,n denote the escape rate of union of k = q m−n words of length m. Then
Next we state that for a fixed n, as m increases, the escape rate increases, the proof of which is immediate from the above theorem and remark.
Theorem 5.3. Fix n ≥ 1 and let n ≤ m < (n − 1) + (n − 1) log(q − 1) log(q) − log(q − 1) .
If ρ m,n denotes the escape rate corresponding to the collection of k = q m−n words of length m with property (P), then ρ m,n < ρ m+1,n .
Remarks 5.4. 1) When m = n, the hole is a rectangle which corresponds to only one word with least autocorrelation. The escape rate increases as the number of rectangles in the union collection increases. As the number of rectangles increases, the measure of each rectangle decreases.
2) In [4] , it was shown that if u, w are two words of the same length, then (uu) z > (ww) z implies ρ(R w ) > ρ(R u ). Hence when we start with a single word, we need not start with a word with least autocorrelation. That is, let u be any word of length n (with arbitrary autocorrelation) and for m ≥ n, u 1 , u 2 , . . . , u m be a collection of m words with property (P), then
5.2. Construction of words with property (P). Consider Λ = {0, 1, . . . , q− 1} as before. We will now construct k = q m−n words of length m with symbols from Λ which have property (P), that is, each of which have autocorrelation z m−1 and whose cross-correlations are zero. We will see for which values for m will #S ≥ k. This happens if
which appeared in Theorem 5.1. Let u = u 1 u 2 . . . u m be any word of length m, which is not in S. Then either u m = q − 1 or there exists p ∈ {1, 2, . . . m − 1} such that u p = q − 1. First situation cannot happen since otherwise the cross-correlation of u with the word v = u m 0 . . . 0(q − 1) ∈ S, i.e., (uv) z is non-zero. Now let p be the first position where u p = q − 1. Then v = 00 . . . 0u 1 u 2 . . . u p ∈ S and (vu) z is non-zero. Hence this collection S is maximal in the sense that if one more word u of length m with least autocorrelation is added to S, then there exists a word in S whose cross-correlation with u is non-zero.
Construction 2:
We can generalize Construction 1 as follows: Choose 1 ≤ l < q − 1 and l different symbols, say i 1 , i 2 , . . . , i l from Λ. Consider the collection S = {wi r | w is a word that does not contain i 1 , i 2 , . . . , i l , 1 ≤ r ≤ l}.
Note that the first construction described is when l = 1 and i 1 = q −1 (there was nothing special about q − 1 in Construction 1, we could have chosen any other symbol). Also #S = l(q − l) m−1 . Moreover S corresponds to the union v∈S R v of l(q − l) m−1 rectangles each of measure 1 q m . For S to have 
Remark 5.5. 1) When m > q, the number of words in Construction 2 (that is, l(q − l) m− ) is less than the number of words in Construction 1, which is (q − 1) m−1 .
2) For n ≥ 2, it can be proved that the upper bound for m obtained (as a function of ) is maximum when = 1. Note that #S = (q− ) m−r r . Moreover S corresponds to the union v∈S R v of (q − ) m−r r rectangles each of measure 1 q m . For S to have at least k elements, m should satisfy the following upper bound m ≤ n + (n − r) log(q − ) + r log log(q) − log(q − ) .
Remark 5.6. Construction 1 is a special case of Construction 3 when r = 1 and = 1. Also Construction 2 is a special case of Construction 3 when r = 1. Further Construction 1 is a special case of Construction 2 when = 1.
Taking q = 6 and fixing r = 1 in Construction 3 and thus looking at Constructions 1 and 2, we get Table 3 showing the largest value for m obtained for different values of n and . Note that Construction 1 (l = 1) gives largest set S except when n = 1.
Another example: Subshift of finite type
From Section 3, we considered the map T M,N , which is the product of Markov expanding maps T M and T N . The transition matrix A of T M,N is given as A i,j = 1 for every 0 ≤ i, j ≤ M N − 1. In this section we consider the Markov expanding maps whose transition matrix is non-trivial. Let I be a closed unit interval and let f : I → I be a Markov expanding map with the topological transition matrix A. Consider the finite collection F 1 = {ij|A i,j = 0}. Let Σ F 1 denote the collection of all sequences in Σ + N which do not contain the words in the finite collection F 1 , that is the set of all admissible sequences given by the matrix A. The collection Σ F 1 is called a one-sided subshift of finite type. Let the hole H ⊂ I corresponds to a collection of forbidden words F 2 . Without loss of generality assume that both collections F 1 and F 2 are reduced and all words in both collections are of same length, m ≥ 2 say (note that words in F 1 are of length 2 which can be written as union of words of length m ≥ 2). Further we can assume that F 1 ∩ F 2 = ∅. Let g(k) be the number of words of length k which appear in sequences in Σ F 1 , which is same as the number of words of length k which appear in sequences in Σ + N which do not contain the words in F 1 . Let µ be the probability measure on I andμ be the probability measure on Σ F 1 induced by the conjugacy map π : Σ F 1 → I defined as in Remark 2.10. For a fixed k, consider all possible words w 1 , w 2 , . . . , w g(k) of length k which do not contain the words in F 1 . Note that each set
is disjoint and has equal measure. Since their union is Σ F 1 whose total measure is 1, the measureμ(
Let f (k) be the number of words of length k which appear in sequences in Σ F 1 which do not contain the words in F 2 , which is same as the number of words of length k which appear in sequences in Σ + N which do not contain the words in F 1 ∪ F 2 . The set I \ Ω k (H) corresponds to the sequences in Σ F 1 that do not contain the words in F 2 in its first k + m positions which is the union of subsets each of which consists of sequences in Σ F 1 that start with a word of length k + m that do not contain words in F 2 . There are f (k + m) many such subsets with equal measure 
Concluding Remarks
In this paper, we have shown that the escape rate into holes with same measure can be different. When the system is conjugate to a shift space and the hole corresponds to a set of words, the escape rate depends on the correlations of these forbidden words. We exploit the relationship between conjugacy of individual expansive Markov maps with subshift of finite type and the conjugacy between product of these maps and subshift of finite type (Theorem 2.12). We have presented examples of product of expansive Markov maps, specifically product of M -expanding and N -expanding transformations in Sections 3, 4, and 5. In this case, their product is conjugate to shift on M N symbols. In Section 6, we have presented an example to illustrate a general situation where product of expansive Markov maps could be conjugate to a subshift of finite type (perhaps not a full shift). Several questions can be asked in this framework. What are the other (dynamical) factors that influence the escape rate into the hole other than size (length and number of the forbidden words) and position of the hole (correlations between forbidden words)? How to obtain the escape rate for an arbitrary hole in the torus which can be written as a limit of union of basic rectangles of the type R i,j,m,n (as the rectangles of this type form a sufficient semi-ring)? Characterize the holes in the torus such that the Hausdorff dimension of the survival set W = {x ∈ I k | T n x / ∈ H, for all n ≥ 0} is non-zero? If p 0 is the initial probability measure on the state space X and W n be the complement of Ω n for the hole H ⊆ X, then at what rate does p 0 (W n ) decay? (note that W n+1 ⊆ W n .) One could attempt to prove general results to compare the escape rate of holes for the maps that are conjugate to the subshift of finite type? A combinatorial question, independent of the dynamics, could be the following: what is the largest number of words of length m (fixed) with property (P) that can be constructed? Also, we noted that for m > q, the collection in Construction 1 is larger than the collection in Construction 2. Another combinatorial question is whether Construction 1 is optimal. That is, does there exist a collection of (q − 1) m−1 + 1 words of length m(> q) with property (P). Of course, as described, the collection in Construction 1 cannot be expanded.
