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THEORY OF Hp-SPACES FOR CONTINUOUS FILTRATIONS IN VON
NEUMANN ALGEBRAS
by
Marius Junge† & Mathilde Perrin⋆
Abstract. — We introduce Hardy spaces for martingales with respect to continuous filtration
for von Neumann algebras. In particular we prove the analogues of the Burkholder/Gundy and
Burkholder/Rosenthal inequalities in this setting. The usual arguments using stopping times in the
commutative case are replaced by tools from noncommutative function theory and allow us to obtain
the analogue of the Feffermann-Stein duality and prove a noncommutative Davis decomposition.
Re´sume´ (The´orie des espaces Hp pour des filtrations continues dans des alge`bres de von
Neumann)
Nous introduisons des espaces de Hardy pour des martingales relatives a` des filtrations continues
d’alge`bres de von Neumann. En particulier, nous de´montrons les ine´galite´s de Burkholder/Gundy et
de Burkholder/Rosenthal dans ce cadre. Les arguments usuels base´s sur des temps d’arreˆt dans le
cas commutatif sont remplace´s par des outils de la the´orie des fonctions non commutatives, qui nous
permettent d’obtenir l’analogue de la dualite´ de Fefferman-Stein et de prouver une de´composition de
Davis non commutative.
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Introduction
The theory of stochastic integrals and martingales with continuous time is a well-known theory
with many applications. Quantum stochastic calculus is also well developed with applications
reaching into fields such as quantum optics. In the setting of von Neumann algebras, many classical
martingale inequalities have been reformulated for noncommutative martingales with respect to
discrete filtrations, see e.g. [40, 27, 21, 30]. The aim of this paper is to study martingales with
respect to continuous filtrations in von Neumann algebras. Our long term goal is to develop a
satisfactory theory for semimartingales, including the convergence of the stochastic integrals. In
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the noncommutative setting, we cannot construct the stochastic integrals pathwise as in [9]. It is
unimaginable to consider the path of a process of operators in a von Neumann algebra. However, it
is well-known that in the classical case, the convergence of the stochastic integrals is closely related
to the existence of the quadratic variation bracket [·, ·] via the formula
XtYt =
∫ t
Xs−dYs +
∫ t
Ys−dXs + [X,Y ]t.
Here the quadratic variation bracket can be characterized as the limit in probability of the following
dyadic square functions
[X,Y ]t = X0Y0 + lim
n→∞
2n−1∑
k=0
(Xt k+12n
−Xt k2n )(Yt k+12n − Yt k2n ).
Hence we will first study this quadratic variation bracket in the setting of von Neumann algebras,
and then deal with stochastic integrals in a forthcoming paper based on the theory developed here.
More precisely, we will focus on the Lp/2-norm of this bracket by considering the Hardy spaces Hp
defined in the classical case by the norm
‖x‖Hp = ‖[x, x]‖1/2p/2.
This paper develops a theory of the Hardy spaces of noncommutative martingales with respect to
a continuous filtration. One fundamental application is an interpolation theory for these noncom-
mutative function spaces which has already found applications in the theory of semigroups (see
e.g. [22]).
Let us consider a von Neumann algebra M. For simplicity, we assume that M is finite and
equipped with a normal faithful normalized trace τ . Fortunately, the theory of noncommutative
Hp-spaces is now very well understood in the discrete setting, i.e., when dealing with an increasing
sequence (Mn)n≥0 of von Neumann subalgebras of M, whose union is weak∗-dense in M. We
consider the associated conditional expectations En :M→Mn. In the noncommutative setting it
is well-known that we always encounter two different objects, the row and column versions of the
Hardy spaces:
‖x‖Hcp =
∥∥∥(∑
n
|dn(x)|2
)1/2∥∥∥
p
and ‖x‖Hrp =
∥∥∥(∑
n
|dn(x∗)|2
)1/2∥∥∥
p
,
where dn(x) = En(x)−En−1(x). Here ‖x‖p = (τ(|x|p))1/p refers to the norm in the noncommutative
Lp-space. The noncommutative Burkholder-Gundy inequalities from [40] say that
(0.1) Lp(M) = Hp with equivalent norms for 1 < p <∞,
where the Hp-space is defined by
Hp =
{
Hcp +H
r
p for 1 ≤ p < 2
Hcp ∩Hrp for 2 ≤ p <∞
.
Following the commutative theory, we should expect to define the bracket [x, x] for a martingale x
and then define
‖x‖Ĥcp = ‖[x, x]‖
1/2
p/2 and ‖x‖Ĥrp = ‖[x
∗, x∗]‖1/2p/2.
Armed with the definition we may then attempt to prove (0.1) for a continuous filtration (Mt)t≥0.
For simplicity, we assume that the continuous parameter set is given by the interval [0, 1]. We
define a candidate for the noncommutative bracket following a nonstandard analysis approach.
For a finite partition σ = {0 = t0 < t1 < · · · < tn = 1} of the interval [0, 1] and x ∈ M, we consider
the finite bracket
[x, x]σ =
∑
t∈σ
|dσt (x)|2,
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where dσt (x) = Et(x)− Et−(σ)(x). Then for p > 2, (0.1) gives an a-priori bound
‖[x, x]σ]‖1/2p/2 ≤ αp‖x‖p. Hence, for a fixed ultrafilter U refining the general net of finite partitions
of [0, 1], we may simply define
[x, x]U = w-Lp/2- lim
σ,U
[x, x]σ .
In fact, in nonstandard analysis, the weak-limit corresponds to the standard part and is known
to coincide with the classical definition of the bracket for commutative martingales. However, the
norm is only lower semi-continuous with respect to the weak topology and we should not expect
Burkholder/Gundy inequalities for continuous filtrations to be a simple consequence of the discrete
theory of Hp-spaces. Yet, using the crucial observation that the Lp/2-norms of the discrete brackets
[x, x]σ are monotonous up to a constant, we may show the following result.
Theorem 0.1. — Let 1 ≤ p <∞ and x ∈M. Then
‖[x, x]U‖p/2 ≃ lim
σ,U
‖[x, x]σ‖p/2 ≃
{
supσ ‖[x, x]σ‖p/2 for 1 ≤ p < 2
infσ ‖[x, x]σ‖p/2 for 2 ≤ p <∞ .
In particular, this implies that the Lp/2-norm of the bracket [x, x]U does not depend on the
choice of the ultrafilter U , up to equivalent norm. We will discuss the independence of the bracket
[x, x]U itself from the choice of U in a forthcoming paper. Hence for 1 ≤ p < ∞ and x ∈ M we
define the norms
‖x‖Ĥcp = ‖[x, x]U‖
1/2
p/2 and ‖x‖Hcp = limσ,U ‖[x, x]σ‖
1/2
p/2 = limσ,U
‖x‖Hcp(σ).
We denote by Ĥcp and Hcp respectively the corresponding completions. Using Theorem 0.1 we may
show that actually
(0.2) Ĥcp = Hcp with equivalent norms for 1 ≤ p <∞.
Hence this defines a good candidate for the Hardy space of noncommutative martingales with
respect to the continuous filtration (Mt)0≤t≤1. We now want to establish for this space the
analogues of many well-known results in the discrete setting. For doing this, we will use the
definition of the space Hcp, which will be more practical to work with. In particular, we may embed
Hcp into some ultraproduct space, which has an Lp-module structure and a p-equiintegrability
property. This allows us to consider Hcp as an intermediate space of operators between L2(M) and
Lp(M). Then, by complementation, we can show the following duality result.
Theorem 0.2. — Let 1 < p <∞ and 1p + 1p′ = 1. Then
(Hcp)∗ = Hcp′ with equivalent norms.
Note that throughout this paper, following [40] we will consider the anti-linear duality, given
by the duality bracket (x|y) = τ(x∗y). Since no confusion is possible, we will denote it by (Hcp)∗.
With this convention, the dual space of a column space is still a column space. For p = 1, we also
establish the analogue of the Fefferman-Stein duality in this setting:
(Hc1)∗ = BMOc with equivalent norms.
We have to be careful when defining the space BMOc. A naive candidate for the BMOc norm is
given by
‖x‖
B˜MOc
= lim
σ,U
‖x‖BMOc(σ), where ‖x‖BMOc(σ) = sup
t∈σ
‖Et(|x− xt− |2)‖1/2∞ .
However, here our restriction to finite partitions (instead of random partitions in the classical case)
is restrictive. Indeed, if one of the ‖x‖BMOc(σ)’s is finite, then x is already in M. Definitively, we
expect BMOc to be larger than M. We will therefore say that an element x ∈ L2(M) belongs to
the unit ball of BMOc if it can be approximated in L2-norm by elements of the form
w-L2- lim
σ,U
xσ with lim
σ,U
‖xσ‖BMOc(σ) ≤ 1.
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This definition gives the expected interpolation result
Hcp = [BMOc,Hc1]1/p with equivalent norms for 1 < p <∞.
We may define the Hardy space Hp as in the discrete setting by considering the sum of the
column and row Hardy spaces in Lp(M) for 1 < p < 2, and their intersection in L2(M) for
2 ≤ p < ∞. The continuous analogue of (0.1) is then obtained by taking the weak limit of the
discrete decompositions for 1 < p < 2. However, the usual duality argument used to deduce the case
2 < p <∞ may not be directly applied in this case. We first need to extend a stronger Burkholder-
Gundy decomposition introduced by Randrianantoanina to the continuous setting. More precisely,
we need a Burkholder-Gundy decomposition with a simultaneous control of Hp and L2 norms. This
is one of the delicate and key points of this paper. In fact, such decompositions with simultaneous
control of norms turn out to be essential when dealing with duality in the continuous setting. In
particular, this was one of the motivations of the recent paper [47]. In this paper, we introduce
another version of a sum, the ⊞-sum of two spaces, which is obtained as the completion of a normed
space equipped with a quotient norm. In classical probability, stopping time arguments allow to
show that there is no “virtual kernel” when trying to embed this abstract space in L1. However,
in functional analysis and in particular through Grothendieck’s formulation of the approximation
property, we know that hard analysis may be required to decide whether for such completions the
kernel is automatically trivial. The same remains true in our situation, and we have to rely on
Randrianantoanina’s work to control these kernels in some cases. We show that for the Hardy
space Hp we may use either the new ⊞-sum or the usual sum in the definition, and we deduce the
continuous analogue of (0.1)
Theorem 0.3. — Let 1 < p <∞. Then
Lp(M) = Hp with equivalent norms.
We are also interested in the conditioned Hardy spaces hp, defined in the discrete setting by the
norms
‖x‖hcp =
∥∥∥(∑
n
En−1|dn(x)|2
)1/2∥∥∥
p
, ‖x‖hrp = ‖x∗‖hcp and ‖x‖hdp =
(∑
n
‖dn(x)‖pp
)1/p
.
Then the noncommutative Burkholder inequalities proved in [27] state that
(0.3) Lp(M) = hp with equivalent norms for 1 < p <∞,
where the hp-space is defined by
hp =
{
hdp + h
c
p + h
r
p for 1 ≤ p < 2
hdp ∩ hcp ∩ hrp for 2 ≤ p <∞
.
A column version of these inequalities, which also holds true for p = 1, have been discovered
independently in [22] and [37]:
(0.4) Hcp =
{
hdp + h
c
p for 1 ≤ p < 2
hdp ∩ hcp for 2 ≤ p <∞
.
In the commutative theory the decomposition for 1 ≤ p < 2 corresponds to a version of the Davis
decomposition into jump part and conditioned square function. In the conditioned case, we still
have a crucial monotonicity property, and considering the conditioned bracket
〈x, x〉σ =
∑
t∈σ
Et−(σ)|dσt (x)|2
for a finite partition σ, we define the conditioned Hardy spaces ĥcp and h
c
p of noncommutative
martingales with respect to the filtration (Mt)0≤t≤1. Then we may adapt the theory developed
for the Hcp-spaces to ĥcp and hcp and obtain that
(0.5) ĥcp = h
c
p with equivalent norms for 1 ≤ p <∞.
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Sometimes we have to resort the theory of noncommutative functions spaces, in particular Lp-
modules over finite von Neumann algebras for comparing different candidates for the hp-norms.
Indeed, in (0.5) the construction is based on free amalgamated products and use the free analogue of
Rosenthal inequalities. This complementation result implies the conditioned analogue of Theorem
0.2 and injectivity results for 1 < p < ∞. At the time of this writing we do not know if the
injectivity result still holds true for p = 1, i.e., if hc1 embeds into L1(M). We will need to consider
the corresponding subspace of L1(M), denoted by Lhc1. Note that in this case the space bmoc is
easier to describe. It is defined as the set of operators x ∈ L2(M) such that
sup
0≤t≤1
‖Et|x− xt|2‖∞ <∞.
We also prove the expected interpolation result. To obtain the continuous analogue of the decom-
positions (0.3) and (0.4) for 1 < p < 2 and 1 ≤ p < 2 respectively, we need to introduce another
diagonal space h1cp ⊂ hdp, which yields a stronger Davis decomposition, closer to the classical one.
Then we deduce the continuous analogues of (0.3) and (0.4) for 2 ≤ p < ∞ by a dual approach.
Unfortunately, we cannot directly describe the dual space of our continuous analogue of the diago-
nal space hdp. We introduce a variant of the Davis decomposition for 1 < p < 2 with simultaneous
control of hp and L2 norms, based on a deep result of Randrianantoanina. Here we use again the
⊞-sum and we need to show that the kernel is trivial in this situation. As a payoff, we find a nice
description of the space H1, and the continuity of the maps defined on it can be checked on atoms.
For open problems in this direction we refer to the appendix. We obtain that for the conditioned
Hardy spaces, the two sums coincide. Moreover, it is very easy to see that in the Davis decompo-
sition we may replace the diagonal space hdp by a larger, L2-regularized space K
d
p = h
d
p + L2(M).
That leads to a satisfactory description of the duality for the conditioned Hardy space
hp =
{
h
d
p + h
c
p + h
r
p for 1 < p < 2
Jdp ∩ hcp ∩ hrp for 2 ≤ p <∞
,
where Jdp denotes the dual space of K
d
p′ . We obtain the continuous analogue of (0.4) and (0.3)
respectively:
Theorem 0.4. — Let 1 ≤ p <∞. Then
(i) Hcp =

h
d
1 + Lh
c
1 for p = 1
h
d
p + h
c
p for 1 < p < 2
Jdp ∩ hcp for 2 ≤ p <∞
with equivalent norms.
(ii) For 1 < p <∞,
Lp(M) = hp with equivalent norms.
By approximation, we deduce a new characterization of BMOc.
Theorem 0.5. — Let 1 < p <∞. Then
Lp(M) = [BMO,H1] 1
p
with equivalent norms.
The paper is organized as follows. In Section 1 we recall some necessary preliminaries on ultra-
product of Banach spaces in general, and on ultraproduct of von Neumann algebras in particular.
We also discuss the finite case, and give some background on Lp-modules and free Rosenthal
inequalities. The main part of this paper is developed in Section 2, where we define the Hardy
spaces Ĥcp and Hcp of noncommutative martingales with respect to a continuous filtration and prove
Theorem 0.1 and (0.2). We also transfer injectivity, complementation, duality and interpolation
results from the discrete setting to this case. The continuous analogue of the noncommutative
Burkholder-Gundy inequalities (Theorem 0.3) is proved in Section 3, where we introduce a variant
way of considering the sum of two Banach spaces. In our setting this corresponds in some sense
to focus on the decomposition at the level of L2(M), and with the help of Randrianantoanina’s
results we extend our continuous Burkholder-Gundy decomposition to this stronger sum. Section 4
is devoted to the study of the conditioned Hardy spaces hcp. The Davis and Burkholder-Rosenthal
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inequalities are presented in Section 5, in which the diagonal spaces hdp, h
1c
p ,K
d
p and J
d
p′ for 1 ≤ p < 2
are defined. At the beginning of each section, we recall the discrete results that we want to refor-
mulate in the continuous setting, and add some details on the discrete proofs. At the end of this
paper, some open problems are collected in the Appendix.
Throughout this paper, the notation ap ≃ bp means that there exist two positive constants c
and C such that
c ≤ ap
bp
≤ C.
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1. Preliminaries
1.1. Noncommutative Lp-spaces and martingales with respect to continuous filtra-
tions. — We use standard notation in operator algebras. We refer to [31, 54] for background on
von Neumann algebra theory, to the survey [41] for details on noncommutative Lp-spaces, and to
[14, 56] in particular for the Haagerup noncommutative Lp-spaces. In the sequel, even if we will
define some Lp-spaces in the type III case, we will mainly work with noncommutative Lp-spaces
associated to semifinite von Neumann algebras. Let us briefly recall this construction. LetM be a
semifinite von Neumann algebra equipped with a normal faithful semifinite trace τ . For 0 < p ≤ ∞,
we denote by Lp(M, τ) or simply Lp(M) the noncommutative Lp-space associated with (M, τ).
Note that if p =∞, Lp(M) is justM itself with the operator norm; also recall that for 0 < p <∞
the (quasi) norm on Lp(M) is defined by
‖x‖p = (τ(|x|p))1/p, x ∈ Lp(M)
where |x| = (x∗x)1/2 is the usual modulus of x.
Following [40], for 1 ≤ p <∞ and a finite sequence a = (an)n≥0 in Lp(M) we set
‖a‖Lp(M;ℓc2) =
∥∥∥(∑
n≥0
|an|2
)1/2∥∥∥
p
and ‖a‖Lp(M;ℓr2) = ‖a∗‖Lp(M;ℓc2).
Then ‖ · ‖Lp(M;ℓc2) (resp. ‖ · ‖Lp(M;ℓr2)) defines a norm on the family of finite sequences of Lp(M).
The corresponding completion is a Banach space, denoted by Lp(M; ℓc2) (resp. Lp(M; ℓr2)). For
p = ∞, we define L∞(M; ℓc2) (respectively L∞(M; ℓr2)) as the Banach space of the sequences in
L∞(M) such that
∑
n≥0 x
∗
nxn (respectively
∑
n≥0 xnx
∗
n) converges for the weak-operator topology.
These spaces will be denoted by Lp(M; ℓc2(I)) and Lp(M; ℓr2(I)) when the considered sequences
are indexed by I.
Let (Mt)t≥0 be an increasing family of von Neumann subalgebras of M whose union is weak∗-
dense in M. Moreover, we assume that for all t ≥ 0 there exist normal faithful conditional
expectations Et : M → Mt. Throughout this paper, we assume that the filtration (Mt)t≥0 is
right continuous, i.e., Mt =
⋂
s>tMs for all t ≥ 0. A family x = (xt)t≥0 in L1(M) is called a
noncommutative martingale with respect to (Mt)t≥0 if
Es(xt) = xs, ∀0 ≤ s ≤ t.
If in addition all xt’s are in Lp(M) for some 1 ≤ p ≤ ∞, then x is called an Lp-martingale. In this
case we set
‖x‖p = sup
t≥0
‖xt‖p.
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If ‖x‖p <∞, we say that x is a bounded Lp-martingale.
Let x = (xt)t≥0 be a noncommutative martingale with respect to (Mt)t≥0. We say that x is a
finite martingale if there exists a finite time T ≥ 0 such that xt = xT for all t ≥ T . In this paper,
we will only consider finite martingales on [0, 1], i.e., T = 1. In this case, for a finite partition
σ = {0 = t0 < t1 < t2 < · · · < tn = 1} of [0, 1] we denote t+(σ) = tj+1 the successor of t = tj and
t−(σ) = tj−1 its predecessor, and for t ≥ 0 we define
dσt (x) =
{
xt − xt−(σ) for t > 0
x0 for t = 0
.
In the sequel, for any operator x ∈ L1(M) we denote xt = Et(x) for all t ≥ 0.
1.2. Ultraproduct techniques. —
1.2.1. Ultraproduct of Banach spaces. — Our approach will be mainly based on ultraproduct
constructions. Let us first recall the definition and some well-known results on the ultraproducts
of Banach spaces. Let U be an ultrafilter on a directed set I. They are fixed throughout all this
subsection. Recall that U is a collection of subsets of I such that
(i) ∅ /∈ U ;
(ii) If A,B ⊂ I such that A ⊂ B and A ∈ U , then B ∈ U ;
(iii) If A,B ∈ U then A ∩B ∈ U ;
(iv) If A ⊂ I, then either A ∈ U or I \A ∈ U .
Let X be a normed vector space. For a family (xi)i∈I indexed by I in X , we say that x = limi,U xi
is the limit of the xi’s along the ultrafilter U if
{i ∈ I : ‖x− xi‖ < ε} ∈ U for all ε > 0.
Recall that this limit always exists whenever the family (xi)i∈I is in a compact space. If X is a
dual space, then its unit ball is weak∗-compact, and any bounded family in X admits a weak∗-limit
along the ultrafilter U . If X is reflexive, since the weak-topology coincide with the weak∗-topology,
we deduce that any bounded family in X admits a weak-limit along the ultrafilter U .
We now turn to the ultraproduct construction. Let us start with the ultraproduct of a family
(Xi)i∈I of Banach spaces. Let ℓ∞({Xi : i ∈ I}) be the space of bounded families (xi)i∈I ∈
∏
iXi
equipped with the supremum norm. We define the ultraproduct
∏
U Xi, also denoted by
∏
iXi/U ,
as the quotient space ℓ∞({Xi : i ∈ I})/NU , whereNU denotes the (closed) subspace of U-vanishing
families, i.e.,
NU = {(xi)i∈I ∈ ℓ∞({Xi : i ∈ I}) : lim
i,U
‖xi‖Xi = 0}.
We will denote by (xi)
• the element of
∏
U Xi represented by the family (xi)i∈I . Recall that the
quotient norm is simply given by
‖(xi)•‖ = lim
i,U
‖xi‖Xi .
If Xi = X for all i, then we denote by ℓ∞(I;X) the space of bounded X-valued families and by∏
U X the quotient space ℓ∞(I;X)/NU , called ultrapower in this case. We refer to [16, 52] for
basic facts about ultraproducts of Banach spaces. If (Xi)i∈I , (Yi)i∈I are two families of Banach
spaces and Ti : Xi → Yi are linear operators uniformly bounded in i ∈ I, we can define canonically
the ultraproduct map TU = (Ti)
• as
TU :
{ ∏
U Xi −→
∏
U Yi
(xi)
• 7−→ (Tixi)• .
In the sequel we will often use the following useful fact without any further reference.
Lemma 1.1. — Let (Xi)i∈I be a family of Banach spaces and let x = (xi)
• ∈∏U Xi be such that
‖x‖∏
U
Xi = limi,U ‖xi‖Xi < 1. Then there exists a family (x˜i)i∈I ∈ ℓ∞({Xi : i ∈ I}) such that
x = (x˜i)
• and ‖x˜i‖Xi < 1, ∀i ∈ I.
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Proof. — Setting
x˜i =
{
xi if ‖xi‖Xi < 1
0 otherwise
,
we get a family verifying ‖x˜i‖Xi < 1 for all i ∈ I. Moreover, by the definition of the limit along
the ultrafilter U , we have limi,U ‖xi − x˜i‖Xi = 0. Indeed, if we denote ℓ = limi,U ‖xi‖Xi < 1, then
for any δ > 0 we have
Aδ = {i ∈ I : |ℓ− ‖xi‖Xi | < δ} ∈ U .
Observe that for δ = 1−ℓ2 > 0, each i ∈ Aδ satisfies ‖xi‖Xi < ℓ+ δ = 1+ℓ2 < 1. Hence for all ε > 0,
the condition (ii) in the definition of an ultrafilter implies
A 1−ℓ
2
⊂ {i ∈ I : ‖xi‖Xi < 1} ⊂ {i ∈ I : ‖xi − x˜i‖Xi < ε} ∈ U .
This shows that (xi)
• = (x˜i)
• and ends the proof.
We will need to study the dual space of an ultraproduct. For a family of Banach spaces (Xi)i∈I ,
there is a canonical isometric embedding J of
∏
U X
∗
i into
(∏
U Xi
)∗
defined by
(Jx∗|x) = lim
i,U
(x∗i |xi)
for x∗ = (x∗i )
• ∈ ∏U X∗i and x = (xi)• ∈ ∏U Xi. Hence we may identify ∏U X∗i with a subspace
of
(∏
U Xi
)∗
. These two spaces coincide in the following case.
Lemma 1.2 ([17]). — Let (Xi)i∈I be a family of Banach spaces. Then
(∏
U Xi
)∗
=
∏
U X
∗
i if
and only if
∏
U Xi is reflexive.
Even in the non reflexive case, the subspace
∏
U X
∗
i is “big” in
(∏
U Xi
)∗
in the sense of the
following Lemma. This is also a well-known fact of the theory of ultraproducts (see [52], Section
11), we include a proof for the convenience of the reader.
Lemma 1.3. — Let (Xi)i∈I be a family of Banach spaces. Then the unit ball of
∏
U X
∗
i is weak
∗-
dense in the unit ball of
(∏
U Xi
)∗
.
Proof. — We first prove that for two normed vector spaces X and Y such that Y is a norming
subspace of X∗, the unit ball of Y is weak∗-dense in the unit ball of X∗. Suppose that BY is not
weak∗-dense in BX∗ , then by the Hahn-Banach Theorem there exist x
∗ ∈ BX∗ and x ∈ X such
that |(x∗|x)| = 1 and for all y ∈ BY , |(y|x)| < δ, 0 < δ < 1. Since Y is a norming subspace of X∗
we have
‖x‖X = sup
y∈BY
|(y|x)| < δ.
Then
1 = |(x∗|x)| ≤ ‖x∗‖X∗‖x‖X < δ,
which contradicts δ < 1. It remains to apply this general result to X =
∏
U Xi and Y =
∏
U X
∗
i .
It suffices to see that
∏
U X
∗
i is a norming subspace of
(∏
U Xi
)∗
. Let x = (xi)
• ∈ ∏U Xi. For
each i ∈ I, there exists z∗i ∈ BX∗i such that ‖xi‖Xi = |(z∗i |xi)|. Multiplying by a complex number
of modulus 1, we can assume that ‖xi‖Xi = (z∗i |xi). Thus
‖x‖∏
U
Xi = lim
i,U
‖xi‖Xi = lim
i,U
(z∗i |xi)
≤ sup
y∗=(y∗i )
•∈B∏
U X
∗
i
| lim
i,U
(y∗i |xi)| = sup
y∗∈B∏
U X
∗
i
|(y∗|x)|.
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1.2.2. Ultraproduct of von Neumann algebras : the general case. — We now consider the ultraprod-
uct construction for von Neumann algebras. For convenience we will simply consider ultrapowers,
but all the following discussion remains valid for ultraproducts. It is well-known that if A is a C∗-
algebra, then
∏
U A is still a C∗-algebra. On the other hand, the class of von Neumann algebras
is not closed under ultrapowers. However, according to Groh’s work [12], we know that the class
of the preduals of von Neumann algebras is closed under ultrapowers. Let M be a von Neumann
algebra. Then
∏
UM∗ is the predual of a von Neumann algebra denoted by
M˜U =
(∏
U
M∗
)∗
.
Moreover,
∏
UM identifies naturally to a weak∗-dense subalgebra of M˜U . As detailed in [48], we
can also see M˜U as the von Neumann algebra generated by
∏
UM in B(
∏
U H), where we have a
standard ∗-representation of M over the Hilbert space H. Following Raynaud’s work [48], for all
p > 0 we can construct an isometric isomorphism
Λp :
∏
U
Lp(M)→ Lp(M˜U),
which preserves the following structures
– conjugation: Λp((x
∗
i )
•) = Λp((xi)
•)∗,
– absolute values: Λp((|xi|)•) = |Λp((xi)•)|,
–
∏
UM-bimodule structure: Λp((ai)• · (xi)• · (bi)•) = (ai)• · Λp((xi)•) · (bi)•,
– external product: Λr((xi)
• · (yi)•) = Λp((xi)•) · Λq((yi)•) for 1r = 1p + 1q ,
for all (xi)
• ∈ ∏U Lp(M), (yi)• ∈ ∏U Lq(M) and (ai)•, (bi)• ∈ ∏UM. In the sequel we will
identify the spaces
∏
U Lp(M) and Lp(M˜U) without any further reference.
1.2.3. Ultraproduct of von Neumann algebras : the finite case. — We now discuss the finite situ-
ation. Let M be a finite von Neumann algebra equipped with a normal faithful normalized trace
τ . In this case the usual von Neumann algebra ultrapower is MU = ℓ∞(I;M)/IU , where
IU = {(xi)i∈I ∈ ℓ∞(I;M) : lim
i,U
τ(x∗i xi) = 0}.
According to Sakai ([51]),MU is a finite von Neumann algebra when equipped with the ultrapower
map of the trace τ , denoted by τU and defined by
τU ((xi)
•) = lim
i,U
τ(xi).
Note that this definition is compatible with IU , and defines a normal faithful normalized trace on
MU . We may identify MU as a dense subspace of L1(MU ) via the map x ∈ MU 7→ τU (x·) ∈
L1(MU). Then for x = (xi)• ∈ MU , we have ‖x‖1 = limi,U ‖xi‖1. Observe that this does not
depend on the representing family (xi) of x. Let us define the map
ι :
{
MU −→ L1(M˜U )
(xi)
• 7−→ (τ(xi·))• .
We see that this map is well-defined, and it is clear that ‖ι((xi)•)‖1 = limi,U ‖xi‖1. Hence by
density we can extend ι to an isometry from L1(MU ) into L1(M˜U). Since L1(MU) is stable under
M˜U actions, Theorem III.2.7 of [54] gives a central projection eU in M˜U such that L1(MU ) =
L1(M˜U)eU . We can see that eU is the support projection of the trace τU . In the sequel we will
identify MU as a subalgebra of M˜U , by considering MU = M˜UeU . More generally we have
(1.1) Lp(MU ) = Lp(M˜U )eU for all 0 < p ≤ ∞.
The subspace Lp(MU) can be characterized by using the notion of p-equiintegrability as follows.
Let us recall the definition of a p-equiintegrable subset of a noncommutative Lp-space introduced
in [54] for p = 1 and by Randrianantoanina in [43] for any p.
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Definition 1.4. — Let 0 < p <∞. A bounded subset K of Lp(M) is called p-equiintegrable if
lim
n→∞
sup
x∈K
‖enxen‖p = 0
for every decreasing sequences (en)n of projections of M which weak∗-converges to 0.
If p = 1, we say that K is uniformly integrable.
Recall that finite subsets of Lp(M) are p-equiintegrable. We will use the following characteri-
zation coming from [15, Corollary 2.7] in the case 1 ≤ p <∞, and [53, Lemma 1.3] for 0 < p < 1.
Lemma 1.5. — Let 0 < p < ∞ and (xi)i∈I be a bounded family in Lp(M). Then the following
assertions are equivalent.
(i) (xi)i∈I is p-equiintegrable;
(ii) lim
T→∞
sup
i
distLp(xi, TBM) = 0;
(iii) lim
T→∞
lim
i,U
‖xi1(|xi| > T )‖p = 0,
where for a ≥ 0, 1(a > T ) denotes the spectral projection of a corresponding to the interval (T,∞).
Observe that (1.1) implies that for 0 < p <∞ and x ∈ Lp(M˜U)
x ∈ Lp(MU)⇔ x = xeU .
Moreover, in the finite case, eU corresponds to the projection denoted by se in [49]. Hence Theorem
4.6 of [49] yields the following characterization of Lp(MU ).
Theorem 1.6. — Let 0 < p <∞ and x ∈ Lp(M˜U ). Then the following assertions are equivalent.
(i) x ∈ Lp(MU );
(ii) x admits a p-equiintegrable representing family (xi)i∈I .
For 0 < p < p˜ ≤ ∞, since M is finite we have a contractive inclusion Lp˜(M) ⊂ Lp(M). Let
us denote by Ip˜,p :
∏
U Lp˜(M) →
∏
U Lp(M) the contractive ultraproduct map of the componen-
twise inclusion maps. Note that although the componentwise inclusion maps are injective, the
ultraproduct map Ip˜,p is not. However, its restriction to Lp˜(MU ) is injective. Indeed, using the
weak∗-density of
∏
UM in M˜U , we see that Ip˜,p is bimodular under the action of M˜U . Hence, if
x ∈ Lp˜(M˜U ) satisfies x = xeU , then Ip˜,p(x) = Ip˜,p(xeU ) = Ip˜,p(x)eU ∈ Lp(MU ). This shows that
Ip˜,p : Lp˜(MU )→ Lp(MU). Moreover, since MU is finite, the map Ip˜,p coincides on Lp˜(MU ) with
the natural inclusion Lp˜(MU) ⊂ Lp(MU ).
We deduce from Theorem 1.6 the following description of the space Lp(MU ), viewed as a subspace
of Lp(M˜U ).
Lemma 1.7. — Let 0 < p <∞. Then
Lp(MU) =
⋃
p˜>p
Ip˜,p(Lp˜(M˜U ))
‖·‖
Lp(M˜U )
.
Proof. — Let us first show that Ip˜,p(Lp˜(M˜U )) ⊂ Lp(MU ) for p˜ > p. Let x = (xi)• ∈ Lp˜(M˜U ). By
Theorem 1.6, it suffices to prove that the family (xi)i∈I is p-equiintegrable. For T > 0 and each
i ∈ I we have
‖xi1(|xi| > T )‖p ≤ ‖xi|xi|
p˜
p−1T 1−
p˜
p ‖p ≤ T 1−
p˜
p ‖xi‖
p˜
p
p˜ .
Taking the limit along the ultrafilter U we obtain
lim
i,U
‖xi1(|xi| > T )‖p ≤ T 1−
p˜
p ‖x‖
p˜
p
Lp˜(M˜U )
.
Since 1 − p˜p < 0, this tends to 0 as T goes to ∞. We conclude that (xi)i∈I is p-equiintegrable by
using Lemma 1.5. Conversely, let x ∈ Lp(MU ). Since MU is finite, Lp˜(MU ) is dense in Lp(MU )
for all p˜ > p. Hence for all ε > 0 there exists y ∈ Lp˜(MU ) such that ‖x − y‖Lp(MU ) < ε. Since
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Lp(MU) is isometrically embedded into Lp(M˜U ) and y = Ip˜,p(y) ∈ Ip˜,p(Lp˜(M˜U )), this ends the
proof.
For p = 1, we can translate the notion of uniform integrability in terms of compactness as
follows.
Theorem 1.8 ([54]). — Let K be a bounded subset of the predual M∗ of M. Then the following
assertions are equivalent.
(i) K is uniformly integrable;
(ii) K is weakly relatively compact.
Let us consider
iU :
{
(M, τ) −→ (MU , τU )
x 7−→ (x)• .
Since iU is trace preserving, this yields an isometric embedding of L1(M) into L1(MU). Hence we
get natural inclusions
L1(M) ⊂ L1(MU) ⊂ L1(M˜U ),
where L1(M˜U ) represents the bounded families in L1(M), L1(MU ) corresponds to the weakly
converging families along U and L1(M) consists of the collection of the constants families.
We end this subsection with the introduction of a conditional expectation. We set
EU = (iU )∗ :MU →M.
Then EU is a normal faithful conditional expectation on MU . Since EU is trace preserving, for all
1 ≤ p ≤ ∞ we can extend EU to a contraction from Lp(MU ) onto Lp(M), still denoted by EU .
Moreover, for 1 < p ≤ ∞ and x = (xi)• ∈ Lp(MU ) we have
EU (x) = w∗-Lp- lim
i,U
xi.
Indeed, for y ∈ Lp′(M) and 1p + 1p′ = 1 we can write
(1.2) τ(EU (x)∗y) = τU (x∗iU(y)) = lim
i,U
τ(x∗i y).
Note that since in this case Lp(M) is a dual space, the weak∗-limit of the xi’s exists for any bounded
family (xi). Hence we may extend EU to Lp(M˜U) for 1 < p ≤ ∞. However this extension, still
denoted by EU in the sequel, is no longer faithful. For 1 < p < ∞, since Lp(M) is reflexive, the
weak∗-limit corresponds to the weak-limit. Recall that by Theorem 1.8, L1(MU) corresponds to
the weakly converging families. Thus (1.2) implies that for 1 ≤ p < ∞ and x = (xi)• ∈ Lp(MU )
we have
EU (x) = w-Lp- lim
i,U
xi.
1.3. Lp M-modules. — We will use the theory of Lp-modules introduced in [26]. This structure
will help us to prove duality and interpolation results for different Hp-spaces. We may say that
Lp-modules are Lp-versions of Hilbert W
∗-modules. Let M be a von Neumann algebra.
Definition 1.9. — Let 1 ≤ p < ∞. A right M-module X is called a right Lp M-module if it
has an Lp/2(M)-valued inner product, i.e. there is a sesquilinear map 〈·, ·〉 : X ×X → Lp/2(M),
conjugate linear in the first variable, such that for all x, y ∈ X and all a ∈M
(i) 〈x, x〉 ≥ 0, and 〈x, x〉 = 0⇔ x = 0,
(ii) 〈x, y〉∗ = 〈y, x〉,
(iii) 〈x, ya〉 = 〈x, y〉a,
and X is complete in the inherited (quasi)norm
‖x‖ = ‖〈x, x〉‖1/2p/2.
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We call X a right L∞ M-module if it has an L∞(M)-valued inner product and is complete with
respect to the strong operator topology, i.e. the topology arising from the seminorms
‖x‖ϕ = (ϕ(〈x, x〉))1/2 , ϕ ∈M+∗ .
The basic example of such a right Lp M-module is given by the column Lp-space Lp(M; ℓc2).
Here for a ∈ M and x = ∑n≥0 en,0 ⊗ xn, y = ∑n≥0 en,0 ⊗ yn ∈ Lp(M; ℓc2) we define the right
M-module action by
x · a =
∑
n≥0
en,0 ⊗ (xna).
Then we define the following Lp/2(M)-valued inner product
〈x, y〉Lp(M;ℓc2) =
∑
n≥0
x∗nyn ∈ Lp/2(M).
Let us highlight another important example of Lp-module introduced in [21]. Let E :M→N be
a normal faithful conditional expectation, where N is a von Neumann subalgebra of the finite von
Neumann algebra M. Then for 0 < p ≤ ∞ and x, y ∈ Lp(M) we may consider the bracket
〈x, y〉Lcp(M;E) = E(x∗y) ∈ Lp/2(N ),
where E denotes the extension of E to Lp/2(M) (see [27] for details on conditional expectations).
It is clear that this defines an Lp/2(N )-valued inner product, and the associated Lp N -module
is denoted by Lcp(M; E). This means that Lcp(M; E) is the completion of M with respect to the
quasi-norm
‖x‖Lcp(M;E) = ‖E(x∗x)‖
1/2
p/2.
For p = ∞ we denote by Lc,st∞ (M; E) the closure with respect to the strong operator topology.
Recall that for p ≥ 2 the space Lcp(M; E) can also be defined as the closure of Lp(M). It is proved
in Proposition 2.8 of [21] that this latter example is similar to the former one. More precisely,
this Proposition shows that Lcp(M; E) is isometrically isomorphic, as a module, to a complemented
subspace of Lp(N ; ℓc2). As a consequence, we obtain that ‖ · ‖Lcp(M;E) is a norm. We also deduce
from the well-known duality and interpolation results for the column Lp-space Lp(N ; ℓc2) the same
results for Lcp(M; E).
Proposition 1.10. — Let 1 < p <∞.
(i) Let 1p +
1
p′ = 1. Then (L
c
p(M; E))∗ = Lcp′(M; E) isometrically.
(ii) We have (Lc1(M; E))∗ = Lc,st∞ (M; E) isometrically.
(iii) Let 1 ≤ p1 < p2 ≤ ∞ and 0 < θ < 1 be such that 1p = 1−θp1 + θp2 . Then
Lcp(M; E) = [Lcp1(M; E), Lcp2(M; E)]θ with equivalent norms.
Remark 1.11. — Since Lp(M) is dense in Lcp(M; E) for p ≥ 2, Proposition 1.10 (i) implies that
for 1 < p ≤ 2, Lcp(M; E) embeds into Lp(M). This still holds true for p = 1. Indeed, Lc1(M; E) is
described as a subspace of L1(M) in [24], (c) p. 28, as follows
Lc1(M; E) = L2(M)L2(N ) with equivalent norms.
Recall that L2(M)L2(N ) is defined as the subset of elements x ∈ L1(M) which factorizes as x = ya
with y ∈ L2(M) and a ∈ L2(N ). The norm is given by
‖x‖L2(M)L2(N ) = infx=ya ‖y‖L2(M)‖a‖L2(N ).
Proposition 2.8 of [21] has been extended in [26] for any Lp M-module. By Theorem 3.6 of
[26], a rightM-module X is a right Lp M-module if and only if X is a ”column sum of Lp-spaces”
in the following sense.
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Theorem 1.12 ([26]). — Let X be a right Lp M-module. Then X is isometrically isomorphic,
as an Lp-module, to a principal Lp-module, i.e., there exists a set (qα)α∈I of projections in M such
that
X ∼=
{
(ξα)α∈I : ξα ∈ qαLp(M),
∑
α
ξ∗αξα ∈ Lp/2(M)
}
.
This latter set is denoted by ⊕IqαLp(M) and endowed with the norm ‖(ξα)α‖ =
∥∥∥∑α ξ∗αξα∥∥∥1/2
p/2
.
In the finite case, if we have a projective system of Lp M-modules in the sense of the following
Corollary with some density property, then we may represent this family by using the same set of
projections.
Corollary 1.13. — Let M be a finite von Neumann algebra. Let (Xp)1≤p≤∞ be a family of right
M-modules such that
(i) Xp is an Lp M-module for all 1 ≤ p ≤ ∞.
(ii) There exists a family of modular maps Iq,p : Xq → Xp for p ≤ q satisfying Ip,p = idXp and
Iq,p ◦ Ir,q = Ir,p for p ≤ q ≤ r.
(iii) The inner products are compatible with the maps Iq,p, i.e.,
〈x, y〉Xq = 〈Iq,p(x), Iq,p(y)〉Xp
for p ≤ q and x, y ∈ Xq.
(iv) I∞,p(X∞) is dense in Xp for all 1 ≤ p ≤ ∞.
Then there exists a set (qα)α∈I of projections in M such that for all 1 ≤ p ≤ ∞, Xp is isometrically
isomorphic, as an Lp-module, to ⊕IqαLp(M).
Proof. — Observe that (iii) implies that the maps Iq,p are contractive and injective. Indeed, for
p ≤ q and x ∈ Xq, since M is finite we have
‖Iq,p(x)‖Xp = ‖〈Iq,p(x), Iq,p(x)〉Xp‖1/2p/2
= ‖〈x, x〉Xq‖1/2p/2 ≤ ‖〈x, x〉Xq‖1/2q/2
= ‖x‖Xq .
For the injectivity, if Iq,p(x) = 0 then 〈Iq,p(x), Iq,p(x)〉Xp = 0 in Lp/2(M). By (iii), this implies that
〈x, x〉Xq = 0 in Lq/2(M), hence x = 0 in Xq by (i) of Definition 1.9. We now turn to the proof of
the Corollary. We first apply Theorem 1.12 to the L∞ M-module X∞ and obtain a set (qα)α∈I of
projections inM and an isometric isomorphism of Lp-modules φ∞ : X∞ → ⊕IqαL∞(M). We may
extend this isomorphism to Xp by density as follows. For 1 ≤ p <∞ and x = I∞,p(y) ∈ I∞,p(X∞)
we set
φp(x) = φ∞(y) ∈ ⊕IqαL∞(M).
Since M is finite, we have a contractive inclusion ⊕qαL∞(M) ⊂ ⊕qαLp(M) and φp preserves
the Lp/2(M)-valued inner product. Indeed, for x1 = I∞,p(y1), x2 = I∞,p(y2) ∈ I∞,p(X∞), the
modularity of φ∞ implies
〈φp(x1), φp(x2)〉⊕qαLp(M) = 〈φ∞(y1), φ∞(y2)〉⊕IqαL∞(M) = 〈y1, y2〉X∞
= 〈I∞,p(y1), I∞,p(y2)〉Xp by (iii)
= 〈x1, x2〉Xp .
Hence by the density assumption (iv) we can extend φp to an isometric homomorphism of Lp-
modules on Xp to ⊕qαLp(M). Since ⊕qαL∞(M) is dense in ⊕qαLp(M), by the same way we
can construct φ−1p . Thus we obtain an isometric isomorphism of Lp-modules φp which makes the
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following diagram commuting
X∞ oo
φ∞
//
I∞,p

⊕qαL∞(M)
id

Xp oo
φp
// ⊕qαLp(M)
.
In this situation, we may deduce the following results from some well-known facts on the column
Lp-spaces ⊕qαLp(M).
Corollary 1.14. — Let M be a finite von Neumann algebra. Let (Xp)1≤p≤∞ be a family of right
M-modules as in Corollary 1.13.
(i) Let 1 ≤ p <∞ and 1p + 1p′ = 1. Then (Xp)∗ = Xp′ isometrically.
(ii) Let 1 ≤ p1 < p < p2 ≤ ∞ and 0 < θ < 1 be such that 1p = 1−θp1 + θp2 . Then
Xp = [Xp1 , Xp2 ]θ.
1.4. Free Rosenthal inequalities. — Amalgamated free products and the free analogue of
Rosenthal inequalities ([25]) will be key tools needed for the study of the continuous analogue
of the conditioned Hardy spaces hcp. After briefly recalling the notations, we will present the
Rosenthal/Voiculescu type inequality stated in [25] in the amalgamated free product case. Then
we will extend it by duality to the case 1 ≤ p < 2.
Voiculescu introduced the notion of amalgamated free product of C∗-algebras in [57], and we
refer to [25] and [24] for the construction in the von Neumann setting. Let A0,A1, · · · ,AN be a
finite family of von Neumann algebras havingM as a common von Neumann subalgebra. Suppose
that M is finite and equipped with a normal faithful normalized trace τ . We also assume that
En = EM|An are faithful conditional expectations. Recall that the amalgamated free product
N = ∗MAn can be seen as
∗MAn =
(
M⊕
⊕
m≥1
⊕
j1 6=j2 6=···6=jm
◦
Aj1
◦
Aj2 · · ·
◦
Ajm
)′′
,
where
◦
An denotes the mean-zero subspace
◦
An= {an ∈ An : En(an) = 0}.
We denote by ρ :M→N the ∗-homomorphism which sendsM to the amalgamated copy, and by
EM : N → M the normal faithful conditional expectation onto the amalgamated copy. The von
Neumann algebra An can be identified as von Neumann subalgebra of N via the ∗-homomorphism
ρn : An → N ,
which sends An to the n-th copy of N = ∗MAn. With this identification, we may use either EM
or En (=EM ◦ ρn rigorously) indistinctively over An. In the sequel we will always use the notation
EM. Moreover, we may equip the von Neumann algebras A0,A1, · · · ,AN and N with the normal
faithful normalized trace defined by
tr = τ ◦ EM.
We denote by EAn : N → An the conditional expectation onto An. It turns out that A0, · · · ,AN
are freely independent over EM. For a given nonnegative integer d, we denote the homogeneous
part of degree d of the algebraic free product by Σd
Σd =
⊕
j1 6=j2 6=···6=jd
◦
Aj1
◦
Aj2 · · ·
◦
Ajd .
For d = 0, Σd is simply M. We define Nd as the weak∗-closure of Σd in N . This means that Nd is
the subspace of N of homogeneous free polynomials of degree d. We also define Xdp as the closure
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of Σd in Lp(N ), and Y dp,c (resp. Y dp,r) as the closure of Σd in Lcp(N ; EM) (resp. Lrp(N ; EM)). We
will need the complementation result below.
Proposition 1.15. — Let 1 ≤ p ≤ ∞ and d be a nonnegative integer. Let
Pd :M⊕
⊕
m≥1
⊕
j1 6=j2 6=···6=jm
◦
Aj1
◦
Aj2 · · ·
◦
Ajm→ Σd
be the natural projection. Then
(i) Pd extends to a bounded projection (of norm less than max(4d, 1)) from Lp(N ) onto Xdp .
(ii) Pd extends to a contractive projection from Lcp(N ; EM) (resp. Lrp(N ; EM)) onto Y dp,c (resp.
Y dp,r).
Proof. — Assertion (i) is stated in [25]. It can be deduced from the case p = ∞ proved in [50]
by transposition and complex interpolation. The second point follows easily from orthogonality.
Indeed, let x ∈ M⊕⊕m≥1⊕j1 6=j2 6=···6=jm ◦Aj1 ◦Aj2 · · · ◦Ajm . We can write x =∑m≥0Pm(x). Then
by orthogonality we get
EM(x∗x) =
∑
m≥0
EM
(Pm(x)∗Pm(x)) ≥ EM(Pd(x)∗Pd(x)).
Hence
‖Pd(x)‖Lcp(N ;EM) = ‖EM
(Pd(x)∗Pd(x))‖1/2p/2 ≤ ‖EM(x∗x)‖1/2p/2 = ‖x‖Lcp(N ;EM),
and (ii) is proved.
In the sequel we will only consider the case of words of length 1, i.e., d = 1. We also introduce
the space Zp, defined for 1 ≤ p ≤ ∞ as the completion of Σ1 with respect to the norm∥∥∥ N∑
n=0
an
∥∥∥
Zp
=
(∑
n
‖an‖pp
)1/p
.
We may naturally define the map
N∑
n=0
an ∈ Σ1 7→
N∑
n=0
en,n ⊗ an ∈ B(ℓN+12 )⊗N .
This map extends to an isometry from Zp to Lp(B(ℓ
N+1
2 )⊗N ), and allows to consider Zp as a
subspace of Lp(B(ℓ
N+1
2 )⊗N ). Moreover, this inclusion is complemented.
Lemma 1.16. — Let 1 ≤ p ≤ ∞. Then Zp is 2-complemented into Lp(B(ℓN+12 )⊗N ).
Proof. — We consider the projection Q : Lp(B(ℓN+12 )⊗N )→ Zp defined by
Q
( N∑
n,k=0
en,k ⊗ xn,k
)
=
N∑
n=0
EAn(xn,n)− EM(EAn(xn,n)).
The contractivity of the conditional expectations in Lp yields∥∥∥Q( N∑
n,k=0
en,k ⊗ xn,k
)∥∥∥
Zp
=
( N∑
n=0
‖EAn(xn,n)− EM(EAn(xn,n))‖pp
)1/p
≤ 2
( N∑
n=0
‖xn,n‖pp
)1/p
= 2
∥∥∥ N∑
n=0
en,n ⊗ xn,n
∥∥∥
Lp(B(ℓ
N+1
2 )⊗N )
≤ 2‖
N∑
n,k=0
en,k ⊗ xn,k‖Lp(B(ℓN+12 )⊗N ).
The last inequality comes from the boundedness of the diagonal projection in Lp(B(ℓ
N+1
2 )⊗N ).
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We now recall the Rosenthal/Voiculescu type inequality in the amalgamated free product case
proved in [25]. We present these inequalities as they are stated in [24] for d = 1 and 2 ≤ p ≤ ∞,
and extend them by duality to the case 1 ≤ p < 2.
Theorem 1.17. — Let a0, a1 · · · , aN ∈ Lp(∗MAn). Then the following equivalence of norms holds
with relevant constants independent of p or N .
i) For 2 ≤ p ≤ ∞, if an ∈ Lp(
◦
An) for 0 ≤ n ≤ N then∥∥∥ N∑
n=0
an
∥∥∥
p
≃
( N∑
n=0
‖an‖pp
)1/p
+
∥∥∥( N∑
n=0
EM(a∗nan)
)1/2∥∥∥
p
+
∥∥∥( N∑
n=0
EM(ana∗n)
)1/2∥∥∥
p
.
ii) For 1 ≤ p ≤ 2, if an ∈
◦
An for 0 ≤ n ≤ N then∥∥∥ N∑
n=0
an
∥∥∥
p
≃ inf
( N∑
n=0
‖dn‖pp
)1/p
+
∥∥∥( N∑
n=0
EM(c∗ncn)
)1/2∥∥∥
p
+
∥∥∥( N∑
n=0
EM(rnr∗n)
)1/2∥∥∥
p
,
where the infimum is taken over all the decompositions an = dn+cn+rn with dn, cn, rn ∈
◦
An.
Throughout all this paper, we consider a finite von Neumann algebraM equipped with a normal
faithful normalized trace τ and we restrict ourselves to finite martingales on the interval [0, 1].
2. The Hcp-spaces
In this section we study the column Hardy space Hcp associated to the continuous filtration
(Mt)0≤t≤1. We start by defining the two candidates Ĥcp and Hcp. The crucial monotonicity
property will imply that these two candidates for the Hardy space in the continuous setting are in
fact equivalent. In the sequel we will focus on Hcp, and embed this space into a regularized version
of an ultraproduct space, called Kcp(U). This larger space satisfies a p-equiintegrability property
which gives it a structure of Lp-module over a finite von Neumann algebra. We then check that
Hcp is an intermediate space between L2(M) and Lp(M), to ensure that we are well dealing with
operators. By complementing the continuous Hardy space Hcp in Kcp(U), we deduce the expected
duality and interpolation results for 1 < p <∞. We will then describe the associated BMO spaces,
and establish the analogue of the Fefferman-Stein duality in this setting. The end of this section
is devoted to the expected interpolation result involving the column spaces Hc1 and BMOc.
2.1. The discrete case. — Let us first recall the definitions of the Hardy spaces of noncommu-
tative martingales in the discrete case and some well-known results. Let (Mn)n≥0 be a discrete
filtration of M. Following [40], we introduce the column and row versions of square functions
relative to a (finite) martingale x = (xn)n≥0:
Sc(x) =
( ∞∑
n=0
|dn(x)|2
)1/2
and Sr(x) =
( ∞∑
n=0
|dn(x)∗|2
)1/2
,
where
dn(x) =
{
xn − xn−1 for n ≥ 1
x0 for n = 0
denotes the martingale difference sequence. For 1 ≤ p < ∞ we define Hcp (resp. Hrp ) as the com-
pletion of all finite Lp-martingales under the norm ‖x‖Hcp = ‖Sc(x)‖p (resp. ‖x‖Hrp = ‖Sr(x)‖p).
The Hardy space of noncommutative martingales is defined by
Hp =
{
Hcp +H
r
p for 1 ≤ p < 2
Hcp ∩Hrp for 2 ≤ p <∞
.
We now recall some known facts on the column Hardy spaces. For 1 ≤ p <∞, Hcp embeds iso-
metrically into Lp(M; ℓc2) and the noncommutative Stein inequality (see [40]) implies the following
complementation result.
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Proposition 2.1. — Let 1 < p < ∞. Then the discrete space Hcp is γp-complemented in
Lp(M; ℓc2).
Remark 2.2. — Recall that
γp ≈ max(p, p′) as p→ 1 or p→∞,
where p′ denotes the conjugate index of p.
Since (Lp(M; ℓc2))∗ = Lp′(M; ℓc2) isometrically for 1p+ 1p′ = 1 and the family of column Lp-spaces
forms an interpolation scale, we deduce the similar duality and interpolation results for Hcp.
Corollary 2.3. — Let 1 < p <∞. Then the discrete spaces satisfy
(i) Let 1p +
1
p′ = 1. Then
(Hcp)
∗ = Hcp′ with equivalent norms.
(ii) Let 1 < p1, p2 <∞ and 0 < θ < 1 be such that 1p = 1−θp1 + θp2 . Then
Hcp = [H
c
p1 , H
c
p2 ]θ with equivalent norms.
In the sequel, we will always denote the conjugate of p by p′.
For the case p = 1, in [40] Pisier and Xu described the dual space of Hc1 as a BMO
c-space. This
noncommutative analogue of the Fefferman-Stein duality has been extended by the first author
and Xu in [27] to the case 1 < p < 2 as follows. Recall that for 1 ≤ p ≤ ∞, we say that a
sequence (xn)n≥0 in Lp(M) belongs to Lp(M; ℓ∞) if (xn)n≥0 admits a factorization xn = aynb
with a, b ∈ L2p(M) and (yn)n≥0 ∈ ℓ∞(L∞(M)). The norm of (xn)n≥0 is then defined as
‖(xn)n≥0‖Lp(M;ℓ∞) = inf
xn=aynb
‖a‖2p sup
n≥0
‖yn‖∞‖b‖2p.
It was proved in [21, 29] that if (xn)n≥0 is a positive sequence in Lp(M; ℓ∞), then
‖(xn)n≥0‖Lp(M;ℓ∞) = sup
{∑
n≥0
τ(xnyn) : yn ∈ L+p′(M),
∥∥∥∑
n≥0
yn
∥∥∥
p′
≤ 1
}
.
The norm of Lp(M; ℓ∞) will be denoted by ‖ sup+n xn‖p. We should warn the reader that
‖ sup+n xn‖p is just a notation since supn xn does not make any sense in the noncommutative
setting. For 2 < p ≤ ∞ we define
LcpMO = {x ∈ L2(M) : ‖x‖LcpMO <∞},
where
‖x‖LcpMO = ‖sup
n≥0
+En|x− xn−1|2‖1/2p/2.
Here we use the convention x−1 = 0. For p =∞ we denote this space by BMOc.
Theorem 2.4 ([40, 27]). — Let 1 ≤ p < 2. Then the discrete spaces satisfy
(Hcp)
∗ = Lcp′MO with equivalent norms.
Moreover,
λ−1p ‖x‖Lcp′MO ≤ ‖x‖(Hcp)∗ ≤
√
2‖x‖Lc
p′
MO,
where λp remains bounded as p→ 1.
Combining Corollary 2.3 (i) with Theorem 2.4 we obtain
Proposition 2.5. — Let 2 < p <∞. Then the discrete spaces satisfy
Hcp = L
c
pMO with equivalent norms.
The Burkholder-Gundy inequalities have been extended to the noncommutative setting by Pisier
and Xu in [40].
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Theorem 2.6. — Let 1 < p <∞. Then the discrete spaces satisfy
Lp(M) = Hp with equivalent norms.
Moreover,
α−1p ‖x‖Hp ≤ ‖x‖p ≤ βp‖x‖Hp .
Remark 2.7. — According to [39], [28] and [45] we know that
αp ≈ (p− 1)−1 as p→ 1 , αp ≈ p as p→∞
βp ≈ 1 as p→ 1 , βp ≈ p as p→∞.
In particular, for p = 1 we have a bounded inclusion H1 ⊂ L1(M). Throughout this paper we will
always denote by γp, λp, αp and βp the constants introduced previously. We will also frequently
use the noncommutative Doob inequality
‖sup
n
+En(a)‖p ≤ δp‖a‖p for 1 < p ≤ ∞, a ∈ Lp(M), a ≥ 0,
and its dual form ∥∥∥∑
n
En(an)
∥∥∥
p
≤ δ′p
∥∥∥∑
n
an
∥∥∥
p
for 1 ≤ p <∞,
for any finite sequence (an)n of positive elements in Lp(M). These inequalities were proved in
[21], and we will always denote by δp and δ
′
p respectively the constants involved there. Recall that
δ′p = δp′ for 1 ≤ p <∞. Moreover, we have
δp ≈ (p− 1)−2 as p→ 1 and δp ≈ 1 as p→∞.
We end this collection of results with the interpolation theorem due to Musat in [34] (see also
[23] for a different proof with better constants).
Theorem 2.8. — Let 1 < p <∞. Then the discrete spaces satisfy
(i) Hcp = [BMO
c, Hc1 ] 1p with equivalent norms.
(ii) Lp(M) = [BMO,H1] 1
p
with equivalent norms.
Remark 2.9. — Observe that if we consider a finite filtration (Mn)Nn=0, then the Hcp-norm is
equivalent to the Lp-norm for 1 ≤ p < ∞. This comes directly from the triangle inequality in
Lp(M) for 2 ≤ p <∞, and from the fact that ‖ · ‖p/2 is a p/2-norm for 1 ≤ p < 2.
2.2. Definitions of Ĥcp and Hcp. — We fix an ultrafilter U over the set of all finite partitions of
the interval [0, 1], denoted by Pfin([0, 1]), such that for each finite partition σ of [0, 1] the set
Uσ = {σ′ ∈ Pfin([0, 1]) : σ ⊂ σ′} ∈ U .
Let us point out that in what follows, all considered partitions will be finite. We start by introducing
a candidate for the bracket [·, ·] in the noncommutative setting. For σ ∈ Pfin([0, 1]) fixed and x ∈M,
we define the finite bracket
[x, x]σ =
∑
t∈σ
|dσt (x)|2.
Observe that ‖[x, x]σ‖1/2p/2 = ‖x‖Hcp(σ), where Hcp(σ) denotes the noncommutative Hardy space
with respect to the discrete filtration (Mt)t∈σ. Hence the noncommutative Burkholder-Gundy
inequalities recalled in Theorem 2.6 and the Ho¨lder inequality imply for each finite partition σ and
x ∈M
(2.1)
β−1p ‖x‖p ≤ ‖[x, x]σ‖1/2p/2 ≤ ‖x‖2 for 1 ≤ p < 2
‖x‖2 ≤ ‖[x, x]σ‖1/2p/2 ≤ αp‖x‖p for 2 ≤ p <∞
.
We deduce that for 1 ≤ p < ∞, ([x, x]σ)• ∈ Lp/2(MU ). Indeed, we see that the family ([x, x]σ)σ
is uniformly bounded in Lp/2(M) and in Lp˜/2(M) for any p˜ > max(p, 2) (by αp˜‖x‖p˜ ≤ αp˜‖x‖∞).
Hence by Lemma 1.7 this means that the associated element in the ultraproduct is in the regularized
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part. In particular for x ∈ M and 1 ≤ p <∞, we have ([x, x]σ)• ∈ Lp˜/2(MU) for any p˜ > max(p, 2).
Thus we can apply the conditional expectation EU to this element and set
[x, x]U = EU (([x, x]σ)•).
Since this bracket is in Lp˜/2(M) for any p˜ > max(p, 2), it is also in Lp/2(M) and we may define
‖x‖Ĥcp = ‖[x, x]U‖
1/2
p/2.
Note that for any p˜ > max(p, 2), this coincides with the weak-limit in Lp˜/2(M), and we can write
‖x‖Ĥcp = ‖w-Lp˜/2- limσ,U [x, x]σ‖
1/2
p/2.
In particular, for 2 < p <∞ we simply have
[x, x]U = w-Lp/2- lim
σ,U
[x, x]σ and ‖x‖Ĥcp = ‖w-Lp/2- limσ,U [x, x]σ‖
1/2
p/2.
This definition depends a priori on the choice of the ultrafilter U , and we should write ‖ · ‖Ĥc,Up .
However, we will show in the sequel that in fact this quantity does not depend on U up to equivalent
norm. Hence for the sake of simplicity we will omit the power U and simply denote ‖ · ‖Ĥcp .
We also introduce the following natural candidate for the norm of the Hardy space in the
continuous setting. For x ∈M and 1 ≤ p <∞ we define
‖x‖Hcp = limσ,U ‖[x, x]σ‖
1/2
p/2 = limσ,U
‖x‖Hcp(σ).
The family (‖[x, x]σ‖1/2p/2)σ is uniformly bounded by (2.1), hence the limit with respect to the
ultrafilter U exists. Taking the limit in (2.1) we get for x ∈M
(2.2)
β−1p ‖x‖p ≤ ‖x‖Hcp ≤ ‖x‖2 for 1 ≤ p < 2
‖x‖2 ≤ ‖x‖Hcp ≤ αp‖x‖p for 2 ≤ p <∞
.
This shows that ‖·‖Hcp defines a norm onM. As for ‖·‖Ĥcp, the norm ‖·‖Hcp depends a priori on the
choice of the ultrafilter U , but we will show that it does not (up to a constant) and hence simply
denote ‖ · ‖Hcp . Moreover, the properties of the conditional expectation EU imply the following
estimates for x ∈M
(2.3)
β−1p ‖x‖p ≤ ‖x‖Hcp ≤ ‖x‖Ĥcp ≤ ‖x‖2 for 1 ≤ p < 2
‖x‖2 ≤ ‖x‖Ĥcp ≤ ‖x‖Hcp ≤ αp‖x‖p for 2 ≤ p <∞
.
Here for 2 ≤ p < ∞ we used the contractivity of EU for the Lp/2-norm, and for 1 ≤ p < 2 we
need the following well-known result due to Hansen.
Lemma 2.10. — Let A be a semifinite von Neumann algebra and T : A → A be a trace preserving,
completely positive linear contraction. Let 0 < p ≤ 1. Then
T (xp) ≤ (T (x))p and ‖x‖p ≤ ‖T (x)‖p
for each positive element x ∈ A.
Then (2.3) shows that ‖ · ‖Ĥcp defines a quasinorm on M.
Definition 2.11. — Let 1 ≤ p < ∞. We define the spaces Ĥcp and Hcp as the completion of M
with respect to the (quasi)norm ‖ · ‖Ĥcp and ‖ · ‖Hcp respectively.
We may check that for x ∈ M and 1 ≤ p <∞, 〈x, x〉Ĥcp = [x, x]U extends to an Lp/2(M)-valued
inner product on Ĥcp, which endows Ĥcp with an Lp M-module structure. Hence Theorem 1.12
implies that ‖ · ‖Ĥcp is a norm for 1 ≤ p <∞.
Remark 2.12. — Note that thanks to (2.3), Lmax(p,2)(M) is dense in Hcp and Ĥcp for 1 ≤ p <∞.
By definition, we deduce from the discrete case the following
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Lemma 2.13. — Let 1 < p <∞. Then Hcp is reflexive.
Proof. — It suffices to observe that the Hcp-norm satisfies the Clarkson inequalities. Then we will
deduce that Hcp is uniformly convex, so reflexive. Note that for each σ, the Hcp(σ)-norm satisfies
the Clarkson inequalities with relevant constants depending only on p. This comes from the fact
that the noncommutative Lp-spaces do (see [41]), and recall that for x ∈ M we have
‖x‖Hcp(σ) =
∥∥∥∑
t∈σ
et,0 ⊗ dσt (x)
∥∥∥
Lp(B(ℓ2(σ))⊗M)
.
Taking the limit over σ yields the desired Clarkson inequalities for the Hcp-norm.
2.3. Monotonicity and convexity properties. — The crucial observation for the study of
the spaces Ĥcp and Hcp is that the Hcp(σ)-norms verify some monotonicity properties.
Lemma 2.14. — Let 1 ≤ p <∞ and σ ∈ Pfin([0, 1]).
(i) Let 1 ≤ p ≤ 2, x ∈ L2(M) and σ′ ⊃ σ. Then
‖x‖Hcp(σ) ≤ βp‖x‖Hcp(σ′).
Hence
‖x‖Hcp ≤ sup
σ
‖x‖Hcp(σ) ≤ βp‖x‖Hcp .
(ii) Let 2 ≤ p < ∞. Let σ1, · · · , σM be partitions contained in σ, let (am)1≤m≤M be a sequence
of positive numbers such that
∑
m am = 1, and let x
1, · · · , xM ∈ Lp(M). Then for x =∑
m amx
m we have
‖x‖Hcp(σ) ≤ αp
∥∥∥ M∑
m=1
am[x
m, xm]σm
∥∥∥1/2
p/2
.
In particular for x ∈ Lp(M) and σ ⊂ σ′ we have
‖x‖Hcp(σ′) ≤ αp‖x‖Hcp(σ).
Hence
α−1p ‖x‖Hcp ≤ infσ ‖x‖Hcp(σ) ≤ ‖x‖Hcp .
Proof. — Let 1 ≤ p ≤ 2, x ∈ L2(M) and σ ⊂ σ′. Applying the noncommutative Burkholder-
Gundy inequalities to
y =
∑
t∈σ
et,0 ⊗ dσt (x)
in Lp(B(ℓ2(σ))⊗M) for the finite partition σ′, we get
‖y‖Lp(B(ℓ2(σ))⊗M) ≤ βp‖y‖Hcp(σ′)(B(ℓ2(σ))⊗M).
Here we consider the discrete filtration of B(ℓ2(σ))⊗M given by (B(ℓ2(σ))⊗Mt)t∈σ′ . Note that
‖y‖Hcp(σ′)(B(ℓ2(σ))⊗M) =
∥∥∥∑
s∈σ′
∑
t∈σ
es,0 ⊗ et,0 ⊗ dσ′s (dσt (x))
∥∥∥
Lp(B(ℓ2(σ′))⊗B(ℓ2(σ))⊗M)
.
An easy computation gives that for s ∈ σ′, t ∈ σ
dσ
′
s (d
σ
t (x)) =
{
dσ
′
s (x) if t
−(σ) ≤ s−(σ′) < s ≤ t
0 otherwise
.
Hence for s ∈ σ′ fixed, only one term does not vanish in the sum over t ∈ σ and we get
‖y‖Hcp(σ′)(B(ℓ2(σ))⊗M) =
∥∥∥∑
s∈σ′
es,0 ⊗ dσ′s (x)
∥∥∥
Lp(B(ℓ2(σ′))⊗M)
= ‖x‖Hcp(σ′).
The result follows from the fact that ‖y‖Lp(B(ℓ2(σ))⊗M) = ‖x‖Hcp(σ).
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We now consider 2 ≤ p <∞. Let us first assume that the partitions σm are disjoint. Denote σ′
the union of σ1, · · · , σM . As above, we apply the noncommutative Burkholder-Gundy inequalities
to
y =
M∑
m=1
∑
t∈σm
et,0 ⊗√amdσmt (xm)
in Lp(B(ℓ2(σ
′))⊗M) for the finite partition σ. We get
‖y‖Hcp(σ)(B(ℓ2(σ′))⊗M) ≤ αp‖y‖Lp(B(ℓ2(σ′))⊗M).
On the one hand, since the partitions σm are disjoint we have
‖y‖Lp(B(ℓ2(σ′))⊗M) =
∥∥∥ M∑
m=1
∑
t∈σm
am|dσmt (xm)|2
∥∥∥1/2
p/2
=
∥∥∥ M∑
m=1
am[x
m, xm]σm
∥∥∥1/2
p/2
.
On the other hand,
‖y‖Hcp(σ)(B(ℓ2(σ′))⊗M) =
∥∥∥∑
s∈σ
M∑
m=1
∑
t∈σm
es,0 ⊗ et,0 ⊗√amdσs (dσ
m
t (x
m))
∥∥∥
Lp(B(ℓ2(σ))⊗B(ℓ2(σ′))⊗M)
.
Again, for s ∈ σ and m ∈ {1, · · · ,M} fixed, since σm ⊂ σ, only one term does not vanish in the
sum over t ∈ σm, and it is equal to dσs (xm). Hence
‖y‖Hcp(σ)(B(ℓ2(σ′))⊗M) =
∥∥∥∑
s∈σ
M∑
m=1
am|dσs (xm)|2
∥∥∥1/2
p/2
.
By the operator convexity of | · |2 we obtain
‖x‖Hcp(σ) =
∥∥∥∑
s∈σ
∣∣∣ M∑
m=1
amd
σ
s (x
m)
∣∣∣2∥∥∥1/2
p/2
≤ αp‖y‖Hcp(σ)(B(ℓ2(σ′))⊗M),
which yields the required inequality. In the general case, when the partitions are not disjoint,
the result still holds by approximation, thanks to the fact that the filtration is right continuous.
Indeed, if there exists a common point t which is both in σm and σn (for n 6= m), then we can
replace t by t+ ε in σm (for ε small enough), which does not change the considered norms when
passing to the limit as ε→ 0.
This monotonicity property immediately implies the following crucial result, mentioned previ-
ously.
Theorem 2.15. — For 1 ≤ p <∞ the space Hcp is independent of the choice of the ultrafilter U ,
up to equivalent norm.
2.4. Ĥcp = Hcp. — In this subsection we show that the two candidates Ĥcp and Hcp introduced
previously for the Hardy space of noncommutative martingales with respect to the continuous
filtration (Mt)0≤t≤1 actually coincide. In particular we will deduce that, up to an equivalent
constant, these spaces do not depend on the choice of the ultrafilter U .
Theorem 2.16. — Let 1 ≤ p <∞. Then
Hcp = Ĥcp with equivalent norms.
Theorem 2.15 yields immediately
Corollary 2.17. — For 1 ≤ p <∞ the space Ĥcp is independent of the choice of the ultrafilter U ,
up to equivalent norm.
The case 2 ≤ p < ∞ is an easy consequence of the convexity property proved in Lemma 2.14,
as detailed below.
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Proof of Theorem 2.16 for 2 ≤ p <∞. — It suffices to show that the Hcp-norm and the Ĥcp-norm
are equivalent on M. Let x ∈ M, by (2.3) we have ‖x‖Ĥcp ≤ ‖x‖Hcp . Now assume that ‖x‖Ĥcp =
‖[x, x]U‖1/2p/2 < 1. Since the two spaces coincide with L2(M) for p = 2, we consider 2 < p < ∞.
In that case we have [x, x]U = w-Lp/2- limσ,U [x, x]σ . We can find a sequence of positive numbers
(αm)
M
m=1 such that
∑
m αm = 1 and finite partitions σ
1, · · · , σM satisfying∥∥∥ M∑
m=1
αm[x, x]σm
∥∥∥
p/2
< 1.
Applying Lemma 2.14 (ii) to σ = ∪mσm we get
‖x‖Hcp(σ) ≤ αp.
Then
‖x‖Hcp ≤ αp‖x‖Hcp(σ) ≤ α2p.
For 1 ≤ p < 2, it is more complicated to explicit the bracket [x, x]U . This is why we will use a
dual approach. The trick is to embed Ĥcp into a larger ultraproduct space defined as follows. Let
us fix q > 2. We define the set
I = Pfin(M)× Pfin([0, 1])× R∗+,
where Pfin(M) denotes the set of all finite families in M. Then I is a partially ordered set by the
natural order. We define an ultrafilter V on I as follows. For G ∈ Pfin(M) we define
SG = {F ∈ Pfin(M) : G ⊆ F}
and consider the filter base on Pfin(M)
T = {SG : G ∈ Pfin(M)}.
On R∗+ we consider the filter base given by
W = {]0, δ] : δ > 0}.
Then the product V ′ = T × U × W is a filter base on I, and we consider V an ultrafilter on I
refining V ′. Let us now fix an element i = (F, σi, ε) ∈ I. For each x ∈ F , the Burkholder-Gundy
inequalities applied to each σ for q > 2 yields that the family ([x, x]σ)σ is uniformly bounded in
Lq/2(M). Since Lq/2(M) is reflexive, the weak-limit exists and
[x, x]U = w-Lq/2- lim
σ,U
[x, x]σ .
The same holds for the finite family F , i.e., the family ([x, x]σ)x∈F is uniformly bounded in
Lq/2(M) ⊕ · · · ⊕ Lq/2(M). By reflexivity, the weak-limit exists and can be approximated by
convex combinations in Lq/2-norm. Hence we can find a sequence of positive numbers (αm(i))
M(i)
m=1
such that
∑
m αm(i) = 1 and finite partitions σ
1
i , · · · , σM(i)i satisfying for all x ∈ F
(2.4)
∥∥∥[x, x]U −M(i)∑
m=1
αm(i)[x, x]σmi
∥∥∥
q/2
< ε.
We may assume in addition that σi is contained in σ
m
i for all m. We consider the Hilbert space
Hi = ℓ2
(⋃
m,t∈σmi
{t}
)
equipped with the norm
‖(ξm,t)1≤m≤M(i),t∈σmi ‖Hi =
(M(i)∑
m=1
αm(i)
∑
t∈σmi
|ξm,t|2
)1/2
.
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For 1 ≤ p ≤ ∞ and i ∈ I we consider the column space Lp(M;Hci ). Recall that for any sequence
(ξm,t)1≤m≤M(i),t∈σmi in Lp(M) we have∥∥∥M(i)∑
m=1
∑
t∈σmi
em,0 ⊗ et,0 ⊗ ξm,t
∥∥∥
Lp(M;Hci )
=
∥∥∥(M(i)∑
m=1
αm(i)
∑
t∈σmi
|ξm,t|2
)1/2∥∥∥
p
.
Then for 1 ≤ p <∞ we have
(Lp(M;Hci ))∗ = Lp′(M;Hci ) isometrically,
via the duality bracket
(ξ|η)Lp(M;Hci ),Lp′(M;Hci ) =
M(i)∑
m=1
∑
t∈σmi
αm(i)τ(ξ
∗
m,tηm,t).
Lemma 2.18. — Let 1 ≤ p < 2. Then Ĥcp embeds isometrically into
∏
V Lp(M;Hci ).
Proof. — By density it suffices to consider an element x ∈M. We associate x with x˜ = (x˜(i))• ∈∏
V Lp(M;Hci ) defined as follows. For each index i = (F, σi, ε) ∈ I such that x ∈ F we set
x˜(i) =
M(i)∑
m=1
∑
t∈σmi
em,0 ⊗ et,0 ⊗ dσ
m
i
t (x),
and x˜(i) = 0 otherwise. Then we claim that
(2.5) ‖x˜‖∏
V
Lp(M;Hci )
= lim
i,V
‖x˜(i)‖Lp(M;Hci ) = ‖[x, x]U‖
1/2
p/2 = ‖x‖Ĥcp .
Indeed, for δ > 0, we observe that for i = (F, σi, ε) such that x ∈ F and εp/2 ≤ δ we have by the
triangle inequality applied to the norm ‖ · ‖p/2p/2 and (2.4)∣∣∣‖[x, x]U‖p/2p/2 − ‖x˜(i)‖pLp(M;Hci )∣∣∣ = ∣∣∣‖[x, x]U‖p/2p/2 − ∥∥∥
M(i)∑
m=1
αm(i)
∑
t∈σmi
|dσmit (x)|2
∥∥∥p/2
p/2
∣∣∣
=
∣∣∣‖[x, x]U‖p/2p/2 − ∥∥∥M(i)∑
m=1
αm(i)[x, x]σmi
∥∥∥p/2
p/2
∣∣∣
≤
∥∥∥[x, x]U −M(i)∑
m=1
αm(i)[x, x]σmi
∥∥∥p/2
p/2
≤
∥∥∥[x, x]U −M(i)∑
m=1
αm(i)[x, x]σmi
∥∥∥p/2
q/2
< εp/2 ≤ δ.
This means that
S{x} × Pfin([0, 1])×]0, δ2/p] ⊂ {i ∈ I :
∣∣∣‖[x, x]U‖p/2p/2 − ‖x˜(i)‖pLp(M;Hci )∣∣∣ < δ}.
Since by construction, the set S{x} × Pfin([0, 1])×]0, δ2/p] ∈ T × U ×W is in the ultrafilter V , we
deduce that the set in the right hand side is also in V for all δ > 0. Thus by the definition of the
limit with respect to an ultrafilter we get
lim
i,V
‖x˜(i)‖pLp(M;Hci ) = ‖[x, x]U‖
p/2
p/2.
This concludes the proof of (2.5) and shows that the map x ∈ M 7→ x˜ extends to an isometric
embedding of Ĥcp into
∏
V Lp(M;Hci ).
This embedding will be useful to describe the dual space of Ĥcp.
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Lemma 2.19. — Let 1 ≤ p < 2. Then
(Ĥcp)∗ ⊂ (Hcp)∗.
Proof. — Let ϕ ∈ (Ĥcp)∗ be a functional of norm less than one. By Lemma 2.18 and the Hahn-
Banach Theorem we can extend ϕ to a linear functional on
∏
V Lp(M;Hci ) of norm less than one,
also denoted by ϕ. Lemma 1.3 implies that ϕ is the weak∗-limit of elements ξλ in the unit ball of∏
V(Lp(M;Hci ))∗ =
∏
V Lp′(M;Hci ). For each λ, we will prove that there exists zλ ∈ L2(M) such
that
(ξλ|x˜) = τ(z∗λx), ∀x ∈M and ‖zλ‖(Hcp)∗ ≤ kp,
where x˜ denotes the element in
∏
V Lp(M;Hci ) corresponding to x via the embedding given by
Lemma 2.18. Then we will set z = w-L2- limλ zλ and get an element z ∈ L2(M) such that
ϕ(x) = lim
λ
(ξλ|x˜) = lim
λ
τ(z∗λx) = τ(z
∗x), ∀x ∈M and ‖z‖(Hcp)∗ ≤ kp.
Finally we will conclude the proof using the density of M in Ĥcp.
We now consider an element ξ = (ξ(i))• ∈∏V Lp′(M;Hci ) of norm less than one, with
ξ(i) =
M(i)∑
m=1
∑
t∈σmi
em,0 ⊗ et,0 ⊗ ξm,t(i).
Fix i = (F, σi, ε) ∈ I and 1 ≤ m ≤ M(i). Then ξm(i) :=
∑
t∈σmi
em,0 ⊗ et,0 ⊗ ξm,t(i) ∈
Lp′(M; ℓc2(σmi )). We set
zm(i) =
∑
t∈σmi
d
σmi
t (ξm,t(i)),
where d
σmi
t (ξm,t(i)) = Et(ξm,t(i))− Et−(σmi )(ξm,t(i)) for t > 0 and d
σmi
0 (ξm,0(i)) = E0(ξm,0(i)). Note
that since the partition σmi is finite, we have zm(i) ∈ Lp′(M). Then we consider
z(i) =
∑
m
αm(i)zm(i) ∈ Lp′(M).
We first show that ‖z(i)‖Lc
p′
MO(σ′i)
≤ kp for σ′i = σ1i ∪ · · · ∪ σM(i)i . Let s ∈ σ′i. Then for m fixed,
we denote by tm(s) the unique element in σ
m
i satisfying tm(s)
−(σmi ) ≤ s−(σ′i) < s ≤ tm(s). The
operator convexity of the square function | · |2 yields
(2.6)
Es|z(i)− Es−(σ′i)(z(i))|2 = Es
∣∣∣∑
m
αm(i)(zm(i)− Es−(σ′i)(zm(i)))
∣∣∣2
≤
∑
m
αm(i)Es|zm(i)− Es−(σ′i)(zm(i))|2.
On the other hand we can write
Es|zm(i)− Es−(σ′i)(zm(i))|2
= Es
( ∑
t>tm(s),t∈σmi
|dσmit (zm(i))|2 + |Etm(s)(zm(i))− Es−(σ′i)(zm(i))|2
)
= Es
( ∑
t>tm(s),t∈σmi
|dσmit (ξm,t(i))|2 + |Etm(s)(ξm,tm(s)(i))− Es−(σ′i)(ξm,tm(s)(i))|2
)
≤ 4Es
( ∑
t>tm(s),t∈σmi
|ξm,t(i)|2
)
+ 2Es|ξm,tm(s)(i)|2 + 2Es−(σ′i)|ξm,tm(s)(i)|2
≤ 4Es
( ∑
t∈σmi
|ξm,t(i)|2
)
+ 2Es−(σ′i)
( ∑
t∈σmi
|ξm,t(i)|2
)
.
Here the second identity comes from the fact that for t ∈ σmi
Etm(s)
(
d
σmi
t (ξm,t(i))
)
=
{
d
σmi
t (ξm,t(i)) if t ≤ tm(s)
0 if t > tm(s)
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and
Es−(σ′i)
(
d
σmi
t
(
ξm,t(i))
)
=

d
σmi
t (ξm,t(i)) if t < tm(s)
Es−(σ′i)(ξm,t(i))− Etm(s)−(σmi )(ξm,t(i)) if t = tm(s)
0 if t > tm(s)
.
Then (2.6) gives
Es|z(i)− Es−(σ′i)(z(i))|2 ≤ 4Es
( ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
)
+ 2Es−
( ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
)
.
By the noncommutative Doob inequality we obtain
‖z(i)‖2Lc
p′
MO(σ′i)
= ‖sup
s∈σ′i
+Es|z(i)− Es−(σ′i)(z(i))|2‖p′/2
≤ 4
∥∥∥sup
s∈σ′i
+Es
( ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
)∥∥∥
p′/2
+ 2
∥∥∥sup
s∈σ′i
+Es−(σ′i)
( ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
)∥∥∥
p′/2
≤ 6δp′/2
∥∥∥ ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
∥∥∥
p′/2
= 6δp′/2‖ξ(i)‖2Lp′(M;Hci ).
Hence
(2.7) ‖z(i)‖Lc
p′
MO(σ′i)
≤ 3δ1/2p′/2‖ξ(i)‖Lp′(M;Hci ) ≤ 3δ
1/2
p′/2.
In particular, we see that the family (z(i))i is uniformly bounded in L2(M). We set
z = w-L2- limi,V z(i). By the density of L2(M) in Hcp we have
‖z‖(Hcp)∗ = sup
x∈L2(M),‖x‖Hcp≤1
|τ(z∗y)|.
Then for x ∈ L2(M), ‖x‖Hcp ≤ 1, Lemma 2.14 and (2.7) imply
|τ(z∗x)| ≤ lim
i,V
|τ(z(i)∗x)| ≤
√
2 lim
i,V
‖z(i)‖Lc
p′
MO(σ′i)
‖x‖Hcp(σ′i)
≤ 3
√
2δ
1/2
p′/2βp‖x‖Hcp ≤ 3
√
2δ
1/2
p′/2βp.
Hence we get ‖z‖(Hcp)∗ ≤ kp with kp = 3
√
2δ
1/2
p′/2βp. Finally, it remains to check that for all x ∈ M,
z satisfies
(2.8) (ξ|x˜)∏
V
Lp′(M;H
c
i ),
∏
V
Lp(M;Hci )
= τ(z∗x).
We first verify that for each i = (F, σi, ε) ∈ I such that x ∈ F we have
(ξ(i)|x˜(i))Lp′(M;Hci ),Lp(M;Hci ) = τ(z(i)∗x).
For each m we have
τ(zm(i)
∗x) =
∑
t∈σmi
τ
(
d
σmi
t (ξm,t(i))
∗x
)
=
∑
t∈σmi
τ
(
ξm,t(i)
∗d
σmi
t (x)
)
.
Then
τ(z(i)∗x) =
M(i)∑
m=1
αm(i)τ(zm(i)
∗x) =
M(i)∑
m=1
∑
t∈σmi
αm(i)τ
(
ξm,t(i)
∗d
σmi
t (x)
)
= (ξ(i)|x˜(i)).
By the construction of the ultrafilter V this is sufficient to show that the limits along V coincide,
and (2.8) follows. This concludes the proof of the Lemma.
Proof of Theorem 2.16 for 1 ≤ p < 2. — By density, it suffices to prove the equivalence of the
norms on M. This follows from (2.3), and we prove the reverse inequality by duality by using
Lemma 2.19.
In the sequel, we will use the definition of Hcp to transfer the results from the discrete case to
the continuous setting. Indeed, this construction seems more natural for taking the limit in the
classical results.
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2.5. Ultraproduct spaces and Lp-modules. — In this subsection we introduce the ultraprod-
uct of the column Lp-spaces and its regularized version, into which we will isometrically embed the
Hardy space Hcp. We will equip these ultraproduct spaces with some Lp-module structure.
Definition 2.20. — Let 1 ≤ p <∞. We define
K˜cp(U) =
∏
U
Lp(M; ℓc2(σ)) and Kcp(U) = K˜cp(U) · eU ,
where · denotes the right modular action of M˜U on K˜cp(U).
For p =∞ we set
K˜c∞(U) =
∏
U
L∞(M; ℓc2(σ))
so
and Kc∞(U) = K˜c∞(U) · eU ,
where the strong operator topology is taken in the von Neumann algebra generated by
∏
U B(ℓ2(σ))⊗M,
and coincides with the topology arising from the seminorms
‖ξ‖η = lim
σ,U
τ
(
ησ
∑
t∈σ
|ξσ(t)|2
)1/2
, for η = (ησ)
• ∈ (M˜U )+∗ =
(∏
U
L1(M)
)+
.
The right M˜U -module structure of K˜cp(U) is given for x = (xσ)• ∈
∏
UM and ξ = (ξσ)• ∈ K˜cp(U)
by
ξ · x = (ξσ · xσ)•.
It is easy to see that this does not depend on the chosen representing families. Moreover, by
Proposition 5.2 of [26], this module action extends naturally from
∏
UM to M˜U . Similarly, for
ξ = (ξσ)
•, η = (ησ)
• ∈ K˜cp(U) we consider the componentwise bracket
〈ξ, η〉K˜cp(U) = (〈ξσ , ησ〉Lp(M;ℓc2(σ)))
• =
(∑
t∈σ
ξσ(t)
∗ησ(t)
)•
∈
∏
U
Lp/2(M) ∼= Lp/2(M˜U),
where ξσ =
∑
t∈σ et,0 ⊗ ξσ(t), ησ =
∑
t∈σ et,0 ⊗ ησ(t) ∈ Lp(M; ℓc2(σ)). This defines an Lp/2(M˜U)-
valued inner product which generates the norm of K˜cp(U) and is compatible with the module action.
Hence K˜cp(U) is a right Lp M˜U -module for 1 ≤ p ≤ ∞. In the sequel, the regularized spaces will
be crucial tools to study Hcp. We may equip Kcp(U) with an Lp-module structure over the finite
von Neumann MU thanks to the following observation.
Lemma 2.21. — Let 1 ≤ p ≤ ∞. Let ξ ∈ K˜cp(U). Then the following assertions are equivalent.
(i) ξ ∈ Kcp(U);
(ii) 〈ξ, ξ〉K˜cp(U) ∈ Lp/2(MU );
Proof. — By (1.1), it suffices to show that for ξ ∈ K˜cp(U) we have
ξ = ξ · eU ⇔ 〈ξ, ξ〉K˜cp(U) = 〈ξ, ξ〉K˜cp(U)eU .
This comes from Definition 1.9 and the fact that eU is a central projection. Indeed, we can write
ξ = ξ · eU ⇔ ξ · (1− eU ) = 0
⇔ 〈ξ · (1 − eU), ξ · (1− eU)〉K˜cp(U) = 0
⇔ (1− eU )∗〈ξ, ξ〉K˜cp(U)(1 − eU) = 0
⇔ 〈ξ, ξ〉K˜cp(U)(1 − eU) = 0
⇔ 〈ξ, ξ〉K˜cp(U) = 〈ξ, ξ〉K˜cp(U)eU .
Lemma 2.21 implies that Kcp(U) is an Lp MU -module. Moreover, the family
(Kcp(U))1≤p≤∞ forms a projective system of Lp MU -modules. Indeed, for 1 ≤ p ≤ q ≤ ∞ we may
consider the contractive ultraproduct of the componentwise inclusion maps Iq,p : K˜
c
q(U)→ K˜cp(U).
By modularity, this map preserves the regularized spaces, i.e., Iq,p : K
c
q(U) → Kcp(U). Then we
observe that the assumptions (i)-(iii) of Corollary 1.13 are satisfied. In particular, we deduce that
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the map Iq,p is injective on K
c
q(U). Hence for 1 ≤ p ≤ q ≤ ∞ we may identify Kcq(U) with
a subspace of Kcp(U). We can prove the density assumption (iv) of Corollary 1.13 by using the
p-equiintegrability as follows.
Lemma 2.22. — Let 1 ≤ p <∞. Then Kc∞(U) is dense in Kcp(U).
Proof. — Let ξ ∈ Kcp(U), then Lemma 2.21 yields that 〈ξ, ξ〉Kcp(U) ∈ Lp/2(MU). Combining
Theorem 1.6 with Lemma 1.5 we deduce that
(2.9) lim
T→∞
‖〈ξ, ξ〉Kcp(U)1(〈ξ, ξ〉Kcp(U) > T )‖Lp/2(MU) = 0.
We set ηT = ξ · 1(〈ξ, ξ〉Kcp(U) ≤ T ). Then
〈ηT , ηT 〉Kcp(U) = 〈ξ, ξ〉Kcp(U)1(〈ξ, ξ〉Kcp(U) ≤ T ) ∈ MU ,
and ηT ∈ Kc∞(U). Moreover, by (2.9) we have
‖ξ − ηT ‖Kcp(U) = ‖ξ · 1(〈ξ, ξ〉Kcp(U) > T )‖Kcp(U)
= ‖〈ξ · 1(〈ξ, ξ〉Kcp(U) > T ), ξ · 1(〈ξ, ξ〉Kcp(U) > T )〉Kcp(U)‖
1/2
p/2
= ‖〈ξ, ξ〉Kcp(U)1(〈ξ, ξ〉Kcp(U) > T )‖
1/2
p/2
T→∞−→ 0.
This ends the proof of the Lemma.
Since MU is finite, we deduce duality and interpolation results from Corollary 1.14.
Corollary 2.23. — Let 1 ≤ p <∞. Then
(i) (Kcp(U))∗ = Kcp′(U) isometrically.
(ii) Let 1 ≤ p1 < p < p2 ≤ ∞ and 0 < θ < 1 be such that 1p = 1−θp1 + θp2 . Then
Kcp(U) = [Kcp1(U),Kcp2(U)]θ isometrically.
(iii) Kcp(U) =
⋃
p˜>p Ip˜,p(K˜
c
p˜(U))
‖·‖
K˜cp(U) .
Proof. — The assertions (i) and (ii) follow directly from Corollary 1.14. For (iii), let p˜ > p and
ξ ∈ Ip˜,p(K˜cp˜(U)). There exists η ∈ K˜cp˜(U) such that ξ = Ip˜,p(η). Then by Lemma 1.7 we have
〈ξ, ξ〉K˜cp(U) = Ip˜,p(〈η, η〉K˜cp˜(U)) ∈ Ip˜,p(Lp˜/2(M˜U)) ⊂ Lp/2(MU),
and Lemma 2.21 yields ξ ∈ Kcp(U). Conversely, let ξ ∈ Kcp(U). Then by Lemma 2.22 we can
approximate ξ in Kcp(U)-norm by an element η ∈ Kc∞(U), which is in Ip˜,p(K˜cp˜(U)) for all p˜ > p.
This concludes the proof of the Corollary.
The finiteness of MU also implies the following useful result.
Lemma 2.24. — Let 1 ≤ p <∞ and ξ ∈ Kcp(U). Then
‖ξ‖Kcp(U) = limq→p ‖ξ‖Kcq(U).
Proof. — For ξ ∈ Kcp(U), we have 〈ξ, ξ〉Kcp(U) ∈ Lp/2(MU ) by Lemma 2.21. Since MU is finite we
may write
‖ξ‖Kcp(U) = ‖〈ξ, ξ〉Kcp(U)‖
1/2
Lp/2(MU)
= lim
q→p
‖〈ξ, ξ〉Kcp(U)‖
1/2
Lq/2(MU)
= lim
q→p
‖ξ‖Kcq(U).
We may isometrically embed Hcp into Kcp(U) for every 1 ≤ p <∞ via the map
ι : Hcp → Kcp(U)
defined for x ∈ M by
(2.10) ι(x) =
(∑
t∈σ
et,0 ⊗ dσt (x)
)•
.
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Indeed, for x ∈M there exists p˜ > p such that
〈ι(x), ι(x)〉K˜cp(U) =
(∑
t∈σ
|dσt (x)|2
)•
∈ Ip˜/2,p/2(Lp˜/2(M˜U )).
Then 〈ι(x), ι(x)〉K˜cp(U) ∈ Lp/2(MU ) by Lemma 1.7, which ensures that ι(x) ∈ K
c
p(U) by Lemma
2.21. Observe that Lemma 2.24 still holds true for the Hcp-norm.
Lemma 2.25. — Let 1 ≤ p <∞ and x ∈M. Then
‖x‖Hcp = limq→p ‖x‖Hcq .
Proof. — For x ∈M, ι(x) ∈ Kcp(U) and by Lemma 2.24 we can write
‖x‖Hcp = ‖ι(x)‖Kcp(U) = limq→p ‖ι(x)‖Kcq(U) = limq→p ‖x‖Hcq .
2.6. Injectivity results. — In this subsection we check that the Hardy spaces defined above
are well intermediate spaces between L2(M) and Lp(M) as expected. The inequalities (2.2) allow
to define by density natural bounded maps from Hcp to Lmin(p,2)(M) for 1 ≤ p < ∞. Since it is
not clear a priori, we need to prove that these maps are injective.
Proposition 2.26. — Let 1 ≤ p <∞. Then
Lmax(p,2)(M) ⊂ Hcp ⊂ Lmin(p,2)(M),
i.e., Hcp embeds into Lmin(p,2)(M).
We first prove the following direct consequence of the monotonicity property.
Lemma 2.27. — Let 1 ≤ p < 2. Then the space {x ∈ Lp(M) : ‖x‖Hcp < ∞} is complete with
respect to the norm ‖ · ‖Hcp.
Proof. — The argument we will use to prove the completeness of the space {x ∈ Lp(M) : ‖x‖Hcp <
∞} relies on the fact that the discrete Hcp(σ)-norms are increasing in σ (up to a constant) for
1 ≤ p < 2, and on the completeness of the discrete spaces Hcp(σ). Let (xn)n≥1 ⊂ {x ∈ Lp(M) :
‖x‖Hcp < ∞} be a Cauchy sequence with respect to ‖ · ‖Hcp . Recall that for x ∈ {x ∈ Lp(M) :
‖x‖Hcp <∞} we have ‖x‖p ≤ βp‖x‖Hcp . Then we deduce that (xn)n≥1 is also a Cauchy sequence in
Lp(M). Hence (xn)n≥1 converges in Lp(M) to an element x ∈ Lp(M). Since for a finite partition
σ, the norms ‖ · ‖p and ‖ · ‖Hcp(σ) are equivalent, the convergence is in Hcp(σ) for each σ. It remains
to prove that the convergence is also with respect to the Hcp-norm, and then we will conclude that
x ∈ {x ∈ Lp(M) : ‖x‖Hcp <∞}. Fix ε > 0. By the Cauchy property with respect to the Hcp-norm,
there exists n0 ∈ N such that for all n ≥ n0,
lim
m→∞
‖xm − xn‖Hcp < ε.
For a fixed partition σ, since xn → x in Hcp(σ) we have
‖x− xn‖Hcp(σ) = limm→∞ ‖xm − xn‖Hcp(σ) ≤ βp limm→∞ ‖xm − xn‖Hcp < ε.
Note that here n0 does not depend on the partition σ, hence taking the limit in σ we obtain the
required convergence in Hcp-norm.
Proof of Proposition 2.26. — For 1 ≤ p < 2, by Lemma 2.27 and density we can isometrically
embed Hcp into {x ∈ Lp(M) : ‖x‖Hcp < ∞}, which is clearly a subspace of Lp(M). Hence the
natural map which sends Hcp to Lp(M) is injective. For 2 ≤ p < ∞, the injectivity of Hcp into
L2(M) directly comes from the Lp-module structure of the spaces Kcp(U) introduced in subsection
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2.5. Indeed, if 2 ≤ p <∞, this structure implies the injectivity of the map Ip,2 : Kcp(U)→ Kc2(U).
Hence the following commuting diagram yields the required injectivity result:
Hcp _
ι

// Hc2 = L2(M) _
ι

Kcp(U) 
 Ip,2
// Kc2(U)
2.7. Complementation results. — The aim of this subsection is to obtain the analoguous
results of Proposition 2.1 and Corollary 2.3 in the continuous setting. Here the space Kcp(U) will
play the role of the space Lp(M; ℓc2) in the discrete case.
Proposition 2.28. — Let 1 < p <∞. Then Hcp is complemented in Kcp(U).
Proof. — We first describe the projection D : Kcp(U)→ Hcp for an element
ξ = (ξσ)
• =
(∑
t∈σ
et,0 ⊗ ξσ(t)
)•
∈ Kc∞(U).
For each σ we set
xσ =
∑
t∈σ
dσt (ξσ(t)),
where dσt (ξσ(t)) = Et(ξσ(t)) − Et−(σ)(ξσ(t)) for 0 < t ∈ σ and dσ0 (ξσ(t)) = E0(ξσ(t)). Since
Kc∞(U) ⊂ Kc2(U), we have xσ ∈ L2(M) and ‖xσ‖2 = ‖ξσ‖L2(M;ℓc2(σ)) is uniformly bounded. Hence
we can consider the weak-limit in L2(M) of the xσ’s and we set
D(ξ) = w-L2- lim
σ,U
xσ.
We will show that this construction defines well an elementD(ξ) ∈ Hcp with ‖D(ξ)‖Hcp ≤ kp‖ξ‖Kcp(U)
for 1 < p < ∞. Then we will conclude by density (see Lemma 2.22) that Hcp is complemented in
Kcp(U).
Let ξ ∈ Kc∞(U) be such that ‖ξ‖Kcp(U) = limσ,U ‖ξσ‖Lp(M;ℓc2(σ)) < 1. We may assume that
‖ξσ‖Lp(M;ℓc2(σ)) < 1 for all σ. Let 1 < p < 2 and fix a finite partition σ0. In this case we clearly
have D(ξ) ∈ L2(M) ⊂ Hcp. By Lemma 2.14 and the noncommutative Stein inequality in the
discrete case (Proposition 2.1), for σ0 ⊂ σ we have
‖xσ‖Hcp(σ0) ≤ βp‖xσ‖Hcp(σ) ≤ γpβp‖ξσ‖Lp(M;ℓc2(σ)) ≤ γpβp.
We see that (xσ)σ⊃σ0 is uniformly bounded in H
c
p(σ0), and we deduce that the weak-limit of the
xσ’s (for σ ⊃ σ0) exists in Hcp(σ0). This weak-limit coincides with the weak-limit in L2, i.e.,
D(ξ) = w-Hcp(σ0)- lim
σ⊃σ0,U
xσ .
Then we can write
‖D(ξ)‖Hcp(σ0) ≤ limσ⊃σ0,U ‖xσ‖Hcp(σ0) ≤ γpβp.
Since this holds true for every partition σ0, taking the limit we obtain
‖D(ξ)‖Hcp ≤ γpβp‖ξ‖Kcp(U).
Let 2 ≤ p <∞. Lemma 2.14 and Proposition 2.1 imply that for each σ,
‖xσ‖Hcp ≤ αp‖xσ‖Hcp(σ) ≤ γpαp‖ξσ‖Lp(M;ℓc2(σ)) ≤ γpαp.
Hence the family (xσ)σ is uniformly bounded in Hcp. The reflexivity of Hcp (Lemma 2.13) yields
that the weak-limit of the xσ’s exists in Hcp. Since Hcp embeds into L2(M) by Proposition 2.26, we
deduce that these two weak-limits coincide, i.e.,
D(ξ) = w-Hcp- lim
σ,U
xσ ∈ Hcp.
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Then we can write
‖D(ξ)‖Hcp ≤ limσ,U ‖xσ‖Hcp ≤ γpαp‖ξ‖Kcp(U).
This concludes the proof.
This complementation result allows to transfer the duality and interpolation results proved for
Kcp(U) in Corollary 2.23 to the spaces Hcp.
Corollary 2.29. — Let 1 < p <∞.
(i) Then
(Hcp)∗ = Hcp′ with equivalent norms.
(ii) Let 1 < p1, p2 <∞ and 0 < θ < 1 be such that 1p = 1−θp1 + θp2 . Then
Hcp = [Hcp1 ,Hcp2 ]θ with equivalent norms.
A direct approach of the duality between Hcp and Hcp′ , by simply using the discrete duality,
yields instead the following duality result.
Lemma 2.30. — Let 1 < p < 2. Then
(Hcp′)∗ = {x ∈ Lp(M) : ‖x‖Hcp <∞} with equivalent norms.
Proof. — Let x ∈ {x ∈ Lp(M) : ‖x‖Hcp < ∞} and y ∈ M. For a fixed partition σ, the Ho¨lder
inequality implies
|τ(x∗y)| =
∣∣∣∑
t∈σ
τ(dσt (x)
∗dσt (y))
∣∣∣ ≤ ∥∥∥(∑
t∈σ
|dσt (x)|2
)1/2∥∥∥
p
∥∥∥(∑
t∈σ
|dσt (y)|2
)1/2∥∥∥
p′
= ‖x‖Hcp(σ)‖y‖Hcp′(σ).
Passing to the limit yields
|τ(x∗y)| ≤ ‖x‖Hcp‖y‖Hcp′ .
Since M is dense in Hcp′ , this shows that x ∈ (Hcp′ )∗ and
‖x‖(Hc
p′
)∗ ≤ ‖x‖Hcp .
Conversely, let ϕ ∈ (Hcp′ )∗ be of norm less than one. Since Lp′(M) is dense in Hcp′ , ϕ is represented
by an element x ∈ Lp(M) such that ϕ(y) = τ(x∗y) for all y ∈ Lp′(M). It remains to show that
‖x‖Hcp <∞. For a fixed partition σ, by Corollary 2.3 and the density of Lp′(M) in Hcp′(σ), we get
‖x‖Hcp(σ) ≤
√
2γp‖x‖(Hc
p′
(σ))∗ =
√
2γp sup
y∈Lp′(M),‖y‖Hc
p′
(σ)≤1
|τ(x∗y)|.
For y ∈ Lp′(M) with ‖y‖Hc
p′
(σ) ≤ 1 we have
|τ(x∗y)| = |ϕ(y)| ≤ ‖y‖Hc
p′
≤ αp′‖y‖Hc
p′
(σ) ≤ αp′ .
Hence we get
‖x‖Hcp ≤
√
2γpαp′‖x‖(Hc
p′
)∗ ,
and deduce that x ∈ {x ∈ Lp(M) : ‖x‖Hcp <∞}.
Hence, combining Lemma 2.30 with assertion (i) of Corollary 2.29 we obtain
Corollary 2.31. — Let 1 < p < 2. Then Hcp = {x ∈ Lp(M) : ‖x‖Hcp <∞}.
Remark 2.32. — We have to be careful when considering the duality bracket between Hcp and
Hcp′ . Indeed, we can not always write it explicitly. For 1 < p < ∞ and x ∈ Hcp, y ∈ Hcp′ , we can
write
(x|y)Hcp,Hcp′ = τ(x
∗y)
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when either x ∈ Lmax(p,2)(M) or y ∈ Lmax(p′,2)(M). We first suppose that x ∈ Lmax(p,2)(M) and
y ∈ Lmax(p′,2)(M). Then
(x|y)Hcp,Hcp′ = (ι(x)|ι(y))Kcp(U),Kcp′(U)
=
((∑
t∈σ
et,0 ⊗ dσt (x)
)•∣∣∣(∑
t∈σ
et,0 ⊗ dσt (y)
)•)
Kcp(U),K
c
p′
(U)
= lim
σ,U
∑
t∈σ
τ(dσt (x)
∗dσt (y)) = lim
σ,U
τ(x∗y)
= τ(x∗y).
We now consider x ∈ Lmax(p,2)(M) and y = Hcp′ - limn yn with yn ∈ Lmax(p′,2)(M), the other case
being similar. Then
(x|y)Hcp,Hcp′ = limn (x|yn)Hcp,Hcp′ = limn τ(x
∗yn).
Since Hcp′ ⊂ Lmin(p′,2)(M), the sequence (yn)n also converges in Lmin(p′,2) to y and we get
(x|y)Hcp,Hcp′ = τ(x∗y).
2.8. Fefferman-Stein duality. — In this subsection we establish the analogue of the Fefferman-
Stein duality in the continuous setting. The difficulty here is to find the right description of the
spaces LcpMO to get the expected duality.
Definition 2.33. — (i) Let 2 < p < ∞. We define LcpMO as the space of all elements x ∈
L2(M) of the form x = w-L2- limσ,U xσ with limσ,U ‖xσ‖LcpMO(σ) < ∞. We equip LcpMO
with the norm
‖x‖LcpMO = inf limσ,U ‖xσ‖LcpMO(σ),
where the infimum is taken over all the descriptions x = w-L2- limσ,U xσ.
(ii) We define the space BMOc as the space whose closed unit ball is given by the absolute convex
set
BBMOc = {x = w-L2- lim
σ,U
xσ : lim
σ,U
‖xσ‖BMOc(σ) ≤ 1}
‖·‖2
.
We equip BMOc with the norm
‖x‖BMOc = inf{C ≥ 0 : x ∈ CBBMOc}.
Lemma 2.34. — The spaces LcpMO for 2 < p <∞ and BMOc are Banach spaces.
To prove that BMOc is complete we will need the following general fact.
Lemma 2.35. — Let X be a Banach space and B be an absolutely convex subset of X satisfying
(i) B is continuously embedded into the unit ball of X, i.e., there exists D > 0 such that
B ⊂ DBX ;
(ii) B is closed with respect to the norm ‖ · ‖X .
Then the space Y whose unit ball is B, equipped with the norm
‖x‖Y = inf{C ≥ 0 : x ∈ CB}
is a Banach space.
Proof. — It is a well-known fact that ‖ · ‖Y defines a norm. Let
∑
n xn≥1 be an absolutely
converging series in (Y, ‖ · ‖Y ). We may assume that ‖xn‖Y ≤ 12n for all n ≥ 1. We want to show
that this series converges in Y . We first remark that the series
∑
n xn is absolutely converging,
and hence converging, in X . Then there exists x ∈ X such that x =∑n xn, where the convergence
is with respect to ‖ · ‖X . Thus
N∑
n=1
xn
N→∞−→ x in X and
N∑
n=1
xn ∈ B.
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Indeed, we have ∥∥∥ N∑
n=1
xn
∥∥∥
Y
≤
N∑
n=1
‖xn‖Y ≤
N∑
n=1
1
2n
≤ 1.
Using (ii), this shows that x ∈ B. It remains to see that the convergence also holds for the norm
‖ · ‖Y . Let ε > 0. Let N0 be such that 2N0 ≥ ε−1. We claim that for all M > N ≥ N0
yN,M =
1
ε
( M∑
n=1
xn −
N∑
n=1
xn
)
∈ B.
Indeed, we have
‖yN,M‖Y = 1
ε
∥∥∥ M∑
n=N+1
xn
∥∥∥
Y
≤ 1
ε
M∑
n=N+1
‖xn‖Y ≤ 1
ε
M∑
n=N+1
1
2n
≤ 1
ε2N
≤ 1
ε2N0
≤ 1.
Moreover, for N ≥ N0 fixed we have
yN,M
M→∞−→ 1
ε
(
x−
N∑
n=1
xn
)
in X.
Hence (ii) yields that 1ε
(
x−
N∑
n=1
xn
)
∈ B, i.e.,
∥∥∥x− N∑
n=1
xn
∥∥∥
Y
≤ ε for all N ≥ N0.
This proves that the series converges with respect to ‖ · ‖Y and ends the proof.
Proof of Lemma 2.34. — We start with the case p = ∞. We apply Lemma 2.35 to X = L2(M)
and B = BBMOc . Then by the definition of BBMOc , it is clear that the condition (ii) of Lemma
2.35 is satisfied. Moreover, since for x ∈ L2(M) and each σ we have ‖x‖2 ≤
√
2‖x‖BMOc(σ), the
condition (i) holds for D =
√
2. Hence the construction of the space BMOc defines a Banach
space.
For 2 < p <∞, we observe that LcpMO is the range of the bounded map
φ :
{ ∏
U L
c
pMO(σ) −→ L2(M)
(xσ)
• 7−→ w-L2- limσ,U xσ .
Indeed, since for each σ we have ‖xσ‖2 ≤
√
2‖xσ‖LcpMO(σ), the family (xσ)σ is uniformly bounded
in L2 and hence the weak-limit in L2 exists. Moreover, it is easily checked that the map φ is
well-defined, i.e., if (xσ)
• = (yσ)
• ∈ ∏U LcpMO(σ), then w-L2- limσ,U xσ = w-L2- limσ,U yσ. Since∏
U L
c
pMO(σ) is a Banach space, the boundedness of φ implies that L
c
pMO = φ(
∏
U L
c
pMO(σ))
equipped with the quotient norm
‖x‖LcpMO = infx=φ((xσ)•) ‖(xσ)
•‖∏
U
LcpMO(σ)
is a Banach space.
We can now state the continuous analogue of the noncommuative Fefferman-Stein duality.
Theorem 2.36. — Let 1 ≤ p < 2. Then
(Hcp)∗ = Lcp′MO with equivalent norms.
Moreover,
λ−1p ‖x‖Lcp′MO ≤ ‖x‖(Hcp)∗ ≤
√
2‖x‖Lc
p′
MO.
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Proof. — We first prove the inclusion Lcp′MO ⊂ (Hcp)∗ for 1 < p < 2. We consider x ∈ Lcp′MO
with ‖x‖Lc
p′
MO < 1. Then there exists a sequence (xσ)σ such that limσ,U ‖xσ‖Lc
p′
MO(σ) < 1 and
x = w-L2- limσ,U xσ. Hence for y ∈ M we have τ(x∗y) = limσ,U τ(x∗σy). Recall that the discrete
Fefferman-Stein duality for a fixed partition σ implies
|τ(x∗σy)| ≤
√
2‖xσ‖Lc
p′
MO(σ)‖y‖Hcp(σ).
Taking the limit we get
|τ(x∗y)| ≤
√
2 lim
σ,U
(‖xσ‖Lc
p′
MO(σ)‖y‖Hcp(σ)) =
√
2(lim
σ,U
‖xσ‖Lc
p′
MO(σ))(lim
σ,U
‖y‖Hcp(σ)) ≤
√
2‖y‖Hcp .
Since M is dense in Hcp, this shows that x ∈ (Hcp)∗ and
‖x‖(Hcp)∗ ≤
√
2‖x‖Lc
p′
MO.
The proof of this inclusion in the case p = 1 is similar. Indeed, let x ∈ BBMOc . Then there exists a
sequence (xλ)λ such that x = L2- limλ x
λ and xλ = w-L2- limσ,U x
λ
σ , with limσ,U ‖xλσ‖BMOc(σ) ≤ 1
for all λ. For y ∈ M we have
|τ(x∗y)| = | lim
λ
τ((xλ)∗y)| ≤ √2 lim
λ
(lim
σ,U
‖xλσ‖BMOc(σ))(lim
σ,U
‖y‖Hc1(σ)) ≤
√
2‖y‖Hc1.
We deduce that BMOc ⊂ (Hc1)∗ by density as above.
To prove the converse inclusion, we first embed Hcp into an ultraproduct space as follows. Note
that the map iU : x ∈ M 7→ (x)• ∈
∏
U H
c
p(σ) is isometric with respect to the norms ‖ · ‖Hcp and
‖ · ‖∏
U
Hcp(σ)
. Hence by the density of M in Hcp we can extend iU to an isometric embedding of
Hcp into
∏
U H
c
p(σ). Let ϕ ∈ (Hcp)∗ be a functional of norm less than one. By the Hahn-Banach
Theorem we can extend ϕ to a functional on
∏
U H
c
p(σ) of norm less than one. We now need to
consider the dual space of an ultraproduct. Recall that the situation is much easier in the reflexive
case (see subsection 1.2), hence we start with the case 1 < p < 2. In this situation
∏
U H
c
p(σ) is
reflexive, and Lemma 1.2 gives(∏
U
Hcp(σ)
)∗
=
∏
U
(Hcp(σ))
∗ ∼=
∏
U
Lcp′MO(σ),
where the constants in the equivalence of the norms come from the discrete case (see Theorem 2.4).
Then there exists z = (zσ)
• ∈ ∏U Lcp′MO(σ) of norm ≤ λp such that
ϕ(y) = (z|iU(y)), ∀y ∈ Hcp.
Applying this to y ∈M we get
ϕ(y) = (z|(y)•) = lim
σ,U
τ(z∗σy) = τ(x
∗y),
where x = w-L2- limσ,U zσ is in L
c
p′MO. By the density ofM inHcp this proves that ϕ is represented
by x and
‖x‖Lc
p′
MO ≤ lim
σ,U
‖zσ‖Lc
p′
MO(σ) ≤ λp‖x‖(Hcp)∗ .
For p = 1, Lemma 1.3 says that the unit ball of
∏
U (H
c
1(σ))
∗ ∼=∏U BMOc(σ) is weak∗-dense in the
unit ball of (
∏
U H
c
1(σ))
∗. Then there exists a sequence (zλ)λ, where z
λ = (zλσ)
• ∈ ∏U BMOc(σ)
is of norm less than
√
3 for all λ, such that
ϕ(y) = lim
λ
(zλ|iU(y)), ∀y ∈ Hc1.
Applying this to y ∈M we get
ϕ(y) = lim
λ
(zλ|(y)•) = lim
λ
lim
σ,U
τ((zλσ)
∗y) = lim
λ
τ((xλ)∗y),
where xλ = w-L2- limσ,U z
λ
σ is in BMOc of norm less than
√
3. Since for all λ we have
‖zλ‖∏
U
L2(M) ≤
√
2‖zλ‖∏
U
BMOc(σ) ≤
√
6, the sequence (xλ)λ is uniformly bounded in L2(M).
Setting x = w-L2- limλ x
λ we obtain ϕ(y) = τ(x∗y) for all y ∈ M. We can approximate the
weak-limit x by convex combinations of the xλ’s in the L2-norm. Since x
λ ∈ √3BBMOc for all λ,
the convexity of the unit ball of BMOc implies that any convex combination ∑m αmxλm is still
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in
√
3BBMOc . Thus by the definition of BBMOc , we obtain that x ∈
√
3BBMOc . By the density
of M in Hc1 this proves that ϕ is represented by x and
‖x‖BMOc ≤
√
3‖x‖(Hc1)∗ .
This duality implies the following property.
Corollary 2.37. — Let 2 < p ≤ ∞. Let (xλ)λ be a sequence in L2(M) such that ‖xλ‖LcpMO ≤ 1
for all λ and x = w-L2- limλ xλ. Then x ∈ LcpMO with ‖x‖LcpMO ≤
√
2λp.
Proof. — Using Theorem 2.36 and the density of L2(M) in Hcp′ , we can write
‖x‖LcpMO ≤ λp sup
y∈L2(M),‖y‖Hc
p′
≤1
|τ(x∗y)|.
Note that for all y ∈ L2(M), ‖y‖Hc
p′
≤ 1 we have
|τ(x∗y)| ≤ lim sup
λ
|τ(x∗λy)| ≤
√
2 lim sup
λ
‖xλ‖LcpMO‖y‖Hcp′ ≤
√
2.
Thus x ∈ LcpMO with ‖x‖LcpMO ≤
√
2λp.
Combining Theorem 2.36 with Corollary 2.29 (i) we immediately get the
Corollary 2.38. — Let 2 < p <∞. Then
LcpMO = Hcp with equivalent norms.
Remark 2.39. — In particular, we deduce the following properties for LcpMO, 2 < p <∞:
(i) LcpMO is independent of the choice of the ultrafilter U , up to equivalent norm.
(ii) Lp(M) is norm dense in LcpMO.
(iii) For x ∈ Lp(M),
‖x‖LcpMO = limq→p ‖x‖LcqMO ≃ limσ,U ‖x‖LcpMO(σ)
for every ultrafilter U . In particular, up to equivalent norms, LcpMO is the completion of
Lp(M) with respect to the norm limσ,U ‖ · ‖LcpMO(σ).
(iv) The ‖ · ‖LcpMO(σ)-norm is decreasing in σ (up to a constant).
Note that for (iii), if x ∈ Lp(M) the fact that ‖x‖LcpMO ≃ ‖x‖Hcp combined with Lemma 2.25
ensures that limq→p ‖x‖LcqMO exists. Since for 2 < q < p < r we have ‖x‖LcqMO ≤ ‖x‖LcpMO ≤
‖x‖LcrMO, sending q and r to p we obtain that the limit is in fact equal to ‖x‖LcpMO.
Concerning the case p =∞, we can also deduce some nice properties for BMOc from Theorem
2.36.
Corollary 2.40. — (i) BMOc is independent of the choice of the ultrafilter U , up to equivalent
norm.
(ii) M is weak∗-dense in BMOc.
(iii) For x ∈M,
‖x‖BMOc ≃ sup
2<p<∞
‖x‖LcpMO ≤ limσ,U ‖x‖BMOc(σ)
for every ultrafilter U .
(iv) The ‖ · ‖BMOc(σ)-norm is decreasing in σ (up to a constant).
More precisely, for x ∈M and σ ⊂ σ′ we have
‖x‖BMOc(σ′) ≤ 2‖x‖BMOc(σ).
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Proof. — Assertions (i) and (ii) follow directly from Theorem 2.36 and Theorem 2.15, Proposition
2.26 respectively. For x ∈ M and 2 < p < ∞, Corollary 2.37 gives ‖x‖LcpMO ≤
√
2λp‖x‖BMOc .
Conversely, by the density of M in Hc1 we have
‖x‖BMOc ≤
√
3‖x‖(Hc1)∗ =
√
3 sup
y∈M,‖y‖Hc1
≤1
|τ(x∗y)|.
Let ε > 0. By Lemma 2.25, for each y ∈ M, ‖y‖Hc1 ≤ 1 there exists 1 < p(y) < 2 such that
‖y‖Hc
p(y)
≤ 1 + ε. Applying Theorem 2.36 to 1p(y) + 1p(y)′ = 1 we get
|τ(x∗y)| ≤ √2‖x‖Lc
p(y)′
MO‖y‖Hc
p(y)
≤ √2(1 + ε) sup
2<p<∞
‖x‖LcpMO.
Sending ε to 0, we obtain
(
√
2λp)
−1 sup
2<p<∞
‖x‖LcpMO ≤ ‖x‖BMOc ≤
√
6 sup
2<p<∞
‖x‖LcpMO.
Then by Remark 2.39 (iii) we deduce
‖x‖BMOc ≃ sup
2<p<∞
‖x‖LcpMO ≃ sup
2<p<∞
lim
σ,U
‖x‖LcpMO(σ) ≤ limσ,U ‖x‖BMOc(σ).
Finally, (iv) comes from the reversed monotonicity result for the Hc1(σ)-norms by duality. But
this approach yields a constant
√
12, which can be improved by a direct proof that we include
below. Let x ∈ M and σ ⊂ σ′. Fix u ∈ σ′, there exists a unique element s(u) ∈ σ, satisfying
s(u)−(σ) ≤ u−(σ′) < u ≤ s(u). Observe that for b ∈ B(ℓ2(σ))⊗M we have by contractivity of the
conditional expectation
‖Eu|b− Eu−(σ′)(b)|2‖∞ ≤ 2(‖Eu|b|2‖∞ + ‖Eu|Eu−(σ′)(b)|2‖∞) ≤ 4‖Eu(Es(u)|b|2)‖∞ ≤ 4‖Es(u)|b|2‖∞.
Applying this to
b =
∑
s∈σ,s≥s(u)
es,0 ⊗ dσs (x) ∈ B(ℓ2(σ))⊗M
we get
‖Eu|b− Eu−(σ′)(b)|2‖B(ℓ2(σ))⊗M =
∥∥∥Eu( ∑
v∈σ′,v≥u
|dσ′v (b)|2
)∥∥∥
B(ℓ2(σ))⊗M
≤ 4‖Es(u)|b|2‖B(ℓ2(σ))⊗M = 4
∥∥∥Es(u)( ∑
s∈σ,s≥s(u)
|dσs (x)|2
)∥∥∥
∞
.
Recall that
dσ
′
v (d
σ
s (x)) =
{
dσ
′
v (x) if s
−(σ) ≤ v−(σ′) < v ≤ s
0 otherwise
.
Note that s(·) is monotonous, i.e., for u, v ∈ σ′, v ≥ u implies s(v) ≥ s(u). Hence
dσ
′
v (b) =
∑
s∈σ,s≥s(u)
es,0 ⊗ dσ′v (dσs (x)) = es(v),0 ⊗ dσ
′
v (x),
and ∥∥∥Eu( ∑
v∈σ′,v≥u
|dσ′v (b)|2
)∥∥∥
B(ℓ2(σ))⊗M
=
∥∥∥Eu( ∑
v∈σ′,v≥u
|dσ′v (x)|2
)∥∥∥
∞
.
At the end we showed that for each u ∈ σ′,
‖Eu|x− Eu−(σ′)(x)|2‖1/2∞ ≤ 2‖x‖BMOc(σ),
which yields the required result by taking the supremum over u ∈ σ′.
We end this subsection with the following characterization of the LcpMO-spaces. Observe that
this characterization also holds true for p =∞, hence this allows us to consider the spaces LcpMO
and BMOc in a similar way.
Proposition 2.41. — Let 2 < p ≤ ∞. Then the unit ball of LcpMO is equivalent to
Bp = {x ∈ L2(M) : lim
σ,U
‖x‖LcpMO(σ) ≤ 1}
‖·‖2
.
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Proof. — For p = ∞, it is obvious that B∞ ⊂ BBMOc . For 2 < p < ∞, Corollary 2.37 implies
that Bp ⊂
√
2λpBLcpMO. Conversely, let x ∈ BLcpMO for 2 < p ≤ ∞. It suffices to consider x =
w-L2- limσ,U xσ with limσ,U ‖xσ‖LcpMO(σ) ≤ 1. Let ε > 0. We may assume that ‖xσ‖LcpMO(σ) ≤ 1+ε
for each σ. For a fixed partition σ′, since the LcpMO(σ)-norms are decreasing we have
lim
σ,U
‖xσ′‖LcpMO(σ) ≤ kp‖xσ′‖LcpMO(σ′) ≤ kp(1 + ε).
Moreover, the family (xσ)σ is uniformly bounded in L2(M). Then x is the limit in L2-norm of
convex combinations of the xσ’s. Let y =
∑
m αmxσm be such a convex combination, then
lim
σ,U
‖y‖LcpMO(σ) ≤
∑
m
αm lim
σ,U
‖xσm‖LcpMO(σ) ≤ kp(1 + ε).
Sending ε to 0 we get x ∈ kpBp.
2.9. Interpolation. — We end the study of the Hcp spaces with the continuous analogue of the
interpolation Theorem 2.8 (i). We will deal with the complex method of interpolation, and we
refer to [3] for informations on interpolation. This interpolation result has already been used in
the literature and is particularly important in abstract semigroup theory.
Theorem 2.42. — Let 1 < p <∞. Then
Hcp = [BMOc,Hc1] 1p with equivalent norms.
Proof. — By definition BMOc ⊂ L2(M) ⊂ Hc1, hence the couple [BMOc,Hc1] is compatible.
Recall that Hcp embeds isometrically into Kcp(U) via the map ι defined by (2.10) for 1 ≤ p < ∞,
and this inclusion is complemented for 1 < p < ∞ by Proposition 2.28. Then the fact that the
spaces Kcp(U) form an interpolation scale for 1 ≤ p ≤ ∞ (by Corollary 2.23 (ii)) clearly implies the
inclusion
(2.11) [Hc1, L2(M)]θ ⊂ Hcp
for 1 < p < 2 and 1p = 1− θ2 . Conversely, we will prove that
(2.12) [BMOc, L2(M)]2/p ⊂ Hcp with equivalent norms for 2 < p <∞.
In fact, we will first show that
(2.13) [B˜MOc, L2(M)]2/p ⊂ Hcp with equivalent norms for 2 < p <∞,
where
B˜MO
c
= {x ∈ L2(M) : ‖x‖B˜MOc = limσ,U ‖x‖BMOc(σ) <∞}
‖·‖
B˜MO
c
=M‖·‖B˜MOc .
Then we will use the following fact from [3].
Fact 2.43. — Let A0, A1 be a compatible couple such that A0 ∩ A1 is dense in A0 and A1. Let
A0 be such that BA0 = BA0
‖·‖A0+A1 . Then for any 0 ≤ θ ≤ 1 we have
[A0, A1]θ = [A0, A1]θ isometrically.
We will apply this fact to A0 = B˜MO
c
, A1 = L2(M), and (2.12) will follow from (2.13). Indeed,
B˜MOc ∩ L2(M) ⊃ M is clearly dense in B˜MO
c
and in L2(M). Moreover, A0 = BMOc with
equivalent norm. More precisely, we have
(2.14) B
B˜MO
c
‖·‖2 ⊂ BBMOc ⊂ 2BB˜MOc
‖·‖2
.
Indeed, since B
B˜MO
c
‖·‖2
= {x ∈ L2(M) : ‖x‖B˜MOc ≤ 1}
‖·‖2
, the first inclusion of (2.14) is obvious
by the definition of BMOc. Conversely, if x = w-L2- limσ,U xσ with limσ,U ‖xσ‖BMOc(σ) < 1 (we
may assume that ‖xσ‖BMOc(σ) < 1 for every σ), then for all ε > 0 we can find a convex combination
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xε =
∑
m αmxσm ∈ L2(M) such that ‖x − xε‖2 < ε. By Corollary 2.40, for σ ⊃ ∪mσm we may
write
‖xε‖BMOc(σ) ≤
∑
m
αm‖xσm‖BMOc(σ) ≤ 2
∑
m
αm‖xσm‖BMOc(σm) < 2.
Then ‖xε‖B˜MOc < 2 and x ∈ 2BB˜MOc
‖·‖2
, which proves the second inclusion of (2.14). It remains
to prove (2.13). Observe that we have an isometric embedding iU : B˜MO
c
→ ∏U BMOc(σ) given
by iU(x) = (x)
• for x ∈M. This map satisfies φ ◦ iU (x) = x for all x ∈ M, where φ is defined by
φ :
{ ∏
U BMO
c(σ) −→ L2(M)
(xσ)
• 7−→ w-L2- limσ,U xσ .
Let x ∈ M be such that ‖x‖
[B˜MO
c
,L2(M)]2/p
≤ 1. Then there exists an analytic function f ∈
F(B˜MO
c
, L2(M)) such that x = f
(
2
p
)
and
‖f‖
F(B˜MO
c
,L2(M))
= max
{
sup
t∈R
‖f(it)‖
B˜MO
c , sup
t∈R
‖f(1 + it)‖2
} ≤ 1.
By setting g = iU ◦ f , since iU is also isometric from L2(M) to
∏
U L2(M), we get a function g ∈
F(∏U BMOc(σ),∏U L2(M)) of norm ≤ 1 such that iU (x) = g( 2p). Hence by using ultraproduct
techniques and the discrete case we may write
iU (x) ∈
[∏
U
BMOc(σ),
∏
U
L2(M)
]
2/p
⊂
∏
U
[BMOc(σ), L2(M)]2/p =
∏
U
LcpMO(σ),
with ‖iU(x)‖∏
U
LcpMO(σ)
≤ Cp. Recall that in the proof of Lemma 2.34 we have seen that LcpMO =
φ(
∏
U L
c
pMO(σ)), hence x = φ ◦ iU (x) ∈ LcpMO = Hcp by Corollary 2.38. Moreover we obtain
‖x‖Hcp ≃ ‖φ ◦ iU (x)‖LcpMO ≤ ‖iU(x)‖∏U LcpMO(σ) ≤ Cp‖x‖[B˜MOc,L2(M)]2/p .
By density this shows (2.13) and ends the proof of (2.12). By duality, since L2(M) is reflexive and
(Hc1)∗ = BMOc by Theorem 2.36, by combining (2.11) and (2.12) we obtain that [Hc1, L2(M)]θ =
Hcp with equivalent norms for 1 < p < 2 and 1p = 1− θ2 . Finally, by using the reiteration theorem,
Wolff’s theorem, duality and Corollary 2.29 (ii), we conclude the proof with the usual interpolation
techniques.
3. Burkholder-Gundy inequalities
The aim of this section is to establish the analogue of the noncommutative Burkholder-Gundy
inequalities in the continuous setting. The theory developed previously for the column spaces still
holds true for the row spaces. Indeed, by considering the adjoint we may define the row Hardy
spaceHrp and obtain the analoguous results. By Proposition 2.26 we can naturally define the Hardy
space for continuous filtrations Hp as follows.
Definition 3.1. — Let 1 < p <∞. We define
Hp =
{ Hcp +Hrp for 1 < p < 2
Hcp ∩Hrp for 2 ≤ p <∞
,
where the sum is taken in Lp(M) and the intersection in L2(M).
Observe that for 2 ≤ p < ∞, by applying the noncommutative Burkholder-Gundy inequalities
in the discrete case for each partition σ and taking the limit in σ we immediately obtain
‖x‖p ≃ max(‖x‖Hcp , ‖x‖Hrp) for x ∈ Lp(M).
This means that
Lp(M) = Lp(M)‖·‖H
c
p∩H
r
p for 2 ≤ p <∞.
However this result is too weak, we would like to prove that Lp(M) = Hcp ∩ Hrp for 2 ≤ p < ∞.
To obtain this stronger result, we use a dual approach and first consider the case 1 < p < 2. The
discrete noncommutative Burkholder-Gundy inequalities (Theorem 2.6) applied to each partition
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and the monotonicity Lemma 2.14 immediately imply the required Burkholder-Gundy inequalities
in the continuous setting, as detailed in subsection 3.1. However, this result won’t be sufficient
to apply the classical duality argument and get the continuous analogue of the noncommutative
Burkholder-Gundy inequalities for 2 ≤ p <∞. We will need a stronger decomposition introduced
by Randrianantoanina and recalled in subsection 3.2, which will be formalized in subsection 3.3 by
defining another construction for the sum of Banach spaces. After extending Randrianantoanina’s
result for 1 < p < 2 to the continuous setting, we will be able to deduce by duality the continuous
analogue of the noncommutative Burkholder-Gundy inequalities for 2 ≤ p < ∞. We then discuss
the case p = 1, and establish a Fefferman-Stein duality result for H1. We end this section with the
expected interpolation result involving our spaces H1 and BMO.
3.1. Burkholder-Gundy inequalities for 1 < p < 2. — We may obtain the Burkholder-
Gundy inequalities for 1 < p < 2 by a direct approach, as we will detail below. Indeed, the proof
presented here only uses the discrete Burkholder-Gundy inequalities and the crucial monotonicity
property proved in Lemma 2.14. Let us first state the result in this case.
Theorem 3.2. — Let 1 < p < 2. Then
Lp(M) = Hp = Hcp +Hrp with equivalent norms.
Proof. — The inclusion Hp ⊂ Lp(M) is obvious, and for x ∈ Hp we have ‖x‖p ≤ βp‖x‖Hp . Now
let x ∈ Lp(M). Then by the discrete Burkholder-Gundy inequalities, for each σ we may decompose
x = aσ + bσ where aσ ∈ Hcp(σ), bσ ∈ Hrp (σ) and
‖aσ‖Hcp(σ) + ‖bσ‖Hrp(σ) ≤ αp‖x‖p.
Moreover, for each σ we have
‖aσ‖p ≤ βp‖aσ‖Hp(σ) ≤ βp‖aσ‖Hcp(σ) ≤ βpαp‖x‖p.
Hence the family (aσ)σ is uniformly bounded in Lp(M), and since 1 < p < 2 the weak-limit of the
aσ’s exists in Lp. The same holds for (bσ), and we set
a = w-Lp- lim
σ,U
aσ and b = w-Lp- lim
σ,U
bσ.
Then x = a+ b. It remains to prove that a ∈ Hcp and b ∈ Hrp. Recall that by Corollary 2.31, since
a ∈ Lp(M) it suffices to estimate ‖a‖Hcp = limσ,U ‖a‖Hcp(σ) and ‖b‖Hrp = limσ,U ‖b‖Hrp(σ). Fix ε > 0
and a finite partition σ of [0, 1]. We can find positive numbers (αm)
M
m=1 verifying
∑
m αm = 1 and
partitions σ1, · · · , σM containing σ such that
(3.1)
∥∥∥a− M∑
m=1
αmaσm
∥∥∥
p
< ε and
∥∥∥b− M∑
m=1
αmbσm
∥∥∥
p
< ε.
On the one hand, note that for y ∈ Lp(M) we have
(3.2) ‖y‖Hcp(σ) ≤ 2|σ|1/p‖y‖p.
Indeed, we may write
‖y‖pHcp(σ) =
∥∥∥∑
t∈σ
|dσt (y)|2
∥∥∥p/2
p/2
≤
∑
t∈σ
‖|dσt (y)|2‖p/2p/2 =
∑
t∈σ
‖dσt (y)‖pp
≤
∑
t∈σ
(2‖y‖p)p ≤ 2p|σ|‖y‖pp.
Taking the adjoint we obtain
(3.3) ‖y‖Hrp(σ) ≤ 2|σ|1/p‖y‖p.
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Then combining (3.1) with (3.2) and (3.3) we get
(3.4)
∥∥∥a− M∑
m=1
αmaσm
∥∥∥
Hcp(σ)
≤ 2|σ|1/pε and
∥∥∥b− M∑
m=1
αmbσm
∥∥∥
Hrp (σ)
≤ 2|σ|1/pε.
On the other hand, since σ ⊂ σm for all m, Lemma 2.14 yields
(3.5)
∥∥∥ M∑
m=1
αmaσm
∥∥∥
Hcp(σ)
+
∥∥∥ M∑
m=1
αmbσm
∥∥∥
Hrp(σ)
≤
M∑
m=1
αm(‖aσm‖Hcp(σ) + ‖bσm‖Hrp(σ))
≤ βp
M∑
m=1
αm(‖aσm‖Hcp(σm) + ‖bσm‖Hrp(σm)) ≤ βpαp‖x‖p.
Finally by (3.4) and (3.5) we get
‖a‖Hcp(σ) + ‖b‖Hrp(σ)
≤
∥∥∥a− M∑
m=1
αmaσm
∥∥∥
Hcp(σ)
+
∥∥∥ M∑
m=1
αmaσm
∥∥∥
Hcp(σ)
+
∥∥∥b− M∑
m=1
αmbσm
∥∥∥
Hrp(σ)
+
∥∥∥ M∑
m=1
αmbσm
∥∥∥
Hrp(σ)
≤4|σ|1/pε+ βpαp‖x‖p.
Sending ε to 0 we obtain ‖a‖Hcp(σ)+ ‖b‖Hrp(σ) ≤ βpαp‖x‖p for all σ. Taking the limit over σ we get
‖a‖Hcp + ‖b‖Hrp ≤ βpαp‖x‖p.
Recalling that (Hcp)∗ = Hcp′ by Corollary 2.29 (i), we would like to deduce, as usual, the
Burkholder-Gundy inequalities for 2 < p′ < ∞ by duality from the case 1 < p < 2. However,
as detailed in Remark 2.32, the duality bracket between Hcp and Hcp′ is not always explicit. At
one point we will need that the elements in the decomposition Lp(M) = Hcp +Hrp lie in L2(M)
when x ∈ L2(M). This is why we need a stronger result due to Randrianantoanina in the discrete
setting.
3.2. Randrianantoanina’s result in the discrete case. — Let (Mn)n≥0 be a discrete filtra-
tion. In [45], Randrianantoanina gives another proof of the Burkholder-Gundy inequalities based
on weak-type (1, 1) estimates. This approach yields a better decomposition at the L2-level in the
sense of the following Theorem.
Theorem 3.3. — Let 1 < p < 2 and x ∈ L2(M). Then there exist a, b ∈ L2(M) such that
(i) x = a+ b,
(ii) ‖a‖Hcp + ‖b‖Hrp ≤ C(p)‖x‖p,
(iii) max{‖a‖2, ‖b‖2} ≤ f(p, ‖x‖p, ‖x‖2).
Here C(p) ≤ C(p− 1)−1 as p→ 1.
Proof. — We derive the estimate of the L2-norms (iii) from Randrianantoanina’s construction.
The main tool is the real interpolation, more precisely the J-method, to deduce this decomposition
from a weak type (1, 1)-inequality. We refer to [3] for details on interpolation. Let x ∈ L2(M) and
1 < p < 2. Let 0 < θ < 1 be such that 1p = 1−θ+ θ2 . We know that Lp(M) = [L1(M), L2(M)]θ,p;J ,
hence we may write
(3.6) x =
∑
ν∈Z
uν
where
(3.7)
(∑
ν∈Z
(2−νθmax{‖uν‖1, 2ν‖uν‖2})p
)1/p
≤ C(p)‖x‖p.
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We claim that we may in addition suppose that
(3.8)
∑
ν∈Z
‖uν‖2 ≤ f(p, ‖x‖p, ‖x‖2).
For each ν ∈ Z we set
eν = 1(µ4ν (x) < |x| ≤ µ4ν−1(x)),
where for t > 0, µt(x) denote the generalized singular numbers of x. We refer to [10] for details
on these generalized numbers. Since µt(x) → ‖x‖ as t → 0 and µt(x) → 0 as t → ∞, we see that∑
ν∈Z eν = s(|x|), where s(|x|) denotes the support projection of x. Hence we can write
(3.9) x =
∑
ν∈Z
xeν .
Let us first show that the sequence uν = xeν satisfy (3.7) with C(p) =
(
16
3
)1/p
. Note that by the
definition of µt(x) we have for all ν
(3.10) τ(eν) ≤ τ
(
1(µ4ν (x) < |x|)
) ≤ 4ν .
On the other hand, since µt(x) is decreasing we have
‖x‖pp =
∫ ∞
0
µt(x)
pdt =
∑
ν∈Z
∫ 4ν−1
4ν−2
µt(x)
pdt
≥
∑
ν∈Z
(4ν−1 − 4ν−2)µ4ν−1(x)p =
∑
ν∈Z
3.4ν−2µ4ν−1(x)
p.
The inequality (3.10) gives
‖xeν‖1 = τ
(|x|1(µ4ν (x) < |x| ≤ µ4ν−1(x))) ≤ µ4ν−1(x)τ(eν ) ≤ µ4ν−1(x)4ν .
Using p(2− θ) = 2 we get∑
ν∈Z
(2−νθ‖xeν‖1)p ≤
∑
ν∈Z
2νp(2−θ)µ4ν−1(x)
p =
∑
ν∈Z
4νµ4ν−1(x)
p ≤ 16
3
‖x‖pp.
The L2-norm can be estimated by
‖xeν‖2 = τ
(|x|21(µ4ν (x) < |x| ≤ µ4ν−1(x)))1/2 ≤ µ4ν−1(x)τ(eν )1/2 ≤ µ4ν−1(x)2ν ,
hence ∑
ν∈Z
(2ν(1−θ)‖xeν‖2)p ≤
∑
ν∈Z
2νp(2−θ)µ4ν−1(x)
p ≤ 16
3
‖x‖pp.
Let us now consider ν0 ∈ Z. Then, to obtain (3.8), we replace decomposition (3.9) by
x =
∑
ν≥ν0
xe˜ν ,
where e˜ν = eν for ν > ν0 and e˜ν0 =
∑
ν≤ν0
eν = 1(µ4ν0 (x) < |x|). For a good choice of ν0, we can
show that this decomposition still satisfy (3.7) with C(p) =
(
19
3
)1/p
. Note that
2−ν0θ‖xe˜ν0‖1 = 2−ν0θ‖x1(µ4ν0 (x) < |x|)‖1 ≤ 2−ν0θ‖x‖2τ(1(µ4ν0 (x) < |x|))1/2 ≤ 2ν0(1−θ)‖x‖2
and
2ν0(1−θ)‖xe˜ν0‖2 ≤ 2ν0(1−θ)‖x‖2.
We can find ν0 = ν0(p, ‖x‖p, ‖x‖2) such that
2ν0(1−θ)‖x‖2 ≤ ‖x‖p ⇔ ν0 ≤ (1− θ)−1 ln
(1
2
)
ln
(‖x‖p
‖x‖2
)
.
We then obtain ( ∑
ν≥ν0
(2−νθmax{‖xe˜ν‖1, 2ν‖xe˜ν‖2})p
)1/p
≤
(19
3
)1/p
‖x‖p.
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The inequality (3.8) follows from the Ho¨lder inequality∑
ν≥ν0
‖xe˜ν‖2 ≤
( ∑
ν≥ν0
(2ν(1−θ)‖xe˜ν‖2)p
)1/p( ∑
ν≥ν0
2−ν(1−θ)p
′
)1/p′
≤ f(p, ‖x‖p, ‖x‖2),
where
f(p, ‖x‖p, ‖x‖2) = 2
−ν0(1−θ)
(1− 2−(1−θ)p′)1/p′
(19
3
)1/p
‖x‖p.
Now we apply Randrianantoanina’s decomposition to the sequence (uν)ν satisfying (3.6), (3.7) and
(3.8). For each ν ∈ Z, by Theorem 3.1 of [45], we may find an absolute constant K > 0 and two
martingales a(ν) = (a
(ν)
n )n and b
(ν) = (b
(ν)
n )n such that
En(uν) = a(ν)n + b(ν)n , ∀n ≥ 0
and
‖da(ν)‖L2(M;ℓc2) + ‖db(ν)‖L2(M;ℓr2) ≤ 2‖uν‖2,∥∥∥(∑
n≥0
|dn(a(ν))|2
)1/2∥∥∥
1,∞
+
∥∥∥(∑
n≥0
|dn(b(ν)n )∗|2
)1/2∥∥∥
1,∞
≤ K‖uν‖1.
Recall that ‖x‖1,∞ = supt>0 tµt(x). Then we set
a =
∑
ν∈Z
a(ν) and b =
∑
ν∈Z
b(ν),
and obtain two martingales a and b with x = a + b. Using the following interpolation result of
noncommutative Lp-spaces associated to a semifinite von Neumann algebra N
Lp(N ) = [L1,∞(N ), L2(N )]θ,p;J ,
and (3.7) we can show that∥∥∥(∑
n≥0
|dn(a)|2
)1/2∥∥∥
p
+
∥∥∥(∑
n≥0
|dn(b)∗|2
)1/2∥∥∥
p
≤ C(p− 1)−1‖x‖p.
It remains to prove the L2-estimate (iii). This comes from (3.8) as follows
‖a‖2 ≤
∑
ν∈Z
‖a(ν)‖2 =
∑
ν∈Z
‖da(ν)‖L2(M;ℓc2) ≤ 2
∑
ν∈Z
‖uν‖2 ≤ 2f(p, ‖x‖p, ‖x‖2).
The estimate for b is similar.
3.3. Sums of Banach spaces. — In this subsection we introduce a notation to formalize the
notion of “decomposition at the L2-level” mentioned previously. To do this, we discuss two com-
peting constructions of the sum of Banach spaces in a general case. Let X and Y be two Banach
spaces both embedded into a Banach space A1, i.e., the inclusion maps X ⊂ A1 and Y ⊂ A1 are
continuous and injective. In interpolation theory one considers the sum
X + Y = {z ∈ A1 : ∃x ∈ X, y ∈ Y such that z = x+ y}
equipped with the norm
‖z‖X+Y = inf
z=x+y
‖x‖X + ‖y‖Y .
The second method we will consider depends on a fourth space A0, which is also injectively em-
bedded into A1. We assume that
(3.11) A0 ∩X is dense in X and A0 is dense in Y.
For z ∈ A0 we set
‖z‖X⊞A0Y = infz=x+y,
x∈A0∩X,
y∈A0
‖x‖X + ‖y‖Y .
We clearly have
(3.12) ‖z‖X+Y ≤ ‖z‖X⊞A0Y for z ∈ A0,
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and ‖ · ‖X⊞A0Y defines a norm on A0. We define the A0-sum
X ⊞A0 Y
as the completion of A0 with respect to the norm ‖·‖X⊞A0Y . In our context we will always consider
A0 = L2(M), and simply denote X ⊞ Y . Let us state the following basic fact.
Lemma 3.4. — Let A0, X, Y,A1 be four Banach spaces as above. Then there exists a surjective
quotient map q : X ⊞ Y → X + Y .
Proof. — By (3.12) we can consider the contractive map q : X ⊞ Y → X + Y defined by q(z) = z
for z ∈ A0. Let us show that q is a quotient map. Let z ∈ X + Y be of norm < 1. We can find
x ∈ X and y ∈ Y such that z = x + y and ‖x‖X = λ, ‖y‖Y = µ with λ + µ < 1. Since A0 ∩X is
dense in X , we can find a sequence (xn)n in A0 ∩X such that the series is absolutely converging
and ∑
n
‖xn‖X ≤ λ+ 1− (λ+ µ)
4
, x =
∑
n
xn in X.
Similarly, there exists a sequence (yn)n in A0 such that the series is absolutely converging and∑
n
‖yn‖Y ≤ µ+ 1− (λ+ µ)
4
, y =
∑
n
yn in Y.
Then zn = xn + yn ∈ X ⊞ Y for all n, and∑
n
‖zn‖X⊞Y ≤
∑
n
‖xn‖X + ‖yn‖Y ≤ 1 + λ+ µ
2
< 1.
Hence the series (zn)n is absolutely converging in X ⊞ Y and we have
q
(∑
n
zn
)
= z.
This ends the proof.
The two sums coincide in the following cases.
Lemma 3.5. — Let A0, X, Y,A1 be four Banach spaces as above. Then the following assertions
are equivalent.
(i) X + Y = X ⊞ Y with equivalent norms;
(ii) X + Y = X ⊞ Y isometrically;
(iii) X ⊞ Y embeds injectively into A1.
Proof. — By Lemma 3.4, we see that the two sums coincide with equivalent norms if and only
if they coincide isometrically if and only if the quotient map q is injective. Let us consider the
following commuting diagram
X ⊞ Y
q
//
f
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
X + Y _
id

A1
.
It is clear that q is injective if and only if f is injective. This proves the Lemma.
Remark 3.6. — These two sums may be seen as quotient of Banach spaces. Indeed, on the one
hand X + Y is isometrically isomorphic to the quotient space X ⊕1 Y/L, where
L = kerφ = {(x,−x) ∈ X ⊕1 Y : x ∈ X ∩ Y }
and
φ :
{
X ⊕1 Y −→ A1
(x, y) 7−→ x+ y .
On the other hand, X ⊞ Y is isometrically isomorphic to the completion of the quotient(
(A0 ∩X)⊕1 A0
)
/L0,
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where
L0 = ker(φ|(A0∩X)⊕1A0) = L ∩
(
(A0 ∩X)⊕1 A0
)
= {(x,−x) ∈ X ⊕1 Y : x ∈ A0 ∩X}.
The density assumption (3.11) then implies that
(3.13) X ⊞ Y =
(
(A0 ∩X)⊕1 A0
)
/L0 = X ⊕1 Y/L0.
Hence we can write
X + Y = X ⊞ Y ⇔ L = L0 ⇔ L0 is dense in L⇔ A0 ∩X is dense in X ∩ Y.
As mentioned previously, the introduction of this ⊞-sum is motivated by some dual arguments.
It is well known that the dual of the usual sum X+Y is X∗∩Y ∗ whenever X∩Y is dense in X and
Y , but this is not true in general. In some cases, the dual space of X⊞Y is easier to describe than
the dual space of the usual sum X + Y . More precisely, the dual spaces of these two constructions
are described in the following Lemma.
Lemma 3.7. — Let A0, X, Y and A1 be such that A0 ∩X is dense in X, A0 is dense in Y and
X,Y embed into A1. Then
(i) (X + Y )∗ = {(x∗, y∗) ∈ X∗ ⊕∞ Y ∗ : x∗|X∩Y = y∗|X∩Y }.
(ii) (X ⊞ Y )∗ = {(x∗, y∗) ∈ X∗ ⊕∞ Y ∗ : x∗|A0∩X = y∗|A0∩X}.
Proof. — Since X + Y = X ⊕1 Y/L, we deduce that (X + Y )∗ = L⊥ ⊂ (X ⊕1 Y )∗ = X∗ ⊕∞ Y ∗
and we obtain (i). By (3.13) we can write (X ⊞ Y )∗ = (L0)
⊥ = L⊥0 and (ii) follows.
Remark 3.8. — Observe that the definition of the sum X ⊞A0 Y only relies on the space A0 and
not on A1. In fact, we do not need that X and Y are embedded into a common space A1 to define
X ⊞A0 Y . However, in that situation we cannot define the usual sum X + Y .
Theorem 3.3 can be reformulated by using the ⊞-sum as follows.
Corollary 3.9. — Let 1 < p < 2. Then
Lp(M) = Hcp ⊞Hrp with equivalent norms.
Proof. — In this application we consider A0 = L2(M), X = Hcp, Y = Hrp and A1 = Lp(M). The
density assumption (3.11) is clearly satisfied. By the density of L2(M), it suffices to see that the
norm ‖ · ‖p is equivalent to the norm ‖ · ‖Hcp⊞Hrp defined for x ∈ L2(M) by
‖x‖Hcp⊞Hrp = infx=a+b,
a,b∈L2(M)
‖a‖Hcp + ‖b‖Hrp .
Theorem 3.3 means that
‖x‖Hcp⊞Hrp ≤ C(p)‖x‖p for x ∈ L2(M),
and Theorem 2.6 gives the reverse inequality
‖x‖p ≤ βp‖x‖Hcp+Hrp ≤ βp‖x‖Hcp⊞Hrp .
3.4. Burkholder-Gundy inequalities for 2 < p <∞. — As mentioned previously, we need a
stronger version of the Burkholder-Gundy inequalities for 1 < p < 2 stated in Theorem 3.2 before
proving the case 2 < p < ∞ by duality. We may extend Randrianantoanina’s result recalled in
Theorem 3.3 to the continuous setting as follows.
Proposition 3.10. — Let 1 < p < 2 and x ∈ L2(M). Then there exist a, b ∈ L2(M) such that
(i) x = a+ b,
(ii) ‖a‖Hcp + ‖b‖Hrp ≤ C(p)‖x‖p,
(iii) max{‖a‖2, ‖b‖2} ≤ f(p, ‖x‖p, ‖x‖2).
Here C(p) ≤ C(p− 1)−1 as p→ 1.
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Proof. — The proof is similar to that of Theorem 3.2. In this case, for each σ we apply Theorem
3.3 to the discrete Hardy spaces Hcp(σ) and H
r
p (σ). We obtain a decomposition x = aσ + bσ with
‖aσ‖Hcp(σ) + ‖bσ‖Hrp(σ) ≤ C(p)‖x‖p and max{‖aσ‖2, ‖bσ‖2} ≤ f(p, ‖x‖p, ‖x‖2).
Hence the families (aσ)σ and (bσ)σ are uniformly bounded in L2, and we can consider
a = w-L2- lim
σ,U
aσ and b = w-L2- lim
σ,U
bσ.
We obtain x = a+ b where a, b ∈ L2(M) satisfy (iii). The proof of the estimate (ii) is even simpler
than in the proof of Theorem 3.2. We use the fact that for y ∈ L2(M), ‖y‖Hcp(σ) ≤ ‖y‖2 and the
result follows similarly.
Corollary 3.11. — Let 1 < p < 2. Then
Hp = Hcp ⊞Hrp isometrically.
Proof. — In terms of ⊞-sum, Proposition 3.10 means that
Lp(M) = Hcp ⊞Hrp with equivalent norms.
Here we consider A0 = L2(M), X = Hcp, Y = Hrp and A1 = Lp(M). Moreover, we know by
Theorem 3.2 that
Lp(M) = Hp = Hcp +Hrp with equivalent norms.
We deduce that Hcp +Hrp = Hcp ⊞Hrp with equivalent norms, hence the two sums coincide isomet-
rically by Lemma 3.5.
We can now apply the duality argument to get the remaining case 2 < p <∞.
Theorem 3.12. — Let 2 < p <∞. Then
Lp(M) = Hp = Hcp ∩Hrp with equivalent norms.
Proof. — In this case the non-obvious inclusion is Hp ⊂ Lp(M). We detail the argument to
highlight the need of the decomposition in L2(M). Let y ∈ Hp = Hcp ∩ Hrp ⊂ L2(M) and
x ∈ L2(M) be such that ‖x‖p′ ≤ 1. By Proposition 3.10, there exist a, b ∈ L2(M) such that
x = a+ b and
‖a‖Hc
p′
+ ‖b‖Hr
p′
≤ C(p′).
Then τ(y∗x) = τ(y∗a)+ τ(y∗b). Moreover, since y ∈ Hcp and a ∈ L2(M) we can write by Corollary
2.29 (i) and Remark 2.32
|τ(y∗a)| = |(y|a)| ≤ c(p)‖y‖Hcp‖a‖Hcp′ ≤ c(p)‖y‖Hp‖a‖Hcp′ .
The same estimate holds true for b and we get
|τ(y∗x)| ≤ c(p)‖y‖Hp(‖a‖Hcp′ + ‖b‖Hrp′ ) ≤ C(p
′)c(p)‖y‖Hp‖x‖p′ .
By density of L2(M) in Lp′(M) we deduce
‖y‖p ≤ C(p′)c(p)‖y‖Hp .
Remark 3.13. — Observe that in this proof, the fact that the decomposition x = a+ b is in L2
is crucial. Indeed, if a and b do not lie in L2(M), then the quantities τ(y∗a) and τ(y∗b) may not
exist, and the duality argument does not work.
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3.5. The space H1. — We end this section with a discussion on the case p = 1. Inspired by
Lemma 2.25, we define for x ∈ M
‖x‖H1 = lim
p→1
‖x‖Hp .
Since the Hp-norm is decreasing in p, the limit is in fact an infimum, which exists for (‖x‖Hp)p>1
is then a decreasing family bounded by below. Moreover, the inequalities
β−11 ‖x‖1 ≤ ‖x‖H1 ≤ ‖x‖2
ensure that this defines a norm on M.
Definition 3.14. — We define the space H1 as the completion of M with respect to the norm
‖ · ‖H1 .
By approximation we can extend Corollary 3.11 to the case p = 1.
Proposition 3.15. — We have
H1 = Hc1 ⊞Hr1 isometrically.
Proof. — In this application we consider A0 = L2(M), X = Hc1, Y = Hr1 and A1 = L1(M). The
density assumption (3.11) is satisfied. By the density of L2(M), it suffices to see that the norms
‖ · ‖H1 and ‖ · ‖Hc1⊞Hr1 are equivalent on L2(M). Let x ∈ L2(M). By Corollary 3.11 we may write
‖x‖H1 = lim
p→1
‖x‖Hp = lim
p→1
‖x‖Hcp⊞Hrp
= lim
p→1
inf
x=a+b,
a,b∈L2(M)
‖a‖Hcp + ‖b‖Hrp
≥ ‖x‖Hc1⊞Hr1 .
On the other hand, assume that ‖x‖Hc1⊞Hr1 < 1. Then there exist a, b ∈ L2(M) such that x = a+ b
and ‖a‖Hc1 + ‖b‖Hr1 < 1. Observe that Lemma 2.25 still holds true for a, b ∈ L2(M), thus
‖a‖Hc1 = limp→1 ‖a‖Hcp and ‖b‖Hr1 = limp→1 ‖b‖Hrp .
Hence we can find p > 1 such that ‖x‖Hp ≤ ‖a‖Hcp + ‖b‖Hrp < 1. Since the Hp-norm is decreasing
in p we get the reverse inequality ‖x‖H1 ≤ ‖x‖Hc1⊞Hr1 .
With this decomposition at the L2-level we can describe the dual space of H1 as follows.
Theorem 3.16. — We have
(H1)∗ = BMO with equivalent norms,
where BMO = BMOc ∩ BMOr.
Proof. — The proof directly follows from Proposition 3.15 and Theorem 2.36 by using the same
argument than the one detailed in the proof of Theorem 3.12.
3.6. Interpolation. — We end this section with the continuous analogue of the interpolation
Theorem 2.8 (ii) involving the spaces H1 and BMO introduced in subsection 3.5.
Theorem 3.17. — Let 1 < p <∞. Then
Lp(M) = [BMO,H1] 1
p
with equivalent norms.
Proof. — The inclusions BMO ⊂ L2(M) ⊂ H1 ensure that the couple [BMO,H1] is compatible.
As in the proof of Theorem 2.42, we only need to prove that [BMO, L2(M)]2/p = Lp(M) for
2 < p <∞, and we will conclude by using the duality (H1)∗ = BMO established in Theorem 3.16.
On the one hand, by Theorem 2.42 we can write
[BMO, L2(M)]2/p = [BMOc ∩ BMOr, L2(M)]2/p ⊂ [BMOc, L2(M)]2/p ∩ [BMOr, L2(M)]2/p
= Hcp ∩Hrp = Lp(M),
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where the last equality is the Burkholder-Gundy Theorem 3.12 for 2 < p <∞. On the other hand,
the continuous inclusion M⊂ BMO yields the reverse inclusion
Lp(M) = [M, L2(M)]2/p ⊂ [BMO, L2(M)]2/p,
and finishes the proof.
4. The hcp-spaces
In this section we consider the conditioned version of Hardy spaces, and study their continuous
analogue. Following the case of the Hcp-spaces studied in Section 2, we define two conditioned
column Hardy spaces ĥcp and h
c
p in the continuous setting. In this case we still have a crucial
monotonicity property, with a reversed monotonicity, which will also imply that the two conditioned
candidates ĥcp and h
c
p coincide. However, the conditioned case is more complicated than the Hcp-
case in the sense that we can not prove the injectivity results directly, as we did in Section 2.
In particular, the fact that Hcp(σ) = Lp(M) with equivalent norms for a finite partition σ is no
longer true in the conditioned case. This is why we will first need to complement the space hcp into
some larger space, which also have an Lp-module structure over a finite von Neumann algebra.
The construction will be based on free amalgamated products. Then we will deduce duality,
injectivity and interpolation results for 1 < p < ∞. We also establish the continuous analogue of
the Fefferman-Stein duality for hcp, where the description of the L
c
pmo spaces will be easier than
the one of the LcpMO spaces in subsection 2.8. The end of this section is devoted to the expected
interpolation result involving the column spaces hc1 and bmo
c.
4.1. The discrete case. — As in Section 2, we start by recalling the definitions of the con-
ditioned Hardy spaces of noncommutative martingales in the discrete case and some well-known
results. Let (Mn)n≥0 be a discrete filtration. Following [27], we introduce the column and row
conditioned square functions relative to a (finite) martingale x = (xn)n≥0 in L∞(M):
sc(x) =
( ∞∑
n=0
En−1|dn(x)|2
)1/2
and sr(x) =
( ∞∑
n=0
En−1|dn(x)∗|2
)1/2
,
where by convention we set E−1 = E0. For 1 ≤ p <∞ we define hcp (resp. hrp) as the completion of
all finite L∞-martingales under the norm ‖x‖hcp = ‖sc(x)‖p (resp. ‖x‖hrp = ‖sr(x)‖p). Let us also
introduce the diagonal space hdp, defined as the subspace of ℓp(Lp(M)) consisting of all martingale
difference sequences. Recall that ℓp(Lp(M)) is the space of all sequences a = (an)n≥0 in Lp(M)
such that
‖a‖ℓp(Lp(M)) =
( ∞∑
n=0
‖an‖pp
)1/p
<∞,
with the usual modification for p =∞. The conditioned Hardy space of noncommutative martin-
gales is defined by
hp =
{
hdp + h
c
p + h
r
p for 1 ≤ p < 2
hdp ∩ hcp ∩ hrp for 2 ≤ p <∞
.
It was proved in [21] that for each n and 0 < p ≤ ∞, there exists an isometric rightMn-module
map un,p : L
c
p(M; En)→ Lp(Mn; ℓc2) with complemented range such that
(4.1) un,p(x)
∗un,q(y) = En(x∗y),
for all x ∈ Lcp(M; En) and y ∈ Lcq(M; En). More precisely, for 0 < p <∞ there exists a contractive
projection Qn,p defined from Lp(Mn; ℓc2) onto the image of un,p such that for all ξ ∈ Lp(Mn; ℓc2)
(4.2) Qn,p(ξ)∗Qn,p(ξ) ≤ ξ∗ξ.
For 1 < p <∞ we know that
(4.3) Q∗n,p = Qn,p′ .
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In the sequel for the sake of simplicity we will drop the subscript p in un,p and Qn,p. This proves
that hcp isometrically embeds into Lp(M; ℓc2(N2)) via the map
u :

hcp −→ Lp(M; ℓc2(N2))
x 7−→
∑
n≥0
en,0 ⊗ un−1(dn(x)) .
Furthermore, hcp is a complemented subspace of Lp(M; ℓc2(N2)) for 1 < p < ∞. Indeed, we can
define a projection
P : Lp(M; ℓc2(N2))→ hcp
as follows. For ξ =
∑
n en,0 ⊗ ξn ∈ Lp(M; ℓc2(N2)), for all n ≥ 0 we have En−1(ξn) ∈
Lp(Mn−1; ℓc2(N)). We may apply the projection Qn−1 and obtain for each n an element
yn ∈ Lcp(M; En−1) satisfying
(4.4) Qn−1(En−1(ξn)) = un−1(yn).
Then we set
P (ξ) =
∑
n≥0
dn(yn).
It is clear that P ◦ u = idhcp , i.e., that P is a projection from Lp(M; ℓc2(N2)) onto hcp. Moreover,
we can show that this projection is bounded for 1 < p <∞.
Lemma 4.1. — Let 1 < p <∞. Then the discrete space hcp is γp-complemented in Lp(M; ℓc2(N2)).
Proof. — Let ξ =
∑
n en,0 ⊗ ξn ∈ Lp(M; ℓc2(N2)). First observe that for all n ≥ 0 we have
(4.5) En−1|dn(yn)|2 ≤ En−1|yn|2.
Indeed, for n = 0, since by convention E−1 = E0 and d0(y0) = E0(y0), we have
E0|d0(y0)|2 = |E0(y0)|2 ≤ E0|y0|2.
For n ≥ 1, we can write
En−1|dn(yn)|2 = En−1(|En(yn)|2 − |En−1(yn)|2)
≤ En−1(|En(yn)|2) ≤ En−1(En|yn|2) = En−1|yn|2.
Moreover by (4.4) and (4.2), we have for all n ≥ 0
(4.6) En−1|yn|2 = |un−1(yn)|2 = |Qn−1(En−1(ξn))|2 ≤ |En−1(ξn)|2.
Combining (4.5) with (4.6) we obtain
(4.7) En−1|dn(P (ξ))|2 = En−1|dn(yn)|2 ≤ |En−1(ξn)|2, ∀n ≥ 0.
The noncommutative Stein inequality implies
‖P (ξ)‖hcp =
∥∥∥(∑
n≥0
En−1|dn(yn)|2
)1/2
‖p ≤
∥∥∥(∑
n≥0
|En−1(ξn)|2
)1/2∥∥∥
p
≤ γp
∥∥∥(∑
n≥0
|ξn|2
)1/2∥∥∥
p
= γp‖ξ‖Lp(M;ℓc2(N2)).
We deduce the following duality and interpolation results.
Corollary 4.2. — Let 1 < p <∞. Then the discrete spaces satisfy
(i) Let 1p +
1
p′ = 1. Then
(hcp)
∗ = hcp′ with equivalent norms.
(ii) Let 1 < p1, p2 <∞ and 0 < θ < 1 be such that 1p = 1−θp1 + θp2 . Then
hcp = [h
c
p1 , h
c
p2 ]θ with equivalent norms.
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Remark 4.3. — Observe that for 1 < p ≤ ∞ we have P = u∗. Indeed, for x ∈ hcp and ξ ∈
Lp′(M; ℓc2(N2)) we may write
(P (ξ)|x) =
∑
n
τ(dn(yn)
∗dn(x)) =
∑
n
τ(y∗ndn(x))
=
∑
n
τ(En−1(y∗ndn(x)))
=
∑
n
τ(un−1(yn)
∗un−1(dn(x))) by (4.1)
=
∑
n
τ(Qn−1(En−1(ξn))∗un−1(dn(x))) by (4.4)
=
∑
n
τ(En−1(ξn)∗Qn−1(un−1(dn(x)))) by (4.3)
=
∑
n
τ(En−1(ξn)∗un−1(dn(x))) =
∑
n
τ(ξ∗nun−1(dn(x)))
= (ξ|u(x)).
The analogue of the Fefferman-Stein duality for the conditioned case was established indepen-
dently in [22] and [2]. For 2 < p ≤ ∞ we introduce
Lcpmo = {x ∈ L2(M) : ‖x‖Lcpmo <∞},
where
‖x‖Lcpmo = max
(‖E0(x)‖p, ‖sup
n
+En|x− xn|2‖1/2p/2
)
.
For p =∞ we denote this space by bmoc.
Theorem 4.4. — Let 1 ≤ p < 2. Then the discrete spaces satisfy
(hcp)
∗ = Lcp′mo with equivalent norms.
Moreover,
νp‖x‖Lc
p′
mo ≤ ‖x‖(hcp)∗ ≤
√
2‖x‖Lc
p′
mo,
where νp remains bounded as p→ 1.
Combining these two latter results we obtain
Proposition 4.5. — Let 2 < p <∞. Then the discrete spaces satisfy
hcp = L
c
pmo with equivalent norms.
Observe that we can extend Lemma 4.1 to the case p =∞ in the following sense.
Lemma 4.6. — Let 2 < p ≤ ∞. Then P : Lp(M; ℓc2(N2))→ Lcpmo is bounded.
Proof. — Let ξ =
∑
n en,0 ⊗ ξn ∈ Lp(M; ℓc2(N2)) and x = P (ξ). On the one hand, by (4.7) for
n = 0 we have
‖E0(x)‖p ≤ ‖E0(ξ0)‖p ≤ ‖ξ0‖p = ‖(|ξ0|2)1/2‖p ≤
∥∥∥(∑
n≥0
|ξn|2
)1/2∥∥∥
p
= ‖ξ‖Lp(M;ℓc2(N2)).
On the other hand, note that by (4.7), for each n ≥ 0 we have
(4.8)
En|x− xn|2 = En
(∑
k>n
Ek−1|dk(x)|2
)
≤ En
(∑
k>n
|Ek−1(ξk)|2
)
≤ En
(∑
k>n
Ek−1|ξk|2
)
= En
(∑
k>n
|ξk|2
)
≤ En
(∑
k≥0
|ξk|2
)
.
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Since 1 < p2 ≤ ∞, the noncommutative Doob inequality gives
‖sup
n
+En|x− xn|2‖p/2 ≤
∥∥∥sup
n
+En
(∑
k≥0
|ξk|2
)∥∥∥
p/2
≤ δp/2
∥∥∥∑
k≥0
|ξk|2
∥∥∥
p/2
= δp/2‖ξ‖2Lp(M;ℓc2(N2)).
Thus we get
‖P (ξ)‖Lcpmo = ‖x‖Lcpmo = max
(‖E0(x)‖p, ‖sup
n
+En|x− xn|2‖1/2p/2
) ≤ max(1, δ1/2p/2)‖ξ‖Lp(M;ℓc2(N2)).
The noncommutative Burkholder-Rosenthal inequalities were obtained by the first named author
and Xu in [27].
Theorem 4.7. — Let 1 < p <∞. Then the discrete spaces satisfy
Lp(M) = hp with equivalent norms.
Moreover,
κ−1p ‖x‖hp ≤ ‖x‖p ≤ ηp‖x‖hp .
Remark 4.8. — It is important to note that ηp remains bounded as p → 1, i.e., for p = 1 we
have a bounded inclusion h1 ⊂ L1(M).
We end this subsection with the conditioned analogue of Theorem 2.8 proved in [2].
Theorem 4.9. — Let 1 < p <∞. Then the discrete spaces satisfy
hcp = [bmo
c, hc1] 1p with equivalent norms.
4.2. Definitions of ĥcp, h
c
p and basic properties. — Following Section 2, we start by fixing
an ultrafilter U . For σ ∈ Pfin([0, 1]) and x ∈M, we define the finite conditioned bracket
〈x, x〉σ =
∑
t∈σ
Et−(σ)|dσt (x)|2
(recalling our convention that E0−(σ) = E0). Observe that ‖〈x, x〉σ‖1/2p/2 = ‖x‖hcp(σ), where hcp(σ) de-
notes the noncommutative conditioned Hardy space with respect to the discrete filtration (Mt)t∈σ.
Hence the noncommutative Burkholder-Rosenthal inequalities recalled in Theorem 4.7 and the
Ho¨lder inequality imply for each finite partition σ and x ∈ M
(4.9)
η−1p ‖x‖p ≤ ‖〈x, x〉σ‖1/2p/2 ≤ ‖x‖2 for 1 ≤ p < 2
‖x‖2 ≤ ‖〈x, x〉σ‖1/2p/2 ≤ κp‖x‖p for 2 ≤ p <∞
.
Then, adapting the discussion detailed in subsection 2.2, for x ∈M and 1 ≤ p <∞ we may define
〈x, x〉U = EU ((〈x, x〉σ)•) , ‖x‖ĥcp = ‖〈x, x〉U‖
1/2
p/2 and ‖x‖hcp = limσ,U ‖x‖hcp(σ).
The properties of the conditional expectation EU imply the analogue of (2.3)
(4.10)
η−1p ‖x‖p ≤ ‖x‖hcp ≤ ‖x‖ĥcp ≤ ‖x‖2 for 1 ≤ p < 2
‖x‖2 ≤ ‖x‖ĥcp ≤ ‖x‖hcp ≤ κp‖x‖p for 2 ≤ p <∞
.
Hence ‖ · ‖
ĥcp
and ‖ · ‖hcp define two (quasi)norms on M. As for Ĥcp and Hcp, these (quasi)norms
a priori depend on the choice of the ultrafilter U . We will show that they actually do not, up to
equivalent norm, and simply denote ‖ · ‖
ĥcp
and ‖ · ‖hcp .
Definition 4.10. — Let 1 ≤ p < ∞. We define the spaces ĥcp and hcp as the completion of M
with respect to the (quasi)norms ‖ · ‖
ĥcp
and ‖ · ‖hcp respectively.
As we did for Ĥcp, we may equip ĥcp with an Lp M-module structure and show that ‖ · ‖ĥcp is a
norm for 1 ≤ p <∞.
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Remark 4.11. — In this case we also note that Lmax(p,2)(M) is dense in hcp and ĥcp for 1 ≤ p <∞.
The conditioned version of Lemma 2.13 holds true.
Lemma 4.12. — Let 1 < p <∞. Then hcp is reflexive.
4.3. Monotonicity and convexity properties. — In the conditioned case we still have some
monotonicity properties of the discrete norms, but the monotonicity is reversed.
Lemma 4.13. — Let 1 ≤ p <∞ and σ ∈ Pfin([0, 1]).
(i) Let 1 ≤ p < 2. Let σ1, · · · , σM be partitions contained in σ, let (αm)1≤m≤M be a sequence
of positive numbers such that
∑
m αm = 1, and let x
1, · · · , xM ∈ L2(M). Then for x =∑
m αmx
m we have
‖x‖hcp(σ) ≤ 21/p
∥∥∥ M∑
m=1
αm〈xm, xm〉σm
∥∥∥1/2
p/2
.
In particular for x ∈ L2(M) and σ ⊂ σ′ we have
‖x‖hcp(σ′) ≤ 21/p‖x‖hcp(σ).
Hence
inf
σ
‖x‖hcp(σ) ≤ ‖x‖hcp ≤ 21/p infσ ‖x‖hcp(σ).
(ii) Let 2 ≤ p < ∞. Let σ1, · · · , σM be partitions containing σ, let (αm)1≤m≤M be a sequence
of positive numbers such that
∑
m αm = 1, and let x
1, · · · , xM ∈ Lp(M). Then for x =∑
m αmx
m we have
‖x‖hcp(σ) ≤ δ′
1/2
p/2
∥∥∥ M∑
m=1
αm〈xm, xm〉σm
∥∥∥1/2
p/2
.
In particular for x ∈ Lp(M) and σ ⊂ σ′ we have
‖x‖hcp(σ) ≤ δ′
1/2
p/2‖x‖hcp(σ′).
Hence
δ′
−1/2
p/2 sup
σ
‖x‖hcp(σ) ≤ ‖x‖hcp ≤ sup
σ
‖x‖hcp(σ).
Proof. — We first consider 1 ≤ p < 2. On the one hand, the operator convexity of | · |2 yields
‖x‖2hcp(σ) =
∥∥∥∑
s∈σ
Es−(σ)
∣∣∣∑
m
αmd
σ
s (x
m)
∣∣∣2∥∥∥
p/2
≤
∥∥∥ ∑
m,s∈σ
αmEs−(σ)|dσs (xm)|2
∥∥∥
p/2
.
On the other hand, for 1 ≤ m ≤ M and t ∈ σm fixed we denote by It the collection of s ∈ σ such
that t−(σm) ≤ s−(σ) < s ≤ t. Then for m fixed, ⋃t∈σm It = σ. Note that for 1 ≤ m ≤ M and
t ∈ σm, we can split up the interval [t−(σm), t] in the subintervals [s−(σ), s] with s ∈ It and by the
martingale property (and t−(σm) ≤ s−(σ)) we have
(4.11) Et−(σm)|dσ
m
t (x
m)|2 = Et−(σm)
∣∣∣∑
s∈It
dσs (x
m)
∣∣∣2 = Et−(σm)(∑
s∈It
Es−(σ)|dσs (xm)|2
)
.
Then (4.11) implies∑
m
αm〈xm, xm〉σm =
∑
m
αm
∑
t∈σm
Et−(σm)
(∑
s∈It
Es−(σ)|dσs (xm)|2
)
=
∑
m,s∈σ
Etm(s)−(σm)
(
αmEs−(σ)|dσs (xm)|2
)
,
where tm(s) denotes the unique t ∈ σm which satisfies t−(σm) ≤ s−(σ) < s ≤ t. We can rearrange
the set {1, · · · ,M}×σ so that
(
Mtm(s)−(σm)
)
(m,s)
becomes an increasing sequence of von Neumann
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algebras. Thus we can apply the dual form of the reverse noncommutative Doob inequality for
0 < p2 < 1 (Theorem 7.1 of [27]), and obtain
‖x‖2hcp(σ) ≤
∥∥∥ ∑
m,s∈σ
αmEs−(σ)|dσs (xm)|2
∥∥∥
p/2
≤ 22/p
∥∥∥ ∑
m,s∈σ
Etm(s)−(σm)
(
αmEs−(σ)|dσs (xm)|2
)∥∥∥
p/2
= 22/p
∥∥∥∑
m
αm〈xm, xm〉σm
∥∥∥
p/2
.
We now turn to assertion (ii). In this case, since σ ⊂ σm, for t ∈ σ and m fixed we denote by Imt
the collection of s ∈ σm such that t−(σ) ≤ s−(σm) < s ≤ t. Then for m fixed, ⋃t∈σ It = σm. We
observe that
Et−(σ)|dσt (x)|2 =
M∑
m,l=1
αmαlEt−(σ)(dσt (xm)∗dσt (xl)).
By Cauchy-Schwarz, we deduce that
‖x‖2hcp(σ) =
∥∥∥∑
t∈σ
Et−(σ)(|dσt (x)|2)
∥∥∥
p/2
≤
∥∥∥ ∑
t∈σ,m,l
αlαmEt−(σ)(|dσt (xm)|2)
∥∥∥1/2
p/2
∥∥∥ ∑
t∈σ,m,l
αlαmEt−(σ)(|dσt (xl)|2)
∥∥∥1/2
p/2
=
∥∥∥ ∑
t∈σ,m
αmEt−(σ)(|dσt (xm)|2)
∥∥∥
p/2
.
Note that in the first term the summation over l disappears by using
∑
l αl = 1, and in the second
one the summation over m disappears similarly. For t ∈ σ and m as (4.11) we can write
Et−(σ)(|dσt (xm)|2) =
∑
s∈Imt
Et−(σ)(|dσ
m
s (x
m)|2).
By the dual version of the noncommutative Doob inequality for 1 ≤ p2 <∞, we deduce that∥∥∥ ∑
t∈σ,m
αmEt−(σ)(|dσt (xm)|2)
∥∥∥
p/2
=
∥∥∥ ∑
t∈σ,m,s∈Imt
αmEt−(σ)(|dσ
m
s (x
m)|2)
∥∥∥
p/2
=
∥∥∥∑
t∈σ
Et−(σ)
( ∑
m,s∈Imt
αmEs−(σm)(|dσ
m
s (x
m)|2)
)∥∥∥
p/2
≤ δ′p/2
∥∥∥∑
t∈σ
∑
m,s∈Imt
αmEs−(σm)(|dσ
m
s (x
m)|2)
∥∥∥
p/2
=
∥∥∥ M∑
m=1
αm〈xm, xm〉σm
∥∥∥
p/2
.
This ends the proof.
The independence (up to a constant) of hcp on U follows immediately.
Theorem 4.14. — For 1 ≤ p < ∞ the space hcp is independent of the choice of the ultrafilter U ,
up to equivalent norm.
4.4. ĥcp = h
c
p. — In this subsection we show that in the conditioned case the two spaces ĥ
c
p and
h
c
p also coincide. In particular we will deduce that, up to an equivalent constant, these two spaces
do not depend on the choice of the ultrafilter U .
Theorem 4.15. — Let 1 ≤ p <∞. Then
h
c
p = ĥ
c
p with equivalent norms.
Theorem 4.14 immediately yields
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Corollary 4.16. — For 1 ≤ p <∞ the space ĥcp is independent of the choice of the ultrafilter U ,
up to equivalent norm.
Proof of Theorem 4.15. — As in proof of Theorem 2.16, we start with the case 2 ≤ p <∞, which
is an easy consequence of the convexity property proved in Lemma 4.13. It suffices to show that the
h
c
p-norm and the ĥ
c
p-norm are equivalent onM. Let x ∈M, by (4.10) we have ‖x‖ĥcp ≤ ‖x‖hcp . Now
assume that ‖x‖
ĥcp
= ‖〈x, x〉U‖1/2p/2 < 1 and fix σ. Since the two spaces coincide with L2(M) for
p = 2, we consider 2 < p <∞. In that case we have 〈x, x〉U = w-Lp/2- limσ,U〈x, x〉σ . We can find
a sequence of positive numbers (αm)
M
m=1 satisfying
∑
m αm = 1 and finite partitions σ
1, · · · , σM
containing σ such that ∥∥∥ M∑
m=1
αm〈x, x〉σm
∥∥∥
p/2
< 1.
Lemma 4.13 (ii) gives for all σ
‖x‖hcp(σ) ≤ δ′
1/2
p/2.
Taking the limit over σ we get
‖x‖hcp ≤ δ′
1/2
p/2.
We now turn to the case 1 ≤ p < 2. We will use the same trick as in the proof of Lemma 2.19. Let
us adapt this argument for ĥcp. We consider the same index set
I = Pfin(M)× Pfin([0, 1])× R∗+
and construct similarly the ultrafilter V on I. As in subsection 2.4, for each i = (F, σi, ε) ∈ I we
can find a sequence of positive numbers (αm(i))
M(i)
m=1 such that
∑
m αm(i) = 1 and finite partitions
σ1i , · · · , σM(i)i containing σi and satisfying for all x ∈ F∥∥∥〈x, x〉U −M(i)∑
m=1
αm(i)〈x, x〉σmi
∥∥∥
q/2
< ε.
In this case we consider the Hilbert space Hi = ℓ2
(⋃
m,t∈σmi
{t} × N
)
equipped with the norm
‖(ξm,t,j)1≤m≤M(i),t∈σmi ,j∈N‖Hi =
(M(i)∑
m=1
αm(i)
∑
t∈σmi ,j∈N
|ξm,t,j |2
)1/2
.
Then ĥcp embeds isometrically into
∏
V Lp(M;Hci ) via the map x ∈ M 7→ x˜ = (x˜(i))•, where
x˜(i) =

M(i)∑
m=1
∑
t∈σmi
em,0 ⊗ et,0 ⊗ ut−(σmi )(d
σmi
t (x)) if i = (F, σi, ε) such that x ∈ F
0 otherwise
.
We will show that
(4.12) (ĥcp)
∗ ⊂ (hcp)∗.
Let ϕ ∈ (ĥcp)∗ be a functional of norm less than one. We may assume that ϕ is given by an element
ξ = (ξ(i))• ∈∏V Lp′(M;Hci ) of norm less than one, with
ξ(i) =
M(i)∑
m=1
∑
t∈σmi
em,0 ⊗ et,0 ⊗ ξm,t(i),
where ξm,t(i) ∈ Lp′(M; ℓc2(N)). Fix i = (F, σi, ε) ∈ I and 1 ≤ m ≤M(i). We set
zm(i) = Pσmi (ξm(i)) ∈ Lp′(M),
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where ξm(i) :=
∑
t∈σmi
em,0 ⊗ et,0 ⊗ ξm,t(i) ∈ Lp′(M; ℓc2(σmi ×N)) and Pσmi denotes the projection
from Lp′(M; ℓc2(σmi × N)) onto hcp′(σni ) described in subsection 4.1. Then we consider
z(i) =
∑
m
αm(i)zm(i) ∈ Lp′(M).
We claim that z(i) is a martingale in Lcp′mo(σi). The crucial point here is that by Lemma 4.6 the
map Pσmi : Lp′(M; ℓc2(σmi × N)) → Lcp′mo(σmi ) is bounded for 2 < p′ ≤ ∞. More precisely, on the
one hand, (4.7) for n = 0 implies
(4.13) |E0(zm(i))|2 ≤ |E0(ξm,0(i))|2 ≤ E0|ξm,0(i)|2.
On the other hand, by (4.8) we have for all s ∈ σmi (and in particular for all s ∈ σi ⊂ σmi )
(4.14) Es|zm(i)− Es(zm(i))|2 ≤ Es
( ∑
t∈σm
|ξm,t(i)|2
)
.
The operator convexity of the square function | · |2 yields
|E0(z(i))|2 =
∣∣∣∑
m
αm(i)E0(zm(i))
∣∣∣2 ≤∑
m
αm(i)|E0(zm(i))|2,
and for each s ∈ σi we get
(4.15) Es|z(i)−Es(z(i))|2 = Es
∣∣∣∑
m
αm(i)(zm(i)−Es(zm(i)))
∣∣∣2 ≤∑
m
αm(i)Es|zm(i)−Es(zm(i))|2.
Then using (4.13) we obtain
|E0(z(i))|2 ≤ E0
(∑
m
αm(i)|ξm,0(i)|2
)
,
and the contractivity of the conditional expectation E0 on Lp′/2 implies
‖E0(z(i))‖p′ ≤
∥∥∥E0(∑
m
αm(i)|ξm,0(i)|2
)∥∥∥1/2
p′/2
≤
∥∥∥∑
m
αm(i)|ξm,0(i)|2
∥∥∥1/2
p′/2
≤
∥∥∥ ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
∥∥∥1/2
p′/2
= ‖ξ(i)‖Lp′(M;Hci ).
Moreover (4.14) gives
Es|z(i)− Es(z(i))|2 ≤ Es
( ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
)
.
By the noncommutative Doob inequality we obtain
‖sup
s∈σi
+Es|z(i)− Es(z(i))|2‖p′/2 ≤
∥∥∥sup
s∈σi
+Es
( ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
)∥∥∥
p′/2
≤ δp′/2
∥∥∥ ∑
m,t∈σmi
αm(i)|ξm,t(i)|2
∥∥∥
p′/2
= δp′/2‖ξ(i)‖2Lp′(M;Hci ).
Hence
‖z(i)‖Lc
p′
mo(σi) ≤ max(1, δ1/2p′/2)‖ξ(i)‖Lp′(M;Hci ).
In particular, we see that the family (z(i))i is uniformly bounded in L2(M). We set
z = w-L2- limi,V z(i). We claim that z ∈ (hcp)∗ with
(4.16) ‖z‖(hcp)∗ ≤
√
2max(1, δ
1/2
p′/2)‖ξ‖∏V Lp′(M;Hci ).
By the density of L2(M) in hcp it suffices to estimate |τ(z∗x)| for all x ∈ L2(M) with ‖x‖hcp ≤ 1.
Note that
(4.17) ‖x‖hcp = limi,V ‖x‖hcp(σi).
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Indeed, for all δ > 0 and x ∈ L2(M), by definition of the hcp-norm we have
Aδ = {σ ∈ Pfin([0, 1]) : |‖x‖hcp − ‖x‖hcp(σ)| < δ} ∈ U .
Hence the set Pfin(M)×Aδ × R∗+ ∈ T × U ×W ⊂ V , and since
Pfin(M)×Aδ × R∗+ ⊂ {i ∈ I : |‖x‖hcp − ‖x‖hcp(σi)| < δ}
we deduce that the set in the right hand side is also in V for all δ, which proves (4.17). We conclude
that for x ∈ L2(M) with ‖x‖hcp ≤ 1 we have
|τ(z∗x)| ≤ lim
i,V
|τ(z(i)∗x)| ≤
√
2 lim
i,V
(‖z(i)‖Lc
p′
mo(σi)‖x‖hcp(σi))
=
√
2(lim
i,V
‖z(i)‖Lc
p′
mo(σi))(lim
i,V
‖x‖hcp(σi)) ≤
√
2max(1, δ
1/2
p′/2)‖ξ‖∏V Lp′(M;Hci )‖x‖hcp
≤
√
2max(1, δ
1/2
p′/2)‖ξ‖∏V Lp′(M;Hci ).
This proves (4.16). Finally, it remains to check that for all x ∈ Lq(M), z satisfies
(4.18) (ξ|x˜)∏
V
Lp′(M;H
c
i ),
∏
V
Lp(M;Hci )
= τ(z∗x).
We first verify that for each i = (F, σi, ε) ∈ I such that x ∈ F we have
(ξ(i)|x˜(i))Lp′ (M;Hci ),Lp(M;Hci ) = τ(z(i)∗x).
For all 1 ≤ m ≤M(i), Remark 4.3 gives
τ(zm(i)
∗x) = (Pσmi (ξm(i))|x) = (ξm(i)|uσmi (x)) =
∑
t∈σmi
τ
(
ξm,t(i)
∗ut−(σmi )(d
σmi
t (x))
)
.
Then
τ(z(i)∗x) =
M(i)∑
m=1
αm(i)τ(zm(i)
∗x) =
M(i)∑
m=1
∑
t∈σmi
αm(i)τ
(
ξm,t(i)
∗ut−(σmi )(d
σmi
t (x))
)
= (ξ(i)|x˜(i)).
As in the proof of (2.8), this is sufficient to show (4.18). The end of the proof of Theorem 4.15 is
similar to that of Theorem 2.16.
In the sequel, we will work with the space hcp.
4.5. Complementation results. — The aim of this subsection is to complement the spaces
h
c
p for 1 < p < ∞ in some nice spaces, that means in some spaces which have an Lp-module
structure over a finite von Neumann algebra. We would like to deduce the continuous analogue of
Corollary 4.2. However, in the conditioned case, we can not extend the complementation result
stated in Lemma 4.1 to the continuous setting, as we did for the spaces Hcp. Hence we first
need to complement hcp into another nice space in the discrete case, and then we will extend this
complementation result to the continuous setting. This construction is based on free amalgamated
products and will use the Rosenthal/Voiculescu type inequality recalled in subsection 1.4.
4.5.1. Complementation of hcp in the discrete case. — Let (Mn)Nn=0 be a finite discrete filtration
and (En)Nn=0 be the associated conditional expectations. The idea is to construct a larger finite von
Neumann algebra N ⊃M and then complement hcp in the space Lcp(N ; EM). We set
A0 =M, An =M∗Mn−1 Mn for 1 ≤ n ≤ N and N = ∗MAn,
where we amalgamate over the first copy of M in An. Following the notations introduced in
subsection 1.4 we consider the ∗-homomorphisms
ρ :M→N and ρn : An → N ,
which send respectively M to the amalgamated copy and An to the n-th copy. We denote by
EM : N →M and EAn : N → An
the associated normal faithful conditional expectations. For each 0 ≤ n ≤ N we consider the ∗-
homomorphism πn,2 :Mn → An which sends Mn to the second copy of An, and φn,2 : An →Mn
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the associated conditional expectation. If n = 0 then π0,2 is the natural inclusion M0 ⊂ M
and φ0,2 is simply the conditional expectation E0. As in subsection 1.4, we consider the spaces
Σ1, X
1
p , Y
1
p,c, Y
1
p,r and Zp associated to the free amalgamated product N . We will use the following
easy fact.
Lemma 4.17. — For all 0 ≤ n ≤ N we have
(En−1)|Mn = EM ◦ ρn ◦ πn,2,
where by convention we set E−1 = E0.
Proof. — The equality is obvious for n = 0. For 1 ≤ n ≤ N and x ∈ Mn we write x =
En−1(x) + (x− En−1(x)). Observe that x− En−1(x) ∈
◦
Mn in An, and hence by freeness
EM ◦ ρn ◦ πn,2(x− En−1(x)) = 0.
We get
EM ◦ ρn ◦ πn,2(x) = EM ◦ ρn ◦ πn,2(En−1(x)) = En−1(x).
Remark 4.18. — This shows that the construction detailed above gives a tangent dilation forM
associated to the filtration (Mn)Nn=0. Actually this also holds in the case of any (non necessarily
finite) discrete filtration. Let us recall the notion of a tangent dilation, which was introduced in
[22]. For a von Neumann algebra M and a filtration (Mn)n≥0, a tangent dilation is given by a
von Neumann algebra N and trace-preserving homomorphisms πn : Mn → N , ρ : M→ N such
that
(i) The conditional expectation Eρ : N → ρ(M) satisfies
ρ ◦ En−1 = Eρ ◦ πn for all n ≥ 0;
(ii) The von Neumann algebras Nn = πn(Mn) are successively independent over ρ(M).
The first named author and Mei constructed a tangent dilation for any group von Neumann alge-
bras. More generally the construction described previously gives a tangent dilation for every von
Neumann algebra and every filtration. Indeed by setting πn = ρn◦πn,2, we get two trace-preserving
homorphisms satisfying (i) by Lemma 4.17. Condition (ii) is also verified by construction, and thus
N , πn and ρ give a tangent dilation of M.
Lemma 4.19. — For x ∈M we set
v(x) =
N∑
n=0
ρn ◦ πn,2(dn(x)).
Let 1 ≤ p <∞. Then v extends to an isometric embedding
(i) from hcp into Y
1
p,c;
(ii) from hdp into Zp.
We will denote these isometries by vcp and v
d
p respectively.
Proof. — Observe that dn(x) ∈
◦
Mn in An, hence ρn ◦ πn,2(dn(x)) ∈
◦
An. This means that if x ∈ M
then v(x) ∈ Σ1. By orthogonality and Lemma 4.17 we have
EM(v(x)∗v(x)) =
N∑
n=0
EM(|ρn ◦ πn,2(dn(x))|2) =
N∑
n=0
EM ◦ ρn ◦ πn,2|dn(x)|2 =
N∑
n=0
En−1|dn(x)|2.
This means that for x ∈M and 1 ≤ p <∞
‖v(x)‖Lcp(N ;EM) = ‖x‖hcp ,
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and (i) is proved. For the second assertion we write
‖v(x)‖Zp =
( N∑
n=0
‖ρn ◦ πn,2(dn(x))‖pp
)1/p
=
( N∑
n=0
‖dn(x)‖pp
)1/p
= ‖x‖hdp .
Considering the adjoint we get the following complementation results.
Proposition 4.20. — For y =
N∑
n=0
an ∈ Σ1 (i.e., an ∈
◦
An for all 0 ≤ n ≤ N) we set
R(y) =
N∑
n=0
φn,2(an)− En−1(φn,2(an)).
Let 1 < p <∞. Then R extends to a bounded projection
(i) from Y 1p,c onto h
c
p;
(ii) from Zp onto h
d
p.
We denote these projections by Rcp and Rdp respectively.
Proof. — We claim that for x ∈M and y =∑Nn=0 an ∈ Σ1 we have
(4.19) (v(x)|y) = (x|R(y)).
Since πn,2 ◦φn,2 : An → πn,2(An) is a conditional expectation on (An, tr ◦ ρn), it is trace-preserving
and we may write
tr ◦ ρn ◦ πn,2 ◦ φn,2 = tr ◦ ρn.
Thus (
v(x)|
N∑
n=0
an
)
=
N∑
n=0
tr(ρn ◦ πn,2(dn(x))ρn(an)∗) =
N∑
n=0
tr ◦ ρn(πn,2(dn(x))a∗n)
=
N∑
n=0
tr ◦ ρn ◦ πn,2 ◦ φn,2(πn,2(dn(x))a∗n)
=
N∑
n=0
τ ◦ EM ◦ ρn ◦ πn,2(dn(x)φn,2(an)∗)
=
N∑
n=0
τ ◦ En−1(dn(x)φn,2(an)∗),
where the last equality comes from Lemma 4.17. Since En−1(πn,2(dn(x))) = 0 and En−1 is trace-
preserving, we obtain(
v(x)|
N∑
n=0
an
)
=
N∑
n=0
τ(dn(x)(φn,2(an)− En−1(φn,2(an)))∗) =
(
x|R(
N∑
n=0
an)
)
,
and (4.19) is proved. Recall that for 1 < p < ∞ we have (hcp′)∗ = hcp, (hdp′)∗ = hdp, (Y 1p′,c)∗ = Y 1p,c
and (Zp′)
∗ = Zp. Since M is dense in hcp, hdp and Σ1 is dense in Y 1p,c, Zp, we deduce from Lemma
4.19 that
(vcp′ )
∗ = Rcp : Y 1p,c → hcp and (vdp′)∗ = Rdp : Zp → hdp
are bounded projections.
The free Rosenthal inequalities are a crucial tool to prove the similar results for the space hp.
Proposition 4.21. — Let 1 ≤ p <∞.
(i) The map v extends to bounded map from hp into X
1
p , which is injective for 1 < p <∞.
(ii) The map R extends to a bounded projection from X1p onto hp for 1 < p <∞.
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Proof. — Let x ∈ M. We will show that ‖v(x)‖p ≈ ‖x‖hp for 1 < p < ∞. We first consider the
case 2 ≤ p <∞. Then Theorem 1.17 (i) yields
‖v(x)‖p ≈ max{‖v(x)‖Zp , ‖v(x)‖Lcp(N ,EM), ‖v(x)‖Lrp(N ,EM)}.
Then by Lemma 4.19 we deduce
‖v(x)‖p ≈ max{‖x‖hdp , ‖x‖hcp , ‖x‖hrp} = ‖x‖hp .
We now consider 1 ≤ p < 2. In that case Theorem 1.17 (ii) gives
‖v(x)‖p ≈ inf
v(x)=d+c+r
‖d‖Zp + ‖c‖Lcp(N ,EM) + ‖r‖Lrp(N ,EM),
where the infimum runs over all the decompositions v(x) = d+ c + r with d, c, r ∈ Σ1. Note that
any decomposition x = D + C + R of x with D ∈ hdp, C ∈ hcp and R ∈ hrp yields a decomposition
v(x) = v(D) + v(C) + v(R). Hence Lemma 4.19 gives
‖v(x)‖p ≤ C
(‖v(D)‖Zp + ‖v(C)‖Lcp(N ,EM) + ‖v(R)‖Lrp(N ,EM)) = C(‖D‖hdp + ‖C‖hcp + ‖R‖hrp).
Taking the infimum over all the decompositions x = D + C +R we get
‖v(x)‖p ≤ C‖x‖hp .
Conversely, for any decomposition v(x) = d+ c+ r with d, c, r ∈ Σ1 we can write
x = R(v(x)) = R(d) +R(c) +R(r).
Then Proposition 4.20 implies for 1 < p < 2
‖x‖hp ≤ ‖R(d)‖hdp + ‖R(c)‖hcp + ‖R(r)‖hrp ≤ Cp
(‖d‖Zp + ‖c‖Lcp(N ,EM) + ‖r‖Lrp(N ,EM)).
Taking the infimum over all the decompositions v(x) = d+ c+ r we get
‖x‖hp ≤ Cp‖v(x)‖p.
This ends the proof of (i). We deduce (ii) by duality, by using the fact that for 1 < p < ∞,
(X1p )
∗ = X1p′ and (hp)
∗ = hp′ .
4.5.2. Complementation of hcp in the continuous case. — We now extend this construction to the
continuous setting. For any finite partition σ of [0, 1] we set
A0(σ) =M, At(σ) =M∗Mt−(σ) Mt for 0 < t ∈ σ and N (σ) = ∗M,t∈σAt(σ),
where we amalgamate over the first copy of M in At(σ). We denote by ρσ : M → N (σ) the ∗-
homomorphism which sends M to the amalgamated copy, and by EσM : N (σ)→M the associated
conditional expectation. We equip N (σ) with the finite normal faithful trace trσ = τ ◦ EσM. We
consider the ultraproduct von Neumann algebra
N˜U =
(∏
U
N (σ)∗
)∗
and the associated finite von Neumann algebra
NU = N˜UfU ,
where fU denotes the support projection of the trace trU = (trσ)
•. Since we may extend the
∗-homomorphism ρσ to an isometry ρσ : Lp(M) → Lp(N (σ)), the ultraproduct map ρU = (ρσ)•
is the natural inclusion
ρU : L1(MU)→ L1(NU ).
Taking the adjoint we obtain a normal faithful conditional expectation
(ρU )
∗ = EMU :
{ NU −→ MU
(xσ)
• 7−→ (EσM(xσ))•
.
Hence we may consider the Lp MU -module Lcp(NU , EMU ).
Lemma 4.22. — Let 1 ≤ p <∞. Then hcp embeds isometrically into Lcp(NU , EMU ).
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Proof. — For each σ, we denote by vσ the map defined in Lemma 4.19 for the finite filtration
(Mt)t∈σ. For x ∈M we define
vU (x) = (vσ(x))
•.
By Proposition 4.21 and the noncommutative Burkholder-Rosenthal inequalities (Theorem 4.7),
for all 1 < p <∞ we have
‖vσ(x)‖Lp(N (σ)) ≤ Cp‖x‖hp(σ) ≤ Cpκp‖x‖p ≤ Cpκp‖x‖∞.
This means that vU (x) ∈ Lp(N˜U ) for all 1 < p <∞. Lemma 1.7 implies that vU (x) ∈ Lp(NU ) for
all 1 ≤ p <∞. By Lemma 4.19 we get for 1 ≤ p <∞
‖vU(x)‖Lcp(NU ,EMU ) = ‖EMU (vU (x)∗vU (x))‖
1/2
Lp/2(MU )
= ‖(EσM(vσ(x)∗vσ(x)))•‖1/2Lp/2(MU )
= lim
σ,U
‖vσ(x)‖Lcp(N (σ),EσM) = limσ,U ‖x‖hcp(σ) = ‖x‖hcp .
This proves that vU extends to an isometry from h
c
p into L
c
p(NU , EMU ) for 1 ≤ p <∞.
Proposition 4.23. — Let 1 < p <∞. Then hcp is complemented in Lcp(NU , EMU ).
Proof. — Let x = (xσ)
• ∈ NU be such that ‖x‖Lcp(NU ,EMU ) ≤ 1. This means that
(4.20) ‖EMU (x∗x)‖1/2Lp/2(MU) = ‖(E
σ
M(x
∗
σxσ))
•‖1/2Lp/2(MU ) = limσ,U ‖xσ‖Lcp(N (σ),EσM) ≤ 1.
Observe that for all 2 ≤ p <∞, we have by Proposition 4.21 and Proposition 1.15
‖Rσ ◦ Pσ1 (xσ)‖Lp(M) ≤ ηp‖Rσ ◦ Pσ1 (xσ)‖hp(σ) ≤ ηpCp‖Pσ1 (xσ)‖Lp(N (σ))
≤ 4ηpCp‖xσ‖Lp(N (σ)) ≤ 4ηpCp‖xσ‖N (σ).
Hence the family (Rσ◦Pσ1 (xσ))σ is uniformly bounded in Lp(M) for all 2 ≤ p <∞. For 1 < p <∞,
we may consider
RU (x) = w-Lmax(2,p)- lim
σ,U
Rσ ◦ Pσ1 (xσ).
It remains to estimate ‖RU (x)‖hcp . Proposition 4.20 (i) and Proposition 1.15 (ii) yield for each σ
‖Rσ ◦ Pσ1 (xσ)‖hcp(σ) ≤ Cp‖Pσ1 (xσ)‖Lcp(N (σ),EσM) ≤ Cp‖xσ‖Lcp(N (σ),EσM).
Taking the limit in σ, (4.20) gives
(4.21) lim
σ,U
‖Rσ ◦ Pσ1 (xσ)‖hcp(σ) ≤ Cp.
Let 1 < p < 2 and ε > 0. We may find a sequence of positive numbers (αm)
M
m=1 such that∑
m αm = 1 and finite partitions σ
1, · · · , σM satisfying
‖RU (x)−
∑
m
αmRσm ◦ Pσm1 (xσm )‖2 ≤ ε and ‖Rσ
m ◦ Pσm1 (xσm)‖hcp(σm) ≤ Cp + ε.
Since ‖z‖hcp ≤ ‖z‖2, by Lemma 4.13 (i) we get
‖RU (x)‖hcp ≤
∥∥∥RU (x) −∑
m
αmRσm ◦ Pσm1 (xσm )
∥∥∥
hcp
+
∥∥∥∑
m
αmRσm ◦ Pσm1 (xσm)
∥∥∥
hcp
≤ ε+
∥∥∥∑
m
αmRσm ◦ Pσm1 (xσm)
∥∥∥
hcp
≤ ε+ 21/p
∑
m
αm‖Rσm ◦ Pσm1 (xσm )‖hcp(σm)
≤ ε+ 21/p(Cp + ε).
Sending ε to 0 we obtain
‖RU (x)‖hcp ≤ 21/pCp‖x‖Lcp(NU ,EMU ).
We now consider 2 ≤ p <∞ and fix a partition σ0. By Lemma 4.13 (ii) we have for all σ ⊃ σ0
(4.22) ‖Rσ ◦ Pσ1 (xσ)‖hcp(σ0) ≤ δ′
1/2
p/2‖Rσ ◦ Pσ1 (xσ)‖hcp(σ).
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Thus (4.21) implies that the family (Rσ ◦Pσ1 (xσ))σ⊃σ0 is uniformly bounded in the reflexive space
hcp(σ0). We deduce that the weak
∗-limit of the Rσ ◦ Pσ1 (xσ)’s exists in hcp(σ0), and coincides with
the weak∗-limit in Lp:
RU (x) = w-hcp(σ0)- lim
σ⊃σ0,U
Rσ ◦ Pσ1 (xσ).
By using (4.22) and (4.21) we get
‖RU (x)‖hcp(σ0) ≤ limσ⊃σ0,U ‖R
σ ◦ Pσ1 (xσ)‖hcp(σ0) ≤ δ′
1/2
p/2Cp.
Since this holds true for all partition σ0, by taking the limit we obtain
‖RU (x)‖hcp ≤ δ′
1/2
p/2Cp‖x‖Lcp(NU ,EMU ).
This ends the proof of the Proposition.
We deduce from Proposition 1.10 the corresponding duality and interpolation results for the
spaces hcp.
Corollary 4.24. — Let 1 < p <∞.
(i) Let 1p +
1
p′ = 1. Then
(hcp)
∗ = hcp′ with equivalent norms.
(ii) Let 1 < p1, p2 <∞ and 0 < θ < 1 be such that 1p = 1−θp1 + θp2 . Then
h
c
p = [h
c
p1 , h
c
p2 ]θ with equivalent norms.
4.6. Injectivity results. — By using Corollary 4.24 (i), it is now easy to prove that the con-
ditioned Hardy spaces defined above are well intermediate spaces between L2(M) and Lp(M) for
1 < p <∞ as expected.
Proposition 4.25. — Let 1 < p <∞. Then
Lmax(p,2)(M) ⊂ hcp ⊂ Lmin(p,2)(M),
i.e., hcp embeds into Lmin(p,2)(M).
Actually, the injectivity for 2 ≤ p < ∞ can be proved directly as a consequence of the mono-
tonicity Lemma 4.13. Indeed, since the monotonicity in the conditioned case is inverse to that of
Hcp, the conditioned analogue of Lemma 2.27 concerns the case 2 ≤ p <∞.
Lemma 4.26. — Let 2 ≤ p < ∞. Then the space {x ∈ L2(M) : ‖x‖hcp < ∞} is complete with
respect to the norm ‖ · ‖hcp.
Proof. — Recall that in the conditioned case, by Lemma 4.13 the norms ‖ · ‖hcp(σ) are increasing
in σ (up to a constant) for 2 ≤ p <∞. Then the completeness of each discrete hcp(σ)-space yields
the result as in the proof of Lemma 2.27.
It then directly follows that hcp embeds into L2(M) for 2 ≤ p < ∞. Moreover, by simply using
the discrete hcp(σ)−hcp′(σ) duality, we can prove the conditioned analogue of Lemma 2.30 with the
same argument.
Lemma 4.27. — Let 2 ≤ p <∞. Then
(hcp′)
∗ = {x ∈ L2(M) : ‖x‖hcp <∞} with equivalent norms.
Then, combining Lemma 4.27 with assertion (i) of Corollary 4.24 we obtain
Corollary 4.28. — Let 2 ≤ p <∞. Then hcp = {x ∈ L2(M) : ‖x‖hcp <∞}.
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However, the injectivity in the case 1 < p < 2 is highly non-trivial and we really need the
complementation result stated in subsection 4.5 to prove it. This approach does not include the
case p = 1, and at the time of this writing we do not know if the natural map from hc1 to L1(M)
is injective (see Problem 5.54). For the sequel we need to introduce another candidate for the
continuous analogue of the conditioned Hardy space hc1, which is embedded in L1(M). We denote
by
ϕ : hc1 → L1(M)
the natural map defined by ϕ(x) = x for x ∈M, and set
Lh
c
1 = ϕ(h
c
1) ⊂ L1(M).
Since ϕ is bounded, Lhc1 equipped with the norm
‖x‖Lhc1 = infx=ϕ(y) ‖y‖hc1
is a Banach space. Moreover, note that L2(M) is still dense in Lhc1.
Remark 4.29. — Considering hcp as a subspace of Lmin(p,2)(M) for 1 < p <∞ thanks to Propo-
sition 4.25, we can write
h
c
q ⊂ hcp for 1 < p ≤ q <∞ and hcq ⊂ Lhc1 for 1 < q <∞.
Moreover, for 1 < q <∞, the commuting diagram
h
c
q _
vU

// h
c
1 _
vU

Lcq(NU , EMU ) 

// Lc1(NU , EMU )
implies that we may also consider
h
c
q ⊂ hc1 for 1 < q <∞.
4.7. Fefferman-Stein duality. — This subsection deals with the analogue of the Fefferman-
Stein duality for the conditioned Hardy spaces. First observe that in the discrete case, the space
Lcpmo is simpler than the space L
c
pMO for 2 < p ≤ ∞. Indeed, recall that for a finite partition σ
and x ∈ L2(M) we have
‖x‖LcpMO(σ) = ‖sup
t∈σ
+Et|x−xt−(σ)|2‖1/2p/2 and ‖x‖Lcpmo(σ) = max
(‖E0(x)‖p, ‖sup
t∈σ
+Et|x−xt|2‖1/2p/2
)
.
The crucial point is that the index “t−(σ)”, which depends on the partition σ, does not appear in
the definition of Lcpmo(σ). Hence it is natural to introduce the following definition of L
c
pmo in the
continuous setting.
Definition 4.30. — Let 2 < p ≤ ∞. We define
Lcpmo = {x ∈ L2(M) : ‖x‖Lcpmo <∞}
where
‖x‖Lcpmo = max
(‖E0(x)‖p, ‖ sup
0≤t≤1
+Et|x− xt|2‖1/2p/2
)
.
For p =∞ we denote this space by bmoc.
Recall that for a family (xt)0≤t≤1 in Lq(M), 1 ≤ q ≤ ∞, we define
‖ sup
0≤t≤1
+xt‖q = ‖(xt)0≤t≤1‖Lq(M;ℓ∞([0,1])) = inf ‖a‖2q sup
t
‖yt‖∞‖b‖2q,
where the infimum runs over all factorizations xt = aytb with a, b ∈ L2q(M) and (yt) ∈
ℓ∞(L∞([0, 1])). The space L
c
pmo obviously does not depend on U . Note that by Proposition 2.1
of [29] we have
sup
σ
‖sup
t∈σ
+Et|x− xt|2‖1/2p/2 = ‖ sup
0≤t≤1
+Et|x− xt|2‖1/2p/2,
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thus we obtain
(4.23) ‖x‖Lcpmo = sup
σ
‖x‖Lcpmo(σ).
Since by definition ‖ · ‖Lcpmo(σ) is increasing in σ, for 2 < p ≤ ∞ we may write
‖x‖Lcpmo = limσ,U ‖x‖Lcpmo(σ)
for every ultrafilter U . This ensures that we define well a complete space.
The discrete Fefferman-Stein duality in the conditioned case easily implies the following contin-
uous analogue.
Theorem 4.31. — Let 1 ≤ p < 2. Then
(hcp)
∗ = Lcp′mo with equivalent norms.
Moreover,
(4.24) ν−1p ‖x‖Lcp′mo ≤ ‖x‖(hcp)∗ ≤
√
2‖x‖Lc
p′
mo.
Proof. — The proof is similar to that of Lemma 2.30, by using the discrete hcp(σ) − Lcp′mo(σ)
duality. This argument can also be adapted for p = 1.
Moreover, we deduce from Proposition 4.5 that for 2 ≤ p <∞,
Lcpmo = {x ∈ L2(M) : ‖x‖hcp <∞} with equivalent norms.
Hence Corollary 4.28 yields
Corollary 4.32. — Let 2 < p <∞. Then
Lcpmo = h
c
p with equivalent norms.
As a consequence of Theorem 4.31 we can characterize the space Lcpmo similarly to the definition
of LcpMO.
Lemma 4.33. — Let 2 < p ≤ ∞. Then
(i) The unit ball of Lcpmo is equivalent to
Bp = {x = w-L2- lim
σ,U
xσ : lim
σ,U
‖xσ‖Lcpmo(σ) ≤ 1}.
More precisely, we have
BLcpmo ⊂ Bp ⊂
√
2νpBLcpmo.
(ii) Let (xλ)λ be a sequence in L2(M) such that ‖xλ‖Lcpmo ≤ 1 for all λ and x = w-L2- limλ xλ.
Then x ∈ Lcpmo with ‖x‖Lcpmo ≤
√
2νp.
Proof. — It is clear that BLcpmo ⊂ Bp. Conversely, let x = w-L2- limσ,U xσ be such that
limσ,U ‖xσ‖Lcpmo(σ) ≤ 1. By Theorem 4.31 and the density of L2(M) in hcp′ we can write
‖x‖Lcpmo ≤ νp sup
y∈L2(M),‖y‖hc
p′
≤1
|τ(x∗y)|.
Note that for all y ∈ L2(M), ‖y‖hc
p′
≤ 1 we have
|τ(x∗y)| ≤ lim
σ,U
|τ(x∗σy)| ≤
√
2 lim
σ,U
(‖xσ‖Lcpmo(σ)‖y‖hcp′(σ))
=
√
2
(
lim
σ,U
‖xσ‖Lcpmo(σ)
)(
lim
σ,U
‖y‖hc
p′
(σ)
) ≤ √2.
Thus x ∈ √2νpBLcpmo, and this proves (i). The proof of (ii) is similar to that of Corollary 2.37.
We end this subsection with the description of the dual space of Lhc1.
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Theorem 4.34. — We have (Lhc1)
∗ = Lbmoc with equivalent norms, where
Lbmo
c ={x ∈ L2(M) : ‖x‖bmoc <∞ and lim
n
τ(x∗yn) = 0
∀ sequence (yn)n ⊂M such that (yn)n converges in hc1 and yn → 0 in L1}.
Proof. — By definition, Lhc1 is isomorphic to the quotient space h
c
1/ kerϕ. Hence
(Lhc1)
∗ = (kerϕ)⊥ ⊂ (hc1)∗ = bmoc.
This means that
(Lhc1)
∗ = {x ∈ bmoc : (x|y)bmoc,hc1 = 0, ∀y ∈ kerϕ}.
By definition, an element y ∈ kerϕ is the limit in hc1 of a sequence (yn)n ⊂ M such that
ϕ(y) = L1- limn ϕ(yn) = L1- limn yn = 0. In that case we have (x|y)bmoc,hc1 = limn(x|yn)bmoc,hc1 =
limn τ(x
∗yn), and this ends the proof.
Remark 4.35. — Observe that since by definition the space Lhc1 embeds into L1(M), then
L∞(M) is weak-∗ dense in Lbmoc by Theorem 4.34.
4.8. Interpolation. — The end of this section is devoted to the continuous analogue of Theorem
4.9.
Theorem 4.36. — Let 1 < p <∞. Then
h
c
p = [bmo
c, hc1] 1p with equivalent norms.
Proof. — Observe that by Remark 4.29, we may write bmoc ⊂ L2(M) ⊂ hc1. This ensures that
the couple [bmoc, hc1] is compatible. As in [2], we first show that Corollary 4.24 (ii) still holds true
for p1 = 1, i.e.,
(4.25) hcq = [h
c
1, h
c
p]θ with equivalent norms
for 1 < p < ∞, 0 < θ < 1 and 1 − θ + θp = 1q . Then, as in the proof of [2, Theorem 4.1], we will
deduce the required interpolation result by using duality (Theorem 4.31 and Corollary 4.24 (i))
and Wolff’s theorem. Note that it suffices to prove (4.25) for 1 < q < p ≤ 2. Indeed, Corollary
4.24 (ii) combined with an application of Wolff’s theorem will yield (4.25) for 1 < p < ∞. The
inclusion [hc1, h
c
p]θ ⊂ hcq follows easily from Lemma 4.22 and Proposition 4.23. Let x ∈ [hc1, hcp]θ be
of norm < 1. Then there exists a function f ∈ F(hc1, hcp) such that f(θ) = x and
‖f‖F(hc1,hcp) = max(sup
t
‖f(it)‖hc1, sup
t
‖f(1 + it)‖hcp) < 1.
Since vU is isometric by Lemma 4.22, we deduce that the function vU◦f ∈ F(Lc1(NU , EMU ), Lcp(NU , EMU ))
with ‖vU ◦ f‖F = ‖f‖F . Hence vU ◦ f(θ) = vU (x) ∈ [Lc1(NU , EMU ), Lcp(NU , EMU )]θ with norm
< 1. Proposition 1.10 (iii) implies that vU (x) ∈ Lcq(NU , EMU ) for 1 − θ + θp = 1q . Then
x = RU ◦ vU (x) ∈ hcq by Proposition 4.23. Observe that this argument still works for 1 < p < ∞.
However, we need the restriction to the case 1 < p ≤ 2 to prove the reverse inequality by duality.
We will show that
(4.26) [bmoc, Lcpmo] pq ⊂ Lcqmo with equivalent norms,
for 2 ≤ p < q <∞, and Theorem 4.31 will yield the remaining inclusion by duality (since Lcpmo is
reflexive). This comes directly from the discrete result and the monotonicity property (4.23). Let
x ∈ [bmoc, Lcpmo] pq be of norm < 1. Then there exists f ∈ F(bmo
c, Lcpmo) such that f(
p
q ) = x and
‖f‖F(bmoc,Lcpmo) < 1. By (4.23), we deduce that f ∈ F(bmoc(σ), Lcpmo(σ)) with norm < 1 for each
σ. Hence the discrete interpolation result gives that x ∈ Lcqmo(σ) for each σ with
‖x‖Lcqmo(σ) ≤ Cq‖f‖F(bmoc(σ),Lcpmo(σ)) ≤ Cq‖f‖F(bmoc,Lcpmo) ≤ Cq.
Taking the supremum over σ we obtain that x ∈ Lcqmo with
‖x‖Lcqmo ≤ Cq‖x‖[bmoc,Lcpmo] p
q
.
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This ends the proof of (4.26) and the Theorem follows.
5. Davis and Burkholder-Rosenthal inequalities
We continue our investigation of the Hardy spaces of noncommutative martingales in the con-
tinuous setting by studying some decompositions of Hcp and Hp involving the conditioned Hardy
space hcp. By considering the adjoint in Section 4 we may define the row conditioned Hardy space
h
r
p and obtain the analoguous results. After recalling the noncommutative Davis inequalities in the
discrete case, we will discuss three variants of this decomposition in the case 1 ≤ p < 2. The first
one is a regular version of the Davis decomposition involving another diagonal space h1cp instead of
hdp. The second version, presented in subsection 5.1.2, is a Davis decomposition in Randrianantoan-
ina’s style with simultaneous control of hp and L2 norms for 1 < p < 2. The last variant is a mixed
version of the two first ones, i.e., a Davis decomposition in Randrianantoanina’s style involving the
diagonal space h1cp . Then we will turn to the continuous setting and define the analogue of the
diagonal spaces. We will extend the three versions of Davis’ decomposition to the continuous case
for 1 < p < 2, and, as usual, deduce the inequalities for 2 < p < ∞ by duality. However, we will
meet some difficulty to describe the dual space of our continuous analogue of the diagonal space.
Hence the continuous analogue of the Davis and Burkholder-Rosenthal inequalities for 2 < p <∞
stated in Theorem 5.38 is slightly different from the expected result.
5.1. The discrete case. — We first recall the analogue of the Davis decomposition for noncom-
mutative martingales in the discrete case, then we discuss three stronger versions of this decompo-
sition which will be useful for extending it to the continuous setting. Let (Mn)n≥0 be a discrete
filtration.
Observe that by combining the noncommutative Burkholder-Gundy inequalities (Theorem 2.6)
with the noncommutative Burkholder-Rosenthal inequalities (Theorem 4.7) we get
Hp = hp with equivalent norms for 1 < p <∞.
By a dual approach, it was proved in [22] and [37] that this equality still holds true for p = 1, i.e.,
(5.1) H1 = h1 with equivalent norms.
Moreover, we can show a column version of this result.
Theorem 5.1. — Let 1 ≤ p <∞. Then the discrete spaces satisfy
Hcp =
{
hdp + h
c
p for 1 ≤ p < 2
hdp ∩ hcp for 2 ≤ p <∞
with equivalent norms.
5.1.1. The ”regular“ version of the discrete Davis decomposition. — The Davis decomposition
stated in Theorem 5.1 can be refined to get a stronger decomposition, involving another diagonal
space called h1cp . The regularity properties satisfied by this space make it a good tool for the sequel.
To see how we may refine Theorem 5.1, we briefly recall the strategy of its proof. We first show
the decomposition for 1 ≤ p < 2, then the case 2 < p < ∞ is deduced by duality. For 1 ≤ p < 2
the inclusion hdp + h
c
p ⊂ Hcp is easy, and the reverse inclusion is proved by a dual approach. More
precisely, we can show that
(hdp + h
c
p)
∗ = hdp′ ∩ Lcp′mo ⊂ Lcp′MO = (Hcp)∗.
A close look at the dual spaces yields a stronger decomposition. Indeed, observe that for 2 < p′ ≤ ∞
and x ∈ L2(M), by the triangle inequality in Lp′/2(M; ℓ∞) we can write∥∥∥sup
n≥0
+En
(∑
k≥n
|dk(x)|2
)∥∥∥
p′/2
≃ ‖sup
n≥0
+|dn(x)|2‖p′/2 +
∥∥∥sup
n≥0
+En
(∑
k>n
|dk(x)|2
)∥∥∥
p′/2
.
Hence we get
(5.2) ‖x‖Lc
p′
MO ≃ max
(‖(dn(x))n‖Lp′(M;ℓc∞), ‖x‖Lcp′mo).
64 MARIUS JUNGE & MATHILDE PERRIN
Recall that for 2 < p′ ≤ ∞, Lp′(M; ℓc∞) is defined in [21, 34] as the space of all sequences
x = (xn)n≥0 in Lp′(M) such that
‖(xn)n≥0‖Lp′(M;ℓc∞) = ‖(|xn|2)n≥0‖
1/2
Lp′/2(M;ℓ∞)
= ‖sup
n≥0
+|xn|2‖1/2p′/2 <∞.
Note that a sequence x = (xn)n≥0 in Lp′(M) belongs to Lp′(M; ℓc∞) if and only if there exist
a ∈ Lp′(M) and y = (yn)n≥0 ⊂ L∞(M) such that xn = yna for all n ≥ 0. Moreover,
‖x‖Lp′(M;ℓc∞) = inf{sup
n≥0
‖yn‖∞‖a‖p′},
where the infimum runs over all factorizations as above.
Inspired by the duality between Lp(M; ℓ1) and Lp′(M; ℓ∞) proved in [21], we define its predual
space Lp(M; ℓc1) as follows. Let 1 ≤ p < 2 and 1p = 12 + 1q . A sequence x = (xn)n≥0 is in Lp(M; ℓc1)
if there exist bk,n ∈ L2(M) and ak,n ∈ Lq(M) such that
(5.3) xn =
∑
k≥0
b∗k,nak,n
for all n ≥ 0 and ∑
k,n≥0
|bk,n|2 ∈ L1(M),
∑
k,n≥0
|ak,n|2 ∈ Lq/2(M).
We equip Lp(M; ℓc1) with the norm
‖x‖Lp(M;ℓc1) = inf
{( ∑
k,n≥0
‖bk,n‖22
)1/2∥∥∥( ∑
k,n≥0
|ak,n|2
)1/2∥∥∥
q
}
,
where the infimum is taken over all factorizations (5.3). In fact this space can be described in an
easier way.
Lemma 5.2. — Let 1 ≤ p < 2 and 1p = 12 + 1q . Then the unit ball of Lp(M; ℓc1) is the set of all
sequences (bnan)n≥0 such that
(5.4)
(∑
n≥0
‖bn‖22
)1/2∥∥∥(∑
n≥0
|an|2
)1/2∥∥∥
q
≤ 1.
Proof. — It is clear that a sequence (bnan)n≥0 satisfying (5.4) is in the unit ball of Lp(M; ℓc1).
Conversely, let x = (xn)n≥0 be such that xn =
∑
k≥0 b
∗
k,nak,n with( ∑
k,n≥0
‖bk,n‖22
)1/2∥∥∥( ∑
k,n≥0
|ak,n|2
)1/2∥∥∥
q
≤ 1.
We first set a′n =
(∑
k≥0 |ak,n|2
)1/2
. By approximation, we may assume that the a′n’s are invert-
ible. Then considering
vk,n = ak,na
′−1
n and b
′
n =
∑
k≥0
b∗k,nvk,n,
we can write xn = b
′
na
′
n for all n ≥ 0. Moreover,∥∥∥(∑
n≥0
|a′n|2
)1/2∥∥∥
q
=
∥∥∥( ∑
n,k≥0
|ak,n|2
)1/2∥∥∥
q
and since
∑
k≥0 |vk,n|2 = 1 we get∑
n≥0
‖b′n‖22 =
∑
n≥0
∥∥∥∑
k≥0
b∗k,nvk,n
∥∥∥2
2
≤
∑
n≥0
∥∥∥(∑
k≥0
b∗k,nbk,n
)1/2∥∥∥2
2
∥∥∥(∑
k≥0
v∗k,nvk,n
)1/2∥∥∥2
∞
=
∑
k,n≥0
‖bk,n‖22.
Hence (a′n) and (b
′
n) satisfy (5.4).
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Remark 5.3. — This implies that we have a bounded map
Lp(M; ℓc1) −→ Lp(M; ℓc2)
(bnan)n≥0 7−→
∑
n≥0
en,0 ⊗ bnan .
Indeed, we can write ∑
n
en,0 ⊗ bnan =
(∑
n
en,n ⊗ bn
)(∑
n
en,0 ⊗ an
)
and the Ho¨lder inequality gives for 1p =
1
2 +
1
q∥∥∥∑
n
en,0 ⊗ bnan
∥∥∥
p
≤
∥∥∥∑
n
en,n ⊗ bn
∥∥∥
2
∥∥∥∑
n
en,0 ⊗ an
∥∥∥
q
=
(∑
n
‖bn‖22
)1/2∥∥∥(∑
n
|an|2
)1/2∥∥∥
q
.
We can now state the following duality.
Proposition 5.4. — Let 1 ≤ p < 2. Then
(Lp(M; ℓc1))∗ = Lp′(M; ℓc∞) isometrically.
Proof. — Let x be in the unit ball of Lp(M; ℓc1) and y ∈ Lp′(M; ℓc∞). By Lemma 5.2, for all
n ≥ 0 we can decompose xn = bnan where (bn) and (an) satisfy (5.4). Then we deduce from the
Cauchy-Schwarz inequality and the duality between Ls(M; ℓ1) and Lp′/2(M; ℓ∞) that∑
n≥0
τ(y∗nxn) =
∑
n≥0
τ(y∗nbnan) =
∑
n≥0
τ((yna
∗
n)
∗bn)
≤
(∑
n≥0
‖yna∗n‖22
)1/2(∑
n≥0
‖bn‖22
)1/2
=
(∑
n≥0
τ(|yn|2|an|2)
)1/2(∑
n≥0
‖bn‖22
)1/2
≤ ‖sup
n
+|yn|2‖1/2p′/2
∥∥∥∑
n
|an|2
∥∥∥1/2
s
(∑
n≥0
‖bn‖22
)1/2
,
where s denotes the conjugate index of p
′
2 . An easy calculation gives s =
q
2 , and this yields the
contractive inclusion Lp′(M; ℓc∞) ⊂ (Lp(M; ℓc1))∗.
Conversely, let ϕ be a norm one functional on Lp(M; ℓc1). We observe that
(5.5) ℓ1(Lp(M)) ⊂ Lp(M; ℓc1) contractively.
Indeed, for a finite sequence x = (xn)
N
n=0 we can write
x =
N∑
i=1
xi,
where xi = (xin)n≥0 with x
i
n = δn,ixi. By setting
bin = δn,iui|xi|p/2 and ain = δn,i|xi|p/q,
where 1p =
1
2 +
1
q and xi = ui|xi| denotes the polar decomposition of xi, we obtain that
‖xi‖Lp(M;ℓc1) ≤
(∑
n≥0
‖bin‖22
)1/2∥∥∥(∑
n≥0
|ain|2
)1/2∥∥∥
q
= ‖ui|xi|p/2‖2‖|xi|p/q‖q ≤ ‖xi‖p,
for all 1 ≤ i ≤ N . Then
‖x‖Lp(M;ℓc1) ≤
N∑
i=1
‖xi‖Lp(M;ℓc1) ≤
N∑
i=1
‖xi‖p = ‖x‖ℓ1(Lp(M)).
Since the family of finite sequences is dense in ℓ1(Lp(M)), this shows (5.5). Moreover, the density
of the family of finite sequences in Lp(M; ℓc1) implies that ℓ1(Lp(M)) is dense in Lp(M; ℓc1). Hence
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there exists a sequence y = (yn) in Lp′(M) such that ϕ(x) =
∑
n τ(y
∗
nxn) for all x = (xn) in
ℓ1(Lp(M)). Then
‖y‖Lp′(M;ℓc∞) = ‖sup
n
+|yn|2‖1/2p′/2
= sup
{(∑
n
τ
(
|yn|2cn
))1/2
: cn ∈ L+q/2(N),
∥∥∥∑
n
cn
∥∥∥
q/2
≤ 1
}
= sup
{(∑
n
‖ync1/2n ‖22
)1/2
: cn ∈ L+q/2(N),
∥∥∥∑
n
cn
∥∥∥
q/2
≤ 1
}
= sup
{∑
n
τ((ync
1/2
n )
∗bn) : cn ∈ L+q/2(N),
∥∥∥∑
n
cn
∥∥∥
q/2
≤ 1,
∑
n
‖bn‖22 ≤ 1
}
= sup
{
ϕ(x) : xn = bnc
1/2
n , cn ∈ L+q/2(N),
∥∥∥(∑
n
|c1/2n |2
)1/2∥∥∥
q
≤ 1,
∑
n
‖bn‖22 ≤ 1
}
≤ 1.
Thus y ∈ Lp′(M; ℓc∞). By density, the functional ϕ is uniquely determined by the sequence (yn)
and the duality is proved.
Let h1cp (resp. h
∞c
p′ ) be the subspace of Lp(M; ℓc1) (resp. Lp′(M; ℓc∞)) consisting of all martingale
difference sequences.
Lemma 5.5. — Let 1 ≤ p ≤ ∞. Then the discrete spaces satisfy
(i) For 1 ≤ p < 2, h1cp is a complemented subspace of Lp(M; ℓc1).
(ii) For 2 < p ≤ ∞, h∞cp is a complemented subspace of Lp(M; ℓc∞).
Proof. — We first show that the Stein projection
D((xn)n≥0) = (dn(xn))n≥0
is bounded on Lp(M; ℓc1) for 1 ≤ p < 2. Let (xn)n be in the unit ball of Lp(M; ℓc1) and let
xn = bnan be the decomposition of xn given by Lemma 5.2. Then for each n we can write
En(xn) = un(b∗n)∗un(an) =
∑
n,k
un(b
∗
n)(k)
∗un(an)(k),
where un(b
∗
n)(k) ∈ L2(M) and un(an)(k) ∈ Lq(M). On the one hand, the trace preserving
property of the conditional expectation gives∑
n,k
‖un(b∗n)(k)‖22 =
∑
n
τ(En(b∗nbn)) =
∑
n
‖bn‖22.
On the other hand, since we have 2 ≤ q <∞ for 1 ≤ p < 2, the dual form of the Doob inequality
yields ∥∥∥∑
n,k
|un(an)(k)|2
∥∥∥
q/2
=
∥∥∥∑
n
En|an|2
∥∥∥
q/2
≤ δ′q/2
∥∥∥∑
n
|an|2
∥∥∥
q/2
.
Hence (En(xn))n ∈ Lp(M; ℓc1) with ‖(En(xn))n‖Lp(M;ℓc1) ≤ δ′
1/2
q/2, where δ
′
q/2 ≈ q2 as q →∞, p→ 2.
This shows that h1cp is 2δ
′1/2
q/2-complemented in Lp(M; ℓc1) for 1 ≤ p < 2.
For the second assertion, the noncommutative Doob inequality and the fact that |En(xn)|2 ≤
En|xn|2 immediately imply that h∞cp is 2δ1/2p/2-complemented in Lp(M; ℓc∞).
Combining Proposition 5.4 with Lemma 5.5 we get the duality between h1cp and h
∞c
p′ .
Corollary 5.6. — Let 1 ≤ p < 2. Then the discrete spaces satisfy
(h1cp )
∗ = h∞cp′ with equivalent norms.
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Then (5.2) means that for 1 ≤ p < 2, we have by Corollary 5.6
(Hcp)
∗ = Lcp′MO = h
∞c
p′ ∩ Lcp′mo = (h1cp + hcp)∗.
This yields the following stronger Davis decomposition.
Theorem 5.7. — Let 1 ≤ p <∞. Then the discrete spaces satisfy
Hcp =
{
h1cp + h
c
p for 1 ≤ p < 2
h∞cp ∩ hcp for 2 ≤ p <∞
with equivalent norms.
Remark 5.8. — 1. Observe that by interpolation between the cases p = 1 and p = 2 we
have a contractive inclusion Lp(M; ℓc1) ⊂ ℓp(Lp(M)) for 1 ≤ p ≤ 2. Thus, considering the
martingale difference sequences, we get
h1cp ⊂ hdp contractively for 1 ≤ p < 2.
Hence the decomposition of Theorem 5.7 is stronger than the usual decomposition stated in
Theorem 5.1.
2. The advantage of working with the spaces h1cp is that, since M is finite, they satisfy the
following regularity property
h1cp˜ ⊂ h1cp contractively for 1 ≤ p ≤ p˜ < 2,
whereas the hdp spaces do not. However we loose the reflexivity property.
5.1.2. The version of the discrete Davis decomposition in Randrianantoanina’s style. — As for
the Burkholder-Gundy inequalities in Section 3, we will need a result due to Randrianantoan-
ina to apply duality in the continuous setting. In [46], Randrianantoanina proves the following
Burkholder-Rosenthal decomposition at the L2-level, with simultaneous control of norms.
Theorem 5.9. — Let 1 < p < 2 and x ∈ L2(M). Then there exist a, b, c ∈ L2(M) such that
(i) x = a+ b+ c,
(ii) ‖a‖hdp + ‖b‖hcp + ‖c‖hrp ≤ C(p)‖x‖p,
(iii) max{‖a‖2, ‖b‖2, ‖c‖2} ≤ f(p, ‖x‖p, ‖x‖2).
Here C(p) ≤ C(p− 1)−1 as p→ 1.
Proof. — The proof is similar to that of Theorem 3.3. Let x ∈ L2(M), 1 < p < 2 and 0 < θ < 1
be such that 1p = 1− θ + θ2 . As in the proof of Theorem 3.3 we may write
(5.6) x =
∑
ν∈Z
uν
with
(5.7)
(∑
ν∈Z
(2−νθmax{‖uν‖1, 2ν‖uν‖2})p
)1/p
≤ C(p)‖x‖p
and
(5.8)
∑
ν∈Z
‖uν‖2 ≤ f(p, ‖x‖p, ‖x‖2).
We apply Randrianantoanina’s decomposition to this sequence (uν)ν . For each ν ∈ Z, by Theorem
3.1 of [46], we may find an absolute constant K > 0 and three adapted sequences a(ν), b(ν) and
c(ν) such that
dn(uν) = a
(ν)
n + b
(ν)
n + c
(ν)
n , ∀n ≥ 0
and
‖a(ν)‖L2(M;ℓc2) + ‖b(ν)‖L2(M;ℓc2) + ‖c(ν)‖L2(M;ℓr2) ≤ K‖uν‖2,
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∥∥∥∑
n≥0
en,n ⊗ a(ν)n
∥∥∥
L1,∞(B(ℓ2)⊗M)
+
∥∥∥(∑
n≥0
En−1|b(ν)n |2
)1/2∥∥∥
1,∞
+
∥∥∥(∑
n≥0
En−1|(c(ν)n )∗|2
)1/2∥∥∥
1,∞
≤ K‖uν‖1.
Then we set
an =
∑
ν∈Z
a(ν)n , bn =
∑
ν∈Z
b(ν)n and cn =
∑
ν∈Z
c(ν)n ,
and obtain three adapted sequences a = (an)n, b = (bn)n and c = (cn)n. Using the fact that for
any semifinite von Neumann algebra N we have
Lp(N ) = [L1,∞(N ), L2(N )]θ,p;J ,
and (3.7), we can show that(∑
n≥0
‖an‖pp
)1/p
+
∥∥∥(∑
n≥0
En−1|bn|2
)1/2∥∥∥
p
+
∥∥∥(∑
n≥0
En−1|c∗n|2
)1/2∥∥∥
p
≤ C(p− 1)−1‖x‖p.
Applying the Stein projection D to the sequences a, b and c we obtain three martingales. We set
a′ = D(a), b′ = D(b) and c′ = D(c).
Then we have
dn(x) = dn(a
′) + dn(b
′) + dn(c
′) ∀n ≥ 0.
Moreover, since any conditional expectation E is a contractive projection in Lp(M) and satisfies
E(y)∗E(y) ≤ E(y∗y), we get
‖a′‖hdp + ‖b′‖hcp + ‖c′‖hrp ≤ C′(p− 1)−1‖x‖p.
It remains to prove the L2-estimate (iii). This comes from (5.8) by writing
‖a′‖2 = ‖D(a)‖2 ≤ 2‖a‖2 ≤ 2
∑
ν∈Z
‖a(ν)‖L2(M;ℓc2) ≤ 2K
∑
ν∈Z
‖uν‖2 ≤ 2Kf(p, ‖x‖p, ‖x‖2).
The estimates for b′ and c′ are similar.
We can derive a column version of Theorem 5.9, which is the following version of the Davis
decomposition at the L2-level.
Corollary 5.10. — Let (Mn)mn=0 be a finite filtration of M. Let 1 < p < 2 and x ∈ L2(M).
Then there exist a, b ∈ L2(M) such that
(i) x = a+ b,
(ii) ‖a‖hdp + ‖b‖hcp ≤ C(p)‖x‖Hcp ,
(iii) max{‖a‖2, ‖b‖2} ≤ f(p, ‖x‖Hcp , ‖x‖2),
where C(p) ≤ C(p− 1)−1 as p→ 1.
Proof. — We apply Theorem 5.9 to the element
y =
m∑
n=0
en,0 ⊗ dn(x).
Here we consider the finite von Neumann algebra N = B(ℓm+12 )⊗M equipped with the filtration
Nn = B(ℓm+12 )⊗Mn. We have to be careful with the trace we consider on N . The natural trace
on N is trN = tr ⊗ τ , where tr denotes the usual trace on B(ℓm+12 ). This trace is finite, but not
normalized. Since Theorem 3.1 of [46] have been proved for a normalized trace, we will also need
to consider the normalized trace τN =
tr
m+1 ⊗ τ . Observe that
‖y‖L2(N ,trN ) = ‖x‖2 and ‖y‖Lp(N ,trN ) = ‖x‖Hcp .
As in the proof of Theorem 3.10, we can find a sequence (uν)ν such that y =
∑
ν∈Z uν with
(5.9)
(∑
ν∈Z
(2−νθmax{‖uν‖L1(N ,trN ), 2ν‖uν‖L2(N ,trN )})p
)1/p
≤ C(p)‖y‖Lp(N ,trN ) = C(p)‖x‖Hcp
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and
(5.10)
∑
ν∈Z
‖uν‖L2(N ,trN ) ≤ f(p, ‖y‖Lp(N ,trN ), ‖y‖L2(N ,trN )) = f(p, ‖x‖Hcp , ‖x‖2).
Applying Theorem 3.1 of [46] in (N , τN ) for each ν ∈ Z, we may find an absolute constant K > 0
and three adapted sequences a(ν), b(ν) and c(ν) such that
dn(uν) = a
(ν)
n + b
(ν)
n + c
(ν)
n , ∀n ≥ 0
and
(5.11) ‖a(ν)‖L2(N ,τN ;ℓc2) + ‖b(ν)‖L2(N ,τN ;ℓc2) + ‖c(ν)‖L2(N ,τN ;ℓr2) ≤ K‖uν‖L2(N ,τN ),
(5.12)
∥∥∥∑
n≥0
en,n ⊗ a(ν)n
∥∥∥
L1,∞(B(ℓ2)⊗N ,tr⊗τN )
+
∥∥∥(∑
n≥0
En−1|b(ν)n |2
)1/2∥∥∥
L1,∞(N ,τN )
+
∥∥∥(∑
n≥0
En−1|(c(ν)n )∗|2
)1/2∥∥∥
L1,∞(N ,τN )
≤ K‖uν‖L1(N ,τN ).
We would like to obtain the same estimates with respect to the trace trN to use the interpolation
argument and (5.9). Note that for z ∈ L1(N ), we have
‖z‖L1(N ,trN ) = (m+ 1)‖z‖L1(N ,τN ) , ‖z‖L1,∞(N ,trN ) = (m+ 1)‖z‖L1,∞(N ,τN )
and for z ∈ L2(N ) we have
‖z‖L2(N ,trN ) =
√
m+ 1‖z‖L2(N ,τN ).
Hence multiplying (5.11) and (5.12) by
√
m+ 1 and (m + 1) respectively, we get the same es-
timates with respect to the trace trN . Thus we may control the J-functionals for a
(ν), b(ν) and
c(ν) in (L1,∞(N , trN ), L2(N , trN )) by the J-functional of uν in (L1(N , trN ), L2(N , trN )), which is
bounded by C(p)‖x‖Hcp by (5.9). Then applying the Stein projection we get three elements a, b, c
in L2(N ) such that
y = a+ b + c
and
‖a‖hdp(N ,trN ) + ‖b‖hcp(N ,trN ) + ‖c‖hrp(N ,trN ) ≤ C(p)‖x‖Hcp ,
max{‖a‖L2(N ,trN ), ‖b‖L2(N ,trN ), ‖c‖L2(N ,trN )} ≤ f(p, ‖x‖Hcp , ‖x‖2).
Now we deduce a decomposition of x satisfying (ii) and (iii) as follows. We consider the following
projections in N
e =
∑
n≥0
en,n ⊗ 1 and f = e0,0 ⊗ 1.
Since y has a column structure we have y = eyf , hence y = eaf + ebf + ecf . Writing
a =
∑
k,n≥0
ek,n ⊗ ak,n , b =
∑
k,n≥0
ek,n ⊗ bk,n and c =
∑
k,n≥0
ek,n ⊗ ck,n,
we have
eaf =
∑
n≥0
en,0 ⊗ an,0 , ebf =
∑
n≥0
en,0 ⊗ bn,0 and ecf =
∑
n≥0
en,0 ⊗ cn,0.
Since dn(y) = en,0 ⊗ dn(x) we get
dn(x) = dn(an,0) + dn(bn,0) + dn(cn,0) ∀n ≥ 0.
Finally we set
α =
∑
n≥0
dn(an,0) , β =
∑
n≥0
dn(bn,0) , γ =
∑
n≥0
dn(cn,0),
and obtain three elements in L2(M) such that x = α + β + γ. It is clear that α, β and γ verify
the L2-estimate (iii). Note that here we want a decomposition of x in two elements. We will show
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that α ∈ hdp, β ∈ hcp and that the third element γ is in the diagonal space hdp. Let us first observe
that since e, f ∈ N0 = B(ℓm+12 )⊗M0, we deduce from the module property that
(5.13) ‖eaf‖hdp(N ,trN ) + ‖ebf‖hcp(N ,trN ) + ‖ecf‖hrp(N ,trN ) ≤ C(p)‖x‖Hcp .
Indeed, the estimate of the first term comes from the fact that e and f are projections, and for the
second term we write
En−1|dn(ebf)|2 = En−1|edn(b)f |2 = En−1(fdn(b)∗edn(b)f)
= fEn−1(dn(b)∗edn(b))f ≤ fEn−1|dn(b)|2f.
Then ‖ebf‖hcp(N ,trN ) ≤ ‖b‖hcp(N ,trN ). The third term is similar. For the term α we have
‖α‖hdp =
(∑
n
‖dn(an,0)‖pp
)1/p
=
(∑
n
‖(|dn(an,0)|2)1/2‖pp
)1/p
≤
(∑
n
∥∥∥(∑
k
|dn(ak,0)|2
)1/2∥∥∥p
p
)1/p
=
(∑
n
∥∥∥∑
k
ek,0 ⊗ dn(ak,0)
∥∥∥p
Lp(N ,trN )
)1/p
=
(∑
n
‖dn(eaf)‖pLp(N ,trN )
)1/p
= ‖eaf‖hdp(N ,trN ).
We proceed similarly for the term β
‖β‖hcp =
∥∥∥(∑
n
En−1|dn(bn,0)|2
)1/2∥∥∥
p
≤
∥∥∥(∑
n,k
En−1|dn(bk,0)|2
)1/2∥∥∥
p
=
∥∥∥(∑
n
En−1
∣∣∣∑
k
ek,0 ⊗ dn(bk,0)
∣∣∣2)1/2∥∥∥
Lp(N ,trN )
=
∥∥∥(∑
n
En−1|dn(ebf)|2
)1/2∥∥∥
Lp(N ,trN )
= ‖ebf‖hcp(N ,trN ).
Finally for the term γ we write
‖γ‖hdp =
(∑
n
‖dn(cn,0)‖pp
)1/p
=
∥∥∥∑
n
en,n ⊗ dn(cn,0)
∥∥∥
Lp(N ,trN )
=
∥∥∥Diag(∑
k,n
ek,n ⊗ dn(ck,0)
)∥∥∥
Lp(N ,trN )
,
where Diag denotes the diagonal projection in N . Since the diagonal projection is bounded on
Lp(N , trN ), it remains to estimate∥∥∥∑
k,n
ek,n ⊗ dn(ck,0)
∥∥∥
Lp(N ,trN )
=
∥∥∥∑
k,n
e0,n ⊗ ek,0 ⊗ dn(ck,0)
∥∥∥
Lp(B(ℓ
m+1
2 )⊗N ,tr⊗trN )
=
∥∥∥∑
k,n
e0,n ⊗ dn(ecf)
∥∥∥
Lp(B(ℓ
m+1
2 )⊗N ,tr⊗trN )
= ‖ecf‖hrp(N ,trN ).
Then, using (5.13), we deduce (ii) and the Theorem follows for the decomposition
x = (α + γ) + β.
As in Corollary 3.9, Corollary 5.10 can be translated by using the ⊞-sum as follows.
Corollary 5.11. — Let 1 < p < 2. Then the discrete spaces satisfy
Hcp = h
d
p ⊞ h
c
p with equivalent norms.
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5.1.3. The ”mixed“ version of the discrete Davis decomposition. — It is natural to wonder whether
the Davis decomposition involving the regular diagonal space h1cp established in the subsection
5.1.1 can be done with a simultaneous control of norms, in the spirit of Randrianantoanina’s
decompositions. In term of ⊞-sum, we can easily establish that
Theorem 5.12. — Let 1 ≤ p < 2. Then the discrete spaces satisfy
Hcp = h
1c
p ⊞ h
c
p with equivalent norms.
Proof. — We first look at the dual spaces and claim that if x = (x1, x2) ∈ (h1cp ⊞ hcp)∗, then
(5.14) x2 ∈ (h1cp )∗ ∩ (hcp)∗ = Lcp′MO = (Hcp)∗ = (h1cp + hcp)∗.
Then we can deduce that the quotient map q : h1cp ⊞h
c
p → h1cp +hcp is injective. Hence the two sums
h1cp ⊞h
c
p and h
1c
p +h
c
p coincide isometrically, and the result follows from Theorem 5.7 with the same
constant in the equivalence of the norms. To see (5.14), we consider x = (x1, x2) ∈ (h1cp ⊞ hcp)∗.
Then by Lemma 3.7 we have x1 ∈ (h1cp )∗, x2 ∈ (hcp)∗ = Lcp′mo ⊂ L2(M) and 〈x1, y〉 = 〈x2, y〉 for
all y ∈ L2(M) ∩ h1cp . Hence for y ∈ L2(M) ∩ h1cp we have
|〈x2, y〉| = |〈x1, y〉| ≤ ‖x1‖(h1cp )∗‖y‖h1cp .
By density of L2(M) ∩ h1cp in h1cp we conclude that x2 ∈ (h1cp )∗ and (5.14) follows.
The continuous case will be more complicated, and we need to introduce some notations and
prove some preliminary results in the discrete case to extend Theorem 5.12 to the continuous
setting later in subsection 5.3.3. We can view Hcp as a subset of the conditioned column space
Lcondp (M; ℓc2) introduced in [21]. Recall that for 1 ≤ p < ∞ and any finite sequence x = (xn)n≥0
in M, we set
‖x‖Lcondp (M;ℓc2) =
∥∥∥(∑
n≥0
En|xn|2
)1/2∥∥∥
p
.
Then ‖ · ‖Lcondp (M;ℓc2) defines a norm on the family of finite sequences of M. We denote by
Lcondp (M; ℓc2) the corresponding completion, andHcp clearly embeds isometrically into Lcondp (M; ℓc2).
The Lcondp (M; ℓc2)-norm can be characterized in an atomic way.
Lemma 5.13. — Let 1 ≤ p < 2, 1p = 12 + 1q and x = (xn)n≥0 be a finite sequence of M. Then(p
2
)1/2
inf
xn=bnwn
wn∈L
+
q (Mn)
(∑
n≥0
‖bn‖22
)1/2
‖sup
n
+w2n‖1/2q/2 ≤ ‖x‖Lcondp (M;ℓc2)
≤ inf
xn=bnwn
wn∈L
+
q (Mn)
(∑
n≥0
‖bn‖22
)1/2
‖sup
n
+w2n‖1/2q/2.
Proof. — Recall that ‖supn+w2n‖q/2 = inf
{‖w‖q/2 : w2n ≤ w, ∀n ≥ 0}. We first consider a
decomposition xn = bnwn such that wn ∈ L+q (Mn) for all n ≥ 0. Let w ∈ L+q/2(M) be such that
w2n ≤ w for all n ≥ 0. Then we may write wn = vnw1/2 for all n, with ‖vn‖∞ ≤ 1. We obtain
‖x‖2Lcondp (M;ℓc2)
=
∥∥∥∑
n≥0
En(wn|bn|2wn)
∥∥∥
p/2
=
∥∥∥∑
n≥0
wnEn(|bn|2)wn
∥∥∥
p/2
=
∥∥∥w1/2(∑
n≥0
v∗nEn|bn|2vn
)
w1/2
∥∥∥
p/2
≤
∥∥∥∑
n≥0
v∗nEn|bn|2vn
∥∥∥
1
‖w1/2‖2q =
(∑
n≥0
τ
(
(En|bn|2)1/2vnv∗n(En|bn|2)1/2
))‖w‖q/2
≤
(∑
n≥0
‖bn‖22
)
‖w‖q/2.
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Thus taking the infimum yields the second inequality. For the first one we consider a finite sequence
x = (xn)n≥0 inM. By approximation, we may assume that B =
(∑
n≥0 En|xn|2
)1/2
is invertible.
For n ≥ 0 we set Bn =
( ∑
0≤k≤n
Ek|xk|2
)1/2
∈ L+p (Mn). Following [2], we can show that
(5.15) τ(Bpn −Bpn−1) ≥
p
2
τ
(
Bp−2n (B
2
n −B2n−1)
)
=
p
2
τ
(
Bp−2n En|xn|2
)
.
Setting wn = B
1− p2
n and bn = xnB
p
2−1
n we get xn = bnwn with wn ∈ L+q (Mn). Moreover, since
0 < 1− p2 ≤ 12 and B2n ≤ B2, we have w2n ≤ B2−p. We deduce that
‖sup
n
+w2n‖1/2q/2 ≤ ‖B2−p‖1/2q/2 = ‖B‖p/qp = ‖x‖p/qLcondp (M;ℓc2).
The other estimates comes from (5.15)(∑
n≥0
‖bn‖22
)1/2
=
(∑
n≥0
τ
(
B
p
2−1
n |xn|2B
p
2−1
n
))1/2
=
(∑
n≥0
τ
(
Bp−2n En|xn|2
))1/2
≤
(2
p
)1/2(∑
n≥0
τ(Bpn −Bpn−1)
)1/2
=
(2
p
)1/2
‖x‖p/2
Lcondp (M;ℓ
c
2)
.
This proves the first inequality.
We will give an explicit decomposition of Hcp = h
1c
p + h
c
p by using this characterization. To
establish the control of the norms, for technical reasons we need to recall the definition of the space
Lp(M; ℓ1) introduced in [21]. For 1 ≤ p ≤ 2, a sequence x = (xn)n≥0 belongs to Lp(M; ℓ1) if there
are bk,n, ak,n ∈ L2p(M) such that xn =
∑
k≥0 b
∗
k,nak,n for all n and∑
k,n≥0
b∗k,nbk,n ∈ Lp(M) ,
∑
k,n≥0
a∗k,nak,n ∈ Lp(M).
Then Lp(M; ℓ1) is a Banach space when equipped with the norm
‖x‖Lp(M;ℓ1) = inf
{∥∥∥ ∑
k,n≥0
b∗k,nbk,n
∥∥∥1/2
p
∥∥∥ ∑
k,n≥0
a∗k,nak,n
∥∥∥1/2
p
}
,
where the infimum is taken over all (bk,n) and (ak,n) as above. Recall that for a positive sequence
x = (xn)n≥0 we have
‖x‖Lp(M;ℓ1) =
∥∥∥∑
n≥0
xn
∥∥∥
p
.
We will use the following inclusion.
Lemma 5.14. — Let 1 ≤ q ≤ ∞. Then
Lq(M; ℓ1) ⊂ Lq(M; ℓc2) contractively.
Proof. — Since the spaces Lq(M; ℓ1) and Lq(M; ℓc2) interpolate, it suffices to prove the result for
q = 1 and q =∞. The case q = 1 is clear. For q =∞, let xn =
∑
k≥0 b
∗
k,nak,n be such that∥∥∥ ∑
k,n≥0
b∗k,nbk,n
∥∥∥
∞
≤ 1 and
∥∥∥ ∑
k,n≥0
a∗k,nak,n
∥∥∥
∞
≤ 1.
We set an =
(∑
k a
∗
k,nak,n
)1/2
. By approximation, we may assume that the an’s are invertible.
Then considering vk,n = ak,na
−1
n and bn =
∑
k b
∗
k,nvk,n, we can write xn = bnan. Note that∑
k v
∗
k,nvk,n = 1 and
‖bn‖∞ ≤
∥∥∥∑
k≥0
b∗k,nbk,n
∥∥∥1/2
∞
∥∥∥∑
k≥0
v∗k,nvk,n
∥∥∥1/2
∞
≤ 1.
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Then ∑
n≥0
x∗nxn =
∑
n≥0
a∗nb
∗
nbnan ≤
∑
n≥0
a∗nan =
∑
k,n≥0
a∗k,nak,n ≤ 1,
which proves the result for q =∞.
We can now establish the decomposition of an element x ∈ L2(M) in h1cp +hcp. However, in this
case we cannot get directly such a decomposition in L2(M) with a simultaneous control of hp and
L2 norms, but we are able to approximate x with elements for which we have such a simultaneous
control of norms.
Proposition 5.15. — Let 1 ≤ p < 2, p < p0 < 44−p and x ∈ L2(M). Then there exist two
families (aT )T≥0 and (bT )T≥0 in L2(M) such that
(i) x = lim
T→∞
aT + bT in H
c
p0 ,
(ii) ‖aT ‖h1cp + ‖bT‖hcp ≤ C(p)‖x‖Hcp for all T ≥ 0,
(iii) max{‖aT‖2, ‖bT‖2} ≤ g(p, ‖x‖Hcp , T ) for all T ≥ 0.
Proof. — Let x ∈ L2(M). Following the proof of Lemma 5.13, we set
B =
(∑
n≥0
|dn(x)|2
)1/2
, Bn =
( ∑
0≤k≤n
|dk(x)|2
)1/2
and wn = B
1− p2
n .
By approximation, we may assume that B is invertible and set bn = dn(x)B
p
2−1
n so that dn(x) =
bnwn for all n ≥ 0 and(∑
n≥0
‖bn‖22
)1/2
≤
(2
p
)1/2
‖x‖p/2Hcp and ‖supn
+w2n‖1/2q/2 ≤ ‖x‖p/qHcp .
Fix T > 0. We consider the spectral projections
e
(1)
T = 1
((∑
n≥0
(wn − wn−1)2
)1/2
≤ T
)
, e
(2)
T = 1
(
B1−
p
2 ≤ T
)
and eT = e
(1)
T ∧ e(2)T .
We set
aT =
∑
n≥0
dn
(
bn(wn − wn−1)En(eT )
)
and bT =
∑
n≥0
dn
(
bnwn−1En−1(eT )
)
.
We first check that aT and bT satisfy the estimates (ii) and (iii). Since h
1c
p is complemented in
Lp(M; ℓc1) by Lemma 5.5, we have for 1p = 12 + 1q
‖aT ‖h1cp ≤ Cp‖(bn(wn − wn−1)En(eT ))n‖Lp(M;ℓc1)
≤ Cp
(∑
n≥0
‖bn‖22
)1/2∥∥∥(∑
n≥0
|(wn − wn−1)En(eT )|2
)1/2∥∥∥
q
.
Since wn ∈ L+q (Mn) and wn−1 ≤ wn we have by Stein’s inequality∥∥∥(∑
n≥0
|(wn − wn−1)En(eT )|2
)1/2∥∥∥
q
=
∥∥∥(∑
n≥0
|En((wn − wn−1)eT )|2
)1/2∥∥∥
q
≤γq
∥∥∥(∑
n≥0
|(wn − wn−1)eT |2
)1/2∥∥∥
q
= γq
∥∥∥eT(∑
n≥0
(wn − wn−1)2
)
eT
∥∥∥1/2
q/2
≤γq
∥∥∥∑
n≥0
(wn − wn−1)2
∥∥∥1/2
q/2
≤ γq
∥∥∥∑
n≥0
(wn − wn−1)
∥∥∥
q
= γq‖B1−
p
2 ‖q = γq‖x‖p/qHcp ,
where the last inequality comes from Lemma 5.14. We deduce that ‖aT ‖h1cp ≤ Cp
(
2
p
)1/2
γq‖x‖Hcp .
For estimating bT , we will use the well-known fact
En−1|En(an)− En−1(an)|2 = En−1|En(an)|2 − |En−1(an)|2(5.16)
≤ En−1|En(an)|2 ≤ En−1(En|an|2) = En−1|an|2
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to write
‖bT‖hcp ≤
∥∥∥(∑
n≥0
En−1|bnwn−1En−1(eT )|2
)1/2∥∥∥
p
.
Then by the same argument than the one we used in the first part of the proof of Lemma 5.13 we
obtain
‖bT‖hcp ≤
(∑
n≥0
‖bn‖22
)1/2
‖sup
n
+|wn−1En−1(eT )|2‖1/2q/2
≤
(∑
n≥0
‖bn‖22
)1/2
‖sup
n
+w2n−1‖1/2q/2 ≤
(2
p
)1/2
‖x‖Hcp .
This proves (ii). We now turn to the estimate of the L2-norms. By definition of eT we can write
‖(wn − wn−1)En(eT )‖∞ = ‖En((wn − wn−1)eT )‖∞
≤ ‖(wn − wn−1)eT ‖∞ = ‖eT (wn − wn−1)2eT‖1/2∞
≤ ‖e(1)T (wn − wn−1)2e(1)T ‖1/2∞ ≤ T
and
‖wn−1En−1(eT )‖∞ = ‖En−1(wn−1eT )‖∞ ≤ ‖wn−1eT ‖∞ = ‖eTw2n−1eT ‖1/2∞
≤ ‖e(2)T w2n−1e(2)T ‖1/2∞ ≤ ‖e(2)T B2−pe(2)T ‖1/2∞ ≤ T.
Thus
‖aT ‖2 ≤ 2
(∑
n≥0
‖bn‖22
)1/2
sup
n
‖(wn − wn−1)En(eT )‖∞ ≤ 2
(2
p
)1/2
‖x‖p/2Hcp T
and
‖bT‖2 ≤ 2
(∑
n≥0
‖bn‖22
)1/2
sup
n
‖wn−1En−1(eT )‖∞ ≤ 2
(2
p
)1/2
‖x‖p/2Hcp T.
We obtain (iii) with g(p, ‖x‖Hcp , T ) = 2
(
2
p
)1/2
‖x‖p/2Hcp T . It remains to prove the convergence (i) in
Hcp0 . We set
yT =
∑
n≥0
dn(bn(wn − wn−1)En(1− eT )) and zT =
∑
n≥0
dn(bnwn−1En−1(1 − eT )).
Then x− (aT + bT ) = yT + zT and Theorem 5.7 implies
(5.17) ‖x− (aT + bT )‖Hcp0 ≤ C(p0)
(‖yT ‖h1cp0 + ‖zT‖hcp0 ).
Observe that
(5.18) τ(1− eT ) ≤ 2T−q‖x‖pHcp .
Indeed, since 1− eT = 1− (e(1)T ∧ e(2)T ) = (1− e(1)T ) ∨ (1− e(2)T ), we have
τ(1 − eT ) ≤ τ(1 − e(1)T ) + τ(1− e(2)T ).
Moreover, Lemma 5.14 yields
τ(1− e(1)T ) = τ
(
1
((∑
n≥0
(wn − wn−1)2
)1/2
> T
))
≤ T−qτ
((∑
n≥0
(wn − wn−1)2
)q/2)
≤ T−q
∥∥∥∑
n≥0
(wn − wn−1)
∥∥∥q
q
= T−q‖x‖pHcp ,
and
τ(1 − e(2)T ) = τ
(
1
(
B1−
p
2 > T
))
≤ T−qτ(Bq(1− p2 )) = T−q‖x‖pHcp .
This proves (5.18). As for aT we can write for
1
p0
= 12 +
1
q0
‖yT ‖h1cp0 ≤ Cp
(∑
n≥0
‖bn‖22
)1/2∥∥∥(∑
n≥0
|(wn − wn−1)En(1− eT )|2
)1/2∥∥∥
q0
.
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Let s = 42−p . Since p0 <
4
4−p we have q0 < s. Thus we can consider q0 < r0 < ∞ such that
1
q0
= 1s +
1
r0
. By Stein’s inequality we have∥∥∥(∑
n≥0
|(wn − wn−1)En(1− eT )|2
)1/2∥∥∥
q0
=
∥∥∥(∑
n≥0
|En((wn − wn−1)(1 − eT ))|2
)1/2∥∥∥
q0
≤ γq0
∥∥∥(∑
n≥0
|(wn − wn−1)(1− eT )|2
)1/2∥∥∥
q0
= γq0
∥∥∥(1 − eT )(∑
n≥0
(wn − wn−1)2
)
(1 − eT )
∥∥∥1/2
q0/2
≤ γq0‖1− eT ‖r0
∥∥∥∑
n≥0
(wn − wn−1)2
∥∥∥1/2
s/2
.
Lemma 5.14 implies∥∥∥∑
n≥0
(wn − wn−1)2
∥∥∥1/2
s/2
≤
∥∥∥∑
n≥0
(wn − wn−1)
∥∥∥
s
= ‖B1−p2 ‖s = ‖x‖2/s2 .
By using (5.18) we obtain
‖yT ‖h1cp0 ≤ Cpγq0
(2
p
)1/2
21/r0T−q/r0‖x‖p(
1
2+
1
r0
)
Hcp
‖x‖2/s2 .
We estimate zT as we did for bT by
‖zT‖hcp0 ≤
(∑
n≥0
‖bn‖22
)1/2
‖sup
n
+|wn−1En−1(1− eT )|2‖1/2q0/2.
Since (1− eT )w2n−1(1− eT ) ≤ (1− eT )B2−p(1− eT ), we have
|En−1(wn−1(1− eT ))|2 ≤ En−1|wn−1(1− eT )|2 ≤ En−1|B1−
p
2 (1− eT )|2
and the noncommutative Doob inequality gives
‖sup
n
+|wn−1En−1(1− eT )|2‖q0/2 = ‖sup
n
+|En−1(wn−1(1− eT ))|2‖q0/2
≤ ‖sup
n
+En−1|B1−
p
2 (1− eT )|2‖q0/2
≤ δq0/2‖|B1−
p
2 (1− eT )|2‖q0/2 = δq0/2‖(1− eT )B2−p(1 − eT )‖q0/2
≤ ‖1− eT ‖2r0‖B2−p‖s/2 ≤ 22/r0T−2q/r0‖x‖2p/r0Hcp ‖x‖
4/s
2 .
Thus
‖zT‖hcp0 ≤
(2
p
)1/2
21/r0T−q/r0‖x‖p(
1
2+
1
r0
)
Hcp
‖x‖2/s2 .
By (5.17), we obtain that
‖x− (aT + bT )‖Hcp0 ≤ C(p, p0)T
−q/r0‖x‖p(
1
2+
1
r0
)
Hcp
‖x‖2/s2 ,
and taking the limit as T tends to ∞ yields (i).
Remark 5.16. — It is important to note that for all T ≥ 0 we obtained a uniform bound
‖x− (aT + bT )‖Hcp0 ≤ C(p, p0)T
−q/r0‖x‖p(
1
2+
1
r0
)
Hcp
‖x‖2/s2 ,
where s = 42−p and
1
r0
= 1p0 − 12 − 1s .
Observe that we may deduce from the proof of Proposition 5.15 an explicit decomposition of
Hcp = h
1c
p + h
c
p. This gives a constructive proof of Theorem 5.7. Indeed, for x ∈ L2(M) we can set
x1c =
∑
n≥0
dn(bn(wn − wn−1)) and xc =
∑
n≥0
dn(bnwn−1),
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where wn =
(∑
0≤k≤n |dk(x)|2
) 1
2−
p
4
and bn = dn(x)w
−1
n (here we assume that
∑
n |dn(x)|2 is
invertible). Then x = x1c + xc and it follows from the proof of Proposition 5.15 that
‖x1c‖h1cp + ‖xc‖hcp ≤ C(p)‖x‖Hcp .
In fact, this explicit decomposition can be done at the level of the column Lp spaces. More precisely,
we can define the space Lcond-p (M; ℓc2) by setting
‖x‖Lcond-p (M;ℓc2) =
∥∥∥(∑
n≥0
En−1|xn|2
)1/2∥∥∥
p
for 1 ≤ p <∞ and x = (xn)n≥0 a finite sequence in M. Then we might prove constructively that
(5.19) Lcondp (M; ℓc2) = Lp(M; ℓc1) + Lcond-p (M; ℓc2) with equivalent norms for 1 ≤ p ≤ 2.
Even if we will not use it in this paper, it is worth mentioning that (5.19) implies
Hcp is complemented in L
cond
p (M; ℓc2) for 1 ≤ p <∞.
Indeed, this is easy to see for 1 < p <∞ by Stein’s inequality. For p = 1, this follows from (5.19)
and from the fact that hc1 is complemented in L
cond-
1 (M; ℓc2) (by (5.16)) and h1c1 is complemented
in L1(M; ℓc1) (by Lemma 5.5).
5.2. Definition of diagonal spaces for 1 ≤ p < 2 and basic properties. — We fix an
ultrafilter U . For x ∈ M and 1 ≤ p < 2, whenever the limits exist, we define
‖x‖hdp = limσ,U ‖x‖hdp(σ) and ‖x‖h1cp = limσ,U ‖x‖h1cp (σ).
Observe that by interpolation between the cases p = 1 and p = 2 and Remark 5.8 we have
1
2
‖x‖p ≤ ‖x‖hdp ≤ ‖x‖h1cp .
Hence ‖ · ‖hdp and ‖ · ‖h1cp define two norms for 1 ≤ p < 2.
The discrete diagonal norms also satisfy some monotonicity properties.
Lemma 5.17. — Let 1 ≤ p < 2, x ∈ M and σ ⊂ σ′. Then
(i) ‖x‖hdp(σ) ≤ 2‖x‖hdp(σ′). Hence
‖x‖hdp ≤ sup
σ
‖x‖hdp(σ) ≤ 2‖x‖hdp .
(ii) ‖x‖h1cp (σ) ≤ ‖x‖h1cp (σ′). Hence
‖x‖
h
1c
p
= sup
σ
‖x‖h1cp (σ).
Proof. — Let σ ⊂ σ′. By interpolation between the cases p = 1 and p = 2 we have for 1 ≤ p ≤ 2
and t ∈ σ
‖dσt (x)‖p =
∥∥∥∑
s∈It
dσ
′
s (x)
∥∥∥
p
≤ 2
(∑
s∈It
‖dσ′s (x)‖pp
) 1
p
,
where It denotes the collection of s ∈ σ′ such that t−(σ) ≤ s−(σ′) < s ≤ t. Thus
‖x‖hdp(σ) ≤ 2‖x‖hdp(σ′).
For (ii), we show that for σ ⊂ σ′ we have a contractive map
Σ :

Lp(M; ℓc1(σ′)) −→ Lp(M; ℓc1(σ))
(xs)s∈σ′ 7−→ (xt)t∈σ =
(∑
s∈It
xs
)
t∈σ
.
Since for x ∈ M we have Σ((dσ′s (x))s∈σ′ ) = (dσt (x))t∈σ , this will yield the required result for h1cp .
Let x = (xs)s∈σ′ be in the unit ball of Lp(M; ℓc1(σ′)), then by Lemma 5.2 we may write xs = bsas
for all s ∈ σ′ with (∑
s∈σ′
‖bs‖22
)1/2∥∥∥(∑
s∈σ′
|as|2
)1/2∥∥∥
q
≤ 1,
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where 1p =
1
2 +
1
q . Then Σ(x) =
(∑
s∈It
bsas
)
t∈σ
is of the form (5.3) with
( ∑
t∈σ,s∈It
‖b∗s‖22
)1/2∥∥∥( ∑
t∈σ,s∈It
|as|2
)1/2∥∥∥
q
=
(∑
s∈σ′
‖bs‖22
)1/2∥∥∥(∑
s∈σ′
|as|2
)1/2∥∥∥
q
≤ 1.
Hence Σ(x) is in the unit ball of Lp(M; ℓc1(σ)).
Corollary 5.18. — Let 1 ≤ p < 2. Then the norms ‖ · ‖hdp and ‖ · ‖h1cp do not depend on the
choice of the ultrafilter U , up to a constant.
Definition 5.19. — Let 1 ≤ p < 2. We define
h˜
d
p = {x ∈ Lp(M) : ‖x‖hdp <∞} and h˜1cp = {x ∈ Lp(M) : ‖x‖h1cp <∞}.
Adapting the proof of Proposition 2.27 we can show that these define two Banach spaces. By
Remark 5.8 (1) we have
h˜
1c
p ⊂ h˜dp contractively for 1 ≤ p < 2.
For technical reasons these spaces are too large. Hence we need to introduce their regularized
versions as follows. Note that by the regularity property of the h1cp (σ)-spaces stated in Remark 5.8
and the fact that h˜1cp is a subspace of Lp(M), we have
h˜
1c
p˜ ⊂ h˜1cp contractively for 1 ≤ p ≤ p˜ < 2.
Definition 5.20. — Let 1 ≤ p < 2. We define
h
d
p = L2(M) ∩ h˜dp
‖·‖
hdp and h1cp =
⋃
p˜>p
h˜
1c
p˜
‖·‖
h
1c
p
.
Remark 5.21. — 1. At this point it is not obvious that the set L2(M)∩ h˜dp is non trivial. We
will show later that this definition of hdp actually makes sense.
2. Note that for 1 ≤ p ≤ 2 we have bounded inclusions
h
d
p ⊂ h˜dp ⊂ Lp(M) and h1cp ⊂ h˜1cp ⊂ Lp(M).
Since by Proposition 2.26 we have an injective map Hcp →֒ Lp(M), this implies that the
natural bounded maps
h
d
p →֒ Hcp and h1cp →֒ Hcp
are injective. Similarly, since Proposition 4.25 implies that for 1 < p < 2 the natural map
h
c
p →֒ Lp(M) is injective, we deduce that the map
h
c
p →֒ Hcp
is injective for 1 < p < 2. For p = 1 we have Lhc1 →֒ Hc1. Hence in what follows we will
consider the spaces hdp, h
1c
p and h
c
p as subspaces of Hcp for 1 < p < 2 and hd1, h1c1 and Lhc1 as
subspaces of Hc1.
5.3. Davis decomposition for 1 ≤ p < 2. — Equipped with the diagonal spaces hdp and
h
1c
p defined in subsection 5.2 , we can now extend the three versions of the Davis decomposition
presented in subsection 5.1 to the continuous setting. Since we will consider the weak limit of the
discrete case, we will need the following Lemma.
Lemma 5.22. — Let 1 ≤ p < 2.
(i) Let p ≤ p˜ ≤ 2 be such that p˜ > 1 and (xσ)σ be an uniformly bounded family in Lp˜(M). Then
‖w-Lp˜- lim
σ,U
xσ‖h1cp ≤ limσ,U ‖xσ‖h1cp (σ).
(ii) Let (xσ)σ be an uniformly bounded family in L2(M). Then
‖w-L2- lim
σ,U
xσ‖hdp ≤ 2 limσ,U ‖xσ‖hdp(σ).
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(iii) Let (xσ)σ be an uniformly bounded family in L2(M). Then
‖w-L2- lim
σ,U
xσ‖hcp ≤ 21/p limσ,U ‖xσ‖hcp(σ).
Proof. — We first consider assertion (i) and set x = w-Lp˜- limσ,U xσ. We fix a partition σ0 and
ε > 0. We can find a sequence of positive numbers (αm)
M
m=1 such that
∑
m αm = 1, and partitions
σ1, ..., σM containing σ0 such that ∥∥∥x−∑
m
αmxσm
∥∥∥
p˜
< ε
and
‖xσm‖h1cp (σm) ≤ (1 + ε) limσ,U ‖xσ‖h1cp (σ) for all m = 1, · · · ,M.
We write
‖x‖h1cp (σ0) ≤
∥∥∥x−∑
m
αmxσm
∥∥∥
h1cp (σ0)
+
∥∥∥∑
m
αmxσm
∥∥∥
h1cp (σ0)
≤ 2ε|σ0|+
∑
m
αm‖xσm‖h1cp (σ0).
The last inequality comes from the fact that for 1 ≤ p < 2, z ∈ Lp(M) and σ0 a finite partition we
have
(5.20) ‖z‖h1cp (σ0) ≤ 2|σ0|‖z‖p ≤ 2|σ0|‖z‖p˜.
Indeed, by the triangle inequality in h1cp (σ0) we have ‖z‖h1cp (σ0) ≤
∑
t∈σ0
‖dσ0t (z)‖h1cp (σ0). We can
write
(
δs,td
σ0
t (z))s∈σ0 = (bsas
)
s∈σ0
with
bs = δs,tvt|dσ0t (z)|p/2 and as = δs,t|dσ0t (z)|p/q,
where dσ0t (z) = vt|dσ0t (z)| is the polar decomposition of dσ0t (z) and 1p = 12 + 1q . Then we obtain
‖dσ0t (z)‖h1cp (σ0) ≤ ‖vt|d
σ0
t (z)|p/2‖2‖|dσ0t (z)|p/q‖q ≤ ‖dσ0t (z)‖p ≤ 2‖z‖p
and (5.20) follows. Since σ0 ⊂ σm we get by Lemma 5.17
‖x‖h1cp (σ0) ≤ 2|σ0|ε+
∑
m
αm‖xσm‖h1cp (σm) ≤ 2|σ0|ε+ (1 + ε) limσ,U ‖xσ‖h1cp (σ).
Sending ε to 0 and taking the supremum over σ0 yields (i). Assertion (ii) follows similarly from
the fact that the Ho¨lder inequality in ℓp(σ;Lp(M)) gives for z ∈ L2(M) and a finite partition σ
‖z‖hdp(σ) = ‖(dσt (z))t∈σ‖ℓp(σ;Lp(M)) ≤ |σ|1/q‖z‖2
for 1 ≤ p < 2 and 1p = 12 + 1q . The last point may be proved with the same kind of argument, by
using the fact that ‖z‖hcp ≤ ‖z‖2 and Lemma 4.13.
5.3.1. The ”regular“ version of the Davis decomposition. — The continuous analogue of Theorem
5.7 for 1 ≤ p < 2 is
Theorem 5.23. — Let 1 ≤ p < 2. Then
(i) Hcp = h1cp + hcp for 1 < p < 2,
(ii) Hc1 = h1c1 + Lhc1,
with equivalent norms.
Proof. — Let 1 ≤ p < 2 and x ∈ M be such that ‖x‖Hcp < 1. By Lemma 2.25 there exists
1 ≤ p < p˜ < 2 such that ‖x‖Hc
p˜
< 1. We apply Theorem 5.7 to each partition σ and p˜ and get a
decomposition x = aσ + bσ with aσ ∈ h1cp˜ (σ), bσ ∈ hcp˜(σ) and
‖aσ‖h1c
p˜
(σ) + ‖bσ‖hcp˜(σ) ≤ C(p˜)‖x‖Hcp˜(σ).
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Here C(p˜) denotes the constant in the equivalence Hcp˜(σ) = h
1c
p˜ (σ) + h
c
p˜(σ). Hence it does not
depend on σ and is bounded as p˜→ 1. For each σ we have
‖aσ‖p˜ ≤ 2‖aσ‖h1c
p˜
(σ) ≤ 2C(p˜)‖x‖Hcp˜(σ).
Thus the family (aσ)σ is uniformly bounded in the reflexive space Lp˜(M) and we can consider
a = w-Lp˜- lim
σ,U
aσ ∈ Lp˜(M).
By Lemma 5.22 (i) we obtain
‖a‖
h
1c
p˜
≤ lim
σ,U
‖aσ‖h1c
p˜
(σ).
Then we deduce that a ∈ h˜1cp˜ ⊂ h1cp . We now turn to the b-terms. Since the hcp˜(σ)-norms are
decreasing in σ by Lemma 4.13, for each σ we have
(5.21) bσ ∈ hcp˜(σ) ⊂ hcp˜ with ‖bσ‖hcp˜ ≤ 21/p˜‖bσ‖hcp˜(σ).
Indeed, by the density of L2(M) in hcp˜(σ) there exists a sequence (bnσ)n in L2(M) which converges
in hcp˜(σ) to bσ. By Lemma 4.13, (b
n
σ)n is also a Cauchy sequence in h
c
p˜, hence converges in h
c
p˜ to
b′σ. We get two operators bσ and b
′
σ in Lp˜(M) thanks to Proposition 4.25, and we can easily check
that τ(y∗bσ) = τ(y
∗b′σ) for all y ∈ L(p˜)′(M). Then bσ = b′σ ∈ hcp˜ with
‖bσ‖hc
p˜
= lim
n
‖bnσ‖hcp˜ ≤ 21/p˜ limn ‖b
n
σ‖hcp˜(σ) = 21/p˜‖bσ‖hcp˜(σ).
Hence the family (bσ)σ is uniformly bounded in the reflexive space h
c
p˜ and we can consider
b = w-hcp˜- lim
σ,U
bσ ∈ hcp˜.
Moreover we have
‖b‖hc
p˜
≤ lim
σ,U
‖bσ‖hc
p˜
≤ 21/p˜ lim
σ,U
‖bσ‖hc
p˜
(σ).
Since the family (bσ)σ is also uniformly bounded in the reflexive space Lp˜(M), the weak-limit of
the bσ’s in Lp˜(M) exists and coincide with b for hcp˜ ⊂ Lp˜(M). Then we obtain x = a + b with
a ∈ h1cp and b ∈ hcp˜ ⊂ hcp for 1 < p < 2, b ∈ hcp˜ ⊂ Lhc1 by Remark 4.29. The above estimates give
‖a‖
h
1c
p
+ ‖b‖hcp ≤ ‖a‖h1cp˜ + ‖b‖hcp˜
≤ lim
σ,U
‖aσ‖h1c
p˜
(σ) + 2
1/p˜ lim
σ,U
‖bσ‖hc
p˜
(σ)
≤ 21/p˜C(p˜) lim
σ,U
‖x‖Hc
p˜
(σ) ≤ 21/p˜C(p˜).
Since 21/p˜C(p˜) is bounded as p˜ → 1 we may obtain a bound independant of the choice of p˜, say
supp<p˜<1+p/2 2
1/p˜C(p˜). This concludes the proof of the Theorem.
We can now deduce the continuous analogue of Theorem 5.1, i.e., the Davis decomposition
involving the space hdp. To do this we need to extend Remark 5.8 (1) to the continuous setting. This
is not trivial, it comes from the following density result based on the notion of p-equiintegrability.
Lemma 5.24. — Let 1 ≤ p < 2. Then L2(M) ∩ h1cp is dense in h1cp .
Proof. — Let x ∈ h1cp and ε > 0. By definition it suffices to consider x ∈ h˜1cp˜ for some 1 ≤ p < p˜ < 2.
We suppose that ‖x‖
h
1c
p˜
< C. Let q˜ > q be such that 1p˜ =
1
2 +
1
q˜ and
1
p =
1
2 +
1
q . By Lemma 5.17,
for each σ we can decompose dσt (x) = bσ(t)aσ(t) with(∑
t∈σ
‖bσ(t)‖22
)1/2∥∥∥(∑
t∈σ
|aσ(t)|2
)1/2∥∥∥
q˜
< C.
We may assume that(∑
t∈σ
‖bσ(t)‖22
)1/2
< 1 and
∥∥∥(∑
t∈σ
|aσ(t)|2
)1/2∥∥∥
q˜
< C.
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We set
a˜σ(t) = aσ(t)1
(∑
t∈σ
|aσ(t)|2 ≤ T
)
with
(5.22) T ≥ ε 2qq−q˜C 2q˜q˜−q .
Then we have
(5.23)
∥∥∥∑
t∈σ
|a˜σ(t)|2
∥∥∥
∞
=
∥∥∥(∑
t∈σ
|aσ(t)|2
)
1
(∑
t∈σ
|aσ(t)|2 ≤ T
)∥∥∥
∞
≤ T
and
(5.24)
∥∥∥(∑
t∈σ
|aσ(t)− a˜σ(t)|2
)1/2∥∥∥
q
=
∥∥∥(∑
t∈σ
|aσ(t)|2
)
1
(∑
t∈σ
|aσ(t)|2 > T
)∥∥∥1/2
q/2
≤
∥∥∥(∑
t∈σ
|aσ(t)|2
)
T 1−
q˜
q
(∑
t∈σ
|aσ(t)|2
) q˜
q−1
∥∥∥1/2
q/2
= T
q−q˜
2q
∥∥∥∑
t∈σ
|aσ(t)|2
∥∥∥ q˜2q
q˜/2
≤ T q−q˜2q C q˜q < ε.
We set
yσ =
∑
t∈σ
dσt (bσ(t)a˜σ(t)).
By (5.23) and the Ho¨lder inequality in L2(M; ℓc2(σ)) we get for each σ
‖yσ‖2 ≤ 2
(∑
t∈σ
‖bσ(t)a˜σ(t)‖22
)1/2
≤ 2
(∑
t∈σ
‖bσ(t)‖22
)1/2∥∥∥(∑
t∈σ
|a˜σ(t)|2
)1/2∥∥∥
∞
≤ 2T 1/2.
Hence the family (yσ)σ is uniformly bounded in L2(M), and we can consider
y = w-L2- lim
σ,U
yσ ∈ L2(M).
Lemma 5.22 implies
‖y‖
h
1c
p˜
≤ lim
σ,U
‖yσ‖h1c
p˜
(σ).
By the definition of yσ and (5.23) we get
‖yσ‖h1c
p˜
(σ) ≤
(∑
t∈σ
‖bσ(t)‖22
)1/2∥∥∥(∑
t∈σ
|a˜σ(t)|2
)1/2∥∥∥
q˜
≤
(∑
t∈σ
‖bσ(t)‖22
)1/2∥∥∥(∑
t∈σ
|a˜σ(t)|2
)1/2∥∥∥
∞
≤ T 1/2,
and we deduce that y ∈ h˜1cp˜ ⊂ h1cp . We may adapt the proof of Lemma 5.22 (i) to show that
(5.25) ‖x− y‖
h
1c
p
≤ lim
σ,U
‖x− yσ‖h1cp (σ).
Indeed, for a fixed partition σ0 and δ > 0 we can find a sequence of positive numbers (αm)
M
m=1
such that
∑
m αm = 1, and partitions σ
1, ..., σM containing σ0 such that∥∥∥y −∑
m
αmyσm
∥∥∥
2
< δ
and
‖x− yσm‖h1cp (σm) ≤ (1 + δ) limσ,U ‖x− yσ‖h1cp (σ) for all m = 1, · · · ,M.
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Lemma 5.17 and (5.20) give
‖x− y‖h1cp (σ0) ≤
∥∥∥x−∑
m
αmyσm
∥∥∥
h1cp (σ0)
+
∥∥∥∑
m
αmyσm − y
∥∥∥
h1cp (σ0)
≤
∥∥∥∑
m
αm(x− yσm)
∥∥∥
h1cp (σ0)
+ 2|σ0|
∥∥∥y −∑
m
αmyσm
∥∥∥
p
≤
∑
m
αm‖x− yσm‖h1cp (σ0) + 2|σ0|
∥∥∥y −∑
m
αmyσm
∥∥∥
2
≤
∑
m
αm‖x− yσm‖h1cp (σm) + 2δ|σ0|
≤ (1 + δ) lim
σ,U
‖x− yσ‖h1cp (σ) + 2δ|σ0|.
Sending δ to 0 and taking the supremum over σ0 we obtain (5.25). For each σ we have by (5.24)
‖x− yσ‖h1cp (σ) =
∥∥∥∑
t∈σ
bσ(t)(aσ(t)− a˜σ(t))
∥∥∥
h1cp (σ)
≤
(∑
t∈σ
‖bσ(t)‖22
)1/2∥∥∥(∑
t∈σ
|aσ(t)− a˜σ(t)|2
)1/2∥∥∥
q
< ε.
Hence ‖x− y‖
h
1c
p
< ε and this ends the proof of the Lemma.
We can now define by density a contractive map from h1cp to h
d
p, which is clearly injective for
h
1c
p and h
d
p are subspaces of Lp(M).
Corollary 5.25. — Let 1 ≤ p < 2. Then we have a contractive inclusion
h
1c
p ⊂ hdp.
We deduce from Theorem 5.23 and Remark 5.21 (2) the desired Davis decomposition.
Theorem 5.26. — Let 1 ≤ p < 2. Then
(i) Hcp = hdp + hcp for 1 < p < 2,
(ii) Hc1 = hd1 + Lhc1,
with equivalent norms.
5.3.2. The version of the Davis decomposition in Randrianantoanina’s style. — The continuous
analogue of Corollary 5.10 is stated as follows
Proposition 5.27. — Let 1 < p < 2 and x ∈ L2(M). Then there exist a, b ∈ L2(M) such that
(i) x = a+ b,
(ii) ‖a‖hdp + ‖b‖hcp ≤ C(p)‖x‖Hcp ,
(iii) max{‖a‖2, ‖b‖2} ≤ f(p, ‖x‖Hcp , ‖x‖2),
where C(p) ≤ C(p− 1)−1 as p→ 1.
Proof. — We again use the limit argument detailed in the previous proofs of decompositions in the
continuous setting. We start by applying Corollary 5.10 to x ∈ L2(M) and obtain a decomposition
x = aσ + bσ with
(5.26) ‖aσ‖hdp(σ) + ‖bσ‖hcp(σ) ≤ C(p)‖x‖Hcp(σ) and max{‖aσ‖2, ‖bσ‖2} ≤ f(p, ‖x‖Hcp(σ), ‖x‖2).
Hence the families (aσ)σ and (bσ)σ are uniformly bounded in L2, and we can consider
a = w-L2- lim
σ,U
aσ and b = w-L2- lim
σ,U
bσ.
We obtain x = a+ b where a, b ∈ L2(M) satisfy
‖a‖2 ≤ lim
σ,U
‖aσ‖2 ≤ lim
σ,U
f(p, ‖x‖Hcp(σ), ‖x‖2) = f(p, ‖x‖Hcp , ‖x‖2)
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and similarly
‖b‖2 ≤ f(p, ‖x‖Hcp , ‖x‖2).
Lemma 5.22 (ii) and (iii) give
‖a‖hdp ≤ 2 limσ,U ‖aσ‖hdp(σ) and ‖b‖hcp ≤ 2
1/p lim
σ,U
‖bσ‖hcp(σ).
Combining with (5.26) we get
‖a‖hdp + ‖b‖hcp ≤ 2(limσ,U ‖aσ‖hdp(σ) + limσ,U ‖bσ‖hcp(σ)) ≤ 2C(p) limσ,U ‖x‖Hcp(σ) ≤ 2C(p)‖x‖Hcp .
Corollary 5.28. — Let 1 < p < 2. Then
Hcp = hdp ⊞ hcp = hdp + hcp with equivalent norms.
Moreover, the constant remains bounded as p→ 1.
Proof. — On the one hand, if we consider A0 = L2(M), X = hdp, Y = hcp and A1 = Lp(M), then
we may translate Proposition 5.27 in terms of ⊞-sum as follows
(5.27) Hcp = hdp ⊞ hcp with equivalent norms.
But this holds with a constant C(p) which does not remain bounded as p→ 1. On the other hand,
we know by Theorem 5.26 that
(5.28) Hcp = hdp + hcp with equivalent norms,
where the constant remains bounded as p→ 1. We deduce that hdp + hcp = hdp ⊞ hcp with equivalent
norms for 1 < p < 2. Hence the two sums coincide isometrically by Lemma 3.5. This means that
the constant in (5.27) is the same than the one in (5.28), hence remains bounded as p→ 1.
5.3.3. The ”mixed“ version of the Davis decomposition. — Lemma 5.24 allows us to define the
sum h1cp ⊞ h
c
p, and we may extend Theorem 5.12 to the continuous setting.
Theorem 5.29. — Let 1 ≤ p < 2. Then
Hcp = h1cp ⊞ hcp with equivalent norms.
We first need the continuous analogue of Proposition 5.15.
Proposition 5.30. — Let 1 ≤ p < 2, p < p0 < 44−p and x ∈ L2(M). Then there exist two
families (aT )T≥0 and (bT )T≥0 in L2(M) such that
(i) x = lim
T→∞
aT + bT in Hcp0 ,
(ii) ‖aT ‖h1cp + ‖bT ‖hcp ≤ C(p)‖x‖Hcp for all T ≥ 0,
(iii) max{‖aT‖2, ‖bT‖2} ≤ C(p, ‖x‖Hcp , T ) for all T ≥ 0.
Proof. — Let x ∈ L2(M). By Proposition 5.15, for T ≥ 0 fixed and each σ we can find
aT (σ), bT (σ) ∈ L2(M) such that
– ‖x− (aT (σ) + bT (σ))‖Hcp0 (σ) ≤ C(p, p0)T
−q/r0‖x‖p(
1
2+
1
r0
)
Hcp(σ)
‖x‖2/s2 ,
– ‖aT (σ)‖h1cp (σ) + ‖bT (σ)‖hcp(σ) ≤ C(p)‖x‖Hcp(σ),
– max{‖aT (σ)‖2, ‖bT (σ)‖2} ≤ g(p, ‖x‖Hcp(σ), T )‖x‖Hcp(σ),
where s = 42−p and
1
r0
= 1p0 − 12 − 1s . Since (aT (σ))σ and (bT (σ))σ are uniformly bounded in
L2(M), we can consider
aT = w-L2- lim
σ,U
aT (σ) and bT = w-L2- lim
σ,U
bT (σ).
Then the point (iii) is clear, and (ii) follows directly from Lemma 5.22. Since x − (aT + bT ) =
w-L2- limσ,U (x− (aT (σ) + bT (σ))), by using Lemma 2.14 we can easily show that
‖x− (aT + bT )‖Hcp0 ≤ βp limσ,U ‖x− (aT (σ) + bT (σ))‖Hcp0 (σ) ≤ C(p, p0)T
−q/r0‖x‖p(
1
2+
1
r0
)
Hcp
‖x‖2/s2 .
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This gives (i) and ends the proof of the Proposition.
Proof of Theorem 5.29. — It suffices to prove that if x = (x1, x2) ∈ (h1cp ⊞ hcp)∗, then
(5.29) x2 ∈ Lcp′MO with ‖x2‖Lcp′MO ≤ C(p)‖x‖(h1cp ⊞hcp)∗ .
We will conclude by using the fact that Lcp′MO = (Hcp)∗ = (h1cp + hcp)∗ by Theorem 2.36 and
Theorem 5.23. Let x = (x1, x2) ∈ (h1cp ⊞ hcp)∗. Then by Lemma 3.7 we have x1 ∈ (h1cp )∗, x2 ∈
(hcp)
∗ = Lcp′mo ⊂ L2(M) and 〈x1, y〉 = 〈x2, y〉 for all y ∈ L2(M) ∩ h1cp . Furthermore
‖x‖(h1cp ⊞hcp)∗ = max{‖x1‖(h1cp )∗ , ‖x2‖(hcp)∗}.
For R ≥ 0 and σ fixed we consider the projection
fR(σ) = 1
(∣∣∣∑
t∈σ
et,t ⊗ dσt (x2)∗
∣∣∣ ≤ R) ∈ B(ℓ2(σ))⊗M.
Then fR(σ) =
∑
t∈σ et,t ⊗ f tR(σ), where f tR(σ) = 1(|dσt (x2)∗| ≤ R) ∈ M. We set
xR2 (σ) =
∑
t∈σ
dσt (f
t
R(σ)d
σ
t (x2)).
Since (xR2 (σ))σ is uniformly bounded in L2(M), we can define
xR2 = w-L2- lim
σ,U
xR2 (σ).
We will show that
(i) xR2 ∈ Lcp′MO with ‖xR2 ‖Lcp′MO ≤ C(p)‖x‖(h1cp ⊞hcp)∗ for all R ≥ 0,
(ii) x2 = w-L2- lim
R→∞
xR2 .
Since Lcp′MO = (Hcp)∗ by Theorem 2.36 and L2(M) is dense in Hcp, we will deduce (5.29). Let
p < p0 <
4
4−p . On the one hand, by (5.16) we get for each σ
‖xR2 (σ)‖hc
p′
(σ) =
∥∥∥∑
t∈σ
Et−(σ)|dσt (f tR(σ)dσt (x2))|2
∥∥∥1/2
p′/2
(5.30)
≤
∥∥∥∑
t∈σ
Et−(σ)|f tR(σ)dσt (x2)|2
∥∥∥1/2
p′/2
≤ ‖x2‖hc
p′
(σ).
Proposition 4.5 implies ‖xR2 (σ)‖Lc
p′
mo(σ) ≤ C(p′)‖x2‖Lc
p′
mo(σ). On the other hand, by definition of
fR(σ) we can write
‖xR2 (σ)‖hd
p′
(σ) ≤ 2
(∑
t∈σ
‖f tR(σ)dσt (x2)‖p
′
p′
)1/p′
= 2
(∑
t∈σ
‖f tR(σ)|dσt (x2)∗|2f tR(σ)‖p
′/2
p′/2
)1/p′
=
∥∥∥fR(σ)(∑
t∈σ
et,t ⊗ |dσt (x2)∗|2
)
fR(σ)
∥∥∥1/2
Lp′/2(B(ℓ2(σ)⊗M)
≤ R.
Thus xR2 (σ) ∈ hdp′(σ) ∩ Lcp′mo(σ) = Lcp′MO(σ), and we can control its Lcp′MO(σ)-norm uniformly
in σ. We deduce that xR2 ∈ Lcp′MO. Now we want to estimate its Lcp′MO-norm. Let p < p0 < 44−p
and y ∈ L2(M) be such that ‖y‖Hcp ≤ 1. By Proposition 5.30 we can approximate y in Hcp0 by a
family aT + bT such that aT , bT ∈ L2(M) and ‖aT‖h1cp + ‖bT‖hcp ≤ C(p)‖x‖Hcp for all T ≥ 0. Since
xR2 ∈ Lcp′MO ⊂ Lcp′0MO = (H
c
p0 )
∗ and xR2 , aT , bT ∈ L2(M), we can write
〈xR2 , y〉 = lim
T→∞
〈xR2 , aT + bT 〉 = lim
T→∞
〈xR2 , aT 〉+ 〈xR2 , bT 〉.
By (5.30) we clearly have
|〈xR2 , bT 〉| ≤ ‖xR2 ‖(hcp)∗‖bT ‖hcp ≤ Cp‖x2‖(hcp)∗‖bT‖hcp .
Observe that for z ∈ L2(M) we have 〈xR2 , z〉 = 〈x2, zR〉, where
zR = w-L2- lim
σ,U
zR(σ) and zR(σ) =
∑
t∈σ
dσt (f
t
R(σ)d
σ
t (z)).
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If in addition z ∈ L2(M) ∩ h1cp , then zR ∈ L2(M) ∩ h1cp with
(5.31) ‖zR‖
h
1c
p
≤ Cp‖z‖h1cp .
Indeed, for σ fixed, let ε > 0 and dσt (z) = bσ(t)aσ(t) be a decomposition such that(∑
t∈σ
‖bσ(t)‖22
)1/2∥∥∥(∑
t∈σ
|aσ(t)|2
)1/2∥∥∥
q
≤ ‖z‖h1cp (σ) + ε,
where 1p =
1
2 +
1
q . Then f
t
R(σ)d
σ
t (z) = f
t
R(σ)bσ(t)aσ(t) and
‖zR(σ)‖h1cp ≤ Cp‖(f tR(σ)dσt (z))n‖Lp(M;ℓc1(σ)) ≤ Cp
(∑
t∈σ
‖f tR(σ)bσ(t)‖22
)1/2∥∥∥(∑
t∈σ
|aσ(t)|2
)1/2∥∥∥
q
≤ Cp(‖z‖h1cp (σ) + ε).
Taking the limit in σ and as ε→ 0 we get (5.31). Then applying this to z = aT ∈ L2(M)∩ h1cp we
get
|〈xR2 , aT 〉| = |〈x2, aRT 〉| = |〈x1, aRT 〉| ≤ ‖x1‖(h1cp )∗‖aRT ‖h1cp ≤ Cp‖x1‖(h1cp )∗‖aT ‖h1cp .
Finally we obtain
|〈xR2 , y〉| ≤ Cp lim
T→∞
(‖aT ‖h1cp + ‖bT ‖hcp)max{‖x1‖(h1cp )∗ , ‖x2‖(hcp)∗}
≤ C′p‖y‖Hcp max{‖x1‖(h1cp )∗ , ‖x2‖(hcp)∗}.
Hence by density of L2(M) in Hcp we deduce (i). It remains to prove the convergence (ii). We
start by proving that x2 = w-Lr- limR→∞ x
R
2 for all r > 2. Since the family (x
R
2 )R is uniformly
bounded in L2(M), the weak limit exists in L2, and necessarily coincides with the weak limit in
Lr. Hence we will deduce (ii). Let r > 2 and y ∈ Lr(M). We prove that for σ fixed,
(5.32) |〈x2 − xR2 (σ), y〉| ≤ CrR−2/u‖x2‖1+2/u2 ‖y‖r,
where 12 =
1
r +
1
u . We will conclude that
|〈x2 − xR2 , y〉| ≤ lim
σ,U
|〈x2 − xR2 (σ), y〉| ≤ CrR−2/u‖x2‖1+2/u2 ‖y‖r,
which trivially tends to 0 as R goes to ∞. To prove (5.32) we use
tr ◦ τ(1 − fR(σ)) ≤ R−2tr ◦ τ
(∑
t∈σ
et,t ⊗ |dσt (x2)∗|2
)
= R−2‖x2‖22.
We write
|〈x2 − xR2 (σ), y〉| =
∑
t∈σ
τ
(
dσt (x2)
∗dσt ((1 − f tR(σ))dσt (y))
)
≤ 2‖x2‖2
(∑
t∈σ
‖(1− f tR(σ))dσt (y)‖22
)1/2
= 2‖x2‖2
∥∥∥(1− fR(σ))(∑
t∈σ
et,t ⊗ |dσt (y)∗|2
)
(1− fR(σ))
∥∥∥1/2
L1(B(ℓ2(σ))⊗M)
≤ 2‖x2‖2‖1− fR(σ)‖Lu(B(ℓ2(σ))⊗M)
∥∥∥∑
t∈σ
et,t ⊗ |dσt (y)∗|2
∥∥∥1/2
Lr/2(B(ℓ2(σ))⊗M)
≤ 2R−2/u‖x2‖1+2/u2 ‖y‖hdr(σ) ≤ 2CrR−2/u‖x2‖
1+2/u
2 ‖y‖r,
where the last inequality comes from the continuous inclusion Lr(M) ⊂ hdr(σ).
Since h1cp ⊂ hdp contractively, we can deduce from Theorem 5.29 a new proof of Corollary 5.28
which allows us to extend it to the case p = 1.
Corollary 5.31. — We have
Hc1 = hd1 ⊞ hc1 = hd1 + Lhc1 with equivalent norms.
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Proof. — We consider the following bounded maps
Hc1 = h1c1 ⊞ hc1
ϕ1−→ hd1 ⊞ hc1 ϕ2−→ hd1 ⊞ Lhc1 ϕ3−→ hd1 + Lhc1 = Hc1.
Here the first equality comes from Theorem 5.29, the last one from Theorem 5.26 (ii), the map ϕ1
comes from the contractive inclusion h1c1 ⊂ hd1, ϕ2 from the quotient map hc1 → Lhc1 and ϕ3 is the
quotient map described in Lemma 3.4. Since this composed map coincides with the identity on
L2(M), the result follows by density.
Remark 5.32. — In fact Corollary 5.31 could be proved directly. Indeed, in the very recent paper
[47], Randrianantoanina and Xu give a constructive proof of Corollary 5.10 for p = 1 in the discrete
setting. Then Proposition 5.27 can be easily extended to the case p = 1 with slight modifications,
and Corollary 5.31 follows directly.
Corollary 5.31 leads naturally to the definition
Definition 5.33. — We define
h1 = h
d
1 ⊞ h
c
1 ⊞ h
r
1.
Eventually, combining Corollary 5.31 and Theorem 5.29 with Proposition 3.15, we obtain a
continuous analogue of (5.1).
Theorem 5.34. — We have
H1 = h1 = h1c1 ⊞ h1r1 ⊞ hc1 ⊞ hr1 with equivalent norms.
Remark 5.35. — The decomposition given by Theorem 5.34 yields an “atomic” characterization
of the space H1 which could be useful for applications. Indeed, this provides a nice way for proving
that an operator x ∈ L2(M) is in BMO. It suffices to test x against the “infinitesimal atoms”
given by the definition of h1c1 , h
1r
1 and the discrete atoms of h
c
1, h
r
1 introduced in [2] (since the h
c
1
and hr1-norms are infimum by Lemma 4.13).
5.4. Davis inequalities for 2 ≤ p < ∞. — We now want to extend Theorem 5.1 to the
continuous setting for 2 ≤ p < ∞. As we did in subsection 3.4 for proving the noncommutative
Burkholder-Gundy inequalities for 2 ≤ p <∞, we will use a dual approach. This is why we need,
as in this latter case, the version of the Davis decomposition in Randrianantoanina’s style proved
in Proposition 5.27. Moreover, we need to discuss the dual space of the diagonal space hdp for
1 ≤ p < 2. That is a very delicate point, and actually we won’t describe this dual. However, we
define a smaller space Jdp for 2 < p ≤ ∞ which will play the role of the diagonal space in the Davis
inequalities.
Definition 5.36. — Let 2 < p ≤ ∞. We define the space Jdp as the space whose closed unit ball
is given by the absolute convex set
BJdp = {x ∈ L2(M) : limσ,U ‖x‖hdp(σ) ≤ 1, ‖x‖2 ≤ 1}
‖·‖2
.
Then the norm in Jdp is given by
‖x‖Jdp = inf{C ≥ 0 : x ∈ CBJdp}.
Lemma 2.35 ensures that this defines well a Banach space. We may naturally introduce the
seminorm
‖x‖hdp = limσ,U ‖x‖hdp(σ)
for 2 < p ≤ ∞ and x ∈ Lp(M). By interpolation between the cases p = 2 and p =∞, we have
‖x‖hdp ≤ 2‖x‖p.
In this situation we also have some monotonicity properties.
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Lemma 5.37. — Let 2 < p ≤ ∞, x ∈ Lp(M) and σ ⊂ σ′. Then
‖x‖hdp(σ′) ≤ 2‖x‖hdp(σ).
Hence
1
2
‖x‖hdp ≤ infσ ‖x‖hdp(σ) ≤ ‖x‖hdp .
Proof. — The proof is similar to that of Lemma 5.17, hence we omit the details.
As a direct consequence, we see that the seminorm ‖ · ‖hdp and the space Jdp do not depend on
the choice of the ultrafilter U , up to a constant. We can now state our continuous version of the
Davis inequalities for 2 ≤ p <∞.
Theorem 5.38. — Let 2 ≤ p <∞. Then
Hcp = Jdp ∩ hcp with equivalent norms.
Moreover, the constant remains bounded as p→∞.
Proof. — We clearly have a continuous inclusion Hcp ⊂ hcp and a contractive inclusion Hcp ⊂ Jdp.
Indeed, let x ∈M be such that ‖x‖Hcp ≤ 1. Then
lim
σ,U
‖x‖hdp(σ) ≤ limσ,U ‖x‖Hcp(σ) ≤ 1 and ‖x‖2 ≤ ‖x‖Hcp ≤ 1.
This means that x ∈ BJdp . Conversely, let x ∈ Jdp ∩ hcp be of norm ≤ 1. We can write
x = L2- lim
n
xn = h
c
p- limn
x′n,
where the sequence (xn)n satisfies ‖xn‖hdp ≤ 1, ‖xn‖2 ≤ 1 for all n, and (x′n)n is a sequence in
Lp(M). Recall that by Corollary 2.29 and Lemma 2.30 we have
(Hcp)∗ = Hcp′ = {x ∈ Lp′(M) : ‖x‖Hcp <∞}
with equivalent norms. Hence by the density of L2(M) in Hcp′ it suffices to estimate |τ(x∗y)| for
y ∈ L2(M), ‖y‖Hc
p′
≤ 1. By Proposition 5.27 we may decompose y = a+ b with a, b ∈ L2(M) and
‖a‖hdp + ‖b‖hcp ≤ C(p).
Then
|τ(x∗y)| ≤ |τ(x∗a)|+ |τ(x∗b)| ≤ lim
n
|τ(x∗na)|+ limn |τ((x
′
n)
∗b)|.
For each σ we have
|τ(x∗na)| ≤ ‖xn‖hdp(σ)‖a‖hdp′(σ) and |τ((x
′
n)
∗b)| ≤ ‖x′n‖hcp(σ)‖b‖hcp′(σ).
Taking the limit over σ yields
|τ(x∗na)| ≤ ‖xn‖hdp‖a‖hdp′ ≤ ‖a‖hdp′ and |τ((x
′
n)
∗b)| ≤ ‖x′n‖hcp‖b‖hcp′ .
Hence we get
|τ(x∗y)| ≤ ‖a‖
hd
p′
+ lim
n
‖x′n‖hcp‖b‖hcp′ = ‖a‖hdp′ + ‖x‖hcp‖b‖hcp′
≤ ‖a‖hdp + ‖b‖hcp ≤ C(p).
Moreover the constant C(p) remains bounded as p→ 1 thanks to Corollary 5.28.
We presented above a direct proof of Theorem 5.38, but this does not explain where does
the space Jdp come from. This is why we detail below the whole argument, which highlights the
construction of the space Jdp. Moreover, we will use this construction in the sequel.
The delicate point here is to describe the dual space of the diagonal space hdp for 1 < p < 2.
Since we are only interested in the dual of the sum hdp ⊞ h
c
p, the key trick is to replace h
d
p in this
sum by a nicer space, without changing the ⊞-sum. We first observe that since L2(M) is dense in
h
c
p, we have
Lemma 5.39. — Let 1 ≤ p < 2. Then
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(i) hcp = L2(M)⊞ hcp for 1 < p < 2,
(ii) Lhc1 = L2(M)⊞ Lhc1
isometrically.
Proof. — For 1 < p < 2, we consider
A0 = L2(M), X = L2(M), Y = hcp and A1 = Lp(M).
By the density of L2(M) in hcp it suffices to see that ‖x‖hcp = ‖x‖L2(M)⊞hcp for all x ∈ L2(M). Let
x ∈ L2(M). It is clear that ‖x‖L2(M)⊞hcp ≤ ‖x‖hcp . Conversely, we assume ‖x‖L2(M)⊞hcp < 1. Then
there exist a, b ∈ L2(M) such that
x = a+ b and ‖a‖2 + ‖b‖hcp < 1.
By the Ho¨lder inequality we get
‖x‖hcp ≤ ‖a‖hcp + ‖b‖hcp ≤ ‖a‖2 + ‖b‖hcp < 1.
Since L2(M) is dense in Lhc1 and Lhc1 embeds into L1(M), the proof for p = 1 is similar.
The idea is to add the space L2(M) to hdp to obtain a new larger diagonal space, in which L2(M)
will be dense, and which will preserve the ⊞-sum with hcp. Hence we introduce the following space,
which will play the role of hdp in the sequel.
Definition 5.40. — Let 1 ≤ p < 2. We define
Kdp = h
d
p ⊞ L2(M),
i.e., Kdp is the completion of L2(M) with respect to the norm
‖x‖Kdp = infx=a+b,a∈L2(M)∩hdp,b∈L2(M)
‖a‖hdp + ‖b‖2.
Note that in this application we consider
A0 = L2(M), X = hdp, Y = L2(M)(and A1 = Lp(M)).
By the definition of hdp, these spaces satisfy the density assumption (3.11) (moreover X and Y
embed continuously into A1). By working a little bit more we can prove that the space K
d
p embeds
into Lp(M). The discrete analogue of Kdp is the space Kdp (σ) = hdp(σ) ⊞ L2(M), defined as the
completion of L2(M) with respect to the norm
‖x‖Kdp(σ) = infx=a+b,a∈L2(M),b∈L2(M) ‖a‖hdp(σ) + ‖b‖2.
Observe that since we consider finite partitions, the norm ‖ · ‖hdp(σ) is equivalent to the norm ‖ · ‖p
for 1 ≤ p < 2. Hence for a finite partition σ, Kdp (σ) is Lp(M) equipped with the norm ‖ · ‖Kdp (σ).
Lemma 5.41. — Let 1 ≤ p < 2 and x ∈ L2(M). Then
1
2
‖x‖Kdp ≤ limσ,U ‖x‖Kdp(σ) ≤ ‖x‖Kdp .
Moreover the map iU : x ∈ L2(M) 7→ (x)• extends to a contractive injective map
iU : K
d
p →
∏
U
Kdp (σ).
Proof. — Let x ∈ L2(M). It is obvious that
lim
σ,U
‖x‖Kdp(σ) ≤ ‖x‖Kdp .
Conversely, we assume limσ,U ‖x‖Kdp (σ) < 1. We may suppose that ‖x‖Kdp(σ) < 1 for all σ. Then
for each σ there exist a(σ), b(σ) ∈ L2(M) such that
x = a(σ) + b(σ) and ‖a(σ)‖hdp(σ) + ‖b(σ)‖2 < 1.
Note that
‖a(σ)‖2 = ‖x− b(σ)‖2 ≤ ‖x‖2 + 1.
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Hence the families (a(σ))σ and (b(σ))σ are uniformly bounded in L2(M), and we can consider
a = w-L2- lim
σ,U
a(σ) and b = w-L2- lim
σ,U
b(σ).
Then we may write
x = a+ b,
where a ∈ L2(M) ∩ hdp, b ∈ L2(M) satisfy by Lemma 5.22 (ii)
‖a‖hdp + ‖b‖2 ≤ 2 limσ,U
(‖a(σ)‖hdp(σ) + ‖b(σ)‖2) ≤ 2.
We obtain
‖x‖Kdp ≤ 2 limσ,U ‖x‖Kdp(σ).
Note that by Lemma 5.17 we have
‖x‖Kdp(σ) ≤ 2‖x‖Kdp(σ′)
for σ ⊂ σ′ and x ∈ L2(M). Hence
lim
σ,U
‖x‖Kdp(σ) ≤ sup
σ
‖x‖Kdp(σ) ≤ 2 limσ,U ‖x‖Kdp(σ).
This means that the norm ‖ · ‖Kdp is equivalent to supσ ‖ · ‖Kdp(σ). Thus adapting the proof of
Proposition 2.27 and using Lemma 5.41 we can show that
Lemma 5.42. — Let 1 ≤ p < 2. Then
(i) {x ∈ Lp(M) : ‖x‖Kdp <∞} is complete.
(ii) Kdp embeds injectively into Lp(M).
Observe that by Lemma 3.5, we deduce that in fact Kdp = h
d
p + L2(M) isometrically. We can
now consider
A0 = L2(M), X = Kdp, Y = hcp(and A1 = Lp(M)).
The associativity of ⊞ combined with Lemma 5.39 yield that Kdp preserves the ⊞-sum with h
c
p in
the following sense.
Lemma 5.43. — Let 1 ≤ p < 2. Then
(i) hdp ⊞ h
c
p = K
d
p ⊞ h
c
p for 1 < p < 2,
(ii) hd1 ⊞ Lh
c
1 = K
d
1 ⊞ Lh
c
1
isometrically.
Proof. — By associativity, Lemma 5.39 gives for 1 < p < 2
h
d
p ⊞ (L2(M)⊞ hcp) = (hdp ⊞ L2(M))⊞ hcp = Kdp ⊞ hcp.
The proof for p = 1 is the same.
At this point we have our new candidate Kdp for the diagonal space. Indeed, interchanging h
d
p
to Kdp does not affect the ⊞-sum with h
c
p. Moreover L2(M) is dense in Kdp, and this will help us
for describing its dual space as the space Jdp introduced previously. We first need to give another
description of Jdp. In the discrete case, for a finite partition σ and 2 < p ≤ ∞ we define Jdp (σ) as
the space Lp(M) equipped with the norm
‖x‖Jdp (σ) = max(‖x‖hdp(σ), ‖x‖2).
By Lemma 5.37, it is clear that for 2 < p ≤ ∞, x ∈ Lp(M) and σ ⊂ σ′ we have
‖x‖Jdp (σ′) ≤ 2‖x‖Jdp (σ).
For 1 ≤ p < 2, the discrete duality hdp(σ)-hdp′ (σ) implies
(Kdp (σ))
∗ = Jdp′(σ) with equivalent norms.
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Moreover,
1
2
‖x‖Jd
p′
(σ) ≤ ‖x‖(Kdp(σ))∗ ≤ ‖x‖Jdp′(σ).
Observe that the space Jdp may be characterized similarly to the space L
c
pMO as follows.
Lemma 5.44. — Let 2 < p ≤ ∞.
(i) For 2 < p <∞, the unit ball of Jdp is equivalent to
Bp = {x = w-L2- lim
σ,U
xσ : lim
σ,U
‖xσ‖Jdp (σ) ≤ 1}.
(ii) The unit ball of Jd∞ is equivalent to
B∞ = {x = w-L2- lim
σ,U
xσ in L2 : lim
σ,U
‖xσ‖Jd∞(σ) ≤ 1}
‖·‖2
.
Proof. — Since the discrete Jdp (σ)-norms are decreasing in σ (up to a constant 2), we may adapt
the proof of Proposition 2.41 and obtain that Bp is equivalent to
{x ∈ L2(M) : lim
σ,U
‖x‖Jdp (σ) ≤ 1}
‖·‖2
.
Moreover, it is clear that for x ∈ Lp(M)
lim
σ,U
‖x‖Jdp (σ) ≃2 max(‖x‖hdp , ‖x‖2).
We obtain that Bp is equivalent to BJdp for 2 < p ≤ ∞.
This characterization describes the dual space of Kdp.
Lemma 5.45. — Let 1 ≤ p < 2. Then
(Kdp)
∗ = Jdp′ with equivalent norms.
Proof. — The proof is similar to that of Theorem 2.36. Indeed the description of the space Jdp′
given in Lemma 5.44 is similar to that of the space Lcp′MO. The contractive inclusion Jdp′ ⊂ (Kdp)∗
follows easily from the discrete duality (Kdp (σ))
∗ = Jdp′(σ) and the density of L2(M) in Kdp. For the
reverse inclusion, recall that by Lemma 5.41 the space Kdp embeds into
∏
U K
d
p (σ), and ‖x‖Kdp ≤
2 limσ,U ‖x‖Kdp(σ). Hence by the Hahn-Banach Theorem we may extend a linear functional on Kdp
of norm less than one to a linear functional on
∏
U K
d
p (σ) of norm less than two. Then we use the
same argument as in the proof of Theorem 2.36. The crucial point here is that
(5.33) L2(M) is dense in Kdp and ‖x‖2 ≤ ‖x‖Jdp (σ).
Remark 5.46. — The same argument does not work if the observation (5.33) is not verified. This
explains why we cannot easily describe similarly the dual space of hdp for 1 ≤ p < 2, and justifies
the introduction of the spaces Kdp.
We obtain another proof of Theorem 5.38.
Proof of Theorem 5.38. — Combining Corollary 2.29 (i) with Corollary 5.28 and Lemma 5.43 and
we get for 2 < p <∞
Hcp = (Hcp′)∗ = (hdp′ ⊞ hcp′)∗ = (Kdp′ ⊞ hcp′)∗.
Then Lemma 3.7, Lemma 5.45 and Corollary 4.24 (i) yield
Hcp = (Kdp′)∗ ∩ (hcp′)∗ = Jdp ∩ hcp.
Remark 5.47. — This argument can be extended to the case p = ∞, p′ = 1. Then by duality
Corollary 5.31 implies that
BMOc = Jd∞ ∩ bmoc with equivalent norms.
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5.5. Burkholder-Rosenthal inequalities. — We may now extend the noncommutative
Burkholder-Rosenthal inequalities recalled in Theorem 4.7 to the continuous setting. We introduce
the conditioned Hardy space hp as follows.
Definition 5.48. — Let 1 < p <∞. We define
hp =
{
h
d
p + h
c
p + h
r
p for 1 < p < 2
Jdp ∩ hcp ∩ hrp for 2 ≤ p <∞
,
where the sum is taken in Lp(M) and the intersection in L2(M).
Combining the Davis inequalities (Theorem 5.26 and Theorem 5.38) with the Burkholder-Gundy
inequalities (Theorem 3.2 and Theorem 3.12) we get
Theorem 5.49. — Let 1 < p <∞. Then
Lp(M) = hp with equivalent norms.
Corollary 5.50. — Let 1 < p < 2. Then
hp = h
d
p ⊞ h
c
p ⊞ h
r
p = h
1c
p ⊞ h
1r
p ⊞ h
c
p ⊞ h
r
p isometrically.
Proof. — Combining Corollary 5.28 with Corollary 3.11 we obtain that the two sums hdp+ h
c
p+ h
r
p
and hdp⊞ h
c
p⊞ h
r
p coincide with equivalent norms. Hence they coincide isometrically by Lemma 3.5.
The second equality follows similarly from Theorem 5.29.
Appendix
We end this paper with some problems which are still open at the time of this writing. They
concern the more difficult case p = 1. For 1 < p < 2, Corollary 2.31 gives a nice description of the
space Hcp. However, we do not know if this characterization still holds true for p = 1.
Problem 5.51. — Do we have Hc1 = {x ∈ L1(M) : ‖x‖Hc1 <∞} ?
On the dual side, by Remark 2.39 (iii) we know that the LcpMO-norm is the limit of the discrete
LcpMO-norms for 2 < p <∞. For p =∞, we only established one estimate in Corollary 2.40 (iii).
Problem 5.52. — For x ∈ M, do we have
‖x‖BMOc ≃ lim
σ,U
‖x‖BMOc(σ)?
The two last problems concern the delicate point of injectivity of the spaces. The first one
concerns the space H1 defined in paragraph 3.5.
Problem 5.53. — Does H1 embed injectively into L1(M) ? Or, equivalently, do we have H1 =
Hc1 +Hr1 ?
A way of solving this problem could be by finding a “Randrianantoanina’s type” explicit decom-
position in L2(M) of the discrete space H1 with a simultaneous control of the norms. The second
injectivity question deals with the column conditional Hardy space hc1 studied in Section 4.
Problem 5.54. — Does hc1 embed injectively into L1(M) ? Or, equivalently, do we have hc1 = Lhc1
?
Observe that these two last problems are somehow related. Indeed, for x ∈ M we can consider
‖x‖
h˜1
= lim
σ,U
‖x‖h1(σ).
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This defines a norm onM, and we denote by h˜1 the corresponding completion. With the notations
of Section 4, we have seen in the proof of Lemma 4.22 that for x ∈ M we have vU (x) = (vσ(x))• ∈
L1(NU ). Moreover, Proposition 4.21 (i) yields
‖vU(x)‖L1(NU ) = lim
σ,U
‖vσ(x)‖L1(N (σ)) ≤ C lim
σ,U
‖x‖h1(σ) = C‖x‖h˜1 .
This means that vU extends to a bounded map from h˜1 to L1(NU ). Since L1(NU , EMU ) embeds into
L1(NU ) by Remark 1.11, the following commuting diagram shows that the natural map ψ : hc1 → h˜1
is injective:
h
c
1 _
vU

ψ
// h˜1
vU

Lc1(NU , EMU ) 

// L1(NU )
Moreover, (5.1) implies that
h˜1 = H˜1 with equivalent norms,
where H˜1 denotes the completion of M with respect to the norm
‖x‖H˜1 = limσ,U ‖x‖H1(σ).
Hence the problem of the injectivity of hc1 into L1(M) is related to the problem of the injectivity
of H˜1 into L1(M). More precisely, the commuting diagram
h
c
1
ϕ
""❊
❊
❊
❊
❊
❊
❊
❊
❊
  ψ // H˜1
ϕ˜

L1(M)
means that if ϕ˜ is injective then ϕ is also injective.
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