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resumo A modelac¸a˜o de tra´fego tem uma importaˆncia cada vez maior na gesta˜o e di-
mensionamento das redes de telecomunicac¸o˜es. Os modelos de tra´fego sa˜o
utilizados, por exemplo, no dimensionamento de ligac¸o˜es e armaze´ns de pa-
cotes tendo em conta os efeitos de multiplexagem estatı´stica e em ana´lise de
desempenho de redes. Na Internet, a complexidade associada aos proces-
sos de gerac¸a˜o e controle do tra´fego, bem como a diversidade de aplicac¸o˜es,
veio introduzir um conjunto de caracterı´sticas peculiares no tra´fego, de que sa˜o
exemplos a auto-similaridade, a dependeˆncia longa e a multifractalidade. Es-
tas caracterı´sticas teˆm um impacto muito significativo no desempenho da rede
e necessitam portanto de ser devidamente modeladas. Esta Tese propo˜e um
conjunto de modelos de tra´fego, capazes de descrever estes comportamentos
peculiares, e que podem ser classificados em dois tipos: modelos Markovia-
nos e modelos baseados em sistemas de Lindenmayer. Em ambos os tipos
consideram-se modelos para tra´fego com pacotes de comprimento fixo e paco-
tes de comprimento varia´vel.
Na primeira parte da Tese sa˜o propostos dois modelos Markovianos e os res-
pectivos procedimentos de infereˆncia de paraˆmetros. O primeiro modelo e´ um
processo de Poisson modelado a` Markov em tempo discreto (dMMPP) que ca-
racteriza as chegadas de pacotes. ´E obtido por sobreposic¸a˜o de um dMMPP
sem memo´ria com um nu´mero arbitra´rio de estados (M -MMPP) e de um con-
junto de dMMPPs com dois estados (2-dMMPPs). Para inferir os paraˆmetros
do processo, os 2-dMMPPs sa˜o utilizados para aproximar a func¸a˜o de auto-
covariaˆncia empı´rica e o M -MMPP e´ utilizado para modelar a func¸a˜o massa
de probabilidade empı´rica tendo em conta as restric¸o˜es impostas pelos 2-
dMMPPs. O nu´mero de estados do processo pode ser ajustado de acordo com
as caracterı´sticas do tra´fego a modelar. O segundo modelo e´ um processo de
Markov com chegadas em rajada em tempo discreto (dBMAP) e corresponde
a uma extensa˜o do primeiro que permite incorporar o tamanho dos pacotes.
Neste processo as chegadas de pacotes ocorrem de acordo com um dMMPP
e os comprimentos seguem uma distribuic¸a˜o geral que depende da fase do
dMMPP subjacente. Para inferir os paraˆmetros do dMMPP subjacente e´ utili-
zado o procedimento do primeiro modelo.
Na segunda parte da Tese sa˜o propostos modelos de tra´fego baseados em
sistemas de Lindenmayer (sistemas-L) e os respectivos procedimentos de in-
fereˆncia de paraˆmetros. Os sistemas-L foram introduzidos em 1968 por A.
Lindenmayer para modelar o crescimento de plantas. Um sistema-L gera ite-
rativamente sequeˆncias de sı´mbolos progressivamente maiores, a partir de um
sı´mbolo inicial, por aplicac¸a˜o sucessiva de regras de produc¸a˜o. Para definir
modelos de tra´fego baseados em sistemas-L, os sı´mbolos sa˜o interpretados
como taxas de chegadas ou comprimentos me´dios de pacotes e cada iterac¸a˜o
e´ associada a uma escala temporal do tra´fego. Sa˜o propostos um modelo para
caracterizar as chegadas de pacotes e treˆs modelos para caracterizar simulta-
neamente as chegadas e os comprimentos dos pacotes. Estes modelos con-
seguem capturar as caracterı´sticas multiescalares e multifractais do tra´fego.
Os modelos propostos nesta Tese foram testados com tra´fego medido e foram
avaliados comparando (i) as estatı´sticas de primeira e segunda ordem, (ii) o
desempenho sobre uma fila de espera e (iii) as caracterı´sticas de similaridade
escalar, do tra´fego medido com as mesmas do tra´fego gerado a partir dos mo-
delos inferidos. Os resultados obtidos mostram que os modelos propostos sa˜o,
em geral, capazes de reproduzir de forma bastante rigorosa as principais ca-
racterı´sticas do tra´fego.
abstract Traffic modeling has an increasing importance in the management and dimen-
sioning of telecommunications networks. Traffic models are used, for example,
in the dimensioning of links and buffers while considering the effects of statistical
multiplexing and in network performance analysis. In the Internet, the complex-
ity associated with the generation and traffic control mechanisms, as well as the
diversity of applications and services, introduced a set of peculiar traffic char-
acteristics, such as self-similarity, long range dependence and multifractality.
These characteristics have a strong impact on the network performance and,
therefore, need to be properly modeled. This Thesis proposes a set of traffic
models, which are able to describe these peculiar behaviors, and that can be
classified in two classes: Markovian models and models based on Lindenmayer
systems. In both cases, we propose models for traffic with fixed and variable
packet size.
In the first part of the Thesis we propose two Markovian models and the re-
spective parameter inference procedures. The first model is a Markov modu-
lated Poisson process in discrete time (dMMPP) which characterizes the packet
arrivals. It is obtained by superposing a memoryless dMMPP with an arbi-
trary number of states (M -dMMPP) and a set of dMMPPs with two states (2-
dMMPPs). In order to infer the parameters, the 2-dMMPPs are used to fit the
empirical autocovariance function and the M -dMPPP is used to fit the empir-
ical probability mass function considering the restrictions imposed by the 2-
dMMPPs. The number of states of the process can be adjusted according to the
traffic characteristics. The second model is a batch Markovian arrival process
in discrete time (dBMAP). It extends the first model by allowing the modeling of
the packet size. In this process the packet arrivals occur according to a dMMPP
and the packet sizes have a general distribution which depends on the phase
of the subjacent dMMPP. The inference procedure of the first model is used to
infer the parameters of the subjacent dMMPP.
In the second part of the Thesis we propose traffic models based on Linden-
mayer systems (L-Systems) and the respective parameter inference procedures.
L-Systems were introduced in 1968 by A. Lindenmayer as a method to model
plant growth. Starting from an initial symbol, an L-System generates iteratively
progressively longer sequences of symbols, by successive application of pro-
duction rules. In order to define traffic models based on L-Systems, the symbols
are interpreted as arrival rates or mean packet sizes and each iteration is asso-
ciated with a time scale of the traffic. We proposed one model to characterize
the packet arrivals and three models to characterize simultaneously the packet
arrivals and the packet sizes with different levels of detail. These models are
able to capture the multiscaling and multifractal characteristics of the traffic.
The proposed models were tested using measured traffic and were evaluated
by comparing (i) the first and second order statistics, (ii) the queuing behavior
and (iii) scaling characteristics, of the measured traffic and of synthetic traffic
generated according to the inferred models. The obtained results show that the
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A modelac¸a˜o de tra´fego tem uma importaˆncia cada vez maior na gesta˜o e dimensi-
onamento das redes de telecomunicac¸o˜es. Os modelos de tra´fego sa˜o utilizados, por
exemplo, no dimensionamento de ligac¸o˜es e armaze´ns de pacotes tendo em conta os
efeitos de multiplexagem estat´ıstica e em ana´lise de desempenho de redes. Na Internet,
a complexidade associada aos processos de gerac¸a˜o e controle do tra´fego, bem como a
diversidade de aplicac¸o˜es, veio introduzir um conjunto de caracter´ısticas peculiares no
tra´fego, de que sa˜o exemplos a auto-similaridade, a dependeˆncia longa e a multifrac-
talidade. Estas caracter´ısticas teˆm um impacto muito significativo no desempenho da
rede e necessitam portanto de ser devidamente modeladas.
1.1 Modelos de tra´fego e suas aplicac¸o˜es
A modelac¸a˜o de tra´fego, aqui entendida enquanto modelac¸a˜o parame´trica, permite
uma descric¸a˜o relativamente detalhada do tra´fego. A noc¸a˜o de modelo de tra´fego tem
sempre subjacente duas componentes: a estrutura do modelo e o me´todo de infereˆncia
dos paraˆmetros. Um modelo de tra´fego so´ existe como tal quando a par de uma es-
trutura matema´tica existe um procedimento de infereˆncia eficiente e rigoroso para os
paraˆmetros dessa mesma estrutura matema´tica. Um bom modelo de tra´fego deve,
por um lado, permitir na sua estrutura matema´tica a replicac¸a˜o das caracter´ısticas
do tra´fego com maior impacto no desempenho da rede e, por outro, possuir um pro-
cedimento de infereˆncia de paraˆmetros que consiga capturar de forma eficiente essas
caracter´ısticas. Em geral, estas caracter´ısticas incluem: (i) as estat´ısticas de primeira
e segunda ordem, (ii) as caracter´ısticas de similaridade escalar (tanto ao n´ıvel do pro-
cesso de chegadas como do processo do tamanho dos pacotes) e (iii) a correlac¸a˜o entre
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os processos de chegadas e dos tamanhos dos pacotes.
Os modelos de tra´fego podem ser ferramentas preciosas na concepc¸a˜o, na gesta˜o
e no dimensionamento de uma rede de telecomunicac¸o˜es. As vantagens que resultam
de um uso eficiente dos mesmos sa˜o muito variadas. Os modelos de tra´fego permitem
fazer uma previsa˜o relativamente rigorosa do crescimento e comportamento do tra´fego
a me´dio e longo prazo. O operador da rede pode enta˜o planear o crescimento da rede
de forma faseada no tempo, garantindo em cada momento uma utilizac¸a˜o eficiente dos
recursos. Esta possibilidade de investimento faseado, permite ao operador garantir,
por um lado, a satisfac¸a˜o dos utilizadores ao n´ıvel da qualidade do servic¸o e, por outro,
diminuir a percentagem de capital investido sem retorno imediato. Esta vantagem
econo´mica para o operador pode resultar num menor custo do servic¸o oferecido aos
clientes. Neste contexto os modelos de tra´fego podem tambe´m ser utilizados para
definir pol´ıticas de tarifac¸a˜o que, por exemplo, promovam a utilizac¸a˜o da rede nos
per´ıodos com menor congestionamento.
Os modelos de tra´fego permitem ainda ao operador gerir de forma mais eficiente os
recursos da rede ja´ instalados (dos comutadores e das ligac¸o˜es). Por exemplo, e´ atrave´s
de uma modelac¸a˜o adequada do tra´fego que e´ poss´ıvel dimensionar a capacidade dos
armaze´ns de pacotes e das ligac¸o˜es por forma a beneficiar dos efeitos de multiplexa-
gem estat´ıstica. Em geral, a modelac¸a˜o de tra´fego permite levar a cabo estudos de
desempenho da rede, com base por exemplo em simulac¸a˜o de eventos discretos, que
permitem optimizar as diferentes func¸o˜es de controle da rede (como por exemplo o
encaminhamento, o controle de admissa˜o e o controle de fluxos), por forma a obter a
melhor qualidade de servic¸o para todos os clientes. Uma outra possibilidade de uti-
lizac¸a˜o de modelos de tra´fego neste contexto e´ a previsa˜o do tra´fego gerado por grupos
de clientes com um determinado perfil. Esta caracterizac¸a˜o permite, por exemplo, es-
colher o ponto ideal de acesso a` rede para um novo cliente com um perfil de utilizac¸a˜o
espec´ıfico. Ao agrupar no, mesmo ponto de acesso a` rede, clientes com solicitac¸o˜es
de largura de banda elevadas e clientes cujas necessidades de largura de banda sejam
menores, e´ poss´ıvel minimizar o nu´mero de troc¸os de acesso a` rede congestionados.
Esta metodologia resulta numa qualidade de servic¸o me´dia superior para todos os cli-
entes. A previsa˜o do tra´fego gerado por um grupo de clientes com um determinado
comportamento pode ser feita recorrendo a um arquivo de modelos de tra´fego previ-
amente inferidos. Seria assim poss´ıvel, a partir do perfil de utilizac¸a˜o da rede, inferir
qual o tra´fego total gerado por um cliente (ou grupo de clientes), sobrepondo diferentes
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modelos existentes no arquivo.
As capacidades de previsa˜o dos modelos de tra´fego a curto prazo podem ser explo-
radas no controle da rede, concretamente em algoritmos de controle de admissa˜o, em
me´todos de atribuic¸a˜o de recursos e em estrate´gias de encaminhamento adaptativas.
Em resumo os modelos de tra´fego podem ser usados para estudar o desempenho de
uma rede em operac¸a˜o ou para efectuar previso˜es de tra´fego para efeitos de controle ou
de planeamento. No cap´ıtulo 2 desta Tese sera´ feita uma descric¸a˜o dos modelos mais
importantes existentes na literatura.
1.2 Motivac¸o˜es da Tese
Recentemente foram descobertas no tra´fego da Internet caracter´ısticas de similaridade
escalar, com um impacto significativo na qualidade de servic¸o oferecida pela rede, e
que vieram colocar em causa as metodologias de gesta˜o de tra´fego e de dimensiona-
mento ate´ enta˜o adoptadas. Sa˜o exemplos de comportamentos do tra´fego que teˆm em
comum a propriedade da similaridade escalar a auto-similaridade, a dependeˆncia longa
e a multifractalidade. Estes comportamentos sa˜o induzidos por va´rios factores: (i)
um grande nu´mero de aplicac¸o˜es gera tra´fego em rajada; (ii) alguns mecanismos de
controle de rede, como por exemplo o controle de congestionamento usado no TCP,
introduzem correlac¸a˜o entre chegadas de pacotes, (iii) os ficheiros descarregados pelos
utilizadores possuem, em alguns casos, tamanhos com distribuic¸a˜o de cauda longa e
(iv) a pro´pria interacc¸a˜o humano-computador revela ter propriedades de cauda longa
(por exemplo, no intervalo entre cliques, per´ıodo de utilizac¸a˜o e nu´mero de aplicac¸o˜es
activas simultaneamente). Devido ao impacto que estes comportamentos peculiares
do tra´fego podem ter no desempenho da rede torna-se necessa´rio desenvolver modelos
adequados para os descrever.
Para ale´m disto, verifica-se que os modelos propostos na literatura para carac-
terizac¸a˜o do tra´fego Internet teˆm, com raras excepc¸o˜es, esquecido a modelac¸a˜o dos
tamanhos dos pacotes, considerando apenas o processo de chegadas. Este facto pode
explicar-se por uma tentativa de reutilizar os modelos anteriormente concebidos para
tra´fego ATM, em que a modelac¸a˜o dos tamanhos dos pacotes e´ desnecessa´ria uma vez
que os pacotes teˆm comprimento fixo. No aˆmbito do tra´fego Internet, surgiram alguns
modelos que caracterizavam tanto o tamanho como a chegada de pacotes, mas assu-
mindo independeˆncia entre os dois processos [GR01]. De facto, a` data de in´ıcio desta
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Tese na˜o existiam na literatura quaisquer modelos que caracterizassem as correlac¸o˜es
existentes entre o processo de chegadas e os tamanhos dos pacotes.
Na Tese ira˜o ser abordados dois tipos de modelos: modelos Markovianos e modelos
fractais. Em cada tipo sa˜o ainda inclu´ıdos modelos que consideram o tamanho dos
pacotes fixo e modelos que caracterizam o tamanho dos pacotes.
Os modelos Markovianos propostos sa˜o ou teˆm por base processos de Poisson mo-
dulados a` Markov (MMPP). O me´todo de infereˆncia de MMPPs proposto nesta Tese
revela-se capaz de capturar de forma precisa as estat´ısticas de primeira e segunda or-
dem e de replicar algumas das caracter´ısticas de similaridade escalar (nomeadamente
a dependeˆncia longa) ate´ um determinado limite temporal. Os MMPPs na˜o sa˜o intrin-
secamente processos com dependeˆncia longa, mas quando sa˜o constru´ıdos com uma
arquitectura apropriada conseguem replicar muito eficazmente essa propriedade do
tra´fego, dentro da gama de escalas temporais relevantes.
Os modelos fractais propostos sa˜o baseados nos chamados sistemas de Lindenmayer,
que foram introduzidos em 1968 pelo bio´logo A. Lindenmayer para descrever o cres-
cimento das plantas. Os sistemas de Lindenmayer constituem um me´todo recursivo
de construc¸a˜o de sequeˆncias e caracterizam-se por um alfabeto, um axioma e um
conjunto de regras de produc¸a˜o. Estes sistemas, sa˜o capazes de replicar estruturas
com propriedades fractais, o que motivou a sua adaptac¸a˜o a` modelac¸a˜o de tra´fego.
Neste contexto foram utilizados sistemas de Lindenmayer com regras de produc¸a˜o es-
toca´sticas, por isso mesmo designados por sistemas de Lindenmayer estoca´sticos. Para
ale´m disto, introduziu-se a possibilidade de as regras de produc¸a˜o serem diferentes para
diferentes gamas de escalas temporais, permitindo que o modelo proposto capture as
caracter´ısticas multiescalares do tra´fego.
1.3 Estrutura da Tese
A Tese encontra-se organizada em sete cap´ıtulos.
No cap´ıtulo 2 sa˜o apresentados inicialmente os conceitos e definic¸o˜es matema´ticas
das caracter´ısticas de similaridade escalar do tra´fego, nomeadamente a auto-similarida-
de, a dependeˆncia longa, a monofractalidade e a multifractalidade. Sa˜o ainda apresen-
tados os me´todos de identificac¸a˜o e quantificac¸a˜o destas caracter´ısticas. Na segunda




Os quatro cap´ıtulos seguintes propo˜em seis modelos de tra´fego distintos e os proce-
dimentos de infereˆncia de paraˆmetros respectivos. Os cap´ıtulos seguem uma estrutura
ideˆntica: apo´s a descric¸a˜o dos modelos e dos procedimentos de infereˆncia de paraˆmetros,
sa˜o apresentados um conjunto de resultados de avaliac¸a˜o dos mesmos. No Apeˆndice A
e´ feita uma descric¸a˜o dos dados reais utilizados na avaliac¸a˜o dos modelos, e da forma
como os mesmos foram medidos.
No cap´ıtulo 3 e´ descrito um novo modelo de tra´fego e o procedimento de infereˆncia
de paraˆmetros respectivo. O modelo proposto e´ um processo de Poisson modulado a`
Markov em tempo discreto (dMMPP) que caracteriza o nu´mero de chegadas em interva-
los de tempo fixo. Aplica-se a tra´fego onde o tamanho dos pacotes seja fixo. O modelo
e´ obtido por sobreposic¸a˜o de L 2-dMMPPs e de um M -dMMPP sem memo´ria. Os 2-
dMMPP modelam a func¸a˜o de autocovariaˆncia e oM -dMMPP modela a func¸a˜o massa
de probabilidade, dentro das restric¸o˜es impostas pela modelac¸a˜o da autocovariaˆncia.
Este modelo sera´ apelidado de M2L-dMMPP. Uma caracter´ıstica importante deste
modelo e´ o facto de o nu´mero de estados do dMMPP na˜o ser fixado a` priori, permi-
tindo uma adaptac¸a˜o ao tipo de tra´fego que se esta´ a caracterizar.
No cap´ıtulo 4 e´ apresentada uma extensa˜o do modelo anterior e do procedimento de
infereˆncia de paraˆmetros respectivo que inclui a possibilidade de modelar o tamanho
dos pacotes. O modelo proposto e´ um processo Markoviano de chegadas em rajada
em tempo discreto (dBMAP) onde as chegadas de pacotes ocorrem de acordo com um
processo discreto de Poisson modulado a` Markov (dMMPP) e cada pacote tem um ta-
manho definido de acordo com uma distribuic¸a˜o geral que depende da fase do dMMPP
subjacente. O procedimento de infereˆncia de paraˆmetros do dMMPP subjacente e´
ideˆntico ao descrito no cap´ıtulo 3. A caracterizac¸a˜o do tamanho dos pacotes e´ feita
independentemente para cada um dos estados do dMMPP subjacente.
No cap´ıtulo 5 e´ feita inicialmente uma apresentac¸a˜o dos sistemas de Lindenmayer
(sistemas-L), sendo de seguida descrito um modelo de tra´fego e o procedimento de
infereˆncia de paraˆmetros respectivo, baseado nestes sistemas. Neste cap´ıtulo o modelo
esta´ restringido a` caracterizac¸a˜o de tra´fego em que os pacotes tenham um comprimento
fixo.
No cap´ıtulo 6 sa˜o apresentadas treˆs extenso˜es ao modelo anterior, que possuem a
capacidade de modelar tanto o ritmo de chegadas de pacotes como o tamanho destes.
O primeiro modelo e´ formado por dois sistemas-L independentes, em que um modela o
ritmo de chegadas de pacotes e o outro o tamanho dos pacotes, sendo por isso apelidado
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de sistema-L duplo (SLD). O segundo modelo e´ um sistema-L bi-dimensional onde o
ritmo de chegada de pacotes e o tamanho dos mesmos sa˜o modulados conjuntamente,
o que originou a escolha do nome sistema-L conjunto (SLC). O terceiro modelo con-
juga um sistema-L u´nico, que modela a chegada dos pacotes, com uma caracterizac¸a˜o
do tamanho dos pacotes descrita por um conjunto de func¸o˜es de probabilidade, e e´
chamado de sistema-L com func¸o˜es massa de probabilidade (SLFMP).
Finalmente no cap´ıtulo 7 sa˜o apresentadas as principais concluso˜es do trabalho e
as sugesto˜es para trabalho futuro.
1.4 Enquadramento do trabalho
O trabalho desenvolvido no aˆmbito desta Tese foi parcialmente enquadrado em diversos
projectos de Investigac¸a˜o e Desenvolvimento:
• CESTA (Caracterizac¸a˜o Estat´ıstica e Simulac¸a˜o de Tra´fego ATM), PRIQUAS
(Planeamento de Redes IP com Qualidade de Servic¸o) e TELEMAT (Eng.
de Tra´fego para Redes DiffServ/MPLS), financiados pela Portugal Telecom
Inovac¸a˜o.
• POSI/1999/CPS/34826 SCALE (Caracterizac¸a˜o Estat´ıstica de Tra´fego de Tele-
comunicac¸o˜es) e POSI/42069/CPS/2001 SCALE2 (Modelac¸a˜o de Tra´fego e Ava-
liac¸a˜o de Desempenho em Redes Multiservic¸o), financiados pela Fundac¸a˜o para
a Cieˆncia e Tecnologia.
• EURESCOM P1112 - NEW DIMENSIONS (Network Dimensioning based on
Modelling of Internet Traffic), financiado pela Comunidade Europeia.
• Projecto ”Transporte de Tra´fego IP para Agregados de Acessos xDSL”, financi-
ado pela ANACOM.
• COST 279 (Analysis and Design of Advanced Multiservice Networks supporting
Mobility, Multimedia, and Internetworking), financiado pela Comunidade Euro-
peia.





• Proposta e ana´lise de um modelo de tra´fego baseado num processo de Poisson
modulado a` Markov e do procedimento de infereˆncia de paraˆmetros respectivo,
capaz de capturar de forma precisa as estat´ısticas de primeira e segunda ordem
e a dependeˆncia longa do processo de chegada de pacotes, e com um nu´mero de
estados que se adapta a`s caracter´ısticas particulares do tra´fego [SV01a, SV01b,
SPV02, SPV03, SNVP04].
• Proposta e ana´lise de um modelo de tra´fego baseado num processo Markoviano
de chegadas em rajada em tempo discreto e do procedimento de infereˆncia de
paraˆmetros respectivo, que caracteriza simultaneamente o processo de chegada de
pacotes, o processo do tamanho dos pacotes e a correlac¸a˜o entre os dois processos,
capaz de capturar de forma precisa as estat´ısticas de primeira e segunda ordem
e a dependeˆncia longa do processo de chegada de pacotes, e com um nu´mero de
estados que se adapta a`s caracter´ısticas particulares do tra´fego [SPV04, SNVP04].
• Proposta e ana´lise de um modelo de tra´fego baseado nos sistemas de Linden-
mayer e do procedimento de infereˆncia de paraˆmetros respectivo, capaz de cap-
turar as caracter´ısticas de similaridade escalar do processo de chegada de pacotes
[SNV02b, SNVP04, SNV04].
• Proposta e ana´lise de treˆs modelos de tra´fego baseados em sistemas de Linden-
mayer, que caracterizam simultaneamente o processo de chegada de pacotes e o
processo do tamanho dos pacotes [SNV02a, SNV03a, SNV03b, SNVP04, SNV04].
O primeiro modelo caracteriza a similaridade escalar dos processos de chegada
e do tamanho dos pacotes. O segundo captura tambe´m a correlac¸a˜o entre as
chegadas e o tamanho dos pacotes. O terceiro modelo caracteriza a similaridade






Actualmente a Internet e´ uma rede fortemente heteroge´nea onde um nu´mero crescente
de utilizadores usa uma vasta gama de aplicac¸o˜es, muitas das quais geram tra´fego em
rajada. A interacc¸a˜o dos indiv´ıduos com a rede conduz a propriedades estat´ısticas
de cauda longa, por exemplo, no intervalo entre cliques, no per´ıodo de utilizac¸a˜o, no
nu´mero de aplicac¸o˜es activas simultaneamente e no tamanho dos ficheiros descarrega-
dos. Estas caracter´ısticas, em conjugac¸a˜o com alguns mecanismos de rede, como por
exemplo o controle de congestionamento usado no TCP, sa˜o responsa´veis pelo apare-
cimento de comportamentos peculiares no tra´fego, nomeadamente de caracter´ısticas
de similaridade escalar, isto e´, de invariaˆncia das estat´ısticas com a escala temporal.
Sa˜o exemplos de similaridade escalar a auto-similaridade, a dependeˆncia longa e a
multifractalidade.
Os comportamentos de similaridade escalar teˆm um impacto significativo na quali-
dade de servic¸o oferecida pela rede e vieram trazer novos desafios a` modelac¸a˜o de tra´fego
da Internet. Uma das consequeˆncias foi a proposta de modelos de tra´fego que incorpo-
ram estas caracter´ısticas na sua estrutura, como por exemplo, o movimento Browniano
fracciona´rio e as cascatas multiplicativas. No entanto, como se vera´ ao longo desta
Tese, modelos mais cla´ssicos, como por exemplo o processo de Poisson modulado a`
Markov, podem fornecer boas aproximac¸o˜es do comportamento de similaridade esca-
lar, constituindo-se por vezes em soluc¸o˜es de modelac¸a˜o de tra´fego superiores pois, em
geral, conseguem tambe´m capturar outras caracter´ısticas estat´ısticas importantes do
tra´fego para ale´m da similaridade escalar.
Este cap´ıtulo tem como objectivo fazer uma descric¸a˜o do estado da arte da mo-
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delac¸a˜o de tra´fego que enquadre o trabalho descrito ao longo da Tese. Esta´ organizado
do seguinte modo. Na secc¸a˜o 2.2 e´ introduzido o conceito de auto-similaridade. Na
secc¸a˜o 2.3 e´ feita uma caracterizac¸a˜o precisa do feno´meno da similaridade escalar, sendo
apresentados os conceitos e definic¸o˜es matema´ticas de auto-similaridade, dependeˆncia
longa e multifractalidade; sa˜o tambe´m descritos os me´todos de identificac¸a˜o e quanti-
ficac¸a˜o destas caracter´ısticas. Na secc¸a˜o 2.4 e´ feita uma resenha dos principais modelos
de tra´fego, desde os processos de renovamento ate´ os modelos intrinsecamente auto-
similares e multifractais, passando pelos modelos Markovianos.
2.2 O conceito de auto-similaridade
As noc¸o˜es de auto-similaridade e de fractal foram introduzidas por Benoit Mandelbrot
[Man77]. Estes, descrevem o feno´meno segundo o qual uma determinada propriedade
de um objecto ou se´rie temporal e´ preservada ao longo de va´rias escalas (espaciais
ou temporais). Uma parte de um objecto que seja auto-similar ou fractal, quando
ampliada, tem semelhanc¸as com o objecto no seu todo. Existem na literatura alguns
trabalhos que abordam estes conceitos, no aˆmbito da ana´lise de tra´fego, e os analisam
em pormenor [PW00, ABF+02, RV97]. Nesta secc¸a˜o pretende-se apenas apresentar as
noc¸o˜es gerais do feno´meno de auto-similaridade.
Um exemplo de estrutura com propriedades auto-similares e´ a chamada poeira de
Cantor, que e´ o caso bi-dimensional de um conjunto de Cantor. A poeira de Cantor e´
gerada partindo de um quadrado negro. Em cada iterac¸a˜o: (i) cada quadrado negro
e´ transformado em 4 quadrados negros com 1/9 da a´rea do quadrado que lhes deu
origem e (ii) estes quadrados mais pequenos sa˜o colocados nos quatro cantos do qua-
drado que lhes deu origem. Se este processo de redimensionamento e translac¸a˜o for
efectuado infinitas vezes obte´m-se, no limite, o que se designa por conjunto de Can-
tor bi-dimensional (ou poeira de Cantor). Este processo de construc¸a˜o esta´ ilustrado
na figura 2.1 A auto-similaridade da poeira de Cantor pode ser observada ampliando
qualquer um dos seus cantos e verificando que esta ampliac¸a˜o e´ similar ao objecto no
seu todo. O conjunto de Cantor uni-dimensional (figura 2.2) pode ser interpretado
como uma se´rie temporal de tra´fego, {X(t), t ∈ IR} onde X(t) apenas pode tomar os
valores 0 ou 1. Esta se´rie temporal e´ por vezes tambe´m apelidada de tra´fego Cantor.
Neste caso, X(t) = 1 significa que esta´ a ser transmitido um pacote (ou byte) no ins-
tante temporal t. Se o processo de construc¸a˜o terminar na n-e´sima iterac¸a˜o, enta˜o os
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Figura 2.1: Criac¸a˜o da poeira de Cantor.
Figura 2.2: Conjunto de Cantor uni-dimensional.
segmentos de recta, de comprimento 1/3n, podem ser interpretados com o sendo os
per´ıodos de actividade com durac¸a˜o 1/3n, e os espac¸os entre os segmentos de recta
sera˜o os per´ıodos de inactividade. Tra´fego com uma intensidade na˜o uniforme pode ser
obtido introduzindo no processo de construc¸a˜o propriedades assime´tricas. Por exem-
plo, para o conjunto de Cantor uni-dimensional em vez de as componentes a` esquerda e
a` direita terem massa ideˆntica, podem ter massas diferentes. Na definic¸a˜o das regras de
produc¸a˜o de alguns fractais usa-se o termo ”massa”, o qual representa um atributo do
objecto sobre o qual as regras sa˜o aplicadas. O conceito de massa pode ser associado a
qualquer quantidade nume´rica adiciona´vel (a´rea, volume, quantidade de tra´fego, etc).
Neste caso, o conceito de massa esta´ associado a` a´rea de cada objecto, sendo a a´rea o
resultado do produto do tempo de actividade pela quantidade de tra´fego nesse per´ıodo.
De notar, que a atribuic¸a˜o de massas esta´ sujeita a` restric¸a˜o que impo˜e que o total
de massa seja preservado em cada etapa do processo iterativo. A amplitude de cada
barra podera´ representar o nu´mero de chegadas de pacotes (ou bytes) no per´ıodo de
actividade em questa˜o. Este tipo de construc¸a˜o pode enta˜o ser interpretado como uma
se´rie temporal de tra´fego {X(t), t ∈ IR} onde X(t) ∈ IR+0 . Agora X(t) = x significa
que no instante t as chegadas ocorrem a um ritmo de x chegadas por segundo, sendo
que as chegadas podem ser interpretadas como pacotes ou bytes. Um exemplo deste
tipo de construc¸a˜o de se´ries temporais esta´ ilustrado na figura 2.3, onde a distribuic¸a˜o
de massa e´ feita com um peso de 1/3 a` esquerda e de 2/3 a` direita.
2.3 Similaridade escalar
A similaridade escalar de uma se´rie temporal define-se como sendo a invariaˆncia quanto
a` escala das caracter´ısticas estat´ısticas desta, e a consequente impossibilidade de dis-
tinguir estatisticamente a se´rie temporal no seu todo de partes da mesma. Um pro-
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Figura 2.3: Conjunto de Cantor uni-dimensional com redistribuic¸a˜o de massa assime´trica (1/3 a`
esquerda, 2/3 a` direita).
cesso X(t) e´ exactamente auto-similar (ou auto-similar em sentido distribucional), com
paraˆmetro de auto-similaridade H > 0, se
{X(t), t ∈ IR}
d
={cHX(t/c), t ∈ IR},∀c > 0 (2.1)
onde
d
= representa a igualdade em termos distribucionais para todas as dimenso˜es
finitas. Num processo exactamente auto-similar uma parte ampliada de uma realizac¸a˜o
do processo e´ indistingu´ıvel (estatisticamente) do todo inicial. O paraˆmetro de auto-
similaridade H e´ habitualmente designado por paraˆmetro de Hurst. A definic¸a˜o (2.1)
implica que os momentos de ordem q de X (caso existam) se comportam de acordo




[|X(1)|q]|t|qH ,∀q ∈ IN+. (2.2)
Um exemplo de um processo com caracter´ısticas de auto-similaridade exacta e´ o
movimento Browniano fracciona´rio (fBm).
Um processo exactamente auto-similar nunca pode ser estaciona´rio, pois a estacio-
naridade requer X(t)
d
=X(t/c) o que e´ inconsistente com (2.1). E´ assim usual restringir
a classe dos processos auto-similares aos processos auto-similares com incrementos es-
taciona´rios. Considera-se que um processo X tem incrementos estaciona´rios Yδ(t) se
{Yδ(t) := X(t+ δ)−X(t), t ∈ IR}
d
={X(δ)−X(0)},∀δ (2.3)
ou seja, se a distribuic¸a˜o do processo Yδ(t) for independente de t. Assumindo
 
[Yδ(t)] =
0 e X(0) = 0, verifica-se que
 
[X(t)] = 0. Para um processo X auto-similar com
incrementos estaciona´rios, o paraˆmetro de auto-similaridade pertence ao intervalo entre
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A auto-similaridade exacta da expressa˜o (2.1) pressupo˜e a existeˆncia de similaridade
escalar para todas as escalas de 0 ao ∞. No entanto com dados reais a similaridade
escalar esta´ logo a` partida restrita a uma gama finita de escalas, devido ao tamanho
limitado das amostras de dados. Ale´m disso, a similaridade escalar pode ser observada
apenas em regio˜es assimpto´ticas, ou seja, para escalas muito grandes (ou muito pe-
quenas). Por outro lado, da expressa˜o (2.2) pode verificar-se que a auto-similaridade
exacta implica que a similaridade escalar e´ regida apenas pelo expoente qH, para to-
dos os momentos de ordem q. Mas quando se analisam dados reais verifica-se que
momentos de ordens diferentes podem ter expoentes que sa˜o regidos por mais que
um paraˆmetro, e alguns momentos podem nem sequer exibir similaridade escalar. Foi
assim necessa´rio desenvolver modelos que permitissem desvios da auto-similaridade
exacta, considerando apenas invariaˆncia quanto a` escala nas estat´ısticas de segunda
ordem (func¸o˜es de autocovariaˆncia e espectros de densidade de poteˆncia) e em regio˜es
assimpto´ticas das escalas.
O processo estaciona´rio de incrementos Yδ(t) diz-se exactamente auto-similar de
segunda ordem se a sua autocovariaˆncia tomar a seguinte forma para valores de H






|s+ δ|2H + |s− δ|2H − 2|s|2H
)
. (2.5)
A similaridade pode ser apenas observada em regio˜es assimpto´ticas das escalas. O
processo de incrementos Yδ sera´ assimptoticamente auto-similar de segunda ordem com

























Yδ(t), i = 1, 2, 3, .... (2.7)









[(X(t+ δ)−X(t))2] = σ2|δ|2H . (2.9)
Um processo pode ainda apresentar caracter´ısticas de similaridade escalar distintas
em diferentes gamas de escalas. Um processo deste tipo sera´ designado por processo
multiescalar.
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Os processos cujo espectro obedece a uma lei polinomial numa gama de frequeˆncias
(ou escalas) limitada (mas suficientemente grande) sa˜o chamados habitualmente de
processos 1/f . A densidade espectral de um processo 1/f tem a seguinte forma:
ΓX(υ) ∼ cf |υ|
−α, υm ≤ |υ| ≤ υM . (2.10)
onde cf e´ uma constante. Existem dois casos especiais de auto-similaridade as-
simpto´tica onde a gama de escalas e´ semi-infinita: (i) os processos com dependeˆncia
longa (LRD) onde se verifica similaridade para frequeˆncias baixas, υm → 0 (escalas
temporais largas) e (ii) os processos monofractais para os quais se verifica similari-
dade para frequeˆncias altas, υM →∞ (escalas temporais finas). Estes processos sera˜o
analisados mais em pormenor nas secc¸o˜es 2.3.1 e 2.3.2 respectivamente.
2.3.1 Processos com dependeˆncia longa (ou memo´ria longa)
A dependeˆncia longa ou memo´ria longa (LRD) de um processo e´ a formalizac¸a˜o da
similaridade escalar no limite das escalas mais largas, e e´ definido com base nas es-
tat´ısticas de segunda ordem. A LRD caracteriza-se por um decaimento polinomial da
func¸a˜o de autocovariaˆncia no limite das escalas temporais maiores.
Se {X(t), t ∈ IR} designar um processo estoca´stico estaciona´rio de segunda-ordem e
rX e ΓX forem respectivamente a autocovariaˆncia e densidade espectral desse processo,
enta˜o o processo X tera´ memo´ria longa se
rX(δ) ∼ cr|δ|
α−1, δ → +∞, α ∈]0, 1[ (2.11)
ou
ΓX(υ) ∼ cf |υ|
−α, υ → 0, α ∈]0, 1[ (2.12)
onde cf e cr sa˜o constantes e α = 2H − 1. Pela restric¸a˜o α ∈]0, 1[ o paraˆmetro de
Hurst H fica restrito ao intervalo ]1/2, 1[. Na maior parte dos casos pra´ticos a func¸a˜o
de autocovariaˆncia e´ assimptoticamente monoto´nica, o que torna as expresso˜es (2.11)
e (2.12) equivalentes.
Um processo pode possuir LRD e na˜o ser auto-similar no sentido distribucional.
Tambe´m um processo auto-similar pode na˜o possuir LRD. Por exemplo, o movimento
Browniano (com H = 1/2) e´ auto-similar no sentido distribucional, tendo o ru´ıdo
branco como o seu processo dos incrementos, e este u´ltimo na˜o possui LRD. Como a
definic¸a˜o de LRD exige 1/2 < H < 1 nenhum processo auto-similar com 0 < H ≤ 1/2
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tem memo´ria longa. No entanto, os processos assimptoticamente auto-similares de
segunda ordem sa˜o sempre LRD, e vice-versa, uma vez que nestes processos 1/2 <
H < 1.
2.3.2 Processos monofractais
A noc¸a˜o de processo monofractal e multifractal recorre a` chamada regularidade de
Ho¨lder que descreve a regularidade das realizac¸o˜es dos processos estoca´sticos, fazendo
uma comparac¸a˜o local com uma lei polinomial. Esta´ assim estreitamente relacionada
com a similaridade escalar no limite das escalas mais pequenas. O expoente desta lei
polinomial, h(t), e´ chamado de expoente (local) de Ho¨lder e depende tipicamente tanto
do tempo como da realizac¸a˜o do processo estoca´stico.
Se {X(t), t ∈ IR} designar um processo estoca´stico estaciona´rio, com func¸a˜o de
autocovariaˆncia  [X(t)X(t + δ)] ∼ (σ2/2C)(1 − C|δ|2h) (com h > 0) quando δ → 0,
enta˜o para incrementos pequenos de x
 [(X(t+ δ)−X(t))2] ≈ |δ|2h, δ → 0 (2.13)
Esta relac¸a˜o da´ informac¸a˜o sobre a regularidade de X ja´ que a condic¸a˜o h > 0 garante
a continuidade. No entanto a diferenciabilidade so´ existe caso h > 1. Ou seja, com
0 < h < 1, as realizac¸o˜es de X sa˜o cont´ınuas mas na˜o diferencia´veis em qualquer ponto.
Os processos para os quais o expoente de Ho¨lder h(t) e´ o mesmo para qualquer t
exibem uma regularidade constante para as suas realizac¸o˜es e sa˜o geralmente chamados
de processos monofractais. O expoente de Ho¨lder h(t) proporciona a quantificac¸a˜o da
regularidade local de uma func¸a˜o: uma realizac¸a˜o de um processo estoca´stico exibe
menor variabilidade quando h aumenta de 0 ate´ 1. Na Figura 2.4 e´ poss´ıvel observar
este mesmo feno´meno para o caso do movimento Browniano fracciona´rio (fBm), o qual
e´ um exemplo de um processo monofractal com h(t) = H.
2.3.3 Processos multifractais
Quando o expoente de Ho¨lder h(t) e´ ele pro´prio uma func¸a˜o altamente irregular, pos-
sivelmente um processo estoca´stico, o processo X diz-se multifractal. A grande vari-
abilidade de h(t) torna extremamente complexa a tarefa de caracterizar as variac¸o˜es
temporais desta func¸a˜o, sendo por isso necessa´rio caracteriza´-la estatisticamente. A
caracterizac¸a˜o estat´ıstica pode ser feita recorrendo ao chamado espectro multifractal
da func¸a˜o h(t). Sa˜o usados dois tipos de ana´lise espectral: o espectro multifractal de
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Figura 2.4: Realizac¸o˜es de processos fBm com diferentes valores de H.
Hausdorff e o espectro multifractal de Legendre. O espectro multifractal de Hausdorff
e´ a func¸a˜o D(a) que corresponde a` dimensa˜o de Hausdorff do conjunto de pontos t ∈ IR
onde h(t) = a, ou seja,
D(a) = dim(t ∈ IR : h(t) = a) (2.14)
onde dim(S) designa a dimensa˜o de Hausdorff do conjunto S.
O espectro de Legendre recorre a uma das caracter´ısticas dos processos multifractais
segundo a qual o comportamento das chamadas func¸o˜es de partic¸a˜o segue uma lei
polinomial com expoente ζ(q):
∫
|X(t+ τ)−X(t)|qdt ≈ |τ |ζ(q), τ → 0, q ∈ IR (2.15)
O espectro multifratal de Legendre pode ser obtido efectuando a transformada de
Legendre de ζ(τ), ou seja,
D(h) = min
q
(qh− ζ(q) + 1) (2.16)
Exemplos de processos multifractais sa˜o as cascatas multiplicativas [FGW98,
VAFC00, Rie02]. Alguns dos casos especiais das cascatas multiplicativas sera˜o
discutidos mais a` frente neste cap´ıtulo na Secc¸a˜o 2.4.8.
2.3.4 Me´todos de identificac¸a˜o e quantificac¸a˜o
Nesta secc¸a˜o sera˜o apresentados alguns me´todos usados na caracterizac¸a˜o da similari-
dade escalar de uma se´rie temporal.
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2.3.4.1 Gra´fico variaˆncia-escala
O gra´fico variaˆncia-escala e´ um dos me´todos mais antigos para a identificac¸a˜o da auto-
similaridade e para a estimac¸a˜o do paraˆmetro de Hurst [CB97]. Tem como base o
decaimento lento da variaˆncia ao longo das escalas de uma se´rie com propriedades
auto-similares.
O processo agregado de n´ıvel m (ou escala m) de uma se´rie temporal discreta







Se Y (k) for um processo estaciona´rio e exactamente (ou assimptoticamente) auto-
similar enta˜o, para valores de m onde a similaridade escalar se verifique, a variaˆncia













= log(σ2) + β logm, β = 2H − 2. (2.19)
A expressa˜o (2.19) mostra que, no caso em que Y (k) seja auto-similar existe uma
relac¸a˜o linear entre o logaritmo da variaˆncia de Y (m) e o logaritmo de m. O declive
da recta obtida (β) permite inferir o valor estimado do paraˆmetro de Hurst, atrave´s de
H = 1 + β/2.
2.3.4.2 Diagrama das energias em escala logar´ıtmica
O diagrama das energias em escala logar´ıtmica e´ um me´todo de identificac¸a˜o de simi-
laridade escalar baseado em onduletas e foi proposto em [VA99].
Um sinal X(t) pode ser constru´ıdo recorrendo a uma soma pesada de func¸o˜es de










onde cX(j0, k) sa˜o os coeficientes de escalamento e os paraˆmetros dX(j, k) sa˜o os co-
eficientes de uma transformada discreta por onduletas. A famı´lia de func¸o˜es base
{ψj,k(t) = 2
−j/2ψ0(2
−jt − k)}, j = 1, ..., J, k ∈ ZZ e´ gerada a partir da onduleta ma˜e
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ψ0. Note-se que se a onduleta ma˜e for uma func¸a˜o passa-banda com frequeˆncia central
de f0, enta˜o as onduletas {ψj,k(t)} teˆm a frequeˆncia central deslocada para 2
−jf0 e o
instante temporal central deslocado de 2jk. Assim, a ana´lise por onduletas permite in-
vestigar os comportamentos de uma func¸a˜o simultaneamente no tempo e na frequeˆncia
(ou escala), constituindo-se como uma ferramenta natural para verificar comportamen-
tos de invariaˆncia quanto a` escala.

















2dυ, cf e´ uma constante na˜o nula e o processo dos coeficientes
{dX(j, k), k ∈ ZZ} na˜o apresenta memo´ria longa desde que N > α/2, em que N e´ o
nu´mero de momentos nulos da onduleta ma˜e, isto e´,∫
tkψ0(t)dt ≡ 0, k = 0, 1, ..., N − 1. (2.24)
Esta u´ltima propriedade justifica as vantagens de se fazer este tipo de ana´lise estat´ıstica




2]) = jα+ log2(cfC) (2.25)










yj = log2(µj)− gj (2.27)
onde µj e´ um estimador na˜o enviesado da variaˆncia do processo {dX(j, k), k ∈ ZZ},
nj representa o nu´mero de coeficientes na escala j dispon´ıveis para ana´lise e gj e´ um
paraˆmetro introduzido de modo a corrigir o enviesamento da estimac¸a˜o da variaˆncia
de dX(j, k) resultante da na˜o-linearidade introduzida pela func¸a˜o log2. Neste caso,

[yj] = jα+ log2(cfC) (2.28)
Var(yj) = ξ(2, nj/2)/ ln
2(2) (2.29)
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Figura 2.5: Exemplo de um diagrama de energias em escala logar´ıtmica.
onde ξ(z, ν) e´ a func¸a˜o de Riemann Zeta generalizada. A representac¸a˜o gra´fica (em es-
cala logar´ıtmica) de  [yj] em func¸a˜o de j, em conjugac¸a˜o com os intervalos de confianc¸a
para  [yj] obtidos a partir de Var(yj), permite obter uma estimativa do factor de escala
α. Esta representac¸a˜o e´ chamada de diagrama de energias em escala logar´ıtmica de
segunda ordem. Diz-se de segunda ordem porque resulta da estimac¸a˜o da variaˆncia do
processo dX(j, k). Fazendo uma representac¸a˜o gra´fica dos valores me´dios yj em func¸a˜o
da escala j, em conjugac¸a˜o com os intervalos de confianc¸a de yj, e´ poss´ıvel identificar
as gamas de escalas onde existe similaridade. Existira´ similaridade escalar em conjunto
de escalas sucessivas tais que, dentro dos limites dos intervalos de confianc¸a, os valo-
res de yj respectivos estejam alinhados segundo uma recta. A similaridade escalar e´
caracterizada pelo factor de escala α que corresponde ao declive da recta.
Na Figura 2.5 e´ poss´ıvel observar um diagrama de energias em escala logar´ıtmica.
Neste diagrama e´ poss´ıvel verificar que existe similaridade escalar na gama de escalas
superiores (de 7 a 12) pois nesta gama existe (dentro dos limites dos intervalos de
confianc¸a a 95%) um alinhamento dos pontos. Deste modo e´ poss´ıvel concluir que a
captura analisada possui caracter´ısticas de dependeˆncia longa.
2.3.5 Diagramas lineares multiescalares
Abry et al. propuseram uma generalizac¸a˜o dos diagrama das energias em escala lo-
gar´ıtmica para o estudo das estat´ısticas de ordem superior a` segunda [AFTV00]. Para
a classe dos processos multifractais e para j pequenos o estimador do momento de
19
Modelac¸a˜o de tra´fego em redes de telecomunicac¸o˜es: modelos Markovianos e baseados em sistemas de Lindenmayer
ordem q do processo {dX(j, k), k ∈ ZZ}, µ
(q)









q ≈ 2j(ζ(q)+q/2) = 2jαq , q ∈ IR. (2.30)
onde αq e´ o factor de escala de ordem q.
Para um processo auto-similar o factor de escala varia linearmente com a ordem q,
isto e´, αq = q(H+1/2). A falta da linearidade de αq (em func¸a˜o de q) permite identificar
a presenc¸a de feno´menos de similaridade multifractal na˜o trivial num determinado
processo. E´ assim necessa´rio estimar αq para uma variedade de valores de q, o que
pode ser feito a partir dos diagramas de energias em escala logar´ıtmica de ordem q.









j ] ≈ jαq, q ∈ IR (2.32)
A` semelhanc¸a do que e´ feito para as energias de segunda ordem, αq e´ dado pelo declive
que caracteriza o alinhamento das energias y
(q)
j em func¸a˜o da escala temporal j.
Os diagramas lineares multiescalares consistem na representac¸a˜o gra´fica de h(q) =
αq/q − 1/2 em func¸a˜o de q (ver Figura 2.6). Um alinhamento horizontal dentro dos
limites de confianc¸a de h revela um comportamento linear de αq = q(H + 1/2), o
que significa estarmos na presenc¸a de auto-similaridade ou de similaridade multifractal
trivial. Por outro lado a falta de alinhamento horizontal de h revela um comportamento
na˜o linear de αq mostrando estarmos na presenc¸a de similaridade multifractal (na˜o
trivial), como e´ o caso representado na Figura 2.6.
2.4 Modelos de tra´fego
Ao longo dos anos foram va´rios os modelos de tra´fego sugeridos para diferentes
aplicac¸o˜es: processos de renovamento, Markovianos, flu´ıdos, auto-regressivos, TES,
autosimilares e multifractais [JMW96, ABF+02]. Nesta secc¸a˜o sera´ feita uma breve
descric¸a˜o de cada um destes tipos de modelos.
2.4.1 Processos de renovamento
Os modelos de tra´fego com base em processos de renovamento sa˜o os mais antigos.
Num processo de renovamento os intervalos entre chegadas sa˜o independentes e iden-
ticamente distribu´ıdos segundo uma distribuic¸a˜o geral. Estes modelos, apesar da sua
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Figura 2.6: Exemplo de um diagrama linear multiescalar, que revela existeˆncia de similaridade mul-
tifractal (na˜o trivial).
simplicidade anal´ıtica, possuem como grande desvantagem o facto de na˜o conseguirem
capturar a correlac¸a˜o entre chegadas. Os principais processos de renovamento usados
como modelos de tra´fego sa˜o os processos de Poisson, os processos de Bernoulli e os
processos de renovamento do tipo fase.
Os processos de Poisson sa˜o os modelos de tra´fego mais antigos, e surgiram no in´ıcio
da rede telefo´nica propostos por A. K. Erlang para modelar chegadas de chamadas
telefo´nicas. Um processo de Poisson com taxa λ > 0 pode ser definido como um
processo de contagem {N(t), t ≥ 0} em que N(0) = 0, o nu´mero de chegadas em
intervalos de tempo disjuntos sa˜o independentes e o nu´mero de chegadas em qualquer
intervalo de comprimento t segue uma distribuic¸a˜o de Poisson com me´dia λ, isto e´
P{N(t) = n} =
(λt)n
n!
e−λt, n = 0, 1, 2, . . . . (2.33)
Num processo de Poisson os intervalos entre chegadas (An) sa˜o independentes e iden-
ticamente distribu´ıdos segundo uma distribuic¸a˜o exponencial, isto e´
P{An ≤ t} = 1− e
−λt. (2.34)
Esta classe de processos possui duas caracter´ısticas importantes: (i) a sobreposic¸a˜o de
processos de Poisson independentes resulta tambe´m num processo de Poisson cuja taxa
de chegadas e´ a soma das taxas dos processos sobrepostos e (ii) sendo um processo de
renovamento e´ um processo sem memo´ria. Estas caracter´ısticas simplificam a ana´lise
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dos sistemas de filas de espera cujas chegadas sejam de Poisson, de que sa˜o exemplos
os sistemas M/M/m, M/M/m/m e M/G/1.
Os processos de Bernoulli sa˜o a versa˜o discreta dos processos de Poisson: em cada
intervalo de tempo ocorre uma chegada de acordo com uma distribuic¸a˜o de Bernoulli
(com probabilidade p) o que resulta em intervalos entre chegadas geometricamente
distribu´ıdas, ou seja,
P{An = j} = p(1− p)
j, j ∈ IN+0 . (2.35)
O nu´mero de chegadas num determinado intervalo k segue uma distribuic¸a˜o binomial:
P{Nk = n} = C
k
np
n(1− p)k−n, 0 ≤ n ≤ k. (2.36)
Num processo de renovamento do tipo fase o intervalo entre chegadas An e´ definido
como sendo o tempo que um processo de Markov em tempo cont´ınuo (com um nu´mero
de estados finito) demora ate´ chegar a um estado absorvente. Apo´s a absorc¸a˜o o
processo de Markov e´ reinicializado segundo uma determinada distribuic¸a˜o e repetido
o processo de modo a obter An+1, o qual e´ independente de An. Assim, o processo
dos intervalos entre chegadas tera´ uma distribuic¸a˜o definida por uma soma pesada de
exponenciais. Em relac¸a˜o aos processos de Poisson, os processos do tipo fase teˆm a
vantagem de conseguir aproximar qualquer distribuic¸a˜o dos intervalos de tempo entre
chegadas.
2.4.2 Modelos Markovianos
Uma outra classe de modelos sa˜o os modelos Markovianos. Ao contra´rio dos processos
de renovamento estes processos conseguem introduzir dependeˆncia entre as chegadas.
Em consequeˆncia deste facto, estes modelos conseguem capturar as caracter´ısticas de
chegadas em rajada do tra´fego, pois possuem autocorrelac¸a˜o na˜o nula.
O modelos Markovianos sa˜o caracterizados por um processo de Markov com va´rios
estados, tambe´m designado de cadeia de Markov. A transic¸a˜o entre estados e´ feita de
acordo com uma probabilidade que depende apenas do estado de origem e do estado
de destino. Estes processos podem ser definidos em tempo discreto ou cont´ınuo. No
caso dos modelos Markovianos em tempo discreto, o tempo de permaneˆncia em cada
estado segue uma distribuic¸a˜o geome´trica com um paraˆmetro que depende apenas do
estado. Num modelo de Markov simples, cada transic¸a˜o entre estados sinaliza uma
chegada, resultando assim em chegadas com intervalos geometricamente distribu´ıdos.
No caso de um processo de Markov em tempo cont´ınuo o tempo de permaneˆncia num
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estado segue uma distribuic¸a˜o exponencial. Para um processo simples de Markov em
tempo cont´ınuo, onde cada transic¸a˜o do processo sinaliza uma chegada, o intervalo
entre chegadas e´ exponencial com paraˆmetros que dependem apenas do estado de onde
ocorreu a transic¸a˜o.
Um processo Markoviano de renovamento e´ uma generalizac¸a˜o de um processo de
Markov, onde o tempo de permaneˆncia em cada estado segue uma distribuic¸a˜o gene´rica
cujos paraˆmetros sa˜o dependentes do estado da cadeia de Markov subjacente.
Uma das subclasses dos modelos Markovianos mais versa´teis, e por isso mais usadas
e estudas, sa˜o os processos de chegadas Markovianos (MAPs) os quais gozam de grande
facilidade de tratamento anal´ıtico [LMHN90]. Num MAP os intervalos entre chegadas
sa˜o um processo de renovamento onde as chegadas ocorrem quando o processo atinge
um estado absorvente. No entanto ao contra´rio dos processos de renovamento do tipo
fase a distribuic¸a˜o usada para reinicializar o processo passa a ser dependente do estado
de onde o processo transitou para o estado absorvente, deixando de ser uma distribuic¸a˜o
u´nica. Este modelo possui a propriedade de que a sobreposic¸a˜o de MAPs resulta ainda
num MAP. Esta propriedade facilita o estudo da multiplexagem estat´ıstica de va´rias
fontes MAP numa fila de espera.
Uma generalizac¸a˜o do MAP simples e´ o processo de Markov com chegadas em rajada
(BMAP), o qual foi apresentado em [Luc93]. O BMAP e´ um processo ideˆntico ao MAP
mas onde as chegadas podem ocorrer em rajada, isto e´, podem existir va´rias chegadas
no mesmo instante de tempo. Tambe´m os BMAPs sa˜o fechados quanto a` sobreposic¸a˜o
de processos, ou seja, o processo resultante da sobreposic¸a˜o de dois BMAPs e´ tambe´m
um BMAP. No cap´ıtulo 4 sera´ apresentada a formalizac¸a˜o matema´tica desta classe de
modelos.
2.4.3 Processos modulados a` Markov
Os processos modulados a` Markov sa˜o talvez a classe de modelos de tra´fego mais estu-
dada. Nestes modelos existe um processo de Markov subjacente que evolui no tempo
e cujo estado actual modula as caracter´ısticas estat´ısticas das chegadas. Enquanto a
cadeia de Markov subjacente estiver num determinado estado as chegadas ocorrem se-
gundo determinada regra; quando o processo Markoviano comuta para um novo estado
as chegadas passam a ocorrer de acordo com uma regra definida pelo novo estado.
Talvez uma das mais importantes classes de modelos de tra´fego seja a dos processos
de Poisson modulados a` Markov, tambe´m chamados de MMPP. Parte dos modelos
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propostos neste Tese pertencem a esta classe. Num MMPP, as chegadas ocorrem, em
cada estado, segundo um processo de Poisson com uma taxa que pode ser diferente para
cada estado da cadeia de Markov subjacente. Um MMPP e´ completamente descrito
por duas matrizes, uma que define as taxas de chegadas nos estados e outra que, no
caso de um MMPP em tempo discreto, e´ uma matriz de probabilidades de transic¸a˜o e,
no caso de um MMPP em tempo cont´ınuo, e´ uma matriz de taxas de transic¸a˜o entre
estados. No cap´ıtulo 3 sera´ feita uma apresentac¸a˜o dos modelos baseados em MMPPs
existentes na literatura bem como a formalizac¸a˜o matema´tica desta classe de modelos.
2.4.4 Modelos de flu´ıdos
Os modelos de flu´ıdos na˜o tentam modelar as chegadas individuais mas descrevem o
tra´fego como um flu´ıdo caracterizado apenas por uma taxa de chegadas. O modelo
de flu´ıdos caracteriza-se pela sua simplicidade, o que e´ uma vantagem no que respeita
a` infereˆncia e ana´lise matema´tica do mesmo, mas torna-se uma desvantagem quando
se pretende modelar caracter´ısticas do tra´fego que va˜o ale´m do volume de tra´fego e
durac¸a˜o dos per´ıodos de actividade.
2.4.5 Modelos auto-regressivos
Os modelos auto-regressivos definem um novo elemento de uma sequeˆncia aleato´ria
em func¸a˜o dos valores anteriores dessa mesma sequeˆncia que estejam dentro de uma
determinada janela temporal. Podem identificar-se treˆs classes de modelos auto-
regressivos: lineares auto-regressivos (AR), auto-regressivos de me´dia mo´vel (ARMA)
e auto-regressivos de me´dia mo´vel integrados (ARIMA).
Nos modelos auto-regressivos lineares de ordem p [BJ76], AR(p), a sequeˆncia de
tra´fego {Xn, n > 0} e´ constru´ıda iterativamente atrave´s de
Xn = a0 +
p∑
r=1
arXn−r + n, n > 0 (2.37)
onde ar, 0 ≤ r ≤ p, sa˜o constantes reais e n representa ru´ıdo branco. Usando o
operador Br definido como Xn−r = B
rXn o processo AR(p) pode ser descrito como
a(B)Xn = n (2.38)




r. A sequeˆncia {Xn} sera´ estaciona´ria se o polino´mio a(B)
tiver os seus zeros dentro do circulo unita´rio. Um modelo simples do tipo AR(2) tem
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sido usado para modelar v´ıdeo codificado com ritmo de bits varia´vel (VBR) [HTL92].
Os modelos auto-regressivos sa˜o tipicamente usados para ajustar a func¸a˜o de autoco-
variaˆncia na˜o sendo em regra capazes de ajustar a distribuic¸a˜o marginal emp´ırica.
Um modelo auto-regressivo de me´dia mo´vel de ordem (p, q), ARMA(p, q), e´ cons-
tru´ıdo adicionando a um modelo AR uma componente de me´dias mo´veis [Ada97]. Um
modelo ARMA(p, q) tem a seguinte forma






brn−r, n > 0 (2.39)
onde ar, 0 ≤ r ≤ p, e br, 0 ≤ r ≤ q, sa˜o constantes reais do modelo e r representa
ru´ıdo branco. A expressa˜o (2.39) pode ser igualmente representada como
a(B)Xn = b(B)n (2.40)








r. No modelo ARMA, a componente
adicional permite um melhor ajuste da func¸a˜o de autocorrelac¸a˜o. A estimac¸a˜o dos
paraˆmetros do modelo ARMA e´ mais complexa do que no modelo AR, pois as com-
ponentes br, r = 1, ..., q teˆm de ser estimadas recorrendo a um sistema de equac¸o˜es
na˜o-linear.
O modelo auto-regressivo de me´dia mo´vel integrado de ordem (p, d, q),
ARIMA(p, d, q), e´ obtido a partir do modelo ARMA(p, q) permitindo que o po-
lino´mio a(B) tenha d ra´ızes iguais a` unidade e as restantes ra´ızes fora do c´ırculo
unita´rio. O modelo ARIMA(p, d, q) tem a seguinte forma
a(B)∇dXn = b(B)n (2.41)
onde ∇ e´ um operador diferenc¸a definido por ∇Xn = Xn −Xn−1 e ∇
d = (1− B)d. O
modelo ARIMA e´ utilizado para modelar tra´fego na˜o estaciona´rio.
2.4.6 Modelos TES
Os modelos TES, cujo designac¸a˜o adve´m das treˆs operac¸o˜es efectuadas aos dados
(transformac¸a˜o, expansa˜o e amostragem), permitem o ajuste simultaˆneo da distri-
buic¸a˜o emp´ırica e da func¸a˜o de autocovariaˆncia ate´ um deslocamento temporal razoa´vel
[MS92, JM92a, JM92b].
Existem duas variantes dos processos TES, TES+ e TES−, os quais possuem respec-
tivamente autocorrelac¸a˜o positiva e negativa. Os modelos TES resultam da conjugac¸a˜o
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de dois processos estoca´sticos, uma sequeˆncia de background e uma sequeˆncia de fore-
ground. A sequeˆncia de background do TES+ tem a forma
U+n =
{
U0, n = 0
< U+n−1 + Vn >, n > 0
(2.42)
e a sequeˆncia de background do TES− tem a forma
U−n =
{
U+n , n par
1− U+n , n ı´mpar
(2.43)
onde U0 e´ uma varia´vel uniformemente distribu´ıda entre 0 e 1, {Vn, n = 1, ...,∞}
e´ uma sequeˆncia de varia´veis aleato´rias independentes e identicamente distribu´ıdas,
independente de U0 e chamada de sequeˆncia de inovac¸a˜o, e a operac¸a˜o < x > representa








onde D representa uma func¸a˜o de distorc¸a˜o. O processo de infereˆncia do modelo TES
recorre a uma distorc¸a˜o D de dois n´ıveis definida por
D(x) = F−1(Sξ(x)), x ∈ [0, 1] (2.46)




y/ξ, 0 ≤ y < ξ
(1− y)/(1− ξ), ξ ≤ y < 1
(2.47)
que preserva a uniformidade. Para 0 < ξ < 1 o efeito da func¸a˜o Sξ e´ fazer com que as
realizac¸o˜es do processo TES de background tenham uma apareˆncia mais cont´ınua.
Uma vantagem importante da metodologia TES, que tambe´m e´ perseguida nesta
Tese, e´ o desacoplamento entre o ajuste da distribuic¸a˜o emp´ırica e da autocorrelac¸a˜o
emp´ırica. O ajuste da distribuic¸a˜o emp´ırica esta´ garantido a` partida. O ajuste da
autocorrelac¸a˜o emp´ırica e´ baseado numa procura heur´ıstica dos pares (ξ, fV ) onde fV
representa a func¸a˜o densidade da sequeˆncia de inovac¸a˜o.
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2.4.7 Modelos auto-similares
Englobam-se nesta classe os processos que possuem intrinsecamente caracter´ısticas
auto-similares, de que sa˜o exemplos o movimento browniano fracciona´rio (fBm) [MN68]
e os processos ARIMA fracciona´rios. Estes modelos conseguem modelar a auto-
similaridade e a me´dia do tra´fego, mas sa˜o incapazes de capturar outras caracter´ısticas
importantes do tra´fego, nomeadamente a distribuic¸a˜o e a func¸a˜o de autocovariaˆncia.
O movimento Browniano simples e´ um processo estoca´stico {B(t), t > 0} onde os
incrementos B(t+ δ)−B(t) teˆm uma distribuic¸a˜o normal com me´dia zero e variaˆncia
σ2δ e os incrementos em intervalos de tempo disjuntos sa˜o independentes. O movimento
Browniano fracciona´rio e´ um processo auto-similar com paraˆmetro de HurstH ∈ [0.5, 1[
e difere do movimento Browniano simples por ter incrementos com variaˆncia σ2δ2H .
O fBm, {fB(t), t > 0}, pode ser deduzido a partir do movimento Browniano simples





A sequeˆncia de incrementos e´ chamada de ru´ıdo Gaussiano fracciona´rio.
Os processos ARIMA fracciona´rios, F-ARIMA(p, d, q), com 0 < d < 1/2 sa˜o uma
extensa˜o dos modelos ARIMA(p, d, q) e sa˜o definidos por
a(B)∇dXn = b(B)n (2.49)
onde d toma valores entre 0 e 1/2, B e´ um operador definido por BXn = Xn−1,








r. O que diferencia os processos ARIMA e
F-ARIMA, e´ que num processo F-ARIMA o operador ∇d = (1 − B)d e´ descrito por






onde Cdk = d!/k!(d− k)!. O paraˆmetro de Hurst de um modelo F-ARIMA e´ dado por
H = d+ 1/2.
2.4.8 Modelos multifractais
Os primeiros processos multifractais conhecidos foram as chamadas cascatas multi-
plicativas [FGW98, Rie02] e continuam a ser a classe de modelos multifractais mais
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divulgada. A cascata mais simples e´ a chamada de cascata binomial que surgiu no con-
texto da modelac¸a˜o de processos financeiros [FCM97, Rie02]. Esta pode ser descrita por
uma estrutura bina´ria em a´rvore. Uma cascata binomial pode ser determin´ıstica, caso
na˜o exista nenhuma componente aleato´ria no seu processo de construc¸a˜o, ou aleato´ria.
O modelo mais gene´rico de cascatas aleato´rias foi proposto por Mandelbrot [Man74]
como um modelo para a turbuleˆncia. Uma cascata aleato´ria e´ caracterizada por uma
massa inicial, uniformemente distribu´ıda ao longo de um intervalo de tempo, o qual e´
subdividido em dois (ou mais) subintervalos ideˆnticos e onde a massa e´ aleatoriamente
atribu´ıda a cada um desses subintervalos, de acordo com uma varia´vel aleato´ria W
chamada de gerador. No caso de um processo de tra´fego a massa pode ser interpre-
tada como sendo o nu´mero de chegadas (pacotes ou bytes) num determinado intervalo
de tempo. Seja Wi,j, i = 1, ..., Nj, j = S, ..., 1, uma varia´vel aleato´ria independente,
com a mesma distribuic¸a˜o de W , que redistribui a massa da escala temporal j para
o intervalo de tempo i (o qual pertence a` escala temporal seguinte j − 1). A cons-
truc¸a˜o do processo de tra´fego comec¸a na escala de tempo superior S com uma massa
inicial M distribu´ıda uniformemente ao longo de um intervalo de tempo unita´rio. Esta
discussa˜o sera´ restrita ao caso em que cada intervalo (pai) e´ subdividido em dois su-
bintervalos (filhos). Na primeira iterac¸a˜o, e´ produzida uma escala mais fina (S − 1)
dividindo o intervalo em dois subintervalos de comprimento 1/2, e e´ atribu´ıda uma
massa MW1,S−1 ao subintervalo da esquerda e uma massa MW2,S−1 ao subintervalo
da direita. Na segunda iterac¸a˜o e´ produzida a escala temporal S− 2 a partir da escala
temporal S − 1, em que cada um dos intervalos anteriores gera novos subintervalos,
um a` esquerda e outro a` direita, dando origem a quatro subintervalos de comprimento
1/4 com massas MW1,S−1W1,S−2, MW1,S−1W2,S−2, MW2,S−1W3,S−2 e MW2,S−1W4,S−2,
respectivamente. Repetindo este processo iterativamente, a massa do intervalo pai i
da escala temporal j e´ redistribu´ıda pelos subintervalos 2i− 1 e 2i da escala j− 1 com
pesos W2i−1,j−1 e W2i,j−1, respectivamente. De referir que o modo como a massa e´ re-
distribu´ıda e´ independente da quantidade de massa, poisWi,j e´ independente da massa.
A construc¸a˜o do processo esta´ ilustrado na Figura 2.7. Combinando este processo com
o movimento Browniano fracciona´rio e´ poss´ıvel definir uma nova classe de modelos de-
signada por movimento Browniano fracciona´rio em tempo multifractal [VR97]. Riedi
et al. [RCRB99] propuseram um modelo multifractal com base em onduletas (MWM),
onde utilizam as onduletas de Haar e uma estrutura multiplicativa aplicada aos coefi-
cientes da onduleta. Mais recentemente foi apresentado um modelo que combina uma
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Figura 2.7: Representac¸a˜o da evoluc¸a˜o de uma cascata aleato´ria.
cascata multiplicativa com um processo log-normal independente [DMM02]. Todos es-
tes modelos conseguem capturar em parte ou totalmente as caracter´ısticas multifractais
do tra´fego.
Feldmann et al. [FGW98] propuseram o uso de cascatas conservativas como um
modelo para tra´fego IP. Nas cascatas conservativas, o geradorW toma valores entre 0 e
1, tem me´dia 1/2 e e´ sime´trico em relac¸a˜o a` me´dia. Ale´m disso, a massa e´ redistribu´ıda
de tal modo que o total de massa atribu´ıdo aos subintervalos filhos da esquerda e da
direita e´ igual a` massa do intervalo pai. Assim, a massa e´ preservada durante o processo
de divisa˜o: se a massa do i-e´simo intervalo pai for M , a massa do intervalo filho da
esquerda sera´MW2i−1,j−1 e a massa do intervalo filho da direita sera´M(1−W2i−1,j−1).
Como resultado, a massa em todas as escalas sera´ exactamenteM , se a massa inicial for
M . Esta e´ a chamada propriedade de preservac¸a˜o de massa. De referir, que e´ poss´ıvel o
uso de diferentes geradores para cada escala temporal, levando assim ao aparecimento
de caracter´ısticas multiescalares.
Foi ainda proposto um modelo baseado em cascatas duplas independentes, em que
uma cascata modela as chegadas dos pacotes e a outra modela os tamanhos dos pacotes
[GR01, SNV03b].
2.5 Conclusa˜o
Neste cap´ıtulo foi feita uma descric¸a˜o do estado da arte da modelac¸a˜o de tra´fego em
redes de comunicac¸o˜es.
Foram apresentados os conceitos e definic¸o˜es matema´ticas das caracter´ısticas de
similaridade escalar do tra´fego: auto-similaridade, dependeˆncia longa e multifractali-
dade. Foram tambe´m descritos os modelos de tra´fego mais importantes propostos na
literatura.
A modelac¸a˜o das caracter´ısticas de similaridade escalar na˜o esta´ restrita aos pro-
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cessos que as possuem de forma intr´ınseca, como por exemplo o movimento Browniano
fracciona´rio para o caso da auto-similaridade. Modelos mais cla´ssicos, como por exem-
plo os Markovianos, podem fornecer boas aproximac¸o˜es e apresentam como vantagem a
existeˆncia de um leque de resultados teo´ricos que facilitam a ana´lise do comportamento
em fila de espera e o ca´lculo da largura de banda efectiva. Ale´m disso, estes mode-
los permitem incorporar outras caracter´ısticas estat´ısticas relevantes do tra´fego que,
em geral, na˜o sa˜o inteiramente capturadas pelos processos intrinsecamente invariantes
quanto a` escala (por exemplo as estat´ısticas de primeira e segunda ordem).
Neste cap´ıtulo foram ainda apresentados alguns me´todos de identificac¸a˜o e quanti-
ficac¸a˜o dos comportamentos de similaridade escalar, que sera˜o utilizados ao longo da
Tese, quer na caracterizac¸a˜o das capturas usadas, quer na aferic¸a˜o da capacidade dos
modelos propostos para capturarem e replicarem estas caracter´ısticas.
A importaˆncia de modelar as caracter´ısticas de similaridade escalar do tra´fego a par
com a escassez de modelos suficientemente flex´ıveis que permitam capturar, na˜o apenas
estas caracter´ısticas, mas tambe´m outras com impacto significativo no desempenho da




Modelos Markovianos para o
processo de chegadas de pacotes
3.1 Introduc¸a˜o
Neste cap´ıtulo sera´ apresentado um novo modelo de tra´fego e respectivo processo de in-
fereˆncia de paraˆmetros. O modelo proposto e´ um processo de Poisson modulado a` Mar-
kov em tempo discreto (dMMPP) com um procedimento de infereˆncia de paraˆmetros
que se pretende versa´til no que respeita ao tipo de tra´fego que consegue modelar.
Um modelo de tra´fego so´ esta´ completo quando existe um procedimento de in-
fereˆncia de paraˆmetros associado a` estrutura matema´tica do modelo. No caso dos
MMPPs a complexidade do procedimento de infereˆncia de paraˆmetros esta´ ligada ao
nu´mero de estados do MMPP ao qual se pretende ajustar o tra´fego. A maior parte
dos procedimentos de infereˆncia de paraˆmetros de MMPPs dispon´ıveis na literatura
aplica-se apenas a modelos que tenham por base uma cadeia de Markov com apenas
2 estados (2-MMPP) [HL86, GR94, KS95, MH87, NP98]. Apesar dos 2-MMPPs con-
seguirem capturar as caracter´ısticas fundamentais de algumas fontes de tra´fego (por
exemplo, tra´fego de voz), o nu´mero de estados em geral na˜o e´ suficiente para permitir
um bom ajuste da distribuic¸a˜o marginal quando o tra´fego exibe uma variabilidade ao
longo de uma extensa gama de valores de ritmos de chegada. Skelly et al. [SSD93]
propuseram um me´todo para a estimac¸a˜o dos paraˆmetros de um MMPP gene´rico que
apenas ajusta as estat´ısticas de primeira ordem. Os ritmos de chegada de Poisson sa˜o
inferidos a partir da func¸a˜o marginal emp´ırica e as taxas de transic¸a˜o entre estados
sa˜o inferidas fazendo a contagem das transic¸o˜es ao longo da sequeˆncia emp´ırica do
nu´mero de chegadas. Uma limitac¸a˜o deste me´todo e´ a necessidade de pre´-definir o
31
Modelac¸a˜o de tra´fego em redes de telecomunicac¸o˜es: modelos Markovianos e baseados em sistemas de Lindenmayer
nu´mero de estados do MMPP, pois o nu´mero de estados esta´ relacionado com a re-
soluc¸a˜o usada na construc¸a˜o da func¸a˜o de distribuic¸a˜o emp´ırica. No final obteˆm-se
ritmos de chegada de Poisson igualmente espac¸ados, resultando num procedimento que
na˜o e´ adapta´vel a`s caracter´ısticas particulares do tra´fego que se pretende modelar. O
trabalho de Li e Hwang [LH97], foi um passo em frente no ajuste dos paraˆmetros de
um MMPP. Apesar do procedimento se aplicar a um caso particular de MMPPs, os
CMPPs (processo de Poisson modulado por uma cadeia de Markov circulante), per-
mite o ajuste da distribuic¸a˜o marginal e da func¸a˜o de autocovariaˆncia. Num CMPP
as probabilidades em regime estaciona´rio sa˜o ideˆnticas para todos os estados do mo-
delo. A estrutura do CMPP permite ultrapassar o problema usualmente chamado de
inversa˜o dos valores pro´prios, o qual esta´ associado a` necessidade de inverter a expo-
nencial da matriz que define as taxas de transic¸a˜o dos estados da cadeia de Markov de
modo a obter os elementos desta matriz a partir da func¸a˜o de autocovariaˆncia. Este
procedimento permite capturar as componentes pseudo-perio´dicas presentes nos dados,
ja´ que a matriz das taxas de transic¸a˜o entre estados de um CMPP pode ter valores
pro´prios complexos. No entanto, este procedimento possui uma reduzida flexibilidade
no ajuste da distribuic¸a˜o marginal dos ritmos de chegada, porque os estados do CMPP
sa˜o equiprova´veis. Em particular, com este procedimento e´ dif´ıcil capturar rajadas de
chegadas que ocorram com uma baixa probabilidade. Estas chegadas em rajada podem
afectar significativamente o comportamento do tra´fego na passagem por uma fila de
espera. No procedimento proposto em [LH97] a precisa˜o do ajuste da distribuic¸a˜o mar-
ginal apenas pode ser melhorada a` custa do aumento do nu´mero de estados do CMPP.
Andersen e Nielsen [AN98] usam a sobreposic¸a˜o de 2-MMPPs de modo a modelar as
diferentes escalas temporais da autocovariaˆncia. Cada uma dessas escalas temporais e´
ajustada por uma func¸a˜o exponencial, usando um procedimento semelhante ao usado
em [FW97]. O procedimento de Andersen e Nielsen tem duas grandes desvantagens; (i)
as escalas temporais sa˜o definidas a` partida e (ii) o ajuste das estat´ısticas de primeira
ordem e´ pobre, ja´ que apenas a me´dia e´ ajustada.
O modelo e respectivo procedimento de infereˆncia de paraˆmetros propostos neste
cap´ıtulo da Tese foram desenvolvidos com o objectivo de conseguir modelar de forma
precisa as estat´ısticas de primeira e de segunda ordem do tra´fego, e consequentemente a
memo´ria longa do processo (caso exista). O modelo proposto e´ obtido por sobreposic¸a˜o
de L 2-dMMPPs e de um M -dMMPP sem memo´ria, sendo por isso designado de
M2L-dMMPP. Os 2-dMMPP modelam a func¸a˜o de autocovariaˆncia e o M -dMMPP
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modela a func¸a˜o massa de probabilidade, tomando em conta as restric¸o˜es impostas pela
modelac¸a˜o da autocovariaˆncia. Uma caracter´ıstica importante deste modelo e´ o facto
de o nu´mero de estados do dMMPP na˜o ser fixado a` priori, permitindo uma adaptac¸a˜o
ao tipo de tra´fego que se esta´ a caracterizar.
Este capitulo esta´ organizado do seguinte modo. Na secc¸a˜o 3.2 faz-se uma in-
troduc¸a˜o aos processos de Poisson modulados a` Markov. Na secc¸a˜o 3.3 e´ apresentado
em pormenor o modelo M2L-dMMPP e o respectivo procedimento de infereˆncia de
paraˆmetros. Na secc¸a˜o 3.4 sa˜o apresentados e discutidos os resultados da aplicac¸a˜o do
modelo proposto a tra´fego real. Finalmente na secc¸a˜o 3.5 sa˜o apresentadas algumas
concluso˜es.
3.2 Processos de Poisson modulados a` Markov em
tempo discreto (dMMPP)
Um processo de Poisson modulado a` Markov em tempo discreto (dMMPP) pode ser
visto como um passeio aleato´rio Markoviano cujos incrementos em cada instante teˆm
uma distribuic¸a˜o de Poisson com uma me´dia que depende do estado da cadeia de
Markov moduladora. Mais precisamente, a cadeia de Markov (homoge´nea) (X, J) =
{(Xk, Jk), k = 0, 1, . . .} com um espac¸o de estados IN0 × S e´ um dMPPP se e so´ se
para k = 0, 1, . . .,
P (Xk+1 = m, Jk+1 = j|Xk = n, Jk = i) =

0, m < npij e−λi λm−ni(m−n)! , m ≥ n (3.1)
para todo m,n ∈ IN0 e i, j ∈ S, em que λi, i ∈ S, e´ constante real e na˜o-negativo,
e P = (pij) e´ uma matriz estoca´stica irredut´ıvel. De referir que a distribuic¸a˜o de
Xk+1 − Xk dado que Jk = j e´ de Poisson com me´dia λj, sendo que λj representa
o incremento me´dio do processo X quando a cadeia de Markov moduladora esta´ no
estado j. O dMMPP e´ um caso particular de um dBMAP (processo em tempo discreto
de chegadas Markovianas em rajada). Num dBMAP a distribuic¸a˜o dos incrementos do
processo em cada instante de tempo pode depender do estado visitado no instante de
tempo anterior, para ale´m de depender do estado actual. O dBMAP sera´ descrito em
mais pormenor no cap´ıtulo 4.
Sempre que (3.1) se verificar, diz-se que (X, J) e´ um dMPPP com um conjunto de
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estados moduladores S e com paraˆmetros (matrizes) P e Λ, e pode-se escrever
(X, J) ∼ dMMPPS(P,Λ) (3.2)
onde Λ = (λij) = (λiδij), δij = 1 quando i = j e δij = 0 quando i 6= j. A matriz
P e´ a matriz das probabilidades de transic¸a˜o entre os estados da cadeia de Markov
moduladora J , e Λ e´ a matriz de taxas de chegada de Poisson. Se S for constitu´ıdo
por r estados, diz-se que (X, J) e´ um dMMPP de ordem r (r-dMMPP). Quando, em




p11 p12 . . . p1r
p21 p22 . . . p2r
. . . . . . . . . . . .
pr1 pr2 . . . prr

 e Λ =


λ1 0 . . . 0
0 λ2 . . . 0
. . . . . . . . . . . .
0 0 . . . λr

 (3.3)
e escreve-se simplesmente que (X, J) ∼ dMMPPr(P,Λ).
A distribuic¸a˜o estaciona´ria de J e´ designada por pi = [pi1, pi2, . . . , pir], e verificam-se
a seguintes condic¸o˜es:
e (P− I) = 0 (3.4)∑
i
pii = 1 (3.5)
onde I designa a matriz identidade de dimensa˜o r × r, e e e´ um vector coluna de
comprimento r com todos os elementos iguais a 1.
Consideremos a sobreposic¸a˜o de N MMPPs, (X(i), J (i)) ∼ dMMPPri(P
(i),Λ(i)), i =









S = {1, . . . , r1} × {1, . . . , r2} × . . .× {1, . . . , rN} (3.7)
P = P(1) ⊗P(2) ⊗ . . .⊗P(N) (3.8)
Λ = Λ(1) ⊕Λ(2) ⊕ . . .⊕Λ(N) (3.9)
em que ⊕ e ⊗ designam respectivamente a soma e o produto de Kronecker.
Na Figura 3.1 esta´ ilustrado o exemplo da sobreposic¸a˜o de dois 2-dMMPPs. Os
2-dMMPPs usados no exemplo teˆm as matrizes de taxas de Poisson
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Desta sobreposic¸a˜o resulta um 4-dMMPP, cujas taxas de Poisson resultam da soma
das taxas dos estados dos 2-dMMPPs e as probabilidades de transic¸a˜o resultam da
multiplicac¸a˜o das probabilidades de transic¸a˜o dos 2-dMMPPs. As matrizes que des-
crevem as taxas de Poisson e as probabilidades de transic¸a˜o de estados do 4-dMMPP
resultante podem ser obtidas pela soma e produto de Kronecker, i.e,
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3.3 Modelo M2L-dMMPP
3.3.1 Descric¸a˜o
O modelo proposto nesta Tese tera´ como base a sobreposic¸a˜o de L 2-dMMPPs inde-
pendentes
(X(l), J (l)) ∼ dMMPP2(P
(l),Λ(l)), l = 1, 2, . . . , L (3.14)
e um M -dMMPP
(X(L+1), J (L+1)) ∼ dMMPPM(P
(L+1),Λ(L+1)). (3.15)




























21 < 1. Considera-se tambe´m que J
(1), J (2), . . . , J (L+1) sa˜o
cadeias ergo´dicas em regime estaciona´rio. Para l = 1, 2, . . . , L a distribuic¸a˜o esta-








. De modo semelhante a distribuic¸a˜o




2 . . . pi
(L+1)
M ].









S = {1, 2}L × {1, 2, . . . ,M} (3.18)
P = P(1) ⊗P(2) ⊗ . . .⊗P(L+1) (3.19)
Λ = Λ(1) ⊕Λ(2) ⊕ . . .⊕Λ(L+1) (3.20)
De notar que a cadeia de Markov J esta´ tambe´m em regime estaciona´rio. (X, J) sera´
referido como sendo o processo M2L-dMMPP. A sobreposic¸a˜o de um M -dMMPP e L
2-dMMPPs esta´ ilustrada na Figura 3.2.
No procedimento de infereˆncia proposto os valores de L e M na˜o sa˜o fixados a
priori, antes sendo determinados como parte do pro´prio procedimento. No entanto,
na descric¸a˜o que se segue sera˜o considerados como fixos, sem perda de generalidade.
Neste procedimento de infereˆncia pretende-se que, relativamente aos incrementos do
processo de chegadas (X), os L 2-dMMPPs descrevam a func¸a˜o de autocovariaˆncia e
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Figura 3.2: Sobreposic¸a˜o de um modelo M -dMMPP e L modelos 2-dMMPP.
o M -dMMPP descreva a distribuic¸a˜o, tendo em conta a contribuic¸a˜o devida a`s distri-
buic¸o˜es dos L 2-dMMPP. De modo a facilitar a descric¸a˜o do procedimento de infereˆncia
e´ conveniente definir o processo de incrementos associado a X(1), X(2), . . . , X(L+1), e a







k , l = 1, 2, . . . , L+ 1 (3.21)
e
Yk = Xk+1 −Xk (3.22)
para k = 0, 1, . . .. De notar que Yk e´ o nu´mero (total) de chegadas no intervalo de
amostragem k e Y
(l)







k , k = 0, 1, 2, . . . . (3.23)
Ale´m disso, Y (1), Y (2), . . . , Y (L+1), e Y , sa˜o sequeˆncias estaciona´rias.
Designaremos as func¸o˜es de probabilidade (marginal) dos processos Y (1),
Y (2), . . . , Y (L+1), e Y , respectivamente por {fl(k), k = 0, 1, 2, . . .} e {f(k), k =
0, 1, 2, . . .}, e designaremos tambe´m a func¸a˜o de probabilidade de uma varia´vel





, k = 0, 1, 2, . . . . (3.24)
Para l = 1, 2 . . . , L, a distribuic¸a˜o marginal de Y (l) (isto e´ a distribuic¸a˜o de Y
(l)
k , para









2 , respectivamente. As func¸o˜es de probabilidade de Y
(l), l = 1, 2, . . . , L,







(k), k = 0, 1, 2, . . . (3.25)
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e as func¸o˜es de autocovariaˆncia por
γ
(l)
















ekcl , k = 1, 2, . . . (3.26)




21). De notar que, em particular, as func¸o˜es de autocovariaˆncia
de Y (1), Y (2), . . . , Y (L) exibem um decaimento exponencial para zero.
Como se deseja que o processoM -dMMPP aproxime a distribuic¸a˜o dos incrementos
do processo de chegada sem contribuir para a func¸a˜o de autocovariaˆncia dos incremen-
tos do processo M2L-dMMPP, a cadeia de Markov J (L+1) na˜o deve possuir memo´ria.
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Esta soluc¸a˜o implica que Y (L+1) seja uma sequeˆncia de varia´veis aleato´rias indepen-
dentes e identicamente distribu´ıdas cuja distribuic¸a˜o e´ uma mistura de M varia´veis
aleato´rias de Poisson com me´dias λ
(L+1)
i e pesos pi
(L+1)
i , para i = 1, 2, . . . ,M . Em







(k), k = 0, 1, 2, . . . (3.28)








k ) = 0, k ≥ 1. (3.29)
De acordo com (3.23), a func¸a˜o de probabilidade de Y e´ dada por:
f(k) = (f1 ⊕ f2 ⊕ . . .⊕ fL+1) (k) (3.30)
onde ⊕ designa a convoluc¸a˜o de func¸o˜es de probabilidade. Y e´ uma sequeˆncia de
varia´veis aleato´rias com uma distribuic¸a˜o dada por uma soma pesada de varia´veis
aleato´rias de Poisson (note-se que a soma de misturas independentes de varia´veis de
Poisson e´ ainda uma mistura de varia´veis aleato´rias de Poisson), e a func¸a˜o de proba-
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Considerando ainda (3.23) e de acordo com (3.26) e (3.29), conclui-se que a func¸a˜o de
autocovariaˆncia de Y e´ dada por



























para k = 1, 2, . . ..
3.3.2 Procedimento de infereˆncia dos paraˆmetros
No que se segue, os processos Y (1), Y (2), . . . , Y (L) sera˜o referidos como os processos
2-dMMPP, e os processos Y (L+1) e Y sera˜o denominados, respectivamente, por processo
M -dMMPP e processo M2L-dMMPP.
O procedimento de infereˆncia dos paraˆmetros pode ser dividido em quatro passos:
(i) aproximac¸a˜o da autocovariaˆncia emp´ırica por uma soma pesada de exponenciais
e identificac¸a˜o das escalas temporais de interesse, (ii) infereˆncia da func¸a˜o de proba-
bilidade do processo M -dMMPP e ca´lculo dos paraˆmetros dos 2-dMMPPs, (iii) in-
fereˆncia das taxas de chegada de Poisson e probabilidades de transic¸a˜o entre estados
do M -dMMPP e (iv) ca´lculo dos paraˆmetros finais do modelo M2L-dMMPP. O dia-
grama de fluxos que ilustra o procedimento de infereˆncia do modelo esta´ representado
na Figura 3.3. Nas sub-secc¸o˜es seguintes estes passos sera˜o descritos em detalhe.
3.3.2.1 Aproximac¸a˜o da autocovariaˆncia e identificac¸a˜o das escalas tempo-
rais de interesse
A abordagem usada foi a de aproximar a autocovariaˆncia por um nu´mero elevado
de exponenciais (com paraˆmetros reais) e depois agregar aquelas que tivessem um
decaimento similar, ou seja, que possu´ıssem constantes de tempo dentro da mesma
escala temporal. Uma abordagem semelhante foi seguida em [YKT01, AN98, FW97].
Como primeiro passo, a autocovariaˆncia emp´ırica e´ aproximada por uma soma de
K exponenciais com pesos reais positivos e decaimentos reais negativos, usando para
o efeito o algoritmo modificado de Prony [OS95]. O valor de K pode ser determinado
recorrendo a um me´todo iterativo, onde progressivamente se aumenta o nu´mero de
exponenciais usadas na aproximac¸a˜o. K sera´ o nu´mero ma´ximo de exponenciais usadas
na aproximac¸a˜o para o qual o algoritmo modificado de Prony resulta em amplitudes e
constantes de tempo puramente reais. A aplicac¸a˜o do algoritmo de Prony tem como
resultado dois vectores,
39
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−bik, k = 1, 2, 3, .... (3.34)
Neste ponto e´ necessa´rio identificar as componentes da autocovariaˆncia que carac-
terizam as diferentes escalas temporais. Definem-se L escalas temporais diferentes,
nas quais os decaimentos (constantes de tempo das exponenciais) da autocovariaˆncia,
bi, i = 1, ..., K, esta˜o na mesma escala logar´ıtmica. Para explicar este procedimento
e´ u´til assumir que bj ≤ bj+1, 1 ≤ j ≤ K − 1. O valor de L e´ calculado usando o
seguinte procedimento iterativo. Comec¸ando com l = 1 e il = 1 calcula-se il+1 atrave´s
da seguinte expressa˜o
il+1 = min {K + 1, inf {j : il < j ≤ K ∧ dlog10 (bj)e > dlog10 (bj−1)e}} , (3.35)
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em que d. . .e representa o arredondamento para o inteiro imediatamente superior.
Se il+1 > K enta˜o faz-se L = l e o procedimento termina; caso contra´rio incrementa-
se l de uma unidade e repete-se o procedimento. De notar que, em particular















Para j = 1, 2, . . . , L, considera-se que os decaimentos desde bil ate´ bil+1−1 caracterizam
a mesma escala temporal. Enta˜o as nl = |il+1 − il| componentes sa˜o agregadas num










Estes paraˆmetros sa˜o usados para ajustar a func¸a˜o de autocovariaˆncia do processo







2 e βl = cl (3.39)









kβl , k = 1, 2, . . . . (3.40)
A Figura 3.4 mostra o resultado da identificac¸a˜o das escalas temporais da func¸a˜o de
autocovariaˆncia emp´ırica da captura Bellcore (descrita na secc¸a˜o A.3 do Apeˆndice A), e
a` qual foi aplicado o modelo descrito neste cap´ıtulo (ver secc¸a˜o 3.4). Foram identificadas
3 escalas temporais caracterizadas pelos decaimentos β1 = 3.14×10
−4, β2 = 1.33×10
−2
e β3 = 1.44× 10
−1.
3.3.2.2 Infereˆncia da func¸a˜o de probabilidade do M-dMMPP e ca´lculo dos
paraˆmetros dos L 2-dMMPPs
O pro´ximo passo e´ a infereˆncia da func¸a˜o massa de probabilidade (FMP) doM -dMMPP
a partir da FMP emp´ırica dos dados originais. A relac¸a˜o entre as func¸o˜es de probabi-
lidade dos processos 2-dMMPPs, M -dMMPP e M2L-dMMPP e´ definida por (3.30).
De modo a simplificar a desconvoluc¸a˜o de fL+1(k) e fl(k), l = 1, ..., L, considera-se
que a taxa de chegada de Poisson no primeiro estado de cada um dos L 2-dMMPPs e´
41
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Figura 3.4: Identificac¸a˜o das escalas temporais de interesse.
zero; ou seja, λ
(l)
1 = 0 e λ
(l)









, l = 1, 2, . . . , L. (3.41)
A func¸a˜o de probabilidade do M -dMMPP, fL+1, e´ inferida a partir da func¸a˜o de
probabilidade emp´ırica dos dados f e, e das L func¸o˜es de probabilidade dos 2-dMMPPs,
designadas por fˆl, l = 1, 2, . . . , L. fL+1 esta´ assim estreitamente relacionada, atrave´s
da equac¸a˜o (3.30), com os paraˆmetros ja´ inferidos na sub-secc¸a˜o 3.3.2.1 e com as
probabilidades pi
(l)
1 , l = 1, 2, . . . , L. Mais precisamente, fL+1 tem de ser ajustada
conjuntamente com os paraˆmetros pi
(l)
1 , l = 1, ..., L, utilizando para o efeito um processo









oe(k) = f e(k)−
(
fˆ1 ⊕ ...⊕ fˆL ⊕ fL+1
)
(k) (3.43)
sujeito a`s restric¸o˜es definidas por (3.39) e a
0 < pi
(l)
1 < 1, l = 1, 2, . . . , L,
fL+1(k) > 0, k = 0, 1, . . . ,
e
∑+∞
k=0 fL+1(k) = 1.
(3.44)
A func¸a˜o de probabilidade ajustada do M -dMMPP e´ designada por fˆL+1. Na˜o se
permite que pi
(l)
1 seja 0 ou 1, pois se for 0 o l-e´simo 2-dMMPP degenera num processo
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de Poisson simples e se for 1 torna-se um processo nulo. A func¸a˜o de probabilidade
emp´ırica, f e(k), e´ inferida para a gama de valores definida por








As func¸o˜es de probabilidade fˆl(k), l = 1, ..., L sa˜o calculadas para a mesma gama de
valores. No entanto, para reduzir o nu´mero de pontos usados nas convoluc¸o˜es apenas

















com ξl = 10
−4max{fˆl(k)}. O processo de minimizac¸a˜o com restric¸o˜es dado por (3.42)–
(3.44) e´ um problema de programac¸a˜o na˜o-linear. Este tipo problemas e´, em geral, de





l = 1, . . . , L− 1 e (ii) as poss´ıveis soluc¸o˜es de pi
(l)
1 foram restritas a uma gama discreta
de valores, tais que pi
(l)
1 = 0.001k, k = 1, . . . , 999. Estas aproximac¸o˜es tiveram um im-
pacto pouco significativo nos resultados obtidos com este procedimento de infereˆncia
de paraˆmetros, em particular naqueles apresentados na secc¸a˜o 3.4 deste cap´ıtulo. E´
utilizado um procedimento de procura para determinar o valor mı´nimo da func¸a˜o ob-
jectivo. Para cada valor poss´ıvel de pi
(l)
1 sa˜o efectuados os seguintes passos: (i) ca´lculo
da FMP dos L 2-dMMPPs a partir de fˆ1⊕fˆ1⊕...⊕fˆL e (3.25), (ii) ca´lculo da estimativa
da FMP do M -dMMPP, fˆL+1, desconvoluindo da FMP emp´ırica a contribuic¸a˜o dos
L 2-dMMPPs, e considerando todas as restric¸o˜es impostas ao processo e (iii) ca´lculo
do erro de aproximac¸a˜o entre a FMP emp´ırica e a FMP conjunta dos L 2-dMMPPs
e do M -dMMPP. Apo´s o teste de todos os valores considerados de pi
(l)
1 , fL+1 sera´
igual a` estimativa fˆL+1 para a qual o erro de aproximac¸a˜o das FMPs foi menor. Os
correspondentes valores de pi
(l)
1 sera˜o as probabilidades em regime estaciona´rio dos L
2-dMMPPs.
Neste ponto todos os paraˆmetros dos L 2-dMMPPs, Y (1), Y (2), . . . , Y (L), foram ja´
determinados. As matrizes correspondentes
(P(l),Λ(l)), l = 1, 2, . . . , L} (3.47)
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3.3.2.3 Infereˆncia dos paraˆmetros do M-dMMPP
O pro´ximo passo e´ a infereˆncia do nu´mero de estados e das taxas de chegada de
Poisson doM -dMMPP a partir de fˆL+1. Para efectuar esta operac¸a˜o fˆL+1 e´ aproximada
por uma soma pesada de func¸o˜es de probabilidade de Poisson, isto e´, como sendo
a func¸a˜o de probabilidade de uma mistura de varia´veis de Poisson com um nu´mero
indeterminado (a` partida) de componentes.
O ajuste e´ efectuado usando um algoritmo que progressivamente subtrai de fˆL+1
uma func¸a˜o de probabilidade (de Poisson). Este procedimento esta´ descrito no di-
agrama de fluxos da Figura 3.5. Seja gϕi(k) a i-e´sima func¸a˜o de probabilidade de
Poisson, com me´dia ϕi. Define-se h
(i)(k) como sendo a diferenc¸a entre fˆL+1(k) e a
soma pesada de func¸o˜es de probabilidade de Poisson apo´s a i-e´sima iterac¸a˜o. Inicial-
mente, faz-se h(0)(k) = fˆL+1(k). Em cada iterac¸a˜o, detecta-se o ma´ximo de h
(i−1)(k) e
44
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o valor de k correspondente, ϕi = argmaxk{h
(i−1)(k)}, sera´ considerado a i-e´sima taxa
de chegada de Poisson do M -dMMPP. Sa˜o enta˜o calculados os pesos de cada uma das
func¸o˜es de probabilidade de Poisson ja´ inferidas, ~wi = [w1i, w2i, ..., wii], usando para o




wjigϕj(ϕl), l = 1, ..., i. (3.50)
Deste modo e´ assegurado que o ajuste entre fˆL+1(k) e a soma pesada de func¸o˜es de
probabilidade de Poisson e´ exacto nos pontos ϕl, para l = 1, 2, . . . , i. O passo final de
cada iterac¸a˜o e´ o ca´lculo da nova func¸a˜o diferenc¸a




O algoritmo termina quando o ma´ximo de h(i)(k) e´ inferior a uma percentagem pre´-
definida () do ma´ximo de fˆL+1(k) e M sera´ enta˜o igualado a i.















j = ϕj. (3.52)
Na Figura 3.6 e´ poss´ıvel observar um exemplo da aplicac¸a˜o iterativa deste algoritmo
a uma func¸a˜o de probabilidade. Apo´s a primeira iterac¸a˜o foi detectado um ma´ximo
em 30 e consequentemente foi inferida uma func¸a˜o de probabilidade de Poisson com
me´dia 30 e peso 0.6235. Subtraindo a` func¸a˜o de probabilidade inicial a func¸a˜o inferida
obte´m-se a func¸a˜o h(1), a qual tem um ma´ximo em 45. Assim, a segunda func¸a˜o de
probabilidade de Poisson inferida tem me´dia 45. Recalculando os pesos das func¸o˜es
de probabilidade ja´ inferidas obtemos um peso de 0.6 para a primeira e de 0.4 para a
segunda. Apo´s a segunda iterac¸a˜o o algoritmo termina, pois a func¸a˜o h(2) tem apenas
valores residuais.
3.3.2.4 Construc¸a˜o do modelo M2L-dMMPP
Finalmente, o processo M2L-dMMPP pode ser constru´ıdo recorrendo a`s equac¸o˜es
(3.19) e (3.20), usando as matrizes P(i) e Λ(i), i = 1, ..., L calculadas se acordo com a ex-
pressa˜o (3.16), a matriz P(L+1) constru´ıda de acordo com as expresso˜es (3.27) e Λ(L+1)
constru´ıdas de acordo com as expresso˜es (3.3) e com os paraˆmetros λ
(L+1)
j , j = 1, ...,M
obtidos por (3.52).
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Figura 3.6: Exemplo do algoritmo de ajuste de uma func¸a˜o a uma soma pesada de func¸o˜es de probabi-
lidade de Poisson. (A` esquerda, de cima para baixo) func¸a˜o que se pretende ajustar e func¸o˜es diferenc¸a
apo´s uma, h(1), e duas, h(2), iterac¸o˜es. (A` direita, de cima para baixo) Func¸o˜es de probabilidade de
Poisson inferidas na primeira e segunda iterac¸a˜o, gϕ1 e gϕ2 .
3.4 Resultados
Nesta secc¸a˜o sera˜o apresentados e avaliados os resultados do modelo M2L-dMMPP e
do respectivo procedimento de infereˆncia de paraˆmetros introduzido nas secc¸o˜es ante-
riores. Na avaliac¸a˜o dos resultados do modelo M2L-dMMPP foram tambe´m inclu´ıdos
os resultados de uma versa˜o simplificada do modelo M2L-dMMPP, que sera´ designado
por M2-dMMPP. O modelo M2-dMMPP faz apenas o ajuste da cauda da func¸a˜o
de autocovariaˆncia, utilizando a exponencial de menor decaimento das L exponenciais
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usadas no ajuste da autocovariaˆncia do M2L-dMMPP. Pretende-se deste modo verifi-
car se o ajuste da cauda da autocovariaˆncia e´ suficiente para efeitos de modelac¸a˜o de
tra´fego. Ambos os modelos foram aplicados a duas capturas de tra´fego: (i) a captura
Bellcore de Outubro e (ii) uma captura feita na Universidade de Aveiro (UA). Ambos
as capturas esta˜o descritos em pormenor no Apeˆndice A. O intervalo de amostragem
usado foi 0.1 segundos em ambas as capturas. O paraˆmetro  foi escolhido de modo a
obter um compromisso entre o nu´mero de paraˆmetros do modelo e o ajuste eficaz das
caracter´ısticas do tra´fego.
3.4.1 M2L-dMMPP
A captura Bellcore foi ajustada por um dMMPP com 40 estados, considerando  = 0.2.
O procedimento de infereˆncia devolveu os seguintes paraˆmetros: pi
(l)
1 = 0.4, l = 1, ..., L,
L = 3, α1 = 1.73 × 10
2, α2 = 6.69 × 10
1, α3 = 2.05 × 10
2, β1 = 3.14 × 10
−4, β2 =
1.33× 10−2 e β3 = 1.44× 10
−1. No que respeita a` captura UA, esta foi ajustado a um
dMMPP com 12 estados, considerando  = 0.01. No final da infereˆncia de paraˆmetros
obtiveram-se os seguintes resultados: pi
(l)
1 = 0.4, l = 1, ..., L, L = 2, α1 = 4.74 × 10
1,
α2 = 5.17× 10
1, β1 = 4.81× 10
−4 e β2 = 4.05× 10
−2. Em ambos os casos, a func¸a˜o de
autocovariaˆncia foi ajustada em 60 pontos, para deslocamentos temporais desde 1 ate´
1200 intervalos de amostragem, em intervalos de 20.
3.4.2 M2-dMMPP
A captura Bellcore foi ajustada por um dMMPP com 22 estados, considerando  = 0.05.
Um valor de pi
(1)
1 = 0.3 foi obtido com o procedimento de infereˆncia de paraˆmetros.
A exponencial usada no ajuste da cauda da func¸a˜o de autocovariaˆncia tinha como
paraˆmetros α = 1.73 × 102 e β = 3.14 × 10−4, ou seja a exponencial com decaimento
mais lento das usadas na sub-secc¸a˜o anterior. No que respeita a` captura UA, esta foi
ajustado a um dMMPP com 8 estados, considerando  = 0.05. No final da infereˆncia
de paraˆmetros obtiveram-se os seguintes resultados: pi
(1)
1 = 0.3, α1 = 4.74 × 10
1 e
β1 = 4.81× 10
−4.
3.4.3 Comparac¸a˜o e avaliac¸a˜o
De modo a avaliar o comportamento dos me´todos de infereˆncia aqui apresentados
efectuaram-se os seguintes testes: (i) comparac¸a˜o das estat´ısticas de primeira e segunda
47






























































































Figura 3.8: Ajuste da func¸a˜o massa de probabi-
lidade, UA.
ordem e (ii) ana´lise do comportamento do tra´fego numa fila de espera, em termos de
ra´cio de pacotes perdidos e atraso me´dio na fila de espera. Foram usados treˆs tipos de
tra´fego: (i) o tra´fego original considerando que todos os pacotes tinham tamanho fixo
igual a` me´dia, (ii) tra´fego gerado de acordo com o modelo M2L-dMMPP inferido, (iii)
tra´fego gerado de acordo com o modelo M2-dMMPP inferido. Na ana´lise do compor-
tamento no tra´fego numa fila, utilizou-se ainda o tra´fego original mas considerando os
tamanhos reais dos pacotes. Nas simulac¸o˜es efectuadas com base nos modelos inferidos
foram calculados intervalos de confianc¸a a 95% com base em 10 re´plicas. Uma vez que
o comprimento dos intervalos foi sempre muito reduzido optou-se por na˜o os incluir
nas figuras.
No caso das estat´ısticas de primeira ordem, pode-se observar a func¸a˜o massa de
probabilidade (FMP) nas Figuras 3.7 e 3.8. Verifica-se que ambos os modelos con-
seguiram um ajuste muito bom da FMP. No que se refere a`s estat´ısticas de segunda
ordem, mais concretamente a` func¸a˜o de autocovariaˆncia (FAC) (Figuras 3.9 e 3.10),
verifica-se que ambas as capturas de tra´fego exibem caracter´ısticas de memo´ria longa.
O modelo M2-dMMPP obteve um bom ajuste da FAC apenas para valores de deslo-
camento temporal superiores (cauda da FAC). No caso do tra´fego da captura Bellcore
conseguiu-se um bom ajuste para deslocamentos temporais a partir dos 5 segundos. No
caso da captura da UA so´ se conseguiu um ajuste aceita´vel para valores de deslocamen-
tos superiores a 30 segundos. No que se refere ao modelo M2L-dMMPP, conseguiu-se
um ajuste muito bom em toda a gama de deslocamentos temporais considerada.
De modo a avaliar o comportamento da captura Bellcore em fila de espera, fez-
se variar a capacidade da fila de espera de 10 Kbytes ate´ 8 Mbytes para uma taxa
de servic¸o de 518 Kbytes/s (que corresponde a um factor de utilizac¸a˜o de 0.7). Fez-
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Figura 3.9: Ajuste da func¸a˜o de autocovariaˆncia,
Bellcore.
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Figura 3.10: Ajuste da func¸a˜o de autoco-
variaˆncia, UA.
























Figura 3.11: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 70%, Bellcore.


























Figura 3.12: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 70%, Bellcore.
se ainda variar a unidade de armazenamento da fila de espera de 100 Kbytes ate´ 70
Mbytes para uma taxa de servic¸o de 403 Kbytes/s (que corresponde a um factor de
utilizac¸a˜o de 0.9). Para a captura UA utilizaram-se factores de utilizac¸a˜o de 0.9 e
0.98, os quais correspondem respectivamente a taxas de servic¸o de 726 Kbytes/s e 666
Kbytes/s. Em ambos os casos fez-se variar a unidade de armazenamento da fila de
espera de 10 Kbytes ate´ 40 Mbytes.
Nas Figuras 3.11 e 3.13 respeitantes aos resultados de ra´cio de perda de pacotes da
captura Bellcore, pode-se observar que o modelo M2L-dMMPP obte´m o´ptimos resul-
tados para ambas as taxas de servic¸o. Com o modeloM2-dMMPP obte´m-se resultados
ligeiramente piores, nomeadamente para a taxa de servic¸o de 70%. Uma explicac¸a˜o
para este resultado e´ a falta de ajuste da FAC para deslocamentos temporais mais
pequenos, tambe´m chamada de memo´ria curta do processo. A modelac¸a˜o da memo´ria
curta parece assim ter uma importaˆncia maior quando a taxa de servic¸o e´ menor. Nas
Figuras 3.12 e 3.14 sa˜o apresentados os resultados do atraso me´dio na fila de espera
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Figura 3.13: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 90%, Bellcore.


























Figura 3.14: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 90%, Bellcore.
























Figura 3.15: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 90%, UA.

























Figura 3.16: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 90%, UA.
obtidos nas simulac¸o˜es com a captura Bellcore. Observa-se que tambe´m aqui o mo-
delo M2L-dMMPP obteve melhores resultados que o modelo M2-dMMPP. Apesar de
ambos os modelos apresentarem muito bons resultados o modelo M2L-dMMPP conse-
guiu capturar com um elevado grau de efica´cia o comportamento do tra´fego original,
principalmente para unidades de armazenamento menores que 10 Mbytes.
Nas Figuras 3.15, 3.16, 3.17 e 3.18 sa˜o apresentados os resultados da simulac¸a˜o re-
ferentes a` captura UA. As concluso˜es retiradas da observac¸a˜o dos mesmos sa˜o similares
a`s da captura Bellcore.
Verifica-se que apesar dos resultados de simulac¸a˜o obtidos com o modelo
M2-dMMPP terem sido piores que os obtidos com o modelo M2L-dMMPP, es-
tes na˜o foram muito inferiores. O ajuste da memo´ria curta do processo (ajuste da
FAC para deslocamentos menores) tem alguma influeˆncia nos resultados que, contudo,
parece na˜o ser significativa. Pode-se concluir que em alguns casos pode ser vantajoso
o uso do modelo mais simples, pois tem um menor nu´mero de paraˆmetros.
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Figura 3.17: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 98%, UA.



























Figura 3.18: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 98%, UA.
Em todos os casos referidos verifica-se que a aproximac¸a˜o usada, de considerar os
pacotes como sendo de igual tamanho, na˜o permite a modelac¸a˜o eficaz do tra´fego com
tamanho de pacotes varia´vel, quando se considera o tamanho real dos pacotes. E´ assim
evidente a necessidade de usar modelos que tambe´m modelem o tamanho dos pacotes.
No cap´ıtulo 4 sera´ apresentado um modelo Markoviano capaz de modelar tambe´m o
tamanho dos pacotes.
3.5 Concluso˜es
Neste cap´ıtulo foi apresentado um novo modelo de tra´fego, e o respectivo procedi-
mento de infereˆncia de paraˆmetros. O modelo proposto e´ obtido por sobreposic¸a˜o de
L 2-dMMPPs e de um M -dMMPP sem memo´ria. Os 2-dMMPP modelam a func¸a˜o de
autocovariaˆncia e oM -dMMPP modela a func¸a˜o massa de probabilidade, tomando em
conta as restric¸o˜es impostas pela modelac¸a˜o da autocovariaˆncia. Uma caracter´ıstica
importante deste modelo e´ o facto de o nu´mero de estados do dMMPP na˜o ser fixado
a` priori, permitindo uma adaptac¸a˜o ao tipo de tra´fego que se esta´ a caracterizar.
O modelo foi aplicado a tra´fego real com caracter´ısticas de memo´ria longa e
compararam-se tanto as estat´ısticas de primeira e segunda ordem, como o comporta-
mento na passagem por uma fila de espera, do tra´fego real e do tra´fego gerado segundo
o modelo inferido. Verificou-se que o modelo proposto conseguiu um ajuste muito bom
das caracter´ısticas do processo de chegada de pacotes. Os resultados mostram ainda,
que apesar da relativa complexidade do tra´fego, o procedimento de infereˆncia foi capaz
de ajustar o tra´fego por dMMPPs com um nu´mero de estados relativamente reduzido.
No entanto, quando o tra´fego e´ formado por pacotes de tamanho varia´vel (como e´ o
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caso do tra´fego IP) o modelo na˜o captura eficazmente as suas caracter´ısticas. Neste
caso, e´ necessa´rio incluir no modelo uma componente que permita ajustar as principais
caracter´ısticas estat´ısticas do processo de tamanhos dos pacotes. Este aspecto sera´
considerado no cap´ıtulo seguinte.
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Cap´ıtulo 4
Modelos Markovianos para os
processos de chegadas e de
tamanhos de pacotes
4.1 Introduc¸a˜o
No cap´ıtulo anterior foi ilustrada a importaˆncia da modelac¸a˜o conjunta do processo de
chegada de pacotes e do processo de tamanhos de pacotes. Neste cap´ıtulo e´ apresentado
um novo modelo de tra´fego, e respectivo procedimento de infereˆncia, que inclui a
possibilidade de modelar os tamanhos de pacotes. O modelo proposto e´ um processo
de Markov com chegadas em rajada em tempo discreto (dBMAP).
O processo Markoviano com chegadas em rajada (em tempo cont´ınuo) BMAP foi
apresentado por Lucantoni [Luc91] como a generalizac¸a˜o de um processo Markoviano
de chegadas [LMHN90]. O BMAP e´ um processo de chegadas gene´rico que tem as
mesmas propriedades aditivas dos processos Markovianos, isto e´, a sobreposic¸a˜o de
BMAPs independentes e´ ainda um BMAP. Em [KLL03] foi proposto um modelo BMAP
para modelar tra´fego IP onde o procedimento de infereˆncia de paraˆmetros tem por base
o algoritmo EM (expectation-maximization). Em [Luc93] e´ feita uma resenha histo´rica
dos BMAPs e das suas aplicac¸o˜es.
A versa˜o em tempo discreto de um BMAP (a qual e´ designada por dBMAP ao
longo deste cap´ıtulo, mas tambe´m e´ usualmente designada por D-BMAP) foi proposta
por Blondia e Casals [BC92] e recebeu bastante atenc¸a˜o [Blo93, AC94, Ran95, GB96,
Rid98], no entanto na˜o tanta como a versa˜o em tempo cont´ınuo. O dBMAP pertence
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a` classe de processos aditivos de Markov uni-variados e como tal goza das propriedades
desta classe de processos, algumas das quais sera˜o apresentadas na secc¸a˜o 4.2. Entre
outras aplicac¸o˜es, os dBMAPs sa˜o usados para modelar fontes com chegadas em ra-
jada e em reconhecimento de voz. Foi demonstrado que o resultado da sobreposic¸a˜o de
processos dBMAP pode ser um processo com memo´ria longa [GB96]. Um caso parti-
cular importante dos dBMAPs e´ o processo de Poisson modulado a` Markov em tempo
discreto (dMMPP), descrito no cap´ıtulo 3.
Para a modelac¸a˜o de tra´fego com tamanho de pacotes varia´vel propo˜e-se neste
cap´ıtulo da Tese o uso de um dBMAP em que as chegadas (de pacotes) ocorrem de
acordo com um dMMPP e cada chegada e´ caracterizada por uma rajada (de bytes)
cujo tamanho tem uma distribuic¸a˜o geral que depende da fase do dMMPP que descreve
o processo de chegada de pacotes.
Este cap´ıtulo esta´ organizado do seguinte modo. Na secc¸a˜o 4.2 e´ apresentado em
pormenor o modelo e o respectivo procedimento de infereˆncia de paraˆmetros. Na
secc¸a˜o 4.3 sa˜o apresentados e discutidos os resultados da aplicac¸a˜o do modelo proposto
a tra´fego real. Finalmente na secc¸a˜o 4.4 sa˜o apresentadas algumas concluso˜es.
4.2 Modelo dBMAP
4.2.1 Descric¸a˜o
O dBMAP pode ser visto como uma sequeˆncia aleato´ria de Markov cuja componente
aditiva toma valores inteiros na˜o-negativos. Assim, uma cadeia de Markov (Y, J) =
{(Yk, Jk), k ∈ IN0} com espac¸o de estados IN0 × S e´ um dBMAP se
P (Yk+1 = m, Jk+1 = j|Yk = n, Jk = i) =

0 m < npij qij(m− n) m ≥ n (4.1)
onde P = (pij)i,j∈S e´ uma matriz estoca´stica e, para cada par ordenado (i, j) ∈ S
2,
qij = {qij(n), n ∈ IN0} e´ uma func¸a˜o de probabilidade em IN0, e Q(n) = (qij(n))i,j∈S.
Isto implica, em particular que J e´ uma cadeia de Markov, chamada de componente
de Markov ou fase de (Y, J) e S e´ um conjunto de estados moduladores ou o conjunto
de fases. Quando o dBMAP (Y, J) e´ usado para modelar um processo de chegadas,
Yk pode ser interpretado como sendo o nu´mero total de chegadas (em bytes) ate´ ao
instante k e J sera´ a fase do processo que influencia o nu´mero de pacotes que chegam
num determinado intervalo de amostragem e a distribuic¸a˜o do tamanho destes.
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Um caso particular importante do dBMAP e´ o dMMPP. Diz-se que o processo
(X, J) que existe no espac¸o de estados IN0× S e´ um dMMPP com paraˆmetros (P,Λ),
onde P = (pij)i,j∈S e´ uma matriz estoca´stica e Λ = (λij)i,j∈S = (λiδij)i,j∈S e´ uma
matriz diagonal com elementos na˜o negativos (isto e´, λi ≥ 0, i ∈ S), se for um dBMAP






para i, j ∈ S e n ∈ IN ; isto e´, qij = {qij(n), n ∈ IN0} e´ a func¸a˜o de probabilidade de uma
varia´vel aleato´ria de Poisson com me´dia λi. Assim, um dMMPP e´ um dBMAP para
o qual o nu´mero de chegadas num dado instante depende apenas da fase do dBMAP
e quando o processo esta´ na fase i o nu´mero e chegadas num dado instante tem uma
distribuic¸a˜o de Poisson com me´dia λi. O paraˆmetro λi pode ser nulo e, neste caso, na˜o
existe qualquer chegada quando o processo esta´ na fase i.
No modelo aqui proposto sera´ usado um dMMPP para modelar o processo de che-
gada de pacotes. Considera-se tambe´m que os tamanhos dos pacotes sa˜o independen-
tes, tendo o tamanho dos pacotes que chegam na fase i uma func¸a˜o de probabilidade
qi = {qi(n), n ∈ IN0}. Deste modo, se (X, J) designar um dMMPP com espac¸o de
estados IN0 × S e com parametrizac¸a˜o (P,Λ) que modela o processo de chegada de











para i, j ∈ S e n ∈ IN0, onde q
(l)
i designa a convoluc¸a˜o de ordem l de qi. qij(n)
representa a probabilidade de apo´s a transic¸a˜o da fase i para j existirem n chegadas
(em bytes). Assim a infereˆncia desta probabilidade leva em conta o nu´mero de pacotes
que chegaram e a distribuic¸a˜o do tamanho destes. A probabilidade de haver l chegadas
e´ dada por e−λiλli/l! e a probabilidade de l pacotes terem um tamanho total de n
bytes e´ dada por q
(l)
i (n); a probabilidade de l chegadas de pacotes corresponderem a n
chegadas de bytes e´ dada por e−λiλliq
(l)
i (n)/l!; a probabilidade qij(n) resulta da soma
desta componente para todos os casos poss´ıveis do nu´mero de chegadas de pacotes no
intervalo de tempo em causa, isto e´, desde na˜o haver chegadas (l = 0) ate´ um nu´mero
infinito de chegadas (l = ∞). Um dBMAP de 4 estados esta´ ilustrado na Figura 4.1.
Assim, (Y, J) e´ um dBMAP com um espac¸o de estados IN0×S, de tal modo que, para
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Figura 4.1: Exemplo de um dBMAP com 4 estados.
n,m ∈ IN0,









Esta parametrizac¸a˜o do dBMAP, designada por parametrizac¸a˜o de tipo II, e´ a mais
adequada para a subclasse de dBMAPs em questa˜o, porque conte´m (i) os paraˆmetros
(P,Λ) do dMMPP associado que modela o processo de chegada de pacotes e (ii) a
distribuic¸a˜o do tamanho dos pacotes na fase i, qi, para i ∈ S. Dado um dBMAP
(Y, J) com um conjunto de fases S e uma parametrizac¸a˜o de tipo II (P,Λ, {qi, i ∈ S}),
escreve-se
(Y, J) ∼ dBMAPS(P,Λ, {qi}). (4.5)
De modo semelhante se (X, J) e´ um dMMPP com um conjunto de fases S e com um
parametrizac¸a˜o (P,Λ), escreve-se
(X, J) ∼ dMMPPS(P,Λ). (4.6)
Se S for constitu´ıdo por r fases, diz-se que (Y, J) ((X, J)) e´ um dBMAP (dMMPP)
de ordem r, r-dBMAP (r-dMMPP). Quando em particular, S = {1, 2, . . . , r} para




p11 p12 . . . p1r
p21 p22 . . . p2r
. . . . . . . . . . . .
pr1 pr2 . . . prr

 and Λ =


λ1 0 . . . 0
0 λ2 . . . 0
. . . . . . . . . . . .
0 0 . . . λr

 (4.7)
e escreve-se simplesmente (Y, J) ∼ dBMAPr(P,Λ, {qi}) e (X, J) ∼ dMMPPr(P,Λ).
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4.2.2 Procedimento de infereˆncia de paraˆmetros
O procedimento de infereˆncia de paraˆmetros do dBMAP esta´ dividido em dois pas-
sos distintos: (i) infereˆncia dos paraˆmetros do dMMPP subjacente e (ii) ajuste das
distribuic¸o˜es do tamanho dos pacotes.
A infereˆncia do dMMPP subjacente ao dBMAP, ou seja a modelac¸a˜o do processo
de chegada de pacotes, e´ feita de acordo com o procedimento descrito na secc¸a˜o 3.3 do
cap´ıtulo 3. Deste modo, o dMMPP subjacente ao dBMAP sera´ um M2L-dMMPP.
Quanto a` caracterizac¸a˜o do tamanho dos pacotes, esta e´ feita de forma independente
para cada um dos estados do M2L-dMMPP associado. Assim, o procedimento comec¸a
por associar a cada intervalo de amostragem (e respectivos pacotes) um dos estados
do M2L-dMMPP, efectuando de seguida a infereˆncia da distribuic¸a˜o do tamanho dos
pacotes para cada um desses estados.
De modo a associar cada intervalo de amostragem a um dos estados do
M2L-dMMPP, sa˜o varridos todos os intervalos de amostragem dos dados. Um
intervalo de amostragem onde chegaram n pacotes e´ associado aleatoriamente a um
estado de acordo com uma func¸a˜o de probabilidade θ (n) = {θ1 (n) , . . . , θM2L (n)},
onde θi (n) representa a probabilidade de n chegadas de pacotes observadas terem sido
originadas no estado i. Estes valores sa˜o dados por
θi (n) =
pii gλi (n)∑M2L
j=1 pij gλj (n)
(4.8)
onde λj representa a taxa de chegadas de Poisson no j-e´simo estado do M2
L-dMMPP,
pij corresponde a` probabilidade em regime estaciona´rio e gλ (n) representa a func¸a˜o de
probabilidade de uma varia´vel de Poisson com me´dia λ.
Para inferir a distribuic¸a˜o dos tamanhos de pacotes de cada um dos estados, define-
se Ei como sendo uma varia´vel aleato´ria discreta que representa o tamanho dos pa-
cotes do i-e´simo estado do M2L-dMMPP. Definem-se tambe´m M2L func¸o˜es massa
de probabilidade (FMPs), uma para cada um dos estados do M2L-dMMPP, dadas
por qi(n) = P (Ei = n), com n ∈ Υ
i = {υ1, υ2, . . . , υGi} e i = 1, 2, . . . ,M2
L; Υi e´
o conjunto (aqui tambe´m designado por alfabeto) dos Gi tamanhos de pacotes mais
frequentes associados com o i-e´simo estado do M2L-dMMPP.
A infereˆncia da distribuic¸a˜o do tamanho dos pacotes comec¸a por considerar a se´rie
temporal de tamanhos de pacotes (individuais) {Ck, k = 1, 2, ..., K}, onde Ck e´ o
tamanho do k-e´simo pacote e K o nu´mero total de pacotes. E´ efectuada de seguida
57
Modelac¸a˜o de tra´fego em redes de telecomunicac¸o˜es: modelos Markovianos e baseados em sistemas de Lindenmayer
uma partic¸a˜o desta se´rie temporal em M2L subconjuntos definidos por
Di = {Ck : S(k) = i, k = 1, 2, . . . , K} , i = 1, 2, . . . ,M2
L, (4.9)
onde S(k) representa o estado que foi associado ao k-e´simo pacote, de acordo com o
crite´rio atra´s descrito que recorre a θ(n). Assim, o subconjunto Di agrupa os tamanhos
de todos os pacotes que foram associados ao i-e´simo estado do dMMPP associado.
Estes subconjuntos sera˜o usados para inferir os conjuntos dos Gi tamanhos de pacotes
mais frequentes do estado i (por exemplo usando histogramas), que sera˜o agrupados
nos alfabetos Υi = {υ1, υ2, ..., υGi}, i = 1, 2, ...,M2
L. Apo´s isso, cada elemento do




ΦΥi(x), x ∈ D
i
}
, i = 1, 2, . . . ,M2L (4.10)
onde ΦΩ(x) representa a func¸a˜o que arredonda x para o elemento mais pro´ximo do
vector Ω. Finalmente, a partir dos subconjuntos D˜i sa˜o inferidas as correspondentes
FMP qi(n) = P {Ei = n} , n ∈ Υ
i.
E´ ainda poss´ıvel considerar o alfabeto dos pacotes mais frequentes independen-
temente da fase do processo dBMAP. Este alfabeto sera´ designado por Υ e, na sua
construc¸a˜o, sa˜o considerados os G tamanhos de pacotes mais frequentes da se´rie
{Ck, k = 1, 2, ..., K}.
4.3 Resultados
O modelo dBMAP e respectivo procedimento de infereˆncia foram aplicados a duas
capturas de tra´fego: (i) a captura Bellcore de Outubro (pOct.TL) e (ii) uma captura
feita na Universidade de Aveiro (UA); ambas as capturas esta˜o descritas em pormenor
no Apeˆndice A. O intervalo de amostragem usado foi 0.1 segundos em ambas as
capturas.
A captura Bellcore foi ajustada a um dBMAP de 40 estados e a captura UA a um
dBMAP com 12 estados. Os dMMPPs subjacentes sa˜o os descritos na secc¸a˜o 3.4.1.
Tanto no caso da captura Bellcore como no caso da captura UA verificou-se que
os alfabetos inferidos eram, em cada estado, praticamente ideˆnticos. Assim optou-se
por usar alfabetos independentes da fase do dBMAP (com 20 elementos), tanto mais
que isso conduzia a um nu´mero de paraˆmetros significativamente menor. No caso da
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Figura 4.2: Ajuste da func¸a˜o massa de probabi-
lidade, processo TP, Bellcore.
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Figura 4.3: Ajuste da func¸a˜o massa de probabi-
lidade, processo TP, UA.
captura Bellcore o alfabeto inferido foi Υ = {64 74 94 102 110 126 130 142 150 162 174
190 570 938 986 1082 1090 1242 1282 1518} e no caso da captura UA foi Υ = {40 48
52 60 77 114 213 351 386 552 576 608 628 837 932 1216 1400 1420 1462 1500}.
O modelo de tra´fego e a precisa˜o dos procedimento de infereˆncia a ele associados
foram avaliados segundo va´rios crite´rios. Compararam-se as func¸o˜es massa de proba-
bilidade (FMP) do processo de chegada em bytes por segundo (BPS) e do processo de
tamanhos de pacotes (TP), obtidos com os dados originais e com o modelo dBMAP.
Foram tambe´m comparadas as func¸o˜es de autocovariaˆncia (FAC) do processo de BPS.
Tambe´m foi analisado o comportamento do tra´fego quando submetido a uma fila de
espera, comparando-se o ra´cio de pacotes perdidos (RPP) e o atraso me´dio na fila de
espera (AMFE) obtidos por simulac¸a˜o, com dois tipos de tra´fego: (i) o tra´fego origi-
nal e (ii) tra´fego gerado de acordo com o modelo dBMAP inferido. A modelac¸a˜o do
processo de chegada de pacotes atrave´s de um dMMPP foi avaliada na secc¸a˜o 3.4 do
cap´ıtulo 3. Conforme foi a´ı verificado, o modelo M2L-dMMPP conseguiu resultados
muito bons tanto no ajuste das estat´ısticas de primeira e segunda ordem como na cap-
tura do comportamento do tra´fego na passagem por uma fila de espera. Nas simulac¸o˜es
efectuadas com base no modelo inferido foram calculados intervalos de confianc¸a a 95%
com base em 10 re´plicas. Uma vez que o comprimento dos intervalos foi sempre muito
reduzido optou-se por na˜o os incluir nas figuras.
Nas Figuras 4.2 e 4.3, podem ser observados os resultados do ajuste do processo
do tamanho dos pacotes. Para ambas as capturas consideradas, verifica-se que o mo-
delo dBMAP foi capaz de capturar as estat´ısticas de primeira ordem do processo dos
tamanhos de pacotes com um elevado grau de precisa˜o.
No que respeita ao ajuste das estat´ısticas do processo de chegada de BPS (o qual
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Figura 4.4: Ajuste da func¸a˜o massa de probabi-




























Figura 4.5: Ajuste da func¸a˜o massa de probabi-
lidade, processo BPS, UA.
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Figura 4.6: Ajuste da func¸a˜o de autocovariaˆncia,
processo BPS, Bellcore.
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Figura 4.7: Ajuste da func¸a˜o de autocovariaˆncia,
processo BPS, UA.
resulta da conjugac¸a˜o dos processos de chegada e tamanhos dos pacotes) verifica-se
que o procedimento na˜o conseguiu um bom ajuste das mesmas (Figuras 4.4, 4.5, 4.6
e 4.7). Uma vez que o processo de chegada de pacotes foi muito bem ajustado pelo
dMMPP (Figuras 3.7, 3.8, 3.9 e 3.10), e que a autocovariaˆncia do processo de BPS do
tra´fego gerado a partir dos modelos dBMAP inferidos e´ menor que a do tra´fego original
(Figuras 4.6 e 4.7), esta diferenc¸a pode explicar-se pelo facto de o modelo dBMAP na˜o
conseguir descrever a autocorrelac¸a˜o do processo do tamanho dos pacotes.
Apesar de um ajuste menos bom das estat´ısticas de primeira e segunda ordem
pode-se observar nas Figuras 4.8, 4.9, 4.10 e 4.11, que o modelo conseguiu capturar o
comportamento da captura Bellcore quando submetida a uma fila de espera. No que se
refere a` captura UA (Figuras 4.12, 4.13, 4.14 e 4.15), o modelo conseguiu igualmente
muito bons resultados.
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Figura 4.8: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 90%, Bellcore.
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Figura 4.9: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 90%, Bellcore.
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Figura 4.10: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 70%, Bellcore.
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Figura 4.11: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 70%, Bellcore.
4.4 Concluso˜es
Neste cap´ıtulo foi proposto um modelo de tra´fego baseado num processo discreto de
Markov com chegadas em rajada (dBMAP). No modelo aqui proposto, as chegadas de
pacotes ocorrem de acordo com um processo discreto de Poisson modulado a` Markov
(dMMPP) e cada pacote tem um tamanho definido de acordo com uma distribuic¸a˜o
geral que depende da fase do dMMPP subjacente. Foi desenvolvido um procedimento
de infereˆncia de paraˆmetros para este dBMAP que permite o ajuste simultaˆneo (i) da
autocovariaˆncia e distribuic¸a˜o marginal do processo de chegada de pacotes e (ii) da
distribuic¸a˜o dos tamanhos de pacotes.
O procedimento de infereˆncia de paraˆmetros foi aplicado a tra´fego real com ca-
racter´ısticas de memo´ria longa. Como ja´ se havia verificado no cap´ıtulo anterior o
procedimento ajusta com um elevado grau de precisa˜o as func¸o˜es de autocovariaˆncia
e massa de probabilidade do processo de chegada de pacotes. Quanto ao processo do
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Figura 4.12: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 90%, UA.



















Figura 4.13: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 90%, UA.




















Figura 4.14: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 98%, UA.




















Figura 4.15: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 98%, UA.
tamanho dos pacotes, o procedimento faz um bom ajuste da func¸a˜o de probabilidade.
No entanto, o ajuste das estat´ısticas do processo de bytes por segundo (o qual resulta
da conjugac¸a˜o dos processos de chegada e tamanhos dos pacotes), na˜o e´ muito bom, o
que pode ser explicado pelo facto do modelo na˜o capturar a autocorrelac¸a˜o do tama-
nho dos pacotes. Apesar disto, o modelo dBMAP (e o procedimento de infereˆncia de
paraˆmetros associado) revelou-se um modelo eficaz na captura do comportamento do
tra´fego em fila de espera.
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Cap´ıtulo 5
Modelos com base em sistemas de
Lindenmayer para o processo de
chegadas de pacotes
5.1 Introduc¸a˜o
Neste cap´ıtulo sera´ apresentado um modelo de tra´fego baseado nos chamados sistemas
de Lindenmayer e o procedimento de infereˆncia de paraˆmetros respectivo. Os sistemas
de Lindenmayer foram introduzidos em 1968 pelo bio´logo A. Lindenmayer como um
me´todo para modelar o crescimento de plantas. A capacidade dos sistemas de Lin-
denmayer para modelar feno´menos fractais motivou o desenvolvimento de um modelo
de tra´fego com base nos mesmos. Em particular, usaram-se sistemas de Lindenmayer
estoca´sticos, pois permitem a introduc¸a˜o de componentes aleato´rias no tra´fego.
Este cap´ıtulo esta´ organizado do seguinte modo. Na secc¸a˜o 5.2 faz-se uma in-
troduc¸a˜o aos sistemas de Lindenmayer (sistemas-L). Na secc¸a˜o 5.3 e´ descrito em por-
menor o modelo proposto e o respectivo procedimento de infereˆncia de paraˆmetros.
Na secc¸a˜o 5.4 e´ feita uma comparac¸a˜o detalhada entre os sistemas-L e as cascatas
aleato´rias, sendo tambe´m apresentado o fundamento f´ısico que suporta os modelos de
tra´fego baseados em sistemas-L. Na secc¸a˜o 5.5 sa˜o apresentados e discutidos os resul-
tados da aplicac¸a˜o do modelo proposto a tra´fego real. Finalmente na secc¸a˜o 5.6 sa˜o
apresentadas algumas concluso˜es.
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5.2 Sistemas de Lindenmayer
Um sistema de Lindenmayer (daqui em diante designado por sistema-L) e´ uma ma´quina
que opera sobre sequeˆncias de s´ımbolos. Estes sistemas foram apresentados em 1968
pelo bio´logo A. Lindenmayer como um me´todo para modelar o crescimento de plan-
tas [Lin68]. Sa˜o caracterizados por um alfabeto, um axioma e um conjunto de regras
de produc¸a˜o (ou crescimento). O alfabeto e´ um conjunto de s´ımbolos e as regras de
produc¸a˜o definem transformac¸o˜es de determinado s´ımbolo numa sequeˆncia de s´ımbolos.
A partir de uma sequeˆncia ou s´ımbolo inicial (axioma), um sistema-L constro´i itera-
tivamente sequeˆncias de s´ımbolos substituindo cada s´ımbolo pela respectiva sequeˆncia
definida nas regras de produc¸a˜o. Os sistemas-L sa˜o um me´todo recursivo de cons-
truc¸a˜o de sequeˆncias com caracter´ısticas fractais. Os sistemas-L dizem-se estoca´sticos
quando nas regras de produc¸a˜o e´ introduzida uma componente aleato´ria. Um descric¸a˜o
detalhada dos sistemas-L pode ser encontrada em [PJS92].
A curva de Koch e´ um fractal que pode ser constru´ıdo atrave´s de um sistema-L
descrito do seguinte modo:
Alfabeto: {F,+,-}
Axioma: F
Regra: F → F+F–F+F
onde ’F’ pode ser interpretado como a indicac¸a˜o para desenhar um segmento de recta
na direcc¸a˜o corrente, ’+’ representa uma rotac¸a˜o no sentido anti-hora´rio e ’-’ uma
rotac¸a˜o no sentido hora´rio. Este sistema-L resulta em:
In´ıcio F
1a iterac¸a˜o F + F −−F + F
2a iterac¸a˜o F + F −−F + F + F + F −−F + F −−F + F −−F + F + F + F −−F + F
3a iterac¸a˜o F + F −−F + F + F + F −−F + F −−F + F −−F + F + F + F −−F + F
+F + F −−F + F + F + F −−F + F −−F + F −−F + F + F + F −−F+
F −−F + F −−F + F + F + F −−F + F −−F + F −−F + F + F + F−
−F + F + F + F −−F + F + F + F −−F + F −−F + F −−F + F + F + F
−− F + F
... ...
O resultado das primeiras quatro iterac¸o˜es do processo de construc¸a˜o da curva de
Koch, para rotac¸o˜es de 60o, esta´ ilustrado na Figura 5.1. Na mesma figura, e´ poss´ıvel
observar que partes da curva de Koch numa determinada iterac¸a˜o tem similaridades
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Figura 5.1: Exemplo de um sistema-L e das similaridades entre escalas, curva de Koch.
com as curvas de Koch de iterac¸o˜es anteriores. Note-se que a ordem dos s´ımbolos e´
importante num sistema-L.
Um outro exemplo de aplicac¸a˜o de um sistemas-L e´ o crescimento de um organismo
por divisa˜o celular. Neste exemplo, existem dois tipos de ce´lulas representadas pelas
letras A e B. A divisa˜o celular e´ modelada substituindo estas letras por sequeˆncia de
letras: uma ce´lula A divide-se em duas ce´lulas (uma do tipo A e outra do tipo B)
representadas pela sequeˆncia AB; uma ce´lula B divide-se em duas ce´lulas do tipo A,
representadas pela sequeˆncia AA. O organismo modelado por este sistema-L cresce
efectuando sucessivas diviso˜es celulares. Na altura do nascimento, este organismo e´
constitu´ıdo por uma u´nica ce´lula do tipo A. Apo´s uma divisa˜o o organismo tem duas
ce´lulas representadas pela sequeˆncia AB. Apo´s a segunda divisa˜o o organismo ja´ pos-
sui 4 ce´lulas (sequeˆncia ABAA), e apo´s treˆs diviso˜es o organismo tem oito ce´lulas















Quando as regras de produc¸a˜o sa˜o estoca´sticas o sistema-L diz-se estoca´stico. Num
sistema-L estoca´stico podem existir va´rias regras para um u´nico s´ımbolo, sendo uma
regra espec´ıfica aplicada com uma determinada probabilidade. Usando o exemplo
anterior, uma regra de produc¸a˜o pode converter A em AB com probabilidade 0.4 ou em
BB com probabilidade 0.6 (em vez de converter sempre A em AB). Neste caso, apo´s 3
iterac¸o˜es sa˜o va´rias as sequeˆncias poss´ıveis: ABAAABAB, BBAAABAB, BBBBBBBB,
etc.
Nas Figuras 5.2 e 5.3 sa˜o apresentados alguns resultados da aplicac¸a˜o dos sistemas-
L a` modelac¸a˜o de plantas. O sistema-L da Figura 5.2, resultou da aplicac¸a˜o da regra
F → F [+F ]F [−F ]F ao axioma F , com um aˆngulo de rotac¸a˜o de 23.5o. Os s´ımbolos
’[’ e ’]’ funcionam em conjunto: ’[’ memoriza o actual estado do gra´fico e ’]’ repo˜e o
estado do gra´fico anteriormente memorizado, permitindo o crescimento independente
de partes do fractal. Quanto ao sistema-L da Figura 5.3, resultou da aplicac¸a˜o da regra
F → FF − [−F +F +F ] + [+F −F −F ] ao axioma F , com um aˆngulo de rotac¸a˜o de
15o.
Na Figura 5.4 podemos observar a aplicac¸a˜o dos sistemas-L a um objecto mais
abstracto, demonstrando assim a versatilidade dos mesmos. Este sistema usa um alfa-
Figura 5.2: Exemplo de sistemas-L aplicado ao
crescimento de plantas, erva.
Figura 5.3: Exemplo de sistema-L aplicado ao
crescimento de plantas, arbusto.
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Figura 5.4: Exemplo de sistemas-L, labirinto.
Figura 5.5: Exemplos de sistemas-L estoca´sticos aplicados ao crescimento de plantas, arbustos.
beto constitu´ıdo pelos s´ımbolos {X,Y,+,−}, onde ’X’ e ’Y’ podem ser interpretados
como a indicac¸a˜o para desenhar um segmento de recta na direcc¸a˜o corrente, e tal como
nos exemplos anteriores, ’+’ representa uma rotac¸a˜o no sentido anti-hora´rio e ’-’ uma
rotac¸a˜o no sentido hora´rio. Como ’X’ e ’Y’ representam ramos do fractal com potencial
de evoluc¸a˜o diferente, este sistema-L possui duas regras de produc¸a˜o distintas:
Alfabeto: {X,Y,+,-}
Axioma: X
Regra 1: X → X + Y ++Y −X −−XX − Y+
Regra 2: Y → −X + Y Y ++Y +X −−X − Y
Na Figura 5.5 ilustra-se a utilizac¸a˜o de sistemas-L estoca´sticos. A introduc¸a˜o de
uma componente aleato´ria a`s regras de produc¸a˜o do sistema-L da Figura 5.3 da´ origem,
ao fim do mesmo nu´mero de iterac¸o˜es, a arbustos distintos mas onde as caracter´ısticas
fundamentais esta˜o presentes. Este sistema-L e´ definido por:
Alfabeto: {F,+,-,[,]}
Axioma: F
Regra: (com probabilidade 0.5) F → FF − [−F + F + F ] + [+F − F − F ]
(com probabilidade 0.5) F → FF + [−F + F + F ]− [+F − F − F ]
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Outro exemplo de um sistema-L estoca´stico e´ o que da´ origem a uma sequeˆncia
de rectaˆngulos com diferentes a´reas. Designando um rectaˆngulo de a´rea i por Xi, este
sistema pode ser definido por:
Alfabeto: {X1, X2, X3, X4, X5}
Axioma: X3
Regra 1: X1 → X1X1
Regra 2: (com probabilidade 1/3) X2 → X1X3
(com probabilidade 1/3) X2 → X3X1
(com probabilidade 1/3) X2 → X2X2
Regra 3: (com probabilidade 1/5) X3 → X3X3
(com probabilidade 1/5) X3 → X2X4
(com probabilidade 1/5) X3 → X4X2
(com probabilidade 1/5) X3 → X1X5
(com probabilidade 1/5) X3 → X5X1
Regra 4: (com probabilidade 1/3) X4 → X3X5
(com probabilidade 1/3) X4 → X5X3
(com probabilidade 1/3) X4 → X4X4
Regra 5: X5 → X5X5
As regras de produc¸a˜o foram definidas de modo que a me´dia da a´rea dos rectaˆngulos
produzidos seja igual a` a´rea do rectaˆngulo que lhes deu origem. Se a noc¸a˜o de massa
for aplicada a` a´rea me´dia dos rectaˆngulos, enta˜o estamos perante um sistema-L que
se diz ter a propriedade da conservac¸a˜o de massa. Algumas das realizac¸o˜es poss´ıveis
deste sistema-L podem ser observadas na Figura 5.6. Uma extrapolac¸a˜o poss´ıvel deste
sistema-L e´ a associac¸a˜o da a´rea de cada rectaˆngulo a uma quantidade de tra´fego ob-
servado num intervalo de tempo (por exemplo nu´mero de pacotes ou nu´mero de bytes).
Estamos assim perante um sistema-L estoca´stico capaz de modelar uma sequeˆncia de
tra´fego.
5.3 Modelo de tra´fego para o ritmo de chegada de
pacotes
Nesta secc¸a˜o e´ proposto um modelo de tra´fego baseado em sistemas-L estoca´sticos,
para a caracterizac¸a˜o do processo do ritmo de chegada de pacotes. Este modelo sera´
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Figura 5.6: Exemplos de construc¸a˜o de sistemas-L estoca´sticos, rectaˆngulos.
designado por ”modelo de sistema-L u´nico”por forma a diferencia´-lo de outros modelos
baseados em sistema-L que sera˜o introduzidos no cap´ıtulo seguinte. O sistema-L deste
modelo tem um alfabeto de ritmos de chegada, λi, definido por
Λ = {λ1, λ2, ..., λL}, λi ∈ IR
+
0 , i = 1, ..., L. (5.1)
e tem regras de produc¸a˜o que aleatoriamente geram dois ritmos de chegada a partir de
outro. Sem perda de generalidade e´ assumido que λ1 < λ2 < ... < λL.
O processo de tra´fego e´ constru´ıdo progressivamente, regido por um sistema-L,
onde em cada iterac¸a˜o e´ produzida uma nova escala temporal. Partindo da escala
temporal superior, onde o tra´fego e´ caracterizado por um u´nico ritmo de chegada num
u´nico intervalo de tempo, cada iterac¸a˜o gera uma escala mais fina (i) dividindo cada
intervalo de tempo (pai) em dois subintervalos de igual durac¸a˜o (filhos) e (ii) associando
a cada um destes novos subintervalos um ritmo de chegada de acordo com as regras
de produc¸a˜o do sistema-L subjacente. As escalas temporais sa˜o agrupadas em gamas
de escalas temporais, permitindo-se a definic¸a˜o de regras de produc¸a˜o diferentes para
cada uma destas gamas de escalas. A introduc¸a˜o desta caracter´ıstica visa possibilitar
a modelac¸a˜o de caracter´ısticas de similaridade escalar distintas. Havera´ similaridade
escalar do tra´fego se a representac¸a˜o em escala logar´ıtmica das energias de ordem q
(normalmente a energia e´ de segunda ordem, q = 2) em func¸a˜o da escala tiver um
comportamento linear (ver secc¸a˜o 2.3.4.2 do cap´ıtulo 2); se a representac¸a˜o gra´fica
mostrar um comportamento globalmente na˜o-linear, ainda assim podem ser detectadas
gamas temporais com um comportamento linear. A construc¸a˜o do processo de tra´fego
esta´ ilustrada na Figura 5.7.
Para caracterizar o processo de tra´fego define-se X
(i)
(j,r) ∈ Λ como sendo o ritmo de
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Figura 5.7: Representac¸a˜o da evoluc¸a˜o do modelo de sistema-L u´nico.
chegadas no intervalo temporal i da escala temporal j e gama temporal r. O nu´mero
de escalas temporais e´ definido por S e o nu´mero de gamas temporais por R. Por
convenieˆncia, faz-se j decrescer de j = S − 1 (na escala temporal superior) ate´ j = 0
(escala temporal inferior). Tambe´m, r decresce de r = R (a gama temporal das escalas
temporais superiores) ate´ r = 1 (a gama temporal das escalas temporais inferiores).
Enta˜o, o nu´mero de intervalos temporais na escala temporal j, que sera´ designado por
Nj, e´ 2
S−j−1. Assumindo uma durac¸a˜o unita´ria para os intervalos na escala temporal
inferior, j = 0, a durac¸a˜o de um intervalo na escala j sera´ 2j. De maneira a relacionar
as escalas temporais com as gamas de escalas temporais, define-se jr como sendo a
escala superior j na gama r. Enta˜o para o caso ilustrado na Figura 5.7, teremos S = 4,
R = 2, j2 = 3 e j1 = 1.
De maneira a garantir que o ritmo de chegadas me´dio e´ o mesmo em todas as escalas















isto e´, a atribuic¸a˜o dos ritmos de chegada e´ tal que a me´dia dos ritmos de chegada
nos subintervalos filhos, da direita e da esquerda, sera´ igual ao ritmo de chegada do
intervalo pai. Com esta condic¸a˜o, o processo de tra´fego pode ser descrito pelo axioma
X
(1)





















lq = 1,∀l. Assim, um ritmo de chegada λl no intervalo i, escala j e gama
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r produz, com probabilidade p
(r)
lq , um ritmo de chegada λq no subintervalo filho da
esquerda 2i − 1 e ritmo de chegada 2λl − λq no subintervalo filho da direita 2i, da
pro´xima escala temporal j−1 e gama r′. As regras de produc¸a˜o podem ser totalmente







, l, q = 1, ..., L, r = 1, ..., R. (5.4)
De maneira a garantir que o alfabeto e´ fechado no que respeita a`s regras de
produc¸a˜o, sa˜o impostas as seguintes condic¸o˜es: (i) λi − λi−1 =
λL−λ1
L−1
, i = 2, 3, ..., L,
isto e´, os valores λi sera˜o equidistantes; (ii) p
(r)
lq = 0 se q > l + min(L − l, l − 1) ou
q < l −min(L− l, l − 1).
Finalmente, o modelo de sistema-L u´nico constro´i, na escala j e gama r, a sequeˆncia
de ritmos de chegada
Z(j,r) = {X
(i)
(j,r), i = 1, ..., Nj}. (5.5)
A partir da sequeˆncia Z(0,1) e´ poss´ıvel gerar os instantes espec´ıficos de chegada dos
pacotes, por exemplo, distribuindo uniformemente os X
(i)
(0,1) pacotes ao longo do i-e´simo
intervalo de tempo.
5.3.1 Procedimento de infereˆncia do modelo de sistema-L
u´nico
O procedimento de infereˆncia determina os paraˆmetros do sistema-L a partir de da-
dos reais. Comec¸a-se por definir o intervalo de amostragem do tra´fego ∆ e con-
siderar a sequeˆncia temporal do nu´mero de chegada de pacotes em cada um dos
intervalos de amostragem. Esta sequeˆncia temporal emp´ırica sera´ designada por
{Ak, k = 1, 2, ..., K}, onde Ak representa o nu´mero de chegadas no intervalo de amos-
tragem k. Por convenieˆncia, o comprimento da sequeˆncia temporal K deve ser uma
poteˆncia de 2. O procedimento de infereˆncia pode ser dividido em treˆs passos: (i) de-
terminac¸a˜o do alfabeto e axioma do sistema-L, (ii) identificac¸a˜o das gamas de escalas
temporais e (iii) infereˆncia da regras de produc¸a˜o do sistema-L. O diagrama de fluxo
deste procedimento esta´ representado na Figura 5.8.
O alfabeto do sistema-L e´ formado por L valores equidistantes de ritmos de che-
gada. Existem va´rias possibilidades para determinar os elementos do alfabeto. Uma
hipo´tese e´ forc¸ar a inclusa˜o do valor mı´nimo e do valor ma´ximo dos ritmos de chegada
observados. Outra e´ forc¸ar a inclusa˜o do valor me´dio e garantir que os valores mı´nimo
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Figura 5.8: Diagrama de fluxo do procedimento de infereˆncia do modelo de sistem-L u´nico.
e ma´ximo esta˜o contidos na gama de valores cobertos pelo alfabeto. Nos resultados
apresentados neste cap´ıtulo foi considerada a primeira opc¸a˜o. Note-se, que para valo-
res de L relativamente elevados, os alfabetos e consequentemente os resultados obtidos
com os dois me´todos de construc¸a˜o sa˜o semelhantes.
Por forma a garantir que o ritmo me´dio de chegadas do modelo inferido e´ igual ao
ritmo me´dio dos dados, impo˜e-se que o axioma seja igual ao ritmo me´dio de chegadas











onde ΦΛ(x) representa a func¸a˜o que arredonda x para o elemento de Λ mais pro´ximo.
A identificac¸a˜o das gamas temporais baseia-se no me´todo de ana´lise escalar por ondu-
letas descrito em [AFTV00] e na secc¸a˜o 2.3.4.2 do cap´ıtulo 2 deste Tese, que recorre
a diagramas de energias em escala logar´ıtmica. As gamas temporais correspondem
ao conjunto de escalas temporais para as quais, dentro dos limites dos intervalos de
confianc¸a, os valores de yj esta˜o sobre uma recta.
O passo final e´ a infereˆncia das regras de produc¸a˜o do sistema-L, as quais sa˜o total-
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mente caracterizadas pelas matrizes P(r). Primeiro as sequeˆncias de ritmos de chegada
sa˜o arredondados para os elementos mais pro´ximo do alfabeto, definindo-se assim as
sequeˆncias Y(j,r) para cada uma das escalas temporais. Isto e´ feito determinando os
ritmos de chegada X
(i)











com i = 1, ..., Nj, para cada j. Designando por c
(r)
lq o nu´mero de vezes que, na escala
temporal j, o paiX
(i)
(j,r) = λl gerou um filho (no subintervalo da esquerda)X
(2i−1)
(j−1,r′) = λq,










lq , l = 1, ..., L, r = 1, ..., R. (5.8)
5.4 Relac¸a˜o com as cascatas conservativas
Os modelos com base em cascatas aleato´rias conservativas, descritos na secc¸a˜o 2.4.8 do
cap´ıtulo 2, sa˜o modelos multifractais que teˆm um processo de construc¸a˜o semelhante
ao dos sistemas-L.
Nos sistemas-L para o processos de chegada de pacotes, a massa no intervalo i da
escala j pode ser interpretada com o sendo 2jX
(i)
(j,ra)
. Para ale´m da propriedade de pre-
servac¸a˜o de massa, os sistemas-L possuem outra caracter´ıstica que na˜o existe nas casca-
tas conservativas (nem nas cascatas aleato´rias) e que permite capturar uma importante
caracter´ıstica das redes de dados. Nos sistemas-L a massa e´ redistribu´ıda em subin-
tervalos (esquerdo e direito), sendo esta redistribuic¸a˜o feita de um modo dependente
da massa do intervalo pai. Na construc¸a˜o das cascatas conservativas esta dependeˆncia
na˜o existe. Consideremos o exemplo, apresentado em [FGW98], da dinaˆmica de uma
sessa˜o HTTP: os cliques de um utilizador geram pedidos HTTP, os pedidos HTTP
geram fluxos e os fluxos sa˜o formados por pacotes individuais. Ora, o nu´mero de pe-
didos HTTP por unidade de tempo que um servidor pode processar e´ necessariamente
limitado. Deste modo, a maneira como os cliques de um utilizador geram pedidos de-
pende do pro´prio nu´mero de cliques e, portanto, um servidor HTTP que tenha mais
pedidos para processar vai distribuir as respostas a esses pedidos mais espac¸adamente
no tempo. Conclui-se enta˜o que a massa (neste caso o nu´mero de cliques) influencia
o modo como a distribuic¸a˜o temporal das respostas aos pedidos e´ feita. A um n´ıvel
protocolar mais baixo, consideremos a maneira como os fluxos produzem pacotes. Se
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a rede estiver congestionada, o mecanismo de controlo de congestionamento do TCP
impo˜e que os pacotes sejam distribu´ıdos no tempo de maneira mais esparsa. Mais
uma vez, a massa (neste caso agora, o nu´mero de fluxos) influencia a maneira como os
pacotes sa˜o distribu´ıdos no tempo.
Para efectuar uma ana´lise mais precisa deste aspecto, avaliou-se se a propriedade de
independeˆncia do gerador subjacente a`s cascatas conservativas estaria ou na˜o presente
em dados reais, usando para tal a captura Bellcore. O gerador, tal como definido no
contexto das cascatas conservativas (cap´ıtulo 2 secc¸a˜o 2.4.8), representa a fracc¸a˜o de






(j,r) = λl/2λq. Definiu-se Waj|l como sendo o gerador da sequeˆncia
de ritmos de chegada, na escala j, condicionado pelo ritmo de chegada λl. O gerador
Waj|l e´ uma varia´vel aleato´ria discreta que, para cada l, pode tomar valores λl/2λq
e pode ser facilmente inferido a partir dos dados. Claramente, se o pressuposto de
independeˆncia for verdadeiro enta˜o Waj|l deve ter a mesma distribuic¸a˜o para todo o l.
Nas Figuras 5.9 e 5.10 esta´ representada a me´dia e variaˆncia de Waj|l , para cada λl e
para j = 1, 2, 3, 4 e 5. Os resultados mostram que, para uma mesma escala temporal,
o gerador pode ter diferentes valores de me´dia e variaˆncia. Por exemplo, para j = 1 o
geradorWaj|l tem uma variaˆncia de 0.04 para λl = 21 pacotes/seg e 0.001 para λl = 100
pacotes/seg. Verifica-se assim que o gerador possui distribuic¸o˜es distintas o que mostra
que o pressuposto de independeˆncia na˜o e´ va´lido no caso da captura Bellcore. O mesmo
comportamento foi observado em outras capturas de tra´fego. Para concluir, o efeito
imposto pela limitac¸a˜o dos recursos dispon´ıveis e´ um factor importante que tem um
forte impacto no processo de gerac¸a˜o de tra´fego. Este efeito pode ser capturado por
uma descric¸a˜o baseada em sistemas-L mas na˜o atrave´s de cascatas conservativas.
5.5 Resultados nume´ricos
O modelo e respectivo procedimento de infereˆncia foi aplicado a duas capturas de
tra´fego: (i) a captura Bellcore de Outubro e (ii) uma captura feita na Universidade
de Aveiro (UA) a qual exibe caracter´ısticas de similaridade escalar multifractal na˜o
trivial. Ambos as capturas esta˜o descritas em pormenor no Apeˆndice A. O intervalo
de amostragem usado foi 0.1 segundos em ambas as capturas.
A captura Bellcore foi modelada por um sistema-L estoca´stico com um alfabeto
de L = 236 ritmos de chegada entre um mı´nimo de 10 pacotes/seg e um ma´ximo de
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Figura 5.9: Me´dia de Waj|l em func¸a˜o de λl e j,

































Figura 5.10: Variaˆncia de Waj|l em func¸a˜o de
λl e j, ritmo de chegada de pacotes da captura
Bellcore.
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Figura 5.11: diagrama de energias em escala lo-
gar´ıtmica, Bellcore.
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Figura 5.12: diagrama de energias em escala lo-
gar´ıtmica, UA.
2360 pacotes/seg, em intervalos de 10 pacotes/seg. De referir que o valor do intervalo
entre elementos do alfabeto foi escolhido de modo a que a diferenc¸a em nu´mero de
chegadas por intervalo de amostragem seja um. Atrave´s do diagrama de energias em
escala logar´ıtmica identificaram-se 5 gamas de escalas temporais (de um total de 14
escalas temporais) definidas por j1 = 3, j2 = 6, j3 = 8, j4 = 9 e j5 = 14 (Figura 5.11).
A captura UA foi modelada por um sistema-L com um alfabeto de L = 214 ritmos de
chegada, de 450 pacotes/seg a 2580 pacotes/seg em intervalos de 10 pacotes/seg. Na
Figura 5.12 esta´ representado o diagrama de energias em escala logar´ıtmica da captura
UA, sendo poss´ıvel verificar que existem 3 gamas de escalas (para um total de 17 escalas
temporais) definidas por j1 = 2, j2 = 8 e j3 = 17. A estimac¸a˜o de paraˆmetros levou
menos de 30 segundos, usando uma implementac¸a˜o em MATLAB a correr num PC
equipado com um processador AMD Thunderbird 1.2 GHz e 1.5 GBytes de RAM. Isto
mostra que o procedimento de infereˆncia e´ computacionalmente eficiente.
Para efeitos de comparac¸a˜o, o tra´fego foi ainda ajustado a uma cascata conservativa
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utilizando dois me´todos de infereˆncia de paraˆmetros distintos. No primeiro me´todo,
proposto em [GWF99], o gerador e´, em cada escala temporal, ajustado a uma distri-
buic¸a˜o gaussiana truncada, com me´dia 1/2, sendo a variaˆncia ajustada individualmente
em cada escala. A cascata conservativa inferida segundo este me´todo sera´ designada
por ”cascata gaussiana”. O segundo me´todo recorre ao uso de um gerador com uma dis-
tribuic¸a˜o discreta. Tambe´m neste me´todo o gerador e´ distinto em cada escala temporal,
mas agora na˜o existe qualquer restric¸a˜o no que se refere a` me´dia. Este procedimento
de ajuste possui um maior nu´mero de paraˆmetros ajusta´veis (na˜o se esta´ restrito ao
ajuste da variaˆncia) introduzindo assim um maior nu´mero de graus de liberdade na
modelac¸a˜o do tra´fego. Este modelo sera´ designado por ”cascata discreta”.
A aplicabilidade do modelo de tra´fego e a precisa˜o do procedimento de infereˆncia
a ele associado foram avaliados segundo va´rios crite´rios. Compararam-se as func¸o˜es
massa de probabilidade (FMP) e de autocovariaˆncia do processo de contagem de paco-
tes obtido com os modelos inferidos e com os dados originais. Foi tambe´m analisado o
comportamento do tra´fego quando sujeito a uma fila de espera, em termos de ra´cio de
pacotes perdidos e de atraso me´dio na fila de espera, estimados por simulac¸a˜o. Foram
usados quatro tipos de tra´fego: (i) o tra´fego original considerando que todos os pacotes
tinham tamanho fixo igual ao tamanho me´dio, (ii) tra´fego gerado de acordo com o
modelo de sistema-L u´nico estoca´stico, (iii) tra´fego gerado de acordo com uma cascata
gaussiana e (iv) tra´fego gerado de acordo com uma cascata discreta. Na ana´lise do
comportamento do tra´fego em fila de espera foi ainda usado o tra´fego original mas
considerando os tamanhos reais dos pacotes.
A caracter´ısticas multifractais do tra´fego foram avaliadas usando diagramas lineares
multiescalares, introduzidos na secc¸a˜o 2.3.5 do cap´ıtulo 2. A Figura 5.13 mostra que a
captura UA, e o tra´fego gerado de acordo com os correspondentes modelos de sistema-
L u´nico e de cascatas conservativas, teˆm todos caracter´ısticas de similaridade escalar
multifractal. Uma ana´lise semelhante foi efectuada a` captura Bellcore revelando que
este tra´fego na˜o possui caracter´ısticas de similaridade escalar multifractal (Figura 5.14).
Em ambos os casos, verifica-se que o modelo baseado em sistemas-L forneceu uma boa
aproximac¸a˜o das curvas de hq em func¸a˜o dos momentos, mas o mesmo na˜o aconteceu
com as cascatas conservativas (note-se a semelhanc¸a das curvas relativas aos dados
originais e ao modelo de sistema-L u´nico).
No caso da FMP (Figura 5.15), tanto as cascatas conservativas com o modelo de
sistema-L u´nico obtiveram o´ptimos resultados para a captura UA. O desempenho dos
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Figura 5.13: Diagramas lineares multiescalares,
UA.
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Figura 5.16: Ajuste da func¸a˜o massa de probabi-
lidade, Bellcore.
modelos com base em cascatas conservativas na˜o foi ta˜o bom para a captura Bellcore
(Figura 5.16). Este facto pode explicar-se pela auseˆncia de dependeˆncia entre escalas do
gerador W , o que dificulta o ajuste de distribuic¸o˜es de probabilidade assime´tricas por
parte das cascatas conservativas. A dependeˆncia existente na construc¸a˜o dos sistemas-
L permite, por exemplo, fazer com que um pai com uma massa elevada deˆ sempre
origem a uma massa elevada num dos seus filhos, permitindo assim que na escala
temporal inferior aparec¸am mais valores de um dos extremos do alfabeto. E´ assim
poss´ıvel a obtenc¸a˜o de distribuic¸o˜es de probabilidade assime´tricas. Para a func¸a˜o de
autocovariaˆncia (Figura 5.17), o ajuste conseguido por ambos os modelos foi mais uma
vez bastante bom no caso da captura UA, mas claramente inferior para as cascatas
conservativas no caso da captura Bellcore (Figura 5.18).
De modo a avaliar o comportamento da captura Bellcore quando sujeita a uma fila
de espera fez-se variar a unidade de armazenamento da fila de espera de 10 Kbytes ate´
8 Mbytes para uma taxa de servic¸o de 518 Kbytes/s (que corresponde a um factor de
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Figura 5.18: Ajuste da func¸a˜o de autoco-
variaˆncia, Bellcore.
utilizac¸a˜o de 0.7). Fez-se ainda variar a unidade de armazenamento da fila de espera de
100 Kbytes ate´ 70 Mbytes para uma taxa de servic¸o de 403 Kbytes/s (que corresponde
a um factor de utilizac¸a˜o de 0.9).
Para a captura UA utilizaram-se factores de utilizac¸a˜o de 0.9 e 0.98, os quais cor-
respondem respectivamente a taxas de servic¸o de 726 Kbytes/s e 666 Kbytes/s. Em
ambos os casos fez-se variar a unidade de armazenamento da fila de espera de 10 Kbytes
ate´ 40 Mbytes.
As Figuras 5.19, 5.20, 5.21, 5.22, 5.23, 5.24, 5.25 e 5.26 mostram que, para ambos
os tra´fegos e factores de utilizac¸a˜o, os resultados para o comportamento do tra´fego
na passagem por uma fila de espera foi muito bom no caso do modelo se sistema-L
u´nico, enquanto que para o modelo de cascatas conservativas existiram discrepaˆncias.
E´ interessante verificar que, para o caso da captura UA, estas discrepaˆncias ocorreram
apesar de um bom ajuste das estat´ısticas de primeira e segunda ordem. Este facto mos-
tra que para caracterizar tra´fego multifractal na˜o e´ suficiente o ajuste das estat´ısticas
de primeira e segunda ordem. Verifica-se ainda que um modelo de tra´fego que consi-
dere todos os pacotes com tamanhos iguais na˜o consegue modelar o comportamento
de tra´fego onde o tamanho dos pacotes e´ varia´vel. O processo do tamanho dos pacotes
tem uma influeˆncia fundamental no comportamento do tra´fego numa rede, e na˜o pode
por isso ser negligenciado.
5.6 Concluso˜es
Neste cap´ıtulo foram apresentados os sistemas de Lindenmayer, um modelo de tra´fego
baseado nos mesmos e o procedimento de infereˆncia de paraˆmetros respectivo. Os sis-
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Figura 5.19: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 70%, Bellcore.
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Figura 5.20: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 70%, Bellcore.
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Figura 5.21: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 90%, Bellcore.
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Figura 5.22: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 90%, Bellcore.
temas de Lindenmayer foram propostos como um me´todo para modelar o crescimento
de plantas, mas a capacidade destes para modelar feno´menos fractais motivou o de-
senvolvimento de um modelo de tra´fego com base nos mesmos. Usaram-se sistemas de
Lindenmayer estoca´sticos, os quais permitem a introduc¸a˜o de componentes aleato´rias
no sistema. Uma extensa˜o destes mesmos sistemas em que as caracter´ısticas do sis-
tema variam ao longo das diferentes escalas temporais permite que o modelo proposto
descreva as caracter´ısticas multiescalares do tra´fego.
O modelo, designado por modelo de sistema-L u´nico, foi aplicado a tra´fego real exi-
bindo caracter´ısticas de similaridade escalar multifractal na˜o trivial. Compararam-se
as estat´ısticas de primeira e segunda ordem, o comportamento do tra´fego na passagem
por uma fila de espera e as caracter´ısticas multifractais do tra´fego, dos processos de
chegada de pacotes do tra´fego real, do tra´fego gerado segundo o modelo de sistema-L
u´nico e ainda de tra´fego gerado segundo modelos baseados em cascatas conservativas.
O modelo de sistema-L u´nico obteve resultados muito bons em todas as componentes
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Figura 5.23: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 90%, UA.
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Figura 5.24: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 90%, UA.
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Figura 5.25: Ra´cio de perda de pacotes com uma
utilizac¸a˜o de 98%, UA.
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Figura 5.26: Atraso me´dio na fila de espera com
uma utilizac¸a˜o de 98%, UA.
avaliadas, sendo o desempenho deste modelo muito superior ao dos modelos de tra´fego
baseados em cascatas. No entanto quando se consideram os tamanhos reais dos paco-
tes, verifica-se que o modelo de sistema-L u´nico na˜o consegue descrever eficazmente o
comportamento em fila de espera. Assim, pode-se concluir que para modelar eficaz-
mente tra´fego IP com modelos baseados em sistemas-L, a` semelhanc¸a do que acontecia
com os modelos Markovianos, e´ necessa´rio incluir nos modelos uma componente de




Modelos com base em sistemas de
Lindenmayer para os processos de
chegadas e de tamanhos de pacotes
6.1 Introduc¸a˜o
Neste cap´ıtulo sera˜o apresentados treˆs novos modelos de tra´fego com capacidade de
modelar tanto o ritmo de chegada de pacotes como o tamanho destes. Estes modelos
foram desenvolvidos com o objectivo de modelar todas as componentes do tra´fego IP
(ou qualquer outro tipo de tra´fego com tamanho de pacotes varia´vel). Os modelos aqui
apresentados permitem a captura das caracter´ısticas multiescalares do tra´fego, ao n´ıvel
dos processos de chegada de pacotes e de tamanho de pacotes.
O primeiro modelo consiste em dois sistemas-L independentes, em que um modela o
ritmo de chegada de pacotes e o outro o tamanho dos pacotes, sendo por isso apelidado
de sistema-L duplo (SLD). O segundo modelo e´ um sistema-L bi-dimensional onde o
ritmo de chegada de pacotes e o tamanho dos mesmos sa˜o modelados conjuntamente, o
que originou a escolha do nome sistema-L conjunto (SLC). O terceiro modelo conjuga
um sistema-L u´nico, que modela a chegada dos pacotes, com o tamanho dos pacotes
caracterizado por um conjunto de distribuic¸o˜es dependentes da taxa de chegadas, e e´
chamado de sistema-L com func¸o˜es massa de probabilidade (SLFMP).
Este cap´ıtulo esta´ organizado do seguinte modo. Na secc¸a˜o 6.2 sa˜o apresentados
em pormenor os modelos de tra´fego. Na secc¸a˜o 6.3 sa˜o descritos em detalhe os pro-
cedimentos de infereˆncia de paraˆmetros dos modelos. Na secc¸a˜o 6.4 sa˜o apresentadas
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as cascatas aleato´rias duplas e a relac¸a˜o destas com os sistemas-L com capacidade de
modelar o tamanho dos pacotes. Na secc¸a˜o 6.5 sa˜o apresentados e discutidos os resul-
tados da aplicac¸a˜o dos modelos propostos a tra´fego real. Finalmente na secc¸a˜o 6.6 sa˜o
apresentadas algumas concluso˜es.
6.2 Modelos de tra´fego
6.2.1 Sistema-L duplo
Este modelo de tra´fego tem por base dois sistemas-L estoca´sticos independentes, um
para o ritmo de chegadas e outro para os tamanhos dos pacotes. Para os ritmos
de chegadas considera-se um sistema-L em tudo ideˆntico ao apresentado no cap´ıtulo
anterior (sistema-L u´nico) o qual possui o seguinte alfabeto de ritmos de chegadas
Λ = {λ1, λ2, ..., λL}, λi ∈ IR
+
0 , i = 1, ..., L. (6.1)
Para os tamanhos dos pacotes considera-se outro sistema-L semelhante, mas onde o
alfabeto e´ constitu´ıdo por tamanhos me´dios de pacote, γi:
Γ = {γ1, γ2, ..., γG}, γi ∈ IR
+
0 , i = 1, ..., G. (6.2)
As regras de produc¸a˜o geram aleatoriamente dois tamanhos me´dios de pacote a partir
de um anterior. Sem perda de generalidade foi assumido que γ1 < γ2 < ... < γG.
A se´rie temporal de ritmos de chegadas e tamanhos me´dios de pacote e´, constru´ıda
progressivamente, governada por dois sistemas-L independentes. O tra´fego e´ caracte-
rizado por um u´nico ritmo de chegada e um u´nico tamanho me´dio de pacote em cada
intervalo de tempo. Em cada iterac¸a˜o e´ gerada uma escala temporal mais fina (i) di-
vidindo cada intervalo de tempo (pai) em dois subintervalos de igual durac¸a˜o (filhos)
e (ii) associando um ritmo de chegada e um tamanho me´dio de pacote a cada um dos
novos subintervalos, de acordo com as regras de produc¸a˜o de cada um dos sistemas-L
estoca´sticos. Para cada um dos sistemas-L as escalas temporais sa˜o agrupadas em ga-
mas de escalas (na˜o necessariamente as mesmas para os dois sistemas-L) permitindo-se
a definic¸a˜o de diferentes regras de produc¸a˜o para cada uma dessa gamas de escalas. O
procedimento de infereˆncia das gamas de escalas e´ o descrito no cap´ıtulo anterior. A
construc¸a˜o do processo de tra´fego esta´ ilustrada na Figura 6.1.










∈ Λ e Y
(i)
(j,rs)
∈ Γ sa˜o respectivamente o ritmo de chegada e o tamanho
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Figura 6.1: Representac¸a˜o da evoluc¸a˜o do modelo SLD.
me´dio de pacote no intervalo de tempo i da escala temporal j e gamas de escalas
temporais ra para os ritmos de chegadas e rs para os tamanhos me´dios. O nu´mero de
escalas temporais e´ S, o nu´mero de gamas de escalas temporais e´ Ra para os ritmos de
chegadas e Rs para os tamanhos me´dios. Tambe´m aqui, j decresce de j = S − 1 (na
escala temporal mais larga) ate´ j = 0 (escala temporal mais fina); e ra (rs) decresce de
Ra (Rs) (a gama temporal das escalas temporais mais largas) ate´ 1 (a gama temporal
das escalas temporais mais finas). O nu´mero de intervalos de tempo na escala j sera´
Nj = 2
S−j−1. Mais uma vez, assumindo uma durac¸a˜o unita´ria para os intervalos na
escala temporal inferior, j = 0, a durac¸a˜o de um intervalo na escala j sera´ 2j. De modo
a relacionar as escalas temporais com as gamas temporais, define-se jra e jrs como a
escala superior j nas gamas ra e rs respectivamente. Enta˜o para o caso ilustrado na
Figura 6.1, teremos S = 4, Ra = 2, Rs = 2, j2 = 3 e j1 = 1 para os ritmos, e j2 = 3 e
j1 = 2 para os tamanhos.
De modo a garantir que o ritmo de chegadas me´dio e o tamanho me´dio de pacote
(calculado para todos os intervalos de tempo) sa˜o os mesmos em todas as escalas


































isto e´, a gerac¸a˜o de ritmos de chegadas (tamanhos me´dios) de pacotes e´ tal que a
me´dia dos ritmos de chegadas (tamanhos me´dios) nos subintervalos filhos da direita
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e da esquerda sera´ igual ao ritmo de chegada (tamanho me´dio) do intervalo pai. De
notar que estas regras na˜o garantem que a quantidade de bytes num determinado
intervalo pai seja igual a` soma dos bytes dos intervalos filhos respectivos, apesar de
garantirem que a quantidade total de bytes e´ a mesma em todas as escalas temporais.
Seria poss´ıvel impor condic¸o˜es mais complexas para a relac¸a˜o dos ritmos de chegadas
e dos tamanhos me´dios dos pacotes, mas isso tornaria imposs´ıvel definir um alfabeto
de tamanhos me´dios de pacotes finito.







tivamente o ritmo de chegadas e tamanho me´dio de pacote na escala temporal superior,













































mn = 1,∀m. Assim, um ritmo de chegadas λl (tama-





mn ), um ritmo de chegadas λq (tamanho me´dio γn) no subintervalo filho da esquerda
2i − 1 e um ritmo de chegadas 2λl − λq (tamanho me´dio 2γm − γn) no subintervalo
filho da direita 2i, da pro´xima escala temporal j − 1 e gama r′a (r
′
s). As regras de
produc¸a˜o para os ritmos de chegadas podem ser totalmente descritas por Ra matrizes







, l, q = 1, ..., L, ra = 1, ..., Ra (6.7)
e as regras de produc¸a˜o dos tamanhos me´dios de pacotes podem ser totalmente descritas





,m, n = 1, ..., G, rs = 1, ..., Rs (6.8)
E´ ainda necessa´rio garantir que o alfabeto e´ fechado no que respeita a`s regras de
produc¸a˜o. Sa˜o enta˜o impostas as seguintes condic¸o˜es para o sistema-L dos ritmos de
chegadas: (i) λi − λi−1 =
λL−λ1
L−1
, i = 2, 3, ..., L, isto e´, os valores λi sera˜o equidistantes;
(ii) p
(ra)
lq = 0 se q > l+min(L− l, l−1) ou q < l−min(L− l, l−1). Condic¸o˜es similares




2, 3, ..., G; (ii) v
(rs)
mn = 0 se n > m+min(G−m,m− 1) ou n < m−min(G−m,m− 1).
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), i = 1, ..., Nj} (6.9)
Este modelo tem um total de RaL
2 + L+RsG
2 +G paraˆmetros.
A gerac¸a˜o do processo de tra´fego completo a partir do modelo pode ser feita em





com i = 1, ..., Nj, (ii) em segundo lugar, para cada intervalo temporal, os instantes
de chegada dos pacotes sa˜o definidos de acordo com uma distribuic¸a˜o uniforme (o
nu´mero de chegadas e´ definido pelo ritmo de chegada de pacotes desse intervalo); (iii)
finalmente e´ atribu´ıdo a todos os pacotes do i-e´simo intervalo um tamanho igual ao




Nesta secc¸a˜o e´ apresentado o modelo de sistema-L conjunto, o qual descreve conjun-
tamente o ritmo de chegada e o tamanho me´dio dos pacotes. Este modelo difere do
modelo SLD pois baseia-se num u´nico sistema-L bi-dimensional em que o alfabeto e´
formado por pares ordenados de ritmos de chegadas e tamanhos me´dios de pacotes.
Deste modo e´ introduzida no modelo a capacidade de correlacionar os ritmos de che-
gada de pacotes com o tamanho destes. A sequeˆncia temporal e´ constru´ıda de acordo
com um sistema-L estoca´stico bi-dimensional, em que o alfabeto e´ definido por
{(λl, γg) : λl ∈ Λ, γg ∈ Γ} (6.10)
onde
Λ = {λ1, λ2, ..., λL}, λl ∈ IR
+
0 , l = 1, ..., L (6.11)
Γ = {γ1, γ2, ..., γG}, γg ∈ IR
+
0 , g = 1, ..., G (6.12)
e onde as regras de produc¸a˜o geram aleatoriamente dois pares (de ritmos e tamanhos
me´dios) a partir de outro.
O processo de tra´fego e´ constru´ıdo iterativamente de acordo com o sistema-L es-
toca´stico bi-dimensional, em que em cada iterac¸a˜o e´ produzida uma nova escala tempo-
ral. Comec¸ando pela escala temporal superior, em cada iterac¸a˜o sa˜o gerados dois pares
ordenados de ritmo de chegada e tamanho me´dio de pacotes de acordo com regras de
produc¸a˜o do sistema-L. Tambe´m neste modelo e´ permitido o agrupamento de escalas
temporais em gamas de escalas temporais com regras de produc¸a˜o pro´prias. Mas agora
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Figura 6.2: Representac¸a˜o da evoluc¸a˜o do modelo SLC.
o agrupamento das escalas e´ feito analisando as caracter´ısticas de similaridade escalar
do processo de tra´fego conjunto de ritmos de chegadas e tamanho me´dio dos pacotes,
ou seja o processo de chegada em bytes por segundo. A construc¸a˜o do processo de
tra´fego esta´ ilustrada na Figura 6.2.










∈ Λ e Y
(i)
(j,rb)
∈ Γ sa˜o respectivamente o ritmo de che-
gada e o tamanho me´dio dos pacotes no intervalo de tempo i da escala temporal j
e gama de escalas temporais rb. O nu´mero de gamas de escalas temporais e´ Rb. As
definic¸o˜es de escala temporal, gama de escalas temporais e dos diferentes paraˆmetros
associados a`s escalas sa˜o ideˆnticas a`s da secc¸a˜o anterior.
Mais uma vez, e´ necessa´rio garantir que o ritmo de chegadas me´dio e o tamanho
me´dio dos pacotes (calculados sobre todos os intervalos de tempo) sa˜o os mesmos em






































isto e´, tal como na secc¸a˜o anterior, a me´dia dos ritmos (tamanhos me´dios) dos pacotes
nos subintervalos filhos da direita e da esquerda sera´ igual ao ritmo (tamanho me´dio) do
intervalo pai. De notar mais uma vez que a regra (6.14) na˜o garante que a quantidade
de bytes num determinado intervalo pai seja igual a` soma dos bytes nos respectivos
intervalos filhos.
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), o par or-
denado do ritmo de chegadas e tamanho me´dio dos pacotes na escala temporal superior,






































lmqn = 1,∀l,∀m. Assim, um par com um ritmo de chegadas λl e
tamanho de me´dio γm no intervalo i, escala j e gama rb produz, com probabilidade
p
(rb)
lmqn, um par com um ritmo λq e tamanho me´dio γn no subintervalo filho da esquerda
2i − 1 e um par com um ritmo de chegadas 2λl − λq e tamanho de me´dio 2γm − γn
no subintervalo filho da direita 2i, da pro´xima escala temporal j − 1 e gama r′b. As
regras de produc¸a˜o para os ritmos de chegadas podem ser totalmente descritas por Rb








com l, q = 1, ..., L, m,n = 1, ..., G e rb = 1, ..., Rb.
Tambe´m para este sistema-L e´ necessa´rio garantir que o alfabeto e´ fechado no




, i = 2, 3, ..., L, isto e´, os valores λi sera˜o equidistantes; (ii) γi−γi−1 =
γG−γ1
G−1
, i = 2, 3, ..., G, isto e´, os valores γi sera˜o equidistantes; (iii) p
(rb)
lmqn = 0 if q >
l+min(L−l, l−1) ou q < l−min(L−l, l−1); (iv) p
(rb)
lmqn = 0 se n > m+min(G−m,m−1)
ou n < m−min(G−m,m− 1).








), i = 1, ..., Nj} (6.17)
O modelo SLC tem um total de RbL
2G2 + L+G paraˆmetros.
A gerac¸a˜o do processo de tra´fego completo a partir do modelo comec¸a por gerar a
sequeˆncia temporal Z(0,1). A partir da´ı segue os mesmos passos do modelo anterior.
6.2.3 Sistema-L com FMP
O modelo apresentado nesta subsecc¸a˜o utiliza um sistema-L u´nico (ver secc¸a˜o 5.3 do
cap´ıtulo 5) para modelar o processo de chegada de pacotes e um conjunto de distri-
buic¸o˜es discretas para caracterizar o processo do tamanho dos pacotes. O tamanho dos
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pacotes e´ apenas caracterizado na escala temporal mais fina. Ale´m disso, contraria-
mente ao que acontecia nos dois modelos anteriores, o sistema-L com FMPs caracteriza
o tamanho de cada pacote individualmente, em vez do tamanho me´dio de pacote no
intervalo de amostragem. A cada ritmo de chegadas e´ associada uma func¸a˜o massa de
probabilidade (FMP) que descreve o tamanho dos pacotes. Assim, havera´ um total de
L FMPs.
Para caracterizar o processo dos tamanhos dos pacotes, recorre-se a` varia´vel
aleato´ria discreta El que representa o tamanho de um pacote associado ao ritmo
de chegadas λl. Definem-se tambe´m L func¸o˜es massa de probabilidade (FMPs),
uma para cada um dos ritmos de chegadas, dadas por hl(e) = P (El = e), com
e ∈ Υl = {υ1, υ2, . . . , υQl} e l = 1, 2, . . . , L; Υ
l e´ o conjunto (aqui tambe´m desig-
nado por alfabeto) dos Ql tamanhos de pacotes associados ao ritmo de chegada λl. De
referir que todos os pacotes que cheguem no intervalo de tempo associado ao ritmo de
chegadas λl tera˜o um tamanho atribu´ıdo segundo a FMP h
l.
O modelo SLFMP tem um total de RaL
2 + L+ 2
∑L
l=1Ql paraˆmetros.
Neste caso, a gerac¸a˜o do processo de tra´fego completo a partir do modelo compre-
ende os treˆs passos seguintes: (i) em primeiro lugar e´ gerada a sequeˆncia de ritmos
de chegadas de pacotes na escala temporal mais fina dada pelo sistema-L correspon-
dente; (ii) em segundo lugar, para cada intervalo temporal, os instantes de chegada dos
pacotes sa˜o definidos de acordo com uma distribuic¸a˜o uniforme (o nu´mero de chega-
das e´ definido pelo ritmo de chegadas de pacotes desse intervalo); (iii) finalmente sa˜o
atribu´ıdos os tamanhos aos pacotes, de acordo com as FMPs associadas aos diferentes
ritmos de chegadas.
6.3 Procedimentos de infereˆncia de paraˆmetros
6.3.1 Sistema-L duplo
O procedimento de infereˆncia determina os paraˆmetros dos dois sistemas-L a partir de
dados reais. Comec¸a-se por fixar um intervalo de amostragem ∆ e construir a se´rie
temporal do nu´mero de chegadas de pacotes e do tamanho me´dio dos mesmos em cada
um dos intervalos de amostragem, que sera´ designada por {(Ak, Bk), k = 1, 2, ..., K},
onde Ak e Bk representam respectivamente o nu´mero de chegadas de pacotes e tamanho
me´dio dos pacotes no intervalo de amostragem k. Por convenieˆncia, o tamanho da
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Figura 6.3: Diagrama de fluxo do procedimento de infereˆncia do modelo SLD.
se´rie temporal K devera´ ser uma poteˆncia de 2. O procedimento de infereˆncia pode
ser dividido em treˆs passos: (i) determinac¸a˜o do alfabeto e do axioma dos ritmos
de chegadas e tamanhos me´dios de pacotes, (ii) identificac¸a˜o das gamas de escalas
temporais para cada sistema-L e (iii) infereˆncia das regras de produc¸a˜o dos ritmos
de chegadas e tamanhos me´dios dos pacotes. O diagrama de fluxos de cada um dos
sistemas-L que constituem o modelo esta´ representado na figura 6.3.
Os alfabetos dos sistemas-L consistem em L e G valores equidistantes desde o valor
mı´nimo ao ma´ximo presente nos dados. Tanto o valor de L como o de G devem ser um
compromisso entre a precisa˜o e complexidade do modelo. A` semelhanc¸a do modelo de
sistema-L u´nico, esta e´ apenas uma das possibilidades para a construc¸a˜o do alfabeto.
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Devido a` propriedade de preservac¸a˜o de massa dos sistemas-L definida em (6.3)
e (6.4), impo˜e-se que o axioma do ritmo de chegadas de pacotes seja igual ao ritmo

























onde ΦΩ(x) representa a func¸a˜o que arredonda x para o elemento mais pro´ximo de Ω.
Tal como na infereˆncia do sistema-L u´nico (cap´ıtulo 5), a identificac¸a˜o das gamas
temporais baseia-se no me´todo de ana´lise escalar por onduletas descrito na secc¸a˜o
2.3.4.2 do cap´ıtulo 2 deste Tese. Este me´todo e´ aplicado tanto ao ritmo de chegadas
como ao tamanho me´dio dos pacotes.
O pro´ximo passo e´ a infereˆncia das regras de produc¸a˜o dos dois sistemas-L, as
quais sa˜o caracterizados de forma completa pelas matrizes P(ra) e V(rs). Inicialmente,
os dados sa˜o arredondados de modo a definir as sequeˆncias de ritmos de chegadas































com i = 1, ..., Nj, para cada j.
Definindo c
(ra)
lq como sendo o nu´mero de vezes que, para todos as escalas da gama
ra, o pai X
(i)
(j,ra)














lq , l = 1, ..., L, ra = 1, ..., Ra (6.22)
De mesmo modo define-se d
(rs)
mn como sendo o nu´mero de vezes que, para todos as
escalas da gama rs, o pai Y
(i)
(j,rs)
= γm produziu um filho no subintervalo da esquerda
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d(rs)mn , m = 1, ..., G, rs = 1, ..., Rs (6.23)
6.3.2 Sistema-L conjunto
Tal como no modelo anterior, a infereˆncia de paraˆmetros comec¸a pela construc¸a˜o da
se´rie temporal emp´ırica {(Ak, Bk), k = 1, 2, ..., K}. O procedimento de infereˆncia esta´
tambe´m dividido em 3 partes: (i) determinac¸a˜o do alfabeto e axioma, (ii) identificac¸a˜o
das gamas de escalas temporais, (iii) infereˆncia das regras de produc¸a˜o. O diagrama
de fluxos do procedimento de infereˆncia deste sistema-L esta´ representado na Figura
6.4.
O alfabeto deste sistema-L bi-dimensional consistira´ num conjunto com L×G pares
ordenados (λl, γg), onde tanto os elementos λl como os γg sera˜o equidistantes, variando
do ma´ximo ao mı´nimo presente nos dados. O axioma sera´ constitu´ıdo pelo ritmo me´dio
de chegadas de pacotes de {Ak} arredondado para o elemento de Λ mais pro´ximo e
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As regras de produc¸a˜o deste sistema-L bidimensional sa˜o totalmente caracterizadas
pela matriz P(rb). A infereˆncia das regras de produc¸a˜o a` semelhanc¸a dos modelos
anteriores comec¸a pela construc¸a˜o das sequeˆncias de ritmos de chegadas e de tamanhos
me´dios de pacotes para cada escala temporal. A infereˆncia destas sequeˆncias e´ feita de
acordo com (6.20) e (6.21).
A particularidade deste modelo esta´ na infereˆncia conjunta das probabilidades de
gerac¸a˜o de ritmos de chegadas e tamanhos me´dios de pacotes. Definido agora c
(rb)
lmqn
como sendo o nu´mero de vezes que, para todas as escalas temporais da gama tem-





























com l = 1, ..., L,m = 1, ..., G e rb = 1, ..., Rb.
6.3.3 Sistema-L com FMPs
O sistema-L que caracteriza o processo de chegada de pacotes e´ inferido exactamente
como no caso do sistema-L u´nico (subsecc¸a˜o 5.3.1 do cap´ıtulo 5). Note-se que neste
primeiro passo e´ implicitamente associado a cada pacote individual um determinado
ritmo de chegada (na escala mais fina). O ajuste do processo do tamanho dos pacotes
comec¸a por considerar a se´rie temporal de tamanhos de pacotes (individuais) {Cn, n =
1, 2, ..., N}, onde Cn e´ o tamanho do n-e´simo pacote de um total de N pacotes. E´
efectuada de seguida uma partic¸a˜o desta se´rie temporal em L subconjuntos definidos
por
Dl = {Cn : L(n) = λl, n = 1, 2, . . . , N} , l = 1, 2, . . . , L, (6.27)
onde L(n) representa o ritmo de chegadas que foi associado ao n-e´simo pacote. Assim,
o subconjunto Dl agrupa os tamanhos de todos os pacotes que foram associados ao
ritmo de chegadas λl. Estes subconjuntos sera˜o usados para inferir os alfabetos dos
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Figura 6.5: Diagrama de fluxo do procedimento de infereˆncia do modelo de sistema-L com FMPs.
tamanhos dos pacotes (individuais) associados a cada ritmo de chegadas. De seguida
sa˜o determinados os Ql tamanhos de pacotes mais frequentes usando, por exemplo,
histogramas dos subconjuntos Dl. Estes tamanhos sa˜o agrupados nos alfabetos Υl =
{υ1, υ2, ..., υQl}. Neste ponto, cada elemento do subconjunto D
l e´ arredondado para o
elemento mais pro´ximo de Υl, dando assim origem a novos subconjuntos
D˜l =
{
ΦΥl(x), x ∈ D
l
}
, l = 1, 2, . . . , L (6.28)
Finalmente, a partir dos subconjuntos D˜l sa˜o inferidas as correspondentes FMP hl(e) =
P {El = e} , e ∈ Υ
l. O diagrama de fluxos do procedimento de infereˆncia deste sistema-
L esta´ representado na Figura 6.5.
E´ poss´ıvel ainda considerar que o conjunto dos pacotes mais frequentes e´ indepen-
dente do ritmo de chegadas, isto e´ Υ = Υl = Υl+1, l = 1, ..., L. Neste caso, para a
construc¸a˜o do conjunto Υ seriam considerados os Q tamanhos de pacotes mais fre-
quentes do conjunto total de dados.
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6.4 Relac¸a˜o com cascatas conservativas
Nesta secc¸a˜o sera´ feita uma extensa˜o da ana´lise da secc¸a˜o 5.4, comparando os sistemas-
L com capacidade de modelac¸a˜o dos tamanhos dos pacotes com as chamadas cascatas
conservativas duplas. Este modelo e´ uma extensa˜o do proposto em [FGW98], sendo
constitu´ıdo por duas cascatas conservativas independentes, uma que modela o pro-
cesso de chegadas e outra que modela o tamanho me´dio dos pacotes. O procedimento
de infereˆncia dos paraˆmetros de cada cascata conservativa, e´ ideˆntico ao descrito na
secc¸a˜o 5.5. Tambe´m neste caso sa˜o considerados dois tipos de modelos que se distin-
guem quanto ao tipo de gerador: cascatas cujos geradores teˆm distribuic¸a˜o Gaussiana
truncada (designados por cascatas duplas Gaussianas) e cascatas cujos geradores teˆm
distribuic¸a˜o discreta (designados por cascatas duplas discretas).
Para efectuar esta ana´lise, definiu-se Wbj|m como sendo o gerador da sequeˆncia de
tamanhos me´dios de pacotes, na escala j, condicionado pelo ritmo de chegadas γm.
O gerador Wbj|m e´ uma varia´vel aleato´ria discreta que, para cada m, pode tomar os
valores γm/2γn e pode ser facilmente inferido a partir dos dados. Se o pressuposto de
independeˆncia for verdadeiro enta˜o Wbj|m deve ter a mesma distribuic¸a˜o para todo o
m. Nas Figuras 6.6 e 6.7 esta´ representada a me´dia e variaˆncia de Wbj|m , para cada
γm e para j = 1, 2, 3, 4 e 5. Os resultados mostram que, tal como acontecia para o
processo de chegadas (secc¸a˜o 5.4), os geradores apresentam diferentes valores para a
me´dia e variaˆncia numa mesma escala temporal. Por exemplo, para j = 1 o gerador
Wbj|m tem uma variaˆncia de 0.0516 para γm = 341 bytes e 3.51× 10
−3 para γm = 701
bytes. Verifica-se assim que o gerador possui distribuic¸o˜es dependentes do valor do
tamanho me´dio dos pacotes da escala temporal superior. Portanto o pressuposto de
independeˆncia do gerador na˜o e´ igualmente va´lido para o processo do tamanho me´dio de
pacotes, no caso da captura Bellcore. Este resultado reforc¸a a ideia de que os modelos
baseados em sistemas-L podem ser vantajosos relativamente aos baseados em cascatas
conservativas. Este aspecto sera´ analisado com maior detalhe na secc¸a˜o seguinte.
6.5 Resultados nume´ricos
Mais uma vez, os modelos e respectivos procedimento de infereˆncia foram aplicados
a duas capturas de tra´fego: (i) a captura Bellcore de Outubro e (ii) uma captura
feita na Universidade de Aveiro (UA). Ambas as capturas esta˜o descritas em pormenor
no Apeˆndice A. O intervalo de amostragem usado foi de 0.1 segundos em ambas as
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Figura 6.6: Me´dia deWbj|m em func¸a˜o de γm e j,
tamanho me´dio dos pacotes da captura Bellcore.
Figura 6.7: Variaˆncia de Wbj|m em func¸a˜o de γm





A captura Bellcore foi em primeiro lugar ajustada por um SLD. O processo de chegada
de pacotes foi modelado pelo sistema-L u´nico ja´ inferido na secc¸a˜o 5.5 do cap´ıtulo 5,
onde alfabeto tinha um comprimento de L = 236 ritmos de chegadas e tinham sido
identificadas 5 gamas de escalas temporais com caracter´ısticas escalares similares. O
processo de tamanho dos pacotes foi modelado por um sistema-L com um alfabeto de
G = 50 tamanhos me´dios de pacote, variando de 64 bytes a 1421 bytes, em intervalos
de 28 bytes. A estrate´gia usada na escolha do alfabeto dos tamanhos me´dios de pacote
foi diferente da usada na escolha do alfabeto dos ritmos de chegadas. No caso do
alfabeto dos ritmos de chegadas definiu-se a` partida o intervalo entre elementos do
alfabeto; para o alfabeto dos tamanhos me´dios de pacote definiu-se a` partida qual
ia ser o comprimento do alfabeto. Utilizando um diagrama de energias em escala
logar´ıtmica identificaram-se 3 gamas de escalas temporais (de um total de 14 escalas
temporais) para o processo dos tamanhos dos pacotes, definidas por j1 = 3, j2 = 7 e
j3 = 14 (Figura 6.8).
A captura UA foi ajustada a um SLD onde mais uma vez o processo de chegada
de pacotes foi modelado pelo sistema-L u´nico, ja´ inferido na secc¸a˜o 5.5 do cap´ıtulo 5,
onde o alfabeto tinha um comprimento de L = 214 ritmos de chegadas e tinham sido
identificadas 3 gamas de escalas temporais. O processo de tamanho dos pacotes foi
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Figura 6.8: diagrama de energias em escala lo-
gar´ıtmica, processo TMP, Bellcore.
Figura 6.9: diagrama de energias em escala lo-
gar´ıtmica, processo TMP, UA.
modelado por um sistema-L com um alfabeto de G = 50 tamanhos me´dios de pacote,
variando de 240 bytes a 1012 bytes, em intervalos de 16 bytes. Atrave´s do diagrama de
energias em escala logar´ıtmica identificaram-se 3 gamas de escalas temporais (de um
total de 17 escalas temporais) para o processo dos tamanhos dos pacotes, definidas por
j1 = 3, j2 = 8 e j3 = 17 (Figura 6.9).
6.5.1.2 Sistema-L conjunto
A captura Bellcore foi ajustada a um SLC com um alfabeto bi-dimensional de 7080
elementos, correspondendo a L = 236 ritmos de chegadas e G = 30 tamanhos me´dios
de pacotes. Os crite´rios usados na escolha dos tamanhos dos alfabetos foram os ja´
utilizados anteriormente; a u´nica diferenc¸a foi a escolha de um menor nu´mero de tama-
nhos me´dios de pacote poss´ıveis devido a` maior complexidade deste modelo. No caso
do ritmo de chegadas, o mı´nimo e o ma´ximo observados foram 10 e 2360 pacotes/s
respectivamente, e foi usado um intervalo entre elementos do alfabeto de 10 pacotes/s.
No caso dos tamanhos me´dios dos pacotes, o ma´ximo e mı´nimo observados foram 64
bytes e 1421 bytes respectivamente e foi usado um intervalo entre elementos de 47
bytes. Atrave´s da ana´lise do processo de chegadas (de bytes por segundo) utilizando
um diagrama de energias em escala logar´ıtmica identificaram-se 4 gamas de escalas
temporais (de um total de 14 escalas temporais) definidas por j1 = 5, j2 = 8, j3 = 9 e
j4 = 14 (Figura 6.10).
A aplicac¸a˜o do procedimento de infereˆncia a` captura UA, resultou num SLC com
um alfabeto bi-dimensional de 6420 elementos correspondendo a L = 214 ritmos de
chegadas e G = 30 tamanhos me´dios de pacote, de 450 a 2580 pacotes/s com intervalos
de 10 pacotes/s, e 240 a 1012 bytes com intervalos de 27 bytes. A ana´lise do processo de
chegadas (de bytes por segundo) revelou a existeˆncia de 3 gamas de escalas temporais
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Figura 6.10: diagrama de energias em escala lo-
gar´ıtmica, processo BPS, Bellcore.
Figura 6.11: diagrama de energias em escala lo-
gar´ıtmica, processo BPS, UA.
(de um total de 17 escalas temporais) definidas por j1 = 3, j2 = 8 e j3 = 17 (Figura
6.11).
6.5.1.3 Sistema-L com FMP
A captura Bellcore foi ajustada ao sistema-L u´nico da secc¸a˜o 5.5 do cap´ıtulo 5. Deste
modo, o tamanho dos pacotes e´ caracterizado por 236 histogramas, cada um deles
associado a um dos ritmos de chegadas do sistema-L. Apo´s inferir os alfabetos Υl, l =
1, ..., L, verificou-se que estes eram muito pro´ximos e, portanto, optou-se por considerar
um u´nico alfabeto independente do ritmo de chegadas dos pacotes. Assim, a partir de
um histograma foram determinados os 20 tamanhos de pacotes mais frequentes nos
dados (em bytes): Υ ={64, 74, 94, 102, 110, 126, 130, 142, 150, 162,174, 190, 570, 938,
986, 1082, 1090, 1242, 1282, 1518}.
Para a captura UA usou-se tambe´m o sistema-L u´nico ja´ inferido na secc¸a˜o 5.5 do
cap´ıtulo 5. Tambe´m para esta captura se optou por considerar um alfabeto indepen-
dente do ritmo de chegadas dos pacotes e com 20 elementos: Υ ={40, 48, 52, 60, 77,
114, 213, 351, 386 , 552, 576, 608, 628, 837, 932, 1216, 1400, 1420, 1462, 1500}.
6.5.2 Resultados comparativos
A aplicabilidade dos modelos de tra´fego e a precisa˜o dos procedimentos de infereˆncia
a eles associados foram avaliados segundo va´rios crite´rios. Compararam-se as func¸o˜es
massa de probabilidade (FMP) e de autocovariaˆncia (FAC) dos processos de chegada
em bytes por segundo (BPS) e do processo de tamanhos me´dios de pacotes (TMP),
calculadas para os dados originais e para o tra´fego gerado segundo os modelos inferidos.
Tambe´m foi analisado o comportamento do tra´fego quando sujeito a uma fila de espera,
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comparando o ra´cio de pacotes perdidos (RPP) e o atraso me´dio na fila de espera
(AMFE), obtidos por simulac¸a˜o. Foram usados seis tipos de tra´fego: (i) o tra´fego
original, (ii) tra´fego gerado de acordo com o modelo SLD, (iii) tra´fego gerado de acordo
com o modelo SLC, (iv) tra´fego gerado de acordo com o modelo SLFMP, (v) tra´fego
gerado de acordo com uma cascata dupla gaussiana e (vi) tra´fego gerado de acordo com
uma cascata dupla discreta. Os paraˆmetros das cascatas usadas para gerar o tra´fego
do tipo (v) e (vi) foram inferidos segundo os procedimentos descritos na secc¸a˜o 5.5
do cap´ıtulo 5, aplicados aos processos de chegadas e de tamanho me´dio de pacotes.
De referir que os resultados estat´ısticos e de simulac¸a˜o do tra´fego gerado a partir
dos diferentes modelos inferidos foram calculados considerando um conjunto de 10
re´plicas independentes. Foram calculados intervalos de confianc¸a a 95% com base nas
10 re´plicas, mas uma vez que o comprimento dos intervalos foi sempre muito reduzido
optou-se por na˜o os incluir nas figuras.
Foram analisadas as caracter´ısticas multifractais do tra´fego segundo o me´todo des-
crito na secc¸a˜o 2.3.5 do cap´ıtulo 2 e ja´ utilizado no cap´ıtulo 5. A Figura 6.12 mostra
que os processos de BPS da captura UA e do tra´fego gerado de acordo com os mo-
delos de sistema-L possuem todos caracter´ısticas de similaridade escalar multifractal
na˜o trivial. Uma ana´lise semelhante foi efectuada para o processo de TMP (Figura
6.14), tendo-se verificado tambe´m a existeˆncia de caracter´ısticas de similaridade esca-
lar multifractal na˜o trivial. O modelo SLC conseguiu replicar com bastante precisa˜o
as componentes multiescalares (ou seja, a curva de hq em func¸a˜o dos momentos) de
ambos os processo de tra´fego analisados. O modelo SLD conseguiu modelar tambe´m
as componentes multiescalares de ambos os processos apesar de o fazer com um menor
grau de aproximac¸a˜o. Com o SLFMP foi poss´ıvel apenas modelar aproximadamente
as componentes multiescalares do processo BPS, sendo que as caracter´ısticas multi-
escalares do processo TMP na˜o foram capturadas. Este resultado e´ explicado pelo
facto do modelo SLFMP apenas modelar as estat´ısticas de primeira ordem do processo
TMP. Na Figura 6.13 pode-se verificar que o processo BPS do tra´fego gerado a partir
dos modelos baseados em cascatas na˜o possui caracter´ısticas de similaridade escalar
multifractal na˜o trivial. No que respeita ao processo de TMP, pode-se observar na
Figura 6.15 que o tra´fego da cascata discreta na˜o possui caracter´ısticas de similaridade
escalar multifractal na˜o trivial. O tra´fego da cascata gaussiana possui caracter´ısticas
de similaridade escalar multifractal na˜o trivial mas estas sa˜o relativamente diferentes
das do tra´fego original.
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Figura 6.12: Diagramas lineares multiescalares
com sistemas-L, processo BPS, UA.
Figura 6.13: Diagramas lineares multiescalares
com cascatas conservativas, processo BPS, UA.
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Figura 6.14: Diagramas lineares multiescalares
com sistemas-L, processo TMP, UA.
Figura 6.15: Diagramas lineares multiescalares
com cascatas conservativas, processo TMP, UA.
Uma ana´lise similar foi efectuada a` captura da Bellcore (Figuras 6.16 e 6.18), re-
velando que este tra´fego possui caracter´ısticas de similaridade escalar multifractal na˜o
trivial quando se analisam os processos TMP e BPS. De notar no entanto que o pro-
cesso BPS possui caracter´ısticas de similaridade escalar multifractal na˜o trivial pouco
acentuadas estando no limiar da similaridade trivial (alinhamento horizontal de hq).
O modelo SLC e o modelo SLD obtiveram muito bons resultados no ajuste de ambos
os processos de tra´fego analisados, com relevaˆncia mais uma vez para o primeiro mo-
delo. No que respeita ao modelo SLFMP verifica-se mais uma vez a dificuldade deste
modelo em capturar as caracter´ısticas multiescalares do processo TMP. Da Figura 6.17
verifica-se que os modelos baseados em cascatas geraram um processo de chegadas
em bytes por segundo com caracter´ısticas multiescalares completamente diferentes das
do tra´fego original. Da ana´lise do processo TMP (Figura 6.19) verifica-se que neste
caso as cascatas foram capazes de capturar com uma boa precisa˜o as caracter´ısticas
multiescalares do tra´fego original.
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Figura 6.16: Diagramas lineares multiescalares
com sistemas-L, processo BPS, Bellcore.
Figura 6.17: Diagramas lineares multiescalares
com cascatas conservativas, processo BPS, Bell-
core.
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Figura 6.18: Diagramas lineares multiescalares
com sistemas-L, processo TMP, Bellcore.
Figura 6.19: Diagramas lineares multiescalares
com cascatas conservativas, processo TMP, Bell-
core.
Na Tabela 6.1 e na Tabela 6.2, esta˜o resumidos os resultados qualitativos relativos
ao ajuste das caracter´ısticas multiescalares (aproximac¸a˜o da curva hq em func¸a˜o dos
momentos), conseguidos pelos diferentes modelos aqui estudados.
Da ana´lise das estat´ısticas de primeira e segunda ordem do processo de BPS da
captura Bellcore, pode verificar-se na Figura 6.20 que o ajuste da FMP por parte do
modelo SLC foi superior ao dos restantes modelos, incluindo os obtidos pelos modelos
baseados em cascatas (Figura 6.22). No ajuste da FAC do processo de BPS (Figuras
6.21 e 6.23), o modelo SLC conseguiu igualmente melhores resultados. Estes resultados
podem ser explicados pelo facto de o SLC ser o u´nico modelo em que o procedimento de
infereˆncia de paraˆmetros ajusta conjuntamente o processo de chegadas e o tamanho dos
pacotes. Embora o modelo SLFMP correlacione o processo de chegadas com o processo
do tamanho dos pacotes, a correlac¸a˜o entre os tamanhos dos pacotes na˜o e´ capturada
(Figura 6.25), resultando num ajuste defeituoso do processo conjunto de chegadas e
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Sistema-L Sistema-L Sistema-L Cascata Cascata
Tra´fego duplo conjunto c/ FMP (gaussiana) (discreta)
Bellcore aproximado muito bom aproximado mau mau
UA aproximado muito bom aproximado deficiente deficiente
Tabela 6.1: Resumo da comparac¸a˜o qualitativa dos resultados relativos ao ajuste das caracter´ısticas
multiescalares do processo de chegada em bytes por segundo.
Sistema-L Sistema-L Sistema-L Cascata Cascata
Tra´fego duplo conjunto c/ FMP (gaussiana) (discreta)
Bellcore muito bom muito bom mau muito bom muito bom
UA muito bom muito bom mau aproximado aproximado
Tabela 6.2: Resumo da comparac¸a˜o qualitativa dos resultados relativos ao ajuste das caracter´ısticas
multiescalares do processo do tamanho me´dio de pacote.
tamanho de pacotes (processo de BPS). O ajuste da FMP do processo TMP (Figura
6.24) feito pelo SLFMP e´ inferior ao dos restantes modelos. Este resultado pode ser
explicado pelo facto de o SLFMP na˜o ajustar directamente o processo TMP mas sim o
tamanho individual dos pacotes. Os restantes modelos baseados em sistemas-L fizeram
todos um ajuste relativamente bom da FMP e da FAC do processo de TMP (Figuras
6.24 e 6.25). Quanto aos modelos baseados em cascatas, estes fizeram um ajuste
defeituoso da FMP (Figura 6.26) mas conseguiram fazer um bom ajuste da FAC do
processo TMP (Figura 6.27). Apesar dos modelos SLD e baseados em cascatas terem
capturado as correlac¸o˜es individuais dos processos de chegada de pacotes (Figura 5.18)
e de tamanho de pacotes (Figuras 6.25 e 6.27), o facto de na˜o existir qualquer modelac¸a˜o
da correlac¸a˜o existente entre os dois processos explica os piores resultados do ajuste
das estat´ısticas de segunda ordem do processo BPS (Figuras 6.21 e 6.23). O modelo
que pior se comportou foi o SLFMP, o qual produziu um processo de BPS com uma
autocovariaˆncia muito inferior a` do tra´fego original, revelando que existe uma elevada
correlac¸a˜o entre os tamanhos dos pacotes que deve ser modelada.
A ana´lise das estat´ısticas de primeira e segunda ordem da captura UA mostra, que
de uma forma geral, mais uma vez o modelo SLC tem os melhores resultados no ajuste
do processo de BPS (Figuras 6.28, 6.29, 6.30 e 6.31). A maior parte das observac¸o˜es e
concluso˜es relativas a` captura Bellcore aplicam-se igualmente a` captura UA. Uma das
diferenc¸as e´ o desempenho muito superior dos modelos no ajuste da FAC do processo de
BPS. Face a`s observac¸o˜es anteriores, este resultado pode ser explicado por uma menor
correlac¸a˜o entre os processos de chegada e tamanho dos pacotes. Outra das diferenc¸as
relativamente a` captura Bellcore e´ o ajuste superior das estat´ısticas de primeira e
segunda ordem do processo de TMP, por parte dos modelos baseados em cascatas
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Figura 6.20: Ajuste da func¸a˜o massa de probabi-
lidade com sistemas-L, processo BPS, Bellcore.
Figura 6.21: Ajuste da func¸a˜o de autocovariaˆncia
com sistemas-L, processo BPS, Bellcore.
Figura 6.22: Ajuste da func¸a˜o massa de probabi-
lidade com cascatas conservativas, processo BPS,
Bellcore.
Figura 6.23: Ajuste da func¸a˜o de autocovariaˆncia
com cascatas conservativas, processo BPS, Bell-
core.
(Figuras 6.34 e 6.35). Estas diferenc¸as podera˜o ser explicadas pelas caracter´ısticas
inerentes ao gerador das cascatas que tendem a conseguir melhores ajustes quando as
FMP sa˜o sime´tricas em relac¸a˜o a` me´dia.
De modo a avaliar o comportamento da captura Bellcore quando submetida a uma
fila de espera, fez-se variar a unidade de armazenamento da fila de espera de 10 Kbytes
ate´ 8 Mbytes para uma taxa de servic¸o de 518 Kbytes/s (que corresponde a um factor de
utilizac¸a˜o de 0.7). Fez-se ainda variar a unidade de armazenamento da fila de espera de
100 Kbytes ate´ 70 Mbytes para uma taxa de servic¸o de 403 Kbytes/s (que corresponde a
um factor de utilizac¸a˜o de 0.9). Para a captura UA utilizaram-se factores de utilizac¸a˜o
de 0.9 e 0.98, os quais correspondem respectivamente a taxas de servic¸o de 726 Kbytes/s
e 666 Kbytes/s. Em ambos os casos fez-se variar a unidade de armazenamento da fila
de espera de 10 Kbytes ate´ 40 Mbytes.
Comec¸ando a ana´lise dos resultados das simulac¸o˜es pela captura UA, podem-se re-
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Figura 6.24: Ajuste da func¸a˜o massa de probabi-
lidade com sistemas-L, processo TMP, Bellcore.
Figura 6.25: Ajuste da func¸a˜o de autocovariaˆncia
com sistemas-L, processo TMP, Bellcore.
Figura 6.26: Ajuste da func¸a˜o massa de pro-
babilidade com cascatas conservativas, processo
TMP, Bellcore.
Figura 6.27: Ajuste da func¸a˜o de autocovariaˆncia
com cascatas conservativas, processo TMP, Bell-
core.
tirar va´rias concluso˜es. O modelo que obteve resultados mais pro´ximos dos do tra´fego
original foi o SLC. Este modelo conseguiu resultados muito bons para ambas as taxas
de utilizac¸a˜o tanto para o RPP como para o AMFE (Figuras 6.36, 6.37, 6.40 e 6.41).
Os modelos SLD e SLFMP apresentam resultados muito semelhantes entre eles, mas
falharam na captura do comportamento do tra´fego original, no que respeita ao RPP,
para unidades de armazenamento da fila de espera pequenas, sendo este facto mais
noto´rio para a menor taxa de utilizac¸a˜o (Figura 6.36). Este facto pode ser explicado
pela falta de modelac¸a˜o da correlac¸a˜o do processo TMP no caso do SLFMP e da cor-
relac¸a˜o entre os processos de chegada e de tamanho dos pacotes no caso do SLD. Num
sistema de fila de espera quanto menor for o tamanho da unidade de armazenamento
da fila de espera mais suscept´ıvel e´ o sistema a` existeˆncia de correlac¸a˜o nos processos
de chegada. A reduzida ocupac¸a˜o me´dia e menor tempo de espera me´dio na fila de
espera na˜o permite ao sistema reduzir o impacto da correlac¸a˜o dos processos. Assim
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Figura 6.28: Ajuste da func¸a˜o massa de probabi-
lidade com sistemas-L, processo BPS, UA.
Figura 6.29: Ajuste da func¸a˜o de autocovariaˆncia
com sistemas-L, processo BPS, UA.
Figura 6.30: Ajuste da func¸a˜o massa de probabi-
lidade com cascatas conservativas, processo BPS,
UA.
Figura 6.31: Ajuste da func¸a˜o de autocovariaˆncia
com cascatas conservativas, processo BPS, UA.
nestas condic¸o˜es, os modelos que na˜o conseguem modelar algumas das componentes
de correlac¸a˜o obte´m piores resultados. Verifica-se igualmente que os resultados obtidos
para o AMFE com o tra´fego gerado por estes modelos (SLD e SLFMP) para a taxa
de utilizac¸a˜o de 90% foram decepcionantes (Figura 6.37), apesar de para uma taxa de
utilizac¸a˜o mais elevada estes modelos se terem mostrado eficazes (Figura 6.41). Mais
uma vez este resultado pode ser explicado pela falta de modelac¸a˜o de uma componente
de correlac¸a˜o. Para uma taxa de utilizac¸a˜o superior a ocupac¸a˜o me´dia da fila de espera
e´ superior, fazendo com que a influeˆncia da correlac¸a˜o do tra´fego original diminua.
Como consequeˆncia os resultados obtidos na fila de espera pelo tra´fego original e pelo
tra´fego gerado pelos modelos SLD e SLFMP aproximam-se.
Os modelos baseados em cascatas obtiveram resultados de RPP muito maus (Fi-
guras 6.38 e 6.42), mas os obtidos para o AMFE foram surpreendentemente bons, no
caso de 98% de utilizac¸a˜o (Figura 6.43) e para unidades de armazenamento da fila de
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Figura 6.32: Ajuste da func¸a˜o massa de probabi-
lidade com sistemas-L, processo TMP, UA.
Figura 6.33: Ajuste da func¸a˜o de autocovariaˆncia
com sistemas-L, processo TMP, UA.
Figura 6.34: Ajuste da func¸a˜o massa de pro-
babilidade com cascatas conservativas, processo
TMP, UA.
Figura 6.35: Ajuste da func¸a˜o de autocovariaˆncia
com cascatas conservativas, processo TMP, UA.
espera mais pequenas com uma utilizac¸a˜o de 90% (Figura 6.39).
No que respeita aos resultados de simulac¸a˜o da captura Bellcore, mais uma vez se
verifica que o modelo SLC conseguiu reproduzir de forma precisa o comportamento do
tra´fego original, quer se analise o RPP ou o AMFE (Figuras 6.44, 6.45, 6.48 e 6.49).
Tambe´m os modelo SLD e SLFMP obtiveram bons resultados de RPP, apesar de haver
algumas discrepaˆncias em relac¸a˜o aos resultados obtidos com o tra´fego original, para
valores da unidade de armazenamento mais altas a uma taxa de utilizac¸a˜o de 90%
(Figura 6.48) e para valores menores da unidade de armazenamento a uma taxa de
70% (Figura 6.44). Em relac¸a˜o ao AMFE todos os modelos baseados em sistemas-L
obtiveram resultados semelhantes e bons, se bem que o modelo SLC seja ligeiramente
melhor que os restantes modelos (Figuras 6.45 e 6.49). Com os modelos baseados em
cascatas obtiveram-se resultados de AMFE muito pro´ximos dos que se conseguiram
com os modelos SLD, SLC e SLFMP (Figuras 6.47 e 6.51). No que respeita ao RPP, os
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Figura 6.36: Ra´cio de perda de pacotes com
sistemas-L e uma utilizac¸a˜o de 90%, UA.
Figura 6.37: Atraso me´dio na fila de espera com
sistemas-L e uma utilizac¸a˜o de 90%, UA.
Figura 6.38: Ra´cio de perda de pacotes com cas-
catas conservativas e uma utilizac¸a˜o de 90%, UA.
Figura 6.39: Atraso me´dio na fila de espera com
cascatas conservativas e uma utilizac¸a˜o de 90%,
UA.
modelos com base em cascatas obtiveram resultados muito inferiores aos conseguidos
com os sistemas-L (Figuras 6.46 e 6.50). Nota-se, no entanto, que para a captura
Bellcore estes modelos conseguiram muito melhores resultados do que para a captura
UA. Isto pode ser explicado por dois factores: (i) a captura da Bellcore era mais
pequena (cerca de 7 vezes) do que a captura UA e (ii) o processo de BPS da captura
Bellcore tem caracter´ısticas de similariedade escalar multifractal na˜o trivial menos
acentuadas que a captura UA.
6.6 Concluso˜es
Neste cap´ıtulo foram apresentados treˆs novos modelos de tra´fego baseados em sistemas-
L com capacidade de modelar simultaneamente os processos de chegada e do tama-
nho dos pacotes, designados por sistema-L duplo, sistema-L conjunto e sistema-L com
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Figura 6.40: Ra´cio de perda de pacotes com
sistemas-L e uma utilizac¸a˜o de 98%, UA.
Figura 6.41: Atraso me´dio na fila de espera com
sistemas-L e uma utilizac¸a˜o de 98%, UA.
Figura 6.42: Ra´cio de perda de pacotes com cas-
catas conservativas e uma utilizac¸a˜o de 98%, UA.
Figura 6.43: Atraso me´dio na fila de espera com
cascatas conservativas e uma utilizac¸a˜o de 98%,
UA.
func¸o˜es massa de probabilidade. Estes modelos conseguem modelar com diferentes
graus de aproximac¸a˜o as componentes fundamentais de tra´fego com tamanho de pa-
cotes varia´vel: estat´ısticas de primeira e segunda ordem e propriedades multiescalares,
ao n´ıvel dos processos de chegada de pacotes e de tamanho de pacotes.
O sistema-L duplo (SLD) e´ constitu´ıdo por dois sistemas-L independentes, em que
um modela o ritmo de chegada de pacotes e o outro o tamanho dos pacotes. O sistema-
L conjunto (SLC) e´ um sistema-L bi-dimensional onde o ritmo de chegada de pacotes
e o tamanho dos mesmos sa˜o modelados conjuntamente. O sistema-L com func¸o˜es
massa de probabilidade (SLFMP) conjuga um sistema-L u´nico, que modela a chegada
dos pacotes, com um conjunto de distribuic¸o˜es para o tamanho dos pacotes na escala
temporal mais fina, dependentes da taxa de chegadas.
Os modelos apresentados neste cap´ıtulo, bem como dois modelos de cascata con-
servativa dupla, foram aplicados a capturas de tra´fego real com propriedades multi-
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Figura 6.44: Ra´cio de perda de pacotes com
sistemas-L e uma utilizac¸a˜o de 70%, Bellcore.
Figura 6.45: Atraso me´dio na fila de espera com
sistemas-L e uma utilizac¸a˜o de 70%, Bellcore.
Figura 6.46: Ra´cio de perda de pacotes com
cascatas conservativas e uma utilizac¸a˜o de 70%,
Bellcore.
Figura 6.47: Atraso me´dio na fila de espera com
cascatas conservativas e uma utilizac¸a˜o de 70%,
Bellcore.
fractais na˜o triviais. A partir dos resultados obtidos foi poss´ıvel concluir que o SLC
obteve resultados muito bons, que se verificou serem sempre superiores aos dos restan-
tes modelos. O SLC tem a vantagem de conseguir modelar todas as componentes de
correlac¸a˜o do tra´fego, nomeadamente, autocorrelac¸a˜o do ritmo de chegadas, autocor-
relac¸a˜o do tamanho me´dio dos pacotes e correlac¸a˜o entre o processo de chegadas e o
tamanho dos pacotes. Os resultados obtidos com o SLD e o SLFMP sa˜o equivalentes e,
apesar de serem inferiores aos do SLC, sa˜o razoa´veis. O SLD na˜o e´ capaz de capturar
a correlac¸a˜o entre as chegadas e os tamanhos dos pacotes enquanto que o SLFMP na˜o
consegue capturar a autocorrelac¸a˜o do tamanho dos pacotes. Em geral, verificou-se
que todos os modelos com base em sistemas-L obtiveram resultados muito melhores
dos que os obtidos com os modelos de cascata dupla conservativa.
Dos resultados obtidos pode-se concluir que um modelo que vise um ajuste preciso
das caracter´ısticas do tra´fego deve ser capaz de ajustar as propriedades multiescala-
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Figura 6.48: Ra´cio de perda de pacotes com
sistemas-L e uma utilizac¸a˜o de 90%, Bellcore.
Figura 6.49: Atraso me´dio na fila de espera com
sistemas-L e uma utilizac¸a˜o de 90%, Bellcore.
Figura 6.50: Ra´cio de perda de pacotes com
cascatas conservativas e uma utilizac¸a˜o de 90%,
Bellcore.
Figura 6.51: Atraso me´dio na fila de espera com
cascatas conservativas e uma utilizac¸a˜o de 90%,
Bellcore.
res do tra´fego e as treˆs componentes de correlac¸a˜o: (i) autocorrelac¸a˜o do ritmo de
chegadas, (ii) autocorrelac¸a˜o do tamanho me´dio dos pacotes e (iii) correlac¸a˜o entre o
processo de chegadas e o tamanho dos pacotes. O SLC e´ um modelo que para ale´m
da sua versatilidade na modelac¸a˜o das propriedades multiescalares do tra´fego e´ capaz
de capturar todas estas componentes de correlac¸a˜o. Outro factor importante a con-
siderar na escolha de um modelo de tra´fego e´ a complexidade computacional tanto
na infereˆncia dos paraˆmetros como no po´s-processamento do mesmo. A escolha de
um modelo de tra´fego e´ um compromisso entre a precisa˜o desejada e a complexidade
computacional do modelo. Perante os resultados obtidos, em circunstaˆncias onde uma
elevada precisa˜o no ajuste na˜o e´ um factor determinante o uso dos modelos SLD e




Neste cap´ıtulo sa˜o apresentadas as principais concluso˜es do trabalho efectuado e des-
crito na Tese. Sa˜o tambe´m apresentadas algumas propostas para trabalho futuro.
7.1 Principais concluso˜es
Esta Tese propoˆs um conjunto de modelos de tra´fego, e respectivos me´todos de in-
fereˆncia de paraˆmetros, com capacidade de capturar as estat´ısticas de primeira e se-
gunda ordem e as caracter´ısticas de similaridade escalar do tra´fego (auto-similaridade,
dependeˆncia longa, monofractalidade e multifractalidade). Foram propostos seis novos
modelos de tra´fego pertencentes a duas classes distintas: a dos modelos Markovianos e
a dos modelos fractais (com base em sistemas de Lindenmayer). Em ambos as classes
foram propostos modelos para tra´fego com pacotes de tamanho fixo e com pacotes de
tamanho varia´vel.
Os modelos Markovianos propostos na Tese teˆm todos por base o processos de
Poisson modulado a` Markov (MMPP). Os me´todos de infereˆncia propostos revelaram-
se capazes de capturar, com elevado grau de precisa˜o, as estat´ısticas de primeira e
segunda ordem do tra´fego e de replicar algumas caracter´ısticas de similaridade escalar
(nomeadamente a dependeˆncia longa) numa gama de escalas temporais. Os MMPPs
na˜o sa˜o processos que possuam intrinsecamente a propriedade da dependeˆncia longa.
No entanto, quando constru´ıdos de forma apropriada conseguem replicar de forma
adequada esta propriedade.
O primeiro modelo Markoviano proposto foi um processo de Poisson modulado a`
Markov em tempo discreto (dMMPP) que caracteriza o nu´mero de chegadas em in-
tervalos de tempo fixo. Aplica-se a tra´fego com pacotes de tamanho fixo. O modelo
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e´ obtido por sobreposic¸a˜o de L 2-dMMPPs e de um M -dMMPP sem memo´ria. Os
2-dMMPP modelam a func¸a˜o de autocovariaˆncia e o M -dMMPP modela a func¸a˜o
de probabilidade, dentro das restric¸o˜es impostas pela modelac¸a˜o da autocovariaˆncia.
Uma caracter´ıstica importante do modelo e´ o facto do nu´mero de estados do dMMPP
ser determinado como parte do procedimento de infereˆncia de paraˆmetros (na˜o e´ fi-
xado a` priori), o que permite uma melhor adaptac¸a˜o ao tipo de tra´fego que se esta´ a
caracterizar.
O segundo modelo Markoviano proposto foi uma extensa˜o do modelo anterior, e do
procedimento de infereˆncia de paraˆmetros respectivo, que acrescenta a possibilidade
de modelar o tamanho dos pacotes. O modelo e´ um processo Markoviano de chega-
das em rajada em tempo discreto (dBMAP) onde as chegadas de pacotes ocorrem de
acordo com um dMMPP e os tamanhos dos pacotes sa˜o caracterizados por uma distri-
buic¸a˜o que depende da fase do dMMPP subjacente. O procedimento de infereˆncia de
paraˆmetros do dMMPP e´ ideˆntico ao do modelo anterior. Para inferir a distribuic¸a˜o
do tamanho dos pacotes em cada estado sa˜o usados histogramas.
Os modelos fractais propostos na Tese teˆm por base os chamados sistemas de Lin-
denmayer (sistemas-L), que foram introduzidos em 1968 pelo bio´logo A. Lindenmayer
para modelar o crescimento das plantas. Um sistema-L gera iterativamente sequeˆncias
de s´ımbolos progressivamente maiores, a partir de um s´ımbolo inicial, por aplicac¸a˜o
sucessiva de regras de produc¸a˜o. Para definir modelos de tra´fego baseados em sistemas-
L, os s´ımbolos sa˜o interpretados como taxas de chegadas ou comprimentos me´dios de
pacotes (em intervalos de comprimento fixo) e cada iterac¸a˜o e´ associada a uma escala
temporal do tra´fego. Foram propostos va´rios modelos de tra´fego (e respectivos me´todos
de infereˆncia dos paraˆmetros) com diferentes caracter´ısticas, que se revelaram capazes
de capturar comportamentos monofractais e multifractais do tra´fego.
O primeiro modelo fractal proposto caracteriza o nu´mero de chegadas em interva-
los de tempo fixo, aplicando-se portanto a tra´fego com pacotes de comprimento fixo.
Baseia-se num u´nico sistema-L em que os s´ımbolos correspondem a taxas de chegada
de pacotes. Os restantes modelos fractais sa˜o um extensa˜o do anterior e acrescentam
a possibilidade de modelar o tamanho dos pacotes. O segundo modelo e´ formado por
dois sistemas-L independentes, em que um modela as chegadas e o outro o tamanho
dos pacotes. Neste caso os s´ımbolos de cada sistema-L correspondem, respectivamente,
a taxas de chegada e comprimentos me´dios de pacotes. O terceiro modelo e´ formado
por um u´nico sistema-L em que as chegadas e os tamanhos dos pacotes sa˜o modelados
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conjuntamente. Neste caso os s´ımbolos correspondem a pares de taxas de chegadas e
comprimentos me´dios de pacotes. O quarto modelo conjuga um sistema-L, que modela
as chegadas de pacotes, com distribuic¸o˜es gerais (uma por cada taxa de chegadas) que
modelam os tamanhos dos pacotes.
Os modelos propostos nesta Tese foram testados com tra´fego medido e foram ava-
liados comparando (i) as estat´ısticas de primeira e segunda ordem, (ii) o desempenho
sobre uma fila de espera e (iii) as caracter´ısticas de similaridade escalar, do tra´fego
medido e de tra´fego gerado a partir dos modelos inferidos. Os resultados obtidos mos-
tram que os modelos propostos sa˜o, em geral, capazes de reproduzir de forma bastante
rigorosa as principais caracter´ısticas do tra´fego. Os modelos que obtiveram melhores
resultados sa˜o os que conseguem capturar na˜o so´ as estat´ısticas de primeira e segunda
ordem, mas tambe´m as caracter´ısticas de similaridade escalar (tanto ao n´ıvel do pro-
cesso de chegadas como do tamanho dos pacotes) e a correlac¸a˜o entre os processos de
chegadas e de tamanhos de pacotes. Dentro da classe dos modelos Markovianos, o
modelo dBMAP conseguiu excelentes resultados, so´ igualados pelo modelo mais com-
plexo baseado em sistemas de Lindenmayer. Os restantes modelos obtiveram tambe´m
resultados muito bons, sendo por isso de considerar caso se pretenda modelos com um
menor nu´mero paraˆmetros.
Os estudos efectuados nesta Tese permitiram tambe´m concluir que, na caracte-
rizac¸a˜o de tra´fego IP, e´ importante modelar na˜o apenas o processo de chegadas, mas
tambe´m o processo de tamanho de pacotes e a correlac¸a˜o entre estes dois processos.
Considerar que os pacotes teˆm todos o mesmo tamanho revela-se uma aproximac¸a˜o
muito grosseira. Note-se, no entanto, que os modelos que apenas consideram o pro-
cesso de chegadas dos pacotes encontram aplicac¸a˜o (i) em tecnologias que utilizem
pacotes com tamanho fixo (por exemplo, a tecnologia ATM) e (ii) em IP na modelac¸a˜o
tra´fego gerado por aplicac¸o˜es em que um tamanho de pacotes seja predominante (por
exemplo, streaming de voz e v´ıdeo).
7.2 Sugesto˜es para trabalho futuro
Existem va´rias linhas de investigac¸a˜o futura que decorrem do trabalho efectuado na
Tese.
No aˆmbito de novos modelos de tra´fego, uma hipo´tese de trabalho futuro passa
pela elaborac¸a˜o de modelos de tra´fego Markovianos cujo processo de infereˆncia ajuste
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directamente as propriedades multiescalares a partir da ana´lise escalar por onduletas,
em detrimento do ajuste das escalas temporais da func¸a˜o de autocovariaˆncia. Um
modelo Markoviano assim constru´ıdo seria em princ´ıpio capaz de ajustar as eventuais
caracter´ısticas multifractais do tra´fego, pelo menos dentro de uma gama limitada de
escalas temporais. A modelac¸a˜o de tra´fego multifractal atrave´s de MMPPs tem como
vantagem a possibilidade de usar as ferramentas de avaliac¸a˜o de desempenho em fila
de espera ja´ dispon´ıveis na literatura.
O conjunto de modelos baseados em sistemas de Lindenmayer apresentados na Tese
constituem uma classe de modelos recente que ainda na˜o foi suficientemente estudada.
Em particular, na˜o existem resultados teo´ricos, por exemplo, para o desempenho em
fila de espera e para a largura de banda efectiva. A existeˆncia destes resultados viria
aumentar substancialmente a flexibilidade de utilizac¸a˜o dos modelos.
Os modelos de tra´fego desenvolvidos ao longo da Tese, dirigiram-se essencialmente
a agregados de tra´fego e a` explicac¸a˜o dos comportamentos peculiares neles observados.
Na˜o foi enderec¸ada de forma directa a modelac¸a˜o do tra´fego gerado por aplicac¸o˜es
espec´ıficas. Tambe´m na˜o foi enderec¸ada a modelac¸a˜o do tra´fego gerado individual-
mente pelos utilizadores, nem a forma como o comportamento destes (por exemplo, a
prefereˆncia por determinadas aplicac¸o˜es) influencia o tra´fego na rede. Estes aspectos
sa˜o importantes para uma compreensa˜o completa do tra´fego e para a utilizac¸a˜o dos
modelos no contexto da previsa˜o de tra´fego (a curto e longo prazo).
A previsa˜o de tra´fego (a longo prazo) pode ser aplicada no contexto do dimensi-
onamento. Uma abordagem a explorar e´ a previsa˜o do nu´mero de utilizadores e do
tipo e peso relativo das aplicac¸o˜es por eles usadas, partindo de uma caracterizac¸a˜o
de tra´fego por utilizador e por aplicac¸a˜o. Preferencialmente, a previsa˜o deve ter em
conta os factores so´cio-econo´micos que condicionam o comportamento dos utilizadores,
nomeadamente as prefereˆncias destes por tipos espec´ıficos de aplicac¸o˜es. Esta aborda-
gem permitiria estimar o tra´fego agregado futuro com maior precisa˜o, permitindo um
dimensionamento da rede mais eficiente.
A previsa˜o de tra´fego (a curto prazo) pode ser tambe´m aplicada no contexto do
controle de admissa˜o com base em medic¸o˜es de tra´fego. Os procedimentos de infereˆncia
de paraˆmetros dos modelos propostos na Tese sa˜o, por um lado, bastante precisos, e por
outro, eficientes do ponto de vista computacional. Deste modo, espera-se que possam
conduzir a estimativas de tra´fego futuro mais rigorosas que as actualmente consideradas
nos me´todos de controle de admissa˜o (que recorrem, em geral, a estat´ısticas suma´rias
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do tra´fego medido em um ou mais intervalos de tempo anteriores) e pass´ıveis de serem





Este apeˆndice tem como objectivo a apresentac¸a˜o dos dados reais usados na avaliac¸a˜o
dos diferentes modelos e das ferramentas utilizadas na sua captura. Embora nas diver-
sas publicac¸o˜es relativas ao trabalho apresentado nesta Tese tenham sido usadas uma
grande pano´plia de capturas de tra´fego, nesta Tese opta´mos por utilizar apenas duas.
Esta opc¸a˜o visou permitir uma comparac¸a˜o mais justa entre os diferentes modelos, sem
contudo sobrecarregar desnecessariamente a Tese com resultados.
A organizac¸a˜o deste apeˆndice e´ a seguinte. Na secc¸a˜o A.2 sa˜o descritos o equipa-
mento e as ferramentas usados na captura do tra´fego e na secc¸a˜o A.3 sa˜o apresentadas
as capturas propriamente ditas.
A.2 Medic¸o˜es efectuadas
A.2.1 Equipamento
O equipamento escolhido para efectuar as medic¸o˜es de tra´fego foi um computador
pessoal (PC). Optou-se por este tipo de equipamento, em detrimento de equipamentos
comerciais desenvolvidos especificamente para o efeito, devido a` pouca versatilidade
que os mesmos hoje em dia apresentam em termos de capacidade de armazenamento
de dados.
Foi usado um PC equipado com um processador AMD Thunderbird 1.2 GHz e 1.5
GBytes de RAM. O equipamento estava ainda equipado com duas placas de rede e
usava o Windows 2000 Professional como sistema operativo.
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De referir que na˜o foi capturada informac¸a˜o referente ao campo de dados dos pacotes
IP. Este procedimento teve dois objectivos: por um lado poupar espac¸o de armazena-
mento em disco e por outro garantir a privacidade dos dados.
A.2.2 Ferramentas de captura e ana´lise
A ferramenta usada para capturar tra´fego IP foi o analisador de tra´fego WinDump
dispon´ıvel gratuitamente na Internet, no servidor do ”Politecnico di Torino”1. Este
software tem por base a arquitectura WinPcap para captura e ana´lise de tra´fego. Foi
ainda usada como ferramenta auxiliar o Ethereal2. O Ethereal e´ um analisador de
tra´fego com um interface em janelas tendo como vantagem, em relac¸a˜o ao WinDump,
a capacidade de permitir uma fa´cil descodificac¸a˜o e ana´lise do conteu´do dos pacotes. O
Ethereal e´ gratuito e esta´ dispon´ıvel para Linux e Windows. Esta ferramenta permite
analisar tra´fego directamente da rede ou a partir de uma captura guardada em disco.
E´ poss´ıvel percorrer os dados em causa visualizando suma´rios da informac¸a˜o ou a
informac¸a˜o detalhada de cada um dos pacotes capturados. Esta ferramenta foi por isso
usada quando se pretendia analisar particularidades do tra´fego capturado.
Com base na arquitectura WinPcap foram desenvolvidas pelo autor algumas fer-
ramentas de software adicionais para facilitar o tratamento dos dados obtidos com o
WinDump. Uma dessa ferramentas permite retirar a informac¸a˜o pretendida (instante
de chegada e tamanho do pacote) e outra cria ficheiros com dados amostrados (nu´mero
de chegadas e tamanho me´dio dos pacotes por intervalo de amostragem).
A.3 Apresentac¸a˜o e caracterizac¸a˜o das capturas de
tra´fego usadas nesta Tese
Ao longo desta Tese sa˜o usadas duas capturas na avaliac¸a˜o dos modelos de tra´fego. Uma
das capturas usadas e´ a captura Bellcore de Outubro de 1994 [LTWW94], por vezes
designada na literatura de ”pOct.TL”. Esta captura embora relativamente antiga,
continua a ser muito usada na avaliac¸a˜o de modelos de tra´fego. A captura inclui os
instantes de chegada e os tamanhos de pacotes Ethernet. Cerca de 99.5% dos pacotes
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Figura A.1: Esquema das medic¸o˜es na rede da UA.
tem o comportamento t´ıpico de uma captura de tra´fego IP.
A segunda captura foi medida na Universidade de Aveiro (UA). O cena´rio da
medic¸a˜o esta´ representado na figura A.1. O tra´fego foi medido a` sa´ıda da rede lo-
cal da UA no troc¸o entre o proxy e o router fronteira. Foram registados os instantes
de chegada e os tamanhos dos pacotes IP que passaram por esse troc¸o da rede, que
agrega o tra´fego de entrada e sa´ıda da rede.
As tabelas A.1 e A.2 apresentam as principais caracter´ısticas destas duas capturas:
a data de captura, no caso da captura UA tambe´m o per´ıodo de captura, o tipo de
pacotes, o tamanho da captura em nu´mero de pacotes, a me´dia e a variaˆncia do processo
de chegadas em bytes por segundo e o tamanho me´dio dos pacotes.
Nome Per´ıodo/data de captura Tipo
captura
Bellcore 5 de Outubro de 1989 Ethernet
UA 12.41pm a 14.27pm, 6 de Julho de 2001 IP
Tabela A.1: Caracter´ısticas das capturas usadas.
Nome Tamanho Ritmo me´dio Variaˆncia Pacote me´dio
captura (pacotes) (bytes/seg) (bytes2/seg2) (bytes)
Bellcore 1 milha˜o 362750 3.97× 1010 568
UA 7 milho˜es 654780 7.51× 109 600
Tabela A.2: Caracter´ısticas das capturas usadas (continuac¸a˜o).
As figuras A.2 e A.3, apresentam as variac¸o˜es temporais dos ritmos de chegada, em
pacotes por segundo e em bytes por segundo, da captura Bellcore. E´ poss´ıvel observar
que, por vezes, as chegadas ocorrem em rajada com amplitude elevada. A variac¸a˜o
temporal dos processos de chegada (pacotes e bytes) da captura da UA podem ser
observados nas figuras A.4 e A.5.
119
Modelac¸a˜o de tra´fego em redes de telecomunicac¸o˜es: modelos Markovianos e baseados em sistemas de Lindenmayer
Figura A.2: Variac¸a˜o temporal do ritmo de chegadas em pacotes por segundo da captura da Bellcore.
Figura A.3: Variac¸a˜o temporal do ritmo de chegadas em bytes por segundo da captura da Bellcore.
Figura A.4: Variac¸a˜o temporal do ritmo de chegadas em pacotes por segundo da captura da UA.
Nas Figuras A.6, A.7, A.8 e A.9 esta˜o representados os diferentes processos de
tra´fego para va´rios n´ıveis de agregac¸a˜o. Para cada uma das capturas e para os pro-
cessos de chegada de pacotes e de bytes, representaram-se os primeiros 512 pontos das
sequeˆncias de tra´fego com diferentes intervalos de amostragem (0.1, 0.2, 0.4 e 0.8 se-
gundos). Verifica-se que a` medida que se aumenta o n´ıvel de agregac¸a˜o (maior intervalo
de amostragem) a variabilidade do tra´fego diminui muito lentamente, mostrando que
estamos perante processos de tra´fego com caracter´ısticas de similaridade escalar. Este
aspecto e´ alvo de um tratamento mais completo no corpo da Tese.
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Figura A.5: Variac¸a˜o temporal do ritmo de chegadas em bytes por segundo da captura da UA.
Figura A.6: Representac¸a˜o do processo de chega-
das em pacotes por segundo para diferentes n´ıveis
de agregac¸a˜o, Bellcore.
Figura A.7: Representac¸a˜o do processo de chega-
das em bytes por segundo para diferentes n´ıveis
de agregac¸a˜o, Bellcore.
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Figura A.8: Representac¸a˜o do processo de chega-
das em pacotes por segundo para diferentes n´ıveis
de agregac¸a˜o, UA.
Figura A.9: Representac¸a˜o do processo de che-
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