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ABSTRACT 
 
 
Logistics has experienced a long time of developments and improvements based on the 
advanced vehicle technologies, transportation systems, traffic network extension and 
logistics processes. In the last decades, the complexity has increased significantly and 
this has created complex logistics networks over multiple continents. Because of the 
close cooperation, these logistics networks are highly dependent on each other in 
sharing and processing the logistics information. Every customer has many suppliers 
and vice versa. The conventional centralized control continues but reaches some 
limitations such as the different distribution of suppliers, the complexity and flexibility 
of processing orders or the dynamics of the logistic objects. 
In order to overcome these disadvantages, the paradigm of autonomous logistics is 
proposed and promises a better technical solution for current logistics systems. In 
autonomous logistics, the decision making is shifted toward the logistic objects which 
are defined as material items (e.g., vehicles, containers) or immaterial items (e.g., 
customer orders) of a networked logistics system. These objects have the ability to 
interact with each other and make decisions according to their own objectives. 
In the technical aspect, with the rapid development of innovative sensor technology, 
namely Wireless Sensor Networks (WSNs), each element in the network can self-
organize and interact with other elements for information transmission. The attachment 
of an electronic sensor element into a logistic object will create an autonomous 
environment in both the communication and the logistic domain. With this idea, the 
requirements of logistics can be fulfilled; for example, the monitoring data can be 
precise, comprehensive and timely. In addition, the goods flow management can be 
transferred to the information logistic object management, which is easier by the help of 
information technologies. However, in order to transmit information between these 
logistic objects, one requirement is that a routing protocol is necessary. The 
Opportunistic relative Distance-Enabled Uni-cast Routing (ODEUR+) protocol which is 
proposed and investigated in this thesis shows that it can be used in autonomous 
environments like autonomous logistics. Moreover, the support of mobility, multiple 
sinks and auto-connection in this protocol enhances the dynamics of logistic objects. 
With a general model which covers a range from low-level issues to high-level 
protocols, many services such as real time monitoring of environmental conditions, 
context-aware applications and localization make the logistic objects (embedded with 
sensor equipment) more advanced in information communication and data processing. 
The distributed management service in each sensor node allows the flexible 
configuration of logistic items at any time during the transportation. All of these 
integrated features introduce a new technical solution for smart logistic items and 
intelligent transportation systems. 
In parallel, a management system, WSN data Collection and Management System 
(WiSeCoMaSys), is designed to interact with the deployed Wireless Sensor Networks. 
This tool allows the user to easily manipulate the sensor networks remotely. With its 
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rich set of features such as real time data monitoring, data analysis and visualization, 
per-node management, and alerts, this tool helps both developers and users in the design 
and deployment of a sensor network. 
In addition, an analytical model is developed for comparison with the results from 
simulations and experiments. Focusing on the use of probability theory to model the 
network links, this model considers several important factors such as packet reception 
rate and network traffic which are used in the simulation and experiment parts. 
Moreover, the comparison between simulation, experiment and analytical results is also 
carried out to estimate the accuracy of the design and make several improvements of the 
simulation accuracy. 
Finally, all of the above parts are integrated in one unique system. This system is 
verified by both simulations in logistic scenarios (e.g., harbors, warehouses and 
containers) and experiments. The results show that the proposed model and protocol 
have a good packet delivery rate, little memory requirements and low delay. 
Accordingly, this system design is practical and applicable in logistics. 
KURZFASSUNG 
 
 
Die Logistik hat eine lange Zeit der Entwicklungen und Verbesserungen erfahren, 
welche auf modernen Fahrzeugtechnologien, Transportsystemen, 
Verkehrsnetzerweiterungen und Logistikprozessen basieren. In den letzten Dekaden hat 
die Komplexität signifikant zugenommen, was die logistischen Netze über Kontinente 
hinweg stark verkompliziert hat. Aufgrund der engen Kooperation sind diese 
Logistiknetze in der Verteilung und Verarbeitung von Informationen hochgradig 
voneinander abhängig. Jeder Kunde hat viele Lieferanten und umgekehrt. Die 
konventionelle, zentralisierte Steuerung bleibt bestehen, erreicht jedoch gewisse 
Grenzen, wie zum Beispiel die unterschiedliche Verteilung von Lieferanten, die 
Komplexität und Flexibilität der Auftragsbearbeitung oder die Dynamik der logistischen 
Objekte.  
Zur Überwindung dieser Nachteile ist das Paradigma der selbststeuernden Logistik 
angeregt worden, es verspricht eine bessere technische Lösung für die gegenwärtigen 
Logistiksysteme. Im Bereich der selbststeuernden Logistik liegt die 
Entscheidungsfindung bei den Logistikobjekten, welche als materielle (z. B. Fahrzeuge, 
Container) oder immaterielle (z. B. Kundenaufträge) Gegenstände eines vernetzten 
Logistiksystems definiert sind. Diese Objekte besitzen die Fähigkeit, miteinander zu 
interagieren und Entscheidungen entsprechend ihrer jeweiligen eigenen Ziele zu fällen. 
Im Zuge der schnellen Entwicklung innovativer Sensortechnologien, insbesondere 
Drahtlosen Sensornetzen (Wireless Sensor Networks, WSN), kann sich jedes Element 
im Netz selbst organisieren und mit anderen Elementen interagieren, um Informationen 
zu übertragen. Die Anbringung eines elektronischen Sensorelements an ein 
Logistikobjekt erzeugt eine autonome Umgebung, sowohl im Kommunikations- als 
auch im Logistikbereich. Mit diesem Ansatz können die Anforderungen in der Logistik 
erfüllt werden; zum Beispiel wird die Datenüberwachung präziser, umfassender und 
zeitnaher. Zusätzlich kann die Verwaltung der Warenströme an das 
informationslogistische Objektmanagement übertragen werden, was durch die 
Informationstechnologien erleichtert wird. Um jedoch Informationen zwischen diesen 
logistischen Objekten übertragen zu können, ist ein Routingprotokoll notwendig. Das 
„Opportunistic relative Distance-Enabled Uni-cast Routing (ODEUR+)” Protokoll, 
welches in dieser Arbeit vorgeschlagen und untersucht wird, zeigt auf, dass es in 
autonomen Umgebungen wie in der selbststeuernden Logistik angewendet werden 
kann. Ferner wird durch die Unterstützung der Mobilität, multipler Senken und der 
automatischen Verbindung durch dieses Protokoll die Dynamik der Logistikobjekte 
erhöht. 
Mit einem generellen Modell, welches ein Spektrum von „low-level“ Anforderungen 
hin zu „high-level“ Protokollen abdeckt, können viele Dienste, wie beispielsweise die 
Echtzeit-Überwachung von Umweltbedingungen, kontextsensitive Anwendungen und 
Lokalisierungen, die logistischen Objekte (mit Sensoren ausgestattet) fortschrittlicher in 
Bezug auf Informationskommunikation und Datenverarbeitung machen. Der verteilte 
Steuerungsdienst in jedem Sensorknoten erlaubt die flexible Konfiguration von 
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logistischen Elementen zu jeder Zeit während des Transports. Alle diese integrierten 
Eigenschaften leiten eine neue technische Lösung für smarte Logistikelemente und 
intelligente Transportsysteme ein. 
Parallel dazu wird ein Managementsystem, das „WSN data Collection and Management 
System“ (WiSeCoMaSys), entwickelt, um mit den eingesetzten Drahtlosen Sensor 
netzen zu interagieren. Dieses Tool erlaubt es dem Nutzer, die Sensornetze einfach aus 
der Ferne zu verwalten. Mit seinem umfassenden Satz an Funktionen, wie zum Beispiel 
Echtzeit-Datenüberwachung, Datenanalyse und –visualisierung, Management 
individueller Knoten, sowie dem Versand von Warnungen, hilft dieses Tool sowohl den 
Entwicklern als auch den Nutzern bei der Gestaltung und der Einrichtung eines 
Sensornetzes. 
Des Weiteren wird ein analytisches Modell entwickelt, um einen Vergleich mit den 
Ergebnissen aus Simulationen und Experimenten zu ermöglichen. Mit Fokus auf die 
Nutzung der Wahrscheinlichkeitstheorie zur Modellierung der Netzverbindungen 
berücksichtigt dieses Modell einige wichtige Faktoren, wie die Empfangsrate der 
Datenpakete und den Netzverkehr, welche in Simulations- und Experimentteilen 
verwendet werden. Darüber hinaus wird der Vergleich zwischen Simulation, 
Experiment und Analyseergebnissen auch durchgeführt, um die Genauigkeit der 
Ausführung abzuschätzen, und um die Genauigkeit der Simulation zu verbessern.  
Zu guter Letzt werden alle oben genannten Teile in ein einziges System integriert. 
Dieses System ist durch Simulationen logistischer Szenarien (z. B. Häfen, Lager und 
Container) und Experimente verifiziert. Die Ergebnisse zeigen, dass das empfohlene 
Modell und Protokoll eine gute Datenzustellungsrate, geringe Speicheranforderungen 
und niedrige Verzögerungen haben. Dementsprechend ist dieser Systementwurf 
praktikabel und anwendbar in der Logistik. 
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1. Introduction 
owadays, planning and control of logistics processes are generally executed by 
centralized logistics systems. However, due to the increasing dynamics and 
complexity, and the physical distribution of supply networks, the conventional logistics 
control is limited. Hence, the paradigm shift from conventional control to autonomous 
control in logistics systems promises many advantages such as local information 
processing, sharing the distributed information structure, autonomous decentralized 
control, and real time telemetry. Concurrently, the appearance of WSNs (Wireless 
Sensor Networks) has opened a new era which is called The Internet of Things. WSNs 
are efficiently applied in many fields including logistics. Up to now, there have been 
many technical solutions for autonomous logistics (e.g., RFID and multi-agent 
systems), and the use of WSNs is also an interesting direction with many advantages. 
Therefore applying WSNs in logistics items is expected to be a suitable solution 
because they have many properties which can satisfy the requirements of autonomous 
control in logistics such as dynamics or distributed processing. 
1.1 Motivation 
With their rapid development, WSNs have gone beyond the scope of monitoring the 
environment. A WSN is a wireless network consisting of spatially distributed 
autonomous devices which use sensors to cooperatively monitor physical or 
environmental conditions (e.g., sound, temperature, pressure, vibration) at different 
locations. These sensor nodes can form a self-organizing network which fits well into 
mobile environments. Having some advantages such as mobility, low power, multi-hop 
routing, low latency, self-administration, autonomous data acquisition and exchange, 
and fault tolerance, WSNs allow telemetry - control and management applications 
which can be widely used in logistics, especially in autonomous logistics systems. 
Following are some issues with WSNs when they are considered to be applied in 
logistics: 
 How can WSNs enable telemetry applications in logistics systems? 
 What is the possible design of WSNs inside the container and also between 
containers to transport the goods with real time monitoring capability? 
 What multi-hop routing protocol is efficient in logistics in case sensor nodes are 
deployed on each logistic item? And what are the trade-off factors in the design? 
 How can the goods equipped with sensor nodes be aware of changes of the 
surrounding environment? 
 How can WSNs communicate with the infrastructure networks and mobile networks 
(e.g., IP, UMTS, or LTE)? 
The motivation to investigate these issues comes from the fact that applying WSNs with 
a combination of other technologies (RFID, GPS, etc) to logistics can improve the 
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logistics processes, gather more information from goods to reduce the perished goods, 
and react to the unforeseen events happening with the goods. These improvements can 
enhance the intelligence of current transport systems. With the help of WSNs, every 
logistic item is identified and quality surveillance is provided, from the warehouse to 
the containers and on the way to the destination. The goal is to design a suitable model 
of WSNs in logistics to provide a means for sharing information between related sides 
of the goods flow as well as utilizing the capability of distributed computing.  
A model of logistics networks consists of many entities, such as suppliers, factories, 
warehouses and distribution centers through which raw materials are purchased, 
transformed, produced and delivered to the customers. Each of them has a different 
information management system; therefore they do not easily share information among 
one another. Moreover, the current complex and dynamic logistics networks cannot 
automatically provide enough information about transported items to enable full 
management such as surrounding conditions of items, right quantity, etc. Therefore, the 
requirement of an intelligent autonomous logistics system is critical. 
In this thesis, a model of WSNs is proposed and investigated with the following 
objectives: 
 A routing protocol is designed to satisfy the dynamics in logistics. Optimized 
parameters of this design are also given based on simulation studies and 
experiments. 
 Sensing and context-aware application models are investigated under telemetry 
logistics scenarios to make the WSNs more advanced so that they can be used in 
ITS (Intelligent Transportation Systems). 
 The model of a unique system which integrates all the separate parts is suggested 
and investigated in the system aspects. 
 Software-based interfaces between WSNs and other infrastructure and mobile 
networks (e.g., IP, UMTS, or LTE) are introduced to facilitate the information flow 
between them. This enables the capability of sharing information among many 
related sites in a logistics system. 
Besides, localization techniques are proposed in both propagation models: free-space 
and log-distance to determine the positions of items.
1.2 State of the art 
This section gives an overview of the state of the art concerning the relevant aspects of 
sensor networks presented in this thesis. The limitations of the current research areas are 
also discussed to lead to a requirement of designing an open system architecture 
proposed in this research work. 
1.2.1 Node architecture 
Wireless Sensor Networks have been applied in a variety of fields, from which logistics 
is a fascinating direction. Most of the research has focused on various aspects of WSNs 
in logistic applications. In the physical layer, characteristics of signal propagation inside 
a fully loaded container are described [YBJ+09]. For the routing layer, many routing 
protocols are proposed. The SCAR routing protocol in [JSL09] optimized the energy 
consumption by using the sequential coordinates of each node. Another routing 
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protocol, Environmental Monitoring Aware, is proposed in [WPT+08] using a 
multiplicative combination of environmental conditions while an opportunistic routing 
in [SWT+09-08] utilizes the beacon forwarding to increase the network scalability. CTP 
in [FGJ+06] is a tree-based protocol which also uses a beacon (generated by the sink) to 
build the network tree like [WPT+08]. Beacon Vector Routing in [FRZ+05] uses the 
coordinates of nodes for point-to-point routing in sensor networks.  
In the application layer, many services are implemented in the context of logistic 
scenarios such as monitoring applications. A context-aware model using rules in 
[SWT+09-10], [MML+06] can reduce the number of duplicate information by taking the 
context sources (e.g., environmental conditions, or gateway connection) into account. 
Monitoring applications are deployed in many areas such as PermaSense [THG+07] 
monitoring the conditions in the Alps. Sensorscope [SDV05] is designed to observe the 
Saignes-Jeanne and Cachot bogs (located in the Brévine valley in Switzerland) while 
[PMR+05] is used in the glacier environment. An example of a monitoring application 
for volcanos is [WLR+06].  
Besides monitoring, many models for other areas are also used. Service discovery 
[BJT+08] is proposed for communication of food transport logistics while [CKS06], 
[BL09-08] propose analytical models to detect faults of nodes in sensor networks. In the 
area of data approximation, Neurocomputing in [JML09] is applied for modeling and 
[ST09] suggests an algorithm to extend the lifetime of nodes. A localization technique 
based on RSSI is used in the model of [SWT+09-09], while [BEG+01] uses multiple 
sensor modalities to achieve robust measurement. The RSSI-based localization 
technique is improved in [GBG+07] by using weighted coefficients. Another 
localization technique in MoteTrack [LW05] uses a pre-defined map of signal strength 
to estimate the node position.  
However, most of these research activities are separated and independently investigated. 
Because a system consists of many parts, the optimization of each separate part might 
not be significant enough in comparison with the entire system. For example, one fault 
detection algorithm reduces the microprocessor cycles but needs more communication 
between nodes, which might not be effective in the system point of view because the 
communication usually consumes more energy than the local computation. 
Therefore, it is necessary to have a general framework for a sensor node and for the 
whole system, in which each separated model above can be easily integrated into this 
architecture. This ensures that all the integrated parts will work together and utilize the 
resources more efficiently. In this thesis, the node architecture is proposed step by step 
from the lower layers to the higher layers in the aspect of integration. 
1.2.2 Routing in mobile ad-hoc networks and sensor networks 
A routing protocol is an important part of all networks to ensure the data packets can be 
successfully delivered from the sender to the receiver. The related literature on routing 
in wireless sensor networks can be found from a rich set of research from packet radio 
to mobile computing and sensor networks. In 1990s, with the advent of laptop 
computers and WLANs (Wireless Local Area Networks), mobile and wireless networks 
have emerged. In 1997, the technology became popular with the first standard IEEE 
802.11 [802.11].  
Although having the same high-level goals with packet-radio networks such as the 
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DARPA project [JT87], the mobility requirements in wireless computing networks are 
higher due to the movement of users with laptops around or within a building or office. . 
The idea is to build a multi-hop network from a group of mobile computers to support 
any-to-any communication among these nodes.  
Because mobile computer networks are more widespread in indoor environments, 
significant research on ad-hoc communication is dedicated to the direct data 
transmission between nodes and the base station (or access point in infrastructure 
mobile computer network) since nodes can communicate directly to one or more base 
stations. Hence, they do not have to forward packets coming from other nodes and this 
infrastructure mode also reduces the handoff problem when nodes move from one base 
station to another one. 
Different from the infrastructure network, which needs the interconnected base stations 
(e.g., BTS in mobile networks, access point in WLAN) to relay the data, in 
infrastructureless networks which do not have base stations, a node can use any 
available neighbors to relay its data to the destination. Therefore, the mobility support is 
considered to have higher priority than creating efficient optimum routing paths. That is 
the reason why supporting mobility became the first priority in mobile ad-hoc networks 
(MANET), which routing protocols had to consider. 
Besides, because nodes in MANET usually have more powerful resources than in 
packet-radio or sensor networks, the ad-hoc routing protocols do not have strict 
constraints of low computation or low memory. Therefore, complex routing algorithms 
can be implemented in ad-hoc networks.  
One kind of routing is table-driven routing (or proactive routing) in which a regular 
traffic pattern (e.g., regular beacons) is used by one sink (or several sinks) to build the 
network tree. One improvement of these routing schemes is DSDV (Destination-
Sequenced Distance Vector) [PB94] which uses the hop count in the routing cost 
function to find the shortest-path. Each node in the network will update its routing table 
when receiving these traffic patterns.  
Another kind of routing is source-initiated (or reactive routing), in which AODV (Ad-
hoc On-demand Distance Vector) [PR99] and DSR (Dynamic Source Routing) [JM96] 
are categorized. They are also called source-initiated on-demand routing. These 
protocols rely on the source node (which should know the destination address) to 
initiate a route discovery to the destination through a flooding mechanism. Because of 
supporting mobility, the main goal of these protocols is usually to define a path to the 
destination quickly. 
Sensor networking was introduced in the late 1990s pioneered, e.g. by Directed 
Diffusion [IGE00]. One of the major characteristics of sensor networks is to combine 
the computation and communication in the form of in-network processing. Because 
communication consumes more energy than computation, that combination will prolong 
the lifetime of networks. Directed diffusion introduces a sample framework which has a 
sink node to issue some particular messages like route requests, except that it is 
destination-initiated. Nodes, which have data to transmit, will send them along the 
reverse path with intermediate nodes. This kind of data transmission is also called 
many-to-one or many-to-few (nodes to the sink(s)). Hence, most source-initiated 
routing protocols in ad-hoc networks do not match the kind of many-to-few data 
collection. However, they can be used to setup a reverse path if the route discovery is 
sink-initiated.  
1.2   State of the art 5 
Directed Diffusion [IGE00], the earliest WSN routing protocol, sets up a collection tree 
based on specific node requests. Early experiments led many deployments to move 
towards a simpler and less general approach. Second generation protocols such as 
MintRoute [WTC03] use periodic broadcasts to estimate the transmissions per delivery 
on a link. MultiHopLQI is a third generation protocol which adds physical layer signal 
quality to the metrics and considers the connectivity with a probabilistic view. CTP 
[FGJ+06] is a current tree-based routing protocol using information from multiple layers 
[FGJ+07]. Using the signal strength to measure the object movement, ODEUR 
(Opportunistic relative Distance-Enabled Uni-cast Routing) [WLT+08] is another 
promising routing protocol based on detecting the movement of the sensor nodes 
relative to the data sink by using the received signal strength collected from neighbors. 
Its disadvantage is that by design, it cannot forward the beacon over more than 2 hops; 
therefore, its scalability in sensor networks is limited.  
However, most of the above protocols assume the topology of a sensor network is 
stable, except ODEUR. In a dynamic environment, such as logistics, the movement of 
objects is required. Hence, a new routing protocol is necessary which should combine 
the advantages of routing protocols mentioned above such as low footprint, rapid 
adaptation to the network changes and loop avoidance. 
1.2.3 Context-awareness in WSNs 
The concept of context-awareness has been used in many research activities. Most of 
them have focused on two main fields: routing and applications. A Privacy-Aware 
Location algorithm [GSJ+03] is proposed to prevent collection of privacy-sensitive data. 
In [SWR98], several metrics (e.g., energy per packet, time to network partition) of 
Power-Aware routing are considered to prolong the lifetime of sensor nodes. The 
remaining battery charge of nodes is also taken into account as a routing metric in this 
research. However, the context sources in the above research activities are limited. 
EMA (Environmental Monitoring Aware) routing [WPT+08] uses a multiplicative 
combination of environmental conditions and other context criteria for routing, which 
can be useful in disaster scenarios such as forest fires. In [MML+06], a model of a 
context-aware sensing application is also proposed using business rules at the node level 
which can be applied for logistic transportation. However, because contexts are taken 
into account at any time, they should be reconfigured flexibly. If the context sources are 
used in the routing layer, the cross-layer technique is required between the routing and 
the application layer to provide the reconfiguration. Moreover, context settings can also 
be updated by users due to each specific scenario. 
One of the early context applications is Cyberguide [AAH+97], which is used to show 
the location of tourists on a map and give information about objects in their nearby area. 
Some designs such as [CP03] and [BCD+03] can be used in museums or exhibitions 
because they support tourists using audio, maps, texts, and pictures on PDAs. Several 
systems such as [Man03, AL04] can also link the contents or annotation created by 
users to locations so that other users in the nearby location can discover the annotation 
on their handheld devices.  
Using GPS technology, ComMotion [MS00] provides the personal location-based 
messaging functionality through personal devices while Stick-e [Bro96], with a slight 
difference, has the same idea to provide public messages. Some other systems such as 
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Place-Its [SLL+05] are proposed to send location-based reminders to do a task on 
mobile phones.  Another design in [ISC+05] shares the same point of view. 
From all of the literature mentioned above, there are not so many designs of context-
aware applications in sensor networks. Moreover, most of them need the scenario 
information before the deployment and they are strongly coupled to various 
development tools on Bluetooth, and WLAN ad-hoc networks. The context sources in 
these research activities are mainly the location and the proximity while, in logistics, 
there are many context sources due to the dynamic environment. Hence, a context-
aware application model for sensor networks is proposed in this research work. This 
model lets operators configure the contexts while it is responsible for the checking 
contexts and executes the corresponding actions under the consideration of limited 
resources. 
1.2.4 Data collection and management system 
From the early releases of TinyOS version 1, the need of having a network monitoring 
and management tool became obvious, both for debugging and for the deep 
understanding of node interactions. Because of that reason, the Surge application 
[SUR10] is designed for developers; however, it only works with TinyOS version 1. 
Surge also has several versions: in one version, it supports sampling only one sensor 
while in another version, it supports sampling multiple sensors. Besides, nodes can be 
put in Sleep mode or Focused mode by a command from Surge. In Sleep mode, each 
node turns off the timer in the application layer and only waits for a wakeup command 
from the base station. Focused mode enables users to change the behavior of a node 
individually. Moreover, Surge can also display the network topology with the link 
quality.  
MViz [MVi10] is a tool which is included in TinyOS version 2. It supports network 
monitoring and topology display. However, users cannot control or manage the network 
remotely. PermaSense [THG+07] shares the same idea with MViz, which allows users 
to view the live data from their deployments without network management. The small 
difference between these applications is that PermaSense is a web-based application. 
Another approach concerning the testbed monitoring is Motelab [WSW05]. The 
purpose of Motelab is to provide a flexible test-bed at a large research center, which 
internal and external researchers can access for experiments. It provides a hardware and 
software system for scheduling jobs on a sensor network test-bed and obtaining the 
results. The source code for nodes can be uploaded via a Web interface, but it cannot 
visualise the network topology. Having an integration with an SQL server, SWAT 
[SKJ+08] enables researchers to evaluate the performance of sensor networks and to 
visually display the results in reports in both 802.15.4 and 802.11 networks. Because of 
focusing on the measurement of various parameters, the disadvantage of SWAT is that 
it cannot fully manage the deployed networks.  
Octopus [RJD+08] is an advanced solution to address the disadvantages of MViz and 
Surge. It supports three operation modes for sensor nodes. Users can log the data 
packets for analyzing or reconfiguring the network with new parameters. However, 
Octopus is a general tool; therefore, it cannot support context-aware sensing 
applications and localization configuration which are useful for logistic services. 
Moreover, statistics parameters of the deployed networks such as the packet reception 
1.3   Contributions of this thesis 7 
rate (PRR) or end-to-end delay, which are necessary for performance optimization and 
evaluation, are also not supported by this tool. 
Beside these open source tools, there are also some commercial software products such 
as SNA (Sensor Network Analyzer) of Daintree Networks [DTN10] or MoteView 
[Tur05] of Crossbow Technology Inc. also providing the capability of sensor network 
monitoring and management. The data snooping feature in SNA allows capturing and 
analyzing all 802.15.4 packets in the network for debugging. 
From the literature of network management tools mentioned above, it can be seen that 
there is not one general tool which can accomplish all tasks in network monitoring and 
management. Moreover, all of these tools can only manage one sensor network. From 
that, a general framework for monitoring and management of sensor networks is 
necessary and several advanced features such as remote access, visualization, real-time 
network measurement should be taken into account in the design. In addition, the 
configuration from a script file, which is not supported in those tools, should be 
integrated because it helps operators to save time by managing the network 
automatically. 
Last but not least, all of these parts need to be integrated in one system; therefore, the 
operation of each part has to be investigated under the operation of the whole system to 
ensure that they can successfully work together. 
1.3 Contributions of this thesis 
In this thesis, the modeling and implementation of Wireless Sensor Networks are 
investigated for use in logistic applications. The main contribution of this thesis is a 
general practical system design of a complete sensor network, which can be used in 
many applications. 
In order to give a comprehensive study of the design, each layer from physical to 
application layer is examined with parameters which can affect that layer. In 
consideration with the parameters provided by popular hardware platforms, the design 
is built step by step from the lower to the upper layers. 
For validation of the system design, simulations and experiments are used in 
conjunction with an analytical model. Several logistic scenarios are chosen for both 
simulations and experiments. Finally, the design is implemented by an embedded 
system which is used in sensor nodes and a management tool which helps operators to 
manipulate their network deployments easily. 
1.3.1 Routing protocol and neighbor discovery 
Routing is a challenge in sensor networks. There is a lot of research which focuses on 
this area. However, in a logistic environment where the dynamics of logistic objects 
such as packages, containers, and vehicles appears frequently, the movements of objects 
have to be taken into account. Applying sensor networks in logistics requires a routing 
protocol which fulfills many goals. Hence, in this thesis, a model of an opportunistic 
routing protocol is proposed. The main goal of this routing protocol is that it always 
looks for the best surrounding opportunity for data transmission based on the signal 
strength and the node movements. In order to increase the reliability, a retransmission 
mechanism is used in case of lost packets. Moreover, a backup route is chosen besides 
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the working route to avoid the disconnection problem happening in the network. Based 
on the neighbor exchange protocol between nodes, the information about neighbors is 
collected and provided for the routing functions.  
Additionally, because the design separates the routing function from the neighbor 
management part, the exchange protocol can be used to carry other information such as 
localization information or timing. This helps to share the same collected information 
and reduce the overhead exchanged in the network. The results show that the routing 
protocol can achieve approximately 98% of successful data transmission in all 
investigated scenarios and this protocol also supports the node mobility rather well. 
Moreover, the used local memory is also rather little. 
1.3.2 Context-aware application 
In environmental monitoring applications, duplicate transmitted information wastes 
network resources, especially when the environment does not change much. Originated 
from the idea that information should be sent only when a certain condition is matched, 
a model of a context-aware sensing application is proposed to operate on a set of given 
rules which describe the surrounding context. Although the concept of context-
awareness can be applied in other areas such as the routing itself, in this thesis, the 
context model is integrated in the application layer because contexts can be changed at 
any time. Therefore, if the model is built in the application layer, it is easier to change 
the context configuration of a node. Moreover, the use of context rules requires low 
memory and computation, which is suitable for resource-limited sensor nodes. Taking 
the check and execution of rules while letting users describe the rules, this model allows 
flexibly changing context descriptions at any time. This is really useful in the dynamic 
logistics, where objects are transported to many places. 
With the use of the above context-aware model, the redundancy of information 
transmitted in networks is reduced, which also results in lower energy consumption of 
nodes. Moreover, the model mainly covers most of the contexts in logistics scenarios 
(e.g., gateway connection, environmental conditions). 
1.3.3 Localization technique 
Localization is an important feature of logistics systems, especially in case the advanced 
logistic objects are introduced by applying sensor nodes in objects. A localization 
technique based on signal strength is proposed and examined in both cases: determining 
the relative positions (in a pre-defined coordinate) of containers in a free-space 
environment and identifying the package positions inside the container with 
complicated signal attenuation conditions in various environments. This service utilizes 
the signal strength collected by the neighbor exchange protocol. The results are 
investigated in both simulations and experiments to estimate the relative locations of 
sensor nodes in a pre-defined coordinate system, which show a good result when using 
this localization technique in free space environment such as indentifying a container in 
a harbor. However, this localization technique is not accurate enough in all investigated 
scenarios. 
 
 
1.4   Thesis overview 9 
1.3.4 Data Collection and Management tool 
An important contribution of this thesis is that the architecture of a powerful tool is 
proposed and implemented, which is responsible for connecting multiple WSNs with 
the outside world. With the integration of rich features such as monitoring, data 
analysis, visualization and measurement, this tool helps both developers and users in 
debugging or managing the deployed networks. The key advantage of using this tool is 
that users can manipulate the multiple deployed WSNs in real time. With a 
measurement component, the performance of the network is reported for optimization.  
As a result, this tool allows both developers and researchers to deploy, manage and 
evaluate the sensor network performance easily.  
1.3.5 Node architecture 
In the system design of the node architecture in Wireless Sensor Networks, it is 
necessary to have an open and general architecture that can cover many requirements 
for the node operation. The architecture is open for high customization and optimization 
with specific goals such as routing or data transmission. Moreover, a flexible 
configuration based on parameters allows users or applications to efficiently optimize 
the node performance. All of the above parts are successfully integrated in one unique 
system because they are part of the whole system. The integration is validated by many 
simulations and experiments from individual cases to the whole system. This confirms 
that all parts work with each other well. 
1.3.6 Modeling and Evaluation 
Each part mentioned above is modeled and evaluated in both simulation and 
experiments with various scenarios. Besides, an analytical model is also proposed to 
calculate several parameters such as end-to-end packet reception rate, routing traffic and 
data traffic in lossy networks. In addition, the comparison between simulation, 
experiment and analysis is carried to provide some improvements to achieve the 
accuracy in simulation. 
Because the target of this thesis is to develop a model which can be used in logistics, 
various scenarios are based on logistic applications such as container logistics, harbor 
logistics, warehouse logistics and transportation logistics. Moreover, the dynamics of 
objects in each scenario is also taken into account during the simulation. 
Additionally, in both simulation and experiment, several types of networks are used 
such as chain topology, grid topology, deterministic topology and random topology. 
This ensures that the design can work well in such networks. Moreover, the network 
size is also investigated for normal and high density of nodes. 
1.4 Thesis overview 
Chapter 2 introduces the background of WSNs and specifications of layers in the 
standard 802.15.4. The implementation description of 802.15.4 in the operating system 
TinyOS is also mentioned in this chapter. Moreover, the comparison between WSNs 
technology and the RFID technology, which is currently used in many logistics 
applications, is discussed to explain why sensor network technology is suitable in future 
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logistics applications. 
In Chapter 3, a neighbor discovery process is described to build a database of 
connectivity between nodes in sensor networks. From that, a generic model is proposed 
for an opportunistic routing protocol, namely ODEUR+ which is developed to overcome 
some limitations of the ODEUR protocol and enhance useful features such as timing 
synchronization and cross-layer configuration. Moreover, message formats and 
underlying issues such as neighbor node classification, loop detection and buffer 
management are also introduced in this chapter. 
Chapter 4 gives a detailed introduction of applications which are commonly used in 
logistics. This chapter also provides a solution to apply Wireless Sensor Networks in 
logistic scenarios with the specific requirements. Services such as localization, context-
aware sensing, power estimation and distributed management are mentioned and 
integrated in the proposed node architecture. This node architecture in combination with 
the routing model forms a unique system which allows many parts of the nodes in 
Wireless Sensor Networks to work together more efficiently. 
In Chapter 5, a data collection and management tool called WiSeCoMaSys is introduced 
to act as a bridge between the Wireless Sensor Network and operators or other 
networks. With a rich set of integrated features such as data collection, data analysis, 
measurement, and visualization, WiSeCoMaSys allows operators or developers to 
handle the network deployment easily. The architecture of this tool is also proposed, 
which consists of many separate open components that allow easy modification to 
achieve specific goals. In addition, alert mechanisms (e.g., alerts via email or SMS) are 
implemented in this tool to inform about unexpected events happening in the network. 
Actually, this tool plays an important role in the sensor network deployment. 
Chapter 6 presents an analytical model of the Wireless Sensor Network. It focuses on 
the analysis of the end-to-end packet reception rate based on the received signal strength 
which is used in the routing protocol. Other parameters like acknowledgements and 
retransmissions are also taken into account. The generated traffic of each sensor node 
and the forwarding traffic are analyzed to investigate the efficiency of context-aware 
application which is a part of the design of the node architecture. 
The simulations and experiments are investigated and discussed in Chapter 7. In the 
simulation part, the investigation of the routing protocol is simulated with different 
types of networks. The proposed localization technique is also examined in two 
scenarios: free-space and log-distance propagation environments. Several context-aware 
scenarios with different context sources are used for simulation in this chapter. In the 
experiment part, the proposed parts are verified again to ensure that the system design 
can work well in reality. The comparison of simulation, experiment and analytical 
results is also done in this chapter. 
Finally, Chapter 8 gives a summary of the thesis and summarizes most of the important 
results and contributions. Moreover, some open issues are raised in this chapter for 
future research. 
 
CHAPTER 2 
 
 
2. Wireless Sensor Networks and Standards 
his chapter presents the background of Wireless Sensor Networks with the 
standardization of WPAN in PHY, MAC and network layer. In addition, the 
framing of the standard 802.15.4 in the most popular operating system, TinyOS, is also 
discussed for later implementation. Moreover, the comparison between the current 
technology RFID and WSNs is performed to show the reasons why WSNs should be 
applied in logistics with several aspects such as real-time monitoring, item tracking, and 
scalability. 
2.1 Wireless Sensor Networks and IEEE 802.15.4
The history of sensor network technology through the evolution from legacy 
technologies is presented in this part. The description of the WPAN (Wireless Personal 
Area Network) standard in PHY and MAC (Medium Access Control) layer is also given 
to provide the background for the design of the upper layers in the next chapters. The 
current technology, RFID (Radio Frequency Identification), which is widely applied in 
logistics, is discussed in comparison with the sensor network technology to emphasize 
the advantages and benefits that can be achieved when applying sensor networks in 
logistics systems. Moreover, the sensor network technology can co-exist with the 
current technologies to ensure the capability of communications between different 
infrastructure technologies. The quality of logistics services is described in this chapter 
to show the improvement through the use of sensor network technology. 
2.1.1 Wireless Sensor Networks 
A WSN is a group of sensor nodes, each of which is equipped with embedded sensors 
(e.g., temperature, humidity, and acceleration), processors and a radio interface which 
collaborate to perform the task of collecting data in an area and sending them to the 
target destination regularly or based on surrounding contexts. There are a number of 
well-known sensor projects with small size nodes such as WINS of UCLA [ADL+98], 
Smart Dust of UC Berkeley [WLL+01], and eGrain of Fraunhofer [FHF10]. Different 
from Wireless Data Networks (e.g., WLAN, Bluetooth) and Mobile Telecommunication 
Networks (e.g., GSM, UMTS), WSNs are formed from a group of nodes that have 
features such as mobility, low power, multi-hop routing, and self-administration. They 
can also collaborate to perform a given task [CCC+06]. Some of the features which are 
important to know concerning the understanding of the WSNs are [Son08]:  
 To save energy, a sensor node can go to sleeping mode regularly during operation to 
stay alive for a long time.  
 Communicating nodes are connected to one another by a wireless medium in the 
multi-hop sensor networks and the frequencies used in WSNs are available 
T 
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worldwide. 
 In order to provide security, encryption methods can be used in WSNs. 
 The physical layer in the sensor network protocol stack is responsible for the 
detection of signals, modulation and generation of carrier frequency.    
 Compared to the networks which are built up using wires, WSNs require less 
deployment effort.  
 The installation and reconfiguration are easy to be done. These networks consist of 
cost efficient sensor nodes which can be replaced by new nodes if they experience 
problems. 
The detailed discussion of WSNs about sensor node, sensor operating systems, and 
WSNs applications will be presented in Chapter 4. 
2.1.2 WPAN standardization 
The natural extension of cellular networks from the wired telephony network was 
introduced during the 1950s. Because the need of mobility and the cost of setting up 
new wires increased, the motivation for a new personal connection independent of the 
location of that network also increased. The cellular network is provided by many base 
stations which each cover one cell. These base stations can communicate with the 
neighbors to create a seamless network. Some examples of these evolutions are GSM, 
UMTS and LTE. Cellular standards are designed to facilitate the voice, data and video 
transmission throughout an area. 
During the mid-1980s, the need for wireless networks emerged, which can replace 
current LANs in places where cabling is difficult, expensive or even impossible. In 
addition, a smaller coverage area is required for higher user density and emergent data 
traffic. Hence, this lead to the appearance of the wireless local area network standard 
(WLAN) with many versions such as a, b, g, n which are defined by the IEEE 802.11 
working group. 
Different from IEEE 802.11 which was concerned with features such as Ethernet 
matching speed, long range, and high data rate (2-11Mbps), WPANs target the space 
around an object which can extend to 10m in any direction. The main goals of WPANs 
are low-cost, low-power, short range, low data rate and tiny size. The 802.15 working 
group is created to standardize the WPAN technology. 
There are four standards, which are differentiated by data rate, quality of service (QoS) 
and battery drain as follows [Erg04]: 
 802.15.1, also named Bluetooth, has a variety of applications in cell phone, PDA 
communication, and voice communications, as well. This standard uses frequency-
hopping spread spectrum in ISM bands. Depending on the version, the data rate 
varies from 1 to 24 Mbps and the distance can be from 1 to 100 meters. 
 802.15.2 addresses the issue of coexistence of WPANs with other wireless networks 
such as WLANs which operate in unlicensed frequency bands.
 802.15.3 is suitable for multi-media applications because it is the high data rate 
WPAN (11 to 55 Mbps). 
 802.15.4 (LR-WPAN) is aimed to support a set of medical and industrial 
applications with very low cost and low power consumption. The low data rate (20 
to 255 kbps) allows LR-WPAN to consume quite little power. 
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The IEEE 802.15.4 committee only focuses on the specification of the lower two layers 
(physical and data link layer) of the protocol. 
There is also another alliance, the ZigBee Alliance (over 150 member companies), 
which works together with IEEE 802.15.4 to specify the protocol stack for the upper 
layers (from routing to application layer). This will ensure the customers buying the 
products from many manufacturers with a guarantee that the products will work 
together. 
The following sections describe the specification of the PHY and MAC layer of the 
IEEE 802.15.4 standard. 
2.1.2.1 PHY layer 
The PHY layer has several important features such as activation and deactivation of the 
radio transceiver, channel selection, clear channel assessment (CCA), energy detection 
(ED), link quality indication (LQI), transmitting as well as receiving packets over the 
physical medium. The PHY layer operates at different frequency bands of 868/915 MHz 
and 2.4GHz as shown in Table 2.1; thus it fulfills the frequency needs of Europe, Japan, 
Canada and the United States.  
Table 2.1: Frequency bands and data rates [Erg04]. 
PHY 
(MHz) 
Frequency 
band (MHz) 
Spreading parameters Data parameters 
Chip rate 
(kchip/s) Modulation 
Bit rate 
(kb/s) 
Symbol rate 
(ksymbol/s) Modulation 
868/915 
868 - 868.6 300 BPSK 20 20 Binary 
902 - 928 600 BPSK 40 40 Binary 
2450 2400 – 2483.5 2000 O-QPSK 250 62.5 16-ary Orthogonal 
 
There are two modulation schemes used with different frequency bands. O-QPSK is the 
modulation technique used with the frequency band of 2.4 GHz while the BPSK 
modulation scheme is used with the other frequency bands. The DSSS (Direct Sequence 
Spread Spectrum) mechanism is used by both pairs of PHY operating at different 
frequencies. [Gut03]. 
 
 
Figure 2.1: Operating frequency bands [KAT05]. 
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There is one channel (0) between 868 and 868.6 MHz, 10 channels (1-10) between 
902.0 and 928.0 MHz and 16 channels (11-26) between 2.4 and 2.4835 GHz shown in 
Figure 2.1. In the standard, dynamic channel selection is also allowed by using a scan 
function which increments through a list of supported channels [Erg04]. 
The IEEE 802.15.4 PHY layer is in charge of the following tasks: 
 Radio transceiver activation and deactivation: There are three modes for the 
operation of the transceiver: transmitting, receiving and sleeping. The radio can be 
turned on or off based on a request from the MAC sublayer.
 Receiver Energy Detection (ED): The measurement of receiver energy detection 
(ED) can be used by the network layer as part of the channel selection algorithm. 
This feature estimates the received signal power within the bandwidth of an IEEE 
802.15.4 channel. The ED time of 8 symbol periods is used for this measurement. 
An 8-bit integer ranging from 0x00 to 0xFF is reported as the ED result. The 
minimum ED value (0) indicates that the received power is less than 10dB above the 
defined receiver sensitivity. Moreover, the range of received power spanned by the 
ED values is at least 40 dB so that the mapping from the received power in decibels 
to ED values will be linear with an accuracy of ± 6dB in this range [Erg04]. 
 Link Quality Indication (LQI): In order to characterize the quality and/or strength 
of a received packet, an LQI measurement is performed. There are several ways to 
measure LQI such as using a signal-to-noise estimation, receiver ED, or a 
combination of these techniques. The LQI result can be used by the routing protocol 
in the network layer or by application layers. However, this issue is not specified in 
the standard. The LQI result is reported as an integer in the range [0x00, 0xFF]. The 
lowest and highest quality IEEE 802.15.4 signals which can be detected by the 
receiver are associated with the minimum and maximum LQI values respectively 
[Erg04]. 
 Clear Channel Assessment (CCA): The CCA function is responsible for reporting 
the busy or idle state of the medium. Each node has to ensure that the radio medium 
is idle before transmitting data. If the channel is not clear, the radio backs off for 
some random period of time before attempting to transmit again. 
 Channel Frequency selection: The IEEE 802.15.4 supports 27 different channels. 
Therefore, the PHY layer should be able to change its transceiver to a specific 
channel based on a request from higher layers. There are some commercial sensor 
motes such as MICAz and Telos which are compliant with the IEEE 802.15.4. For 
example, TelosB from Crossbow Tech. [CRB10] provides a partial implementation 
of IEEE 802.15.4, operating at the frequency of 2.4 GHz and 250 kbps. 
2.1.2.2 MAC layer 
The main functions of the MAC layer are to perform the association and disassociation 
of the network involved, channel access, frame validation and so on. There are two 
operational modes of MAC layer: 
 Beacon-enabled mode: The PAN coordinator (a node which is responsible for 
starting the formation of a sensor network) periodically generates and transmits 
beacons to synchronize the attached devices and identify the PAN. A superframe is 
used to carry a beacon and also contains all data frames exchanged between nodes 
and the coordinator. Moreover, the superframe duration also allows data 
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transmission between nodes [KAT05]. 
 Non beacon-enabled mode: each device has to compete with the others using an 
unslotted CSMA/CA mechanism to transmit data. The superframe structure is not 
used in this mode. 
Figure 2.2 shows the operational modes of IEEE 802.15.4 
 
 
Figure 2.2: Operational modes in IEEE 802.15.4 [KAT05]. 
 
The general format of a MAC frame is illustrated in Figure 2.3 with the three following 
parts [KAT05]: 
 The MAC Header (MHR), which contains the following fields: 
o Frame Control is a 16-bit field, which contains information defining the type of 
frame and other control flags (e.g., Security Enabled, Frame Pending, and 
Acknowledgment Request).   
o Sequence Number is an 8-bit field which identifies a unique frame sequence. 
o Destination PAN Identifier is a 16-bit field which defines the unique PAN 
identifier of the receiver to which the frame is destined.  
o Destination Address is either a 16-bit or 64-bit field (depending on the value of 
the destination addressing subfield of the Frame Control field) which specifies 
the address of the receiver to which the frame is destined.  
o Source PAN Identifier is a 16-bit field that specifies the unique PAN identifier of 
the frame sender. 
o Source Address is either a 16-bit or 64-bit field (depending on the value of the 
destination addressing subfield of the Frame Control field) that specifies the 
address of the frame sender.  
 The MAC Payload contains information specific to individual frame types and this 
field can be variable. 
 The MAC Footer (MFR) contains the Frame Check Sequence (FCS) field. This FCS 
has a 16-bit length and contains a 16 bit Cyclic Redundancy Check (CRC). 
More details concerning the MAC protocol are given in [HLM08] [KAT05]. 
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Figure 2.3: General MAC frame format.
2.1.2.3 CSMA/CA 
Carrier sense multiple access with collision avoidance (CSMA/CA) is a wireless 
network multiple access method, which is a modification of carrier sense multiple 
access (CSMA). The operation of CSMA/CA is described following: 
 A carrier sensing scheme is used to sense the wireless medium. 
 A node has to listen to the medium before it wants to transmit its data. If the channel 
is sensed as idle, the node is allowed to start the transmission process. Otherwise, 
when the node detects that the channel is busy it defers its transmission for a random 
period of time. After this random period, the node starts the sensing process again. 
Collision avoidance (CA) is used to improve the CSMA performance by not allowing 
other nodes to transmit their data when is another node is in transmitting process. In 
order to perform this, a random truncated binary exponential back-off time is 
implemented to decrease the probability of collision [802.11]. 
2.1.2.4 802.15.4 Frames in TinyOS 
TinyOS is an open-source operating system which is used in most common 
deployments of WSNs. It was created from the cooperation between University of 
California, Berkeley and Intel Research and now it has become an international 
consortium. 
In TinyOS 1.x, TOS_Msg is used as a message buffer, which contains an active 
message (AM) packet as well as packet metadata, such as time stamps, 
acknowledgement bits, and signal strength if the packet is received. Moreover, 
TOS_Msg is a fixed size structure and its size is defined by the maximum AM payload 
length at the compilation time. The default value is 29 bytes. 
However, one issue arises when defining TOS_Msg structure because different link 
layers may require different layouts. For example, CC2420 radio hardware (compliant 
with 802.15.4 standard) used in TelosB may require 802.15.4 headers, while a software 
stack built on top of byte radios (e.g., CC1000 radio hardware) can specify its own 
packet format. Therefore, the structure of the TOS_Msg may be different on different 
hardware platforms. 
In addition, while old TinyOS platforms such as CC1000 use their own data link layer, 
most of the newer platforms (e.g., CC2420, CC2430) are compliant with IEEE 802.15.4 
at the data link and physical layer. That is why the TinyOS active message layer 
[Lev05] [TOS10] is developed to add an additional field for higher-level protocol 
dispatch. This active message layer ensures that the header of the lower layer of a 
specific hardware (e.g., MicaZ or TelosB) is transparent to the higher layer.  
Currently, TinyOS 2.0 supports two types of frame formats for 802.15.4 networks 
[HLM08]: 
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 T-Frame (TinyOS Frame) is used for isolated TinyOS networks which do not share 
their channel with other wireless networking architectures. 
 I-Frame (Interoperable Frame) is for TinyOS networks which share their channel 
with 6lowpan networks [HS08]. 
2.1.2.5 Network layer and Application layer 
As mentioned previously, IEEE 802.15.4 only creates the specification of the PHY and 
MAC layer while the ZigBee Alliance is responsible for the upper layer such as the 
routing protocols, and security services. Because the purposes of this thesis are to 
design a routing protocol and an application model which can be suitable in logistics, 
the upper layers do not rely on the ZigBee architecture. In the next chapters, the higher 
layers will be discussed in the design aspects. 
2.2 Suitability of WSNs in logistics 
2.2.1 Comparison of RFID and WSNs in Logistic Applications 
It is clear that RFID technology has been applied in many areas, especially in logistic 
applications [CC11], [SLO10]. However, it has some disadvantages as follows: 
 An RFID tag, a very simple node with limited functionality, contains only passive 
information. Hence, it is usually used for identification (as its name), but not for real 
time monitoring. 
 The communication in RFID systems (Passive and Active type) is single hop, which 
means an RFID tag can only communicate with the reader. This drawback limits the 
scalability capability. 
 The RFID tag can only communicate with the reader when it is in the range of the 
reader coverage. Even though, in Active RFID (with internal power supply), the 
maximum distance is about 100 meters while in the Passive RFID, the efficient 
distance is approximately some meters, depending on the used frequency band.  
Wireless Sensor Networks can overcome the above difficulties of RFID technology and 
therefore are a promising candidate for logistics applications. Table 2.2 shows the 
comparison between these technologies with several common aspects which can be 
found in many practical solutions. 
With the comparison above, the cost of WSN devices is the most difficult issue when 
they are considered to be deployed in the real world. However, due to the fast 
development of electronic technologies, the manufacturing cost of mass production is 
getting lower and lower over time. This promises a bright future for WSNs as 
replacements and extensions for RFIDs. 
Currently, the logistics service providers such as DHL [DHL10] or UPS [UPS10] can 
guarantee the delivery time to the customer rather exactly (e.g., with DHL the item 
package can be delivered to the customer in 24 hours after placing the order). They can 
also provide the relative location tracking service to identify the position of each item 
for customers. However, the location information provided is not very detailed. In 
addition, customers cannot know the surrounding conditions or quality of the items they 
send during the transportation to the destination. 
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At the highest level of logistics systems, people and companies would like to know the 
current conditions of their assets with lowest cost at anytime, anywhere or at least when 
unexpected events happen. Therefore, two necessary services in logistics are real time 
(online) monitoring and item tracking, which are presented in next sections. 
Table 2.2: Comparison between RFID technologies and WSNs [THN10-1]. 
  Passive RFID Active RFID Wireless Sensor Node 
Tag/device cost < $1 $10-100 $200 (depending on type of the used sensor node) 
Infrastructure cost Low (1 reader) Medium (1 zone) Medium 
Tag/Device size Postage stamp ID badge to paperback book Deck of cards 
Internal Battery life Not available 
Months-years, 
depending on 
features 
Years, depending on tasks 
Location precision At a reader Zone presence Site presence 
Range radius 0.3-1.5 m 30-100 m 125 m [CRB10] 
Sensor monitoring None None-limited Standard 
Query capability None Limited Standard 
Data storage None None-limited Standard 
Site Device density Unlimited Limited High
Use at Temporary site Limited Limited Unlimited 
Infrastructure complexity Low Low Low 
Tags are networked No No Yes 
Multi-hop message No No Yes 
Tags Auto-Adjust to Site No No Yes 
Asset Appropriateness 
Small size,  
low-value 
consumables 
Medium-size, 
medium-value 
Medium/ large size,  
high value
2.2.2 Real time telemetry 
In this application, the packages, pallets and containers are equipped with sensor nodes 
to form a multi-hop sensor network. Each sensor node samples the environmental 
conditions of its surroundings and reports them to the centralized data center. This 
useful information can help to make timely decisions when unexpected events happen 
which can affect the current quality of goods; for example, when the goods are going to 
be spoiled inside the container. In such cases, WSNs help to take actions before the 
goods are actually spoiled. The vehicle routing protocol such as DLRP [WRT+05] can 
utilize the information collected from logistic items for vehicle routing. 
There are several key factors related to real time telemetry in logistics which have to be 
considered as follows: 
 Device quantity: it is important to determine the number of items (WSN nodes) 
which are embedded inside a container or in a warehouse. The power issue has to be 
taken into account so that all devices can be addressed properly and the resource 
usage is efficient. Moreover, these devices should be in autonomous operation. 
 Device quality: during the operation time, devices are fully managed via the wireless 
medium. All the information of devices has to be captured and adjusted to improve 
the performance manually or automatically. 
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 Dynamicity: The nature of logistics systems is dynamic. Hence, the state of goods 
can be static or dynamic. For example, during loading or unloading situations, 
logistic items can be moved from the static state to the dynamic state for a short 
period of time. Therefore, the design has to ensure that the data will not be lost 
during this transition. 
 Multi-site connection: when WSNs are deployed in many places (e.g., in many 
harbors, or many containers, and warehouses), another important factor is that each 
item must have the capability to hand over from one WSN site (domain) to another 
one automatically. This prevents the possibility of data loss. 
 Off-line operation: in some scenarios such as long transportation outside of the 
cellular network coverage, items should have an off-line operation mechanism, 
which stores data temporarily until they can reconnect to the network for 
transmission. 
2.2.3 Item tracking 
In the discussion of locating items, the two types - local and remote tracking have two 
important meanings. The first meaning is that the items are nearby the object (e.g., a 
person) which manages or needs to know about them (local), or the object which 
manages the items is somewhere else (remote). The second one is that the infrastructure 
used to locate items is local or remote. However, the need of remote tracking is much 
more necessary than the others [THN10-2]. 
With Active and Passive RFID technologies, there are many location techniques which 
are used to determine the position of assets. Some of them are described in [THN10-2] 
such as Spot Identification, Portal Passage, Beaconing Presence, Beaconing Position 
and GPS. 
The disadvantages of the techniques above are the scalability and the dynamics, which 
are important in logistics. GPS is too expensive to be widely deployed and has a low 
accuracy in indoor environments. Moreover, GPS devices are not suitable in low power 
applications. 
Hence, the location mechanism using WSNs is a good idea which can provide the 
capability of positioning logistic items. The localization techniques in Chapter 4 will 
discuss how WSNs can be used for locating the position of a sensor node. The results 
are presented in Chapter 7. 
2.2.4 Architecture of WSNs in transportation systems 
Figure 2.4 shows an example of a logistics system which uses the intelligent container 
[IC10] in transportation truck systems. Each container is embedded with many sensor 
nodes and a gateway which acts as an interface between WSNs and the outside 
networks. Each sensor node transmits its sensed data to the gateway and then this data is 
forwarded from the gateway to the infrastructure network (e.g., WLAN, UMTS). 
When unloading at warehouses or harbors, each item can connect to the other WSNs for 
data transmission based on the multi-site connection mechanism. 
In the ship transportation, the container can communicate with the WLAN (if available 
in the ship) to send the data. If the gateway integrates an SCE (Satellite Communication 
Equipment), the data collected from WSNs inside the container can be sent via a 
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satellite link [BJT+08]. If WSN-equipped containers are transported by planes, an SCE 
module can also be used for transmission or sensor nodes can store data temporarily in 
case the transportation time is not too long. 
 
Figure 2.4: General logistics architecture of WSNs in trucks [Son08]. 
2.2.5 Co-existence with current technologies 
Although WSN technology has many advantages and can be applied in many 
application areas, this technology can also co-exist with current technologies due to 
many industrial standards and products: 
 WSNs can cooperate with RFID to reduce the deployment cost [THN10-3]. 
 Many gateway products such as ScatterGate [SCW10], Startgate Netbridge 
[CRB10] can bridge information between WSNs and infrastructure networks. 
 6lowpan is designed and implemented to allow IPv6 packets to be sent over IEEE 
802.15.4. 
The successful deployment of a system requires all the subsystems to maintain their 
functionalities. It is also required that the designers understand the strengths and 
weaknesses of each system for optimization. 
CHAPTER 3 
 
 
3. Opportunistic Routing Model 
n this chapter, an introduction of the routing model is given with three processes: 
building the neighborhood connectivity, classifying neighbor nodes and performing 
the routing function. The neighborhood discovery process described in this part is used 
in each sensor node to collect the information from the neighbors and build a neighbor 
table with memory constraints. The sum of all local neighborhood information from the 
entire network then forms a graph of distributed logical connectivity for routing. In 
parallel, the neighbors are also classified so that only neighbors with good quality 
should be kept in the neighbor table. The policies of table management will also be 
mentioned in this chapter to achieve better memory utilization because sensor nodes 
usually have very little resources. From that, to provide some important features for 
logistics such as dynamics support, real time quality monitoring, and item tracking 
capability, this system architecture of opportunistic routing with functional components 
is proposed. The message formats for routing and data communication as well are also 
suggested in this chapter. Common issues in routing such as count-to-infinity and 
duplicate messages are discussed and solved completely. Finally, some simulation 
results are presented to illustrate the advantages of the proposed design. 
3.1 Neighborhood Discovery 
3.1.1 Link estimation 
The question about what is the best parameter for link estimation is an important topic 
in WSNs and the answers to this question are different. In many research activities, 
several metrics such as distance [FRZ+05], visibility [WCL+07], expected transmission 
(EXT) [FGJ+06] [FGJ+07], and passive traffic [WTC03], are used in simulation as well 
as experiments, presenting various specific views of the network. They provide good 
guidelines for the design and deployment of sensor networks in many applications. 
However, these metrics are used only for a partial understanding of how nodes 
themselves see the network. In reality, nodes should estimate the network status based 
on the real physical values which a sensor node can really measure and observe. This 
will reduce the computation inside sensor nodes because nodes do not have to convert 
collected physical values to other ones. 
In order to adapt to rapid changes of the network, especially in dynamic environments 
(e.g., in logistics), good parameters for link estimation are factors which are available in 
most hardware platforms (e.g., TelosB, MicaZ) and which do not require much 
processing time and also require low control overhead. From that point of view, only 
LQI (Link Quality Indicator) and RSSI (Receive Signal Strength Indicator) are 
considered for this choice. RSSI is an indicator of the receive signal strength which can 
be read at any time while LQI is produced based on the calculation of error rate with the 
I 
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first eight chips of a received packet [CRB10]. 
However, in [SL06], with short-term measurement, RSSI is shown to be a better 
indicator of PRR (Packet Reception Rate) than LQI. Nevertheless, if LQI is averaged 
over many packets, it will have a better correlation with PRR. RSSI is also chosen in 
[YBJ+09] to measure the link quality of connections in a container loaded with banana 
boxes. With such dynamic environments as in logistics, movements of items have to be 
considered; consequently, the RSSI value is considered a good parameter for detecting 
the fast movement of objects [WLT+08] [SWT+09]. 
For the reasons mentioned above, RSSI, which is expected to have more advantages 
than others, is chosen for link estimation in the protocol design. In order to do that, 
every connection between nodes has to be represented by RSSI values, which indicate 
the quality of links. When all links in the entire network are estimated, each node can 
have an overview of neighbor connectivity for better data transmission.  
3.1.2 Neighborhood information exchange 
In order to build a complete map of the entire network, each node has to build its partial 
map based on neighboring. However, the gateway may be the only node which has a 
complete map of the network because all the traffic from other nodes is destined to the 
gateway. 
Nodes have to exchange updates to inform neighbors about their changes after receiving 
new information. This is carried out by a process called beacon broadcast [SWT+09]. A 
beacon is a special frame used to carry updated information for building a neighbor 
table and for routing. In proactive routing schemes [FGJ+06] [WLT+08] [SWT+09] 
[WPT+08], to which the proposed protocol belongs, the beacon is generated and 
transmitted by a sink (or base station). After receiving a beacon, each node extracts new 
information from this beacon and builds its neighbor table, and then it updates this 
beacon with new local information and broadcasts it to the network so that other nodes 
can receive the update. 
This mechanism allows every node in a network to keep a list of neighbors to which it 
can communicate directly. 
3.1.3 Neighbors classification by reception rate 
Because each node has to collect and save all information from potential neighbors, the 
memory resources are very important, especially in dense networks. For example, if an 
entry of the table requires 20 bytes to maintain information of each neighbor node, a 
node which can hear the information from 50 nodes would require 1000 byte for its 
neighbor table, which is 1/10 of the total memory available on the TelosB platform 
[PSC05] [CRB]. Therefore, it is necessary to have a simple mechanism which keeps 
only potential neighbors with good links and eliminates the nodes which cannot be good 
candidates for selection. Moreover, the neighborhood management and link estimation 
are mutually related because a node should invest its expensive memory to good 
neighbors which are currently in the table.  
In addition, a node can hear a beacon from many neighbors with many different 
qualities of link reliability. With a reliable link, the node can successfully receive more 
beacons than with the unreliable ones. Hence, relying on the beacon reception frequency 
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(or rate) to infer the likelihood of a link being reliable or not is a good solution. 
Moreover, because the beacon is a periodical message, it is fair for every node to count 
the number of successfully received beacons and estimate potential neighbors based on 
this count value: the neighbor having higher reception frequency will be better than 
those who have a lower one. 
In periodical data transmission, data messages from all neighbors might also be counted 
to measure the quality of links like beacons. This process is called packet snooping. 
However, in some context-aware applications (see Chapter 4), data messages are not 
always transmitted. Hence, the snooping option should only be taken into account when 
all nodes transmit data messages at the same rate. Moreover, packet snooping requires 
support from hardware platforms such as TelosB [CRB] by disabling the address 
recognition feature so that a node can also receive packets which are not destined to its 
address. Therefore, data snooping is not used for link estimation in the design because 
the routing protocol should be independent of the applications. 
3.1.4 Table management policies 
There are three basic operations to manage the neighbor table: insertion, update and 
removal. They are performed over time in each node of the network. The following 
section discusses these operations in depth. 
3.1.4.1 Insertion 
Usually, insertion is performed when the table is not full. This allows a node to keep a 
list of potential neighbor nodes for routing. Because the insertion in the proposed design 
only relies on the beacon, the maximum insertion rate is equal to the beacon rate (if 
duplicate beacons are eliminated). However, in case the table is full, if the beacon rate is 
rather high the insertion can over-run the table and then the set of neighbors will be 
unstable. Therefore, the insertion rate should be less than the update rate so that the 
nodes in the table can stay to get updated before being removed for new insertion. The 
insertion algorithm works as following: 
Input:  Node n to be inserted. Neighbor table T 
Output: Success or Fail. 
INSERT(n,T) 
(1) if table T is not full 
(2)    e = getLastEntry(T) + 1 
(3)    Use e to store n in table T 
(4)    return SUCCESS 
(5) else  
(6)    if there is an entry e in T which has e_counter = 0 
(7)      Use e to store n in table T 
(8)      return SUCCESS 
(9)    else 
(10)     return FAIL 
Figure 3.1: Insert procedure in a node. 
Line (1) and (2) check if the table is not full, then an empty location is used to store the 
new neighbor. Otherwise, the node will use the entry having a counter of zero to store 
the new neighbor because this entry is no longer updated. One can see that because the 
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counter decreases then the insertion rate is divided correspondingly. The details of this 
counter technique will be presented in the next subsections. 
3.1.4.2 Update 
For the update process, the FREQUENCY algorithm [DLM02] is proved to have better 
memory utility than the use of traditional techniques like FIFO or Least-Recently Used 
(LRU) [WTC03]. Each entry in the table simply has a counter to count the number of 
successful receptions. The update process is run when there is a new beacon message 
received. Hence, the maximum update rate is equal to the beacon rate. The following 
procedure in Figure 3.2 describes how an update can be performed: 
Input:  Node n and table T. 
Output: Success or Fail. 
UPDATE(n, T) 
(1) if n is in table T’s entry e 
(2)   e_counter = e_counter +1 
(3)   return SUCCESS 
(4) else 
(5)  return FAIL 
Figure 3.2: Update procedure in a node. 
3.1.4.3 Eviction 
The eviction procedure needs to run when the neighbor table is full and entries with a 
counter of zero are removed for a new insertion. Because the counter of each entry 
increases by one when a node receives an update beacon, it is also decremented when 
no new beacon is received. However, nodes can only count the successful beacon 
messages, not unsuccessful ones. So, in order to trigger this decreasing event, a timer is 
used. When the timer fires, all the entries with a counter value greater than zero are 
decreased by one. Another important thing is that the decrement rate has to be slower 
than the insertion rate to ensure that a node can have an opportunity to be updated by a 
new beacon before its counter reaches zero. When this counter is zero, the 
corresponding information of that neighbor is removed for a new one. Hence, the timer 
interval has to be greater than the beacon period. The following lines describe how this 
works: 
Input:  Table T 
Output: none 
EVICTION(T) 
(1) if Timer fired 
(2)   for each entry e in table T 
(3)       If entry e has e_counter > 0 
(4)             e_counter = e_counter – 1 
 
Figure 3.3: Eviction procedure in a node. 
3.1.5 Reliable transmission 
Packets are usually dropped in wireless networks because of interference or bad 
coverage. In order to avoid this, the transmitter has to recognize that the packet was not 
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acknowledged before it can retransmit it. In some hardware implementations, the radio 
chip (e.g., CC2420 in TelosB) creates an auto-generated acknowledgment (hard-ACK) 
when it receives a packet. However, this can lead to some problems if the radio chip of 
the receiver sends an ACK successfully but the microprocessor of the receiver does not 
actually receive the packet due to some error such as hardware faults [MHL+10]. Hence, 
the reliable transmission has to rely on soft-ACK (which is generated by the 
microprocessor). 
For flexibility, applications should set the retransmission parameters for each packet. 
When the transmitter transmits one packet, it also sets the maximum number of retries 
for this packet and enters the retransmission state. After a given time-out, if the 
transmitter does not receive any ACK from the receiver, it will retransmit that packet 
until it receives one ACK or reaches the maximum number of retries. 
3.2 Opportunistic Routing
The inspiration for the new routing protocol ODEUR+ (Opportunistic relative Distance-
Enabled Uni-cast Routing) [SWT+09-08] originated from the idea that applying WSNs 
with a combination of other technologies (RFID, GPS, etc) to logistics can enhance an 
intelligent transportation system [TKB+06] [EBM+05]. Every item is uniquely 
identified, from the warehouse to the containers and at the destination, with the help of 
WSNs. The objective here is to define a suitable routing model for WSNs in logistics to 
provide a means for collecting the information of goods in containers during the 
transportation. In order to satisfy the requirements of dynamics in logistics, the goals of 
the proposed routing protocol are: 
 Use the RSSI, which is available in many hardware platforms and rely on the 
information collected by the neighbor discovery process in section 3.1. 
 Make movement estimations of the neighboring sensor nodes based on RSSI values 
and use this information for routing. 
 Support multiple sinks so that sensor nodes can automatically connect to available 
sinks when they move through many WSNs or send data to a specific sink. 
 Synchronize the network time, which is an important parameter for data 
transmission, especially in cases where global time is necessary.
 Support a backup route in case there are problems related to loops and duplicated 
packets on the primary route. 
 Improve the reliability by retransmissions and acknowledgements. 
3.2.1 ODEUR+ 
Although many generic routing protocols have been developed so far [FGJ+06] 
[WTC03] [LBC+08] [IGE00], ODEUR+ is the only destination-based and proactive 
routing protocol utilizing the advantages of ODEUR [WLT+08] to consider the 
movement of nodes by using a metric called Mobility Gradient (MG) and RSSI for the 
routing. This is because ODEUR is proved to have a better performance than the AODV 
protocol in several aspects, especially in terms of a guaranteed reception of the sensor 
data at the sinks. Another important improvement is that ODEUR+ is a multi-hop 
routing protocol which overcomes the scalability problem of ODEUR, which can work 
only with two-hop communications.
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3.2.2 Routing metrics 
As described in [WLT+08], RSSI and MG (Mobility Gradient is calculated by 
subtracting two continuous RSSI values) are used by ODEUR to select the BNN (Best 
Neighbor Node) so that a node can know its relative movement between itself and the 
sink from which the beacon originates. ODEUR+ also uses these parameters for routing 
but in a different way. 
Firstly, ODEUR+ is a multi-hop routing protocol (the number of hops through which 
packets go may be greater than 2); therefore it uses RSSI and MG to estimate the 
relative movement of all neighboring nodes (and 2-hop neighbors), but not necessarily 
that of a sink. This can overcome the scalability problem [SWT+09]. Logically, the sink 
movement should not be taken into account in nodes which are far way (more than 2 
hops) from them. This is because in a large network a node should keep the information 
of the neighboring nodes instead of those far away due to its limited memory. 
Secondly, if a node detects that it is in the communication range of a sink [WLT+08], 
that node can directly send the data to that sink without using multi-hop routing. This 
advantage allows the node to avoid the multi-hop communication which can lead to a 
poor packet reception rate. 
3.2.3 Routing function 
Assuming that the neighbor table is built by the discovery process described in section 
3.1, each sensor node will then choose the BNN to transmit data packets. 
 
Figure 3.4:  An example of Opportunistic Routing. 
In order to describe the applied routing function, a simple topology is shown in Figure 
3.4 with the neighbor table of node 4 after updates. Several definitions are given as 
follows: 
 The source RSSI (srcRSSI), and source MG (srcMG) are the RSSI and MG 
respectively, which are measured at the source node after it receives a beacon.  
 The neighbor RSSI (nnRSSI), and neighbor MG are the RSSI and MG which are 
embedded in a beacon and measured by a neighbor node.  
The following procedure illustrates the BNN selection based on the information 
provided by the neighbor table:  
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 Normally, if a source node is in the communication range of the sink, it will 
communicate with that sink directly. Otherwise, the source will check if any 
neighboring nodes are in the sink range. 
o If one such neighbor exists, the source node will choose this neighbor as its 
BNN. 
o If more than one such neighbor exists, the source node will choose the neighbor 
with the strongest source RSSI (srcRSSI). 
 In a network with multi-hop transmission, the source node (node 4 in the example) 
tries to choose the neighbor which has the strongest RSSI to forward packets 
because this is its closest node. At the beginning, the source node will check the 1-
hop neighbor nodes. Assuming that RSSI values of several 1-hop neighbor nodes 
(node 2 and 3 in the example) are the same, and they move, the node moving 
towards the source node is selected. In the example node 2 moves towards node 4, 
the MG value (srcMG) will be +1 to indicate the direction of movement is “closer”. 
Node 4 will choose node 2 as BNN. Otherwise, the MG is -1 to indicate the 
direction is “further”, node 4 will choose node 3 as BNN because it is better. The 
same selection is performed if node 4 moves and node 2 and 3 do not move.  
 If there are no changes in 1-hop neighbor nodes (srcMG and srcRSSI do not 
change), the source node will check the nnRSSI and nnMG to choose the BNN. For 
example, if node 1 moves towards node 3, the nnMG in the table of node 4 will be 
+1 for node 3 and -1 for node 2, so node 4 will choose node 3 as BNN although in 
this case, the RSSI of node 3 and 2 is the same (assuming that node 2, 3 and 4 do 
not move). 
The selection of BNN is shown in Figure 3.5 based on previous discussions. The output 
of this procedure is the address of the neighbor selected as BNN. Line (2) and (3) decide 
that the sink is the BNN if the current node is in sink range. Otherwise, if any 
neighboring node is in sink range in line (5) and (6), BNN will be this node. Lines (8) to 
(13) compare MG values between neighbor nodes (1-hop and 2-hop) with the same 
RSSI to choose the best BNN in line (14). However, the BNN selection procedure 
requires that the neighbor table has to be sorted in descending priority of source RSSI 
values. 
Input: Last Updated Neighbor Table T 
Output: BNN 
SELECTBNN(T) 
(1) BNN = INVALID 
(2) if node in sink’s communication range 
(3)  BNN = sink 
(4) else 
(5)  if there is one neighbor nb in Sink’s range 
(6)   BNN = nb 
(7)  else 
(8)       BNN = first_neighbor in table T 
(9)   for each index idx in table T 
(10)    if (T[idx].srcRSSI == T[BNN].srcRSSI) 
(11)      if ((T[idx].srcMG > T[BNN].srcMG) or 
(12)               ((T[idx].srcMG == T[BNN].srcMG) and 
(13)         (T[idx].nnMG  > T[BNN].nnMG))) 
(14)      BNN = T[idx].neighbor 
Figure 3.5: BNN election procedure. 
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Figure 3.6 illustrates the procedure of building neighbor tables when a node receives a 
beacon message. Lines (1) and (2) validate the incoming beacon and lines (5) (6) update 
the neighbor table and sort the entries in descending order of source RSSI. After that, 
lines (7) and (8) choose the BNN and backup BNN. Line (9) regenerates a new beacon 
and broadcasts it to network.  
Input:  Last Beacon Message Received M. Neighbor Table T. 
Output: Success or Fail. 
RECEIVE(M, T) 
(1) if isLoopMessage(M) or isDuplicateMessage(M) 
(2)   discardMessage(M) 
(3)   return FAIL 
(4) else 
(5)  update T with M 
(6)   sort table(T) 
(7)  BNN = selectBNN(T,1,nbTableActive) 
(8)  bkBNN = selectBNN(T,findIndex(BNN)+1,nbTableActive) 
(9)  send beacon message (new Message) 
(10)  if BNN = INVALID 
(11)   return FAIL 
(12)  else 
(13)   return SUCCESS 
Figure 3.6: Procedure runs when receiving new beacon message. 
Figure 3.7 shows an example of a neighbor table with routing information. The 
neighbors are classified by the update frequency which is indicated by a counter in the 
last column. In this example, the neighboring node 0 (sink) is selected as the BNN 
because node 20 can communicate directly. In addition, neighboring node 16 is chosen 
as the backup BNN because it also has the strongest RSSI. 
 
Figure 3.7: An example of a neighbor table and routing in local node 20. 
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3.2.4 Message format 
There are three types of messages which are used in the proposed design: beacon 
message, data message and control message. However, in the following section, only 
the formats of beacon and data messages are described with the use of their fields. The 
control message which is used to carry information from the sink to a specific node in 
the network for network control or reconfiguration will be discussed in Chapter 4, 
because the management and control of the network is discussed in more detail there. 
3.2.4.1 Beacon message format 
typedef nx_struct beacon_msg { 
 nx_uint16_t sink_id; 
 nx_uint16_t sender_id; 
 nx_uint16_t seq; 
 nx_uint8_t  mg; 
 nx_uint16_t  rssi; 
 nx_uint8_t  nb_num; 
 nx_uint16_t  nb[5]; 
 nx_uint32_t time; 
 nx_uint16_t x; 
 nx_uint16_t y; 
 nx_uint16_t z; 
} beacon_msg_t; 
Figure 3.8: Beacon message format. 
Figure 3.8 shows the structure of the beacon format. It contains these fields: 
 sink_id (2 bytes): the address of the sink where the beacon originates 
 sender_id (2 bytes): the address of the node which forwards the beacon 
 seq (2 bytes): the beacon identifier. This field is used to suppress duplicate beacons 
in the network. 
 rssi (2 bytes): RSSI value (neighbor RSSI) which the sender measures after 
receiving the beacon in the previous hop. Note that the source RSSI is available in 
each received message at source node [CRB].
 mg (1 byte): MG value (neighbor MG) which the sender determines after receiving 
the beacon. Source MG is calculated at the source node. 
 nb_num (1 byte): the number of nodes which can communicate directly with the 
sink.  
 nb_list (10 bytes): addresses of the nodes which are in the sink’s communication 
range so that they can directly communicate with the sink. The list can be 
segmented to fit well in this field. 
 time (4 bytes): this value is used to synchronize the local timers at sensor nodes. The 
expected accuracy in time synchronization is some seconds, which is good enough 
for logistic services because the data sampling period is usually several minutes. 
With this precision, the delay of PHY and MAC layers is negligible. 
 (x, y, z) (6 bytes): the coordinates of the neighbor node’s location (in a pre-defined 
coordinate system) calculated by the localization process, which is discussed in 
Chapter 4. Because dynamic memory allocation is not supported in TOS message 
(see section 2.1.2.4 for more details), this field is always in the beacon although the 
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localization service can be turned off. 
After receiving a new beacon from a neighbor, the corresponding entry of that neighbor 
in the neighbor table will be updated. However, there are several fileds in the beacon 
format which are not included in the entry format. They are nb_num, nb_list and timing, 
which are stored in global variables. Hence, from the proposed format in Figure 3.8, it 
can be seen that each entry in the neighbor table has only 15 bytes (excluding nb_num, 
nb_list and timing). The optimum number of entries is shown in section 3.3 by 
simulation results. 
3.2.4.2 Data message format 
In Figure 3.9, the format of data message is proposed. Its fields include: 
 time (4 bytes): a time stamp embedded in each message to indicate the global 
sending time. 
 mote_id (2 bytes): the address of the sensor node which is the origin of this packet. 
 sink_id (2 bytes): the address of the destination sink 
 ttl (time-to-live) (1 byte): used to eliminate loop problems in the network. 
 reply (1 byte): used to indicate the packet is a data packet or a reply of a request. In 
case of the reply packet, this field is used to identify the type of the reply (see Table 
5.1 for more details).  
 seq (2 bytes): used to recognize and avoid duplicated packets. 
 reading1, reading2, reading3, reading4 (each has 2 bytes): used to transmit 
temperature, humidity, light and internal voltage of sensor nodes. This proposal is 
based on the 4-sensor TelosB platform [CRB]. However, this field can be extended 
in case more additional sensors are attached to a sensor node at the compilation 
time. Because all sensor nodes have to run the same version of the embedded 
application, nodes which do not have the additional sensors will fill these additional 
fields with any arbitrary values. 
 coor_x, coor_y, coor_z (6 bytes): the relative location of the sender. 
 management (expandable): contains the information for building the view of 
network topology such as hop count, BNN node; receive signal strength in real time, 
energy (see Chapter 5). 
typedef nx_struct data_msg { 
 nx_uint32_t time; 
 nx_uint16_t  mote_id; 
 nx_uint16_t  sink_id; 
 nx_uint8_t  ttl; 
 nx_uint8_t  reply; 
 nx_uint16_t  seq;   
 nx_uint16_t  reading1; // temperature 
 nx_uint16_t  reading2; // humidity 
 nx_uint16_t  reading3; // light 
 nx_uint16_t  reading4; // internal voltage 
 nx_uint16_t coor_x; 
 nx_uint16_t coor_y; 
 nx_uint16_t coor_z; 
} data_msg_t; 
Figure 3.9: Data message format. 
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These two types of packet are encapsulated in the active message layer [Lev05] 
[BHC01] (mentioned in section 2.1.2.4) which is designed to make the header of the 
lower layer of a specific hardware platform transparent to higher layers. Because the 
maximum length of a TOS active message is 127 bytes, both beacon and data messages 
fit well in this layer. 
3.2.5 Underlying issues in routing protocol 
In this section, some underlying issues are presented. They include count-to-infinity, 
cycles, duplicate packets, the BNN change rate, and buffer management. 
3.2.5.1 Count-to-Infinity 
Count-to-infinity is a classical problem in routing, in which packets are forwarded 
without reaching the destination. This process consumes much bandwidth by 
transmitting redundant information. In sensor networks, when there are at least two 
partitions in the whole network, the count-to-infinity problem happens. Because these 
partitions are isolated, packets originated from a node may not reach the destination 
sink. The packets may also get into a partition which does not contain the original node 
when the partitioning problem suddenly happens during the packet forwarding. If the 
original node (node which creates the packet) does not belong to a partition which 
contains that original node, nodes in this partition cannot detect this loop problem 
because most of the information in the packet header is related to the original node, not 
intermediate nodes.   
However, this problem can be avoided by using the field TTL in Figure 3.9. Each time a 
packet is forwarded by an intermediate node, the TTL in that packet is decreased by 
one. Because the TTL is set with a given value, when it equals zero, this packet is 
discarded. In the design used in this thesis, TTL is set with the starting value of 10, 
which allows a packet only to be looped in a partition with maximum of 10 times of 
forwarding. However, this default value can be changed by the application layer due to 
the topology and the density of the deployed network. 
In most sensor network applications [WLR+06] [OTR+07] [THG+07], where there is 
only one sink collecting data from the network, if the partitioning problem happens, the 
only partition connected to the sink will be updated by new beacons while other 
partitions will not. Hence, those partitions will become passive over time; accordingly, 
all nodes which belong to these partitions will disjoin the network when they do not 
have any active neighbors in the neighbor table.  
3.2.5.2 Cycles 
Another problem in routing is cycles. Cycles happen when loops occur in a network, 
which is related to the BNN selection process, but not to network partitions. When 
creating a packet, a node puts its unique address in the packet header and transmits this 
packet. After receiving a packet from a neighbor, if a node sees that the mote field is the 
same as its address it concludes that the packet (which is created by itself) comes back 
to it after traveling via intermediate nodes. This indicates cycle problems in the 
network. There are two cases: 
 The two-hop loop problem happens when a pair of nodes in network uses the other 
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as its BNN. For example, node 0 elects node 1 (one of its neighbors) as its BNN. At 
the same time, node 1 also selects node 0 as its BNN. If this happens, packets 
originated from these two nodes will be forwarded within the loop containing node 
0 and node 1. The solution for this problem is to check the mote field (in Figure 3.9) 
and the BNN. If they are the same, it means that two-hop loop happens. Then the 
node can use the backup BNN to forward packets. 
 The multi-hop loop problem happens when there are more than 2 nodes forming this 
loop. In this case, only the original node can detect the cycle problem because the 
mote field in the packet is only the same as the BNN of the original node. Therefore, 
the looped packet has to travel 1 round of the loop before it is detected and 
discarded by the original node.  
3.2.5.3 Duplicate packet 
Duplication problem is also popular in application designs. Duplicate packets can be 
created if the ACK [ML10] is lost in unicast communication or it can happen in a 
broadcast environment such as the beacon broadcast in section 3.1.2.  
In unicast communication, the loss of ACK can lead to a retransmission. If there is no 
mechanism to suppress duplicate packets, these will be forwarded and then lead to a 
multiplicative effect. In addition, this phenomenon also wastes much more bandwidth 
and energy. In order to solve this problem, each neighboring node will have a different 
sequence number stored in the neighbor table. This number indicates the expected 
sequence of the next packet. When an incoming packet comes, its sequence number 
(shown in Figure 3.9) is checked to match the expected sequence number stored in the 
table. If these two sequence numbers are matched, then the packet will be forwarded 
and the new expected sequence will be updated to the table. However, this approach has 
to rely on in-order packet delivery. 
In the beacon broadcast process, after receiving a beacon, each node broadcasts that 
beacon again so that a node can receive many same beacons from neighbors. Without 
duplicated beacon elimination, the network can be congested because of a beacon 
forwarding “storm”. Therefore, each node should only keep the newest beacon for 
updating, based on the seq field in Figure 3.9. All incoming beacons having a lower or 
equal sequence number than that of the current one will be discarded. However, these 
out-of-date beacons can be used to measure the quality of neighbors by counting them 
(mentioned in section 3.1.3).  
3.2.5.4 Rate of BNN change 
The rate of BNN selection is also important. In any case, the BNN and backup BNN 
will change when the BNN selection is triggered. If the route changes fast, it can adapt 
well with the topology changes. However, the rapid change of BNN might cause 
instability of the network. Moreover, in some routing algorithms like [FGJ+06], after 
choosing the route, each node will generate a route message (or beacon message) to the 
network. Hence, if the rate of changing the route is very fast, a lot of route messages 
will be transmitted, possibly congesting the network. 
However, here, the BNN selection process only chooses the BNN based on the 
information collected by the neighbor discovery process. It does not transmit anything 
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after BNN changes. In addition, because problems of cycles, and duplicated packets are 
completely solved in previous sections, the domino effect across the entire network 
rarely happens. Figure 3.10 illustrates an example of BNN change in the network: the 
mote 2 changes its BNN (1 or 3) frequently while the others keep their BNN more 
stable (e.g., node 4 is BNN of node 1 most of time). The stability of sensor networks is 
discussed further in Chapter 7. 
 
Figure 3.10: An example of BNN change over time. 
Another method to keep the rate of BNN change constant is to use a timer to trigger the 
BNN selection when the timer fires, despite the beacon rate. However, its disadvantage 
is that nodes cannot adapt to fast changes of the network topology. 
3.2.5.5 Buffer management 
In most real cases, every node in a WSN is either the original node or a forwarding 
node; therefore the forwarding data traffic load (from other nodes) is usually higher than 
the originating data traffic load. Thus, separated buffers can divide the traffic to avoid 
the dominance of the forwarding traffic over the originating traffic. Moreover, with the 
separation of buffers, it is easier to apply a user scheduling mechanism such as 
implementation of packet priorities or QoS of application data. Based on the previous 
analysis, there are three buffers, namely beacon, originating and forwarding buffers, 
which are used in the design. 
3.2.6 System architecture 
From all previously described sections, a model of the routing system is proposed in 
Figure 3.11 with many advantages. In this model, there are three components: the 
neighbor management component, the routing and forwarding components with 
separate functions so that the modification of each component does not affect the others. 
The neighbor management component is responsible for receiving beacons and 
validating these beacons to avoid loops or duplications by checking the sequence field 
in each beacon. 
In the routing component, a routing function as described in section 3.2.3 is 
implemented to choose the BNN and a backup BNN based on the information provided 
by the neighbor table. This component is left open so that it can easily be changed to 
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implement different routing algorithms. 
Data packets originated from the node (e.g., outputs of local sensors) are put in the 
Originating queue to be sent to the BNN as the destination. Incoming data packets are 
selectively forwarded through the Forwarding queue with the current BNN as the 
destination address. The sequence number (shown in Figure 3.9) in the packet 
application header is used to suppress the duplicate packets. Moreover, if a loop (2-hop 
or multi-hop) problem occurs, the node will use the backup BNN to forward this packet. 
If the backup BNN does not exist, the node will trigger the BNN selection process again 
and broadcast this packet to give it a last chance for successful reception. 
 
Figure 3.11: Architecture of routing component. 
3.2.7 Other issues 
In this section, two other important services in logistics, including Timing and 
Localization, are discussed to have a full integration from the system point of view. 
3.2.7.1 Time synchroniztion 
Time is a very important factor in logistic services. It is related to the delivery time or 
the total amount of time to find the best plan in logistics for example. Hence, every data 
packet reported from each node to the data center needs to be embedded with a 
timestamp. Therefore, global time synchronization of the whole sensor network is 
required. Moreover, the resolution of one second is enough in most monitoring 
applications [WLR+06] [SDV05] [PMR+05] which have the data period of several 
minutes. 
In [MKS+04], a time synchronization protocol, FTSP (Flooding Time Synchronization 
Protocol), provides very accurate time synchronization for applications. However, it 
needs another layer to integrate this protocol to applications. In order to reduce the 
overhead exchanged in the whole network, simple time synchronization is used with 
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ODEUR+ utilizing the beacon exchange mechanism. In the proposed model, a sink will 
keep a clock source which can be updated from  a management software tool running in 
the sink. Each beacon will carry a 32-bit compressed label of time originated from the 
sink to the entire network. Each local node also has a local timer running separately and 
this timer will be updated after that node receives a beacon and extracts time 
information in that beacon. Hence, global time synchronization can be well performed if 
the delay of MAC and PHY layers is negligible. Moreover, the sink is usually 
connected with a gateway (e.g., a PC) to communicate with the outside world. 
Therefore, it can compare the time header in each receiving packet (Figure 3.9) and the 
system time to decide whether a time update is needed. 
Figure 3.12 describes the structure of a compressed time stamp in a 32-bit type which is 
embedded in each beacon for flooding. 
year  : 6 bits 
month  : 4 bits 
date  : 5 bits 
hour  : 5 bits 
minute : 6 bits 
second : 6 bits 
Figure 3.12: Format of compressed time stamp. 
In most monitoring applications, the precision of second resolution is good enough. 
Because each node also counts the local timing, it would consume too many resources if 
the resolution were on the millisecond level. In addition, due to the high number of 
beacons, it is wise to do the timestamp conversion at the gateway which has more 
resources instead of doing the conversion at each sensor node when it receives a new 
beacon. 
3.2.7.2 Localization information exchange 
Another important factor which is also needed for logistic services is location 
information such as the location of a container or the position of a package. In fact, 
there are two kinds of localization: centralized localization where the localization 
process is performed at a central server or distributed localization in which every node 
runs its localization process [BEG+01]. Here, the distributed mechanism is considered to 
be integrated in the routing protocol. Moreover, if the sink (base station) is attached 
with a GPS device which provides the global position information, each node in the 
network can estimate its global location based on a given localization algorithm running 
in each node. Therefore, nodes need an information exchange protocol to inform their 
neighbors about their location estimates so that the neighbors can use them to get a high 
accuracy estimate. In a deterministic network where every node is static, the localization 
is considered to converge if the error between two continuous estimates of node is 
below a given value. However, in an arbitrary network with mobility, the estimation 
may have a large fluctuation of localization error due to the movements of nodes. 
In order to avoid using another layer for the localization exchange protocol, the beacon 
broadcast is utilized to carry the nodes’ location estimates after each node finishes the 
location estimation process. By doing this, new localization information will also be 
communicated to neighboring nodes when they receive a new beacon. The localization 
algorithm is presented in Chapter 4 in more detail. 
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3.2.7.3 Multiple sinks 
In the design mentioned in previous parts, if there is a failure with a sensor node, other 
nodes can use the backup BNN for data transmission. However, in most monitoring 
applications and most of the routing protocols, the deployment of a WSN has one sink 
which acts as the gateway between the sensor network and the outside world. Hence, if 
the sink has a failure, this is called single point of failure (SPOF) because the WSN is 
permanently stopped. 
In order to solve this problem, there are several ways as follows: 
 Because a sink must have an interface with the management software which is used 
to collect the data and manage the WSNs, this software can know the presence of 
these sinks. Normally, there is only one activated sink. If the management tool 
(located on a host connected to the WSNs directly or remotely) detects the failure of 
the current sink (e.g., by monitoring the received packets), it can activate another 
sink by assigning this sink as a new beacon node. The takeover between sinks takes 
time and during this time, there will be lost packets. 
 Because each sensor node knows the sink address, it can assign itself as the beacon 
node if that node no longer receives beacons from that sink. However, this node 
must have the same functionality that is required for a sink. For example, if the 
current sink has address 0, the node with next address (node 1) can assign itself as 
the beacon node if node 1 does not receive any beacon from the sink 0 after a period 
of time. 
 The description of the routing protocol allows multiple sinks in the networks. The 
requirement is that each node has to know which sink it transmits packets to. To 
avoid the single point of failure of one sink, a hot-standby protocol like HSRP 
[HSRP10], VRRP [VRRP10] can be implemented at the sinks. If one sink has a 
failure, the others can take over the role of the failed sink without interrupting the 
data transmission. 
3.3 Results 
 
Figure 3.13: Simulation scenario. 
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In order to validate everything that is mentioned in the previous parts, a scenario is 
simulated to investigate the effect of several factors on the PRR. In this scenario, a 
WSN consists of 21 nodes which are laid out in a basic grid of 100x100 m shown in 
Figure 3.13. Each cell of the grid has the size of 20x20 m, which means a rather high 
density of sensor nodes because the normal effective communication range of a sensor 
node is approximately 125m [CRB10]. The sink node with the address 0 is located at 
the position (0, 0) and the moving node having address 20 is located at position (90, 90). 
The moving node will move along a given path at the speed of 2 m/s. Every node 
(except for the sink node) transmits packets at a data interval of 5 seconds, and the sink 
node only collects packets from other nodes. The signal propagation in the simulation 
uses the free-space model [GBG+07]. 
3.3.1 Effect of neighbor table size 
To examine the effect of the neighbor table size, the neighbor table size is changed from 
2 to 100 entries to see how it can affect the successful packet rate (or Packet Reception 
Rate). There are three cases:  
 All nodes are static. 
 The sink is mobile. 
 Node 20 is mobile.  
Each simulation is run 5 times with different seeds to calculate the mean value, 
confidence interval and variance. The results in these 3 cases (shown in Figure 3.14) 
illustrate that the PRR of the entire network stays at a high value of 97% when the 
neighbor table size is large enough; otherwise the PRR is slightly lower when the table 
size is under 10 entries. This is because when the neighbor table size is larger, a node 
can store more neighbor nodes for selecting the BNN. Hence, as expected, nodes can 
keep good neighbors for routing if the neighbor table size is greater than 10. Hence, the 
optimum memory vital for a neighbor table is 150 bytes because each entry needs 15 
bytes (see 3.4.2.1). 
 
Figure 3.14: PRR versus neighbor table size.
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3.3.2 Buffer loss 
The loss of packets depends on the propagation and the buffers in each node. In order to 
measure the buffer loss, the number of incoming packets, outgoing packets and the 
duplicated packets are monitored at each sensor node. From these, the buffer loss is 
calculated. In two investigated scenarios: when node 20 and the sink move along the 
given path shown in Figure 3.13, simulation results in Figure 3.15 show that the buffer 
loss of every node is rather low (under 1%) because separate buffers (beacon, 
forwarding and originating) are used for different kinds of messages. This also means 
that the loss is mostly because of the signal propagation, which is discussed in more 
detail in Chapter 7. 
 
Figure 3.15: Buffer loss in each node. 
3.3.3 Packet Reception Rate 
Figure 3.16 demonstrates the PRR of nodes when the mobile node (the sink or node 20) 
moves along its path at the speed of 2m/s. It can be seen that the PRR of almost all of 
the nodes in the network are very good (above 93%), while that of others (e.g., node 4 
and node 9) have lower values (about 89%) due to several reasons such as the number 
of hops which their packets travel or the signal coverage. The mobile node 20 loses 
nearly 6% of its packets because of its movement. 
In this figure, when the sink is static nodes near the sink will have a higher PRR (e.g., 
node 1 and node 2) while the border nodes (e.g., node 4) have a lower one. This 
happens because of the node distribution in Figure 3.13. 
A simulation area of 300x300 m is used to examine the influence of node density to the 
PRR. Figure 3.17 shows the average PRR of the whole network in simulation cases, 
which indicates that a good PRR can be achieved with the proposed protocol. When the 
network density is higher, the average PRR is also higher and vice versa. Moreover, 
when the mobile node is the sink in the area of 100x100 m, the average PRR is slightly 
higher than that in case the mobile node is node 20. The difference of average PRR 
between two cases is about 1%. 
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Figure 3.16: PRR of nodes when node 20 or the sink moves. 
  
Figure 3.17: PRR in simulation scenarios. 
3.4 Summary 
The design of a distributed routing protocol which is influenced by many factors is 
presented in this chapter. Because sensor networking applications in logistics require 
more features to support a dynamic environment, many aspects have to be considered 
for the proposed protocol. By targeting to implement the proposed model on resource-
limited sensor nodes, the design is fully optimized. The result is a general routing 
framework which combines the link estimation, neighbor management and routing 
function to satisfy requirements of dynamics in logistics. Moreover, scenarios are 
simulated to find out the optimum parameters which are used for experiments. 
In the next chapter, applications of WSNs which rely on the routing architecture in this 
chapter to create a full architecture of a sensor node are discussed. This architecture can 
be used in logistics to create a new concept of an intelligent product. 
 
CHAPTER 4 
 
 
4. Applications of Wireless Sensor Networks in 
Logistics 
he applications of using WSNs in logistics are presented in this chapter. Having 
some advantages (e.g., distributed processing, multi-hop routing), WSNs allow 
telemetry, control and management applications which can be widely used in logistics, 
especially in autonomous logistics systems. Originating from the requirements of future 
logistics systems in which the real time quality monitoring is necessary, many aspects 
of applying WSNs in logistics are considered, such as data collection, lifetime of sensor 
nodes during long transportation processes, or network management to reduce the labor 
work and enhance the object monitoring in logistic processes. Moreover, a context-
aware model based on rules helps sensor nodes to make better decisions in monitoring 
services. Localization techniques are developed to identify positions of logistic objects. 
Finally, all of these services and the routing model mentioned in Chapter 3 are 
integrated into one unique system to provide a technical solution for making logistic 
items advanced and allowing them to autonomously control their transport processes. 
4.1 WSNs and applications 
4.1.1 Sensor nodes 
A sensor node is an electronic device equipped with embedded sensors, processors, 
radio interface and other parts such as flash, RAM, LEDs, etc. It can monitor the 
physical environment, process the collected data, and communicate with other nodes to 
transmit its data. There are a number of well-known sensor projects with small-sized 
nodes such as WINS of UCLA [ADL+98], Smart Dust of UC Berkeley [WLL+01], and 
eGrain of Fraunhofer [FHF10].  
 
Figure 4.1: TelosB [CRB10] and MicaZ motes [MCZ10]. 
Some well-known sensor nodes such as TelosB and MicaZ (shown in Figure 4.1) 
usually have integrated on-board sensors: temperature, humidity, and light for 
monitoring the physical environment. Other sensors such as pressure, acceleration, etc. 
T 
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can be attached to these nodes as external boards. Most of these nodes are powered by 
two AA or AAA batteries. However, solar energy is also an extra power supply option 
for nodes [TVH+07].  
4.1.2 Sensor node operating systems 
Every sensor node needs an operating system to run its applications. Operating systems 
for wireless sensor nodes are typically less complicated than general-purpose operating 
systems because of both the special requirements of sensor network applications and the 
resource constraints in sensor network hardware platforms. 
Many operating systems for WSNs have been developed so far. Each of them is 
designed for a specific purpose with many features. In the following section, a brief 
description of some popular operating systems in WSNs is presented. 
 TinyOS [TOS10] is an open source component-based operating system and platform 
aiming at WSNs. This is the most popular operating system which is used widely in 
the sensor network community. TinyOS applications must be written in nesC, a 
dialect of the C language, which is optimized for the memory limitations in sensor 
nodes. TinyOS applications are built on components which are connected via 
interfaces. For easy usage, TinyOS supports components and interfaces of common 
abstractions, e.g. packet, routing, and storage.  
 Contiki [CTK10] is an operating system which supports loading modules over the 
network and supports run-time loading of standard ELF (Executable and Linkable 
Format) files. It is also an event-driven OS like TinyOS, but it supports 
multithreading on each application. Contiki configuration only consumes 2 
kilobytes of RAM and 40 kilobytes of ROM. 
 SOS [HKS+05] is also an event-driven operating system like TinyOS and Contiki. 
The primary feature of SOS is its support for loadable modules. The main feature of 
SOS is that a complete system is built from smaller modules, which can be possibly 
loaded at run-time.  
Besides, there are also some other operating systems for WSNs such as Nano-RK 
[NRK10], MANTIS [ABC+03]. 
Among these operating systems, TinyOS is widely supported by a large sensor networks 
community because TinyOS has several advanced features such as simple 
programming, low footprint, and it is designed towards industrial solutions. Hence, 
TinyOS is chosen to be incorporated with the sensor nodes in this thesis. 
4.1.3 Applications of WSNs 
A WSN is a set of sensor nodes, which collaborate to perform the task of collecting data 
in an area and sending them to the target destination through wireless networks. WSNs 
encourage many novel and existing applications such as: 
 General engineering: automotive telemetry, smart house [IM05], tracking items 
[SWT+09-09] [LW05], wearable computing [TKB+06] 
 Monitoring: environmental monitoring [TVH+07] [WLR+06] [SDV05] [PMR+05], 
disaster detection [WPT+08] 
 Civil engineering: monitoring of structures [IM05], disaster recovery [TKB+06] 
Health monitoring: medical sensing [IM05]
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 Military monitoring: asset monitoring, surveillance and battle-space monitoring 
[IM05]. 
Nowadays, with their rapid development, Wireless Sensor Networks (WSNs) have gone 
beyond the scope of monitoring the environment [TKB+06], [EBM+05], [Mul05] to 
become part of the Internet of things [CRM+09] [HC08]. The next subsections present 
the application of WSNs in logistics and the advantages. 
4.1.3.1 Requirements in logistics 
Many research activities have the goal to improve the quality of logistics systems 
[WRG09] [SWG08] [DS07]. However, there are some key issues in logistics 
optimization as follows [R03]: 
 The information of all logistic objects has to be accurate, timely, and 
comprehensive. This requires an advanced technology, which allows the system to 
observe the data of objects and report them timely.  
 Integration is another important factor, which should be considered for optimization 
because a logistics system consists of many smaller entities and processes. The 
integration can help to synchronize data in all parts of the whole system efficiently.  
 Because there are potentially many solutions for a logistic problem, the best solution 
is the solution that meets the requirements in a reasonable amount of time. With 
thousands of information sources, distributed processing is a suitable way to let each 
object process its own information and the centralized management gathers this 
filtered information to be able to make strategic decisions. 
Last but not least, another issue is the fact that the intelligent logistics system requires 
not only the passive information of the goods but also every condition of the 
surroundings related to them. Reporting unexpected events happening to the goods in 
transportation is indeed necessary in modern logistics. 
4.1.3.2 Applications of WSNs in logistics 
 
Figure 4.2: Technologies used in logistics [Kes06]. 
For the use in logistics, the current low-cost nodes with embedded sensors (e.g., 
temperature, humidity, and pressure sensors) can be programmed to perform specific 
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tasks. They can monitor the condition of goods in transport vehicles and report the 
status to the data center (centralized or distributed) during the transportation time from 
the departure location to the destination. Problems or activities which can be detected by 
sensors and are happening to the goods on the way will be reported via available 
distributed networks to which the transport vehicle can be connected (e.g., 
UMTS/GPRS, WLAN, WiMax). 
Applications of WSNs can be extended to monitoring the surroundings such as sensors 
in warehouses, trucks, containers, and on ships, etc. In these applications, sensor nodes 
are tagged on facilities to form a self-organized network and report the environmental 
conditions inside warehouses for alerts or management. Figure 4.2 shows the layers in 
logistics and the technologies that can be used correspondingly. 
4.1.3.3 Mapping of logistic objects 
The philosophy of applying WSNs in logistics is that if a physical logistic object is 
completely mapped into an information object, the management of the information 
object flow can replace the management of the physical object flow. Moreover, thanks 
to information technologies, the management of information objects is much more 
convenient and easier than physical logistic ones due to a variety of management tools 
available. 
 
Figure 4.3: Object mapping. 
In Figure 4.3, a mapping of logistic objects is shown in three reduced levels: 
 Items are equipped with a barcode or an RFID that contains passive information 
used to identify the item. This information can be used to recognize the type of 
products, the size, or weight of products. However, these technologies cannot 
provide the real time information of products such as the temperature around the 
items, which changes due to the external physical environment. 
Package/Pallet uses WSNs to report the environmental conditions inside. These 
objects can communicate with each other using multi-hop routing protocols for data 
transmission. The self-organizing feature of WSNs supports the dynamics of logistic 
objects. 
 A container or a vehicle uses a gateway to bridge the collected data between the 
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WSNs/RFID and an available cellular network (e.g., UMTS, GPRS) it can connect 
to. The monitoring data is transmitted to the data center for management or making 
decisions. GPS is also used in vehicles to track their position in real time. 
The integration of WSNs in logistic items can provide a promising solution for 
monitoring the quality of goods and help to improve the flow of management processes 
based on the more detailed information of goods which is provided by WSNs. 
4.1.4 Application category 
Based on the characteristics of their operations, applications of WSNs are categorized in 
two classes: tasking and query. 
4.1.4.1 Tasking application 
A tasking application involves programming sensor nodes to perform a specific 
sequence of actions when nodes detect the occurrence of predefined events. Events can 
be the trigger signals of hardware modules inside a sensor node such as the ADC 
(Analog-to-Digital Converter) or the radio chip. They can also be the changes of 
physical environment or data packets from neighbor nodes. 
A task can be as simple as independently reporting a sensing value from a sensor to the 
gateway, but it may as well be a complex collaboration between nodes to achieve a 
higher accuracy. For example, in a distributed localization process, nodes have to 
exchange their estimates to neighbors so that the localization error is lower. 
In case a sensor node has both sensors and actuators, the tasking application can process 
information collected from sensors. After optimizing the data, the actuators can be 
controlled to affect the physical environment. An example of this scenario is controlling 
air conditioners in the rooms of a warehouse based on the collected temperature 
readings from sensors deployed in each room. 
4.1.4.2 Query application 
A query application is used for request and reply packets in networks. In this mode of 
operation, a sensor node only replies with a data packet when it receives a request from 
the observers. 
A query can be as simple as obtaining raw data from one sensor node. However, in 
some situations, a more complicated query is needed. For example, a query such as 
“which packet (embedded with sensors) inside the container has the highest humidity” 
requires a data collection, filtering, and aggregation between sensor nodes in the 
network. 
Queries provide a means to get the network status such as topology or link quality for 
management. In addition, information about the node status (e.g., remaining battery, 
operation mode) can also be collected by queries. 
4.2 Distributed data collection 
Data collection is an important feature because most sensing applications need to 
transmit sensed physical parameters from a node located in a specific place to the 
gateway (base station). In sensor networks, the data collection is distributively 
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performed by each sensor node in the network. The embedded application running 
inside each sensor node has to be designed so that it can carry out the sensing task and 
the sending task: 
 The sensing task is performed by several sensors which are integrated on the sensor 
node or attached externally. 
 In order to send the data collected from the sensing task, the communication with 
the other nodes is required. Each node relies on the routing protocol to send the 
sensed data. However, nodes can directly communicate with the sink in some 
scenarios. 
To collect data from WSNs, a common solution is mostly used in many applications 
that an originating node can send data packets to the gateway via intermediate nodes 
using the multi-hop routing protocol mentioned in Chapter 3. At the gateway, these 
packets will be captured and analyzed by a data collection tool. WiSeCoMaSys 
(Wireless Sensor Network Collection and Management System) described in Chapter 5 
can be a suitable candidate for this task. Besides, this application also supports 
configuring context-aware sensing application in [SWT+09-10] and the localization 
techniques in [SWT+09-09]. 
Another purpose is that the data collection can also be used for debugging such as 
tracing a variable in a process of a node. Traditionally, LEDs (integrated in motes) and 
JTAG interfaces are used for debugging. However, these methods are difficult to 
perform in a large network deployment. With WiSeCoMaSys, developers can declare 
any field in the header of data packets to carry debugging information. At the gateway, 
WiSeCoMaSys will capture and display this debugging information easily. 
In order to collect a packet from an originating node to the gateway (base station), nodes 
use the routing protocol to originate and forward packets. In the following, the three 
phases of the data transmission are described. 
4.2.1 Data originating from a source node 
Sensor data such as temperature, humidity, light are put into the data packet in each 
node. After that, the node puts the sink address as the destination into this packet. 
Thanks to the routing protocol discussed in Chapter 3, the node gets the BNN address 
from its routing table and sends this packet to that BNN node. 
4.2.2 Data forwarding in intermediate nodes 
An intermediate node can have many neighbors whose data need to be forwarded. After 
receiving a data packet from a neighbor, the intermediate node gets its BNN address and 
forwards this packet to that BNN node. The intermediate node also changes some 
management information of the header in the forwarded packet such as increasing the 
hop count or putting its address for tracing the route. 
4.2.3 Data forwarding at the sink node 
In order to read the packets out of the sensor network, the common way is using a 
gateway with two interfaces: a radio interface towards the sensor network and another 
one (e.g., USB, LAN) to communicate with other networks.  
One common way to pull data out of the sensor network is that a so-called gateway 
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node is attached to a laptop or a PC to act as a gateway. In this way, this node can send 
packets to a serial port (UART) [GL10] using a PPP protocol. At the same time, the 
data collection system listening to this serial port can receive the data packets. 
4.2.4 Operation modes 
Most sensing applications are monitoring data in a specific location. Hence, the 
deployment requires consideration of the following steps: 
 Defining requirements of the WSN application 
 Characterizing the deployed environment 
 Choosing number of nodes and WSN type (e.g., static or dynamic) 
 Considering services provided by the WSN 
In these applications, sensor nodes are configured to report the data they sense 
periodically as “many-to-one” applications. However, in many dynamic scenarios such 
as logistics, to support data collection effectively, sensing applications should be 
designed so that a node can be able to operate in the following modes: 
 Automatic data mode allows a node to transmit the packets containing the sensing 
data of the physical environment when it finishes the sensing process. The sensing 
process is configured by a timer for a given period. This mode provides a 
continuous data stream which is necessary for almost real time services. However, 
in case environmental conditions do not change, the same information collected by 
sensor nodes will not be significant for observers. This mode also consumes much 
energy because of frequent data transmissions. 
 Query-based mode allows sensor nodes to stay in idle state at the application layer 
to save energy. However, they still do the routing protocol to keep up to date routing 
information for data transmission when necessary. Nodes only reply to data packets 
if they receive requests from observers. This mode is suitable for querying the 
network and node states, which do not need to update information frequently. 
 Context-aware mode helps sensor nodes more advanced. A node can be aware of the 
surrounding context based on a set of pre-defined rules. These rules help nodes do 
corresponding actions in each matched criterion. Nodes can also generate a new rule 
themselves to adapt to the environmental changes if they can exchange information 
with neighbors. This mode provides an advanced mechanism to change the tasking 
applications of nodes easily to adapt to environmental changes. 
The choice of above modes in a sensor node may be performed at compile time. In 
addition, for flexibility, a sensor node can switch from one mode to another during the 
runtime without difficulties. However, sensor nodes cannot run all modes in parallel. 
4.3 Centralized management of WSNs with distributed 
service 
The major goals of network management are to promote productivity of network 
resources and maintain the provided quality of services. Different from traditional 
network management, the deployments of WSNs do not have a well-established plan of 
available resources. The initial configuration of each WSN deployment is also different 
such as spreading sensor nodes in the ocean or a forest. In some unexpected situation, a 
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configuration error can cause the loss of the entire sensor network although it is 
configured to operate correctly in the beginning. 
There are many types of WSN management such as centralized, distributed or 
hierarchical management [IM05]. However, in a flat and homogeneous WSN, where all 
nodes normally have the same hardware configuration in most applications, the 
centralized management is better because: 
 One important characteristic of WSNs is that they are data centric, which means all 
nodes report data to one or some specific destinations. Hence, if the centralized 
management is performed at the destination node, it will utilize the collected data 
from the network. 
 Centralized management does not use any node in the network as a sub-manager 
which is responsible for a sub-network. All the nodes in the network have the same 
roles. This will increase the flexibility when a network configuration is changed 
frequently. 
 The gateway usually has more resources and computational power than sensor 
nodes. Therefore, doing intensive calculation in the gateway as a centralized node is 
easier, especially when complicated algorithms are used for management. 
 Centralized management does not need a protocol to synchronize the management 
information as in distributed management. The data collection protocol which is 
always present in WSNs can be utilized for this purpose. 
However, centralized management requires a mechanism to collect the network state 
and node information, which are described in the next subsections. 
4.3.1 Management model 
From the points mentioned previously, it can be seen that the distributed management 
service helps to manage sensor nodes individually while the centralized management 
system concentrates all information of the whole network, which helps to issue the 
reconfiguration of nodes efficiently. Hence, the communication between the distributed 
management service and the centralized management system is shown in Figure 4.4. 
There is only one Manager that is connected to the sink node to collect all network 
information through data packets or control packets. It can also control the network by 
sending requests to nodes in networks. The tool WiSeCoMaSys mentioned in Chapter 5 
operates as this manager. 
 
Figure 4.4: Centralized management and distributed management service. 
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A management service is implemented in each sensor node to maintain the node status 
and exchange this information with neighbor nodes and the centralized manager. This 
service is a separate task which runs as a part of the application in a sensor node. It can 
use any information available in that node such as information of routing or the link 
layer. This service is only triggered by a request from users or events; therefore it does 
not consume much resources. 
With the proposed architecture, management functionalities can be automatic or 
manual: 
 In automatic data collection, the management service can utilize the data collection 
protocol to transmit the management information by using the management field in 
the data packet header (discussed in section 3.2.4.2). This information is also 
collected in context-aware operation mode, when the context rules are matched. 
 The management service can also use a control packet to reply to a request from the 
manager automatically. 
4.3.2 Management of WSNs by commands 
Reconfiguration of the network requires sending information from the gateway to nodes 
inside the sensor network. The configuration is put in a specific command for 
dissemination. To send a command from WiSeCoMaSys to the network, the request 
packet is used to carry a command from operator’s side to a specific node using the 
dissemination protocol in [LT10]. The command can also be sent to a group of nodes or 
all nodes in the whole network based on the selection of users. To ensure a reliable 
configuration, a command can require a reply from a node. 
4.3.2.1 Request packet 
In order to carry a command from the operator’s side, the nesC-based format of the 
request packet is proposed in Figure 4.5. 
typedef nx_struct request_msg { 
 nx_am_addr_t  target_id; 
 nx_uint8_t  request_id; 
 nx_uint16_t  parameters1; 
 nx_uint16_t  parameters2; 
 nx_uint16_t  parameters3; 
 nx_uint16_t  parameters4; 
} request_msg_t; 
 
Figure 4.5: Format of request packet in nesC programming language. 
 
The format has the following fields: 
 target_id (2 bytes): the address of the sensor node which receives this command. If 
the address is the broadcast address, all nodes can receive this packet and process it. 
 request_id (1 byte): used to identify the command. This field supports 255 
commands. 
 parameter (8 bytes) contains the parameter information needed for the command. 
Table 4.1 shows the configuration which can be changed by commands at each layer. 
There are also commands to retrieve the configuration of each node from the sensor 
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network. At each sensor node, a request function is implemented to process each request 
based on the Request ID it receives. Figure 4.6 shows the procedure using a switch 
statement to process the commands in a sensor node. 
void processRequest(request_msg_t *request) { 
if ((request->targetId == TOS_NODE_ID) ||  
 (request->targetId == TOS_BROADCAST_ADDR)) { 
switch(request->requestId) {  
case SET_CONTEXT_AWARE_RULE_REQ: 
 // process command here 
    break; 
   case GET_ROUNDTRIP_DELAY_REQ: 
 // process command here 
    break; 
   ... 
  } 
 } 
} 
Figure 4.6: Processing command procedure. 
Table 4.1: Configuration supported. 
Layer Configuration 
PHY 
Power level settings [CRB10] 
Radio channel [CRB10] 
MAC 
Sleep/awake duty cycle [PHC04] 
Soft/hard-Acknowledgement [ML10] 
Address recognition [CRB10] is used for snooping data 
Routing 
Beacon power [WLT+08] 
Beacon period [SWT+09-08] 
Beacon node assignment 
Application 
Data sampling period 
Auto/Query/Context-aware mode [RJD+08] [SWT+09-10] 
Context-aware rules [SWT+09-10] 
Awake/sleep mode [RJD+08] 
Localization parameters, localization techniques [SWT+09-09] 
Number of transmission retries and retry delay 
Time synchronization [SWT+09-08] 
Reset network/nodes remotely 
Logistics information (package, container, location) if sensor networks 
are deployed inside container for tracking logistic items [SWT+09-08] 
Sensing services provide the information which sensors are available in 
nodes and can be used for measurements. 
Configuration memory: the optimized configuration can be saved to the 
flash. Nodes will retrieve this configuration when they boot 
 Data encryption and decryption 
4.3.2.2 Control packet 
A control packet is used to reply to a request packet by identifying the command 
provided by the Request field. Because the direction of data packets and control packets 
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are the same (from sensor nodes to gateway), control data is put in the data packet 
format (explained in section 3.2.4.2) with a specific reply mask. When a node receives a 
request, and if the command in this request needs a reply, it will put the corresponding 
information in a data packet and a specific value of that request in the Reply field to 
complete a control packet. Then it sends this packet to the gateway using the routing 
protocol. Based on the Reply field, WiSeCoMaSys can extract the information in the 
received control packet correctly.  
4.3.3 Power consumption 
Power is an important constraint in sensor networks because one of the goals in 
designing a sensor network is to maximize its lifetime. Much research work has been 
done to optimize the power consumption in many areas such as hardware design 
[GC97], MAC scheduling [PHC04], routing protocols [SWR98] and sensing 
applications [SWT+09-09] as well. In the next subsections, a state monitoring method in 
a sensor node is presented to estimate the power consumed in the node. This method is 
simple and does not require any external circuit attached to a node for measurement. 
The only disadvantage is that it requires a specification of power consumption of each 
sensor node type in a flat and heterogeneous WSN. 
4.3.3.1 Dynamic power level in sensor nodes 
The basic idea of saving power in most devices is to shut down the electronic devices 
when they are not needed and wake them up when necessary. There are two factors 
which are taken into account for power saving: operating frequency and operating 
voltage [IM08]. They are dynamically adapted based on the instantaneous processing 
requirements. 
In order to support multiple shutdown states, the operations of all devices in a sensor 
node are characterized based on the current operation of that node. For example, a 
TelosB mote [CRB10] can put the microcontroller in an active or sleep mode or it can 
turn the radio on or off to save power. Hence, based on a specific target, upper layers in 
a sensor node can adjust the states of devices for power saving. 
4.3.3.2 State monitoring technique 
Table 4.2: Power consumption of MicaZ and TelosB [PCC+08], [PSC05]. 
Operation Telos MicaZ 
Mote Standby 5.1 μA 27 μA 
MCU Idle 54.5 μA 3.2 mA 
MCU Active 1.8 mA 8 mA 
Radio RX 19.7 mA 19.7 mA 
Radio TX (depending on the 
transmitting power level) 3.72 - 21.48 mA  8.5 – 17.4 mA 
Power Down mode 1 μA 0.3 μA 
MCU + Flash read 4.1 mA 9.4 mA 
MCU + Flash write 15.1 mA 21.6 mA 
LED 2.12 mA 2.2 mA 
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In order to get the current power consumed in a node, all states of electronic devices in 
the node are monitored by the management service mentioned previously. After that, 
based on a power profile which includes the power consumed by each device in each 
state, the total power consumption can be measured. Table 4.2 displays an example of a 
power consumption profile of some motes when the supplied voltage is 3 V.  
The power profile can be changed at compilation time in case the presence of a 
heterogeneous WSN is necessary. 
4.3.3.3 Estimation of remaining battery charge 
Some sensor motes such as TelosB provide an internal voltage sensor which is used to 
monitor its supplied voltage. Because the supplied voltage decreases over time due to 
the operation, the remaining battery charge can be calculated from the measured 
supplied voltage.  
This internal voltage is also used to measure the internal temperature of the 
microcontroller as given in the following formula [TSS10]: 
Ref
ADC V  - 0.986
4096T (°C) = 
0.00355
 
In which: 
 T: the internal temperature. 
 ADC: the 12-bit value from the internal thermistor sampled by the microcontroller 
(without calibration). 
 VRef : 1.5V (VCC/2). 
4.3.4 Memory management 
A sensor node usually has several types of memory: ROM, RAM, and flash. In the 
proposed design, RAM is used for temporary storage such as beacon buffer, originating 
and forwarding buffers for data packets. The separation of these buffers prevents  one 
data flow dominating the others because the amount of traffic of beacons, originating 
packets and forwarding packets are different. 
Flash is used to save the permanent information. All the configuration information of a 
node in operation after optimizing the performance can be saved to a configuration 
buffer in flash. This helps the operators not to have to configure the network again in 
the next reboot of nodes because each node will retrieve the configuration from its 
memory when it restarts. 
When nodes cannot transmit their packets because there is no connection between the 
gateway and the network outside, they can store packets in flash. For example, in 
logistics during transportation, the gateway attached to the container may not connect to 
the UMTS network because of missing coverage. In such a case, nodes can store their 
packets to flash memory so that they do not lose the packets in any case. When the 
gateway is connected to the infrastructure network again, nodes are signaled to 
retransmit their stored packets. This can help nodes not to interrupt their data flows 
because of external reasons. Moreover, flash memory is also used to store the context 
database of nodes, which will be discussed in section 4.5. 
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4.4 Localization 
4.4.1 Common localization techniques 
Up to now, considerable research of different location tracking algorithms has been 
done by various researchers [BGG+07], [LW05], [BHE00], [BT05]. However, only 
RSSI-based schemes are considered in this work because RSSI is a value which is 
available in many sensor hardware platforms and it is believed to be a good indicator for 
distance [SL06]. Generally, localization algorithms assume the presence of a limited 
number of reference nodes in the network, which are called beacon nodes or anchor 
nodes.  
 
Figure 4.7: Definitions of node types and relative coordinates. 
In order to have a clear description, Figure 4.7 illustrates the definitions of node types as 
used in this thesis as follows: 
 An anchor node is a node which knows its location or its coordinates, and is used as 
a reference point for the other nodes to compute their locations. The advantage of 
using anchor nodes is the simplification of the task of assigning coordinates to the 
other nodes. 
 A beacon node is also an anchor node, which additionally generates and broadcasts 
beacon messages to the network. In the given example, beacon and anchor nodes are 
not the same because an anchor node does not necessarily create beacon messages. 
In the general case, all the node positions are equally shifted so that the beacon node 
is the centre of this relative coordinate. Therefore, for simplicity, the beacon node is 
assumed to be located at the origin of the local (or relative) coordinate system. Here, 
the routing protocol controlled by the beacon node is used to carry the localization 
information (see section 4.4). 
 A localized node is a node which performs the localization algorithm. 
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Hence, in order to be able to perform the location estimation, a network can have one 
beacon node, several anchor nodes and localized nodes or have only beacon nodes and 
localized nodes [BHE01], [BBE+02] because beacon nodes can act as anchor nodes. 
The following section describes two common categories of RSSI-based schemes, i.e. 
range-based and range-free localization. 
Range-based algorithms use RSSI to estimate the position of a specific node by 
measuring the distances between nodes. There are many techniques classified into this 
category. Min-Max [LR03] is a very popular localization algorithm because of its 
simple implementation. The key idea is to build a bounding box for each neighbor node 
using its distance and its estimate. Then, the localized node determines the intersection 
box of these boxes. The centre of the intersection box is the estimated location of the 
localized node (shown in Figure 4.8). 
  
Figure 4.8: Min-Max algorithm. 
Triangulation [LR03] is a simple range-based, distributed localization method based on 
geometric properties. The localized node collects the beacon messages and estimates the 
distances to neighbor nodes. Next, it builds the circles for neighbor nodes by using the 
calculated distances, which is shown in Figure 4.9. The intersection of these circles is 
the estimated position of itself. However, this technique is more complicated to be 
implemented because solving a system of 3 equations is a computational challenge for 
resource-limited devices. 
 
 Figure 4.9: Triangulation algorithm. 
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Weighted Centroid Localization (WCL) [BGG+07] is also a distributed method coming 
from the idea of using the distances between the localized node and neighbor nodes as 
weighted coefficients (shown in Figure 4.10). These coefficients are determined from a 
propagation model. However, the localization error of range-based schemes is usually 
affected by radio propagation behaviors, especially in indoor environments. Other 
important factors that also have influence on the localization accuracy are the number of 
anchor nodes and their positions. 
In RSSI-based range-free algorithms, RSSI is used to map the locations in an area 
instead of measuring the distances between localized node and neighbor ones. 
MoteTrack [LW05] performs accurate measurements of RSSI values in an area of 
interest to build a signal strength map. The localized node receives the beacon messages 
from its neighbor nodes and compares them with a pre-built RSSI map in the database 
to get its location. These schemes can achieve a very high accuracy but they require an 
off-line measurement from operators. Moreover, if there are any changes in that area, 
the process of building the signal strength map has to be done again. 
Figure 4.10: WCL algorithm. 
4.4.2 Linear Weighted Centroid Localization - LWCL 
4.4.2.1 Received Signal Strength Indicator (RSSI) 
Many RSSI-based algorithms need the distance to compute the locations. One of the 
methods to acquire the distance is to measure the strength of the received signal. At a 
given transmission power level, the received power decreases with the distance to the 
sender following the Friis’ free-space propagation equation [R96]: 
2
Rx Tx Tx Rx
λP  = P G G
4πd           (4.1) 
in which: 
 PTx: Transmission power 
 PRx: Received power 
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 GTx: Gain of transmitter 
 GRx: Gain of receiver 
 : wavelength of the signal 
 d: distance between sender and receiver 
In most hardware platforms (e.g., MicaZ, TelosB), the received signal strength (RSS) is 
converted to a Received Signal Strength Indicator (RSSI) by using a reference power 
PRef. Typically, the reference power is 1mW, in this case, the RSSI is given in dBm and 
determined by the following formula: 
Rx
Ref
PRSSI = 10 log
P
 [dBm]           (4.2) 
In sensor motes using CC2420 radio device like TelosB, RSSI is represented by an 
integer value which indicates the power level of the incoming packet [CRB10]. The 
relation between this RSSI integer value and the received power PRx (in dBm) can be 
derived following the formula in [SL06]:  
RxP  [dBm] = RSSI + RSSI_OFFSET         (4.3) 
where RSSI_OFFSET is about -45 and RSSI is a negative value [CRB10]. This value 
can be easily extracted for use from any received packet. However, because of the 
signal propagation, the quality of the RSSI measurement depends on many factors such 
as reflection, diffraction and polarization of electro-magnetic fields [BGG+07]. 
4.4.2.2  Linear Weighted Centroid Localization (LWCL) 
In [BHE00], a simple way to calculate the 3D position of a localized node based on 
those of neighbor nodes ( , 
neighbor
i xP , , 
neighbor
i yP , , 
neighbor
i zP ) is to average the coordinates of 
neighbor nodes. Hence, all nodes have to broadcast their positions to the whole 
network. After having enough information from them, the localized node computes its 
location ( , , )estimateiP x y z  by using the centroid equation: 
n
neighbor
j, x
j=1estimate
i, x
n
neighbor
j, y
j=1estimate estimate
i i, y
n
neighbor
j, z
j=1estimate
i, z
P
P =
n
P
P  (x, y, z) = P =
n
P
P =
n
       (4.4) 
In this equation, n is the number of neighbors from which the localized node can receive 
beacon messages. 
The formula (4.4) can be restated as follows: 
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n
neighbor
j
j=1estimate
i
P (x, y, z)
P (x, y, z) = 
n
        (4.5) 
Because of the properties of the algorithm, the position of the localized node is always 
in the centre of neighbor nodes’ positions despite of the distances between them. 
Therefore, the accuracy of (4.5) is problematic. An improvement [BGG+07] is proposed 
to get a higher accuracy by using weighted coefficients determined from distances: 
n
neighbor
i, j j
j=1estimate
i n
i, j
j=1
(w P (x, y, z))
P (x, y, z) = 
w
      (4.6) 
i, j g
i, j
1w =
(d )
               (4.7) 
in which: 
 wi,j: coefficient from sensor node i to neighbor node j, depending only on the 
distance between them 
 g: degree, usually depends on propagation model. 
This algorithm gains a higher accuracy because it considers the distance as a parameter 
for localization. However, due to the limited resources in embedded devices, the 
calculation of wi,j is not easy. 
As RSSI values are available, the idea in this research is to make the coefficients linear 
with the RSSI. By doing this, the number of division operations in (4.6) is reduced and 
RSSI can be used directly without being converted to distances. This will also increase 
the accuracy as most of the embedded devices do not have a floating-point processing 
unit, and this lack would reduce the accuracy of calculations. Another reason is that the 
RSSI is used for the ODEUR+ routing protocol [SWT+09-08] and the refinement of 
localization will also be performed through this protocol. 
The next section will discover the linear transformation of RSSI to wi,j in both cases: 
free-space propagation and log-distance environment. 
4.4.3 LWCL in free-space environment 
Although in [BGG+07], the optimum value of g depends on simulation scenarios, in the 
scenario investigated here, the exponent g is assumed to be equal to 2 because the free-
space propagation model is used for consideration. Therefore, (4.7) becomes: 
i, j 2
i, j
1w  = 
(d )
               (4.8) 
From (4.1), (4.2), and (4.3) it can be seen that RSSIi,j between node i and j can be 
inferred as: 
i, j 2
i, j
1RSSI  ~ 
d
              (4.9) 
4.4   Localization 57 
And from (4.8), (4.9), we have: 
     i, j i, jw  ~ RSSI               (4.10) 
The formula (4.10) shows that RSSI values can be used as coefficients for localization 
in the networks. After converting RSSI from the negative values [CRB10] to positive 
ones, convertedRSSI , for easy implementation, a final formula used to determine the 
position of a localized node is: 
j
n
converted neighbor
i, j
j=1estimate
i n
converted
i, j
j=1
(RSSI P (x, y, z))
P (x, y, z) = 
RSSI
    (4.11) 
The advantage of (4.11) is that it is not necessary to know the transmitting power of 
nodes. However, it requires all nodes to have the same transmitting power level. In case 
nodes have different transmitting power levels, the algorithm can be used if each 
localized node knows about these power levels of its neighbor nodes. These values can 
be exchanged through the beacon exchange protocol mention in Chapter 3. 
4.4.4 LWCL in log-distance environment 
 
Figure 4.11: Radio propagation model in some environments [BJT+08]. 
To apply the use of this algorithm in logistics applications, LWCL is considered 
whether it can be efficient or not when it is implemented inside containers which have 
complicated signal propagation conditions. Based on research work of [BJT+08] and 
[YMT+09], a fully-loaded banana container is taken into account in this part. Figure 
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4.11 shows the path loss of a radio signal in several environments [BJT+08]. One can 
see from this figure that if the sensitivity threshold of a sensor node is -90 dBm [SL06], 
nodes cannot successfully receive data at distances over 2m. 
And the path loss between node i and node j in the banana environment is following 
[BJT+08]: 
i, j
0 10
0
d
L = L  + 10 γ log ( )
d
           (4.12) 
in which: 
 L0 : 66.8 dB 
  : 3.64 dB 
 d0 : 1m 
di, j is the distance between node i and node j
The receiving power is calculated from: 
i, j
Rx Tx Tx 0 10
0
d
P  = P  - L = P  - (L  + 10 γ log )
d
      (4.13) 
If the weighted coefficients are chosen as: 
i, j 10 i, jw =10 log (d )              (4.14) 
and if the unit of di,j is meter, combining it with (4.2), ,i jRSSI  is linear with wi,j as 
follows: 
     i, j i, jw   A + B RSSI             (4.15) 
in which: Tx 0 10 0P  - L  + 10.log (d ) A = γ  and 
1B = - γ  
Hence, using the converted , 
converted
i jRSSI , (4.6) becomes: 
n
converted neighbor
i, j j
j=1estimate
i n
converted
i, j
j=1
(A+B RSSI ) P (x, y, z))
P (x, y, z) = 
(A+B RSSI )
  (4.16) 
4.4.5 Precision evaluation 
In order to examine the accuracy of the localization algorithms, the localization error 
( ,  ,  )LE x y z  is defined as the distance between the exact position (real position) 
( ,  ,  )iP x y z  and the estimated position ( ,  ,  )
estimate estimate estimate estimate
iP x y z of a sensor node: 
estimate 2 estimate 2 estimate 2LE(x, y, z) = (x  - x) (y  - y) (z  - z)     (4.17) 
In 2D environments where z is equal to zero, (4.17) this can be written as follows: 
estimate 2 estimate 2LE(x, y) = (x  - x) (y  - y)          (4.18) 
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4.4.6 Model of LWCL using opportunistic routing 
In [BT05], a generic approach for a localization process has three phases:  
 Determining the distances between localized nodes and neighbor nodes, based on 
received beacon messages. 
 Calculating the position of each node from its neighbor distances using the location 
computation method. 
 Refining node positions over time by exchanging position information with 
neighbor nodes. 
In the above steps, besides the beacon nodes and anchor nodes, the rest are the localized 
nodes.  
Each phase will be discussed in the following sections. 
4.4.6.1 Broadcasting location information in beacon messages 
In most investigated scenarios, there is only one beacon node, also called the base 
station (shown in Figure 4.7). The beacon node is responsible for periodically creating 
beacon messages, broadcasting these messages and also collecting data messages from 
the other nodes in the network. Because the goal is to integrate the position information 
within the routing protocol, the beacon messages also contain location information. 
These beacon messages reach every node by using a broadcast forwarding mechanism 
(discussed in section 3.1.2). At the anchor nodes, their positions will be put in the 
beacon messages to ensure that the anchor locations are recognized by all their neighbor 
nodes. This phase converges when all nodes know their neighbor positions. The 
modification in this phase is that only one beacon node is used instead of several ones 
[BGG+07], [LR03] because the localization process is intended to be integrated in the 
routing model mentioned in Chapter 3, which is operated based on one beacon node. 
This helps to reduce the overhead exchanged between nodes and simplify the design 
since it is not necessary to have an exchange protocol for the localization process. 
4.4.6.2 Distributed computation at localized nodes 
After collecting information from neighbor nodes, each localized node will do the 
localization algorithm in this phase using (4.10) or (4.15) depending on a specific 
environment (free-space or log-distance). Because the routing protocol exchanges 
beacon messages over time, the RSSIs from neighbors are always updated. Therefore, 
localized nodes also have available RSSIs for localization without any collection and 
calculation. 
The RSSI normalization is performed by transforming and weighting the RSSI values of 
all neighbor nodes from which a localized node can receive beacon messages. It should 
be noted that RSSI is embedded in each radio packet [Lev05]. Hence, the localization 
algorithm always has updated RSSI information to process. 
By this integration, both localization and routing information can share common 
messages. This reduces the communication traffic of beacon transmissions and saves 
physical bandwidth for data transmission. 
Moreover, this computation process can be disabled inside each localized node if the 
localization is not used. However, the localization overhead also still exchanged in the 
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beacon because in TinOS frame there is no dynamic memory allocation, which means 
the beacon size has to be fixed at the compilation time (see section 2.1.2.4). 
4.4.6.3 Refinement by exchanging position information 
The goal of this phase is to refine the node positions calculated in the previous phase. 
These positions are not accurate because not all of the available information is used in 
the first two phases. This phase makes the estimated position of a node converge to the 
real position as close as possible. In the logistic environment, the mobility of objects is 
very important. Hence, the location parameters are continuously calculated over time. 
Of course, the beacon node and the anchor nodes do not perform the refinement because 
they know their positions. 
Figure 4.12 shows an example of the refinement phase of a sensor node running the 
localization process. It can be seen that the estimated location will converge to the real 
location over time in the local coordinate. It can be noted that the local coordinate only 
expresses the relative distance between a localized node position and the beacon node 
position (which is also the center of the relative coordinate system) (see section 4.4.1). 
 
Figure 4.12: The estimation over time in localization process of a static node. 
Based on the proposed routing model in section 3.2.6, a localization component is 
added to this model to complete the integration, which is shown in Figure 4.13. 
There are some interfaces of the localization component: 
 Application interface: the application layer can configure the algorithm for the 
localization process. The type of node (anchor or localized node) can be set by the 
application. With the anchor nodes, the application layer also provides the positions 
for them. 
 Neighbor table: the localization component retrieves the RSSI values of neighbors, 
which are collected in the beacon broadcasting process mentioned in section 3.1.2. 
In addition, it receives the positions of neighbor nodes from this table as well. 
 Beacon buffer: after estimating the position, a localized node puts its position to the 
new beacon for exchanging it with neighbors to refine the estimates. 
Nodes do the beacon forwarding even when they do not know their positions. At the 
beginning, a localized node sends its initial estimate (which is usually zero after 
booting) to the neighbors because it does not have enough location information from its 
neighbors for estimation. Step by step, over time, it receives better information from its 
neighbors so the estimate will become better and this better one is sent to the neighbors 
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again. Hence, under the normal conditions, the estimated positions will converge after a 
period of time. In case of mobility, the rate of exchanging localization information has 
to be fast enough to estimate the node positions (see section 7.2.6 for more details). 
The position of a localized node (6 bytes) will be put in the field (x, y, z) of the beacon, 
which is used for exchange (see Chapter 3). 
 
Figure 4.13: Integrated model of localization and routing (see Figure 3.11). 
4.5 Context-aware application 
A sensor network is considered context-aware if it can use context to provide relevant 
information to the user, to other sensors or to itself as well [HX05]. A lot of research on 
context-awareness has focused on two main fields: routing and applications. In 
[GSJ+03] a Privacy-Aware Location algorithm is proposed to prevent collection of 
privacy-sensitive data. Some metrics in [SWR98] (e.g., energy per packet, time to 
network partition) of Power-Aware routing are considered to prolong the lifetime of 
sensor nodes. The remaining battery charge of nodes is also taken into account as a 
routing metric in this research. Environmental Monitoring Aware routing [WPT+08] 
uses a multiplicative combination of environmental conditions and other context criteria 
for routing, which can be useful in disaster scenarios such as forest fires. In [MML+06], 
a model of WSNs awareness is also proposed using business rules at the node level that 
can be applied for logistic transportation. 
Most of the above research is done in the area of routing, while the model presented in 
this thesis is built on the application layer. The following goals are some key points: 
 A proactive routing protocol, which can adapt to the changes of the network topology 
to support the mobility of goods items in logistics, should be used. 
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 A rule-based context model should be used because this model is simple enough to 
be implemented in resource-limited sensor nodes and demands little computing and 
storage requirements. 
 Many environmental and external conditions such as surrounding temperature, 
location of nodes or connectivity between sensor network and infrastructure network 
should be supported. 
 The contexts have to be programmable and the contexts are independent for each 
node. 
4.5.1 Sources of contexts 
In the real world, there are many contexts which need to be taken into account in the 
deployment. However, in logistics, the context information can be obtained from some 
of the following sources [SWT+09-10]: 
 Physical environmental conditions such as temperature, humidity, pressure. For 
example, deep-frozen food must be kept at a temperature of -18 C or below. If the 
sensed temperature is higher than this threshold because of unknown reasons, the 
sensor nodes should send a message to users. 
 Security issues: the goods packages or the container door can be secured by sensor 
nodes. If the security states are violated, the sensor nodes can trigger a warning 
alarm. 
 Position: the location information is useful for the data collected, especially during 
the transportation. The absolute location can be used to determine the position of the 
container, or the relative location can provide the position of each item inside the 
container. This information can be useful in cases when a problem is detected that 
requires an intervention at the specific location. 
 Long-distance connection: a container using WSNs usually has a gateway to bridge 
the information between the WSNs inside the container and the outside network 
(e.g., WLAN, UMTS). In case there is no available connection to bridge the 
information, e.g. because of the signal coverage of the outside network, sensor nodes 
should temporarily store the data to prevent information loss. 
 Timing: time is also a source of context. Sensors can be programmed to sample the 
environment at specific points of time. 
However, in this research, the context-awareness is parameterized by a set of variables 
which will be updated correspondingly when the context changes. Hence, keeping these 
parameters dynamically helps sensor nodes to be aware of the surrounding contexts.
4.5.2 Model of context-aware application 
In this section, a model is proposed to satisfy the previously mentioned issues. Figure 
4.14 shows the architecture of the context-aware model. 
It has several main parts with specific functions: 
 Sensor: are all the internal and external sensors used by nodes for environment 
monitoring or other missions. 
 Rule database: contains a set of pre-configured rules which are run to do 
corresponding actions for the contexts 
 Rule engine: runs all the rules retrieved from the Rule database to validate the data 
coming from sensors 
 Configuration: contains the configuration for operation of sensor nodes. 
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 Command identification: is used to recognize the commands which can be used for 
updating rules, configuring the operation or retrieving the packets stored in Storage 
and other tasks. 
 Storage: buffers the packets if necessary. 
 
Figure 4.14: Model of context-aware application at node level. 
4.5.3 Context-awareness at central management level 
When the context-aware model is applied in each node, it means that only that node can 
be aware of the environment surroundings. However, nodes cannot be aware of contexts 
of the entire network. For example, when the temperature of one room in a warehouse 
exceeds a predefined threshold, the sensor node which manages this room can know this 
event, but it cannot activate a central HVAC system (Heating, Ventilation and Air-
Conditioning) of the entire warehouse since that node does not know the context 
conditions in other rooms. On the other hand, in case the contexts need heavy 
computation, it is unwise to perform this computation at the node level.  
Moreover, the context information sources do not come only from WSNs, for example 
the GPS signal identifying the global position of a sensor-equipped container is coming 
from outside the network. 
Hence, if the context-awareness is also implemented at a central management system 
(e.g., WiSeCoMaSys), the reactions to unexpected events are more accurate because 
information of all nodes in the network is available there. In order to support context-
awareness at this level, the gateway (sink node) in the proposed design runs a 
management system which interacts with the WSN for data collection and management. 
This system is more powerful when carrying out complicated algorithms. It also has 
extra interfaces such as controlling the HVAC system, warning users by sending an 
alert SMS (Short Message Service) or an email. These interfaces cannot be distributed 
to sensor nodes because of factors such as the cost, the node size, and the power supply. 
4.5.4 Context-aware rules at a node level 
In the area of context-awareness at node level, there is some research studies [MML+06] 
[SWT+09-10] which are similar to the context model proposed in this thesis. Moreover, 
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complicated context-aware models might not be suitable in a limited resource sensor 
node. 
In order to support the context sources mentioned previously, a compact format for 
context rules is enhanced in Figure 4.15, which has been presented in a previous 
publication [SWT+09-10]. 
 
Figure 4.15: Format of a context rule. 
In this context rule format, there are the following fields: 
 Rule ID (6 bits): this unique number identifies the rule in the rule set. Hence, nodes 
can have many rules (up to 64 if they have enough memory) describing the actions 
for specific contexts. 
 Sensor Type (4 bits): used to determine which sensor will be used in this rule. The 
Table 4.3 shows the values of this field. 
Table 4.3: Values of Sensor Type field [SWT+09-10]. 
Sensor Type Value Meaning 
NO_SENSOR 0 If the sensor node has no sensor 
TEMPERATURE 1 If the testing sensor is Temperature  
HUMIDITY 2 If the testing sensor is Humidity 
LIGHT 3 If the testing sensor is Light 
INVOLTAGE 4 If the testing sensor is Internal Voltage which measures the battery 
 5-15 Reserved for future use 
 Condition (4 bits): the logical condition is used to check whether the rule applies. 
The pre-defined values of this field are shown in Table 4.4. 
Table 4.4: Logical condition of rule [SWT+10]. 
Condition Value Meaning 
BETWEEN 0 If the checking value is in range [Min, Max] 
GREATER 1 If the checking data value of the checking packet is greater than Max 
LESS 2 If the checking value of the checking packet is less than Min 
OUT_OF 3 If the checking value of the packet is out of range [Min, Max] 
GW_DISCONNECTED 4 If there is no connection between the Gateway and outside networks 
GW_CONNECTED 5 If the Gateway is connected to any infrastructure network  
TRIGGER_TIME 6 If the local time in a node is equal to the trigger time 
 7-15 Reserved for future use 
 Min (16 bits), Max (16 bits): the minimum and maximum values which are combined 
with the Condition field to form a logic condition. If the source of the context is the 
trigger time, both of these two fields are used to describe a time stamp which 
indicates the time when the action in the rule is triggered.
 Action (4 bits): the corresponding action will be executed when the Condition is true. 
Pre-defined actions are shown in Table 4.5. 
 Next rule (6 bits) constructs logically linked chains to check the contexts. This helps 
to define a context from a set of rules by making a link chain between rules to 
shorten the processing time. 
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Table 4.5: Values of Action field [SWT+10]. 
Action Value Meaning 
DO_NOTHING 0 Do not apply any actions with the current packet 
SEND_PACKET 1 Send the checking packet to the next-hop 
STORE_PACKET 2 Store current packet to memory 
TRIGGER_ALARM 3 Trigger the local alarm when the context-aware rule is matched  
ACTIVATE_HVAC 4 Activate the HVAC system (if available) when the context-aware rule is matched 
 5-15 Reserved for future use 
For example, a food package needs to be kept under the temperature lower than 4 C 
during transportation. Any value of the monitored temperature greater than this 
threshold has to be reported. If sensor nodes are used in this scenario, the context rule 
can be set as follows: 
IF TEMPERATURE GREATER THAN +4 C THEN SEND_PACKET 
Because sensor nodes usually understand only raw ADC values (12 bits or 16 bits), the 
human-understandable value (e.g., +4 C) has to be converted to a raw ADC value by 
the context interpretation process. 
The rule size is 7 bytes; thus, sensor nodes with limited memory can still have many 
rules to describe contexts and related actions. 
In comparison to the context-aware application model in [SWT+09-10], this proposed 
architecture includes several improvements as follows: 
 Instead of using the round robin technique to execute the rules, this proposal uses a 
logical link chain to create a rule sequence. This helps to define many contexts in a 
set of rules by linking them together. 
 Both distributed and centralized context-awareness is used to enable the 
customization of context settings for the scenario and the creation of alert 
procedures. 
 This architecture can be used in both WSNs and WSANs, where actuators are 
necessary to react to changes of the physical environment. 
Figure 4.16: Number of received packets of a sensor node at the sink [SWT+09-10]. 
Figure 4.16 illustrates an experiment of a sensor node using context-aware operation 
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mode. The pre-defined rule in this case is If Temperature is Greater than 38 C then 
Send packets. Therefore, the number of received packets at the sink only increases when 
the rule is matched (shown in the figure). 
4.5.5 Context interpreter 
The context interpretation should be performed at the central management system, 
which has the overall picture of the entire network. This also helps to reduce the 
computation at nodes that have limited resources. From the context descriptions, users 
have to define a set of rules which need to be executed in each sensor node. After that, 
the central management system will translate these rules into the rule format that the 
sensor node can understand using the numeric values in Table 4.3, 4.4, and 4.5.  
4.5.6 Context programming 
Because the contexts can change at any time, the rules must have the programming 
flexibility to adapt to these changes. For the best flexibility, they can be programmed at 
any necessary time. Although the proposed model supports the rule programming at 
compilation time, it also supports remote programming of rules by sending commands 
(in control messages) to reconfigure the set of rules which describe the contexts. These 
control messages are implemented by using a dissemination technique as in [LT10], 
which is not only for programming context rules but also for other management 
purposes. 
4.5.7 Underlying issues 
4.5.7.1 Avoidance of duplicate transmission 
In [SWT+09-10], all the sensing values are packed in data packets which are sent from a 
specific node to the sink. Hence, in the context-aware operation mode, this can lead to a 
problem that the same packets can be sent to the sink many times due to the number of 
matched rules or the packet can be saved in the memory more than one time. Assume, 
for example, one sensor is in context-aware operation with the 3 following rules: 
(1)     IF TEMPERATURE GREATER THAN +35 C THEN SEND_PACKET 
(2)     IF HUMIDITY GREATER THAN 90 % THEN STORE_PACKET 
(3)     IF LIGHT LESS THAN 10 LX THEN SEND_PACKET 
When rules are checked one after another, if the rule (1) and (3) above are matched at a 
point of time, the packet is sent two times. Accordingly, the bandwidth is wasted 
because of the duplicate transmission.  
In order to avoid this problem, some following improved techniques are used in 
programming rule sequence and in the design as well. 
 
Bypassing rules 
This technique is performed when programming the rules for sensor nodes. The Next 
Rule field can be specified in the rule format (shown in Figure 4.15) to jump to the next 
rule needed to be checked and executed. This helps bypass unnecessary rules as 
expected.  
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Coming back to the previous example, the simpler way is that the rules should be 
arranged so that the rules with SEND command will be put in a continuous group. 
Hence, the order of these rules stored in local memory is as follows: 
(1) IF TEMPERATURE GREATER THAN +35 C THEN SEND_PACKET
(3)     IF LIGHT LESS THAN 10 LX THEN SEND_PACKET 
(2)     IF HUMIDITY GREATER THAN 90 % THEN STORE_PACKET 
Then, if the rule (1) has its Next Rule field of 2, it will jump to the rule (2) when the 
command of the rule (1) is executed. This will bypass the check of rule (3) which does 
the same action of sending the current packet. 
At the operator’s side, the rearrangement can be made by operators or the management 
system. 
 
Action history 
The rule bypassing technique is only performed at the operator’s side when the user 
understands the operation of context-aware mode so that the user can arrange the rules 
in a proper order mentioned previously. However, this cannot be always easy because of 
the high-level operations of the user. 
Another problem comes when a node has many contexts (one context may have many 
rules); users will program each context based on a continuous rule sequence because 
this is easier. Hence, rearranging rules for bypassing will break the continuous sequence 
of rules in one context. It will then be difficult for users when they want to verify the 
context rules. 
For this reason, an action history is implemented in the design to help a node know the 
last action list (see Table 4.5). Based on this action history list and the execute action in 
the current rule, a node can know what it needs to do.  
This technique ensures that each action is executed once in a cycle of checking rules. 
4.5.7.2 Circle buffer 
When the command inside a rule is STORE_PACKET (mentioned in Table 4.5), the 
sensor node will write the current packet to the flash memory. Whenever the rule is 
matched, this operation is repeated until the memory is full. At that time, there are two 
possibilities: 
 Drop the current packet because there is no memory location for it. 
 Remove one packet in the memory to release a location for the new one. 
Because the purpose of the monitoring is to provide the real-time sensing parameters, 
the current packet is considered more important than the old ones. With that argument, a 
circle buffer is used for data packets, which will remove the oldest packet in the buffer 
to store the latest one in the design. 
The stored packet format is proposed in Figure 4.17, which is formed from important 
fields of the data packet format (mentioned in section 3.2.4.2). The size of the stored 
packet is 24 bytes. 
In a TelosB mote [CRB10], with 48K flash memory used to create a circle buffer and 
the configuration memory, nearly 2000 packets can be saved in this circle buffer. If the 
data period is 10 minutes, the support duration is approximately 13 days without 
sending packets to the sink. 
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typedef struct stored_packet { 
        nx_uint32_t time; 
        nx_uint16_t  mote; 
nx_uint16_t sink;
 nx_uint16_t  seq;   
 nx_uint16_t  reading1;  
 nx_uint16_t  reading2;  
 nx_uint16_t  reading3;  
 nx_uint16_t  reading4;  
 nx_uint16_t coor_x; 
 nx_uint16_t coor_y; 
 nx_uint16_t coor_z; 
} stored_msg_t;
Figure 4.17: Stored packet format. 
4.5.7.3 Packet transmission scheduling 
Generally, in context-aware mode, a node has two kinds of data packets for processing 
and transmission: originating packets from its applications and forwarding packets from 
neighbors. However, its originating packets include the data packets it stores in memory 
due to the context rules and the current packet is has just sensed. This leads to a need to 
have a scheduling mechanism for these packet types. 
Therefore, a node has two ways for scheduling packets: 
 Flush all the stored packets and then transmit or forward the current packet. 
 Take turns flushing the stored packets and transmitting the current packet. 
As mentioned previously, the up-to-date packets (latest packets) are considered more 
important because of the real-time property in monitoring applications. Hence, the 
second method is used in the design because it does not require additional memory to 
buffer the current sensing packet and the forwarding packets as well. In addition, both 
these packet types have the time stamp to identify the time of creating the packet; 
correspondingly, the order problem (packet are not received in order) is solved by using 
this time stamp. 
4.6 Secured data transmission
Because WSNs use the wireless environment for transmission, they are vulnerable to 
attacks, which are more difficult to carry out in wired communications. Hence, the 
wireless environments are difficult to protect due to the broadcast medium. In this 
section, the security issues are discussed to allow secured data transmission in WSNs. 
4.6.1 Security in link layer 
In some radio hardware platforms (e.g., CC2420 [CC2420]), the security at link layer is 
supported as an in-line feature. It supports Message Authentication Codes security 
operations, which can be viewed as a cryptographically secure checksum of a message. 
All security operation uses AES encryption with 128-bit keys within transmit and 
receive FIFOs on a frame basis. 
In addition, a stand-alone AES encryption can be also used to encrypt a 128-bit 
plaintext to a 128-bit cipher text. 
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4.6.2 Public key cryptography 
At the application layer, a data packet can be encrypted before it is transmitted. In 
secured transmission mode, a public key cryptography (PKC) mechanism can be used to 
secure the transmitted data of each sensor node. 
Public key cryptography is based on asymmetric algorithms with two different keys 
which are called public key and private key [Hell78]: 
 The public key is known to every sender in the network. Each sender node uses this 
key to encrypt its data messages. 
 The private key is only kept by the receiver to decrypt a received message from a 
sender. 
 The relation between a public key and a private key is defined by a mathematic 
function so that it is easy to create a public key from a given private key but it is 
very hard to create the private key from a public key. 
The advantage of public key cryptography is that it is not necessary to transmit keys 
between the sender and the receiver; hence, the communication is more secured. 
Moreover, the encryption and decryption uses the same algorithm at the sender and the 
receiver with different keys. 
4.6.3 Encryption and decryption in WSNs 
Applying encryption and decryption using PKC in WSNs requires that nodes have their 
own public keys. These keys can be the same or different due to the configuration from 
users. Each originating sensor node uses a public key to encrypt its originated data 
message before transmitting it to the wireless medium. Because nodes only do the 
encryption without decryption and some information in the packet header can be used 
by intermediate nodes (e.g., TTL or hop count), only the sensor readings field of a data 
packet should be encrypted (see Chapter 3). Moreover, the applying of PKC does not 
affect the self-configuration feature of WSNs because nodes do not use this information 
for its operation such as joining or leaving a network. The data are also transmitted with 
the encryption provided by PKC mechanism. 
At the sink, with the private key of each corresponding sensor node, the sink can 
decrypt the data message without knowing the public keys of the sending nodes. If the 
data collection is assigned to another sink due to the sink failures for example, the 
database of private keys needs to be synchronized by a synchronization protocol. 
Otherwise, the new sink has to reinitialize the key assignment to all nodes in network 
for data collection. 
The progress of encryption and decryption is shown in Figure 4.18, in which the 
Manager (the sink) is the software WiSeCoMaSys (see Chapter 5) that can collect the 
messages and decrypt them. 
However, the data flow from the sink node to the network (control data) should not be 
secured by PKC because the decryption takes many resources while sensor nodes are 
resource-limited; hence this process should be done at the sink. Additionally, false 
commands cannot be sent if the user does not have the authentication with the Manager 
software (shown in Figure 4.18). 
In the implementation of the proposed design in this thesis, the reading value of each 
sensor node is scrambled by a 16-bit key and the descrambling process is carried out by 
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WiSeCoMaSys when it successfully receives the packet. However, any advanced 
encryption such as TinyECC [LN08] can be implemented as discussed above. 
 
Figure 4.18: Data security in WSNs using public-key cryptography. 
4.7 Summary 
In this chapter, a general application model is proposed and discussed in the WSN 
domain with many issues from sensing tasks to memory utilization. This model supports 
many kinds of sensing applications (automatic data transmission, query-based 
transmission, and context-aware application). The management services of sensor nodes 
are also considered in this part, which allow users to control or optimize the network 
performance. In addition, an RSSI-based localization technique, namely LWCL, is 
integrated as a service of the application in nodes. 
Finally, all concrete modules are integrated in one unique system which can support the 
operation of sensor nodes better and make them smarter. This system can be used not 
only in logistic applications but also in many other areas such as monitoring 
applications. 
 
CHAPTER 5 
 
 
5. Wireless Sensor Networks Data Collection and 
Management System 
n order to collect the data from a sensor network and manage its configuration, a 
software system called Wireless Sensor Network Data Collection and Management 
System (WiSeCoMaSys) is designed and discussed in this chapter. All necessary 
features such as monitoring, visualization, management in this tool support both 
developers and users in debugging and manipulating the network deployment. 
Meanwhile, users can change a variety of parameters at any layer of the sensor node 
architecture to respond to network changes or optimize the performance. Moreover, 
statistic functionalities are also integrated in this tool to measure and evaluate the real 
time status of the entire network. Specific applications for logistics such as localization 
or context-aware monitoring mentioned in Chapter 4 are implemented as well. In 
addition, users can set the conditions to trigger warnings (e.g., email, SMS) for 
unexpected events in case users cannot manage the software directly. 
With a completely integrated architecture, WiSeCoMaSys is a powerful tool to interact 
with sensor networks visually in many sensing applications. 
5.1 Introduction to WiSeCoMaSys 
5.1.1 Design goals 
Different from other conventional networks, the monitoring of WSNs involves 
monitoring both the network state and sensing parameters. Besides, controlling WSNs 
includes controlling the network configuration and the settings of sensing applications. 
Hence, the need for an integrated powerful tool to monitor the whole sensor network 
and manage their configuration is indeed crucial. 
There has been much research in the development of tools to monitor the status of 
sensor networks and to also control the network configuration. MViz [MVi10] is a 
TinyOS v.2 [TOS10] tool which is used to display the data visually. However, this tool 
cannot configure the deployed networks. Surge [SUR10] is another tool which allows 
users to display the connectivity of networks and to conduct some simple configuration 
such as changing the sampling frequency; however it is only used in TinyOS v.1. 
Octopus [RJD+08] is an advanced solution that supports three operation modes and can 
reconfigure the network. However, Octopus is a general tool; it does not support 
context-aware sensing applications and cannot measure statistic parameters such as 
packet reception rates (PRR) or end-to-end delays, which are necessary for optimizing 
the network performance. SWAT [SKJ+08] is integrated with an SQL server to enable 
users to measure the performance of sensor networks and visually display the results in 
I 
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reports.  
Borrowing ideas from SWAT and Octopus, in this chapter, a component-based tool is 
proposed to allow users to collect data packets from a sensor network, analyze and 
visualize them. In addition, it also measures many statistic parameters such as PRR and 
end-to-end delay for evaluating the networks. Developers can add or modify this tool 
easily based on their applications because it is designed in separate and open 
components. Some open source code from Octopus is also used and modified for the 
implementation. 
WiSeCoMaSys, as its name says, is a tool which can be used to pull data out of sensor 
networks, visualize the received data and manage the networks over the air from the 
operator’s side. In order to integrate the monitoring, measurement and management into 
one system, the main goals of the design are as follows: 
 Support modularized components for easy modification. 
 Collect data from the network, analyze and visualize them in tables and charts. 
 Log received data to files for later in-depth analysis. 
 Support configuration of context-aware sensing applications [SWT+09-10] and 
localization techniques in [SWT+09-09]. 
 Support centralized management and control per sensor node. Decisions about 
changing network parameters are made by WiSeCoMaSys, which has a 
comprehensive view of the whole network. 
 Measure statistics parameters such as PRR or message rate. 
 Operate at the gateway locally or via internet remotely using serial communication 
features [GL10]. 
 Support alerts to users by email or SMS (Short Message Service) for critical events. 
5.1.2 Architecture 
WiSeCoMaSys consists of a high-level tool developed in Java. It interfaces with the 
sensor nodes which are operating an embedded nesC-based application as described in 
Chapter 4.  
 
Figure 5.1: Architecture of WiSeCoMaSys. 
The architecture of WiSeCoMaSys is shown in Figure 5.1 with several main parts as 
follows: 
 Packet Monitor listens to the serial port for incoming packets from the sensor 
network. When it receives a packet, it will update the database based on the type of 
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the packet (data packet or control packet). This part also performs the packet 
decryption in case secured transmission is used. 
 Packet Injector puts the required command from Network Control in a request 
packet and sends this packet to the destination node(s). 
 Database stores all information of nodes and interfaces with other components. 
 Alert checks the pre-defined conditions and sends warning messages to users when a 
condition is matched. 
 Logger records all pre-defined values of nodes to a file after the database is updated. 
 The GUI has many panels to provide the interface between users and the network. It 
includes the following parts: 
o Statistics Measurements contains processes which calculate packet reception 
rate, message rate, etc. 
o Topology Viewer displays the network topology with related metrics. 
o Data Display shows all the information extracted from packets and 
measurements in a table. 
o Graph Display shows the conventional values after analyzing values such as 
temperature, humidity, or battery level of each node in charts.  
o Network Control allows users to manage each node by sending specific 
commands to that node.  
o Network Status displays the status of the network and configuration of nodes. 
o Setting is the interface where users can change the parameters of the logging 
process, and customize displayed parameters of the network topology, etc. 
All these parts will be discussed in detail in the next sections. 
Because WiSeCoMaSys is always in operation with an embedded application of WSN, 
it can be used in many applications such as: 
 Habitat monitoring [WPT+08]. 
 Environmental condition monitoring in data warehouses, storages or harbors 
[SWT+09-08]. 
 Tracking and monitoring of logistic items inside containers or other transport 
vehicles [JBL+07] [TKB+06]. 
5.2 Data collection and visualization 
5.2.1 Data collection 
As mentioned in Chapter 4, the environmental conditions are sensed and packed in data 
packets for transmission from a source node to the WiSeCoMaSys (which acts as the 
sink). Along the path to the destination, besides the original information, some 
additional information can be added to the data packet for many purposes: 
 Debugging: debug parameters can be added into the data packets so that they can be 
analyzed by WiSeCoMaSys. 
 Management: information such as hop count can be updated. 
 Aggregation: multiple sensed values of many nodes can be packed into one data 
packet to reduce the overhead. 
WiSeCoMaSys allows analyzing all information sources above. 
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5.2.2 Centralized control and management 
WiSeCoMaSys is a centralized system, which bridges the information flow between 
users and the deployed WSN. The advantage of a centralized system here is that users 
can have a full picture of the running sensor network. The control and management can 
be carried out from users or complicated algorithms can be executed to find the best 
solution and reconfigure the network. 
However, WiSeCoMaSys is designed in such a way that it can influence each individual 
node in the network with separate parameters. This helps users to achieve a better 
customization and optimization. 
5.2.3 Data visualization 
In this section, the visualization including network topology and sensed data are 
described. 
5.2.3.1 Topology building 
Vector aggregation 
In order to build a real-time network topology, WiSeCoMaSys uses the technique of 
vector aggregation which is popular in [SUR10] [RJD+08] [MVi10]. The key point of 
this technique is that each data packet has to carry some additional information of the 
BNN and RSSI between a node and its BNN. In the design discussed in Chapter 3, this 
information is also included in the data packet. Because WiSeCoMaSys receives all data 
packets from all nodes, it can build the topology by using the BNN field (shown in 
Figure 5.2). Moreover, WiSeCoMaSys also supports displaying the backup topology 
because the ODEUR+ routing protocol [SWT+09-08] has a backup BNN. 
This technique requires that the link quality (e.g., RSSI or LQI) has to be available in 
lower layers. If the hardware platforms do not support RSSI or LQI measurement, an 
arbitrary value can be used instead of RSSI and the link quality between nodes cannot 
be displayed in this case. 
 
Figure 5.2: a) Information in vector. b)  Vector aggregation. 
Topology viewer 
In Figure 5.3, the Topology Viewer component has two panels: one topology panel 
displays the network topology and the legend panel is used for settings of the topology 
panel. 
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Figure 5.3: Topology viewer. 
In the topology panel, the status data of each node is updated when WiSeCoMaSys 
receives and analyzes a packet from a node. There are three kinds of nodes in this panel: 
the red node is the gateway, the blue nodes are the normal nodes and the pink nodes are 
the anchor nodes (see the localization part in Chapter 4). Each pair of nodes is 
connected by a solid line with the RSSI indicating that link quality. A gradient color is 
used to specify the health of the link from good to bad quality: a green line means the 
link is good and a red one means the link is bad (see Figure 5.3). 
The big light blue circle around a node indicates that WiSeCoMaSys has just received a 
packet from that node, while a small cyan circle indicates the node that is currently 
selected for management or control from the operator. 
The legend panel provides an interface for users to customize the display in the 
topology panel. Users can choose the settings to display sensed values, backup BNN, 
battery, etc. 
WiSeCoMaSys can also use a timer in this component to detect which nodes leave the 
network by setting a timeout interval. If WiSeCoMaSys does not receive any packets 
from a node after this timeout, it considers that the node is disconnected from the 
network. However, this feature only works in the automatic data mode in which nodes 
report packets periodically (see Chapter 4). 
5.2.3.2 Data Display panel 
In the design, there is a private node database for each sensor node which stores all the 
information WiSeCoMaSys collects from that node. Besides that, this database also 
contains the measured parameters which are the processed results of the Statistics 
Measurement. 
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When a data packet or control packet is received, the measurement (e.g., PRR, delay or 
data rate) is executed and the corresponding node database is updated. The database can 
be updated by the event of receiving packets or by using a timer. However, because the 
receiving frequency can be different in each application, WiSeCoMaSys uses receiving 
events. Moreover, updates based on events utilize the resources better than that based on 
timers, especially when the frequency of events of receiving packets is not high. 
The Data Display component is a table which is seen on the tab Database of 
WiSeCoMaSys (shown in Figure 5.4). It has many columns and rows which display all 
information about the nodes such as: 
 Fixed information: for example, containerID and packageID when nodes are 
deployed inside containers. 
 Sensed values: temperature, humidity, battery, etc. 
 Status of nodes: connected or disconnected 
 Measured parameters: PRR, message rate, etc. 
 
Figure 5.4: Data Display component. 
5.2.3.3 Graph panel 
Another visual method for data is displaying the parameters in graphs. This can be used 
to observe the change of environment over time. For example, a monitoring application 
can be deployed to find out the point of time in a day when the temperature of goods 
changes most. This feature is provided in the Graph Display component of 
WiSeCoMaSys. The Graph Display component also has two parts: one for displaying 
the charts, and the other for settings (shown in Figure 5.5). 
The J-Freechart library [JFC10] is integrated in this component to provide a rich feature 
set for the display. With this component, real time data of a specific node or multiple 
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nodes or all nodes can be plotted in this graph panel. The observation is much easier for 
users and also more visual as well. All properties such as zoom in, zoom out, time 
window can be customized in this part. 
 
Figure 5.5: Graph Display component. 
5.3 Centralized network control and management 
5.3.1 Message Interface Generator 
Because the embedded systems running in sensor nodes and WiSeCoMaSys use 
messages (beacon message, data message, control message) to communicate with each 
other, these message objects have to have the same structure. In Chapter 3 and 4, the 
message formats are proposed and defined in the nesC language [GLB+03]. Hence, the 
same structure has to be defined in WiSeCoMaSys (which is designed in Java). In order 
to solve this issue, the MIG (Message Interface Generator) [TOS10] is used for this 
purpose.  
MIG is used to create Java classes corresponding to message types which are used in the 
embedded nesC-based application. It reads all the structure definitions for message 
types in the embedded application and creates a Java class for each message type. For 
example, in the nesC application mentioned in Chapter 3 and 4, there are two message 
types called data message and request message, MIG is used to generate two Java 
classes for WiSeCoMaSys to access the received data messages and send requests to the 
sensor networks.  
Besides the structure definitions, there are also constants used in both the embedded 
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application and WiSeCoMaSys. The generation of constants for Java classes is 
performed by NCG (nesC Constant Generator). NCG extracts the constants in a nesC 
header file of an embedded application and converts them for use with other 
applications (e.g., Java or Python). NCG is typically combined with MIG during the 
conversion. 
Using MIG helps developers to avoid the problem of parsing message formats in a Java-
based application. 
5.3.2 Remote access over Internet 
In some scenarios, users may require access to the sensor network from a remote 
location. For example, if the sensor network is deployed inside a container to monitor 
the environmental conditions of goods, the user can access the network via mobile and 
wireless infrastructure networks (e.g., WLAN, GPRS). WiSeCoMaSys supports remote 
communication by using multiple SerialForwarders [Gl10] in TinyOS, which work as a 
client-server model. Figure 5.6 shows the remote access between WiSeCoMaSys and 
the sensor network. There is one instance of SerialForwarder running at the remote 
location. The communication between WiSeCoMaSys and the SerialForwarder is via 
TCP/IP networks. Hence, WiSeCoMaSys can connect to the SerialForwarder in the 
remote location to receive incoming packets. 
 
Figure 5.6: Remote access using multiple serial forwarders. 
5.3.3 System authentication 
In reality, there are many customers and logistic service providers with mutual 
relationships. With the deployment of many WSNs in many service providers, the 
assignment of accessing data (collected from WSNs) for users is necessary. Therefore, 
authentication is needed so that users can be granted appropriate rights to access the 
necessary data provided by logistic service providers. For example, users have to do the 
authentication when using WiSeCoMaSys to access their sensor networks. The 
authentication is the action of confirming a user as reliable. This process might involve 
confirming the identity of a person who accesses the system or a logistic object which 
has a right to join the logistics network. 
There are many factors that can be used for a positive identification, which are 
categorized in three following groups: 
The ownership factors are something which the user has such as an ID card.
 The knowledge factors are some kind of information which the user knows such as 
password or personal identification number. 
 The inherence factors have something that the user is or does (e.g., fingerprint, face, 
voice, biometric identifier). 
The combination of more than one factor above is also used in case high security is 
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required. 
Beside authentication, authorization and accounting are also two further issues related to 
security in networks. Authorization is responsible for verifying that an authenticated 
subject has permission to carry out certain operations or access specific resources while 
accounting refers to the tracking of the usage of network resources by users. Therefore, 
the authentication process has to precede both authorization and accounting. There are 
some AAA (Authentication, Authorization, Accounting) protocols which can provide a 
high security for information exchange between end-users and the systems (which 
might belong to logistic companies) such as RADIUS or LDAP. Moreover, certificate 
authentication using PKI (Public Key Infrastructure) of a third party (e.g., Entrust 
[Entr10] or Verisign [VerS10]) is also another method for security issues. 
Back to the structure of WiSeCoMaSys, the initiation process to access specific WSNs 
has two phases: 
 First of all, the users have to carry out the authentication by an AAA protocol which 
can be integrated in WiSeCoMaSys. This phase helps the AAA system to have 
enough information about the authenticated user. 
 After the successful authentication phase, the user has to do the authorization, which 
assigns specific resources to the user during the operation. For example, the user is 
given the access time and which WSNs the user can access. This leads to a problem 
of how to securely manage multiple WSNs when they belong to many logistics 
companies. There are possible solutions which can solve this problem: 
o The WSN must have a unique WSN-ID to distinguish it from the others. This ID 
can be the GroupID value of the TOS message, which is used to isolate the 
sensor networks. However, the GroupID is hard-coded. Therefore, the sink 
address can be used for this WSN-ID if all the sink addresses of all WSNs are 
not overlapped because these addresses can be changed at anytime. 
o Each WSN must be scrambled or encrypted with a public key (mentioned in 
section 4.6) so that any arbitrary user cannot decrypt the data if they do not have 
the corresponding private key of that WSN.  Moreover, private keys of all these 
WSNs must be maintained and issued by the AAA system which performs the 
authentication and authorization between users and WSNs. 
o After the authentication process, based on the user information collected, the 
authorization process will grant authorized resources to the authenticated user. 
These resources include a list of WSN-IDs with corresponding private keys to 
decrypt data from these networks. In addition, the resources can be the time of 
data collection, or authorized management. Moreover, the authorization can be 
performed down to node-level or sensor-level. For example, the user is 
authorized to access the temperature sensor of several nodes in a specific WSN 
in a given period of time without changing any configuration of the WSN. 
The requirement of both these processes is that the AAA system must have enough 
information in both domains: information of users and of WSNs. Hence, in order to 
have a full implementation of this architecture, an AAA system is needed with an AAA 
protocol implemented in WiSeCoMaSys to communicate with this AAA system. 
5.3.4 Communication with distributed service 
In WSNs, WiSeCoMaSys can access WSNs via a gateway, which bridges the 
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information between WiSeCoMaSys and the WSN. As mentioned in section 4.3, 
looking from the outside, each sensor node in the network has a management service 
that is responsible for managing the node configuration (shown in Figure 5.7). This 
service communicates with WiSeCoMaSys using requests and replies and it works as a 
part of the application in a sensor node. The management information could be local 
node status, link quality, node configuration, etc. 
Similarly, WiSeCoMaSys has a set of commands which are grouped in each layer. The 
communication between WiSeCoMaSys and distributed management services is based 
on these commands (see Chapter 4 for more details of the supported commands and 
configuration). Following are some areas which can be managed by WiSeCoMaSys: 
 Sensing: users can define the strategy to collect data in each sensor node. Nodes can 
continuously report data or transmit data based on queries. Moreover, nodes can 
also be configured to be aware of the surrounding contexts.
 Processing: memory and processor can be utilized to achieve the high efficiency. 
For example, nodes can turn off their services such as localization when 
unnecessary. 
 Communication: individual nodes can communicate and coordinate among 
themselves. The management of communication is usually related to energy 
constraints and distance of transmission. WiSeCoMaSys is featured to control the 
communication parameters; for example WiSeCoMaSys can increase the 
transmitting power level to cover a larger range. 
  
Figure 5.7: Distributed management service. 
5.3.5 Multiple instances for multiple purposes 
Because WiSeCoMaSys is run in an IP network, it can communicate with other tools 
using TCP/IP. Multiple instances of WiSeCoMaSys can be run to connect to the data 
stream forwarded from SerialForwarder because they use the same TCP port. Each 
instance can play a separate role; for example, one instance can monitor the data packet 
and analyze them while the other instance can do the control task of the network. One 
interesting feature of WiSeCoMaSys is that its instances can communicate with each 
other so that one instance can take over the other in case the other is stopped because of 
errors. 
However, when using multiple instances, users have to take care of sending commands 
to the networks because the commands can be sent from these instances in the first-
come first-served policy. There is no exchange protocol between the instances to avoid 
conflicts during the management of networks. 
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5.3.6 Management of multiple WSNs 
In some scenarios, there are many WSNs which are deployed in different places. Hence, 
the requirement of supporting the management of multiple WSNs is necessary because 
running many instances of WiSeCoMaSys (each of them manages one WSN) causes 
many difficulties when handling the individual network such as configuring all 
networks with the same setting many times. In such cases, users can use WiSeCoMaSys 
to manage these WSNs by defining the packet sources (e.g., USB ports or TCP 
connections).  
In Figure 5.8, the topology viewer panel separately displays two WSNs which are 
deployed at two places. These networks are connected to WiSeCoMaSys via a USB port 
and a TCP connection. 
In addition, WiSeCoMaSys also allows users to merge many networks into a larger one, 
or divide a dense network into many sub-networks by assigning any node as a beacon 
node. The isolation of sub-networks is based on radio channels. Theoretically, because 
there are 11 radio channels at the frequency of 2.4 GHz, users can manage a maximum 
of 11 sub-networks in WiSeCoMaSys. 
 
Figure 5.8: Display of multiple topologies. 
By default, WiSeCoMaSys supports management of up to three WSNs at the same time 
because the number of hardware interfaces to which the gateways are attached to (e.g., 
USB ports of a PC) is limited. However, it can be easily modified to support more. 
Another interesting feature is that WiSeCoMaSys can detect which nodes can be the 
gateway candidates (e.g., nodes are attached to USB ports or TCP ports) and it can also 
monitor the incoming packet stream from the current gateway. Therefore, if the current 
gateway has a failure, WiSeCoMaSys can switch to use another candidate as the 
gateway when it detects the problem. The takeover is simply done by assigning that 
node as a gateway node which generates and broadcasts beacons to the network. In 
WiSeCoMaSys, it takes approximately 20 data periods to detect gateway failures and 
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switch to one of other possible gateways. 
5.3.7 Network control panel 
With the previous discussion, the Network Control panel is designed as shown in Figure 
5.9. It has two parts: the Status panel displays the node configuration and status, and the 
Command panel is used for control or management. 
The Status panel connects to the node database to retrieve the related information for 
display. The content includes the configuration and status from PHY layer to 
Application layer. Whenever the node database is updated by any parameters, the 
content of this panel is also updated correspondingly. 
The Command panel contains a set of commands which can be chosen to control the 
network. The selection of node(s) can be carried out in the Topology panel. Table 5.1 
shows commands which are supported by WiSeCoMaSys. 
 
Figure 5.9: Network Control. 
Table 5.1: Commands are supported in WiSeCoMaSys. 
Layer Command Reply 
APP 
SET_SENSOR_AVAILABLE_REQ no 
SET_MODE_AUTO_REQ no 
SET_MODE_QUERY_REQ no 
SET_MODE_CONTEXT_AWARE_REQ no 
SET_DATA_PERIOD_REQ no 
SET_SLEEP_REQ no 
SET_WAKEUP_REQ no 
SET_CONTEXT_AWARE_RULE_REQ   
LOAD_CONTEXT_RULE_FILE_REQ no 
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SET_BOOT_REQ no 
SET_LOCATION_ID_REQ no 
SET_CONTAINER_ID_REQ no 
SET_PACKAGE_ID_REQ no 
SET_TIMING_REQ no 
SET_ANCHOR_REQ no 
SET_LOCALIZATION_MODE_REQ no 
SET_LOCATION_REQ no 
LOAD_LOCATION_FILE_REQ   
BOOT_PROGRAM_IMAGE_REQ yes 
SAVE_CONFIGURATION_TO_FLASH_REQ yes 
GET_SENSOR_AVAILABLE_REQ yes 
GET_STATUS_REQ yes 
GET_CONTEXT_AWARE_RULE_REQ yes 
GET_STORED_PACKETS_NUM_REQ yes 
GET_STORED_PACKETS_REQ yes 
GET_LOCATION_ID_REQ yes 
GET_CONTAINER_ID_REQ yes 
GET_PACKAGE_ID_REQ yes 
GET_TIMING_REQ yes 
GET_READING_REQ yes 
GET_ROUNDTRIP_DELAY_REQ yes 
GET_ANCHOR_REQ yes 
GET_LOCATION_REQ yes 
LOAD_CONFIGURATION_FROM_FLASH_REQ yes 
SPLIT_NETWORK_REQ no 
MERGE_NETWORK_REQ no 
SET_SECURITY_KEY_REQ no 
SET_SECURITY_ENABLE_REQ no 
      
ROUTING 
SET_BEACON_PERIOD_REQ no 
GET_BEACON_PERIOD_REQ yes 
GET_ROUTING_INFO_REQ yes 
SET_BEACON_NODE_REQ no 
      
PACKET 
LINK 
SET_PL_RETRIES_REQ no 
SET_PL_RETRY_DELAY_REQ no 
GET_PL_RETRIES_REQ yes 
GET_PL_RETRY_DELAY_REQ yes 
      
MAC 
SET_MAC_CONTROL_REQ no 
SET_SLEEP_DUTY_CYCLE_REQ no 
SET_AWAKE_DUTY_CYCLE_REQ no 
GET_MAC_CONTROL_REQ yes 
GET_SLEEP_DUTY_CYCLE_REQ yes 
GET_AWAKE_DUTY_CYCLE_REQ yes 
      
PHY SET_DATA_POWER_REQ no 
SET_BEACON_POWER_REQ no 
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SET_RADIO_CHANNEL_REQ no 
GET_DATA_POWER_REQ yes 
GET_BEACON_POWER_REQ yes 
GET_RADIO_CHANNEL_REQ yes 
In addition, some commands such as power control, sampling rate, which are used more 
frequently, are designed in a Request panel (shown in the left of Figure 5.9) for 
convenient use. 
5.3.7.1 Command dissemination 
Reconfiguration of the network requires sending information from the gateway to nodes 
inside the sensor network. The configuration is put in a specific command for 
dissemination. In order to send a command from WiSeCoMaSys to the network, the 
request packet class is used to carry a command from the operator’s side to a specific 
node using this dissemination protocol [LT10] [LL08]. This class is generated from the 
format of request packet mentioned in Chapter 4 by MIG.  
The dissemination protocol which can interact with WiSeCoMaSys uses the Trickle 
algorithm [LPC+04] to establish eventual consistency across the entire network on 
shared variables and applications are notified when these variables change. Using this 
protocol, WiSeCoMaSys shares a Request ID in request packets to communicate with 
sensor nodes. Hence, nodes in the network are able to receive commands from 
WiSeCoMaSys for its configuration or operation. Then in each node, the command is 
recognized by the field Request ID in the request packet header and processed 
accordingly. 
5.3.7.2 Localization setting 
For the localization, WiSeCoMaSys supports the LWCL mentioned in Chapter 4 in two 
environments: free-space and log-distance. Besides, the basic CL algorithm is also 
supported by WiSeCoMaSys. 
In order to run the localization in nodes properly, users have to configure the type of 
node for each sensor node. A node can be a beacon node, anchor node or localized 
node. Then, for the beacon node and anchor node, their positions have to be provided. 
Finally, the localization algorithm is selected so that nodes can start the position 
estimation process. All of the settings above are carried out by commands in 
WiSeCoMaSys. 
There are two ways of setting the node type and positions of anchor nodes: 
 Sending commands to specific node(s) using the GUI (Graphic User Interface). 
 Using the location script file. 
The location script file is supported to reduce the manual settings by commands, 
especially in experiments with the same settings. The location file includes many lines. 
Each line describes the node type and the location of a specific node. The format of a 
line is as following: 
Node_Id, Node_Type, X_Coordinate, Y_Coordinate, Z_Coordinate 
in which: 
 Node_Id is the address of the node to which the setting is applied . 
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 Node_Type can have one of three values: BEACON, ANCHOR, and LOCALIZED. 
With the LOCALIZED value, the coordinates will not be taken into account. This is 
used in case users want to change a node from an anchor or beacon node to a 
localized node. 
 X_Coordinate, Y_Coordinate, Z_Coordinate are the coordinates of the node 
Figure 5.10 shows an example of the location script file. 
0,  BEACON,   0,  0,  0 
1,  ANCHOR,   200,  0,  0 
2,  ANCHOR,   0,  200,  0 
3,  ANCHOR,   200,  200, 0 
4, LOCALIZED, 0,  0,  0 
Figure 5.10: Location script file. 
5.3.7.3 Context-aware rule setting 
By default, the sensor nodes are in the operation mode of automatic data report. If they 
are required to run in context-aware mode, users have to configure the context-aware 
parameters. 
With the manual command setting shown in Figure 5.11, users can create rules 
describing the context by using WiSeCoMaSys. 
 
Figure 5.11: Context-aware rule setting. 
However, when there are many contexts with many rules, the setting method above 
takes a lot of time. Therefore, for convenience, WiSeCoMaSys also supports context 
description file with the following format of each line: 
Node_Id, Rule_Id, Rule description 
In which, the Node_Id is the address of a specific node or broadcast address (0xFFFF) if 
this rule is sent to all nodes in the network. In Figure 5.12, the context description file is 
shown as an example. 
0,   0, IF TEMPERATURE GREATER 45 THEN SEND 1 
1,   1, IF LIGHT BETWEEN 10 100 THEN SEND 2 
1,   2, IF GW_DISCONNECTED THEN STORE 3 
4,   3, IF HUMIDITY LESS 20 THEN TRIGGER_ALARM 4 
65535,  4, IF TEMPERATURE OUT_OF 0 4 THEN ACTIVATE_HVAC 5 
Figure 5.12: Context description file. 
The context interpreter integrated in WiSeCoMaSys translates each line in the context 
file to an appropriate rule and sends this rule to the network. For example, the first line 
in Figure 5.12 means that rule 0 of node 0 is configured by the rule If temperature is 
greater than 45 C then send the packet, and then jump to the rule 1.
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5.4 Network Measurement 
Different from the immediate values which are collected from sensor networks, some 
parameters need to be measured in a longer time to achieve stable and accurate values; 
for example, the PRR of a node has to be measured over a sufficiently long time. There 
are two types of measurements: distributed measurement and centralized measurement. 
5.4.1 Distributed measurement 
The distributed measurement process is part of the tasking in each node. This process 
can take the local information to do the measurement such as measuring the Mobility 
Gradient for the ODEUR+ routing protocol, or calculating the buffer loss in the 
application layer. 
However, nodes can take the information from outside (e.g., from environment, 
neighbors) for its measurement. The position estimation in the localization process is an 
example that each node uses local and external information for measurement. 
The measurement results can be reused for the operation of nodes or reported to the 
observers. In Chapter 4, the hop count is measured and sent to the WiSeCoMaSys in 
each data packet when the packet travels through many nodes to the sink. 
The disadvantage of distributed measurement is that a node cannot measure the 
parameters which are related to the whole network such as the average PRR of the 
network because a node cannot store all information of the entire network for its 
measurement. In that case, the centralized measurement is used instead. 
5.4.2 Centralized measurement 
As shown in Figure 5.1, in order to have a deep understanding of the network operation, 
besides the real time status information collected from the network, the Statistics 
Measurement module in WiSeCoMaSys runs a centralized measurement. This module 
also provides some useful statistic parameters that need to be measured over a longer 
period. These parameters (e.g., PRR, end-to-end delay, or network traffic) are necessary 
for operators to evaluate the performance or optimize the configuration. The advantage 
of centralized measurement is that it has more information collected from the whole 
network than the distributed method. 
Although the parameters are measured in a distributed or centralized method, the results 
are also shown by WiSeCoMaSys. 
5.4.2.1 PRR measurement 
PRR is the ratio between the number of received packets and the number of sent 
packets. WiSeCoMaSys calculates this metric for each node when it receives an 
incoming packet from that node. The sequence field in the packet header specifies the 
number of packets which the node has sent. When receiving a packet successfully, 
WiSeCoMaSys counts the number of this received packet, and then it can calculate the 
PRR. 
Ideally, when there is no packet loss the PRR is 100%. However, in lossy networks like 
WSNs, the PRR is usually less than 100%. In addition, the PRR mentioned here is the 
end-to-end PRR (from one specific node to the sink). There is also another type of PRR 
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called per-hop PRR which is calculated by two neighbor nodes. 
Figure 5.13 shows the indication of PRR measured in an experiment. A node with PRR 
greater than 90% is considered to have a good transmission. 
 
Figure 5.13: An example PRR of nodes and its indication. 
5.4.2.2 Message rate measurement 
The metric of message rate is measured to know the maximum traffic at which each 
node can transmit while keeping a good PRR. The number of received messages is 
counted in a default interval of 120 seconds to determine the message rate; however, 
this interval can be changed to measure low message rates. In addition, each message 
has the size of 42 bytes in application layer. 
If a node has a perfect transmission, the message rate is exactly equal to the pre-
configured message rate in the node. However, because of the message loss, the 
measured message rate is usually less than the pre-configured rate since this 
measurement relies on the number of successfully received messages. 
5.4.2.3 Delay measurement 
Delay of packets while travelling through networks is an important metric, especially in 
real-time applications. WiSeCoMaSys supports measurement of two delay types: end-
to-end delay and round-trip delay. 
Because each data packet is embedded with a timestamp of the local time, 
WiSeCoMaSys uses this field and combines it with the system time to calculate the end-
to-end delay of the current packet. However, the accuracy of this measurement is not 
high because the resolution granularity of the local time is 1 second (see Chapter 3). 
For the round-trip delay measurement, WiSeCoMaSys sends a small packet which 
contains a system timestamp. This timestamp marks the point of time at which the 
packet is sent. When reaching the destination node, this packet will be sent back to 
WiSeCoMaSys. After receiving this packet, based on the timestamp in the packet and 
the receiving time, WiSeCoMaSys can determine the round-trip delay. The accuracy of 
this measurement is up to milliseconds. 
The end-to-end delay is determined automatically after receiving a packet, while the 
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round-trip delay measurement needs to be initiated in WiSeCoMaSys by the users. 
5.4.2.4 Power consumption measurement 
As mentioned in Chapter 4, each sensor node has a task to monitor the state of the 
electronic devices (e.g., MCU, LED, radio) and it can estimate the energy consumption 
from this monitoring mechanism. This consumption is also sent to WiSeCoMaSys in 
every data packet. 
At the first time of receiving the first packet of a node, WiSeCoMaSys records the 
current consumption of energy. 120 seconds later, it records the energy consumption 
again and based on these two records, it calculates the power consumption (mW, mAh) 
of nodes. However, with low data rates, the default measurement interval (120 seconds) 
of energy consumption can be changed. 
Combining with the battery information, WiSeCoMaSys can generate warnings for the 
lifetime of each node. 
5.4.2.5 Remaining battery charge 
In some sensor nodes such as TelosB [CRB10] [PHC04], there is an internal sensor 
which monitors the voltage which is supplied for its operation. Over time, this voltage is 
decreased. Then the remaining battery charge (%) can be easily calculated by the 
following steps. 
Because the internal sensor is 12-bit ADC converter, the internal voltage is:  
internal Ref
ADCV =  V
4096
   
In which, VRef is 1.5V because the internal sensor monitors VCC/2 and the supplied 
voltage is 3V. 
If the sensor node dies at Vmin, and Vmax is the supplied voltage, the estimation of 
remaining battery can be found as follows: 
internal min
remaining
max min
V  - VB  = 100%
V  - V
 
In WiSeCoMaSys, Vmin is assumed to die when the supplied power is below 2V 
[MWS04]. 
5.4.3 Statistics display panel 
The Statistics panel included in WiSeCoMaSys is used to measure the metrics 
mentioned above. In Figure 5.14, the PRR of nodes is measured and plotted as an 
example of real-time measurement. Other metrics can be displayed by choosing the 
appropriate metrics in the combo box. 
The Statistics panel interfaces with the Statistics measurement component and the node 
database as well. In Table 5.2, there are several metrics which are supported by 
WiSeCoMaSys. 
Other parameters, which are not included in WiSeCoMaSys, can be easily added to the 
Statistics Measurement component. 
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Figure 5.14: Statistics measurement component [SWT+10-10]. 
Table 5.2: Parameters measured by WiSeCoMaSys. 
No. Metric Explanation Type 
1 Packet Reception Rate (PRR) (%) The ratio of the number of successfully received packets to the number of sent packets Centralized 
2 Message rate (msg/s) The number of packets received per second Centralized 
3 Data rate (byte/s) The number of bytes received per second Centralized 
4 End-to-end Delay (ms) 
Delay between the time of sending this packet 
and the time of receiving this packet at 
WiSeCoMaSys 
Centralized 
5 Round-trip delay (RTD) (ms) 
The time for a packet to travel from 
WiSeCoMaSys to a specific node and return 
to WiSeCoMaSys 
Centralized 
6 Hop count 
The number of intermediate nodes through 
which a packet has to travel to reach 
WiSeCoMaSys 
Centralized 
7 Power consumption (mW) Power consumed in a sensor node Centralized 
8 Remaining battery (%) Remaining capacity of two AA batteries, which supply power for each node. Centralized 
9 Hop count Number of nodes which the packet travels through Distributed 
10 Energy consumption (J) Energy consumed in a node Distributed 
11 Node position (x, y, z) The output of localization process Distributed 
12 Local time The current time in a local node Distributed 
13 Forwarding traffic (packet) The number of data packets forwarded by each node Distributed 
14 
Routing traffic (packet) 
 
The number of beacons broadcast by each 
node Distributed 
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5.5 Alerts 
In some cases, unexpected events might happen in the deployed network. These events 
can be due to errors of node configuration or the violation of sensed data. Both these 
cases need to create warnings that are sent to the users. 
There are three types of warnings which are implemented in WiSeCoMaSys as follows: 
 Showing a message on the screen,  
 Sending an alert email to an address list,  
 Sending an alert SMS to a mobile phone number. 
In order to activate the alert mechanism, users have to configure the rules for warnings. 
WiSeCoMaSys has an interface for users to configure the alarm settings using logical 
conditions. These alarms are set for each sensing value and will trigger one of the 
following corresponding actions when the condition is matched. 
The rule setting also supports the logic condition such as GREATER, LESS, OUT-OF-
RANGE and BETWEEN, which are similar to the context-aware rule settings. 
In Figure 5.15, the conditional rules are set for each sensed value. The Alert component 
in WiSeCoMaSys will check these rules in the pre-defined time (shown in the figure) to 
trigger the appropriate action when a rule is matched. 
Figure 5.15: Alert setting and a warning message. 
5.5.1 Email warning 
In case WiSeCoMaSys is in operation in an area covered by mobile or wireless 
infrastructure networks (e.g., WLAN, UMTS), the alert mechanism can be activated. An 
SMTP component integrated in WiSeCoMaSys will use the given email account 
information to authenticate with the mail server for sending emails to the destination. 
Moreover, the email recipient list can be provided in a text file for easy modification 
The warning content is shown in Figure 5.16 as an example of the temperature alert. 
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Figure 5.16: A warning email of temperature from a sensor node.
5.5.2 SMS warning 
As mentioned previously, warning by SMS to users can be triggered in WiSeCoMaSys 
in case unexpected events occur but users cannot manage WiSeCoMaSys directly. 
There are two interfaces to send an SMS: 
 Using an Email-to-SMS gateway which is responsible for converting a received 
email to a SMS format and sends this SMS to a specific mobile number. 
 Using a GSM modem. 
In WiSeCoMaSys, the SMS gateway [IPI10] is used for sending SMS. It utilizes the 
email component to send an email to the SMS gateway with a specific format and the 
gateway converts the content to an SMS message for sending. In order to perform this 
feature, the gateway needs an account of the SMS gateway. 
Normally, the email address of an email sent to the gateway has the format 
mobile_number@gateway_address. In which, mobilenumber is the mobile phone 
number of the SMS receiver, and gateway_address is the address of the gateway. 
Generally, any SMS gateway from any provider can be used for this purpose. In 
WiSeCoMaSys, the Email-to-SMS gateway service is www.ipipi.com; hence the email 
has the format: mobile_number@opensms.ipipi.com. However, this method requires 
that WiSeCoMaSys is connected to the Internet. An example of an alert SMS is shown 
in Figure 5.17 to warn the users of a low sensed light value. 
In addition, the interface with a GSM modem is going to be integrated in 
WiSeCoMaSys so that it can operate in case there is no IP network presence. 
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Figure 5.17: A warning SMS of the low light from a sensor node. 
5.6 Logging 
Logging information of a system is also an important issue. In WiSeCoMaSys, there are 
two kinds of logging: 
 Logging control and management events from users 
 Logging data which are collected and measured from the network for in-depth 
analysis 
Figure 5.18 displays the interface of these two logging parts. 
5.6.1 Event logging 
The event logger with filter displays all user operations to impact the network. It has 4 
filters to display these types of messages: 
 Received message is the automatic message reported from a node. Logging of this is 
disabled by default because there are many such messages. 
 Sent messages are the messages sent to nodes to reconfigure them or to require a 
reply from them. 
 Replied messages are the replies from nodes when they are required 
 Analyzed messages are the messages which are analyzed by WiSeCoMaSys when it 
receives them. For example, the context-aware rule in a replied message should be 
expressed so that the operator can read and understand its meaning. 
This part helps users observe the operation and its influence effectively. 
5.6.2 Data logging 
With the Log panel in Figure 5.18, users can choose many parameters to be recorded to 
a log file. The logging process is performed in a given time. The data is recorded to the 
log file when a packet is successfully received by WiSeCoMaSys. Hence; all data is 
written in the order of time. This feature supports a method to interface with other tools 
in processing collected data. 
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Figure 5.18: Logger component. 
5.7 Summary 
In summary, this chapter presents an advanced tool, WiSeCoMaSys, to monitor, 
analyze, visualize, and manage sensor networks. With the help of this tool, it is believed 
that developers can save time in debugging and testing their deployments. Having a rich 
set of features from configuration to measurement, it also allows users to evaluate the 
performance of their applications easily or debug the embedded application effectively. 
Adaptive control is an interesting issue for improvement. Based on the network 
information collected, an improved version of WiSeCoMaSys could automatically 
perform necessary computation and adjust the reconfiguration for nodes to enhance a 
better performance. 
 
CHAPTER 6 
 
 
6. Analytical model 
n previous chapters, many design issues of WSNs are presented. In order to have a 
complete comparison of the network performance, this chapter introduces a 
mathematical model to analyze several factors mentioned in previous chapters such as 
the end-to-end packet reception rate and the network traffic. Because WSNs are lossy 
networks, the lossy nature of the links can be taken into account to achieve better 
analysis accuracy by using the probability theory in communication networks to model 
parameters in a WSN. Moreover, besides link factors, other factors from the routing 
layer and the application layer (e.g., beacon period, data period, packet size) are also 
combined in this model under the consideration of the system operation. The results 
from this analytical model are used to compare the simulation and experiment results to 
validate the applicability of the analytical model. 
6.1 Introduction 
Up to now, there have been many research activities in the area of analytical network 
models, which focus on several directions.  
In the physical layer, some studies [YBJ+09] [BJT+08] investigate the signal 
propagation of WSNs in challenging environments such as a container filled densely 
with bananas where the signals only have limited possibilities of propagation in narrow 
air corridors or they have to propagate through the banana boxes. [WTC03] proposed 
some link estimation models such as Exponentially Weighted Moving Average or Time 
Weighted Moving Average, which consider the parameters supported by hardware 
platforms such as RSSI and LQI. Moreover, these models take the RSSI from 
experiments as the input of models to estimate the accuracy. 
With a cross-layer improvement, in [FGJ+07], the link estimation is modeled by 
combining information from physical, link and network layer to form a four-bit link 
estimator. The cross correlation of PRR on a link is investigated in [SDT+06] when 
there is a burst loss of packets on a link and the influence of the burst loss to the link 
PRR. However, the cross correlation measurement requires a large scale test-bed 
because the correlation may happen with some links in the network. With respect to 
routing, most of the other research concentrates on routing models such as Beacon 
Vector Routing [FRZ+05] which assigns coordinates to nodes based on a vector of hop 
count distances to a set of beacon nodes and then defines a distance metric on these 
coordinates. Another analytical model of routing in [CCP09] is proposed for 
opportunistic procedures operating according to an opportunistic paradigm, which takes 
into account the link PRR and node priority. One other routing model, which can be 
used in disasters (e.g., volcano eruptions, forest fires) is EMA routing [WPT+08] 
modeling the context-aware routing by using multiplicative functions with several 
factors such as RSSI, hop count and node health with scaling functions. This model can 
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be aware of a node’s potential damage and adapt the route accordingly. Another 
analytical model of multi-rate anypath routing using a polynomial-time algorithm is 
introduced in [LFK09] to jointly optimize both the set of next hops and transmission 
rate used by each node. Moreover, this algorithm is suitable for link-state routing 
protocols because it has the same running time as regular shortest-path algorithms. 
In direction of modeling network performance, [CM04] uses a Markov model to 
evaluate the system performance in terms of network capacity, energy consumption and 
delivery delay of WSNs in sleep and active state. Additionally, this model allows 
investigating the trade-off between these performance metrics and the sensor dynamics 
(e.g., data reception from neighboring nodes or data transmission) in sleep or active 
state. Maximum Likelihood and Bayesian principles are also used in [NT06] to identify 
poor lossy links using end-to-end application traffic in the sensor network. 
From the above literature, most research activities focus on modeling sensor networks 
mainly based on results collected from simulation and experiment. The investigation of 
analytical models for several factors (e.g., end-to-end PRR, network traffic, or packet 
rate) in lossy networks are still necessary. Therefore, in the next sections, an analytical 
model is presented to cover these issues thoroughly. 
6.2 Reception rate at an individual link 
The network consists of a set of nodes which can connect to others for communication. 
A transmission from a sending node to a receiving node can be considered as a 
sequence of transmissions between many nodes including the sending node, the 
receiving node and the intermediate nodes. Hence, in this part the communication 
between two nodes is analyzed under the consideration of some parameters which are 
used in previous parts. 
6.2.1 Link PRR versus RSSI 
Theoretically, the PRR is the ratio of the number of successfully received packets 
(Nreceiving) at the receiver and the number of packets (Nsending) sent by the sender as 
follows:  
receiving
sending
N
PRR = 
N
              (6.1) 
Ideally, PRR is equal to 1 when there is no packet loss. However, in lossy networks 
such as WSNs, the PRR is usually less than 1 because the packet loss is always present. 
Figure 6.1 shows the definition of link quality versus PRR values. 
 
Figure 6.1: Link PRR and its indication [SDT+08]. 
 
Hence, the PRR value directly depends on the packet loss which can happen due to one 
of the following reasons: 
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 The signal strength of the packet is too weak at the receiver due to the propagation 
and common phenomena in communication (e.g., reflection, fading).  
 Due to the collisions, the loss of packets may happen. 
 Packets can be lost because of the buffering mechanism inside each sensor node. 
 Another reason causing the loss of the packet is that the radio device of the receiver 
successfully receives the packet and returns an ACK (hard-ACK). However, the 
microprocessor of the receiver does not know about this event due to internal 
reasons such as the internal signaling event between radio chip and the 
microprocessor is lost and this can be due to a hardware error [MHL+10]. 
 The receiver successfully receives the packet and sends an ACK (soft-ACK) back to 
the transmitter. Unfortunately, this ACK is lost during the transmission. 
In some research [STD+08] [SL06], the link PRR is measured based on experiments of a 
specific area. Moreover, most of them conclude that if the RSSI is above -87 dBm, the 
link is considered good with PRR greater than 90%, otherwise, PRR is lower.  
In Figure 6.2, the link PRR versus RSSI between two TelosB nodes is illustrated based 
on an experiment measurement. The distance between these two nodes is approximately 
1.5 m and the transmitting power is changed with 10 levels from level 0 to level 31 
(respectively from approximately -29 dBm to 0 dBm in TelosB motes). It can be seen in 
the figure that if the RSSI is too low (-91 dBm), the PRR between two nodes is rather 
low (73.68 %) while the PRR keeps approximately 99% when the RSSI is greater than -
66.13 dBm. 
Figure 6.2: PRR measurement versus RSSI between two nodes and the fitting curve. 
The distance between these nodes is 1.5m and 10 levels of the transmit power are used. 
6.2.2 Modeling assumptions 
First of all, there are some important parameters which need to be considered before 
making some assumptions in this section. Referring to the calculation from [Jen11], the 
timing of node operations is described as follows: 
 The CSMA/CA time is 2.368 ms.  
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 The data frame transfer time is 4.256 ms (for a maximum of 114 bytes in payload in 
standard IEEE 802.15.4b).  
 The ACK transfer time is approximately 0.352 ms. 
In most monitoring applications, the data period is in minute unit [PMR+05] [WLR+06] 
[SDV05]. Moreover, in this design the minimum data period is 1 second and the beacon 
period used in the routing protocol also varies from 2 to 8 seconds, depending on 
whether the network is static or mobile (see Chapter 3 and Chapter 7). Additionally, it 
can be seen that if a network has 100 nodes, the total timing for all nodes to transmit 
one data packet without retry is about 700 ms, which is also less than the data period. 
From all the aspects mentioned above, several reasonable assumptions are made as 
follows: 
 The network links are logically assumed to be independent, which means the data 
transmission over one link does not affect transmissions on the other links. This is 
because in logistics monitoring applications, the time period of sending sensor data 
such as temperature is not more frequently (e.g. several minutes per packet). 
Therefore, collisions can be ignored between links. In addition, the end-to-end data 
transmission can be considered as a sequence of independent data transmission in 
links belonging to the path from sending node to receiving node. 
 All nodes in the network use CSMA/CA for multiple-access, and the CSMA/CA 
time can be neglected because it is much smaller than the data period or beacon 
period. 
 The ACK packet size is much smaller than the data packet size. Hence, the traffic of 
ACK packets can be neglected when modeling the network traffic. 
 The link is bidirectional which means the loss of a data packet and the loss of an 
ACK packet is the same. 
6.2.3 Analytical model of link PRR 
Let pi,j denote the probability of successfully transmitting one packet on a link from 
node i to node j (i≠j). V is the set of nodes in the network. Because both the beacon and 
data packet are put in the TOS message (mentioned in section 2.1.2.4) without changing 
this TOS message size, the packet length is not taken into account in this analytical 
model of link PRR, but will be taken into account in the network traffic model 
mentioned in later parts. Additionally, in both simulations and experiments, this packet 
length is fixed at 42 bytes (excluding headers). Therefore, in case collisions are 
negligible, it is clear that pi,j only depends on the RSSIi, j between these nodes, following 
the formula below: 
i, j i, jp  = (RSSI )f               (6.2) 
in which f is a fitting function based on the measurement of PRR over RSSI as in Figure 
6.2. However, due to different measurements, fitting techniques and different hardware 
platforms, this function can be different. Certainly, the RSSI used in (6.2) includes noise 
and interference because they are not separated at the receiver for the measured RSSI. 
The error between the measured link PRR and the observed link PRR is defined by: 
i, j i, j i, jˆr  = p  - (RSSI )f             (6.3) 
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in which, , ˆ i jp  is the observed link PRR between these nodes.  
If the ACK mechanism is used in communication, the sender can automatically 
retransmit the packet if it does not receive an ACK after a time period. Let n denote the 
number of the retries. Then the packet is considered lost, if after n retries, the receiver 
still does not receive the successful packet or the sender does not receive any ACK 
packets from the receiver. 
Hence, a packet transmission is considered to be successful if the receiver receives the 
packet and the sender also receives the ACK of that packet. With that argument, the 
probability of transmitting a packet successfully (Pi, j) is described as below: 
ACK
i, j i, j j, iP  = p p               (6.4) 
In which, , 
ACK
j ip  is the probability of transmitting a successful ACK from the receiving 
node j to the sending node i. With the assumption of bidirectional links in networks, 
, 
ACK
j ip  is assumed to be equal to pi, j ; therefore (6.4) can be written as: 
2
i, j i, jP  = (p )                (6.5) 
From (6.5), it is also inferred that the probability of losing a packet is (1-Pi, j). However, 
in reality, the link ARR , 
ACK
j ip (ACK Reception Rate) is higher than the link PRR 
because of the two following reasons: 
 The length of the ACK packet is rather small. In the link layer, the ACK packet size 
is only 5 bytes [Erg04] which is much smaller than the maximum data packet size of 
102 bytes [Jen11]. Moreover, in the proposed design in previous chapters, the data 
packet size is 42 bytes, which is also much greater than the ACK packet size (see 
6.2.2). 
 Because nodes use CSMA/CA in the MAC layer for multiple-access (see 2.1.2.3), 
this causes a packet transmission to suppress other nodes around it. As an ACK 
packet is sent shortly after the data packet, the channel conditions at the transmitter 
are different from those at the receiver [SDT+06]. 
Now, taking into account the number of retries, the probability of transmitting a 
successful packet after n retries is: 
2 n-1
i, j, n i, j i, j i, j i, j i, j i, j i, j
n
i, j n
i, j i, j
i, j
P = P  + (1 - P ).P  + (1 - P ) .P  +    + (1 - P ) P
1 - (1 - P )
     = P .  = 1 - (1 - P )
1 - (1 - P )
  (6.6) 
Usually, because n is not large, it is not difficult to calculate (6.6) if pi, j is known. For 
example, when the number of retries is 3 and the link PRR is 95%, the probability of 
transmitting a successful packet is 1 - (1 - 0.952)3 = 0.9991 > 0.95, which means that the 
transmission is more reliable than that of the case which does not use retransmission. 
6.2.4 End-to-end PRR 
In WSNs, a packet is generated by the source node and transmitted to the destination 
(sink node) via intermediate hops. Because each intermediate node receives the packet 
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successfully and then it forwards that packet to the next hop, the transmission of each 
node in the transmission path (from the source node to the destination) is independent. 
Moreover, nodes are fair in searching for an opportunity to transmit their packets 
because they use CSMA in the MAC layer. Hence, the end-to-end PRR can be 
considered as an independent sequence of link PRRs in the specific path of the 
travelling packet.  
Assuming that all nodes in the network send their packets to only one sink, let Ki denote 
the number of hops from the sending node i to the sink. The symbol iP  is a subset of V 
which indicates a group of nodes forming the path from node i to the destination ( iP  = 
{i, j, k,…, r}). 
Because only hop-by-hop acknowledgments are used in the proposed design, the end-
to-end packet transmission is successful, if the transmission in each link is successful. 
Hence, the end-to-end PRR of node i ( - -
i
end to endPRR ) can be calculated by: 
i j, k, n
i
end-to-end
j, k  
PRR P
P
           (6.7) 
in which, j and k are the node forming the path Pi from the sending node to the sink. 
From the above formula, one can see that because , , i j nPRR (from 6.6) is less than 1, the 
- -
i
end to endPRR is less than the link PRR. Therefore, if a node has a higher number of hops 
to the destination, its end-to-end PRR will be lower than for nodes with fewer hops. 
If the network has N nodes, the PRR of the whole network can be calculated by 
averaging the end-to-end PRR of all nodes as follows: 
N-1
end-to-end
i
i=0
network
PRR
PRR  
N
          (6.8) 
In Chapter 3, a backup BNN is used in the design to form a backup route. However, the 
backup route is only used in case one sensor node detects problems with its current 
BNN node and the probability of error events (e.g., duplicates or loops of packets) is 
usually unknown. Because of that, it is difficult to calculate the end-to-end PRR in this 
case. However, theoretically, using a backup route also increases the reliability in 
communication. 
Let ,1iP  and ,2iP  respectively denote the groups of nodes forming two paths from node i 
to the destination: working path and backup path. In addition, OP  is the group of 
overlapped nodes between these two paths. Then, if perror is the occurrence probability 
of these errors (e.g., loop packet) inside each node and this error is assumed to be the 
same for every node, (6.7) can be rewritten as follows: 
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i j, k, n x, y, n
i, 1 i, 2
s, t, n a, b, n u, v, n a, b, n
i, 1 i, 2
end-to-end
error error
j, k  x, y  
error error
s, t  \ a, b  u, v  \ a, b 
PRR (1-p ) P p P
    = (1-p ) P P p P P
O O O O
P P
P P P P P P
s, t, n u, v, n a, b, n
i, 1 i, 2
error error
s, t  \ u, v  \ , b  
   (1-p ) P p P P
O O OP P P P a P
 (6.9) 
In (6.9) the first element is the PRR of non-overlapped links, and the second one is the 
PRR of overlapped links. In addition, with the design in Chapter 3, the probability of 
error events perror is very small because these errors are taken into account to avoid their 
occurrences. 
Considering a network shown in Figure 6.3 as an example, end-to-end PRR of nodes 
can be calculated using the previous formulas in case the number of retransmissions is 
n=3. 
With all link PRR pi, j given in Figure 6.3, node 6 has the PRR as below: 
end-to-end 3 3 2 3 2 3
6 6, 2 2, 0PRR = P P  = 1 - (1 - 0.97 ) 1 - (1 - 0.95 ) = 0.9998  0.9991 = 0.9989
The PRR of node 8 can be calculated as follows: 
 
Figure 6.3: An example of a network with link PRRs. 
6.3 Network traffic 
Traffic in the network plays an important role for optimization. In WSNs, a high traffic 
load usually goes hand in hand with high power consumption, which shortens the 
lifetime of the nodes. 
In the design of previous chapters, there are two kinds of traffic in the sensor network: 
end-to-end 3 3 3 3
8 8, 9 9, 5 5, 2 2, 0
2 3 2 3 2 3 2 3
PRR = P P P P  
                  = 1 - (1 - 0.97 ) 1 - (1 - 0.9 ) 1 - (1 - 0.89 ) 1 - (1 - 0.95 )
                  = 0.9998  0.9931  0.991  0.9991 = 0.9831
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the signaling traffic (in beacon packets) and data traffic (in data and control packets). 
6.3.1 Routing traffic 
In the ODEUR+ routing protocol, beacon packets are only generated by the beacon node 
and forwarded by other sensor nodes. The beacon is generated periodically. Let tibi 
(inter-beacon interval) and B denote the beacon period in seconds and the beacon size in 
bytes respectively. Because every node only forwards the new beacon while suppressing 
the old ones thanks to the duplicate detection mechanism (mentioned in Chapter 3), they 
only send one beacon in tibi seconds. 
Hence, the routing traffic (beacon traffic) which is transmitted in the N-node network in 
one second can be determined by the following formula: 
beacon
network
ibi
1L = N B             (bytes/s)
t
        (6.10) 
6.3.2 Data traffic 
With the data traffic, if a node i sends a packet with the size of Mdata bytes to its next 
hop, and it has Ki hops to the sink, (Ki-1) intermediate nodes have to forward this 
packet. When a node receives a data packet, it will send an ACK packet with the size of 
MACK (bytes) to the sending node for it. In case there is no packet loss, the traffic of 
node i, which is transmitted in the network, can be defined by: 
data
i i data ACK i
ipi ipi
1 1L = K (M +M ) = K M           (byte/s)
t t
  (6.11) 
in which tipi is the inter-packet interval of nodes (or data period of packet), and M is the 
sum of the data packet size and the ACK packet size. Because MACK is previously 
assumed very small in comparison with the packet size Mdata (see 6.2.2), this leads to 
the following approximation: 
data ACK dataM = M + M   M  
Hence, the total data traffic in the network can be calculated by summing up the data 
traffic of all N nodes (addressed from 0 to N-1): 
N-1 N-1 N-1
data data
network i i i
i=0 i=0 i=0ipi ipi
1 ML = L  = K M = K     (byte/s)
t t
   (6.12) 
And the total network traffic Lnetwork (bytes/s) is summed by (6.10) and (6.12):
     
N-1
beacon data
network network network i
i=0ibi ipi
1 ML =L +L = N B+ K         (byte/s)
t t
  (6.13) 
However, (6.13) is only used in case of perfect links, which means that a successful 
packet is transmitted only once. 
In the lossy network, the probability of packet loss has to be taken into account. 
Because of the retransmissions, there may be more data traffic for the transmission of 
one packet. In addition, the timeout of a retransmission is about several hundreds of 
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milliseconds while the inter-packet interval is in second unit, so the assumption that the 
total number of retransmissions of a packet can be performed in a tipi period is 
reasonable if n is rather small. 
In each link of a path, depending on the condition around each node, the number of 
retransmissions can be different for each data packet. However, in the worst case that 
finally the forwarded packet is successfully transmitted after n times, an intermediate 
node has to forward n same packets (n-1 packets fail). Hence, the data traffic 
, 
data
i jL (byte/s) over link between nodes i and j is defined as follows: 
data 2 n-1
i, j i, j i, j i, j
ipi ipi ipi ipi
1 1 1 1L = (1-P ) +(1-P ) + +(1-P ) + M     (byte/s)
t t t t
 (6.14) 
In which Pi, j is the probability of transmitting a packet successfully in one time over the 
link between node i and node j and it is calculated by (6.5). 
With the path iP V (Pi = {i, j, k,…, r}) and r denoting the sink node, the total traffic to 
send a packet from the source node i to the sink node is: 
data data
i j, k
j, k
L L          (byte/s)
iP
          (6.15) 
From (6.15), the total data traffic in the N-node network can be derived: 
N-1
data data
network i
i=0
L L        (byte/s)           (6.16) 
The sum of (6.10) and (6.16) gives the total traffic of the network. 
Getting back to the example in Figure 6.3, if the inter-packet interval is 5 seconds and 
the packet size is 42 bytes (using the data packet mentioned in Chapter 3) with the 
number n of retransmissions being 3 times, the total traffic of node 6 can be calculated 
as follows: 
data 2 2 2
6, 2
1 1L  = [(1-0.97 ).  + (1-0.97 ) .  + 1].42 =  8.925 (byte/s)
5 5
 
data 2 2 2
2, 0
1 1L  = [(1-0.95 ).  + (1-0.95 ) .  + 1].42  =  9.298 (byte/s)
5 5
 
data data data
6 6, 2 2, 0L  L L  = 8.925 + 9.298 = 18.85 (byte/s)  
One can see that in case of lossy links, the amount of traffic transmitted is higher due to 
the packet loss. Figure 6.4 shows the relation between the link PRR pi, j and the total 
data traffic of node 6 using formula (6.15). The number of retransmissions is (n-1) and 
the packet size is 42 bytes. In case n is equal to 5, if a node has to retransmit the data 
packet 5 times, the total traffic will be 210 bytes which is 5 times greater than the packet 
size. 
Now, if the links in the path between node 6 and node 0 are perfect, it means each node 
sends a successful packet with one single trial. Under this condition, all Pị, j are equal to 
1. Using (6.15), the minimum total traffic of node 6 in the network can be simply 
calculated as follows: 
data data data
6 6, 2 2, 0
42 42L  L   L  =   = 16.8 (byte/s)
5 5
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Figure 6.4: The transmitted data traffic (e.g. temperature) versus link PRR of node 6. 
6.3.3 Packet rate 
Once the end-to-end PRR is determined, the packet rate can be measured. The packet 
rate measured in WiSeCoMaSys (see Chapter 5) is based on a packet counting 
technique. With a window time tW, the number of successfully received packets is 
counted in this window time. After that, the packet rate is calculated. 
When the end-to-end PRR of a specific node is known by using (6.7), when end-to-end 
PRR is 100%, the number of successful packets within tW is theoretically determined 
by: 
W
receiving
ipi
tN =              (packet)
t
          (6.17) 
Because the end-to-end PRR of node i ( - -
i
end to endPRR ) expresses the number of 
successfully received packets, the real number of successful packets counted in the 
window time tW is - -eceiving
end to end
r iN PRR  (packets). Hence, the real packet rate is: 
     
end-to-end
data i
i data
ipi
PRRR = M              (byte/s)
t
       (6.18) 
With the previous example, node 6 has the packet rate of 0.9989/5 = 0.1998 (packet/s) 
or 8.3908 (byte/s) while the theoretical packet rate of node 6 is 1/5 = 0.2 (packet/s) if 
the links are perfect. 
The formula (6.18) is used in WiSeCoMaSys to measure the packet rate of each node 
when WiSeCoMaSys receives a packet successfully. Although one can see that (6.18) 
does not depend on the window time tW, this parameter is chosen to count enough 
received packets, especially when the inter-packet interval is rather large. In 
WiSeCoMaSys, tW is set at 120 seconds by default and can be changed by users. 
6.3.4 Traffic in context-aware application 
The purpose of the context-aware sensing application in Chapter 4 is to reduce the 
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duplicate information in case the environmental conditions do not change so much. 
Hence, this also reduces the network traffic and saves more energy for nodes. 
Moreover, it is rather difficult to determine the probability of the events which happen 
due to the context match. However, in some scenarios, this probability can be known. 
Hence, in the context-aware operation mode, each node only transmits an amount of 
traffic determined by: 
context-data context-data data context-data data
i i i i j, k
j, k
L  = P L P L          (byte/s)
iP
  (6.19) 
In which, -
i
context dataP is denoted for the probability of an occurring context event at node 
i. Looking at (6.19), it can be seen that the data traffic in a context-aware application is 
always less than that in the normal operation (when packets are generated and 
transmitted periodically). If the observation time is tobservation, then -
i
context dataP  can be 
determined as follows:  
i
context_matchedcontext-data
observation
t
P =
t
            (6.20) 
where tcontext_matched is the period of time in which the context rule is true. 
For example, a sensor network is deployed to monitor the temperature every morning in 
a harbor. If the morning is considered from 6:00 to 12:00, the probability of the event 
“in the morning” -
i
context dataP  is about 12-6  = 0.25
24
 (or 25%), which means the traffic 
generated by a sensor node can be reduced by 75% in comparison with the case that the 
network reports packets during the whole day (24 hours). More details are presented in 
section 7.4.1. 
6.4 Collisions in the network 
In the previous sections of this chapter, it is assumed that the collisions are not taken 
into account. In this part, the collisions are now investigated to see whether they can be 
neglected or not. Because B-MAC is used in the design, the analytical model in [WR05] 
is used for analysis and comparison due to the similarity. In this model of collision 
analysis, before transmitting a packet, each node performs an initial backoff. If it detects 
the channel is busy, it will immediately receive the packet (beacon or data packet) and 
pause the backoff timer. When finishing the packet reception, this node resumes the 
paused backoff timer for channel access competition again to transmit its packet. 
Additionally, there is a fixed window size of CW slots which is used to randomly 
choose the backoff. This analytical model is based on the hypothesis that each 
contention slot i in CW slots has three states: 
 Collision happens during this slot i due to the backoff mechanism or hidden node 
problem. 
 Slot i is idle. Slot i is considered in idle state when no node selects that slot.  
Successful data transmission in this slot i.
Hence, if Pcollision , Pidle , and Pdata are symbolized for the probability of slot i in each of 
the above three states respectively, it is clear that [WR05]: 
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idle collision dataP  + P  + P  = 1            (6.21) 
Because each station chooses a backoff time in the interval (0, CW-1) when the channel 
is detected as busy, this CW is also defined as the backoff window (or contention 
window) which is shown in Figure 6.5. 
 
Figure 6.5: Random backoff in slotted CSMA. 
6.4.1 Effective collision window 
Because nodes can start back-off at different slots (in Figure 6.5), the number of 
overlapped contention slots between at least 2 nodes (causing collisions) can be smaller 
than CW. This number of overlapped slots (namely random variable X) can be any in 
the range [0..CW], which has a uniform distribution over the observed time. The 
average of X is the effective contention window among nodes when their starting back-
off points of time are not the same. Over time, the average of variable X will converge 
to the effective contention window CWeffective. Hence, with the uniform distribution of X 
in the range [0..CW],  the average of overlapped contention slots (or effective contention 
window) between nodes is defined as follows: 
CW CW
effective i i i
i=0 i=0
1 CWCW  = E(x) = x   P(x=x ) = x  = 
CW 2
  (6.22) 
To reduce the complexity of the model, other nodes are assumed to compete in this 
effective collision window. 
Now, each node tries to compete for one slot in the effective contention window 
(CWeffective contention slots). Because the contention window is fixed and the probability 
of choosing one slot in it has the uniform distribution, the probability of successfully 
choosing one slot in CWeffective slots is 
1
effectiveCW
. Therefore, when each node has 
(Nneighbor -1) neighboring nodes around, Pidle is the probability when this slot is not 
chosen by any nodes in Nneighbor nodes, which is determined by the following formula 
[WR05]: 
neighborN
idle
effective
1P  = (1 - )
(CW )
          (6.23) 
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With the same argument, the probability of a successful data transmission (Pdata) 
happens when a node chooses a contention slot while other nodes choose different slots. 
Because the data transmission can happen with Nneighbor nodes, this probability is 
calculated by the formula below: 
neighbor neighbor
neighbor
N -1 N 1neighbor
data
N effective effective effective effective
N1 1 1P  = (1 - ) (1 - )
CW CW CW CW
 (6.24) 
From the equation system (6.21), (6.23) and (6.24), the collision probability Pcollision can 
be derived.  
In addition, in the B-MAC protocol which is used in the design, the backoff depends on 
a backoff exponent (BE) as follows: CW = (2BE -1) [KKH+06]. 
6.4.2 Separated and mixed collision probabilities 
Another consideration is that the collision happens with both data traffic and routing 
traffic (beacons). Moreover, both beacons and data packets use the same frame in the 
MAC layer. Hence, the total collision probability Pcollision is defined by the following: 
data beacon data | beacon beacon | data
collision collsion collision collision collisionP  + P  + P  + P  = P     (6.25) 
in which: 
- datacollisionP  and 
beacon
collsionP  are the separated collision probability of only data and only beacon 
traffic, respectively. 
-  | data beaconcollisionP   is the mixed collision probability of data packets caused by beacons 
transmission and  | beacon datacollisionP  is the mixed collision probability of beacons caused by data 
packets transmission. However, because the beacon forwarding only happens at the 
beginning of each beacon interval while data transmissions spread over this beacon 
period, the mixed collision probabilities can be neglected. Hence, (6.25) can be reduced 
to the following formula: 
data beacon
collision collsion collisionP  + P  = P            (6.26) 
6.4.3 Data rate and ACK rate versus beacon rate 
Within a period of tipi, each node averagely transmits 1 data packet and 1 ACK packet. 
Hence the collision of data packets is proportional to rate 2/tipi (1/tipi for data packet and 
1/tipi for ACK) because the ACK is implemented above MAC layer. Hence, ACK can be 
considered as a data packet in terms of collision. However, the beacon collision is only 
proportional to 1/tibi because it does not require the ACK packet. The number of 
retransmissions is not considered in this model because a retransmission can be also 
considered as a data packet transmission. 
6.4.4 Synchronous beacon forwarding 
Because beacons transmission is synchronous, if one node transmits 1 new beacon, 
Nneighbor neighbor nodes around also forward this beacon after a short time (including 
propagation and processing time). Hence, this leads to the number of collisions being 
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Nneighbor times higher than the number of collisions when transmitting 1 data packet 
(which is forwarded by only 1 neighbor node). In combination with the consideration in 
section 6.4.3, if there are Nneighbor contention nodes, the rate of collision probabilities can 
be defined by the following ratio: 
beacon
neighbor ibicollision
data
collision ipi
N   1/ tP = 
P 2 / t
           (6.27) 
From (6.26) and (6.27) the collision probabilities can be defined as follows: 
ipi
neighbor
beacon
collision collision
ipi
ibi neighbor
data ibi
collision collision
ipi
ibi neighbor
t
N
2P  = Pt
t + N
2
tP  = Pt
t + N
2
        (6.28) 
Now, considering a network in which each node has 8 neighbor nodes, every node uses 
the inter-packet interval and inter-beacon-interval of 2 seconds and 8 seconds. The 
contention window is set at 32. 
Hence, using (6.21), (6.23) and (6.24), Pidle , Pdata , and Pcollision can be calculated as 
follows: 
8
idle
1P  = (1 ) 0.5967
16
 
7
data
8 1P  = (1 ) 0.3183
16 16
 
collisionP  = 1 - (0.5967 + 0.3183) = 0.085  
Using (6.28), the collision probability of a data packet is determined as 0.0425, which is 
rather low so that the collision can be neglected. According to the previous formulas, 
the collision probability will be higher when there are more contention nodes. For 
example, if the number of neighbor nodes increases to 12, the collision probability is 
about 0.17.  
Moreover, if an area is covered by a minimum number of sensor nodes, this also means 
that each node has the minimum neighbor nodes, which can reduce the network 
collision and the number of nodes used in the deployment.  
6.5 Summary 
In this chapter, several issues related to network traffic and the probability of successful 
data transmission are presented with examples. This model is combined from both 
experiment measurement parameters such as link packet reception rate and probability 
theory to derive an approximate calculation. The analytical model is also used for the 
measurement of parameters (e.g., packet rate, PRR) in the design mentioned in previous 
chapters. 
In addition, the analytical results can be used for comparison with the simulation and 
experiment results, which are discussed in section 7.4 of Chapter 7. 
CHAPTER 7 
 
 
7. Evaluation 
n this chapter, the architecture design introduced in previous chapters will be turned  
into a real implementation in order to evaluate and understand the performance when 
all parts such as routing, localization and application are integrated into one system. The 
evaluation process illustrates a comprehensive effect of parameters in WSNs, which can 
guide users in setting up the real-life WSNs. This also allows having a deep under-
standing of optimizing the sensor network deployments that can support data collection 
applications in logistics. For better evaluation, both simulations and experiments are 
used in this chapter. Simulations are of advantage to investigate the scalability of the 
approach with an easy debugging mechanism. However, they only approximate reality 
in a certain precision because of the abstraction of the actual hardware platforms; for 
example, TOSSIM can simulate millisecond timers which can be used for any platform, 
but it cannot exactly capture the behavior of a specific chip such as the CC2420 radio 
chip. In contrast, experiments can show some underlying problems in the real world, 
which might not be seen in simulations. Then, results in both worlds will be considered 
to enhance the design in the future. 
7.1 Evaluation methodology 
Different from many research activities, which only concentrate on either simulation 
techniques or experiments, the evaluation has two levels from simulation to empirical 
experiments in a real deployment of WSNs. Relevant metrics are evaluated to find the 
optimum values in simulations. Moreover, the network size is also examined to show 
the effect of metrics to the congestion. Empirical experiments are set up to measure real 
data and compare them with simulation results because some details of the hardware 
platform in use are usually missing or simplified in simulations. Accordingly, some 
issues, which are not present in simulations, may appear in real deployments. The 
logistic scenarios with many dynamic requirements are defined for simulation and 
experiments as well to meet the goals of the proposed design in Chapter 3. 
In both simulations and experiments, there are important metrics which are defined to 
be investigated. 
For the routing protocol, the following metrics are taken into account: 
 RSSI-based link estimations measure the link quality between nodes in the network. 
 Hop counts are used to consider the effect of network depth for the PRR. 
 A stability parameter measures the changes of BNN over time after each cycle of 
routing updates. This metric is used to evaluate the stability of the network 
topology. 
In the localization process, the localization error (see Chapter 4) is used to measure the 
precision of localization techniques. 
In the application layer, the following metrics are investigated: 
I 
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 PRR is measured at the sink over time to indicate the quality of an end-to-end 
connection between nodes.  
 Data rate is directly estimated by counting the number of received messages per 
time unit. 
 End-to-End delay is measured based on the timing synchronization in Chapter 3. 
However, the precision of this measurement is in seconds. 
 Energy and Power consumption are calculated based on the state-monitoring 
mechanism in Chapter 5. 
 Precision of rule execution in context-aware applications. 
With the large number of metrics above, the individual parts are investigated and the 
whole system is also examined. 
The scenarios used for both simulations and experiments are related to the logistics 
environment, which are chosen to reflect the impacts of the measured metrics on the 
network performance. 
Finally, using the analytical model in Chapter 6, the comparisons between simulation, 
experiment and analytical results are carried out to investigate the causes of differences. 
Based on that, improvements are proposed to achieve a higher accuracy in all these 
methods. 
7.2 Simulation 
In this section, scenarios are described and simulated to investigate the effects of 
parameters on the performance of WSNs in many aspects such as routing, application, 
and localization. 
7.2.1 Packet-level simulation in TOSSIM 
There are many network simulators such as SSFNet [SSF10], GlomoSim [GLS10], 
Opnet [OPN10], Prowler [PRL10], and TOSSIM [LLW+03]. However, because a large 
community supports TinyOS [TOS10], it is convenient for simulation and deployment 
if the design is implemented on the TinyOS platform. This can reduce the time of 
coding if the tools of simulation and deployment are the same. Therefore, the TinyOS 
platform is chosen to implement the design and TOSSIM is used for simulations. 
7.2.2 Enhancement to support propagation models for simulation 
Since TOSSIM is a packet-level simulator, it cannot support radio propagation models. 
Moreover, the signal power of each node in this simulator is a constant [RL08]. 
Accordingly, an improvement needs to be added to this simulator to support mobility, 
propagation models, and power settings as well. 
The network topology in TOSSIM is a gain matrix, which is set up at the beginning of 
each simulation. Each item in this matrix is the gain (in dBm) of the link between nodes 
in the corresponding column and row of the matrix. The modification is that this matrix 
can be changed at any time of the simulation depending on the current positions of 
nodes in the simulated network. This gain matrix between nodes can be varied during 
the simulation run time. After a simulation step, this matrix is calculated again based on 
the current positions of nodes and the signal propagation in the simulation area. A set of 
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nodes’ transmitting power levels is also used to calculate the received power based on a 
given path loss. With this improvement, propagation models can be applied in the 
simulation and it supports the mobility of nodes. However, one disadvantage of this 
improvement is that the simulation speed is slow due to the large number of 
calculations. 
7.2.3 Simulation calibration 
7.2.3.1 Sensitivity and noise floor 
In TOSSIM, the packet loss is due to the CCA threshold and the noise floor. By default, 
the CCA threshold is set at -72 dBm [SDT+06]. However, in the real experiments the 
noise floor depends on the environment where the experiment is deployed and it can 
change over time. 
Figure 7.1 shows a receiver sensitivity comparison of node 0 between simulation and 
experiment with the same network. In this scenario, node 3 sends its packets to node 0 
with a very low RSSI (less than -92 dBm). This RSSI value is much lower than the 
CCA threshold of TOSSIM. From the figure, it can be seen that the sensitivity of 
receiving a packet in the experiment is better than the TOSSIM simulation. Node 0 can 
receive packets from node 3 in the experiment while it cannot in the simulation. During 
2 hours of simulation, node 0 successfully receives only 4 packets from node 3 while 
node 3 sends approximately 1440 packets. 
 
Figure 7.1: Sensitivity difference in simulation and experiment. 
In order to measure the noise floor for calibration, one TelosB mote is used to sample 
the RSSI value when there is no packet transmission. A TelosB mote contains an 
internal register which samples the receiving signal strength when its radio chip receives 
a packet [CC2420]. Hence, in case when there is no transmission, the value of this 
register indicates the strength of the noise floor. A measurement is carried out in 3 hours 
and it is found that the noise floor is mainly distributed from -100 dBm to -97 dBm. The 
average noise floor is about -99 dBm which is also the same result in several research 
measurements such as [SDT+06], [SDT+08]. 
From the results discussed, it can be concluded that the difference between experiment 
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and simulations results is caused by the following: 
 The receiver sensitivity is not the same in the real sensor mote and the simulation 
setting. The sensitivity of CC2420 in TelosB mote is around -94 dBm, with worst 
case of -90 dBm [CC2420]. 
 After looking at the noise floor used in TOSSIM, it is found that the average noise is 
approximately -87 dBm, which is stronger than that in the experiment because it can 
be seen that node 3 can also receive packets with an RSSI of only -93 dBm. This 
means that the noise floor in the simulation should be calibrated based on the 
previous noise measurement. 
 The reception of a packet in TOSSIM is based on the Signal-to-Noise Ratio (SNR) 
(dBm) following the curve in Figure 7.2, which is the key technique used to 
simulate the noise model in TOSSIM. However, although this curve is built from 
experiments, it does not mean that it is completely correct in every experiment. In 
this figure, one can see that the fitting curve from experiment data is different from 
the default curve in TOSSIM, which can lead to the different results between 
simulation and experiment. 
 
Figure 7.2: The CC2420 SNR/PRR curve is used in TOSSIM [LCL07] and the 
fitting from an experiment. 
7.2.3.2 Improvement of precision in simulation 
From the discussion in the previous section, in order to have a fair result comparison 
between experiment and simulation, there are some calibrations in the TOSSIM 
simulator: 
 The CCA threshold in TOSSIM is changed to -94 dBm, which is the receiver 
sensitivity of CC2420 [CC2420].  
 The average noise floor is also changed to -97 dBm due to the previous noise floor 
measurement.  
 The SNR/PRR curve is also changed based on the RSSI collected from experiments. 
However, there is also a PRR error (shown in Figure 7.2) between simulation and 
experiment following the formula of fitting error (6.3). 
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7.2.4 Simulation results for Routing 
7.2.4.1 Scenario 1: Deterministic network with mobility of nodes 
In order to simulate a deterministic sensor network with mobility of nodes, a WSN with 
21 nodes laid out in a basic grid of 100m x 100m is shown in Figure 7.3. Each cell of 
the grid has the size of 20m x 20m. The effective distance for communication between 
two TelosB [CRB10] or MicaZ [MCZ11] sensor nodes is approximately 70 m to 100 m; 
hence in this case, the distance between nodes is 20 m, which forms a high density of 
nodes. This simulation area can be extended with a scale factor of 3 to a 300m x 300m 
grid to simulate a normal density (the distance between 2 nodes is 60m) of sensor nodes 
in the given area. 
The configuration of this simulation is the same as in section 3.3 in Chapter 3. In this 
scenario only one node is moving. The moving node having address 20 is located at 
position (90, 90). The moving node will move along a given path at the speed of 2 m/s 
or 5m/s. The measurements are carried out at the sink (node 0). Nodes are booted at a 
random point of time. 
Each simulation is executed 5 times for each set of given parameters to find the 
optimum values of investigated parameters. However, the reliability of the simulation is 
performed in an individual case. 
 
Figure 7.3: Deterministic network with mobility in a basic grid. 
Beacon rate 
The graph in Figure 7.4 shows the PRR with respect to the beacon rate in both cases: 
high and normal density of nodes. The mobile node moves with a speed of 2 m/s. The 
data period is 5 seconds and the beacon period is changed from 0.25 seconds (4 
beacons/s) to 60 seconds. In Figure 7.4, with the neighbor table size of 10 entries, it can 
be shown that the maximum PRR is approximately 98% and stable when the beacon 
period (or inter-beacon interval) is more than 2 seconds and significantly lower when 
the beacon period is too low (less than 1 second). Because of the high traffic of beacons 
in the network, the data traffic has no opportunity to be transmitted. However, if the 
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beacon rate is high, the network adaptation to the change of the topology or the 
movement of nodes is better. In the simulations, the optimal beacon period is from 2 
seconds to 8 seconds for both simulated areas.  
Because the routing protocol ODEUR+ each node needs only two subsequent beacons to 
select the BNN [SWT+09-08]; hence, with the normal communication range of 60 m 
and the node speed of 2 m/s, the maximum beacon period to be used is approximately 
15 seconds. This indicates why the PRR in Figure 7.4 tends to decrease when the 
beacon period increases above 16 seconds. 
Another thing one can see here is that the overall PRR in the high density network is 
better than that in normal density. This is due to two reasons: 
 In a high density network (smaller simulated area), the packets from one node will 
travel to less intermediate nodes to reach the destination. 
 In a high density network, the number of good neighbors is larger than in a normal 
density one; therefore the node has more opportunities to choose a good neighbor as 
its BNN for data transmission. 
 One feature which ODEUR+ inherited from ODEUR [WLT+08] is that nodes in sink 
range can directly communicate with the sink. The number of such nodes in a high 
density network is more than in the other. This improves the overall PRR as shown 
in Figure 7.4. 
 
Figure 7.4: PRR versus beacon period. The data period is 5 seconds.
When the sink moves along the path, the average PRR is slightly lower than that in the 
case of the mobile sensor node (about 1 %). 
 
Data rate 
Similarly, in Figure 7.5, the data period is changed from 0.25 seconds to 60 seconds 
corresponding to high traffic and low traffic, and the beacon period is set at 4 seconds. 
The result shows that the maximum PRR is also approximately 98% when the data 
period is more than 2 seconds. This implies that if one needs a good transmission, the 
maximum data rate is about 0.5 msg/s (each message contains 42 bytes). This figure 
also shows that the area with a higher density of nodes achieves the higher PRR because 
a node can have more opportunities to choose a better BNN than in the low density 
case. 
7   Evaluation 
 
114 
When the data rate is above 0.5 msg/s, and with the periodical beacons, the total traffic 
in the network is rather high. This leads to frequent collisions because each node uses 
CSMA/CA at the MAC layer. The reasons of packet loss will be discussed in the next 
sections. 
 
Figure 7.5: PRR versus data period. The beacon period is 4 seconds. 
 
Memory for routing model 
The results of memory usage are shown in Figure 7.6. Because of the resource 
constraints, the neighbor table should keep only the high quality neighbors and remove 
the low quality ones. One can see that with the table size ranging from 10 entries to 50 
entries, the successful packet rate is stable. This is because the efficient frequency 
algorithm is implemented within the table management policy. The optimal value is 10 
in this scenario, which gives the highest PRR in simulated cases. 
 
Figure 7.6: PRR versus number of entries in neighbor table. The data period and 
beacon period are 5 and 4 seconds respectively. 
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PRR 
Figure 7.7 shows the simulation results in three cases in both simulation areas (100m x 
100m and 300m x 300m) with the following settings: 
 All nodes are static. 
 Sink node is static and located at (0, 0). Only node 20 moves along a given path, 
beginning from the position (90, 90) or (270, 270). 
 Node 20 is static and located at (0, 0) and the sink node moves along a given path, 
beginning from the position (90, 90) or (270,270). 
 The speed of the mobile node can be changed. 
 The data period and beacon period is 5 and 4 seconds respectively. 
This figure also shows the PRR of the moving node (sink or sensor node) at the speed of 
2m/s and 5m/s. It can be seen that in most of the cases, the total average PRR within the 
network is more than 85% at both node speeds, and the moving node has a lower PRR 
(node 20) in both of the grids.  
 
Figure 7.7: PRR of all nodes in the network.  
 
Figure 7.8: Buffer loss of nodes. 
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Figure 7.7 also shows that the border nodes (e.g., node 4, 9, 14) have a lower PRR than 
the others while the nodes near the sink (e.g., node 1, 2) have excellent PRR 
(approximate 97%). It can be also seen that in the normal density the PRR of nodes are 
lower than those in high density network. 
The loss of packets in the network depends on the radio signal strength and the loss in 
the buffer of a local node when the packet arrival rate is greater than the processing rate. 
To measure the buffer loss of each node, the number of incoming packets and outgoing 
packets are counted to give the number of lost packets. Figure 7.8 shows that in all 
nodes of the network, the buffer loss is relatively small (under 1.5 %) in both simulation 
areas. Again, this is because buffers of traffic flows are separated (see section 3.2.5.5). 
From this result, with such a low packet loss in buffers, it can be concluded that the 
packet loss is mostly because of the signal propagation. By default, each local node has 
an input queue and an output queue with the size of 10 packets. 
 
Hops 
Another important factor is the number of hops through which packets travel to reach 
the destination in networks. In order to investigate the capability of multi-hop routing, 
the propagation model is changed according to the following criterion: if the distance 
between two nodes is more than 80m, the communication between them is 
unsuccessful. Otherwise, the signal strength follows the free-space model. The change 
comes from the fact that the effective coverage range of one sensor node in a real 
deployment is approximately 72m [BGG+07]. This helps to increase the depth of the 
networks significantly. 
Figure 7.9 shows the number of hops through which packets from each node go to reach 
the sink and the BNN of each node. It can be observed that nodes that are far away from 
the sink (e.g., node 19) have a higher number of hops while the closer nodes such as 
node 2 and 3 have a low number of hops. The maximum number of hops in the 
simulation is 8 hops (e.g., node 19 and node 4) while the minimum one is 1 such as 
node 5 or 1 because they can communicate directly with the sink. The number of hops 
also affects the PRR which is presented in the next sections.  
 
Figure 7.9: Connection between nodes and hops in an area of 300m x 300m. 
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7.2.4.2 Scenario 2: Random network with mobility 
In order to take characteristics of mobility into consideration, a random topology is 
examined to investigate effects on the same metrics as in section 7.2.4.1. A number of 
nodes in range (5, 100) are laid out on the same grid of 100m x 100m and of 300m x 
300m. Every node can be mobile or static depending on the random initialization. The 
moving nodes have a maximum speed of 5 m/s and when reaching with the boundary, 
they change their direction following the law of reflection as shown in Figure 7.10. 
Each simulation is run in 60 minutes and the results are averaged from 5 simulation 
runs. 
 
Figure 7.10: Random network. 
Figure 7.11 and Figure 7.12 show the same characteristics like those in the deterministic 
network scenario. The PRR in both the static and mobility cases are not very different. 
However, in the mobility case, the average PRR of the network is slightly higher (the 
average is approximately 90%) because of the random topology and random mobility 
configuration. The number of moving nodes in this simulation is 15. The optimal 
beacon rate in this scenario is also from 2 seconds to 8 seconds (like the previous 
scenario). 
 
Figure 7.11: PRR versus beacon period. 
7   Evaluation 
 
118 
In order to have a high PRR, the data period of nodes should be greater than 5 seconds. 
Below this threshold, the success of packet delivery is rather poor because of the high 
number of collisions (under 90% with the network size of 30 nodes, shown in Figure 
7.12). 
Figure 7.12: PRR versus network size and data period. 
The effect of network size on the PRR is shown in Figure 7.13. When increasing the 
number of nodes in the network, the success rate decreases significantly due to the 
increase of routing traffic and data traffic. With a network size of 30 nodes and the data 
period of 5 seconds, the PRR is around 90% in most of the cases. 
 
Figure 7.13: PRR over network size with the data period of 4 seconds. 
In case the large network is needed (e.g., more than 100 nodes), in order to still keep the 
high PRR, several following solutions can be applied: 
 Using more sinks to create non-overlapped WSNs. Each sink manages one smaller 
network. If more sinks are added to the same network in the same area, the traffic 
will not concentrate on one sink, which leads to the balance of traffic in the network. 
However, the collision is the same because the network density and the traffic do
not change. 
 Reducing the density of the network by increasing the distance between nodes. This 
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will avoid many collisions. 
There is also a comparison between two cases: 
 All 30 nodes with a data period of 5 seconds are located randomly and static in a 
simulation area of 300m x 300m 
 All 30 nodes with the same data period are located randomly and movable in the 
same simulation area. 
The simulation is performed one time and all packets in this simulation are recorded in 
60 simulated minutes for analysis. Due to the random initialization, there are 28 mobile 
nodes of all nodes having the speed of 5 m/s in the mobility case, while 3 other nodes 
are static. It can be seen in Figure 7.14 that the PRR values in this scenario are also 
good for most of the nodes in the network.  
Figure 7.14: PRR of 30 nodes in the random network. 
 
Figure 7.15: Buffer loss of 30 nodes in network. 
The result in Figure 7.14 also shows that based on the initialization of the random static 
network, PRR can be good or bad. Some nodes have good connections to the sink so 
their successful PRRs are high (e.g., node 25 has 98%) and some others have lower 
ones (e.g., node 24 has 70%). In the mobility case, because most of the nodes are 
moving randomly (28 nodes), nodes have the same opportunity for data transmission; 
hence, the PRR of each node is similar. However, one can see that the PRR in the 
mobility case is higher because nodes can move in the simulation area and have more 
chances to select better neighbors for packet transmission. There is a difference of about 
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7% of PRR between these two cases. The average PRR of the network is approximately 
87% when all nodes are static, while the average PRR is about 94% in the mobility 
case. 
The simulation results also show that if the routing table size is greater than 10, the 
higher PRR can be achieved, approximately 97% with the network size of 30 nodes and 
the maximum buffer loss is about 1.5 % in nodes (shown in Figure 7.15). 
7.2.4.3 Scenario 3: Multi-sink auto-connection 
 
Figure 7.16: Transportation of containers in a harbor. 
In this section, a logistic scenario in a harbor is used for simulation (Figure 7.16) to 
consider the capability of multi-sink auto-connection. The containers are moved from 
the storage yard to the crane area, and then they are loaded onto the ship. 3 WSNs with 
3 sinks are assumed to exist in this scenario so that every container can connect to them 
to transmit the data packets. Each data packet contains information about the 
environment conditions monitored by the sensors inside the container. 
A mapping scenario shown in Figure 7.17 is created to simulate the communication 
progress of the moving container. There are four areas: 1, 2 and 3 are where the moving 
sensor node (container) can connect to sinks to send packets and area 0 is the range in 
which sensor nodes cannot transmit data because of a very weak signal. The sink 
addresses in area 1, 2, and 3 are 0, 20, and 40. The positions of sensor nodes in these 
WSNs can be random or deterministic. The mobile node (address 60) has a speed of 2 
m/s and moves through three sensor networks. 
 
Figure 7.17: Mapping scenario – multiple sensor networks. 
The communication of the mobile node is recorded at each sink to which it connects by 
counting the number of packets that the appropriate sink receives from sensor node 60. 
The result in Figure 7.18 shows that when the mobile node connects to the sink (0, 20, 
or 40), the mobile node transmits packets to this sink. Hence the number of packets 
received by that sink increases accumulatively; otherwise (when the mobile node is in 
other areas) this value is unchanged. 
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Hence, during its movements, the mobile node can keep any connection with any sink 
when it has an opportunity. In the case where it is out of coverage, it can keep the 
packets in local memory for retransmissions at the next opportunity. 
  
Figure 7.18: Packets sent by mobile node are received at each sink. 
7.2.4.4 Time synchronization 
In the simulations, by using the trace technique to see the events of simulation runs, the 
local time in each node is updated frequently by its local timer or when the node 
receives a new beacon. This indicates that the entire network is kept synchronized 
successfully. 
7.2.4.5 Confidence Interval 
To evaluate the reliability of the simulation results, 2 cases in the previous scenario in 
section 7.2.4.2 are simulated 10 times with 10 different seeds to measure the average 
PRR of the network to find the confidence interval. The configuration is set as shown in 
Table 7.1. 
In this table, one can see that the variance is very small and similar to that in the cases 
of static networks, which indicates that the results are precise. Having a look at Figure 
7.13, with the network size of 20 nodes and 30 nodes, the comparison between the 
results shown in this figure and in Table 7.1 are described as follows: 
 If all nodes are static and located randomly, the average PRR of the whole network 
is about 94% in Figure 7.13 (corresponding to row 1 in Table 7.1). 
 If all nodes are located randomly and mobile, the average PRR is approximately 
90% in Figure 7.13 (corresponding to row 2 in this table). 
Table 7.1: Confidence Interval. 
Scenario Mean Variance Cl = 90% Cl = 95% Cl = 99% 
Random - Static - 100x100 - 
20 nodes 94.13 3.52 94.13 ± 1.08 94.14 ± 1.34 94.13 ± 1.93 
Random - 300x300 - 30 nodes 
- Mobility - 5m/s 90.48 1.83 90.48 ± 0.78 90.48 ± 0.96 90.48 ± 1.39 
Sink 20  
connected 
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In this simulation part, the results show that the performance of the routing protocol is 
rather good. The PRR is greater than 90% in most cases examined. A set of parameters 
for the configuration is also investigated to achieve the highest PRR. It is believed that 
this routing model is also well-suited for many applications where mobility is 
considered. 
7.2.5 Context-aware application 
7.2.5.1 Scenario 1: Environmental condition context-awareness 
To investigate the context-aware model mentioned in Chapter 4, a container with 20 
packages equipped with sensor nodes is used for 6 hours of simulated time. The 
container also has a gateway to connect with the IP network and it is assumed to be 
transported to the destination. During the transportation, the routing protocol ensures 
that the connections among sensor nodes inside the container are always established. 
However, the connection between the gateway and the IP network may be disconnected 
due to the coverage. Each sensor node is powered by two AA batteries with the capacity 
of 2800 mAh [ENR10]. The monitoring temperature is reported every 10 seconds if 
nodes use the normal operation mode. Nodes can be configured to operate in normal 
mode or context-aware mode. In the context-aware mode, they use context-aware rules 
to decide about their actions. For evaluation, all data packets are monitored and logged 
at the gateway. 
 
Figure 7.19: Connection of nodes in context-aware scenario. 
After booting, thanks to the routing protocol, the connectivity of the network is 
successfully established as shown in Figure 7.19.  
Node 7 and node 18 are configured to operate in context-aware mode while others use 
the normal operation, which has a periodical data rate. The temperature variations of 
these nodes are shown in Figure 7.20 and 7.21 (the dashed lines). The context-aware 
rule used in node 7 is: 
(1)  IF TEMPERATURE GREATER THAN 35 ( C) THEN SEND_PACKET     
and in node 18:
(2)  IF TEMPERATURE IN_RANGE [35, 50] ( C) THEN SEND_PACKET    
Figure 7.20 and 7.21 shows the number of sent packets and received packets in both 
cases: normal and context-aware operation mode. The number of packets sent by these 
nodes (node 7 and node 18) increases if both conditions (1) and (2) are true. Comparing 
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with the number of packets received by the gateway in the case when context rules are 
not used, the generated load reduces significantly (e.g., from approximately 2000 
packets down to 1000 packets in Figure 7.20). 
 
Figure 7.20: Temperature process and no. of received packets generated by node 7. 
 
 
Figure 7.21: Temperature process and no. of received packets generated by node 18. 
7.2.5.2 Scenario 2: Connection context-awareness 
In this scenario, the connection between the gateway and the IP network in the scenario 
1 is changed as in Figure 7.22. The other nodes in the network are aware of the 
disconnection by a notification message sent from the gateway. In this context, the best 
solution is that nodes should transmit their sensed data when the connection between 
gateway and IP network is available. Otherwise, nodes store their packets in memory 
for the next transmission when the gateway connects to the IP network again. Nodes can 
be configured with normal or context operation mode. For evaluation, all data packets 
are monitored and logged at the gateway and at local nodes during 3 hours for analysis. 
All nodes except node 18 are configured to run in the normal operation mode, which 
report the sensed temperature in a data packet every 10 seconds. Only node 18 runs in 
context-aware mode with two following rules: 
(3)  IF GW_DISCONNECTED THEN STORE_PACKET  
(4)  IF GW_CONNECTED THEN SEND_PACKET   
For comparison, the number of sent packets and received packets of node 13 which is 
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captured at the gateway is shown in Figure 7.22. It can be seen that node 13 lost all its 
packets (370 packets) during the time that the gateway was disconnected because it is 
not configured to react with the surrounding context. 
 
Figure 7.22: Connection and number of received, sent packets. 
In contrast, Figure 7.23 shows the data collected from one node (node 18) and its local 
actions. One can see in the figure that the sensor node 18 only sends the packets when 
the connection is available in the first hour, afterwards it stores packets in local memory 
(if the memory is not full) in the second hour to avoid the loss of packets. This is 
indicated by the increase of received packets and the stored packets in the figure. When 
the gateway can reconnect to the IP network in the last hour, node 18 transmits all its 
sensed packets and its stored packets. Hence, the number of stored packets decreases in 
Figure 7.23 and the number of sent packets and received packets are the same which 
means that node 18 does not lose any packet during the simulation time. Logically, 
because the monitoring application is real time, the data should be sent immediately 
when the gateway can connect to the IP network outside. Therefore, each sensor node 
should only store the data when it cannot transmit them due to the disconnection 
because the memory of each node is small.  
The increase of received packets during the third simulated hour is not so rapid because 
each node schedules to transmit stored and sensed packets equally (see section 4.5.7.3). 
 
Figure 7.23: Connection and number of sent, received and stored packets. 
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7.2.5.3 Scenario 3: Generated traffic 
In order to have a closer view on the traffic of the whole network, all 20 sensor nodes 
(in scenario 1) are configured for normal operation and for context-aware operation with 
the same context settings as in Scenario 1 (the same temperature template and the same 
context rule). Because the nodes only send packets in 3 hours (when the rule matches), 
the total traffic generated in the network reduces by half. Moreover, the reduction of 
traffic in each node leads to a decrease of multi-hop load for the other nodes that are 
responsible for forwarding packets. Table 7.2 shows the number of sent packets in 
previous scenarios. 
Table 7.2: Generated traffic in scenarios. 
Scenario  Context-aware mode (packets) 
Normal mode 
(packets) Reduction (%) 
1 Node 7 1073 2147 ~ 50% 
1 Node 18 1391 2121 ~ 35 % 
2 Node 13 709 1079 ~34% 
3 Network 19889 39950 ~ 50% 
Theoretically, the generated traffic reduction is equal to the rate of total time when the 
context rules are matched over the total running time of each node. This factor is also 
shown in the Table 7.2 with the same values. Hence, the definition of context from 
users is very important because it can affect the efficiency of the network considerably. 
Using PowerTOSSIM-z [PCC+08] in the simulation for energy analysis, each node in 
the 20 nodes network consumes approximately 139 mAh during 6 simulated hours at 
the sampling rate of 10 seconds. The energy consumption is presented in more detail in 
section 7.2.7. 
7.2.5.4 Scenario 4: Context-awareness of Time  
In the topology depicted in Figure 7.19, 19 sensor nodes (1-19) are configured to 
transmit the environmental temperature from early morning until night. In order to see 
the timing precision, the trigger time is set up with the unit: [second]. The sink 0 
collects the packets from the other nodes. The simulated time is 24 hours, which is long 
enough for every node to send its packets.  
By looking at the Table 7.3, in which the transmitting time is the time when nodes send 
a packet and the receiving time is the time when the sink receives that packet, one can 
see that the accuracy of trigger action is very good. The maximum error between the 
trigger time and the transmitting time is about 1 second (in node 10) although the delay 
in the MAC layer is not taken into account in this simulation, and all packets are 
successfully received at the sink without any failure. 
In this scenario, each node can send only one packet in 24 hours (1 day) because the 
trigger time is matched with the local time only once. However, for flexibility, a mask 
can be used to mask the local time with the trigger time for multiple transmissions.  
One important thing is that the time used in Table 7.3 is the simulated time of the 
simulator; hence, the precision is considered up to the scale of milliseconds. The 
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simulation also uses the timing synchronization (mentioned in section 3.2.7.1) in this 
scenario and maximum error between trigger time and receiving time is 1 second as 
well. This is important because when the nodes run in real deployments, they can only 
rely on the implemented timing synchronization to be aware of time. 
Table 7.3: Time context-awareness. 
  Trigger time Transmitting time Receiving time 
Node Id Date (dd.mm.yy) 
Time 
(hh:mm:ss:ms) 
Date 
(dd.mm.yy) 
Time 
(hh:mm:ss) 
Date 
(dd.mm.yy) 
Time 
(hh:mm:ss) 
0 29.04.2010   29.04.2010   29.04.2010   
1 29.04.2010 01:01:01.00 29.04.2010 01:01:01.00 29.04.2010 01:01:01.116 
2 29.04.2010 02:02:02.00 29.04.2010 02:02:02.20 29.04.2010 02:02:02.209 
3 29.04.2010 03:03:03.00 29.04.2010 03:03:03.30 29.04.2010 03:03:03.317 
4 29.04.2010 04:04:04.00 29.04.2010 04:04:04.40 29.04.2010 04:04:04.412 
5 29.04.2010 05:05:05.00 29.04.2010 05:05:05.50 29.04.2010 05:05:05.515 
6 29.04.2010 06:06:06.00 29.04.2010 06:06:06.60 29.04.2010 06:06:06.619 
7 29.04.2010 07:07:07.00 29.04.2010 07:07:07.70 29.04.2010 07:07:07.712 
8 29.04.2010 08:08:08.00 29.04.2010 08:08:08.80 29.04.2010 08:08:08.820 
9 29.04.2010 09:09:09.00 29.04.2010 09:09:09.90 29.04.2010 09:09:09.902 
10 29.04.2010 10:10:10.00 29.04.2010 10:10:11.00 29.04.2010 10:10:11.019 
11 29.04.2010 11:11:11.00 29.04.2010 11:11:11.10 29.04.2010 11:11:11.114 
12 29.04.2010 12:12:12.00 29.04.2010 12:12:12.20 29.04.2010 12:12:12.213 
13 29.04.2010 13:13:13.00 29.04.2010 13:13:13.30 29.04.2010 13:13:13.307 
14 29.04.2010 14:14:14.00 29.04.2010 14:14:14.40 29.04.2010 14:14:14.412 
15 29.04.2010 15:15:15.00 29.04.2010 15:15:15.50 29.04.2010 15:15:15.505 
16 29.04.2010 16:16:16.00 29.04.2010 16:16:16.60 29.04.2010 16:16:16.610 
17 29.04.2010 17:17:17.00 29.04.2010 17:17:17.70 29.04.2010 17:17:17.720 
18 29.04.2010 18:18:18.00 29.04.2010 18:18:18.80 29.04.2010 18:18:18.802 
19 29.04.2010 19:19:19.00 29.04.2010 19:19:19.90 29.04.2010 19:19:19.905 
 
There is a regular pattern of the delay between trigger time and transmitting time. After 
looking more closely, it is found because of two reasons: 
 The booting time is set in sequentially. Hence nodes with higher addresses will 
process data later. 
 Although a node does not send a packet when the trigger time is not matched with 
the local time, the node also has to sample and process the data and this takes time. 
Because TOSSIM also processes the events sequentially, the time is accumulated 
from node 0 to node 20. However, in the implementation, the time comparison is 
performed between the local time and the context-triggered time, which both have 
the accuracy of 1 second. This means that the maximum error between these points 
of time is 1 second. This explains why the difference is less than 90 milliseconds 
between the trigger time and the transmitting time in Table 7.3. 
7.2.5.5 Scenario 5: Context-awareness of environment in a warehouse 
In this scenario, a food warehouse with the dimensions of 80m x 80m is used for 
simulation. It has 16 equally-dimensioned square rooms as shown in Figure 7.24. Each 
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room has a sensor node to monitor the environment inside and a local alarm system to 
warn in case of unexpected events such as high temperature. All sensor nodes (1..16) 
form a sensor network to report the sensed data to the sink node (node 0) every 10 
seconds. Nodes use the routing protocol ODEUR+ [SWT+09-08] for data transmission. 
Only node 0 is connected to a central HVAC system so that it can regulate the 
temperature in all rooms of the warehouse. In the simulation, it is assumed that room 8 
contains frozen food which requires a temperature of -18 C inside, while the others 
keep the temperature at +4 C. 
 
Figure 7.24: Layout of the warehouse and connectivity of nodes [SWT+10-09]. 
Because the details of controlling the HVAC system are out of this work’s scope, for 
simplicity, it is assumed that the HVAC system is controlled by a digital signal. If this 
control signal is 1, it means that the HVAC system is activated. 
In the scenario, node 8 uses the following rule in its context-aware mode: 
(5)  IF TEMPERATURE GREATER THAN -18 C THEN TRIGGER_ALARM   
(6)  IF TEMPERATURE GREATER THAN -18 C THEN SEND_PACKET 
The above rule (6) only processes the originating packets of a local node. It is not 
applied for the forwarding packets from the neighbors because the local node does not 
know the contexts of the neighbors. 
 
Figure 7.25: Variation of temperature and alarm signal of node 8. 
The environmental temperature in room 8 is assumed to change following the template 
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chart in Figure 7.25. This figure also shows that the local alarm signal is triggered 
immediately when the temperatures increase above the defined threshold in node 8. 
7.2.5.6 Scenario 6: Context-awareness at central management system 
Different from the previous scenario, in this scenario, the context-awareness is applied 
at the central management system level. Actuators are used to react to the changes of 
environment from the central management system (e.g., WiSeCoMaSys mentioned in 
Chapter 5). All nodes except node 0 in scenario 2 are configured to report their sensed 
temperature every 10 seconds. The preset temperature in the rooms is +3 C. However, 
node 0 acting as the central manager will monitor all the data from the rooms (via 
sensor nodes) in this warehouse. If more than 10 rooms have temperatures higher than 
+6 C, this node will trigger the HVAC system to adjust the temperatures in the rooms 
of the warehouse. 
Figure 7.26 shows the monitored temperatures of node 1, 2, 3, and 4 (other nodes have 
similar temperature curves). At the time of the 60th minute, the temperatures in the 
rooms suddenly increase due to unknown reasons, and exceed a value of +6°C some 
minutes later. Because node 0 can monitor all these changes, it triggers the HVAC 
signal to adjust the air-conditioning system to keep the temperatures in rooms at +3 C 
again. When the temperatures go down, node 0 turns off the HVAC system since the 
monitored values are in the normal state again. This process is running in real time so 
the overall temperature is automatically kept at the temperature below the defined 
setting. 
 
Figure 7.26: The change of temperature is prompted by HVAC control signal. 
7.2.6 Localization 
In this part, the Linear Weighted Centroid Localization algorithm (LWCL) [SWT+09-
09], which is described in Chapter 4, provides a technique to identify the positions of 
nodes locally. The accuracy of this RSSI-based localization process depends on many 
factors such as environment, the speed of localized nodes, etc. In order to investigate the 
properties of this technique, two signal propagation models are used in this simulation 
part: 
 Free space model where signals from the sender can go directly to the receiver 
without reflection or diffraction. 
 Log-distance model, where signals have to propagate in solid environments such as 
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communication in water or in a fully-loaded container. 
Some issues will be considered in more detail in the next sections as follows: 
 The localization error is defined as the difference between the real position and the 
estimated position of a localized node. 
 How does the number of anchors (see Chapter 4) affect to the precision of the 
localization process? 
How is the localization error affected by the layout of nodes in the network?
 How do node movements affect the accuracy? 
7.2.6.1 Scenario 1: Free-space scenario description 
In this scenario, a WSN setup is simulated which represents a logistic harbor where 
many containers are stored and occasionally moved. It is assumed that each container is 
represented by a sensor node and the container can be moved to a location in this harbor 
where it waits for further transport. In order to simulate mobility in the scenario, a 
mobile container moves along a specific path (shown in Figure 7.27) in this area. All the 
parameters of both the static nodes and the mobile node are measured at the base station 
during the simulation time of one hour. The target of the simulations is to estimate the 
position of each container in a given area at the harbor. An area of 240m x 240m, 
containing 21 addressed sensor nodes, is used as the topology for a logistical simulation 
scenario. 
 
Figure 7.27: Topology for localization scenario. 
The positions of nodes in this area are fixed to form a grid network. There are 1 mobile 
and 20 static nodes. Among the 20 static nodes, 7 sensor nodes are chosen as anchors 
with their positions located at the border of this area to reduce the localization error 
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[BT05] and the base station is considered as an anchor as well. The mobile node can 
move at a given speed between 1m/s and 10m/s. Every node transmits the monitored 
temperature to the base station at intervals of 60 seconds, in a packet with a standard 
size of 29 bytes. The period of exchanging localization information is 2 seconds. The 
power level is set to 0 dBm for all nodes. Both CL and LWCL algorithms are used for 
comparison. 
The following section describes the simulation results as well as the effects of parameter 
values. 
 
Positions of nodes 
 
Figure 7.28: Location of nodes after estimation. 
Figure 7.28 shows the result of the localization simulation in a static network. It is clear 
that the estimated positions of the anchor nodes and the base station are the same as 
their real positions. Sensor nodes in the centre of the area have better position 
estimations because they receive sufficient information from neighbor nodes in all 
directions (e.g., node 7 or 12). Otherwise, the border nodes, such as node 5 and node 14, 
achieve a poor estimation because fewer range measurements are available for the 
border nodes. These estimations tend to be towards the direction from which they 
receive more location information (e.g., the position of node 5 will be pulled to the 
right, from where it receives beacon messages from node 6, while there are none from 
the left where there is no neighbor node). Hence, in order to have a high accuracy, this 
algorithm should be deployed in a grid network with surrounding anchor nodes. 
In this simulation, the accuracy of LWCL and CL are the same because the distances 
between nodes are the same. Therefore, the weighted coefficients (mentioned in section 
4.4.2) based on RSSI or distances as well from one localized node to neighbor nodes are 
annulled. This results in LWCL converging to the CL algorithm. The accuracy 
comparison between LWCL and CL will be presented in the next sections. 
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Mobility 
In the next scenario, mobile node 20 is configured to move along the movement path 
that is shown in Figure 7.27. Here, the goal is to investigate the effect of movement to 
the accuracy of position estimations. The results in Figure 7.29 show that the estimation 
accuracy of the static node 7 decreases with the increase of the mobile node’s speed. At 
the speed of 1m/s, the estimation is accurate with an error of approximately 20m. 
The pattern of the localization error in this figure is regular because the mobile node 
circulates on a specific path during the simulation time. 
 
Figure 7.29: Localization error node 7 (mobile node 20 moves with different speeds). 
Unfortunately, the position estimation of the mobile node 20 is inaccurate (shown in 
Figure 7.30). With the lowest speed of 1m/s, the localization error of the mobile node 
also varies considerably. This is because of the asymmetry of the topology when the 
mobile node moves across the area; therefore, the number of beacon messages received 
from all directions is not always the same. This leads to the inaccurate estimation of 
mobile node 20 because the LCWL algorithm relies on the centroid property. 
 
Figure 7.30: Localization error of mobile node 20 during its movement. 
When the speed of mobile node 20 increases, its localization error also rises 
correspondingly. The node movement affects both its localization error and the 
estimates of other nodes because localized nodes calculate their positions based on the 
updates from others. 
In order to see the relation between the rate of exchanging localization information and 
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the accuracy, the beacon period is changed to 1 second and 10 seconds. The speed of the 
mobile node is kept at 1 m/s. Figure 7.31 shows the estimated paths of the mobile node 
in two cases. As expected, when the beacon period is low, the estimate of the 
localization process is more accurate, which can be seen in the figure. This is because 
the localization information is exchanged faster between nodes (see Chapter 3); hence, 
the mobile node can receive more updated information during its movement. In 
contrast, with a speed of 1 m/s and the beacon period of 10 seconds, the mobile node 
uses the out of date localization from neighbors for 9 seconds before it can receive the 
updates. This means that its estimate is inaccurate in this duration. 
 
Figure 7.31: Estimated path of mobile node 20 in two cases: 
beacon period is 1 second and 10 seconds. 
 
CL and LWCL 
 
Figure 7.32: Localization error of static node 7 using CL and 
LWCL in the random network. 
To compare the results of CL and LWCL, a grid random network with 21 nodes is 
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simulated and the location information of static node 7 is monitored to investigate the 
results. Figure 7.32 shows that the estimation using LWCL is approximately 2m more 
accurate than with CL because LWCL considers the signal strength as a factor for 
estimation. 
 
Density of anchor nodes 
The estimation of node positions does not only depend on the previous factors, but also 
on the density of anchor nodes. In order to investigate this, a larger area of 240m x 
600m with 51 nodes is also simulated. 16 anchor nodes are located in the border as well 
as in the centre of the area (shown in Figure 7.33). The simulation result reveals the 
same implications as the previous simulations for the smaller area. 
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Figure 7.33: Node estimates of LWCL in the area of 240m x 600m. 
The estimation of central nodes such as node 22 is more accurate than that of the border 
nodes. The localization error of the static central node 22 is shown in Figure 7.34, in 
which an error of 2.5m can be achieved as a very good estimate. 
Moreover, from the results shown in Figure 7.29, 7.30 and 7.34, the convergence time 
of LWCL is about 100 seconds, which is fast enough for most logistic applications. 
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Figure 7.34: Localization error of static node 22 in the area of 240m x 600m. 
 
Estimation accuracy 
Suppose that the maximum distance between the real position and the estimated 
position is 72m, which is the coverage radius of a sensor node [BGG+07], the estimation 
accuracy (in % unit) can be calculated based on the localization error. Figure 7.35 
illustrates that with the use of LWCL, the accuracy can be over 80% for the central 
nodes in this area. It also shows that the border nodes have worse estimates than the 
others in the network. In order to avoid this, the anchor nodes should be located at the 
border of the network. Several anchors in the center also help to improve the accuracy. 
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Figure 7.35: Accuracy of node estimates. 
Table 7.4 demonstrates the average accuracy of the estimation from several simulations 
and shows that a higher density of anchor nodes leads to higher accuracy. It also clearly 
shows that LWCL provides a better position estimation than CL in all scenarios. 
To provide a flexible way for configuration of anchor positions, a module is also 
integrated in the system mentioned in Chapter 5 so that users can configure the 
positions of anchors and set the anchor mode for sensor nodes as well during the 
7.2   Simulation 135 
operation time. This can be done by sending commands from the user’s side through the 
base station to the whole network. In addition, with the attachment of one GPS device 
on the base station, the local positions may be combined with the GPS position to 
provide a global position when necessary. Although only 2D scenarios were simulated 
here, 3D cases can be implemented by extending the system to three coordinates (x, y, 
z) instead of 2. There might be other algorithms, which can give more accurate position 
estimations. However, it should be kept in mind that a trade-off between the complexity 
of the algorithm and the accuracy exists. In logistic scenarios as described here, a 
container has the maximum length of about 12m so a localization error of some meters 
can be acceptable. 
Table 7.4: Average accuracy (%) versus density of anchor nodes. 
Simulation scenario Density of anchor nodes (1/m
2) 
0.00011111 0.0001389 
Grid network – CL 66.33 % 82.71 % 
Grid network – LWCL 76.36 % 87.90 % 
Grid random network – CL 65.54 % 71.75 % 
Grid random network – LWCL 75.48 % 80.55 % 
7.2.6.2 Scenario 2: Log-distance scenario description 
When the WSNs are deployed in solid environments such as water or goods, the signal 
attenuation is usually more complicated than that in a free-space environment because 
there are many phenomena happening with the signal propagation (e.g., reflection, 
refraction). Therefore, the following simulation scenario is investigated to examine the 
precision of LWCL algorithm inside a fully loaded container. 
 
Scenario description 
 
Figure 7.36: Connectivity of nodes inside the container. 
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A container with 76 nodes is used in this scenario in Figure 7.36. There is one beacon 
node (red color), which is responsible for broadcasting beacons to the network. 27 
anchor nodes (green color) are attached at fixed positions inside the container. Although 
the package can contain many types of products, in this scenario banana packages are 
considered for the simulation because the signal propagation model in [BJT+08] is used 
in this simulation. 
Each package will have a sensor node (blue color) at the center position of the package 
or at a random position inside package, which has dimensions 1m x 1m x 1m. A 3D 
relative axis is chosen as shown in the figure. The beacon and data period are set at 10 
seconds. This scenario is simulated for 60 minutes of model time. The localization 
algorithm used in this scenario is LWCL with a log-distance propagation model 
[BJT+08], which is mentioned in Chapter 4. Based on the routing protocol, all nodes 
inside the container can communicate to transmit their temperature to the sink, which is 
indicated by connectivity of the topology shown by green lines in Figure 7.36. It can 
also be seen that the anchors can communicate with other anchors because the container 
usually has some free space in the top or at the bottom, which has air environment while 
the localized nodes are only inside the cargo, e.g. surrounded by bananas [YBJ+09]; 
hence, they have higher attenuation of signal strength. 
 
Positions of nodes 
 
Figure 7.37: Real position and estimated position of nodes inside the container. 
After collecting position estimates of each node from the network, the localization error 
is calculated to measure the accuracy of the localization process. All anchor nodes are in 
the correct positions. The circles with cyan color in Figure 7.37 are the estimated 
positions of localized nodes, which are put at the center of the packages. All of these 
estimates tend to be pulled to the middle space of the container. This is because the 
density of localized nodes in the middle of the container is higher than anchor nodes; 
hence a localized node will be pulled to the direction from which it can receive more 
neighbor location information. 
7.2   Simulation 137 
Localization error 
 
Figure 7.38: Accuracy of node estimates. 
Both LWCL and CL are used for simulations to see the localization error of each 
algorithm in both cases: the sensor node is placed randomly or at the center of each 
package. Figure 7.38 depicts that the results are similar in all cases. However, the 
average localization error of LWCL and CL in case of fixed sensors is about 0.464m 
and 0.457m, which is lower than in case of random sensors (0.489m and 0.502m). The 
difference between results of LWCL and CL is not too much because the change of 
node position in the package is very small: only 0.5m from the center of package to the 
border of the package. 
 
Figure 7.39: Localization error of estimates in node 58. 
Figure 7.39 displays the localization error of simulated cases over time. It can be seen 
that the LWCL in the fixed sensor network has the fastest convergence while in other 
cases it takes more than 12 minutes to reach a stable localization error. 
Node 28 and 75 at the border and node 58 in the middle of the network are used to see 
whether node positions affect the localization error. Table 7.5 shows the comparison of 
localization error between border node and middle node. As expected, the middle node 
58 has a low error in both cases because it can receive neighbor information updates 
from all sides while both of the border nodes 28 and 75 cannot. 
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Table 7.5: Localization error of border node and middle node using LWCL. 
Scenario 
LE (m) 
Border node 28 Border node 75 Middle node 58 
 Fixed sensor network 0.89 1.29 0.85 
 Random sensor network 1.05 0.77 0.68 
 
PRR and hops 
In the simulation, the PRR of nodes are also captured to see the performance of the 
design in a solid environment. The simulation results in Figure 7.40 also show that the 
PRR of the fixed sensor network is approximately 80%, which is higher than that of the 
random sensor network (approximately 5% higher). This can be explained because in 
the random network, the distance between nodes may be farther than in the fixed sensor 
network. This leads to the fact that each node has less good neighbors for 
communication. Hence, some nodes have a poor PRR in the case of random sensor 
placement (e.g., node 44) while most of the anchor nodes have better PRR. 
Moreover, the average number of hops in both cases is the same (3.48 hops). However, 
the maximum number of hops in the random sensor network is 8 while the fixed sensor 
network has a maximum of 7 hops. 
 
Figure 7.40: PRR of nodes inside the container. 
By comparing the localization error with the size of the container, it becomes clear that 
a localization algorithm based on RSSI cannot gain a precision under 1 m. Therefore, 
LWCL should only be used in a free space environment where a localization error of 
some meters is acceptable. The following are the reasons that make the RSSI based 
LWCL estimates not so good: 
 RSSI is sensitive and unstable in short measurements while the dynamics of 
topology require a fast update in a localized node from neighbors. 
 Because LWCL is a multi-hop localization algorithm, the error of estimates from 
neighbors also affects the estimate of the localized node. 
 In simulated scenarios, which have more than one propagation model, LWCL 
cannot be applied because it is RSSI-based and it relies on an identical environment 
for distance estimation. For example, in such an investigated container, there are air-
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air, air-banana, and banana-banana links as well [YBJ+09], so that it is very 
complicated to estimate the position relying on the signal propagation. 
 Moreover, LWCL needs a given propagation model for estimation, which cannot 
completely be satisfied in every environment (e.g., goods inside container can be of 
any kind; therefore their attenuation characteristics are probably unknown). 
However, if WSNs are deployed in a free-space environment, LWCL is expected to 
achieve a good estimation of positions. This is discussed further in section 7.3.3, where 
experiments are examined.
7.2.7 Energy consumption 
Battery and Energy are also important metrics, which are representative of the lifetime 
of sensor nodes. Understanding the consumption of energy can help to optimize the 
operation of nodes to prolong their operation times, which are significant in case nodes 
are transported during a long time (e.g., in logistic transportation scenarios). In this 
section, the battery and energy consumption are examined in two scenarios:  
 In normal modes: all nodes report their data periodically 
 In context-aware mode: nodes transmit packets depending on the contexts 
mentioned in Chapter 4. 
7.2.7.1 Energy consumption in Routing and Data transmission 
In this scenario, a network with 30 nodes in an area of 300m x 300m is simulated. Every 
node transmits data packets at the data rate of 0.2 msg/s. The beacon interval is 4 
seconds. Each node uses two AA batteries with the standard capacity of 2800 mAh 
[ENR]. The simulated time is 1 hour. 
When analyzing the trace file of the simulation using PowerTOSSIM-z [PCC+08], the 
consumption of all devices in the sensor node (MCU, LEDs, Radio) are shown in Figure 
7.41. It can be seen from the figure that in 1 hour of operation, most of the energy is 
used for radio transmission. LEDs also consume about 50 J, however they can be turned 
off to save energy because the purpose of using LEDs is to indicate problems or 
signaling when they happen. One interesting thing is that the operation of the MCU 
takes only approximately 3.24 mJ because the MCU switches between the active state 
and the power-down state when it does not have any job to process. In active state, the 
MCU consumes 8 mA while it consumes only 103 μA in the power-down state 
[SHC+04]. 
From the results above, after simple calculations, each node consumes only about 22 
mAh in 1 hour of operation. It means that a node can be alive for 10.2 days at the given 
data rate of 0.2 msg/s. The length of data packet and beacon in this simulation is 42 
bytes and 21 bytes. In one simulated hour, the number of generated data packets is 720 
and the number of beacons is 900. Because the out of date beacons are suppressed (see 
Chapter 3); hence, a node only transmits the new beacon once. From that, the energy 
consumed to transmit 1 byte is 22 mAh / (720*42+900*21) = 0.099 μAh. If the data 
period is 10 minutes and the beacon period is unchanged, the node can survive for 123 
days, assuming that a node can work until the batteries are empty and the self-
discharging characteristic in batteries is negligible. The results suggest that the proposed 
design can be used for long lasting deployments. The calculation above is based on 2 
7   Evaluation 
 
140 
hop communication, which does not consider the forwarding packets. Hence, in reality, 
the lifetime of each forwarding node is shorter. 
 
Figure 7.41: Energy consumption of all devices in nodes. 
7.2.7.2 Energy consumption in Context-aware application 
For a deeper investigation on energy consumption in nodes, a 2-node network is used 
because the forwarding traffic is not considered here. In this scenario, node 0 is the 
receiver and node 1 the transmitter. Node 1 uses the context rule (1) with the 
surrounding temperature variation in Figure 7.42. The total current in node 1 is about 33 
mA when the context rule is matched. 
 
Figure 7.42: Current inside node 1 in 6 minutes of simulated time. 
The simulation also shows that approximately 46000 mJ is consumed in 6 simulated 
minutes if the context mode is used instead of 47000 mJ in normal mode. If there is 
only routing data present, node 1 takes only 44800 mJ (shown in Figure 7.43). The 
energy is consumed by all the devices in a sensor node such as radio, LEDs, MCU. 
By looking at the Figure 7.43, it seems that the routing consumes too much energy in 
the simulation. As one can see that the energy consumption of radio in three cases are 
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almost the same. This is because a sensor node always consumes a radio current of 19.7 
mA [PCC+08] for listening even though it does nothing at all (see Figure 7.42).    
Excluding the energy for radio listening, with only the routing, each node takes 
approximately (44804-42439)/2 = 1182 mJ while in the normal mode and context mode 
each node consumes 2333 mJ and 1776 mJ respectively. 
 
Figure 7.43: Energy consumption of routing, normal mode, 
and context-aware operation mode of two nodes. 
The average current consumed inside a node is given in Table 7.6, which indicates that 
the routing consumes very little energy (only 0.14 mA) and the data transmission costs 
more (approximately 0.75 mA) than routing because the data packet is longer than the 
routing beacon (see Chapter 3). In all cases, the beacon period is 4 seconds while in the 
normal operation, the data period is 10 seconds and in the context-aware mode, the 
sampling period is also 10 seconds. 
Table 7.6: Average current consumed in a node. 
Case Current (mA) 
Radio listening 19.70 
Local processing (e.g., sampling process) 
without running routing protocol 23.99 
Routing without data transmission 24.13 
Data transmission 24.88 
7.3 Empirical experiments 
In this section, the performance of the proposed model is investigated in real WSNs to 
have a better understanding. Many kinds of networks such as grid, chain, or random 
topology are examined, from a small scale to a large scale, to see how the model 
performs on these topologies. Many important factors are considered to show how they 
can affect the performance of networks. The applications of sensing data and context-
awareness presented in Chapter 4 are also integrated for data transmission. The user-
design software WiSeCoMaSys discussed in Chapter 5 is used to monitor the status of 
the networks, collect data packets from networks, or control the networks. The results 
from experiments combined with simulation results can provide a useful guideline for 
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developers when WSNs are deployed in reality. 
The TelosB mote [CRB10] is the hardware platform, which is used for all of the 
described experiments. Because both 802.15.4 and 802.11b share the same spectrum, in 
all experiments, the radio channel 26 is used to avoid the interference from 802.11b 
networks [SDT+06] because the WLAN deployed in the experiment place uses channel 
1, 6, and 11. 
7.3.1 Routing 
7.3.1.1 Scenario 1: 4-node chain topology 
In order to set up a high traffic network, a chain topology is used with 4 nodes. Each 
node forwards the traffic from the nodes behind it and also sends its local traffic. The 
data and beacon period is set to the minimum value of 2 seconds. The distance between 
2 nodes is approximately 20 cm and the power level of all nodes is decreased down to -
30 dBm to enable the multi-hop routing between nodes (see Table 7.7).  
Table 7.7: Route selection and number of hops in the deployment. 
Node ID BNN Hops 
0 Sink (WiSeCoMaSys) 1 
3 5 3 
5 0 2 
8 3 4 
The sink collects the packets from the network and sends them to WiSeCoMaSys via 
the USB interface using Serial Forwarder [GL10]. All of the traffic from the nodes is 
monitored in 6 hours. The measurements in Figure 7.44 show that under high traffic of 
data and beacon messages, the PRR of all nodes are above 98%, which is excellent.  
 
Figure 7.44: Average PRR of three measurements and message rate of nodes  
in the 4-node chain topology with the confidence level of 90%.  
Theoretically, the message rate of all nodes is 0.5 msg/s; however, in the measurements 
it is about 0.44 msg/s due to the following reasons: 
 The rounding error due to the mathematical calculation which is used in 
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WiSeCoMaSys such as formula (6.17) or (6.18). 
 The technique that is used to measure the traffic (in Chapter 5) which counts the 
number of received messages in a time period. Ideally, when there is no message 
loss, the measured message rate is equal to the setting message rate (0.5 msg/s). 
However, because of the message loss (PRR < 100%), the measured message rate is 
less than the setting rate. 
The end-to-end delay of node 8 is the longest (1095 ms) because this node is located at 
the end of the chain topology, so its packets have to travel through the maximum 
number of hops to reach the sink. 
7.3.1.2 Scenario 2: 12-node grid test-bed 
 
Figure 7.45: 12-node grid test-bed. 
In this experiment shown in Figure 7.45, a 12-node grid test-bed is set up with the 
following configuration: 
 The data period and beacon period are 2 seconds. Hence, the generated data rate of 
network is about 6 msg/s. 
 The power level is reduced to -30 dBm to see the effects of the multi-hop routing 
protocol. 
 Monitoring is performed over 3 hours 
 Retransmission: 3 retries; retransmission time: 100 milliseconds 
Each node transmits temperature, humidity, and light intensity in a data packet to the 
sink. The sink with address 0 is located at the corner to increase the depth of multi-hop 
routing. The distance between nodes is about 15 centimeters. The power of each node is 
supplied by two AA batteries. 
After 3 hours of monitoring and analyzing packets from the network, the results show 
that the average PRR of the entire network is 95.89%. Nodes have a good PRR over 
89% with the depth of multi-hop communication of maximum 4 hops (e.g., node 17 
displayed in Figure 7.46). The average message rate of nodes is the same as in the 
previous experiments (approximately 0.45 msg/s). It can be seen that nodes, which are 
located far away from the sink, will have a higher number of hops. 
For example, node 11 and node 17 have 3 and 4 hops while the closer ones have a lower 
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number of hops. Node 3 and 7 are in the communication range of the sink so that they 
can communicate directly with the sink. Although having a maximum hop distance of 4 
hops, node 17 still has a good PRR of 97%.   
 
Figure 7.46: Average PRR of three measurement and hops of 12-node grid network 
with the confidence level is 90%. 
7.3.1.3 Scenario 3: 22-node random test-bed 
This test-bed is set up with a random layout of 22 nodes. Because of a high node 
density, the data period is set to 10 seconds and the beacon period is 4 seconds. After 5 
hours of logging data packets and doing analysis, it is found that the average PRR of the 
whole network is 96.65%. For this random layout, most of the nodes are in sink range 
so they have a rather high PRR (above 99%), which is shown in Figure 7.47. Node 18 
has 5-hop communication while its PRR keeps at 95% in this scenario. 
 
Figure 7.47: Average PRR after three measurements and hops  
of a 22-node random network with the confidence level of 90%. 
Through measurements in previous test-beds, it is believed that the routing protocol, 
ODEUR+, can work well in many kinds of networks with a rather high PRR. It is also 
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proved that the PRR of all measurements is above 95%, which is a rather good value for 
most applications. The maximum end-to-end delay in all test-beds is approximately 1 
second. 
However, there is also a trade-off between data rate, beacon rate and network density 
which need to be adjusted during the deployment of WSNs when a high PRR is needed. 
One important thing is that ODEUR+ is not a hierarchical routing protocol; hence, it is 
only used in flat WSNs which are popular in most applications. In some scenarios, for 
example, when the routing has to be performed between the nodes inside container and 
between the containers as well, an improvement of this routing protocol is required. In 
such cases, the beacon node (gateway) can act as a beacon node in the lower-level WSN 
(inside a container) and also as a sensor node in a higher-level WSN (between 
containers). Two beacon schemes can be used to enhance this feature in ODEUR+. 
7.3.2 Context-aware application 
7.3.2.1 Test-bed description 
To measure the efficiency of context-awareness in a live sensor network, a 22-node 
network is set up using TelosB motes. Each sensor node is configured to sample the 
environmental conditions (temperature, humidity, and light). Nodes operating in normal 
mode have a data period of 4 seconds. The data packets are logged at the gateway over a 
time of 1 hour for analysis. The protocol described in Chapter 3 is used at the routing 
layer for data transmission. 
7.3.2.2 Configuration and measurements 
After initializing the network, the connectivity of nodes is established based on the 
routing protocol. Figure 7.48 shows the topology in the test-bed, in which the red node 
is the sink and others are sensor nodes.  
Node 13 is set to operate in context-aware mode. It uses a context rule: 
(7)  IF TEMPERATURE GREATER THAN 38 ( C) THEN SEND_PACKET 
The surrounding temperature of this node is manually controlled over time by using an 
external heater which is scheduled to change the temperature shown in Figure 7.49. At 
the same time, node 19 is also configured with the rule: 
(8)  IF LIGHT LESS THAN 20 (LX) THEN SEND_PACKET      
The light shining to the sensor node is manually adjusted by using a box to cover the 
whole node in a scheduled time. All the other nodes use normal operation. All of the 
rules are sent to the nodes at the beginning of the measurement by using the software 
mentioned in Chapter 5, which is designed for collecting the packets, configuring the 
nodes and measuring parameters. 
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Figure 7.48: Topology of context-aware test-bed. 
Figure 7.49 and 7.50 depict the real temperature and light intensity collected at the 
gateway and the number of received packets as well. These show that the context rules 
work well in the given contexts. For example, in Figure 7.49, because the temperature is 
below 38 C during the time between 600 and 1800 seconds, node 13 does not send any 
packet. Hence, the number of packets received from node 13 at the sink keeps constant 
in this interval. Similar results can be seen for the light intensity in Figure 7.50. Because 
all the sensing values (temperature, light) are put in one data packet for transmission 
and the node checks the rules separately, the packet could be transmitted 2 or more 
times when many rules apply to that packet. However, this can be avoided because the 
model has been designed with an action history so that the node can know exactly 
whether it sent the packet or not (see section 4.5.7.1). This also reduces the duplication 
of data packets in the networks when nodes are operating in context-aware mode. 
 
Figure 7.49: Number of received packets increases if the context rule (7) matched. 
Context-aware node
Context-
aware node 
Normal node 
7.3   Empirical experiments 147 
 
Figure 7.50: Number of received packets increases if the context rule (8) matched. 
In addition, only the originated traffic of each node is in the focus of this experiment, 
not the traffic created by data forwarding, because the number of hops through which 
the packets travel can change over time due to the routing. However, if the generated 
traffic of the original node reduces, it also leads to a reduction of the total traffic in 
intermediate nodes (forwarding nodes). Hence, the total load in the network will 
decrease afterwards (see Figure 7.51). 
 
 
Figure 7.51: Comparison of generated traffic of nodes. 
With the proposed context-aware model, it is believed that the logistic items equipped 
with WSNs are becoming more advanced. They not only know their locations, the 
conditions of surrounding environments, but also react with corresponding activities or 
communicate with other similar entities to send data. By being aware of their context, 
these sensor nodes can be easily used for many flexible targets in logistic scenarios to 
increase the communication as well as energy efficiency. 
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7.3.3 Localization 
7.3.3.1 RSSI over distance 
Because the LWCL algorithm mentioned in Chapter 4 uses RSSI to measure the 
distance between nodes, it is necessary to examine the properties of RSSI at different 
distances in the real world. In this test-bed, two nodes are used for RSSI measurement. 
One node is the transmitter (node 1) and the other is the receiver (node 0). The distance 
between nodes and the power level setting of nodes are changed to get different RSSI 
values. 
Figure 7.52 shows the RSSI values over distance and power level. One can see that the 
attenuation of transmitting power decreases over distance but in a non-linear manner. 
Moreover, with the maximum distance of 2 meters between nodes, the power setting 
should be about -7 dBm so that the RSSI can be -60 dBm, which is a normal quality 
link. Moreover, the threshold of the received signal is around -87dBm and the sensitive 
threshold of CC2420 radio chip is about -90dBm [SL06].  
 
Figure 7.52: RSSI over distance and power level. 
7.3.3.2 Scenario 1: 4-Anchor test-bed 
In this experiment, 4 anchors are laid out at the corners in an area of 2m x 2m. A mobile 
node using a LEGO robot [LEG10], which carries one TelosB sensor mote [CRB10], is 
controlled to move to some fixed locations by a cell phone via its Bluetooth interface. 
The mobile node can receive beacons from 4 anchors to estimate its position by running 
its localization process. Then, the estimated position is sent from the mobile node to the 
base station (node 0) to see the result of its localization. Figure 7.53 illustrates the 
topology of the network, the real positions of nodes, and the estimated positions in 
centimeters. 
Table 7.8 shows results of each estimate, in which (x, y) is the real position of the robot, 
(x_e, y_e) is the estimated position of the robot and (e_x, e_y) are errors in both 
coordinates x and y. The localized node 4 in each position (indicated by Position ID) 
estimates its position with a maximum localization error of 0.52 m in position ID 5 (60, 
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40). The most accurate estimate has an error of only 0.29 m at the location (100,100), 
which is the center of the testing area. In this experiment, the localized node directly 
receives the location information from 4 anchors without exchanging the localization 
information via multi-hop. 
 
Figure 7.53: 4-anchor test-bed in an area of 2m x 2m  
and the mobile node using the LEGO robot. 
Table 7.8: Estimation of nodes in 4-anchor test-bed. 
Node ID Position ID x (cm) 
y 
(cm) 
x_e 
(cm) 
y_e 
(cm) 
e_x 
(cm) 
e_y 
(cm) 
LE 
(m) 
0 0 0 0 0 0 0 0 0 
1 1 200 0 200 0 0 0 0 
2 2 200 200 200 200 0 0 0 
3 3 0 200 0 200 0 0 0 
4 4 100 100 73 112 -27 12 0.295465734 
4 5 60 40 100 74 40 34 0.52497619 
4 6 160 40 146 70 -14 30 0.331058907 
4 7 160 140 116 124 -44 -16 0.468187996 
4 8 60 140 98 118 38 -22 0.439089968 
7.3.3.3 Scenario 2: 8-anchor test-bed 
In this test-bed, the number of anchors is increased to 8 to see the precision of location 
estimation when the information exchange is not symmetric and how the estimation 
precision depends on number of anchors. The Figure 7.54 depicts the layout of nodes 
positions (indicated by Position ID in Table 7.9), which forms a uniform grid network. 
The network has 4 similar cells (1, 2, 3, and 4) as shown in the figure. The localized 
node 8 can receive the beacon from all anchor nodes. 
It can be seen in Table 7.9 that the position (100,100) has the lowest error of 0.092m, 
which is lower than in the previous experiment. When the localized node is in this 
position, it is put in a large cell which has 8 anchors; hence it can receive more location 
updates from more anchors at more directions. This leads to a fact that its estimation is 
better accordingly. Examining the estimates of other nodes, their estimation is worse 
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than that of the case of having 4 anchors. The maximum error in this experiment is 
0.87m because the localized node 8 also gets updates from anchors directly, but the 
updates are not symmetric from all directions because of the interference from other 
cells. For example, at the location (160, 40), this node receives more updates from the 
left side than the right side, leading to the fact that its estimated position is pulled to the 
left.  
 
Figure 7.54: 8-anchor test-bed in an area of 2m x 2m. 
Table 7.9: Estimation of nodes in 8-anchor test-bed. 
Node ID Position ID x (cm) 
y 
(cm) 
x_e 
(cm) 
y_e 
(cm) 
e_x 
(cm) 
e_y 
(cm) 
LE 
(m) 
0 0 0 0 0 0 0 0 0 
1 1 100 0 100 0 0 0 0 
2 2 200 0 200 0 0 0 0 
3 3 200 100 200 100 0 0 0 
4 4 200 200 200 200 0 0 0 
5 5 100 200 100 200 0 0 0 
6 6 0 200 0 200 0 0 0 
7 7 0 100 0 100 0 0 0 
8 8 100 100 109 98 9 -2 0.092195445 
8 9 60 40 85 98 25 58 0.631585307 
8 10 160 40 90 92 -70 52 0.872009174 
8 11 160 140 100 114 -60 -26 0.653911309 
8 12 60 140 96 112 36 -28 0.45607017 
 
Therefore, the localized node in one cell of the grid can be interfered by the other nodes 
in other cells. This explains why the positions 9 - 12 have low exactness comparing 
with the results in scenario 1. This confirms an expected property that LWCL only 
works well in a uniform grid network where cells are not overlapped with each other. In 
addition, if more anchors are symmetrically distributed around the localized node, a 
more precise estimation can be achieved. If the localized node is far away from the 
center of the symmetric pattern, the localization is less accurate. Another thing is that 
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the position (160, 40) and (60, 140) are geographically the same; however their 
localization errors are different. This might be because of two main reasons: 
 The RSSI values are not stable at the measurement time. In the design, the RSSI 
used is the real-time RSSI in each beacon the localized node receives. The 
fluctuation of RSSI is changed over distances. [BMP+08] 
 The sensor networks are not bidirectionally symmetric because RSSI asymmetries 
can occur due to oscillator miscalibration issues [SKH06]. The largest asymmetry 
between two directions (forward and backward) is approximately 6 dBm [SDT+06], 
which can generate a significant localization error. 
7.3.3.4 Scenario 3: 13-node test-bed 
LWCL is a multi-hop localization algorithm, which means that a node can do the 
localization process when it receives updates from its neighbors (which are not 
anchors). Therefore, in this test-bed, 13 nodes are laid out as shown in Figure 7.55 to 
evaluate the localization error in a multi-hop network. 
The distribution of nodes in this area is as follows: 
 There is 1 beacon node (base station) with Node ID of 0 (shown in Table 7.10) 
 7 anchor nodes with Node ID of 1, 2, 3, 8, 9, 10, and 11 are located in the border of 
the testing area to reduce the localization error because of asymmetric property. 
 4 fixed localized nodes with Node ID of 4, 5, 6, and 7 operate as neighbor nodes 
 1 mobile localized node with Node ID of 12 can move from Position ID of 12 to 20  
 All nodes run the localization to estimate their locations and report them to the base 
station (node 0). 
 
 
Figure 7.55: 8-anchor test-bed in an area of 6m x 4m. 
Firstly, Figure 7.55 depicts an overview that all estimated positions have a tendency to 
be pulled to the center. Secondly, the nodes located in the middle of this area have lower 
localization errors, which are approximately 1 (m). For example, the location (200,200) 
has an error of 0.73m while the location (100, 300) has a larger error of 1.3m. The 
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center position (300, 200) has the lowest error which is only 0.053m while the 
maximum error of 2.76m belongs to the border location (600, 200). 
Table 7.10: Estimation of nodes in 8-anchor test-bed with multi-hop communication. 
Node ID Position ID x (cm) 
y 
(cm) 
x_e 
(cm) 
y_e 
(cm) 
e_x 
(cm) 
e_y 
(cm) 
LE 
(m) 
0 0 0 0 0 0 0 0 0 
1 1 200 0 200 0 0 0 0 
2 2 400 0 400 0 0 0 0 
3 3 600 0 600 0 0 0 0 
4 4 0 200 269 177 269 -23 2.699814808 
5 5 200 200 259 156 59 -44 0.736002717 
6 6 400 200 324 149 -76 -51 0.915259526 
7 7 600 200 325 169 -275 -31 2.767417569 
8 8 0 400 0 400 0 0 0 
9 9 200 400 200 400 0 0 0 
10 10 400 400 400 400 0 0 0 
11 11 600 400 600 400 0 0 0 
12 12 100 100 287 123 187 23 1.884091293 
12 13 300 100 327 155 27 55 0.612698947 
12 14 500 100 350 160 -150 60 1.615549442 
12 15 100 200 325 169 225 -31 2.27125516 
12 16 300 200 295 198 -5 -2 0.053851648 
12 17 500 200 329 235 -171 35 1.745451231 
12 18 100 300 217 234 117 -66 1.343316791 
12 19 300 300 248 221 -52 -79 0.945780101 
12 20 500 300 364 183 -136 -117 1.794017837 
 
After above experiments, it can be inferred that: 
 Due to the limitation of hardware platform in measurements (e.g., RSSI 
measurement) and the requirement of an identical propagation environment, LWCL 
can work in free-space environment with the localization error of some meters. 
 If the localized node is placed in an asymmetric location, its estimation has the 
tendency to be pulled to the direction from which it receives more updates. 
Therefore, LWCL is suitable for deployments of uniform grid networks if the 
localized node positions are aligned with the surrounding grid. 
 If a higher number of anchors is distributed symmetrically around the localized 
node, the localization error is lower. 
 The estimates from neighbors also affect the estimation of the localized node.  
 The border nodes always have a worse estimation than that of middle nodes. This 
can be enhanced by putting more anchors in the border. 
 RSSI is not stable enough for representing the distance and this might affect the 
localization error. Hence, a calibration of RSSI before estimation is necessary to 
improve the quality of the localization process [CT10]. 
 Finally, the antenna characteristics might affect the localization precision. However, 
this factor has not been investigated yet. 
7.3.4 Energy consumption and lifetime 
An 8-node test-bed is deployed in an indoor environment to measure the energy 
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consumption. The beacon period is 4 seconds for all nodes. Each node reports data 
packets every 4 seconds. Each node is powered by two new 1.2V NiMH batteries, each 
with the capacity of 2600 mAh. All traffic in the network is logged for 1 hour for 
analysis. In order to measure the energy consumption, the energy values are recorded at 
the beginning time and the end time of the logging process. The energy consumption 
can be easily calculated from those values. The power levels of nodes are configured so 
that they can send their packets to the sink directly because the energy measurement is 
performed on beacons and originating packets, but not forwarding packets. 
Our measurement shows that the maximum energy consumed by nodes in the network 
is 1935.29 J (node 11 in Table 7.11). Each node takes approximately 223 mAh in 1 
hour. This allows nodes to be able to operate in 23 hours at a data period of 4 seconds if 
they use the same batteries. 
Table 7.11: Energy consumption of an 8-anchor test-bed. 
 Energy consumption 
Node Id Joule mAh 
0 1932.98 223.72 
1 1909.85 221.05 
2 1916.22 221.79 
3 1933.04 223.73 
5 1916.19 221.78 
7 1911.96 221.29 
11 1935.29 223.99 
12 1916.20 221.78 
Because each node transmits 1 data packet and 1 beacon every 4 seconds, after 1 hour 
each node transmits 900 beacons and 900 data packets. This calculation is logical 
because duplicates of both beacon and data packets are eliminated as mentioned in 
Chapter 3. The beacon size and packet size in this experiment are respectively 21 and 42 
bytes. In this measurement, LEDs are turned off and the energy consumed by MCU, 
ADC is assumed significantly lower than radio consumption. Using the B-MAC 
protocol in the implementation, a node intermediately enters the sleep mode when it has 
no packet to receive [PHC04]. This reduces the energy consumption in listening to the 
channel. Hence, the energy consumed to transmit 1 byte (Ebyte) is:  
byte
223 mAhE =  = 3.93 μAh
(900×21+900×42)
 
When each node uses all 5200 mAh, the number of bytes it transmitted is: 
65200 mAh =1.32×10  (byte)
3.93 μAh  
Therefore, the lifetime Tlifetime of each node depends only on the data period tipi and the 
beacon period tibi : 
6lifetime lifetime
ipi ibi
T T×42+ ×21 = 1.32×10  (byte)
t t
 
Figure 7.56 shows the lifetime of a node versus the given data period and beacon 
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period. It can be clear that if the data period is set at 10 minutes, that node can operate 
in nearly 14 days when the beacon period is 20 seconds. If a sensor node reports data 
packets every 60 minutes and the beacon period is 1 minute, it can survive more than 1 
month, which is long enough for most logistic transportation applications. 
 
Figure 7.56: Lifetime of a node versus its data period and beacon period. 
7.3.5 Stability 
For testing the stability of the design in long runtime applications, the previous 8-node 
test-bed is powered by USB ports and it is also set to run for 3 weeks at the data period 
of 4 seconds. WiSeCoMaSys software is run to monitor the full status of the network.  
LEDs on sensor nodes are used to warn about errors when unexpected problems happen 
to forwarding beacons, transmitting and forwarding data packets. After 3 weeks, the 
WSN is still running without any interruption of data transmission. 
7.3.6 Effect of duty cycle 
The duty cycle of nodes in the test-bed is changed with values of 10%, 50%, and 90% to 
see how it influences the PRR in the proposed design. However, in this test-bed there is 
no coordination among nodes concerning the duty cycle. All nodes have the same duty 
cycle and each node decides on its own when it goes to sleep. 
Table 7.12: Influence of duty cycle on PRR and data period. 
 
Duty Cycle (%) 
Data Period (second) 
4s 20s 
PRR (%) PRR (%) 
10 51.62 90.44 
50 91.85 97.39 
90 94.40 98.26 
Table 7.12 shows the measurements. One can see that the PRR decreases if the duty 
cycle goes down because nodes can fail to receive packets if they are in idle state for a 
long time. However, at a duty cycle of 10% and data period of 20 seconds, the average 
PRR of the whole network is still good (approximately 90%), while it is very bad (51%) 
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if the data rate is higher (4 s/msg). If the duty cycle is more than 50%, the average PRR 
is above 91%. The average number of hops in this experiment is 2.1 hops.  
7.3.7 A deployment of a live sensor network 
7.3.7.1 Deployment description 
After investigating all factors that can influence to the networks in dedicated cases, a 
real deployment of WSNs is set up in the NW1 building, ComNets, University of 
Bremen. This can help to verify all functions in model design from specialized 
parameters for engineering to useful information for users. 
The deployment, shown in Figure 7.57, includes 13 nodes. All sensor nodes are TelosB 
motes that are powered by two full AA batteries. The beacon and data period are 4 
seconds. For multi-hop communication, the transmission power level for both beacon 
and data messages is -7 dBm. Soft acknowledgement is used for reliable transmission. 
All the packets and the status of the network are monitored for 1 hour for analysis. 
 
Figure 7.57: A live WSN in NW1 building at ComNets, University of Bremen. 
7.3.7.2 Measurements 
Link quality 
The RSSI between each node and its BNN is collected to see how good the link quality 
is. Figure 7.58 shows that most links have a normal quality (less than -72 dBm) while 
some of them are rather bad. For example, node 7 and node 6 have weak links while the 
others have better ones. The link quality affects the transmission of packets because the 
default clear channel assessment (CCA) value on the CC2420 radio chip on TelosB 
mote is -72 dBm [SDT+06]. It can be seen that some nodes such as node 6 or 7 have a 
large fluctuation of RSSI. This can be because of the position of that node in the 
deployment and the environment at the measured time that can affect the RSSI values. 
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Figure 7.58: Link quality between a node and its BNN.  
The measurements are performed 3 times with the confidence level of 90%. 
Because RSSI is the signal strength indicator between a node and its BNN, node 0 does 
not have the RSSI measurement. This explains why the RSSI of node 0 is not shown in 
the figure. 
 
PRR and hops 
Figure 7.59 illustrates the PRR of all nodes which are measured from the experiment. 
Most of them have a good PRR which is over 85%, and some of them (e.g., node 10 and 
node 1) have a bad PRR. The average PRR of the entire network is about 87%. 
The maximum number of hops in this measurement is 4 hops, through which packets 
from node 10 have to go to the destined sink. That explains why node 10 has the worst 
PRR. Some other nodes have 3 hops, but they also achieve a good PRR such as node 9 
and node 8. 
 
Figure 7.59: Average PRR and hops of nodes. 
Delay 
Using the time stamp in each packet received at the sink, and combining it with the 
system time, the end-to-end delay can be calculated. In Figure 7.60, the delays of nodes 
are captured at a point of time. It can be seen that most of the nodes have a low delay, 
which is below 200 ms, while some nodes have higher values, for example, node 4 has a 
delay of 0.9 second. However, this delay can be influenced by the current process of 
each node; for example the node may be waiting for the ADC conversion, which causes 
a longer delay. 
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The measured delay is based on calculating the difference between transmitting time 
and the receiving time. The transmitting time is provided by the local timing in each 
sensor node with the precision of second (discussed in section 3.2.7.1) while the 
receiving time of the packet is provided by WiSeCoMaSys (mentioned in Chapter 5) 
with the precision of millisecond.  
 
Figure 7.60: End-to-end delay of nodes. 
7.3.7.3 Interaction between users and the deployed sensor network 
This section shows an example of using WiSeCoMaSys (mentioned in Chapter 5) in the 
experiment. This allows users to collect the packets from the sensor network and 
manage the network as well. This tool also has many modules used to analyze the 
performance of nodes such as link quality, PRR or end-to-end delay to provide users an 
operational overview of the whole network for optimization. 
In Figure 7.61, the data display interface shows all the real data collected from the 
network in a summarized table. Users can set the thresholds of each parameter for alert 
such as temperature, humidity, etc. by generating a logic condition in the Alarm Setting 
part. 
 
Figure 7.61: The GUI is used to collect data packets and control the network. 
The corresponding actions have also been selected from a list box. The Alert component 
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checks these conditions in a pre-defined period. If a condition matches, it will execute 
the corresponding given action such as sending an alert SMS. This allows users to keep 
informed about critical events from the network in emergency cases, when users cannot 
access WiSeCoMaSys directly. Figure 7.62 shows an example of the collected light 
displayed by the Graph module, which is a part of WiSeCoMaSys.  
 
Figure 7.62: An example of a graph that displays the light collected from nodes. 
As mentioned previously in Chapter 5, WiSeCoMaSys can warn users when there are 
errors or unexpected events happening with the sensor network if the alerts are set. For 
example, an alert SMS message is sent to a mobile number to notify about a low sensed 
light intensity from the sensor node 2 in the SMS. 
7.4 Comparison between simulation, experiment, and 
analytical results 
In order to do the comparison between the simulation, experiment, and analytical 
results, two scenarios are used for investigation: a network with good connectivity and 
the same network with poor connectivity. 
7.4.1 Generated traffic in context-aware applications 
From the previous simulation and experiment results, the comparison of generated 
traffic is illustrated in Table 7.13 when nodes are configured to run in the normal and 
the context-aware mode. The comparison shows that using the context-aware mode 
reduces the generated traffic significantly in given contexts, depending on the changes 
of the surrounding environment.  
The traffic reduction in simulation, experiment and analytical result is almost the same, 
which indicates that the context-aware model works well. The maximum error of 
generated traffic between these investigations is approximately 3% (see the scenario in 
section 7.3.2.1). 
The percentage shown in Table 7.13 is the ratio between the number of sent packets in 
the context-aware mode and in the normal mode. In both these mode, the routing is also 
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enabled for packet transmission. 
Table 7.13: Comparison of generated traffic in normal and context-aware mode. 
  
 
Simulation/ 
Experiment 
(packet) 
Analysis 
(packet) 
Scenario Description Context source 
Normal 
mode 
Context-
aware 
mode 
Normal 
mode 
Context-
aware 
mode 
7.2.5.1 
(Simulation) 
- Node 7 running context-
aware application.  
- Data period: 10 seconds. 
- Simulation time: 6 hours 
Temperature 2147  
1073 
(49.98%) 
2160 
 
1080  
(50%) 
7.2.5.1 
(Simulation) 
- Node 18 running context-
aware application. 
- Data period: 10 seconds. 
- Simulation time: 6 hours 
Temperature 2121  
1391 
(65.58%) 
2160 
 
1440 
(66.66%) 
7.2.5.2 
(Simulation) 
- Node 13 running context-
aware application. 
- Data period: 10 seconds. 
- Simulation time: 3 hours. 
Gateway 
connection 
1079 
 
709 
(65.7%) 
1080 
 
720  
(66.66%) 
7.2.5.3 
(Simulation) 
- Network (20 nodes 
running context-aware 
application. 
- Data period: 10 seconds. 
- Simulation time: 6 hours 
Temperature 39950  
19889 
(49.78%) 
43200 
 
21600  
(50%) 
7.3.2.1 
(Experiment) 
- Node 13 running context-
aware application. 
- Data period: 4 seconds. 
- Measurement time: 1 hour 
Temperature 890  
474 
(53.25%) 
900 
 
450 
(50%) 
7.3.2.1 
(Experiment) 
- Node 19 running context-
aware application. 
- Data period: 4 seconds. 
- Measurement time: 1 hour 
Light 891  
429 
(48.15%) 
900 
 
450 
(50%) 
7.4.2 PRR 
For the comparison in this section, 10 TelosB motes are set up so that the RSSI between 
each pair of nodes is greater than -72 dBm because that value is the CCA threshold of 
the CC2420 radio used in TelosB motes [SDT+06]. All sensor nodes are powered by 
USB ports to ensure that they do not have any problem of weak power supply. The 
power level is set at -25 dBm (level 3) with the distance between nodes of 20 cm. Both 
beacon period and data period are 5 seconds. After the nodes reach stability, 5 
measurements are performed in the total time of 3 hours using WiSeCoMaSys. 
Figure 7.63 shows the measured RSSI and the BNN of each node in the experiments. 
All nodes have RSSI greater than -72 dBm as expected. Several nodes (e.g., node 2, 4, 
5) can connect directly to the sink (node 0) while the others (e.g., node 3 and 9) use 
multi-hop transmission. 
After collecting these signal strengths and the network topology, the same network is 
simulated in TOSSIM with the same settings. In order to carry that out, the measured 
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RSSI values in every single link (e.g., link between node 0 and 5, node 0 and 4) of the 
network topology are fitted by the function shown in Figure 6.2. After fitting the RSSI 
values by using the Fitting Tool of Matlab, the result shows that the polynomial form 
has a better fitting curve than the other forms. This polynomial is defined as follows: 
 4 3 2i, j i, j 4 i, j 3 i, j 2 i, j 1 i, j 0p  = (RSSI ) = p RSSI + p RSSI + p RSSI + p RSSI + pf    (7.1) 
where p4 = 0.00005652, p3 = 0.01579, p2 = 1.56, p1 =  65.58, and p0 = 1098. Of course, 
there are many forms of fitting function such as linear and exponential functions. 
For the analytical model, with the RSSI of each individual link, the link PRR is 
calculated using the function (7.1) above. Then, the end-to-end PRR of each node is 
calculated using the formula (6.7) in Chapter 6 with the number of retransmissions 
being 3 times.  
 
Figure 7.63: RSSI measurement between each node and its BNN in case of good 
connectivity. 
In simulation, the curve of the function in (7.1) is also applied in TOSSIM to see the 
comparison between experiment and simulation (see 7.2.3 for more details).  
Table 7.14 shows the comparison between the experiment and the analytical model of 
the network with good connectivity. The maximum error between these PRR results is 
only 8%. 
Table 7.14: PRR comparison between simulation, experiment and analytical results.  
Node ID BNN RSSI (dBm) Link PRR 
End-to-end PRR 
in Simulation 
(%) 
End-to-end PRR 
in Experiment 
(%) 
End-to-end PRR 
in Analysis 
(%) 
0 - - - - 98.57 - 
1 5 -59.00 0.97 92.85 98.59 99.80 
2 0 -45.80 1.00 99.76 97.22 100.00
3 5 -56.00 1.00 92.98 98.59 99.81 
4 0 -43.00 0.95 99.94 98.59 99.91 
5 0 -63.80 0.94 95.74 98.56 99.81 
6 5 -43.40 0.96 96.19 97.41 99.78 
7 0 -57.80 0.99 96.53 98.59 100.00 
8 0 -55.00 1.00 97.11 98.59 100.00 
9 5 -43.00 0.95 94.12 98.59 99.72 
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From this comparison, it can be seen that PRR between the simulation, experiment and 
analytical results in case of single-hop communication are nearly the same. In multi-hop 
data transmission (e.g., node 1, 3, 6, and 9 use node 5 as their BNN), there is a 
difference of 6% between simulation and experiment results, which can be due to the 
following reasons: 
 The error between the fitting values used in TOSSIM and in the experiment data as 
explained in section 7.2.3 (simulation calibration). 
 As it is found in the simulation, there is an unstable period which all nodes need to 
fill the neighbor table with the collected neighbor information. Hence, the loss of 
packets happening in this period may be more frequently. However, after selecting 
the BNN, the packet transmission is better. The duration of this unstable phase 
depends on the network size and the beacon period.  
7.4.3 Traffic in network with good connectivity 
Table 7.15: Traffic comparison in network with good links. 
 
Generated traffic 
(packet) 
Forwarding data traffic 
(packet) 
Forwarding routing 
traffic (packet) 
Node 
ID BNN 
Ana-
lysis 
Simu-
lation 
Expe-
riment 
Ana- 
lysis 
Simu-
lation 
Expe-
riment 
Ana- 
lysis 
Simu-
lation 
Expe-
riment 
0 - 5400 5400 5389 1350 1349 1348 
1 5 5389 5037 5313 1347 1157 1328 
2 0 5400 5381 5250 1350 1345 1312 
3 5 5390 5025 5313 1347 1162 1328 
4 0 5395 5394 5319 1348 1347 1329 
5 0 5390 5175 5312 21552 21115 21241 1347 1200 1327 
6 5 5388 5175 5248 1347 1196 1312 
7 0 5400 5229 5323 1349 1295 1329 
8 0 5400 5246 5324 1350 1320 1330 
9 5 5385 4976 5309 1346 1071 1327 
 
Generated traffic 
(byte/s) 
Forwarding data traffic 
(byte/s) 
Forwarding routing 
traffic (byte/s) 
Node 
ID BNN 
Ana-
lysis 
Simu-
lation 
Expe-
riment 
Ana- 
lysis 
Simu-
lation 
Expe-
riment 
Ana- 
lysis 
Simu-
lation 
Expe-
riment 
0 - 21.00 21.00 20.96 2.63 2.62 2.62 
1 5 20.96 19.59 20.66 2.62 2.25 2.58 
2 0 21.00 20.93 20.42 2.63 2.62 2.55 
3 5 20.96 19.54 20.66 2.62 2.26 2.58 
4 0 20.98 20.98 20.69 2.62 2.62 2.58 
5 0 20.96 20.13 20.66 83.81 82.11 82.60 2.62 2.33 2.58 
6 5 20.95 20.13 20.41 2.62 2.33 2.55 
7 0 21.00 20.34 20.70 2.62 2.52 2.58 
8 0 21.00 20.40 20.70 2.63 2.57 2.59 
9 5 20.94 19.35 20.65 2.62 2.08 2.58 
In order to compare the network traffic (beacon and data traffic) between the simulation, 
experiment and analytical model, the topology in section 7.4.2 is used with the 
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following configuration: 
 The RSSI from the experiment is used as input of both simulation and analytical 
model.
 Beacon period is 8 seconds, which is good enough for a static network. 
 The data period is set at 2 seconds. A data packet carries the sensing temperature of 
the environment. 
 The simulation and experiment is run for 3 hours of model time. 
 The packet size is 42 bytes and the beacon size is 21 bytes. 
The comparison of results is shown in Table 7.15. Further information (e.g., link PRR, 
RSSI) is shown in Table 7.14 because in the measurement the RSSI, and the link PRR 
only depend on the power setting (which is the same in both scenarios). 
 
Beacon traffic (routing traffic) 
Theoretically, the number of beacons generated by the sink is 1350. However, in the 
analytical model, the number of forwarding beacons is not exactly the same (from 1348 
to 1350 beacon packets) because the links are not perfect. Hence, lossy links also lead to 
the loss of beacons. Theoretically, the beacon forwarding rate is 2.625 byte/s. 
In the simulation, because the average end-to-end PRR is less than those in analysis (see 
7.4.2), the number of forwarding beacons in the network is also less than those in 
analysis. However, all numbers of beacons forwarded by nodes are less than 1350. This 
means there is no broadcast-storm problem of beacons because the suppression of 
cycles and duplicates in the routing protocol (see Chapter 3). 
In the experiment, because of the higher PRR values (see Table 7.14), the result is 
closer to the analytical ones and the broadcast-storm problem of beacons also does not 
happen in experiments. 
 
Generated data traffic (measured at the sink) 
Theoretically, a lossy link does not cause less traffic to be generated. It only causes less 
traffic successfully transmitted between two nodes. However, in both simulations and 
experiments, the generated traffic is measured at the sink based on the sequence 
collected in each data packet. Hence, the traffic generated in the analysis is also 
performed at the sink (node 0) to ensure the fairness of comparison. This leads to a 
result that the lossy links also indirectly affect the measured generated traffic. 
With the data period of 2 seconds, the number of data packets generated by each node is 
5400. In the analytical model, this value is slightly less than 5400 because the network 
links between the nodes are lossy. With perfect links (e.g., link between node 2 and 
node 0, or between node 8 and node 0), the generated traffic is maximum 21 byte/s. 
However, in the simulation, the number of collected data packets at the sink is lower 
than those in experiment and analysis because the end-to-end PRR is lower. 
 
Forwarding data traffic 
Looking at the topology, the only forwarding node is node 5 which forwards data 
packets incoming from node 1, 3, 6, and 9 to the sink 0. By implementing a small 
distributed module for counting traffic, the number of forwarding packets is also shown 
in Table 7.15. In the simulation, node 5 forwards 21115 packets which is nearly the sum 
of generated data packets from node 1, 3, 6, and 9. Because the link PRR between node 
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5 and the sink 0 is 95.74%, the number of packets from four nodes (1, 3, 6, and 9), 
which is collected at the sink, is expected 21115 * 95.74% = 20215. This value is also 
approximately equal to the sum of the collected packets from these four nodes in the 
simulation. This explanation is also the same for the experiment results. 
7.4.4 Traffic in network with poor connectivity 
All of the previous results in section 7.4.3 show that the analytical model is accurate 
enough when doing the comparison with the experiment and simulation results in a 
network with good connectivity, which is the target in real network deployments. 
However, with the changes of the condition surrounding over time, a good link in a 
network can become a bad link which can reduce the network performance. 
Now, a network with poor connectivity is investigated to perform the comparison. The 
network configuration is kept the same like in section 7.4.3, except for the transmission 
power. The transmission power of nodes is reduced so that the RSSI decreases to 
around -87 dBm which is the threshold to cause significant packet loss [SDT+06]. Table 
7.16 shows the summary of data collected from the experiment, which is applied to 
simulation and analysis. 
Table 7.16: RSSI and PRR collected from the experiment. 
Node ID RSSI (dBm) BNN PRR (%) 
0 - - 99.98 
1 -86 0 99.17 
2 -84 0 97.03 
3 -85 0 97.42 
4 -87 0 97.58 
5 -94 0 96.53 
6 -87 1 95.85 
7 -88 1 98.36 
8 -82 1 93.39 
9 -88 1 86.53 
 
PRR 
After simulation and analysis, the PRR comparison is shown in Figure 7.64. The 
analytical PRR is closer to the PRR measurement because the RSSI values collected in 
the measurement are applied to the analytical model. The simulation also gives the same 
result due to the fitting curve from the experiment data that is applied in TOSSIM. In all 
investigations, there is a small difference between experiment, analysis and simulation. 
All single hop nodes (e.g., node 1, 2 and 4) have a good PRR. However, node 5 has a 
poor PRR in simulation. This is because node 5 has an RSSI of -94 dBm. With the noise 
floor around -99 dBm in the experiment, the SNR is about 5 dBm. If fitting this SNR in 
the fitting curve in section 7.2.3, it gives the PRR approximately 40% which is exactly 
the PRR of node 5 in simulation (shown in Figure 7.64). Additionally, other 2-hop 
nodes such as node 6 and node 7 have higher PRR than node 5 because they choose 
node 1 as their BNN and node 1 has an excellent PRR of 99.2% in experiment. 
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Figure 7.64: End-to-end PRR comparison in the network with poor links. 
 
Beacon traffic (routing traffic) 
From the number of generated and forwarding beacons in the network and the beacon 
size (21 bytes), the routing traffic is calculated and shown in Figure 7.65.  
In simulation, the routing traffic is lower because nodes lose more beacons once the link 
PRR is lower. The average routing traffic of all nodes in the simulation is approximately 
2.15 (byte/s). 
However, the routing traffic in experiment and in analysis looks the same. The average 
of all node routing traffic in experiment and analysis are 2.59 (byte/s) and 2.44 (byte/s) 
respectively. These values are close to the theoretical value of 2.625 (byte/s), which is 
calculated from beacon size (21 bytes) and the beacon period (8 seconds). 
 
Figure 7.65: Routing traffic comparison in the network with poor links. 
 
Generated traffic 
With the generated traffic, for fairness, the analytical traffic is also examined at the sink 
because all the traffic is calculated at the sink in measurement and in simulation. The 
data packet size and inter-packet interval are 42 bytes and 2 seconds respectively. 
Hence, the theoretical data rate is 21 (byte/s) for all nodes. 
The comparison of generated traffic is illustrated in Figure 7.66, which shows the same 
results in both experiment and analysis. In the experiment, the generated traffic is close 
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to 21 (byte/s) while in simulation, this value is lower due to lower PRR (see Figure 
7.64). However, in this figure, it also shows that node 5 has a lowest peak which is 
about 12.5 (byte/s) in both simulation and analysis. This is because the analytical model 
outputs a link PRR of approximately 50% for this node, which means that node 5 loses 
nearly half of its generated traffic (21 byte/s). 
 
Figure 7.66: Generated traffic comparison in the network with poor links. 
 
Forwarding traffic 
Finally, the forwarding traffic comparison is shown in Figure 7.67. Taking a look back 
at Table 7.16, it can be seen that node 1 forwards all traffic coming from node 6, 7, 8 
and 9. It is noted that the generated traffic of each node is 21 (byte/s) in theory; hence, 
node 1 will have the theoretical forwarding rate of 84 (byte/s). From this figure, the 
results from analysis are close to this theoretical forwarding rate, while the simulation 
and experiment result are similar because of the simulation calibration. 
 
Figure 7.67: Forwarding traffic comparison in network with poor links. 
Another thing is also illustrated in this figure that other nodes (e.g., node 4 or node 6) 
also have a small portion of forwarding traffic. This is explained that in the network 
with weak RSSI values (especially when RSSI is slightly higher than the noise floor in 
this case), in some short periods of time, each node can choose another BNN due to the 
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change of RSSI. This temporary state makes other node choose node 4 as a new BNN to 
forward packets. However, if the RSSI is more stable, this rarely happens. 
It can also be seen in the figure that node 0 in the experiment has a forwarding rate of 
180.89 (byte/s), while in the simulation, this value is 0. This is because in the 
experiment, node 0 has to forward all incoming traffic to the WiSeCoMaSys (see 
Chapter 5) for measurement and in simulation all the calculation is performed at node 0 
which acts as the sink. 
Now, the transmitting power is reduced again in this topology to have a network with 
very poor links. All RSSI values on links are slightly higher than the noise floor (-97 
dBm). In this case, the experiment is not performed for comparison because most 
packets are lost in such network with very low RSSI as in this scenario. Hence, the 
comparison is only carried out between simulation and analysis. 
Applying the same approach in this simulation and analysis, the PRR result is shown in 
Figure 7.68 where it can be seen that the analytical and simulation result are matched 
with the average difference of approximately 4 %. Nodes with lower RSSI have worse 
PRR and multi-hop communication also affects the PRR of the nodes. For example, 
with the same RSSI, node 9 has lower PRR than node 4 because node 9 chooses node 1 
for two-hop data transmission while node 4 can directly communicate with node 0 (the 
sink) which is only single-hop communication. 
 
Figure 7.68: End-to-end PRR in the network with very poor links. 
7.4.5 Retransmissions 
In this section, the retransmission parameter used in analysis and system design is 
investigated for comparison. Because the number of retransmissions is related to each 
individual data packet, considering the separate number of retransmissions is not a 
smart way. Therefore, in the implementation, the total number of retransmission for all 
data packets should be counted. In addition, the number of data packets is usually 
known; therefore the average number of retransmissions can be easily calculated. With 
that idea, the network with poor links is used for investigation because the number of 
retransmissions in this case is higher due to the weak signal strength of nodes. 
The comparison of the retransmissions is carried out and illustrated in Figure 7.69. In 
these results, the number of retransmissions used in the analytical model is 3, while in 
the simulation it is in the range between 2 and 3. In the experiment, this number is 
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approximately 2 because nodes require less retransmissions due to higher link PRR (see 
Figure 7.64). This is because in both simulation and experiment, nodes only take 3 
retransmissions in the worst case. 
 
Figure 7.69: Average number of retransmissions in the network with poor links. 
7.4.6 Collisions 
In order to investigate the collisions mentioned in section 6.4, a technique is 
implemented to mark the number of transmissions and number of collisions in a node. 
From that, the collision probability can be calculated. A scenario is set up with N nodes 
(N in the range [3, 21]) in an area of 100m x 100m. Each node in this network can 
communicate with (N-1) other neighbor nodes so that the collision probability can be 
changed from low level to high level. The beacon period and data period are 8 seconds 
and 2 seconds respectively. In the simulation, if a sensor node has data to transmit, it 
does a random backoff. After that, the node has to carry out the CCA to detect the 
medium state (idle or busy). Hence, for the comparison, the maximum backoff time in 
analysis and simulation is set the same as following: 
max
slot backoff CCA max unitBackoffPeriod CCACW.T  = T  +T  = k .T  + T  
in which: 
- CW : contention windows with 32 contention slots [WR05] 
- TunitBackoffPeriod : the symbol duration (16 μs [Jen11]) 
- Tslot : slot duration (16 μs) 
- maxbackoffT : the maximum backoff time 
- TCCA: CCA duration (128 μs [Jen11]) is equal to 8 times of Tslot.  
- k: random integer number with uniform distribution. This value is used for choosing 
backoff time in simulation and in the range [kmin .. kmax]. This range is calculated 
from the equation above and is used in TOSSIM simulator [LLW+03]. 
Figure 7.70 shows the simulation result and analysis of collision probability versus 
number of neighbor nodes. It can be seen that when a node has more neighbor nodes, 
the collision probability is higher. With the number of neighbor nodes less than 8, the 
collision probability is less than 0.065. This figure also shows that the analytical model 
7   Evaluation 
 
168 
fit well with the simulation results because it considers most of issues such as: 
synchronous beacon forwarding, overlapped slots, etc… 
 
Figure 7.70: Collision probability versus number of neighbor nodes. The beacon period 
is 8 seconds and the data period is 2 seconds. 
Now, all nodes are set to stop their data transmission while they only run the routing 
protocol. This is used to measure the collision caused by beacons. After that the 
collision of data packet can be calculated from the total collision and the beacon 
collision because the mixed collision between beacons and data packets is neglected. 
Figure 7.71 shows the separated collision probabilities of beacon and data packets. It 
can be seen that the results from simulation and analysis is closely matched.  When the 
number of contention nodes increase, both collision probabilities of beacon and data 
packet also increase. In case of high density of nodes, the total collision probability of 
routing (beacon) and data packet transmission is approximately 0.29 and 0.13 
respectively if the number of neighbor nodes is 20. 
 
Figure 7.71: Separated collision probabilities of beacons and data packets. 
It can also be illustrated in the figure that the collision probability of beacon increases 
faster than the collision probability of data packets in both simulation and analysis. This 
is due to the synchronous beacon forwarding of the routing protocol. With the higher 
number of contention nodes, the collision probability in the simulation is slightly higher 
than that in the simulation due to the mixed collision and the number of retransmissions 
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which are not considered in the analysis. Another reason which might cause the 
difference between simulation and analysis results is the CCA. This parameter is not 
considered in the analysis because it is too small (only 16 μs) in comparison with the 
beacon and data periods (several seconds). 
7.4.7 Comparison conclusions 
Finally, from the result comparison part, there are some remarks which should be taken 
into account as follows: 
 In the experiment, the PRR of a node depends on many factors. Nodes with a poor 
link quality can also have a good PRR due to the conditions of deployment 
surroundings. 
 In the default setting of TOSSIM simulator, there are several factors which may 
differ from the experiments. These factors are the receiver sensitivity, noise floor 
and the SNR/PRR curve which can affect the accuracy of the simulation results. 
Hence they should be calibrated correctly to improve the simulation precision. 
 It is highly recommended that the data collected from experiments should be used to 
calibrate simulation parameters to improve the accuracy when performing 
comparisons. 
7.5 Summary 
The concrete results from simulations and empirical studies on real sensor networks 
lead to a conclusion that the proposed design, using the opportunistic routing model and 
the flexible application, is well integrated. All of the features provide a self-organization 
to form reliable and stable routing topologies. Many logistic scenarios are simulated to 
show the advantages of the design. Meanwhile, experiments are also set up to verify the 
operations of the design in the real world. 
The RSSI-based localization algorithms in Chapter 4 are investigated in many scenarios 
to conclude that the LWCL achieves a good estimation in a free-space environment 
while its localization error is still high in complicated environments. This leads to some 
open issues that other factors should be combined with RSSI to obtain a higher 
precision for tracking items. 
Moreover, the context-aware application model in the design is proved to have a good 
performance from generated traffic reduction to energy saving. This model can be used 
in many logistic scenarios where a long lifetime is indeed required. If logistic items are 
equipped with this WSN model, they are becoming more advanced when being aware of 
surrounding conditions. 
In addition, the results of simulations, experiments and analysis are verified and 
compared in several aspects. Based on this, the improvement of the simulation is also 
proposed to achieve a higher accuracy in comparison with the experiments by 
considering the receiver sensitivity and the noise floor. 
Finally, all of these parts are mutual and inseparable because they are part of one 
system. They are successfully integrated in one system. The simulation results are used 
to optimize the proposed model. In addition, measurements are also performed not only 
in concrete cases but also in the aspect of the whole system and not only in WSN 
domain but also on operator’s domain. 
CHAPTER 8 
 
 
8. Conclusions and Future Work 
he applications of WSNs in logistics can open a new era of smart logistics items 
and intelligent transport systems. The benefits are gained for both logistics 
companies and customers. This thesis has contributed to define a general model of 
WSNs, which is suitable for logistics systems and also shows the practical applicability 
of the proposed model. In this chapter, the key contributions of the thesis are 
emphasized and the future work is also discussed. 
8.1 Conclusions 
This thesis has four contributions. The first one is a model of the opportunistic routing 
protocol, ODEUR+, which is presented in detail in Chapter 3. The main goal of this 
routing protocol is that it always looks for the best surrounding opportunity for data 
transmission. Relying on the RSSI and MG parameters, ODEUR+ supports the mobility 
of nodes and considers the movements of the neighbors as a routing factor. Hence, it is 
suitable in the dynamic environment of logistics. Multiple sinks are also supported in 
case environmental sensed values are destined to many destinations. The auto-
connection capability allows each sensor node to connect to any available WSN for 
communication. This feature is useful in case logistic items are transported between 
many locations in which WSNs are deployed. Besides, because of supporting two routes 
to each destination, ODEUR+ increases the reliability of data transmission when 
problems happen in the network such as network partitioning or loops. A simple time 
synchronization mechanism is integrated in this routing protocol to keep nodes aware of 
time when processing the sensor data. 
The second contribution is that a general system model for sensor nodes is proposed in 
Chapter 4 with three main functionalities: real-time monitoring, localization and 
network management. In monitoring service, besides the popular monitoring methods 
such as automatic data report or query-based data report, a context-aware model using 
rules is suggested to make sensor nodes smarter. This context-aware model supports 
many context sources such as environmental conditions, long distance connection and 
time, which are used commonly in logistics services. A localization technique, namely 
LWCL, is proposed and integrated in this system model to locate the positions of nodes 
when necessary. However, after investigation, this technique is only efficient in the 
free-space environment, which means that it can be useful when determining the 
container position instead of the goods items inside containers. 
The third contribution is that the architecture of a powerful tool, WiSeCoMaSys, is 
proposed in Chapter 5, which is responsible for connecting the WSNs and the other 
networks (e.g., IP networks). With the integration of rich features such as monitoring, 
data analysis, visualization and measurement, WiSeCoMaSys helps both developers and 
T 
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users in debugging or managing the deployed networks. The key advantage of 
WiSeCoMaSys is that users can perform any action on the WSNs in real time. 
WiSeCoMaSys brings to users both collected data visualization and network health 
measurements for customization and optimization as well. Additional interfaces like 
SMS, emails, allow users to receive unexpected alarm warnings from WSNs in any 
cases.  
A proposed analytical model of parameters used in simulation and measurement is the 
last contribution, which is discussed in Chapter 6. This analysis provides a means to 
calculate several important parameters such as PRR, network traffic in the point of view 
of probability theory. This model considers several parameters such as received signal 
strength, number of retransmission or inter-packet period for analysis. In addition, some 
examples are also given in this chapter to explain the model analysis more clearly and 
several comparisons between analytical model and experiment or simulation are 
performed in Chapter 7 to verify the precision of the model. 
Last but not least, all of the above models are successfully integrated in one unique 
system because they are parts of the whole system. The integration is validated by many 
simulations and experiments from concrete cases to the whole system. This confirms 
that all parts work with each other well. The comparison between simulations, 
experiments and analytical computation is also discussed to give several suggestions of 
simulation settings to achieve a higher accuracy in simulation.  
Moreover, the thesis work (summarized in Figure 8.1) ensures the cycle of designing an 
IT solution with three following phases [ITIL10]: 
 Design and implementation 
 Operation, testing and evaluation 
 Continuous improvement. 
 
 
Figure 8.1: Summary of thesis work. 
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8.2 Outlook 
With all the proposed solutions in this thesis, the use of WSNs in logistics gains some 
benefits, which allows logistic items to autonomously communicate with each other. 
However, this research also left several issues for future work as follows: 
 In the routing protocol, because the sink is the point which collects all information 
from the whole network, it knows the entire network topology. Hence, it can utilize 
this information for disseminating a packet to a specific node. This provides a one-
to-many routing mechanism on top of the many-to-one routing protocol like 
ODEUR+. 
Beacon broadcast in ODEUR+ consumes much bandwidth because of beacon 
multiplication in each node, especially in case of dense networks. However, this 
problem can be overcome by replacing the broadcast mechanism with the Trickle 
algorithm [LPC+04] which can adapt to the density of nodes. Each sensor node 
adjusts the beacon retransmission frequency based on the density of its neighbor 
nodes. 
Moreover, ODEUR+ is a flat routing protocol, which means it can operate in a flat 
WSN. In case of hierarchical WSNs, a hierarchical routing protocol is needed. For 
example, the routing protocol can route the packets between sensor-embedded items 
inside containers and can route the packets between containers. In that case, the 
gateway running the routing protocol has to act as a gateway and a sensor node. The 
problem can be solved by using two beacon types in ODEUR+: one maintains the 
network inside each container, and one maintains the topology of gateways (which 
is also a WSN). 
 Based on the results from the localization simulation and experiments, RSSI-based 
localization techniques seem less precise, especially in the complex environments 
where the signal propagation cannot be predicted exactly such as the environment 
inside a container. The inaccuracy also depends on the fluctuation of RSSI values, 
which leads to an issue of calibrating RSSI values. However, in case of identifying 
the position of a container, the precision of 15m is good enough because of the 
container size. 
Some other precise localization techniques such as TOA can be used; however, they 
have to be modified so that they can support the mobility of WSNs, especially in 
case there are many mobile nodes, but less anchor nodes. 
 In the context-aware application model discussed in Chapter 4, each sensor node 
only knows the context around itself. A research direction can be opened that the 
contexts can be exchanged between nodes to achieve better decisions. This prevents 
an unexpected operation of a node when it is considered individually. An advanced 
context exchange protocol built on the application layer can be developed to carry 
out the context negotiation between nodes. This exchange protocol can also utilize 
the routing protocol similar to the localization process. 
 WiSeCoMaSys is a useful tool to interface with WSNs. However, it is an individual 
software tool. The co-operation between many instances of this tool is indeed 
necessary in case each instance does a specific function (e.g., monitoring, 
management) and backups for other instances to increase the reliability when 
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problems happen; for example one instance is shut down. In addition, the integration 
of more interfaces with other networks (e.g., UMTS) increases the connection 
flexibility. Auto-test of WSNs is another issue needed to be improved in 
WiSeCoMaSys. This feature allows running a set of tests to give a better 
performance of the deployed WSNs. 
Adaptive control is another interesting issue for improvement. Based on the network 
information collected, WiSeCoMaSys could be able to automatically perform 
necessary computation and adjust the reconfiguration for nodes to enhance a better 
performance. 
In conclusion, this thesis crosses several issues in system design of WSNs, especially 
for logistic applications. This research illustrates general network architecture under 
consideration of high-level protocols and underlying low-level issues. Although the new 
generation of WSNs has been rapidly developed, the proposed architecture still offers 
several key issues for system design of WSNs. 
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