Abstract. There is a family of potentials that minimize the lowest eigenvalue of a Schrödinger eigenvalue under the constraint of a given L p norm of the potential. We give effective estimates for the amount by which the eigenvalue increases when the potential is not one of these optimal potentials. Our results are analogous to those for the isoperimetric problem and the Sobolev inequality. We also prove a stability estimate for Hölder's inequality, which we believe to be new.
Introduction
Recently there has been considerable interest and considerable progress on the question of stability estimates for various inequalities, both geometric and analytic. This means finding lower bounds for deviations in energies from their minimum values in terms of the distance to the nearest energy minimizing configuration. Our goal here is to extend these ideas to the lowest eigenvalue of the Schrödinger operator −∆ + V in L 2 (R d ). This lowest eigenvalue is the ground state energy of a quantum mechanical particle moving in the potential V .
In 1961, Keller [19] raised and answered the question of finding the potential that minimizes the lowest eigenvalue λ(V ) of −∆ + V in d = 1 under the condition of a specified L p norm of V . In other words, Keller was interested in the sharp constant C γ,d in the inequality
where V − is the negative part of V . (Our inequalities are stated without reference to V + because λ(V ) ≥ λ(−V − ) and may be arbitrarily close to λ(−V − ) even if V + is large, but supported far from the support of V − .) Keller solved the d = 1 problem and computed C γ,1 by explicitly computing the optimal potential, which cannot be explicitly computed for d ≥ 2. The value of C γ,d for d = 2, 3 was found numerically in [23] in the more general context of the entire negative eigenvalue part of the spectrum. One of the things we do in this paper is to prove the existence and uniqueness (up to translations and dilations) of an optimum V . Our uniqueness proof relies on a celebrated result of Kwong [20] who extended and completed work of Coffman [12] and McLeod and Serrin [25] .
We deal with the stability question: If for some r > 0, the distance between V and each optimizing potential W is at least r, by how much must λ(V ) deviate from the minimal value −C γ,d ? Our main result is a lower bound on this energy deviation. To describe it briefly, let us assume for the moment that V is non-positive. The way we measure distance depends on the value of p := γ + d/2. For p ≥ 4, our lower bound on the energy deviation is a multiple of infimum of V −W 2 p as W ranges over the set of minimizing potentials. For 2 ≤ p ≤ 4, our lower bound is a multiple of (−V ) p/p ′ − (−W ) p/p ′ 2 p ′ as W ranges over the set of minimizing potentials, and where where p ′ is the dual index to p. In either case, our lower bound is quadratic, as one might hope.
Our analysis requires the concatenation of two inequalities. One is a stability estimate for the Gagliardo-Nirenberg-Sobolev (GNS) inequality, proved in Section 5. The second is a stability estimate for Hölder's inequality | f g| ≤ f p g p ′ which is well known to be an equality if and only if |f | p ′ and |g| p are proportional and f g has constant phase. Our Theorem 3.1 says that when there is near inequality these conditions are nearly satisfied.
This problem belongs to a larger class of problems of which a classic example, going back to Bonnesen [6] in 1924, is to quantitatively estimate how much the ratio of the square of the perimeter to the area of a planar domain Ω exceeds that of a discthe isoperimetric minimizer -in terms of some measure of the deviation of Ω from a disc. Inequalities of this kind were termed Bonnesen-type inequalities by Osserman [27] .
Hall, Hayman and Weitsman [18] and Hall [17] provided the first stability theorem for the isoperimetric inequality in d ≥ 3. They introduced the Fraenkel asymmetry as an approporate measure of deviation from a ball and proved that the isoperimetric deficit was at least quartic in this asymmetry. The proof that the deficit is actually quadratic in the assymmetry was finally achieved by Fusco, Maggi and Pratelli [14] . See the review paper [24] .
Other problems of this type have also been addressed recently. The classic FaberKrahn inequality says that the lowest eigenvalue of the Dirichlet Laplacian in a domain of unit volume occurs for the ball. The increase of the lowest eigenvalue when the domain is not a ball has been quantified in another paper of Fusco, Maggi and Pratelli [15] and, in fact, they did it for the p-Laplacian, not just for p = 2.
A closely related question is what happens to the p-Laplacian Sobolev quotient for functions that deviate from the famous ratio-minimizing functions (1 + |x| p ′ ) −(d−p)/p , found by Bliss [5] , Rosen [28] , Aubin [2] and Talenti [29] . For p = 2, this question was raised in [8] and answered six years later in [4] by means of a clever compactness argument, which we will find useful in the present paper. Result for p = 2 were recently found by Cianchi, Fusco, Maggi and Pratelli [10] .
2. Main result and method of proof 2.1. Statement of the main result. We define
Here · q denotes the L q -norm. It is well-known [22, Ch. 11] 
Moreover, if V − vanishes at infinity in the sense that |{V − > τ }| < ∞ for any τ > 0, then λ(V ) ≤ 0. In case λ(V ) is finite and strict inequality λ(V ) < 0 holds, an optimizing ψ exists and λ(V ) is the smallest eigenvalue of the operator
Clearly, in order to define our problem we need to know the following theorem, which will be proved in the following subsection and in Section 4. 
Then there is a non-positive function V, which is unique up to translations and dilatons, such that
Our problem and our main result is the following stability bound for the optimization problem related to C γ,d , which will be proved in Subsection 2.3, with the aid of some results that will be proved in Sections 3 and 5.
It is useful to define a parameter q so that L q/2 is the dual of L γ+d/2 . That is:
Then: Remark 2.4. Suppose V and W satisfy V − γ+d/2 = W − γ+d/2 . As a consequence of (3.8) below, we have that
Hence it follows from this, the previous remark and part (ii) of Theorem 2.2 that:
Thus, we may always express our stability bound in terms of V − − W − γ+d/2 , but for γ +d/2 ≥ 2, our bound will not be quadratic in this norm. It is, however, quadratic in the q/2 norm, as in (2.5).
2.2. Viewpoint. We begin with some general remarks about our proof strategy for proving both Theorem 2.1 and Theorem 2.2.
The definition (2.1) implies that the optimization problem for C γ,d can be written as a double infimum over both V and ψ,
Since the quotient in this formula remains invariant if we replace both V (x) by b 2 V (bx) and ψ(x) by cψ(bx) for arbitrary b, c > 0, we can restrict the infimum to potentials V with R d |V | γ+d/2 dx = 1 and to functions ψ with R d ψ 2 dx = 1. Moreover, since the quotient does not increase if we replace V by −|V |, we can restrict the infimum to potentials V ≤ 0. We will use the notation V = −U and summarize these findings as
If q is related to γ by (2.3), then our assumptions on γ imply that 2 < q < ∞ if d = 1, 2 and 2 < q < 2d
With q related to γ in this way, define
and
We then write
Because of definition (2.3), the normalization R d U γ+d/2 dx = 1 and Hölder's inequality,
with equality if and only if U = (|ψ|/ ψ q ) q−2 . To summarize, we have shown that
and that the family M of optimal potentials, defined by
, is related to the family G of optimizers in (2.12), defined by
through the relation
In Section 4 we shall recall three facts: First, the infimum on the right side of (2.12) is finite. Second, the infimum on the right side of (2.12) is attained, that is, G = ∅. Third, the minimizer in (2.12) is unique up to translations and a sign. These three facts follow with only little effort from known results, the deepest of which is the uniqueness theorem of Kwong in dimensions d ≥ 2 [20] .
These three facts, together with (2.12) and (2.14), immediately imply Theorem 2.1. The discussion has also placed in view a strategy for proving Theorem 2.2: Theorem 2.2 shall follow from a stability analysis for Hölder's inequality (2.11) and for the Gagliardo-Nirenberg-Sobolev (GNS)-type inequality (2.12) . This is carried out in the next subsection.
2.3. Proof of Theorem 2.2. As indicated earlier, the proof of Theorem 2.2 will be accomplished using two stability theorems, one for Hölder's inequality, and another for the GNS inequality (4.4). We state both stability theorems here in a form suitable for our application and refer for more general versions to Sections 3 and 5.
The stability analysis of Hölder's inequality yields the following theorem which is proved in Section 3.
while for 2 < q < 4,
The other result we require is a stability theorem for the GNS inequality. The following theorem will be proved in Section 5. 17) and such that for 2 < q < 4,
Accepting Theorems 2.5 and 2.6 for the moment, we now explain how they can be used to derive the stability bound in Theorem 2.2.
Proof of Theorem 2.2.
We first consider the case 2 < q < 4. By (2.18) and (2.16),
Then, since
and since |ψ|
≤ 2, there exists a positive constantc q,d such that
Finally, we use the fact that φ q is a constant depending on q and d, but not on φ ∈ G. (Indeed, by a virial-type theorem φ q can be expressed in terms of C γ,d .) This proves the stability bound for 2 < q < 4. The case q ≥ 4 is similar.
To summarize the content of this section, we have reduced the proof of Theorem 2.2 to the proofs of Theorems 2.5 and 2.6. Those will be given in Sections 3 and 5, respectively.
3. Remainder in Hölder's inequality and other consequences of uniform convexity 3.1. Stability for Hölder's inequality. In this section, in contrast to the rest of this paper, we work with complex-valued functions on a general measure space (X, dµ). Theorem 3.1 gives a stability estimate for Hölder's inequality which, to the best to our knowledge, is new. A recent theorem of Aldaz [1] gives a lower bound on
Our bound takes into account differences of the phase. Though Aldaz's bound would have sufficed for many of our applications -when we consider potentials of a single signwe discovered it only after the first version of this paper was completed. The paper was brought to our attention by P. Sosoe to whom we are grateful.
First we define the duality map D p on functions from L p to the unit sphere in L p ′ :
The map has the property that 
where θ ∈ [0, 2π) is such that e iθ X f g dµ is positive. The exponents 2 and p on the right sides of (3.1) and (3.2) are best possible. Remark 3.2. When estimating a remainder in Hölder's inequality, there are always two choices: One can apply the appropriate duality map to either of the two functions. Generally, one choice will be better than the other in that the exponent in (3.1) is always 2, while the exponent p in (3.2) is larger than 2 except when p = p ′ = 2. This will be illustrated in the proof of Theorem 2.5, which we give first, before proving Theorem 3.1.
Proof of Theorem 2.5. We recall that the functional H[ψ, U], defined in (2.9), is nonnegative due to Hölder's inequality for L q/2 and L q/(q−2) . When q ≥ 4, q/(q −2) ≤ 2, and we may apply (3.1) with g := U and
q , we obtain (2.15). When 2 ≤ q ≤ 4, 1 ≤ q/2 ≤ 2, and we may apply (3.1) with f := U and
, we obtain (2.16).
Proof of Theorem 3.1. Recall that the L p spaces, 1 < p < ∞, are uniformly convex, and specifically, for 1 < p ≤ 2 one has that for any two unit vectors u, v ∈ L p (X, dµ),
which is the expression of 2-uniform convexity of the L p norms, 1 < p ≤ 2. For the constant, see [3] .
Similarly, as a direct consequence of the 'easy Clarkson inequality' [3, eq. (2.2) and after (2.4)], for 2 ≤ p < ∞, one has for any two unit vectors u, v ∈ L p (X, dµ), 4) and again [3] may be consulted for proofs and references. Now take f to be a unit vector in L p and g a unit vector in L p ′ . Let θ be such that e iθ X f g dµ is positive. By Hölder's inequality,
Since both D p (f ) and e iθ g are unit vectors in L p ′ (X, dµ), when 2 ≤ p < ∞, we may combine (3.3) and (3.5) to obtain
which reduces to (3.1). Likewise, for 1 < p ≤ 2, by (3.4) and (3.5),
which, upon interchanging f with g, and p with p ′ , reduces to (3.2).
It remains to show that the exponents in these inequalities are sharp. This is evident for (3.1) since in a finite dimension setting where the norms are twice continuously differentiable, it is evident that the exponent 2 is best possible. Hence we focus on (3.2).
Let X = [0, 1] and let µ be Lebesgue measure. For a small δ > 0, define f := 1 and
while a simple computation yields
Hence, for this choice of f and g,
for sufficiently small δ > 0.
3.2.
Further consequences of uniform convexity. The uniform convexity inequalities have one more consequence that is useful for us, since
The quantity on the left side appears in (2.17), our stability bound for the GNS inequality. The next lemma shows that for q/2 ≥ 2, the duality map is Lipschitz continuous, which allows us estimate the L q/(q−2) norm of the left side of (3.6) in terms of f − g q ; see Lemma 3.4 below. Then in Section 5, we shall prove an L q stability theorem for the GNS inequality, which then leads to the more specialized bound in Theorem 2.6.
Lemma 3.3 (Hölder continuity of the duality map
). Let f, g ∈ L p (X, µ). Then, for p ≥ 2, D p (f ) − D p (g) p ′ ≤ 4(p − 1) f − g p f p + g p ,(3.
7)
and for 1 < p ≤ 2,
Proof. By Hölder's inequality,
Now apply the uniform convexity inequalities to the left side and simplify.
Proof. Without loss of generality, we may assume that f q ≥ g q . Note that
Taking the L q/2 norm of both sides, and using the triangle inequality, we obtain
Then, by the Cauchy-Schwarz inequality,
Combining the last two estimates yields (3.9). Next, for q ≥ 4, apply (3.7) with p = q/2 and with |f | 2 / f 
Combining this with (3.9) yields (3.10)
A GNS-type inequality
4.1. The GNS minimization problem. In this section we consider the minimization problem
(4.1) (Here, and everywhere in the following two sections we only consider real-valued functions ψ.)
Up to now, q has been tied to γ by (2.3), but in the following two sections γ does not appear anymore and q is the natural variable. Its restrictions, which we will assume throughout, are 2 < q < ∞ if d = 1, 2 and 2 < q < 2d/(d − 2) if d ≥ 3. (This corresponds to the conditions on γ from Theorems 2.1 and 2.2.) Since q and not γ is the natural variable, we write C ′ q,d instead of C γ,d in the following two sections. These two numbers coincide if γ and q are related by (2.3).
We shall prove that the infimum in (4.1) is finite and is attained and that the minimizer is unique (up to translations and a sign). We record these facts in the following theorem. Recall that G denotes the set of optimizers in (4.1), see (2.13).
There is a radial, strictly decreasing function Q such that
The function Q satisfies Q 2 dx = 1 and
2)
This theorem is (essentially) known. We include a proof for the sake of completeness and in order to set up the notation for the proof of Theorem 2.2. The fact that C ′ γ,d is finite and is attained is a standard fact from the calculus of variations. While a short proof can be based on the method of symmetric decreasing rearrangement, we will employ the compactness theorem of [21] which also yields the fact that minimizing sequence converge strongly in H 1 (up to translations). This fact will be useful in our proof of Theorem 2.2. The deepest part of this theorem, namely the uniqueness for d ≥ 2, is a celebrated result of Kwong [20] , who extended works in [12, 25] . Note that for d ≥ 2, the optimizing function Q is not explicitly known. In contrast, for d = 1 the optimizers where explicitly found by Keller [19] by solving the corresponding Euler-Lagrange equation (although Keller did not prove the existence of a minimizer nor discuss the regularity needed for the solution of the Euler-Lagrange equation). The d = 1 result is also implicitly contained in [26] .
4.2.
Existence of an optimizer. We begin by showing that the infimum (4.1) is finite. This variational problem may be put in a more familiar form by replacing ψ(x) with λ d/2 ψ(λx) and optimizing over λ. This leads to
where
Thus, the determination of C ′ q,d comes down to the determination of the best constant S q,d in the Gagliardo-Nirenberg-Sobolev (GNS) inequality
which is known to be strictly positive. This shows that C ′ q,d is finite. Next, we prove existence of a minimizer and compactness of minimizing sequences.
Proof. It suffices to show that any minimizing sequence has a subsequence which (up to translations) converges strongly in H 1 to a minimizer. Thus, let (ψ n ) ⊂ H 1 (R d ) be such that ψ n = 1 and
It follows from (4.4) that ∇ψ n 2 is bounded from above uniformly in n. Since −C ′ q,d < 0 (as a trial function argument shows), we know that ψ n q is bounded away from zero uniformly in n. The uniform boundedness of ∇ψ n 2 and ψ n 2 , together with (4.4), implies that there is an r > q (satisfying r < 2d/(d − 2) if d ≥ 3) such that ψ n r is bounded from above uniformly in n. By the pqr-theorem [13] (see also [22, Ex. 2.22]) we conclude that there are δ > 0 and ε > 0 such that for all n,
This means that the sequence (ψ n ) does not tend to zero in measure. Therefore, the assumptions of the Compactness up to Translations Theorem of Lieb [21] (see also [22, Thm. 8.10] ) are satisfied and we obtain a sequence of vectors (y n ) ⊂ R d such that, after passing to a subsequence if necessary, ψ n (· + y n ) has a weak limit ψ in H 1 (R d ) with ψ ≡ 0. By the Rellich-Kondrachov theorem, passing to another subsequence if necessary, we can also assume that ψ n (· + y n ) converges to ψ pointwise almost everywhere.
We now argue that ψ n (· + y n ) converges strongly in H 1 and that ψ is a minimizer. The weak convergence in H 1 implies that We conclude that
On the right side, we bound
and, after adding C
2 ) to both sides, we infer that
This means that ψ/ ψ 2 is an optimizer. We also conclude that all the inequalities so far must have been asymptotically equalities. That is, From the second equation, together with the strict concavity of x → x 2/q , we conclude that lim sup n→∞ ψ n − ψ 2 q = 0. Thus,
Comparing this with (4.5) we infer that ψ 2 = 1 and lim n→∞ ∇(ψ n − ψ) 2 = 0. This proves that ψ n (· + y n ) converges strongly in H 1 to ψ, which is an optimizer. The proof of Lemma 4.2 is complete.
4.3.
Uniqueness of the optimizer. We now complete the proof of Theorem 4.1 by showing how to deduce the uniqueness of an optimizer from Kwong's theorem.
Proof of Theorem 4.1. Let Q be a minimizer for −C ′ q,d (whose existence we have shown in the proof of Lemma 4.2). We argue that Q does not change sign. Indeed, both Q + and Q − belong to H 1 and
where we used the concavity of the map x → x 2/q (recall that q > 2). Since this map is even strictly concave, we obtain
q unless one of Q + and Q − is identically zero. This strict inequality, however, would contradict the fact that Q is a minimizer and, therefore, we conclude that one of Q + and Q − is, indeed, identically zero, that is, Q does not change sign.
Thus, up to multiplying Q by −1 we may assume that Q is non-negative. A straightforward computation shows that Q satisfies the Euler-Lagrange equation (4.2) in the weak sense. Standard regularity results (see, e.g., [22, Thm. 11.7] ) show that Q is a C ∞ function. Moreover, Q is ground state of the Schrödinger operator
and, therefore, it and its derivatives decay exponentially. By the method of moving planes [16] one sees that, after a translation if necessary, Q is a radial function and is strictly decreasing with respect to the distance from the origin.
We now prove the uniqueness of minimizers for C ′ q,d up to translations. Let Q and P be minimizers. Then, by the above arguments, after a sign change and a translation if necessary, we may assume that Q and P are both symmetric decreasing functions centered around the same origin. It follows from (4.2) (where the Lagrange multiplier is simply the value
Now the uniqueness result of Kwong [20] for d ≥ 2 (and a straightforward explicit solution for d = 1) implies thatQ ≡P , that is, Q/ Q q ≡ P/ P q . Since both Q and P are normalized in L 2 (R d ) we conclude that Q ≡ P , as claimed. This completes the proof of Theorem 4.1.
5.
Remainder in a GNS-type inequality 5.1. Stability for the GNS minimization problem. We continue our investigation of the minimization problem (4.1). After having established in the previous section the existence and uniqueness (up to translations) of a minimizer, we now investigate the stability question. Our main result in this section is the following theorem.
Theorem 5.1 (GNS inequality with remainder). Let
Remark 5.2. The constant c q,d will be provided by a compactness argument and hence its value cannot be computed or even estimated numerically, unlike C ′ q,d . Recent work of Dolbeault and Toscani [11] has has provided a stability bound for certain GNS inequalities with explicit constant, but a quartic power where one would expect a quadratic power. However, the GNS inequalities they treat are not the ones that we require here. It remains an open problem to prove a version of Theorem 5.1 with a computable constant c q,d . For other results on stability for GNS inequalities and their application to non-linear evolution equations, see [9] .
This theorem, together with Lemma 3.4, readily yields Theorem 2.6, as we explain next, before turning to the proof of Theorem 5.1 itself. Since Theorem 2.6 was all that remained to be proven in order to prove our main result, Theorem 2.2, this will complete our work. 
Now using (3.9) to bound φ − ψ q from below leads to (2.18), and, for q ≥ 4, using (3.10) to bound φ − ψ q from below leads to (2.17).
We now turn to the proof of Theorem 5.1. The key step in the proof is the following 'local version' of Theorem 5.1, which establishes the desired inequality under the additional assumption that the distance from the set of optimizers is small. The precise statement reads as follows. 
where δ n → 0. Since inf φ∈G ψ n − φ H 1 is bounded from above uniformly in n, the sequence (ψ n ) is a minimizing sequence for −C ′ q,d and therefore, by Lemma 4.2, inf φ∈G ψ n − φ H 1 → 0 as n → ∞. This is a contradiction.
Thus, we have reduced the proof of Theorem 5.1 to the proof of Lemma 5.3, which we will prove in the remaining two subsections. 
Proof of Theorem 5.4 . We now discuss the kernel of the operator H. First, note that H is the Hessian of the minimization problem for E, in the sense that,
. This is shown by the same arguments as in the proof of Lemma 5.3. Thus, since Q is a minimizer, H ≥ 0, proving the first claim.
The inclusion span{Q, ∂ 1 Q, . . . , ∂ d Q} ⊂ ker H is easy. Indeed, equation (4.2) implies that Q ∈ ker H and, differentiating (4.2), we also infer that ∂ i Q ∈ ker H for any
by the regularity and decay results for Q mentioned above.)
Let us prove the opposite inclusion. Since Q is a radial function, the operator H commutes with rotation and, therefore, can be analysed separated in each angular momentum channel. (In dimension d = 1, this means separately on even and odd functions.) Again, since Q is radial, the functions ∂ i Q correspond to angular momentum one. Indeed, they are of the form f (r)x j /r, where x j /|x| is a spherical harmonic of degree one. Since Q is symmetric decreasing, the function f is negative and therefore, by the Perron-Frobenius theorem, the ∂ i Q's are the ground states of H in the channel of angular momentum one and there no further elements in the kernel of H restricted to that subspace. Since the restriction of H to the subspace of angular momentum l contains an additional term l(l + d − 2)/r 2 , when comparing this operator with l ≥ 2 to the operator l = 1, we see that the restriction of H to the subspace of angular momentum l is strictly positive for l ≥ 2 and has trivial kernel.
Thus, it remains to prove the operator H when restricted to angular momentum l = 0 (that is, to radial functions) has only a one-dimensional kernel spanned by Q. To prove this, let η be a radial function in ker H with (Q, η) = 0. Then For such j we can take the 2/q-th power of (5.4) and obtain We now define
and note that, according to Theorem 4.1, k is L 2 -orthogonal to the kernel of H. Since the essential spectrum of H starts at −E > 0 there is a constant g > 0 such that (j, Hj) = (k, Hk) ≥ g k On the other hand, it is easy to see that there is a constant C > 0 such that
(Indeed, one can take C = (q − 1) Q 2−Q q−2 + E ∞ = (q − 1) Q 2−Q(0) q−2 + E.) Thus, for every 0 < ρ < 1,
