Two optimal families of derivative-free methods with octic convergence to solve univariate nonlinear equations are proposed along with analyses on their convergence and computational properties. Numerical examples are demonstrated to well support the underlying theory.
Introduction
To locate an approximated simple root α of a given nonlinear equation f (x) = 0 with better accuracy, a variety of eighth-order multipoint iterative methods have been developed by many researchers such as Bi et al. [2] [3] , Geum-Kim [4] [5] , Kou et al. [7] , Liu-Wang [9] , Soleymani [10] and Wang-Liu [12] . The efficiency index [11] for many of these methods is found to be 8 1/4 and optimal in the sense of Kung-Traub [8] . Most of these methods are second derivative-free but not totally free from all derivatives. Khattri-Argyros [6] has recently developed a four-parameter family of derivative-free sixth-order methods which are not fully optimal. Despite occupying more computational time due to somewhat lengthy computation of approximated derivatives than methods involving some derivatives, derivative-free methods often have some merit when exact derivatives are not readily computable. Kung and Traub [8] carried out elegant analyses on developing a class of methods with optimal convergence order of 2 m−1 for an integer m ≥ 2. This class consists of an m-point iteration of f with no evaluation of f as shown below by (1.1):
, with θ ∈ R as a nonzero constant, . . .
where
The corresponding error equation for (1.1) is given by: with e n = x n − α for n = 0, 1, 2, · · ·
Observe that method (1.1) indeed uses multiple different first forward divided differences.
For the purpose of comparison, we choose m = 4 in (1.1) and express explicitly in the form of a usual family of multipoint methods as follows:
. Here, the explicit form of W f is obtained during the course of algebraic manipulation to involve only one kind of first Iterative method (1.1) in this form is still not expected to be computationally fast since it adopts forward divided differences in many places to approximate derivatives required for the construction of the inverse Hermite interpolatory polynomial. In general, forward divided differences do not deteriorate the efficiency index but their inherent structure unfavorably requires frequent usage of already computed function values, whose handling generally occupies more CPU time especially for high-order methods. Hence the usage of less number of forward divided differences is preferable to develop a fast method. Many different first forward divided differences, indeed, can be expressed only in terms of f [x n , y n ], but may result in an introduction of a complicated W f .
We will focus on developing a family of fast higher-order derivative-free methods of optimal order in the sense of Kung-Traub with computing speed taken into account for complex-valued as well as real-valued nonlinear equations. To proceed, we first assume that f : C → C has a simple root α and is analytic [1] in a region containing α. We introduce constant parameters as well as a single form of first forward divided difference f [x n , y n ] to propose a new optimal family of fast eighth-order derivative-free multipoint methods described as follows: for n = 0, 1, · · · ,
3 , with β = 0 ∈ R as a constant parameter,
2 is a three-variable complexvalued function whose real constant parameters δ, λ, γ, B 1 , B 2 , B 3 , a, b are to be chosen later for optimal convergence, being analytic in a region containing the origin (0, 0, 0).
Observe that (1.5) requires four new function evaluations for
The simple form of weighting function H f enables us to propose a faster method than the complicated weighting function W f in (1.3). Further analysis with this observation will lead to the successful development of a new optimal family of fast eighth-order methods.
Method Development and Analysis
The desired form of H f will be derived via Theorem 2.1 describing the method development and convergence analysis on iterative scheme (1.5).
Theorem 2.1 Assume that f : C → C has a simple root α and is analytic in a region containing α. Let Δ = f (α) and c j = 
then iterative scheme (1.5) defines two triparametric families of derivativefree eighth-order optimal methods satisfying the error equations below: for n = 0, 1, 2, · · · ,
where, with Θ = βΔ 3 ,
Proof. Taylor series of f (x n ) about α up to eighth-order terms yields with f (α) = 0: For brevity of notation, e n will be denoted by e throughout the proof. With the aid of symbolic computation of Mathematica [13] , we have:
In view of the fact that f (y n ) = f (x n )| en→(yn−α) , we get: 
By means of s n , f(s n ) and H f , we find:
we first explicitly write:
. From this setting, we obtain: regardlessly of c 2 and c 3 ,
(2.9) Substituting (2.9) into A 6 = 0 and extracting two relations regardlessly of c 2 and c 3 , we have:
Substituting (2.9) and (2.10) into A 7 = 0 and extracting three relations regardlessly of c 2 and c 3 and Δ, we find
From the third equation of (2.11), two cases of selecting parameters other than B 2 = λ − 1 are possible as follows:
Substituting (2.12) into A 8 yields (2.2), which thus completes the proof. 2 Table 1 below lists various methods K1-K6 with some interesting choices of constant control parameters (a, λ, β) and function H f (v, w, t). 
K6
(0,0,1) 5v 2 + 2−3t+6v 2−5t+4v−2w
Numerical Results and Discussion
On the basis of analyses in Section 2, using Mathematica program for highprecision computation, we have performed numerical experiments with 800 precision digits, being large enough to minimize round-off errors as well as to clearly observe the computed asymptotic error constants requiring smallnumber divisions. For the sake of accurate computation of asymptotic error constants and asymptotic order of convergence, the zero α, however, was given with 850 significant digits, whenever its exact value is not known; in addition, the error bound = 
× 10
−250 was used. All numerical experiments have been carried out on a personal computer equipped with an AMD 3.1 Ghz dual-core processor and Windows 32-bit XP operating system.
Iterative methods identified in Table 1 have been successfully applied to some sample test functions shown below:
Method K3 :
Method K4 : Table 2 clearly confirmed eighth-order convergence. Tables  2 lists iteration indexes n, approximate zeros x n , residual errors |f (x n )|, errors |e n | = |x n − α| and computational asymptotic error constants η n = | en e n−1 8 | as well as the theoretical asymptotic error constant η and computational asymptotic convergence order p n = log |en/η| log |e n−1 |
Each method in
. The values of initial guess x 0 were selected close to α to guarantee the convergence of iterative methods. The computational asymptotic error constant agrees up to 10 significant digits with the theoretical one. As expected, the computed asymptotic order of convergence well approaches 8.
The convergence behavior of scheme (1.5) are tested for additional functions:
, where log z (z ∈ C) is a principal analytic branch with − π ≤ Im(log z) < π.
The values of |x n − α| are listed in Table 3 for derivative-free eighth-order methods KT and K1, K2, K3, K4, K5, K6, where KT is specified with θ = 2 in (1.3). As Table 3 suggests, proposed methods show favorable performance as compared with existing method KT. Under the same order of convergence, one should note that the speed of local convergence of |x n − α| is dependent on c j , namely f (x) and α. According to Table 4 , proposed scheme (1.5) well exhibits eighth-order convergence. In Table 5 , CPU times are displayed for the listed methods. Indeed, the CPU times of existing method KT increase approximately by a factor of between 1.2 and 3.5, as compared with proposed methods K2, K5 or K6. The least errors or CPU times are italicized in Tables  3 and 5 .
Despite being limited to the particular test functions chosen for these numerical experiments, K1 has shown best accuracy for f 1 , while K2 for f 2 , f 3 , f 4 , f 5 and K3 for f 6 , in addition to K4 for f 7 . Computational accuracy generally depends on the structures of the iterative methods, the sought zeros and the test functions as well as good initial approximations. The favorable performance of proposed scheme (1.5) is not always expected and it should be noted that no iterative method always shows best accuracy for all the test functions. The corresponding efficiency index of proposed scheme (1.5) is found to be 8 1/4 , which is optimal in the sense of Kung-Traub [8] . Iterative scheme (1.5) is believed to be computationally faster than other listed methods due to the concise form of H f as compared with the complicated form of W f in (1.3). The proposed methods with properly chosen parameters a, λ, β and a weighting function H f can be helpful in finding the accurate zero of a given nonlinear equation. By extending the current analysis, a future research will be focused on developing derivative-free sixteenth-order methods with optimal convergence.
