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ABSTRACT
The identity of dark matter remains one of the most pressing questions in physics today. While
many promising dark matter candidates have been put forth over the last half-century, to date the
true identity of dark matter remains elusive. While it is possible that one of the many proposed
candidates may turn out to be dark matter, it is at least equally likely that the correct physical
description has yet to be proposed. To address this challenge, novel applications of machine learning
can help physicists gain insight into the dark sector from a theory agnostic perspective. In this work we
demonstrate the use of unsupervised machine learning techniques to infer the presence of substructure
in dark matter halos using galaxy-galaxy strong lensing simulations in a proof-of-principle application.
1. INTRODUCTION
Since the discovery of dark matter, physicists have
been searching the entirety of cosmic history, from ex-
periments at colliders to observations of the cosmic mi-
crowave background, for fingerprints that might reveal
the identity of dark matter. Most models work under
the assumption that the dark sector interacts, typically
only very weakly, with the standard model - e.g. WIMPs
Steigman & Turner (1985) and axions Preskill et al.
(1983); Abbott & Sikivie (1983); Dine & Fischler (1983).
However, these models have avoided efforts at direct
and indirect detection Drukier et al. (1986); Goodman
& Witten (1985); Akerib et al. (2017); Cui et al. (2017);
Aprile et al. (2018); Froborg & Duffy (2020); Fermi LAT
Collaboration (2015); Geringer-Sameth et al. (2015); Al-
bert et al. (2018); VERITAS Collaboration (2017); Rico
(2020); MAGIC Collaboration (2016); IceCube Collab-
oration (2017); The Super-Kamiokande Collaboration
(2015); Du et al. (2018); Graham et al. (2015); Kannike
et al. (2020); Buch et al. (2020), including searches at
colliders Aaboud et al. (2019); Sirunyan, A. M. and Tu-
masyan, A. and Adam, W. and Asilar, E. and Bergauer,
T., and et al. (2017). To date the only evidence for
dark matter comes from its gravitational interactions
Planck Collaboration (2016); L. Anderson, E. Aubourg
et al. (2014); C. Heymans, L. van Waerbeke et al. (2012);
Clowe et al. (2004). In light of this, it makes sense to
explore avenues to identify dark matter via its gravita-
tional imprints.
A promising means to identify the nature of dark mat-
ter is to study substructure in dark matter halos. Dif-
ferent models come into their own on subgalactic scales
which allow current and future observational programs
to start to constrain potential dark matter candidates
Buckley & Peter (2018); Drlica-Wagner et al. (2019);
Simon et al. (2019). While it is possible to study
larger substructures such as ultra-faint dwarf galaxies
(see for example Drlica-Wagner et al. (2015)), subha-
los on smaller scales suffer from suppressed star forma-
tion, making manifest the need for a gravitational probe.
Promising directions to identify substructure gravita-
tionally include tidal streams Ngan & Carlberg (2014);
Carlberg (2016); Bovy (2016); Erkal et al. (2016) and
astrometric observations Mishra-Sharma et al. (2020);
Van Tilburg et al. (2018); Feldmann & Spolyar (2015);
Sanderson et al. (2016). Another avenue to consider is
strong gravitational lensing which has seen encouraging
results in detecting the existence of substructure from
strongly lensed quasars S. Mao and P. Schneider (1998);
J.W. Hsueh et al. (2017); N. Dalal and C.S. Kochanek
(2002), high resolutions observations with the Atacama
Large Millimeter/submillimeter Array Y.D. Hezaveh et
al. (2016) and extended lensing images Vegetti et al.
(2010a, 2012, 2014); Ritondale et al. (2019); S. Veg-
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2etti and L.V.E. Koopmans (2009a); L.V.E. Koopmans
(2005); S. Vegetti and L.V.E. Koopmans (2009b).
Bayesian likelihood analyses have been proposed as
a sensible first approach to identifying dark matter by
determining if a given model is consistent with a set of
lensing images – analyses of this nature have been per-
formed in the context of particle dark matter substruc-
ture Daylan et al. (2018); Vegetti et al. (2010b). These
approaches can be hampered by significant computa-
tional expense, while other approaches, like machine
learning algorithms, can give nearly instantaneous re-
sults – if the computational expense of the training pro-
cess is ignored. It is entirely possible to implement a
supervised analysis that implements something akin to
a standard Bayesian approach.
Machine learning, and particularly deep learning,
methods have found wide reaching applications in cos-
mology Ntampaka et al. (2019) and the physical sciences
more broadly Carleo et al. (2019), now having been
applied to problems in large-scale structure Pan et al.
(2019), the CMB Mishra et al. (2019a); Farsian et al.
(2020); Caldeira et al. (2019), 21 cm Hassan et al. (2020)
and lensing studies both weak Gruen et al. (2010); Nur-
baeva et al. (2015); Schmelzle et al. (2017); Fluri et al.
(2019) and strong Hezaveh et al. (2017); Perreault Lev-
asseur et al. (2017); Morningstar et al. (2018, 2019);
Canameras et al. (2020). Recently, promising results
have been achieved with supervised machine learning al-
gorithms for identifying dark matter substructure prop-
erties with simulated galaxy-galaxy strong lensing im-
ages. These include applications of convolutional neural
networks (CNNs) for inference of population level prop-
erties of substructure Brehmer et al. (2019), classifica-
tion of halos with and without substructure Alexander
et al. (2020); Diaz Rivero & Dvorkin (2020) and be-
tween dark matter models with disparate substructure
morphology Alexander et al. (2020), as well as classify-
ing between lenses with different subhalo mass cut-offs
Varma et al. (2020). In a similar spirit to these strong
lensing studies, Vattis et al. (2020) used a CNN to clas-
sify simulated astrometic signatures of a population of
quasars as being consistent with the presence of dark
matter substructure in the Milky Way.
Another interesting direction, as pointed out in
Alexander et al. (2020), is the application of unsu-
pervised machine learning techniques to this challenge.
This scenario differs fundamentally from the supervised
approaches in that there is no longer a need for a labeled
training set. It is also fundamentally different from a
Bayesian approach as one does not assume a model a
priori. Unsupervised machine learning algorithms are
designed in such a way that the underlying structure
of the data set used for training is learned with some
common uses including generating new data, removing
noise from data, clustering, and detection of anomalous
data. Unsupervised machine learning techniques have
been used in cosmology including applications of gener-
ative adversarial networks Mishra et al. (2019b); Sadr
& Farsian (2020); Yoshiura et al. (2020); List & Lewis
(2020), variational autoencoders Yi et al. (2020), and
support vector machines Xu et al. (2013); Hajian et al.
(2015); Jennings et al. (2019), among others.
In this work we present a proof of principle applica-
tion for using unsupervised machine learning in the con-
text of identifying dark matter substructure with strong
gravitational lensing. Specifically, we utilize autoen-
coders, a type of unsupervised machine learning algo-
rithm for anomaly detection (AD), which has seen great
success in other areas of physics, mainly in the context of
anomalous events at colliders Hajer et al. (2020); De Si-
mone & Jacques (2019); Farina et al. (2020); Cerri et al.
(2019); D’Agnolo & Wulzer (2019); Blance et al. (2019);
Collins et al. (2018); Khosa & Sanz (2020); Romao et al.
(2020), with rare applications in cosmology (eg. Hoyle
et al. (2015) use AD to remove anomalous data prior to
training other machine learning algorithms). We show
that after training adversarial, variational, and deep
convolutional autoencoders on simulated strong lensing
images without substructure, it is possible to identify
data with substructure as anomalous for further analysis.
The application of an unsupervised machine learning al-
gorithm can serve as a first step in an analysis pipeline
of strong lensing systems. Data which are flagged as
anomalous can be followed-up with a Bayesian likelihood
analysis or a dedicated supervised machine learning al-
gorithm to identify the type of substructure observed.
The structure of this paper is as follows: In Sec. II we
present a comprehensive review of the theory of strong
lensing; in Sec. III we discuss dark matter substructure
and expected signatures. In Sec. IV we discuss the simu-
lation of strong lensing images for training and in Sec. V
we describe the models and their training. In Sec. VI
we present the supervised analysis of our data set and
in Sec. VII we present the unsupervised results. We end
with discussion and conclusion in Sec. VIII.
2. STRONG LENSING THEORY
To calculate the effects of lensing, one considers scalar
perturbations, induced in this case by a dark matter
halo, on a packet of null geodesics traveling in a cos-
mological background (see Seitz et al. (1994) for details
beyond what is presented here). The evolution of these
neighboring null geodesics is governed by the equation
3Figure 1. Schematic depicting lensing of a background
galaxy by an intermediate dark matter halo per the thin lens
approximation.
of geodesic congruence,
∂k∂kS
i = RSi, (1)
where Si = dx
i
ds are tangent vectors for i = 1, 2 which
are parallel transported along a fiducial ray Tµ = dx
µ
dt
such that ∇kSi = 0 and R is the optical tidal matrix. It
is easy to show that the equation of geodesic congruence
for a Friedmann–Lemaitre–Robertson–Walker (FLRW)
geometry reduces to,(
d2
dw2
+K
)
Si = 0, (2)
where K is the spatial curvature of the FLRW spacetime
and w is the comoving distance.
The effect of a dark matter halo in a FLRW spacetime
can be implemented as a perturbation. The perturbed
metric in Newtonian gauge is given by,
ds2 = −(1 + 2φ)dη2 + (1− 2φ)dw2. (3)
We can now calculate the optical tidal matrix and
use Equation 1 to calculate the perturbed equation of
geodesic congruence. Working in the first order formal-
ism, the obvious choice (under the assumption of a small
lensing potential) of basis one forms is,
e0 = (1 + φ) dη,
ei = (1− φ) dwi. (4)
The spin connection wab can be constructed such that
the first structure equation is satisfied,1
w0i = φ,i e
0,
wij = φ,i e
j − φ,j ei,
(5)
1 Note that we use the convention where , is shorthand for a deriva-
tive - i.e. φ,i = ∂iφ.
and the second structure equation yields the curvature
2–form Ωab ,
Ω0i = φ,ike
k ∧ e0,
Ωij = −φ,jkek ∧ ei + φ,ikek ∧ ej .
(6)
It is now trivial that the curvature scalar is given by
R = 2∂i∂jφ. Thus our perturbed equation of geodesic
congruence is given by,(
d2
dw2
+K
)
xi = −2φ,i. (7)
Equation 7 has a non–trivial solution for the comoving
transverse distance, xi. The Green’s function can be
calculated for initial values xi = 0, dSi/dw = ei at w =
0 and has a well established solution,
xi = fK(w)e
i − 2
∫ w
0
dw′fK(w − w′)φ,i , (8)
where fK is the angular–diameter distance in FLRW
spacetime. Rearranging terms we arive at the well
known lens equation,
βi = ei − 2
∫ w
0
dw′
fK(w − w′)φ,i
fK(w)fK(w′)
. (9)
The second term on the r.h.s side of Equation 9 is known
as the deflection angle αi which is related to the effective
lensing potential ψ by the angular, or perpendicular,
gradient ψ;⊥ = α.
We can now introduce a useful parameter κ, the con-
vergence, which is a measure of the mass density in the
lensing plane - see Figure 1 for a schematic for strong
lensing. Under this thin lens approximation our effective
lensing potential can be written as,
ψ =
1
pi
∫
d2θ′κ(θ′) ln |θ − θ′|, (10)
where θ = ei is the position on the lensing plane. In-
terestingly, in this form we can find a Poisson equation
for gravitational lensing where the the convergence can
be thought of as if it where charge in electromagnetism.
Taking the two-dimensional Laplacian and given that we
are free to move the differentiation inside the integral,
∇2ψ = 1
pi
∫
d2θ′κ(θ′)∇2 ln |θ − θ′|. (11)
The logarithm in Equation 11 is simply the Green’s func-
tion for a two–dimensional Laplacian, thus we can write,
∇2ψ = 2
∫
d2θ′κ(θ′)δ(θ − θ′), (12)
4which simplifies to,
∇2ψ = 2κ, (13)
which is the Poisson equation for gravitational lensing.
The linearity of this equation implies the total lensing
is the sum of the separate contributions. Explicitly,
α = αLSS + αhalo + αhalo−sub, (14)
where αLSS , αhalo, αhalo−sub are the external shear
from large-scale-structure and lensing from the halo and
halo substructure.
Strong lensing is distinguished from weak lensing
based on the ability of a mass to lens a source multi-
ple times. The critical surface density for which this is
possible is given by,
κcrit = 2
c2
4piG
∫ w
0
dw′
fK(w − w′)
fK(w)fK(w′)
. (15)
More generally, extended sources like galaxies are dis-
torted when they are lensed. This effect is quantified by
the distortion tensor,
Aij ≡ ∂β
i
∂θi
= δij − ∂
2ψ
∂θi∂θj
, (16)
the inverse of which is the magnification tensor M .
Qualitatively, a change in the area element in terms of
βi is related to that in terms of θi by a Jacobian factor
µ which is simply the determinant of the magnification
tensor,
µ =
1
|A| = |M |. (17)
The magnification µ encodes the total change in bright-
ness for a given source. Critically, µ informs how many
images of a lensed source will be seen. Critical lines cor-
respond to points in the image plane where |A| = 0 - i.e.
points of infinite magnification µ. Although this is not
realized in actual observation, when the critical lines are
mapped to the source plane by inverting the lens equa-
tion we obtain caustics. The location of a source relative
to a caustic determines how many times it is imaged. For
example, if a galaxy is far from the center of the lensing
source, thus outside the caustic, it will be imaged once.
When, on the other hand, a galaxy is located inside a
caustic at least two images will be formed.
3. DARK MATTER SUBSTRUCTURE
The Λ Cold Dark Matter (ΛCDM) model predicts
that nearly scale invariant density fluctuations present
in the early universe evolve to form large scale structure
through hierarchical structure formation. This model
envisions dark matter halo formation originating from
the coalescence of smaller halos Kauffmann et al. (1993)
with N-body simulation predicting that evidence of this
merger history be observable since subhalos should avoid
tidal disruption and remain largely intact. The distribu-
tion of subhalo masses can be well modeled with power
law distribution,
dN
d logm
∝ mβ , (18)
where β is known to be ∼ −0.9 from simulations
Springel et al. (2008); Madau et al. (2008). While
ΛCDM has seen great success on large scales be-
ing consistent with the cosmic microwave background,
galaxy clustering, and weak lensing Planck Collabora-
tion (2016); L. Anderson, E. Aubourg et al. (2014); C.
Heymans, L. van Waerbeke et al. (2012), subgalactic
structure predictions inferred by ΛCDM have come un-
der scrutiny. Some well known issues with this model
include the missing satellite Moore et al. (1999); Klypin
et al. (1999); J. S. Bullock and M. Boylan-Kolch (2017)
(the number of observed subhalos doesn’t align with ob-
servation)2, core-vs-cusp (rotations curves are found to
be cored A. Burkert (1996); Oh et al. (2015) and not
cuspy as expected from simulation J.F. Navarro, C.S.
Frenk and S.D.M. White (1996)), diversity (the profile
of inner regions of galaxies is more diverse than expected
Oh et al. (2015)), and too big to fail problems (brightest
subhalos of our galaxy have lower central densities than
expected from N-body simulations Boylan-Kolchin et al.
(2011)). In light of this, it is prudent to consider other
promising models of dark matter.
In addition to the well studied case of substructure
from non-interacting particle dark matter, one can also
extend to other well motivated theories like dark matter
condensates which constitute both Bose-Einstein (BEC)
Sin (1994); Silverman & Mallett (2002); Hu et al. (2000);
Sikivie & Yang (2009); Hui et al. (2017); Berezhiani
& Khoury (2015); Ferreira et al. (2019) and Bardeen-
Cooper-Schreifer (BCS) Alexander & Cormack (2017);
Alexander et al. (2018). A leading example of conden-
sate dark matter is axion dark matter. Axions were
first introduced as a solution to the strong-CP problem
of the Standard Model Peccei & Quinn (1977); Wilczek
(1978); Weinberg (1978) and were later proposed as a
possible form of dark matterPreskill et al. (1983); Ab-
bott & Sikivie (1983); Dine & Fischler (1983). Further-
more, as a Goldstone boson of a spontaneously broken
U(1) symmetry, they are by construction the field theory
definition of superfluidity Schmitt (2015). Interestingly,
2 See S. Y. Kim, A. H. G. Peter and J. R. Hargis (2018) for a
differing perspective.
5Figure 2. Simulated lensing images with different substructure. Examples with none (left), vortex (middle), and subhalo
(right) with labeled locations of substructure.
for a specific choice of effective field theory, one can re-
produce the baryonic Tully-Fisher relation Berezhiani &
Khoury (2015, 2016).
This type of dark matter can form quite exotic sub-
structure like vortices T. Rindler-Daller, P. R. Shapiro
(2012) and disks Alexander et al. (2019). The vortex
density profile was studied by T. Rindler-Daller, P. R.
Shapiro (2012) and parameterized as a tube,
ρv(r, z) =
0, r > rvρv0 [( rrv )αv − 1] , r ≤ rv , (19)
where r is the radial distance, rv is the core radius, and
αv is a scaling exponent. On large scales, one can sim-
plify the vortex model as a linear mass of density ρv0.
The values for these parameters, as well as the expected
number density in realistic dark matter halos, varies
across the literature. The number of expected vortices
in halos range from 340 in the M31 halo for particle mass
m = 10−23 eV Silverman & Mallett (2002) to N = 1023
for a typical dark matter halo with m = 1 eV Berezhiani
& Khoury (2015). Interestingly, it was shown in Banik
& Sikivie (2013) that vortices have a mutual attraction
and could combine to form a single, more massive vortex
over time.
While the lensing for subhalos is well understood, lens-
ing effects from more exotic substructure like superfluid
vortices has not been explicitly studied. However, vor-
tices can be thought of as a non-relativistic analog of
cosmic strings which form during a phase transition in a
quantum field theory Brandenberger (1994, 2014). Stud-
ies of lensing from cosmic strings in the literature Sazhin
et al. (2007); Gasparini et al. (2008); Morganson et al.
(2010) are carried out under the simplifying assumption
that the cosmic string velocity is non-relativistic which
corresponds precisely to studying lensing from a vor-
tex. Qualitatively, the lensing from vortices is similar to
subhalos in that they can produce multiple images but
differ in that there is no magnification of the background
source.
A final note is the effect that line of sight halos, also
known as interlopers, might have on the lensing sig-
nature. It is expected that interlopers should have a
non-negligible contribution to the distortion of gravita-
tional lenses and may even dominate the signature due
to substructure C¸ag˘an S¸engu¨l et al. (2020); McCully
et al. (2017); Despali et al. (2018); Gilman et al. (2019).
Thus, careful studies of substructure in dark matter ha-
los should account for their influence.
4. STRONG LENSING SIMULATIONS
There is currently only a small sample of (real) strong
galaxy-galaxy lensing images. Nonetheless, simulated
images can serve as a proof of principle data set to
benchmark different algorithms before the influx of data
from Euclid and the Vera C. Rubin Observatory where
we can expect thousands of high quality lensing images
Verma et al. (2019); Oguri & Marshall (2010).
In this work the strong lensing images were simulated
with the PyAutoLens package Nightingale & Dye (2015);
Nightingale et al. (2018). The parameters used in the
simulation that comprised our training set are compiled
in Table 1. We simulate data for strong lensing with no
substructure and substructure from two disparate types
of dark matter - subhalos of CDM and vortices of super-
fluid dark matter. Images are composed 150×150 pixels
with a pixel scale of 0.5′′/pixel. Informed by real strong
galaxy-galaxy lensing images, we further include back-
ground and noise in our simulations such that the lens-
ing arcs have a maximum signal-to-noise ratio (SNR) of
∼ 20 Bolton et al. (2008). We further include modifica-
6Table 1. Parameters with distributions and priors used in
the simulation of strong lensing images. Parameters with
subscript A & B correspond to parameters for Models A &
B respectively. Note that only a single type of substructure
was used per image.
DM Halo
Param. Dist. Priors Details
θx fixed 0 x position
θy fixed 0 y position
zA fixed 0.5 redshift
zB uniform [0.4,0.6] redshift
MTOT fixed 1e12 total halo mass in M
Ext. Shear
Param. Dist. Priors Details
γext uniform [0.0, 0.3] magnitude
φext uniform [0, 2pi] angle
Lensed Gal.
Param. Dist. Priors Details
r uniform [0, 0.5] radial distance from center
φbk uniform [0, 2pi] orientation from y axis
zA fixed 1.0 redshift
zB uniform [0.8,1.2] redshift
e uniform [0.4, 1.0] axis ratio
φ uniform [0, 2pi] orientation to y axis
n fixed 1.5 Sersic index
R uniform [0.25,1] effective radius
Vortex
Param. Dist. Priors Details
θx normal [0.0, 0.5] x position
θy normal [0.0, 0.5] y position
l uniform [0.5,2.0] length of vortex
φvort uniform [0, 2pi] orientation from y axis
mvort uniform [3.0,5.5] % of mass in vortex
Subhalo
Param. Dist. Priors Details
r uniform [0, 2.0] radial distance from center
N Poisson µ=25 number of subhalos
φsh uniform [0, 2pi] orientation from y axis
msh power law [1e6,1e10] subhalo mass in M
βsh fixed -0.9 power law index
tions induced by a point-spread function approximated
by an Airy disk with a first zero-crossing at σpsf . 1′′.
In simulating substructure we approximate subhalos
as point masses, drawing their masses from Equation
18. We determine the number of subhalos for each image
from a Poisson draw for a mean of 25, which is consistent
with the number of expected subhalos for our field of
view at our range of redshifts Dı´az Rivero et al. (2018).
Vortices are approximated as uniform density strings of
mass of varying length. During simulation we ensure
that the total mass of the main dark matter halo plus
the mass of substructure is always equal to 1×1012 M.
This is to ensure that during training the model doesn’t
simply recognize that simulations without substructure
are less massive. Our simulations correspond to a total
Figure 3. Residuals image showing the fractional difference
between an image with and without substructure. Locations
of subhalos are denoted by white markers.
fraction of mass in substructure of O(1%). In addition
to the effects of substructure of the dark matter halo,
we further include the effects induced by external shear
due to large-scale structure. See Figure 2 for example
images from each class from our simulations. Figure
3 depicts the residuals image (the fractional change in
intensity between the same simulation with and without
substructure) which gives us intuition for the signature
our algorithms are likely to find.
We consider two models, Model A and Model B, for
further analysis as our main benchmarks. The differ-
ence between the two models is that all simulated im-
ages for Model A are held at fixed redshift while Model
B allows the lensed and lensing galaxy redshifts to float
over a range of values. An additional difference is the
SNR in both models. Images for Model A have SNR
≈ 20 where Model B is constructed such that simula-
tions produce images where 10 . SNR . 30. It is clear
then that Model B is a noticeably more difficult training
set. In practice though, since the redshifts of galaxies
can be measured, one can approximate Model A by bin-
ning lensing images by redshift prior to analysis.
5. NETWORKS & TRAINING
5.1. Model Architectures
For our supervised benchmark we implement a con-
volutional neural network ResNet-18 He et al. (2015)
as our baseline architecture to compare and contrast
7performance with unsupervised models. The ResNet
model consists of 18 layers built using residual blocks
of size 2. ResNet models are characterized by their use
of skip connections to avoid the problem of vanishing
gradients. It is also the same architecture we previously
used in Alexander et al. (2020) to successfully perform
multi-class classification of simulated strong lensing im-
ages with differing substructure.
For the unsupervised machine learning analysis we
consider three types of autoencoder models and a vari-
ant of a Boltzman machine.
An autoencoder is a type of a neural network that
learns its own representation and consists of an encoder
network and a decoder network. The encoder learns to
map the input samples to a latent vector whose dimen-
sionality is lower than the dimensionality of the input
samples, and the decoder network learns to reconstruct
the input from the latent dimension. Thus, autoen-
coders can be understood qualitatively as algorithms for
finding the optimal compressed representation of a given
class.
We first consider a deep convolutional autoencoder
Masci et al. (2011), which is primarily used for feature
extraction and reconstruction of images. During train-
ing we make use of the mean squared error (MSE),
MSE(θˆ) = Eθ
[(
θ − θˆ
)2]
, (20)
as our reconstruction loss where θ and θ′ are the real and
reconstructed samples. See Table 4 in the Appendix for
details of our deep convolutional autoencoder implemen-
tation.
We also consider a variational autoencoder Kingma
& Welling (2013) which introduces an additional con-
straint on the representation of the latent dimension in
the form of Kullback-Liebler (KL) divergence,
DKL (P ||Q) = Ex∼P [− logQ(x)]−H(P (x)), (21)
where P (x) is the target distribution and Q(x) is the
distribution learned by the algorithm. The first term on
the r.h.s. is the cross entropy between P and Q and the
second term is the entropy of P . Thus the KL divergence
encodes information of how far the distributionQ is from
P . In the context of variational autoencoders, the KL
divergence serves as a regularization to impose a prior
on the latent space. For our purposes P is chosen to
take the form of a Gaussian prior on the latent space z
and Q corresponds to the approximate posterior q(z|x)
represented by the encoder. The total loss of the model
is the sum of reconstruction (MSE) loss and the KL
divergence. The details of our variational autoencoder
are presented in Table 5 of the Appendix.
Finally, we consider an adversarial autoencoder
Makhzani et al. (2015) which replaces the KL divergence
of the variational autoencoder with adversarial learning.
We train a discriminator network D to classify between
the samples generated by the autoencoder G and sam-
ples taken from a prior distribution P (z) corresponding
to our training data. The total loss of the model is the
sum of reconstruction (MSE) loss and the loss of the
discriminator network,
LD = Ex∼pdata [log(D(x))] + Ez∼P [log(1−D(G(z)))] .
(22)
We additionally add a regularization term to the au-
toencoder of the following form,
LG = Ez [log(D(z))] . (23)
As the autoencoder becomes proficient in reconstruc-
tion of inputs the ability of the discriminator is de-
graded. The discriminator network then iterates by im-
proving its performance at distinguishing the real and
generated data. Details of the adversarial model archi-
tecture are presented in Table 6 of the Appendix.
To compare with our three autoencoder models, we
also train a restricted Boltzmann machine (RBM),
which is a generative artificial neural network algorithm
which is realized as a bipartite graph that learns a prob-
ability distributions for inputs Montufar (2018). RBMs
consist of two layers, a hidden layer and a visible layer,
where training is done in a process called contrastive
divergence Hinton (2002).
5.2. Network Training and Performance Metrics
For training the supervised ResNet model we use
25,000 training and 2,500 validation images per class.
The cross-entropy loss was minimized with the Adam
optimizer in batches of 250 for 50 epochs. The learning
rate was initialized at 1× 10−3 and allowed to decay at
an increment of 1 × 10−5 every epoch. We implement
our architectures with the PyTorch package run on a sin-
gle NVIDIA Tesla P100 GPU. Similarly, we use 25,000
samples with no substructure and 2,500 validation sam-
ples per class for training the unsupervised models. The
models are implemented using the PyTorch package and
are run on a single NVIDIA Tesla K80 GPU for 500
epochs.
We utilize the area under the ROC curve (AUC) as a
metric for classifier performance for all our models. For
unsupervised models the ROC values are calculated for
a set threshold of the reconstruction loss. Additionally,
for unsupervised models we use the Wasserstein distance
described below as an additional performance metric.
For unsupervised models, the Wasserstein distance, a
metric defining the notion of “distance” between prob-
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Figure 4. Optimal transport matrix between the real image
(top right) and the reconstructed image (bottom left).
ability distributions, is a useful quantity. For a metric
space M there exists X ∼ P and Y ∼ Q, for X,Y ∈ Rd,
with probability densities p, q. The pth-Wasserstein dis-
tance is given by,
Wp(P,Q) :=
(
inf
J∈J (P,Q)
∫
||x− y||pdJ(x, y)
) 1
p
, (24)
for p ≥ 1, where the infimum is taken over the space
of all joint measures J on M ×M denoted by J (P,Q).
The special case of p = 1 corresponds to the well known
Earth Mover distance. We can write Equation 24 down
in a form that is useful for empirical data,
Wp(P,Q) := min
J
∑
i,j
||xi − yj ||pJij
 1p , (25)
where Jij is known as the optimal transport matrix and
has the property that,
J · 1 = p & JT · 1 = q (26)
In this work we use the Wasserstein distance to mea-
sure the deviation between the input and reconstructed
images for unsupervised algorithms. In practice this is
achieved by compressing images down an axis to a 1D
representation and then solving Equation 25 for the opti-
mal transport matrix Jij for the geodesic between both
images, as shown in Figure 4. Thus, the architecture
with the shortest average Wasserstein distance can be
interpreted as the best at faithful reproduction of a given
data set.
Architecture AUC W1
Model A
ResNet-18 0.99637
AAE 0.93207 0.22112
VAE 0.89910 0.22533
DCAE 0.73034 0.26566
RBM 0.51054 1.27070
Model B
ResNet-18 0.99258
AAE 0.76943 0.15563
VAE 0.73545 0.16617
DCAE 0.66992 0.23653
RBM 0.50870 1.25804
Table 2. Performance of architectures used in this analysis.
AUC values for ResNet are calculated for classification be-
tween images with and without substructure - thus it is not
a macro-averaged AUC. W1 is the average 1
st Wasserstein
distance for images without substructure. See Table 3 in the
Appendix for the set of all Wasserstein distances.
6. SUPERVISED BENCHMARK
We first update the supervised classification results
of Alexander et al. (2020) with updated simulations.
Based on the superior past performance of ResNet in
Alexander et al. (2020), and the focus of this work on
the unsupervised models, we restrict ourselves to the
best supervised model from that work (ResNet). The
ResNet model achieves an AUC of ≈ 0.996 for classi-
fication of no substructure class and two other classes
with substructure in Model A and ≈ 0.993 for Model B
- a performance consistent with that found in Alexander
et al. (2020).
7. UNSUPERVISED ANALYSIS
With a supervised benchmark established, four dif-
ferent unsupervised architectures were studied in the
context of anomaly detection - a deep convolutional
autoencoder (DCAE), convolutional variational autoen-
coder (VAE), an adversarial autoencoder (AAE) and a
restricted Boltzmann machine (RBM). The ROC curves
for all four architectures applied to Models A & B are
shown in Figure 5. Model performance metrics are col-
lected in Table 2 and complete architecture layouts are
presented in the Appendix.
As expected for an algorithm whose design is not opti-
mized for image inputs, the RBM model has the poorest
performance and proves to be unsuccessful in learning
anything significant from our training set. This is ev-
ident from the AUC values slightly above 0.5 for both
Models A and B (see Figure 5), and also from the distri-
bution of reconstruction loss, as shown in Figures 6 and
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Figure 5. ROC-AUC curve for unsupervised algorithms. Plots on left correspond to Model A, plots on the right correspond
to Model B.
7, where data with and without substructure are indis-
tinguishable. Although the RBM model does not distin-
guish well between images with differing substructure,
its low reconstruction loss implies that it does succeed
in reconstructing the general morphology of the lens.
Next, we turn to the autoencoder models. First, we
consider the DCAE model. With an AUC of ≈ 0.730 for
Model A, our DCAE shows good discriminating power
at distinguishing images with and without substructure
(although its performance is lower compared to our su-
pervised ResNet benchmark). The improvement over
the RBM is also clearly visible in the distribution of
reconstruction losses in Figure 6. However, the added
complexity of the Model B data set significantly de-
grades DCAE performance where the AUC decreases to
≈ 0.670, an effect which is also reflected in slightly more
overlap in the distribution of reconstruction loss.
Next we consider the variational autoencoder (VAE)
which is trained with MSE and KL divergence loss func-
tions. Furthermore, we implement KL cost annealing
where only the reconstruction loss is used during the
first 100 epochs and then the weight of KL divergence
loss is gradually increased from 0 to 1. With an AUC
≈ 0.899 our VAE achieves performance much closer to
that of ResNet for Model A, but it also suffers from a
lower AUC of ≈ 0.769 for Model B in a more difficult
training scenario. The increase in performance relative
to the DCAE, and RBM is easy to see from the distri-
bution of reconstruction losses in Figure 6 where images
with substructure have noticeably higher average recon-
struction loss.
Finally, we consider an adversarial autoencoder
(AAE) model trained on samples with no substruc-
ture with MSE as reconstruction loss and cross-entropy
loss for the discriminator network. The AAE reaches
top performance of our architectures with an AUC of
≈ 0.903 for Model A and ≈ 0.769 for Model B. As with
the VAE model, the reconstruction loss, see Figures 6
and 7, makes it evident how much better the architec-
ture performance is compared to the others.
As an additional performance metric for unsupervised
architectures we calculate the average Wasserstein dis-
tance from our validation data set. We first do this for
the no substructure class as shown in Table 2. As the
Wasserstein distance is a geodesic between distributions,
smaller values correspond to distributions that are more
similar. The values compiled in Table 2 show that the
AAE and VAE achieve the best performance and that of
the DCAE is ∼ 20% larger by comparison. The ability
of the RBM to reconstruct the inputs is significantly de-
graded compared to the autoencoder models. Together,
these results are consistent with calculated AUC values
for the architectures.
It is interesting to also consider the Wasserstein dis-
tance for data with substructure - i.e. a class that the
models were not trained on. These results are compiled
in Table 3 of the Appendix. All the autoencoders consis-
tently have smaller distances for no substructure com-
pared to that calculated from substructure. Further-
more, the AAE and VAE seem to be slightly better at
reconstructing images for subhalo substructure versus
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Figure 6. Reconstruction loss for architectures with Model A. Left to right: AAE, VAE, DCAE, and RBM.
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Figure 7. Reconstruction loss for architectures with Model B. Left to right: AAE, VAE, DCAE, and RBM.
vortices. This may be a result of higher symmetry from
the effects of subhalo substructure.
An interesting question to consider is whether unsu-
pervised algorithms trained on the no substructure class
have the ability to disentangle images with vortices from
those with subhalos. In Appendix A we identify the dis-
tribution of reconstruction losses for vortices and subha-
los separately for both models in Figures 9 & 10. There
doesn’t appear to be significant constraining power be-
tween the two types of substructure. As an additional
check, we trained the AAE model on the subhalo data
to establish if there is any ability to distinguish between
the two different dark matter substructure models. The
distribution of the reconstruction losses, see Figure 11,
shows that the autoencoder models are not able to dis-
tinguish well between the two substructure classes. In-
terestingly, the reconstruction loss for the no substruc-
ture class is lower than that for subhalos. We affirm this
result by calculating the Wassertein distances for our
three classes of substructure, finding the no substructure
class to yield the lowest values for both models. This
implies that the unsupervised models used as anomaly
detectors are able to accurately distinguish between
the no substructure and substructure scenarios, but are
not able to accurately distinguish between the different
types of substructures (ie. differing types of anomalies).
This is of course, a more naturally suited task for dedi-
cated supervised machine learning algorithms. One can
further imagine an analysis pipeline where unsupervised
models are first used to identify potential anomalies for
further analysis that can be performed with dedicated
supervised machine learning classification algorithms or
other more traditional approaches.
As a final test, we opted to investigate the loss for
images with and without substructure for the top per-
forming unsupervised AAE model trained on the no sub-
structure class. Interestingly, we find that the MSE loss
for our data appears to encode information on the loca-
tion of substructure. This effect is visualized in Figure 8
for a vortex of known location (see also Figure 12 in the
Appendix for an example with subhalos). Compared to
an identical simulation without substructure, it is easy
to see by eye the presence of the vortex. While we leave
this to be further explored in future work, it would be
interesting to see if an approach similar to this can help
our unsupervised algorithms tease out the signatures of
dark matter substructure.
8. DISCUSSION & CONCLUSION
In this work we show that dark matter substructure
can serve as a useful probe to constrain models of dark
matter. Concretely, different models of dark matter can
lead to disparate morphology which can manifest them-
selves observationally via their imprint on extended lens-
ing arcs. It has been previously shown that machine
learning may even have the power to identify dark mat-
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Figure 8. MSE loss for identical simulated images (save substructure) with no substructure (left), vortex substructure (middle),
and vortex substructure with labeled vortex position (right).
ter models based on signatures unique to substructure
Alexander et al. (2020). In this work we have expanded
on this idea, now utilizing the power and versatility
of unsupervised machine learning algorithms to iden-
tify the presence of dark matter substructure in lensing
images.
We have updated the results from Alexander et al.
(2020) using ResNet where a convolutional neural net-
work is trained as a supervised multi-class classifier.
Then, we have extended this analysis to unsupervised
models. Specifically, we have considered a restricted
Boltzmann machine, deep convolutional autoencoder,
convolutional variational autoencoder, and an adversar-
ial autoencoder on two data sets with increasing com-
plexity.
We found that the RBM model does not perform well
for this task. Though a construction of a deep belief
network Hinton et al. (2006) may help to disentangle
substructures, likely the downfall of the RBM can be
traced back to the loss of spatial information when the
data is compressed to one dimension for training. In-
spired by our earlier results, we trained three types of
convolutional autoencoders on data containing no sub-
structure. Both our AAE and VAE performed very well
in distinguishing between images with substructure on
Model A, achieving high AUC scores. The added com-
plexity of Model B proved more challenging for both
architectures - though they still have strong discrimi-
nating power. Lastly, our implementation of a DCAE
shows moderate success on both data sets.
By calculating the average Wasserstein distances for
our data we further quantified the performance of our
architectures. We found that the AAE and VAE pro-
duced the most faithful reconstruction of the input im-
ages, the DCAE is moderately degraded, while the RBM
is significantly worse at reconstruction of the data. Fur-
thermore, by calculating the distances for the data with
substructures, we determined that Wasserstein distance
is on average larger for these data - consistent with our
expectations. We also find that the AAE and VAE give a
smaller geodesic distance between the input and recon-
struction for images with subhalos compared to those
with vortices. An explanation for this can be attributed
to higher symmetry for a population of subhalos - i.e.
its lensing signature is more consistent with no substruc-
ture.
The results we obtained support the conclusion that
unsupervised models can be a useful first step in an anal-
ysis pipeline to establish the most anomalous (poten-
tially promising) sources for further follow up with ded-
icated supervised machine algorithms for further clas-
sification or with standard Bayesian likelihood analysis
techniques. The advantage of such a first step is that
no model-specific knowledge was assumed while looking
for anomalous sources.
Finally, we found that calculating the loss for images
with substructure hint at the location of substructure.
While we don’t explore this idea further, it would be
interesting to investigate an approach like this in future
work.
We would now like to stress some of the limitations of
this analysis. While we have gone to lengths to create
simulations that approximate realistic lensing images,
for example by ensuring similar SNR to real lensing im-
ages, likely even higher fidelity simulations are needed
for the application of this technique to real data. The
simulations in this work also do not consider the impact
of interlopers to the lensing signature. Indeed, since
it may be the case that impact of interlopers on the
lensing signature dominates the contributions from sub-
structure, it may be prohibitively difficult to disentangle
the two effects in an unsupervised analysis. Nonethe-
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less, unsupervised algorithms can still be useful in the
interloper dominated case as useful constrains on dark
matter can still be had from measurements of line of
sight halos.
Although our unsupervised learning results show solid
performance and excellent potential, there is still further
room for improvement in their performance compared to
our supervised results with state-of-the-art ResNet mod-
els. This can be seen from Table 2 where the AUC score
for ResNet is stable between Models A & B, but becomes
more degraded for unsupervised architectures. One can
imagine extending to architectures even more optimized
for sparse data - like our lensing images. One inter-
esting future direction is the application of graph-based
models Zhou et al. (2018). Another possible direction
to consider, in the short term, is using transfer learning
to train our architecture on real data by starting from
our models which have been trained on simulations. We
leave these, the creation of even-higher fidelity simula-
tions, and investigating the correlation between loss and
substructure location for future work.
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APPENDIX
A. EXTRA TABLES & FIGURES
Wasserstein Distances
AAE VAE DCAE RBM
Model A
no substructure 0.22116 0.22533 0.26566 1.27070
subhalo 0.25219 0.24397 0.30407 1.29481
vortex 0.27596 0.25048 0.30217 1.27415
Model B
no substructure 0.15562 0.16617 0.23653 1.25804
subhalo 0.16956 0.17629 0.23849 1.25916
vortex 0.18050 0.18688 0.26881 1.23644
Table 3. Complete table of average 1st Wasserstein distance for each architecture and substructure type. Here the architectures
were trained on lensing images without substructure.
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Figure 9. Model A: Reconstruction loss for unsupervised architectures for comparing subhalo and vortex performance.
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Figure 10. Model B: Reconstruction loss for unsupervised architectures for comparing subhalo and vortex performance.
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Figure 11. Reconstruction loss for adversarial autoencoder trained on lensing images with subhalos.
Figure 12. MSE loss for identical simulated images (save substructure) with no substructure (left), subhalo substructure
(middle), and subhalo substructure with labeled subhalo position (right).
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B. ARCHITECTURES
Table 4. Architecture of Deep Convolutional Autoencoder Model
Encoder Network
Layer Parameters PyTorch Notation Output Shape
Convolution channels = 16
kernel = 7x7
stride = 3
padding = 1
Conv2d(1,16,7,3,1) [-1, 16, 49, 49]
Rectified Linear Unit (ReLU) - ReLU() [-1, 16, 49, 49]
Convolution channels = 32
kernel = 7x7
stride = 3
padding = 1
Conv2d(16,32,7,3,1) [-1, 32, 15, 15]
Rectified Linear Unit (ReLU) - ReLU() [-1, 32, 15, 15]
Convolution channels = 64
kernel = 7x7
Conv2d(32,64,7) [-1, 64, 9, 9]
Flatten - Flatten() [-1, 5184]
Fully Connected Layer - Linear(5184, 1000) [-1, 1000]
Batch normalization - BatchNorm1d(1000) [-1, 1000]
Decoder Network
Layer Parameters PyTorch Notation Output Shape
Fully Connected Layer - Linear(1000, 5184) [-1, 5184]
Reshape - - [-1,64,9,9]
Transpose Convolution channels = 32
kernel = 7x7
ConvTranspose2d(64,32,7) [-1, 32, 15, 15]
Rectified Linear Unit (ReLU) - ReLU() [-1, 32, 15, 15]
Transpose Convolution channels = 16
kernel = 7x7
stride = 3
padding = 1
output padding = 2
ConvTranspose2d(32,16,7,3,1,2) [-1, 16, 49, 49]
Rectified Linear Unit (ReLU) - ReLU() [-1, 16, 49, 49]
Transpose Convolution channels = 1
kernel = 6x6
stride = 3
padding = 1
output padding = 2
ConvTranspose2d(16,1,6,3,1,2) [-1, 1, 150, 150]
Hyperbolic tangent - Tanh() [-1, 1, 150, 150]
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Table 5. Architecture of Convolutional Variational Autoencoder Model
Encoder Network
Layer Parameters PyTorch Notation Output Shape
Convolution channels = 16
kernel = 7x7
stride = 3
padding = 1
Conv2d(1,16,7,3,1) [-1, 16, 49, 49]
Rectified Linear Unit (ReLU) - ReLU() [-1, 16, 49, 49]
Convolution channels = 32
kernel = 7x7
stride = 3
padding = 1
Conv2d(16,32,7,3,1) [-1, 32, 15, 15]
Rectified Linear Unit (ReLU) - ReLU() [-1, 32, 15, 15]
Convolution channels = 64
kernel = 7x7
Conv2d(32,64,7) [-1, 64, 9, 9]
Flatten - Flatten() [-1, 5184]
Fully Connected Layers - Linear(5184, 1000), Linear(5184, 1000) [-1, 1000], [-1, 1000]
Decoder Network
Layer Parameters PyTorch Notation Output Shape
Fully Connected Layer - Linear(1000, 5184) [-1, 5184]
Reshape - - [-1,64,9,9]
Transpose Convolution channels = 32
kernel = 7x7
ConvTranspose2d(64,32,7) [-1, 32, 15, 15]
Rectified Linear Unit (ReLU) - ReLU() [-1, 32, 15, 15]
Transpose Convolution channels = 16
kernel = 7x7
stride = 3
padding = 1
output padding = 2
ConvTranspose2d(32,16,7,3,1,2) [-1, 16, 49, 49]
Rectified Linear Unit (ReLU) - ReLU() [-1, 16, 49, 49]
Transpose Convolution channels = 1
kernel = 6x6
stride = 3
padding = 1
output padding = 2
ConvTranspose2d(16,1,6,3,1,2) [-1, 1, 150, 150]
Hyperbolic tangent - Tanh() [-1, 1, 150, 150]
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Table 6. Architecture of Adversarial Autoencoder Model
Encoder Network
Layer Parameters PyTorch Notation Output Shape
Convolution channels = 16
kernel = 7x7
stride = 3
padding = 1
Conv2d(1,16,7,3,1) [-1, 16, 49, 49]
Rectified Linear Unit (ReLU) - ReLU() [-1, 16, 49, 49]
Convolution channels = 32
kernel = 7x7
stride = 3
padding = 1
Conv2d(16,32,7,3,1) [-1, 32, 15, 15]
Rectified Linear Unit (ReLU) - ReLU() [-1, 32, 15, 15]
Convolution channels = 64
kernel = 7x7
Conv2d(32,64,7) [-1, 64, 9, 9]
Flatten - Flatten() [-1, 5184]
Fully Connected Layer - Linear(5184, 1000) [-1, 1000]
Decoder Network
Layer Parameters PyTorch Notation Output Shape
Fully Connected Layer - Linear(1000, 5184) [-1, 5184]
Reshape - - [-1,64,9,9]
Transpose Convolution channels = 32
kernel = 7x7
ConvTranspose2d(64,32,7) [-1, 32, 15, 15]
Rectified Linear Unit (ReLU) - ReLU() [-1, 32, 15, 15]
Transpose Convolution channels = 16
kernel = 7x7
stride = 3
padding = 1
output padding = 2
ConvTranspose2d(32,16,7,3,1,2) [-1, 16, 49, 49]
Rectified Linear Unit (ReLU) - ReLU() [-1, 16, 49, 49]
Transpose Convolution channels = 1
kernel = 6x6
stride = 3
padding = 1
output padding = 2
ConvTranspose2d(16,1,6,3,1,2) [-1, 1, 150, 150]
Hyperbolic tangent - Tanh() [-1, 1, 150, 150]
Discriminator Network
Layer Parameters PyTorch Notation Output Shape
Fully Connected Layer - Linear(1000, 256) [-1, 256]
Rectified Linear Unit (ReLU) - ReLU() [-1, 256]
Fully Connected Layer - Linear(256, 256) [-1, 256]
Rectified Linear Unit (ReLU) - ReLU() [-1, 256]
Fully Connected Layer - Linear(256, 1) [-1, 1]
Sigmoid - Sigmoid() [-1, 1]
