Abstract Minimal important differences (MIDs) for patient-reported outcomes (PROs) are often estimated by selecting a clinical variable to serve as an anchor. Then, differences in the clinical anchor regarded as clinically meaningful or important can be used to estimate the corresponding value of the PRO. Although these MID values are sometimes estimated by regression techniques, we show that this is a biased procedure and should not be used; alternative methods are proposed.
Introduction
To help interpret changes in patient-reported outcomes (PROs), it is useful to establish the amount that is large enough to be discernible and regarded as important. The minimal important difference or MID, also in the past sometimes called the minimal clinically important difference or MCID, has been defined as ''the smallest difference in score in the domain of interest which patients perceive as beneficial and which would mandate, in the absence of troublesome side effects and excessive cost, a change in the patient's management'' [1] . The MID is the average change among the subgroup of people deemed to change a minimal (but important) amount according to an anchor or anchors. Hence, the MID estimate is the expected group mean change for people who have improved enough (but not too much) according to the external standard. The MID is different from ''responder'' [2] . If one uses the expected mean change among those who were deemed to have minimally important change to define responders, then about half the people in the group who changed a minimally important amount on the anchor will be classified as responders, assuming a normal distribution. The problem with this is that the group average is not an appropriate threshold for individual change. Group change and individual change have different standard errors, and thus group-level estimates should not be used to define responders. [3] .
One method for estimating the MID is to take an initial or baseline assessment followed by a later assessment of the PRO, with respondents being asked after the second assessment whether and how much their condition has changed. This ''global rating of change'' (also known as a transition rating) can be compared with the observed change in the PRO to estimate the MID. Such patient-focused anchors are widely used despite criticisms of potential bias due to, for example, response shift [4] , recall bias [5] and implicit theories of change [6] .
Because of these criticisms, it has been suggested that alternative anchors be considered, instead of or in addition to global ratings of change [7, 8] . These anchors may be clinical endpoints, change in other PRO measures, or some combination of clinical and patient-based measures, and should be anchors for which observers or preferably patients are able to specify what constitutes an important difference. They should measure a similar construct to that of the target, and value of these anchors depends on how well they reflect underlying change. Cohen's [9] rules of thumb suggest 0.8 is a large effect size for comparing two independent groups, and since the equation relating correlations (r) to group mean differences (d) is
, derived r [ 0.371 as a large effect size for a correlation coefficient; thus Hays et al. [7] recommend 0.371 as a correlation threshold to define a noteworthy (large effect) association between anchors and observed change on the PRO. Hays et al. also recommend that there should be multiple anchors and that the correlations should be reported. Then, patients can be classified into change groups according to the anchor and the observed changes on the PRO used to estimate the MID. However, Hays et al. only hinted at the method of analysis. The purpose of this statistical note is to explore the approach that has been used in published reports, and to make recommendations about the correct way to link changes in the anchor to the corresponding changes in the target outcome.
Example of an anchor-based MID
We take as an example the paper by Suňer et al. [10] , who followed conventional methods of analysis. They used changes in visual acuity as an anchor, to propose a MID for the National Eye Institute Visual Function Questionnaire-25 (NEI VFQ-25). The authors note that a 15-letter change in best-corrected visual acuity is frequently used as a primary endpoint in clinical trials and is generally accepted as clinically significant. Thus, they used 15-character changes in visual acuity as the anchor for determining the MID for the corresponding changes in the overall composite score of the VFQ-25, formed by the mean of 24 items (excluding the single item for general health). The mean visual acuity (letter count) was 53.5, with standard deviation (SD) of 13.2, and the mean score for the VFQ was 69.3, with SD of 19.2. Patients were assessed again at 12 months. The investigators grouped patients into those who gained at least 15 letters, had less than 15 letter change, or lost at least 15 letters. Fitting linear regression models, they estimated a MID of 4.34 based on mean change on the VFQ-25 composite score for those with at least a 15-letter change in visual acuity.
One problem with the approach used in this example is that all change that was equal to or greater than the designated important change on the anchor was treated equally in the analysis. Hence, the authors lumped smaller and larger amounts of change together. This will inflate the estimated MID. The MID is best estimated by honing in on the change group that has improved by a non-trivial important amount but not by a medium or large amount. Although this or similar approaches are frequently used, here we focus on another issue.
The MID reported corresponds to an effect size of 4.34/19.2 = 0.22 SDs which, applying Cohen's guide, is a small effect. In contrast, the anchoring outcome has an effect size of 15/13.2 = 1.1 SDs, which according to Cohen's rules is a large effect (although it should be noted that 15 is simply the threshold and some patients will have had scores substantially larger than this) [9] . How can we explain this apparent discrepancy?
Impact of correlation
In the above example, the authors, following conventional practice, analysed group mean scores and used linear regression models. However, the correlation, r, between the anchoring variable and the target score affects the slope of the regression line. Here, the authors reported the correlation to be less than 0.3 (exact value is not specified), and since r 2 is a measure of the proportion of variance explained, this indicates that the anchor variable can account for less than 10 % of the variation in the target variable. The value r = 0.3 also implies that the slope of the regression line will be shallow, because for regression analysis the slope, b, is given by b ¼ r Â SD Target =SD Anchor À Á , and the smaller the value of r, the smaller the corresponding value of b. Thus, if there were perfect correlation with r = 1.0, the regression would have slope = b ¼ SD Target =SD Anchor À Á . Then, a standardised effect size of N standard deviations in the anchor would equate to a MID of N standard deviations in the target. Similarly, a correlation of zero leads to a slope of b = 0.0, and then the best estimate of the MID for the target would be zero, because the anchor is totally uninformative. Thus, with r of any intermediate value between 0 and 1, any specified effect size in the anchor will result in an attenuated estimate of the target-variable MID, and the degree of attenuation relates to the correlation coefficient. In the case of Suňer et al., we know r \ 0.3, and so the MID is less than a third of the effect size specified for the anchor.
According to the suggestions of Cohen, an effect size of 0.5 SD is a medium effect. Let us therefore consider an anchor in which 0.5 SD does represent a medium effect. Now suppose this anchor is correlated r = 0.8 with the target, we will obtain 0.4 SD as the estimated MID. However, if we select another anchor, this time with correlation r = 0.6, the same 0.5 effect size reduces the estimated MID to 0.3 SD; or, for an anchor with correlation r = 0.4, the MID becomes 0.2 SD. Basically, we can obtain a MID as small as we want by choosing an anchor with as weak a correlation as we dare try to justify. This seems illogical.
Regression and prediction
Why does this attenuation occur? Regression aims to provide the optimal prediction of an outcome, Y, for individual subjects, where optimal is defined in terms of a criterion such as least squares or maximum likelihood. For simplicity, we consider linear regression, which can be written as Y = a ? bX where Y is the value of the outcome, or ''dependent'' variable, X is the value of the predictive factor, or ''independent'' variable, and a, b are numbers representing a constant offset and the slope of the line, respectively. Correlation assesses the predictive power of the factor X: the smaller the correlation, the weaker the predictive power. At one extreme, if there is perfect correlation of 1.0, the predictive factor X would suffice to provide a perfect estimate of the outcome (or Y-variable) for a future patient. At the other extreme, if there is zero correlation, factor X is of no value for predictive purposes and then the best estimate of outcome Y for a future patient is simply the mean value of the previously observed Y-scores. That is why, as noted above, the correlations affect the slope when using regression models because these are intended for prediction.
Thus, as the predictive power of X becomes weaker (r tends towards zero), so the best estimate for Y will shrink towards the mid-value, or mean. This phenomenon is well known and, for PROs, also affects the mapping from profile to preference-based measures [11] . It was first recognised by Francis Galton who observed that children of taller than average parents tend to be shorter and closer to the mean than their parents, and similarly shorter than average parents tend to have children who are taller than they are-and he termed this ''regression to the mean'' [12] . Nowadays, we simply say ''regression'' and far too often forget about the implications that Galton noted. Two other characteristics of the prediction-model approach may be noted. First, prediction is sometimes optimised by including additional factors or covariates, such as visual acuity, age and gender.
Second, the equation is not symmetric, in that predicting Y from X is very different from predicting X from Y. That is, there are two regression lines, and the angle between these lines increases as r becomes smaller.
Perhaps most important of all, when using regression, the best prediction for an individual who is observed to be in (for example) the top 10 % of the distribution is that their Y outcome will be nearer to the mean.
Regression versus linking
Regression aims to predict the expected scores for individual patients, which is not the same as cross-calibration or linking of scales [11] . Instead, for linking, we are concerned with estimating the equivalent value on the target scale that corresponds to an observed change on the anchoring outcome. In contrast to the regression/prediction model, when linking from one scale to another, it is commonly agreed that an individual who lies N standard deviations above the mean on one scale might be expected to be similarly N standard deviations above the mean on the other scale. Similarly, if P % of individuals experience a clinically significant change in the anchor variable, we might expect roughly P % also to experience a change in the related target variable. For two scales, X and Y, this implies equality of the standardised values (difference from the mean divided by SD), resulting in the simple linear linking function [11, 13] :
For the anchoring of MIDs, this equation can be rearranged and written in terms of standardised anchor and target scales. It may be noted that, unlike the regression equation in which b ¼ r Â SD Target =SD Anchor À Á , the linking equation is unaffected by r:
Thus, the MID equals the specified clinically important change in the anchor, scaled by the ratio of the standard deviations. It is equivalent to applying the effect-size ratio of the anchor to the target. An advantage of this approach is that it can be readily applied either to change-scores or to crosssectional data, as it simply scales the anchor change by the respective SDs and we do not require regression analysis. For the above example, applying this approach would have resulted in MID = 15 9 19.2/13.2 = 21.8, which is very different from the attenuated value proposed by Suňer et al.
(It is important to bear in mind, however, that the problem with lumping together all those who changed equal to or more than the threshold for a minimally important change on the clinical measure counteracts the problem with regression to the mean in an unknown way for this example.)
Recommendations
Because we are in effect mapping the anchor and target scales against each other, the linking function which does not involve r should be used when calculating a MID from an anchor; that avoids the attenuation of the estimated values. It also carries the implication that if the widely used 0.5 9 SD Anchor is regarded as a medium and clinically significant value that represents a medium effect size for the anchor [9, 14] , then 0.5 9 SD Target will always be the corresponding MID for the target scale-making the use of an anchor irrelevant. However, we also agree with authors who suggest that for a minimal important difference, it might be more appropriate to consider 0.2 9 SD, which Cohen [9] described as a small effect size, rather than the medium effect of 0.5 [15] .
Although the linking equation does not involve r, it is clearly desirable that the anchoring scale should be highly correlated with the target scores. If the correlation is too low, we cannot obtain a valid estimate for the MID. For establishing a MID, which is a group-based estimate, we recommend that r should be at least 0.371 [7, 8] . It is also strongly recommended that multiple anchors be considered, including self-rated anchors (global ratings of change), and if these converge towards a single number, the results will be more convincing [8] .
Conclusions
Some studies using anchor variables to determine MIDs have applied regression models. However, because of regression to the mean, these models are inappropriate for determining MIDs; they result in estimates that are shrunk towards the middle of the distribution and are smaller than the correct values. When, for example, correlations between anchor and target approach 0.33, the estimate of the MID would be about a third of the true value. Linking of scales provides a simple way to rectify the problem.
