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Abstract: In this article, an innovative method is discussed for the calibration and monitoring
of photomultipliers (PMs). This method is based on a Discrete Fourier Transform (DFT) and it
is fast and general so that it can be used in cases where an analytical model of the PM response
is not available. The DFT approach is employed for the absolute calibration of the Hamamatsu
R1408 photomultiplier. It should be noted that the R1408 PMs do not show a sharp peak at
the single photoelectron distribution and gain determination via conventional methods is often
unattainable. Here, we show that the DFT technique, coupled with a gamma function model for
the single photoelectron response, produces rigorous calibration results and it can be used for gain
determination with a good accuracy.
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1 Introduction and outline
Photomultipliers (PMs) are indispensable devices in low-energy nuclear physics, particle physics
and medical applications [1]. Their striking stability, simple principles of operation and relatively
low cost make them attractive solutions in the instrumentation of large coverage detectors. Within
neutrino physics, massive monolithic detectors usually employ a sizable number of PMs to detect
optical signals created in the target material. For example, the Super-Kamiokande detector utilizes
around 11,000 20” PMs, that are mounted on the walls of a cylindrical tank containing 50 kt of ultra
pure water [2]. Another example is the medium-baseline reactor experiment JUNO that is expected
to use ∼18,000 20” PMs in the Central Detector, in order to achieve the unprecedented energy
resolution of 3%/√Eν that is necessary for an unambiguous determination of the neutrino mass
ordering. Additionally, JUNO will further use ∼25,000 3” PMs in the Central Detector to improve
the energy scale calibration and ∼2,000 20” PMs in the surrounding water Cherenkov Outer Veto
for the tagging of cosmic muons [3–5].
A very important aspect of PM’s operation is the fact that the number of photoelectrons (PEs)
collected and focused in the first stage of amplification is (up to expected statistical fluctuations)
proportional to the measured charge at the output of the dynode chain.1 The proportionality factor
that relates charge and PEs is formally called gain and it is perhaps the most significant parameter of
a PM. Furthermore, it should be emphasized that the number of PEs detected, usually, depends on
1The basic operating principles of PMs are reviewed in ref. [1] and will not be repeated here.
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the energy released by a particle inside the detector. Thus, the gain value is necessary for deducing
the energy of incident particles in a detector instrumented with PMs.
In section 2, we lay down in some details the standard technique for gain determination of PMs
since it is so critical in the understanding of the material included in this publication. In doing so, we
introduce the notation employed throughout the whole document. In section 3 we propose a novel,
high precision numerical approach that can be used to calculate the PM charge response function,
SR(x). The proposed method leaning on the Discrete Fourier Transform (DFT) is general enough
that can be exploited whenever a closed form of SR(x) (or even a valid approximation) can not be
derived. This implementation is much faster than a direct numerical calculation of convolutions
owing to the efficient DFT numerical algorithms that are available. Finally, in section 4 we
demonstrate the utility of this new approach through the absolute calibration of the Hamamatsu
R1408 model PM in a rigorous and precise manner.
2 Gain determination method
The standard analysis method used for PM gain determination was first presented in an influential
paper written by E. H. Bellamy and collaborators in 1994 [6]. In this work, a refined procedure
is given that can deconvolute the charge distribution of a PM in the single photoelectron mode
through a simple but sophisticated statistical analysis of PM spectra from a pulsed light source.
This operation gives access to the main parameters of the process, such as the PM gain and the
mean number of PEs recorded.
What makes this approach appealing is that the actual knowledge of the light source charac-
teristics is not at all essential to the method, these characteristics (e.g. light intensity) should only
be stable during time. The only ingredient required is a mathematical scheme that models, in a
realistic way, the response spectra of the PMs when illuminated with such light pulses. The model
can then be applied to real spectra taken under these conditions and extract both the gain and all
the relevant attributes of the light source with the use of a minimization package. In the remaining
parts of this section, we describe the main ingredients of the Bellamy et al. [6] gain determination
method since it constitutes the embarkation point of the DFT approach presented in section 3.
2.1 Single photoelectron charge amplification
In modeling the response of a PM, one is usually forced to postulate a distribution function for
the single photoelectron (SPE) charge deposition. The calculation from first principles of this
distribution, taking into account all multiplication stages, is very complicated and assumes a very
good knowledge of all multiplication parameters. That is, when a PE enters the multiplicative
dynode structure, the law for the charge amplification is not deterministic but, on the contrary,
follows from a probability distribution function (PDF). This distribution is characteristic of the PM
and the voltage shared among its dynodes. In what follows it shall be termed S(x).
S(x)dx gives the probability to collect an amount of charge between x and x + dx in the output
of the PM whenever a single PE is released from the photocathode and focused in the dynode
system. S(x) is normalized in the usual sense:∫ +∞
0
S(x) dx = 1. (2.1)
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It is further assumed that its statistical moments are all well defined. Note that the integration in
eq. (2.1) starts from zero since the charge is taken, by definition, to be positive. In particular, in this
formalism, a PM cannot produce negative charges in response to a light source.
In the process of PM calibration, different types of PDFs are used depending, each time, on the
PM under examination. For example, the R7081 Hamamatsu PMs can be adequately described by
a gaussian plus an exponential part [7–9]. On the other hand, the R1408 Hamamatsu PM model is
effectively parameterized through a gamma distribution [10]. We should note that for all the studies
conducted for the purposes of this article we were always under the PM’s saturation point. In this
case, the charge deposition is a linear process with respect to the light intensity.
2.2 Poisson photoelectron production
Whenever light pulses, created for example by a laser or a light emitting diode, hit the photocathode,
there is a certain probability for electrons to be produced (external photoelectric effect). This process
is related to the quantum efficiency of the photocathode [11]. Since the number of photons in each
pulse is roughly constant and the probability for photoconversion follows from a randomdistribution,
the final probability for n PEs to be created is governed by a Poisson distribution [12]:
P(n; µ) = µ
n
n!
e−µ, (2.2)
with µ =< nγ > q. < nγ > and q are the mean number of photons of the light pulses and the
quantum efficiency of the PM respectively. It is worth noting that the probability the light pulse
will produce no electrons is different from zero and in fact equals to P(0; µ) = e−µ. That is, just by
counting the “zero” cases gives a direct access to the mean value µ.
After photoconversion, the electrons are accelerated, focused, and finally subjected to the
multiplicative dynode structure. It is a well-known fact that not all of the released PEs survive this
secondary process and finally enter the amplification chain. The probability for a PE to reach the first
dynode is called collection efficiency and usually denoted as η. This secondary collection process
follows a random binary distribution that modifies the initial Poisson mean by µ→ µ′ = µ · η. In
what follows we shall use the symbol µ in the place of µ′. Nevertheless, we must never forget, that
this µ is the modified mean according to the collection efficiency and thus characterizes jointly both
the light pulse and the quantum and collection efficiencies. Figure 1 shows the basic steps of a PM
operation (photoconversion, focusing, multiplication, etc.) in a simple schematic.
Let us now consider the following question: what will be the combined probability for a light
pulse, described by eq. (2.2), to produce a single PE that will afterwards deposit an amount of
charge between x and x + dx ? The answer is straightforward from our previous analysis. The total
probability is just the product of the two separate probabilities.
P(1; µ)S(x)dx (2.3)
Let us now repeat this question but for the case of a two PE emission. So, what will be the combined
probability for this light pulse to produce two PEs that will afterwards deposit an amount of charge
between x and x + dx ? The answer turns out to be not that obvious.
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Figure 1. Schematic of the PM operation principle. A photon converts on the photocathode to produce a
single photoelectron that is directed on the dynode chain for multiplication.
The total probability for the first PE to deposit a charge between y and y + dy, and the second
PE charge between z and z + dz is given by the product of the two separate probabilities since the
processes are fully independent:
S(y)dy S(z)dz. (2.4)
Denoting as x = y + z the total charge recorded in the PM anode, this probability can by rewritten
in the form:
S(x − z)dx S(z)dz (2.5)
by means of simple substitution. To obtain the probability for a total charge deposition between x
and x + dx one has to integrate over all z charges.( ∫ +∞
0
S(x − z) S(z)dz
)
dx (2.6)
The expression in the parenthesis is the convolution of S(x) with itself. Thus, the two PEs produce
a total charge x, according to the probability distribution S2(x) where:
S2(x) = (S ∗ S)(x). (2.7)
The answer to our second question can be written down and is a simple generalization of our first
result.
P(2; µ)S2(x)dx (2.8)
Of course, similar arguments hold for the case of three PEs, four PEs, and so forth.
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We recognize that the total probability for a light pulse to produce charge between x and x+ dx
is given by: (
+∞∑
n=0
P(n; µ)Sn(x)
)
dx, (2.9)
where eq. (2.9) is the sum of the individual probabilities for any given number of PEs. Sn(x) is the
n-times convolution of S(x) and S0(x) the zero PE charge distribution. S0(x) is the delta function
δ(x), that is if zero PEs are produced all charge is deposited at zero. In general, Sn(x) is given by:
Sn(x) =
{
δ(x), for n = 0
(S ∗ Sn−1)(x), for n > 1.
(2.10)
We note that for n = 1, S1(x) is equal to S(x) since (S ∗ δ)(x) = S(x).
2.3 Incorporating the pedestal
The PDF for the PM charge output in response to a poissonian light source is named SID(x). The
form of SID(x) was worked out in the previous subsection and it is repeated here:
SID(x) =
+∞∑
n=0
P(n; µ)Sn(x). (2.11)
We choose to call this PDF SID(x) because it is ideal in the sense that it cannot account for any
external charge fluctuations as those produced by electronic noise. Indeed, never in our previous
analysis did we mention about the PM pedestal and the charge smearing that’s responsible for.
To incorporate the pedestal background charge in this formalism, a shifted gaussian over a
mean value Q0 is used.
B(x) = 1√
2piσ0
e
− (x−Q0)2
2σ20 (2.12)
σ0 describes the charge smearing induced by the electronic noise. For the same reasons we needed
to convolute the signal distribution S(x) with itself to obtain the two PE S2(x) distribution, here we
need to convolute the SID(x) and B(x) distributions to produce the output signal PDF SR(x).
SR(x) =(SID ∗ B)(x)
=
+∞∑
n=0
P(n; µ)(Sn ∗ B)(x). (2.13)
Here “R” stands for real. In general, our job is to derive SR(x) in a closed or, at least, in an
approximate but still useful form.
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2.4 Low µ approximation
At first this might seem like an extraordinary enterprise but a valid approximation can be easily
derived if the mean value of the Poisson distribution (µ) is low enough. In that case, if µ is small
SR(x) can be written as:
SR(x) '
m∑
n=0
P(n; µ)(Sn ∗ B)(x), (2.14)
wherem is an integer chosen such that the P(n; µ)(Sn ∗B)(x) terms with n > m are negligible owing
to the dumping of the Poisson factors for n > m. When µ = 1 then m can be chosen to be equal
to five, while when µ = 2 the first nine terms of eq. (2.14) are enough to give a precision of better
than 1% in both cases.
The aforementioned recipe was first presented in ref. [6]. In that paper, the authors give an
exact formula for the (Sn ∗ B)(x) distributions when the SPE response function S(x) is given by a
gaussian. SR(x) can then be used to fit real data taken while the PM is illuminated with low-intensity
light pulses and the parameters of P(n; µ), B(x) and S(x) can be extracted. The PM gain G is then
given by:
G =
∫ +∞
0
xS(x) dx, (2.15)
which is the mean value of S(x).
On the other hand, the PM model treated in ref. [13] is better described by a combination of a
truncated gaussian plus an exponential distribution:
S(x) =
(
wαe−αx +
(1 − w)
gN
1√
2piσ1
e
− (x−Q1)2
2σ21
)
H(x) (2.16)
with
gN =
1
2
(
1 + erf
(
Q1√
2σ1
) )
. (2.17)
The Heaviside H(x) step function is necessary because negative charges are not physical and gN
is defined so that S(x) is normalized to one. In this case, SR(x) does not have a simple analytic
expression but an approximate formula is given in ref. [13]. Furthermore, in ref. [14] the SPE
response function of eq. (2.16) is used and the one and two PE contributions to SR(x) are calculated
numerically.
However, it becomes burdensome to calculate the contributions from additional PEs due to the
brute force calculation of the convolutions in the SR(x) formula. It is the purpose of this paper
is to offer a novel and efficient numerical method that can be used to evaluate SR(x) whenever an
analytical form of (Sn ∗ B)(x) functions is not achievable. This method works for any generic S(x)
distribution and is capable of providing SR(x) for any value of the poissonian mean µ.
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3 Discrete Fourier Transform approach to SR(x)
To start an exposition of the numerical method developed for the purposes of this paper, we first
take the Fourier Transform (FT) of SR(x) denoted here as S˜R(k). It is a well-known result of Fourier
analysis that the FT of a convolution is equal to the product of the FTs of each individual function.2
With these considerations, the FT S˜R(k) can be written as:
S˜R(k) =
+∞∑
n=0
P(n; µ)S˜n(k)B˜(k). (3.1)
S˜n(k) is the n-th power of S˜(k), the FT of the SPE response function S(x), and B˜(k) is the FT of the
pedestal noise. Owing to the mathematical form of the Poisson P(n; µ) factors, eq. (2.2), the series
of eq. (3.1) can be formally summed and the result is:
S˜R(k) = B˜(k)eµ(S˜(k)−1). (3.2)
Of course, it is obvious that the Inverse FT of eq. (3.2) gives SR(x).
If one could invert the formula of eq. (3.2) a closed form of SR(x) could then be obtained.
Unfortunately, this inversion is not always possible in an analytical way. In several cases, even a
straightforward calculation of S˜(k) is not at all trivial. To bypass these obstacles, we evaluate FTs
(and their inverse) numerically using Discrete Fourier Transform (DFT). If the steps chosen in DFT
are small enough a good estimation of SR(x) is achieved. Additionally, these operations are fast by
virtue of the many excellent Fast Fourier Transform (FFT) algorithms currently available.
In practice, we employed the well-known C library FFTW [16] for the evaluation of the real
(<) and imaginary (=) parts of both S˜(k) and B˜(k). Eq. (3.2) can then be written as:
S˜R(k) = |B˜(k)|eµ(<[S˜(k)]−1)ei(φB˜+µ=[S˜(k)]), (3.3)
where <[S˜(k)] and =[S˜(k)] are the real and imaginary parts of S˜(k), and |B˜(k)|, φB˜ are the
magnitude and argument of B˜(k) respectively. The complex parts of S˜R(k) are given by:
<[S˜R(k)] = |B˜(k)|eµ(<[S˜(k)]−1) cos(φB˜ + µ=[S˜(k)]) and, (3.4)
=[S˜R(k)] = |B˜(k)|eµ(<[S˜(k)]−1) sin(φB˜ + µ=[S˜(k)]). (3.5)
Inserting<[S˜R(k)] and =[S˜R(k)] in the Inverse DFT (IDFT) implemented in the FFTW library one
can then retrieve the values of SR(x) numerically.
For all the analyses presented in this article, a step half the size of the histogram binning was
used for the DFTs and IDFT. This was sufficient to reach the required accuracy level. A C++/ROOT
based [17] software that implements the DFT approach and evaluates SR(x) is available in [18], a
public git-hub repository. The code is simple, with several examples, and can be used to fit SPE
distributions extracting the gain and all the other parameters of S(x). It is quite efficient in the sense
that it only needs a few seconds to analyze a single distribution. Last, we should emphasize that,
in contrast to eq. (2.14) the DFT method is able to derive SR(x) for any value of µ since eq. (3.2)
represents the full sum of the SR(x) series.
2See for instance chapter 15 of ref. [15].
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Figure 2. Pictorial representation of our PM testing apparatus.
4 Calibration of the Hamamatsu R1408 photomultiplier
In the penultimate section of this article, we showcase the importance and utility of the DFT
numerical approach through the absolute gain calibration of the Hamamatsu R1408 PM model.
The R1408 PMs were originally used in the IMB experiment [19] and recently in the Double Chooz
experiment [20]. They are known for not having a sharp peak at the single PE position and their
calibration through the original Bellamy method can be complicated.3 Here, we demonstrate that
the DFT formalism, coupled with a carefully chosen S(x) model, can provide rigorous results with
an unprecedented precision.
First steps towards this study were given in ref. [10]. In this reference the exponential part of
S(x) that describes PEs missing the first amplification stage was neglected due to the lack of an
efficient numerical procedure, and only approximate values for the gains were produced. This was
satisfactory for the needs of the Double Chooz Inner Veto calibration. We now show how this small
caveat can be patched up; the circle is now complete.
4.1 Experimental apparatus
The main features of the experimental apparatus needed for the absolute calibration of PMs are
well-known and, more or less, standard. Most of the components we utilized for this purpose are
graphically depicted in figure 2. As it is shown, the PM was placed inside a dark box. Extra black
3In IMB the R1408 PMs were calibrated by means of the occupancy method, ref. [21].
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Figure 3. A screenshot from the LeCroy WavePro 725Zi oscilloscope.
silicon was used to ensure that the box was light-tight and the whole setup operated inside a small
air-conditioned dark room. The temperature of the room was fixed at 21 ◦C.
The light pulses used to illuminate the PM were created by a Light Emitting Diode (LED)
connected to a fast pulse generator (Agilent 81150A [22]). The light was directed inside the box
and onto the PM through an optical quartz fiber (Thorlabs BFH48-600 [23]). A halo-like plastic
support, attached to the PM, was used to ensure that the fiber was always on the center of the the
photocathode and just touching it. All of the measurements were done with blue light, λ = 475 nm,
and the generator operated at 500 Hz. The width of the signal pulses were 20 ns. The signal from
the PM was separated by the input high voltage through a splitter and was driven to an oscilloscope
LeCroy WavePro 725Zi [24].
All data sets were taken with the setup triggering on the generator’s second, duplicated, channel
sent to the oscilloscope’s Channel 2. Figure 3 shows a screenshot taken from the oscilloscope. The
purple curve is the trigger sent by the generator and the cyan curve is the signal of the PM. The
two histograms, pink and yellow, refer to the voltage and the charge measured on the anode of the
PM respectively. In what follows we shall concern ourselves exclusively with the output charge on
the oscilloscope; that is the yellow histogram. Of course, if no additional noise is present the two
histograms are analogous as in figure 3.
For the purposes of gain determination the LED input voltage was tuned such that the mean
value of the observed PEs would lie within the range of µ ' 0.1–3.0. This setting makes it
possible to observe the pedestal peak clearly since then one can easily deconvolute it through the fit.
Moreover, for higher values of µ spurious correlations might arise that could bias the results.4 In
4See for instance the results of table 1 in ref. [6].
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Figure 4. Gamma distribution for λ = 20 and some values of θ. As θ increases the standard deviation of the
distribution decreases and its shape becomes more narrow.
any case, it is always more convenient to limit oneselves in this narrow region since the presence of
the pedestal gaussian enforces strong constrains to the fit. In particular it constraints the poissonian
mean µ through the normalization, e−µ, of the pedestal peak.
4.2 Single photoelectron response model
The Hamamatsu R1408 8 inches PMs are difficult to calibrate mainly for two reasons:
i. the various PE peaks are entangled due to the significant dispersion of the charge; a fact that
complicates the extraction of the gain from the fitter5 and,
ii. the SPE response function S(x) cannot be parametrized by a gaussian (truncated or not) and
the final model for SR(x) cannot be solved analytically.
Fortunately, the gain deconvolution method can still be helpful if one parametrizes the PM’s SPE
charge response via the hybrid function:
S(x) =
(
wαe−αx + (1 − w)λ(1 + θ) [λ(1 + θ)x]
θ
Γ(1 + θ) e
−λ(1+θ)x
)
H(x). (4.1)
The purely exponential term of eq. (4.1) (the first term) is absolutely necessary to describe the
amplification of PEs that miss the first dynode or photons that convert directly in the first dynode.
The pre-factor w parametrizes the probability for this to happen. A better discussion of this process
is included in ref. [13].
The second term is a gamma distribution and it describes the full dynode amplification chain
process. This distribution has been used in the past in connection with the R1408 PMs calibra-
tion [10]. Note that in this guise, the gamma distribution is also known in the physics vocabulary
5The reader might have a look at figure 3 of ref. [6], where the 2nd PE peak is visible even with naked eye, for an
example of a case where there is little charge dispersion.
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Figure 5. A single fit obtained using the S(x) of eq. (4.1). The data are shown in the black dots and the best
fit curve is shown in azure line.
as the Polya distribution. Physicists understood its utility in the 60’s and 70’s in relation to the then
newly discovered multiwire gas chambers [25]. When θ = 0 the gamma distribution degenerates
into a pure exponential. On the other hand, when θ increases it acquires a more narrow and peaked
shape. Figure 4 shows a few curves for some random values of λ and θ. In this respect, this model
is rather general and it can be used to describe a vast range of PMs.
The final model of SR(x) was solved numerically using the DFT machinery developed in
previous section since the mathematics involved in the calculations of the Sn(x) and (Sn ∗ B)(x)
convolutions cannot be solved analytically. SR(x) was then used to fit charge spectra taken with a
R1408 PM inside the dark box of the apparatus and illuminated with low-intensity light pulses. A
standard gaussian χ2 function that compares data to the model was built and the global minimum
(the so-called best fit) was found using the Minuit2 package [26]. The best fit returns the Poisson
mean of the light source (µ), the mean and standard deviation of the pedestal (Q0 and σ0) and the
four parameters of the S(x) distribution (w, α, λ and θ). Note that for the studies included in this
article, the charge was measured in nanovolt times second (nVs) which is the unit given by the
LeCroy oscilloscope.
Figure 5 shows a single fit obtained with the SR(x) model put forward in this section. The best
fit curve (azure line) follows closely the data and the χ2 over the number of degrees of freedom
(NDOF) is 1.08. The number of PEs returned from the fit is µ = 0.924 ± 0.003. For all the
histograms treated in this study, a simple gaussian fit was first performed around the maximum of
the distribution to extract the mean (Q0) and standard deviation (σ0) of the pedestal. Q0 and σ0
were then fixed within a ± 2.5% tolerance. Additionally, the fit around the pedestal provided the
normalization of the zero PE peak (N0). An estimate of the mean number of PEs was given by the
formula:
µ ' − ln
(
N0
Ntot
)
, (4.2)
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and was input as an initial value to aid the minimizer. Ntot is the total number of entries and eq. (4.2)
is obtained from P(0; µ) = e−µ.
The initial values of α and λ were set to:
µ
x¯ −Q0 , (4.3)
where x¯ is the mean of the charge histogram. To understand this choice, we note that the average
value of S(x) (that is the gain, G) is equal to:
G =
w
α
+
1 − w
λ
. (4.4)
α−1 is the mean of the exponential part and λ−1 the mean of the gamma distribution. On the other
hand, the average of SR(x) can be calculated using eq. (2.13) to be:
S¯R = Q0 + µG. (4.5)
Approximating x¯ with S¯R one can the derive the formula:
G ' x¯ −Q0
µ
. (4.6)
We see that putting α and λ equal to G−1 one gets the correct order of magnitude.
Finally, w was first set to 0.2 and limited between 0 and 0.6 (since for every well-functioning
PM the probability of badly amplified PEs cannot be larger than 60%). On the other hand, θ was
initialized to 7 and constrained between the large limits 0.7 – 56. The standard deviation of the
gamma distribution is:
σ =
1
λ
√
1 + θ
. (4.7)
Letting θ = 7, it yields a relative σ over the λ−1 mean of ∼ 35% which is close to what most
PMs have. It should be emphasized that the aforementioned limits and initial values are absolutely
necessary. The multidimensional fit of SR(x) is very complicated and it is likely to fail unless good
initial values are inserted in the minimizer.
4.3 Results
To demonstrate that the fitting model is self-consistent and that extracts the correct w, α, λ and
θ, several data were taken with varying LED intensity. The results of the analysis are shown in
table 1. As the same PM is used, the fit should output compatible values for all the parameters of
S(x) regardless of µ. The pedestal might drift or change, depending on the stability of the setup,
but the SPE response should stay the same.
Indeed, in table 1 one can see that as µ becomes larger w, α, λ and θ remain within the errors.
A few further comments should be made. First, λ can be obtained with much better accuracy than
w, α and θ. This is the case because the contribution of misamplified PEs is mainly constrained
from the valley between the pedestal and the SPE peak. It appears that the minimizer has more
difficulty to identify w and α in this narrow region. Nonetheless, consistent results can be obtained.
– 12 –
µ w α λ θ χ2/NDOF
0.568 ± 0.002 0.408 ± 0.013 23.4 ± 1.4 7.79 ± 0.04 5.14 ± 0.15 1.07
0.626 ± 0.002 0.430 ± 0.012 21.0 ± 1.0 7.78 ± 0.03 5.15 ± 0.14 1.28
0.692 ± 0.003 0.434 ± 0.013 20.9 ± 1.1 7.70 ± 0.03 5.41 ± 0.16 0.95
0.722 ± 0.002 0.413 ± 0.011 22.5 ± 1.1 7.77 ± 0.03 5.10 ± 0.12 1.21
0.819 ± 0.003 0.405 ± 0.012 23.4 ± 1.2 7.79 ± 0.03 5.03 ± 0.13 1.18
0.924 ± 0.003 0.415 ± 0.011 22.1 ± 1.0 7.75 ± 0.02 5.10 ± 0.12 1.08
0.966 ± 0.003 0.420 ± 0.012 22.0 ± 1.1 7.74 ± 0.03 5.21 ± 0.14 1.14
1.121 ± 0.004 0.422 ± 0.011 21.5 ± 1.0 7.73 ± 0.03 5.23 ± 0.13 1.08
1.309 ± 0.004 0.430 ± 0.014 20.7 ± 1.1 7.75 ± 0.03 5.21 ± 0.16 1.08
1.379 ± 0.004 0.417 ± 0.012 22.4 ± 1.1 7.74 ± 0.03 5.20 ± 0.14 1.17
1.645 ± 0.005 0.404 ± 0.012 23.2 ± 1.3 7.77 ± 0.03 5.00 ± 0.13 1.16
1.920 ± 0.006 0.412 ± 0.014 21.4 ± 1.2 7.75 ± 0.03 5.03 ± 0.15 1.00
2.113 ± 0.006 0.402 ± 0.013 21.9 ± 1.2 7.75 ± 0.03 4.99 ± 0.14 1.13
2.549 ± 0.010 0.424 ± 0.017 20.1 ± 1.2 7.74 ± 0.03 5.34 ± 0.22 1.24
Table 1. Summary of the R1408 PM calibration results.
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Figure 6. Distribution of the gain (G) for the measurements compiled in table 1.
In particular, the pre-factor w (the probability that PEs are not amplified in the full dynode chain)
stays constant. This should be contrasted with ref. [6] where the exponential part of S(x) is attached
to the pedestal and w increases with light intensity.
Second, even though correlations exist between the various parameters of S(x), a straightfor-
ward calculation of the gain (G) using eq. (4.4), gives results that are consistent. Figure 6 shows the
one-dimensional distribution ofG for those measurements included in table 1. The relative standard
deviation of the distribution in figure 6 is very small, highlighting that one can determine G with a
∼1% accuracy. These are important results, indicating that the gamma function SPE model can be
useful in the absolute calibration of PMs providing precise results in a vast range of PEs.
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5 Conclusions
In this paper we have presented a novel method for calibration of photomultipliers. This method is
particularly effective for modeling PMs that do not present regular characteristics, where traditional
methods yield acceptable results. With our proposed method any SPE probability density function
can be used to characterize the PM response, as long as such function can be efficiently calculated
numerically. This is possible thanks to the usage of efficient Fourier Transformation algorithms
available, which are then used to calculate the many required convolutions of the SPE probability
density function with itself and with the pedestal noise in order to represent the multi-photoelectron
probability density functions.
The proposed method was successfully used on a R7081 Hamamatsu PM, where the SPE
probability density functionwas taken by adding an exponential and a gamma (or Polya) distribution,
both multiplied by a Heavyside function. This SPE probability density function description used
to characterize this PM is too complex to be used with brute force numerical convolutions, and it
would typically need to be simplified before being used. With our method, this function can be
used efficiently without any additional simplification for fitting the PM’s SPE probability density
function parameters using a usual LED calibration setup. It was verified that the PM parameters
obtained are stable for varying incident light intensity, and in all cases a χ2/NDOF close to one is
obtained for the fits. A gain determination accuracy of ∼ 1% was achieved with this procedure for
this PM, for a light source mean µ between ∼ 0.1–3.0.
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