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Abstract
As a consequence of Jensen’s inequality, centered operators of probabilistic type (also called Bernstein-
type operators) approximate convex functions from above. Starting from this fact, we consider several pairs
of classical operators and determine, in each case, which one is better to approximate convex functions.
In almost all the discussed examples, the conclusion follows from a simple argument concerning composi-
tion of operators. However, when comparing Szász–Mirakyan operators with Bernstein operators over the
positive semi-axis, the result is derived from the convex ordering of the involved probability distributions.
Analogous results for non-centered operators are also considered.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Convex functions; Convex order; Approximation by positive linear operators; Bernstein operators;
Szász–Mirakyan operators; Baskakov operators; Gamma operators; Durrmeyer-type operators; Kantorovicˇ-type
operators
✩ Research supported by the Spanish MCYT, Proyecto MTM2005-08376-C02-02.
* Corresponding author.
E-mail addresses: jesus.delacal@ehu.es (J. de la Cal), javier.carcamo@uam.es (J. Cárcamo).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.01.032
J. de la Cal, J. Cárcamo / J. Math. Anal. Appl. 334 (2007) 1106–1115 11071. Introduction
A Bernstein-type operator L over an interval I of the real line is a positive linear operator
acting on real functions defined on I and having the form
Lf (x) := Ef (ξ(x)), x ∈ I, f ∈ L, (1)
where, for each x ∈ I , ξ(x) is an I -valued random variable, E denotes the mathematical expec-
tation, and L stands for the domain of L, that is, the set of all real functions on I for which Lf is
well defined. It is clear that L contains all the real measurable bounded functions on I . When I is
compact, each positive linear operator L :C(I) → RI preserving the constants has the form (1),
as it follows from the Riesz representation theorem.
We here assume that L contains all the affine functions on I , which amounts to saying that
ξ(x) is integrable, for all x ∈ I . If, in addition, we have
Le1(x) = E
(
ξ(x)
)= x, x ∈ I,
where e1(z) := z, then L preserves the affine functions, and it is said to be centered.
In the mathematical literature, Bernstein-type operators usually come in parametric families
associated with specific families of probability distributions (see the classical examples con-
sidered below), and they are used to approximate continuous functions on the corresponding
interval. If L is a centered operator, we immediately have, by Jensen’s inequality,
Lf (x) f
(
E
(
ξ(x)
))= f (x), x ∈ I,
for each convex function in L. This means that centered Bernstein-type operators always approx-
imate convex functions from above. Therefore, if M is another centered Bernstein-type operator
(over the same interval I ) given by
Mf (x) := Ef (ζ(x)), x ∈ I, f ∈M,
and we have
Lf Mf, f ∈ Lcx, (2)
where Lcx is the set of all convex functions in the domains of L and M , then M is better than L
for the approximation of convex functions. In probabilistic terms, relationship (2) just expresses
the fact that, for all x ∈ I , we have ζ(x) cx ξ(x), where cx denotes the convex order for
random variables (see [18,20]).
The main purpose of the present paper is to establish results of type (2) for a number of pairs
(L,M) of operators usually considered in the literature on approximation theory (Sections 2
and 3). It should be observed that, in all cases, L and M belong to different families; the compar-
ison of operators belonging to the same family has been extensively considered in the literature
(see, for instance, [2,3,15] and the references therein).
All the results in Section 2 are direct consequences of the following theorem, where f ∨ g
denotes the maximum of f and g, and “◦” indicates “composition,” i.e., the equality L1 = L2◦L3
means that L1f = L2(L3f ) for each function f for which both sides in the equality make sense.
Theorem 1. Assume that L1 = L2 ◦L3, where L1,L2,L3 are centered Bernstein-type operators
over the same interval, and let Lcx be the set of all convex functions in the domains of the three
operators. Then, we have
L1f  L2f, f ∈ Lcx. (3)
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L1f  L2f ∨ L3f, f ∈ Lcx. (4)
Proof. The inequality in (3) follows from the positivity of L2 and the fact that L3f  f .
The inequality in (4) follows from (3) and the fact that, L3f being convex, we also have
L2(L3f )L3f . 
This result is not however useful for the comparison of Szász–Mirakyan operators and Bern-
stein operators over the positive semi-axis. This particular case is considered in Section 3, where
the result is derived from the convex ordering between binomial and Poisson random variables.
In Section 4, we consider analogous results for non-centered operators and the approximation of
monotonic convex functions. Finally, in Appendix A, some auxiliary results needed in Sections 2
and 4 are established by using probabilistic tools.
For the sake of brevity, and to avoid cumbersome repetitions, we here specify some criterions
about the notation to be used. Unless otherwise specified, the subscript n (respectively t) always
indicates a discrete parameter ranging the set of natural numbers (respectively a continuous pa-
rameter ranging the interval (0,∞)). As usual, (·) and B(·,·) denote Euler’s gamma and beta
functions, respectively. We also set
pn,k(x) :=
(
n
k
)
xk(1 − x)n−k, 0 x  1, k = 0,1, . . . , n
(they are the weights of the binomial distribution with parameters n,x),
πt,k(x) := e−tx (tx)
k
k! , x  0, k = 0,1, . . .
(the weights of the Poisson distribution of mean tx),
bt,k(x) :=
(
t + k − 1
k
)
xk
(1 + x)t+k , x  0, k = 0,1, . . .
(the weights of the negative binomial distribution with parameters t, x),
am :=
{
a(a + 1) · · · (a + m − 1) if m = 1,2, . . . ,
1 if m = 0
(the rising factorial powers of a).
2. Examples
In this section, we consider several families of centered Bernstein-type operators. They all
are well known in the literature on approximation theory. In each case, we give the analytic
expression as well as references where the operators are discussed. In some of such references,
the reader can find explicit probabilistic representations of the operators.
2.1. Operators over the interval [0,1]
Bernstein operators [3,6,11,13,16]
Bnf (x) :=
n∑
f (k/n)pn,k(x).k=0
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Ln,tf (x) :=
n∑
k=0
f (k/n)
(
n
k
)
(tx)k(t (1 − x))n−k
tn
.
(Modified) Durrmeyer operators [4,14]
Dnf (x) := f (0)pn,0(x)
+ (n − 1)
n−1∑
k=1
pn,k(x)
1∫
0
f (u)pn−2,k−1(u) du
+ f (1)pn,n(x).
Beta operators [1–3,7,9]
B∗t f (x) :=
{∫ 1
0 f (u)
utx−1(1−u)t(1−x)−1
B(tx,t (1−x)) du if 0 < x < 1,
f (x) if x = 0 or x = 1.
2.2. Operators over the interval [0,∞)
Szász–Mirakyan operators [3,8,13,15]
Stf (x) :=
∞∑
k=0
f (k/t)πt,k(x).
Baskakov operators [3,8,9,13,15]
Htf (x) :=
∞∑
k=0
f (k/t)bt,k(x).
Gamma operators [3,8,9,13,15]
Gtf (x) := 1
(t)
∞∫
0
f (xu/t)ut−1e−u du.
Gamma-star operators [19]
G∗t f (x) :=
{ 1
(tx)
∫∞
0 f (u/t)u
tx−1e−u du if x > 0,
f (0) if x = 0.
(Modified) Szász–Durrmeyer operators [4,8,17]
S∗t f (x) := f (0)πt,0(x) + t
∞∑
k=1
πt,k(x)
1∫
0
f (u)πt,k−1(u) du.
As a consequence of Theorem 1, we obtain the following results.
Corollary 1. For each convex function in the domain of the corresponding operators, we have
Ln,tf  B∗t f ∨ Bnf, Dnf  Bnf ∨ B∗nf,
Htf Gtf ∨ Stf, S∗t f  Stf ∨ G∗t f.
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Ln,t = B∗t ◦ Bn, Dn = Bn ◦ B∗n, Ht = Gt ◦ St , S∗t = St ◦ G∗t .
Moreover, the operators Bn, B∗n , St , and G∗t preserve convexity (for the first three operators the
fact is well known; for G∗t , a probabilistic proof is supplied in Appendix A). Thus, the conclu-
sions follow from Theorem 1. 
Remark 1. For n 1, let Pn be the class of all positive linear operators L over [0,1] having the
form
Lf (x) :=
n∑
k=0
pn,k(x)
∫
[0,1]
f dμn,k,
where, for 0  k  n, μn,k is a probability measure on [0,1] with mean k/n. This class of
operators was considered in [6,11]. Observe that both Bn and Dn are members of Pn. Let L ∈ Pn.
It was shown in [11] that L = Bn ◦ L∗ for some centered Bernstein-type operator L∗ over [0,1],
and we therefore have Lf  Bnf for each convex function f on [0,1].
Remark 2. The comparison between Bernstein operators and beta operators leads to a negative
result. We actually have, for n = 1, t > 0, and each convex function on [0,1],
B1f  B∗t f,
because B∗t f is convex and B1f is the affine function interpolating f at the end-points of the
interval. However, for n = t = 2, and the functions f (x) := x2 and g(x) := (1 − 2x)+, it is
readily checked that
B2f (x) = x(x + 1)2 >
x(2x + 1)
3
= B∗2f (x), 0 < x < 1,
and
B2g(1/4) =
(
3
4
)2
<
1
4
+ 1
π
= B∗2g(1/4).
On the other hand, the comparisons for (St ,Gt ) and (St ,G∗t ) also lead to negative results (take
f (x) := x2 in the first case, and f (x) := x4 in the second one).
Remark 3. Further examples of centered operators that are readily exhibited as compositions
of other ones can be found in [4,9,19,22], among other works.
3. Szász–Mirakyan vs. Bernstein over the semi-axis
Bernstein operators approximate continuous functions on the interval [0,1], but they can be
adapted in several ways in order to approximate continuous functions on the positive semi-axis.
One way was considered by Chlodowski [12] (see also [16, p. 36]). Other one leads to the oper-
ators Cn,m to be discussed here. For n,m = 1,2, . . . , we set
Cn,mf (x) :=
{∑nm
k=0 f (k/n)pnm,k(x/m) if 0 x m,
f (x) if x > m,
where f is any real function on [0,∞).
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Cn,mf (x) = Ef
(
ξn,m(x)
n
)
, x  0,
where ξn,m(x) is a random variable degenerate at nx, if x > m, and having the binomial distribu-
tion with parameters nm, x/m, when 0 x m. Since E(ξn,m(x)/n) = x, for all x  0, Cn,m is
a centered Bernstein-type operator over [0,∞), and we have Cn,mf  f , for every convex func-
tion on this interval.
In this section, we compare Cn,m with the Szász–Mirakyan operator Sn, the probabilistic
representation of which is given by
Snf (x) = Ef
(
ζ(nx)
n
)
, x  0,
where, for each x  0, ζ(nx) is a random variable having the Poisson distribution of mean nx.
To do the comparison, we use probabilistic tools concerning the convex order of random
variables. They are contained in the following auxiliary results. The first one is Corollary 3
in [10] (see also [20, pp. 65 and 91]).
Lemma 1. Let ξ and ζ be two integrable random variables taking values in the same interval I ,
and having distribution functions F and G, respectively. Assume that Eξ = Eζ , and that there
is some a ∈ I such that the inequality (x − a)(F (x) − G(x)) 0 holds for all x ∈ I . Then, we
have
Ef (ζ ) Ef (ξ),
for every real convex function on I for which the expectations exist.
It should be observed that, if ξ and ζ fulfill the assumptions in the preceding lemma, then, for
each t > 0, tξ and tζ also do.
The second lemma is a specific result concerning binomial and Poisson distributions that was
established in [5]. As in the preceding lemma, F and G are the distribution functions of ξ and ζ ,
respectively.
Lemma 2. If the random variable ξ has a binomial distribution, and the random variable ζ
has a Poisson distribution with the same mean as ξ , then there is a positive integer r such that
(x − r)(F (x) − G(x)) 0 for all x  0.
The comparison between Cn,m and Sn directly follows from the preceding lemmas and the
above probabilistic representations.
Theorem 2. For each convex function in the domain of Sn, we have
Snf Cn,mf.
4. Non-centered operators
We say that the Bernstein-type operator L given in (1) is overcentered, if
Le1(x) = Eξ(x) x, x ∈ I, (5)
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tered operator is both overcentered and undercentered.
If L is overcentered, we have, by Jensen’s inequality,
Lf  f,
for each increasing convex function in the domain of L. Thus, overcentered operators approx-
imate increasing convex functions from above. Similarly, undercentered operators approximate
decreasing convex functions from above (here, “increasing” means “non-decreasing,” and “de-
creasing” means “non-increasing”).
For these classes of operators, we have the following result, which is analogous to Theorem 1.
Theorem 3. Assume that L1 = L2 ◦ L3, where L1,L2,L3 are overcentered Bernstein-type op-
erators over the same interval, and let Licx be the set of all increasing convex functions in the
domains of the three operators. Then, we have
L1f  L2f, f ∈ Licx. (6)
If, in addition, L3 preserves both monotonicity and convexity, then
L1f  L2f ∨ L3f, f ∈ Licx. (7)
Remark 4. If Li (i = 1,2) is given by
Lif (x) := Ef
(
ξi(x)
)
, x ∈ I, f ∈ Li ,
(6) expresses the fact that, for all x ∈ I , we have ξ2(x) icx ξ1(x), where icx denotes the in-
creasing convex order for random variables (see [18,20]).
We end this section by considering a few significant examples of overcentered operators.
Example 1. The (non-modified) Szász–Durrmeyer operator S∗∗t over [0,∞) (see [4,8,17]) is
defined by
S∗∗t f (x) := t
∞∑
k=0
πt,k(x)
∞∫
0
f (u)πt,k(u) du,
and we have S∗∗t = St ◦ G∗∗t , where St is the Szász–Mirakyan operator and G∗∗t is the gamma-
type operator given by
G∗∗t f (x) :=
1
(tx + 1)
∞∫
0
f (u/t)utxe−u du.
Since
S∗∗t e1(x) = G∗∗t e1(x) = x +
1
t
, x  0,
both S∗∗t and G∗∗t are overcentered. Moreover, G∗∗t preserves both monotonicity and convexity
(see Appendix A), and we therefore conclude, from Theorem 3, that S∗∗t f  Stf ∨ G∗∗t f , for
each increasing convex function in the domain of the three operators.
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over [0,∞) having the form
Ltf (x) :=
∞∑
k=0
f (k/t)pt,k(x).
The Kantorovicˇ modification of Lt is the operator Lt defined by
Lt f (x) := t
∞∑
k=0
pt,k(x)
(k+1)/t∫
k/t
f (u)du.
We obviously have Lt = Lt ◦ Ut , where Ut is the integral operator given by
Utf (x) :=
1∫
0
f
(
x + u
t
)
du,
which is overcentered and preserves both monotonicity and convexity. From Theorem 3, we have
Lt f  Ltf ∨ Utf for each increasing convex function in the domain of the three operators. In
particular, when Lt is the Szász operator St (the Baskakov operator Ht ), Lt is the so-called
Szász–Kantorovicˇ (Baskakov–Kantorovicˇ) operator.
Appendix A. G∗t and G∗∗t preserve shape properties
Here we show that the operators G∗t and G∗∗t preserve both monotonicity and convexity. Since
G∗∗t f (x) = G∗t f
(
x + 1
t
)
, x  0,
we only need to consider the problem for G∗t .
The analytic expression for G∗t given in Section 2 clearly suggests that (unlike the cases
of Bn, St , and Gt ) such preservation properties are by no means trivial, and we can hardly expect
elementary proofs. However, the probabilistic techniques developed in [1,3] allows us to give
smooth proofs.
We start by giving an appropriate probabilistic representation for G∗t in terms of certain spe-
cific stochastic processes. We actually have
G∗t f (x) = Ef
(
γtx
t
)
,
where γ := {γr : r  0} is a standard gamma process, i.e., a stochastic process starting at the
origin (γ0 = 0), having independent stationary increments, and such that, for r > 0, the random
variable γr has the gamma distribution with density
gr(u) := u
r−1e−u
(r)
1(0,∞)(u),
where 1A denotes the indicator function of the set A.
Next, we show the following.
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E(γs − γr | γr , γu) = s − r
u − r (γu − γr) a.s.,
where E(· | ·) indicates conditional expectation.
Proof. We have, almost surely,
E(γs − γr | γr , γu) = E(γs − γr | γr , γu − γr) = E(γs − γr | γu − γr)
(the second equality because γ has independent increments), and it is an easy exercise in proba-
bility calculus to show that
E(γs − γr | γu − γr) = s − r
u − r (γu − γr) a.s.,
so finishing the proof. 
Lemma 4. The operator G∗t preserves both monotonicity and convexity.
Proof. Let f be an increasing function in the domain of G∗t , and let 0 x  y. Since γtx  γty
a.s., we also have f (γtx/t) f (γty/t) a.s., and, therefore, G∗t f (x)G∗t f (y). This shows that
G∗t f is increasing, i.e., G∗t preserves monotonicity.
Now, let f be a convex function in the domain of G∗t , and fix 0 x < z < y. Since
γtz
t
= γty − γtz
γty − γtx
γtx
t
+ γtz − γtx
γty − γtx
γty
t
a.s.,
we have by the convexity of f
f
(
γtz
t
)
 γty − γtz
γty − γtx f
(
γtx
t
)
+ γtz − γtx
γty − γtx f
(
γty
t
)
a.s.
From the preceding lemma and the properties of conditional expectation, we obtain
E
(
f
(
γtz
t
) ∣∣∣ γtx, γty
)
 y − z
y − x f
(
γtx
t
)
+ z − x
y − x f
(
γty
t
)
a.s.,
and, taking expectations, we conclude that
G∗t f (z)
y − z
y − xG
∗
t f (x) +
z − x
y − xG
∗
t f (y),
showing the convexity of G∗t f . 
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