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Abstract
We consider closed XXX spin chains with broken total spin U(1) symmetry within the
framework of the modified algebraic Bethe ansatz. We study multiple actions of the modified
monodromy matrix entries on the modified Bethe vectors. The obtained formulas of the multiple
actions allow us to calculate the scalar products of the modified Bethe vectors. We find an
analog of Izergin–Korepin formula for the scalar products. This formula involves modified
Izergin determinants and can be expressed as sums over partitions of the Bethe parameters.
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1 Introduction
The recent development of the algebraic Bethe ansatz (ABA) for the models without U(1) sym-
metry2, the so called modified algebraic Bethe ansatz (MABA), gives access to the spectrum and
associated eigenstates of the models (see [1, 2] for the case of the twisted XXX spin chain and
references therein for other models). A further natural task is to calculate the correlation functions
within the framework of this method. Development in this direction would allow to adapt the
technique of the usual ABA for the study of correlation functions for models with U(1) symme-
try [3] to models without U(1) symmetry. In turn, this would allow to obtain exact solutions in
a wide range of fields, such as statistical physics, condensed matter physics, high energy physics,
mathematical physics, and so on.
In the study of correlation functions within the framework of the ABA, the scalar products
of Bethe vectors play an important role [3–9]. Whereas the scalar products are known, one
can compute the form factors of local operators [10–20]. In turn, knowing the form factors, it is
possible to calculate the correlation functions by means of their form factor expansion [21–29].
1samuel.belliard@gmail.com, nslavnov@mi.ras.ru, benoit.vallet@u-psud.fr
2 Namely models for which the total spin operator or Cartan operator do not commute with the transfer matrix
and the Hamiltonian.
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The calculation of the scalar products is based on the formulas for the multiple action 3 of
the monodromy matrix entries on the Bethe vectors [30–33]. The specificity of the MABA is that
the action of the elements of the monodromy matrix on the highest weight vector is nonstandard.
Usually, this vector is an eigenvector of the diagonal elements and it is annihilated by the lower-
triangular part of the monodromy matrix. However, the monodromy matrix of MABA is obtained
from the usual one by means of a non-diagonal twist transformation. This transformation does not
affect the commutation relations between the matrix elements, but changes their actions on the
highest weight vector4. In particular, the latter is no longer an eigenvector of the diagonal entries
of the monodromy matrix. As a result, the multiple actions formulas change significantly.
In this paper we consider gl2-invariant integrable models. An example of such models is the
XXX spin-12 chain with the Hamiltonian
H =
N∑
k=1
(
σxk ⊗ σxk+1 + σyk ⊗ σyk+1 + σzk ⊗ σzk+1
)
, (1.1)
subject to the following non-diagonal boundary conditions:
γσxN+1 =
κ˜2 + κ2 − κ2+ − κ2−
2
σx1 + i
κ2 − κ˜2 − κ2+ + κ2−
2
σy1 + (κκ− − κ˜κ+)σz1 , (1.2)
γσyN+1 = i
κ˜2 − κ2 − κ2+ + κ2−
2
σx1 +
κ˜2 + κ2 + κ2+ + κ
2
−
2
σy1 − i(κ˜κ+ + κκ−)σz1 , (1.3)
γσzN+1 = (κκ+ − κ˜κ−)σx1 + i(κ˜κ− + κκ+)σy1 + (κ˜κ+ κ+κ−)σz1 . (1.4)
The twist parameters {κ, κ˜, κ+, κ−} are generic complex numbers and γ = κ˜κ− κ+κ−. The Pauli
matrices5 σαk , with α = x, y, z , act non-trivially on the k -th component of the quantum space
H = ⊗Nj=1Vj with Vj = C2. The twist parameters {κ, κ˜, κ+, κ−} are the entries of the most
general 2 × 2 matrix K that will be introduced in the framework of the ABA (see section 5 and
also in [1, 2]).
Our consideration is not restricted to the Hamiltonian (1.1) only. Actually, we consider a
more general case with arbitrary highest weight representation and arbitrary non-diagonal twist
transformation of the monodromy matrix. We find the multiple actions of the modified operators
on the modified Bethe vectors. This corresponds to the repeated action of the same operator
which depends, in general , on different parameters. This allows us to find a closed expression
for the scalar product of two modified Bethe vectors. Multiple action formulas of the usual ABA
are expressed in terms of a partition function of the six-vertex model with domain wall boundary
condition [4]. This latter has an explicit representation in terms of the Izergin determinant [37].
Within the framework of the MABA one deals with certain deformation of the Izergin determinant
that we call a modified Izergin determinant. It depends on the parameters of the modified Bethe
vectors, but also on the twist parameters. Remarkably, the multiple action formulas and the scalar
products of Bethe vectors, being written in terms of the modified Izergin determinant , have almost
the same form as their analogs in the usual ABA.
3 By the multiple action of an operator, we refer to the application of a product of operators of its kind.
4 A similar transformation occurs on the framework of the so-called Bgood operator, see [34–36].
5 σz =
(
1 0
0 −1
)
, σ+ = ( 0 1
0 0
) , σ− = ( 0 0
1 0
) , σx = σ+ + σ−, σy = i(σ− − σ+).
2
This paper is organized as follows. In section 2 we recall the main tools of the ABA. In section 3
we introduce our notation and the modified Izergin determinant. We recall multiple actions and a
scalar product formula within the standard framework of the ABA in section 4. In section 5 we
introduce the modified operators and consider their multiple actions on the modified Bethe vectors.
Section 6 is devoted to the calculation of the scalar product of modified Bethe vectors. Auxiliary
formulas are gathered in appendices. In appendix A we list some properties of the modified Izergin
determinant. In appendix B we give simple and multiple commutation relations of the monodromy
matrix entries within the standard framework of the ABA. Appendix C contains a description of a
special automorphism of the Yangian of gl2.
2 Basic notions
We consider integrable models described by a rational R-matrix belonging to End(C2 ⊗ C2):
R(u) =
u
c
I + P. (2.1)
Here c is a constant, I =
∑2
i,j=1Eii⊗Ejj is the identity operator on C2⊗C2, P =
∑2
i,j=1Eij⊗Eji is
the permutation operator on C2⊗C2, and are elementary unites: (Eij)kl = δikδjl. The R-matrix
(2.1) solves the Yang–Baxter equation
R12(u− v)R13(u− w)R23(v − w) = R23(v − w)R13(u−w)R12(u− v). (2.2)
This equation holds in the tensor product V1 ⊗ V2 ⊗ V3, where each Vk ∼ C2. The R-matrix Rij
acts nontrivially in the spaces Vi and Vj , while it acts as the identity operator in the remaining
space. The R-matrix (2.1) is gl2-invariant (and therefore, GL(2)-invariant), and thus,
[Rab(u),Ka +Kb] = [Rab(u),KaKb] = 0, (2.3)
for any matrix K ∈ End(C2).
Another important object of the ABA is a monodromy matrix T (u):
T (u) =
(
t11(u) t12(u)
t21(u) t22(u)
)
. (2.4)
The operator-valued entries of the monodromy matrix tij(u) depend on the complex u (the spectral
parameter) and act in a Hilbert space H of the associated quantum model. This matrix satisfies
an RTT relation
Rab(u− v)Ta(u)Tb(v) = Tb(v)Ta(u)Rab(u− v), (2.5)
which encodes the commutation relations of the entries tij(u) (see Appendix B). These commutation
relations generate a quantum group algebra, so called Yangian of gl2.
We assume that the Hilbert space H contains the highest weight vector |0〉 possessing the
following properties:
tii(u)|0〉 = λi(u)|0〉, t21(u)|0〉 = 0. (2.6)
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Here λi(u) are some complex valued functions. These functions fix a highest weight representation
V(λ1(u), λ2(u)) of the RTT-algebra (2.5). The action of the operator t12 on |0〉 is free. A state
obtained by the successive action of t12 on the highest weight vector is called a Bethe vector:
t12(v¯)|0〉 =
m∏
i=1
t12(vi)|0〉 (2.7)
where m = 0, 1, . . . , and v¯ = {v1, . . . , vm}.
To study scalar products of Bethe vectors we also use the dual highest weight vector 〈0| defined
by
〈0|tii(u) = λi(u)〈0|, 〈0|t12(u) = 0, 〈0|0〉 = 1. (2.8)
Here the functions λi(u) are the same as in (2.6).
3 Notation and modified Izergin determinant
Let us define the rational functions
g(u, v) =
c
u− v , f(u, v) = 1 + g(u, v) =
u− v + c
u− v , h(u, v) =
f(u, v)
g(u, v)
=
u− v + c
c
, (3.1)
where c is the constant entering the R-matrix (2.1). Actually, all these functions depend on the
difference of their arguments . However we do not stress this dependence. This will in particular
allow us to use a special shorthand notation (see (3.4)). It is easy to see that the functions
introduced above possess the following properties:
χ(u, v)
∣∣∣
c→−c
= χ(v, u), χ(−u,−v) = χ(v, u), χ(u− c, v) = χ(u, v + c), (3.2)
where χ is any of the three functions. One can also convinces himself that
g(u, v − c) = 1
h(u, v)
, h(u, v + c) =
1
g(u, v)
, f(u, v + c) =
1
f(v, u)
. (3.3)
Below we consider sets of complex parameters and denote them by a bar . For example,
u¯ = {u1, . . . , un}. The notation u¯ ± c means that ±c is added to all the arguments of the set u¯.
We agree upon that the notation u¯k refers to the set that is complementary in u¯ to the element
uk, that is, u¯k = u¯ \ uk.
To make the formulas more compact, we use a shorthand notation for the products of the rational
functions (3.1), the operators tkl(u) (2.4), and their vacuum eigenvalues λi(u) (2.6). Namely, if the
function (operator) depends on a set of variables (similarly to (2.7)), then one should take the
product with respect to the corresponding set. For example,
tkl(u¯) =
n∏
j=1
tkl(uj), λi(u¯) =
n∏
j=1
λi(uj), f(z, u¯) =
n∏
j=1
f(z, uj), f(u¯k, uk) =
n∏
j=1
j 6=k
f(uj, uk),
(3.4)
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and so on. Note that due to commutativity of the tkl-operators the first product in (3.4) is well
defined. Notation f(u¯, v¯) means the double product over the sets u¯ and v¯. By definition any
product over the empty set is equal to 1. A double product is equal to 1 if at least one of the sets
is empty.
Later we will extend this convention to the products of matrix elements of the twisted mon-
odromy matrix.
3.1 Modified Izergin determinant
In many formulas of the ABA the Izergin determinant appears [4, 37]. Within the framework
of the MABA we have to deal with a deformation of this object that we call a modified Izergin
determinant.
Definition 3.1. Let u¯ = {u1, . . . , un}, v¯ = {v1, . . . , vm} and z be a complex number. Then the
modified Izergin determinant K
(z)
n,m(u¯|v¯) is defined by
K(z)n,m(u¯|v¯) = detm
(
−zδjk + f(u¯, vj)f(vj, v¯j)
h(vj , vk)
)
. (3.5)
Alternatively the modified Izergin determinant can be presented as
K(z)n,m(u¯|v¯) = (1− z)m−n detn
(
δjkf(uj, v¯)− z f(uj, u¯j)
h(uj , uk)
)
. (3.6)
The proof of the equivalence of representations (3.5) and (3.6) can be found in proposition 4.1
of [38]. It is based on the recursive property (A.19). The modified Izergin determinant is related
to the partial domain wall partition functions [39]. Other correspondences will be discussed
elsewhere.
It is also convenient to introduce a conjugated modified Izergin determinant as
K
(z)
n,m(u¯|v¯) = K(z)n,m(u¯|v¯)
∣∣∣
c→−c
= det
m
(
−zδjk + f(vj , u¯)f(v¯j , vj)
h(vk, vj)
)
, (3.7)
or equivalently
K
(z)
n,m(u¯|v¯) = (1− z)m−n detn
(
δjkf(v¯, uj)− z f(u¯j, uj)
h(uk, uj)
)
. (3.8)
In the particular case z = 1 and #u¯ = #v¯ = n the modified Izergin determinant turns into the
ordinary Izergin determinant, that we traditionally denote by Kn(u¯|v¯):
K(1)n,n(u¯|v¯) = Kn(u¯|v¯). (3.9)
This property can be seen from the recursion (A.19) and the initial condition (A.4). It also follows
from (3.6) that
K(1)n,m(u¯|v¯) = 0, for n < m. (3.10)
Other properties of the modified Izergin determinant are collected in Appendix A.
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4 Multiple actions
Actions of the operators tij(u) on the Bethe vectors (2.7) were computed in [40] (see also [3]). To
study the problem of the scalar products one should calculate multiple actions of the form
tij(u¯)t12(v¯)|0〉. (4.1)
Here, according to the convention on the shorthand notation (3.4) tij(u¯) is the product of the
operators tij over the set u¯ = {u1, . . . , un}. Such multiple actions of the monodromy matrix
entries were found in [31] for the models with gl3-invariant R-matrix. In our particular case, these
formulas give the multiple actions for models with gl2-invariant R-matrix.
Multiple action formulas are given in terms of sums over partitions of the set w¯ = {u¯, v¯} into
subsets. Here and below we mostly denote the subsets by Roman subscripts (except for some
special cases). Notation w¯ ⇒ {w¯I, w¯II} (and similar ones) means that the set w¯ is divided into
subsets w¯I and w¯II such that w¯I ∪ w¯II = w¯ and w¯I ∩ w¯II = ∅.
Proposition 4.1. [31] Let #u¯ = n, #v¯ = m, w¯ = {u¯, v¯}, and Kn be the Izergin determinant
(3.9). Then
t12(u¯)t12(v¯)|0〉 = t12(w¯)|0〉. (4.2)
The actions of the diagonal elements tii are given by
t11(u¯)t12(v¯)|0〉 = (−1)n
∑
w¯⇒{w¯I,w¯II}
#w¯I=n
λ1(w¯I)Kn(u¯|w¯I − c)f(w¯II, w¯I)t12(w¯II)|0〉, (4.3)
t22(u¯)t12(v¯)|0〉 = (−1)n
∑
w¯⇒{w¯I,w¯II}
#w¯I=n
λ2(w¯I)Kn(u¯|w¯I + c)f(w¯I, w¯II)t12(w¯II)|0〉, (4.4)
where the sums are taken over partitions ?{u¯, v¯}=w¯ ⇒ {w¯I, w¯II} such that #w¯I = n. The action
of the elements t21 reads
t21(u¯)t12(v¯)|0〉 =
∑
w¯⇒{w¯I,w¯II}
#w¯I=#w¯II=n
λ2(w¯I)λ1(w¯II)Kn(u¯|w¯I + c)Kn(u¯|w¯II − c)
×f(w¯I, w¯II)f(w¯I, w¯III)f(w¯III, w¯II)t12(w¯III)|0〉, (4.5)
where the sum is taken over partitions w¯ ⇒ {w¯I, w¯II, w¯III} such that #w¯I = #w¯II = n.
Note that the action formulas (4.3) are the direct consequence of the commutation relations
(B.6).
Equation (4.5) gives immediate access to the scalar product of Bethe vectors defined by
Snt (u¯, v¯) = 〈0|t21(u¯)t12(v¯)|0〉, (4.6)
where #u¯ = #v¯ = n.
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Theorem 4.1. Let #u¯ = #v¯ = n. Then the scalar product of two Bethe vectors is given by
Snt (u¯, v¯) =
∑
w¯⇒{w¯I,w¯II}
#w¯I=#w¯II=n
λ2(w¯I)λ1(w¯II)Kn(u¯|w¯I + c)Kn(u¯|w¯II − c)f(w¯I, w¯II). (4.7)
where the sum is taken over partitions w¯ ⇒ {w¯I, w¯II} such that #w¯I = #w¯II = n.
The sum (4.7) can also be written in the form of the sum over independent partitions of the
sets u¯ and v¯. Then it corresponds to the Izergin–Korepin formula [3].
Corollary 4.1. Let #u¯ = #v¯ = n. Then the scalar product of two Bethe vectors is given by
Snt (u¯, v¯) =
∑
u¯⇒{u¯I,u¯II}
v¯⇒{v¯I,v¯II}
#u¯I=#v¯I
λ2(u¯I)λ2(v¯II)λ1(u¯II)λ1(v¯I)Kn2(v¯II|u¯II)Kn1(v¯I|u¯I)f(u¯I, u¯II)f(v¯II, v¯I), (4.8)
where the sum is taken over partitions u¯ ⇒ {u¯I, u¯II} and v¯ ⇒ {v¯I, v¯II} such that #u¯I = #v¯I = n1,
#u¯II = #v¯II = n2, where n1 = 0, 1, . . . , n and n = n1 + n2.
Proof. We set in (4.7) w¯I ⇒ {u¯I, v¯II} and w¯II ⇒ {u¯II, v¯I}. Let #u¯I = #v¯I = n1, #u¯II = #v¯II = n2,
where n1 = 0, 1, . . . , n and n = n1 + n2. Using (A.5) and (A.6) we obtain
Snt (u¯, v¯) = (−1)n
∑
u¯⇒{u¯I,u¯II}
v¯⇒{v¯I,v¯II}
#u¯I=#v¯I
λ2(u¯I)λ2(v¯II)λ1(u¯II)λ1(v¯I)Kn2(u¯II|v¯II + c)Kn1(u¯I|v¯I − c)
× f(u¯I, u¯II)f(v¯II, v¯I)f(u¯I, v¯I)f(v¯II, u¯II). (4.9)
Then the use of (A.15) and (A.16) immediately leads us to (4.8).
5 Multiple actions of modified operators on Bethe vectors
A monodromy matrix of MABA is constructed as a twist transformation of the original monodromy
matrix (2.4). In [1, 2] we discussed the factorisation of the twist matrix K = BDA (where D is a
diagonal matrix), which allows us to use the MABA. It includes some freedom by the transformation
A → SA and B → BS−1 for any invertible diagonal matrix S. Let us consider the following
parametrization of the two matrices A and B:
A =
√
µ
( 1 ρ2
κ−
ρ1
κ+
1
)
, B =
√
µ
( 1 ρ1
κ−
ρ2
κ+
1
)
, µ =
1
1− ρ1ρ2
κ+κ−
. (5.1)
Here ρi and κ
± are generic parameters. Due to the property (2.3), the transformation of the
monodromy matrix
T¯ (u) = AT (u)B =
(
ν11(u) ν12(u)
ν21(u) ν22(u)
)
(5.2)
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is an automorphism of the Yangian of gl2, i.e. new operators νij satisfy the same commutation
relations as the tij(z) , given in Appendix B. However, the actions of the modified operators
{νii(u), ν21(u)} on the highest weight vector (2.6) change. It is easy to see that now they are given
by
ν11(u)|0〉 = λ1(u)|0〉 + β2ν12(u)|0〉, (5.3)
ν22(u)|0〉 = λ2(u)|0〉 + β1ν12(u)|0〉, (5.4)
ν21(u)|0〉 =
(
β1λ1(u) + β2λ2(u)
)
|0〉 + β1β2ν12(u)|0〉, (5.5)
where βi =
ρi
κ+ .
The modified Bethe vectors are given by
ν12(v¯)|0〉 =
m∏
i=1
ν12(vi)|0〉 (5.6)
with m = 0, 1, . . . . Here we extended the convention on the shorthand notation (3.4) to the
products of the operators νij. Since the commutation relations of νij are the same as the ones of
tij, we have, in particular, [νij(u), νij(v)] = 0. Thus, the products νij(v¯) are well defined.
5.1 Multiple actions of the modified diagonal operators
It is clear that changing the action on the highest weight vector leads to a modification of the
multiple action formulas.
Proposition 5.1. The multiple actions of the products of the diagonal modified operators νii(u¯),
with u¯ = {u1, ..., un}, on the modified Bethe vector ν12(v¯)|0〉, with v¯ = {v1, ..., vm}, are given by
ν11(u¯)ν12(v¯)|0〉 = βn2
∑
w¯⇒{w¯I,w¯II}
(−β2)−lλ1(w¯I)K(1)n,l (u¯|w¯I − c)f(w¯II, w¯I)ν12(w¯II)|0〉, (5.7)
ν22(u¯)ν12(v¯)|0〉 = βn1
∑
w¯⇒{w¯I,w¯II}
(−β1)−lλ2(w¯I)K(1)n,l (u¯|w¯I + c)f(w¯I, w¯II)ν12(w¯II)|0〉. (5.8)
Here l = #w¯I. The sum is taken over all partitions {u¯, v¯} = w¯ ⇒ {w¯I, w¯II}. There is no restrictions
on the cardinalities of the subsets. The function K
(1)
n,l and K
(1)
n,l respectively are the modified Izergin
determinants (3.5) and (3.7) at z = 1.
Remark 5.1. The main difference between modified action formulas and equations (4.3) is the
replacement of the ordinary Izergin determinants with the modified Izergin determinants. This
leads to the fact that there is no restriction on the cardinalities of the subsets in formulas (5.7),
(5.8). However, due to the property K
(1)
n,l (u¯|v¯) = K
(1)
n,l(u¯|v¯) = 0 for n < l, the summation in (5.7),
(5.8) is carried out only over those partitions for which l ≤ n.
Proof. We give a detailed proof of formula (5.7). The proof of formula (5.8) is completely analogous.
It also follows form (5.7) due to the symmetry of the Yangian described in appendix C.
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We first consider the case n = #u¯ = 1. In fact, in this case, equation (5.7) was firstly conjectured
in [1] and then proved in [35]. Therefore, we consider this case for the sake of completeness only.
Since the operators νij possess the same commutation relations as tij , we can use (B.6) for
n = 1:
ν11(u)ν12(v¯) = −
∑
w¯⇒{w¯I,w¯II}
#w¯I=1
K1(u|w¯I − c)f(w¯II, w¯I)ν12(w¯II)ν11(w¯I). (5.9)
Here w¯ = {u, v¯}. The sum is taken over partitions w¯ ⇒ {w¯I, w¯II} such that #w¯I = 1. Applying this
equation to |0〉 and using (5.3) we obtain
ν11(u)ν12(v¯)|0〉 = −
∑
w¯⇒{w¯I,w¯II}
#w¯I=1
K1(u|w¯I − c)f(w¯II, w¯I)ν12(w¯II)
(
λ1(w¯I) + β2ν12(w¯I)
)
|0〉. (5.10)
The sum over partitions in the term proportional to β2 can be computed explicitly. Indeed, we
have
−K1(u|w¯I − c) = c
u− w¯I + c =
1
h(u, w¯I)
.
Then
− β2
∑
w¯⇒{w¯I,w¯II}
#w¯I=1
K1(u|w¯I − c)f(w¯II, w¯I)ν12(w¯II)ν12(w¯I)|0〉 = β2ν12(w¯)|0〉 G, (5.11)
where
G =
∑
w¯⇒{w¯I,w¯II}
#w¯I=1
f(w¯II, w¯I)
h(u, w¯I)
. (5.12)
To calculate the sum over partitions (5.12) it is enough to present it as a contour integral
G =
−1
2piic
∮
|z|=R→∞
f(w¯, z)
h(u, z)
dz. (5.13)
Taking the residue at infinity we obtain6 G = 1 . Thus,
ν11(u)ν12(v¯)|0〉 = β2ν12(w¯)|0〉 −
∑
w¯⇒{w¯I,w¯II}
#w¯I=1
λ1(w¯I)K1(u|w¯I − c)f(w¯II, w¯I)ν12(w¯II)|0〉. (5.14)
It remains to compare the result obtained with equation (5.7) for n = 1. In this case either
l = 0 or l = 1. It is easy to see that the first term in (5.14) corresponds to the case l = 0, while
the second term gives the sum over partitions for l = 1. Thus, the action (5.7) is proved for n = 1.
To proceed further we use induction over n. Assume that (5.7) holds for some n− 1. Then the
action of ν11(u¯) on the modified Bethe vector ν12(v¯)|0〉 can be computed as the successive action
of ν11(u¯n) and ν11(un) (recall that u¯n = u¯ \ un). At the first step we have
ν11(u¯)ν12(v¯)|0〉 = ν11(un)βn−12
∑
ξ¯⇒{ξ¯I,ξ¯II}
(−β2)−lIλ1(ξ¯I)K(1)n−1,l(u¯n|ξ¯I − c)f(ξ¯II, ξ¯I)ν12(ξ¯II)|0〉. (5.15)
6Recall that u ∈ w¯, and thus, there is no pole at z = u+ c.
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Here ξ¯ = {u¯n, v¯}. The sum is taken over partitions ξ¯ ⇒ {ξ¯I, ξ¯II}, and lI = #ξ¯I. Acting with ν11(un)
on the vector ν12(ξ¯II)|0〉 we obtain
ν11(u¯)ν12(v¯)|0〉 = βn2
∑
ξ¯⇒{ξ¯I,ξ¯II}
(−β2)−lIλ1(ξ¯I)K(1)n−1,lI(u¯n|ξ¯I − c)f(ξ¯II, ξ¯I)
×
∑
η¯⇒{η¯I,η¯II}
(−β2)−kIλ1(η¯I)K(1)1,kI(un|η¯I − c)f(η¯II, η¯I)ν12(η¯II)|0〉. (5.16)
Here we have one more sum over partitions of the set η¯ = {un, ξ¯II} ⇒ {η¯I, η¯II}, and kI = #η¯I.
Thus, in (5.16), the set {u¯, v¯} eventually is divided into three subsets ξ¯I, η¯I, and η¯II. The subset
ξ¯II plays an intermediate role and should be understood as ξ¯II = {η¯I, η¯II}\{un}. The only restriction
on these partitions is that un /∈ ξ¯I.
Let w¯ = {u¯, v¯}. Denote ξ¯I = w¯I, η¯I = w¯II, and η¯II = w¯III. Then ξ¯II = {w¯II, w¯III} \ {un} and
f(ξ¯II, ξ¯I) =
f(w¯II, w¯I)f(w¯III, w¯I)
f(un, w¯I)
. (5.17)
Observe that the right hand side of (5.17) vanishes as soon as un ∈ w¯I. Thus, the condition un /∈ ξ¯I
holds automatically. Equation (5.16) then takes the following form:
ν11(u¯)ν12(v¯)|0〉 = βn2
∑
w¯⇒{w¯I,w¯II,w¯III}
(−β2)−rI−rIIλ1(w¯I)λ1(w¯II)
×K(1)n−1,rI(u¯n|w¯I − c)K
(1)
1,rII
(un|w¯II − c)f(w¯II, w¯I)f(w¯III, w¯I)f(w¯III, w¯II)
f(un, w¯I)
ν12(w¯III)|0〉. (5.18)
Here rI = #w¯I and rII = #w¯II. Let {w¯I, w¯II} = w¯0 and r0 = #w¯0. Then, we recast (5.18) as follows:
ν11(u¯)ν12(v¯)|0〉 = βn2
∑
w¯⇒{w¯0,w¯III}
(−β2)−r0λ1(w¯0)f(w¯III, w¯0)ν12(w¯III)|0〉
×
∑
w¯0⇒{w¯I,w¯II}
K
(1)
n−1,rI
(u¯n|w¯I − c)K(1)1,rII(un|w¯II − c)
f(w¯II, w¯I)
f(un, w¯I)
. (5.19)
The sum over partitions is now organized in two steps. First, the set w¯ is divided into two subsets
w¯0 ⇒ {w¯I, w¯II}. Then the subset w¯0 is divided once more as w¯0 ⇒ {w¯I, w¯II}. It is easy to see that
the sum over partitions in the second line of (5.19) reduces to the modified Izergin determinant
due to (A.29):
∑
w¯0⇒{w¯I,w¯II}
K
(1)
n−1,rI(u¯n|w¯I − c)K
(1)
1,rII(un|w¯II − c)
f(w¯II, w¯I)
f(un, w¯I)
= K
(1)
n,r0(u¯|w¯0 − c). (5.20)
Thus, we arrive at
ν11(u¯)ν12(v¯)|0〉 = βn2
∑
w¯⇒{w¯0,w¯III}
(−β2)−r0λ1(w¯0)K(1)n,r0(u¯|w¯0 − c)f(w¯III, w¯0)ν12(w¯III)|0〉. (5.21)
This equation coincides with (5.7) for #u¯ = n up to the labels of the subsets.
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5.2 Multiple action of the modified operator ν21
Proposition 5.2. The multiple action of the product of modified operators ν21(u¯), with u¯ =
{u1, ..., un}, on the modified Bethe vector ν12(v¯)|0〉, with v¯ = {v1, ..., vm}, is given by
ν21(u¯)ν12(v¯)|0〉 =
∑
w¯⇒{w¯I,w¯II,w¯III}
(−β1)n−lI(−β2)n−lIIλ2(w¯I)λ1(w¯II)
×K(1)n,lI(u¯|w¯I + c)K
(1)
n,lII
(u¯|w¯II − c)f(w¯I, w¯II)f(w¯I, w¯III)f(w¯III, w¯II)ν12(w¯III)|0〉. (5.22)
Here lI = w¯I and lII = w¯II. The sum is taken over all partitions {u¯, v¯} = w¯ ⇒ {w¯I, w¯II, w¯III}. The
function K
(1)
n,lI
and K
(1)
n,lII
respectively are the modified Izergin determinants (3.5) and (3.7) at z = 1.
Proof. To prove (5.22) we first use induction over m = #v¯ and then over n = #u¯.
Let n = 1 and, hence, u¯ = u. Note that in spite of the sum in (5.22) is taken over all possible
partitions of the set w¯ = {u, v¯}, in fact, it is restricted by the condition li ≤ n (i = I, II), because
otherwise the modified Izergin determinants vanish. Thus, for n = 1 the cardinalities of the subsets
w¯I and w¯II are either 0 or 1. Then, it is easy to see that for n = 1 and m = 0, equation (5.22)
coincides with the action formula (5.5).
Assume that (5.22) holds for some m− 1, where m > 0. Using commutation relation (B.5) we
obtain
ν21(u)ν12(v¯)|0〉 =
[
ν12(vm)ν21(u) + g(u, vm)
(
ν11(vm)ν22(u)− ν11(u)ν22(vm)
)]
ν12(v¯m)|0〉. (5.23)
Let us first consider the contribution of the term ν12(vm)ν21(u). Due to the induction assumption
we have
ν12(vm)ν21(u)ν12(v¯m)|0〉 =
∑
ξ¯⇒{ξ¯I,ξ¯II,ξ¯III}
(−β1)1−lI(−β2)1−lII f(ξ¯I, ξ¯II)f(ξ¯I, ξ¯III)f(ξ¯III, ξ¯II)
× λ2(ξ¯I)λ1(ξ¯II)K(1)1,lI(u|ξ¯I + c)K
(1)
1,lII
(u|ξ¯II − c)ν12({vm, ξ¯III})|0〉, (5.24)
where ξ¯ = {u, v¯m}. Let w¯ = {u, v¯}. Then equation (5.24) is equivalent to
ν12(vm)ν21(u)ν12(v¯m)|0〉 =
∑
w¯⇒{w¯I,w¯II,w¯III}
(−β1)1−lI(−β2)1−lII f(w¯I, w¯II)f(w¯I, w¯III)f(w¯III, w¯II)
f(w¯I, vm)f(vm, w¯II)
× λ2(w¯I)λ1(w¯II)K(1)1,lI(u|w¯I + c)K
(1)
1,lII
(u|w¯II − c)ν12(w¯III)|0〉. (5.25)
Indeed, due to the factor
(
f(w¯I, vm)f(vm, w¯II)
)−1
we have vm /∈ w¯I and vm /∈ w¯II, because otherwise
the corresponding contribution vanishes. Thus, vm ∈ w¯III. Setting w¯I = ξ¯I, w¯II = ξ¯II, and w¯III =
{vm, ξ¯III} in (5.25) we immediately arrive at (5.24).
The action of the terms ν11(vm)ν22(u) and ν11(u)ν22(vm) in (5.23) can be computed using
Proposition 5.1. We omit simple but rather exhausting intermediate calculations and give the final
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result:
g(vm, u)
(
ν11(u)ν22(vm)− ν11(vm)ν22(u)
)
ν(v¯m)|0〉 =
∑
w¯⇒{w¯I,w¯II,w¯III}
(−β1)1−lI(−β2)1−lII
× f(w¯I, w¯II)f(w¯I, w¯III)f(w¯III, w¯II)K(1)1,lI(u|w¯I + c)K
(1)
1,lII
(u|w¯II − c)
×
(
1− 1
f(w¯I, vm)f(vm, w¯II)
)
λ2(w¯I)λ1(w¯II)ν12(w¯III)|0〉. (5.26)
Combining equations (5.25) and (5.26) we obtain (5.22) for #v¯ = m. Thus, the first step of
induction is completed.
Let now assume that (5.22) holds for some n − 1. We prove that then it holds for #u¯ = n.
The proof is very similar to the one of proposition 5.1, however, it is more bulky.
We act successively as ν21(u¯) = ν21(un)ν21(u¯n). Then
ν21(u¯)ν12(v¯)|0〉 = ν21(un)
∑
ξ¯⇒{ξ¯I,ξ¯II,ξ¯III}
(−β1)n−1−lI(−β2)n−1−lIIλ2(ξ¯I)λ1(ξ¯II)
× f(ξ¯I, ξ¯II)f(ξ¯I, ξ¯III)f(ξ¯III, ξ¯II)K(1)n−1,lI(u¯n|ξ¯I + c)K
(1)
n−1,lII
(u¯n|ξ¯II − c)ν12(ξ¯III)|0〉. (5.27)
Here ξ¯ = {u¯n, v¯}, lI = #ξ¯I, and lII = #ξ¯II. The action of ν21(un) gives us an additional sum over
partitions
ν21(u¯)ν12(v¯)|0〉 =
∑
ξ¯⇒{ξ¯I,ξ¯II,ξ¯III}
(−β1)n−lI(−β2)n−lIIλ2(ξ¯I)λ1(ξ¯II) f(ξ¯I, ξ¯II)f(ξ¯I, ξ¯III)f(ξ¯III, ξ¯II)
×K(1)n−1,lI(u¯n|ξ¯I + c)K
(1)
n−1,lII
(u¯n|ξ¯II − c)
∑
η¯⇒{η¯I,η¯II,η¯III}
(−β1)−kI(−β2)−kIIλ2(η¯I)λ1(η¯II)
× f(η¯I, η¯II)f(η¯I, η¯III)f(η¯III, η¯II)K(1)1,kI(un|η¯I + c)K
(1)
1,kII
(un|η¯II − c)ν12(η¯III)|0〉, (5.28)
where η¯ = {ξ¯III, vn}, kI = #η¯I, and kII = #η¯II. Thus, eventually the sum is taken over partitions of
the set {u¯, v¯} into five subsets ξ¯I, ξ¯II, η¯I, η¯II, and η¯III such that un /∈ {ξ¯I, ξ¯II}. The subset ξ¯III should
be understood as ξ¯III = {η¯I, η¯II, η¯III} \ {un}.
Let w¯ = {u¯, v¯}. We denote ξ¯I = w¯I, ξ¯II = w¯II, η¯I = w¯i, η¯ii = w¯ii, and η¯III = w¯iii. Respectively,
the cardinalities of the subsets are denoted by rI = #w¯I, rII = #w¯II, ri = #w¯i, rii = #w¯ii. Then
equation (5.28) takes the form
ν21(u¯)ν12(v¯)|0〉 =
∑
w¯⇒{w¯I,w¯II,w¯i,w¯ii,w¯iii}
(−β1)n−rI−ri(−β2)n−rII−riiλ2(w¯i)λ2(w¯I)λ1(w¯II)λ1(w¯ii)
× f(w¯I, w¯II)f(w¯I, w¯i)f(w¯I, w¯ii)f(w¯I, w¯iii)f(w¯i, w¯II)f(w¯ii, w¯II)f(w¯iii, w¯II)
f(w¯I, un)f(un, w¯II)
f(w¯i, w¯ii)f(w¯i, w¯iii)f(w¯iii, w¯ii)
×K(1)n−1,rI(u¯n|w¯I + c)K
(1)
1,ri
(un|w¯i + c)K(1)n−1,rII(u¯n|w¯II − c)K
(1)
1,rii(un|w¯ii − c)ν12(w¯iii)|0〉. (5.29)
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Observe that the restriction un /∈ {w¯I, w¯II} holds automatically, because
(
f(w¯I, un)f(un, w¯II)
)−1
= 0
for un ∈ {w¯I, w¯II}. Setting {w¯II, w¯ii} = w¯0, {w¯I, w¯i} = w¯0′ , and w¯iii = w¯III we recast (5.29) as follows:
ν21(u¯)ν12(v¯)|0〉 =
∑
w¯={w¯0′ ,w¯0,w¯III}
(−β1)n−r0′ (−β2)n−r0λ2(w¯0′)λ1(w¯0)ν12(w¯III)|0〉
× f(w¯0′ , w¯0)f(w¯0′ , w¯III)f(w¯III, w¯0) WW, (5.30)
where r0′ = #w¯0′ , r0 = #w¯0, and
W =
∑
w¯0′⇒{w¯I,w¯i}
f(w¯I, w¯i)
f(w¯I, un)
K
(1)
n−1,rI
(u¯n|w¯I + c)K(1)1,ri(un|w¯i + c), (5.31)
W =
∑
w¯0⇒{w¯II,w¯ii}
f(w¯ii, w¯II)
f(un, w¯II)
K
(1)
n−1,rII
(u¯n|w¯II − c)K(1)1,rii(un|w¯ii − c). (5.32)
Observe that the sums over partitions of the subsets w¯0′ and w¯0 can be obtained one from
another via the replacement c→ −c. Moreover, the sum (5.32) was computed in (5.20). Thus,
W = K(1)n,r0′ (u¯|w¯0′ + c), W = K
(1)
n,r0(u¯|w¯0 − c). (5.33)
Substituting this into (5.30) we obtain
ν21(u¯)ν12(v¯)|0〉 =
∑
w¯={w¯0′ ,w¯0,w¯III}
(−β1)n−r0′ (−β2)n−r0λ2(w¯0′)λ1(w¯0)ν12(w¯III)|0〉
× f(w¯0′ , w¯0)f(w¯0′ , w¯III)f(w¯III, w¯0) K(1)n,r0′ (u¯|w¯0′ + c)K
(1)
n,r0(u¯|w¯0 − c), (5.34)
which coincides with (5.22) up to the labels of the subsets. This ends the proof.
5.3 Multiple action of the modified operator ν12
Up to now all the multiple action formulas were valid for an arbitrary highest wight representation
of the Yangian of gl2. The following proposition is valid for finite dimensional representations only.
Proposition 5.3. Let #u = n and #v = m. Consider an irreducible finite dimensional represen-
tation of the Yangian. Then there exists an integer S and a function F (u) such that for all n and
m such that m+ n ≥ S the following multiple action holds:
ν12(u¯)ν12(v¯)|0〉 = ν12(w¯)|0〉 =
( (µ− 1)(β1 + β2)
β1β2
)m+n−S
×
∑
w¯⇒{w¯I,w¯II}
F (w¯I)g(w¯I, w¯II)ν12(w¯II)|0〉. (5.35)
The sum is taken over partitions {v¯, u¯} = w¯ ⇒ {w¯I, w¯II} such that #w¯I = m + n − S, #w¯II = S.
The constant µ is defined in (5.1).
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Remark 5.2. The value of S and the explicit form of the function F (u) depend on the concrete rep-
resentation [2]. In particular, for the case of the fundamental representation of the inhomogeneous
XXX spin-1/2 chain with N sites one has S = N and
F (u) =
N∏
i=1
h(u, θi)
g(u, θi)
, (5.36)
where θi are inhomogeneity parameters.
Remark 5.3. Equation (5.35) shows that if the number of the operators ν12 exceeds S, then their
successive action on |0〉 reduces to the action of exactly S such operators. This property is a pecu-
liarity of finite-dimensional representations, and it is this property that is key for implementation
of the MABA. In particular, the function F (u) gives rise to the inhomogeneous term introduced in
the context of the off-diagonal Bethe ansatz [41, 42].
Proof. To prove proposition 5.3 we use induction over n = #u¯ with n +m ≥ S. The case n = 1
was first conjectured in [1] for the fundamental representation. Then, it was proved in [2] that for
any irreducible finite dimension representation there exists an integer S and a function F (u) such
that
ν12(u)ν12(v¯) =
(µ − 1)(β1 + β2)
β1β2
(
F (u)g(u, v¯)ν12(v¯)
+
S∑
i=1
g(vi, u)F (vi)g(vi, v¯i)ν12(u)ν12(v¯i)
)
. (5.37)
The reader can find the explicit form of F (u) and the corresponding S in [2]. It is easy to see
that the term in the first line of (5.37) corresponds to the partition w¯I = u, w¯II = v¯ in (5.35). The
terms in the second line of (5.37) correspond to the partitions w¯I = vi, w¯II = {u, v¯i} (i = 1, . . . ,m)
in (5.35). Thus, (5.35) coincides with (5.37) for n = 1.
Let (5.35) be valid for n − 1 = #u¯n such that n − 1 +m > S. Consider the action of ν12(u¯)
with n = #u¯. We can act successively, firstly by ν12(u¯n) and secondly by ν12(un). Due to the
induction assumption we obtain at the first step
ν12(u¯)ν12(v¯)|0〉 =
((µ − 1)(β1 + β2)
β1β2
)m+n−S−1 ∑
ξ¯⇒{ξ¯I,ξ¯II}
F (ξ¯I)g(ξ¯I, ξ¯II)ν12(un)ν12(ξ¯II)|0〉, (5.38)
where the sum is taken over partitions ξ¯ = {u¯n, v¯} ⇒ {ξ¯I, ξ¯II} such that #ξ¯I = n − 1, #ξ¯II = m.
Acting with ν12(un) on ν12(ξ¯II)|0〉 via (5.37) we find
ν12(u¯)ν12(v¯)|0〉 =
( (µ− 1)(β1 + β2)
β1β2
)m+n−S
×
∑
ξ¯⇒{ξ¯I,ξ¯II}
∑
η¯⇒{η¯I,η¯II}
F (ξ¯I)F (η¯I)g(ξ¯I, ξ¯II)g(η¯I, η¯II)ν12(η¯II)|0〉, (5.39)
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where we have additional partitions η¯ = {un, ξ¯II} ⇒ {η¯I, η¯II} such that #η¯I = 1 and #η¯II = m.
Thus, eventually we deal with the partitions of the set w¯ = {u¯, v¯} into three subsets: ξ¯I, η¯I, and
η¯II. The subset ξ¯II should be understood as ξ¯II = {η¯I, η¯II} \ {un}. Besides the restrictions on the
cardinalities of the subsets we have the additional restriction un /∈ ξ¯I.
Let ξ¯I = w¯I, η¯I = w¯II, and η¯II = w¯III. Then ξ¯II = {w¯II, w¯III} \ {un}, and equation (5.39) takes the
form
ν12(u¯)ν12(v¯)|0〉 =
( (µ− 1)(β1 + β2)
β1β2
)m+n−S ∑
w¯⇒{w¯I,w¯II,w¯III}
F (w¯I)F (w¯II)ν12(w¯III)|0〉
× g(w¯I, w¯II)g(w¯I, w¯III)
g(w¯I, un)
g(w¯II, w¯III). (5.40)
Observe that the condition un /∈ w¯I is valid automatically due to the factor
(
g(w¯I, un)
)−1
that
vanishes if un ∈ w¯I. Setting w¯0 = {w¯I, w¯II} we recast (5.40) as follows:
ν12(u¯)ν12(v¯)|0〉 =
( (µ− 1)(β1 + β2)
β1β2
)m+n−S ∑
w¯⇒{w¯0,w¯III}
F (w¯0)g(w¯0, w¯III)ν12(w¯III)|0〉
×
∑
w¯0⇒{w¯I,w¯II}
g(w¯I, w¯II)
g(w¯I, un)
. (5.41)
The sum over partitions is now taken in two steps. First, the set w¯ = {u¯, v¯} is divided into subsets
{w¯0, w¯III} such that #w¯0 = n and #w¯III = m. Then the subset w¯0 is divided into subsets {w¯I, w¯II}
such that #w¯I = n− 1 and #w¯II = 1. Let us prove that the latter sum is equal to 1. We have
∑
w¯0⇒{w¯I,w¯II}
g(w¯I, w¯II)
g(w¯I, un)
= lim
x→un
1
g(w¯0, x)
∑
w¯0⇒{w¯I,w¯II}
g(w¯I, w¯II)g(w¯II, x). (5.42)
Here we have replaced un by x in order to avoid possible singularity at w¯II = un. Recall that
#w¯II = 1. Thus, the sum over partitions in the right hand side of (5.42) is given by a contour
integral
∑
w¯0⇒{w¯I,w¯II}
g(w¯I, w¯II)g(w¯II, x) =
−1
2piic
∮
Γ(w¯0)
g(w¯0, z)g(z, x) dz, (5.43)
where anticlockwise oriented contour Γ(w¯0) surrounds the points w¯0 and does not contain any other
singularities of the integrand. Taking the integral by the residue outside the integration contour
(that is, at z = x) we immediately obtain
∑
w¯0⇒{w¯I,w¯II}
g(w¯I, w¯II)g(w¯II, x) = g(w¯0, x), (5.44)
leading to ∑
w¯0⇒{w¯I,w¯II}
g(w¯I, w¯II)
g(w¯I, un)
= 1. (5.45)
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Substituting this into (5.41) we arrive at
ν12(u¯)ν12(v¯)|0〉 =
((µ − 1)(β1 + β2)
β1β2
)m+n−S ∑
w¯⇒{w¯0,w¯III}
F (w¯0)g(w¯0, w¯III)ν12(w¯III)|0〉, (5.46)
which coincides with (5.35) up to the labels of the subsets. Thus, the proof is completed.
6 Modified scalar product
We can now consider the scalar product of the modified Bethe vectors.
Theorem 6.1. Let #u¯ = n and #v¯ = m. Then the scalar product of two modified Bethe vectors
Sn,mν (u¯, v¯) = 〈0|ν21(u¯)ν12(v¯)|0〉 (6.1)
is given by
Sn,mν (u¯, v¯) =
∑
ξ¯⇒{ξ¯I,ξ¯II}
(−β1)n−lI(−β2)n−lIIλ2(ξ¯I)λ1(ξ¯II)f(ξ¯I, ξ¯II)K(µ)n,lI(u¯|ξ¯I + c)K
(µ)
n,lII
(u¯|ξ¯II − c). (6.2)
Here ξ¯ = {u¯, v¯}, lI = ξ¯I, and lII = ξ¯II. The sum is taken over all partitions ξ¯ ⇒ {ξ¯I, ξ¯II}. There is
no restriction on the cardinalities of the subsets. The functions K
(µ)
n,lI
and K
(µ)
n,lII
respectively are the
modified Izergin determinants (3.5) and (3.7) at z = µ.
Proof. Acting with the dual highest weight vector (2.8) onto (5.22) we find
Sn,mν (u¯, v¯) =
∑
ξ¯⇒{ξ¯I,ξ¯II,ξ¯III}
(−β1)n−lI(−β2)n−lIIλ2(ξ¯I)λ1(ξ¯II) f(ξ¯I, ξ¯II)f(ξ¯I, ξ¯III)f(ξ¯III, ξ¯II)
×K(1)n,lI(u¯|ξ¯I + c)K
(1)
n,lII
(u¯|ξ¯II − c)〈0|ν12(ξ¯III)|0〉. (6.3)
Recall that here ξ¯ = {u¯, v¯}, #ξ¯I = lI, and #ξ¯II = lII. The sum is taken over all partitions ξ¯ ⇒
{ξ¯I, ξ¯II, ξ¯III}.
The vacuum average 〈0|ν(ξ¯III)|0〉 was computed in [35]:
〈0|ν12(w¯)|0〉 = (1− µ)p
∑
w¯⇒{w¯I,w¯II}
(−β2)−#w¯II(−β1)−#w¯Iλ2(w¯I)λ1(w¯II) f(w¯I, w¯II), (6.4)
where #w¯ = p and the sum is taken over all partitions w¯ ⇒ {w¯I, w¯II}. Substituting (6.4) into (6.3)
and decomposing ξ¯III = {ξ¯i, ξ¯ii} we find
Sn,mν (u¯, v¯) =
∑
ξ¯⇒{ξ¯I,ξ¯II,ξ¯i,ξ¯ii}
(1− µ)li+lii(−β1)n−lI−li(−β2)n−lII−liiλ2(ξ¯I)λ1(ξ¯II)λ2(ξ¯i)λ1(ξ¯ii)
× f(ξ¯I, ξ¯II)f(ξ¯I, ξ¯i)f(ξ¯I, ξ¯ii)f(ξ¯i, ξ¯II)f(ξ¯ii, ξ¯II)f(ξ¯i, ξ¯ii)K(1)n,lI(u¯|ξ¯I + c)K
(1)
n,lII
(u¯|ξ¯II − c). (6.5)
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Here the sum is taken over partitions ξ¯ ⇒ {ξ¯I, ξ¯II, ξ¯i, ξ¯ii}. The cardinalities of the subsets are denoted
by l with the corresponding subscript.
Now we set {ξ¯I, ξ¯i} = ξ¯0, {ξ¯II, ξ¯ii} = ξ¯0′ . Then we arrive at
Sn,mν (u¯, v¯) =
∑
ξ¯⇒{ξ¯0,ξ¯0′}
(−β1)n−l0(−β2)n−l0′λ2(ξ¯0)λ1(ξ¯0′)f(ξ¯0, ξ¯0′)L(ξ¯0)L(ξ¯0′), (6.6)
where
L(ξ¯0) =
∑
ξ¯0⇒{ξ¯I,ξ¯i}
(1− µ)liK(1)n,lI(u¯|ξ¯I + c)f(ξ¯I, ξ¯i) (6.7)
and
L(ξ¯0′) =
∑
ξ¯0′⇒{ξ¯II,ξ¯ii}
(1− µ)liiK(1)n,lII(u¯|ξ¯II − c)f(ξ¯ii, ξ¯II). (6.8)
The sums (6.7) and (6.8) are computed in proposition A.9:
L(ξ¯0) = K(µ)n,l0(u¯|ξ¯0 + c), L(ξ¯0′) = K
(µ)
n,l0′
(u¯|ξ¯0′ − c). (6.9)
Then equation (6.6) coincides with (6.2) up to the labels of the subsets.
Remarkably, this formula has exactly the same form as representation (4.7) for the scalar
product in the usual ABA (for m = n). However, instead of the ordinary Izergin determinants we
have now modified Izergin determinants. Furthermore, we have no restrictions on the cardinalities
of the subsets.
Consider the case µ = 1 and n = m. Then, due to (3.10) a non-vanishing contribution occurs if
and only if n ≥ #ξ¯I and n ≥ #ξ¯II. Since #ξ¯I +#ξ¯II = 2n, we conclude that n = #ξ¯I and n = #ξ¯II.
This leads us to
Sn,nν (u¯, v¯)
∣∣∣
µ=1
=
∑
ξ¯⇒{ξ¯I,ξ¯II}
#ξ¯I=#ξ¯II=n
λ2(ξ¯I)λ1(ξ¯II)f(ξ¯I, ξ¯II)Kn(u¯|ξ¯I + c)Kn(u¯|ξ¯II − c), (6.10)
and we reproduce the usual ABA scalar product Snt given by theorem 4.1.
Similarly to (4.8) the sum (6.2) can be written in the form of the sum over independent
partitions of the sets u¯ and v¯ (modified Izergin–Korepin formula).
Corollary 6.1. Let #u¯ = n and #v¯ = m. Then the modified scalar product of two Bethe vectors
is given by
Sn,mν (u¯, v¯) = µ
2n(1− µ)m−n
∑
(−β1)n2−m2(−β2)n1−m1λ2(u¯I)λ2(v¯II)λ1(u¯II)λ1(v¯I)
× f(u¯I, u¯II)f(v¯II, v¯I)K(1/µ)m2,n2(v¯II|u¯II)K
(1/µ)
m1,n1(v¯I|u¯I), (6.11)
where the sum is taken over all partitions u¯ ⇒ {u¯I, u¯II} and v¯ ⇒ {v¯I, v¯II} such that #v¯I = m1,
#v¯II = m2 and #u¯I = n1, #u¯II = n2, where n1 = 0, 1, . . . , n and m1 = 0, 1, . . . ,m .
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Proof. We set w¯I ⇒ {u¯I, v¯II} and w¯II ⇒ {u¯II, v¯I} with #u¯I = n1, #v¯I = m1, #u¯II = n2, #v¯II = m2
and n = n1 + n2, m = m1 +m2 in (6.2). Using (A.5) and (A.6) we obtain:
Sn,mν (u¯, v¯) = (−µ)n
∑
u¯⇒{u¯I,u¯II}
v¯⇒{v¯I,v¯II}
(−β1)n−n1−m2(−β2)n−n2−m1λ2(u¯I)λ2(v¯II)λ1(u¯II)λ1(v¯I)
×K(µ)n2,m2(u¯II|v¯II + c)K
(µ)
n1,m1(u¯I|v¯I − c)f(u¯I, u¯II)f(v¯II, v¯I)f(u¯I, v¯I)f(v¯II, u¯II). (6.12)
Then the use of (A.15) and (A.16) for the modified Izergin determinants immediately gives (6.11).
Conclusion
We considered multiple actions of the modified monodromy matrix entries on the modified Bethe
vectors within the framework of the MABA. We shown that they look very similar to the standard
multiple actions obtained for the ordinary ABA in [31]. The main difference is that the ordinary
Izergin determinant [37] is modified according to (3.5) and (3.7), and the sum over partitions of
the Bethe parameters should be taken without restrictions on the cardinalities of the subsets. The
same changes apply to the formula for the scalar product of the modified Bethe vectors. It would be
interesting to compare this result with those that follow from the separation of variable approach
[43].
Further development of the method, as the one proposed in this paper, can be carried out in
several directions. It is quite possible that the multiple action formulas admit a deformation
to the XXZ model. In this case, however, the property (2.3) is no longer valid for arbitrary twist
matrices. Therefore, one should consider a more sophisticated face-vertex transformation of the
twist (see e.g. [45, 46] and references therein).
It is also interesting to consider models with higher rank algebra. The main open problem in
this direction is to construct the Bethe vectors in the twisted periodic case.
Finally, a very attractive way for further development is to consider particular cases of the
scalar products of the modified Bethe vectors. It is well known from the ABA that if one of the
vectors is an eigenvector of the transfer matrix (on-shell Bethe vector), then the scalar product
admit a compact determinant representation, which involves the Jacobian of the transfer matrix
eigenvalue [5]. It was conjectured in [1] that a similar representation also exists in the case of
the scalar products involving the modified on-shell Bethe vectors. We will provide a proof of this
conjecture in our forthcoming publication.
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A Properties of modified Izergin determinant
In this section we give a list of properties of the modified Izergin determinant introduced in sec-
tion 3.1. In all the propositions listed below u¯ and v¯ are two sets of arbitrary complex numbers
with cardinalities #u¯ = n and #v¯ = m.
A.1 Basis properties
Proposition A.1.
K(z)n,m(u¯− c|v¯) = K(z)n,m(u¯|v¯ + c),
K
(z)
n,m(u¯− c|v¯) = K(z)n,m(u¯|v¯ + c).
(A.1)
K(z)n,m(−u¯| − v¯) = K(z)n,m(u¯|v¯). (A.2)
Proof. These formulas directly follow from (3.5)–(3.8) and the definition of the rational functions
(3.1).
Proposition A.2.
K
(z)
n,0(u¯|∅) = K
(z)
n,0(u¯|∅) = 1, K(z)0,n(∅|v¯) = K
(z)
0,n(∅|v¯) = (1− z)n, (A.3)
K
(z)
1,m(u|v¯) = (1− z)m−1
(
f(u, v¯)− z),
K
(z)
n,1(u¯|v) = f(u¯, v) − z,
K
(z)
1,m(u|v¯) = (1− z)m−1
(
f(v¯, u)− z),
K
(z)
n,1(u¯|v) = f(v, u¯)− z.
(A.4)
Proof. These formulas directly follow from (3.5)–(3.8).
Proposition A.3.
K
(z)
n+1,m+1({u¯, w − c}|{v¯, w}) = −zK(z)n,m(u¯|v¯). (A.5)
K
(z)
n+1,m+1({u¯, w + c}|{v¯, w}) = −zK(z)n,m(u¯|v¯). (A.6)
Proof. We use representation (3.5). We see that only the term −zδm+1,k survives in the last row
of the determinant due to f(w − c, w) = 0. Then we obtain
K
(z)
n+1,m+1({u¯, w − c}|{v¯, w}) = −z detm
(
−zδjk + f(u¯, vj)f(w − c, vj)f(vj, v¯j)f(vj , w)
h(vj , vk)
)
= −z det
m
(
−zδjk + f(u¯, vj)f(vj , v¯j)
h(vj , vk)
)
= −zK(z)n,m(u¯|v¯), (A.7)
because f(w − c, vj)f(vj , w) = 1 due to (3.3). Equation (A.6) then follows from the replacement
c→ −c.
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Proposition A.4.
K(z)n,m(u¯|v¯) =
∑
v¯⇒{v¯I,v¯II}
(−z)#v¯IIf(u¯, v¯I)f(v¯I, v¯II),
K
(z)
n,m(u¯|v¯) =
∑
v¯⇒{v¯I,v¯II}
(−z)#v¯IIf(v¯I, u¯)f(v¯II, v¯I).
(A.8)
Here the sum is taken over all partitions v¯ ⇒ {v¯I, v¯II}.
K(z)n,m(u¯|v¯) = (1− z)m−n
∑
u¯⇒{u¯I,u¯II}
(−z)#u¯If(u¯II, v¯)f(u¯I, u¯II),
K
(z)
n,m(u¯|v¯) = (1− z)m−n
∑
u¯⇒{u¯I,u¯II}
(−z)#u¯If(v¯, u¯II)f(u¯II, u¯I).
(A.9)
Here the sum is taken over all partitions u¯⇒ {u¯I, u¯II}.
Proof. Expanding the determinant (3.5) over diagonal minors we find
det
n
(
f(vj , v¯j)f(u¯, vj)
h(vj , vk)
− zδjk
)
= (−z)n +
n∑
s=1
(−z)n−s
∑
1≤j1<···<js≤n

 s∏
p=1
f(vjp , v¯jp)f(u¯, vjp)

 det
s
1
h(vji , vjk)
. (A.10)
The determinant in the right hand side is the Cauchy determinant, hence,
det
s
1
h(vji , vjk)
=
s∏
p,q=1
p 6=q
1
f(vjp , vjq)
. (A.11)
Thus, we obtain
det
n
(
f(vj , v¯j)f(u¯, vj)
h(vj , vk)
− zδjk
)
= (−z)n +
n∑
s=1
(−z)n−s
∑
1≤j1<···<js≤n

 s∏
p=1
f(vjp , v¯jp)f(u¯, vjp)

 s∏
p,q=1
p 6=q
1
f(vjp, vjq )
. (A.12)
This is exactly the sum over partitions given by the first equation (A.8). The second equation (A.8)
then follows by means of the replacement c → −c. Equations (A.9) can be proved exactly in the
same manner starting from the representation (3.6).
Proposition A.5.
K
(z)
n,m(u¯|v¯) = (1− z)m−nK(z)m,n(v¯|u¯) (A.13)
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Proof. Replacing u¯↔ v¯ and n↔ m in (A.9) we obtain
(1− z)m−nK(z)m,n(v¯|u¯) =
∑
v¯⇒{v¯I,v¯II}
(−z)#v¯If(v¯II, u¯)f(v¯I, v¯II). (A.14)
Comparing this expansion with the second equation (A.8) we see that they coincide up to the labels
of the subsets.
Proposition A.6.
K(z)n,m(u¯|v¯ + c) =
(−z)n(1− z)m−n
f(v¯, u¯)
K(1/z)m,n (v¯|u¯). (A.15)
K
(z)
n,m(u¯|v¯ − c) =
(−z)n(1− z)m−n
f(u¯, v¯)
K
(1/z)
m,n (v¯|u¯). (A.16)
Proof. Using (3.5) we obtain
K(z)n,m(u¯|v¯ + c) = detm
(
−zδjk + f(vj , v¯j)
f(vj , u¯)h(vj , vk)
)
=
(−z)m
f(v¯, u¯)
det
m
(
δjkf(vj, u¯)− 1
z
f(vj , v¯j)
h(vj , vk)
)
.
(A.17)
On the other hand, using (3.6) for K
(1/z)
m,n (v¯|u¯) we obtain
K(1/z)m,n (u¯|v¯) =
(
1− 1z
)n−m
det
m
(
δjkf(vj, u¯)− 1
z
f(vj, v¯j)
h(vj , vk)
)
. (A.18)
Comparing (A.17) and (A.18) we arrive at (A.15). Equation (A.16) follows from the replacement
c→ −c.
Proposition A.7. The function K
(z)
n,m(u¯|v¯) has poles at uj = vk. The residue at un = vm is given
by
K(z)n,m(u¯|v¯)
∣∣∣
un→vm
= g(un, vm)f(u¯n, un)f(vm, v¯m)K
(z)
n−1,m−1(u¯n|v¯m) + reg,
K
(z)
n,m(u¯|v¯)
∣∣∣
un→vm
= g(vm, un)f(un, u¯n)f(v¯m, vm)K
(z)
n−1,m−1(u¯n|v¯m) + reg,
(A.19)
where reg means regular part.
Proof. It is clear that the two equations (A.19) are related by the replacement c→ −c. To prove
the first equation we use (3.6). Then for un = vm the pole occurs only in the matrix element
δnkf(un, v¯). The determinant reduces to the product of this element and the corresponding minor:
K(z)n,m(u¯|v¯)
∣∣∣
un→vm
= (1− z)m−ng(un, vm)f(vm, v¯m)
× det
n−1
(
δjkf(uj, v¯m)f(uj, vm)− z f(uj, u¯j,n)f(uj , un)
h(uj , uk)
)
+ reg, (A.20)
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where u¯j,n = u¯ \ {uj , un}. We see that for un = vm we can extract the factor f(uj, un) form the
j-th row of the matrix. Thus,
K(z)n,m(u¯|v¯)
∣∣∣
un→vm
= (1− z)m−ng(un, vm)f(vm, v¯m)f(u¯n, un)
× det
n−1
(
δjkf(uj, v¯m)− z f(uj, u¯j,n)
h(uj , uk)
)
+ reg, (A.21)
which ends the proof.
A.2 Summation formulas
Proposition A.8. Let ξ¯, u¯, and v¯ be sets of arbitrary complex numbers such that #ξ¯ = l, #u¯ = n,
and #v¯ = m. Then∑
ξ¯⇒{ξ¯I,ξ¯II}
zlI2K
(z1)
n,lI
(u¯|ξ¯I)K(z2)m,lII(v¯|ξ¯II)f(ξ¯II, ξ¯I)f(u¯, ξ¯II) = K
(z1z2)
n+m,l({u¯, v¯}|ξ¯),
∑
ξ¯⇒{ξ¯I,ξ¯II}
zlI2K
(z1)
n,lI
(u¯|ξ¯I)K(z2)m,lII(v¯|ξ¯II)f(ξ¯I, ξ¯II)f(ξ¯II, u¯) = K
(z1z2)
n+m,l({u¯, v¯}|ξ¯).
(A.22)
Here lI = #ξ¯I and lII = #ξ¯II. The sums are taken with respect to all partitions ξ¯ ⇒ {ξ¯I, ξ¯II}. There
is no restriction on the cardinalities of the subsets.
Proof. It is clear that the two equations (A.22) are related by the replacement c→ −c. To prove
the first equation we use (A.8):
K
(z1)
n,lI
(u¯|ξ¯I) =
∑
ξ¯I⇒{ξ¯1,ξ¯2}
(−z1)l2f(u¯, ξ¯1)f(ξ¯1, ξ¯2),
K
(z2)
m,lII
(v¯|ξ¯II) =
∑
ξ¯II⇒{ξ¯3,ξ¯4}
(−z2)l4f(v¯, ξ¯3)f(ξ¯3, ξ¯4).
(A.23)
Here we use Arabic numbers for numeration the subsets. The corresponding cardinalities are
li = #ξ¯i, i = 1, 2, 3, 4. Thus, lI = l1 + l2 and lII = l3 + l4. Denoting the left hand side of the first
equation (A.22) by Λ we obtain
Λ =
∑
ξ¯⇒{ξ¯1,ξ¯2,ξ¯3,ξ¯4}
(−1)l4zl1+l2+l42 (−z1)l2f(u¯, ξ¯1)f(v¯, ξ¯3)f(ξ¯1, ξ¯2)f(ξ¯3, ξ¯4)
× f(u¯, ξ¯3)f(u¯, ξ¯4)f(ξ¯3, ξ¯1)f(ξ¯3, ξ¯2)f(ξ¯4, ξ¯1)f(ξ¯4, ξ¯2). (A.24)
Setting {ξ¯4, ξ¯1} = ξ¯0 we find
Λ = f(u¯, ξ¯)
∑
ξ¯⇒{ξ¯0,ξ¯2,ξ¯3}
zl0+l22 (−z1)l2
f(v¯, ξ¯3)
f(u¯, ξ¯2)
f(ξ¯0, ξ¯2)f(ξ¯3, ξ¯0)f(ξ¯3, ξ¯2)
×
∑
ξ¯0⇒{ξ¯1,ξ¯4}
(−1)l4f(ξ¯4, ξ¯1). (A.25)
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It was proved in [35] that for any set of variables x¯ such that #x¯ = p the following identity holds:
∑
x¯⇒{x¯I,x¯II}
#x¯I=k
f(x¯II, x¯I) =
∑
x¯⇒{x¯I,x¯II}
#x¯I=k
f(x¯I, x¯II) =
(
p
k
)
. (A.26)
Here the sum is taken over partitions x¯⇒ {x¯I, x¯II} such that the cardinality of the subset x¯I is fixed
by #x¯I = k, k ≤ p. Applying this result to the sum over partitions ξ¯0 ⇒ {ξ¯1, ξ¯4} we see that this
sum vanishes if ξ¯0 6= ∅:
∑
ξ¯0⇒{ξ¯1,ξ¯4}
(−1)l4f(ξ¯4, ξ¯1) =
l0∑
l4=0
(−1)l4
(
l0
l4
)
= (1− 1)l0 . (A.27)
Thus, we obtain
Λ =
∑
ξ¯⇒{ξ¯2,ξ¯3}
(−z1z2)l2f(v¯, ξ¯3)f(u¯, ξ¯3)f(ξ¯3, ξ¯2) = K(z1z2)n+m,l({u¯, v¯}|ξ¯), (A.28)
due to (A.8).
Replacing ξ¯ by ξ¯ ± c and setting z1 = z2 = 1 in (A.22) we obtain
∑
ξ¯⇒{ξ¯I,ξ¯II}
K
(1)
n,lI
(u¯|ξ¯I + c)K(1)m,lII(v¯|ξ¯II + c)
f(ξ¯II, ξ¯I)
f(ξ¯II, u¯)
= K
(1)
n+m,k({u¯, v¯}|ξ¯ + c),
∑
ξ¯⇒{ξ¯I,ξ¯II}
K
(1)
n,lI
(u¯|ξ¯I − c)K(1)m,lII(v¯|ξ¯II − c)
f(ξ¯I, ξ¯II)
f(u¯, ξ¯II)
= K
(1)
n+m,k({u¯, v¯}|ξ¯ − c).
(A.29)
These formulas were used in sections 5.1 and 5.2.
Proposition A.9. Let u¯ and v¯ be sets of arbitrary complex numbers such that #u¯ = n and #v¯ = m.
Then ∑
v¯⇒{v¯I,v¯II}
zlII1 K
(z2)
n,lI
(u¯|v¯I)f(v¯I, v¯II) = K(z2−z1)n,m (u¯|v¯),
∑
v¯⇒{v¯I,v¯II}
zlII1 K
(z2)
n,lI
(u¯|v¯I)f(v¯II, v¯I) = K(z2−z1)n,m (u¯|v¯).
(A.30)
Here lII = #v¯II. The sums are taken with respect to all partitions v¯ ⇒ {v¯I, v¯II}. There is no
restriction on the cardinalities of the subsets.
Proof. Obviously, the two equations (A.30) are related by the replacement c → −c, therefore, we
prove only the first equation. Let
L =
∑
v¯⇒{v¯I,v¯II}
zlII1 K
(z2)
n,lI
(u¯|v¯I)f(v¯I, v¯II). (A.31)
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Using (A.8) we obtain
L =
∑
v¯⇒{v¯i,v¯ii,v¯II}
zlII1 (−z2)liif(u¯, v¯i)f(v¯i, v¯ii)f(v¯i, v¯II)f(v¯ii, v¯II). (A.32)
Here lII = #v¯II, lii = #v¯ii, and the sum is taken with respect to all partitions v¯ ⇒ {v¯i, v¯ii, v¯II}.
Setting v¯0 = {v¯ii, v¯II} and l0 = #v¯0 we find
L =
∑
v¯⇒{v¯i,v¯0}
zl01 f(u¯, v¯i)f(v¯i, v¯0)
∑
v¯0⇒{v¯ii,v¯II}
(
− z2z1
)lii
f(v¯ii, v¯II). (A.33)
Here we first have the sum over partitions v¯ ⇒ {v¯i, v¯0} and then the subset v¯0 is divided once more
as v¯0 ⇒ {v¯ii, v¯II}. Using (A.26) we find
∑
v¯0⇒{v¯ii,v¯II}
(
− z2z1
)lii
f(v¯ii, v¯II) =
l0∑
lii=0
(
− z2z1
)lii (l0
lii
)
=
(
1− z2z1
)l0
. (A.34)
Substituting this result into (A.33) we immediately arrive at
L =
∑
v¯⇒{v¯i,v¯0}
(z1 − z2)l0f(u¯, v¯i)f(v¯i, v¯0) = K(z2−z1)n,m (u¯|v¯), (A.35)
due to (A.8).
B Commutation relations of tij(u) and νij(u)
The RTT relation (2.5) yields to the following commutation relations:
[tij(u), tkl(v)] = g(u, v)
(
tkj(v)til(u)− tkj(u)til(v)
)
. (B.1)
In particular,
tij(u)tij(v) = tij(v)tij(u), ∀i, j, (B.2)
t11(u)t12(v) = f(v, u)t12(v)t11(u) + g(u, v)t12(u)t11(v), (B.3)
t22(u)t12(v) = f(u, v)t12(v)t22(u) + g(v, u)t12(u)t22(v), (B.4)
[t21(u), t12(v)] = g(u, v)
(
t11(v)t22(u)− t11(u)t22(v)
)
. (B.5)
In turn, commutation relations (B.3) and (B.4) imply the following multiple commutation
relations [31]:
t11(u¯)t12(v¯) = (−1)n
∑
#w¯I=n
Kn(u¯|w¯I + c)f(w¯II, w¯I)t12(w¯II)t11(w¯I),
t22(u¯)t12(v¯) = (−1)n
∑
#w¯I=n
Kn(u¯|w¯I + c)f(w¯I, w¯II)t12(w¯II)t22(w¯I).
(B.6)
Here #u¯ = n, #v¯ = m, w¯ = {u¯, v¯}, and Kn is the Izergin determinant. The sums are taken over
partitions w¯ ⇒ {w¯I, w¯II} such that #w¯I = n.
The same commutation relations are valid for the modified operators νij(u).
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C Symmetries of the Yangian
Consider a mapping
φ(T (u)) = T τ (−u), (C.1)
where τ is the diagonal transposition Aτ = σ1Atσ1 and σ1 =
(
0 1
1 0
)
. It defines an automorphism of
the Yangian of gl2 [44]. This automorphism allows us to find the action of ν22(u) on the modified
Bethe vector knowing those for ν11(u)
φ(ν11(u)ν12(v¯)|0〉) = ν22(−u)ν12(−v¯)|0〉. (C.2)
Here we have to apply the following prescriptions: φ(λi(u)) = λ3−i(−u) and φ(βi) = β3−i.
Let us consider as an example the action (5.7). Applying the mapping φ to this equation we
obtain
ν22(−u¯)ν12(−v¯)|0〉 = βn1
∑
w¯⇒{w¯I,w¯II}
(−β1)−lλ2(−w¯I)K(1)n,l(u¯|w¯I − c)f(w¯II, w¯I)ν12(−w¯II)|0〉. (C.3)
Changing u¯→ −u¯ and v¯ → −v¯ we arrive at
ν22(u¯)ν12(v¯)|0〉 = βn1
∑
w¯⇒{w¯I,w¯II}
(−β1)−lλ2(w¯I)K(1)n,l(−u¯| − w¯I − c)f(w¯I, w¯II)ν12(w¯II)|0〉. (C.4)
Finally, using (A.2) we reproduce equation (5.8).
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