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ABSTRACT 
Neural network software 1s described for processmg the signals of arrays of ton-selective electrodes The perfor- 
mance of the software was tested m the stmultaneous determmatlon of calcium and copper(I1) Ions m bmary mixtures 
of copper(H) mtrate and calctum chlonde and the simultaneous determmatton of potasstum, calcmm, mtrate and 
chlonde m mtxtures of potassmm and calctum chlorides and ammomum mtrate The measurements for the Ca2+/Cu2+ 
determmatlons were done wtth a pH-glass electrode and calcmm and copper ton-selective electrodes, results were 
accurate to *8’%. For the K’/Ca2’/NO;/Cl- determmattons, the measurements were made wtth the relevant 
Ion-selecttve electrodes and a glass electrode; the mean relative error was f 6’%, and for the worst cases the errors did 
not exceed 20%. 
The on-line simultaneous determination of ionic 
concentrations by means of ion-selective elec- 
trodes (ISEs) is currently hampered by lack of 
selectivity, non-Nemstian response, and the in- 
fluence of the ionic strength of the medium on the 
relationship between the wanted concentration and 
the activity of the ions to which the ISEs respond. 
Various computer methods have been described in 
the literature for the processing of ISE signals that 
address one or more of these problems [l-3]. A 
recent review [4] outlines the application of 
sophisticated chemometric techniques like partial 
least squares m the calibration problem for multi- 
ple ISEs. This paper describes an investigation of 
the applicability of neural network theory to solve 
the aforementioned problems. 
Neural network theory [5-91 extends the con- 
cept of the linear learning machine (LLM) [lo], 
the first artificial-intelligence pattern-recognition 
technique introduced to analytical chemistry by 
Jurs, Kowalski and Isenhour in the early seventies 
[ll-131. Greater sophistication of the training al- 
gorithm for the LLM allowed its successful use in 
quantitative analysis [14]. The maJor problem in 
this approach is the handling of data sets that are 
not linearly separable. For such sets, only an 
approximate solution is found, although it can be 
improved by introducing quadratic and cross- 
product terms of the input signals [15]. Neural 
networks are capable of dealing with such data 
sets because interactions and nonlinear behaviour 
are automatically taken care of [5] and therefore 
they should be ideally suited for the processing of 
the signals of an ISE array. 
NEURAL NETWORK ALGORITHMS 
Calculation of output results from input signals 
Neural network theory has been fully explained 
by Rumelhart and McClelland [5]. Only a working 
description of the algorithms used in this work is 
given here. A more extensive description of the 
backward error-propagation algorithm is available 
[91. 
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Fig. 1 Black box representation of the neural network for ISE 
slgnal processmg. 
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Represented as a black box, the neural network 
receives its input signals from the ISEs and pro- 
duces the wanted concentrations at its outputs 
(Fig. 1). Internally, the network consists of a num- 
ber of simple processing units, the neurons. These 
neurons receive inputs coming either from exter- 
nal sensors or from the outputs of other neurons. 
Each neuron produces one output value that can 
be used as an input to other neurons, or it can 
represent a wanted result. The way in which the 
neurons are interconnected is called the topology 
of the network (Fig. 2). 
In the current literature, the processing that is 
done m each of the neurons is subdivided into 
three stages [5,9]. The first is the calculation of the 
input function, net, which is done here by weighted 
summation of its inputs: 
net, = C w/,0, 
In this equation net, is the input function of 
neuron I, w,, is the weight factor associated with 
input J to neuron I, and o, is the input j to the 
outputs 
Fig 2 Topology of a neural network 
8 
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Fig. 3. Acttvatlon function for different values of the “temper- 
ature,” T. (a) 0.5, (b) 1 0, (c) 2 0; (d) 4 0 
neuron z. The latter 1s either the output of a 
neuron of a preceding layer or an external input 
signal if one is dealing with the first layer. 
The second step is the calculation of the activa- 
tion function from the result of this input function 
and the preceding activation state: 
a,(t)=F[ner,(t), a,(r-I)] (2) 
Here u,(t) denotes the state of activation of neu- 
ron i at time t and a,(t - 1) is its activation state 
at the preceding time (t - 1). The activation func- 
tion of the neuron, F, is chosen here as 
a = l/[l + exp( -net/T+ d)] (3) 
in which 8 is a bias factor and T a factor that is 
called the “temperature”. In Eqn. 3, the preceding 
activation is not taken mto account, so that the 
neurons have no time-dependency here. This 
activation function has a sigmoidal shape; the 
position of the inflexion point is governed by the 
value of 8, and the steepness by the factor T. 
Figure 3 shows a graph of this function for several 
T values. 
The third and last step of the processing done 
by the neurons is the calculation of the output 
value from the activation value. In this work, the 
output of a neuron is set equal to its activation 
value: 
o,(t) = a,(t) (4) 
Equations l-4 account for the way by which a 
correctly trained network calculates its output val- 
ues for a given set of input measurements. 
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Fig. 4. Slmulatlon of feedback m a recurrent network 
Traming of the network 
Traming of the neural network consists of find- 
ing the right combination of all weight factors w,, 
and the values of 8, and q that produces the 
correct output values for every input pattern (set 
of measurement values). This training is done with 
a data set consisting of sets of measurements on 
samples with known composition, i.e., for which 
the required output values are known. The al- 
go&h-m that wasp used for this purpose is known 
as the generalized delta rule or backward error- 
propagation rule. Its use is restricted to feed-for- 
ward layered networks. Its goal is to minimize an 
error function at the outputs. A pattern p 1s 
Fig. 5. Learnmg behavlour for various numbers of layers: (0) 1 
layer, (a) 2 layers; (0) 3 layers 
presented to the inputs of the first layer of the 
network and activation values are calculated for 
every neuron, layer by layer, until the last layer 
has been reached. The error EP for this pattern p 
IS defined as 
E, = WC (t,, - oP1)’ (5) 
J 
The value t,, is the required output of neuron J in 
the last layer for the pattern p; oP, is the output 
generated by this neuron for this pattern. The 
total sum of square errors for all patterns is then 
E,,, = C,E,. To minimize this error, the weight 
factors of the inputs of the neurons are adjusted in 
proportion to the error gradient. This is done for 
each known pattern and repeated for the whole set 
of these known patterns until an acceptable total 
error is obtained. The equation for this adjustment 
is 
Aw,, = - dEJSw,, 
in whxh the arbitrarily chosen proportionality 
constant z is called the learning rate. 
For the last layer of neurons that produces the 
wanted outputs, these corrections can easily be 
calculated from 
3E,,,&,, = (aEp,,/a4,)Ca~~,,/a~,,) (6) 
Combining this with Eqn. 5 gives 
aE,,/$* = -(fp, -0,J 
The last term at the right hand side of Eqn. 6 is 
calculated from the activation function (Eqn. 3). 
Equation 4 can be left out because o, = a, is used 
here. Thus 
ao,/i3 net, = 0, (1 - 0,)1/T 
From Eqn. 1, it follows that 
a flet,/aw,, = oJ 
(7) 
m which o, is the output of neuron J of the 
preceding layer. 
For the correction of the temperature factor, 
the following derivative is used: 
ao,/aT= 0,(1- o,)(I/T) ln[(l -0,)/o,] 
In the generalized delta rule, the adJustment of the 
weight vectors 1s governed by a term delta: 
Aw,, = e delta,,o,, (8) 
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TABLE 1 
Measurements with Cu2+/Ca2+ISEs 
Sample 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
[Cu2’] [Ca2+] Temp Cu-ISE Ca-ISE Glass 
(mm01 I-‘) (mm01 I-‘) (“C) (mv) (mv) (mv) 
0100 0100 34 3 226 0 -21.5 110 5 
0 498 0100 34 3 245 1 -225 116 8 
0.990 0.099 34.3 253 0 -235 121 3 
4.988 0.095 34 3 2710 - 27.2 136 8 
9.991 0090 34 3 278 1 -29 1 145 4 
0100 0.500 346 224.3 -19 125 2 
0.498 0.498 34.6 243 3 - 2.4 128 2 
0990 0.495 34 6 252 3 -3.1 130.6 
4 988 0 475 346 270 7 -65 140.9 
9.991 0.450 34 6 277.8 - 8.7 148 1 
0100 0 999 33 2 223 8 67 1390 
0 498 0 995 33 2 240.2 65 140.2 
0 990 0.990 33 2 252.0 5.5 1409 
4.988 0.950 33 2 270 0 28 146.6 
9 991 0900 33 2 277.1 01 1510 
0100 5 245 33 7 222 0 25.9 183 7 
0.498 5.224 33 7 241.0 25.7 183 7 
0.990 5.198 33 7 249.8 25 4 183.5 
4 988 4 988 33 7 269 7 23 4 182.2 
9 991 4.725 33.7 276.4 21 2 1810 
0.100 11.089 34 5 216 1 32 1 198.7 
0.498 11045 34 5 235.4 32 1 198.7 
0 990 10 990 34.5 242 7 31.8 198 9 
4 988 10.546 34 5 261 9 30.3 197.7 
9.991 9 991 34 5 270.0 28 9 196.5 
The delta term for a neuron in the last layer which 
provides an output is defined as 
delta,,, = (t,, - o,Jf,‘(ne$J (9) 
With the use of Eqn. 7, this can be rewritten as 
delta,,, = (t,, - ~,,)~,,(1 -o&T (10) 
For the so-called hidden neurons m the layers 
preceding the last layer, the target output t,, is 
unknown, so that this delta value cannot be 
TABLE 2 
Recogmtlon results for some Ca2+/Cu2+ samples 
Sample [Cu2+ ] 
(mm01 I-‘) 
1 0 101 
2 0.504 
6 0.096 
10 9.306 
22 0 529 
Reberror [Ca’+ ] Rel.-error 
@I (mm01 I-‘) (W) 
+1 0 097 -3 
+2 0.091 -1 
-4 0.462 -8 
-7 0 426 -5 
+6 11128 +1 
calculated. The generalized delta rule now defines 
thrs delta term for a hidden neuron as 
delta,, =f,‘( net,,) ~delta,,,w,, 
k 
01) 
The error is thus propagated backwards through 
the layers and adjustments can be made. 
From Eqns. 8 and 10, the correction factor can 
be calculated for the weights of the last layer of 
TABLE 3 
Charactensucs of Cu2+ and Ca2+ ISEs calculated with the 
recurrent network 
ISE U0 Slope K 
Na LGb N LG N LG 
cu 323 6 3306 25 7 26 3 -0031 -0021 
Ca 79.2 843 267 261 - 0.009 - 0.0015 
a Network, b Lmear regressIon 
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TABLE 4 
Trammg set for the K+/Ca’+/NO;/Cl-/H+ system 
No Cont. (mm01 I-‘) Potential (mV) 
K Ca NO; cl- K Ca NO; Cl- H+ 
Temp 
(“C) 
35 
1 0.100 0.100 0100 0.300 -1478 - 22.5 228 2 227 0 128.6 33 8 
2 0.990 0 099 0.099 1.188 -90.8 - 23.3 227 2 195.5 142 2 33 8 
3 9.991 0 090 0090 10 171 -314 -274 209 8 141.2 188 1 33 8 
4 0.498 0.498 0100 1.493 -1098 -33 226 5 189.1 138.0 33 8 
5 4.988 0 475 0.095 5 938 - 49.6 - 5.6 217.12 154 5 173 1 33 8 
6 0.100 0.999 0.100 2.098 - 146.9 30 219.4 180 5 147 6 31 3 
7 0990 0.990 0.099 2 970 -91.6 43 219.3 172 2 154 2 31 6 
8 9 991 0.900 090 11.791 -314 08 204 6 137 7 189 1 31.8 
9 0 498 5.224 0 100 10.945 -1108 23 2 205.6 1404 184 2 32.1 
10 4.988 4.988 0.095 14.964 - 50.8 22.0 201 2 132.6 1930 32 2 
11 0100 11089 0100 22 278 - 150.3 27 6 194 8 123 2 201 6 33.3 
12 0.990 10 990 0 099 22 970 -93 8 30 6 196.5 122 5 203 4 33.3 
13 9.991 9.991 0.090 29.973 -336 28 9 190 8 115.1 211 2 33 3 
14 0 498 0100 0.498 0 697 - 109.3 - 25.2 1884 207.5 142 9 33 5 
15 4 988 0.095 0.475 5 178 -508 -274 187.9 157 6 173 9 33 7 
16 0.100 0.500 0.500 1.099 - 146.1 -5.8 187.6 196 5 1446 34 6 
17 0.990 0 495 0.495 1.980 -923 -51 188.6 181 2 153.0 340 
18 9.991 0 450 0 450 10.891 -323 - 8.5 185 9 138 5 190 3 340 
19 0.498 0.995 0 498 2.488 -1090 3.5 188 6 176 6 158.6 33 9 
20 4 988 0 950 0 475 6.888 -505 2.1 187.6 150 8 179.3 33.9 
21 0100 5.245 0.500 10.589 - 147.6 20.7 184.2 143.4 182.5 33.9 
22 0.990 5.198 0.495 11 386 - 93.1 21 5 185.2 140.9 1849 33 9 
23 9 991 4.725 0.450 19.442 -326 18 8 182.5 125.2 200.9 33 9 
24 0.498 11.045 0.498 22.587 -1110 29 1 180.0 122.5 203 1 33.9 
25 4.988 10 546 0.475 26.081 -515 29 3 179.5 118 3 207 3 33 9 
26 0.100 0100 0 999 0.300 - 142.5 -242 169.9 227.9 165 8 31 7 
27 0.990 0 099 0.990 1.188 -91.1 -240 170.9 195 5 169.0 31 7 
28 9.991 0 090 0.900 10.171 -299 - 27.7 171.4 140.0 192 8 31 7 
29 0 498 0.498 0.995 1.493 -1083 -41 171.7 185.8 158 9 32 4 
30 4 988 0.475 0.950 5 938 -48 1 - 5.8 171 9 152 5 179 5 32 5 
31 0.100 5.245 0.999 10 589 - 145.2 22 0 170.9 140 9 187 1 32 7 
32 0.990 5.198 0.990 11 386 - 92.8 22.5 1714 138 7 189.1 32 8 
33 9.991 4 725 0900 19442 - 32.6 20 3 1712 124.7 202.6 32.8 
34 0.498 0 995 0 995 2.488 -1076 38 1714 175.1 163.3 32.9 
35 4 988 0 950 0.950 6.888 -48 1 26 172.2 156 7 181 1 32 9 
36 0.100 11.089 0.999 22.278 -1449 30 8 169.2 122.0 205 3 340 
37 0.990 10.990 0.990 22 970 -923 30.8 169.4 121.3 206 3 34 0 
38 9.991 9.991 0.900 29 973 - 32.6 29.1 168.7 113.9 213 2 34 0 
39 0.498 0100 5 224 0.697 - 105.6 - 26.9 129 9 207 5 190 8 34 1 
40 4 988 0 095 4 988 5.178 - 50.0 -279 132.2 157 9 197 7 34.1 
41 0100 0.500 5.245 1.099 - 134.1 - 8.0 129 1 196 7 1906 340 
42 0990 0.495 5.198 1.980 -894 -63 131.3 182 7 192 8 340 
43 9 991 0.450 4.725 10 891 - 32.1 -95 1336 138 5 205.1 34.0 
44 0.498 0.995 5.224 2 488 -1053 21 131.1 177.3 193.8 34.0 
45 4.988 0.950 4 988 6 888 -488 11 1328 151.0 200.7 34.0 
46 0.100 5.245 5 245 10.589 -1343 200 130.4 140.7 203.6 34.0 
47 0990 5 198 5 198 11.386 - 90.8 21 5 131.8 139.0 204.6 34.0 
48 9 991 4 725 4.725 19.442 - 32.3 19.8 134.3 124.7 212 5 34.0 
49 0 498 11.045 5.224 22.587 - 103.1 33 5 133 6 1240 216 4 32 4 
50 4 988 10.546 4.988 26.081 - 47.6 31.8 1345 119 8 218.4 32 4 
51 0.100 0.100 11.089 0.300 - 121.1 -269 1124 229 9 209 0 32.6 
52 0.990 0.099 10 990 1 188 -857 -262 113.4 198.2 210 0 32 6 
(Contmued overleaf) 
36 
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No. Cone (mm01 1-l) 
K Ca NO; cl- 
Potential (mV) 
K Ca NO; cl- H+ 
Temp. 
(“C) 
53 9.991 0 090 9.991 10 171 - 30.1 
54 0.498 0.498 11045 1493 -1009 
55 4 988 0.475 10 546 5.938 -1488 
56 0 100 0 999 11.089 2 098 - 121.8 
51 0.990 0990 10 990 2 970 -867 
58 9.991 0.900 9.991 11.791 -304 
59 0.498 5 224 11.045 10 945 -1021 
60 4.988 4 988 10.546 14.964 - 49.6 
61 0.100 11.089 11089 22.278 - 123 5 
62 0990 10.990 10 990 22 970 -886 
- 28.7 116 4 142 7 215 9 32.7 
- 6.8 1127 191 3 209 8 32 8 
-13 114.4 156.7 213.2 32 8 
11 112 I 182 7 210 5 32.8 
23 113 9 174 6 211 5 32.8 
01 116.6 138.2 217.4 32 8 
21.5 113 9 140 9 217 1 33 3 
210 115 6 1326 219 3 33.3 
29 8 114 6 1240 223.3 33 5 
30 1 115.6 123.0 224.0 33 5 
neurons. The new temperature factor is calculated 
from 
Aw,, = (O)(t,, - o,,)o,,(I OPJOPJ (12) 
A71 = (+‘T)(tp, - o,,)o,,(I - o,LJ 
xln[ (I - oPl POP,] (13) 
For the layers which contain hidden neurons, Eqn. 
11 is used together with Eqn. 8 to calculate the 
correction: 
Aw,, = (~/~)opr(l - op,bpJ~delta,,kw~k (14) 
k 
m which the summation is over the k neurons to 
which the neuron is connected. For the correction 
term of the temperature factor, the following 
equation is used: 
AT = (dW,,(I - o,,) ln[(I - oPJ/oP,] 
x Cdelta,,,~, (15) 
k 
For multi-layered networks, local minima can oc- 
cur in E,,,. To prevent the algorithm of being 
trapped in these local minima, the weight factors 
are corrected not only with the correction term 
from Eqn. 8 but also with a part of the preceding 
correction: 
w,,(t)=w,,(t-l)+Aw,,(t)+m Aw,,(t-1) 
(16) 
where m is called the momentum factor. 
In the calculations, the value of the bias factor 
8 is taken mto account as an extra input with a 
value of one to the neurons; 8 thus becomes just 
another extra weight factor to be trained with the 
use of Eqns. 12 and 14. 
Slmulatron of feedback 
The backward error-propagation rule cannot be 
applied to networks in which there is feedback 
between the outputs of neurons to the input side 
of the network. 
Feedback in a one-layer network can be simu- 
lated with a multi-layered network with one set of 
weight factors for all layers in which the sequence 
of the layers represents the time axis in discrete 
steps. Such a recurrent network simulation can be 
used to represent a model of the behaviour of 
ion-selective electrodes as given in the Nikolsky 
equation: 
V, = U,, + S log a, + c K,,aJ’t/“l 
I J 1 
where q is the potential of the ISE, U,, its stan- 
dard potential, S the usual slope term, a, the 
activity of the ion that is measured, K,, the selec- 
tivity coefficient for the required ion versus the 
interfering ion J, a, the activity of thts ion J, and 
n, and n, are the charges of ion I and J. 
A schematic diagram of such a model is given 
in Fig. 4. 
EXPERIMENTAL 
Chemicals and equipment 
Copper nitrate, calcium chloride, potassium 
chloride, ammonium chloride and ammomum 
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TABLE 5 
Test set for the K+/Ca2+/NO;/C1-/H+ system 
No. Cont. (mm01 I-‘) 
K Ca NO; Cl- 
Potential (mV) 
K Ca NO; Cl- H+ 
Temp 
(“C) 
1 0 498 0100 0.100 0.697 - 107.8 
2 4 988 0 095 0.095 5.178 - 48.8 
3 0.100 0500 0.100 1.099 - 148.1 
4 0990 0 495 0.099 1980 -92 1 
5 9.991 0 450 0 090 10.891 -316 
6 0.498 0 995 0100 2 488 - 108.8 
7 4.988 0.950 0 095 6 888 -493 
8 0.100 5.245 0100 10 589 -1513 
9 0.990 5.198 0.099 11 386 -921 
10 9.991 4.725 0.090 19.442 -323 
11 0.498 11.045 0.100 22.587 - 1110 
12 4.988 10 546 0.095 26.081 -515 
13 0100 0100 0500 0.300 - 148.6 
14 0.990 0.099 0.495 1.188 -91.6 
15 9.991 0.090 0.450 10.171 - 32.1 
16 0.498 0.498 0.498 1.493 - 109.5 
17 4.988 0.415 0.415 5.938 - 50.0 
18 0.100 0.999 0500 2 098 -1464 
19 0.990 0.990 0 495 2 970 -91 8 
20 9 991 0.900 0 450 11791 -321 
21 0.498 5.224 0.498 10 945 -1103 
22 4 988 4.988 0 475 14 964 -51.3 
23 0.100 11.089 0.500 22.278 - 146.9 
24 0.990 10.990 0.495 22.970 - 94.0 
25 9.991 9 991 0.450 29.913 - 33.3 
26 0.498 0.100 0 995 0.691 - 108.5 
27 4.988 0.095 0.950 5.178 -47.3 
28 0100 0.500 0.999 1.099 -1429 
29 0990 0.495 0.990 1980 -908 
30 9 991 0.450 0.900 10.891 - 30.4 
31 0.498 5 224 0.995 10.945 -1098 
32 4.988 4 988 0.950 14.964 - 50.3 
33 0.100 0 999 0.999 2.098 - 143.9 
34 0.990 0.990 0.990 2.970 - 89.9 
35 9.991 0.900 0.900 11791 - 30.4 
36 0.498 11045 0.995 22.587 - 109.8 
37 4.988 10.546 0.950 26.081 - 50.8 
38 0.100 0.100 5.245 0.300 - 134.1 
39 0.990 0.099 5 198 1 188 - 89.9 
40 9 991 0.090 4.725 10 171 - 31.9 
41 0.498 0 498 5 224 1 493 - 105.1 
42 4.988 0.415 4.988 5.938 - 49.3 
43 0100 0.999 5 245 2.098 - 133.4 
44 0990 0.990 5.198 2.970 -1899 
45 9 991 0.900 4.725 11.791 -316 
46 0.498 5.224 5.224 10.945 -1061 
47 4.988 4 988 4.988 14.964 -500 
48 0.100 11089 5.245 22.278 - 131.4 
49 0.990 10.990 5.198 22.970 - 87.4 
50 9.991 9.991 4 123 29 973 - 30.6 
51 0.498 0.100 11.045 0.697 - 99.7 
52 4.988 0.095 10.546 5.178 - 47.6 
- 22.3 2219 208 8 135.3 33.8 
-25.0 217.9 158.9 171.7 33 8 
-24 2219 198 2 132.6 33 8 
- 3.8 225 2 1822 144.6 33 8 
- 7.8 209.0 138 5 188 9 33 8 
4.3 219.8 176 6 150.8 31 5 
2.6 212.0 151.5 175 3 31.7 
21 5 203.6 141.4 183 0 320 
23.2 205.6 139.5 185 2 32.2 
21 0 196 5 125.7 200 7 32.3 
30 8 196 5 123 0 202 6 33 3 
30 1 190 8 115 1 2112 33.3 
-219 185 9 227 2 138.0 33 5 
-250 189 1 194 3 148.3 33 6 
- 29.1 185.9 1402 188.9 33 7 
- 5.3 188.1 188.4 148 3 340 
-6.5 187.4 154 2 175.8 340 
3.0 188.1 180.5 155.7 33.9 
38 189.1 172.2 162 1 33.9 
03 185.9 136.5 192 1 33.9 
21.0 185.4 142.4 183 7 33.9 
19.8 183.9 132.6 193.0 33.9 
27.9 179.0 122.7 202.1 33.9 
30.6 180.5 122.0 203.1 33.9 
28.4 178 5 114 6 211.5 33 9 
- 24.0 170 8 208 5 167.0 31 7 
- 25.7 171.7 157 6 182.0 31 7 
-3.8 171.4 195 7 156 4 32 4 
- 4.3 171.9 180 3 161 8 32 4 
- 7.5 171.9 137.5 192 3 32.5 
22 7 171.7 140.0 188.1 32.1 
21 7 171.4 131.6 195 7 32.8 
30 171.2 180.0 160.8 32.9 
35 172.2 170.4 166.3 32.9 
1.3 172.2 136.0 193.8 32.9 
31.1 169.4 121.8 205.8 34.0 
30.3 169 2 117.6 209.5 34.0 
- 28.4 1294 227 7 189.8 34 1 
-267 130 6 194.3 1916 34.1 
- 29.1 133 6 139.7 204.3 34 1 
-6.5 130.6 189.4 191 8 34.0 
- 7.5 132 6 154.5 199.2 340 
0.3 129 6 181.0 192.3 340 
2.1 131.3 1729 194.8 34 0 
- 0.4 134.1 136 8 206.3 34 0 
21.2 131.1 1397 204.1 34.0 
210 132.8 131 6 208.5 340 
32 3 133.1 125 0 215 9 32.4 
32 5 133.8 123.5 216 4 32.4 
30 8 135.3 115.9 220 6 32 4 
-260 112.9 211.2 209 8 32.6 
-214 114 6 160 4 212.7 32 7 
(Contmued overleaf) 
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TABLE 5 (contmued) 
No Cone (mm01 I-‘) Potential (mv) 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
K 
0100 
0 990 
9.991 
0.498 
4 988 
0100 
0 990 
9 991 
0.498 
4 988 
Ca 
0500 
0 495 
0 450 
0.995 
0 950 
5 245 
5 198 
4 725 
11.045 
10.546 
NO; 
11.089 
10 990 
9 991 
11.045 
10.546 
11.089 
10 990 
9 991 
11045 
10 546 
Cl- 
1.099 
1.980 
10 891 
2 488 
6 888 
10.589 
11 386 
19442 
22 587 
26.081 
K Ca 
- 122.5 - 7.3 
- 186.4 - 6.3 
-306 - 8.5 
-1004 23 
-418 13 
-1233 21 2 
-884 21 7 
-319 20.0 
- 102 1 30 1 
-500 29 6 
NO; 
111.9 
113.4 
115.9 
113.2 
114.9 
112.9 
114 4 
117.1 
115 1 
1166 
Cl- H+ 
198 2 209 3 
184.2 210 5 
140 2 216 1 
178 8 2110 
1527 214.2 
141 9 216 6 
140.0 217 4 
125 9 221 8 
1232 223 5 
119 8 225 2 
Temp 
(“C) 
32 8 
32 8 
32.8 
32 8 
32 8 
33.3 
33 3 
33 3 
33 5 
33 5 
nitrate were used as received (Merck, p.a.). All 
solutions were prepared with deionized water that 
had been filtered through Millipore 42 filters. 
The following ISEs were used: for copper(H), 
Metrohm 6.0502.140; for calcmm(II), Metrohm 
6.0504.100; for chloride, Orion 94-17A; for potas- 
sium(I), Ingold 15.730.90; and for nitrate, 
Metrohm 6.0504.120; a combined pH-glass/refer- 
ence electrode (Metrohm) was also used. Its refer- 
ence electrode served for all the ISEs. 
of < 0.3%). The electrodes were rinsed with dis- 
tilled water before use, wiped dry and then intro- 
duced into the sample. Electrode readings were 
taken after the temperature of the solution became 
stable ( + 0.2” C). During the measurements, the 
solution was stirred magnetically. 
The potentials were measured with a home- 
made, computer-controlled, multiplexing instru- 
ment with an input impedance greater than 1 GQ. 
This high impedance was obtained with the use of 
an isolating amplifier (type CA3130) for each 
channel. A 16-channel analog multiplexer was used 
to feed a selected input to an amplifier. The 
amplified signal was then converted to digital 
form by a 12-bit ADC (type AD574). This mstru- 
ment was calibrated with a Knick calibration volt- 
age source. The results indicated an accuracy of 
the electrode voltage readings of kO.2 mV. 
The software provided the following functions: 
dimensioning of the network and specification of 
the number of inputs and outputs, setting of the 
learning rate, the moment and the temperature 
adjustment and choice between adJustments for 
every pattern separately or for the whole training 
set after summation. Several options allowed the 
operator to store temporary results, display 
weights, temperatures, delta terms, activation val- 
ues and concentration values calculated by the 
network for specific input patterns. The program 
is written in Pascal and runs on any MS/DOS 
machine. 
RESULTS AND DISCUSSION 
Noise in the potential readings was reduced by 
integration and averagmg of the signals over a 
period of 1 s by computer control of the mstru- 
ment. 
Procedures 
The Cu ’ ‘/ Ca ’ + system 
Table 1 shows the measured data for 
Cu2+/Ca2+ system. It includes the readings 
the glass electrode. Although this signal is 
directly related to the calcium and copper 
the 
for 
not 
ion 
Samples were prepared by adding calculated concentrations, it is nevertheless taken into 
amounts of stock solutions of the compounds from account because this signal will certainly be in- 
a burette to the measunng vessel which contained fluenced indirectly by the composition of the sam- 
40 ml of distilled water. The stock solutions were ple. The data are preprocessed before entering the 
standardized titnmetrically (with a relative error training procedure of the network by centermg the 
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inputs around a mean value of 0.5 and a span of 
0.25, whereas the loganthms of the concentrations 
are used as the output values. 
Networks with dimensions 1 X 5, 2 X 5 and 3 X 
5 were trained with this data set. As can be seen 
from Fig. 5, the two-layer network performs better 
than the network with only one layer of neurons, 
whereas the trammg of the three-layer network 
needs much more iterations. The performance of 
the two-layer network is given in Table 2 which 
shows that the errors are in the range that is 
normal for ISE measurements. 
The data set from Table 1 was used with the 
recurrent network software to determine the char- 
acteristics of the Ca2+ and Cu2+ ISEs. Table 3 
shows a comparison of these characteristics 
evaluated by the recurrent network software and 
by linear regression from the Nikolsky equation. 
As the results of the network were found with the 
use of all the binary mixtures, they can be consid- 
ered as more realistic. 
The K ‘/ Ca2 ‘/NO,- / Cl -/ H ’ system 
For this system, the complete set of data was 
divided into a training set (Table 4) and a set to 
evaluate the predictive performance of the trained 
network (Table 5). 
Test runs with vanous sizes of network again 
showed that a two-layer network performs satis- 
factorily (Table 6). The minimum number of neu- 
rons needed per layer in this situation was found 
to be seven. Table 7 shows the worst-case results 
for the predicted concentrations. 
The training calculations take a lot of computer 
time; generally about 10 000 iterations were needed 
to obtain the results of Table 6. This takes from 24 
TABLE 6 
Mean prediction errors for the K+/Ca2+/NO;/C1-/H+ sys- 
tem with various sues of network 
Layers Error (R;) for different wtdths 
4 5 6 I 10 
1 13.8 _ _ _ 
2 16 6 8.2 74 5.6 56 
3 83 7.1 6.5 58 4.4 
TABLE 7 
Worst-case predlctlon errors for the K+/Ca’+/NO;/CI-/H+ 
system with the 7 x 2 network 
Sample Error (%) 
K Ca NO; cl- 
5 0 
11 +1 
12 +13 
22 +1 
23 +3 
21 +18 
28 +14 
34 +13 
43 +14 
41 +8 
49 +26 
52 +16 
-8 
+1 
-1 
+11 
+ 12 
+5 
+11 
+2 
+6 
0 
+4 
+3 
-19 +I 
-16 +3 
-11 +2 
+8 +2 
-5 -1 
+6 0 
-12 +5 
-7 +5 
i-l 0 
+15 +I 
+3 -2 
+7 +3 
to 48 h on an ~-MC machine equipped with a 8087 
mathematical coprocessor. 
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