Introduction.
Let C be a closed Jordan curve which contains the origin in its interior and which lies in the ring (a) * £ | w| á 1 + « where t is some positive number. Let w=f(z) map the circle \z\ <1 conformally onto the interior R of C in such a manner that/(0)=0 and/'(0) >0. If e is "small," then it is to be expected that w=f(z) is "close" to the identity transformation, namely, w = z, and the problem of establishing bounds in terms of e for \f(z)-z\ valid in the closed circle \z\ ^1 has been repeatedly treated in the literature on conformai mapping. The first result in this direction was given by L. Bieberbach (2) in 1924, and his theorem was sharpened considerably by A. R. Marchenko (3) in a short note published in
1935.
In this note Marchenko gives a theorem (without proof) which states that under hypothesis (a) and an additional hypothesis on the smoothness of C, | f(z) -z | £ Kt ( | z] á 1), where K is constant. As a first result in the present paper a simple proof of this theorem is given which not only shows the existence of the constant K but also give a numerical estimate for K. (See Theorem I, §2.) In view of the fact that "nearly circular" regions play an important part in the theory as well as in some of the applications of conformai mapping, parcularly in connection with the numerical computation of the mapping function of aerodynamics (4) , it seemed of some interest to pursue this problem (') The material of this paper forms part of a Ph.D. thesis prepared under Professor S. E. Warschawski of the University of Minnesota.
(2) L. Bierbach [l ] . Numbers in brackets refer to the bibliography at the end of the paper. further and to investigate the analogous questions for the derivatives of the mapping function. The problem considered is that of determining actual numerical bounds for \f'(z) -1|, |/"(z)|,
• ■ • , |/(n)(z)| assuming, of course, further suitable restrictions on the curve C.
Statements of results.
Theorem I (Marchenko) .
Let C be a closed Jordan curve which is starshaped^) with respect to the origin and let the polar equation of C be p=p(<¡>), 0^<b^2ir, where p(<p) is periodic of period 2ir and satisfies the following additional hypotheses: O That is, p(t¡¡) satisfies a Lipschitz condition with Lipschitz constant Mt.
That is, given i)>0, there exists a number a>0, depending only on r\ and not on <t><¡, such that <j>o-x<a, y-<j>0<a, and x<y implies fl<y. dtf> g e.
Let f(z) and <p(6) be defined as in Theorem II, then f(n)(z) exists for \z\ ^1 a«d /Äere exú/ /wo absolute constants Kn and J'n, that is, numbers which depend only on n, but not on € or on the curve(s) C, such that
and (2.9) i^w/ywla^ (M*i,*fc2). Proof. Let 0 be a value for which <p'(9) and p'(0) (0=0(0)) exist and <p'(6)r^0. Since 0(0)-0 is the imaginary part of log (f(z)/z), z = eie, where log (f(z)/z) is the real(10) log/'(0) when z = 0, we have
Since p(0) is continuous and has bounded difference quotients, it follows that C is rectifiable, and therefore, by a theorem of F. and M. Riesz (see F. and M. Riesz [5] ), that 0(0) is an absolutely continuous (and monotonie) function. Hence p(<f> (9)) is an absolutely continuous function of 9, for all 9. We shall make use of this fact in changing the last integral by an integration by parts. The function The second integral has the value -2x log 2. The first integral is easily evaluated by integration by parts. We have has a (nonvanishing) derivative(12) f'(z0) at z0 = eiB, and linw f'(re«) =/'(z0). Let log (f(z)/z) denote the branch of the logarithm which is equal to the real log /'(0) when z = 0. This function is analytic for \z\ <1 and has the continuous boundary function log p(<p(t))+i(<p(t)-t) for z = eil. Furthermore, (d/dt)(log p(<b(t)) +i(<p(t)-t)) exists for t = 9 and fd /f(reia)\l p' which implies (2.1).
In order to prove (2.2) observe that, for z = eie, This inequality is true also when \z\ < 1, as may be seen in the following manner. Application of the mean value of the real and imaginary part of F(em)
shows that for r = 1 | F(re^e+^) -F(reie) \ ^ h(e) -\y\.
By the maximum modulus principle this is also true when 0¡£r<l. Keeping 0 and r (0O<l) fixed and letting y->0, we find The proof of Theorem V is by induction and will be omitted. The ideas involved in the proof are essentially the ideas used in the proof of Theorem IV.
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