This paper proposes to consider the region classification task in the context of instance-transfer learning. The proposed solution consists of the conformal algorithm that employs a nonconformity function learned by the Transfer AdaBoost algorithm. The experiments showed that our approach results in valid class regions. In addition the conditions when instance transfer can improve learning are empirically derived.
Introduction
Most of the research in machine learning is concentrated on the task of point classification: estimating the correct class of an instance given a data sample drawn from some unknown target probability distribution. However, in applications with high misclassification costs, region classification is needed [1, 10] . The task of region classification is to find a region (set) of classes that contains the correct class of the instance to be classified with a given probability of error ε ∈ [0, 1]. Thus by employing region classification we can control the error in a long run which however has practical sense if the class regions are efficient; i.e., small. This paper proposes to consider the region classification task in a new context, in the context of instance-transfer learning [4, 7] . This means that in addition to the target data sample we have a second data sample generated by some unknown source probability distribution. The main assumption is that the target and source distributions are different but somehow similar. Thus, the region-classification task in this case is to find class regions according to the target probability distribution, given the target data sample, by transferring relevant instances from the source data sample.
To solve the region-classification task in the instance-transfer learning setting we note that (1) the conformal framework [1, 10] is a general framework for the region classification task, (2) the Transfer AdaBoost algorithm is a base algorithm for instancetransfer learning [7] , and (3) the AdaBoost algorithm was used under the conformal framework [5, 10] . Thus, our solution for the task is a combination of these techniques.
To compare our research with relevant work we note that instance-transfer learning has been applied so far only for the task of point classification [4, 7] . Thus our region classification task considered in instance-transfer learning and the approach that we propose for the task are novel and they form the main contributions of this paper.
The remaining of the paper is organized as follows. Section 2 formalizes the tasks of point classification and region classification in traditional learning and instance-transfer learning. The conformal framework and Transfer AdaBoost algorithm are given in Sections 3 and 4, respectively. Section 5 proposes the weights-based nonconformity function for implementing the conformity framework using the Transfer AdaBoost algorithm. The experiments are given in Section 6. Finally, Section 7 concludes the paper.
Point and Region Classification
This section formalizes the tasks of point classification and region classification. The formalizations are given separately for the traditional-learning setting and instancetransfer learning setting in the next two subsections.
Traditional Learning Setting
Let X be an instance space and Y a class set. We assume an unknown probability distribution over the labeled space X× Y, namely the target distribution p t (x, y). We consider training sample D t n ⊆ X×Y defined as a bag (
Given training sample D t n and an instance x t n+1 ∈ X drawn according to p t (x), -the point-classification task is to find an estimateŷ ∈ Y of the class of the instance x n+1 according to p t (x, y); -the region-classification is to find a class region Γ ε (D t n , x n+1 ) ⊆ Y that contains the class of x n+1 according to p t (x, y) with probability at least 1 − ε, where ε is a significance level.
In point classification estimating the class of any instance x ∈ X assumes that we learn a point classifier h(D t n , x) in a hypothesis space H of point classifiers h (h : (X × Y) ( * ) × X → 2 R ) 1 using the target sample D t n . The classifier h(D t n , x) outputs for any instance x a posterior distribution of scores {s y } y∈Y over all the classes in Y. The class y with the highest posterior score s y is the estimated classŷ for the instance x. In this context we note that the point classifier h(D t n , x) has to be learned such that it performs best on new unseen instances (x, y) t ∈ X × Y drawn according to the target probability distribution p t (x, y).
In region classification (according to the conformity framework [1, 10] ) computing class region Γ ε (D t n , x n+1 ) ⊆ Y for any instance x n+1 ∈ X requires two steps. First we derive a nonconformity function A that given a class y ∈ Y maps the sample D t n and the instance (x n+1 , y) to a nonconformity value α ∈ [0, R ∪ {∞}]. Then we compute the p-value p y of class y for the instance x n+1 as the proportion of the instances in D t n ∪ (x n+1 , y) of which the nonconformity scores are greater than or equal to that of the instance (x n+1 , y). The class y is added to the final class region for the instance x n+1 if p y ≥ ε. In this context we note that the nonconformity function A has to be learned such that it performs best on new unseen instances (x, y) t ∈ X × Y drawn according to the target probability distribution p t (x, y).
Instance-Transfer Learning Setting
In instance-transfer learning in addition to the instance space X, the class set Y, the target distribution p t (x, y), and the training sample D t n , we have a second unknown probability distribution over X × Y, namely the source distribution p s (x, y), and training sample D s m defined as a bag of m instances (x i , y i ) s ∈ X×Y drawn from p s (x, y). Assuming that the target distribution p t (x, y) and source distribution p s (x, y) are different but somehow similar we define:
-the instance-transfer point-classification task as a point classification task for which we learn the point classifier h(D t n , x) by transferring relevant instances from the source sample D s m in addition to the target sample D t n ; -the instance-transfer region-classification as a region-classification task for which we learn the nonconformity function A by transferring relevant instances from the source sample D s m in addition to the target sample D t n .
The Conformal Framework
This section introduces the conformal framework [1, 10] . It formalizes the framework, provides possible options, and introduces metrics for evaluating region classifiers.
Formal Description
The conformal framework has been proposed in [1, 10] for developing region classifiers. The framework is proven to be valid when the target sample D t n and each instance x n+1 ∈ X to be classified are drawn from the same unknown target distribution p t (x, y) under the exchangeability assumption. The exchangeability assumption holds when different orderings of instances in a bag are equally likely.
Applying the conformal framework is a two-stage process. Given a point classifier h(D t n , x), a nonconformity function is constructed for h(D t n , x) capable of measuring how unusual an instance is for other instances in the data. Then, the conformal algorithm employing this nonconformity function is applied to compute the class regions.
Formally, a nonconformity function is of type
In general, the function A returns different scores for instance (x, y) depending on whether (x, y) is in the bag D t n (added prediction) or not (deleted prediction): if (x, y) ∈ D t n , then the score is lower; otherwise it is higher. The general nonconformity function was defined in [10] for any point classifier h(D t n , x). Given training bag D t n ∈ (X × Y) ( * ) and instance (x, y r ), it outputs the sum y∈Y,y =yr s y where s y is the score for class y ∈ Y produced by h(D t n , x). The conformal algorithm is presented in Algorithm 1. Given significance level ε ∈ [0, 1], target sample D t n , instance x n+1 ∈ X to be classified, and the nonconformity function A for a point classifier h(D t n , x), the algorithm constructs a class region Γ ε (D t n , x n+1 ) ⊆ Y for the instance x n+1 . The class-region construction is realized separately for each class y ∈ Y. To decide whether to include the class y in the class region Γ ε (D t n , x n+1 ) the instance x n+1 and class y are first combined into labelled instance (x n+1 , y). Then, the algorithm computes the nonconformity score α i for each instance (x i , y i ) in the bag D t n+1 , using the nonconformity function A for the point classifier h(D t n , x). The nonconformity scores are used for computing the p-value p y of the class y for the instance x n+1 . More precisely, p y is computed as the proportion of the instances in the bag D t n+1 of which the nonconformity scores α i are greater or equal to that of the instance (x n+1 , y). Once p y is set, the algorithm includes the class y in the class region Γ ε (D t n , x n+1 ) if p y > ε. The conformal algorithm was originally designed for the online learning setting. This setting assumes initially an empty data set D t n . Then for each integer n from 0 to +∞ we first construct class region Γ ε (D t n , x n+1 ) for the new instance x n+1 being classified, and then add the instance (x n+1 , y r ) to the bag where y r is the correct class of x n+1 . In this context we note that the conformal algorithm is proven to be valid [1, 10] , i.e., it constructs for any object x n+1 class region Γ ε (D t n , x n+1 ) ⊆ Y containing the correct class y ∈ Y for x n+1 with probability at least 1 − ε, if (a) the data are drawn from the same target distribution p t (x, y) under the exchangeability assumption; and (b) the learning setting is online.
Algorithm 1. Conformal algorithm
Input: Significance level , Target sample D t n , Instance xn+1 to be classified, Non-conformity function A for a point classifier h(D t n , x). Output: Class region Γ (D t n , xn+1) 1: Γ (D t n , xn+1) = ∅. 2: for each class y ∈ Y do 3: D t n+1 = D t n ∪ (xn+1, y) .
4:
for i := 1 to n + 1 do 5:
if using deleted prediction then 6:
Set nonconformity score αi := A(D t n+1 \ (xi, yi) , (xi, yi)).
7:
else if using added prediction then 8:
Set nonconformity score αi := A(D t n+1 , (xi, yi)). 9: end if 10: end for 11:
Calculate py := #{i=1,...,n|α i ≥α n+1 } n+1
.
12:
Include y in Γ (D t n , xn+1) if and only if py > . 13: end for 14: Output Γ (D t n , xn+1).
Possible Options
Applying the conformal framework is not a trivial task. One has to make a set of choices concerning the nonconformity function used and the learning setting. The conformal algorithm outputs valid class regions for any real-valued function used as nonconformity function [1] . The class regions will be efficient if the function estimates well the difference of any instance with respect to the training data. In this context we note that the general nonconformity function is not always the most efficient. Therefore, one of the main issues when applying the conformal framework is how to design a specific nonconformity function for the point classifier used.
The conformal algorithm is proven to be valid when the learning setting is online [1] . However, there are reported experiments in the offline (batch) setting [6] . In contrast to the online setting, the offline setting assumes a target training sample that is non-empty initially. Furthermore, the target sample remains the same throughout the classification process. These experiments show that the conformal algorithm produces valid class regions in the offline setting.
Evaluation Metrics
Any class region Γ ε (D t n , x n+1 ) is valid if it contains the correct class y ∈ Y of the instance x n+1 ∈ X being classified with probability of at least 1 − ε. To evaluate experimentally the validity of the class regions provided by the conformal algorithm we introduce the error metric. The error E is defined as the proportion of the class regions that do not contain the correct class. Thus, in order to prove experimentally that the conformal algorithm is valid we have to show that for all significance levels ε ∈ [0, 1] the error E is less than or equal to ε.
Any class region Γ ε (D t n , x n+1 ) is efficient if it is non-empty and small. Thus, to evaluate experimentally the efficiency of the class regions provided by the conformal algorithm we introduce three metrics: the percentage P e of empty-class regions, the percentage P s of single-class regions, and the percentage P m of multiple-class regions. The empty-class regions, single-class regions, and multiple-class regions can be characterized by their own errors. The percentage P e of empty-class regions is essentially an error, since the correct classes are not in the class regions. The error E s on singleclass regions is defined as the proportion of the invalid single-class regions among all the class regions. The error E m on multiple-class regions is defined as the proportion of the invalid multiple-class regions among all the class regions.
The errors P e , E s , and E m are components of the error E. More precisely, it is easy to prove that E = P e + E s + E m . The error E has its own upper bound E u representing the worst case when we are not able to pick up correct classes from valid multi-class regions. In this case we will err on all the multi-class regions and, thus, E u is defined equal to P e + E s + P m . We note that for any significance level ε ∈ [0, 1] there is no guarantee that E u is less than or equal to ε unless P m = 0.
Transfer AdaBoost Algorithm
The Transfer AdaBoost algorithm [7] is a learning method for the instance-transfer point-classification task (see Algorithm 2). The algorithm itself is an extension of the well-known AdaBoost algorithm [8] . It treats the target sample D t n and source sample D s m differently. For the target sample D t n , the Transfer AdaBoost algorithm uses the same re-weighting scheme as AdaBoost. It decreases the weights of correctly classified instances and through normalization increases the weights of incorrectly classified instances. On the other hand, for the source sample D s m , the Transfer AdaBoost algorithm uses opposite re-weighting scheme. It decreases the weights of incorrectly classified instances and through normalization increases the weights of correctly classified instances. This means that source instances that are less likely to be generated by the target distribution receive lower weights and source instances that are more likely to be generated by the target distribution receive higher weights. Thus, the Transfer Ad-aBoost algorithm focuses on more difficult (high-weight) target instances and on more similar (high-weight) source instances in the next iterations. 
if (xi, yi) ∈ D t n . 11: end for 12: Output the strong classifier:
Weights-Based Non-conformity Function
To solve the instance-transfer region-classification task we propose to apply the conformal framework that employs a nonconformity function based on the Transfer AdaBoost algorithm. An obvious option in this context is to use the general nonconformity function (see subsection 3.1) given in [1] . However in this paper we go further and propose a new nonconformity function called the weight-based nonconformity function. As the name suggests it is based on the weights of the training instances from the target sample calculated by the Transfer AdaBoost algorithm. Since they indicate the classification difficulty of the instances, we interpret them as nonconformity values.
To theoretically justify the weight-based nonconformity function we note that for any target instance (x i , y i ) ∈ D t n , given the initial weight equals 1, we have that:
In addition we note that k ∈ (0, 0.5). Thus, 1 β k > 1 and
Combining equations (1) and (2) results in:
Thus, the weight of any target instance is found to be the upper bound on the training error of that instance [2] . This explains why we propose the use of weights for nonconformity values.
Formally the weights-based nonconformity function is defined as follows: given a target sample set D t n and an instance (x, y r ), the function returns the weight w T +1 (x) for the instance (x, y r ) calculated by the Transfer AdaBoost algorithm after T iterations. We note that, since the Transfer AdaBoost algorithm computes weights only for target instances, the instance (x, y r ) has to belong to the data D t n . This implies that the conformal algorithm is used with the option "added prediction" only. We note that in this case computing p-value p y for one class y ∈ Y requires only one run of the Transfer AdaBoost algorithm. Thus, the time complexity for constructing one class region is O(|Y|C) (where C is the time complexity of the Transfer AdaBoost algorithm).
Experiments and Discussion
This section presents our experiments with the conformal algorithm presented in subsection 3.1. Given a sample D t n and a sample D s m , the algorithm was instantiated using three types of nonconformity functions:
-the weight-based nonconformity function based on the AdaBoost algorithm trained on the sample D t n , -the weight-based nonconformity function based on the Transfer AdaBoost algorithm trained on the sample D t n as a target sample and sample D s m as a source sample, -the weight-based nonconformity function based on the AdaBoost algorithm trained on the sample D t n ∪ D s m . The conformal algorithm based on the first function is denoted as CAdaBoostT. The conformal algorithm based on the second function is denoted as CTrAdaBoostTS. The conformal algorithm based on the third function is denoted as CAdaBoostTS.
The generalization performance of these three algorithms is given in terms of the validity and efficiency of the final class regions. We note that CAdaBoostT is used as a base-line algorithm. The algorithms CTrAdaBoostTS and CAdaBoostTS are used in order to decide whether we need to transfer or add source instances.
Data Sets
The datasets for our experiments were taken from the UCI Machine Learning Repository [9] . In order to fit transfer-learning scenario each data set was split into target sample and source sample with different probability distributions. For example, the breast-cancer data set was split using the attribute irradiat. The target sample in this case consisted of all the instances having the attribute value irradiate=no, while the source sample consisted of all the instances having the attribute value irradiate=yes. Table 1 given below shows the description of each data-set split. It also provides the KL-divergence estimate [3] on the difference of class distributions for each pair of target sample and source sample. We note that two datasets, namely breast cancer and auto were split twice using different binary attributes. 
Validation Setup
Experiments were performed on ten data sets from Table 1 using all the three conformal algorithms CAdaBoostT, CTrAdaBoostTS, and CAdaBoostTS. The weak point classifier for these three algorithms was the decision-stump classifier for the first 8 datasets, while for the last two datasets was the Naive-Bayes classifier 2 . The class regions of the algorithms were evaluated in terms of validity and efficiency using five measures (defined in subsection 3.3): the error E, the percentage P e of empty-class regions, the percentage P s of single-class regions, the percentage P m of multiple-class regions, and the upper-bound error E u . The method of evaluation was repeated stratified 10-fold cross validation. Results for each data set were generated for 10 to 100 boosting iterations (with step 10). The best results for each algorithm over the ten different iteration numbers are reported in Table 2 on two significance levels ε = 0.05 and ε = 0.1. 
Results and Discussion
The performance results of the three conformal algorithms are given in Table 2 . The table shows that the class regions computed by the algorithms are valid. This is due to the fact that the error E is close to the significance level ε up to some neglectable statistical fluctuation. Thus we can derive one of the main results of this paper, namely that the conformal algorithm is capable of obtaining valid class regions for the instancetransfer region-classification task. This is possible (at least for now) when we employ our weight-based nonconformity function learned by the Transfer AdaBoost algorithm.
In addition, Table 2 shows how instance transfer can help learning. When the target and source distributions are very close (small KL-divergence number) and the size of the target sample is relatively big, the performance statistics of the conformal algorithms CAdaBoostT, CTrAdaBoostTS, and CAdaBoostTS are close. This observation is illustrated by the performance of the algorithms for the datasets hepatitis and colic. Thus in this case any of these algorithms can be applied; i.e., instance transfer does not improve significantly the results. When the distance between the target and source distributions increases (KL-divergence number in the range [0.1, 0.9]) and the size of the target sample is smaller, the percentage P m of multiple-class regions and the upperbound error E u of the conformal algorithm CTrAdaBoostTS are smaller than those of CAdaBoostTS on most of the datasets. This observation is illustrated best by the performance of the algorithms for the datasets auto, auto2, and lymph. Thus in this case the conformal algorithm CTrAdaBoostTS has to be applied; i.e., instance transfer does improve the final results. When the distance between the target and source distributions becomes high (KL-divergence number in the range [0.9, +∞]), again the performance statistics of the conformal algorithms CAdaBoostT, CTrAdaBoostTS, and CAdaBoostTS are close (see dataset vote). Thus in this case any of these algorithms can be applied; i.e., instance transfer does not improve the results.
Conclusion
This paper showed that the region classification task can be solved in the context of instance-transfer learning [4, 7] . The proposed solution consists of the conformal algorithm that employs a nonconformity function based on the instance weights learned by the Transfer AdaBoost algorithm. The experiments showed that the approach results in valid class regions. In addition the conditions when instance transfer can improve learning are empirically derived.
