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1. INTRODUCTION 
The main purpose of this paper is to give a common characterization of the geometries 
consisting of points and lines determined by the following Coxeter diagrams of spherical 
type. 
An @----o----o · · · o--o----o n vertices, n ;;;.1 
Bn,Cn @----o----o ... 0-----0=:==0 n vertices,n;;;.2 
On @----o----o ... ~ n vertices,n;;;.4 
E3 ~ E4~Es~E6~ 
E7~Ea 
Each of these diagrams determines a class of buildings (and weak buildings) which 
has been completely classified to a large extent (see Tits [16]). If r is such a building 
then r and the circled dot of the diagram determine uniquely a geometry consisting of 
points and lines in r. 
A great deal of inspiration for our work is to be found in several papers of J. Tits (see 
[16] and the references given there). We should also mention the results of B. Cooperstein 
[10] concerning geometries of Type En based on points and lines, the recent characteri-
zation of geometries of type F4 due to A. Cohen [9], the characterization of dual polar 
spaces, in particular geometries of type F 3 , by P. Cameron [8] and the characterization 
of the Grassmanian of lines of a projective space by G. Tallini [14]. 
Our main tool is based on the observation that convex hulls of pairs of points at 
distance 2 are usually polar spaces and that this situation is inductive. From our set of 
axioms we show inductively that we can produce a geometry belonging to a Coxeter 
diagram in the list given earlier. Then, results of Tits [17] allow us to show that our 
geometries are actually related to (weak) buildings. 
The author would like to thank J. Tits and W. M. Kantor for several useful discussions 
on exceptional geometries during the period 1975-1980 and his colleagues at Ohio State 
University for their warm interest in a series of lectures from which the present work 
directly arose. A word of thanks is also due to the referee for his careful reading and 
his corrections to the manuscript. 
2. DEFINITIONS AND MAIN RESULTS 
Let r = (9, !£) be a rank 2 geometry or incidence structure i.e. 9 is a set of points 
and !£ is a family of distinguished subsets of 9 of cardinality at least 2 called lines. Two 
*This research was partially supported by NSF Grant MCS-8102436. 
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or more points are called collinear if they are together on some line. If p is a point then 
p _j_ denotes the set of all points which are on some line through p. If X is a set of points, 
then X_j_ = npexP_j_· 
A subspace of r is a set of points S such that every line intersecting S in two points 
is contained in S. A singular subspace is a subspace all of whose points are pairwise 
collinear. 
The co/linearity graph is the graph whose vertices are the points of r and whose edges 
are the pairs {x, y} with x .l y. 
If p, q are points of r then a path of length n joining p to q is a sequence of points 
p = x0 , XI. ••• , Xn = q such that any two consecutive elements of the sequence are col-
linear. The distance d (p, q) is the shortest possible length of a path joining p to q (if 
there is such a path). A geodesic is a path joining p to q, whose length is minimal, i.e. 
equal to d (p, q ). 
A set of points S is called convex if for every pair of elements x, y in S, every geodesic 
joining x to y is contained in S. Clearly any intersection of convex sets is convex. 
Similarly, any intersection of convex subspaces is a convex subspace and so a set of points 
X generates a convex subspace (X) which will be called the convex hull of X. 
REMARKS 
1. As we noticed in the introduction, our attention was drawn on the notion of 
convexity by the work of Tits [16]. It is also implicitly present in other papers of interest 
for our work, like Cooperstein [10] (see also [5]) and Cameron [8]. Recently, convexity 
has appeared in several graph-theoretical contexts [1, 11, 12, 18]. 
2. There is a weaker and more subtle version of convexity which is inspired by 
Cameron's characterization of dual polar spaces [8]. Let t be an integer. Call a set of 
points S t-convex if, for any two points p, q in S with d (p, q),;;;; t, every geodesic joining 
p to q is contained in S. This defines again a closure operation on P/J. Clearly 1-convex 
subspaces are exactly all subspaces. In Cameron's work [8] 2-convex subspaces play a 
major role, and a major part of Cooperstein's theory is also to get control over 2-convex 
subspaces [5]. In the present work, convexity may be replaced by 2-convexity. 
3. Another concept is suggested by Cameron's axioms [8]. Call a subspace S of r 
t-singular if S is t-convex and its diameter d is at most equal to t. Again this determines 
a closure operation. We observe that 1-singular subspaces are exactly all singular 
subspaces as defined earlier. 
4. Our own feeling as to the potential power of convex sets in a system of axioms for 
geometries related to the Coxeter diagrams of spherical type arose from the following 
observation. Consider a geometry of type E6 as in the introduction. A basic question, 
in view of its characterization in terms of points and lines, is to know how to reconstruct 
the diagram. This involves a description of the shadows of flags in terms of points and 
lines. It is easy to check that the shadows of flags are precisely all convex subspaces (all 
2-singular subspaces) of the geometry, up to the empty set. In other geometries of the 
list given in the introduction a slight variation of this property holds. Hence convexity 
helps us characterize the right subspaces from the linear structure, in the spirit of 
Buekenhout [2]. 
We recall that r is a polar space of finite rank r (see [5, 7]) if 
(i) for every line L and every point p not on L, p_j_ nL consists of either one or all 
points of L; 
(ii) p_j_ ¥- PfJ for all points p; 
(iii) each chain of distinct singular subspaces X 0 c X 1 c · · · c X; has at most r elements, 
i.e. i ,;;;; r - 1 and there is such a chain having r elements. 
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In [6] we introduced the concept of a polarized space, inspired by Cooperstein [10]. 
We recall this definition. 
A geometry r = (rP, .;£) is a polarized space if the following conditions hold: 
(1) if Lis a line and pis a point then p_j_ nL consists of 0, 1 or all points of L; 
(2) if p, q are points with d(p, q) = 2 and if IP_j_ nq_j_l ;:;.2 then p_j_ nq_j_ is a polar space 
of finite rank at least 2; 
(3) the collinearity graph on rP is connected but not complete; 
(4) if p, q are points with d(p, q) = 2 and p_j_ nq_j_ consists of a unique point pq then 
there are lines P', Q' on pq such that P'cp\ Q'cP'_j_, Q'cq_j_ (alternatively there is 
a path of length 3 from p to q, not containing pq, all of whose members are in (pq)_j_). 
A result of Cooperstein's theory [5] consists of the following properties in a polarized 
spacer: 
(A) any two distinct lines have at most one common point; 
(B) every singular subspace of r is a projective space (possibly reducible), i.e. if a is 
a singular subspace generated by 3 non-collinear points, then any two lines in a have a 
common point; 
(C) if p,q are points at distance 2 with lp_j_nq_j_l;;;-2 then the convex hull (p,q) is a 
polar space of finite rank, and if x, y are points at distance 2 in (p, q ), then (x, y) = (p, q ); 
(D) if Lis a line and p is a point such that p_j_ nL is empty, then p_j_ nL _]_is a singular 
subspace. 
In the present paper we shall also need a modified version of polarized spaces. On 
the one hand we require a generalization of (2) allowing p_j_ n q_j_ to be a polar space of 
rank 1. In this case we cannot rely on (A), (B) and (C) and therefore we introduce them 
in our system of axioms. On the other hand we need the rank of p_j_ n q_j_ in (2) to be 
independent of p and q, in order to apply induction, which is our main tool in the proofs 
just as in Cooperstein [10]. We shall also assume this in our set of axioms. We shall say 
that r = (rP, !£) is a uniform polarized space of rank r;;;. 2 if the following conditions hold: 
(1) 
(2)' if p, q are points of r at distance 2 then either (p, q) is a polar space of rank r, 
and (p, q) is called a hyperline, or (p, q) is the union of two lines intersecting in the unique 
point pq = p _]_ n q _]_, in which case {p, q} is called a special pair; 
(3)' the collinearity graph on rP is connected; 
(4) 
(5) any pair of points is contained in at most one line; 
(6) every singular subspace is a projective space (possibly reducible). If it has rank i 
it is called an i-subspace. 
We recall that a uniform polarized space of rank r is actually a polarized space only 
if r;;;. 3 and that (5), (6) are consequences of the other axioms in that case. 
Induction is based on our next definition. Let r be a uniform polarized space of rank 
r and let p be a point of r. The residual rP = (rPP, !£p) is defined as follows: rPP is the set 
of all lines of r containing p; if a is a singular plane on p, then the set of all lines on 
p, contained in a, is a member of !£p. 
Our first result is the following theorem. 
THEOREM 1. If r is a uniform polarized space of rank r;;;. 3 and p is a point of r, 
then the residual rP is a uniform polarized space of rank r- 1 and in rP there are no special 
pairs. Moreover, 
(i) if S is a singular subspace of r on p, then the set Sp of all lines in S, on p, is a 
singular subspace of rp; 
(ii) conversely, if SP is a singular subspace of rP, then the union Sin rP, of all members 
of Sp, is a singular subspace of r; 
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(iii) if His a hyperline of ron p, then the set HP of all lines in H, on p, is a hyperline 
ofFP; 
(iv) conversely, if HP is a hyperline of rP, then the geodesic subspace of r generated by 
the members of Hp, is a hyperline of r. 
That rP has no special pairs, provides the basic explanation of the fact that exceptional 
geometries are exceptional, i.e. we do not get geometries of type E9 or Fs say. 
We shall show that uniform polarized spaces having at most one hyperline are either 
projective spaces or polar spaces. If there is at least one hyperline, we get further 
connectivity properties (see Section 6). 
We shall classify uniform polarized spaces r of rank r;;;.: 2 of spherical type, i.e. satisfying 
the following conditions: 
(7) every singular subspace V of rank r -1 is contained in exactly one maximal singular 
subspace W (note that W = V is allowed and that maximal singular subspaces need not 
have the same rank); 
(8) if V, W are singular subspaces of r of rank r -1, intersecting in a subspace of 
rank r - 2, if V u W is not contained in a singular subspace, and if V is contained in 
some singular subspace X of rank r, then X and Ware maximal singular subspaces; 
(9) if A, B, C are singular subspaces of r of rank r -1 such that A n B and B n C 
have rank r- 2, B ¢. C-'- and if A is a maximal singular subspace, then C is a maximal 
singular subspace; 
(10) if H, K are distinct hyperlines intersecting in at least one singular subspace of 
rank r - 2 then H n K is a singular subspace of rank r - 1. 
Now we can state our main results. 
THEOREM 2. A uniform polarized space r of rank r;;;.: 2, provided with its singular 
subspaces and hyperlines, is the space of shadows of a diagram geometry of one of the 
types listed in the introduction if and only if r is of spherical type. Moreover, if there are 
at least two hyperlines, then r corresponds to a geometry of type F,+1 for r = 2, 3 or a 
geometry of type Er+ 1 for r = 2, ... , 7. 
In view of deep results of Tits characterizing geometries belonging to diagrams of type 
Cn. En. Fn as weak buildings (see [17, Proposition 9] or Section 9), each geometry covered 
by Theorem 2 is a space of shadows of a weak building. If all lines have at least three 
points, then we get buildings of spherical type, and by earlier work of Tits [16] all of 
these are known. As another application of the same results and of Theorem 2 we get 
the following theorem. 
THEOREM 3. A geometry r = (9P, I£) is the geometry of points and lines of a weak 
building of one of the types 
if and only if r is a polarized space, in which all polar spaces p.L nq.L have the same rank 
r -1;;;.: 2 and in which properties (7)-(10) are verified. 
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We refer to the final section for more comments and results. We should also mention 
that Theorem 2 was announced in [6]. 
4. THEORY OF UNIFORM POLARIZED SPACES 
4.1. PROOF OF THEOREM 1. The following are straightforward to check: 
(a) rP satisfies axiom (1). 
(b) Fp satisfies axiom (5) since any set of pairwise collinear points of r generates a 
singular subspace and therefore a projective space (axiom (6)). 
(c) Property (i) is obvious and (ii) follows immediately from axiom (1). 
(d) Property (iii) follows from a well known property of polar spaces, namely that Hp 
is still a polar space and, in a polar space of rank r ;;;;. 2, the geodesic subspace 
generated by two points at distance 2 is the polar space itself. 
(e) rP satisfies (6) in view of (c) and (d). 
(f) Now we shall check axiom (2)' in rP and show that there are no special pairs in 
Fp. Assume A and B are lines on p, with d(A, B)= 2 in Fp. Then there is a line 
C on p such that (A, C) and (B, C) are projective planes (possibly reducible) in 
r. Let a EA -p, b EB -p. Then (a, b) contains C in F; hence by axiom (2)', (a, b) 
is a polar space of rank r. Therefore in rP, (A, B) must be a polar space of rank 
r -1. Property (iv) follows from the same argument. 
(g) We come to axiom (3 )' in rP. If A, B are lines on p and a E A - p, b E B - p, then 
d(a, b)~ 2 in F and so we distinguish cases. If d(a, b)= 1 then A .lB in Fp. If 
d(a, b)= 2 and {a, b} is a polar space then d(A, B)= 2 in F11 since r ~ 3. 
If {a, b} is a special pair, then axiom (4) shows that d(A, B)~ 3 in FP" 
(h) Finally, axiom (4) holds trivially in rP since there are no special pairs in it. 
REMARK. Theorem 1 does not apply to the case r = 2 (which arises in Theorem 2) 
as is shown by a generalized quadrangle. Here rP is no longer connected. 
4.2. PROPOSITION. Let p, q be a special pair and P, Q, P', Q' be as in axiom (4), and 
let p' E P'- pq, q' E Q'- pq. Then (p, q') and (p', q) are distinct hyperlines. 
PROOF. d (p, q') ~ 2 is obvious and p, q' cannot be collinear since (p, q) is a special 
pair. Hence d(p, q') = 2 = d(p', q) and therefore H 1 = (p, q') and Hz= (p', q) are hyperlines 
since there is more than one geodesic joining p to q'. Finally, H 1 ~Hz otherwise (p, q) 
would be equal to H 1• 
5. UNIFORM POLARIZED SPACES WITH AT MOST ONE HYPERLINE 
In this section we always assume that r is a uniform polarized space with at most one 
hyperline. We shall completely classify these spaces. 
5.1. PROPOSITION. Fp has no special pairs. 
PROOF. This is an immediate consequence of 4.2. 
5.2. PROPOSITION. If r has no hyperline, then r is a projective space. Conversely, 
every projective space (possibly empty, of infinite rank, reduced) is a uniform polarized 
space having no hyperline and of arbitrary rank. 
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PROOF. In view of 5.1, r cannot have points at distance 2 and so (3)' shows that all 
points of r are pairwise collinear. Then (6) implies that r is a projective space. The 
converse is obvious. 
5.3. PROPOSITION. If r has a unique hyperline, then r is a polar space of rank r;;;.: 2. 
Conversely, any polar space of rank r;;;.: 2 is a uniform polarized space of rank r. 
PROOF. Let H be the unique hyperline of F. We have to show that all points ofF 
are on H. Assume that a is a point not on H. In view of axiom (3)' we may assume that 
a is collinear with some point b E H. Let B = H n b _j_. In B there are at least two points 
p, q whose distance is 2. Now a cannot be collinear both top and to q since a is not 
on H = (p, q). Assume d(p, a) ;e 1. Then d(p, a)= 2. By 5.1, (p, a) is a hyperline and 
the latter is clearly distinct from H, a contradiction. Therefore r is a polar space of 
some rank r;;;.: 2, in view of (3)'. The converse is obvious. 
6. FURTHER THEORY OF UNIFORM POLARIZED SPACES 
In this section r is always a uniform polarized space of rank r;;;.: 2 having at least one 
hyperline. 
6.1. PROPOSITION. For every point p of r, the geodesic subspace rp generated in r, 
by all lines of ron p, is r itself. 
PROOF. We proceed by induction on the rank r. For r = 2, there are no special pairs 
by 4.2 and as (Fp) contains obviously all hyperlines on p, we see that (Fp) contains all 
points at distance ~2 from p. If d(p, q) = 1, then the latter argument implies that all 
points collinear with q are in (Fp) and so Fq is in (Fp), hence (Fq) s;;; (Fp). Repeated use 
of this argument and of connectivity, shows that (Fp) = r. Now we assume r;;;.: 3. Again 
(Fp) contains all hyperlines on p and all singular subspaces on p. If pq is a line on p, 
then all singular subspaces containing qp are in (Fp). Therefore (Fq)pq is in (Fp). Applying 
the induction hypothesis, we see that ((Fq)pq) = Fq in Fq and that the latter set is in (Fp). 
Therefore (Fq) s;;; (Fp) and we finish as earlier. 
6.2. PROPOSITION. If r;;;.: 3 and if p is a point, then the residual rP has at least one 
hyperline. 
PROOF. Assume that rp has no hyperline. Then rp is a projective space by 5.2 and 
the union in r of all lines on p is a singular subspace S, as we saw in Theorem 1. Now 
there is some point which is not on S, and by (3)' there is some point q collinear with 
a point a E S- p. Then d (p, q) = 2 and by 4.2 and (2)' we obtain at least one hyperline 
H of r containing p. Then Hp is a polar space of rank r -l ;;;.: 2 and so Fp has some 
hyperline, a contradiction. 
6.3. DEFINITION. We shall say that r is i-connected for some integer i, if for any 
tWO points p, q of F, there is a sequence of points p = Xo, Xt. ••• , Xn = q in which any 
two consecutive elements are together on some singular subspace of rank i. If r is 
i-connected then it is clearly j-connected for all j with 1 ~j ~ i. 
6.4. PROPOSITION. Every point of rison some singular subspace of rank (r -1) and 
r is (r -!)-connected. 
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PROOF. We shall proceed by induction on r. For r = 2, every point is on some line 
in view of (3)' unless there is at most one point. This cannot occur since r has at least 
one hyperline. Furthermore, r is 1-connected since this is exactly what (3)' requires. 
Hence we assume r;;:. 3. Let p, q be points of rand let p = x 0 , XI. ••• , Xn = q be a sequence 
of points in which any two consecutive elements are collinear. This exists by (3)'. By 
6.2, rp has at least one hyperline and rp has rank r -1 ;;:. 2, hence induction applies. 
Therefore, the line (xo, Xt) of r, which is a point of rp. is on some singular subspace Sp 
of rank r- 2 in rP. By Theorem l(ii) Sp determines a singular subspace S of rank r -1 
in randS contains x0 and x1. Repeated use of this argument on the points x;, provides 
(r -i)-connectivity in r. 
6.5. PROPOSITION. Let p be a point of F. Then 
(i) p is on some hyperline, 
(ii) p cannot be collinear with all other points, 
(iii) p is on two lines A, B which are not contained in a plane. 
PROOF. (i) If p is at distance 2 from some point q then axiom (2)' or Proposition 
4.2 produce a hyperline containing p. If p is not at distance 2 from some point then 
connectivity (axiom (3)') shows that p is collinear with all points. Hence if (a, b) is some 
hyperline, then p is necessarily in (a, b). (ii) follows at once from (i) and (iii) also. 
6.6. DEFINITION. The graph W(r) is defined as follows. A vertex of W(r) is a singular 
subspace of r of rank r -1. Two vertices A, B of W(F) constitute an edge if and only 
if A n B has rank r - 2 and A u B is not contained in some singular subspace of rank r. 
6.7. PROPOSITION. The graph W(F) is connected. 
PROOF. Proceed by induction on r. For r = 2, the vertices of W(F) are lines of r and 
two lines are adjacent in W(r) if they have a common point in r without being in a 
plane. In view of axiom (3)' it suffices to show that two lines A, B contained in a plane 
are in the same component of W(F). Let p be the point common to A and B in that 
plane. Let H be some hyperline on p (we apply 6.5). Now r = 2 and soH is a generalized 
quadrangle. Hence A, B are not both in H. Assume first that B c H. Then we take a 
line C distinct from B in H and on p. As H is a generalized quadrangle, {B, C} is an 
edge of W(r) and similarly {A, C} is such an edge otherwise H = (B, C) contains A. 
Hence A, B are in the same component. We now consider the case where A, B are not 
in H. Then there is at most one line C in H and on p which is in A _L and at most one 
lineD in H and on p, in B_L. If they exist and are distinct, then {A, D}, {D, C}, {B, C} 
are edges of W(F). If one or both do not exist we finish similarly. Hence the case r = 2 
is completed. Assume now that r;;:. 3. If p is some point, then W(Fp) is connected in view 
of Theorem 1, of 6.2 and of the induction hypothesis. Let A, B be two vertices of W(r). 
We may assume that there are points a EA -(A nB), b EB -(A nB). Let a= 
a0 , at. ... , am= b be a geodesic path joining a to b in the collinearity graph of r. We 
proceed by one more induction, namely on m. For m = 0, a E A n B and so, A a, Ba are 
in the same component of W(Fa) since this graph is connected. Therefore A and B are 
clearly in the same component of W(F). Assume now that m > 0. In view of Propositions 
6.2, 6.4 and Theorem 1, (am-I. b) is contained in some singular subspace C of rank 
r -1. Now b E B n C, hence B, C are in the same component of W{F) as we showed 
earlier for m = 0. In view of the induction hypothesis on m, A and C are also in the 
same component. Hence W(F) is connected. 
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7. THEORY OF UNIFORM POLARIZED SPACES OF SPHERICAL TYPE 
In this section, F will be a uniform polarized space of spherical type and rank r ;a. 2, 
having at least one hyperline. 
7.1. PROPOSITION. If r;;;. 3 and if p is a point ofF, then Fp is a uniform polarized 
space of spherical type, of rank r -1, having at least one hyperline. 
PROOF. In view of Theorem 1 and of 6.2 we need only check axioms (7), (8), (9), 
(10) in Fpo 
(a) Axiom (7) in Fv follows from (7) in F and from Theorem 1. The same argument 
applies immediately to axioms (8) and (9). 
(b) Let us prove (10) in Fv. Let Hv and Kv be hyperlines of Fv, having a singular 
subspace Av of rank r- 3 in their intersection. In F, the union A of all lines on p 
which are members of Av, is a singular subspace of rank r -2 (Theorem 1). 
Therefore we get a point a E A-p, because r ;a. 3. Let B (resp. C) be a line of F 
on p, contained in Hv (resp. Kv) and not collinear with the point pa in Fv. Let 
b E B - p, c E C-p in F. Then (a, b) and (a, c) are distinct hyperlines in F, containing 
A in their intersection. In view of (10), (a, b) n (a, c) is a singular subspace U of 
rank r -1. Clearly, Uv c (Hv nKv)· Hence we get (10) in Fv-
7 .2. PROPOSITION. Maximal singular subs paces ofF have rank r -1 or r; moreover, 
F has necessarily some maximal singular subs paces of rank r - 1. 
PROOF. Repeated use of 6.4, 6.2 and Theorem 1 shows that every singular subspace 
of rank i ,;;; r -1 is contained in some singular subspace of rank r -1. Hence maximal 
singular subspaces have rank r -1 or more. Assume X is a maximal singular subspace 
of rank n ;a. r. Let A be a subspace of X of rank r - 1 and let Y be a subspace of rank 
r of X containing A. As <§(F) is connected by 6.7 and as X contains more than one 
subspace of rank r -1, there is at least one edge of <§(F) on A. Then axiom (8) applies 
to this edge and so Y is a maximal singular subspace and X = Y. Still by (8) there is 
necessarily some maximal singular subspace of rank r - 1. 
Now we obtain the two types of geometries (E) and (F) which will later lead to diagrams 
En and Fn respectively. 
7.3. PROPOSITION. One of the following occurs: 
(E) the graph <§(F) is bipartite with disjoint and non-empty components 1§1, 1§2 such that 
(i) every edge of <§(F) has one vertex in 1§1 and one vertex in 1§2; 
(ii) all elements of 1§1 are maximal singular subs paces ofF; 
(iii) all elements of 1§2 are non-maximal singular subspaces ofF and each of them is 
contained in a unique maximal singular subspace whose rank is r. 
(F) all singular subs paces of rank r - 1 are maximal. 
PROOF. Let us assume that (F) does not hold and prove that (E) holds. There is 
some singular subspace V of rank r - 1 which is not maximal and by (7) it is contained 
in a unique maximal one, say X. By 7.2 X is of rank r. Let 1§1 be the set of maximal 
singular subspaces of rank r -1 and let 1§2 be the set of non-maximal singular subspaces 
of rank r -1. By 7.2 and our first argument, 1§1 and 1§2 are non-empty and they realize 
(ii) and (iii). Let {A, B} be an edge of <§(F). By axiom (8), at least one of the subspaces 
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A, B is in CB1. We shall assume that A e CB1. Let us assume, by way of contradiction, that 
also Be CB1. Let C e CB2 and consider a path Pin CB(r) from C to A, where P exists by 
6.7. Then Pu{B} is a path P' from C to B and either P or P' has an odd number of 
vertices. By axiom (9) this shows that C is necessarily a maximal singular subspace like 
A or like B which is a contradiction. Therefore B e C§2 and we get property (i) of (F). 
7.4. PROPOSITION. Let F be of rank r;;;. 3 and let p be a point of F. Then F is of type 
(E) (resp. (F)) in 7.3 if and only if rv is of type (E) (resp. (F)). 
PROOF 
(a) Assume that r is of type (E). Then CB(r) is bipartite. We note that CB(rv) is an 
induced subgraph of CB(r) and as CB(Fp) has at least one edge it is, therefore, also bipartite. 
In view of Theorem 1 an element X of CB(F) on p is a maximal singular subspace if and 
only if Xv is a maximal singular subspace of rv. Hence rv is of type (E). 
(b) Assume r is of type (F). Then rv is of type (F) in view of Theorem 1 again. 
8. UNIFORM POLARIZED SPACES OF SPHERICAL TYPE (E) AND RANK 2 
In this section we shall classify all uniform polarized spaces r of spherical type (E) 
and of rank 2. In view of the results obtained in Section 5, we shall assume that r has 
at least two hyperlines. 
There are two reasons to treat this case as a separate one. First of all, the characteri-
zation methods which will be applied to all other cases require a somewhat different and 
more delicate treatment in the present situation. On the other hand, a direct classification 
is possible here and so there is no real need for the other methods. 
8.1. PROPOSITION. F has no special pairs. 
PROOF. By 4.2, the presence of a special pair implies the existence of a hyperline 
having at least one singular plane and this requires r;;;. 3 of course. 
Note that 8.1 holds also if r is of type (F) instead of (E). 
8.2. PROPOSITION. r is a direct product of a projective plane (possibly reducible) and 
of a line, viz. 
(i) every point is on a unique plane, 
(ii) every point is on a unique line which is a maximal singular subspace and 
(iii) every plane intersects every maximal line in some point. 
REMARK. In other words, r is a geometry of type E3 ~ as listed in the 
introduction but we shall not use the diagram in this situation. 
PROOF. Let p be any point of r and let A, B be two distinct lines on p which are 
not in a plane (we apply 6.5(iii)). By 7.3, one of these lines, say A, is on some plane a 
while B is a maximal singular subspace. If C is a line on p, not contained in a u {B}, 
then 7.3 shows that C cannot be in the component CB1 of B because {B, C} is an edge 
of CB(F). Similarly C cannot be in the component CB2 of A. C cannot be in a J_ since a 
is a maximal singular subspace and then there is some line A' in a, on p with C not in 
A'J_, whence {A', C} is an edge of CB(F) and as A' is in CB2, C cannot be in CB2. Therefore 
C cannot exist and we have (i) and (ii). For every point x, let a (x) (resp. A(x )) be the 
unique plane (resp. line) which is a maximal singular subspace containing x. 
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If p, q are points at distance 2 then (p, q) is a hyperline by 8.1 and this hyperline is 
a generalized quadrangle with at least two lines A and B on p. Then A and B are in 
distinct components of ~(r) because A, B is an edge of the latter graph. Hence A(p) 
is in (p, q) and therefore q _~_ contains a unique point x of A (p) with x ;t. p. Then qx ;t. A (x) 
since A (x) =A (p) and so qx is in a (x ). Therefore we have shown that if d (p, q) = 2, 
then a(q)nA(p) is a point. 
We apply this property as follows. Fix some plane a and a line B which intersects a 
in a unique point, i.e. B is maximal. Then for every a E a and every b E B, a (b) n A (a) 
is a point since d(a, b) is at most 2. In view of axiom (3)' this forces (iii). 
9. A LocAL CHARACTERIZATION oF WEAK BUILDINGs DuE TO TITS 
We stop our progression in order to present the results of Tits that we want to apply 
to finish the classification of uniform polarized spaces of spherical type. This requires 
some definitions. We follow the terminology of [ 4, 17]. 
Let .:1 be a finite set. A geometry Gover .:1 is a triple G = (S, I, t) where S is a set of 
elements, I is a binary, symmetric and reflexive relation on S called incidence and t is 
a mapping of S onto .:1 (the type 'function). A flag F of G is a set of pairwise incident 
elements of S. The rank (resp. the corank) of F is the cardinality of F (resp . .:1 - t(F)). 
Let F be a flag and let R be the set of all elements of S-F incident with each element 
of F. Then the triple (R, I\R, t\R) considered as a geometry over .:1- t(F), is called the 
residue of F in G and we denote it by Gp. 
We shall need the following properties. 
(1) Transversality. This requires that the restriction oft to a maximal flag is a bijection 
onto .:1 and that every non-maximal flag is contained in at least two maximal flags. 
(2) Residual connectivity. A geometry G has this property if the graph (S, I) is 
connected and if the same condition holds in every residue of a flag of corank ;;;.2. 
For an integer m ;;;. 2, a geometry of rank 2 is called a generalized m-gon if its graph 
has diameter m and girth 2m. 
Let M be a Coxeter diagram over the finite set .:1, i.e. a function M : .:1 2 -+ N such that, 
for i, j e .:1, M(i, i) = 1 and M(i, j) = M(j, i);;;. 2 if i ¥- j. We shall use the usual pictures 
representing a Coxeter diagram. Here elements of .:1 are represented by dots and two 
dots i, j, are joined by an edge of multiplicity M (i, j)- 2, in particular no edge if M (i, j) = 2. 
A geometry over M is a geometry G which is residually connected, transversal and such 
that, for i, j e .:1 and i ¥- j, the residue of any flag of type .:1 - {i, j} is a generalized 
M(i,j)-gon. 
We shall have to work with the following Coxeter diagrams in which the elements of 
I are labelled from 1 to n if \.:1\ = n. 
An o---o---o ... 0----<) n;;,. 2 E7 ~
I 2 3 n-1 h I 2 3 4 6 h 
6 
~n o---o---o ... ~ n;,.2 Ea 
I 2 3 n-1 h 2 3 4 5 7 h 
~n-1 
Dn o---o---o ... n;,.4 F4 ~
I 2 3 n h I 2 3 h 
E5 ~
I 2 3 5 h 
Finally we need the following properties for a geometry G over one of these diagrams. 
(0) If x, y are distinct elements of G of the same type t ;t. h, then the sets u(x ), u(y) 
of all elements of type 1 incident with x and y respectively are distinct. 
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(LL) If x, y are elements of G of type 2 which are incident to distinct elements a, b 
of type 1, then x = y. 
(LH) If x is an element of type 2 which is incident to an element y of type n, then 
u(x) s;; u(y ), i.e. every element of type 1 incident to x is also incident to y. 
(HH) If x, y are distinct elements of type h and if a, b are distinct elements of type 
1, both incident to x and to y, then there is an element of type 2 incident with a and b. 
The result of Tits which will be applied here is [17, Proposition 9] completed by a 
much older result for geometries over a diagram An (see [15] or [3]). 
9.1. THEOREM. Let ..:1 be a finite set, M a Coxeter diagram over ..:1 and G a geometry 
over M. Then G is a weak building if and only if it has the following properties: 
if M = Cm Dn or E6, properties (0) and (LL); 
if M =E1, properties (0), (LL) and (LH); 
if M =E8 or F4, properties (0), (LL), (LH) and (HH); 
if M =Am no further property. 
REMARK. Actually, condition (0) as stated by Tits is somewhat weaker than our 
version. However, this is harmless for the applications we are aiming at and our presenta-
tion which is based on a different labelling of the types is better adapted to the proofs 
to be given here. 
10. FURTHER THEORY FOR UNIFORM POLARIZED SPACES OF SPHERICAL TYPE 
Here r will be a uniform polarized space of spherical type and rank r ~ 2, having at 
least two hyperlines. 
10.1. PROPOSITION. If r ~ 3 and p E f/1', then rp has at least two hyperlines. 
PRooF. By 6.5 p is on some hyperline H of r. Assume this is the only hyperline on 
p. If A is a line on p, not in H, then A is on some hyperline H' in view of 7.1, 6.5 and 
Theorem 1(iv) and sop is on at least two hyperlines. Then the same property holds in 
rP by Theorem 1. Therefore, we may assume that all lines on p are in H. Hence (rp) = H 
and as (rp) = r, by 6.1 we see that H = r, a contradiction. 
In order to apply 8.1 we shall first of all define a geometry G(r) which will be a good 
candidate for a geometry over a Coxeter diagram. If r = 2, we assume that r is not of 
type (E). 
10.2. DEFINITIONS OF G(r). We shall see G(r) as a triple (S, I, t). If r is of type 
(F) then S consists of all hyperlines and all singular subspaces of rank i ~ 0. 
If r is of type (E) then S consists of all hyperlines and all singular subspaces of rank 
i ~ 0 up to the following exceptions: all singular subspaces of rank r- 2 and all singular 
subspaces of rank r -1 which are contained in some singular subspace of rank r are not 
taken inS. 
The incidence relation I is now defined. It is inclusion in all cases but those mentioned 
explicitly at present, for the case where r is of type (E). A hyperline H and an r-subspace 
V are incident if H n V is an (r -1)-subspace. An r-subspace V and an (r -1)-subspace 
W belonging to San~ incident if V n W is an (r-2)-subspace. 
Finally, t is defined as follows. If r has type (F), then ..:1 = {0, 1, ... , r} and t maps an 
i-subspace on its rank i (0,;;; i,;;; r -1) while t maps hyperlines on the index r. If r has 
114 F. Buekenhout 
type (E) then .:1 = {0, 1, ... , r}, t maps an i-subspace of rank i ~ r- 3 on its rank i, 
r-subspaces on r- 2, (r -1)-subspaces on r -1 and hyperlines on r. 
10.3. PROPOSITION. Let V be a maximal (r -1)-space. Then Vis on two hyperlines 
at least. 
PROOF. We proceed by induction on r. First we assume r = 2. If r is of type (E) 
then the property follows from the classification obtained in 8.2. If r is of type (F), V 
is a line of r. Let p e V. By 6.5 there is at least one other line A on p and by 8.1, ( V, A) 
is necessarily a hyperline H. There is some point x not on H. By axiom (3)' we may 
assume that x is collinear with some point q E H. If q E V and a E V- q, then d (a, x) = 2 
and (a, x) = H' is a hyper line distinct from H, containing q, hence V. If q is not on V, 
let a E V with a .l q. Then (a, x) = H' is again a hyper line containing q. In H' there is 
a point p' .l a, not on aq. Also H n H' = aq. Therefore p' is not on H and so, if b E V- a, 
(p ', b) = H" is a second hyperline containing V. 
Now we assume r ~ 3 and we take a point p E V. Then Theorem 1 applies and by 10.1 
and the induction hypothesis, Vv is on two hyperlines Hv, H~ at least in rv· Then Theorem 
1 shows that Vis on the two hyperlines H = (Hv), H' = (H~) of r. 
10.4. PROPOSITION. lf F is of type (E) then 
(1) every (r- 2)-space is in a unique r-space and in a unique maximal (r -1)-space; 
(2) every non-maximal (r -1)-space is in a unique r-space and in a unique hyperline; 
(3) if Vis an r-space, W is a maximal (r -1)-space, Vis incident to Wand His a 
hyperline on W, then Vis incident to H. 
PROOF. We proceed by induction on r. For r = 2, (1), (2) and (3) follow from 8.2. 
Assume r~3. Let A be an (r-2)-space (resp. non-maximal (r-1)-space) and take a 
point peA. Then 10.1 and 7.1 show that induction applies to rv and so (1) (resp. (2)) 
holds for Av in rv. Then Theorem 1 forces (1) (resp. (2)) in r. As to property (3), take 
p E V n W. In rv induction applies again and so (3) holds in it, hence Vv nHv has rank 
r- 3 and so V nH has rank r- 2 and (3) holds in r. 
10.5. PROPOSITION. G(r) has the transversality property. 
PROOF. Assume F is a flag and it has no element of type i. We need only show that 
there are at least two elements of type i incident with all members of F. 
(a) r has type (F). If i ~ r -1, then the property is obvious from the theory of polar 
spaces or projective spaces whenever F has an element of type j > i. To finish we need 
only show that every i-subspace V is contained in two hyperlines at least, for i = 
0, ... , r - 1 and by 7.2 and 7.3. it suffices to show this for i = r - 1 and we obtained the 
latter property in 10.2. 
(b) r has type (E). If i ~ r- 3 then the property is obvious again by the theory of 
polar spaces or projective spaces whenever F has an element of type j < i. We need 
three specific observations now to finish our proof. 
(i) Every (r -1)-space which is maximal is on two hyperlines at least. This was proved 
in 10.2. 
(ii) Every (r - 2 )-space is on a unique r-space and on a unique maximal (r - 1 )-space 
and the latter are incident (10.4). 
(iii) If Vis an r-space, Wan (r -1)-space which is maximal, VIW and His a hyperline 
on W, then VIH by 10.4(3). 
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10.6. PROPOSITION. G(r) has the residual connectivity property. 
PROOF 
(a) (S, I) is connected in view of axiom (3)' and the fact that each line is either a 
member of S or is contained in a member of S. 
(b) Residual connectivity holds in every polar space (by 9.1) and therefore it holds in 
G(F) for every hyperline and more generally for every residual of a flag containing some 
hyperline. 
(c) Let p be a point. By 10.1 and 7.1 we may ~pply induction on r and claim that 
residual connectivity holds in G(Fp) if we can show that this works for r = 2, type (F) 
and r = 3, type (E). For r = 2, type (F) we apply the fact that there are no special pairs, 
since there are no planes and so any two lines on p are in some hyperline, hence G(Fp) 
is connected. For r = 3, type (E), the elements of G(rv) are precisely the hyperlines, the 
maximal lines and the planes of a direct product as described in 8.2; every maximal line 
is incident with every plane and every plane is incident with every hyperline and so 
G(Fv) is residually connected. Consequently G(Fp) is residually connected in all cases 
and so the same property holds in G(Fv) for any flag containing some point as one of 
its members. 
(d) Let r be of type (E) and let V be an r-subspace. Then the residue of V in G(r) 
is a projective geometry in view of Proposition 10.4 which allows us to identify 
(r- 2)-subspaces in V with maximal (r -1)-subspaces of r incident with V and 
(r -1)-subspaces in V with hyperlines of r incident with V. Therefore, residual con-
nectedness holds for every flag of G (F) one of whose members is an r-subspace. 
(e) In view of (a)-( d) we have to treat the case of a non-empty flag D of G(r) having 
no point, no hyperline and no r-subspace among its members. Then every point of the 
residue G(F)v is incident with every element in the residue which is not a point. Hence 
that residue is connected and our result is established. 
10.7. PROPOSITION. G(r) has properties (0), (LL), (LH), (HH) and moreover it has 
properties 
(0) two distinct maximal (r -1)-spaces are in distinct sets of hyperlines; 
(0) if r = 4 and r is of type (E), then distinct lines are in distinct sets of hyperlines; 
(LL) two distinct maximal (r -1)-spaces are incident with at most one hyperline. 
PROOF. (0) is obvious since all elements of G(r) are defined as sets of points. (LL) 
is axiom (5). (LH) is a consequence of the fact that all elements of G(r) appear as 
subspaces of r. (HH) follows from the fact that two points at distance 2 can be in only 
one hyperline in view of axiom (2)'. (LL) holds because two distinct hyperlines can 
intersect only in a singular subspace by axiom (2)' and this singular subspace has rank 
(r -1) at most, still by (2)'. (0) follows from (LL) and 10.3. For (0) we first show that 
each line A is at least on two hyper lines. Take p E A, consider rv, use the fact that its 
rank is 3, apply 10.1 and repeat this sequence of arguments in (rp)A. Then the latter 
has at least two hyperlines and, by Theorem 1, this forces A to be on two distinct 
hyperlines in r. 
If A, Bare lines such that A is not in Bl_, then A and Bare together on one hyperline 
at most and so there is some hyperline on A which does not contain B. 
If A is in Bl_, then let peA- (A nB). In rv, Av = x is a point and (p, B)v = Y is a 
line. There is some hyperline Hq of rv, on x which does not contain Y since otherwise 
x E Y and every hyperline of (rp)x would contain the point Yx, contradicting the fact 
that (rp)x is as in 8.2. Now Theorem 1 shows that Hv provides a hyperline H of r 
containing A and H does not contain B. 
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10.8. PROPOSITION. If r is of type (F) then G(r) is a geometry over a diagram of 
type Fr+t. namely 
o---o---o 
I 2 
PROOF 
0---0====D---O 
r+l 
(a) G(F) is transversal and residually connected by 10.5 and 10.6. 
(b) Since a hyperline His a polar space of rank r, G(H) is a geometry over a diagram 
o---o---o ... ~ 
I 2 r-1 
(c) Let p be a point. If r;;;. 3, then rv is of type (F) by 7.4 and so we may apply 
induction and force G(Fp) to be a geometry over a diagram ~ · · · ~+I 
provided we can show this for r = 2. In the latter case, we need ~ . It suffices to 
observe firstly that any two lines on p are on some hyperline since r has no planes and 
therefore no special pairs. Secondly, any two hyperlines having a common point, have 
a common line by axiom (10). 
(d) Using (a)-(c) we see that G(r) is a geometry over a diagram M of type 
~ • • • ~1 in which M{l, r + 1) remains undecided so far. Let D be 
' --
----------
a flag of cotype (1, r + 1). There D has some element of type 2, i.e. a line and the set 
of points incident with all members of D is exactly this line L. Also, every hyperline in 
the residue of D contains L, hence M(1, r + 1) = 2 as expected. 
10.9. PROPOSITION. If r is of type (E) and r ;;;.3, then G(r) is a geometry over a 
diagram of type Er+l namely 
r-1 
o---o--o ~ 
I 2 r-2 r+ I 
PROOF 
(a) G{r) is transversal and residually connected by 10.5 and 10.6. 
(b) Let H be some hyperline. Then H is a polar space of rank r. Consider some 
(r- 2)-space V in H. Then V is on a unique r-space A and on a unique maximal 
(r -1)-space B in r by 10.4. In H, there are at least two (r -1)-spaces X, Y on V and 
we want to show that there are no more. Firstly, {X, Y} is an edge of G(r). Therefore 
7.3 shows that one of X, Y is maximal and so we may assume B = Y say. Still by 7.3, 
X is not maximal and therefore X cA. Hence X= An H. Consequently, Vis on exactly 
two (r -1)-subspaces in H. Then G(H) is a geometry over the diagram D, in view of 
Theorem 7 .12(i) in Tits [16]. 
(c) Let p be a point. Since r;;;. 3, rv is of type (E) by 7 .4, and so, applying induction, 
we may force G(Fp) to be a geometry over a diagram o--o . . . ~ provided 
2 r-2 r r+l 
we can do this for r = 3. In the latter case we shall show directly that r is a geometry 
over 2~. By (b) we know already that r is a geometry over a diagram M 
I 3 4 
2R-::~~ in which M(1, 4), M(2, 4), M(3, 4) remain undecided. Let D be a flag 
consisting of a point p and a 3-space. In rv, 8.2 applies and we see at once that the 
residue of D is a projective plane, i.e. M(3, 4) = 3. Similarly, if D is a flag of type {1, 3} 
and p is the point belonging to D, then rv and 8.2 show that the residue of D is a 
generalized 2-gon and M{2, 4) = 2. Finally, let D be a flag of type {2, 3}. Then the set 
of all points incident with each member of D, is a line L and each hyperline in the 
residue of D contains L; therefore M(1, 4) = 2. 
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(d) Using (a)-(c) we see that G(r) is a geometry over a diagram M of type 
Q---Q---0 ... ~ where M(1, r + 1) remains undecided. Taking a flag D 
I '-,]. ___________ -~-~--!--·'r+l 
of cotype (1, r + 1) we see that the set of points in its residue is a line L and that every 
hyperline in the residue contains L, hence M(1, r + 1) = 2. 
10.10. PROOF OF THEOREM 2. In view of 5.2 and 5.3 we may assume that r has 
at least two hyperlines and we may apply this inductively to rP by 10.1. By Propositions 
7.3 and 7.4 we may examine two cases, namely types (F) and (E), inductively once more. 
To each of these we may apply 10.8 and 10.9. respectively. 
(a) r is of type (F). For r = 2, G(r) is a geometry over ~-By 10.7, namely 
(LL), Theorem 9.1 applies and so we reach the expected conclusion. For r = 3, G(r) 
is a geometry over o o o o and 10.7, namely (0), (LL), (LH), (HH), allows 
us to apply 9.1 again. Then we show that r ~4 cannot occur. In view of Theorem 1 it 
suffices to show that r has special pairs whenever r = 3. In the latter case, G(F) is a 
weak building geometry whose apartments are Coxeter complexes of type F4 • The 
polarized space corresponding to such a Coxeter complex is well known to be the regular 
polytope which is called a 24-cell and the iatter has special pairs. Now r admits 
subgeometries isomorphic to these 24-point geometries and a special pair in one of the 
latter remains a special pair in r, in view of Tits [16, 3.10(ii)] where S, S' correspond to 
points and where the chain T is a sequence point, point-line, line, line-point, point, 
point-line, line-point, point. 
(b) r is of type (E). The case r = 2 is done in 8.2. For r = 3, G(r) is a geometry over 
o--o---o---o and 9.1 applies. Similarly, 9.1 and 10.7 allows us to settle the cases 
r = 4, ... , 7; in particular r = 4 requires (LL), (0) and (0). Then we show that r ~ 8 does 
not occur. The argument is similar to that used for (F). It suffices to observe that here 
the Coxeter complex of type E 8 leads to a polarized space of 240 points which is 
essentially the root system of type E 8 and in which there are special pairs. 
10.11. PROOF OF THEOREM 3. This is an immediate consequence of Theorem 2 and 
of Cooperstein's theory as presented in the introduction. 
11. FINAL COMMENTS 
(a) Since we have been working with a fairly long list of axioms, one may wonder 
about their independence or, better, wonder whether a classification can still be achieved 
if one or more axioms are removed. We shall briefly examine some of these questions. 
(b) We saw already in the introduction that axioms (5) and (6) can be obtained from 
the other axioms by Cooperstein's theory if r ~ 3. We do not know counter examples 
for r = 2. 
(c) For arguments showing that the system of axioms and further hypothesis are 
inductive, axiom (10) was never used before the proof of 10.8. Therefore a classification 
is still achieved without axiom (10). If there is at most one hyperline or if r is of type 
(E) then the result is as in Theorem 2. If there are at least two hyperlines and r is of 
type (F) then we can force a geometry over a diagram of type 
o---o---o . . . ~ where o-!:.-o is the class of linear spaces (see [3]). There 
I 2 r r+l 
are examples of geometries of type ~which are not dual polar spaces [13] and 
which satisfy our axioms. They are not completely classified. Another problem is to see 
whether ~ allows to force ~. We could not settle this 
question so far. 
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(d) Axioms (7), (8) and (9) are mainly used to force the two types (E) and (F) in 7.3. 
These results are frequently used afterwards and it seems difficult to us to forget these 
axioms without having some kind of substitute for them. 
(e) A final question is whether the geometries derived from weak buildings, as 
mentioned in Theorem 2, do actually satisfy all of our axioms. This can be proved by 
methods leading from diagram geometries to global incidence properties. Examples of 
such proofs can be found for instance in [3, 15]. We shall not give the proofs here. 
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