Motivation: The accuracy of predicting protein local and global structural properties such as secondary structure and solvent accessible surface area has been stagnant for many years because of the challenge of accounting for non-local interactions between amino acid residues that are close in three-dimensional structural space but far from each other in their sequence positions. All existing machine-learning techniques relied on a sliding window of 10-20 amino acid residues to capture some 'short to intermediate' non-local interactions. Here, we employed Long Short-Term Memory (LSTM) Bidirectional Recurrent Neural Networks (BRNNs) which are capable of capturing long range interactions without using a window. Results: We showed that the application of LSTM-BRNN to the prediction of protein structural properties makes the most significant improvement for residues with the most long-range contacts (ji-jj >19) over a previous window-based, deep-learning method SPIDER2. Capturing long-range interactions allows the accuracy of three-state secondary structure prediction to reach 84% and the correlation coefficient between predicted and actual solvent accessible surface areas to reach 0.80, plus a reduction of 5%, 10%, 5% and 10% in the mean absolute error for backbone /, w, h and s angles, respectively, from SPIDER2. More significantly, 27% of 182724 40-residue models directly constructed from predicted Ca atom-based h and s have similar structures to their corresponding native structures (6Å RMSD or less), which is 3% better than models built by / and w angles. We expect the method to be useful for assisting protein structure and function prediction. Availability and implementation: The method is available as a SPIDER3 server and standalone package at http://sparks
Introduction
Proteins perform a wide variety of molecular functions, and most of those functions are determined by the protein's three-dimensional structures. The problem of predicting the three-dimensional structure of a protein, given only its linear sequence of residues, is crucially important due to the high cost of experimental protein structure determination and the low cost of DNA sequencing to obtain protein sequences. However, even with this importance it is a problem which has remained unsolved since its inception half a century ago (Gibson and Scheraga, 1967; Dill and MacCallum, 2012; Zhou et al., 2011) . Due to the challenge of predicting three-dimensional protein structure, the problem is commonly divided into smaller, more achievable problems, in the hopes that their solutions will ultimately lead to the solution for threedimensional structure prediction. One type of these sub-problems is the prediction of one-dimensional structural properties of proteins, which can be represented as a one-dimensional vector along the protein sequence.
The most commonly predicted one-dimensional structure of proteins is secondary structure. Secondary structure prediction can be dated back to 1951 when Pauling and Corey proposed helical and sheet conformations of protein backbone based on hydrogen bonding patterns (Pauling et al., 1951) . Secondary structure is a course-grained descriptor of the local structure of the polypeptide backbone. Despite its long history, secondary structure prediction continues to be an active area of research as the accuracy of three-state prediction increases slowly from <70% to 82-84% (Rost, 2001; Zhou and Faraggi, 2010; Heffernan et al., 2015; Wang et al., 2016; Mirabello and Pollastri, 2013; Yaseen and Li, 2014) , approaching the theoretical limit in the range of 88-90% (Rost, 2001) .
Protein backbone structure can be described continuously by torsion angles / and w. A number of methods have been developed to predict / and w as both discrete (Kuang et al., 2004; Kang et al., 1993) and continuous (Wood and Hirst, 2005; Dor and Zhou, 2007; Xue et al., 2008; Lyons et al., 2014) labels. More recently, a method (Lyons et al., 2014) was developed for predicting Ca atom-based h and s that describes the structure of four neighbouring residues, complement to the single residue structure described by / and w.
Along with the previously mentioned local structure descriptors, a range of global solvent exposure descriptors are also important for understanding and predicting protein structure, function and interactions (Gilis and Rooman, 1997; Lee and Richards, 1971; Rost and Sander, 1994; Tuncbag et al., 2009) . These include solvent Accessible Surface Area (ASA), Contact Number (CN) and Half Sphere Exposure (HSE). CN is a count of the number of neighbouring residues in three-dimensional space, within a specific distance cut off. HSE extends the ideas of CN and adds directionality information by differentiating between the counts in a top and bottom half of the sphere (Hamelryck, 2005) .
Earlier methods for ASA prediction were limited to the prediction of discrete states (Holbrook et al., 1990; Rost and Sander, 1994; Pollastri et al., 2002b) and have since progressed to continuous value predictions (Dor and Zhou, 2007; Garg et al., 2005; Yuan and Huang, 2004; Ahmad et al., 2003; Adamczak et al., 2004; Heffernan et al., 2015) . A number of methods for CN and HSE prediction have also been developed (Kinjo and Nishikawa, 2006; Song et al., 2008; Heffernan et al., 2016) The accuracy of all of these methods, however, was hampered by their inability to capture long-range, non-local interactions effectively. Non-local interactions refer to the interactions between residues that are close in the three-dimensional space, but far from each other in their sequence positions. Commonly used simple Artificial Neural Networks (ANNs) (Faraggi et al., 2012) , and Deep Neural Networks (DNNs) (Lyons et al., 2014; Heffernan et al., 2016 Heffernan et al., , 2015 , relied on their input windows of neighbouring residue information, which means that they are unable to fully learn the relationship between the residues in the whole sequence. Convolutional Neural Networks (CNNs) have been used to overcome the limitations of windowing by applying layers of shifting convolutional kernels across the input sequence (Wang et al., 2016) . The addition of each subsequent convolutional layer includes a window of information from the layer prior. This has the effect of growing the size of the window being applied to the input data, each time a layer is added. However, even though the effective window size increases at each layer, the total window is still finite and limited. DeepCNF for example uses five CNN layers, each with a window size of 11 (five on either side), this is only able to capture information from residues plus or minus 25 sequence positions away. Bidirectional Recurrent Neural Networks (BRNNs) (Schuster and Paliwal, 1997) can exploit both preceding and following dependencies across the whole sequence and have been used in a number of bioinformatic studies (Baldi et al., 1999; Pollastri et al., 2002a; Mirabello and Pollastri, 2013; Magnan and Baldi, 2014) . Long Short-Term Memory (LSTM) cells were introduced to be able to learn both local and non-local intra-sequence relationships more efficiently (Hochreiter and Schmidhuber, 1997) . In recent years, LSTM-based networks have enjoyed significant success in a wide variety of tasks that involve learning from sequences, from speech recognition (Amodei et al., 2015) , to natural language processing (Sundermeyer et al., 2012) , and handwriting recognition (Graves and Schmidhuber, 2009) . Its recent application to protein intrinsic disorder prediction demonstrates its ability to capture non-local interactions in protein sequences (Hanson et al., 2017) .
In this paper we apply a BRNN, using LSTM cells, to the problem of prediction of protein secondary structure, backbone angles, contact numbers and solvent accessibility. Using exactly the same datasets and iterative procedure used in previous works, (Lyons et al., 2014; Heffernan et al., 2016 Heffernan et al., , 2015 we demonstrated significant improvement in all structural properties predicted (excluding contact-based properties), particularly for residues with more nonlocal contacts. This work highlights the importance of capturing non-local interactions in predicting protein one-dimensional structural properties.
Materials and methods

Datasets
To demonstrate the power of LSTM-BRNNs, we employed exactly same datasets as used in our previous studies (Lyons et al., 2014; Heffernan et al., 2015 Heffernan et al., , 2016 . The full dataset contains 5789 proteins with a sequence similarity cut off of 25% and X-ray resolution better than 2.0 Å . From the full set of data, 4590 proteins were randomly selected to be the training set (TR4590), and the remaining 1199 are used as the independent test set (TS1199). The TR4590 set is further split into a training and validation set (TR4131 and VAL459, respectively) so that the validation set can be used for early stopping during training. The TR4590 set is also split into 10 evenly sized folds for 10-fold cross validation, each of these folds also has designated train and validation sequences.
In addition, we obtained all the high-resolution (<3 Å ) proteins deposited in 2016 (prior to September 16, 2016) that are below 30% sequence similarity among each other and to all proteins deposited prior to 2016. This constitutes a separate independent test set of 115 proteins.
Long short-term memory network bidirectional recurrent neural network
We employed a machine learning model called a Bidirectional Recurrent Neural Network (BRNN) (Schuster and Paliwal, 1997) . As shown in Figure 1 , the model uses two BRNN layers with 256 nodes per direction, followed by two more fully connected hidden layers with 1024 and 512 nodes, respectively. The BRNN layers use Long Short-Term Memory (LSTM) cells (Hochreiter and Schmidhuber, 1997) due to their ability to learn both distant and close intra-sequence dependencies. The fully connected nodes in the network each use Rectified Linear Unit (ReLU) activations. To reduce network overfitting, we utilize the dropout algorithm (Srivastava et al., 2014) with a dropout ratio of 50% during training. The model was trained using Adam optimization (Kingma and Ba, 2014) , a method for efficient stochastic optimization that is able to compute adaptive learning rates and requires little hyperparameter tuning. The validation set loss was used for early stopping during training to stop the networks from overfitting to the training data being used. We use Google's open-sourced TensorFlow library (Abadi et al., 2016) to implement and train our networks. To speed up training, we use the GPU version of TensorFlow and train on an Nvidia GeForce Titan X GPU.
Two distinct networks are trained for each iteration of the model. For the secondary structure prediction the network uses the cross-entropy loss function which is well suited to classification problems (LeCun et al., 2006) . The ASA, /, w, h, s, HSE and CN prediction network uses square loss which is well suited to regression problems (LeCun et al., 2006) . During training both of these networks mask out the loss contributed by any undefined labels, such as residues with no secondary structure assignment according to the program Dictionary of Secondary Structure of Proteins (DSSP) (Kabsch and Sander 1983) .
Iterative learning
We employed an iterative procedure employed previously for sequence-based prediction of protein structural properties (Faraggi et al., 2012; Lyons et al., 2014; Heffernan et al., 2016 Heffernan et al., , 2015 . As shown in Figure 2 , the first set of predictors take seven representative physio-chemical properties (PP) of amino acids (Fauchère et al., 1988) , 20-dimensional Position Specific Substitution Matrices (PSSM) from PSI-BLAST (Altschul et al., 1997) , and 30-dimensional hidden Markov Model sequence profiles from HHBlits (Remmert et al., 2012) per residue as input, and make predictions for SS, ASA, backbone angles, HSE and CN (iteration 1). These features were selected previously in the development of SPIDER for secondary structure and contact prediction (Lyons et al., 2014; Heffernan et al., 2016 Heffernan et al., , 2015 . Unlike previous systems utilizing neural networks, no window is needed as the entire sequence was input into the network. Both the long and short-range interactions are remembered by enforcing the constant error flow in the LSTM cell, regardless of sequence separation. The outputs from iteration 1 are then added to the PSSM, PP and HMM profile features, as inputs to a second set of predictors (iteration 2). This process is repeated two more times (iterations 3 and 4), for a total of four sets of networks as the result converges. Hereafter (and also for the available SPIDER3 server), results from iteration 4 were utilized. To avoid potential over training, we have kept the training and testing data completely separate. The TR4950 set is split into the same 10 folds for training every iteration of the network.
Outputs
For secondary structure labels, DSSP (Kabsch and Sander, 1983) specifies eight secondary structure states. Three helix shapes: 3 10 -helix G, alpha-helix H, and pi-helix I; two strand types: betabridge B and beta-strand E; and three coil types: high curvature loop S, beta-turn T, and coil C. For this work, we predict three states by converting the DSSP assigned states G, H, and I to H; B and E to E; and S, T, and C to C. These secondary structure labels are calculated from their experimentally determined structures. The networks used to predict ASA, /, w, h, s, HSE and CN have 14 total outputs, the first for ASA; the next eight nodes for sin(/), cos(/), sin(w), cos(w), sin(h), cos(h), sin(s) and cos(s), respectively; the next four for HSEa-up, HSEa-down, HSEb-up, and HSEb-down; and the final output node is for CN. Utilizing the sine and cosine functions for angles is to remove the effect of the angle's periodicity (Lyons et al., 2014) . The sine and cosine predictions are converted back to angles by the equation a ¼ tan À1 [sin(a)/ cos(a)]. 2.5 Performance measure
Secondary structure prediction accuracy is measured as the percentage of correctly classified residues in the database, and is known as Q3 for three state prediction. The Pearson Correlation Coefficient (PCC) and Mean Absolute Error (MAE) between true and predicted values are used as the accuracy measures for ASA (Faraggi et al., 2012) , HSE (Song et al., 2008) and CN (Yuan, 2005; Heffernan et al., 2016) . For 10-fold cross validation, a full model (iteration 1-4) is trained for each fold. 10-fold validation results that are reported are the mean across each of the 10-folds. All other results in this work are from a single model, utilizing the TR4131 set for training data, and VAL459 as validation data.
Results
Figure 3 (see also Supplementary Table S1) compares the accuracy of secondary structure prediction at individual amino acid levels from this study at four iterations to that of SPIDER2. This is the result from the independent test set (TS1199). The accuracies of the first iteration are more accurate than the results from the final iteration of SPIDER2 for all 20 amino acid residues. The accuracies of individual amino acids are all higher than 80%. There is a strong correlation between SPIDER2 and the frequency of amino acid residues with a Pearson's Correlation Coefficient (PCC) of 0.71, indicating that higher abundance means higher accuracy. Similar strong correlation is observed with a PCC of 0.69 between the frequency and the accuracy at the forth iteration of this new method. A PCC of 0.97 between SPIDER2 and this work (the accuracy at the forth iteration), confirms a systematic improvement for all residues. The overall accuracy improves from 83.4% in the first iteration, 84.1% in the second iteration, 84.4% in the third iteration, to 84.5% in the forth iteration. The largest improvement is from the first to the second iteration. The improvement from the third to forth iteration is statistically significant with a P value of 0.002. Thus, we have set the number of iterations to four. Table 1 compares the results from 10-fold cross validation (TR4590) and those from the large test set (TS1199). The two sets of training and test results are essentially identical across all structural properties ranging from secondary structures, angles, to contact numbers, indicating the robustness of the method. Table 1 also shows that all structure properties are significantly improved over SPIDER2 except contact numbers that were trained and tested on the same dataset with a deep neural network in three iterations. For the same test set, the new method has a 2.7% increase in accuracy of secondary structure prediction, 5%, 10%, 5% and 10% decrease in MAE for /, w, h and s angles, respectively. Large errors in angles were also reduced. For the independent test set, the two-state accuracies for / and w (see Methods for definition) are 96.8% and 88.6%, respectively. These are 0.2% and 1.8% absolute improvement over SPIDER2. The correlation coefficients, between predicted and actual ASA, improve from 0.76 to 0.80. Improvement in correlation coefficients for various contact numbers was smaller. This could be due to compensation of errors in predicting local and nonlocal contacts, as only the total number of contacts were predicted.
Figures 4 and 5 show the dependence of the accuracy of secondary structure prediction on the number of non-local and local contacts in a residue, respectively. Here, we defined non-local contacts as contacts between two residues that are more than or equal to 20 residues away in their sequence positions, but <8Å away in terms of their atomic distances between Ca atoms. We employed a sequence separation of 20 as a cutoff value because this is a typical sliding window size employed in secondary structure prediction. All residues were divided into 20 bins according to their non-local contacts. Each bin contains at least 12 500 residues. Despite the use of deep learning neural networks, the three-state accuracy of secondary structure prediction of SPIDER2 decreases nearly linearly when the number of non-local contacts is >5. This confirms the failure of commonly employed deep learning neural techniques in capturing long-range interactions. In contrast, the three-state accuracy given by this work has a much slower decay when the number of nonlocal contacts is >5, as shown in Figure 4 . The improvement in Q3 over SPIDER2 is about 2% for low numbers of non-local contacts, and 3-4% for high numbers of non-local contacts. This clearly indicates that capturing non-local interactions by LSTM-BRNNs is the key factor in the improvement. Interestingly, PORTER 4.0, a BRNN-based method, can also captures non-local interactions when it is compared to the result of iteration 1. It seems that LSTM-BRNN is better than BRNN in correctly detecting residues with intermediate numbers of non-local contacts (5-12). In addition, Figure 5 further shows that improving accuracy of residues with non-local interactions is also accompanied by improving accuracy of residues with local interactions. Capturing non-local interactions is also the key for improving prediction of the non-local structural property: ASA. Figure 6 illustrates the dependence of the average MAE for ASA on non-local contacts in a residue. Only small improvement is observed when the number of non-local contacts is <12. As the number of non-local contacts further increases, the improvement becomes greater and greater, with the largest improvement at the largest number of nonlocal contacts numbers collected for statistics. Interestingly the forth iteration is able to improve ASA for residues with a larger number of non-local interactions.
The ultimate purpose of local angle prediction is to predict threedimensional structures of proteins. Real-value prediction of angles allows us to construct backbones from predicted angles. Figure 7 plots the fractions of constructed models of which root-meansquared distance from the corresponding native structure is less than a given value. The fraction of constructed three-dimensional structures with a similar conformation [RMSD 6Å (Reva et al., 1998) ] for all 182725 40-residue fragments in a dataset of 1199 proteins is 16.3% predicted by / and w angles and 19.1% predicted by h and s angles by SPIDER2. By comparison, the LSTM-BRNN model achieved 23.7% and 27.3%, respectively. This is a significant 7-8% absolute improvement. We note that using h and s angles yields more accurate models. This is likely due to the fact that h and s angles have longer range information (3-4) residues than / and / angles (one residue). The inserts in Figure 7 shows one example of the improvement in model quality from 6Å RMSD by using /=w angles to 2Å RMSD by using h/s. Better coil regions between the first strand and the first helix, as well as between the second strand and the last helix for the h/s-based model are observed.
It is of interest to compare the accuracy of predicted secondary structure with other state-of-the-art techniques. Table 2 compares the performance of this work with Jpred (Drozdetskiy et al., 2015) , SPINE-X (Faraggi et al., 2012) , PSIPRED 3.3 (Jones, 1999) , SCORPION (Yaseen and Li, 2014) , PORTER 4.0 (Mirabello and Pollastri, 2013) , and DeepCNF (Wang et al., 2016) using the TS115 set of recently determined protein structures. The results of these methods were obtained recently in the review paper (Yang et al., 2016) . The Q3 accuracies are 77.1% for Jpred4, 80.1% for SPINE-X, 80.2% for PSIPRED 3.3, 81.7% for SCORPION, 81.9% for SPIDER2, 82.0% for PORTER 4.0, and 82.3% for DeepCNF, compared to 83.9% for this work. The differences between this work and all other methods are statistically significant (P < 0.05). Table 3 shows the confusion matrices for SPIDER 3, PORTER 4.0 and DeepCNF results when tested with TS115 sequences. For the TS115 set this work achieves Q 3 83.9%, Q C 83.3%, Q E 76.1% and Q H 88.1%. For comparison PORTER 4.0 achieves Q 3 82.0%, Q C 80.8%, Q E 75.5% and Q H 86.2%; and DeepCNF achieves Q 3 82.3%, Q C 84.2%, Q E 77.6% and Q H 82.9%. This indicates that our method has the highest accuracy in helical prediction with slightly lower accuracy for coil and sheet prediction than DeepCNF and slightly higher accuracy for coil and sheet prediction than PORTER 4.0.
Discussion
This study applied Long Short-Term Memory based neural networks to the prediction of one-dimensional structural properties of proteins, ranging from secondary structure, backbone torsion angles, to solvent accessible surface area. LSTM-BRNNs were employed because of their demonstrated capability in capturing longrange interactions between distant events in a range of applications, from speech recognition (Xiong et al., 2016) , to natural language processing (Sundermeyer et al., 2012) , and handwriting recognition (Graves and Schmidhuber, 2009) , as well as their successful application to protein intrinsic disorder prediction (Hanson et al., 2017) . Indeed, the new method was able to make a 3% improvement in secondary structure prediction in the large training set of 1199 proteins over SPIDER2, based on an identical training set. This overall 84% accuracy is further confirmed by an additional independent test set of 115 recently determined protein structures. This result is significantly better than the highest reported secondary-structure accuracy of DeepCNF, who employed a deep 5-layer convolutional neural field model (deep convoluational neural networks, followed by a conditional random field) and a larger training set of 5600 proteins.
What is more significant is perhaps the ability of achieving a correlation coefficient of 0.8 between predicted and actual solvent accessible surface areas. This is remarkable because the previous record of 0.76 by SPIDER2 was considered close to the theoretical limit. ASA prediction is challenging not only because it is a global structural property but because solvent accessible surface areas are not highly conserved. It was shown that the correlation coefficient of solvent accessibility between homologs is only 0.77 (Rost and Sander, 1994) . Exceeding the limit posed by homologous structures indicates the role played by the real sequence information, such as physio-chemical properties of the actual protein sequence.
The ultimate test for the method developed here is whether or not it will be useful for predicting three-dimensional structures. We directly employed predicted angles to construct three-dimensional models of 40 residue fragments without using any energy functions for refinement or optimization. Two structures are considered as in a similar conformation if the RMSD between them is <6Å . We showed that 24% of structures built by / and / are similar to their native structures. More than one quarter (27%) are in a similar structure when h and s are employed. Such large numbers of correct prediction means that not only helical and sheet, but more A B Fig. 7 . The fraction of 40-residue structural fragments constructed from /=w angles (A) or h/s angles (B) of which root-mean-squared distance from the corresponding native structure is less than a given value (X-axis) for all 182,724 40-residue fragments in the independent test set (TS1199). The result of the current study is compared to that of SPIDER2 as labelled. Inserts demonstrated one example of native structure (Residues 941 to 980 of carbamoyl phosphate synthesize or the chain A of PDB 1a9x shown in grey) in comparison to the model (shown in rainbow) constructed from predicted /=w angles (A) and h/s angles (B) with RMSD ¼ 6Å and 2Å , respectively. Jpred only predicts the sequence <800 residues. For TS115 there is one sequence (5hdtA) with 1085 residues. 5hdtA was divided into two chains with 800 residues and 285 residues, respectively importantly, coil regions of many 40-residue fragments were predicted with high precision. The challenge of accounting for non-local interactions was the biggest barrier that has limited the accuracy of predicted protein structural properties for many years. LSTM-BRNN successfully learns long-range interactions without the use of a fixed sliding window. Breaking the impasse by using LSTM-BRNNs, signals that the future of the protein folding problem, represented protein contact map predictions, may be solvable by employing a powerful machine-learning technique, trained on a large dataset. The work in this area is in progress. To further confirm the performance of SPIDER3, we have collected a larger independent test set for structures released between June, 2015 and February, 2017 with <30% sequence identity in between or to any proteins deposited before the time. The dataset contains 673 proteins, totally 171003 residues. SPIDER3 produces an Q3 accuracy of 83.74%, compared to 81.6% by DeepCNF (P-value<1E-99 ). This >2% difference is similar to the previous result in the smaller test set of 115 proteins.
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