The authors consider variance estimation for the generalized regression estimator in a two-phase context when the first-phase sample has been restratified using information gathered from the first-phase sample. Simple computational expressions for variance estimation are provided for the double expansion estimator and the reweighted expansion estimator of Kott & Stukel (1997) . These estimators are compared using data from the Canadian Retail Commodity Survey.
INTRODUCTION
Two-phase sampling, also known as double sampling, was first introduced by Neyman (1938) . Cochran (1977, pp. 338-344) discussed the use of the ratio and regression estimators and their associated estimated variances in the case of double sampling with simple random sampling at the first phase and stratified random sampling at the second phase. Särndal et al. (1992) extended this work for arbitrary sample designs at each phase, using the generalized regression estimator (GREG) to incorporate the auxiliary information. Hidiroglou & Särndal (1998) further extended this work by providing a unified theory for two-phase sampling using the GREG and the calibration estimator, as well as incorporating model groups in the estimation process with auxiliary information. However, this previous work did not provide, explicitly, variance estimation methods for a two-phase stratified sampling design when both phases are stratified.
In this paper, we specifically consider the variance estimation problem for the double expansion estimator and the reweighted expansion estimator (Kott & Stukel 1997) in the context of stratified sampling at both phases. The latter is also used when non-response is treated as a second phase of sampling. Kott & Stukel (1997) used the jackknife to estimate the variance of these estimators. We also consider a combined ratio version for each of the estimators. The estimated variances of the two-phase estimators considered is derived using Taylor type arguments presented in Binder (1996) , and comparisons between the estimation methods are made using simulated data derived from the Canadian Retail Commodity Survey (RCS).
The paper is structured as follows. A brief description of the RCS and the estimators are given in Section 2. Variance estimators of these estimators are discussed in Section 3. Results of the simulation for comparing the properties of these estimators are presented in Section 4. We conclude with some recommendations in Section 5. All mathematical developments are relegated to the appendix.
TWO-PHASE STRATIFIED ESTIMATORS AS APPLIED TO THE RETAIL COM-MODITY SURVEY

Retail Commodity Survey.
Statistics Canada launched a new Retail Commodity Survey (RCS) in January 1997. The sample design for this survey, which collects retail trade commodity data, is a two-phase sample design. This sample design was chosen to reduce collection costs by using as the first-phase sample the Canadian Monthly Retail Trade Survey (MRTS). This survey was redesigned in 1998 and uses a stratified sample design. Auxiliary information (annualized sales) from the first-phase sample is used in all the RCS design steps to maximize its efficiency. RCS is selected from MRTS as an independently stratified sub-sample of the first-phase sample. MRTS estimates of sales, based on Gross Business Income (GBI), were used for stratifying the second phase. Allocation was carried out using a multivariate algorithm based on the MRTS estimates of sales by commodity (Jocelyn & Brodeur 1996) .
Notation.
The two-phase design for RCS is drawn as follows. In the first phase of sampling, independent simple random samples s 1h are drawn from each of H strata. The resulting first-phase sample is
where s 1h is the set of units drawn from the h-th stratum U 1h at the first phase. Let a ih be the indicator variable, taking the value 1 when unit i is in stratum h, and 0 otherwise. Let also N h = a 1h + · · · + a Nh be the first-phase stratum size for the h-th stratum, and note that a i1 + · · · + a iH = 1, since each unit in the population belongs to exactly one first-phase stratum. Also, the size of the population U is
Finally, let also z i be the indicator variable, taking the value 1 when unit i is in the first-phase sample, and 0 otherwise. Using this notation, it can be seen that the sample size from the h-th stratum is
The first-phase sample, s 1 , is then stratified into G strata s 1g such that
This stratification can be independent of the first-phase stratification. Simple random samples are independently drawn within each first-phase sample and a (2) ig is used to denote the indicator variable that takes the value 1 when unit i is in the second-phase stratum g, and 0 otherwise. A simple random sample s 2g of size m g is drawn from stratum s 1g , which consists of M g units. We denote by z (2) i the indicator variable taking the value 1 when unit i is in the second-phase sample, and 0 otherwise. Note that units selected in the second phase were also selected in the first phase, so that z
ig , the number of units selected in the first phase that are in the g-th second-phase stratum. Using this notation, the sample size from the g-th stratum can be expressed as
The parameter of interest to be estimated is total sales, Y = y 1 + · · · + y N , where y i are the sales from the i-th unit. We will consider several estimators of Y that use the auxiliary information available at the first phase.
Estimators.
The double expansion estimator is the simplest estimator for a two-phase design. It is given byŶ
Auxiliary information, x, can be incorporated into the weighting process in a variety of ways, depending on the availability of such data and their correlation with the variable of interest. For example, for the reweighted expansion estimator, the auxiliary data are the estimated sizeŝ
of second-phase stratum g, based on the first-phase sample. The estimator is given byŶ
is the estimated population size of the second-phase stratum g, based on the secondphase sample, s g , andŶ
Other estimators that use the x-information available at the first-phase sample are the ratio double expansion estimator and the reweighted ratio expansion estimator. The former is given byŶ
whereR DE =Ŷ DE /X DE , withŶ DE defined as previously,
As for the reweighted ratio expansion estimator, it is defined bŷ
whereŶ RW is given by expression (2),X RW has the similar form with the x's replacing the y's, andR RW =Ŷ RW /X RW . We note that all the two-phase estimators we consider have the form
Here, c i1 and c i2 are calibration factors that incorporate the population and firstphase auxiliary information. In our case, c i1 is always equal to one because we do not use the population information. The various values of c i2 that are associated with the two-phase estimators are given in Table 1 . The calibration factors are accounted for in these linearizations. We next provide a general expression for linearizing these estimators, so that their variance can be estimated.
Linearization of the Two-Phase Linear Estimator.
The reweighted expansion estimator given in (2),Ŷ RW , and other estimators that use auxiliary data are not linear. We use the linearization method given by Binder (1996) to obtain their estimated variances. This method results in functions that are available for units in the first-phase and second-phase samples. We denote by i1 and i2 variables that are available for units in the first-phase and second-phase samples, respectively. The linearization method requires the estimated variance of a population total. We consider the following general expression for linearizing two-phase estimators:
which is an unbiased estimator of
where i = i1 + i2 . Generally, i1 will depend on data from the first phase h, whereas i2 will depend on data from both phases h and g. It is shown in the appendix how these terms are obtained for the reweighted ratio expansion estimator.
VARIANCE ESTIMATORS
After linearizing the estimators, the linearized versions are used to compute the estimated variances ofT . The variance ofT , var(T ), and its associated estimator var(T ), are obtained using the standard conditional arguments. These variances are derived by noting that
where Z = (z 1 , . . . , z N ). The corresponding variance estimator is given by var(T ) =V 1 (T ) +V 2 (T ) witĥ
is the within g sample variance of a ih i ,
The algebraic details for obtaining these expressions are given in the appendix. The resulting estimated variances give the explicit form for equation (9.3.7) in Särndal et al. (1992, p. 348) . The i1 and i2 components of the various two-phase estimators discussed in this paper are also given in Table 1 .
Estimator
Linearization components Second-phase calibration factor Table 1 : Linearization components and second-phase calibration factors for the four estimators considered.
MONTE CARLO STUDY
The performance of the different variance estimators was examined using a Monte Carlo simulation study. Estimators (1) to (4) were compared. Actual Monthly Retail Trade Survey data were used to create the simulation population. The objective of MRTS is to collect monthly retail sales in Canada. We now provide a description of the simulated population and sample creation.
Population and First-Phase Sample.
The population of MRTS is stratified by industry, province and size (take-all and take-some strata). The auxiliary variable used for stratifying by size is the GBI, which is available for all units in the population. For the purpose of the simulation, our population consisted of 408 retailers in household furnishing in the three Canadian provinces of Alberta, Manitoba and Saskatchewan. The stratification by size resulted in one take-all and one take-some stratum for each province, for a total of six first-phase strata. Although we used the MRTS population for the simulation, we had sales only for units in our original MRTS sample. The MRTS population size is 408 units, whereof approximately 200 units were sampled. For this study, we created a simulated sales (in millions of dollars) value for each unit in the population, using the regression model
in which the sales of the in-sample MRTS units were used to estimate the parameters of the model. Each province had its own regression model that was fitted to the take-all and take-some strata combined. From the estimated parameters, we obtained individual estimates of the error terms, viz.,
For the units in the population that were not in the first-phase sample, sales were simulated asŜ j =β 0 +β 1 GBI j +ˆ * j , whereˆ * j was selected randomly from the set of observed residuals with 1 ≤ j ≤ n, n being the population size given in Table 2 . Theˆ * j 's were added to the fitted sales values to ensure that the distribution of sales in the simulated population had a variation similar to the true unobserved sales values. Parameter estimates and their standard errors are given in Table 3 A first-phase sample was selected from each of the six first-phase strata using the MRTS sampling fractions. This yielded a first-phase sample size of 206 units.
Second-Phase Sample.
The 206 units drawn in the first-phase sample were restratified using the most recent industry code, province and size (sales). Using all four industry codes, three provinces and two size strata could have resulted in 36 strata. However, only 25 second-phase strata were non-empty. We used the RCS production sampling fractions, thereby yielding a second-phase sample of 140 units. A total of 20 takeall units were selected. The average sample size of second-phase take-some strata was around 5. To assess the impact of lowering the sample sizes on the variance estimators, we selected another first-phase sample of 170 units and a second-phase sample of 100 units using the same second-phase strata. The total of 20 take-all units was maintained. In total, 10,000 replications were generated by selecting 10,000 first-phase samples and by drawing one second-phase sample for each firstphase sample.
It is worth noting that for the actual RCS production, the auxiliary information used is the MRTS sales (instead of the GBI as in the simulation). These will be available only for units in the first-phase sample. In fact, the GBI and the sales are highly correlated. For the purpose of this simulation, the GBI plays the role of the auxiliary variable (X) in all the ratio estimators.
Statistics.
We studied the properties of the estimators conditionally onX
(1) as Sitter (1997), and unconditionally. To this end, various statistics were computed from the simulation, viz. Here,Ŷ r denotes the sales estimate for the r-th sample, and var(Ŷ ) stands for the variance estimate of var(Ŷ ), 1 ≤ r ≤ R = 10, 000. For comparison purposes, we also added the full one-phase estimator, viz.
and its variance estimator var(
Some conditional results were studied by dividing the 10,000 samples in 10 groups of 1,000 units each. Group membership of the units was determined using the estimated totals of the auxiliary variable (GBI). This procedure is similar to the one used by Royall & Cumberland (1981) .
Results.
Tables 4 and 5 summarize the unconditional results obtained from the simulation for the different first-phase (n 1 ) and second-phase (n 2 ) sample sizes as defined in Section 4.2. The relative bias is close to zero for all the estimators, including the ratio estimators. The mean square error (MSE) efficiency (i.e., the MSE of each estimator divided by the MSE of the full first-phase estimator) is similar amongst the estimators. The relative bias of the variance estimators and the coverage for all estimators are also very similar. Generally speaking, the unconditional results for all the estimators are fairly similar. No single estimator stands out. Figures 1 to 4 display the conditional relative bias for the variance estimates and the point estimates. We notice that the variance estimators of the two ratio estimators (the double expansion and the reweighted expansion estimators) are closer and more stable around zero. The relative biases of the point estimates are once again close to zero for the ratio estimators. Although coverages of the 95% confidence intervals are not provided, they were estimated and were found to be very close to their nominal levels. This suggests that the ratio estimators are doing better than the non-ratio estimators. These findings support and show the improvements available through the use of auxiliary information for the Retail Commodity Survey. Table 5 : Unconditional results of the Monte Carlo studyu for the estimators and their variance estimators (n 1 = 170, n 2 = 100).
CONCLUSION
The small biases observed for the majority of the variance estimators suggest that the Taylor linearization method is performing well. The conditional results clearly demonstrate the superiority of the ratio estimators over the non-ratio estimators. While unconditionally we have very little to choose between the ratio estimators, conditionally, the ratio double expansion estimator appears to perform better for the Retail commodity dataset. We therefore recommend the use of the ratio double expansion estimator in situations where the first and second-phase sampling fractions are, as in Section 4, relatively large.
APPENDIX
A) Linearization of the Reweighted Ratio Estimator.
We illustrate how the components i1 and i2 that enter into the variance estimator for the reweighted ratio estimator are obtained. We follow the steps described in Binder (1996) to obtain the i1 and i2 for the specific case and replace these values in the general variance formulas given in Section 3. LetŶ RW RAT =R RWX (1) be the point estimators for the reweighted ratio estimator. The first step is to find the total differentials for all the estimated quantities
This can be re-expressed as
The quantityX RW is obtained similarly by replacingŶ
g − N g and so on, we obtain
Therefore,
Finally, regrouping the available terms within the first and second phases, we get Replacing these values of i1 and i2 into the equations of Section 3 gives the variance estimator ofŶ RW RAT .
B) The Variance Estimator ofT .
Here, we sketch the derivation of var(T ) and its estimator var(T ), whereT is given by (5). The total population variance ofT is given by var(T ) = V 1 (T ) + V 2 (T ) = var Z {E(T |z)} + E Z {var(T |z)} and its estimator by var(T ) =V 1 (T ) +V 2 (T ), the components of which are given below. The conditional expectation ofT given Z is
and its conditional variance by
ig i2 z
We proceed to estimate the first component of var(T ), i.e.,V 1 (T ). The unconditional variance of E(T |z) is given by
which can be expressed as
where δ ij = 1 if i = j, and 0 otherwise. The quantity V 1 (T ) is estimated bŷ
