Delay in fiber orientation evolution based on the Folgar-Tucker model with a slip parameter correction has been proposed as a simple alternative to improve predictions of fiber orientation in injection molded parts. Predictions based on this model and model parameters fitted to data from simple shear experiments were compared with experimentally determined fiber orientation in a center-gated disk. Three methods of fitting to simple shear data were assessed to obtain the isotropic diffusivity and the slip parameter. The model parameters and orientation data evaluated at the entry, lubrication and nearend-of fill regions in a center-gated disk for 30 wt% short glass fiber-filled polybutylene terephtalate (PBT) were obtained from earlier efforts in our laboratory. Simulation results based on the Folgar-Tucker model with the slip correction using customarily assumed inlet orientation being random and experimentally measured at the gate disagreed with measured orientation values at certain positions along the disk. However, improvement in the prediction of orientation due the slip correction was found at the core and transition layers in the lubrication region. The use of inlet conditions washes out quickly in the absence of the slip correction and induced a general reduction of orientation towards the center of the sample causing underestimation of orientation at the entry and lubrication region. Model predictions combining the slip correction and experimentally determined orientation at the gate are in agreement with the experimental data for the core layers near the end-of-fill region.
Introduction
The variation in the properties of injection-molded thermoplastics composites is due to the local variation of fiber orientation through the part and is attributed to flow-induced orientation during the forming stage of the part. Therefore, to advance this technology it is essential to control the fiber orientation during molding operations by means of processing conditions and mold design as predicted by means of a model that describes the flow behavior of the suspension during the filling stage.
Modeling of fiber orientation in molded parts of commercial interest is a challenging task due to the complex behavior arising from the high concentration of fibers in the suspension. The Folgar-Tucker model (Folgar and Tucker, 1984) has been successful in qualitatively predicting the experimentally measured orientation in molded parts Chung and Kwon, 1996; Neves et al., 2001; . For this reason, it has been the standard model used to predict fiber orientation in commercial simulation packages. The Folgar-Tucker model considers an orientation state where the fibers move with the bulk of fluid and the influence of fiber-fiber interactions on the orientation state. However, the inability to completely account for all fiber-fiber interactions for concentrated suspensions (ϕ v > a r -1 where ϕ v is the fiber volume fraction and a r is the fiber aspect ratio), prevents precise description of orientation for molded parts within a fiber 2 concentration of commercial interest. Comparisons of model predictions of stress growth in the startup of shear flow using the Folgar-Tucker model with experimental data have suggested that the rate of orientation evolution is slower than the theory predicts (Sepehr et al., 2004a (Sepehr et al., , 2004b Eberle et al., 2009a) . Two modifications to the Folgar-Tucker model have been proposed to slow down the orientation evolution in concentrated suspensions. One modification is the addition of a strain reduction factor (SRF) (Huynh, 2001) or slip parameter (Eberle et al., 2010) to the Folgar-Tucker model to delay the evolution of orientation as seen experimentally. Irrespective of the name, the SRF and slip parameters represent the retardation in orientation evolution due to the additional fiber-fiber interactions in a concentrated suspension. However, this additional factor in the Folgar-Tucker model renders the equation for fiber orientation nonobjective. proposed the reduced strain closure (RSC) model, which is a modified Folgar-Tucker model, where the slowdown in orientation evolution is added keeping the non-objectivity in the original Folgar-Tucker model. The reduced strain closure (RSC) involves a modification in the closure approximation eliminating the objectivity problem and keeping the delay effects in the evolution of orientation . In spite of the objectivity problem, the Folgar-Tucker model with slip parameter can be useful to describe evolution of orientation in simple flow (Sepehr et al., 2004a (Sepehr et al., , 2004b Eberle et al., 2009a Eberle et al., , 2010 or in general flows when this model is used in conjunction with the Hele-Shaw approximation. Tucker (Tucker, 2004) and showed that the SRF model with Hele-Shaw simulation was able to reproduce qualitatively most of the experimental observations in an end-gated plaque and a disk made in a rotating-compressingexpanding mold, respectively.
Simulations for composites generated by means of injection molding use the Folgar-Tucker model. The model parameters used for the simulations are typically obtained from empirical relationships or obtained from the injection molding experiment being simulated (O'Dowd et al., 2006; Phelps and Tucker, 2009) . In an effort to develop a consistent procedure for the estimation of model parameters, it has been proposed to obtain model parameters from simple flow experiments having well controlled flow conditions (Eberle et al., 2009a (Eberle et al., , 2009b . and Eberle et al. (2009a Eberle et al. ( , 2010 have considered this approach in the Folgar-Tucker model containing the RSC and the slip parameter correction, respectively. We will focus here on the model parameter estimation introduced by Eberle et al. (2009a Eberle et al. ( , 2010 as a method for obtaining model parameters. Eberle et al. (2009a Eberle et al. ( , 2010 introduced two experimental approaches to obtain model parameters for the Folgar-Tucker model with the slip correction based on simple shear flow experiments. In these methods, a "donut" shape sample was used to determine model parameters for the Folgar-Tucker model with a slip parameter correction based on (a) a direct fitting 3 from rheometrical experiments in shear flow (Eberle et al., 2009a) or (b) fitting the steady state model predictions to orientation data measured on the sheared "donut" samples at a strain (γ) of 200 (Eberle et al., 2010) . We will refer to both methods as "fitting to rheometry" or "fitting to steady orientation", respectively. Eberle et al. (2009a Eberle et al. ( , 2010 showed that model predictions from rheometrical simulations were capable of predicting experimentally determined orientation from donut shape samples deformed with different values of strains (γ). However, the proposed methods to determine model parameters provided different sets of model parameters. The experimentally determined orientation in the "donut" shape sample was measured mainly at relatively small strains (γ < 100) and contains no measurement of values between γ = 100 and 200. This gives the impression that the orientation may never reach steady state, but in Eberle et al (2010) considered the orientation at γ = 200 as a steady state. Irrespective of the reasons for discrepancies between both approaches, experimental validation of orientation obtained from a complex flow geometry using model predictions based on these model parameters is required. These results are essential to assess the effect of the slip parameter in a complex flow.
Additionally, we will be able to confirm if at least one of the proposed methods is useful to obtain a set of model parameters suitable to predict orientation based on the Folgar-Tucker model with the slip correction for a highly concentrated suspension.
The objective of this paper is to assess the model parameters determined from the simple shear flow experiment and used in a numerical simulation scheme to predict the evolution of fiber orientation of a concentrated short glass fiber suspension in center-gated disks. In particular, model parameters obtained from rheometrical experiments (Eberle et al., 2009a) and from fitting orientation measurements in simple shear flow geometries are compared in the simulation of the filling of a center-gated disk using a 30 wt% short glass fiber PBT (Polybutylene Terephtalate) Vélez-García, 2011) . Effects of inlet orientation used for the simulations are also investigated using a decoupled simulation scheme. The simulations are contrasted with the original Folgar-Tucker model to assess the impact of the model and the model parameters.
Evolution of fiber orientation and model parameters
The evolution of orientation for a semi-dilute fiber suspension is represented by the Folgar-Tucker model (Folgar and Tucker, 1984) , and is described by is the isotropic diffusivity which introduces a randomizing effect in the model and is used to account for the semi-diluteregime interaction contributions to the orientation. This term is governed by the interaction coefficient, C I , which is typically determined by fitting simulation results to experimentally determined fiber orientation. When C I is set to zero in Eq.
(1), a highly flow-aligned orientation state is predicted and the model is known as the Jeffery model (Jeffery, 1992) .
The values of C I are typically in a range of 0.003-0.016 (Larson, 1999) . But recently, Phelps and Tucker (2009) have suggested a typical range for short fiber composites of C I = 0.006 to 0.01. Bay (1991) found that C I increased for nonconcentrated suspensions (ϕ v ≤ a r -1 ), but for concentrated suspensions C I decreased and could be described by the following empirical function
However, an established empirical model for the prediction of the interaction coefficient does not exist ( . Now VerWeyst et al. (1999) noted that values of C I were dependent on the closure approximation used to express A 4 in terms of A.
Chung and Kwon (2002) have reviewed the most commonly used closure approximations. Orthotropic types and invariant based closure approximations are commonly used to approximate A 4 VerWeyst and Tucker, 2002; Phelps and Tucker, 2009) . We use the invariant-based optimal fitted (IBOF) closure approximation . showed two relevant aspects of the IBOF closure in simple and complex flow simulations. First, the use of IBOF in the prediction of orientation, for a wide range of C I , produced results comparable to the orientation obtained from the direct solution of the probability function for several homogeneous flows, an unsteady combined flow, and a nonhomogeneous radial diverging flow field. Second, IBOF is computationally efficient, compared to other orthotropic types of closures.
The evolution of fiber orientation in concentrated suspensions is slower than predicted by the Folgar-Tucker model due to inter-particle interactions. A scaling factor has been used to multiply the right hand side terms of Eq. (1), i.e.
kinematic and diffusivity terms, to reduce the evolution of fiber orientation predicted by the Folgar-Tucker model:
where α denotes the slip parameter which is a fractional factor representing the effect of inter-particle interactions in a concentrated suspension (Sepehr et al., 2004a (Sepehr et al., , 2004b Eberle et al., 2009a) . The slip parameter accounts for the non-affine motion of the particles during the deformation and is used to slow down the orientation evolution. Equation (3) reduces to the Folgar-Tucker model for α = 1. A similar modification was proposed by Huynh (2001) by introducing the strain reduction factor based on the argument that the fibers form clusters and during deformation experience less strain than the bulk. The strain reduction factor is the reciprocal of the slip parameter. A typical range for the slip parameter in short fiber composites is α = 0.30 to 0.40 (Sepehr et al., 2004a (Sepehr et al., , 2004b Eberle et al., 2009a) . A new set of model parameters was determined by fitting model predictions from rheometrical simulations to orientation data measured on the sheared "donut" sample data of Eberle (2008) assuming that steady state was reached at γ = 50. It should be noticed that γ = 50, is the strain where the orientation data begins to level off. The new set of model parameters (C I , α) = (0.012, 0.40) was obtained using the following algorithm. The C I = 0.012 is close to the upper limit of typical C I 6 values given in Larson (1999) , i.e. 0.016, or in Phelps and Tucker (2009) , i.e. 0.010. Values of (C I , α) = (0.002, 1) and (0.02, 1) were used to obtain the profiles of orientation bounding the accepted range in the literature and compared with the experimental profile for the A rr component of orientation tensor vs. strain determined from the "donut" samples. Then, keeping the value of α =1, C I was methodically changed, until the difference between the steady portion of the data and predicted values was a minimum as observed by visual inspection. At the end of this step, the fitted C I value was obtained.
Subsequently, keeping the fitted value of C I , α was methodically changed until the profile passed through the majority of the experimental data points at the transient region. This new value of C I is similar to C I = 0.0112 obtained by for the same polymer suspension, i.e. Valox 420. The three sets of model parameters used in this study have acceptable values with respect to the typical theory for fiber composites because they are close to the typical limits for C I defined by Larson (1999) and to C I obtained from Eq. (2).
Problem Description
A center-gated mold having internal radius r in of 2.97 mm, outer disk radius r mold of 57 mm, and thickness 2H of 1.38 mm, was used to make an injection molded disk of 30wt% short glass fiber PBT (Valox 420). The number average fiber length L n = 362.8 µm and average fiber diameter d = 12.9 µm were determined from a burn-off process (approx. 1000 fibers). The viscosity of the suspension was determined on a Rheometrics Mechanical Spectrometer (RMS-800) at 533K from steady shear and dynamic oscillatory measurements (Eberle et al., 2010) . Over a wide range of shear rates the PBT matrix behaves like a Newtonian fluid with viscosity  = 350 Pa·s. Fig. 2 shows the complex viscosity η* versus angular frequency ω used to calculate the shear viscosity by means of the Cox and Merz empirical relation, i.e.    
An Arburg Allrounder® Model 221-55-250 injection-molding machine was used to mold center-gated disks. The -resin in pellet form was dried overnight at 393 K in a vacuum oven at a pressure less than 1.35 kPa. The dried resin was fed to the hopper under nitrogen atmosphere and plasticated to obtain a melt at 433 K as recommended by the resin manufacturer.
The plastication parameters were a screw speed of 200 RPMs and the following profile of temperature: 433, 433, 433, and 413 K. The suspension was injected into the mold, which was kept at 363 K using an injection pressure of approximately 20 MPa, in approximately one second at a flow rate q ≈ 11.8 cm 3 /s. The part was let to cool and completely solidify in the mold for approximately 1 min. The molded part obtained was an incomplete disk having radial outer diameter, r out , of 51.53 7 mm equivalent to about 90% of the mold radius. The purpose of obtaining an incomplete part was to account only for the flow effects during the filling stage on the orientation. The first 5 molded disks during a molding run were discarded to allow the mold to reach an equilibrium temperature. It should be indicated that no-warpage was observed in the molded part even several months after molding. Fig. 3 shows the radial dimensions of the incomplete disk normalized by the half thickness of the disk, i.e. r in /H = 4.53 and r out /H =75.68. To capture the asymmetric evolution of orientation seen experimentally, the full thickness of the disk was considered as part of the flow domain, as shown in Fig. 3 .
Simplifications of the extra-stress tensor and conservation equations are commonly used in fiber composites based on the fact that injection molded parts are thin geometries, i.e. the thickness of the mold is much less than other characteristic dimensions of the parts. Tucker (1991) introduced a simplification for fiber suspensions flowing in narrow gaps where the extra stress only depends on the velocity gradient but not on the fiber orientation state. This simplification is known as decoupled approach and is commonly used in the simulation of fiber reinforced molded parts Phelps and Tucker, 2009 ). The decoupled approximation, in conjunction with the lubrication approximation, 
where r represents the radial direction (i.e. flow direction), z the gapwise direction, H the half gap width, v r and v z the radial and gapwise velocities, respectively. The short injection time of one second used in the molding of the disks allows us to assume an isothermal filling condition which is in agreement with finds of Wu et al. (1974) . The isothermicity assumption is valid because in fast filling the viscous dissipation and the rate of heat loss by conduction through the walls are roughly equal. The maximum rise in temperature due to viscous dissipation for our filling conditions was estimated to be approximately 3.5 K. Therefore, we do not expect a large variation in velocities due to thermal effects.
The flow characteristics in a center-gated disk make this geometry useful to understand the fiber orientation in molded parts. Three flow regions having different types of deformation have been identified for this geometry: entry, lubrication and frontal flow region . The shearing and extensional deformations are present along all of these regions but due to their magnitudes are dependent on the radial and through-the-thickness locations considered. The shear deformation arises from small thickness of the molded parts while the radial divergence of the disk causes the extensional 8 deformation. At the entry region of a center-gated disk, the fiber orientation is influenced by extensional deformation in the rθ-plane. This flow region has been assumed to have a few gap heights width . Non-significant gapwise velocities are assumed at radial locations away from the gate and end-of-fill regions. This flow region is known as the lubrication region and is dominated by shear deformation that strongly influences the fiber orientation. It is commonly assumed in simulations that the lubrication region covers the majority of the flow length of the geometry . At the flow front, the fountain flow has a dominant effect on the deformation that is not captured by the lubrication approximation. Similar inability of the lubrication approximation to reproduce the flow occurs at the junction region between the sprue and the gate. Therefore, this region is excluded from the analysis considered here. In order to compensate the possible impact of the flow at the junction in the evolution of orientation downstream, the experimentally determined orientation at the gate of a center-gated disk from Vélez-García et al. (2010) was used at inlet conditions.
Additionally, experimentally determined orientations along the cavity thickness at three radial locations inside the center- analyzed, and therefore guarantees the collection of a statistically significant amount of data. Additionally, the micrographs were taken at high magnification (20x) as recommended by Davidson et al. (1996) to reduce the measurement error.
Orientations from two identical and independent molded parts were used to evaluate the error in a robust way as recommended by . The error analysis was performed following the procedure described by and Mlekusch (1999) . It was found that the maximum absolute sampling error based on unequal sample size and unequal variance was approximately ± 0.07. However, the average absolute sampling error is reduced to ± 0.02 assuming unequal sample size and equal variance.
Steady state simulations were performed on a fixed mesh using a decoupled approach. A mesh refinement of the domain was performed in the r-and z-directions to ensure the convergence of the numerical solution. Fig. 4 illustrates the mesh used in the simulations consisting of quadrangle elements arranged with 96 elements along the radial direction and 48 9 elements along the thickness. The purpose of the smaller mesh at the inlet was to capture the orientation over radial locations near the entry region because in this region, fast changes in orientation are expected. The velocity field was determined by using Eqs. (4) and (5) while the discontinuous Galerkin method (DGFEM) was used to discretize the evolution equations shown in Eq.
(1) or (3) with A 4 approximated by the IBOF closure. The three sets of model parameters (C I , α) obtained by using different methods of fitting to the simple shear flow data described in Section 2.0 were used in Eq.
(1) or (3). The hyperbolic nature of the Folgar-Tucker model requires the specification of the orientation tensor at the inlet.
Typical inlet orientation conditions for a center-gated disk reported in the literature have been assumed as random orientation, i.e. A(r in , z) = (1/3)I, where I is the unit tensor. The use of random inlet conditions was found to give reasonably good predictions of orientation compared with experimental results away from the gate and advancing front for the center-gated disk . Therefore, they have been the standard inlet orientation conditions used in simulations for this geometry. The random orientation profile along the cavity thickness represented through the A rr component is depicted in Fig. 5 . However, orientation measured at the gate of a center-gated disk that can be used as experimentally determined inlet condition, has become available recently Vélez-García, 2011 ).
This experimental inlet condition is also shown in were used as inlet orientation conditions in the simulations. values overestimated the orientation for the other layers, especially at the shell layers where local drops in A rr values are observed in the experimental data. It also was observed that the narrow core predicted at the near-end-of-fill region contrasts with the good agreement between the predicted and experimental width of the core at the lubrication region.
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The addition of the slip parameter produced changes in orientation, mainly in the transition and core layers for all regions of flow. Fig. 8 depicts the experimentally determined orientation and simulation results based on the Folgar-Tucker model with slip parameter and random inlet orientation. It is shown in Fig. 8(a) that the most noticeable effect of the slip parameter seen at the entry region for all model predictions is the increase in the width of the core, a reduction in the transition layer and no changes in the shell layer. Concurrently, the orientation near the center remained close to A rr = 1/3, which was imposed as inlet orientation, causing small differences between predicted and experimentally determined orientations. The core for model predictions based on a value of α = 0.30 was not significantly wider than the ones based on values of α = 0.40. When the lubrication region shown in Fig. 8(b) was considered, the slight increment in A rr values due to the slip parameter caused that the model predictions agreed with the experimentally determined orientation for large portion of the core and transition layers. This improvement is observed especially for the model parameter (0.002, 0.40).
We also observed that the effects of slip parameter vanished for shell layers, causing model predictions similar to the ones obtained based on α =1. Other difference with respect model predations using α =1 observed in Fig. 8(b) , were the larger values of A rr at z/H = 0. The narrow core of the near-end-of-fill region seen in Fig. 8(c) , caused larger discrepancies between experimental data and model predictions than seen for α = 1 in Fig. 7(c) . Additionally, a thicker transition layer and a slightly thinner shell layer were observed.
The assessment of the inlet orientation in a center-gated disk is a significant contribution of this work. Fig. 9 illustrates model predictions based on the original Folgar-Tucker model and the inlet orientation experimentally determined at the gate of the center-gated disk. At the entry region, the typical orientation profile, related to the Folgar-Tucker model, suffered from considerable changes in shape and smoothness as can be observed in Fig. 9(a) . For all of the C I values used in the simulations, the asymmetry in inlet condition caused irregularities in the orientation profile, reduction in A rr values towards the center of the sample, and larger underestimation of experimental data than observed in Fig. 7 (a) for random inlet orientation. The irregularities in the predicted orientation profile impeded the application of the convention used to define the multilayer structure as considered in orientation profiles based on random inlet conditions. However, the core seen in Fig. 9 (a) was much wider than the core seen in Fig. 7 (a) and the widths of the core were slightly reduced as C I values were increased. Near the walls, all model predictions produced A rr values identical to the ones obtained at the shell layers for simulations based on random inlet orientation. It is also shown in Fig. 9 (a) that the initial asymmetric profile imposed by the gate orientation practically washed out for all model predictions, while a strong asymmetry is observed in the experimental orientation. In the lubrication region is considered the use of measured gate orientation caused large underestimation of the experimental data towards the center of the sample not seen in Fig. 7(b) . Qualitatively the experimental and predicted orientation towards the center of the sample showed that the asymmetry was washed out, especially for model predictions. As expected, the width of the core was reduced from the entry to the lubrication region, but separations in the model predictions for the different C I values not seen in Fig. 7(b) were observed. Model predictions at the region near-end-of-fill resulted in a wider core which is in better agreement with experimental data, as observed in Fig. 9(c) . Fig. 10 illustrates the model predictions based on the combined effects of the slip parameter and gate orientation.
The strong delay in evolution of the asymmetric profile of the gate orientation is evident at the entry region as seen in Fig.   10 (a). In contrast with Fig. 9 , the effects of the asymmetry and irregularities in the orientation profile were seen in both the entry and lubrication region. Irrespective of the C I values used in the simulations, broad core layers can be seen in Fig. 10(a) which are in better agreement with the experimental data than predictions with α = 1 in Fig. 9 (a) were observed. The better agreement was attributed to the larger A rr values and orientation profile having similar shape as the gate orientation towards the center of the sample. On the other hand, as seen in Fig. 9 , the A rr values at the shell layer for all radial locations were similar to the values seen in Fig. 7 . When the lubrication region was considered ( Fig. 10(b) ), larger underestimation of
A rr values was seen at z/H locations corresponding to the transition layers seen in Fig. 9(b) . However, reductions of discrepancies were seen towards the center of the sample, especially for model predictions based on (0.006, 0.30). The orientation profiles seen in Fig. 10(b) for the lubrication region have similar shape to the ones seen in the entry region seen in Fig. 9 (a); this similarity was attributed to the delay effects introduced by the slip parameter. However, slightly thinner core layers were observed in Fig. 10 (b) in contrast with Fig. 9(a) . Contrarily to the observations at near-end-of-fill region seen in Figs. 7-9, good agreement between predicted and experimental orientation was observed, especially for simulations based on values of (0.006, 0.30). The increment in thickness of the core layers due to the combination of the slip parameter and inlet orientation conditions caused an improvement of model predictions in this region.
Conclusions
The addition of the slip parameter to the Folgar-Tucker model has been proposed to delay orientation evolution and thereby reduce the differences between experimentally determined orientation in molded parts and model predictions.
However, this modified version of the Folgar-Tucker model requires an efficient method to determine the model parameters (C I , α) to be used in the simulations. Three alternatives for obtaining model parameters in the Folgar-Tucker model with the slip correction based on fitting data from simple shear flow experiments were investigated. These model parameters were obtained from fitting to rheometrical data, steady state orientation at γ = 200, and steady state orientation at γ = 50, respectively. The model predictions based on these set of parameters were validated with experimentally determined orientation from a center-gated disk evaluated at the entry, lubrication, and near-end-of-fill regions. Both random inlet orientation and experimentally measured orientation at the gate were considered.
A single set of model parameters was incapable of reproducing the experimentally measured orientation in different flow regions for a thin center-gated disk. When the Folgar-Tucker model with random inlet orientation was assessed with different C I values, our results showed the inability of the model predictions to validate the experimental data around the midplane. Additionally, the C I values did not significantly affect the width of the core layers but increased the thicknesses of the shell and decreased the transition layers as functions of radial location. The previous observations give support to the speculations about the need for a variable C I to predict the experimental orientation in a center-gated disk (Chung and Kwon, 2000) . Model predictions based on the Folgar-Tucker model with slip correction and random inlet orientation were helpful to predict the orientation around the midplane for the entry region. Additionally, this combination caused an improvement in predicted orientation for the transition and core layers at the lubrication region. However, model predictions for the near-end-of-fill region showed a narrower core layer than seen experimentally. We also found no significant differences in model predictions based on α = 0.30 and 0.40.
The use of inlet orientation based on the experimental determination at the gate caused strong modifications in the orientation profile for all flow regions. In contrast with experimental observations, model predictions based on the FolgarTucker model and gate orientation showed a fast washout of the inlet orientation which was almost completed at the entry region. More specifically, the gate orientation induced a significant reduction in A rr values for the transition and core layers. Small A rr values caused large discrepancies with experimental orientation for the entry and lubrication regions, but better agreement for the region near to the end-of-fill. On the other hand, the use of slip parameter and gate orientation delayed the washout of the initial conditions up to the lubrication region, but again large discrepancies with experimental data occurred at the entry and lubrication region. However, the slip parameter and measured gate orientation produced the best agreement observed between predicted and experimental orientation for the core layers at the near-end-of-fill region. (Eberle et al., 2009a) ), steady orientation (0.006, 0.30 (Eberle et al., 2010) ) and transient orientation (0.012, 0.50) . Values of η* were obtained by means of a cone-and-plate rheometer and reported in Eberle (2008) . (32.5), and (c) near-end-of-fill (67.5) . The simulations were performed using the Eq. (3) , with the model parameters (C I , α) shown in the figure. Inlet orientation was experimentally determined at the gate.
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