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There have been increasing reports that the diffusion coefficient of macromolecules depends on
time and fluctuates randomly. Here a novel method is developed to elucidate this fluctuating
diffusivity from trajectory data. The time-averaged mean square displacement (MSD), a common
tool in single-particle-tracking (SPT) experiments, is generalized to a second-order tensor, with
which both magnitude and orientation fluctuations of the diffusivity can be clearly detected. This
new method is used to analyze the center-of-mass motion of four fundamental polymer models:
the Rouse model, the Zimm model, a reptation model, and a rigid rod-like polymer. It is found
that these models exhibit distinctly different types of magnitude and orientation fluctuations of the
diffusivity. This is an advantage of the present method over previous ones such as the ergodicity-
breaking parameter and a non-Gaussian parameter, because with either of these parameters it is
difficult to distinguish the dynamics of the four polymer models. Also, the present method of a
time-averaged MSD tensor could be used to analyze trajectory data obtained in SPT experiments.
I. INTRODUCTION
Macromolecular diffusion in cytoplasm and cell mem-
branes has received much attention in recent years, be-
cause it controls chemical kinetics and information pro-
cessing in cells [1]. Single-particle-tracking (SPT) tech-
niques have been used to study macromolecular diffusion
in living systems, and remarkably complicated phenom-
ena such as anomalous diffusion, weak ergodicity break-
ing (EB), and sample-to-sample fluctuations of the dif-
fusion coefficient have been reported [2–6]. In such SPT
experiments, a time average is commonly used to obtain
the mean square displacement (MSD); the time-averaged
MSD (TMSD) of a tagged particle is defined by [7–9]
δr2(∆, t) :=
1
t−∆
∫ t−∆
0
δr2(∆, t′) dt′, (1)
where ∆ is a lag time and t is the total measurement time.
In addition, a displacement vector δr(∆, t′) is defined as
δr(∆, t′) := r(t′ +∆)− r(t′), where r(t′) is the position
vector of the tagged particle at time t′. Thus, the TMSD
δr2(∆, t) can be obtained from a single trajectory r(t′).
In SPT experiments of macromolecules in living sys-
tems, sample-to-sample fluctuations of the diffusion co-
efficient have been observed frequently [2–6]. As stated
above, the TMSD curve δr2(∆, t) (as a function of ∆) is
obtained from a single trajectory r(t′), and then, from
this TMSD curve, the diffusion coefficient for that tra-
jectory can be estimated. The values of this diffusion co-
efficient vary from trajectory to trajectory, but, for long
trajectories (namely, at t→∞), they converge to a single
value if the system is ergodic. In some SPT experiments,
however, the values of the diffusion coefficient are scat-
tered even for long trajectories, and this phenomenon
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cannot be explained by the ordinary Brownian motion
[2–6].
To explain such sample-to-sample fluctuation in the
diffusivity, much effort has been devoted to investigating
simple theoretical models such as the continuous-time
random walk (CTRW) [8, 10–14], fractional Brownian
motion [15, 16], and the random walk on fractals [17, 18].
In these studies, the variance of the TMSD, which is com-
monly referred to as the EB parameter, has been used to
characterize the fluctuation in the diffusivity. In particu-
lar, it was shown that the EB parameter for the CTRW
converges to a non-vanishing value as t → ∞. In other
words, the TMSD behaves as a random variable even for
long measurement times. Therefore, CTRW-like dynam-
ics have been considered to be a factor in the sample-
to-sample fluctuation of the diffusivity observed in SPT
experiments [8, 10, 11].
However, fluctuations in diffusivity originate also from
correlated dynamics of inner degrees of freedom. In
Ref. [19], the authors studied a reptation model (a
tagged polymer model in entangled polymer solutions)
and showed that the EB parameter of the center-of-mass
(COM) motion is non-vanishing for quite a long measure-
ment time. In other words, the system exhibits sample-
to-sample fluctuations in diffusivity, that originate from
non-Markovian dynamics of the end-to-end vector. An-
other important finding of Ref. [19] is that the EB pa-
rameter is related to a correlation function of magnitude
of diffusivity. Unfortunately, it was also found that much
of the information contained in the trajectory data r(t)
is lost in the EB parameter. Therefore, it is necessary to
develop an efficient method to extract more information
from the trajectory data.
In this paper, a novel method is developed for eluci-
dating the fluctuating diffusivity of macromolecules from
trajectory data r(t). More precisely, a TMSD tensor, a
generalization of the TMSD [Eq. (1)], is proposed, and it
is shown that correlation functions of this TMSD tensor
contain plenty of information including a magnitude cor-
2relation and an orientation correlation of the fluctuating
diffusivity. Moreover, by using this tensor analysis, four
fundamental polymer models are investigated: the Rouse
and Zimm models (polymer models in dilute solutions),
a reptation model (a polymer model in concentrated so-
lutions), and a rigid rod-like polymer (an extreme case
of non-flexible polymers). It is shown that the COM mo-
tion of these polymer models exhibits distinctly different
types of the fluctuating diffusivity. For example, it is
shown that the COM motion of the Zimm and reptation
models exhibits both magnitude and orientation fluctua-
tions of the diffusivity, whereas that of the rigid rod-like
polymer exhibits only orientation fluctuations. The ten-
sor analysis presented in this article could be used to an-
alyze the trajectory data obtained in SPT experiments.
This paper is organized as follows. In Sec. II, a
Langevin equation with fluctuating diffusivity (LEFD) is
defined. In Sec. III, the TMSD tensor is defined and its
correlation functions are studied for the LEFD. It is also
shown here that these correlation functions are related to
a non-Gaussian parameter. In Secs. IV– VII, the COM
motion of each of the aforementioned polymer models is
studied with the TMSD tensor. Finally, Sec. VIII is de-
voted to a discussion. In the Appendices, we summarize
some technical matters, including the simulation details.
II. LANGEVIN EQUATION WITH
FLUCTUATING DIFFUSIVITY
As shown in subsequent sections, the COM of polymer
models such as the Zimm and reptation models can be
described by the following Langevin equation with time-
dependent and fluctuating diffusivity [19–29]:
dr(t)
dt
=
√
2B(t) · ξ(t), (2)
where r(t) is an n-dimensional position vector of a tagged
particle at time t, and the n×n matrix B(t) is a stochas-
tic process. Moreover, ξ(t) is white Gaussian noise that
satisfies
〈ξ(t)ξ(t′)〉 = Iδ(t − t′), (3)
where I is the identity matrix. Equation (2) is referred
to as the LEFD.
In this study, it is assumed that ξ(t) and B(t) are mu-
tually independent stochastic processes. Consequently,
the diffusion coefficient tensor D(t) is given by
D(t) = B(t) ·BT (t), (4)
where BT is the transpose matrix of B. It follows that
D(t) is a symmetric tensor: D(t) = DT (t). In addition,
D(t) is assumed to be a stationary process.
III. TMSD TENSOR
In this section, the TMSD tensor is defined and its gen-
eral properties are presented. In particular, it is shown
that the TMSD tensor of the LEFD exhibits only nor-
mal diffusion, even though the density profile is non-
Gaussian. Moreover, to extract information on the fluc-
tuating diffusivity, correlation functions of the TMSD
tensor are studied. In particular, a novel method to ex-
tract magnitude and orientation correlations of the dif-
fusivity is presented.
A. TMSD tensor exhibits normal diffusion
As a generalization of the TMSD [Eq. (1)], a TMSD
tensor (a second-order tensor) is defined as
δrδr(∆, t) :=
1
t−∆
∫ t−∆
0
δr(∆, t′)δr(∆, t′) dt′, (5)
where the integral is taken for each element of the tensor
in the integrand as
[
δrδr(∆, t)
]
ij
=
1
t−∆
∫ t−∆
0
δri(∆, t
′)δrj(∆, t
′) dt′.
(6)
Here δri(∆, t
′) is an element of δr(∆, t′), and [H ]ij rep-
resents an element of a second-order tensor H : [H ]ij :=
Hij .
Note that the TMSD tensor δrδr(∆, t) is the time-
averaged counterpart of the ensemble-averagedMSD ten-
sor [30]. Taking the trace of Eq. (5), we obtain the TMSD
given in Eq. (1), and thus it is possible to extract more in-
formation with the TMSD tensor than with the TMSD.
Moreover, taking the ensemble average in Eq. (5) and
using Eqs. (2)–(4), we have〈
δrδr(∆, t)
〉
= 〈δr(∆, 0)δr(∆, 0)〉
= 2
∫ ∆
0
dt1
∫ ∆
0
dt2 〈B(t1) · ξ(t1)B(t2) · ξ(t2)〉
= 2 〈D〉∆, (7)
where 〈. . . 〉 is the ensemble average. For the first equality
in Eq. (7), we used the stationarity of the system, and
for the final equality, we used the fact that B(t) and ξ(t)
are independent in the sense that
〈Bik(t1)ξk(t1)Bjl(t2)ξl(t2)〉
= 〈Bik(t1)Bjl(t2)〉 δklδ(t1 − t2), (8)
where we have employed the Einstein summation conven-
tion. In particular, if the system is statistically isotropic,
we have 〈D〉 = D I. Taking the trace in Eq. (7), we
obtain the TMSD again [19]〈
δr2(∆, t)
〉
= 2 tr 〈D〉∆. (9)
Surprisingly, all the elements of the ensemble-averaged
TMSD tensor in Eq. (7) exhibit only normal diffusion
(i.e., proportional to the lag time ∆), even though the
3diffusion coefficient fluctuates. In other words, it is im-
possible to detect the fluctuating diffusivity with the first
moment of the TMSD tensor [Eq. (7)], and so higher-
order moments of the TMSD tensor are studied in the
following subsections.
B. Correlation function of TMSD tensor
To extract information about the fluctuating diffusiv-
ity from trajectories r(t), we study a correlation function
of the TMSD tensor
Φ(∆, t) :=
〈[
δrδr(∆, t)− 〈δrδr(∆, t)〉] [ δrδr(∆, t)− 〈δrδr(∆, t)〉]〉 (10)
=
〈
δrδr(∆, t) δrδr(∆, t)
〉− 〈δrδr(∆, t) 〉 〈δrδr(∆, t)〉 , (11)
where Φ(∆, t) is a fourth-order tensor. Note that, in
time-series analysis, Eq. (10) should be used instead of
Eq. (11) to reduce numerical errors. In fact, Eq. (10) was
used in all of the numerical simulations reported here.
If we assume that ∆ is much shorter than a charac-
teristic time scale τD of the fluctuating diffusivity, we
can decompose Φ(∆, t) into two parts (see below for a
derivation) as
Φ(∆, t) ≈ Φid(∆, t) +Φex(∆, t), (12)
where the fourth-order tensors Φid(∆, t) and Φex(∆, t)
are defined respectively as
Φidikmp(∆, t) =
2∆3
3t
(
4− ∆
t
)
(〈DimDkp〉+ 〈DipDkm〉) ,
(13)
Φ
ex(∆, t) =
8∆2
t2
∫ t
0
dτ(t − τ)
[
〈D(τ)D(0)〉s − 〈D〉〈D〉
]
.
(14)
Here, 〈. . . 〉s is a symmetrization given by
〈D(τ)D(0)〉s :=
〈D(τ)D(0)〉+ 〈D(0)D(τ)〉
2
. (15)
Equation (12) can be derived as follows. First, Φ(∆, t)
is expressed as Φ(∆, t) = Ψ1(∆, t) − Ψ2(∆, t), where
Ψ
1(∆, t) and Ψ2(∆, t) are fourth-order tensors defined
[see Eq. (11)] as
Ψ
1(∆, t) :=
〈
δrδr(∆, t) δrδr(∆, t)
〉
, (16)
Ψ
2(∆, t) :=
〈
δrδr(∆, t)
〉 〈
δrδr(∆, t)
〉
. (17)
After a lengthy calculation, the elements of Ψ1(∆, t) can
be expressed (see Appendix A for detail) as
Ψ1ikmp(∆, t) = Φ
id
ikmp(∆, t)
+
8∆2
t2
∫ t
0
ds(t− s)
[
〈D(s)D(0)〉s
]
ikmp
, (18)
where Φidikmp(∆, t) is the ideal part defined in Eq. (13),
and [H ]ikmp represents an element of a fourth-order ten-
sor H , i.e., [H ]ikmp := Hikmp. On the other hand, from
Eqs. (7) and (17), we have
Ψ
2(∆, t) = 4∆2 〈D〉〈D〉 = 8∆
2
t2
∫ t
0
ds(t− s) 〈D〉〈D〉 .
(19)
By subtracting Eq. (19) from Eq. (18), the elements of
the fourth-order tensor Φ(∆, t) are obtained as
Φikmp(∆, t) = Φ
id
ikmp(∆, t)
+
8∆2
t2
∫ t
0
ds(t− s)
[
〈D(s)D(0)〉s − 〈D〉〈D〉
]
ikmp
.
(20)
The second term in the right-hand side is equivalent to
Φexikmp(∆, t) [see Eq. (14)], and hence Eq. (20) coincides
with Eq. (12).
As can be seen from Eq. (14), the tensor Φex(∆, t) is
related to the autocorrelation function of the diffusivity
tensor D(t). Thus, in contrast to the first moment of
the TMSD tensor given in Eq. (7), the second moment
Φ(∆, t) can be used to characterize the fluctuating dif-
fusivity. In particular, if D(t) does not fluctuate, then
Φ
ex(∆, t) ≡ 0; therefore, Φex(∆, t) is hereinafter referred
to as an excess part. In contrast, the qualitative features
of Φid(∆, t) in Eq. (13) are independent of the fluctuat-
ing diffusivity, and therefore this part is referred to as an
ideal part.
An important point is that the TMSD tensor
δrδr(∆, t) and its correlation function Φ(∆, t) can be
calculated from the trajectory data r(t) alone, and there
is no need to measure D(t). Since the trajectory data
r(t) is available in many single-particle-tracking exper-
iments, the TMSD tensor and its correlation function
are useful tools for elucidating the fluctuating diffusiv-
ity. Note however that in the derivation of Eq. (12), it
is assumed that ∆ is shorter than a characteristic time
scale τD of the fluctuating diffusivity. This means that
the observation interval should be much shorter than τD.
C. Correlation functions of diffusion coefficient
To obtain more specific information of the fluctuating
diffusivity, two scalar functions Φ1(∆, t) and Φ2(∆, t
4derived from Φ(∆, t). It is shown that these are related
to a magnitude and orientation correlations, respectively,
of the fluctuating diffusivity D(t).
1. Magnitude correlation of diffusion coefficient
Firstly, Φ1(∆, t) is defined as a scalar quantity ob-
tained by taking contractions in Eqs. (11) or (12) be-
tween the first and second indices, and also between the
third and fourth indices. It follows that Φ1(∆, t) is given
by
Φ1(∆, t) =
〈
|δr2(∆, t)|2
〉
−
〈
δr2(∆, t)
〉2
≈Φid1 (∆, t) + Φex1 (∆, t), (21)
where the two scalar functions Φid1 (∆, t) and Φ
ex
1 (∆, t)
are defined by
Φid1 (∆, t) :=
4∆3
3t
(
4− ∆
t
)
tr 〈D ·D〉 , (22)
Φex1 (∆, t) :=
8∆2
t2
∫ t
0
dτ(t − τ) [〈trD(τ)trD(0)〉 − 〈trD〉2] .
(23)
As can be seen from Eq. (21), Φ1(∆, t) is the variance of
the TMSD [Eq. (1)].
Furthermore, Eq. (21) can be made dimensionless by
dividing it by 〈δr2(∆, t)〉2 = 4∆2〈trD〉2; this dimension-
less quantity is denoted as Φˆ1(∆, t) and is given by
Φˆ1(∆, t) ≈ Φˆid1 (∆, t) + Φˆex1 (t). (24)
Note that Φˆ1(∆, t) is the relative variance of the TMSD,
which is equivalent to the EB parameter [8, 15, 19, 28].
The two scalar functions Φˆid1 (∆, t) and Φˆ
ex
1 (t) are defined
respectively as
Φˆid1 (∆, t) :=
C∆
3nt
(
4− ∆
t
)
[1 + φ2(0)] , (25)
Φˆex1 (t) :=
2
t2
∫ t
0
dτ(t− τ)φ1(τ). (26)
Here, n is the space dimension, φ1(τ) and φ2(τ) are mag-
nitude and orientation correlation functions, respectively,
of the diffusivity D(t):
φ1(τ) :=
〈trD(τ) trD(0)〉
(tr〈D〉)2 − 1, (27)
φ2(τ) :=
tr 〈D(τ) ·D(0)〉
tr (〈D〉 · 〈D〉) − 1, (28)
and C is a constant defined by
C := n
tr (〈D〉 · 〈D〉)
(tr 〈D〉)2 . (29)
If the system is statistically isotropic, then we have
〈D〉 = DI and hence C = 1.
As seen from Eq. (26), Φˆex1 (∆, t) is related to the mag-
nitude correlation function φ1(τ) of the diffusivity. For
example, if the magnitude of the diffusivity is constant
[i.e., trD(t) ≡ const.] and only its direction fluctuates,
we have Φˆex1 (∆, t) ≡ 0 from Eqs. (26) and (27); thus,
no information about the fluctuating diffusivity can be
detected with Φˆ1(∆, t). This is actually the case for the
COMmotion of the rigid rod-like polymer (Sec. VII), and
it is necessary to study a different quantity to elucidate
the orientation fluctuation.
2. Orientation correlation of diffusion coefficient
To extract information about the orientation fluctua-
tion, another scalar function Φ2(∆, t) is defined by taking
contractions in Eqs. (11) or (12) both between the second
and third indices, and also between the first and fourth
indices. Consequently, Φ2(∆, t) is given by
Φ2(∆, t) =
〈
δrδr(∆, t) : δrδr(∆, t)
〉
− 〈δrδr(∆, t) 〉 : 〈δrδr(∆, t)〉 (30)
≈Φid2 (∆, t) + Φex2 (∆, t), (31)
where a double dot product ”:” is defined by A : B =∑
ij AijBji, and Φ
id
2 (∆, t) and Φ
ex
2 (∆, t) are scalar func-
tions defined respectively as
Φid2 (∆, t) =
2∆3
3t
(
4− ∆
t
)[
tr 〈D ·D〉+ 〈(trD)2〉] ,
(32)
Φex2 (∆, t) =
8∆2
t2
∫ t
0
dτ(t− τ)
× [tr 〈D(τ) ·D(0)〉 − tr (〈D〉 · 〈D〉)] . (33)
Again, let us make Eq. (31) dimensionless by dividing
it by 〈δrδr(∆, t) 〉 : 〈δrδr(∆, t)〉 = 4∆2tr (〈D〉 · 〈D〉);
we denote this dimensionless quantity as Φˆ2(∆, t), which
is given by
Φˆ2(∆, t) ≈ Φˆid2 (∆, t) + Φˆex2 (t), (34)
where the two scalar functions Φˆid2 (∆, t) and Φˆ
ex
2 (∆, t)
are defined as
Φˆid2 (∆, t) =
∆
6t
(
4− ∆
t
){ n
C
[φ1(0) + 1] + φ2(0) + 1
}
,
(35)
Φˆex2 (t) =
2
t2
∫ t
0
dτ(t− τ)φ2(τ). (36)
The function φ2(τ), which is defined in Eq. (28), rep-
resents an orientation correlation of the diffusivity, and
5hence information about the orientation correlation can
be extracted by using Φˆ2(∆, t). Note however that, for
the case in which the diffusivity tensorD(t) is given by a
scalar function D(t) as D(t) = D(t)I, the two functions
Φˆex1 (t) and Φˆ
ex
2 (t) are equivalent: Φˆ
ex
1 (t) = Φˆ
ex
2 (t). In
this sense, φ2(τ) includes information about the magni-
tude correlation of the diffusivity as well as its orienta-
tion correlation; therefore φ˜2(τ) := φ2(τ)−φ1(τ)/C may
be more suitable as an orientation correlation. In what
follows, however, φ2(τ) and Φˆ
ex
2 (t) are referred to as ori-
entation correlation functions for simplicity. The special
case in which D(t) = D(t)I was studied extensively in
Ref.[28].
D. Non-Gaussian parameter
A non-Gaussian parameter of the displacement vector
δr(t) = r(t)− r(0) is defined as [31–34]
A(t) :=
n
n+ 2
〈
δr4(t)
〉
〈δr2(t)〉2 − 1. (37)
In Ref. [19], it was shown that the non-Gaussian param-
eter A(t) for the LEFD [Eq. (2)] is given by
A(t) =
2(C − 1)
n+ 2
+
n
n+ 2
[
Φˆex1 (t) +
2C
n
Φˆex2 (t)
]
. (38)
For isotropic systems, we have C = 1; and hence the
first term vanishes. Equation (38) shows that the non-
Gaussian parameter A(t) can be decomposed into two
parts; one originates from the magnitude correlation of
the diffusivity, and the other from its orientation cor-
relation. Although Eq. (38) was derived previously in
Ref. [19], it was not known then how to calculate Φˆex2 (t)
from the trajectory data r(t). Therefore, the method for
obtaining Φˆex2 (t) as presented in the previous subsection
is one of the main results of this article.
E. Isotropic case
If the system is statistically isotropic, Φ(∆, t) is a
fourth-order isotropic tensor. Moreover, from its defini-
tion [Eq. (10)], Φ(∆, t) has the following symmetry prop-
erties: Φijkl = Φjikl, Φijkl = Φijlk , and Φijkl = Φklij . It
follows that Φ(∆, t) can be expressed as
Φijkl(∆, t) = λ(∆, t)δijδkl+µ(∆, t)(δilδjk+δikδjl), (39)
where λ(∆, t) and µ(∆, t) are scalar functions (these func-
tions are analogous to the Lame´ coefficients in the the-
ory of elasticity for isotropic bodies [35]). Thus, in the
isotropic case, the fourth-order tensor Φ(∆, t) is charac-
terized completely by λ(∆, t) and µ(∆, t). Taking con-
tractions in Eq. (39) between the first and second indices
(i.e., i and j) and between the third and fourth indices
(i.e., k and l), we have
Φ1(∆, t) = n
2λ(∆, t) + 2nµ(∆, t). (40)
Similarly, taking contractions between the first and
fourth indices (i.e., i and l) and between the second and
third indices (i.e., j and k), we have
Φ2(∆, t) = nλ(∆, t) + (n
2 + n)µ(∆, t). (41)
Thus, we reach a significant conclusion that the two
scalar functions Φ1(∆, t) and Φ2(∆, t) determine Φ(∆, t)
entirely for an isotropic system. For anisotropic systems,
however, Φ1(∆, t) and Φ2(∆, t) may represent a small
part of the information contained in Φ(∆, t). For exam-
ple, if the spatial dimension n is 3, as many as 21 elements
of Φ(∆, t) are independent.
F. Crossover
As seen from Eqs. (27) and (28), the correlation func-
tion φi(τ) (i = 1, 2) satisfies limτ→∞ φi(τ) = 0. If φi(τ)
has a characteristic time scale τi, then, from Eqs. (26)
and (36), we have
Φˆexi (t) ≈


φi(0) (t≪ τi),
2
t
∫ ∞
0
φi(τ)dτ (t≫ τi).
(42)
Thus, at the characteristic time scale τi, Φˆ
ex
i (t) shows
a crossover. For the polymer motion studied here, this
crossover time τi corresponds roughly to the longest re-
laxation time of each polymer model as shown in the
subsequent sections.
IV. ROUSE MODEL
In this and the following three sections, the method
of the TMSD tensor developed in the previous section is
applied to the four polymer models stated in the Intro-
duction. Here, the Rouse model is studied as the first
example; although this is a very simple model of a flex-
ible polymer chain in dilute solutions, it is the basis of
many mathematical models of biopolymers [36–38].
The Rouse model is composed of N equivalent beads,
the dynamics of which are subject neither to the
excluded-volume nor hydrodynamic interaction [39, 40]:
ζ
∂Rn(t)
∂t
= k
∂2Rn(t)
∂n2
+ fn(t), (43)
where Rn(t) is the position of bead n, k is the spring
constant, and ζ is the friction coefficient. The spring
constant k is related to the mean bond length b as k =
3kBT/b
2. The random force fn(t) satisfies 〈fn(t)〉 = 0
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FIG. 1. (color online) Correlation functions Φˆi(t) (i = 1, 2)
of the TMSD tensor calculated from trajectory data RG(t)
of the Rouse model (circles and triangles). The COM trajec-
tories RG(t) are generated through numerical simulations of
the Rouse model. Time is measured in units of τ0 := b
2/D,
where b is the bond length, and D is the diffusion constant of
the beads. The number N of beads and the lag time ∆ are set
as N = 50 and ∆ = 0.01τ0. The solid lines are the theoretical
predictions given by Eqs. (45) and (46). There are no fitting
parameters (the same is true of Figs. 2–4).
and the fluctuation-dissipation relation 〈fn(t)fm(t′)〉 =
2ζkBTδnmδ(t− t′)I.
The equation of motion for the COM RG(t) :=∑N
n=1Rn(t)/N is given by
∂RG(t)
∂t
=
√
2DGξ(t), (44)
where DG = kBT/Nζ is the diffusion coefficient of the
COM. Comparing with Eq. (2), we have B(t) =
√
DGI.
Because the diffusion coefficient DG is independent of
time t, we have φ1(t) ≡ φ2(t) ≡ 0 from Eqs. (27) and
(28). Consequently, the excess parts also vanish, namely
Φˆex1 (t) ≡ Φˆex2 (t) ≡ 0, and, from Eqs. (25) and (35), the
ideal parts are given by
Φˆ1(∆, t) = Φˆ
id
1 (∆, t) =
∆
9t
(
4− ∆
t
)
, (45)
Φˆ2(∆, t) = Φˆ
id
2 (∆, t) =
2∆
3t
(
4− ∆
t
)
. (46)
Note that the ideal parts decay simply as 1/t and do not
exhibit crossover.
In Fig. 1, these formulas [Eqs. (45) and (46)] are dis-
played by the solid lines, and results of the numerical
simulations by the circles and the triangles; the theoreti-
cal curves are in excellent agreement with the simulation
results. These numerical results were obtained from tra-
jectory data RG(t) that were generated through Brown-
ian dynamics simulations of the Rouse model [Eq. (43)].
V. ZIMM MODEL
In this section, we study the Zimm model without the
excluded volume interaction (i.e., the Zimm model in
the Θ condition). Some scaling properties of the Rouse
model are known to be inconsistent with experiments
[40], which is because the hydrodynamic interaction is
disregarded entirely in the Rouse model. In contrast, the
hydrodynamic interaction is taken into account in the
Zimm model, which is another model of a flexible poly-
mer chain in dilute solutions.
A. Model definition
As in the case of the Rouse model, the Zimm model
consists of N equivalent beads, and the equation of mo-
tion for bead n is given by [40–42]
∂Rn(t)
∂t
= k
∑
m
Hnm · ∂
2Rm(t)
∂m2
+ fn(t), (47)
where the hydrodynamic interaction is represented in
terms of the mobility matrix Hnm defined by
Hnn :=
I
6πηa
, (48)
Hnm :=
1
8πηrnm
(
I +
rnmrnm
r2nm
)
(n 6= m). (49)
Here, η is the viscosity of the solvent and a is the radius
of each bead. Moreover, rnm(t) and rnm(t) are defined as
rnm(t) := Rn(t)−Rm(t) and rnm(t) := |rnm(t)|, respec-
tively. The thermal noise fm(t) satisfies the fluctuation-
dissipation relation
〈fn(t)fm(t′)〉 = 2kBTHnmδ(t− t′). (50)
The non-diagonal elements Hnm [Eq. (49)] are known
collectively as the Oseen tensor, the nonlinearity of which
makes theoretical analysis of the Zimm model consider-
ably difficult.
A simple approximation that is commonly adopted is
a pre-averaging approximation [40] in which Hnm is re-
placed with its equilibrium average 〈Hnm〉 =: h(n−m)I.
In this approximation, the equation of motion for bead
n is expressed as
∂Rn(t)
∂t
≈ k
∑
m
h(n−m)∂
2Rm
∂m2
+ f˜m(t), (51)
〈
f˜n(t)f˜m(t
′)
〉
= 2kBTh(n−m)Iδ(t− t′). (52)
Although this approximation works well for predicting
the MSD of the COM motion [43], it is impossible to
use it to elucidate the fluctuating diffusivity. This is be-
cause the fluctuating diffusivity is disregarded entirely
when replacing Hnm(t) in Eq. (50) with h(n−m)I [see
Eq. (52)].
7B. Equation of COM motion
To elucidate the effect of the fluctuating diffusivity, the
pre-averaging approximation is applied to the internal
modes only, whereas the COM motion is treated without
pre-averaging.
The normal mode Xp(t) (p = 0, 1, . . . ) of Rn(t) is
defined by [40]
Xp(t) :=
1
N
∫ N
0
dn cos
(pπn
N
)
Rn(t), (53)
Rn(t) =X0(t) + 2
∞∑
p=1
cos
(pπn
N
)
Xp(t). (54)
Note here that X0(t) is equivalent to the COM position:
X0(t) = RG(t). Under the pre-averaging approximation
[Eqs. (51) and (52)], the equations of motion for the nor-
mal modes are given by
∂X0(t)
∂t
=
∂RG(t)
∂t
= fˆ0(t), (55)
∂Xp(t)
∂t
= −Xp(t)
τp
+ fˆp(t) (p = 1, 2, . . . ), (56)
where fˆp(t) are random forces defined by〈
fˆp(t)fˆq(t
′)
〉
= 2kBT hˆpqδ(t− t′)I (p, q = 0, 1, . . . ),
(57)
with
hˆpq :=
1
N2
∫ N
0
dn
∫ N
0
dm cos
(pπn
N
)
cos
(qπm
N
)
h(n−m).
(58)
For p 6= 0, hˆpq can be approximated further as hˆpq ≈
δpq/ζp, where ζp := (12π
3pN)1/2ηb [40]. Consequently,
the Langevin equations for the internal modes, Eq. (56),
are mutually independent because
〈
fˆp(t)fˆq(t
′)
〉
=
2kBT
ζp
δpqδ(t− t′)I (p = 1, 2, . . . ).
(59)
Moreover, in Eq. (56), τp is the relaxation time of the
p-th mode, and given by
τp =
ηb3
kBT
√
N3
3πp3
=
τ1
p3/2
(p = 1, 2, . . . ), (60)
where τ1 is the longest relaxation time.
Here, the COM equation of motion in Eq. (55) is
rewritten as
∂RG(t)
∂t
=
√
2B(t) · ξ(t), (61)
where ξ(t) is the white Gaussian noise given by Eq. (3).
By comparing Eq. (61) with Eqs. (55), (57), and (58),
B(t) is given by
D(t) = B(t) ·BT (t) = kBT
N2
∫ N
0
dn
∫ N
0
dmHnm(t),
(62)
where we restored the time dependence of the diffusivity
by formally replacing h(n − m)I with Hnm(t). In the
following analysis, Eqs. (56) and (59) are used for the in-
ternal modes, whereas Eqs. (61) and (62) are used for the
COMmotion. Thus, the diffusion coefficient of the Zimm
model, in contrast to that of the Rouse model, depends
on time t and fluctuates because of the hydrodynamic
interaction.
From Eqs. (49) and (62), we have the ensemble average
of the diffusion coefficient tensor as
〈D〉 =cI
3
∫ N
0
dn
∫ N
0
dm
〈
1
rnm
〉
, (63)
where c := kBT/(2πηN
2) is a constant and we used the
mutual independence of the magnitude rnm and direction
rnm/rnm as follows [40]:〈
1
rnm
(
I +
rnmrnm
r2nm
)〉
=
4
3
I
〈
1
rnm
〉
. (64)
From Eq. (63), we have
tr 〈D〉 = c
∫ N
0
dn
∫ N
0
dm
〈
1
rnm
〉
, (65)
tr (〈D〉 · 〈D〉) = 1
3
(tr 〈D〉)2 . (66)
The validity of Eq. (65) has been studied intensively [44],
and it is shown that Eq. (65) is equivalent to the short-
time diffusion coefficient of the COM and that it is also a
good approximation to the long-time diffusion coefficient.
In the next subsection, however, we have to study the
second moment of the diffusion coefficient D(t).
Here, rnm(t) follows three-dimensional Gaussian dis-
tribution with a covariant matrix Σ3 = I|n −m|b2/3,
f3(r) =
1
(2π|n−m|b2/3)3/2 exp
[
−1
2
r ·Σ−13 · r
]
. (67)
Thus, 〈1/rnm(t)〉 is obtained by integrating over f3(r) in
spherical coordinates as [40]〈
1
rnm
〉
=
(
6
πb2|n−m|
)1/2
. (68)
From Eqs. (63) and (68), we have an explicit expression
of the ensemble-averaged diffusivity,
〈D〉 = 8c
3b
(
2N3
3π
)1/2
I. (69)
It follows that
tr 〈D〉 = 8c
b
(
2N3
3π
)1/2
, (70)
tr(〈D〉 · 〈D〉) =
(
8c
b
)2
2N3
9π
. (71)
8C. Correlation functions of diffusion coefficient
In this subsection, we calculate the magnitude and
orientation correlation functions φ1(t) and φ2(t), respec-
tively, of the diffusivity [Eqs. (27) and (28)]. In the fol-
lowing derivation, we use crude approximations such as
a single-mode approximation and a perturbation expan-
sion of the Gaussian distribution. Nevertheless, the final
results exhibit relatively good agreement with those of
numerical simulations.
1. Magnitude correlation function of diffusion coefficient
We begin by deriving the magnitude correlation func-
tion φ1(t) of the diffusivity. From Eqs. (49) and (62), we
have
〈trD(t)trD(0)〉 =
c2
∫ N
0
dn
∫ N
0
dm
∫ N
0
dn′
∫ N
0
dm′
〈
1
rnm(t)rn′m′(0)
〉
. (72)
To evaluate the ensemble average in the integrand, we
define a six-dimensional vector X := (x, x′, y, y′, z, z′),
where (x, y, z) := rnm(t) and (x
′, y′, z′) := rn′m′(0). It
can be shown that X follows six-dimensional Gaussian
distribution (see Appendix B for a derivation), namely
f6(X) =
1
(2π)3 |Σ6|1/2
exp
[
−1
2
X ·Σ−16 ·X
]
. (73)
Here, Σ6 is a 6× 6 covariant matrix defined by
Σ6 :=

A 0 00 A 0
0 0 A

 , A := (α β
β α′
)
, (74)
where 0 is the 2× 2 zero matrix; α, α′ and β are defined
by (see Appendix B)
α =
b2
3
|n−m|, α′ = b
2
3
|n′ −m′|, (75)
β =
8Nb2
3π2
∞∑
p=1
e−t/τp
p2
sin
pπ(n+m)
2N
sin
pπ(n−m)
2N
× sin pπ(n
′ +m′)
2N
sin
pπ(n′ −m′)
2N
. (76)
Hereinafter, we take only the longest relaxation mode
(p = 1) into account and ignore all the other modes (i.e.,
a single-mode approximation):
β ≈ 8Nb
2
3π2
e−t/τ1 sin
π(n+m)
2N
sin
π(n−m)
2N
× sin π(n
′ +m′)
2N
sin
π(n′ −m′)
2N
. (77)
Consequently, the determinant of the covariant matrix
Σ6 is given by
|Σ6| =
(
αα′ − β2)3 = (αα′)3 (1− ǫ)3 = (α˜α′)3 , (78)
where ǫ := β2/(αα′) and α˜ := α(1 − ǫ).
Using these quantities in Eq. (73), we have〈
1
rnm(t)rn′m′(0)
〉
=
α˜α˜′
(2π)3 |Σ6|1/2
∫
dr
∫
dr′
1
rr′
e−
r2
2
− r
′2
2
+ǫ1/2r·r′ , (79)
where r := (x, y, z), and r′ := (x′, y′, z′). For t≫ τ1, we
have ǫ≪ 1 and the above integrand can be approximated
further as
eǫ
1/2
r·r′ ≃ 1 + ǫ1/2r · r′ + ǫ
2
(r · r′)2. (80)
Integrating Eq. (79) in spherical coordinates, we have a
perturbation expansion upto order ǫ1 as〈
1
rnm(t)rn′m′(0)
〉
≃ 2
π(αα′)1/2
(
1 +
ǫ
6
)
=
〈
1
rnm
〉〈
1
rn′m′
〉
+
ǫ
3π(αα′)1/2
,
(81)
where we used Eqs. (68) and (75). Inserting this equation
into Eq. (72) and taking Eq. (65) into account, we obtain
〈trD(t)trD(0)〉 − (tr 〈D〉)2
=
c2
3π
∫ N
0
dn
∫ N
0
dm
∫ N
0
dn′
∫ N
0
dm′
ǫ
(αα′)1/2
=
(
8c
b
)2
N3K2
π6
e−2t/τ1 , (82)
where K is a constant defined by
K :=
∫ π
0
dξ
sin2 ξ
2
ξ3/2
(π − ξ + sin ξ) ≈ 1.428226. (83)
Finally, from Eqs. (70) and (82), we have the magnitude
correlation function φ1(t) of the diffusivity [Eq. (27)] as
φ1(t) =
3K2
2π5
e−2t/τ1 . (84)
2. Orientation correlation function of diffusion coefficient
We move on to a derivation of the orientation corre-
lation function φ2(t) of the diffusivity [Eq. (28)]. From
Eqs. (49) and (62), we have
tr 〈D(t) ·D(0)〉 = c
2
16
∫ N
0
dn
∫ N
0
dm
∫ N
0
dn′
∫ N
0
dm′
×
〈
[rˆnm(t) · rˆn′m′(0)]2 + 5
rnm(t)rn′m′(0)
〉
, (85)
9where rˆ is the unit vector in the direction of r. The
ensemble average in Eq. (85) can be carried out in a way
similar to the calculation of Eq. (79). In fact, under the
approximation in Eq. (80), we obtain〈
[rˆnm(t) · rˆn′m′(0)]2 + 5
rnm(t)rn′m′(0)
〉
=
16
3
2
π(αα′)1/2
(
1 +
1
5
ǫ
)
=
16
3
〈
1
rnm
〉〈
1
rn′m′
〉
+
32
15
ǫ
π(αα′)1/2
.
(86)
Inserting Eq. (86) into Eq. (85) and taking Eqs. (65) and
(66) into account, we have
tr 〈D(t) ·D(0)〉 − tr (〈D〉 · 〈D〉)
=
2c2
15π
∫ N
0
dn
∫ N
0
dm
∫ N
0
dn′
∫ N
0
dm′
ǫ
(αα′)1/2
=
2
5
(
8c
b
)2
N3K2
π6
e−2t/τ1 , (87)
Finally, from Eqs. (71) and (87), we have the orientation
correlation function φ2(t) of the diffusivity [Eq. (28)] as
φ2(t) =
9K2
5π5
e−2t/τ1 . (88)
D. Correlation functions of TMSD tensor
Here, we derive the correlation functions Φˆ1(∆, t) and
Φˆ2(∆, t) of the TMSD tensor. From Eqs. (25), (26), (84),
and (88), we have
Φˆid1 (∆, t) =
∆
9t
(
4− ∆
t
)(
1 +
9K2
5π5
)
, (89)
Φˆex1 (∆, t) =
3K2τ21
4π5t2
[
2t
τ1
+ e−2t/τ1 − 1
]
, (90)
where we used C = 1 because the system is statistically
isotropic. Similarly, from Eqs. (35), (36), (84), and (88),
we obtain
Φˆid2 (∆, t) =
∆
6t
(
4− ∆
t
)(
4 +
63K2
10π5
)
, (91)
Φˆex2 (∆, t) =
6
5
Φˆex1 (∆, t). (92)
In contrast to the Rouse model, these correlation
functions Φˆexi (t) (i = 1, 2) for the Zimm model show
crossovers. For example, from Eq. (42), Φˆex1 (t) behaves
as
Φˆex1 (t) ≃
{
3K2
2π5 (t≪ τ1),
3K2τ1
2π5t (t≫ τ1).
(93)
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FIG. 2. (color online) Correlation functions Φˆi(t) (i = 1, 2)
of the TMSD tensor calculated from trajectory data RG(t) of
the Zimm model (circles and triangles). The COM trajecto-
riesRG(t) are generated through numerical simulations of the
Zimm model (see Appendix C). Distance is measured in units
of the bond length b and time in units of τ0 := b
2/D, where D
is the diffusion coefficient of each bead. Results for three dif-
ferent values of the bead radius a are presented: (a) a = 0.1b,
(b) a = 0.15b and (c) a = 0.2b. The number N of beads
and the lag time ∆ are set as N = 50 and ∆ = 0.01τ0. The
longest relaxation time τ1 is estimated from Eq. (60) as (a)
τ1 = 61.0τ0, (b) τ1 = 40.7τ0, and (c) τ1 = 30.5τ0. The dotted
lines are the theoretical predictions for Φˆid1 (∆, t) and Φˆ
ex
1 (t)
given by Eqs. (89) and (90). The dashed lines are the theo-
retical predictions for Φˆid2 (∆, t) and Φˆ
ex
2 (t) given by Eqs. (91)
and (92). The solid lines are the sums Φˆi(∆, t) (i = 1, 2) of
the ideal and excess parts [Eqs. (24) and (34)].
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From Eq. (93), the crossover time τc can be estimated
as τc = τ1, i.e., the crossover time is equivalent to the
longest relaxation time τ1. Also, Φˆ
ex
2 (t) shows a crossover
at t = τ1, because of Eq. (92).
As can be seen in Fig. 2, the theoretical predictions
(the solid lines) [Eqs. (89)–(92)] are in good agreement
with the results of the numerical simulations (the sym-
bols). The slight deviations are due to the approxi-
mations used in the theoretical analysis. For example,
in the simulations, the Rotne-Prager-Yamakawa tensor
[Eq. (C1)] was utilized as the mobility matrix instead of
the Oseen tensor [Eq. (49)] to regularize the singular-
ity in the Oseen tensor at rnm = 0. Moreover, we also
applied the pre-averaging approximation to the inner de-
grees of freedom, and used the perturbation expansion
in Eq. (80). However, incorporating a higher order term
(ǫ2) in Eq. (80) improves the theoretical predictions only
slightly (its contribution is less than 15 % of the leading
term; data not shown).
VI. DISCRETE REPTATION MODEL
In this section, the focus is on the discrete reptation
model, which describes tagged polymer motion in entan-
gled polymer solutions [40, 45]. Because of the entangle-
ment, the tagged polymer chain of the reptation model
is temporarily trapped in a virtual tube comprised of
surrounding chains, and moves only in the longitudinal
direction of the tube. Such reptation dynamics are an
essential ingredient in modeling DNA molecules at high
concentration [37].
In the reptation model, the centerline of the tube,
which is called a primitive chain, is considered instead
of the real chain of the tagged polymer. The prim-
itive chain is assumed to consist of N tube segments
R1(t), . . . ,RN (t) connected by bonds of constant length
b. The primitive chain is allowed to move only in the
longitudinal direction of the tube as a result of the entan-
glement. A single step of the primitive-chain dynamics
is given as follows; one of the two end segments, R1(t)
or RN (t), is chosen with equal probability; the chosen
end segment hops with step length b in a random direc-
tion; and each of the other segments slides to one of the
positions of its neighboring segments [i.e., if R1(t) is cho-
sen, Rn(t) slides to Rn−1(t) (n = 2, . . . , N); if RN (t) is
chosen, Rn(t) slides to Rn+1(t) (n = 1, . . . , N − 1)].
The COM RG(t) of this primitive chain follows the
LEFD [Eq. (2)] with B(t) given by [19, 45]
B(t) ≈
√
3DG
〈p2〉
p(t)p(t)
|p(t)| , (94)
where DG is the ensemble-averaged diffusion coefficient
of the COM, and p(t) is the end-to-end vector of the
primitive chain. It follows that the diffusion coefficient is
obtained from Eq. (4) as
D(t) = 3DG
p(t)p(t)
〈p2〉 . (95)
Because the system is statistically isotropic, 〈pp〉 = AI
with a constant A. Taking the trace, we have A =〈
p2
〉
/3. It follows that 〈D〉 = DGI.
By using Eqs. (27), (28) and (95), the magnitude and
the orientation correlation functions φ1(τ) and φ2(τ) of
the diffusivity can be expressed as
φ1(τ) =
〈
p2(τ)p2(0)
〉
〈p2〉2 − 1, (96)
φ2(τ) = 3
〈[p(τ) · p(0)]2〉
〈p2〉2 − 1. (97)
In Ref. [19], φ1(τ) was obtained explicitly as
φ1(τ) =
16
3π2
∑
k:odd
1
k2
E2
(
k2τ
τd
)
, (98)
where τd is the longest relaxation time of the reptation
model, and Em(x) is the generalized exponential integral
of order m [46]. Furthermore, it is shown in Appendix D
that
φ2(τ) = 6φ1(τ). (99)
From Eqs. (25) and (26), we have the correlation func-
tions of the TMSD tensor as
Φˆid1 (∆, t) =
5∆
9t
(
4− ∆
t
)
, (100)
Φˆex1 (∆, t) =
π2τd
18t
− π
4τ2d
270t2
+
32τ2d
3π2t2
∑
k:odd
E4
(
k2t
τd
)
k6
,
(101)
where we used φ2(0) = 6φ1(0) = 4. Similarly, from
Eqs. (35), (36) and (99), we have
Φˆid2 (∆, t) =
5∆
3t
(
4− ∆
t
)
= 3Φˆid1 (∆, t), (102)
Φˆex2 (∆, t) = 6Φˆ
ex
1 (∆, t). (103)
As in the case of the Zimm model, both functions
Φˆexi (t) (i = 1, 2) show crossovers. For example, Φˆ
ex
1 (t)
behaves as [19]
Φˆex1 (t) ≃
{
2
3
(t≪ τd),
π2τd
18t (t≫ τd).
(104)
Also, Φˆex2 (t) shows a crossover at t = τd, because of
Eq. (103). From Eq. (104), this crossover time can be
estimated as
τc =
π2
12
τd, (105)
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FIG. 3. (color online) Correlation functions Φˆi(t) (i = 1, 2)
of the TMSD tensor calculated from trajectory data RG(t)
of the reptation model (circles and triangles). The COM
trajectories RG(t) are generated through numerical simula-
tions of the reptation model. Distance is measured in units
of the bond length b between the tube segments, and time
in units of τ0 := b
2ζ/kBT , where ζ is a friction coefficient of
the tube segment. The number N of tube segments and the
lag time ∆ are set as N = 85 and ∆ = 250τ0. For details
of the simulation setup, see Ref. [47]. The longest relaxation
time (a disengagement time) τd = N
3τ0/pi
2 is estimated as
τd ≈ 6.2× 10
4τ0. The dotted lines are the theoretical predic-
tions for Φˆid1 (∆, t) and Φˆ
ex
1 (t) given by Eqs. (100) and (101).
The dashed lines are the theoretical predictions for Φˆid2 (∆, t)
and Φˆex2 (t) given by Eqs. (102) and (103). The solid lines
are the sums Φˆi(∆, t) (i = 1, 2) of the ideal and excess parts
[Eqs. (24) and (34)].
which is close to the longest relaxation time τd.
In Fig. 3, results of the numerical simulations for
the discrete reptation model are displayed; they ex-
hibit remarkable agreement with the theoretical predic-
tions [Eqs. (100)–(103)]. Moreover, Φˆex2 (∆, t) far exceeds
Φˆex1 (∆, t) in the reptation model, in contrast to the Zimm
model for which the two functions are comparable. This
means that the orientation fluctuation of the diffusivity
is more prominent in the reptation model than in the
Zimm model.
VII. RIGID ROD-LIKE POLYMER
Finally, the rigid rod-like polymer in a dilute condi-
tion is investigated as an extreme example of non-flexible
polymers [30, 40, 48, 49]. In general, it is more difficult
to observe rotational diffusion of an anisotropic particle
than it is to observe its translational diffusion [50]. With
the TMSD tensor analysis, however, the rotational dif-
fusion coefficient can be estimated by measuring transla-
tional motion of the COM.
Let us denote the COM of the rod as RG(t), and as-
sume that the rod is cylindrically symmetric along the
long axis. Consequently, the COM position RG(t) fol-
lows the LEFD [Eq. (2)] with B(t) given (see Appendix
E) by
B(t) =
√
D‖uˆ(t)uˆ(t) +
√
D⊥ [I − uˆ(t)uˆ(t)] , (106)
where uˆ(t) is a unit vector in the direction of the rod’s
long axis, and D‖ and D⊥ are the diffusion coefficients
along and perpendicular to the long axis, respectively.
Moreover, it is assumed that the rod is long and thin
so that rotational motion around the long axis is disre-
garded. The time evolution of the rod’s direction uˆ(t) is
given by [30]
duˆ(t)
dt
=
√
2Drη(t)× uˆ(t), (107)
〈η(t)〉 = 0, 〈η(t)η(t′)〉 = Iδ(t− t′), (108)
where η(t) is white Gaussian noise, and Dr is the ro-
tational diffusion coefficient. The three diffusion coeffi-
cients D‖, D⊥ and Dr can be expressed in terms of the
length L and diameter b of the rod as [30, 40]
D‖ = 2D⊥ =
kBT ln(L/b)
2πηL
, (109)
Dr =
3kBT ln(L/b)
πηL3
. (110)
These formulas are obtained through hydrodynamic cal-
culations for a long thin rod, i.e., L/b≫ 1.
Firstly, we consider the magnitude correlation function
Φˆ1(t). From Eqs. (4) and (106), we have the fluctuating
diffusivity as
D(t) = D‖uˆ(t)uˆ(t) +D⊥ [I − uˆ(t)uˆ(t)] . (111)
Taking the trace, we obtain trD(t) = D‖ + 2D⊥, i.e.,
the magnitude of the diffusivity is constant in time. It
follows that the magnitude correlation of the diffusivity
vanishes, i.e., φ1(τ) ≡ 0; hence we have from Eq. (26)
that
Φˆex1 (t) ≡ 0. (112)
Thus, for the rigid rod-like polymer, in contrast to the
Zimm and reptation models, it is impossible to extract in-
formation about the fluctuating diffusivity by using Φˆ1(t)
.
Therefore, to elucidate the fluctuating diffusivity of the
rod, it is necessary to study Φˆ2(t). From Eqs. (28) and
(111), we obtain the orientation correlation function as
φ2(τ) =
(
D‖ −D⊥
D‖ + 2D⊥
)2 {
3
〈[
uˆ(τ) · uˆ(0)]2〉− 1} ,
(113)
where we used 〈D〉 = (D‖ + 2D⊥)I/3. Because the
rotational motion given by Eq. (107) is independent of
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FIG. 4. (color online) Correlation functions Φˆi(t) (i = 1, 2)
of the TMSD tensor calculated from trajectory data RG(t) of
the rigid rod-like polymer (circles and triangles). The COM
trajectories RG(t) are generated through numerical simula-
tions of the rigid rod-like polymer [Eqs. (2), (106), and (107)].
Distance is measured in units of the rod’s diameter b and
time in units of τ0 := b
3η/kBT . The length L of the rod is
set as L = 30b, and ∆ is 0.5τ0. The values of the three dif-
fusion coefficients (D⊥, D‖, Dr) are given by Eqs. (109) and
(110). In particular, the rotational relaxation time 1/Dr is
estimated from Eq. (110) as 1/Dr ≈ 8.3× 10
3τ0. The dashed
lines are the theoretical predictions for Φˆid2 (∆, t) and Φˆ
ex
2 (t)
given by Eqs. (118) and (116). The solid lines are the sums
Φˆi(∆, t) (i = 1, 2) of the ideal and excess parts [Eqs. (24) and
(34)].
the translational motion RG(t), the correlation function
〈[uˆ(τ)·uˆ(0)]2〉 can be calculated by employing the Smolu-
chowsky equation for the rotational motion as [40, 49]〈[
uˆ(τ) · uˆ(0)]2〉 = 1
3
(
1 + 2e−6Drt
)
, (114)
and hence we have
φ2(τ) = 2
(
D‖ −D⊥
D‖ + 2D⊥
)2
e−6Drτ . (115)
From Eq. (36), the excess part Φˆex2 (t) of the orientation
correlation function is obtained as
Φˆex2 (t) =
1
9D2rt
2
(
D‖ −D⊥
D‖ + 2D⊥
)2 (
6Drt+ e
−6Drt − 1) .
(116)
Moreover, by using Eqs. (25) and (35), the ideal parts
are given by
Φˆid1 (t) =
∆
9t
(
4− ∆
t
)[
1 + 2
(
D‖ −D⊥
D‖ + 2D⊥
)2]
, (117)
Φˆid2 (t) =
∆
3t
(
4− ∆
t
)[
2 +
(
D‖ −D⊥
D‖ + 2D⊥
)2]
, (118)
where C = 1 is used because the system is statistically
isotropic. In particular, from Eq (42), we have the fol-
lowing crossover:
Φˆex2 (t) ≈


2
(
D‖−D⊥
D‖+2D⊥
)2
(t≪ 1/Dr),
2
3Drt
(
D‖−D⊥
D‖+2D⊥
)2
(t≫ 1/Dr).
(119)
An estimate for the rotational relaxation time 1/Dr can
be obtained from this crossover time, despite the fact
that we observe only the translational motion of the rod.
In fact, we have the crossover time τc from Eq. (119) as
τc =
1
3Dr
. (120)
Thus, the crossover time τc gives an estimate of the ro-
tational relaxation time 1/Dr.
Results of the numerical simulations for Φˆ1(t) and
Φˆ2(t) are presented in Fig. 4 (the circles and triangles).
As predicted, Φˆ1(t) shows no crossover because the excess
part is absent, whereas Φˆ2(t) exhibits a clear crossover.
The numerical results are consistent with the theoretical
predictions (the solid lines).
VIII. DISCUSSION
The sample-to-sample fluctuation of the diffusivity ob-
served both in SPT experiments and theoretical models
has been studied intensively for a decade. In such studies,
the sample-to-sample fluctuation is usually characterized
by the EB parameter [5, 6, 8, 9, 12–17, 19, 28, 47]. How-
ever, when calculating the EB parameter from trajectory
data r(t), much of the information originally contained
in the data is lost. In this study, to obtain more infor-
mation from the trajectory data, the EB parameter is
generalized into the fourth-order tensor Φ(∆, t), which
is a correlation function of the TMSD tensor. Moreover,
the two scalar functions Φˆ1(∆, t) and Φˆ2(∆, t) are derived
from Φ(∆, t); these functions are closely related to the
magnitude and orientation correlation functions of the
diffusivity, and in particular Φˆ1(∆, t) is equivalent to the
EB parameter. It is also worth noting that a linear com-
bination of the excess parts Φˆex1 (∆, t) and Φˆ
ex
2 (∆, t) gives
the non-Gaussian parameter A(t) [Eq. (38)]. In other
words, the non-Gaussianity can be decomposed into two
parts: one originating from the magnitude fluctuation of
the diffusivity, and the other from the orientation fluctu-
ation.
Furthermore, by using the TMSD tensor analysis,
it is shown that the four polymer models exhibit dis-
tinctly different types of fluctuating diffusivity in terms
of the correlation functions Φˆex1 (∆, t) and Φˆ
ex
2 (∆, t). For
example, Φˆex1 (∆, t) ≈ Φˆex2 (∆, t) in the Zimm model,
Φˆex1 (∆, t) < Φˆ
ex
2 (∆, t) in the reptation model, and
Φˆex1 (∆, t)≪ Φˆex2 (∆, t) in the rigid rod-like polymer. This
is in contrast to the non-Gaussian parameter A(t), whose
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behavior is qualitatively similar for these three models;
hence the polymer models are barely distinguishable with
A(t).
From these results, it seems that the fluctuating dif-
fusivity might be ubiquitous in polymer motions from
dilute to concentrated solutions and from flexible to non-
flexible polymers. This is because the Zimm and the
reptation models are flexible polymer models in dilute
and concentrated solutions, respectively; in contrast, the
rigid rod-like polymer is an extreme case of non-flexible
polymers; each of these three models exhibits fluctuating
diffusivity.
Moreover, the rotational relaxation time τr = 1/Dr of
the rigid rod can be obtained from the crossover time of
Φˆex2 (t) [Eq. (119)]. As a more direct approach, τr = 1/Dr
of an anisotropic particle was obtained in Ref. [50] by
measuring the particle’s direction. Also, with the results
of Refs. [51, 52], τr of the rigid rod can be estimated from
the ensemble-averaged MSD of a reference point on the
rod other than its COM. For both methods, however, it
is necessary to measure at least one reference point other
than the COM. In contrast, with the method proposed
here, τr can be estimated by measuring only the transla-
tional motion of the COM.
Of course, the same information of Φˆex1 (t) and Φˆ
ex
2 (t)
would be obtained from the ensemble-averaged quanti-
ties. In fact, the functions Φˆex1 (t) and Φˆ
ex
2 (t) are related
to the non-Gaussian parameter A(t) [Eq. (38)], which is
defied by a fourth moment. Thus, essentially the same
information as Φˆex1 (t) and Φˆ
ex
2 (t) might well be obtained
from the translational correlation tensor of fourth order,
which might be analyzed by the traditional approach
with the Smoluchowski equation [52–54]. However, It
should be noted that to calculate fourth moments such
as A(t) accurately, a large number of trajectories are
necessary in general. In contrast, the present method,
in which the time and ensemble averages are combined,
works for a relatively small number of trajectories (typ-
ically, from tens to hundreds of trajectories), and there-
fore it would be useful in single-particle-tracking experi-
ments, in which much effort is required to obtain a large
number of trajectories.
Although the TMSD tensor analysis for the polymer
models is based on the fact that the COM of these mod-
els can be described in terms of the LEFD [Eq. (2)], there
are many phenomena that cannot be described with the
LEFD. For example, the motion of a single bead in the
Zimm and reptation models does not follow the LEFD
because the bead shows anomalous subdiffusion, whereas
the LEFD exhibits only normal diffusion as shown in
Eq. (7). A candidate for describing such complex dy-
namics might be a generalized Langevin equation or frac-
tional Brownian motion with fluctuating diffusivity, but
the physical validity of such models should be clarified in
future work.
Moreover, only two scalar functions, namely Φˆ1(∆, t)
and Φˆ2(∆, t), were used here to analyze the isotropic
polymer models. However, there must still be useful
information in the fourth-order tensor Φ(∆, t) for the
case of anisotropic systems (see Sec. III E). Future work
should therefore include a full characterization of this
tensor Φ(∆, t).
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Appendix A: Decomposition of fourth-order tensor
Φ(∆, t) into ideal and excess parts
In this appendix, the expression for Ψ1(∆, t) given in
Eq. (18) is derived. First, using Eqs. (2) and (5), we
obtain
Ψ
1(∆, t) ≃ 1
t2
∫ t
0
dt′
∫ t
0
dt′′Ω(∆, t′, t′′), (A1)
where t−∆ is approximated as t−∆ ≃ t, and Ω(∆, t′, t′′)
is another fourth-order tensor defined by
Ω(∆, t′, t′′) = 4
∫ t′+∆
t′
ds
∫ t′+∆
t′
ds′
∫ t′′+∆
t′′
du
∫ t′′+∆
t′′
du′ 〈B(s) · ξ(s)B(s′) · ξ(s′)B(u) · ξ(u)B(u′) · ξ(u′)〉 . (A2)
By using the Heaviside step function Θ(t) and Wick’s theorem, namely
〈ξj(s)ξl(s′)ξn(u)ξq(u′)〉 = δjlδnqδ(s− s′)δ(u− u′) + δjnδlqδ(s− u)δ(s′ − u′) + δjqδlnδ(s− u′)δ(s′ − u), (A3)
the elements of Ω(∆, t′, t′′) for t′′ < t′ is obtained as
Ωikmp(∆, t
′, t′′) ≈ 4 (〈DimDkp〉+ 〈DipDkm〉)Θ(t′′ +∆− t′) (t′′ +∆− t′)2 + 4∆2 〈Dik(t′)Dmp(t′′)〉 , (A4)
where approximations such as Dik(s) ≈ Dik(t′) for s ∈ [t′, t′+∆) are applied; these approximations are justified
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by the assumption that ∆ is much shorter than a char-
acteristic time scale of the fluctuating diffusivity D(t).
In addition, an expression similar to Eq. (A4) can be
obtained also for t′ < t′′. By putting these equations
into Eq. (A1) and using the stationarity, the elements of
Ψ
1(∆, t) can be expressed as Eq. (18).
Appendix B: Derivation of six-dimensional covariant
matrix Σ6 for Zimm model
Here, the covariant matrix Σ6 of the six-dimensional
Gaussian distribution in Eq. (73) is derived. Firstly, let
us denote a transition probability density function (PDF)
for the normal modeXp(t) as Pp(Xp, t|X ′p, 0); more pre-
cisely, Pp(Xp, t|X ′p, 0)dXp is the transition probability
fromX ′p at time 0 to an interval [Xp,Xp+dXp) at time
t. From Eqs. (56) and (59), the PDF for Xp(t) (p =
1, 2, . . . ) is given by
Pp(Xp, t|X ′p, 0) =
1
[2πσ2p(t)]
3/2
exp
[
− (Xp −X
′
pe
−t/τp)2
2σ2p(t)
]
,
(B1)
where σ2p(t) = (kBTτp/ζp)(1 − e−2t/τp) is the variance.
For example, Eq. (B1) can be derived by using Chan-
drasekhar’s theorem [30]. In particular, by taking the
limit t→∞, the equilibrium PDF for Xp is obtained as
P eqp (Xp) =
1
(2πσ2p)
3/2
exp
(
−X
2
p
2σ2p
)
, (B2)
where σ2p = kBTτp/ζp.
By using these PDFs, the joint PDF of rnm(t) and
rn′m′(0) is expressed as
P (r, t; r′, 0) =
∫ ∫
δ
(
∞∑
p=1
cpXp − r
)
δ
(
∞∑
p=1
c′pX
′
p − r′
)
∞∏
p=1
Pp(Xp, t|X ′p, 0)P eqp (X ′p)dXpdX ′p, (B3)
where P (r, t; r′, 0)drdr′ is the joint probability that
rnm(t) is in [r, r + dr) and rn′m′(0) is in [r
′, r′ + dr′).
Note here that rnm(t) and rn′m′(0) are written as
rnm(t) =
∑∞
p=1 cpXp(t) and rn′m′(0) =
∑∞
p=1 c
′
pXp(0)
with
cp := −4 sin pπ(n+m)
2N
sin
pπ(n−m)
2N
, (B4)
c′p := −4 sin
pπ(n′ +m′)
2N
sin
pπ(n′ −m′)
2N
, (B5)
because of Eq. (54) and rnm(t) = Rn(t)−Rm(t).
With Fourier transformation of Eq. (B3) with respect
to r and r′, we have a characteristic function
Pˆ (k, t;k′, 0) = exp
[
−1
2
αk2 − 1
2
α′k′2 − βk · k′
]
, (B6)
where α, α′, and β are defined in Eqs. (75) and (76).
Moreover, k and k′ are the Fourier variables conjugate to
r and r′, respectively; their elements are defined as k :=
(kx, ky, kz) and k
′ := (k′x, k
′
y, k
′
z). To derive Eq. (B6),
we used a Fourier series
∑∞
p=1 cos(px)/p
2 = (x−π)2/4−
π2/12 for x ∈ [0, 2π]. If we define a variable K as K :=
(kx, k
′
x, ky, k
′
y, kz , k
′
z), the right-hand side of Eq. (B6) can
be rewritten as
Pˆ (k, t;k′, 0) = exp
[
−1
2
K ·Σ6 ·K
]
=: Pˆ (K). (B7)
This is a characteristic function of six-dimensional Gaus-
sian distribution; consequently, Fourier inversion of
Pˆ (K) gives Eq. (73).
Appendix C: Rotne-Prager-Yamakawa tensor
To carry out numerical simulations of the Zimm model,
it is necessary to regularize the singularity of the Oseen
tensor at rnm = 0 [Eq. (49)]. A commonly employed reg-
ularization method is the Rotne–Prager–Yamakawa ten-
sor H˜nm (n 6= m) [55, 56]:
H˜nm =


1
8πηrnm
[(
I + rnmrnmr2nm
)
+ 2a
2
r2nm
(
I
3
− rnmrnmr2nm
)]
(rnm ≥ 2a),
1
6πηa
[(
1− 9
32
rnm
a
)
I + 3
32
rnmrnm
rnma
]
(rnm < 2a),
(C1)
where a is the bead radius. In our numerical simulations
for the Zimm model, H˜nm was used for the mobility ma-
trix Hnm in Eq. (47). The Langevin equation [Eq. (47)]
was solved numerically by using the Ermak–McCammon
algorithm [42].
Appendix D: Derivation of correlation functions for
discrete reptation model
In this Appendix, the relation presented in Eq. (99) is
derived for the discrete reptation model. The end-to-end
vector p(t) of the reptation model can be expressed with
a bond vector u(s, t) as
p(t) =
∫ N
0
dsu(s, t), (D1)
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where s is the segment index and N is the number of
segments. The bond vector u(s, t) follows a Gaussian
distribution with zero mean, and any two bond vectors
u(s, t) and u(s′, t) are mutually independent. Thus, the
first and second moments of u(s, t) in equilibrium are
given by
〈u(s)〉 = 0, 〈u(s)u(s′)〉 = b
2
3
δ(s− s′)I, (D2)
where b is the bond length.
To derive an explicit formula for φ1(τ) and φ2(τ)
[Eqs. (96) and (97)], we use the survival probability
Ψ(s; t) of segment s; more precisely, Ψ(s; t) is the proba-
bility that segment s at time 0 survives until time t [45].
Also, we define a survival joint probability Ψ(s, s′; t) of
two segments s and s′ [19]. Namely, Ψ(s, s′; t) is the
probability that both segments s and s′ at time 0 survive
until time t. In particular, Ψ(s, s; t) = Ψ(s; t) is satisfied.
Although an explicit expression for Ψ(s, s′; t) was derived
in Ref.[19], it is not required here.
Correlation functions of the end-to-end vector p(t) can
be expressed with u(s, t). For example, a fourth-order
correlation function (tensor) of p(t) is written as
〈p(t)p(t)p(0)p(0)〉 =
∫ N
0
ds
∫ N
0
ds′
∫ N
0
dv
∫ N
0
dv′ 〈u(s, t)u(s′, t)u(v, 0)u(v′, 0)〉 . (D3)
The elements of the tensor in the integrand can be rewritten as
〈ui(s, t)uj(s′, t)uk(v, 0)ul(v′, 0)〉 = 〈ui(s)uj(s′)uk(v)ul(v′)〉Ψ(s, s′; t)
+ 〈ui(s)〉 〈uj(s′)uk(v)ul(v′)〉 [Ψ(s′; t)−Ψ(s, s′; t)]
+ 〈uj(s′)〉 〈ui(s)uk(v)ul(v′)〉 [Ψ(s; t)−Ψ(s, s′; t)]
+ 〈ui(s)uj(s′)〉 〈uk(v)ul(v′)〉 [1−Ψ(s; t)−Ψ(s′; t) + Ψ(s, s′; t)] , (D4)
where Ψ(s′; t) − Ψ(s, s′; t) is the probability that only segment s′ survives, and 1 − Ψ(s; t) − Ψ(s′; t) + Ψ(s, s′; t) is
the probability that neither of segments s and s′ survive. By using Eq. (D2), the second and third terms on the
right-hand side vanish. Meanwhile, the ensemble averages in the first and fourth terms can be rewritten as
〈ui(s)uj(s′)uk(v)ul(v′)〉 =b
4
9
[δijδklδ(s− s′)δ(v − v′) + δikδjlδ(s− v)δ(s′ − v′) + δilδjkδ(s− v′)δ(s′ − v)] , (D5)
〈ui(s)uj(s′)〉 〈uk(v)ul(v′)〉 =b
4
9
δijδklδ(s− s′)δ(v − v′), (D6)
where we used Wick’s theorem [40] and Eq. (D2). Putting Eqs. (D4), (D5) and (D6) into Eq. (D3), we have
〈pi(t)pj(t)pk(0)pl(0)〉 = b
4
9
[
(δikδjl + δilδjk)
∫ N
0
ds
∫ N
0
ds′Ψ(s, s′; t) + δijδklN
2
]
, (D7)
where we used Ψ(s, s; t) = Ψ(s; t).
Taking contractions in Eq. (D7) between the first and
second indices, and also between the third and fourth
indices, we obtain
〈
p2(t)p2(0)
〉
=
2b4
3
∫ N
0
ds
∫ N
0
ds′Ψ(s, s′; t) +
〈
p2
〉2
,
(D8)
where we used
〈
p2
〉
= b2N . Inserting Eq. (D8) into
Eq. (96), we obtain [19]
φ1(τ) =
2
3N2
∫ N
0
ds
∫ N
0
ds′Ψ(s, s′; t). (D9)
Similarly, taking contractions in Eq. (D7) between the
first and fourth indices, and also between the second and
third indices, we obtain
〈
[p(t) · p(0)]2
〉
=
4b4
3
∫ N
0
ds
∫ N
0
ds′Ψ(s, s′; t) +
〈
p2
〉2
3
,
(D10)
By inserting Eq. (D10) into Eq. (97), φ2(τ) can be ex-
pressed as
φ2(τ) =
4
N2
∫ N
0
ds
∫ N
0
ds′Ψ(s, s′; t). (D11)
By comparing Eqs. (D9) and (D11), we obtain φ2(τ) =
6φ1(τ) [Eq. (99)].
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Appendix E: Langevin equation of COM motion for
rigid rod-like polymer
Here, Eq. (106) for the rigid rod-like polymer is de-
rived. The overdamped COM motion of the rod is de-
scribed as follows [30]:
dRG(t)
dt
= Γ−1f · f(t, uˆ(t)), (E1)
where Γ−1f is the inverse of the friction matrix, namely
Γ
−1
f =
1
ζ‖
uˆ(t)uˆ(t) +
1
ζ⊥
[
Iˆ − uˆ(t)uˆ(t)
]
, (E2)
and ζ‖ and ζ⊥ are the friction coefficients parallel and
perpendicular to the rod’s long axis, respectively.
Note that the thermal noise f(t, uˆ(t)) depends on the
direction uˆ(t) of the rod. This noise term can be decom-
posed as
f(t, uˆ(t)) = f‖(t, uˆ(t)) + f⊥(t, uˆ(t)), (E3)
where f‖(t, uˆ(t)) and f⊥(t, uˆ(t)) represent equilibrium
thermal noise in the parallel and perpendicular directions
of the rod:
f‖(t, uˆ(t)) =
(
2ζ‖kBT
)1/2
uˆ(t)uˆ(t) · ξ(t), (E4)
f⊥(t, uˆ(t)) = (2ζ⊥kBT )
1/2
[
Iˆ − uˆ(t)uˆ(t)
]
· ξ(t). (E5)
Here, ξ(t) is the three-dimensional white Gaussian noise
defined in Eq. (3). Note that ξ(t) is independent of uˆ(t),
in contrast to f(t, uˆ(t)) in Eq. (E1). Inserting Eqs. (E2)–
(E5) into Eq. (E1) and using the Einstein relations D‖ =
kBT/ζ‖ and D⊥ = kBT/ζ⊥, we have Eq. (106).
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