Tracing the roots of cognition in predictive processing by Pezzulo, Giovanni
Pezzulo, G. (2017). Tracing the Roots of Cognition in Predictive Processing.
In T. Metzinger & W. Wiese (Eds.). Philosophy and Predictive Processing: 20. Frankfurt am Main: MIND Group. doi: 10.15502/9783958573215 1 | 20
Tracing the Roots of Cognition in 
Predictive Processing
Giovanni Pezzulo
Can PP (Predictive Processing) help us understand “the roots of cognition”, and 
how we may have acquired (during evolution and/or development) our sophisti-
cated cognitive abilities from the relatively simpler adaptive control mechanisms 
of our early evolutionary ancestors? Here I make the case that some cognitive 
operations may be constructed as detached actions — where the detachment 
process rests on the construction of generative PP models, which permit one 
to internalize action-environment dynamics. I provide three examples. The first 
example focuses on the role of internally-generated sequences of (hippocam-
pal) neuronal activity across goal-directed navigation and detached tasks such as 
planning. This example illustrates how neuronal sequences (putatively forming 
an internal model for spatial navigation) may have a “dual use”: they may support 
both overt navigation and covert cognitive operations while running, respective-
ly, in stimulus-based and internally-generated modes. Furthermore, the latter 
(internally-generated) mode may be considered a form of internalization of the 
former (stimulus-based) mode. The second example focuses on actions to resolve 
epistemic uncertainty, and the formal similarity in PP between epistemic actions 
that are executed overtly (e.g., exploration) and those executed covertly (e.g., 
episodic retrieval). This example illustrates the possibility of defining mental ac-
tions, such as reducing one’s uncertainty before making a choice, as internalized 
information foraging acts that have the same intentionality as externally-directed 
actions. The third example focuses on the detachment of cognitive goals such as 
“eating in a fancy restaurant” from homeostatic drives such as “being satiated”. 
This example illustrates that by internalizing regulatory loops within hierarchical 
PP models, one can build cognitive goals that can in turn enjoy some form of de-
tachment — for example, one can go to a restaurant or buy food even when one 
is not hungry. I discuss these examples in relation to alternative theories of how 
higher cognition originates from (or is independent of) action-perception loops, 
including various versions of action-oriented, embodied and enactivist views.
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1  Introduction 
Predictive processing (PP) — especially in its most comprehensive version, Karl Friston’s free-energy 
principle (Friston 2010) — has recently become an influential framework for understanding brain 
activity and cognition across many disciplines, including systems neuroscience, cognitive science, 
philosophy, psychology and psychiatry. The most important constructs of PP — predictions and pre-
diction errors, generative models, and precision — are increasingly mentioned in all these disciplines. 
This is sometimes in descriptive ways (i.e. to describe behavioural or neuronal regularities without 
committing to the ontological validity of these constructs) but is more often done with an implicit or 
explicit assumption that brains implement these mechanisms neurally. 
PP suggests that the brain is a “prediction machine”. However, PP is not a unitary theory but rather 
refers to a variety of approaches. These approaches need to specify, for example, which brain functions 
are predictive and which are not, what exactly the brain predicts (e.g., the unfolding of a visual scene 
or action-perception contingencies) and at which timescales, and which computational mechanisms 
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(e.g., forward models, predictive coding) implement prediction and what their neuronal underpin-
nings are. One domain where PP was initially applied was (visual) perception. In this domain, predic-
tive coding (Rao and Ballard 1999) emphasized the importance of a hierarchical (Bayesian) scheme, 
in which higher levels convey predictions to lower levels, and lower levels convey prediction errors 
to higher levels, with this process being iterated until prediction error is minimized, thereby disam-
biguating the most supported perceptual hypothesis. In this article, I will focus on active inference 
(under the Free Energy principle, (Friston 2010)), which starts from a predictive coding scheme but 
extends it to cover the domain of action control. Active inference uses an approximate Bayesian in-
ference scheme and assumes that action control consists in producing proprioceptive predictions and 
successively fulfilling them by acting, rather than specifying motor commands (as is more commonly 
assumed in computational neuroscience and optimal control theory). In turn, proprioceptive (and 
other) predictions stem from priors encoded at high hierarchical levels, which thus essentially play the 
role of goal representations rather than the perceptual hypotheses of predictive coding. 
PP is widely recognized in the two aforementioned domains — perception (e.g., predictive coding) 
and action (e.g., active inference). However, the PP framework is also increasingly used to explain a 
wide variety of cognitive phenomena of varying complexity, which go beyond action-perception loops 
and target abilities that have been traditionally considered to be the province of “higher cognition” 
(including for example planning, mindreading, foresight and cognitive control) as well as other do-
mains including interoception, awareness and consciousness (Clark 2015; Clark 2016; Donnarumma 
et al. 2017; Hohwy 2013; Friston et al. 2013; Friston and Frith 2015a; Friston and Frith 2015b; Friston 
et al. 2016a; Pezzulo and Rigoli 2011, Seth 2013; Stoianov et al. 2016). This is appealing as, in prin-
ciple, one can use the language of PP across multiple domains of cognition and even across different 
disciplines. However, a gap remains between the domains of (relatively simpler) action-perception 
loops and (relatively more complex) higher cognitive abilities. The former have been characterized in 
formal and quantitative terms using PP, whereas explanations of the latter tend to appeal to the same 
PP concepts but often lack a comprehensive quantitative and computational characterization. Thus, it 
remains to be seen if PP really “scales up” to higher cognition domains.
A second, related question is how exactly we should construct a PP theory of higher cognition. 
The mere fact that one can apply the principles of PP to action-perception loops and higher cogni-
tive abilities leaves open the question of whether and how these domains are interconnected. A first 
logical possibility is that both action-perception loops and higher cognitive abilities comply with PP 
principles at an abstract level but use distinct sets of (neuro-computational) mechanisms, with high-
er cognition therefore being independent from action-perception loops. This “modular” perspective 
(or “a theory of two brains”) is compatible with more traditional cognitive theories that segregate 
perception, action and cognition (and their neuronal underpinnings). For example, one may assume 
that children possess innate modules for language or “intuitive theories” of physics and psychology, 
and although these abilities may be described using PP principles, these are fully distinct from the PP 
mechanisms involved in action-perception loops1. A second logical possibility is that higher cognitive 
abilities are elaborations of action-perception loops which have never become (fully) segregated from 
them, and hence higher cognition remains functionally dependent on action-perception loops both 
during development and (at least in some cases) afterwards. This second, more “gradualist” perspec-
tive is compatible with various (stronger or weaker) forms of embodied or enactive cognition. With-
in this view, the existence of “cognitive mediators” — or sets of mechanisms that are shared across 
1 Modularism need not necessarily postulate innatism. One possibility is that the (evolutionarily more primitive) mechanisms supporting action 
perception loops scaffolded (the evolutionarily more recent) higher cognitive abilities during evolution and/or development, with the latter later 
becoming segregated and functionally independent from the former. This “scaffolding” view implies PP mechanisms in the construction of abstract 
(and possibly amodal) cognitive domains, which at some point became independent from their scaffold and hence became functionally modular. 
For example, one may assume that language acquisition initially leveraged (e.g., speech) action-perception loops but this process resulted in amodal 
representations that fully support language processing. This view would be partially in agreement with some versions of embodied theories but not 
with others that reject amodal symbols (Barsalou 1999). 
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action-perception cycles and higher cognitive abilities — has often been postulated. One example I 
will discuss below is the idea that internal forward modeling is used on-line for action prediction and 
off-line for action simulation2. 
In principle, PP can be used to construct both modularist and gradualist theories. However, PP, and 
in particular active inference, has often been conceptualized in embodied or enactive terms that invite 
a gradualist view. There is however a problem that any gradualist PP theory has to face.
1.1  The Problem of “Detachment”
Traditional cognitive theories have been attacked for their inability to deal with the “symbol ground-
ing” problem, that is, how abstract knowledge and internally manipulated symbols acquire their se-
mantics, and how abstract cognitive operations link to the action-perception loops that realize them 
(Harnad 1990). Embodied and enactivist theories of cognition are better placed to solve the ground-
ing problem because semantics can be directly grounded in the predictive mechanisms underlying 
action-perception loops. Ironically, however, these theories face the opposite problem: detachment. 
Because they assume functional and/or causal relations between action-perception loops and higher 
cognitive abilities, embodied and enactivist accounts need to explain 1) how the latter originated from 
the former during ontogenesis and/or phylogenesis; 2) whether and how the latter become function-
ally autonomous (or “detached”) from the former, as exemplified by the fact that one can imagine an 
action without executing it; and 3) what detachment implies at the mechanistic level, i.e., whether 
imagining (or observing) an action engages action-perception loops covertly, recruits other mecha-
nisms, or engages a combination of the two. All these problems are widely debated in cognitive and 
computational neuroscience, psychology and philosophy. How can PP help to shed light on these 
questions?
In this article I will discuss how PP can help us understand how living organisms could develop 
higher cognitive abilities from the mechanisms supporting adaptive action control. Central to this 
proposal are two interconnected ideas: 1) generative models that support PP in action-perception 
loops can progressively internalize aspects of agent-environment interactions; and 2) these generative 
models can be used in a “dual mode”, with one stimulus-tied mode supporting overt action control, 
and another internally-generated or spontaneous mode supporting covert and detached forms of cog-
nition. 
The internalization process plausibly operates at an evolutionary timescale as it requires building 
sophisticated internal models, but it can sometimes also operate (or be completed) during develop-
ment. Either way, the result of the internalization process is a form of cognition that that retains em-
bodied and even enactivist aspects within the usual inferential scheme that PP uses to explain action 
and perception — and it is in this sense that one can trace back the roots of cognition in PP. From this 
perspective, the distinction between overt and covert processes — using the same generative model 
— is sufficient to explain the differences between simpler forms of action-perception loops and some 
forms of higher cognition. 
Similar ideas regarding the internalization and reuse of predictive mechanisms have been advanced 
multiple times in cognitive science, at least since Piaget’s proposals on the construction of intelli-
gence from sensorimotor experience (Piaget and Cook 1952); but also in many more recent variants 
(Clark and Grush 1999; Cotterill 1998; Hesslow 2002; Grush 2004) and especially under the theoret-
ical umbrella of action-oriented representation (AOR). In the rest of this article, I will firstly summa-
rize some ideas on the reuse of predictive mechanisms across motor control and higher cognition 
from the perspective of AOR, pointing out some limitations of these proposals. Then, I will provide 
2 For brevity, I cannot focus on the many other versions of this idea. For example, a “radical” version of embodied and enactivist approaches is that 
there is no real distinction between action-perception loops and higher cognition because the latter reduces to the former, i.e., higher cognition is 
fully supported by action-perception loops that comply to PP principles, or is possibly off-loaded to the external environment when it is necessary to 
implement forms of “symbolic processing”.
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three concrete examples of how generative models may support the internalization and reuse of PP 
dynamics across action-perception loops and detached cognitive abilities. The first example discusses 
rodent goal-directed navigation and highlights the importance of internally generated sequences of 
hippocampal neurons (place cells) that support both online navigation and the off-line “replay” of 
experience, along with the possibility of understanding this latter phenomenon as the internalization 
of a generative model. The second example discusses the formal similarities in PP between epistemic 
behaviour or information foraging in the external world (e.g., overt exploration) and the internal 
milieu (e.g., a mental action that lowers the uncertainty of a belief state), discussing how the latter 
may be an internalization of the former. The third example demonstrates how the internalization of 
homeostatic mechanisms (that, e.g., satisfy hunger) may lead to the formation of cognitive goals (e.g., 
buying food) at a higher level of a PP hierarchy, and how the latter may support detached cognition 
— for example, buying food even when one is not currently hungry. These three examples will clarify 
that the PP perspective does not simply recapitulate previous proposals but brings new and significant 
insights, extending the notion of internalization over and above the off-line engagement of internal 
forward models implied in action performance (a key tenet of AOR). Finally, I will briefly discuss the 
implications of this proposal, in particular in relation to embodied cognition and enactivist theories.
2  The Reuse of Predictive Dynamics for Higher Cognition in the Action Oriented 
Representation (AOR) Framework
There have been many attempts to discuss the origins of cognition as elaborations of a predictive con-
trol system, in particular appealing to the idea of action-oriented representation (AOR) or — often with 
a similar meaning — of “motor cognition” (Clark and Grush 1999; Cruse and Schilling 2015; Grush 
2004; Jeannerod 2006; Pezzulo et al. 2011). AOR theories propose that the motor prediction and con-
trol architecture of our early ancestors was gradually improved to afford higher cognitive functions 
such as cognitive control, executive function, imagery, planning and declarative knowledge — and 
in parallel, joint action and communication in the social domain — but that these higher cognitive 
abilities retain important “signatures” of their situated origins, thus making even higher cognition 
embodied to some extent. A core mechanism for extending primitive architectures to more com-
plex, higher cognitive domains is the reuse of motor predictions in an off-line mode, to support (for 
example) “what if ” simulations in decision-making or the covert simulation of another’s actions to 
understand her intentions. The basic idea is that, while engaged in an action-perception loop, agents 
also run another loop in parallel — a predictive loop (using a “forward model”) to aid action control 
(e.g., to compensate for delays) which mimics an action-perception loop. However, under certain cir-
cumstances, such as when external inputs and external outputs are inhibited, the forward model can 
also operate in isolation from the action-perception loop. It is in such cases that agents perform covert 
(cognitive) operations such as action simulation or imagination. Unlike enactivist theories (Gallagher 
2005; Varela et al. 1992), AOR theories emphasize the importance of internal models in supporting co-
vert cognitive operations while the agent is disengaged from online interactions with the environment 
(including other agents). In summary, AOR theories constrain the space of cognitive operations to 
those that can effectively use forward models that were originally developed for online interaction. For 
this, according to AOR, higher cognition retains essential features of online interactions (i.e., forward 
models) although it does not consist in online interaction.
These and other proposals within AOR (or related frameworks) have highlighted the importance 
of prediction in the development of higher cognition from sensorimotor control. However, several as-
pects remained underspecified. It is unclear whether internalization exclusively regards forward mod-
els supporting action control, or whether it is a broader phenomenon. It is also unclear which aspects 
of action-perception loops can be internalized. Furthermore, AOR theories have been constructed on 
top of a process model of sensorimotor action that stems from optimal control theory (or its variants), 
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and it is unclear whether this is the right foundation for understanding cognitive operations. This 
question is pressing as optimal control theory does not easily include some aspects of active inference 
that are appealing from embodied or enactivist perspectives. These include epistemic aspects of be-
haviour (e.g., epistemic foraging for information (Pirolli and Card 1999) or hypothesis testing) which 
may be important for explaining a range of actions (including mental actions) that change an agent’s 
informational or belief state as opposed to a state of the external world (Friston et al. 2015). Finally, in 
AOR, the relations between action (sensorimotor) control and the adaptive processes of homeostatic 
regulation (and associated sensorimotor loops) have rarely been investigated, but they may be import-
ant for linking actions and motivations and for constructing notions of cognitive goals that go beyond 
the execution of simple responses (Pezzulo et al. 2015; Pezzulo and Cisek 2016).
Can PP help understand the “roots of cognition”? Is the framework of active inference generaliz-
able to higher cognitive abilities, and how can the relations of these cognitive abilities to action-per-
ception loops be conceptualized? Is the notion of internal generative model useful for understanding 
how animals may “detach” from the here-and-now and engage in sophisticated forms of (retrospec-
tive or prospective) cognition? Below I will address these and other questions by discussing three 
examples of how generative models may support the internalization and reuse of PP dynamics across 
action-perception loops and detached cognitive abilities. Each of these examples is supported by a 
convergence of empirical studies and modeling studies using PP. They are: 1) goal-directed navigation 
and the role of hippocampal internally generated sequences (IGSs) within it; 2) information foraging 
or epistemic actions in the external world and in mental space; and 3) the detachment of goal states 
from homeostatic drives. 
3  Internally Generated Sequences (IGSs) in Goal-Directed Navigation
The first example concerns the role of hippocampal dynamics in rodent goal-directed navigation. This 
example is relevant because the rodent hippocampus can process sequences of neuronal activity in 
two modes: a stimulus-tied mode while the animal is actually foraging in the environment, and an in-
ternally-generated (or spontaneous) mode in the partial or even total absence of external stimuli (e.g., 
while the animal sleeps).
The stimulus-tied mode of activity is evident when a rodent is engaged in a navigation task (e.g., 
when it actively explores its environment). During navigation, the animal’s spatial position can be 
decoded by considering the so-called “place cells” in the hippocampus, which fire preferentially in 
specific portions of the environment (i.e., have localized place fields). Place cells are sequentially acti-
vated as the animal visits successive spatial positions corresponding to the cells’ place fields. Therefore, 
at the population level, place cells form sequences that code for the animal’s current spatio-temporal 
trajectory. At the behavioural timescale of rodent navigation, sequences occur in the presence of ex-
ternal cues or landmarks (O’Keefe and Dostrovsky 1971). 
However, sequential neuronal activity can also arise in the hippocampus due to a distinct, inter-
nally-generated mode that is self-organized in the sense that it operates in the (complete or partial) 
absence of changing cues or feedback. These internally generated sequences (IGSs) of place cells cor-
respond to temporally compressed representations of particular spatio-temporal trajectories that the 
animal has taken (recently or remotely), or might take (Diba and Buzsáki 2007; Foster and Wilson 
2006; Pezzulo et al. 2014). Recent evidence suggests that IGSs play pivotal roles across a variety of cog-
nitive tasks such as memory function (e.g., consolidation) and future-oriented cognition (e.g., route 
planning) (Pfeiffer and Foster 2013). 
There are at least two important forms of IGSs. The first form of IGSs is the “replay” of spatial trajec-
tories during sleep or when the animal is in the delay period of a memory task. Replay implies that the 
same sequence of neurons that coded for spatial locations during the actual rodent navigation (place 
cells) can be reactivated endogenously in the absence of triggering stimuli, in a time-compressed way: 
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within Sharp Wave Ripple (SWR) complexes (sub-second bursts of high frequency oscillation of up to 
220Hz, see Buzsáki 2006). SWR sequences can proceed in both a forward and a backward direction, 
the latter more prominently after the animal collects a reward (Ambrose et al. 2016). Replays were 
initially linked to memory consolidation, following the influential hypothesis that the hippocampus 
may be specialized for the fast learning of episodic memories and may replay experiences off-line 
to train and consolidate cortical semantic memories (McClelland et al. 1995). More recent findings 
support the hypothesis that replays are also involved in prospective forms of cognition. For example, 
when animals rest between goal-directed spatial navigation episodes, replays are preferentially direct-
ed toward known goal sites and are predictive of future choices, suggesting a role in planning (Pfeiffer 
and Foster 2013). Furthermore, replays are not limited to the verbatim recollection of spatio-tempo-
ral trajectories that the animal has experienced, but can also generalize to novel trajectories or novel 
combinations of already experienced trajectories (Gupta et al. 2010), as well as to unexplored spaces in 
which reward delivery has been observed (Olafsdottir et al. 2015) or novel environments before they 
are visited, i.e., preplay (Dragoi and Tonegawa 2011). 
The second form of IGSs is “theta sequences” — time-compressed trajectories that can be decoded 
in the hippocampal theta rhythm of rodents engaged in behavioural tasks (Foster and Wilson 2007). 
Within each theta cycle (7-12Hz), short sequences of place cells (four to six on average) fire with very 
precise temporal dynamics: each cell fires at a specific phase of the theta rhythm, which changes cycle 
after cycle (i.e., phase precession) while preserving the sequential order at the population level and 
the forward direction. Theta sequences are formed very rapidly (Feng et al. 2015) and often act as a 
“moving window”, coding for a (forward) sequence of spatial positions loosely centred on the moving 
animal. The fact that theta sequences (often) include place cells that correspond to (have their “true” 
place field in) a future position of the animal’s trajectory has motivated the influential proposal that 
theta sequences afford prospective coding and the prediction of upcoming locations (Lisman and Re-
dish 2009). Notably, during difficult decisions, theta sequences can support the prospective coding of 
behavioural plans (e.g., trajectories that lead to preferred goal sites, see Wikenheiser and Redish 2015) 
and choice alternatives (e.g., branches of a T-maze, see Johnson and Redish 2007), possibly imple-
menting a serial deliberation between them. This latter example refers to the vicarious trial and error 
(VTE) behaviour of rodents at decision points in T-mazes: in early trials before they accumulate suf-
ficient knowledge about the reward location, rodents stop and repeatedly look to the left and right as 
if they are deliberating between the alternatives (Tolman 1938). During VTE behavior, hippocampal 
theta sequences “sweep forward” serially in the two branches of the maze (while the animal remains at 
the decision point). This suggests that the animal is performing a “search through mental information 
space” (Redish 2016).
In summary, sequential neuronal activity in the hippocampus is observed both at a behavioral 
timescale (while the animal visits successive locations during navigation and receives external stim-
uli), and at faster timescales (when theta and SWR sequences run in an internally-generated mode). 
To explain this finding, it has been proposed that support for a broader range of detached cognitive 
functions stems from the internalization of the stimulus-tied hippocampal sequences (and associated 
phenomena such as theta rhythms) that initially supported overt spatial navigation. Thus, after inter-
nalization, hippocampal sequences have a “dual use” and can operate in both a stimulus-tied mode 
and an internally-generated mode, the latter possibly supporting a wide range of cognitive operations 
(Buzsáki et al. 2014; Pezzulo et al. 2014). The possible functions of IGS (internally generated sequence) 
are various and still under investigation, and include memory consolidation (e.g., forming declarative 
memories, training an internal model), prediction and planning (e.g., preparing a route to a goal loca-
tion), and the covert “what if ” evaluation of possible action sequences (possibly in combination with 
other brain structures such as the ventral striatum). 
The “dual use” may be conceptualized in terms of internal generative models for PP, which act as 
“sequence generators” for sequences of spatial locations (or more generally for sequences of events 
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which may not be navigational) and can form different functional networks with various brain ar-
eas (e.g., the enthorhynal cortex, the prefrontal cortex and the ventral striatum), depending on task 
demands, see Pezzulo et al. 2017). These internal models are learned while an animal navigates an 
environment (though they may be preconfigured to some extent, see Section 6). During navigation, 
the models are engaged by external stimuli (conveyed to the hippocampus mainly through the en-
thorhinal cortex) and can support the estimation of the animal’s spatial position and produce short-
range predictions. However, learning the internal models amounts to partially or fully internalizing 
the agent-environment dynamics, such that the same models can also be spontaneously reactivated 
(by tapping the self-sustaining internal dynamics of the model) in the partial or almost total absence 
of external stimuli (e.g., during sleep). This “tapping” can be either intentional, as in the below exam-
ple of epistemic actions (see Section 4), or non-intentional, as in the case of replay of experience (e.g., 
for rodents, spatial trajectories and other events) during sleep. 
How can this internally-generated mode be useful? An authoritative view is that the replay of spa-
tial trajectories in rodents is useful for aggregating a series of episodic memories (temporarily stored 
in the hippocampus) into a semantic internal model in the cortex. This is supported by recent machine 
learning advancements which suggest that off-line experience replay significantly improves learning 
(e.g., by removing undesired correlations, Kumaran et al. 2016). There may be additional benefits if 
one thinks about the hippocampus in terms of an internal model rather than merely as a “storage” of 
episodic memories. Theoretical considerations suggest that when an internal model is spontaneously 
engaged in the absence of external stimuli, it can produce “unbiased” resamples of its content (in the 
case of IGSs, one might say that it would produce samples of trajectories based on the model’s prior 
probability distribution (Buesing et al. 2011)). However, in practice, there will often be some external 
input or bias to this process. For example, the representation of a desired goal location such as the 
“home” location of the animal (possibly stemming from the prefrontal cortex) can influence this “re-
sampling” process and bias the resampled sequences towards the goal location, possibly supporting 
planning function. This can be explained using the mechanisms of active inference (or the related 
framework of planning-as-probabilistic-inference (Botvinick and Toussaint 2012)), if one considers 
that goal-representation acts as a sort of constraint (or allegorically, a sort of attractor state) that fun-
nels the resampling process. The same process can be used to repeatedly resample past experience for 
memory consolidation or for cognitive map formation, with the possibility to “bias” the sampling in a 
way that (for example) over-represents rewarded experiences (Kumaran et al. 2016). Importantly, the 
generative processes described here do not consist in the verbatim recollection of past episodes (as 
suggested by the term “experience replay”) but have constructive elements. They therefore permit (for 
example) recombination or interpolation from past experience (Gupta et al. 2010).
This example has illustrated that (hippocampal) neuronal dynamics can operate in a dual mode: 
one stimulus-tied and one internally-generated. This finding suggests the presence of an internal 
model that internalized agent-environment dynamics and is able to reproduce them spontaneously, 
in the absence of stimulus. Although this hypothesis remains to be fully empirically tested, it is exem-
plificative of a possible pathway from action-perception to detached cognition via internal modeling 
of the kind used in PP. 
Although the evidence I reviewed comes from animal studies and touches only a limited set of 
detached operations — spatial memory and planning — the scope of IGS and related mechanisms 
may extend well beyond this. It has been suggested that mechanisms analogous to IGS may sup-
port more advanced human abilities including imagination, prospection and “mental time travel” to 
the past and the future, since these “detached” activities also recruit shared brain structures includ-
ing the hippocampus and the medial temporal lobe (Buckner and Carroll 2007; Schacter and Addis 
2007; Suddendorf 2006). One theoretical proposal bridging these seemingly disconnected fields is that 
“mechanisms of memory and planning have evolved from mechanisms of navigation in the physical 
world” and “the neuronal algorithms underlying navigation in real and mental space are fundamen-
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tally the same” (Buzsáki and Moser 2013, p. 130). This would suggest that navigation and reasoning in 
arbitrary domains (“mental spaces”) may be based on the same mechanisms that support overt spatial 
navigation.
4  Epistemic Actions Can Be Executed both Externally and Internally
The second example concerns epistemic actions, which can be executed both externally (e.g., through 
overt exploration of the environment) and internally (e.g., by using a generative model to simulate the 
outcome of a series of actions and “gather evidence” in favour of a select few before a choice is made). 
Recent theoretical and empirical studies have shown formal similarities between these two forms of 
“information foraging” (Hills et al. 2015; Pezzulo et al. 2013), both of which may be invoked in the face 
of exploration-exploitation dilemmas, or when collecting information (and thereby reducing uncer-
tainty) prior to a choice is more cost-effective than taking action based on current knowledge. 
Both overt exploration (exemplified by searching for external cues before making a choice (Friston 
et al. 2015) and covert mental exploration (exemplified by rodent vicarious trial and error behaviour 
at decision points (Pezzulo et al. 2016a) have been recently modelled using PP. Importantly, both ap-
peal to the same concept of epistemic value, which is an integral part of the active inference scheme. 
In this scheme, an agent’s plans must balance extrinsic value (e.g., reaching goals) and epistemic value 
(e.g., reducing uncertainty about the goal location); the latter can gain prominence over the former in 
circumstances where uncertainty is too high. 
It is tempting to speculate, given the formal analogy between overt and covert forms of exploration 
and epistemic action, that some covert mental operations result from the internalization of mecha-
nisms that balance overt exploration (i.e., exploring novel action possibilities) and greedy exploita-
tion (i.e., selecting the most rewarding action found thus far) in conditions of uncertainty or risk. 
One might therefore use the internal model to consider and evaluate hypotheses in one’s mind (or 
to “collect more evidence” for and against each hypothesis) until one is either confident about one’s 
decision or decides that it is not worth investing further cognitive effort in that task. This captures the 
trade-off between exploring novel action possibilities and selecting the most rewarding action found 
thus far. Cognitive neuroscience is starting to scrutinize some of the brain mechanisms underlying 
exploration-exploitation and cost-benefits computations, including the balance between deliberative 
and habitual forms behavior (Daw et al. 2005; Redish 2016; Pezzulo et al. 2013) and the trade-offs 
between the costs of increasing attention demands (or exerting cognitive control over a task) versus 
the benefits in terms of increased reward (Shenhav et al. 2013). These trade-offs can be conceptualized 
using hierarchical PP architectures, in which (for example) deliberative mechanisms can supersede 
and contextualize habitual forms of behavior. Under PP, habitual forms of behavior would be select-
ed when engaging the full deliberative system is not cost-effective, for example, when the animal is 
sufficiently confident that the environment has not changed, and so repeating a previously successful 
action is likely to result in a higher pay-off than exploring new opportunities (Pezzulo et al. 2015).
I have thus far focused on an intentional kind of epistemic action that consists in “tapping” or “in-
terrogating” a generative model in order to probe hypotheses or collect evidence. However, this may 
be one instance of a more general cognitive mechanism that permits one to exert control over one’s 
own mental processes (as opposed to control over the external world); in other words, a mechanism 
that sees “thinking as the control of imagination” (Pezzulo and Castelfranchi 2009). This perspective 
implies that the concepts of “actions” and “skills” are extended beyond those that require the expres-
sion of overt behaviour to also include mental operations that have no immediate external referent. 
In a similar vein, Metzinger 2017 discusses how mental operations can have epistemic goal-states (e.g., 
“Knowing what the sum of 2 + 3 is”). One can also imagine other kinds of mental operations that are 
controlled towards some desired end-state. For example, an interior designer can move or change 
furniture pieces in her mind until she reaches a configuration that fits the style of the house; or an 
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animal can mentally resolve a competition between affordances, or plan to create new affordances, 
before acting (Pezzulo and Cisek 2016). Here, again, PP permits the identification of a crucial feature 
of these mental activities: the fact that they are actively controlled towards a desired goal state — where 
achieving the goal state has epistemic value. 
As briefly mentioned above, the functional organization of action in PP (specifically, in active in-
ference), as opposed to other schemes such as optimal control theory, revolves around achieving goal 
states using prediction and error correction mechanisms. In active inference, goals control action and 
perception engenders a cascade of predictions that are hierarchically decomposed down to set points 
for peripheral reflex arcs, which steer bodily movements. The same scheme can be adopted in a more 
internalized way without arc reflexes, if one allows an active inference agent to express goal states that 
concern his own mental states or “beliefs” (where the term “belief ” is used in the technical sense of 
probability theory, not in the sense of classical propositional attitudes, and may denote for example a 
Gaussian probability distribution, defined by the two parameters of expectation or mean and precision 
or inverse variance). One example of an epistemic internal goal state is “having highly precise beliefs 
about the value of choice offers” when one needs to gather new evidence before making a decision 
about an investment. Another example is “having highly precise beliefs about the best placement of 
furniture pieces in this house” if one wants to design a fancy house layout. Yet another example is 
“having highly precise beliefs about the best way home” during route planning. In all these examples, 
an agent can execute a mental action to change his or her belief state3, and to make some of his or her 
beliefs very precise before making a choice. 
It is worth noting that, in active inference, the precision of all the relevant beliefs (e.g., about the 
agent’s current and goal locations) is always optimized before a choice. This optimization is considered 
to be a standard aspect of active inference (or free energy minimization), not a form of meta- or cogni-
tive control. However, there may exist (mental) operations that override or finesse the default optimi-
zation mechanisms of active inference, which would provide “mental actions” a truly causal role in the 
architecture of PP (see Metzinger 2017 for a comprehensive discussion). These mental actions may be 
cast within a Bayesian learning or active inference scheme, too. For example, one can use priors about 
the precision that a belief or a set of beliefs needs to have before a choice, or one can monitor preci-
sion levels, until one has a sufficient “sense of confidence” (Meyniel et al. 2015), i.e., a sufficiently high 
likelihood that one’s inferences are correct. In other words, the selection of a mental action — and the 
solution of “decide now vs. collect more evidence” (or optimal stopping) problems — may rest on the 
precision-modulation of internal epistemic states (e.g., raising priors on expected precision or confi-
dence before a choice). This is analogous to the way raising the precision of an internal belief makes it 
a strong goal representation that generates a cascade of predictions, which in turn enslave overt action.
From this perspective, the achievement of epistemic goal states (and the resolution of epistemic 
uncertainty) may be seen as a form of cognitive control over one’s own mental activity by using mon-
itoring, error correction and precision modulation mechanisms that are analogous to overt action 
control (Pezzulo 2012) in order to control epistemic behavior and attain sufficient confidence in one’s 
choices. Some examples are: continuing to mentally compare the pros and cons of various invest-
3 While both mental action and perceptual inference change the agent’s belief state, there are significant differences between the two. Perceptual infer-
ence is implemented under a predictive coding scheme; it uses prediction errors to changes the agent’s belief state as a function of new evidence and 
prediction error but does not include action selection or the active search for new evidence. Conversely, a mental action can be conceptualized as 
an epistemic action under the active inference scheme, which generalizes predictive coding to also include action selection and planning. Like other 
(overt) epistemic actions, mental actions result from the deliberate choice to search for new information (or reconsider old information) for epistemic 
purposes, e.g., to intentionally reduce uncertainty before a difficult choice. For example, if a conference has two parallel symposia and one is uncertain 
about which one to attend, he can execute an epistemic action externally (e.g., spend some time reading the talk abstracts) or internally, as a mental 
action (e.g., explicitly recall past examples of talks by the same speakers). Epistemic (or mental) actions are selected as part of a plan whose benefits 
(e.g., reading all task abstracts until one is very confident about the best symposium) and costs (e.g., the cognitive costs of abstract reading) are 
considered and compared with those of alternative action plans (e.g., drinking another coffee and then going directly to a random symposium). The 
selection of a mental action thus complies with the same formal principles that regulate the balance of intrinsic (epistemic) and extrinsic (economic) 
value in active Inference (Friston et al. 2015).
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ments (or reading business webpages) until one is confident enough, continuing to imagine moving 
furniture (or actually moving it) until one is happy with final configuration, or striving to remember 
past travels (or consulting a GPS navigator) until one is certain about a travel plan. The computational 
efficiency and empirical validity of these or alternative schemes, and their relations to meta-cognition 
and cognitive control, remain to be assessed. Furthermore, it remains to be studied whether mental 
action selection obeys cost-benefit considerations, permitting one to trade off the benefits of extra in-
formation and extra confidence against the cognitive and temporal costs of achieving these epistemic 
goals (Shenhav et al. 2013).
5  From Homeostatic Drives to More Abstract Goal States
My third example concerns the detachment of goal states from homeostatic drives. In active inference, 
one can describe adaptive control loops by starting from cybernetic error-correction mechanisms 
(Butz 2016; Pezzulo et al. 2015; Seth 2013). To illustrate the concept, one can start with a homeostatic 
drive — such as a felt need for glucose — that produces (interoceptive) prediction errors. These er-
rors, in turn, engender autonomic responses but also a sophisticated (crossmodal) generative model 
that produces a cascade of (exteroceptive and proprioceptive) prediction errors. The latter engage an 
action pattern — such as locating and consuming an apple — that suppresses all the prediction errors, 
including the initial interoceptive prediction error (by restoring homeostasis), thus terminating the 
process. 
However, not all adaptive actions are initiated (and controlled) by current needs and interoceptive 
prediction errors. The fact that one can buy food even when one is not hungry exemplifies the human 
ability to set and achieve goals in open-ended ways. In other words, there is often a strong functional 
dependence between homeostatic imperatives (e.g., to be satiated) and goal states that drive adaptive 
action (e.g., finding and then consuming food), but the causal (or proximal) coupling between the two 
can be sometimes loosened. In other words, an interoceptive prediction error (signaling e.g., low glu-
cose levels) is not always required to initiate active inference and control loops for food consumption.
To understand how this may be possible, one needs to understand the aforementioned cybernetic 
scheme in more detail, in particular, its anticipatory aspects. In PP, adaptive action is realized by a 
generative model that encodes contingencies across interoceptive, exteroceptive and proprioceptive 
modalities, e.g., between glucose levels, the visual appearance of apples, and the actions required to 
secure them. The predictive capabilities of the internal model permit going beyond feedback-based 
error correction, to steering a series of anticipatory regulatory (or allostatic (Sterling 2012)) loops. For 
example, one can stop eating an apple predictively (i.e., by using the internal model to predict that 
eating a certain amount will restore glucose levels) rather than reactively (i.e., only after receiving a 
signal that the glucose level is actually restored). This is more adaptive given that generating the latter 
signal may take too much time. Moreover, one can use predictions rather than just feedback to select 
and regulate action. For example, one can decide on an action in anticipation of a predictable need 
(be satiated) rather than waiting for an interoceptive error signal (for hunger). Another example of 
(implicitly) anticipatory process during regulatory eating loops is salivation, which prepares resources 
to digest a to-be-eaten food (Pavlov and Thompson 1902). The theory of allostasis (Sterling 2012) en-
compasses many more examples of anticipatory regulatory mechanisms, which involve (for example) 
hormonal processes that mobilize resources in anticipation of a need, and which up- or down-regulate 
the whole system rather than using fixed set points as would be suggested by the idea of homeostasis. 
All these examples illustrate that even the (relatively) simple regulation of drive states can be largely 
anticipatory rather than just reactive. The neuronal PP architecture supporting the highly integrative 
functions required for allostasis is necessarily hierarchical and includes important hubs that combine 
interoceptive, exteroceptive and proprioceptive modalities (e.g., the insula, see Craig 2015)
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During learning and development, the internal model can increase its scope and internalize drive-
based regulatory loops to generate (for example) goal-representations and plans for “eating”. It can 
then initiate a plan for “searching for a restaurant” or “buying food” in an internally-generated mode 
(i.e., based on goals) rather than in a stimulus-driven mode (i.e., only after feeling hunger). This can 
be done using a hierarchical PP model that progressively learns regularities at increasingly deeper 
levels and longer temporal timescales — such as the relations between the act of ordering food in a 
restaurant and the integrity of the internal milieu, as measured by low prediction error of interocep-
tive signals (Pezzulo et al. 2015). These internal models permit an organism to anticipate needs rather 
than merely reacting to them, and to prepare to satisfy a drive (e.g., hunger) before there is an intero-
ceptive error signal. From this perspective, the role of a higher-level cognitive goal like “buying food” 
would be to produce a sort of anticipatory error-signal, which triggers error-correction actions (for 
food consumption) before a lower-level drive system produces an interoceptive error-signal (e.g., loss 
of glucose), which would be more dangerous. The proximal mechanisms for producing goal-related 
error signals and for monitoring goal achievement error signals may be borrowed from more primi-
tive mechanisms that monitor reward achievement (Montague 2006).
This example illustrates that a goal-based mechanism for action selection provides some detach-
ment from immediate needs and homeostatic drives; in other words, goal-directed (intentional) action 
can distally relate to basic drives but also acquire autonomy from them. The act of finding a restau-
rant before one is hungry retains the full intentional and adaptive character of eating an apple when 
one is hungry; while the latter is driven by interoceptive stimuli, the former is internally-generated 
(goal-driven) but still adaptive, because the model has internalized a basic homeostatic loop (and the 
subsequent corrective actions). The power of this hierarchical PP scheme rests on the fact that it allows 
animals to control and produce effects in the external world and invent “cognitive goals” in open-end-
ed ways, which go well beyond the satisfaction of the homeostatic drives that (often) originated them. 
The question of how much cognitive goals can “diverge” from simpler physiological imperatives is 
still open. In principle, the fact that goal states are learned by internalizing (and predicting) allostatic 
loops should prevent a radical divergence between the two. Furthermore, in the PP hierarchy envis-
aged here, the “higher” layers that encode more cognitive goals (like finding a restaurant) remain to 
some extent linked to the “lower” layers that implement more basic allostatic loops. Prediction errors 
need to be minimized at all levels, and so even if the “cognitive goal” of eating at a good restaurant 
has been achieved, one can change restaurant if (after a while) the simpler drive of “being satiated” is 
not achieved — at least if one has enough time and money — which would also change the “model” 
of the restaurant. Finally, it is not necessary that higher layers supersede all the operations performed 
by lower layers. For example, in evaluating how good a food is, one can rely on (relatively higher) cog-
nitive representations of the quality of a restaurant — for example, whether it was positively reviewed 
in a gourmet magazine — but also engage a (relatively lower) interoceptive simulation that provides 
anticipated feelings of taste. 
However, there may be cases where cognitive goals truly diverge from physiological imperatives. 
My examples regarded very simple cases of goal states (like finding a restaurant) for which one can 
reconstruct a plausible causal history back to physiological states (hunger). However, even these (ap-
parently) simple goal states have aspects that originate from cultural dynamics and may not be easily 
reducible to homeostatic imperatives — and sometimes may run against them. This is even more 
evident in sophisticated goals such as pursuing an ascetic ideal. Although one may link social and cul-
tural practices to the usual imperatives of survival and reproduction, the ways proximal mechanisms 
(goal achievement) link these domains are not always easy to reconstruct. Finally, it is important to 
consider that there is a strong habitual component in human behavior (e.g., buy food at my usual 
supermarket, or go to a restaurant every Friday); while habits may originate from the routinization of 
goal-directed control (Pezzulo et al. 2015; Friston et al. 2016b), they do not retain its flexibility (e.g., 
they can be insensitive to changes in interoceptive state) and thus may become maladaptive. These ex-
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amples illustrate that in humans, the relations between sophisticated goals and simpler physiological 
imperatives may be multifarious — but at least hierarchical PP modeling offers some guiding princi-
ples for studying them.
6  Open Questions and Interrogatives
I started with the problem of ‘scaling-up’ action-oriented theories of cognition to account for ‘higher’ 
cognitive phenomena (such as imagery, navigation, and so on). I provided three examples of such 
‘higher’ cognition (in spatial navigation, mental actions, and the creation and attainment of cognitive 
goals) and discussed them in terms of detached actions — where the detachment process rests on the 
construction of generative PP models, which permit the internalization of action-environment dy-
namics. My proposed view of detached cognition as internalized PP has several implications, but also 
raises numerous interrogatives, which I summarize below schematically:
• It follows from this framework that, although detached cognition is free from some of the con-
straints of action-perception cycles (e.g., the necessity to support real time action), it may pre-
serve key situated and embodied aspects of overt action control, such as the “natural statis-
tics” of control tasks (e.g., navigation or grasping). One example is the fact that hippocampal 
theta and SWR sequences run at a faster timescale (thus without the temporal constraints of 
action-perception cycles), yet their content (in terms of place cells and their relative temporal 
arrangement) can be the same or very similar. Visual and motor imagery studies similarly sug-
gest important similarities at both functional and neuronal levels between perceptual (or motor) 
experiences and their covert counterparts (imagery), despite the fact that the latter are free from 
some constraints (e.g., one can imagine legendary animals “in the mind’s eye” and in some cases 
one can imagine faster than one can see Jeannerod 2006; Pylyshyn 2001). Which constraints are 
shared and which are not (and why) across overt and covert cognitive operations remains to be 
fully assessed.
• In active inference, bodily processes are part of the inference and contribute to prediction error 
(or free energy) minimization. One example is active sensing: one can use hand or eye move-
ments to infer (or reduce surprise about) the position and shape of an object (Friston et al. 
2012a). Under certain conditions, other bodily movements may be part of covert cognitive op-
erations, too. For example, eye movements upwards may contribute to our understanding of a 
story about a person who climbs a building (Spivey and Geng 2001). Alternatively, some aspects 
of bodily movements may be internalized, too, and become part of generative models that can 
run covertly in an internally-generated way; this may be the case, for example, in head direction 
cells in rodents (Buzsáki et al. 2014).
• From a neurophysiological viewpoint, an intriguing question is how the same neuronal popu-
lation can operate in two modalities: stimulus-tied and internally-generated4. From the PP per-
spective, this question is also interesting as it may help shed light on how the brain implements 
internal generative models. One domain where this question can be addressed is hippocampal 
processing. In the hippocampus, learning is extremely rapid. This has led to the proposal that it 
may rest on preconfigured neuronal dynamics: pre-coded sequences of neuronal activities that 
may serve as “dynamical templates”, permitting the learning of new experiences “in one shot” 
4 Usually, “stimulus-tied” refers to a process that is initiated by a stimulus form the outside world (e.g., a visual stimulus). In the case of homeostatic 
regulation and interoceptive loops, the same idea maps to the availability of bodily sensations and feelings (e.g., feeling hungry) rather than truly 
“external” stimuli. However, the very idea of a process that is initiated by stimuli (either perceptual stimuli or bodily sensations and feelings) is too 
reactive for PP theories. Active inference is guided (proactively) by exteroceptive, proprioceptive and proprioceptive predictions that obey high-level 
beliefs and homeostatic imperatives, rather than being governed (reactively) by stimuli — except in special cases such as habits (Friston et al. 2016b). 
From this perspective, active inference has always “internally generated” components — especially at high hierarchical levels, which can embed 
self-sustained dynamics that continuously engender predictions, see e.g., (Friston et al. 2012c). The distinction between “stimulus-tied” and “inter-
nally generated” still makes sense in this context if one considers that in the latter case external stimuli are partially or entirely missing.
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with successive refinement of what was learned on the basis of additional experience (Dragoi 
and Tonegawa 2011). A more comprehensive proposal is that (unlike most current machine 
learning approaches) this form of learning may consist of aligning internal spontaneous brain 
dynamics (and rhythms) to external environmental dynamics, and once this is done, brain 
rhythms spontaneously “replay” agent-environment interactions. This would mean that internal 
models do not become detachable only after learning but are able to run in a spontaneous mode 
from the beginning (Buzsáki 2006). The idea that it is possible to model agent-environment 
dynamics by aligning internal and external brain dynamics is also appealing from an enactivist 
viewpoint (see Section 7).
• The second example, on “epistemic action”, suggests that we should expand the concept of an 
“action” beyond bodily movements that achieve an externally defined goal state, to also encom-
pass (covert) mental actions that have no immediate external correlates but maintain action in-
tentionality. This extended notion of action is fully compatible with PP. Indeed, in PP an action 
is directed towards a goal state, but the notion of a goal state does not have to be restricted to 
the exteroceptive or proprioceptive domains (as for physical actions such as grasping), but can 
encompass an informational state of the system (e.g., the precision of a belief state). This is most 
evident if one considers that, in PP, actions have both pragmatic (or extrinsic) and epistemic 
(or intrinsic) components, with the latter having the goal of changing informational state (e.g., 
searching for a cue). This notion of an epistemic action in PP adequately covers those “mental” 
actions whose goal is changing the agent’s belief state (and not, technically speaking, the state of 
the external environment or the agent’s physical internal environment, such as being hungry).
• One interesting implication is that mental actions that resolve uncertainty would have the same 
intentionality as external exploratory actions. In other words, information foraging is the same 
when performed in the mind or in the external world. A second interesting implication is that 
“mental actions” can be conceptualized as actions that change the cognitive (belief or goal) state 
of an agent that is involved in (for example) action planning or control, and need not to oper-
ate on a distinct (amodal) cognitive substrate. Thus, for example, it would not be necessary to 
postulate two distinct cognitive representation of state uncertainty, one that is controlled using 
“mental actions” and one that influences action selection. 
• The third example, on drives and goals, provides an example of detachment that rests on the 
construction of a hierarchical generative model rather than a strict dual use of the same parts 
of the model, as in the case of hippocampal sequences. In such cases, the internalization of a 
homeostatic loop and the ensuing regulatory plans requires building additional (hierarchically 
higher) components of the model. While the fact that cognitive goals can be engaged even when 
there is no sensed interoceptive loop suggests that the hierarchically higher goals enjoy some 
degree of detachment, it is unclear whether and in which cases this detachment of the “higher 
part” from the “lower part” can be complete, especially since prediction error has to be mini-
mized across the whole hierarchy, not just in a part of it. 
7  Relations with other Approaches Including Embodied and Enactivist Views
This perspective has some similarities with, but also important differences to other proposals, which 
I briefly summarize below. 
7.1  Action-Oriented (AOR) Framework
Compared to most proposals advanced within the AOR or motor cognition frameworks, here the em-
phasis is not just on the reuse of motor predictions outside motor control loops, but the engagement 
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of generative models in an internally-generated mode, which may be a broader phenomenon. In other 
words, the off-line reuse of the motor system’s predictive abilities may be just one of the mechanisms 
permitting a biological organism to temporarily disengage from the perceptual-motor loop and en-
gage in detached forms of cognition.
7.2  Cortical Recycling and Neural Reuse
The ideas of internalization and “dual use” have some relation to theories of “cortical recycling” (De-
haene and Cohen 2007) and of “neural reuse” (Anderson 2010), which focus on the exaptation or 
recycling of neuronal resources that then acquire novel functions. For example, a brain area adapted 
for perception might be exapted to also recognize letters. However, implicit in the idea of “dual use” is 
the assumption that covert cognitive abilities (e.g., planning) remain connected to the overt processes 
(e.g., spatial navigation) that scaffolded them, because they use a common generative model. In other 
words, these abilities are not just connected by their ontogenetic or phylogenetic history (e.g., recy-
cling), but continue to share a generative model, which can operate in two dynamic modalities (stim-
ulus-tied vs. internally-generated). The possibility of operating in two modalities is intrinsic to the 
notion of a generative model, in which the internally-generated mode corresponds to the generative 
process of “imagining” or “hallucinating” patterns such as images, faces, video frames, etc. (Hinton 
2007).
7.3  Dual-Process Theories
The notion of “dual use” is not the same as dual-systems theories in cognitive science (such as the 
idea of two separate systems of thought, one reflexive and one deliberative (Kahneman 2011)). Nor 
does the distinction between stimulus-tied and internally-generated processes map to the distinc-
tion between habitual and goal-directed control in dual-process theories of reinforcement learning 
(Daw et al. 2005). Stimulus-tied modalities reflect a process occurring at the same timescale as the 
action-perception cycle. This process can fully incorporate external stimuli independently of whether 
goal-directed action planning or stimulus-response is implemented (the latter, in active inference, 
applies only in rare cases such as in the presence of habits). Rather, internally-generated refers to pro-
cesses that are outside the action-perception cycle (e.g., the covert replay of spatial trajectories while 
the animal sleeps and is deprived of external sensations).
Dual-process theories in reinforcement learning assume that goal-directed action and habits de-
pend on segregated neuronal and computational processes, and that they compete to control behaviour 
(although the possibility that they may also cooperate has been sometimes recognized). Within active 
inference, however, goal-directed actions and habits are better conceptualized within a hierarchical 
scheme in which the higher layers that implement goals can contextualize lower levels that implement 
less flexible responses (Pezzulo et al. 2015). The result is a continuum between goal-directed and ha-
bitual action that depends on the relative weight assigned to the different layers. Habits can arise in 
this scheme too, when the lower layers acquire sufficient precision to become essentially impermeable 
to the influences of the higher layers. As a further development of this view in the context of policy 
selection, one can consider that habitual policies can arise from the self-observation of goal-direct-
ed action planning when there is no (residual) ambiguity (Friston et al. 2016b). In this scheme, one 
would initially select policies in a goal-directed manner, and successively (when there is no ambiguity 
over time) develop a habitual policy: a “copy” of the most-often selected goal-directed policy, which 
can be selected in a stimulus-based manner rather than using deliberation and expected free energy 
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minimization. It is worth noting that in this scheme, habitual policies are not learned in parallel with 
goal-directed action (as assumed typically in dual theories) but only afterwards5.
7.4  Perceptual Symbol System Theory
The PP-inspired view of detached cognition sketched here connects quite well with the most devel-
oped conceptual framework for embodied cognition: perceptual symbol system theory (PSS) (Barsa-
lou 1999). In PSS, experiences are internalized to form embodied concepts (or “perceptual symbols”), 
whose re-enactment produces a “simulator” that steers “situated simulations”. Here, one can consider 
that “perceptual symbols” link to specific (unimodal) elements of a generative model and “simulators” 
link to multiple interconnected elements that form a multimodal concept (e.g., the concept of a dog 
generates multimodal predictions regarding what a dog looks like, how the bark sounds and the an-
ticipated softness of touching a dog). A “simulation” refers to the generative process of the generative 
model, which produces (or “hallucinates”) observations that are compatible with a given simulator or 
a combination of multiple simulators, much like deep (generative) neural networks are used to gener-
ate exemplars in machine learning (Hinton 2007). In PPS, however, a simulation is always “situated”: 
the (prior) information encoded in the simulator is combined with various contextual elements that 
are present at the moment a person instantiates a simulation. This implies that a person would pro-
duce different “situated simulations” of an airplane if he is flying or at home, if he is happy or worried, 
or if he is engaged in a memory task (e.g., recalling names of parts of an airplane) or imagining a 
future flight. This situatedness (or context-sensitivity) is a hallmark of human cognition and is cur-
rently beyond what current machine learning techniques can do; perhaps it would require embodying 
a PSS into an agent that dwells in realistic environments and has a rich set of personal experiences. 
Despite these limitations, some key ideas of PSS may be explained (or implemented) using the usual 
constructs of PP; a situated simulation might construct perception by generating and predicting ex-
teroceptive observations (predictive coding), guide action by generating proprioceptive predictions 
(active inference), and scaffold emotional experience by generating and regulating interoceptive states 
(interoceptive inference or embodied predictive coding; Barrett and Simmons 2015; Pezzulo 2013; 
Seth 2013). 
7.5  Enactivism and the Relations between Internal Modeling and Representation
Most of the ideas I discussed in this article would also lend themselves quite naturally to an enactivist 
perspective. This is consistent with previous observations that PP (and in particular active inference) 
has enactivist elements (Allen and Friston 2016; Friston et al. 2012b; Bruineberg et al. 2016). This 
seems prima facie surprising, given that active inference includes the (cybernetic) notion that adaptive 
control requires an internal model of the environment, and the idea of an internal model is closely re-
lated to the idea of internal representation, which is antithetic to enactivism. However, in active infer-
ence, internal modeling is instrumental to accurate goal-directed action control, over and above rep-
resentation (which is not the case in all theories of PP and perceptual predictive coding). Priors play 
the dual role of hypotheses (in perceptual processing) and goals (in action control). However, in most 
practical cases, the latter goal-oriented role is more fundamental, because there are some prediction 
errors, such as those generated by homeostatic processes, which cannot be minimized by “changing 
one’s mind” but require taking action (e.g., eating or drinking). Accordingly, the brain develops inter-
nal models and generates predictions to satisfy the agent’s goals (or to maintain allostasis) rather than 
to maintain an accurate internal representation of the external environment per se. In other words, the 
5 The rationale for this is that the full power of active inference is only necessary under risk (e.g., many-to-one relations between outcomes and internal 
states) and ambiguity (i.e., many-to-one relations between internal states and outcomes). When there is no ambiguity, then the external stimuli are 
usually sufficient to afford a successful state-action policy of the kind commonly used in fields like reinforcement learning. Therefore, developing a 
habitual policy would amount to a sort of “simplification” of the internal model, which is just another way to reduce free energy, see Friston et al. 2016b.
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success criteria for internal models of agent-environment dynamics are accurate prediction and goal 
achievement, not accurate mirroring of an external reality. In most practical applications, a model can 
afford good prediction even if it is sketchy and does not capture the full complexity of environmental 
dynamics. This is evident if one looks at published studies and compares the agent’s generative model 
with the “true” generative process (aka the “real” environmental dynamics). In summary, active infer-
ence can be conceived of as the synthesis of two ideas: that “the brain is for prediction” and “the brain 
is for action”. The focus on the latter, action-based and embodied aspects of brain function (which is 
not mandatory in other PP approaches) relaxes representational aspects of internal modeling.
An even more nuanced view of the relations between internal modeling and representation emerg-
es if one assumes that developing an internal model boils down to aligning (or synchronizing) pre-ex-
istent brain dynamics and rhythms to environmental dynamics, as discussed above in relation to hip-
pocampal processing. This may be not entirely satisfactory from an enactivist viewpoint, though, as 
it still requires postulating that internal models are within the brain. Alternatively, one can consider 
that even if an internal model is required for control, the internal model is not within the brain; rather, 
the brain-body-environment system as a whole implements an internal model6. For example, a robot 
may produce efficient locomotion by aligning internal dynamics (e.g., rhythmic behaviour produced 
by central pattern generators for locomotion) and external dynamics (a treadmill moving at a certain 
speed), while also exploiting some aspects of its embodiment (e.g., the design of its legs which may 
afford correct posture) to simplify control (Pfeifer and Bongard 2006). This echoes the claim that “the 
system” that operates locomotion is not reducible to a brain controller, and hence one need not postu-
late that internal models (or representations) are within the brain. While this latter argument is credi-
ble for tasks that require on-line engagement with the external environment (including other agents), 
as in the walking robot example, it is less clear whether it is sufficient for implementing higher cogni-
tive skills that may require the detachment of internal generative models from the rest of the system 
(e.g., from online environmental dynamics). For example, it is unclear how exactly the walking robot 
described above may form (or select among) locomotion plans. In other words, if internal models are 
formed by brain-body-environment systems, they may not be detachable from on-line interactions, or 
they may require additional elements to be detachable such as the internal emulation of environmen-
tal dynamics. It thus remains an open question whether treating the brain-body-environment system 
as an internal model would be sufficient to explain the kind of phenomena I have discussed here: for 
example, hippocampal internally generated sequences and their roles in memory and planning; men-
tal actions; and detached goal processing.
8  Conclusions
The key constructs of PP (e.g., prediction and prediction error, generative model, and precision) are 
increasingly used to explain cognitive phenomena of various complexity, ranging from action-per-
ception loops to interoception and emotion, decision-making, planning, and beyond. However, the 
mere application of the same principles to several domains leaves room for different interpretations. 
Embodied theories of cognition tend to assume interdependence between action-perception loops 
and higher cognitive domains, yet it is unclear how the latter may have originated from the former.
I have discussed three examples that illustrate a general principle: cognitive (or covert) mental activi-
ties may result from an internalization process which engages brain circuits and internal generative mod-
els originally used for overt behaviour (e.g., goal-directed spatial navigation, epistemic foraging in the 
external environment, or acquiring food to satisfy a currently felt hunger). Generative models implied in 
6 Technically speaking, internal states of a dynamic system can be distinguished from external states by appealing to the statistical concept of the 
“Markov blanket” that separates them. In this scheme, internal states model and act on external state to preserve the system’s integrity (Friston 2013). 
However, this formulation does not prescribe where the boundary between internal and external states should be located, and whether the “Markov 
blanket” separates (for example) the brain from the rest of the system, or the brain-body from the rest of the system, etc. One can also appeal to the 
idea that there are multiple, nested “Markov blankets”; see Allen and Friston 2016.
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PP may permit us to internalize (or to use fancy words, em-brain or cognitivize) key aspects of agent-en-
vironment interactions, including interoceptive loops as in the case of allostasis. This would permit the 
use of internal models in a “dual mode”, stimulus-tied vs. internally-generated (or spontaneous). The 
former mode is associated with (overt) action-perception cycles and the latter with (covert) cognitive 
processing which is detached from the here-and-now and can thus support, for example, future-orient-
ed (prospective) and past-oriented (retrospective) forms of higher cognition. These examples illustrate 
a gradualist PP perspective in which higher cognitive abilities are distinct from action-perception loops 
because they run (covert or overt) PP processes, not because they are implemented in distinct modules.
Interestingly, the three examples illustrate that internalization and dual use may be implemented in 
various ways. In the spatial navigation example, internalization has a clear neurophysiological conno-
tation: the same neuronal circuit (involving the hippocampus but also other brain areas) can operate in 
two modes, which correspond to two distinct dynamic regimes or brain rhythms (Buzsáki 2006; Buzsáki 
et al. 2014). In the epistemic action example, internalization refers to a functional principle — mental 
actions can achieve the same epistemic goals as external exploration actions — but it is currently unclear 
whether overt and covert forms of information foraging use shared neuronal circuits. Finally, in the ex-
ample of drives and goals, internalization rests on the construction of a PP hierarchy (e.g., a hierarchy of 
drives and goals) that can be successively engaged in a stimulus-tied mode (search for food when hun-
gry) and an internally-generated mode (search for food when not hungry but anticipate hunger), with 
the latter resting on cognitive goals that enjoy some detachment from drive states. This latter example 
suggests that some cognitive operations (e.g., the processing of abstract goals) can rest on hierarchical 
elaborations of action-perception (or interoceptive) loops, but also that the latter can be engaged when 
necessary during abstract goal processing (e.g., for anticipating the taste of a food). 
The idea of internalization is not novel, but PP offers a conceptual framework that facilitates dis-
cussions and empirical validation, and generalizes and extends several distinct proposals within a 
mechanistic and biologically-grounded scheme. I focused on three examples that have been recently 
characterized in PP terms. However, I consider them to be illustrations of a phenomenon that may 
be much more general. For example, as discussed above, theories of AOR and motor cognition have 
provided other useful examples of the off-line reuse of motor predictions in action understanding or 
simulation (Jeannerod 2006). Furthermore, one can construct the formation of self-models as an in-
ternalization of the “self ” as the center of predictions and experience (Hohwy and Michael forthcom-
ing), or the construction of an epistemic agent model (Metzinger 2015). Or one can think of somatic 
markers in terms of an internalization of evaluative processes, which permits the running of “what if ” 
loops (Damasio 1994). Finally, possible extensions of the same framework to social contexts, cultural 
and linguistic practices remain to be investigated (Clark 2016; Pezzulo et al. 2016b).
The extent to which one can describe higher forms of cognition in terms of the internalization 
of the process described here remains to be assessed, but using PP as a process model may help in 
charting this territory. It is also important to clarify that internalization does not exclude other ways 
to implement higher cognition; for example, this model is not necessarily antithetic to the idea that 
part of cognition is “externalized” or off-loaded to the environment, as in the case of using a computer 
(or even an abacus) to do maths, or rotating Tetris pieces to aid in deciding where to place them (the 
latter was indeed an early example of “epistemic action” in the literature, cf. Kirsh and Maglio 1994). A 
complete theory should encompass these and other possible roots to higher cognition. 
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