Abstract Given a set of entities associated with points in Euclidean space, minimum sum-of-squares clustering (MSSC) consist in partitioning this set into clusters such that the sum of squared distances from each point to the centroid of its cluster is minimized. A column generation algorithm for MSSC was given in du Merle et al. [15] . The bottleneck of that algorithm is resolution of the auxiliary problem of finding a column with negative reduced cost. We propose a new way to solve this auxiliary problem based on geometric arguments. This greatly improves the efficiency of the whole algorithm and leads to exact solution of instances with over 2300 entities, i.e., more than 10 times as much as previously done.
Introduction
Clustering is a basic chapter in data analysis. It adresses the following problem: given a set of entities find subsets, called clusters, which are homogeneous and/or well separated (e.g. Hartigan [28] ; Jain, Murty and Flynn [31] ; Mirkin [44] ). Many different criteria are used in the literature to express homogeneity and/or separation of the clusters to be found (see [22] for a survey). Among them, a frequently used one is the minimum sum of squared Euclidean distances from each entity to the centroid of the cluster to which it belongs. Partitioning n entities into k clusters with this criterion is known as minimum sum-of-squares clustering (MSSC).
For k ≥ 2 and one dimensional data, MSSC can be solved in O(n 3 ) time [57] . The problem is NP-hard in the plane for general values of k [42] . In general dimension, MSSC is NP-hard even for k = 2 [1] . If both k and dimension s are fixed, the problem can be solved in O(n sk+1 ) time [30] , which may be very time-consuming even for instances in the plane.
MSSC has several properties:
(i) It expresses both homogeneity and separation as explained in Späth's book [57] , pages 60-61; (ii) Given the assignments, the cluster centers are located in their centroids, due to first order optimality conditions. These are determined by a simple closed-form expression; (iii) Given the centroids, each entity is assigned to its closest centroid, due to local optimality. This just requires a few comparisons; (iv) Clusters obtained are spheroidal due to minimization of squared Euclidean distances. This may be desirable or not, depending on the problem considered.
Mathematical properties of MSSC are discussed in the books of Späth [57] , Mirkin [45] and Kogan [34] . Several hundred papers have been written on heuristics for MSSC and several thousand on their applications in many domains (see, for instance, Steinley's half century synthesis [58] ). The best known heuristic for MSSC is k-means [41] (indeed MSSC is sometimes called the k-means problem). This heuristic alternately applies properties (ii) and (iii) above until a local optimum is reached. It has been shown by Hansen and Mladenović [24] that while k-means usually gives good results for small number of clusters its performance deteriorates, sometimes drastically, when this number increases. Modifying k-means by adding a jump move of a centroid to an entity location gives a much better heuristic called j-means. Finally, combining j-means with a Variable Neighborhood Search (VNS) heuristic [25] , [26] , [46] gives a heuristic which often provides optimal solutions or best known ones. This empirical observation will be exploited in the algorithm presented below.
Other recent heuristics for MSSC include the global k-means method of Likas, Vlassis and Verbeek [40] , analyzed in [27] and modified by Bagirov [6] , Bagirov and Yearwood's nonsmooth optimization algorithm [7] , smoothing optimization algorithms due to Teboulle and Kogan [60] and Xavier et al. [64] , generated examples with well-separated clusters and up to n = 220 entities could be solved also.
The hardest task when devising exact algorithms for MSSC is to compute good lower bounds in a reasonable amount of time. Sherali and Desai [56] proposed to obtain such bounds by linearizing the model via the reformulationlinearization technique [55] . They claim to solve instances with up to 1,000 entities by means of a branch-and-bound algorithm. However, these results could not be reproduced and computing times in an attempted replication of [3] were already high for real data sets with about 22 entities.
Recently, Peng and Xia [51] proved the equivalence of MSSC and a model called 0-1 semidefinite programming (SDP), in which eigenvalues are binary. On the basis of these results, the present authors developed in [2] a branchand-cut SDP-based algorithm for MSSC with lower bounds obtained from the LP relaxation of the 0-1 SDP model. This algorithm obtains exact solutions for fairly large data sets, i.e., n = 202 and k ≥ 9, with computing times comparable with those obtained by the column generation method proposed by du Merle et al. [15] . This paper is organized as follows. Section 2 revisits the formulation of the problem and the column generation approach. In Section 3, we show how the auxiliary problem can be solved for MSSC instances in the Euclidean plane by taking advantage of its geometric properties. This is made by a connexion with the Weber problem with limited distances [14] . Section 4 shows how the geometric reasoning can be further exploited to solve auxiliary problems arising from the resolution of MSSC instances in general Euclidean space. Computational experiments for instances commonly used in the literature are reported in Section 5. Finally, conclusions are given in Section 6.
Column generation algorithm revisited
A mathematical programming formulation of MSSC is as follows:
x ij = 1, ∀i = 1, . . . , n x ij ∈ {0, 1}, ∀i = 1, . . . , n; ∀j = 1, . . . , k.
(1)
The n entities {o 1 , o 2 , . . . , o n } to be clustered are at given points p i = (p r i , r = 1, . . . , s) of R s for i = 1, . . . , n; k cluster centers must be located at unknown points y j ∈ R s for j = 1, . . . , k; the norm · denotes the Euclidean distance between the two points in its argument in the s-dimensional space under consideration. The decision variables x ij express the assignment of the entity o i to the cluster j. We assume that the number of entities n is greater than k, otherwise the problem is trivially solved by locating one cluster center at the position of each entity.
If y is fixed, the condition x ij ∈ {0, 1} can be replaced by x ij ∈ [0, 1], since in an optimal solution for the resulting problem each entity belongs to the cluster with the nearest center. Besides, for a fixed x, first order conditions on the gradient of the objective function require that at an optimal solution
Hence, the optimal cluster centers are always at the centroids of the clusters. Partitioning problems in cluster analysis can also be mathematically formulated by considering all possible clusters. Let us consider any cluster C t for which a it = 1 if entity o i belongs to cluster C t 0 otherwise, and let us denote by y t the centroid of points p i such that a it = 1. Thus, the cost c t of cluster C t can be written as
An alternative formulation for MSSC is then given by min z t∈T
where T = {1, . . . , 2 n − 1}. The z t variables are equal to 1 if cluster C t is in the optimal partition and to 0 otherwise. The first set of constraints state that each entity belongs to one cluster, and the following constraint expresses that the optimal partition contains exactly k clusters. Without loss of generality, they can be replaced by t∈T a it z t ≥ 1, ∀i = 1, . . . , n, and
This is a large linear partitioning problem with a size constraint, for which the number of variables is exponential in the number n of entities. Therefore, it cannot be explicitly written and solved in a straightforward way unless n is small. The column generation method proposed in [15] works with a reasonably small subset T ′ ⊆ T of the columns in (3), i.e., with a restricted master problem. The method is combined with branch-and-bound in order to solve exactly (3) for medium size (about 100-200 entities) to fairly large instances (1000 entities or more).
Resolution of (3) is iteratively done by augmenting the number of columns in the restricted master problem until optimality is proved with the columns at hand. Entering columns are found by solving an auxiliary problem, i.e., finding the list of entities of a cluster whose associated variable in (3) has negative reduced cost. Since a standard column generation method for solving the linear relaxation of the formulation (3) suffers from very slow convergence due to high degeneracy, two strategies for stabilizing column generation [16] were used and compared in [15] . That one for which the linear relaxation is solved by an interior-point algorithm, i.e., the weighted version of the analytic center cutting plane method (ACCPM) of Goffin, Haurie, and Vial [20] , was found to be the best.
Once the linear relaxation of the problem is solved, the integrality of the obtained solution is checked (and often found to hold for small to medium size problems with few clusters). Then, if the solution is not integer, branching is needed. The branching rule used in [15] is the standard one, due to Ryan and Foster [54] , i.e., branching by imposing in one hand that two entities belong to the same cluster and on the other hand that at most one of these entities belongs to any given cluster.
Auxiliary problem
The biggest obstacle for an efficient exact resolution of the MSSC via column generation is the difficulty of the auxiliary problem. The dual of the formulation (3) is expressed by
where the λ i for i = 1, . . . , n and σ are dual variables associated with the covering constraints and with the cardinality constraint.
Problem (4) is solved using a cutting plane method, starting with a relaxation and adding constraints as necessary. In classical Kelley's cutting plane method [33] , cuts are generated at an extreme point of the relaxed dual formulation. However, Kelley's method is known to slow down considerably in the presence of degeneracy [16] . ACCPM tackles this shortcoming by generating cuts at an analytic center of the current dual feasible region (cf. [18] ). In both cases, given dual values λ, σ, a violated cut is searched to be added to the relaxed dual problem. The violation π t of a constraint is given by
Since we are interested in finding violated constraints π t < 0. The auxiliary problem is then given by π * = min t π t . Although the enumeration of π t for all t ∈ T is too expensive, the value of π * can be found by solving
with y v denoting the centroid of points p i for which v i = 1. If π * < 0, then the optimal solution v * to (5) is added as a cut to the relaxed dual problem (in the primal, this is equivalent to adding a column to the restricted master problem together with its associated primal variable). Otherwise, problem (4) (or equivalently, problem (3)) is solved optimally.
From Huygens' theorem (e.g., Edwards and Cavalli-Sforza [17] ), which states that the sum of squared distances from all entities of a given cluster to its centroid is equal to the sum of squared distances between pairs of entities of this cluster divided by its cardinality, problem (5) can be expressed by
It is a hyperbolic (or fractional) program in 0-1 variables with quadratic numerator and linear denominator. This problem is solved in [15] by an adaptation to binary variables of Dinkelbach's algorithm [13] . This algorithm begins with a temptative value for (6) then reduces the problem to unconstrained quadratic 0-1 optimization by multiplying both sizes by the denominator and regrouping terms. If a positive value is obtained for the optimal solution of this last problem its corresponding value in (6) is computed and the procedure iterated. Its most expensive step is the resolution of a sequence of unconstrained quadratic 0-1 programs, which are solved in [15] by a VNS heuristic until optimality must be checked by a branch-and-bound algorithm.
A geometric approach
The auxiliary problem (5) can be viewed as minimizing the sum of functions equal to squared distances from the cluster center y v to each of the entities, but with a limit on each of the distances, after which the corresponding function does not increase anymore. Clearly, for a given location y v , v i is equal to 1 if p i − y v 2 ≤ λ i , and to 0 otherwise. Geometrically, in the plane, this is equivalent to the condition that v i = 1 if y v belongs to a disc with radius √ λ i centered at p i , and 0 otherwise.
A branch-and-bound algorithm based on the vector v would consider implicitly all 2 n subproblems generated by branching on binary variables v i for i = 1, . . . , n, while adding constraints p i − y v 2 ≤ λ i and p i − y v 2 ≥ λ i to the resulting subproblems. However, the resulting problems pertain to D.C. programming and are difficult to solve. Another possibility is to focus on components v i of v which are equal to 1. We then consider subproblems of the following type:
where S ⊆ {1, 2, . . . , n} is a non-empty set. Suproblems of type (7) are convex programming problems. Proposition 1 shows that an optimal solution for (5) is guaranteed to be an optimal solution to a subproblem of type (7).
be the optimal solution to (5). Then, y * v is the optimal solution to a subproblem of type (7) with a set S for which
Proof Define S * as the index set of all points p i such that
2 > λ i . Now let y ′ be the optimal solution for (7) with S * and suppose that y * v is not the optimal solution for it. Since,
, which is a contradiction.
⊓ ⊔
The auxiliary problem (5) still has another very important property which states that at optimal solution (v * v , v * ), y * v is at the centroid of points p i for which v * i = 1. Given a subproblem of type (7) with index set S, this implies that if the centroid of the points p i such that i ∈ S is not a feasible solution, then we conclude that the subproblem does not contain the optimal solution to (5). In the plane, it amounts to say that the centroid must belong to the intersection of all discs with index i ∈ S (which includes the particular case where S is a singleton).
Let us define A as the set of discs whose boundaries intersect at least one other boundary of a disc in two points, and B as the set of discs that do not belong to A. They include isolated discs and nested discs (i.e., discs that contain another discs in their interior and discs that are entirely contained into other ones). An useful result is shown by the following proposition:
Proposition 2 The number T of distinct regions which are intersection of discs p i − y 2 ≤ λ i is bounded by 2n(n − 1).
Proof The total number of points of intersection among discs in A is at most |A|(|A| − 1). Since each one of them can be associated with at most 4 different regions, and as each of these regions contains at least two of these points, the number of regions r A which are delimited by discs in A is bounded by 2|A|(|A| − 1). Each one of the discs in B can delimit at most one region. Consequently, the number of regions r B delimited by discs in B is equal to |B|.
Thus,
Proposition 2 implies that the number of subproblems of type (7) that need to be solved in order to obtain an optimal solution to (5) is polynomially bounded.
An algorithm was proposed in [14] for a similar problem in location theory, i.e., the 1-center Weber problem with limited distances. The only difference between this problem and (5) lies in the fact that Euclidean distances are used instead of squared ones. The algorithm proceeds by considering all intersection points between discs in the plane, and then solves, for each one of these points, the subproblems of type (7) corresponding to the four possible regions which are adjacent to the point. For instance, suppose that p is an intersection point between discs centered at points p i and p j , then the four possible non-empty index sets corresponding to regions for which p can be a vertex are formed by:
It appears that the algorithm of [14] implicitly assumes that regions delimited by discs in B either do not exist or can be discarded for evaluation. However, this is not true either for the 1-center Weber problem with limited distances or for (5), which makes the algorithm proposed in [14] incomplete. Figure 1 exhibits an auxiliary problem configuration which appears after 11 iterations of our column generation algorithm while clustering the 10 points described at the top of Figure 1 into 3 clusters. The shaded region (2) in the figure corresponds to the optimal solution of the auxiliary problem while region (1) is the solution provided if the algorithm of [14] is used instead.
Algorithm 1 presents the new algorithm obtained after completing the algorithm of [14] in order to consider sets S corresponding to regions delimited 
Algorithm 1
1. Enumerate all intersection points of pairs of convex regions in the plane as well as all discs whose boundary does not intersect any other one. Let L 1 and L 2 be the corresponding lists. 2. For each intersection point p ∈ L 1 defined by discs centered at points p i and p j , find the set S of all k such that k = i, j and p k − p 2 ≤ λ k . 3. Consider four sets: S, S ∪ {i}, S ∪ {j}, and S ∪ {i, j}. 4. Solve subproblems of type (7) defined by each of these sets. 5. Update the best solution if an improving one is found. 6. For each disc in L 2 find the set S ′ composed of its own index and the indices of all discs containing it. 7. Solve subproblems of type (7) defined by each S ′ . 8. Update the best solution if an improving one is found.
The simple following condition holds if two discs associated to points p i and p j intersect
one disc being contained in the other if
Based on these conditions, an acceleration procedure for Algorithm 1 is to build for each point p i , i = 1, . . . , n a list of non-decreasing distances to any other point. In step 1 of Algorithm 1, each point p i is tested in turn with all other points p j for j = 1, . . . , n, such that j > i, in order to know if their respective discs intersect. Indeed these points can be considered in the order given by the sorted list of p i and the search for intersections halted as soon as
where λ max = max{λ i } for i = i + 1, . . . , n. Note that exactly the same test can be used in order to speed up step 2 of the algorithm.
Branching
The classical branching rule is applied whenever branching is needed to solve (3). It consists on finding two rows i 1 , i 2 such that there are two columns t 1 and t 2 with fractional values at the optimum and such that a i1t1 = a i2t1 = 1 and a i1t2 = 1, a i2t2 = 0. Then, constraints are introduced in the auxiliary problem of both subproblems in the form (i) v i1 = v i2 for one branch, and (ii) v i1 + v i2 ≤ 1 for the other one. Problem (5) in the presence of branching constraints can be expressed as
where I 1 , I 2 are the index sets of pairs of entities involved in constraints of form (i) and (ii), respectively. Algorithm 1 is not able to solve problem (8), since optimal solutions may now be associated to index sets which do not correspond directly to a region in the plane. In fact, Proposition 1 is no longer valid in the presence of branching constraints. A very simple example consists of two points p i , p j whose discs of radius √ λ i and λ j do not intersect while a constraint states that points p i and p j must be together. In this case, none of the index sets S scanned by Algorithm 1 is able to provide a feasible solution to the problem.
Fortunately
is the index set of points p i for which p i − y v 2 ≤ λ i , and for which (i, j) ∈ I 1 or (i, j) ∈ I 2 with j ∈ S 1 (y v ) ∪ S 2 (y v ); -S 2 (y v ) is the index set of points p i for which p i − y v 2 > λ i , and for which (i, j) ∈ I 1 with j ∈ S 1 (y v
* ) be the optimal solution of (8) and letv
is the optimal solution of a subproblem given by
with sets S 1 , S 2 , S 3 ⊆ {1, . . . , n} and where X is the polyhedron of branching constraints.
Proof From the definition of
′ ) be the optimal solution to (9) regarding S 1 = S 1 (y * v ), S 2 = S 2 (y * v ) and S 3 = S 3 (y * v ), and suppose that the optimal solution of (8) (y * v ,v * ) is not optimal for (9). Then, we can construct v ′ as:
The importance of Proposition 3 lies in the fact that, given the optimal y * v , the optimal subproblem of type (9) with sets 9) . For each region in the plane, sets S 1 , S 2 and S 3 are determined to form a subproblem of type (9) (remark that any location y in a given region of the plane defines the same sets S 1 (y), S 2 (y) and S 3 (y)). Then, the subproblem is solved by a branch-and-bound procedure. Note that whenever S 1 , S 2 = ∅, subproblem (9) turns out to be equivalent to subproblem (7) , and therefore, enumeration is not needed.
Decisions in the branch-and-bound algorithm are made by presence-absence dichotomy on variables v i , for ∀i ∈ S 1 ∪ S 2 . Lower bounds are calculated in each node as the difference of two values:
1. the cost of the node solution, which is calculated with respect to the centroid of points p i for which decision v i = 1 is fixed; 2. the sum of the prices λ i of the free variables v i .
When (8) contains a few branching constraints, sets S 1 and S 2 have small cardinality by definition. So, the given branch-and-bound method to solve (9) performs very well in practice. In the presence of a larger number of branching rules, solving (9) becomes a more difficult task. To this purpose, we remark that (9) can be reformulated exactly (in the sense of [39] ) by introducing parameters:
decision variables:
and constraints:
to (9). We then replace constraints
and the terms p i − y 2 v i for i ∈ S 1 ∪ S 2 in the objective function by ω i . We thus obtain the reformulated problem:
which is a convex MINLP, for which there exist practically efficient algorithms (e.g. [8, 38] ). We also remark that its continuous relaxation is a continuous NLP which can be solved in polynomial time [63] . Finally, note that Algorithm 1 can be used without modifications to provide approximate solutions to (8) . This can be done up to the moment that the exact resolution of (8) is required to prove that (3) was in fact optimally solved.
Generalization to the Euclidean space
Let us consider a graph G = (N, E) for which there is a node n i ∈ N corresponding to each point p i , for i = 1, . . . , n. Besides, an edge e ij exists in G if and only if
i.e., e ij ∈ E if and only if the hyperspheres G centered at p i and p j with radius √ λ i and λ j intersect.
The following result allows us to generalize the geometric approach in the plane by considering the intersection graph of hyperspheres centered at the points p i , for i = 1, . . . , n.
Proposition 4 If a solution (y *
v , v * ) is optimal to (5) then the elements of the set N * = {n i |v * i = 1} form a clique in G.
Proof Let us suppose that (y * v , v * ) is the optimal solution of (5) and that the elements of N * do not form a clique in G. Hence, there are two nodes n i , n j in N * for which e ij / ∈ E, i.e., the hyperspheres centered at p i and p j with radius √ λ i and λ j do not intersect. In such a case, y * v is certainly located outside at least one of these hyperspheres. Suppose p i − y * v > √ λ i , then a reduction in the cost of the solution is obtained by setting v * i = 0, which contradicts the optimality of (y * v , v * ).
⊓ ⊔
The number of distinct regions resulting from the intersection of hyperspheres is not polynomially bounded in n only. However, Proposition 4 allows to better exploit (6) above. Indeed it can be written as 
Branching
As proposed in [15] , branching constraints of type v i = v j can be added to the auxiliary problem (6) by reducing by one the number of its variables and updating coefficients accordingly. In the case of branching constraints of type v i + v j ≤ 1, it suffices to set coefficient d 2 ij − λ i − λ j to an arbitrary large value. Thus, the auxiliary problem is expressed by σ + min
where w i ′ is the number of variables merged in variable v i ′ . Note that the form of the auxiliary problem is not changed. It is still a fractional program in 0-1 variables with quadratic numerator and linear denominator.
An observation must be made when setting coefficients based on the intersection graph of hyperspheres in the presence of branching constraints of type v i = v j . Suppose entities o i and o j for which there is a constraint stating that v i = v j . Consequently, variables v i and v j are merged together in a single variable v i ′ of (11). Let us consider now v k ′ the variable associated to entity o k , then coefficient d
i.e., only if
This can be generalized to any pair of variables v i ′ , v j ′ in the follwong manner.
can be set to an arbitrary large value in (11).
Solving by cliques
Moreover, Proposition 4 permits to exactly solve the auxiliary problem by directly searching for cliques in G. Algorithm 2 presents the steps to compute the optimal solution to (11) from the intersection graph of hyperspheres G = (N, E).
Algorithm 2
1. While G is not empty (a) Find a vertex n i with smallest degree in G. Clearly, Algorithm 2 is more efficient for sparse graphs G than for dense ones as subproblems (11) solved in (c) tend to have less variables Indeed, the sparsity of G depends on the dual values λ, which tends to decrease with the number of clusters. This is due to the fact that when k is large, entities are likely to be close to their second-closest centroids in the optimal solution. Consequently, a second copy of an entity has little impact on the objective function value which means that the values λ of the dual variables are small.
Computational results
Computational experiments were performed on a AMD 64 bits platform with a 2 GHz clock and 10 Gigabytes of RAM memory. The algorithms were implemented in C++ and compiled by gcc 3.4. Unconstrained 0-1 quadratic programs are solved by the algorithm proposed in [23] which was observed to perform better than CPLEX 10.1. Eleven real-world data sets were used in our numerical experiments. They are briefly listed in Table 1 together with references to where more information about them can be found. For all experiments reported here, initial solutions are obtained by jmeans [24] . They are used to add initial cuts to model (4) as well as to estimate initial dual bounds (c.f. [15] ) which may be adjusted throughout execution if necessary.
Results in the plane
In this subsection we compare the column generation of [15] , denoted accpmvns-qp, with two improved ones, i.e., (i) accpm-a1 which uses Algorithm 1 to exactly solve all auxiliary problems, and (ii) which uses one iteration of heuristic VNS (which reachs the largest neighboord once) to provide approximate solutions to auxiliary problems until optimality must be proved by Algorithm 1. Note that it is not worthwhile to use VNS for many iterations since Algorithm 1 is polynomially bounded in O(n 3 ). The results are also compared to those of two other methods proposed in the literature, i.e., the repetitive branch-and-bound algorithm (rbba) of Brusco [9] and the best branch-and-cut SDP-based algorithm (bb-sdp) of [2] . Tables 2-7 show results for data sets in the plane. They present in the first column the number k of clusters, and optimal solution values f opt are reported in the second column. The values associated to each algorithm refer to their respective CPU times (in seconds) spent on solving exactly the instance. Finally, a last column is included to present gap values between upper and lower bounds obtained at the root node, denoted U B 0 and LB 0 respectively, which are calculated as (U B 0 − LB 0 )/LB 0 . The letter 'i' indicates that no initial gap exists, i.e., the problem is already solved by the accpm algorithms at the root node, without branching. Otherwise, the number of branch-andbound nodes is given in parenthesis. Table 2 shows that all methods perform well or very well for Ruspini's data set with n = 75 entities. Algorithm rbba is particularly efficient for small values of k, while its performance quickly deteriorates as k increases. This is due to the fact that the number of branchs in RBBA is O(k n ). For k ≥ 5, algorithms accpm-a1 and accpm-vns-a1 are always faster than the other methods. Table 3 presents results obtained in less than 12 hours of CPU time for the Grötschel and Holand's data set with n = 202. Algorithm rbba is not able to solve even the problem with k = 2 clusters in less than 12 hours. So, we do not refer to its results in the subsequent tables. As empirically observed in [2] , the performance of algorithm bb-sdp deteriorates as k decreases, in contrast with
, the sparsity of the discs in the plane, which is implied by small dual values, makes Algorithm 1 more efficient than VNS to solve the auxiliary problems. So, algorithm accpm-a1 performs better than accpm-vns-a1 for these values of k. The sparsity effect also appears to be advantageous to the unconstrained 0-1 quadratic programming solver since the algorithm is faster for instances with larger number of clusters. Regarding the results for the Grötschel and Holand's data set with n = 666 entities presented in Table 4 , a CPU time limit of 1 day was established, which proved not to be enough for algorithms bb-sdp and accpm-vns-qp. Therefore, the results of these algorithms will not be reported from now on since they demand too much time to exactly solve instances of the largest data sets. Table 4 shows that algorithm accpm-a1 is faster than accpm-vns-a1 from k ≥ 4. The results in Table 5 show that accpm-a1 is faster than accpm-vns-a1 from k ≥ 7. The algorithms appear to be scalable for larger values of k due to increasing sparsity of discs in the auxiliary problems. It is worthwhile to mention that some of the state-of-art heuristics proposed in [11, 24, 36, 37, 47, 59 ] did not report the optimal solutions found here for the Reinelt's drilling data set with n = 1060 entities and k = 120, 150. To the best of our knowledge, this is the first time that such solutions are reported in the literature. Finally, algorithms accpm-vns-a1 and accpm-a1 were tested for Padberg and Rinaldi's data set with n = 2392 entities. From the geometric interpretation of the auxiliary problem corroborated by the results presented in the previous tables, we concluded that algorithm accpm-vns-a1 is more efficient for instances with small number of clusters. Therefore, Table 6 presents only the results of accpm-vns-a1 for 2 ≤ k ≤ 10. Note that these instances require a lot of computing time to be exactly solved (e.g. more than one week was necessary to solve the instance with k = 9). Table 7 presents the results obtained by algorithm accpm-a1 for the Padberg and Rinaldi's data set with n = 2392 entities using large values of k. For these instances, approximately 3-5% of the total computing time is spent solving the auxiliary problems, revealing that at this point (≈ 2000 entities) the resolution of the restricted master problem by ACCPM is the most expensive step of the algorithm. Note that the largest CPU time reported in Table 7 is of approximately 29 hours for k = 150. 
Results in general Euclidean space
Two other algorithms were implemented in order to check the computational effect of the geometric arguments in general Euclidean space. They are: (i) accpm-vns-qp+, which is similar to accpm-vns-qp proposed in [15] except that some coefficients are modified to arbitrarily large values in the auxiliary problem following the geometrical arguments presented in Section 4, and (ii) accpmvns-a2, which uses one iteration of VNS to obtain approximate solutions to auxiliary problems until optimality is certified by Algorithm 2. Table 8 shows CPU times spent by the different algorithms in order to solve exactly instances of the Fisher's Iris data set with n = 150 entities in s = 4 dimensions. The results shows that again rbba is very efficient for small number of clusters, though its performance deteriorates very fast as k increases. Moreover, except for k = 2, algorithm accpm-vns-qp+ performs better than accpm-vns-qp. Finally, since the auxiliary problems are small for this data set (n = 150), Algorithm 2 is not very advantageous for solving them. In fact, for the instance with k = 2, algorithm accpm-vns-a2 is much less efficient than the others.
The results in Table 9 give CPU times spent on solving exactly instances of the Glass identification data set with n = 214 in s = 9 dimensions. We notice that instances with k ≤ 10 cannot be solved in less than 1 day of computation. In particular, algorithm rbba takes more than 1 day to solve even its most favourable case with k = 2. Therefore, the next tables will not refer to its results. Likewise, results of algorithm bb-sdp will not be reported in the following tables since it is clearly outperformed by ACCPM algorithms. From the results om Table 9 , algorithm accpm-vns-qp+ outperforms accpmvns-qp in all tested instances. Since this is also true for the computational experiments on the other data sets, we will not report the results of accpmvns-qp from now on. This fact confirms the benefits derived from the geometric interpretation of the auxiliary problem. Moreover, algorithm accpm-vns-a2 was more efficient than accpm-vns-qp+ for the instances with the most difficult auxiliary problems (i.e., 15 ≤ k ≤ 30), showing that solving (11) by isolating cliques is a good strategy in these cases. Taking into account the increasing computing times spent by VNS as the value of n increases, one may ask if it would not be better to solve exactly the auxilary problems at each iteration of ACCPM. In order to answer this question, two other algorithms are considered for comparison in Tables 10, 11 , 12. They differ only in the way that auxiliary problems are dealt with. While accpm-qp+ always uses Dinkelbach's algorithm to solve the auxiliary problems, accpm-a2 uses Algorithm 2 instead, i.e., using Dinkelbach's algorithm on each clique.
From Table 10 , we notice that the algorithms that solve auxiliary problems by cliques (i.e., accpm-vns-a2 and accpm-a2) perform usually better than their counterparts that solve the auxiliary problems by considering the whole intersection graph of hyperspheres (accpm-vns-qp+ and accpm-qp+, respectively). In particular accpm-a2 is the best algorithm from k ≥ 60. The same conclusions can be extended to Tables 11 and 12, except that for these larger data sets accpm-a2 is very often the best algorithm for the instances that can be exaclty solved within a CPU time limit of 2 days. We have still obtained results for a larger data set consisting of 2310 entities in 19 dimensions taken from [5] by means of algorithm accpm-a2. The results presented in Table 13 shows that instances with a ratio of n/k ≈ 10 can be exactly solved in a reasonable amount of time by the column generation algorithm, which is a new record for benchmark data sets of this magnitude (n = 2310) and this dimension (s = 19). Finally, we compare our approach in the plane with that tailored for problems in general Euclidean space. Since the superiority of the approach in the plane for a small number of clusters is obvious, we decided to focus this comparison on instances with large values of k. The best algorithm regarding each one of the approaches is then selected for comparison, i.e., accpm-a1 from the class of algorithms which tackles exclusively instances in the plane and accpm-a2 from the class of algorithm dealing with instances in general Euclidean space.
In the graph of Figure 2 , we plot the percentage of CPU time spent by algorithm accpm-a2 in excess of the CPU time spent by algorithm accpm-a1 when solving different instances of the Reinelt's planar data set with 1060 entities. From the graph, we notice that accpm-a1 tends to be increasingly better than accpm-a2 as k augments, though the computing times are smaller for instances with a large number of clusters.
Conclusions
MSSC is a central problem in cluster analysis. Numerous heuristics as well as a variety of exact algorithms have been proposed for its solution. These last ones include the column generation algorithm of du Merle et al. [15] which is the point of departure of this paper. The bottleneck step of that algorithm appeared within the auxiliary problem and was the solution of unconstrained 0-1 quadratic programs. Based on geometric reasoning, a different and more efficient way of solving this auxiliary problem is proposed in this paper. It exploits systematically the property that far apart points will not belong to the same cluster. This property is made precise by proving that it is the case when their mutual distance exceeds the sum of square roots of the corresponding dual variables at the current iteration. Geometrically, solutions in the plane correspond to a quadratic number of regions which are determined by a O(n 2 ) algorithm. This leads to solution of the auxiliary problem in O(n 3 ), at least when there is little branching in the master problem which appears to be most often the case. Finding all similar regions in a higher dimensional space would be time consuming. However, the way to solve the auxiliary problem can still be improved by replacing by a large value coefficients in the unconstrained 0-1 quadratic programs corresponding to far apart entities. This has led to substantially increase the size of instances solved exactly. In the plane, instances with n up to 2392 entities and k ≥ 2 have been solved exactly most of them for the first time. The increase in the size of the instances exactly solved has thus been multiplied by more than 10. In general Euclidean space problems with up to n = 2310 and k = 250 clusters in 19 dimensions have been solved. However, it appears that the number of entities per cluster should be small, i.e. n/k roughly equal to 10, in order to solve such instances in reasonable time.
