We present a method to constrain galaxy parameters directly from 3-dimensional data-cubes. The algorithm compares directly the data-cube with a parametric model mapped in x, y, λ coordinates. It uses the spectral Line Spread Function (LSF) and the spatial Point Spread Function (PSF) to generate a 3-dimensional kernel whose characteristics are instrument-specific or user-generated. The algorithm returns the intrinsic modeled properties along with both an 'intrinsic' model data-cube and the modeled galaxy convolved with the 3D-kernel. The algorithm uses a Markov Chain Monte Carlo (MCMC) approach with a non-traditional proposal distribution in order to efficiently probe the parameter space. We demonstrate the robustness of the algorithm using 1728 mock galaxies and galaxies generated from hydrodynamical simulations in various seeing conditions from 0.6" to 1.2". We find that the algorithm can recover the morphological parameters (inclination, position angle) to within 10% and the kinematic parameters (maximum rotation velocity) within 20%, irrespectively of the PSF in seeing (up to 1.2") provided that the maximum signal-to-noise (SNR) is greater than ∼ 3 pix −1 and that the galaxy half-light radius (R 1/2 ) to seeing ratio (FWHM) is greater than about 0.75. One can use such algorithm to constrain simultaneously the kinematics and morphological parameters of (non-merging) galaxies observed in non optimal seeing conditions. The algorithm can also be used on Adaptive-Optics (AO) data or on high-quality, high-SNR data to look for non-axisymmetric structures in the residuals.
INTRODUCTION
Thanks to several studies using optical or near-infrared (NIR) integral field unit (IFU) spectroscopy of Hα emission from local and high-redshifts (z > 1) galaxies (Förster Schreiber et al. 2006; Law et al. 2007; van Starkenburg et al. 2008; Cresci et al. 2009; Förster Schreiber et al. 2009; Lemoine-Busserolle et al. 2010; Law et al. 2012; Contini et al. 2012; Epinat et al. 2012; Buitrago et al. 2014) , our understanding of galaxy formation has changed significantly in the past decade. For instance, these surveys have shown that a significant subset of high-redshift galaxies have a disc-like morphology and shows organized rotation, with regular velocity fields.
In contrast to low-redshift studies (e.g. Bacon et al. 2001; Cappellari et al. 2011) , high-redshift (1 z 2) galaxies are observed at a spatial resolution that is severaly limited by the seeing conditions due to their small apparent angular sizes. In order to overcome the low spatial resolution, observations with Adaptive-Optics (AO) are often required (Law et al. 2007 Genzel et al. 2008; Wright et al. 2007 Wright et al. , 2009 Genzel et al. 2011) . But, observations with AO are expensive, with the additional instrumental costs, and add strong observational constraints such as the additional exposure times required to 1 CNRS/IRAP, 14 Avenue E. Belin, F-31400 Toulouse, France 2 University Paul Sabatier of Toulouse/ UPS-OMP/ IRAP, F-31400 Toulouse, France 3 CNRS, UMR 5574, 9 avenue Charles André, 69561 SaintGenis-Laval cedex, France 4 Université de Lyon, Lyon, F-69003, France ; Université Lyon 1, Observatoire de Lyon, 9 avenue Charles André, Saint-Genis Laval, F-69230, France ; CNRS, UMR 5574, Centre de Recherche Astrophysique de Lyon ; Ecole Normale Supérieure de Lyon, Lyon, F-69007, France compensate for the loss in surface brightness sensitivity (Law et al. 2006) . Indeed, the surface brightness limit for AO observations taken on smaller pixels is higher leaving the current state-of-the art observations to the objects with the highest surface brightnesses.
Given these challenges and the advancements in multiplexing IFU observations with the Very Large Telescope (VLT) second generation instruments like KMOS (Sharples et al. 2006 ) and the Multi-Unit Spectrograph Explorer (MUSE, Bacon et al. 2006 Bacon et al. , 2015 , it is important to have tools that can give robust estimates on the galaxy physical properties. In particular KMOS will bring large statistically significant samples of highredshift galaxies as it can observe 24 galaxies at a time, but this facility will always lack an AO unit. This could potentially be a serious limitation since the robustness of the derived kinematic parameters may depend on the quality of the atmospheric conditions (seeing can range from 0.4" to >1.0" in the near-IR).
In order to overcome these limitations, we present a new tool named GalPaK 3D (Galaxy Parameters and Kinematics 5 ) designed to be able to disentangle the galaxy kinematics from resolution effects over a wide range of conditions. This is not the first code to model galaxy kinematics from IFU data (e.g. TiRiFiC, Józsa et al. 2007 ) but this code departs from current methods in a significant way: it uses the three dimensional data cube directly for the first time 6 , whereas all other methods work from the two-dimensional velocity field (e.g. Cresci et al. 2009; Epinat et al. 2009; Davies et al. 2011; Davis et al. 2013; Andersen & Bershady 2013) . This paper is organized as follows: we describe the GalPaK 3D algorithm in section § 2. We present some test case examples in § 3. We present results from an extensive analysis of 1728 synthetic galaxies in § 4, where we discuss the impact of the accuracy in the point-spread-function (PSF) characterization. In § 5, we present an analysis of data cubes generated from hydrodynamical simulations of isolated disks from MichelDansac et al. (in prep.) . We summarize this paper in § 6. Throughout, we use the following cosmological parameters H 0 =70 km s −1 , Ω Λ =0.7 and Ω M =0.3.
THE GALPAK 3D ALGORITHM
In this section, we outline the algorithm principles, which is designed to be able to determine galaxy morphokinematic parameters from the three dimensional data cube directly. We discuss the merits of using the parametric forward fit and its limitations.
A parametric galaxy model in 3-dimensions
Traditionally kinematic analyses use 2-dimensional maps generated by line-fitting codes with sufficient signal-to-noise on all spaxel in order to fit reliably the wavelength centroid and the line width. This SNR condition is easily met at low redshifts, but for small highredshift galaxies, it is usually not the case. In principal, the choice to work in 2D or 3D space is equivalent, but we will show that our method can work in the regime (on the spaxels) where the signal-to-noise per pixel (SNR pix −1 ) is not sufficient for line-fitting codes, which require a minimum SNR on all spaxels.
When the PSF Full Width at Half Maximum (FWHM) can be characterized to sufficient accuracy 7 (within 10% or 20%, see § 4), one can take its characteristics together with the instrumental Line Spread Function (LSF) into considerations and recover the intrinsic modeled galaxy parameters. The algorithm uses the spectral LSF and the spatial PSF to generate a 3-dimensional kernel whose characteristics are set for the given instrument (or a usergenerated instrument module).
While a full deconvolution of hyper-spectral cubes would be preferred, it is usually a challenge mathematically (but see Villeneuve & Carfantan 2013) , and a forward convolution of a parametric model offers a very useful alternative. This forward convolution gives us the opportunity to estimate intrinsic modeled kinematic parameters in a wider range of seeing conditions as illustrated in these recent papers (see Bouché et al. 2013; Péroux et al. 2014; Soto et al. 2014, and Schroetter et al. for first applications).
For the forward convolution, we need a parametric model, and we focus here on galaxy disk model for emission line surveys, but the algorithm is adaptable to other situations. In order to construct a modeled galaxy in the observational coordinate systems (x, y, λ), we start by generating a three dimensional galaxy model in an Euclidian coordinate system (x, y, z), where the z-axis is normal to the galaxy plane (x, y). We apply a radial flux profile I(r), from one of the traditional Gaussian, 7 The PSF shape matters more than the level of accuracy on the FWHM.
exponential and deVaucouleur choices as parameterized by the Sersic profile:
with n = 0.5, 1.0 and 4.0, respectively, where R e is the effictive radius, f tot the total flux and b n such that R e is equivalent to the half-light radius R 1/2 . Note the Sersic index n is kept fixed given the large degeneracies it creates with other parameters such as the galaxy halflight radius. We add a disk thickness h z to the disk model. The disk thickness h z was assumed to go as exp(−z 2 /2 h 2 z ) where z is the height above the plane and the user can set an exponential profile or sech 2 profile. We set the disk thickness to h z = 0.15 R 1/2 where R 1/2 is the disk half-light radius. This choice corresponds to h z ∼ 1 kpc, typical of high-redshift edge-on/chain galaxies Elmegreen & Elmegreen (2006) . This create a flux cube in Euclidean coordinates.
For the gas kinematics, we create three kinematic cubes in the same spatial coordinate reference frame for the velocities v = (V x , V y , V z ) assuming circular orbits. The rotational velocity v(r) with a maximum rotation velocity V max can have several functional forms: It can be an arctan velocity profile (e.g. Puech et al. 2008) , an inverted exponential (Feng & Gallo 2011) or a hyperbolic tanh profile (e.g. Andersen & Bershady 2013) :
where r t is the turn-over radius and V max the maximum circular velocity. These choices are more extensively discussed in Epinat et al. (2010) but it is worth noting that the 'exp' and hyperbolic rotation curves have a sharper transition around the turnover radius. We stress that our parameter V max is not the projected asymptotic velocity, but is the true asymptotic velocity irrespective of the inclination. Another option, called 'mass', assumes a constant light-to-mass ratio and sets v(r) from the enclosed light/mass I(< r) profile
where V max normalizes the profile. This option has a rotation curve that peaks at some radius (set by the halflight radius), decreases at larger radii and is to be preferred for nuclear disks or when there is no significant dark matter component. We then rotate the disk model around two axes according to an inclination (i) and position angle (PA) and create a cube in x, y, and λ using the three intermediate 2D maps: the flux map, the velocity field and the dispersion map (σ tot ). The flux map is obtained from the rotated flux cube summed along the wavelength axis. The velocity field is obtained from the flux-weighted mean V z velocity cube. The total (line-of-sight) velocity dispersion σ tot is obtained from the sum of three terms (added in quadrature). It includes (i) the local isotropic velocity dispersion σ d driven by the disk self-gravity is Epinat et al. (2010 Epinat et al. ( , 2012 ; Wisnioski et al. (2011); Law et al. (2012) .
To summarize, the flux profile can be chosen to be 'exponential' (n = 1.0),'gaussian' (n = 0.5), and 'de Vaucouleur' (n = 4.0), the velocity profile v(r) can be arctan ('arctan'), inverted exponential ('exponential'), hyperbolic ('tanh') or that of mass profile ('mass'), and the local dispersion can be that of thin or thick disk. There are in total 10 free parameters 8 to be determined from the data. The 10 parameters are the x o , y o , z o positions, the disk half-light radius R 1/2 , the total flux f tot , the inclination i, position angle PA, the turn-over radius r t , the maximum circular velocity V max and the one-dimensional intrinsic dispersion σ o . We will refer to the last two (V max , σ o ) as kinematic parameters. Finally, the simulated galaxy is convolved (in 3D) with the PSF and the instrumental LSF specific for each instrument 9 . The 3D convolution is performed using Fast Fourier Transform (FFT) libraries.
The MCMC algorithm
In order to determine the 10 free parameters on hyperspectral cubes one needs an algorithm that is independent of initial guesses on the parameters, that can converge even in the presence of local minima, and that can handle low signal-to-noise data. This is particularly difficult for traditional minimization methods because the χ 2 hyper-surface is very flat (outside the shallow well near the optimum parameters), and as a result minimization algorithm tends to not converge and be very susceptible to local minima.
Here, we use an algorithm to optimize the parameters using Bayesian statistics with flat priors on bound intervals for each of the parameters. The algorithm con-structs Monte-Carlo Markov-Chains with a MetropolisHasting (MH) sampler Hastings (1970) . At each iteration we compute the new set of parametersx i+1 from the lastx i set with a proposal distribution P from which to draw:
where the new set of parameters are accepted or rejected as in any Metropolis-Hasting algorithm. The new proposal set of parameters x i+1 are then accepted or rejected according to the posterior distribution, which amounts to the likelihood L ∝ −χ 2 in the considered case of flat priors on the parameters. In other words, we assume that the pixels are independent and that noise properties are Gaussian, which is appropriate for optical/nearIR data taken in background limited regime, and the user can provide the full variance cube. More appropriate likelihood functions for low counts with Poisson noise can be found in Mighell (1999) .
The scaling vectorĥ in Eq. 6 is derived from the variance on the flat (uniform) prior distributions whose boundaries are adjustable (the default values are listed in Table 1 ). The user may need to rescale the vectorĥ in order to have acceptance rates between 20 and 50%. Convergence is usually achieved in a few hundreds of iterations, even though we typically let the algorithm run for 15,000 iterations.
In principle, one has the freedom to use any proposal distribution P (e.g. MacKay 2003). A Markov chain is said to converge to a single invariant distribution (the posterior probability) when the state of the chain persits once it is reached and is said ergodic when the probabilities x n converges to that invariant distribution as n → ∞, irrespectively of the initial parameters (Neal 1993) 10 . In addition, if the sampler satisfies the following conditions P (x|x ) = P (x |x), as we have used, the algorithm reverts to the Metropolis method, which satisfy the two conditions. In practice, however, one also needs a distribution that probes the parameter space efficiently in order to converges in a reasonable amount of cpu-hours, regardless of the initial parameters.
A common proposal distribution is the uniform distribution that gives equal probabilities to all possible values. The Gaussian proposal distribution P (x |x) = N (x, 1) is probably the most commonly used and is popular but has one major drawback: the Gaussian distribution is rather narrow such that the algorithm becomes sensitive to the initial conditions making the time to convergence to the optimum values very sensitive to the initial guess. If the width of the proposal distribution is small, the convergence is too slow/large, and when it is large (for convergence purposes), it will lead to low acceptance rate and poor efficiencies for convergence. To remedy this problem, one could use a mixed distribution with a Gaussian draw say 90 percent of the time and a uniform draw 10 percent of the time allowing the chain to escape from a local minimum. Compared to the Gaussian proposal, the mixed distribution has one additional parameter that needs to be fine tuned to the problem, such as the mixing ratio.
A third option, as advocated by Szu & Hartley (1987) , is to use a draw from a Cauchy distribution which has by definition longer wings (i.e. P is a Lorentzian profile where
The lorentzian wings are important to allow the chain make large jumps in the initial 'burn' phase (and out of a local minimum) ensuring rapid convergences and no sensitivity to initial parameters. Another advantage of a Cauchy proposal distribution is that it has only one parameter, γ, compared to the mixed one.
We tested these various choices on simulated cubes and found that the Cauchy proposal distribution converged faster than the other methods and was least sensitive to the initial parameters. In other words, with the Cauchy non-traditional proposal distribution, a few hundred steps of the MCMC are required to pass the burn-in phase, and we typically run the chain through 10,000 steps to robustly sample the posterior probability distribution.
The 'best-fit' parameters are determined from the posterior distributions. We use the median and the standard deviation of the last fraction (default 60%) of the MCMC chain with 15,000 iterations to determine the 'best-fit' parameters and their errors, respectively. Two other schemes are available in the algorithm. One can use a fraction (default 60%) of the MCMC chain around the minimum χ 2 or the last fraction (default 60%) of the MCMC chain sorted by χ 2 . The full MCMC chain is saved such that the user can use his/her preferred technique.
The algorithm is implemented in Python and uses the standard numpy and scipy libraires. In addition, it uses the bottleneck 11 (Frigo & Johnson 2005) and FFTw
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libraries (Frigo & Johnson 2012) in order to speed up certain matrix operations and the PSF+LSF convolution, respectively. It requires FITS files as inputs. The algorithm is modular so that the user can add specifications for other instruments. The online documentation describes the syntax and it takes about 2, 5 and 10 minutes on a laptop (@ 2.1 GHz) to run 10,000 iterations on a data-cube with 30 3 pixels, 40 3 pixels, and 60 3 pixels respectively. In other words, the computation time scales as t ∝ N pix log(N pix ) where N pix is the number of pixels, showing that the FFT calculation dominates.
HIGHLIGHT APPLICATIONS

Example on 2D data
Before applying the tool on 3D data, it is important to validate the method on simpler data sets, such as twodimensional imaging data. We thus wrote a two dimensional version of the algorithm, GalFit 2D , one that does not include the kinematic, which is in essence similar to other parametric algorithms (e.g. Peng et al. 2002; Simard 1998) , apart from the Bayesian optimization. Figure 1 shows a comparison between the derived morphological parameters from two data sets of very different resolution. The top left panel (a) shows a Canada France Hawaii Telescope (CFHT) I-band image of the z ∼ 0.2 galaxy SDSSJ165931.92+023021.92 (Kacprzak et al. 2014) . The bottom left panel (e) shows a r-band image of the galaxy from the Sloan Digital Sky Survey 11 Available at https://pypi.python.org/pypi/Bottleneck. 12 Available at https://pypi.python.org/pypi/pyFFTW.
(SDSS) at a spatial resolution of 1.1". For each data set, we show the fitted (convolved) model, the residual map and the one-dimentional surface-brightness profile. One sees that the intrinsic modeled morphological parameters found from the SDSS data (PSF of 1.1") are in good agreement with the higher resolution data (PSF of 0.7"). Moreover, the residuals in both data sets show the spiral arms and a minor merger (or a large clump) in the southern part of the galaxy, showing that a smooth axis-symmetric model can be used to unveil asymmetric features. Figure 2 shows an example of a mock disk model with a low SNR (SNR/pix of 4 in the central pixel) drawn from the set presented in § 4 and generated at 1.2" resolution. The top, middle and bottom rows show the flux map, the velocity map and the apparent velocity profile V z (r) across the major axis, respectively. From left to right, the panel columns show the data, the convolved model, the modeled disk (free from the PSF) and the high-SNR high-resolution reference data (PSF=0.15" and SNR=100). In the bottom panels, the solid red curves correspond to the reference rotation curve (obtained from the reference data set), the triangles represent the apparent rotation curve. These rotation curves show that the recovered kinematics from the modeled disk (intrinsic or unconvolved model) shown in the third column is in good agreement with the reference data (last column) in spite of the low spatial resolution (1.2") and the low SNR in the mock data set.
Example on a mock cube
This synthetic data cube was generated with a flux profile with Sersic index n = 1 and half-light radius R 1/2 = 0.5", corresponding to 2.5 MUSE/KMOS pixels), an 'arctan' velocity profile with V max = 200 km s −1 , a thick disk with a velocity dispersion σ o = 80 km s −1 , the inclination i = 60 deg and PA= 50 deg, and with instrumental specifications for the new VLT MUSE instrument (0.2"/pix, 1.25Å/pix, LSF=2.14 pix). The integrated total flux is 10 −16 erg s −1 cm −2 and the synthetic noise per pixel is 5×10 −20 erg s −1 cm −2Å−1 . The synthetic data cube is also displayed in Figure 3 , which shows three one-dimensional spectra (a) taken at the three locations labeled in the image shown in panel (b) . Panel (c) shows a 3D representation of the data (blue) with the model overlaid (red) made with the 'visit' software 13 the light/dark areas corresponds to two cuts at fluxes of 6 and 8×10 −20 erg s −1 cm −2Å−1 , i.e. a SNR/pix of 1.2 and 1.8 respectively.
We ran the algorithm with 15,000 iterations and Figure 4 shows the MCMC chains for the 10 free parameters along with the χ 2 evolution log(χ 2 − χ 2 min ) in the bottom panel. The values of the fitted parameters (and their errors) shown by the black lines (gray lines) are computed from the median (standard deviation) of the last 60% iterations of the posterior distributions. The recovered parameters are listed in Table 2 , and shows good agreement between the input and recovered values. Figure 5 shows the joint distributions for the radius, P.A., inclination, maximum velocity and dispersion parameters. The estimated parameters and their respective Kacprzak et al. (2014) . Similarly to GalPaK 3D , Galfit2D performs a parametric fit with a MCMC algorithm using set surface brightness profiles convolved with the seeing. The top row shows the result from archival CFHT I-band taken at a resolution of 0.7". The bottom row shows the result from the SDSS r-band image that has a resolution of 1.1". Panels and a SNR/pix of ∼4 at the brightest pixel. The top, middle and bottom rows show the flux map, the velocity map and the apparent velocity profile Vz(r) across the major axis, respectively. From left to right, the panel columns show the data, the convolved model, the modeled disk (free from the PSF) and the high-SNR high-resolution reference data (PSF=0.15" and SNR=100). In the bottom panels, the solid red curves correspond to the reference case, the triangles represent the apparent rotation curve and the dotted lines show the apparent Vmax sin i. One sees that the velocity profile from the modeled disk (third column) is in good agreement with the reference data. (Dutton et al. 2011 ). b Exact value will depend on the redshift. c Exact value to satisfy the scaling relation between the galaxy size and the inner gradient (Amorisco & Bertin 2010) 
1σ error are shown as a solid line and dashed line, respectively. This figure shows a clear covariance between the turn-over radius and the asymptotic velocity V max , and a small covariance between the inclination and V max . The users of GalPaK 3D are strongly advised to (1) confirm the convergence of the parameters from Figure 4 and (2) to investigate possible covariance in the parameters, as these tend to be data specific.
TESTS WITH MOCK DATA CUBES
In order to characterize the performances and limitations of the GalPaK 3D algorithm statistically, we generated a set of 1728 cubes again with a MUSE configuration over a grid of parameters listed in Table 3 . The synthetic cubes were generated with noise typical to a 1 hr exposure with MUSE corresponding to a pixel noise of σ = 5 × 10 20 erg s −1 cm −2Å−1 We use a range of inclinations i from 20 to 80 degrees. We use a range of disk sizes, with half-light radii R 1/2 =0.3, 0.6 and 1.0 " corresponding to a R 1/2 of 2.5, 5 and 7.5 kpc, covering the range of observed sizes at z ∼ 1 (e.g. Trujillo et al. 2006; Williams et al. 2010; Dutton et al. 2011) .
For each of the galaxy size, we use the V max -R 1/2 scaling relation (Eq. 8 of Dutton et al. 2011 ) and its redshift evolution (Eq. 5 of Dutton et al. 2011) to set the rotation kinematics (V max ). In particular, the sizes R 1/2 = 2.5, 5 and 7.5 kpc correspond to V max values ranging from ∼ 100 km s −1 to 250 km s −1 . We use 'arctan' rotation Figure 2 . Each of the small panels corresponds to one parameter. The bottom panel shows the χ 2 evolution relative to the minimum, log[χ 2 − χ 2 min ]. One sees that the 'burn-in' region is confined to the first 1,000 iterations. The parameters are estimated from the last 60% of the chain. Note the fitted flux value is (1.0 ± 0.3) × 10 −16 erg s −1 cm −2 which is found from the sum of the pixel values (here ∼ 8 10 −17 erg s −1 cm −2Å−1 ) times the 1.25Å per spectral pixel. curves to generate our mock data cubes, but have verified that our results remain the same with 'exponential' rotation curves.
We use the scaling relation between the turn-over radius r v and the disk scale-lengh R d that exists for disk galaxies (e.g. Fig. 1 of Amorisco & Bertin 2010 ) to set the turn-over radius r t . In particular, we set r t to R d /1.8 where the 1.8 factor is determined empirically for the arctan rotation curve to satisfy the linear correlation betwen the galaxy disk scale-length R d = R 1/2 /1.68 and R Ω , the radius where V = 2/3 V max 14 . For each of the galaxy size, the disk thickness is h z = 0.15 R 1/2 , i.e. ranging from 0.4 to 1.3 kpc, bracketing the average values of h z ∼ 1 kpc, found for high-redshift edge-on/chain galaxies Elmegreen & Elmegreen (2006) .
We used fluxes for a [OII] (λ3727) emission line, expected to lie in the MUSE spectral range at redshifts between 0.6 and 1.2, with integrated fluxes from 3 × 10 −17 erg s −1 cm −2 to 3 × 10 −16 erg s −1 cm −2 cor-14 For 'exponential' rotation curves, one should set rt to R d ×0.9 in order to satisfy the scaling relation; for 'tanh' rotation curves, one should set rt to R d × 1.25.
responding to the range of observed values (e.g. Bacon et al. 2015; Comparat et al. 2014 , and references therein). We use a constant noise value per pixel of 5 × 10 −20 erg s −1 cm −2Å−1 , in order to simulate the noise level of a one hour exposure, but we stress that the algorithm accepts variance/noise cubes to account for pixel-to-pixel noise variations. In addition, we generated cubes with very high signal to noise (SNR=100, flux= 3 × 10 −15 erg s −1 cm −2 ) and with a seeing typical of AO conditions, with a PSF of 0.15". These will serve as reference datasets.
4.1. Surface brightness and signal-to-noise One could imagine that the SNR in the recovered parameters be a function of the average SNR/pix, or the apparent surface brightness (SB) since the observed central surface brightness scales directly with the SNR in the central pixel. But clearly the compactness of the object with respect to the seeing plays a large role (as discussed in Driver et al. 2005; Epinat et al. 2010) . Very compact objects (compared to the beam or the PSF) have high surface-brightness by definition (and high SNR/pix), but the morphology and/or kinematic information may be lost due to the beam smearing. On the other hand, very extended objects have low surface brightness (and low SNR/pix), but have many pixels in the outer regions (with low SNR) where most of the information on the galaxy is located and not affected by the beam.
We define the apparent or observed surface-brightness SB 1/2,obs as the average SB within the apparent half-light radius:
where F tot is the galaxy total flux and S 1/2,conv the galaxy apparent area which is S ≡ πa b with 15 a (R R PSF is the radius of the PSF (R psf ≡ FWHM/2). This mean apparent SB SB 1/2,obs is proportional to the SB (or SNR) of the central pixel, A o (Eq. A7 in Appendix). The error in the morphological parameters of galaxies in the regime of noisy data is discussed extensively in Refregier et al. (2012) . Their Eq. 12 shows that the relative error σ(a)/a scales as A −1 o where A o is the central SB in the case of a Gaussian profile with no PSF convolution. In the presence of a PSF convolution, their Eq. 16 -which applies for morphological parameters a -shows that σ(a)/a scales as A
The ratio R psf /R 1/2 is 1.0 for high-redshift galaxies, and writing R psf /R 1/2
(1 − x) we find (1 + R 2 psf /R 2 1/2 ) is approximately ∼ 2 (1 − x) ∼ 2 R psf /R 1/2 . Hence, the errors in the fitted parameters scale as
Hence, the quality of the estimated parameters will depend on both the pixel SNR (surface brightness) and the galaxy size with respect to the PSF. In Figure 6 , we show the relative error δx/x -defined as (x fit − x in )/x in Fig. 6 .-Relative errors on the estimated parameters δx/x, defined as (x fit − x in )/x in . The panels show δx/x for the size R 1/2 , the maximum circular velocity Vmax, PA and inclindation i from top to bottom, respectively. The crosses, squares and circles represent the three subsamples with sizes ∼ 2.5, 5 and 7.5 kpc, respectively (Table 3 ). The relative errors are plotted according to the observed SB 1/2,obs times the ratio between the galaxy halflight radius R 1/2 and the PSF half-light radius R PSF (see text and Eq. 8). The gray lines show the expected behavior for the morphological parameters (Eq. 8 and Refregier et al. 2012) . These uncertainties correspond to 1 hr exposure in a MUSE-like dataset. For the most compact mock galaxies (crosses), the errors in Vmax do not follow the expected relation. This is caused by the large seeing relative to the galaxy size given that Vmax is constrained in the outer parts of the galaxy where the SNR is not sufficient.
for a parameter x-with respect to the product of the SB and the ratio (R 1/2 /R PSF )
1 . The symbols correspond to galaxy subsamples with various sizes. The gray lines show the expected behavior for the morphological parameters (Eq. 8) from Refregier et al. (2012) . We see that the morphological parameters (size, inclination, PA) follow the simple expectation, but for the most compact mock galaxies, the errors in V max do not follow the relation. This can be understood from the combination of two reasons: (i) the V max signal is located mostly in the outer parts of the galaxy where the SNR is not sufficient and (ii) the PSF convolution washes the signal.
We will return to the reliability of V max in section 4.3 and now turn to a more detailed discussion on each of the parameters (size, inclination, disk velocity dispersion and V max ). While, we used an arctan rotation curve, we note that the following results were found to be identical for an 'exponential' rotation curve.
Reliability of morphological parameters
We have shown (Figure 6 ) that the relative errors on the half-light radius follow the expectation (Eq. 8) with apparent surface brightness. Here, we investigate whether the relative errors depend on some of the other parameters such as inclination, seeing and size. Figure 7 shows the relative errors (x fit −x in )/x in for the parameters R 1/2 and inclination i as a function of seeing, redshift, inclination and size-to-psf ratio R 1/2 /R psf . The black curves with increasing thickness correspond to subsamples with different surface brightness levels (labeled) -defined as in Figure 6 -where the zero-point (dotted line) has been offsetted for clarity purposes. The data points represent the median and the size of the error-bars represent the standard deviation for each of the subsample where we have ∼ 108 mock cubes per bin 16 . From this figure, one sees that the GalPaK 3D algorithm recovers the intrinsic half-light radius R 1/2 irrespectively of seeing, redshift, and/or intrinsic size. We note that this result is not affected by the choice of the SB profile (Sersic n), and we stress that the intrinsic half-light radius can also be recovered more accurately using a curve-of-growth analysis, i.e. by looking at the cumulative flux profile around isophotes obtained from the two-dimentional flux map. Such a curve-of-growth analysis can yield a constraint on the Sersic index n.
From Figure 7 , one also sees that the input inclination is recovered except at the two smallest fluxes and perhaps at the worse seeing of 1.2" for the more faceon cases. Hence for highly inclined systems with small axis ratios b/a, the algorithm will be more limited by the seeing. The reason that the algorithm can recover the inclination well is that the algorithm breaks the traditional degeneracy between V max and i using the surface brightness profile (i.e. the axis-ratio b/a) whereas traditional methods fitting the kinematics on velocity fields have a strong degeneracy between V max and the inclination i. Figure 8 shows the relative errors (x fit − x in )/x in for the parameters V max and disk dispersion σ o as a function of seeing, redshift, inclination and size-to-psf ratio R 1/2 /R psf . The black curves with increasing thickness correspond to sub-samples with different surface brightness levels (labeled) -defined as in Figure 6 -where the zero-point (dotted line) has been offsetted for clarity purposes. The data points represent the median and the size of the error-bars represent the standard deviation for each of the subsample.
Reliability of kinematic parameters
One sees that the GalPaK 3D algorithm recovers the disk dispersion irrespectively of seeing, redshift, and/or intrinsic size. We note that the local dispersion is rather sensitive to the instrument LSF FWHM as one might expect. The user can specify more than one type of LSF (Gaussian or Moffat) and a user-provided vector can be specified would the parametric LSF be not sufficient to describe the instrument LSF. Figure 8 shows that the GalPaK 3D algorithm recovers the disk dispersion irrespectively of seeing, redshift, provided that the galaxy be not too compact. For small galaxies with R 1/2 /R psf less than 1.5, the figure shows that it is increasingly difficult to estimate the correct values for the most compact galaxies. This result was already pointed out in Epinat et al. (2010, their Fig.13 ) using 2D kinematic models. Epinat et al. (2010) also noted that using a simple flat rotation curve to model the disc, the maximum velocity can be recovered with an accuracy better than 25 per cent, even when R 1/2 /R psf is less than about 2.
A note regarding the PSF accuracy
One could argue that our results are driven by the fact that we use the exact same PSF (in 3D) than the one used to generate these modeled galaxies. To test the reliability of the algorithm in more realistic situations, when the PSF FWHM is not known accurately, we ran the algorithm on the same set of datacubes with a random component added to the FWHM of the PSF given by a normal distribution with σ = 0.1, corresponding to uncertainties in the FWHM of ∼ 20%. We found that the accuracy of the spatial kernel (PSF) has little impact on the recovered parameters. On the other hand, we find that the shape of the PSF is more critical especially for the morphological parameter such as the axis ratio b/a (or the inclination).
To conclude this section, our algorithm is able to recover the morphological and kinematic parameters from synthetic data-cubes over a wide range of seeing conditions provided that the galaxy is not too compact and has a sufficiently high SB. Thus, for galaxies to be observed with MUSE in the Wide-Field-Mode in 1 hr exposure and no-AO, we find that the algorithm should perform well provided that the SB is greater than a few ×10 −17 erg s −1 cm −2 arcsec −2 and as long as the the size-to-seeing ratio R 1/2 /R psf is larger than 1.5 (or R 1/2 /FWHM > 0.75).
APPLICATION ON HYDRODYNAMICAL SIMULATIONS
In the previous section we validated the algorithm on synthetic or mock data, which have by definition no defects, i.e. are perfectly regular and symmetric. In order to validate the algorithm on more realistic data, we now analyze the performance of the algorithm on data-cubes created from simulated galaxies generated from a hydrodynamical simulation (Michel-Dansac et al., in prep.) . This is intended to validate the algorithm in the presence of systematic deviations from the disk model.
From Hydrodynamical simulations to data-cubes
The simulation used in this work comes from a set of cosmological zoom simulations, each targeting the evolution until redshift 1 of a single halo and its large-scale environment. The full sample of simulations is presented in details in Michel-Dansac et al., in prep. Here we focus on one output of one simulation to complement the precedent test cases with a realistic, intermediate redshift, star-forming, disc galaxy.
The simulations have been run with the Adaptative Mesh Refinement code RAMSES (Teyssier 2002 ) using the standard zoom-in resimulation technique to model a disc galaxy in a cosmological context. Each simulation has periodic boundaries and nested levels of refinement in a zoom region around the targeted halo, both in DM and gas. The refinement strategy is based on the quasiLagrangian approach. The simulation zooms-in a dark matter halo inside a 20 h −1 Mpc comoving box, achieving a maximum resolution of ∼ 200 pc. The virial mass of the dark matter halo is approximately 3 × 10 11 M at z = 1, sampled with roughly 600, 000 particles.
The simulation implements standard prescriptions for various physical processes crucial for galaxy formation: -The relative error δx/x -defined as (x fit − x in )/x in -for the parameters R 1/2 (top) and inclination i (bottom) -as a function of seeing, redshift, inclination and size-to-psf ratio R 1/2 /R psf (from left to right). The curves with increasing thickness correspond to sub-samples with different surface brightness levels from SB < 2 × 10 −17 , 2 × 10 −17 < SB < 5 × 10 −17 , 5 × 10 −17 < SB < 1 × 10 −16 , SB > 1 × 10 −16 erg s −1 cm −2 arcsec −2 respectively, where the zero-point (dotted line) has been offsetted for clarity purposes. SB is the observed surface-brightness within the observed half-light radius SB 1/2,obs times the seeing-to-size ratio R 1/2 /R psf , as in Figure 6 . The data points represent the median and the size of the error-bars represent the standard deviation for each of the subsample. One sees that the GalPaK 3D algorithm recovers the morphological parameters irrespectively of seeing, redshift, and/or intrinsic size. star formation, metal enrichment and kinetic feedback due to type II supernovae (Dubois & Teyssier 2008) , metal advection, metallicity-and density-dependent cooling, and UV heating due to cosmological ionizing background (see Few et al. (2012) for more details on similar simulations but focusing on z = 0 Milky Waytype galaxies).
The simulated galaxy is a typical z = 1 star-forming galaxy with M = 3 × 10 10 M and a gas fraction of 0.33. The galaxy exhibits a disc morphology with spiral arms as seen in Figure 9 (top right panel) .
From the output of the hydro-simulation, we generated a data cube with the Spectrograph for INtegral Field Observations in the Near Infrared (SINFONI) instrumental resolution and pixel size (0.125"/pix and 2Å/pix) using the SFR and metallicity information in each cells. To construct the mock datacube, the simulated galaxy is artificially placed at z = 1.3 (λ c 1.5µm for Hα) and rotated with an inclination of 60 deg. Star-forming cells are selected by computing the mass of young stars inside each cell of the galaxy. Then, we convert this star formation rate into Hα flux using the Kennicutt (1998) calibration. For each cell, we also compute the flux in the [N ii] line from the values of the Hα flux and the Oxygen abundance following the calibration given by Pérez-Montero et al. (2009) . For each spatial element or spaxel, we sum the contribution (to the spectrum) of each cell along the line-of-sight. Each contribution has its own line-of-sight velocity, which blue-or red-shifts the lines. The line width in the spectrum is then due to the sum or integral over the cells, which is then convolved with the instrumental profile.
We generated seeing-convolved cubes with seeing of 0.50", 0.65", 0.80", 1.0" and 1.2" (corresponding to typical values in the near-IR with SINFONI) and 0.15" (corresponding to adaptive optic assisted observations) and added noise corresponding to a given max SNR pix −1 . Cubes generated with a SNR equal to 100 and a seeing of 0.15" are used as reference cubes. The final cube size is 28 × 28 × 30, but we also produce a cube of size 28 × 28 × 200 pixels to allow sufficient wavelength baseline for the line-fitting algorithm that produced the 2D velocity maps shown in Fig. 9 . Figure 9 shows the results of the GalPaK 3D algorithm for a seeing of 0.8" and a minimum SNR/pix of 3 in the brightest pixel. As in Figure 2 , the top, middle and bottom rows show the flux map, the velocity map and the velocity profile across the major axis, respectively. The left, middle and right panels show the data, the PSF-convolved model, the intrinsic modeled disk and the high-SNR high-resolution reference data (PSF=0.15" and SNR=100). By comparing the rotation curve from the model (solid line) to the observed rotation curve (left Figure 7 for the kinematic parameters Vmax (top) and σo (bottom). For the Vmax parameter, the black (red) curves show the results when R 1/2 /R psf 2 is less (greater) than 2, respectively. One sees that the GalPaK 3D algorithm recovers the kinematic parameters irrespectively of seeing, redshift, provided that the galaxy is not too compact with R 1/2 /R psf larger than 2. triangles), one sees that the algorithm is able to recover the kinematics (third column) in a regime where traditional 2D methods (left column) tends to be noisier.
Application of the algorithm
We ran the GalPaK 3D algorithm on the data-cubes setting the rotation curve v(r) to an arctan profile and setting the Sersic index n to 1.0 17 . From the cube with a SNR of 100, the inclination found by the GalPaK 3D algorithm is 58 ± 2 deg, and the half-light radius R 1/2 is ∼ 3.4±0.1 kpc (or ∼ 0.4"), and its asymptotic maximum velocity V max is ∼ 215 ± 10 km s −1 , placing it close to the z ∼ 1.5 size-velocity relation of Dutton et al. (2011) . The asymptotic maximum velocity is close to the ones extracted directly from the simulation, which is 235 km s −1 . We repeated the exercise on this simulated galaxy varying the luminosity (SFR in our case) where the noise level is set for a given exposure time corresponding to a two hours integration with the SINFONI instrument. Figure 10 shows the maximum signal to noise per pixel (solid lines) as a function of the seeing FHWM for five fixed SFRs, 5, 10, 15, 30, 60 M yr −1 , respectively. The green region shows the parameter space where the algorithm is able to recover the kinematics parameters within 20%. The yellow region shows the parameter space where the algorithm is marginally able to recover the kinematics parameters. The red region shows the parameter space where the algorithm is unable to recover the kinematics parameter. This plot shows that the kinematic parame- 17 We also run the algorithm with 'gaussian' profiles with n = 0.5 leading to very similar results.
ters can be well estimated irrespectively of seeing, provided the SNR is above a critical value (3 in this case). Consequently, when the PSF FWHM is slightly below the original scientific goal, the optimal observing strategy is to integrate longer.
CONCLUSIONS
In this paper, we presented an algorithm to constrain kinematic parameters of high-redshift disks directly from 3-dimensional data-cubes. The algorithm uses a parametric model and the knowledge of the 3-dimensional kernel to return a 3D modeled galaxy and a data-cube convolved with the 3D kernel. The parameters are estimated using a Markov Chain Monte Carlo (MCMC) approach with non-traditional sampling distributions in order to efficiently probe the parameter space.
In summary,
• the 2D version of the algorithm is used on a SDSS r-band image of a z ∼ 0.2 galaxy (Fig 1) taken at 1.1" resolution. We find that the morphology is well recovered compared to a higher resolution (0.7") CFHT image;
• using a set of 1728 mock data cubes, Figure 6 shows that the accuracy on the recovered parameters depends on the product of the central surface brightness SB 1/2,obs times the size-to-seeing ratio (R 1/2 /R psf ) following the analytical expectation of Refregier et al. (2012) ;
• from this set of mock data cubes, the morphological Fig. 9. -Application of the MCMC algorithm on a disk galaxy generated with the AMR code RAMSES (Teyssier 2002) and 'observed' with a seeing of 0.8" (FWHM). The maximum SNR is ∼3 in the brightest pixel. The top, middle and bottom rows show the flux map, the velocity map and the velocity profile across the major axis, respectively. The left, middle and right panels show the data, the convolved model, the intrinsic modeled disk and the high-SNR high-resolution reference data (PSF=0.15" and SNR=100). In the bottom panels, the dotted lines show the Vmax value, the triangles the rotation curve for each panel and the red line corresponds to the reference case (right column). The velocity profile from the modeled disk (third column) is in good agreement with the reference data at 0.15" resolution. Fig. 10. -The SNR/pix as a function of seeing for our SINFONI data-cube simulated for a 2 hr exposure time. The lines correspond to a given SFR at z = 1.3 from SFR=5 to 60 M yr −1 . The simulated cubes (generated from the hydrodynamical simulation) can be reasonably well fitted by our algorithm provided that the SNR/pix(at the central region) is greater than 3, irrespectively of seeing. This diagram applies to galaxies with inclinations around ∼ 60 deg.
parameters do not depend on seeing, redshift nor on the size-to-seeing ratio (Fig. 7) ;
• from this set of mock data cubes, the robustness of the algorithm in recovering the kinematics parameters is also independent of seeing and redshift. provided the ratio between the galaxy half-light radius and the PSF radius ((R 1/2 /R psf )) is larger than 1.5 (Fig. 8) ;
• we also find that the accuracy in the recovered parameters does not depend on the FWHM accuracy, but depends more critically on the shape of the PSF, except for the disk dispersion σ o which depends critically on the instrument LSF;
• using a simulated disk galaxy from the hydrosimulation of Michel-Dansec et al., which contains asymmetric deviations, we found that the kinematic parameters can be well estimated irrespectively of seeing, provided the SNR is above a critical value (3 in this case) (Fig 10) . Consequently, when the PSF FWHM is slightly below the original scientific goal the optimal strategy is to integrate longer.
In conclusion, the GalPaK 3D algorithm can provide reliable constraints on galaxy size, inclination and kinematics over a wide range of seeing and of SNR. However, the algorithm should not be used blindly and we stress that users of GalPaK 3D are strongly advised (1) to look at the convergence of the parameters (as in Figure 4 ) (2) to investigate possible covariance in the parameters (as in Figure 5 ), as these are rather data specific, and (3) to adjust the MCMC algorithm to ensure an acceptance rate between 30% to 50%.
Recent applications of the GalPaK 3D algorithm can be found in Péroux et al. (2013) ; Bouché et al. (2013) , Soto et al. (in prep.), and Schroetter et al. (submitted) . The algorithm has also be used on AO-assisted data where the residuals revealed a bar/non axi-symmetric structure in the data. This illustrates the potential in using a global 3D fitting technique that can unveil additional features from the residuals.
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where R 1/2,conv is the convolved half-light radius.
5. the surface brightness within the seeing disk R psf : SB(< R psf ) = 
where G(r) is the PSF.
The first two (Eqs. A1-A2) are not observable, but can be derived from the total flux F tot and from the scale length R d . On the other hand, the other three (Eqs. A3-A5) are directly observable. From these definition, we now derive relationships between these variants of surface-brightness and begin by noting that, typically for intermediate galaxies, the seeing radius R psf and the galaxy half-light radius R 1/2 are of the same order, i.e. R psf /R 1/2 ∼ 1. Hence, one can write R psf /R 1/2 ∼ (1 − x) with x ≡ (R 1/2 − R psf )/R 1/2 and |x| << 1.
• Since the total flux F tot = 2π σ 2 A o is also 2π R 
which relates the observed SNR in the central pixel A o to the intrinsic central SB I o .
• The observed central surface brightness SB 1/2,obs within R 1/2,conv is SB (2) which shows that the observed central surface brightness SB 1/2,obs directly maps into the SNR in the central pixel.
• The average surface-brightness within the seeing disk R psf , SB psf , is given by the integral of I(r) * G(r) from 0 to t = R psf /σ: 
which is ∝ A o after a Taylor expansion given that t = R psf R 1/2,conv × 2 ln(2) = 2 ln(2) 1+(R 1/2 /R psf ) 2 ln(2) 1+x and R psf /R 1/2 ∼ (1 − x).
