Let (M, ρ) be a connected compact Riemannian manifold possibly with a boundary ∂M , let V ∈ C 2 (M ) such that µ(dx) := e V (x) dx is a probability measure, and let {λ i } i≥1 be all non-trivial eigenvalues of −L with Neumann boundary condition if ∂M = ∅. Then the empirical measures {µ t } t>0 of the diffusion process generated by L (with reflecting boundary if ∂M = ∅) satisfy lim t→∞ tE x [W ρ 2 (µ t , µ) 2 ] =
where E x is the expectation for the diffusion process starting at point x, W ρ 2 is the L 2 -Warsserstein distance induced by the Riemannian metric ρ, and the limit is finite if and only if d ≤ 3 for which E x [W ρ 2 (µ t , µ) 2 ] ∼ t −1 as t → ∞. Moreover, when d ≥ 4 the main order of E x [W ρ 2 (µ t , µ) 2 ] is t − 2 d−2 as t → ∞. The main result is extended to the modified empirical measures for diffusion processes on a class of non-compact Riemannian manifolds with or without boundary.
Introduction and Main results
The diffusion processes (for instance, the Brownian motion) on Riemannian manifolds have intrinsic link to properties (for instances, curvature, dimension, spectrum) of the infinitesimal generator, see, for instances, the monographs [6, 24] and references within. In this paper, we characterize the long time behaviour of empirical measures for diffusion processes by using eigenvalues of the generator.
Let M be a d-dimensional connected complete Riemannian manifold possibly with a boundary ∂M, and let V ∈ C 2 (M) such that µ(dx) = e V (x) dx is a probability measure on M. Then the (reflecting, if ∂M = ∅) diffusion process X t generated by L := ∆ + ∇V on M is reversible; i.e. the associated diffusion semigroup {P t } t≥0 is symmetric in L 2 (µ), where
Here, E x is the expectation taken for the diffusion process {X t } t≥0 with X 0 = x, and we will use P x to denote the associated probability measure. In general, for any probability measure ν on M, let E ν and P ν be the expectation and probability taken for the diffusion process with initial distribution ν. Let W ρ 2 be the L 2 -Warsserstein distance induced by the Riemannian distance ρ on M; that is, for any two probability measures µ 1 , µ 2 ,
ρ(x, y) 2 π(dx, dy) 1 2 , where C (µ 1 , µ 2 ) is the set of all probability measures on M × M with marginal distributions µ 1 and µ 2 . A measure π ∈ C (µ 1 , µ 2 ) is called a coupling of µ 1 and µ 2 . We aim to characterize the long time behavior of E[W ρ 2 (µ t , µ) 2 ] for the empirical measures Since µ t is singular with respect to µ, it is hard to estimate W ρ 2 (µ t , µ) using analytic methods. To this end, we first consider the modified empirical measures µ t,r := µ t P r = 1 t t 0 {δ Xs P r }ds, t > 0, r > 0.
Recall that for any probability measure ν on M, νP r is the distribution of X r with X 0 having law ν. Note that lim r→0 W ρ 2 (µ t,r , µ t ) = 0, see (3.21) below for an estimate of the convergence rate. To formulate the density function f t,r of µ t,r with respect to µ, let p t be the heat kernel of P t with respect to µ, i.e. Then µ t,r = f t,r µ holds for (1.1) f t,r := 1 t t 0 p r (X s , ·)ds, t > 0, that is, µ t,r (A) = A f t,r dµ for any measurable set A ⊂ M.
In the remainder of this section, we first introduce our main results on the modified empirical measures µ t,r for r > 0, then extend to µ t = µ t,0 , and finally recall some related study on additive functionals of Markov processes and i.i.d. random variables.
Asymptotic formula for modified empirical measures
Let Ric be the Ricci curvature. The Bakry-Emery curvature of L is said to be bounded from below, if there exists a constant K ≥ 0 such that
that is, Ric V (X, X) ≥ −K|X| 2 holds for any X ∈ T M, the tangent bundle of M.
When ∂M = ∅, let N be the inward unit normal vector field of ∂M. We call ∂M convex, if its second fundamental form I ∂M is nonnegative; i.e.
where T ∂M is the tangent bundle of the boundary ∂M. In general, for a function g on ∂M,
We call ∂M convex on a set D ⊂ M, if (1.3) holds for some function g which is non-negative on D ∩ ∂M. For any q ≥ p ≥ 1, let · p→q be the operator norm from L p (µ) to L q (µ). We will need the following assumptions.
(A1) P t is ultracontractive, i.e. P t 1→∞ := sup
(A2) (1.2) holds for some constant K ≥ 0, and there exists a compact set D ⊂ M such that either (A1) implies that the spectrum of L (with Neumann boundary condition if ∂M = ∅) is purely discrete. Since M is connected, in this case L has a spectral gap, i.e. 0 is a simple isolated eigenvalue of L. Let {λ i } i≥1 be all non-trivial eigenvalues of −L listed in the increasing order including multiplicities. By the concentration of µ implied by the ultracontractivity condition (A1), we have
Indeed, according to [12, 11] (see for instance [16, 
, µ(f 2 ) = 1, which then ensures (1.4) by [16, Corollary 6.3] or [1] .
If moreover (A2) holds, then
whose support consists of all non-trivial eigenvalues of L.
for any probability measure ν on M. This gives a probabilistic representation for the Laplace transform of µ sp , and hence determines all eigenvalues and multiplicities for L.
To investigate the long time behavior of E[W ρ 2 (µ t , µ) 2 ], i.e. E[W ρ 2 (µ t,r , µ) 2 ] with r = 0, one may consider the limit of formula (1.6) when r ↓ 0. The following is a consequence of Theorem 1.1 with compact M, for which there exists a constant κ ≥ 1 such that
If M is compact, then:
(2) For d = 4,
uniformly in x ∈ M.
Asymptotic formula for empirical measures
Intuitively, if the limits lim r→0 and lim t→∞ were interchangeable, by taking r → 0 in formula (1.6) we would have
When M is compact, we are able to confirm this observation as follows.
According to (1.7) and Theorem 1.3, when d ≥ 4 we have 
.
If ∂M is either convex or empty, then the lower bound is improved as
By Theorem 1.4, when ∂M is either convex or empty, we have
We believe that (1.8) holds without this condition on ∂M.
Related study
To conclude this section, we compare our results with some existing ones.
Limit of additive functionals. The ergodicity of Markov processes is a core topic in probability theory and related fields. A fundamental way to characterize the ergodicity is to establish limit theorems for the averaged additive functionals The assumption (A1) implies that the heat kernel p t (x, y) of P t with respect to µ satisfies
In particular, (2.2) implies
In the following two subsections, we investigate the upper and lower bound estimates on E[W ρ 2 (µ t,r , µ) 2 ] respectively, which lead to a proof of Theorem 1.1.
Upper bound estimate
To investigate W ρ 2 (µ t,r , µ) using stochastic analysis, we first estimate W ρ 2 (µ 1 , µ 2 ) in terms of the energy for the difference of the density functions of µ 1 and µ 2 with respect to µ.
Let D(L) be the domain of the generator L in L 2 (µ), with Neumann boundary condition if ∂M = ∅. Then
Since M is complete and µ is finite, we have D(L) ⊂ D((−L)
and W 1,2 (µ) is the class of all weakly differentiable functions f on M such that |f | + |∇f | ∈ L 2 (µ). In particular, L −1 g ∈ W 1,2 (µ) for g ∈ L 2 0 (µ). The following lemma is essentially due to [4, Proposition 2.3] where the case with compact M and V = 0 is concerned, but its proof works also for the present setting. 
and Q t φ solves the Hamilton-Jacobi equation
In a more general setting of metric spaces, one has d dt Q t φ ≤ − 1 2 |∇Q t φ| 2 µ-a.e., where the equality holds for length spaces which include the present framework, see e.g. [3, 4] .
Letting µ i = f i µ, i = 0, 1, the Kontorovich dual formula implies
. Then by (2.8) and using the integration by parts formula, for any φ ∈ Lip(M) we have
Combining this with (2.7), we finish the proof.
By Lemma 2.1 with f 0 = 1 and f 1 = f t,r , where f t,r is the density of µ t,r with respect to µ given in (1.1), we have
In the next two lemmas, we show that
where 15) and noting that ν(P s 1 φ 2
Thus, there exists a constant c 2 > 0 such that
Combining this with (2.14) and (2.15) , and noting that h ν ∞ ≥ 1, we prove (2.10) for some constant c > 0. Next, when ν = δ x (2.14) becomes
where I 1 is in (2.15) , and due to µ(φ 2 i ) = 1 and P r/2 φ i = e −rλ i /2 φ i ,
By (2.4) and noting that P s φ i ∞ ≤ P s 2→∞ , we find a constant c 3 > 0 such that
Combining this with (2.17) and (2.15), we prove (2.11) for some constant c > 0.
The following lemma is similar to [ 
Proof. For fixed r > 0 and y ∈ M, let f = p r (·, y) − 1. For any k ∈ N, consider
By the Fubini formula, we may rewrite I k (s) as
Using Hölder's inequality, we derive
Thus,
This and (2.18) yield
for all k ∈ N and some constant c(k) > 0.
Finally, noting that f t,r = P r/2 f t,r/2 , we deduce from (2.19) that
This finishes the proof.
We are now ready to prove the upper bound estimate (1.5) in Theorem 1.1.
Proposition 2.4. The assumption (A1) implies (1.5).
Proof. (a) Proof of (1.5). By (2.2), (2.1) and µ(φ 2 i ) = 1, we have
So, it remains to prove the first inequality in (1.5).
For any η ∈ (0, 1), consider the event
we deduce from Lemma 2.1 and (2.11) that for some constant c(r) > 0,
, t, η ∈ (0, 1).
(2.21)
By Jensen's inequality and (1.4), we obtain
for some constant c(k, r) > 0. By taking k = 4 in (2.23) and applying (2.21) and (2.22), we conclude that lim sup
By letting η ↓ 0, we derive (1.5).
Lower bound estimate
Due to (1.5), (1.6) follows from the lower bound estimate
To estimate W ρ 2 (µ t,r , µ) from below, we use the fact that
(2.25)
We will construct the pair (φ 0 , φ 1 ) by using the idea of [4] , where compact M without boundary has been considered. To realize the idea in the present more general setting, we need the following result on gradient estimate which is implied by [23, Corollary 1.2(4)] for Z = ∇V .
As a consequence of Lemma 2.5, we have the following result.
Lemma 2.6. Assume (A2). There exists a constant c > 0 such that
Proof. Let Ric V ≥ −K for some constant K ≥ 0. If ∂M is empty or convex, we have (see [15, 22] )
and
These imply the desired estimates for some constant c > 0. If ∂M = ∅ and there exists a compact set D such that ∂M is convex outside D, we make use of Lemma 2.5. To this end, we construct a function g ∈ C ∞ 0 (M) such that 0 ≤ g ≤ 1, Ng| ∂M = 0, and g = 1 on the compact set D. Let D ′ be the support of g. Since the distance ρ ∂ to the boundary is smooth in a neighborhood of ∂M, we may take a constant r 0 ∈ (0, 1) such that ρ ∂ is smooth on
It is easy to see that inf φ = 1, ∇φ N and I ≥ −N log φ hold on ∂M as required by Lemma 2.5. Next, since φ ≥ 1 and ∇φ = 0 outside the compact set D ′ , there exists a constant c 1 > 0 such that
Combining this with (1.2), we obtain
for some constant c 2 > 0. Then the second estimate follows from (2.27), while (2.26) implies
Taking ε = √ t, we prove the first estimate for some constant c > 0.
We are now ready to present the following key lemma for the lower bound estimate of W ρ 2 (µ t,r , µ).
(2) There exists a constant c > 0 such that for any σ, t ∈ (0, 1], when σ −1 f ∞ ≤ 1 we have
(3) If ∂M is either convex or empty, then there exists a constant c > 0 such that for any σ ∈ (0, 1),
Proof.
(1) The first assertion follows from standard calculations. Indeed, by the chain rule and the heat equation ∂ t g = LP t g for t > 0 and g ∈ C b (M), we have
(2) Let σ, t ∈ (0, 1] and σ −1 f ∞ ≤ 1. By Lemma 2.6, there exist constants c 1 , c 2 > 0 such that
Combining this with
we obtain
(2.29)
For any two points x, y ∈ M, let γ : [0, 1] → M be the minimal geodesic from x to y, so that |γ t | = ρ(x, y). By (1) and (2.29), we derive
for some constant c > 0. Integrating over t ∈ [0, 1] and noting that φ σ 0 (x) = f (x), we derive the first inequality in (2) .
On the other hand, since φ σ t ∈ C 2 (M) with Nφ σ t | ∂M = 0 and bounded |∇φ σ t | + |Lφ σ t |, we have µ(Lφ σ t ) = 0 so that assertion (1) yields
Combining this with assertion (1) and applying the integration by parts formula, we obtain
This and (2.29) imply
(2.32)
Then by Gronwall's lemma, we derive
Substituting into (2.31), we prove the second estimate in assertion (2).
(3) Let ∂M be either convex or empty. By (2.28),
holds for some constant c > 0. On the other hand, by the condition on f we have
Combining this with (2.33), we obtain
(2.34)
Then the remainder of the proof is similar to that in (2) . For any two points x, y ∈ M, let γ : [0, 1] → M be the minimal geodesic from x to y, so that |γ t | = ρ(x, y). By (1) and (2.34) we have
for some constant c > 0. Integrating over t ∈ [0, 1] and noting that φ σ 0 (x) = f (x), we derive the first inequality in (3).
Finally, using (2.34) replacing (2.29), (2.32) is improved as
Substituting into (2.31), we prove the second estimate in assertion (3) .
We are now ready to prove the estimate (2.24). Proof. Let f = L −1 (f t,r − 1), and denote
where c > 0 is the constant in Lemma 2.7 (2) . Then
and by (2.4) there exists a constant c 1 > 0 such that
Moreover, by Lemma 2.6, there exists a constant c 0 > 0 such that
Combining this with (2.4) implied by (A1), we find constants c 2 , c 3 , c 4 > 0 such that
(2.39)
Combining (2.36), (2.37) and (2.39), we find a constant c 5 > 0 such that
where the event A η := { f t,r − 1 ∞ ≤ η} is given in (2.20) . On the other hand, it is easy to see that f satisfies the Neumann boundary condition, so that by (2.36) and (2.39), Lemma 2.7 applies. By Lemma 2.7(2), the integration by parts formula and noting that f = L −1 (f t,r − 1), we obtain
(2.41)
Since W ρ 2 (µ t,r , µ) 2 ≥ 0, we deduce from this, (2.36) and (2.39) that
This and (2.40) yield 
where c(k, r) > 0 is a constant depending on k, r. Taking for instance k = 2 in the upper bound of I, we derive from (2.42) that lim inf
, η ∈ (0, 1).
Letting σ ↓ 0 and applying (2.11), we prove (2.24). 
Proofs of Theorem
Combining this with (2.44), (2.45) and (1.6), we prove the second assertion. Finally, when d ≥ 5, (1.7) implies that for some constants
47)
Combining these with (1.6), we prove (3).
Proof of Theorem 1.3
Obviously, we only need to prove
To this end, we first present some lemmas.
Some lemmas
When M is compact, we have
In particular, (A1) holds with P t 1→∞ ≤ κ(1 ∧ t) − d 2 for some constant κ > 0 and all t > 0, so that (1.5) follows from Theorem 1.1.
To estimate E[W ρ 2 (µ t , µ) 2 ] from (1.5), we use the triangle inequality to derive
We will show that E[W ρ 2 (µ t , µ t,r ) 2 ] ≤ cr holds for some constant c > 0 and all r > 0, which is known when ∂M is either empty or convex, but is new when ∂M is non-convex, see (3.21) below. If we could take r t > 0 such that lim t→∞ tr t = 0, lim sup
we would deduce the desired estimate (3.1) from (3.4) . To this end, we need to refine Lemma 2.3 as follows.
, there exists a constant c(k) > 0 such that for any probability measure ν = h ν µ,
Proof. We use the notation in the proof of Lemma 2.3. Noting that f = p r (·, y) − 1 and M is compact, by (2.3) and (3.3) there exists a constant c > 0 such that
Combining this with
we find constants c 1 , c 2 > 0 such that
where we have used the fact that when d = k(d − 2) (equivalently d(k−1)
holds for some constant c > 0. Combining (2.18) with (3.7), we prove (3.5) .
Noting that f t,r = P r/2 f t,r/2 , by Lemma 3.5 and (3.3), we find constants c 3 , c 4 > 0 such that
On the other hand, let η ∈ (0, 1). On the event Thus,
Combining this with (3.5) for k = 1 and using (3.11), we obtain
for some constant C(θ, η) > 0 depending on θ, η ∈ (0, 1). We are now able to prove (1) and (2) respectively.
(1) If d ≤ 3, then for any α ∈ (1, 2) and q > 0, we may take small enough θ > 0 such that α(1 − d+θq 2 ) > −1. Then (3.8) follows from (3.12) with r = t −α and η ↓ 0. (2) If d ≥ 4, then for any β > d 2 and q > 1, we may take θ > 0 such that 1 − d+θq 2 = 1 − β. Then (3.9) follows from (3.12). 
Proof. Let f = φ i . Then g(r 1 , r 2 ) in (2.18) satisfies (3.13) g(r 1 , r 2 ) = (φ i P r 2 −r 1 φ i )(X r 1 ) = e −(r 2 −r 1 )λ i φ i (X r 1 ) 2 .
Since µ(h ν P r 
Therefore, there exists a constant c 4 > 0 such that
i ε− 13 12 < ∞, t ≥ 1, r > 0, ν = h ν µ.
Then the first assertion hold.
(2) Let d ≥ 4. Since lim ε↓0 lim p↓1 δ p,ε = − 4 d , for any δ ∈ (0, 4 d ) we may find constants p δ > 1 and ε > 0 such that δ p,ε := ε + 2 d (p − 1)(d − 2) + p − 3 ≤ −δ, p ∈ (1, p δ ).
Next, for this δ, there exists a constant c > 0 such that
Combining this with (3.19) , we finish the proof. Proof. Since M is compact, by Itô's formula and the Laplacian comparison theorem (see [13] ), there exists a constant c 1 > 0 such that dρ(X 0 , X r ) 2 = Lρ(X 0 , ·) 2 (X r ) dr + dM r + Nρ(X 0 , ·) 2 (X r ) dl r ≤ c 1 dr + dM r + 2Ddl r , (3.23) where M r is a martingale, when ∂M exists N is the inward unit normal vector field of ∂M and l r is the local time of X r on ∂M, and D is the diameter of M. If ∂M = ∅, then l r = 0 so that (3.24) E ν ρ(X 0 , X r ) 2 ≤ c 1 r ≤ c 1 h ν ∞ r, r ≥ 0.
When ∂M = ∅, (3.23) implies (3.25) E ν ρ(X 0 , X r ) 2 ≤ c 1 r + 2DE ν l r , r > 0.
Let τ = inf{t ≥ 0 : X t ∈ ∂M}. We have l r = 0 for r ≤ τ , so that by the Markov property 
