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The Digital Kernel Perceptron
Davide Anguita, Andrea Boni, and Sandro Ridella.
In this paper, we show that a kernel-based perceptron can be efficiently implemented in digital hardware using very few components. Despite its simplicity, the experimental results on standard data sets show remarkable performance in terms of generalization error.
Introduction:
A practical way to build non-linear classifiers is to map, via special kernel functions, the input space to a higher, possibly infinite, feature space where one can manipulate simpler linear operators [1] .
This is a well-known theory that exploits the Reproducing
Kernel Hilbert Space (RKHS) framework, and recently has been applied with success by the machine learning community. Support Vector Machines (SVMs), designed by 
Rosenblatt's learning algorithm is well known and shown in 
Such an observation permits one to change the domain of work from the vector w to its dual α . As a result, one can exploit the well-known theory of kernels by using the following final structure of function f , which allows an implicit nonlinear transformation in a new feature space via the unknown mapping
This kind of function is well known in the machinelearning community and used for classification and function approximation tasks [4] , [5] . 
In this work we focus on the RBF kernel and set 0 = b , as in the higher feature space the absence of the bias does not affect, in practice, the performance of the machine (note that the feature space of Gaussian kernels is of infinite dimension [6] ). The dual algorithm (KP) is very simple and summarized in Table 1b , where
The most important KP property, which permits us to build a very simple architecture, is its convergence theorem (a result by Novikoff [3] ), which links the maximum number k of updates to the margin. This result applies to any choice of the updating step η , therefore we propose to patterns [7] . Our DKP, despite its simplicity, obtains the same performance, even when using only 3-bit counters and 3 bits to code each ij q . Obviously, such a result does not allow us to claim the good generalization capability of the DKP, but it is important to note that it agrees with the theory developed in [3] . For the same problem, the Digital Support Vector Machine (DSVM) needs 24 bits for each element ij q and 8 bits for i α [7] .
Another experiment has been carried out on the well-known two-dimensional synthetic data set considered in [8] 
