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ABSTRACT
Nuclear power and associated activities are never far from scrutiny, the
apparent advantages of the technology are juxtaposed by the risk of
incidents perceived as being catastrophic. If a major nuclear incident
was to occur, an important aspect of the responsemanagement to any
radionuclide release would be the need to rapidly establish the spatial
distributions and quantities of these released radionuclides, their type
in addition to their corresponding activity. The data received from
surveys would directly inform evacuation plans, on-site incident man-
agement strategies as well as protecting both workforce and public
from harm. The disaster at the Fukushima Daiichi Nuclear Power Plant
in 2011 is perhaps the best example of the requirement for real time
data collection to inform crucial decisions. Previous reviews of the
event have observed that because the static on-site radiation detector
network was destroyed by the 15 m high tsunami (following the
magnitude 9.0 Great Tōhoku earthquake), it was not possible to imme-
diately determine the radionuclide activity in the area and the danger
presented to the responding workforce. Such preceding works have
retrospectively highlighted the usefulness of unmanned aerial systems
in providing real-time data within nuclear and non-nuclear settings.
The establishment of an arbitrary 20 km exclusion zone surrounding
the Fukushima Daiichi plant, with the displacement of over 150,000
people, has been viewed bymany as an over-reaction –withmany not
having been required to be evacuated. This review examines and
evaluates the previous as well as current work on aerial radiation
monitoring and the future improvement that might be delivered by
a combined three-dimensional (3D) radiation mapping platform.
Combining detailed 3D topographical mapping with radiation survey-
ing has powerful implications for the way that radiological contamina-
tion across a site might be measured and displayed in the future, both
following radiological release events and in routine site monitoring.
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1. Introduction
Unmanned aerial vehicles (UAVs) for radiation mapping have been deployed on multiple
occasions over the past decade (Kurvinen et al. 2005; Pöllänen et al. 2009). However,
major technological acceleration within the ﬁeld has been evident since the incident at
the Fukushima Daiichi Nuclear Power Plant (FDNPP) in March 2011 (Boudergui et al.
2011; Cao et al. 2015; Furutani et al., n.d.; Han and Chen 2014; Han et al. 2013;
MacFarlane et al. 2014; Martin et al. 2015; Sanada and Torii 2015; Towler, Krawiec, and
Kochersberger 2012). Located oﬀ the eastern Japanese coast, the magnitude 9.0 earth-
quake and resulting 15 m high tsunami (Simons et al. 2011) destroyed the plants
connection to the external power network and ﬂooded the on-site back-up generators,
leaving the reactor pressure vessels (RPVs) without adequate active cooling (Kurokawa,
Ishibashi, and Oshima 2012; Povinec, Hirose, and Aoyama 2013). The ensuing rise in core
temperatures initiated the highly exothermic reaction between the zirconium metal
(Zircalloy) cladding material that surrounded each of the fuel rods and steam, which
was released into the core following the opening of discharge valves used to alleviate
the rising pressure within some of the RPVs (Kinoshita et al. 2011). This caused a series of
large hydrogen explosions and the ejection of various radionuclides into the atmo-
sphere from a number of reactors (Katata et al. 2012; Kinoshita et al. 2011; Lozano et al.
2011; Omoto 2013; Povinec, Hirose, and Aoyama 2013). Fallout spread primarily to the
east over the neighbouring Paciﬁc Ocean (80%) (Masson et al. 2011; Yoshida and Kanda
2012), with the remainder dispersing inland, principally to the northwest as a result of
the prevailing wind direction (Yasunari et al. 2011); but in order to fully understand the
extent of the contamination problem, detailed mapping of the aﬀected areas was
necessary.
The ﬁeld of radiation monitoring can fall into two distinct categories: localization and
mapping (Towler, Krawiec, and Kochersberger 2012). Localization (Jiang et al. 2015;
MacFarlane et al. 2014; Pöllänen et al. 2009; Towler, Krawiec, and Kochersberger 2012)
is the identiﬁcation of an individual radioactive source, whereas mapping (Furutani et al.,
n.d.; Jiang et al. 2015; Martin et al. 2015; Sanada and Torii 2015) is rarely concerned with
the location of a single emitter, and instead seeks to represent the distribution of
radiation throughout a predeﬁned area. Mapping is often used to quantify areas of
risk; a tool that can be used to aid the decisions of governments and authorities, to
protect a workforce or the public in the event of a disaster such as that which occurred
at Fukushima Daiichi.
There are primarily three methods available with which to carry out the monitoring of
radioactive material; static ground-based, mobile ground-based, and airborne surveys.
When mapping high levels of radiation, such as those close to the site of the Fukushima
release – the controlling factors over the choice of method relies on the protection of
the workforce (due to safe standards governing radiation exposure, ≤20 mSv year−1
[IAEA 2003]) as well as the need for rapid data acquisition and presentation to assist in
ﬁne targeted mitigation methods, for example evacuation plans and the distribution of
iodine tablets in order to combat potential 131I exposure (Omoto 2013; World Health
Organization 1999).
Static ground-based options typically involve a ﬁxed device capable of measuring
dose (radiation intensity) and preferentially also, spectroscopy to determine the
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contributing radioisotopes present. Across a static network, accurate and detailed
activity proﬁles of speciﬁc locations can be determined with interpolation of data
between neighbouring points. The static capability however provides only a very limited
oversight of the true spatial distribution of the activity within a given area. Accordingly
data gaps or blind spots in the network could prove hazardous for workers (Sanderson
et al. 1995). As a result, static monitoring is not suitable for upscaling to provide high-
resolution results to large projects such as at Fukushima, but for more localized releases.
In situ measurements are limited to the location of ground stations and, therefore,
potentially present a biased distribution in sampling, with data conﬁned near to these
stations (Green 1987).
The other ground-based alternative are mobile surveys, conducted most frequently
using either handheld or vehicle-mounted detectors. Handheld surveys involve the
manual movement of a detection system around an area by a human, providing a
good spatial resolution but requiring signiﬁcant data collection time for larger areas.
Moreover, this method is only applicable in accessible areas and where data collection is
within the safe exposure limits of the operator, which make this method unsuitable for a
ﬁrst response survey due to the unknown intensity. In addition, the operator will
attenuate a signiﬁcant amount of the radiation that would otherwise reach the detector,
reducing the measured intensities by 20–35% (Buchanan et al. 2016; Jones and
Cunningham 1983). Whilst the housing around any detector will also shield radiation,
the eﬀect of this is less pronounced, systematically constant, and well constrained in
comparison to human shielding – for which currently no comprehensive comparison
currently exists for varying body types. Vehicle-mounted surveys have a much larger
capability for coverage than handheld surveys, allowing for areas of 100 s of km to be
mapped within a 24 h period (Mellander 1995). The absolute coverage is however
limited to the extent of the road network, or the accessibility of the environment that
the vehicle is travelling through. In order to maintain good spatial resolutions, the
surveys must be undertaken at low speeds of around 13 m s−1 or less. More signiﬁcantly
though, the technique still involves the exposure of the driver to potentially harmful
radiation in disaster scenarios, and as such does not present the ideal method to
characterize unknown levels of contamination.
In comparison, airborne surveys are the most time eﬀective way to quickly gather
radiation data over large areas due to the high operational speed and lack of obstacles
at the altitudes at which the surveys are conducted. Rates of coverage are up to 103
times that of car-based surveys, depending on the aircraft used (Schwarz, Rybach, and
Klingele 1995). Additionally, those performing the survey are mostly removed from the
risk of high-dose radiation exposure due to the operational altitude (≥120 m) (Schwarz
et al. 1995), although ﬂight trajectories which would pass through a radioactive fallout
plume would still present a signiﬁcant exposure to the operator and contamination risk
to the aircraft. Despite being rapid, the initial expense of these systems is considerable
(Guss 2011; MacFarlane et al. 2014; Martin et al. 2015) and aircraft are typically subject to
strict regulations; including restricted ﬂying zones, altitudes, and visibility restrictions
(CAA 2015). The development of UAVs has removed much of the need for piloted
surveys, having the ability to be remotely operated from a distance (up to 150 km)
(Kurvinen et al. 2005) or to ﬂy autonomously along a pre-deﬁned way-pointed ﬂight
path. Such an approach removes the possibility of endangering ﬁrst responders and
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survey workers within post-disaster environments. Moreover, UAV technology is con-
siderably less expensive than the alternative human piloted option (MacFarlane et al.
2014). In most countries, the restrictions upon UAVs are typically less stringent than for
higher altitude and heavier airborne methods. In the UK, for example, aircraft under 7 kg
(CAA 2015) are limited to a maximum ﬂight altitude of 122 m and are treated diﬀerently
on the basis that they represent less danger of structural damage to buildings should an
accidental impact occur. In the case of such low altitude radiation mapping, the nature
of the UAV systems allow for the collection of data quickly and independently of terrain
with limited radiation shielding eﬀects when compared to a human operator.
2. Aircraft system
Research into radiation surveying or mapping using UAVs has occurred for a range of
scenarios, these include; ground-level radiation following post-disaster environments
(Furutani et al., n.d.; Jiang et al. 2015; Sanada and Torii 2015; Towler, Krawiec, and
Kochersberger 2012), airborne plumes (Kurvinen et al. 2005), low-level radiation anoma-
lies (MacFarlane et al. 2014; Martin et al. 2015), indoor applications (Boudergui et al.
2011) and theoretical tests (Boudergui et al. 2011; Han and Chen 2014; Han et al. 2013;
Jiang et al. 2015; MacFarlane et al. 2014; Pöllänen et al. 2009; Towler, Krawiec, and
Kochersberger 2012)
Previous studies have explored a variety of UAV designs (Table 1). These range from
ﬁxed-wing (Kurvinen et al. 2005; Pöllänen et al. 2009) to single rotor helicopter-style
aircraft (Furutani et al., n.d.; Sanada and Torii 2015; Towler, Krawiec, and Kochersberger
2012) and multi-rotor systems (Boudergui et al. 2011; Han and Chen 2014; Han et al.
2013; MacFarlane et al. 2014; Martin et al. 2015). In comparing these works, a number of
similarities and diﬀerences can be highlighted in the attributes of each of the systems.
Studies involving ﬁxed-wing systems (Kurvinen et al. 2005; Pöllänen et al. 2009) demon-
strate a high top speed (240 and 120 km hour−1, respectively), alongside a high cruising
velocity (90 and 60 km hour−1, respectively). This enables the systems to have excellent
ground coverage during a single ﬂight. As noted in Sanderson et al. (1995) and
MacFarlane et al. (2014), this capability comes at an inherent loss of spatial resolution.
In Kurvinen et al. (2005) the detectors were set to sample data integrated over 10 s
collection interval. Even if the UAV in the study was travelling at the lowest speed
achievable, this would equate to a highest potential spatial resolution (not including the
important eﬀect of altitude) of 250 m per measurement. An increase in the rate of data
acquisition would improve the spatial resolution – for example, Pöllänen et al. (2009)
had a similarly fast vehicle, but with a data acquisition rate of 1 measurement per
second, yielding an improved spatial resolution equating to approximately 17 m ground
area per measurement. In contrast, helicopter-style and multi-rotor systems are able to
hover in a stationary position, and hence travel at much lower speeds and altitudes,
producing data at signiﬁcantly higher spatial resolutions. In some cases, operational
velocities of between 1.5 and 8.0 m s−1 have been achieved (MacFarlane et al. 2014;
Martin et al. 2015; Sanada and Torii 2015). This is a direct result of the increased stability
that is inherent within their design, with these systems even being capable of being
ﬂown without a professional pilot, in weather conditions more adverse than for larger
ﬁxed-wing platforms (Martin et al. 2015). Whilst not mentioned within the reviewed
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literature, some of the discussed issues relating to ﬁxed wing aircraft could be addressed
with the implementation of the new Vertical Take-oﬀ and Landing (VTOL) systems. Such
systems have the enhanced ability to take oﬀ in small/restricted areas and hover
statically over areas of interest.
Whilst operational velocity must be considered important, the greatest factor impact-
ing on the spatial resolution of the ﬁnal map is the altitude at which the survey is
conducted (Martin et al. 2015; Sanderson et al. 1995; Schwarz, Rybach, and Klingele
1995). For an idealized radioactive point source, the intensity (I) of the radiation at any
altitude/distance (z) can be modelled as following an inverse square relationship:
I / 1
z2
: (1)
This eﬀect, shown diagrammatically in Figure 1, can be seen in the results from Pöllänen
et al. (2009) and Sanada and Torii (2015), with altitude impacting directly on the
resolution achieved (Figure 2). When mapping non-point source emitters, the radiation
excess emitted from the ground can be determined through calibration with back-
ground (best obtained above water where only cosmic background is encountered)
and mathematical modelling (Furutani et al., n.d.).
The operational altitude of the UAV can be crudely related back to both its size and
manoeuvrability. The large ﬁxed-wing UAV utilized in Kurvinen et al. (2005) operates at
high altitudes (maximum of 4500 m) due to its considerable size (4.6 × 5.71 m) and high
operational velocity (90 km hour−1). This vehicle would not be suitable for low altitude
Figure 1. Schematic illustrating the inverse square law from a point source with the impact of
distance on achievable resolution.
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surveys (<122 m) due to the topographical and anthropogenic obstacles that exist at
these heights. Helicopter-style UAVs (Furutani et al., n.d.; Jiang et al. 2015; Sanada and
Torii 2015; Towler, Krawiec, and Kochersberger 2012) have been shown to successfully
operate at reduced altitudes of around 60–80 m, still well above that used by the multi-
rotor systems (Boudergui et al. 2011; Han and Chen 2014; Han et al. 2013; MacFarlane
et al. 2014; Martin et al. 2015). Pöllänen et al. (2009) demonstrated that low altitude
surveying (50 m) can be achieved by small ﬁxed-wing UAVs, but this study focused on a
scenario in which radioactive point sources were located within an airﬁeld. Whilst this is
a necessary simpliﬁcation to test a technique, it remains to be seen if it can be applied
successfully to non-ﬁctitious situations where obstacles may exist at the operating
altitude. In addition, the speed at which the UAV must operate also reduces the
resolution of the radiation map produced. With no technological increase in the log-
ging/data collection rate of the detection system, producing high resolution maps
Figure 2. Diﬀering survey resolution achievable via contrasting survey methods, including high-altitude
ﬁxed-wing and multi-rotor UAV.
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requires an increased ‘dwell’ time to complete an adequate survey for a given area.
Whilst Sanada and Torii (2015) showed that the lower altitude and slower speed of the
UAV compared to the full size ﬁxed-wing aircraft produced a higher resolution map, it
took a total of 52 days to complete the aerial survey. This is a product of the typical
ﬂight times that can be achieved by each data collection run. For example, the UAV
system presented in Martin et al. (2015) was powered by batteries that allow for
between 30 and 40 min of ﬂight time per charge. Other battery run systems
(Boudergui et al. 2011; Han and Chen 2014; Han et al. 2013; MacFarlane et al. 2014)
display similarly small individual ﬂight time (12–30 min). Conversely, systems that run on
petroleum fuels (Kurvinen et al. 2005; Sanada and Torii 2015; Towler, Krawiec, and
Kochersberger 2012) tend to have longer individual ﬂight times (90–240 min). Whilst
this longer ﬂight endurance allows for greater amounts of data to be collected, the
weight of the system is signiﬁcantly increased relative to those operating on battery
power, with stricter regulations placed upon systems heavier than 7 kg (CAA 2015).
Whilst the collective survey time of light weight battery powered UAVs can be stream-
lined through using multiple batteries on rotation (Martin et al. 2015), the approach is
still inherently limited by the rate of advancement in battery technology.
In planning an airborne radiometric survey, the primary focus of the study needs to
be established. Deﬁning factors such as the spatial extent of the study area, the required
spatial resolution and the maximum survey time permissible are to be constrained in
order to implement the most suitable platform for the survey. For example, large ﬁxed-
wing aircraft systems remain best suited to ﬁrst response situations following large-scale
releases of radioactive material (e.g. Fukushima or Chernobyl disasters). In these situa-
tions, rapidly establishing radiation dose rates to aid evacuation and disaster manage-
ment plans is the primary focus. These systems provide the most temporally eﬃcient
method of deﬁning radiation intensity over regional and/or even national scales, a feat
which cannot be matched by current UAV technologies within the same timescale.
On the other hand, large ﬁxed-wing aircraft are not suitable for producing more
detailed high-spatial resolution radiation maps, which require a platform capable of
operating at lower altitudes and slower speeds. Higher resolution surveys are required in
scenarios where more localized variations in radiation intensity are important (i.e. in
localizing a speciﬁc radioactive point source, radioactive mineral exploration and mon-
itoring work in nuclear facilities or low-level radiation anomalies). In such scenarios,
helicopter-style and multi-rotor conﬁgurations are much more suitable, providing the
ability to cover areas with tightly spaced ﬂight lines, ﬂying at low speed and altitude,
and ﬂying relatively close to structures on the ground without signiﬁcant risk of collision.
Equally, in such scenarios the aircraft do not need to carry such large radiation detection
systems due to their relatively close proximity to ground-based radiation source.
By integrating both ﬁxed-wing/helicopter style and multi-rotor systems, there is the
potential for excellent temporal coverage without the need to compromise on spatial
resolution. For example, using the increased speed and range of the ﬁxed-wing/heli-
copter installations, a large study area can be sampled rapidly (Figure 2(a)). Any
identiﬁed hotspots/areas of interest can subsequently be investigated in greater detail
using a multi-rotor system at a reduced speed and altitude to increase the spatial
resolution (Figures 2(b) and (c)).
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3. Detection systems
3.1. Basic detector principles
Gamma-rays interact with matter through three principle methods: The photoelectric
eﬀect; Compton scattering and pair production (Grodstein 1957a; Hubbell 1969; Knoll
2010; Leclair 2010). The eﬃciency of a gamma-ray detector is a function of its sensitivity
to any incident radiation (counting eﬃciency) and its active volume. Unlike detectors for
alpha and beta radiation (charged particles with much easier detection), an incident
gamma ray photon must have a signiﬁcant interaction with matter within the active
volume of the detector to produce a discernible signal (Knoll 2010). With any gamma-ray
detector, some of the incident radiation will simply not interact with the detecting
matter because not all incident photons will be intercepted, and their energy absorbed
by the detector medium. The ratio between the amount of radiation incident on a
detector and the measured radiation is known as the ‘intrinsic counting eﬃciency’ (Knoll
2010); simplistically a function of electron density of the interacting detector material
(the probability of a photon interaction increases with increasing density).
There are a number of diﬀerent variations within gamma ray detector technology.
These variations diﬀer from each other in terms of the active material used, count
collection methods and the mode of the detector (Knoll 2010). However, by analysing
the basic operation of these systems, a simplistic model of gamma ray detection systems
can be identiﬁed. Upon the interaction of a single gamma ray with the active detection
material (e.g. scintillating or semi-conductor crystal), a resultant release of electrical
charge occurs within the detection system (or is indirectly formed through the use of
a photomultiplier tube, as is the case with scintillator detectors). This electrical charge is
then collected through manipulation of the voltage imposed across the active detector
material, causing the positive and negative charges created by the interaction to ﬂow to
opposite electrodes (Knoll 2010). The time taken for the detector to fully accumulate the
resultant charge is diﬀerent across the range of detector types; a combination of the
mobility of the charge carriers within the active volume and the average distance that
needs to be travelled through the active volume to reach the corresponding electrode
(Knoll 2010). In general, instruments that employ solid detector materials (scintillator and
semi-conductor detectors) with rapid counting times may be considered as better suited
to mobile radiation surveying because the eﬀect of spatial averaging is reduced.
3.2. Detector systems in UAV radiometric surveys
The payload employed for mapping typically consists of a GPS, radiation detector(s)
coupled to a data storage and processing unit to locally store data on the device
before (optionally) being transmitted to a base station. In some cases, the objectives
of the investigation called for extra equipment within the payload, for example air
samplers (Kurvinen et al. 2005; Pöllänen et al. 2009) or single-point laser range-ﬁnders
(MacFarlane et al. 2014; Martin et al. 2015). An ideal detector conﬁguration would
employ a very high density material for a high counting rate and a large volume.
Whilst such a detector would not be suitable for deployment on a UAV due to its
weight, a swarm of UAVs could be implemented to establish static monitoring points
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within a target zone. Using a number of these systems equipped with the traditional
smaller volume detectors in a single target survey is a potential solution for the
inherent loss of ‘stopping power’ experienced by these detectors. Moreover, by
hovering these at deﬁned points/intervals around a target area, a monitoring ring
of detectors is established, which can be used to eﬀectively localize radioactive
sources, or determine a local radiation intensity state (see Section 4 for further details
on this). Detectors used in the studies detailed herein vary between a number of
diﬀerent types, including; scintillator detectors (Furutani et al., n.d.; Kurvinen et al.
2005; Pöllänen et al. 2009; Sanada and Torii 2015; Towler, Krawiec, and Kochersberger
2012), Geiger–Muller (GM) tubes (Kurvinen et al. 2005), and semiconductor detectors
(Kurvinen et al. 2005; MacFarlane et al. 2014; Martin et al. 2015).
The use of GM tubes for radiation detection systems was employed in early UAV
studies (Kurvinen et al. 2005). These detectors are simple inert gas ﬁlled units containing
opposing positive and negative electrodes. Incoming radiation causes ionization of the
gas, with the resultant positive ions and negative electrons attracted towards the
relevant electrode, generating an electronic pulse (count). Whilst the detectors are
lightweight and high volume, they have an inherently very low sensitivity compared
to the other detector types used (Knoll 2010), and since Kurvinen et al. (2005) they have
not been employed for UAV radiation monitoring.
There are numerous scintillator materials available for use as radiation detection
materials, however, for use within an UAV format there are three common materials
used; LaBr3[Ce] (Sanada and Torii 2015), NaI (Furutani et al., n.d.; Kurvinen et al. 2005;
Towler, Krawiec, and Kochersberger 2012), and CsI (Han and Chen 2014; Han et al. 2013;
Pöllänen et al. 2009). CsI and NaI scintillator detectors have similar characteristics; they
are both alkali halide compounds that display good scintillation properties when the
pure crystal is doped with certain impurities. Their diﬀerences however, arise from the
variation in the physical properties of the materials. NaI is a lower cost material than CsI
and is in greater abundance, but is hygroscopic and, therefore, deteriorates through
prolonged water absorption into its structure (Knoll 2010). As a result the material is
required to be housed within an airtight chamber during use, which adds weight to the
system. CsI is less hygroscopic and much less brittle as a material, capable of with-
standing more vibration and shock (Knoll 2010), making it is more durable and more
suitable for use as an airborne detector. Both materials can be activated with additional
components (thallium for NaI and sodium/thallium for CsI) to improve their scintillating
properties and resolution for identifying particular radionuclides within the output
spectra (Knoll 2010). When activated, the CsI detectors have a larger gamma-ray absorp-
tion coeﬃcient per unit size than NaI detectors, making them more applicable for small
sized detectors (Knoll 2010). However, NaI produces a greater photon brightness, mean-
ing it produces the most easily discernible electric signal following the interaction of
radiation within the active volume of the detector (Knoll 2010). Activated CsI detectors
were used within Han and Chen (2014) and Han et al. (2013) but it is not speciﬁed within
any of the studies using NaI detectors whether they are activated, hence these studies
will have less well resolved spectra than those that use activated scintillators (CsI[Na] or
LaBr3[Ce]).
A cerium-activated lanthanum bromide (LaBr3[Ce]) detector (Sanada and Torii
2015) provides a better energy resolution than both NaI and CsI (Knoll 2010).
5962 D. CONNOR ET AL.
However, the material is also hygroscopic, requiring an airtight chamber to avoid
material degradation (Shah et al. 2003), with the further addition of weight to the
system. The LaBr3[Ce] detector in Sanada and Torii (2015) displayed a full width at
half maximum (FWHM) value of 2.8% at 662 keV, whereas standard values for
activated NaI and CsI are 7.5–8.5% (Canberra 2014) and <7.2% (Kromek Group PLC
2015) at 662 keV, respectively. A spectra from this type of detector though does not
show as good pulse shape discrimination as NaI or CsI; making it diﬃcult to identify
the contributing species (Knoll 2010). This poor peak shaping, however, does not
represent a problem when mapping in post-disaster zones as for Sanada and Torii
(2015), where radioactivity is almost entirely associated with the ﬁssion products of
131I, 134Cs, and 137Cs (Bolsunovsky and Dementyev 2011; Buesseler, Aoyama, and
Fukasawa 2011). However, for mapping low-level radiation anomalies, a LaBr3[Ce]
detector would not represent an appropriate detector choice.
An alternative to scintillator type detectors are cadmium zinc telluride (CZT) detec-
tors. These are a variant of semi-conductor radiation detectors, which use the ionization
of the semi-conductor by the incident gamma radiation and subsequent movement of
the produced electron hole pairs to opposing electrodes in order to produce electrical
pulses (similar to gas ionization methods [Luke 1995]). Such pulses are detected, and
processed to produce a gamma spectrum. The material has a very high mass number
(A), creating a very good counting eﬃciency – as the likelihood of interaction between
the material with incident radiation is increased relative to other materials (e.g. air,
water, and lead illustrated for comparison (Figure 3)) and NaI/CsI scintillators (Luke
Figure 3. Diﬀerences in mass attenuation coeﬃcients for three selected materials; air (dry), water,
and lead across the full gamma-energy range (from NIST).
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1995; Sellin 2003; Wilson et al. 2011; Zhang et al. 2013). A further advantage of CZT is
that the material can be manufactured into diﬀerent shapes, for example co-planar grids
and small pixel detectors to optimize for diﬀering applications. This therefore improves
detection characteristics (Table 2) (Luke et al. 2001; Luke 1995; Wilson et al. 2011),
however the co-planar grid variation produces the best energy resolution of any of
the detectors previously discussed (<2.5% at 662 keV) (Chen et al. 2008; Martin et al.
2015; Sellin 2003; Zhang et al. 2013), allowing for the production of the most resolved
energy spectrum and hence the most conﬁdent identiﬁcation of individual radionuclides
(although Table 2 indicates that this could still be improved upon). Despite this high
resolution, problems with the uniformity of the crystal structure, such as random grain
boundaries, have limited its eﬀectiveness by causing charge trapping – reducing the
counting eﬃciency in certain applications and limiting the volume of the detectors to
small sizes, i.e. 1 cm3 (Luke et al. 2001; Zhang et al. 2013). However, recent work into
new methods of crystal manufacture through the travelling heater method (THM)
process (Chen et al. 2008; Wilson et al. 2011) has yielded promising results to improve
crystal uniformity and, therefore, allow for the volume of detectors to increase.
Conceptually ultra-dense semi-conductor materials such as diamond and uranium diox-
ide (UO2) could be considered and adapted for UAV applications, and are currently
being developed. However, they have yet to achieve any commercial maturity which is
unlikely for several years to come.
The active material within a detector is not the only consideration when designing a
detector system; the directionality and shape of the material are also important.
Detector directionality describes the changing response of the detector to incoming
radiation at diﬀerent interception angles. Incident photon trajectories not along the
Table 2. Summary of detector types used along with their associated advantages, disadvantages,
and typical energy resolution.
Geometry type Advantages Disadvantages
Typical energy
resolution
(FWHM) (%)
Planar electrode Simple structure Severe hole trapping
problems
–
Frisch strip and
trapezoid prism
electrode
Simple structure Existing leakage currents
between the grid and
anode
2.68
[at 662 keV]
Insulated Frisch
ring electrode
Eliminating leakage currents between the
grid and anode
More complicated design and
fabrication technique
1.70
[at 662 keV]
Pixelate electrode Higher charge collection eﬃciency; suitable
for medical imaging
Charge sharing problems <3
[at 140 keV]
Coplanar grid
electrode
Overcoming hole trapping more eﬃciently Needing more output readout
electronics; more electrical
noise
1.3%
[at 662 keV]
Hemispherical
electrode
Uniform charge collection Complicated geometry design <1.9
[at 662 keV]
Orthogonal
coplanar strip
electrode
Less complexity for the device electronics Leakage current in anode 1.0
[at 662 keV]
Charge-sharing
strip electrode
Simpliﬁed electronics and more eﬃcient
non-collecting signal
More electrical noise <6
[at 122 keV]
Drift strip electrode Sensitivity to hole trapping is reduced due
to the electrostatic shield to the readout
anode
More electrical noise 0.8
[at 356 keV]
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symmetry axis of the active material can reduce measured intensities by between 20%
and 30%, most notably in crystalline materials (Knoll 2010). The principle can however
be reversed to be advantageous. By measuring the count-rate variation over individual
sections of the active material volume, an angle of incidence can hence be calculated
(Uher et al. 2007). This angle could be used to infer an azimuth from the detector in the
general direction of the source, allowing for localization.
Gamma imaging (Jiang et al. 2015) has also been considered as a further technique
for the localization of radioactive sources. Gamma cameras provide two-dimensional
(2D) images from emitted gamma radiation on a target, using a single large volume
detector (classically NaI), arranged to form a ﬂat face, with an array of photomultiplier
tubes on one side and a lead/tungsten collimator with an array of parallel pinholes on
the other. The lead collimator restricts the gamma radiation entering the detector so the
image can be directly interpreted as a reﬂection of the radioactive source (Knoll 2010).
Gamma cameras could be adapted to quickly localize hotspots within an area, provided
that radiation intensity was high enough to produce discernible signals over the
exposure period of the camera. Theoretically, the data received to generate the image
could also be used to ﬁngerprint the radionuclide responsible through acquisition of a
gamma spectrum. Although the weight of such a system, due to the lead collimators
required for its operation, would greatly limit its deployability on an aerial system.
Similarly to the criteria for deciding upon a suitable airborne platform, the most
suitable choice of detector type depends on the nature of the environment and likely
radiation characteristics within the study area. Certainly, the weight in addition to the
volume of the detection system will have a signiﬁcant inﬂuence on the type of aircraft
selected for any mapping application. Increasing payload weight will always lead to a
decreasing ﬂight times for surveys.
4. Algorithms for radiometric surveys
4.1. Algorithms for radiation mapping
As previously deﬁned, radiation mapping describes the process of recording the level of
radiation intensity at numerous points throughout an area and displaying the data in
terms of position and a measure of intensity (gross count, activity, or dose rate are
common units) in a graphical form. Across the reviewed literature, there is a general
framework that can be identiﬁed in order to implement a radiation mapping survey.
Simpliﬁed into three steps, this algorithm consists of: (1) establishing a calibration
model, (2) data acquisition/normalization, and (3) presentation.
A basic calibration model for airborne radiation mapping requires an estimate of the
variation in measured intensity with increasing distance. For simplicity, aerial radiation
mapping is often conducted at a ﬁxed altitude above ground level (AGL) (for example
80 m AGL [Sanada and Torii 2015]) and so variations in measured count rate (assuming
the source is present at ground level) need to be appropriately modelled to a distance in
excess of this altitude. Whilst emitted gamma radiation can be appropriately modelled
by an inverse square count rate reduction over small source–receiver distances, this is
not the case over the distances experienced within most applications of airborne
radiation mapping (Knoll 2010) (with the exception of extremely low altitude surveys
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[MacFarlane et al. 2014; Martin et al. 2015]). At larger distances, a reduction in count rate
from attenuation through interaction with the constituents of air or other obstacles
(explained in Section 5) becomes an important factor to consider. Hence, a more robust
model is required.
The most commonly used method to acquire the calibration model is through a
‘hover survey’ (Furutani et al., n.d.; Sanada and Torii 2015; Schwarz et al. 1995). A ‘hover
survey’ involves using a helicopter or other aerial platform to gather a proﬁle of
measured intensity over a ﬁxed point on the earth by measuring intensity at a number
of diﬀerent altitudes. In general practice, the ﬁnal maps produced from airborne radia-
tion mapping projects are usually normalized to show intensity at one meter above the
ground surface (Furutani et al., n.d.; Martin et al. 2015; Sanada and Torii 2015; Schwarz
et al. 1995), which requires the calculation of the calibration curve. By measuring at
deﬁned intervals from a ﬁxed point on the surface, a vertical proﬁle of count rate
reduction can be interpolated and used to extrapolate count rates at the surface, from
the measured count rate at the operational altitude. Furthermore, as surveys are usually
undertaken at a constant altitude from the starting point, some correction in terms of
the variability in surface topography is required to accurately extrapolate measured
intensity to surface intensity (Furutani et al., n.d.; Martin et al. 2015; Sanada and Torii
2015). To apply this correction, some studies have used digital elevation models (DEMs)
to gather surface topography information and used the elevation data from these to
apply an altitude correction (Furutani et al., n.d.; Sanada and Torii 2015). More recently, a
lidar module (single-point range-ﬁnder variation) was used to determine actual altitude
AGL to a millimetre scale accuracy (Martin et al. 2015). This method provides speciﬁc,
high accuracy altitude data at every data point sampled by the detector within the
mapping ﬂight, which dramatically reduces the error within the calculated surface
intensity compared to the use of DEMs.
The calculated calibration curve is also useful in other ways. As the output from the
radiation detectors used within these mapping applications is often quantiﬁed in terms
of counts per second (CPS). Simply, this corresponds to the cumulative number of
detectable interactions occurring within the active volume of the detector over a time
period of one second. From this information, hotspots and regions of low intensity can
be identiﬁed. However, in a practical application of identifying risk, this means little to a
responding taskforce. Instead of CPS, many maps are presented in terms of the dose rate
(Furutani et al., n.d.; Sanada and Torii 2015), as this directly relates the radiation intensity
into a value received by the body over a given time, which can be measured and the
eﬀective steps taken to make sure that any exposure is controlled or avoided.
Converting the CPS into a dose rate value requires knowledge on the source, its activity,
and the variability of these with distance; these form another part of the reason why a
calibration model is required.
As the main focus of radiation maps can vary from one map to the next, further
calibration parameters may need to be calculated or estimated in order to calculate the
target parameter of a particular study. An example of this can be found within Sanada
and Torii (2015). In part, this study looked to estimate the contribution of radiocaesium
isotopes (released into the environment following the Fukushima incident) from the
total radiation intensity experienced at the test locations. In order to do this, an estimate
of the background intensity (contribution of cosmic radiation, inherent radiation
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associated with the LaBr3 detector, and any contamination present on the hosting UAV)
was required to subtract from the total intensity recorded by the detector. This value
was estimated through implementation of a ﬁxed altitude hover survey over deep water,
as the water body acts as an attenuator for any radiation emitted from the ground
surface, leaving only that which is associated with the background intensity.
Once the calibration model and parameters have been calculated, the data collection
for the map can be undertaken. In order to maintain the best compromise between
ground coverage and temporal eﬃciency, the ﬂight path of an airborne radiation
mapping system requires the correct ﬂight line spacings. Calculating the most appro-
priate spacings requires the operator to work out the eﬀective ground sampling area of
the detector; a function of the ﬂight altitude and aperture of the detector (Knoll 2010,
118). The optimum line spacing incorporates overlapping regions between the areas
sampled within each ﬂight line with the previous/next ﬂight line. This occurs because
the counts received by the detector at the edges of the sampled ground will be reduced
relative to the same source strength placed immediately below the detector (as incident
radiation incoming to the detector at larger angles produces a reduced interaction)
(118). Following the completion of the data collection, the values are normalized (usually
to a height of one meter AGL) using the calibration model and converted into the
relevant units. For converting CPS into dose rates, this can be achieved through using a
radioactive dosimeter to measure the dose rate across the target area (if possible)
(Sanada and Torii 2015) or using laboratory experiments (with the dosimeter) to deter-
mine the CPS/dose rate conversion factor. With this factor established, converting the
units within the map is a trivial process.
Presenting the collected data as part of a map generally consists overlaying a colour
scaled intensity representation onto a two dimensional map/spatial representation of
the mapped area (Furutani et al., n.d.; MacFarlane et al. 2014; Martin et al. 2015; Sanada
and Torii 2015; Schwarz, Rybach, and Klingele 1995). There are a number of ways in
which this can be done, however most commonly used are geographic information
system (GIS) products, as these oﬀer a large degree of versatility and control over all the
aspects of the ﬁnal map. Whilst there has been much advancement in terms of detector
technology and aerial platforms within in the past, little consideration seems to have
been paid in advancing the way that the mapping data is presented. Even though there
is a clear improvement between the map visualization in Martin et al. (2015) and
Schwarz et al. (1995), the basic principle remains unchanged.
4.2. Algorithms for radioactive source localization
The process of locating a radioactive source relies upon determining its position from
measurements of radiation intensity at diﬀerent points in space within a given area.
Unlike radiation mapping, it uses the information recorded by the detector to extra-
polate backwards to a speciﬁc ground location for a given point source. Implementing
this requires knowledge of the relationship that exists between the intensity of the
source and the distance between the source and detecting instrument (in three dimen-
sions). This relationship follows an inverse square approximation (discussed previously),
whereby the measured intensity at the detector interaction volume (in cm3) (λk) is a
function of the intensity of the source (I), the position of the detector (xk, yk, zk), the
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position of the source (x0, y0, z0) and a deﬁned measured background intensity for the
study area (λb) (Equation (2)) (Towler, Krawiec, and Kochersberger 2012):
λk xð Þ ¼ I
xk  x0ð Þ2 þ yk  y0ð Þ2 þ zk  z0ð Þ2
þ λb: (2)
Inverse square law from Towler, Krawiec, and Kochersberger (2012) (2)
A number of statistical algorithms have been highlighted within the published
literature as eﬀective in providing estimates of source locations based on radiation
data acquired from a speciﬁed area. Whilst each of the individual algorithms diﬀer in
terms of the speciﬁc statistical models used or the assumptions made with respect to
the initial model conditions (i.e. assumption of a known source radionuclide or intensity),
each is based around the Poisson distribution of radioactive decay and emission
(Brennan, Mielke, and Torney 2005; Knoll 2010; Muske and Howse 2001; Towler,
Krawiec, and Kochersberger 2012). At high radiation intensities, the Poisson distribution
equates well to a Gaussian distribution (Brennan, Mielke, and Torney 2005; Towler,
Krawiec, and Kochersberger 2012).
The reviewed algorithms include recursive non-linear least squares optimization
algorithms (Howse, Ticknor, and Muske 2001), several variations on recursive Bayesian
estimation (RBE) algorithms (Brennan, Mielke, and Torney 2005; Brewer 2009; Morelande,
Ristic, and Gunatilaka 2007; Muske and Howse 2001; Towler, Krawiec, and Kochersberger
2012), maximum likelihood estimator (MLE) algorithms (Gunatilaka, Ristic, and Gailis
2007; Morelande, Ristic, and Gunatilaka 2007) and mapping-based localization techni-
ques (Towler, Krawiec, and Kochersberger 2012)
4.2.1. Recursive non-linear least squares optimization algorithms
Work conducted within Howse, Ticknor, and Muske (2001, 1727–1737) utilized a non-
linear least squares optimization algorithm to track a single moving source within a
room in real time. To begin, four individual gamma detectors were located in each
corner of the room, and used to estimate the potential positions a 137Cs source of known
intensity using level curves derived from the measured counts at each detector; with the
intersection point of these four curves marking the most probable location. Due to the
variability in the measured count rate, these curves manifest as shells rather than lines,
creating an intersection zone. A single point estimate was produced by running the non-
linear least squares optimization to minimize the residuals between the estimated
locations from each of the four detectors. With this initial state conﬁrmed (including
the background radiation for the room), a tracking algorithm is then used to iteratively
predict the movement of this source throughout the room by detecting the deviation in
count rates from this initial state measured in time intervals of one second.
By comparing the results from the model simulation using both idealized (syn-
thetic) Poisson and stochastic data with real experimental results, the position of the
radioactive source could be determined with an average accuracy of one foot within
a 150 ft2 area. The most impressive feature of this method however, is its ability to be
conducted in real time. The model simulations produce single-point localization
estimates for the radioactive source at a rate greater than that of the average
sampling time of the radiation detectors (1 s). In a real-life situation where an
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identiﬁed source (i.e. a dirty bomb) is being transported by a person, the pathway
taken by the transporter could potentially be observed, aiding with mitigating secur-
ity risks. However, the algorithm assumes a source of known intensity in order to
establish the initial state on which the tracking algorithm is based, meaning that for
security applications this would need to be established ﬁrst to produce similar results;
this seems an unlikely scenario within a security threat. The author does, however,
state that the algorithm should be part of a ‘suite’ of tools to help automate the
process of detecting security threats, rather than a stand-alone solution. Furthermore,
this algorithm requires a network of sensors to interact with radiation levels in excess
of background levels to be successful, which may experience detection-limit problems
within larger study areas or environments with greater attenuation coeﬃcients than
exhibited within the test environment (crowded areas for example). Future work to
improve this method should focus on upscaling the size and complexity of the study
area to determine impacts on the computational performance of the algorithm and
its suitability for realistic security situations.
4.2.2. RBE algorithms
A number of studies have explored the use of RBE algorithms in localizing radiation
sources (Brennan, Mielke, and Torney 2005; Brewer 2009; Gunatilaka, Ristic, and Gailis
2007; Morelande, Ristic, and Gunatilaka 2007; Muske and Howse 2001; Towler, Krawiec,
and Kochersberger 2012). This type of algorithm operates by predicting the behaviour of
a system based upon a predeﬁned process model and reﬁning this prediction as new
measurements become available. Provided that the process model is representative of
the system and the measurements are relatively unclouded by noise, the algorithm
converges upon a single probability density function that describes the state of the
system (Brennan, Mielke, and Torney 2005; Brewer 2009; Gunatilaka, Ristic, and Gailis
2007; Morelande, Ristic, and Gunatilaka 2007). In terms of localizing a radiation source,
this probability density function describes the most likely location for a particular source
within the study area.
One of the major advantages of using RBE algorithms is their inherent adaptability to
model diﬀerent dynamical systems (source conditions) and be rewritten to consider a
multitude of new measurements that maximize the new available information (Brewer
2009). As such, there are a number of variations of RBE algorithms that are adapted to
modelling a range of system complexities (Kalman ﬁlter (KF), extended Kalman ﬁlter
(EKF), unscented Kalman ﬁlter (UKF), particle ﬁlter (PF), grid-based ﬁlter (GF), and
element-based ﬁlter (EF)). The diﬀerences between each of these variations is how
they represent the ‘belief space’ of the model (Brewer 2009), where a belief space herein
represents the probability distribution of the location of a radiation source throughout
the study area. The ability of the algorithm to accurately localize any source is severely
impacted by this belief space. For the following section, it must be recalled that radio-
active decay is best represented by a nonlinear, Poisson (non-Gaussian) distribution
model.
As previously mentioned, without the appropriate process model on which to base
the initial state estimation on, the algorithm will not converge and will, therefore, not
provide an accurate estimate on source location. Therefore, the variations of RBE algo-
rithms that are incapable of accurately representing highly non-Gaussian and non-linear
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processes (KF and EKF) are unsuitable for application to source localization (Brewer 2009;
Gunatilaka, Ristic, and Gailis 2007; Towler, Krawiec, and Kochersberger 2012). However,
the UKF variation of RBE algorithms has been shown to be able to provide a convergent
estimation for the localization of a single radiation source (Gunatilaka, Ristic, and Gailis
2007). It is a development of the KF and EKF, which allows for some non-Gaussian
distribution within the parameters of the process model, meaning it is more suitable for
modelling radioactive decay (Brewer 2009). However, the algorithm still struggles with
highly non-linear processes, as is experienced at lower levels of radiation intensity. As a
result, the accuracy of this method is reported to be lower than other methods,
particularly MLE algorithms and more complicated RBE ﬁlters (GF, EF, and PF) (Brewer
2009; Gunatilaka, Ristic, and Gailis 2007; Morelande, Ristic, and Gunatilaka 2007; Muske
and Howse 2001; Towler, Krawiec, and Kochersberger 2012).
It is apparent that modelling radioactive decay using RBE algorithms requires a
variation that goes beyond the scope of the basic KF and its developments (EKF and
UKF). One such variation is the PF (Brewer 2009; Morelande, Ristic, and Gunatilaka 2007).
A PF is a Monte Carlo simulation technique that represents the posterior belief (state
estimation) as a series of randomly distributed state samples (or particles), which relate
to a hypothesis of the true state of a target system at any one time (Brewer 2009;
Morelande, Ristic, and Gunatilaka 2007; Thrun 2002). Each of these particles has an
associated weight/importance, which quantiﬁes the conﬁdence of each hypothesis,
given by the current knowledge of the system (provided by the incoming measure-
ments) (Brewer 2009). As new measurements become available to the system, the
locations and associated weights are re-evaluated until a likely estimate is established.
An example of this is outlined within Brewer (2009). Using an UAV as a platform for
the detection system, a PF algorithm is used to locate a single source of known intensity
within a search area of 62,500 m2. To complete this task, the algorithm initially produces
a random distribution of particles throughout the study area, with an evenly distributed
weight between them (equal to 1/N, where N is the number of particles). This is the
initial condition for the algorithm because the system has no knowledge of where the
source is located (other than being present within the search area) and has not yet
received any ﬁeld measurements, so any point is equally likely to be the source location.
As the system receives intensity measurements, it calculates the distance between the
UAV sensor and each particle, based upon the estimated distance to the source (a
predetermined experimental model for the expected counts for a given distance is
used to do this). Following this, the algorithm calculates the normalized error (between
1 and −1) for this point based on the distance calculation and multiplies the previous
particle weight by this error. This step of the algorithm determines the new weight for a
particle given the measurements by the detector. The particles are then redistributed
according to their weights and the distance from each other, converging them towards
the most likely locations of the source as the process is repeated. As a non-directional
radiation detector is utilized, there tends to be two possible source locations (the true
estimate and the ghost estimate). By moving at a tangent to the incoming radiation
ﬁeld, the system distinguishes between the two, creating a single most likely location (or
zone).
Running the above algorithm using simulated source data, Brewer was able to
demonstrate that a single source could be localized within a deﬁned grid area in less
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than one minute with a mean accuracy of around four metres. Whilst these results
indicate an impressive accuracy and run time, there are certain limitations associated
with the assumptions made within the process; namely the amount of information that
is known about the source before the experiment begins. In a real world application, the
intensity and identity of the radioactive source is unlikely to be a well constrained value
and so to be applicable to realistic situations, the algorithm needs to be developed to
deal with unknown source conditions. The necessity for a deﬁned search area also could
be a problem in the case where reconnaissance ﬂying has not previously undertaken.
Without the knowledge on where to deﬁne the boundaries of the search area, the
algorithm may potentially experience an increase in running time or a loss of accuracy.
Brewer qualiﬁes this by stating that the algorithm should be used as a follow up to high
altitude reconnaissance ﬂights in order to further investigate areas of interest. Whilst it
has been shown to work well for the test conditions, further experiments should be
carried out for areas larger than 62,500 m and adaptations made to allow for the
localization of multiple sources.
An example of the use of PF methods without the limitation of these prior
knowledge constraints is outline within Morelande, Ristic, and Gunatilaka (2007). By
assuming no prior information upon the radiation source within the starting condi-
tions of the algorithm, this PF method aimed to estimate the number of sources, their
intensity and their position within a given area based on the knowledge that a source
(or number of sources) exist within a deﬁned search area. Using an importance
sampling method (similar to the particle weighting method used by Brewer) with
progressive correction instead of resampling, the authors demonstrate that PF algo-
rithms have the capacity to accurately estimate up to three unknown sources, using
either a single mobile sensor or a distributed network of sensors. A Cramer–Rao
bound (CRB) analysis is used as a performance indicator to test this algorithm against;
also covered within this study is another algorithm (a variant of a MLE), which is
covered in the following section.
In a series of repeated simulations, the algorithm was able to successfully identify the
number of sources, locate them and estimate their intensity for the majority of cases. All
experiments were carried out using an array of 60 sensors arrange in a circle, with a
radius of 200 m (approximately 125,660 m2 area). In terms of estimating the number of
sources for a given dataset, the algorithm was exceptional, particularly at identifying one
or two sources (100% success rate). When a third source is introduced, the algorithm
becomes less reliable at estimating the number of sources (between 81% and 93%
success rates at varying signal-to-noise (SNR) ratios), sometimes over-estimating the
number of sources present. Even so, these success rates are exceptional, especially
considering the decreased running time relative to the MLE also featured within this
study. Additionally, the algorithm was able to accurately locate the number of sources
even at very low SNR (5 dB) to a degree of accuracy that outperforms even the CRB
estimate for a lower bound in some cases. A similar situation is observed for the
intensity estimate of the sources.
An alternative to the PF method is the grid-based ﬁlter (GF) (Towler, Krawiec, and
Kochersberger 2012). This algorithm works by splitting the deﬁned search area into a
series of deﬁned grid points rather than representing posterior belief through a series of
particles. The advantage of this technique compared to the PF method is that it requires
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no tuning of parameters or compensation for problems inherent within the PF method
(degeneracy for example). However, this technique ultimately falls short of the PF
method presented by Morelande, Ristic, and Gunatilaka (2007), as this GF algorithm
becomes signiﬁcantly more computationally expensive as any dimension of the algo-
rithm is increased (search size, spatial resolution, or number of sources). Moreover, the
priory, on which the algorithm is based, requires a known number of sources, isotopes
and activities in order to work.
Using a single UAV-hosted sensor, the algorithm creates its prior grid using a uniform
distribution model, such that it is equally likely that any location within the grid is source
location (the source is placed in a known, but random location, which lies fully within a
single grid square). Having established a background radiation intensity for the area, the
sensor begins iteratively measuring the radiation level and comparing it to the observed
background value. If the measured value is in excess of the background level, then the
source is assumed to be detected. The expected number of counts for all grid cells is
then computed, based on the assumption that the source lies within the observed cell.
The likelihood that the source exists within this cell is the probability that this obeys a
Poisson distribution about a mean corresponding to the expected number of counts
from that cell. The algorithm will continue to iterate (moving the sensor between each
iteration) until this probability has reached a threshold of 90%, which is described as the
condition for ‘complete localization’ of the source (Towler, Krawiec, and Kochersberger
2012). In the case where the measured counts is equal to or lower than the background
level for the area, the source is assumed to not be present within the detectable range
of the sensor and so the likelihood that source is within this range is determined to be
low/zero. The algorithm therefore updates the prior belief according to this observation.
Similarly to the motion control used within Brewer (2009), as the sensor converges upon
the likely location, it moves orthogonally to the incoming radiation ﬁeld (at a tangent),
so as to distinguish ghost estimates from the true source location.
Whilst the limitations relating to the requirement for known source conditions hold
back this algorithm in comparison to other available ﬁlters, the performance of this
algorithm under the simulation conditions is exceptional. In nearly 1200 realizations, the
algorithm took no more than 38 iterations, from the point of detection, to completely
localize the source. Considering the rate at which these iterations occur (1 Hz), the
authors state that the algorithm will take no more than approximately 30 s to localize a
source after the initial detection. Moreover, given that the source lies completely within
a grid cell, the error on the localization calculation will correspond to the resolution of
the grid cell at the point of 90% conﬁdence. This has the implication that at ‘complete
localization’ within a grid of cells measuring one square meter in area, the error on the
localization calculation will be 1 m. Hence, this algorithm presents an exceptional
performance in this capacity. However, this error will increase with an increase in the
size of each grid cell.
Comparing the available RBE algorithms, it seems that the PF variations, particularly
the method outlined within Morelande, Ristic, and Gunatilaka (2007), oﬀer the most
potential for localizing radiation sources in real-life situations. These variations currently
provide the best compromise between the ability of an algorithm to represent the
highly non-linear and non-Gaussian nature of radioactive decay and the required
computational expense (equivalent to algorithm running time) (Brewer 2009). In all
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cases, they outperform the various Kalman ﬁlter algorithms and do not suﬀer from the
same ‘curse of dimensionality’ that the GF and EF versions of RBE algorithms experience
as search parameters increase in magnitude (Towler, Krawiec, and Kochersberger 2012).
Furthermore, the PF remains the only variation to have been shown to perform well
when there is little known information on the source before the algorithm begins.
4.2.3. MLE algorithms
The MLE algorithms (Gunatilaka, Ristic, and Gailis 2007; Morelande, Ristic, and Gunatilaka
2007) diﬀer from the Bayesian and other algorithms outlined above as no prior informa-
tion (other than the number of sources) is required on the radiological source before the
procedure begins (Gunatilaka, Ristic, and Gailis 2007; Morelande, Ristic, and Gunatilaka
2007; Towler, Krawiec, and Kochersberger 2012). An MLE algorithm is a block algorithm
that estimates parameters for a given dataset provided that; the dataset is large enough,
the measurements within the dataset are mutually independent of each other and an
unbiased minimum variance estimator exists for the dataset. The output of the algo-
rithm is a vector which maximizes a given likelihood function (provides the most likely
result) (Gunatilaka, Ristic, and Gailis 2007; Morelande, Ristic, and Gunatilaka 2007). Within
radioactive source localization, this vector describes the most likely location of a parti-
cular radioactive source within a given area.
Based on the assumption that the number of sources is known, Gunatilaka, Ristic, and
Gailis (2007) used an MLE algorithm to localize a single point source successfully. The
method was tested against a CRB analysis of idealized laboratory data, which provides a
lower bound value for the estimation accuracy of a desired parameter (Gunatilaka, Ristic,
and Gailis 2007; Morelande, Ristic, and Gunatilaka 2007). The method was also tested
against EKF and UKF Bayesian algorithms. Whilst the algorithm is more computationally
expensive than the comparative Bayesian algorithms (as it stores and considers all
previous measurements within every iteration, rather than representing these within a
posterior belief function [Brewer 2009; Gunatilaka, Ristic, and Gailis 2007]), the authors
concluded that the MLE method provided the most accurate localization estimate
(closest to the CRB estimate), as the value continually converged towards the CRB
value as the dataset size increased. At small dataset values however (less than 33
entries), the parameters could not be accurately estimated as the algorithm is driven
unstable without enough data to iterate through.
Whilst Gunatilaka, Ristic, and Gailis (2007) concluded that the MLE algorithm out-
performed the EKF and UKF algorithms at conﬁdently localizing a radiation source,
further work within Morelande, Ristic, and Gunatilaka (2007) posed a new situation to
be investigated. In this study, the MLE algorithm was used to identify multiple sources
within a target error whilst keeping the number of sources within an area as an
unknown variable. As the MLE algorithm assumes the number of sources to be a
predeﬁned value, the algorithm outlined within Gunatilaka, Ristic, and Gailis (2007)
was insuﬃcient in its original form to complete this task. A model order selection
process using the general maximum likelihood (ML) rule was used to estimate the
number of sources present from a given dataset before determining their location.
This modiﬁcation allowed the MLE parameter estimation to iteratively occur for a
hypothesized number of individual sources (zero to a maximum speciﬁed value (r))
and determine the most likely situation for a given dataset. Similarly to Gunatilaka,
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Ristic, and Gailis (2007), this method was tested against a RBE algorithm (albeit a better
adapted version for non-linear Gaussian problems than the EKF and UKF variants tested
in Gunatilaka, Ristic, and Gailis [2007] and a CRB analysis to determine its performance.
In an exhaustive test, in which 100 individual iterations of a simulation was run for
zero, one, and two sources in the presence of simulated noise (SNR of 10, 15, and 20 dB),
this method was able to correctly identify two sources within a scenario in 95% of the
iterations for an SNR of 15 dB and 97% of the iterations for an SNR of 20 dB. However, in
the presence of relatively high noise (SNR of 10 dB), the ability of the algorithm to detect
more than a single source was greatly reduced to 68% of the iterations. This creates
concern over the ability of the algorithm to perform in real world applications (where
SNR is often low), for example; where source strength may be only be slightly in excess
of background levels, the study area is larger than that used within the test or where the
survey environment is more complicated than the simple scenario tested (for instance a
crowded room). In a realistic scenario, where an unaccounted radiological security threat
is present, an unobstructed room is highly unlikely to be the featured environment.
Therefore, further testing of this algorithm in these situations is pertinent before it is
further implemented. Most importantly, however, the computational requirements of
this algorithm for more than two individual sources are vast; during the testing of the
algorithm for three sources, the authors were unable to establish a reasonable run time.
Therefore, for a situation where more than two sources are suspected, a diﬀerent
algorithm is required.
4.2.4. Contour mapping algorithm
In addition to the RBE and MLE algorithms featured in the work of Morelande, Ristic, and
Gunatilaka (2007), the contour mapping localization algorithm provided by Towler,
Krawiec, and Kochersberger (2012) assumes no prior knowledge on any characteristic
of the radiation source or the number of sources present within an area. Using a
mapping approach to localization, the authors attempt to identify point sources with
the intention of using this to identify hazardous regions following large radionuclide
releases into the environment. By assuming that air is a homogeneous medium, it can
be deﬁned that the intensity contours from a single emitter form concentric spheres
with the intensity decreasing outwards from the centre. By tracing the entire length of a
speciﬁc contour, the location of the point source can be determined to lie at the centre
of this circle. Additionally, as the distance to the centre of the circle and the intensity of
the ﬂight path are known, the intensity of the source can be estimated according to
Equation (2). In the case of multiple sources, the shape of the contour will change
predictably according to the interaction between the level curves produced from each
source. The full algorithm is separated into three stages: contour detection, contour
following, and source localization.
The ﬁrst step (contour detection) aims to rapidly establish a user deﬁned intensity
contour following the identiﬁcation of a point source within a given area. As the authors
intend this algorithm to be utilized within time pressured situations (for example
security-sensitive or post-disaster environments), this step is optimized to perform as
eﬃciently as possible, with the airborne platform moving at the greatest possible
velocity in a time eﬃcient Archimedean spiral pattern over the area. The search ends
when the desired contour is detected. Following the identiﬁcation of the target contour,
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the system begins to autonomously follow the contour, in a counter-clockwise direction
at a reduced velocity (6–15 m s−1), using detection limit of λd + λd
0.5(where λd is the
desired contour). This limit ensures that the system is always following the inside of the
contour until the entire contour is mapped for the study area.
Following the completion of the contour mapping process, the position and recorded
intensity of every point mapped by the UAV system are extracted and plotted as a 2D
plan view of the site. The plot is then converted to a binary image and a Hough
transform applied. This feature extraction technique identiﬁes line patterns within an
image, allowing it to be implemented to ﬁnd curves/circles that are inferred by lines
present within the image (Shapiro and Stockman 2001). Towler, Krawiec, and
Kochersberger (2012) use this transform to provide estimates on the position of the
centre of the circles based on the traced intensity contour from the mapping results
(both idealized and stochastic tests). As this transform returns a number of estimates,
invalid candidates (those estimates, which lie outside the circle) are removed and
conﬁdence estimates are used to eliminate all but the most likely centre positions
from the remaining candidates. The intensity of the source is then calculated using an
adapted form of Equation (2). In the case of multiple sources, which interact with each
other, the intensity is iteratively calculated using multiple points along the mapped
contour until the estimates converge.
Using this approach, the authors were able to localize up to three radiation sources
with a mean position error of 17.86 m in the more realistic stochastic simulations. Whilst
this seems less accurate than the other methods outlined in this section, this is not
necessarily the case upon detailed inspection. First, the contour mapping algorithm
requires no prior information speciﬁc to the radiation source; only the deﬁnition of what
intensity contour to follow. Whilst this does require the operator to know something
about the general activity of the site’s radiation, it is much easier to obtain when
compared to other methods, which require more speciﬁc inputs such as the number
of sources (Brennan, Mielke, and Torney 2005; Brewer 2009; Howse, Ticknor, and Muske
2001; Towler, Krawiec, and Kochersberger 2012), isotope present (Howse, Ticknor, and
Muske 2001; Towler, Krawiec, and Kochersberger 2012), or the actual intensity (Brewer
2009; Howse, Ticknor, and Muske 2001). Moreover, whilst other methods (for example,
the RBE method from Towler, Krawiec, and Kochersberger [2012] and the combined
MLE/ML algorithm from Morelande, Ristic, and Gunatilaka [2007]) may suﬀer from a
‘curse of dimensionality’ (Towler, Krawiec, and Kochersberger 2012), the contour map-
ping method does not encounter this problem. This method was tested this in a 1 km2
ﬁeld; the largest by far in any of the aforementioned studies. By considering this area in
relation to its mean position error and lack of prior information, the presented accuracy
is good. Therefore, this presents little concern over its ability to upscale to larger areas,
making it more suitable for larger-scale operations such as rapidly identifying areas of
risk following a large radionuclide release.
There are, however, a number of limitations associated with the use of this algorithm
to localize an unknown number of sources. One such problem arises when there is a
source of high intensity proximal to low intensity sources. In this case, masking of the
lower intensity sources by the higher intensity source can occur to the point where the
lower intensity source is undetectable within the intensity ring of the higher intensity
source (Towler, Krawiec, and Kochersberger 2012). Whilst eﬀorts to establish localized
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hazardous regions in this case would not be aﬀected too badly, it means that the
adaptability of the algorithm to identify all sources in an area is implicated. A method
to reduce this impact would be to reduce the ﬂight altitude (which would theoretically
also decrease the positional error), although this would increase the time taken to
complete the survey. As the authors suggest the time eﬃciency of the technique is
one of its advantages, this may not be preferred for some applications.
A further limitation that can be identiﬁed within the stochastic simulation results is
the identiﬁcation of ‘ghost’ sources. These arise from variations within the measured
count during the contour following step of the algorithm. As the system detects
radiation over an integration period of one second (Towler, Krawiec, and
Kochersberger 2012), it responds to variations in the measured intensity by altering its
ﬂight path to continue mapping the desired contour. The variations within the stochas-
tic simulation caused the ﬂight path to vary wildly from a perfect circle (as in the
idealized simulation), which are interpreted in some cases as small point sources within
the Hough transformation during the localization part of the algorithm. Assuming no
prior knowledge of the area, these would have to be further investigated to discount
them as sources, although their location on the edge of the traced contour might
identify them as spurious.
Overall, this algorithm represents a simpler, more computationally eﬃcient method of
localizing stationary radiological sources than the other methods outlined within this
section. Whilst the average error is larger than other methods, particularly that of the PF/
GF, RBE, and MLE algorithms (Brewer 2009; Gunatilaka, Ristic, and Gailis 2007;
Morelande, Ristic, and Gunatilaka 2007; Towler, Krawiec, and Kochersberger 2012), this
method seems to have no upper bound in the number of sources it can be applied to
(provided that they are distinguishable from each other at the operational altitude). The
overall choice of algorithm, however, depends entirely upon the intended aim of any
particular application or study. In the case of rapidly identifying numerous unknown
sources following a large-scale nuclear release, then the mapping-based algorithm from
the work of Towler, Krawiec, and Kochersberger (2012) currently seems like the most
appropriate choice. However, if some information is known on the source characteristics
and search area, then various Bayesian methods provide more accurate and temporally
eﬃcient methods of producing localization estimates.
5. Radiation attenuation in radiometric surveys
As described in the articles by Sanderson et al. (1995) and MacFarlane et al. (2014), the
altitude of the survey ﬂight inﬂuences the measured intensity according to the inverse
square law. In addition to this is the lesser eﬀect of radiation attenuation by water and
other gaseous components within the air. In radiation surveys, the eﬀect of radiation
attenuation acts to further reduce the amount of radiation detected. Surveys carried out
by handheld ground-based methods are associated with an intrinsic attenuation
through human–radiation interactions, which can incur a reduction of 30–35% of the
actual intensity (Jones and Cunningham 1983). This reduction, however, is a general
value for a human male pertaining to an average calculated from experimental data and
meaning that currently no comprehensive method exists for determining actual attenua-
tion occurring from a speciﬁc operator. By using an aerial platform, this reduction is
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completely avoided, allowing for well constrained corrections of the output data to a
normalized dose rate at a speciﬁc height (typically 1 m [Martin et al. 2015; Sanada and
Torii 2015]).
Gamma ray attenuation can be described as the reduction of radiation intensity by
the interaction of the electromagnetic ray with the atoms of the material it is propagat-
ing through. Mathematically, this can be described for a homogeneous absorber as
follows:
I ¼ I0e μρxð Þ; (3)
where I0 represents the incident ray of a given energy with no attenuation, I, the
intensity of attenuated ray after passing through the material, μ, the mass attenuation
coeﬃcient (cm2 g−1), ρ, the density (g cm−3) and x, the thickness of the material (cm)
(Davidson, Biggar, and Nielsen 1963; Grodstein 1957a; Hubbell 1969; Leclair 2010). The
mass attenuation coeﬃcient is a combination of the linear attenuation coeﬃcient (cm−1)
and the density of the material (g cm−3). Attenuation occurs through a number of
methods, detailed earlier, including diﬀerent types of absorption and scattering
(Davidson, Biggar, and Nielsen 1963; Grodstein 1957a; Hubbell 1969). At low photon
energies the photoelectric eﬀect is the main contributor (approximately 80%) to
attenuation. This eﬀect can be seen to have an increasing probability with increased Z
number (Figure 3). Also acting at these energies is the process of Rayleigh scattering
(Grodstein 1957a; Hubbell 1969). At higher photon energies (0.5–5.0 MeV), Compton
scattering becomes the most dominant process. Above 1 MeV, absorption of the photon
by the nucleus can occur to produce a positron/electron pair emission. This process
increases in probability with increasing photon energies up to around 25 MeV
(Grodstein 1957a) becoming the dominant form a very high photon energies, though
this would not typically be relevant to either environmental or industrial radiation
monitoring.
It can be seen in results from Grodstein (1957b) and Hubbell (1969) that water within
air has a greater eﬀect upon attenuation that dry air. It is therefore appropriate to
consider the amount of water within the air as a factor of the attenuation properties of
air. This attenuation is shown graphically in Figure 4. Comparing the attenuation curves
from the theoretical humidity curves and previous works on radiation detection, it can
be seen that there is little to no eﬀect from the humidity of the air, as water makes up a
very small weight percentage of the constituents (around 0.015 kg m−3). The dominant
factor on the reduction in radiation intensity can therefore be considered to be geo-
metric spreading.
Although humidity has little eﬀect on attenuation, precipitation (rain or fog) is
likely to have a larger eﬀect. This arises from the increased concentration of water per
unit volume of air that can be attained by precipitation. Furthermore, airborne
particulates are likely to be of importance due to their large density contrast with
respect to air and water. It is therefore necessary to quantify the particulate concen-
tration in areas of the world where it is likely to be a problem. There is however
added complexity due to the large number of chemical components that can make
up any airborne particulate compared to the two-component system assumed in the
humidity calculation. Particulates within the atmosphere are of greatest importance in
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areas of high pollution (e.g. urban smog) or in arid areas with little in the way of
vegetation to hold loose soil and sand particles on the ground, resulting in frequent
dust storms. Constituents of modern urban smog occurrences are mostly SO2, NOX,
CO, and respirable particles (Fenger 1999; He, Huo, and Zhang 2002) and are typically
much higher Z number than water, meaning that an increase in the proportion of
these constituents within a given air packet would have a greater attenuation eﬀect
than an increase in humidity for a given value. In calculating the attenuation by an air
packet rich in particulates, a constraint on the constituents of the particulates would
have to be estimated or measured. Kurvinen et al. (2005) employed the use of an air
sampling unit integrated into the payload which would provide a potential solution
to this problem, allowing for the determination of the particulate content of the air
through testing once the survey is complete. It must be taken into account, however,
that this study used a UAV that had a much larger payload (45 kg) than any other
following studies, allowing for the incorporation of many diﬀerent elements to the
payload. Other studies may experience problems due to weight restrictions such
additions may not be practical for a smaller UAVs, but this data may instead be
sourced via satellites, weather radar or ground based particle sampling units (Engel-
Cox, Hoﬀ, and Haymet 2012).
Quantifying the air particulate concentration is useful in a number of ways. As air
particles act to increase the attenuation of radiation, the knowledge could be used to
add corrections to data collected by airborne surveys to increase the accuracy of the
overall results. Moreover, when identifying point sources in a situation with multiple
Figure 4. Attenuation curves from four previous airborne studies shown in comparison to the
theoretical attenuation eﬀects of humidity.
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sources in one area, high particulate concentration or heavy precipitation can actually
aid to improve the accuracy of identifying each individual point source by minimizing
the crossover of emitted radiation from each point source. This would, however, not be
the case in the event of a radioactive plume.
6. 3D visualization as a tool for improving radiation surveys
The current method for visualizing the results from radiometric surveys comprises of
overlaying a colour-scaled intensity map onto a two dimensional satellite image. Whilst
this gives a good representation of the hotspot locations, it imparts limited information
on the relationship of these hotspots to the surface features. By overlaying radiation
maps onto 3D surface models, the relationship between the radiation distribution and
the topographic surface can be more conﬁdently constrained. This would provide a
useful analytical tool to more successfully inform management strategies should they be
necessary. For example, such an approach could more eﬃciently identify radiation shine
paths for intense emitters in areas for example high/intermediate level nuclear waste
storage facilities.
The construction of these maps can be achieved through the use of GIS software;
comprising a 3D surface model and a colour-scaled radiation intensity overlay. The 3D
surface model can be constructed using a DEM (either in a raster or ASCII format) as a
starting point and converting this into a triangular irregular network (TIN). A TIN
represents the topography as a series of irregular triangles, which form a 3D surface
with the vertices of the triangles corresponding to the referenced data points within the
metaﬁle. There are a number of methods with which to obtain a DEM. First, there are a
number of free-to-download ﬁles available (for example, ASTER-GDEM, SRTM, or
Digimap™ (UK)), although these tend to be limited in terms of their spatial resolution.
For example, the Digimap™ service, provided by Ordnance Survey (OS) UK, oﬀers data
ﬁles tailored for use within GIS software, including DEM ﬁles (up to 5 m resolution),
geological data, and map data (Ordnance Survey (GB) 2015).
As an alternative to the relatively low resolution of the free-to-download DEM data,
there are a number of methods available for obtaining DEM data at much higher
resolutions (up to millimetre scale accuracy). Two viable methods are discussed herein;
lidar and various photogrammetric methods.
6.1. Lidar and radiometric surveys
Understanding position, but importantly height above the ground is highly important
for accurate airborne radiation mapping. Whilst barometry can provide altitude based
on atmospheric pressure, laser ranging provides a more precise technological alternative
to provide height above the ground to within centimetre or even millimetre accuracy.
Lidar is deﬁned as an ‘optics remote sensing technology that measures properties of
scattered and reﬂected light to ﬁnd range and/or other information about a distant
target’ (Karp and Stotts 2012). Modern systems use the ‘time of ﬂight’ method (Figure 5)
to measure the distance to the target surface (Glennie et al. 2013; Karp and Stotts 2012;
Stefanik et al. 2013). There are two variations of the technology to consider for radiation
mapping applications: (i) single point range ﬁnders and (ii) 3D scanning systems.
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A single point range ﬁnding system uses discrete pulses of light at the rate of a few
nanoseconds per pulse at a speciﬁc wavelength and energy. Reﬂectance from the
emitted beams hitting surfaces returns to the system where they are detected and the
distance is calculated. A 3D scanning system works in a similar way, but uses a beam
dispersal attachment (often an oscillating block or rotating mirror) to divert the emitted
beams in multiple directions to create a ‘beam swathe’ (Figure 5). Using this swathe
combined with the physical movement of the system across a target area, a 3D point
cloud can be produced, which can be processed into a 3D representation of the area
(Glennie et al. 2013; Stefanik et al. 2013). The length of the laser pulses in both variations
produces a minimum length for the observation beam; causing issues with overlapping
reﬂections at distances smaller than the beam length. For example, the situation
described in the article by Glennie et al. (2013) details that a 10 ns pulse duration
corresponds to a 3 m path length, hence a target within this range will be poorly
represented.
Both variations of the lidar systems can be utilized on ground and mobile platforms,
and have been extensively used in numerous studies across a range of applications
including detailed geological mapping, site surveying, and crime scene investigation.
6.1.1. Single point range ﬁnding systems
MacFarlane et al. (2014) and Martin et al. (2015) used a single point range-ﬁnder on a
gyro-stabilized as part of the unit’s payload for accurate height above ground measure-
ments (±10 mm at <100 m) (AR2500 AcuityTM, n.d.) to improve the quality of the
radiation intensity data. The advantage of this system is that radiation/dose data can
be accurately normalized for height at every individual data point throughout the
survey, reducing calculation uncertainty by providing a deﬁnitive error associated with
the reading, rather than a general normalization associated with ﬂying at a particular
altitude without using a lidar.
Figure 5. Illustrative comparison of (a) pulse (single-point range-ﬁnder systems) and (b) 3D-scanning
laser systems.
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During lidar surveys, the emitted beam undergoes a combination of backscattering
from constituents within the ray path (e.g. water and other gaseous molecules within
air) as well as diﬀuse and secular scattering from reﬂective surfaces (Figure 5), these
former factors act to attenuate the strength of the returning signal. The electrical
systems of the computer can distinguish the signals using the leading edge detection
of the returning beam relative to the incident (Glennie et al. 2013; Karp and Stotts 2012).
Edge detection is the algorithm used by the system to detect the returning signal by
looking for sharp changes in the signal characteristics received by the sensor relative to
the background. Leading edge detection is a variant of this, where the sensor detects
sharp changes in the signal resulting from the detection of the ﬁrst arrival of the
returning signal (Sharp, Yu, and Guo 2009). MacFarlane et al. (2014) and Martin et al.
(2015) overcame the problem of secular scattering to a large extent by orientating the
detection equipment upon a gyroscopic platform, with the single point range-ﬁnder
pointing normal to the surface. The eﬀect of diﬀusive scattering is also not a signiﬁcant
limitation; the low altitude of the ﬂight intercepts the scattered region early compared
to higher altitudes. In reality, the roughness of the ground and the inﬂuence of
topography will produce more secular and diﬀusive scattering than the ﬂat
Lambertian surface shown in Figure 5, however, the results are unlikely to be aﬀected
strongly by this as the signal strength is large at emission, hence a large proportion still
returns to the detector (Glennie et al. 2013).
Similarly, there may well be a number of reﬂective surfaces within the ray paths that
create more than one reﬂection or stop the beam from reﬂecting oﬀ the target surface
before returning back to the detector. This has the result of lengthening or shortening the
recorded distance. Within radiation mapping, the target surface is usually the ground surface
or the surface of buildings on which radioactive fallout can reside. As a result, vegetation acts
as the problematic reﬂective surface, especially in regions surrounding Fukushima, where
vegetation has remained untouched since the incident. However, this can be overcome by
looking at the edge detection of the last response of the reﬂected beam rather than the ﬁrst,
allowing the ranging measurement to be tuned to ignore vegetation.
6.1.2. 3D scanning systems
The results from MacFarlane et al. (2014) and Martin et al. (2015) show that the use of
lidar within UAV radiation surveys is an eﬀective method to reduce uncertainty within
the calculated radiation intensities. However, the scope of lidar usage should not be
limited solely to altitude measurements. The incorporation of 3D scanning lidar with
reference to radiation mapping has been overlooked to date. The inclusion of this
technology enables the production of highly accurate 3D DEMs as an additional analy-
tical tool, allowing for more accurate representations of radiation distribution in an area.
6.2. Photogrammetry and stereovision
Photogrammetry and stereovision techniques may also be used to extract 3D information
from a ground surface (Stefanik et al. 2013). Photogrammetry uses a single moving camera
to create a sequence of overlapping images. Each of the images are then combined using
correlated focal points and image matching algorithms to produce a three dimensional
image of the area (Stefanik et al. 2013). This is the most common method of producing
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three dimensional reconstructions of an area with an accuracy of 10–90 cm both horizon-
tally and vertically (Grenzdörﬀer, Engel, and Teichert 2008), although recent unpublished
work within the University of Bristol has been able to obtain spatial resolutions of around
5 cm both horizontally and vertically from a ﬂight altitude of 70 m. Stereovision (Sanada
and Torii 2015) works using similar principles to photogrammetry, but uses two rigidly
aﬃxed cameras at diﬀerent angles to the surface from each other to take photographs of
the environment. The camera’s shutters are synchronized by the carrying system to ensure
that photographs are taken at the same time and that the motion of the carrying system
does not aﬀect the calibration (Stefanik et al. 2013). A major problem with the use of
photogrammetry is that the technique is not suited for imaging dynamic environments
such as those with moving traﬃc or trees blowing in the wind as the method assumes a
static environment (Stefanik et al. 2013). Stereovision does not experience this problem
and unlike photogrammetry and lidar methods, can extract 3D information from the
combined image without the need for physical movement of the system.
Stefanik et al. (2013) provides a comparison of all three methods (lidar, stereovision,
and photogrammetry) alongside outlining the performance of a UAV stereovision system
using a Yamaha RMAX platform. The conclusions from Stefanik et al. (2013) conﬁrm that
both stereovision and lidar scanning systems are suitable methods to produce three
dimensional reconstructions using a UAV. The two methods however, are advantageous
in diﬀerent ways. Lidar scanning systems have a high accuracy and constant systematic
error associated with the ‘time of ﬂight’ workings of the system, which is independent of
the distance from the target surface. In contrast, stereovision systems display an error
increasing in a quadratic function with distance from the target, but can display a higher
accuracy compared to the lidar system used in the study at low altitudes. A further
advantage for stereovision is the acquisition of textural data during the survey, whereas
lidar systems require much more processing and analysis of the returned beam intensity in
order to extract textural information. Even in the case where this is possible, the extracted
textural data may be ambiguous in comparison with the photogrammetry techniques.
Stefanik et al. (2013) state that with the inertial movement of the lidar scanner to produce
the 3D view, the accumulated error of the measurements increases relative to if the scanner
were to remain stationary. This could potentially be a factor in the lower accuracy compared
to the stereovision system at low altitude. By ﬁnding a way to decrease this it might be
possible to further reduce the systematic error associated with the lidar scanner. Overall, the
study concludes that lidar presents the best solution for three dimensional imaging at
higher altitudes and in areas where topography is variable, whereas stereovision has a
better accuracy at low altitudes and uses much less power and weight as part of the
payload. Currently, there has been no published works on the usage of 3D scanning lidar
in conjunction with UAV radiation mapping, whereas stereovision has been used as part of
Towler, Krawiec, and Kochersberger (2012). This study used the system to produce terrain
maps of areas of interest (hotspots) to allow for more accurate inference into the nature of
the distribution of radioactivity within the area. Possible additions to the scope of this
technology in the future will be to look at producing three dimensional models for sites of
complex geometry, e.g. nuclear waste storage and reprocessing facilities, where the com-
bined radiation and 3D scanning survey data can be used to make an inverse calculation of
the true radiation ﬁeld for the purposes of identifying unexpected shine paths or radiation
originating from buildings, not just the ground surface.
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7. Conclusion
There can be no doubt that the use of UAVs to carry out radiation surveys is an
invaluable tool in furthering the eﬃciency of the response to future nuclear accidents
and disasters. The technique has the capability to produce high resolution maps without
the need to endanger workers or incur great expense. The data acquired from these
systems can be used to aid policy, mitigation and management plans for potential
nuclear disasters in the future as well as be adopted for routine use in day-to-day site
monitoring, scanning of cargo ships, vehicles, and even the identiﬁcation of certain ore
deposits based on their characteristic radiological signatures.
Early works from before the Fukushima incident in 2011 (Kurvinen et al. 2005;
Pöllänen et al. 2009) tested the feasibility of diﬀerent systems in detecting radiation
using ﬁxed-wing UAVs of diﬀerent sizes and in diﬀerent scenarios. The studies identiﬁed
the necessity for unmanned systems when it comes to localizing or mapping potentially
harmful radiation levels as it dramatically reduces the risk and/or time associated with
the acquisition of data through manned methods.
In the aftermath of the Fukushima incident, there was a notable increase in the number
of studies relating to UAV-based radiation detection (Furutani et al., n.d.; MacFarlane et al.
2014; Martin et al. 2015; Sanada and Torii 2015; Towler, Krawiec, and Kochersberger 2012).
The UAV systems outlined in these studies displayed numerous detector systems and
mapping solutions. The choice of system will be strongly dependent upon the task to be
completed, as diﬀering systems present strongly contrasting beneﬁts and limitations as
highlighted. The growing body of data clearly highlights the increased spatial resolution
and sensitivity that can be provided by low altitude UAV surveys relative to the higher
altitude methods previously deployed, although this comes at a loss of temporal coverage.
Certain publications in the recent past (MacFarlane et al. 2014; Martin et al. 2015; Towler,
Krawiec, and Kochersberger 2012) have included additions to the payload to enhance the
data collection and presentation. Single point range-ﬁnding lidar systems have been
shown to increase the accuracy of the altitude determination of the sensor, leading to
reduced uncertainty in the radiation level data. Moreover, the use of stereovision (Towler,
Krawiec, and Kochersberger 2012) has also been shown to produce combined terrain
maps of areas of interest to the operator, allowing for targeted improvements on the
spatial distribution of radioactivity, important for aiding clean-up and management stra-
tegies following a nuclear release event.
Future developments of these systems should look to produce accurate three dimen-
sional models of radiation distribution. The use of stereovision and ‘structure from motion’
as outlined in the work of Stefanik et al. (2013), as well as 3D-scanning lidar provide
promising methods for achieving this vision. Future studies should look to further identify
the advantages/disadvantages of each of the respective systems and compare the practical
uses of a range of systems and algorithms that are available to use.
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