Abstract-This paper describes a method of deriving channel parameters for a time-dispersive (=frequency-selective) radio channel from simple wide-band power measurements. A novel relationship is found allowing the estimation of the root-mean-square (rms) delay spread from such data. Furthermore, we describe a set of equations that can be used for fitting the (measured) channel parameters to a mathematical model, the so-called frequency-domain (FD) model. We also show a simulation procedure, which directly implements the mathematical description of the channel. The output of this procedure-realizations of frequency-selective channel transfer functions-may be used for instance in the investigation of OFDM systems. The study is restricted to the small-scale modeling; Rayleigh and Ricean fading channels are considered. The estimation of the rms delay spread is based on the frequency-domain level crossing rate (LCR f ), which is derived from the FD-channel model. It is shown that the rms delay spread is proportional to the LCR f . Because of the simple hardware required for finding the LCR f , the suggested measurement method is particularly interesting for the millimeter-wave frequency band ( 30 GHz). However, it can be used at other frequencies as well, where standard laboratory equipment is sufficient for conducting the measurements. The accuracy of this technique depends on the bandwidth observed and can be increased further by combining multiple measurements performed within a small local area.
I. INTRODUCTION
R ADIO PROPAGATION in a mobile radio channel is determined mainly by multipath interference, called smallscale fading. As an effect of it, the narrowband-received power fluctuates dramatically when observed as a function of location (or time) and frequency. In the early days of mobile systems, the communications engineer was mainly interested in the time-variability of narrowband channels, which were thus studied extensively (see, e.g., [1] ). By that time, transmission bandwidths were small, thus flat-fading was a reasonable assumption. As the systems evolved, demand for higher transmission rates has been increasing, making the channel's time dispersion ( frequency-selectivity) a major issue in the design of air-interfaces for digital communications. Currently, the wireless extension of existing local area networks (WLAN) is being researched by many groups. Most of the proposals use orthogonal frequency division multiplexing (OFDM) as a modulation scheme [2] and assume a static channel during the transmission of one OFDM symbol. In such systems, many of the methods developed for narrow-band, single-carrier transmission can be employed in the frequency-domain. This was the main motivation for this study.
The so-called frequency-domain channel model (FD-model) is proposed and analyzed in this paper. It characterizes the frequency-selective fading by the spaced-frequency correlation function of the channel. To be specific, the spaced-frequency correlation function is defined by its Fourier transform, the delay power spectrum (DPS) [3] . This approach is dual to defining the time-variability by the Doppler power spectrum, which is widely known as Jakes' fading model [1] .
Using the FD-model, which is a description of the DPS specified by just two to four parameters, an elaborate mathematical analysis of the frequency-selective fading is performed. Expressions are given, relating the model parameters to the most important channel parameters, like normalized received power (NRP), 1 Ricean K-factor, and root-mean-square (rms) delay spread (RDS). The level crossing rate (LCR) and the average duration of fades (ADF) are interesting parameters in the design of transmission systems over time-variant channels. In this paper, the LCR in the frequency-domain (LCR ) and the average bandwidth of fades (ABF) are derived, which provide comparable information for the design of OFDM based systems. They also allow interesting conclusions on the relevance of the channel parameters listed above for specifying this type of channels.
Based on the proposed FD-model it is shown that the LCR is proportional to the RDS. A property that can be used for estimating the RDS from noncoherent channel measurements [4] . Therefore, full sets of channel parameters (NRP, factor, RDS) can be derived from the measured magnitudes only of 1 The (dimensionless) normalized received power is defined as the ratio of the received power P and the transmitted power P . Equivalently, the absolute received power P [W] could be used for channel characterization.
0090-6778/01$10.00 © 2001 IEEE channel transfer functions (TF). Standard laboratory equipment may be used to conduct such measurements, as e.g., a swept-frequency continuous-wave (CW) signal generator and a power meter or spectrum analyzer. Its simplicity makes the method particularly useful at extremely high frequencies ( 30 GHz; millimeter wave band), where for instance network analyzers become very cumbersome and expensive.
Since the measurement method proposed in this paper is based on a statistical model, a sufficiently large bandwidth must be observed to obtain high accuracy, just like a large frequency-band must be scanned with a network-analyzer, in order to obtain a certain time-resolution. An advantage of our method is that-because of ergodicity-the observation bandwidth can be increased by analyzing the combined data of a number of "narrow-band" measurements performed in a "local area." The size of this local area must be selected sufficiently small for the channel parameters not to vary due to shadowing. Well de-correlated spectra can be obtained when the receiver's location is changed in the order of the wavelength . Especially at the millimeter wave band with wavelengths below 1 cm, many spectrum samples can be taken within small areas.
Note that due to the lack of phase information, the Fourier transform cannot be used for transforming a magnitude TF to the delay time-domain, which would allow determining delay spread parameters as the RDS. However, the causality of the impulse response implies that the Hilbert transform describes the relationship between the real and imaginary components of the complex valued TF. Donaldson et al. have applied this property for analyzing magnitude TFs [5] , yielding estimates of the channels' impulse responses. Their method can be an alternative way of determining delay spread parameters using this type of measurements.
The paper is organized as follows. The FD-channel model is introduced in Section II. A simulation scheme for time-invariant channels is presented in Section III; its extension to the time-variant case is discussed. In Section IV, the mathematical analysis of the frequency selectivity is given, based on the model. Using the LCR , the RDS can be estimated from noncoherent channel measurements; these investigations are described in Section V. Finally, conclusions and recommendations are given in Section VI.
II. FREQUENCY-DOMAIN CHANNEL MODELING

A. Channel Characterization
This work is based on a mathematical description of the mobile radio channel as a linear time-variant system. Specifically, the time-variant transfer function is considered from the family of Bello's system functions, defined as [6] , [7] (1) is the input spectrum of the channel and is the output signal, both in complex lowpass equivalent notation. is the complex envelope of the received signal for a complex exponential input at frequency .
To simplify the mathematical analysis, we assume to have a wide-sense stationary and uncorrelated scattering (WSSUS) channel [6] , [7] , [3] . This implies for the time-variant transfer function to be wide-sense stationary (WSS) with respect to both variables and . The channel is thus characterized for all time and all frequencies by the two-dimensional spaced-frequency, spaced-time correlation function 2 (2) Rayleigh and Ricean fading channels are described by assuming respectively a zero or nonzero mean complex Gaussian process for the first order statistics of . Most of the analysis presented in the rest of the paper concentrates on the case of the time-invariant frequency-selective channel. The channel is then described by the TF , which is a WSS complex Gaussian stochastic process in , according to the above assumptions. The second order statistical functions characterizing are the spaced-frequency correlation function and its Fourier transform (FT), the delay power spectrum (DPS) , where is the channel's (excess) delay time. Per definition, the first (direct) path has a delay time of . A mathematical description of the DPS will be the basis of the analysis presented in this paper. We call this model the FD-channel model (see Section II-B).
More familiar is the dual approach of modeling the time variability of a narrowband channel as a WSS complex Gaussian stochastic process . An example for this method is widely known in the literature as Jakes' fading model [1] . Compared to the FD model, the frequency variable is exchanged with the time variable, and the second order statistics are the spaced-time correlation function and the Doppler power spectrum , which are a Fourier pair as well. is the Doppler frequency.
B. Modeling of the Time-Invariant Wide-Band Channel
In agreement with measurements reported in [8] , the shape of the DPS is defined as shown in Fig. 1 decay exponent of the exponentially decaying part. Mathematically, the DPS can be written as
In many cases, the number of (free) parameters can be further decreased. The exponentially decaying DPS is a good approximation for most practical channels, which is implemented by letting . The existence of a line-of-sight (LOS) ray at implies that the channel TF has nonzero mean, thus the fading envelope distribution is Ricean. Rayleigh fading channels have . For the analysis it is appropriate to define , being a single parameter to account for the shape of the DPS. can take values , where the two extreme cases and define an exponentially decaying and a rectangular DPS, respectively. Note that in the latter case (rectangular DPS), the maximum excess delay will be much smaller than for , thus can be used to adjust this parameter. Relations between the model parameters defined above and the channel parameters are presented in Section IV.
C. Validity of the Model
The proposed model is most appropriate for indoor propagation channels at limited ranges, especially when the transmitter and receiver are located within the same room. (The latter is a necessity for mm-wave communications.) In this case, all the impinging rays arrive within a compact "cluster" of impulses, which is well described by the DPS shown in Fig. 1 (see, e.g., [8] , [9] ). Due to first reflections arriving at similar strength, a constant-level part is sometimes observed. However, this depends on the antennas' radiation patterns [8] . Section III-C shows the validation of the model for such environments, using measurement results.
Clustering of rays is a property typical to indoor channels at longer ranges and at lower carrier frequencies, where propagation through walls is possible [10] . This could be implemented in the proposed model by modifying the DPS accordingly. Similarly, arbitrary outdoor channels could be realized. However, for the mathematical analysis presented in this paper, we confine ourselves to the simple model shown above, with its small number of free parameters.
Since the proposed measurement method is based on this DPS-model as well, the impact of the actual channel model on the measurement results is studied in Sections IV-C and IV-D.
III. SIMULATION OF FREQUENCY-SELECTIVE CHANNELS
In this paper, the discussion of simulation schemes is mainly restricted to the case of static (time-invariant) frequency-selective channels. Such simulations are-for instance-appropriate for the study of OFDM systems, with a system model that reduces the channel including the IFFT at the OFDM transmitter and the FFT at the receiver to a set of parallel Gaussian (sub-) channels [11] - [13] . These sub-channels have complex attenuation factors given by the channel's TF at the frequency instants of the OFDM sub-carriers. The simulation scheme presented in this section directly generates for well-defined channel parameters.
A. Model Description
The simulation system for time-invariant channels is shown in Fig. 2 . Independent FD-samples of the frequency response are generated by a real-valued, Gaussian noise source. The appropriate spaced-frequency correlation is obtained by FD-filtering of with a (low-pass) filter . The output of this filter is the real-valued, colored noise process , where denotes convolution. The inverse FT of (in delay-time-domain representation) is complex valued and hermitian, i.e., symmetric with respect to the axis. It is not causal, in contrast to the impulse response (IR) of a real channel. The required causality in the time-domain is obtained by applying the Hilbert transform to and adding the result as . Doing this, the negative part of the IR is canceled. The amplitude of the TF is Rayleigh distributed since is a complex Gaussian noise process. A Ricean fading channel may be simulated by adding a complex constant to , representing the LOS path at .
B. Implementation of the Simulation Scheme
To obtain a computer simulation program producing TFs with the desired DPS, two elements of the above simulation scheme must be appropriately designed; the noise-shaping filter and the variance of the noise source . The simulator produces a sampled version of the TF, , where [Hz] is the sampling interval ( ). must be selected according to the sampling theorem, i.e., , where is the maximum excess delay of the channel's IR. The power spectral density (PSD) of the output of the simulation scheme shown in Fig. 2 has to match the continuous DPS defined by (3) . This is obtained by defining the filter to have a TF proportional to the DPS (for , i.e., skipping the LOS component). Any classic filter design method can be used in this process [14] . By definition we let during the constant-level part (or at -if there is no constant-level part), which leads to the variance , as derived in Appendix A.
In order to extend this static simulation scheme to a time-variant one, the TF must have the required Doppler spectrum when the time-variations are investigated at any particular frequency . This may be achieved by generating a number of independent TFs , and filtering them in time-direction at each frequency sample, according to a specific Doppler spectrum.
[Separability of the joint time-frequency correlation function is assumed 3 .] It should be noted at this point that the time-variant simulation scheme is very complex. It might thus be preferable to use a conventional fading simulator-one that generates a (time-variant) IR-and transform the IR to the frequency-domain, if required.
C. FD-Simulation Results
In Fig. 3 , a simulated TF is shown [ Fig. 3(a) ] and compared to a measured one [ Fig. 3(b) ]. The two channels' IRs are given in Fig. 3(c) and (d), both derived from the respective TFs using the inverse discrete FT (IDFT) without windowing. The measurement was performed with a network analyzer, observing a bandwidth of 1 GHz around a center frequency of 11.5 GHz. 4 Using the method explained in Section V, the channel parameters (NRP: dB, dB, RDS: ns) were extracted from the amplitude of the measured TF [ Fig. 3(b) ]. These parameters and were used to generate the simulated TF shown in Fig. 3(a) . As the measured TF, it has a length of 801 samples. A 15-tap FIR filter was used for the noise shaping filter in the simulation scheme. The TF is obtained from a stochastic simulation model. Therefore we do not expect it to be identical to the measured one. However, it is clearly seen that the characteristic of the fading is well reproduced. Originally, a linearly increasing phase shift was evident in the measured TF corresponding to the propagation delay of the shortest path. In the illustration this was compensated for, to have the first component arrive at (excess) delay . Probability density function (pdf) and cumulative distribution function (cdf) of the simulated amplitude TF are shown in Fig. 4 and compared to the Rayleigh distribution. Because of the low K-factor ( dB), good agreement is evident. Second order statistical properties estimated from simulated TFs are shown in Fig. 5 . The power spectrum obtained by averaging over periodograms of 100 simulated TFs agrees well with the used DPS model (upper plot). The lower plot shows (spaced-frequency) correlation properties and compares them to the theoretical function, which is derived from the DPS via the Fourier transform (4) Coherence bandwidths are determined by solving numerically for the frequency separations, where the correlation function's magnitude drops to 0.5 or 0.9. 
IV. ANALYSIS OF THE FD-MODEL
This section first presents relations between the model parameters and the main (physical) channel parameters. The rest of the section investigates the frequency-domain level crossing rate. Some novel properties are found, which are of practical interest to channel measurements and air-interface design.
A. (Physical) Channel Parameters
For the application of the channel model introduced in Section II, it is most important to relate its parameters to (physical) channel parameters. The set of channel parameters considered includes the normalized received power , the Ricean K-factor , and the rms delay spread . A very strong indication for the importance of this particular set of parameters is seen from the analysis of the FD-level crossing rate later in this section.
The channel parameters derived from the channel model are statistical mean values, defining the behavior of the (quasi) WSSUS channel within a local area (see footnote 1). Finite bandwidth realizations or measurements within a local area have "instantaneous" channel parameters spread around those means. Table I gives an overview of expressions relating the model parameters to the channel parameters and vice versa. The derivation of these equations is outlined in Appendix B. For notational convenience we introduce , , and , where is expressing the "shape" of the DPS (see above). An important special case is given by , the exponentially decaying DPS, which is an appropriate description for many practical channels. Table I also lists the simplified expressions for this case.
B. Level Crossing Statistics in the Frequency-Domain
The level crossing rate (LCR) is usually defined for timedomain fading as the average number of crossings per second at which the envelope of a signal crosses a specified level in a positive direction. Its dimension is [1/s]. Considering the TF in the frequency-domain, the LCR gives the average number of crossings per Hertz bandwidth at which the amplitude of the TF crosses a level in a positive direction. This LCR will be denoted by , its dimension being [s] .
It is shown in Appendix C that-for the FD-model-the LCR is proportional to , denoted as (5) where is the normalized threshold variable. This result can be used for estimating from the LCR , which can be obtained from noncoherent wide-band measurements (i.e., wide-band power measurements) [4] . It enables the wide-band characterization of the radio channel using a very simple measurement principle, as explained in the introduction. Section V discusses this method in detail.
The average bandwidth of fades (ABF), , is the mean value for the bandwidth over which the amplitude of the TF is below a specified level . Equivalently to the respective time-domain parameter (the average duration of fades [1] ), the ABF is written as (6) where denotes the (Ricean) cdf of the signal envelope, i.e., the probability that is below the level . Pr
In this equation, designates the zeroth-order modified Bessel function of the first kind, and (see Appendix C).
Computational results of the normalized level crossing rate and the average bandwidth of fades are shown in Fig. 6(a) and (b), respectively, and are compared to computer simulations using the FD-simulation scheme. The comparison clearly demonstrates that the analytical expressions describe the statistical properties of the simulated channel appropriately.
C. Influence of Channel and Model Parameters
Using the analytical expressions, the influence of the channel parameters and the influence of the shape of the DPS (expressed by ) on the results of LCR and ABF is studied.
One of the main results is that the LCR is proportional to . For this reason it is appropriate to show LCR and ABF normalized with . Furthermore, the result is independent of the NRP , if the threshold variable is normalized to . As a result, the shape of the LCR is characteristic for particular K-factors (and parameters ) as seen from the factor in (5). Normalized LCR and ABF are depicted in Fig. 8(a) and (b) , respectively, as a function of and for various K-factors and parameters .
It is observed from these figures that even in the extreme cases and , the LCR and ABF are hardly influenced, provided and are kept constant. Especially the LCR at ( ) does not show much variation, which can also be seen from Fig. 7(a) illustrating the factor as a function of with parameter . The dependency on disappears completely for , i.e., for Rayleigh fading channels [16] .
From the behavior of the LCR -curves, conclusions are drawn on the significance of the channel parameters used in this paper. Each of them has a very different impact on the LCR , thus one might expect them to have different impact on performance results as well. Clearly, the distribution of the signal-to-noise ratio is related to and , which basically determines the bit error rate (BER) achievable.
Considering multicarrier transmission systems (OFDM), one would furthermore expect a dependency of the BER on the number of fades within the transmission bandwidth. From the LCR , this parameter is seen to be strictly related to . Performance evaluations of OFDM systems have confirmed this observation [12] , [13] .
For (nonequalized) single-carrier modulation schemes, the relationship between and the BER is even more obvious, since the delay spread determines the amount of intersymbol-interference, which itself impacts on irreducible error floors. Numerous studies are available for various modulation and detection schemes, reporting on qualitative and quantitative relations between and the BER. Although no general result is known, is probably the most important single parameter for characterizing the time-dispersion or frequency-selectivity of the wide-band radio channel.
D. Level Crossing Rate for a Two-Ray Model
To confirm the significance of the proportionality factor relating the LCR to , a deterministic two-ray model is investigated in this section. The IR of such a channel is defined as (8) where ray amplitudes; ray phases; relative delay among the two paths. Applying the FT leads to the amplitude TF (9) From (9), the LCR is seen to be constant: otherwise.
(10) must be calculated for this model to obtain the normalized LCR , which is the proportionality factor required. Analyzing the IR yields (11) where is the power ratio of the two rays. Taking as -parameter, (10) and (11) can be used to derive the proportionality factor as a function of [see Fig. 8(a), "o-o"] .
In fact, the Ricean distribution is not describing the amplitude distribution of (9), thus comparing to the Ricean K-factor in (5) might be inappropriate. One method of deriving from a set of amplitude values is to calculate and . The ratio can be related to as elaborated in [17] . Using this definition of , the proportionality factor is found as indicated by " -" in Fig. 8(a) .
The similarity of all the results shown in this graph confirms the significance of the relationship found between and the LCR . This suggests that the proposed measurement method can be applied quite generally, i.e., even if the investigated propagation channel does not fully match to the model defined in Fig. 1 . Recent work has shown that, for Rayleigh fading channels, the dependency on the model disappears completely [16] .
In Fig. 8(b) , the error of is depicted, resulting from strictly using when estimating for channels described by other models (FD-model for and two-ray model). In case of the FD-model with a rectangular DPS ( ), the maximum error is 3.2% at dB. If a two-ray channel is evaluated with this method, the maximum error is 36%, when both rays have equal powers and it drops below 10% when is higher than 6 dB.
V. USING THE LEVEL CROSSING RATE FOR CHANNEL MEASUREMENTS
A. Description of the Method
Exploiting the proportionality of the LCR and , the rms delay spread can be estimated from noncoherent wide-band channel measurements, where the received signal strength is measured as a function of the frequency. The analysis of such measurements requires several steps.
First, the Ricean K-factor has to be derived from the measured amplitude TF . This can be achieved, e.g., from the mean and rms values of the amplitudes and as described in [17] (see also Section IV-D). Then an estimate of the RDS ( ) is obtained by taking the LCR at , , and evaluating (5) for as given in Fig. 8(a) . For measurements, the following approximation of at and can be used, which results in errors below 1% for all values of , compared to the exact (12) The accuracy obtained depends heavily on the observation bandwidth, since the measurement method is based on a statistical model. By increasing the bandwidth, the number of detected level crossings is increased, and thus the accuracy of the estimated RDS is enhanced. A valuable advantage of the proposed method is found in the fact that-because of ergodicity-the observation bandwidth can be increased not only by increasing the bandwidth of the measurement, but also by combining data from several measurements that are performed within a local area. This local area must be sufficiently small (maximum size 5 … 40 ) so that we can assume the channel parameters (and thus the statistical properties of the channel) to be constant. In other words, the shadowing must be constant. Data collected for such a cluster of measurements is analyzed as follows. The NRP and the K-factor are determined by simply combining all measured amplitudes and calculating and for the resulting data set. Level crossing rates must be calculated for each measurement separately. Consecutively, they are averaged to obtain for the combined data set. The proposed method was evaluated using channel measurements performed with a network analyzer, and using time-domain channel simulations.
B. Measurement Results
Coherent measurements, as obtained with a network analyzer, allow the calculation of the channel's IR from which a reference-value of can be calculated. Clusters of six measurements were investigated within the local areas (of diameter ), where each TF had 1-GHz bandwidth around a center frequency of 11.5 GHz [9] (see footnote 3). Fig. 9(a) shows the empirical LCR of one measured TF as a function of and the analytical curve for the estimated parameters and ( ). The good agreement demonstrates the suitability of the FD-model for characterizing the frequency-selective channel.
To assess the accuracy of the estimated RDS, the proportionality factor is depicted in Fig. 9(b) , where and were derived from the amplitude TF and (the reference) was calculated from the channel IR [18] , [10] . The RDS was estimated for every single measured TF and also for the combined data sets of each cluster of measurements. The theoretical factor is shown in the same figure for comparison. The distance between this curve and the data points indicates the estimation error. It is observed from this figure that the estimation error is decreased significantly by investigating the combined data of the measurement clusters.
C. Time-Domain Simulations
Channel simulations obtained from a time-domain (TD) simulation scheme were analyzed for evaluating the estimation error as a function of the simulated ( observed) bandwidth. This approach has been taken because the RDS can be calculated exactly from the channel's IR-the output of the TD simulator-which provides us with the reference value . The TD simulation model assumes a Poisson process of ray-arrivals, an exponentially decaying average power delay profile, Rayleigh distributed ray amplitudes, and uniformly distributed ray phases ( [10] ; for 1 cluster). Applying the Fourier transform to the generated IR, amplitude TFs were obtained. Consecutively, the rms delay spreads were estimated using the proposed procedure, yielding . The estimation error is defined as (13) Performing sets of 100 simulations for different values of and different observation bandwidths, the mean and standard deviation of the error was investigated. Results are depicted in Fig. 10(a) , as a function of the normalized observation bandwidth. It was observed that the Gaussian distribution appropriately describes the pdf of , . Using the estimation method described above (standard method; est. 1), a small systematic estimation error of approximately 3% and decreasing standard deviation with increased bandwidth can be seen from the results (bold lines). An enhanced estimation method (est. 2) determines from the level crossing rates at several threshold values , thereby reducing the systematic error and improving the accuracy [ Fig. 10(a), thin lines ]. An optimization of these methods is subject for further research.
In Fig. 10(b) , the standard deviation of the error is shown as a function of the number of level crossings. This diagram clearly reveals that the number of observed level crossings determines the estimation accuracy.
D. Discussion of the Measurement Method
It is seen that the RDS can be estimated with reasonable accuracy when the observation bandwidth is larger than , or when more than ten level crossings are present. While the required bandwidth might be higher than the bandwidth needed for other measurement techniques, it can be increased easily by combining multiple measurements performed within a small local area. Another advantage lies in the simplicity of the hardware used. It makes the method particularly interesting at extremely high frequencies (millimeter wave band), where, e.g., network analyzers become very cumbersome due to the phase reference required, which is very difficult to provide over large distances. Suitable network analyzers are also extremely expensive. A clear advantage compared to other channel sounding techniques is that no specific equipment must be designed. A continuous wave frequency generator and a power meter or spectrum analyzer may be used to collect measurement data.
Preliminary measurement campaigns performed at Delft University of Technology [19] - [22] have shown the practical suitability of the described methods. But they have also led to the discovery of another problem. Even small measurement noise may increase the number of level crossings detected. Improved measurement methods have been proposed in these references to reduce this problem. The theoretical analysis [23] shows that the frequency-domain sampling interval of the measurements should be selected as large as possible to minimize the noise's impact. This issue is still under investigation (see also [24] ).
VI. CONCLUSION AND RECOMMENDATIONS
An elaborate study of the frequency-selective ( time-dispersive) radio channel is presented. The study is based on a stochastic channel model, called the frequency-domain (FD) model. The emphasis lies on time-invariant channels with Rayleigh or Ricean amplitude distributions. Just as the time-variability of a narrowband time-variant channel is characterized by the Doppler spectrum (and the spaced-time correlation function), the frequency-selectivity is characterized by the delay power spectrum (and the spaced-frequency correlation function).
A simulation scheme is shown, which is dual to the well-known simulation schemes for narrowband time-variant channels. Essentially, shaping the spectrum of a complex Gaussian process generates the wide-band channel's transfer function (TF). This is of particular interest when the simulation result is needed in the FD, which-for instance-may be the case for the investigation of OFDM systems.
The model allows for elaborate mathematical analysis. Simple expressions relate model and relevant channel parameters. They can be employed to fit the FD-model to any set of (measured) channel parameters.
The level crossing rate (LCR ) and average bandwidth of fades of the amplitude transfer function (TF) are defined and expressed analytically. It was observed that the rms delay spread (RDS) is proportional to the LCR . Applying this property, the RDS can be estimated from noncoherent wide-band measurements (received power vs. frequency), leading to a simplified channel measurement technique. The accuracy of this technique depends on the bandwidth observed. It can be increased by combining multiple measurements performed within a small local area.
The influence of model and channel parameters on the level crossing statistics was investigated. Average power, Ricean K-factor, and RDS each have different impacts on the LCR . The actual channel model changes the LCR insignificantly. From these observations it is concluded that the RDS is an important parameter for characterizing the time-dispersitivity of the radio channel. The noise source produces independent, real-valued samples with variance . The sequence thus has a (periodic) spectrum with constant PSD (14) As mentioned in Section III-B, the noise shaping filter is designed to be proportional to the DPS, with TF during the constant level part, i.e., (15) leading to the PSD of written as (16) The next step in the simulation scheme is the addition of the Hilbert transformed (HT) sequence, which increases the PSD for by a factor of four. (The HT cancels the negativepart of the Fourier spectrum, while doubling the positive-part, resulting in four-fold power for .) This yields the PSD to be compared with the model (the DPS) as (17) which gives .
APPENDIX B
From the continuous DPS defined by (3), analytical expressions can be derived for the expected values of normalized received power , Ricean K-factor , and RDS . relates to the DPS as (18) The K-factor is used to characterize the amplitude distribution of Ricean channels, relating the power of the direct path to the power of the scattered paths. (19) is the single most important parameter characterizing the frequency-selectivity. It can be interpreted as the centralized second moment of the normalized DPS (20) where (21) (22) For notational convenience, the expectation operators are skipped in the main text.
always denote expected channel parameters, unless otherwise specified.
APPENDIX C
An analytical expression for the LCR of Ricean processes with cross-correlated real-and imaginary parts of the underlying complex Gaussian process is given as (compare [25] ) (23) where is the variance of the real or imaginary component of (i.e., 1/2 the power of the scattered rays), and and account for the second order statistics of .
is defined by the DPS [(3)] after subtraction of the LOS-component , or equivalently by its autocorrelation function (ACF) (24) The curvature of the ACF and the gradient of the cross-correlation function (CCF) have to be evaluated at to calculate and , where . This yields (25) Next, it will be shown that the LCR for the FD-model can be expressed in the form (26) With (25) we get and
The threshold level must be considered relatively to the square root of the NRP, i.e.,
Substituting (27), (28), and into (23) and using the expression for from Table I 
