Abstract Let us consider repairable systems subject to failures and maintenances. Observations can come from only one system or from several identical and independent systems. The maintenance is supposed to be imperfect. This is an intermediate situation between the case where a maintenance renews the system, called As Good As New, and the case when the sole effect of maintenance is to get the system working again, called As Bad As Old. Imperfect maintenance models have a parameter that can be interpreted as the maintenance efficiency. Other parameters lie in the baseline hazard rate of the first failure time. All these parameters can be estimated through maximisation of the log-likelihood, which takes into account the single system or multisystem nature of the data. The first aim of this paper is to compare the quality of parameter estimation in the single and multi-system cases. The second aim is to compare the quality of goodness-of-fit tests in this framework. Moreover, new goodness-of-fit tests are introduced in the multi-system case.
Introduction
Throughout its lifetime, a repairable industrial system undergoes maintenances and failures. After each unforeseeable failure, the system is repaired. This is usually known as corrective maintenance. The repairing times are neglected. In this article, we will not consider preventive maintenances. Two types of data sets will be considered and compared. The single system case corresponds to the observation of the n first failure times of a single system. The multi-system case corresponds to the observation of ν identical and independent systems with n failures each. The failure times are denoted (T j,i ) 1≤ j≤ν,1≤i≤n . The single system is the particular case for which ν = 1. Then, for the sake of simplicity, T 1,i will be denoted T i for single systems.
This paper focuses on imperfect maintenance models such as the virtual age models of Kijima (1989) . These models depend on parameters which both characterize the intrinsic wear out and the maintenance efficiency. When a model is applied to a data set, these parameters have to be estimated. We can legitimately wonder if this estimation is of good quality. This has already been done in Doyen and Gaudoin (2004) for the single system case, but no study exists for the multi-system case. Even though we have as much data in a single system with 15 failures as in 3 systems with 5 failures each, the information given will not be the same in both cases. Therefore, our aim is to compare different situations with the same total number of failures ν × n. Simulation studies have been done with the R package VAM (https://rpackages.u-ga.fr/VAM) developed by LJK laboratory in Grenoble.
We can also ponder on the fact that the chosen model is adapted or not to the data. One way to address this question is to perform goodness-of-fit (GoF) tests, likewise in Chauvel et al. (2016a) . In that article, only one system was considered at a time. Here we will develop GoF tests able to take into account the multi-system nature of our data and we will compare the GoF tests in the single and multi-system cases.
Imperfect maintenance models
Let us assume that we observe the n first failure times of a single repairable system T 1 , T 2 , . . . , T n , with T 0 = 0. Let N = (N t ) t≥0 denote the counting process of failures. A stochastic model for this process of recurrent events is completely characterized by the intensity λ = (λ t ) t≥0 of the failure counting process defined as
where H t − is the past of the process just before t and N t − represents the left-hand limit of N t . An imperfect maintenance model is composed of two parts. The first part of the model is the initial intensity, which corresponds to the hazard rate of the first time to failure and expresses the intrinsic wear of the new system before the first maintenance. Usually, the first failure time is assumed to follow a Weibull distribution, so that the initial intensity is the intensity of a Power Law Process (PLP), h(t) = β η t η β −1 , for t ≥ 0 and η, β > 0. β is a shape parameter while η is a scale parameter. The system is wearing for β > 1 and improving for β < 1. The second part of the model characterizes the maintenance effect on the system. The repair can be minimal, in which case the system is As Bad As Old (ABAO) and the counting process is a Non Homogeneous Poisson Process of intensity λ t = h(t), t ≥ 0. The repair can also leave the system As Good As New (AGAN). The corresponding counting process is a Renewal Process of intensity λ t = h(t − T N t − ), t ≥ 0. Between these two extreme cases, there is a wide range of models corresponding to imperfect maintenances.
In the Brown-Proschan (BP) model proposed in Brown and Proschan (1983) , each maintenance is AGAN with probability p ∈ [0, 1] and ABAO with probability 1 − p.
Another usual imperfect maintenance model is the Quasi-Renewal (QR) model, proposed in Wang and Pham (1996) . The corresponding counting process is also known as the Geometric Process and its intensity is
where q > 0 is a parameter characterizing the effect of the repair. The case q = 1 corresponds to the AGAN model. If q ∈]0, 1[, the system deteriorates due to stochastically decreasing inter-failure times and if q > 1 the system improves. The last class of imperfect maintenance models presented in this paper is the class of virtual age models, exposed in Kijima (1989) . The models of this class depend on a sequence of positive random variables (A i ) i∈N * called effective ages. After the ith failure, the system behaves like a new system which has not failed until A i , for i ∈ N * . The failure intensity is
A virtual age model is defined by a particular expression of the effective ages. For instance, in the ARA ∞ model or Kijima type II model with deterministic constant effect exposed in Doyen and Gaudoin (2004) , the repair is supposed to reduce the effective age by a factor ρ ≤ 1. The corresponding intensity is
In the ARA 1 model or Kijima type I with deterministic constant effect exposed in Doyen and Gaudoin (2004) , the supplement of age since the last failure is reduced by a factor ρ ≤ 1 and
Between the ARA 1 and ARA ∞ model lie the ARA m models, for m ∈ N * (the memory of the model), with intensity
In all ARA models, the value of ρ represents the effect of repair. If ρ ∈]0, 1[ the repair is efficient, if ρ = 1 the repair is optimal (AGAN), if ρ = 0 the repair is minimal (ABAO) and if ρ < 0 the repair is harmful. In this paper, we will not consider harmful repairs so that ρ ∈ [0, 1].
Quality of estimation
As we have seen, imperfect maintenance models depend on some parameters that have to be estimated from data. This is actually done through numerical maximisation of the log-likelihood. The likelihood function associated to the observation of the n first failure times of ν systems
The maximisation of the log-likelihood is done under box constraints for β and ρ, so that we have β > 1 (in order to have a baseline hazard rate corresponding to a wearing system) and 0 < ρ < 1 (corresponding to an efficient repair).
We have performed a simulation study in order to assess the quality of the parameter estimations both in the single and multi-system cases. The framework of the study is described hereafter.
• Simulated models: ARA 1 , ARA 2 , ARA 3 , ARA ∞ , QR.
• Parameters values: η = 1, β = 2.5, and ρ (and q) depending on the simulated model, in order to obtain a comparable wear-out.
• Single system case (ν = 1): n ∈ {9, 15, 21, 30, 60, 90}.
• Multi-system case: ν ∈ {3, 5, 7, 10, 20, 30} and n = 3.
We compare the two cases with an equal amount of data: for example, the estimation of parameters with a system of 21 failures is contrasted with the case of 7 systems facing 3 failures each. In each configuration, 5000 replications are simulated. The quality of the parameter estimations is assessed by computing the means, standard deviations, mean squared errors and boxplots of the 5000 estimates.
The parameter η is always very well estimated: bias and standard deviation are low and decrease with the number of data. This is a significant progress with respect to the estimation results obtained with the historical parameterization h(t) = αβt β −1 used in Doyen and Gaudoin (2004) . The results for β are also satisfying but show an overestimation. The estimation of ρ is clearly worse with an overestimation and, in the single system case, a bias and standard deviation that seem to stabilize even when the number of data increases.
For both η and β , the estimations are of much better quality in the multi-system case than in the single system case. Indeed, the estimations are not only closer to the true value, but also clearly convergent with the increase of the number of systems. η and β are better estimated certainly because with multiple systems, there are multiple realizations of the first failure time, and therefore it is observed as many times as there are systems.
The conclusion for ρ is not so sharp. On one hand, the stabilization of the estimation quality observed in the single system case is no longer true in the multi-system case. On the other hand, the estimation quality is not necessarily better in the multi-system case. In fact, a rather large number of failures per system is needed in order to observe and then estimate correctly the efficiency of maintenance.
The fact that β and ρ are simultaneously overestimated can come from a compensation between the two parameters: a system with a very efficient repair and a strong wearing is similar to a system with a poor repair but with a low wearing.
Finally, the parameters of the QR model are better estimated than the ones of the ARA models. This is probably due to the fact that for this model, the inter-failure times are independent.
Goodness-of-fit tests: theory
We need to know whether a given imperfect maintenance model is adapted or not to a given data set. The authors in Chauvel et al. (2016a) developed Goodness-of-Fit (GoF) tests to address this issue. This work has been presented at MIMAR 2016 (see Chauvel et al. (2016b) ). However, they have not considered multi-system data. Therefore, our goal is to find GoF tests for the multi-system case.
Given that a point process model is characterized by its intensity, an imperfect maintenance model can be denoted C = {λ (θ ), θ ∈ Θ ⊂ R d }, where θ is the model parameter. We want to determine whether C is a relevant model for the observed data (T j,i ) 1≤ j≤ν,1≤i≤n . A GoF test is a statistical test of H 0 : "λ ∈ C " versus H 1 : "λ / ∈ C ". Our first idea was to extend one of the classes of tests exposed in Chauvel et al. (2016a) : the statistics based on the Probability Integral Transform (PIT). Since the intensity is parametric, let
be the cumulative intensity of the failure process for a given parameter θ . For a single system, the principle is that under H 0 , the random variables Λ T i+1 (θ ) − Λ T i (θ ) are i.i.d. with standard exponential distribution. Then, the authors proposed to transform these variables into uniform ones by applying:
Their idea was that if the model is not the proper one for the data, these U i are no longer uniform variables. Therefore, the main point of the test procedure was to test their uniformity. The authors proposed three tests statistics: Kolmogorov-Smirnov, Cramér-von Mises and Anderson-Darling. To extend this procedure to the multi-system case, we compute
Under H 0 , these variables should still be i.i.d. with uniform distribution, since our systems are independent. Our idea was then to compute the three test statistics, and to perform the test in the same way as in Chauvel et al. (2016a) . However, as explained later, this procedure performed very poorly compared to the initial one. Therefore, we looked for another way to use the U j,i with their matricial structure. We chose to focus on the standard deviation of the U j,i . On the ν ×n matrix (U j,i ) 1≤ j≤ν, 0≤i≤n−1 , we compute line by line the standard deviation for each system. Their mean is
Then we shuffle all the U j,i and reconstruct a ν × n matrix with these shuffled variables. We compute M S 1 in the same way we computed M S but with the shuffled U j,i . We repeat this procedure 1000 times so that we get (M S k ) 1≤k≤1000 . If the U j,i are independent, which should be the case under H 0 , then the shuffling operation will not affect the distribution of M S k . Therefore, the idea of the new GoF test is to compare the (M S k ) 1≤k≤1000 to the value of M S computed on the initial U j,i . The test statistic is the mean of the absolute difference between M S and the (M S k ) 1≤k≤1000 :
The null hypothesis H 0 will be rejected if S S is too large. The S F statistic is computed similarly to S S but we transpose the matrix: we compute column by column the standard deviation for each failure index. We have
Because of the estimation of θ , the U j,i can not be computed. Then, the test statistics will be computed by replacing θ byθ . Their distribution under H 0 is unknown, so we cannot use classical tables to determine the critical region. Therefore, we use a parametric bootstrap approach to compute the quantiles of the test statistics distributions under the null hypothesis. This test procedure is described in detail in Chauvel et al. (2016a) . The idea is to compute the test statistic from the initial dataset, to simulate a large number of datasets under the estimated model and to compute the test statistic for all these new datasets. We can compute a p-value as the proportion of newly computed statistics that are greater than the statistic computed from the initial dataset.
Goodness-of-fit tests: simulation
We have performed a simulation study in order to assess the quality of the GoF tests in the multi-system case. The framework of the study is described hereafter.
• Simulated models: ARA 1 , ARA ∞ , QR, BP.
• Tested models: ARA 1 , ARA ∞ , QR.
• Multi-system case: ν = 6 and n = 5.
The procedure to compute the empirical powers of the GoF tests is the following: 1000 data sets of 6 × 5 failures are simulated under a given model. For each data set, the test statistics are computed and the p-value for the null hypothesis is calculated with a parametric bootstrap. The empirical power is then the proportion of rejection of the null hypothesis, that is the proportion of p-values under the test level (here 5 %) when data are simulated according to a model different from the one that is tested.
First of all, the GoF tests proposed in Chauvel et al. (2016a) applied to the multi-system case appear to be significantly less powerful than in the single system case. That is why we have proposed the new GoF tests based on the matricial structure of the observations. It appears that S F and S S have opposite behaviors: depending on the cases, one of them is more powerful than the original tests, and the other has low power. At the end it is unfortunately not possible to say that one test is globally better than the other. However, as in Chauvel et al. (2016a) , the test powers remain globally quite low.
It seems difficult to differentiate ARA 1 and ARA ∞ models. The difficulty can come from the too few failures (only 5) that are in each system of our simulated data sets. Indeed, the first two failure times of these models have the same probability distribution. Therefore, there are only three failures left per system to differentiate the two models. Indeed, with 10 failures per system the tests powers increase significantly.
Globally, the tests involving the QR model show much better performances, as in the single system case.
Conclusion
We have compared the quality of estimation of the parameters of imperfect maintenance models in the single and multi-system cases. Since the initial intensity is linked to the first failure time, in order to obtain good estimations of η and β , it is better to observe several independent replications of this first failure time, as in the multi-system case. Conversely, since ρ (or q) corresponds to the maintenance efficiency, to have a good estimation quality, we must have enough successive failure times per system. Since the goodness-of-fit tests presented here assess the goodness-of-fit of the maintenance part of the virtual age model, it is understandable that it is difficult to distinguish between models in the multi-system case, because the sequence of failures for each system is too short to see the differences between these very similar and flexible models. If we try to discriminate between different initial intensities, we may have better results than in the single system case, as for the quality of estimation.
