It is well known that Korn inequality plays a central role in the theory of linear elasticity. In the present work we prove new asymptotically sharp Korn and Korn-like inequalities in thin curved domains with a non-constant thickness. This new results will be useful when studying the buckling of compressed shells, in particular when calculating the critical buckling load.
Introduction and the main results
Korn and Korn-like Inequalities are essential for proving the existence of a solution to the main boundary value problems of elasticity and for estimating the solutions, see [1, 5, 7, 8, 9] . Assume Ω ∈ R n is a bounded and connected domain with a Lipschitz boundary. For any displacement U = (u 1 , u 2 , . . . , u n ) denote by e(U) the symmetric part of the gradient, i.e., e(U) = 1 2 (∇U + ∇U t ), which will be the strain in the elasticity context. Then the second Korn inequality asserts the following: There exists a constant C(Ω) depending only on Ω such that
Denote by skew(R n ) the space of rigid displacements of R n , i.e., the set of all vector fields U = (u 1 , u 2 , . . . , u n ) such that U(x) = a + Ax, where a ∈ R n and A is an n × n skewsymmetric matrix. Assume furthermore, that V is a closed subspace of H 1 (R n , R n ) that has no intersection with skew(R n ), except the identically zero transformation. Then the first Korn inequality asserts the following: There exists a constant C(Ω, V ) depending only on Ω and the subspace V such that
Another version of first Korn inequality, called geometric rigidity also holds and asserts the following: There exists a constant C(Ω) depending only on Ω such that for any displacement U ∈ H 1 (Ω) there exists an associated skew-symmetric matrix A U ∈ skew(R n ) such that
In particular, geometric rigidity estimate (3) implies that if a displacement U ∈ H 1 (Ω) has a skew-symmetric gradient a.e. in Ω, then it must be a constant affine transformation with a skew-symmetric gradient. There have been several proofs of first and second Korn inequalities since Korn's work in 1909, see [9] . In [6, 7] Kondratiev and Oleinik gave very elegant proofs to different kind of Korn and Korn-like inequalities. However, there have been only a few results that give the exact asymptotics of the constant C in the first or second Korn inequalities for different domains with different vector spaces V, see [2, 3, 10, 11] for some recent results in thin domains, that concern the exact asymptotics of the constant C in terms of the thickness of the domain. It has been understood in [3] that such kind of Korn inequalities play a crucial role in establishing the critical buckling load in shell buckling problems, in particular a rigorous asymptotic analysis of the buckling of perfect cylindrical shells under axial compression is done in [3] . Another issue is the so called "sensitivity to imperfections" in the mentioned problem, which corresponds to the case of an imperfect load or imperfect cylindrical shell. In the case of shape imperfections one needs new sharp Korn inequalities for the cross sections of the cylinder i.e., Korn inequalities for two dimensional domains, to prove an asymptotically sharp Korn inequality for the shell, and therefore to attempt to extend the results in [3] to the generalized cylindrical shells. In the present work we prove asymptotically sharp Korn and Korn type inequalities in thin curved domains with a nonconstant thickness in all dimensions and also in dimension two with zero and periodic Dirichlet type boundary conditions in the thickness direction. The new inequalities in 2D can be used to prove a Korn inequality for three dimensional shells with a nonconstant thickness, in particular for cylindrical shells, spherical shells, etc. We emphasize, that the inequalities in the present work generalize some of the ones obtained in [2] that are the cornerstones of the analysis in [2, 3] and also that they are not straightforward extensions of the ones in [2] as the proofs are based on totally different ideas. Lemma 3.1 extends a similar lemma in [2] to any elliptic operator with constant coefficients instead of the Laplace as well as R 2 to R n .
The operator extension is essential, because when making a linear change of variables like 
where λ > 0, and we also assume that
We call in this paper an inequality like the one given in Theorem 1.4 a strong second Korn inequality, as it implies the usual second Korn inequality. We will as well call an inequality like the one given in Theorem 1.1 a Korn-like inequality, because it actually derives a two dimensional strong second Korn inequality, as will be seen later. The following two theorems are Korn-like inequalities in all dimensions, where for the vector x = (x 1 , x 2 , . . . , x n ) we set
with constant coefficients satisfies conditions (4) and (5) . Then there exists a constant C depending on n, Λ, λ, L = Lip(ϕ) and the ratio m = H/h such that any u ∈ C 3 (Ω) solution of L(u) = 0 satisfying the boundary conditions u(x) = 0 on the portion Γ = {x ∈ ∂Ω : x ′ ∈ ∂ω} of the boundary of Ω fulfills the inequality
Remark 1.2. The estimate in Theorem 1.1 is sharp in the sense, that in the case when
and L is the Laplace operator, then the inequality becomes an equality for the function
provided by Grabovsky and Harutyunyan in [2] .
The next theorem is a variant of Theorem 1.1 with the left boundary of the domain being a part of a hyperplane not necessarily perpendicular to the x 1 axis. Theorem 1.3. Let ω ⊂ R n−1 be a bounded Lipschitz domain, let α be the hyperplane {x ∈ R n :
Assume that the operator L(u) = n i=1 b i u ii with constant coefficients with no mixed derivatives satisfies conditions (4) and (5) . Then there exists a constant C depending on n, λ, Λ, L = Lip(ϕ), the ratio m = H/h and the number A = max 1≤i≤n |a i |, such that any u ∈ C 3 (Ω) solution of L(u) = 0 in Ω satisfying the boundary conditions u(x) = 0 on the portion Γ = {x ∈ ∂Ω : x ′ ∈ ∂ω} of the boundary of Ω fulfills the inequality
The following theorem is a strong second Korn inequality in two dimensional thin curved domains with a nonconstant thickness, which corresponds to the cross sections taken in the angular direction of possibly a cylindrical or spherical shell.
satisfies the boundary conditions u(x) = 0 on the boundary portion Γ = {(x, y) ∈ ∂Ω : y = 0 or y = l} in the trace sense, then the strong second Korn inequality holds:
Remark 1.5. The estimate in Theorem 1.4 is sharp in the sense, that in the case when ϕ 1 ≡ 0, it becomes an equality for the displacement
where f is a smooth function supported on [0, l] and α ∈ [0, 1/2], h ∈ (0, 1). Corollary 1.6. Under the conditions of Theorem 1.4 first Korn inequality holds:
Proof. By the Friedrich inequality we have
where C F r depends on the Lipschitz character of Ω. Theorem 1.4 and (7) together complete the proof.
Remark 1.7. Inequality (6) is a generalization of first Korn inequality on rectangles proven by Ryzhak in [13] and studied later by Grabovsky and Truskinovsky in [4] .
The last theorem is a strong second Korn inequality in two dimensional thin curved domains with a nonconstant thickness, which corresponds to cross sections in the thickness direction of possibly a cylindrical or spherical shell. 
(Ω) is l-periodic, then the second Korn inequality holds:
Preliminary
We start with a lemma that extends the Laplace operator to any elliptic operator with constant coefficients in Lemma 2.2 in [12] .
Lemma 2.1. Let Ω be a bounded open domain in R n with a Lipschitz boundary, and let ∂Ω = Γ 1 ∪ Γ 2 . Denote by δ the distance function from the Γ 1 part of the boundary of Ω, i.e., δ(
with constant coefficients satisfy conditions (4) and (5). Assume furthermore that the function f ∈ C 2 (Ω, R) satisfies the boundary condition
Proof. Utilizing elipticity condition (4) we get integrating by parts,
Notice that δ is a Lipschitz function with partial derivatives bounded by one, thus we have by the Schwartz inequality,
Applying again the Schwartz inequality we can estimate the first summand as follows
Combining now the obtained estimates we discover,
which completes the proof.
The next lemma is a variant of Lemma 2.1 in the space dimension two, with some nonconstant coefficient operator. As will be seen later in Section 4.1, such kind of operator appears when mapping a curved region onto another one with a left boundary being a vertical segment, see proof of Theorem 1.4.
Lemma 2.2.
Let Ω, Γ 1 , Γ 2 and δ be as in Lemma 2.1 with n = 2. Assume a(y) ∈ C 1 (Ω, R) and consider the operator
where ν = (ν 1 , ν 2 ) is the outward unit normal to ∂Ω, then there holds
Proof. It is straightforward that
where
Like in the proof of Lemma 2.1, we will have zero boundary term integral when doing integration by parts as condition (9) ensures, thus we obtain,
We estimate the summands on the left hand side of the above inequality by the Schwartz inequality as follows:
and
Combining the obtained inequalities we obtain
where M 2 depends only on M and M 1 . Finally dividing the inequality by λ a and utilizing the inequality λ a ≥ λ we finish the proof.
Remark 2.3. Notice that if f (x) = 0 for x ∈ Γ 2 then condition (9) is fulfilled.
Proof. It is evident that f δ = 0 on ∂Ω, thus the proof follows.
The following lemma is a variant of Hardy inequality, a partial case of which is proven in [12, Theorem 2.1]. It actually allows to extend Korn type inequalities held in the cylindrical domains with axis parallel to x 1 direction, to domains with the left boundary, orientation taken in the x 1 direction, being a part of a hyperplane and the right boundary, orientation taken again in the x 1 direction, being a Lipschitz surface. Basically, it derives Theorem 1.1 from Lemma 3.1 as will be seen in the next section. 
Proof. First of all notice that the inequality is invariant under variable translation, therefore one can without loss of generality assume that a = 0. By the Schwartz inequality and by integration by parts we have for any
By the mean value formula we can choose the point
thus with this choice of x estimate (11) will imply
Now, an application of the last inequality to the function g(t) = f (b−t) with the variable change t = b − x completes the proof.
Korn like inequalities in all dimensions
Next we prove a Korn-like inequality for the solutions of elliptic PDEs in cylindrical domains. (4) and (5) . Then there exists a constant C depending on n, λ and Λ such that any u ∈ C 3 (Ω) solution of L(u) = 0 satisfying the boundary conditions u(x) = 0 on [0, h] × ∂ω fulfills the inequality
We have integrating by parts,
where x ′ = (x 2 , x 3 , . . . , x n ). Thus we can estimate
Integrating now the last inequality over [0, h/2] and utilizing the Schwartz inequality we discover
Notice that the function ρ(t) = Ωt |∇u| 2 is nonnegative and increasing in [0, h/2], therefore the last inequality implies
thus we obtain
Next we fix any index 2 ≤ i ≤ n, point x ′ ∈ ω and apply Lemma 2.4 to the function u x i on the segment with endpoints (0, x ′ ) and (
which integrating over ω and summing up in i we obtain
It is clear that u x 1 = 0 on [0, h] × ∂Ω, thus we can apply Lemma 2.1 to the function u x 1 in the domain Ω, therefore,
Differentiating the equality L(u) = 0 in
, thus the last inequality implies,
Coupling now (13) and (14) we obtain,
It is clear that we can obtain a similar bound on the norm of ∇u in the right half of Ω, namely in Ω \ (Ω 
Thus we have for any
Since ϕ(x ′ ) is Lipschitz, there exists a constant C 1 depending on m and the Lipschitz constant of ϕ(
, ϕ(x ′ )]. Therefore the last inequality implies
Integrating in x ′ over ω we discover
In the next step we apply Lemma 2.1 to the function u x 1 in the domain Ω. It is clear that u x 1 = 0 on {x ∈ ∂Ω :
Now (16) and the last inequality together imply,
The last inequality coupled with Lemma 3.1 applied to the function u in the domain Ω h completes the proof.
Proof of Theorem 1.3. We make a change of variables y 1 = x 1 −a 1 − n i=2 a i x i , y i = x i , i ≥ 2 and consider the function v(y) = u(x) to reduce the problem to the case when the left boundary of Ω is a subspace of the coordinate hyperplane x 1 = 0, i.e., when Theorem 1.1 is applicable. It is easy to check that then the new function v will be defined in the domain
Let us prove the following assertion. Claim. The operator L ′ satisfies conditions (4) and (5) with
All coefficients a ′ ij that do not appear in the above formulas, vanish. For any x ∈ R n and any fixed 2 ≤ j ≤ n we can estimate like in the proof of Lemma 2.2,
Nest we derive an upper bound on the sum
and for any 2 ≤ j ≤ n we have as well,
as claimed. It is easily seen from the definition of the function φ, that it is a Lipschitz function with a Lipschitz constant L ′ = L + (n − 1)A. The Jacobian of the change of variables is exactly 1, thus it remains to apply Theorem 1.1 to the pair (v, Ω ′ ).
Korn and Korn-like inequalities in the space dimension two

Fixed boundary conditions
We start with a definition.
) that is l-periodic in y and u(x, y) = v(x, y) for all (x, y) ∈Ω, i.e., if it can be extended to an l-periodic function in y to the whole R preserving the maximal regularity. 
(ii) The function u(x, y) is l-periodic in y and a(0) = a(l), then there holds
Proof. First we derive an estimate like (12) for the operator L a . Following the notation in the proof of Lemma 3.1 we have by integration by parts,
as it is easy to see that under either of the conditions (i) or (ii) the boundary integral on the horizontal boundary of Ω t vanishes. Integrating now the inequality over [0, h/2] and applying the Schwartz inequality we obtain
thus we get like in the proof of Lemma 3.1, that
as wished. The rest of the proof is slightly different from the proof of Lemma 3.1. We will apply Lemma 2.2 instead of Lemma 2.1. The only thing we have to check is that Lemma 2.2 is indeed applicable to the function u x under each of the conditions (i) and (ii). If the condition (i) is satisfied then we have that u x (x, 0) = u x (x, l) = 0 for all x ∈ (0, h), thus condition (9) is satisfied. We have furthermore L a (u x ) = (L a (u)) x = 0 and therefore Lemma 2.2 applies. If now condition (ii) is satisfied then we again have L a (u x ) = (L a (u)) x = 0 and the integrand in (9) for u x , instead of u, takes the same values at points (x, 0) and (x, l) and thus the integral in (9) vanishes, hance Lemma 2.2 applies, so we achieve the proof.
Next we prove the following 2D version of Theorem 1.1, where the operator L is replaced by L a . 
in Ω satisfying the boundary conditions u(x) = 0 on the portion Γ = {(x, y) ∈ ∂Ω : y = 0 or y = l} of the boundary of Ω fulfills the inequality
Proof. The proof relies on Lemmas 2.2, 2.4 and 4.1. It is actually identical to the proof of Theorem 1.1, that was based on Lemmas 2.1, 2.4 and 3.1, therefore we will not repeat it.
Proof of Theorem 1.4. By a density argument one can without loss of generality assume that U is of class C ∞ up to the boundary of Ω. Moreover, one can without loss of generality assume that the displacement U is harmonic in Ω, see [12, page 18] for a proof. We make a change of variables x 1 = x − ϕ 1 (y) and y 1 = y, which transforms the domain Ω into Ω 
We have furthermore that
as the Jacobian of the change of variables is exactly 1. By (18) and the fact that ϕ 2 − ϕ 1 determines the right boundary of Ω 1 and has a Lipshitz constant less than ρ 1 + ρ 2 we can owe to Lemma 4.2 and the triangle inequality to establish Proof of Theorem 1.8. It is a direct consequence of Lemma 4.4 and the fact that one can without loss of generality assume that u is harmonic.
Periodic boundary conditions
