Contractible cycles in graphs with large minimum degree  by Egawa, Yoshimi
c~ DISCRETE 
MATHEN~TICS 
ELSEVIER Discrete Mathematics 171 (1997) 103-119 
Contractible cycles in graphs with large minimum degree 
Yoshimi Egawa 
Department ofApplied Mathematics, Science University of Tokyo, Shinjuku-ku, Tokyo, 162 Japan 
Received 9January 1992; revised 22 September 1994 
Abstract 
We show that if k/> 2 and G is a k-connected graph with minimum degree at least [3k/2], 
then, unless 2 ~< k ~< 3 and G is a complete graph on k + 2 vertices, Gcontains an induced cycle 
C such that G - V(C) is (k - U-connected. 
1. Introduction 
By a 9raph, we mean a finite, undirected, simple graph with no loops and no 
multiple edges. 
Let G = (V(G), E(G)) be a graph. For a subset S of V(G), we let (S)  = (S)G denote 
the graph induced by S in G, and let G - S denote the graph obtained from G by 
deletin9 S. By a cycle of G, we mean a connected 2-regular nonempty subgraph of G. 
A cycle C of G is called an induced cycle if C = ( V(C))G, i.e., if C has no 'chord' in G. 
For a vertex x of G, we let N(x) = N~(x) denote the set of neighbors ofx in G and, for 
a subset S of V(G), we let N(S) denote the union of N(x) as x ranges over S. 
Let G be a graph, and let H be a connected nonempty subgraph of G. We let G/H 
denote the graph obtained from G by contractin9 H; that is to say, 
V(G/H) = (V(G) - V(H))w{a}, 
E(G/H) -- E(G - V (H) )~{ax lxe  V(G) - V(H), 
there exists v e V(H) such that vx E E(G)}, 
where a (¢ V(G) - V(H)) denotes the 'vertex arising from H'. In the case where G is 
k-connected, we say that H is k-contractible if G/H is k-connected. Thus under the 
assumption that G is k-connected, H is k-contractible if and only if G - V(H) is 
(k - 1)-connected. An edge e of G is often identified with the subgraph consisting of 
e and its endvertices. For example, V(e) denotes the set of cardinality 2 consisting of 
the endvertices ofe and, in the case where G is k-connected, e is called k-contractible if 
the corresponding subgraph is k-contractible. 
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In [-1], Dean proved that if k ~> 3 and G is a k-connected graph with minimum 
degree at least [3k/2], then G contains an induced cycle C such that G-  V (C) is 
connected and every edge of C is k-contractible. In this paper, we prove the following 
refinement of this result (as we shall see in Lemma 5.1, each edge of a k-contractible 
induced cycle of a k-connected graph with minimum degree at least k + 1 is 
k-contractible): 
Theorem 1. Let k >1 4 be an integer, and let G be a k-connected graph with minimum 
degree at least [3k/2]. Then G contains an induced cycle C such that G-  V(C) is 
(k - 1)-connected (i.e., C is k-contractible). 
Remark. It is shown by Thomassen and Toft [6, Corollaries 1 and 3] that if k = 2 or 
3 and G is a k-connected graph with minimum degree at least [3k/2] = k + 1, then, 
unless G is a complete graph on k + 2 vertices, G contains a k-contractible induced 
cycle. 
In proving Theorem 1, we proceed by induction on [ V(G)] and, in order to make the 
induction argument work, we strengthen the conclusion of the theorem. More specifi- 
cally, we prove the following theorem by induction on ]V(G)[: 
Theorem 2. Let k >>, 4, and let G be a k-connected graph with minimum degree at least 
[3k/2]. Then G contains a k-contractible induced cycle C such that 
IN(x)c~V(C)I ~ 3 for all xcV(G)  - V(C). (1.1) 
As in [-2], the proof of the following theorem is the most important step in the proof 
of Theorem 2. 
Theorem 3. Let k >~ 4, and let G be a k-connected graph with minimum degree at least 
[,3k/2]. Suppose that 
each k-contractible dge of G is contained in a triangle. (1.2) 
Then G contains a k-contractible triangle. 
Our proof of Theorems 2 and 3 consists of modifications of the arguments used in 
[-5] by Thomassen and in [2] by the author. However, we have included a greater 
degree of detail in this paper so that the paper can be read with no outside references. 
We prove Theorem 3 in Sections 2-5, and prove Theorem 2 in Section 6. For related 
results and problems, the reader is referred to [,1-3, 5], etc. 
We conclude this section with examples which show that in Theorem 1, the 
condition imposed on the minimum degree cannot be weakened. First, assume that 
k >/2 is even, and let k -- 2h. Let G = G(n, h) be the lexicographic product of the cycle 
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of length n ( >~ 4) and the complete graph of order h; that is to say, 
V(G)={(i ,x)[1 ~<i~<n, l~x~h},  
E(G) = {{(i, x), (j, y)} IJ - i + 1 (mod n), or i = j  and x ~ y}. 
Then G is 2h-connected and (3h - 1)-regular, but contains no 2h-contractible cycle. 
Next assume that k ~> 3 is odd, and let k = 2h + 1. In this case, we add a new vertex to 
G(n, h), n >/4, and join it to all vertices in G(n, h). Then the resulting graph is 
a (2h + D-connected graph with minimum degree 3h, but contains no (2h + 1)- 
contractible cycle. 
2. Separating triples 
We start with some definitions. 
Let G be a graph. A subset S of V(G) is called a separator if G - S is disconnected. 
A k-separator is a separator having cardinality k. Thus if G is k-connected, then, for 
a connected nonempty subgraph H of G, 
H is k-contractible if and only if IV(G)l >/IV(H)l + k 
and G has no (k + I V(H)I - 2)-separator containing V(H). (2.1) 
In particular, if G is k-connected, then 
an edge e of G is k-contractible if and only if 
I V(G)I/> k + 2 and G has no k-separator containing V(e). (2.2) 
A separating triple is a triple (S; A, B) of subsets of V(G) such that 
V(G) = S~AwB (disjoint union), A :/: 0, B ~ 0 
and such that G has no edge joining a vertex in A and a vertex in B. 
Lemma 2.1. Let h >~ 1 be an integer. Let G be a graph with minimum degree at least h, 
and let (S; A, B) be a separating triple of G. Then the following hold. 
(i) [SuAI >I h + 1. 
(ii) If ISu AI = h + 1, then each x e A is adjacent o all vertices ( ¢ x) in Su  A. 
Proof. From the definition of a separating triple, it follows that N(x) ~ SuA for all 
x e A, and both (i) and (ii) follow immediately from this. [] 
The following lemma appears in Saito [4] as Theorem 4, but we include a full proof 
here for reference in the proof of Lemma 2.3, where we use similar arguments. 
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Lemma 2.2. Let k >>. 2, and let G be a k-connected 9raph with minimum degree at least 
[3k/2]. Assume that G has a k-separator, and choose a separatin9 triple (R; Z, W) with 
I Rr = k so that Z is minimal. Then every edgejoinin9 either two vertices in Z or a vertex 
in R and a vertex in Z is k-contractible. 
Proof. Let e be an edge joining a vertex x in Z and a vertex y in RuZ and, by way of 
contradiction, suppose that e is not k-contractible. They by (2.2), we can find a separ- 
ating triple (T; X, Y) with I TI = k such that T contains both x and y. We distinguish 
the following four cases: 
(1) IRnXI < IZr~TI, IRnYI 1> IZc~TI; 
(2) IRnXl ~> IZnTI ,  IRnYI < IZc~TI; 
(3) ]RnX] < IZc~T], ]RnY] < ]ZnTI; 
(4) IRnXl >/]ZnTI,  ]RnYI >_-IZ~TI. 
First assume (1) holds. Set 
Q = (RAX)u(RnT)u(WnT) .  
Then we obtain 
IQI = IRnXI + IRnTI + IWnTI  
< IZnTI + IRnTI + IWnZl  = IT[ = k. (2.3) 
If WnX ~ O, then (Q; WnX,  ZuY)  would be a separating triple which, in view of 
(2.3), would contradict the assumption that G is k-connected. Thus, 
WnX = O. (2.4) 
From IZnTI  ~< IRnY], we get 
] (RnX)u(RnT)u(ZnT) ]  <~ k. 
Arguing as in the proof of (2.4), we get ZnX = 0 from this and the minimality of Z. 
From this and (2.4), we obtain RnX = X, and hence 
IRnXl t> [k/2] + 1 (2.5) 
by Lemma 2.1(i). Since [RnY] >~ ]ZnT]  > ]RnSl  by assumption, we now obtain 
k = IRI ~> IRnS l  + [RnYI > 2([k/2] + 1). (2.6) 
But this is impossible, and this contradiction shows that (1) does not occur. By 
symmetry, we can similarly show that (2) does not occur. 
Next assume (3) holds. Then, arguing as in the proof of (2.5), we obtain 
WnX = WhY = 0 and IWnTI  = IWI/> [k/2] + 1. Note that the assumption that 
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IRc~ YI < ]Zc~T[ implies 
IRc~Xl = k - IRc~T[ -  [Rc~YI 
> k - IR~TI  - IZ~TI  = IW~TI. (2.7) 
Thus arguing as in the proof of (2.6), we get k = [ T I > 2([k/2] + 1), and this contra- 
diction shows that (3) does not occur. 
Finally, assume (4) holds. Then, arguing as in the proof of (2.5), we obtain 
IZc~TI >1 [k/2] + 1. Arguing as in the proof of(2.7), we also obtain IWc~TI >1 IR~XI. 
Hence, we get k = IT[ ~> 2([k/2] + 1), and this contradiction completes the proof of 
Lemma 2.2. [] 
In the remainder of this section and in Sections 3-5, we let k, G be as in Theorem 3, 
and assume that 
G is a counterexample to Theorem 3. (2.8) 
Let cg be the set of triangles of G all of whose edges are k-contractible. Let 5 p be the set 
of separating triples (S; A, B) such that IS[ = k + 1 and (S)  contains a triangle 
belonging to cg. It follows from (2.8) and (2.1) that 
for each C e cg, there exists (S; A, B) e 5~ 
such that S ~_ V(C). (2.9) 
With Lemma 2.2 in mind, we also let ~t be the set of separating triples (R; Z, W) such 
that [R[ = k or k + 1 and such that every edge joining either two vertices in Z or 
a vertex in R and a vertex in Z is k-contractible. We shall later see that we have ~ ~ 0 
(if G has a k-separator, this follows immediately from Lemma 2.2; as for the case where 
G has no k-separator, the reader is referred to the first paragraph of Section 4 for the 
proof of this statement). However, in the following lemma, we include the statement 
that ~ ¢ 0 in the assumption for the sake of clarity. 
Lemma 2.3. Assume that ~ ~ O, and let (R; Z, W)~.  Then IRwZ[ ~ [3k/2] + 2. 
Proof. Suppose [RwZl <~ [3k/2] + 1. Then by Lemma 2.1, [RwZI = [3k/2] + 1 and 
each x~Z is adjacent o all vertices ( ¢ x) in RwZ. (2.10) 
Parts of our proof here are similar to the arguments used in the proof of Lemma 2.2, 
but we also make use of other types of arguments. Thus to make the thread of the 
proof clear, we separate some points of the proof and present them as claims 
(arguments similar to the proof of Lemma 2.2 appear in the proofs of Claims 3 and 4). 
Claim 1. Let vE R. Then there exists (S; A, B)~ 6¢ such that S ~_ Zw{v}. 
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Proof. Note that IZI = IR~ZI  - IRI ~ [k/2] ~> 2, and take x, yeZ,  x ¢ y. Let C be 
the triangle induced by x, y and v. By the definition of ~, all edges of C are 
k-contractible, and hence C eCg. By (2.9), there exists (S;A,B)e6e with 
S~_ {x,y,v}. Suppose that ZnB SO. Then RnA =ZnA =0 by (2.10), and 
hence ((RnS)w(WnS); WnA,  ZuB) is a separating triple. But since 
I(RnS)u(Wc~S)l = ISI - IZnSI ~< (k + 1) - 2, this contradicts the assumption that 
G is k-connected. Thus, ZnB = 0. We similarly get ZnA = O. and hence Z _ S, as 
desired. [] 
Claim 2. Let (S; A, B) be a separating triple with ISI = k + 1 such that Z ~_ S and 
RnS ~ O. Then (S; A, B)~ 5 a, and Rc~A v~ 0 and RnB ~ 0 (and hence (R - (RnS)) is 
disconnected). 
Proof. Arguing as in the proof of Claim 1, we see that there exists C e cg such that 
V(C)nRnS ~ 0 and I V(C)nZI = 2. Then V(C)~_ S, and hence (S; A, B)~5 e. Now 
suppose that RnA = 0. Then since we have ZnA = 0 from Z ~ S, we can again argue 
as in Claim 1, to see that (RnS)u(WnS)  is a separator with cardinality less than or 
equal to k -1 ,  which contradicts the assumption that G is k-connected. Thus 
RnA ~ O, and we similarly get RnB ~ O. [] 
Choose (S; A, B) ~ 5 e with Z c S and RnS ~ 0 so that A is minimal (the existence of 
such a triple follows from Claim 1). By Claim 2, RnA ~ O. Take u6RnA,  and let 
(T; X, Y)~SP be a triple such that T ~_ Zw{u}. Then since u~AnT,  
AnX is a proper subset of A. (2.11) 
Claim 3. ISnXI ~ IAnTI, ISnYI ~ IAnTI. 
Proof. We argue as in Lemma 2.2. Suppose the claim is false. Then one of the 
following three situations must occur: 
(1) ISnXl < IanT I ,  ISnYI/> [ANT[; 
(2) ISnXl >1 IhnZl ,  ISnYI < IhnZl ;  
(3) ISnXI < IAnTI, ISnYI < IZnTI.  
We first consider the case where (1) holds. In this case, we first show that 
BnX = 0. (2.12) 
Suppose that BnX ~ O, and set 
Q = (SnX)u(Sn T)u(Bn  T). 
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Then (Q; BnX,  AuY)  is a separating triple. Since we get [Ol < IT[ = k + 1 from the 
assumption that I SnX[ < I A ~ T l, this implies that no edge of (Q)  is k-contractible in 
G. Since Q ~_ SnT  ~_ Z and since (R; Z, W)EN, this implies that E( (Z) )  = 0. But 
since IZl >/2, this contradicts (2.10). Thus, (2.12) is proved. Next we show that 
AnX = 0. (2.13) 
Suppose that Ac~X ~ O, and set 
P = (SnX)u(Sc~ T)u(Ac~ T). 
Then (P;Ac~X, B~Y)  is a separating triple. On the other hand, we get 
IPI ~< ISl -- k + 1 from the assumption that IAnTI ~< ISnYI.  I f lPI  < k + 1, we can 
get a contradiction by arguing exactly as in the proof of (2.12). Thus, we may assume 
that IPI = k + 1. But then, since ue(RnA)c~T = Rc~(AnT) ~_ RnP  and 
Z ~_ Sc~T ~_ P, it follows from Claim 2 that (P; A~X,  BwY)e6e  which, in view of 
(2.11), contradicts the minimality of A. Thus, (2.13) is proved. By (2.12), (2.13) and 
Lemma 2.1, we get ISnXl -- IXl >/[k/2]. Since, ISc~YI >>-IAnTI > ISnXl, we now 
obtain k + 1 = ISI = [SnT[ + ISnXl + ISnYI > IZI + 21SnXl i> 3 [k/2]. But since 
k ~> 4, this is impossible, and this contradiction completes the discussion for the case 
where (1) holds. By symmetry, we can similarly get a contradiction i the case where 
(2) holds. 
We now consider the case where (3) holds. Arguing as above, we obtain 
Bc~X =BnY =0,  and hence IBnTI = IBI >/I-k/2]. From the assumption that 
ISnYI < IAnZl, we also get ISnXl = k + 1 - ISnT I  -ISnYI > k + 1 - ISnT I  - 
IAc~TI = [Bc~TI, and hence [ANTI > IBnT[ by the assumption that [ANTI > 
ISc~X[. Consequently, we obtain k + 1 = ISc~TI + IAc~T[ + IBnTI > IZl + 
21Bc~ T I >/3 [k/2], and this contradiction completes the proof of the claim. [] 
Claim 
(ii) 
(iii) 
(iv) 
4. (i) k = 5. 
AnX = AnY  = 0 (and hence A ~_ T). 
IAI =2,  
Each xeA is adjacent o all vertices ( :~ x) in AuS.  
Proof. Arguing as in Claim 3, we obtain AnX = AnY  =0, IBnT[/> IAnTI = 
IZl t> [k/2], and k + 1 = ISnT[ + IZnTI  + [BnTI /> IZ[ + 21ANTI/> 3[k/2]. Since 
k ~> 4, this forces k = 5 and I AI = [k/2] - 2, and (iv) therefore follows from Lemma 
2.1(ii). [] 
Claim 5. A _~ R. 
Proof. Since no vertex in WnA is adjacent o any vertex in ZnS (= Z), we get 
WnA = 0 from Claim 4(iv). Since we have ZnA = 0 from Z ~ S, this means 
A~_R. [] 
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Now set 
5el = {(Q; L, M)I(Q; L, M)~Se, Z c_ Q, R~Q ¢ O, L c_ X}, 
5e z = {(Q; L, M)I(Q; L, M)e  Se, Z c_ Q, RnQ ~ O, L =_ Y }. 
Since (T ;X ,Y )eSe l  and (T; Y,X)e6~2, we have 5e~ S0  and 5P2#0. Choose 
($1; AI, B1)eS~a so that Aa is minimal, and choose (Sz; A2, B2)eSe2 so that Az is 
minimal. 
Claim 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
6. (i) IRnTI = IRnXI  = IRnYI = 2. 
R~T = A. 
Rc~X = A~, Rn  Y = A2. 
The two vertices in Rn  T are adjacent o each other. 
Rn  T contains a vertex which is adjacent o both of the two vertices in Rn  Y. 
(R  - A1) is connected. 
Proof. We have 
A ~ RnT  (2.14) 
by Claim 4(ii) and Claim 5. Applying Claim 5 to ($1; A1, B1) , we get Aa - R and, hence, 
(2.15) A 1 ~ RnX.  
Similarly, 
A 2 ~ R~ Y. (2.16) 
Since IR[ ~< k + 1 = 6 and since [A[ = [A~I = [A21 = 2 by Claim 4(iii), we now get 
A = RnT ,  A~ = RnX and A2 = R~Y from (2.14)-(2.16). Thus, (i)-(iii) are proved, 
and (iv) follows from (ii) and Claim 4(iv). Take v~Rc~S2. Applying Claim 4(iv) to 
($2; A2, B2), we see that v is adjacent o both vertices in A2 = RnY (and hence 
v e R c~ T). This proves (v). Since we have R - A1 = (Rn T)u(R n Y) by (ii) and (iii), (vi) 
follows from (iv) and (v). [] 
We are now in a position to complete the proof of Lemma 2.3. Take weRnA~ 
(=A~), and let (T~;X1, Y1)~5 e be a triple such that T~ ~_Zu{w}. Applying 
Claim 6(ii) to (T1; X1 Y1), we get Rc~T~ = A~ which, in view of Claim 2, means that 
(R -  A~) is disconnected. This contradicts Claim 6(vi), and this contradiction com- 
pletes the proof of Lemma 2.3. [] 
3. The case where G has a k-separator 
We continue with the notation of the preceding section. Throughout this section, we 
assume that G has a k-separator. 
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Choose a separating triple (R; Z, W) with I RI = k so that I ZI is minimum. Then by 
Lemma 2.2, (R; Z, W)eN, and hence IZl/> [k/2] + 2 by Lemma 2.3. Note also that the 
minimality of lZI implies that 
I Wl/> IZl. (3.1) 
The aim of this section is to prove the existence of a triple (S; A, B)e 5 e such that 
S c_ RuZ and A ___ Z (see the last paragraph of this section). 
Let e e E((Z)). We let OK(e) denote the set of triangles containing e. Further, if there 
exists C~Cg(e) such that RnV(C)  ¢ O, then we set 
N(e) = {C e Cd(e) IRn  V(C) # 0}; 
otherwise, we simply set ~(e) = ~f(e). We let ~ denote the union of N(e) as e ranges over 
E((Z)). Since (R; Z, W)eN, we have N(e) _c Cd(e ) c_ cg for each eeE((Z)) ,  and hence 
c_ cal. Note also that for each eeE((Z)) ,  we have Cd(e)¢ 0 by (1.2) and, hence, 
@(e) ¢ 0 by definition. 
Lemma 3.1. Let eeE( (Z) )  and Cs~(e).  Then there exists (S; A,B)e5  a such that 
V(C) ~_ S ~_ RuZ.  
Proof. Suppose that there exists no such triple. By (2.9), there exists (T; X, Y)e 6 e with 
T ~_ V(C). 
Claim 1. (i) ZnX or Zn  Y is nonempty. 
(ii) WnX or WrY  is nonempty. 
Proof. To prove (i), suppose that ZnX = ZnY  = 0. Then 
IZnTI = IZl >/[k/23 + 2. (3.2) 
By symmetry, we may assume IRc~X[ <~ IRnYI. Then IRnXI ~< [k/2] and, hence, 
I (RnX)u(Rnr )u(Wnr) l  = IenXI  + I r l -  IZnr l  ~< k - 1. 
This implies that 
WnX = 0 (3.3) 
and, hence, IXI = lRnX l  ~< [k/2]. In view of Lemma 2.1, this means that 
IRnXI  = [k/2] and vertices in RnX are adjacent to both endvertices ofe. In view of the 
definition of @(e), this implies that RnV(C)  ~ O. In particular, 
JR~TI >~ 1 (3.4) 
and, hence, IRnXI ~< I-(IRI - IRnT I ) /2 ]  <~ [(k-- 1)/2]. Since IRnYI ~> IRnXI = 
[k/2], this means that k is odd and IRnY I  = (k - 1)/2. Arguing as in the proof of(3.3), 
we now obtain 
wn Y = 0. (3.5) 
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From (3.3), (3.5), (3.2) and (3.4), we get I WI = [WnT[ ~ (k -  3)/2. This contradicts 
Lemma 2.1, and this contradiction completes the proof of (i). Note that we did not make 
use of the minimality of I Zl in the above argument. Thus, (ii) can be verified in a similar 
fashion. [] 
Claim 2. (i) ZnX or WhY is empty. 
(ii) ZnY or WnX is empty. 
Proof. To prove (i), suppose that 
ZnX v~ 0 
and 
Set 
(3.6) 
Wn Y ~ 0. (3.7) 
Q = (RnX)u(RnT)u(ZnT) ,  P = (RnY)u(RnT)u(WnT) .  
Note that (3.6) implies that 
(O; Z~X,  V(G) - Q - (Zc~X)) (3.8) 
is a separating triple. Hence if [Q[ ~< k + 1, then, since Q contains v(c) and since all 
edges of C are k-contractible, we would have [Q[ = k + 1 and the triple (3.8) would 
therefore satisfy all requirements stated in the conclusion of the lemma, which would 
contradict our assumption. Thus, [Q[ i> k + 2. On the other hand, (3.7) implies that 
[PI/> k. But since [P[ + [ Q [ = ]R[ + [T] = 2k + 1, this is impossible. Thus, (i) is proved, 
and (ii) can be verified in a similar fashion. [] 
Now by Claims 1 and 2 and by symmetry, we may assume that ZnX = WnX = 0, 
ZnY ~ 0 and WhY ~ 0 and, hence, IRnXI = IXI/> [k/2] by Lemma 2.1. Set 
Then, 
Q = (RnY)u(RnT)u(ZnT) ,  P = (RnY)w(RnT)~(WnT) .  
IPI + IQI = 2(IRI - IRnXl) +(ITI - IRnT I )  
~< 2(k - [k /2] )  + (k + 1). (3.9) 
On the other hand, we obtain [Q[ >~ k + 2 and [P[ ~> k as in the proof of Claim 2. Thus 
equality must hold in (3.9), and hence [RnX[ = [k/2] and Rc~ T = 0. But as in the proof 
of Claim 1, we get RnT ~ 0 from IX[ = [RnX[ = [k/2]. This is absurd, and this 
contradiction completes the proof of Lemma 3.1. [] 
Lemma 3.2. Let e~E( (Z) )  and Ce~(e), and let (S; A,B)~SP be a triple such that 
V(C) ~_ S ~_ RuZ.  Then either A ~_ Z or B ~_ Z. 
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Proof. Since we have Wc~S = 0 from the assumption that S ~ RuZ,  it follows that 
WnA or WnB is nonempty. We may assume that WnB ~ O. Then, we get 
I (RnB)u(RnS)I = I (RnB)u(RnS)u(WnS) I  ~ k, 
which implies that RnA = 13 and, hence, 
I (RnA)~(RnS)u(WnS) I  = IRnSI <~ IS - V(e)[ = k - 1. 
This implies that WnA -- 13 and, hence, A = ZnA ~ Z, as desired. [] 
Now choose Ce~ = Ue~e~<z>)~(e) and (S; A,B)E6e with V(C) ~_ S ~_ RuZ so 
that IAI is minimum. Then from (3.1) and Lemma 3.2, it follows that 
A ~ Z (3.10) 
and, hence, (S; A, B )~.  Hence by Lemma 2.3, 
IAI t> [k/2] + 1. (3.11) 
4. Analysis of (k+l)-separators 
In the preceding section, we considered the case where G has a k-separator. We start 
this section with a brief remark concerning the case where G has no k-separator. Assume 
that G has no k-separator. In view of (2.2), this means that 
all edges of G are k-contractible (4.1) 
and, hence, c~ is the set of all triangles of G. With this in mind, we simply set 
~(e) -- ~(e) = {CeCgleeE(C)} 
for each eeE(G), and set ~ = UeeE(6)~(e) = ~f, and choose Ce~ and (S; A, B)e5 ~ 
with S ~_ V(C) so that IAI is minimum. By (4.1), we have (S; A, B )eN and, hence, (3.11) 
holds in this case as well. For convenience, we set R = 0 and Z = V(G). 
Hereafter, we consider together the cases where G has a k-separator and where G has 
no k-separator. Let R, Z, 9,  (S; A, B) be as in Section 3 or as in the preceding paragraph, 
according to whether G has a k-separator or not. The aim of this section is to prove 
I Zl >/[k/2] + 2. 
Lemma 4.1. Let I be a nonempty subset of S - V(C) such that N( I )nA # A. Then 
IU(I)nAI >1 I I I+  1. 
Proof. Suppose that IN(I)nA[ ~l l I ,  and set Q=(S- I )u (N( I )nA) .  Then (Q; 
A - N(I), Bu I )  is a separating triple, and [QI ~< ISI = k + 1. Since, Q contains v(c) ,  
this forces I QI = k + 1, but this contradicts the minimality of A. [] 
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Lemma 4.2. Let x be a vertex in A such that [N(x)nV(C)[ >1 2. Then there exists D~ 
such that xe  V(D) and [V(D)nS[ = 2. 
Proof. Let u, v~N(x)c~V(C), u¢v .  Since IV(C)nRI ~ 1 by the definition of ~, 
we may assume that u¢R. If ({x ,u ,v})~(xu) ,  then ({x ,u ,v})  has the desired 
properties. Thus we may assume ({x, u, v}) ¢ ~(xu). Since, ({x, u, v}) clearly belongs to 
~(xu), this means that 
Cg(xu) ¢ ~(xu). (4.2) 
Take D e ~(xu), and write V(D) = {x, u, w}. Then from (4.2) and the definition of ~(ux), 
it follows that w e R. Since w is adjacent to x e A and since RnA = 13 by (3.10), this forces 
w ~ S and, hence, this D satisfies all the requirements. [] 
Lemma 4.3. Let D6~ be a triangle such that Ac~V(D) # 13 and, in the case where 
IAI = [k/2] + 1, assume that ISnV(D)I = 2. Let (T;X, Y)~SP be a triple such that 
V(D) ~_ T ~_ RuZ.  Then AnX or AnY  is nonempty. 
Proofi Note that V(C) is contained in (SnT)w(SnX)  or (SnT)w(SnY) .  We 
may assume V(C)~_(SnT)w(SnX).  By way of contradiction, suppose that 
AnX = AnY  = 13. Then A = AnT.  Set 
Q = (SnX)u(SnT)w(Bc~T).  
If BnX~13,  then since V(C)~_Q, we have [Q]~>k+I=IT I  and, hence, 
ISnX[ >>-[ANT[ = [A[. On the other hand, if BnX = 13, then ISnX[ = IX[ ~> [A[ by 
the minimality of A (note that T ~_ V(D) and D e ~ by assumption). Thus in either case, 
we have [SnX[>~[A[. Since our assumption implies that [SnT[+2IA[>~ 
[SnV(D)[ + 2[A] ~> k + 3, we now obtain 
]Sc~YI =(k + 1) -  [SnT[ - [SnX[ 
(k+ 1) - IS•T l - lA I  ~< IA I -2= IAnT I -2  
and, hence, 
I ( snr )~(Sc~T)u(enT) l  <<. ITI - 2 = k - 1. 
This implies that Bn Y -- 13 and, hence, I YI = I sn  Y [ < I A I. This contradicts the minim- 
ality of [A [, completing the proof of the lemma. [] 
Lemma 4.4. Let D ~ ~ be a triangle with A n V (D) ~ 0, and let (T; X, Y) e 5 "~ be a triple 
with V(D) ~_ T ~_ RuZ.  Suppose that AnX v a 13. Then the following hold: 
(i) ShY ¢ O. 
(ii) AnY = 13. 
(iii) IAnTI = ISnYI  + 1. 
(iv) AnT = N(SnY)nA.  
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(v) ISnV(D)I <<. 1. 
(vi) ShY ~ S - V(C). 
Proof. Set 
Q = (SnX)~(SnT)u(AnT),  P = (SnY)u(SnT)w(BnT).  
Since AnX 40,  we get IQI >/k + 2 from the minimality of A. This implies 
that IAnTI>>.ISnYI+I and IPl<~k. If BnY=O,  then we would get 
I YI = ISnYI + IZnYI < IZnTI + IanYI < IZl, which would contradict the minim- 
ality of IAI. Thus, BnY # O. Since IPI ~< k, this means that 
and 
IPI = k (4.3) 
no edge in E((P)) is k-contractible. 
Statement (iii) immediately follows from (4.3), and we get 
E((SnT ))hE(D) = 0 
and 
(4.4) 
(4.5) 
E(((Sn T)w(Sn Y))nE(C) = 0 (4.6) 
from (4.4). Statement (v) now follows from (4.5). Since (v) implies that 
IAnTI 1> LAnV(D)I/> 2, (i) follows from (iii). From (4.6), we get 
V (C) ~_ (Sn T)w(SnX), (4.7) 
which is equivalent to (vi). If An Y =# 0, then arguing as above with the roles of X and 
Y being interchanged, we would get 
E(((Sn T)u(SnX)))nE(C) = 0, 
which would contradict (4.7). Thus, A n Y = 0 and, hence, N(Sn Y)nA ~ A n T. Since, 
An T # A by the assumption that AnX # 0, this, together with (i), (iii), (vi) and Lemma 
4.1, implies (iv). [] 
l_emma 4.5. (i) I AI i> [k/2] + 2. 
(ii) [N(x)nV(C)[ <~ l for all xeA. 
Proofi Take x~A. To prove (ii), suppose, by way of contradiction, that 
IN(x)nV(C)I >/2. Then by Lemma 4.2, we can find that D~ such that xe V(D) and 
IV(D)nSI=2. Take (T ;X ,Y )e5  e with V(D)~_T~_RuZ. By Lemma 4.3, we 
may assume that AnX~O.  Then by Lemma 4.4(v), we obtain IV(D)nSl <~ 1, 
which contradicts the assumption that IV(D)nSI =2. Thus (ii) is proved, and 
this also implies that ISuhl >~ IN(x)u{x}l +IV(C) - N(x)l >~ ([3k/2] + 1) + 2, prov- 
ing (i). [] 
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5. Proof of Theorem 3 
We continue with the notation of Section 4, and complete the proof of Theorem 3. 
For each eeE((A)),  take D(e)e~(e) and (T(e); X(e), Y(e))eS~ such that 
V(D(e)) ~ T(e)c RwZ. By Lemma 4.5(i) and Lemma 4.3, we may assume that 
AnX(e) # O. 
Lemma 5.1. For each eeE((A)),  N(SnY(e))nA ~_ V(e). 
Proof. Since N(Sn Y(e))nA = AnT(e) by Lemma 4.4(iv), the desired conclusion fol- 
lows from the inclusion T(e) ~_ V(D(e)) ~_ V(e), which follows immediately from the 
definition. [] 
We define a graph structure ~i on E((A)) by joining e andf i f  and only if 
e ¢ f  and N(SnY(e))nA)n(N(SnY(f ) )nA)  ¢ O. 
For a subset M of E((A)), we say that M is connected if M induces a connected 
subgraph in (~. 
l_emma 5.2. E((A)) is connected. 
Proof. Since ~ contains the line graph of (A) as a spanning subgraph by Lemma 5.1, 
and since (A) is connected by the minimality of A, the lemma follows immediately from 
the definition. [] 
Lemma 5.3. I f  M is a connected subset of E((A)), then 
Proof. We proceed by induction I MI. If lMI = 1, then it follows from (iii) and (iv) of 
Lemma 4.4 that the desired inequality holds (with equality). Thus assume that I M I i> 2, 
and take feM so that M-{f}  is connected. Set I=  Ue~i_{f}(SnY(e)) and 
J = S~Y(f ) .  If N(1)nA =A, then clearly N(1uJ)nA =A and, hence, 
[N(IwJ)nA[ = [N(I)nA[ <~ III + 1 ~< IluJ[ + 1 by the induction hypothesis. Thus, we 
may assume that 
N(I)nA # A. (5.1) 
Assume for the moment that I n J  ~ O. Then since N( In J )nA ~ A by (5.1) and 
I n J  ~_ S - V(C) by Lemma 4.4(vi), we obtain [N(InJ)nA[ >t I InJI + 1 by Lemma 
4.1. Since, we clearly have 
(N(I)nA)n(N(J)nA) ~_ N(InJ)nA, 
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this implies that 
[(N(I)nA)c~(N(J)nA)[ ~ I InJI  + 1. 
But this inequality holds even if Ic~J = 0 because we have (N(I)nA)n(N(J)nA) 4:0 by 
the assumption that M is connected. Thus, 
IN(IwJ)c~AI = IN(I)c~AI + IN(J)nAI - I (N( I)nA)n(N(J)nA)I  
~< II[ + 1 + [JI + 1 - ( I /n J I  + 1) = I Iu J l  + 1. [] 
Lemma 5.4. I AI ~ k - 1. 
Proof. Set I = Ueee(<,4))(SnY(e)). Then by Lemma 5.1, N(1)nA ~_ 
Ue~ E((A))V(e) = A. Since E((A))  is connected by Lemma 5.2, this means that I A[ ~< 
[ I I+ 1 by Lemma 5.3. On the other hand, since I ~_ S - V(C) by Lemma 4.4(vi), we 
have [11 ~< k - 2 and, hence, [AI ~< k -  1. [] 
Note that for each esE( (A) ) ,  we have N(SnY(e) )nA  :~ A because AnX(e)  4: O. 
Choose a connected subset M of E((A))  with N(UeEM(SnY(e)))~A 4: A so that 
IN(Ue~ M (Sn Y (e)))nA I is maximum. Set I = Ue~ M (Sc~ Y (e)). 
Lemma 5.5. I11 ~ (IAI - 1)/2. 
Proof. Take an edgefwhich joins a vertex x in N( I )nA  and a vertex y in A - N(I), 
and set J = ShY( f ) .  Then N(J)~_ {x,y} by Lemma 5.1 and, hence, Mu{f}  is 
connected by the definition of ffi. From the maximality of IN(I)nAI, it follows that 
N(IuJ)c~A = A and IN(I)nAI >~ IN(J)nA[ and, hence, 
IAI = IN( Iud)nAI  
= IN(I)nA[ + [N( J )na l -  [ (N( I )na)n(N( J )na) l  
<<. 2[N(I)c~AI - 1 ~< 2li[ + 1 
by Lemma 5.3. [] 
Lemma 5.6. I/I ~ I a l  - [k /2 ]  - 2. 
Proof. Take x E A - N(I). Then x ~ Ac~X(e) for all e ~ M by (ii) and (iv) of Lemma 4.4 
and, hence, no vertex in I is adjacent to x. Since V(C) ~_ S - I by Lemma 4.4(vi) and 
since IV(C) - N(x)l >~ 2 by Lemma 4.5(ii), this implies that 
(k + 1) + IAI - I l l  = [ (SwA)-  II 
>>. IN(x)u{x}l + IV (C) -N(x ) l  ~> [3k/2] + 3, 
as desired. [] 
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From Lemmas 5.5 and 5.6, we get IAI/> 2[k/2] + 3 ~> k + 2. This contradicts 
Lemma 5.4, and this contradiction completes the proof of Theorem 3. [] 
6. Proof of Theorem 2 
Lemma 6.1. Let k >1 2 be an integer. Let G be a k-connected graph with minimum degree 
at least k + 1, and let C be a k-contractible induced cycle of G. Then every edge of C is 
k-contractible. 
Proof. Let e ~ E(C), and suppose that e is not k-contractible. Then by (2.2), there is 
a subset X of V(G) - V(e) with cardinality k - 2 such that V(e)uX is a separator. 
Since C is k-contractible, it follows from (2.1) that V(C)uX is not a separator. This 
means that G - V(e) - X has a component H such that V(H) ~_ V(C). Take x ~ V(H). 
Then we get ING(x)I ~< [Nc(x)l + IXl ~< k. But this contradicts the assumption that 
the minimum degree of G is at least k + 1. [] 
Lemma 6.2. Let k >1 2, and let G be a k-connected graph with minimum degree at least 
k + 2. Let H be a connected nonempty subgraph of G such that IN(x)nV(H)I <~ 3for all 
xs  V(G) - V(H), and let e be an edge with IV(e)nV(H)I <~ 1 (thus we may view H as 
a subgraph of G/e). Suppose that e is k-contractible in G, and H is k-contractible in G/e. 
Then H is k-contractible in G. 
Proof. We may view e as an edge of G/H. Suppose that G/H is not k-connected. Since 
(G/H)/e = (G/e)/H is k-connected, this is possible only when e has an endvertex x not 
lying in V(H) such that INGm(x)l <k. But since IN6(x)nV(H)I <~ 3, we have 
INGm(x)l >~ IN~(x)l - 2 i> k, a contradiction. [] 
Proof of Theorem 2. Let k, G be as in Theorem 2. We proceed by induction on I V(G) I. 
By Lemma 2.2, G has a k-contractible edge. If each k-contractible edge is contained in 
a triangle, the desired conclusion follows immediately from Theorem 3. Thus, we may 
assume that there is a k-contractible edge e = uv such that 
no vertex in V(G) - {u, v) is adjacent o both u and v. (6.1) 
Then G/e satisfies the assumptions ofthe theorem. Hence by the induction hypothesis, 
G/e contains a k-contractible induced cycle D satisfying (1.1) in G/e. We first consider 
the case where D does not contain the vertex a of G/e which arises from e. In this case, 
we may regard D as an induced cycle of G. Then D clearly satisfies (1.1) in G, and hence 
is k-contractible in G by Lemma 6.2. Thus, we may assume that a ~ V(D). Then by 
(6.1), the full inverse image of D in G contains precisely one (induced) cycle C. First 
assume that eq~E(C). We may assume u~ V(C) and v¢ V(C). Since D satisfies (1.1) in 
G/e, ]No(x)nV(C)l <~ INo/e(x)nV(D)[ ~< 3 for all x¢ V(G) - V(C) - {v}. Since D is an 
induced cycle of G/e, (6.1) implies that Na(v)~V(C) = {u}. Thus, C satisfies (1.1) in 
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G and, since the cycle C regarded as a cycle of G/e is the same as D, C is k-contractible 
in G by Lemma 6.2. Next assume eeE(C).  Then since G/C = (G/e)/D, C is clearly 
k-contractible and, by (6.1), INo(x)c~V(C)l = INo/e(x)~V(D)l ~< 3 for all 
x ~ V(G) - V(C). This completes the proof  of Theorem 2. [ ]  
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