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Many real-world networks are intrinsically directed. Such networks include activation of genes, hyperlinks on
the internet, and the network of followers on Twitter among many others [1–3]. The challenge, however, is to create
a network model that has many of the properties of real-world networks such as powerlaw degree distributions
and the small-world property [4, 5]. To meet these challenges, we introduce the Directed Random Geometric Graph
(DRGG) model, which is an extension of the random geometric graph model. We prove that it is scale-free with
respect to the indegree distribution, has binomial outdegree distribution, has a high clustering coefficient, has few
edges and is likely small-world. These are some of the main features of aforementioned real world networks. We
empirically observe that word association networks have many of the theoretical properties of the DRGG model.
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2I. INTRODUCTION
The widespread availability of rich data on complex networks has spurred mathematical research into the prop-
erties of such networks. Researchers frequently use random graphs to model real networks [1, 3, 5–9]. There are
many properties of real networks that appear in a diverse set of fields. The most prevalent of these properties are
the following:
Scale-free: the distribution of the degrees of nodes is given by a power law, i.e. P[degree of v = k] ∼ k−γ [7]. In
general, power-laws frequently occur in systems where ‘rich’ items become richer, though there are many potential
explanations [2, 7]. For networks, this means that nodes with high degree are more likely to attract connections from
additional nodes added to the network. This frequently occurs when the degree is a rough measure of popularity, for
example, websites that are linked to by a lot of other websites are seen as credible, so are linked to by more websites
[10]. In directed graphs, the indegree and outdegree distributions can be examined separately. Networks can exhibit
a power law indegree distribution but a skinny tail (e.g. Gaussian) outdegree distribution [11].
Few-edges: Networks are usually quite sparse [12]. Every node has a small expected degree that doesn’t increase
much as the number of nodes scales. For example, if Twitter doubles its number of users, it’s unlikely that the
average user would increase the number of users they follow by any constant factor. Real networks tend to have
O˜(n) edges 1.
Small-world: Most nodes are connected via a relatively short number of hops in the graph [13, 14]. Specifically,
the expected length of the shortest path between two randomly selected points is O(log n). This property is related
to the diameter, which is the longest shortest path in the graph. Clearly, the diameter is an upper bound on the
expected length of a shortest path.
Clustering: The clustering coefficient is the average likelihood that given a node, a randomly selected pair of its
neighbors will be connected via a single edge. Intuitively, agents tend to make connections with those they are
already ‘close’ to. We can write an expression for the clustering coefficient,
1
n ∑u
P[v w|u v, u w],
where v w is the event that there is a directed edge from v to w. This paper finds a class of random graphs which
satisfies all four of these key properties.
II. PREVIOUS WORK
We briefly describe classes of random graphs that have attracted much mathematical attention. Perhaps the most
prominent are Erdo˝s-Renyi random graphs, denoted G(n, p). It is natural to extend this model to the directed case
by including the directed edges (v, u) and (u, v) independently with probability p. Erdo˝s-Renyi graphs are tractable
and small-world but are not scale-free.
Another well-known network with heavy-tailed power law node degree distributions is the preferential attach-
ment model. While this model exhibits the desired power law distribution for degrees and is mathematically
tractable, this model lacks certain key properties of some real world networks such as a realistic clustering coef-
ficient, which measures the commonality of small communities [15, 16].
Random geometric graphs (RGG) are another class of random graphs that have become more popular in recent
years due to their simple formulation [17]. In the simple RGG model, one uniformly distributes n points over some
space (often taken to be the unit d−dimensional cube or torus), and takes them to be the vertices of a random graph.
One connects any pair of vertices with distance less than a fixed R. Intuitively nodes which are closer are more
connected, which is a desired feature of some real world networks. Much is known about this class of graphs, such
as the sizes of connected components and the minimum value of R which results in a connected graph [18]. These
types of random graphs are commonly used to model radio broadcasting towers and there has been much work on
distributed algorithms on these models (see [8, 9]). Some variations on the basic RGG model have also been studied.
One variant, termed the k-nearest neighbor model, samples points as in the basic RGG model but only connects each
1 O˜(n) = O(n poly(log n))
3point to its k nearest neighbors [19]. Another variant generalizes the RGG model by sampling points as before, but
connecting nodes with a probability dependent on their distance [20].
III. DIRECTED RANDOM GEOMETRIC GRAPH (DRGG) MODEL
Consider n points (nodes/vertices) uniformly distributed on a d-dimensional cube [0, L]d. To make the model fully
translation-invariant, we impose periodic boundary conditions, that is, for any i,
(x1, · · · , xi−1, xi + L, xi+1, · · · , xd) = (x1, · · · , xi−1, xi, xi+1, · · · , xd).
This is equivalent considering points on a d-dimensional torus. For simplicity, below we take the unit cube (i.e., set
L = 1), but our results can be extended to a general L. Each point v is assigned a radius rv distributed according to a
Pareto distribution [21],
f (r) =
{
η/rα r0 ≤ r ≤ 1/2
0 otherwise
,
where α > d + 1 is a parameter of the graph and r0 is the minimum allowed radius, chosen based on n so that the
resulting graph is almost surely connected [18],
r0 =
(
log n
Vd n
)1/d
.
where Vd be the volume of the unit ball in d-dimensions (i.e. v1 = 2, v2 = pi, v3 = 4pi/3). r ≤ 1/2 ensures that balls
of selected radii do not intersect themselves. η is the normalizing factor that ensures
∫ 1/2
r0
f (r)dr = 1:
η =
(α− 1)rα−10
1− (2r0)α−1 .
We refer to the ball of radius rv centered at v as “v’s circle” and denote the distance on the torus between v and u as
d(u, v) = d(v, u). The directed edges are added as follows. Add a directed edge from u to v (denoted by u v) if u
is in v’s circle (i.e. d(v, u) ≤ rv). Intuitively, rv is a measure of the popularity of v. If v is unpopular, then only nodes
close by will connect; conversely very popular nodes attract the attention of nodes that are far away. Lastly, since we
want to model real-world networks, we can think of d as being a small integer, such as 1 ≤ d ≤ 5. See Figures (1)
and (2) for reference.
v u
r v
Figure 1: Illustration of u  v: There is a directed edge from vertex u to vertex v since u lies inside v’s circle of radius rv. There is no directed
edge from v to u since v lies outside of u’s circle.
We refer to this as the Directed Random Geometric Graph (DRGG) model, denoted by G(n, α, d). In summary the
notation is:
• G(n, α, d) is a DRGG where n is the number of nodes and d is the dimension of the space.
• f (r) = η/rα probability density function for the selection of radii.
4Figure 2: Left: Vertices with their respective circles plotted in the same color. Right: The corresponding DRGG.
• [r0, 1/2] is the support of f (r).
IV. MATHEMATICAL RESULTS
For any class of random graphs, there are a variety of properties of theoretical and practical interests as outlined
in the introduction. In this section, we prove that the indegree distribution of DRGGs is given by a power law with
parameter α−1d + 1 while the outdegree distribution is a binomial with parameter Θ(
log n
n ) where n is the number of
vertices. We also show that the total number of edges in DRGGs isΘ(n log n) and show that the clustering coefficient
of DRGGs approaches a constant as n → ∞. Finally, we show how the standard geometric random graphs can be
thought of as a graph limit of the DRGG model. We end with a conjecture about the diameter of DRGGs.
A. Degree distributions
As explained in Section I, motivated by real-world networks, we want a graph model whose indegree distribution
follows a power law, and whose outdegree distribution decays exponentially. Here we prove that indeed in DRGG,
the indegrees follow a power law distribution, and outdegrees a binomial distribution.
Theorem 1. Let δin(k) and δout(k) be the density function for the indegree and outdegree of the random graph G(n, α, d)
respectively. Then, asymptotically as n→ ∞,
δin(k) ∝ k−
α−1
d −1 (1)
for fixed d, α > d + 1, and α−1d  k n and
δout(k) =
(
n− 1
k
)
zk(1− z)n−1−k (2)
where z = Θ(log n/n).
Proof. We first prove the indegree case. Consider the probability that a vertex v has indegree k. For this to happen,
there must be exactly k other vertices in v’s circle (of radius rv). The probability of this is
P[δin(v) = k] =
∫ 1/2
r0
P[rv = r] P[δin(v) = k | rv = r] dr. (3)
Since the points are distributed uniformly on the plane, P[δin(v) = k | rv = r] is the binomial random variable that
describes the probability of exactly k points lying within the volume of the d-dimensional sphere. This gives
P[δin(v) = k] = η
(
n
k
) ∫ 1/2
r0
1
rα
(Vdrd)k(1−Vdrd)n−k dr. (4)
5Making the substitution u = Vdrd gives us
P[δin(v) = k] =
η
d
(
n
k
)
V
α−1
d
d
∫ Vd/2d
Vdrd0
uk−1−
α−1
d (1− u)n−k du. (5)
We let β = α−1d for convenience and express the integrand in terms of the exponential function obtaining
P[δin(v) = k] =
η
d
(
n
k
)
Vβd
∫ Vd/2d
Vdmd
exp
[
n
(
k− β− 1
n
ln u + (1− k
n
) ln(1− u)
)]
du.
Now let f (u) = k−β−1n ln u + (1− kn ) ln(1− u) so that the integrand is of the form en f (u). Treating n as the large part
and setting f ′(u) = 0, the saddle point is usp = k−β−1n−β−1 and
f ′′(usp) = − (n− β− 1)
3
n(k− β− 1)(n− k) .
Note that for large n, f ′′(usp) approaches a negative constant. The steepest descent method gives (see [22])
P[δin(v) = k] ≈ ηd
(
n
k
)
Vβd e
n f (usp)
√
2pi
n | f ′′(usp) | , (6)
which after inserting f (usp) and f ′′(usp) reads
P[δin(v) = k] ≈ ηd
(
n
k
)
Vβd
√
2pi(k− β− 1)k−β−1/2(n− k)n−k+1/2
(n− β− 1)n−β+1/2 . (7)
In fact, as n → ∞, the two sides of Eq. (6) become asymptotically equivalent [23]. As show in figure 3, the steepest
descent result gives an excellent approximation. One can ignore the term ηd since it do not depend on k so they only
contribute to the normalizing constant for δin. We now show that for large n, Eq. (7) gives rise to a power law in k.
Using Stirling’s approximation one obtains
1√
2pi (n− β− 1)
(
n
k− β− 1
)β+1
≤
(
n
k
)
(k− β− 1)k−β−1/2(n− k)n−k+1/2
(n− β− 1)n−β+1/2 ≤
1√
2pi (n− β− 1)
(n
k
)β+1
.
Ignoring factors that do not depend on k, we see that P[δin(v) = k] ∝ k−β−1 as desired.
We now analyze the outdegree case. Consider a vertex v. v has outdegree k if it lies in exactly k circles of other
vertices. Now consider any other vertex u 6= v. The probability that v lies inside u′s circle is given by
z =
∫ 1/2
r0
P[v in u′s ball|ru = r] P[ru = r] dr,
where P[v in u′s ball|ru = r] = Vdrd and P[ru = r] = η/rα. Note that z does not depend on v or u. Since the radii of all
circles are picked independently, it follows that the probability that the outdegree of vertex v is k is (n−1k )z
k(1− z)n−k.
One can calculate z exactly to be
z =
∫ 1/2
r0
η
rα
Vd rd dr =
ηVd
d− α+ 1
(
1
2d−α+1
− rd−α+10
)
.
Defining α = βd + 1 for β > 1 the above expression reads
z =
βVd
β− 1
(
rβd0 2
−d − 2−βdrd0
rβd0 − 2−βd
)
.
6Using Taylor expansion, and recalling that β = α−1d and 1 z, the equation above reduces to
z =
(
α− 1
α− 1− d
)
log n
n
+O
(
log n
n
)β−1
and we are done.
Figure 3: Illustration of the approximation of Eq. (7) for 100, and 500 vertices for G(n, α, d). The approximation is very accurate for both cases. For
100 nodes we see that the fit is tight except at the head and tail, which aligns with the fact that steepest descent makes a Gaussian approximation.
We see a tighter fit for n = 500, which aligns with the asymptotic nature of our approximation in 1. A heavy tail distribution can also be seen
which numerically confirms the results proven in 1.
Corollary 1. The expected number of edges in G(n, α, d) is Θ(n log n).
Proof. To find the total number of edges, it suffices to count all the outdegrees edges. Since there are n − 1 nodes
that v can connect to with independent probabilities, Theorem 1 implies that the expected outdegree of any vertex is
Θ(log n). Hence, the total number of edges is Θ(n log n).
B. Clustering Coefficient of G(n, α, d)
The clustering coefficient of G(n, α, d) is discussed in this section. This metric is important because it measures
the propensity of nodes with common neighbors to themselves be connected [4, 24, 25]. Hence, real world networks
often exhibit large clustering coefficients. We being by showing that G(n, α, d) is rich in triangles, namely, G(n, α, d)
has Θ(n log2(n)) triangles. Triangles are important because they are a measure of connectivity and contribute to the
clustering coefficient that will be discussed later in this section. In addition, counting the total number of triangles in
a network is itself a well-studied problem [26]. In a directed graph, there are fundamentally two types of triangles:
Type 1 and Type 2 triangles. These triangles are shown in Figure (4). Due to the geometric nature of G(n, α, d), it
w v
u
w v
u
Figure 4: A type 1 triangle on the left and a type 2 triangle on the right.
turns out that we do not need to account for both types of triangles. Say that vertices u, v, w form a type 1 or 2
triangle if the edge relationships between u, v and w match Figure (4). Note that we say v  w if there is a directed
edge from v to w.
7Lemma 1. If vertices u, v and w form a type 2 triangle in G(n, α, d), then they also form a type 1 triangle.
Proof. We note that if u, v and w form a type 2 triangle then d(w, v) ≤ rw, d(v, u) ≤ rv, d(u, w) ≤ ru. Without loss of
generality, suppose that rv is the minimum radius: rv = min(ru, rv, rw). Then, we have rv ≤ ru so it follows that
d(v, u) ≤ rv ≤ ru.
Hence, there must also be a directed edge from v to u. That is, u, v and w also form a type 1 triangle, as desired.
Note that type 1 triangles measure the following phenomenon in real networks: If two people follow the same
person, what is the probability that one follows the other? Indeed, in real world networks, the number of triangles
is ‘large’, which indicates that models such as preferential attachment do not accurately model real world networks
[4]. However, the total number of triangles of type 1 in G(n, α, d) is quite ‘large.’
Theorem 2. The expected number of directed, acyclic (type 1) triangles in a graph, |S|, for S = {u, v, w : v u, w u, v 
w}, is E[|S|] = Θ(n log2(n)) as n→ ∞ for fixed α, d under the constraint that α > 2d.
Proof. We give an abridged version of the proof. Please see the appendix for full details. Throughout the proof, P[·]
denotes the probability of an event while p(·) denotes the probability density of a random variable. By linearity of
expectation,
E[|S|] = n(n− 1)(n− 2) P(v u, w u, v w)
for randomly selected vertices u, v, w. Without loss of generality, we may take u to be located at the origin. Then
condition on the locations of v and w, denoted by xv and xw, as well as the radii of circles centered at u and w,
denoted by ru and rw.
It is clear that the radii of circles corresponding to u and w, along with the locations of v and w are independent.
Additionally, edges are conditionally independent given these radii and their locations. The probability density of
the points xv and xw is 1 since v, w are chosen uniformly over the unit torus: i.e. p(xv) = p(xw) = 1. Furthermore,
P[v  u|xv, ru] = 1[d(xv, 0) < ru], as we draw an edge from v to u if and only if xv is inside the circle of radius ru
centered at u (the origin). Similarly, P[w u|xw, ru] = 1[d(xw, 0) < ru]. Finally, we have that P[v w|xw, xv, rw] =
1[d(xv, xw) < rw], as we draw an edge from v to w if and only if the distance between their coordinates is less than
the radius of w’s circle. Note that 1[d(xv, xw) < rw] ≤ 1 is always true. Using these ideas, we arrive at the following
inequality
P[v u, w u, v w] ≤ V2d η
∫ 1
2
r0
r2d−αu = V2d η
[
r2d−α+1u
2d− α+ 1
] 1
2
r0
.
As n becomes large, for any fixed d we have that r0 goes to 0. This then implies (for α > 2d) that the dominant term
in the above (and a valid, asymptotically tight upper bound) is:
V2d η
r2d−α+10
α− 2d− 1 = C1
log2(n)
n2
where C1 is some constant independent of n. Using similar reasoning as above, we can get a lower bound on
P[v u, w u, v w]. Specifically, in the appendix, it is shown that
P[v u, w u, v w] ≥ V2d η2
∫ 1
4
r0
drur2d−αu
(
(2ru)1−α − (1/2)1−α
α− 1
)
=
V2d η
2
α− 1
[
2−α r2d−2α−20
α− d− 1
(
1− (4r0)2(α+1)−2d
)
− 2
α−1 r2d−α+10
α− 2d− 1
(
1− (4r0)α−1−2d
)]
.
For fixed d, as n goes to infinity, r0 goes to 0, so that the leading order term here is the one containing the factor
r2d−2α−20 (as α > 2d > d− 1). Thus, we have the lower bound
P[v u, w u, v w] ≥ (C2 − e) log
2(n)
n2
8for any e > 0, for large enough n. This proves that, for fixed α, d:
C1
log2(n)
n2
≥ P[v u, w u, v w] ≥ (C2 − e) log
2(n)
n2
.
Multiplying by n(n− 1)(n− 2), we get:
C1n log2(n) ≥ E[|S|] ≥ (C2 − e)n log2(n)
for any e, given that n is sufficiently large. This proves that E[|S|] ∈ Θ(n log2(n)), as desired.
We now turn to the clustering coefficient. For a directed graph, there exist many different possible definitions of
the clustering coefficient [24, 25]. One natural choice is Cin, which is defined as:
Cin =
1
|V| ∑v∈V
cv
where cu is the local clustering coefficient for vertex u and is defined as:
cu =
|{v, w : v u, w u, v w}|
du(du − 1)
where du is the degree of vertex u. In this section, we find the asymptotic expectation value of this clustering
coefficient as n → ∞, and show it approaches a constant (dependent on d and α). Note that the expectation is over
all possible generated graphs. This is in contrast to other random graph models such as Erdo˝s-Renyi random graphs
and preferential attachment graphs where the clustering coefficient are very small or approach 0 as n → ∞ [16, 27].
We then examine the case α → ∞, and show that it matches results from the random geometric graph model with
radius r0. This is in line with the correspondence outlined in the previous section, as in this limit, all edges become
undirected and the radius concentrates at r0, as in the case of random geometric graphs. Our main theorem is as
follows:
Theorem 3. As n→ ∞ for fixed d, α satisfying α > 2d+ 1, the expectation of the clustering coefficient approaches a constant
which is independent of n (the number of vertices). For odd d, the constant can be calculated exactly:
(α− 1)2 d!!
(d− 1)!!
d−1
2
∑
k=0
(−1)k
2k + 1
( d−1
2
k
) [
1
(α− 1)2 − d2 −
d
22k+1(2k + d + 1)
(
1
(α− 1)2 − (2k + d + 1)2
)]
.
Proof. We give an abridged proof. Please see the appendix for full details. By linearity of expectation (where the
expectation is over all possible DRGG), E[Cin] = E[cu] for a randomly selected vertex u. Moreover,
E[cu] = E
[ |{v, w : v u, w u, v w}|
du(du − 1)
]
=∑
k
P(du = k)
E[|{v, w : v u, w u, v w}||du = k]
k(k− 1)
from the law of iterated expectation. Furthermore,
E[|{v, w : v u, w u, v w}| |du = k] = k(k− 1)P(v w|v u, w u, du = k)
by linearity of expectation. Then, we can substitute this expression into the sum given for E[cu]:
E[Cin] =∑
k
P[du = k]P[v w|v u, w u, du = k].
After some computation, detailed in the Appendix, one obtains:
E[Cin] =
∫
dru p(ru)
∫
drw p(rw)
∫
||xv ||<ru
ddxv
∫
||xw ||<ru
ddxw
1[||xv − xw|| < rw]
V2d r
2d
u
.
9For odd d, we can compute this explicitly (work detailed in the Appendix):
E[Cin] =
dd!!
(d− 1)!!
d−1
2
∑
k=0
(−1)k
2k + 1
( d−1
2
k
)(
1
d
(α− 1)2
(α− 1)2 − d2 −
1
22k+1(2k + d + 1)
(α− 1)2
(α− 1)2 − (2k + d + 1)2
)
. (8)
For even d, we cannot get nice closed forms since the density function of two randomly chosen points does not
have a nice form like the one that exists for odd d. However, we can perform asymptotic analysis and show that the
clustering coefficient also approaches a constant as n→ ∞ for even d as well.
Remark 1. Note that from the expression in Eq. (8), it is clear that our value of E[Cin] is a constant independent of
n. This is different than other standard models such as the Erdo˝s-Renyi random graphs which are known to have
low clustering coefficient [27] and the preferential attachment model which have the property that the clustering
coefficient approaches 0 as n→ ∞ [16].
It is interesting to take the limit as α→ ∞ in Eq.(8) which gives:
lim
α→∞E[Cin] =
dd!!
(d− 1)!!
d−1
2
∑
k=0
(−1)k
2k + 1
( d−1
2
k
)(
1
d
− 1
22k+1(2k + d + 1)
)
.
This limit matches the known clustering coefficient derived by Dall and Christensen of the standard RGG model
[17]. This is not surprising since taking α → ∞ in G(n, α, d) results in the standard RGG model, as explored in the
next section. The clustering coefficient for various odd dimensions along with their values as α → ∞ is shown in in
Table III in the appendix.
C. Undirected edges and graph Limits
In this section, we prove a lemma which shows that, given the existence of an edge, there is an asymptotically
constant probability of an edge in the opposite direction. This shows that we have a positive fraction of what we
have termed ‘undirected edges.’
Lemma 2. For fixed α, d, and for any randomly selected vertices u, v, as n → ∞, we have that P[u  v|v  u] → 2β−22β−1
where β = α−1d .
Proof. The conditional probability can be written as P[u v,v u]P[v u] . We now compute the numerator and denominator
separately. As before, we can without loss of generality situate u at the origin. Then,
P[u v, v u] =
∫ 1
2
r0
dru
∫
[0,1]d
ddxv
∫ 1
2
r0
drvP[u v, v u|ru, xv, rv] · p(ru, xv, rv).
Since u, v share an undirected edge if and only if their separation is less than the radii of both of their circles, we have
P[u v, v u|ru, xv, rv] = 1[d(xv, 0) < ru]1[d(xv, 0) < rv]
Moreover, p(ru, xv, rv) = p(ru)p(xv)p(rv) as each of these 3 quantities is chosen independently. Then, the integral is
rewritten: ∫
||xv ||< 12
ddxv
∫ 1
2
||xv ||
dru p(ru)
∫ 1
2
||xv ||
drv p(rv) =
∫
||xv ||< 12
ddxvP[ru > ||xv||]P[rv > ||xv||].
The integrand only depends on the norm of xv; we use spherical coordinates to write it as:
Sd−1
∫ 1
2
0
rd−1P[ru > r]P[rv > r]dr
where Sd−1 = 2pi
d/2
Γ( d2 )
. We can split this integral into portions that go from 0 to r0, where P[ru > r] and P[ru > r] each
10
evaluate to 1, and a portion going from r0 to 12 . By direct computation and for b ≥ r0, one obtains∫ 1
2
b
drp(r) =
η
α− 1
(
1
bα−1
− 2α−1
)
,
and we have
P[u v, v u] = Sd−1
[
rd0
d
+
η2
(α− 1)2
∫ 1
2
r0
rd−1
(
1
rα−1
− 2α−1
)2
dr
]
.
We are interested in the behavior of this integral as n→ ∞, or equivalently r0 → 0. Therefore, for sufficiently large n,∫ 1/2
r0
rd−1
(
1
rα−1
− 2α−1
)
dr =
rd−2α+20
2α− d− 2 +O(r
d−α+1
0 ) + C
for some constant C. Using the Taylor expansion of η around 0 and noting that α > d + 1 (see III), we get
P[u v, v u] = Sd−1
(
rd0
d
+
rd0
2α− d− 2
)
+O(rd+α−10 ).
For the denominator of the conditional probability, assuming that u is located at the origin, we compute
P[v u] =
∫ 1
2
r0
dru p(ru)P[v u|ru].
Note that P[v u|ru] = P[||xv|| < ru] = Vdrdu. Hence,
P[v u] = Vdη
∫ 1
2
r0
r−α+d dr = Vdrd0
(
α− 1
α− d− 1
)
+O(rα−10 ).
Dividing P[u v, v u] by P[v u] and using the fact that r0 → 0, we get that
lim
n→∞ P[u v|v u] =
Sd−1
Vd
(
1
d
+
1
2α− d− 2
)
α− d− 1
α− 1 =
2β− 2
2β− 1 ,
since Sd−1Vd = d where β =
α−1
d .
Remark 2. We can use Lemma 2 to understand the limiting behavior of G(n, α, d) for fixed n and d and as α→ ∞. In
this case, the probability density function for the radii of the vertices converges to a delta distribution at the minimum
radius r0. However, we can actually say something stronger. In the α → ∞ case, G(n, α, d) actually converges to a
standard undirected random geometric graph with fixed radius r0. Note that r0 is the sharp connectivity threshold
for undirected random geometric graphs with fixed radius. To show this, note that the asymptotics we arrived at
P[u v|v u] are also valid for fixed n and d and α→ ∞ since the r0 term still dominates. Thus,
lim
α→∞ P[u v|v u] =
Sd−1
dVd
= 1.
This proves the following corollary.
Corollary 2. For fixed n and d, limα→∞ G(n, α, d) converges to the standard random geometric graph model (RGG).
D. Diameter
The diameter of a graph is defined as the longest path among the set of shortest paths over all pairs of vertices. In
our case, we are only concerned with directed paths. Similar to the clustering coefficient, the diameter of a graph is
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a measure of connectivity. It is common for real-world networks to have a small diameter, as can be seen from the
popular ‘six-degrees of separation’ phenomenon. Based on numerical results, we conjecture that the diameter of the
DRGG model is O(log n). It appears that the ‘fat tail’ property of the radii distribution contributes to the significant
reduction in the diameter of the DRGG model. However, even though we are not able to prove our conjecture for
the diameter, it is still possible to prove a related result which hints that the diameter is indeed O(log n).
Lemma 3. Let α and d be fixed in G(n, α, d). Pick two vertices u and v uniformly at random in G(n, α, d). Let ak denote the
number of directed paths of length k from u to v. If k ≥ log nlog log n , then E[ak] ≥ 1.
Proof. First consider three vertices w1, w2 and w3 chosen uniformly at random. If there is a directed edge from w1 to
w2, then this does not affect the probability of an edge from w2 to w3. This is because once the locations of w1 and w2
are fixed, the location of w3 is still uniform, and having an edge from w2 to w3 only depends on the location of w3.
Thus, given a length k directed path from u to v, the edges of this path are independent of one another. Hence, if ak
denotes the expected number of directed paths of length k form u to v, we have
E[ak] =
(
n− 2
k− 1
)
zk(k− 1)! (9)
where z is the probability of an edge in G(n, α, d) which is given by C log nn (Theorem 1) where C =
α−1
α−1−d . Taking n
large, shifting k→ k + 1, and using (nk) ≥ n
k
kk , we have
E[ak] ≥
√
2pik
(
C log n
e
)k C log n
n
.
Hence, it suffices to find a k such that ( log ne )
k ≥ n. This is equivalent to finding a k such that k log log n− k ≥ log n.
Rearranging, we see that k ≥ log nlog log n works for large n, as desired. Therefore, the expected number of paths of length
k = log nlog log n is at least
E[ak] ≥ C
√
2pik log k ≥ 1.
Remark 3. In fact we can take the log of the expression in Eq. (9), it can be shown that k = Ω
(
log n
log log n
)
is the threshold
for the expected number of paths being asymptotically greater than 1.
The above lemma tells us that we can expect to find a short path between any two vertices. However, this result
is still far from establishing bounds on the diameter or even the length of the shortest path between two vertices
chosen uniformly at random. We end this section with the conjecture.
Conjecture 1. Let α and d be fixed in G(n, α, d). The length of the diameter of G(n, α, d) is O(log n).
V. AN APPLICATION TO REAL WORLD NETWORKS
We tested our model on a variety of real world networks. Our code is available at https://github.com/
martinjm97/DRGG. Interestingly, we empirically observed that networks created through word association resulted
in networks that had binomial outdegree distribution and power law indegree distribution. An example of this is
the University of South Florida Word Association Network. To create this network, researchers asked participants
to write the first word that came to mind that was meaningfully related or strongly associated to words that were
presented to them. Then a directed edge was drawn between the word said by the participant and the word that was
presented to them. This network has approximately 104 vertices and 7.2× 104 edges. For more information about
this network, see [28]. In this section we investigate this network and see how its properties compare to that of the
DRGG model.
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A. Degree Distribution
We begin by exploring how the indegree and outdegree distributions for the word association networks compare
to the predictions of DRGG. The outdegree and indegree distributions of the network along with the best fits accord-
ing to DRGG are shown in Figure 5. Note that for degree distributions, DRGG essentially has one free parameter,
namely β = α−1d . Therefore, we fit both the outdegree and indegree distributions using β. As shown in Figure 5,
DRGG is a close fit, especially considering that there was only one free parameter to tune. We discovered that the
value of β = 7/3 ≈ 2.33 (α = 8, d = 3) resulted in the best fit.
(a) Outdegree Distribution (b) Indegree Distribution
Figure 5: Fit for outdegree and indegree distributions for the word association network. β for both fits was β = 7/3 ≈ 2.33. The outdegree
distribution on the left also has error bars of approximately two standards of deviation (we estimate one standard deviation of a bin by the square
root of the number of items that fall in the bin).
B. Other Graph Statistics
It is interesting to investigate how other statistics quantities compare to the values predicted by DRGG. In this
section we use the model parameters of α = 8, d = 3 to fit the degree distributions.
We compared the average clustering coefficient (the clustering coefficient averaged over all nodes), the diameter,
and the average path length. The average clustering coefficient gives information about how tightly-knit small
communities are in the graph [14]. Likewise, diameter and average path length provides insight into how closely the
simulation models the real-world data. The comparison between our model predictions and actual real data values
are shown in Table I. Note that the average clustering coefficient is noticeably lower in our model predictions than
in the actual data. This suggests that the word association data set has a stronger clique behavior than our model.
Overall, the empirical degree distributions and the empirical graph statistics do not quite match the predictions
given by DRGG. This may be explained by the fact our results are asymptotic in n and the network we studied only
has 104 vertices.
Avg. Clustering Coefficient Diameter Avg. Path Length
Simulation 0.512 ± 10−2 9.67 ± 0.94 5.149 ± 0.65
Real Data 0.119 7 4
Table I: The results we averaged over 100 simulations of DRGG and were computed on the undirected version of the graph i.e., the directed edges
were made by bidirectional (undirected). This was done for computational simplicity. Since the DRGG model is strongly connected, this should
not have a large impact on the results. The same procedure was applied to the real data set. Finally, we only used the giant component in the real
data set to calculate these statistics. The mean values for the three graph statistics along with two standard deviations of error are displayed.
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C. Analysis of Hubs
We analyze the words in the ‘hubs’ of the word association network [28]. By hubs, we specifically mean words
that have a high indegree and represent the tail-end of the power law indegree distribution. The 20 words with the
largest indegrees are shown in Table II. A lot of these hub words are emotional words such as Love, Good, Bad, Pain,
and Happy. In addition, the hubs also include words that are ubiquitous in everyday life, such as money, water, car,
work, and people.
Further analysis was performed on the largest 50 hubs to understand their significance in relation to the remainder
of the graph. One way of understanding the relationships between nodes in the graph is to look at their semantic
similarity, or closeness in meaning. Several metrics have been proposed to quantify semantic similarity in words. We
used two, based on the WordNet database and Word2Vec model. The WordNet database contains a hand-catalogued
tree-like hierarchy of words. Given a word at node n, hypernyms (words with broader meanings) are located higher
in the tree relative to n, while hyponyms (words with more specific meanings) are located lower in the tree. Two
words can be judged to be similar in meaning if they are close together in the graph induced by these word relation-
ships [29]. One particular such measure of similarity is Wu-Palmer similarity:
Similarity score(w1, w2) =
2 · depth(least common ancestor(w1, w2)
depth(w1) + depth(w2)
.
The Wu-Palmer similarity always lies between 0 and 1, and is higher if the words are closer in semantic similarity
[30]. We found that the average similarity between a hub and its neighbors is 0.359, the average similarity between
an arbitrary node in the graph and its neighbors is 0.354, and that the average similarity between two arbitrarily
selected nodes in the graph is 0.241. The average similarity between hubs is 0.263. Thus, according to this similarity
metric, hubs are on average slightly closer to their neighbors than other nodes. As expected, randomly chosen nodes
have lower similarity as they may not be related, while nodes that are connected would be expected to have higher
similarity. Hubs are also not very closely related: they are thus all common yet distinct words that serve as distinct
“sinks” in the word graph.
To confirm this trend, we compared these results to those obtained from a different similarity metric. The
Word2Vec model maps different words to continuous vector representations of a desired dimension. For more in-
formation, see the appendix. Similarity between vectors is then supposed to capture semantic similarity: indeed,
relationships such as King−Man+Woman = Queen seem to approximately hold between the vectors representing
these respective words. We found that the average dot product similarity between a hub and its neighbors is 0.452,
the average similarity between an arbitrary node and its neighbors is 0.422, and the average similarity between ran-
domly selected nodes is 0.338. The average similarity between different hubs is 0.415. Thus, as before, hubs are on
average slightly more similar to neighbors than arbitrarily chosen nodes, and much more similar than random words
are to each other. Interestingly, this metric describes hubs as fairly similar to each other- this might be an artifact of
this metric, as all hubs describe fairly common words that might appear together often in many text corpora.
We also used a library named TextBlob to perform sentiment analysis to determine whether hubs expressed sig-
nificantly different emotions than arbitrary nodes in the graph. For more information about TextBlob, please see the
appendix.
Phrases can be constructed by concatenating words in the association network with their neighbors. TextBlob was
used to analyze these phrases. Phrases that contain hub words have an average polarity of 0.0970 and subjectivity
of 0.553, with variances of 0.0731 and 0.0752 respectively. Phrases made from arbitrary graph nodes have an average
polarity of 0.00511 and subjectivity of 0.532, with variances of 0.0982 and 0.0611 respectively. Thus, hubs tend to be
slightly more “positive” than “negative”, and slightly more “subjective” than “objective” compared to the average
node in the graph, but these differences are on the order of the variances in these numbers. It thus seems that hubs
are generally fairly neutral.
In summary, it seems that hubs are distinguished by the fact that they are short words that are easily memo-
rable. This explains why they have high indegree: people have an easy time remembering them, regardless of their
semantic content.
VI. CONCLUSIONS AND FUTURE WORK
We have introduced a new model of random graphs, the Directed Random Geometric Graph (DRGG) model that
has the property of being scale free in its indegree distribution, has few edges, and has a high clustering coefficient.
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Food: 324 Money: 302 Water: 276 Car: 259 Good: 255
Bad: 229 Work: 195 House: 185 School: 183 Love: 181
Man: 171 Paper: 163 Pain: 158 Animal: 156 People: 154
Fun: 151 Book: 149 Clothes: 147 Happy: 145 Hard: 144
Table II: Words with the largest indegrees in the word association network. The respective indegrees are shown next to the words.
Furthermore, we have displayed that this model can be applied to real world networks such as word association
networks. Future work includes further theoretical investigation of the DRGG model, such as proving Conjecture 1
which states that the diameter of G(n, α, d) is O(log n).
A potential future application of DRGGs is to model power grid networks. Power grids are comprised of different
types of nodes such as generators and transformers. Edges are directed because some nodes produce energy, others
transfer energy, and yet others use up energy. Therefore, relationship among the nodes is asymmetrical. This matches
the asymmetric indegrees and outdegrees of our model. Furthermore, similar to our model, connections are highly
correlated with distance, since nodes that are far apart will be impractical to connect. However, a challenge for this
analysis is the lack of directed data that is available, although there has been some recent progress to construct such
a network by pulling data from multiple sources [31]. We envision the analysis of directed power grid networks as
a direction for future research with potential for broad applicability. In addition, we hope to see further applications
of the DRGG model to other real world networks.
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VIII. APPENDIX
A. Proof of Theorem 2
Proof. Throughout the proof, P[·] denotes a probability while p(·) denotes a probability density. By linearity of
expectation, we can write E[|S|] = n(n− 1)(n− 2) P(v  u, w  u, v  w) for randomly selected vertices u, v, w.
Without loss of generality, as we are working on a torus, we may take u to be located at (0, 0, · · · , 0). We can then
condition on the locations of v and w, which we denote xv and xw, as well as the radii of circles centered at u and w,
which we denote ru and rw, respectively, to obtain:
P[v u, w u, v w] =
∫ 1
2
r0
dru
∫ 1
2
r0
drw
∫
[0,1]d
ddxv
∫
[0,1]d
ddxw P[v u, w u, v w|ru, rw, xv, xw] p(ru, rw, xv, xw).
We now note that the radii of circles corresponding to u and w, along with the locations of v and w are independent.
Additionally, edges are conditionally independent given these radii and locations. Then, we may rewrite the above
probability as:
∫ 1
2
r0
dru
∫ 1
2
r0
drw
∫
[0,1]d
ddxv
∫
[0,1]d
ddxwP[v u|xv, ru] P[w u|xw, ru] P[v w|xw, xv, rw] p(ru) p(rw) p(xv) p(xw).
Note firstly that the probability density of the points xv and xw is 1 since v, w are chosen uniformly from the unit torus
which means p(xv) = p(xw) = 1. Furthermore, P[v u|xv, ru] = 1[d(xv, 0) < ru], as we draw an edge from v to u if
and only if xv is inside the circle of radius ru centered at u (the origin). Similarly, P[w u|xw, ru] = 1[d(xw, 0) < ru].
Finally, we have that P[v  w|xw, xv, rw] = 1[d(xv, xw) < rw], as we draw an edge from v to w if and only if the
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distance between their coordinates is less than the radius of w’s circle. Substituting, we obtain:
P[v u, w u, v w] =
∫ 1
2
r0
dru p(ru)
∫ 1
2
r0
drw p(rw)
∫
d(xv ,0)<ru
ddxv
∫
d(xw ,0)<ru
ddxw1[d(xv, xw) < rw].
We now upper and lower bound this expression in order to show that it is of order Θ(n log2(n)). We first prove an
upper bound.
1. Upper Bound Calculation
Note that 1[d(xv, xw) < rw] ≤ 1 is always true, and so our probability satisfies:
P[v u, w u, v w] ≤
∫ 1
2
r0
dru p(ru)
∫ 1
2
r0
drw p(rw)
∫
d(xv ,0)<ru
ddxv
∫
d(xw ,0)<ru
ddxw 1.
Now, the last two integrals individually evaluate to the volume of the d-dimensional ball with radius ru. Further-
more, the integral over rw evaluates to 1, as p(rw) is a normalized probability density function. The remaining
integral can be evaluated as follows:
P[v u, w u, v w] ≤ V2d η
∫ 1
2
r0
r2d−αu = V2d η
[
r2d−α+1u
2d− α+ 1
] 1
2
r0
.
As n becomes large, for any fixed d we have that r0 goes to 0. This then implies (for α > 2d) that the dominant term
in the above (and a valid upper bound) is:
V2d η
r2d−α+10
α− 2d− 1 = C1
log2(n)
n2
where C1 is some constant independent of n.
2. Lower Bound Calculation
We now show a lower bound on the integral expression. We claim that:
P[v u, w u, v w] ≥
∫ 1
2
r0
dru p(ru)
∫ 1
2
r0
drw p(rw)
∫
d(xv ,0)<ru
ddxv
∫
d(xw ,0)<ru
ddxw1[rw > 2ru]
This is because for choices of rw, ru such that rw > 2ru, we have d(xv, xw) ≤ d(xv, 0) + d(xw, 0) ≤ 2ru ≤ rw by the
triangle inequality. Then, this integrand is always nonnegative and is identical to the original integrand when it is
nonzero. This integral is then a lower bound on the original, as desired. Now, the integrals over xv, xw can be done
as before to give:
P[v u, w u, v w] ≥ V2d
∫ 1
2
r0
drur2du p(ru)
∫ 1
2
r0
drw p(rw)1[rw > 2ru]
We can eliminate the indicator function by rewriting the bounds as:
P[v u, w u, v w] ≥ V2d
∫ 1
4
r0
drur2du p(ru)
∫ 1
2
2ru
drw p(rw)
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Doing the integral over rw, this becomes:
P[v u, w u, v w] ≥ V2d η2
∫ 1
4
r0
drur2d−αu
(
(2ru)1−α − (1/2)1−α
α− 1
)
=
V2d η
2
α− 1
[
2−α r2d−2α−20
α− d− 1
(
1− (4r0)2(α+1)−2d
)
− 2
α−1 r2d−α+10
α− 2d− 1
(
1− (4r0)α−1−2d
)]
.
Note that for fixed d, as n goes to infinity, r0 goes to 0, so that the leading order term here is the one containing the
factor r2d−2α−20 (as α > 2d > d− 1). Thus, we have the lower bound
P[v u, w u, v w] ≥ (C2 − e) log
2(n)
n2
for any e > 0, for large enough n. This then proves that, for fixed α, d, that:
C1
log2(n)
n2
≥ P[v u, w u, v w] ≥ (C2 − e) log
2(n)
n2
Multiplying by n(n− 1)(n− 2), we get:
C1n log2(n) ≥ E[|S|] ≥ (C2 − e)n log2(n)
for any e, given that n is sufficiently large. This then proves that E[|S|] ∈ Θ(n log2(n)), as desired.
B. Proof of Theorem 3
1. Computing the expectation
Proof. Now, note that
P[v w|v u, w u, du = k, ru, rw, xv, xw] = P[v w|xv, xw, rw] = 1[||xv − xw|| < rw]
(i.e. v’s lying in w’s circle is independent of all variables but for the positions of v, w and w’s radius). Furthermore,
p(ru, rw, xv, xw|v u, w u, du = k) = p(rw)p(ru, xv, xw|v u, w u, du = k),
from the conditional independence of rw, as none of the other variables being considered involve edges pointing
to w. Furthermore, this equals p(rw)p(ru|v  u, w  u, du = k)p(xv, xw|ru, v  u, w  u), by the chain rule of
probability. Note that p(ru|v u, w u, du = k) = p(ru|du = k) as ru is independent of the fact that two things lie
within u’s circle given the indegree of u. Furthermore, note that
p(xv, xw|ru, v u, w u) = P[v u, w u, xv, xw|ru]p(xv, xw|ru)P[v u, w u|ru]
by Bayes’ Rule. Note that p(xv, xw|ru) = p(xv)p(xw) = 1, that P[v u, w u|ru] = (Vdrdu)2, and that
P[v u, w u|ru, xv, xw] = 1[||xw|| < ru]1[||xv|| < ru].
Now, we decompose the conditional probability above as:
P[v w|v u, w u, du = k]
=
∫
dru
∫
drv
∫
ddxv
∫
ddxwP[v w|v u, w u, du = k, ru, rw, xv, xw]p(ru, rw, xv, xw|v u, w u, du = k).
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Then, our integral becomes:
P[v w|v u, w u, du = k] =
∫
dru p(ru|du = k)
∫
drw p(rw)
∫
||xv ||<ru
ddxv
∫
||xw ||<ru
ddxw
1[||xv − xw|| < rw]
V2d r
2d
u
.
Substituting these results back into the original expression, we get the desired result in the main body of the
paper.
2. Computing the integral expression for Cin for odd d
Proof. Note that the inner 2 integrals give the probability that 2 points randomly chosen in a sphere of radius ru are
less than rw apart. The answer to this question can be derived from a result that can be found in [32]. Namely, for
odd d, the probability distribution function for the distance between two points being exactly r apart in a ball of
radius R is:
P(r) =
drd−1
Rd
d!!
(d− 1)!!
d−1
2
∑
k=0
(−1)k
2k + 1
( d−1
2
k
)(
1−
( r
2R
)2k+1)
.
(The even case is much harder to work with and does not result in a nice closed form. Thus, we will only work with
the odd d case). The cumulative distribution function is then (for odd d):
D(r) =
dd!!
(d− 1)!!
d−1
2
∑
k=0
(−1)k
2k + 1
( d−1
2
k
)(
1
d
( r
R
)d − 1
22k+1(2k + d + 1)
( r
R
)2k+d+1)
.
Then, when we substitute back into the integral, we wish to compute integrals of the form:
∫
dru p(ru)
∫
drw p(rw)
(
rw
ru
)m
=
η2r2−2α0
(1− α)2 −m2
[(
1−
(
1
2r0
)m−α+1)(
1−
(
1
2r0
)−m−α+1)]
where m is an arbitrary integer. Note that since m ≤ (d− 1)/2, and α > 2d + 1, we have that ±m− α+ 1 < 0. Then,
as n → ∞ (and, thus, as r0 → 0), the terms in parentheses both go to 1, so that the dominant term is proportional to
r2−2α0 . We then get: ∫
dru p(ru)
∫
drw p(rw)
(
rw
ru
)m
≈ η
2
(1− α)2 −m2 r
2−2α
0 →
(α− 1)2
(α− 1)2 −m2 .
Putting this all back together again, we get the final expression in the main body of the paper.
d E[Cin] limα→∞ E[Cin]
1 (α−1)
2
4
(
4
α2−2α +
1
−α2−2α+1
)
3
4
3 3(α−1)
2(5α4−20α3+9α2+22α−72)
32(α2−2α−8)(α2−2α−5)(α2−2α−3)
15
32
5 (α−1)
2(159α6−954α5+5364α4−15096α3−73679α2+175006α+392040)
512(α2−2α−24)(α2−2α−9)(α2−2α−7)(α2−2α−5)
159
512
Table III: Values of E[Cin] for various odd dimensions. The limiting value as α→ ∞ is also shown. We only have values for odd d since we could
not calculate a closed form expression for the probability of the distance between two randomly chosen points being exactly r apart in a ball of
radius R.
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C. Analysis of Hubs
The mapping utilized by Word2Vec is obtained by training a neural net. Specifically, the vectors are the solutions
of an optimization problem which roughly attempts to maximize the dot products of vectors corresponding to words
that are located close to each other in some text corpus. Ideally, words that are located close to each other often have
similar meaning, and thus higher dot products, giving some indication of semantic similarity [33]. For the purposes
of these experiments, we used a set of word vectors that were pre-trained on Google News articles. TextBlob uses
a probabilistic model, tending to classify words as positive if they occur in many positive movie reviews, and neg-
ative if they occur in low-rated reviews. The library returns polarity and subjectivity values, which measure how
negative/positive (on a [−1, 1] scale) and objective/subjective (on a [0, 1] scale) a given phrase is, respectively.
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