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El escalado de las tecnologías está alcanzando sus límites en cuanto a densidad y
prestaciones debido a limitaciones físicas fundamentales. Aunque una tecnología CMOS
submicrométrica basada en silicio será aún la dominante durante esta década, actualmente
se puede observar una creciente actividad investigadora en el desarrollo de tecnologías
que incrementen la capacidad de procesado, más allá de lo que la tecnología CMOS
puede proporcionar. Conforme las dimensiones se vayan reduciendo, los efectos cuánticos
serán dominantes y CMOS tendrá que coexistir con dispositivos cuya operación tenga
en cuenta dichos efectos. Actualmente, un buen número de dispositivos nanoelectrónicos,
muy diferentes entre sí, están siendo estudiados: SETs, transistores cuánticos, electrónica
molecular, diodos túnel, etc, cada uno de ellos con un grado diferente de desarrollo.
Uno de los exponentes más interesantes de esta nueva familia de dispositivos es el
RTD, el diodo basado en el efecto túnel resonante (Resonant Tunneling Diode). Los RTDs
están considerados hoy día los dispositivos de efecto cuántico más maduros, operando
ya a temperatura ambiente. Estos dispositivos se basan en el transporte (tunneling) de
electrones vía niveles discretos de energía en estructuras de pozo cuántico de doble barrera.
La reducida distancia entre las dos barreras conduce a la cuantización del momento de
los electrones en el pozo y, por tanto, a estados con niveles de energía discretos (estados
resonantes). Cuando se polariza uno de estos dispositivos, su característica I-V exhibe
al menos una región de resistencia diferencial negativa (Negative Differential Resistance,
NDR), con picos correspondientes al tunneling de los electrones a través del pozo. Desde
el punto de vista del diseño de circuitos, la característica NDR es muy atractiva ya que,
por una parte, es componente fundamental de circuitos no lineales; por otra, es útil en la
realización de celdas de memoria, dada la existencia de múltiples estados estables. Estos
estados estables permiten desarrollar circuitos lógicos completamente novedosos, como
por ejemplo los basados en una transición monoestable-biestable (o multi-estable). Otra
característica muy importante de los RTDs es su pequeño tiempo de respuesta debido
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a su elevada densidad de corriente en relación a su capacidad, por lo que son útiles en
aplicaciones de muy alta frecuencia de operación.
El funcionamiento de la mayoría de los circuitos lógicos basados en RTDs se funda-
menta en lo que se conoce como principio de operación MOBILE (MOnostable-BIstable
Logic Element), implementado por la conexión en serie de dos RTDs y alimentados por
una señal pulsante. Basados en este principio y combinando RTDs con transistores, se han
propuesto gran número de diseños que destacan especialmente por su elevada frecuencia de
operación y su mayor funcionalidad por puerta en comparación con realizaciones de sólo
transistores. Por otro lado, la lógica multivaluada ha encontrado en el diseño de circuitos
basados en RTDs la posibilidad de implementar estructuras capaces de operar a altas
frecuencias con configuraciones mucho más sencillas que con otro tipo de dispositivos. Un
ejemplo de esto son los convertidores analógico-digital multivaluados, que aprovechan los
múltiples picos que aparecen en la característica I -V de dos o más RTDs en serie y operan
según el principio de operación MML (Monostable-to-Multistable Logic), una extensión del
principio MOBILE.
Este capítulo se ha organizado en tres apartados. En el primero describiremos tanto
la operación de los RTDs como el estado actual de la tecnología en lo que concierne al
diseño de circuitos lógicos. En el Apartado 1.2 estudiaremos el principio de operación de
las estructuras MOBILE, realizadas a partir de la conexión serie de dos RTD, así como la
adición de funcionalidad a esta puerta básica. Finalmente, en el último apartado estable-
ceremos los objetivos de este Trabajo de Investigación y describiremos la organización de
esta Memoria.
1.1 El diodo de efecto túnel resonante
A lo largo de las últimas décadas, la reducción del tamaño de los dispositivos ha
permitido incrementar las prestaciones y disminuir el consumo de los circuitos integrados.
Al reducir las dimensiones de los circuitos integrados a niveles nanométricos, se hace
necesario tener en cuenta la presencia de efectos cuánticos. Estos efectos dan lugar a
nuevas e interesantes características en los dispositivos, que pueden ser empleadas para
diseñar circuitos con una funcionalidad lógica aumentada, de tamaños muy reducidos y
extremadamente rápidos [1]. Entre estos dispositivos que explotan efectos cuánticos se
encuentra el diodo de efecto túnel resonante.
Ya en 1957, Leo Esaki propuso un dispositivo basado en el efecto túnel al que llamó
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Figura 1.1: Diagrama de bandas de una barrera de potencial simple.
diodo túnel [2]. El principio de operación de estos diodos le valió el premio Nobel de
Física en 1973. El interés que suscitó esta novedosa estructura derivó en un buen número
de aplicaciones que usaban la zona de resistencia diferencial negativa presente en la
característica I -V. Sin embargo, la flexibilidad de esta nueva estructura era menor que la
de las más convencionales, por lo que su volumen de fabricación nunca fue excesivo [3].
1.1.1 El efecto túnel y el efecto túnel resonante
Como resultado del carácter ondulatorio del electrón, los fenómenos de transporte
cuántico se hacen especialmente significativos en aquellas estructuras con dimensiones del
orden de la longitud de onda del electrón. Uno de los efectos cuánticos es el túnel a través
de barreras de potencial, en el que un electrón puede atravesar una barrera de potencial
con una cierta probabilidad de transmisión finita distinta de cero. La Figura 1.1 muestra
el diagrama de bandas de energía de este tipo de estructuras. En ella se observan tres
zonas con sus correspondientes niveles de energía. Un electrón situado en la zona I con
una cierta energía E puede atravesar la región II aún cuando su energía se encuentre por
debajo de la barrera, esto es, E < UII .
La Figura 1.2a muestra el diagrama de bandas de energía correspondiente a una doble
barrera de potencial de AlAs incrustada en GaAs. A diferencia del caso de la barrera
simple, ahora electrones con niveles de energía por debajo de la barrera pueden cruzarla
con probabilidad 1. La Figura 1.2b representa la probabilidad de transmisión de un
electrón frente a su nivel de energía, en donde aparecen tres máximos por debajo de
la altura de la barrera [4].
El funcionamiento del diodo de efecto túnel resonante (RTD) se basa en esto. Un RTD





(a) Diagrama de bandas de energía en una es-
tructura resonante.





















(b) Probabilidad de transmisión de un electrón
frente a la energía para una estructura con una
doble barrera de potencial.
Figura 1.2: Diagrama de bandas de energía y probabilidad de transmisión en una
estructura resonante.
la que los electrones sólo pueden tener niveles de energía discretos en el pozo cuántico. Los
RTDs suelen fabricarse en materiales III-V, operan a temperatura ambiente y presentan
al menos una zona de resistencia diferencial negativa (NDR).
La Figura 1.3a muestra cualitativamente la formación de la característica I-V de un
RTD con un pozo en el que sólo hay un estado resonante. Al incrementar la tensión
aplicada, los electrones comienzan a atravesar la doble barrera y se obtiene la zona I o
primera zona de resistencia diferencial positiva (PDR) de la característica I-V (Figuras a
y b). El máximo de intensidad se alcanza cuando la energía del estado resonante se alinea
con la de la banda de conducción (IP para una tensión VP , Figura c). A partir de este
punto, sucesivos incrementos de la tensión provocan una disminución en la intensidad que
circula por el RTD, obteniéndose una zona de resistencia diferencial negativa (Figura d),
la zona NDR o zona II. Esta situación acaba con un mínimo en la intensidad (IV para
una tensión VV , Figura e). Un incremento adicional en la tensión aplicada provoca que el
diodo comience a comportarse como uno convencional en el que incrementos de tensión
provocan incrementos de intensidad (Figura f ). Esta última zona de operación del RTD se
conoce como zona III o segunda zona de resistencia diferencial positiva. Es posible obtener
características I-V con varias zonas NDR si el pozo cuántico tiene varios niveles discretos
de energía o con pozos cuánticos adicionales [5]. El símbolo estándar que se usa para el
RTD se muestra en la Figura 1.3b.
El grado de desarrollo de los dispositivos de efecto túnel resonante es muy variado. Los
RTDs en materiales III-V son, sin duda, los más maduros y la mayoría de los circuitos















 I Zona II
Zona III
IRTD
(a) Diagramas de bandas de energía y característica tensión-corriente de una
estructura de efecto túnel resonante bajo diferentes condiciones de alimentación.
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Si el tamaño de la isla disminuye, el número de niveles cuánticos discretos
en el pozo se incrementa, y la característica I-V puede exhibir múltiples estados
on y off. La Figura 1.4 muestra tres picos de corriente correspondientes a la
resonancia de cada uno de los tres niveles de energía en el pozo. Gracias a sus
múltiples estados estables, los dispositivos de efecto túnel resonante con varios
NDRs son candidatos para la implementación de lógica multivaluada (MVL)
[132], [134].
Figura 1.2.- Operación de un RTD mediante representaciones de bandas de energía.
(a) Corte tranversal de un RTD, (b) caso de no transmisión de









































(b) Símbolo del RTD.
Figura 1 3: Formación de la característica I-V del RTD y símbolo de éste.
basados en el efecto túnel resonante reportados los utilizan, combinados con distintos
transistores. A continuación se describen los parámetros que son críticos para el diseño y
las prestaciones de los circuitos construidos con RTDs.
1.1.2 Diodos de efecto túnel resonante y circuitos digitales
Entre los parámetros más importantes para el diseño o las prestaciones de los circuitos
implementados con RTDs mencionamos [4, 1]:
Densidad de corriente de pico, jP . Este parámetro está directamente relacionado
con el pico de intensidad en la característica I-V del RTD mediante la expresión
IP = αjP , donde IP es la intensidad de pico y α el área del RTD. Se necesita un
valor suficientemente grande (jP > 10KA/cm2) para aplicaciones de alta velocidad
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o señal mixta.
Tensiones de pico, VP , y de valle, VV . Para que los diseños basados en RTDs
funcionen correctamente, la tensión de polarización debe ser mayor que 2VP .
PVCR (Peak to Valley Current Ratio), esto es, el cociente entre la intensidad de
pico y la de valle. Es necesario un valor suficientemente grande para implementar
funcionalidad lógica. Además, para minimizar el consumo es deseable una densidad
de corriente de valle pequeña.
Capacidad, C. En algunas aplicaciones las capacidades intrínsecas del RTD determi-
nan la respuesta temporal del circuito. Se define el índice de velocidad del dispositivo
como s = jP /C, donde C es la capacidad por unidad de área.
Los requisitos específicos sobre las características de un RTD dependen, en última ins-
tancia, de la configuración particular del circuito, de las diferentes familias lógicas y de
las distintas aplicaciones. En este Trabajo nos hemos centrado en estructuras MOBILE y
MML.
Se han reportado trabajos que estudian la cointegración de RTDs con distintos tipos
de transistores HEMT, HFET o HBT [6, 7, 8]. Existen numerosos demostradores de
circuito que se apoyan en la madurez alcanzada por la tecnología de dispositivos RTDs
con heteroestructuras semiconductoras III-V. Entre ellos destacamos flips-flops [9, 10, 11],
celdas de memoria de consumo ultra bajo [12], circuitos de memoria [13], circuitos lógicos
multivaluados [14, 15, 16], convertidores ADC [17, 18, 19], cuantizadores [20, 21], divisores
de frecuencia [22], fotodetectores con muy baja energía de conmutación [23], osciladores
[24, 25, 26] o puertas lógicas operando a muy alta frecuencia [27, 28, 29, 30].
Actualmente, la realización de diodos túnel en silicio es un área de investigación
muy activa y son previsibles avances importantes en este campo, sugiriéndose que la
adición de RTDs a las tecnología CMOS podría prolongar la vida útil de esta última
[31, 32, 33]. Los primeros dispositivos investigados presentaban una menor densidad de
corriente de pico y PVCR que los obtenidos en tecnologías III-V, si bien los fabricados en
SiGe son susceptibles de uso en circuitos. Los valores para los parámetros característicos
(PVCR, jP y VP ) reportados [34, 35, 36, 31, 37] muestran que los diodos de efecto túnel
interbanda (Resonant Interband Tunneling Diodes, RITDs) son los más adecuados para
implementaciones en esta tecnología. Se ha demostrado la integración de RITDs con un
proceso CMOS estándar [31] y con SiGe HBT [38], así como su operación MOBILE [39].
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Asimismo, se ha reportado un RITD con una frecuencia de corte de 20GHz, lo que
posibilita, por primera vez, aplicaciones de señal mixta, RF y circuitos lógicos de alta
velocidad [37]. En la actualidad se investiga en estructuras compatibles con CMOS más
simples, así como en procesos para su fabricación que no precisan técnicas no disponibles
en procesos CMOS estándares [40, 41].
Otra alternativa explorada ha sido el desarrollo de procedimientos para compatibilizar
RTDs III-V con substratos de silicio. En [42] se reporta un primer circuito CMOS en el que
los RTDs se fabrican en un substrato InP y se transfieren usando tecnología thin-film a
otro de silicio, donde la parte CMOS del circuito ya ha sido fabricada. El propósito de este
proceso híbrido era obtener prototipos para evaluar las ventajas de disponer de dispositivos
túnel en topologías de circuitos CMOS. Recientemente, se trabaja en el desarrollo de
técnicas que permitan la realización monolítica [43, 44, 45].
Finalmente, y también como técnica de prototipado de circuitos con RTDs, se han
propuesto distintas configuraciones de transistores que emulan la característica I-V de
dichos dispositivos. En particular, es posible obtener una característica NDR, sin la
segunda región positiva, utilizando tres transistores [46, 47, 48, 49].
1.2 El principio de operación MOBILE
La zona de resistencia diferencial negativa que aparece en la característica I-V del
RTD, constituye una de las principales propiedades de este tipo de dispositivos y permite
la implementación de circuitos lógicos que operan según el principio de operación MOBILE
[50, 51].
El MOBILE (Figura 1.4a) es una puerta controlada por corriente y disparada por
flanco, consistente en la conexión en serie de dos RTDs (RTDD y RTDL, driver y load
respectivamente), alimentados por una tensión, Vbias, que oscila entre un valor mínimo,
V Lbias, y uno máximo, V
H
bias (señal de reloj o polarización pulsante). La salida del circuito,
Vout, puede ser monoestable o biestable, dependiendo del valor que tome la tensión de
alimentación. Cuando Vbias es baja, ambos RTDs están en un estado de conducción (el
on-state o estado de baja resistencia) y el circuito es monoestable. Si se incrementa Vbias
a un valor máximo apropiado, se asegura que sólo el dispositivo con menor intensidad de
pico conmuta desde el estado on hasta el off (el estado de resistencia alta). La salida toma
un valor alto de tensión si el RTD driver es el que conmuta y bajo si lo hace el RTD load,











(b) Evolución de la tensión de salida frente a la
de alimentación en función de la relación entre
los factores de área de los RTDs.
Figura 1.4: Configuración MOBILE.
dispositivos [52, 53]. La Figura 1.4b muestra el comportamiento de la tensión de salida
en función de la de alimentación para dos casos diferentes, asumiendo densidades de pico
iguales para ambos dispositivos. Si el factor de área1 del RTD driver, fD, es menor que el
del RTD load, fL, es aquél el que conmuta y por tanto la salida resulta a un nivel lógico
alto, y cuando fD > fL, lo hace el RTD de la carga el que conmuta y la salida se sitúa a
nivel lógico bajo.
1.2.1 Adición de funcionalidad lógica
El MOBILE es un circuito de dos terminales. Se puede obtener funcionalidad lógica
añadiendo una etapa de entrada, que modifique la corriente de pico de uno de los RTDs
[50, 52]. Esta etapa de entrada puede ser un transistor, como en el inversor de la Figura
1.5a, o la conexión serie de un RTD y un transistor, como la Figura 1.5b. En el segundo
caso el transistor actúa como conmutador (switch), permitiendo o no el paso de corriente,
y, por consiguiente, modificando la intensidad de pico del RTD al que se asocia.
El inversor representado en la Figura 1.5a está formado por la conexión en serie de
dos NDRs: NDRL, que es el RTDL, y NDRD, constituido por la conexión en paralelo
1La intensidad que circula por el RTD depende de su área a través del factor de área, f (f = 1 se
corresponde con un área de 10µm2 en la tecnología de LOCOM [54], que se emplea en este Trabajo y que
se describe en el Apéndice).









(a) Inversor binario colocando la etapa











(b) Inversor binario con etapa de
entrada formada por un RTD en
serie con un transistor.
Figura 1.5: Adición de funcionalidad lógica al MOBILE.
del transistor y RTDD. La corriente que circula por el transistor modula la intensidad de
pico de NDRD en función del valor de la tensión de entrada Vin aplicada, de forma que
se puede tener control sobre el orden en el que conmutan los NDRs.
El funcionamiento del inversor puede explicarse mediante los plots de contorno Vbias−
Vout de las soluciones de la ecuación que describe su operación estática, como se muestra
en la Figura 1.6, para ambas entradas V Hin y V
L
in. Si la tensión de alimentación se encuentra
a su nivel más bajo, el circuito presenta un comportamiento monoestable y la salida se
encuentra a nivel bajo. Cuando Vbias alcanza un valor crítico V critbias ∼= 2Vp el circuito pasa
a ser biestable, esto es, existen dos posibles soluciones estables (y una inestable) para la
tensión de salida. El valor final de la tensión de salida está determinado por la relación
existente entre las intensidades de pico del NDRD y del NDRL. En el caso del inversor,
cuando la tensión de entrada está a nivel alto, la corriente de pico del driver es mayor que
la de la carga, de modo que RTDL conmuta y la tensión de salida resulta a nivel lógico
bajo (Figura 1.6a). Por el contrario, cuando Vin=V Lin, la relación entre las intensidades
de pico es la contraria, y la tensión de salida está a nivel lógico alto (Figura 1.6b).
1.2.2 Análisis de las propiedades de evaluación y biestabilidad
Seguidamente analizaremos dos propiedades que las estructuras basadas en MOBILE
























(b) La tensión de entrada V Lin
Figura 1.6: Representación de la tensión de salida frente a la de alimentación.
señal de entrada y la propiedad de biestabilidad. La verificación de ambas propiedades
no es algo inherente a las topologías circuitales empleadas [55]. Por tanto, es necesario
dimensionar el circuito (factores de área de los RTDs y factor de forma del transistor)
adecuadamente, satisfaciendo determinadas relaciones entre estos parámetros.
Una estructura evalúa correctamente una entrada si el valor lógico de la salida cuando
la alimentación llega a su máximo es el esperado. Por otro lado, la propiedad de biesta-
bilidad establece que, cuando el reloj está a nivel alto, la salida ha de mantener su nivel
lógico frente a variaciones de la entrada.
Para ilustrar ambas propiedades, en la Figura 1.7 mostramos una simulación HSPICE
de la operación del inversor binario de la Figura 1.5a. Hemos considerado que la tensión
de alimentación varía entre 0V y 0.8V y la entrada lo hace entre 0V y 0.65V. Los factores
de área de los RTDs son 0.5 para el driver y 0.6 para la carga. El factor de forma del
transistor es FF = 2. Los modelos para el RTD y el transistor provienen del proyecto
LOCOM [54] y están descritos en el Apéndice. En la Figura 1.7 se observa que el inversor
evalúa correctamente, (salida a nivel alto cuando la entrada está a nivel lógico bajo y
viceversa) y verifica la propiedad de biestabilidad (no responde a los cambios de la señal
de entrada que se producen con la tensión de alimentación a nivel alto).
Propiedad de evaluación
Las estructuras MOBILE son puertas disparadas por flanco de subida, de modo que la
decisión acerca del nivel lógico que alcanzará la salida se produce cuando la señal de reloj





Figura 1.7: Formas de onda correspondiente a las tensiones de reloj (azul), entrada
(verde) y salida (rojo) para un inversor binario.
(Vbias) pasa de bajo a alto. Una forma de describir el comportamiento de la estructura al
ir variando Vbias (alimentación) es el análisis mediante curvas de carga.
La Figura 1.8a muestra la curva de carga de un inversor MOBILE que evalúa correcta-
mente una entrada a nivel lógico bajo para diferentes valores de la alimentación. En esta
situación se puede comprobar que al incrementar la tensión de alimentación, la solución
se desplaza según indica la secuencia de puntos de colores de la figura. Esto ocurre porque
la intensidad de pico de la carga es mayor que la del driver y así, éste será el primero
en conmutar, alcanzándose un nivel lógico alto a la salida. Una forma alternativa de
comprobarlo consiste en representar, en un plot de contorno, las soluciones de la ecuación
que describe el comportamiento del circuito en DC, obtenida al igualar las expresiones de
las intensidades del NDRD y NDRL:
fDg[Vout] + FFIT [Vin, Vout] = fLg[Vbias − Vout] (1.1)
donde g[v] e IT [VGS , VDS ] son la descripción matemática de la intensidad del RTD y el
transistor, respectivamente. Al representar la tensión de salida frente a la de alimentación
(Figura 1.8b), comprobamos que, efectivamente, la salida toma un nivel lógico alto cuando
la alimentación llega a su máximo. Dado de que la intensidad de pico del driver ha de ser
menor que la de la carga, obtendremos una primera relación entre parámetros del circuito

















(c) Vin = V Hin (d) Vin = V Hin
Figura 1.8: Curvas de carga y plots tensión de salida frente a tensión de alimentación
para (a), (b) entrada a nivel lógico bajo y (c), (d) entrada a nivel lógico alto.
Un razonamiento análogo se aplica al caso de una entrada a nivel lógico alto (Figuras
1.8c y 1.8d). En este caso, la relación entre parámetros se obtiene considerando que la
intensidad de pico del driver ha de ser mayor que la de la carga.
Propiedad de biestabilidad
La propiedad de biestabilidad establece que el nivel lógico de la salida permanece
invariable frente a cambios en la entrada cuando la alimentación está a nivel alto (funcio-
namiento como flip-flop). Esta característica es especialmente relevante en aplicaciones en
las que se necesita que la tensión adquirida se mantenga durante un cierto tiempo para un
posterior procesamiento. Para analizar esta propiedad, emplearemos plots de contorno de
la tensión de salida frente a la de entrada, Vin−Vout, obtenidos, al igual que los Vbias−Vout,











































(d) La tensión de entrada pasa de V Hin a V Lin.
Funcionamiento incorrecto.
Figura 1.9: Plots de contorno entrada-salida para el estudio de la propiedad de biesta-
bilidad.
a partir de las soluciones de la ecuación 1.1.
La Figura 1.9a muestra el plot de contorno de un inversor binario bien dimensionado
cuando la tensión de alimentación se encuentra a nivel alto. Supongamos que la tensión
de entrada se incrementa desde Vin = V Lin a Vin = V
H
in . Inicialmente, cuando Vin = V
L
in, la
salida está a nivel lógico alto (suponemos que la evaluación se ha hecho correctamente).
Al incrementar la tensión de entrada, el nivel lógico de salida no varía (línea azul). Por
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otro lado, cuando el circuito no está bien dimensionado, pueden aparecer problemas de
biestabilidad. La Figura 1.9b muestra el plot de contorno para una situación similar a la
descrita anteriormente. En este caso se observa que al aumentar la tensión de entrada, la
salida cae al nivel lógico bajo (línea roja discontinua). Es razonable pensar que para que
el circuito opere correctamente, deba existir una solución de la ecuación 1.1 asociada al
nivel lógico alto de la salida para Vin = V Hin . Gráficamente se traduce en que el “lóbulo”
superior del plot de contorno de la Figura 1.9b ha de tener cortes con la recta Vin = V Hin .
La verificación de la propiedad de biestabilidad permite establecer una primera relación
entre los parámetros del circuito.
Este análisis aplica también al caso en el que la entrada varía desde Vin = V Hin a
Vin = V
L
in. En la Figura 1.9c se representa el plot de contorno de una estructura que
opera correctamente, en la que se observa que el nivel lógico de salida permanece bajo
(línea azul). Por último, en la Figura 1.9d se representa el plot de un circuito que presenta
problemas de biestabilidad dado que, al variar la tensión de entrada, la salida sube al nivel
lógico alto. Las estructuras que operan correctamente presentan soluciones de la ecuación
1.1 asociadas al nivel bajo para Vin = V Lin, lo que permite extraer una nueva relación entre
los parámetros del circuito
Regiones de funcionamiento
La verificación de las propiedades de evaluación y biestabilidad requiere la satisfacción
de un conjunto de relaciones entre los parámetros del circuito, esto es, factores de área de
los RTDs y factor de forma del transistor. Una forma práctica de visualizar gráficamente
qué dimensionamientos hacen que el circuito opere correctamente, consiste en representar
los límites de la región de funcionamiento definidos por estas relaciones. Supongamos un
inversor binario realizado con modelos de RTDs y transistores de LOCOM y con niveles de
tensión como los usados en el circuito de la Figura 1.7. La Figura 1.10 muestra las zonas
de operación correcta, obtenidas a partir de las relaciones entre los parámetros del circuito
que garantizan la verificación simultánea de las propiedades de evaluación y biestabilidad.
En las Figuras 1.10a y 1.10b se han representado en trazo continuo los límites de la región
que contiene el conjunto de pares (fD, fL) que garantizan la operación correcta (para
FF = 6 y FF = 12). En estas gráficas, se ha limitado la representación a factores de área
comprendidos entre 0 y 3. Adicionalmente, se han representado, empleando triángulos, los
límites de la región obtenidos por simulación HSPICE. Finalmente, en las Figuras 1.10c y
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FF=6
HSPICE
(a) Pares de puntos (fD, fL) para FF = 6.
FF=12
HSPICE
(b) Pares de puntos (fD, fL) para FF = 12.
f =0.7D
(c) Pares de puntos (D, FF ) para fD = 0.7.
f =1.2D
(d) Pares de puntos (D, FF ) para fD = 1.2.
Figura 1.10: Región de funcionamiento correcto. (a)-(b) Pares de puntos (fD, fL) para
diferentes valores de FF . (c)-(d) Pares de puntos (D, FF ) para diferentes valores de fD.
1.10d se muestran los límites de la región que contiene los puntos (FF,∆) válidos, siendo
∆ = fL − fD, para fD = 0.7 y fD = 1.2.
1.2.3 Comportamiento dinámico
La operación MOBILE, que acabamos de describir, requiere un cambio en la tensión
de polarización suficientemente lento. En la práctica, existe un tiempo crítico para la
subida de esta señal por debajo del cual la estructura no opera correctamente. El principio
de operación MOBILE se ha descrito suponiendo flancos de subida muy lentos para la
tensión de polarización (cuasiestacionario), utilizando, por ello, únicamente parámetros
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de DC como la intensidad de pico de los RTDs. Asociadas a la variación de Vbias existen
corrientes de AC, más importantes conforme más rápidos sean esos cambios, que pueden
alterar el resultado de la comparación de corrientes y que explican la existencia de dicho
tiempo crítico. Éste depende de parámetros tanto de circuito (dimensionado de RTDs y
transistores) [56, 57] como tecnológicos [58, 59], pudiendo concluirse que la evaluación
lógica de un MOBILE es un proceso dinámico complejo [60, 61, 62].
1.2.4 Operación nanopipeline
Las estructuras MOBILE disparadas por flanco ascendente evalúan las entradas du-
rante la subida de la señal de polarización, y la salida se mantiene mientras ésta está en
alto, incluso si las entradas cambian (operación biestable). La salida vuelve a cero con la
bajada de la señal de polarización y espera el siguiente flanco. Por tanto, esta operación
biestable permite implementar arquitecturas pipeline a nivel de puertas (nano-pipeline)
sin coste asociado a los elementos de memoria [63].
El retorno de la salida al valor de espera, se traduce en que una etapa debe evaluar
mientras que las etapas que la atacan están en la fase de mantenimiento. Para la operación
correcta de redes de puertas MOBILE se requiere un esquema multi-fase. Cada ciclo de las
señales de polarización está dividido en cuatro fases de la misma duración, TR. Las señales
de polarización de etapas consecutivas están retrasadas TR. De esta forma, se garantiza
que cada etapa evalúe durante la fase de mantenimiento de las anteriores y antes de que
retornen al valor de espera. Son suficientes cuatro señales, puesto que para el quinto nivel
puede volver a utilizarse la primera señal, y así sucesivamente. Además, en cada ciclo
todas las puertas de la red evalúan, aunque no simultáneamente. Las entradas se procesan
a una frecuencia determinada por la velocidad de operación de cuatro puertas MOBILE
encadenadas.
1.3 Objetivos de la Tesis y organización de la memoria
El objetivo general de esta Tesis es el desarrollo de metodologías de diseño de circuitos
lógicos que explotan las ventajas de la característica NDR del RTD para incrementar sus
prestaciones en comparación con circuitos en tecnologías MOS.
El trabajo realizado se enmarca en el contexto de la investigación de circuitos y arqui-
tecturas aplicables a dispositivos nanoelectrónicos, un área en la que se están demandando
contribuciones que permitan conectar la investigación a nivel de materiales y dispositivos
con la realizada a nivel de algoritmo. Desde esta perspectiva, y aunque este trabajo se
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centra en la combinación de RTDs y transistores, los resultados obtenidos pueden ser útiles
en otras tecnologías. Así, los conceptos y las aportaciones a nivel de arquitectura pueden
aplicarse al desarrollo de circuitos con otros dispositivos que exhiben una característica
NDR.
El grupo de investigación en el que se ha desarrollado este trabajo ha venido trabajando
en el campo del diseño de circuitos con RTDs en el marco de distintos proyectos con
financiación nacional y europea. El trabajo descrito en esta Memoria parte, por tanto, de
unos resultados previos que brevemente resumimos a continuación y que han sido la base
para la definición de los objetivos de este Proyecto.
Este trabajo previo puede organizarse en las siguientes áreas: en lo que respecta al
diseño de puertas lógicas, se ha realizado el análisis de estructuras MOBILE básicas
binarias. En particular se han identificado problemas de biestabilidad [64, 65] en algunas
topologías reportadas y se han desarrollado aproximaciones analíticas que establecen
relaciones entre los parámetros tecnológicos y de diseño para una correcta operación
[66, 67, 55] y para determinar la frecuencia de operación, [57]. Asimismo, se ha trabajado
en el desarrollo y análisis de topologías para implementar funciones multiumbral, umbrales
generalizadas y puertas programables extendiendo el principio de operación MOBILE en
tecnologías III-V [68, 69, 70]. Se ha explorado la caracterización funcional y eléctrica de
estas topologías [68, 71, 72], lo que ha permitido extraer directrices con las que se ha
desarrollado una herramienta automática de diseño de puertas a partir de especificaciones
funcionales. Por último, se han diseñado e integrado puertas lógicas con las topologías
desarrolladas que han demostrado operación correcta empleando una tecnología no co-
mercial proporcionada por la Universidad de Duisburg. En cuanto al diseño lógico con
bloques MOBILE, se ha demostrado la operación de redes de puertas MOBILE con una
única fase de reloj frente a las cuatro convencionales [73, 66], se han diseñado sumadores
con mejores productos potencia retraso que los previamente reportados [74, 75, 70] y se
ha desarrollo una herramienta de síntesis lógica para el diseño con puertas umbral [76].
Los objetivos concretos de este Trabajo son:
1. Análisis de la operación de circuitos empleando RTDs y HFET
Los circuitos basados en el principio de operación MOBILE deben diseñarse para
que evalúen las entradas correctamente y exhiban un comportamiento biestable.
Sin embargo, en el análisis de la bibliografía hemos observado que las ecuaciones
de diseño sólo capturan las relaciones entre intensidades de pico que permiten
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implementar una determinada funcionalidad (evaluación), pero no consideran la
propiedad de biestabilidad. En un trabajo previo descrito en el apartado anterior,
hemos abordado el análisis completo de las estructuras más simples (inversor y
seguidor), mostrando que no todas las soluciones del espacio de diseño que evalúan
correctamente exhiben una operación biestable. En esta línea, pretendemos ampliar
nuestros conocimientos a circuitos más complejos, tanto binarios como multivalua-
dos, basados en la extensión del principio de operación MOBILE.
2. Emulación CMOS de características NDR
Hemos considerado que sería muy interesante disponer de algún método de vali-
dación de las arquitecturas y topologías de circuitos propuestas para circuitos con
RTDs en procesos tecnológicos comerciales. Para ello, nos propondremos desarrollar
topologías de circuitos que exhiban características NDR y que se puedan fabricar
empleando tecnologías CMOS estándar. Adicionalmente nos planteamos si, para
ciertas aplicaciones, el diseño con estos emuladores es competitivo respecto a sus
realizaciones convencionales CMOS.
3. Diseño de circuitos RTD-CMOS
La incorporación de los RTDs a tecnologías III-V ha permitido mejoras en frecuen-
cia de operación y consumo. Dado que existe actualmente un interés creciente en
incorporar estos dispositivos a tecnologías CMOS (RTD-CMOS), y aunque algunos
trabajos se han centrado en evaluar las ventajas que ello puede suponer, creemos
necesario profundizar en esta dirección. En particular, se han reportado trabajos que
han evaluado prestaciones para ciertos flips-flops y puertas combinacionales, pero
no cuando se usan en redes de puertas, no existiendo tampoco resultados correspon-
dientes a tecnologías actuales. Nuestro objetivo es explorar si la cointegración de
RTDs con transistores CMOS es susceptible de mejorar las prestaciones de diferentes
arquitecturas pipeline a nivel de puertas respecto a sus realizaciones en un estilo de
diseño CMOS convencional.
La organización de este documento se describe a continuación. El Capítulo 2 trata el diseño
de circuitos basados en la extensión del principio de operación MOBILE. Se analizarán
circuitos binarios y multivaluados, tanto con entradas discretas como continuas.
El Capítulo 3 se dedica al dispositivo que emula la característica NDR del RTD,
el MOS-NDR. Presentaremos la estructura del MOS-NDR y se desarrollará un estudio
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teórico del mismo que permita su dimensionamiento para lograr características tensión-
corriente tipo NDR específicas.
En el Capítulo 4 se propondrán y validarán experimentalmente prototipos de circuitos
MOBILE con RTDs y transistores que serán diseñados empleando el MOS-NDR. En con-
creto, se mostrarán puertas e interconexiones de puertas disparadas por flanco de subida
y bajada de reloj. Adicionalmente, se propondrán circuitos Muller C-element basados en
el MOS-NDR como ejemplo de aplicación competitiva con respecto realizaciones CMOS
convencionales.
Por último, en el Capítulo 5 abordaremos el diseño de circuitos basados en la integra-
ción de RTDs y transistores CMOS. En particular, trataremos el diseño y optimización
de puertas y redes de puertas y las compararemos en potencia y energía con realizaciones
CMOS que también operan en modo pipeline a nivel de puertas.

CAPÍTULO 2
ANÁLISIS DE ESTRUCTURAS BASADAS
EN LA EXTENSIÓN DEL PRINCIPIO DE
OPERACIÓN MOBILE
Los circuitos basados en la configuración MOBILE funcionan correctamente en un
cierto rango de frecuencias que depende del fan-out de la puerta [59]. Desde el punto de
vista del diseño, sería deseable obtener puertas que operen sin límite inferior de frecuencias,
esto es, desde DC hasta el máximo de frecuencia posible. Diferentes autores han estudiado
circuitos lógicos binarios empleando RTDs [62, 77, 78, 57, 56], sin incidir en cómo se han
de dimensionar las estructuras con objeto de garantizar un comportamiento adecuado
en estática. Sin embargo, un funcionamiento correcto en DC debería garantizarse antes
de analizar otros aspectos del funcionamiento ya que no es inherente a las topologías de
circuitos empleadas para implementar dichas estructuras [55, 64].
En trabajos previos [55, 79, 80, 81, 82] hemos propuesto una metodología de diseño
de circuitos MOBILE básicos (inversor y seguidor binarios), a partir de la cual hemos
derivado las relaciones entre parámetros de diseño que garantizan un funcionamiento
correcto. Esto se consigue imponiendo el cumplimiento de las propiedades de evaluación
y de biestabilidad. En este capítulo ampliaremos este análisis a diferentes circuitos cuya
operación se basa en la extensión del principio de operación MOBILE.
El capítulo se estructura en cinco apartados. En el primero estudiaremos circuitos
diferenciales basados en el principio de operación MOBILE, así como la aplicación de
un esquema de polarización simétrico. Concluiremos combinando ambos conceptos para
estudiar la operación de un circuito binario diferencial con polarización simétrica.
En el Apartado 2.2 modelaremos la característica I-V de la conexión en serie de
RTDs y describiremos el principio de operación MML (Monostable Multistable Logic),
la extensión multivaluada del principio de operación MOBILE que permite implementar
lógica multivaluada. Utilizando este principio, en los Apartados 2.3 y 2.4 analizaremos dife-
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rentes circuitos digitales ternarios y cuaternarios, cuyas prestaciones los hacen candidatos
especialmente adecuados para su integración en sistemas de comunicación comerciales
[83, 19, 84]. Derivaremos una metodología general de diseño, análoga a la propuesta para
circuitos binarios, que permitirá obtener regiones de operación correcta. Trataremos en
profundidad la multiestabilidad, es decir, la extensión de la propiedad de biestabilidad al
caso multivaluado, y cómo afecta a la operación de los circuitos.
En el Apartado 2.5, analizaremos circuitos basados en el principio de operación MO-
BILE que reciben entradas continuas. Estudiaremos circuitos de salida binaria, como
los comparadores con umbral de decisión fijo, ampliando posteriormente el análisis para
configurar externamente la tensión crítica de decisión entre niveles lógicos. Finalmente,
extenderemos el análisis a circuitos con salida multivaluada, ilustrándolo con el dimensio-
namiento del inversor ternario operando como comparador de tres niveles.
2.1 Circuitos diferenciales y con polarización simétrica
La realización de circuitos diferenciales es el objeto de estudio de esta sección, en la que
analizaremos su principio de operación y obtendremos las relaciones entre los tamaños de
los dispositivos del circuito que garantizan un funcionamiento correcto. Posteriormente se
estudiará un esquema de alimentación con dos señales de reloj simétricas, el SMOBILE.
2.1.1 Circuito diferencial basado en el MOBILE
La Figura 2.1 muestra un circuito diferencial basado en el MOBILE [84]. El circuito
realiza la función lógica de seguidor, esto es, cuando la entrada diferencial positiva está a
nivel lógico alto, V +in = V
H




in), el circuito proporciona un nivel lógico





V −in = V
H
in , la salida V
+
out está a nivel bajo y V
−
out a nivel alto.
Para facilitar el estudio desacoplaremos el circuito (Figura 2.1) y analizaremos cada
estructura como dos circuitos formados por la conexión en serie de dos NDRs cada uno. El
load, que llamaremos NDRL, consiste en la conexión en paralelo de RTDL y el transistor
TTL, mientras que RTDD y el transistor TTD forman el driver, NDRD. Los parámetros
fL y fD, son los factores de área de los RTDs, mientras que FFD y FFL son los factores
de forma de los transistores del load y el driver, respectivamente.
Comenzaremos analizando los límites de funcionamiento del circuito. La operación en
DC del circuito desacoplado viene descrita por la ecuación:

































Figura 2.1: Circuito diferencial basado en MOBILE y su correspondiente versión desaco-
plada.














donde g[v] e IT [VGS , VDS ] representan la descripción matemática de la intensidad que
circula por el RTD (f = 1) y por el transistor HFET (FF = 1), respectivamente.
Verificación de la propiedad de evaluación
Un circuito bien dimensionado, sin límite inferior de frecuencias, presenta un plot de
contorno Vbias−Vout para las soluciones de 2.1 similar al que se muestra en la Figura 2.2.
Un valor de tensión alto se obtendrá cuando la corriente de pico del NDR driver sea
menor que la del load, y bajo cuando la relación sea la contraria. Las dos condiciones que
fuerzan una evaluación correcta se obtienen considerando que la salida se decide cuando la
tensión de alimentación toma un valor crítico de, aproximadamente, dos veces la tensión
de pico (la tensión se reparte casi por igual en cada NDR).
Las relaciones que han de verificarse para garantizar la evaluación correcta del circuito
son:


































Figura 2.2: Plot Vbias − Vout del circuito diferencial basado en MOBILE.







fDIp + FFD · IT [V Hin , Vp] > fLIp + FFL · IT [V LIN − Vp, Vp] (2.3)
donde Vp e Ip son la tensión e intensidad de pico del RTD, respectivamente.
Verificación de la propiedad de biestabilidad
Analizaremos los dos posibles problemas de biestabilidad en función de si la entrada
varía del nivel alto al bajo o viceversa. Para este análisis nos apoyaremos en los plots de
contorno de las soluciones de la expresión 2.1, que representan la tensión de salida frente
a la de entrada cuando la tensión de alimentación está a nivel alto (Figura 2.3).
La Figura 2.3a muestra dicho plot entrada-salida para tres estructuras: la representada
en color azul corresponde a un circuito dimensionado correctamente. Cuando V +in = V
L
in,
la salida está a nivel bajo (cuadrado azul) y al aumentar la entrada hasta V +in = V
H
in
(flechas azules), la salida se mantiene a nivel lógico bajo (círculo azul). La curva roja se
corresponde con un circuito dimensionado de forma incorrecta puesto que V +out pasa del
valor lógico ’0’ al ’1’ al variar la entrada, dado que no hay solución de la tensión de salida
asociada al nivel lógico ’0’. Finalmente, la curva verde representa la situación crítica que
marca el límite de operación correcta del circuito. Las soluciones de V +out que habíamos
marcado anteriormente con círculos azules coinciden ahora en un solo punto (marcado con
un círculo verde). Para esta situación crítica se verifica que la ecuación:
fDg[V
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(a) Plot Vin−Vout del circuito diferencial basado
en MOBILE cuando V +in pasa de V
L
























(b) Plot Vin−Vout del circuito diferencial basado
en MOBILE cuando V +in pasa de V
H
in a V Lin .
Figura 2.3: Estudio de la propiedad de biestabilidad basado en los plots Vin − Vout para
el circuito diferencial MOBILE.
tiene una solución única en un entorno de VP .
Los desarrollos en serie de segundo orden de las intensidades que aparecen en 2.4





out] = fD(h0 + h1(V
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, respectivamente. El coeficiente h1 es
igual a cero dado que se corresponde con la derivada de g[·] en la tensión de pico (máximo
local).





out] = FFD(t0 + t1(V
+
out − Vp)) (2.7)
FFLIT [V
H
in − V +out, V Hbias − V
+
out] = FFL(s0 + s1(V
+
out − Vp)) (2.8)
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Al sustituir estos desarrollos en serie en la expresión 2.4, obtendremos:




+ FFL(s0 + s1(V
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out − Vp)2)− FFD(t0 + t1(V
+
out − Vp)) = 0 (2.9)
La expresión 2.9 es una ecuación de segundo grado en V +out − Vp. La situación crítica
que estamos analizando requiere que las dos soluciones para V +out (en el entorno de Vp) se
reduzcan a una; es decir, que el discriminante de la ecuación de segundo grado sea cero
(si es mayor que cero, hay dos soluciones y, por tanto, estabilidad, y si es menor, mal
funcionamiento). Esto lleva a una primera relación entre parámetros que asegura el buen
funcionamiento.
La segunda condición se obtiene cuando la entrada decrece hasta su valor mínimo. La
Figura 2.3b muestra que para que el circuito opere correctamente, han de existir soluciones
asociadas al nivel lógico ’1’ de salida cuando V +in = V
L
in. Se ha de realizar un desarrollo en
serie análogo al caso anterior, pero ahora el driver opera en torno a V Hbias − Vp y el load
en torno a VP . La situación crítica se produce, de nuevo, cuando el discriminante de la
ecuación de segundo grado es cero, lo que permite obtener otra relación entre parámetros
que garantiza el buen funcionamiento.
2.1.2 Estructura MOBILE con polarización simétrica (SMOBILE)
La configuración de un SMOBILE [28] se muestra en la Figura 2.4a. La principal
diferencia con el MOBILE es la existencia de dos relojes complementarios que alimentan
los nodos superior e inferior del circuito. El principio de operación SMOBILE se ilustra en
la Figura 2.4b, donde se muestra la curva de carga que representa la corriente con respecto
a la tensión complementaria de reloj. El circuito es monoestable cuando la diferencia entre
las tensiones de alimentación es pequeña. Cuando esta diferencia aumenta hasta alcanzar
un cierto valor crítico, uno de los RTDs conmuta dependiendo de la relación existente entre
las intensidades de pico (o lo que es lo mismo, entre los factores de área de los RTDs). La
transición del estado monoestable al biestable se produce cuando el valor absoluto de la
diferencia V +bias − V
−
bias excede dos veces el valor de la tensión de pico del RTD.


















(b) Principio de operación.
Figura 2.4: SMOBILE.
Es posible implementar circuitos diferenciales basados en este principio de operación
simétrica. En el siguiente subapartado realizaremos un análisis de una estructura SMO-
BILE diferencial.
Circuito SMOBILE diferencial
La Figura 2.5 muestra un circuito diferencial basado en el SMOBILE. La operación
























































































































Figura 2.6: Plot Vbias − Vout circuito diferencial basado en SMOBILE.
Al igual que hicimos con el circuito diferencial basado en el MOBILE, en nuestro
análisis consideraremos tan sólo la ecuación 2.10, correspondiente a una de las partes
desacopladas del circuito.
Verificación de la propiedad de evaluación La Figura 2.6 muestra la represen-
tación de las soluciones de 2.10 en el plano V +bias−V
+





V +in = V
H
in , para una estructura bien dimensionada. La línea azul muestra el caso en el que
V +in = V
H
in , donde se puede comprobar que la salida se encuentra a su nivel máximo para
el valor máximo de la tensión de alimentación. La situación recíproca, marcada en color
rojo, muestra que si V +in = V
L
in, la salida evoluciona de forma inversa al caso anterior.
La salida que proporciona el circuito SMOBILE se decidirá para los valores críticos
de la tensión de alimentación, esto es, cuando
∣∣V +bias − V −bias∣∣ w 2Vp. El primer NDR en
2.1. CIRCUITOS DIFERENCIALES Y CON POLARIZACIÓN SIMÉTRICA 29
alcanzar su tensión de pico está determinado por la tensión de entrada, que modula la
corriente a través de ambos transistores. A partir de la expresión 2.10 obtendremos dos
relaciones entre los parámetros que garantizarán una correcta evaluación de la tensión
diferencial de entrada:
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Las tensiones que caen en el driver y el load se han supuesto iguales a la tensión de pico
del RTD, por lo que se puede considerar que la intensidad a través de cada RTD es igual a
la de pico. El circuito está alimentado por unas tensiones V +bias,crit = Vp y V
−
bias,crit = −Vp,
y la tensión de salida a la que ocurre la decisión es aproximadamente igual a cero. Las
relaciones entre los parámetros del circuito que garantizan una operación correcta vienen
dadas por:
fDIp + FFD · IT [V Lin + Vp, Vp] < fLIp + FFL · IT [V Hin , Vp] (2.14)
fDIp + FFD · IT [V Hin + Vp, Vp] > fLIp + FFL · IT [V Lin, Vp] (2.15)
Verificación de la propiedad de biestabilidad En la Figura 2.7 se representan
plots correspondientes a soluciones de 2.10 en el plano Vin−Vout para los valores extremos
de la tensión de polarización. La Figura 2.7a corresponde al caso en el que la tensión
positiva de entrada aumenta desde el nivel mínimo hasta el máximo. Si la estructura está
dimensionada correctamente, la salida no debe cambiar su valor lógico aunque la entrada
lo haga (línea azul en la Figura 2.7a). Como muestran las flechas azules, la solución de






















(a) Plot Vin−Vout del circuito diferencial basado
en SMOBILE cuando V +in pasa de V
L





















(b) Plot Vin−Vout del circuito diferencial basado
en SMOBILE cuando V +in pasa de V
H
in a V Lin .
Figura 2.7: Plots Vin − Vout correspondientes al circuito diferencial SMOBILE.
azul) y cuando se incrementa hasta V Hin (marcada con un círculo azul) está siempre a nivel
lógico bajo. La situación crítica así como los ejemplos de operación incorrecta se muestran
en verde y rojo respectivamente. La Figura 2.7b ilustra el caso complementario en el que
la tensión positiva de entrada decrece desde su valor máximo al mínimo. El criterio para
predecir la pérdida de biestabilidad consiste en determinar si existe una solución a 2.10
en la región de valor lógico bajo de Vout para V +in = V
H
in y Vbias = V
H
bias y en la de valor
alto para V +in = V
L
in y Vbias = V
H
bias.
En primer lugar, consideraremos que la tensión positiva de entrada crece desde V +in =




in (Figura 2.7a). La curva verde representa la situación crítica que marca
el límite de operación correcta del circuito. Las soluciones de V +out que habíamos marcado
anteriormente con círculos azules coinciden ahora en un solo punto (marcado con un
círculo verde). Para esta situación crítica se verifica que la ecuación es:
fDg[V
+
out − V Lbias] + FFD · IT [V Lin − V Lbias, V
+
out − V Lbias] =
= fLg[V
H




bias − V +out] (2.16)
Al igual que se hizo en el estudio de la estructura diferencial basada en el MOBILE,
aproximaremos las expresiones de las intensidades de los RTDs por sus desarrollos en
serie de segundo orden. Suponiendo que el RTD driver está en zona I y el RTD load en
2.1. CIRCUITOS DIFERENCIALES Y CON POLARIZACIÓN SIMÉTRICA 31
zona III, las tensiones en cada RTD serán aproximadamente igual a Vp para el driver y
(V Hbias − V Lbias)− Vp para el load. Así:
gD[V
+
out] = fD(h0 + h1((V
+
out − V Lbias)− Vp)) + h2((V
+
out − V Lbias)− Vp))2) (2.17)
gL[V
+




bias + Vp) + b2(−V +out + V Lbias + Vp)2) (2.18)
















El desarrollo en serie de potencias de primer orden de la intensidad que circula por el
HFET se ha realizado en torno a V Lbias + Vp
FFDIT [V
L
in − V Lbias, V +out − V Lbias] = FFD(s0 + s1(V
+
out − (V Lbias + Vp))) (2.19)
FFLIT [V
H
in − V +out, V Hbias − V
+
out] = FFL(t0 + t1(V
+
out − (V Lbias + Vp))) (2.20)

































out − (V Lbias + Vp)) + h2(V
+
out − (V Lbias + Vp))2)+
+ FFD(s0 + s1(V
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out − (V Lbias + Vp)))−






− FFL(t0 + t1(−V +out + V Lbias + Vp)) = 0 (2.21)
ecuación de segundo grado en V +out − (V Lbias + Vp). Un funcionamiento correcto exige
un discriminante mayor o igual a cero, lo que proporciona una primera relación entre
parámetros.
De forma análoga se puede obtener una nueva condición asociada al problema de




En este caso los desarrollos en serie de potencias, tanto para los RTDs como el HFET,
se realizan alrededor de (V Hbias − V Lbias)− VP para el driver y VP para el load. La segunda
relación entre parámetros se obtiene, al igual que en el caso anterior, forzando a que el
discriminante de la ecuación de segundo grado obtenida al sustituir sea mayor o igual a
cero.
2.1.3 Validación de resultados
Con objeto de verificar nuestros resultados teóricos, hemos realizado una comparación
entre éstos y las simulaciones con HSPICE. Las expresiones anteriores se han usado para
derivar límites de las regiones de operación correcta en DC de los circuitos diferenciales
MOBILE y SMOBILE. Para los resultados teóricos obtenidos y las simulaciones HSPICE
se han empleado los modelos de RTD y HFET de la tecnología LOCOM [54]. Los valores de
tensión utilizados son V Hin = 0.65V , V
L
in = 0V , V
H
bias = 0.65V y V
L
bias = 0V para los basados
en el MOBILE y V Hin = 0.325V , V
L
in = −0.325V , V Hbias = 0.325V y V Lbias = −0.325V para
los circuitos SMOBILE.
La Figura 2.8 muestra el conjunto de valores de b = FFD − FFL y a = fL − fD
que simultáneamente permiten una evaluación correcta y la verificación de la propiedad
de biestabilidad. En la Figura 2.8a los valores de FFL y fD se han fijado a 1 y 0.5,
respectivamente. Las líneas punteadas delimitan la región de funcionamiento correcto
correspondiente a un circuito basado en MOBILE, mientras que las continuas lo hacen
para el circuito SMOBILE. Los puntos que aparecen en la figura corresponden a los
extremos de funcionamiento obtenidos con simulaciones HSPICE. Como puede observarse,
existe una correspondencia muy buena entre los resultados obtenidos de forma teórica y
los que proporciona el simulador HSPICE, lo que permite validar los resultados teóricos
propuestos.
En las Figuras 2.8b y 2.8c se muestra el efecto teórico de variación del parámetro fD
para los circuitos basados en el MOBILE y SMOBILE e incluyen, además, resultados de
simulaciones HSPICE. Al aumentar el valor de dicho parámetro se consiguen regiones de
funcionamiento mayores. Finalmente, en las Figuras 2.8d y 2.8e se muestra el crecimiento
de la región de operación correcta en ambas estructuras al disminuir FFL para un valor
de fD = 0.5.
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SMOBILE
MOBILE
(a) Regiones de funcionamiento en DC MOBILE





(b) Efecto de la variación de fD para FFL = 1





(c) Efecto de la variación de fD para FFL = 1











(d) Efecto de la variación de FFL para fD = 0.5











(e) Efecto de la variación de FFL para fD = 0.5
en la estructura SMOBILE.
Figura 2.8: Regiones de funcionamiento correcto en DC b − a, con b = FFD − FFL y
a = fL − fD.
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2.2 Conceptos básicos para el estudio de circuitos multiva-
luados
En este apartado modelaremos la característica tensión-corriente de la conexión en
serie de RTDs y cómo obtenerla a partir de la aproximación lineal de la característica de
un RTD. Seguidamente describiremos el principio de operación MML.
2.2.1 Característica I-V de varios RTDs en serie
Dado que en este capítulo estudiaremos estructuras que usan más de dos RTDs en
serie resulta interesante considerar cómo es su característica I-V conjunta. La conexión
en serie de dos RTDs origina una característica I-V con dos picos y dos valles. La Figura
2.9b muestra una característica típica de dos RTDs conectados en serie, obtenida usando
el modelo proporcionado por LOCOM [54]. La curva punteada se obtiene como solución
analítica a la ecuación que iguala las intensidades que circulan por ambos RTDs. La
figura incluye en color rojo y superpuesta a la curva anterior, la característica tensión-
corriente obtenida por simulación HSPICE. Nótese la histéresis que aparece en torno
al segundo pico dependiendo de que el barrido en tensión sea creciente o decreciente.
Como puede observarse, la característica conjunta I-V resulta bastante compleja y puede
complicar en gran medida el estudio teórico de circuitos que usen la conexión en serie
de RTDs. Es necesario, pues, realizar algún tipo de simplificación que nos permita una
manipulación más sencilla de sus características I-V. Nuestro trabajo simplifica la de un
RTD a un modelo lineal a tramos, que mantiene la tensión e intensidad de pico y la
tensión e intensidad de valle, como se muestra en la Figura 2.9c, lo que permite aplicarla
a la curva I-V de cualquier RTD.
Supongamos los dos RTDs en serie de la Figura 2.9a. El primer pico y el primer valle
de la característica conjunta se deben al RTD con menor factor de área, mientras que
el segundo pico y valle dependen del otro RTD. A partir de las características lineales a
tramos de cada dispositivo, se pueden construir las curvas de carga que ayudan a obtener
las expresiones para las tensiones e intensidades de pico y valle de la característica conjunta
de los dos RTDs en serie. Estas expresiones aparecen en la Tabla 2.1 y a continuación se
analiza su obtención.
La Figura 2.10a muestra la curva de carga para un valor de la tensión de alimentación
en el que la intensidad de zona I del RTD1 (el que opera como carga) alcanza la intensidad
de pico de RTD2 (driver). Hemos supuesto, sin pérdida de generalidad, que el factor
de área de RTD1 es mayor que el del RTD2, esto es f1 > f2. La notación empleada









(b) Característica I-V de dos RTDs conectados























(c) Características I-V no lineal (en azul) y lineal
(en rojo) de un RTD.
Figura 2.9: Característica I-V de dos RTDs en serie y aproximación lineal de la de un
RTD.
explicita el hecho de que las tensiones e intensidades de pico y valle dependan de los
factores de área. En este caso, la tensión del primer pico de la característica conjunta,
que llamaremos V f2,f1p1 , será el valor de la tensión de alimentación que permite alcanzar la
intensidad de pico de RTD2. A partir de simples consideraciones geométricas, se puede
llegar a una expresión que relacione los factores de área con la tensión de pico original,
VP . La intensidad del primer pico, I
f2,f1
p1 será la intensidad de pico de RTD2. Al aumentar
la tensión de alimentación llega un momento en el que la zona I del RTD1 alcanza el valle
del RTD2, como muestra la Figura 2.10b. En este caso estaremos ante el primer valle de
la característica conjunta, cuya intensidad If2,f1v1 coincidirá con la de valle del RTD2 y la
tensión V f2,f1v1 vendrá dada por la expresión que aparece en la Tabla 2.1. La obtención
del segundo pico y valle es similar a los casos anteriores según se observa en las Figuras






(a) Curva de carga empleada para la obtención





(b) Curva de carga empleada para la obtención





(c) Curva de carga empleada para la obtención





(d) Curva de carga empleada para la obtención









(e) Características I-V obtenida en la que la








(f) Rectificación de la curva igualando las tensio-
nes de pico según indica la línea punteada de la
Figura 2.10e.
Figura 2.10: Obtención de la característica I-V conjunta de dos RTDs lineales a tramos
en serie.
condiciones, la tensión del segundo pico es mayor que la del segundo valle, de modo que
la característica obtenida no es una función bien definida. Por tanto, para poder trabajar
con una adecuada descripción lineal a tramos es necesario realizar una rectificación, como
se muestra en el trazado discontinuo de la Figura 2.10e. De esta manera llegaremos a
una representación de la característica conjunta de los dos RTDs como la mostrada en la
Figura 2.10f, en la que las tensiones del segundo pico y valle coinciden.
La Figura 2.11 muestra la característica I-V de los dos RTDs en serie obtenida por
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V f2,f1p1 (1 + f2/f1)VP
If2,f1p1 f2IP
V f2,f1v1 VV + [(f2IV )/(f1IP )]VP
If2,f1v1 f2IV
V f2,f1p2 (f1IP )/(f2mIII)− IV /mIII + VV
If2,f1p2 f1IP
V f2,f1v2 (f1 − f2)IV /(f2mIII) + VV
If2,f1v2 −(f1(f1IP + f2IV )(f1IV − f2(IV +mIIIV Hbias)) + f1f2(2f1IP + f2IV
−f1IV )VVmIII)/((f2 + f1)(−f1IV + f2(IV +mIII(V Hbias − VV )))
Tabla 2.1: Puntos críticos de la característica conjunta de dos RTDs en serie lineales a




Figura 2.11: Comparación entre la característica I-V de dos RTDs en serie obtenidas
empleando RTDs (en negro) y a partir del modelo teórico empleando RTDs con caracte-
rísticas lineales a tramos (en rojo).
simulación HSPICE (en color negro) y, superpuesta a ella (en rojo), la obtenida teórica-
mente según los valores de la Tabla 2.1. En dicha figura se ha eliminado la histéresis dado
que para los circuitos que estudiaremos sólo nos interesa la parte de la curva marcada con
la flecha descendente en la Figura 2.9b. Además, se observa la correspondencia entre ambas
características en los picos y los valles, que como veremos, son los puntos importantes para
el análisis que se llevará a cabo.
Este procedimiento se puede extender fácilmente a la obtención de características
tensión-corriente de más de dos RTDs en serie. La Figura 2.12a muestra la característica
I-V correspondiente a la conexión en serie de tres RTDs. En este caso también aparecen
tensiones de pico que se encuentran por encima de las de valle, por lo que será necesaria
una rectificación de las mismas, como indica la línea discontinua roja. La Figura 2.12b
muestra la característica resultante. La característica conjunta de dispositivos NDR en


















(a) Curvas I-V correspondientes a tres RTDs en
serie en la que las tensiones del segundo y tercer










(b) Rectificación de la curva igualando las ten-
siones de pico según indica la línea punteada de
la Figura 2.12a.















(b) Esquema equivalente consistente en la conexión en
serie de dos NDRs con características I-V de dos picos
y dos valles.
Figura 2.13: Conexión en serie de dispositivos NDR.
2.2.2 El principio de operación MML
El principio de operación MML (Monostable-Multistable Logic) [85, 86] es la extensión
multivaluada del principio MOBILE y su aplicación permite implementar circuitos lógicos
multivaluados basados en la conexión en serie de RTDs.
El circuito de la Figura 2.13a muestra la conexión en serie de cuatro RTDs, y nos
sirve para describir la operación MML. Teniendo en cuenta que la característica tensión-
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corriente de dos RTDs en serie se puede modelar con la representación de dos picos y dos
valles estudiada anteriormente, podemos considerar este circuito como la conexión en serie
de dos NDRs con dichas características I-V, como muestra la Figura 2.13b. Supondremos
que el circuito está alimentado por una tensión periódica Vbias, que oscila entre un valor
mínimo, V Lbias, y otro máximo V
H
bias.
En un circuito funcionando conforme al principio de operación MOBILE, sólo uno
de los RTDs conmuta. En el caso de circuitos multivaluados operando según el principio
de operación MML, al menos dos RTDs lo hacen. El valor máximo de la tensión de
alimentación debe incrementarse con respecto a las estructuras MOBILE para conseguir
las dos transiciones. En este tipo de estructuras, el orden en el que conmutan los RTDs
viene determinado por la relación existente entre los factores de área de los mismos, siendo
el de menor factor de área el primero en conmutar.
La Figura 2.14 muestra plots de contorno de la tensión de salida, Vout, frente a la de
alimentación, Vbias, para RTDs con características conjuntas lineales a tramos y diferentes
relaciones entre sus factores de área. La Figura 2.14a muestra el caso en el que los factores
de área del NDR inferior (el driver) son menores que los del NDR superior (o load),
esto es, fZ < fY < fB < fA. Cuando la tensión de alimentación es baja, el circuito es
monoestable, y sólo existe un posible valor de la tensión de salida. Cuando Vbias aumenta,
llega un momento en el que el RTD con menor factor de área del driver, RTDZ , conmuta
(marcado con “1” en la Figura 2.14a) provocando que la tensión de salida aumente. Si
usamos la curva de carga del circuito (Figura 2.14b), se puede observar cómo la primera
transición se produce cuando la tensión de alimentación es tal que la intensidad de la carga
alcanza a la del primer pico del driver. Al seguir aumentando Vbias, se consigue forzar la
transición de RTDY (marcado con “2” en la Figura 2.14a) dado que la intensidad de la
carga ha alcanzado a la del segundo pico del driver, como se muestra en la Figura 2.14b.
Cuando los factores de área de los RTDs de la carga son mayores que los del driver,
ambas transiciones vendrán provocadas por los RTDs del NDR superior, como se muestra
en la Figura 2.14c, forzando un nivel lógico bajo a la salida. Por último, se obtienen
niveles medios de salida cuando el RTD más pequeño pertenece a un NDR y el siguiente
en tamaño está en el otro, compensándose el sentido de la variación de la tensión de
salida de la primera transición con el de la segunda. La Figura 2.14d muestra uno de los
posibles casos que se podrían dar asociados a esta situación, concretamente aquél en el









(a) Plot de contorno Vbias−Vout correspondiente
a la conexión en serie de cuatro RTDs, donde los














(c) Plot de contorno asociado a las situaciones en
las que los factores de área menores se correspon-








(d) Plot de contorno asociado a las situaciones
en las que los dos RTDs de menor tamaño están
uno en la carga y otro en el driver.
Figura 2.14: Principio de operación MML. Explicación a través de plots de contornos y
curvas de carga.
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Al igual que ocurre en el caso del MOBILE, es posible añadir funcionalidad lógica a
los circuitos MML con una etapa de entrada colocada en paralelo con el driver o la carga,
como se analizará en las secciones siguientes. Para garantizar un funcionamiento correcto
en DC, las estructuras MML con etapas de entrada han de verificar las mismas propiedades
que en el caso de las basadas en MOBILE, esto es, una propiedad de evaluación correcta
de la señal de entrada y otra que garantice que el nivel lógico de salida no cambie aunque
varíe la señal de entrada cuando la tensión de alimentación se encuentra a nivel alto. Para
estructuras MOBILE, en las que se deben garantizar dos soluciones de la tensión de salida,
dicha propiedad se conoce como biestabilidad, en el caso de estructuras multivaluadas la
denominaremos multiestabilidad [87, 88].
2.3 Estructuras ternarias
Las estructuras ternarias representan el caso más simple de circuitos multivaluados.
Esta sección presenta las bases para su análisis estático, bases que pueden extrapolarse a
configuraciones con un mayor número de niveles lógicos. Realizaremos un estudio detallado
del comportamiento estático del inversor de ternario y obtendremos las relaciones entre
los parámetros del mismo que van a garantizar un funcionamiento correcto. Este análisis
puede extenderse fácilmente a estructuras ternarias que implementen otras funciones
lógicas, como es el caso de las puertas NMIN y NMAX.
2.3.1 El inversor ternario
La Figura 2.15a muestra el circuito correspondiente a un inversor ternario. Está for-
mado por la conexión en serie de dos NDRs, el load (NDRL) con RTDB y RTDA y
el driver (NDRD) con un transistor en paralelo a dos RTDs en serie, RTDZ y RTDY .
Ambos NDRs tienen una característica tensión corriente con dos picos y dos valles. Los
puntos críticos de la característica I-V de NDRD están modulados por el efecto que la
tensión de entrada tiene sobre la corriente que circula por el transistor. Sin pérdida de
generalidad supondremos que fZ < fY y fB < fA.
El circuito debe funcionar de manera que se verifiquen las propiedades de evaluación
y multiestabilidad previamente descritas, lo que requiere el dimensionado adecuado de los
dispositivos que lo forman. La Figura 2.15b ilustra la operación del circuito. Se ha obtenido
mediante simulación HSPICE utilizando RTDs con características I -V lineales a tramos.
En estas simulaciones la tensión de entrada varía entre 0V y 0.65V , la de alimentación
























(b) Propiedad de evaluación y multiestabilidad: formas de
onda de las tensiones de entrada, alimentación y salida.
Figura 2.15: Inversor ternario.
0.6, y FF = 8. Como puede observarse, la evaluación se está realizando de forma correcta
dado que se verifica la funcionalidad lógica correspondiente al inversor ternario. Además,
cuando la tensión de entrada varía y la señal de reloj está a nivel alto, no existe variación
en el nivel lógico de la salida.
Propiedad de evaluación
Las condiciones que deben cumplirse para una correcta evaluación pueden derivarse





tivamente, a los tres niveles de tensión de entrada, esto es, bajo (0), medio (1) y alto
(2). Los niveles de tensión de alimentación alto y bajo son V Hbias y V
L
bias respectivamente.
Supongamos, en primer lugar, que Vin = V Lin. La Figura 2.16a muestra la curva de carga
correspondiente a dos valores de la tensión de alimentación. Para que la salida tome un
valor lógico alto es necesario que ambos RTDs del driver conmuten. El primero en hacerlo
(transición marcada con “1” en la Figura 2.16b) es el RTD de menor tamaño, RTDZ y se
produce cuando la intensidad de la carga se hace igual a la intensidad del primer pico del
driver (curva roja en la Figura 2.16a). La primera relación entre parámetros del circuito
será por tanto:
fZIp + FF · IT [V Lin, V fZ ,fYp1 ] < fBIp (2.22)
La segunda transición tiene lugar cuando la intensidad que circula por la carga alcanza










































(e) Plot de contorno Vbias− Vout para Vin = VMin
en los casos en los que el primer RTD en conmu-









(f) Plot de contorno Vbias − Vout para Vin = VMin
en los casos en los que el primer RTD en conmu-
tar es RTDB .
Figura 2.16: Inversor ternario. Evaluación.
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el valor de la intensidad del segundo pico de la curva del driver (marcada con “2” en la
curva roja de la Figura 2.16a). De esta manera, como se observa en el plot de contorno de
la tensión de salida frente a la de alimentación (Figura 2.16b), ambas transiciones van a
hacer que el ’continuo’ de soluciones de la tensión de salida (marcado con línea discontinua
roja) vaya creciendo hasta alcanzar el nivel lógico alto (marcado con “F”). De igual forma
se puede obtener una segunda relación dada por:
fY Ip + FF · IT [V Lin, V fZ ,fYp2 ] < fBIp (2.23)
Un razonamiento análogo se puede emplear cuando a la entrada se le aplica un nivel
lógico alto, Vin = V Hin . Ambas transiciones se deben a los dos RTDs de la carga, RTDB
y RTDA, dado que es necesario que la tensión de salida alcance un nivel lógico bajo. La
primera de las transiciones, marcada con “1” en las Figuras 2.16c y 2.16d, es debida al
RTD de menor factor de área, RTDB y se origina cuando la intensidad del driver alcanza
el primer pico de la carga. La desigualdad obtenida es:
fZIp + FF · IT [V Hin , V fZ ,fYp1 ] > fBIp (2.24)
La segunda transición ocurre al conmutar RTDA, cuando la intensidad del driver
alcanza el segundo pico (marcado con “2” en la curva roja de la Figura 2.16d), y fuerza
a que el nivel de salida permanezca bajo (marcado con “F” en el plot de contorno de la
Figura 2.16d). La relación obtenida es:
fZIp + FF · IT [V Hin , V fZ ,fYp1 ] > fAIp (2.25)
El caso correspondiente a un nivel de tensión media, Vin = VMin , es algo diferente a
los anteriores, ya que existen dos posibilidades de que la salida alcance un nivel lógico
medio. Esto es, un RTD de cada NDR tiene que conmutar (los dos con menor factor de
área), pero el orden en el que lo hagan es indiferente. En primer lugar consideraremos el
caso en el que RTDZ conmuta primero y luego lo hace RTDB (Figura 2.16e). Siguiendo
un razonamiento análogo al anterior, se obtiene el siguiente par de relaciones:
fZIp + FF · IT [VMin , V fZ ,fYp1 ] < fBIp (2.26)
fY Ip + FF · IT [VMin , V fZ ,fYp2 ] > fBIp (2.27)
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La situación complementaria es aquella en la que el primer RTD en conmutar esRTDB,
como muestra la Figura 2.16f. En este caso, las ecuaciones obtenidas para garantizar una
evaluación correcta son:
fZIp + FF · IT [VMin , V fZ ,fYp1 ] > fBIp (2.28)
fZIp + FF · IT [VMin , V fZ ,fYp1 ] < fAIp (2.29)
Propiedad de multiestabilidad
Los problemas de multiestabilidad proceden de la desaparición de uno (o más) de los
estados estables cuando Vbias = V Hbias. Dado que estamos usando representaciones lineales a
tramos de la característica conjunta de dos RTDs en serie, el estudio de la multiestabilidad
es más simple que el realizado para circuitos binarios en el Apartado 2.1 [89, 87, 88, 90].
El comportamiento en DC del inversor ternario está gobernado por la siguiente expre-
sión:
gL[Vbias − Vout] = gD[Vout] + FF · IT [Vin, Vout] (2.30)
La Figura 2.17a muestra la curva de carga de un circuito dimensionado correctamente
en el que la entrada se ha fijado a nivel alto. En ella se han señalado las dos soluciones
asociadas al nivel lógico alto de la salida, que indican que, para este caso, se preserva la
multiestabilidad. Para que esto se verifique, la intensidad del primer pico de la carga ha
de estar por encima de la corriente del driver para una tensión igual a V Hbias − V
fB ,fA
p1 .
Adicionalmente, el plot de contorno de la tensión de salida frente a la de entrada propor-
ciona información acerca de lo que ocurre cuando se varía la tensión de entrada con la
tensión de alimentación en su nivel alto. La Figura 2.17b muestra el plot Vin − Vout para
una estructura correctamente dimensionada. Se puede comprobar cómo un incremento de
la tensión de entrada no provoca variaciones sustanciales en la tensión de salida.
La Figura 2.17c muestra la curva de carga para un inversor ternario que presenta
problemas de multiestabilidad. En dicha curva, en la que Vin = V Hin , se observa cómo han
desaparecido las soluciones asociadas al nivel lógico alto. A partir del plot de contorno de





































(e) Curva de carga para Vin = V Lin.
Figura 2.17: Inversor ternario. Multiestabilidad (I).
































(d) Situación descrita en la relación 2.36.
Figura 2.18: Inversor ternario. Multiestabilidad (II). Curvas de carga para Vin = VMin .
al alto, la salida cae al nivel medio (marcado en la Figura 2.17c). Por tanto, la relación
entre intensidades requerida es:
gD[V
H




bias − V fB ,fAp1 ] < fBIp (2.31)
Por otro lado, cuando la entrada desciende desde V Hin hasta V
L
in , el razonamiento es
similar al anterior. Con objeto de garantizar dos soluciones distintas se ha de verificar que
la primera intensidad de pico del driver se sitúe por encima de la corriente de la carga para
una tensión igual a V Hbias− V
fZ ,fY
p1 , como muestra la Figura 2.17e. Con todo lo anterior se
puede obtener una nueva relación entre los parámetros del circuito:
fZIp + FF · IT [V Lin, V fZ ,fYp1 ] > gL[V
H
bias − V fZ ,fYp1 ] (2.32)
De los casos en los que la entrada varía desde el nivel bajo al medio o del alto al medio
obtendremos un nuevo par de relaciones. La primera expresión proviene de forzar que la
intensidad del primer pico de la carga esté por encima de la del driver en V Hbias − V
fB ,fA
p1
(para Vin = VMin ), como se muestra en la Figura 2.18a. Esta restricción, que garantiza el









bias − V fB ,fAp1 ] < fBIp (2.33)
La segunda relación proviene de la situación en la que la salida baja del nivel lógico
alto al medio. En ese caso se ha de imponer que la intensidad del primer pico del driver




p1 . En la Figura 2.18b
se muestra gráficamente dicha condición, que se formula:
fZIp + FF · IT [VMin , V fZ ,fYp1 ] > gL[V
H
bias − V fZ ,fYp1 ] (2.34)
Analizando las expresiones 2.31 a 2.34 observamos que las ecuaciones 2.31 y 2.32 son
más restrictivas que 2.33 y 2.34, respectivamente. Finalmente obtendremos un nuevo par
de expresiones cuando la tensión de entrada cambia partiendo del nivel lógico medio. En
primer lugar, cuando la entrada conmuta al nivel bajo, se ha de imponer que la intensidad
del segundo pico del driver esté por encima de la de la carga en V Hbias−V
fZ ,fY
p2 . La Figura
2.18c muestra la curva de carga empleada en analizar este caso. La expresión obtenida es:
fY Ip + FF · IT [V Lin, V fZ ,fYp2 ] > gL[V
H
bias − V fZ ,fYp2 ] (2.35)
Por último, cuando la tensión sube al nivel lógico alto se ha de garantizar, como se
muestra en la Figura 2.18d, que la intensidad del segundo pico de la carga esté por encima
de la del driver en V Hbias − V
fB ,fA
p2 . La relación que se deriva es:
gD[V
H




bias − V fB ,fAp2 ] < fAIp (2.36)














fAIp − gD[V Hbias − V
fB ,fA
p2 ]




es válida independientemente de los valores de los factores de área, dado que el primer
cociente es siempre menor que la unidad y el segundo mayor que uno1. Empleando un
razonamiento análogo, podemos comprobar que la expresión 2.32 es más restrictiva que
2.35.
Con todo esto, podemos concluir que las relaciones 2.31 y 2.32 (correspondientes a las
transiciones 0 → 2 y 2 → 0) son las que definen las condiciones de multiestabilidad del
1dado que en este caso fAIp − gD[V Hbias − V
fB ,fA
p2 ] > fBIp − gD[V Hbias − V
fB ,fA
p1 ], siempre que fA > fB










Figura 2.19: Obtención de la región de operación correcta en DC para un inversor ternario
con ∆1 = 0.01 y fZ = 0.6. Las líneas rojas y azules representan máximos y mínimos de
FF .
circuito. Esto concuerda con lo que podría deducirse viendo cómo evolucionan los plots
de contorno de Vin − Vout al pasar de estructuras bien dimensionadas a otras que no lo
están.
Validación de los resultados obtenidos
Para verificar la bondad del estudio teórico realizado, hemos comparado estos resul-
tados con simulaciones HSPICE. En ellas, se han considerado tanto las características
lineales a tramos, como las no lineales para cada RTD individual. Se han usado como
niveles de entrada V Lin = 0V , V
M
in = 0.3V y V
H
in = 0.65V . La tensión de alimentación
toma valores comprendidos entre V Lbias = 0V y V
H
bias = 1.75V . Para visualizar la región de
funcionamiento correcto de la estructura estudiada y dado el gran número de parámetros
presentes, hemos constreñido algunos de ellos. En particular hemos definido la variable
∆1 como la diferencia entre fY y fZ , y fA y fB, ∆1 = fY − fZ = fA − fB, y la variable
∆2 = fB − fY .
La Figura 2.19 muestra la región de funcionamiento correcto para un inversor ternario
con ∆1 = 0.01 y fZ = 0.6 (sombreada). Las líneas de color rojo representan los límites
asociados a valores máximos del factor de forma, mientras que las azules se corresponden
con los mínimos. Se muestran las condiciones más restrictivas asociadas a la evaluación
(en trazo continuo) y a la multiestabilidad (en trazo discontinuo). Se puede observar cómo
al exigir la propiedad de multiestabilidad se está limitando la región de operación correcta
en DC con respecto a la que se obtendría considerando exclusivamente la evaluación.
En las Figuras 2.20a a 2.20c, se representa (en color gris y delimitada por líneas
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negras continuas) la región formada por pares de puntos (FF,∆2) que garantizan un
funcionamiento correcto, obtenida empleando nuestro análisis teórico. Los valores de ∆1
se han fijado a 0.01, 0.08 y 0.15, respectivamente, y fZ = 0.6. La línea azul disconti-
nua muestra los límites de la región obtenida tras realizar las simulaciones en HSPICE
empleando RTDs con característica lineal a tramos. Adicionalmente, se han validado los
resultados a partir de simulaciones empleando el modelo LOCOM del RTD, representando
con triángulos algunos puntos de los límites de la región de funcionamiento correcto.
Nótese la concordancia existente entre los resultados obtenidos de forma teórica y por
simulación, tanto con los modelos del RTD de LOCOM, como con los lineales a tramos.
Se puede observar que la región de funcionamiento correcto se estrecha al aumentar ∆1.
Para ∆1 > 0.15 no hay inversores ternarios que funcionen correctamente para este valor
defZ .
En las Figuras 2.20d y 2.20e se muestra el efecto de la reducción de fZ : al aumentar el
valor de dicho parámetro, se ensancha la región de operación correcta. En la Figura 2.20f
se muestran diferentes regiones cuando ∆1 = ∆2 = ∆ para valores de fZ = {0.5, 1, 1.5}.
Por último, en las Figuras 2.20g y 2.20h hemos permitido que las diferencias de área entre
RTDs en el driver y en la carga no sean iguales. En estas figuras se representan pares de
puntos (∆1D, FF ) y (∆1L, FF ) para los que la operación es correcta, donde ∆1D = fY −fZ
y ∆1L = fA − fB, (para ∆2 = 0.1). Los valores más pequeños de ∆1L originan regiones
más estrechas de operación, mientras que al incrementar ∆1D se obtienen regiones más
grandes.
El efecto de la variación de la tensión de pico sobre la región de operación correcta
se muestra en las Figuras 2.21a y 2.21b, para tensiones de pico VP = 0.15 y VP = 0.24,
fijando ∆1 = 0.01 y fZ = 0.6. Se puede comprobar cómo al aumentar la tensión de
pico, la región se va reduciendo. Por último, la Figura 2.21c aporta información acerca de
cómo varía la región de funcionamiento cuando modificamos la densidad de corriente de
pico (en este caso, en el plano ∆ − FF ). Al aumentar jP la región se va ensanchando y
desplazando en el sentido opuesto al de las agujas del reloj. Hemos incluido también los
resultados obtenidos con HSPICE empleando RTDs con modelo de LOCOM (marcados
con triángulos y círculos), lo que permite contrastar los resultados teóricos.
La metodología de diseño desarrollada es independiente de la tecnología empleada. Pa-
ra comprobarlo, hemos calculado las regiones de funcionamiento en DC que se obtendrían
al cambiar los modelos de RTD y transistor, empleando para ello los propuestos en [53].
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(a) Área de operación correcta en DC
FF vs ∆2 = fB − fY para ∆1 = fA −
fB = fY − fZ = 0.01 y fZ = 0.6.
∆2
FF







(b) Ídem 2.20a con ∆1 = 0.08.
∆2
FF







(c) Ídem 2.20a con ∆1 = 0.15.
∆2
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(f) Región de operación correcta en













(g) Región FF vs ∆1D = fY −fZ para












(h) Región FF vs ∆1L = fA−fB para
∆1D = fY −fZ = 0.1, 0.15, 0.20 y∆2 =
0.1.
Figura 2.20: Regiones de operación correcta del inversor ternario. Las líneas negras
delimitan la región obtenida de forma teórica y la línea azul discontinua y los triángulos











(a) Región de funcionamiento correcto (∆2, FF )
para VP = 0.15.
∆2
FF






(b) Región de funcionamiento correcto (∆2, FF )
para VP = 0.24.
∆2
FF













(c) Efecto de la variación de jP . Región de funcionamiento
correcto para jP = 18, 42, 66KA/cm2.
Figura 2.21: Inversor ternario. Efecto de la variación de la tensión de pico y de la densidad
de corriente de pico para D1 = 0.01 y fZ = 0.6.
La curva I-V del nuevo RTD se muestra en la Figura 2.22a, y se caracteriza por tener una
densidad de corriente de pico de 9 · 104A/cm2 y una relación entre las corrientes de pico
y valle igual a PV CR = 5.5. El transistor tiene una longitud de canal de 0.7µm y una
tensión umbral Vth = −0.05V . La Figura 2.22b muestra su curva IDS − VDS del mismo
para diferentes valores de VGS .
La Figura 2.22c muestra la región de funcionamiento correcto en DC para la configu-
ración de la Figura 2.20a (fZ = 0.6 y ∆1 = 0.01) obtenida a partir de las expresiones
extraídas en esta sección. En la gráfica hemos incluido puntos obtenidos a partir de
simulación HSPICE empleando los modelos de RTD y transistor anteriormente descritos.
Como se puede comprobar, existe también una correspondencia muy buena entre los
límites teóricos obtenidos a partir de las expresiones que emplean RTDs con característica
I-V lineal a tramos y los obtenidos por simulación HSPICE. La Figura 2.22d repite el







V = VGS 0
V = VGS 0.1
V = VGS 0.2
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V = VGS 0
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(c) Región de funcionamiento correcto (∆2, FF )




(d) Región de funcionamiento correcto (∆2, FF )
para ∆1 = 0.5 y fZ = 4.
Figura 2.22: Inversor ternario. Región de funcionamiento correcto en DC cambiando los
modelos de RTD y transistor por los descritos en [51].
experimento con fZ = 4 y ∆1 = 0.5.
2.3.2 Puertas NMIN-NMAX
El análisis desarrollado puede extenderse a puertas más complejas. Hemos considerado
dos estructuras ternarias de dos entradas que implementan funciones útiles en el procesa-
miento lógico multivaluado: las funciones mínimo (MIN) y máximo (MAX), cuyo circuito
se muestra en la Figura 2.23. Usando la metodología anterior, derivaremos las expresiones
que definen sus regiones de operación correcta.
En la Tabla 2.2 se define la funcionalidad lógica de una puerta MIN (MAX) negada,
NMIN (NMAX), de dos entradas. Las Figuras 2.24a y 2.24b muestran las formas de onda
correspondientes a las entradas y salida de puertas NMIN y NMAX, respectivamente.
















Figura 2.23: Puerta NMIN/NMAX.
NMIN(NMAX) 0 1 2
0 2 (2) 2 (1) 2 (0)
1 2 (1) 1 (1) 1 (0)
2 2 (0) 1 (0) 0 (0)
Tabla 2.2: Funcionalidad lógica de la puerta NMIN (NMAX).
NMIN(NMAX) 0 1 2
0 Z→Y (Z→Y) Z→Y (Z→B) Z→Y (B→A)
1 Z→Y (Z→B) Z→B (Z→B) Z→B (B→A)
2 Z→Y (B→A) Z→B (B→A) (B→A)(B→A)
Tabla 2.3: Secuencias de conmutación de RTDs en una puerta NMIN (NMAX).
La Tabla 2.3 resume las secuencias de conmutación de los RTDs (1o → 2o) que,
en la estructura propuesta, permiten implementar la funcionalidad deseada para
cada par de entradas. Por ejemplo, cuando ambas entradas toman el nivel lógico
’0’ ha de conmutar RTDZ y luego RTDY . Siguiendo el mismo razonamiento que
para derivar las condiciones correspondientes al inversor ternario, obtenemos las
expresiones descritas a continuación:
Entradas→ (0, 0)













Figura 2.24: Formas de onda correspondientes de las entradas (azul), reloj (negro) y
salida (rojo).
fZIp + 2FF · IT [V Lin, V
fZ ,fY
p1 ] < fBIp ← RTDZ (2.38)
fY Ip + 2FF · IT [V Lin, V
fZ ,fY
p2 ] < fBIp ← RTDY (2.39)
Entradas→ (0, 1)
fZIp + FF · IT [V Lin, V
fZ ,fY




p1 ] < fBIp ← RTDZ (2.40)
fY Ip + FF · IT [V Lin, V
fZ ,fY




p2 ] < fBIp ← RTDY (2.41)
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Entradas→ (0, 2)
fZIp + FF · IT [V Lin, V
fZ ,fY




p1 ] < fBIp ← RTDZ (2.42)
fY Ip + FF · IT [V Lin, V
fZ ,fY




p2 ] < fBIp ← RTDY (2.43)
Entradas→ (1, 1)
fZIp + 2FF · IT [VMin , V
fZ ,fY
p1 ] < fBIp ← RTDZ (2.44)
fY Ip + 2FF · IT [VMin , V
fZ ,fY
p2 ] > fBIp ← RTDB (2.45)
Entradas→ (1, 2)
fZIp + FF · IT [VMin , V
fZ ,fY




p1 ] < fBIp ← RTDZ (2.46)
fY Ip + FF · IT [VMin , V
fZ ,fY




p2 ] > fBIp ← RTDB (2.47)
Entradas→ (2, 2)
fZIp + 2FF · IT [V Hin , V
fZ ,fY
p1 ] > fBIp ← RTDB (2.48)
fZIp + 2FF · IT [V Hin , V
fZ ,fY
p1 ] > fAIp ← RTDA (2.49)
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in , es posible simplificar el conjunto
de ecuaciones ya que las expresiones 2.39, 2.41, 2.43 y 2.49 son más restrictivas que las
relaciones 2.38, 2.40, 2.42 y 2.48, respectivamente. Además, es necesario asegurar que todos
los valores máximos de FF están por encima de los mínimos, de modo que obtendremos















Aplicando un razonamiento análogo, se obtienen las siguientes expresiones para la
puerta NMAX:
Entradas→ (0, 0)
fZIp + 2FF · IT [V Lin, V
fZ ,fY
p1 ] < fBIp ← RTDZ (2.51)
fY Ip + 2FF · IT [V Lin, V
fZ ,fY
p2 ] < fBIp ← RTDY (2.52)
Entradas→ (0, 1)
fZIp + FF · IT [V Lin, V
fZ ,fY




p1 ] < fBIp ← RTDZ (2.53)
fY Ip + FF · IT [V Lin, V
fZ ,fY




p2 ] > fBIp ← RTDB (2.54)
Entradas→ (0, 2)
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fZIp + FF · IT [V Lin, V
fZ ,fY




p1 ] > fBIp ← RTDB (2.55)
fZIp + FF · IT [V Lin, V
fZ ,fY




p1 ] > fAIp ← RTDA (2.56)
Entradas→ (1, 1)
fZIp + 2FF · IT [VMin , V
fZ ,fY
p1 ] < fBIp ← RTDZ (2.57)
fY Ip + 2FF · IT [VMin , V
fZ ,fY
p2 ] > fBIp ← RTDB (2.58)
Entradas→ (1, 2)
fZIp + FF · IT [VMin , V
fZ ,fY




p1 ] > fBIp ← RTDB (2.59)
fZIp + FF · IT [VMin , V
fZ ,fY




p1 ] > fAIp ← RTDA (2.60)
Entradas→ (2, 2)
fZIp + 2FF · IT [V Hin , V
fZ ,fY
p1 ] > fBIp ← RTDB (2.61)
fZIp + 2FF · IT [V Hin , V
fZ ,fY
p1 ] > fAIp ← RTDA (2.62)
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Al igual que en el caso de las puertas NMIN, se ha simplificado el conjunto de relaciones
al eliminar las condiciones 2.51, 2.55, 2.59 y 2.61 y se han derivado las restricciones que














Las expresiones 2.50 y 2.63 muestran que no es posible implementar las funciones
NMIN y NMAX con la misma topología de circuito y los mismos valores de tensión
asociados a los niveles lógicos de la entrada. En la tecnología que estamos considerando,
se ha resuelto empleando transistores de empobrecimiento para las puertas NMIN y de
enriquecimiento para las NMAX, de forma que las expresiones 2.50 y 2.63 dejen de ser
mutuamente excluyentes.
Condiciones de multiestabilidad
El estudio de la propiedad de multiestabilidad en las puertas NMIN y NMAX es similar
al realizado para el inversor ternario (Apartado 2.3.1), con la única diferencia de que en
este caso existen dos tensiones de entrada. El problema de la multiestabilidad se reduce al
estudio de dos posibles fuentes de funcionamiento incorrecto. La primera, cuando ambas
tensiones de entrada suben hasta alcanzar el nivel alto. En esta situación podría ocurrir
que la intensidad del primer pico del NDR load estuviera por debajo de la corriente del
driver en V Hbias − V
fB ,fA
p1 , de forma que no habría soluciones asociadas el nivel lógico alto
de la salida (ver Figura 2.25a). En este caso, si aumentamos las entradas desde el nivel
bajo al alto, el nivel de salida cae a un nivel inferior, como muestra la Figura 2.25b. La











p1 ] < fBIp (2.64)
Las Figuras 2.25c y 2.25d muestran la situación complementaria en la que los niveles de
entrada están a nivel bajo y la primera intensidad del pico del NDR driver está por debajo
de la corriente que circula por el NDR load. Por tanto, cuando ambas entradas decrezcan
desde el nivel alto al bajo, la salida no podrá mantener su valor lógico y conmutará a un

















(b) Plot Vin − Vout para una estructura
dimensionada incorrectamente dado que














(d) Plot Vin − Vout para una estructura
dimensionada incorrectamente dado que
la salida no se mantiene a nivel bajo.
Figura 2.25: Curvas de carga y plots Vin − Vout para las puertas NMIN/NMAX.
fZIp + 2FF · IT [V Lin, V
fZ ,fY






La Figura 2.26 muestra diferentes regiones teóricas de funcionamiento correcto. Así
mismo, hemos incluido resultados de simulaciones HSPICE empleando los modelos del
RTD y HFET de LOCOM [54] (las tensiones umbral de los transistores son −0.4V para
el de empobrecimiento y 0.15V para el de enriquecimiento). Los niveles de tensión para
el reloj y las entradas son V Hbias = 1.75V , V
L
bias = 0V , V
H
in = 0.65V , V
M
in = 0.3V y






















(a) Puerta NMAX. Región de operación correcta
en DC FF −∆2 para diferentes valores de ∆1D
con fZ = 3 y ∆1L = 0.1. Los símbolos (o,N, x)
















(b) Puerta NMIN. Región de operación correcta
en DC FF −∆2 para diferentes valores de ∆1D
















(c) Puerta NMIN. Región de operación correcta
















(d) Puerta NMIN. Región de operación correcta
en DC FF −∆2. Efecto de la variación de Vp(II).
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(e) Puerta NMIN. Región de operación correcta
en DC FF −∆2. Efecto de la variación de jp(I).
2















(f) Puerta NMIN. Región de operación correcta
en DC FF −∆2. Efecto de la variación de jp(II).
Figura 2.26: Puertas NMIN/NMAX. Regiones de operación correcta.
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V Lin = −0.2V . Con objeto de reducir el número de parámetros que se pueden modificar,
hemos definido ∆1D y ∆1L como la diferencia entre los factores de área de los RTDs del
NDR driver y el load, respectivamente, y ∆2 como la diferencia entre el factor de área
más pequeño del load y el mayor del driver, esto es, ∆1D = fY − fZ y ∆1L = fA − fB.
La Figura 2.26a muestra una comparación entre los resultados obtenidos de forma
teórica y los proporcionados por HSPICE para una puerta NMAX en el plano FF -∆2
variando ∆1D = {0.05, 0.20, 0.35}, con fZ = 3 y ∆1L = 0.01. Los símbolos (o,N, x)
representan los puntos obtenidos por simulación HSPICE y demuestran la correspondencia
existente entre éstos y los resultados teóricos. La Figura 2.26b representa la región de
funcionamiento correcto (en el plano FF -∆2) de una puerta NMIN para diferentes valores
de ∆1D cuando fZ = 3 y ∆1L = 0.01.
También hemos analizado el efecto al variar algunos parámetros del RTD. En primer
lugar hemos modificado la tensión de pico del RTD con respecto al proporcionado por
la tecnología LOCOM (fijando fZ = 3, ∆1L = 0.2 y ∆1L = 0.01). Las Figuras 2.26c y
2.26d muestran la región obtenida para una puerta NMIN cuando la tensión de pico vale
VP = 0.20V y VP = 0.24V , respectivamente. Podemos observar un estrechamiento de la
misma a medida que vamos incrementando el valor de la tensión de pico. El efecto de
la variación de la densidad de corriente de pico del RTD se ilustra en las Figuras 2.26e
y 2.26f. En ellas se muestra la región de operación correcta para dos valores de dicho
parámetro (jP = 18KA/cm2 y jP = 30KA/cm2). Hemos obtenido por simulación, para
las condiciones del experimento, un valor crítico de jP = 11KA/cm2 por debajo del cual
no existe región de funcionamiento correcto.
2.4 Estructuras cuaternarias
El análisis realizado en el apartado anterior se puede extender al estudio de estruc-
turas de N niveles basadas en MML. La Figura 2.27a muestra un inversor cuaternario,
consistente en la conexión en serie de dos NDR con características I-V de tres picos y tres
valles, como la que se representa en la Figura 2.27b. Para esta estructura supondremos la







los valores ’0’, ’1’, ’2’ y ’3’.
2.4.1 Propiedad de evaluación
Para obtener las expresiones que aseguren una correcta evaluación de la entrada,
supondremos, sin pérdida de generalidad que fZ < fY < fX y fC < fB < fA.






















(b) Característica I-V de 3 RTDs en serie
Figura 2.27: Inversor cuaternario.
La Figura 2.28a muestra la curva de carga de un inversor cuaternario cuando la entrada
es V Lin para tres valores de la tensión de alimentación. Con objeto de forzar un nivel lógico
’3’ de la tensión de salida, es necesario que los tres RTDs del driver conmuten. El primero
en hacerlo (transición marcada con "1" en la Figura 2.28a) es el RTD de menor tamaño,
RTDZ y la conmutación se da cuando la intensidad de la carga alcanza la intensidad
del primer pico del driver (curva roja en la Figura 2.28b). La primera relación entre
parámetros del circuito será por tanto:
fZIp + FF · IT [V Lin, V
fZ ,fY ,fX
p1 ] < fCIp (2.66)
La segunda transición tiene lugar cuando la intensidad de la carga alcanza al segundo
pico de la curva del driver (marcada con “2” en la Figura 2.28a). A partir de este
razonamiento se obtiene:
fY Ip + FF · IT [V Lin, V
fZ ,fY ,fX
p2 ] < fCIp (2.67)
Por último, la tercera transición se produce cuando la intensidad de la carga coincide
con la del tercer pico del driver (marcada con “3”), esto es:
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fXIp + FF · IT [V Lin, V
fZ ,fY ,fX
p3 ] < fCIp (2.68)
De esta manera, como se observa en el plot de contorno de la tensión de salida frente
a la de alimentación (Figura 2.28b), las tres transiciones van a hacer que el ’continuo’
de soluciones de la tensión de salida (marcado con línea discontinua roja) vaya creciendo
hasta alcanzar el nivel lógico ’3’ (marcado con “F”).
Un razonamiento análogo se aplica con la entrada V Hin . En este caso, las tres transi-
ciones son debidas a los RTDs de la carga, y la salida alcanzará un nivel lógico bajo. La
primera de las transiciones, marcada con “1” en las Figuras 2.28c y 2.28d se debe al RTD
de menor factor de área, RTDC y se origina cuando la intensidad del driver alcanza el
primer pico de la carga. La desigualdad obtenida resulta:
fZIp + FF · IT [V Hin , V
fZ ,fY ,fX
p1 ] > fCIp (2.69)
La segunda transición, debida al RTDB, tiene lugar cuando la intensidad del driver
alcanza el segundo pico (marcado con “2” en la Figura 2.28c). La relación entre parámetros
es:
fZIp + FF · IT [V Hin , V
fZ ,fY ,fX
p1 ] > fBIp (2.70)
La última transición se produce cuando se llega a la tercera intensidad de pico del
driver (marcado con "3" en la Figura 2.28c), y la correspondiente desigualdad es:
fZIp + FF · IT [V Hin , V
fZ ,fY ,fX
p1 ] > fAIp (2.71)
y el nivel de salida alcanzará un nivel bajo (marcado con “F” en el plot de contorno de la
Figura 2.28d).
El estudio de los niveles intermedios es algo más complejo, ya que, al igual que ocurre
con el inversor ternario, existen diferentes posibilidades para alcanzar los niveles lógicos
de salida adecuados en función del orden en que conmuten los RTDs. En el caso de una
entrada a VMin , para lograr un nivel lógico de salida correspondiente a un ’1’, es necesario
que conmuten los dos RTDs con menor factor de área de la carga y el de menor tamaño de
los del driver, esto es, RTDC , RTDB y RTDZ respectivamente. Por tanto, serán tres las
posibles combinaciones que se pueden dar en la secuencia de conmutación de los RTDs.
En la primera de ellas supondremos que RTDZ es el primero en conmutar, y que luego lo









































(e) Plot de contorno Vbias−Vout










(f) Plot de contorno Vbias−Vout









(g) Plot de contorno Vbias−Vout
para Vin = VMin (III).
Figura 2.28: Inversor cuaternario. Evaluación.
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hacen RTDC y RTDB. Esta situación viene ilustrada en la Figura 2.28e, donde se marcan
las transiciones con “1”, “2” y “3” en función del orden en el que se producen. Siguiendo
un razonamiento análogo al anterior, obtendremos:
fZIp + FF · IT [VMin , V
fZ ,fY ,fX
p1 ] < fCIp (2.72)
fY Ip + FF · IT [VMin , V
fZ ,fY ,fX
p2 ] > fCIp (2.73)
fY Ip + FF · IT [VMin , V
fZ ,fY ,fX
p2 ] > fBIp (2.74)
En el segundo caso, supondremos que la secuencia de transiciones entre RTDs viene
dada por RTDC → RTDZ → RTDB, como se ilustra en la Figura 2.28f. Por tanto, el
nuevo trío de relaciones obtenido es:
fZIp + FF · IT [VMin , V
fZ ,fY ,fX
p1 ] > fCIp (2.75)
fZIp + FF · IT [VMin , V
fZ ,fY ,fX
p1 ] < fBIp (2.76)
fY Ip + FF · IT [VMin , V
fZ ,fY ,fX
p2 ] > fBIp (2.77)
Por último, cuando la secuencia de conmutación es RTDC → RTDB → RTDZ , las
condiciones obtenidas (Figura 2.28g) son:
fZIp + FF · IT [VMin , V
fZ ,fY ,fX
p1 ] > fCIp (2.78)
fZIp + FF · IT [VMin , V
fZ ,fY ,fX
p1 ] > fBIp (2.79)
fZIp + FF · IT [VMin , V
fZ ,fY ,fX
p1 ] < fAIp (2.80)
Finalmente, para la entrada en Vin = V min , tendrán que conmutar dos RTDs del driver
y uno de la carga, esto es RTDC , RTDZ y RTDY respectivamente. De nuevo tendremos
tres posibilidades en cuanto al orden en el que van a conmutar los RTDs. En la primera
de ellas supondremos que el orden es RTDZ → RTDY → RTDC :
2.4. ESTRUCTURAS CUATERNARIAS 67
fZIp + FF · IT [V min , V
fZ ,fY ,fX
p1 ] < fCIp (2.81)
fY Ip + FF · IT [V min , V
fZ ,fY ,fX
p2 ] < fCIp (2.82)
fXIp + FF · IT [V min , V
fZ ,fY ,fX
p3 ] > fCIp (2.83)
La segunda secuencia de conmutación posible es RTDZ → RTDC → RTDY :
fZIp + FF · IT [V min , V
fZ ,fY ,fX
p1 ] < fCIp (2.84)
fY Ip + FF · IT [V min , V
fZ ,fY ,fX
p2 ] > fCIp (2.85)
fY Ip + FF · IT [V min , V
fZ ,fY ,fX
p2 ] < fBIp (2.86)
El último trío de relaciones entre parámetros se obtiene cuando el orden en el que
conmutan los RTDs es RTDC → RTDZ → RTDY :
fZIp + FF · IT [V min , V
fZ ,fY ,fX
p1 ] > fCIp (2.87)
fZIp + FF · IT [V min , V
fZ ,fY ,fX
p1 ] < fBIp (2.88)
fY Ip + FF · IT [V min , V
fZ ,fY ,fX
p2 ] < fBIp (2.89)
Tras obtener el conjunto de relaciones que rigen la evaluación de la entrada, vamos a





p2 ] < IT [Vin, V
fZ ,fY ,fX
p3 ], podremos obtener un máximo (para el caso Vin =
V Lin) y un mínimo (cuando Vin = V
H
in ) globales de FF . Se puede comprobar en las
expresiones 2.66 a 2.68, que la condición 2.68 proporciona el máximo más restrictivo
para el factor de forma. En el caso de Vin = V Hin (expresiones 2.69 a 2.71), el mínimo
global del factor de forma lo proporciona la expresión 2.71.
Los conjuntos de expresiones obtenidas para cada una de las secuencia de conmutación










(a) Curva de carga para el caso en el que la








(b) Curva de carga para el caso en el que la
entrada decrece desde V Hin a V Lin.
Figura 2.29: Inversor cuaternario. Multiestabilidad.
desigualdades quedándonos sólo con las menos restrictivas. Comenzando por el caso en
el que Vin = V min , se puede verificar que existen tres condiciones asociadas a un mínimo
de FF , esto es, las expresiones 2.83, 2.85 y 2.87, siendo la menos restrictiva la última de
ellas. Las seis relaciones restantes representan un máximo del factor de forma, siendo el
máximo global el determinado por la expresión 2.82. Por último, cuando Vin = VMin , se
puede seguir un razonamiento similar al anterior para deducir que el máximo y el mínimo
de este conjunto de relaciones vienen dados por las expresiones 2.72 y 2.79 respectivamente.
2.4.2 Propiedad de multiestabilidad
El análisis de la propiedad de multiestabilidad del inversor cuaternario requiere estu-
diar lo que ocurre cuando se incrementa la tensión de entrada desde V Lin a V
H
in y cuando se
decrementa desde V Hin a V
L
in. La Figura 2.29a muestra la curva de carga para Vin = V
H
in ,
en la que se observa que para que existan soluciones asociadas al nivel lógico ’3’ de la
salida, la primera intensidad de pico de la carga ha de ser mayor que la intensidad del
driver alrededor de V Hbias − V
fC ,fB ,fA
p1 . Esto nos lleva a que:
gD[V
H




bias − V fC ,fB ,fAp1 ] < fCIp (2.90)
Finalmente, cuando la entrada pasa de V Hin a V
L
in, el razonamiento es análogo al
anterior, y la primera intensidad de pico del driver debe estar por encima de la corriente
de la carga para una tensión V fZ ,fY ,fXp1 (Figura 2.29b). Para ello:
fZIp + FF · IT [V Lin, V fZ ,fY ,fXp1 ] > gL[V
H
bias − V fZ ,fY ,fXp1 ] (2.91)







0.05 0.1 0.15 0.2
FF
(a) Área de operación correcta en DC
FF vs ∆1 = fA − fB = fB − fC =
fX − fY = fY − fZ para ∆2 = fC −






0.05 0.1 0.15 0.2
∆2=0.30
FF






0.05 0.1 0.15 0.2
FF
∆2=0.35
(c) Ídem 2.30a con ∆2 = 0.35.
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(e) Ídem 2.30d con ∆1 = 0.075 .
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(h) Ídem 2.30g con fZ = 1.2.
Figura 2.30: Inversor cuaternario. Regiones de operación correcta.
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2.4.3 Validación de los resultados obtenidos
A partir de las relaciones 2.66 a 2.91 es posible determinar regiones de operación
correcta. Supondremos que V Lin = 0V , V
m
in = 0.2V , V
M
in = 0.4V y V
H
in = 0.65V . Los niveles
de tensión de alimentación alto y bajo serán 3V y 0V respectivamente. Las Figuras 2.30a
a 2.30c muestran dichas zonas en el plano FF -∆1, siendo ∆1 = fA − fB = fB − fC =
fX − fY = fY − fZ para diferentes valores ∆2 = fC − fX y fZ = 1.0. Como se puede
observar, a medida que se incrementa el valor de la separación entre el menor RTD de
la carga y el mayor del driver, las regiones de operación se hacen más pequeñas. La
representación del factor de forma frente a ∆2 se muestra en las Figuras 2.30d a 2.30f.
Por último, el efecto de la variación de fZ se ilustra en las Figuras 2.30g y 2.30h, donde
se han incluido, además, resultados de simulación con HSPICE que muestran la bondad
de la aproximación. Al aumentar el valor de fZ , la región de funcionamiento correcto se
incrementa, al igual que ocurría en el inversor ternario.
2.5 Circuitos con entradas continuas
Es posible extender el principio de operación MOBILE (y MML) a circuitos cuyas
entradas toman valores continuos. En esta sección analizaremos el funcionamiento de dife-
rentes circuitos de salida binaria (comparadores), con distintas técnicas de programación
de la tensión crítica de comparación. Posteriormente, extenderemos el análisis a salida
multivaluada, tomando como caso práctico el diseño de un comparador ternario.
2.5.1 Comparador binario de 1 bit
Hasta el momento hemos considerado el inversor binario como un circuito cuya entrada
toma uno de dos valores en los extremos del rango de tensiones de trabajo. Dado que existe
una tensión crítica que permite diferenciar los niveles lógicos de entrada, el inversor binario
puede emplearse como un comparador de un bit.
Bloque básico
El circuito de la Figura 2.31 se comporta como un inversor binario si cumple:
fDIP + FF · IT [V LIN , VP ] < fLIP (2.92)
fDIP + FF · IT [V HIN , VP ] > fLIP (2.93)







Figura 2.31: Bloque básico. Esquemático.
De las expresiones anteriores, podemos deducir que existe un valor crítico de la tensión
de entrada que decide si la salida toma un nivel lógico alto o bajo. Esta tensión crítica, que
llamaremos VCRIT , se puede obtener a partir de las expresiones anteriores transformando
ambas desigualdades en una única igualdad:
fDIP + FF · IT [VCRIT , VP ] = fLIP (2.94)
La expresión anterior indica que el inversor binario se puede emplear también como un
comparador de un bit. Supondremos que la frecuencia de la señal de reloj es mucho mayor
que la de la señal analógica de entrada, por lo que omitiremos el estudio de la propiedad
de biestabilidad dado que no se producirán grandes variaciones de la entrada cuando el
reloj se encuentre a nivel alto.
Bloque programable
El circuito previo posee un umbral de decisión fijo. Es posible modificar su topología
para lograr que este umbral de decisión sea configurable. En la Figura 2.32 se muestra
un bloque programable que permite seleccionar entre dos posibles valores de la tensión
crítica, VCRIT,1 y VCRIT,2.
Si comparamos esta estructura con la de un solo umbral (Figura 2.31), tan sólo difiere
en la adición de una rama en el driver, con un RTD y un transistor que actúa como
switch o conmutador binario controlado por la tensión digital VCTRL (supondremos que
este transistor es lo suficientemente ancho como para operar correctamente como switch).
El diseño de esta estructura requiere dimensionar los RTDs así como el transistor que
recibe la señal de entrada de manera que se cumplan las especificaciones marcadas por las











Figura 2.32: Bloque programable con dos tensiones críticas.
fDIP + FF · IT [VCRIT,2, VP ] = fLIP para VCTRL =′ 0′ (2.95)
(fD + fX)IP + FF · IT [VCRIT,1, VP ] = fLIP para VCTRL =′ 1′ (2.96)
Cuando la tensión de control es cero, la rama que contiene a RTDX aparece desacti-
vada, obteniendo así la condición impuesta por la tensión crítica superior (VCRIT,2,). Por
el contrario, al activarse la rama, se añade una corriente proporcional a fX , que permite
obtener la condición crítica asociada al umbral de tensión más bajo (VCRIT,1).
Los valores de los factores de área de los RTDs (fD, fL, fX) y el tamaño del transistor
(FF ) en función de las tensiones críticas, se obtienen a partir de las expresiones anteriores:
FF =
(fL − fD)IP
IT [VCRIT,2, VP ]
(2.97)
fX = (fL − fD)(1−
IT [VCRIT,1, VP ]
IT [VCRIT,2, VP ]
) (2.98)
En la Figura 2.33 se muestra el funcionamiento del comparador con un dimensio-
namiento acorde al descrito en las expresiones anteriores y calculado para la tecnolo-
gía de LOCOM. Se han seleccionado unas tensiones críticas equiespaciadas dentro del
rango de entrada considerado (V Lin = 0V , V
H





in /3. Se ha considerado que fD = 0.5 y fL = 0.8, lo que proporciona
FF = 5.62, FFX = 2 y fX = 0.17. La alimentación del circuito, VCK , toma valores entre























Figura 2.33: Formas de onda del experimento de verificación del funcionamiento del
comparador programable con dos niveles críticos seleccionables.
0V y 0.8V . En los dos primeros ciclos de reloj, la señal de entrada está por debajo de las
dos tensiones críticas, por lo que la salida está a nivel alto. En el tercer ciclo, se selecciona
VCRIT,2, por lo que, dado que la tensión de entrada es menor, la salida se corresponde
con un nivel lógico alto. En el siguiente ciclo la salida está a nivel bajo ya que se activa
la tensión crítica VCRIT,1. Finalmente, en los últimos ciclos, la entrada está siempre por
encima de las tensiones críticas, por lo que la salida siempre está a nivel bajo.
Este diseño se puede extender a un número arbitrario de umbrales. Para configurar la
tensión crítica a uno de cuatro valores posibles, por ejemplo, proponemos el diseño de la
Figura 2.34a, que cuenta con dos tensiones de control VCTRL1 y VCTRL2 asociadas a dos
ramas en las que los RTDs tienen factores de área diferentes, fX1 y fX2. Las expresiones
empleadas para describir el funcionamiento del circuito son:





























De la expresión 2.99 obtenemos la expresión del factor de forma en función de fD−fL:
FF =
(fL − fD)IP
IT [VCRIT,4, VP ]
(2.103)
Sustituyendo la expresión 2.103 en 2.100 y 2.101 obtendremos las expresiones de fX1
y fX2 en función de fL − fD:
fX1 = (fL − fD)(1−
IT [VCRIT,3, VP ]
IT [VCRIT,4, VP ]
) (2.104)
fX2 = (fL − fD)(1−
IT [VCRIT,2, VP ]
IT [VCRIT,4, VP ]
) (2.105)
Sin embargo, al incluir las expresiones 2.103, 2.104 y 2.105 en 2.102 se obtiene la
siguiente relación entre intensidades del transistor:
IT [VCRIT,4, VP ] = IT [VCRIT,1, VP ] + IT [VCRIT,2, VP ] + IT [VCRIT,3, VP ] (2.106)
Esto significa que para lograr una configuración con cuatro umbrales empleando dos
etapas de control, es necesario verificar una relación bastante restrictiva (y poco útil a
efectos de diseño) entre las tensiones críticas.
Una solución más práctica se muestra en la Figura 2.34b, donde hemos colocado una
rama adicional con un RTD con factor de área fX3. Las tensiones de control son VCTRL,1,
VCTRL,2 y VCTRL,3. El conjunto de ecuaciones que modela el comportamiento de este
circuito es ahora:




























(b) Circuito que emplea tres tensiones de control.
Figura 2.34: Bloque programable con cuatro tensiones críticas.




































A partir de las igualdades anteriores, es posible derivar las expresiones correspondientes
a los tamaños de los RTDs en las ramas asociadas a las tensiones de control, así como el
tamaño del transistor que sobre el que se aplica la tensión de entrada. Al igual que ocurre
en el caso de dos umbrales, estas expresiones dependen de la diferencia entre los tamaños




IT [VCRIT,4, VP ]
(2.111)
fX1 = (fL − fD)(1−
IT [VCRIT,3, VP ]
IT [VCRIT,4, VP ]
) (2.112)
fX2 = (fL − fD)(1−
IT [VCRIT,2, VP ]
IT [VCRIT,4, VP ]
) (2.113)
fX3 = (fL − fD)(1−
IT [VCRIT,1, VP ]
IT [VCRIT,4, VP ]
) (2.114)
Empleando este tipo de configuraciones no es necesario verificar la relación 2.106, por
lo que el diseño es más sencillo y menos restrictivo, aunque de mayor área.
Bloque calibrable
En el subapartado anterior hemos estudiado estructuras cuyas tensiones umbral se
mantienen constantes una vez se fija el valor de los factores de área de los RTDs y el factor
de forma del transistor. Para ciertas aplicaciones es interesante contar con estructuras
cuyo umbral de decisión sea calibrable a partir de una tensión de control. La Figura 2.35a
muestra la configuración que proponemos y que consiste en un inversor binario al que se
le ha añadido un transistor en paralelo (de factor de forma FFX) en cuya puerta se aplica
la tensión de control, VCTRL. La relación entre VCTRL y VCRIT es:
fDIP + FF · IT [VCRIT , VP ] + FFX · IT [VCTRL, VP ] = fLIP (2.115)
En la Figura 2.35b se ha representado cómo evoluciona la tensión crítica frente a la
de control para diferentes valores de 4 = fL − fD cuando FFX = 2.6 y FF = 2.5. Las
Figuras 2.35c y 2.35d muestran la misma representación, pero en estos casos para diferentes
valores de FFX y FF . La Figura 2.35b muestra también triángulos que representan las
soluciones obtenidas en HSPICE empleando los modelos de RTD y HFET de LOCOM,
lo que permite mostrar la bondad de la aproximación.
Una estructura alternativa se muestra en la Figura 2.36a, donde el transistor al que se
le aplica la tensión de control se sitúa en paralelo al RTD load. La expresión que relaciona
VCTRL y VCRIT para garantizar una operación correcta en DC es:






























(b) Evolución de la tensión de control
frente a la crítica para diferentes valores
de 4.



















(c) Evolución de la tensión de control fren-
te a la crítica para diferentes valores de
FFX .



















(d) Evolución de la tensión de control
frente a la crítica para diferentes valores
de FF .
Figura 2.35: Bloque calibrable con tensión de control en el driver.
fDIP + FF · IT [VCRIT , VP ] = FFX · IT [VCTRL − VP , VP ] + fLIP (2.116)
La variación de la tensión crítica frente a la de control para diferentes valores de FF ,
FFX y 4 = fL − fD se muestra en las Figuras 2.36b a 2.36d.
2.5.2 Comparador ternario
Para el inversor ternario existen dos niveles críticos. El primero de ellos, Vin = V 1CRIT ,
se corresponde con el máximo valor de la tensión de entrada que es considerada como
’0’ lógico.; el segundo nivel crítico, Vin = V 2CRIT , hace referencia al máximo valor de la






























(b) Evolución de la tensión de control
frente a la crítica para diferentes valores
de 4.

























(c) Evolución de la tensión de control fren-
te a la crítica para diferentes valores de
FFX .























(d) Evolución de la tensión de control
frente a la crítica para diferentes valores
de FF .
Figura 2.36: Bloque calibrable con tensión de control en el load.
Denominaremos zona L al rango de valores de la tensión de entrada comprendido entre
V Lin y el primer valor crítico, V
1
CRIT . La zona L dará lugar a una salida con nivel lógico ’2’.
La zona M comprende desde V 1CRIT hasta el segundo valor crítico de tensión de entrada,
V 2CRIT , originando valores lógicos de salida asociados al nivel ’1’. Por último, la zona de
funcionamiento H se extiende desde V 2CRIT hasta V
H
in y proporciona valores de salida con
nivel lógico ’0’.
El valor de V 1CRIT puede determinarse a partir de las condiciones 2.22 y 2.23, corres-
pondientes a la zona L. En este caso, el límite inferior del factor de forma se obtendrá
cuando Vin = V Lin mientras que el superior vendrá dado por la condición 2.23 (dado que
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es más restrictiva que 2.22). Para el nivel M se emplearán las relaciones 2.26 a 2.29. Las
condiciones 2.26 y 2.28 representan dos regiones contiguas dentro de la zona M, por lo que
los límites inferior y superior vendrán dados por las relaciones 2.27 y 2.29 respectivamente.
Además, 2.27 proporciona la misma relación entre parámetros que 2.23, con la salvedad
de que el signo de la desigualdad es opuesto. La frontera entre las regiones descritas por
2.23 y 2.27 permite extraer una expresión que permitirá fijar el valor de la primera tensión
crítica V 1CRIT :
fY Ip + FF · IT [V 1CRIT , V fZ ,fYp2 ] = fBIp (2.117)
Análogamente, para la región H se puede comprobar cómo la frontera con la región
M viene dada por la condición 2.25, que es más restrictiva que 2.24. La expresión que
relaciona a la segunda tensión crítica con los parámetros del circuito viene dada por:
fZIp + FF · IT [V 2CRIT , V fZ ,fYp1 ] = fAIp (2.118)
La Figura 2.37 muestra, empleando líneas continuas, el conjunto de soluciones obtenido
al tener en cuenta las tensiones críticas entre regiones de funcionamiento L,M y H a partir
de las expresiones 2.117 y 2.118. Hemos definido el parámetro Ψ = V 1CRIT −V 1CRIT,MIN =
V 2CRIT,MAX − V 2CRIT para representar la variación simétrica de los límites de la región
de operación, donde V 1CRIT,MIN y V
2
CRIT,MAX (valores mínimo de V
1
CRIT y máximo de
V 2CRIT ) se han tomado como 0.1 y 0.5 respectivamente. En la Figura 2.37a se muestra el
conjunto de pares (FF ,∆1) obtenidos al variar Ψ desde 0.2 hasta 0, considerando fZ = 0.6,
para ∆2 = 0.1, ∆2 = 0.2 y ∆2 = 0.3. Los círculos junto a las curvas se corresponden
con los resultados de simulaciones HSPICE empleando el modelo del RTD de LOCOM.
Como se puede comprobar, al aumentar ∆2 el conjunto de valores posibles disminuye
drásticamente. En las Figuras 2.37b y 2.37c se representan las zonas de funcionamiento
correcto para el caso de un comparador “uniforme” en el que la anchura Ω de las regiones
L, M y H es la misma, esto es Ω = (V Hin − V Lin)/3. La Figura 2.37b muestra el conjunto
de puntos (∆1,FF ) para diferentes valores de fZ (0.6, 1 y 1.4) cuando ∆2 varía desde
∆MIN2 = 0.1 a ∆MAX2 = 1. La Figura 2.37c muestra los pares (∆1,∆2) para los mismos
valores de fZ , cuando FF varía desde FFMIN = 1 hasta FFMAX = 20. Finalmente, la
Figura 2.37d muestra las superficies correspondientes a V 1CRIT (en azul) y V
2
CRIT (en rojo)
que aseguran un comportamiento correcto frente a FF y ∆1 cuando ∆2 = 0.1 y fZ = 0.6.
















(a) Valores posibles de FF frente a ∆1 para ∆2 =
0.1, 0.2, 0.3, marcando con puntos los resultados
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(b) FF frente ∆1 para fZ = 0.6, 1, 1.4, cuando
∆1 varía desde ∆MIN2 = 0.1 a ∆MAX2 = 1 y
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(c) Pares de puntos (∆1,∆2) para FF variando
desde FFMIN = 1 hasta FFMAX = 20 y Ω =






















(d) Planos V 1CRIT (en azul) y V 2CRIT (en rojo)
que delimitan las regiones de funcionamiento L,
M y H, cuando fZ = 0.6 y ∆2 = 0.1.
Figura 2.37: Selección de niveles críticos en el inversor ternario.
y ∆1, mientras que la región H se maximiza a partir de los valores altos de FF y bajos
de ∆1. Por último, la zona M crecerá a medida que se incrementen simultáneamente FF
y ∆1.
2.6 Conclusiones
En este capítulo se han descrito estructuras que se fundamentan en la extensión del
principio de operación MOBILE. En primer lugar, hemos analizado el diseño de circuitos
en modo diferencial tomando como ejemplo la configuración binaria más sencilla. Hemos
obtenido la región de operación correcta en DC que verifica de forma simultánea las pro-
piedades de evaluación y biestabilidad. Seguidamente hemos introducido la configuración
MOBILE simétrica (SMOBILE) como una forma alternativa de polarizar los circuitos que
permite evaluar la entrada dos veces por ciclo de reloj. Ambos conceptos se emplearon
2.6. CONCLUSIONES 81
en el diseño de un circuito diferencial SMOBILE para el que también hemos obtenido las
relaciones entre parámetros del circuito que garantizan su operación correcta en DC.
A continuación hemos extendido el estudio de circuitos con entradas binarias a dise-
ños multivaluados. Hemos analizado la forma de la característica tensión-corriente de la
conexión en serie de dos o más RTDs y derivado un procedimiento que permite obtener
sus puntos críticos (tensiones e intensidades de pico y valle) a partir de los puntos críticos
de los RTDs individuales. El análisis de circuitos multivaluados basados en el principio
de operación MML se puede simplificar mediante la aproximación lineal a tramos de la
característica I-V de la conexión serie de RTDs. Se han analizado estructuras ternarias y
cuaternarias utilizando distintos modelos de RTDs y transistores. Hemos verificado que,
en todos los casos, las regiones de funcionamiento obtenidas en nuestro estudio teórico se
corresponden muy bien con las obtenidas por simulación empleando un modelo no lineal
para los RTDs. A continuación hemos estudiado cómo afectan las variaciones en la tensión
e intensidad de pico a la región de funcionamiento correcto y mostrado que la metodología
de diseño desarrollada es independiente del modelo de RTD y transistor elegidos.
En la tercera parte de este capítulo hemos considerado que la entrada de los circuitos
basados en el principio de operación MOBILE no toma, necesariamente, un conjunto de
valores discreto. Hemos estudiado, en primer lugar, el diseño de comparadores con salida
binaria en los que se puede seleccionar el nivel de tensión crítica. Hemos descrito diferentes
arquitecturas que permiten seleccionar entre un conjunto discreto o continuo de valores
para la tensión crítica. Partiendo de las expresiones que describen el comportamiento del




Es bien conocido que se puede emular la característica I-V de los RTDs utilizando cir-
cuitos compuestos por transistores. En el Capítulo 1 ya se describió la utilización de estos
emuladores para el prototipado de ideas y técnicas de diseño con RTDs. En este capítulo
analizaremos en profundidad y validaremos experimentalmente el circuito emulador que
hemos utilizado para prototipar técnicas de diseño desarrolladas para tecnologías CMOS
con RTDs. Esta cointegración de RTDs (o RITDs) sobre substratos de silicio es, como
también ya se ha mencionado, un área de investigación muy activa en la que se están
realizando importantes contribuciones, pero que no está disponible aún comercialmente.
El capítulo se ha estructurado en seis apartados. En el Apartado 3.1 revisaremos
las distintas topologías utilizadas para implementar estructuras NDR y describiremos
la configuración elegida. Este circuito emulador, denominado MOS-NDR, está formado
exclusivamente por transistores MOS y, por tanto, se puede combinar e integrar con
otros circuitos y dispositivos en procesos estándar de fabricación CMOS. En el siguiente
apartado estudiaremos cómo dimensionar los transistores del emulador para ajustar los
puntos de interés (tensiones e intensidades de pico y valle) de su curva I-V. En el Apartado
3.3 validaremos los principios de operación MOBILE y MML empleando los dispositivos
MOS-NDR. En el siguiente, aportaremos soluciones a las dificultades asociadas a la
integración de estos circuitos. En el Apartado 3.5 presentaremos un dispositivo MOS-NDR
programable y con característica tensión-corriente monopico. Finalmente, en el Apartado
3.6 mostraremos resultados experimentales.
3.1 Descripción de la estructura MOS-NDR
A mediados de los años 70, Kano propuso la realización de dispositivos con caracte-
rística NDR empleando transistores JFET [91, 92]. A finales de los años 70 y principios
de los 80, Wu planteó diferentes realizaciones de dispositivos con característica NDR

























Figura 3.1: Esquema general de dispositivo NDR con tres transistores.
Tipo T1 T2 T3 Curva I-V
1 NMOS NMOS NMOS Λ
2 BJT NMOS BJT Λ
3 BJT BJT BJT N
4 NMOS BJT NMOS N
5 BJT BJT NMOS N
Tabla 3.1: Posibles configuraciones de circuitos NDR.
[93, 46] que empleaban transistores de efecto campo (FET), en particular MOSFET de
enriquecimiento y de empobrecimiento combinados con transistores BJT. Bhattacharya
señaló [48] que las arquitecturas descritas hasta entonces no eran adecuadas para su
integración en procesos de fabricación CMOS, dado que incluían resistencias y fuentes
de corrientes. En su contribución, proponía tres posibles circuitos candidatos que emplea-
ban tres, cuatro y seis transistores NMOS, discutiendo su idoneidad según la aplicación
requerida. Recientemente, Gan ha realizado [94] un estudio comparativo de estructuras
basadas en la configuración mostrada en la Figura 3.1. Los transistores, T1, T2 y T3
pueden ser MOS de silicio o BJT de SiGe. Los terminales G (puerta), D (drenador) y S
(fuente) corresponden a los transistores MOS, mientras que B (base), C (colector) y E
(emisor) son para los BJT.
La característica tensión-corriente obtenida está determinada por el transistor T2, de
modo que si es un NMOS, la curva resultante es del tipo Λ, mientras que si es un BJT,
obtendremos una curva tipo N . Las diferentes combinaciones posibles se muestran en la
Tabla 3.1.
Puesto que nuestros demostradores se van a realizar en tecnologías CMOS, utilizaremos
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como punto de partida para el dispositivo MOS-NDR la configuración tipo 1 en la Tabla
3.1, con una característica I-V tipo Λ. Ésta ha sido la más empleada recientemente para el
prototipado de diseños basados en MOBILE [95, 96, 97]. Además, se puede modificar para
obtener una curva tipo N , como se mostrará en el Apartado 3.3.1, lo que permite emular
la característica tensión-corriente de un RTD, aunque la segunda zona de resistencia
diferencial positiva (zona III) no es necesaria para obtener circuitos basados en el principio
de operación MOBILE [98].
3.1.1 Estructuras MOS-NDR de un solo pico
La Figura 3.2a muestra la topología del emulador tipo 1. Está formado por un inversor
(NMOS1 y NMOS2) cuya salida, conectada a la puerta del transistor NMOS3, modula
la intensidad que circula por el mismo, originando una curva de tipo NDR. Con estos tres
transistores se obtiene una característica tensión-corriente sin segunda zona de resistencia
diferencial positiva (Λ). Puede obtenerse una característica tipoN añadiendo un transistor
PMOS que actúa como diodo (Figura 3.2b). La Figura 3.2c muestra las curvas I-V
correspondientes a ambos circuitos. La curva en línea discontinua marcada como NMOS3
representa la característica de un bloque MOS-NDR sin zona III. La curva en línea
discontinua muestra la intensidad que circula por el transistor PMOS1 y que, sumada a
la del NMOS3, da lugar a la dibujada en trazo grueso.
La Figura 3.3 muestra cualitativamente cómo se obtiene la característica I-V del MOS-
NDR. Hemos supuesto que aplicamos una tensión entre sus terminales, y que al inversor
formado por NMOS1 y NMOS2 se le aplica una tensión V INV . Cuando la entrada al
inversor (VIN en la Figura 3.3a) es baja, su salida toma un valor lógico alto, provocando
que el transistor NMOS3 conduzca en región lineal (dado que VDS ≤ VGS−VT ). A medida
que la tensión aumenta, llega un momento en el que la salida del inversor (VOUT en la
Figura 3.3a) cae, provocando que el transistor NMOS3 deje de conducir. En este caso, la
intensidad total de salida sería la que aporta el transistor PMOS1 (si lo hubiere).
Esta configuración puede mejorarse en consumo y área si se sustituye el inversor
formado por los transistores NMOS1 y NMOS2 de la Figura 3.2 por un inversor CMOS
formado por los transistores NMOS1 y PMOS1, como muestra la Figura 3.4a [93]. Al
igual que antes, la salida de este inversor se aplica a la puerta del transistor NMOS2, lo
que da lugar a una curva tensión-corriente con una zona de resistencia diferencial negativa

























(c) Curvas tensión-corriente obtenidas con y sin el transistor
PMOS1.
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(a) Característica entrada-salida del inversor for-
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(b) Obtención de la curva tensión-corriente a
partir de la salida del inversor.
Figura 3.3: Explicación cualitativa de la obtención de la característica tensión-corriente
de un dispositivo MOS-NDR.









(a) Dispositivo MOS-NDR sin segunda zo-










(b) Dispositivo MOS-NDR con segunda zona de resis-
tencia diferencial positiva.
Figura 3.4: MOS-NDR con inversor CMOS tipo A.
Medida Inversor NMOS Inversor CMOS
Potencia 151.32µW 60.73µW
Área 1.08µm2 0.92µm2
Tabla 3.2: Comparativa en términos de área y potencia para las estructuras de las Figuras
3.2 y 3.4.
con el transistor PMOS2 (Figura 3.4b). Nótese que el sustrato del transistor NMOS1
está conectado al terminal inferior del MOS-NDR y el de PMOS1 a VINV , lo que permite
obtener curvas tipo NDR que dependen exclusivamente de la diferencia de tensión entre
los terminales del MOS-NDR.
Hemos realizado simulaciones de estos circuitos empleando una tecnología comercial
de 130nm (Apartado A.1.2 del Apéndice) para comparar las prestaciones de ambas estruc-
turas. Se han dimensionado los dos circuitos para que las curvas I-V tengan las mismas
intensidades de pico, y se ha empleado el mismo valor para la tensión de polarización del
inversor (VINV = 1.2V ). Se ha aplicado una tensión entre los terminales del dispositivo
que varía linealmente con el tiempo, y se ha medido el consumo entre los instantes de
tiempo correspondientes a las tensiones mínima y máxima (0V y 1.2V, respectivamente).
Adicionalmente, se ha comparado el área ocupada por cada uno de los circuitos. Los
resultados obtenidos para una intensidad de pico de 1310µA se muestran en la Tabla
3.2, donde puede observarse que la estructura con el inversor CMOS es más eficiente. De










(a) Dispositivo MOS-NDR sin segunda zo-




Figura 3.5: Dispositivo MOS-NDR con configuración tipo B.
Circuito alternativo para el dispositivo MOS-NDR
La Figura 3.5a muestra una topología alternativa del dispositivo MOS-NDR, que
llamaremos tipo B. Es bastante parecida a la estudiada en el apartado anterior, pero, en
este caso, el transistor NMOS que modula la intensidad de pico, NMOS2, se ha sustituido
por un PMOS (PMOS2). Al igual que en el tipo A, el sustrato del transistor NMOS1
está conectado al terminal negativo de VINV y el de PMOS1 lo está al positivo. En esta
configuración, la entrada del inversor es el terminal inferior del dispositivo, a diferencia
del circuito tipo A en el que está conectada al superior.
Para comprender el funcionamiento de esta estructura, supongamos que aplicamos
una tensión constante, VDC , al terminal superior del MOS-NDR y una tensión V −, cuyo
valor máximo es VDC , en el inferior. Para valores altos de V −, la tensión que aparece en
la puerta de PMOS2 (la salida del inversor CMOS) está a nivel bajo, provocando que
dicho transistor empiece a conducir. La tensión que aparece entre la puerta y la fuente de
PMOS1 irá aumentando conforme se reduzca V −, hasta que la salida del inversor pase
a nivel alto, el transistor PMOS2 quede cortado y, por tanto, deje de circular intensidad
por el MOS-NDR. La representación tensión-corriente para dicho dispositivo se muestra
en la Figura 3.5b.
La segunda zona de resistencia diferencial positiva se añade colocando ahora un tran-
sistor NMOS, NMOS2, actuando como diodo en paralelo con PMOS2, como muestra la
Figura 3.6a. La curva I-V resultante se obtiene a partir de la suma de las intensidades
del MOS-NDR sin segunda zona PDR y la intensidad del transistor NMOS que funciona
como diodo (Figura 3.6b).






























(a) Dispositivo MOS-NDR tipo A con característica tensión-





Figura 3.7: Estructura MOS-NDR tipo A con característica tensión-corriente de dos
picos.
3.1.2 Estructuras MOS-NDR de más de un pico
Una manera de obtener una característica multipico consiste en superponer las de
varios dispositivos MOS-NDR desplazadas en tensión. La Figura 3.7a muestra la obtención
de una característica de dos picos (Figura 3.7b) a partir del paralelo de dos monopicos
NDR1 (transistores NMOS11, NMOS21 y PMOS11) y NDR2 (transistores NMOS12,
NMOS22, NMOS32 y PMOS12). El transistor NMOS32 actúa como diodo y desplaza
en tensión la característica del segundo NDR. El ancho del transistor NMOS32 determina
dicho desplazamiento. La característica conjunta se obtiene mediante una simple suma de
ambas, como se ilustra en la Figura 3.8.
Del mismo modo que para las estructuras de un pico, se pueden conseguir estructuras
MOS-NDR multipico tipo B, como se muestra en la Figura 3.9. En general, la configura-





















Figura 3.9: Estructura MOS-NDR tipo B con característica tensión-corriente de dos
picos.
número arbitrario de picos.
3.2 Dimensionamiento de la estructura MOS-NDR
En esta sección se dimensiona la estructura MOS-NDR para que la característica
tensión-corriente obtenida se ajuste a la requerida. Analizaremos la influencia que los
tamaños de los transistores tienen en los parámetros que definen la curva I-V de un pico,
y luego extenderemos dicho análisis al dispositivo MOS-NDR multipico. Se han utilizado
estructuras MOS-NDR tipo A, aunque el análisis es análogo para el tipo B.
3.2.1 Dimensionamiento en la estructura MOS-NDR de un pico
Eligiendo convenientemente los tamaños de los transistores que forman el dispositivo
MOS-NDR se obtiene una característica tensión-corriente con los valores de las tensiones
e intensidades de pico y valle deseadas.
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Figura 3.10: Inversor CMOS.
Modelado de VP
La tensión de pico está ligada estrechamente a la región C de la característica entrada-
salida del inversor CMOS del dispositivo MOS-NDR. En la Figura 3.10b se muestra la
característica entrada-salida de un inversor CMOS, que se divide en cinco regiones en fun-
ción del estado de los transistores (ver Tabla 3.3). Modelando idealmente la característica
entrada-salida del inversor, la región C tiene pendiente infinita y la transición ocurre para
un valor de la tensión de entrada, VM , dada por [99]:
VM =





(µPWPLN )/(µNWNLP ) y VTN y VTP las tensiones umbral de los transisto-
res NMOS y PMOS, respectivamente. Para la tecnología de 130nm empleada, VM crece
al aumentar el cociente (WPLN )/(WNLP ). En nuestros diseños hemos considerado que,
en general, la longitud de canal de los NMOS y PMOS es la misma, por lo que el cociente
queda reducido a la relación entre sus anchos. Hemos contrastado por simulación (para la
tecnología comercial de 130nm con la que trabajamos) que, efectivamente, la tensión de
pico del MOS-NDR está muy próxima a la tensión de conmutación del inversor, VM .
La Figura 3.11a muestra de forma cualitativa cómo evoluciona la curva I-V del dispo-
sitivo MOS-NDR frente a variaciones deWN/WP . Mientras mayor sea VM , mayor tensión
e intensidad de pico. Por otro lado, de acuerdo con la expresión 3.1, VM aumenta con








Tabla 3.3: Regiones de funcionamiento de los transistores NMOS y PMOS del inversor
CMOS.
Modelado de IP
La intensidad de pico, IP , viene determinada, en primer lugar, por el tamaño del
transistor NMOS2, de forma que aumentándolo conseguiremos incrementar proporcio-
nalmente IP . En segundo lugar, depende de la tensión de alimentación del inversor, VINV .
A medida que dicha tensión se incrementa, lo hace la tensión puerta-fuente del transistor
NMOS2 y, por consiguiente, aumenta la intensidad que circula por el mismo. Finalmente,
el dimensionamiento del inversor CMOS influye, también, en la intensidad de pico. Una
diferencia fundamental entre estos procesos de modificación de la intensidad de pico es
que, mientras que el primero no provoca variaciones en la tensión de pico, en los otros
dos sí se da un leve desplazamiento de la misma. Estos efectos se muestran en las Figuras
3.11b, 3.11c y 3.11a, respectivamente.
Modelado de VV , IV y de la segunda zona de resistencia
diferencial positiva
A diferencia de lo que ocurre con la tensión e intensidad de pico, es más difícil obtener
variaciones sustanciales en la tensión e intensidad de valle. En el caso de que el dispositivo
MOS-NDR cuente con zona III, se puede aumentar su pendiente incrementando el tamaño
del transistor PMOS2, como se muestra en la Figura 3.11d.
3.2.2 Dimensionamiento en la estructura MOS-NDR multipico
Como vimos en el apartado 3.1.2, los circuitos MOS-NDR multipico se obtienen por
superposición de las contribuciones de corriente de la conexión en paralelo de varios
dispositivos MOS-NDR de un pico con curvas I-V desplazadas en tensión.
Como se observa en la Figura 3.12, mientras mayor sea el ancho de WNMOS32, menor
será el desplazamiento de la tensión de pico. Nótese que a medida que se disminuye
el desplazamiento, la primera intensidad de pico aumenta debido a la contribución de




(a) Variación de la tensión de pico con el dimen-




(b) Variación de la intensidad de pico con el









(d) Variación de la intensidad de valle con el
tamaño del transistor PMOS2.




Figura 3.12: Variación de la posición de la segunda tensión de pico en función del tamaño
del transistor NMOS32.
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la zona I del MOS-NDR con característica desplazada. El valor de este parámetro es
especialmente importante dado que picos muy separados provocarán que la característica
I-V conjunta necesite tensiones excesivamente altas para alcanzar la última zona de
resistencia diferencial positiva y, por tanto, que la tensión de alimentación máxima sea
también elevada y que el consumo crezca enormemente. Tampoco es deseable que las
tensiones del segundo pico y de los sucesivos se hagan excesivamente pequeñas dado
que, en ese caso, obtendríamos características tensión-corriente con intensidades de valle
demasiado altas que podrían provocar problemas de multiestabilidad en nuestros diseños.
3.3 Validación del principio de operación MOBILE y MML
En esta sección se validan las estructuras MOBILE y MML empleando los dispositivos
MOS-NDR descritos en una tecnología comercial de 130nm. En lo que sigue, considerare-
mos que las tensiones VDC y VINV son de 1.2V , valor típico de la tecnología empleada.
3.3.1 MOBILE
La Figura 3.13a muestra el circuito empleado para validar el principio de operación
MOBILE a partir de dispositivos MOS-NDR tipo A sin segunda zona de resistencia dife-
rencial negativa. Se trata de una estructura MOBILE que evalúa con el flanco ascendente
de VCK . En el Apartado 3.2.1 se estableció que la intensidad de pico de un dispositivo
MOS-NDR depende del dimensionamiento del inversor (Figura 3.11a), del tamaño del
transistor conectado a su salida (Figura 3.11b) y del valor de la tensión de alimentación
VINV (Figura 3.11c). Por tanto, si consideramos que las tensiones VINV y los tamaños
de los inversores CMOS de ambos dispositivos MOS-NDR son iguales, el nivel lógico de
la salida vendrá dado por la relación existente entre los tamaños de los mencionados
transistores del driver y de la carga. Esto es, cuando el transistor NMOS2 del driver sea
mayor que el de la carga, la salida tomará un nivel bajo y, en caso contrario, alto. La
Figura 3.13b muestra transitorios de HSPICE de un circuito dimensionado para dar una
salida a nivel alto (bajo, con el dimensionamiento entre paréntesis). Los niveles lógicos
de la salida son los valores máximo y mínimo de VCK , a diferencia de lo que ocurre en
circuitos con RTDs, donde dicha correspondencia no es posible debido a la segunda zona
de resistencia diferencial positiva.
El esquema de un MOBILE empleando dispositivos MOS-NDR tipo B que evalúa con la
bajada de VCK se muestra en la Figura 3.14a. La salida del circuito es monoestable cuando
la tensión de reloj está a nivel alto; toma un nivel lógico alto cuando la intensidad de pico



















































(b) Formas de onda del reloj (negro) y la salida (rojo).
Figura 3.13: MOBILE activo por flanco de subida empleando dispositivos MOS-NDR
tipo A.
del NDR load es mayor que la del driver y bajo en caso contrario. En la Figura 3.14b se
representan ambas situaciones en función de los tamaños asignados a los transistores.
Se ha validado por simulación el que ambos esquemas de polarización (flanco ascenden-
te o descendente de reloj) puedan emplearse indistintamente en la realización de circuitos
MOBILE usando dispositivos MOS-NDR tipo A o tipo B.
3.3.2 MML
Al igual que en el caso del MOBILE, el principio de operación MML se puede imple-
mentar también empleando dispositivos MOS-NDR. Existen dos opciones para realizar
estas estructuras. Una primera se basa en la conexión en serie de dispositivos MOS-NDR.
La segunda consiste en conectar en serie dos dispositivos MOS-NDR multipico. Como
veremos más adelante, la primera opción se descartará por razones de viabilidad de su
implementación física. Así, en su versión más simple, el MML está formado por la conexión
en serie de dos circuitos MOS-NDR de dos picos alimentado por una tensión que oscila
entre sus valores mínimo, V LCK , y máximo, V
H
CK . En este caso, la salida del circuito puede
tomar tres valores lógicos, ’0 ’, ’1 ’ y ’2 ’ en función de la relación existente entre las




















































(b) Formas de onda del reloj (negro) y la salida (rojo).















































































(b) Formas de onda de la señal de alimen-
tación (negro) y salida (rojo).
Figura 3.15: Circuito MML basado en el dispositivo MOS-NDR.
3.4. CONSIDERACIONES DE DISEÑO MOS-NDR 97
MML con tres alternativas de dimensionamiento y en la Figura 3.15b se representan las
formas de onda de las tensiones de alimentación (negro) y la salida (rojo) del circuito
MML atendiendo a los tamaños de transistor propuestos.
3.4 Consideraciones para la integración de circuitos MOS-
NDR
En esta sección se discuten las dificultades de la integración de las estructuras estu-
diadas hasta el momento y se aportan soluciones para solventarlas.
En las configuraciones MOBILE y MML descritas anteriormente, se han utilizado
fuentes flotantes. Así por ejemplo, en la configuración MOBILE empleando dispositivos
MOS-NDR tipo A descrita en el Apartado 3.3.1, la tensión VINV del load se aplica, de
forma ideal, entre sus terminales, como muestra la Figura 3.13a. En los circuitos MOBILE
que emplean el MOS-NDR tipo B ocurre algo similar, si bien ahora es el driver el que
requiere la fuente flotante. Estas realizaciones pueden presentar dificultades de integración
a causa de la mencionada fuente flotante.
En la descripción de los dispositivos MOS-NDR tipos A y B (Apartado 3.1.1) vimos
que los sustratos de los transistores del inversor CMOS no están colocados de forma
convencional (el del transistor NMOS a tierra y el del PMOS a la tensión de polarización),
lo que permite que las características I-V obtenidas sólo dependan de la diferencia de
tensión entre sus terminales. Esta disposición no es eficiente a efectos prácticos, por lo
que para la integración de los circuitos se han de disponer de manera convencional.
La Figura 3.16 muestra las topologías que proponemos para los MOBILE activos por
flanco de subida (a) y por flanco de bajada (b) que no presentan las dificultades que
acabamos de reseñar. Estas nuevas configuraciones presentan limitaciones en la operación
del MOS-NDR del load para el flanco ascendente y del driver en la descendente, que a
continuación analizamos, explicando las modificaciones que se producen en sus caracte-
rísticas I-V. Estas desviaciones se traducen en que aquellos MOBILE implementados con
MOS-NDR tipo A sólo pueden ser activos por flanco de subida de reloj, mientras que los
realizados con tipo B se activan por flanco de bajada, así como en la necesidad de revisar
los criterios de dimensionamiento.
3.4.1 Desviaciones en la característica I-V
En la configuración ideal del MOBILE tipo A disparada por flanco de subida (Figura


























(b) MOBILE tipo B.
Figura 3.16: Circuitos MOBILE tipo A y B sin fuentes flotantes.
entre un valor mínimo, que se corresponde con la tensión de salida, VOUT , y un valor
máximo igual a la tensión de salida más la tensión VINV . Por lo tanto, la tensión puerta-
fuente del transistor NMOS2 del load es VINV cuando el inversor proporciona un valor
lógico alto, y cero en caso contrario. Al colocar la fuente de alimentación del inversor
CMOS a tierra (Figura 3.16a) se produce una reducción de la caída de tensión entre la
puerta y la fuente del transistor NMOS2 del load con respecto al caso ideal. Para ilustrar
este efecto supongamos un inversor CMOS alimentado por una tensión VINV y con otra,
VOFFSET , conectada a la fuente del transistor NMOS (Figura 3.17a). Esta tensión simula
el efecto de la salida del circuito MOBILE sobre el inversor (ver Figura 3.16a). La Figura
3.17b muestra cómo se modifica la característica entrada-salida del inversor con VOFFSET .
Se observa que conforme esta tensión aumenta, la caída desde el nivel lógico alto al bajo se
produce para valores más altos de la tensión de entrada y la separación entre el nivel alto
(VINV ) y bajo (VOFFSET ) se reduce. Por lo tanto, la tensión entre la puerta y la fuente del
transistor NMOS2 del load toma valores comprendidos entre VINV −VOFFSET y cero. Si






















(b) Variación de la curva entrada-salida del inversor CMOS en
función de la tensión de offset.
Figura 3.17: Funcionamiento del inversor CMOS con fuente de offset.
comparamos estos resultados con los del caso ideal, se observa que la tensión máxima se
ve reducida notablemente por efecto de la tensión VOFFSET . Esto será más significativo
cuanto mayor sea el valor de tensión en el nodo de salida del MOBILE, pudiendo incluso
provocar que el transistor NMOS2 del load se corte si VINV −VOFFSET es menor que su
tensión umbral. Esta reducción de la tensión puerta-fuente conlleva una reducción de la
intensidad que circula por el transistor NMOS2 del load, provocando que la característica
I-V resultante difiera de la ideal.
La Figura 3.18b muestra dicha curva para un dispositivo MOS-NDR con fuente de
alimentación flotante (circuito ideal mostrado en la Figura 3.18a) para diferentes valores
de la tensión de offset, VOFFSET . El único efecto observable es un desplazamiento del
inicio de la curva, permaneciendo constantes las tensiones e intensidades de pico. Para el
dispositivo sin fuente flotante (circuito de la Figura 3.18c) el resultado es diferente, como
muestra la Figura 3.18d. Se observa una progresiva disminución de la intensidad de pico
a medida que aumentamos VOFFSET como consecuencia de la reducción de la tensión
puerta-fuente en el transistor NMOS2. Como vimos en el Apartado 3.2.1, la tensión
de pico está ligada a la tensión de conmutación, VM , del inversor CMOS. En la Figura
3.17b se observa que a medida que se aumenta la tensión de offset, la diferencia entre
VM y VOFFSET , se va reduciendo y con ella, la tensión de pico del MOS-NDR. La Figura
3.19 muestra la curva tensión-corriente para un MOS-NDR no ideal y diferentes valores
de VOFFSET empleando la tecnología de 130nm. En el MOBILE tipo B se observan los
















(b) Variación de la curva I-V del dispositivo















(d) Variación de la curva I-V del dispositivo
MOS-NDR no ideal con tensión de offset.
Figura 3.18: Efecto de la tensión de offset en la curva I-V del dispositivo MOS −
NDRLOAD.
3.4.2 Dimensionamiento de circuitos MOBILE no ideales
En los MOBILE tipos A y B implementados con fuentes flotantes o ideales (Apartado
3.3.1) el nivel lógico de la salida depende de que el transistor NMOS2 del MOS-NDR
driver sea mayor o menor que el del load. Para las topologías no ideales propuestas en
esta sección, esto no es cierto. Las desviaciones que exhibe la característica I-V del MOS-
NDR del load (MOS-NDR del driver) en el MOBILE tipo A (B) requieren un criterio de
diseño diferente. Puesto que las intensidades de pico se reducen respecto a las ideales, las
dimensiones del transistor NMOS2 del load en el MOBILE tipo A (NMOS2 del driver en
el MOBILE tipo B) deben incrementarse para compensar dicha reducción. A continuación




























































Figura 3.19: Familia de curvas INDR − VNDR para diferentes valores de VOFFSET con
la tecnología UMC 130nm.
obtendremos una aproximación a la relación que los tamaños de los transistores NMOS2
del driver y load deben satisfacer para garantizar que sus intensidades de pico sean iguales.
Como ya se estableció al describir la operación del MOBILE, el nivel lógico de salida se
decide cuando la tensión de reloj es aproximadamente igual a dos veces la tensión de pico,
cayendo VP en cada MOS-NDR. Por tanto, podemos suponer que ambos transistores están

































VINV,DRIV ER − VTN − VP /2
VINV,LOAD − VTN − 3VP /2
(3.4)
Es decir, que para que ambos NDRs tengan la misma intensidad de pico, el cociente
W/L del transistor NMOS2 del MOS-NDR load ha de ser mayor que el del driver, si se
cumple que VINV,LOAD = VINV,DRIV ER. La otra alternativa para igualar ambas corrientes














































































(b) MOBILE empleando MOS-NDR tipo B no
ideal.
Figura 3.20: Formas de onda del reloj (negro) y la salida (rojo) para el MOBILE con
fuentes VINV a tierra.
podríamos hacer que ambos transistores fueran iguales en dimensiones si forzamos que
VINV,LOAD = VINV,DRIV ER + VP .
En la Figura 3.20 se representan las formas de onda de la tensión de reloj y salida de los
circuitos MOBILE tipos A y B con los dimensionamientos propuestos en las Figuras 3.16a
y 3.16b. En el circuito MOBILE tipo A se observa que el tamaño asignado al transistor
NMOS2L es mayor que en el circuito ideal de la Figura 3.13a. Lo mismo ocurre con el
MOBILE tipo B, si bien en este caso es el transistor NMOS2D el que se hace mayor.
3.5 Dispositivo MOS-NDR programable
Partiendo del dispositivo MOS-NDR tipo A descrito anteriormente, hemos diseñado
y fabricado un MOS-NDR con característica tensión-corriente monopico programable.
La Figura 3.21a muestra su esquemático. Mediante dos tensiones de control es posible
modificar la intensidad de pico y añadirle la segunda zona de resistencia diferencial
positiva. Los transistores NMOS3 y NMOSS1, permiten modificar la intensidad de pico.
Este último opera como un conmutador controlado por la tensión VS1 aplicada al terminal
PROG1. Si esta tensión es lo suficientemente alta como para habilitar a NMOSS1, IP se
incrementará.
La segunda región PDR se obtiene a partir del transistor PMOS2, que se activa
mediante el transistor NMOSS2 a través del terminal PROG2, por medio de la tensión











































































































Figura 3.22: Dispositivo MOS-NDR programable tipo B.
de control VS2. La Figura 3.21b muestra su característica I-V, donde se pone de manifiesto
la programación de la intensidad de pico y de la segunda zona de resistencia diferencial
positiva.
La realización del dispositivo MOS-NDR basado en el MOS-NDR tipo B se muestra en
la Figura 3.22a. La programación se realiza, en este caso, a través de transistores PMOS:
PMOSS1 controla la intensidad de pico y PMOSS2 activa el transistor que modula la
segunda zona de resistencia diferencial positiva. Las curvas tensión-corriente resultantes
mediante la activación de las tensiones de control VS1 y VS2, se representan en la Figura
3.22b.
3.6 Resultados experimentales
En esta sección presentamos los resultados experimentales correspondientes a circuitos
que se describen en este capítulo y que han sido fabricados. Concretamente, presentamos
medidas de un circuito MOBILE activo por flanco descendente y del dispositivo MOS-NDR

































(c) Formas de onda correspondientes al reloj y a la salida.
Figura 3.23: MOBILE activo por flanco descendente tipo B. Resultados experimentales.
3.6.1 MOBILE activo por flanco descendente
En la Figura 3.23 mostramos los resultados experimentales correspondientes al MO-
BILE activo por flanco de bajada empleando dispositivos MOS-NDR tipo B. Este circuito
fue implementado en el tercero de los chips fabricados(Apartado A.2.3 del Apéndice). Las
Figuras 3.23a y 3.23b muestran el layout y el esquemático del circuito, respectivamente.
Los anchos de los transistores PMOS y NMOS de los inversores se han fijado a 1.2µm
y 4µm, respectivamente. La intensidad de pico del driver es mayor que la del load y el
circuito da lugar a una salida a nivel lógico bajo en los flancos de bajada del reloj. Esto














Figura 3.24: MOS-NDR programable tipo A. Layout y dimensionamiento.
se observa en la Figura 3.23c, donde se muestran las formas de onda correspondientes
a un reloj sinusoidal operando a 100MHz (obtenida a partir del generador de señales
Tektronix AFG3102) y la salida del circuito (medida con el osciloscopio Agilent DSO6104A
InfiniiVision).
3.6.2 Dispositivo MOS-NDR programable
El dispositivo MOS-NDR forma parte del primero de los circuitos fabricados y medidos
en esta tesis (Apartado A.2.1 del Apéndice). La Figura 3.24a muestra el layout del circuito
fabricado de acuerdo con el dimensionamiento propuesto en la Figura 3.24b.
Descripción del set-up de medidas
1. Verificación de la programabilidad. Las Figuras 3.25a y 3.25b muestran la caracte-
rística I-V medida cuando las tensiones VS1 y VS2 están a nivel bajo (0V ) y alto
(1V ), respectivamente. Estas medidas se han realizado empleando el analizador
paramétrico de semiconductores HP4145A.
2. Variación del valor nominal de VINV . Hemos querido poner de manifiesto cómo
afecta el valor que tome la tensión de alimentación del inversor CMOS a la curva
I-V medida. En las Figuras 3.25c y 3.25d se muestran las curvas resultantes para
tres valores de VINV = {0.9V, 1V, 1.1V }. Como se puede comprobar, a medida que
aumenta la tensión, se consiguen intensidades de pico mayores y variando del mismo
modo la tensión de pico (como vimos en el Apartado 3.2.1).
3. Inclusión de una fuente de tensión entre el terminal inferior del dispositivo MOS-
NDR y tierra. Mediante estas medidas verificamos de forma experimental lo descrito
en el Apartado 3.4. En las Figuras 3.25e y 3.25f se muestran las familias de curvas
resultantes cuando dicha tensión toma valores VOFFSET = {0V, 0.1V, 0.2V }.
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(a) Curva I -V para V S1 =′ 0′y V S2 =′ 0′ . (b) Curva I -V para V S1 =′ 1′y V S2 =′ 1′ .
(c) Familia de curvas I -V para VS1 =′ 1′, VS2 =′
0′ y VINV = {0.9V, 1V, 1.1V }.
(d) Familia de curvas I -V para VS1 =′ 0′, VS2 =′
1′ y VINV = {0.9V, 1V, 1.1V }.
(e) Familia de curvas I -V para V S1 =′ 0′,
V S2 =
′ 0′ y la tensión en el terminal inferior del
dispositivo MOS-NDR toma valores V OFFSET =
{0V, 0.1V, 0.2V }.
(f) Familia de curvas I -V para V S1 =′ 1′,
V S2 =
′ 1′ y la tensión en el terminal inferior del
dispositivo MOS-NDR toma valores V OFFSET =
{0V, 0.1V, 0.2V }.




En este capítulo se ha descrito el funcionamiento del dispositivo MOS-NDR que
se empleará en la realización de los circuitos que se diseñarán posteriormente. Se han
presentado dos realizaciones con característica I-V monopico y, a partir de ellas, se han
obtenidos las correspondientes arquitecturas multipico. El análisis de la operación de estas
estructuras ha permitido obtener criterios de dimensionamiento para ajustar los puntos
característicos de sus curvas tensión-corriente. Esto es, se ha descrito cómo varían sus
tensiones e intensidades de pico y valle en función de los parámetros de diseño. Este
análisis se ha extendido a las estructuras multipico y se ha estudiado cómo obtener su
característica I-V.
La integración de circuitos empleando dispositivos MOS-NDR requiere modificar las
configuraciones originales, referenciando a tierra las fuentes de alimentación de los inver-
sores, lo que provoca desviaciones en su característica tensión-corriente. Se han propuesto
técnicas de dimensionamiento teniendo en cuenta este efecto. Se ha diseñado, fabricado
y validado experimentalmente un MOBILE disparado por flanco descendente empleando
las nuevas versiones de los circuitos MOS-NDR.
Se ha propuesto y fabricado un dispositivo MOS-NDR programable que puede modi-
ficar su intensidad de pico y añadir o suprimir su segunda zona de resistencia diferencial




DISEÑO DE CIRCUITOS LÓGICOS
BASADOS EN EL DISPOSITIVO MOS-NDR
En este capítulo extenderemos a un entorno CMOS las técnicas de diseño para circuitos
lógicos con RTDs, para lo que utilizaremos el dispositivo MOS-NDR. Nuestro objetivo es
doble: por un lado obtendremos demostradores de la operación de puertas MOBILE y
de su interconexión, y por otro, mostraremos que para ciertas aplicaciones, el diseño de
circuitos empleando estos dispositivos NDR es más eficiente que otras realizaciones CMOS
convencionales.
En el Apartado 4.1 estudiaremos la realización de puertas lógicas a partir de puertas
umbral con RTDs. Propondremos y validaremos experimentalmente una topología que
permite implementar, de forma muy compacta, circuitos activos por flanco de subida y de
bajada.
En el Apartado 4.2 estudiaremos la interconexión de puertas lógicas sustituyendo el
esquema de cuatro fases de reloj empleado para alimentar puertas MOBILE por uno
con una sola fase de reloj. Verificaremos el funcionamiento de esta arquitectura mediante
resultados experimentales correspondientes a una cadena de seguidores binarios.
Finalmente, en el Apartado 4.3 mostraremos realizaciones de un circuito asíncrono,
el Muller C-element. Describiremos su principio de operación y propondremos dos to-
pologías para su realización. Compararemos sus prestaciones con las de una estructura
CMOS convencional reportada en la literatura. Por último, mostraremos resultados de los
demostradores que hemos fabricado.
4.1 Puertas lógicas MOBILE
Como ya se ha mencionado, los circuitos que emplean emuladores de la característica
I-V del RTD permiten prototipar la funcionalidad de los, todavía costosos y complicados
de fabricar, circuitos basados en RTDs. En la literatura podemos encontrar referencias a
varias implementaciones de circuitos de estas características. Los primeros circuitos lógicos
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reportados se deben a Mazumder et al. [100, 101]. En ellos se propone la realización de un
full-adder multivaluado en el que el RTD se sustituye por un emulador con característica
I-V tipo N. Posteriormente, Gan et al. han propuesto un inversor binario basado en un
emulador que permite realizar un oscilador en anillo controlado por tensión [102, 96].
Asimismo, muestran un circuito programable que permite realizar puertas NOR y NAND
[97] y variaciones del mismo para construir además puertas con funcionalidad OR [103].
Los mismos autores han presentado un flip-flop tipo D [95] y redes neuronales celulares
[104]. Mira et al. han propuesto la realización de puertas umbral sin más que sustituir el
RTD por un emulador en las topologías reportadas para tecnologías que combinan RTDs
y transistores [105].
4.1.1 Puertas umbral empleando RTDs y transistores
El diseño de circuitos lógicos digitales empleando la lógica umbral ha sido objeto
de interés dado que supone una alternativa más eficiente que la que emplea técnicas
de diseño convencionales. La potencia del estilo basado en puertas umbral reside en la
complejidad intrínseca de las funciones realizadas con dichas puertas, lo que permite que
los sistemas implementados contengan menos puertas umbral o menos niveles de puertas
que los que tendrían si se realizaran con puertas lógicas tradicionales. En particular, puede
demostrarse teóricamente que funciones importantes tales como la adición múltiple, la
multiplicación, la división o la ordenación, cuya implementación requiere redes de puertas
tradicionales en las que el número de niveles no está acotado polinómicamente, pueden
implementarse con redes de puertas umbral cuyo número de niveles sí lo está [106]. El
éxito de la lógica umbral (o, en general, de cualquier otro tipo de lógica) como alternativa
de diseño de sistemas digitales estará determinada por la capacidad, coste y disponibilidad
de los bloques básicos, así como por la existencia de procedimientos efectivos de síntesis.
Si se dispone de una tecnología en la que, por ejemplo, la implementación de una AND, de
una OR o de una mayoritaria de tres entradas tienen el mismo coste, su incidencia en el
diseño de circuitos más complejos, o de sistemas, es muy profunda. Las técnicas de síntesis
tradicionales en el álgebra booleana, que históricamente han dado excelentes resultados,
no tienen por qué proporcionar las implementaciones más eficientes a problemas dados.
Una puerta umbral (TG) se define como una puerta lógica con n variables de entrada
binarias, xi, (i = 1, ..., n), y una salida binaria, y, para la que existe un conjunto de (n+1)
números reales, el umbral T y los pesos wi, tal que la salida es cero si la suma ponderada
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de las entradas (Σiwixi) es menor que el umbral, y uno en caso contrario.
Una TG puede programarse para realizar diferentes funciones booleanas mediante el
ajuste del umbral y los pesos. Por ejemplo, una puerta umbral de n entradas con todos
los pesos iguales a 1 implementa una puerta OR si su umbral está en 1, una mayoritaria
si está en (n+ 1)/2 (n impar), o una AND si está en n, lo que da idea de la potencialidad
de la aproximación.
Desde un punto de vista de circuito, el principio de operación MOBILE puede exten-
derse a entradas múltiples y la implementación de una puerta umbral es directa [50]. Las
etapas de entrada se añaden colocando ramas formadas por la conexión en serie de un
RTD con un transistor que actúa como switch [107, 108]. El circuito de la Figura 4.1a
muestra una puerta umbral basada en RTDs con cuatro etapas de entrada RTD-HFET,
de las que dos implementan pesos positivos (entradas x1 y x2) y dos negativos (entradas
x3 y x4). El umbral y los pesos están determinados por las áreas de los RTDs, como puede
observarse en el circuito de la Figura 4.1b donde, dependiendo de fL, la función realizada
por el circuito puede ser una puerta NOR (fL = 1.1), una mayoritaria negada (fL = 1.3),
o una NAND (fL = 1.5), todas de tres entradas. Es decir, con el mismo coste en número
de dispositivos podemos obtener tres funciones diferentes: NOR, NMAJ y NAND.
Otra forma de añadir etapas de entrada consiste en agregar transistores en paralelo
con RTDD y RTDL [109, 86], como vimos en el Capítulo 2. En este caso, el peso de cada
etapa de entrada es directamente proporcional al factor de forma de cada transistor. La
Figura 4.1c muestra el esquemático de una puerta umbral implementada con etapas de
entrada formadas por transistores en paralelo con RTDD. Al igual que en el circuito de la
Figura 4.1b, la funcionalidad lógica de la puerta depende de fL (supuestos fijos los pesos).
4.1.2 Puertas umbral MOS-NDR MOBILE
La implementación de circuitos MOS-NDR se puede realizar sustituyendo directamente
los RTDs por dichos dispositivos. En la configuración con etapas de entrada formada por
transistores en paralelo con los MOS-NDR (basada en la Figura 4.1c), la intensidad que
circula por dichos transistores hace que se incremente la intensidad del valle y, por tanto,
que se originen problemas de pérdida de biestabilidad. Por el contrario, en los circuitos con
etapas de entrada RTD-transistor en serie, no se producen variaciones sustanciales en la
intensidad de valle dado que se están superponiendo dos características NDR con similares
tensiones de pico y valle. Por tanto, de ahora en adelante, tan sólo se considerarán etapas




















(b) Realización de una puerta de tres entradas









(c) Etapa de entrada consistente en añadir transistores
en paralelo a RTDD.
Figura 4.1: Puertas umbral basadas en el principio de operación MOBILE.
En las estructuras reportadas con más de una entrada, la solución que suele adoptarse
consiste en colocar tantos dispositivos MOS-NDR (con característica tipo N) como etapas
de entrada en paralelo existan (Figura 4.2a) [105]. Nuestra propuesta [110] consiste en
utilizar como driver el MOS-NDR programable descrito en el Capítulo 3, con tantas
ramas de programación como entradas funcionales haya, lo que reduce la complejidad del
circuito. En nuestra solución, el inversor del NDR driver se comparte con los MOS-NDR
de las etapas de entrada de la Figura 4.2a. La arquitectura genérica que emplearemos para
diseñar circuitos lógicos es la de la Figura 4.2b, donde se muestra una configuración con
tres etapas de entrada en el NDR driver. Nótese que en nuestros diseños, el MOS-NDR
empleado carece de zona III. En nuestra experiencia, la zona III degrada las prestaciones




























Figura 4.2: Puertas umbral MOS-NDR MOBILE.
del circuito puesto que se traduce en consumo estático, pudiendo, además, provocar
problemas de pérdida de biestabilidad. Recordemos que los circuitos MOBILE (y MML)
descritos en el Capítulo 3 ya prescindían de la segunda (tercera) zona de resistencia
diferencial positiva. Es importante conocer la limitación existente en el número de etapas
de entrada que se pueden colocar a la salida del inversor. Para la tecnología que estamos
empleando, hemos estimado que no se pueden colocar más de diez etapas de entradas.
Esta solución permite mejorar las prestaciones en cuanto a área y consumo con respecto
a la topología propuesta en [105]. Las Figuras 4.3a a 4.3c muestran el consumo promedio
para puertas mayoritarias de tres, cinco y siete entradas (NMAJ3, NMAJ5 y NMAJ7),
donde se observa que el consumo de nuestra realización está por debajo del de la de [105].
Adicionalmente, el área (normalizada por la longitud de canal) en función del número de
entradas es también mejor en nuestra estructura, como se muestra en la Figura 4.3d.
Seguidamente, se presentan ejemplos de diseño de puertas MOS-NDR disparadas por
flanco de subida de la señal de reloj y basadas en la arquitectura descrita anteriormente.
Puertas mayoritarias negadas (NMAJ)
La arquitectura genérica de una puerta NMAJ de N entradas, NMAJN , se muestra
en la Figura 4.4a. Las relaciones que han de satisfacer los anchos de los transistores que






(a) Consumo promedio de potencia en la puer-





(b) Consumo promedio de potencia en la puer-





(c) Consumo promedio de potencia en la puer-





(d) Área normalizada en función del número
de entradas.
Figura 4.3: Resultados de simulación comparativos del consumo promedio y del área
empleada en realizar puertas mayoritarias negadas según la técnica propuesta y la
reportada en [105].












dondeW ∗L representa el ancho del transistor que determina la intensidad del pico del NDR
load tras aplicarle la corrección que permite modelar el efecto de la ausencia de fuente
flotante, como describe la expresión 3.4. La expresión 4.1 fuerza que la intensidad de pico
del NDR driver sea menor que la del load para el máximo número de entradas en alto que
producen salida ’1’, provocando así que la salida alcance el nivel lógico alto. La relación
4.2 representa el caso complementario.
Puertas NOR
La Figura 4.4b muestra el esquemático que proponemos para la realización de una
puerta NOR de N entradas. A diferencia de la topología anterior, la funcionalidad lógica
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(b) Puerta NOR de N entradas.
Figura 4.4: Esquemáticos de puertas binarias activas por flanco de subida.
se añade mediante la conexión en paralelo de NMOSS1, NMOSS2, ..., NMOSSN , que
actúan como switches para activar el transistor NMOSX que determina el peso de la rama
de entrada. Nótese que el transistor NMOSX comparte inversor CMOS con el transistor
NMOSD. El circuito funciona correctamente si se verifica:
Salida =′ 1′ →W ∗L > WD (4.3)
Salida =′ 0′ →W ∗L ≤WD +WX (4.4)
Dimensionando las estructuras de esta forma conseguiremos que la intensidad de pico
del driver esté por encima de la del load, dando lugar a una salida a nivel bajo cuando al
menos una de las entradas esté activa.
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4.1.3 Puertas activas por flanco de bajada
Para ciertas aplicaciones, los circuitos activos por flanco de bajada son necesarios. Al
diseñar puertas en tecnologías III-V (como la de LOCOM) se encuentran limitaciones en
la frecuencia de operación, significativamente menores que en las disparadas por flanco
ascendente [111]. Hemos desarrollado una topología de puertas MOBILE activas por flanco
de bajada que reduce esta degradación si se dispone de transistores tipo P. En esta
configuración se sustituyen los transistores NMOS por PMOS (en la topología genérica
de la Figura 4.2a). El cambio lleva asociado una modificación del signo de los pesos de las
ramas de entrada. Además, cada rama está ahora activa cuando su señal de entrada está
a nivel bajo.
Esta idea se ilustra con el diseño de una puerta NAND de N entradas (Figura 4.5a).
A diferencia de las estructuras activas por flanco de subida descritas, los transistores
PMOSX y PMOSS se conectan al load. Para que el circuito opere correctamente, se ha
de verificar que:
Salida =′ 0′ →W ∗D > WL (4.5)
Salida =′ 1′ →W ∗D < WL +WX (4.6)
donde W ∗D es el ancho del transistor que modula la intensidad del pico del NDR driver
tras aplicarle la corrección que permite modelar el efecto de la ausencia de fuente flotante.
La Figura 4.5b muestra la puerta mayoritaria negada de N entradas activa por flanco de
bajada.
4.1.4 Resultados experimentales
En esta sección mostramos los resultados experimentales de los demostradores fabri-
cados. Las puertas activas por flanco de subida se han fabricado en el segundo circuito
integrado (Apartado A.2.2 del Apéndice), mientras que las disparadas por flanco descen-
dente fueron realizadas en el tercer circuito (Apartado A.2.3).
Metodología de diseño
Dimensionamiento de los transistores: Los siguientes tres parámetros se eligen de
manera que satisfagan las relaciones que se derivan de la funcionalidad, como se ha
mostrado en esta sección para diferentes puertas.





























(b) Mayoritaria negada de N entradas.
Figura 4.5: Esquemáticos de puertas lógicas activas por flanco descendente.
• WX : ancho del transistor que modula la intensidad de pico del NDR asociado
a cada rama de entrada.
• WD: ancho del transistor driver.
• WL: ancho del transistor load.
Para los restantes se han elegido los siguientes valores:
• WS : ancho del transistor que opera como switch. Toma valores de 2.4µm para
los circuitos activos por flanco de subida (NMOS) y 4µm para los de bajada
(PMOS).
• WP,INV : ancho del transistor PMOS del inversor CMOS del NDR. En todos
los diseños, el ancho elegido es de 0.32µm para las puertas activas por flanco
de subida y 1.2µm para las de bajada.
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• WN,INV : ancho del transistor NMOS del inversor CMOS del NDR. El ancho es
1.2µm para las puertas activas por flanco de subida y 4µm para las de bajada.
• L: longitud de canal de los transistores. Supondremos la misma para todos
los transistores, 0.12µm, salvo para los transistores de los inversores de los
dispositivos NDR, que será de 0.24µm.
Carga: A la salida de cada puerta se ha colocado un buffer formado por una cadena
de dos inversores CMOS en serie (el primero con dimensiones mínimas, esto es,
WP,INV = 0.56µm, WN,INV = 0.16µm, L = 0.12µm y con anchos dobles para el
segundo). La salida de estos buffers se conecta directamente al correspondiente pad
digital de salida.
Análisis de robustez : Para dotar a nuestros diseños de robustez frente a variaciones
en el proceso de fabricación o desviaciones en los valores nominales del entorno de
medida (niveles de tensión, temperatura, etc), todos los diseños han pasado un test
de robustez consistente en:
• Un análisis de mismatch y de proceso (3−σ) de acuerdo con las especificaciones
suministradas por el kit de diseño.
• Un análisis de corners, en el que consideraremos diferentes combinaciones
relativas a modificaciones en las características de los transistores NMOS y
PMOS, variaciones extremas de la temperatura y fluctuaciones de los niveles
de tensión nominales.
Entorno de medida general
Set-up de medidas. Los experimentos se han configurado empleando los siguientes
equipos:
• Las entradas se obtienen con el generador de patrones Agilent 16720A. Se han
tomado patrones con una frecuencia de conmutación lo suficientemente lenta
como para poder observar la operación de los circuitos durante varios ciclos de
reloj. El nivel lógico alto de las entradas es 3.3V , ya que, como se indica en el
Apéndice, esta tecnología requiere del uso ese nivel de tensión en el exterior de
los pads digitales.























































































Figura 4.6: Diagrama de reloj de cuatro fases.
• La señal de reloj se obtiene a partir del generador Tektronix AFG3102. Este
equipo permite una frecuencia máxima de operación de 50MHz para señales con
forma de tren de pulsos con tiempos de subida configurables y de hasta 100MHz
para señales sinusoidales. Hemos programado el generador para obtener un
reloj en el que el tiempo de subida, TRISE y de bajada, TFALL, son idénticos e
iguales al tiempo de hold y de reset. Por tanto, dado que el período de la señal
es igual a cuatro veces el tiempo de subida, la frecuencia de operación será f =
0.25/TRISE . La Figura 4.6 muestra el esquema de reloj descrito anteriormente.
• Las tensiones de entrada y salida se han capturado con el osciloscopio Agilent
DSO6104A InfiniiVision.
Inversor binario
1. Inversor binario activo por flanco de subida
Se han realizado dos circuitos con diferentes dimensionamientos.
Configuración A: La Figura 4.7a muestra el layout de este circuito, en el
que los transistores se han dimensionado según el esquemático de la Figura
4.7b.
La operación del circuito fabricado se muestra mediante un experimento en el
que se aplica una señal sinusoidal de reloj de 100MHz. La Figura 4.7c muestra
las formas de onda para este experimento. Se puede verificar la operación
correcta del circuito.
Hemos validado la operación a frecuencias más elevadas, empleando para ello
el generador de pulsos HP81134A. Sin embargo, no es posible visualizar el
retorno a cero como consecuencia de la limitación en los tiempos de subida
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y bajada de los pads digitales de nuestro diseño. La Figura 4.7d, muestra la
operación del circuito cuando se aplica una señal de 400MHz. La señal de salida
no retorna a cero cuando el reloj lo hace, debido a la limitación mencionada.
Para confirmar que el circuito evalúa correctamente con los tiempos de subida,
hemos considerado un reloj de 20MHz generado con el HP81134A, es decir,
una señal con tiempos de subida pequeños (en torno a 800ps) y tiempos de
hold y reset lo suficientemente grandes como para evitar que aparezcan las
restricciones en los pads. La Figura 4.8 muestra las formas de onda del reloj y la
salida, capturadas con el osciloscopio Agilent DSO81304B Infiniium empleando
sondas de muy baja capacidad y en la que la señal de entrada es un tren de
pulsos de frecuencia 10MHz, observándose ahora los retornos a cero en la salida.
Configuración B: Se ha propuesto un dimensionamiento alternativo de esta
estructura para así poder comprobar el funcionamiento cuando la separación
entre los valores de las intensidades de pico de los dispositivos NDR es mayor.
La Figura 4.9a muestra el layout del circuito, con las dimensiones mostradas
en el esquemático de la Figura 4.9b. La operación del circuito, funcionando a
una frecuencia de 100MHz (reloj sinusoidal), se muestra en la Figura 4.9c.
2. Inversor binario activo por flanco de bajada
La Figura 4.10a muestra el layout del inversor binario activo por flanco de bajada
con las dimensiones mostradas en la Figura 4.10b. Se ha verificado la operación del
circuito a 50MHz y 100MHz, mostrándose las capturas de la entrada y la salida en
las Figuras 4.10c y 4.10d.
3. Inversor binario activo por flanco de bajada y reloj indirecto
Las estructuras descritas hasta ahora requieren una alimentación pulsante, esto es,
la señal de reloj es también la alimentación. Se han explorado estructuras en las que
el MOBILE se polariza con tensiones DC. Se ha propuesto un esquema alternativo
en el que la señal de reloj se obtiene a partir de la salida de un inversor CMOS al
que se le aplica un tren de pulsos (con tiempos de subida y bajada arbitrariamente
pequeños). En la Figura 4.11 se muestra el layout y el esquemático del inversor
activo por flanco de bajada con reloj indirecto. La Figura 4.11c muestra las formas
de onda medidas, en las que el tren de pulsos, obtenido empleando el generador de
patrones, tiene una frecuencia de 50MHz.
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Puerta NOR de 3 entradas activa por flanco de subida
Al igual que en el inversor binario, se han propuesto dos alternativas de dimensiona-
miento de los circuitos.
Configuración A: El layout de la Figura 4.12a corresponde al esquemático de la
Figura 4.12b. En la Figura 4.12c se muestran las formas de onda del experimento
realizado. La entrada IN1 ha sido capturada con el osciloscopio, mientras que IN2
e IN3 se muestran en versión binaria. La salida sólo alcanza un valor lógico alto
cuando las entradas IN1, IN2 e IN3 están a cero. En este experimento, hemos
usado una frecuencia de operación lo suficientemente baja (100MHz) como para
poder observar el retorno a cero de la señal de salida.
Configuración B: El layout de la puerta con un dimensionado alternativo se
muestra en la Figura 4.13a. Al igual que en el caso del inversor en configuración
B, los anchos elegidos para los transistores permiten que haya una diferencia mayor
entre las intensidades de pico de los dispositivos NDR (Figura 4.13b). La operación
del circuito se muestra en la Figura 4.13c.
Puerta NAND de 3 entradas activa por flanco de bajada
La Figura 4.14a muestra el layout de la puerta NAND de 3 entradas activa por flanco
de bajada, con las dimensiones mostradas en la Figura 4.14b. Se ha verificado la operación
del circuito a una frecuencia de 100MHz, mostrándose las entradas IN1, IN2 e IN3 y la
salida en la Figura 4.14c.
Mayoritaria negada de 3 entradas
1. Puerta activa por flanco de subida
La Figura 4.15a muestra el layout del circuito de la Figura 4.15b, una puerta
mayoritaria negada de tres entradas. La frecuencia del reloj sinusoidal es 100MHz.
En la Figura 4.16 se observa que cuando al menos dos entradas toman un valor
lógico alto, la salida toma un valor lógico bajo.
2. Puerta activa por flanco de bajada
La Figura 4.17a muestra el layout de la puerta NMAJ3 activa por flanco de bajada,
con las dimensiones del esquemático de la Figura 4.17b. Se ha verificado experimen-
talmente el funcionamiento de la misma alimentándola con una señal sinusoidal de
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100MHz. Las formas de onda obtenidas para las entradas y la salida se presentan
en la Figura 4.18.
Mayoritaria negada de 5 entradas activa por flanco de
subida
La Figura 4.19a muestra el layout del circuito de la Figura 4.19b. Se ha utilizado una
señal de reloj sinusoidal de 100MHz. A partir de las formas de onda mostradas en la
Figura 4.20, se puede verificar que cuando tres o más entradas toman valor lógico alto, la
salida se hace cero.








































(c) Formas de ondas.




























(d) Formas de ondas correspondientes a un experimento en
el que la salida no retorna a cero.
Figura 4.7: Inversor binario activo por flanco de subida con dimensionamiento A.
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Figura 4.8: Inversor binario activo por flanco de subida con dimensionamiento A em-
pleando un reloj a 20MHz y entradas conmutando a 10MHz.







































(c) Formas de ondas.








































(c) Formas de ondas a 50MHz.



























(d) Formas de ondas a 100MHz.
Figura 4.10: Inversor binario activo por flanco de bajada.



















































(c) Formas de ondas a 50MHz.
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(c) Formas de ondas.
Figura 4.12: Puerta NOR de tres entradas activa por flanco de subida con dimensiona-
miento A.
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(c) Formas de ondas.
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(c) Formas de ondas.
Figura 4.14: Puerta NAND de tres entradas activa por flanco de bajada.
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Figura 4.16: Puerta mayoritaria negada de tres entradas activa por flanco de subida.
Formas de ondas.
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Figura 4.18: Puerta mayoritaria negada de tres entradas activa por flanco de bajada.
Formas de ondas.
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Figura 4.20: Puerta mayoritaria negada de cinco entradas. Formas de ondas.





Figura 4.21: Esquema de polarización de cuatro fases.
4.2 Esquemas de interconexión
Las estructuras MOBILE disparadas por flanco ascendente (descendente) evalúan las
entradas en el flanco de subida (bajada) de la señal de reloj, y la salida se mantiene
mientras está a nivel alto (bajo), incluso si las entradas cambian (operación biestable). La
salida vuelve a cero (VDD) con la bajada (subida) de la señal de reloj hasta el siguiente
flanco. Como ya expusimos en el capítulo introductorio, la operación biestable permite
implementar arquitecturas pipeline a nivel de puertas sin coste asociado a los elementos
de memoria [63]. El retorno de la salida al valor de reset, se traduce en que una etapa
debe evaluar mientras que las etapas que la atacan están en la fase de hold. Así, para la
operación de redes de puertas MOBILE se requiere un esquema multi-fase. Cada ciclo de
las señales de reloj está dividido en cuatro fases de la misma duración, TR y las señales de
reloj de etapas consecutivas están retrasadas también TR. Se garantiza así que cada etapa
evalúe durante la fase de hold de las anteriores y antes de que retornen al valor de espera.
Este esquema de operación se detalla en la Figura 4.21. Son suficientes cuatro señales de
reloj, puesto que para el quinto nivel puede volver a utilizarse VCK,1 y así sucesivamente.
Además, todas las puertas de la red evalúan en cada ciclo, aunque no simultáneamente.
Por tanto, resulta crítico para la operación MOBILE la distribución de cuatro señales,
con restricciones sobre sus tiempos de subida o bajada, así como el retraso o desfase entre
cada dos señales consecutivas.
Para dotar de mayor robustez al diseño, es deseable contar con un esquema de reloj
más simple. Una red de puertas MOBILE puede operar con una sola fase de reloj [66],
alternando etapas disparadas por flanco ascendente y descendente sin retorno al valor de





















Figura 4.22: Diagrama de bloques de la inteconexión de puertas MOBILE empleando
















Figura 4.23: Conexión en serie de dos inversores empleando una fase de reloj.
alto (bajo) a las salidas de los MOBILE disparados por flanco ascendente (descendente).
Este esquema se muestra en la Figura 4.22.
Un análisis detallado de la operación de este esquema de interconexión de una fase
permite concluir que, al exigir que se elimine el retorno al valor de reset, se está imponiendo
una restricción más fuerte que la requerida para la operación correcta de una cadena
de puertas MOBILE que intercala etapas con disparo ascendente y etapas con disparo
descendente. Es suficiente con mantener la salida de cada MOBILE hasta que haya
evaluado la siguiente. Esto es, la salida de las etapas disparadas por el flanco de subida
(bajada) pueden retornar tras el siguiente flanco de bajada (subida) de la polarización.
Ello implica que los latches utilizados en [66], que exhiben un consumo en estática tan
elevado que limita su utilidad práctica, puedan ser sustituidos por circuitos más simples.
La Figura 4.23 muestra la conexión que proponemos para el caso de dos inversores.
Las estructuras MOBILE se implementan aquí con dispositivos MOS-NDR, aunque el
concepto es aplicable a tecnologías con RTDs. Obsérvese que se ha utilizado el mismo
“ latch” para ambos tipos de etapas.
En la Figura 4.24a se muestran las formas de onda de las salidas de cada una de las
















(b) Ampliación de la zona marcada en la Figura 4.24a.









































Figura 4.25: Conexión en serie de tres seguidores binarios.
etapas, lo que permite comprobar el funcionamiento correcto de la cadena. Para analizar
la operación de cada etapa por separado, mostramos en la Figura 4.24b una ampliación de
la zona marcada. Comencemos analizando el funcionamiento del primer inversor (activo
por flanco de bajada) y su “latch” (salidas VOUT,1 y VOUT,2). En el primer flanco de bajada
de la señal de reloj, el inversor evalúa un nivel lógico bajo de la entrada, por lo que VOUT,1
permanece a nivel alto. Simultáneamente, con la bajada del reloj, el transistor NMOS del
“latch” sobre el que se aplica VCK va dejando de conducir. Esto provoca que, dado que el
transistor PMOS está cortado, VOUT,2 mantenga el nivel lógico previo a la bajada del reloj
(bajo) que será evaluado por el segundo inversor (VOUT,3) en el siguiente flanco de subida.
En el siguiente flanco de bajada del reloj, VOUT,1 es cero y por tanto, dado que sólo el
transistor PMOS del latch conduce, VOUT,2 se hace VDD. Nótese que el pequeño retraso
que se produce entre VOUT,1 y VOUT,2 en la inversión permite que VOUT,2 esté estable a
nivel alto cuando la segunda etapa la evalúe en el siguiente flanco de subida. Obsérvese
que, efectivamente, VOUT,2 no elimina los retornos a VDD de VOUT,1.
Para la etapa disparada por flanco de subida, el comportamiento es el complementario.
Tampoco VOUT,4 elimina los retornos a cero de VOUT,3. En el primer flanco de subida,
VOUT,3 sube hasta el nivel lógico alto. A la vez, el transistor NMOS sobre el que se aplica
el reloj empieza a conducir, formándose un camino de señal entre VOUT,4 y tierra. El retraso
que se genera en la inversión, permite que se evalúe VOUT,4 en el siguiente flanco de bajada
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(a) Formas de onda.
(b) Captura del analizador lógico que muestra el reloj, la entrada y la salida.
Figura 4.26: Resultados experimentales de la conexión en serie de tres seguidores
binarios.
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Figura 4.27: Resultados experimentales de la conexión en serie de tres seguidores binarios
empleando un reloj a 20MHz y entradas conmutando a 10MHz.
cuando está estable a nivel bajo. En el segundo flanco de subida VOUT,3 permanece a nivel
bajo (evalúa un nivel lógico alto de VOUT,2), VOUT,4 se hace igual a VDD y está estable
para su evaluación en el siguiente flanco de bajada.
4.2.1 Resultados experimentales
Para validar el funcionamiento de la interconexión de puertas MOBILE, se ha imple-
mentado la conexión en serie de tres seguidores, en la que el primero y el tercero están
disparados por flanco de bajada y el segundo por flanco de subida. La Figura 4.25a muestra
el layout del circuito, correspondiente al esquemático de la Figura 4.25b. Cada seguidor
consta de un inversor en serie con un “latch” inversor.
La Figura 4.26 muestra las formas de onda del reloj, la entrada y la salida. Nótese que
en la salida se observa la secuencia de entrada, si bien entre ambas señales hay un retraso
equivalente a tres semiperíodos de la señal de reloj, como corresponde a la propagación
por las tres etapas (evaluación en un flanco descendente de la primera etapa, seguida de
evaluación en el ascendente de la segunda y finalizando con la evaluación en el siguiente
descendente de la tercera). Además, se observa el retorno al valor de reset en la salida.
Se han realizado medidas a 50MHz (Figura 4.26a) y 100MHz (captura de la pantalla del
analizador lógico Agilent 16902B mostrada en la Figura 4.26b).










































(c) Formas de ondas a 50MHz.
Figura 4.28: Conexión en serie de tres seguidores binarios con reloj indirecto.
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Al igual que hicimos en el inversor, verificaremos que la cadena opera correctamente
con tiempos de subida y bajada pequeños del reloj. La Figura 4.27 muestra las formas de
onda del reloj (tren de pulsos a 20MHz generado con el HP81134A), la entrada (tren de
pulsos a 10MHz) y la salida, en la que ahora se observan los retornos a cero.
Se ha fabricado la misma conexión de inversores empleando un esquema de reloj
indirecto. La Figura 4.28a muestra el layout de la cadena (dimensiones en la Figura
4.28b). Los resultados experimentales, empleando un reloj de 50MHz, se ilustran en la
Figura 4.28c.
4.3 Muller C-element
Hasta el momento hemos considerado el dispositivo MOS-NDR como un mero emu-
lador de la característica NDR del RTD, lo que permite el prototipado de conceptos
de diseño en tecnologías CMOS comerciales. Sin embargo, para ciertas aplicaciones, el
diseño de circuitos con dispositivos MOS-NDR puede resultar, además, más eficiente que
las arquitecturas CMOS convencionales. En esta sección proponemos dos realizaciones
del Muller C-element que usan MOS-NDRs y que mejoran las prestaciones de diseños
previamente reportados.
El Muller C-element es un circuito que se usa frecuentemente en el diseño de circuitos
autotemporizados. Formalmente, la operación de un Muller C-element de N entradas
viene descrita por Q = {x1 ·x2 · ... ·xN}+ {x1 +x2 + ...+xN} · q, donde xi, (i = 1, . . . , N)
son las entradas primarias, Q la variable de próximo estado y q la variable de estado
presente.
Puede realizarse de forma muy compacta usando un dispositivo con característica N
[53]. La Figura 4.29a muestra la realización de un Muller C-element de dos entradas y
la Figura 4.29b su principio de operación. Cuando ambas entradas están desactivadas, la
intensidad que circula a través de los dos transistores es menor que la corriente de valle
del NDR y se alcanza un valor de tensión bajo, correspondiente al punto “L1”. Al activar
ambas entradas, la corriente total de la etapa de entrada es mayor que la corriente de pico
del NDR, la solución alcanzada es “H1” y la salida es alta. Por último, al activar una de
las entradas, la intensidad total que circula por los transistores de entrada se encuentra
entre las intensidades de pico y de valle. Por tanto, la salida puede tomar valores “L2” o
“H2”, dependiendo del estado anterior. La solución “L2” mantiene el nivel bajo de la salida
y representa una situación en la que originalmente la salida estaba a un nivel “L1” y una














(b) Principio de operación.
Figura 4.29: Muller C-element de dos entradas.
de las entradas cambió su estado. Análogamente, “H2” mantiene el nivel alto de la salida
y proviene de una situación en la que el valor de salida “H1” estaba activo. Un Muller
C-element de N entradas se puede implementar añadiendo N transistores en paralelo.
4.3.1 Muller C-element de 4 entradas con MOS-NDR
Con esta aproximación, hemos diseñado un Muller C-element de 4 entradas utilizando
un MOS-NDR tipo N y lo hemos comparado con una implementación CMOS convencional
[112]. Esta realización CMOS, propuesta por Wuu, consta de árboles NOR y NAND
conectados a un latch que mantiene el valor de la salida hasta que se produce el siguiente
cambio. Ambas realizaciones se han implementado en la tecnología UMC de 130nm con
idénticas cargas. El esquemático de la realización MOS-NDR se muestra en la Figura
4.30a. En la Figura 4.30b se muestran las formas de onda de las entradas y la salida
correspondientes a un análisis de Monte Carlo (3−σ) y una polarización de 1.2V. Cuando
todas las entradas se desactivan, esto es, se colocan a nivel alto (las etapas de entrada son
ahora transistores PMOS), la salida se hace cero, manteniendo este valor hasta que todas
se activan (se hacen cero). Esto es, se obtiene un Muller C-element negado.
Hemos considerado el esquema de señales de entrada mostrado en la Figura 4.31a y
hemos medido la potencia promedio para diferentes valores de la frecuencia de conmuta-
ción de las entradas, 1/T . La Figura 4.31b muestra los resultados de simulación obtenidos.
































(b) Formas de onda de las entradas y salida (análisis de Monte Carlo).
Figura 4.30: Muller C-element de cuatro entradas (I).
Nótese que el consumo en nuestra estructura es poco dependiente de la frecuencia, a
diferencia de lo que ocurre en la realización convencional [112].
La eficiencia en área es también una de las principales características de nuestro diseño:
son necesarios 6 transistores PMOS (4 para las entradas y 2 para el dispositivo MOS-NDR)
y 2 transistores NMOS, lo que corresponde a una área total de 0.312µm2. Por otro lado,
el circuito propuesto por Wuu se ha diseñado utilizando puertas NAND y NOR de dos
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entradas. El bloque combinacional ocupa un área de 1.728µm2 y el latch 0.778µm2. El
área total de esta estructura (2.506mm2) es ocho veces mayor que la requerida por nuestro
diseño.
El circuito propuesto también supera una gran limitación presente en otras implemen-
taciones single-gate que requieren apilar una gran cantidad de transistores (por ejemplo,
un Muller C-element de 3 entradas requiere 6 transistores apilados [112]). A diferencia de
éste, en nuestro diseño se añade un transistor en paralelo por cada entrada adicional.
Nuestro análisis se ha completado con el diseño de un Muller de 6 entradas, conclu-
yéndose que el consumo promedio es menor que en el Muller de 4 entradas de Wuu para
frecuencias superiores a 1.25GHz.
4.3.2 Muller C-element con MOS-NDR y red de preprocesamiento
La estructura anterior presenta dificultades de diseño al incrementar el número de
entradas. Esto se debe a que la diferencia relativa entre la corriente total a través de
la etapa de entrada cuando, por ejemplo, N -1 entradas están a ‘0’ y el caso en el que
todas las entradas están a ‘0’ puede ser tan pequeña, que el circuito podría no funcionar
correctamente si se produjeran fluctuaciones en los valores nominales de los parámetros
de diseño. La solución que proponemos para solventar este problema consiste en añadir
un circuito de preprocesado que reduce a dos el número de entrada que maneja el Muller.
La Figura 4.32 muestra el diagrama de dos bloques (“PREPROCESADO” y “CORE”) de
esta arquitectura.
Preprocesado
Este bloque tiene N entradas y genera dos señales intermedias, s1 y s2. La señal s1
es ‘0’ cuando todas las entradas son iguales a ‘1’, y ‘1’ para cualquier otra combinación
de entradas (es decir, actúa como una puerta NAND de N entradas). En el circuito para
la señal s1 (Figura 4.33a) las N entradas están conectadas a N transistores PMOS. La
tensión puerta-fuente de los transistores NMOS se fija a un valor constante VNMOS .
La señal s2 es ’1’ cuando todas las entradas están a ‘0’ y en caso contrario ‘0’ (es decir,
actúa como una puerta NOR de N entradas). La Figura 4.33b muestra el circuito que
la genera y consiste en la conexión en paralelo de N transistores NMOS, además de un







(a) Formas de onda de las señales de entrada del experimento.




















(b) Potencia promedio frente a la frecuencia.











Figura 4.32: Diagrama de bloques del circuito Muller C-element de N entradas.













(b) Generación de la señal s2.





Figura 4.34: Bloque “CORE”.
Core
La Figura 4.34 muestra el diagrama correspondiente al bloque “CORE” que consiste en
dos transistores PMOS y un dispositivo MOS-NDR. Las señales s1 y s2, procedentes del
bloque de preprocesado, se conectan a la puerta de los transistores PMOS. El principio de
operación de este circuito es similar al descrito anteriormente para un Muller C-element
de dos entradas.
Evaluación en función del número de entradas
Dado que el Muller C-element sin red de preprocesamiento tiene limitado el número
de entradas, cuando este número sea elevado sería interesante incluir otros factores para
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Producto Potencia-Retraso-Área Normalizado
Número de entradas → 2 4 8 16 32
PAV (µW ) 350.77 376.14 405.57 459.91 516.06
DAV (ps) 263 268 296 327 396∑
iWi(µm) 28.08 39.08 66.40 102.00 182.00
(P − PDA)N (pJ · µm) 2.59 3.94 7.97 15.34 37.15
Tabla 4.1: Resultados de simulación para la estructura propuesta.
determinar las prestaciones del circuito. El producto potencia-retraso-área (P −PDA), es
una elección adecuada ya que, además del consumo, tiene en cuenta el retraso entradas-
salida y el área ocupada. Se define como:
P − PDA = PAV ·DAV ·A (4.7)
donde PAV es el consumo promedio, DAV es el retraso promedio (definido como la media
entre el retraso en la subida y la bajada) y A es el área total del circuito. Dado que hemos
empleado transistores con la misma longitud de canal, definimos el P−PDA normalizado,
(P − PDA)N , como:






iwi es la suma de los anchos de los transistores.
Las simulaciones se han realizado empleando un conjunto de señales de entrada con-
sistentes en trenes de pulsos de 50ps de tiempo de subida y bajada, 1ns de periodo y un
retraso de 0.1ns entre ellas. Los resultados se muestran en la Tabla 4.1 para los Muller
C-elements de 2, 4, 8, 16 y 32 entradas.
La Tabla 4.2 muestra esos resultados para la estructura de Wuu y la Figura 4.35 una
comparativa del (P − PDA)N de ambas aproximaciones. Se puede observar que a partir
de 16 entradas el diseño con red de preprocesamiento es más eficiente.
4.3.3 Resultados experimentales
En el segundo circuito fabricado (Apartado A.2.2 del Apéndice), se han integrado
cuatro Muller C-elements, tres de ellos con red de preprocesamiento y uno sin ella. En
las medidas se ha empleado el generador de patrones Agilent 16720A. La Figura 4.36
muestra el patrón de señales de entrada empleado. Para comprobar el funcionamiento de
las puertas, se han aplicado patrones con una frecuencia de 300MHz (máximo permitido
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Producto Potencia-Retraso-Área Normalizado
Número de entradas → 2 4 8 16 32
PAV (µW ) 14.01 18.10 73.05 260.27 416.62
DAV (ps) 289 294 442 471 514∑
iWi(µm) 8.16 11.28 48.60 119.16 280.16
(P − PDA)N (pJ · µm) 0.03 0.06 1.57 14.61 59.99















Figura 4.35: Comparativa en términos del P −PDAN entre las estructuras propuesta y
la de Wuu-Vrudhula.
por el generador de patrones). Las figuras muestran capturas de las tensiones de entrada y
salida realizadas con el osciloscopio Agilent DSO6104A InfiniiVision y el analizador lógico
Agilent 16902B.
Circuitos con red de preprocesamiento
Se han implementado puertas Muller C-element de 4, 8 y 16 entradas. Los anchos de
transistor en el circuito de generación de la señal s1 (Figura 4.33a) son 3µm (PMOS) y
0.8µm (NMOS). En el circuito de generación de la señal s2 (Figura 4.33b), los anchos
de los transistores son 0.72µm (NMOS) y 1µm (PMOS). Respecto al diseño del core
(Figura 4.34), el ancho de los transistores PMOS es 0.32µm; en el inversor del NDR
0.16µm (PMOS) y 1µm (NMOS); en el transistor NMOS que modula su intensidad de











Figura 4.36: Formas de onda empleadas para verificar el funcionamiento de las puertas
Muller C-element.
Muller C-element de 4 entradas. La Figura 4.37a muestra el layout del circuito. Se
han aplicado las entradas IN4 a IN7 de la Figura 4.36. La Figura 4.37b muestra las
formas de onda de la salida y de dos señales de entrada, IN4 e IN7. La señal IN4
es la última de las entradas en conmutar a ’0’ y, por tanto, provoca que la salida
retorne al nivel cero lógico. Por otro lado, la señal IN7 es la última en pasar a nivel
alto y hace que la salida conmute a ’1’.
Muller C-element de 8 entradas. El layout del circuito se muestra en la Figura
4.38a. Se han aplicado las señales IN2 a IN7 de la Figura 4.36 (IN6 e IN7 se
conectan a dos entradas cada una). Las entradas, IN2 e IN3, mostradas en la
Figura 4.38b, son las que provocan que la salida del circuito conmute a nivel alto y
bajo, respectivamente.
Muller C-element de 16 entradas. La Figura 4.39a muestra el layout del circuito.
Se le aplican las siete señales de entrada de la Figura 4.36 siguiendo el siguiente
esquema: IN4 aparece 8 veces, IN3 e IN5 dos y el resto de señales una vez. La
entrada IN1 es la última en conmutar a nivel alto, provocando que la salida pase
a nivel alto. Por otro lado, cuando el segundo pulso de IN1 retorna a cero, todas



































(b) Formas de ondas.





































(b) Formas de ondas.
Figura 4.38: Muller C-element de 8 entradas.

























(b) Formas de ondas.
Figura 4.39: Muller C-element de 16 entradas.
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las entradas están a nivel bajo, y la salida conmuta. La Figura 4.39b muestra las
formas de onda de IN1 y de la salida.
Finalmente, en la Figura 4.40 se muestra la salida del analizador lógico para los
tres circuitos. Las entradas conmutan a 30MHz y 300MHz. Se ha capturado en el
osciloscopio la entrada IN1.
Circuito sin red de preprocesamiento
La Figura 4.41a muestra el layout del Muller C-element de 4 entradas sin red de
preprocesamiento. Dado que en este tipo de estructuras las entradas se conectan a tran-
sistores PMOS, la salida conmuta a nivel bajo cuando todas las entradas pasan a nivel
alto, manteniendo su valor hasta que el conjunto de entradas al completo baja. En la
Figura 4.41b se muestra la salida medida para las entradas IN4 a IN7 de la Figura 4.36.
Se puede comprobar que cuando conmuta a nivel alto la última entrada (IN7), todos los
transistores PMOS están cortados y la salida pasa a nivel bajo (equivalente al nivel “L1”
en la Figura 4.29b). Por otro lado, cuando todas las entradas conmutan a nivel bajo (la
última en hacerlo es IN4), todos los transistores PMOS están conduciendo y la salida
pasará al estado “H1”.
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(a) Entradas conmutando a 30MHz.
(b) Entradas conmutando a 300MHz.





































(b) Formas de ondas.
Figura 4.41: Muller C-element de 4 entradas sin red de preprocesamiento.
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4.4 Conclusiones
En este capítulo se ha estudiado el diseño de circuitos lógicos basados en el dispositivo
MOS-NDR. En el primer bloque se ha propuesto una metodología de diseño para puertas
lógicas basadas en MOBILE, y se ha extendido la realización de puertas umbral con
RTDs y HFETs a puertas umbrales basadas en el dispositivo MOS-NDR y transistores
CMOS. Se ha propuesto una arquitectura que mejora en área y consumo a las reportadas
anteriormente. Se ha abordado el diseño de puertas disparadas tanto por flanco de subida
como de bajada de la señal de reloj y se han mostrado resultados experimentales de
diferentes puertas fabricadas.
La interconexión de puertas ha sido objeto de estudio del segundo bloque. Se ha demos-
trado experimentalmente la operación de una cadena de puertas MOBILE alimentada por
una única señal de reloj. El esquema de conexión propuesto se basa en alternar circuitos
activos por flanco de subida y bajada, sin intercalar los latches necesarios en la propuesta
original, sino circuitos más simples.
En el tercer bloque, se ha mostrado que se pueden implementar circuitos Muller C-
element usando un dispositivo MOS-NDR para sustituir el RTD de una implementación
previamente reportada. Se ha verificado, por simulación, que esta realización consume
menos que otras realizaciones CMOS convencionales. En nuestra topología la adición de
una entrada supone la de un único transistor. Cuando el número de entradas es elevado, la
configuración anterior presenta problemas de robustez. Para solucionarlo, se ha propuesto
un circuito con red de preprocesamiento, que reduce el circuito a un Muller C-element de
dos entradas. Se ha comprobado que la arquitectura propuesta es también más eficiente
en términos del producto potencia-retraso-área que la implementación convencional a
partir de un determinado número de entradas. Finalmente, se han mostrado resultados
experimentales de los circuitos Muller C-element con y sin red de preprocesamiento.

CAPÍTULO 5
DISEÑO DE CIRCUITOS RTD-CMOS
El grado de desarrollo de los dispositivos de efecto túnel resonante es muy diverso. Los
RTDs fabricados en materiales III-V son los más maduros y se han reportado circuitos
que los combinan con transistores de diferente tipo. Dado que las tecnologías dominantes
están basadas en silicio, se están realizando grandes esfuerzos para desarrollar en este
material dispositivos con resistencia negativa. Estos diodos exhiben peor comportamiento
que los de tecnologías III-V. En la actualidad, la realización en silicio de diodos túnel es
un área de investigación muy activa en la que se esperan importantes progresos. De hecho,
se ha sugerido que la adición de RTDs a la tecnología CMOS puede extender la vida útil
de esta última [32].
Se ha reportado la integración de Diodos Túnel Resonantes Interbanda (RITDs) con
CMOS estándar [31] y SiGe HBT [38], así como su operación MOBILE [113]. También se
ha reportado un RITD con una frecuencia de corte de 20GHz, que permite, por primera
vez, aplicaciones de señal mixta, RF y circuitos lógicos de alta velocidad [37].
Recientemente se han simplificado los procesos de fabricación de diodos túnel resonan-
tes compatibles con CMOS. Se han reportado estructuras que no necesitan Ge [40] o que
usan un proceso de fabricación basado en CVD (Chemical Vapor Deposition) en lugar de
MBE (Molecular Beam Epitaxia) [41]. Otra opción que se está explorando es el desarrollo
de los procedimientos de fabricación de RTDs III-V sobre sustratos de silicio, habiéndose
logrado importantes avances en este ámbito, como los diodos túnel en materiales III-V y
Ge utilizando la técnica denominada ART (Aspect Ratio Trapping) [44, 45].
Desde una perspectiva de circuito, algunos trabajos se han centrado en la evaluación
de las ventajas de la incorporación de RTDs a tecnologías CMOS (circuitos RTD-CMOS).
En [114], el transistor keeper de las puertas de la lógica dominó se sustituye por un RTD,
lo que aumenta significativamente la inmunidad al ruido, sin afectar al área, el retraso
o el consumo. En [115] se describe una celda de memoria estática que consiste en la
incorporación de un par de RTDs a una conocida topología de celdas DRAM. La nueva
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estructura reduce el consumo estático en tres órdenes de magnitud respecto a una celda
SRAM típica de seis transistores.
En nuestra opinión, es necesario profundizar más en esta dirección y en particular en
el ámbito de los circuitos lógicos. Si bien se han estimado las mejoras cuando se añaden
RTDs a puertas combinacionales y flip-flops [32, 116, 117], no se ha tenido en cuenta su
uso en redes de puertas, y este es un punto clave ya que las puertas lógicas con RTDs
permiten implementar estructuras pipeline a nivel de puerta. Es decir, cada puerta es una
etapa pipeline y, por tanto, se debería comparar con estilos de lógica CMOS que operen en
forma similar. Por otra parte, hemos podido comprobar que no existen estudios recientes
en este ámbito y como consecuencia, no hay disponibles datos relativos a circuitos que
combinan RTDs con tecnologías actuales.
En este capítulo evaluaremos las prestaciones de un conjunto de circuitos lógicos RTD-
CMOS, puertas y redes de puertas, diseñados empleando el modelo de RTD de LOCOM
y transistores de una tecnología CMOS comercial. El objetivo de este estudio es realizar
una primera exploración de las ventajas de integrar RTDs en tecnologías CMOS actuales,
para lo que es necesario asumir una serie de restricciones. En primer lugar, el escaso grado
de desarrollo de la integración de RTDs en silicio: dado que no disponemos de modelos
de RTDs en silicio, consideraremos como punto de partida el RTD de LOCOM escalado
a la tecnología CMOS empleada. Por otro lado, en el estudio no se han tenido en cuenta
aspectos que pueden ser significativos a frecuencias de operación elevadas, como parásitos
del layout entre líneas del circuito o la problemática asociada a la distribución de la red
del reloj. Para verificar la eficiencia de estos circuitos, compararemos sus prestaciones con
las de realizaciones de los mismos circuitos diseñados en estilo TSPC (True Single Phase
Clock) [99, 118], que también opera en modo pipeline a nivel de la puerta.
El capítulo se estructura en tres apartados. En el primero describimos cómo se van
a realizar los experimentos de exploración del espacio de soluciones de diseño a partir
de cuales se han dimensionado los circuitos. El estudio de puertas RTD-CMOS y su
comparación con las correspondientes puertas TSPC lo abordaremos en el Apartado 5.2.
En el Apartado 5.3 analizaremos la interconexión de puertas empleando una fase de reloj.
5.1 Descripción de los experimentos
Para evaluar las prestaciones de los circuitos RTD-CMOS y TSPC, hemos realizado
simulaciones con HSPICE variando determinados parámetros en un determinado rango de
5.1. DESCRIPCIÓN DE LOS EXPERIMENTOS 163
interés. Hemos determinado la combinación de parámetros que, en cada caso, optimiza las
prestaciones del circuito en función de determinados criterios. En esta sección se describen
los experimentos desarrollados, estableciendo qué parámetros de diseño se han explorado,
así como los criterios de optimización seguidos.
5.1.1 Parámetros de diseño
Circuitos RTD-CMOS
En los experimentos con circuitos RTD-CMOS, se han explorado los siguiente pará-
metros de diseño:
1. Área de los RTDs: Hemos supuesto un área mínima para los RTDs de 0.04µm2,
acorde a la tecnología de 130nm empleada para los transistores (esto es, unas
dimensiones de 0.2µm·0.2µm). Por tanto, el factor de área mínimo es fMIN = 0.004.
2. Frecuencia de operación del reloj. La elección del rango de frecuencias explorado
(entre 4GHz y 6GHz) se ha hecho a partir de demostradores que operan en modo
pipeline en tecnologías CMOS similares [119, 120, 121].
Circuitos TSPC
Los parámetros de diseño explorados en los experimentos con circuitos TSPC son:
1. Ancho de los transistores: Se han empleado transistores con longitud de canal
mínima. Las estructuras se han dimensionado considerando que:
a) El ancho del transistor PMOS es siempre igual aK veces la del NMOS (K = 3.5
para esta tecnología).
b) Cuando se conectan en serie N transistores, sus anchos se multiplican por N .
2. Frecuencia de operación. Se ha explorado el mismo rango de frecuencias que en los
circuitos RTD-CMOS.
5.1.2 Condiciones de los experimentos
Carga
En el análisis de puertas RTD-CMOS y TSPC hemos considerado que su estudio
cuando están cargadas con 1, 2 y 3 latches TSPC de dimensiones mínimas de la tecnología
(que denominaremos “carga 1”, “carga 2” y “carga 3”, respectivamente).
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Robustez
1. Circuitos RTD-CMOS : Las estructuras MOBILE son robustas frente a variaciones
de parámetros globales, tanto tecnológicos como de diseño, que afecten simultánea-
mente y de la misma forma a todos los dispositivos [122]. Por ello, en los análisis de
Monte Carlo que realizamos para evaluar la robustez, se incluyen, el mismatch en
los RTDs, variaciones aleatorias del nivel máximo de la señal de reloj (en un entorno
del ±10 %) y de mismatch y proceso (3 − σ) en los transistores. Puesto que no se
dispone de modelos de desapareamiento del RTD en la tecnología LOCOM, ni de
información concluyente sobre variabilidad, se han elegido dos parámetros críticos a
los que se han asociado distribuciones gaussianas: la densidad de corriente de pico
y la tensión de pico. Para cada parámetro, el error viene determinado por un error
relativo, ε. Para dotar de la mayor robustez posible al diseño, hemos considerado un
modelo de desapareamiento del RTD en el que el error de la densidad de corriente
de pico, ejP ,RTD, crece linealmente con el área, esto es, ejP ,RTD = ε ·ARTD. El error
de la tensión de pico de los RTDs es eVP ,RTD = ε · VP . El número de simulaciones
realizadas se ha fijado a 30, con ε = 0.1 (error relativo del 10%).
2. Circuitos TSPC : Los circuitos TSPC han superado análisis de Monte Carlo inclu-
yendo mismatch y proceso (3−σ), así como variaciones en la tensión de polarización
como las empleadas en los circuitos RTD-CMOS.
Reloj
Hemos considerado relojes ideales para ambos tipos de circuitos. Para los RTD-CMOS,
hemos considerado un reloj en el que TRISE y TFALL son idénticos e iguales a los tiempos
de hold y de reset. Por tanto, dado que el período de la señal es igual a cuatro veces
el tiempo de subida, la frecuencia de operación será f = 0.25/TRISE . Los niveles de
tensión mínimo y máximo son 0V y 0.8V , respectivamente. En los circuitos TSPC, hemos
supuesto un reloj tipo tren de pulsos, con un duty cycle del 50% y niveles que varían
entre 0V y la tensión de polarización, VDD, que se variará entre el nivel empleado en los
circuitos RTD-CMOS, 0.8V , y el valor nominal de la tecnología CMOS, 1.2V . Finalmente,
las señales de entrada se han elegido de forma que comprendan todas las combinaciones
posibles.
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5.1.3 Procesamiento de simulaciones
Para simplificar el análisis manual de los resultados proporcionados por HSPICE,
hemos desarrollado una herramienta de procesado de datos en entorno Matlab, a la que
hemos llamado Suite-NDR, que automatiza este proceso. Suite-NDR determina, entre
todos las combinaciones de parámetros simuladas para un mismo circuito, cuáles operan
correctamente y, entre ellos, los óptimos en términos de energía por ciclo de reloj y
frecuencia. Una descripción más detallada de la herramienta se encuentra en el Apartado
A.3 del Apéndice.
5.2 Evaluación de puertas RTD-CMOS
En esta sección evaluaremos las prestaciones de un conjunto de puertas RTD-CMOS
MOBILE activas por flanco de subida. En concreto, las del inversor binario, las de puertas
NOR de 2, 3 y 4 entradas, de la puerta NAND de 2 entradas y de la mayoritaria negada
de 3 entradas, NMAJ-3. Los esquemáticos de dichas puertas se muestran en la Figura
5.1. En ella se observa que cada puerta cuenta con una sola etapa de entrada y que la
funcionalidad lógica se consigue a partir de transistores en serie y/o en paralelo, como
indica la zona marcada. Estos transistores se han elegido con las dimensiones mínimas de
la tecnología (0.16µm).
Si llamamos fX al factor de área que se utiliza como parámetro de diseño, los factores
de área de los RTDs serán: fD = fX , fIN = fX y fL = 1.5 ·fX . Para cada experimento, se
han tomado diez valores de fX equiespaciados entre fMIN y 10 ·fMIN . Para la frecuencia,
se han tomado, para cada experimento, diez valores equiespaciados en el rango de interés
(4GHz a 6GHz).
En la Figura 5.1e se muestran las formas de onda correspondientes al análisis de Monte
Carlo de una puerta NMAJ-3 con carga 1 operando a 6GHz, con fX = 0.016 y en la que
las entradas x2 y x3 toman los valores lógicos bajo y alto, respectivamente y x1 conmuta
entre dichos niveles.
5.2.1 Resultados de simulación
En este subapartado se presentan y discuten los resultados proporcionados por la
herramienta Suite-NDR. En primer lugar, se muestran los experimentos de optimización
de la frecuencia de operación y promedio de la energía por ciclo de reloj. Posteriormente se
analizará la influencia del tamaño del transistor y se realizarán experimentos modificando




















































































(e) Formas de onda correspondientes al análisis de Monte Carlo de una puerta NMAJ-3
operando a 6GHz con fX = 0.016.
Figura 5.1: Circuitos RTD-CMOS estudiados.
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Dimensionamientos óptimos
La Tabla 5.1 muestra los dimensionamientos que proporcionan las mejores prestaciones
en términos de máxima frecuencia de operación y mínimo promedio de la energía por ciclo,
para una carga de 1, 2 y 3 latches TSPC de tamaño mínimo.
En los experimentos de obtención de la máxima frecuencia de operación, se observa
que todos los circuitos alcanzan el límite superior del rango explorado, si bien al aumentar
la carga que soportan, es necesario incrementar el factor de área y con ello la potencia
media. Por otro lado, a medida que se aumenta la complejidad de la puerta, es también
necesario incrementar el factor de área del RTD. La Figura 5.2a muestra un diagrama
de barras en el que se representa la potencia media a 6GHz para las diferentes puertas y
cargas.
Al igual que en el estudio de optimización de la frecuencia, en los experimentos de
minimización del promedio de la energía por ciclo se observa la misma tendencia de
variación de los factores de área de los RTDs. En concreto, al aumentar la carga son
necesarios RTDs de mayor área, lo que redunda en un incremento de la potencia media.
Para una carga fija se puede comprobar que, a medida que las puertas son más complejas,
el promedio de la energía por ciclo de reloj se incrementa, siguiendo un orden creciente en
función del número de transistores de su etapa de entrada. En la Figura 5.2b se representan
los valores del mínimo del promedio de la energía por ciclo de reloj obtenidos para las
diferentes puertas y cargas analizadas.
Finalmente, en la Figura 5.3 se muestra la evolución de la potencia media frente a
la frecuencia cuando las puertas se han dimensionado con fX = 0.016 y carga 1. Se
observa que la potencia media aumenta con la complejidad de la puerta. En la Figura
5.3a, se muestran los resultados para el inversor y las puertas NOR, observándose que al
aumentar la complejidad de la puerta, el incremento de la potencia media con la adición
de entradas es cada vez menor. En la Figura 5.3b se ha representado la potencia media
para el inversor y las puertas NAND-2 y NMAJ-3. Puede observarse que la pendiente
del inversor es menor que la de las puertas NAND-2 y NMAJ-3, que llevan transistores
en serie en sus etapas de entrada. Obsérvese que al emplear un transistor mínimo en la
puerta NAND-2, la potencia media está por debajo de la del inversor.
Estudio del espacio de soluciones válidas
La herramienta Suite-NDR permite determinar qué estructuras son óptimas, en tér-
















































































































































































































































































































































































































(b) Diagrama de barras del mínimo del promedio de la energía por ciclo para las diferentes
puertas y cargas.
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(b) Inversor, puertas NAND-2 y NMAJ-3.
Figura 5.3: Evolución de la potencia media frente a la frecuencia para puertas dimensio-
nadas con fX = 0.016.
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afectadas las medidas de prestaciones al variar el factor de área de los RTDs. En concreto,
a partir de los resultados obtenidos al procesar las simulaciones paramétricas, proporciona
gráficas como las mostradas en la Figura 5.4.
La Figura 5.4a muestra una representación, para el inversor binario con carga 1, del
promedio de la energía por ciclo frente a fX para diferentes valores de la frecuencia. Cada
círculo se corresponde a un circuito que opera correctamente (la escala de colores indica
el valor de la frecuencia). La región formada por los circuitos con dimensiones válidas
se extiende desde un factor de área 0.004 hasta 0.036. Nótese que la única solución en
0.004 se corresponde con una frecuencia de 4GHz, lo que indica que la diferencia entre las
intensidades de pico del driver y el load no es suficiente como para soportar la carga a
frecuencias más elevadas. Para valores elevados del factor de área, el transistor mínimo no
opera correctamente como switch, lo que explica el límite superior en el rango de valores
de fX válidos. En la figura, el único punto que aparece para fX = 0.036 es a 6GHz. El
que los circuitos tengan una frecuencia mínima de operación, se explica, en parte, por
las contribuciones de las corrientes de AC que se generan en el latch de la carga a esa
frecuencia y que se suman a la del driver. Para evitar estos problemas es conveniente
diseñar con transistores de ancho mayor que el mínimo cuando se usan valores elevados
del factor de área. Observamos, además, que al aumentar fX , lo hace la separación entre
valores del promedio de la energía por ciclo para distintos valores de la frecuencia.
La Figura 5.4b muestra la misma representación de la Figura 5.4a, pero ahora para
un inversor con carga 3. Se puede observar que el valor de fX mínimo ha aumentado de
0.004 a 0.012, como consecuencia del incremento de la carga. El valor de fX máximo ha
pasado de ser 0.036 con una única solución a 6GHz a 0.040 en un rango de frecuencias
entre 4.2GHz y 6GHz dado que, en este caso, las corrientes de AC provenientes de los tres
latches permiten compensar el reducido tamaño del transistor para estos valores de fX .
La Figura 5.5a muestra la representación del promedio de la energía por ciclo frente a
fX para las puerta NAND-2 (con carga de un latch) que operan correctamente (32 casos
sobre 100 explorados). En ella observamos que a partir de fX = 0.02 no hay soluciones
válidas. Hasta ahora, hemos considerado que los transistores de la etapa de entrada tienen
las dimensiones mínimas de la tecnología. Sin embargo, en las puertas NAND-2 y NMAJ-3,
las etapas funcionales contienen ramas con dos transistores en serie. Si estos transistores
son mínimos, el ancho resultante de la conexión es equivalente a la mitad del mínimo,
lo que compromete la operación como switch de estos transistores para factores de área
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(a) Inversor binario con carga 1.























(b) Inversor binario con carga 3.
Figura 5.4: Representación del promedio de la energía por ciclo frente a fX para diferentes
valores de la frecuencia en el inversor binario.
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NAND-2 Carga 1 Carga 2 Carga 3
Experimento fX 0.016 0.02 0.024
Máxima Frecuencia fMAX(GHz) 6 6 6
W = 0.32µm PAV @fMAX(µW ) 6.689 8.586 10.511
Experimento fX 0.012 0.016 0.02
Mínima Energía EMIN (fJ) 0.966 1.276 1.575
W = 0.32µm fEMIN (GHz) 5.3 5.6 5.8
Tabla 5.2: Dimensionamientos que optimizan la frecuencia máxima de operación y el
promedio de la energía por ciclo para la puerta NAND-2.
NMAJ-3 Carga 1 Carga 2 Carga 3
Experimento fX 0.016 0.02 0.02
Máxima Frecuencia fMAX(GHz) 6 6 6
W = 0.32µm PAV @fMAX(µW ) 9.611 11.513 13.429
Experimento fX 0.02 0.024 0.028
Mínima Energía EMIN (fJ) 1.567 1.843 2.164
W = 0.32µm fEMIN (GHz) 4.9 5.3 4.4
Tabla 5.3: Dimensionamientos que optimizan la frecuencia máxima de operación y el
promedio de la energía por ciclo para la puerta NMAJ-3.
grandes. Hemos optado por aplicar el criterio de diseño que se sigue en circuitos CMOS,
esto es, hacer que esos transistores tengan un ancho igual al doble del mínimo.
En la Figura 5.5b se muestra la misma representación de la Figura 5.5a, pero para
una puerta NAND-2 en la que se ha doblado el ancho del transistor. En este caso se
observa que el número de soluciones válidas ha aumentado (57) y que el rango de valores
de fx se ha extendido hasta 0.032. Al aumentar el ancho del transistor, los factores de
área obtenidos son mayores, produciéndose un ligero incremento en la potencia y energía
media de los dimensionamiento óptimos, como se refleja en la Tabla 5.2. Nótese que la
frecuencia obtenida para el dimensionamiento óptimo en energía promedio ha aumentado
con respecto al uso de transistores mínimos.
Para la puerta NMAJ-3, el razonamiento es similar, de modo que, como se observa en
la Figura 5.6, al doblar el ancho del transistor, el valor de fX máximo pasa de 0.028 a
0.04 y el número de dimensionamientos válidos de 42 a 64. En la Tabla 5.3 se recogen los
resultados obtenidos en el experimento.
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(a) Transistor de tamaño mínimo.















(b) Transistor de ancho doble del mínimo.
Figura 5.5: Representación del promedio de la energía por ciclo frente a fx para una
puerta NAND-2 con carga de un latch.
Variación de las características eléctricas del RTD
En este apartado estudiaremos el efecto de modificar algunos parámetros del RTD.
Como circuito de prueba emplearemos el inversor binario con carga 1. En primer lugar se
analizará cómo afecta al circuito la modificación de la densidad de corriente de pico del
RTD, jP .
En las Tablas 5.4a y 5.4b se muestran los resultados del experimento de optimización
para diferentes valores de la densidad de corriente de pico con respecto al valor del RTD de
LOCOM (jP = 21kA/cm2). Podemos comprobar (Tabla 5.4a) que mientras más se reduce
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(a) Transistor de tamaño mínimo.















(b) Transistor de ancho doble del mínimo.
Figura 5.6: Representación del promedio de la energía por ciclo frente a fx para una
puerta NMAJ-3 con carga de un latch.
jP , mayor es el incremento que hay que realizar en el factor de área para evitar que la
intensidad de pico disminuya en exceso. Se observa que el incremento requerido es tal que
se incrementa la potencia a pesar de disminuir la densidad de corriente de pico. Además,
para jP = 4.2kA/cm2, tan solo 4 casos funcionan correctamente (para fX = 0.036 y
fX = 0.04), lo que indica que para densidades de corriente de pico tan reducidas, el límite
superior del rango de valores del factor de área explorado debería ser mayor (a partir de
jP = 3.2kA/cm
2 ya no hay soluciones válidas). Las diferencias entre las intensidades de
pico resultantes al emplear los factores de área de este estudio, no son lo suficientemente
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Inversor binario jP (kA/cm2)
W = 0.16µm 4.2 11.5 21
Experimento fX 0.032 0.012 0.008
Máxima Frecuencia fMAX(GHz) 4.2 6 6
Carga 1 PAV @fMAX(µW ) 7.369 4.175 3.705
Experimento fX 0.032 0.008 0.004
Mínima Energía EgMIN (fJ) 1.614 0.566 0.456
Carga 1 fEgMIN (GHz) 4 4.9 4.2
(a) Reducción de jP respecto al valor del RTD de LOCOM (21kA/cm2).
Inversor binario jP (kA/cm2)
W = 0.16µm 21 105 150 190
Experimento fX 0.008 0.004 0.004 0.004
Máxima Frecuencia fMAX(GHz) 6 6 6 6
Carga 1 PAV @fMAX(µW ) 3.705 3.923 4.962 6.082
Experimento fX 0.004 0.004 0.004 0.004
Mínima Energía EMIN (fJ) 0.456 0.653 0.827 1.014
Carga 1 fEMIN (GHz) 4.2 6 6 6
(b) Incremento de jP respecto al valor del RTD de LOCOM (21kA/cm2).
Tabla 5.4: Dimensionamientos que optimizan la frecuencia máxima de operación y el
promedio de la energía por ciclo para el inversor binario con carga 1, variando la densidad
de corriente de pico.
grandes como para hacer que los circuitos operen correctamente en el rango de frecuencias
explorado.
Para todos los valores superiores estudiados hasta jP = 190kA/cm2, las soluciones
obtenidas se corresponden con el valor mínimo de fX en ambos experimentos. Sin embargo,
con fX mínimo y jP = 210kA/cm2 la frecuencia de operación es inferior a 6GHz. Aunque
mayores densidades de corrientes de pico permiten una mayor velocidad, para valores de
jP mayores que 190kA/cm2 el transistor deja de operar correctamente como switch.
El segundo parámetro del modelo del RTD que se va a modificar es su capacidad. En
la Tabla 5.5 se presentan los resultados obtenidos al multiplicar y dividir por cinco la
capacidad del RTD de LOCOM (4fF/µm2). Se observa que para C = 20fF/µm2(esto
es, un RTD con un índice de velocidad cinco veces menor que el original de LOCOM) es
necesario incrementar el tamaño de los RTDs para alcanzar los 6GHz. La exploración del
espacio de dimensionamientos válidos muestra que, como se observa en la Figura 5.7a, el
valor máximo de fX se ha reducido a 0.02 (frente a 0.036, como se mostró en la Figura
5.4a). Para evitar la pérdida de soluciones para valores altos de fX , hemos repetido el
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Inversor binario CRTD(fF/µm2)
0.8 4 20
Experimento fX 0.008 0.008 0.012
Máxima Frecuencia fMAX(GHz) 6 6 6
Carga 1 PAV @fMAX(µW ) 3.391 3.705 7.454
W (µm) 0.16 0.16 0.16
Experimento fX 0.008 0.004 0.008
Mínima Energía EMIN (fJ) 0.565 0.456 0.884
Carga 1 fEMIN (GHz) 6 4.2 5.6
W (µm) 0.16 0.16 0.16
Tabla 5.5: Dimensionamientos que optimizan la frecuencia máxima de operación y el
promedio de la energía por ciclo para el inversor binario con carga 1, variando la capacidad
del RTD.
Inversor binario W = 0.32µm W = 0.48µm W = 0.64µm
Experimento fX 0.004 0.004 0.004
Máxima Frecuencia fMAX(GHz) 6 6 6
Carga 1 PAV @fMAX(µW ) 6.665 6.879 7.298
Experimento fX 0.004 0.004 0.004
Mínima Energía EMIN (fJ) 1.109 1.147 1.215
Carga 1 fEMIN (GHz) 6 6 6
Tabla 5.6: Dimensionamientos que optimizan la frecuencia máxima de operación y el
promedio de la energía por ciclo para el inversor binario con carga 1, empleando un
modelo de RTD con la misma capacidad y densidad de corriente de pico del reportado en
[37].
experimento con un ancho de transistor de 0.32µm. Los resultados se muestran en la
Figura 5.7b, en la que se observa que el límite superior de fX está ahora en 0.036.
Por último, vamos a considerar un modelo de RTD con una capacidad y densidad
de corriente de pico iguales a las de un RITD fabricado en silicio reportado en [37],
concretamente 1.5 y 10 veces mayores que las del RTD de LOCOM, esto es C = 6fF/µm2
y jP = 210kA/cm2. Como vimos anteriormente, para trabajar con densidades de corriente
tan elevadas, es necesario aumentar el ancho del transistor. En estas condiciones, los resul-
tados obtenidos se muestran en la Tabla 5.6. Dado que para un ancho de transistor doble
del mínimo tan sólo se obtienen 10 dimensionamientos correctos, para que la exploración
sea más completa representamos también los resultados obtenidos con anchos de transistor
de 0.48µm (20 casos correctos) y 0.64µm (31 casos correctos), observándose que en todos
los casos fX toma el valor mínimo.
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(a) W = 0.16µm.























(b) W = 0.32µm.
Figura 5.7: Representación del promedio de la energía por ciclo frente a fX para diferentes
valores de la frecuencia en el inversor binario con carga 1 y capacidad 20fF/µm2.
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En resumen, para el RTD de LOCOM se han obtenido soluciones que operan en el
rango de frecuencias deseado utilizando transistores mínimos. Los inversores diseñados con
este RTD exhiben la menor potencia media a 6GHz y el menor promedio de la energía
por ciclo de entre los analizados.
5.2.2 Comparación de prestaciones con circuitos TSPC
En este apartado se comparan las prestaciones (potencia media y promedio de energía
por ciclo) de los circuitos con RTD-CMOS y de los diseños CMOS basados en TSPC. Las
estructuras TSPC tipo N (P) precargan la tensión de salida, VOUT , al valor de alimentación
(tierra), cuando el reloj, VCK está a nivel bajo (alto) y evalúan cuando está a nivel alto
(bajo). Una descripción más detallada del funcionamiento de las estructuras TSPC se
puede encontrar en [123]. Las Figuras 5.8a a 5.8d muestran los esquemáticos de las puertas
exploradas en este apartado, todas ellas tipo N: el inversor binario, las puertas NOR de
2, 3 y 4 entradas, la NAND de 2 entradas y la NMAJ-3, donde se ha destacado la parte
funcional de las mismas. En cada experimento de exploración se han tomado diez valores
del parámetro que modela el ancho mínimo de los transistores NMOS, W , entre 0.16µm
y 1.6µm y diez valores de la frecuencia entre 4GHz y 6GHz.
Dimensionamientos óptimos
En primer lugar, hemos realizado simulaciones considerando que VDD toma el valor
típico de la tecnología, 1.2V . La Tabla 5.7 muestra los dimensionamientos que propor-
cionan mejores prestaciones en términos de la máxima frecuencia de operación y mínimo
promedio de la energía por ciclo para cargas 1, 2 y 3. En ella se observa que es posible
lograr la máxima frecuencia de operación con W = 0.16µm (excepto para la NMAJ-3 con
carga 3), si bien las potencias medias medidas están muy por encima de los obtenidos
para las puertas RTD-CMOS.
Para completar la comparación, hemos reducido la polarización a la de los circuitos
RTD-CMOS, esto es, 0.8V . Los resultados se muestran en la Tabla 5.8, en la que se
observa que, a medida que se aumenta la carga y la complejidad de la puerta, es necesario
incrementar el ancho del transistor.
Aún con la polarización reducida, las puertas RTD-CMOS presentan mejores prestacio-
nes en potencia promedio, como se observa en la Figura 5.9. En particular, estas diferencias
se hacen especialmente significativas al aumentar la funcionalidad lógica (Figura 5.9a).



































































Figura 5.8: Circuitos TSPC tipo N.
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Inversor NOR-2 NOR-3 NOR-4 NAND-2 NMAJ-3
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Inversor NOR-2 NOR-3 NOR-4 NAND-2 NMAJ-3
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Figura 5.9: Comparativa de la potencia media a 6GHz de las realizaciones RTD-CMOS









Inversor NOR-2 NOR-3 NOR-4 NAND-2 NMAJ-3
Tipo de puerta


















































RTD-CMOS TSPC 0.8V TSPC 1.2V
(c) Carga 3.
Figura 5.10: Comparativa de mínimo del promedio de la energía por ciclo para las
realizaciones RTD-CMOS y TSPC de puertas para carga 1, 2 y 3.
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Figura 5.11: Evolución de la potencia media frente a la frecuencia para realizaciones
RTD-CMOS y TSPC del inversor binario y la puerta NAND-2.
(9.87µW de diferencia) del de la puerta TSPC con VDD = 0.8V y al 27% (21.78µW ) para
VDD = 1.2V . Al variar la carga, las diferencias absolutas entre las potencias medias de los
circuitos RTD-CMOS y TSPC se hacen aún más significativas, como se puede observar en
las Figuras 5.9b y 5.9c. La potencia media de la puerta NMAJ-3 RTD-CMOS con carga
2 está en torno al 35% (17.54µW ) de la de la puerta TSPC con VDD = 0.8V y al 30%
(23.35µW ) con VDD = 1.2V . Para carga 3, la reducción es al 32% (25.24µW ) y al 19%
(50.23µW ) para VDD = 0.8V y VDD = 1.2V , respectivamente. La misma tendencia se
observa en la representación del mínimo promedio de la energía por ciclo medido, como
se muestra en la Figura 5.10.
En los circuitos TSPC, la mayor parte de la potencia media es dinámica, por lo que la
dependencia con la frecuencia es especialmente significativa. Por el contrario, las puertas
RTD-CMOS presentan una potencia media en estática muy importante como consecuencia
de la segunda zona de resistencia diferencial positiva del RTD, si bien la componente
dinámica no es tan relevante como en los circuitos TSPC. La Figura 5.11, representa la
potencia media frente a la frecuencia para el inversor y la puerta NAND-2. Los resultados
de los circuitos TSPC están tomados para VDD = 0.8V y W = 0.16µm, mientras que
el factor de área fX para el inversor y la puerta NAND-2 RTD-CMOS es 0.008 y 0.012,
respectivamente. Como se observa, la pendiente de los circuitos TSPC es mayor que la de
los RTD-CMOS.
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5.3 Evaluación de redes de puertas RTD-CMOS
En esta sección se propondrá un esquema de interconexión de puertas RTD-CMOS
empleando una fase de reloj y se analizarán sus prestaciones en comparación con redes de
puertas TSPC. Todos los cálculos se realizarán tanto para una cadena de cuatro inversores
en serie, como para un sumador con propagación de acarreo, en los que se ha contemplado
el comportamiento del circuito en función del fan-out.
5.3.1 Conexión de cuatro inversores en serie
En el capítulo anterior vimos que se pueden interconectar puertas MOBILE empleando
una única señal de reloj si se coloca un circuito que introduzca un retraso entre etapas.
Para la interconexión de puertas RTD-CMOS emplearemos un inversor CMOS de dimen-
siones mínimas. La Figura 5.12a muestra el esquema completo, donde se alternan puertas
activas por flanco de subida y bajada. El funcionamiento de la cadena de inversores se
ilustra en la Figura 5.12b. Se ha representado la señal de reloj, VCK , la entrada, x1, las
tensiones de salida de los dos primeros inversores MOBILE, VOUT,1 y VOUT,2, y las de
sus correspondientes inversores CMOS, VINV,1 y VINV,2. Las formas de onda obtenidas
son análogas a las de la cadena de inversores MOS-NDR descrita en el capítulo anterior
(Figura 4.24a). Para las etapas de subida hemos considerado que fD,S = fIN,S = fX,S y
fL,S = 1.5 · fX,S , mientras que para las de bajada se cumple que fL,B = fIN,B = fX,B
y fD,S = 1.5 · fX,B. La red se ha dimensionado con fX,S = fX,B = 0.012. El transistor
NMOS de las etapas de subida tiene ancho 0.16µm, mientras que el PMOS de las de
bajada es 0.56µm. Para dotar de mayor generalidad al esquema de interconexión, hemos
sustituido el inversor CMOS por un buffer formado por dos inversores CMOS, también
de dimensiones mínimas. La Figura 5.12c muestra las formas de onda correspondientes a
las dos primeras etapas, operando a 6GHz, representándose la tensión a la salida de cada
inversor MOBILE, VOUT,1 y VOUT,2, y de cada buffer VBUF,1 y VBUF,2.
Dimensionamiento del circuito
Para conseguir mayor robustez nuestro objetivo es el dimensionamiento de una cadena
de cuatro inversores que funcione en el rango de frecuencias de interés (4GHz a 6GHz),
con carga 1, 2 y 3. Consideraremos “carga 1” a la cadena descrita anteriormente, mientras
que “carga 2” (“carga 3”), supone añadir una (dos) etapa(s) más en paralelo detrás de
cada inversor CMOS. También se exigirá que la cadena opere correctamente colocando un
inversor CMOS o un buffer entre etapas MOBILE.













































(b) Formas de onda del reloj, la entrada y de las dos primeras etapas, con esquema






















(c) Formas de onda del reloj, la entrada y de las dos primeras etapas, con esquema
de interconexión con un buffer CMOS entre etapas.
Figura 5.12: Interconexión en serie de cuatro inversores RTD-CMOS.
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Elemento de interconexión Carga f (GHz) PAV,1(µW ) PAV,2(µW )
4 36.57 40.96
1 5 39.21 43.20
6 41.62 45.41
4 38.83 43.26
Inversor 2 5 41.92 45.99
6 44.57 48.34
4 39.21 45.26
3 5 43.91 48.08
6 46.43 50.34
4 47.54 60.31
1 5 52.43 65.39
6 55.67 69.06
4 49.83 62.08
Buffer 2 5 55.53 67.46
6 58.01 72.07
4 51.47 64.05
3 5 56.17 69.15
6 60.01 73.67
Tabla 5.9: Potencia media en los esquemas de interconexión de cuatro inversores RTD-
CMOS explorados.
Con ayuda de Suite-NDR, hemos obtenido el siguiente dimensionado del circuito:
fD,S = fIN,S = 0.008 y fL,S = 0.012 para los factores de área de las etapas activas
por flanco de subida y fL,B = fIN,B = 0.016 y fD,B = 0.022 para las de bajada.
Evaluación de prestaciones
La Tabla 5.9 muestra las potencias medias correspondientes a las distintas cadenas de
inversores estudiadas (columna “PAV,1(µW )”). Nótese que éstas no se ven afectadas de
forma acusada por las variaciones en la frecuencia ni el aumento de la carga.
La potencia media correspondiente a estas estructuras con reloj directo (Figura 5.12a)
se ha computado a partir del promedio de la suma de los “productos tensión por intensidad”
de la fuente de polarización, VDD y del reloj, VCK .
Adicionalmente, hemos estimado la potencia para estructuras con reloj indirecto. El
reloj se genera a partir de un inversor CMOS a cuya entrada se aplica un tren de pulsos
con tiempos de subida muy pequeños, como vimos en el Capítulo 4. Los resultados se
muestran en la columna “PAV,2(µW )” de la Tabla 5.9.
Finalmente presentamos los resultados obtenidos al emplear un modelo de RTD con
una capacidad y densidad de corriente de pico como las del RTD integrado en silicio
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Tabla 5.10: Potencia media de la interconexión de cuatro inversores RTD-CMOS em-
pleando un modelo de RTD con la misma capacidad y densidad de corriente de pico del
reportado en [37].
reportado en [37]. En el Apartado 5.2.1 se mostró que para encontrar dimensionamientos
válidos en el rango de interés de los valores de los parámetros, es necesario incrementar el
ancho del transistor. Para este experimento, hemos considerado una cadena con carga 1,
en la que el ancho de los transistores NMOS es 0.48µm (1.68µm para los PMOS), siendo
fX = 0.004 el valor del factor de área que minimiza la potencia media a 6GHz. Este
dimensionamiento opera correctamente en el rango de los 4GHz a 6GHz, así como con la
interconexión empleando buffers. Los resultados obtenidos para esta cadena se muestran
en la Tabla 5.10.
Comparativa con TSPC
Hemos comparado la eficiencia de la cadena de inversores RTD-CMOS con la in-
terconexión de cuatro inversores TSPC mostrado en la Figura 5.13. Hemos realizado
simulaciones paramétricas a 4GHz, 5GHz y 6GHz y carga 1, 2 y 3, en las que se ha
variado el parámetro que modela el ancho mínimo del transistor NMOS, W , y la tensión
VDD, desde 0.8V hasta 1.2V , hasta conseguir que el dimensionamiento supere las pruebas
de robustez establecidas. De acuerdo con el Apartado 5.1.1, los anchos de transistor de
los latches tipo N son 2 ·W para los NMOS y 3.5 ·W para los PMOS, mientras que para
los tipo P son W para los NMOS y 7 ·W para los PMOS. Los resultados obtenidos se
muestran en la Tabla 5.11. Se observa que, a diferencia del estudio del inversor binario
aislado, no existen soluciones para VDD = 0.8V . Esto se debe a que ahora, a partir de
la segunda etapa, los inversores no reciben entradas ideales. Además, las etapas tipo P
soportan una carga mayor que las N debido al dimensionamiento del latch tipo P. Nótese
que la potencia media crece en gran medida con la frecuencia y al aumentar la carga.























Figura 5.13: Conexión en serie de cuatro inversores TSPC.
Carga f (GHz) VDD(V ) W (µm) PAV (µW )
1 4 1.0 0.16 46.12
1 5 1.1 0.16 61.25
1 6 1.2 0.16 100.08
2 4 1.1 0.16 53.67
2 5 1.2 0.16 90.42
2 6 1.2 0.32 203.32
3 4 1.1 0.16 61.51
3 5 1.2 0.32 178.74
3 6 — — —
Tabla 5.11: Resultados de las simulaciones correspondiente a la interconexión de cuatro
inversores TSPC.
pruebas de robustez para carga 3 y frecuencia 6GHz.
En la Figura 5.14 mostramos una comparativa entre los experimentos realizados para
circuitos RTD-CMOS y TSPC. En la Figura 5.14a se han representado las potencias
medias a 4GHz, 5GHz y 6GHz para carga 1. Se han incluido los esquemas de interconexión
con un inversor CMOS y con el buffer, así como los resultados obtenidos con el RTD de
LOCOM y el RTD reportado en [37]. A 4GHz, entre todas las topologías RTD-CMOS sólo
la cadena con el RTD de LOCOM y con inversores CMOS como elemento de interconexión
mejora en potencia media a la TSPC. Sin embargo a 5GHz todas las cadenas, salvo la que
emplea buffers y el RTD reportado en [37], mejoran a la TSPC, situándose la potencia
media de las cadenas RTD-CMOS eficientes entre el 64% y 85% de la correspondiente
a TSPC. A 6GHz todas las cadenas RTD-CMOS son más eficientes, estando la potencia
media de éstas entre un 42% y un 68% de la medida en la red TSPC. Finalmente, en
las Figuras 5.14b y 5.14c mostramos los resultados obtenidos para carga 2 y carga 3. Con
carga 2 (3) y a 6GHz (5GHz), la potencia media de la red RTD-CMOS con inversores es el













































































Figura 5.14: Comparativa de la potencia media frente a la frecuencia para la intercone-























Figura 5.15: Diagrama de bloques del sumador RTD-CMOS implementado.
22% (23%) de la de la TSPC y para la que emplea buffers el 30% (31%) . Los resultados
obtenidos en este experimento, en el que se evalúan redes de puertas, muestran ventajas,
en términos de potencia, más significativas que en el experimento de puertas descrito en
el Apartado 5.2.
5.3.2 Sumador
Hemos diseñado un sumador de propagación de acarreo empleando el mismo esquema
de interconexión con inversores descrito anteriormente. La Figura 5.15 muestra su diagra-
ma lógico consistente en la conexión en serie de sumadores completos (full-adders). Las
entradas del sumador son los bits a sumar, Ai y Bi, y el acarreo de la etapa anterior, Ci−1.
La suma, Si, se obtiene a partir de dos puertas OR-exclusiva y un seguidor, mientras que
el acarreo, Ci, se genera con la mayoritaria de las tres entradas. Para poder conectar los
full-adders en cadena es necesario alternar el tipo de disparo de la señal de reloj, por lo
que es necesario contar con dos tipos de full-adders. Los sumadores tipo “Bajada-Subida”
generan un acarreo a partir de una mayoritaria activa por flanco de bajada, por lo que
para preservar el esquema de fases de reloj, es necesario que, en el siguiente sumador, las
puertas del primer nivel sean activas por flanco de subida, dando lugar a full-adders tipo
“Subida-Bajada”. Nótese que para sincronizar la evaluación de las entradas Ai y Bi, se
han empleado cadenas de i − 1 inversores RTD-CMOS. En la Figura 5.16 se ilustra el
esquemático del sumador tipo “Subida-Bajada”, en el que se han señalado las puertas que
lo componen y en el que se incluyen los inversores de interconexión entre etapas.
En la Figura 5.17 se muestra el funcionamiento de una etapa “Bajada-Subida” seguida
de una “Subida-Bajada” operando a 4GHz. El dimensionado de los RTDs y transistores
para las diferentes puertas se ha resumido en la Tabla 5.12. Las formas de onda de las










































Figura 5.16: Esquemático del sumador tipo “Subida-Bajada”.
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Sumador Bajada-Subida
Inversor ↓ ExOR− 2 ↓ ExOR− 2 ↑ NMAJ − 3 ↓
fD 0.055 0.046 0.04 0.05
fL 0.04 0.036 0.05 0.036
fIN 0.04 0.036 0.04 0.036
W (µm) 1.68 1.68 0.48 1.68
(a) Sumador Bajada-Subida.
Sumador Subida-Bajada
Inversor ↑ ExOR− 2 ↑ ExOR− 2 ↓ NMAJ − 3 ↑
fD 0.03 0.036 0.051 0.036
fL 0.045 0.047 0.04 0.047
fIN 0.03 0.036 0.04 0.036
W (µm) 0.48 0.48 1.68 0.48
(b) Sumador Subida-Bajada.
Tabla 5.12: Dimensionamiento del sumador.
entradas representadas están medidas tras la cadena de inversores. Las entradas Ai y
Bi corresponden a un sumador “Bajada-Subida” y el acarreo, Ci−1, al sumador “Subida-
Bajada” que lo precede. Nótese que la salida de este sumador, Si, es disparada por flanco
de subida, mientras que el acarreo, Ci, lo es por flanco de bajada (en la figura se ha
representado tras el inversor CMOS). En el sumador “Subida-Bajada”, la salida, Si+1,
está disparada por flanco de bajada y el acarreo, Ci+1, por flanco de subida.
Se ha evaluado la potencia media de la conexión de los dos sumadores operando a
4GHz, estimándose en 156.38µW . Para hacer que la medida sea lo más realista posible,
se han tenido en cuenta todas las posibles combinaciones de entradas. Debido a las
restricciones impuestas en el rango de variación de los parámetros, no es posible conseguir
que la estructura supere las pruebas de robustez en todo el intervalo de frecuencias entre
4GHz y 6GHz, observándose que la limitación aparece en las puertas activas por flanco
de bajada. Esto indica que la parametrización del dimensionado utilizado para este tipo
de puertas (el mismo que para las disparadas por flanco de subida) pudiera no ser el más
adecuado.
Comparativa con TSPC
La Figura 5.18 muestra el diagrama de bloques del sumador empleando un estilo de
diseño TSPC, que también consta de etapas tipo “N-P” y “P-N”. Para que el circuito opere
a 4GHz superando los criterios de robustez, la polarización, VDD, se ha fijado a 1.2V . Se




























































































































Figura 5.18: Diagrama de bloques del sumador TSPC implementado.
Sumador Bajada-Subida
Inversor P ExOR P ExOR N NMAJ − 3 P Latch N Latch P
W (µm) 0.16 0.48 0.48 0.16 0.16 0.16
WPMOS 1.12 5.04 1.68 1.68 0.56 1.12
WNMOS 0.16 0.48 1.44 0.16 0.32 0.16
(a) Sumador Bajada-Subida.
Sumador Subida-Bajada
Inversor N ExOR N ExOR P NMAJ − 3 N Latch N Latch P
W (µm) 0.16 0.48 0.48 0.16 0.16 0.16
WPMOS 0.56 1.68 5.04 0.56 0.56 1.12
WNMOS 0.32 1.44 0.48 0.48 0.32 0.16
(b) Sumador Subida-Bajada.
Tabla 5.13: Dimensionamiento del sumador TSPC.
ha seguido el mismo criterio de dimensionamiento de las puertas empleado a lo largo del
capítulo, resumiéndose en la Tabla 5.13 los valores asignados al parámetro W para cada
puerta. La potencia media estimada a 4GHz es de 355.59µW , más del doble que la de la
realización RTD-CMOS.
5.4 Conclusiones
En este capítulo se ha estudiado el diseño de circuitos lógicos MOBILE empleando
RTDs y transistores de una tecnología CMOS comercial de 130nm. Se han realizado
simulaciones paramétricas para explorar su operación en un rango de frecuencias y de
valores de los parámetros de diseño. Se ha utilizado la potencia media a una determinada
frecuencia de interés y el mínimo promedio de energía por ciclo de reloj para evaluar las
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prestaciones de los circuitos y compararlas con realizaciones RTD-CMOS.
En primer lugar, se ha estudiado el funcionamiento de puertas lógicas con distinta
carga. Hemos verificado que la potencia media de los circuitos RTD-CMOS es menor que
la de los circuitos TSPC, aún cuando la tensión de polarización de estos últimos iguala
a la de los circuitos RTD-CMOS. La potencia media de la puerta mayoritaria negada de
tres entradas es un 32% de la TSPC para una polarización de 0.8V y un 25% para una
polarización de 1.2V . Estas diferencias son más patentes a medida que se aumenta la
frecuencia y la carga soportada. Hemos comprobado que la potencia media crece más con
la frecuencia en los circuitos TSPC que en los circuitos RTD-CMOS.
En el segundo bloque del capítulo, se ha ampliado el estudio a la interconexión de
puertas empleando una única fase de reloj. Se ha propuesto un esquema en el que se ha
colocado un inversor CMOS entre ellas. Hemos comprobado que también es posible realizar
la interconexión colocando dos inversores CMOS en serie entre etapas MOBILE. En primer
lugar, hemos considerado una cadena de inversores RTD-CMOS con un dimensionamiento
tal que opere correctamente en el rango de frecuencias de interés, con diferente carga y
que admita, indistintamente, la interconexión empleando uno o dos inversores CMOS. La
potencia media medida está entre un 22% y 30% de la de la red TSPC a 6GHz y carga 2.
Finalmente, se ha estudiado un sumador RTD-CMOS, en el que aún a 4GHz, la potencia
es inferior a la mitad de la de la realización TSPC.

CONCLUSIONES
1. Se han extendido las metodologías de diseño basadas en el principio de operación
MOBILE a circuitos más complejos. Se han ampliado estudios previos, en los que
sólo se recoge el análisis de la evaluación, incluyéndose la propiedad de biestabilidad.
En particular, se han obtenido, de forma analítica y contrastándolas por simulación,
regiones de funcionamiento de un circuito MOBILE diferencial simétrico y de com-
paradores binarios y multivaluados.
2. Se han derivado expresiones analíticas de los puntos críticos en la curva I-V de
dos o más RTDs en serie, lo que permite aproximarla de forma lineal a tramos.
Empleando esta característica aproximada hemos simplificado el procedimiento de
obtención de las regiones de operación de circuitos ternarios y cuaternarios. Se ha
comprobado que las regiones derivadas analíticamente se corresponden muy bien
con las obtenidas por simulación empleando RTDs con modelos no lineales, y que
esta metodología de diseño es independiente de los modelos de RTD y transistor
utilizados.
3. Se han desarrollado circuitos que permiten emular características I-V tipo NDR.
En concreto, se han propuesto dos topologías de circuito integrables en tecnolo-
gías CMOS estándar. A diferencia de otras reportadas anteriormente, no requieren
utilizar fuentes flotantes simplificando, por tanto, su realización física. Además, se
ha validado el uso de estos dispositivos MOS-NDR en estructuras basadas en los
principios de operación MOBILE y MML tanto disparadas por flanco ascendente
como por descendente, y se ha derivado una metodología para su dimensionamiento.
4. Se ha propuesto y validado experimentalmente un dispositivo MOS-NDR progra-
mable cuya intensidad de pico y segunda zona de resistencia diferencial positiva se
modifican en función de dos controles externos.
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5. Se han diseñado y fabricado demostradores de la operación de puertas MOBILE
basadas en el dispositivo MOS-NDR programable. Al disponer de transistores tipo
N y P, se han desarrollado topologías MOBILE novedosas y eficientes para las
disparadas por flanco descendente, más adecuadas que las reportadas para diseños
con RTDs en tecnologías como LOCOM. Estas topologías han sido validadas en un
contexto RTD-CMOS.
6. Se ha propuesto y mostrado experimentalmente un esquema de interconexión de
puertas que emplea una única fase de reloj. Se ha reducido la complejidad del circuito
necesario entre etapas con respecto a otras arquitecturas reportadas.
7. Se han diseñado y validado experimentalmente topologías de circuitos Muller C-
elements sustituyendo el RTD de una implementación previamente reportada por
un dispositivo MOS-NDR. Para circuitos con un número elevado de entradas se ha
propuesto y validado experimentalmente una configuración con red de preprocesa-
miento. Estas realizaciones son más compactas y eficientes en términos de potencia
que una implementación CMOS estándar, lo que muestra que, para ciertas aplica-
ciones, el diseño con estos emuladores es competitivo.
8. Se ha explorado el diseño de circuitos MOBILE, con pipeline a nivel de puerta,
basados en la cointegración de RTDs con transistores CMOS de una tecnología
comercial. Se han comparado sus prestaciones (potencia media y energía promedio
por ciclo de reloj) con las de sus correspondientes realizaciones en un estilo de diseño
TSPC. Los resultados obtenidos muestran ventajas significativas de los diseños RTD-
CMOS, por lo que, a pesar de tratarse de un estudio preliminar con importantes
limitaciones, supone un punto de partida hacia futuros trabajos en esta dirección.
APÉNDICE
A.1 Descripción de las tecnologías empleadas
En este apéndice mostramos una breve descripción de las tecnologías empleadas tanto
en la simulación como en la fabricación de los circuitos propuestos en esta Tesis.
A.1.1 Tecnología LOCOM
El diseño de circuitos con RTDs y HFETs se ha realizado empleando los modelos de
dispositivos proporcionados por la tecnología LOCOM [54].
RTD
El modelo del RTD de LOCOM se muestra en la Figura A.1a, en la que CRTD =
4fF/µm2, RS = 0.5Ω, R0 = 10GΩ. La intensidad en DC que circula por un RTD de
factor de área f sometido a una tensión V se modela a partir de la siguiente expresión:







− (1 + tanh(10(−V + VRN )))e−
(−V +VRN )
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+ f · ITHERM (ede·V − e−de·V ) (A.1)
donde los parámetros que aparecen en la ecuación toman los siguientes valores:
Ip = 2150µA, VRP = 0.2V, VRN = −0.2V, BRL = 0.24V 2
BRR = 0.18V 2, ITHERM = 36µA, de = 3.8V
−1







(a) Modelo del RTD.
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I [mA]


















(c) Transistor HFET de empobrecimiento. Familia de curvas IDS − VDS para
diferentes valores de VGS .
Figura A.1: Tecnología LOCOM.
HFET
Para las simulaciones en HSPICE hemos empleado un modelo del HFET de nivel 3
y factor de saturación (SAT) igual a 3. La intensidad que circula por el HFET se ha
modelado mediante la siguiente expresión:
IHFET (VDS , VGS) =

0 VGS < VT0
β·FF (VGS−VT0)VG,exp
1+uCRIT (VGS−VT0) (1 + λVDS)[1− (1− α
VDS
satexp








Los parámetros que aparecen en la expresión anterior toman los siguientes valores para
el transistor de empobrecimiento:
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α = 3V −1, β = 500V −1, λ = 0.05V −1, VT0 = −0.4V
satexp = 2.8, VG,exp = 1.5, uCRIT = 0.6V
−1
Y para el de enriquecimiento:
α = 5.5V −1, β = 900V −1, λ = 0.1V −1, VT0 = 0.15V
satexp = 2.8, VG,exp = 1.8, uCRIT = 0.8V
−1
En la Figura A.1c mostramos la familia de curvas VDS − IDS de un HFET de empo-
brecimiento en función de la tensión puerta-fuente.
A.1.2 Tecnología UMC/Faraday 130nm
El diseño de circuitos MOS-NDR se ha realizado empleando una tecnología comercial
de 130nm y 1.2V del fabricante UMC [124]. En las Figuras A.2a y A.3a mostramos las
familias de curvas IDS − VDS (para diferentes valores de VGS) de transistores NMOS y
PMOS con anchura y longitud mínimas de canal para esta tecnología, esto es w = 0.16µm
y l = 0.12µm, respectivamente. En las Figuras A.2b y A.3b se representa como varía la
intensidad drenador-fuente al variar la anchura del transistor (considerando una longitud
mínima) y VGS = 1.2V .
El bloque de entrada/salida (anillo de pads) de los circuitos ha sido realizado emplean-
do las librerías del fabricante Faraday [125] correspondientes a la tecnología de 130nm
empleada. Esta tecnología requiere del uso de tensiones externas a los pads digitales de





































(b) Transistor NMOS. Familia de curvas IDS − VDS para diferentes valores de w.
Figura A.2: Curvas IDS−VDS para los transistores NMOS de la tecnología UMC 130nm.


















































































(b) Transistor PMOS. Familia de curvas IDS − VDS para diferentes valores de w.
Figura A.3: Curvas IDS−VDS para los transistores PMOS de la tecnología UMC 130nm.
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A.2 Descripción de los circuitos fabricados
En este apartado se describen los diferentes demostradores implementados en la tec-
nología comercial UMC 130nm.
A.2.1 Circuito 1
El primer circuito fabricado se diseñó con el objetivo de validar experimentalmente las
estructuras MOS-NDR desarrolladas.
A.2.2 Circuito 2
El segundo circuito se diseñó para verificar el funcionamiento de las puertas MOBILE
activas por flanco de subida descritas en el Capítulo 4. El integrado, que llamaremos “Puer-
tas MOS-NDR” (Figura A.4a), pretende mostrar el funcionamiento de puertas aisladas y
las topologías de los Muller C-elements.
Contenido del circuito




b) Dos inversores binarios con diferentes dimensionamientos.
c) Dos puertas NOR de 3 entradas con diferentes dimensionamientos.
d) Mayoritaria de 3 entradas.
e) Mayoritaria de 5 entradas.
2. Circuitos Muller C-element
a) Muller C-element de 4 entradas.
b) Muller C-element de 8 entradas.
c) Muller C-element de 16 entradas.
d) Muller C-element de 4 entradas sin bloques pseudo-NMOS/PMOS.
La muestra fue encapsulada empleando una cápsula QFN de 64 pines. Para testar este
chip y el descrito en la sección siguiente se ha realizado un diseño de PCB (mostrada en
la Figura A.5) que permite colocar una u otra muestra de forma indistinta.























































































































































































































(b) Esquema de pads.
Figura A.4: Circuito 2.
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Figura A.5: PCB.
Relación de pines del circuito
En la Figura A.4b se muestra la relación de pads (de librería I/O de Faraday) que
conforman el anillo de pads. Seguidamente se detallan la función de cada uno de ellos.
1. Alimentación del anillo de PADs
VCC3I: Tensión constante a 3.3V .
VCC3O: Tensión constante a 3.3V .
VCCK: Tensión constante a 1.2V . Se conecta a la celda de corte izquierda
(LCUT12HB).
GNDO: Tierra. No tiene conexión al core del integrado.
GNDK1, GNDK2,GNDK3: Tierra.
GND3I: Tierra. No tiene conexión al core del integrado.
VCCANLG: Tensión de 1.2V de alimentación del anillo analógico. No tiene
conexión al core del integrado.
GNDANLG: Tierra. No tiene conexión al core del integrado.
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2. Entradas
IN1, IN2, IN3, IN4, IN5, IN6, IN7: Entradas digitales a 3.3V que se
transforman a 1.2V en el buffer de entrada.
VCK: Entrada analógica (reloj) con valores de tensión comprendidos entre 0V
y 1.2V .
3. Alimentaciones
BIAS1, BIAS2, BIAS3: Entradas digitales a 3.3V que se transforman a 1.2V
en el buffer de entrada.
4. Salidas
Aparecen representadas en color azul los pads digitales correspondientes a la
salida de cada uno de los circuitos.
A.2.3 Circuito 3
El tercer circuito fabricado, mostrado en la Figura A.6a, permite verificar el funciona-
miento de puertas activas por flanco de bajada, así como los esquemas de interconexión
de puertas.
Contenido del circuito
Consta de las siguientes estructuras:
1. Circuitos activos por flanco de bajada
a) MOBILE.
b) Inversor binario.
c) Inversor binario con reloj indirecto.
d) Mayoritaria de 3 entradas.
e) Mayoritaria de 5 entradas.
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(b) Esquema de pines.
Figura A.6: Circuito 3.























Figura A.7: Esquema de funcionamiento del software Suite-NDR.
a) Conexión de 3 inversores binarios. El primero de ellos está activo por flanco
de bajada, el segundo por flanco de subida y el tercero por flanco de bajada.
b) Conexión de 3 inversores binarios con reloj indirecto. La primera etapa está
activa por flanco de bajada, la segunda por flanco de subida y la tercera por
flanco de bajada.
Al igual que el chip anterior, fue encapsulado empleando una cápsula QFN de 64 pines
y testado empleando la misma PCB (mostrada en la Figura A.5). La descripción de los
pads es similar a la que aparece descrita en el segundo de los chips fabricados.
A.3 Software de optimización Suite-NDR
Los experimentos de exploración de espacios de diseño descritos en el Capítulo 5 se
han automatizado. El software desarrollado para ello, que hemos llamado Suite-NDR, está
basado en Matlab y presenta funciones que facilitan la realización de simulaciones para-
métricas y de procesado de los ficheros de resultados suministrados por la herramientas
de simulación HSPICE.
2. Conexiones de circuitos activos por flanco de bajada y de subida
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A.3.1 Descripción funcional
La Figura A.7 muestra un diagrama de bloques que ilustra las funcionalidades incluidas
en Suite-NDR.
1. Módulo de preparación de simulaciones
a) Generación de ficheros de datos para simulaciones paramétricas. Suite-NDR
crea ficheros de datos en el que se toman valores, dentro de un rango concreto
dado, de los parámetros que se quieren explorar. El número de puntos a tomar
en cada intervalo, así como su naturaleza (distribuidos de forma aleatoria o
uniforme en el intervalo) se definen por parte del usuario en la interfaz.
b) Interfaz con HSPICE. El software presenta opciones que permiten editar la
netlist sobre la que vamos a trabajar así como llamar a HSPICE para realizar
la simulación.
2. Módulo de procesado de resultados
a) Representación de señales en Matlab. Representa las formas de onda de las
señales generadas empleando Matlab, lo cual conlleva importantes ventajas
para su visualización y posterior edición gráfica.
b) Procesamiento de resultados y optimización. Es la principal aplicación conte-
nida en Suite-NDR. Permite manejar puertas MOBILE (disparadas por flanco
de subida y bajada), TSPC (tipos N y P) e interconexiones de estos bloques.
El esquema de funcionamiento se resume de la siguiente manera:
1) Descripción de señales. No existen restricciones sobre los identificadores
(nombres) de señales y fuentes que se utilizan en la netlist del circuito.
Por ello, para procesar los resultados es necesario suministrar información
a la herramienta que identifique las señales relevantes para el análisis. La
herramienta proporciona un listado con las señales disponibles en cada
experimento (con los nombres asignados en la netlist de HSPICE) y sobre
éste se solicita indicar la correspondencia entre dichas señales y el reloj, las
entradas y la salida. Del mismo modo se solicita información adicional sobre
el circuito como el tipo de disparo (por flanco ascendente o descendente de
reloj), o si el reloj se asocia a un esquema de cuatro fases (con tiempo de
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subida igual al de bajada y a los de hold y reset) o al de un reloj digital
convencional. También se requiere identificar las fuentes de alimentación.
2) Descripción de la funcionalidad lógica. La definición de la funcionalidad
lógica se realiza a partir de un fichero que incluye una look-up table con la
descripción. Este paso se puede omitir en el caso de corresponder a alguna
de las funciones lógicas incluidas por defecto en la herramienta.
3) Definición de parámetros. El software requiere que se le indiquen los nom-
bres de los parámetros que se han variado en el análisis transitorio.
4) Delimitación de los valores lógicos alto y bajo. Es necesario indicar hasta
qué porcentaje de los valores de tensión nominales asociados a los valores
lógicos alto y bajo se van a considerar como tales en la señal de salida.
Por defecto, el software da un valor del 80% para el alto y 20% para el
bajo, por lo que para un rango de tensiones entre 0V y 1.2V , el cero lógico
llegaría hasta 0.24V y el alto se consideraría a partir de 0.96V .
5) Determinación de casos correctos. A partir de la información suministrada
en los pasos anteriores el software analiza el fichero .tr0 que generado por
HSPICE y analiza cada uno de los casos del análisis paramétrico. Si en
cada ciclo de reloj existe una correspondencia correcta entre la salida y la
funcionalidad lógica objetivo, se considera que para esa configuración de
parámetros el circuito funciona adecuadamente. Se genera un fichero de
texto con una entrada para cada configuración de circuito simulada que
resume los resultados obtenidos.
6) Optimización de la operación del circuito. Suite-NDR permite determinar
qué estructuras, de entre las que funcionan correctamente, representan las
soluciones óptimas en términos de potencia promedio, frecuencia máxima
de operación y energía promedio por ciclo. La potencia se obtiene prome-
diando el producto de la tensión de alimentación y la corriente que circula
a través de ella y la energía promedio por ciclo dividiendo dicha potencia
por la frecuencia de operación.
7) Representación de resultados. La herramienta genera representaciones de
las prestaciones de los circuitos en función de los parámetros de diseño
analizados. El usuario puede elegir distintos formatos de gráficos y selec-
cionar los datos a representar. Una visión global de las prestaciones del
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circuito en función de cómo se dimensione se consigue al representar los
parámetros de diseño frente a las prestaciones del mismo en términos de
potencia o frecuencia de operación.
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