Knowledge Graph (KG) usually contains billions of facts about the real world, where a fact is represented as a triplet in the form of (head entity, relation, tail entity). KG is a complex network and consists of numerous nodes (entities) and edges (relations). Given that most KGs are noisy and far from being complete, KG analysis and completion methods are becoming more and more important. Knowledge graph embedding (KGE) aims to embed entities and relations in a low dimensional and continuous vector space, which is proven to be a quite efficient and effective method in knowledge graph completion tasks. KGE models devise various kinds of score functions to evaluate each fact in KG, which assign high points for true facts and low points for invalid ones. In a KG of the real world, some nodes may have hundreds of links with other nodes. There is a wealth of information around an entity, and the surrounding information (i.e., the sub-graph structure information) of one entity can make a significant contribution to predicting new facts. However, many previous works including, translational approaches such as Trans(E, H, R, and D), factorization approaches such as DistMult, ComplEx, and other deep learning approaches such as NTN, ConvE, concentrate on rating each fact in an isolated and separated way and lack a specially designed mechanism to learn the sub-graph structure information of the entity in KG. To conquer this challenge, we leverage the information fusion mechanism (Graph2Seq) used in graph neural network which is specially designed for graph-structured data, to learn fusion embeddings for entities in KG. And a novel fusion embedding learning KGE model (referred as G2SKGE) which aims to learn the sub-graph structure information of the entity in KG is proposed. With empirical experiments on four benchmark datasets, our proposed model achieves promising results and outperforms the state-of-the-art models.
I. INTRODUCTION
''The world is not made of strings, but is made of things.'' Knowledge graph (KG) is structured data which describes the world of things in triplets (head, relation, tail) (abbr. (h, r, t)). There are many typical large-scale KGs, such as WordNet [1] , Freebase [2] , Yago [3] , NELL [4] , DBpedia [5] , and so on. These KGs are useful resources in many artificial intelligence (AI) domains, such as semantic web seach [6] - [8] , wordsense resolution [9] , knowledge graph based question answering [10] - [14] .
Although KGs are usually large in scale (containing millions of entities and billions of triplets), they are very noisy The associate editor coordinating the review of this manuscript and approving it for publication was Yanzheng Zhu . and still far from being complete [15] . The triplets in KG are either automatically extracted from unstructured and semistructured texts by natural language processing techniques [16] - [18] , or constructed collaboratively by an open community organization. Without the guidance of domain experts, the information about the entity in KG might be lost, incorrect or inconsistent with existing facts. For instance, there are about 71% of 3 million people with no known place of birth [19] in Freebase. Therefore, knowledge graph completion (KGC) approaches which aim to complete incomplete triplets (i.e., one entry of the triplet is missing, such as (Tom, bornedIn, ?)) by predicting the missing item, and improve the quality of KG by correcting the wrong and inconsistent triplet facts are becoming more and more important.
Recently, knowledge graph embedding (KGE) is proven to be a highly scalable, efficient and effective method to deal with KGC tasks (also known as link prediction tasks) compared with traditional symbolic models or logical inference systems [20] , [21] . KGE focuses on how to learn appropriate numeric embedding vectors or matrices to represent entities and relationships in KG. These numeric representations of entities and relations are called entity embedings and relation embeddings (referred as general embeddings), which are meant to preserve the meaningful information of the entities and relations in KG. By iterative training, KGE model will obtain these general embeddings.
TransE [22] is a cornerstone model in the embedding based approaches, which projects entities and relations in a low dimension space. Relation r is regarded as translating operation between the head entity h and the tail entity t in TransE (bold letters represent entities or relations embedding vectors). The motivation of TransE comes from the recent work of [23] that the head entity should be close to the tail in the subspace under the relation operation (called translationbased operation) between them. And TransE defined an energy function h + r − t 2 2 , which assigns valid triplets with low energy and invalid ones with high energy. With few parameters, TransE can achieve well performance in KGC tasks and is easy to be extended to a large-scale KG. Since then, a large number of TransE-like approaches have emerged, such as TransH [24] , TransR [25] , TransD [26] , TransG [27] , TransPES [21] .
However, these translation-based models learn entity embeddings and relation embeddings by feeding triplets in training dataset one by one. They give no consideration to the surrounding information of an entity in an explicit way. And the surrounding information of an entity is very important for KGC tasks. The isolated and separated training process would result in these KGE models not being able to sufficiently learn the sub-graph structure information of the entity in KG. Other KGE models that learn general embeddings for entities and relations (such as DistMult, ComplEx, ConvE, etc.) endure the same problem.
Let us take a running example to illustrate. As shown in Fig. 1 , the mother language information of one person X is missing. In order to predict the missing information, the above mentioned KGE models such as TransE will first learn the general embeddings of all entities and relations existing in KG during the model training phase. Based on the learned general embeddings, TransE will compute scores against all entities in KG and choose the best one to fill in the incomplete triplet during the model inferring phase. It can be intuitively observed that other triplet facts such as (Y, writtenBy, X) (X, bornOf, Z) and (X, educatedAt, O) can provide valuable information for predicting, i.e., if we know that X was born in New York, then his or her mother language is most likely to be English. We argue that it is crucial to learn the surrounding information of the entity in KG to predict new unseen facts. In this paper, since the KG is a directed graph, we distinguish two types of triplets (also referred as links) for an given entity, i.e., the incoming links, such as (Y, writtenBy, X), which are marked with a blue arrow and the outgoing links, such as (X, bornOf, Z), which are marked with a red arrow as shown in Fig. 1 .
To learn the surrounding information of the entity in KG, we borrowed the idea of information fusion mechanism (Graph2Seq) from graph neural network (GNN) [28] - [31] . And a new KGE model named G2SKGE which can learn the fusion embeddings for entities in KG is proposed. GNN is a promising approach that opens a new door for learning graphical data. The procedure of information fusion used in GNN can make the entities in KG keep track of their surrounding information (i.e., keep track of the sub-graph structures around themselves) and help the KGE models predict new facts. Fusion embeddings own more meaningful information than general embeddings. Thus, our G2SKGE model can achieve better prediction performance than previous KGE models.
In summary, our main contributions of this paper are as follows:
• We propose a G2SKGE model which aims to learn the sub-graph structure information of entities in KG. The information fusion mechanism is used to obtain more expressive embedding vectors for entities which we call fusion embeddings.
• We extend our G2SKGE model with attention mechanism referred as G2SKGE att , which enables the model to focus on more important links when making prediction. And different links can make different contributions to predicting new facts.
• And with the experiments on four benchmark datasets, the proposed models achieve continuous and steady improvement over the baseline models.
II. RELATED WORK
Recently, many KGE approaches have been proposed. In this paper, we divide these methods into three main categories, namely the family of translational models, the family of factorization models and the family of deep learning models. Before proceeding, we define our formal notations. Each triplet in KG is formally denoted by (h, r, t). Bold letters h, r and t are embedding representations of h, r and t respectively. Matrices are denoted by bold upper case letters, such as M. Score function is represented by f r (h, t). The family of translational models. TransE [22] can be seen as the cornerstone of KGE approaches. It regards the relation r as translating operation from head entity h to tail entity t for golden triple (h, r, t). Therefore, the vector (h + r) should be close to the tail t and the score function f r (h, t) (called energy function in original paper) is defined as the L1 or L2 norm space distance from point (h + r) to point t. With only few parameters, TransE would achieve a relatively good performance for link prediction task. Such a simple and lightweight model that it attracts extensive attention of many researchers interested in KG represent learning.
TransH [24] points out that TransE is an efficient model only suitable for one-to-one relationship, and it has defects in predicting one-to-many, many-to-one and many-to-many relationships. Thus, TransH proposed a relation-specific hyperplane to solve these questions.
TransR [25] extends the relation-specific hyperplane of TransH to relation space and models entities and relations in different vector spaces. Head and tail entity of one triple (h, r, t) are projected to the same relation space. TransD [26] is the improved version of TransR, which claims that the head and tail entity of the relation in KG should not be projected into the same relational spaces.
The family of factorization models. A typical method of this category is RESCAL [32] , which is a three-way tensor factorization based method. In RESCAL, head entity h and tail entity t are represented by embedding vectors h ∈ R d and t ∈ R d respectively, each relation r is represented by a full rank matrix W r ∈ R d×d . The score function of RESCAL is defined as f r (h, t) = hW r t. Although a very simple and expressive model, RESCAL is prone to overfitting because of its large number of parameters, which grows quadratically with the embedding dimension.
DistMult [33] constraints the full rank matrix used to represent relationships in RESCAL to a diagonal matrix. Thus, DistMult can be seen as a special case of RESCAL and the number of parameters of DistMult increases linearly with respect to the embedding dimension, which can alleviate the overfitting problem. DistMult regards each relation as a linear mapping from the head entity to tail entity and learns embeddings from a bilinear objective.
In order to address both symmetric and antisymmetric relations, ComplEx [34] extends DistMult to the complex field for the reason that the Hermitian dot product of real values is commutative while for complex values it is not commutative.
The family of deep learning models. NTN [35] uses neural networks to accomplish the KGC task by adding bi-linear and linear mapping operations. The number of parameters in NTN is significantly larger than other models. With adequate training, NTN can achieve relatively high performance. However, it is not so suitable for KGs with even a moderate number of relationships.
ProjE [36] simplifies NTN model in order to improve its efficiency. And ProjE treats link prediction task as ranking problem and accomplishes this task in two operators, i.e., combination operator and projection operator.
Conv2E [37] applys convolutional neural network (CNN) to handle link prediction tasks. Head entity and relation vectors are reshaped and concatenated as a matrix. Conv2E model uses convolution operation on the above matrix to get a new vector. Then, the new vector is compared with all other candidate-tail entities for the one that matches best.
Other deep learning models. R-GCN [38] take advantage of graph convolutional networks to accomplish KGC tasks. Neural LP [39] incorporates first-order logic into their model as background knowledge to predict new facts. MINERVA [40] and M-Walk [41] utilize reinforcement learning to solve the link prediction problem.
There are a few works similar to ours which aim to leverage the surrounding information or sub-structure feature of the entity in KG to do KGC tasks, such as R-GCN [38] , MINERVA [40] and M-Walk [41] . The main difference between R-GCN and our proposed model is that R-GCN utilizes the surrounding nodes to update the embeddings of the target node, but our approach takes the incoming and outgoing links to obtain the fusion embedding of the entity. The links that can be regarded as complete information units would provide meaningful information for KGE models. Further more, attention mechanism is integrated into our proposed model to focus more important incoming and outgoing links when predicting new facts. MINERVA [40] and M-Walk [41] employ the random walk procedure and reinforcement learning techniques to obtain the sub-structure feature of the entity, while ours is a pure embedding-based model. SA-KGE [42] proposes a unified framework to preserve the subgraph-aware proximity in the embedding space and focuses on learning similar relationship patterns to achieve KGC tasks, while the proposed G2SKGE model aims to learn the fusion embeddings for entities by leveraging the sub-graph structure information of the entities.
III. PROPOSED APPROACH
In this section, the overview of the G2SKGE model is first presented to give a clear structure. Then, we detail the process of the information fusion mechanism used in G2SKGE, following the discussion of the proposed model.
A. PROBLEM FORMULATION
A KG G is graph-structured data which consists of triplets in form of (h, r, t). G consists of invalid triplets, i.e., triplets that are not in KG. KG can be formalized as KG = (E, R, T ), where T = {(h, r, t)} denotes the set of triplets, E = {h, t|(h, r, t) ∈ T } and R = {r|(h, r, t) ∈ T } are the set of entities and relations respectively. Boldfaced h ∈ R k , r ∈ R k and t ∈ R k denote the k-dimensional embedding vector of head entity h, relation r and tail entity t respectively. Score function f r (h, t) calculates score for each triplet. The scores can reflect the likelihood that each factual triplet is true (i.e., high scores for true triplets and low scores for invalid ones).
B. THE INFORMATION FUSION MECHANISM USED IN THE G2SKGE MODEL
In order to learn reasonable and meaningful embedding vectors for entities in KG, we take advantage of the updating mechanism (or information fusion mechanism) for nodes used in graph neural network [43] to learn their surrounding information. The node information updating mechanism aims to obtain the fusion embeddings of entities in KG that can keep track of the information of the sub-graph structure for entities.
The overall architecture of G2SKGE is shown in Fig. 2 which depicts the information fusion mechanism used in the proposed model. We will elaborate the process of the information fusion mechanism in three phases.
Firstly, our goal is to get the embeddings of the incoming and outgoing links for an given entity. By adding reverse relations, the number of incoming and outgoing links of an entity will be equal. Therefore, we can restrict the number of incoming and outgoing links to both N (such as the mean number of incoming and outgoing links of the entity, we will further discuss the impact of the number of links on the prediction results of the model in Section IV-E.) for model training. For nodes with the number of links more than N , we random choice N links, otherwise we expand the number of links to N by padding zero vectors. Each incoming or outgoing link contains three embedding vectors (i.e., (h in , r in , t in ) or (h out , r out , t out )) which are concatenated to form one embedding vector. Then we take all these embeddings as input into a fully connected layer to get the representations of incoming and outgoing links of the entity. The process can be formally defined as:
where V in , V out are the fully-connected layers, concat is the concatenation operation, and c in i , c out i are the derived embeddings of the corresponding incoming and outgoing links. The second phase is to get the fusion embedding vectors of entities. For each entity, there are N c in i embeddings representing the N incoming links of the entity respectively. How to integrate these embeddings into one is the problem we have to deal with. One simple way is to add them up directly. All embedding vectors c in i are summed up to form one representation c * in for all these incoming links. As for the outgoing links of the entity, the integration procedure is the same. Then, the embedding vectors of the entity e, incoming links c * in , outgoing links c * out are concatenated and taken as input into a dense layer. Finally, we will get the fusion embedding of one node that we expect. The process can be formulated as:
where c * in and c * out are the integrated representation of incoming and outgoing links of the entity, e * is the fusion embedding, e is the general embedding and V * is the dense layer projection operation.
However, the simple summation way of information fusion assigns each link of the entity in KG with the same weight. This is obviously inconsistent with the common sense of the real world. As shown in Fig. 1 , if we intend to predict a person's native language information, then the triplet (X, bornOf, Z) is obviously more weighted than (X, participateIn, R), or (X, educatedAt, O). Therefore, we introduce the attention mechanism [44] into the proposed model and extend the proposed G2SKGE model to G2SKGE att . The node embedding e and the N incoming links c in i are concatenated and fed into a fully-connected layer V in att . Then, we apply a softmax layer to calculate the attention weight a in i for each incoming link. The procedure is the same for deriving the attention weight a out i for each outgoing link. For an entity in KG, its incoming links and outgoing links can provide different information for the KGE model to learn the embedding vector of the entity. Thus, the attention weight a in and a out are learned separately and independently. Finally, we will obtain the weighted embedding vectors of incoming links c att in and outcoming links c att out . The final operation is a dense layer projection V * on the concatenation of c att in , e and c att out . The process can be formulated as:
a out = softmax(V out att (concat(e, c out i , · · · , c out N ))), (7)
e * = V * (concat(c att in , e, c att out )),
where e * is the fusion embedding of the entity we expect. The last phase is to define a score function for evaluating each triplet with the fusion embeddings of entities. The concatenation of the fusion embedding e * and relation r are fed into a dense layer V score . We will obtain the score of the candidate entity t, through the matrix product of the output of the fully-connected layer V score and the entity embedding t. Using the form of matrix product to calculate the score can greatly speed up the model testing process. And the score function is defined as follow:
Margin-based loss, binary cross entropy loss and loglikelihood loss are the three frequently used loss functions in previous KGE approaches. In this study, in order to leverage the 1-N scoring strategy proposed by ConvE [37] , we choose binary cross entropy loss with L 2 regularization on the trainable parameters w of the G2SKGE model as our loss function:
where p is the probability that the triplet (h, r, t) is true, l (h,r,t) is the label of training triples and G is a KG constructed from G. In the closed world assumption, all triplets in KG are treated as true facts and that not in KG are the invalid ones. Given one pair (h, r), we construct a ''one-hot'' vector as the label l (h,r,t) against all entities in KG. If (h, r, t) in KG G, the value of the corresponding position of the ''onehot'' vector is 1, otherwise 0. We use Adam [45] optimizer to minimize loss L.
Since the label l (h,r,t) is a discrete real value in [0, 1], we employ label smoothing [46] to regularize the target label and thus get the following soft label:
where α is the label smoothing parameters. Then, the final loss function of the proposed model becomes:
The training process of the proposed model with attention mechanism is summarized in Algorithm 1. The trainable variables are initialized by xavier random normal procedure [47] . In order to speed up the training and evaluation process of the G2SKGE model, we employ the 1-N scoring strategy proposed by ConvE [37] , which claims that the 1-N scoring strategy can speed up the training process by three-fold and the evaluation process by 300x. Stochastic gradient descent approach [48] in minibatch mode is used. After each minibatch, the gradients are computed and the model parameters are updated. The training process terminates after a fixed number of iterations. 
C. MODEL COMPLEXITY ANALYSIS
We perform the time and space complexity analysis of the proposed G2SKGE model compared with the baseline methods. From the Table 1 , we can find that the models, such as TransE and DistMult are highly efficient in both time and space complexity, which can be easily extended to real world KGs. However, these models suffer from low prediction performance. A high quality model should balance the contradiction between model efficiency and effectiveness. Our model parameters mainly come from the fully connected layers. Although the parameters of the proposed model increase, the calculation of the fully connected layer is highly optimized in the neural network frameworks. In addition, we introduce the strategy of 1-N accelerated training and testing [37] into our model. Therefore, the proposed model is efficient and effective, and can be extended to larger datasets.
D. DISCUSSION 1) THE NUMBER OF LINKS USED FOR TRAINING
The number of incoming and outgoing links of one given node used for training is a key factor that will significantly influence the performance of the proposed model. It is computationally expensive to take all links of the entity in KG for model learning and inferring. In this paper, we first count the number of incoming and outgoing links of each node in the training set during data pre-processing phase. And we restrict the number of links used for training to the average value. To further analyze the impact of the number of links used for model learning and inferring, we do several experiments with different number of links and report the experimental results in Section IV-E.
2) HOW TO CHOOSE THE LINKS OF THE NODE FOR TRAINING
In this paper, we randomly choose the incoming and outgoing links of the entity for training. Each link of the entity represents different aspects of knowledge in the real world. For a specific incomplete triplet, some links might contain more important information for the model to predict the missing item than other links. There should be a well-designed method to choose the links in the data pre-processing phase, and we leave this for the future work.
3) THE MANNER OF INFORMATION FUSION
How to merge all incoming (or outgoing) links of one given node to form a single incoming (or outgoing) embedding vector is a problem we need to focus on. In this paper, we sum up or weighted sum up the embedding vectors of links to form one representation and then employ a fullyconnected layer to obtain the fusion embedding of the entity in KG. There should be more appropriate ways to integrate information, such as convolution neural network (CNN), recurrent neural network or other neural networks [49] , [50] . And we extend the proposed G2SKGE model with CNN referred as G2SKGE cnn , and compare it with other baselines.
IV. EXPERIMENTS A. DATASETS
We carry out our experiments on four popular benchmark datasets: FB15k [22] , WN18 [22] , FB15k-237 [51] and WN18RR [37] . They are either subset of Freebase, a huge KG describing general facts in the real world, or WordNet, a large lexical knowledge base about English. The detailed statistics of these datasets are shown in Table 2 , where |E| and |R| denote the number of entities and relations in KG, #Train, #Valid, #Test are the size of the training dataset, the validation dataset, the test dataset respectively. As pointed out by previous studies [37] , [51] , FB15k and WN18 are easy and suffer from test leakage problems through inverse relations (i.e., a large number of test triples can be obtained simply by inverting triples in the training set) [37] . Taking WN18 as an example, the test set contains many triplets such as (s, hyponym, o) while the training set contains their inverse form (o, hypernym, s). Therefore, FB15k-237 and WN18RR are built by removing these inverse triplets. And we further evaluate our proposed model on these two more challenging datasets.
B. EVALUATION PROTOCOL
The goal of KGC or link prediction tasks is to predict a missing item given the other two elements of one triplet. For instance, the relation r and tail entity t are given to predict the head entity h. All entities in entity set E are the candidates. And for each entity e in E, the score of the temporally constructed triplet (e, r, t) is calculated by score function f r (h, t). Then, we will get the ranking of each candidate entity. Notice that some of these new constructed triplets might appear in the train, the valid or the test dataset. We will filter out these valid triplets, because the ranking of the ground-truth entity should not be changed by entities in these valid triplets. This is called the filtered version of ranking in previous studies.
Mean rank (MR), mean reciprocal rank (MRR) and Hits@K are the three common evaluation metrics used in KGC tasks. MR is the average rank of ground-truth entities for each testing triplet and it is vulnerable to outliers [52] , so we are not going to report the experimental results on MR. MRR is a more robust evaluation indicator that calculates the average reciprocal rank of all real candidates. Hits@K records the proportion of the valid test triplets ranking in top K predictions. Filtered MRR, Hits@1, Hits@3, and Hits@10 are taken as the evaluation metrics in this paper.
C. TRAINING PROTOCOL
The general embeddings of entities and relations are initialized by TransE in our G2SKGE. We reimplement TransE algorithm with PyTorch [53] and use bern. negative sampling method [24] for training. We use the grid search strategy to obtain the optimal hyper-parameters on the validation dataset: the dimension of embeddings k ∈ {50, 100, 200}, SGD learning rate η ∈ {1e −4 , 5e −4 , 1e −3 , 1e −3 }, l 1 norm or l 2 norm, and margin γ ∈ {0.5, 1, 1.5, 2, 5}. The optimal hyperparameters for FB15k and FB15k-237 are set to the following values: the dimension of embeddings k = 200, η = 1e −3 , l 1 norm and margin γ = 1. And using k = 200, η = 5e −4 , l 1 norm and margin γ = 5 for WN18 and WN18RR.
We use Adam [45] as our model optimizer and take ReLU as the activation function to speed up the training. Batch normalization technology is applied after each layer to stabilize, regularize and increase the rate of convergence [54] . And we fix the mini-batch size at 1024 and set the L 2 -regularizer λ to 0.001 in the loss function Eq. 16. Dropout [55] is used on the input embeddings of entities and hidden layers to prevent our model from overfitting. We set the input dropout rate and the hidden dropout rate to 0.3 and 0.5 for FB15k and FB15k-237. For WN18 and WN18RR, the two dropout rates are both set to 0.2. We use label smoothing regularization to alleviate overfitting problem [46] and set label smoothing α to 0.1 for all datasets. Reverse relations are added to the datasets, so the size of datasets is doubled. The average number of incoming and outgoing links for entities in FB15k, FB15k-237, WN18 and WN18RR are 64.63, 37.52, 6.91 and 4.28 respectively. Thus, we set the number of incoming and outgoing links used for model learning and inferring to 60 for FB15k, 40 for FB15k-237, 7 for WN18 and 4 for WN18RR.
We run our G2SKGE model up to 1,000 epochs and evaluate it on validation dataset every 10 epochs to obtain the best performance of the model.
D. MAIN EXPERIMENTAL RESULTS

1) BASELINE MODELS
We adopt three categories of baseline models: the family of translational models TransE [22] , TransR [25] , HolE [52] and ANALOGY [56] ; the family of factorization models RESCAL [32] , DistMult [33] and ComplEx [34] ; the family of deep learning models ER-MLP [57] , Neural LP [39] and ConvE [37] . For a more comprehensive comparison, R-GCN [38] , MINERVA [40] , M-Walk [41] and SA-KGE [42] which are similar to our proposed model and aim to capture subgraph structure in KG are taken as the baseline models. Table 3 summarizes the experimental results of baseline models (divided into three categories, i.e., translational models, factorization models and neural network models) and our proposed models on FB15k and WN18. The results of the baseline models are taken from the corresponding references. The symbol '−' in the Table indicates that there is no result of the item in the corresponding references. From Table 3 , the following conclusions can be made: 1) our proposed G2SKGE model outperforms all the baseline models on FB15k, which demonstrates the effectiveness of learning the sub-graph structure information of the entity in KG for KGE models; 2) The improvement is much more significant compared with graph neural network model R-GCN on both datasets. This is attributed to the fact that our model is designed to learn fusion embedding of the entity by capturing the incoming and outgoing links around it, while R-GCN only gathers the node information around the target entity; 3) G2SKGE att gains better results than G2SKGE, which further illustrate that the attention mechanism can be very helpful for model prediction; 4) The performance of G2SKGE cnn is slightly better than G2SKGE, which shows that the manner of information fusion with CNN is better than the simple accumulation way. However, G2SKGE cnn does not achieve as good result as G2SKGE att . The reason might be that there is no fixed order among the links of entites and CNN is more suitable for learning structured data such as images; 5) all baseline models achieve relatively good experimental results (about 95% at Hits@10) on WN18. The reason is that this dataset has a relatively small number of relations compared with FB15k, which only contains 18 relations. Table 4 summarizes the experimental results on FB15k-237 and WN18RR. The TransE model does not have evaluation results on the new datasets FB15k-237 and WN18RR in the origin paper [22] , so the results of TransE in Table 4 are obtained by ourselves. From Table 4 , we can observe that: 1) the family of translational models TransE and the family of factorization models DistMult, ComplEx achieve almost the same performance on FB15k-237. However, the performance of the factorization based models is significantly better than the translational based models on WN18RR. The reason is that there are more symmetry relationships on dataset WN18RR, for example, the relation ''_similar_to''. And the family of translational models is not so good at learning the symmetry relationships compared with the factorization models [37] ; 2) The family of deep learning models such as ConvE achieves relative better performance than the other two kinds of KGE model in both datasets, which implies the effectiveness of the neural network approaches to dealing with KGC tasks; 3) The proposed G2SKGE model achieves a fairly well performance compared with the baseline approaches, which again proves the effectiveness of learning sub-graph structure of the entity in KG to do KGC tasks. And the attention based G2SKGE att model outperforms all previous state-of-the-art models on all metrics on FB15k-237, which demonstrates that integrating the attention mechanism in our proposed model is quite effective.
2) LINK PREDICTION RESULTS
The performance of our G2SKGE att model on WN18RR is not as good as on FB15k-237. Note that the average number of the incoming and outgoing links of the entity in WN18RR are only about 4. There is less surrounding information available for entities in WN18RR than that in FB15k-237. That may be the reason for the performance degradation of the proposed model on WN18RR. And we will further analyze the influence of the number of links used for training in the following subsection.
E. ANALYSIS OF THE NUMBER OF LINKS USED FOR TRAINING
In order to further analyze the impact of the number of incoming and outgoing links on the experimental results. We run G2SKGE with the different number of links on FB15k-237. The mean number of links for the entities in FB15k-237 is about 40. Thus, we set the number of links used for training to 20 (i.e., half of the mean number), 40, 60 and 80 (double the mean number) and compare them with the G2SKGE model without links.
The results are show in Fig. 3 . We can observe that the G2SKGE model with links achieves higher performance than the model without links (i.e., the number of links is 0). This demonstrates the validity of introducing information fusion mechanism into KGC tasks. When the number of links is set to 40, i.e., the average value, the proposed model achieves the best results. And as the number of links of the entity used for training increases, the performance of the model begins to decline. That might be due to that as the number of links increases, the degree of information redundancy will also increase.
F. ATTENTION VISUALIZATION
To further analyze the role of attention mechanisms used in the proposed G2SKGE att model, we visualize the attention weights of the incoming and outgoing links of some entities. We randomly select 20 entities (the entities have more than 20 incoming/outgoing links are selected) in the training dataset and visualize the change tendency of attention weights of the corresponding incoming and outgoing links for each selected entity. We run our G2SKGE att model by 1000 epoches. For the convenience of plotting attention figures, the number of incoming/outgoing links is restricted to 20. As shown in Fig. 4 and Fig. 5 (the y-axis represents each entity and the x-axis represents the incoming and outgoing links for each entity), we can observe that our proposed model is able to dynamically adjust the attention weight of each incoming and outgoing link of one entity during the model training phase, i.e., it can focus on some more important surrounding information of one entity for model prediction.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel KGE model named G2SKGE, which aims to learn the structure feature of the entity in KG to do KGC tasks. In intuitive, the surrounding information or the sub-graph structure of the entity in KG is very important for KGE model to predict new facts. Inspired by previous works upon dealing with graph structured data, we integrate the node updating mechanism used in these studies into our proposed model. This equips the proposed model with the ability to make use of the surrounding information of the entity in an explicit way for model training and inferring.
Furthermore, different incoming and outgoing links of the entity can make different contributions to predicting new triplets. Therefore, we introduce the attention mechanism which is widely used in the field of natural language processing into our model. By iterative training, the proposed model can automatically learn the weight of each link. And the experimental results on benchmark datasets show the promising performance of the proposed G2SKGE model in KGC tasks.
For future work, how to efficiently choose the links used for training, and unify the process of links finding and model parameters learning is the challenge we need to deal with. And We will try to divide the entities into more fine-grained categories according to the number of links of the entity, and then separately training on them to obtain more reasonable representations of entities.
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