Abstract: In this contribution a new supervised classification model is proposed, namely the Fuzzy Evolutionary Probabilistic Neural Network (FEPNN). The proposed model incorporates a fuzzy class membership function into the recently proposed Evolutionary Probabilistic Neural Network (EPNN). EPNN employs an evolutionary algorithm, namely the Particle Swarm Optimization (PSO), for the selection of the spread parameters and prior probabilities of Probabilistic Neural Networks. FEPNN combines efficient and effective evolutionary algorithms as well as techniques from fuzzy set theory. This combination provides an adequate model that achieves similar and superior performance than the well known and widely used Feed Forward Neural Networks (FNNs). FEPNN is applied to a credit card approval task with promising results.
Introduction
Computational intelligence methods have been developed rapidly during the last years. A supervised classification model which combines statistical methods and efficient evolutionary algorithms is the recently proposed Evolutionary Probabilistic Neural Network (EPNN) [1] . Specifically, EPNN is based on Probabilistic Neural Network (PNN) introduced by Specht [2] . PNNs have been widely used in several areas of science with promising results [3, 4, 5] . They are based on discriminant analysis [6] and incorporate the Bayes decision rule for the final classification of an unknown case. In order to estimate the Probability Density Function (PDF) of each class, the Parzen window estimator or in other words the kernel density estimator is used [7] . For the selection of the spread parameters of PNN's kernels the Particle Swarm Optimization (PSO) algorithm [8, 9] is employed.
In this contribution an extension of the EPNN is proposed which incorporates a Fuzzy Membership Function (FMF) proposed by Keller and Hunt [10] . This function describes the degree of certainty that a given datum belongs to each one of the predefined classes. The FMF provides a way of weighting all the training samples so that an even better classification accuracy can be achieved. The proposed model is applied on a well-known and widely tested data set for the prediction of the approval or not of a credit card to a bank customer [11] . The obtained results are compared to those obtained by FNNs presented in Proben1 [12] .
Background Material
For completeness purposes, let us briefly present the necessary background material. PNN is a neural network implementation of kernel discriminant analysis which incorporates the Bayes decision rule and the non-parametric density function estimation of a population according to Parzen [7] . The training procedure of PNN is quite simple and requires only a single pass of the patterns of the training data which has as a result a short training time. The architecture of a PNN always consists of four layers: the input layer , the pattern layer , the summation layer and the output layer [1, 2] .
Let p be the dimension of sample vectors and K the number of classes present in the dataset. An input feature vector, X ∈ R p , is applied to the p input neurons of PNN and is passed to the pattern layer. The pattern layer is fully interconnected with the input layer and is organized into K groups of neurons. Each group of neurons in the pattern layer consists of N k neurons, where N k is the number of training vectors that belong to the class k, k = 1, 2, . . . , K. The ith neuron in the kth group of the pattern layer computes its output using a kernel function. The kernel function is typically a Gaussian kernel function of the form:
where X ik ∈ R p is the center of the kernel and Σ k is the matrix of spread (smoothing) parameters of the kernel. In fact X ik is the ith sample vector of the kth group of the training set.
The summation layer comprises K neurons and each one estimates the conditional probability of its class given an unknown vector X:
where π k is the prior probability of class k,
Thus, a vector X is classified to the class that has the maximum output of the summation neurons.
For the estimation of the spread matrix Σ k as well as the prior probabilities π k , PSO algorithm is used. PSO is a stochastic population-based optimization algorithm [8] and its concept is to exploit a population of individuals to synchronously probe promising regions of the search space. Here we use the PSO with constriction factor. For details we refer to [9] . The obtained by PSO values minimize the misclassification proportion on the whole training set. It is assumed that each class has its own matrix of spread parameters Σ k = diag(σ 2 1k , . . . , σ 2 pk ), k = 1, 2, . . . , K. Moreover, we construct a smaller training set from each class by using the well-known and widely used K-medoids clustering algorithm [13] on the training data of each class. The extracted medoids from each class are used as centers for the PNN's kernels, instead of using all the available training data. This results into a much smaller PNN architecture. The number of medoids that were extracted from each class was only the 5% of the size of each class. Thus, the pattern layer's size of the proposed PNN is about twenty times smaller than the corresponding PNN which utilizes all the available training data.
The Proposed Approach
A desirable property of a supervised classification model is the ability to adjust the impact of each training sample vector to the final decision of the model. In other words, vectors of high uncertainty about their class membership should have less influence on the final decision of the model, while vectors of low uncertainty should affect more the model's decision. A way of obtaining this desirable property is to incorporate a Fuzzy Membership Function (FMF) into the model. Among the large variety of classification models we chose the EPNN due to its simplicity, effectiveness and efficiency [1] and we have incorporated the FMF proposed in [10] for weighting the pattern neurons of the EPNN. We call this composite model Fuzzy Evolutionary Probabilistic Neural Network (FEPNN) .
Next, let us further analyze the proposed model. To this end, let X ik , i = 1, 2, . . . , N k , k = 1, 2, . . . , K be a training sample vector that belongs to the class k. Since we are dealing with a two-class classification problem, we consider K = 2. Suppose further that u(X) ∈ [0, 1] is a fuzzy membership function, then we define:
where
and f is a constant that controls the rate at which memberships decrease towards 0.5.
In conclusion, our approach consists of the following steps:
Step 1: Using Relation (3) compute the values u ik .
Step 2: Using Relation (1) and Relation (3) compute for i = 1, . . . , N k and k = 1, 2 the new pattern neurons outputs f ik = u ik f ik Step 3: Using Relation (2) and the arg max rule [1] obtain the final classification.
Experimental Results
We have applied the proposed model FEPNN to the Card dataset from the UCI data repository [11] according to Proben1 specifications [12] . This dataset is used for the prediction of the approval or non approval of a credit card to a customer. Each vector represents a real credit card application and the output describes whether the bank granted the credit card or not. There are 690 instances with 51 inputs. The obtained results are compared with the corresponding ones from Proben1's FNNs. Each permutation of the dataset was applied to the FEPNN for 50 times. [14] for each permutation of the data, there is a statistically significant superiority of FEPNN in Card2 (p-value = 0.005). In Card1 and Card3 there is no statistical significance between FEPNN and FNN (p-value = 0.350 and 0.172 respectively). It seems that FEPNNs achieve similar or superior classification accuracy compared with FNNs.
Conclusion
In this contribution a new supervised classification model is proposed, namely the fuzzy evolutionary probabilistic neural network. The proposed model incorporates a fuzzy membership function into the evolutionary probabilistic neural network. The employed fuzzy membership function gives less impact to vectors with high uncertainty about their class membership and more impact to vectors with low uncertainty. Fuzzy evolutionary probabilistic neural network is applied to a credit card approval data set and is compared with feedforward neural networks with encouraging results.
