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Re´sume´. Nous proposons de construire des composantes permettant de re´gulariser un
Mode`le Line´aire Ge´ne´ralise´ Mixte (GL2M) multivarie´. Un ensemble de re´ponses ale´atoires
Y est mode´lise´ par un GL2M, au moyen d’un ensemble X de variables explicatives, et
d’un ensemble T de variables additionnelles. Les variables explicatives dans X sont sup-
pose´es nombreuses et redondantes : il est donc ne´cessaire de re´gulariser la re´gression
line´aire ge´ne´ralise´e mixte. A` l’inverse, les variables de T sont suppose´es peu nombreuses
et se´lectionne´es de sorte a` n’exiger aucune re´gularisation. La re´gularisation consiste ici a`
construire un nombre approprie´ de composantes orthogonales permettant tout a` la fois une
bonne mode´lisation de Y et l’extraction d’informations structurelles dans X . Pour cela,
nous proposons d’inse´rer a` chaque e´tape de l’algorithme de Schall permettant l’estimation
d’un GL2M, l’optimisation d’un crite`re propre a` SCGLR. Cette extension de la me´thode
SCGLR est teste´e et compare´e a` d’autres me´thodes de re´gularisation de type Ridge et
Lasso, sur donne´es simule´es et re´elles.
Mots-cle´s. Mode`les a` composantes, GL2M multivarie´, Effet ale´atoire, Pertinence
structurelle, Re´gularisation, SCGLR.
Abstract. We address component-based regularisation of a multivariate Generalized
Linear Mixed Model. A set of random responses Y is modelled by a GLMM, using a set X
of explanatory variables and a set T of additional covariates. Variables in X are assumed
many and redundant : generalized linear mixed regression demands regularisation with
respect to X . By contrast, variables in T are assumed few and selected so as to demand no
regularisation. Regularisation is performed building an appropriate number of orthogonal
components that both contribute to model Y and capture relevant structural information
in X . We propose to optimize a SCGLR-specific criterion within a Schall’s algorithm in
order to estimate the model. This extension of SCGLR is tested on simulated and real
data, and compared to Ridge- and Lasso-based regularisations.
Keywords. Component-models, Multivariate GLMM, Random effect, Structural Rel-
evance, Regularisation, SCGLR.
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1 Donne´es, mode´lisation et proble`me.
Nous conside´rons un ensemble de q re´ponses ale´atoires Yn×q = {y1, . . . , yq}, explique´es
par deux ensembles de covariables Xn×p = {x1, . . . , xp} et Tn×r = {t1, . . . , tr} aux statuts
bien diffe´rents. Les p variables explicatives contenues dans X sont suppose´es nombreuses
et redondantes tandis que les r variables additionnelles contenues dans T sont suppose´es
peu nombreuses et se´lectionne´es de sorte a` e´viter les redondances. Les variables dans T
peuvent alors eˆtre conserve´es dans le mode`le sans traitement particulier. Par contre, on
suppose que seulement quelques dimensions H < p dans X suffisent a` capter la majorite´
de l’information utile pour mode´liser Y . En se basant sur les structures fortes de X , il
s’agira de construire un nombre approprie´ de composantes orthogonales, dans le but de
pre´dire au mieux Y .
Conside´rant des distributions de re´ponses ale´atoires appartenant a` la famille exponen-
tielle, chacune des yk est mode´lise´e selon un GL2M (McCulloch, Searle (2001)). Plus
pre´cise´ment, les situations conside´re´es sont celles ou` les n unite´s statistiques ne sont pas
inde´pendantes mais structure´es en N groupes. L’effet ale´atoire introduit aura pre´cise´ment
pour objectif de mode´liser la de´pendance a` l’inte´rieur de chacun des groupes. Pre´cisons
de plus que les re´ponses Y sont suppose´es inde´pendantes conditionnellement a` X ∪ T .
De nombreuses me´thodes de re´gularisation dans le cadre de la mode´lisation GLM
(McCullagh, Nelder (1989)) ont e´te´ de´veloppe´es ces dernie`res anne´es. Dans le cadre
univarie´, c’est a` dire lorsque Y = {y}, Bastien et al. (2004) proposent de combiner,
a` la manie`re de PLS, les re´gressions line´aires ge´ne´ralise´es de la variable de´pendante
sur chacun des re´gresseurs pris isole´ment. Cependant, la technique en question, ap-
pele´e PLSGLR, semble insatisfaisante car elle ne tient pas compte de la variance in-
duite par la mode´lisation GLM. Toujours dans le cadre univarie´, Marx (1996) introduit
la strate´gie nomme´e IRPLS, qui tient compte de la matrice de poids des observations
provenant de la mode´lisation GLM pour construire les composantes PLS. Dans la ligne´e
de Marx (1996), Bry, Trottier et al. (2013) proposent SCGLR, pour Re´gression Line´aire
Ge´ne´ralise´e sur Composantes Supervise´es. Cette extension multivarie´e de la me´thode
pre´ce´dente recherche des composantes communes a` tous les yk. Pour les construire, un
nouveau crite`re est introduit et maximise´ dans chacune des e´tapes de l’algorithme des
scores de Fisher (FSA).
Cependant, toutes ces me´thodes se fondent sur une hypothe`se importante : l’inde´pen-
dance des n unite´s statistiques intervenant dans la mode´lisation. On se propose ici
d’e´tendre la me´thode SCGLR en y introduisant une structure de de´pendance entre les
unite´s statistiques via un effet ale´atoire.
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L’une des motivations de ce travail est la mode´lisation et la pre´diction de l’abondance
d’espe`ces d’arbres dans la foreˆt tropicale du bassin du Congo. En effet, les mesures
d’abondance d’espe`ces e´tant naturellement organise´es en groupes dans l’espace (les con-
cessions forestie`res dans nos donne´es), la structure de de´pendance induite doit eˆtre prise
en compte dans les mode`les.
2 Retour sur SCGLR avec variables additionnelles.
Nous nous plac¸ons dans cette partie dans le cas ou` chacune des variables re´ponses yk
est mode´lise´e selon un GLM. Pour simplifier, nous ne pre´senterons que la recherche de la
premie`re composante (H = 1).
Le premier fondement conceptuel de SCGLR consiste a` chercher dans X une com-
posante commune note´e f = Xu, optimale pour l’ensemble des yk. Les pre´dicteurs du
FSA sont donc partiellement coline´aires :
∀k ∈ {1, . . . , q} , ηk = (Xu)γk + Tδk,
avec, pour des questions d’identification, u′Au = 1 ou` A est une matrice syme´trique de´finie
positive. Si l’on suppose l’inde´pendance des re´ponses yk et des n unite´s statistiques, la
vraisemblance s’e´crit simplement :
L(y|η) =
n∏
i=1
q∏
k=1
Lk(y
k
i |η
k
i ).
En raison du terme γku, le mode`le line´arise´ construit a` chaque e´tape du FSA n’est pas
line´aire : une proce´dure de moindres carre´s alterne´s est donc adopte´e. En notant zk les
variables de travail classiques du FSA et W−1k leurs matrices de variance, le programme
suivant doit eˆtre conside´re´ :
Q1 : max
u′Au=1
ψT (u), avec ψT (u) =
q∑
k=1
‖zk‖2Wk cos
2
Wk
(zk, 〈Xu, T 〉).
Le deuxie`me fondement conceptuel de SCGLR consiste a` introduire une mesure de la
proximite´ de la composante f = Xu aux structures fortes deX : la pertinence structurelle.
Avec W la matrice des poids des n unite´s statistiques, la composante la plus pertinente
serait solution du programme :
Q2 : max
u′Au=1
φ(u), avec φ(u) =
(
p∑
j=1
〈Xu|xj〉2lW
) 1
l
=
(
p∑
j=1
(u′X ′Wxjxj
′
WXu)l
) 1
l
,
le parame`tre l ∈ [1,+∞] permettant de re´gler la localite´ des faisceaux de variables vise´s.
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La strate´gie SCGLR se propose alors de faire une synthe`se entre les programmes Q1 et
Q2, et de choisir la composante f = Xu solution du programme :
Q : max
u′Au=1
[φ(u)]s [ψT (u)]
1−s
.
Le parame`tre s permet de re´gler l’importance relative accorde´e a` la pertinence structurelle
(programme Q2) par rapport a` la qualite´ d’ajustement (programme Q1).
3 Adaptation de SCGLR aux donne´es groupe´es.
Nous proposons une adaptation de la me´thode SCGLR aux donne´es groupe´es, pour
lesquelles l’hypothe`se d’inde´pendance des unite´s statistiques n’est plus valable. On peut
penser par exemple aux donne´es structure´es en groupes dans l’espace ou aux donne´es
re´pe´te´es dans le temps (donne´es longitudinales). Nous mode´lisons la de´pendance induite
par un effet ale´atoire, d’ou` une mode´lisation via un GL2M de chacune des re´ponses yk.
3.1 Construction de la premie`re composante.
Nous proposons de conserver la proprie´te´ de coline´arite´ partielle (surX) des pre´dicteurs.
L’injection d’un effet ale´atoire dans chaque pre´dicteur permettra de traduire la structure
de de´pendance des unite´s statistiques. La matrice U contenant les donne´es d’appartenance
aux groupes, les pre´dicteurs s’e´crivent alors :
∀k ∈ {1, . . . , q} , ηkξ = (Xu)γk + Tδk + Uξk , avec u
′Au = 1.
Les effets ale´atoires ξ1, . . . , ξq sont suppose´s inde´pendants, et pour tout k ∈ {1, . . . , q},
ξk est suppose´ distribue´ selon une loi NN(0, Dk = σ2kId), avec N le nombre de groupes.
La complexification de la structure de variance ne permet plus d’appliquer l’algorithme
des scores de Fisher, qui suppose l’inde´pendance des unite´s statistiques. Nous avons alors
envisage´ d’adapter l’algorithme de Schall (1991) en y introduisant, a` chaque e´tape, la
proce´dure alterne´e suivante :
• A` u fixe´, on estime les parame`tres γk, δk et σ
2
k par un syste`me de Henderson
(Henderson (1975)).
• A` γk, δk et σ2k fixe´s, on construit la composante f = Xu.
En effet, les variables de travail qui interviennent dans notre algorithme peuvent s’e´crire
sous la forme :
zkξ = (Xu)γk + Tδk + Uξk + e
k.
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A` u fixe´, les variables de travail zkξ sont conside´re´es, a` la manie`re de Schall, comme
mode´lise´es par un L2M. Une estimation courante des parame`tres γk, δk et σ
2
k est alors
accessible par la re´solution d’un syste`me de Henderson, dont une justification dans ce
cadre se trouve notamment dans Stiratelli et al. (1984), au moyen d’un raisonnement
baye´sien.
Quant a` la construction de la composante f = Xu, elle est toujours solution d’un pro-
gramme pouvant se mettre sous la forme Q, mais il est ne´cessaire de modifier l’expression
ψT (u). Conditionnellement a` l’effet ale´atoire ξk, la variable de travail z
k
ξ posse`de une
structure de GLM. Nous proposons alors de modifier le crite`re de qualite´ d’ajustement en
tenant compte de la variance de zkξ conditionnellement a` ξk. Pour cela, nous posons :
ψT (u) =
q∑
k=1
‖zkξ ‖
2
Wξ,k
cos2Wξ,k(z
k
ξ , 〈Xu, T 〉), avec W
−1
ξ,k := V(z
k
ξ |ξk).
3.2 Construction des composantes suivantes.
Supposons avoir construit les h premie`res composantes, et posons F h =
{
f 1, . . . , fh
}
.
La (h+1)e`me composante est conc¸ue pour comple´ter au mieux les h composantes pre´ce´den-
tes et T , autrement dit T h = F h ∪ T . De plus, nous imposons l’orthogonalite´ entre fh+1
et F h, via la contrainte :
F h
′
Wfh+1 = 0.
La composante fh+1 = Xuh+1 est donc obtenue en re´solvant le programme suivant, dont
uh+1 est solution :{
Maximiser [φ(u)]s [ψTh(u)]
1−s
sous les contraintes : u′Au = 1 et (F h
′
WX)u = 0
4 Tests nume´riques.
Pour illustrer le potentiel de la me´thode, nous pre´senterons dans un premier temps des
re´sultats sur donne´es simule´es et re´elles impliquant une mode´lisation GL2M (notamment
des donne´es groupe´es poissonniennes, lien log).
Des comparaisons seront e´galement effectue´es avec d’autres me´thodes de re´gularisation
qui, elles, ne font pas appel a` la construction de variables latentes (nos composantes), mais
consistent a` appliquer une pe´nalisation sur la norme des coefficients de re´gression. Deux
de ces me´thodes ont e´te´ retenues :
• Celle propose´e par Eliot et al. (2011), qui e´tend la re´gression ridge au cas des
mode`les line´aires mixtes (L2M) univarie´s, non ge´ne´ralise´s.
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• Celle propose´e par Groll et Tutz (2014), qui consiste a` injecter une pe´nalisation en
norme L1 lors de l’ajustement de mode`les GL2M, toujours dans le cadre univarie´.
5 Conclusion.
L’extension de SCGLR propose´e est un bon compromis entre une mode´lisation GL2M
(posse´dant de bonnes qualite´s pre´dictives dans le cadre de donne´es groupe´es mais tre`s in-
stable si les re´gresseurs sont fortement redondants) et des strate´gies de type GLM sur com-
posantes principales (qui ne tiennent pas compte des variables re´ponses pour la construc-
tion des composantes). Les qualite´s de SCGLR sont pre´serve´es, et l’extension pre´sente´e
permet de re´agir face a` des donne´es groupe´es en produisant des mode`les pre´dictifs robustes
base´s sur des composantes interpre´tables.
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