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1 Summary of the key ideas 
In this document we apply multiple regression methods (linear and polynomial 
estimators) to obtain the best estimation of the seasonal mean precipitation in the 
Comunitat Valenciana (Spain), using the altitude and cartographic coordinates 
(XUTM and YUTM), as well as their product, as multivariate estimators or independent 
variables. The methodology is applied and the visualization of results done using R 
code and functions. Firstly, some R functions are shown to import, graphically 
represent and map the data. Then, a first descriptive analysis is done. Several multiple 
regression models are tested and the explanatory variables selected by analyzing 
the proportion of variability of the response variable (seasonal mean precipitation) 
explained by the adjusted regression models. Finally, a study of residuals is done to 
analyze the performance of each model, and the assumption of linearity (zero 
mean), normality and homoscedasticity (constant variance) is verified. The main 
steps followed in this article are listed in Table 1. 
Main steps followed using R-Studio 
1. Preliminaries: Install and load R-packages, set working directory  
2. Study area, data sets uploading and visualization 
3. Multiple regression models: Adjustment and diagnosis plots 
Table 1. Main steps followed in this article and applied in R-studio. 
2 Introduction 
Rainfall data (daily, monthly, seasonally, annually, …) are collected in meteorological 
stations spatially distributed on the territory at variable distances. A common problem 
consists on how to extrapolate those point data to the rest of the territory to generate 
rainfall maps at different scales. The precipitation is a complex variable, and its spatial 
pattern strongly depends on geographic and topographic factors, among others. 
Multivariate linear regression methods are used in this document to predict rainfall on 
the territory based on mean precipitation data collected from different available 
meteorological stations distributed in the Comunitat Valenciana and surrounding 
areas, located at the Spanish Mediterranean coast. Precipitation data come from 
the network of rain gauges of the National Institute of Meteorology (AEMET), and they 
are grouped into monthly means for the period 1960-2005 (Portalés et al., 2010). 
The analysis is carried out using the statistical and programming software R (R Core 
Team, 2019), and this document serves as a practical introduction to spatial data 
analysis in R. In this context, “spatial data” refers to data distributed at different 
geographical locations. For beginners using R, a brief introduction to R is provided by 
Venables et al. (2009). 
This document performs a descriptive analysis of the data set, dependent and 
independent variables, and applies linear regression analysis to the data. First, the 
data are imported in R and descriptively analyzed, showing the histograms and 
summary statistics of the different variables. Then, several linear regression analyses 
are performed to relate the dependent variable (mean seasonal precipitation) to 







Once the student reads this document, she/he will be able to: 
 Organize and analyze spatial data in R. 
 Interpret the descriptive statistics generated for the different variables, 
dependent and independent, before applying the regression. 
 Apply descriptive analysis of an environmental data set based on 
precipitation data, and multivariate regression analysis using R. 
 Select the optimal multivariate polynomial regression function to predict 
seasonal mean precipitation using geographic and topographic variables. 
 Evaluate the accuracy of the prediction of multivariate lineal regression and 
multivariate polynomial regression models. 




First step will consist on the installation of the R packages needed to execute the 
different operations and methods. In our case, we will use the following R command 
lines to install the different packages:  
 
Then, R packages need to be loaded using the R command *library*: 
 
While R packages only need to be installed once in the computer system, they need 
to be loaded in every new R session. In order to facilitate the access to data and 
results, the standard way to set the current working directory is using the command 
*setwd* (R uses forward slashes “/” in paths, while Windows uses backward slashes). 
 
4.2 Study area, data sets uploading and visualization 
4.2.1 Boundary of the study area 
The study area corresponds to the Comunitat Valenciana (CV), Spain. The 
boundaries of the CV are provided as input data in a shape file. If needed, we might 






points file, using the function *help(readOGR)*. With the following command line, the 
polygons shape file *cv* containing the borders of the CV are converted to the 
spatial-polygons R-object *lim_cv*: 
 
A summary of the structure and content of the generated spatial-polygons R-object 
*lim_cv* can be seen by using the R command *str*. Briefly, the object *lim_cv* is an 
object of R-class *SpatialPoligonsDataFrame* having 5 slots: *data*, *polygons*, 
*plotOrder*, *bbox* and *proj4string*. See Bivand et al. (2008) for a detalied 
explanation of the structure and use of spatial-class objects in R. 
 
To refer to a specific slot in a Spatial-class object, for example the slot *bbox* in the 
SpatialPolygonsDataFrame object *lim_cv*, we should write the name *lim_cv*, 
followed by the character @ and the name of the slot *bbox*, as follows: 
 
4.2.2 Digital Elevation Model 
A Digital Elevation Model (DEM) of the CV and its surroundings is provided by a raster 
file. The following command line, using the R command *raster*, reads the raster file 
containing the DEM and converts it to a raster R-object. With the R command *class*, 
the class of an object can be consulted.  
 
Figure 1 shows the elevation map of the CV and its surroundings, with the borders of 
the CV superimposed. 
 
 
Figure 1. DEM map and boundaries of the CV study area. The color legend 






4.2.3 Precipitation variables 
The data set contains mean precipitation data for the period 1960-2005 collected 
from 212 meteorological stations distributed in the CV. Our study considers seasonal 
temporal scales. Thus, mean monthly rainfall were grouped into the following 
variables: *spring* (spring: March, April, May), *summer* (summer: June, July, August), 
*autumn* (autumn: September, October, November), and *winter* (winter: 
December, January, February), and *annual* contains the mean annual 
precipitation for each meteorological observatory. 
The precipitation variables, as well as the spatial coordinates and the elevation of 
the observed points, are provided in a shape file. The points shape file 
*precip_seasonal* containing the data is read and converted to the spatial-points R-
object *dat* using the command *readOGR*: 
 
Next, we can see a summary of the structure and content of the object *dat* using 
the command *str(dat)*. *dat* is an object of R-class *SpatialPointsDataFrame* and 
has 5 slots: *data*, *coords.nrs*, *coords*, *bbox* and *proj4string*. The slot *data* 
contains a table (*data.frame*) with 16 attributes or variables associated to the 212 
observations. Among others, it has the seasonal precipitation variables, the altitude 
variable *ALTITUD* of the observed locations, and two spatial coordinates *X* and *Y* 
of the observed locations. The slot *coords* is a two-column matrix also containing 
the two spatial coordinates *X* and *Y* of the observed locations. The slot *bbox* 
contains the boundary box for the spatial points. Finally, the slot *proj4string* informs 
about the coordinate reference system. 
To refer a specific variable, for example the spring precipitation variable *spring* in 
the slot *data*, we should write the name of the *SpatialPointsDataFrame* object 
*dat* followed by the character @, the name of the slot *data*, the character $ and 
the name of the variable *spring*, as follows:  
 
We can also check the structure of the variable *spring*, a numeric vector with 212 
elements, using the command *str*, and obtain a statistical summary of the numerical 










Figure 2 shows the map of the variables spring precipitation and ALTITUD at the 
observed locations. 
 
Figure 2. Locations of the meteorological stations with the spring precipitation (left) 
and the elevation data (right) represented. 
4.2.4 Basic statistics 
Using the R command *hist*, frecuency histograms of the precipitation variables 
*annual*, *spring*, *summer*, *autumn* and *winter* can be plotted (Figure 3). 
 
 
Figure 3. Histograms of the precipitation variables. 
 
Applying the command *sd* to the precipitation variables we obtain the standard 
deviations of the precipitation variables. The precipitation variables *annual*, 
*spring*, *summer*, *autumn* and *winter* correspond to the columns at positions 








The frequency histograms of the altitude variable *ALTITUD* and spatial coordinates 
*X* and *Y* are obtained and plotted (Figure 4). 
 
 
Figure 4. Histograms of the independent variables. 
4.3 Multivariate regression models 
Multivariate linear regression (MLR) aims to fit a parametric linear function from data 
with some Gaussian noise. Within the MLR procedure, a precipitation variable in a 
location will be predicted by K continuous attributes in the same location using a 
linear function, considering the information available at all estimation points. The 
Method of Least Square Value (LSV) is used here to estimate coefficients of the linear 
function, at which the sum of the squares of errors between observed and predicted 
values is taken to be minimum. Polynomial Regression is a model used when the 
relation between the response variable and independent variables has a curvilinear 
structure. A Second Order Multiple Polynomial Regression can be expressed as: 
 
In this section, multivariate linear and polynomial regression models are applied to 
predict the spring/summer precipitation from independent variables. We use the 
method implemented in the command *lm* of the R-package *stats* to fit the 
regression models. Some graphs (diagnosis plots) are represented using R functions 
to check if the model residuals ϵi follow a normal distribution (normality hypothesis), 
with a zero mean (linearity) and constant variance (homoscedasticity). 
4.3.1 Spring precipitation linear model with 3 variables 
This model relates the spring precipitation variable *spring* to a linear function of the 
altitude variable *ALTITUD* and the spatial coordinates *X* and *Y*. The R command 






as a function of the altitude variable *ALTITUD* and the spatial coordinates *X* and 
*Y*. 
 
A summary of the results of the fitted model is obtained using the R command 
*summary*. The spatial coordinates *X* and *Y* are stored in the slot *coords* of the 
*SpatialPointsDataFrame* object *dat* (*dat@coords*). 
 
 
The statistic R-squared is a measure of the amount of variability explained by the 
model. For this model, the R-squared results around 0.34, which means that it explains 
34% of the original variability of the spring precipitation variable. However, the second 
geographic coordinate is not statistically significant since its PR(>∣t∣)>0.05.  
Figure 5 shows the model residuals against the spring precipitation variable. Model 
residuals should be distributed randomly around the horizontal zero line. 
 
 
Figure 5. Plot of the residuals vs the spring precipitation variable. 
In this case residuals are far from this optimal situation, meaning that there is still much 






4.3.2 Spring precipitation model with 3 variables and 
interactions 
This model relates the spring precipitation variable *spring* to a linear function of the 
variable *ALTITUD*, the spatial coordinates *X* and *Y*, and the interaction between 
the spatial coordinates *X* and *Y*. 
 
We apply a such model and obtain a summary of the results of the fitted model: 
 
 
The R-squared has improved to 0.45, meaning that this model explains 45% of the 
original variability of the spring precipitation variable. In this case all the coefficients 
are statistically significant with a PR(>∣t∣) less than 0.001. Figure 6 shows the model 
residuals against the spring precipitation variable. The residuals are slightly closer to 
the horizontal zero line compared to the previous model; however, they still have a 
strong systematic behavior, which means that there is still quite much of the spring 
precipitation variable to be explained by the model. 
 
 






4.3.3 Summer precipitation model with 3 variables and 
interactions 
This model relates the summer precipitation variable *summer* as a linear function of 
the variable *ALTITUD*, *X* and *Y*, and the interaction between *X* and *Y*. 
 
Applying a multiple regression analysis on the summer precipitation *summer*: 
 
 
The R-squared for this model is 0.85, so it explains 85% of the variability of summer 
precipitation variable. In this case, all the coefficients are also statistically significant.  
Figure 7 shows the model residuals against the summer precipitation variable. The 
residuals are almost randomly distributed around the horizontal zero line, which 
means that most of the summer precipitation variable is explained by the model. 
 
 
Figure 7. Plot of the residuals vs the spring precipitation variable. 
In Figure 7 we can see an outlier, very far from the predicted value. This corresponds 
to ‘BARRACAS’ meteorological station. This precipitation value should be revised for 









Formulate, fit and do the diagnosis of the following model which relates the 
precipitation variable *autumn* to the variable *ALTITUD*, the spatial coordinates *X* 
and *Y*, and the interaction between the spatial coordinates *X* and *Y*. Normality 
can be analyzed with the Kolmogorov-Smirnov test (help("ks.test"), for details). 
The data set can be downloaded from link. 
6 Conclusions 
The application of multiple regression to predict the variable mean precipitation in 
spring, using altitude and geographical coordinates as independent variables, was 
insufficient to obtain a reliable model. It has been shown how the inclusion of new 
terms (quadratic and interaction) can increase the percentage of variance 
explained by the model. However, the residuals do not meet the normality 
hypotheses with an average equal to zero and constant variance. Thus, the residuals 
of these models should be corrected including more independent. If this is not 
possible, other techniques should be used to estimate spring precipitation, which will 
be the subject of other documents in this series. 
However, the model obtained for summer explains adequately the 85% of the rainfall 
variability with altitude, XUTM and YUTM, considering the interaction between these 
geographical coordinates, being all coefficients in the model statistically significant. 
The analysis of the residuals allowed detecting the existence of outliers in the sample. 
This study proves that precipitation in the CV has a seasonal behavior, which could 
be predicted in summer taking into account the altitude of each point and its 
geographical position. This document serves as an exercise to describe the use of 
some functions developed in R to predict environmental variables based on the 
inclusion of some independent variables (in this case topographic and geographic) 
in multiple regression models, to interpret the results and managing information 
provided by raster and shape files. 
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