Abstract. We define a motive whose realizations afford modular forms (of arbitrary weight) on an indefinite division quaternion algebra. This generalizes work of Iovita-Spiess to odd weights in the spirit of JordanLivné. It also generalizes a construction of Scholl to indefinite division quaternion algebras.
Introduction
The paper [Sc] offers the construction of a motive whose realizations affords modular forms of even or odd weight on the indefinite split quaternion algebra over Q. In [IS, §10] the authors construct a motive of even weight modular forms on a quaternion division algebra (see also [Wo] ). Based on ideas of Jordan and Livné (see [JL] ), this motive is constructed as the kernel of an appropriate Laplace operator. More precisely, let h(A) be the motive of an abelian scheme A of dimension d (see [DM] and [Ku] ). It decomposes as the direct sum
where g = 2d and there are canonical identifications
where ∨ · V denotes the symmetric algebra of the object V . It follows that the multiplication morphisms
are perfect. In particular, taking i = d, one gets an associated Laplace operator
and it is possible to show that the kernel exists. The following remark has been employed in [IS, §10] . When A is an abelian scheme of dimension 4 with multiplication by the quaternion algebra B, we have that B ⊗ B acts on ∨ 2 h 1 (A) and there is a canonical direct sum decomposition
is such a way that B × ⊂ B ⊗ B (diagonally) acts via the reduced norm on ∨ 2 h 1 (A) − . Furthermore, since the idempotents giving rise to this decomposition are self-adjoint with respect to ϕ 2,2 , it follows that the induced pairing
is still non degenerate and the kernel of the induced Laplace operator
exists. When A is taken to be the universal abelian surface, setting
gives a motive whose realizations gives incarnations of weight k = 2n modular forms. The aim of this paper is to define a motive whose realizations afford modular forms (of arbitrary weight) on an indefinite division quaternion algebra. The idea of the construction, once again, is due to Jordan and Livné. However a couple of remarks are in order. First, following their construction in this indefinite setting and working at the level of realizations gives the various incarnations of two copies of odd weight modular forms, rather than just one copy. It is not possible to canonically split them in a single copy: this is possible only including a splitting field for the quaternion algebra in the coefficients, but the resulting splitting depends on the choice of an identification of the base changed algebra with the split quaternion algebra. Indeed, we will construct a motive whose realizations afford two copies of odd weight modular forms. Second, the idea of Jordan and Livné is to construct square roots of the Laplace operators after appropriately tensoring the source and the targets of ∆ n ; however the definition of these Dirac operators ∂ Following ideas of [IS, §10] , one can realize the various incarnation of modular forms as the image via an appropriate additive ACU tensor functor
where H is the category we are interested in, i.e. they may be for example variations of Hodge structures. Indeed, if R is the realization functor one shows that R ∨ 2 h 1 (A) − = L ∧ 2 B − , from which it follows
and L (ker (∆ n )) computes weight 2n modular forms. If one want is interested in odd weight modular forms, the Jordan and Livné Dirac operators to be considered would be of this form:
However, as we have explained above, the Jordan and Livné definition of these operators as given in [JL] does not generalizes to motives. It is a simple but key remark that one may replace ∂ n JL with any ∂ n having the same source and target and then the kernels would be the same (see Lemma 7.4). Furthermore, since B 0 = ∧ 2 B − , it follows from (2) that (3) with ∂ n JL replaced by ∂ n may be regarded as
It is in this form that we will be able to define ∂ n and another ∂ n−1 in such a way that the construction makes sense for rigid Q-linear and pseudo-abelian ACU categories and prove the generalization of the equality ∂ n−1 • ∂ n = ∆ n − ⊗ 1 B in this setting. Then one shows that L (∂ n ) computes two copies of weight k = 2n + 1 modular forms.
The abstract framework we work with in this paper is the following. Suppose that C is a rigid pseudoabelian and Q-linear ACU tensor category with identity object I; if X ∈ C we write r X := rank (X). We recall from [MS] that V has alternating (resp. symmetric) rank g ∈ N ≥1 if L := ∧ g V (resp. L := ∨ g V ) is invertible and if Suppose first that V has alternating rank g. We will prove that, when g = 2i and i is even (resp. odd), L ≃ L ⊗2 for some invertible object and r ∧ i V > 0 (resp. r ∧ i V < 0) (see definition 3.6), then there is an operator
such that ker ∂ n i−1 exists (see Theorems 4.4 and 4.3). Suppose now that V has symmetric rank g. Then we prove that, when g = 2i, L ≃ L ⊗2 for some invertible object and r ∨ i V > 0, then there is an operator
such that ker ∂ n i−1 exists (see Theorem 5.3). These operators are indeed square roots of the Laplace operators induced by the multiplication pairings in the involved alternating or symmetric algebras and the existence of these kernels follows from this fact and the existence of the kernels of the Laplace operators.
Some remarks are in order about the range of applicability of our results. First of all we note that, in general, the alternating or the symmetric rank may be not uniquely determined. Suppose, however, that we know that there is a field K such that r ∈ K ⊂ End (I) admitting an embedding ι : K ֒→ R. Then it follows from the formulas rank ∧ k V = r k and rank ∨ k V = r+k−1 k (see [AKh, 7.2.4 Proposition] or [De3, (7.1. 2)]) that we have r ∈ {−1, g} (resp. r ∈ {−g, 1}) when V has alternating (resp. symmetric) rank g. In particular, when r > 0 (resp. r < 0) with respect to the ordering induced by ι, we deduce that r = g (resp. r = −g), so that g is a uniquely determined and V has alternating (resp. symmetric) rank g = r (resp. g = −r)
We recall that V is Kimura positive (resp. negative) when ∧ N +1 V = 0 (resp. ∨ N +1 V = 0) for N ≥ 0 large enough. In this case, the formula rank ∧ k V = r k (resp. rank ∨ k V = r+k−1 k ) implies that r ∈ Z ≥0 (resp. r ∈ Z ≤0 ) and the smallest integer N such that ∧ N +1 V = 0 (resp. ∨ N +1 V = 0) is r (resp. −r). Furthermore, it is known that ∧ r V (resp. ∨ −r V ) is invertible in this case (see [Kh, 11.2 Lemma] ): in other words V has alternating (resp. symmetric) rank g = r (resp. g = −r). Suppose in particular that V is Kimura positive (resp. negative); then r ∧ i V > 0 (resp. r ∨ i V > 0) for i even and Theorem 4.4 (resp. Theorem 5.3) applies. On the other hand, when i is odd, the condition r ∧ i V < 0 (resp. r ∨ i V > 0) required by Theorem 4.4 (resp. Theorem 5.3) is not satisfied and we can not apply our results.
It is known that the motive h 1 (A) of an abelian scheme of dimension d is Kimura negative of Kimura rank −d (see [Ku] ). Suppose that d = 2i ≡ 0 mod 4, so that i is even and
is the square of an invertible object. Theorem 5.3 applied to V = h 1 (A) implies the existence of canonical pieces
for every n ≥ 1. The paper is organized as follows. In §2 we recall the needed results from [MS] . In §3 we discuss generalities on Laplace and Dirac operators in rigid and pseudo-abelian tensor categories, giving condition for the existence of kernel of Laplace operators and for the Dirac operators to be square roots of Laplace operators. We remark that the existence of kernels of Laplace operators is stated in [IS, §10] for the category of Chow motives; the authors are indebted with M. Spiess for providing them some notes on the topics. In §4 and §5 we use the Poincaré morphisms from §2 to define our Dirac operators on the alternating and symmetric powers and prove that they are indeed square roots of the Laplace operators; together with the result from §3 we deduce Theorems 4.4, 4.3 and 5.3. In §6 we discuss how the constructions behaves with respect to additive AU tensor functors which may not respect the associativity constraint, as needed for the realization functor R (see [Ku] ); we also apply the results to the specific case of a quaternionic object, as needed for the construction of the motives of modular forms. The subsequent section is devoted to the computation of the realization of the motives of modular forms: the reader is strongly suggested to first give a look to this section as a motivation for the abstract constructions. We work with variations of Hodge structures as a target category, following ideas of [IS] , but the same computations could be worked out for other realizations following the same pattern.
Throughout this paper we will always work in a Q-linear rigid and pseudo-abelian ACU category C with unit object I and internal homs. We let ev X : X ∨ ⊗ X → I be the evaluation and ev τ X := ev X • τ X,X : X ⊗ X ∨ → I be the opposite evaluation.
Poincaré duality isomorphism
Given an object V ∈ C, we may consider the associated alternating and symmetric algebras, denoted by ∧ · V and, respectively, ∨ · V . If A · denotes one of these algebras, we have multiplication morphisms
a data which is equivalent to
When g ≥ i, we may consider the composite
is the internal duality morphism and α : hom (X, Y ) → Y ⊗ X ∨ is the canonical morphism (see [MS, §2] ). Working with the alternating or symmetric algebra of the dual V ∨ yields a morphism
Employing the reflexivity morphism i : X → X ∨∨ we can define (see [MS, (20) ]):
The following results have been proved in [MS, §5 and §6] . In order to state them, we first need to define the following morphisms:
In the following discussion we let r := rank (V ) ∈ End (I).
Theorem 2.1. The following diagrams are commutative, for every g ≥ i ≥ 0.
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(1)
We say that V has alternating rank g ∈ N ≥1 , if ∧ g V is an invertible object and
r+i−g i are invertible for every 0 ≤ i ≤ g. For example, when End (I) is a field or r ∈ Q, the second condition means that r is not a root of the polynomials
We say that V has strong alternating rank g ∈ N ≥1 , if ∧ g V is an invertible object and r = g (hence V has alternating rank g). 
Here are the analogue of the above results for the symmetric algebras.
Theorem 2.4. The following diagrams are commutative, for every g ≥ i ≥ 0.
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We say that V has symmetric rank g ∈ N ≥1 , if ∨ g V is an invertible object and r+g−1 g−i and r+g−1 i are invertible for every 0 ≤ i ≤ g. For example, when End (I) is a field or r ∈ Q, the second condition means that r is not a root of the polynomials
We say that V has strong symmetric rank g ∈ N ≥1 , if ∨ g V is an invertible object and r = −g (hence V has symmetric rank g). 
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Dirac and Laplace operators
If we have given ψ : X ⊗ Y → Z, we may consider
and then we define
Here we write i n X, * and p n X, * for the canonical injective and, respectively, surjective morphisms arizing from the idempotent defining the alternating when * = a and the symmetric when * = s powers.
In particular, when X = Y , we have
We may lift these morphisms to the tensor products as follows. Let ε (resp. 1) be the sign character (resp. trivial) character of the symmetric group and, if χ ∈ {ε, 1} and R ⊂ S k is any subset, define
In particular, taking R = S k gives the idempotents e k X,a := e ε R and e k X,s := e 1 R defining the alternating and symmetric k-powers of any object X. We have that ∂ n ψ (resp. ∆ n ψ ) is equivariant for the action of S n−1 = S {1,...,n−1} ⊂ S n (resp. S n−2 = S {1,...,n−2} ⊂ S n ). Furthermore, if we choose, for every p ∈ {1, ..., n} =: I n (resp. (p, q) ∈ I n × I n with p = q), elements δ n p ∈ S n (resp. δ
: (p, q) ∈ I n × I n , p = q ) is a set of coset representatives for S n−1 \S n (resp. S n−2 \S n ). Using these facts it is not difficult to check that, setting
where * χ = a if χ = ε and * χ = s if χ = 1, gives morphisms making the following diagrams commutative:
When ψ is alternating or symmetric, we can refine (6) as follows.
where χ = ε (resp. χ = 1), * χ = a (resp. * χ = s) and δ
Proof. The proof, based on (6) and the subsequent Remark 3.2, is left to the reader.
Remark 3.2. Suppose that we are given actions of S n on A and of S n−2 on B and that f : A → B is an S n−2 -equivariant map, for an integer n ≥ 2. Then we have, setting τ n−1,n := (n − 1, n),
Suppose now that we have given
where ν a := −1, ν s := 1 and * χ ∈ {a, s}, and that, for some ρ ∈ End (I), the following diagram is commutative:
Then, when * χ = a, the following diagram is commutative
and, when * χ = s, the following diagram is commutative:
Proof. We compute, using the notations in (5),
We now remark that we may choose δ n q so that δ n q (p) = p if p ∈ {1, ..., n − 1} − {q} and then we find δ
On the other hand, we may further assume that δ n q (n) = q (with δ n q = (q, n) both the imposed conditions are indeed satisfied). Then we find
it follows from (8) and the above discussion that we have
Noticing that f is S n−2 -equivariant we may apply Remark 3.2 to get
We now remark that the relation
gives, thanks to ν * χ = χ −1 (τ n−1,n ),
Hence (9) gives
We have e χ Sn−2 = e n−2
X, * χ ⊗ 1 T and i n−2 X, * χ ⊗ 1 T is a monomorphism (10), where T = Y ⊗ W on the left hand side while T = W ⊗ Y on the right hand side of (10). Hence (10) gives, with the notations of Lemma 3.1,
where 1 n−2 = 1 ∧ n−2 X when * χ = a or, respectively, 1 n−2 = 1 ∨ n−2 X when * χ = s. Now the claim follows from (7), which gives
and Lemma 3.1, which gives
Suppose now that we have given a perfect pairing ψ : X ⊗ X → I, meaning that the associated hom valued morphism f ψ : X → X ∨ is an isomorphism. Then (X, ψ) is a dual pair for X and we have the Casimir element C ψ : I → X ⊗ X. It follows from well known properties of the Casimir element that we have the following commutative diagrams:
Suppose that we have
We may consider
Since C n ψ is S n -equivariant, the following diagrams are commutative:
Lemma 3.4. Suppose that ψ : X ⊗ X → I is a perfect pairing such that ψ • τ X,X = ν * χ · ψ, where ν a := −1, ν s := 1 and * χ ∈ {a, s}. Then we have the formulas
where * n χ X := ∧ n X for * χ = a, * n χ X := ∨ n X for * χ = s and r X := rank (X).
2 We remark that, assuming 2 is invertible in Hom (X ⊗ X, I), we may always write ψ as the direct sum of its alternating and symmetric part, defined respectively by the formulas ψ a :=
and
. This means that ψ = ψ a ⊕ ψ s , up to the identification Hom (X ⊗ X, I) = Hom ∧ 2 X, I ⊕ Hom ∨ 2 X, I and the above assumption is always achieved by ψ a and ψ s .
Proof. We have, employing the notations in Lemma 3.1,
We claim that we have ∆
It will follow from Lemma 3.1 and (14) that we have
and, for every n ≥ 2,
Here in the last equality we have employed the relation p 
because we may take δ
2,3 = 1, where τ σ denotes the morphism attached to the permutation σ. We have τ (123) = τ X⊗X,X and ( (12). Hence we deduce the equality
Consider the following diagram:
The region (A) is commutative thanks to our assumption (11), we deduce the equality:
Inserting (18), (19) and (13) in (17) gives 3 ∆ 3 ψ, * χ • C 1 ψ = 2 + ν * χ r X · 1 X . Suppose now that n ≥ 2. We remark that we have
We may assume that we have given our choice of δ n−1,n p,q ∈ S n and we choose the elements δ n+1,n+2 p,q ∈ S n+2 as follows. First of all we view S n ⊂ S n+2 in the natural way, via I n ⊂ I n+2 , and we choose elements δ
and then we define δ n+1,n+2 p,n+1
n+1,n+2 = 1, noticing that, in every case, we have the required relation δ n+1,n+2 p,q (p, q) = (n + 1, n + 2) satisfied. Thanks to (20), we may rewrite (15) as follows:
Making the substitution (n − 1, n, n + 1, n + 2) = (1, 2, 3, 4), we may write τ (n−1,n+1)(n,n+2) = 1 ⊗ n−2 X ⊗ τ (13)(24) , where τ (13)(24) = τ X⊗X,X⊗X is acting on the last four factors
Hence it follows from (16) that we have:
We are now going to compute the sums (22) and (23). Making the substitution (n, n + 1, n + 2) = (1, 2, 3), we may write τ (n,n+1,n+2
), where τ (123) (resp. τ (12) ) is acting on the last three factors X ⊗ X ⊗ X of ⊗ n+2 X. It follows from (18) and (19)) that we have, respectively,
Hence we find
Finally, it follows from (13) that we have
It now follows from (25), (26) and (27) that we have, as claimed,
The following definition will be useful in the following subsections.
Definition 3.5. We say the a morphism f :
In this case, we call the set
the spectrum of f .
It will be also convenient to introduce the following definition.
Definition 3.6. If S ⊂ End (I) we say that S is strictly positive (resp. positive, strictly negative or negative) and we write S > 0 (resp. S ≥ 0, S < 0 or S ≤ 0) to mean that there exists an ordered field
3.1. Laplace operators attached to I-valued perfect alternating pairings. We suppose in this subsection that we have given ψ : X ⊗X → I which is perfect, i.e. such that the associated hom valued morphism is an isomorphism, and alternating, i.e. ψ • τ X,X = −ψ. It follows from Lemma 3.1 that we have ∆ n ψ,s = 0 and, hence, we concentrate on ∆ n ψ,a . We set r X := rank (X) in the subsequent discussion.
Proof. It will be convenient to set δ n ψ,a :=
In particular, we see that
We can now assume that n ≥ 2 and that, by induction, δ ψ,a is an isomorphism. It now follows from an abstract non-sense that there is a biproduct decomposition
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is diagonalizable with spectrum
Corollary 3.8. When r X < 0 we have that, for every n ≥ 2, the Laplace operator ∆ n ψ,a has a section s
> 0 by Proposition 3.7 and, in particular, it is an isomorphism.
3.2. Laplace operators attached to I-valued perfect symmetric pairings. We suppose in this subsection that we have given ψ : X ⊗ X → I which is perfect, i.e. such that the associated hom valued morphism is an isomorphism, and symmetric, i.e. ψ • τ X,X = ψ. It follows from Lemma 3.1 that we have ∆ n ψ,a = 0 and, hence, we concentrate on ∆ n ψ,s . We set r X := rank (X) in the subsequent discussion.
Then the proof is just a copy of those of Proposition 3.7.
The following corollary may be deduced from Proposition 3.9 in the same way as Corollary 3.8 was deduced from Proposition 3.7.
Corollary 3.10. When r X > 0 we have that, for every n ≥ 2, the Laplace operator ∆ n ψ,s has a section s
3.3. Laplace operators attached to perfect pairings valued in squares of invertible objects. We suppose in this subsection that we have given a perfect pairing ψ : X ⊗ X → Z, i.e. such that f ψ : X → hom (X, Z) is an isomorphism, and that we have Z ≃ L ⊗2 , where L an invertible object. We assume that ψ is alternating or symmetric, i.e. ψ •τ X,X = χ (τ X,X )·ψ, where χ ∈ {ε, 1}. As above, we define * χ := a when χ = ε and * χ := s when χ = 1 and we write * k χ X := ∧ k X when χ = ε and * k χ X := ∨ k X when χ = 1. It follows from Lemma 3.1 that we have ∆ n ψ, * = 0 if { * } = {a, s} − { * χ } and , hence, we concentrate on ∆ n ψ, * χ . We set r X := rank (X) and r L := rank (L) in the subsequent discussion, so that r L ∈ {±1}.
⊗k be the isomorphism induced by the permutation δ k ∈ S 2k such that δ k (2i − 1) = i and δ k (2i) = k + i for every i ∈ I k . It is not difficult to show, using [De3, 7.2 Lemme] , that one has
Lemma 3.11. Suppose that ϕ : X ⊗ X → L ⊗2 is alternating (resp. symmetric) and consider the composite
is alternating (resp. symmetric) and the following diagrams are commutative
is symmetric (resp. alternating) and the following diagrams are commutative:
where
the associated morphisms we have that f ϕ is an isomorphism is and only if
Proof. (a-b) We first claim that the following diagram is commutative:
A tedious computation reveals that:
Hence we have:
showing that (32) is commutative. The claimed commutative diagrams in (a) and (b) now follows from (30), (31) and the commutativity of (32).
We 23) and τ X⊗L −1 ,X⊗L −1 = τ (13)(24) as induced by permutations in S 4 and then, noticing that (23) (13) (24) = (1243) = (12) (34) (23) and that we have ϕ • τ X,X = χ (τ X,X ) · ψ with χ = ε (resp. χ = 1), we find
It follows from [De3, 7. 2 Lemme] that we have τ L −1 ,L −1 = r L , so that we find
(c) This is left to the reader. 
ψ, * χ has a section if and only if ∆ n ψ,a has a section: hence we may assume that Z = L ⊗2 . We can now consider the composite:
When r L = 1 (resp. r L = −1), Lemma 3.11 (a) (resp. (b)) shows that ∆ n ψ, * χ has a section if and only if ∆
It follows that we may apply to ψ L −1 Corollary 3.8, when ε X⊗L −1 ,X⊗L −1 = −1, or Corollary 3.10, when ε X⊗L −1 ,X⊗L −1 = 1, to deduce that ∆ n ϕ L −1 , * χ has a section.
Laplace and Dirac operators for the alternating algebras
In this section we assume that we have given an object V ∈ Csuch that ∧ g V is invertible. If X is an object we set r X := rank (X), so that r ∧ g V ∈ {±1}, and we use the shorthand r := r V . 4.1. Preliminary lemmas. We define
We may also consider
Lemma 4.1. Setting
the following diagram is commutative:
Proof. Set
Then we have ψ
With these notations, it follows from Proposition 2.3 that we have, setting
The morphism denoted by ϕ 13 g−i,i−1 (resp. ϕ 13 i,g−i−1 ) in Proposition 2.3 is the one here denoted by ϕ 13
where we have employed the equality
from Theorem 2.1 (1).
We now consider the following morphisms. We have
On the other hand we have
The proof of the following result is a bit more involved and we will leave some of the details to the reader.
Lemma 4.2. Setting
Proof. By definition
It follows from Theorem 2.1 (1) that we have, setting µ g−i,g := 
Inserting (38) in the definition (36), one checks that:
Similarly, inserting (39) in the definition (37), one finds:
where 
Consider the morphism
attached to the permutation (235). After a tedious computation one can verify the following relations:
Thanks to (43), (44) and (45), the equality (42) gives
Finally, we need to remark that we have the following commutative diagram (by a computation of the involved permutations):
Since ∧ g V ∨∨ is invertible, it follows from [De3, 7. 2 Lemme] that we have
We can now compute: (40) and (41) 
We remark that we have, by definition,
∧ g V ∨ and we deduce ev
This gives the first of the subsequent equalities, while the second follows from a standard property of the Casimir element:
Thanks to Theorem 2.1 (1), we know that
Employing this relation in the second of the subsequent equalities, we find
(by (49) )
We also have, thanks to the relation ϕ
arising from Theorem 2.1 (2): (51) Inserting (50) and (51) in (48) gives the claim after a small computation.
Laplace and Dirac operators.
We now specialize the above discussion to the case g = 2i, i.e. i = g−i, and we simply write L for the invertible object ∧ g V ∨∨ and set
We write Alt n (M ) := ∧ n M and
Looking at the pairings defined before Lemma 4.1, we note that we have ψ Suppose first that i is odd. Then we define the following Dirac operators, for every integer n ≥ 1:
(1) The following diagram is commutative:
(2) When r L = 1, the first of the following diagrams is commutative and it becomes equivalent to the second diagram when we further assume that r−i i ∈ End (I) is a non-zero divisor: .6) and that V has alternating rank g. Then there are morphisms
In particular, the following objects exist:
Proof. 
is alternating, so that we may apply Lemma 3.3 to deduce the claimed commutativity in (1) (resp. the first commutative diagram in (2) when r L = r ∧ g V = 1): we have indeed ν
and the commutativity of (2) is deduced simplifying by r ∧ g V g i
∈ End (I) is a non-zero divisor we may further simplify to get the second commutative diagram in (2).
(3) Indeed L ≃ L ⊗2 implies r L = 1 and, since V has alternating rank g, by Corollary 2.2 i ∧ g V • ϕ i,i is a perfect alternating pairing. Since r ∧ i V < 0, Lemma 3.12 gives the existence of s n−2 ∆ and ker (∆ n ). We also remark that, since
∈ End (I) and r−1 g−1 ∈ End (I) are invertible (once again because V has alternating rank g), it follows that
has a section. We can now apply the following simple remark to the commutative diagram in (1) (resp. the second commutative diagram in (2)). Suppose that we have given
and that s : Z → X is a morphism such that f • s = 1 Z . Then, setting s 2 := f 1 • s, we see that
implying that f 2 has a section. But then there is an associated idempotent e 2 := s 2 •f 2 and ker (f 2 ) = ker (e 2 ) exists because V is pseudo-abelian. This gives the existence of a section of ∂ Suppose now that i is even. Then we define the following Dirac operators, for every integer n ≥ 1:
(2) When r L = 1, the first of the following diagrams is commutative and it becomes equivalent to the second diagram when we further assume that r−i i ∈ End (I) is a non-zero divisor: (see definition 3.6) and that V has alternating rank g. Then there are morphisms
Proof. (1-2) As in the proof of Theorem 4.3 we have ν
Then the proof is identical to the proof of Theorem 4.3, noticing that we have once again ρ
i , justifying the change of sign in the second commutative diagram of (2) with respect to that of Theorem 4.3.
(3) The proof is identical to the proof of Theorem 4.3, noticing that here we need to assume r ∧ i V > 0 in order to apply Lemma 3.12 because now i ∧ g V • ϕ i,i is a perfect symmetric pairing.
Laplace and Dirac operators for the symmetric algebras
In this section we assume that we have given an object V ∈ C such that ∨ g V is invertible. If X is an object we set r X := rank (X), so that r ∨ g V ∈ {±1}, and we use the shorthand r := r V .
Preliminary lemmas. We define
Lemma 5.1. Setting 
Proof. The proof is just a copy of that of Lemma 4.1, replacing the use of Theorem 2.1 (resp. Proposition 2.3) with Theorem 2.4 (resp. Proposition 2.6).
Proof. Again the proof is a copy of that of Lemma 4.2.
Laplace and Dirac operators.
We now specialize the above discussion to the case g = 2i, i.e. i = g−i, and we simply write L for the invertible object Then we define the following Dirac operators, for every integer n ≥ 1:
In the same way as we have deduced Theorem 4.3 from Lemmas 4.1 and 4.2, the following result can be deduced from Lemmas 5.1 and 5.2.
Theorem 5.3. Set
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(2) When r L = 1, the first of the following diagrams is commutative and it becomes equivalent to the second diagram when we further assume that r+g−1 i ∈ End (I) is a non-zero divisor: .6) and that V has symmetric rank g. Then there are morphisms
Some remarks about the functoriality of the Dirac operators
We will assume, from now on, that we have given an object V ∈ C and that C and D are Q-linear rigid and pseudo-abelian ACU tensor categories. Once again, if X is an object, we set r X := rank (X) and we use the shorthand r := r V . As usual, we write e n X,? , i n X,? and p n X,? for the idempotent e n X,? in End (⊗ n X) giving rise to ∧ n X when ? = a and ∨ n X when ? = s and the associated canonical injective and surjective morphisms. We denote by D 
Suppose that we have given a (covariant) additive AU tensor functor F : C → D; it preserves internal homs and dualities. We suppose that F has the following further properties:
), where η ∈ {±1}.
We remark that, if ε = 1 (resp. ε = −1) and X ∈ {V, V ∨ , V ∨∨ }, we have F e n X,a = e n F (X),a (resp. F e n X,a = e n F (X),s ), F e n X,s = e n F (X),s (resp. F e n X,s = e n F (X),a ) and the same for the associated injective and surjective morphisms. The following result is now an easy consequence of this remark, (52), (53) and
(see [MS, §5] (1) If ε = 1 then we have 
, so that
5 Of course some of them will be zero, but it will be convenient to consider all of them, in order to state the result in a symmetric way.
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Similarly, in order to symmetrically state the results, we will need to consider the operators from § §5.2 together with the analogous operators induced on the alternating powers
The following result, whose proof is left to the reader, follows from Lemma 6.1 and a small computation.
Proposition 6.2. Suppose that we have given a (covariant) additive AU tensor functor F : C → D as above.
(1) If ε = 1 then we have
(2) If ε = −1 and i is even, then we have
Similarly, when i is odd the same is true, but F exchanges the symbols Alt and Sym.
6.1. Application to quaternionic objects. We will now focus on the case i = 2 and g = 2i = 4 and we let B be a quaternion Q-algebra, whose main involution we denote by b → b ι . An alternating (resp. symmetric) quaternionic object in C is a couple (V, θ) where V has alternating (resp. symmetric) rank 4 and θ : B → End (V ) is a unitary ring homomorphism. We will assume that such a (V, θ) has been given in the following discussion.
We have ∨ 2 B ⊂ B ⊗ B, the Q-vector space generated by the elements
Of course some of them will be zero, but it will be convenient to consider all of them, in order to state the result in a symmetric way.
and that b ∨ b = b ⊗ b, we see that
so that ∨ 2 B is the Q-vector space generated by the elements b ∨ b. Considering B ⊗ B as a Q-algebra in the natural way, it follows that ∨ 2 B is a subalgebra, because the product of elements of the form b ∨ b is again of this form. Let Tr: B → Q and Nr: B → Q be the reduced trace and norm and set B 0 := ker (Tr).
Write W for the Q-vector space B, endowed with the action of B ⊗B defined by the rule b 1 ⊗b 2 ·x := b 1 xb ι 2 . It give rise to a unitary ring homomorphism f : B ⊗ B → End Q (W ) ≃ M 4 (Q) which is injective because B ⊗ B is simple, hence an isomorphism by counting dimensions. As a ∨ 2 B-module W = B 0 ⊕ Q and it easily follows that the resulting homomorphism
and f is injective, hence an isomorphism again by counting dimensions. Furthermore, the action of ∨ 2 B on Q is given by the Q-algebra homomorphism
It follows that there is an idempotent e − ∈ ∨ 2 B characterized by se − = χ (s) e − for every s ∈ ∨ 2 B.
is generated by the elements of the form b ⊗ b as a Q-algebra (and indeed as a Q-vector space, as already noticed): hence ∨ 2 B ⊂ B ⊗ B operates on ∧ 2 V and ∨ 2 V . The above discussion shows that we may write
where ∧ 2 V − := Im θ ⊗2 (e − ) and ∨ 2 V − := Im θ ⊗2 (e − ) are characterized by the property that ∨ 2 B acts on them via χ. Indeed we remark that, since ∨ 2 B is generated by the diagonal image of B ⊂ B ⊗ B and
is the unique maximal subobject of ∧ 2 V (resp. ∨ 2 V ) on which B acts via the reduced norm.
Associated with (V, θ) is the dual quaternionic object
) for the ± components attached to V ∨ , θ ∨ obtained in this way. Since
We summarize the above discussion in the first part of following lemma, while the second follows from the remark before Lemma 6.1.
Lemma 6.3. If (V, θ) is an alternating (resp. symmetric) quaternionic object in C, there is a canonical decomposition (54) (in the category of quaternionic objects), where
by the fact that it is the unique maximal subobject X of ∧ 2 V (resp. ∨ 2 V ) such that the action of B acting diagonally on ∧ 2 V (resp. ∨ 2 V ) is given by the reduced norm on X. We have
Suppose that we have given a (covariant) additive AU tensor functor F : C → D as above and define
is an alternating (resp. symmetric) quaternionic object in D when ε = 1, (F (V ) , F (θ)) is a symmetric (resp. alternating) quaternionic object in D when ε = −1 and we have i,1 . Together with the multiplication maps they induce
and their analogous where ∧ 2 V is replaced by ∨ 2 V in the notation and the sources and the targets. On the other hand, let ψ V,? 
induced by these pairings. 
. To give an S-point x : S → P 1 C from a locally analytic space S is to give an epimorphism O S (P 1 ) → L 9 up to isomorphism, where L is an invertible sheaf on S and, taking x = 1 P 1 C , gives the universal quotient
Taking duals we see that to give x : S → P 1 C is the same as to give a monomorphism L ֒→ O S (L 1,C ) up to isomorphism, where L is an invertible sheaf on S and the cokernel of the inclusion is locally free too; taking x = 1 P 1 C gives the universal object It is easy to realize that a necessary and sufficient condition for a point x : S → P 1 C to factor through P is that the filtration
gives L 1,R,P the structure of a variation of Hodge structures of type {(−1, 0) , (0, −1)}. Hence P classifies variations of Hodge structures on S of Hodge type {(−1, 0) , (0, −1)} with fibers in the constant coherent sheaf L 1,R,P . The universal object is
Let us fix B, an indefinite quaternion algebra, an identification B ∞ ≃ M 2 (R) and a maximal order R ⊂ B. Then R ⊂ M 2 (R) and R⊗ Z R ≃ M 2 (R) are identified as R-algebras and we also have O S (R) ≃ O S (M 2 (R)) for every analytic space S. We note that, having fixed R ⊂ M 2 (R), to give a quaternionic variation of Hodge structures is the same thing as to give a rigidified quaternionic variation of Hodge structures. If we have given a rigidified fake (analytic) elliptic curve (π : A → S, i, ρ) over S, the exponential map gives an exact sequence of sheaves on S,
by means of the exact sequence
By means of i the ring R acts on this sequence (say from the right). The rigidification yields ρ :
) (the right hand sides defined by transport) gives R S a rigidified quaternionic variation of Hodge structures on S that we denote
The correspondence is indeed an equivalence of categories (see [Mi, Theorem 7.13] and [De2, 4.4.3] ).
The following result yields a quaternionic moduli description of P, which depends on the fixed identification B ∞ ≃ M 2 (R) and the choice of a maximal order R ⊂ B. 
Proof. Thanks to the above discussion we have to classify quaternionic variation of Hodge structures, rather than rigidified fake (analytic) elliptic curves. But it is easy to see that the association L → L ⊕ L realizes an identification between variations of Hodge structures on S of Hodge type {(−1, 0) , (0, −1)} with fibers in the constant coherent sheaf L 1,R and quaternionic variation of Hodge structures. The claim follows from the above description of P.
Linear algebra in the category of B
× -representations. We write x → x ι to denote the main involution of B, so that x + x ι = Tr (x) and xx ι = Nr (x). We let B × acts on B by left multiplication, while we write B ι to denote B on which B × acts from the left by the rule b · x := bxb ι . We write B 0 := ker (Tr) to denote the trace zero elements, viewed as a B × -subrepresentation of B ι (indeed Tr (bxb ι ) = Nr (b) Tr (x)). If V ∈ Rep(B × ) and r ∈ Z, we let V (r) be V on which B × acts by b· r v = Nr −r (b) bv, so that V (r) = V ⊗Q (r) (canonically).
In [JL] certain Laplace and Dirac operators has been defined with source and target those of the subsequent Lemma 7.4. While their definition is completely explicit, it is only the definition of the Laplace operator that readily generalizes to arbitrary tensor categories; on the other hand, the definition of the Dirac operator requires the theory we have developed in order to provide good models for their kernels which have a general meaning for tensor categories. Indeed, we have the following key remark, that allows us to replace the Jordan-Livné models with ours, whose proof is left to the reader. The following Lemma will be useful. Recall that, if M is an object in a pseudo abelian Q-linear category on which B-acts, we may write 
if B denotes the left B × -representation whose underlying vector space is B with the action given by left multiplication.
Since (L (B) , L (θ)) is an alternating quaternionic, we may define When B = M 2 (Q), X K (C) := S K (C) is compact and otherwise we set X K (C) := S K (C), compactified by "adding cusps". Then L (V ) (for any V ∈ Rep(B × )) descend to a variation of Hodge structures L K (V ) on S K (C), which extends to X K (C) It follows from the Eichler-Shimura isomorphism (see [Hi, Ch. 6] and [1, §3.2] or [RS, §2.4] for the statement in the quaternionic setting) and (55) that the cohomology groups (let (?) = φ when k is even and (?) = (2) when k is odd)
afford weight k + 2 modular forms of level K when k is even and two copies of them when k is odd. Indeed, it is not difficult to define Hecke operators on the family L B(?) k,K K by means of correspondences, which are given by double cosets on the right hand side; we also remark that the left hand side has a natural Hodge structure endowed with Hecke multiplication. The case B = M 2 (Q) being covered by [Sc] , we will assume from now on that B = M 2 (Q), implying that the Hecke action on (57) is purely cuspidal.
7.4. The motives of quaternionic modular forms and their realizations. Let K ⊂ B
× be an open and compact subgroup which is small enough so that S K is a fine moduli space and let π K : A K → S K be the universal level K fake elliptic curve over S K . Consider the relative motive h(A K ) as an object of Mot There is a realization functor
extending the correspondence mapping π : X → S K to Rπ * F ∨ X . Here VMHS(S K , F) denotes the abelian category of variations of mixed Hodge structures over S K with coefficients in F. See [PS, 14.4] for details. Theorem 7.6. Taking F = Q we have the following realizations.
(1) Suppose that 2n ≥ 2 is even. Then: . Since R SK is a AU tensor functor (indeed anti-commutative, see [Ku, Remark (2.6.1) ]), we deduce from the remark after Definition 6.5 that (let (?) = φ when k is even and (?) = (2) when k is odd)
Together with (57) and recalling that the group cohomology of L k is concentrated in degree 1, we deduce the following result. (1) Suppose that 2n ≥ 2 is even. Then:
(2) Suppose that 2n + 1 ≥ 3 is odd. Then:
otherwise.
As explained after (57), this motivates our designation of M B 2n,K (resp. M
B(2)
2n+1,K ) as the motive of level K and weight 2n + 2 (resp. 2n + 3) modular forms: indeed the functoriality of our construction implies that the Hecke correspondences induces a Hecke multiplication on M B 2n,K (resp. M B(2) 2n+1,K ), which is compatible with that on the realizations. The abstract approach employed here for computing the realizations, inspired by [IS] , easily adapts to the other realizations: one has only to appropriately replace (56) (which is, for example, the deeper [IS, Lemma 5.10] in the p-adic realm considered there).
