The relation between alterations in chromatin structure and changes in gene expression during cell differentiation has served as a paradigm to understand the link between genome organization and function. Yet, the factors involved and the mechanisms by which the 3D organization of the nucleus is established remain poorly understood. The use of Chromosome ConformationCapture (3C)-based approaches has resulted in a new appreciation of the role of architectural proteins in the establishment of 3D genome organization. Architectural proteins orchestrate higher-order chromatin organization through the establishment of interactions between regulatory elements across multiple spatial scales. The regulation of these proteins, their interaction with DNA, and their co-occurrence in the genome, may be responsible for the plasticity of 3D chromatin architecture that dictates cell and time-specific blueprints of gene expression.
Nuclear organization
Chromosomes are tightly packed in the nucleus within chromosome territories [1] [2] [3] [4] . The 3D arrangement of the chromatin fiber in these territories during interphase is not random and, in principle, could be either a consequence of genome function or a pre-established effector of nuclear activity [5] . Nuclear processes, such as transcription and replication, require the assembly of large multiprotein complexes at promoters, enhancers, and replication origins [5] [6] [7] . These proteins often contain multiple interacting domains and, therefore, may drive the formation of intra-and interchromosomal contacts that contribute to the establishment of a specific 3D arrangement of the chromatin fiber. Given that this arrangement may be a consequence of genome function, it should be, at least in part, cell type specific, correlating with the transcriptional state of the cell. In addition to this transcription-driven organization, the cell appears to also use specific protein complexes whose main role is to establish contacts between distant sites in the genome to facilitate its 3D organization and allow the execution of specific functional outcomes. These proteins, generally referred to as insulator proteins, were originally characterized for their ability to interfere with enhancer-promoter interactions and to shield the expression of transgenes from the effects of adjacent sequences [8] . More recent results suggest that insulator sequences and their associated proteins not only inhibit, but also facilitate enhancer-promoter interactions, as well as regulating other aspects of transcription, in addition to more general roles in chromosome organization [9] . Given the varied, and sometimes contradictory, functions mediated by these proteins, we refer to them here as architectural instead of insulator proteins.
Starting with the premise that architectural proteins can mediate interactions between different sequences to regulate genome function, here we discuss mechanisms by which the interaction of these proteins with DNA or other proteins can be regulated to create specific patterns of nuclear 3D organization to elicit distinct functional outcomes that may contribute to the establishment of specific cell lineages during development.
Architectural proteins: structure and organization Architectural proteins have been described in organisms ranging from yeast to humans [10] . In Saccharomyces cerevisiae and Saccharomyces pombe, the main architectural protein characterized to date is the RNA polymerase IIIassociated factor TFIIIC, which is present at genes transcribed by this polymerase, such as tRNA genes, as well as at many nontranscribed regions of the genome known as extra TFIIIC (ETC) loci [11, 12] . TFIIIC colocalizes with cohesin and condensin, which have been shown to be required for its function in protecting against the spreading of histone covalent modifications associated with transcription silencing [13] . The best-characterized architectural protein in vertebrates is CCCTC-binding factor (zinc finger protein) (CTCF), which also requires association with cohesin for its enhancer-blocking function [10] . Recent experiments showing that tRNA genes can block enhancer function and that TFIIIC colocalizes with CTCF at many ETC loci through the mouse and human genomes suggest a conservation in the function of TFIIIC as an architectural protein from yeast to humans [14] . Other proteins shown to colocalize or directly interact with CTCF in vertebrates include Yin Yang 1 (YY1), Kaiso, chromodomain helicase DNA-binding protein 8 (CHD8), poly(ADP-ribose) polymerase 1 (PARP1), MYC-associated zinc-finger protein (MAZ), JUND, zinc-finger protein 143 (ZNF143), PR domain zinc-finger protein 5 (PRDM5), and nucleophosmin [15] [16] [17] . Drosophila has also been a rich source of information aimed at understanding the structure and organization of this class of proteins. [18, 19] .
These proteins are present in the genome in different combinations at what are termed 'architectural protein binding sites' (APBSs) [20] . Some sites in the genome contain one DNA-binding architectural protein and several accessory proteins and are called low-occupancy APBSs. Others contain several DNA-binding proteins bound within a short genomic region that recruit all or most accessory proteins and are called high-occupancy APBSs. These two types of sites have different roles in genome organization and function [20] . Architectural proteins in Drosophila and mammals have been shown to interact with RNAs [21] [22] [23] [24] [25] , perhaps as a means of stabilizing these large multi-protein complexes, but the mechanistic role of these transcripts in their function has not been studied in detail.
The role of architectural proteins in 3D genome organization The recent use of 3C-derived approaches, such as 5C and Hi-C, to measure interaction frequencies has allowed the establishment of comprehensive interaction maps over large regions or whole genomes [3, 19, [26] [27] [28] [29] . Results from these experiments suggest that the Drosophila and mammalian genomes are compartmentalized into discrete regions termed 'topologically associating domains' (TADs) [27, 30] . TADs are regions of the genome that show a high frequency of intradomain interactions, whereas the frequency of interactions with other TADs is low. Therefore, the interaction-based division of the genome into TADs is caused by the presence of sequences and associated proteins within TADs that frequently interact with their neighbors while, concurrently, other sequences and associated proteins form TAD borders that preclude interactions between adjacent TADs. In both Drosophila and mammals, TAD borders contain highly transcribed genes, including housekeeping genes, and architectural proteins [19, 30, 31] . Overall, only 15% of CTCF sites are present at TAD borders in mouse and human cells. Instead, most CTCF-binding sites (85%) localize within TADs, where they mediate interactions aimed at regulating various steps of the transcription process [27, 32] . These findings together suggest the existence of various functional subclasses, border-associated versus nonborder, APBSs. It appears that the functional difference between the two types of APBSs rests on the number of architectural proteins present. In mammals, there is a strong association between TAD borders and the presence of CTCF, TFIIIC, cohesin, and PRDM5. Similarly, in Drosophila, CTCF clusters at TAD borders with condensins, cohesin, TFIIIC, BEAF-32, Su(Hw), CP190, Mod(mdg4), DREF, Chromator, and L(3)mbt [20] (Figures 1 and 2) .
Work in mouse and human cells suggests that 60-70% of TADs are conserved between embryonic stem cells (ESCs) and differentiated cells, and even between mouse and human cells [27] . One interpretation of these observations is that TADs are static domains of genome organization that allow interactions among genes and regulatory sequences located in the same TAD, but preclude interactions between sequences located in different TADs [1, 2, 33] . However, it is important to consider that the concept of the TAD border is relative. Borders are determined computationally using algorithms that, either implicitly or explicitly, set thresholds for the relative frequency of interactions within and between TADs flanking the border. Based on the difference in frequency between inter-and intra-TAD interactions, it is possible to establish the concept of border strength [20, 34, 35] . Strong TAD borders are those for which Hi-C interaction matrices do not show interactions between sequences in the two adjacent TADs, whereas weak borders separate TADs with a high frequency of inter-TAD interactions. If one considers TAD borders as relative structures whose strength can be modulated, for example during cell differentiation, then it is possible to speculate that the apparent conservation of TADs between different cell types does not preclude the existence of interactions between genes and regulatory sequences present in different TADs. This has been observed for some enhancers involved in controlling the expression of genes during the differentiation of the mesoderm in Drosophila. In this case, some enhancers present in a TAD are able to contact promoters present in a different TAD [32] .
What is responsible for the differences in the strength of borders separating different TADs? Recent results suggest that in both Drosophila and mammals, the strength of TAD borders directly correlates with the number of architectural proteins present at the border [20, 34] . In Drosophila, high-occupancy APBSs containing 8-12 architectural proteins form strong TAD borders and show enhancer-blocking activity in functional reporter assays, whereas APBSs with five to eight proteins have weak border strength and weak enhancer-blocking activity. Interestingly, APBSs with two to five architectural proteins are enriched inside TADs and do not interfere with enhancer-promoter interactions in functional reporter assays [20] . These results agree with the view that architectural proteins located inside TADs may facilitate interactions between gene promoters and their regulatory sequences, whereas those present at TAD borders may preclude interactions between genes and regulatory sequences located in different TADs. The role of architectural proteins in controlling TAD organization and TAD border strength has been clearly demonstrated in several recent studies that analyzed the consequence of depletion of CTCF and cohesin on 3D genome organization [35] [36] [37] . Embryonic kidney cells depleted of cohesin showed a general loss of intrachromosomal interactions without affecting the TAD organization, whereas depletion of CTCF caused a similar decrease in the frequency of intra-TAD interactions concomitant with an increase in the frequency of interactions between adjacent TADs. Cohesin-deficient mouse astrocytes also showed a reduced number of CTCF-and cohesin-mediated long-range interactions together with a relaxation of TAD organization. This TAD relaxation could be a consequence of a decrease in TAD border strength due to the lack of cohesin binding or to an increase in the frequency of inter-TAD interactions, as observed in CTCF-depleted cells. Therefore, it is possible that cells may be able to regulate border strength by controlling the number of architectural proteins present at specific borders, thus allowing or constraining inter-TAD interactions to elicit novel patterns of gene expression during cell differentiation ( Figure 2 ).
Regulation of architectural protein localization
CTCF is located at 55 000-65 000 sites in the genome of mammalian cells [38] . Of these, approximately 45% reside within intergenic regions, approximately 15% are located near promoters, and approximately 40% are present in introns and exons [38, 39] . In Drosophila, CTCF and other architectural proteins are present in the genome at approximately 20-times fewer sites, in agreement with the difference in genome size, and their distribution with respect to genome features, such as promoters, introns, and exons, is similar to that of CTCF in mammals [30] . This conserved distribution at intergenic regions, 5 0 transcribed untranslated regions (UTRs) and introns suggests that, in addition to their role at TAD borders, architectural proteins also have roles in the regulation of enhancer-promoter interactions, transcription pausing or elongation, and splicing.
Although 60-70% of the TADs are conserved among stem and differentiated cells corresponding to various lineages [27] , the rest are not, suggesting that cells have the ability to alter the localization of architectural proteins during cell differentiation to regulate TAD border strength as well as various aspects of the transcription process. Thus, an important question in the field is how the distribution of architectural proteins is regulated to effect different functional outcomes during cell fate specification. Recent results suggest that the location of various architectural proteins is modulated by controlling their interaction with DNA or with other proteins via post-translational modification [40] . Covalent modifications of mammalian CTCF by poly(ADP-ribosyl)ation affects its ability to bind DNA [41] , whereas the same modification of Drosophila CTCF affects its ability to interact with CP190 [40] . The interaction of CTCF with DNA can be also modulated by changes in the methylation status at its binding site [42] . Recent studies combining ChIP-seq and bisulfite sequencing in multiple human cell types revealed that 41% of cell specific CTCF binding is linked to differential DNA methylation [42] . Other studies have also reported a negative correlation between CTCF DNA binding and the DNA methylation status of CpGs within the CTCF binding sites [43] , although the picture seems to be more complex. CTCF sites bound by this protein show the same methylation level as all other sites in the genome, and the binding affinity of CTCF correlates with the level of unmethylation, suggesting that CTCF binds with low affinity to sites in the genome that are partially methylated [44] . Equally intriguing is the fact that CTCF can actively inhibit DNA methylation at CTCF-binding sites by interacting with PARylated PARP1, which in turns inhibits DNA methyltransferase 1 (DNMT1) activity [45] . Thus, it is not clear from these data whether DNA methylation has a causal role in CTCF binding or is a consequence of this process.
Taken together, these studies underscore the complexity and possible importance of DNA methylation and protein covalent modifications in modulating the occupancy and interactions of architectural proteins [46] . It is possible that, by controlling the interactions of architectural proteins with DNA and other proteins, the cell can regulate their location in the genome and, therefore, control different steps of the transcription process to establish or maintain patterns of gene expression during cell differentiation.
Architectural proteins mediate functional chromatin interactions during cell fate specification
The mechanisms by which cell-to-cell differences in chromatin architecture arise and how these various topologies can result in diverse functional outcomes remains a major gap in our understanding of cell fate-specification processes.
Below, we review recent examples that illustrate how architectural proteins are responsible for the establishment of cell specific 3D chromatin structures that may contribute to the spatiotemporal regulation of transcription during pluripotency and along various differentiation pathways.
Architectural proteins, types, and co-occurrence drive the transcriptional plasticity of ESCs Data gathered from independent studies using 5C, Hi-C, and ChIA-PET, comparing 3D chromatin organization in human and mouse ESCs, indicate that the pluripotent genome displays unique topological and functional features. These include global low-levels of transcription, a lack of long-range contacts at a global scale, and disorganization of the heterochromatin in the nuclei [47] [48] [49] . As ESCs differentiate, there is a dynamic reorganization of the network of interactions genome wide. This involves compartmentalization of the genome into high-frequency interaction domains coupled with very tight spatiotemporal regulation of transcription [50] [51] [52] [53] [54] (Figure 2) . Interestingly, ESC-specific TADs are mainly shaped around the pluripotency factors Octamer 4 (Oct4), Sex-determining region Y (SRY) Box 2 (Sox2), and Nanog, and interactions occur between genome regions that are rich in superenhancers and genes that control the pluripotent state [48, 55] .
An important question arising from these studies is how these long-range interaction maps are reconfigured in the transition from ESCs to differentiated cells, and whether architectural proteins have a key role in pluripotency. Previous studies using ChIA-PET and ChIP-sequencing have suggested a role for CTCF, Mediator, and cohesin as chromatin organizers in ESCs, showing that they engage in functional interactions with pluripotent genes and transcription factors [56, 57] . This is supported by results obtained during the differentiation of ESCs into the endodermal lineage, where CTCF has been shown to directly recruit TAF3, a TBP-associated core promoter factor, to distal regulatory sequences. TAF3 present at CTCF/cohesin sites cooperates with these two proteins in mediating interactions between these enhancers and promoters during the differentiation of ESCs into endoderm [58, 59] . Changes in CTCF occupancy during differentiation of ESCs are associated with alterations in nucleosome positioning and DNA demethylation [60, 61] . A comprehensive analysis of APBS occupancy patterns in the context of ESC differentiation was obtained by comparing 5C interaction maps in ESCs and neural progenitor cells (NPCs). The study revealed two classes of interactions: ESC-specific enhancer-promoter shortrange contacts involving cohesin and Mediator but not CTCF, and larger loops coinciding with CTCF and cohesin binding. Loops at the sub-megabase scale show clear reorganization during differentiation, whereas CTCFmediated megabase loops remain invariant and were proposed to have a role in chromosome folding [62] . These observations can be interpreted in the context of a model in which the regulation in the occupancy of various subclasses of architectural proteins results in changes in chromatin organization that allow the cell to switch between various transcription programs. Consistent with this hypothesis, two independent studies in ESCs using conditional knockdowns in cohesin and Mediator, found either an artificial induction of differentiation of ESCs or impaired reprogramming into induced pluripotent stem cells (iPSCs) [50, 63] . Whether architectural protein binding alone defines pluripotency, or whether pluripotency is instead driven by state-specific transcription factors and enhancers, remains unanswered.
Together, these findings support a key role of architectural proteins in the dynamic folding of the genome during cell fate specification. Yet, several important issues remain. For example, how general is the relationship between architectural proteins, pluripotency transcription factors, and/or enhancers? Are architectural proteins causal to changes in the pluripotent state, or a consequence of the binding of pluripotency transcription factors? Do TADs and TAD borders have a regulatory role in the transition between pluripotent and differentiated chromatin states?
CTCF and cohesin regulate lymphocyte differentiation Lymphocyte differentiation provides a compelling example of the role of architectural proteins and chromatin 3D architecture in generating cell diversity. B and T lymphocytes have a unique antigen receptor that is highly variable and cell specific, and the basis of adaptive immunity. The variable portion of the B cell immunoglobulin (Ig) and T cell receptor (Tcr) loci is encoded by multiple copies of variable (V), diversity (D), and joining (J) gene segments that span across large genomic regions. Antigenic diversity in B and T lymphocytes is generated by gene rearrangements of these V, D, and J gene segments catalyzed by the RAG1/2 recombinase. Growing evidence suggests that changes in 3D chromatin architecture are key to the generation of B and T lymphocyte receptor diversity [64] . The antigen receptor loci are particularly enriched in binding sites for CTCF and cohesin [65] [66] [67] [68] , leading to the proposal that these two proteins function together in modulating lymphocyte differentiation by at least two mechanisms. First, by forming rosette-like structures that facilitate lineage-specific enhancer-promoter communication and differentially activate transcription. In the Tcra/d locus of CD4 + CD8 + double-positive thymocytes, binding of CTCF and cohesin at sites flanking the TEA promoter and the Ea enhancer is required for the long-range promoter-enhancer interactions that control Tcrk transcription ( Figure 3A ) [65, 66] . This is supported by functional studies in mice, where Rad21-deficient thymocytes show reduced interactions between the Tcra enhancer Ea and the TEA promoter, and reduced TEA transcription, while provision of pre-rearranged TCR transgenes largely rescues thymocyte differentiation [65] . A second mechanism by which CTCF contributes to B and T cell development is by alternatively facilitating and repressing V(D)J rearrangements via modulation of chromatin accessibility at the antigen receptor locus [66, 69, 70] . This has been shown using 3C-based analyses in pre-pro-B cells that reveal long-range interactions between CTCF-binding sites near the Silencer intervening sequence (SIS), Vk gene segments, and the boundaries of the Igk locus. These interactions physically restrict the communication between the Jk-Ck-enhancer and the proximal Vk promoter, thereby promoting rearrangement with distal Vk segments, whereas the conditional knockout of CTCF results in more interactions between the intronic Igk enhancer and the proximal Vk segments and a bias toward proximal Vk recombination [71] . Likewise, in the IgH locus, ChIP sequencing and 3C data show colocalization of CTCF and Rad21 at approximately 60 sites throughout the V H region and two CTCF-binding sites within the Intergenic control region 1 (IGCR1). These sites form the bases of the multiloop rosette structures that mediate ordered and lineagespecific V H -to-DJ H recombination by biasing distal over proximal V H rearrangements [68, 72] . That is, IGCR1, which is positioned between the V H and D H clusters, suppresses the rearrangement of proximal V H segments by forming a CTCF-mediated loop that isolates the proximal V H promoter from the influence of the downstream Em enhancer ( Figure 3B) . Similarly, in CD4 + CD8 + doublepositive thymocytes, the Tcra enhancer Ea activates 3 0 Va promoters and the TEA promoter at the 5 0 end of the Ja array to initiate Va-to-Ja rearrangement. It has been shown that cohesin depletion in CD4 + CD8 + double-positive mouse thymocytes impairs the functional separation between Tcrk and the neighboring housekeeping gene Dad1 [65] . More recent 3C data further highlights the role of CTCF as an important regulator of Tcra locus recombination. Va-to-Ja recombination occurs within a chromatin hub that is dependent on long-range interactions between CTCF-binding sites and the Tcra enhancer. The loss of CTCF in DP thymocytes dysregulates chromatin looping and locus contraction impairing Va-to-Ja rearrangement [66] .
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CTCF/cohesin mediate monoallelic gene expression in neuronal differentiation
The differentiation of the hundreds of specialized neuronal types present in the brain requires the establishment of specific patterns of gene expression. Among the many genes that are transcribed in a neuron-specific manner, the mechanisms underlying the expression of protocadherins have been studied in great detail. Protocadherins (Pcd) are part of the larger family of calcium-dependent cell adhesion molecules in the central nervous system. In mammals, there are more than 50 protocadherin isoforms grouped into three gene clusters named a, b, and g. Interestingly, the genomic organization of the Pcd gene clusters resembles that of the immunoglobulin and T cell receptor genes, albeit the mechanism of regulation differs slightly in that it does not involve somatic rearrangements. In neurons, single cell diversity results from the monoallelic gene expression of a protocadherin gene cluster, so that only one isoform is transcribed at a time. This is achieved by stochastic promoter choice from the 15-variable first exons, followed by alternative pre-mRNA cis-splicing of the chosen alternative exons to three downstream constant exons [73] . Two independent studies in human and mouse cell lines provide evidence that CTCF and cohesin-mediated interactions are ultimately responsible for the monoallelic expression at the protocadherin a cluster [74, 75] . In the first of these studies, Maniatis and colleagues used a human diploid neuroblastoma cell line SK-N-SH expressing a select number of alternative Pcdh isoforms. In the case of Pcdha, the cluster comprises a set of 14-15 variable exons, each containing its own promoter and two cis-regulatory elements with enhancer activity (HS7 and HS5-1). CTCF/cohesin co-bound sites interact with the TSS and first exon of a4, a8, and a12 isoforms, and activate specific transcription of these isoforms. In the second study, the same authors showed that DNA looping at Pcdha requires specific cobinding of the CTCF/cohesin complex to two symmetrically aligned binding sites in both the transcriptionally active promoters and the HS5-1 enhancer. In addition, this study identified a unique regulatory role for cohesin, which binds to another enhancer (HS7) that CTCF or cohesin deletion and/or deletion of the CTCFbound HS5-1 enhancer dysregulates chromatin architecture at this locus and results in nonspecific expression of Pcdha isoforms [76, 77] . The findings suggest a primary role for CTCF/cohesin in establishing interactions between the two downstream enhancers and individual exon promoters that drive Pcdha specific enhancer-promoter communication (Figure 4) .
A question that arises from these studies is whether CTCF/cohesin may function by additional mechanisms, for example by regulating chromatin accessibility and compaction at this locus. In addition, the mechanisms underlying the exclusion of homologous alleles remain unclear and will be an important issue for future work.
Architectural proteins, 3D organization, and Hox gene regulation during limb development In vertebrates, Hox genes, present in four clusters named A-D, are activated sequentially relative to their positions within their genomic loci, leading to an anterior-posterior patterning of gene expression along the body axis. Recent studies using various 3C techniques suggest that dynamic changes in chromatin architecture are key to transcriptional regulation of Hox gene clusters and underlie the collinearity in transcription during limb and trunk development [78] [79] [80] . In mouse limbs, the HoxD locus is located at the cusp of adjacent TADs [81] . The early HoxD1-9 genes are expressed in the proximal limb and regulated by enhancers located at the 3 0 telomeric gene desert, whereas the late HoxD12-10 genes are expressed in the distal limb and regulated by enhancers located in a 5 0 centromeric gene desert [81] . The transition from early to late limb development involves topological and functional switches between the regulatory archipelagos located at either side of the Hox gene cluster. Following this switch, new sets of interactions are progressively established and collinearity progresses with two subsequent waves of transcription [79] . Thus far, however, the regulatory sequences and the mechanisms underlying the conformational and functional switches between domains remain obscure. It has been hypothesized that CTCF-binding sites located at the TAD borders act as enhancer-blocking barriers that insulate early and late HoxD genes. Consistent with an involvement of CTCF in HoxD regulation, ChIP-chip analyses revealed CTCF-binding sites flanking seven of the nine HoxD genes, as well as CTCF sites in the centromeric and telomeric gene deserts. The conditional inactivation of CTCF in mice results in massive apoptosis leading to a nearly complete loss of limb structure [82] . The situation is more complex in the case of the HoxA cluster, where studies in human cell lines and mouse embryos have reported different HoxA architectures [80, 83] . However, a common theme in these studies is the selective gene activation through chromatin looping, which seems to depend on CTCF. Supporting evidence for this conclusion comes from a recent study using 5C in a human leukemia cell line, showing that HoxA gene activation coincides with a progressive loss of contacts throughout the region and the reconfiguration of CTCF-mediated 13) and two c-type first exons (c1 and c2), which are expressed ubiquitously in neurons. Monoallelic gene expression of alternative isoforms occurs stochastically via a promoter choice mechanism that determines the splice site and, as such, which variable exon is included in a Pcdh mRNA. Promoter choice requires the formation of a chromatin hub that is mediated by the cobinding of the CTCF/cohesin complex to the distal HS5-1 enhancer and two symmetrically aligned binding sites (yellow, cohesin; orange, CTCF) in the active promoters (a4, a8, and a12). An additional binding site for cohesin exists in the HS-7 enhancer.
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Trends in Cell Biology November 2014, Vol. 24, No. 11 interactions between the two TAD boundaries [83, 84] . However, CTCF-dependent chromatin looping at the HoxA/D gene clusters is still insufficient to explain the topological and functional changes that preclude the transition between early and late regulation during limb development. Furthermore, the fact that Hox gene clusters display different topologies and apparently different transcription regulatory mechanisms across cell types and developmental processes [78, 80, 81, 84] questions the role of CTCF as the sole player in this process. In fact, Polycomb complexes have been shown to be directly involved in regulating changes in the topology of Hox loci in different developmental settings [85] . Therefore, it is likely that the presence of both Pc-G and architectural proteins at TAD borders and within TADs might be responsible for shaping the 3D organization of Hox gene clusters.
Concluding remarks
By mediating communication between distant DNA sequences, architectural proteins contribute to the organization of the genome into topological and functional domains. However, the particulars of the different classes of architectural proteins associated with these domains, and how they facilitate or preclude interactions, remain obscure. In the context of cell differentiation, an emerging theme from recent studies is that the dynamic regulation of the localization of architectural proteins, and their interactions with DNA and other proteins, modulate the network of contacts that result in cell specific chromatin configurations. This provides a novel mechanism for cell state-specific regulation of transcription in pluripotency and cell fate specification. During the transition from ESC to differentiated cells, genome-wide interaction maps are reshaped around cell type-specific enhancers and master transcription factors, at the same time that the binding landscapes of various architectural proteins are disrupted. However, whether architectural proteins are directly responsible for these changes is unclear. Filling this gap will require understanding the dynamics of architectural protein co-occupancy and their integration with TFs throughout the genome. Meanwhile, locus-specific studies, such as those in lymphocytes and neurons, have provided compelling and direct evidence of the importance of chromatin looping mediated by architectural proteins (CTCF/cohesin) in regulating differentiation. Much of our current knowledge is based on data obtained in different cell lines or tissue types that primarily lack functional validation. Thus, whether architectural protein binding is sufficient and necessary to engage in functional chromatin loops, remains unclear. Future research should investigate the mechanisms regulating architectural protein localization and cooperative binding, as well as the dynamics of 3D landscapes across various cell types and differentiation stages. Answers to these questions are key to our understanding of the regulation of differentiation and developmental processes.
