Abstract
Introduction 8
The task of automatically recognizing the author of a given text finds 9 several uses in practical applications, ranging from authorship attribution to methods are effective but hard to use in practice as they are very slow.
36
Indeed the universality of these measures comes at a price, as the com-37 pression algorithm must be run at least n 2 times on n objects to derive a 38 distance matrix, slowing down the analysis. Furthermore, as these methods
39
are applied to raw data they cannot be tuned to increase their performance 40 on a given data type. We propose then to perform these tasks using the Fast only exception is an optional text preprocessing step which only needs to 54 be set once for documents of a given language, and does not depend on the 55 specific dataset.
56
The paper is structured as follows. Section 2 introduces compression-57 based similarity measures and the FCD, which will be validated in an array 58 of experiments reported in Section 3. We conclude in Section 4.
59

Fast Compression Distance
60
Compression-based similarity measures exploit general off-the-shelf com-61 pressors to estimate the amount of information shared by any two objects. tance (NCD), defined for any two objects x and y as:
where C(x) represents the size of x after being compressed by a com-68 pressor (such as Gzip), and C(x, y) is the size of the compressed version 69 of x appended to y. If x = y, the NCD is approximately 0, as the full 70 string y can be described in terms of previous strings found in x; if x and y 71 share no common information the NCD is 1 + e, where e is a small quantity
72
(usually e < 0.1) due to imperfections characterizing real compressors. The 73 idea is that if x and y share common information they will compress better 74 together than separately, as the compressor will be able to reuse recurring 
process is not of interest for us, as the only thing that will be used is the 102 dictionary.
103
The patterns contained in the dictionary D(x) are then sorted in ascend- FCD between x and an object y represented by D(y) is defined as:
where |D(x)| and |D(y)| are the sizes of the relative dictionaries, repre- single pattern is shared between the two objects.
116
The FCD allows computing a compression-based distance between two 117 objects in a faster way with respect to NCD (up to one order of magnitude),
118
as the dictionary for each object must be extracted only once and comput- 
121
The FCD is also more accurate, as it overcomes drawbacks such as the lim- and to be effective in its compression. 
Experimental Results
145
The FCD as described in the previous section can be effectively employed 146 in tasks like authorship and plagiarism analysis. We report in this section 147 experiments on four datasets written in English, Italian, and German. in thematics (Stamatatos, 2009 We analyzed a dataset composed of a randomly selected number of texts 
193
Each text x was used as a query against the rest of the database, its clos- 
211
We also compared our results with an array of other compression-based 212 similarity measures (Table 3) We tested FCD also on the largest closed-class classification problem Table 2 ) assigned 2 and 9 documents out 263 of 14 to the correct author, respectively. The results in Tables 4 and 5 are   264 encouraging, specially if we consider that the FCD is a general method which
265
is not specific for the described tasks. 
275
We selected randomly two sets of pages from this controversial disserta- The Federalist Papers, defined the Constitution, and made democracy safe
