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We study discrete solitons in zigzag discrete waveguide arrays with different types of linear mixing
between nearest-neighbor and next-nearest-neighbor couplings. The waveguide array is constructed
from two layers of one-dimensional (1D) waveguide arrays arranged in zigzag form. If we alternately
label the number of waveguides between the two layers, the cross-layer couplings (which couple
one waveguide in one layer with two adjacent waveguides in the other layer) construct the nearest-
neighbor couplings, while the couplings that couple this waveguide with the two nearest-neighbor
waveguides in the same layer, i.e., self-layer couplings, contribute the next-nearest-neighbor cou-
plings. Two families of discrete solitons are found when these couplings feature different types of
linear mixing. As the total power is increased, a phase transition of the second kind occurs for
discrete solitons in one type of setting, which is formed when the nearest-neighbor coupling and
next-nearest-neighbor coupling feature positive and negative linear mixing, respectively. The mo-
bilities and collisions of these two families of solitons are discussed systematically throughout the
paper, revealing that the width of the soliton plays an important role in its motion. Moreover, the
phase transition strongly influences the motions and collisions of the solitons.
I. INTRODUCTION
The transmission of light fields in discrete systems
manifests abundant functional phenomena [1]. Discrete
waveguide arrays represent the most essential and funda-
mental element for discrete optics [2]. Diffraction man-
agement [3], including anomalous refraction, negative re-
fraction, Anderson location [4], and Bloch oscillation [5],
have been reported experimentally in discrete waveguide
arrays. Another important phenomenon in nonlinear op-
tical waveguide arrays is produced by the self-trapping of
light, namely, discrete solitons, which are created through
a balance between discrete diffraction effects and non-
linearity [6–18]. Discrete solitons in nonlinear waveg-
uide array networks can provide an ideal platform for
all-optical data processing applications and can achieve
intelligent functional operations such as routing, block-
ing, logic functions, and time-gating [19]. Hence, discrete
waveguide arrays are important devices for all-optical
switching networks, similar to semiconductor devices in
electronic circuits, and the discrete solitons in different
functional discrete waveguide systems constitute an ac-
tive topic in optics.
Generally, the tunneling of the light field among dif-
ferent waveguides originates from the evanescent cou-
pling between adjacent (i.e., nearest-neighbor) waveg-
uides, whereas the evanescent coupling between next-
nearest-neighbor waveguides can be neglected. Hence,
the propagation of a light field in this kind of waveg-
uide array is always described by the discrete nonlinear
Schro¨dinger equation (DNSE) with only first-order dis-
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crete diffraction. However, it was reported that next-
nearest-neighbor coupling was excited by the hopping of
the light field in zigzag waveguide arrays [20–24]. Long-
range coupling is introduced because a zigzag arrange-
ment enhances the hopping rate of the light field to the
next-nearest-neighbor site, and the propagation of a light
field in zigzag waveguide arrays can be described by the
DNSE with second-order discrete diffraction. Recently,
a discrete waveguide array with an exponentially long
range coupled effect was reported to be realized with the
special design of the waveguide system [25, 26]. Because
the coupling between the waveguides indicates a tran-
sition of energy, it always features negative linear mix-
ing in the field between two connecting waveguides. In
comparison, the coupling featuring positive linear mix-
ing between two connecting waveguides has rarely been
discussed. Recently, the synthetic (artificial) gauge field
or complex coupling, which makes the coupling constant
a complex number, was introduced into optical systems
[27–32], allowing the coupling between two connecting
waveguides to be tuned to feature either negative or pos-
itive linear mixing.
FIG. 1: Sketch of the zigzag waveguide arrays. Here, C1 and
C2 denote the nearest-neighbor and next-nearest-neighbor
couplings, respectively. In this model, these two couplings
satisfy C1 · C2 < 0.
2In this paper, we consider the zigzag waveguide system
shown in Fig. 1. This waveguide array is formed by two
layers of one-dimensional (1D) waveguide arrays. The
waveguide in one layer constructs an equilateral triangle
with the two adjacent waveguides of the other layers. If
we alternately label the number of waveguides between
two layers of the waveguides, which are ordered in the
same sequence as in Ref. [20], the cross-core couplings,
which couple one waveguide in one layer with the two ad-
jacent waveguides in the neighboring layer, construct the
nearest-neighbor coupling. In contrast, the self-core cou-
plings, which couple the waveguide in one layer with the
two nearest-neighbor waveguides in the same layers, con-
tribute next-nearest-neighbor couplings. By introducing
the synthetic gauge field into the coupling coefficient,
we assume that these two types of couplings, i.e., cross-
coupling and self-coupling, feature opposite types of lin-
ear mixing (i.e., negative and positive linear mixing) be-
tween the waveguides that are coupled. Hence, the aim
of this paper is to study the characteristics, mobilities,
and interactions of discrete solitons modulated by the
opposite linear mixing between these two types of cou-
pling. The rest of the paper is structured as follows: the
model is described in Section II, the analysis and numeri-
cal results of the stationary solution and the dynamics of
the discrete solitons are presented in Sections III and IV,
respectively, and the conclusions are drawn in Section V.
II. THE MODEL
The settings of our model are illustrated in Fig. 1. The
zigzag waveguide is formed by two layers of 1D waveguide
arrays. The waveguide in one layer constructs an equi-
lateral triangle with the two adjacent waveguides of the
other layers. The sequence of the waveguide number is
defined as the sketch, which follows the same definition as
in Ref. [20]. Hence, the nearest-neighbor couplings for a
waveguide in one layer, namely, C1, are contributed from
the two adjacent waveguides in the neighboring layer,
while the next-nearest-neighbor couplings, namely, C2,
are contributed from the closest neighbor waveguides in
the same layer. We assume that these waveguides feature
self-focusing Kerr nonlinearity. The Hamiltonian of this
system, in scaled form, is defined as [20]
H =
1
2
∑
n
(
C1|un − un−1|
2 + C2|un − un−2|
2 − |un|
4
)
,
(1)
where un is the dimensionless amplitude of the field in
the n-th waveguide.
The propagation of the light field in the current sys-
tem is governed by the DNSE, which can be obtained by
idun/dz = ∂H/∂u
∗
n as
i
d
dz
un = −
C1
2
(un+1 + un−1 − 2un)
−
C2
2
(un+2 + un−2 − 2un)− |un|
2un, (2)
The total power of the field is
P =
∑
n
|un|
2. (3)
The stationary soliton solutions of Eq. (2) can be writ-
ten as
un(z) = φne
iβz, (4)
where φn is the dimensionless amplitude of the soliton
and β is the propagation constant. The stability of the
localized stationary modes is investigated numerically by
means of computing the eigenvalues for small perturba-
tions and is verified by proforming direct simulations.
The perturbed solution is taken as
un = e
iβz(φn + wne
iλz + v∗ne
−iλ∗z), (5)
where the asterisk denotes the complex conjugate. Fol-
lowing the substitution of this expression into Eq. (2),
linearization leads to the eigenvalue problem for λ and
the eigenmodes (wn, vn):(
C+ β − 2|φn|
2 φ2n
−φ∗2n −C− β + 2|φn|
2
)(
wn
vn
)
= λ
(
wn
vn
)
.
(6)
where C is a matrix that defines the total effect of the
linear coupling. The elements of C are defined as
Cij = −
1
2
C1 (δi,j−1 + δi,j+1 − 2δi,j)
−
1
2
C2 (δi,j−2 + δi,j+2 − 2δi,j) , (7)
where δi,j is the Kronecker symbol. The solution φn is
stable if the spectrum of the eigenvalues λ is real. If we
select the waveguide arrays fabricated on AlGaAs, and
the real nonlinear parameter and real coupling coefficient
are 3.6 m−1W−1 and 0.82 mm−1, respectively [7, 33], the
unit of the scaled total power, i.e., P = 1, is 4.4 kW if
the coupling coefficient is normalized to 1 by rescaling
the nonlinear strength. The coupling coefficient of C = 1
corresponds to a distance of ∼ 5 microns between two
coupled waveguides [7].
Here, positive and negative values of the coupling con-
stant Ci (where i = 1 or 2) indicate that these two linear
couplings feature an opposite linear mixing. In the cur-
rent system, because the two types of coupling are op-
posite to each other, the coupling constants C1,2 satisfy
C1 · C2 < 0. In the next section, we carry out analytical
and numerical studies of the stationary discrete solitons
in the present system.
III. CHARACTERISTICS OF THE SOLITON
A. Analysis
For convenience, we select |C1| = |C2| = 1 in Eq. (2).
Note again that C1 represents the coupling between two
3adjacent layers and C2 represents the couplings within
the same layer, which can be characterized as cross-
coupling and self-coupling, respectively. Linearizing Eq.
(2) by the plane wave un = A exp (iβz + iqn) (where A
is the real amplitude of the plane wave), one can obtain
the following dispersion relation for the current system:
β = C1 cos q + C2 cos 2q − (C1 + C2).
Because C1,2 manifests opposite types of linear mixing,
two types of systems are created when (C1, C2) = (1,−1)
and (−1, 1), respectively. The dispersion curves in the
first Brillouin zone (i.e., −pi ≤ q ≤ pi) for these two cases
are displayed in Fig. 2.
FIG. 2: Dispersion curves for the cases of (C1, C2) = (1,−1)
(type I, blue solid line) and (−1, 1) (type II, red dashed line).
The dispersion curves indicate that these two types
of systems feature opposite dispersion relations at the
center (i.e., q = 0) and the edge (i.e., q = pi) of the
Brillouin zone. At the center of the Brillouin zone,
the effective diffraction of the type I array is “normal”
(i.e., β′′(q)|q=0 > 0), while that of the type II array
is “anomalous” (i.e., β′′(q)|q=0 < 0). At the edge of
the Brillouin zone, the types of effective diffraction are
reversed: the type I array becomes “anomalous” (i.e.,
β′′(q)|q=pi < 0), and the type II array becomes “normal”
(i.e., β′′(q)|q=pi > 0). Even though the stationary solu-
tions in Eq. (2) are solved only numerically, we can still
give some rough analysis of the solitons at the center and
edge of the Brillouin zone for the two types of current sys-
tems. We assume that the discrete soliton can be written
as
un = Ane
iβz+iqn,
whereAn is the real amplitude and q is equal to 0 or pi. At
the center of the Brillouin zone (i.e., q = 0), the discrete
solitons in the type I and type II arrays are described by
the following two stationary equations, respectively:
−βAn = −
1
2
(An+1 +An−1) +
1
2
(An+2 +An−2)
−A3n, (8)
−βAn =
1
2
(An+1 +An−1)−
1
2
(An+2 +An−2)
−A3n. (9)
Similarly, at the edge of the Brillouin zone (i.e., q =
pi), the discrete solitons in these two types of arrays are
described by
−βAn =
1
2
(An+1 +An−1) +
1
2
(An+2 +An−2)
−A3n, (10)
−βAn = −
1
2
(An+1 +An−1)−
1
2
(An+2 +An−2)
−A3n. (11)
Eqs. (9) and (11) can be equivalent to discrete solitons
at the edge (q = pi) and center (q = 0) of the Brillouin
zone of zigzag waveguide arrays with C1 · C2 > 0 [20].
Bright solitons in these two cases are staggered and un-
staggered, respectively. Eq. (10) can support a bright
staggered soliton solution if we apply a transformation
of A˜n = −An [20], which can also be indirectly demon-
strated by Fig. 7(c) in Section IV. Moreover, Eq. (10)
can support dark (or gray) discrete solitons after such a
transformation [20]. To the best of our knowledge, Eq.
(8) is never considered for discrete solitons. In the follow-
ing subsection, we carry out numerical simulations and
consider the discrete soliton at the center of the Brillouin
zone for both types of systems with (C1, C2) = (1,−1)
and (−1, 1).
B. Numerical results
Discrete solitons at the center of the Brillouin zone are
ground-state solutions, which can be numerically solved
by the imaginary-time method (ITM) (a standard al-
gorithm for searching for the ground-state solutions of
the nonlinear Schro¨dinger equation and Gross-Pitaevskii
equation) [34, 35]. Two families of discrete solitons can
be created through the current system with two types of
opposite linear mixing between the nearest-neighbor and
next-nearest-neighbor couplings. The characteristics of
these two families of discrete solitons for these two types
of systems are listed in Table I.
TABLE I: Discrete solitons in the two types of systems
Type (C1, C2) Description
Type I (1,−1) Cross coupling is negative;
(Multipeak) self coupling is positive.
Type II (−1, 1) Cross coupling is positive;
(Staggered) self coupling is negative.
Typical examples of stable solitons for type I and II
systems are displayed in Figs. 3 and 4, respectively.
These solitons exhibit different characteristics in terms of
their amplitudes and intensities. The intensity of the soli-
ton in the type I system features a multipeak structure,
while that of the soliton in the type II system features
a single-peak structure. The amplitudes of the soliton
in the type I system show a pi phase shift between two
4FIG. 3: Typical example of the discrete soliton in the current
system with (C1, C2) = (1,−1) (type I system). (a,b) Ampli-
tudes of the soliton with P = 1.0 and 3.0, respectively. (c,d)
Intensities of the soliton in panels (a,b), respectively. The in-
sets are the spectra of λ, which demonstrate the stabilities of
these solitons.
FIG. 4: Typical example of the discrete soliton in the cur-
rent system with (C1, C2) = (−1, 1) (type II system). (a,b)
Amplitudes of the soliton with P = 3.2 and 3.3, respectively.
(c,d)Intensities of the soliton in panels (a,b), respectively. The
insets are the spectra of λ, which demonstrate the stabilities
of these solitons.
adjacent peaks, while the soliton in the type II system
display a staggered structure at each lattice site (which is
in accordance with the analysis in the above subsection).
Without considering the next-nearest-neighbor coupling,
a pi phase shift for peaks or staggered discrete solitons
always exists for lattice gap solitons or discrete solitons
with self-defocusing Kerr nonlinearity. Here, we observe
them in the self-focusing Kerr nonlinearity via the cur-
rent system. Note that the staggered solitons in the cur-
rent system are different from their counterparts in Ref.
[20], which are created at the edge of the Brillioun zone
(i.e., q = pi); in contrast, the current staggered solitons
are created at the center of the Brillioun zone (i.e., q = 0),
which results in a zigzag waveguide array with opposite
linear mixing between the two types of coupling. If we
continue to increase the power, the energy of the field
shrinks to the scale of a single waveguide, and the two
families of solitons become similar.
FIG. 5: (a) Propagation constant β of the soliton versus P .
The solid blue dot (P = Pcr) on the curve β(P ) of the type
II soliton indicates the phase transition point. (b) Width
of the soliton versus P . The two vertical dotted lines with
P = Pd are the borders between the mobile and immobile
solitons for the two types of discrete solitons. On the left side
of the dotted line (P < Pd), the soliton is mobile, while on
the right side of the dotted line (P > Pd), the soliton becomes
immobile. Specifically, for the type II soliton, Pd = Pcr.
To study the characteristics of the soliton more clearly,
we plot the propagation constant β and the effective
width as functions of P for the two families of solitons in
Fig. 5, where the effective width of the soliton is defined
as
W =
(∑
n |un|
2
)2
∑
n |un|
4
.
The curves of β(P ) in Fig. 5(a) for the two families of
solitons show that they satisfy the Vakhitov-Kolokolov
(VK) criterion, i.e., dβ/dP > 0, a necessary stability
condition for solitons in self-focusing media. The curve
of β(P ) for the soliton in the type II system reveals that
a phase transition for this kind of soliton occurs as P
is increases, and the phase transition point is located at
Pcr = 3.24. The behavior of the curve near the phase
transition point indicates that this phase transition is
of the second kind. Unlike the curve of the soliton in
the type II system, the curve of the soliton in the type I
system is smooth, which indicates that a phase transition
is not detected as P is increases. Fig. 4 displays a typical
example of the soliton in the type II system before and
after the phase transition. Before the phase transition
(i.e., P < Pcr), the intensity profile of the soliton has
a Gaussian shape [see Fig. 4(c)], which are similar to
the solitons in a continuous system; the solitons in this
case can be regarded as quasi-continuous type. After the
phase transition (i.e., P > Pcr), the intensity profile of
5the soliton is different from that of the soliton before
the phase transition. The majority of the power of the
soliton shrunks to the central site, which gives rise to a
substrate around the central site [see Fig. 4(d)]. Then,
the curve of β(P ) of the soliton in the type II system
approaches its counterpart in the type I system after the
phase transition.
The curves ofW (P ) in Fig. 5(b) for the two families of
solitons show that W (P ) decreases as P increases, which
can be naturally understood by the feature of the solitons
in self-focusing Kerr media. A phase transition is also
evident from the curve of W (P ) for the soliton in the
type II system, which demonstrates that the width of
the soliton decreases steeply after the phase transition
(i.e., P > Pcr).
IV. DYNAMICS OF THE DISCRETE SOLITONS
A. Mobility of the solitons
FIG. 6: (a) Motion of a discrete soliton in the type I system
with P = 1. (b) Motion a discrete soliton in the type II system
with P = 3.2. The strengths of the kicks in panels (a,b) are
η = 0.1pi. (c) The discrete soliton in the type I system with
P = 2.2 is destroyed by the strong kick. (d) The discrete
soliton in the type II system with P = 3.3 is destroyed by
the strong kick. The strengths of the kick in panels (c,d) are
η = 0.3pi.
Studying the motion of discrete solitons in a discrete
system is a nontrivial issue for understanding the dy-
namic of the discrete solitons. However, how to move
a soliton in a discrete lattice while conserving its shape
remains unclear. Many papers have discussed this issue;
to date, it has been found that the width of a discrete
soliton strongly influences its mobility [36–38]. Specifi-
cally, if a discrete soliton has a sufficiently broad width
(and thus can be termed a quasi-continuous object), the
soliton can be more easily mobilized and can be partially
explained by the Ablowitz-Ladik model [39].
FIG. 7: (a,b) Direct simulations of the solitons in the type I
and type II systems with P = 1 and P = 3.2, respectively,
which are all smaller than Pd, kicked by η = pi. (c,d) Direct
simulations of the soliton in the type I and type II systems
with P = 2.2 and P = 3.3, respectively, which are all larger
than Pd, kicked by η = pi.
In this paper, the motion of the discrete soliton in the
current system is studied by exerting a kick on the sta-
tionary solution as
un,z=0 = φne
iηn,
where η is the strength of the kick, which can be realized
by imprinting a phase tilt on each waveguide (for exam-
ple, using a spatial light modulator for the waveguide).
The numerical algorithm that is employed to study the
dynamics of the kicked soliton is the 4-step Runge-Kutta
method.
The numerical simulations reveal that the soliton in the
type I system can be mobilized in the region where the to-
tal power P satisfies dW/dP < 0. In this region, the soli-
ton can be moved with a kick if η > ηc, where ηc increases
as P increases. A typical example for the moving soli-
ton in this case is depicted in Fig. 6(a). When the total
power of the soliton is within the region of dW/dP ∼ 0,
ηc becomes very large, and the soliton is destroyed under
the strong kick. This result implies that the solitons are
immobile in this region. A typical example of the soliton
destroyed by the strong kick in this case is illustrated
in Fig. 6(c). For the soliton in the type II system, the
numerical simulations show that the soliton can be mobi-
lized before the phase transition (P < Pcr), whereas the
soliton becomes immobile and is pinned down after the
phase transition (P > Pcr). If the strength of the kick
is small, the soliton cannot be moved by the kick, while
if the strength of the kick is large, the kick will destroy
the soliton. Typical examples of moving and destroyed
solitons are displayed in Fig. 6(b,d).
Based on the above description, the mobilities of the
two types of solitons can be clearly identified via the
6curves of W (P ) in Fig. 5(b). In Fig. 5(b), the soli-
tons on the left side of the vertical dotted line can be
mobilized, while the solitons become immobile (or de-
stroyed) on the right side of the vertical dotted line. For
convenience, we define the location of the dotted line as
P = Pd. For the type I soliton, Pd = 2.0, while for the
type II soliton, Pd = Pcr = 3.24. Consequently, the dis-
crete soliton in the current system can be mobilized when
P < Pd, while the soliton cannot be moved by a kick; al-
ternatively, the soliton can be destroyed by exerting kicks
of different strengths. Because moving solitons exist on
the left side of the vertical dotted line, it is implied that
solitons with a larger width can be mobilized more eas-
ily than narrower width solitons, which follows from the
traditional discrete system. However, the border between
mobile and immobile solitons is easier to distinguish in
the current system than in traditional discrete systems.
Haveing a kick of strength η = pi, is equivalent to map-
ping the solitons in the center of the Brillouin zone to the
edge of the Brillouin zone. Under this circumstance, two
families of solitons with P < Pd and P > Pd exhibit
different behaviors. When P < Pd, the two families of
solitons are destroyed by implementing such a kick; typi-
cal examples for this case are shown in Fig. 7(a,b). When
P > Pd, the two families of solitons can remain localized
and propagate in a straight direction by exerting such a
kick. This result implies that a soliton solution may ex-
ist for both types of systems at the edge of the Brillouin
zone.
B. Collision between moving solitons
Another nontrivial issue for the dynamics of the dis-
crete soliton is considering the collision between two mov-
ing solitons. Generally, the inital states for both moving
solitons can be constructed as
un,z=0 = φn+n0e
iη(n+n0) + φn−n0e
−iη(n−n0),
where φn±n0 denotes the stationary solutions centered
at n = ∓n0. The collisions between moving solitons
are studied via the soliton that can be mobilized (i.e.,
P±n0 < Pd). Because the width of the moving soliton
is relatively large, we need to select a sufficiently large
n0 to prevent unnecessary overlap between the two soli-
tons. The numerical simulations show that the proper-
ties of the colliding soliton pairs for both types of soli-
tons are strongly influenced by the relationship between
P±n0 and Pd. If P+n0 + P−n0 < Pd, quasi-elastic col-
lisions are observed between soliton pairs. However, if
P+n0 + P−n0 > Pd, inelastic collisions may be excited.
This phenomenon can be explained as follows: when the
total power of the colliding solitons exceeds Pd, the soli-
tons may become immobile when they meet and merge
together, which results in an inelastic collision. Typi-
cal examples of these two collisions for the two types of
solitons are displayed in Fig. 8.
FIG. 8: Typical examples of colliding solitons. (a) Elastic
collision between two type I solitons with P±n0 = 1, where
η = 0.1pi. (b) Inelastic collision between two type I soli-
tons with P±n0 = 1.5, where η = 0.15pi. (c) Elastic colli-
sion between two type II solitons with P±n0 = 1.5, where
η = 0.1pi. (d) Inelastic collision between two type II solitons
with P±n0 = 3.2, where η = 0.1pi. Here, we select n0 = 192
for all of the panels.
V. CONCLUSIONS
The objective of this work is to study the characteris-
tics and dynamics of discrete solitons in zigzag waveg-
uide arrays that feature different types of linear mix-
ing between nearest-neighbor and next-nearest-neighbor
couplings. Two families of discrete solitons are found
in two types of waveguide systems, where the nearest-
neighbor coupling and the next-nearest-neighbor cou-
pling feature opposite relationships (i.e., C1 · C2 < 0).
The type I system is formed when the nearest-neighbor
and next-nearest-neighbor couplings feature negative and
positive linear mixing, respectively, while the type II
system is formed when the nearest-neighbor and next-
nearest-neighbor couplings feature linear mixing opposite
to those of the type I system. The dispersion relations
for these two types of settings are analyzed by linearizing
the system through the plane wave approximation, and
the characteristics of the soliton are studied by numeri-
cal simulation. The solitons in the type I system have a
multipeak intensity profile, and a pi phase shift exists for
two adjacent peaks of a soliton. The solitons in the type
II system are staggered solitons. Interestingly, a phase
transition of the second kind occurs as the total power of
the soliton increases in the type II system. Furthermore,
the phase transition point, Pcr, is clearly identified. Be-
fore the phase transition, the intensity profile of the soli-
ton in the type II system has a Gaussian shape; after the
phase transition, the majority of the power of the soliton
shrinks at the central point. Moreover, the mobilities of
the two families of solitons are studied throughout the
7paper. The solitons in the current systems can be mo-
bilized when their total power satisfies P < Pd, and the
solitons become immobile (pinned down or destroyed un-
der different kick strengths) when P > Pd. The values of
Pd for the two types of solitons are identified in this pa-
per. For the soliton in the type I system, Pd is the border
between the regions satisfying dW/dP < 0 (where W is
the effective width of the soliton) and dW/dP ∼ 0. For
the solitons in the type II system, Pd = Pcr. Collisions
between moving solitons are also discussed. An elastic
collision is obtained if the total power of the solitons is
smaller than Pd when the solitons merge; otherwise, an
inelastic collision occurs.
Synthetic gauge fields and discrete matter-wave soli-
tons are active research topics and attract considerable
interest in the field of Bose-Einstein condensates [40–49].
The discussion in this paper is also suitable for a matter-
wave soliton trapped in a zigzag optical lattice with the
same competition between the two types of coupling (i.e.,
the hopping rate).
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