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Abstract
In this paper we study random optimization problems where random func-
tions are investigated in sample paths. Some sufficient conditions ensuring the
existence of random solutions to random optimization problems are proposed.
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1. Introduction and preliminaries
Let f : Rn → R be a real function. In many situations, we have to consider the
problem Min
x∈C
f(x), where C is a subset of Rn defined by some specified constraints.
In fact, by the action of many random factors, the function f and the set C are not
determined clearly. It is suitable to consider a random function f : Ω× Rn → R and
random set C(ω) instead of deterministic function f and fixed set C, successively. This
leads to consider the problem of finding minima of a random function on a random set,
that is called random optimization problem. In recent years, random optimization
problems have received increasing attention from both optimization and probability
communities. There are some approaches to this problem depending on the ways
random functions are examined. Some authors consider the problem Min
x∈C(ω)
f(ω, x)
where f(ω, x) is a random function, C(ω) is a random set. In this problem, random
function f(ω, x) is investigated in sample paths (see [1], [8], [9], [17], [18], [22]). Some
ones examine stochastic programming problemMin
x∈C
E[f(ω, x)] where E[f(ω, x)] is the
expectation of random function f(ω, x). Here, random function f(ω, x) is considered
in expected values (see [6],[11], [14]). In two-stage stochastic programming problems,
random functions could be investigated both in sample paths and in mean values
depending on different stages (see [2], [16] and references therein).
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In this paper, we consider the problems of finding minima of random functions
on random sets in metric spaces. We will investigate random functions in sample
paths. By some aspects, our approach leads to consider a family of deterministic
optimization problems indexed by sample space. An important problem in view
point of probability is to consider the existence of measurable minimizers for random
functions. We give some results about measurability of optimal values and prove the
existence of measurable minimizers for some random functions. Especially, we give the
sufficient conditions for the existence of measurable minimizers of twice continuously
differential random functions defined on finite dimensional Euclidean space Rn. A bit
difference from the deterministic case, the positive definiteness of Hessian matrix of
second partial derivatives evaluated at a stationary point doesn’t ensure stationary
point to become a random solution to local random optimization problem of a twice
continuously differential random function.
Let (Ω,F ,P) be a probability space and X be a completely separable metric space
(Polish space). We denote by B(X) the Borel σ-algebra of X , by 2X the family of
all non empty subsets of X , by C(X) the family of all non empty closed subsets of
X and by K(X) the family of all compact subsets of X . The product σ−algebra on
Ω×X is denoted by F ⊗ B(X).
A mapping ξ : Ω → X is called an X-valued random variable if ξ−1(B) = {ω ∈
Ω|ξ(ω) ∈ B} ∈ F for any B ∈ B(X). A set-valued mapping C : Ω → 2X is said
to be measurable if C−1(B) = {ω ∈ Ω|C(ω) ∩ B 6= ∅} ∈ F for each open subset B
of X. The graph of C is defined by Gr(C) = {(ω, x)|ω ∈ Ω, x ∈ C(ω)}. A function
ξ : Ω→ X will be said to be a selection of C : Ω→ 2X if ξ(ω) ∈ C(ω) for every ω ∈ Ω.
The following theorem shows the existence of measurable selections of a measurable
set-valued mapping.
Theorem 1.1 ([4], Theorem III.8). Let (Ω,F ,P) be a probability space, X be a Polish
space and C : Ω → C(X) be a measurable mapping. Then there exists a sequence of
measurable selections {ξn} of C such that C(ω) = {ξn(ω)} for all ω ∈ Ω.
Theorem 1.2 ([10], Theorem 3.5). Let (Ω,F ,P) be a complete probability space, X
be a Polish space and C : Ω → C(X). Then C is a measurable mapping if and only
if Gr(C) ∈ F ⊗ B(X).
We recall the concept of random function.
Definition 1.3. Let (Ω,F ,P) be a probability space and X be a separable metric
space.
1. A mapping f : Ω×X → R is called a random function on X if for each x ∈ X,
the mapping f(., x) is a real-valued random variable.
2. The random function f : Ω × X → R is said to be measurable if f(ω, x) is
jointly measurable w.r.t. ω and x, that is f−1(B) = {(ω, x) ∈ Ω×X|f(ω, x) ∈
B} ∈ F ⊗ B(X) for any B ∈ B(R).
3. The random function f : Ω×X → R is said to be continuous if for each ω the
function f(ω, .) is continuous.
As the following theorem shows that a continuous random function is also a mea-
surable one but converse is not true in general.
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Theorem 1.4 ([10],Theorem 6.1). Let (Ω,F ,P) be a probability space, X be a sepa-
rable metric space, Y be a metric space, and let f : Ω ×X → Y be measurable in ω
and continuous in x. Then f is measurable.
Theorem 1.5 ([10],Theorem 6.4). Let (Ω,F ,P) be a complete probability space, X
be a Polish space, Y be a metric space, and let f : Ω × X → Y be measurable in ω
and continuous in x. Then, for any closed subset B of Y , ω 7→ {x ∈ X|f(ω, x) ∈ B}
defines a measurable mapping from Ω to 2X .
Let f : Ω×X → R be a random function and η be a real-valued random variable.
An equation of the form
f(ω, x) = η(ω) (1.1)
is called a random equation. We say that the equation (1.1) has a deterministic
solution if there exists a mapping ξ : Ω→ X such that f(ω, ξ(ω)) = η(ω) for each ω ∈
Ω. If in addition ξ is an X−valued random variable then we call ξ a random solution
of equation (1.1). In general, a random equation having deterministic solutions may
not have a random solution. The following theorem will be used to prove the existence
of random solutions to random optimization problems.
Theorem 1.6 ( [19], Theorem 2.3). Let (Ω,F ,P) be a complete probability space, X
be a Polish space. Suppose that f : Ω×X → R is a measurable random function and
η : Ω → R is a random variable. Then, the random equation f(ω, x) = η(ω) has a
random solution if and only if it has a deterministic one.
2. Random optimization problems
Let (Ω,F ,P) be a complete probability space, X be a metric space and f : Ω×X → R
be a random function. The random optimization problem denoted by ROP (f,X) is
stated as follows: Find a mapping ξ : Ω→ X such that
Inf
x∈X
f(ω, x) = f(ω, ξ(ω)) ∀ω ∈ Ω. (2.2)
The mapping ξ satisfying (2.2) is called a deterministic solution to ROP (f,X). If in
addition ξ is a random variable, then it is called a random solution to ROP (f,X).
Clearly, if a random optimization problem has a random solution then it also has a
deterministic one. Naturally, some the following questions arise:
(Q1) If a random optimization problem has at least one deterministic solution, does
this imply the existence of a random solution?
(Q2) Is a unique deterministic solution also a random one?
(Q3) In what conditions the answer to (Q1) affirmative?
The following example shows that the answers to questions (Q1) and (Q2) are nega-
tive. The answer to the question (Q3) is given in the Theorem 2.6.
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Example 2.1. Let Ω = [0; 1] and F be the family of subsets A ⊂ Ω with the property
that either A is countable or the complement Ac is countable. Define a probability
measure P on F by
P(A) =
{
0 if A is countable
1 otherwise.
It is clear that (Ω,F ,P) is a complete probability space. Define random function
f : Ω× R→ R by
f(ω, x) =
{
x2
x2+1
if ω = x
1 if ω 6= x.
It is easy to verify that f is random function and for each ω ∈ Ω, Inf
x∈R
f(ω, x) =
ω2
ω2 + 1
as x = ω. Thus ξ(ω) = ω is a unique deterministic solution to ROP (f,R).
For B = [0; 1/2) ∈ B(R), we have ξ−1(B) = [0; 1/2) /∈ F . Thus, ξ is not a random
variable and ROP (f,R) has not a random solution.
Now we investigate the measurability of the optimal values of random functions.
Define the mapping η : Ω → R by η(ω) = Inf
x∈R
f(ω, x) for all ω ∈ Ω. We have
η(ω) =
ω2
ω2 + 1
∀ω ∈ Ω. However, η is not a random variable. Indeed, we have
η−1
(
0;
1
5
)
=
{
ω|
ω2
ω2 + 1
<
1
5
}
=
[
0;
1
2
)
/∈ F .
The following theorem gives a sufficient condition on f ensuring the measurability of
minima of a random function.
Theorem 2.2. Let (Ω,F ,P) be a complete probability space and X be a Polish space.
Suppose that f : Ω×X → R is a measurable random function and C : Ω→ C(X) is
a measurable mapping. Then the mapping η : Ω→ R defined by
η(ω) = Inf
x∈C(ω)
f(ω, x) ∀ω ∈ Ω (2.3)
is a random variable.
Proof. We need to show that the set {ω|η(ω) < t} belongs to F for any t ∈ R. Indeed,
for each t ∈ R,
{ω|η(ω) < t} = ProjΩ
(
Gr(C) ∩ {(ω, x)|f(ω, x) < t}
)
,
where ProjA(B) denotes the projection of B to A. By the measurability of random
function f , the set {(ω, x)|f(ω, x) < t} belongs to F ⊗ B(R). From Theorem 1.2
and the measurability of C, Gr(C) belongs to F ⊗ B(R). So, we have Gr(C) ∩
{(ω, x)|f(ω, x) < t} ∈ F⊗B(R). By projection theorem due to Castaing and Valadier
([4], Theorem III.23) we get
ProjΩ
(
Gr(C) ∩ {(ω, x)|f(ω, x) < t}
)
∈ F .
The proof is complete.
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In partcular, when C(ω) = X ∀ω ∈ Ω, we have the following corollary.
Corollary 2.3. Let (Ω,F ,P) be a complete probability space, X be a Polish space
and f : Ω×X → R be a measurable random function. Then the mapping η : Ω→ R
defined by η(ω) = Inf
x∈X
f(ω, x) ∀ω ∈ Ω is a random variable.
The following corollary is implied directly from Theorem 2.2 and the fact that a
continuous function defined on a compact set attains minimum value.
Corollary 2.4. Let (Ω,F ,P) be a complete probability space, X be a Polish space.
Suppose that C : Ω → K(X) is a measurable mapping and f : Ω × X → R is
a continuous random function. Then the mapping η : Ω → R defined by η(ω) =
Min
x∈C(ω)
f(ω, x) ∀ω ∈ Ω is a random variable.
Noting that the measurability of random function in Theorem 2.2 is only sufficient
not necessary condition as showed in the following example.
Example 2.5. Let (Ω,F ,P) be a complete probability space where Ω = {0; 1},F =
{∅,Ω} and D be a non-Borel subset of R. We define the mapping f : Ω× R → R as
follows
f(0, x) = f(1, x) =
{
0 if x ∈ D
1 if x ∈ D
where D = R \D.
For each x ∈ R, we have f(ω, x) = 0 ∀ω as x ∈ D and f(ω, x) = 1 ∀ω as x ∈ D.
Thus, f is a random function. For any ω ∈ Ω, η(ω) = Inf
x∈R
f(ω, x) = 0 so η is a
random variable. However, f is not a measurable random function. Indeed, we have
B = {0} ∈ B(R) and f−1(B) = Ω×D /∈ F ⊗ B(R).
Theorem 2.6. Let (Ω,F ,P) be a complete probability space and X be a Polish space.
Suppose that f : Ω×X → R is a measurable random function and C : Ω→ C(X) is
a measurable mapping. If random optimization problem
Inf
x∈C(ω)
f(ω, x) (2.4)
has a deterministic solution then it also has a random solution.
Proof. For each ω ∈ Ω, denote Inf
x∈C(ω)
f(ω, x) by η(ω). By Theorem 2.2, η is a random
variable. The random solutions to the problem (2.4) are also the random solutions of
random equation f(ω, x) = η(ω). The existence of deterministic solution to random
optimization problem Inf
x∈C(ω)
f(ω, x) implies that the random equation f(ω, x) = η(ω)
has a deterministic solution. By Theorem 1.6, the proof is completed.
It is the fact that a continuous function defined on a compact set in metric space
attains minimum value. So we have the following result.
5
The existence of random solutions to random optimization problems T. N. Anh
Corollary 2.7. Let (Ω,F ,P) be a complete probability space, X be a Polish space,
C : Ω → K(X) be a measurable mapping and f : Ω × X → R be a continuous
random function. Then the random optimization problem Min
x∈C(ω)
f(ω, x) has a random
solution.
Noting that the measurability of random function in Theorem 2.6 is not necessary
condition to ensure the existence of a random solution. Indeed, let f : Ω × R → R
be a random function defined in Example 2.5. Then, f is non-measurable random
function. However, ξ(ω) = c ∈ D for any ω ∈ Ω is a random solution to random
optimization problem Inf
x∈R
f(ω, x).
We now consider random local optimization problems.
Definition 2.8. Let (Ω,F ,P) be a probability space, X be a separable metric space
and f : Ω×X → R be a random function. We call mapping ξ : Ω→ X a deterministic
solution to random local optimization problem denoted by RLOP (f,X) if, for each
ω ∈ Ω, there exists a positive real number δ(ω) such that
Inf
x∈B(ξ(ω),δ(ω))
f(ω, x) = f(ω, ξ(ω)), (2.5)
where B(ξ(ω), δ(ω)) is an open ball of center ξ(ω) and radius δ(ω). We call mapping
ξ : Ω→ X a random solution if it is a deterministic solution to RLOP (f,X) and is
also a random variable.
Example 2.1 shows that not any deterministic solution to a random local optimiza-
tion problem is a random one. Before giving some conditions ensuring the existence
of random solutions to RLOP (f,X), we recall some basic tools.
A symmetric matrix H ∈ Rn×n is said to be positive definite if vtHv > 0 for
all nonzero vector v ∈ Rn and is said to be positive semi-definite if vtHv ≥ 0 for
all vector v ∈ Rn. Sylvester’s criterion says that a symmetric matrix H is positive
definite if and only if determinants of all submatrices taken from the top left corner
of H are positive. We denote by H ≻ 0 and H < 0 the positive definite matrix and
the positive semi-definite one, successively.
Let f : Rn → R be a multivariate real function. We denote by g(x) and H(x) the
gradient and Hessian matrix of second partial derivatives of f evaluated at x ∈ Rn,
successively. We have g(x) = (g1(x), ..., gn(x)) and H(x) = (hij(x))n×n, where gi(x) =
∂f(x)
∂xi
, i = 1, ..., n and hij(x) =
∂2f(x)
∂xi∂xj
, i, j = 1, ..., n. If f is twice continuously
differentiable then H(x) is a symmetric matrix.
We now consider the case of random function defined on finite dimensional Eu-
clidean space Rn. From now we suppose that (Ω,F ,P) is a complete probability space.
The following propositions give necessary conditions for a random variable to become
random solution to a random local optimization problem.
Proposition 2.9. Let f : Ω × Rn → R be a random function such that f(ω, x)
is continuously differentiable in x for each ω ∈ Ω. If random variable ξ : Ω →
R
n is a random solution to random local optimization problem RLOP (f,Rn) then
g(ω, ξ(ω)) = 0 for each ω ∈ Ω.
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In case of twice continuously differentiable random function, we have.
Proposition 2.10. Let f : Ω × Rn → R be a random function such that f(ω, x) is
twice continuously differentiable in x for each ω ∈ Ω. If random variable ξ : Ω →
R
n is a random solution to random local optimization problem RLOP (f,Rn) then
g(ω, ξ(ω)) = 0 and H(ω, ξ(ω)) is positive semi-definite for each ω ∈ Ω.
The proofs of Proposition 2.9 and Proposition 2.10 can be given by some standard
arguments as in classical analysis.
The following theorem gives a sufficient condition for the existence of a random
solution to random local optimization problem.
Theorem 2.11. Let f : Ω×Rn → R be a random function such that f(ω, x) is twice
continuously differentiable in x for each ω ∈ Ω. If there exits a mapping ξ : Ω→ Rn
such that g(ω, ξ(ω)) = 0 and H(ω, ξ(ω)) is positive definite for each ω ∈ Ω then the
random local optimization problem RLOP (f,Rn) has a random solution.
Proof. Firstly, we show that there exits a random variable ψ : Ω → Rn such that
g(ω, ψ(ω)) = 0 and H(ω, ψ(ω)) is positive definite for each ω ∈ Ω. To do this, we
need the following lemma.
Lemma 2.12. Let (Ω,F ,P) be a complete probability space, X be a Polish space
and Ci : Ω → C(X) be a measurable mapping for each i ∈ N . Then the mapping
C : Ω→ C(X) defined by C(ω) = ∩
i
Ci(ω) is a measurable mapping.
Proof. We will show that Gr(C) is a measurable set. We have
Gr(C) = {(ω, x)|ω ∈ Ω, x ∈ C(ω)} = {(ω, x)|ω ∈ Ω, x ∈ ∩
i
Ci(ω)}
= ∩
i
{(ω, x)|ω ∈ Ω, x ∈ Ci(ω)}
= ∩
i
Gr(Ci)
By the measurability of Ci and Theorem 1.2, Gr(Ci) ∈ F⊗B(X) for any i ∈ N . Thus
Gr(C) ∈ F ⊗ B(X). Once again, by Theorem 1.2, C is a measurable mapping.
Denote by gi(ω, x) the ith partial derivative of f(ω, x), that is gi(ω, x) =
∂f(ω, x)
∂xi
, i =
1, ..., n and hij(ω, x) =
∂2f(ω, x)
∂xi∂xj
, i, j = 1, ..., n. By the assumption, gi(ω, x) and
hij(ω, x) are continuous random functions for any i, j = 1, ..., n.
Define Ci : Ω → 2
R
n
by Ci(ω) = {x ∈ R
n|gi(ω, x) = 0}, i = 1, ..., n;ω ∈ Ω. By
Theorem 1.5, Ci is a measurable mapping for any i = 1, ..., n. By the continuity of
gi(ω, x) in x, and the existence of mapping ξ : Ω → R
n such that g(ω, ξ(ω)) = 0 we
imply that Ci(ω) is a non empty closed set for each ω ∈ Ω. Let C : Ω → R
n be
a mapping defined by C(ω) = ∩
i
Ci(ω) = {x ∈ R
n|g(ω, x) = 0} for any ω ∈ Ω. By
Lemma 2.12, C is a measurable mapping valued in C(Rn).
We denote ∆k(ω, x) the kth determinant of submatrix taken from the top left
corner of H(ω, x), k = 1, ..., n. By the continuity of hij(ω, x), i, j = 1, ..., n, we imply
that (ω, x) 7→ ∆k(ω, x) is a continuous random function for any k = 1, ..., n. By
Theorem 1.4 and the continuity of ∆k(ω, x), it is implied that ∆k(ω, x) is a measurable
7
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random function and the set {(ω, x)|ω ∈ Ω, x ∈ Rn,∆k(ω, x) > 0} is measurable for
each k = 1, ..., n. We define D : Ω → 2R
n
by D(ω) = {x ∈ Rn|H(ω, x) ≻ 0}. We
will show that D is a measurable mapping valued in C(Rn). Indeed, because of the
continuity in x of all entries hij(ω, x) and the fact that H(ω, x) is positive definite
as x ∈ D(ω), we imply that D(ω) is closed set for any ω ∈ Ω. By the existence of
mapping ξ : Ω → Rn such that H(ω, ξ(ω)) is positive definite for each ω ∈ Ω, D(ω)
is non empty set. By Sylvester’s criterion, we have
Gr(D) = {(ω, x)|ω ∈ Ω, x ∈ D(ω)} = {(ω, x)|ω ∈ Ω, x ∈ Rn, H(ω, x) ≻ 0}
= ∩
k
{(ω, x)|ω ∈ Ω, x ∈ Rn,∆k(ω, x) > 0}.
Thus, Gr(D) belongs to F ⊗ B(Rn). By Theorem 1.2, D is a measurable mapping
valued in C(Rn).
Set M : Ω→ C(Rn) defined by M(ω) = C(ω) ∩D(ω) for any ω ∈ Ω. By Lemma
2.12, M is a measurable mapping. By the existence of mapping ξ : Ω → Rn in the
assumption, M(ω) is a non empty closed set for any ω ∈ Ω. By Theorem1.1, there
exists a measurable selection ψ : Ω→ Rn of M , that is ψ(ω) ∈M(ω) for any ω ∈ Ω.
For each ω ∈ Ω, we have g(ω, ψ(ω)) = 0 and H(ω, ψ(ω)) is a positive definite matrix.
Secondly, we will show that ψ : Ω → Rn is a random solution to random local
optimization problem RLOP (f,Rn). For each fixed ω ∈ Ω, by Taylor expansion, for
any d ∈ Rn, we have
f(ω, ψ(ω) + d) = f(ω, ψ(ω)) + g(ω, ψ(ω)).d+
1
2
dt.H(ω, ψ(ω) + θ.d).d
for some θ ∈ (0, 1). By the continuity of H(ω, x) and the positive definiteness of
H(ω, ψ(ω)), there exists δ(ω) > 0 such that for any direction d with ‖d‖ < δ(ω) and
any scalar θ ∈ (0, 1), H(ω, ψ(ω)+θ.d) is positive definite. Thus, for any d ∈ Rn, d 6= 0
such that ‖d‖ < δ(ω), from above expansion and g(ω, ψ(ω)) = 0 we have
f(ω, ψ(ω) + d) > f(ω, ψ(ω)).
Therefore, ψ is a random solution to random local optimization problem RLOP (f,Rn).
Corollary 2.13. Let f : Ω×Rn → R be a random function such that f(ω, x) is twice
continuously differentiable in x for each ω ∈ Ω. If random variable ξ : Ω→ Rn such
that g(ω, ξ(ω)) = 0 and H(ω, ξ(ω)) is positive definite for each ω ∈ Ω then ξ is a
random solution to random local optimization problem RLOP (f,Rn).
Proof. We use similar arguments as in the second part of the proof of Theorem
2.11.
Corollary 2.14. Let f : Ω×Rn → R be a random function such that f(ω, x) is twice
continuously differentiable and Hessian matrix H(ω, x) is positive semi-definite for
any x ∈ Rn and ω ∈ Ω. If there exits a mapping ξ : Ω→ Rn such that g(ω, ξ(ω)) = 0
and H(ω, ξ(ω)) is positive definite for each ω ∈ Ω then the random optimization
problem Inf
x∈Rn
f(ω, x) has a random solution.
8
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Proof. For each ω ∈ Ω, by the positive semi-definiteness of Hessian matrix H(ω, x) for
any x ∈ Rn, f(ω, x) is a convex function ([20], Proposition 2.2). We know that a local
minimizer of a convex function on Rn is also a global minimizer ([20], Proposition
2.30). So, by Theorem 2.11, random solution to random local optimization prob-
lem RLOP (f,Rn) is also a random solution tof random global optimization problem
ROP (f,Rn).
Noting that, in Theorem 2.11, not any mapping ξ : Ω→ Rn such that g(ω, ξ(ω)) =
0 and H(ω, ξ(ω)) is positive definite is a random solution of RLOP (f,Rn). This fact
is shown in the following example.
Example 2.15. Let (Ω,F ,P) be a complete probability space. We define mapping
f : Ω× R→ R by f(ω, x) = x4 − 2x2 for any ω ∈ Ω, x ∈ R.
It is clear that f(ω, x) is a random function, and for each ω ∈ Ω, f(ω, x) is twice
continuously differentiable. We have g(ω, x) = 4x(x2 − 1) and H(ω, x) = 4(3x2 − 1).
Define ξ1, ξ2 : Ω → R by ξ1(ω) = 1, ξ2(ω) = −1 for all ω ∈ Ω. Because ξi is a
random variable and g(ω, ξi(ω)) = 0, H(ω, ξi(ω)) = 8 is positive definite for any
ω ∈ Ω, i = 1, 2. So, ξ1, ξ2 are random solutions to random local optimization problem
RLOP (f,R).
Let D is a non measurable subset of Ω. We define the mapping ξ : Ω→ R by
ξ(ω) =
{
1 if ω ∈ D
−1 if ω ∈ D.
It is clear that g(ω, ξ(ω)) = 0 and H(ω, ξ(ω)) = 8 is positive definite for any
ω ∈ Ω. However, ξ is not a random solution to random local optimization problem
RLOP (f,R) because it is not a random variable.
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