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Abstract
In a recent paper by the author [1], the reduction of Feynman integrals in the parametric represen-
tation was considered. Tensor integrals were directly parametrized by using a generator method. The
resulting parametric integrals were reduced by constructing and solving parametric integration-by-part
(IBP) identities. In this paper, we further show that polynomial equations for the operators that generate
tensor integrals can be derived. Basing on these equations, two methods to reduce tensor integrals are de-
veloped. In the first method, by introducing some auxiliary parameters, tensor integrals are parametrized
without shifting the spacetime dimension. The resulting parametric integrals can be reduced by using
the standard IBP method. In the second method, tensor integrals are (partially) reduced by using the
technique of Gro¨bner basis.
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1
1 Introduction
One of the most important issues in today’s high energy physics is the calculation of Feynman amplitudes.
Generally, Feynman amplitudes are expressed in terms of tensor integrals, that is, Feynman integrals with
Lorentz indices. A widely used strategy to calculate tensor integrals is to first do a tensor reduction to write
tensor integrals as linear combinations of scalar integrals, and then reduce the scalar integrals by using the
integration-by-part (IBP) method [2, 3].
For one-loop integrals, the tensor reduction can be implemented by the well-known Passarino-Veltman
reduction [4]. Multiloop tensor integrals can be reduced to scalar integrals by using the projector technique
(see e.g. ref. [5]). Specifically, an amplitude is written as a linear combination of some tensor structures. The
coefficient of a tensor structure is extracted by applying a projector to the amplitude. In practice, the tensor
structures and the corresponding projectors are process-dependent. A general algorithm can be developed
in principle. However, the calculation of the projectors for high-rank tensor integrals, which involves the
inversion of a large matrix, is quite cumbersome.
An alternative to tensor reduction is to directly parametrize tensor integrals, as was suggested in ref.
[6]. It was suggested in ref. [7] that it was possible to derive IBP relations directly in the Lee-Pomeransky
representation [8]. Parametric integrals could be reduced to master integrals by solving these linear relations.
In this paper, we follow a similar approach developed in ref. [1] (referred to as paper I hereafter). A tensor
integral was parametrized by applying a sum of chains of index-shifting operators to a scalar integral. The
resulting parametric integrals were reduced by solving linear relations. The drawback of this approach is
that the highest degree of parametric integrals (to be specified in section 2) increases fast with the tensor
rank. Consequently, the number of linear relations to be solved increases rapidly. In this paper, we focus
on this problem. It is shown that polynomial equations for operators generating tensor integrals can be
constructed. Basing on these equations, two approaches to reduce tensor integrals are provided.
This paper is organized as follows. In section 2, we give a brief review of the method developed in paper
I. In section 3, we described the two methods to reduce tensor integrals. Some examples are provided in
section 4.
2 Linear relations between parametric integrals
We consider a L-loop integral
M = pi−
1
2
Ld
∫
ddl1d
dl2 · · · d
dlL
1
Dλ1+11 D
λ2+1
2 · · ·D
λn+1
n
, (2.1)
where d is the dimensionally regularized spacetime dimension, and Di are inversed propagators. We define∑n
i=1 xiDi ≡
∑L
i,j=1 Aij li · lj + 2
∑L
i=1Bi · li + C. Following the convention used in paper I, this integral is
parametrized by the integral
I(λ0, λ1, . . . , λn) =
Γ(−λ0)∏n+1
i=1 Γ(λi + 1)
∫
dΠ(n+1)Fλ0
n+1∏
i=1
xλii ≡
∫
dΠ(n+1)I(−n−1), λ /∈ Z−. (2.2)
Here the measure dΠ(n) ≡
∏n+1
i=1 dxiδ(1 −
∑
j |xj |), where the sum in the delta function runs over any
nontrivial subset of {x1, x2, · · · , xn+1}. F is a homogeneous polynomial of xi of degree L + 1, defined by
F(x) ≡ F (x) + U(x)xn+1. U and F are Symanzik polynomials, defined by U(x) ≡ detA, and F (x) ≡
U(x)
(∑L
i,j=1(A
−1)ijBi ·Bj − C
)
. In this paper, we define the degree of a parametric integral by Λ ≡∑n
i=1 λi.
As is proven in paper I, the parametric integral satisfies the following identities.
0 =
∫
dΠ(n+1)
∂
∂xi
I(−n) + δλi0
∫
dΠ(n) I(−n)
∣∣∣
xi=0
, i = 1, 2, · · · , n+ 1, λ /∈ Z−, (2.3)
2
where δλi0 is the Kronecker delta. We define the index-shifting operators Ri, Di, and Ai, with i = 0, 1, . . . , n,
such that
RiI(λ0, . . . , λi, . . . , λn) =(λi + 1)I(λ0, . . . , λi + 1, . . . , λn),
DiI(λ0, . . . , λi, . . . , λn) =I(λ0, . . . , λi − 1, . . . , λn),
AiI(λ0, . . . , λi, . . . , λn) =λiI(λ0, . . . , λi, . . . , λn), λ /∈ Z
−.
It is understood that
I(λ0, . . . , λi−1,−1, . . . , λn) ≡
∫
dΠ(n) I(−n)
∣∣∣
xi=0
, and
RiI(λ0, . . . , λi−1,−1, . . . , λn) ≡ 0.
The product of two operators are defined by successive action. That is (XY )I(λ) ≡ X(Y I(λ)). It’s easy to
get the following commutation relations.
DiRj −RjDi =δij ,
DiAj −AjDi =δijDi,
RiAj −AjRi =− δijRi.
We formally define operators Dn+1 and Rn+1, such that Dn+1I = I, and R
i
n+1I = (An+1 + 1)(An+1 +
2) · · · (An+1 + i)I, with An+1 ≡ −(L+ 1)A0 −
∑n
i=1(Ai + 1). It is easy to rewrite eq. (2.3) in the following
form.
D0
∂F(R)
∂Ri
−Di ≈ 0, i = 1, 2, . . . , n+ 1. (2.4)
Here we use “≈” instead of “=” to indicate that these identities are valid only when they are applied to
nontrivial parametric integrals I(λ). It should be noted that Xi0 is ill-defined for Xi = Ri, Di, or Ai. Thus
Ri, Di, and Ai are not linear operators on the linear space of parametric Feynman integrals. Notice that
Rn+1 doesn’t commute with Ri for i = 0, 1, . . . , n. We assume that Rn+1 in F(R) is to the right of U(R).
Explicitly, we have
0 ≈ D0U(R)− 1, (2.5a)
0 ≈ D0
(
∂F (R)
∂Ri
+
∂U(R)
∂Ri
Rn+1
)
−Di. (2.5b)
Obviously, for two functions f and g, f ≈ 0 implies fg ≈ 0. By using the homogeneity of U and F , it can
be proven that
D0F +A0 − 1 ≈ 0. (2.6)
Due to the D0-dependence, eq. (2.4) may shift the spacetime dimension [6, 9]. Identities free of dimen-
sional shift can be obtained by using a method similar to the parametric-annihilator method [10, 8, 7, 11]
or the syzygy-equation method [12]. Specifically, let fi be a list of polynomials in R’s of degree γ, satisfying
following equations.
n∑
i=1
fi
∂U
∂Ri
=a1U + b1F,
n∑
i=1
fi
∂F
∂Ri
=a2U + b2F,
where a and b are also polynomials in R’s. By virtue of eqs. (2.5) and (2.6), we have
0 ≈
n∑
i=1
{
D0
[
∂F (R)
∂Ri
+
∂U(R)
∂Ri
(An+1 + 1)
]
−Di
}
fi
=D0
n∑
i=1
∂F (R)
∂Ri
fi +D0
n∑
i=1
∂U(R)
∂Ri
fi(An+1 − γ + 1)−
n∑
i=1
Difi
=D0F [b2 + (An+1 − 1)b1] +D0U
[
a2 − (An+1 + 1)b2 +An+1a1 − (A
2
n+1 − 1)b1
]
−
n∑
i=1
Difi
≈−A2n+1b1 −A0An+1b1 +An+1(a1 + b1 − b2) +A0(b1 − b2) + a2 −
n∑
i=1
Difi.
Obviously the last line in the above equation is free of dimensional shift.
3 Reduction of tensor integrals
According to the derivation in paper I, a tensor integral can be parametrized by1
Mµ1µ2···µr ≡pi−
1
2
Ld
∫
ddl1d
dl2 · · · d
dlL
lµ1i1 l
µ2
i2
· · · lµrir
Dλ1+11 D
λ2+1
2 · · ·D
λn+1
n
=s−L/2g e
ipiλf
[
Pµ1i1 P
µ2
i2
· · ·Pµrir I(−
d
2
, λ1, λ2, · · · , λn)
]
pµ=0
,
(3.1)
where sg is the determinant of the dimensionally regularized spacetime metric, λf ≡
1
2dL − n −
∑n
i=1 λi,
and the operator
Pµi ≡ −
∂
∂pi,µ
− B˜µi +
1
2
L∑
j=1
A˜ijp
µ
j , (3.2)
where A˜ij ≡ D0U(A
−1)ij , and B˜
µ
i ≡
∑L
j=1 A˜ijB
µ
j . Thus a tensor integral is parametrized by a linear
combination of parametric integrals of the form
Mi = fi(A˜, B˜)I(λ0, λ1, . . . , λn). (3.3)
Obviously A˜(x) is of degree L− 1 in x, and B˜(x) is of degree L in x. Due to the B˜ term in eq. (3.2), the
highest degree of parametric integrals for a L-loop rank-r tensor integral is Lr, which increases rapidly with
r for multiloop integrals. Consequently, the linear system to be solved is very large for a high-rank tensor
integral. A solution to this problem is to directly reduce fi in eq. (3.3) without substituting the explicit
forms of B˜’s.2 As is derived in appendix A, B˜’s satisfy following equations.
L∑
j,k=1
∂Ajk
∂Ri
B˜j · B˜k − 2
L∑
j=1
∂Bj
∂Ri
· B˜j +D0A0
∂U
∂Ri
+
∂C
∂Ri
+Di ≈ 0. (3.4)
Basing on these equations, we provide two methods to reduce tensor integrals, as will described in the next
two subsections.
1This expression is consistent with the parametrization used in ref. [13].
2The A˜ term is less problematic, so we don’t need to pay much attention to it.
4
3.1 Method I
In this subsection, we’ll show that tensor integrals can be parametrized without shifting the spacetime
dimension by introducing some auxiliary parameters. First, we need to extend the definition of the parametric
integrals to include integrals with negative indices. We define [7]
I(λ0, λ1, · · · , λi−1,−m,λi+1, · · · , λn)
≡ lim
λi→−m
I(λ0, λ1, · · · , λi−1, λi, λi+1, · · · , λn)
=(−1)m−1
Γ(−λ0)∏n+1
j 6=i Γ(λj + 1)
∫
dΠ(n)
[
∂m−1Fλ0
∂xm−1i
]
xi=0
n+1∏
j 6=i
x
λj
j , m ∈ N.
(3.5)
It’s easy to see that this definition is consistent with eq. (2.4).
Let aij and bij be the solutions of
∑
j
bij
∂A(R)
∂Rj
=0, (3.6a)
∑
j
aij
∂B(R)
∂Rj
=0, (3.6b)
where A and B are defined in section 2 (below eq. (2.1)). Solutions of these two equations may be linearly
dependent. We denote those linearly dependent solutions by cij . By default, we assume that these solutions
are excluded from aij and bij . For brevity, we denote
∂
∂ai
≡
∑
j
aij
∂
∂Rj
, Dai ≡
∑
j aijDj ,
∂
∂bi
≡
∑
j
bij
∂
∂Rj
, Dbi ≡
∑
j bijDj ,
∂
∂ci
≡
∑
j
cij
∂
∂Rj
, Dci ≡
∑
j cijDj .
Bµi is of the form
∑
iBiuQ
µ
u, where Q
µ
u are the external momenta. Similarly we have B˜
µ
i =
∑
i B˜iuQ
µ
u. By
virtue of eq. (3.4), we have
−2
∑
u,v,j
Qu ·Qv
∂Bju
∂bi
B˜jv +
∂C
∂bi
+Dbi ≈0, (3.7a)
∑
j,k
∂Ajk
∂ai
B˜j · B˜k +D0A0
∂U
∂ai
+
∂C
∂ai
+Dai ≈0, (3.7b)
∂C
∂ci
+Dci ≈0. (3.7c)
Generally speaking, the matrix
∂Bju
∂bi
is not invertible. However, we can always make it invertible by
introducing some auxiliary parameters xn+1, xn+2, . . . through the transformation Biu → Biu +
∑
k ckxi,
where ci are some constants. This is equivalent to adding some auxiliary propagators of the form
∑
cij li ·pj .
We denote the inverse of
∂Bju
∂bi
by βju,i. That is
5
∑
k
βiu,k
∂Bjv
∂bk
= δijδuv.
Similarly, we can always make the Gram matrix Qu · Qv invertible by introducing some auxiliary external
momenta. Then eq. (3.7a) is solved by
B˜iu ≈
1
2
∑
j,v
guvβiv,j
(
∂C
∂bj
+Dbj
)
≡ B¯iu, (3.8)
where guv is the inverse of Qu ·Qv. It’s easy to get the commutation relations
[
B¯iu, B˜jv
]
=
1
2
guvA˜ij , (3.9a)[
B¯µi , B˜
ν
j
]
=
1
2
∑
u,v
guvQ
µ
uQ
ν
vA˜ij ≡
1
2
η′µνA˜ij . (3.9b)
Similarly, we can make the matrix
∂Ajk
∂ai
invertible by introducing some auxiliary parameters through the
transformation Aij → Aij +
∑
k ckxk. This is equivalent to adding some auxiliary propagators of the form∑
ij cij li · lj. Let αij,k be the matrix such that∑
k
αij,k
∂Amn
∂ak
=
1
2
(
δimδjn + δinδjm
)
.
As is derived in appendix B, eq. (3.7b) is solved by
A˜ij
(
A0 +
E
2
)
≈ −B¯i · B¯j −
∑
k
αij,k
(
Dak +
∂C
∂ak
)
≡ A¯ij , (3.10)
where B¯µi ≡
∑
u B¯iup
µ
u, and E is the number of the external momenta. We have the following commutation
relation. [
A¯ij , A˜kl
]
≈
1
2
(
A˜ikA˜jl + A˜ilA˜jk
)
− A˜ijA˜kl. (3.11)
Multiplying both sides of eqs. (3.8) and (3.10) with Aij , together with eq. (3.7c), we get the following
dimensional-shift-free IBP identities
∂C
∂ci
+Dci ≈0, (3.12a)∑
j
B¯juAij ≈Biu, (3.12b)
∑
k
A¯ikAkj ≈(A0 +
E
2
)δij . (3.12c)
These identities are nothing but the correspondences of the momentum-space IBP identities [10] in the
parametric representation [11].
By using eq. (3.8), it can be shown that the operator Pµi defined in eq. (3.2) can be replaced by (for the
proof, see appendix C)
Pµi = −
∂
∂p¯i,µ
− B¯µi +
1
2
∑
j
A˜ij p¯
µ
j , (3.13)
6
where p¯i are vectors such that p¯i ·Qj = 0. B¯’s are free of D0, and thus won’t shift the spacetime dimension.
Due to the definition of βij,k, B¯’s commute with A˜’s. Thus by applying operators P
µ
i , tensor integrals are
parametrized by integrals of the form f(A˜)I(− d2 , · · · ). A chain of A˜’s can further be reduced to a sum of
chains of A¯’s by solving the equation
A˜i2j2A˜i3j3 · · · A˜injn A¯i1j1 ≈A˜i1j1A˜i2j2 · · · A˜injn(A0 +
E
2
)−
1
2
(A˜i1i2A˜j1j2 + A˜i1j2A˜i2j1)A˜i3j3 · · · A˜injn
−
1
2
(A˜i1i3A˜j1j3 + A˜i1j3A˜i3j1)A˜i2j2A˜i4j4 · · · A˜injn
− · · ·
−
1
2
(A˜i1inA˜j1jn + A˜i1jn A˜inj1)A˜i2j2A˜i3j3 · · · A˜in−1jn−1
≡∆i1i2···inj1j2···jn .
(3.14)
The proof of this equation can be found in appendix D. Currently we haven’t worked out the general solution
to this equation yet. However, this is not a problem in practice, because this equation system is small in
size and can easily be solved by brute force.
After applying eq. (3.13) and solutions of eq. (3.14), tensor integrals are parametrized by scalar integrals
defined in dimension d. The resulting scalar integrals can be reduced by solving IBP identities eq. (3.12).
As a byproduct, eq. (3.8) provides a method to construct differential equations in the parametric repre-
sentation without shifting the spacetime dimension. Let s be a kinematic variable, and assume that Aij is
free of s. Then we have
∂
∂s
=−D0
∂F
∂s
=−D0
∂F
∂s
=−D0U
 ∑
i,j,u,v
A−1ij BiuBjv
∂pu · pv
∂s
+ 2
∑
i,j,u,v
pu · pvA
−1
ij Biu
∂Bjv
∂s
−
∂C
∂s

≈−
∑
i,u,v
B¯iuBiv
∂pu · pv
∂s
− 2
∑
i,u,v
pu · pvB¯iu
∂Biv
∂s
+
∂C
∂s
(3.15)
3.2 Method II
In this subsection, we’ll show how to reduce tensor integrals without introducing auxiliary parameters by
using the technique of Gro¨bner basis. In principle, we can generate a Gro¨bner basis [14] out eqs. (3.4)
and (2.5a)3(For a brief introduction to Gro¨bner basis and relevant topics, see e.g. ref. [15]). Then the
reduction of Feynman integrals is just a matter of polynomial reduction. The idea to use Gro¨bner basis
to reduce Feynman integrals was first suggested by ref. [16]. The method of s-basis [17, 18], a variant of
Gro¨bner basis, was implemented in the early version of FIRE [19]. However, experiences show that generating
a Gro¨bner basis for a noncommutative algebra is extremely time-consuming, which makes it less efficient for
the reduction of Feynman integrals in practice. In this subsection, we try to solve this problem by converting
the problem of a noncommutative algebra to the one of a commutative algebra. Though the Gro¨bner basis
for the commutative algebra is not the full Gro¨bner basis for the corresponding noncommutative algebra, it
can be used to greatly simply integrals to be reduced in practice.
3Here eq. (2.5a) is considered because D0U contributes to B˜
µ
i
. We notice that B˜’s are not uniquely determined. It’s easy
to see that for a shift δlµ
i
of the loop momenta the corresponding shift of B˜µ
i
is δB˜µ
i
= D0Uδl
µ
i
.
7
Since ∂A∂Ri ,
∂B
∂Ri
, and ∂C∂Ri are constants, the l.h.s. of eq. (3.4) is a polynomial of B˜
µ
i and Di, except for
the ∂U∂Ri term. By using eq. (2.5) and the identity Dif(R)− f(R)Di =
∂f(R)
∂Ri
, we can write eq. (3.4) in the
following form.
L∑
j,k=1
∂Ajk
∂Ri
B˜j · B˜k − 2
L∑
j=1
∂Bj
∂Ri
· B˜j +
∂C
∂Ri
+A0Di(D0U − 1) +Di(D0U + 1) ≈ 0. (3.16)
For simplicity, we denote y0 ≡ D0U , B˜
µ
i ≡
∑
j yijq
µ
j , zi ≡ Di, and wi ≡ A0Di. Equations (2.5a) and
(3.16) give rise to polynomial equations in y, z, and w. Since z and w do not commute with y, we assume
that z and w are always to the left of y. When we try to generate a Gro¨bner basis by using the Buchberger
algorithm [14], terms of the form yizj or yiwj may arise, which are in contradiction with the ordering we
use. In order to avoid this kind of terms, we multiply monomials free of z and w by an auxiliary variable z0,
and add to the polynomial equation system following equations.
zizj = wiwj = ziwj = 0. (3.17)
Terms of the form yizj (or yiwj) arise only when we multiply an equation f ≈ 0 by zj (or wj). However, the
l.h.s. of the obtained equation fzj ≈ 0 (or fwi ≈ 0) is immediately replaced by zero due to eq. (3.17) (Notice
that each monomial of f is linear in z or w). Thus we can identify yizj (or yiwj) with zjyi (or wjyi), since
it never appears in practice. Consequently, the Gro¨bner basis for the polynomial equation system can be
generated by using Buchberger algorithm assuming all the variables are commutative. Finally we’ll remove
polynomial equations in eq. (3.17) from the generated Gro¨bner basis. There’s another type of identities.
Generally y’s are not independent. They’re related to each other through the relation
yi = yi(R). (3.18)
In practice, we first eliminate Ri from eq. (3.18), and add the resulting equations to the polynomial equation
system. The detailed calculation can be carried out by using Mathematica with the build-in function
GroebnerBasis. A degree reverse lexicographic order is used. To reveal the correct degree in Ri, we
introduce another auxiliary variable x and rescale the variables by z0 → xz0, and yi → x
L−1yi. Experiences
show that it is less efficient to generate a complete basis. In practice, we cut off the degrees of polynomials
by a fixed number.
After obtaining the Gro¨bner basis, integrals of the form in eq. (3.3) can be reduced by reducing the
polynomial fi with respect to the basis, which can be implemented by using Mathematica with the build-in
function PolynomialReduce. The resulting polynomials may contain terms of the form wiyjyk · · · I(λ). This
kind of terms can be further reduced by replacing them by
wiyjyk · · · I(λ) = A0
∑
a
∂yjyk · · ·
∂ya
(
∂ya(R)
∂Ri
I(λ)
)
+ yjyk · · ·wiI(λ). (3.19)
A0 in the above equation can be replaced by its eigenvalue.
∂yjyk···
∂ya
and yjyk · · ·wi can be further reduced
with respect to the Gro¨bner basis. Terms of the form ziyjyk · · · can be reduced similarly.
4 Examples
As an example, we consider the two-loop massless sunset diagram
I1(−
d
2
, λ1, λ2, λ3) =
eipi(λ1+λ2+λ3)
(2pi)d
∫
ddl1d
dl2
1
l
2(1+λ1)
1 l
2(1+λ2)
2 (l1 + l2 + p)
2(1+λ3)
,
with p2 = 1. We first try to reduce the corresponding tensor integrals by using the method II. The polynomial
F(R) for this integral is
8
F1(R) = −R1R2R3 +R1R2R4 +R1R3R4 +R2R3R4.
The operator B˜µi is
B˜µ = D0
(
R2R3
R1R3
)
pµ ≡
(
y2
y1
)
pµ.
And we define y3 ≡ D0U = D0(R1R2+R1R3+R2R3). Following the algorithm described in section 3.2, we
get a basis of size 12, among which some are (Here we have replaced the auxiliary variables x and z0 by 1.)
0 ≈y3 − 1,
0 ≈y21 + w2y
2
3 − w2y3 + y
2
3z2 + y3z2,
0 ≈2y22 − w1y2 + w2y2 + w3y2 + w1y3y2 − w2y3y2 − w3y3y2 + 2w2y
2
3 − w1y1 + w2y1 − w3y1
− 2w2y3 + w1y1y3 − w2y1y3 + w3y1y3 + y3y2z1 + y2z1 − y3y2z2 − y2z2 − y3y2z3 − y2z3
+ y1z1 + y1y3z1 + 2y
2
3z2 − y1z2 − y1y3z2 + 2y3z2 + y1z3 + y1y3z3 − y2 + y1.
Obviously a monomial yi11 y
i2
2 y
i3
3 can be reduced with respect to the Gro¨bner basis as far as one of the
following conditions is satisfied: i1 > 1, i2 > 1, or i3 > 0.
Alternatives, we can do the reduction by using the method I. Since the first equation in eq. (3.6) has no
solution, we need to extend the polynomial F1 by introducing two auxiliary parameters, which is equivalent
to introducing two auxiliary propagators l1 · p and l2 · p. We denote
I2(−
d
2
, λ1, λ2, λ3, λ4, λ5) =
eipi
∑
5
i=1 λi
(2pi)d
∫
ddl1d
dl2
1
l
2(1+λ1)
1 l
2(1+λ2)
2 (l1 + l2 + p)
2(1+λ3)(l2 · p)1+λ4(l1 · p)1+λ5
.
The polynomials A, B, A¯ and B¯ for this integral are
A =
(
R1 +R3 R3
R3 R2 +R3
)
,
Bµ =
(
R3 +
1
2R5
R3 +
1
2R4
)
pµ,
A¯ =
1
2
(
−2D25 − 2D1 −2D4D5 +D1 +D2 −D3 + 2D4 + 2D5 − 1
−2D4D5 +D1 +D2 −D3 + 2D4 + 2D5 − 1 −2D
2
4 − 2D2
)
,
B¯µ =
(
D5
D4
)
pµ.
Then tensor integrals can be parametrized by using the method described in section 3.1. For example, we
have
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1(2pi)d
∫
ddl1d
dl2
lµ1 l
ν
2
l21l
2
2(l1 + l2 + p)
2l2 · pl1 · p
=
[
B¯µ1 B¯
ν
2 −
1
2
A˜12(g
µν − pµpν)
]
I2(−
d
2
, 0, 0, 0,−1,−1)
=
[
B¯µ1 B¯
ν
2 +
1
d− 1
A¯12(g
µν − pµpν)
]
I2(−
d
2
, 0, 0, 0,−1,−1)
=pµpνI2(−
d
2
, 0, 0, 0,−2,−2)+
1
2(d− 1)
(gµν − pµpν)
[
−2I2(−
d
2
, 0, 0, 0,−2,−2)
+ I2(−
d
2
,−1, 0, 0,−1,−1)+ I2(−
d
2
, 0,−1, 0,−1,−1)− I2(−
d
2
, 0, 0,−1,−1,−1)
+2I2(−
d
2
, 0, 0, 0,−2,−1)+ 2I2(−
d
2
, 0, 0, 0,−1,−2)− I2(−
d
2
, 0, 0, 0,−1,−1)
]
It’s easy to check that this result is consistent with the one obtained by using the standard tensor reduction
method. The resulting scalar integrals can further be reduced by solving IBP identities generated by using
eq. (3.12).
As a less trivial example, we consider the reduction of the rank-4 massless double box integral
1
pid
∫
ddl1d
dl2
lµ1 l
ν
1 l
α
2 l
β
2
l21l
2
2(l1 + k1)
2(l1 − k2)2(l1 + l2 + k1)2(l1 + l2 − k2)2(l1 + l2 − k2 − k3)2
,
with k2i = 0, i = 1, 2, 3, and (k1 + k2 + k3)
2 = 0. We may directly parametrize this integral by using
eqs. (3.1) and (3.2). The highest degree of the resulting integrals is 8. The reduction of these integrals is
almost a formidable work. However, if we use the method I to parametrize this integral, the highest degree
of the resulting integrals is 4. The corresponding reduction is much simpler, which can be carried out by
using some public codes like FIRE6 [20]. Alternatively, we can reduce this integral by using the method II.
We get a Gro¨bner basis of size 46 within a few seconds by using a Mathematica code. After applying this
basis, the highest degree of resulting integrals is only 3. The highest degree can further be reduced to 2
by applying symbolic rules (described in paper I). The rest integrals can easily be reduced by solving IBP
identities.
5 Summary
In this paper, the reduction of tensor integrals is considered. Following the method developed in paper I, a
tensor integral is parametrized by applying a sum of chains of index-shifting operators to a scalar integral. We
show that polynomial equations of these operators can be constructed. Basing on these equations, we provide
two methods to reduce tensor integrals. In the first method, by introducing some auxiliary parameters, we
show that tensor integrals can be parametrized without shifting the spacetime dimension (but with negative
indices). The parametrizing result is consistent with the one obtained by using the tensor reduction method.
However, the former is much easier to carry out for high-rank tensor integrals. The resulting parametric
integrals can be reduced by solving dimensional-shift-free IBP identities. In the second method, a Gro¨bner
basis is generated out of these polynomial equations. Tensor integrals are partially reduced by using this
basis. The unreduced integrals can further be reduced by solving parametric IBP identities.
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A Derivation of eq. (3.4)
For simplicity, we use center dot to denote both the inner product of two vectors and the product of two
matrices. By using the identity ∂A
−1
∂Ri
= −A−1 · ∂A∂Ri ·A
−1, eq. (2.5) leads to
D0
∂U
∂Ri
Rn+1 −Di ≈−D0
∂F
∂Ri
=D0
∂U
∂Ri
(C −B ·A−1 · B) +D0U
(
B ·A−1 ·
∂A
∂Ri
· A−1 ·B − 2
∂B
∂Ri
· A−1 ·B +
∂C
∂Ri
)
≈−D0FD0
∂U
∂Ri
+ B˜ ·
∂A
∂Ri
· B˜ − 2
∂B
∂Ri
· B˜ +
∂C
∂Ri
.
In the last step of the above equation, we have replaced D0U by 1 or vice versa. For the first term in the
last line, we have
−D0FD0
∂U
∂Ri
=−D0(F − URn+1)D0
∂U
∂Ri
≈(A0 − 1)D0
∂U
∂Ri
+Rn+1D0
∂U
∂Ri
=(A0 − 1)D0
∂U
∂Ri
+D0
∂U
∂Ri
(Rn+1 + 2)
=(A0 + 1)D0
∂U
∂Ri
+D0
∂U
∂Ri
Rn+1
=D0A0
∂U
∂Ri
+D0
∂U
∂Ri
Rn+1.
Combining the above equations we get
B˜ ·
∂A
∂Ri
· B˜ − 2
∂B
∂Ri
· B˜ +D0A0
∂U
∂Ri
+
∂C
∂Ri
+Di ≈ 0.
B Derivation of eq. (3.10)
We first consider the first term in eq. (3.7b). By using eq. (3.8) and the commutation relation eq. (3.9b), we
have
∑
j,k
∂Ajk
∂ai
B˜j · B˜k ≈
∑
j,k
∂Ajk
∂ai
B¯j · B˜k
=
∑
j,k
∂Ajk
∂ai
B˜j · B¯k +
1
2
∑
j,k,u
δuu
∂Ajk
∂ai
A˜jk
≈
∑
j,k
∂Ajk
∂ai
B¯j · B¯k +
E
2
∑
j,k,u
∂Ajk
∂ai
A˜jk
By virtue of the Laplace expansion of U (as the determinant of A), the second term in eq. (3.7b) becomes
D0A0
∂U
∂ai
=
∑
j,k
∂Ajk
∂ai
A˜jkA0.
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Substituting the above two equations into eq. (3.7b), and multiplying both sides of the obtained equation
by αjk,i, we get
B¯j · B¯k + A˜jk
(
A0 +
E
2
)
+
∑
k
αjk,i
(
Dai +
∂C
∂ai
)
≈ 0.
C Proof of eq. (3.13)
We first consider the B˜µi term in P
µ
i , by virtue of eq. (3.8) and the commutation relation eq. (3.9b), we have
B˜µi B˜
ν
j B˜
ρ
k · · · ≈ B¯
µ
i B˜
ν
j B˜
ρ
k · · · ≈
B¯µi B¯νj + 12∑
j
A˜ijη
′µν
 B˜ρk · · · ≈ · · ·
It’s easy to see that the above result can be reproduced by( ∂
∂q′iµ
+ B¯µi +
1
2
∑
i′
A˜ii′q
′µ
i′
) ∂
∂q′jµ
+ B¯µj +
1
2
∑
j′
A˜jj′q
′µ
j′
 · · ·

q′=0
,
where q′ are vectors defined in the linear space generated by the external momenta Q. Thus we may first
replace Pµi by
Pµi = −
∂
∂pi,µ
−
∂
∂q′iµ
− B¯µi +
1
2
L∑
j=1
A˜ij(p
µ
j − q
′µ
j ).
We split p into two parts p¯ and p′, such that p′ lies in the linear space generated by Q and p¯ is orthogonal
to Q. And we introduce a new set of momenta k = 12 (p
′ + q′), and k′ = p′ − q′. Then it’s easy to get
Pµi = −
∂
∂p¯i,µ
−
∂
∂kiµ
− B¯µi +
1
2
L∑
j=1
A˜ij(p¯
µ
j + k
′µ
j ).
Because ∂∂kiµ commute with k
′µ
j and finally we’ll take k
µ
i = k
′µ
i = 0, these two terms don’t contribute, thus
can be omitted. Thus we have
Pµi = −
∂
∂p¯i,µ
− B¯µi +
1
2
L∑
j=1
A˜ij p¯
µ
j .
D Proof of eq. (3.14)
We try to prove eq. (3.14) by iteration. Obviously it holds when n = 1, since in this case it is just eq. (3.10).
Now suppose that this equations holds when n = m. Using eqs. (3.10) and (3.11), we get
∆j1j2···jmi1i2···im A˜im+1jm+1 ≈A˜i2j2A˜i3j3 · · · A˜imjmA¯i1j1A˜im+1jm+1
=A˜i2j2A˜i3j3 · · · A˜imjm
(
A˜im+1jm+1A¯i1j1 − A˜i1j1A˜im+1jm+1
)
+
1
2
A˜i2j2A˜i3j3 · · · A˜imjm
(
A˜i1im+1A˜j1jm+1 + A˜i1jm+1A˜im+1j1
)
.
Thus
12
A˜i2j2A˜i3j3 · · · A˜im+1jm+1 ≈∆
j1j2···jm
i1i2···im
A˜im+1jm+1 + A˜i1j1A˜i2j2 · · · A˜im+1jm+1
−
1
2
A˜i2j2A˜i3j3 · · · A˜imjm
(
A˜i1im+1A˜j1jm+1 + A˜i1jm+1A˜im+1j1
)
=∆
j1j2···jm+1
i1i2···im+1
.
In the last line we have used the identity (A0 +
E
2 )A˜im+1jm+1 = A˜im+1jm+1(A0 − 1 +
E
2 ).
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