The spectral energy distributions and mid-infrared spectra of 44 carbon Mira variables are fitted using a dust radiative transfer model. The pulsation periods of these stars cover the entire range observed for carbon Miras. The luminosities are derived from a period-luminosity relation. Parameters derived are the distance, the temperature of the dust at the inner radius, the dust mass-loss rate and the ratio of silicon carbide to amorphous carbon dust. The total mass-loss rate is derived from a modified relation between the photon momentum transfer rate (L/c) and the momentum transfer rate of the wind (Ṁv e ). Mass-loss rates between 1 10 28 and 4 10 25 M ᖿ yr 21 are found. We find good correlations between mass-loss rate and pulsation period (logṀ:4.08 log P216.54), and between mass-loss rate and luminosity (logṀ:3.94 log L220.79). These relations are not independent, as we assumed a P-L relation. If we had assumed a constant luminosity for all stars, there still would be a significant relation between Ṁ and P. The dust-to-gas ratio appears to be almost constant up to periods of about 500 d, corresponding to about 7900 L ᖿ , and then to increase by a factor of 5 towards longer periods and higher luminosities. A comparison is made with radiation-hydrodynamical calculations including dust formation. The mass-loss rates predicted by these models are consistent with those derived in this paper. The main discrepancy is in the predicted expansion velocities for models with luminosities below #5000 L ᖿ . The radiation-hydrodynamical calculations predict expansion velocities which are significantly too large. This is related to the fact that these models need to be calculated with a large C/O ratio to get an outflow in the first place. Such a large C/O ratio is contrary to observational evidence. It indicates that a principal physical ingredient in these radiationhydrodynamical calculations is still missing. Possibly the winds are 'clumpy', which may lead to dust formation on a local scale, or there is an additional outwards directed force, possibly radiation pressure on molecules.
considered a sample of 44 carbon stars, but no IRAS and Low Resolution Spectrograph (LRS) data were available at the time. RowanRobinson et al. (1986) fitted the spectral energy distributions (SEDs) of five carbon stars, fixing the dust temperature at the inner radius at 1000 K. They also assumed a dust absorption law of # 21 for all wavelengths, without considering the presence of silicon carbide (SiC), which has a feature near 11.3 m. Le Bertre (1988b) fitted three carbon stars. Chan & Kwok (1990) fitted SEDs of 145 carbon stars with an LRS classification of 4n (indicating SiC emission), and they therefore missed some carbon stars with weak SiC emission (which sometimes have an LRS:1n classification) and extreme carbon stars which have an LRS:2n classification. They fixed the dust temperature at the inner radius at 1500 K and included only SiC dust in their model. Lorenz-Martins & Lefèvre (1993 , 1994 fitted nine and 32 carbon stars, respectively. In their 1993 paper they used the same inner radius for both SiC and amorphous carbon (AMC) grains. In their 1994 paper they allowed for different inner radii for the two dust species. In a recent paper Lorenz-Martins (1996) fitted eight J-type carbon stars.
In Groenewegen (1995a, hereafter G95 ) the SEDs and LRS spectra of 21 carbon stars were fitted, concentrating on 'infrared' carbon stars, i.e., those with thick dust shells. Different types of SiC were tested, and it was concluded that in 18 of 21 cases -SiC fitted the observed feature. The inner radii for SiC and for AMC were taken to be identical. In agreement with the results of Lorenz-Martins & Lefèvre (1993 , 1994 , it was found that the radio SiC/AMC decreases with increasing optical depth of the shell.
In the present paper we concentrate on carbon-rich Mira variables (from now on we mean carbon-rich Miras by the term Miras unless otherwise noted). The main advantage of using Miras is that the period-luminosity relation provides reasonably accurate distances for such stars, largely eliminating the uncertainty of some of the fitted parameters on distance. Secondly, using Miras enables a study to be made of the relation between mass-loss rate and pulsation period, or mass-loss rate and luminosity, which is important from an evolutionary point of view. To this end we took the 10 stars from G95 with measured pulsation periods, and selected 34 other stars from the literature to cover the entire known range of periods for Miras.
As preliminary results indicated that the mass-loss rate of Miras with periods below 400 d may be lower than that expected from an extrapolation of the results for longer periods (Groenewegen 1995b, c) , emphasis was put on the selection of short-period Miras.
The paper is organized as follows. In Section 2 the radiative transfer model is introduced. In Section 3 the periodluminosity relation is presented. In Section 4 new observations are discussed. In Section 5 the fits to the SEDs and LRS spectra are presented. In Section 6 the final values of the mass-loss rate and dust-to-gas ratio are derived, and the results are discussed in Section 7.
T H E M O D E L
The radiative transfer model of Groenewegen (1993) is used. This model was developed to handle non-r 2 density distributions in spherically symmetric dust shells. It simultaneously solves the radiative transfer equation and the thermal balance equation for the dust. When the input spectrum of the central source is fixed, the shape of the SED is exclusively determined by the dust optical depth, defined by 
where x:r/r c , Ṁ (r):ṀR(x), and v(r):v e w(x). The normalized mass-loss rate profile R(x) and the normalized velocity law w(x) should obey R(1):1 and w(e):1, respectively. In the case of a constant mass-loss rate and a constant velocity, the integral in equation (1) is essentially unity, since x max is always much larger than 1. The symbols and units in equation (1) are: the (present-day) mass-loss rate Ṁ in M ᖿ yr 21 , the dust-to-gas mass ratio (assumed constant with radius), Q the extinction coefficient, a the grain size in cm (the model assumes a single grain size), R * the stellar radius in R ᖿ , v e the terminal velocity of the dust in km s 21 , d the dust grain specific density in g cm 23 , r c the inner dust radius in units of stellar radii, and x max the outer radius in units of r c . It should be noted that from the model fitting only the dust mass-loss rate can be determined, i.e., M . In a detailed study of IRCǹ10216 (Groenewegen 1997a) it was found that including a velocity law to calculate the density, i.e., 1/[r 2 v(r)], gave somewhat worse results that using a simple r 21 law. It was argued that since the dust-togas ratio is also an increasing function of radius, the two effects tend to cancel. Fully consistent models (Winters 1994) lend some support to this idea. A constant velocity is therefore assumed as well as a constant mass-loss rate. On the other hand, if some specific velocity law were adopted, then this would simply lead to a rescaling of the mass-loss rate in such a way as to obtain the same optical depth as with a constant velocity.
Unless otherwise specified, the outer radius is determined in the model by a dust temperature of 20 K, and a grain specific density of d :2.0 g cm 23 is adopted. In most models the terminal velocity of the dust is assumed to be equal to that of the gas. This, however, neglects the drift velocity of the dust with respect to the gas (v dust :v gas ǹv drift ), which may be estimated from (e.g. Kwan & Hill 1977) v drift :1.43 10
where v gas e is the terminal velocity of the gas; L is the stellar luminosity in solar units, and Q F (r) is the flux-weighted extinction coefficient, defined as Q F (r):Z F (r)Q d / Z F (r) d . In Section 6 the influence of the drift velocity on the mass-loss rates is discussed.
The central star is represented by a blackbody, modified to allow for the characteristic absorption feature in carbon stars at 3.1 m due to HCN and C 2 H 2 (e.g. Ridgway, Carbon & Hall 1978) :
with 0 :3.1 m. This novelty is introduced to enable a direct fit to the observed 2-4 m spectra of some stars. Following Groenewegen, de Jong & Geballe (1994) , values of A:4.605 and :0.075 m are adopted. The value of A provides a flux in the 3.1-m feature which is 1 per cent of the continuum in a star without a circumstellar shell. For the dust composition a combination of AMC and SiC grains is assumed. For simplicity, a single condensation temperature is used. In principle, SiC and AMC could have different temperature profiles, but to take this into account requires two additional free parameters (a second condensation temperature and dust-to-gas ratio). Since the abundance of SiC is found to be small, the simplification of the temperature profile seems to be justified. In equation (1) the value of Q /a is calculated from Q /a:
is determined by the fit to the LRS spectrum. The absorption coefficient for AMC is calculated from the optical constants listed in Rouleau & Martin (1991) for their AC1-species.
It was shown in G95 that most of the SiC features can be fitted with -SiC (Pégourié 1988) . The optical constants from that paper are therefore adopted.
Beam effects are taken into account. This is especially important for longer wavelengths ( 950 m), where the emission becomes extended relative to the typical beams used in far-infrared observations. In particular, for 7 m a Gaussian beam with a full-width at half-maximum (FWHM) of 20 arcsec is assumed (typical of near-infrared observations). In the range 7 140 m the beam effects of the IRAS detectors are taken into account (for details see Groenewegen 1993 ). For 140 m a Gaussian beam of FWHM:18.5 arcsec is assumed, representative of the farinfrared observations to which the model is compared.
In the models the calculated energy distribution is convolved with the spectral response of the IRAS filters (Table  II. C.5 of the Explanatory Supplement) to compare the predicted flux densities directly to the flux densities listed in the IRAS Point Source or Faint Source Catalogs.
P E R I O D-LU M I N O S I T Y R E L AT I O N
To estimate the luminosity from the pulsation periods we use the period-luminosity (P-L) relation from Groenewegen & Whitelock (1996) :
This relation was derived for carbon Miras in the Large Magellanic Cloud, and was shifted by the distance modulus of 18.5 mag to obtain the P-L relation for carbon Miras in our Galaxy. The relation was derived for periods below 520 d, but new data for likely carbon-rich Miras with periods up to 900 d in the LMC appear to lie on an extrapolation (Groenewegen et al. 1997) . Equation (4) is therefore used for all periods to obtain the luminosity (Table 2 , column 5). The derived distances and dust mass-loss rates (see Table  2 ) depend on the assumed luminosity, so that DfZL, anḋ MfZL.
O B S E RVAT I O N S
The models are fitted to the observed SEDs and mid-infrared spectra. Most of the data come from the literature (see column 10 in Table 2 ). However, some new or previously unpublished data are also used as constraints, in particular for some of the stars with few published photometric, or poor mid-infrared spectroscopic data.
Mid-infrared spectra of R CMi, TV Vel, V Cru, VX Gem, ZZ Gem and R Ori were taken on 1994 November 25-27 with the UCL infrared cooled grating array spectrometer (for details see Aitken & Roche 1982) mounted at the f/36 Cassegrain focus of the 3.9-m Anglo-Australian Telescope (AAT). We used a circular aperture of 4.2-arcsec diameter, while the (optical) seeing was in the range 1.0-1.5 arcsec for most of the time. The 8.0 to 13.0 m window was covered with 25 detectors, resulting in an effective resolution of / :50. The grating was stepped once, offset by one and a half detector widths, providing an oversampled (50 data point) spectrum, which was subsequently smoothed. Chopping, with a frequency of 12.5 Hz, and beam-switching were employed, each using a throw of 15 arcsec in declination. The pointing of the telescope was regularly verified on a bright nearby star. The observations were obtained through cirrus clouds, and this is reflected by the large error bars. Flux calibration and correction for telluric absorption were made by reference to the F0 II star Car. Mid-infrared spectra were obtained of RT Gem on 1995 January 12, of V Aur and R CMi on 1995 January 14, and of CN Per and UV Aur on 1995 August 21, respectively. The common-user instrument CGS3 was used at the 3.8-m UKIRT telescope under photometric conditions during service observing. The spectra were wavelength-calibrated using a Kr lamp; the accuracy of the fit is 0.01 m rms. Flux calibration and correction for telluric absorption were made by reference to BS 1708 (for UV Aur, V Aur and CN Per) and BS 2990 (for RT Gem and R CMi). Table 1 lists JHKL magnitudes for six of the stars under discussion, obtained on the 0.75-, 1.0-or 1.9-m telescopes at SAAO as specified in the table. The photometry is on the SAAO system as defined by Carter (1990) . It is accurate to better than <0.03 mag at JHK and better than <0.05 mag at L. Note that a small number of the older measurements of R CMi and TV Vel were reported by Catchpole et al. (1979) . The measurements listed here differ slightly from those in the earlier paper as they have been corrected to Carter's improved values for the standard stars.
CN Per was observed on 1996 August 8 with the 1.5-m Carlos Sanchez telescope at the Teide Observatory on the island of Tenerife, with the following result: J:7. 02, H:5.81, K:4.98 .
T H E F I T T I N G P R O C E D U R E
In Table 2 some general parameters of the stars are listed. The sample is a selection of Miras, ranging from stars with low-to-moderate mass-loss rates to the reddest carbon stars known. The stars have been selected for the availability of as many flux determinations over as large a wavelength region as possible, and cover the whole range of known Mira periods. Table 2 lists the IRAS and GCVS names, the pulsation period, the full amplitude in the K bound when available, the luminosity derived from equation (4), the galactic coordinates, the interstellar extinction in the V band (see below), the terminal gas velocity of the envelope, and the references to the photometry used to construct the SEDs. LRS spectra are either taken from the LRS atlas (1986), or from the data base available at the University of Calgary. The LRS spectra are corrected according to Cohen, Walker & Witteborn (1992) . No LRS spectra are available for Y Per, R Ori and RT Gem. Y Per is nevertheless included, as it is the carbon Mira with the shortest pulsation period. For RT Gem a UKIRT 7-13 m spectrum is available, and for R Ori an AAT spectrum.
The interstellar extinction at V was estimated, either from Neckel & Klare (1980) (who list observed values of A V as a function of galactic coordinates and distance) for stars with "b" 7°. 6, or from Burnstein & Heiles (1982) for those with "b"910°. Parenago's (1940) model was used for those stars outside of the range covered by these two papers, and to obtain a second estimate for those in range (see Groenewegen et al. 1992 for the exact form). The estimates of A V usually agree, and the adopted values are listed in Table 2 .
The fitting procedure is as follows. Typically, four values for the dust temperature at the inner radius (T inn ) are chosen. The mass-loss rate (assumed constant) is varied to fit the (shape of the) SED and mid-infrared spectra. The distance is determined by demanding that the predicted and observed mean near-infrared magnitudes agree. The SiC feature is fitted by changing the (mass) ratio SiC/AMC. This last step is straightforward, since the strength of the SiC feature turns out to scale linearly with the adopted SiC/ AMC ratio. In choosing the best value for T inn , equal weight is given to the fits of the SED and the LRS spectrum. If necessary, the aforementioned steps are repeated for the final choice of T inn . For most stars the default value of 2500 K for the effective temperature of the central star gives good results. For some stars a different value gives better results. The formal errors in the mass-loss rate and T inn are estimated to be 20 per cent (3 ).
For two stars interferometric visibility curves are fitted as well. IRCǹ10216 is discussed in detail in Groenewegen (1997a) . A best-fitting grain size of 0.16 m was derived. For IRAS 15194251125 the K-and L-band visibility curves as presented by Lopez et al. (1993) were fitted. A best-fitting grain size of 0.10 m is derived.
The best-fitting models are shown in Figs 1-43, except that of CW Leo which is extensively discussed in Groenewegen (1997a). The spectra have been corrected for interstellar extinction using A V from Table 2 and the interstellar extinction curve of Cardelli, Clayton & Mathis (1989) . The corresponding model parameters are included in Table 3 , which lists the IRAS name, the temperature of the dust at the inner radius, the effective temperature of the central stars, the dust mass-loss rate (assuming the standard values for the dust opacity dust-to-gas ratio, and furthermore assuming that the dust velocity equals the gas velocity, thereby neglecting the drift velocity; see Section 6), the inner dust radius, the ratio of SiC to AMC, the derived distance for the assumed luminosity from Table 2 , the optical depth at 11.33 and 0.5 m, the flux-weighted optical (a) Between parentheses the references for the pulsation period: 1:GCVS (Kholopov et al. 1985) , 2: Jones et al. (1990) Cohen & Kuhi (1977 ), 9:Cohen (1984 , 10: Dyck, Lockwood & Capps (1974 ), 11:Eggen (1975 ), 12:Epchtein et al. (1987 , 13:Epchtein, Le Bertre & Lépine (1990 ), 14:Forrest, Gillett & Stein (1975 ), 15:Fouqué et al. (1992 ), 16:Gehrz & Hackwell (1976 ), 17:Gehrz et al. (1984 ), 18:Gillett, Merrill & Stein (1971 ), 19:Gosnell, Hudson & Puetter (1979 ), 20:Grasdalen et al. (1983 , 21: ), 22:Groenewegen, de Jong & Baas (1993 ), 23:Groenewegen et al. (1994 ), 24:Groenewegen (1997a ), 25:Guglielmo et al. (1993 ), 26:Hackwell (1972 ), 27:Jones et al. (1990 ), 28:Jørgensen & Westerlund (1988 ), 29:Joyce et al. (1997 , in preparation), 30:Kholopov et al. (1985 , 31: Landolt (1968 ), 32:Landolt (1969a ), 33:Landolt (1969b ), 34:Landolt (1973 ), 35:Lázano et al. (1994 ), 36:Le Bertre (1988a , 37:Le Bertre (1992), 38: Lebofsky & Rieke (1977) , 39: Lebofsky et al. (1978 ), 40:Lockwood (1972 ), 41:Lockwood (1974 ), 42:Lockwood (1985 , 43: Low et al. (1976 ), 44:Meadows, Good & Wolstencroft (1987 ), 45:Merrill & Stein (1976 ), 46:Munari et al. (1992 , 47: Neugebauer & Leighton (1969 ), 48:Ney & Merrill (1980 ), 49:Nicolet (1978 , 50: Noguchi et al. (1981) , 51: Olson & Richer (1975 ), 52:Omont et al. (1996 , 53: Price & Murdock (1983 ), 54:Richer (1971 ), 55:Simon (1976 ), 56:Strecker & Ney (1974 , 57: Sopka et al. (1985) , 58: Walker (1979) , 59: Whitelock et al. (1997 ), 60:Woolf (1973 , 61:this paper. In addition, the IRAS PSC or FSC flux densities and IRS spectra (when available), corrected according to Cohen et al. (1992) , or newly obtained mid-IR spectra (see Section 4) are used. depth (defined as F (r):Z F (r) d /Z F (r) d ), the fluxweighted extinction coefficient for a grain size of 0.1 m, and a remarks column which usually gives the number in the AFGL catalogue, as an alternative for the GCVS name listed in Table 2 .
The derived dust mass-loss rates are subject to the following systematic effects. Following equation (1), the mass-loss rate scales like #R * v e / , where is the dust opacity. For Table 3 may be systematically too high by about a factor of 2.
The fits to the SEDs and mid-IR spectra are generally of good quality. Problems can arise when there is little observational data (e.g., CN Per; Fig. 2 ). The bad fits may in some cases also be due to the simple blackbody approximation for the emission from the central star, in particular when the mass-loss rate is small and the photospheric contribution to the total flux becomes important.
As found in G95, the -SiC opacity provides good fits to the observed features in most cases. When it does not, the observed feature peaks at shorter wavelengths [e.g., AFGL 24 M. A. T. Groenewegen et al. © 1998 RAS, MNRAS 293, 18-42 489 (Fig. 5 ), R Lep (Fig. 9) ]. A special case is that of the reddest stars, like AFGL 190 and 3068. There have been claims that the SiC feature goes into absorption (Jones et al. 1978; Lequeux & Jourdain de Muizon 1990; Justtanont et al. 1996) for such stars. For comparison, AFGL 3068 (Fig. 42 ) is fitted with pure AMC, while for AFGL 190 (Fig. 1) an attempt was made to fit the LRS spectrum with AMC plus SiC. It is clear that neither model fits well. There may be SiC present in both circumstellar shells, but apparently the standard absorption coefficient, which is very successful in explaining most other observed features, does not work here. Note that in other stars which have comparably large optical depths [e.g., AFGL 865 (Fig. 11) , AFGL 2494 (Fig.  33) , or AFGL 2513 (Fig. 34) ] a small fraction of SiC is required to obtain good fits to the LRS spectra.
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T H E T O TA L M A S S -L O S S R AT E A N D D U S T-T O -G A S R AT I O
From the radiative transfer modelling the dust mass-loss rate has been derived. The values listed in Table 3 assume an opacity at 60 m of 68 cm 2 g 21 and a dust velocity equal to the gas velocity. In this section the total mass-loss rate, the correction for the drift velocity, and the dust-to-gas ratio are estimated.
The gas mass-loss rate can be derived, e.g., from CO observations. In a parallel study we have obtained new CO observations and their analyses will be presented in a separate paper. Here, the total mass-loss rate will be derived from equations similar to those in Ivezić & Elitzur (1995) and Netzer & Elitzur (1993) 
where F is the flux-weighted optical depth at infinity, L is the luminosity in solar units, v e is the terminal gas velocity, v 0 is the gas velocity, in km s 21 , at the dust condensation radius, and is the ratio of radiation pressure to gravitational pull. The mass-loss rate can be derived when is known. Its relation to physical quantities can be written down exactly (see Appendix A), but it is then in a form which is not suitable for practical calculations. In Appendix A an approximation is made which leads to the following form: where c is the speed of light, G is the gravitational constant, and M * is the mass of the star; the other symbols have been defined previously. This approximation should yield accurate results when is large, so its precise value does not influence the derivation of the mass-loss rate. For small values of the accuracy may be less, but the results should still be more realistic than those obtained by assuming that is large.
We also define a quantity y 0 as follows:
and Y2 (12Z12y 0 )/y 0 . The derivation of the mass-loss rate and dust-to-gas ratio then proceeds as follows.
(i) Choose values for the grain size (a), the opacity at 60 m ( ), the mass of the star (M * ), and the gas velocity (v 0 ) at the condensation point. Calculate the effective absorption coefficient by multiplying the value in Table 3 by (a/ 0.1 /68), and the dust mass-loss rate by multiplying the value in Table 3 by ( /68), and divide by Y (equation 8) to get the first-order correction for the effect of the dust velocity law (this is explained in Appendix A). Initially set to a large value.
(ii) Calculate the mass-loss rate using equation (5) with the values of L, v e and F from Tables 2 and 3. (iii) Calculate the drift velocity (v drift ) from equation (2). (iv) Calculate the dust mass-loss rate, by multiplying the value found under step (i) by (v e ǹv drift )/v e , and then the resulting dust-to-gas ratio ( ). (vi) Go to step (ii), and iterate until the value of has converged. This procedure can be followed for all stars, except those without detected gas expansion velocity, and those for which no dust mass-loss rate could be derived.
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Models have been run using this procedure for five different sets of parameters: model A, with the default param- (model E). The results are collected in Table 4 , where the mass-loss rate, the dust-to-gas ratio, and the drift velocity are listed. velocity. The dust mass-loss rate, and hence , change slightly due to the different drift velocity. remains constant, however, as the same term with the drift velocity (v e ǹv drift ) appears in equation (6). The effect of increasing 60 is first of all to increase Q. This leads to higher drift velocities. A second effect is that the dust mass-loss rate (even apart from the change in the drift velocity) must decrease, to keep the optical depth constant (equation 1).
remains constant, as the direct effects of the change in Q and cancel, as well as the secondary effect due to the change in v drift . The effect of increasing M * is to lower , which lowers the mass-loss rate, which in turn changes the drift velocity and . The effect of increasing v 0 is to increase the mass-loss rate, which in turn affects all other parameters. 

D I S C U S S I O N
Mass-loss rate and dust-to-gas ratio
In Fig. 44 the mass-loss rates and dust-to-gas ratios as derived from model A in Table 4 are plotted against pulsation period and luminosity (the filled squares). There is a good correlation between logṀ and log L and log P over the entire range. Least-squares fitting on the 36 data points gives the following results: 
The results for models B-E are insignificantly different. As we assumed a P-L relation from the start, these relations are not independent. If we had assumed a constant lumino-
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© 1998 RAS, MNRAS 293, 18-42 sity for all stars, we still would have found a significant relation between mass-loss rate and pulsation period. Whitelock (1990) and Whitelock et al. (1994) derived the mass-loss rates for oxygen-rich Miras in the Galactic Bulge and at high galactic latitude, respectively. The dashed polygon in Fig. 44 indicates the region wherein most of the former sample is located, while the dotted polygon indicates the region wherein most of the latter sample is located.
The relations for oxygen-rich and carbon Miras appear to be similar. There are some caveats, however. The mass-loss rates for the oxygen-rich Miras were not derived from model fits to the SEDs, but from Jura's (1987) formula which relates mass-loss rate to the IRAS flux, luminosity, mean wavelength of the emergent light, dust-to-gas ratio and expansion velocity. Whitelock assumed a constant dustto-gas ratio and a constant expansion velocity for all of the stars in a given sample. As we show below, the dust-to-gas ratio for carbon stars appears to be a function of period, and there is a large spread in expansion velocity at a given period. If the same holds for oxygen-rich stars, then there will be systematic uncertainties in the derived mass-loss rates of the two samples of oxygen-rich Miras.
The dust-to-gas ratio appears to be rather constant at a value of 0.0025 up to P:500 d, or L:7900 L ᖿ , and then to increase markedly to values up to 0.015. AFGL 3068 appears to have an extremely high dust-to-gas ratio of about 0.02. The absolute values of the derived ratio depend somewhat on the model (see Table 4 ), but the trend remains the same. Fig. 45 shows the relation between the mass-loss rate and the amplitude of variability in the K band. As is well known, larger amplitude implies larger mass-loss rate. A leastsquares fit, excluding the open symbols which represent the stars for which no mass-loss rate could be derived, and the two stars at Ṁ :10 27 M ᖿ yr 21 , is logṀ:(0.62<0.07) K2(6.12<0.10) :0.14. (11) A similar plot for oxygen-rich Miras was shown by Whitelock (1990) and Whitelock et al. (1994) for the samples of oxygen-rich stars discussed above. The dashed polygon indicates the region within which most of the Galactic bulge stars are located, and the dotted polygon the region within which most of the high-latitude Miras are located. There is considerable overlap between these regions.
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© 1998 RAS, MNRAS 293, 18-42 For some stars, and some models, the drift velocities are larger than 20 km s 21 . This is the approximate limit where sputtering is thought to destroy dust grains (Salpeter 1977) , although Krüger & Sedlmayr (1997) put the limit at 40 km s 21 . As can be seen from Table 4 , and as discussed above, smaller grains than the default value of 0.1 m make the drift velocity smaller. This has no influence on the mass-loss rate, and a small effect on the dust-to-gas ratios. Fig. 46 shows the observed expansion velocity plotted versus luminosity and pulsation period. The correlation is poor. A similar result was found by Wood (1990) for oxygen-rich Miras, although he nevertheless had the courage to fit a straight line through his data points: the dotted line in Fig.   46 . Lépine, Ortiz & Epchtein (1995) found a relatively good correlation for OH/IR stars with periods up to 700 d, shown as the dashed line in Fig. 46 .
Expansion velocity
In order to make a more general comparison between oxygen-rich and carbon-rich Miras, we selected from the literature data on the CO and/or OH expansion velocities of oxygen-rich Miras and OH/IR stars with known periods. More details on the selection procedure can be found in Appendix B. The results are plotted as the dots in the bottom panel of Fig. 46 .
There is a good deal of overlap between the regions occupied by oxygen-rich and carbon-rich stars, although for periods below 600 d the carbon stars appear to lie systematically above the oxygen-rich Miras. For large periods the expansion velocities seem to level off. For both oxygen-and carbon-rich stars there is a scatter of up to a factor of 2 in velocity at a given period.
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Comparison with theoretical models
Two groups (Berlin and Vienna) calculate radiation-hydrodynamical models of the atmospheres and circumstellar shells of carbon-rich, long-period variables which include dust formation (see Höfner et al. 1996 for details and a comparison between the two groups). In this section we compare selected models with our derived parameters.
From the Vienna group we take the models of Höfner & Dorfi (1997) . As pulsation period and luminosity are independent variables in these models, some combinations they calculate are not in agreement with the P-L relation we use in this paper. We therefore restrict ourselves to the following models (in their notation): P1, P2, P4, P5 (650 d, 10 000 L ᖿ ), R5, R5C (295 d, 5000 L ᖿ ), R7, R7C20, R7C18 (390 d, 7000 L ᖿ ). In all cases the stellar mass is 1 M ᖿ in these models. The differences between the models of a given period and luminosity are the C/O ratio (for the 295-and 390-d models) and/or the effective temperature.
From the Berlin group we take the following models from Fleischer, Gauger & Sedlmayr (1992) and Arndt, Fleischer & Sedlmayr (1997) , again only those with luminosities in accordance with our adopted P-L relation. In their notation these are: from . Again the differences between models with the same period and luminosity are in stellar mass, effective temperature, C/O ratio and/or piston velocity amplitude. Additionally, we take the models specifically designed to fit IRCǹ10216 (Winters, ; 650 d, 24 000 L ᖿ ), which is a combination of period and luminosity that does not fit our P-L relation, and AFGL 3068 ; 696 d, 13 000 L ᖿ ). Note that the models were not all calculated with exactly the same physics (see Arndt et al. 1997 for details).
All of the models provide mass-loss rates, time-averaged dust-to-gas ratios and expansion velocities. In general, the mass-loss rates that these models predict are in good agreement with observed values derived in the present paper (Fig. 44) , the exception being the models 36 M. A. T. Groenewegen et al. © 1998 RAS, MNRAS 293, 18-42 Figure 44 . Mass-loss rate and dust-to-gas ratio, according to model A in Table 4 , versus pulsation period and luminosity (filled squares). The crosses plotted at a mass-loss rate of 2 10 29 M ᖿ yr 21 ande :0 are stars without measured expansion velocity or for which no dust massloss rate could be derived. The solid lines are least-squares fits (see equations 9 and 10). specifically designed to fit IRCǹ10216 and AFGL 3068 . Apart from having a luminosity inconsistent with the P-L relation, their proposed mass-loss rate of 1.2 10 24 M ᖿ yr 21 for IRCǹ10216 is larger than the upper limit of 4 10 25 yr 21 derived by Keady & Ridgway (1993) from the non-detection of the H 2 S(1) rotation line of 17.0 m. We find a mass-loss rate of (1.1-1.3) 10 25 M ᖿ yr 21 . Regarding the dust-to-gas ratio there is good agreement for short periods and low luminosities, in particular if one considers that there may be systematic uncertainties due to the uncertainty in the absolute values of the dust opacity. For longer periods and higher luminosity there is a systematic difference in the sense that the theoretical models predict similar, and observations suggest higher, dust-to-gas ratios than at shorter periods.
Regarding the expansion velocities (Fig. 46) , one notices that the theoretical models predict velocities for shortperiod/low-luminosity Miras which are too large compared with observations. This could be partly because the theoretical models neglect the drift velocity and thus predict the dust velocity, while the velocity which is observed is that of the gas. On the other hand, it is also clear that the C/O ratio predominantly determines the final velocity in the theoretical models. This is nicely demonstrated by the Vienna models at 7000 L ᖿ , or 390 d. As the C/O ratio goes up from 1.8 to 2.0 to 2.5, the expansion velocity goes up from 7 to 21 to 33 km s 21 , with all other parameters remaining the same. The observations therefore suggest a C/O ratio between 1.8 and 2.0 for stars of these luminosities. The two Berlin models at 5000 L ᖿ (periods of 350 and 400 d) are in good agreement with the observations. They are calculated with C/O ratios of 1.50 and 1.60. At the shortest periods, the two Vienna models are calculated with C/O ratios of 2.30 and 2.50. The observations therefore imply C/O ratios smaller than about 2. At the lowest luminosities the four Berlin models are calculated with C/O ratios of 1.50 and 1.70. Again the observations imply C/O ratios smaller than this. This is consistent with the C/O ratios determined in 30 carbon-rich semiregular and irregular variables with little or no dust by Lambert et al. (1986) , who find that the largest C/ O ratio is 1.6, and 50 per cent of the stars in their sample have C/O1.1. An increase of the C/O ratio with luminosity is also consistent with an evolutionary picture in which stars with higher luminosity evolve from stars of higher initial mass; these have experienced more thermal pulses and thus dredged-up more carbon (see the scenario by Groenewegen et al. 1995) .
The reason why the Berlin and Vienna groups calculate models with low luminosity only for large C/O ratios is that only under these conditions do their models predict outflows. This reveals a limitation of the current state of modelling. It could imply there is an additional outward-directed force besides radiation pressure on dust, possibly radiation pressure on molecules (Jørgensen & Johnson 1992) , acoustic waves (Pijpers & Habing 1989) , or Alfvén waves (Hartmann & MacGregor 1980) . Alternatively, the flow may not be homogeneous, but clumpy, which could lead to localized dust formation. Clumpy structures are seen in the CO emission around the carbon stars with detached shells (e.g. Bergman, Carlström & Olofsson 1993; Olofsson et al. 1996) .
Colour versus optical depth
The procedure outlined in Section 6 to obtain the mass-loss rate and dust-to-gas ratio, under the assumption that massloss is driven by radiation pressure on dust, requires knowledge of the flux-weighted optical depth, F . Unless one does the radiative transfer modelling, this quantity is unknown. Ivezić & Elitzur (1995) proposed a calibration of F against ( F ) 60 /F, not only for carbon-rich dust but also for silicate dust. In Fig. 47 F is plotted against ( F ) 60 /F, J2K, K2L and 12225 colour. The relation suggested by Ivezić & Elitzur (1995) is represented by the solid line. Our results differ significantly from their best fit. The reason is not immediately obvious. One reason for the discrepancy is that their line is intended to fit not only their results for a grain mixture of SiC and AMC (in a fixed ratio of 1: 4), but also silicatesǹAME, olivineǹsilicates, and pure silicates and AMC. Their result for a mixture of SiCǹAMC lies above the general fit and is also curved, similar to our result. Nevertheless, the differences in Fig. 47 are larger than can be accounted for by this effect alone.
Colour versus period relations
In a recent paper, Lepine et al. (1995) discussed some relations between colours and pulsation period and/or luminosity for OH/IR stars. Here we attempt to extend this to a larger sample of oxygen-rich stars and make a comparison with the carbon star sample.
In order to circumvent the effect of variability, and the different photometric systems on which the infrared data were taken, we did not take the original observational data, but instead convolved our final model fits of the carbon stars with the ESO JHKLM and IRAS photometric filter response curves, and applied the appropriate zero-points to obtain unreddened synthetic colours (see Groenewegen 1997b) .
For the oxygen-rich stars this is not possible, and therefore the observed colours are shown without reddening correction. The sample selection of the oxygen-rich Miras and OH/IR stars is discussed in Appendix B. It is important to note that only photometry on the ESO system is plotted.
In Fig. 48 the synthetic colours of the carbon stars (open squares), and the observed colours for the oxygen-rich Miras and OH/IR stars (dots) are plotted against pulsation period (bottom three panels); these are all on the IRAS and ESO systems. There is a clear trend that redder colours are associated with longer periods. In fact, for periods longer than 450 d one may make a rough estimate of the period from the colours, if a given carbon star is thought to be a Mira variable but its period has not been determined. This could be particularly useful in statistical studies when large sets of infrared photometry are available of stars (e.g., the up-coming large-scale DENIS and 2MASS infrared surveys) for which no periods will generally be available.
The oxygen-rich and carbon stars behave similarly in the J2K and K2L colour plots, but there is a significant offset in the 12225 colour. This is due to the strong silicate emission feature in oxygen-rich stars with optically thin shells. In the top panel of Fig. 48 the 12225 versus K2L colour-colour plot is shown (e.g. Epchtein et al. 1987) . As shown in that paper, and confirmed here, oxygen-rich and carbon stars separate nicely in this colour-colour diagram. In practice, this means that in statistical studies one can use the 12-25 versus K-L plots, or similar colour-colour plots, to distinguish carbon stars from oxygen-rich stars, and then use the colour versus period plots to infer the period. One could then use a P-L relation to obtain the luminosity, and thus derive a distance estimate from the observed flux and a suitable bolometric correction (e.g. Groenewegen 1997b). 
A C K N O W L E D G M E N T S
A P P E N D I X A : A S E L F-C O N S I S T E N T D E T E R M I N AT I O N O F M A S S -L O S S R AT E A N D E X PA N S I O N V E L O C I T Y ?
There has been much debate on the meaning and applicability of the formula Ṁ :L/(cv e ). It has been argued that the true mass-loss rate must be lower than that derived from this equation (see, e.g., Jura 1984 , Zuckerman & Dyck 1986 and Vassiliadis & Wood 1993 . However, this is not the case (see Salpeter 1974 and Gail & Sedlmayr 1986) .
Recently, Netzer & Elitzur (1993) and Ivezić & Elitzur (1995) showed that Ṁ [v(r)2v(r inner )]: F (r)L/c, oṙ Mv e : F (L/c) (121/ ) (when gravity is included) are the correct formula, where is the ratio of the radiative to gravitational force.
In these equations, the gas velocity is usually assumed to be known, e.g., taken from CO and/or OH observations. In other words, if were known, and the flux-weighted optical depth derived from radiative transfer modelling, the massloss rate could be calculated.
As shown below, the value of can be written down exactly, but is then in a form not suitable for practical application. A second point discussed below is that the same basic force equation can be solved to give the velocity structure. Since the terminal velocity of the wind is known from observations, this in principle gives a constraint on the radial dependence of the opacity in the wind.
The momentum equation for the gas, assuming that the outward force is radiation pressure, is 
