Hard-core/soft shell (HCSS) particles have been shown to self-assemble into a remarkably rich variety of structures under compression due to the simple interplay between the hard-core and soft-shoulder length scales in their interactions. Most studies in this area model the soft shell interaction as a square shoulder potential. Although appealing from a theoretical point of view, the potential is physically unrealistic because there is no repulsive force in the soft shell regime, unlike in experimental HCSS systems. To make the model more realistic, here we consider HCSS particles with a range soft shell potential profiles beyond the standard square shoulder form and study the model using both minimum energy calculations and Monte Carlo simulations. We find that by tuning density and the soft shell profile, HCSS particles in the thin shell regime (i.e., shell to core ratio r 1 /r 0 ≤ √ 3) can form a large range of structures, including hexagons, chains, squares, rhomboids and two distinct zig-zag structures. Furthermore, by tuning the density and r 1 /r 0 , we find that HCSS particles with experimentally realistic linear ramp soft shoulder repulsions can form honeycombs and quasicrystals with 10-fold and 12-fold symmetry. Our study therefore suggests the exciting possibility of fabricating these exotic 2D structures experimentally through colloidal self-assembly. These authors contributed equally to this work rounded by a shell of hydrophilic blocks. 7 1-12 | 1 arXiv:2003.04830v1 [cond-mat.soft] 
Introduction
One of the distinguishing features of soft matter systems is the presence of a wide variety of interactions. The subtle interplay between the different types of interactions leads to a very rich selfassembly behaviour. An outstanding example of this is the case of hard-core/soft-shell (HCSS) particles which interact through an isotropic pair potential consisting of two characteristic lengthscales, a short range hard-core potential and a longer-range soft shoulder repulsion (see Figure 1 (a)). Experimentally, such a potential can arise for example in microgel particles with a higher cross-link density in the core compared to the corona 1,2 , rigid colloidal particles decorated with a soft polymeric layer [3] [4] [5] [6] , or block copolymer micelles consisting of a core of hydrophobic blocks sur-Jagla 8, 9 was the first to show that when HCSS particles are compressed in two dimensions (2D), they can self-assemble into a surprisingly rich variety of anisotropic structures beyond the simple hexagonal structures that one would expect for spherical particles with isotropic interactions. These structures include stripes, squares, rhomboids and other complex crystal structures containing more than one particle per unit cell. Since the pioneering work of Jagla, a great variety of other structures have been found theoretically for HCSS particles in 2D including labyrinths, 10 cluster and inverse cluster phases [11] [12] [13] [14] and quasicrystals of various symmetries. 8, [15] [16] [17] [18] Remarkably, this rich variety of patterns is generated from a simple competition between the hard-core and soft-shoulder length scales in the interaction. 4, 12, 15, 19 Specifically, when the core-shell particles are compressed such that their shells begin to touch, provided the profile of the soft repulsive shoulder is flat enough so that the energy difference between fully and partially overlapping shells is small, the system can minimise its energy by fully overlapping neighbouring shells in some directions (i.e. so that the cores touch) in order to prevent the overlap of shells in others (i.e., so that the shells touch).
Most theoretical studies of HCSS particles in the literature model the soft shell interaction as a square shoulder potential. Although appealing from a theoretical point of view, this potential is physically unrealistic in the sense that it does not generate a repulsive force in the soft shell regime because the potential is flat. 17 This situation is in contrast to real HCSS systems, e.g., colloids decorated by grafted polymers, where the interaction potential is not flat [20] [21] [22] , and a finite repulsive force therefore exists when the soft shells of neighbouring particles overlap. To overcome this, here we consider HCSS particles with a range soft shell potential profiles beyond the standard square shoulder potential, including the linear ramp potential which is experimentally more realistic. 4 Note that a recent study by Schoberth et al 17 also considers HCSS particles with non-square soft shoulder interactions, although the range of soft shoulder potentials considered in that study are different from the ones considered here.
To simplify our discussion, we focus on HCSS particles in the 'thin' shell regime, which we define as the case where the soft shoulder to hard core length scale ratio r 1 /r 0 < √ 3. The significance of √ 3 in this context is that shell overlaps beyond nearest neighbour particles are only possible when r 1 /r 0 > √ 3. We study the self-assembly of two-dimensional HCSS particles in this regime by performing both minimum energy calculations and finite temperature Monte Carlo (MC) simulations.
For our minimum energy calculations, our goal is to find a minimal model that captures the essential physics for the self-assembly of the system into periodic structures. In ref. 4, 5 , we performed a preliminary analysis where we considered minimum energy configurations (MECs) containing only one particle per unit cell. The one-particle model is able to reproduce the hexagonal, square and chain structures that are found experimentally in ref. 4, 5 , but it is not capable of generating the more complex periodic structures found in more elaborate models. 8, 9, 13, 14 In this paper, we therefore extend our calculations to include structures that contain up to two particles per unit cell.
Surprisingly, we find that this simple extension is sufficient to reproduce the periodic structures found from more sophisticated Genetic Algorithm calculations (which include up to 15 particles per unit cell). 13, 14 The MECs we find are also corroborated by our MC simulations. This good agreement demonstrates that our two-particle model is sufficient to capture many of the periodic structures that are accessible to HCSS particles in the thin shell regime. Our results for the phase diagram reproduce the broad features found by Jagla in his seminal studies, 8, 9 but correct a number of important discrepancies in those studies arising from the incomplete set of MECs that were used. 9 The model also allows us to predict the conditions under which HCSS particles in the thin shell regime can form the honeycomb lattice.
In addition to using MC simulations to check the accuracy of our minimum energy calculations, the MC simulations also allow us to study non-periodic structures such as quasicrystals. Specifically, by tuning both the ratio r 1 /r 0 and density, we show that HCSS particles with a linear ramp soft shoulder potential can form dodecagonal (i.e., 12-fold symmetric) and decagonal (i.e., 10-fold symmetric) quasicrystals. These results are in excellent agreement with previous studies of HCSS particles with a square shoulder repulsion. 15, 16 However, since linear ramp potentials are more experimentally realistic, 4 our study suggests the exciting possibility of forming these 2D quasicrystalline structures experimentally through colloidal self-assembly.
Theoretical Methods

Hard-Core/Soft-Shoulder Potential
We assume that the particles in our system interact through the generic hard-core/soft-shoulder potential proposed by Jagla 9
where r 0 , r 1 are the range of the hard-core and soft-shoulder repulsion respectively, U 0 is the shoulder height and the parameter g controls the profile of the soft shoulder, going from no shoulder (g = 0), via a linear ramp (g = 1) to a square shoulder (g = ∞) as we increase g (see Figure 1 (a)). As mentioned in the Introduction, we consider thin shell HCSS particles in this paper where
Note that most theoretical studies of HCSS particles in the literature focus on hard-core/square shoulder potentials, i.e., g = ∞. In this paper, we consider variable g in order to study the impact of g on the phase behaviour of HCSS particles.
Minimum Energy Calculations
In order to determine the equilibrium structures formed by HCSS particles when they are compressed in two dimensions, we first calculate the minimum energy configurations (MECs) of the system, i.e., the equilibrium structure at zero temperature. The zero temperature regime is relevant so long as the energy scale of the soft-shell repulsion is much greater than the thermal energy, i.e., U 0 k B T , or equivalently the reduced temperature T * ≡ k B T /U 0 1, a condition that is easily satisfied in many experimental systems. 4, 5 As mentioned in the Introduction, we perform a comprehensive exploration of all two-dimensional structures containing (up to) two particles per unit cell. Specifically, we can define the unit cell as a parallelogram spanned by two lattice vectors a = a(1, 0), b = aγ(cos φ , sin φ ), where φ is the angle between the lattice vectors, γ = b/a is the aspect ratio of the unit cell and a, b are the lattice constants (see Figure 1 (b)). Within this unit cell, the first particle is at (0, 0) (without loss of generality) while the second particle is at r = αa + β b, where α, β ∈ (0, 1) are the coordinates of the second particle in the lattice basis set.
When calculating the zero temperature phase diagram, it is convenient to work in the NPT ensemble where the area per particle is variable. This is because the system exists as a single phase in the NPT ensemble except at the coexistence pressure between two or more phases. Specifically, parameterising the area per particle as
where is the lattice constant of the system in the hexagonal phase, and noting that the area per unit cell is a 2 γ sin φ , for two particles per unit cell, the lattice constant a is fixed by the condition (a 2 γ sin φ )/2 = . Note that the number density of HCSS particles (i.e., number of particles per unit area) is given in terms of the parameter by ρ = 2/( √ 3 2 ) while the core area fraction is given by η = πr 2 0 /(2 √ 3 2 ). In the NPT ensemble, the equilibrium state is found by minimising the Gibbs free energy, or more specifically by minimising Fig. 1 (a) Jagla potential with energy scale U 0 , hard-core range r 0 , soft shell range r 1 and different values for the soft shell profile parameter g. The dotted lines on the left and upper right correspond to g = 0 (no shoulder) and g = ∞ (square shoulder), respectively. (b) Unit cell containing two particles used in our minimum energy calculations, where a, b are the lattice vectors, φ is the unit cell angle and the thick and thin circles represent the particle core and corona, respectively. (c) Zero temperature phase diagram for HCSS particles with r 1 /r 0 = 1.5 in the g and reduced pressure P * plane. The dotted, dashed and dotted dashed vertical lines correspond to the state points for which we performed Monte Carlo simulations in Figure 2 . (d) Representative minimum energy configurations (MECs) for r 1 /r 0 = 1.5. Note that the hexagonal structure (HEX) shown is the low density hexagonal lattice (i.e., HEXL, no overlap of shells).
the enthalpy when we are at zero temperature. For our HCSS particles, the enthalpy per particle for crystal structures containing one particle per unit cell is given in ref. 4 , while for crystals containing two particles per unit cell it is
is the HCSS potential given by Eq. (1). The first term on the right hand side of Eq.(2) represents the interaction energy per particle calculated via lattice sums, while the second term is the surface pressure P (i.e., force per unit length) times the area per particle. Specifically, the first and second sum inside the square brackets represent the interactions between like particles (i.e., particle 1-particle 1 or particle 2-particle 2) and unlike particles (i.e., particle 1-particle 2) respectively and the factor 1 2 outside the square bracket converts the interaction energy per unit cell to the interaction energy per particle. Both summations run over all integer values of h, k satisfying |ha + kb| ≤ r c (except for h, k = 0 in the first sum), where r c is the cut-off radius for interactions. Since we are considering the thin shell regime where r 1 /r 0 < √ 3, we are able to use a very short cut-off length of r c /r 0 = 2.
In order to calculate the zero temperature phase diagram, we determined the MECs of the system as a function of r 1 /r 0 , g and P (the parameter U 0 is irrelevant at zero temperature) by minimising H given in Eq. (2) with respect to the lattice parameters φ , γ, , α and β . Since this is a relatively high dimensional minimisation, the minimisation proceeded via several stages. We first minimised H over a relatively wide range of values for the lattice parameters to obtain an initial estimate for their equilibrium values. We then further minimised H over a much smaller range around these initial estimates to obtain more refined estimates for the equilibrium lattice parameters. Finally, these refined estimates were used to guide us in finding exact values for the equilibrium lattice parameters using geometry (see Supplementary Information).
Monte Carlo Simulations
Monte Carlo (MC) Simulations were performed in the NVT ensemble in order to mimic the experiments in ref. 4, 5 where monolayer area rather than surface pressure was controlled. The simulations were carried out using a standard Metropolis scheme for 1024 particles contained in a rectangular box with aspect ratio 2 :
√ 3 and periodic boundary conditions. One of the challenges of studying the thin shell regime is the fact that the area fraction of the hard-cores is high, making it difficult to equilibrate the system. 8 In order to overcome this problem, long simulations and very gradual quenches were used. Specifically, for each particle area fraction, the particles were first disordered at T * = ∞ (i.e., hard core repulsion only) and then brought to the final reduced temperature of T * = 0.01 through successive stages of T * = 0.3, 0.2, 0.1, 0.06, 0.03, 0.01. At each stage, the system was equilibrated for 10 5 attempted moves per particle with an acceptance probability of around 30%.
Results & Discussions
Phase Behaviour in the g − P * Plane
Figure 1(c) shows the zero temperature phase diagram in the g versus reduced pressure P * = r 2 0 P/U 0 plane for r 1 /r 0 = 1.5 while Figure 1(d) shows the corresponding MEC structures.
For g ≥ 1, the soft shoulder profile is flat enough so that (under compression) it is energetically favourable for neighbouring shells to be either fully overlapped or not overlapped. This is shown for example by the fact that for g ≥ 1, the hexagonal phase at low pressures corresponds to the low density hexagonal phase (HEXL, no overlap of corona) and at high pressures to the high density hexagonal phase (HEXH, full overlap of corona). This simple interplay between the hard-core and soft-shoulder length scales also leads to anisotropic MECs at intermediate pressures where all the lattice parameters of the MEC can be calculated exactly from geometry for g ≥ 1 (see Supplementary Information).
For g ≥ 2, the phase boundaries in Figure 1 (c) become independent of g, with the same sequence of phases being observed as we increase P * , going from the low density hexagonal phase (HEXL) to chains (CH), to what we shall call the zig-zag 1 phase (ZZ1) and finally to high density hexagons (HEXH), see Figure 1 
On the other hand, for 1 ≤ g ≤ 2, an additional phase, which we shall call the zig-zag 2 phase (ZZ2), emerges in between HEXH and ZZ1. Both ZZ1 and ZZ2 contain two particles per unit cell (see Figure 1 in Supplementary Information) and have their particles aligned along chains. However, the chains in both phases are not straight like in the CH phase, but have a zig-zag shape in order to accommodate the larger number of shell overlaps arising from the higher compression. Alternatively, ZZ1 and ZZ2 can be viewed as being made up of elongated six-particle rings, and these six-particle rings are a characteristic motif for both zig-zag phases. The main difference between ZZ1 and ZZ2 is the fact that the chains are slightly staggered with respect to each other in ZZ1 (so that there is no rectangular order), while they are in register with each other in ZZ2 (so that there is rectangular order), see Figure 1 (d).
In contrast, for g < 1, the repulsive shoulder is concave enough so that partial overlap of the corona becomes energetically favourable. This leads to more subtle MECs where only some lattice parameters can be fixed by geometry, whilst others have to be obtained via numerical minimization of the enthalpy. Specifically, the region 0.6 < g < 1 represents a transitional zone where rhomboidal (RH) and square (SQ) phases with non-touching cores become more energetically favourable than the phases listed in the Supplementary Information. Finally, anisotropic structures disappear altogether for g < 0.6 so that the hexagonal phase goes continuously from HEXL to HEXH as we increase compression.
The broad features of the phase diagram shown in Figure 1 (c) agree with the corresponding phase diagram calculated by Jagla in ref. 9 though there are also some important differences. Firstly, while the square phase (SQ) in the Jagla phase diagram extends considerably into the g > 1 region (up to g ≈ 1.5), it is confined to the g < 1 region in Figure 1(c) . Secondly, the ZZ1 phase is absent from Jagla's phase diagram. Finally, Jagla predicts the existence of an intricate phase containing five particles per unit cell (i.e., the S4 phase in ref. 9 ) for g ≥ 1.5, which is obviously absent from our phase diagram as we only consider up to two particles per unit cell. However, we note that the presence of the ZZ1 phase and absence of the S4 phase are both confirmed by very accurate Genetic Algorithm (GA) calculations containing up to 15 particles per unit cell by Fornleitner and Kahl for r 1 /r 0 = 1.5 and g = ∞, 13, 14 providing independent validation for the accuracy of our two particle per unit cell calculations for the above state point. We believe that the discrepancy between our phase diagram and Jagla's is due to the incomplete set of MECs used by Jagla.
To verify that the zero temperature phase diagram in Figure  1 (c) is correct, we performed Monte Carlo simulations along the dotted line (g = 0.75), dashed line (g = 1) and dotted-dashed line (g = 2) in Figure 1 (c) for r 1 /r 0 = 1.5 and reduced temperature of T * = 0.01. Representative structures at different core area fractions η = ρπr 2 0 /4 along each of these lines are shown in Figure 2 , where ρ is the number density of the HCSS particles. In the insets of Figure 2 , we also show a magnified view of selected regions of each snapshot to highlight local structure and help identify the underlying symmetry of the structure.
Note that the phase diagram in Figure 1 (c) is calculated in the NPT ensemble, where the phase behaviour is controlled by changing pressure P * , while the MC simulations in Figure 2 are performed in the NVT ensemble, where phase behaviour is controlled by changing density η. However, it is straightforward to find the pressure P * corresponding to different densities η and vice-versa. Specifically, the coexistence pressure between two phases (i.e., the pressure at the phase boundary between the two phases) corresponds to η lying between the η values for the two phases. For example, for g = 1, r 1 /r 0 = 1.5 (i.e., dashed line in Figure 1(c) ), the coexistence pressure between HEXL and CH is P * coex = 1.871, the coexistence pressure between CH and ZZ1 is P * coex = 2.369, while η HEXL = 0.403, η CH = 0.555 and η ZZ1 = 0.653 (see Table 1 in Supplementary Information). Therefore, the pressure of the system is P * = 1.871 in the density range 0.403 < η < 0.555 while P * = 2.369 in the density range 0.555 < η < 0.653. On the other hand, for η = 0.403, the pressure of the system can be any value in the range P * < 1.871, while for η = 0.555, the pressure of the system can be any value in the range 1.871 < P * < 2.369 etc..
For g = 0.75, as we increase compression, the system transitions from HEXL to RH (unit cell angle φ = 90 • ) to SQ to HEXH, see Figures 2(a)-(d) respectively, noting in particular the local structure shown in the insets. Apart from the higher density RH phase which we could not identify from the MC simulations, this sequence of structures is exactly that predicted by Figure 1(c) along the dotted line.
For g = 1, as we increase compression, the system transitions from HEXL to CH to ZZ1 to ZZ2, see Figures 2(e)-(h) respectively, and finally to a coexistence between ZZ2 and HEXH at the highest density we could access (not shown). We can identify that Figures 2(g) and (h) correspond to zig-zag phases (either ZZ1 or ZZ2) from the fact that the characteristic elongated six-particle ring motif is present in the local structure (see insets). We can further distinguish between ZZ1 and ZZ2 in these snapshots from the fact that there is no evident rectangular order in Figure 2 (g) main panel (i.e., the particle chains are staggered, hence ZZ1), while the rectangular order is evident in Figure 2 (h) main panel (i.e., the particle chains are in register, hence ZZ2). In Figure 2 (f), the system is in the CH phase as can be seen from the local structure in the inset (compare this to the CH structure in Figure 1(d) ). We note that the sequence of structures shown in Figure 2 (e)-(h) is exactly that predicted by Figure 1(c) along the dotted line.
For g = 2, as we increase compression, the system transitions from HEXL to CH to ZZ1 to a coexistence between ZZ1 and HEXH at the highest density we could access, see Figure 2 (i)-(l) respectively. Note that the ZZ1 phase in Figures 2(k) ,(l) are much less ordered than in Figure 2 (g) but the phase can still be discerned from isolated instances of the characteristic six-particle rings in the local structure (see for example the inset of Figure 2(k) ). The sequence of structures shown in Figure 2 (i)-(l) is exactly that predicted by Figure 1(c) along the dotted-dashed line.
Finally, we note that the core area fractions of all the snapshots in Figure 2 are in good agreement with the area fractions of the corresponding MECs given in Table 1 in the Supplementary Information. The MC results in Figure 2 therefore confirm the accuracy of the phase diagram in Figure 1 (c).
Phase Behaviour in the r
In Figures 3(a) ,(b), we show the zero temperature phase diagram in the r 1 /r 0 vs reduced pressure P * plane for g = 1 and g = 10 respectively. These values of g were chosen because g = 1 is relevant to experimental two-dimensional core-shell particles 4, 5 while g = 10 is essentially equivalent to the square shoulder repulsion g = ∞ (see Figure 1 (a)) which has been extensively studied theoretically in the literature.
We see that there are some differences between the phase diagrams in Figures 3(a) and 3(b), e.g., for g = ∞ the ZZ1 phase occupies a larger area of the phase diagram (at the expense of the ZZ2 phase) compared to g = 1. However, apart from these relatively minor differences, the two phase diagrams are broadly similar. In what follows, we therefore focus on the phase behaviour of HCSS particles with g = 1 (linear ramp soft shoulder) since this potential is more realistic experimentally. 4, 5 In Figures 3(a) , several of the phase boundaries are vertical, occurring at certain significant values of r 1 /r 0 . These correspond to values of r 1 /r 0 where changes in the geometry of the particle arrangements occur. For example r 1 /r 0 = √ 2 forms the phase boundary between RH and ZZ2. For this value of r 1 /r 0 , both the RH and ZZ2 phases approach the square structure so that there is a continuous phase transition from RH to ZZ2 as we increase r 1 /r 0 . The formation of the square lattices for HCSS particles with g = 1, r 1 /r 0 ≈ √ 2 has been confirmed in our previous MC simulations. 5 More interestingly, r 1 /r 0 = √ 2 corresponds to one of the special shell to core ratio where the HCSS particles can form quasicrystals. 15 This is because for r 1 /r 0 = √ 2, the unit cell of the RH phase is a square with side length r 0 while the unit cell of the HEXH phase consists of two compact equilateral triangles with side length r 0 . At the phase boundary between the RH and HEXH phase (i.e., P * = 7.464 for g = 1 and r 1 /r 2 = √ 2, see Figure 3 (a)), 1-12 | 5 Fig. 2 (a-l) Snapshots from Monte Carlo simulations of HCSS particles for r 1 /r 0 = 1.5, reduced temperature of T * = 0.01 and different values of g and core area fractions η. Note that the g = 0.75, g = 1 and g = 2 simulations correspond to the dotted, dashed and dotted-dashed vertical lines respectively in Figure 1(c) . See main text for a discussion of how to find the reduced pressure P * corresponding the different values of η in the snapshots. The solid disks in the snapshots represent the particle cores while particle shells are omitted for clarity. In the insets, we show a magnified view of selected regions of each snapshot to highlight local structure. the enthalpy per particle of both phases are equal. In the NV T ensemble, the RH and HEXH phases are in coexistence for the core area fraction range 0.785 ≤ η ≤ 0.907 (see Table 1 in Supplementary Information). Random tilings of squares and triangles can therefore occur in this range 23 and the resultant random tiling phases are degenerate ground states of the system at T * = 0. 8 When the number ratio of squares to triangles is √ 3/4, the structure obtained is a random dodecagonal (12-fold symmetric) quasicrystal. [24] [25] [26] Taking into account the fact that a square and an equilateral triangle contain 1 particle and 1 2 a particle respectively, we expect to find dodecagonal quasicrystals for core area fractions around η ≈ 0.848 at T * = 0.
In Figure 4(a) , we show the 2D diffraction pattern calculated from MC simulations of HCSS particles with r 1 /r 0 = 1.41, η = 0.778, T * = 0.01 and g = 1. The diffraction pattern clearly shows 12-fold symmetry, indicating that the system is a dodecagonal quasicrystal. In addition, the wavenumber ratio for the successive circles of 12-fold peaks shown in Figure 4 (a) is 1.93, further confirming the dodecagonal symmetry. [27] [28] [29] Our results agree with those of Dotera et al 15 who obtained 12-fold quasicrystals for HCSS particles with r 1 /r 0 = 1.4, η = 0.77, T * = 0.278 and g = ∞ (i.e., square shoulder repulsion). Interestingly, the core area fractions for dodecagonal quasicrystals in both studies are considerably lower than the T * = 0 value of η ≈ 0.848. This fact is consistent with the study of Pattabhiraman et al 16 who found that for HCSS particles with r 1 /r 0 = 1.4, configurational entropy causes the dodecagonal quasicrystal phase to shift to slightly lower core area fractions at finite temperatures.
In order to analyse the real-space structure of the quasicrystal, in Figure 4(b) we show the Delaunay triangulation of the particle centres from a MC snapshot of our system (thin lines between particle centres). We see that the Delaunay triangles primarily consist of compact equilateral triangles with side length r 0 (C), short isosceles triangles with apex angle 90 • and side length r 0 for the two equal sides (S) and long isosceles triangles with apex angle 41.4 • and side length r 1 for the two equal sides (L)(see Figure 4 (c)). Note that two S triangles can be combined along their long edge to form a square (See Figure 4(d) ).
Another instructive way to analyse the real space structure is to break the pattern up into tiles by joining together particle pairs whose cores are close to contact. Specifically, in Figure 4 (b) we join together particle pairs whose centres are closer than 1.3r 0 (thick lines). We see that the resultant tiles consist mainly of compact equilateral triangles (Tr) and squares of side length r 0 (Sq), together with a small number of pentagons whose internal angles are not 108 • (P) and irregular polygons, 15 see Figure 4(d) . The predominance of square and triangular tiles is not surprising since, as discussed earlier, squares and equilateral triangles can be used as the fundamental building blocks for constructing random dodecagonal quasicrystals. 15, 24, 26, 30 Our results in Figure 4 demonstrate that HCSS particles with a linear ramp shoulder repulsion can form 12-fold quasicrystals. These results are significant since in our previous study, 4 we showed that the phase behaviour of mixed monolayers of polystyrene microspheres (diameter 1.5 µm) and poly(Nisoprpylacrylamide) (PNiPAm) microgels (diameter 150 nm) at the air/water interface could be quantitatively modelled using HCSS particles with g = 1 and r 1 /r 0 ≈ 1.4. Our study suggests that when compressed to a suitable density, this system could form 12fold quasicrystals. One important caveat here is the fact that the experimental system in ref. 4 is not ergodic because the energy scale of the soft shoulder repulsion is much greater than k B T and the density of the 12-fold quasicrystalline state is relatively high. It may therefore be necessary to provide external energy input into the system, e.g., through mechanical vibrations, in order to help the system to find its equilibrium state.
Another significant value for r 1 /r 0 is the golden ratio r 1 /r 0 = τ ≡ (1 + √ 5)/2 ≈ 1.618 which forms the phase boundary between ZZ1 and ZZ2. For this core-shell ratio, both ZZ1 and ZZ2 approach the same structure (see Figure 5 (b)) so that there is a continuous phase transition from ZZ1 to ZZ2 as we increase r 1 /r 0 . The reason why the ZZ1 phase comes abruptly to an end at this point is because for r 1 /r 0 > 1.618, the lattice constant b in Figure 1(e) in Supplementary Information becomes smaller than r 1 , leading to an additional overlap of two shells which is energeti- The innermost circle corresponds to the wavenumber where the first set of 12-fold diffraction peaks occurs while the radius ratio for successive circles is 1.93. (b) Real space image of a MC snapshot of the system where the particle centres are denoted by small grey disks while the thin lines are the Delaunay triangulation of the particle centres. We have also drawn thick lines between particles whose centres are closer than 1.3r 0 to accentuate the polygonal tiles in the system. (c) The Delaunay triangles found in (b), including compact equilateral triangles (C) and short (S) and long (L) isosceles triangles. (d) Some of the tiles found in (b), compact equilateral triangles (Tr), squares (Sq) and pentagons whose internal angles are not 108 • (P). cally unfavourable. More interestingly, r 1 /r 0 = τ = 1.618 is another shell to core ratios where the system can form quasicrystals. 8, 15 This is because for r 1 /r 0 = 1.618, we can use the fat and thin Penrose tiles as the unit cells for the ZZ2 phase and the CH phase respectively, 8 see black rhombi in Figure 5 . Furthermore, at the phase boundary between ZZ2 and CH (i.e., P * = 1.701 for g = 1, r 1 /r 2 = 1.618, see Figure 3 (a)), the enthalpy per particle of both phases are equal. In the NV T ensemble, the ZZ2 and CH phases are in coexistence for the core area fraction range 0.510 ≤ η ≤ 0.631 (see Table 1 in Supplementary Information), we therefore expect a random tiling of the two Penrose tiles to occur in this range. When the number fractions of fat and thin tiles are τ −1 and τ −2 respectively, the structure obtained is a random quasicrystal with decagonal (i.e., 10-fold) symmetry. 23 Taking into account the fact that the fat and thin tiles in Figure 5 contain 2 particles and 1 particle respectively, this means that we should expect to find decagonal quasicrystals for core area fractions around η ≈ 0.60.
In Figure 6 (a), we show the 2D diffraction pattern calculated from MC simulation snapshots of HCSS particles with r 1 /r 0 = 1.618, η = 0.59, T * = 0.01 and g = 1 (linear ramp potential). Notwithstanding the small degree of noise due to some disorder in the MC snapshot, the diffraction pattern clearly shows non-crystallographic 10-fold symmetry, indicating that the system is a decagonal quasicrystal. In addition, the wavenumber ratio for the successive circles of 10-fold peaks shown in Figure  6 (a) is 1.618, further confirming the decagonal symmetry. [27] [28] [29] We note that 10-fold quasicrystals were also obtained by Jagla 8 for r 1 /r 0 = 1.65, P * 1.7, T * < 0.05, g = 1 and by Dotera et al 15 for r 1 /r 0 = 1.6, η = 0.55, T * = 0.133, g = ∞.
In order to analyse the real-space structure of the quasicrystal, in Figure 6 (b) we show the Delaunay triangulation of the particle centres from a MC snapshot of our system (thin lines between particle centres). It is striking that the Delaunay triangles consist overwhelmingly of short (S) and long (L) Robinson triangles with apex angles of 108 • and 36 • respectively (see Figure 6 (c)), and that these triangles also appear in both the CH and ZZ2 phases in Figure 5 (red (L) and blue (S) triangles). This is not surprising since Robinson triangles can be seen as the fundamental building blocks for constructing decagonal quasicrystals. 15 Indeed the thin Penrose tile in Figure 5 (a) can be built up from two L triangles while the fat Penrose tile in Figure 5 (b) can be built up from two L and two S triangles. In addition to the S and L triangles, the Delaunay triangles also consist of a very small number of compact equilateral triangles with side length r 0 (C) and expanded equilateral triangles with side length r 1 (E) (see Figure  6 (c)).
As before, we also analyse the real space structure by joining together particle pairs whose centres are closer than 1.4r 0 (thick lines). We see that the resultant tiles are not in fact the idealised fat and thin Penrose tiles shown in Figure 5 , but consist of a larger palette of standard decagonal tiles (including Pentagons (P), Hexagons (H), Nonagons (N), see Figure 6 (d)), 15, 31 less regular decagonal tiles and a small number of compact equilateral triangles (C). Apart from C, all the other tiles can essentially be built up from obtuse and acute Robinson triangles.
It is useful at this point to compare our results for the quasicrystalline phases with those of Schoberth et al 17 which were also obtained for HCSS particles with non-square soft shoulder interactions. Specifically, these authors introduce a parameter α which controls the soft shoulder profile, with α = 0 resembling the square shoulder potential and α ≥ 10 resembling the linear ramp potential. Interestingly, for linear-ramp-like potentials (α ≥ 10), these authors did not observe any quasicrystalline phases for shell to core ratios of λ ≈ 1.4, while they observed an interesting mixed quasicrystal state (with relatively weak 10-fold symmetry locally and much stronger 12-fold symmetry on larger length scales) for λ ≈ 1.6. These results are significantly different to our linear ramp results where we observe 12-fold quasi-crystals for r 1 /r 0 = 1.41 and pure 10-fold quasi-crystals for r 1 /r 0 = 1.618. The difference between the two sets of results suggest that the formation of quasicrystalline states may be relatively sensitive to subtle differences in the soft shell profile.
Finally, as r 1 /r 0 → √ 3, the ZZ2 structure approaches the honeycomb structure, see inset of Figure 7 . To check whether this structure is accessible via MC simulations, in Figure 7 , we show a representative snapshot from MC simulations of HCSS particles for g = 1, r 1 /r 0 = 1.73, T * = 0.01 and η = 0.605 (the core area fraction of the ZZ2 phase for r 1 /r 0 = 1.73, see Table 1 ). We clearly see the formation of honeycomb structures over large domains in agreement with the minimum energy calculations. Interestingly, honeycomb structures were also observed by Pattabhiraman and Dijkstra 18 for HCSS particles with a slightly larger shell to core ratio of r 1 /r 0 = 1.95. However, the physics behind honeycomb formation is slightly different here as we are in the thin shell regime (r 1 /r 0 < √ 3) where there are no shell overlaps beyond nearest neighbour particles.
Conclusions
We have studied the self-assembly of hard-core/soft shell (HCSS) particles in two dimensions and in the thin shell regime using both minimum energy calculations and Monte Carlo simulations. The innermost circle corresponds to the wavenumber where the first set of 10-fold diffraction peaks occurs while the radius ratio for successive circles is 1.618. (b) Real space image of a MC snapshot of the system where the particle centres are denoted by small grey disks while the thin black lines are the Delaunay triangulation of the particle centres. We have also drawn thick lines between particles whose centres are closer than 1.4r 0 to accentuate the polygonal tiles in the system. In contrast to most studies in this area, we have considered a range soft shell potential profiles beyond the standard square shoulder potential.
Our results for the phase diagram of HCSS particles agree with the broad features found in the seminal studies by Jagla, 8, 9 but also correct a number of important discrepancies in those studies. In particular, we show that by tuning the soft shoulder profile, the shell to core ratio r 1 /r 0 and density, it is possible to generate hexagonal close packed structures, chains, rhomboids, squares and two distinct zig-zag structures. We also show that HCSS particles in the thin shell regime can form honeycombs when r 1 /r 0 → √ 3. In addition to periodic structures, we show that by tuning both shell to core ratios and densities, HCSS particles with a linear ramp soft shoulder potentials can be engineered to form a variety of quasicrystalline structures, including 10-fold quasicrystals for r 1 /r 0 = 1.618 and 12-fold quasicrystals for r 1 /r 0 = 1.41. These results agree with the previous results of Dotera et al for HCSS particles with a square shoulder repulsion. 15 However, since linear ramp potentials are more experimentally realistic, 4 these results serve as an important road map for the experimental realization of complex assembly phases using isotropic building blocks.
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