ABSTRACT. This paper examines the validity of statistical methods for determining nondestructive inspection probability of detection (POD) curves from relatively small hit/miss POD data sets. One method published in the literature is shown to be invalid for analysis of POD hit/miss data. Another standard method is shown to be valid only for data sets containing more than 200 observations. An improved method is proposed which allows robust lower 95% confidence limit POD curves to be determined from data sets containing as few as 50 hit/miss observations.
INTRODUCTION
Probability of detection (POD) has become a generally accepted metric for quantifying the reliability of nondestructive inspection for critical applications. POD is typically determined as a function of defect size via a statistical analysis of data from trials conducted under conditions that reasonably simulate those for the real world inspection. POD trials are expensive both in preparation of suitable specimens and in inspector time to complete the trials and so it is desirable to minimise the size of the trial required to demonstrate an acceptable POD for a given inspection.
One commonly accepted method for determining POD is to assume a suitable mathematical form for the dependence of POD on defect size a and then fit the free parameters in the assumed form for POD(o) to the observed trial data using maximum likelihood estimation [1] [2] [3] . However, since the POD(a) curve is estimated from a statistical sample, the true POD(a) may deviate from the fitted curve by an unknown amount. In order to use POD data for engineering purposes such as determining safe inspection intervals, it is generally necessary to compute confidence limits on POD(a) within which the unknown true POD(a) curve is expected to lie with some suitably high statistical confidence (eg. 95%). A number of different methods have been proposed to place confidence limits on POD(#) [1] [2] [3] . Since these methods are typically derived from the statistical properties of large data sets, it is important to verify their validity and performance for small sample sizes. This paper reviews two published methods and proposes a new method for determining confidence limits on POD curves. The performance of these methods as a function of sample size is examined using Monte Carlo simulations. The analysis of false calls, whilst an important characteristic of inspection performance, is not considered here.
THEORY
This paper examines curve fitting methods applied to hit/miss POD data of the form {(#/, jc/)}, where a/ and jt/ are the defect length and inspection result respectively for the I th inspection in a trial comprising a total of N inspections; #/ = 1 for a hit (defect detected) and X{ -0 for a missed defect. It has been shown that a suitable functional form for describing the variation of POD with crack size is the cumulative log-normal distribution
where <I> denotes the cumulative normal distribution function, and ju and crare location and scale parameters respectively [1, 2] . The maximum likelihood estimates (MLE's) (//,<r) maximise the likelihood L of obtaining the observed data as a function of the parameters // and a The likelihood function is given by the product of the probabilities of each observation (#/, jc/) in the data set and for hit/miss data may be expressed as (2) where P t -POD(a,; ff) and the parameter vector #=(//, <r). In practice, it is computationally simpler to determine 0-{fl,d) by maximising the logarithm of the likelihood function, since this converts the product to a summation:
The procedure for fitting a cumulative log-normal curve to hit/miss data using the maximum likelihood estimates (fi,d) is generally accepted in the literature [1] [2] [3] . However, different methods have been proposed for computing confidence limits on the POD(a) curve [1] [2] [3] . Derivation of confidence limits on a cumulative log-normal POD(a) curve is based on a general procedure developed by Cheng and lies [4] for defining confidence limits on cumulative distribution functions. This method defines a confidence region, 9f, in (ju, d) space which is expected to contain the true values of the parameters //, <jwith a given confidence, Figure l For engineering purposes, only the lower confidence limit curve on POD(a) is required. The lower 95% confidence limit curve is defined by the (//, <j) values within a 95% confidence region 9t that give the lowest POD for each crack length, or conversely the largest crack length at each percentile of POD. It can be shown that the (//, 0) values which define the upper and lower confidence limit curves lie on the boundary of -9? [4] . The basic structure of the problem is then to maximise In a given by equation (4) with respect to ju and crfor each percentile of POD/?, subject to the constraint that (ju, d) lie on the boundary of 9f: (4) where z p =p ih quantile of the standardised normal distribution.
Confidence Limits on PODfg) Defined by O^(0}
MIL-HDBK-1823 [1] recommends defining the confidence region, 9t, using an asymptotically chi-squared variable )
where
L is the likelihood function and E() represents the expectation value. The confidence region X can be defined by Q(ff) < % where yis defined by r] = l-",
for a desired confidence level, a Since Q(0) is asymptotically chi-squared, the limit be approximated by the appropriate quantile of the chi-squared distribution with 2 degrees of freedom
Defining the confidence limits then reduces to an optimisation problem of maximising In a from equation (4) subject to the constraint
It appears that two approximations are commonly made in the implementation of this method. The first is to use the Fisher information matrix 1(0) evaluated at the maximum likelihood estimates of the parameters, instead of 1(0) evaluated as a function of the unknown true parameter vector 6. This approximation reduces (5) to a pure quadratic form and the confidence region 9t takes the form of an ellipse centred on the maximum likelihood values, 0 = (//,(j). The second approximation is to replace
computed from the observed data, rather than using the expectation value of equation (6). Implementing these approximations, which are reasonable for large data sets, defines a new chi-squared variable
and the constraint equation becomes -r=o.
(ii)
Confidence Limits on POD(a) Defined by Ot(0)
In order to generate confidence limits valid for smaller sample sizes, an alternative method of defining the confidence region 9t has been developed by the authors. This method uses an alternative asymptotically chi-squared variable Q 2 defined by Q 2 is recommended by Cheng and lies [4] as being a better approximation to a chisquared variable than Q or Qi for small sample sizes. Lower 95% confidence limit POD curves are then defined by maximising equation (4) subject to the constraint
where y is given by a quantile of the chi-squared distribution with 2 degrees of freedom, equation (8).
Algebraic Formula for Confidence Limits on PODfq)
In contrast with the approaches above, an alternative method [3] for computing the lower 95% confidence limits gives the following formula as the solution to the constrained maximisation problem defined by equations (4) and (9) above: where Equation (14) computes the 95% confidence limit crack length, a p / C i by applying a shift to the MLE crack length, a p , at the given probability level, p. This formula is attractive for ease of implementation as it gives a confidence limit directly from the maximum likelihood estimates. Unfortunately, equation (14) is not valid for analysis of hit/miss POD data. Equation (14) is based on formulae which are derived (in Section 3 of Reference [4] ) for the specific case of fitting a cumulative distribution function to a sample of values {#/} drawn from the distribution; their derivation relies on the specific form of the likelihood function L(0) for such a sample. This solution is not applicable to the case of fitting a cumulative log-normal curve to hit/miss POD data of the form {(#/, jc,)} as the likelihood function is more complicated. As will be demonstrated by the Monte Carlo simulations below, the confidence limits given by equation (14) are not sufficiently conservative to be valid. Consequently, equation (14) should not be used to compute confidence limits on POD curves.
MONTE CARLO SIMULATIONS
The different methods for determining the confidence limits on POD(a) were tested using Monte Carlo simulations. For a set of crack sizes {#/}, hit/miss inspection results {(at, xi)} were drawn at random using 1 //random, < truePOD(a,) 
By applying the analysis methods to a very large number of simulated trials the statistical properties of the methods were assessed. The following terminology is adopted: an inspection is a single hit/miss data point (a it x t ), a trial is a single data set {(fl/,*,-)}, and a simulation is a number of trials using the same conditions. Every data set {(a^ Xj)} was analysed by all methods so that any differences in the results are attributable to the analysis methods only. For each trial, the set of crack sizes {a t } was randomly selected from a loguniform distribution spanning the crack size range from 3% POD to 99.9% POD on the true POD curve.
The methods were assessed by examining the percentage of simulated trials which gave lower 95% confidence limit curves that were non-conservative with respect to the true POD curve, either at any point on the curve or at specific points such as 010/95, #50/95 an^ #90/95. By definition, a 95% confidence limit must be non-conservative in no more than 5% of cases to be considered valid. The Qi and Q2 methods give two-sided confidence limits with 95% confidence that no point on the true POD(a) curve lies outside the band given by the upper and lower confidence curves. Consequently, the lower confidence limit is expected to be non-conservative with respect to the true POD at some point on the curve for 2.5% of trials at most. The percentage of trials for which an individual point on the curve (eg. 90% POD) is non-conservative is expected to be significantly less than 2.5%. Equation (14) was implemented to give a single-sided 95% confidence limit, therefore the lower confidence limit is expected to be non-conservative at some point on the curve for at most 5% of trials.
A further metric used to assess the performance of analysis methods was the conservatism of the 95% confidence limits at 50% and 90% POD given by where a p/95 denotes the crack length at a POD p on the lower 95% confidence limit curve and Op/True denotes the corresponding point on the assumed true POD curve.
RESULTS AND DISCUSSION

Application to Large Data Sets
The behaviour of all three methods for large data sets was examined using a simulation comprising 1000 trials with 500 inspections in each trial. Results are given in Table 1 . For this size data set, the lower 95% confidence limit POD curves generated from methods Qi and Q2 are largely indistinguishable, whereas the curves from equation (14) were significantly less conservative, Figure 2 . Results for Qi and Q,2 are consistent with the expected proportion of around 2.5% of trials non-conservative at some point on the lower confidence limit curve. However, equation (14) gives lower confidence limits which are unacceptably non-conservative: for 33% of trials the lower 95% confidence limit curve was non-conservative at some point and for 15% of trials the #90/95 value was non-conservative. The mean conservatism of equation (14) was also much less than for the other two methods.
As noted above, equation (14) relies in its derivation on an assumption which is not appropriate for hit/miss POD data. The simulation results highlight the invalid results which would be obtained if this method was used to compute confidence limits on POD(#) for hit/miss data. Note that the error in this method could not be detected during any analysis of field data since the true POD curve would be unknown. Equation (14) is not included in the assessment for small data sets.
Application to Small Data Sets
The qualitative difference between methods Qi and Q2 becomes evident when applied to small data sets, Figure 3(a) . The confidence region 9t 2 defined by Q 2 follows a contour of the likelihood function and is frequently not centred on the parameter estimates (//,<r). By comparison, the form of Q\ constrains the corresponding region 3t\ to be an ellipse centred on Q/,<T). For some data sets it is possible for the ellipse 9t\ to extend into -a space, giving 3 . (a) Boundary on confidence regions 9t\ and 9t 2 defined using Qj and & respectively, and (b) corresponding 95% confidence limit curves, computed for same data set containing 50 hit/miss inspections.
nonsensical POD curves, whereas Q 2 will always constrain 9t 2 such that 0>0. The effect of the different shapes of 5f on the lower confidence limit curves is shown in Figure 3(b) . For small data sets, 9f 2 tends to be elongated in the direction of small // and large a compared to 9f\. This part of the boundary corresponds to the lower confidence limit for high values of POD. The elongation of 9f 2 in this direction gives a lower confidence limit which is significantly lower (more conservative) for Q 2 than Q\ in the upper part of the curve above 50% POD. In the lower part of the curve (below 50% POD), the lower confidence limit given by Q\ is more conservative. Q 2 exhibits the very useful behaviour that 9t 2 becomes extremely elongated in the direction of large crand small // for data sets that contain too few hits or too many misses at large crack sizes to justify high values of POD with 95% confidence at any crack size. The corresponding lower confidence limit for Q 2 becomes horizontal at large crack sizes with a limiting maximum POD less than one. By comparison, the lower confidence limit given by Q\ approaches a POD of one eventually at sufficiently large crack sizes, whatever the quality of the data set.
The behaviour of the confidence limits defined by Q\ and Q 2 was explored for decreasing sample sizes using simulations comprising 2000 trials at each sample size. This large total number of trials was required to obtain a statistically significant number of nonconservative results. Figure 4 plots against sample size the percentage of trials giving lower confidence limits which were non-conservative at any point on the curve. For Q\, the lower confidence limit curves become increasingly non-conservative as the sample size decreases below 200 data points. The lower confidence limit curves defined by Q 2 consistently maintain the expected non-conservative rate of 2.5% down to data sets as small as 50 hit/miss observations.
The non-conservative rates for individual points on the lower confidence limit curves: #10/95, #50/95, and #90/95 are examined in Figure 5 . As noted above, an individual point on the curve is expected to give a non-conservative rate significantly less than 2.5%. When using Qi, the values of #10/95 are consistently more conservative than #90/95 and this difference becomes more significant for smaller sample sizes. The high rate of non-conservative results for #90/95 using Q\ are of concern because #90/95 is typically used as the "minimum reliably detectable crack size" when setting safe inspection intervals for critical aerospace applications. For Q 2 , the differences between non-conservative rates of #10/95, #50/95, and #90/95 are much smaller and non-conservative rates below 2% are maintained for samples sizes down to 50 hit/miss observations. These results demonstrate that Q 2 can be used to define lower confidence limits on POD(a) which are valid for small POD data sets containing as few as 50 hit/miss observations. However, as sample size decreases, the lower confidence limit curve becomes increasingly conservative with respect to the best estimate curve. Whether such confidence limit curves will be practically useful will depend on the requirements of the particular application.
CONCLUSION
Three different methods for computing 95% confidence limits on POD curves from hit/miss data have been evaluated using Monte Carlo simulations. One method was found to be invalid. An implementation of the method described in MIL-HDBK-1823 [1] was found to give valid 95% confidence limit curves only for data sets containing a minimum of 200 observations. An alternative method utilising a different parameter Qi consistently generated lower 95% confidence limits on POD(a) which were valid for small POD data sets containing as few as 50 hit/miss observations.
