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Abstract-Based upon iterative algorithms, the solvability of Wiener-Hopf equations involving 
the random (stochastic) version of the classical Zarantonello numerical range of nonlinear operators 
is given. 
1. INTRODUCTION 
The theory of random operator equations originated as a desire to develop more flexibility over 
deterministic operator equations in dealing with various natural systems in applied mathematics 
since the behavior of natural systems is governed by the chance and not by the strict determin- 
istic laws. As attempts in this context have been made by many scientists and mathematicians 
to develop and unify the theory of random equations using the concepts and methods of the 
probability theory and functional analysis, the Prague School of probabilists took the lead in the 
fifties to use probabilistic operator equations as models for various systems. This development 
was followed up by the survey article of Bharucha-Reid [l]. The literature on the probabilistic 
(stochastic) operator theory contains generally the areas of operator-valued random variables; 
operator-valued random functions; random equations whose solutions are operator-valued; spec- 
tral theory of random operators; and fixed point theory. For more details on random operator 
equations, we refer to [2,3] and others. 
Recently, Noor and Elsanousi [4] applied some iterative algorithms to the solvability of random 
Wiener-Hopf equations in the context of variational inequalities. Here, we first give a random 
(stochastic) version of the Zarantonello numerical range [5], and then discuss the solvability 
of random Wiener-Hopf equations involving the random version of the numerical range using 
iterative algorithms in a Hilbert space setting. 
Consider a complete probability measure space (R, F, II). Let H be a separable (real or complex) 
Hilbert space with norm I]. 11 and inner product < ., . >. Let B(H) denote the g-algebra or Bore1 
field of Bore1 subsets of H, and f : fl -+ H be a mapping such that f-‘(B) E F whenever 
B E B(H); that is, f is a random variable in H. This definition is equivalent to stating that a 
random variable with values in H is a Bore1 measurable function. An operator T : Cl x H + H 
is a random operator if { (., z) : T( w, x) E B} E F for all z E H, B E B(H). An operator 
T : 0 x H + H is measurable if it is measurable with respect to the g-algebra F x B(H); that 
is, {(w,z) : T(w,z) E B} E F x B(H) f or all F E B(H). A random operator T is continuous if, 
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for each w E a, T(w, .) is continuous. A measurable mapping f : R + H is a random fixed point 
of a random operator T : R x H + H if, for every w E R,T(w,f(w)) = f(w). 
DEFINITION 1.1. A random operator T : R x H + H is Lipschitz continuous if there exists a 
real-valued random variable p(w) > 0 such that for all measurable functions u, Y : R --f H, 
IIT(w,u(w)) - Th~(4)ll I ~(w)b(w) - +J>II a.e. (1.1) 
2. THEORY OF A NUMERICAL RANGE 
In this section, we introduce a random (stochastic) version of the Zarantonello numerical range 
along with some elementary properties. For more details on numerical ranges, we refer to [5-71. 
DEFINITION 2.1. Let T : R x H + H be a random operator. The numerical range of random 
operator T, denoted N/T], is defined, for all measurable functions u, u : R -+ H and w E Q as 
N[T] = (T(w u(w)) - T(w,v(w)),u(w) - V(W)) : u(w) + w(w) 
ll4w) - 4w)l12 
N [T] is a random version of the Zarantonello numerical range 151, and it has properties similar to 
the classical version of the Zarantonello numerical range. When T is nonrandom, N[T] reduces 
to the classical Zarantonello numerical range. In the following theorem, we describe some of the 
elementary properties of N[T] . 
THEOREM 2.1. Let S,T : fi x H 4 H be random operators, and let X : R -+ R+ be a random 
variable. Then: 
(i) N[XT] = XN[T]; 
(ii) N[S + T] c N[S] + N[T]; and 
(iii) N[T - XI] = N[T] - {X}. 
PROOF. The proof follows from the definition. 
3. 
This section deals 
RANDOM WIENER-HOPF EQUATIONS 
with the solvability of random Wiener-Hopf equations of the form 
T(w, k(w)) - X(w)Pz(w) = z(w), (3.1) 
where X : 0 -+ R+ is a random variable and P is the projector of H onto a closed convex subset 
KofH. 
THEOREM 3.1. Let H be a separable (real or complex) Hilbert space, and let T : R x H + H 
be a continuous and Lipschitz continuous random operator. If there exists a random variable 
X : R -+ R+ such that 
: z(w) E N[T] = a(w) > 0 
for random variable cr : R -+ Rf, then the sequence, for all w E 0, X(w) > (p2(w) - 1)/2a(w) 
and o(w) <,8(w) for random variable /3 : R ---t R+, 
2,+1(w) = T (w, %a(~)) - X(w)p~~(w) (n=0,1,2,...) 
with 
z,(w) = T(w, Pzn-I(W)) - ~(w)P~n-~(w) (n= 1,2,...), 
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where the initial approximation xcg : R + H is a measurable function, converges to a measurable 
function x, and x is a solution of (3.1). 
REMARK 3.2. If T is nonrandom (that is, T (w, x(w)) E T(x)), then we obtain classical results 
for deterministic Wiener-Hopf equations. 
PROOF OF THEOREM 3.1. Since T is Lipschitz continuous, we have, for almost all w E 0, 
I~x,+~(w) - x,(w)l12 = IIT (w, Pxn(w)) - T (w, &z-l(w)) - NW) [P%(w) - ~xn-dw)l~~2 
= JIT (w, Pz,(w)) - T (‘w, P~4w))ll~ 
-2X(w) Re Z(W) - 
1 
5 [P2(w) - 2x(+44] llI%x(~) - ~G2-l(W)l12 7 
where 
Z(w) = (T (w, Pz,(w)) - T (‘w, Pxn-l(w)) > P%(w) - Pk-l(w)) 
IIPXn(W) - &-dw)l12 
Since P is nonexpansive, this implies that 
11% n+l(W) - xn(w)II I O(w) IlGz(w) - %-l(W)11 7 
where B(w) = [p2(w) - ~X(W)CX(W)]~‘~ < 1 for X(w) > (p2(w) - 1)/20(w). It follows that for all 
p E N and almost all w E 0, 
Thus, {xn+l(w)} is a 
such that x,+1(w) + 
IIxn+&J) - %(~)I1 i ly& IIn -dolly 
Cauchy sequence and since H is complete, there exists an x : R + H 
x(w) is pointwise for all w E 0. Since x0 is measurable, it follows by 
the induction that the sequence {x,+1(w)} is a sequence of random variables and, hence, the 
pointwise limit x is a measurable function. Since P and T are continuous, it follows that x(w) is 
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