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ABSTRACT
Crime scenes involving human skeletal remains in obstructed wooded environments are
challenging to document. One potential option to include with the crime scene processing
protocol is 3D documentation utilizing close-range photogrammetry (CRP). This method results
in the generation of realistic 3D models and accurate plan-view maps of the crime scene. The
purpose of this research was to explore the use of CRP to preserve contextual information of
simulated scenes involving scattered human remains in obstructed wooded environments. The
main goal was to improve CRP methodology as well as demonstrate how to incorporate this
method into the forensic archaeology documentation protocol. Photographs were collected
freehand and models were processed using Agisoft Metashape Professional. The first phase of
the research included recording one skeletal scatter four times with varying amounts of
individual coded targets in addition to photogrammetric scale bars to test whether using
additional coded targets improved 3D model accuracy. Accuracy was assessed through visual
analysis, root-mean square (RMS) reprojection errors and total scale bar errors. The results
indicated that including extra coded targets did not improve the accuracy of models significantly
enough to warrant using the extra targets in conjunction with photogrammetric scale bars. For
the second phase of the research, two larger skeletal scatters were documented to test the
capabilities of CRP in an obstructed environment. While visual errors were present when
zoomed in, the RMS reprojection and scale bar errors still indicated highly accurate models.
However, the wooded environment presented numerous challenges that made utilizing CRP
more difficult. Therefore, guidelines were outlined for documenting skeletal scatters in wooded
environments using CRP, with a focus on addressing variables that can affect image quality.
iii

Overall, CRP is a viable method for documenting complex scenes in wooded environments
which should be incorporated into forensic archaeological protocols.

iv

ACKNOWLEDGMENTS
Throughout my research journey, there have been numerous individuals who made this
thesis possible. First and foremost, I want to thank my parents and my other half, Connor, for
their unwavering support, love, and willingness to lend an ear through stressful times. I want to
thank my committee chair Dr. John Schultz for his guidance and wisdom throughout the research
process. I also want to thank my committee members Dr. John Walker and Dr. Scott Branting for
bringing their unique archaeological perspectives to my research. Thank you to John Guziejka of
UCF Landscape and Natural Resources for providing access and logistical assistance for use of
the UCF Natural Lands. I also thank Dominique Langis-Barsetti for providing field and lab
recommendations for improving photogrammetry model quality. Last but not least, I want to
thank my fellow graduate students Megan McCollum and Caroline Jasiak for their assistance and
company in the field.

v

TABLE OF CONTENTS
LIST OF FIGURES ........................................................................................................................ x
LIST OF TABLES ........................................................................................................................ xv
CHAPTER ONE ............................................................................................................................. 1
CHAPTER TWO ............................................................................................................................ 6
Introduction ................................................................................................................................. 6
Literature Review........................................................................................................................ 8
Traditional Mapping Methods ................................................................................................ 9
3D Mapping Methods ............................................................................................................. 9
Comparing 3D Documentation Methods .............................................................................. 11
Improving Model Accuracy: Coded Targets ........................................................................ 13
Materials and Methods .............................................................................................................. 17
Data Collection ..................................................................................................................... 18
Photograph Preprocessing ..................................................................................................... 21
Processing in Agisoft Metashape Professional ..................................................................... 22
Exports .................................................................................................................................. 27
Evaluating Error .................................................................................................................... 28
Results ....................................................................................................................................... 29
Model 1: 12 Extra Targets .................................................................................................... 30
vi

Model 2: 8 Extra Targets ...................................................................................................... 36
Model 3: 4 Extra Targets ...................................................................................................... 42
Model 4: No Extra Targets ................................................................................................... 48
Discussion ................................................................................................................................. 54
RMS Reprojection & Scale Bar Error .................................................................................. 55
Visual Accuracy .................................................................................................................... 56
Varying the Number of Coded Targets ................................................................................. 60
Challenges & Limitations ..................................................................................................... 60
Guidelines ............................................................................................................................. 63
Conclusion ................................................................................................................................ 66
CHAPTER THREE ...................................................................................................................... 68
Introduction ............................................................................................................................... 68
Literature Review...................................................................................................................... 71
Documenting Crime Scenes .................................................................................................. 71
Previous Forensic Research Using CRP ............................................................................... 73
Materials and Methods .............................................................................................................. 76
Data Collection ..................................................................................................................... 77
Model 1 ................................................................................................................................. 80
Model 2 ................................................................................................................................. 81
vii

Photograph Preprocessing ..................................................................................................... 82
Processing in Agisoft Metashape Professional ..................................................................... 83
Exports .................................................................................................................................. 86
Evaluating Error .................................................................................................................... 86
Results ....................................................................................................................................... 88
RMS Reprojection & Scale Bar Errors ................................................................................. 88
Visual Accuracy of Orthomosaic: Model 1 .......................................................................... 89
Visual Accuracy of 3D Model: Model 1............................................................................... 92
Visual Accuracy of Orthomosaic: Model 2 .......................................................................... 97
Visual Accuracy of Model 2 3D Model .............................................................................. 100
Discussion ............................................................................................................................... 104
Model 1 and Model 2 Comparison ..................................................................................... 105
Challenges & Limitations for Wooded Environments........................................................ 108
Expanded Guidelines for Documenting a Larger Scene in Wooded Environments ........... 111
Conclusion .............................................................................................................................. 118
CHAPTER FOUR ....................................................................................................................... 120
Summary of Results ................................................................................................................ 121
Challenges & Guidelines ........................................................................................................ 123
Archaeological & Crime Scene Applications ......................................................................... 125
viii

Future Research ...................................................................................................................... 126
APPENDIX: PROCESSING REPORTS .................................................................................... 128
REFERENCES ........................................................................................................................... 150

ix

LIST OF FIGURES
Figure 1: Workflow of the data collection process followed in the field. .................................... 20
Figure 2: Camera positions for Model 1. The blue rectangles represent the position and view
angle at which each image was captured. The scale bar indicated by the white arrow is 1
m long. .............................................................................................................................. 23
Figure 3: Sparse point cloud of Model 1. The sparse point cloud is generated as tie points are
detected in the images and tracked through the entire set. Then, the scene geometry is
reconstructed using these points. The scale bar indicated by the white arrow is 1 m long.
........................................................................................................................................... 24
Figure 4: General workflow for processing 3D models in Agisoft Metashape Professional. ...... 25
Figure 5: Dense point cloud of Model 1. A dense point cloud is composed of an enormous
number of X, Y, and Z data points located close together. The scale bar indicated by the
white arrow is 1 m long. ................................................................................................... 27
Figure 6: Solid polygonal mesh of Model 1. Using the point cloud information, Metashape
constructs a polygonal model called the mesh. ................................................................. 27
Figure 7: Orthomosaic for Model 1. Note the relatively even lighting, minor bright spots, and
lack of extreme shadows. The scale bar indicated by the white arrow is 1 m long. ......... 31
Figure 8: Close up of the orthomosaic for Model 1 exhibiting the main concentration of skeletal
elements. ........................................................................................................................... 32
Figure 9: Anterior view of the cranium for Model 1 exhibiting distortion of the nasal region and
distortion where the cranium interacts with the ground surface (white arrow). ............... 34
Figure 10: Screen capture of Model 1 exhibiting the cranium, mandible, and right scapula. Note
the distortion of the superior border in the right scapula (white arrow). .......................... 35
Figure 11: Screen capture of Model 1 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow). ................................................. 35
Figure 12: Screen capture from Model 1 exhibiting minor distortion where the distal end of the
right tibia interacts with the right shoe. ............................................................................ 36
Figure 13: Orthomosaic for Model 2. Note the presence of more bright spots and darker
shadows. The scale bar indicated by the white arrow is 1 m long. ................................... 37
Figure 14: Close up of the orthomosaic for Model 2 exhibiting the main concentration of skeletal
elements. ........................................................................................................................... 38
x

Figure 15: Anterior view of cranium from Model 2. There is significantly less distortion of the
nasal region and where the cranium meets the ground surface than in Model 1. ............. 40
Figure 16: Screen capture of Model 2 exhibiting the cranium, mandible, and right scapula. Note
the significant distortion of the superior border in the right scapula (white arrow). ........ 41
Figure 17: Screen capture of Model 2 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow). ................................................. 41
Figure 18: Screen capture from Model 2 exhibiting distortion where the distal end of the right
tibia interacts with the right shoe. ..................................................................................... 42
Figure 19: Orthomosaic for Model 3. Note the numerous bright spots and dark shadows
throughout the scene. The scale bar indicated by the white arrow is 1 m long. ............... 43
Figure 20: Close up of the orthomosaic for Model 3 exhibiting the main concentration of skeletal
elements. ........................................................................................................................... 44
Figure 21: Anterior view of cranium from Model 3 exhibiting a minor amount of distortion
where it meets the ground surface (white arrow).............................................................. 46
Figure 22: Screen capture of Model 3 exhibiting the cranium, mandible, and right scapula. Note
the significant distortion on the superior border of the right scapula (white arrow). ....... 47
Figure 23: Screen capture of Model 3 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow). ................................................. 47
Figure 24: Screen capture from Model 3 exhibiting distortion where the distal end of the right
tibia interacts with the right shoe. ..................................................................................... 48
Figure 25: Orthomosaic for Model 4. Note the significantly more even lighting compared to
Models 2 and 3. The scale bar indicated by the white arrow is 1 m long. ........................ 49
Figure 26: Close up of the orthomosaic for Model 4 exhibiting the main concentration of skeletal
elements. ........................................................................................................................... 50
Figure 27: Anterior view of cranium from Model 4 exhibiting a very minor amount of distortion
where the mandible interacts with the nasal region. ......................................................... 52
Figure 28: Screen capture of Model 4 exhibiting the cranium, mandible, and right scapula. Note
the significant distortion on the superior border of the right scapula (white arrow). ....... 53
Figure 29: Screen capture of Model 4 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow). ................................................. 53

xi

Figure 30: Screen capture from Model 4 exhibiting little to no distortion where the right tibia
interacts with the right shoe. ............................................................................................. 54
Figure 31: Comparison of the cranium between the four 3D models. The white arrows point to
where the right side of the cranium interacts with the ground surface, which exhibits
significant distortion in Model 1. Minor distortion of this area is present in Models 3 and
4, while no distortion in present in Model 2. The black arrows point to the nasal region
which is also significantly distorted in Model 1. There is little to no distortion of this area
in the other three models. .................................................................................................. 58
Figure 32: Comparison of the right scapula between the four 3D models. The white arrows point
to the distortion regions of the scapula, with Model 1 exhibiting the least amount of
distortion. Models 2 and 3 exhibit the most severe distortion of this region. ................... 59
Figure 33: Workflow of the data collection process followed in the field. .................................. 78
Figure 34: (a) Image of view angle 1, which was defined as kneeling while photographing close
to ground level. (b) Image of view angle 2, which was defined as kneeling with the
camera at about waist height. ............................................................................................ 79
Figure 35: (a) Image showing view angle 4, which was defined as standing with the camera at
about chest level. (b) Image showing view angle 5 which was defined as standing with
the camera at about eye level and angled slightly down. (c) Image exhibiting how the
parallel overhead shots were taken using an extension pole............................................. 80
Figure 36: Unprocessed RAW image from Model 1 (a), white-balanced only image (b), and
white-balanced image with adjusted highlights (c). ......................................................... 82
Figure 37: Unprocessed RAW image from Model 1 (a), white-balanced image only (b), and
white-balanced image with adjusted exposure (c). ........................................................... 83
Figure 38: Image of the sparse point cloud from Model 1. The sparse point cloud is generated
during the Align Photos step. ............................................................................................ 84
Figure 39: Dense point cloud from Model 1. The dense point cloud is composed of X, Y, and Z
data points located close together (Douglass et al., 2015; Granshaw, 2016). The scale bar
indicated by the white arrow is 1 m long. ......................................................................... 85
Figure 40: Mesh geometry from Model 1. Metashape uses information from the point cloud to
construct a polygonal model called the mesh ................................................................... 86
Figure 41: Orthomosaic for Model 1. Note that the lighting is even with no extreme shadows or
highlights present. The scale bar indicated by the white arrow is 1 m long. The black
circles represent the unmodeled centers of the tree trunks. .............................................. 90

xii

Figure 42: Close up of the torso region in the Model 1 orthomosaic image. ............................... 91
Figure 43: Close up of the shorts and lower limbs in the Model 1 orthomosaic image. The long
bones of the lower limbs also exhibit a doubling effect (white arrows). .......................... 91
Figure 44: Close up of the Model 1 orthomosaic image showing the cranium and mandible.
Details such as the cranial sutures and the mandibular teeth are clearly visible. Note the
doubling effect on the cranium (white arrow). ................................................................. 92
Figure 45: Screen capture of the 3D model for Model 1. The scale bar indicated by the white
arrow is 1 m long. ............................................................................................................. 93
Figure 46: Screen capture of Model 1 exhibiting the shorts, legs, and shoes. Note the missing
portions of shafts on the femora and left tibia (white arrows). ......................................... 94
Figure 47: Screen capture of Model 1 exhibiting the left humerus, radius, and ulna. .................. 94
Figure 48: Screen capture of Model 1 exhibiting the anterior view of the cranium. Note the
ground surface-subject interfacing errors on the right side of the cranium (white arrow).
........................................................................................................................................... 95
Figure 49: Comparison between the texture and the mesh geometry of the right os coxa in Model
1. The ilium has a large portion missing when viewing the 3D model with the texture
added that was present when viewing the mesh geometry (white arrows). ...................... 96
Figure 50: Comparison between the texture and the mesh geometry of the cranium in Model 1. It
is clear from the anterior view that the geometry of the right side of the cranium is
blending with the ground geometry (white arrows). ......................................................... 96
Figure 51: Comparison between the texture and mesh geometry of the lower limbs in Model 1.
When viewing the mesh geometry of the right femur, left femur, and left tibia, it is clear
that the missing portions of the shafts occurred in the mesh (white arrows). ................... 97
Figure 52: Orthomosaic image of Model 2. When viewing the entire scene, little to no distortion
is visible on any skeletal elements or evidence. The scale bar indicated by the white
arrow is 1 m long. The black arrows indicate the location of the tree trunks. .................. 98
Figure 53: Close up of the torso region in the Model 2 orthomosaic image in which little to no
visual distortion is visible. ................................................................................................ 99
Figure 54: Close up of the shorts and lower limbs in the Model 2 orthomosaic image. Visual
distortion is present on the right femur (white arrow) and right os coxa (black arrow). .. 99
Figure 55: Screen capture of the 3D model for Model 2. The scale bar indicated by the white
arrow is 1 m long. ........................................................................................................... 100
xiii

Figure 56: Screen capture from Model 2 of the anterior (a) and inferior (b) views of the cranium
exhibiting minor amounts of visual distortion. ............................................................... 101
Figure 57: Screen capture from Model 2 of the torso showing minimal amounts of distortion on
the shorts and t-shirt. The white arrow points to distortion of the right femur. .............. 102
Figure 58: Comparison between the texture (a) and mesh geometry (b) of the mandible and right
scapula in Model 2. The white arrows show where the body of the scapula is largely
missing in both layers. The mandible exhibits blended geometry with the ground surface.
......................................................................................................................................... 103
Figure 59: Images comparing the texture (a) and mesh geometry (b) of the left humerus in Model
2. When viewing the left humerus in the mesh, the sides of the shaft appear to blend in
with the ground surface. .................................................................................................. 103
Figure 60: Comparison between a photo taken of the cranium during data collection (a) to a
screen capture from Model 2 of the 3D modeled cranium (b). ....................................... 107
Figure 61: Screen capture of the sparse point cloud from Version 1 of Model 1. The blue box
indicates the center of the scene where there was a lack of points. The red box indicates a
large region of generated points that were supposed to be located in the center of the
scene, but instead were placed in the sky due to misalignment of the cameras. ............ 115
Figure 62: Screen capture of the sparse point cloud from Version 2 of Model 1. Note that there
are no regions of out-of-place points, and that the sparse point cloud is denser overall. 116
Figure 63: Steps for improving the sparse point cloud accuracy (and therefore the quality of the
final 3D model) when working with an imperfect image set.......................................... 117

xiv

LIST OF TABLES
Table 1: Comparison of different archaeological studies that implemented photogrammetry and
SfM to record excavations as well as the measurement error they achieved. ................... 15
Table 2: Human skeletal elements used to create the scattered scene. ......................................... 17
Table 3: View angles and the number of photos taken at each view angle for each model. ........ 21
Table 4: Data collection information for each model, including the number of individual targets,
the camera settings, the data collection time, and the number of photos captured. .......... 21
Table 5: Reprojection error and total scale bar error for each model. .......................................... 30
Table 6: Comparison between the estimated and actual scale bar distances for scale bar #19. ... 30
Table 7: Comparison between the estimated and actual scale bar distances for scale bar #23. ... 30
Table 8: Description of visual errors for each skeletal element and clothing item for Model 1. . 33
Table 9: Description of visual errors for each skeletal element and clothing item for Model 2. . 39
Table 10: Description of visual errors for each skeletal element and clothing item for Model 3. 45
Table 11: Description of visual errors for each skeletal element and clothing item for Model 4. 51
Table 12: Comparison between the visual errors of each 3D model. ........................................... 57
Table 13: The number of photos taken compared to the number of photos left after optimization
of the sparse point cloud. The middle columns indicate the number of photos deleted
from each view angle. ....................................................................................................... 62
Table 14: Overview of literature discussing the recording of crime scenes using 3D methods. .. 74
Table 15: Data collection information for Models 1 and 2. .......................................................... 78
Table 16: Descriptions of the view angles and approximate number of photos taken at each view
angle for each scenario...................................................................................................... 79
Table 17: Human skeletal elements used to create Models 1 and 2. ............................................ 81
Table 18: Reprojection error and total scale bar error for each model. ........................................ 89
Table 19: Check scale bar errors for Models 1 and 2. .................................................................. 89

xv

Table 20: Description of visual errors for each skeletal element and clothing item when zoomed
in for the Model 1 3D model............................................................................................. 93
Table 21: Description of visual errors for each skeletal element and clothing item when zoomed
in for the Model 2 3D model........................................................................................... 100
Table 22: The number of photos taken compared to the number of photos left after optimization
of the sparse point cloud, as well as the number of photos deleted from each view angle.
......................................................................................................................................... 110
Table 23: Comparison between the sparse point clouds of Versions 1 and 2 of Model 1. Overall,
Version 2 had a much denser sparse point cloud and lower RMS value than Version 1.
......................................................................................................................................... 115

xvi

CHAPTER ONE
The mapping and systematic recovery of human remains and associated evidence are
essential steps in forensic investigations, as the documentation of their context are as equally
important to the identification process as the remains themselves (Dirkmaat & Adovasio, 1997;
Dirkmaat & Cabo, 2012; Holland & Connell, 2016). Similar to archaeological sites, crime scenes
are short-lived environments which contain evidence that, once moved, will never be in the same
position again (Dupras et al., 2012; Sheppard et al., 2017). By mapping the spatial distribution of
all recovered remains and evidence in their environmental context, investigators may be able to
recreate the order of events that occurred at the scene and infer post-depositional processes, thus
gaining crucial information regarding the events surrounding death (Dupras et al., 2012;
Dirkmaat & Cabo, 2012).
The application of archaeological methods to crime scenes is referred to as forensic
archaeology (Crist, 2001; Dupras et al., 2012). Forensic archaeologists have training in search,
mapping, and excavation techniques, as well as knowledge of taphonomic processes that can
impact human remains (Dirkmaat & Adovasio, 1997; Schultz & Dupras, 2008; Dirkmaat &
Cabo, 2012). While, forensic archaeology provides the most comprehensive protocols for
outdoor crime scene documentation, there is still a need to improve outdoor documentation
procedures for scenes involving human remains (Dirkmaat & Adovasio, 1997; Crist, 2001;
Dirkmaat & Cabo, 2012; Dupras et al., 2012). This is because law enforcement evidencedocumentation protocols are more well developed for indoor scenes than for outdoor ones
(Dirkmaat & Cabo, 2012). One potential solution comes in the form of 3D documentation
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utilizing close-range photogrammetry (CRP), which results in the generation of realistic 3D
models and accurate plan-view maps of the crime scene.
Photogrammetry is the field of study concerned with the use of photographs to obtain
reliable and accurate measurements and the application of advanced computer software to create
3D models (Granshaw, 2016; Edelman & Aalders, 2018). Photogrammetric projects generally
involve acquiring suitable photographs followed by imagery processing using the chosen
photogrammetric software (Mikhail et al., 2001). The majority of modern photogrammetric
software packages implement a structure-from-motion (SfM) algorithm to produce 3D models.
SfM involves extracting information from a collection of photographs, including each camera
position and other three-dimensional data (Green et al., 2014). The software is able to calculate
each camera position by finding matching points across multiple photographs, and then plots the
locations of numerous points to create a 3D reconstruction of the photographed objects (Green et
al., 2014).
Over the last decade, there has been an exponential increase in the use of 3D
documentation by archaeologists both on and off site, including GIS mapping, digital
photogrammetry, and laser scanning (Forte, 2014). Close-range photogrammetry (CRP) is
commonly employed by archaeologists to record excavations and artifacts (e.g. Barazzetti et al.,
2011a; De Reu et al., 2013; Doneus et al., 2011; Garstki et al., 2018; Green et al., 2014; Howland
et al., 2014; Karauğuz et al., 2009; Peng et al., 2017; Sapirstein, 2016, 2018; Waagen, 2019).
This can largely be attributed to the increased digital resolution of digital single-lens reflex
(DSLR) cameras, which allows for more accurate 3D documentation and quicker data processing
(Forte 2014). Further, 3D documentation through photogrammetric methods in particular has
2

become an affordable option for archaeologists (De Reu et al., 2013; Forte, 2014; Sapirstein,
2016).
Close-range photogrammetry has great potential for use in forensic investigations. There
are many advantages to using CRP in forensic scenarios, including its portability, flexibility, and
reduced expenses compared to terrestrial laser scanners (Green et al., 2014; Sapirstein, 2016).
Most importantly, using CRP enables the recording of contextual information as a 3D model
which is a true-to-scale representation of the scene, and allows for the entire scene to be captured
in one overhead, plan view image. This is something that often cannot be accomplished with
standard photography in wooded environments, as using a drone to capture an overhead image of
the scene may not be possible due to obstructions such a tree canopy. The 3D models that can be
created using modern photogrammetry software provide a permanent virtual record of the crime
scene, conserving both its metric and morphological characteristics (Barazzetti et al., 2012). This
allows for additional measurements or observations of evidence years after the crime scene has
been removed (Barazzetti et al., 2012; Edelman & Aalders, 2018).
While CRP guidelines are well developed for archaeological applications (e.g. Douglass
et al., 2015; Green et al., 2014; Koenig et al., 2017; Sapirstein, 2016; Sapirstein & Murray, 2017;
Sapirstein, 2018), this method has yet to be widely implemented in forensic settings.
Archaeological studies which implement CRP to record sites are often documenting scenes
within different environments from those in outdoor wooded crime scenes, as the items being
recorded and the textures of the surfaces are often vastly different. Therefore, the CRP methods
employed by archaeologists need to be tested in simulated forensic settings to better understand
how photogrammetric techniques can be adapted for forensic contexts.
3

The overarching purpose of this thesis research is to explore the use of CRP to preserve
contextual information of forensic crime scenes involving scattered human remains in obstructed
wooded environments. In doing so, the goal is to improve CRP methodology for documenting
large, complex, scatters in wooded environments as well as demonstrate how to incorporate this
method into the forensic archaeology documentation protocol. In this introductory chapter, a
brief overview of forensic archaeology and photogrammetry has been provided, followed by a
description of the specific goals of Chapters 2 and 3.
Chapter 2 explores methods for increasing the overall accuracy and visual quality of CRP
generated 3D models when recording forensic skeletal scatters in wooded environments.
Wooded environments are particularly difficult to document using CRP due to the complex
ground surface of leaves, shadows caused by trees, and wind. In particular, the goal was to
explore whether incorporating individual coded targets throughout the scene in addition to
calibrated photogrammetric scale bars would improve the visual and quantitative accuracy of the
final 3D models. While a number of archaeologists prefer using coded targets for CRP data
collection (Sapirstein, 2016; Sapirstein & Murray, 2017), others state they are unnecessary to
create accurate 3D models (Barazzetti et al., 2011a; Barazzetti et al., 2011b). However, as
previously stated, archaeologists often work in an environment in which they are recording
excavations with a cleaned, level, and homogeneous textured bottom surface. Even when
documenting complex structures or surfaces, archaeologists are typically not working in a
wooded environment. Therefore, the necessity of using extra coded targets needs to be tested in a
wooded forensic scenario where the environment is very different from that of an archaeological
excavation.
4

The purpose Chapter 3 was to apply CRP methods to document larger, more complex,
skeletal scatters in obstructed wooded environments. These are the types of scenes more
commonly encountered by forensic archaeologists, where trees and scrub obstruct individual
skeletal elements from view. The portable nature of CRP makes it ideal for wooded
environments, as it only requires a digital camera (and sometimes a tripod) in the field, allowing
for more mobility and flexibility in tighter or obstructed scenarios (Zancajo-Blazquez et al.,
2015; Baier & Rando, 2016). Another goal of this study was to improve and adjust CRP data
collection methods in order to deal with different environmental variables that affect imagery. By
doing so, the goal was to adapt CRP guidelines for complex, outdoor scenes so that CRP can be
incorporated into the already established forensic archaeological documentation protocols. The
most important advantage of using this technique in obstructed environments is the ability to
view all skeletal elements in one overhead orthomosaic generated from the 3D model.
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CHAPTER TWO
Introduction
Mapping and the comprehensive documentation of crime scenes are essential steps in
forensic investigations. Crime scenes are not permanent, but rather short-lived environments
which contain evidence that, once moved, will never be in the same position again (Dupras et al.,
2012; Sheppard et al., 2017). By mapping the spatial distribution of all recovered evidence (and
therefore recording their context), investigators may be able to recreate the order of events that
occurred at the scene and infer post-depositional processes (Dupras et al., 2012; Dirkmaat &
Cabo, 2012). Analysis of the crime scene is also important for death investigations since the
position of the body or dispersal of skeletal remains and evidence within their environmental
context may provide crucial information regarding the events surrounding that individual’s death
(Dirkmaat & Cabo, 2012).
Major technological advancements over the last decade have led to the use of three
dimensional (3D) mapping techniques in both forensic and archaeological scenarios, including
total stations as well as the creation of 3D models using laser scanners and photogrammetric
methods (Berezowski et al., 2020; Forte, 2014; Raneri, 2018). Photogrammetry, which has both
aerial and terrestrial applications, is a method of 3D documentation commonly employed by
archaeologists to record excavations and artifacts (e.g. Barazzetti et al., 2011a; De Reu et al.,
2013; Doneus et al., 2011; Green et al., 2014; Howland et al., 2014; Peng et al., 2017; Sapirstein,
2016). In particular, this study focuses on terrestrial photogrammetry, also known as close-range
photogrammetry (CRP). CRP is a portable, rapid, and non-destructive method of mapping crime
6

scenes that has great potential for use in forensic investigations. While 3D modeling using CRP
is frequently used to record archaeological sites, it has yet to be widely implemented in forensic
settings. There are many advantages to using CRP in forensic scenarios, including recording
contextual information as a 3D model which is a true-to-scale representation of the scene. Other
advantages of using CRP for recording scenes include its flexibility, portability, and reduced
expenses compared to laser scanners (Sapirstein, 2016; Green et al., 2014). Additionally, using
CRP allows for the entire scene to be captured in one overhead, plan view image that cannot be
accomplished with standard photography. Further, using a drone to capture an overhead image of
the scene may not be possible due to obstructions such a tree canopy.
While CRP methods and guidelines are well developed for archaeological applications
(e.g. Green et al., 2014; Koenig et al., 2017; Sapirstein, 2016; Sapirstein & Murray, 2017;
Sapirstein, 2018), further studies are still needed to determine the method’s accuracy and its
applicability to criminal investigations (Gidusko, 2018). Archaeological studies which
implement CRP to record sites are often documenting scenes within different environments from
those in outdoor wooded crime scenes, as the textures of the surfaces and the items being
recorded are often vastly different. For example, archaeological studies have often involved
recording buildings, temples, and other structures (e.g. Barazzetti et al., 2011a; Green et al.,
2014; Koutsoudis et al., 2014), or they involve the documentation of excavation units (e.g.
Dellepiane et al., 2013; Doneus et al., 2011; Olson et al., 2013; Peng et al., 2017;). Therefore, the
CRP methods used by archaeologists need to be tested in forensic settings to better understand
how photogrammetric techniques can be adapted for forensic contexts.
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The goal of the research presented in this chapter is to explore methods for increasing the
overall accuracy and visual quality of 3D models of forensic scenarios involving scattered
human skeletal remains in wooded environments. Wooded environments are particularly difficult
to document using photogrammetry due to the complex ground surface of leaves and the
shadows caused by trees. Additionally, there are no forensic studies which implemented
photogrammetry to record skeletal scatters in complex wooded environments. The purpose of
this study was to explore whether incorporating individual coded targets in addition to calibrated
photogrammetric scale bars would improve the quantitative and visual accuracy of the final 3D
models. While a number of archaeologists prefer using use coded targets for CRP data collection
(Sapirstein, 2016; Sapirstein & Murray, 2017), others state they are unnecessary to create
accurate 3D models (Barazzetti et al., 2011a; Barazzetti et al., 2011b). Therefore, the necessity of
using extra coded targets needs to be tested in a forensic scenario where the environment is very
different from that of an archaeological excavation with a cleaned, level, and homogenous
textured bottom surface.

Literature Review
Prior to discussing the current research, an overview of traditional mapping will be
provided, followed by a discussion of 3D mapping methods. This will include a comparison of
terrestrial laser scanners to photogrammetry. Then, the potential benefits of using coded targets
will be discussed, including a comparison of archaeological studies which have tested coded
targets to those which do not incorporate the targets during data collection.
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Traditional Mapping Methods
There are various traditional methods for documenting crime scenes which largely
involve hand-drawing maps to scale based on measurements taken of the scene (Dupras et al.,
2012). The baseline control-point method is a commonly used method in forensic investigations
and is the most efficient hand-drawn mapping approach for recording scenes with a large degree
of skeletal dispersal (Dupras et al., 2012, p. 181). This method involves the use of meter tapes to
establish a baseline, from which another measuring tape is used to measure the distance between
the baseline and a piece of evidence (Christensen et al., 2014). The baseline control point method
is typically used to create a two-dimensional, bird’s eye view of the scene (Dupras et al., 2012).
Section drawing is another method of mapping which depicts the elevation of objects on three
axes, with an arbitrary datum being set up to measure depth from (Dupras et al., 2012). This type
of mapping is preferred for scenes involving buried remains and evidence, or other scenarios
where evidence is located at significantly different depths. Despite this recording of objects on
three axes, section drawing still results in a two-dimensional map, and therefore does not fully
capture the scene in a three-dimensional format (Dupras et al., 2012).

3D Mapping Methods
Three-dimensional (3D) documentation began with the introduction of total stations and
the global positioning system (GPS), allowing researchers to locate 3D coordinates of individual
points on site (Dupras et al., 2012; Howard, 2007). Total stations are commonly used instruments
for recording and measuring 3D coordinates (Barazzetti et al., 2012) and have been widely used
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in both forensic and archaeological scenarios. Recording 3D coordinates with a total station
allows for relevant points to be geo-referenced and, if also using photogrammetric or laser
scanning techniques, can be used to record ground control points for geo-referencing the 3D
models (Barazzetti et al., 2012). There are advantages and disadvantages for both terrestrial laser
scanning and photogrammetry.
Many scanners have a camera which also photographs the scene, allowing for a realistic
view of the scene to be created through direct photo-texturing (Barazzetti et al., 2012).
Terrestrial laser scanners employ different technologies for recording points, but they all have
the same end goal of determining the distances to objects (Raneri, 2018). Tripod-mounted laser
scanners can record tens of millions of points in a matter of minutes, capturing the surrounding
visible area as a point cloud (Raneri, 2018). Improvements in 3D laser scanning technology and
associated computer software in recent years has led to an increase in their use by crime scene
investigation units (Raneri, 2018; Wang et al., 2019; Berezowski et al., 2020).
Photogrammetry is the field of study concerned with the use of photographs to obtain
reliable and accurate measurements and the application of software to create 3D models
(Granshaw, 2016; Edelman & Aalders, 2018). Photogrammetry has been traditionally defined as
“the process of deriving metric information about an object through measurements made on
photographs of the object” (Mikhail et al., 2001, p. 1). When an object has been captured as two
or more photographs taken from different positions, the three-dimensional coordinates can be
calculated for any point represented in multiple photographs (Linder, 2003).
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Photogrammetric projects generally involve two main steps: (1) acquiring suitable
photographs followed by preprocessing of the imagery and (2) imagery processing using the
chosen photogrammetric software (Mikhail et al., 2001). The majority of modern
photogrammetric software, including Agisoft Metashape Professional, which was used for this
research, implement a structure-from-motion (SfM) algorithm to produce 3D models. SfM
involves extracting information from a collection of photographs, including each camera position
and other three-dimensional data such as the scene geometry (Green et al., 2014). The software
calculates each camera position by locating matching points across multiple photographs, as well
as automatically determining the camera’s interior orientation and lens distortion parameters
(Green et al., 2014; Granshaw, 2016). Once the camera positions have been calculated, the
locations of numerous points can be plotted to create a dense reconstruction of the photographed
objects (Green et al., 2014).

Comparing 3D Documentation Methods
Total stations, laser scanners, and photogrammetric methods are all related in that they
collect point data. Total stations are capable of precisely measuring a small number of individual
points with an error of only a few millimeters when in the hands of a trained surveyor (Barazzetti
et al., 2012; McPherron, 2005). However, it is important to note that both archaeologists and
crime scene investigators may not be able to always achieve that level of accuracy with a total
station depending on their level of training and experience. Laser scanners, on the other hand,
can record millions of points throughout the entire scene and the results are often largely
automated (Barazzetti et al., 2012). Images collected using photogrammetric methods can be
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used to generate points clouds containing millions of points as well as extract specific points,
however, experienced operators are typically needed as the results are not automated (Barazzetti
et al., 2012). However, while both laser scanning and photogrammetric methods can be used to
generate 3D models, they are often applied to different scenarios based on their level of
complexity (Zancajo-Blazquez et al., 2015). Laser scanning is ideal for more complex scenarios
and objects with complex geometric shapes, while photogrammetry is largely used for less
complex scenarios and objects (Zancajo-Blazquez et al., 2015). For instance, textureless objects
are more difficult to model using photogrammetric methods and therefore are better
reconstructed using laser scanners (Zancajo-Blazquez et al., 2015).
Despite the advantages laser scanning may have in certain scenarios, it is important to
note that laser scanner systems are significantly more expensive than photogrammetric methods
(Zancajo-Blazquez et al., 2015; Baier & Rando, 2016). Photogrammetric systems, which
typically only require a digital camera (and sometimes a tripod) in the field, allow for more
mobility and flexibility in tighter or obstructed scenarios (Zancajo-Blazquez et al., 2015; Baier &
Rando, 2016). The processing capability of photogrammetry software packages have increased
while their cost has been generally decreasing (with some free opensource software available),
making photogrammetry both a high quality and lower cost option for generating 3D models for
both forensic and non-forensic archaeologists. However, properly implementing
photogrammetric methods requires more experienced users than laser scanning, as the proper
camera settings need to be chosen based on the scenario and lighting, otherwise the photographs
may not turn out adequate for use in 3D modeling (Zancajo-Blazquez et al., 2015; Baier &
Rando, 2016). Therefore, for CRP to become widely used for forensic scenes involving human
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skeletal remains, guidelines need to be further developed in order for the most accurate models to
be generated.

Improving Model Accuracy: Coded Targets
In order to develop guidelines, it is necessary to test methods for improving model
accuracy. One possible method is the inclusion of coded targets throughout the scene during
documentation. Coded targets are sometimes placed in or around the scene or object being
recorded using photogrammetry. Three-dimensional (3D) modeling software like Agisoft
Metashape Professional can detect the exact center of the coded targets in the images, reducing
processing time by assisting with the photo alignment stage of SfM (Sapirstein & Murray, 2017).
Scale bars can include coded targets such as the Cultural Heritage Imaging calibrated
photogrammetric scale bars. In the case of the Cultural Heritage Imaging scale bars, they are
calibrated so that they have an accuracy of 1/10 mm and therefore allow for the 3D model to be
accurately scaled (Cultural Heritage Imaging, 2015).
Some archaeologists, such as Sapirstein (2016), are strong supporters of using coded
targets, arguing that they should always be included in photogrammetric surveys of
archaeological sites, features, and objects. Sapirstein (2016, 2018) claims that using coded
targets can result in a precision level of at least 1:100,000 using a DSLR with a fixed lens, and
1:20,000 using a DSLR with a zoom lens. Precision is based on the size of the area being
recorded, so if the scene is 10 m wide, a 1:100,000 precision could distinguish measurements
down to 0.1 mm. In addition, these targets accelerate the camera alignment process, and can
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refine the camera calibrations and orientations beyond what SfM alone can achieve (Sapirstein,
2018).
Many current photogrammetric software programs can automatically orient camera
positions and generate tie points without the assistance of coded targets (Douglass et al., 2015).
Stamatopoulos and Fraser (2014) compared target-free camera calibration and feature-based
matching to calibration using targets and found them to be of about equal accuracy, with the
former targetless calibration being slightly more precise. However, their close-range test was
performed by recording buildings and brick walls, which are visually very different from the
wooded environments with complex ground surfaces recorded in the present study. Further, a
study by Sapirstein (2016) in which photogrammetry was used to document the Temple of Hera
at Olympia, demonstrated that accuracy could be raised by at least 70% when both the targets
and feature-based matching were used for calibration.
Barazzetti et al. (2011a) also compared the use of coded targets to automatic, featurebased tie point extraction without targets to record a temple at the archaeological site of MySon
in Vietnam. Ground control points recorded with a total station were compared to coordinates
within the photogrammetric model. The error range without targets was 1 – 15 mm with an
average of 7.83 mm, while the error range with targets was 1-12 mm with an 5.17 mm,
amounting to a difference in average error of 2.66 mm. The authors concluded that while the
results were slightly more accurate when using coded targets, the results from automatic tie point
extraction were accurate enough for their purposes (Barazzetti et al., 2011a).
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Table 1 provides a comparison of different archaeological studies that implemented
photogrammetry and SfM to record excavations, including how measurement error was assessed
as well as the error they achieved. Due to the ability of many programs to generate 3D models
without coded targets, there are a significant number of archaeologists who do not use coded
targets or calibrated photogrammetric scale bars (Table 1). Instead, they use ground control
points within the scene that are recorded with a total station to scale and georeference the 3D
models (e.g., Green et al., 2014; De Reu et al., 2014; Doneus et al., 2011; De Reu et al., 2013;
Benevides Lopez et al., 2016; Peng et al., 2017; Koutsoudis et al., 2014). This requires locating
the photographs in which the ground control point is visible (such as a datum nail or other type
of target) and selecting the center manually in the software (Sapirstein & Murray, 2017). Doing
so introduces error and is more time consuming than using coded targets which are located
automatically by the software (Sapirstein & Murray, 2017).
Table 1: Comparison of different archaeological studies that implemented photogrammetry and
SfM to record excavations as well as the measurement error they achieved.
Study
Dellepiane et al.
(2013)
Sapirstein (2016)
Barazzetti et al.
(2011a)
Barazzetti et al.
(2011a)
Koenig et al. (2017)
Peng et al. (2017)
Benavides López et al.
(2016)
Baier and Rando
(2016)
De Reu et al. (2014)

Coded
Targets
No

Subject
Excavation/Trenches

Method Used to
Assess Error
Total Station

Yes
Yes

Temple
Building/Temple

Repeatability Tests 1 – 3
Total Station
1 – 12

No

Building/Temple

Total Station

1 – 15

No
No
No

Excavation/Trenches
Excavation/Trenches
Dolmens

Total Station
Total Station
Total Station

3.4
5–6
5–8

No

Simulated mass graves Total Station

8

No

Trenches

8 – 15

15

Total Station

Error
(mm)
1.8

Study
De Reu et al. (2013)
Koutsoudis et al.
(2014)
Doneus et al. (2011)
Green et al. (2014)
Olson et al. (2013)

Coded
Targets
No
No
No
No
No

Subject
Trenches
Building

Method Used to
Assess Error
Total Station
Laser Scanner

Error
(mm)
9 – 25
14

Trenches
Buildings
Excavation/Trenches

Laser Scanner
Total Station
Total Station

18
19 – 39
20-30

This review of the literature clearly demonstrates that there is disagreement among the
archaeological community as to whether coded targets are needed to produce accurate models
using photogrammetry. It is clear that there are many benefits to including photogrammetric
scale bars with coded targets on them in the scene, as they speed up the photo alignment process,
provide scale to the model, and can be used to assess accuracy of measurements within the
model. Coded targets may also be beneficial when recording outdoor environments where the
lighting is variable during photographing. According Sapirstein and Murray (2017), when a
cloud passes over and causes a handful of photographs to become shaded, the coded targets help
the software to align those shaded photographs with the rest. Additionally, they state that the
optimal number of targets to use will change based on the scale and complexity of the scene
(Sapirstein & Murray, 2017).
However, the archaeological studies which have demonstrated the benefits of coded
targets (e.g. Barazzetti et al., 2011a; Sapirstein, 2016) were conducted in a very different
environment from wooded forensic scenarios. Additionally, both of these studies were recording
buildings and temples which have feature-rich surfaces which are more successfully modeled
using photogrammetry than surfaces that lack strong features (De Reu et al., 2014). These
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architectural features differ greatly from skeletal remains and evidence scattered in a wooded
environment, especially with a leaf bottom surface which lacks strong features. Finally, of the
three studies which examined the use of coded targets versus targetless tie-point extraction (e.g.,
Barazzetti et al., 2011a; Stamatopoulos & Fraser, 2014; Sapirstein, 2016), only the study by
Sapirstein (2016) used Agisoft PhotoScan (now called Metashape). Therefore, it is important that
the inclusion of extra coded targets in addition to photogrammetric scale bars be tested in
complex forensic scenarios with Agisoft Metashape, the software used in this study.

Materials and Methods
Data collection occurred in the natural lands of the University of Central Florida. The
chosen field site consisted of an oak hammock within a pine flatwood matrix, with a flat ground
surface consisting mainly of live oak leaves and pine needles. One simulated forensic scenario
was created using a composite human skeleton and several clothing items, including a t-shirt, a
pair of shorts, a baseball cap, and a pair of tennis shoes. The simulated scene consisted of a very
tight scatter using 43 bones (see Table 2).
Table 2: Human skeletal elements used to create the scattered scene.
Skeletal Element
Cranium
Mandible
Scapula
Humerus
Radius
Ulna
Vertebrae
Ribs
Sternum

Left

Right
1
1

1
1
1
1

1
1
1
1
10
12
1 (sternal body only)
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Skeletal Element
Os Coxa
Sacrum
Femur
Patella
Tibia
Fibula
Total

Left
1

Right
1
1

1
1
1

1
1
1
1
43

Prior to capturing photos, six Cultural Heritage Imaging calibrated photogrammetric
scale bars with coded targets were placed around the scene, ensuring that they were clearly
visible in multiple overlapping images (Cultural Heritage Imaging, 2015). Using this type of
scale bar allows for the scale of the model to be validated and the coded targets can be
automatically recognized by the software as reference points (Edelman & Aalders, 2018). In
addition to the calibrated photogrammetric scale bars, twelve extra individual coded targets were
placed throughout the scene for Model 1 near complex regions such as the torso, the cranium,
and joint surfaces. For each successive model, four targets were removed, meaning that Model 2
had eight extra targets, Model 3 had four, and Model 4 had zero. Additionally, before
photographing the models, hand clippers were used to clear any ground foliage that was
obstructing individual skeletal elements, the photogrammetric scale bars, or individual coded
targets.

Data Collection
The scene was photographed four times using a NIKON D7200 camera with a NIKKOR
18-140mm 1:3.5-5.6G ED lens set to autofocus. This lens is equipped with vibration reduction
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(VR) image stabilization which helps to reduce the effects of camera shake when shooting
handheld (Nikon Inc., 2020). Since this is a zoom lens (as supposed to a fixed lens), based on
recommendations from the Agisoft (2019b) manual, the focal length was set to the minimal
value of 18 mm for more stable results while shooting. Zoom lenses, as opposed to fixed lenses,
have lower optical quality and have increased internal instability due to being constructed of
more moveable parts (Sapirstein & Murray, 2017). However, zoom lenses are still frequently
used for photogrammetric documentation in archaeology and can produce highly accurate results
(Doneus et al. 2011; Dellepiane et al. 2013; Olson et al., 2013; De Reu et al. 2014; Green et al.
2014; Koutsoudis et al. 2014). A focal length of 18 mm was also chosen because wide angle
lenses are recommended for photogrammetry (Sapirstein & Murray, 2017). However, it should
be noted that both the camera and lens have DX-format sensors, meaning that they are not full
frame. Therefore, due to the 1.5x crop factor of the DX-format sensor, the actual frame view is
27 mm (Berkenfeld, 2020).
Aperture priority was chosen in order to keep the aperture consistent throughout
photographing (Sapirstein & Murray, 2017). A higher aperture value of ƒ/11 was chosen to allow
for a large depth of field, thus ensuring that everything in the scene would be in focus. Due to the
low light conditions, a higher ISO of 800 was chosen in order to achieve a fast-enough shutter
speed while keeping the higher aperture. The average shutter speed while shooting Model 1 was
1/30 of a second, while Model 2 averaged around 1/40 of a second, Model 3 averaged 1/80 of a
second, and Model 4 averaged 1/40 of a second. Data collection began with Model 1 at around
12 pm and all four models were complete by 3 pm.
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Place scale bars and
individual coded
targets.

Clear scene of
ground foilage that
may block scales or
skeletal elements

Make sure that SD
cards are formated
& choose camera
settings

Take close up
photographs of
individual skeletal
elements

Attatch camera to
extension pole and
take overhead
photographs

Shoot four view
angles while moving
carefully around the
scene

Figure 1: Workflow of the data collection process followed in the field.

Photographs were taken freehand from four view angles (Table 3) while moving around
the scene, ensuring that a 2 ft radius from the scale bars was kept all the way around. View
angles were defined based on the position of the photographer’s body and where the camera was
held. Additional parallel overhead shots were taken with the camera attached to an extension
pole, as well as close ups of individual elements, joint surfaces, and complex areas of the scene
such as the trunk region and the cranium. The camera locations were spatially distributed
following an ad hoc geometry, ensuring that consecutive images overlap (Barazzetti et al., 2012;
Edelman & Aalders, 2018). In order for 3D coordinates to be extracted from the images, the
same point has to be visible in at least three images taken from different points of view
(Douglass et al., 2015; Willis et al., 2016). This is why multiple view angles as well as overhead
and close-up images are necessary. Table 4 describes the camera settings, approximate number
of photographs, and data collection time for each model. The number of photographs will also
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vary with the size of the scene, though it is important to note that it is better to take more images
than required than to not take enough (Agisoft LLC, 2019b).
Table 3: View angles and the number of photos taken at each view angle for each model.
View Angle

Description

View 1
View 2
View 3
View 4
Overhead
Closeups

Kneeling while photographing close to ground level
Kneeling with camera at about waist height
Standing with camera at about waist height
Standing with camera at about eye level
Parallel overhead shots using an extension pole
Closeups of complex regions of the scene

Approximate Number
of Photos
50
50
50
50
50
25

Table 4: Data collection information for each model, including the number of individual targets,
the camera settings, the data collection time, and the number of photos captured.
Model

Number of
Targets

ISO

Aperture

1
2
3
4

12
8
4
0

800
800
800
800

ƒ/11
ƒ/11
ƒ/11
ƒ/11

Avg.
Shutter
Speed
1/30
1/40
1/80
1/40

Time
(minutes)

# Photos

40
25
30
22

275
274
275
276

Photograph Preprocessing
After photographing the scene, the next step was to process the photos to prepare them
for use in the modeling software. The scene was photographed in RAW because this is a higher
quality file format than compressed JPG images. Photographing in RAW also allows for the
lighting and exposure of the images to be adjusted before being converted to TIFF files (Agisoft
LLC, 2019b). First, using Adobe Bridge®, the RAW photos were white balanced by selecting
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the white regions of the scale bar targets with the white balance tool. Any images which were
noticeably over or underexposed were adjusted using the exposure, shadow, and highlight tools
in Adobe Bridge®. The images were then saved as TIFF files before bringing them into
Agisoft® Metashape® Professional.

Processing in Agisoft Metashape Professional
The 3D models were processed using Agisoft Metashape Professional Version 1.5
(2019a). Metashape® is a photogrammetry software application which allows the user to set the
analysis parameters while still having a largely automated workflow (Green et al., 2014).
Multiple archaeological studies have demonstrated the high accuracy of the 3D models generated
using Agisoft Metashape (e.g. De Reu et al., 2013; De Reu et al., 2014; Doneus et al., 2011;
Koutsoudis et al., 2013; Sapirstein, 2016). Mayer et al., (2018) and the United States Geological
Survey document titled “Unmanned Aircraft Systems Data Post-Processing Structure-fromMotion Photogrammetry” (USGS National UAS Project Office, 2017) were used as guides for
processing the models. Once the TIFF images are uploaded into the program, Metashape is able
to extract information about the camera, including its make, model, ISO setting, aperture, and
shutter speed. Metashape then uses this information to determine the camera position for each
individual photograph (Figure 2) (Baier & Rando, 2016).
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Figure 2: Camera positions for Model 1. The blue rectangles represent the position and view
angle at which each image was captured. The scale bar indicated by the white arrow is 1 m long.

Prior to photo alignment, the Detect Markers tool was run in order to register the coded
targets present in the scene images. The next step is photo alignment, during which the SfM
algorithms detect unique feature points (tie points) are detected in the images and tracked
through the entire set (Douglass et al., 2015; Baier & Rando, 2016). Then, the scene geometry is
reconstructed using these points, generating the sparse point cloud (Figure 3) (Baier & Rando,
2016).
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Figure 3: Sparse point cloud of Model 1. The sparse point cloud is generated as tie points are
detected in the images and tracked through the entire set. Then, the scene geometry is
reconstructed using these points. The scale bar indicated by the white arrow is 1 m long.

The sparse point cloud is the main determinant of the final model’s accuracy (Douglass et
al., 2015), and therefore the next step was to optimize the generated points using the Gradual
Selection tool (Figure 4). This optimization procedure helps to locate and remove points with a
high level of error in the sparse point cloud. The first step is Reconstruction Uncertainty, which
selects points for deletion that significantly deviate from the object or scene surface, thus
reducing noise in the sparse point cloud (Agisoft LLC, 2019b). Next is Projection Accuracy,
which filters out points for deletion with poorly localized projections (Agisoft LLC, 2019b).
Then the tie point accuracy is tightened to 0.1 pixels, meaning that tie points will be detected at a
scale of 0.1 pix (Agisoft LLC, 2019b). The final step is to reduce the reprojection error, which
involves removing points with false matches or with poor localization accuracy (Agisoft LLC,
2019b). After each round of deletion, the Optimize Cameras tool was used to re-optimize the
camera locations. While optimizing the sparse point cloud, close attention was paid to the error
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(in pixels) for each camera, with the goal of achieving error for each camera close to or under 0.3
pixels.

White balance RAW
images and adjust
exposure as needed

Convert to TIFF files
before bringing into
Metashape

Align photos (generate
sparse point cloud)

Detect markers

Optimize sparse point cloud
•Reconstruction Uncertainty
•Projection Accuracy
•Tie Point Accuracy
•Reprojection Error

Add scale bars

Batch process

Generate & export
orthomosaic

• Dense point cloud
• Mesh geometry
• Texture

Figure 4: General workflow for processing 3D models in Agisoft Metashape Professional.

The next step was to create scale bars using the registered targets on the photogrammetric
scales visible in the model (Figure 4). These targets are separated by a known distance which is

25

indicated on the bars themselves. This provides supportive reference data by incorporating
known distances within the scene to the model. Using these particular scale bars also saves time
in the field, since placing scale bars of known length in the scene is significantly easier than
using a total station to measure coordinates of individual markers (Agisoft LLC, 2019b). Cultural
Heritage Imaging (2015) recommends adding a minimum of three scale bars to each model, with
four being even better. This is because using three or more scale bars increases the statistical
reassurance of the model. Therefore, the known distances of four photogrammetric scale bars
were entered into the program to properly scale the image before the final batch process of the
3D model. Since these scale bars are calibrated to an accuracy of 1/10 mm, the Scale Bar
Accuracy in the model was set to 0.1 mm. The remaining two scale bars were not incorporated to
scale the model. Rather, they were used for an additional error test in which the software
estimates their distances within the 3D model.
The final step was to perform a batch process which includes building the dense point
cloud (Figure 5), the mesh, and the texture, with the program set to save after each step is
generated. The dense point cloud, which is constructed from the sparse point cloud, is composed
of an enormous number of X, Y, and Z data points located close together (Douglass et al., 2015;
Granshaw, 2016). Using the point cloud information, Metashape constructs a polygonal model
called the mesh (Figure 6) (Agisoft LLC, 2019b). After this 3D surface has been constructed, the
software creates a mosaic of all the images to generate a photorealistic texture for the final 3D
model (Willis et al., 2016). After the batch process is complete, the software generates an
orthomosaic map by stitching together geometrically correct orthophotos, thus creating an
accurate birds eye view map of the entire scene.
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Figure 5: Dense point cloud of Model 1. A dense point cloud is composed of an enormous
number of X, Y, and Z data points located close together. The scale bar indicated by the white
arrow is 1 m long.

Figure 6: Solid polygonal mesh of Model 1. Using the point cloud information, Metashape
constructs a polygonal model called the mesh.

Exports
There are multiple formats in which the final products were exported. The orthomosaic
images were exported as lossless, quality-preserving tagged image file format (TIFF) files,
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allowing them to be viewed in any image viewing or editing computer software. In order to be
able to edit and view the 3D models in the future, each was saved as a Metashape® project. The
3D models and orthomosaic images were used for visual comparison between the four models
with varying numbers of targets to determine whether there are any visual errors/differences
between them.

Evaluating Error
Two types of error were assessed in order to determine the quantitative accuracy of the
3D models: reprojection error and scale bar error. The root mean squared (RMS) reprojection
error is “the distance between the point on the image where a reconstructed 3D point can be
projected, and the original projection of that 3D point detected on the photo and used as a basis
for the 3D point reconstruction procedure” (Agisoft LLC, 2019b, p. 51). This calculation is
provided by Metashape in the report that is generated upon completion of a model. The RMS
reprojection error is averaged over all of the tie points in all of the images (Agisoft LLC, 2019b).
Highly accurate results are achieved when the RMS reprojection error value is close to 0.3 pixels
(Mayer et al., 2018).
The scale bar error reported by Metashape is equal to the difference between the
manually input scale bar length and the software measured distance between the two markers
representing the ends of the scale bar (Agisoft LLC, 2019b). The total scale bar error is the root
mean square of the errors for all four individual reference scale bars used for that model (Agisoft
LLC, 2019b). Additionally, two scale bars (#19 and #23) were added to each model without
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manually entering in their actual distance. Instead, the software estimated the distance of these
two scale bars within the 3D model. This estimated distance was then compared to the actual
distances of the scale bars, with the difference being the error value. In a highly accurate model,
both types of scale bar errors should be less than the precision value of the scale bar, which for
the Cultural Heritage Imaging scale bars is 0.1 millimeters (Cultural Heritage Imaging, 2015).
In addition to assessing the metric accuracy, visual error was assessed qualitatively
through examination of the 3D models and orthomosaic images. This included visually assessing
and describing bone and clothing geometry, scale bar geometry, ground surface-subject
interfaces, and the subject-subject interfaces. Areas of note include the cranium, mandible, right
scapula, right femur, right tibia, and the shorts. These elements exhibit varying amounts of
distortion, thus allowing for a good visual comparison between the four models.

Results
RMS reprojection error values for each model did not vary significantly (Table 5). Model
1 and Model 3 had the same RMS reprojection error of 0.338 pixels, Model 2 had the highest
RMS reprojection error of 0.371 pixels, and Model 4 had the lowest reprojection error of 0.335
pixels. Since these values are close to 0.3 pixels, this indicates that all four models are highly
accurate based on the guideline provide by Mayer and colleagues (2018). Only Models 1 and 2
achieved a total scale bar error of less than 0.1 mm (Table 5). However, Models 3 and 4 were
very close to equaling 0.1 mm (Table 5). For the errors based on the estimated scale bar
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distances, scale bar #19 in Model 3 was the only one with an error value below 0.1 mm (Table
6).
Table 5: Reprojection error and total scale bar error for each model.
Model
1
2
3
4

RMS Reprojection Error (pixels)
0.338
0.371
0.338
0.335

Total Scale Bar Error (mm)
0.053
0.063
0.102
0.142

Table 6: Comparison between the estimated and actual scale bar distances for scale bar #19.
Model
Actual Distance (mm)
Estimated Distance (mm)
Difference (mm)

1
999.8
999.522
-0.278

2
999.8
999.926
0.126

3
999.8
999.833
0.033

4
999.8
1000.055
0.255

Table 7: Comparison between the estimated and actual scale bar distances for scale bar #23.
Model
Actual Distance (mm)
Estimated Distance (mm)
Difference (mm)

1
500.06
499.935
-0.125

2
500.06
499.784
-0.276

3
500.06
499.823
-0.237

4
500.06
500.171
0.111

Model 1: 12 Extra Targets

Visual Accuracy of Orthomosaic
The orthomosaic for Model 1 exhibits no obvious visual distortion when zoomed out
(Figure 7). All skeletal elements are clearly visible, including the ribs and vertebrae. When
zoomed in, there is a very minor amount of edge distortion on some skeletal elements, such as
the right scapula, right radius, left radius, and right femur (Figure 8). Overall, the orthomosaic
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appears more visually accurate than the overhead screenshots of the 3D model. For example, the
ribs and the right scapula exhibit significantly less visual distortion than they do in the model. On
the left scapula, a leaf and pine needle can be clearly seen covering the inferior angle and there is
a leaf on the acromion. The cranium and mandible exhibit no distortion and small details such as
the sutures and teeth are clearly visible. There is also no distortion of the scale bars, individual
targets, hat, t-shirt, or shoes. The only clothing item with minor distortion present are the shorts,
which have a small amount of distortion on the right pant leg in the same location as the
distortion in the 3D model. The orthomosaic also shows that the lighting was very even while
shooting Model 1, with some minor bright patches of light and no extreme shadows.

Figure 7: Orthomosaic for Model 1. Note the relatively even lighting, minor bright spots, and
lack of extreme shadows. The scale bar indicated by the white arrow is 1 m long.
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Figure 8: Close up of the orthomosaic for Model 1 exhibiting the main concentration of skeletal
elements.

Visual Accuracy of Individual Elements in 3D Model
Table 8 provides a description of the visual errors present on individual skeletal elements
and clothing items for Model 1. Of all four models, Model 1 has the most visual distortion on the
facial region of the cranium, particularly where the mandible interacts with the nasal region
(Figure 9). There is also some distortion of the right (lateral) side of the cranium where it
interacts with the ground surface (Figure 9). However, the left (lateral), posterior, and superior
views of the cranium exhibit no distortion and the sutures are clearly visible (Figure 10). The
features on the inferior view of cranium are not clearly defined, likely due to this region being in
shadow and not being captured in enough detail by the different view angles. The left mandibular
condyle and left coronoid process also exhibit distortion and did not model well. The right
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scapula exhibits some distortion on the superior border, likely caused by leaves (Figure 10).
When viewed from above, the right femur only has a minor amount of edge distortion. However,
when viewing the right (lateral) side of the femur, there is more prominent distortion on the
posterior edge of the shaft (Figure 11). There is also a significant amount of distortion on the
bottom right hem of the shorts (Figure 11). The right tibia exhibits a minor amount of distortion
where the distal end interacts with the right shoe (Figure 12).
Table 8: Description of visual errors for each skeletal element and clothing item for Model 1.
Bone/
Clothing
Humeri
Scapulae

Description of Visual Errors
Left
Right
Edge distortion caused by leaves
Minimal/no distortion
Minor edge distortion on inferior
Superior border exhibits edge
angle caused by leaves & pine needles distortion and is missing a small area,
most likely caused by leaves
Radii
Very minor edge distortion.
Very minor edge distortion; sliver of
distal shaft missing
Ulnae
Minor edge distortion
Very minor edge distortion; minor
distortion where vert interacts w/ shaft
Os Coxae
Edge distortion w/ the ground surface; Minimal distortion
distortion of the obturator foramen
Femora
Very minor edge distortion
Minor edge distortion along shaft
when viewed from above; significant
distortion on posterior of shaft
Tibiae
Minor edge distortion; can clearly see Minor edge distortion; minor
tibial plateau
distortion where distal end interacts
with shoe
Fibulae
Very minor edge distortion
Minor edge distortion
Cranium & No distortion of lateral (left), superior, or posterior views of cranium; sutures
Mandible
clearly visible; distortion where mandible interacts with maxilla and nasal
region of cranium; distortion of lateral (right) side of cranium with ground
surface; features on inferior view of cranium not clearly defined; distortion of
the left mandibular condyle and coronoid process of mandible
Ribs &
Majority of ribs have edge distortion from leaves and sometimes have small
Vertebrae
areas of shaft missing; vertebrae exhibit a minor amount edge distortion and
blending with the ground surface
Hat
Very minimal edge distortion
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Bone/
Clothing
Shirt
Shorts
Shoes

Description of Visual Errors
Left
Right
Minimal edge distortion on the left sleeve and bottom left side of the shirt
Minor edge distortion on top left hem of shorts; significant distortion of bottom
right hem of shorts
Minor distortion of laces w/ ground
Minor distortion where shoe interacts
surface
w/ ground surface and where distal
end of right tibia interacts w/ shoe

Figure 9: Anterior view of the cranium for Model 1 exhibiting distortion of the nasal region and
distortion where the cranium interacts with the ground surface (white arrow).
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Figure 10: Screen capture of Model 1 exhibiting the cranium, mandible, and right scapula. Note
the distortion of the superior border in the right scapula (white arrow).

Figure 11: Screen capture of Model 1 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow).

35

Figure 12: Screen capture from Model 1 exhibiting minor distortion where the distal end of the
right tibia interacts with the right shoe.

Model 2: 8 Extra Targets

Visual Accuracy of Orthomosaic
The orthomosaic for Model 2 exhibits no obvious visual distortion when zoomed out and
all skeletal elements are clearly visible (Figure 13). When zoomed in, there is slightly more edge
distortion on the ribs and vertebrae than in the orthomosaic for Model 1, but overall, they still
look better than they do in the 3D model of Model 2 (Figure 14). A leaf can still be seen
covering the acromion of the left scapula, but the pine needle and leaf on the inferior angle are
gone. The distortion on the right scapula, left radius, and right femur is slightly more pronounced
than in the orthomosaic for Model 1, and there is a small amount of edge distortion on the left
tibia. However, the edge distortion that was present on the right radius in the orthomosaic for
Model 1 is not present in Model 2. The cranium and mandible exhibit no distortion and small
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details such as the sutures and teeth are clearly visible. There is also no distortion of the scale
bars, individual targets, hat, t-shirt, or shoes. The same small area of distortion is present on the
right pant leg of the shorts. The orthomosaic shows that the lighting changed significantly from
Model 1. While shooting Model 2, the lighting became more uneven, with some dark shadows in
the center of the scene and some larger bright spots on the ground around the edges of the scene
(Figure 13).

Figure 13: Orthomosaic for Model 2. Note the presence of more bright spots and darker
shadows. The scale bar indicated by the white arrow is 1 m long.
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Figure 14: Close up of the orthomosaic for Model 2 exhibiting the main concentration of skeletal
elements.

Visual Accuracy of Individual Elements in 3D Model
Table 9 provides a description of the visual errors present on individual skeletal elements
and clothing items for Model 2. Compared to Model 1, Model 2 exhibits little to no distortion of
the cranium in the nasal region nor is there any distortion where the cranium interacts with the
ground surface (Figure 15). There is also no distortion of the left (lateral), posterior, and superior
views of the cranium and the sutures are clearly visible (Figure 16). Similar to Model 1, the
features on the inferior view of the cranium are not clearly defined. While still present, there is
less distortion of left mandibular condyle and left coronoid process of mandible. On the right
scapula, the entire superior border is distorted and missing and there is distortion of the lateral
border (Figure 16). The right femur exhibits a significant amount of edge distortion when viewed
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from above, as well as significant distortion on the posterior edge of the shaft (Figure 17). The
bottom right hem of the shorts still exhibits a significant amount of edge distortion (Figure 17).
There is slightly more edge distortion of the right tibia as well as distortion where the distal end
of the tibia interacts with the right shoe (Figure 18).
Table 9: Description of visual errors for each skeletal element and clothing item for Model 2.
Bone/
Clothing
Humeri

Description of Visual Errors

Scapulae

Left
Minor edge distortion caused by
leaves
Distortion of superior border/angle

Radii
Ulnae

Some edge distortion
Some edge distortion

Os Coxae

Edge distortion w/ ground surface;
distortion of the obturator foramen
Minor edge distortion

Femora

Tibiae
Fibulae
Cranium
&
Mandible

Ribs &
Vertebrae
Hat
Shirt
Shorts

Right
Minimal/no distortion
Entire superior border and superior
angle distorted and missing; distortion
of lateral border
Minor edge distortion
Minor edge distortion; minor
distortion where vert interacts w/ shaft
Minimal distortion

Significant edge distortion along shaft
when viewed from above; significant
distortion on posterior of shaft
Edge distortion; can clearly see tibial
Edge distortion; distortion where distal
plateau
end interacts with shoe
Minor edge distortion
Edge distortion w/ ground surface,
especially on proximal end of shaft
No distortion of lateral (left), superior, or posterior views of cranium; sutures
clearly visible; minimal to no distortion where mandible interacts w/ maxilla &
nasal region of cranium; minimal distortion of lateral (right) side of cranium w/
ground surface; features on inferior view of cranium not clearly defined; less
distortion of left mandibular condyle & coronoid process of mandible
Majority of ribs have edge distortion from leaves and sometimes have small
areas of shaft missing; vertebrae have some minor edge distortion w/ ground
Minor edge distortion
Minimal edge distortion on the sleeves, collar, and bottom left side of the shirt
Edge distortion on top left hem of shorts; significant distortion of bottom right
hem of shorts
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Bone/
Clothing
Shoes

Description of Visual Errors
Left
Minor distortion of laces w/ ground
surface

Right
Distortion where shoe interacts w/
ground surface and where distal end of
right tibia interacts w/ shoe

Figure 15: Anterior view of cranium from Model 2. There is significantly less distortion of the
nasal region and where the cranium meets the ground surface than in Model 1.
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Figure 16: Screen capture of Model 2 exhibiting the cranium, mandible, and right scapula. Note
the significant distortion of the superior border in the right scapula (white arrow).

Figure 17: Screen capture of Model 2 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow).
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Figure 18: Screen capture from Model 2 exhibiting distortion where the distal end of the right
tibia interacts with the right shoe.

Model 3: 4 Extra Targets

Visual Accuracy of Orthomosaic
The orthomosaic for Model 3 exhibits no obvious visual distortion when zoomed out,
except for some edge distortion on the right femur (Figure 19). All skeletal elements are clearly
visible, including the ribs and vertebrae. When zoomed in, there is minor edge distortion on
some skeletal elements, such as the right scapula and right femur (Figure 20). However, there
appears to be no edge distortion on the left and right radii like there was in Models 1 and 2. The
right scapula exhibits the same level of distortion as in Model 2 and a leaf is still present on the
acromion of the left scapula. The cranium and mandible exhibit no distortion and small details
such as the sutures and teeth are clearly visible. The ribs and vertebrae can all be clearly seen and
have less visual distortion than in the orthomosaic of Model 2. There is also no distortion of the
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scale bars, individual targets, t-shirt, or shoes. The same small area of distortion is present on the
right pant leg of the shorts. There is also some minor distortion on the right edge of the hat,
which was also present in the 3D model. The lighting changed yet again while shooting Model 3,
with bright spots and dark shadows present throughout the scene (Figure 19).

Figure 19: Orthomosaic for Model 3. Note the numerous bright spots and dark shadows
throughout the scene. The scale bar indicated by the white arrow is 1 m long.
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Figure 20: Close up of the orthomosaic for Model 3 exhibiting the main concentration of skeletal
elements.

Visual Accuracy of Individual Elements in 3D Model
Table 10 provides a description of the visual errors present on individual skeletal
elements and clothing items for Model 3. There is less distortion of the face and nasal region of
the cranium than in Model 1 (Figure 21). However, there is a minor amount of distortion in the
region that makes it less visually clear than in Model 2. There is no distortion of the left (lateral),
posterior, and superior views of the cranium, though the sutures are not as clearly defined as in
the other models (Figure 22). A minor amount of distortion is present where the cranium
interacts with the ground surface, but not as pronounced as in Model 1 (Figure 21). The features
on the inferior view of cranium not clearly defined. While still present, there is less distortion of
left mandibular condyle and left coronoid process of mandible. There is a similar amount of
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distortion as in Model 2 on the right scapula, with the entire superior border missing and
distorted (Figure 22). The right femur exhibits a significant amount of edge distortion when
viewed from above, as well as significant distortion on the posterior edge of the shaft (Figure
23). The bottom right hem of the shorts still exhibits a significant amount of edge distortion
(Figure 23). Edge distortion is still present on the right tibia, as well as distortion where the distal
end interacts with the right shoe (Figure 24).
Table 10: Description of visual errors for each skeletal element and clothing item for Model 3.
Bone/
Clothing
Humeri
Scapulae

Left
Minor edge distortion
Minor edge distortion

Radii
Ulnae

Minimal edge distortion
Some edge distortion

Os Coxae

Edge distortion with ground surface;
obturator foramen has significant
distortion on inner edges
Minor edge distortion

Femora

Description of Visual Errors
Right
Minimal/no distortion
Entire superior border and superior
angle distorted and missing
Minor edge distortion
Minor edge distortion; minor distortion
where vert is interacting with shaft
Minimal distortion

Significant edge distortion along shaft
when viewed from above; significant
distortion on posterior of shaft
Tibiae
Edge distortion; can clearly see tibial
Significant edge distortion on lateral
plateau
edge; distortion where distal end
interacts with shoe
Fibulae
Edge distortion
Edge distortion w/ ground surface,
especially on proximal end of shaft
Cranium No distortion of lateral (left), superior, or posterior views of cranium; sutures
&
visible but not as clearly defined; minimal to no distortion where mandible
Mandible interacts w/ maxilla & nasal region of cranium; minor distortion of lateral (right)
side of cranium w/ ground surface; features on inferior view of cranium not
clearly defined; less distortion of left mandibular condyle & coronoid process
Ribs &
Majority of ribs have edge distortion from leaves and sometimes have small areas
Vertebrae of shaft missing; vertebrae have some minor edge distortion w/ ground
Hat
Edge distortion on brim and right side of hat
Shirt
Minimal edge distortion of the left sleeve
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Bone/
Clothing
Shorts
Shoes

Description of Visual Errors
Left
Right
Edge distortion on top left hem of shorts; significant distortion of bottom right
hem of shorts
Minor distortion of laces with ground
Distortion where shoe interacts with
surface
ground surface and where distal end of
the right tibia interacts with shoe

Figure 21: Anterior view of cranium from Model 3 exhibiting a minor amount of distortion
where it meets the ground surface (white arrow).
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Figure 22: Screen capture of Model 3 exhibiting the cranium, mandible, and right scapula. Note
the significant distortion on the superior border of the right scapula (white arrow).

Figure 23: Screen capture of Model 3 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow).
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Figure 24: Screen capture from Model 3 exhibiting distortion where the distal end of the right
tibia interacts with the right shoe.

Model 4: No Extra Targets

Visual Accuracy of Orthomosaic
The orthomosaic for Model 4 exhibits no obvious visual distortion when zoomed out
(Figure 25). All skeletal elements are clearly visible, including the ribs and vertebrae. When
zoomed, there is a very minor amount of edge distortion on some skeletal elements, such as the
right scapula, left radius, and ribs (Figure 26). There is still a leaf covering the acromion of the
left scapula. Additionally, the right femur exhibits the least amount of edge distortion of all four
orthomosaics. The cranium and mandible exhibit no distortion and small details such as the
sutures and teeth are clearly visible. There is also no distortion of the scale bars, individual
targets, hat, t-shirt, or shoes. There is almost no distortion present on the bottom right hem of the
shorts compared to the other three orthomosaics. While shooting Model 4, the bright spots and
shadows became less prominent and the lighting was more even overall (Figure 25).
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Figure 25: Orthomosaic for Model 4. Note the significantly more even lighting compared to
Models 2 and 3. The scale bar indicated by the white arrow is 1 m long.
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Figure 26: Close up of the orthomosaic for Model 4 exhibiting the main concentration of skeletal
elements.

Visual Accuracy of Individual Elements in 3D Model
Table 11 provides a description of the visual errors present on individual skeletal
elements and clothing items. There is a minimal amount of distortion on the face of the cranium
where the mandible interacts with the nasal region, and very minor distortion where the cranium
interacts with the ground surface (Figure 27). The left (lateral), posterior, and superior views of
the cranium exhibit no distortion and the sutures are clearly visible (Figure 28). The features on
the inferior view of the cranium are much clearer in Model 4 compared to the other three models.
Compared to Model 1, there is less distortion of left the mandibular condyle and left coronoid
process of mandible. While there is less distortion of the right scapula compared to Models 2 and
3, there is still distortion of the superior border (Figure 28). The right femur exhibits a minor
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amount of edge distortion along the shaft when viewed from above. However, when viewing the
right (lateral) size of the femur, there is more prominent distortion on the posterior edge of the
shaft (Figure 29). While still present, the distortion on the bottom right hem of the shorts is
significantly less than in the other three models (Figure 29). The right tibia exhibits a minor
amount of distortion where the distal end interacts with the right shoe (Figure 30).
Table 11: Description of visual errors for each skeletal element and clothing item for Model 4.
Bone/
Clothing
Humeri

Description of Visual Errors
Left
Right
Edge distortion likely caused by
Minimal/no distortion
leaves
Scapulae Minor edge distortion
Superior border and superior angle
present but distorted and splotchy
Radii
Minor edge distortion
Minor edge distortion.
Ulnae
Significant edge distortion on distal
Minor edge distortion; minor distortion
end of shaft
where vert is interacting with shaft.
Os Coxae Minor edge distortion with ground
Minimal distortion
surface; obturator foramen has minor
distortion on inner edges.
Femora
Minor edge distortion
Minor edge distortion along shaft when
viewed from above; significant
distortion on posterior of shaft
Tibiae
Minor edge distortion; can clearly see Minor edge distortion; minor distortion
tibial plateau
where distal end interacts with shoe
Fibulae
Minor edge distortion
Edge distortion w/ ground surface
Cranium No distortion of left side, superior, or posterior views of cranium (sutures clearly
&
visible); minor distortion where mandible interacts w/ face of cranium; minimal
Mandible to no distortion of nasal region; minor distortion of right side of cranium w/
ground surface; features on inferior view of cranium can be seen more clearly;
less distortion of left mandibular condyle & coronoid process of mandible
Ribs &
Majority of ribs have edge distortion from leaves and sometimes have small areas
Vertebrae of shaft missing; vertebrae have some minor edge distortion w/ ground
Hat
Minor edge distortion
Shirt
Minimal edge distortion
Shorts
Minimal edge distortion on top left hem of shorts; minor distortion of bottom
right hem of shorts
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Bone/
Clothing
Shoes

Description of Visual Errors
Left
Minor distortion of laces w/ ground
surface

Right
Distortion where shoe interacts w/
ground surface

Figure 27: Anterior view of cranium from Model 4 exhibiting a very minor amount of distortion
where the mandible interacts with the nasal region.
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Figure 28: Screen capture of Model 4 exhibiting the cranium, mandible, and right scapula. Note
the significant distortion on the superior border of the right scapula (white arrow).

Figure 29: Screen capture of Model 4 exhibiting the right femur and shorts. Note the distortion
on the posterior border of the right femur (white arrow).
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Figure 30: Screen capture from Model 4 exhibiting little to no distortion where the right tibia
interacts with the right shoe.

Discussion
Research in photogrammetry is demonstrating how this technology may be an effective
mapping method to integrate into the documentation protocol for forensic archaeology. Context
is key in forensic archaeology, as the dispersal of skeletal remains and evidence may provide
crucial information regarding the order of events that occurred at the scene (Dirkmaat &
Adovasio, 1997; Dirkmaat & Cabo, 2012; Dupras et al., 2012). Photogrammetry has great
potential as a mapping method for crime scenes involving scattered human remains in wooded
environments. However, there are a very limited amount of forensic studies discussing how to
implement photogrammetry in these contexts. Therefore, the purpose of this study was to
contribute to the literature by developing guidelines for using photogrammetry to document
skeletal remains in outdoor wooded environments. This included exploring methods for
improving the quantitative and visual accuracy of the final 3D models by incorporating
individual coded targets in addition to calibrated photogrammetric scale bars.
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The results of this study have demonstrated that CRP is a viable documentation technique
for generating highly accurate maps of skeletal scatters in unobstructed wooded environments.
This is particularly true of the orthomosaics of the 3D models, which provide visually accurate
overhead maps of the scene that are also to scale so that they can be used for measurements. The
following discussion is organized based on the two main goals of this research. The first goal
was to explore whether incorporating individual coded targets in addition to calibrated
photogrammetric scale bars would improve the quantitative and visual accuracy of the final 3D
models. Therefore, the first section will compare the results of the four 3D models, followed by a
discussion of whether these results indicate that extra coded targets improve overall accuracy.
The second goal of this research was to create a set of guidelines for documenting skeletal
scatters in wooded environments. Challenges and limitations were faced during data collection
and processing which contributed to the final results. These guidelines were developed using the
knowledge gained from addressing these challenges.

RMS Reprojection & Scale Bar Error
While there is a consistent trend of lowest total scale bar error for Model 1 (0.053 mm) to
highest total scale bar error for Model 4 (0.142 mm), the same trend is not present for the
reprojection error. Model 4 had the lowest reprojection error of 0.335 pixels, while Model 2 had
the highest at 0.371 pixels. Moreover, the variation between the four models in both reprojection
error and total scale bar error was minimal. For example, the reprojection error only varied
between the highest and the lowest values by 0.036 pixels, while the total scale bar error only
varied by 0.089 mm. Even the highest scale bar error of 0.142 mm (Model 4) equates to a
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measurement accuracy of 0.142 mm when taking measurements within the 3D model of the
scene. According to the guide provided by the National Forensic Science Technology Center
(NFSTC), measurements of the scene should be accurate to within ¼ of an inch, or 6.35 mm
(NFSTC, 2013). Additionally, total stations, which are commonly used to document crime
scenes, are capable of measuring points with a precision of a few millimeters (Barazzetti et al.,
2012; McPherron, 2005).The 3D models produced in this study all achieved a measurement error
of less than 1 mm, meaning that all four models have an acceptable level of error for the
purposes of crime scene mapping.

Visual Accuracy
The level of visual error varied between the four 3D models, particularly on the cranium,
right scapula, right femur, and right tibia (Table 12). For example, in the 3D models, the cranium
and mandible exhibited the least amount of visual error in Models 2 and 4, while they exhibited
the worst visual error in Model 1 (Figure 31). The right scapula, on the other hand, had the least
amount of visual error in Model 1 compared to the other three models (Figure 32). Based on
these results, there appears to be more factors influencing the final visual and quantitative errors
of the models than the inclusion or exclusion of extra individual targets. Instead, the variation in
results likely has more to do with the numerous challenges involved in recording this type of
environment.
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Table 12: Comparison between the visual errors of each 3D model.
Bone
Cranium

Right
Scapula

Right
Femur

Right
Tibia

Model 1
sutures clearly
visible; severe
distortion where
mandible interacts
w/ maxilla & nasal
region; distortion
of right side of
cranium with
ground surface;
features on
inferior view of
cranium not
clearly defined
Superior border
exhibits edge
distortion and is
missing a small
area, most likely
caused by leaves
Minor edge
distortion along
shaft when viewed
from above;
significant
distortion on
posterior of shaft
Minor edge
distortion; minor
distortion where
distal end interacts
with shoe

Model 2
sutures clearly
visible; minimal
distortion where
mandible interacts
w/ maxilla & nasal
region; no
distortion of right
side of cranium w/
ground surface;
features on
inferior view of
cranium not
clearly defined
Entire superior
border and
superior angle
distorted and
missing; distortion
of lateral border
Significant edge
distortion along
shaft when viewed
from above;
significant
distortion on
posterior of shaft
Edge distortion;
distortion where
distal end interacts
with shoe
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Model 3
sutures not clearly
defined; minimal
distortion where
mandible interacts
w/ maxilla & nasal
region; minor
distortion of right
side of cranium w/
ground surface;
features on
inferior view of
cranium not
clearly defined
Entire superior
border and
superior angle
distorted and
missing

Model 4
sutures clearly
visible; minimal
distortion where
mandible interacts
w/ maxilla & nasal
region; minor
distortion of right
side of cranium w/
ground surface;
features on
inferior view of
cranium can be
seen more clearly
Superior border
and superior angle
present but
distorted and
splotchy

Significant edge
distortion along
shaft when viewed
from above;
significant
distortion on
posterior of shaft
Significant
distortion on
lateral edge;
distortion where
distal end interacts
with shoe

Minor edge
distortion along
shaft when viewed
from above;
significant
distortion on
posterior of shaft
Minor edge
distortion; minor
distortion where
distal end interacts
with shoe

Model 1

Model 2

Model 3

Model 4

Figure 31: Comparison of the cranium between the four 3D models. The white arrows point to
where the right side of the cranium interacts with the ground surface, which exhibits significant
distortion in Model 1. Minor distortion of this area is present in Models 3 and 4, while no
distortion in present in Model 2. The black arrows point to the nasal region which is also
significantly distorted in Model 1. There is little to no distortion of this area in the other three
models.
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Model 1

Model 2

Model 4

Model 3

Figure 32: Comparison of the right scapula between the four 3D models. The white arrows point
to the distortion regions of the scapula, with Model 1 exhibiting the least amount of distortion.
Models 2 and 3 exhibit the most severe distortion of this region.
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Varying the Number of Coded Targets
Based on the visual and quantitative results of the four 3D models, the extra coded targets
did not improve the models significantly enough for them to be deemed necessary when already
using photogrammetric scale bars. This is because the RMS reprojection errors varied minimally
between the four models and all of them achieved a measurement error of less than 1 mm.
Additionally, while the level of visual error varied between the four 3D models, this did not
appear to correlate with the varying numbers of targets.

Challenges & Limitations
Multiple challenges and limitations were faced during this study. First, while the early
morning was chosen to record the models in the hopes of there being more even lighting and a
minimal amount of shadows, the lighting inevitably changed over the course of the few hours it
took to record all four models. At the beginning of data collection for Model 1, the scene was in
full shade. However, in the middle of data collection for Model 1 the lighting became dappled
across the scene causing minor shadows. The lighting continued to be dappled during data
collection of Model 2, with the shadows starting to become more noticeable. During data
collection of Model 3, the angled overhead sun started to cause major shadows and bright spots
across the scene. Then during data collection of Model 4, the shadows and bright spots remained
but were less extreme than in Model 3. Throughout data collection of the models, the wind was
intermittently blowing leaves down from the trees which would occasionally land on bones, scale
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bars, and targets. As a result, we occasionally had to pause and carefully remove leaves from
scale bars, targets, or bones as necessary.
Another issue encountered during data collection that contributed to model quality was
reduced shutter speed due to the sun position changing under the canopy, thus resulting in
motion blur. Blurry photos can prevent the software from matching photos together and/or result
in distortions in the final 3D model (Willis et al., 2016). When examining, the images that were
deleted during the optimization step, this issue was confirmed because the majority of those
images exhibited motion blur. While the level of blur was very slight in these images, it was
enough to contribute to their higher level of error and eventual deletion during optimization.
The largest number of photos were deleted during optimization of Model 1 which had the
lowest lighting and therefore lowest average shutter speed during data collection (Tables 4 &
13). Photos with motion blur may have produced points with higher levels of error that were then
selected for deletion. This is in contrast to Model 3 which had the least number of photos deleted
during optimization as well as the brightest lighting during data collection, and therefore the
highest average shutter speeds (Tables 4 & 13). Additionally, while all four models had a decent
number of images deleted from view angle 1, there was a difference in which images were
deleted from what area of the scene (Table 13). In Models 2, 3, and 4, the images from view
angle 1 that captured the face of the cranium were not deleted. In Model 1, on the other hand, the
majority of the images deleted from view angle 1 were those that captured the face of the
cranium. This helps to explain why the face of the cranium in Model 1 exhibits increased visual
error compared to the other three models.
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Table 13: The number of photos taken compared to the number of photos left after optimization
of the sparse point cloud. The middle columns indicate the number of photos deleted from each
view angle.

Model

Total
Photos
Collected

View
Angle
1

View
Angle
2

View
Angle
3

View
Angle
4

Overheads

Closeups

1
2
3
4

275
274
275
276

-47
-43
-17
-33

-19
-9
-2
-10

-5
-1
-1
-1

-3
-1
-5
-2

-0
-1
-0
-0

-21
-22
-22
-23

Photos
Remaining
After
Optimization
= 180
= 197
= 227
= 209

According to Sapirstein (2016), since each stage of photogrammetric processing
contributes a certain level of error to the final 3D model, all of which need to be taken into
consideration as potential causes of error in this study. First, the theoretical maximum precision
and accuracy is dictated by the stability of the camera’s lens projection. Second, additional error
may be introduced when the relative orientations of each camera are estimated by the software.
Additional error may also occur during the construction of the dense point cloud and 3D mesh,
as well as during texture generation when the images are re-projected onto the 3D surfaces.
Other sources of error which can occur during data collection include blurry photographs,
movement of items in the scene during photography, shadows caused by the photographer’s
body, surfaces that lack high-contrast patterns, and the presence of thin, elongated objects like
grasses or other forms of vegetation.
Another source of error may be related to the lack of distinct features on the ground
surface of the scene (De Reu et al., 2014; Koutsoudis et al., 2014). Koutsoudis et al. (2014)
found that SfM/the software struggled to reconstruct low-feature surfaces, in this case roof tiles
of the monument. The lack of color variation in the tiles combined with low lighting in the areas
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between tile rows resulted in poorer model quality in this region. Thus, the authors conclude that
SfM experiences difficulties when trying to reconstruct areas that lack strong features and/or
have a low frequency of color changes (Koutsoudis et al., 2014). This may be why modeling the
leaf covered ground surface, which lacks strong features and is fairly uniform in color, was
difficult to model. Additionally, De Reu et al. (2014) also found that feature-rich surfaces (such
as archaeological excavations) are more successfully and accurately reconstructed in 3D using
photogrammetry. The complex and featureless ground surface of leaves therefore may have
caused some of the visual and quantitative errors in the 3D models.

Guidelines
Using the knowledge gained during this study, the following guidelines were developed
for documenting outdoor scenes using photogrammetry. The first consideration is where to
incorporate photogrammetry into the forensic archaeology documentation protocol. According to
Dupras et al. (2012), the first four stages of recovering surface remains are as follows: 1)
Examining and recording the context of the recovery area, 2) Establishing spatial controls and
documenting secondary surface deposits, 3) Exposing and documenting the primary surface
deposit, and 4) Removing surface remains and evidence at the primary site. Documentation of
the scene using photogrammetry should occur during either stages 2 or 3, as these are the stages
in which mapping occurs. The exact timing for incorporating photogrammetry will vary
depending on whether there is a secondary surface deposit that needs to be documented first and
whether loose debris needs to be cleared to expose the primary surface deposit. Additionally, it is
during these stages when a baseline or reference grid are typically constructed for mapping
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purposes (Dupras et al., 2012). Photogrammetry could be used as a supplemental mapping
technique to traditional methods, or could potentially replace them altogether. It is also important
to note that not all scenes will be suitable for documentation using photogrammetry. For
example, if it is too early in the morning or late at night, or if it is raining, there will not be
enough light to photograph the scene. High winds can also be problematic, as gusts of wind can
blow leaves and other ground matter around during data collection. This method may also not be
appropriate for scenes that are heavily dispersed due to carnivore activity and/or a longer
postmortem interval (Pokines, 2014).
Once it has been established that the scene is appropriate for documentation using
photogrammetry, the next consideration is the time of day in which the scene is being
photographed. Shooting when overcast, or in the early morning, is ideal because there are
minimal shadows (Douglass et al., 2015). However, this may not always be possible for real
crime scenes which can occur at any time of day. Therefore, the photographer must carefully
choose camera settings based on the current lighting conditions (Willis et al., 2016). Because
motion blur can occur due to low lighting, the photographer may need to use a tripod or
monopod if they cannot obtain a fast-enough shutter speed to photograph freehand. While there
are advantages to photographing the scene freehand, including quicker data collection and the
ability to easily manipulate one’s body around trees or other obstacles, a tripod may still be
necessary in low lighting conditions. Another way to address potential issues with motion blur is
to take extra photographs. Taking duplicate photos of the same region helps to ensure all areas
are adequately captured (Douglass et al., 2015). Therefore, if one photo of an area of the scene
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exhibits motion blur but the duplicate photo does not, that duplicate image can be used in the
model instead.
Another consideration is the type of lens used to photograph the scene. While a zoom
lens can produce accurate results (Sapirstein, 2016), there are benefits to using a fixed lens such
as higher optical quality and increased internal stability (Sapirstein & Murray, 2017). Regarding
the scene itself, at least three photogrammetric scale bars should be placed around the main
scatter. Before photographing, any grasses, leaves, twigs, etc. that are blocking bones, evidence,
or scale bars needs to be trimmed or moved prior to data collection. Items blocking the scale bars
and targets can prevent the software from properly detecting them. Grasses and leaves which
blow in the wind can result in distorted bone and evidence geometry. Finally, the photographer
should review all of the images before leaving the scene to determine if there are issues with
obvious motion blur. By doing so, they can reshoot that area of the scene, potentially avoiding
poorly modeled regions in the final 3D reconstruction.
There are also considerations for processing the 3D models. First, images with extreme
shadows and highlights should be adjusted using Adobe Bridge before converting them to TIFF
files. Additionally, photos with a significant amount of motion blur should be removed, as they
have the potential to introduce error to the final model. The Estimate Image Quality tool may
also be used during this phase, as it estimates the quality of each image based on the sharpness
level of the picture (Agisoft LLC, 2019b). During optimization, careful attention should be paid
to the reprojection error of each image, with the goal of reducing the error level close to 0.3
pixels. Prior to generating the dense point cloud, at least three scale bars should be added to the
model to provide scale and increase the statistical reassurance of the model (Cultural Heritage
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Imaging, 2015). Finally, the RMS reprojection error and total scale bar errors should be
examined and the visual accuracy of the model should be assessed. Depending on the errors
observed, the examiner could reprocess the model with adjusted settings in an attempt to
improve the final result.

Conclusion
Crime scenes in wooded environments involving scattered human remains are complex
and difficult to document. As this study has demonstrated, photogrammetry has great potential as
documentation technique for outdoor crime scenes. The goal of this study was to fill a gap in the
forensic and archaeological literature regarding the benefits of using coded targets in addition to
photogrammetric scale bars. This was particularly important because of the complex nature of
wooded environments compared to archaeological excavations. The visual and quantitative
results of the 3D models produced in this study indicate that including extra coded targets in
addition to photogrammetric scale bars does not significantly improve the overall quality of the
final model. Instead, using three or more photogrammetric scale bars allows for the model to be
scaled while also assisting with photo alignment. Additionally, the photogrammetric scale bars
can be easily placed around the perimeter of the scene without disturbing evidence. This is a
disadvantage of using individual coded targets, because placing them within the scene increases
the chance of accidentally moving evidence or skeletal elements, thus disturbing the allimportant context of the scene (Dirkmaat & Cabo, 2012).
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This study has also demonstrated that crime scenes involving scattered human skeletal
remains in wooded environments are challenging to map using photogrammetry due to the
changing lighting conditions, wind, leaves, and complex ground surfaces. However, these are all
challenges that would be faced in a real outdoor crime scene. Despite these difficulties
encountered during data collection, all of the models produced visually accurate 3D
reconstructions and orthomosaic maps of the scene with an acceptable level of quantitative error.
When applied to forensic scenarios, the 3D models that can be created using modern
photogrammetry software provide a permanent virtual record of the crime scene, allowing for
additional measurements or observations of evidence after the crime scene has been removed
(Edelman & Aalders, 2018; Zurgani, 2018). These models and the metric data generated through
their analysis can also be used for presentation in court (Gonzalez-Aguilera & Gomez-Lahoz,
2009).
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CHAPTER THREE
Introduction
The systematic recovery of forensic remains and associated evidence and the
documentation of their context are as equally important to the identification process as the
remains themselves (Dirkmaat & Adovasio, 1997; Dirkmaat & Cabo, 2012; Holland & Connell,
2016). Documentation of context, which is defined by Dirkmaat and Adovasio (1997) as place in
time and space, is also key in the field of archaeology. Archaeologists are experts at
systematically finding and recovering their discoveries, and therefore bring major contributions
to the field of forensics (e.g. Morse et al., 1976; Dirkmaat & Adovasio, 1997; Crist, 2001;
Schultz & Dupras, 2008; Dirkmaat & Cabo, 2012; Holland & Connell, 2016). Forensic scenes
and archaeological sites are analogous in that the goal of documenting them is to recreate a past
event (Dirkmaat & Adovasio, 1997; Scott & Connor, 1997; Crist, 2001). Thus, archaeological
techniques used to reconstruct human behavior can be adapted and applied to forensic scene
investigation (Dirkmaat & Adovasio, 1997; Scott & Connor, 1997).
This application of archaeological methods to crime scenes is referred to as forensic
archaeology (Crist, 2001; Dupras et al., 2012). As a discipline, forensic archaeology grew out of
the field of forensic anthropology during the 1970s and 80s (Morse et al., 1976; Bass & Birkby,
1978; Schultz & Dupras, 2008). Forensic archaeologists have training in excavation techniques,
including ground search methods, surveying and mapping, and the proper recovery of evidence
and human remains (Schultz & Dupras, 2008). They also have knowledge of taphonomic
processes that may impact, and scatter remains post-deposition, such as animal activity, and can
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apply this knowledge during their search (Dirkmaat & Adovasio, 1997; Schultz & Dupras, 2008;
Dirkmaat & Cabo, 2012). Forensic archaeologists work in a very different environment from
other archaeologists which requires them to be more flexible and adaptable in their methods
(Schultz & Dupras, 2008; Dupras et al., 2012). Not only is each crime scene unique, but forensic
archaeologists also have to deal with law enforcement and major time constraints on scene as
well as legal procedures (Dirkmaat & Adovasio, 1997; Dupras et al., 2012).
According to Dirkmaat and Cabo (2012), law enforcement evidence-documentation
protocols are more well developed for indoor scenes than for outdoor ones, particularly regarding
the recovery of human remains. As a result, at outdoor scenes human remains are often removed
quickly with minimal documentation of their original context (Dirkmaat & Cabo, 2012). Further
complicating this issue is the dispersal of skeletal elements due to taphonomic processes such as
animal activity, which is common for remains deposited in wooded environments (Dupras et al.,
2012). Protocols for indoor crime scene documentation and recovery cannot simply be applied to
outdoor scenes, as the nature of the outdoor environment is drastically different (Dirkmaat &
Cabo, 2012). Furthermore, there are numerous questions that cannot be answered by lab analysis
of the bones alone, such as determining how long the remains have been at the scene, and why
some of the bones are out-of-place, broken, or missing (Dirkmaat & Cabo, 2012). In order to
answer these questions, careful analysis and documentation of the context, spatial distribution,
and condition of the remains upon discovery must be performed (Dirkmaat & Cabo, 2012).
Therefore, forensic archaeology provides the most comprehensive protocols for outdoor crime
scene documentation (Dirkmaat & Adovasio, 1997; Crist, 2001; Dupras, 2012).
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Implementing forensic archaeological techniques during the recovery and documentation
of outdoor scenarios has many advantages, including the following: ensuring that all human
remains have been recovered and handled properly, distinguishing between human and
nonhuman remains, providing baseline information for trauma analysis, reconstructing past
events through forensic taphonomic analysis, and establishing the chain of custody early
(Dirkmaat & Adovasio, 1997; Dirkmaat & Cabo, 2012). In order to establish the chain of
custody early, the first step is to carefully document evidence and remains in situ at the scene,
something that forensic archaeological techniques are perfectly suited for (Dirkmaat & Cabo,
2012). Of particular importance is the creation of detailed plan-view maps of the scene which
display where each piece of evidence was located and their exact orientation (Dirkmaat &
Adovasio,1997).
In the present study, a documentation method commonly used by archaeologists
(Barazzetti et al., 2011a; De Reu et al., 2013; Doneus et al., 2011; Green et al., 2014; Howland et
al., 2014; Sapirstein, 2016), close-range photogrammetry (CRP), has recently been adapted for
the documentation of outdoor forensic crime scenes with human remains. However, while
previous research has shown that CRP can and should be used for documenting crime scenes
(e.g., Church, 2019; Edelman & Aalders, 2018; Gidusko, 2018), these studies have not
demonstrated how to use this method for larger, more complex, outdoor scenes in obstructed
wooded environments. Therefore, the purpose of conducting this study was to address three main
goals. The first goal was to apply CRP methods to document larger, more complex, skeletal
scatters in obstructed wooded environments. These are the types of scenes more commonly
encountered by forensic archaeologists. The second goal was to improve and modify CRP data
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collection methods when considering different environmental variables that affect imagery. This
led to the final goal of the study, which was to adapt CRP guidelines for complex, outdoor
scenes so that CRP can be incorporated into forensic archaeological documentation protocols.

Literature Review
Prior to discussing the present research, a brief overview will be provided of the
traditional methods employed by forensic archaeologists and crime scene investigators to
document crime scenes. This will be followed by a discussion of close-range photogrammetry
(CRP) and its potential for use in forensic investigations. Additionally, previous forensic
research on using CRP to document crime scenes and how the present study will expand on this
research will be discussed.

Documenting Crime Scenes
One of the major roles forensic archaeologists perform during the search and recovery of
human remains is the application of various survey and mapping techniques to document the
scene (Dupras et al., 2012; Dirkmaat & Cabo, 2012). In order to preserve the context of crime
scenes, forensic practitioners often use a combination of photography and traditional mapping
methods. There are various traditional methods for documenting crime scenes which largely
involve hand-drawing maps to scale based on measurements taken of the scene (Dupras et al.,
2012). Commonly used hand-drawn mapping techniques for forensic investigations include the
baseline control-point method and section drawing (Dupras et al., 2012). However, both of these
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methods result in a two-dimensional, plan view map of the scene, and therefore do not provide a
view of the evidence in a three-dimensional format.
Photography has been used to document crime scenes since the late 19th century (Milliet
et al., 2014). Similar to hand-drawn mapping techniques, traditional photography has been
criticized for recording the world through a limited perspective—representing three-dimensional
crime scenes as two-dimensional images—resulting in a loss of relational information (Milliet et
al., 2014). In particular, scenes involving human skeletal remains in wooded environments are
very challenging to document using photography. This is because traditional photography
involves individual photographs that only represent the scene from isolated perspectives. Isolated
perspectives in combination with trees, branches, and other brush result in the occlusion of
skeletal elements of interest and therefore an imperfect record of the scene. This is true even
when attempting to capture photos overhead. Another issue with photography is that important
questions about the scene’s context cannot be achieved by simply taking pictures of the bones for
later analysis (Dirkmaat & Cabo, 2012). This is because understanding context requires a careful
analysis of their spatial distribution and condition at the time of discovery (Dirkmaat & Cabo,
2012).
While a thorough analysis of the scene on site is still necessary, CRP produced 3D
models of the scene provide an option to perform analysis of the spatial distribution of the
remains long after the scene is gone. Close-range photogrammetry (CRP) has great potential for
use in forensic investigations. There are many advantages to using CRP for documenting
forensic scenarios, including recording contextual information as a 3D model which is a true-toscale representation of the scene. In obstructed wooded environments, the most important
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advantage of this technique is the ability to view all skeletal elements in one overhead,
geometrically correct orthomosaic generated from the 3D model. Additionally, CRP is nondestructive and has the advantage of being more portable, flexible, and cost-efficient compared
to laser scanners (Sapirstein, 2016; Green et al., 2014). Further, the digital nature of the 3D
models ensures preservation for any future forensic examination(s); these 3D models can be
manipulated to view various angles and close ups of the scene at a later date. However, for CRP
to become widely used for forensic scenes involving human skeletal remains, guidelines need to
be further developed in order for the most accurate models to be generated.

Previous Forensic Research Using CRP
As commonly integrated in archaeology, methods for recording crime scenes have
advanced significantly with the introduction of various 3D analysis technologies, including
photogrammetry (Barazzetti et al., 2012). The creation of 3D models of the crime scene using
these methods conserves both its metric and morphological characteristics, allowing for
measurements of the scene to be taken years after the model was initially created (Barazzetti et
al., 2012). There are numerous studies which have shown the application of photogrammetric
methods to document indoor and outdoor forensic scenarios (Table 14) (Baier & Rando, 2016;
Carlton et al., 2018; Church, 2019; Edelman & Aalders, 2018; Gidusko, 2018; Urbanova et al.,
2017; Villa et al., 2018; Zancajo-Blazquez et al., 2015).
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Table 14: Overview of literature discussing the recording of crime scenes using 3D methods.
Study

Description & Relevance

Baier & Rando
(2016)

CRP applied to create 3D models of mass graves. Their method provided
more post-excavation analytical capabilities.

Carlton et al.
(2018)

CRP and GIS used to record and analyze decomposition and taphonomic
processes. Tested ability of untrained researchers to carry out
photogrammetric data collection and provided recommendations based on
findings.

Church (2019)

Used CRP to document skeletal scatters in outdoor wooded environments.
Compared models produced by PhotoScan to those produced by MicMac.
Concluded that both software packages produced comparable results and
that CRP is a viable documentation method for scattered remains in
wooded environments.
Used CRP to create 3D models of indoor crime scenes using infrared,
hyperspectral, and thermal images. Infrared imaging revealed trace
evidence. Thermal imaging showed the temperature distribution of the
scene. Recommended using reference objects in the scene to verify the
accuracy of photogrammetric measurements.

Edelman &
Aalders (2018)

Gidusko (2018)

Found that CRP works best for burial documentation due to good contrast
between subject material and sub-surface. Results also indicate that
scattered scenarios on complex ground covering are harder to model.

Urbanova et al.
(2017)

Showed that accurate 3D models of outdoor forensic scenes can be
produced using drone-based aerial photography. CRP recommended if
high-resolution 3D documentation of corpse or other evidence needed.

Villa et al.
(2018)

3D reconstruction used to analyze the dynamics of a simulated bus
bombing. CRP used to record the scene before and after explosion. CT
scanning used to better visualize blast injuries inflicted on victims (pigs).

ZancajoBlazquez et al.
(2015)

CRP demonstrated as flexible method of recording forensic scenarios that
can be carried out with both calibrated and non-calibrated cameras. Also
showed that CRP models can be created using visible, infrared, and
thermal images.

Two of these studies in particular, Gidusko (2018) and Church (2019), stand out due to
their similarities in the type of outdoor scenes recorded to those documented in the present study.
Gidusko (2018) used CRP and Agisoft PhotoScan to record three simulated outdoor scenarios in
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Florida, including two skeletal scatters in a pine flatwood setting and one excavated burial of
skeletal remains. However, it should be noted that no trees were incorporated into the scattered
scenes and 3D models. Based on their results, the author found that CRP works best for
excavated burial documentation due to a high level of contrast between subject material and subsurface. Additionally, the results indicated that scattered scenarios on complex ground surfaces
are more difficult to model (Gidusko, 2018). Gidusko’s (2018) study provides several
recommendations for future research, many of which are addressed by the present study.
Church (2019) also used CRP to document skeletal remains in outdoor environments,
with the main goal of comparing models produced by Agisoft PhotoScan to those produced by
the opensource software MicMac. Ten larger surface scatters were created in a New England
forested environment while eight smaller surface scatters were created in a variety of different
environments. The larger surface scatters will be discussed as they were the most similar to the
scatters created for the present study. Accuracy was assessed by comparing fixed-datum
measurements taken using a total station to those taken within the 3D modeling software, and by
comparison of the 3D models using CloudCompare. For six of the ten larger scenes, the average
total variance between total station and software measurements was below 6.35 mm, which is the
forensic best practice standard based on the guide provided by NFSTC (2013). The author
concluded that SfM is a viable documentation technique for wooded environments and that the
commercial and opensource software packages produced comparable results (Church, 2019).
While these studies both demonstrate the utility of CRP for documenting outdoor forensic
scenes, there are still a few key issues that need to be addressed. First, both of these studies used
plastic teaching skeletons to create their scatters. Plastic skeletons tend to be a homogeneous,
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white color with a reflective surface that does not accurately represent real human skeletal
material that would be found in a wooded environment (Gidusko, 2018). While, unlike Gidusko
(2018), Church (2019) did incorporate trees into the skeletal scatters and final 3D models, the
author did not use photogrammetric scale bars or coded targets when documenting the scenes.
Although using a total station to record points within the scene can provide scale for the final 3D
model, this adds an additional step and requires expensive equipment. Photogrammetric scale
bars are more portable and provide scale to the model without needing a total station. Further,
Church (2019) focused more on comparing the two 3D modeling programs rather than how to
incorporate CRP into current documentation protocols. Therefore, the focus of this study was to
document large skeletal scatters obstructed by trees, with the goal being to improve and simplify
the methodology for incorporation into current documentation protocols.

Materials and Methods
Two locations were chosen for data collection in the natural lands of the University of
Central Florida. The goal when choosing these locations was to create obstructed wooded scenes
in which some skeletal elements were obstructed from view from every angle. Both field sites
consisted of an oak hammock within a pine flatwood matrix, with a flat ground surface
consisting mainly of live oak leaves and pine needles. Two simulated forensic scenarios were
created using a composite human skeleton and several clothing items, including a t-shirt, a pair
of shorts, a baseball cap, and a pair of tennis shoes. Approximately the same number of bones
was used for each model, but the extent of the scatter was varied. The first location, which was
used for Model 1, had relatively level ground surface composed of leaves and twigs. The second
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location was used for Model 2 had a more uneven ground surface. A unique feature of this
location was the trunk of a fallen tree which was incorporated into the scene.

Data Collection
The steps of the data collection process followed in the field are displayed in Figure 33.
Cultural Heritage Imaging (CHI) calibrated photogrammetric scale bars were placed around each
scene and hand clippers were used to clear any ground foliage that was obstructing individual
skeletal elements, evidence, or photogrammetric scale bars. The area surrounding the scatter was
also cleaned so that there was no foliage in the foreground when shooting the lower view angles
and to facilitate moving around the scene easier when collecting images. Each scene was
photographed using a NIKON D7200 camera with a NIKKOR 18-140mm 1:3.5-5.6G ED lens
set to autofocus, with the focal length set to the minimal value of 18 mm. Aperture priority was
chosen in order to keep the aperture consistent throughout photographing (Sapirstein & Murray,
2017). A higher aperture value of ƒ/11 was chosen when shooting each scenario to allow for a
large depth of field, thus ensuring that everything in the scene would be in focus (Table 15). Due
to low light conditions, a higher ISO value of 800 was chosen in order to achieve a fast-enough
shutter speed while keeping the higher aperture (Table 15).
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Place scale bars and
individual coded
targets.

Clear scene of
ground foilage that
may block scales or
skeletal elements

Make sure that SD
cards are formated
& choose camera
settings

Take close up
photographs of
individual skeletal
elements

Attatch camera to
extension pole and
take overhead
photographs

Shoot five view
angles while moving
carefully around the
scene

Figure 33: Workflow of the data collection process followed in the field.

For each model, photographs were taken freehand from five view angles while moving
around the scene. View angles were based on the positioning of the photographer’s body while
holding the camera (Table 16) (Figures 34 & 35). Additional parallel overhead shots were taken
with the camera attached to an extension pole, as well as close ups of individual elements, joint
surfaces, and complicated areas of the scene. The camera locations were spatially distributed
following an ad hoc geometry, ensuring that consecutive images overlap (Barazzetti et al., 2012;
Edelman & Aalders, 2018). Images were taken freehand rather than using a tripod to allow for
more maneuverability around trees and scrub. The number of photographs taken at each view
angle varied with the size of the scatter.
Table 15: Data collection information for Models 1 and 2.
Model
1
2

ISO
800
800

Aperture
ƒ/11
ƒ/11
78

Avg. Shutter Speed
1/100
1/70

Time
40 min
73 min

# Photos
329
483

Table 16: Descriptions of the view angles and approximate number of photos taken at each view
angle for each scenario.
View Angle
View 1
View 2
View 3
View 4
View 5
Overhead
Closeups

Description
Kneeling while photographing close to ground level
Kneeling with camera at about waist height
Standing with camera at about waist height
Standing with camera at about chest level
Standing with camera at about eye level and angled
slightly down
Parallel overhead shots using an extension pole
Closeups of complex regions of the scene

a

Model 1
60
60
60
60
60

Model 2
88
88
88
88
88

15
15

25
20

b

Figure 34: (a) Image of view angle 1, which was defined as kneeling while photographing close
to ground level. (b) Image of view angle 2, which was defined as kneeling with the camera at
about waist height.
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a

b

c

Figure 35: (a) Image showing view angle 4, which was defined as standing with the camera at
about chest level. (b) Image showing view angle 5 which was defined as standing with the
camera at about eye level and angled slightly down. (c) Image exhibiting how the parallel
overhead shots were taken using an extension pole.

Model 1
Model 1 consisted of a contained scatter spanning across approximately 4.5 meters of
ground surface. The ground surface was relatively level and composed of leaves, pine needles,
and twigs. Three large trees were surrounding the perimeter of the scene, causing skeletal
elements to be obstructed from every view. The human skeletal elements used to create Model 1
are listed in Table 4. Eight CHI photogrammetric scale bars were placed around the scene, and a
north arrow was placed in the center. Data collection for Model 1 began at around 9 am, with
low, even lighting across the scene and little to no wind. Approximately halfway through
photographing Model 1, the lighting became more uneven, with the sun causing shadows and
highlights throughout the scene.

80

Model 2
Model 2 consisted of a larger, less contained scatter spanning across 5.5 meters of ground
surface. The ground surface was uneven, and consisted of leaves, pine needles, and twigs. Two
trees were located on the perimeter of the scene, while a third large tree was located in the center.
Additionally, the trunk of a fallen tree was incorporated into the scene. The human skeletal
elements used to create Model 2 are listed in Table 17. Seven CHI photogrammetric scale bars
were placed around the scene, and a north arrow was placed in the center. Prior to capturing
photos, ten photogrammetric scale bars were placed around the scene. Data collection for Model
2 began at around 9:30 am, with low, even lighting across the scene. The lighting remained
overcast throughout data collection for Model 2.
Table 17: Human skeletal elements used to create Models 1 and 2.
Skeletal Element
Cranium
Mandible
Scapula
Clavicle
Humerus
Radius
Ulna
Vertebrae
Ribs
Sternum
Os Coxa
Sacrum
Femur
Patella
Tibia
Fibula
Calcaneus
Total

Model 1
1
1
2
1 (Left)
2
2
2
8
9
2 (sternal body & manubrium)
2
1
2
1 (Right)
2
2
1 (Right)
41
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Model 2
1
1
2
0
2
2
2
11
9
1 (sternal body only)
2
1
2
1 (Right)
2
2
1 (Right)
42

Photograph Preprocessing
After photographing the scene, the next step was to preprocess the photos using Adobe
Bridge®. First, the RAW photos were white balanced by selecting the white regions of the scale
bar targets with the white balance tool. Additionally, any images which were noticeably over or
underexposed were adjusted using the exposure, shadow, and highlight tools. In Figure 36a, the
unprocessed image is slightly overexposed, causing the targets on the scale bar to be slightly
blown-out. The image with white-balancing only can be seen in Figure 36b. Reducing the
highlight intensity helped to bring out the details of the targets, as seen in Figure 36c. In Figure
37a, the unprocessed image is underexposed, and appears too dark compared to the other images
after white-balancing (Figure 37b). Raising the exposure increased the details in the image and
made it more similar in lighting to the rest of the image set (Figure 37c). After processing, the
images were then saved as TIFF files before bringing them into Agisoft Metashape Professional.
a

b

c

Figure 36: Unprocessed RAW image from Model 1 (a), white-balanced only image (b), and
white-balanced image with adjusted highlights (c).
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a

b

c

Figure 37: Unprocessed RAW image from Model 1 (a), white-balanced image only (b), and
white-balanced image with adjusted exposure (c).

Processing in Agisoft Metashape Professional
The 3D models were processed using Agisoft Metashape Professional Version 1.5
(2019a). Mayer et al., (2018) and the United States Geological Survey document titled
“Unmanned Aircraft Systems Data Post-Processing Structure-from-Motion Photogrammetry”
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(USGS National UAS Project Office, 2017) were used as guides for processing the models. Once
the TIFF images are uploaded into the program, the Detect Markers tool was run in order to
register the coded targets present in the scene images. Then, the Align Photos tool was used to
generate the sparse point cloud (Figure 38). The next step after photo alignment was to optimize
the generated points using the Gradual Selection tool. This optimization procedure helps to
locate and remove points with a high level of error in the sparse point cloud. While optimizing
the sparse point cloud, close attention was paid to the error (in pixels) for each camera, with the
goal of each camera close to or under 0.3 pixels.

Figure 38: Image of the sparse point cloud from Model 1. The sparse point cloud is generated
during the Align Photos step.

The next step was to create scale bars using the registered targets on the photogrammetric
scales visible in the model. These scale bars provide supportive reference data by incorporating

84

their known distances within the scene into the model. The known distances on four
photogrammetric scale bars were entered into the program to properly scale the model before the
batch process. Since these scale bars are calibrated to an accuracy of 1/10 mm, the Scale Bar
Accuracy in the model was set to 0.1 mm. The final step was to perform a batch process which
includes building the dense point cloud (Figure 39), the mesh (Figure 40), and the texture, with
the program set to save after each step is generated. After the batch process is complete, the
software generates an orthomosaic map by stitching together geometrically correct orthophotos,
thus creating an accurate birds eye view map of the entire scene.

Figure 39: Dense point cloud from Model 1. The dense point cloud is composed of X, Y, and Z
data points located close together (Douglass et al., 2015; Granshaw, 2016). The scale bar
indicated by the white arrow is 1 m long.
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Figure 40: Mesh geometry from Model 1. Metashape uses information from the point cloud to
construct a polygonal model called the mesh

Exports
The final products of the 3D models were exported as multiple formats. The orthomosaic
images were exported as lossless, quality-preserving tagged image file format (TIFF) files,
allowing them to be viewed in any image viewing or editing computer software. Each 3D models
was also saved as a Metashape® project for the purpose of editing and viewing the models in the
future. Both the 3D models and orthomosaic images were used for visual analysis and
comparison of each model.

Evaluating Error
Two types of error were assessed to determine the quantitative accuracy of the models:
root mean squared (RMS) reprojection error and scale bar error. Reprojection error is “the
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distance between the point on the image where a reconstructed 3D point can be projected, and
the original projection of that 3D point detected on the photo and used as a basis for the 3D point
reconstruction procedure” (Agisoft LLC, 2019b, p. 51). In other words, reprojection error
corresponds to the distance between a measured point and a projected point (Altuntas, 2019, p.
71). The RMS reprojection error is averaged over all of the tie points in all of the images
(Agisoft LLC, 2019b). This calculation is provided by Metashape in the report that is generated
upon completion of a model. Highly accurate results are achieved when the RMS reprojection
error value is close to 0.3 pixels (Mayer et al., 2018).
The scale bar error reported by Metashape is equal to the difference between the
manually input scale bar length and the software measured distance between the two markers
representing the ends of the scale bar (Agisoft LLC, 2019b). These scale bars are known as the
‘control scale bars.’ The total scale bar error is the root mean square of the errors for all four
individual reference scale bars used for that model (Agisoft LLC, 2019b). Additionally, two
scale bars, referred to as the ‘check scale bars,’ were added to each model without manually
entering in their actual distance. Instead, the software estimated the distance of these two scale
bars within the 3D model. This estimated distance was then compared to the actual distances of
the scale bars, with the difference being the error value. In a highly accurate model, both types of
scale bar errors should be less than the precision value of the scale bar, which for the Cultural
Heritage Imaging scale bars is 0.1 millimeters (Cultural Heritage Imaging, 2015).
In addition to quantitative errors, visual error was assessed qualitatively through detailed
examination of the 3D models and orthomosaic images. This included visually assessing and
describing bone and clothing geometry, scale bar geometry, ground surface-subject interfaces,
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and the subject-subject interfaces. Additionally, the mesh geometry and the texture overlay of the
final 3D models were compared to assess the source of the visual errors.

Results
The two scenarios created for each 3D model varied in location, scatter size, and level of
obstruction. Model 1 consisted of a more contained scatter on a level ground surface, with three
large trees surrounding the perimeter of the scene. Model 2 consisted of a larger, less contained
scatter on a more uneven ground surface. Two trees were located on the perimeter of the scene,
while a third large tree was located in the center. Additionally, the trunk of a fallen tree was
incorporated into the scene as it added additional obstruction. The lighting was even and overcast
during data collection for both 3D models. In the following sections, the quantitative errors of
the two 3D models will first be compared. This will be followed by a description of the visual
errors in each model individually, including a discussion of whether the errors resulted from the
mesh geometry or the texture overlay.

RMS Reprojection & Scale Bar Errors
The Model 1 RMS reprojection error of 0.283 pixels and a total scale bar error of 0.444
mm, while Model 2 had a RMS reprojection error of 0.299 pixels and a total scale bar error of
0.456 mm (Tables 18). Since the RMS reprojection error values are below 0.3 pixels, this
indicates that both models are highly accurate based on the guideline provide by Mayer and
colleagues (2018). While the scale bar errors are not less than the scale bar precision value of 0.1
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mm, which is ideal in a highly accurate model (Cultural Heritage Imaging, 2015), these values
still indicate a low measurement error. The total scale bar error, which is calculated as the root
mean square of the four reference scale bars (Agisoft LLC, 2019b), was only 0.444 mm for
Model 1 and 0.456 mm for Model 2. Therefore, both Model 1 and 2 achieved a measurement
error of less than 1 mm, indicating that both models have an acceptable level of error for the
purposes of crime scene mapping (NFSTC, 2013).
Table 18: Reprojection error and total scale bar error for each model.
Model
1
2

RMS Reprojection Error (pixels)
0.287
0.299

Total Scale Bar Error (mm)
0.444
0.456

Table 19: Check scale bar errors for Models 1 and 2.
Model

Check Scale Bars

1

Target 73 to 75
Target 79 to 80
Target 49 to 51
Target 57 to 59

2

Actual Distance
(mm)
1000.22
249.650
999.800
1000.10

Estimated
Distance (mm)
1000.73
250.059
998.925
999.285

Difference
(Error)
0.51
0.409
-0.875
-0.815

Visual Accuracy of Orthomosaic: Model 1
The orthomosaic for Model 1 exhibits minimal amounts of visual distortion when
zoomed out (Figure 41). All skeletal elements are clearly visible, including the ribs and
vertebrae. When zoomed in from the overhead view, there is little to no visual distortion of some
skeletal elements, such as the right humerus, right radius, left radius, left ulna, left fibula, os
coxae, and mandible (Figures 42 & 43). When zoomed in very closely, the cranium, femora, and
tibiae, exhibit a slight doubling effect (Figures 43 & 44). However, small details such as the
89

sutures and teeth are clearly visible on the cranium and mandible. The vertebrae exhibit little to
no distortion, and most of the ribs look visually accurate except for a few where the shafts are
distorted. There is also no distortion of the hat and t-shirt, while the shorts exhibit a minor
amount of edge distortion. Most of the scale bars exhibit minor edge distortion and the two
longest scale bars appear significantly distorted and blurry. Overall, the orthomosaic appears
more visually accurate than the overhead screenshots of the 3D model. The orthomosaic also
shows that the lighting was even and overcast while shooting Model 1, with no bright patches of
light and no extreme shadows.

Figure 41: Orthomosaic for Model 1. Note that the lighting is even with no extreme shadows or
highlights present. The scale bar indicated by the white arrow is 1 m long. The black circles
represent the unmodeled centers of the tree trunks.
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Figure 42: Close up of the torso region in the Model 1 orthomosaic image.

Figure 43: Close up of the shorts and lower limbs in the Model 1 orthomosaic image. The long
bones of the lower limbs also exhibit a doubling effect (white arrows).
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Figure 44: Close up of the Model 1 orthomosaic image showing the cranium and mandible.
Details such as the cranial sutures and the mandibular teeth are clearly visible. Note the doubling
effect on the cranium (white arrow).

Visual Accuracy of 3D Model: Model 1
The final 3D model for Model 1 had only a few visual errors that were detectable when
viewing the entire model zoomed out (Figure 45). Table 20 provides a description of the visual
errors present on individual skeletal elements, clothing items, and scale bars when zoomed in on
the model. The most significant amount of distortion is present on the long bones, particularly
the femora, tibiae, and humeri (Figures 46-47). These elements exhibit distortion that is visible
even when zoomed out in the overhead view of the entire 3D model. Other elements and clothing
items, such as the radius, ulna, cranium, shirt, shorts, and shoes, only exhibit detectable visual
distortion when zoomed in on them individually (Figures 48).
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Figure 45: Screen capture of the 3D model for Model 1. The scale bar indicated by the white
arrow is 1 m long.

Table 20: Description of visual errors for each skeletal element and clothing item when zoomed
in for the Model 1 3D model.
Bones/Clothing
Description of Visual Errors
Humeri
Significant distortion of shafts of both humeri.
Scapulae
Right scapula very distorted; left scapula exhibits ground surface-subject
interfacing distortion around the edges
Radii
Small section of distal end missing on left.
Ulnae
Edge distortion of right. Minor edge distortion of left.
Os Coxae
Both exhibit ground surface-subject interfacing errors around the edges;
right ilium has a large portion missing
Femora
Both missing large portions of shafts when zoomed in
Tibiae
Distortion of the shafts, especially on the left tibia
Fibulae
Minor edge distortion on the shaft of the left fibula; severe distortion of the
right fibula
Cranium
Distortion and ground surface-subject interfacing errors; significant blurring
and distortion of the facial region; can barely see sutures
Mandible
Mandible visible but the teeth and condyles are not clearly defined
Ribs
Majority exhibit edge distortion; only half of one left rib near torso is visible
Vertebrae
Vertebrae exhibit edge distortion and blending with ground geometry
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Bones/Clothing
Hat
Shirt
Shorts
Shoes
Scale Bars

Description of Visual Errors
Minor edge distortion
Minor visual distortion of the surface of the shirt
Minor visual distortion of surface and edges
Minor visual distortion of the surfaces of both shoes
All exhibit some edge distortion

Figure 46: Screen capture of Model 1 exhibiting the shorts, legs, and shoes. Note the missing
portions of shafts on the femora and left tibia (white arrows).

Figure 47: Screen capture of Model 1 exhibiting the left humerus, radius, and ulna.
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Figure 48: Screen capture of Model 1 exhibiting the anterior view of the cranium. Note the
ground surface-subject interfacing errors on the right side of the cranium (white arrow).

In order to assess whether the visual errors present in the 3D model stemmed from the
mesh geometry or the texture overlay, individual bones with significant visual error were
examined by comparing both components of the 3D model. For example, the ilium of the right os
coxa has a large portion missing when viewing the 3D model with the texture added (Figure
49a). When viewing the mesh geometry of the same area, it is clear that this region is also
missing and therefore the source of the visual error (Figure 49b). When using the same technique
to examine the cranium, it is clear from the anterior view that the geometry of the right side of
the cranium is blending with the ground geometry (Figure 50). Finally, when viewing the mesh
geometry of the right femur, left femur, and left tibia, it is clear that there are portions of the
shaft missing (Figure 51).
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a

b

Figure 49: Comparison between the texture and the mesh geometry of the right os coxa in Model
1. The ilium has a large portion missing when viewing the 3D model with the texture added that
was present when viewing the mesh geometry (white arrows).

a

b

Figure 50: Comparison between the texture and the mesh geometry of the cranium in Model 1. It
is clear from the anterior view that the geometry of the right side of the cranium is blending with
the ground geometry (white arrows).
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a

b

Figure 51: Comparison between the texture and mesh geometry of the lower limbs in Model 1.
When viewing the mesh geometry of the right femur, left femur, and left tibia, it is clear that the
missing portions of the shafts occurred in the mesh (white arrows).

Visual Accuracy of Orthomosaic: Model 2
The orthomosaic for Model 2 exhibits minimal amounts of visual distortion when
zoomed out (Figure 52). All skeletal elements are clearly visible, including the ribs and
vertebrae. While, minor edge distortion is visible on a few of the scale bars, all of the targets are
clearly visible. When zoomed in from the overhead view, there is little to no distortion on most
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skeletal elements, such as the cranium, mandible, left radius, right radius, right ulna, right
humerus, left os coxa, right tibia, left tibia, and left fibula (Figure 53 & 54). Small details such as
the sutures and teeth are clearly visible on the cranium and mandible. The vertebrae exhibit little
to no distortion, and most of the ribs look visually accurate except for a few shafts that were
modeled with minor edge distortion. There is also no distortion of the shorts and t-shirt, while the
hat exhibits a minor amount of edge distortion. There is significant distortion on the shafts of
both femora. Overall, the orthomosaic appears more visually accurate than the overhead
screenshots of the 3D model. The orthomosaic indicates that the lighting was even and overcast
while shooting Model 2, with no bright patches of light and no extreme shadows.

Figure 52: Orthomosaic image of Model 2. When viewing the entire scene, little to no distortion
is visible on any skeletal elements or evidence. The scale bar indicated by the white arrow is 1 m
long. The black arrows indicate the location of the tree trunks.
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Figure 53: Close up of the torso region in the Model 2 orthomosaic image in which little to no
visual distortion is visible.

Figure 54: Close up of the shorts and lower limbs in the Model 2 orthomosaic image. Visual
distortion is present on the right femur (white arrow) and right os coxa (black arrow).
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Visual Accuracy of Model 2 3D Model
The final 3D model for Model 2 had a minimal number of visual errors that were
detectable when viewing the entire model zoomed out (Figure 55). Table 21 provides a
description of the visual errors present on individual skeletal elements, clothing items, and scale
bars for Model 2. The most significant amount of distortion is present on the long bones,
particularly the femora. These elements exhibit distortion that is visible even when zoomed out
in the overhead view of the entire 3D model. Other elements and clothing items, such as the
radii, right ulna, cranium, hat, tibiae, and shoes, only exhibit detectable visual distortion when
zoomed in on them individually (Figures 56 & 57).

Figure 55: Screen capture of the 3D model for Model 2. The scale bar indicated by the white
arrow is 1 m long.

Table 21: Description of visual errors for each skeletal element and clothing item when zoomed
in for the Model 2 3D model.
Bones/Clothing
Description of Visual Errors
Humeri
L: some ground surface-subject edge distortion. R: tucked into shirt, what is
visible has no distortion.
Scapulae
L: tucked into shirt, what is visible has minor edge distortion. R: body of
scapula largely missing.
Radii
L: minimal to no distortion. R: minor ground surface-subject edge distortion
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Bones/Clothing
Description of Visual Errors
Ulnae
L: Shaft distorted and missing portions. R: very minor edge distortion
Os Coxae
L: Portion of ischiopubic ramus missing. R: distortion on the iliac crest.
Femora
R: distortion of the shaft causing it to appear thin and splotchy. L: some
distortion along the shaft but less severe than right femur. On both femurs
the distal and proximal ends exhibit less distortion than the shafts.
Tibiae
L: minor edge distortion with ground. R: very minor distortion of the shaft.
Fibulae
L: minor ground surface-subject edge distortion. R: distortion of shaft.
Cranium
Sutures clearly visible; teeth are not very clear; minimal distortion on the
inferior of the cranium; details of the face on the anterior of the cranium are
visible but not clear and defined
Mandible
Blended geometry with ground, condyles not visible, difficult to see teeth
Ribs
Majority of ribs exhibit some edge distortion
Vertebrae
Exhibit edge distortion and blending with ground geometry
Hat
Minor ground surface-subject edge distortion
Shirt
Very minor ground surface-subject edge distortion
Shorts
Very minor ground surface-subject edge distortion
Shoes
Minor visual distortion
Scale Bars
All exhibit some amount of edge distortion

a

b

Figure 56: Screen capture from Model 2 of the anterior (a) and inferior (b) views of the cranium
exhibiting minor amounts of visual distortion.
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Figure 57: Screen capture from Model 2 of the torso showing minimal amounts of distortion on
the shorts and t-shirt. The white arrow points to distortion of the right femur.

The mesh geometry and texture overlay of the Model 2 3D model were also compared in
order to assess the source of the visual errors. The body of the right scapula was largely missing
when viewing the 3D model with the texture overlay (Figure 58). When viewing the mesh
geometry, it is clear that this region is also missing and therefore the source of the visual error.
The mandible which is near the scapula has a blended geometry with the ground surface (Figure
58). The left humerus provides a clear example of blended geometry. When viewing the left
humerus in the mesh, the sides of the shaft appear to blend in with the ground surface (Figure
59).
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a

b

Figure 58: Comparison between the texture (a) and mesh geometry (b) of the mandible and right
scapula in Model 2. The white arrows show where the body of the scapula is largely missing in
both layers. The mandible exhibits blended geometry with the ground surface.

a

b

Figure 59: Images comparing the texture (a) and mesh geometry (b) of the left humerus in Model
2. When viewing the left humerus in the mesh, the sides of the shaft appear to blend in with the
ground surface.
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Discussion
The systematic recovery of human remains and associated evidence and the careful
analysis and documentation of their context, spatial distribution, and condition upon discovery
are essential steps in forensic archaeological investigations (Dirkmaat & Adovasio, 1997;
Dirkmaat & Cabo, 2012; Holland & Connell, 2016). Scenes involving human skeletal remains in
wooded environments are particularly challenging to document using traditional photography
due to the isolated perspectives of individual photographs. Isolated perspectives of a wooded
scene in which trees, branches, and other brush are present results in the occlusion of skeletal
elements and therefore an imperfect record of the scene. The same issues are encountered when
attempting to take overhead photos of the scene. This is because overhanging trees block
portions of the scene in individual overhead images, or the scene may be too large to capture in
one overhead photo. Therefore, the purpose of this study was to demonstrate how CRP can be
used to document crime scenes involving scattered human remains in obstructed wooded
environments, a type of scenario commonly encountered by forensic archaeologists.
The following discussion is organized based on the three main goals of this research. The
first goal was to apply CRP methods to document larger, more complex, outdoor scenes
involving scattered remains in obstructed wooded environments. Therefore, the first section will
discuss and compare the two 3D models produced in this study in order to assess how successful
this method was for documenting complex, wooded scenes. The second goal was to improve
CRP data collection methods in order to deal with different environmental variables that affect
imagery. Based on the environmental variables encountered in this study, the challenges and
limitations of using CRP in wooded environments will be discussed. The final goal was to adapt
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CRP guidelines for complex, outdoor scenes so that this methodology can be incorporated into
present forensic archaeological documentation protocols. Therefore, the final discussion section
will provide expanded guidelines for documenting larger scenes in wooded environments.

Model 1 and Model 2 Comparison
Overall, both of the 3D models exhibit similar amounts of visual errors, both in the
texture and in the mesh geometry. Even though visual errors were present, the RMS reprojection
and scale bar errors still indicate that both models are overall highly accurate. Model 1 had a
total scale bar error of 0.000444 m, while Model 2 had a total scale bar error of 0.000456 m, both
of which are equal to submillimeter levels of accuracy. Based on the guide provided by NFSTC
(2013), measurements of the scene should be accurate to within ¼ of an inch, or 6.35 mm.
Additionally, total stations, which are commonly used to document crime scenes, are capable of
measuring points with a precision of a few millimeters (Barazzetti et al., 2012; McPherron,
2005). This indicates that photogrammetry is not only capable of achieving acceptable levels of
accuracy for crime scene mapping, but also can achieve precision values that are equal to or
better than those of total stations.
However, while the RMS reprojection errors indicate that all of the models were highly
accurate, they still exhibit significant visual errors. This is because in order to achieve a low
RMS reprojection error, a significant number of photos with higher levels of error had to be
deleted from the models. Higher levels of error are likely due to motion blur, uneven lighting, or
wind moving leaves, all three of which can cause the program to struggle to generate and match
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accurate points in the images (Olson et al., 2013; Willis et al., 2016). Metashape tracks common
points between photos, and therefore it is important that these points are identical across all
photographs (Olson et al., 2013). The results of this study confirm previous research which
found that varied lighting conditions, moving shadows, and items moved from wind impair the
program’s ability to accurately reconstruct a scene (Olson et al., 2013; Willis et al., 2016; Koenig
et al., 2017; Sapirstein & Murray, 2017). When photos are deleted in order to reduce the RMS
reprojection error of the sparse point cloud, some areas might end up having too many images
deleted. These areas are then model poorly due to not having enough tie points and images to
generate a visually accurate 3D model.
Both 3D models exhibited errors in the mesh geometry. The mesh is a polygonal model
constructed from the point cloud information (Agisoft LLC, 2019b). However, in the present
research errors are occurring during this process, as evidenced by visual distortions present in the
mesh geometry. The errors in the mesh geometry, which forms the base of the 3D model, are
likely the result of one or a combination of the following issues: 1) not enough photos were
captured of these particular areas, 2) photos of these areas were captured but exhibited motion
blur and/or lighting issues, 3) there were not enough tie points in these areas either because the
software could not generate them due to poor quality photos, 4) the tie points that were generated
had high levels of error and were therefore deleted during optimization of the sparse point cloud,
or 5) the complex ground surface of leaves sitting up against the edges of bones and potentially
moving during data collection.
Despite the significant visual distortions when zoomed in on the 3D models and
orthomosaic images, it is important to note that the goal of using CRP is not to replace traditional
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digital photography entirely. Rather, the goal is to create a 3D model of the scene that can be
used to analyze the layout of the scene, examine the position of the body or skeletal scatter,
measure between pieces of evidence, and generate accurate overhead maps. Individual, close up
photographs and physical examination of the skeletal elements and evidence are still necessary
for detailed analysis and identification of the remains. For example, Figure 60 compares an
actual photograph taken of the cranium during data collection to a screen capture of the 3D
modeled cranium from Model 2. This comparison demonstrates some of the visual differences
between 3D models and photographs. In the image (Figure 60a), details such as the texture of the
ground surface and the sutures on the cranium are visually crisp and clear. These details are not
as clear in the screen shot of the 3D model (Figure 60b), as the edges of the leaves and the
sutures on the cranium are not as well defined. Therefore, the highly accurate 3D models which
can be used to analyze the spatial distribution of the scene, can be supplemented with
photographs for examining the scene in more visual detail.
a

b

Figure 60: Comparison between a photo taken of the cranium during data collection (a) to a
screen capture from Model 2 of the 3D modeled cranium (b).
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Challenges & Limitations for Wooded Environments
Wooded environments are drastically different from those typically encountered in
archaeological field surveys and excavations in which photogrammetry is commonly used (e.g.,
Barazzetti et al., 2011a; De Reu et al., 2013; Doneus et al., 2011; Green et al., 2014; Howland et
al., 2014; Sapirstein, 2016). As a result, there were three major challenges inherent to wooded
environments that were faced during data collection: unpredictable lighting, wind, and the
complex ground surface of leaves.
Lighting resulted in two main issues: (1) low light resulting in not enough shutter speed,
and (2) bright light resulting in extreme shadows. The lighting conditions in uncontrolled
outdoor environments are inconsistent, making the documentation of forensic scenarios in
wooded environments inherently challenging. While low, overcast lighting meant that the
lighting was even across the scene (which is ideal for model processing), it also meant that
motion blur was more likely to occur due to not having enough shutter speed. The ISO could
have been raised even further to try and achieve higher shutter speeds, but this introduces noise
into the images that is also detrimental to processing. Another option which would increase the
shutter speed would be to use a lower aperture, but this would provide less depth of field for
documenting the scene. Bright lighting meant faster shutter speeds and little to no motion blur
when photographing, but it also caused extreme shadows across the scene that hinder the
software’s ability to match points between images.
Wind is also an unavoidable environmental force that causes leaves, grasses, twigs, and
even evidence to move in the scene. Large gusts of wind can blow leaves across the scene,
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causing us to have to stop and remove them from bones and scale bars. This also meant that the
ground surface did not model well because the leaves on the ground surface kept moving. Lowfeature surfaces, surfaces that lack high-contrast patterns, and surfaces that have a low frequency
of color changes often model poorly (De Reu et al., 2014; Koutsoudis et al., 2014; Sapirstein,
2016). This may be why modeling the leaf covered ground surface, which lacks strong features
and is fairly uniform in color, was difficult to model. The complex yet featureless ground surface
of leaves therefore may have caused some of the visual and quantitative errors in the 3D models.
It should also be noted that in both 3D models, the trees modeled extremely well and exhibited
little to no visual errors. This is probably largely attributable to their stationary position which
was unaffected by the wind as well as the distinct pattern of the tree bark.
All of these issues would have contributed to higher levels of errors in images and their
eventual deletion during optimization. For example, because blurry photos can prevent the
software from accurately matching points between images (Willis et al., 2016), photos with
motion blur may have produced points with higher levels of error that were then selected for
deletion. Table 22 shows the number of photos taken compared to the number of photos left after
optimization of the sparse point cloud. This table also shows which view angles had the largest
number of photos were deleted. In Model 1, the majority of the deleted photos were from the
close-ups and view angle 1. In Model 2, the majority of the deleted photos were from the closeups, and view angles 1 and 2. Based on this information, it is possible that the software struggles
to generate accurate tie points for the images captured at lower view angles. This may be the
result of two different factors. First, the crouched positioning of the body at the lower view
angles may be more unstable than the standing positions, thus resulting in more images with
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motion blur. Second, the software appeared to have difficulties detecting all of the coded targets
at the lowest view angles, likely due to the oblique angle making the center of the targets hard to
detect. Another possible explanation is the minimum focus distance of the lens, which was 0.45
m (1.48 ft) (Nikon Inc., 2020). While it was attempted to keep a 2 ft radius from the outside
edges of the scene while photographing, this was not precise, and some images were very likely
captured at less than 1.5 ft from the scene. Additionally, some of the close-up images were likely
taken too close to the object for the lens to properly focus.
Table 22: The number of photos taken compared to the number of photos left after optimization
of the sparse point cloud, as well as the number of photos deleted from each view angle.
Model
Total Photos Collected
View Angle 1
View Angle 2
View Angle 3
View Angle 4
View Angle 5
Over-heads
Close-ups
Photos Remaining After Optimization

Model 1
329
3
0
0
0
4
0
13
309

Model 2
483
66
32
2
1
8
1
20
352

Model 2 had significantly more photos deleted overall than Model 1 (Table 22). This is
because of different adjustments made during processing. During processing of Model 2, all
photos with less than 100 projections were removed before generating the final 3D model, as
recommended by the Unmanned Aircraft Systems Data Post-Processing Structure-from-Motion
Photogrammetry” (USGS National UAS Project Office, 2017). When this step was incorporated
for Model 1 there were too many visual errors. In an attempt to reduce these errors, Model 1 was
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processed a second time without deleting photos with less than 100 projections. The resulting
model was overall more visually accurate.

Expanded Guidelines for Documenting a Larger Scene in Wooded Environments
The nature of the environment where data collection occurred, which consisted of an oak
hammock within a pine flatwood matrix, presented numerous challenges that made utilizing
photogrammetry significantly more difficult. Therefore, establishing guidelines for using
photogrammetry to document skeletal remains in wooded environments is essential for
experienced forensic archaeologists and forensic personnel to adapt this method for their forensic
archaeology documentation protocol. The guidelines from the previous chapter have been
expanded for documenting outdoor scenes in obstructed wooded environments by applying the
knowledge gained during this study. In particular, these guidelines focus on how to deal with
environmental variables that can affect the final quality of the 3D model, as the conditions during
data collection may not always be ideal.
Assuming that the scene is appropriate for 3D documentation using photogrammetry (i.e.
the scene is not too large, and it is not nighttime, raining, or windy), the main environmental
variable that can influence model quality is scene lighting. Lighting is such an important variable
for two major reasons: 1) because the amount of light influences the shutter speed of the camera,
and 2) because extreme and moving shadows impact Metashape’s ability to track common points
between photos (Olson et al., 2013). There are four potential solutions to dealing with
unpredictable outdoor lighting during data collection. First, if shooting in low, overcast lighting,
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it might be necessary to use a tripod or monopod to reduce the effects of motion blur from
camera shake (Sapirstein & Murray, 2017). While there are advantages to photographing the
scene freehand, including quicker data collection and the ability to easily manipulate one’s body
around trees or other obstacles, a tripod, or monopod, may still be necessary in low lighting
conditions (Sapirstein & Murray, 2017). Using a tripod also has the benefit of allowing for a
lower camera ISO setting to be used, thus reducing the amount of noise in the images and
improving their overall quality (Agisoft LLC, 2019b).
A second potential solution to mitigate the effects of shadows is to photograph the scene
around noon when the sun is directly overhead and there are minimal shadows, with the
exception of those caused by overhanging branches. This would provide plenty of bright light,
thus increasing the shutter speed. However, the photographer would have to work quickly before
the sun moves and shadows start to move across the scene. Ultimately, the ideal conditions for
documentation using CRP are bright, but overcast days (Douglass et al., 2015). However, real
forensic scenes can occur at any time of day or night and need to be documented soon after
discovery. Therefore, choosing what time of day to document the scene may not be feasible.
Since lighting has a major influence on shutter speed and the amount of motion blur,
especially if shooting handheld, another potential solution is to review and take duplicate images.
If time allows, the photographer should review all of the images before leaving the scene to
determine if there are any over- or under-exposed images or if there are any with obvious motion
blur. By doing so, they can reshoot that area of the scene, potentially avoiding poorly modeled
regions in the final 3D reconstruction. However, it may not always be realistic to stop and look
through hundreds of images. Additionally, the motion blur observed in some of the images in the
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present study was often so slight that it would be difficult to detect in the photo view on the back
of the camera. Therefore, it might be more practical to take extra photographs of important
regions. Taking duplicate photos of the same region helps to ensure all areas are adequately
captured (Douglass et al., 2015). Therefore, if one photo of an area of the scene exhibits motion
blur but the duplicate photo does not, that duplicate image can be used in the model instead.
The final solution for dealing with variable scene lighting occurs during preprocessing of
the images using Adobe Bridge. During preprocessing of the RAW images, over- and underexposed images can be adjusted using the Exposure tool. Additionally, extreme shadows can be
partially mitigated by adjusting the highlights and shadows in the images, as was previously
discussed in the Methods section. Doing this step can reduce the contrast caused by shadows in
the images, thus evening out the lighting.

Example: Improving Model Quality with an Imperfect Image Set
The next consideration is processing in Metashape with an imperfect image set, whether
it be the result of uneven lighting, motion blur, or wind moved vegetation. It is important to note
that multiple models may need to be processed in order to achieve the highest quality possible
for that image set. For example, both Model 1 and Model 2 were processed twice. In the case of
Model 2, both versions were relatively similar, but overall Version 1 was slightly more visually
and quantitatively accurate. The two versions of Model 1, however, were significantly different,
with the second version being higher in quality. Table 23 demonstrates the main differences
between the sparse point clouds of the two versions of Model 1. For Version 1, only a handful of
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photos were adjusted for lighting issues in Bridge before bringing them into Metashape. After
photo alignment, the cameras did not appear to align properly, as there were a significant number
of points generated in the sparse point cloud in areas that did not exist in the actual scene (Figure
60). Upon closer examination of the sparse point cloud, it appeared that these points were
supposed to make up the center of the scene, but were placed in the sky due to misalignment of
the cameras (Figure 60). Finally, after optimization all images with less than 100 projections
were deleted, as recommended by the Unmanned Aircraft Systems Data Post-Processing
Structure-from-Motion Photogrammetry” (USGS National UAS Project Office, 2017). However,
this proved to not be the best option for this set of images.
For Version 2, over half of the images were edited in Bridge to even out shadows and
adjust exposures. Additionally, after using the Detect Markers tool, coded targets that were not
automatically detected by Metashape were manually added to images where the center of the
targets were clearly visible. Additionally, only images with zero projections were deleted in
order to retain more points in the sparse point cloud. As shown in Figure 61, the sparse point
cloud that was generated did not have the large region of out-of-place points that were present in
Version 1. Version 2 also had a larger number of points remaining in sparse point cloud and a
lower RMS error value after optimization (Table 23). Based on these results, it appears that
taking the extra time to adjust the lighting in more of the images, as well as manually adding in
undetected targets, helped the software to properly match points between images and generate a
more accurate sparse point cloud.
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Table 23: Comparison between the sparse point clouds of Versions 1 and 2 of Model 1. Overall,
Version 2 had a much denser sparse point cloud and lower RMS value than Version 1.
Model Versions
1st
2nd

Cameras
284
309

Number of Points in the Sparse Point Cloud
26,651
67,272

RMS
0.773
0.287

Figure 61: Screen capture of the sparse point cloud from Version 1 of Model 1. The blue box
indicates the center of the scene where there was a lack of points. The red box indicates a large
region of generated points that were supposed to be located in the center of the scene, but instead
were placed in the sky due to misalignment of the cameras.
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Figure 62: Screen capture of the sparse point cloud from Version 2 of Model 1. Note that there
are no regions of out-of-place points, and that the sparse point cloud is denser overall.

Based on the knowledge gained from this study, the following steps were created for
producing the highest quality sparse point cloud from an imperfect image set (Figure 62). The
first step is to edit over- or under-exposed images, as well as those with extreme shadows and
highlights, in Adobe Bridge. The next step after bringing the TIFF files into Metashape is to use
the Estimate Image Quality tool. Metashape estimates the quality of each image based on the
sharpness level of the picture (Agisoft LLC, 2019b). Agisoft (2019) recommends disabling or
deleting images with a quality value of less than 0.5 units. However, they also emphasize that the
remaining images still cover the whole scene (Agisoft LLC, 2019b). Therefore, if there are not
enough images to adequately replace those that were deleted, certain areas of the scene may not
be properly reconstructed. This should be taken into consideration when choosing to delete lower
quality images. After using the Detect Markers tool, the operator can look for images where the
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software failed to detect the coded targets and manually add them in. This should only be done
for targets where the exact center is clearly visible. Finally, after following the steps for
optimizing the sparse point cloud, images with less than 100 projections should be deleted.
However, similar to estimating image quality, if too many images are deleted there may not be
enough left to properly reconstruct the scene. Therefore, the operator may try only deleting
images with zero projections.

Look for over- or underexposed images and
adjust using the Exposure
tool

Start over with RAW
images and bring into
Adobe Bridge

Look for extreme
shaddows or highlights
and adjust using the
respective tools

Estimate image quality

Detect
Markers

• Remove images with a
quality value of less than
0.5*

Convert to TIFF files and
bring into Agisoft
Metashape

Optimize sparse point cloud

Look for images with undetected
targets and manually add them
in if the center of the target is
clearly visible

•Reconstruction uncertainty
•Projecction Accuracy
•Tie point accuracy
•Reprojection error

Remove cameras with less than 100
projections
• If too many photos/points are deleted, try
just deleting cameras with 0 projections

Pay attention to the pixel
error for each camera
during optimization; error
should be close to or
under 0.3 pixels

Figure 63: Steps for improving the sparse point cloud accuracy (and therefore the quality of the
final 3D model) when working with an imperfect image set.
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Ultimately, processing an imperfect image set in Metashape involves some trial and error,
and the same model may need to be reprocessed multiple times before an adequate result is
achieved. The experience of the user with the software will also influence this process, as those
with more experience using Metashape will have a better understanding of what steps and
settings will work best for a particular image set.

Conclusion
Close Range Photogrammetry (CRP) has great potential for use in forensic investigations
involving human skeletal remains in outdoor, wooded environments. Creating detailed plan-view
maps of the scene is an essential step in establishing the chain of custody early (Dirkmaat &
Cabo, 2012). CRP can produce 3D models and geometrically accurate plan-view maps in the
form of orthomosaic images, allowing all elements to be visible in one overhead view. These 3D
models provide a permanent virtual record of the crime scene, allowing for additional
measurements or observations of evidence after the crime scene has been removed (Edelman &
Aalders, 2018). These models and the metric data generated through their analysis can also be
used for presentation in court (Gonzalez-Aguilera & Gomez-Lahoz, 2009).
As this study has demonstrated, CRP is a viable documentation technique that should be
added to the forensic archaeological protocol for outdoor crime scenes. Scattered human remains
in obstructed wooded environments are complex and difficult crime scenes to document. This is
due to the unpredictable lighting and wind as well as the complex ground surface of leaves.
However, these are all challenges that would be faced in a real outdoor forensic scenario. By
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following the provided guidelines and adjusting settings while photographing based on the
outdoor conditions of the scene, highly accurate 3D models and orthomosaic maps can be
generated.
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CHAPTER FOUR
Close-range photogrammetry (CRP) is a 3D documentation method which can be used to
generate realistic, true-to-scale 3D models and accurate plan-view maps of crime scenes. CRP is
commonly used by archaeologists to document archaeological sites (Barazzetti et al., 2011; De
Reu et al., 2013; Doneus et al., 2011; Green et al., 2014; Howland et al., 2014; Sapirstein, 2016),
which are similar to crime scenes in that documenting their context is essential (Dirkmaat &
Adovasio, 1997; Dirkmaat & Cabo, 2012; Holland & Connell, 2016). However, while previous
research has shown that CRP can and should be used for documenting outdoor crime scenes
(e.g., Church, 2019; Edelman & Aalders, 2018; Gidusko, 2018), these studies have not
demonstrated how to utilize this method for larger, more complex, skeletal scatters in obstructed
wooded environments.
Therefore, the present study has expanded on this previous research by demonstrating
how CRP can be used to preserve contextual information of forensic scenes involving scattered
human remains in obstructed wooded environments. The goal in doing so was to improve CRP
methodology for documenting large, complex, scatters in wooded environments so that it can be
incorporated into current forensic archaeology documentation protocol. Using CRP to produce
3D models of skeletal scatters in obstructed wooded environments achieved what traditional
photography could not: geometrically accurate plan-view maps in the form of orthomosaic
images, allowing all elements to be visible in one overhead view. This is because using a camera
on an extension pole or a drone to capture an overhead image of the scene may not be possible
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due to overhanging trees or other obstructions, or the scene may be too large to capture in one
overhead photo.
The goal of Chapter 2 was to explore methods for improving the quantitative and visual
accuracy of the final 3D models by incorporating individual coded targets in addition to
calibrated photogrammetric scale bars. The first goal of Chapter 3 was to apply CRP methods to
document larger, more complex, scenes involving scattered remains in obstructed wooded
environments. The second goal was to improve CRP data collection methods in order to deal
with different environmental variables that affect imagery. The research presented in both of
these chapters contribute to the literature by providing guidelines for using photogrammetry to
document skeletal remains in outdoor wooded environments.

Summary of Results
All of the 3D models and orthomosaic maps produced in this research had an acceptable
level of visual and quantitative errors. Visual errors in the 3D models appeared to largely be the
result of distorted, blended, and/or missing areas in the mesh geometry, rather than errors in the
texture overlay. One source of visual error may have resulted from a significant number of
photos being deleted during optimization from the lower view angles. For all of the models
produced in both Chapter 2 and 3, the largest number of photos that were deleted during
optimization were from view angles 1 and 2 and from the close-ups. Based on this information, it
is possible that the software struggled to generate accurate tie points for the images captured at
lower view angles. This may have been the result of less stability (and therefore more motion
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blur) when holding the camera in a crouched position, and/or the inability of the software to
detect all of the coded targets at the lowest view angles due to the oblique angle.
Even though visual errors were present, the RMS reprojection and scale bar errors still
indicated that all models were overall highly accurate. In Chapter 2, the four 3D models all had
similar RMS reprojection error values that were only slightly higher than 0.3 pixels. The two
models from Chapter 3 both had a final RMS reprojection error of less than 0.3 pixels. Since
these RMS reprojection error values are close to or below 0.3 pixels, this indicates that all of the
3D models are highly accurate (Mayer et al., 2018). All models achieved scale bar errors of less
than 1 mm, meaning that all have an acceptable level of error for the purposes of crime scene
mapping, as measurement errors of 6.35 mm or less are an acceptable level of accuracy for crime
scene investigation (NFSTC, 2013). Further, this also indicates that photogrammetry is capable
of achieving precision values that are equal to or better than those of total stations, which are
capable of measuring points with a precision of a few millimeters (Barazzetti et al., 2012;
McPherron, 2005).
Regarding the specific goals of Chapter 2, the visual and quantitative results of the four
3D models indicate that including extra coded targets does not improve the models significantly
enough for them to be deemed necessary when already using photogrammetric scale bars.
Instead, placing three or more photogrammetric scale bars around the perimeter of the scene
allows for the model to be scaled while also assisting with photo alignment. The specific goals of
Chapter 3 were also met, as the results demonstrate that CRP is a viable method for documenting
larger, more complex, skeletal scatters in obstructed wooded environments, and therefore should
be incorporated into forensic archaeological protocols. Additionally, the results of Chapter 3 help
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to better understand how to address different environmental variables that affect imagery and
final 3D model quality.

Challenges & Guidelines
The environment where data collection occurred for this research, which consisted of an
oak hammock within a pine flatwood matrix, presented numerous challenges that made utilizing
CRP significantly more difficult. Sources of error largely stemmed from environmental
conditions during data collection, including uneven lighting, moving shadows (caused by the
trees and the photographer’s body), and wind moving leaves and evidence. As found in previous
archaeological research, all of these factors can impair the program’s ability to accurately
reconstruct a scene (Olson et al., 2013; Willis et al., 2016; Koenig et al., 2017; Sapirstein &
Murray, 2017). Additionally, photos with motion blur due to reduced shutter speed in lower
lighting conditions can prevent the software from matching photos together and/or result in
distortions in the final 3D model (Willis et al., 2016). Another source of error was the leaf
covered ground surface due to its fairly uniform color and lack of strong features, characteristics
which previous authors have stated often model poorly (De Reu et al., 2014; Koutsoudis et al.,
2014; Sapirstein, 2016).
Using the knowledge gained from addressing these challenges, a set of guidelines were
outlined in both chapters for documenting skeletal scatters in wooded environments, with a
particular focus on how to deal with environmental variables that can affect the final quality of
the 3D model. To summarize, these guidelines included a discussion of what scenes are
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appropriate for documentation using CRP, what the ideal lighting conditions are for data
collection, as well as where to incorporate this method into the forensic archaeology
documentation protocol. Guidelines for preparing the scene included placing at least three
photogrammetric bars around the main scatter, as well as trimming any grasses, leaves, twigs,
etc. that are blocking bones, evidence, or scale bars prior to data collection. The provided
guidelines also discussed considerations for data collection based on the current lighting
conditions, such as whether to use a tripod or monopod versus shooting freehand, as well as how
to carefully choose the appropriate camera settings. It is also suggested to review images, if time
allows, for obvious motion blur or lighting issues and take duplicate photographs of the same
regions to ensure all areas are adequately captured.
Recommendations were also provided for preprocessing the images as well as processing
the 3D models in Agisoft Metashape Professional. First, images with uneven lighting should be
adjusted using a photo-editing program such as Adobe Bridge. Then, before processing or during
optimization of the sparse point cloud, images with significant motion blur should be removed.
After optimization, at least three scale bars should be added to the model, and the reprojection
error of each image should be close to or below 0.3 pixels. Finally, the RMS reprojection and
total scale bar errors should be examined, and the visual accuracy of the mesh geometry and
texture overlay of the 3D model should be assessed. Depending on the errors observed, the
model may need to be reprocessed multiple times with adjusted settings in order to improve the
final result.
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Archaeological & Crime Scene Applications
While CRP is already widely used in archaeology today (e.g. Barazzetti et al., 2011a; De
Reu et al., 2013; Doneus et al., 2011; Garstki et al., 2018; Green et al., 2014; Howland et al.,
2014; Karauğuz et al., 2009; Peng et al., 2017; Sapirstein, 2016, 2018; Waagen, 2019), the
findings of this research may be useful to archaeologists working in unique environments in
which they are dealing with obstructions. Furthermore, archaeologists also often work outdoors
under unpredictable lighting conditions. Thus, the guidelines provided for dealing with
unpredictable lighting may also prove useful to archaeologists employing CRP in the field. The
high levels of accuracy that can be achieved using CRP, as well as the generation of a permanent
3D visual record, indicates that all archaeologists should be using this method to record
excavations and artifacts whenever possible.
Crime scene investigators should also receive training in CRP, as they are typically
already equipped with a DSLR camera as a part of their documentation toolkit. This would
require training in the basic data collection and processing techniques. Since CSIs are already
tasked with photographing the scene, additional images could be taken of the body and/or other
important features of the scene using photogrammetric data collection techniques. However,
depending on the training protocol used by individual crime scene units, CSIs may need to
receive further training in photography in order to capture adequate images for 3D modeling.
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Future Research
While the results of this study have demonstrated the utility of CRP for documenting
skeletal scatters in wooded environments, future research is still required in order to continue
improving this methodology. Future research needs to continue exploring ways to deal with the
unpredictable lighting conditions of outdoor environments. This may include more
experimentation with camera settings in the field, as well as testing different processing
techniques in Metashape or other photogrammetric software. Experimenting with artificial
lighting and/or testing the use of tarps to mitigate the effects of extreme lighting conditions may
also prove beneficial.
Future research also needs to explore methods for reducing motion blur while
maintaining a quick and efficient workflow. One consideration for a future study would be
documenting similar types of scenarios using a fixed lens as supposed to a zoom lens, as there
are potential benefits to using a fixed lens such as higher optical quality and increased internal
stability (Sapirstein & Murray, 2017). Another important consideration is using a monopod to
stabilize the camera. A monopod would act as a good compromise between the flexibility of
shooting handheld and the stability provided by a tripod. Even at the lowest view angles, a short
monopod could be beneficial for helping the photographer to reduce motion blur in the images.
Another method which should be explored is the use of cubes with individual coded
targets affixed on all sides. In the present study, the software appeared to have difficulties
detecting all of the coded targets at the lowest view angles due to the oblique angle. While this
study found that incorporating flat individual coded targets is unnecessary for producing accurate
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3D models, using cube targets may improve the software’s ability detect the center of the coded
targets at the lowest view angles.
Future research may also attempt to document even larger skeletal scatters in wooded
environments in order to fully test the capabilities of CRP as a documentation technique.
Additionally, different types of outdoor obstructions should be tested, such as brush, small
boulders, or even smaller overhanging trees so that the branches are visible in the 3D model.
Finally, obstructions caused by outdoor man-made structures or materials should also be
explored, as these may also be encountered in real forensic scenarios.
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APPENDIX: PROCESSING REPORTS
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