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Abstract
The increase in size of modern power systems together with the concept smart
grid requires advanced monitoring to ensure system availability, reliability,
and power quality. The huge amount of available data no longer permits
analysis to be implemented manually and centrally. Automatic methods are
desirable to extract useful information contained in the data to help system
operators follow the condition of individual devices as well as the whole
system.
This thesis proposes a monitoring system structure where data is analyzed
at distributed levels depending on the monitoring purpose. The system fo-
cuses on analysis of power-system events and variations captured in voltages
and current waveforms. A segmentation scheme using both causal and anti-
causal segmentation is developed. A method to find the optimal threshold for
the detection index in the segmentation algorithm based on detection theory
is also introduced. The proposed segmentation scheme and statistically-based
threshold setting method are applied to a Kalman filter-based segmentation
algorithm where both semi-synthetic data and real measurement data are
tested. The results show that the location in time of underlying transitions
in the power system is accurately estimated. The proposed segmentation
method is integrated in an event monitoring system where both voltage and
current waveforms are used to find the underlying cause and the location of
event origin. A case study is performed on a large-scale wind park to analyze
several events including faults and switching events.
Analysis of power-system data employs a number of signal-processing es-
timation techniques. Most of the estimation techniques are based on the
assumption that the noise embedded in the observed signal is white which
is not the case for power-system noise. An evaluation method is thus pro-
posed to observe the performance of these estimation techniques under real
power-system noise. The application of the evaluation method to a number
of estimation techniques is shown to be feasible.
Keywords: Power-system monitoring, power-system measurement, segmen-
tation, event analysis, signal-processing applications, harmonics analysis,
power quality.
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Introduction
1

Chapter 1
Introduction
1.1 Background
Modern electric power systems with higher penetration of new distributed
power sources such as wind power and solar power have seen the participation
of a large amount of new power electronic devices. The recently developed
technology related to the concept “smart grid” in power systems also con-
tributes to make the system more complex. Together with the growth in
population of these primary devices, a great number of measuring and moni-
toring devices from revenue meters through protection relays to digital fault
recorders have been installed at multiple locations and voltage levels in the
power system for monitoring purposes. All of these secondary devices possess
the ability to capture and store disturbance waveforms. The lack of auto-
matic analysis methods, however, makes it difficult to fully exploit the useful
information contained in these captured data. By applying appropriate pro-
cessing methods, information about the underlying cause of the disturbance
and its origin can be obtained and used for system maintenance and healing.
Thus, it is needed to develop a monitoring system with the following essential
automatic functions:
• Collect power disturbance data (voltage and current) from multiple
monitoring points.
• Analyze the acquired data to extract features.
• Classify the disturbances according to their underlying causes based on
the obtained features.
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• Interpret the obtained information into handy forms used by system
and network operators for example for monitoring and maintenance
purposes.
To develop such a system, it is required among others development of the
following signal-processing tools:
• Segmentation: To partition the disturbance data sequences into
event segments and transition segments. Different signal-processing
techniques are required for different types of segments due to the dif-
ference in the waveform characteristics (stationary and non-stationary).
• Feature extraction: To extract all underlying information that char-
acterizes the disturbances and to select appropriate features.
• Classification: To design robust classifiers to classify the distur-
bances according to their underlying causes based on the obtained fea-
tures.
In order to develop such a system, besides a solid background of power
engineering, knowledge of signal processing plays an important role. Different
signal-processing techniques are employed to process and transform the input
signals (i.e., voltage and current waveforms) into different domains to exploit
underlying information (or features). Machine learning is also essential for
classifier design.
1.2 Related Work
In this section, a review of the research topic in the literature and its re-
maining problems are presented. This review is dedicated to the three main
subject of the research, i.e., segmentation, feature extraction, and classifica-
tion.
Segmentation
According to [1], there are a number of signal-processing methods used for
detection and segmentation purposes divided into three groups based on:
time-dependent waveform features; high-pass or band-pass filters; and para-
metric models.
In the first group based on time-dependent waveform features, a number
of studies have been done based on rms and amplitude values and the defini-
tion of voltage events in [2]. The basic idea is to calculate the rms/amplitude
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value and then compare with a threshold based on the definition to detect
the event segments. In [3] and [4], rms-based segmentation and detection
methods are introduced and applied to develop an automatic classification
system. A technique to track the amplitude of the voltage dip used for rapid
dip detection is presented in [5]. In the second group based on high-pass or
band-pass filters, wavelet filter based detection has been widely used, e.g.,
[6]-[8]. A method using high-pass filter technique is also introduced in [4].
Another method using high order cumulants is proposed in [9]. In the meth-
ods in the last group based on parametric models, a model is employed to
estimate the signal. The large model unfit caused by abrupt changes in the
signal is used as an indication signal for the presence of a transition segment.
In power engineering, the harmonic model is widely employed in a number
of estimation techniques, e.g., Kalman filter, MUSIC (Multiple Signal Clas-
sification), and ESPRIT (Estimation of Signal Parameters via Rotational In-
variance Techniques) [10]-[13]. Kalman filters have been shown to have very
good performance and suitable for real-time applications with the presence
of measurement noise [14]. Part of the work in [15] has proposed a segmen-
tation method based on Kalman filtering. Another example of Kalman filter
application to detect and analyze voltage events is presented in [16].
To summarize, there are a number of studies on the segmentation problem
using various signal-processing techniques, of which the Kalman filter-based
and the rms-based methods are found to be most robust [17]. The rms-based
method is straight forward but the limitation is the time resolution.
Feature extraction and classification
Feature extraction and classification are two close issues. A classifier cannot
work without a feature space and the feature space plays an important role
on the performance of the classifier. A good feature space can give good
classification results without a complex classifier. Depending on the purpose
of classification, feature extraction and classification problems may be rela-
tively simple or very complicated. For example, it is much easier to extract
the features and design the classifier to distinguish between voltage dip (a
drop in voltage magnitude) and voltage swell (a rise in voltage magnitude)
events than to distinguish whether a voltages dip is caused by motor starting
or transformer saturation. The latter case refers to classification based on
underlying causes which is drawing more interests than classification based
on the waveform morphology (i.e., dip, swell, or transient).
There are a number of studies on this topic using different classifiers, e.g.,
rule-based expert system, Artificial Neural Network (ANN), and Support
Vector Machine (SVM). The rule-based system has been applied for power
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disturbance classification in, e.g., [18]-[22]. In [18], a fuzzy expert system is
applied to the classification of several voltage disturbances, including: dip,
swell, surge, and outage. Some other works expand the use of this rule-based
system to some more types of disturbance (e.g., transient) [19], [20]. There
are a few works, e.g. [21] and [22], employing this rule-based system to
classify disturbances based on their underlying causes, including: capacitor
switching, motor starting, transformer saturation, energizing, etc.
In addition to the rule-based system, statistically based classification sys-
tems have been widely employed. Some typical applications of ANN in power
systems are described in [23], including fault classification. This applica-
tion of ANN can be found in a number of studies [24]-[28]. Support vec-
tor machine (SVM) [29] is another advanced statistically based classification
method. SVM has been recently applied in power engineering and reported
in a number of works [30]-[35]. Similar to the rule-based expert classifiers,
however, most of the statistically based classifiers are still limited to classi-
fication based on waveform morphology or disturbances with quite distinct
causes (e.g., disturbance due to faults and transformer energizing in [32]).
1.3 Motivation
The motivation of this thesis work is inspired from some of the non-resolved
issues found in the related works on the problems of segmentation, feature
extraction, and classification. The Kalman filter-based segmentation method
has to cope with the problem of threshold setting for the so-called detection
index. Another problem lies in the fact that there is always some detection
delay due to the effect of the window used to calculate the detection index.
Solving the two problems is one of the motivations of this thesis work.
From the literature, it has been seen that there are available signal-
processing techniques which can be used for feature extraction and classi-
fication of power-system disturbances. However, most of the works focus on
classification based on the waveform morphology which is easier but gives less
useful information than classification based on underlying causes [1]. Some
of the reasons that make the latter a more complicated problem are:
• The lack of labeled data: The training process of statistics-based clas-
sification methods requires a large amount of labeled data which is
usually not made available by the power companies.
• The lack of efficient methods to select and extract suitable features for
possible disturbances in the power systems. This has been shown to be
a very challenging work.
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• The lack of a framework for typical problems such as classifier design,
performance evaluation, and class selection within power engineering
applications. A discussion on these problems is recently initiated in
[36].
Another fact is that most of the studies focus on analyzing and classifying
the disturbances from a single data set. The data set is either generated from
simulations or obtained from measurements at some single point in the power
system. There is very limited attention to the cooperation to monitor a large
system at multiple locations.
To conclude, all of the mentioned problems show that research in this area
is very challenging but promising. A system which is able to automatically
monitor and efficiently analyze and classify disturbances is desired once the
power systems become more and more complex.
1.4 Contribution of This Thesis
Paper A: Analysis of Power Disturbances from Monitoring Mul-
tiple Levels and Locations in a Power System
In this paper, we propose a system to automatically analyze and char-
acterize all available data collected from multiple monitor points in a power
system. The captured disturbances are then processed and classified ac-
cording to their underlying causes. Besides classification, post-processing
techniques to track the location of the source of disturbances are included
in the proposed system. This paper lays a framework for our research. The
proposed system is applied to a case study to monitor a large-scale wind
park. A number of disturbances including fault, unit tripping, transformer,
capacitor, and cable energizing are considered.
Paper B:A New Accurate Segmentation Scheme for Power-System
Disturbance Recordings
This paper focuses on the segmentation problem. In this paper, we pro-
pose a segmentation scheme to overcome the problem of the conventional
methods, i.e., the detection delay. By using this scheme, we show that the
underlying transition can be accurately estimated by combining the causal
(forward) and anti-causal (backward) segmentations. Another contribution
in this paper is a new statistically based method for threshold setting of
the detection index used in the segmentation algorithm. The performance
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of this segmentation scheme applied to a Kalman filter-based segmentation
algorithm is tested against different scenarios of the point on wave, depth of
transition, speed of transition, and noise level. A brief introduction to this
is included in Chapter 2. Part of this work is also included in [37].
Paper C: A Method to Evaluate Harmonic Model-Based Estima-
tion under Non-white Measured Noise
Different signal-processing techniques have been applied to analyze power-
system disturbances; and one category of them employ a harmonic model
under which observed signals are assumed to contain different harmonics
plus white noise. However, measurements show that the spectrum of power-
system noise is far from that of white noise. In this paper, we introduce a
method to test and evaluate the signal-processing techniques under the real
power-system noise. The method is applied to evaluate some techniques usu-
ally used in power engineering, including: Kalman filter, MUSIC, ESPRIT,
and the segmentation method proposed in Paper B.
1.5 Thesis Outline
The thesis is divided into two parts. Part I includes four chapters. Intro-
duction to the research topic including a review of related works, motivation
and a summary of contributions of this thesis work is presented in Chapter
1. The segmentation problem and the proposed method are summarized in
Chapter 2. Chapter 3 presents the automatic monitoring and analysis of
power-system disturbances. Conclusions and future work are presented in
Chapter 4. Part II contained the publications of this thesis.
1.6 Research Project
This project is sponsored by the Swedish Research Council (VR) under VR
grant number 621-2008-5215 and carried out at the Department of Signals
and Systems, Chalmers University of Technology in cooperation with Lule˚a
University of Technology.
Chapter 2
Segmentation and Threshold Setting
As mentioned earlier, conventional segmentation methods have to cope with
the problems of detection delay and threshold setting. In this chapter, a
brief review of segmentation methods is first presented. A newly proposed
segmentation method namely Joint Causal and Anti-causal Segmentation is
then described. A method for choosing the threshold for the detection index
is also discussed in this chapter. Finally, a case study for a Kalman filter-
based segmentation is given.
2.1 Introduction
There are two concepts that are very close to each other: triggering (or de-
tection) and segmentation [1]. The former is to find the start and end points
of an event. It is usually applied for online event detection to capture distur-
bance waveforms. The latter is to partition the disturbance data sequence
into event segments and transition segments and usually applied in a post-
processing stage to find the accurate boundaries between event segments and
transition segments. Figure 2.1 shows a simple example where a voltage dip
event is used to illustrate triggering and segmentation.
Looking at Figure 2.1(a), the dashed black line represents the fundamen-
tal magnitude used for triggering. The trigger points (the start and end
points of the voltage dip event) represented by the two solid black lines are
the points at which the fundamental magnitude is equal to the threshold
(represented by the horizontal dotted line). The aim of triggering is to de-
termine these two trigger points while the aim of segmentation is to find
the boundaries of the two transition segments (represented by the two green
rectangles). Segmentation hence divides the disturbance recording into three
9
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(b) Segmentation with two transition segments(solid black rectangles)
Figure 2.1: Illustration of triggering and segmentation.
event segments (before, during, and after the dip) and two transitions seg-
ments as illustrated in Figure 2.1(b).
2.2 Causal and Anti-Causal Segmentation
As previously mentioned in Section 1.3, the conventional segmentation meth-
ods have to cope with the problem of detection delay. This leads to the fact
that in the case of fast transition, the underlying transition point does not
lie in the detected segment as illustrated in Figure 2.2. This is due to the
causality of the filter.
A joint causal and anti-causal (CaC) segmentation method is proposed
to overcome this problem. The basic idea is to apply a joint segmentation
scheme using a causal (forward time) analysis window plus an anti-causal
(backward time) analysis window. This joint scheme can be applied to any
type of segmentation method which is based on either time-dependent wave-
form features, high-pass/band-pass filters, or parametric models. Based on
the results from the two analysis windows, an accurate time allocation of the
underlying transition is then obtained.
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0
Time
 
 
         Instant of underlying transition
         Estimated transition segment
Figure 2.2: Example of conventional segmentation. The detected transition
segment (grey segment) does not contain the actual transition
point (blue line).
Assume that a transition from one state to another stage takes place in a
time duration of D0 as represented by a transition of a voltage signal in the
top plot of Figure 2.3. The aim of the CaC segmentation is to allocate this
duration.
Time
causalT Tanti-causal
D0
D0
Time
Figure 2.3: Illustration of CaC segmentation for a slow transition.
In the bottom plot of Figure 2.3, the causal (or forward) detection index
(the red curve) starts increasing at the beginning of the transition. When
the causal detection index crosses the threshold (the horizontal dashed black
line), a causal indication flag (the red square wave) is triggered. This causal
flag is reset when the causal detection index drops below the threshold. A
similar process takes place in the opposite time direction (i.e., backward or
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anti-causal) and an anti-causal flag is obtain. Combining these two causal
and anti-causal flags (the overlap between them) results in the final estimate
of the underlying transition:
Dˆ0 = [Tcausal, Tanti−causal] (2.1)
where Tcausal and Tanti−causal are the trigger time instants of the causal and
anti-causal flags. The shorter the duration of the underlying transition, the
shorter the overlap between the two flags.
When the duration of the underlying transition decreases towards a single
time instant T0 (i.e., from a slow towards a fast transition), the overlap
between the two flags no longer exists. There is, instead, a gap between
them as shown in Figure 2.4. The middle point of this gap is used as an
estimate of the instant of the underlying transition T0:
Tˆ0 =
Tcausal + Tanti−causal
2
(2.2)
Time
Time
Tanti-causal causalT
T0
Figure 2.4: Illustration of CaC segmentation for a fast transition.
The CaC segmentation algorithm is summarized as:
• If Tcausal < Tanti−causal, then the transition is considered as slow. The
estimated duration of the underlying transition is the duration of this
overlap, Dˆ0, defined by (2.1).
• If Tcausal > Tanti−causal, then the transition is considered as fast. There
is a gap between the causal and anti-causal flags. The time location of
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the underlying transition is estimated as the middle point of this gap,
Tˆ0, defined by (2.2).
2.3 Threshold Setting
The optimal threshold for the detection index can be determined by using the
Neyman-Pearsson criterion [38] that maximizes the probability of detection
under the false alarm rate constraint. Let di0 and di1 be the correspond-
ing detection indices for the normal operation segments and the transition
segments, respectively. Let the two hypotheses be:

• H0(null hypothesis) : di = di0, di0 ∼ p(di | H0)
(is not a transition segment)
• H1(alternative hypothesis) : di = di1, di1 ∼ p(di | H1)
(is a transition segment)
where p(di | H0) and p(di | H1) are the probability density functions of di
under null hypothesis and alternative hypothesis, respectively. And define
the following probabilities:
• P (αi;Hj): probability of deciding αi corresponding to hypothesis Hi
when hypothesis Hj is true.
• PFA = P (α1;H0): Type I error probability, or probability of false
alarm.
• PM = P (α0;H1): Type II error probability, or probability of miss.
• PD = P (α1;H1) = 1− PM : probability of detection.
In order to find the optimal threshold, we have to estimate the proba-
bility density function (pdf) of di during the normal operation segments
(p(di | H0)) and the pdf of di during the transition segments (p(di | H1)) as
illustrated in Figure 2.5 and apply the Neyman-Pearson approach.
The Neyman-Pearson approach maximizes the probability of detection
(PD) for a given constraint on the maximum false alarm PFA = α. The
decision is α1 if:
L(di) =
p(di | H1)
p(di | H0)
> γ (2.3)
where L(di) is known as the likelihood ratio and the threshold γ is found
from:
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Figure 2.5: pdfs for two hypotheses. Blue area: Type I error probability, or
probability of false alarm, red area: Type II error probability, or
probability of miss.
PFA =
∫
{di:L(di)>γ}
p(di | H0)d(di) = α (2.4)
Based on this approach, given the pdfs p(di | H0), p(di | H1), and the
false alarm constraint α, the threshold γ for the detection index di can be
determined.
2.4 Kalman filter-based CaC Segmentation
The proposed CaC (Causal and Anti-Causal) segmentation and the statis-
tically based threshold setting method are applied to a Kalman filter-based
segmentation algorithm. In this segmentation algorithm, a harmonic model
where a signal is modeled as the sum of M harmonics plus white noise as
expressed in (2.5) is employed.
y(n) =
M∑
m=1
sm(n) + v(n) =
M∑
m=1
Ame
jωmn + v(n) (2.5)
Under this model, the Kalman filter is described by a set of state-space
equations which are called state equations and observation equations. For a
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scalar measurement data y(n) modeled as in (2.5), the set of state equations
and observation equations are given in (2.6) and (2.7), respectively.

s1,r(n)
s1,i(n)
...
sM,r(n)
sM,i(n)

 = A


s1,r(n− 1)
s1,i(n− 1)
...
sM,r(n− 1)
sM,i(n− 1)

+
ω(n)
2M


1
1
...
1
1

 (2.6)
y(n) = [1 0 . . . 1 0]


s1,r(n)
s1,i(n)
...
sM,r(n)
sM,i(n)

+ v(n) (2.7)
where
A =


cosω1 − sinω1 0 . . . 0 0 0
sinω1 cosω1 0 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 0 cosωM − sinωM
0 0 0 . . . 0 sinωM cosωM


and Am = Ame
jφm = Am,r + jAm,i is the complex magnitude of the m
th
harmonic; Am,r and Am,i are the real and imaginary parts; φm is the initial
phase; ωm is the frequency, sm(n) = Ame
jωmn is the mth harmonic signal
component, v(n) is the measurement noise, and ω(n) is the modeling noise,
assumed to be zero mean white.
The squared mean of the residuals in an analysis window (or, the squared
mean of the difference between y(n) and the reconstructed signal yˆ(n) from
the model) is used as a detection index (di) [15]:
di(n) =
[
1
LW
n∑
n−LW +1
(y(n)− yˆ(n))
]2
n = LW , ..., L (2.8)
where yˆ(n) is the reconstruction of y(n); LW is the analysis window length;
L is the length of y(n). This detection index is compared with a threshold to
decide whether to trigger or to reset the transition indication flag. The algo-
rithm is applied in both causal and anti-causal time directions as described
previously in Section 2.2. Figure 2.6 shows an example of this Kalman filter-
based CaC segmentation applied to a disturbance recording obtained from a
130-kV grid.
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Figure 2.6: Kalman filter-based CaC segmentation for a three-phase distur-
bance recording obtained from a 130-kV grid.
Observing the first transition, segmentation algorithm results:
• Phase A: TcausalA = 61ms, Tanti−causalA = 62ms (one sample overlap).
• Phase B: TcausalB = 70ms, Tanti−causalB = 54ms (no overlap, the middle
point locates at 62ms).
• Phase C: TcausalC = 62ms, Tanti−causalC = 65ms (3 samples overlap).
There are overlaps in the causal and anti-causal flags for phase A and phase
C. The transition is found to start somewhere at or before 61ms for phase A
and 62ms for phase C. Further, the middle point of the gap between the two
flags in phase B locates at 62ms. From these results, it is concluded that
the underlying transition takes place at 62ms. This transition indicates a
fault inception between phase A and phase C. Phase B is not involved in the
fault but the disturbance is still observed. The second transition is shown
to occur at 174ms for both phase A and phase B. The transition is likely
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caused by a fast tripping of a line feeding the fault which leads to a slight
voltage recovery. The transition is so small that it cannot be detected in
phase B. The third transition shows that phase B quickly gets involved in
the fault at 349ms (this fast transition is observed at the same time instant
for the three phases). The last transition is a slow transition, estimated to
start at 672ms, 670ms, and 676ms and end at 693ms, 687ms, and 695ms
for phases A, B, and C, respectively. The values of starting time and ending
time are slightly different for the three phases but they all consistently show
a slow voltage recovery in about 1 cycle followed by fault clearing. This time
difference is likely due to the difference in circuit-breaker opening instants
for the three phases [39].
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Chapter 3
Automatic Monitoring and Analysis of
Power-system Disturbances
As mentioned in Chapter 1, the large-scale power system nowadays requires a
monitoring system that is able to automatically analyze the disturbances and
return information in a handy form to the system operators for monitoring
and maintenance purposes. In addition, the transition of the power system
into the era of “smart grid” requires advanced monitoring and analysis of
disturbances to improve system security and availability. Such monitoring
systems give benefits not only in technology but also in economics. Every
year, power interruptions cost, for example, the US economy from $25 to
$180 billion on average [40]. If there exists a monitoring system that is
able to quickly analyze and inform the system operators the type and the
origin of the disturbances that cause interruption, interruption time will be
reduced and economic gain is expected. In addition to post-processing after
the occurrence of outages, early fault detecting and preventing outages are of
more interests. This is known as failure diagnosis. In this chapter, in Section
3.1 we summarize the distributed event monitoring system proposed in this
thesis and described in detail in Paper A. In Section 3.2 and Section 3.3, we
introduce a vision towards a distributed intelligent monitoring system and
its applications for smart grids.
3.1 The Proposed Event Monitoring System
In this section, we describe the main functions of the proposed power-system
event monitoring system. The proposed event monitoring system consists of
five stages. Event waveforms (voltage and current recordings) are collected
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from different locations of a power system and fed into the segmentation
algorithm. The events are first pre-classified based on the number of tran-
sition segments. The spatial zone of the event origin (i.e., the part of the
power system where the event originates) is coarsely determined from volt-
age recordings only. Events are then further analyzed and characterized by
extracting information from both voltages and currents. Finally more accu-
rate information about the location of event origin is obtained by different
techniques depending on the type of events. The block function diagram of
the monitoring system is presented in Figure 3.1.
Figure 3.1: The event monitoring system.
The main functions of each stage are described as follows.
Segmentation
In this stage, voltage event recordings obtained from different monitors are
segmented into transition segments and event segments based on the joint
causal and anti-causal segmentation method proposed in Chapter 2.
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Pre-classification
Once the number of transition segments is determined, several underlying
causes of events can be roughly classified. For example, fault events consist
of more than one transition segments: two for faults resulting in a single
stage voltage dip and more for faults resulting in a multi-stage voltage dip.
Other events such as tripping or energizing consist of only one transition
segment.
Coarse location estimation
In parallel to pre-classification, the location of the event origin in relation
to the position of the monitors is coarsely estimated based on the maximum
detection index obtained from the segmentation stage. The aim of coarse
location estimation is to reduce the total number of the possible events to be
classified as not all events may occur in a specific part of the power system.
Further analysis and classification
In this stage, events are further analyzed and characterized based on the
properties of voltage and current recordings, the results from the previous
stages, and the system information. The aims are to find effective features
and to classify the events according to their underlying causes. Various
studies on classification systems are reported in the literature, e.g., neural
network-based classification [24]-[28], expert system [18]-[22], support vector
machines [30]-[35]. These studies emphasized that robust features play an
essential role on the classification performance.
Fine location estimation
Once the underlying causes are estimated, the location of the event origin
is determined more accurately in the last stage based on voltage and cur-
rent recordings obtained from the monitors close to the location of event
origin determined in the coarse-location-estimation stage. This requires the
underlying causes to be estimated in advance since different techniques are
employed to estimate the location of origin for different types of events. A
number of studies on tracking the origin of capacitor switching can be found
in, e.g., [41] and [42]. In Paper A, we consider two types: fault and capaci-
tive related switching (capacitor and cable switching). Our proposed method
uses the information about the phase angles of the current before and during
the event to estimate the relative location of fault events. For capacitive
related switching events, the relative location is estimated by comparing the
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initial phase angles of the fundamental and harmonic currents immediately
after the triggering instant of the event.
The proposed event monitoring system is applied to a case study to mon-
itor small system with a wind park. A number of events including fault, unit
tripping, transformer, capacitor, and cable energizing are considered.
3.2 Distributed Intelligent Monitoring Sys-
tem
The large size of the power system nowadays no longer permits the whole
monitoring process to be implemented in a single central unit. Instead, mon-
itoring is preferably conducted in a distributed manner, resulting in a dis-
tributed monitoring system [43]. In this distributed monitoring system, the
tasks are divided for different monitoring levels. An example of distributed
monitoring is: Local monitoring collects, stores, and preliminarily classifies
to prioritize event recordings obtained from the sensors; important events
are then sent to the central monitoring for further analysis to avoid unnec-
essarily transmitting a huge amount of data. In addition to event analysis
and classification, there are a number of other functions that can exploit
the information from the large number of available data, for example, vari-
ation analysis, trend analysis, and trend-deviation analysis as described in
Section 3.3. The final objectives of this intelligent monitoring system are to
continuously monitor the power system, to provide network operators with
useful information about the disturbances, and to assess the health of the
system in terms of availability, reliability and power quality. An example of
the structure of such a distributed intelligent monitoring system is shown in
Figure 3.2.
The monitoring system is divided into three levels, namely field level, dis-
tributed level, and central level. In such a multi-level system, communication
plays an important role. Two-way communication is established to connect
the local monitors with their nearby sensors and with the central monitor
to ensure information exchange among the devices and to communicate with
neighbor systems.
Field Monitoring
At this monitoring level, sensors play an important role of capturing the sys-
tem information (voltages and currents). Sensors are for example current and
potential transformers normally associated with various types of intelligent
electronic devices (IEDs) present in the power system, for example, smart
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Figure 3.2: Structure of an intelligent distributed monitoring system.
meters, protection relays, digital fault recorders, and remote terminal units
to convert analog signals into digital signals. At this level, signal-processing
techniques like triggering and sampling are employed to capture, digitalize,
and store data. Based on the type of sensor, some will obtain waveform fea-
tures over pre-defined periods (e.g., the hourly energy flow for smart meters
of the current generation; every second may be in a few years time) where
others will only store data when a significant deviation from the normal wave-
form occurs (like fault recorders). There will also be special sensor that do
both, like phasor measurement units (PMUs) that give phasor voltage (mag-
nitude and phase angle) and frequency every 20ms. The data is then used as
the input for various algorithms depending on the function of the IEDs (for
example, calculate impedance in distance protection relays, calculate energy
in revenue meters). Data sequences associated with power-system events are
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stored for further analysis at higher monitoring levels.
Distributed Monitoring and Processing
Local monitoring collects data from the nearby sensors for further analysis.
One of the functions of local monitoring is, for example, to primarily classify
the disturbance waveforms obtained from the sensors at the field monitoring
level (e.g., classify variation and event, fault event and switching event).
Each sensor may be triggered and capture a large amount of data every day.
However, not all of these data are of interests. A sensor, for example, may
be triggered by a normal switching of a feeder or a failure of cable insulation
causing over-current. The later event is more interesting to network operators
and a high priority should be given. Lower priority events may be discarded
or statistics could still be kept but no details to reduce memory demand and
pressure on the communication system. The segmentation and classification
algorithms may be employed at this monitoring level to prioritize and analyze
the disturbances waveforms. In addition to the information in the measured
voltage and current waveforms, other data sources may provide additional
information for classification purposes. For example, weather information
about lightning, wind, or low temperature at the time of event occurrence
may be an effective feature for event classification. Another function that
can be implemented at this level is to monitor/follow up the performance of
the nearby devices by applying long-term trend analysis. In order to reduce
the demand of data storage, non-interesting data (e.g, data associated with
stable trends for a long period) can be removed. Another alternative is to
only store the interesting features from the data depending on monitoring
purpose.
Central Monitoring and Processing
Central monitoring is dedicated to monitor the overall system performance
associated with obtaining statistics about the system. Central monitoring
may share the event/variation analysis task with local monitoring depending
on the amount of data to be processed. The main function of central mon-
itoring is to obtain long-term statistic information about the health of the
system including reliability, availability, power quality, etc., to help network
operators on planning and expanding the system. Exchanging information
with other systems (within or outside the country in large-scale intercon-
nected power systems) is performed at this monitoring level.
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3.3 Applications of Distributed IntelligentMon-
itoring System
In this section, a number of applications of the intelligent monitoring system
are presented. The applications are based on different analysis methods
applied to different types of disturbance namely event analysis, variation
analysis, and long-term trend analysis.
Event analysis
Events are large sudden changes (disturbances) with starting and ending time
instants [17], for example, voltage dip, interruption. An important applica-
tion of event analysis is to provide network operators with information about
the underlying cause, time, and the location of event origin for maintenance
or healing after fault. Different tools are employed to find this information.
Segmentation/triggering is used to find the location in time of an underlying
transition. Classification is used to find the underlying cause. These two
tools are discussed in Chapter 1 and Chapter 2. In order to find information
about the spatial location of an event, fault location techniques are applied.
Works on fault location for transmission lines have been performed in many
studies, e.g., [44]-[47]. Phasor measurement units (PMUs) are recently ap-
plied to fault location and reported in a number of studies [48]-[51].
In addition to fault classification and location, event analysis may be
also used to follow up the performance of devices. Information about the
duration of voltage dips or interruptions in fault events, for example, can be
used to evaluate the performance of protection relays and switching devices.
A circuit breaker should be taken out for maintenance if the difference in
closing/opening time instants of three phases suddenly increases.
Variation analysis
Apart from events, variations are steady-state or quasi-steady-state distur-
bances that require continuous measurement, e.g., frequency variation, volt-
age magnitude fluctuations and flicker severity, and harmonic distortion [17].
Tracking of flicker or harmonics to obtain power disturbance load flow allows
identifying their origin sources and appropriate mitigating solutions are then
implemented. Analyzing the correlation between harmonic current and volt-
age at a location gives information about the harmonic impedance. This in
turn provides information about the nonlinear load to control the amount of
nonlinear-load-based equipment that can be connected to the system at the
monitoring location.
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Long-term trend analysis
Long-term trend analysis can be applied to both events and variations to
follow up the operation conditions of individual devices as well as for the
system as a whole. Long-term trend analysis deserves it own values of early
predicting failures and assess the health of the system. A sudden change in
the trend likely implies something is happening with the supervised device.
The trend of partial discharge, for example, is an index for the health of
insulation. A sudden increase in partial discharge frequency and level gives
an alarm for network operators to apply appropriate solutions to prevent
possible insulation breakdown which may lead to supply interruption. This
type of trend analysis can be applied to improve system reliability by early
detecting, locating, and repairing incipient failures before catastrophic failure
[52].
In addition to system-reliability improvement, long-term trend analysis
can be also employed to assess power quality. Processing data in a long term
to obtain statistics of power quality indices, e.g., total harmonic distortion
(THD), waveform distortion ratio (WDR), and symmetrical components de-
viation ratio (SDR) [53] can help networks operators to plan the system to
meet requirement on power quality. Statistics on the number of events per
year can be used to quantify the system availability.
Chapter 4
Conclusion and Future Work
4.1 Conclusion
In this thesis we propose a system to automatically analyze and classify
power-system events. The system consists of five stages and focuses on
three main problems (i.e., segmentation, feature extraction, and classifica-
tion) which lay a framework for our research. In the system, both voltage
and current recordings from different locations in the system are collected
and analyzed to exploit the underlying information. The detailed system
with a case study is presented in Paper A.
A segmentation method namely joint causal and anti-causal segmentation
has been developed and shown to be able to segment disturbance waveforms
with very high time resolution. The method overcomes the detection-delay
problem of the conventional methods by combining both forward (causal)
segmentation and backward (anti-causal) segmentation to estimate the final
transition segments. The method has been shown to give very good perfor-
mance under various scenarios, e.g., depth of transition, speed of transition,
and noise level. Another problem of segmentation, the threshold setting, is
also studied. Most segmentation methods use a so-called detection index
function and a threshold to decide the trigger points of transition segments.
Setting this threshold is not straightforward as it implies a trade-off between
the detection rate and the false alarm rate. We propose a statistically based
method to find the optimal threshold based on detection theory. The method
uses the Neyman-Pearson criterion which maximizes the probability of de-
tection under the constraint of false alarm to calculate the threshold. The
segmentation and the threshold setting method are presented in Paper B.
In the proposed system, signal processing plays an important role as its
techniques are employed to extract the underlying information in the distur-
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bance data. The model-based techniques are based on the assumption that
the noise embedded in the observed signal is white; which is not the case
for the power-system noise. In order to evaluate these techniques under non-
white measured noise, we propose an evaluation method using semi-synthetic
data. This semi-synthetic data is obtained by embedding synthetic signals
with predefined parameters into the noise sequences obtained from various
power-system measurements. The performance of estimation techniques un-
der measured noise is evaluated in a statistical sense. This evaluation method
is presented in Paper C.
4.2 Future Work
Towards a complete event monitoring system in Section 3.1, there are still
various challenging works, especially feature extraction and classification.
In addition, accurately locating disturbance origin is an important task as
it contributes to shorten interruption time caused by disturbances. A non-
technical but very necessary task is to collect and label measured disturbance
data as statically based classification methods require a large amount of la-
beled disturbance data for training. Obtaining these disturbance data is not
an easy task since it is not usually made available by the power companies.
Labeling the data is, however, even more challenging as disturbance data is
usually captured automatically without the knowledge of what really hap-
pens in the power system. The next step of the research is to work on the
disturbance data including selecting the disturbance classes to be studied,
characterizing, and labeling them. It is desired to have real measured dis-
turbance recordings but initially starting with synthetic data is a parallel
alternative to develop efficient feature extraction methods. Once efficient
feature extraction methods are developed, the next step is to design robust
classifiers. It is also interesting to look at the problem of tracking the ori-
gin of disturbances in a meshed network which is believed to have valuable
practical applications. The final objectives of the research would be the ac-
curate answers to the questions: “What is the underlying cause?” and
“Where and when does it happen?”.
In addition to the event monitoring system, developing such distributed
monitoring systems as described in Section 3.2 and Section 3.3 is an im-
portant step towards intelligent monitoring for smart grids. The analysis is
focused on event, variation, and long-term trend analysis. To develop this re-
quires, beyond knowledge of power engineering and signal processing, active
participation from other research areas on database management, industrial
communication systems, and machine leaning.
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Abstract
This paper proposes a new methodology for diagnosing the original
source and underlying causes of power system disturbances, where
voltage and current recordings from different locations of a power sys-
tem are collected. In the proposed method, disturbances are first pre-
classified based on the number of transition segments. The spatial
zone of the source of disturbances is coarsely determined from voltage
recordings only. Disturbances are then further analyzed and charac-
terized by extracting information from both voltages and currents.
Finally more accurate information about the location of the source of
disturbances is obtained by different techniques depending on the type
of disturbances. Several underlying causes are analyzed and classified
by using the proposed features extracted from both voltage and cur-
rent waveforms. Finally, the location of the source of disturbances is
refined once the underlying causes are found. Case studies were per-
formed on a large grid-connected wind farm with disturbances from
several underlying causes, including: fault, unit tripping, transformer,
capacitor, and cable energizing generated by PSCAD/EMTDC.
Keywords: Power transmission and distribution, signal-processing
applications, power-system disturbances, power quality, power-system
monitoring, disturbance location.
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1 Introduction
Modern power systems are getting increasingly large and complex with the pres-
ence of a large number of devices. Further, many devices are available in the power
system that record disturbances, from digital fault recorders through protection
relays to revenue meters. The lack of automatic analysis methods makes it diffi-
cult to fully exploit the useful information from these data. Ideally, an automatic
analysis system would be able to classify high percentage of disturbances (e.g.,
98%) while the remaining disturbances (often important disturbances, associated
with rare events) could be studied manually by power system experts. The aim
of the proposed method is to automatically analyze and characterize all available
data collected from different points of a power system into a central unit, and then
classify these events according to their underlying causes. We introduce a new
method for analyzing and classifying power quality events by using both voltage
and current data from multiple locations. Some case studies are conducted on a
large grid-connected wind farm as described in Appendix 7.1. Section 2 of the
paper describes the overall monitoring system. In Section 3, we propose a method
to find the coarse spatial zone of the source of disturbance in relation to the mon-
itor position. Characterization for some disturbances is then presented in Section
4. In Section 5, methods to refine the location of the source of disturbances are
described based on comparing the phase angles of the currents, once the under-
lying cause is estimated. Conclusions are given in Section 6. In the appendix, a
description of the test system used to generate data for our case studies and a brief
review of the segmentation method used are given.
2 General Description of The Proposed Sys-
tem
The proposed system consists of five stages. The first is to apply a causal and
anti-causal segmentation method [1] to voltage recordings obtained from different
measurement points (monitors) to find the transition segments. In the second
stage, disturbances are preliminarily classified based on the number of transition
segments. From the detection parameters obtained from Kalman filter residuals, a
coarse estimation for the location of the source of disturbances is then implemented
to determine an approximate spatial area where the source of the disturbance
is most likely found. In the fourth stage, disturbances are further analyzed and
classified according to their underlying causes. All available information, including
system information, extracted features from voltages and currents, and results from
previous stages, is used in this stage. In the last stage, a fine estimation method is
applied to find more accurate location of the source of disturbances based on both
voltage and current recordings from different monitors in the coarsely estimated
zone. Figure 1 shows the block diagram of the proposed system.
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Figure 1: Monitoring system.
Segmentation
In this stage, voltage recordings from different monitors are segmented into tran-
sition and event segments, and then time synchronized based on the joint causal
and anti-causal segmentation method in [1] (see the summary in Appendix 7.2).
Some other segmentation methods, for example, [2] and [3], could also be applied
in this step.
Pre-classification
Once the number of transition segments is determined, some underlying causes of
disturbances can be roughly classified. For example, fault events consist of more
than one transition segments: two for single stage faults and more for multistage
faults. Other events such as tripping or energizing consist of only one transition
segment.
Coarse location estimation
In parallel to pre-classification, the location of the source of disturbances in rela-
tion to the position of the monitors is coarsely estimated based on the maximum
detection parameter obtained from the segmentation. The aim of this stage is also
to reduce the total number of the possible events to be classified as not all events
may occur in a specific part of the system. The method is described in detail in
Section 3.
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Further analysis
In this stage, disturbances are further analyzed and characterized based on the
properties of voltage and current recordings, the results from the previous stages,
and the system information. The aims are to find effective features and to clas-
sify the disturbances according to their underlying causes. Many previous studies
on classification systems were reported, e.g., a neural network-based classification
system was proposed in [4]. The study, however, does not classify the events
according to their underlying causes which are drawing more interests than the
types of events like sags or swells. In [5] an expert system was proposed to classify
the seven underlying-causes based on voltage measurements. These underlying
causes include: energizing, non-fault interruption, fault interruption, transformer
saturation, induction motor starting, step change, and fault. In [6], the authors
proposed a Support Vector Machine based classifier that focuses on voltage dis-
turbances due to faults or transformer energizing. These studies emphasized that
robust features play an essential role on the classification performance. Extracting
effective features for all disturbances in large power systems is a very challenging
task requiring good understanding from both power engineering and signal pro-
cessing sides. In this study, the characterization of disturbances is further split
into several groups of disturbances from different spatial zones of a grid-connected
wind farm, and is described in detail in Section 4.
Fine location estimation
Once the underlying causes are known, the location of the source of disturbances is
determined more accurately in the last stage based on voltage and current record-
ings obtained from the monitors in the coarsely estimated zone. This requires
the underlying causes to be estimated in advance since different techniques are
employed to estimate the source location for different types of disturbances. Some
studies on tracking the source location of capacitor switching can be found in,
e.g., [7] and [8]. In this study, we consider two types: fault and capacitive related
switching (capacitor and cable switching). Our proposed method uses the infor-
mation about the phase angles of the current before and during the disturbance
to estimate the relative location of fault events. For capacitive related switching
events, the relative location is estimated by comparing the initial phase angles of
the fundamental and harmonic currents immediately after the inception instant of
the disturbance. More details about the method are described in Section 5.
3 Coarse Location Estimation
Coarse location estimation is based on the detection parameter (DP) from the
segmentation (See Appendix 7.2 for a brief review). The segmentation of the
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voltage recordings uses the following detection parameter:
DP (n) =

 1
LW
n∑
n−LW +1
(y(n)− yˆ(n))


2
n = LW , ..., L (1)
The variance of residuals, i.e., the variance of the difference between the input and
the reconstructed signals from the model, is used for detection, where a detection
parameter is formed according to the accumulated energy of residuals over a short
window of time [1]. Transition segments are detected from high values of the de-
tection parameter. It is observed that the value of this detection function increases
with the disturbance degree; the monitor closer to the disturbance location gives
a higher value of the detection parameter. The monitor j that is closest to the
origin of the disturbance can be estimated by selecting the maximum detection
parameter value from the three phase recordings at different monitors:
DP (n) = argmaxj(argmaxk(DPj,k)) (2)
where k=A, B, C are 3 phases; j = 1, 2, ..., N ; N is the total number of monitors
in the system. Care must be taken as voltages from different levels are different.
Therefore, each voltage sequence is normalized by its normal operation value before
employing (2), (i.e., value in pu). The proposed method is briefly described as
follows:
• Normalize all voltage disturbance measurements to their normal operation
voltage values in the corresponding voltage level.
• Apply Kalman filters to all normalized disturbance waveforms; compute the
Kalman filter residuals and the detection parameters in (1).
• Find the maximum detection parameter during the transition segments ac-
cording to (2).
• Normalize theses maximum detection parameters to the minimum one for
convenient observation.
• The maximum detection parameter indicates the monitor closest to the lo-
cation of the source of disturbances.
Detection parameter values selected from some monitors at different voltage
levels for a three-phase fault at 130-kV cable terminal (close to the monitor m16,
which is located in the substation on 130-kV side of the 400/130-kV transformer;
see Appendix 7.1 for the single line diagram) are given in Table 1.
The highest values are found for the monitors m10 and m16. The coarse
location estimation is in this case that the origin of the disturbance is in the 130-
kV part of the system. The detection index is somewhat lower for the monitor m10
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Table 1: Normalized detection parameters from different monitors for a
three-phase fault.
Phase A Phase B Phase C
Monitor m1 (20 kV) 4.1 3.4 3.4
Monitor m6 (20 kV) 4.2 3.5 3.5
Monitor m10 (130 kV) 5.8 4.9 4.6
Monitor m16 (130 kV) 6.0 5.0 4.8
Monitor m20 (400 kV) 1.6 1.8 1.0
Monitor m22 (400 kV) 1.6 1.8 1.0
than for the monitor m16, but this information is not used in the coarse location
estimation.
Other examples for the unit tripping (unit 1 which is close to the monitor m1)
and capacitor energizing (the capacitor bank on the transmission grid which is
close to monitors m22 and m20) are shown in Table 2 and Table 3. The zones
selected by the coarse location estimation are the feeder on the 20-kV grid where
unit 1 is located and the 400-kV part of the system for the unit tripping and
capacitor energizing events, respectively.
Table 2: Normalized detection parameters for a unit tripping.
Phase A Phase B Phase C
Monitor m1 (20 kV) 7.53 8.07 9.57
Monitor m6 (20 kV) 7.52 8.07 9.56
Monitor m10 (130 kV) 3.13 1.42 1.59
Monitor m16 (130 kV) 2.84 1.31 1.49
Monitor m20 (400 kV) 2.19 1.0 1.15
Monitor m22 (400 kV) 2.18 1.0 1.15
Table 3 shows the results for a three-phase switching. Because the switching is
applied at the zero crossing of phase A, the disturbance in phase A is much smaller
than those in phases B and C. Thus, the detection parameter value for phase A
is much smaller than those for phase B and C, and is easily being confused with
a two-phase disturbance. We are, however, not using this information to identify
which phases are involved in the disturbance but to confirm that the disturbance
occurs in a zone on the 400-kV grid and close to the monitors m20 and m22.
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Table 3: Normalized detection parameters for a capacitor energizing on the
400-kV grid.
Phase A Phase B Phase C
Monitor m1 (20 kV) 1.00 32.08 24.17
Monitor m6 (20 kV) 1.00 31.38 23.70
Monitor m10 (130 kV) 1.03 48.75 46.09
Monitor m16 (130 kV) 1.00 48.89 46.87
Monitor m20 (400 kV) 2.25 497.24 427.36
Monitor m22 (400 kV) 2.25 497.34 427.43
4 Characterization and Classify Disturbances
according to Underlying Causes
As mentioned earlier, for complex power systems, characterizing all possible types
of disturbances is a challenging work and still requires a lot of further research and
development. Once the approximate location of the source of disturbances (i.e.,
the coarse spatial zone) is estimated, the work becomes easier due to the smaller
number of possible disturbances that may occur in a specific zone as compared to
those in the whole system. This section tries to characterize some disturbances and
aims at distinguishing some selected disturbances within the coarsely estimated
zone. The analysis uses the measured currents and voltages obtained from the
monitor associated with the highest detection parameter determined from Section
3.
4.1 Disturbances in a zone of 20-kV grid
Consider three disturbance classes on this grid: fault, unit switching, and ca-
pacitor energizing. Of these three classes, fault events are recognized in the pre-
classification as they contain more than one transition segment. The two remaining
classes, consisting of only one transition segment, are further characterized by the
following properties.
Unit switching
The monitor with the highest detection parameter in this case is the one connected
to the terminal of the switched unit. An event is classified as unit-switching if:
• Voltage in the event segment is within the normal operating limit, and not
rich in high-frequency components around the switching instant, as shown
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in an example spectrogram in Figure 2.
• Absolute value of current change, ∆I as defined in (3), is high (e.g., > 0.9).
∆I =
Ievent − Ipre−event
max(Ievent, Ipre−event)
(3)
where Ievent and Ipre−event are the currents before and during the event
segment, respectively. The sign of I indicates a tripping or an energizing
event.
Capacitor energizing
The monitor with the highest detection parameter in this case is the one that is
closest to the capacitor. An event is classified as capacitor energizing if:
• Voltage in the event segment is within the normal operating limit, but rich
in high-frequency components around the energizing point, as shown in the
spectrogram in Figure 3.
4.2 Disturbances in a zone of 130-kV and 400-kV grids
Similar to the previous case, a fault event is distinguished by the number of tran-
sition segments. Consider the other two types of events on these grids: capacitor
energizing and transformer energizing. Both capacitor and transformer energizing
have harmonic contents at low frequencies. However, comparing their voltage spec-
trograms, capacitor energizing has relatively high energy at the high frequencies
(above 500Hz). Two examples are shown in Figure 4 and Figure 5.
5 Fine Location Estimation
Spatial information or information on the location of disturbances can be deter-
mined by several methods depending on the type of disturbances. In this section,
relative locations (upstream, downstream) of fault events and capacitive related
energizing events are considered.
The relative location of fault is determined by a simple rule based on comparing
the phase angles of pre-fault and during-fault currents. Consider a simple system
in Figure 6, assume that fault current is purely inductive and active power flow
from A to B. Upstream and downstream are defined according to the direction of
active power flow, i.e., a fault at F1 is an upstream fault and a fault at F2 is a
downstream fault.
Consider the instant immediately after the fault inception instant and assume
that:
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Figure 2: Unit tripping event (Unit 1 is tripped at 0.5 s).
Figure 3: Capacitor energizing event (Capacitor is energized at 0.5 s).
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Figure 4: Voltage spectrogram of capacitor energizing.
Figure 5: Voltage spectrogram of transformer energizing.
Figure 6: Simple system.
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Figure 7: Phasor diagrams.
Iduring = Ipre + If (4)
where Iduring is the during-fault current, Ipre is the pre-fault or load current, If
is the fault current. The pre-fault current may be either inductive or capacitive
and the fault may occur either at F1 (upstream) or F2 (downstream). This leads
to four possible combinations, as shown in Figure 7. By observing Figure 7(a)
(inductive pre-fault current, downstream fault) and Figure 7(b) (capacitive pre-
fault current, downstream fault), and assuming that the active power flow is from
A to B, one can conclude that Ipre should lie somewhere in the positive plane of
the real axis and the actual during-fault current should lie somewhere between If
and Iduring (the dashed region). Thus, in both cases of inductive or capacitive
pre-fault current, Iduring always lags Ipre as long as it is a downstream fault.
Similarly, for the cases of upstream fault, Iduring always leads Ipre. Figure 7(c)
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and Figure 7(d) show the phasor diagrams of an upstream fault with inductive
and capacitive pre-fault current, respectively. From this analysis, the relative
fault location can be determined by comparing the phase angles of pre-fault and
during fault currents. There are several algorithms developed to track the phase
angles based on the zero crossings, FFT, and Phase Lock Loop. An example of
a downstream fault by both zero crossings and FFT phase angle tracking (from
EMTDC) is shown in Figure 8 which confirms the proposed method. The top plot
in Figure 8 shows three zero-crossing points associated with a downstream fault.
“Before” and “After” denote the closest zero-crossings of fundamental current
before and after the fault inception instant. “Estimated” denotes the estimated
zero-crossing without presence of fault:
testimated = tbefore + 0.5 ∗ T (5)
where T is the fundamental cycle. In this case, tafter is larger than testimated
implying that the during-fault current lags the pre-fault current. This confirms a
downstream fault case. The bottom plot in Figure 8 shows the difference between
the pre-fault and during-fault current angles computed by FFT in EMTDC. The
negative value implies that the during-fault phase angle is smaller than the pre-
fault phase angle or during-fault current lags the pre-fault current.
Location of fault events has been studied in many works. To the best of our
knowledge, there are, however, not many similar studies for other events. Some
studies on tracking the relative source location of shunt capacitor switching tran-
sients are presented, for example, in [7] and [8]. In this study, we observed that
for capacitive energizing event family (capacitor or cable energizing); the relative
location of disturbance source can be determined by looking at the initial direction
of fundamental and harmonic currents. Based on the fact that, immediately after
energizing instant, harmonic currents rush into the switched device, we can com-
pare the initial phase angles of fundamental and harmonic currents to determine
the relative switching location. The procedure is:
• Extract the fundamental (I1) from the measured current (I).
• Calculate the total harmonic current: Ih = I − I1
• Find the first peak in the harmonic current, denoted by the point: tp on the
time axis.
• Compare the direction of I1 and Ih at the time instant tp: If I1(tp)∗Ih(tp) >
0, the initial harmonic and fundamental currents are in the same direction,
indicating a downstream energizing event, and the vice versa.
An example of an upstream energizing event and a downstream energizing
event is given in Figure 9.
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Figure 8: Phase angle tracking by zero crossing and FFT.
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Figure 9: Capacitive energizing events. (Top: Downstream, Bottom: Up-
stream).
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6 Conclusion
In this paper, we have presented a new method for estimating the origin of distur-
bances, and features for classifying the underlying causes of disturbances through
event characterization, where disturbance data can be obtained from the power
quality monitors in multiple levels and locations of a power system. Case studies
to a grid-connected wind farm with focus on several selected disturbances were
performed. It has been shown that the proposed method based on the maximum
detection parameters resulted from the causal and anti-causal segmentation is reli-
able to identify the coarse spatial zone of the location of the source of disturbances.
The study has also shown that by primarily identifying the location and classi-
fied disturbances based on the number of transition segments, it becomes easier
to characterize and estimate the underlying causes of the remaining disturbances.
Simple but efficient methods to determine the relative locations of disturbances by
comparing the phase angles of fundamental and harmonic currents are presented.
For the fault events, the relative location is determined by comparing the phase
angles of the pre-fault and during-fault currents. A fault is downstream if during-
fault current lags the pre-fault current, and conversely it holds for the upstream
faults. Relative locations of capacitive energizing can be determined by compar-
ing the initial phase angles of the fundamental and harmonic currents immediately
after the energizing instant. If the initial harmonic and fundamental currents are
in the same direction, is the event is classified as a downstream energizing event,
and vice versa.
For developing a complete monitoring system, more studies are required, es-
pecially on disturbance characterization, or feature extraction and classification
methods which are considered as part of our future work.
7 Appendix
7.1 The test system
The test system used for this study is a 255-MW wind park connected to a 400-kV
transmission system via a 20-kV collector grid, transformers, and 130-kV cables.
Each unit of wind turbine generator (WTG) consists of a 3-MW WTG and a
0.69/20-kV transformer as shown in Figure 10. Voltages and currents are mea-
sured at different measurement points indicated by the red circles. The system is
simulated in EMTDC to generate data for this study.
7.2 The causal and anti-causal segmentation method
The segmentation method used for this paper has been described in detail in cite1.
The aim of this section is to briefly review the method to give some basic under-
standings. The method uses the residuals from a Kalman filter under the harmonic
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Figure 10: The test system.
model to detect abrupt changes in voltage measurements and is based on the seg-
mentation method proposed in [9]. Under the harmonic model, a disturbance
signal is modeled as the sum of M harmonics by:
y(n) =
M∑
m=1
sm(n) + v(n) =
M∑
m=1
Ame
jωmn + v(n) (6)
where Am = ame
jφm = Am,r + jAm,i is the complex magnitude of the m
th har-
monic; Am,r and Am,i are the real and imaginary parts; φm is the initial phase;
ωm is the frequency, and sm(n) = Ame
jωmn is the mth harmonic signal compo-
nent. The state and observation equations for scalar measurement data y(n) are
described in (7) and (8):


s1,r(n)
s1,i(n)
...
sM,r(n)
sM,i(n)

 = A


s1,r(n− 1)
s1,i(n− 1)
...
sM,r(n− 1)
sM,i(n− 1)

+
ω(n)
2M


1
1
...
1
1

 (7)
y(n) = [1 0 . . . 1 0]


s1,r(n)
s1,i(n)
...
sM,r(n)
sM,i(n)

+ v(n) (8)
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Figure 11: Segmentation result for multistage transition.
where
A =


cosω1 − sinω1 0 . . . 0 0 0
sinω1 cosω1 0 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 0 cosωM − sinωM
0 0 0 . . . 0 sinωM cosωM

 (9)
The variance of residuals (or, the difference between y(n) and the reconstructed
signal from the model) is used for detection, where a Detection Parameter (DP)
is formed according to the accumulated energy of residuals over a short window of
time by:
DP (n) =

 1
LW
n∑
n−LW +1
(y(n)− yˆ(n))


2
n = LW , ..., L (10)
where yˆ(n) is the reconstructed of y(n); LW is the analysis window length; L is
the length of y(n).
The analyzed signal is passed through this Kalman filter in both causal and
anti-causal time directions. A change is detected if detection parameter exceeds
a threshold. The study has shown that combination of causal and anti-causal
segmentations gives accurate information about the transitions in voltage mea-
surements. An example with multistage transitions is shown in Figure 11. In this
example, a voltage measurement is multiplied with a multistage function and then
segmented. The result shows that causal segmentation tends to introduce some
detection delay and prolong the transition segment.
Combination of causal and anti-causal gives much more accurate transition
segments. It is also worth noticing that slow transition is indicated by the existence
of an overlap between the causal and anti-causal segmentations and fast transition
is indicated by a gap. And for fast transitions, triggering point can be estimated
by:
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T = (Tcausal + Tanti−causal)/2 (11)
where Tcausal and Tanti−causal are the starting time instants of causal and anti-
causal transition segments.
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Abstract
This paper addresses two issues associated with segmentation of dis-
turbance recordings: the first is to automatically estimate the accurate
boundary of the transition segments; the second is to select the opti-
mal threshold for the detection of a transition segment. A new segmen-
tation scheme is proposed that jointly uses the causal and anti-causal
approaches. This allows very accurate location in time of the underly-
ing transition in the power system. Next, a novel automatic threshold
setting approach is also proposed for the detection index used for
the detection of transition segments. Using the proposed segmenta-
tion scheme and the statistically-based threshold setting, case studies
are conducted for the Kalman filter-based segmentation method. It
is shown that transition segments, especially the trigger points, are
more accurately located as compared to conventional schemes. Tests
are performed on semi-synthetic disturbance sequences as well as real
disturbance sequences obtained from two different power networks.
The results show that the proposed scheme is able to locate fast tran-
sitions with very high accuracy and to provide very good performance
under different scenarios of depth of transition, speed of transition,
and noise level.
Keywords: Power-system measurements, causal and anti-causal fil-
ter, power quality, segmentation, signal-processing applications, thresh-
old selection.
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1 Introduction
Power-system measurements have become much easier in recent years. Different
types of equipment are permanently available to record voltages and currents.
To make use of the resulting large amount of data, automatic analysis methods
are needed. An important subset of the available data are so-called voltage and
current events; power-system disturbances associated with changes in the power
system, either in the grid, at production side or with the load. Power quality is
one of the possible applications of such disturbances; the general supervision of the
system becomes possible by automatic analysis of the disturbances. Before event
analysis is applied it is necessary to accurately divide each disturbance sequence
into transition segments and event segments, where different methodologies of
analysis could be applied.
According to [1], there are three basic approaches for detecting transition seg-
ments. These three approaches are based on: time-dependent waveform features,
highpass or bandpass filters, and parametric models. Conventional detection meth-
ods based on time-dependent waveform features and the definition of voltage events
in [2] are mentioned in some studies, for example, [3] and [4]. In the second ap-
proach, wavelet filter-based detection is used in [5]-[8]. A detection method using
high order cumulants is proposed in [9]. The method uses a notch filter at funda-
mental frequency that eliminates the fundamental sinusoid. The third approach
employs a model that estimates the signal from noisy measurements. The residuals
from the model containing valuable information are used to detect the transitions
[1]. Part of the related work can be found in [10] and [11] where damped sinusoidal
model and Kalman filtering are used. After this work, some other detection meth-
ods are introduced. In [12], for example, a Kalman filter is applied to detect some
rectangular voltage events including dips, swells, and short interruptions. The
study in [12] does not provide a complete evaluation of detection delays in differ-
ent conditions but one case shows that for a dip to 0.7 pu starting at zero-crossing,
the delay is 2.4ms. Each method has its own advantages and disadvantages, al-
though the final aim is the same, i.e., the segmentation must be able to detect and
accurately locate in time transitions in voltage and current waveforms. These tran-
sition segments are in turn associated with the underlying transition in the power
system, for example the opening of a switch or the initiation of a short-circuit
fault.
The contributions of this paper are twofold. The first contribution is a novel
causal and anti-causal segmentation scheme that locates the underlying power-
system transitions with very high time accuracy. The causal-anti-causal segmen-
tation scheme is then tested using real measurements to show its practical applica-
tions. The second contribution is a statistically-based approach to determine the
optimal threshold for the detection index, rather than using a hard threshold value
as for example in [11]. Selection of this threshold value may impact the accuracy
of the location of transition segments and the false alarm rate of the detection of
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transition segments.
The remaining of the paper is organized as follows. Section 2 reviews the basic
principles of segmentation and the remaining problems to be solved. Section 3
describes the proposed causal and anti-causal segmentation scheme. The proposed
threshold selection approach based on detection theory is presented in Section 4.
Case studies for causal and anti-causal segmentation and for threshold setting are
presented in Section 5 and Section 6, respectively. Some technical details of the
Kalman filter-based causal and anti-causal segmentation method are discussed in
Section 7. Section 8 presents some conclusions from the study.
2 Segmentation
The term segmentation has been widely used in many areas with the common
meaning that it is a process of partitioning the object of interest into different
parts (segments) in which each part has some specific properties that are distinct
from the others. In speech processing, for example, segmentation is the process
of identifying the boundaries between words, syllables, or phonemes in spoken
natural languages [13]. With a similar definition, segmentation in power-system
disturbance analysis is the process of identifying the boundaries between event
(stationary) and transition (non-stationary) segments. In the power engineering
literature, some other related terminologies are used, of which “triggering” and
“event detection” are the most common ones. There are, however, some slight dif-
ferences among the terminologies. While triggering or detection refers to the pro-
cess of identifying the occurrence of an event without concern about the accurate
time location of the event, segmentation is more strongly related with identifying
the boundaries (i.e., the starting and ending points of event).
There are many automatic segmentation/detection methods introduced in the
literature, as discussed in 1. Most of the methods use a so-called “detection index”,
and the detection of a transition is performed by applying a fixed threshold to the
detection index. However, it is not straight forward to determine such a threshold
as it is a tradeoff between the detection rate and accuracy as well as the false
alarm rate, and is also dependent on the measurement conditions.
A very interesting point observed from the conventional detection/segmentation
methods is that the the time location of a fast underlying transition in the power
system is not part of the transition segment, as shown in Figure 1. Due to the de-
lay (caused by, for example, applying filter or other processing), the starting point
of the transition segment is detected somewhat after the underlying transition.
3 Causal and Anti-causal Segmentation
In this section, we propose a new segmentation scheme namely joint causal and
anti-causal (CaC) segmentation. It is observed in Section 2 that the conventional
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         Instant of underlying transition
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Figure 1: Example of conventional segmentation: detected transition seg-
ment lagging the occurrence instant of the underlying transition.
segmentation implemented in the forward (or, causal) time direction does not give
an accurate time estimation of the underlying transition but instead a delayed
transition segment. To solve this problem, the basic idea is to combine a causal
analysis window with an anti-causal analysis window. It is worth mentioning
that this joint scheme may be applied to any type of segmentation method using
either time-dependent waveform features, highpass/bandpass filters, or parametric
models. Based on the results from the two analysis windows, an accurate time
allocation of the underlying transition is then obtained.
Assume that a transition from one state to another state takes place in a time
duration of D0 as represented by a transition of a voltage signal in Figure 2(a).
The aim of the CaC segmentation is to allocate this duration.
In Figure 2(b), the causal detection index (for example, di in (8) in the ap-
pendix) increases gradually when the transition starts. When the causal detection
index exceeds the threshold (the horizontal dashed line), a causal indication flag
(the solid square wave) is triggered. This causal flag is reset when the causal
detection index drops below the threshold. A similar process takes place in the
opposite time direction (i.e., backward or anti-causal) and an anti-causal flag is
obtained. Combining these two causal and anti-causal flags (the overlap between
them) results in the final estimate of the underlying transition:
Dˆ0 = [Tcausal, Tanti−causal] (1)
where Tcausal and Tanti−causal are the trigger time instants of the causal and anti-
causal flags. The shorter the duration of the underlying transition, the shorter the
overlap between the two flags.
When the duration of the underlying transition decreases towards a single time
instant T0 (i.e., from a slow towards a fast transition), the overlap between the two
flags no longer exists. There is, instead, a gap between them as shown in Figure
3(b). The middle point of this gap is used as an estimate of the instant of the
underlying transition, T0:
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D0
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Figure 2: Illustration of CaC segmentation for a slow transition. From top
to bottom: (a) A voltage waveform sequence containing a slow
transition; (b) The detected transition flags by the causal method
(solid line) and the anti-causal method (dashed line).
Tˆ0 =
Tcausal + Tanti−causal
2
(2)
The CaC segmentation algorithm is summarized as:
• If Tcausal < Tanti−causal, then the transition is considered as slow. The esti-
mated duration of the underlying transition is the duration of this overlap,
Dˆ0, defined by (1).
• If Tcausal > Tanti−causal, then the transition is considered as fast. There
is a gap between the causal and anti-causal flags. The time location of the
underlying transition is estimated as the middle point of this gap, Tˆ0, defined
by (2).
4 Threshold Setting Based on Detection The-
ory
In this section, we propose a statistical method to automatically determine the
threshold for the detection index, rather than using an empirically determined
threshold value as for example in [11]. The method is based on the detection
theory [14] and aim at setting a single threshold for detecting any type of event
that may occur at the monitor location under a given false alarm constraint.
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Time
Tanti-causal causalT
T0
Figure 3: Illustration of CaC segmentation for a fast transition. From top to
bottom: (a) A voltage waveform sequence containing a fast tran-
sition; (b) (b) The detected transition flags by the causal method
(solid line) and the anti-causal method (dashed line).
During normal operation, the value of detection index di is small. If an event
occurs in the power system, the model no longer fits the measurement which leads
to an increase in di. Different types of event cause different increases of di during
the transition segment. Figure 4 shows an example of detection index for two
types of event.
Figure 4: Example of detection index for two types of event.
The following relations are found between the threshold for the detection index
and the performance of the segmentation is:
• Lower threshold → higher false alarm rate
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• Higher threshold → longer detection delay and higher miss rate (Miss ap-
pears when the threshold is set too high.)
The aim of threshold setting is to find the optimal threshold that solve the con-
ventional tradeoff between false alarm rate and miss rate. This optimal threshold
can be determined by using the Neyman-Pearsson criterion [14] that maximizes
the probability of detection under the probability of false alarm rate constraint.
Let di0 and di1 be the corresponding detection indices for the normal operation
segments and the transition segments, respectively. Let the two hypotheses be:


• H0(null hypothesis) : di = di0, di0 ∼ p(di | H0)
(is not a transition segment)
• H1(alternative hypothesis) : di = di1, di1 ∼ p(di | H1)
(is a transition segment)
where p(di | H0) and p(di | H1) are the probability density functions of di under
null hypothesis and alternative hypothesis, respectively. And define the following
probabilities:
• P (αi;Hj): probability of deciding αi corresponding to hypothesis Hi when
hypothesis Hj is true.
• PFA = P (α1;H0): Type I error probability, or probability of false alarm.
• PM = P (α0;H1): Type II error probability, or probability of miss.
• PD = P (α1;H1) = 1− PM : probability of detection.
In order to find the optimal threshold, we have to estimate the probability density
function (pdf) of di during the normal operation segments (p(di | H0)) and the
pdf of di during the transition segments (p(di | H1)) as illustrated in Figure 5 and
apply the Neyman-Pearson approach.
The Neyman-Pearson approach maximizes the probability of detection (PD)
for a given constraint on the maximum false alarm PFA = α. The decision is α1
if:
L(di) =
p(di | H1)
p(di | H0)
> γ (3)
where L(di) is known as the likelihood ratio and the threshold γ is found from:
PFA =
∫
{di:L(di)>γ}
p(di | H0)d(di) = α (4)
Based on this approach, given the pdfs p(di | H0), p(di | H1), and the false alarm
constraint α, the threshold γ for the detection index di can be determined.
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Figure 5: pdfs for two hypotheses.
5 Case Study: Causal and Anti-Causal Seg-
mentation
The proposed causal and anti-causal segmentation scheme is tested on semi-synthetic
data sequences where some preliminary tests are presented in our early work [15]
and measured disturbances. In this section, examples of segmentation from the
proposed scheme on one semi-synthetic sequence and two real disturbance record-
ings are included.
In the first case, a semi-synthetic disturbance waveform is obtained by multi-
plying a voltage recording with a multistage step/ramp function (an example is
shown in the dashed line in Figure 6). The CaC segmentation is applied to this
semi-synthetic disturbance and the results are shown in Figure 6(b) where the
multistage step/ramp function (the dashed line) represents the underlying transi-
tion. From this result, one can see that the CaC segmentation shows very good
performance, in terms of closely following the ground truth. The first two slow
transitions are indicated by two segments and the third fast transition is indicated
by an impulse as shown in Figure 6(b).
In the second case, the method is applied to a three-phase disturbance record-
ing obtained at a 130-kV substation. Results of causal and anti-causal transition
are shown in Figure 7.
From these segmentation results and the expert system rules presented in [16],
it is concluded that:
• Since there is an overlap between the causal and anti-causal flags during the
first transition in phases A and C, this is a slow transition and it indicates a fault
inception between the two phases. The causal (and anti-causal) flag triggers at
61ms (and 62ms) and 62ms (and 65ms) for phase A and phase C, respectively.
Phase B is not involved in the fault but there is some disturbance where the causal
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Figure 6: Segmentation for a semi-synthetic disturbance with multistage
transition. From top to bottom: (a) Disturbance waveform with
causal and anti-causal flags. (b) Disturbance waveform with final
segmentation result.
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Figure 7: Segmentation for a real three-phase disturbance recording at
130 kV.
68
(and anti-causal) flag triggers at 70ms (and 54ms). Using (2), the estimated
middle point of the gap between the two flags in phase B is at 62ms. This implies
that the underlying transition (fault inception) likely occurs at 62ms. Note that
what is a “slow transition” in phases A and C appears as a “fast transition” in
phase B. The distinction between the fast and slow transitions obviously depends
on the size of the change in voltage magnitude.
• The second fast transition, estimated to take place at 174ms, indicates that
there is a fast tripping of a line feeding the fault, which leads to a partial voltage
recovery. This transition is so small that it cannot be detected in phase B.
• The third fast transition, estimated to take place at 349ms, indicates that
phase B gets involved in the fault.
• The last transition is a slow transition, estimated to take place at 672ms,
670ms, and 676ms and end at 693ms, 687ms, and 695ms for phases A, B, and C,
respectively. The values of starting time and ending time are slightly different for
the three phases but they all consistently show a slow voltage recovery in about 1
cycle followed by fault clearing. This time difference is likely due to the difference
in circuit-breaker opening instants for the three phases [17].
The third case is a disturbance recording obtained from a transmission system
[18]. By choosing a proper threshold for the detection index, the method shows
very good performance on complicated events with multiple transition segments
which can be observed in Figure 8 (Causal and anti-causal flags are removed for
better observation, only the final segmentation results are presented).
Most of the transitions are detected in all three phases. There is, however,
something missing at around 1.8 s observed from visual inspection. Visual obser-
vations show that that some transition occurs at this point but it is too small
to automatically detect with the combination of detection function and threshold
setting used. Improvement for automatic analysis of disturbance recordings needs
to use a combination of detection functions.
6 Case Study: Threshold Setting
In this section, the proposed detection-theory-based threshold setting approach is
studied. In order to find p(di | H0) (defined in Section 4), twenty voltage mea-
surements without transitions at the monitor location are used. These measure-
ments are fed into the Kalman filter-based segmentation to compute the residual
sequences and the detection index di (summarized in Section 9). In a similar
way, p(di | H1) is calculated by feeding the segmentation with a set of twenty
semi-synthetic disturbance sequences obtained by multiplying a step function with
twenty voltage measurements. Since the detection decision is based on the values
of di in the computing window, p(di | H1) and p(di | H1) are calculated for the
data in the sliding window before and after the triggering point of the transition.
To demonstrate this, Figure 9 shows the semi-synthetic disturbance sequence and
the time slots of two analysis windows applied to the detection index. The esti-
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Figure 8: Segmentation for a three-phase disturbance recording obtained
from Stattnet [18], 132-kV level. Causal and anti-causal flags are
removed in this figure for better observations, only the final seg-
mentation results are included.
mates of p(di | H0) and p(di | H1) in the two windows are given in Figure 10 where
the mean values of detection index are 0.016 and 18.055, respectively.
The maximum value of di during normal operation observed for twenty mea-
surements is denoted as the critical detection index (dicritical). Considering the
most simple case where the threshold is set slightly above dicritical, i.e., the case
where the false alarm rate is zero but detection delay is maximum. In this case,
if there are any events associated with a di value at the trigger point smaller
than dicritical, the segmentation needs to wait until di reaches this critical value
to decide that an event is coming. This can lead to a detection delay.
In order to see how much the delay is, the threshold is set slightly above
dicritical and the segmentation is tested with another set of twenty semi-synthetic
events obtained by the voltage measurements at the same monitor location, and
the results are: There are 6 events detected with 1 sample (0.1ms) delay, 9 events
with 8 samples, 3 events with 9 samples, and 2 events with 10 samples as compare
with the ground truths. The mean value of detection delays is 0.625ms (1/32 cycle)
which is rather small. From these results one can see that setting the threshold
lower than dicritical could reduce the delay time but increase the probability of
false alarm. However, this is not necessary since the delay time is already very
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Figure 9: A semi-synthetic disturbance containing a slow transition with two
windows: one before and one after the starting point of the tran-
sition.
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Figure 10: Estimated pdfs. From top to bottom: (a) p(di | H0) estimated
in the window before the starting point of the transition for 20
measurements; the mean value is 0.019. (b) p(di | H1) estimated
in the window after the starting point of the transition for 20
measurements; the mean value is 78.91. (Note the difference in
the values of the detection index on horizontal axes.)
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short. In addition, the detection delay only exists in this causal segmentation;
using the joint causal and anti-causal segmentation, the time delay becomes even
less critical.
7 Discussion
The proposed joint causal and anti-causal segmentation scheme is applied to a
Kalman filter-based segmentation method. In this section, a number of technical
issues about this segmentation method are further discussed.
7.1 On the selection of Kalman filter order
There is a tradeoff between computational burden and the accuracy of estimation.
A higher order implies that more harmonics in the signal are modeled, and the
remaining signal (considered as the model noise) is closer to white. However, if
the aim is merely to detect the presence of an underlying transition, the accuracy
of the signal estimation is of less interest than the change in the detection index
around the time of the underlying transition. Figure 11 shows the values of the
detection index for the same event (fault) but with two different values of Kalman
filter order: K = 5 and K = 15.
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Figure 11: Detection index for the same event but with two different values
of Kalman filter order.
From Figure 11 one can see that during the event segments, the detection index
values obtained with K = 5 and K = 15 are almost the same since the signal is
stationary and a high model order is not necessary to reduce the model unfit. On
the other hand, during the two transition segments, there are more harmonics
present in the signal, and a lower order causes higher model unfit, hence higher
detection index. In the case of K = 5, the detection index jumps to a higher value
after the trigger point, and this makes it easier for the decision of segmentation.
A lower order filter is, however, not recommended for noisy signals as it impacts
the robustness of the segmentation, hence leads to increased false alarm. Thus,
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the selection of Kalman filter order depends on the application and the nature of
the signal to be analyzed. In this study, an order of 15 has been selected.
7.2 On the selection of window length
Regarding the length of the sliding window used to calculate the detection index,
there is a tradeoff between the time resolution and the smoothness of the detection
index. When the window length decreases, the computed detection index increases
faster after the trigger point as shown in Figure 12, hence it is possible to obtain
a more accurate boundary of the transition segments.
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Figure 12: Detection index for the same event but with two different sliding
window lengths (WL).
However, if the window length is too short, the detection index becomes less
smooth and may contain several peaks within one transition segment. This makes
it difficult to decide whether there is one or more than one transition segment. In
this study, the window length is selected to be 1/4 cycle after considering these
tradeoff issues.
7.3 On the performance of the method
Some preliminary performance evaluation of the proposed CaC Kalman filter-based
segmentation method is discussed in [15]. In this section, the performance of the
proposed scheme is further evaluated under different scenarios of point on wave,
depth of transition, speed of transition, and noise level.
Impact of point on wave: A semi-synthetic disturbance sequence containing a fast
transition from 1 pu to 0.7 pu is applied at different points on wave (i.e., at location
with different phase angles). The evaluation shows that transitions close to zero
crossings have lower maximum values of the detection index, are more difficult to
detect and give longer delay time. There is less than one sample delay if the tran-
sition is applied at other points on wave. The values of delay around zero-crossings
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are still rather small and the maximum delay is about 12 samples (1.2ms).
Impact of depth of transition: For fast disturbances due to step changes, the im-
pact of various sizes of the change in voltage magnitude (depths of transition) on
the segmentation has been studied. Different sizes of voltage change at the up-
ward zero crossing have been applied. The results show that a 0.01-pu step change
is detected with 6.9-ms delay. There is less than one sample delay if the depth
is greater than 0.4 pu. These values are obtained for the most-difficult-to-detect
scenario (i.e., transition at zero crossing); for transitions at other points, the per-
formance is better.
Impact of speed of transition: The evaluation performed in [15] shows that the
detection delay decreases with the increase of transition speed: fast transitions are
detected with less delay than slow transitions. It is shown that a very slow tran-
sition (0.3-pu step change in 3000 samples or 15 cycles) is detected with a delay
of only 98 samples (around 0.5 cycle). This means that when using the causal
and anti-causal scheme, fast transitions are estimated more accurately than slow
transitions.
Impact of noise level: From the central limit theorem, combining independent noise
sources leads to Gaussian distributed noise if the number of sources is sufficiently
large. However, Gaussian distribution is not the case for the real power-system
measurement noise. In practical cases one cannot treat the power-system measure-
ment noise as white Gaussian. In our study, noise is obtained by passing the real
measurements through a highpass filter. The obtained noise sequences are then
scaled by a factor and added to the disturbance to obtain different noise levels.
In the first case, the segmentation is trained at a low noise level and tested at
a higher noise level, without change of the threshold. In this case, the increase
of noise level does not lead to increase of detection delay. In contrast, the delay
is slightly reduced due to the fact that with increase of noise, residuals and its
squared mean (the detection index) increase while the threshold is kept. Thus,
the segmentation is more sensitive and the detection delay reduces, but there is
an increase in false alarm rate. Test results show that with SNR > 48 dB, the
segmentation works properly and there is no significant difference in delay time
for both fast and slow transitions as compared to the case without additive noise.
With SNR < 48 dB, the segmentation generates false alarms.
In the second case, the segmentation is re-trained and tested with the signal
plus the additive measurement noise. The thresholds for different signal-to-noise
(SNR) values are determined. The results show that the segmentation does not
work properly with SNR < 10 dB. At SNR = 10 dB, the signal is very noisy and
the segmentation works with a delay of 111 samples (0.56 cycle) and yields no false
alarm as shown in Figure 13.
A case study is also conducted with different transition speeds. It is shown
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Figure 13: Segmentation for very noisy signal (SNR = 10dB).
that by adapting the threshold to new noise, the segmentation is able to work
properly with very high noise level. In this case, the detection delay is higher with
higher noise level; the difference, however, is not significant. As the noise increases
above a certain level, the segmentation can no longer detect slow transitions.
8 Conclusion
The proposed joint causal and anti-causal scheme and the statistically-based thresh-
old setting approach have been applied for segmentation of power-system distur-
bance recordings. Results from theoretical analysis and experimental tests have
shown that the proposed method is able to provide significantly improved segmen-
tation results as compared with the conventional methods, in terms of providing
more accurate estimation in time of the underlying transitions in the power sys-
tem. For disturbances with fast transitions, the proposed segmentation scheme
generates accurate estimations of the location of the underlying transition. For
slow transitions, the underlying transition is accurately located in time. Further,
using the proposed scheme, the duration of slow transition segment is shown to be
slightly shorter than the duration of the underlying transition due to the detection
delays in both directions. Fast and slow transitions are distinguished by whether
there exists an overlap or a gap between the causal and anti-causal segmentation
flags.
The proposed statistically-based threshold setting method has been tested for
automatic setting the threshold for the detection index. The results show that by
choosing an appropriate threshold, the segmentation may be without false alarms
and with short detection delay. The threshold value is dependent on the measured
noise, and is better trained using measurements at the monitoring point. By
adapting the threshold to the measurement noise level, the segmentation is able
to work with very noisy disturbances without false alarms and with no significant
difference in detection delay. Our study also showed that the segmentation perfor-
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mance is impacted by the point on wave, depth of transition, speed of transition,
and noise level. These impacts are, however, not significant.
9 Appendix: Kalman Filtering and Detec-
tion Index
In this appendix, we briefly review the Kalman filter and the calculation of the
detection index resulted from the Kalman filter residuals. Kalman filter uses state-
space modeling to estimate the signal from noisy measurements [19]. Under the
harmonic model, a disturbance signal is modeled as the sum of M harmonics in
white noise by (5):
y(n) =
M∑
m=1
sm(n) + v(n) =
M∑
m=1
Ame
jωmn + v(n) (5)
The state and observation equations for scalar measurement data y(n) are
described in (6) and (7):

s1,r(n)
s1,i(n)
...
sM,r(n)
sM,i(n)

 = A


s1,r(n− 1)
s1,i(n− 1)
...
sM,r(n− 1)
sM,i(n− 1)

+
ω(n)
2M


1
1
...
1
1

 (6)
y(n) = [1 0 . . . 1 0]


s1,r(n)
s1,i(n)
...
sM,r(n)
sM,i(n)

+ v(n) (7)
where
A =


cosω1 − sinω1 0 . . . 0 0 0
sinω1 cosω1 0 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 0 cosωM − sinωM
0 0 0 . . . 0 sinωM cosωM


and Am = Ame
jφm = Am,r+jAm,i is the complex magnitude of them
th harmonic;
Am,r and Am,i are the real and imaginary parts; φm is the initial phase; ωm is the
frequency, sm(n) = Ame
jωmn is the mth harmonic signal component, v(n) is the
measurement noise, and ω(n) is the modeling noise, assumed to be zero mean
white.
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The squared mean of the residuals in an analysis window (or, the squared mean
of the difference between y(n) and the reconstructed signal yˆ(n) from the model)
is used as a detection index (di) [11]:
di(n) =

 1
LW
n∑
n−LW +1
(y(n)− yˆ(n))


2
n = LW , ..., L (8)
where LW is the analysis window length; L is the length of y(n). Figure 14 shows
an example of detecting transitions based on the residual sequence from a Kalman
filter, where a detection window of 1/4 cycle (5ms) is used.
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Figure 14: Example of detecting transition. From top to bottom: (a) Orig-
inal voltage waveform; (b) Residual sequence from the Kalman
filter; (c) Resulting detection index obtained from (8).
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Abstract
Automatic extracting information from power-system event record-
ings requires applications of signal-processing estimation techniques
whose performance has been verified under white noise. This paper
proposes a method to test these techniques under real power-system
noise, which is very different from white noise, to evaluate their ap-
plication feasibility. The first part of the paper describes the evalua-
tion method used to evaluate the techniques in a statistical sense and
a method to extract noise from measured power-system recordings.
The second part of the paper focuses on the evaluation of a number of
harmonic model-based techniques under non-white noise, including:
Kalman filter, MUSIC, ESPRIT, and segmentation algorithms. The
paper shows that for the Kalman filter, a very high order with high
computational burden is necessary only if high frequency components
are of interest. The application of MUSIC, ESPRIT, and the segmen-
tation algorithms under natural power-system noise is shown to be
feasible.
Keywords: Harmonic analysis, performance evaluation, power qual-
ity, signal-processing applications.
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1 Introduction
Signal-processing techniques are widely applied in power engineering, especially
those related to the estimation of harmonics/interharmonics [1]-[2]. A number
of currently used estimation techniques in power engineering employ a harmonic
model under the assumption that the observation signal is a combination of dif-
ferent harmonics plus white noise [3]. However, measurements show that the
spectrum of real noise is far from that of white noise, and this may impact the
performance of the estimation. Some properties of power-system noise can be
found in, e.g., [4]. Thus, it is desired to evaluate the performance of these tech-
niques under real (measured) noise.
The main difficulty to evaluate the estimation techniques applied in power en-
gineering is the lack of the “ground truth” signal to compare with. If synthetic data
with white noise is used, the parameters of the signal are predefined which are the
needed reference but the noise is not realistic. On the other hand, if the measure-
ment data is used, the model is exposed to the real measurement noise (non-white)
but there is no reference to compare with since the content of the measurement sig-
nal is unknown. A previous study [5] proposes a method to create semi-synthetic
data sequences by embedding the measured noise into the synthetic data through
superimposing real measurements with synthetic data. Such semi-synthetic data
sequences are used in [5] to evaluate the performance of estimated frequencies
and amplitudes of damped sinusoids from a frequency estimation method, ES-
PRIT (Estimation of Signal Parameters via Rotational Invariance Techniques) [6],
which is able to detect and quantify harmonic and inter-harmonic components in
a time-varying voltage or current signal [7].
In this study, we introduce a systematic method to evaluate the performance of
harmonic model-based estimation techniques under real power-system noise. The
first application of the proposed method is to find the model order small enough
to have less computational burden but acceptable accuracy (i.e., trade-off between
model order and computational demand). This is based on the observation that the
higher the model order, the closer the noise spectrummoves towards white (as more
harmonics are shifted from the noise subspace to the signal subspace), hence the
more accurate the estimation becomes but the heavier the computational burden is.
The second application is to evaluate the model-based estimation techniques where
the observed noise deviates from the white noise assumption in the model, and to
obtain statistic properties of their performance under different measured (color)
noise levels and realizations. The method is applied but not limited to a number of
estimation techniques under harmonic models, including Kalman filters, ESPRIT
[6], MUSIC (Multiple Signal Classification) [8], and a segmentation algorithm [9].
The performance is evaluated using semi-synthetic data (i.e., synthetic signal plus
measured power-system noise).
In the first case study, the impact of model order selection on the estimation
accuracy of model-based techniques for harmonic estimation is studied as there is
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a trade-off between the estimation accuracy and computational burden. To study
the impact of the model order on the estimation accuracy, we evaluate the rms error
of the Kalman filter applied to both clean and noisy signals. In the second case
study, three estimation methods are evaluated under different signal-to-noise ratios
(SNRs). Each method is evaluated using numerous realizations of semi-synthetic
data sequences (i.e., different measured noise sequences are superimposed into a
synthetic signal). The three methods studied are the Kalman filter-based event
segmentation, the ESPRIT and MUSIC based harmonic estimation methods.
The remaining part of the paper is organized as follow: Section 2 briefly de-
scribes the evaluation method. The measurement noise extraction method is pre-
sented in Section 3, and the simulation results of the study are presented in Section
4. Conclusions and future work are drawn in Section 5.
2 The Evaluation Method
The evaluation method is a statistically-based method. A large number of mea-
surements of voltage and/or current in the power systems are collected. In prin-
ciple, the measurements should be done at the locations where the methods and
applications are likely to be applied. Since the measured noise also contains the
dominant fundamental voltage or current that is typically at least an order of
magnitude larger than the true power-system background noise of interest, pre-
filtering is first applied to remove or suppress the fundamental. The result from
the pre-filter to each measurement sequence is used as one noise realization.
Each noise realization is then added to a synthetic signal with predefined pa-
rameters to create the so-called semi-synthetic data that is used to evaluate the
selected estimation techniques. The output of the estimation technique is com-
pared with the predefined parameters of the synthetic input signal. The process
is repeated for all noise realizations to obtain statistical properties for the perfor-
mance of the selected estimation techniques. The estimated values are compared
with the predefined parameters in the synthetic signal and a number of metrics
for performance evaluations of the estimation technique are calculated. The per-
formance metrics used in our study include mean values, rms errors, and standard
deviation of the estimation error.
3 Noise Extraction
3.1 Signal and noise model
Under the harmonic model, a signal is modeled as the sum of K harmonics by (1).
y(n) =
M∑
m=1
sm(n) + v(n) =
M∑
m=1
Ame
jωmn + v(n) (1)
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where sm(n) is the m
th harmonic component and v(n) is the model noise assumed
to be white. Under this model, apart from the K harmonics of interest, the
remaining of the semi-synthetic signal y(n) is considered as noise which means
that the second and all higher order harmonics in the input signal are treated as
noise if the model order is one. It is obvious that in measured power system data,
the noise is not white as there always exist some harmonics. Thus, it is important
to examine the impact of the model order as well as different noise levels and noise
realizations.
3.2 Noise extraction
As described in Section 1, the step of noise extraction is aimed at maximally remov-
ing 50/60-Hz fundamental voltage/current in each measured noise sequence. An
optimal linear-phase finite impulse response (FIR) filter using the Parks-McClellan
algorithm ([10]) is used to remove the fundamental from the measurement data
to obtain different realizations of noise sequences. Figure 1 and Figure 2 show an
example of noise extraction, where the waveforms and FFT spectra before and
after the noise extraction are included.
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Figure 1: Waveforms of measured noise embedded in 50-Hz voltage (top) and
the extracted noise (bottom). Note the difference in vertical scale.
From Figure 2 one can see that apart from the fundamental component (whose
magnitude is unity but cut off for better display in Figure 2(a), there is no sig-
nificant difference in the harmonic components of the measured signal and the
extracted noise at frequencies above 200Hz. However, the broadband components
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Figure 2: Spectra of the measured noise in 50-Hz voltage (correspond to Fig-
ure 1(a)) and the extracted noise (correspond to Figure 1(b)).
around the fundamental frequency disappear from the extracted noise due to the
bandpass filter.
In order to quantify this realistic noise, a signal-to-noise ratio with a pure
50-Hz sine wave used as the reference signal is defined in (2).
SNR = 10 log10
Psignal
Pnoise
(2)
where Psignal and Pnoise are the power of the reference sine wave and the extracted
noise, respectively. In this study, a set of 366 voltage recordings are used to
extract 366 noise realizations; and SNRs for these noise realizations are calculated
according to (2) and presented in the histogram in Figure 3.
The histogram shows that the defined SNR for the extracted noise sequences
(the original extracted noise without scaling, denoted by natural noise sequences)
varies from 32 dB to 34 dB and the mean value is 33.17 dB.
4 Simulations and Results
In this part we present the evaluation results from the study for the Kalman filter,
ESPRIT, MUSIC, and a segmentation algorithm.
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Figure 3: Histogram of SNRs of 366 extracted noise realizations.
4.1 Evaluate the impact of harmonic model order us-
ing Kalman filter-based estimation on quasi-stationary
signals
The impact of model order on the performance of Kalman filters under the har-
monic model on quasi-stationary signal is studied for two cases: one is for a
clean synthetic voltage containing only the fundamental component, and another
is a noisy semi-synthetic voltage obtained by superimposing the real measurement
noise into the clean synthetic voltage. To quantify the performance, the rms error
in (3) is used.
erms =
√∑L
i=1[s(i)− sˆ(i)]
2
L
(3)
where s(i) and sˆ(i) are the ith sample of the clean signal and the estimated signal,
respectively, and L is the length of the signal. Figure 4 shows the rms errors as a
function of the harmonic model order.
From Figure 4(a) one can see that the rms error for the clean signal reaches
its minimum value at K = 1 since the signal only contains the fundamental com-
ponent. In the case of using semi-synthetic data, the rms error in Figure 4(b)
decreases with the increase of model order due to the fact that more harmonics
in the noise are moved to the signal subspace. Although, in both cases, the rms
errors are rather small, the error for a noisy voltage is a factor of 50 higher than
the one for a clean synthetic voltage. The model order K, thus, in the case of
application for quasi-stationary noisy signals can be freely selected depending on
the number of harmonics to be estimated. The very high model order with heavy
computational burden is not necessary if only several power harmonic components
are of interest.
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Figure 4: rms errors vs. model order. Note that there is a factor 50 difference
in vertical scale between the two graphs.
4.2 Evaluate the performance of ESPRIT and MUSIC
using semi-synthetic data
In order to evaluate the performance of ESPRIT and MUSIC, a synthetic signal
consisting of two sinusoids (50Hz, 1 pu and 150Hz, 0.3 pu) is generated. The set
of 366 extracted noise realizations are added to this synthetic signal to create a
set of 366 semi-synthetic noisy signals for each selected SNR. These semi-synthetic
sequences are then used to evaluate the harmonic model using ESPRIT and MUSIC
algorithms. The means and the standard deviations of the estimated parameters
from these 366 noisy signal with different noise levels (SNRs) are then calculated.
The results for frequency estimation using the two algorithms are plotted in Figure
5 and Figure 6 for the 50-Hz component and the 150-Hz component, respectively.
From the figure, one can see that the estimated frequencies converge to the
ground-truth frequencies with the increase of SNR (or the decrease of noise level).
A systematic over-estimation is observed for MUSIC and a slight under-estimation
is observed for ESPRIT. Table 1 shows the estimated parameters of the two al-
gorithms at two selected noise levels: SNR = ∞ (no noise), and SNR = 33.17 dB
(natural noise). In a similar way, amplitude estimation results are presented in
Figure 7, Figure 8, and Table 2.
From the results, one can see that for the dominant fundamental component,
the mean values tend to be stable at different noise levels but the standard de-
viations increase with increase of noise level. For the third harmonic component,
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Figure 5: Frequency estimation results for the 50-Hz component. The red
points represent the case of SNR= 33.17 dB which corresponds to
the case the extracted noise is directly added to the synthetic signal
(natural noise).
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Figure 6: Frequency estimation results for the 150-Hz component.
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Table 1: Frequency estimates for no-noise and natural-noise scenarios
(µ: mean value; σ: standard deviation; f1, f2: frequencies).
SNR=∞ (no noise) SNR = 33.17 dB (natural noise)
f1 f2 µ(f1) σ(f1) µ(f2) σ(f2)
MUSIC 49.99 149.99 50.08 0.12 150.92 0.32
ESPRIT 50.00 150.00 49.99 8e-4 150.00 7e-4
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Figure 7: Amplitude estimation results for the 50-Hz component.
Table 2: Amplitude estimates for no-noise and natural-noise scenarios
(µ: mean value; σ: standard deviation; A1, A2: amplitudes).
SNR=∞ (no noise) SNR = 33.17 dB (natural noise)
A1 A2 µ(A1) σ(A1) µ(A2) σ(A2)
MUSIC 0.9765 0.318 0.9755 0.0130 0.3182 0.0024
ESPRIT 1.00 0.30 0.9984 0.0129 0.3018 0.0014
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Figure 8: Amplitude estimation results for the 150-Hz component.
overestimation is observed for both algorithms. This is due to the contribution of
the third harmonic component in the noise. MUSIC shows consistent underesti-
mation for the dominant component and overestimation for the weak component.
In order to observe the performance at the natural noise scenario, the estimates
of the two algorithms under this noise level for 366 realizations are presented in
Figure 9, Figure 10. The estimates corresponding to the maximum error are given
in Table 3.
Table 3: Frequency and amplitude estimates corresponding to the maximum
error under natural noise scenario.
f1 f2 A1 A2
MUSIC 50.56 152.43 0.957 0.4265
(1.11%) (1.62%) (4.303%) (42%)
ESPRIT 49.98 149.98 1.022 0.3067
(0.04%) (0.01%) (2.2%) (2.23%)
The results show that ESPRIT shows very good and stable performance over
different noise realizations. The aim of this study is, however, not to compare
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Figure 9: Frequency estimates of 150-Hz component at the natural noise
level.
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Figure 10: Amplitude estimates of 150-Hz component at the natural noise
level.
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the performance of the two algorithms as the settings for the two algorithms are
different: the signal subspace dimension is half of the data length for ESPRIT
and 10 (equal to the number of sinusoids to be estimated) for MUSIC. The aims
are to illustrate the evaluation method using semi-synthetic data and to show
that the performance of both ESPRIT and MUSIC is good enough under real
power-system noise. Table 3 shows that ESPRIT gives very good performance at
the natural noise level; the maximum error is 0.04% for frequency estimation and
2.23% for amplitude estimation. MUSIC gives higher error in most of the cases
and the maximum error is observed for the case of amplitude estimation for the
weak signal. This is due to the quite low signal subspace dimension setting.
4.3 Evaluate the performance of segmentation algo-
rithm
The proposed evaluation method is also applied to the segmentation algorithm
proposed in [9]. This segmentation algorithm calculates a forward (causal) and
backward (anti-causal) version of the Kalman filter residuals to very accurately
detect the location of transition segments. For the purpose of this study, the set
of 366 extracted noise realizations is added to a synthetic fast transition obtained
by multiplying a sine wave with a step transition at time T0 to create 366 tran-
sition sequences. The next step is to apply the segmentation algorithm to these
sequences to evaluation its performance. The difference (error E) between T0 and
the estimated transition instant (Tˆ0) is used to evaluate the performance. In the
case of no noise, the error E is 5 samples (0.5ms as the sampling frequency is
10 kHz). The evaluation results are shown in Figure 11.
The top plot in Figure 11 shows that the mean error in most of the cases are
very close to 5 samples which is the error of the case of no noise. The standard
deviations show systematic decrease with increase of SNR. The estimates in the
case of natural noise are presented in the bottom plot of Figure 11 which vary
from 2 samples to 8 samples. The results show that the segmentation algorithm
is not significantly impacted by the presence of noise. In contrast, the presence of
noise somewhat reduces the estimation error; this is due to the fact that when the
noise increases, the model unfit increases which leads to increases in the detection
parameter making it easier to detect the transition point. However, this does not
imply that the overall performance of the segmentation algorithm is better with
the presence of noise. At higher noise levels, the possibility of false alarm increases
(Reference [9] is recommended for complete understanding of this issue).
5 Conclusion and Future Work
A systematic method has been proposed to evaluate the performance of signal-
processing techniques in power-system applications. The method combines syn-
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Figure 11: Estimation errors for segmentation algorithm.
thetic signals with a large number of measured noise realizations. The method is
motivated by the real world scenarios of non-white noise, where we propose to use
synthetic data embedded in measurement noise to make the data close to the real
world situation. Since non-white noise does not fit to the white noise assumption
in the harmonic model, performance evaluation is conducted and shown in this
paper in terms of mean and variance of the estimation under different estimation
techniques in several applications. This evaluation method could be used to evalu-
ate the performance of any estimation techniques applied to power-system voltages
and currents.
The study shows that the algorithms behave differently under measured noise.
In the case that Kalman filter is applied to quasi-stationary signal under harmonic
models, the rms errors between the input and the estimated signals are rather
small. If a few harmonics of power frequency are interested, it is not necessary
to have high model order to reduce computational load. Further, mean estimates
and standard deviations for semi-synthetic sequences under different SNRs and
realizations are studied to show the impact of measured noise in power systems on
the performance of ESPRIT and MUSIC algorithms. The results show that both
ESPRIT and MUSIC give estimations with acceptable error under natural noise
scenario and their application to power-system data is still feasible. In the case of
evaluation of the segmentation algorithm, the influence of the measured noise on
the performance of the algorithm is not significant. The study presented in this
paper has also shown that it is possible to evaluate signal-processing algorithms
under realistic noise situations and that such an evaluation provides additional
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information beyond evaluating using white noise.
A large number of noise realizations have been used in this study to evalu-
ate the algorithms but they all are collected from one measurement point. It is
more interesting to observe the performance of the algorithm subjected to noise
sequences obtained from various locations and voltage levels. Another issue to
study next is to look at the influence of the broadband components around the
fundamental frequency by applying different filtering techniques to remove the
fundamental frequency.
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