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Chapitre 1
Introduction
1.1 Quelques rappels sur les EDSR
1.1.1 Explications sur la forme générale des EDSR
Considérons un mouvement brownien W, k-dimensionnel, défini sur un espace probabilisé com-
plet (Ω,F ,P), dont on note (Ft)t∈[0,T] la filtration naturelle augmentée. Il serait alors naturel d’ap-
peler équation différentielle stochastique rétrograde (abrégée en EDSR) le problème suivant :{
dYt = − f (t, Yt)dt, t ∈ [0, T],
YT = ξ,
(1.1)
où ξ est une variable aléatoire réelle FT-mesurable, c’est-à-dire, une variable aléatoire réelle dont la
valeur est connue lorsqu’on dispose de l’information disponible à l’instant T. Cet instant T est appelé
horizon de l’EDSR (1.1). Parmi les EDSR de cette forme, on peut, par exemple, souhaiter résoudre :{
dYt = 0, t ∈ [0, T],
YT = ξ.
(1.2)
Le processus constant Yt = ξ, t ∈ [0, T] semble être un bon candidat pour être solution de l’équa-
tion (1.2). Pourtant, il présente l’inconvénient majeur de ne pas être adapté, dès lors que la variable
aléatoire terminale ξ n’est pas F0-mesurable. En effet, cela signifierait alors que la valeur prise par
le processus Y au temps 0 dépendrait d’évènements postérieurs à cet instant. Il s’agit d’une situation
qu’on souhaite éviter, et, par conséquent, on impose au processus solution d’une EDSR d’être adapté
à la filtration (Ft)t∈[0,T]. Pour considérer un processus adapté à une filtration sans modifier sa valeur
terminale (au temps T), une méthode possible est de considérer son espérance conditionnellement à
l’information disponible à chaque instant. Définissons donc un nouveau processus Y′ par la formule :
Y′t = E [Yt|Ft] = E [ξ|Ft] .
On souhaiterait alors pouvoir différentier temporellement Y′t ; mais ceci n’est pas immédiatement
possible, au vu de sa définition. Néanmoins, le théorème de représentation des martingales brow-
niennes de carré intégrable nous fournit l’existence d’un processus (Zt)t∈[0,T], à valeurs dans Rm×k,
prévisible par rapport à la filtration (Ft)t∈[0,T], et tel que :
E [ξ|Ft] = E[ξ] +
∫ t
0
Zs dWs,
si on suppose préalablement que E
[
ξ2
]
< ∞. Ainsi, le couple (E [ξ|Ft] , Zt) résout l’EDSR :{
dYt = Zt dWt, t ∈ [0, T],
YT = ξ.
(1.3)
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Cette difficulté liée à l’adaptabilité de la solution rend donc naturel le fait d’appeler EDSR toute
équation du type :
Yt = ξ +
∫ T
t
f (s, Ys, Zs) ds−
∫ T
t
Zs dWs, t ∈ [0, T], (1.4)
où la fonction f : Ω× [0, T]×Rm×Rm×k → Rm est mesurable pour les tribus P ⊗B(Rm)⊗B(Rm×k)
et B(Rm), P désignant la tribu des évènements prévisibles. On dit que la fonction f est le générateur
de l’EDSR (1.4).
Définition 1.1. On appelle solution de l’EDSR (1.4) tout couple de processus (Y, Z) à valeurs dans
Rm ×Rm×k, où Y est continu et adapté, où Z est prévisible, et tel que P-p.s., pour tout t ∈ [0, T], on
a : ∫ T
0
[
| f (s, Ys, Zs)|+ |Zs|2
]
ds < ∞ et Yt = ξ +
∫ T
t
f (s, Ys, Zs) ds−
∫ T
t
Zs dWs.
1.1.2 Théorème fondamental
La première apparition des EDSR dans la littérature remonte à un article de Bismut [7], dans
lequel était traité le cas des EDSR à générateur linéaire. Toutefois, le résultat fondamental dans la
théorie des EDSR a été prouvé par Pardoux et Peng dans leur article [49], et permet de traiter le cas
d’équations dont le générateur n’est pas linéaire, mais seulement lipschitzien en y et en z.
Théorème 1.2 (Pardoux, Peng - 1990). Supposons le générateur f lipschitzien par rapport à (y, z), unifor-
mément en (t,ω), et
E
[
|ξ|2 +
∫ T
0
| f (s, 0, 0)|2 ds
]
< ∞. (1.5)
Alors l’EDSR (1.4) admet une unique solution telle que le processus Z soit de carré intégrable.
On constate une grande proximité entre les hypothèses du théorème 1.2 et celles du théorème de
Cauchy-Lipschitz pour la résolution globale d’équations différentielles ordinaires. La preuve qui en
est faite dans [49] est principalement basée sur l’utilisation du lemme de Gronwall. Néanmoins, il est
possible d’utiliser un argument de point fixe, en considérant un espace complet adéquat (voir à ce
propos l’article [25] d’El Karoui, Peng et Quenez en 1997).
Par la suite, ce résultat a pu être amélioré par divers affaiblissements d’hypothèses. Par exemple,
dans [52], en utilisant notamment des arguments de point fixe et le lemme de Gronwall, Pardoux
remplace dans les hypothèses le fait que le générateur soit lipschitzien en y par une hypothèse de
continuité en y et la condition de monotonie suivante :
〈y− y′, f (t, y, z)− f (t, y′, z)〉 6 −µ|y− y′|2, P-p.s., (1.6)
où µ est un nombre réel indépendant de t, y, y′ et z. L’approche de Pardoux a ensuite été généralisée
au cas Lp, avec p > 1, dans [8], c’est-à-dire, lorsqu’on remplace la condition (1.5) par :
E
[
|ξ|p +
∫ T
0
| f (s, 0, 0)|p ds
]
< ∞.
Il est à noter que le cas p = 1 est également étudié dans [8].
D’autres améliorations ont pu être menées dans le cas unidimensionnel (k = 1). En effet, quand
Y est un processus à valeurs réelles, on dispose du théorème de comparaison, dont la première
apparition remonte à [55].
Théorème 1.3 (Théorème de comparaison - Peng - 1992). Soient (ξ1, f 1) et (ξ2, f 2) deux couples vérifiant
les hypothèses du théorème 1.2 ; on désigne par (Y1, Z1) et (Y2, Z2) les solutions associées à ces jeux de données.
Si on suppose que :
• ξ1 > ξ2 P-p.s. ;
• f 1 (t, Y2t , Z2t ) > f 2 (t, Y2t , Z2t ) dP⊗ dt-p.p. ;
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alors P-p.s., pour tout t ∈ [0, T], Y1t > Y2t . De plus, la comparaison est stricte : si Y10 = Y20 , alors Y1 = Y2
P-p.s.
À l’aide du théorème de comparaison, Lepeltier et San Martín construisent dans [39] des solu-
tions maximales et minimales dans le cas où le générateur est supposé uniquement continu et à
croissance linéaire selon y et z. Aussi, c’est ce résultat qui a permis l’émergence de la théorie des
EDSR quadratiques. On appelle EDSR quadratiques les EDSR dont le générateur est supposé non
plus lipschitzien en z mais à croissance quadratique en z. Les premiers travaux dans ce domaine sont
dus à Kobylanski [38]. N’ayant pas travaillé sur ce sujet, le lecteur est renvoyé vers la thèse [31] pour
une introduction détaillée à ce domaine.
1.1.3 Passage à l’horizon infini
Une autre source d’enrichissements du théorème 1.2 de Pardoux et Peng a consisté à s’intéresser
à l’horizon T de l’EDSR.
En utilisant l’hypothèse de monotonie (1.6), Peng s’intéresse dans [54] à une EDSR d’horizon
aléatoire, c’est-à-dire une EDSR dont la condition terminale est Yτ = ξ, où τ est un temps d’arrêt ;
autrement dit :
Yt = ξ +
∫ τ
t∧τ
f (s, Ys, Zs) ds−
∫ τ
t∧τ
Zs dWs, t ∈ [0, T]. (1.7)
Les travaux de Peng sur les EDSR d’horizon aléatoire ont été ensuite poursuivis par ceux de
Darling et Pardoux [21]. En supposant que le générateur satisfait l’hypothèse de monotonie (1.6),
qu’il est lipschitzien en z, continu en y et qu’il vérifie une majoration du type :
∀t ∈ R+, ∀y ∈ Rm, ∀z ∈ Rm×k, | f (t, y, z)| 6 ft + C(|y|+ |z|),
où la constante C et le processus positif ( ft)t>0 vérifient les conditions suivantes :
E
[
|ξ|2 +
∫ τ
0
f 2t dt
]
< ∞ et µ >
C2
2
,
ils montrent que l’EDSR :
Yt = ξ +
∫ τ
t∧τ
f (s, Ys, Zs) ds−
∫ τ
t∧τ
Zs dWs, t > 0, (1.8)
admet une unique solution telle que Z est un processus de carré intégrable sur [0, τ].
Mentionnons également le résultat de Briand et Hu [9], obtenu dans le cas unidimensionnel. En
supposant que ξ = 0, que f est uniformément lipschitzienne en y et z, et monotone en y et que
l’application f (•, 0, 0) est bornée, ils montrent que l’EDSR (1.8) admet une unique solution telle que
Y est continu borné et Z est de carré localement intégrable sur [0, τ]. Il est à souligner que, dans leurs
travaux, Briand et Hu supposent seulement µ > 0, hypothèse de monotonie plus faible que dans
[21]. Par la suite, ceci a été généralisé par Royer [57].
En prenant une condition terminale nulle et un horizon infini, on obtient l’EDSR suivante :
Yt =
∫ +∞
t
f (s, Ys, Zs) ds−
∫ +∞
t
Zs dWs, t > 0. (1.9)
Par soustraction, la formulation (1.9) équivaut à :
Yt = YT +
∫ T
t
f (s, Ys, Zs) ds−
∫ T
t
Zs dWs, 0 6 t 6 T < ∞, (1.10)
et cette dernière écriture permet notamment de n’avoir à évoquer qu’une intégrabilité locale pour le
processus |Z|2, à la manière du résultat de Briand et Hu [9].
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1.1.4 EDSR markoviennes
Un autre champ largement étudié est celui des EDSR markoviennes. Ici, le générateur et la condi-
tion terminale ne dépendent de l’aléa ω que par le biais d’un processus solution d’une EDS. Consi-
dérons l’EDS issue de x à l’instant t :
Xt,xs = x +
∫ s
t
b(r, Xt,xr )dr +
∫ s
t
σ(r, Xt,xr )dWr, s > t. (1.11)
Pourvu que b et σ soient globalement lipschitziens, on sait que cette EDS admet une unique
solution (à ce propos, voir par exemple [19]). En se donnant deux fonctions déterministes f et g, on
souhaite considérer l’EDSR :
Yt,xs = g
(
Xt,xT
)
+
∫ T
s
f
(
r, Xt,xr , Y
t,x
r , Z
t,x
r
)
dr−
∫ T
s
Zt,xr dWr, s ∈ [t, T]. (1.12)
Pardoux et Peng se sont intéressés à ces EDSR dans [50]. La qualification d’EDSR markovienne
provient du fait qu’en utilisant l’unicité de la solution à l’EDSR, et la propriété de Markov vérifiée
par le processus X, la solution de (1.12) vérifie les relations :
Yt,X
r,x
t
s = Yr,xs et Z
t,Xr,xt
s = Zr,xs .
Par ailleurs, le système formé par les équations (1.11) et (1.12) est dit découplé, car les processus
Y et Z n’apparaissent pas dans l’EDS ; le cas de systèmes couplés a également été étudié (voir l’article
de Ma, Protter et Yong [42]). Les EDSR markoviennes sont également étudiées en horizon infini (voir
par exemple [36]).
1.1.5 Des motivations diverses pour l’étude des EDSR
Les différentes applications des EDSR (résolution d’EDP, de problèmes de contrôle stochastique
ou de mathématiques financières) ont contribué à apporter davantage d’intérêt à l’étude des EDSR
depuis le théorème fondamental de Pardoux et Peng [49].
Résolution d’EDP de Hamilton-Jacobi-Bellman via la formule de Feynman-Kac
Considérons l’EDP linéaire :{
∂tu(t, x) + Lu(t, x) + K(t, x)u(t, x) = 0, t ∈ [0, T], x ∈ Rd,
u(T, x) = g(x), x ∈ Rd, (1.13)
où L est un opérateur différentiel du second ordre, agissant sur les fonctions suffisamment régulières
par la formule :
Lh(t, x) := 1
2
tr
(
σ(t, x)σ(t, x)∗∇2h(t, x)
)
+ 〈b(t, x),∇h(t, x)〉, (1.14)
et où b : Rd → Rd et σ : Rd → Rd×k. Par la formule d’Itô, l’opérateur différentiel L est relié à l’EDS :
Xt,xs = x +
∫ s
t
b
(
r, Xt,xr
)
dr +
∫ s
t
σ
(
r, Xt,xr
)
dWr. (1.15)
Alors, si les entrées b, σ, K et g vérifient certaines hypothèses, on peut montrer que la fonction :
u : (t, x) 7→ E
[
e
∫ T
t K(r,X
t,x
r )drg
(
Xt,xT
)]
(1.16)
est solution classique de l’EDP (1.13). Ce résultat a été démontré bien avant le développement de la
théorie des EDSR (voir [37]).
Pardoux et Peng [50] font le lien entre les EDSR markoviennes et les EDP semi-linéaires parabo-
liques du type :{
∂tu(t, x) + Lu(t, x) + f (t, x, u(t, x), (∇u.σ)(t, x)) = 0, t ∈ [0, T], x ∈ Rd,
u(T, x) = g(x), x ∈ Rd. (1.17)
8
Théorème 1.4 (Pardoux, Peng - 1992). Si u ∈ C1,2
(
[0, T]×Rd,R
)
est solution de l’EDP (1.17), alors,
pour tout (t, x) ∈ [0, T] × Rd, le couple
(
Yt,xs , Z
t,x
s
)
:=
(
u
(
s, Xt,xs
)
, (∇u.σ)
(
s, Xt,xs
))
est solution de
l’EDSR :
Ys = g
(
Xt,xT
)
+
∫ T
s
f
(
r, Xt,xr , Yr, Zr
)
dr−
∫ T
s
Zr dWr, s ∈ [t, T], (1.18)
où X est la diffusion de générateur infinitésimal L (voir (1.15)). Réciproquement, sous de bonnes hypothèses
de régularité sur l’ensemble des paramètres, la fonction u : (t, x) 7→ Yt,xt est une fonction déterministe et est
solution classique de l’EDP (1.17).
Remarque 1.5. On retrouve effectivement la formule de Feynman-Kac (1.16) dans le cas où on prend
pour générateur la fonction f : (t, x, y, z) 7→ K(t, x)y.
Le sens direct du théorème 1.4 se prouve à l’aide de la formule d’Itô. Les hypothèses de régularité
du théorème précédent peuvent être assouplies ; cela impose en contrepartie de travailler avec des
solutions de viscosité, et cela nécessite d’avoir démontré au préalable un théorème de comparaison
(comme le théorème 1.3).
Définition 1.6. On appelle solution de viscosité de l’EDP (1.17) toute fonction u satisfaisant :
• u est continue et vérifie u(T, •) = g ;
• pour toute fonction φ ∈ C1,2
(
[0, T]×Rd,R
)
, et pour tout point (t0, x0) de maximum local de
u− φ, on a
∂tφ (t0, x0) + Lφ (t0, x0) + f (t0, x0, u (t0, x0) , (∇φ.σ) (t0, x0)) > 0;
• pour toute fonction φ ∈ C1,2
(
[0, T]×Rd,R
)
, et pour tout point (t0, x0) de minimum local de
u− φ, on a
∂tφ (t0, x0) + Lφ (t0, x0) + f (t0, x0, u (t0, x0) , (∇φ.σ) (t0, x0)) 6 0.
La justification de cette définition repose sur le principe du maximum ; on renvoie à [2] pour
plus de détails. L’obtention d’une formule de Feynman-Kac est une problématique présente dans la
plupart des articles traitant d’EDSR déjà mentionnés.
Application à un problème de contrôle stochastique
Les problèmes de contrôle stochastique (voir par exemple [27]) consistent généralement en la
minimisation du coût d’un processus solution d’une EDS sur laquelle on a la possibilité d’exercer un
contrôle. Plus précisément, considérons l’EDS suivante :
Xx,at = x +
∫ t
0
[b (s, Xx,as ) + R (s, X
x,a
s , as)] ds +
∫ t
0
σ (s, Xx,as ) dWs, t ∈ [0, T], (1.19)
où le contrôle qu’on peut exercer se traduit par le processus (at)t∈[0,T] prenant ses valeurs dans un
espace métrique séparable U, et où R est la fonction traduisant l’impact de notre contrôle au sein de
l’EDS. On définit une fonction appelée coût (et qu’on souhaite donc minimiser) :
J(x, a) = E
[
g
(
Xx,aT
)
+
∫ T
0
L (s, Xx,as , as) ds
]
.
Dans le cas où σ ne prend que des valeurs inversibles, on définit l’hamiltonien de ce problème de
contrôle stochastique par :
f (t, x, z) = inf
a∈U
{
L(t, x, a) + zσ(t, x)−1R(s, x, a)
}
.
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On considère alors le processus Xx, solution de l’EDS (1.19) avec R ≡ 0, et l’EDSR markovienne
générée par l’hamiltonien f et de condition terminale définie par g :
Yxt = g (X
x
T) +
∫ T
t
f (s, Xxs , Z
x
s ) ds−
∫ T
t
Zxs dWs, t ∈ [0, T]. (1.20)
En remarquant que Yx0 est égal à son espérance (car non-aléatoire), on montre facilement que
Yx0 6 J(x, a) pour tout contrôle a. De plus, à l’aide de quelques hypothèses supplémentaires, le lemme
de Filippov (voir [45]) permet de montrer l’existence d’un contrôle optimal a vérifiant J(x, a) = Yx0 ,
et exprimer at comme fonction déterministe de Xxt et Z
x
t .
Avant l’émergence des EDSR, et dans un cadre plus restreint, de tels problèmes avaient déjà été
étudiés à l’aide d’EDS (voir à ce titre [1]).
Application en mathématiques financières
Considérons ici un investisseur souhaitant répartir sa richesse parmi différents actifs. Le marché
auquel il a accès est constitué :
• d’une obligation sans risque, de rendement rt et de valeur unitaire P0t , satisfaisant l’EDS :
dP0t = rtP
0
t dt;
• de k actions, cotées en continu, et de valeurs unitaires notées P1t , . . . , Pkt satisfaisant, pour tout
1 6 i 6 k :
dPit = P
i
t
(
bit dt +
k
∑
j=1
σ
i,j
t dW
j
t
)
.
Les processus r, b et σ sont supposés bornés et prévisibles, et, par ailleurs, la fonction t 7→ σ−1t
est bornée. On suppose également que l’investisseur est suffisamment petit pour que ses transactions
n’affectent pas le marché. On note Vt la valeur totale de ses investissements à la date t et, pour tout
1 6 i 6 k, piit désigne la somme investie sur l’action i. Enfin, la somme investie sur l’obligation est
notée ρt. On suppose que l’investisseur n’effectue ni retrait ni versement (stratégie auto-financée) et
sa richesse vérifie donc l’équation :
dVt =
ρt
P0t
dP0t +
n
∑
i=1
piit
Pit
dPit .
Dans [25], les auteurs montrent que le processus V vérifie alors l’EDS :
dVt = rtVt dt + pi∗t σt(θt dt + dWt), (1.21)
où le processus θ est appelé prime de risque et vérifie dP⊗dt p.p. l’égalité θt = σ−1t (bt− rt1), 1 étant
le vecteur de Rk dont toutes les composantes valent 1.
Définition 1.7. On appelle stratégie auto-financée tout couple (V,pi) satisfaisant P-p.s. :
dVt = rtVt dt + pi∗t σt(θt dt + dWt) et
∫ T
0
|pi∗t σt|2 dt < ∞.
Cette stratégie est dite réplicable lorsque la richesse Vt est P-p.s. positive ou nulle à chaque instant.
Une option européenne est un contrat qui paie un montant ξ à une date de maturité fixée T (où ξ
est une variable aléatoire FT-mesurable). La valeur d’une telle option est fixée suivant le principe sui-
vant : si on investit la valeur initiale de l’option parmi les actifs proposés, le montant du portefeuille
à l’instant T doit être juste suffisant pour garantir le paiement de ξ.
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Définition 1.8. On appelle stratégie de couverture de ξ toute stratégie auto-financée réplicable (V,pi),
et telle que VT = ξ. On note H(ξ) l’ensemble des stratégies de couverture de ξ ; si cet ensemble est
non-vide, on dit alors que ξ est couvrable. Le prix équitable de l’option européenne payant ξ à
maturité T est défini, lorsque ξ est couvrable, par :
Xt = inf {x > 0|∃(V,pi) ∈ H(ξ), Vt = x} .
Avant même le théorème fondamental de Pardoux et Peng en 1990, il était possible de résoudre
des EDSR linéaires d’horizon fini, ce qui menait au résultat qui suit (démontré dans [25]).
Proposition 1.9. Soit ξ une variable aléatoire positive, FT-mesurable et de carré intégrable. Alors, il existe
une unique stratégie de couverture de ξ, notée (X,pi), c’est-à-dire vérifiant :
dXt = (rtXt + pi∗t σtθt)dt + pi∗t θt dWt et XT = ξ.
Le processus X désigne à chaque instant le prix équitable de l’option européenne payant ξ à maturité T.
Par la suite, ce modèle a été enrichi. Par exemple, Cvitanic and Karatzas [18] ont considéré le cas
d’un investisseur ayant le droit d’emprunter de l’argent à chaque instant à un taux Rt. Ce processus R
est supposé prévisible et borné ; par ailleurs, Rt > rt, ce qui traduit le fait qu’il n’est pas raisonnable
d’emprunter de l’argent pour l’investir sur l’obligation. En conséquence, la stratégie (V,pi) satisfait
alors l’équation :
dVt = rtVt dt + pi∗t σt(θt dt + dWt)− (Rt − rt)
(
Vt −
n
∑
i=1
piit
)−
dt,
le montant emprunté à l’instant t étant
(
Vt −∑ni=1 piit
)−.
Le résultat suivant est énoncé dans le cadre présenté dans l’article de Cvitanic et Karatzas ; et il
se prouve à l’aide du théorème de résolution des EDSR non-linéaires de Pardoux et Peng.
Proposition 1.10. Soit ξ une variable aléatoire positive, FT-mesurable et de carré intégrable. Alors, il existe
une unique stratégie de couverture de ξ, notée (X,pi), c’est-à-dire vérifiant :
dXt =
rtXt + pi∗t σtθt +
(
Xt −
n
∑
i=1
piit
)− dt + pi∗t θt dWt et XT = ξ.
Le processus X désigne à chaque instant le prix équitable de l’option européenne payant ξ à maturité T,
l’émetteur de l’option étant autorisé à emprunter de l’argent au taux Rt.
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1.2 EDSR ergodiques
On a déjà évoqué en section 1.1.3 les EDSR d’horizon infini. Une hypothèse cruciale dans l’étude
de ces EDSR est la condition de monotonie (1.6). Évidemment, lorsque le générateur f ne dépend
plus de y (comme c’est le cas, par exemple, pour l’EDSR (1.20) visant à traiter le problème de contrôle
stochastique d’horizon fini), cette condition de monotonie n’est plus vérifiée. Les EDSR ergodiques,
introduites par Fuhrman, Hu et Tessitore [26], font apparaître une nouvelle inconnue λ, appelée
constante d’ergodicité, et sont de la forme :
Yt = YT +
∫ T
t
[ f (Xs, Zs)− λ] ds−
∫ T
t
Zs dWs, 0 6 t 6 T < ∞. (1.22)
La solution d’une EDSR ergodique est donc un triplet (Y, Z,λ) ; l’apparition de l’inconnue λ
peut-être conçue comme un relâchement compensatoire à la perte de monotonie en y de f .
Sous certaines hypothèses, Fuhrman, Hu et Tessitore font le lien entre ces EDSR ergodiques, et
des EDP ergodiques :
Lv(x) + f (x,∇v(x)σ) = λ, x ∈ E, (1.23)
d’inconnue (v,λ), et où l’opérateur différentiel L a été défini en (1.14). Notamment, ils construisent
une solution mild à cette EDPE à partir d’une solution de l’EDSRE (1.22), et réciproquement, ob-
tiennent une solution de l’EDSRE à l’aide d’une solution de l’EDPE. La notion de solution mild
(faisant intervenir une fonction seulement Gateaux-différentiable comme solution à un opérateur
différentiel du second ordre) en dimension infinie peut être remplacée en dimension finie par celle
de solution de viscosité, déjà abordée dans la définition 1.6.
Dans [26] sont également évoquées des questions d’unicité. On peut déjà remarquer que le pro-
cessus Y peut varier librement d’une constante et rester solution de (1.22) ; tout comme la fonction
v dans (1.23), cette équation ne faisant apparaître que les dérivées de v, et jamais la fonction v en
elle-même. Ainsi, sous de bonnes hypothèses, il est possible de montrer l’unicité de la constante λ
et l’unicité à une constante près du processus Y (et en parallèle, l’unicité à une constante près de la
fonction v).
Les EDSR ergodiques permettent également de traiter des problèmes de contrôle stochastique
ergodique, consistant à minimiser une fonction coût de la forme :
J(x, a) = lim sup
T→∞
1
T
E
[∫ T
0
L (Xas , as) ds
]
.
Plus tard, Hu, Madec et Richou [35], ont montré l’utilité des EDSR ergodiques dans la compré-
hension du comportement en temps long d’EDSR d’horizon fini.
Les EDSR ergodiques sont également utilisées pour leurs applications en mathématiques finan-
cières (voir à ce propos [13], [33] ou encore [41]).
1.2.1 Résultats connus
Le premier article portant sur les EDSR ergodiques est celui de Fuhrman, Hu et Tessitore [26].
L’EDS sous-jacente est la suivante :{
dXt = AXt dt + F (Xt) dt + G dWt, t > 0,
X0 = x,
(1.24)
où le processus solution prend ses valeurs dans un espace de Banach E, où A est le générateur d’un
semi-groupe de contractions fortement continu
(
etA
)
t>0, F est une fonction mesurable bornée, G
désigne un opérateur linéaire borné et W est un processus de Wiener.
La dérive doit vérifier une hypothèse assez forte : pour un certain η > 0, A + F + ηId est un
opérateur dissipatif ; sans rentrer dans le détail de la définition de la dissipativité d’opérateurs sur
les espaces de Banach généraux, ceci signifie, dans le cas particulier E = Rd que
∀x, x′ ∈ E, 〈x− x′, A(x− x′) + F(x)− F(x′)〉 6 −η|x− x′|2.
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Ceci permet alors de montrer que les trajectoires prises par X se resserrent à vitesse exponentielle :
∀t > 0, ∀x, x′ ∈ E,
∣∣∣Xxt − Xx′t ∣∣∣ 6 e−ηt|x− x′|. (1.25)
Puis, ils introduisent l’EDSR auxiliaire d’horizon infini :
Yx,αt = Y
x,α
T +
∫ T
t
[ f (Xxs , Z
x,α
s )− αYx,αs ] ds−
∫ T
t
Zx,αs dWs, 0 6 t 6 T < ∞, (1.26)
où la fonction f est supposée lipschitzienne par rapport à x et z et où f (•, 0) est supposée bornée.
L’EDSR (1.26) est donc une EDSR d’horizon infini à générateur monotone en y. Ce type d’EDSR
a déjà été étudié par Briand et Hu [9], puis par Royer [57]. On sait donc qu’elle admet une unique
solution telle que Yx,α est un processus continu borné et Zx,α est localement de carré intégrable. De
plus, on dispose d’une borne explicite sur Yx,α : ‖ f (•,0)‖α . Ils définissent la fonction v
α : x 7→ Yx,α0 ,
puis, en utilisant la continuité de vα et la structure markovienne de l’EDSR, ils obtiennent la relation
Yx,αt = v
α (Xxt ).
L’étape suivante de leur raisonnement consiste à montrer que les fonctions vα sont uniformément
lipschitziennes (et forment donc, par conséquent, une famille équicontinue). Pour ce faire, après un
changement de mesure de probabilité adéquat, et après avoir calculé d(e−αt|Yxt − Yx
′
t |), ils montrent
que, sous une certaine mesure de probabilité P˜, pour tout T > 0,∣∣∣Yx0 −Yx′0 ∣∣∣ 6 e−αTE˜ [∣∣∣YxT −Yx′T ∣∣∣]+ E˜ [∫ T
0
e−αs
∣∣∣ f (Xxs , Zx,αs )− f (Xx′s , Zx,αs )∣∣∣ ds] ,
ce qui permet de conclure en faisant tendre T vers l’infini, en utilisant le fait que f est lipschitzien
selon x et le resserrement exponentiel des trajectoires de X.
Par une extraction diagonale, il est alors possible de construire une suite (αn)n de limite nulle,
telle que :
vαn(x) := vαn(x)− vαn(0) −→
n→∞ v(x) et αnv
αn(0) −→
n→∞ λ,
pour un réel λ convenable et une certaine fonction v : E→ R. Réécrivons alors l’équation (1.26) sous
la forme :
vαn (Xxt ) = v
αn (XxT)+
∫ T
t
[ f (Xxs , Z
x,αn
s )− αnvαn (Xxs )− αnvαn(0)] ds−
∫ T
t
Zx,αns dWs, 0 6 t 6 T < ∞.
(1.27)
En utilisant la formule d’Itô, les auteurs montrent alors que le processus Zx,αn admet lui aussi
une limite et, par convergence dominée, ils obtiennent :
v (Xxt ) = v (X
x
T) +
∫ T
t
[
f (Xxs , Z
x
s )− λ
]
ds−
∫ T
t
Zxs dWs, 0 6 t 6 T < ∞, (1.28)
et ont donc construit une solution à l’EDSR ergodique (1.22).
Par la suite, Debussche, Hu et Tessitore [22] ont cherché à affaiblir l’hypothèse de dissipativité.
Considérant toujours l’EDS sous-jacente (1.11) (à valeurs cette fois dans un espace de Hilbert H), ils
ont supposé que seul A + ηId était dissipatif (pour un certain η > 0), et que F était lipschitzien et
borné. L’opérateur A + F est alors dit faiblement dissipatif, et on perd le resserrement exponentiel
des trajectoires (1.25). Pour y remédier, les auteurs établissent un basic coupling estimate, par des
arguments de couplage : ∣∣Pt[φ](x)−Pt[φ](x′)∣∣ 6 C (1+ |x|2 + |x′|2) e−νt, (1.29)
où φ est une fonction mesurable bornée quelconque et où P désigne le semigroupe de Kolmogorov
de X, c’est-à-dire, Pt[φ](x) = E [φ (Xxt )]. Par ailleurs, ils expliquent qu’il n’est pas nécessaire de
supposer que F soit lipschitzien : il suffit que F soit borné et limite simple d’une suite de fonctions
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lipschitziennes bornées par une constante commune pour conserver un tel résultat. Dans ce cas,
l’EDS (1.11) admet seulement une solution faible (si l’espace de Hilbert H est de dimension finie)
ou une solution de martingale (si H est de dimension infinie). Le basic coupling estimate devient : si
(Xx, Wx) et (Xx
′
, Wx
′
) sont deux solutions de martingales sous des probabilités respectives Px et Px
′
,
alors : ∣∣∣Ex [φ (Xxt )]−Ex′ [φ (Xx′t )]∣∣∣ 6 C (1+ |x|2 + |x′|2) e−νt.
Le basic coupling estimate permet de montrer (sans avoir à supposer que le générateur f soit lip-
schitzien en x) que les fonctions vα : x 7→ Yx,α0 vérifient :
∃C > 0, ∀α > 0, ∀x, x′ ∈ H, ∣∣vα(x)− vα(x′)∣∣ 6 C (1+ |x|2 + |x′|2) . (1.30)
Il est alors possible (moyennant quelques hypothèses supplémentaires : inversiblité de G et Gateaux-
différentiabilité de F), par une formule de Bismut-Elworthy (voir [28]), d’en déduire une borne sur
la différentielle de Gateaux de vα, puis, après utilisation du théorème des accroissements finis, d’ob-
tenir :
∃C > 0, ∀α > 0, ∀x, x′ ∈ H, ∣∣vα(x)− vα(x′)∣∣ 6 C (1+ |x|2 + |x′|2) |x− x′|. (1.31)
La construction d’une solution à l’EDSR ergodique (1.22) est alors similaire à celle de l’article [26].
Sous des hypothèses proches (le seul changement réside dans le fait que la fonction f (•, 0) n’est
plus supposée bornée, mais à croissance polynomiale de degré µ), Hu, Madec et Richou poursuivent
l’étude des EDSR ergodiques dans [35]. Ils relient le comportement en temps long de l’EDSR d’hori-
zon fini :
YT,xt = g (X
x
T) +
∫ T
t
f
(
Xxs , Z
T,x
s
)
ds−
∫ T
t
ZT,xs dWs, t ∈ [0, T], (1.32)
où g est une fonction mesurable à croissance polynomiale de degré µ, à celui de l’EDSR ergodique :
Yxt = Y
x
T +
∫ T
t
[ f (Xxs , Z
x
s )− λ] ds−
∫ T
t
Zxs dWs, 0 6 t 6 T < ∞. (1.33)
En effet, la différence entre les équations (1.32) et (1.33) s’écrit :
YT,x0 −Yx0 − λT = g (XxT)− v (XxT) +
∫ T
0
[
f
(
Xxs , Z
T,x
s
)
− f (Xxs , Zxs )
]
ds−
∫ T
0
[
ZT,xs − Zxs
]
dWs.
(1.34)
Par un changement de probabilité (il est possible d’appliquer le théorème de Girsanov, car f est
supposée lipschitzienne selon z), et en prenant l’espérance, ils montrent alors que :∣∣∣YT,x0 −Yx0 − λT∣∣∣ 6 C (1+ |x|µ) , (1.35)
avec une constante C indépendante de T, ce qui permet de conclure sur le comportement au premier
ordre de YT,x0 : ∣∣∣∣∣YT,x0T − λ
∣∣∣∣∣ 6 C (1+ |x|µ)T .
Pour obtenir des résultats plus fins, ils définissent une nouvelle fonction par la relation :
wT(0, x) = Y
T,x
0 − λT −Yx0 .
L’équation (1.35) rend licite une extraction diagonale, et donc permet d’exhiber une suite (Ti)i crois-
sante et de limite infinie, telle que, sur un sous-ensemble dénombrable dense D de H, les fonctions
wTi convergent simplement sur D vers une certaine fonction w. L’utilisation de la formule de Bismut-
Elworthy fournit : ∣∣wT(0, x)− wT(0, x′)∣∣ 6 C (1+ |x|1+µ + |x′|1+µ) |x− x′|,
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et permet dans un premier temps d’étendre cette convergence simple à l’espace H tout entier. Ensuite,
le basic coupling estimate : ∣∣wT(0, x)− wT(0, x′)∣∣ 6 C (1+ |x|2 + |x′|2) e−νT ,
permet de montrer que la fonction limite w est forcément une constante (notée L dans la suite). Le
théorème d’Ascoli, le basic coupling estimate et un changement de probabilité permettent de passer de
la convergence de la sous-suite
(
wTi
)
à celle de toute la famille (wT), et d’obtenir le comportement
au second ordre :
YT,x0 − λT −Yx0 −→T→∞ L. (1.36)
Enfin, les mêmes outils permettent d’obtenir le comportement au troisième ordre :∣∣∣YT,x0 − λT −Yx0 − L∣∣∣ 6 C (1+ |x|µ) e−νT . (1.37)
Ce comportement en temps long peut ensuite s’appliquer au comportement en temps long de la
solution de l’EDP (1.17), qu’on peut réécrire, après changement de temps t↔ T − t :{
∂tuT(t, x) = LuT(t, x) + f (t, x, uT(t, x), (∇uT .G)(t, x)), t ∈ [0, T], x ∈ Rd,
uT(0, x) = g(x), x ∈ Rd, (1.38)
ainsi qu’à la solution du problème de contrôle stochastique présenté en section 1.1.5.
1.2.2 Résultats nouveaux
Dans le chapitre 2, nous étendons les résultats de [35] au cas où l’EDS sous-jacente (à valeurs dans
un espace de dimension finie) possède un bruit multiplicatif non-borné. La démarche est similaire.
On considère l’EDS à valeurs dans Rd :
Xxt = x +
∫ t
0
Ξ (Xxs ) ds +
∫ t
0
σ (Xxs ) dWs, t > 0, (1.39)
où la dérive Ξ est supposée lipschitzienne et faiblement dissipative ; en particulier :
〈Ξ(x), x〉 6 η1 − η2|x|2;
et où σ : Rd → GLd(R) est lipschitzienne et telle que la fonction x 7→ σ(x)−1 est bornée. Notamment,
σ est à croissance au plus linéaire et vérifie une inégalité du type :
|σ(x)|2F 6 r1 + r2|x|2,
où | • |F désigne la norme de Frobenius sur l’ensemble des matrices de format d× d. Remarquons
que la dernière majoration peut être obtenue avec un coefficient r2 aussi proche de zéro que l’on
souhaite dans le cas particulier où σ est à croissance sous-linéaire :
|σ(x)|F 6 C (1+ |x|α) , α ∈]0, 1[,
en vertu de l’inégalité de Young.
Le principal changement dans l’étude de l’EDS demeure dans l’obtention du basic coupling esti-
mate. En effet, la méthode de couplage telle qu’utilisée dans [22] ou [35] échoue dans le cas d’un
bruit multiplicatif. Notre preuve est basée sur l’utilisation d’un théorème de mélange exponentiel
démontré dans [24]. Quand r2 est suffisamment petit par rapport à η2, c’est-à-dire, quand la faible
dissipativité de Ξ l’emporte sur la croissance linéaire de σ, nous montrons que les fonctions x 7→ |x|µ
sont des fonctions de Lyapunov pour l’opérateur L défini comme le générateur infinitésimal du se-
migroupe de Kolmogorov associé à l’EDS (1.39). On rappelle que L agit sur n’importe quelle fonction
φ de classe C2 par :
Lφ(x) := 1
2
tr
(
σ(x)σ(x)∗∇2φ(x)
)
+ 〈Ξ(x),∇φ(x)〉.
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L’autre propriété nécessaire à l’application de [24] est l’irréductibilité de X ; ce résultat bien connu
est par exemple démontré dans [20].
Nous résolvons ensuite l’EDSR ergodique :
Yxt = Y
x
T +
∫ T
t
[ψ (Xxs , Z
x
s )− λ] ds−
∫ T
t
Zxs dWs, 0 6 t 6 T < ∞, (1.40)
où la fonction ψ est globalement lipschitzienne par rapport à
(
x, zσ(x)−1
)
:∣∣ψ(x, z)− ψ(x′, z′)∣∣ 6 Kx|x− x′|+ Kz|zσ(x)−1 − z′σ(x′)−1|.
La raison pour laquelle on ne suppose pas ψ lipschitzienne par rapport à z trouve sa justification
dans l’étude du comportement en temps long, voir ci-après. À cause de ce changement par rapport
à [22] ou [35], l’utilisation d’une formule de Bismut-Elworthy devient plus technique et nécessite de
supposer que ψ est aussi lipschitzienne par rapport à x (hypothèse absente de [22] et [35]). Remar-
quons que dans le cas où σ est borné, cela revient exactement à supposer que ψ est lipschitzienne
par rapport à (x, z). Par ailleurs, on suppose que
√
r2Kz‖σ−1‖∞ + 12 r2 < η2 (hypothèse quantitative
permettant de s’assurer que la fonction x 7→ |x|2 est une fonction de Lyapunov pour L).
Notre méthode emploie des arguments similaires à [35] : l’étude se fait via l’EDSR auxiliaire :
Yα,xt = Y
α,x
T +
∫ T
t
[ψ (Xxs , Z
α,x
s )− αYα,xs ] ds−
∫ T
t
Zα,xs dWs, 0 6 t 6 T < ∞, (1.41)
dont la solution vérifie les mêmes estimées et converge de la même manière. Certaines preuves
nécessitent comme ingrédient supplémentaire une approximation des coefficients par des fonctions
plus régulières (ou par une suite de fonctions bornées en ce qui concerne σ).
Le comportement en temps long des EDSR de la forme :
YT,xt = g (X
x
T) +
∫ T
t
ψ
(
Xxs , Z
T,x
s
)
ds−
∫ T
t
ZT,xs dWs, t ∈ [0, T], (1.42)
demande, pour les second et troisième ordres, d’approximer les coefficients de l’EDS (1.39) et de
l’EDSR ergodique (1.40), ce qui rend la preuve plus technique. Par ailleurs, la preuve du second
ordre nécessite de pouvoir majorer une quantité du type :
sup
x∈Rd
|ψ(x,∇u.σ(x))− ψ(x,∇u˜.σ(x))|,
ce qui justifie, la fonction σ n’étant pas supposée bornée, notre hypothèse sur le caractère Lipschitz
de ψ. Sous de bonnes hypothèses sur la fonction g, on montre la vitesse de convergence :∣∣∣YT,x0 − λT −Yx0 − L∣∣∣ 6 C (1+ |x|p) e−νT .
Une fois obtenu ce résultat, il nous est possible de l’appliquer à la résolution d’un problème de
contrôle stochastique, ou au comportement en temps long de la solution d’une EDP.
Ce chapitre est organisé de la manière suivante. En section 2.3, nous étudions l’EDS (1.39), dont
la principale nouveauté réside dans l’obtention du basic coupling estimate. Dans la section 2.4, nous
montrons l’existence et l’unicité de la solution à l’EDSRE (1.40). Puis, la partie 2.5 est dédiée au
résultat de comportement en temps long des EDSR de la forme (1.42). En 2.6, nous évoquons deux
applications : un problème de contrôle stochastique ergodique, puis le comportement en temps long
de la solution de viscosité d’une EDP. Enfin, la section 2.7 est un appendice consacré au caractère
lipschitzien de la fonction vα définie à l’aide de l’EDSR auxiliaire (1.41).
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1.3 EDSR à sauts
Les EDSR évoquées depuis le début de cette introduction ont toutes un point commun : leur
solution fait apparaître un processus Y continu. La deuxième partie de cette thèse s’intéresse à des
EDSR ergodiques à sauts ; nous mentionnons donc dans cette section ce qu’est une EDSR à sauts et
quels sont les résultats principaux s’y rapportant.
Considérons un espace de Wiener-Poisson, c’est-à-dire un espace probabilisé complet, muni d’un
mouvement brownien W et d’une mesure aléatoire de Poisson homogène N (sur [0, T] ×Rl\{0}),
indépendante de W. De plus, on définit (Ft)t∈[0,T] comme étant la filtration engendrée par W et
N et augmentée de façon à satisfaire les hypothèses habituelles. Il est alors possible de définir un
processus Nt(A) (parfois aussi noté N(t, A)), pour tout A ⊂ Rl\{0} mesurable, comme étant le
nombre aléatoire de “sauts de taille A” jusqu’au temps t, c’est-à-dire, Nt(A) = N(t, A) = N ([0, t]×
A). De plus, on définit l’intensité du processus N par la relation :
ν(A) = E [N(1, A)] , (1.43)
et, dès que la quantité ν(A) est finie, l’homogénéité de N assure que le processus :
(N(t, A)− tν(A))t∈[0,T]
est une martingale. On appelle ν la mesure intensité de N et on définit le processus de Poisson
compensé par :
N˜(t, A) := N(t, A)− tν(A).
Adapté à ce cadre, le théorème de représentation des martingales nous invite à résoudre des
EDSR de la forme :
Yt = ξ +
∫ T
t
f (s, Ys, Zs, Us) ds−
∫ T
t
Zs dWs −
∫ T
t
∫
Rl\{0}
Us(e) N˜(ds, de), t ∈ [0, T], (1.44)
et dont on cherche des solutions (Y, Z, U) vérifiant :
• Y est un processus adapté, càdlàg et tel que E
[
sup
s∈[0,T]
|Ys|2
]
< ∞ ;
• Z est un processus prévisible et tel que E
[∫ T
0
|Zs|2 ds
]
< ∞ ;
• U est un processus P ⊗B(Rl\{0})-mesurable et tel que E
[∫
[0,T]×Rl\{0}
|Us(e)|2 ν(de)ds
]
< ∞,
où P désigne l’ensemble des évènements prévisibles sur Ω× [0, T].
1.3.1 Résultats connus
Similairement au théorème 1.2 de Pardoux et Peng, Tang et Li [58] démontrent l’existence et
l’unicité pour des équations de la forme (1.44).
Théorème 1.11 (Tang, Li - 1994). Supposons le générateur f lipschitzien par rapport à (y, z, u), uniformé-
ment en (t,ω), et
E
[
|ξ|2 +
∫ T
0
| f (s, 0, 0, 0)|2 ds
]
< ∞. (1.45)
Alors l’EDSR (1.44) admet une unique solution.
Par la suite, d’autres résultats connus dans le cadre d’EDSR d’horizon fini sur un espace de
Wiener ont été étendu aux EDSR à sauts.
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Buckdahn et Pardoux [11] se sont intéressés à l’étude d’EDSR markoviennes à sauts. En se don-
nant des fonctions suffisamment régulières et la solution d’une EDS :
Xxt = x +
∫ t
0
b (Xxs ) ds +
∫ t
0
σ (Xxs ) dWs +
∫ t
0
∫
Rl\{0}
β
(
Xxs− , e
)
N˜(ds, de), t > 0, (1.46)
la formule d’Itô fournit une passerelle entre l’EDSR :
Yxt = g (X
x
T) +
∫ T
t
f (Xxs , Y
x
s , Z
x
s , U
x
s ) ds−
∫ T
t
Zxs dWs −
∫ T
t
∫
Rl\{0}
Uxs (e) N˜(ds, de), t ∈ [0, T],
(1.47)
et l’équation intégro-différentielle partielle (EIDP) :{
∂tu(t, x) + Lu(t, x) + f (x, u(t, x), (∇u.σ)(t, x), u(t, x + β(x, •))− u(t, x)) = 0, t ∈ [0, T], x ∈ Rd,
u(T, x) = g(x), x ∈ Rd,
(1.48)
et où L désigne le semigroupe de Kolmogorov de l’EDS (1.46), c’est-à-dire, pour tout φ de classe C2 :
Lφ(x) = 1
2
tr
(
σ(x)σ(x)∗∇2φ(x)
)
+ 〈b(x),∇φ(x)〉
+
∫
Rl\{0}
[φ(x + β(x, e))− φ(x)− 〈β(x, e),∇φ(x)〉] ν(de).
Comme dans le cas des EDSR définies sur un espace de Wiener, l’étape suivante consiste à affaiblir
les hypothèses de régularité et à considérer des solutions de viscosité. C’est l’objet de l’article [3]
de Barles, Buckdahn et Pardoux. La preuve du théorème de comparaison qui suit est basée sur la
formule d’Itô et s’obtient de la même manière que la preuve du théorème 1.3.
Théorème 1.12 (Barles, Buckdahn, Pardoux - 1997). Soit h : Ω× [0, T]×R×Rd×R→ R une fonction
P ⊗ B(R×Rd ×R)-mesurable, satisfaisant les hypothèses suivantes :
1. E
[∫ T
0
|h(t, 0, 0, 0)|2 dt
]
< ∞ ;
2. q 7→ h(t, y, z, q) est croissante, quel que soit (ω, t, y, z) ;
3. h est lipschitzienne par rapport à (y, z, q) uniformément en (t,ω).
De plus, soit γ : Ω× [0, T]×Rl\{0} → R une fonction P ⊗ B(Rl\{0})-mesurable vérifiant :
∀e ∈ Rl\{0}, 0 6 γt(e) 6 C(1∧ |e|).
On pose
f (t, y, z, u) = h
(
t, y, z,
∫
Rl\{0}
u(e)γt(e) ν(de)
)
,
et on considère deux conditions terminales de carré intégrable ξ1 et ξ2. On désigne par
(
Yi, Zi, Ui
)
la solution
de l’EDSR associée au jeu de données
(
ξ i, f
)
, pour i = 1 ou 2. Si ξ1 > ξ2 P-p.s., alors P-p.s., pour tout
t ∈ [0, T], Y1t > Y2t .
Ce théorème de comparaison impose le fait que le générateur f doive dépendre du processus
U d’une façon bien spécifique ; les auteurs de [3] fournissent un contre-exemple qui montre que ce
théorème de comparaison n’est pas vrai si on autorise f à dépendre de U de façon quelconque. Dès
lors, sans supposer que les entrées de l’EDSR markovienne (1.47) soient de classe C3, ils obtiennent
l’existence et l’unicité d’une solution de viscosité, en se plaçant dans un cadre permettant l’utilisation
du théorème de comparaison 1.12.
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Dans leur article [53], Pardoux, Pradeilles et Rao traitent d’un cas particulier d’EDSR à sauts où
la mesure intensité de N ne charge que les entiers compris entre 1 et k. Ils définissent un processus
de Markov par la relation :
Nt,ns = n +
k−1
∑
l=1
lN (]t, s]× {l}) modulo k, s > t, (1.49)
et considèrent l’EDSR markovienne à sauts :
Yt,x,ns = gNt,nT
(
Xt,x,nT
)
+
∫ T
s
fNt,nr
(
r, Xt,x,nr , Y
t,x,n
r , Z
t,x,n
r , H
t,x,n
r
)
dr−
∫ T
s
Zt,x,nr dWr
−
k−1
∑
l=1
∫ T
s
Ht,x,nr (l) N˜(ds, {l}), s ∈ [t, T], (1.50)
où le processus Xt,x,n est solution de l’EDS :
Xt,x,ns = x +
∫ s
t
bNt,nr
(
r, Xt,x,nr
)
dr +
∫ s
t
σNt,nr
(
r, Xt,x,nr
)
dWr, s > t. (1.51)
Comme à l’accoutumée, l’unicité de la solution de l’EDSR (1.50), permet de montrer que :
Yt,x,ns = uNt,ns
(
s, Xt,x,ns
)
,
où la fonction un est définie par un(t, x) = Yt,x,nt ; puis d’en déduire l’identification :
Ht,x,ns (l) = uNt,n
s−+l
(
s, Xt,x,ns
)− uNt,n
s−
(
s, Xt,x,ns
)
.
Ensuite, à la manière du théorème 1.4, ils montrent que la famille de fonctions (u1, . . . , uk) est la
solution de viscosité du système d’EDP couplées :
∂tui(t, x) + Liui(t, x) + fi
(
t, x, ui(t, x), (∂xui.σi)(t, x), (ui+l(t, x)− ui(t, x))16l6k−1
)
= 0,
t ∈ [0, T], x ∈ Rd, 1 6 i 6 k,
ui(T, x) = gi(x), x ∈ Rd, 1 6 i 6 k,
(1.52)
dont l’écriture peut être simplifiée moyennant le changement de variable :
fi
(
t, x, yi, z, (yi+l − yi)16l6k−1
)
= f˜i
(
t, x, (yl)16l6k , z
)
, (1.53)
et où Li est le générateur du semigroupe de Kolmogorov de l’EDS :
Xs = x +
∫ s
t
bi (r, Xr) dr +
∫ s
t
σi (r, Xr) dWr, s > t. (1.54)
1.3.2 Résultats nouveaux sur les systèmes d’EDP
Dans le chapitre 3, nous nous inspirons du cadre de Pardoux, Pradeilles et Rao [53], et nous
faisons une étude similaire à celle du chapitre 2.
On considère l’EDS suivante (où le processus Nn est défini en (1.49)) :
Xx,nt = x +
∫ t
0
bNns (X
x,n
s ) ds +
∫ t
0
σNns (X
x,n
s ) dWs, t > 0, (1.55)
où, pour tout 1 6 i 6 k, les fonctions bi sont lipschitziennes et faiblement dissipatives et où les
fonctions σi sont lipschitziennes, à valeurs inversibles et telles que les x 7→ σi(x)−1 sont bornées.
Comme dans le chapitre 2, on dispose donc des inégalités suivantes :
〈bi(x), x〉 6 η1 − η2|x|2 et |σi(x)|2F 6 r1 + r2|x|2.
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Le point important dans l’étude de l’EDS (1.55) est l’obtention d’un basic coupling estimate. Cloez
et Hairer [14] se sont déjà intéressés à des résultats de mélange exponentiel pour des processus
de Markov avec random switching. Ici, ce random switching provient du processus de Poisson Nn,
indépendant de W, qui provoque ponctuellement une modification des fonctions intervenant dans
l’équation suivie par le processus Xx,n. De façon résumée, leur théorème indique que si chacun des
états 1 6 i 6 k est récurrent pour Nn (c’est le cas : Nn est un processus de Poisson) et que s’il existe
un certain état 1 6 l 6 k pour lequel l’EDS non-switchée :
X˜x,lt = x +
∫ t
0
bl
(
X˜x,ls
)
ds +
∫ t
0
σl
(
X˜x,ls
)
dWs, t > 0, (1.56)
admet un basic coupling estimate (résultat déjà démontré dans le chapitre 2), alors on dispose d’un
résultat similaire pour l’EDS (1.55), à savoir :
|Pt[φ](x, n)−Pt[φ](y, m)| 6 C
(
1+ |x|2 + |y|2
)
e−νt, (1.57)
où Pt[φ](x, n) = E[φ(Xx,nt )].
Ce résultat s’avère crucial dans la résolution de l’EDSR ergodique : pour tous 0 6 t 6 T < ∞,
Yx,nt = Y
x,n
T +
∫ T
t
{
fNns (X
x,n
s , Z
x,n
s , H
x,n
s )− λ
}
ds−
∫ T
t
Zx,ns dWs −
k−1
∑
l=1
∫ T
t
Hx,ns (l)dMs(l), (1.58)
où, de façon semblable au chapitre 2, les fonctions fi sont supposées lipschitziennes par rapport à(
x, zσi(x)−1, h
)
. Dans ce chapitre, on a noté M la mesure de Poisson compensée. Là encore, le fait
de ne pas supposer fi lipschitzienne par rapport à (x, z, h) est une conséquence du fait que σi n’est
pas bornée. On maintient l’hypothèse quantitative
√
r2‖ f ‖lip,z‖σ−1‖∞ + 12 r2 < η2. Néanmoins, pour
pouvoir utiliser le théorème de Girsanov, on a besoin d’une hypothèse supplémentaire pour traiter
l’intégrale selon la mesure de Poisson compensée : pour tous l, x, z, h et h′, les coordonnées du
vecteur (k− 1)-dimensionnel :
fl(x, z, h)− fl(x, z, h′)
|h− h′|2 (h− h
′)
sont toutes strictement supérieures à −1.
Encore une fois, l’étude de l’EDSR ergodique (1.58) se fait à l’aide d’une EDSR auxiliaire mono-
tone : pour tous 0 6 t 6 T < ∞,
Yα,x,nt = Y
α,x,n
T +
∫ T
t
{
fNns (X
x,n
s , Z
α,x,n
s , H
α,x,n
s )− αYα,x,ns
}
ds−
∫ T
t
Zα,x,ns dWs−
k−1
∑
l=1
∫ T
t
Hα,x,ns (l)dMs(l),
(1.59)
et les démarches sont similaires en tout point au chapitre 2. La seule réelle innovation dans la dé-
monstration de l’existence d’une solution à l’EDSR ergodique est la suivante. Comme dans [26], par
une extraction diagonale, on exhibe une suite
(
αp
)
qui tend vers 0 et telle que :
pour tout 1 6 l 6 k, αpY
αp ,0,l
0 converge.
Cependant, la limite obtenue dépend, a priori, du paramètre l. Par passage à la limite dans l’équation
(1.59), le long d’une certaine sous-suite, on construit trois processus Yx,n, Zx,n et Hx,n tels que :
Yx,nt = Y
x,n
T +
∫ T
t
{
fNns (X
x,n
s , Z
x,n
s , H
x,n
s )− λNns
}
ds−
∫ T
t
Zx,ns dWs −
k−1
∑
l=1
∫ T
t
Hx,ns (l)dMs(l), (1.60)
pour tous 0 6 t 6 T < ∞. En multipliant l’équation (1.59) de part et d’autre par α, puis en prenant la
limite le long de la bonne sous-suite, on obtient alors que, pour tous 0 6 t 6 T < ∞, λNnt = λNnT , c’est-
à-dire : λ1 = · · · = λk ; d’où l’existence d’une solution à l’équation (1.58). Comme précédemment,
Yx,n s’exprime comme fonction de Xx,n :
∀t > 0, Yx,nt = vNnt (X
x,n
t ) ,
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et cette même famille de fonctions (v1, . . . , vk) permet d’exprimer le processus Hx,n en fonction Xx,n :
∀t > 0, Hx,nt (l) = vNnt−+l (X
x,n
t )− vNnt− (X
x,n
t ) .
Par la suite, l’unicité de la solution se démontre comme au chapitre 2. Puis, on démontre un
résultat de comportement en temps long qui relie l’EDSR ergodique (1.58) à l’EDSR d’horizon fini
suivante :
YT,x,nt = ξ
T +
∫ T
t
fNns
(
Xx,ns , Z
T,x,n
s , H
T,x,n
s
)
ds−
∫ T
t
Zx,ns dWs −
k−1
∑
l=1
∫ T
t
HT,x,ns (l)dMs(l), t ∈ [0, T].
(1.61)
Enfin, nous montrons l’existence et l’unicité de la solution de viscosité du système d’EDP ergo-
diques suivant :
Livi(x) + fi
(
x, (∇vi.σi)(x), (vi+l(x)− vi(x))16l6k−1
)
= λ, t ∈ [0, T], x ∈ Rd, 1 6 i 6 k. (1.62)
Cette solution (v,λ) s’obtient en résolvant l’EDSR ergodique. Par ailleurs, le théorème de comporte-
ment en temps long permet de relier ce système d’EDP ergodique au système :
∂tui(t, x) + Liui(t, x) + fi
(
x, (∇ui.σi)(t, x), (ui+l(t, x)− ui(t, x))16l6k−1
)
= 0,
t ∈ [0, T], x ∈ Rd, 1 6 i 6 k,
ui(T, x) = gi(x), x ∈ Rd, 1 6 i 6 k.
(1.63)
On remarque que l’absence du processus Y dans l’EDSR ergodique (1.58) se traduit par l’absence
de la fonction vi dans l’EDP ergodique (1.62). En conséquence, il n’est pas possible ici de réaliser un
changement de variable esthétique dans les équations (1.62) et (1.63), alors que c’était le cas dans les
travaux de Pardoux, Pradeilles et Rao [53] (voir (1.53)).
Ce chapitre est organisé comme suit. En section 3.2, nous étudions l’EDS (1.55) et obtenons un
basic coupling estimate. La section 3.3 est dédiée à l’étude de l’EDSR auxiliaire (1.59), qui nous permet
d’établir l’exitence et l’unicité de la solution à l’EDSR ergodique (1.58) en section 3.4. On démontre
dans la partie 3.5 un théorème de comportement en temps long. La section 3.6 s’intéresse à deux
applications de ces résultats : un problème de contrôle stochastique et la résolution d’un système
d’EDP de Hamilton-Jacobi-Bellman couplées entre elles. Enfin, la section 3.7 est un appendice pré-
sentant divers résultats techniques.
1.3.3 Résultats nouveaux sur les EIDP
Le chapitre 4 s’intéresse à un autre type d’EDSR ergodiques à sauts. Comme dans le chapitre 3,
l’EDS sous-jacente fait intervenir une mesure aléatoire de Poisson ; cependant, ici, elle est à l’origine
de sauts dans l’EDS elle-même. Plus précisément, on considère l’EDS à bruit additif :
Xxt = x +
∫ t
0
Ξ (Xxs ) ds +
∫ t
0
σ dLs, t > 0, (1.64)
où L désigne une martingale de Lévy, c’est-à-dire un processus de la forme :
Lt = QWt +
∫ t
0
∫
Rd\{0}
y N˜(ds, dy).
Le jeu d’hypothèse reposant sur cette EDS est le suivant : la dérive Ξ est une fonction lipschit-
zienne et faiblement dissipative, les matrices σ et Q sont inversibles et la mesure ν (définie en (1.43))
est finie et admet un moment fini d’ordre 2. Ces hypothèses de travail nous permettent à la fois d’ob-
tenir des propriétés essentielles (déjà utilisées dans le chapitre 2) sur la norme S2 de X par exemple ;
mais aussi d’utiliser directement le basic coupling estimate déjà démontré par Cohen et Fedyashov [17],
dans leur pré-publication consacrée à l’étude d’EDSR ergodiques à sauts.
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Le but est ensuite de démontrer l’existence et l’unicité de la solution de l’EDSR ergodique :
Yxt = Y
x
T +
∫ T
t
{ f (Xxs , Zxs , Uxs )− λ} ds−
∫ T
t
Zxs dWs −
∫ T
t
∫
Rd\{0}
Uxs (y) N˜(ds, dy), 0 6 t 6 T < ∞,
(1.65)
où le générateur f est une fonction lipschitzienne en ses trois paramètres x, z et u. Aussi, on suppose
que f vérifie la propriété :
f (x, z, u)− f (x, z, u′) 6 (u− u′) · γx,z,u,u′t , (1.66)
où le point central · désigne le produit scalaire dans L2(ν) et où γ est une fonction mesurable et telle
qu’il existe deux constantes C1 ∈]− 1, 0] et C2 > 0, vérifiant :
C1(1∧ |v|) 6 γx,z,u,u
′
t (v) 6 C2(1∧ |v|).
Cette nouvelle hypothèse nous permet de construire un processus γ qui, étant donnés des processus
X, Z, U et U′, satisfait :
f (Xt, Zt, Ut)− f (Xt, Zt, U′t) = (Ut −U′t) · γt,
égalité qui s’avère utile lors de l’utilisation du théorème de Girsanov pour changer de mesure de
probabilité. Encore une fois, l’étude de l’EDSR ergodique (1.65) est réalisée par le biais d’une EDSR
auxiliaire monotone, vérifiée pour tous 0 6 t 6 T < ∞ :
Yα,xt = Y
α,x
T +
∫ T
t
{ f (Xxs , Zα,xs , Uα,xs )− αYα,xs } ds−
∫ T
t
Zα,xs dWs −
∫ T
t
∫
Rd\{0}
Uα,xs (y) N˜(ds, dy).
(1.67)
Similairement à ce qui est démontré au cours du chapitre 3, la fonction v intervenant dans l’ex-
pression de Yx en fonction de Xx :
∀t > 0, Yxt = v (Xxt ) ,
intervient également dans l’expression de Ux en fonction de Xx :
∀t > 0, Uxt (y) = v
(
Xxt− + σy
)− v (Xxt−) .
Après avoir établi existence et unicité de la solution de l’EDSR ergodique (1.65), on s’intéresse
aux équations intégro-différentielles partielles :{
∂tu(t, x) + Lu(t, x) + f (x, (∇u.σ)(t, x), (u(t, x + σ•)− u(x)) · δ) = 0, t ∈ [0, T], x ∈ Rd,
u(T, x) = g(x), x ∈ Rd, (1.68)
et Lv(x) + f (x,∇v(x)σQ, (v(x + σ•)− v(x)) · δ) = λ, x ∈ Rd, (1.69)
où l’opérateur L est le générateur du semigroupe de Kolmogorov de l’EDS (1.64), agissant sur les
fonctions φ de classe C2 par la relation :
Lφ(x) = 〈Ξ(x),∇φ(x)〉+ 1
2
tr
(
σQQ∗σ∗∇2φ(x)
)
+
∫
Rd\{0}
{φ(x + σy)− φ(x)− 〈∇φ(x), σy〉} dy.
On remarque l’apparition d’une nouvelle donnée δ dans l’équation (1.69) ; ceci est dû au fait qu’il
est nécessaire d’ajouter une hypothèse supplémentaire sur la façon dont f dépend de u, pour pouvoir
utiliser un théorème de comparaison et démontrer l’existence d’une solution de viscosité.
Le chapitre 4 est organisé de la façon suivante. La section 4.2 s’intéresse à l’étude de l’EDS (1.64).
En section 4.3, nous montrons l’existence et l’unicité de la solution de l’EDSR ergodique (1.65). La
partie 4.4 est consacrée à l’existence et l’unicité de la solution pour les EIDP (1.68) et (1.69). Le
théorème de comportement en temps long est démontré dans la partie 4.5 et directement appliqué
aux deux dernières équations. La section 4.6 aborde un problème de contrôle stochastique, et enfin,
la partie 4.7 est un appendice où sont développées quelques preuves techniques.
22
Chapitre 2
EDSR ergodiques dont l’EDS
sous-jacente est à bruit multiplicatif et
non-borné
Résumé
Nous étudions dans ce chapitre des EDSRE pour lesquelles le bruit de l’EDS sous-jacente est sup-
posé multiplicatif à croissance linéaire. Le fait que ce bruit ne soit pas borné est contrebalancé par
une hypothèse de dissipativité faible portant sur la dérive de cette EDS. De plus, cette EDS est non-
dégénérée. Nous étudions l’existence et l’unicité de la solution de l’EDSRE et nous appliquons nos
résultats à un problème de contrôle ergodique optimal. En particulier, nous obtenons le comporte-
ment en temps long de la solution de viscosité d’une équation de Hamilton-Jacobi-Bellman, avec une
vitesse de convergence exponentielle.
Mots-clés : équation différentielle stochastique rétrograde ergodique ; bruit multiplicatif et non-
borné ; équation HJB ; comportement en temps long ; vitesse de convergence.
Abstract
We study in this chapter some EBSDEs such that the noise of its underlying SDE is assumed multi-
plicative and of linear growth. The fact that this noise is unbounded is balanced with an assumption
of weak dissipativity for the drift of the SDE. Moreover, this SDE is non-degenerate. We study exis-
tence and uniqueness of the solution of the EBSDE and we apply our results to an ergodic optimal
control problem. In particular, we obtain the large time behaviour of the viscosity solution of an
Hamilton-Jacobi-Bellman equation, with an exponential rate of convergence.
Key words: ergodic backward stochastic differential equation; multiplicative and unbounded noise;
HJB equation; large time behaviour; rate of convergence.
This chapter will be published in Stochastic Processes and their Applications
(article currently in press and available online),
under the title: Ergodic BSDE with unbounded and multiplicative underlying diffusion and
application to large time behaviour of viscosity solution of HJB equation.
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2.1 Introduction
We study the following EBSDE in finite dimension and infinite horizon: for all t, T ∈ R+ such
that 0 6 t 6 T < ∞,
Yxt = Y
x
T +
∫ T
t
{ψ (Xxs , Zxs )− λ} ds−
∫ T
t
Zxs dWs, (2.1)
where the unknown is the triplet (Yx , Zx , λ), with:
• Yx a real-valued and progressively measurable process;
• Zx an (Rd)∗-valued and progressively measurable process;
• λ a real number.
The given data of our equation consists in:
• W, an Rd-valued standard Brownian motion;
• x ∈ Rd;
• Xx, an Rd-valued process, starting from x, and solution of the SDE: for all t ∈ R+,
Xxt = x +
∫ t
0
Ξ (Xxs ) ds +
∫ t
0
σ (Xxs ) dWs; (2.2)
• ψ : Rd × (Rd)∗ → R a measurable function.
This class of ergodic BSDEs was first introduced by Fuhrman, Hu and Tessitore in [26], in order to
study optimal ergodic control problem. In that paper, the main assumption is the strong dissipativity
of Ξ, that is to say:
∃η > 0, ∀x, x′ ∈ Rd, 〈Ξ(x)− Ξ(x′), x− x′〉 6 −η|x− x′|2.
The strong dissipativity assumption was then dropped off in [22] and replaced by a weak dissi-
pativity assumption: in other words, Ξ can be written as the sum of a dissipative function and of a
bounded function.
A few years later, in [35], under similar assumptions, the large time behaviour of BSDEs in finite
horizon T: for all t ∈ [0, T],
YT,xt = g (X
x
T) +
∫ T
t
ψ
(
Xxs , Z
T,x
s
)
ds−
∫ T
t
ZT,xs dWs, (2.3)
was studied and linked with ergodic BSDEs. The authors prove the existence of a constant L ∈ R,
such that for all x ∈ Rd,
YT,x0 − λT −Yx0 −→T→∞ L;
moreover, they obtain an exponential rate on convergence.
Those BSDEs are linked with Hamilton-Jacobi-Bellman equations. Indeed, the solution of equa-
tion (2.3) can be written as YT,xt = u (T − t, Xxt ), where u is the solution of the Cauchy problem{
∂tu(t, x) = Lu(t, x) + ψ (x,∇u(t, x)σ(x)) ∀(t, x) ∈ R+ ×Rd,
u(0, x) = g(x) ∀x ∈ Rd, (2.4)
and where L is the generator of the Kolmogorov semigroup of Xx, solution of (2.2). Also, the ergodic
BSDE (2.1) admits a solution such that Yxt = v (X
x
t ) satisfies
Lv(x) + ψ (x,∇v(x)σ(x))− λ = 0 ∀x ∈ Rd. (2.5)
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Because the functions u and v built by solving BSDEs or EBSDEs are not, in general, of class C2, we
only solve these equations in a weak sense. In [35], the authors prove that, under their assumptions,
the function v is of class C1 and they are able to work with mild solutions. But in this article, we only
prove the continuity of v, so we link the solution of the EBSDE (2.1) with the viscosity solution of the
ergodic PDE (2.5). Viscosity solutions of ergodic PDEs have already been widely studied (see [29]).
The large time behaviour of such PDEs has already been widely studied, for example in [12] and
the references therein: but we do not make here the same assumptions. The authors work on the
torus Rn/Zn, and they need the Hamiltonian ψ to be uniformly convex; on the other hand, they are
less restrictive about the matrix σ(x)σ(x)∗ which only needs to be nonnegative definite. They prove
the convergence of u(t, •) − v − λt as t → ∞, but they do not have any rate of convergence. The
same method has been used in [48] to study the large time behaviour of the solution to the obstacle
problem for degenerate viscous Hamilton-Jacobi equations.
But in [26], [22] or [35], the diffusion coefficient σ of the forward process Xx is always supposed
to be constant. The main contribution in this article is that the function σ is here assumed to be
Lipschitz continuous, invertible, and such that σ−1 is bounded. Moreover, we will need the linear
growth of σ to be small enough, with respect to the weak dissipativity of the drift Ξ: consequently,
in average, the forward process Xx is attracted to the origin. The key point is a coupling estimate for
a multiplicative noise driven diffusion Xx obtained by the irreducibility of Xx (see [20], [16] or [24]):
the proof (see Theorem 2.7) is different from [44], where the author used a bridge in equation (B.6)
and assumed σ to fulfil 〈y, σ(x + y)− σ(x)〉 6 Λ|y| with Λ > 0 not too large. Then, we apply this
result to auxiliary monotone BSDEs in infinite horizon:
Yα,xt = Y
α,x
T +
∫ T
t
{ψ (Xxs , Zα,xs )− αYα,xs } ds−
∫ T
t
Zα,xs dWs,
where α ∈ R∗+ (see [9] or [57]); we get that Yα,x0 is locally Lipschitz with respect to x, and it allows
us to prove the convergence of (Yα,x − Yα,00 , Zα,x , αYα,00 ) to a solution (Yx , Zx , λ) of the EBSDE, for
every x ∈ Rd. We can prove uniqueness for λ, but we can only expect uniqueness of (Yx , Zx) as
measurable functions of Xx.
In [35], the large time behaviour is obtained when ψ is assumed to be Lipschitz continuous with
respect to z only. But we could not extend this result when σ is unbounded: we need here ψ to be
Lipschitz continuous with respect to zσ(x)−1 (it is not equivalent to being Lipschitz continuous with
respect to z when σ is unbounded). The price to pay is that we also require the existence of a constant
Kx such that:
|ψ(x, z)− ψ(x′, z′)| 6 Kx|x− x′|+ Kz
∣∣∣zσ(x)−1 − z′σ(x′)−1∣∣∣ ,
in order to keep the implication “Yα,x0 has quadratic growth, so its increments have also quadratic
growth”. This part of our work is somewhat technical and is presented in the appendix.
The paper is organised as follows. Some notations are introduced in section 2.2. In section 2.3, we
study a SDE slightly more general than the one satisfied by Xx: indeed, it will be the SDE satisfied
by Xx after a change of probability space, due to Girsanov’s theorem. In section 2.4, we prove that,
in a way, our EBSDE admits a unique solution, which allows us also to solve an ergodic PDE. The
link between this solution and the solutions of some finite horizon BSDEs is presented in section 2.5.
Section 2.6 is devoted to an application of our results to an optimal ergodic control problem. Finally,
the appendix presents how we keep the estimates of the increments of Yα,x0 with respect to x, despite
our twisted Lipschitz assumption on ψ.
2.2 Notations
Throughout this paper, (Wt)t>0 will denote a d-dimensional Brownian motion, defined on a prob-
ability space (Ω,F ,P). For t > 0, let Ft the σ-algebra generated by Ws, 0 6 s 6 t, and augmented
with the P-null sets of F . We write elements of Rd as vectors, and the star ∗ stands for transposition.
The Euclidean norm on Rd and (Rd)∗ will be denoted by | • |. For a matrix of Md(R), we denote
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by | • |F its Frobenius norm, that is to say the square root of the sum of the square of its coefficients.
The Lipschitz constant of a function is written ‖ • ‖lip and we also write ‖ f ‖∞ := supx | f (x)| for
a bounded function f . Finally, for any process, | • |∗,pt,T stands for sup
s∈[t,T]
|•s|p, and the exponent p is
omitted when equal to 1.
2.3 The SDE
We consider the SDE: {
dXxt = Ξ (t, X
x
t ) dt + σ (X
x
t ) dWt,
Xx0 = x.
(2.6)
Assumption 2.1. We suppose that
• Ξ : R+ ×Rd → Rd is Lipschitz continuous w.r.t. x uniformly in t: precisely, there exist some
constants ξ1 and ξ2 such that for all t ∈ R+ and x ∈ Rd, |Ξ(t, x)| 6 ξ1 + ξ2|x|;
• Ξ is weakly dissipative, i.e. Ξ(t, x) = ξ(x) + b(t, x), where ξ is dissipative (that is to say
〈ξ(x), x〉 6 −η|x|2, with η > 0) and locally Lipschitz and b is bounded; this way, there exists
η1, η2 > 0, such that ∀t ∈ R+, ∀x ∈ Rd, 〈Ξ(t, x), x〉 6 η1 − η2|x|2;
• σ : Rd → GLd(R) is Lipschitz continuous, the function x 7→ σ(x)−1 is bounded and for all
x ∈ Rd, |σ(x)|2F 6 r1 + r2|x|2.
Remark 2.2.
1. Later on (from Proposition 2.5), we will need to assume that r2 is sufficiently small.
2. If σ has a sublinear growth, i.e. |σ(x)|F 6 C (1+ |x|α) with α ∈ (0, 1), then, by Young’s inequal-
ity, we have |σ(x)|2F 6 r1 + r2|x|2, and r2 can be chosen as close to 0 as possible. For example,
we can choose σ(x) = ((1+ |x|)1|x|61 + (1+ |x|α)1|x|>1)Id, where α ∈ (0, 1).
3. σ(x) =
√
r2
2d
(1+ |x|)Id is another example of function satisfying Assumption 2.1. Indeed,
• for any x ∈ Rd, σ(x) ∈ GLd(R) and σ(x)−1 =
√
2d√
r2(1+ |x|) Id is bounded;
• σ is Lipschitz;
• moreover, σ is unbounded and |σ(x)|2F =
r2
2
(1+ |x|)2 6 r2 + r2|x|2.
Theorem 2.3. Under Assumption 2.1, for all p ∈ [2,+∞) and for all T ∈ (0,+∞), there exists a unique
process Xx ∈ LpP (Ω, C([0, T],Rd)) strong solution to (2.6).
Proof. See Theorem 7.4 of [19].
Proposition 2.4. Under Assumption 2.1, for all p ∈ (0,+∞), and T > 0, we have:
sup
06t6T
E
[|Xxt |p] 6 E
[
sup
06t6T
|Xxt |p
]
6 C (1+ |x|p) ,
where C only depends on p, T, r1, r2, ξ1 and ξ2.
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Proof. This is a straightforward consequence of Burkholder-Davis-Gundy’s inequality and Gronwall’s
lemma.
Proposition 2.5. Suppose that Assumption 2.1 holds. Let p ∈ (0,+∞), T > 0 and γ : R+ ×Rd → Rd a
bounded function. The process W˜xt = Wt −
∫ t
0
γ (s, Xxs ) ds is a Brownian motion under the corresponding
Girsanov probability P˜x,T , on the interval [0, T]. When
√
r2‖γ‖∞ + (p ∨ 2)− 12 r2 < η2, we get:
sup
T>0
E˜x,T
[|XxT |p] 6 C (1+ |x|p) ,
where C only depends on p, η1, η2, r1, r2 and ‖γ‖∞.
Proof. We start the proof with the case when p > 2.
We will suppose that we have
√
r2‖γ‖∞ + (p− 1) r22 < η2. By Itô’s formula,
d
dt
E˜x,T
[|Xxt |p]
= pE˜x,T
[
|Xxt |p−2 〈Xxt ,Ξ (t, Xxt ) + σ (Xxt ) γ (t, Xxt )〉
]
+
p
2
E˜x,T
[
|Xxt |p−2 |σ (Xxt )|2F
]
+
p(p− 2)
2
E˜x,T
|Xxt |p−4 d∑
i=1
(
d
∑
j=1
(Xxt )j σ (X
x
t )i,j
)2
6 pE˜x,T
[
η1 |Xxt |p−2 − η2 |Xxt |p + |Xxt |p−1 |σ (Xxt )|F |γ (t, Xxt )|
]
+
p
2
E˜x,T
[
|Xxt |p−2 |σ (Xxt )|2F
]
+
p(p− 2)
2
E˜x,T
[
|Xxt |p−2 |σ (Xxt )|2F
]
6
(
−pη2 + p√r2‖γ‖∞ + p(p− 1)2 r2
)
E˜x,T
[|Xxt |p]+ p√r1‖γ‖∞E˜x,T [|Xxt |p−1]
+
(
pη1 +
p(p− 1)
2
r1
)
E˜x,T
[
|Xxt |p−2
]
.
But, using Young’s inequality, we can show, for every ε > 0:
d
dt
E˜x,T
[|Xxt |p] 6 λεE˜x,T [|Xxt |p]+√r1‖γ‖∞ε−p + (2η1 + (p− 1)r1) ε− p2 .
We set λε := −pη2 + p√r2‖γ‖∞ + p(p−1)2 r2 + (p− 1)
√
r1‖γ‖∞ε
p
p−1 +
(
(p− 2)η1 + (p−2)(p−1)2 r1
)
ε
p
p−2
(for ε small enough) and this quantity is negative. Hence, for ε small enough,
d
dt
(
e−λεtE˜x,T
[|Xxt |p]) 6 e−λεt (√r1‖γ‖∞ε−p + (2η1 + (p− 1)r1) ε− p2 )
E˜x,T
[|XxT |p] 6 |x|p + 1|λε|
(√
r1‖γ‖∞ε−p + (2η1 + (p− 1)r1) ε−
p
2
)
.
We have been able to conclude the case p > 2 because λε < 0. For the case when p = 2, Itô’s formula
gives:
d
dt
E˜x,T
[
|Xxt |2
]
= 2E˜x,T [〈Xxt ,Ξ (t, Xxt ) + σ (Xxt ) γ (t, Xxt )〉] + E˜x,T
[
|σ (Xxt )|2F
]
.
And we conclude the proof in the same manner as that in the case when p > 2. When p ∈ (0, 2), and
under the Assumption
√
r2‖γ‖∞ + r22 < η2, we have
sup
T>0
E˜x,T
[|XxT |p] 6 C (1+ |x|p) ,
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by use of Jensen’s inequality (with the concavity of x 7→ |x| p2 ) and the inequality (1+ z)α 6 1 + zα
for z > 0 and α ∈ (0, 1).
Proposition 2.6. Under Assumption 2.1, the process Xx is irreducible, that is to say:
∀t > 0, ∀x, z ∈ Rd, ∀r > 0, P (|Xxt − z| < r) > 0.
Proof. The proof is very similar to Theorem 7.3.1 of [20].
Theorem 2.7. Suppose Assumption 2.1 holds. Let µ > 2 be such that µ− 1
2
r2 < η2 and φ : Rd → Rd a
measurable function, satisfying |φ(x)| 6 cφ (1+ |x|µ). Then we have,
∀x, y ∈ Rd, ∀t > 0, |Pt[φ](x)−Pt[φ](y)| 6 ĉcφ (1+ |x|µ + |y|µ) e−ν̂t,
where Pt[φ](x) = E [φ (Xxt )] (Kolmogorov semigroup of X) and ĉ and ν̂ only depend on η1, η2, r1, r2 and µ.
Proof. For reader’s convenience, we recall here Theorem A.2 of [24].
Lemma. Let X be an hypoelliptic diffusion on Rd. Suppose the following additional conditions hold.
1. There exists a function V : Rd → R+ satisfying:
(a) V(x)→ ∞ as |x| → ∞;
(b) the level sets
{
x ∈ Rd
∣∣∣V(x) 6 c} are precompact for all positive c;
(c) there exist positive constants a and b and a compact set C so that
∀x ∈ Rd, LV(x) < −aV(x) + b1C(x),
where L is the generator of the Kolmogorov semigroup of X.
2. There exists a point x∗ such that for any open neighbourhood U of x∗, there exists a sampling rate h > 0,
so that for any x ∈ Rd there exists an n > 0 with P(Xxnh ∈ U) > 0.
Then the diffusion X has an invariant measure pi and this measure is unique. Furthermore, there exist positive
constants B and r so that for all x,
‖Pt(x, •)− pi‖V := sup
f∈V
∣∣∣∣∫
Rd
f (y)Pt(x, dy)−
∫
Rd
f (y)pi(dy)
∣∣∣∣ 6 B(1+V(x))e−rt,
where V = {measurable f with | f (x)| < 1+V(x)}.
First, hypoellipticity is a consequence of the boundedness of σ−1. Secondly, we choose the func-
tion V : x 7→ |x|µ, and we have:
• |x|µ → ∞ as |x| → ∞;
•
{
x ∈ Rd
∣∣∣|x|µ 6 c} is the closed ball, centred in the origin and of radius c1/µ, so it is a compact
set;
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• LV(x) = µ|x|µ−2〈x,Ξ(0, x)〉+ µ
2
|x|µ−2|σ(x)|2F +
µ(µ− 2)
2
|x|µ−4
d
∑
i=1
(
d
∑
j=1
xjσ(x)i,j
)2
6
(
−µη2 + µ(µ− 1)2 r2
)
|x|µ +
(
µη1 +
µ(µ− 1)
2
r1
)
|x|µ−2
6
(
−µη2 + µ(µ− 1)2 r2
)
|x|µ +
(
µη1 +
µ(µ− 1)
2
r1
)(
|x|µ−2 |x|
2
R2
1|x|>R + Rµ−21|x|6R
)
6
(
−µη2 + µ(µ− 1)2 r2 +
µ
R2
η1 +
µ(µ− 1)
2R2
r1
)
|x|µ +
(
µη1 +
µ(µ− 1)
2
r1
)
Rµ−21|x|6R
and −µη2 + µ(µ− 1)2 r2 +
µ
R2
η1 +
µ(µ− 1)
2R2
r1 < 0 for any R large enough.
The last condition of Theorem A.2 of [24] is satisfied because of the irreducibility of Xx (we can take
x∗ = 0, see Proposition 2.6). Then, we get:
|Pt[φ](x)−Pt[φ](y)| 6 ĉcφ (1+ |x|µ + |y|µ) e−ν̂t.
Finally, ĉ and ν̂ only depend on η1, η2, r1, r2 and µ (see [46] and [47]).
Assumption 2.8. We write Ξ(t, x) = ξ(x) + ρ(t, x) where ξ and ρ satisfy the following:
• ρ is a bounded function;
• ξ is Lipschitz continuous and satisfies 〈ξ(x), x〉 6 η1 − η2|x|2, with η1 and η2 two positive
constants;
• ρ is the pointwise limit of a sequence (ρn) of C1 functions, with bounded derivatives w.r.t. x
and uniformly bounded by ‖ρ‖∞.
As before, we still suppose the following:
• σ : Rd → GLd(R) is Lipschitz continuous;
• the function x 7→ σ(x)−1 is bounded;
• ∀x ∈ Rd, |σ(x)|2F 6 r1 + r2|x|2.
Corollary 2.9. Suppose Assumption 2.8 holds. Let µ > 2 be such that √r2‖ρ‖∞ + µ− 12 r2 < η2 and
φ : Rd → Rd measurable with |φ(x)| 6 cφ (1+ |x|µ). Then we have,
∀x, y ∈ Rd, ∀t > 0, |Pt[φ](x)−Pt[φ](y)| 6 ĉcφ (1+ |x|µ + |y|µ) e−ν̂t,
where ĉ and ν̂ only depend on η1, η2, r1, r2, µ and ‖ρ‖∞.
Proof. We set σn a function close to σ on the centered ball of Rd of radius n, equal to Id outside the
centred ball of radius n+ 1 and of class C1 with bounded derivatives on Rd; on the ring between the
radius n and n + 1, σn is chosen in such a way that σ−1σn is bounded, independently from n. This
way, the function Ξn : (t, x) 7→ ξ(x) + σn(x)ρn(t, x) is Lipschitz continuous w.r.t. x. We denote Xn,x
the solution of the SDE: {
dXn,xt = Ξn
(
t, Xn,xt
)
dt + σ
(
Xn,xt
)
dWt,
Xn,x0 = x.
We can write, for every ε > 0:
〈Ξn(t, x), x〉 6 η1 − η2|x|2 + (
√
r1 +
√
r2|x|) ‖ρ‖∞|x| 6
[
η1 +
‖ρ‖2∞r1
2ε2
]
−
[
η2 −√r2‖ρ‖∞ − ε
2
2
]
|x|2.
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Then, when ε is small enough, for any φ with polynomial growth of degree µ, Theorem 2.7 tells us
that ĉn and ν̂n are independent of n, and we have:
∃ĉ, ν̂ > 0, ∀n ∈N∗, ∀x, y ∈ Rd, ∀t > 0,
∣∣∣E [φ (Xn,xt )]−E [φ (Xn,yt )]∣∣∣ 6 ĉcφ (1+ |x|µ + |y|µ) e−ν̂t.
Our goal is to take the limit; let us show that E
[
φ
(
Xn,xt
)] −→
n→∞ E [φ (X
x
t )]. Let U be the solution of
the SDE
Uxt = x +
∫ t
0
ξ (Uxs ) ds +
∫ t
0
σ (Uxs ) dWs.
We can write: Xn,xt = x +
∫ t
0
ξ (Xn,xs ) ds +
∫ t
0
σ (Xn,xs ) dW
(n)
s , where
W(n)t = Wt +
∫ t
0
σ (Xn,xs )
−1 σn (Xn,xs ) ρn (s, Xn,xs ) ds
is a Brownian motion under the probability P(n) = pnT (X
n,x)P on [0, T] and where
pnt (X
n,x) = exp
(
−
∫ t
0
〈σ (Xn,xs )−1 σn (Xn,xs ) ρn (s, Xn,xs ) , dWs〉
−1
2
∫ t
0
∣∣∣σ (Xn,xs )−1 σn (Xn,xs ) ρn (s, Xn,xs )∣∣∣2 ds) .
Similarly, Xxt = x +
∫ t
0
ξ (Xxs ) ds +
∫ t
0
σ (Xxs ) dW
(∞)
s , where W
(∞)
t = Wt +
∫ t
0
ρ (s, Xxs ) ds is a Brow-
nian motion under the probability P(∞) = p∞T (X
x)P on [0, T] and where
p∞t (X
x) = exp
(
−
∫ t
0
〈ρ (s, Xxs ) , dWs〉 −
1
2
∫ t
0
|ρ (s, Xxs )|2 ds
)
.
By uniqueness in law of the solutions of the SDEs, we get the equalities:
E
[
φ
(
Xn,xt
)]
= E(n)
[
pnt (X
n,x)−1 φ
(
Xn,xt
)]
= E
[
pnt (U
x)−1 φ (Uxt )
]
;
E [φ (Xxt )] = E
(∞)
[
p∞t (X
x)−1 φ (Xxt )
]
= E
[
p∞t (U
x)−1 φ (Uxt )
]
.
But ρn(t, x) −→n→∞ ρ(t, x), so we have p
n
t (U
x)−1 P−→
n→∞ p
∞
t (U
x)−1. We just have to show that the
sequence (pnt (U
x)−1)n∈N∗ is uniformly integrable, in order to show that E
[
φ
(
Xn,xt
)] −→
n→∞ E [φ (X
x
t )].
We have:
E
[(
pnt (U
x)−1
)2]
= E
[
exp
(
2
∫ t
0
〈σ (Xn,xs )−1 σn (Xn,xs ) ρn (s, Xn,xs ) , dWs〉+
∫ t
0
∣∣∣σ (Xn,xs )−1 σn (Xn,xs ) ρn (s, Xn,xs )∣∣∣2 ds)]
6 E
[
exp
(∫ t
0
〈4σ (Xn,xs )−1 σn (Xn,xs ) ρn (s, Xn,xs ) , dWs〉 −
1
2
∫ t
0
∣∣∣4σ (Xn,xs )−1 σn (Xn,xs ) ρn (s, Xn,xs )∣∣∣2 ds)] 12
E
[
exp
(
10
∫ t
0
∣∣∣σ (Xn,xs )−1 σn (Xn,xs ) ρn (s, Xn,xs )∣∣∣2 ds)] 12
6 exp
(
5t
(
d2 +
∥∥∥σ−1∥∥∥2
∞
)
‖ρ‖∞
)
< ∞.
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2.4 The EBSDE
We consider the following EBSDE:
∀0 6 t 6 T < ∞, Yxt = YxT +
∫ T
t
[ψ (Xxs , Z
x
s )− λ] ds−
∫ T
t
Zxs dWs (2.7)
and we make the following assumptions.
Assumption 2.10.
• ∀x ∈ Rd, |ψ(x, 0)| 6 Mψ(1+ |x|);
• ∀x, x′ ∈ Rd, ∀z, z′ ∈ Rd, |ψ(x, z)− ψ (x′, z′)| 6 Kx |x− x′|+ Kz
∣∣zσ(x)−1 − z′σ(x′)−1∣∣;
• Ξ : Rd → Rd is Lipschitz continuous, |Ξ(x)| 6 ξ1 + ξ2|x|;
• Ξ(x) = ξ(x) + b(x), with ξ dissipative and locally Lipschitz and b bounded;
• 〈Ξ(x), x〉 6 η1 − η2|x|2 for two positive constants η1, η2;
• σ : Rd → GLd(R) is Lipschitz continuous;
• x 7→ σ(x)−1 is bounded and |σ(x)|2F 6 r1 + r2|x|2;
• √r2Kz
∥∥∥σ−1∥∥∥
∞
+
r2
2
< η2.
Remark 2.11. In most papers, the function ψ is assumed to be Lipschitz continuous. We make
a slight modification of this assumption in order to have some information about the second and
third behaviour (we refer to Theorem 4.4 of [35] for the meaning of these behaviours). But ψ is still
Lipschitz continuous w.r.t. z, with a constant equal to Kz
∥∥σ−1∥∥∞. Moreover, ψ is still continuous
w.r.t. x.
2.4.1 Existence of a solution
Theorem 2.3 ensures that the process Xx is well defined. We introduce a new parameter α > 0
and we consider a new BSDE of infinite horizon:
∀0 6 t 6 T < ∞, Yα,xt = Yα,xT +
∫ T
t
[ψ (Xxs , Z
α,x
s )− αYα,xs ] ds−
∫ T
t
Zα,xs dWs. (2.8)
Lemma 2.12. Under Assumption 2.10, for every x ∈ Rd and α > 0, there exists a unique solution (Yα,x , Zα,x)
to BSDE (2.8), such that Yα,x is a continuous process bounded in L1 and Zα,x ∈ L2P ,loc(Ω, L2(0,∞; (Rd)∗)).
Also, for every t > 0,
∣∣Yα,xt ∣∣ 6 Cα (1+ |Xxt |), P-a.s., where C only depends on Mψ, η1, η2, r1, r2, Kz and∥∥σ−1∥∥∞. The function vα : x 7→ Yα,x0 is continuous, and for every t > 0, Yα,xt = vα (Xxt ) P-a.s.
Proof. For the upper bound for Yα,x, see Theorem 2.1 of [57]. The main difference is that we do not
require ψ(•, 0) to be bounded. Uniqueness only needs boundedness in L1 and not almost surely
boundedness. The continuity of vα is a consequence of a straightforward adaptation of the Theo-
rem 2.1 of [57] when ψ(•, 0) is no more assumed to be bounded and proposition 2.1 of [25]. The
representation of Yα,x by Xx comes from Lemma 4.4 of [57].
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Lemma 2.13. Under Assumption 2.10, for every α ∈ (0, 1], we have:
∀x, x′ ∈ Rd, ∣∣vα(x)− vα(x′)∣∣ 6 C(1+ 1
α
) (
1+ |x|+ |x′|) |x− x′|, (2.9)
where C only depends on Kx, Kz, Mψ, η1, η2, r1, r2,
∥∥σ−1∥∥∞, ξ1, ‖Ξ‖lip and ‖σ‖lip.
Proof. See Theorem 2.35, given in the appendix, with f : (x, y, z) 7→ ψ(x, z)− αy and g = vα. It uses
the estimate of Lemma 2.12.
Remark 2.14.
1. If σ and ψ(•, 0) are bounded and Ξ and σ are of class C1, then, Theorem 3.2 of [36] tells us that
vα is of class C1. Then, we can apply Theorem 3.1 of [43] and write Zα,xt = ∂xvα (Xxt ) σ (Xxt ).
2. The Lipschitz constant given by the last lemma depends on α, and this constant goes to infinity
as α goes to zero.
Lemma 2.15. Let ψ : Rd × (Rd)∗ → R continuous w.r.t. the first variable and Lipschitz continuous w.r.t.
the second one. Let ζ , ζ ′ : R+×Rd → (Rd)∗ be such that for every t > 0, ζ(t, •) and ζ ′(t, •) are continuous,
and set:
Γ˜(t, x) =

ψ(x, ζ(t, x))− ψ(x, ζ ′(t, x))
|ζ(t, x)− ζ ′(t, x)|2 (ζ(t, x)− ζ
′(t, x)), if ζ(t, x) 6= ζ ′(t, x),
0, if ζ(t, x) = ζ ′(t, x).
Then, there exists a uniformly bounded sequence of C1 functions w.r.t. x with bounded derivatives (Γ˜n)n>1
(i.e. for all n, Γ˜n has bounded derivatives w.r.t. x – the bound of derivatives can depend on n – and
supn>1 ‖Γ˜n(t, •)‖∞ < ∞ for every t > 0), such that Γ˜n −→n→∞ Γ˜ pointwise.
Proof. See Lemma 3.7 of [35].
Proposition 2.16. Under Assumption 2.10, there exists a constant C, such that for every α ∈ (0, 1], we have:
∀x, x′ ∈ Rd, ∣∣vα(x)− vα(x′)∣∣ 6 C (1+ |x|2 + |x′|2) .
The constant C only depends on η1, η2, r1, r2, Kz,
∥∥σ−1∥∥∞ and Mψ.
Proof.
1. We approximate σ by a sequence (σε)ε>0 of functions satisfying:
• σε converges pointwise towards σ over Rd;
• σε is bounded (the bound can depend on ε) and |σε(x)|2F 6 r1 + r2|x|2;
• σε is of class C1 and ‖σε‖lip 6 ‖σ‖lip;
• x 7→ σε(x)−1 is bounded, the bound is independent of ε.
We also approximate Ξ by a sequence (Ξε)ε>0 of C1 functions which converges uniformly.
One can check that the functions Ξε are “uniformly weakly dissipative”, because the functions
Ξε − ξ are uniformly bounded. Moreover, ψ is approximated by a sequence (ψε) of functions
satisfying:
• |ψε(x, z)− ψε(x′, z′)| 6 Kx|x− x′|+ Kz
∣∣zσε(x)−1 − z′σε(x′)−1∣∣;
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• ψε(•, 0) is bounded;
• |ψε(x, 0)| 6 Mψ(1+ |x|);
• (ψε) converges pointwise towards ψ.
We consider the BSDE:
Yε,α,xt = Y
ε,α,x
T +
∫ T
t
{ψε (Xε,xs , Zε,α,xs )− αYε,α,xs } ds−
∫ T
t
Zε,α,xs dWs,
where the process Xε,x satisfies the following equation:
Xε,xt = x +
∫ t
0
Ξε (Xε,xs ) ds +
∫ t
0
σε (Xε,xs ) dWs.
This BSDE has a unique solution (see Lemma 2.12), and
∣∣Yε,α,xt ∣∣ 6 Cα (1+ |Xxt |) P-a.s. and for
every t > 0. Thanks to Theorem 3.2 of [36], we have Zε,α,xt = ∇vε,α
(
Xε,xt
)
σε
(
Xε,xt
)
P-a.s. and
for a.e. t > 0, and vε,α is of class C1. We define:
Γε,α(x) =

ψε (x,∇vε,α(x)σε(x))− ψε(x, 0)
|∇vε,α(x)σε(x)|2
∇vε,α(x)σε(x), if ∇vε,α(x) 6= 0,
0, otherwise.
Then, thanks to Lemma 2.15, we can approximate Γε,α in such a way that we can use Corollary
2.9.
We can rewrite:
−dYε,α,xt =
{
ψε
(
Xε,xt , 0
)
+ Zε,α,xt Γ
ε,α (Xε,xt )∗ − αYε,α,xt } dt− Zε,α,xt dWt.
But Γε,α is bounded by Kz
∥∥σ−1∥∥∞, and there exists a probability P̂ε,α,x,T under which the
process Ŵε,α,xt = Wt −
∫ t
0
Γε,α (Xε,xs )
∗ ds is a Brownian motion on [0, T]. Finally, we get the
equality:
vε,α(x) = Êε,α,x,T
[
e−αTvε,α
(
Xε,xT
)
+
∫ T
0
e−αsψε (Xε,xs , 0) ds
]
.
On the one hand, using proposition 2.5:∣∣∣Êε,α,x,T [e−αTvε,α (Xε,xT )]∣∣∣ 6 e−αT Cα Êε,α,x,T [∣∣Xε,xT ∣∣] −→T→∞ 0.
On the other hand, Xε satisfies the following SDE under P̂ε,α,x,T :
dXε,xt =
[
Ξε
(
Xε,xt
)
+ σε
(
Xε,xt
)
Γε,α
(
Xε,xt
)∗] dt + σε (Xε,xt ) dŴε,α,xt .
Thanks to Corollary 2.9, we get:∣∣∣Êε,α,x,T [ψε (Xε,xt , 0)]− Êε,α,x′ ,T [ψε (Xε,x′t , 0)]∣∣∣ 6 2Mψ ĉe−ν̂t (1+ |x|2 + |x′|2) ,
where ĉ and ν̂ only depend on η1, η2, r1, r2, Kz and
∥∥σ−1∥∥∞. As a consequence, we get:∣∣vε,α(x)− vε,α(x′)∣∣ = lim
T→∞
∣∣∣∣∫ T0 e−αt
(
Êε,α,x,t
[
ψε
(
Xε,xt , 0
)]− Êε,α,x′ ,t [ψε (Xε,x′t , 0)]) dt∣∣∣∣
6
∫ ∞
0
e−αt
∣∣∣Êε,α,x,t [ψε (Xε,xt , 0)]− Êε,α,x′ ,t [ψε (Xε,x′t , 0)]∣∣∣ dt
6 2
∫ ∞
0
e−αt ĉMψe−ν̂t
(
1+ |x|2 + |x′|2
)
dt 6 2 ĉMψ
ν̂
(
1+ |x|2 + |x′|2
)
.
(2.10)
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2. Now, our goal is to take the limit when ε → 0. Let D be a dense and countable subset of
Rd. By a diagonal argument, there exists a positive sequence (εn)n such that (v
εn ,α)n converges
pointwise over D to a function vα. Because the constant C in equation (2.9) does not depend on
ε, vα satisfies the same inequality. Let (Kn) be an increasing sequence of compact sets whose
diameter goes to infinity. The function vα is uniformly continuous on Kn ∩ D, so it has an
extension, still called vα for simplicity, which is continuous on Kn. Passing to the limit as n goes
to infinity, we get a continuous function on Rd, and it is the pointwise limit of the sequence
(vεn ,α)n. We denote Y
α,x
t = v
α (Xxt ); we have
∣∣∣Yα,xt ∣∣∣ 6 Cα (1+ |Xxt |). Using the Lemma 2.1 of
[43], we have, for every T > 0 :
E
[
|Xεn ,x − Xx|∗,20,T
]
6 C
{
‖Ξ− Ξεn‖2∞ T +E
[∫ T
0
|σεn (Xxt )− σ (Xxt )|2 dt
]}
.
By dominated convergence, this quantity goes to 0 as n goes to infinity. Also by dominated
convergence, we get:
E
[∫ T
0
∣∣∣Yεn ,α,xt −Yα,xt ∣∣∣2 dt] −→n→∞ 0 and E
[∣∣∣Yεn ,α,xT −Yα,xT ∣∣∣2] −→n→∞ 0.
3. We will show that there exists a process Zα,x belonging to L2P ,loc(Ω, L
2(0,∞; (Rd)∗)) which
satisfies E
[∫ T
0
∣∣∣Zεn ,α,xt − Zα,xt ∣∣∣2 dt] −→n→∞ 0, for every T > 0. Indeed, (Yα,x , Zα,x) is solution of
BSDE (2.8); by uniqueness of the solution, vα ≡ vα and taking the limit in the equation (2.10)
gives the result.
Let n 6 m ∈N, we define Y˜ = Yεn ,α,x −Yεm ,α,x and Z˜ = Zεn ,α,x − Zεm ,α,x. We have:
dY˜t = αY˜t dt +
(
ψεm
(
Xεm ,xt , Z
εm ,α,x
t
)− ψεn (Xεn ,xt , Zεn ,α,xt ))︸ ︷︷ ︸
=:ψt
dt + Z˜t dWt.
Thanks to Itô’s formula, we obtain:
E
[∫ T
0
∣∣∣Z˜t∣∣∣2 dt] 6 E [∣∣∣Y˜T∣∣∣2]− 2E [∫ T
0
Y˜tψt dt
]
.
But, we have:
|ψt| 6 Mψ
(
2+
∣∣Xεm ,xt ∣∣+ ∣∣Xεn ,xt ∣∣)+ Kz (∣∣∣Zεm ,xt σεm (Xεm ,xt )−1∣∣∣+ ∣∣∣Zεn ,xt σεn (Xεn ,xt )−1∣∣∣) .
So:
E
[∫ T
0
∣∣∣Z˜t∣∣∣2 dt] 6 E [∣∣∣Y˜T∣∣∣2]+ 2TMψE [∣∣∣Y˜∣∣∣∗
0,T
(
2+ |Xεm ,x|∗0,T + |Xεn ,x|∗0,T
)]
+ 2Kz
∥∥∥σ−1∥∥∥
∞
E
[∣∣∣Y˜∣∣∣∗
0,T
∫ T
0
(∣∣Zεm ,xt ∣∣+ ∣∣Zεn ,xt ∣∣) dt] .
Now, we need to estimate the bounds for E
[
|Xεn ,x|∗,20,T
]
and for E
[∫ T
0
∣∣Zεn ,α,xt ∣∣2 dt] indepen-
dently of n. Thanks to Proposition 2.4, we have E
[
|Xεn ,x|∗,20,T
]
6 C
(
1+ |x|2), where C only
depends on T, r1, r2, ξ1 and ξ2. Also, we have:
E
[∫ T
0
∣∣Zεn ,α,xt ∣∣2 dt] 6 E [∣∣Yεn ,α,xT ∣∣2]+ 2E [∫ T0 ∣∣Yεn ,α,xt ψεn (Xεn ,xt , Zεn ,α,xt )∣∣ dt
]
.
34
But, using the estimate of Lemma 2.12,∣∣Yεn ,α,xt ψεn (Xεn ,xt , Zεn ,α,xt )∣∣ 6 Cα (1+ ∣∣Xεn ,xt ∣∣) (Mψ (1+ ∣∣Xεn ,xt ∣∣)+ Kz ∥∥∥σ−1∥∥∥∞ ∣∣Zεn ,α,xt ∣∣)
6 2
(
CMψ
α
+
C2K2z‖σ−1‖2∞
α2
)(
1+ |Xεn ,xt |2
)
+
1
4
∣∣Zεn ,α,xt ∣∣2 .
Finally,
E
[∫ T
0
∣∣Zεn ,α,xt ∣∣2 dt] 6 {4 C2α2 + 8T
(
CMψ
α
+
C2K2z‖σ−1‖2∞
α2
)}(
1+E
[
|Xεn ,x|∗,20,T
])
;
it proves, after using Proposition 2.4, that the sequence (Zεn ,α,x)n is a Cauchy sequence in
L2P (Ω, L
2([0, T], (Rd)∗)); we can define its limit process Zα,x ∈ L2P ,loc(Ω, L2(0,∞; (Rd)∗)), and
it satisfies the convergence we claimed.
Proposition 2.17. Under Assumption 2.10, there exists a constant C, such that for every α ∈ (0, 1], we have:
∀x, x′ ∈ Rd, ∣∣vα(x)− vα(x′)∣∣ 6 C (1+ |x|2 + |x′|2) |x− x′|.
The constant C only depends on η1, η2, r1, r2, Kz,
∥∥σ−1∥∥∞, Mψ, Kx, ‖Ξ‖lip and ‖σ‖lip.
Proof. See Theorem 2.35 given in the appendix, with f : (x, y, z) 7→ ψ(x, z)− αy and g = vα.
Theorem 2.18 (Existence of solutions to the EBSDE). Under Assumption 2.10, there exist a real number
λ, a locally Lipschitz function v, which satisfies v(0) = 0, and a process Zx ∈ L2P ,loc(Ω, L2(0,∞; (Rd)∗))
such that if we define Yxt = v (Xxt ), then the EBSDE (2.7) is satisfied by (Y
x , Zx , λ) P-a.s. and for all
0 6 t 6 T < ∞. Moreover, there exists C > 0 such that for all x ∈ Rd, |v(x)| 6 C (1+ |x|2), and there
exists ζ measurable such that Zxt = ζ (Xxt ) P-a.s. and for a.e. t > 0.
Proof. The strategy is the same as in Theorem 4.4 of [26]. We give a sketch of the proof here for
completeness.
Step 1: Construction of v by a diagonal procedure.
For every α > 0, we define vα(x) = vα(x) − vα(0); we recall that |vα(x)| 6 C (1+ |x|2) and
|αvα(0)| 6 C, with C independent of α. Let D be a countable dense set in Rd; by a diagonal
argument, we can construct a sequence (αn), such that (vαn)n converges pointwise over D to
a function v and αnvαn(0) −→n→∞ λ, for a convenient real number λ. Moreover, thanks to the
previous proposition:
∃C > 0, ∀α ∈ (0, 1], ∀x, x′ ∈ Rd, ∣∣vα(x)− vα(x′)∣∣ 6 C (1+ |x|2 + |x′|2) |x− x′|.
Because it is uniformly continuous on every compact subset of D, v has an extension which is
continuous on Rd. Then, we can show that v is the pointwise limit of the functions vαn on Rd,
and then v is locally Lipschitz continuous and has quadratic growth.
Step 2: Construction of the process Zx.
We will show that (Zαn ,x)n is Cauchy in L
2
P (Ω; L
2([0, T]; (Rd)∗)) for every T > 0. Then, we will
be able to define Zx ∈ L2P ,loc(Ω; L2(0,∞; (Rd)∗)). When n 6 m ∈ N, we set Y˜ = Y
αn ,x − Yαm ,x
and Z˜ = Zαn ,x − Zαm ,x; we have:
dY˜t = −ψ˜t dt +
(
αnYαn ,xt − αmYαm ,xt
)
dt + Z˜t dWt,
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where ψ˜t = ψ
(
Xxt , Z
αn ,x
t
)− ψ (Xxt , Zαm ,xt ). Thanks to Itô’s formula:
E
[∫ T
0
∣∣∣Z˜t∣∣∣2 dt] = E [∣∣∣Y˜T∣∣∣2]− |Y0|2 + 2E [∫ T
0
ψ˜tY˜t dt
]
− 2E
[∫ T
0
(
αnYαn ,xt − αmYαm ,xt
)
Y˜t dt
]
6 E
[∣∣∣Y˜T∣∣∣2]+ 2Kz ∥∥∥σ−1∥∥∥
∞
E
[∫ T
0
∣∣∣Y˜t∣∣∣ ∣∣∣Z˜t∣∣∣ dt]+ 4MψE [∫ T
0
∣∣∣Y˜t∣∣∣ dt] .
By the Cauchy-Schwarz inequality, and noting that∣∣∣Y˜t∣∣∣ ∣∣∣Z˜t∣∣∣ 6 Kz ∥∥∥σ−1∥∥∥
∞
∣∣∣Y˜t∣∣∣2 + 14Kz ‖σ−1‖∞
∣∣∣Z˜t∣∣∣2 ,
we obtain:
E
[∫ T
0
∣∣∣Z˜t∣∣∣2 dt] 6 2E [∣∣∣Y˜T∣∣∣2]+ 4K2z ∥∥∥σ−1∥∥∥2∞ E
[∫ T
0
∣∣∣Y˜t∣∣∣2 dt]+ 8Mψ√TE [∫ T
0
∣∣∣Y˜t∣∣∣2 dt] 12 .
Dominated convergences (using Propositions 2.16 and 2.4) give us the result claimed.
Step 3:
(
Yx , Zx , λ
)
is a solution to the EBSDE (2.7).
Taking the limit in the BSDE satisfied by (Yαn ,x , Zαn ,x) gives us:
Yxt = Y
x
T +
∫ T
t
[
ψ
(
Xxs , Z
x
s
)
− λ
]
ds−
∫ T
t
Zxs dWs.
Step 4: Zx can be represented as a measurable function of Xx. We fix T > 0. Here, we denote
∆• := •α,x − •α,x′ . By standard calculations, for every α ∈ (0, 1], x, x′ ∈ Rd:
E
[∫ T
0
|∆Zt|2 dt
]
6 E
[
|∆Y|∗,20,T
]
+ 2KxTE
[
|∆Y|∗0,T |∆X|∗0,T
]
+ 2Kz
∥∥∥σ−1∥∥∥
∞
E
[∫ T
0
|∆Y|∗0,T |∆Zt| dt
]
+ 4Kz
∥∥∥σ−1∥∥∥
∞
E
[∫ T
0
|∆Y|∗0,T
∣∣∣Zα,x′t ∣∣∣ dt]
6 2E
[
|∆Y|∗,20,T
]
+ 4KxTE
[
|∆Y|∗0,T |∆X|∗0,T
]
+ 2K2z
∥∥∥σ−1∥∥∥2
∞
TE
[
|∆Y|∗,20,T
]
+8Kz
∥∥∥σ−1∥∥∥
∞
E
[∫ T
0
|∆Y|∗0,T
∣∣∣Zα,x′t ∣∣∣ dt]
But, using the Cauchy-Schwarz inequality and the estimate at the end of the proof of Proposi-
tion 2.16, we get:
E
[∫ T
0
|∆Y|∗0,T
∣∣∣Zα,x′t ∣∣∣ dt] 6 CE [|∆Y|∗,20,T] 12 (1+ |x|).
Using Lemma 2.1 of [43] and Propositions 2.4 and 2.17, we finally get:
E
[∫ T
0
∣∣∣Zα,xt − Zα,x′t ∣∣∣2 dt] 6 C (1+ |x|4 + |x′|4) |x− x′|2, (2.11)
where C is independent of x and x′, but depends on α and T. For every x ∈ Rd, the sequence(
E
[∫ T
0
∣∣Zαn ,xt − Zαm ,xt ∣∣2 dt])
n6m∈N
is bounded (it converges). By a diagonal procedure, there
exists a subsequence (α′n) ⊂ (αn) such that:
∀x ∈ D, ∀n 6 m ∈N, E
[∫ T
0
∣∣∣Zα′n ,xt − Zα′m ,xt ∣∣∣2 dt] 6 2−n.
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Equation (2.11) extends this inequality to Rd. The Borel-Cantelli theorem gives that for a.e.
t ∈ [0, T], Zα′n ,xt −→n→∞ Z
x
t P-a.s. Set
ζ(x) =
{
limn ζα
′
n(x), if the limit exists,
0, elsewhere.
For a.e. t ∈ [0, T], Xxt belongs P-a.s. to the set where limn ζα
′
n(x) exists; Zxt = ζ (Xxt ) P-a.s. and
for a.e. t ∈ [0, T].
2.4.2 Uniqueness of the solution
Theorem 2.19 (Uniqueness of the parameter λ). Let p > 0; we suppose that
√
r2Kz
∥∥∥σ−1∥∥∥
∞
+ [(p ∨ 2)− 1] r2
2
< η2
and that Assumption 2.10 holds. We suppose that, for some x ∈ Rd, (Y′, Z′, λ′) verifies the EBSDE (2.7)
P-a.s. and for all 0 6 t 6 T < ∞, where Y′ is a progressively measurable continuous process, Z′ ∈
L2P ,loc(Ω, L
2(0,∞; (Rd)∗)) and λ′ ∈ R. Finally, we assume that there exists cx > 0 (that may depend on x)
such that
∀t > 0, |Y′t | 6 cx
(
1+ |Xxt |p
)
.
Then λ′ = λ.
Proof. We define λ˜ = λ′ − λ, Y˜ = Y′ −Y and Z˜ = Z′ − Z. We have:
λ˜ =
Y˜T − Y˜0
T
+
1
T
∫ T
0
[
ψ
(
Xxt , Z
′
t
)− ψ (Xxt , Zxt )] dt− 1T
∫ T
0
Z˜t dWt.
We denote:
γxt =

ψ (Xxt , Z
′
t)− ψ
(
Xxt , Z
x
t
)
∣∣∣Z˜t∣∣∣2 Z˜t, if Z˜t 6= 0,
0, otherwise.
There exists a probability P˜x,T under which W˜xt = Wt −
∫ t
0
γx∗s ds is a Brownian motion on [0, T].
Then,
λ˜ =
1
T
E˜x,T
[
Y˜T − Y˜0
]
6 1
T
{
cx
(
2+ |x|p + E˜x,T [|XxT |p])+ C (2+ |x|2 + E˜x,T [|XxT |2])} .
We conclude by taking the limit T → ∞ and using Proposition 2.5.
Theorem 2.20 (Uniqueness of the functions v and ζ). Let p > 0; we suppose that
√
r2Kz
∥∥∥σ−1∥∥∥
∞
+ [(p ∨ 2)− 1] r2
2
< η2
and that Assumption 2.10 holds.
Let (v, ζ) and (v˜, ζ˜) be two couples of functions with:
• v, v˜ : Rd → R are continuous, |v(x)| 6 C (1+ |x|p), |v˜(x)| 6 C (1+ |x|p) and v(0) = v˜(0) = 0;
• ζ , ζ˜ : Rd → (Rd)∗ are measurable.
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We also assume that for some constants λ, λ˜, and for all x ∈ Rd, the triplets (v (Xxt ) , ζ (Xxt ) , λ) and
(v˜(Xxt ), ζ˜(X
x
t ), λ˜) verify the EBSDE (2.7).
Then λ = λ˜, v = v˜ and ζ (Xxt ) = ζ˜ (X
x
t ) P-a.s. and for a.e. t > 0 and for all x ∈ Rd.
Proof. By Theorem 2.19, we already know that λ = λ˜. We denote Yxt = v(X
x
t ), Z
x
t = ζ(X
x
t ),
Y˜xt = v˜(X
x
t ) and Z˜
x
t = ζ˜(X
x
t ). We approximate the functions Ξ, σ, ψ, v and v˜ by sequences (Ξ
ε),
(σε), (ψε), (vε) and (v˜ε) of C1 functions with bounded derivatives that converge uniformly (only on
every compact set for the approximations of v and v˜). We require that for all ε > 0, the bounds on the
derivatives of Ξε, σε and ψε are independent of ε and vε, v˜ε have polynomial growth (with constant
C and exponent p, all independent of ε). In the sequel, x ∈ Rd, T > 0 and ε > 0 are fixed. Let us
consider the following BSDEs in finite time horizon:{
dYε,xt = −[ψε(Xε,xt , Zε,xt )− λ]dt + Zε,xt dWt,
Yε,xT = v
ε(Xε,xT ),{
dY˜ε,xt = −[ψε(Xε,xt , Z˜ε,xt )− λ]dt + Z˜ε,xt dWt,
Y˜ε,xT = v˜
ε(Xε,xT ),
where Xε,xt = x +
∫ t
0
Ξε (Xε,xs ) ds +
∫ t
0
σε (Xε,xs ) dWs. We denote
∆Yxt = Y
x
t − Y˜xt , ∆Zxt = Zxt − Z˜xt , ∆Yε,xt = Yε,xt − Y˜ε,xt and ∆Zε,xt = Zε,xt − Z˜ε,xt .
This way, we get:
∆Yx0 −E [∆YxT ] = E
[∫ T
0
[
ψ (Xxt , Z
x
t )− ψ
(
Xxt , Z˜
x
t
)]
dt
]
,
∆Yε,x0 −E
[
∆Yε,xT
]
= E
[∫ T
0
[
ψε
(
Xε,xt , Z
ε,x
t
)− ψε (Xε,xt , Z˜ε,xt )] dt] .
By subtraction, it leads us to:
∣∣∆Yx0 − ∆Yε,x0 ∣∣ 6 E [∫ T0 ∣∣ψ (Xxt , Zxt )− ψε (Xε,xt , Zε,xt )∣∣ dt
]
+E
[∫ T
0
∣∣∣ψ (Xxt , Z˜xt )− ψε (Xε,xt , Z˜ε,xt )∣∣∣ dt]
+ E
[∣∣v(XxT)− vε(Xε,xT )∣∣]+E [∣∣v˜(XxT)− v˜ε(Xε,xT )∣∣] .
Set δXε,xt = X
x
t − Xε,xt , δYε,xt = Yxt −Yε,xt and δZε,xt = Zxt − Zε,xt . We have:∣∣ψ (Xxt , Zxt )− ψε (Xε,xt , Zε,xt )∣∣ 6 (Kx + Kz|Zxt |‖σ‖lip‖σ−1‖2∞) |δXε,xt |+Kz‖σ−1‖∞ ∣∣δZε,xt ∣∣+ ‖ψ− ψε‖∞ .
Using Lemma 2.1 of [43], we get:
E
[
|δXε,x|∗,20,T
]
6 CT
(
‖Ξ− Ξε‖2∞ + ‖σ− σε‖2∞
)
.
Our next goal is to estimate E
[∫ T
0
∣∣δZε,xt ∣∣2 dt]. We see that (δYε,xt , δZε,xt ) is solution of the BSDE:{
dδYε,xt = −
[
ψ (Xxt , Z
x
t )− ψε
(
Xε,xt , Z
ε,x
t
)]
dt + δZε,xt dWt,
δYε,xT = v
(
XxT
)− vε (Xε,xT ) .
Using Lemma 2.2 of [43], we get:
E
[∫ T
0
∣∣δZε,xt ∣∣2 dt] 6 CTE [∣∣v (XxT)− vε (Xε,xT )∣∣2 + ∫ T0 ∣∣ψ (Xxt , Zxt )− ψε (Xε,xt , Zxt )∣∣2 dt
]
.
We need to prove that E
[∣∣v (XxT)− vε (Xε,xT )∣∣2] −→ε→0 0:
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• on the one hand, using uniform local Lipschitz property,
E
[∣∣vε(XxT)− vε(Xε,xT )∣∣2] 6 C(1+E [|Xx|∗,80,T]1/2 +E [|Xε,x|∗,80,T]1/2)E [|δXε,x|∗,40,T]1/2 −→ε→0 0,
• on the other hand, for any R > 0, we have
E
[
|(v− vε)(XxT)|2 1|XxT |6R
]
6 ‖v− vε‖2∞,BR ,
E
[
|(v− vε)(XxT)|2 1|XxT |>R
]
6 E
[
|(v− vε)(XxT)|4
]1/2
P (|XxT | > R)1/2
6 C
(
1+E
[
|XxT |8
]1/2) E [|XxT |2]1/2
R
6 C˜(1+ |x|
5)
R
.
For any R > 0, lim sup
ε→0
E
[
|(v− vε)(XxT)|2
]
6 C˜(1+ |x|
5)
R
, i.e. E
[∣∣(v− vε)(XxT)∣∣2] −→ε→0 0.
Finally, we obtain:
∣∣∆Yx0 − ∆Yε,x0 ∣∣ −→ε→0 0. By Theorem 3.1 of [43], because ψε, vε and v˜ε have
bounded derivatives, there exist continuous functions ζεT and ζ˜
ε
T such that: Z
ε,x
t = ζ
ε
T
(
t, Xε,xt
)
and
Z˜ε,xt = ζ˜
ε
T
(
t, Xε,xt
)
P-a.s. and for a.e. t ∈ [0, T]. As usual, we linearise our BSDE; so we set:
ΓεT(t, x) =

ψε
(
x, ζεT(t, x)
)− ψε (x, ζ˜εT(t, x))∣∣∣ζεT(t, x)− ζ˜εT(t, x)∣∣∣2
(
ζεT(t, x)− ζ˜εT(t, x)
)
, if ζεT(t, x) 6= ζ˜εT(t, x),
0, otherwise.
The process ΓεT
(
t, Xε,xt
)∗ is bounded by Kz ∥∥σ−1∥∥∞; by Girsanov’s theorem,
Wε,x,Tt = Wt −
∫ t
0
ΓεT (s, X
ε,x
s )
∗ ds
is a Brownian motion on [0, T] under the corresponding Girsanov probability Qε,xT . ∆Y
ε,x is a Qε,xT -
martingale and we get:
∆Yε,x0 = E
Q
ε,x
T
[
∆Yε,xT
]
= EQ
ε,x
T
[
(vε − v˜ε) (Xε,xT )] = P εT [vε − v˜ε] (x),
where P εT is the Kolmogorov semigroup of the SDE:
dUxt =
[
Ξε (Uxt ) + σ
ε (Uxt ) Γ
ε
T (t, U
x
t )
∗] dt + σε (Uxt ) dWt.
Using Lemma 2.15 and Corollary 2.9, we get:
|P εT [vε − v˜ε] (x)−P εT [vε − v˜ε] (0)| 6 C
(
1+ |x|p∨2
)
e−νT ,
where ν and C are independent of ε (because the polynomial growths of vε and v˜ε do not depend on
ε). Finally,
∀ε > 0, ∀T > 0, ∀x ∈ Rd,
∣∣∣∆Yε,x0 − ∆Yε,00 ∣∣∣ 6 C (1+ |x|p∨2) e−νT .
By taking the limit as ε goes to 0:
∀T > 0, ∀x ∈ Rd, |(v− v˜) (x)| =
∣∣∣∆Yx0 − ∆Y00 ∣∣∣ 6 C (1+ |x|p∨2) e−νT .
Taking the limit as T goes to infinity leads us to v = v˜. Then, uniqueness of ζ is the consequence of
Itô’s formula.
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2.5 Large time behaviour
In this section, we always suppose that
√
r2Kz
∥∥∥σ−1∥∥∥
∞
+
p− 1
2
r2 < η2,
with p > 2, and we keep working under Assumption 2.10. Indeed, we have seen in the previous
section that, under this assumption, there exists a unique triplet (v, ζ , λ) such that (v (Xxt ) , ζ (X
x
t ) , λ)
is a solution to EBSDE (2.7), v is continuous with quadratic growth, v(0) = 0 and ζ is measurable.
Let ξT be a real random variable FT-measurable and such that
∣∣ξT∣∣ 6 C(1+ ∣∣XxT∣∣p). It will allow us
to use Proposition 2.5. We denote by (YT,xt , Z
T,x
t ) the solution of the BSDE in finite horizon:
YT,xt = ξ
T +
∫ T
t
ψ
(
Xxs , Z
T,x
s
)
ds−
∫ T
t
ZT,xs dWs.
Theorem 2.21. We have the following inequality:∣∣∣∣∣YT,x0T − λ
∣∣∣∣∣ 6 C (1+ |x|p)T ,
where the constant C is independent of x and T; and in particular:
YT,x0
T
−→
T→∞
λ, uniformly in any bounded
subset of Rd.
Proof. For all x ∈ Rd and T > 0, we write:∣∣∣∣∣YT,x0T − λ
∣∣∣∣∣ 6
∣∣∣∣∣YT,x0 −Yx0 − λTT
∣∣∣∣∣+
∣∣∣∣Yx0T
∣∣∣∣ .
First of all,
∣∣Yx0 ∣∣ = |v(x)| 6 C (1+ |x|2). Also, by the usual linearisation technique, we have:
YT,x0 −Yx0 − λT = ξT − v (XxT) +
∫ T
0
(
ZT,xs − Zxs
)
βT∗s ds−
∫ T
0
(
ZT,xs − Zxs
)
dWs,
where
βTt =

ψ
(
Xxt , Z
T,x
t
)
− ψ (Xxt , Zxt )∣∣∣ZT,xt − Zxt ∣∣∣2
(
ZT,xt − Zxt
)
, if ZT,xt 6= Zxt ,
0, otherwise.
The process βT is bounded by Kz
∥∥σ−1∥∥∞ and by Girsanov’s theorem, there exists a probability
measure QT under which W˜Tt = Wt −
∫ t
0
βT∗s ds is a Brownian motion on [0, T]. This way, we can see
that:∣∣∣YT,x0 −Yx0 − λT∣∣∣ = ∣∣∣EQT [ξT − v (XxT)]∣∣∣ 6 EQT [∣∣∣ξT∣∣∣]+EQT [|v (XxT)|] 6 C (1+EQT [|XxT |p]) .
Thanks to Proposition 2.5, we get: sup
T>0
EQ
T [|XxT |p] 6 κ (1+ |x|p), where κ is independent of x.
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Theorem 2.22. We suppose that ξT = g
(
XxT
)
, where g : Rd → R has polynomial growth:
∀x ∈ Rd, |g(x)| 6 C (1+ |x|p)
and satisfies:
∀x, x′ ∈ Rd, |g(x)− g(x′)| 6 C (1+ |x|p + |x′|p) |x− x′|.
Then, there exists L ∈ R, such that: ∀x ∈ Rd, YT,x0 − λT −Yx0 −→T→∞ L. Furthermore,
∀x ∈ Rd, ∀T > 0,
∣∣∣YT,x0 − λT −Yx0 − L∣∣∣ 6 C (1+ |x|p) e−νT .
Proof. We will consider the following equations:{
dYT,t,xs = −ψ(Xt,xs , ZT,t,xs )ds + ZT,t,xs dWs
YT,t,xT = g(X
t,x
T )
−→ Y
T,t,x
s = uT(s, X
t,x
s ),
see Theorem 4.1 of [25];
{
dYt,xs = −{ψ(Xt,xs , Zt,xs )− λ}ds + Zt,xs dWs
Yt,xT = v(X
t,x
T )
−→ Y
t,x
s = v(X
t,x
s ),
solution of the EBSDE;{
dYn,t,xs = −ψn(Xn,t,xs , Zn,t,xs )ds + Zn,t,xs dWs
Yn,t,xT = g
n(Xn,t,xT )
−→ Y
n,t,x
s = unT(s, X
n,t,x
s ),
where unT is C1 (see appendix);{
dY˜n,t,xs = −ψn(Xn,t,xs , Z˜n,t,xs )ds + Z˜n,t,xs dWs
Y˜n,t,xT = v
n(Xn,t,xT )
−→ Y˜
n,t,x
s = u˜nT(s, X
n,t,x
s ),
where u˜nT is C1 (see appendix);
where gn, vn ∈ C1b converge uniformly on every compact towards g and v; also, we take (Ξn)n and
(σn)n some sequences of C1b functions that converge uniformly towards Ξ and σ and define Xn,t,x as
the solution of the SDE {
dXn,t,xs = Ξn(X
n,t,x
s )ds + σn(X
n,t,x
s )dWs,
Xn,t,xt = x.
Step 1: Approximation of the function ψ.
We set ρ(x, q) = ψ(x, qσ(x)) ; ρ is Lipschitz, and we approximate it by a sequence of C1b func-
tions (ρn) which converges uniformly on Rd × (Rd)∗. Then, we define a function βn satisfying:
βn(x, q) =
{
ρn(x, q), if |qσ(x)| 6 n,
0, if |qσ(x)| > f (n),
where f (n) is chosen such that βn and ρn have the same Lipschitz constant. This way, βn −→
n→∞ ρ,
uniformly on every compact, and βn ∈ C1b . We set ψn(x, z) = βn(x, zσn(x)−1) and ψn ∈ C1b .
Moreover, we have the following:
|(ψ− ψn) (x, z)| 6
∣∣∣(ρ− ρn) (x, zσ(x)−1)∣∣∣ 1|z|6n + 2|ρ(x, zσ(x)−1)|1|z|>n
+
∣∣∣βn(x, zσ(x)−1)− βn(x, zσn(x)−1)∣∣∣
6 ‖ρ− ρn‖∞ + 2(Mψ(1+ |x|) + Kz‖σ−1‖∞|z|)1|z|>n + Kz‖σ−1‖2∞‖σ− σn‖∞|z|
Step 2: Growth of wnT .
We set wnT(t, x) = u
n
T(t, x)− u˜nT(t, x) and wT(t, x) = uT(t, x)− λ(T − t)− v(x). By uniqueness
of viscosity solutions (see [25]), we have unT(0, x) = u
n
T+S(S, x) and u˜
n
T(0, x) = u˜
n
T+S(S, x).
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Lemma 2.23. We have: ∀ε > 0, ∀T > 0, ∃C˜T > 0, ∀x ∈ Rd, ∀n ∈N∗,
|v(x)− u˜nT(0, x) + λT|2
6 C˜T
{
E
[∣∣v (XxT)− vn (Xn,xT )∣∣2]+ ‖ρ− ρn‖2∞ +(‖Ξ− Ξn‖2∞ + ‖σ− σn‖2∞ + 1nε
)(
1+ |x|2(2+ε)
)}
.
Proof. We set δY˜ns = Yxs − Y˜n,xs + λ(T − s) and δZ˜ns = Zxs − Z˜n,xs ; then,
dδY˜ns = dY
x
s − dY˜n,xs − λds =
{
ψn
(
Xn,xs , Z˜
n,x
s
)
− ψ (Xxs , Zxs )
}
ds + δZ˜ns dWs.
We will use [8]; to use the same notations, we set f (s, y, z) = ψ (Xxs , Zxs )− ψn
(
Xn,xs , Zxs − z
)
. We
have:
| f (s, y, z)| 6 ‖ρ− ρn‖∞ +
(
2Mψ (1+ |Xxs |) + 2Kz
∥∥∥σ−1∥∥∥
∞
|Zxs |
)
1|Zxs |>n
+ Kz|Zxs |
∥∥∥σ−1∥∥∥2
∞
‖σ− σn‖∞ + Kx |Xxs − Xn,xs |
+ Kz |Zxs | ‖σ‖lip
∥∥∥σ−1∥∥∥2
∞
|Xxs − Xn,xs |+ Kz
∥∥∥σ−1∥∥∥
∞
|z| =: fs + λ|z|.
We define F =
∫ T
0
fs ds; because F ∈ L2 and δY˜n ∈ S2, we get, E
[∣∣∣δY˜n∣∣∣∗,2
0,T
]
6 Ce2λ2TE
[∣∣∣δY˜nT ∣∣∣2 + F2].
We just need an upper bound for E
[
F2
]
:
E
[
F2
]
6 6T2K2xE
[
|Xx − Xn,x|∗,20,T
]
+ 6K2z‖σ‖2lip
∥∥∥σ−1∥∥∥4
∞
E
[
|Xx − Xn,x|∗,20,T
(∫ T
0
|Zxs | ds
)2]
+ 6T2 ‖ρ− ρn‖2∞ + 48M2ψE
[(
1+ |Xx|∗,20,T
)(∫ T
0
1|Zxs |>n ds
)2]
+ 24K2z
∥∥∥σ−1∥∥∥2
∞
E
[(∫ T
0
|Zxs | 1|Zxs |>n ds
)2]
+ 6K2z
∥∥∥σ−1∥∥∥4
∞
‖σn − σ‖2∞E
[(∫ T
0
|Zxs |ds
)2]
.
Thanks to Lemma 2.1 of [43], we have:
∀µ > 2, ∃CT,µ > 0, E
[
|Xx − Xn,x|∗,µ0,T
]
6 CT,µ
(‖Ξ− Ξn‖µ∞ + ‖σ− σn‖µ∞) .
Moreover, we have, for every α ∈ (0, 2]:
E
[(∫ T
0
1|Zxs |>n ds
)2]
6 T
∫ T
0
P (|Zxs | > n) ds 6
T
nα
∫ T
0
E
[|Zxs |α] ds 6 T2− α2nα E
[∫ T
0
|Zxs |2 ds
] α
2
.
We also recall – see [8] – for µ > 1: E
[(∫ T
0
|Zxs |2 ds
) µ
2
]
6 Cµ,T
(
1+ |x|2µ
)
, because v has
quadratic growth. Using the Cauchy-Schwarz inequality and the above remarks, we get:
E
[
F2
]
6 CT
(
‖ρ− ρn‖2∞ +
(
‖Ξ− Ξn‖2∞ + ‖σ− σn‖2∞ +
1
nε
)(
1+ |x|2(2+ε)
))
,
for every ε > 0.
Lemma 2.24. We have: ∀ε > 0, ∀T > 0, ∃CT > 0, ∀x ∈ Rd, ∀n ∈N∗,
|uT(0, x)− unT(0, x)|2
6 CT
{
E
[∣∣g (XxT)− gn (Xn,xT )∣∣2]+ ‖ρ− ρn‖2∞ +(‖Ξ− Ξn‖2∞ + 1nε
)(
1+ |x|(2+ε)p
)}
.
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Proof. The proof is essentially the same; the main difference is that the exponent p appears in
the following inequality (see [8]): E
[(∫ T
0
∣∣∣ZT,0,xs ∣∣∣2 ds) p2
]
6 Cp,T
(
1+E
[∣∣∣YT,0,xT ∣∣∣p]).
We keep in mind the following results:
|wnT(0, x)− wT(0, x)|2 6 CT
{
E
[∣∣g (XxT)− gn (Xn,xT )∣∣2 + ∣∣v (XxT)− vn (Xn,xT )∣∣2]
+ ‖ρ− ρn‖2∞ +
(
‖Ξ− Ξn‖2∞ + ‖σ− σn‖2∞ +
1
nε
)(
1+ |x|(2+ε)p
)}
,
|wT(0, x)| 6 C (1+ |x|p) .
Step 3: Variation of wnT(0, •).
We write:
Yn,x0 − Y˜n,x0 = Yn,xT − Y˜n,xT +
∫ T
0
{
ψn (Xn,xs , Z
n,x
s )− ψn
(
Xn,xs , Z˜
n,x
s
)}
ds−
∫ T
0
{
Zn,xs − Z˜n,xs
}
dWs.
We have Zn,xs = ∂xunT
(
s, Xn,xs
)
σ
(
Xn,xs
)
and Z˜n,xs = ∂xu˜nT
(
s, Xn,xs
)
σ
(
Xn,xs
)
(see Theorem 3.1 of
[43]). Consequently, Zn,xs − Z˜n,xs = ∂xwnT
(
s, Xn,xs
)
σn
(
Xn,xs
)
. We define the following function:
βnT(t, x) =

ψn
(
x, ∂xunT(t, x)σ
n(x)
)− ψn (x, ∂xu˜nT(t, x)σn(x))∣∣∂xwnT(t, x)σn(x)∣∣2
(
∂xwnT(t, x)σ
n(x)
)∗ ,
if t < T and ∂xwnT(t, x) 6= 0,
ψn
(
x, ∂xunT(T, x)σ
n(x)
)− ψn (x, ∂xu˜nT(T, x)σn(x))∣∣∂xwnT(T, x)σn(x)∣∣2
(
∂xwnT(T, x)σ
n(x)
)∗ ,
if t > T and ∂xwnT(T, x) 6= 0,
0, otherwise.
The function βnT is bounded by Kz
∥∥σ−1∥∥∞; W˜t = Wt − ∫ t0 βnT (s, Xn,xs ) ds is a Brownian motion
on [0, T] under the probability QnT . Because
ψn (Xn,xs , Z
n,x
s )− ψn
(
Xn,xs , Z˜
n,x
s
)
=
(
Zn,xs − Z˜n,xs
)
βnT (s, X
n,x
s ) ,
we have:
wnT(0, x) = Y
n,x
0 − Y˜n,x0 = EQ
n
T
[
Yn,xT − Y˜n,xT
]
= EQ
n
T
[
gn
(
Xn,xT
)− vn (Xn,xT )] = PnT [gn − vn] (x),
where Pn is the Kolmogorov semigroup of the SDE:
dUt = Ξn (Ut) dt + σn (Ut) (dWt + βnT (t, Ut) dt) .
By Lemma 2.15 and corollary 2.9, we get:
|wnT(0, x)− wnT(0, y)| = |PnT [gn − vn] (x)−PnT [gn − vn] (y)| 6 ĉncgn−vn (1+ |x|p + |y|p) e−ν̂nT ,
where ĉn and ν̂n depend only on η1, η2, r1, r2, Kz and ‖σ−1‖∞; also cgn−vn is the constant
appearing in the p-polynomial growth of gn − vn: it only depends on g− v and is independent
of n. So:
∃ĉ, ν̂ > 0, ∀T > 0, ∀x, y ∈ Rd, ∀n ∈N∗, |wnT(0, x)− wnT(0, y)| 6 ĉ (1+ |x|p + |y|p) e−ν̂T .
(2.12)
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Step 4: Upper bound for ∂xwnT(0, •).
We use Theorem 4.2 of [43]; for every T′ ∈ (t, T], we have:
∂xunT(t, x) = E
[
unT
(
T′, Xn,t,xT′
)
Nn,t,xT′ +
∫ T′
t
ψn
(
Xn,t,xs , Z
n,t,x
s
)
Nn,t,xs ds
]
,
∂xu˜nT(t, x) = E
[
u˜nT
(
T′, Xn,t,xT′
)
Nn,t,xT′ +
∫ T′
t
ψn
(
Xn,t,xs , Z˜
n,t,x
s
)
Nn,t,xs ds
]
,
where Nn,t,xs =
1
s− t
(∫ s
t
(
σn
(
Xn,t,xr
)−1∇Xn,t,xr )∗ dWr)∗. By subtraction:
∂xwnT(t, x) = E
[
wnT−T′
(
0, Xn,t,xT′
)
Nn,t,xT′ +
∫ T′
t
{
ψn
(
Xn,t,xs , Z
n,t,x
s
)− ψn (Xn,t,xs , Z˜n,t,xs )}Nn,t,xs ds] .
By Itô’s formula, we prove that:
d
∣∣∇Xn,t,xs ∣∣2F 6 (2‖Ξ‖lip + ‖σ‖2lip) ∣∣∇Xn,t,xs ∣∣2F ds + dMs,
with M a martingale starting at 0. We set λ = 2‖Ξ‖lip + ‖σ‖2lip and we get:
E
[∣∣∇Xn,t,xs ∣∣2F] 6 d2eλ(s−t).
Then, for any s ∈ [t, T′],
E
[∣∣Nn,t,xs ∣∣2] 6 ( 1s− t
)2
E
[∫ s
t
∣∣∣σn (Xn,t,xr )−1∇Xn,t,xr ∣∣∣2F dr
]
6
d2
∥∥σ−1∥∥2∞
s− t e
λ(T′−t).
Recalling that (x, q) 7→ ψn(x, qσn(x)) is Lipschitz, we obtain:
|∂xwnT(t, x)|
6 E
[∣∣∣wnT−T′ (0, Xn,t,xT′ )∣∣∣ ∣∣∣Nn,t,xT′ ∣∣∣]+ ∫ T′t E
[∣∣∣ψn (Xn,t,xs , Zn,t,xs )− ψn (Xn,t,xs , Z˜n,t,xs )∣∣∣ ∣∣Nn,t,xs ∣∣] ds
6 E
[∣∣∣wnT−T′ (0, Xn,t,xT′ )∣∣∣2] 12 E [∣∣∣Nn,t,xT′ ∣∣∣2] 12 + Kz ∫ T′t E
[∣∣∂xwnT (s, Xn,t,xs )∣∣2] 12 E [∣∣Nn,t,xs ∣∣2] 12 ds
6 E
[∣∣∣wnT−T′ (0, Xn,t,xT′ )∣∣∣2] 12 d
∥∥σ−1∥∥∞√
T′ − t e
λ
2 (T
′−t)
+ Kzd
∥∥∥σ−1∥∥∥
∞
e
λT′
2
∫ T′
t
E
[∣∣∂xwnT (s, Xn,t,xs )∣∣2] 12 ds√s− t .
Thanks to Step 2 and Proposition 2.5, we have the following upper bound (for any ε > 0):
E
[∣∣∣wnT−T′ (0, Xn,t,xT′ )∣∣∣2]
6 C
(
1+ |x|2p
)
+ CT−T′
(
∆n,xt + ‖ρ− ρn‖2∞ +
(
‖Ξ− Ξn‖2∞ + ‖σ− σn‖2∞ +
1
nε
)(
1+ |x|(2+ε)p
))
,
where ∆n,xt = E
[∣∣∣∣v(X0,Xn,t,xT′T−T′ )− vn (Xn,0,Xn,t,xT′T−T′ )∣∣∣∣2 + ∣∣∣∣g(X0,Xn,t,xT′T−T′ )− gn (Xn,0,Xn,t,xT′T−T′ )∣∣∣∣2
]
. So, for
any ε > 0,
|∂xwnT(t, x)|
6
{
C (1+ |x|p) + CT−T′
(√
∆n,xt + ‖ρ− ρn‖∞ +
(
‖Ξ− Ξn‖∞ + ‖σ− σn‖∞ + n−
ε
2
) (
1+ |x|(1+ε)p
))}
×d
∥∥σ−1∥∥∞√
T′ − t e
λ
2 (T
′−t) + Kzd
∥∥∥σ−1∥∥∥
∞
e
λT′
2
∫ T′
t
E
[∣∣∂xwnT (s, Xt,xs )∣∣2] 12 ds√s− t .
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Let us take ζ > p; we set ϕnT(t) = sup
x∈Rd
∣∣∂xwnT(t, x)∣∣
1+ |x|ζ . Using the appendix, we see that:
|∂xwnT(t, x)| 6 |∂xunT(t, x)|+ |∂xu˜nT(t, x)| 6 C (1+ |x|p) .
This proves that ϕnT is well defined on [0, T); moreover, it is bounded on every set [0, T
′], for
every T′ < T. Also, for every s ∈ [t, T′], E
[∣∣∂xwnT (s, Xt,xs )∣∣2] 12 6 ϕnT(s)C (1+ |x|ζ), where C is
independent of T and x. We get, for ε small enough,∣∣∂xwnT(t, x)∣∣
1+ |x|ζ
6
C + CT−T′

√
∆n,xt
1+ |x|ζ + ‖ρ− ρ
n‖∞ +
(
‖Ξ− Ξn‖∞ + ‖σ− σn‖∞ + n−
ε
2
) d
∥∥σ−1∥∥∞√
T′ − t e
λ
2 (T
′−t)
+CT′
∫ T′
t
ϕnT(s)√
s− t ds.
We can take the supremum when x ∈ Rd, and by a change of variable, it can be rewritten as:
ϕnT(T
′ − t)
6
C + CT−T′
 sup
x∈Rd
√
∆n,xT′−t
1+ |x|ζ + ‖ρ− ρ
n‖∞ +
(
‖Ξ− Ξn‖∞ + ‖σ− σn‖∞ + n−
ε
2
) d
∥∥σ−1∥∥∞√
t
e
λ
2 t
︸ ︷︷ ︸
=a(t)
+ CT′
∫ t
0
ϕnT(T
′ − u)√
t− u du,
where 0 < t 6 T′ < T. We use the Lemma 7.1.1 of [30]; indeed, the function a is locally
integrable on (0, T′), since sup
x∈Rd
√
∆n,xT′−t
1+ |x|ζ is bounded independently of t. We get
ϕnT(T
′ − t) 6 a(t) + CT′
∫ t
0
E′ (CT′(t− u)) a(u)du,
and the integral is well defined, since E(z) =
∞
∑
n=0
z
n
2
Γ
( n
2 + 1
) is C1 and E′(z) ∼
z→0+
Γ
(
1
2
)
√
z
. Choose
t = T′ and get:
|∂xwnT(0, x)|
6
[
C + CT−T′ ,T′γnT′(0) + CT′
∫ T′
0
E′
(
CT′(T
′ − u)) {C + CT−T′γnT′(T′ − u)} du√u
] (
1+ |x|ζ
)
,
where we denoted γnT′(t) = sup
x∈Rd
√
∆n,xt
1+ |x|ζ + ‖ρ− ρ
n‖∞ + C
(
‖Ξ− Ξn‖∞ + ‖σ− σn‖∞ + n−
ε
2
)
.
Step 5: Taking the limit when n→ ∞. From Theorem 2.21 and equation (2.12), we get easily:
∃C > 0, ∀T > 0, ∀x ∈ Rd, |wT(0, x)| 6 C (1+ |x|p) , (2.13)
∃ĉ, ν̂ > 0, ∀T > 0, ∀x, y ∈ Rd, |wT(0, x)− wT(0, y)| 6 ĉ (1+ |x|p + |y|p) e−ν̂T . (2.14)
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The function wT has no reason to be C1, so we use the mean value theorem:∣∣wnT(0, x)− wnT(0, y)∣∣(
1+ |x|ζ + |y|ζ) |x− y|
6
[
CT′
∫ T′
0
E′
(
CT′(T
′ − u)) {C + CT−T′γnT′(T′ − u)} du√u + C + CT−T′ ,T′γnT′(0)
]
.
Our next goal will be to get an upper bound for γnT′ . Let R > 0; we denote α = ζ − p;
E
∣∣∣∣(g− gn)(Xn,0,Xn,t,xT′T−T′ )∣∣∣∣2 1∣∣∣∣∣Xn,0,Xn,t,xT′T−T′ ∣∣∣∣∣>R
 6 E [∣∣∣∣(g− gn)(Xn,0,Xn,t,xT′T−T′ )∣∣∣∣4
] 1
2
P
(∣∣∣∣Xn,0,Xn,t,xT′T−T′ ∣∣∣∣ > R) 12
6 CE
[(
1+
∣∣∣∣Xn,0,Xn,t,xT′T−T′ ∣∣∣∣p)4
] 1
2
E
[∣∣∣∣Xn,0,Xn,t,xT′T−T′ ∣∣∣∣2α
] 1
2
Rα
6 CT−T′ ,T′
1+ |x|2p+α
Rα
.
By Proposition 2.4 and Lemma 2.1 of [43], we get:
E
[∣∣∣∣g(X0,Xn,t,xT′T−T′ )− g(Xn,0,Xn,t,xT′T−T′ )∣∣∣∣2
]
6 CT−T′ ,T′
(
1+ |x|2p
) (
‖Ξ− Ξn‖2∞ + ‖σ− σn‖2∞
)
.
We can do exactly the same with g and gn replaced by v and vn. This way, for any R > 0:
sup
x∈Rd
√
∆n,xT′−t
1+ |x|ζ 6 CT−T′ ,T′
(
R−
α
2 + ‖Ξ− Ξn‖∞ + ‖σ− σn‖∞
)
+ ‖g− gn‖∞,B(0,R)+ ‖v− vn‖∞,B(0,R) .
To sum up, we have:
∀α > 0, ∀T′ > 0, ∃CT′ > 0, ∀T > T′, ∃CT−T′ ,T′ > 0, ∀x, y ∈ Rd, ∀R > 0, ∀n ∈N∗,
|wnT(0, x)− wnT(0, y)|
(
1+ |x|p+α + |y|p+α)−1 |x− y|−1
6 C + CT−T′ ,T′
(
R−
α
2 + ‖Ξ− Ξn‖∞ + ‖σ− σn‖∞ + ‖g− gn‖∞,B(0,R) + ‖v− vn‖∞,B(0,R)
)
+
∫ T′
0
{
CT′ + CT−T′ ,T′
(
R−
α
2 + ‖Ξ− Ξn‖∞ + ‖σ− σn‖∞ + ‖g− gn‖∞,B(0,R) + ‖v− vn‖∞,B(0,R)
)}
× E′ (CT′(T′ − u)) du√u .
We take the limit as n and then R go to the infinity: for every α > 0,
∀T′ > 0, ∃CT′ > 0, ∀T > T′, ∀x, y ∈ Rd, |wT(0, x)− wT(0, y)| 6 CT′
(
1+ |x|p+α + |y|p+α) |x− y|.
Step 6: Convergence of wT(0, •) when T → ∞.
Thanks to Equation (2.13), by a diagonal argument, there exist an increasing sequence (Ti)i∈N,
with limit +∞; a function w : D → R, with D ⊂ Rd countable and dense, such that (wTi (0, •))i
converges pointwise over D to w. Equation (2.14), with x, y ∈ D, tells us that w is equal to
a constant L on D. The same equation, with x ∈ Rd and y ∈ D, gives us that w = L on
the whole Rd. Let K be a compact in Rd; we define A = {wT(0, •) K|T > 1} ⊂ C(K,R); it
is equicontinuous, because wT(0, •) is uniformly Lipschitz. For all x ∈ K, the set A(x) =
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{wT(0, x)|T > 1} is bounded (see equation (2.13). By Ascoli’s theorem, A is relatively compact
in C(K,R). Let x ∈ K,∣∣wTi (0, x)− L∣∣ 6 ∣∣wTi (0, x)− wTi (0, 0)∣∣+ ∣∣wTi (0, 0)− L∣∣ 6 ĉ (1+ |x|p) e−ν̂Ti + ∣∣wTi (0, 0)− L∣∣ ,
which proves that the functions wTi (0, •) converge uniformly to L on K. So L is an accumulation
point of A. Since A is relatively compact, if we prove that L is the unique accumulation point
of A, then, we get the uniform convergence of wT(0, •) to L on K. It works for any compact
K ⊂ Rd, and L does not depend on K. We conclude:
∀x ∈ Rd, wT(0, x) −→
T→∞
L.
Step 7: L is the unique accumulation point of A.
Let w∞,K be an accumulation point of A, i.e.
∥∥∥wT′i (0, •) K − w∞,K∥∥∥∞ −→i→∞ 0, for a sequence (T′i ).
Again, the equation (2.14) tells us that w∞,K is equal to a constant LK on K. Our goal is now to
show that L = LK. Now, Yn and Y˜n will follow the same equations as before, but their terminal
conditions will be given at time T + S. So,
wnT+S(0, x) = Y
n
0 − Y˜n0 = YnS − Y˜nS +
∫ S
0
{
ψn (Xn,xr , Z
n
r )− ψn
(
Xn,xr , Z˜
n
r
)}
dr−
∫ S
0
{
Znr − Z˜nr
}
dWr.
We define the function:
βnT,S(t, x) =

ψn
(
x, ∂xunT+S(t, x)σ
n(x)
)− ψn (x, ∂xu˜nT+S(t, x)σn(x))∣∣∣∂xwnT+S(t, x)σn(x)∣∣∣2
(
∂xwnT+S(t, x)σ
n(x)
)∗ ,
if t < S and ∂xwnT+S(t, x) 6= 0,
ψn
(
x, ∂xunT+S(S, x)σ
n(x)
)− ψn (x, ∂xu˜nT+S(S, x)σn(x))∣∣∣∂xwnT+S(S, x)σn(x)∣∣∣2
(
∂xwnT+S(S, x)σ
n(x)
)∗ ,
if t > S and ∂xwnT+S(S, x) 6= 0,
0, otherwise.
This function is bounded by Kz
∥∥σ−1∥∥∞; W˜t = Wt − ∫ t0 βnT,s (r, Xxr ) dr is a Brownian motion on
[0, S] under the probability QT,S,n,x. This way, we can write:
wnT+S(0, x) = E
QT,S,n,x
[
YnS − Y˜nS
]
= EQ
T,S,n,x [
wnT+S
(
S, Xn,xS
)]
= EQ
T,S,n,x [
wnT
(
0, Xn,xS
)]
= PnS [wnT(0, •)] (x),
where Pn is the Kolmogorov semigroup of the SDE:
dUt = Ξn (Ut) dt + σn (Ut)
(
dWt + βnT,S (t, Ut) dt
)
.
Without loss of generality, we can suppose that Ti > T′i , for every i ∈ N. We take T = T′i and
S = Ti − T′i . This way:
∀x ∈ Rd, PnTi−T′i
[
wnT′i
(0, •)
]
(x) = wnTi (0, x) −→n→∞ wTi (0, x) −→i→∞ L.
Now, to prove that L = LK, it suffices to show that lim
i→∞
lim sup
n→∞
PnTi−T′i
[
wnT′i
(0, •)
]
(x) = LK. We
have:∣∣∣PnTi−T′i [wnT′i (0, •)] (x)− LK∣∣∣
6
∣∣∣PnTi−T′i [wnT′i (0, •)] (x)− wnT′i (0, x)∣∣∣+ ∣∣∣wnT′i (0, x)− wT′i (0, x)∣∣∣+ ∣∣∣wT′i (0, x)− LK∣∣∣ ,
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lim sup
n→∞
∣∣∣PnTi−T′i [wnT′i (0, •)] (x)− LK∣∣∣ 6 lim supn→∞
∣∣∣PnTi−T′i [wnT′i (0, •)] (x)− wnT′i (0, x)∣∣∣+ ∣∣∣wT′i (0, x)− LK∣∣∣ .
Thanks to Lemma 2.15, βnT,S is the limit of C1-functions, uniformly bounded, with bounded
derivatives
(
βn,mT,S
)
m>0
. We define Um,x as the solution of the SDE:
dUm,xt = Ξ
n (Um,xt ) dt + σn (Um,xt ) (dWt + βn,mT,S (t, Um,xt ) dt) .
Thus, ∣∣∣PnTi−T′i [wnT′i (0, •)] (x)− wnT′i (0, x)∣∣∣ = ∣∣∣ limm→∞E [wnT′i (0, Um,xTi−T′i )]− wnT′i (0, x)∣∣∣
6 lim sup
m→∞
E
[∣∣∣wnT′i (0, Um,xTi−T′i )− wnT′i (0, x)∣∣∣]
6 ĉ
(
1+ lim sup
m→∞
E
[∣∣∣Um,xTi−T′i ∣∣∣p]+ |x|p
)
e−ν̂T
′
i ,
and the constants ĉ and ν̂ are independent of n, m and T′i . Thanks to Proposition 2.5, we have
E
[∣∣Um,xt ∣∣p] 6 C (1+ |x|p), with C independent of n, m and t. So,∣∣∣PnTi−T′i [wnT′i (0, •)] (x)− wnT′i (0, x)∣∣∣ 6 C˜ (1+ |x|p) e−νT′i ,
with C˜ and ν independent of n and T′i . And we can conclude that L = LK.
Step 8: Speed of convergence. Let x ∈ Rd and T > 0. We have:
|wT(0, x)− L| = lim
V→∞ |wT(0, x)− wV(0, x)| = limV→∞ limn→∞ |w
n
T(0, x)− wnV(0, x)|
= lim
V→∞
lim
n→∞
∣∣wnT(0, x)−PnV−T [wnT(0, •)] (x)∣∣ ,
where Pn is the Kolmogorov semigroup of the SDE:
dUt = Ξn (Ut) dt + σn (Ut)
(
dWt + βnT,V−T (t, Ut) dt
)
.
Like before, we use Lemma 2.15 and Proposition 2.5, and we get:
|wT(0, x)− L| = lim
V→∞
lim
n→∞
∣∣∣wnT(0, x)− limm→∞E [wnT (0, Um,xV−T)]∣∣∣
6 lim sup
V→∞
lim sup
n→∞
lim sup
m→∞
E
[∣∣wnT(0, x)− wnT (0, Um,xV−T)∣∣] 6 C˜ (1+ |x|p) e−νT .
2.6 Application to Optimal ergodic problem and HJB equation
2.6.1 Optimal ergodic problem
In this section, we apply our results to an ergodic control problem. The proofs of the following
results are so similar to the ones of [35] that we omit them. As before, we consider a process Xx
satisfying:
Xxt = x +
∫ t
0
Ξ (Xxs ) ds +
∫ t
0
σ (Xxs ) dWs,
where Ξ and σ are Lipschitz continuous, Ξ is weakly dissipative with 〈Ξ(x), x〉 6 η1 − η2|x|2, the
function x 7→ σ(x)−1 is bounded and |σ(x)|2F 6 r1 + r2|x|2. Moreover, we pick µ > 2 such that
µ− 1
2
r2 < η2. Let U be a separable metric space; we call “control” any progressively measurable
U-valued process. We consider some measurable functions satisfying the following assumptions:
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• R : U → Rd is bounded;
• L : Rd ×U → R satisfies : ∃C > 0, ∀a ∈ U, ∀x, x′ ∈ Rd, |L(x, a)− L(x′, a)| 6 C|x − x′| and
|L(x, a)| 6 C(1+ |x|);
• g : Rd → R is continuous, has polynomial growth and is locally Lipschitz continuous: for every
x and x′ in Rd, |g(x)| 6 C (1+ |x|µ) and |g(x)− g(x′)| 6 C (1+ |x|µ + |x′|µ) |x− x′|.
Let Xx be the solution of the SDE (2.6); for any control a and horizon T > 0, we set:
ρx,aT = exp
(∫ T
0
σ (Xxt )
−1 R (at) dWt − 12
∫ T
0
∣∣∣σ (Xxt )−1 R (at)∣∣∣2 dt) and Px,aT = ρx,aT P over FT .
We define the finite horizon cost as:
JT(x, a) = Ex,aT
[∫ T
0
L (Xxt , at) dt
]
+Ex,aT [g (X
x
T)] ,
and the optimal control problem is to minimise JT(x, a) over the controls aT : Ω× [0, T] → U. We
also define another cost, called “ergodic cost”:
J(x, a) = lim sup
T→∞
1
T
E
x,a
T
[∫ T
0
L (Xxt , at) dt
]
,
and the associated optimal control problem is to minimise J(x, a) over the controls a : Ω×R+ → U.
Due to Girsanov’s theorem, Wa,xt = Wt −
∫ t
0
σ (Xxs )
−1 R (as) ds is a Brownian motion on [0, T] under
P
x,a
T and
dXxt = [Ξ (X
x
t ) + R (at)] dt + σ (X
x
t ) dW
x,a
t .
We define the Hamiltonian in the following way:
ψ(x, z) = inf
a∈U
{
L(x, a) + zσ(x)−1R(a)
}
. (2.15)
We recall that, if this infimum is attained for every x and z, by Filippov’s theorem (see [45]), there ex-
ists a measurable function γ : Rd× (Rd)∗ → U such that: ψ(x, z) = L(x, γ(x, z))+ zσ(x)−1R(γ(x, z)).
Lemma 2.25. The Hamiltonian ψ satisfies:
• ∀x ∈ Rd, |ψ(x, 0)| 6 C(1+ |x|);
• ∀x, x′ ∈ Rd, ∀z, z′ ∈ (Rd)∗, |ψ(x, z)− ψ(x′, z′)| 6 ‖L‖lip|x− x′|+ ‖R‖∞
∣∣zσ(x)−1 − z′σ(x′)−1∣∣.
Lemma 2.26. For every control a, we have: JT(x, a) > YT,x0 , where YT,x is part of the solution of the finite
horizon BSDE:
YT,xt = g (X
x
T) +
∫ T
t
ψ
(
Xxs , Z
T,x
s
)
ds−
∫ T
t
ZT,xs dWs, ∀t ∈ [0, T]. (2.16)
Moreover, if the infimum is attained for every x and z in equation (2.15), we have J
(
x, aT
)
= YT,x0 , where we
set aTt = γ(X
x
t ,∇u(t, Xxt )σ(Xxt )).
Lemma 2.27. For every control a, we have: J(x, a) > λ, where λ is part of the solution of the EBSDE:
Yxt = Y
x
T +
∫ T
t
{ψ (Xxs , Zxs )− λ} ds−
∫ T
t
Zxs dWs, ∀0 6 t 6 T < ∞.
Moreover, if the infimum is attained for every x and z in equation (2.15), we have J (x, a) = λ, where we set
at = γ(Xxt ,∇v(Xxt )σ(Xxt )).
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Theorem 2.28. For every control a, we have:
lim inf
T→∞
JT(x, a)
T
> λ.
Moreover, if the infimum is attained for every x and z in equation (2.15), we have∣∣∣JT (x, aT)− J (x, a) T −Yx0 − L∣∣∣ 6 C (1+ |x|2) e−νT .
Proof. This is a straightforward consequence of the previous lemmas and Theorem 2.22.
Remark 2.29. All the results of this subsection can be rephrased in terms of viscosity solution of
PDEs (2.17) and (2.19).
2.6.2 Large time behaviour of viscosity solution of HJB equation
We consider the ergodic PDE:
Lv(x) + ψ (x,∇v(x)σ(x))− λ = 0, (2.17)
where L is the generator of the Kolmogorov semigroup of Xx, solution of (2.2). We recall that the
couple (v, λ) is a viscosity subsolution (resp. supersolution) if:
• v : Rd → R is a continuous function with polynomial growth;
• for any function φ ∈ C2
(
Rd,R
)
, for every x ∈ Rd of local maximum (resp. minimum) of v− φ:
Lφ(x) + ψ(x,∇φ(x)σ(x))− λ > 0 (resp. 6 0).
Proposition 2.30 (Existence of ergodic viscosity solution). Under Assumption 2.10, the couple
(
v, λ
)
obtained with the solution given in Theorem 2.18 is a viscosity solution of Equation (2.17).
Proof. Note that we already know that v is continuous and has quadratic growth. The proof of this
result is classical and can easily be adapted from Theorem 4.3 of [51].
Proposition 2.31 (Uniqueness of ergodic viscosity solution). Let p > 0; we suppose that
√
r2Kz‖σ−1‖∞ + [(p ∨ 2)− 1] r22 < η2
and that Assumption 2.10 holds.
Then uniqueness holds for viscosity solutions (v, λ) of Equation (2.17) in the class of viscosity solutions such
that ∃a ∈ Rd, v(a) = v˜(a) and v and v˜ have polynomial growth of at most degree p.
Proof. The proof is the same as in Lemma 3.18 of [34]. Let (v, λ) and (v˜, λ˜) be two viscosity solutions
of (2.17). We fix T > 0, and we consider the solution
(
YT,x , ZT,x
)
of the BSDE
YT,xt = v (X
x
T) +
∫ T
t
{
ψ
(
Xxs , Z
T,x
s
)
− λ
}
ds−
∫ T
t
ZT,xs dWs, t ∈ [0, T],
linked to the Hamilton-Jacobi-Bellman equation{
∂tu(t, x) + Lu(t, x) + ψ (x,∇u(t, x)σ(x)) = λ ∀(t, x) ∈ [0, T]×Rd,
u(T, x) = v(x) ∀x ∈ Rd. (2.18)
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Because this PDE has a unique viscosity solution (see [51]), we can claim that v(x) = YT,x0 . We define
a couple
(
Y˜T,x , Z˜T,x
)
by replacing in the previous equation (v, λ) by (v˜, λ˜). Then, for any T > 0 and
x ∈ Rd:
(v− v˜) (x) = (v− v˜) (XxT)+
∫ T
0
{
ψ
(
Xxs , Z
T,x
s
)
− ψ
(
Xxs , Z˜
T,x
s
)}
ds−
(
λ− λ˜
)
T−
∫ T
0
{
ZT,xs − Z˜T,xs
}
dWs.
We set
βs =

ψ
(
Xxs , Z
T,x
s
)
− ψ
(
Xxs , Z˜
T,x
s
)
∣∣∣ZT,xs − Z˜T,xs ∣∣∣2
(
ZT,xs − Z˜T,xs
)∗
, if ZT,xs 6= Z˜T,xs ,
0, otherwise.
Since the process β is bounded by Kz
∥∥σ−1∥∥∞, by Girsanov’s theorem, there exists a new probability
measure QT equivalent to P and under which W − ∫ •0 βs ds is a Brownian motion. Then:
(v− v˜) (x)
T
=
EQ
T [
(v− v˜) (XxT)]
T
−
(
λ− λ˜
)
.
Thanks to Proposition 2.5 and the polynomial growth of v and v˜, letting T → ∞ gives us λ = λ˜.
Applying the same argument as that in Theorem 2.20, we deduce the uniqueness claimed.
We recall the Hamilton-Jacobi-Bellman equation:{
∂tu(t, x) + Lu(t, x) + ψ (x,∇u(t, x)σ(x)) = 0 ∀(t, x) ∈ [0, T]×Rd,
u(T, x) = g(x) ∀x ∈ Rd, (2.19)
whose viscosity solution is linked to BSDE (2.16) via YT,xt = u (T − t, Xxt ). We can rephrase Theorem
2.22 as:
Theorem 2.32. We consider Equations (2.17) and (2.19) and we suppose that Assumption 2.10 holds; more-
over, we assume that g : Rd → Rd has polynomial growth and is locally Lipschitz continuous: for every x
and x′ in Rd, |g(x)| 6 C (1+ |x|µ) and |g(x) − g(x′)| 6 C (1+ |x|µ + |x′|µ) |x − x′| with µ > 2 and
√
r2Kz‖σ−1‖∞ + µ− 12 r2 < η2.
Then, there exists L ∈ R, such that: ∀x ∈ Rd, u(T, x)− λT − v(x) −→
T→∞
L. Furthermore,
∀x ∈ Rd, ∀T > 0, |u(T, x)− λT − v(x)− L| 6 C (1+ |x|µ) e−νT .
Acknowledgment. The authors would like to thank both referees for their careful reading and
constructive suggestions, which helped them to considerably improve the presentation of the paper.
2.7 Appendix about the Lipschitz continuity of vα
We consider the forward-backward system, where X is a vector in Rd, Y a real, Z a row with d
real coefficients, and W a Brownian motion in Rd:
Xt,xs = x +
∫ s
t
b
(
Xt,xr
)
dr +
∫ s
t
σ
(
Xt,xr
)
dWr , (2.20)
Yt,xs = g
(
Xt,xT
)
+
∫ T
s
f
(
Xt,xr , Y
t,x
r , Z
t,x
r
)
dr−
∫ T
s
Zt,xr dWr. (2.21)
The first result is an adaptation to our case of the Theorem 3.1 of [43].
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Proposition 2.33. We make the following assumptions:
• σ ∈ C1(Rd, GLd(R)) and b ∈ C1(Rd,Rd) have bounded derivatives;
• the function σ(•)−1 is bounded;
• g ∈ C1(Rd,R) has bounded derivatives;
• if we define h : (x, y, p) 7→ f (x, y, pσ(x)), then h ∈ C1(Rd ×R× (Rd)∗,R) has bounded derivatives
(the bounds of the derivatives of h will be denoted Hx, Hy and Hp w.r.t. x, y and p);
• ∀x ∈ Rd, | f (x, 0, 0)| 6 M f (1+ |x|µ).
Then, the function u : (t, x) 7→ Yt,xt is of class C1 w.r.t. x and
∀s ∈ [t, T], Zt,xs = ∂xu
(
s, Xt,xs
)
σ
(
Xt,xs
)
P-a.s.
Proof. We will prove the proposition in the case d = 1, to simplify presentation.
Step 1: We have, for all p > 1:
E
[(∫ T
t
∣∣Zt,xr ∣∣2 dr)p] 6 Ce2ap(T−t) {E [∣∣Yt,x∣∣∗,2pt,T ]+ CT (1+ |x|2pµ)} , (2.22)
where C comes from Lemma 3.1 of [8] and CT depends only on p, µ, T, r1, ‖σ‖lip, |b(0)|, ‖b‖lip
and M f .
Step 2: We will show: ∀p > 2, ∀x ∈ Rd, E
[∣∣Yt,x+ε −Yt,x∣∣∗,pt,T +(∫ Tt ∣∣Zt,x+εs − Zt,xs ∣∣2 ds
) p
2
]
−→
ε→0 0.
Let (t, x) ∈ [0, T]×R be fixed. We define, for any ε 6= 0,
∇Xε = X
t,x+ε − Xt,x
ε
, ∇Yε = Y
t,x+ε −Yt,x
ε
, ∇Zε = Z
t,x+ε − Zt,x
ε
.
We also define the solution of the variational system:
∇Xs = 1+
∫ s
t
∂xb
(
Xt,xr
)∇Xr dr + ∫ s
t
∂xσ
(
Xt,xr
)∇Xr dWr; (2.23)
∇Ys = ∂xg
(
Xt,xT
)
∇XT +
∫ T
s
[
∂x f
(
Θt,xr
)∇Xr + ∂y f (Θt,xr )∇Yr + ∂z f (Θt,xr )∇Zr] dr
−
∫ T
s
∇Zr dWr , (2.24)
where Θ stands for (X, Y, Z). For every s ∈ [t, T], we have:
∇Yεs = gεx∇XεT +
∫ T
s
[
f εx(r)∇Xεr + f εy(r)∇Yεr + f εz (r)∇Zεr
]
dr−
∫ T
s
∇Zεr dWr , (2.25)
where gεx =
∫ 1
0
∂xg
(
Xt,xT + wε∇XεT
)
dw, f εx(r) =
∫ 1
0
∂x f
(
Θt,xr + wε(∇Xεr , 0, 0)
)
dw,
f εy(r) =
∫ 1
0
∂y f
(
Θt,xr + wε(∇Xεr ,∇Yεr , 0)
)
dw and f εz (r) =
∫ 1
0
∂z f
(
Θt,xr + wε∇Θεr
)
dw.
In order to apply Proposition 3.2 of [8] later; we set
i(r, y, z) :=
∫ 1
0
∂x f
(
Θt,xr + wε∇(∇Xεr , 0, 0)
)
dw∇Xεr +
∫ 1
0
∂y f
(
Θt,xr + wε(∇Xεr ,∇Yεr , 0)
)
dw y
+
∫ 1
0
∂z f
(
Θt,xr + wε∇Θεr
)
dw z.
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This way, we can check that:
|i(r, y, z)| 6
(
Hx + Hp
∣∣Zt,xr ∣∣ ∥∥∥σ−1∥∥∥lip
)
|∇Xεr |︸ ︷︷ ︸
=ir
+Hy|y|+ Hp
∥∥∥σ−1∥∥∥
∞
|z|,
I :=
∫ T
t
ir dr 6 C
(
1+
∫ T
t
∣∣Zt,xr ∣∣ dr) |∇Xε|∗t,T ,
E [|I|p] 6 C
1+E [(∫ T
t
∣∣Zt,xr ∣∣2 dr)p] 12
E [|∇Xε|∗,2pt,T ] 12 .
By Step 1 and the convergence of ∇Xε in S p, E [|I|p] is clearly bounded independently of ε.
Using Proposition 3.2 of [8], we are now able to say that, for a great enough,
E
[
|∇Yε|∗,pt,T +
(∫ T
t
|∇Zεr |2 dr
) p
2
]
6 Ceap(T−t)
(‖∂xg‖∞ E [|∇XεT |p]+E [Ip]) .
Step 3: Some dominated convergences. Thanks to the previous step, we have, for all p > 2,
E
[∣∣∣gεx − g0x∣∣∣p] −→
ε→0 0, E
[(∫ T
t
∣∣∣ f εx(r)− f 0x (r)∣∣∣2 dr) p2
]
−→
ε→0 0,
E
[∫ T
t
∣∣∣ f εy(r)− f 0y (r)∣∣∣p dr] −→
ε→0 0, E
[∫ T
t
∣∣∣ f εz (r)− f 0z (r)∣∣∣p dr] −→
ε→0 0.
In fact, the first, third and fourth convergences are easy to prove since f have bounded deriva-
tives. Also, the inequality∣∣∂x f (Θt,xr + wε(∇Xεr , 0, 0))− ∂x f (Θt,xr )∣∣ 6 2Hx + 2Hp ∥∥∥σ−1∥∥∥lip ∣∣Zt,xr ∣∣
allows us to use dominated convergence to prove the second convergence.
Step 4: We will show that: ∀x ∈ Rd, E
[
|∇Yε −∇Y|∗,2t,T +
(∫ T
t
|∇Zεs −∇Zs|2 ds
)]
−→
ε→0 0.
Combining equations (2.24) and (2.25), we get:
∆Yεs = g
ε
x∆X
ε
T +
(
gεx − g0x
)
∇XT
+
∫ T
s
[
f εx(r)∇Xεr − f 0x (r)∇Xr + f εy(r)∆Yεr + f εz (r)∆Zεr + βε(r)
]
dr−
∫ T
s
∆Zεr dWr ,
where we set
βε(s) =
[
f εy(r)− f 0y (r)
]
∇Yr +
[
f εz (r)− f 0z (r)
]
∇Zr ,
∆Xεs = ∇Xεs −∇Xs, ∆Yεs = ∇Yεs −∇Ys and ∆Zεs = ∇Zεs −∇Zs. Lemma 2.2 of [43] gives:
E
[
|∆Yε|∗,2t,T +
∫ T
t
|∆Zεr |2 dr
]
6 CE
[∣∣∣gεx∆XεT + (gεx − g0x)∇XT∣∣∣2
+
∫ T
t
∣∣∣ f εx(r)∇Xεr − f 0x (r)∇Xr + βε(r)∣∣∣2 dr] .
First,
E
[∣∣∣gεx∆XεT + (gεx − g0x)∇XT∣∣∣2] 6 2 ‖∂xg‖∞ E [|∆XεT |2]+ 2E [∣∣∣gεx − g0x∣∣∣4] 12 E [|∇XT |4] 12 −→ε→0 0,
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by Lemma 2.1 of [43]. By dominated convergence, we get E
[∫ T
t
|βε(r)|2 dr
]
−→
ε→0 0, and then
E
[∫ T
t
∣∣∣ f εx(r)∇Xεr − f 0x (r)∇Xr∣∣∣2 dr] 6 2E [|∆Xε|∗,4t,T] 12 E
[(∫ T
t
∣∣∣ f 0x (r)∣∣∣2 dr)2
] 1
2
+ 2E
[
|∇Xε|∗,4t,T
] 1
2
E
[(∫ T
t
∣∣∣ f εx(r)− f 0x (r)∣∣∣2 dr)2
] 1
2
−→
ε→0 0.
Step 5: We conclude that ∂xu exists and that ∂xu(t, x) = ∇Yt,xt , for all (t, x). See Theorem 3.1 of [43].
Step 6: We will show that ∂xu is continuous. Let (ti , xi) ∈ [0, T] ×Rd, i = 1, 2, with t1 < t2. To
simplify, we write:
Θi =
(
Xi , Yi , Zi
)
=
(
Xti ,xi , Yti ,xi , Zti ,xi
)
, f ix(r) = ∂x f
(
Θir
)
, f iy(r) = ∂y f
(
Θir
)
, f iz(r) = ∂z f
(
Θir
)
,
gix = ∂xg
(
XiT
)
, bix(r) = ∂xb
(
Xir
)
and σix(r) = ∂xσ
(
Xir
)
.
We set ∆˜Xr = ∇X1r −∇X2r , ∆˜Yr = ∇Y1r −∇Y2r , ∆˜Zr = ∇Z1r −∇Z2r and ∆˜12[ϕ] = ϕ1 − ϕ2, for
any ϕ.
|∂xu (t1, x1)− ∂xu (t2, x2)|
=
∣∣∣∣E [g1x∇X1T + ∫ Tt1
{
f 1x (r)∇X1r + f 1y (r)∇Y1r + f 1z (r)∇Z1r
}
dr
]
− E
[
g2x∇X2T +
∫ T
t2
{
f 2x (r)∇X2r + f 2y (r)∇Y2r + f 2z (r)∇Z2r
}
dr
]∣∣∣∣
6 E
[∣∣∣g1x∇X1T − g2x∇X2T∣∣∣]+E [∫ t2
t1
{∣∣∣ f 1x (r)∣∣∣ ∣∣∣∇X1r ∣∣∣+ ∣∣∣ f 1y (r)∣∣∣ ∣∣∣∇Y1r ∣∣∣+ ∣∣∣ f 1z (r)∣∣∣ ∣∣∣∇Z1r ∣∣∣} dr]
+ E
[∫ T
t2
{∣∣∣ f 1x (r)∆˜Xr∣∣∣+ ∣∣∣∆˜12 [ fx] (r)∣∣∣ ∣∣∣∇X2r ∣∣∣+ ∥∥∂y f∥∥∞ ∣∣∣∆˜Yr∣∣∣+ ∣∣∣∆˜12 [ fy] (r)∣∣∣ ∣∣∣∇Y2r ∣∣∣
+ ‖∂z f ‖∞
∣∣∣∆˜Zr∣∣∣+ ∣∣∣∆˜12 [ fz] (r)∣∣∣ ∣∣∣∇Z2r ∣∣∣} dr]
First of all, E
[∫ t2
t1
{∣∣∣ f 1x (r)∣∣∣ ∣∣∣∇X1r ∣∣∣+ ∥∥∂y f∥∥∞ ∣∣∣∇Y1r ∣∣∣+ ‖∂z f ‖∞ ∣∣∣∇Z1r ∣∣∣} dr] −→t1→t2 0, by dominated
convergence, because E
[∣∣∣∇X1∣∣∣∗,2
t,T
+
∣∣∣∇Y1∣∣∣∗,2
t,T
+
∫ T
t
∣∣∣∇Z1s ∣∣∣2 ds + ∫ T
t
∣∣∣Z1s ∣∣∣2 ds] < ∞. Using
Lemma 2.2 of [43],
E
[∣∣∣∆˜Y∣∣∣∗,2
t2 ,T
+
∫ T
t2
∣∣∣∆˜Zs∣∣∣2 ds] 6 C{‖∂xg‖2∞ E [∣∣∣∆˜XT∣∣∣2]+E [∣∣∣∆˜12 [gx]∣∣∣2 ∣∣∣∇X2T∣∣∣2]
+ E
[∫ T
t2
(∣∣∣ f 1x (r)∣∣∣2 ∣∣∣∆˜Xr∣∣∣2 + ∣∣∣∆˜12 [ fx] (r)∣∣∣2 ∣∣∣∇X2r ∣∣∣2
+
∣∣∣∆˜12 [ fy] (r)∣∣∣2 ∣∣∣∇Y2r ∣∣∣2 + ∣∣∣∆˜12 [ fz] (r)∣∣∣2 ∣∣∣∇Z2r ∣∣∣2) dr]} .
We can adapt Step 2, we replace (t, x) by (t2, x2) and x + h by X
t1 ,x1
t2 and get:
∀p > 2, E
[∣∣∣X1 − X2∣∣∣∗,p
t2 ,T
+
∣∣∣Y1 −Y2∣∣∣∗,p
t2 ,T
+
(∫ T
t2
∣∣∣Z1s − Z2s ∣∣∣2 ds) p2
]
−→ 0.
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Using dominated convergence, for any function ϕ bounded, E
[∣∣∣∆˜12[ϕ]∣∣∣∗,p
t2 ,T
]
−→ 0. Since
E
[(∫ T
t2
∣∣∣Zir∣∣∣2 dr)2
]
< ∞, we have E
[∫ T
t2
{∣∣∣ f 1x (r)∆˜Xr∣∣∣2 + ∣∣∣∆˜12 [ fx] (r)∇X2r ∣∣∣2} dr] −→ 0. To
sum up, we have shown that |∂xu (t1, x1)− ∂xu (t2, x2)| −→ 0 when t1 → t2 and x1 → x2. We
can prove it when t2 → t1 and x2 → x1: ∂xu is continuous on [0, T]×Rd.
Step 7: To show the relation ∀s ∈ [t, T], Zt,xs = ∂xu
(
s, Xt,xs
)
σ
(
Xt,xs
)
P-a.s., we can do the same as
in Theorem 3.1 of [43]. We approximate b, σ, h and g by functions bε, σε, hε and gε which
are of class C∞ with bounded derivatives (and the bound is independent of ε), and converge
uniformly. Then, (σε)−1 converges uniformly to σ−1. We define a function f ε (we want it to
approximate f and to be smooth) by f ε(x, y, z) = hε
(
x, y, zσε(x)−1
)
and this approximation sat-
isfies the inequality | f ε(x, y, z)− f (x, y, z)| 6 ‖hε − h‖∞ + Hp|z|
∥∥∥(σε)−1 − σ−1∥∥∥
∞
. Like before,
results from [8] are useful to adapt the end of the proof in [43].
Lemma 2.34. Under the same assumptions, for every T > t, we have the following inequality:
|∂xu(t, x)| 6 C
(
1+ |x|µ +E
[∣∣∣g (Xt,xT )∣∣∣4] 14
)
,
where C depends on T, Hx, Hy, Hp, M f ,
∥∥σ−1∥∥∞, |b(0)|, |σ(0)|, ‖b‖lip, ‖σ‖lip and µ.
Proof. Our proof is based on the ideas developed in Theorem 3.3 of [56]. In the following, we set
Θt,xr = (X
t,x
r , Y
t,x
r , Z
t,x
r ). We can rewrite the equation verified by Yt,x and Zt,x, under differential form:
dYt,xs = − f
(
Θt,xs
)
ds +
d
∑
j=1
[
Zt,xs
](j) dW js , (2.26)
where
[
Zt,xs
](j)
stands for the jth coefficient of the row Zt,xs . By differentiation of (2.26) w.r.t. x and
discounting method,
d
(
e
∫ s
t ∂y f (Θ
t,x
r )dr∇Yt,xs
)
= e
∫ s
t ∂y f (Θ
t,x
r )dr
(
−∂x f
(
Θt,xs
)∇Xt,xs ds− d∑
j=1
∂zj f
(
Θt,xs
)∇ [Zt,xs ](j) ds + d∑
j=1
∇ [Zt,xs ](j) dW js
)
.
We set, for every j ∈ [[1, d]], dW˜ js = dW js − ∂zj f
(
Θt,xs
)
ds; W˜ is a Brownian motion under a new
probability denoted Q. Between s and T (for s ∈ [t, T]), the integral form of this equation is:
e
∫ T
t ∂y f (Θ
t,x
r )dr∇Yt,xT − e
∫ s
t ∂y f (Θ
t,x
r )dr∇Yt,xs
= −
∫ T
s
e
∫ r
t ∂y f (Θ
t,x
u )du∂x f
(
Θt,xr
)∇Xt,xr dr + d∑
j=1
∫ T
s
e
∫ r
t ∂y f (Θ
t,x
u )du∇ [Zt,xr ](j) dW˜ jr .
(2.27)
We define Ft,xs = e
∫ s
t ∂y f (Θ
t,x
r )dr∇Yt,xs +
∫ s
t
e
∫ r
t ∂y f (Θ
t,x
u )du∂x f
(
Θt,xr
)∇Xt,xr dr, and then Equation (2.27)
becomes:
Ft,xs = F
t,x
T −
d
∑
j=1
∫ T
s
e
∫ r
t ∂y f (Θ
t,x
u )du∇ [Zt,xr ](j) dW˜ jr , (2.28)
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and it tells us that Ft,x is a Q-martingale. We recall, for every s ∈ [t, T], that Yt,xs = u(s, Xt,xs ),
∇Yt,xs = ∂xu(s, Xt,xs )∇Xt,xs and Zt,xs = ∂xu(s, Xt,xs )σ(Xt,xs ) = ∇Yt,xs (∇Xt,xs )−1σ(Xt,xs ). Indeed, ∇Xt,xs
is invertible. We can show that ∇Xt,x is the solution of the linear SDE (because b and σ are C1 with
bounded derivatives):
d∇Xt,xs = ∂xb
(
Xt,xs
)∇Xt,xs ds + d∑
j=1
∂
j
xσ
(
Xt,xs
)∇Xt,xs dW js ,
whose solution is given by
∇Xt,xs = exp
(∫ t
s
{
∂xb
(
Xt,xr
)− 1
2
d
∑
j=1
∂
j
xσ
(
Xt,xr
) [
∂
j
xσ
(
Xt,xr
)]∗}
dr +
d
∑
j=1
∫ s
t
∂
j
xσ
(
Xt,xr
)
dW jr
)
,
where the notation ∂jxσ(X
t,x
s ) stands for the (d× d)-matrix
∂x[σ(X
t,x
s )]
(1,j)
...
∂x[σ(Xt,xs )](d,j)
, and where [σ(Xt,xs )](i,j)
is the coefficient at line i and column j in the matrix σ(Xt,xs ). This way, we see that (∇Xt,xs )−1 is
solution of the following linear SDE:
d(∇Xt,xs )−1 = (∇Xt,xs )−1
{
−∂xb(Xt,xs ) +
1
2
d
∑
j=1
∂
j
xσ(Xt,xs )[∂
j
xσ(Xt,xs )]
∗
}
ds− (∇Xt,xs )−1
d
∑
j=1
∂
j
xσ(Xt,xs )dW
j
s .
(2.29)
In the following, for every s ∈ [t, T], we set Rt,xs = Zt,xs σ(Xt,xs )−1 = ∇Yt,xs (∇Xt,xs )−1 = ∂xu(s, Xt,xs ),
βt,xs =
∫ s
t
e
∫ r
t ∂y f (Θ
t,x
u )du∂x f (Θt,xr )∇Xt,xr dr(∇Xt,xs )−1, R˜t,xs = Ft,xs (∇Xt,xs )−1 = e
∫ s
t ∂y f (Θ
t,x
r )drRt,xs + β
t,x
s .
Using the integration by parts formula, combining (2.28) and (2.29), one gets:
dR˜t,xs = R˜
t,x
s
{
−∂xb
(
Xt,xs
)
+
1
2
d
∑
j=1
∂
j
xσ
(
Xt,xs
) [
∂
j
xσ
(
Xt,xs
)]∗ − d∑
j=1
∂zj f
(
Θt,xs
)
∂
j
xσ
(
Xt,xs
)}
ds
−
d
∑
j=1
e
∫ s
t ∂y f (Θ
t,x
r )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 ∂jxσ (Xt,xs ) ds
+
d
∑
j=1
{
e
∫ s
t ∂y f (Θ
t,x
r )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 − R˜t,xs ∂jxσ (Xt,xs )} dW˜ js . (2.30)
Then, let us take a new parameter λ ∈ R; we have:
d
∣∣∣eλsR˜t,xs ∣∣∣2 (2.31)
= e2λsR˜t,xs
{
2λId − 2∂xb
(
Xt,xs
)
+
d
∑
j=1
∂
j
xσ
(
Xt,xs
) [
∂
j
xσ
(
Xt,xs
)]∗ − 2 d∑
j=1
∂zj f
(
Θt,xs
)
∂
j
xσ
(
Xt,xs
)} (
R˜t,xs
)∗
ds
−2e2λs
d
∑
j=1
e
∫ s
t ∂y f (Θ
t,x
r )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 ∂jxσ (Xt,xs ) (R˜t,xs )∗ ds
+2e2λs
d
∑
j=1
{
e
∫ s
t ∂y f (Θ
t,x
r )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 − R˜t,xs ∂jxσ (Xt,xs )} (R˜t,xs )∗ dW˜ js
+e2λs
d
∑
j=1
{[
e
∫ s
t ∂y f (Θ
t,x
r )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 − R˜t,xs ∂jxσ (Xt,xs )]
×
[
e
∫ s
t ∂y f (Θ
t,x
r )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 − R˜t,xs ∂jxσ (Xt,xs )]∗} ds. (2.32)
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If we denote γ = e
∫ s
t ∂y f (Θ
t,x
r )dr∇
[
Zt,xs
](j)
(∇Xt,xs )−1 and δ = R˜t,xs ∂jxσ(Xt,xs ), we remark that we have
the equality −2γδ∗ + |γ− δ|2 = |γ− 2δ|2 − 3|δ|2. Thus,
d
∣∣∣eλsR˜t,xs ∣∣∣2 (2.33)
= 2e2λsR˜t,xs
{
λId − ∂xb
(
Xt,xs
)− d∑
j=1
∂
j
xσ
(
Xt,xs
) [
∂
j
xσ
(
Xt,xs
)]∗ − d∑
j=1
∂zj f
(
Θt,xs
)
∂
j
xσ
(
Xt,xs
)} (
R˜t,xs
)∗
ds
+2e2λs
d
∑
j=1
{
e
∫ s
t ∂y f (Θ
t,x
r )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 − R˜t,xs ∂jxσ (Xt,xs )} (R˜t,xs )∗ dW˜ js
+e2λs
d
∑
j=1
∣∣∣e∫ st ∂y f (Θt,xr )dr∇ [Zt,xs ](j) (∇Xt,xs )−1 − 2R˜t,xs ∂jxσ (Xt,xs )∣∣∣2 ds. (2.34)
This way, we can see that, for λ great enough (that is to say bigger than something depending only
on Hp,
∥∥σ−1∥∥∞ and on bounds over the derivatives of b and σ), the process (∣∣∣eλsR˜t,xs ∣∣∣2)
s∈[t,T]
is a
Q-submartingale. So, we get:∣∣∣Rt,xt ∣∣∣2 (T − t) 6 e−2λtEQ [∫ T
t
e2λs
∣∣∣R˜t,xs ∣∣∣2 ds] 6 e2λ(T−t)EQ [∫ T
t
∣∣∣R˜t,xs ∣∣∣2 ds] .
But R˜t,xs = e
∫ s
t ∂y f (Θ
t,x
r )drRt,xs + β
t,x
s and ∂y f is bounded by a constant Hy, so∣∣∣Rt,xt ∣∣∣2 (T − t) 6 2e2(λ+Hy)(T−t)EQ [∫ T
t
∣∣Rt,xs ∣∣2 ds]+ 2e2λ(T−t)EQ [∫ T
t
∣∣βt,xs ∣∣2 ds] .
On the one hand, we have:
EQ
[∫ T
t
∣∣Rt,xs ∣∣2 ds] 6 ∥∥∥σ−1∥∥∥2∞ E
[
e
∫ T
t ∂z f (Θ
t,x
s )dWs− 12
∫ T
t |∂z f (Θt,xs )|2 ds
∫ T
t
∣∣Zt,xs ∣∣2 ds]
6
∥∥∥σ−1∥∥∥2
∞
e
1
2 H
2
p‖σ−1‖2∞(T−t)E
[(∫ T
t
∣∣Zt,xs ∣∣2 ds)2
] 1
2
(2.35)
We recall equation (2.22): E
[(∫ T
t
∣∣Zt,xr ∣∣2 dr)2
]
6 Ce4a(T−t)
{
E
[∣∣Yt,x∣∣∗,4t,T]+ CT (1+ |x|4µ)}. By
using the Lemma 2.2 of [43], we have, where C is a constant:
E
[∣∣Yt,x∣∣∗,4t,T] 6 CE [∣∣∣g (Xt,xT )∣∣∣4 + ∫ Tt ∣∣ f (Xt,xr , 0, 0)∣∣4 dr
]
.
But, using Proposition 2.4 and the assumption made on f (•, 0, 0), we get:
E
[∫ T
t
∣∣ f (Xt,xr , 0, 0)∣∣4 dr] 6 C (1+ |x|4µ) ,
where C only depends on µ, M f , T, |σ(0)|, ‖σ‖lip, |b(0)| and ‖b‖lip. On the other hand, using the
Lemma 2.1 of [43], we can show that ∇Xt,x and (∇Xt,x)−1 are in S p, for all p < ∞. Also, we have
|∂x f (Θt,xr )| 6 Hx + Hp|Zt,xr |‖∂xσ−1‖∞. Then, with Cauchy-Schwarz inequality and a priori estimates
of [8], we get that EQ
[∫ T
t
∣∣βt,xs ∣∣2 ds] is bounded. We recall that Rt,xt = ∂xu(t, x). We have the
conclusion:
|∂xu(t, x)|2 6 C
(
1+ |x|2µ +E
[∣∣∣g (Xt,xT )∣∣∣4] 12
)
.
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Theorem 2.35. We make the following assumptions:
• σ and b are Lipschitz continuous;
• the function σ(•)−1 is bounded;
• f ∈ C0(Rd ×R× (Rd)∗,R);
• ∀x ∈ Rd, | f (x, 0, 0)| 6 M f (1+ |x|µ) and |g(x)| 6 Mg (1+ |x|ν);
• we can write f (x, y, z) = ψ(x, z)− αy, with α ∈ (0, 1] and if we define h : (x, p) 7→ ψ(x, pσ(x)), then
h is Lipschitz continuous (with bounds denoted Hx and Hp w.r.t. x and p).
Under those assumptions, the function u : (t, x) 7→ Yt,xt satisfies the following inequality, for every T > t:∣∣u(t, x)− u(t, x′)∣∣ 6 C (1+ |x|µ∨ν + |x′|µ∨ν) |x− x′|,
where C depends on T, Hx, Hp, M f , Mg,
∥∥σ−1∥∥∞, |b(0)|, |σ(0)|, ‖b‖lip, ‖σ‖lip and µ.
Proof. We approximate the functions h, g, b and σ by some uniformly converging sequences (hε)ε>0,
(gε)ε>0, (b
ε)ε>0 and (σ
ε)ε>0 of functions of class C1 with bounded derivatives. We can assume that
there exists a bound, independent of ε, of all the derivatives of hε, bε and σε, for every ε > 0.
We define an approximation f ε of f by f ε(x, y, z) = hε
(
x, zσ(x)−1
) − αy and we can assume that
f ε(•, 0, 0) = hε(•, 0, 0) and gε have polynomial growth independently of ε, with constants M f and
Mg and exponents µ and ν. For every (t, x) ∈ [0, T)×Rd, |∂xuε(t, x)| 6 C (1+ |x|µ∨ν), where C does
not depend on ε or x. Using the mean-value theorem, it comes that :
∀t ∈ [0, T), ∀x, x′ ∈ Rd, ∣∣uε(t, x)− uε(t, x′)∣∣ 6 C (1+ |x|µ∨ν + |x′|µ∨ν) |x− x′|. (2.36)
Then, for every T > 1, the set {uε(t, •)|ε > 0, t ∈ [0, T − 1]} is equicontinuous; also it is pointwise
bounded: we can show it by writing the equation verified by Yε,t,x and using Lemma 2.2 of [43]. Let
K be a compact subset of Rd. By the Arzelà-Ascoli theorem, we get, for a sequence (ε(K)n )n>0 which
has 0 as limit:
∀t ∈ [0, T − 1], uε(K)n (t, •) K
‖.‖∞−→
n→∞ uK(t, •).
Let x ∈ K; we have: uε(K)n (t, x) −→
n→∞ uK(t, x) and u
ε
(K)
n (t, x) = Yε
(K)
n ,t,x
t −→n→∞ Y
t,x
t . This way, we see that
the limit uK(t, x) = Y
t,x
t does not depend on K; and the convergence of u
ε
(K)
n (t, •) is uniform on K.
The following triangle inequality gives the result claimed after taking the limit as n goes to infinity
(because C is independent of K): for every x, x′ ∈ K, t ∈ [0, T − 1] and n ∈N,
|u(t, x)− u(t, x′)| 6
∣∣∣∣u(t, x)− uε(K)n (t, x)∣∣∣∣+ C (1+ |x|µ∨ν + |x′|µ∨ν) |x− x′|+ ∣∣∣∣uε(K)n (t, x′)− u(t, x′)∣∣∣∣ .
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Chapitre 3
EDSR ergodiques randomisées et
application au comportement en temps
long de la solution de viscosité d’un
système d’équations HJB
Résumé
Nous étudions dans ce chapitre des EDSRE, dont les coefficients peuvent varier au cours du temps
suivant une mesure de Poisson. L’EDS sous-jacente a un bruit multiplicatif non-dégénéré et ne com-
porte aucun saut ; la dissipativité faible de la dérive contrebalance la croissance linéaire du terme
diffusif. Nous étudions l’existence et l’unicité de la solution de l’EDSRE et nous appliquons nos ré-
sultats à un problème de contrôle ergodique optimal. Finalement, nous obtenons le comportement
en temps long de la solution de viscosité d’un système d’équations de Hamilton-Jacobi-Bellman
couplées, avec une vitesse de convergence exponentielle.
Mots-clés : équation différentielle stochastique rétrograde ergodique ; bruit multiplicatif et non-
borné ; mesure de Poisson ; système d’équations HJB ; comportement en temps long ; vitesse de
convergence.
Abstract
We study in this chapter some EBSDEs, whose coefficients may vary from time to time due to a
Poisson measure. The underlying SDE has a multiplicative and non-degenerate noise and does not
have any jump; the weak dissipativity of the drift balances the linear growth of the diffusion term.
We study existence and uniqueness of the solution of the EBSDE and we apply our results to an
ergodic optimal control problem. Finally, we obtain the large time behaviour of the viscosity solution
of a system of coupled Hamilton-Jacobi-Bellman equations, with an exponential rate of convergence.
Key words: ergodic backward stochastic differential equation; multiplicative and unbounded noise;
Poisson measure; system of HJB equations; large time behaviour; rate of convergence.
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3.1 Introduction
We study the following EBSDE in infinite horizon: for all t, T ∈ R+, such that 0 6 t 6 T < ∞,
Yx,nt = Y
x,n
T +
∫ T
t
{
fNns (X
x,n
s , Z
x,n
s , H
x,n
s )− λ
}
ds−
∫ T
t
Zx,ns dWs −
∫ T
t
Hx,ns dMs, (3.1)
where the unknown is the quadruplet (Yx,n, Zx,n, Hx,n, λ), with:
• Yx,n a real-valued and progressively measurable process;
• Zx,n an (Rd)∗-valued and progressively measurable process;
• Hx,n an (Rk−1)∗-valued and progressively measurable process;
• λ a real number.
Let (Ω,F , (Ft)t>0,P) be a right continuous and complete stochastic basis. The given data of our
equation consists in:
• W, a d-dimensional standard Brownian motion;
• K = [[1, k]], the set of integers between 1 and k, and L = K\{k};
• N , a Poisson random measure on R+ × L, independent of W, where L is equipped with
the field L of all subsets of L, such that, if we set M([0, t] × A) = N ([0, t] × A) − tµ#A,
M([0, •]× A) is a (Ft)t-martingale for all A ⊂ L and some fixed µ > 0;
• x ∈ Rd and n ∈ K;
• for every s > t > 0 and n ∈ K, we set Nt,ns = n + ∑
l∈L
lN (]t, s]× {l}) modulo k;
• for every s ∈ R+ and l ∈ L, we set Ms(l) = N (]0, s]× {l})− µs;
• Xx,n, an Rd-valued process, starting from x and equation n, which is the solution of the SDE:
for all t ∈ R+,
Xx,nt = x +
∫ t
0
bNns (X
x,n
s )ds +
∫ t
0
σNns (X
x,n
s )dWs; (3.2)
• fi : Rd × (Rd)∗ × (Rk−1)∗ → R some measurable functions.
Ergodic BSDEs with an additive Brownian noise, and in the case k = 1, have already been widely
studied. This class of BSDEs was first studied by Fuhrman, Hu and Tessitore in [26] in order to study
optimal ergodic control problem; their main assumption was the strong dissipativity of b, that is to
say:
∃η > 0, ∀x, x′ ∈ Rd, 〈b(x)− b(x′), x− x′〉 6 −η|x− x′|2;
this assumption was then weakened in [22], where b can be written as the sum of a disspative
function and a bounded function. Under similar assumptions, the authors of [35] studied the large
time behaviour of finite horizon BSDEs:
YT,xt = g(X
x
T) +
∫ T
t
f (Xxs , Z
T,x
s )ds−
∫ T
t
ZT,xs dWs, t ∈ [0, T], (3.3)
and they proved that it was linked with ergodic BSDEs. More precisely, they proved the existence of
a constant L ∈ R, such that for all x ∈ Rd,
YT,x0 − λT −Yx0 −→T→∞ L;
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and they even obtained an exponential rate of convergence. More recently, the two authors of this
paper proved that this convergence and this rate still hold when the noise is multiplicative (see [32]).
Itô’s formula gives a bridge between those BSDEs and Hamilton-Jacobi-Bellman equations. In-
deed, the solution of equation (3.3) can be written as YT,xt = u(T − t, Xxt ), where u is the viscosity
solution of the Cauchy problem:{
∂tu(t, x) = Lu(t, x) + f (x, ∂xu(t, x)σ(x)), (t, x) ∈ R+ ×Rd,
u(0, x) = g(x), x ∈ Rd, (3.4)
and where L is the generator of the Kolmogorov semigroup of Xx, solution of a given SDE.
Also, the ergodic BSDE has a solution such that we can write Yxt = v(X
x
t ) where (v, λ) is the
viscosity solution of:
Lv(x) + f (x,∇v(x)σ(x)) = λ, ∀x ∈ Rd. (3.5)
Our goal in this article is to study coupled Hamilton-Jacobi-Bellman equations:{
∂tui(t, x) = Liui(t, x) + fi(x, ∂xui(t, x)σi(x), (ui+l(t, x)− ui(t, x))l∈L), (t, x) ∈ R+ ×Rd, i ∈ K,
ui(0, x) = gi(x), x ∈ Rd, i ∈ K,
(3.6)
and to see that its viscosity solution is related asymptoticly to the viscosity solution (v, λ) of the
ergodic problem
Livi(x) + fi(x,∇vi(x)σi(x), (vi+l(x)− vi(x))l∈L) = λ, x ∈ Rd, i ∈ K. (3.7)
Such systems of equations have already been linked to finite horizon BSDEs (see [53]). A Poisson
random measure decides which dynamic to follow at any time: this fact implies a new dependance
of every coefficient of the BSDE and its underlying SDE, see equations (3.1) and (3.2).
In the case k = 1 (i.e. when there is only one equation), viscosity solutions of such PDEs and their
large time behaviour have already been investigated (see e.g. [29]). The case k > 1 has been consid-
ered in [40]. Ley and Nguyen in [40] look for the large time behaviour of nonlinear parabolic sys-
tems, such as (3.6), but we do not make here the same assumptions. The authors in [40] work on the
torus Rn/Zn and they require the coupling between the equations to be linear. On the other hand,
they allow the parameters to depend on a new parameter θ, and they present some assumptions
on the Hamiltonians that permit to work with degenerate equations (only one σi needs to be uni-
formly elliptic, instead of every σi in our article). They prove the convergence of ui(t, •)− vi − λt as
t → ∞, but they do not have any rate of convergence. Similar results are obtained in [12], where the
Hamiltonians are convex, the equations defined on a torus and can be degenerate.
In [33], the authors get the large time behaviour of a system of PDEs, with quadratic growth
Hamiltonians; the coupling between the different equations has also a form more specific than in
(3.6). They make a link between such a system and a system of quadratic BSDEs, driven by a
forward process satisfying an SDE with additive noise and dissipative drift.
Compared to [32], the new contribution of this article is that we consider not only one Hamilton-
Jacobi-Bellman equation, but a system of coupled equations. In order to keep, in average, the process
X near the origin, we require the drifts bi to be sufficiently weakly dissipative regarding the linear
growth of σi. The method is close to the one adopted in [32]: first, exponential mixing for X is
obtained by irreducibility; then, it gives us the convergence of the solution of the discounted BSDE
of infinite horizon
Yα,x,nt = Y
α,x,n
T +
∫ T
t
{
fNns (X
x,n
s , Z
α,x,n
s , H
α,x,n
s )− αYα,x,ns
}
ds−
∫ T
t
Zα,x,ns dWs −
∫ T
t
Hα,x,ns dMs, (3.8)
i.e. the convergence of (Yα,x,n − Yα,0,n0 , Zα,x,n, Hα,x,n, αYα,0,n0 ) to a solution (Yx,n, Zx,n, Hx,n, λ) of the
EBSDE, for every x ∈ Rd and n ∈ K. We can prove uniqueness for λ, and also for Yx,n, Zx,n and Hx,n,
but under certain conditions. Like in [32], the unboundedness of σi implies that we require fi to be
Lipschitz continuous with respect to zσi(x)−1: the price to pay is some technical difficulty which is
treated in the appendix.
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The paper is organised as follows. In section 3.2, we study an SDE slightly more general than
(3.2): indeed, it is the SDE satisfied by X after a change of probability space, due to Girsanov’s
theorem. Section 3.3 is devoted to the auxiliary discounted BSDE of infinite horizon (3.8). In section
3.4, we prove existence and uniqueness for the solution of the ergodic BSDE (3.1). The large time
behaviour of the solution of
YT,x,nt = gNnT (X
x,n
T ) +
∫ T
t
fNns (X
x,n
s , Z
T,x,n
s , H
T,x,n
s )ds−
∫ T
t
ZT,x,ns dWs −
∫ T
t
HT,x,ns dMs
will be presented in section 3.5. Finally, section 3.6 applies the results of this paper to an optimal
ergodic control problem and to the solution of the system (3.6).
3.2 The SDE
We consider the SDE: {
dXx,nt = bNnt (t, X
x,n
t )dt + σNnt (X
x,n
t )dWt,
Xx,n0 = x.
(3.9)
Assumption 3.1.
• The functions bl : R+ ×Rd → Rd and σl : Rd → GLd(R) are Lipschitz continuous w.r.t. x
(uniformly in t for bl), for all l ∈ K. We write ‖b‖lip and ‖σ‖lip their Lipschitz constants.
• The function b has linear growth: ∃ξ1, ξ2 > 0, ∀l ∈ K, ∀t ∈ R+, ∀x ∈ Rd, |bl(t, x)| 6 ξ1 + ξ2|x|.
• For any l ∈ K, the function bl is weakly dissipative; that is to say bl(t, x) = b]l (x) + b[l (t, x),
where b]l is η-dissipative and locally Lipschitz continuous and b
[
l is bounded. This way,
∃η1, η2 > 0, ∀l ∈ K, ∀t ∈ R+, ∀x ∈ Rd, 〈bl(t, x), x〉 6 η1 − η2|x|2.
• The functions x 7→ σl(x)−1, l ∈ K, are bounded by a common constant ‖σ−1‖∞.
• The function σ has linear growth: ∃r1, r2 > 0, ∀l ∈ K, |σl(x)|2F 6 r1 + r2|x|2, with r2 < 2η2.
Remark 3.2. We recall that, for any matrix A, |A|F denotes its Frobenius norm.
Proposition 3.3. Under Assumption 3.1, for all p ∈ (0,+∞), and T > 0, we have:
sup
06t6T
E
[|Xxt |p] 6 E
[
sup
06t6T
|Xxt |p
]
6 C (1+ |x|p) ,
where C only depends on p, T, r1, r2, ξ1 and ξ2.
Proof. This is a straightforward consequence of Burkholder-Davis-Gundy’s inequality and Gronwall’s
lemma.
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Proposition 3.4. Suppose that Assumption 3.1 holds true. Let T > 0 and γ : R+ ×Rd → Rd a bounded
function. The process W˜x,nt = Wt −
∫ t
0
γ (s, Xx,ns ) ds is a Brownian motion under a probability measure
P˜x,n,T , on the interval [0, T]. When
√
r2‖γ‖∞ + r22 < η2, we get:
sup
T>0
E˜x,n,T
[∣∣Xx,nT ∣∣2] 6 C (1+ |x|2) ,
where C only depends on η1, η2, r1, r2 and ‖γ‖∞.
Proof. See the proposition 5 of [32].
Theorem 3.5. Let φ : Rd → Rd be a measurable function, satisfying |φ(x)| 6 cφ(1+ |x|2). Then, we have
∀x, y ∈ Rd, ∀n, m ∈ K, ∀t > 0, |Pt[φ](x, n)−Pt[φ](y, m)| 6 ĉcφ(1+ |x|2 + |y|2)e−ν̂t,
where Pt[φ](x, n) = E[φ(Xx,nt )] (Kolmogorov semigroup of X) and ĉ and ν̂ only depend on η1, η2, r1 and r2.
Proof. For reader’s convenience, we recall here Theorem 1.7 of [14].
Lemma. Let (E, d) be a Polish space and F a finite set. Let (Z(n))n∈F be a family of E-valued Markov processes
represented by their semigroups (P (n))n∈F. Finally, let (a(i, j))i,j∈F be a family of non-negative numbers.
Given a starting point (x, i) ∈ E× F and exponential r.v. Tj of mean a(i, j)−1, we set T = minj∈F Tj. For
every t < T, we set Xx,it = Z
(i),x
t and I
i
t = i. Also, X
x,i
T = X
x,i
T− ; there exists a unique j ∈ F such that T = Tj
and we set IiT = j. We take (X
x,i
T , I
i
T) as a new starting point at time T. We make the following assumptions:
1. the family (a(i, j))i,j∈F yields the transition rates of an irreducible and positive recurrent Markov chain;
2. there exists K > 0, and a function V : E→ R+ such that:
∀i ∈ F, ∃λ(i) ∈ R, ∀t ∈ R+, ∀x ∈ E, P (i)t V(x) 6 e−λ(i)tV(x) + K;
3. I has an invariant probability measure ν verifying ∑
i∈F
ν(i)λ(i) > 0;
4. there exists i0 ∈ F such that the sublevel sets {x ∈ E|V(x) 6 K} of V are small for P (i0), i.e.,
∃i0 ∈ F, ∀K > 0, ∃t > 0, ∃ε > 0, ∀x, y ∈ E, [V(x) ∨V(y) 6 K]⇒ dTV(δxP (i0)t , δyP (i0)t ) 6 1− ε.
Then there exists a probability measure pi and positive constants C and λ such that for all x and i,
‖Pt((x, i), •)− pi‖V := sup
f∈V
∣∣∣∣∫E×F f (y)Pt((x, i), dy)−
∫
E×F
f (y)pi(dy)
∣∣∣∣ 6 C(1+V(x))e−λt,
where V = {measurable f with | f (x)| < 1+V(x)}.
Here, E = Rd and F = K. The process I is the Poisson process N and a(i, j) = µ for any i and j
(a gives the transition rates of an irreducible and positive recurrent Markov chain). For any n ∈ K,
Z(n) is the solution of the SDE:{
dZ(n),xt = bn(t, Z
(n),x
t )dt + σn(Z
(n),x
t )dWt,
Z(n),x0 = x,
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and we need to prove that x 7→ |x|2 is a Lyapunov function for any of those underlying SDEs. Using
Itô’s formula, we easily obtain:
d|Z(n),xt |2 6
(
2η1 − 2η2|Z(n),xt |2 + r1 + r2|Z(n),xt |2
)
dt + 2〈Z(n),xt , σn(Z(n),xt )dWt〉.
Then,
d
dt
(
e(2η2−r2)tE
[
|Z(n),xt |2
])
6 (2η1 + r1)e(2η2−r2)t
gives us
E
[
|Z(n),xt |2
]
6 e−(2η2−r2)t|x|2 + 2η1 + r1
2η2 − r2 .
For any i, we get λ(i) = 2η2 − r2 > 0. To conclude, we recall that, for any n, we have exponential
mixing for the SDE satisfied by Z(n),x (see the theorem 7 of [32]), which ensures that the balls are
small for the Kolmogorov semigroup of Z(n),x. The dependence of the constants can be checked
using the articles [46] and [47].
Corollary 3.6. Let γ : R+ ×Rd → Rd be a bounded and progressively measurable function. Moreover, we
assume that γ is the pointwise limit of a sequence (γε) of functions of class C1b w.r.t. x, and uniformly bounded
by ‖γ‖∞. Let φ : Rd → Rd be a measurable function with |φ(x)| 6 cφ
(
1+ |x|2). There exists a probability
measure P˜x,n,T under which the process
W˜x,n = Wt −
∫ t
0
γ(s, Xx,ns )ds
is a Brownian motion on [0, T]. Then we have,
∀x, y ∈ Rd, ∀n, m ∈ K, ∀t > 0,
∣∣∣E˜x,n,t [φ(Xx,nt )]− E˜y,m,t [φ(Xy,mt )]∣∣∣ 6 ĉcφ (1+ |x|2 + |y|2) e−ν̂t,
where ĉ and ν̂ only depend on η1, η2, r1, r2 and ‖γ‖∞.
Proof. For every l ∈ K, we set σl,ε a function ε-close (in uniform norm) to σl on the centered ball of
Rd of radius ε−1, equal to Id outside the centered ball of radius ε−1 + 1 and of class C1 with bounded
derivatives on Rd; on the ring between the radius ε−1 and ε−1 + 1, σl,ε is chosen such that σ−1l σl,ε is
bounded, independently of ε. This way, the function Ξl,ε : (t, x) 7→ bl(x) + σl,ε(x)γl,ε(t, x) is Lipschitz
continuous w.r.t. x. We denote Xx,n,ε the solution of the SDE:{
dXx,n,εt = ΞNnt ,ε
(
t, Xx,n,εt
)
dt + σNnt
(
Xx,n,εt
)
dW˜x,nt ,
Xx,n,ε0 = x.
We can write, for every δ > 0:
〈Ξl,ε(t, x), x〉 6 η1 − η2|x|2 + (
√
r1 +
√
r2|x|) ‖γ‖∞|x| 6
[
η1 +
‖γ‖2∞r1
2δ2
]
−
[
η2 −√r2‖γ‖∞ − δ
2
2
]
|x|2.
Then, when δ is small enough, for any φ with quadratic growth, Theorem 3.5 tells us that ĉε and ν̂ε
are independent of ε, and we have positive constants ĉ and ν̂ , such that for every (x, n) and (y, m) in
Rd ×K,
∀ε > 0, ∀t > 0,
∣∣∣E˜x,n,t [φ (Xx,n,εt )]− E˜y,m,t [φ (Xy,m,εt )]∣∣∣ 6 ĉcφ (1+ |x|2 + |y|2) e−ν̂t.
Our goal is to take the limit; let us show that E˜x,n,t
[
φ
(
Xx,n,εt
)] −→
ε→0 E˜
x,n,t [φ (Xx,nt )].
We can write: Xx,n,εt = x +
∫ t
0
bNns (X
x,n,ε
s ) ds +
∫ t
0
σNns (X
x,n,ε
s ) dW
(ε)
s , where
W(ε)t = W˜
x,n
t +
∫ t
0
σNns (X
x,n,ε
s )
−1 σNns ,ε (X
x,n,ε
s ) γε (s, X
x,n,ε
s ) ds
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is a Brownian motion under the probability P(ε) = pεt (X
x,n,ε) P˜x,n,t on [0, t] and where
pεt (X
x,n,ε) = exp
(
−
∫ t
0
〈σNns (Xx,n,εs )−1 σNns ,ε (Xx,n,εs ) γε (s, Xx,n,εs ) , dW˜x,ns 〉
−1
2
∫ t
0
∣∣∣σNns (Xx,n,εs )−1 σNns ,ε (Xx,n,εs ) γε (s, Xx,n,εs )∣∣∣2 ds) .
By uniqueness in law of the solutions of the SDEs, we get the equalities:
E˜x,n,t
[
φ
(
Xx,n,εt
)]
= E(ε)
[
pεt (X
x,n,ε)−1 φ
(
Xx,n,εt
)]
= E
[
pεt (X
x,n)−1 φ
(
Xx,nt
)]
.
But γε −→
ε→0 γ, so we have p
ε
t (X
x,n)−1 P−→
ε→0 exp
(
−
∫ t
0
〈γ(s, Xx,ns ), dW˜x,ns 〉 −
1
2
∫ t
0
|γ(s, Xx,ns )|2 ds
)
. In
order to show that E˜x,n,t
[
φ
(
Xx,n,εt
)] −→
ε→0 E˜
x,n,t [φ (Xx,nt )], the last thing to prove is the uniform
integrability of the family
(
pεt (X
x,n)−1
)
ε>0
. We have:
E˜x,n,t
[(
pεt (X
x,n)−1
)2]
= E˜x,n,t
[
exp
(
2
∫ t
0
〈σNns (Xx,n,εs )−1 σNns ,ε (Xx,n,εs ) γε (s, Xx,n,εs ) , dW˜x,ns 〉
+
∫ t
0
∣∣∣σNns (Xx,n,εs )−1 σNns ,ε (Xx,n,εs ) γε (s, Xx,n,εs )∣∣∣2 ds)]
6 E˜x,n,t
[
exp
(∫ t
0
〈4σNns (Xx,n,εs )−1 σNns ,ε (Xx,n,εs ) γε (s, Xx,n,εs ) , dW˜x,ns 〉
−1
2
∫ t
0
∣∣∣4σNns (Xx,n,εs )−1 σNns ,ε (Xx,n,εs ) γε (s, Xx,n,εs )∣∣∣2 ds)] 12
× E˜x,n,t
[
exp
(
10
∫ t
0
∣∣∣σNns (Xx,n,εs )−1 σNns ,ε (Xx,n,εs ) γε (s, Xx,n,εs )∣∣∣2 ds)] 12
6 exp
(
5t
(
d2 +
∥∥∥σ−1∥∥∥2
∞
)
‖γ‖∞
)
< ∞.
The proof is complete.
3.3 The infinite horizon BSDE
We consider in this section the infinite horizon BSDE: for every 0 6 t 6 T < ∞,
Yα,x,nt = Y
α,x,n
T +
∫ T
t
{ fNns (Xx,ns , Zα,x,ns , Hα,x,ns )− αYα,x,ns }ds−
∫ T
t
Zα,x,ns dWs −
∫ T
t
Hα,x,ns dMs. (3.10)
Assumption 3.7.
• The process X satisfies Assumption 3.1, with a drift b independent of time t.
• If we define ρl : (x, p, h) 7→ fl(x, pσl(x), h), then ρl is Lipschitz continuous for every l ∈ K.
• As a consequence, the functions fl are Lipschitz continuous with constants denoted ‖ f ‖lip,z and
‖ f ‖lip,h w.r.t. z and h, for every l ∈ K (note that ‖ f ‖lip,z 6 ‖ρ‖lip,p‖σ−1‖∞).
• ∀l ∈ L, ∀z ∈ (Rd)∗, ∀h, h′ ∈ (Rk−1)∗, the vector
fl(x, z, h)− fl(x, z, h′)
|h− h′|2 (h− h
′)
has all its coefficients in (−1,+∞).
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• The functions fl(•, 0, 0) have at most linear growth: | fl(x, 0, 0)| 6 M f (1+ |x|).
• √r2‖ f ‖lip,z + r22 < η2.
Theorem 3.8. For every x ∈ Rd, n ∈ K and α > 0, Equation (3.10) admits a unique solution
(Yα,x,n, Zα,x,n, Hα,x,n) such that Yα,x,n is continuous and bounded in L1, Zα,x,n ∈ L2loc(Ω, L2(0,∞; (Rd)∗))
and Hα,x,n ∈ L2loc(Ω, L2(0,∞; (Rk−1)∗)). Moreover, we have
|Yα,x,nt | 6
C
α
(1+ |Xx,nt |),
where the constant C only depends on η1, η2, r1, r2, ‖ f ‖lip,z and M f .
Proof.
Step 1: We consider the finite horizon BSDE
YTt =
∫ T
t
{ fNns (Xx,ns , ZTs , HTs )− αYTs }ds−
∫ T
t
ZTs dWs −
∫ T
t
HTs dMs, t ∈ [0, T]. (3.11)
It has a unique solution (see [53]), we want a bound independent of T for YT . We set:
βt =

fNnt
(Xx,nt ,Z
T
t ,H
T
t )− fNnt (X
x,n
t ,0,H
T
t )
|ZTt |2
(ZTt )
∗ if ZTt 6= 0,
0 otherwise;
γt =

fNnt
(Xx,nt ,0,H
T
t )− fNnt (X
x,n
t ,0,0)
|HTt |2
(HTt )
∗ if HTt 6= 0,
0 otherwise.
The processes β and γ are bounded; moreover, 1 + γ is positive. So, we are able to define a
probability measure QT by the Doléans-Dade exponential:
dQT
dP
= E
(∫ •
0
(βs)
∗dWs +
∫ •
0
(γs)
∗dMs
)
•∈[0,T]
.
Under QT , we can write:
dYTt = {αYTt − fNnt (X
x,n
t , 0, 0)}dt + ZTt dWQTt + HTt dMQTt ,
where WQT and MQT are a Brownian motion and a compensated Poisson measure under QT .
After using Itô and Tanaka formula (see [15]), we get
e−αt|YTt | 6 EQT
[∫ T
t
sgn(YTs )e
−αs fNns (X
x,n
s , 0, 0)ds
∣∣∣∣Ft] ,
and we finally obtain |YTt | 6 Cα (1+ |Xx,nt |), where the constant C only depends on η1, η2, r1, r2,‖ f ‖lip,z and M f (see the proposition 5 of [32]).
Step 2: (YT)T is a Cauchy sequence. For t 6 S 6 T, we have:
YTt −YSt = YTS +
∫ S
t
{ fNns (Xx,ns , ZTs , HTs )− αYTs − fNns (Xx,ns , ZSs , HSs )− αYSs }ds
−
∫ S
t
(ZTs − ZSs )dWs −
∫ S
t
(HTs − HSs )dMs.
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We set:
βT,St =

fNnt
(Xx,nt ,Z
T
t ,H
T
t )− fNnt (X
x,n
t ,Z
S
t ,H
T
t )
|ZTt −ZSt |2
(ZTt − ZSt )∗ if ZTt 6= ZSt ,
0 otherwise;
γT,St =

fNnt
(Xx,nt ,Z
S
t ,H
T
t )− fNnt (X
x,n
t ,Z
S
t ,H
S
t )
|HTt −HSt |2
(HTt − HSt )∗ if HTt 6= HSt ,
0 otherwise.
After a change of probability measure, one finds:
d(YTt −YSt ) = −α(YTt −YSt )dt− (ZTt − ZSt )dWQT,St − (HTt − HSt )dM
QT,S
t .
Taking the integral and the expected value, we obtain:
|YTt −YSt | 6 eα(t−S)EQT,S
[
|YTS |
∣∣∣Ft] 6 eα(t−S) C
α
(1+ |Xx,nt |).
So, (YT)T is a Cauchy sequence in L2(Ω, C(R+,R)), admits a limit Y and satisfies
∀S > 0, ∀t 6 S, |Yt −YSt | 6 eα(t−S)
C
α
(1+ |Xx,nt |).
The convergence of YT is uniform on every compact set of R+, so Y is continuous.
Step 3: (ZT)T and (HT)T are also Cauchy sequences. Using Itô’s formula, for every t ∈ [0, S]:
e−2αtE[|YTt −YSt |2]− |YT0 −YS0 |2
= −2E
[∫ t
0
e−2αs(YTs −YSs ){(ZTs − ZSs )βT,Ss + (HTs − HSs )γT,Ss }ds
]
+ 2E
[∫ t
0
e−2αs|ZTs − ZSs |2 ds
]
+ µE
[∫ t
0
e−2αs|HTs − HSs |2 ds
]
.
We recall the inequalities
2(YTs −YSs )(ZTs − ZSs )βT,Ss 6 |ZTs − ZSs |2 + ‖ f ‖2lip,z|YTs −YSs |2,
2(YTs −YSs )(HTs − HSs )γT,Ss 6
µ
2
|HTs − HSs |2 +
2
µ
‖ f ‖2lip,h|YTs −YSs |2,
that give us:
E
[∫ t
0
e−2αs|ZTs − ZSs |2 ds
]
+
µ
2
E
[∫ t
0
e−2αs|HTs − HSs |2 ds
]
6 e−2αtE[|YTt −YSt |2] +
(
‖ f ‖2lip,z +
2
µ
‖ f ‖2lip,h
)
E
[∫ t
0
e−2αs|YTs −YSs |2 ds
]
.
We have proved that the sequences (ZT) and (HT) are Cauchy, and their limits satisfy equation
(3.10).
Step 4: Uniqueness. Let (Y1, Z1, H1) and (Y2, Z2, H2) be two solutions, such that Y1 and Y2 are
bounded in L1. We write ∆Y = Y1 −Y2, etc. and we have the equality
∆Yt = ∆YT +
∫ T
t
{ fNns (Xx,ns , Z1s , H1s )− fNns (Xx,ns , Z2s , H2s )− α∆Ys}ds−
∫ T
t
∆Zs dWs−
∫ T
t
∆Hs dMs.
We set:
βt =

fNnt
(Xx,nt ,Z
1
t ,H
1
t )− fNnt (X
x,n
t ,Z
2
t ,H
1
t )
|∆Zt |2 ∆Z
∗
t if ∆Zt 6= 0,
0 otherwise;
67
γt =

fNnt
(Xx,nt ,Z
2
t ,H
1
t )− fNnt (X
x,n
t ,Z
2
t ,H
2
t )
|∆Ht |2 ∆H
∗
t if ∆Ht 6= 0,
0 otherwise.
Again, under a certain probability measure QT , one has:
|∆Yt| = eα(t−T)
∣∣∣EQT [∆YT |Ft]∣∣∣ 6 eα(t−T)M,
for every T > t. So ∆Y = 0 and by Itô’s formula ∆Z = 0 and ∆H = 0.
For any α > 0, we define the functions vαn : x 7→ Yα,x,n0 .
Proposition 3.9. The functions vαn are continuous; moreover, we have the following representations
∀t > 0, Yα,x,nt = vαNnt (X
x,n
t ) and H
α,x,n
t (l) = v
α
Nn
t−+l
(Xx,nt )− vαNn
t−
(Xx,nt ).
Proof. Let (xm)m be a sequence of limit x ∈ Rd. We use the same type of approximations as in
Theorem 3.8:
YT,yt =
∫ T
t
{ fNns (X
y,n
s , Z
T,y
s , H
T,y
s )− αYT,ys }ds−
∫ T
t
ZT,ys dWs −
∫ T
t
HT,ys dMs, ∀t ∈ [0, T].
Thanks to Step 2 of Theorem 3.8, we already know that:
∀m ∈N, ∀T > 0, |vαn(xm)− vαn(x)| 6 |YT,xm0 −YT,x0 |+ e−αT
C
α
(2+ |x|+ |xm|).
Then, due to Lemma 3.29, we get:
|YT,xm0 −YT,x0 |2 6 CTE
[∫ T
0
| fNns (Xxm ,ns , ZT,xs , HT,xs )− fNns (Xx,ns , ZT,xs , HT,xs )|2 ds
]
.
Finally, Lemma 3.28 and continuity of f with respect to x ensure
∀T > 0, lim sup
m→∞
|vαn(xm)− vαn(x)| 6 e−αT
C
α
(2+ |x|+ |xm|),
which concludes the continuity of vαn. The representation of Yα,x,n is somewhat classical and left to
the reader, who should have a look at [57] for further explanations. Finally, the representation of
Hα,x,n is a straightforward consequence of the lemma 2.2 of [53].
Proposition 3.10. The functions vαn are locally Lipschitz continuous:
∀x, x′ ∈ Rd, |vαn(x)− vαn(x′)| 6 C
(
1+
1
α
)
(1+ |x|+ |x′|)|x− x′|,
where C only depends on µ, k,
∥∥σ−1∥∥∞ and the Lipschitz constants of ρ, b and σ.
Proof. We approach the functions b, σ and f by uniformly converging sequences (bε), (σε) and ( f ε) of
C1b functions. We suppose that those approximations have the same Lipschitz constants as b, σ and f
respectively, and that bε and σε satisfy the same linear growth assumptions as b and σ. Moreover, let
(gε) be a sequence of C1b functions converging uniformly to vα on every compact set. The functions gε
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are supposed to have the same linear growth as vα: |gεl (x)| 6 Cα (1+ |x|). We consider the following
BSDE, where 0 6 t 6 s 6 1:
Yε,t,x,ns = g
ε
Nt,n1
(Xε,t,x,n1 ) +
∫ 1
s
{ f ε
Nt,nr
(Xε,t,x,nr , Z
ε,t,x,n
r , H
ε,t,x,n
r )− αYε,t,x,nr }dr−
∫ 1
s
Zε,t,x,nr dWr
−
∫ 1
s
Hε,t,x,nr dMr ,
and where
Xε,t,x,ns = x +
∫ s
t
bε
Nt,nr
(Xε,t,x,nr )dr +
∫ s
t
σε
Nt,nr
(Xε,t,x,nr )dWr.
Due to [53], it has a unique solution, and, if we do the same calculations as in the first step of
Theorem 3.8, we get:
|Yε,t,x,ns | 6
C
α
(1+ |Xε,t,x,ns |).
Also, if we define uεn(t, x) = Y
ε,t,x,n
t , we have the following representations:
• Yε,t,x,ns = uεNt,ns (s, X
ε,t,x,n
s );
• Zε,t,x,ns = ∂xuεNt,ns (s, X
ε,t,x,n
s )σ
ε
Nt,ns
(Xε,t,x,ns );
• Hε,t,x,ns (l) = uεNt,n
s−+l
(s, Xε,t,x,ns )− uεNt,n
s−
(s, Xε,t,x,ns ).
In particular, the coefficients of Hε,t,x,n are bounded by 2
C
α
(1+ |Xε,t,x,n|). Using Lemma 3.32, we get:
|∂xuεn(t, x)| 6 C
(
4√
E+
4√
EQ
ε
) [
1+ |Xε,t,x,n|∗,4t,1
]
,
where the constant C is independent of x, and where Qε is given by:
dQε
dP
= E
(
d
∑
j=1
∫ •
t
∂zj f
ε
Nt,ns
(Xε,t,x,ns , Z
ε,t,x,n
s , H
ε,t,x,n
s )dW
j
s
+
k−1
∑
l=1
∫ •
t
∂hl f
ε
Nt,ns
(Xε,t,x,ns , Z
ε,t,x,n
s , H
ε,t,x,n
s )dMs(l)
)
•∈[t,1]
.
But, using Lemma 3.28, we obtain, for all p > 2:
E
[
|Xε,t,x,n|∗,pt,1
]
6 C(p, ‖b‖lip, ‖σ‖lip)
{
|x|p + (1− t)(ξp1 +
√
r1
p)
}
.
Moreover, doing the same as in equation (3.33), we find:
EQ
ε
[
|Xε,t,x,n|∗,4t,1
]
6 exp
‖ f ‖2lip,z + µ(k− 1)
(
e2‖ f ‖lip,h+1
)
2
(1− t)
E [|Xε,t,x,n|∗,8t,1 ]1/2 .
We put everything together, then use the mean value theorem and find that
|uεn(t, x)− uεn(t, x′)| 6 C(1+ |x|+ |x′|)|x− x′|,
where C is independent of x and ε. The last thing to prove is the pointwise convergence of uεn(0, •)
to vαn. Using Lemma 3.29, we have:
E
[
|Yα,x,n −Yε,0,x,n|∗,20,1
]
6 CE
[∣∣∣vαNn1 (Xx,n1 )− gεNn1 (Xε,x,n1 )∣∣∣2
]
+E
[∫ 1
0
∣∣∣ fNns (Xx,ns , Zα,x,ns , Hα,x,ns )− f εNns (Xε,x,ns , Zα,x,ns , Hα,x,ns )∣∣∣2 ds
]
.
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It is easy to see that the second term converges to 0, due to the convergence of f ε and Lemma 3.28.
For the first term, we can see that:
E
[∣∣∣vαNn1 (Xx,n1 )− gεNn1 (Xε,x,n1 )∣∣∣2
]
6 2E
[∣∣∣vαNn1 (Xx,n1 )− vαNn1 (Xε,x,n1 )∣∣∣2
]
+ 2E
[∣∣∣vαNn1 (Xε,x,n1 )− gεNn1 (Xε,x,n1 )∣∣∣2
]
,
and again, the first term goes to 0 using Lemma 3.28, and dominated convergence along a subse-
quence. For the second one, let us take R > 0, we have:
E
[∣∣∣vαNn1 (Xε,x,n1 )− gεNn1 (Xε,x,n1 )∣∣∣2 1|Xε,x,n1 |6R
]
6 ‖vα − gε‖∞,BR ,
which will go to 0, due to the uniform convergence of gε on compact sets, and
E
[∣∣∣vαNn1 (Xε,x,n1 )− gεNn1 (Xε,x,n1 )∣∣∣2 1|Xε,x,n1 |>R
]
6 C(1+ |x|
3)
R
,
using Cauchy-Schwarz and Markov inequalities, plus Lemma 3.28; the constant C is independent of
ε and R. We are able to conclude this proof.
Lemma 3.11. Let ψ : Rd × E∗ → R continuous w.r.t. the first variable and Lipschitz continuous w.r.t. the
second one, where E can be Rd or Rk−1. Let ζ, ζ ′ : R+ ×Rd → E∗ be such that for every t > 0, ζ(t, •) and
ζ ′(t, •) are continuous, and set:
Γ˜(t, x) =

ψ(x, ζ(t, x))− ψ(x, ζ ′(t, x))
|ζ(t, x)− ζ ′(t, x)|2 (ζ(t, x)− ζ
′(t, x)), if ζ(t, x) 6= ζ ′(t, x),
0, if ζ(t, x) = ζ ′(t, x).
Then, there exists a uniformly bounded sequence of C1 functions w.r.t. x with bounded derivatives (Γ˜n)n>1
(i.e. for all n, Γ˜n has bounded derivatives w.r.t. x – the bound of derivatives can depend on n – and
supn>1 ‖Γ˜n(t, •)‖∞ < ∞ for every t > 0), such that Γ˜n −→n→∞ Γ˜ pointwise.
Proof. See the Lemma 3.7 of [35]: we can approximate the Lipschitz functions by C1 functions with
bounded derivatives and construct a new sequence having the required regularity.
Proposition 3.12. Under Assumption 3.7, there exists a constant C, such that for every α ∈ (0, 1], we have:
∀l ∈ K, ∀x, x′ ∈ Rd, ∣∣vαl (x)− vαl (x′)∣∣ 6 C (1+ |x|2 + |x′|2) .
The constant C only depends on η1, η2, r1, r2, ‖ f ‖lip,z and M f .
Proof.
1. We approximate σl by a sequence
(
σεl
)
ε>0 of functions satisfying:
• σεl converges pointwise towards σl over Rd;
• ∣∣σεl (x)∣∣2F 6 r1 + r2|x|2;
• σεl is of class C1 and
∥∥σεl ∥∥lip 6 ‖σl‖lip;
• x 7→ σεl (x)−1 is bounded, the bound is independent of ε.
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We also approximate bl by a sequence
(
bεl
)
ε>0 of C1 functions which converges uniformly.
One can check that the functions bεl can be chosen “uniformly weakly dissipative”. Moreover,
ρl : (x, z, h) 7→ fl(x, zσl(x)−1, h) is approximated by a sequence
(
ρεl
)
of C1b functions converging
uniformly. We consider the BSDE of infinite horizon:
Yε,α,x,nt = Y
ε,α,x,n
T +
∫ T
t
{
f εNns (X
ε,x,n
s , Z
ε,α,x,n
s , H
ε,α,x,n
s )− αYε,α,x,ns
}
ds−
∫ T
t
Zε,α,x,ns dWs
−
∫ T
t
Hε,α,x,ns dMs,
where the process Xε,x,n satisfies the following equation:
Xε,x,nt = x +
∫ t
0
bεNns (X
ε,x,n
s ) ds +
∫ t
0
σεNns (X
ε,x,n
s ) dWs.
This BSDE has a unique solution, and we can write Yε,α,x,nt = v
ε,α
Nnt
(Xε,x,nt ). Due to Proposition
3.10, we can find, for every ε > 0 a sequence (vδ,ε,α)δ of C1 functions converging uniformly to
vε,α and satisfying
∀l ∈ K, ∀x ∈ Rd, |vδ,ε,αl (x)| 6
C
α
(1+ |x|).
We consider the finite horizon BSDE:
Yδ,T,ε,α,x,nt = v
δ,ε,α
NnT
(Xε,x,nT ) +
∫ T
t
{ f εNns (Xε,x,ns , Zδ,T,ε,α,x,ns , Hδ,T,ε,α,x,ns )− αYδ,T,ε,α,x,ns }ds
−
∫ T
t
Zδ,T,ε,α,x,ns dWs −
∫ T
t
Hδ,T,ε,α,x,ns dMs.
This BSDE has a unique solution and satisfies the inequality |Yδ,T,ε,α,x,nt | 6 Cα
(
1+
∣∣Xε,x,nt ∣∣),
for every t > 0 and P-a.s. Due to Lemma 3.31, we can write Yδ,T,ε,α,x,nt = u
δ,T,ε,α
Nnt
(t, Xε,x,nt ),
Zδ,T,ε,α,x,nt = ∂xu
δ,T,ε,α
Nnt
(t, Xε,x,nt )σ
ε
Nnt
(Xε,x,nt ) and H
δ,T,ε,α,x,n
t (l) = u
δ,T,ε,α
Nn
t−+l
(t, Xε,x,nt )−uδ,T,ε,αNn
t−
(t, Xε,x,nt )
P-a.s. and for a.e. t > 0. We define:
zδ,T,ε,αn (t, x) = ∂xu
δ,T,ε,α
n (t, x)σ
ε
n(x), h
δ,T,ε,α
m (t, x) =
(
uδ,T,ε,αm+l (t, x)− uδ,T,ε,αm (t, x)
)
l∈K
,
Γδ,T,ε,αn (t, x) =

f εn
(
x, zδ,T,ε,αn (t, x), 0
)
− f εn(x, 0, 0)∣∣∣zδ,T,ε,αn (t, x)∣∣∣2 z
δ,T,ε,α
n (t, x), if z
δ,T,ε,α
n (t, x) 6= 0,
0, otherwise,
Γ˜δ,T,ε,αn,m (t, x) =

f εn
(
x, zδ,T,ε,αn (t, x), h
δ,T,ε,α
m (t, x)
)
− f εn
(
x, zδ,T,ε,αn (t, x), 0
)
∣∣∣hδ,T,ε,αm (t, x)∣∣∣2 h
δ,T,ε,α
m (t, x),
if hδ,T,ε,αm (t, x) 6= 0,
0, otherwise.
We can rewrite:
dYδ,T,ε,α,x,nt = −
{
f εNnt
(
Xε,x,nt , 0, 0
)
+ Zδ,T,ε,α,x,nt Γ
δ,T,ε,α
Nnt
(
t, Xε,x,nt
)∗
+ Hδ,T,ε,α,x,nt Γ˜
δ,T,ε,α
Nnt ,N
n
t−
(
t, Xε,x,nt
)∗
−αYδ,T,ε,α,x,nt
}
dt + Zδ,T,ε,α,x,nt dWt + H
δ,T,ε,α,x,n
t dMt.
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Due to Girsanov’s theorem, there exists a probability measure P˜δ,T,ε,α,x,n under which:
uδ,T,ε,αn (0, x) = E˜
δ,T,ε,α,x,n
[
e−αTvδ,ε,αNnT
(
Xε,x,nT
)
+
∫ T
0
e−αs f εNns (X
ε,x,n
s , 0, 0) ds
]
.
On the one hand, using Proposition 3.4:
∣∣∣E˜δ,T,ε,α,x,n [e−αTvδ,ε,αNnT (Xε,x,nT )]∣∣∣ 6 e−αTC(1+ |x|).
On the other hand, thanks to Corollary 3.6, we get:∣∣∣E˜δ,T,ε,α,x,n [ f εNnt (Xε,x,nt , 0, 0)]− E˜δ,T,ε,α,y,n [ f εNnt (Xε,y,nt , 0, 0)]∣∣∣ 6 ĉe−ν̂t (1+ |x|2 + |y|2) ,
where ĉ and ν̂ only depend on η1, η2, r1, r2, ‖ f ‖lip,z and M f . As a consequence, we get:
|vε,αn (x)− vε,αn (y)| (3.12)
= lim
δ→0
∣∣∣uδ,T,ε,αn (0, x)− uδ,T,ε,αn (0, y)∣∣∣ (see Lemma 3.29)
= lim
T→∞
lim
δ→0
∣∣∣∣E˜δ,T,ε,α,x,n [e−αTvδ,ε,αNnT (Xε,x,nT ) +
∫ T
0
e−αs f εNns (X
ε,x,n
s , 0, 0)ds
]
−E˜δ,T,ε,α,y,n
[
e−αTvδ,ε,αNnT (X
ε,y,n
T ) +
∫ T
0
e−αs f εNns (X
ε,y,n
s , 0, 0)ds
]∣∣∣∣
6 lim sup
T→∞
lim sup
δ→0
e−αT
∣∣∣E˜δ,T,ε,α,x,n [vδ,ε,αNnT (Xε,x,nT )]− E˜δ,T,ε,α,y,n [vδ,ε,αNnT (Xε,y,nT )]∣∣∣
+ lim sup
T→∞
lim sup
δ→0
∫ T
0
e−αs
∣∣∣E˜δ,T,ε,α,x,n [ f εNns (Xε,x,ns , 0, 0)]− E˜δ,T,ε,α,y,n [ f εNns (Xε,y,ns , 0, 0)]∣∣∣ ds
6 0+
∫ ∞
0
e−αs ĉ(1+ |x|2 + |y|2)e−ν̂s ds
6 ĉ
ν̂
(1+ |x|2 + |y|2). (3.13)
2. Now, our goal is to take the limit when ε → 0. Let D be a dense and countable subset of
Rd. By a diagonal argument, there exists a positive sequence (εp)p such that (v
εp ,α
l )p converges
pointwise over D to a function vαl , for every l ∈ K. Because the constant C in Proposition 3.10
does not depend on ε, vα satisfies the same inequality. Let (Kr) be a sequence of compact sets
whose diameter goes to infinity. The function vαl is uniformly continuous on Kr ∩ D, so it has
an extension vαl which is continuous on Kr. Passing to the limit as r goes to infinity, we get a
continuous function on Rd, and it is the pointwise limit of the sequence (v
εp ,α
l )p. We denote
Yα,x,nt = v
α
Nnt
(Xx,nt ); we have |Y
α,x,n
t | 6 Cα (1 + |Xx,nt |). Using Lemma 3.28, we have, for every
T > 0 :
E
[
|Xεp ,x,n − Xx,n|∗,20,T
]
−→
p→∞ 0.
Then, by dominated convergence, we get:
E
[∫ T
0
∣∣∣Yεp ,α,x,nt −Yα,x,nt ∣∣∣2 dt] −→p→∞ 0 and E
[∣∣∣Yεp ,α,xT −Yα,x,nT ∣∣∣2] −→p→∞ 0.
3. We will show that there exist some processes Zα,x,n and Hα,x,n belonging to L2P ,loc
(
Ω, L2 (0,∞; E∗)
)
(where E = Rd or Rk−1) which satisfy
E
[∫ T
0
∣∣∣Zεp ,α,x,nt − Zα,x,nt ∣∣∣2 dt]+E [∫ T
0
∣∣∣Hεp ,α,x,nt − Hα,x,nt ∣∣∣2 dt] −→p→∞ 0,
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for every T > 0. Indeed,
(
Yα,x,n, Zα,x,n, Hα,x,n
)
is solution of the BSDE (3.10) ; by unique-
ness of the solution, vα ≡ vα and taking the limit in the equation (3.13) gives the result.
Let us choose p 6 m ∈ N, we define Y˜ = Yεp ,α,x,n − Yεm ,α,x,n, Z˜ = Zεp ,α,x,n − Zεm ,α,x,n and
H˜ = Hεp ,α,x,n − Hεm ,α,x,n. We have:
dY˜t = αY˜t dt+
(
f εmNnt
(
Xεm ,x,nt , Z
εm ,α,x,n
t , H
εm ,α,x,n
t
)− f εpNnt (Xεp ,x,nt , Zεp ,α,x,nt , Hεp ,α,x,nt ))︸ ︷︷ ︸
=: ft
dt+ Z˜t dWt + H˜t dMt.
Thanks to Itô’s formula, we obtain:
E
[∫ T
0
{
|Z˜t|2 + µ|H˜t|2
}
dt
]
6 E
[∣∣∣Y˜T∣∣∣2]− 2E [∫ T
0
Y˜t ft dt
]
6 E
[∣∣∣Y˜T∣∣∣2]+ 2TM fE [∣∣∣Y˜∣∣∣∗
0,T
(
2+ |Xεm ,x,n|∗0,T + |Xεp ,x,n|∗0,T
)]
+ 2‖ f ‖lip,zE
[∣∣∣Y˜∣∣∣∗
0,T
∫ T
0
(∣∣Zεm ,α,x,nt ∣∣+ ∣∣∣Zεp ,α,x,nt ∣∣∣) dt]
+ 2‖ f ‖lip,hE
[∣∣∣Y˜∣∣∣∗
0,T
∫ T
0
(∣∣Hεm ,α,x,nt ∣∣+ ∣∣∣Hεp ,α,x,nt ∣∣∣) dt] .
Now, we want to bound E
[
|Xεp ,x,n|∗,20,T
]
and E
[∫ T
0
{∣∣∣Zεp ,α,x,nt ∣∣∣2 + µ ∣∣∣Hεp ,α,x,nt ∣∣∣2} dt] indepen-
dently of p. Thanks to proposition 3.3, we have E
[
|Xεp ,x,n|∗,20,T
]
6 C
(
1+ |x|2), where C only
depends on T, r1, r2, ξ1 and ξ2. Also, we have:
E
[∫ T
0
{∣∣∣Zεp ,α,x,nt ∣∣∣2 + µ ∣∣∣Zεp ,α,x,nt ∣∣∣2} dt]
6 E
[∣∣∣Yεp ,α,x,nT ∣∣∣2]+ 2E [∫ T0
∣∣∣Yεp ,α,x,nt f εpNnt (Xεp ,x,nt , Zεp ,α,x,nt , Hεp ,α,x,nt )∣∣∣ dt
]
.
But we have the following upperbound:∣∣∣Yεp ,α,x,nt f εpNnt (Xεp ,x,nt , Zεp ,α,x,nt , Hεp ,α,x,nt )∣∣∣
6 C
α
(
1+
∣∣∣Xεp ,x,nt ∣∣∣) (M f (1+ ∣∣∣Xεp ,x,nt ∣∣∣)+ ‖ f ‖lip,z ∣∣∣Zεp ,α,x,nt ∣∣∣+ ‖ f ‖lip,h ∣∣∣Hεp ,α,x,nt ∣∣∣)
6 C
(
1+
∣∣∣Xεp ,x,nt ∣∣∣2)+ 14 ∣∣∣Zεp ,α,x,nt ∣∣∣2 + µ4 ∣∣∣Hεp ,α,x,nt ∣∣∣2 .
Finally, E
[∫ T
0
{∣∣∣Zεp ,α,x,nt ∣∣∣2 + µ ∣∣∣Hεp ,α,x,nt ∣∣∣2} dt] 6 C ′ (1+ |x|2), with C ′ independent of p. The
sequences (Zεp ,α,x,n)p and (H
εp ,α,x,n)p are Cauchy in L
2
P
(
Ω, L2 ([0, T], E∗)
)
; they admit limit
processes Zα,x,n ∈ L2P ,loc
(
Ω, L2
(
0,∞;
(
Rd
)∗))
and Hα,x,n ∈ L2P ,loc
(
Ω, L2
(
0,∞;
(
Rk−1
)∗))
;
the convergence we claimed holds.
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Proposition 3.13. Under Assumption 3.7, there exists a constant C, such that for every α ∈ (0, 1], we have:
∀l ∈ K, ∀x, x′ ∈ Rd, ∣∣vαl (x)− vαl (x′)∣∣ 6 C (1+ |x|2 + |x′|2) |x− x′|.
The constant C only depends on η1, η2, r1, r2, M f , µ, k, ‖σ−1‖∞ and the Lipschitz constants of b, σ and ρ.
Proof. We set vα = vα − vα(0). We approach vα by a sequence (gε,α)ε of C1b functions, converging
uniformly on every compact set and satisfying the same quadratic growth:
|gε,αl (x)| 6 C(1+ |x|2), where C only depends on η1, η2, r1, r2, ‖ f ‖lip,z and M f .
We keep the same approximations of b, σ and f as in Proposition 3.10. We consider the following
BSDE:
Yε,α,x,n,ts = g
ε,α
Nn,t1
(Xε,x,n,tT ) +
∫ 1
s
{
f ε
Nn,tr
(Xε,x,n,tr , Z
ε,α,x,n,t
r , H
ε,α,x,n,t
r )− α(Yε,α,x,n,tr + vαNn,tr (0))
}
dr
−
∫ 1
s
Zε,α,x,n,tr dWr −
∫ 1
s
Hε,α,x,n,tr dMr ,
and define uε,αn (t, x) = Y
ε,α,x,n,t
t , for t ∈ [0, 1]. Using Lemma 3.32, we obtain,
|∂xuε,αn (t, x)|
6 C
(
4√
E+
4√
EQ
ε,α
) [
1+ |Yε,α,x,n|∗,40,1 + |Hε,α,x,n|∗,40,1 +
(∫ 1
0
| f εNnr (Xε,x,nr , 0, 0)− αvαNnr (0)|dr
)4]
,
where the constant C is independent of α. But, since α 6 1, by Itô’s formula,
E
[
|Yε,α,x,n,ts |2 +
∫ 1
s
{
|Zε,α,x,n,tr |2 + µ|Hε,α,x,n,tr |2
}
dr
]
6 E
[∣∣∣∣gε,αNn,t1 (Xε,α,x,n,t1 )
∣∣∣∣2
]
+ 2E
[∫ 1
s
{
|Yε,α,x,n,tr |
∣∣∣ f εNn,tr (Xε,x,n,tr , Zε,α,x,n,tr , Hε,α,x,n,tr )∣∣∣+ α ∣∣∣vαNn,tr (0)∣∣∣} dr
]
6 C(1+ |x|2) + CE
[∫ 1
s
|Yε,α,x,n,tr |2 dr
]
+E
[∫ 1
s
{
|Zε,α,x,n,tr |2 + µ
∣∣Hε,α,x,n,tr ∣∣2} dr] .
It leads us to E
[
|Yε,α,x,n,ts |2
]
6 C(1 + |x|2), with a constant C independent of α (note that αvαl (0)
is bounded independently of α). This way, we obtain |uε,αn (t, x)| 6 C(1 + |x|2), and, due to the
representation of Hε,α,x,n in terms of uε,α, we find:
|∂xuε,αn (t, x)| 6 C
(
4√
E+
4√
EQ
ε,α
) [
1+ |Xε,x,n|∗,80,1
]
,
where the constant C is still independent of α. Mean value theorem tells us
|uε,αn (t, x)− uε,αn (t, x′)| 6 C(1+ |x|2 + |x′|2)|x− x′|.
To conclude, we just need to take the limit as ε goes to 0. The key is the same as in Proposition 3.10;
denoting Yα,x,nt = v
α
Nnt
(Xx,nt ), we see that (Y
α,x,n, Zα,x,n, Hα,x,n) is the solution of the BSDE
Yα,x,nt = v
α
Nn1
(Xx,n1 ) +
∫ 1
t
{
fNnr (X
x,n
r , Z
α,x,n
r , H
α,x,n
r )− α
(
Yα,x,nr + v
α
Nnr (0)
)}
dr−
∫ 1
t
Zα,x,nr dWr
−
∫ 1
t
Hα,x,nr dMr ,
so uε,αn −→
ε→0 v
α
n.
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3.4 The ergodic BSDE
We consider the ergodic BSDE:
Yx,nt = Y
x,n
T +
∫ T
t
{ fNns (Xx,ns , Zx,ns , Hx,ns )− λ}ds−
∫ T
t
Zx,ns dWs −
∫ T
t
Hx,ns dMs, 0 6 t 6 T < ∞.
(3.14)
Theorem 3.14 (Existence). Under Assumption 3.7, there exist:
• a real number λ;
• a family of locally Lipschitz functions (vl)l∈K satisfying vl(0) = 0;
• a process Zx,n ∈ L2P ,loc
(
Ω, L2
(
0,∞; (Rd)∗
))
;
such that, if we define Yx,nt = vNnt (X
x,n
t ) and H
x,n
t (l) = vNnt−+l(X
x,n
t ) − vNnt− (X
x,n
t ), EBSDE (3.14) is
satisfied by (Yx,n, Zx,n, Hx,n, λ) P-a.s. and for all 0 6 t 6 T < ∞.
Moreover, there exists C > 0, such that for all x ∈ Rd and l ∈ K, |vl(x)| 6 C(1+ |x|2).
Proof.
Step 1: Construction of vl , l ∈ K, by a diagonal procedure.
For every α > 0 and l ∈ K, we define vαl (x) = vαl (x) − vαl (0). We know that there exists a
constant C, independent of α, such that |vαl (x)| 6 C(1 + |x|2) and |αvαl (0)| 6 C. Let D be a
countable subset of Rd; by a diagonal argument, we can construct a sequence (αp) converg-
ing to 0, such that for every l ∈ K, (vαpl )p converges pointwise to a function vl over D and
αpv
αp
l (0) −→p→∞ λl , for a convenient real number λl . Moreover, the functions v
α
l are uniformly
locally Lipschitz:
∃C > 0, ∀α ∈ (0, 1], ∀x, x′ ∈ Rd, ∀l ∈ K, |vαl (x)− vαl (x′)| 6 C(1+ |x|2 + |x′|2)|x− x′|. (3.15)
Then, vl is uniformly continuous on every compact subset of D, so it has a continuous extension
over Rd (we still call it vl). Then, we can show that vl is the pointwise limit of the functions v
αp
l
over Rd, vl is locally Lipschitz continuous and has quadratic growth.
Step 2: Construction of some processes Zx,n and Hx,n.
We will show that (Zαp ,x,n)p and (H
αp ,x,n)p are Cauchy in L
2
P
(
Ω, L2 ([0, T], E∗)
)
, where E = Rd
or Rk−1, for every T > 0. When p 6 m ∈ N, we set Y˜ = Yαp ,x,n − Yαm ,x,n, Z˜ = Zαp ,x,n − Zαm ,x,n
and H˜ = Hαp ,x,n − Hαm ,x,n. By Itô’s formula, writing Rs = αmYαm ,x,ns − αpYαp ,x,ns ,
E
[∫ T
0
{|Z˜s|2 + µ|H˜s|2}ds
]
= E
[
|Y˜T |2
]
− |Y˜0|2
+ 2E
[∫ T
0
Y˜s
{
fNns (X
x,n
s , Z
αp ,x,n
s , H
αp ,x,n
s )− fNns (Xx,ns , Zαm ,x,ns , Hαm ,x,ns ) + Rs
}
ds
]
6 E
[
|Y˜T |2
]
+
(
2‖ f ‖2lip,z +
2‖ f ‖2lip,h
µ
)
E
[∫ T
0
|Y˜s|2 ds
]
+
1
2
E
[∫ T
0
{|Z˜s|2 + µ|H˜s|2}ds
]
+ 2E
[∫ T
0
|Y˜s|2 ds
]1/2
E
[∫ T
0
|Rs|2 ds
]1/2
.
Using the fact that |Rs| 6 C(1 + |Xx,ns |), we are able to prove the existence of the limits of
(Zαp ,x,n)p and (H
αp ,x,n)p in L
2
P ,loc
(
Ω, L2 (0,∞; E∗)
)
.
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Step 3: Taking the limit in the BSDE satisfied by
(
Yαp ,x,n, Zαp ,x,n, Hαp ,x,n
)
leads us to:
Yx,nt = Y
x,n
T +
∫ T
t
{ fNns (Xx,ns , Zx,ns , Hx,ns )− λNns }ds−
∫ T
t
Zx,ns dWs −
∫ T
t
Hx,ns dMs.
Step 4: λ1 = · · · = λk.
For every α > 0, and for all 0 6 t 6 T < ∞, we can write:
αvαNnt (X
x,n
t ) + αv
α
Nnt
(0) = αvαNnT (X
x,n
T ) + αv
α
NnT
(0) + α
∫ T
t
{ fNns (Xx,ns , Zα,x,ns , Hα,x,ns )− αYα,x,ns }ds
− α
∫ T
t
Zα,x,ns dWs − α
∫ T
t
Hα,x,ns dMs.
Taking the limit along the subsequence (αp), we get λNnt = λNnT for every 0 6 t 6 T < ∞, so
λ1 = · · · = λk =: λ.
Step 5: Almost surely convergences.
For every x ∈ Rd, the sequence
(
E
[∫ T
0
{∣∣∣Zαp ,x,nt − Zαm ,x,nt ∣∣∣2 + µ ∣∣∣Hαp ,x,nt − Hαm ,x,nt ∣∣∣2} dt])
p6m∈N
is bounded (because it converges). By a diagonal procedure, there exists a subsequence
(α′p) ⊂ (αp) such that:
∀x ∈ D, ∀p 6 m ∈N, E
[∫ T
0
{∣∣∣∣Zα′p ,x,nt − Zα′m ,x,nt ∣∣∣∣2 + µ ∣∣∣∣Hα′p ,x,nt − Hα′m ,x,nt ∣∣∣∣2
}
dt
]
< 2−p.
We claim that this result can be extended to every x ∈ Rd; let us fix T > 0 and denote
∆• = •α,x,n − •α,x′ ,n, for any α > 0 and x, x′ ∈ Rd. Then, by usual techniques:
E
[∫ T
0
{|∆Zt|2 + µ|∆Ht|2}dt
]
6 2E
[
|∆YT |2
]
+
(
4‖ f ‖2lip,z +
4‖ f ‖2lip,h
µ
)
E
[∫ T
0
|∆Yt|2 dt
]
+ 4E
[∫ T
0
|∆Yt||∆Xt|
{
‖ρ‖lip,x + ‖ρ‖lip,p‖σ−1‖2∞‖σ‖lip|Zα,x,nt |
}
dt
]
.
We can use Lemma 3.28, Proposition 3.13 and the estimate of the end of the proof of Proposition
3.12, to prove that:
E
[∫ T
0
{|∆Zt|2 + µ|∆Ht|2}dt
]
6 C(1+ |x|4 + |x′|4)|x− x′|2,
with a constant C independent of x and x′. So, we are now able to write:
∀x ∈ Rd, ∀p 6 m ∈N, E
[∫ T
0
{∣∣∣∣Zα′p ,x,nt − Zα′m ,x,nt ∣∣∣∣2 + µ ∣∣∣∣Hα′p ,x,nt − Hα′m ,x,nt ∣∣∣∣2
}
dt
]
< 2−p.
Finally, Borel-Cantelli theorem gives us, for a.e. t ∈ [0, T]:
Z
α′p ,x,n
t −→p→∞ Z
x,n
t and H
α′p ,x,n
t −→p→∞ H
x,n
t , P-a.s.
Step 6: Representation of H.
For every T > 0, (Yx,n, Zx,n, Hx,n) is the solution the finite horizon BSDE: for every t ∈ [0, T],
Yx,nt = vNnT (X
x,n
T ) +
∫ T
t
{
fNns (X
x,n
s , Z
x,n
s , H
x,n
s )− λ
}
ds−
∫ T
t
Zx,ns dWs −
∫ T
t
Hx,ns dMs.
The formula Hx,nt (l) = vNnt−+l(X
x,n
t )− vNnt− (X
x,n
t ) comes from Lemma 2.2 in [53].
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Theorem 3.15 (Uniqueness for λ). We suppose that:
• Assumption 3.7 holds;
• (Yx,n, Zx,n, Hx,n, λ) is the solution built in Theorem 3.14;
• for some x ∈ Rd and n ∈ K, (Y′, Z′, H′, λ′) satifies the EBSDE (3.14) P-a.s. for every 0 6 t 6 T < ∞,
where Y′ is a progressively measurable process, Z′, H′ ∈ L2P ,loc(Ω, L2(0,∞; E∗)) (with E = Rd or
Rk−1) and λ′ ∈ R;
• ∃cx,n > 0, ∀t > 0, |Y′t | 6 cx,n(1+ |Xx,nt |2) P-a.s.
Then, λ = λ′.
Proof. We define • = •x,n − •′, for • = Y, Z, H or λ. We have:
λ =
YT −Y0
T
+
1
T
∫ T
0
{
fNns (X
x,n
s , Z
x,n
s , H
x,n
s )− fNns (Xx,ns , Z′s, H′s)
}
ds− 1
T
∫ T
0
Zs dWs − 1T
∫ T
0
Hs dMs.
Thanks to Girsanov’s lemma, there exists a probability measure P̂ under which
λ =
1
T
Ê
[
YT −Y0
]
6 C
T
(1+ |x|2),
with a constant C independent of T, due to Proposition 3.4. We conclude by taking the limit when
T → ∞.
Theorem 3.16 (Uniqueness for Y, Z and H). We suppose that:
• Assumption 3.7 holds;
• for every l ∈ K, vl , v̂l : Rd → R are continuous, have quadratic growth, and vl(0) = v̂l(0) = 0;
• for every x ∈ Rd and n ∈ K, Zx,n, Hx,n ∈ L2P ,loc(Ω, L2(0,∞; E∗)) (with E = Rd or Rk−1);
• there exist λ, λ̂ ∈ R, such that, for every (x, n) ∈ Rd ×K, the tuples (vNn(Xx,n), Zx,n, Hx,n, λ) and
(v̂Nn(Xx,n), Ẑx,n, Ĥx,n, λ̂) satisfy the EBSDE (3.14).
Then, λ = λ̂, v = v̂, and for all (x, n) ∈ Rd ×K, for a.e. t > 0, Zx,nt = Ẑx,nt and Hx,nt = Ĥx,nt P-a.s.
Proof. We already know that λ = λ̂. We write Yx,nt = vNnt (X
x,n
t ) and Ŷ
x,n
t = v̂Nnt (X
x,n
t ). We approach
b, σ, f , v and v̂ by C1b -functions which converge uniformly (on every compact set for v and v̂).
Moreover, we can assume that bε, σε and f ε are uniformly Lipschitz continuous and that vε and v̂ε
are uniformly locally Lipschitz continuous, in the sense of equation (3.15). We consider the following
equations, for every t ∈ [0, T]:
Xx,n,εt = x +
∫ t
0
bεNns (X
x,n,ε
s )ds +
∫ t
0
σεNns (X
x,n,ε
s )dWs,
Yx,n,εt = v
ε
NnT
(Xx,n,εT ) +
∫ T
t
{
f εNns (X
x,n,ε
s , Z
x,n,ε
s , H
x,n,ε
s )− λ
}
ds−
∫ T
t
Zx,n,εs dWs −
∫ T
t
Hx,n,εs dMs,
Ŷx,n,εt = v̂
ε
NnT
(Xx,n,εT ) +
∫ T
t
{
f εNns (X
x,n,ε
s , Ẑ
x,n,ε
s , Ĥ
x,n,ε
s )− λ
}
ds−
∫ T
t
Ẑx,n,εs dWs −
∫ T
t
Ĥx,n,εs dMs.
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Step 1: Convergence of the approximations.
We set ∆• = • − •̂, and we get:∣∣∆Yx,n0 − ∆Yx,n,ε0 ∣∣ 6 E [∣∣∣vNnT (Xx,nT )− vεNnT (Xx,n,εT )∣∣∣]+E [∣∣∣v̂NnT (Xx,nT )− v̂εNnT (Xx,n,εT )∣∣∣]
+E
[∫ T
0
∣∣∣ fNnt (Xx,nt , Zx,nt , Hx,nt )− f εNnt (Xx,n,εt , Zx,n,εt , Hx,n,εt )∣∣∣ dt
]
+E
[∫ T
0
∣∣∣ fNnt (Xx,nt , Ẑx,nt , Ĥx,nt )− f εNnt (Xx,n,εt , Ẑx,n,εt , Ĥx,n,εt )∣∣∣ dt
]
.
Setting δ• = •x,n − •x,n,ε, we have the upperbound:∣∣∣ fNnt (Xx,nt , Zx,nt , Hx,nt )− f εNnt (Xx,n,εt , Zx,n,εt , Hx,n,εt )∣∣∣
6 ‖ f − fε‖∞ + ‖ρ‖lip,x|δXt|+ ‖ρ‖lip,p|Zx,nt |‖σ−1‖2∞‖σ‖lip|δXt|+ ‖ f ‖lip,z|δZt|+ ‖ f ‖lip,h|δHt|.
But, thanks to the lemmas 3.28 and 3.29, we have:
E
[
|δX|∗,p0,T
]
6 Cp
(
‖b− bε‖p∞ + ‖σ− σε‖p∞
)
and
E
[∫ T
0
{
|δZt|2 + µ|δHt|2
}
dt
]
6 CE
[∣∣∣vNnT (Xx,nT )− vεNnT (Xx,n,εT )∣∣∣2 + ∫ T0
∣∣∣ fNnt (Xx,nt , Zx,nt , Hx,nt )− f εNnt (Xx,n,εt , Zx,nt , Hx,nt )∣∣∣2 dt
]
.
Obviously, the same estimates hold with ̂ on v, Z and H. To prove that ∣∣∆Yx,n0 − ∆Yx,n,ε0 ∣∣ −→ε→0 0,
we only need to show that E
[∣∣∣vNnT (Xx,nT )− vεNnT (Xx,n,εT )∣∣∣2
]
−→
ε→0 0:
• on the one hand, using uniform local Lipschitz property,
E
[∣∣∣vεNnT (Xx,nT )− vεNnT (Xx,n,εT )∣∣∣2
]
6 C
(
1+E
[
|Xx,n|∗,80,T
]1/2
+E
[
|Xx,n,ε|∗,80,T
]1/2)
E
[
|δX|∗,40,T
]1/2 −→
ε→0 0,
• on the other hand, for any R > 0, we have
E
[∣∣∣(v− vε)NnT (Xx,nT )∣∣∣2 1|Xx,nT |6R
]
6 ‖v− vε‖2∞,BR and
E
[∣∣∣(v− vε)NnT (Xx,nT )∣∣∣2 1|Xx,nT |>R
]
6 E
[∣∣∣(v− vε)NnT (Xx,nT )∣∣∣4
]1/2
P
(|Xx,nT | > R)1/2
6 C
(
1+E
[
|Xx,nT |8
]1/2) E [|Xx,nT |2]1/2
R
6 C˜(1+ |x|
5)
R
.
For any R > 0, lim sup
ε→0
E
[∣∣∣(v− vε)NnT (Xx,nT )∣∣∣2
]
6 C˜(1+ |x|
5)
R
, i.e.
E
[∣∣∣(v− vε)NnT (Xx,nT )∣∣∣2
]
−→
ε→0 0.
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Step 2: Convergence of the approximations to the same limit.
Approximations have been made in such a way that Zx,n,ε and Ẑx,n,ε can be written as continu-
ous functions of Xx,n,ε; we write:
Zx,n,εt = ζ
ε
Nnt
(t, Xx,n,εt ), Ẑ
x,n,ε
t = ζ̂
ε
Nnt
(t, Xx,n,εt ),
Hx,n,εt = h
ε
Nn
t−
(t, Xx,n,εt ) and Ĥ
x,n,ε
t = ĥ
ε
Nn
t−
(t, Xx,n,εt ).
We set:
Γεn,m(t, x) =

f εn(x,ζεn(t,x),ĥεm(t,x))− f εn(x,ζ̂εn(t,x),ĥεm(t,x))
|(ζεn−ζ̂εn)(t,x)|2
(ζεn − ζ̂εn)(t, x)∗ if ζεn(t, x) 6= ζ̂εn(t, x),
0 otherwise;
Γεn,m(t, x) =

f εn(x,ζεn(t,x),hεm(t,x))− f εn(x,ζεn(t,x),ĥεm(t,x))
|(hεm−ĥεm)(t,x)|2
(hεm − ĥεm)(t, x)∗ if hεm(t, x) 6= ĥεm(t, x),
0 otherwise.
There exists a probability measure Px,n,ε,T under which we can write:
∆Yx,n,ε0 = E
x,n,ε,T [∆Yx,n,εT ] = Ex,n,ε,T [(vε − v̂ε)NnT (Xx,n,εT )] .
Using Corollary 3.6, we get∣∣∣Ex,n,ε,T [(vε − v̂ε)NnT (Xx,n,εT )]−E0,n,ε,T [(vε − v̂ε)NnT (X0,n,εT )]∣∣∣ 6 c(1+ |x|2)e−νT .
Because c and ν do not depend on ε, passing to the limit gives us:
|(v− v̂)n(x)| = |∆Yx,n0 − ∆Y0,n0 | 6 c(1+ |x|2)e−νT .
We finally obtain v = v̂ when T → ∞. Then, uniqueness for Z and H is the consequence of
Itô’s formula.
3.5 Large time behaviour
In this section, we keep working under Assumption 3.7. We already know that there exists
a unique solution (Yx,n, Zx,n, Hx,n, λ) to equation (3.14). Let ξT be a real random variable FT-
measurable and C a positive constant such that |ξT | 6 C(1+ |Xx,nT |2) P-a.s. We consider the solution
(YT,x,n, ZT,x,n, HT,x,n) of the finite horizon BSDE:
YT,x,nt = ξ
T +
∫ T
t
fNns (X
x,n
s , Z
T,x,n
s , H
T,x,n
s )ds−
∫ T
t
ZT,x,ns dWs −
∫ T
t
HT,x,ns dMs, t ∈ [0, T].
Theorem 3.17. We have the following inequality:∣∣∣∣∣YT,x,n0T − λ
∣∣∣∣∣ 6 C
(
1+ |x|2)
T
,
where the constant C is independent of x, n and T; and in particular:
YT,x,n0
T
−→
T→∞
λ, uniformly in any bounded
subset of Rd.
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Proof. For all x ∈ Rd, n ∈ K and T > 0, we write:∣∣∣∣∣YT,x,n0T − λ
∣∣∣∣∣ 6
∣∣∣∣∣YT,x,n0 −Yx,n0 − λTT
∣∣∣∣∣+
∣∣∣∣Yx,n0T
∣∣∣∣ .
First of all,
∣∣Yx,n0 ∣∣ = |vn(x)| 6 C (1+ |x|2). Also, by the usual linearisation technique, we have:
YT,x,n0 −Yx,n0 − λT = ξT − vNnT
(
Xx,nT
)
+
∫ T
0
{(
ZT,x,ns − Zx,ns
)
βs +
(
HT,x,ns − Hx,ns
)
γs
}
ds
−
∫ T
0
(
ZT,x,ns − Zx,ns
)
dWs −
∫ T
0
(
HT,x,ns − Hx,ns
)
dMs,
where
βs =

fNns
(
Xx,ns , Z
T,x,n
s , H
x,n
s
)
− fNns
(
Xx,ns , Z
x,n
s , H
x,n
s
)
∣∣∣ZT,x,ns − Zx,ns ∣∣∣2
(
ZT,x,ns − Zx,ns
)∗
, if ZT,x,ns 6= Zx,ns ,
0, otherwise,
γs =

fNns
(
Xx,ns , Z
T,x,n
s , H
T,x,n
s
)
− fNns
(
Xx,ns , Z
T,x,n
s , H
x,n
s
)
∣∣∣HT,x,ns − Hx,ns ∣∣∣2
(
HT,x,ns − Hx,ns
)∗
, if HT,x,ns 6= Hx,ns ,
0, otherwise.
By Girsanov’s theorem, there exists a probability measure QT under which W˜t = Wt −
∫ t
0
βs ds is a
Brownian motion on [0, T], and such that we can write:∣∣∣YT,x,n0 −Yx,n0 − λT∣∣∣ = ∣∣∣EQT [ξT − vNnT (Xx,nT )]∣∣∣ 6 EQT [∣∣∣ξT∣∣∣]+EQT [∣∣∣vNnT (Xx,nT )∣∣∣]
6 C
(
1+EQ
T
[∣∣Xx,nT ∣∣2]) .
Due to Proposition 3.4, we get: sup
T>0
EQ
T
[∣∣Xx,nT ∣∣2] 6 κ (1+ |x|2), where κ is independent of x and n.
Theorem 3.18. We suppose that ξT = gNnT
(
Xx,nT
)
, where all the functions gn : Rd → R have quadratic
growth: ∀(x, n) ∈ Rd × K, |gn(x)| 6 C
(
1+ |x|2) and satisfy the following local Lipschitz condition:
∀x, x′ ∈ Rd, ∀n ∈ K, |gn(x)− gn(x′)| 6 C
(
1+ |x|2 + |x′|2) |x− x′|.
Then, there exists L ∈ R, such that: ∀(x, n) ∈ Rd ×K, YT,x,n0 − λT −Yx,n0 −→T→∞ L. Furthermore,
∀(x, n) ∈ Rd ×K, ∀T > 0,
∣∣∣YT,x,n0 − λT −Yx,n0 − L∣∣∣ 6 C (1+ |x|2) e−νT .
Proof. We will consider the following equations: dY
T,t,x,n
s = − fNt,ns
(
Xt,x,ns , Z
T,t,x,n
s , H
T,t,x,n
s
)
ds + ZT,t,x,ns dWs + H
T,t,x,n
s dMs
YT,t,x,nT = gNt,nT
(
Xt,x,nT
)
−→ YT,t,x,ns = uTNt,ns
(
s, Xt,x,ns
)
, see Lemma 2.2 of [53];
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 dY
t,x,n
s = −
{
fNt,ns
(
Xt,x,ns , Z
t,x,n
s , H
t,x,n
s
)
− λ
}
ds + Zt,x,ns dWs + H
t,x,n
s dMs
Yt,x,nT = vNt,nT
(
Xt,x,nT
)
−→ Yt,x,ns = vNt,ns
(
Xt,x,ns
)
, solution of the EBSDE; dY
ε,T,t,x,n
s = − f εNt,ns
(
Xε,t,x,ns , Z
ε,T,t,x,n
s , H
ε,T,t,x,n
s
)
ds + Zε,T,t,x,ns dWs + H
ε,T,t,x,n
s dMs
Yε,T,t,x,nT = g
ε
Nt,nT
(
Xε,t,x,nT
)
−→ Yε,T,t,x,ns = uε,TNt,ns
(
s, Xε,t,x,ns
)
, where uε,T is C1 w.r.t. x (see appendix); dY˜
ε,T,t,x,n
s = − f εNt,ns
(
Xε,T,t,x,ns , Z˜
ε,T,t,x,n
s , H˜
ε,T,t,x,n
s
)
ds + Z˜ε,T,t,x,ns dWs + H˜
ε,T,t,x,n
s dMs
Y˜ε,T,t,x,nT = v
ε
Nt,nT
(
Xε,t,x,nT
)
−→ Y˜ε,T,t,x,ns = u˜ε,TNt,ns
(
s, Xε,t,x,ns
)
, where u˜ε,T is C1 w.r.t. x (see appendix);
where gε, vε ∈ C1b converge uniformly on every compact towards g and v; also, we take (bε) and (σε)
two sequences of C1b functions that converge uniformly towards b and σ and define Xε,t,x,n as the
solution of the SDE: {
dXε,t,x,ns = bεNt,ns
(
Xε,t,x,ns
)
ds + σε
Nt,ns
(
Xε,t,x,ns
)
dWs,
Xε,t,x,nt = x.
Step 1: Approximation of the function f .
We set ρi(x, p, h) = fi(x, pσi(x), h) ; ρ is Lipschitz continuous, and we approximate it by a
sequence of C1b functions (ρε) which converges uniformly. Then, we define a function ρ˜ε satis-
fying:
ρ˜εi (x, p, h) =
{
ρεi (x, p, h), if |pσi(x)| 6 1ε ,
0, if |pσi(x)| > r(ε),
where r(ε) is chosen in such a way that ρ˜ε and ρε have the same Lipschitz constant. Also, where
1
ε < |pσi(x)| < r(ε), ρ˜ε(x, p, h) is chosen such that ρ˜ε is of class C1b and |ρ˜ε(x, p, h)| 6 |ρε(x, p, h)|.
This way, ρ˜ε −→
ε→0 ρ, uniformly on every compact set. We set f
ε
i (x, z, h) = ρ˜
ε
i
(
x, zσεi (x)
−1, h
)
and
f ε ∈ C1b . Moreover, we have the following upperbound:
|( f − f ε)i(x, z, h)| 6 |(ρ− ρ˜ε)i(x, zσi(x)−1, h)|+ |ρ˜εi (x, zσi(x)−1, h)− ρ˜εi (x, zσεi (x)−1, h)|
6 |(ρ− ρε)i(x, zσi(x)−1, h)|1|z|6ε−1 + 2|ρ(x, zσi(x)−1, h)|1|z|>ε−1
+ ‖ρ‖lip,p|z||σi(x)−1 − σεi (x)−1|
6 ‖ρ− ρε‖∞ + 2
{
M f (1+ |x|) + ‖ρ‖lip,p|zσi(x)−1|+ ‖ρ‖lip,h|h|
}
1|z|>ε−1
+ ‖ρ‖lip,p|z|‖σ−1‖2∞‖σε − σ‖∞.
Step 2: Growth of wε,T .
We set wε,T(t, x) = uε,T(t, x)− u˜ε,T(t, x) and wT(t, x) = uT(t, x)− λ(T − t)− v(x). By unique-
ness of viscosity solutions (see Theorem 5.1 in [53]), we have uε,T(0, x) = uε,T+S(S, x) and
u˜ε,T(0, x) = u˜ε,T+S(S, x).
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Lemma 3.19. We have: ∀α ∈ (0, 2], ∀T > 0, ∃CT > 0, ∀(x, n) ∈ Rd ×K, ∀ε > 0,∣∣∣vn(x)− u˜ε,Tn (0, x) + λT∣∣∣2 6 C˜T {E [∣∣∣vNnT (Xx,nT )− vεNnT (Xε,x,nT )∣∣∣2
]
+ ‖ρ− ρε‖2∞
+
(
‖b− bε‖2∞ + ‖σ− σε‖2∞ + εα/2
) (
1+ |x|4+α
)}
.
Proof. We set δYs = Yx,ns − Y˜ε,T,x,ns + λ(T − s), δZs = Zx,ns − Z˜ε,T,x,ns and δHs = Hx,ns − H˜ε,T,x,ns ;
then,
dδYs =
{
f εNns
(
Xε,x,ns , Z˜
ε,T,x,n
s , H˜
ε,T,x,n
s
)
− fNns (Xx,ns , Zx,ns , Hx,ns )
}
ds + δZs dWs + δHs dMs.
We will use Lemma 3.30; we set
F(s, z, h) = fNns (X
x,n
s , Z
x,n
s , H
x,n
s )− f εNns (Xε,x,ns , Zx,ns − z, Hx,ns − h) ,
and we can write:
dδYs = −F(s, δZs, δHs)ds + δZs dWs + δHs dMs.
We have:
|F(s, z, h)|
6
∣∣∣ fNns (Xx,ns , Zx,ns , Hx,ns )− f εNns (Xx,ns , Zx,ns , Hx,ns )∣∣∣
+
∣∣∣ f εNns (Xx,ns , Zx,ns , Hx,ns )− f εNns (Xε,x,ns , Zx,ns − z, Hx,ns − h)∣∣∣
6 Fs + ‖ρ‖lip,p‖σ−1‖∞|z|+ ‖ρ‖lip,h|h|,
where we set
Fs = ‖ρ− ρε‖∞ + 2
{
M f (1+ |Xx,ns |) + ‖ρ‖lip,p‖σ−1‖∞|Zx,ns |+ ‖ρ‖lip,h|Hx,ns |
}
1|Zx,ns |>ε−1
+ ‖ρ‖lip,p|Zx,ns |‖σ−1‖2∞‖σε − σ‖∞ + ‖ρ‖lip,x|Xx,ns − Xε,x,ns |
+‖ρ‖lip,p|Zx,ns ‖σ‖lip‖σ−1‖2∞|Xx,ns − Xε,x,ns |.
We get E
[
|δY|∗,20,T
]
6 CTE
[
|δYT |2 +
(∫ T
0
Fs ds
)2]
. But,
E
[(∫ T
0
Fs ds
)2]
6 7T‖ρ− ρε‖2∞ + 28M2fE
[(∫ T
0
(1+ |Xx,ns |)1|Zx,ns |>ε−1 ds
)2]
+ 28‖ρ‖2lip,p‖σ−1‖2∞E
[(∫ T
0
|Zx,ns |1|Zx,ns |>ε−1 ds
)2]
+ 28‖ρ‖2lip,hE
[(∫ T
0
|Hx,ns |1|Zx,ns |>ε−1 ds
)2]
+ 7‖ρ‖2lip,p‖σ−1‖4∞‖σε − σ‖2∞E
[(∫ T
0
|Zx,ns |ds
)2]
+ 7‖ρ‖2lip,xE
[(∫ T
0
|Xx,ns − Xε,x,ns |ds
)2]
+ 7‖ρ‖2lip,p‖σ‖2lip‖σ−1‖4∞E
[(∫ T
0
|Xx,ns − Xε,x,ns |ds
)2]
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E[(∫ T
0
Fs ds
)2]
6 CT
‖ρ− ρε‖2∞ +
(
1+E
[
|Xx,n|∗,40,T
]1/2)
E
[(∫ T
0
1|Zx,ns |>ε−1 ds
)4]1/2
+E
[(∫ T
0
|Zx,ns |2 ds
)2]1/2
E
[(∫ T
0
1|Zx,ns |>ε−1 ds
)2]1/2
+E
[
|Hx,n|∗,40,T
]1/2
E
[(∫ T
0
1|Zx,ns |>ε−1 ds
)4]1/2
+ ‖σ− σε‖2∞E
[∫ T
0
|Zx,ns |2 ds
]
+E
[
|Xx,n − Xε,x,n|∗,20,T
]
+E
[
|Xx,n − Xε,x,n|∗,40,T
]1/2
E
[(∫ T
0
|Zx,ns |ds
)4]1/2 .
We recall the following inequalities:
• from Proposition 3.4: E
[
|Xx,n|∗,40,T
]
6 CT(1+ |x|4);
• from Lemma 3.28: E
[
|Xx,n − Xε,x,n|∗,p0,T
]
6 Cp,T
(
‖b− bε‖p∞ + ‖σ− σε‖p∞
)
;
• from quadratic growth of v: E
[
|Hx,n|∗,40,T
]
6 C(1+ |x|8);
• from Lemma 3.30: E
[(∫ T
0
|Zx,ns |2 ds
)2]
6 CT(1+ |x|8).
Moreover, we have, for every α ∈ (0, 2] and for p ∈ {2, 4}:
E
[(∫ T
0
1|Zx,ns |>ε−1 ds
)p]
6 Tp−1
∫ T
0
P
(
|Zx,ns | > ε−1
)
ds 6 Tp−1εα
∫ T
0
E
[|Zx,ns |α] ds
6 Tp− α2 εαE
[∫ T
0
|Zx,ns |2 ds
]α/2
.
The proof of the following lemma is exactly the same.
Lemma 3.20. We have: ∀α ∈ (0, 2], ∀T > 0, ∃CT > 0, ∀(x, n) ∈ Rd ×K, ∀ε > 0,∣∣∣uTn (0, x)− uε,Tn (0, x)∣∣∣2 6 C˜T {E [∣∣∣gNnT (Xx,nT )− gεNnT (Xε,x,nT )∣∣∣2
]
+ ‖ρ− ρε‖2∞
+
(
‖b− bε‖2∞ + ‖σ− σε‖2∞ + εα/2
) (
1+ |x|4+α
)}
.
We keep in mind the following results:
∣∣∣wε,Tn (0, x)− wTn (0, x)∣∣∣2 6 CT {E [∣∣∣gNnT (Xx,nT )− gεNnT (Xε,x,nT )∣∣∣2 + ∣∣∣vNnT (Xx,nT )− vεNnT (Xε,x,nT )∣∣∣2
]
+ ‖ρ− ρε‖2∞ +
(
‖b− bε‖2∞ + ‖σ− σε‖2∞ + εα/2
) (
1+ |x|4+α
)}
,∣∣∣wTn (0, x)∣∣∣ 6 C (1+ |x|2) .
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Step 3: Variation of wε,T(0, •).
We write:
Yε,T,x,n0 − Y˜ε,T,x,n0 = Yε,T,x,nT − Y˜ε,T,x,nT
+
∫ T
0
{
f εNns
(
Xε,x,ns , Z
ε,T,x,n
s , H
ε,T,x,n
s
)
− f εNns
(
Xε,x,ns , Z˜
ε,T,x,n
s , H˜
ε,T,x,n
s
)}
ds
−
∫ T
0
{
Zε,T,x,ns − Z˜ε,T,x,ns
}
dWs −
∫ T
0
{
Hε,T,x,ns − H˜ε,T,x,ns
}
dMs.
We use Girsanov’s theorem exactly the same way as in the step 2 of Theorem 3.16, and we get:
wε,Tn (0, x) = Y
ε,T,x,n
0 − Y˜ε,T,x,n0 = EQ
x
[
Yε,T,x,nT − Y˜ε,T,x,nT
]
= EQ
x
[
gεNnT
(
Xε,x,nT
)− vεNnT (Xε,x,nT )] .
By Lemma 3.11 and corollary 3.6, we get:∣∣∣wε,Tn (0, x)− wε,Tn (0, y)∣∣∣ = ∣∣∣EQx [(gε − vε)NnT (Xε,x,nT )]−EQy [(gε − vε)NnT (Xε,y,nT )]∣∣∣
6 ĉ
(
1+ |x|2 + |y|2
)
e−ν̂T ,
where ĉ and ν̂ are independent of ε. So:
∃ĉ, ν̂ > 0, ∀T > 0, ∀x, y ∈ Rd, ∀n ∈ K, ∀ε > 0,
∣∣∣wε,Tn (0, x)− wε,Tn (0, y)∣∣∣ 6 ĉ (1+ |x|2 + |y|2) e−ν̂T .
(3.16)
Step 4: Upperbound for ∂xwε,T(0, •).
We use the Bismut-Elworthy formula (see [59]); for every T′ ∈ (t, T], we have:
∂xuε,Tn (t, x) = E
[
uε,T
Nt,n
T′
(
T′, Xε,t,x,nT′
)
Rε,t,x,nT′ +
∫ T′
t
f ε
Nt,ns
(
Xε,t,x,ns , Z
ε,T,t,x,n
s , H
ε,T,t,x,n
s
)
Rε,t,x,ns ds
]
,
∂xu˜ε,Tn (t, x) = E
[
u˜ε,T
Nt,n
T′
(
T′, Xε,t,x,nT′
)
Rε,t,x,nT′ +
∫ T′
t
f ε
Nt,ns
(
Xε,t,x,ns , Z˜
ε,T,t,x,n
s , H˜
ε,T,t,x,n
s
)
Rε,t,x,ns ds
]
,
where Rε,t,x,ns =
1
s− t
(∫ s
t
(
σε
Nt,nr
(
Xε,t,x,nr
)−1∇Xε,t,x,nr )∗ dWr)∗. By subtraction:
∂xwε,Tn (t, x)
= E
[
wε,T−T
′
Nt,n
T′
(
0, Xε,t,x,nT′
)
Rε,t,x,nT′
+
∫ T′
t
{
f ε
Nt,ns
(
Xε,t,x,ns , Z
ε,T,t,x,n
s , H
ε,T,t,x,n
s
)
− f ε
Nt,ns
(
Xε,t,x,ns , Z˜
ε,T,t,x,n
s , H˜
ε,T,t,x,n
s
)}
Rε,t,x,ns ds
]
.
Using Itô’s formula, we can prove that E
[∣∣∇Xε,t,x,ns ∣∣2F] 6 d2eκ(s−t), where κ = 2‖b‖lip + ‖σ‖2lip.
Then, for any s ∈ [t, T′],
E
[∣∣Rε,t,x,ns ∣∣2] 6 ( 1s− t
)2
E
[∫ s
t
∣∣∣σεNt,nr (Xε,t,x,nr )−1∇Xε,t,x,nr ∣∣∣2F dr
]
6
d2
∥∥σ−1∥∥2∞
s− t e
κ(T′−t).
Recalling the Lipschitz continuity of f , we have:∣∣∣ f εNt,ns (Xε,t,x,ns , Zε,T,t,x,ns , Hε,T,t,x,ns )− f εNt,ns (Xε,t,x,ns , Z˜ε,T,t,x,ns , H˜ε,T,t,x,ns )∣∣∣
6 ‖ρ‖lip,p
∣∣∣Zε,T,t,x,ns σεNt,ns (Xε,t,x,ns )−1 − Z˜ε,T,t,x,ns σεNt,ns (Xε,t,x,ns )−1∣∣∣+ ‖ f ‖lip,h ∣∣∣Hε,T,t,x,ns − H˜ε,T,t,x,ns ∣∣∣
6 ‖ρ‖lip,p
∣∣∣∂xwε,TNt,ns (s, Xε,t,x,ns )∣∣∣+ ‖ f ‖lip,h
(
∑
l∈L
∣∣∣∣wε,TNt,n
s−+l
(s, Xε,t,x,ns )− wε,TNt,n
s−
(s, Xε,t,x,ns )
∣∣∣∣2
)1/2
.
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Using Cauchy-Schwarz inequality, we find:∣∣∣∂xwε,Tn (t, x)∣∣∣
6 E
[∣∣∣∣wε,T−T′Nt,n
T′
(
0, Xε,t,x,nT′
)∣∣∣∣2
]1/2
d
∥∥σ−1∥∥∞√
T′ − t e
κT′/2
+ ‖ρ‖lip,pd
∥∥∥σ−1∥∥∥
∞
eκT
′/2
∫ T′
t
E
[∣∣∣∂xwε,TNt,ns (s, Xε,t,x,ns )∣∣∣2
]1/2 ds√
s− t
+ ‖ f ‖lip,hd
∥∥∥σ−1∥∥∥
∞
eκT
′/2
∫ T′
t
E
[
∑
l∈L
∣∣∣∣wε,TNt,n
s−+l
(s, Xε,t,x,ns )− wε,TNt,n
s−
(s, Xε,t,x,ns )
∣∣∣∣2
]1/2
ds√
s− t .
Thanks to step 2, we have the following upperbound (for any α ∈ (0, 2]):
E
[∣∣∣wε,T−sl (0, Xε,t,x,ns )∣∣∣2]
6 C
(
1+ |x|4
)
+ CT−s
(
∆ε,x,s,n,lt + ‖ρ− ρε‖2∞ +
(
‖b− bε‖2∞ + ‖σ− σε‖2∞ + εα/2
) (
1+ |x|4+α
))
,
where
∆ε,x,s,n,lt = E
[∣∣∣∣vNlT−s (XXε,t,x,ns ,lT−s )− vεNlT−s (Xε,Xε,t,x,ns ,lT−s )
∣∣∣∣2 + ∣∣∣∣gNlT−s (XXε,t,x,ns ,lT−s )− gεNlT−s (Xε,Xε,t,x,ns ,lT−s )
∣∣∣∣2
]
.
So, we obtain,∣∣∣∂xwε,Tn (t, x)∣∣∣
6
{
C
(
1+ |x|2
)
+ CT−T′
(√
∆
ε,T′ ,x,n,Nt,n
T′
t + ‖ρ− ρε‖∞
+
(
‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4
) (
1+ |x|2+ α2
))} d ∥∥σ−1∥∥∞√
T′ − t e
κT′/2
+ ‖ρ‖lip,pd‖σ−1‖∞eκT′/2
∫ T′
t
E
[∣∣∣∂xwε,TNt,ns (s, Xε,t,x,ns )∣∣∣2
]1/2 ds√
s− t
+ Ck3/2‖ f ‖lip,hd‖σ−1‖∞eκT′/2(1+ |x|2)
√
T′
+ CT−t
√
k‖ f ‖lip,hd‖σ−1‖∞eκT′/2
√
T′
×
{
∑
l∈K
√
∆ε,T
′ ,x,n,l
t + k
(
‖ρ− ρε‖∞ +
(
‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4
) (
1+ |x|2+ α2
))}
.
Let us take ζ > 2; we set ϕε,T(t) = sup
(x,n)∈Rd×K
∣∣∣∂xwε,Tn (t, x)∣∣∣
1+ |x|ζ . Using the appendix 3.7.4, we see
that: ∣∣∣∂xwε,Tn (t, x)∣∣∣ 6 ∣∣∣∂xuε,Tn (t, x)∣∣∣+ ∣∣∣∂xu˜ε,Tn (t, x)∣∣∣ 6 C (1+ |x|2) .
This proves that ϕε,T is well defined on [0, T); also, for every s ∈ [t, T′],
E
[∣∣∣∂xwε,TNt,ns (s, Xε,t,x,ns )∣∣∣2
]1/2
6 C
(
1+ |x|ζ
)
ϕε,T(s),
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where C is independent of T and x. We get:∣∣∣∂xwε,Tn (t, x)∣∣∣
1+ |x|ζ
6 CT′√
T′ − t +
CT,T′√
T′ − t

√
∆
ε,T′ ,x,n,Nt,n
T′
t
1+ |x|ζ + ‖ρ− ρ
ε‖∞ + ‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4

+ CT′
∫ T′
t
ϕε,T(s)√
s− t ds + CT′
+ CT−t,T′
∑l∈K
√
∆ε,T
′ ,x,n,l
t
1+ |x|ζ + ‖ρ− ρ
ε‖∞ + ‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4
 .
When 2+ α2 < ζ, we can take the supremum for x ∈ Rd and n ∈ K, and by a change of variable,
it can be rewritten as:
ϕε,T(T′ − t) 6 a(t) + CT′
∫ t
0
ϕε,T(T′ − u)√
t− u du,
where 0 < t 6 T′ < T and
a(t) := CT′
(
1+
1√
t
)
+
(
CT,T′√
t
+ CT−T′+t,T′
)(
‖ρ− ρε‖∞ + ‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4
)
+
CT,T′√
t
sup
(x,n)∈Rd×K
√
∆
ε,T′ ,x,n,NT′−t,n
T′
T′−t
1+ |x|ζ + CT−T′+t,T′ ∑l∈K
sup
(x,n)∈Rd×K
√
∆ε,T
′ ,x,n,l
T′−t
1+ |x|ζ .
Lemma 7.1.1 of [30] gives us ϕε,T(T′− t) 6 a(t)+CT′
∫ t
0
E′ (CT′(t− u)) a(u)du, and the integral
is well defined, since E(z) =
∞
∑
n=0
z
n
2
Γ
( n
2 + 1
) is C1 and E′(z) ∼
z→0+
Γ
(
1
2
)
√
z
. Choose t = T′ and find:
∣∣∣∂xwε,Tn (0, x)∣∣∣
1+ |x|ζ 6 CT′ +CT,T′γ
ε,T
T′ (T
′)+
∫ T′
0
E′
(
CT′(T
′ − u)) {CT′ + CT,T′γε,TT′ (u)}(1+ 1√u
)
du,
where we denoted
γε,TT′ (u) = ‖ρ− ρε‖∞ + ‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4
+ sup
(x,n)∈Rd×K
√
∆
ε,T′ ,x,n,NT′−u,n
T′
T′−u
1+ |x|ζ + ∑l∈K
sup
(x,n)∈Rd×K
√
∆ε,T
′ ,x,n,l
T′−u
1+ |x|ζ .
Step 5: Taking the limit when ε→ 0. From Theorem 3.17 and equation (3.16), we get easily:
∃C > 0, ∀T > 0, ∀x ∈ Rd, ∀n ∈ K,
∣∣∣wTn (0, x)∣∣∣ 6 C (1+ |x|2) , (3.17)
∃ĉ, ν̂ > 0, ∀T > 0, ∀x, y ∈ Rd, ∀n ∈ K,
∣∣∣wTn (0, x)− wTn (0, y)∣∣∣ 6 ĉ (1+ |x|2 + |y|2) e−ν̂T . (3.18)
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The function wTn has no reason to be C1, so we use the mean value theorem:∣∣∣wε,Tn (0, x)− wε,Tn (0, y)∣∣∣(
1+ |x|ζ + |y|ζ) |x− y|
6 CT′ + CT,T′γε,TT′ (T
′) +
∫ T′
0
E′
(
CT′(T
′ − u)) {CT′ + CT,T′γε,TT′ (u)}(1+ 1√u
)
du.
Our next goal will be to get an upperbound for γε,TT′ . Let R > 0;
E
∣∣∣∣(g− gε)Nl
T−T′
(
X
ε,Xε,t,x,n
T′ ,l
T−T′
)∣∣∣∣2 1∣∣∣∣∣Xε,Xε,t,x,nT′ ,lT−T′ ∣∣∣∣∣>R

6 E
[∣∣∣∣(g− gε)Nl
T−T′
(
X
ε,Xε,t,x,n
T′ ,l
T−T′
)∣∣∣∣4
]1/2
P
(∣∣∣∣Xε,Xε,t,x,nT′ ,lT−T′ ∣∣∣∣ > R)1/2
6 CE
(1+ ∣∣∣∣Xε,Xε,t,x,nT′ ,lT−T′ ∣∣∣∣2
)41/2 E
[∣∣∣∣Xε,Xε,t,x,nT′ ,lT−T′ ∣∣∣∣2(ζ−2)
]1/2
Rζ−2
6 C 1+ |x|
2+ζ
Rζ−2
.
Using that g is locally Lipschitz continuous and Lemma 3.28, we get:
E
[∣∣∣∣gNl
T−T′
(
X
Xε,t,x,n
T′ ,l
T−T′
)
− gNl
T−T′
(
X
ε,Xε,t,x,n
T′ ,l
T−T′
)∣∣∣∣2
]
6 CT−T′ ,T′
(
1+ |x|4
) (
‖b− bε‖2∞ + ‖σ− σε‖2∞
)
.
We can do exactly the same with g and gε replaced by v and vε. This way, for any R > 0:√
∆ε,T
′ ,x,n,l
T′−u
1+ |x|ζ 6 CR
1− ζ2 +CT−T′ ,T′ (‖b− bε‖∞ + ‖σ− σε‖∞) + ‖g− gε‖∞,B(0,R) + ‖v− vε‖∞,B(0,R) .
It leads us to:
γε,TT′ (u) 6 CT,T′
(
‖ρ− ρε‖∞ + ‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4 + R1−
ζ
2 + ‖g− gε‖∞,B(0,R)
+ ‖v− vε‖∞,B(0,R)
)
.
To sum up:
∀α > 0, ∀T′ > 0, ∃CT′ > 0, ∀T > T′, ∃CT,T′ > 0, ∀x, y ∈ Rd, ∀n ∈ K, ∀R > 0, ∀ε > 0,∣∣∣wε,Tn (0, x)− wε,Tn (0, y)∣∣∣ (1+ |x|2+α + |y|2+α)−1 |x− y|−1
6 CT′ + CT,T′
(
‖ρ− ρε‖∞ + ‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4 + R1−
ζ
2 + ‖g− gε‖∞,B(0,R)
+ ‖v− vε‖∞,B(0,R)
)
+
∫ T′
0
{
CT′ + CT,T′
(
‖ρ− ρε‖∞ + ‖b− bε‖∞ + ‖σ− σε‖∞ + εα/4 + R1−
ζ
2
+ ‖g− gε‖∞,B(0,R) + ‖v− vε‖∞,B(0,R)
)}
E′
(
CT′(T
′ − u)) (1+ 1√
u
)
du.
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We take the limit as ε→ 0 and then R→ ∞: for every α > 0 and T′ > 0,
∃CT′ > 0, ∀T > T′, ∀x, y ∈ Rd, ∀n ∈ K,
∣∣∣wTn (0, x)− wTn (0, y)∣∣∣ 6 CT′ (1+ |x|2+α + |y|2+α) |x− y|.
Step 6: Convergence of wT(0, •) when T → ∞.
Thanks to equation (3.17), by a diagonal argument, there exist an increasing sequence (Ti)i∈N,
with limit +∞; some functions wn : D → R, with D ⊂ Rd countable and dense, such that the
sequences (wTin (0, •))i converge pointwise over D to the functions wn. Equation (3.18), with
x, y ∈ D, tells us that the functions wn are equal to the same constant L on D. The same
equation, with x ∈ Rd and y ∈ D, gives us that wn = L on Rd, for every n ∈ K. Let K be
a compact subset of Rd; we define A = {(wT1 (0, •), . . . , wTk (0, •)) K∣∣T > 1} ⊂ C(K,RK); it is
equicontinuous. For all x ∈ K, the set A(x) = {(wT1 (0, x), . . . , wTk (0, x))∣∣T > 1} is bounded
(see equation (3.17). By Ascoli’s theorem, A is relatively compact in C(K,RK). Let x ∈ K and
n ∈ K,∣∣∣wTin (0, x)− L∣∣∣ 6 ∣∣∣wTin (0, x)− wTin (0, 0)∣∣∣+ ∣∣∣wTin (0, 0)− L∣∣∣ 6 ĉ (1+ |x|2) e−ν̂Ti + ∣∣wTi (0, 0)− L∣∣ ,
which proves that the functions wTin (0, •) converge uniformly to L on K. So (L, . . . , L) is an
accumulation point of A. Since A is relatively compact, if we prove that (L, . . . , L) is the
unique accumulation point of A, then, we get the uniform convergence of wTn (0, •) to L on K.
It works for any compact set K ⊂ Rd, and L does not depend on K. We conclude:
∀x ∈ Rd, ∀n ∈ K, wTn (0, x) −→T→∞ L.
Step 7: (L, . . . , L) is the only accumulation point of A.
Let w∞,K be an accumulation point of A, i.e. there exists an increasing sequence (T′i ) with limit
+∞, such that
∀n ∈ K,,
∥∥∥wT′in (0, •) K − w∞,Kn ∥∥∥∞ −→i→∞ 0.
Again, Equation (3.18) tells us that w∞,K is equal to a constant (LK , . . . , LK). Our goal is now to
show that L = LK. We consider:
wε,T+Sn (0, x) = Y
ε,T+S,x,n
0 − Y˜ε,T+S,x,n0
= Yε,T+S,x,nS − Y˜ε,T+S,x,nS
+
∫ S
0
{
f εNnr
(
Xε,x,nr , Z
ε,T+S,x,n
r , H
ε,T+S,x,n
r
)
− f εNnr
(
Xε,x,nr , Z˜
ε,T+S,x,n
r , H˜
ε,T+S,x,n
r
)}
dr
−
∫ S
0
{
Zε,T+S,x,nr − Z˜ε,T+S,x,nr
}
dWr −
∫ S
0
{
Hε,T+S,x,nr − H˜ε,T+S,x,nr
}
dMr.
We define the function:
Γε,T,Sn,m (t, x) =

f εn
(
x, ∂xuε,T+Sn (t, x)σεn(x), u
ε,T+S
m (t, x)
)
− f εn
(
x, ∂xu˜ε,T+Sn (t, x)σεn(x), u
ε,T+S
m (t, x)
)
∣∣∣∂xwε,T+Sn (t, x)σεn(x)∣∣∣2
×
(
∂xwε,T+Sn (t, x)σεn(x)
)∗
, if t < S and ∂xwε,T+Sn (t, x) 6= 0,
0, if t 6 S and ∂xwε,T+Sn (t, x) = 0,
Γε,T,Sn,m (S, x), if t > S,
where uε,T+Sm (t, x) =
(
uε,T+Sm+l (t, x)− uε,T+Sm (t, x)
)
l∈L
. Using Girsanov’s theorem, there exists a
probability measure Q under which we can write:
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• W˜t = Wt −
∫ t
0
Γε,T,SNnr ,Nnr−
(r, Xε,x,nr ) dr is a Q-Brownian motion over [0, S];
• wε,T+Sn (0, x) = EQ
[
Yε,T+S,x,nS − Y˜ε,T+S,x,nS
]
.
This way, we can write:
wε,T+Sn (0, x) = E
Q
[
wε,T+SNnS
(
S, Xε,x,nS
)]
= EQ
[
wε,TNnS
(
0, Xε,x,nS
)]
= P εS
[
wε,T• (0, •)
]
(x, n),
where P ε is the Kolmogorov semigroup of the SDE:
Ux,nt = b
ε
Nnt
(
Ux,nt
)
dt + σεNnt
(
Ux,nt
) (
dWt + Γε,T,SNnt ,Nnt−
(
t, Ux,nt
)
dt
)
.
Without any loss of generality, we can suppose that Ti > T′i , for every i ∈ N. We take T = T′i
and S = Ti − T′i . This way:
∀x ∈ Rd, ∀n ∈ K, P εTi−T′i
[
wε,T
′
i• (0, •)
]
(x, n) = wε,Tin (0, x) −→
ε→0 w
Ti
n (0, x) −→
i→∞
L.
Now, to prove that L = LK, we only need to show that
lim
i→∞
lim sup
ε→0
P εTi−T′i
[
wε,T
′
i• (0, •)
]
(x, n) = LK.
We have:∣∣∣P εTi−T′i [wε,T′i• (0, •)] (x, n)− LK∣∣∣
6
∣∣∣∣∣P εTi−T′i [wε,T′i• (0, •)] (x, n)−E
[
wε,T
′
i
Nn
Ti−T′i
(0, x)
]∣∣∣∣∣+
∣∣∣∣∣E
[
wε,T
′
i
Nn
Ti−T′i
(0, x)
]
−E
[
wT
′
i
Nn
Ti−T′i
(0, x)
]∣∣∣∣∣
+
∣∣∣∣∣E
[
wT
′
i
Nn
Ti−T′i
(0, x)
]
− LK
∣∣∣∣∣ ,
lim sup
ε→0
∣∣∣P εTi−T′i [wε,T′i• (0, •)] (x, n)− LK∣∣∣
6 lim sup
ε→0
∣∣∣∣∣P εTi−T′i [wε,T′i• (0, •)] (x, n)−E
[
wε,T
′
i
Nn
Ti−T′i
(0, x)
]∣∣∣∣∣+
∣∣∣∣∣E
[
wT
′
i
Nn
Ti−T′i
(0, x)
]
− LK
∣∣∣∣∣ .
Thanks to Lemma 3.11, Γε,T,Sn,m is the limit of C1-functions, uniformly bounded, with bounded
derivatives
(
Γε,T,S,pn,m
)
p>0
. We consider the SDE:
dUx,n,pt = b
ε
Nnt
(
Ux,n,pt
)
dt + σεNnt
(
Ux,n,pt
)(
dWt + Γ
ε,T,S,p
Nnt ,N
n
t−
(
t, Ux,n,pt
)
dt
)
.
Thus,∣∣∣∣∣P εTi−T′i [wε,T′i• (0, •)] (x)−E
[
wε,T
′
i
Nn
Ti−T′i
(0, x)
]∣∣∣∣∣
=
∣∣∣∣∣ limp→∞E
[
wε,T
′
i
Nn
Ti−T′i
(
0, Ux,n,pTi−T′i
)]
−E
[
wε,T
′
i
Nn
Ti−T′i
(0, x)
]∣∣∣∣∣
6 lim sup
p→∞
E
[∣∣∣∣∣wε,T′iNnTi−T′i
(
0, Ux,n,pTi−T′i
)
− wε,T′iNn
Ti−T′i
(0, x)
∣∣∣∣∣
]
6 ĉ
(
1+ lim sup
p→∞
E
[∣∣∣Ux,n,pTi−T′i ∣∣∣2
]
+ |x|2
)
e−ν̂T
′
i ,
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and the constants ĉ and ν̂ are independent of ε, p and T′i . Thanks to Proposition 3.4, we have
E
[∣∣∣Ux,n,pt ∣∣∣µ] 6 C (1+ |x|2), with C independent of ε, p and t. So,∣∣∣∣∣P εTi−T′i [wε,T′i• (0, •)] (x)−E
[
wε,T
′
i
Nn
Ti−T′i
(0, x)
]∣∣∣∣∣ 6 C (1+ |x|2) e−νT′i ,
with C and ν independent of ε and T′i . And we can conclude that L = LK.
Step 8: Speed of convergence.
Let x ∈ Rd, n ∈ K and T > 0. For any V > T, we set m(V) = n − N0V−T , and we get the
equality Nm(V)V−T = m(V) + N
0
V−T = n. We have:∣∣∣wTn (0, x)− L∣∣∣ = limV→∞ ∣∣∣wTn (0, x)−E [wVm(V)(0, x)]∣∣∣ = limV→∞ limε→0 ∣∣∣wε,Tn (0, x)−E [wε,Vm(V)(0, x)]∣∣∣
= lim
V→∞
lim
ε→0
∣∣∣∣wε,Tn (0, x)−E [wε,TNm(V)V−T (0, Ux,m(V)V−T )
]∣∣∣∣ ,
where dUx,nt = b
ε
Nnt
(
Ux,nt
)
dt + σεNnt
(
Ux,nt
) (
dWt + Γε,T,V−TNnt ,Nnt−
(
t, Ux,nt
)
dt
)
. Like before, we use
Lemma 3.11 and proposition 3.4, and we get:
|wT(0, x)− L| = lim
V→∞
lim
ε→0
∣∣∣∣wε,Tn (0, x)− limp→∞E [wε,Tn (0, Ux,m(V),pV−T )]
∣∣∣∣
6 lim sup
V→∞
lim sup
ε→0
lim sup
p→∞
E
[∣∣∣wε,Tn (0, x)− wε,Tn (0, Ux,m(V),pV−T )∣∣∣]
6 C
(
1+ |x|2
)
e−νT .
3.6 Some applications
3.6.1 Optimal ergodic control problem
We consider in this subsection a process Xx,n satisfying the SDE
Xx,nt = x +
∫ t
0
bNns (X
x,n
s )ds +
∫ t
0
σNns (X
x,n
s )dWs, t > 0,
under the following assumptions, for all i ∈ K:
• bi and σi are Lipschitz continuous, with |σi(x)|2F 6 r1 + r2|x|2;
• bi is weakly dissipative, with 〈bl(x), x〉 6 η1 − η2|x|2;
• x 7→ σl(x)−1 is bounded.
Let U be a separable metric space; we call “control” any progressively measurable U-valued process.
For every i ∈ K, let us take:
• Ri : U → (Rd)∗ a bounded function, with
√
r2‖R‖∞‖σ−1‖∞ + r22 < η2;
• Li : Rd ×U → R such that: ∃C > 0, ∀a ∈ U, ∀x, x′ ∈ Rd, |Li(x, a)− Li(x′, a)| 6 C|x− x′| and
|Li(x, a)| 6 C(1+ |x|);
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• gi : Rd → R satisfying: ∃C > 0, ∀x, x′ ∈ Rd, |gi(x)− gi(x′)| 6 C(1 + |x|2 + |x′|2)|x − x′| and
|gi(x)| 6 C(1+ |x|2).
For any control a and horizon T > 0, we set Px,n,aT = ρ
x,n,a
T P over FT , where
ρx,n,aT = exp
(∫ T
0
σNnt (X
x,n
t )
−1RNnt (at)dWt −
1
2
∫ T
0
∣∣∣σNnt (Xx,nt )−1RNnt (at)∣∣∣2 dt
)
.
We define the finite horizon cost as
JT(x, n, a) = Ex,n,aT
[∫ T
0
LNnt (X
x,n
t , at)dt
]
+Ex,n,aT
[
gNnT (X
x,n
T )
]
,
and the associated problem is to minimise JT(x, n, a) over the set of controls a : Ω× [0, T] → U. We
also define the ergodic cost as
J(x, n, a) = lim sup
T→∞
1
T
E
x,n,a
T
[∫ T
0
LNnt (X
x,n
t , at)dt
]
and the goal is to minimise J(x, n, a) over the set of controls a : Ω×R+ → U. We define
Wx,n,at = Wt −
∫ t
0
σNns (X
x,n
s )
−1RNns (as)ds;
due to Girsanov’s theorem, Wx,n,a is a Brownian motion under Px,n,aT on [0, T], for every T > 0. We
define the Hamiltonian, for any i ∈ K, x ∈ Rd and z ∈ (Rd)∗:
fi(x, z) = inf
a∈U
{
Li(x, a) + zσi(x)−1Ri(a)
}
.
We recall that, if this infimum is attained for every x and z, by Filippov’s theorem (see [45]), there
exists a measurable function γi such that fi(x, z) = Li(x, γi(x, z)) + zσi(x)−1Ri(γi(x, z)).
Lemma 3.21. The Hamiltonian fi satisfies, for every i ∈ K:
• ∀x ∈ Rd, | fi(x, 0)| 6 C(1+ |x|);
• ∀x, x′ ∈ Rd, ∀z, z′ ∈ (Rd)∗, | fi(x, z)− fi(x′, z′)| 6 C|x− x′|+ ‖R‖∞|zσi(x)−1 − z′σi(x′)−1|.
Proposition 3.22 (Optimal control in finite horizon). For every control a, we have JT(x, n, a) > YT,x,n0
where YT,x,n comes from the finite horizon BSDE:
YT,x,nt = gNnT (X
x,n
T ) +
∫ T
t
fNns (X
x,n
s , Z
T,x,n
s )ds−
∫ T
t
ZT,x,ns dWs −
∫ T
t
HT,x,ns dMs, t ∈ [0, T].
Moreover, under Filippov’s condition, we have JT(x, n, aT) = YT,x,n0 , for a
T
t = γNnt (X
x,n
t , Z
T,x,n
t ).
Proof. Under the probability measure Px,n,aT , we can write:
YT,x,n0 = E
x,n,a
T
[
gNnT (X
x,n
T )
]
+Ex,n,aT
[∫ T
0
{
fNns (X
x,n
s , Z
T,x,n
s )− ZT,x,ns σNns (Xx,ns )−1RNns (as)
}
ds
]
.
And then:
JT(x, n, a) = YT,x,n0 +E
x,n,a
T
[∫ T
0
{
LNns (X
x,n
s , as) + Z
T,x,n
s σNns (X
x,n
s )
−1RNns (as)− fNns (Xx,ns , ZT,x,ns )
}
ds
]
> YT,x,n0 ,
thanks to the definition of f . We see that we even have an equality if we take a = aT .
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Proposition 3.23 (Optimal ergodic control). For every control a, we have J(x, n, a) > λ where λ comes
from the ergodic BSDE:
Yx,nt = Y
x,n
T +
∫ T
t
{
fNns (X
x,n
s , Z
x,n
s )− λ
}
ds−
∫ T
t
Zx,ns dWs −
∫ T
t
Hx,ns dMs, 0 6 t 6 T < ∞.
Moreover, under Filippov’s condition, we have J(x, n, a) = λ, for at = γNnt (X
x,n
t , Z
x,n
t ).
Proof. Under the probability measure Px,n,aT , we can write:
Yx,n0 = E
x,n,a
T
[
Yx,nT
]
+Ex,n,aT
[∫ T
0
{
fNns (X
x,n
s , Z
x,n
s )− Zx,ns σNns (Xx,ns )−1RNns (as)
}
ds
]
− λT.
And then:
J(x, n, a) = λ+ lim sup
T→∞
Yx,n0 −Ex,n,aT
[
Yx,nT
]
T
+ lim sup
T→∞
1
T
E
x,n,a
T
[∫ T
0
{
LNns (X
x,n
s , as) + Z
x,n
s σNns (X
x,n
s )
−1RNns (as)− fNns (Xx,ns , Zx,ns )
}
ds
]
> λ,
because we can apply Proposition 3.4, and thanks to the definition of f . We see that we even have an
equality if we take a = a.
Theorem 3.24 (Large time behaviour for optimal control problem). For every control a, we have:
lim inf
T→∞
JT(x, n, a)
T
> λ.
Moreover, under Filippov’s condition, we have:∣∣∣JT(x, n, aT)− J(x, n, a)T −Yx,n0 − L∣∣∣ 6 C(1+ |x|2)e−νT .
Proof. This is a straightforward consequence of the previours results of this subsection and of Theo-
rem 3.18.
3.6.2 Large time behaviour of viscosity solution of a system of coupled HJB
equations
In this subsection, we keep working under Assumption 3.7. If we consider the finite horizon
BSDE: for every s ∈ [t, T],
YT,t,x,ns = gNt,nT
(Xt,x,nT ) +
∫ T
s
fNt,nr (X
t,x,n
r , Z
T,t,x,n
r , H
T,t,x,n
r )dr−
∫ T
s
ZT,t,x,nr dWr −
∫ T
s
HT,t,x,nr dMr ,
and if we set uTn (t, x) = Y
T,t,x,n
t , then u
T is the unique viscosity solution of the system of the following
PDEs (see [53]): for every i ∈ K,{
∂tui(t, x) + Liui(t, x) + fi
(
x, ∂xui(t, x)σi(x), (ui+l(t, x)− ui(t, x))l∈L
)
= 0, (t, x) ∈ [0, T]×Rd,
ui(T, x) = gi(x), x ∈ Rd,
(3.19)
satisfying
∃A > 0, ∀t ∈ [0, T], lim
|x|→∞
|u(t, x)|e−A(ln |x|)2 = 0.
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We recall that Li, for any i ∈ K, stands for the generator of the Kolmogorov semigroup of the SDE:
dUx,it = bi(U
x,i
t )dt + σi(U
x,i
t )dWt. We also consider the system of ergodic PDEs:
Livi(x) + fi
(
x,∇vi(x)σi(x), (vi+l(x)− vi(x))l∈L
)
= λ, x ∈ Rd, i ∈ K. (3.20)
We recall that the couple (v, λ) is a viscosity subsolution (resp. supersolution) of the system (3.20) if,
for all i ∈ K:
• vi : Rd → R is a continuous function with polynomial growth;
• for any function φ ∈ C2(Rd,R), for every x ∈ Rd of local maximum (resp. minimum) of vi − φ:
Liφ(x) + fi
(
x,∇φ(x)σi(x), (vi+l(x)− vi(x))l∈L
)
> λ (resp. 6 λ).
Proposition 3.25 (Existence of ergodic viscosity solution). The couple (v, λ) obtained with the solution
given in Theorem 3.14 is a viscosity solution of the system (3.20).
Proof. We fix i ∈ K and φ ∈ C2(Rd,R). Let x0 ∈ Rd be a local maximum of vi − φ. By contradiction,
we suppose:
Liφ(x0) + fi
(
x0,∇φ(x0)σi(x0), (vi+l(x0)− vi(x0))l∈L
)− λ =: −δ < 0.
Without any loss of generality, we assume that vi(x0) = φ(x0). By continuity, there exists α > 0, such
that
∀x ∈ Bα(x0), vi(x) 6 φ(x) and Liφ(x) + fi
(
x,∇φ(x)σi(x), (vi+l(x)− vi(x))l∈L
)− λ =: ψi(x) 6 − δ2 .
We define a stopping time τ by:
τ = inf
{
s ∈ R+
∣∣∣|Xx0 ,is − x0| > α} ∧ inf{s ∈ R+∣∣∣Nis 6= i} ∧ α.
Before the stopping time τ, we can write the EBSDE as:
Yx0 ,is∧τ = vi(X
x0 ,i
τ ) +
∫ τ
s∧τ
{
fNir (X
x0 ,i
r , Z
x0 ,i
r , H
x0 ,i
r )− λ
}
dr−
∫ τ
s∧τ
Zx0 ,ir dWr
= vi(X
x0 ,i
τ ) +
∫ τ
s∧τ
{
fi
(
Xx0 ,ir , Z
x0 ,i
r ,
(
vi+l(X
x0 ,i
r )− vi(Xx0 ,ir )
)
l∈L
)
− λ
}
dr−
∫ τ
s∧τ
Zx0 ,ir dWr.
We set Y˜s = Y
x0 ,i
s∧τ and Z˜s = Z
x0 ,i
s 1s6τ . We get, for every s ∈ [0, α],
Y˜s = vi(X
x0 ,i
τ ) +
∫ α
s
1r6τ
{
fi
(
Xx0 ,ir , Z˜r ,
(
vi+l(X
x0 ,i
r )− vi(Xx0 ,ir )
)
l∈L
)
− λ
}
dr−
∫ α
s
Z˜r dWr.
Applying Itô’s formula before τ, we get, for every s ∈ [0, α]:
φ(Xx0 ,is∧τ) = φ(X
x0 ,i
τ )−
∫ τ
s∧τ
Liφ(Xx0 ,ir )dr−
∫ τ
s∧τ
∇φ(Xx0 ,ir )σi(Xx0 ,ir )dWr.
We set Ŷs = φ(X
x0 ,i
s∧τ) and Ẑs = ∇φ(Xx0 ,is )σi(Xx0 ,is )1s6τ . Thus, for every s ∈ [0, α],
Ŷs = φ(X
x0 ,i
τ )−
∫ α
s
1r6τLiφ(Xx0 ,ir )dr−
∫ α
s
Ẑr dWr
= φ(Xx0 ,iτ )−
∫ α
s
Ẑr dWr
+
∫ α
s
1r6τ
{
fi
(
Xx0 ,ir ,∇φ(Xx0 ,ir )σi(Xx0 ,ir ),
(
vi+l(X
x0 ,i
r )− vi(Xx0 ,ir )
)
l∈L
)
− λ− ψi(Xx0 ,ir )
}
dr
= φ(Xx0 ,iτ ) +
∫ α
s
1r6τ
{
fi
(
Xx0 ,ir , Ẑr ,
(
vi+l(X
x0 ,i
r )− vi(Xx0 ,ir )
)
l∈L
)
− λ− ψi(Xx0 ,ir )
}
dr−
∫ α
s
Ẑr dWr
Using the comparison theorem (see [51]), we get Ŷ0 > Y˜0, which yields a contradiction.
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Proposition 3.26 (Uniqueness of ergodic viscosity solution). Uniqueness holds for viscosity solutions
(v, λ) of the system (3.20) in the class of viscosity solutions such that v(0) = 0 and v has quadratic growth.
Proof. Let (v, λ) and (v˜, λ˜) be two viscosity solutions of (3.20). We fix T > 0, and we consider the
solution
(
YT,x,n, ZT,x,n, HT,x,n
)
of the BSDE: for every t ∈ [0, T],
YT,x,nt = vNnT
(
Xx,nT
)
+
∫ T
t
{
fNns
(
Xx,ns , Z
T,x,n
s , H
T,x,n
s
)
− λ
}
ds−
∫ T
t
ZT,x,ns dWs −
∫ T
t
HT,x,ns dMs.
Using [53], YT,x,nt = u
T
Nnt
(t, Xx,nt ), where u
T is the unique viscosity solution of the system of PDEs:
for any i ∈ K,{
∂tui(t, x) + Liui(t, x) + fi
(
x, ∂xui(t, x)σi(x), (ui+l(t, x)− ui(t, x))l∈L
)
= λ, (t, x) ∈ [0, T]×Rd,
ui(T, x) = vi(x), x ∈ Rd.
But v is solution of the same system of PDEs, so we can claim that YT,x,n0 = vn(x). We define a triple
(Y˜T,x,n, Z˜T,x,n, H˜T,x,n) by replacing in the previous equation (v, λ) by (v˜, λ˜). Then, for any T > 0 and
(x, n) ∈ Rd ×K:
(v− v˜)n (x) = (v− v˜)NnT
(
Xx,nT
)
+
∫ T
0
{
fNns
(
Xx,ns , Z
T,x,n
s , H
T,x,n
s
)
− fNns
(
Xx,ns , Z˜
T,x,n
s , H˜
T,x,n
s
)}
ds
−
(
λ− λ˜
)
T −
∫ T
0
{
ZT,x,ns − Z˜T,x,ns
}
dWs −
∫ T
0
{
HT,x,ns − H˜T,x,ns
}
dMs.
By Girsanov’s theorem, there exists a new probability measure QT under which we can write:
(v− v˜)n (x)
T
=
EQ
T
[
(v− v˜)NnT
(
Xx,nT
)]
T
−
(
λ− λ˜
)
.
Thanks to proposition 3.4 and the quadratic growth of v and v˜, letting T → ∞ gives us λ = λ˜.
Applying the same argument as that in Theorem 3.16, we deduce that v = v˜.
We can formulate Theorem 3.18 as:
Theorem 3.27. We consider the systems (3.20) and (3.19).
Then, there exists L ∈ R, such that: ∀x ∈ Rd, uTn (0, x)− λT − vn(x) −→T→∞ L. Furthermore,
∀x ∈ Rd, ∀n ∈ K, ∀T > 0,
∣∣∣uTn (0, x)− λT − vn(x)− L∣∣∣ 6 C (1+ |x|2) e−νT .
3.7 Appendix
3.7.1 Some standard estimates for SDEs and BSDEs
The following results are well-known in the literature, and can be found for example in [43].
Lemma 3.28. We consider the SDE:
Xt = x +
∫ t
0
{b˜(s, Xs) + h0s}ds +
∫ t
0
{σ˜(s, Xs) + h1s}dWs,
with adapted coefficients. We suppose that b˜ and σ˜ are Lipschitz w.r.t. x and that b˜(t, 0) = 0 and σ˜(t, 0) = 0
a.s. Then, for every p > 2, there exists a constant Cp depending only on T, ‖b˜‖lip and ‖σ˜‖lip, such that:
E[|X|∗,p0,T ] 6 Cp
(
|x|p +E
[∫ T
0
{|h0s |p + |h1s |p}ds
])
.
94
Lemma 3.29. We consider the BSDE:
Yt = ξ +
∫ T
t
{ f˜ (s, Ys, Zs, Hs) + hs}ds−
∫ T
t
Zs dWs −
∫ T
t
Hs dMs,
with an adapted driver. We suppose that f˜ is Lipschitz w.r.t. y, z and h and that f˜ (t, 0, 0, 0) = 0 a.s. Then,
there exists a constant C depending only on T and ‖ f˜ ‖lip, such that:
E
[
|Y|∗,20,T +
∫ T
0
|Zt|2 dt + µ
∫ T
0
|Ht|2 dt
]
6 CE
[
|ξ|2 +
∫ T
0
|hs|2 ds
]
.
3.7.2 L4 estimate for finite horizon BSDEs
The following lemma is inspired from the lemma 3.1 of [8].
Lemma 3.30. We consider the BSDE
Yt = ξ +
∫ T
t
f (r, Yr , Zr , Hr)dr−
∫ T
t
Zr dWr −
∫ T
t
Hr dMr ,
with the following conditions:
• f and ξ are such that this BSDE admits a unique solution;
• this solution satisfies E
[
|Y|∗,40,T
]
< ∞ and E
[
|H|∗,40,T
]
< ∞;
• f (t, y, z, h) 6 ft + α|y|+ β|z|+ γ|h| with α, β, γ ∈ R and f a non-negative progressively measurable
process and E
[(∫ T
0 fr dr
)4]
< ∞.
Then, there exists a numerical constant C, such that for any a > α+ β2 + γ22µ ,
E
[(∫ T
0
e2ar|Zr|2 dr
)2]
6 C(1+ µT)E
[
sup
t∈[0,T]
e4at|Yt|4 +
(∫ T
0
ear fr dr
)4
+ sup
t∈[0,T]
e4at|Ht|4
]
.
Proof. Let us choose a > α+ β2 + γ22µ and set Y˜t = eatYt, Z˜t = eatZt and H˜t = eat Ht. We have
Y˜t = ξ˜ +
∫ T
t
f˜ (r, Y˜r , Z˜r , H˜r)dr−
∫ T
t
Z˜r dWr −
∫ T
t
H˜r dMr ,
where ξ˜ = eaTξ and f˜ (t, y, z, h) = eat f (t, e−aty, e−atz, e−ath) − ay. The function f˜ satisfies the hy-
potheses with f˜t = eat ft, α˜ = α− a, β˜ = β and γ˜ = γ. So, by a change of variable, we can reduce our
problem to the case a = 0 and α+ β2 + γ
2
2µ 6 0. For every n ∈N∗, we define the stopping time:
τn = inf
{
t ∈ [0, T]
∣∣∣∣∫ t0 |Zr|2 dr > n
}
∧ T.
Using Itô’s formula, we get:
|Y0|2 +
∫ τn
0
|Zr|2 dr + µ
∫ τn
0
|Hr|2 dr = |Yτn |2 + 2
∫ τn
0
Yr f (r, Yr , Zr , Hr)dr− 2
∫ τn
0
YrZr dWr
+
k−1
∑
l=1
∫ τ+n
0
(
|Yr− + Hr−(l)|2 − |Yr− |2
)
dMr(l).
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But we have 2y f (t, y, z, h) 6 2|y| ft + |z|
2
2 + µ|h|2, and we get:
1
2
∫ τn
0
|Zr|2 dr 6 |Yτn |2 + 2
∫ τn
0
|Yr| fr dr− 2
∫ τn
0
YrZr dWr +
k−1
∑
l=1
∫ τ+n
0
(
2Yr−Hr−(l) + Hr−(l)
2
)
dMr(l).
After standard calculations, it can be reduced to:∫ τn
0
|Zr|2 dr 6 4|Y|∗,20,T + 2
(∫ τn
0
fr dr
)2
+ 4
∣∣∣∣∫ τn0 YrZr dWr
∣∣∣∣
+ 4
∣∣∣∣∣k−1∑l=1
∫ τ+n
0
Yr−Hr−(l)dMr(l)
∣∣∣∣∣+ 2
∣∣∣∣∣k−1∑l=1
∫ τ+n
0
Hr−(l)
2 dMr(l)
∣∣∣∣∣ .
And then(∫ τn
0
|Zr|2 dr
)2
6 20|Y|∗,40,T + 10
(∫ τn
0
fr dr
)4
+ 20
∣∣∣∣∫ τn0 YrZr dWr
∣∣∣∣2
+ 20
∣∣∣∣∣k−1∑l=1
∫ τ+n
0
Yr−Hr−(l)dMr(l)
∣∣∣∣∣
2
+ 10
∣∣∣∣∣k−1∑l=1
∫ τ+n
0
Hr−(l)
2 dMr(l)
∣∣∣∣∣
2
.
Using the BDG inequalities,
20E
[∣∣∣∣∫ τn0 YrZr dWr
∣∣∣∣2
]
6 CE
[∫ τn
0
|Yr|2|Zr|2 dr
]
6 C
2
2
E
[
|Y|∗,40,T
]
+
1
2
E
[(∫ τn
0
|Zr|2 dr
)2]
,
20E
∣∣∣∣∣k−1∑l=1
∫ τ+n
0
Yr−Hr−(l)dMr(l)
∣∣∣∣∣
2
 6 CE [k−1∑
l=1
∫ τ+n
0
|Yr− |2Hr−(l)2 dNr(l)
]
6 CµTE
[
|Y|∗,20,T |H|∗,20,T
]
,
10E
∣∣∣∣∣k−1∑l=1
∫ τ+n
0
Hr−(l)
2 dMr(l)
∣∣∣∣∣
2
 6 CE [k−1∑
l=1
∫ τ+n
0
Hr−(l)
4 dNr(l)
]
6 CµTE
[
|H|∗,40,T
]
.
Finally, we obtain:
1
2
E
[(∫ τn
0
|Zr|2 dr
)2]
6 C(1+ µT)E
[
|Y|∗,40,T +
(∫ T
0
fr dr
)4
+ |H|∗,40,T
]
.
And Fatou’s lemma implies
E
[(∫ T
0
|Zr|2 dr
)2]
6 C(1+ µT)E
[
|Y|∗,40,T +
(∫ T
0
fr dr
)4
+ |H|∗,40,T
]
.
3.7.3 About the regularity of the function u for finite horizon BSDEs
We consider the following forward-backward system:
Xt,x,ns = x +
∫ s
t
bNt,nr
(
Xt,x,nr
)
dr +
∫ s
t
σNt,nr
(
Xt,x,nr
)
dWr , (3.21)
Yt,x,ns = gNt,nT
(
Xt,x,nT
)
+
∫ T
s
fNt,nr
(
Xt,x,nr , Y
t,x,n
r , Z
t,x,n
r , H
t,x,n
r
)
dr−
∫ T
s
Zt,x,nr dWr −
∫ T
s
Ht,x,nr dMr.
(3.22)
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Lemma 3.31. We make the following assumptions:
• b, σ and g are of class C1 with bounded derivatives;
• if we define ρl : (x, y, p, h) 7→ fl(x, y, pσl(x), h), then ρ is also of class C1b ;
• for all l ∈ L, σl(Rd) ⊂ GLd(R) and x 7→ σl(x)−1 is bounded;
• the solution of (3.21, 3.22) verifiesE
[
|Yt,x,n|∗,4t,T + |Ht,x,n|∗,4t,T +
(∫ T
t
∣∣∣ fNt,nr (Xt,x,nr , 0, 0, 0)∣∣∣ dr)4
]
< ∞.
Then, the functions un : (t, x) 7→ Yt,x,nt are of class C1 w.r.t. x, for every n ∈ K, and
∀s ∈ [t, T], Zt,x,ns = ∂xuNt,ns (s, X
t,x,n
s )σNt,ns
(Xt,x,ns ).
Proof. We will prove this result in the case d = 1.
Step 1: Let (t, x, n) ∈ [0, T]×R×K and ε 6= 0. We set: ∇•ε = •t,x+ε,n−•t,x,nε , for • = X, Y, Z or H.
Also, we define Θ = (X, Y, Z, H). We consider the variational system:
∇Xs = 1+
∫ s
t
∂xbNt,nr
(
Xt,x,nr
)∇Xr dr + ∫ s
t
∂xσNt,nr
(
Xt,x,nr
)∇Xr dWr; (3.23)
∇Ys = ∂xgNt,nT
(
Xt,x,nT
)
∇XT
+
∫ T
s
[
∂x fNt,nr
(
Θt,x,nr
)∇Xr + ∂y fNt,nr (Θt,x,nr )∇Yr + ∂z fNt,nr (Θt,x,nr )∇Zr
+∂h fNt,nr
(
Θt,x,nr
)∇Hr] dr
−
∫ T
s
∇Zr dWr −
∫ T
s
∇Hr dMr. (3.24)
Moreover, for every s ∈ [t, T], we have,
∇Yεs = gεx∇XεT +
∫ T
s
[
f εx(r)∇Xεr + f εy(r)∇Yεr + f εz (r)∇Zεr + f εh(r)∇Hεr
]
dr
−
∫ T
s
∇Zεr dWr −
∫ T
s
∇Hεr dMr , (3.25)
where we use the following notations
gεx =
∫ 1
0
∂xgNt,nT
(Xt,x,nT + wε∇XεT)dw,
f εh(r) =
∫ 1
0
∂h fNt,nr (X
t,x+ε,n
r , Y
t,x+ε,n
r , Z
t,x+ε,n,
r , H
t,x,n
r + wε∇Hεr )dw,
f εz (r) =
∫ 1
0
∂z fNt,nr (X
t,x+ε,n
r , Y
t,x+ε,n
r , Z
t,x,n
r + wε∇Zεr , Ht,x,nr )dw,
f εy(r) =
∫ 1
0
∂y fNt,nr (X
t,x+ε,n
r , Y
t,x,n
r + wε∇Yεr , Zt,x,nr , Ht,x,nr )dw and
f εx(r) =
∫ 1
0
∂x fNt,nr (X
t,x,n
r + wε∇Xεr , Yt,x,nr , Zt,x,nr , Ht,x,nr )dw.
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Then, we set ∆•ε = ∇ •ε −∇•, for • = X, Y, Z or H. We have:
∆Yεs = g
ε
x∇XεT − g0x∇XT −
∫ T
s
∆Zεr dWr −
∫ T
s
∆Hεr dMr
+
∫ T
s
[
f εx(r)∇Xεr − f 0x (r)∇Xr + f εy(r)∆Yεr + f εz (r)∆Zεr + f εh(r)∆Hεr + βε(r)
]
dr,
where we set βε(s) =
[
f εy(r)− f 0y (r)
]
∇Yr +
[
f εz (r)− f 0z (r)
]∇Zr + [ f εh(r)− f 0h (r)]∇Hr. Using
Lemma 3.29, we get the upperbound:
E
[
|∆Yε|∗,2t,T +
∫ T
t
{|∆Zεs |2 + µ|∆Hεs |2}ds
]
6 CE
[
|gεx∇XεT − g0x∇XT |2 +
∫ T
t
| f εx(r)∇Xεr − f 0x (r)∇Xr + βε(r)|2 dr
]
.
Step 2: Behaviour of ∇X and ∆Xε.
Due to Lemma 3.28, E
[
|∇X|∗,pt,T
]
is bounded by a constant depending only on p, T and the
Lipschitz constants of b and σ. Moreover, we can write:
∇Xεs = 1+
∫ s
t
bεx(r)∇Xεr dr +
∫ s
t
σεx(r)∇Xεr dr,
where bεx(r) =
∫ 1
0 ∂xbNt,nr (X
t,x,n
r + wε∇Xεr)dw and σεx(r) =
∫ 1
0 ∂xσNt,nr
(Xt,x,nr + wε∇Xεr)dw. So
we have ∆Xεs =
∫ s
t
{bεx(r)∇Xεr − b0x(r)∇Xr}dr +
∫ s
t
{σεx(r)∇Xεr − σ0x(r)∇Xr}dWr, and after
Lemma 3.28:
E
[
|∆Xε|∗,pt,T
]
6 CE
[∫ T
t
{|(bεx(r)− b0x(r))∇Xr|p + |(σεx(r)− σ0x(r))∇Xr|p}dr
]
−→
ε→0 0,
by dominated convergence.
Step 3: Behaviour of ∆Yε, ∆Zε and ∆Hε.
Using Step 2, the fact that g ∈ C1b and dominated convergence, one finds:
E
[
|gεx∆XεT + (gεx − g0x)∇XT |2
]
−→
ε→0 0.
Also, by dominated convergence,
E
[(∫ T
t
| f εx(r)− f 0x (r)|2 dr
)2]
−→
ε→0 0
(the domination is 16
(∫ T
t (‖ρ‖lip,x + ‖ρ‖lip,p|Zt,x,nr |‖σ−1‖2∞‖σ‖lip)2 dr
)2
, and Lemma 3.30 al-
lows us to claim that it is integrable). Again Lemma 3.30 and Cauchy-Schwarz inequality are
useful to prove that
E
[∫ T
t
| f εx(r)∇Xεr − f 0x (r)∇Xr|2 dr
]
−→→0 0.
Also, using the dominated convergence theorem, and the Lipschitz continuity of f w.r.t. y, z
and h, E
[∫ T
t
|βε(r)|2 dr
]
−→
ε→0 0. Finally,
E
[
|∆Yε|∗,2t,T +
∫ T
t
|∆Zεs |2 ds + µ
∫ T
t
|∆Hεs |2 ds
]
−→
ε→0 0.
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Step 4: we conclude that ∂xun exists and that ∂xun(t, x) = ∇Yt, using the Blumenthal 0-1 law (see
e.g. [43]).
Step 5: we will show that ∂xun is continuous. Let (ti , xi) ∈ [0, T] ×Rd, i = 1, 2, with t1 < t2. To
simplify, we write:
Θi =
(
Xi , Yi , Zi , Hi
)
=
(
Xti ,xi ,n, Yti ,xi ,n, Zti ,xi ,n, Hti ,xi ,n
)
,
f ix(r) = ∂x fNti ,nr
(
Θir
)
, f iy(r) = ∂y fNti ,nr
(
Θir
)
, f iz(r) = ∂z fNti ,nr
(
Θir
)
, f ih(r) = ∂h fNti ,nr
(
Θir
)
,
gix = ∂xgNti ,nT
(
XiT
)
, bix(r) = ∂xbNti ,nr
(
Xir
)
and σix(r) = ∂xσNti ,nr
(
Xir
)
.
We set ∆˜•r = ∇ •1r −∇•2r for • = X, Y, Z or H, and for any function ϕ, ∆˜12[ϕ] = ϕ1 − ϕ2.
|∂xun (t1, x1)− ∂xun (t2, x2)|
=
∣∣∣∣E [g1x∇X1T + ∫ Tt1
{
f 1x (r)∇X1r + f 1y (r)∇Y1r + f 1z (r)∇Z1r + f 1h (r)∇H1r
}
dr
]
−E
[
g2x∇X2T +
∫ T
t2
{
f 2x (r)∇X2r + f 2y (r)∇Y2r + f 2z (r)∇Z2r + f 2h (r)∇H2r
}
dr
]∣∣∣∣
6 E
[∣∣∣g1x∇X1T − g2x∇X2T∣∣∣]
+E
[∫ t2
t1
{∣∣∣ f 1x (r)∣∣∣ ∣∣∣∇X1r ∣∣∣+ ∣∣∣ f 1y (r)∣∣∣ ∣∣∣∇Y1r ∣∣∣+ ∣∣∣ f 1z (r)∣∣∣ ∣∣∣∇Z1r ∣∣∣+ ∣∣∣ f 1h (r)∣∣∣ ∣∣∣∇H1r ∣∣∣} dr]
+E
[∫ T
t2
{∣∣∣ f 1x (r)∆˜Xr∣∣∣+ ∣∣∣∆˜12 [ fx] (r)∇X2r ∣∣∣+ ‖ f ‖lip,y ∣∣∣∆˜Yr∣∣∣+ ∣∣∣∆˜12 [ fy] (r)∣∣∣ ∣∣∣∇Y2r ∣∣∣
+ ‖ f ‖lip,z
∣∣∣∆˜Zr∣∣∣+ ∣∣∣∆˜12 [ fz] (r)∣∣∣ ∣∣∣∇Z2r ∣∣∣+ ‖ f ‖lip,h ∣∣∣∆˜Hr∣∣∣+ ∣∣∣∆˜12 [ fh] (r)∣∣∣ ∣∣∣∇H2r ∣∣∣} dr] .
First,
E
[∫ t2
t1
{∣∣∣ f 1x (r)∣∣∣ ∣∣∣∇X1r ∣∣∣+ ‖ f ‖lip,y ∣∣∣∇Y1r ∣∣∣+ ‖ f ‖lip,z ∣∣∣∇Z1r ∣∣∣+ ‖ f ‖lip,h ∣∣∣∇H1r ∣∣∣} dr] −→t1→t2 0,
since
E
[∣∣∣∇X1∣∣∣∗,2
t,T
+
∣∣∣∇Y1∣∣∣∗,2
t,T
+
∫ T
t
∣∣∣∇Z1s ∣∣∣2 ds + ∫ T
t
∣∣∣∇H1s ∣∣∣2 ds + ∫ T
t
∣∣∣Z1s ∣∣∣2 ds] < ∞
(by dominated convergence). Using Lemma 3.29,
E
[∣∣∣∆˜Y∣∣∣∗,2
t2 ,T
+
∫ T
t2
{∣∣∣∆˜Zs∣∣∣2 + µ ∣∣∣∆˜Hs∣∣∣2} ds]
6 C
{
‖∂xg‖2∞ E
[∣∣∣∆˜XT∣∣∣2]+E [∣∣∣∆˜12 [gx]∣∣∣2 ∣∣∣∇X2T∣∣∣2]+E [∫ T
t2
(∣∣∣ f 1x (r)∆˜Xr∣∣∣2 + ∣∣∣∆˜12 [ fx] (r)∇X2r ∣∣∣2
+
∣∣∣∆˜12 [ fy] (r)∣∣∣2 ∣∣∣∇Y2r ∣∣∣2 + ∣∣∣∆˜12 [ fz] (r)∣∣∣2 ∣∣∣∇Z2r ∣∣∣2 + ∣∣∣∆˜12 [ fh] (r)∣∣∣2 ∣∣∣∇H2r ∣∣∣2) dr]} .
We can adapt Step 2, we replace (t, x) by (t2, x2) and x + ε by X
t1 ,x1 ,n
t2 and get, for every p > 2,
E
[(∣∣∣X1 − X2∣∣∣∗,p
t2 ,T
+
∣∣∣Y1 −Y2∣∣∣∗,2
t2 ,T
+
∫ T
t2
∣∣∣Z1s − Z2s ∣∣∣2 ds + µ ∫ T
t2
∣∣∣H1s − H2s ∣∣∣2 ds) 1Nt1,nt2 =n
]
−→ 0.
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Also, for every p > 2,
E
[(∣∣∣X1 − X2∣∣∣∗,p
t2 ,T
+
∣∣∣Y1 −Y2∣∣∣∗,2
t2 ,T
+
∫ T
t2
∣∣∣Z1s − Z2s ∣∣∣2 ds + µ ∫ T
t2
∣∣∣H1s − H2s ∣∣∣2 ds) 1Nt1,nt2 6=n
]
6 2E
[∣∣∣X1 − X2∣∣∣∗,2p
t2 ,T
+
∣∣∣Y1 −Y2∣∣∣∗,4
t2 ,T
+
(∫ T
t2
∣∣∣Z1s − Z2s ∣∣∣2 ds)2 + µ2 (∫ T
t2
∣∣∣H1s − H2s ∣∣∣2 ds)2
]1/2
︸ ︷︷ ︸
<∞
×P(Nt1 ,nt2 6= n)1/2︸ ︷︷ ︸
→0
.
By dominated convergence, for ϕ = fy, fz or fh, E
[∣∣∣∆˜12[ϕ]∣∣∣∗,p
t2 ,T
]
−→ 0. Since
E
[(∫ T
t2
∣∣∣Zir∣∣∣2 dr)2
]
< ∞,
we have
E
[∫ T
t2
{∣∣∣ f 1x (r)∆˜Xr∣∣∣2 + ∣∣∣∆˜12 [ fx] (r)∇X2r ∣∣∣2} dr] −→ 0
(using Lemma 3.28 for ∆˜X, and a convergence dominated thanks to Lemma 3.30). To sum up,
we have shown that |∂xun (t1, x1)− ∂xun (t2, x2)| −→ 0 when t1 → t2 and x1 → x2. We can
prove it when t2 → t1 and x2 → x1: ∂xun is continuous on [0, T]×Rd.
Step 7: to show the relation ∀s ∈ [t, T], Zt,x,ns = ∂xuNt,ns
(
s, Xt,x,ns
)
σNt,ns
(
Xt,x,ns
)
P-a.s., we can do
the same as in the Theorem 3.1 of [43]. We approximate b, σ, ρ and g by functions bε, σε, ρε
and gε which are of class C∞ with bounded derivatives (and the bound is independent of ε),
and converge uniformly. Then, (σε)−1 converges uniformly to σ−1. We define a function f ε
(we want it to approximate f and to be smooth) by f εl (x, y, z, h) = ρ
ε
l
(
x, y, zσεl (x)
−1, h
)
and it
satisfies | f ε(x, y, z, h)− f (x, y, z, h)| 6 ‖ρε − ρ‖∞ + Hp|z|
∥∥∥(σε)−1 − σ−1∥∥∥
∞
. Like before, Lemma
3.30 is useful to adapt the end of the proof in [43].
3.7.4 About the estimate of ∇Y
Lemma 3.32. We make the following assumptions:
• b and σ are of class C1 with bounded derivatives;
• if we define ρl : (x, y, p, h) 7→ fl(x, y, pσl(x), h), then ρ is of class C1 with bounded derivatives;
• g is of class C1 with derivatives which grow at most polynomially;
• f (•, 0, 0, 0) and g have at most polynomial growth;
• for all l ∈ L, σl(Rd) ⊂ GLd(R) and x 7→ σl(x)−1 is bounded;
• for all l ∈ L, ∂hl f takes its values in (−1,+∞).
Then the functions un are differentiable w.r.t. x and when the right hand side is finite, we have :
|∂xun(t, x)| 6 C
(
4√
E+
4√
EQ
) [
1+ |Yt,x,n|∗,4t,T + |Ht,x,n|∗,4t,T +
(∫ T
t
∣∣∣ fNt,ns (Xt,x,ns , 0, 0, 0)∣∣∣ ds
)4]
,
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where the constant C depends on ‖ρ‖lip,x, ‖ρ‖lip,p, ‖ f ‖lip,y, ‖ f ‖lip,h, µ, T, k,
∥∥σ−1∥∥∞, ‖b‖lip and ‖σ‖lip.
The probability measure Q is defined by the Doléans-Dade exponential (where Θ = (X, Y, Z, H)):
dQ
dP
= E
(
d
∑
j=1
∫ •
t
∂zj fNt,ns (Θ
t,x,n
s )dW
j
s +
k−1
∑
l=1
∫ •
t
∂hl fNt,ns (Θ
t,x,n
s )dMs(l)
)
•∈[t,T]
.
Proof. In what follows, we write Θt,x,nr =
(
Xt,x,nr , Y
t,x,n
r , Z
t,x,n
r , H
t,x,n
r
)
. We can write equation (3.22),
under differential form:
dYt,x,ns = − fNt,ns
(
Θt,x,ns
)
ds +
d
∑
j=1
Zt,x,ns (j)dW
j
s +
k−1
∑
l=1
Ht,x,ns (l)dMs(l), (3.26)
where Zt,x,ns (j) stands for the jth coefficient of the row Z
t,x,n
s . Due to the regularity of the coefficients,
we are allowed to differentiate (3.26) w.r.t. x and after a use of discounting method,
d
(
e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Yt,x,ns
)
= e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr
(
−∂x fNt,ns
(
Θt,x,ns
)∇Xt,x,ns ds− d∑
j=1
∂zj fNt,ns
(
Θt,x,ns
)∇Zt,x,ns (j)ds
−
k−1
∑
l=1
∂hl fNt,ns
(
Θt,x,ns
)∇Ht,x,ns (l)ds + d∑
j=1
∇Zt,x,ns (j)dW js +
k−1
∑
l=1
∇Ht,x,ns (l)dMs(l)
)
.
After a change of probability measure, between s and T (for s ∈ [t, T]), the integral form of this
equation can be written as:
e
∫ T
t ∂y fNt,nr
(Θt,x,nr )dr∇Yt,x,nT − e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Yt,x,ns
= −
∫ T
s
e
∫ r
t ∂y fNt,nu
(Θt,x,nu )du
∂x fNt,nr
(
Θt,x,nr
)∇Xt,x,nr dr + d∑
j=1
∫ T
s
e
∫ r
t ∂y fNt,nu
(Θt,x,nu )du∇Zt,x,nr (j)dW˜ jr
+
k−1
∑
l=1
∫ T
s
e
∫ r
t ∂y fNt,nu
(Θt,x,nu )du∇Ht,x,nr (l)dM˜r(l). (3.27)
We define Ft,x,ns = e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Yt,x,ns +
∫ s
t
e
∫ r
t ∂y fNt,nu
(Θt,x,nu )du
∂x fNt,nr
(
Θt,x,nr
)∇Xt,x,nr dr, and then
equation (3.27) becomes:
Ft,x,ns = F
t,x,n
T −
d
∑
j=1
∫ T
s
e
∫ r
t ∂y fNt,nu
(Θt,x,nu )du∇Zt,x,nr (j)dW˜ jr −
k−1
∑
l=1
∫ T
s
e
∫ r
t ∂y fNt,nu
(Θt,x,nu )du∇Ht,x,nr (l)dM˜r(l),
(3.28)
and it tells us that Ft,x,n is a Q-martingale. We recall that for every s ∈ [t, T], we have the following
expressions:
Yt,x,ns = uNt,ns
(
s, Xt,x,ns
)
, ∇Yt,x,ns = ∂xuNt,ns
(
s, Xt,x,ns
)∇Xt,x,ns ,
Zt,x,ns = ∂xuNt,ns
(
s, Xt,x,ns
)
σNt,ns
(
Xt,x,ns
)
= ∇Yt,x,ns
(∇Xt,x,ns )−1 σNt,ns (Xt,x,ns )
and Ht,x,ns (l) = uNt,n
s−+l
(s, Xt,x,ns )− uNt,n
s−
(s, Xt,x,ns ).
Indeed, ∇Xt,x,ns is invertible. We can show that ∇Xt,x,n is the solution of the linear SDE (because b
and σ are C1 with bounded derivatives):
d∇Xt,x,ns = ∂xbNt,ns
(
Xt,x,ns
)∇Xt,x,ns ds + d∑
j=1
∂
j
xσNt,ns
(
Xt,x,ns
)∇Xt,x,ns dW js ,
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whose solution is
∇Xt,x,ns = exp
(∫ t
s
{
∂xbNt,nr
(
Xt,x,nr
)− 1
2
d
∑
j=1
∂
j
xσNt,nr
(
Xt,x,nr
) [
∂
j
xσ
(
Xt,x,nr
)]∗}
dr
+
d
∑
j=1
∫ s
t
∂
j
xσNt,nr
(
Xt,x,nr
)
dW jr
)
,
where the notation ∂jxσNt,ns
(
Xt,x,ns
)
stands for the (d× d)-matrix
∂x
[
σNt,ns
(
Xt,x,ns
)](1,j)
...
∂x
[
σNt,ns
(
Xt,x,ns
)](d,j)
 ,
and where
[
σNt,ns
(
Xt,x,ns
)](i,j)
is the coefficient at line i and column j in the matrix σNt,ns
(
Xt,x,ns
)
. This
way, we see that
(
∇Xt,x,ns
)−1
is solution of the following linear SDE:
d
(∇Xt,x,ns )−1 = (∇Xt,x,ns )−1
{
−∂xbNt,ns
(
Xt,x,ns
)
+
1
2
d
∑
j=1
∂
j
xσNt,ns
(
Xt,x,ns
) [
∂
j
xσNt,ns
(
Xt,x,ns
)]∗}
ds
− (∇Xt,x,ns )−1 d∑
j=1
∂
j
xσNt,ns
(
Xt,x,ns
)
dW js . (3.29)
For every s ∈ [t, T], we set
Rt,x,ns = Z
t,x,n
s σNt,ns
(
Xt,x,ns
)−1
= ∇Yt,x,ns
(∇Xt,x,ns )−1 = ∂xuNt,ns (s, Xt,x,ns ) ,
βt,x,ns =
∫ s
t
e
∫ r
t ∂y fNt,nu
(Θt,x,nu )du
∂x fNt,nr
(
Θt,x,nr
)∇Xt,x,nr dr (∇Xt,x,ns )−1 ,
and finally we define the process
R˜t,x,ns = F
t,x,n
s
(∇Xt,x,ns )−1 = e∫ st ∂y fNt,nr (Θt,x,nr )drRt,x,ns + βt,x,ns .
Using the integration by parts formula, combining (3.28) and (3.29), one gets:
dR˜t,x,ns = R˜
t,x,n
s
{
−∂xbNt,ns
(
Xt,x,ns
)
+
1
2
d
∑
j=1
∂
j
xσNt,ns
(
Xt,x,ns
) [
∂
j
xσNt,ns
(
Xt,x,ns
)]∗
−
d
∑
j=1
∂zj fNt,ns
(
Θt,x,ns
)
∂
j
xσNt,ns
(
Xt,x,ns
)}
ds
−
d
∑
j=1
e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Zt,x,ns (j)
(∇Xt,x,ns )−1 ∂jxσNt,ns (Xt,x,ns ) ds
+
d
∑
j=1
{
e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Zt,x,ns (j)
(∇Xt,x,ns )−1 − R˜t,x,ns ∂jxσNt,ns (Xt,x,ns )
}
dW˜ js
+
k−1
∑
l=1
e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Ht,x,ns (l)
(∇Xt,x,ns )−1 dM˜s(l). (3.30)
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Then, let us take a new parameter λ ∈ R; we have:
d
∣∣∣eλsR˜t,x,ns ∣∣∣2
= e2λsR˜t,x,ns
{
2λId − 2∂xbNt,ns
(
Xt,x,ns
)
+
d
∑
j=1
∂
j
xσNt,ns
(
Xt,x,ns
) [
∂
j
xσNt,ns
(
Xt,x,ns
)]∗
−2
d
∑
j=1
∂zj fNt,ns
(
Θt,x,ns
)
∂
j
xσNt,ns
(
Xt,x,ns
)} (
R˜t,x,ns
)∗
ds
− 2e2λs
d
∑
j=1
e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Zt,x,ns (j)
(∇Xt,x,ns )−1 ∂jxσNt,ns (Xt,x,ns ) (R˜t,x,ns )∗ ds
+ 2e2λs
d
∑
j=1
{
e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Zt,x,ns (j)
(∇Xt,x,ns )−1 − R˜t,x,ns ∂jxσNt,ns (Xt,x,ns )
} (
R˜t,x,ns
)∗
dW˜ js
+ e2λs
d
∑
j=1
∣∣∣∣e∫ st ∂y fNt,nr (Θt,x,nr )dr∇Zt,x,ns (j) (∇Xt,x,ns )−1 − R˜t,x,ns ∂jxσNt,ns (Xt,x,ns )
∣∣∣∣2 ds
+ e2λs
k−1
∑
l=1
{∣∣∣∣R˜t,x,ns + e∫ st ∂y fNt,nr (Θt,x,nr )dr∇Ht,x,ns (l) (∇Xt,x,ns )−1∣∣∣∣2 − ∣∣∣R˜t,x,ns ∣∣∣2
}
dM˜s(l)
+ µe2λs
k−1
∑
l=1
∣∣∣∣e∫ st ∂y fNt,nr (Θt,x,nr )dr∇Ht,x,ns (l) (∇Xt,x,ns )−1∣∣∣∣2 ds. (3.31)
If we denote γj = e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Zt,x,ns (j)
(
∇Xt,x,ns
)−1
and δj = R˜
t,x,n
s ∂
j
xσNt,ns
(
Xt,x,ns
)
, we remark
that we have the inequality −2γjδ∗j + |γj − δj|2 = |γj − 2δj|2 − 3|δj|2. Thus,
d
∣∣∣eλsR˜t,x,ns ∣∣∣2
= 2e2λsR˜t,x,ns
{
λId − ∂xbNt,ns
(
Xt,x,ns
)− d∑
j=1
∂
j
xσNt,ns
(
Xt,x,ns
) [
∂
j
xσNt,ns
(
Xt,x,ns
)]∗
−
d
∑
j=1
∂zj fNt,ns
(
Θt,x,ns
)
∂
j
xσ
(
Xt,x,ns
)} (
R˜t,x,ns
)∗
ds
+ e2λs
d
∑
j=1
∣∣∣∣e∫ st ∂y fNt,nr (Θt,x,nr )dr∇Zt,x,ns (j) (∇Xt,x,ns )−1 − 2R˜t,x,ns ∂jxσNt,ns (Xt,x,ns )
∣∣∣∣2 ds
+ µe2λs
k−1
∑
l=1
∣∣∣∣e∫ st ∂y fNt,nr (Θt,x,nr )dr∇Ht,x,ns (l) (∇Xt,x,ns )−1∣∣∣∣2 ds
+ 2e2λs
d
∑
j=1
{
e
∫ s
t ∂y fNt,nr
(Θt,x,nr )dr∇Zt,x,ns (j)
(∇Xt,x,ns )−1 − R˜t,x,ns ∂jxσNt,ns (Xt,x,ns )
} (
R˜t,x,ns
)∗
dW˜ js
+ e2λs
k−1
∑
l=1
{∣∣∣∣R˜t,x,ns + e∫ st ∂y fNt,nr (Θt,x,nr )dr∇Ht,x,ns (l) (∇Xt,x,ns )−1∣∣∣∣2 − ∣∣∣R˜t,x,ns ∣∣∣2
}
dM˜s(l). (3.32)
This way, we can see that, for λ great enough (that is to say bigger than something depending only on
‖b‖lip, ‖σ‖lip and ‖ f ‖lip,z — note that f is Lipschitz continuous w.r.t. z and ‖ f ‖lip,z 6 ‖ρ‖lip,p‖σ−1‖∞),
the process
(∣∣∣eλsR˜t,x,ns ∣∣∣2)
s∈[t,T]
is a Q-submartingale. So, we get:
∣∣∣Rt,x,nt ∣∣∣2 (T − t) 6 e−2λtEQ [∫ T
t
e2λs
∣∣∣R˜t,x,ns ∣∣∣2 ds] 6 e2λ(T−t)EQ [∫ T
t
∣∣∣R˜t,x,ns ∣∣∣2 ds] .
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But R˜t,x,ns = e
∫ s
t ∂y fNt,nr
(Θt,x,nr )drRt,x,ns + β
t,x,n
s and ∂y f is bounded by ‖ f ‖lip,y, so∣∣∣Rt,x,nt ∣∣∣2 (T − t) 6 2e2(λ+‖ f ‖lip,y)(T−t)EQ [∫ T
t
∣∣Rt,x,ns ∣∣2 ds]+ 2e2λ(T−t)EQ [∫ T
t
∣∣βt,x,ns ∣∣2 ds] .
On the one hand, we have:
EQ
[∫ T
t
∣∣Rt,x,ns ∣∣2 ds]
6
∥∥∥σ−1∥∥∥2
∞
E
[(∫ T
t
∣∣Zt,x,ns ∣∣2 ds) exp(∫ T
t
∂z fNt,ns
(
Θt,x,ns
)
dWs − 12
∫ T
t
∣∣∣∂z fNt,ns (Θt,x,ns )∣∣∣2 ds
)
exp
(
k−1
∑
l=1
∫ T
t
∂hl fNt,ns
(
Θt,x,ns
)
dMs(l)− µ
∫ T
t
(
e
∂hl
f
Nt,ns
(Θt,x,ns ) − 1
)
ds
)]
6
∥∥∥σ−1∥∥∥2
∞
E
[(∫ T
t
∣∣Zt,x,ns ∣∣2 ds)2
]1/2
E
[
exp
(∫ T
t
2∂z fNt,ns
(
Θt,x,ns
)
dWs − 12
∫ T
t
∣∣∣2∂z fNt,ns (Θt,x,ns )∣∣∣2 ds
)
exp
(∫ T
t
∣∣∣∂z fNt,ns (Θt,x,ns )∣∣∣2 ds
)
exp
(
k−1
∑
l=1
∫ T
t
2∂hl fNt,ns
(
Θt,x,ns
)
dMs(l)− µ
∫ T
t
(
e
2∂hl fNt,ns
(Θt,x,ns ) − 1
)
ds
)
exp
(
µ
k−1
∑
l=1
∫ T
t
(
e
2∂hl fNt,ns
(Θt,x,ns ) − 2e∂hl fNt,ns (Θ
t,x,n
s )
+ 1
)
ds
)]1/2
6
∥∥∥σ−1∥∥∥2
∞
exp
‖ f ‖2lip,z + µ(k− 1)
(
e2‖ f ‖lip,h+1
)
2
(T − t)
E [(∫ T
t
∣∣Zt,xs ∣∣2 ds)2
]1/2
(3.33)
Using Lemma 3.30, we have (where C depends on the Lipschitz constants of f w.r.t. y, z and h, µ and
T):
E
[(∫ T
t
|Zt,x,ns |2 ds
)2]
6 CE
[
|Yt,x,n|∗,4t,T + |Ht,x,n|∗,4t,T +
(∫ T
t
∣∣∣ fNt,ns (Xt,x,ns , 0, 0, 0)∣∣∣ ds
)4]
.
On the other hand, using Lemma 2.1 of [43], we can bound E
[
|∇Xt,x,n|∗,4t,T
]
and E
[∣∣∣(∇Xt,x,n)−1∣∣∣∗,4
t,T
]
,
independently of x. Also, we have |∂x f (Θt,x,nr )| 6 ‖ρ‖lip,x + ‖ρ‖lip,p|Zt,x,nr |‖σ‖lip‖σ−1‖2∞, and we can
use Cauchy-Schwarz inequality to prove:
EQ
[∫ T
t
|βt,x,ns |2 ds
]
6 e2‖ f ‖lip,y(T−t)EQ
[
|∇Xt,x,n|∗,8t,T
]1/4
EQ
[∣∣∣(∇Xt,x,n)−1∣∣∣∗,8
t,T
]1/4
(T − t)
∫ T
t
EQ
[(∫ s
t
{2‖ρ‖2lip,x + 2‖ρ‖2lip,p|Zt,x,nr |2‖σ‖2lip‖σ−1‖4∞}dr
)2]1/2
ds
6 C(‖ f ‖lip,y, T − t, ‖b‖lip, ‖σ‖lip, ‖ f ‖lip,z)∫ T
t
{
8(T − t)2‖ρ‖4lip,x + 8‖ρ‖4lip,p‖σ‖4lip‖σ−1‖8∞EQ
[(∫ s
t
|Zt,x,nr |2 dr
)2]}1/2
ds.
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Due to Lemma 3.30, we have (where C depends on the Lipschitz constants of f w.r.t. y, z and h, µ
and T):
EQ
[(∫ T
t
|Zt,x,nr |2 dr
)2]
6 CEQ
[
|Yt,x,n|∗,4t,T + |Ht,x,n|∗,4t,T +
(∫ T
t
{∣∣∣ fNt,nr (Xt,x,nr , 0, 0, 0)∣∣∣+ ‖ f ‖lip,z + ‖ f ‖lip,h} dr
)4]
.
We recall that Rt,x,nt = ∂xun(t, x). We have the conclusion:
|∂xun(t, x)|2 6 C′
(√
E+
√
EQ
) [
1+ |Yt,x,n|∗,4t,T + |Ht,x,n|∗,4t,T +
(∫ T
t
∣∣∣ fNt,nr (Xt,x,nr , 0, 0, 0)∣∣∣ dr
)4]
,
where C′ depends on ‖ f ‖lip,y, ‖ f ‖lip,h, µ, k, T, ‖b‖lip, ‖σ‖lip, ‖ρ‖lip,x, ‖ρ‖lip,p and ‖σ−1‖∞.
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Chapitre 4
EDSR ergodique à bruit Lévy et
application au comportement en temps
long de la solution de viscosité d’une
EIDP
Résumé
Nous étudions dans ce chapitre des EDSRE pour lesquelles le bruit de l’EDS sous-jacente a un bruit
donné par un processus de Lévy et une dérive faiblement dissipative. Nous étudions l’existence et
l’unicité de la solution de telles EDSRE et nous appliquons nos résultats à un problème de contrôle
ergodique optimal. En particulier, nous obtenons le comportement en temps long de la solution de
viscosité d’une équation intégro-différentielle partielle, avec une vitesse de convergence exponen-
tielle.
Mots-clés : équation différentielle stochastique rétrograde ergodique ; bruit Lévy ; équation intégro-
différentielle partielle ; comportement en temps long ; vitesse de convergence.
Abstract
We study in this chapter an EBSDE whose underlying SDE has a Lévy noise and a weakly dissipative
drift. We study existence and uniqueness of solution of such EBSDEs and we apply our results to an
ergodic optimal control problem. Finally, we obtain the large time behaviour of the viscosity solution
of a partial integro-differential equation, with an exponential rate of convergence.
Key words: ergodic backward stochastic differential equation; Lévy noise; partial integro-differential
equation; large time behaviour; rate of convergence.
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4.1 Introduction
Let (Ω,F , (Ft)t>0,P) be a right continuous and complete stochastic basis. The given data of our
equation consists in:
• L, a Lévy d-dimensional martingale; it means that we can write Lt = QWt +
∫ t
0
∫
B
yN˜(ds, dy),
where Q ∈ Md(R), W is a standard d-dimensional Brownian motion, and N˜ is the compen-
sated Poisson random measure of N (whose intensity measure can be written as ν(dy)dt), well
defined on R+ × B, with B = Rd\{0} the Blackwell space;
• x ∈ Rd;
• Xx, an Rd-valued process, starting from x, which is the solution of the SDE: for all t ∈ R+,
Xxt = x +
∫ t
0
Ξ(Xxs )ds +
∫ t
0
σ dLs; (4.1)
• f : Rd × (Rd)∗ × L2(ν)→ R a measurable function.
We study the following EBSDE in infinite horizon: for all t, T ∈ R+, such that 0 6 t 6 T < ∞,
Yxt = Y
x
T +
∫ T
t
{ f (Xxs , Zxs , Uxs )− λ} ds−
∫ T
t
Zxs dWs −
∫ T
t
∫
B
Uxs (y) N˜(ds, dy), (4.2)
where the unknown is the quadruplet (Yx , Zx , Ux , λ), with:
• Yx a real-valued and progressively measurable process;
• Zx an (Rd)∗-valued and progressively measurable process;
• Ux an L2(ν)-valued and progressively measurable process;
• λ a real number.
Ergodic BSDEs, with an additive Brownian noise, have already been widely studied. This class
of BSDEs was first studied by Fuhrman, Hu and Tessitore in [26] in order to study optimal ergodic
control problem; their main assumption was the strong dissipativity of Ξ, that is to say:
∃η > 0, ∀x, x′ ∈ Rd, 〈Ξ(x)− Ξ(x′), x− x′〉 6 −η|x− x′|2.
This assumption was then weakened in [22], where Ξ can be written as the sum of a disspative
function and a bounded function. Under similar assumptions, the authors of [35] studied the large
time behaviour of finite horizon BSDEs:
YT,xt = g(X
x
T) +
∫ T
t
f (Xxs , Z
T,x
s )ds−
∫ T
t
ZT,xs dWs, t ∈ [0, T], (4.3)
and they proved that it was linked with ergodic BSDEs. More precisely, they proved the existence of
a constant L ∈ R, such that for all x ∈ Rd,
YT,x0 − λT −Yx0 −→T→∞ L;
and they even obtained an exponential rate of convergence. More recently, the two authors of this
paper proved that this convergence and this rate still hold when the noise is multiplicative (see [32]).
Ergodic BSDEs with jumps have already been investigated by Cohen and Fedyashov in [17]. They
obtain existence and uniqueness of the solution of ergodic BSDEs using an auxiliary discounted
equation; for the reader convenience, we detailed here the proofs of some of their results. Moreover,
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due to Itô’s formula and a comparison theorem (see e.g. [23]), under some additional assumptions,
the ergodic BSDE
Yxt = Y
x
T +
∫ T
t
{ f (Xxs , Zxs , Uxs · δ)− λ} ds−
∫ T
t
Zxs dWs −
∫ T
t
∫
B
Uxs (y) N˜(ds, dy), 0 6 t 6 T < ∞
(4.4)
has a solution such that we can write Yxt = v(X
x
t ), where (v, λ) is the viscosity solution of:
Lv(x) + f (x,∇v(x)σQ,J v(x)) = λ, ∀x ∈ Rd, (4.5)
where L is the generator of the Kolmogorov semigroup of Xx, and J a jump operator.
Exactly the same way (see [11]), the solution of the finite horizon BSDE
YT,xt = g(X
x
T) +
∫ T
t
f (Xxs , Z
T,x
s , U
T,x
s · δ)ds−
∫ T
t
ZT,xs dWs −
∫ T
t
∫
B
UT,xs (y) N˜(ds, dy), t ∈ [0, T],
(4.6)
can be written as YT,xt = u(T − t, Xxt ), where u is the viscosity solution of the Cauchy problem:{
∂tu(t, x) = Lu(t, x) + f (x, ∂xu(t, x)σQ,J u(t, x)) ∀(t, x) ∈ R+ ×Rd,
u(0, x) = g(x) ∀x ∈ Rd. (4.7)
Uniqueness of the viscosity solution of such PIDEs can be used in order to get the large time
behaviour of the solution of BSDE (4.6), with an exponential rate of convergence. These results can
be directly applied to the corresponding PIDEs, to get:
u(T, x)− λT − v(x) −→
T→∞
L. (4.8)
In [6], Barles, Ley and Topp study the large time behaviour of PIDEs in a periodic setting; under their
assumptions, they prove a convergence similar to (4.8), but without any rate of convergence. This
topic is also investigated in [4] and [5].
Moreover, our results can also be applied to an optimal control problem.
The paper is organised as follows. In section 2, we study an SDE slightly more general than (4.1):
indeed, it is the SDE satisfied by X after a change of probability space, due to Girsanov’s theorem.
Section 3 is devoted to an auxiliary discounted BSDE of infinite horizon; then, we prove existence and
uniqueness for the solution of the ergodic BSDE (4.2). Section 4 consists of existence and uniqueness
of the viscosity solution for the problems (4.7) and (4.5). The large time behaviour of the solution
of (4.6) will be presented in section 5, and is directly applied to the large time behaviour for the
viscosity solution of (4.7). Finally, section 6 applies the results of this paper to an optimal ergodic
control problem.
4.2 The forward SDE
We consider the following SDE:
dXt = Ξ(t, Xt)dt + σ dLt, Xt0 = x (4.9)
and we make the following assumptions:
• Ξ : R+ ×Rd → Rd is Lipschitz continuous w.r.t. x, uniformly in t; |Ξ(t, x)| 6 ξ1 + ξ2|x|;
• Ξ is weakly dissipative, i.e. Ξ(t, x) = ξ(x) + b(t, x), where ξ is η-dissipative, locally Lipschitz
and b is bounded;
• σQ ∈ GLd(R);
• ν is a finite measure and mp0(ν) :=
∫
B
|y|p0 ν(dy) < ∞, for some p0 > 2.
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Theorem 4.1. For all p ∈ [2, p0] and T ∈ (t0,∞), there exists a unique process Xt0 ,x ∈ LpP (Ω, C([t0, T],Rd))
strong solution to (4.9).
Proof. We fix T > t0, and we define XT the set of predictable processes Y : [t0, T]×Ω→ Rd such that
‖Y‖T := sup
t∈[t0 ,T]
E[|Yt|p]1/p < ∞.
For every β > 0 and Y ∈ XT , we set
‖Y‖T,β := sup
t∈[t0 ,T]
e−βtE[|Yt|p]1/p.
(XT , ‖ • ‖T) is a Banach space, and for every β > 0, the norms ‖ • ‖T,β and ‖ • ‖T are equivalent. We
define the function I : Y 7→ x +
∫ t
t0
Ξ(s, Ys)ds +
∫ t
t0
σQ dWs +
∫ t
t0
∫
B
σy N˜(ds, dy). When Y ∈ XT , we
have:
‖I(Y)‖pT,β 6 sup
t∈[t0 ,T]
e−pβtE
[∣∣∣∣∫ tt0 Ξ(s, Ys)ds
∣∣∣∣p]+ sup
t∈[t0 ,T]
e−pβtE
[∣∣∣∣∫ tt0 σQ dWs
∣∣∣∣p]
+ sup
t∈[t0 ,T]
e−pβtE
[∣∣∣∣∫ tt0
∫
B
σy N˜(ds, dy)
∣∣∣∣p]
6 sup
t∈[t0 ,T]
e−pβttp−1E
[∫ t
t0
|Ξ(s, Ys)|p ds
]
+E
[
sup
t∈[t0 ,T]
∣∣∣∣∫ tt0 σQ dWs
∣∣∣∣p
]
+ E
[
sup
t∈[t0 ,T]
∣∣∣∣∫ tt0
∫
B
σy N˜(ds, dy)
∣∣∣∣p
]
6 sup
t∈[t0 ,T]
e−pβt(2t)p−1E
[∫ t
t0
(ξ
p
1 + ξ
p
2 |Ys|p)ds
]
+ Cp
(∫ T
t0
|σQ|2F ds
)p/2
+ CpE
[(∫ T
t0
∫
B
|σy|2 N(ds, dy)
)p/2]
6 (2T)p−1E
[∫ T
t0
(ξ
p
1 + ξ
p
2 |Ys|p)ds
]
+ Cp|σ|pF|Q|pFTp/2
+ Cp|σ|pFE
[(∫
B
|y|2 N([t0, T], dy)
)p/2]
,
where the constant Cp is given by Burkholder-Davis-Gundy inequality. But, for J ∼ P((T− t0)ν(B))
and X an independent i.i.d.r.v. sequence of common law
ν
ν(B)
over B, we get, using Minkowski
inequality:
E
[(∫
B
|y|2 N([t0, T], dy)
)p/2]
= E
( J∑
j=1
|Xj|2
)p/2 = ∞∑
j=1
P(J = j)E
( j∑
k=1
|Xk|2
)p/2
6
∞
∑
j=1
P(J = j)
(
j
∑
k=1
E[|Xk|p]2/p
)p/2
6
∞
∑
j=1
P(J = j)jp/2E[|X1|p]
= E[Jp/2]
∫
B
|y|p ν(dy)
ν(B)
.
This way, we have, for a constant C depending only on p, T, |Q|F, ν(B), ξ1, ξ2 and |σ|F:
‖I(Y)‖pT,β 6 C(1+ ‖Y‖
p
T,β).
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This proves that I(Y) ∈ XT . In order to prove that I is a contraction, we see that, for Y, Z ∈ XT , we
have:
‖I(Y)− I(Z)‖pT,β = sup
t∈[t0 ,T]
e−pβtE
[∣∣∣∣∫ tt0 {Ξ(s, Ys)− Ξ(s, Zs)}ds
∣∣∣∣p]
6 sup
t∈[t0 ,T]
e−pβttp−1E
[∫ t
t0
|Ξ(s, Ys)− Ξ(s, Zs)|p ds
]
6 Tp−1‖Ξ‖plip sup
t∈[t0 ,T]
e−pβt
∫ t
t0
E[|Ys − Zs|p]ds
6 Tp−1‖Ξ‖plip‖Y− Z‖
p
T,β sup
t∈[t0 ,T]
e−pβt
∫ t
t0
epβs ds
6
Tp−1‖Ξ‖plip
pβ
‖Y− Z‖pT,β.
Taking β large enough ends the proof.
Proposition 4.2. For all p ∈ (0, p0] and T > t0, we have:
E
[
sup
t∈[t0 ,T]
|Xt0 ,xt |p
]
6 C(1+ |x|p),
where C only depends on p, T, ξ1, ξ2, |σ|F, |Q|F, mp(ν) and ν(B).
Proof. This is a straightforward consequence of Burkholder-Davis-Gundy inequality and Gronwall’s
lemma.
Proposition 4.3. Let T > t0, β : R+ ×Rd → Rd and γ : R+ ×Rd → L2(ν) be two bounded functions,
continuous in the second variable, and we suppose that 1 + γ is non-negative. Using Girsanov theorem, we
define a new probability measure QT by:
dQT
dP
= E
(∫ •
t0
〈β(s, Xt0 ,xs ), dWs〉+
∫ •
t0
∫
B
γ(s, Xt0 ,xs− )(y) N˜(ds, dy)
)
•∈[t0 ,T]
,
where E denotes the Doléans-Dade exponential. Then, for all p ∈ [2, p0], we have:
sup
T>t0
EQT
[
|Xt0 ,xT |p
]
6 C(1+ |x|p),
and the constant C only depends on p, η, ‖b‖∞, |σ|F, |Q|F, m1(ν), m2(ν), mp(ν), ‖β‖∞ and ‖γ‖∞.
Proof. The case p = 2 is easier, so we will focus on the case p > 2.
By Itô’s formula, we get, for 0 6 t 6 T:
|Xt0 ,xt |p − |x|p = p
∫ t
t0
|Xt0 ,xs |p−2〈Xt0 ,xs ,Ξ(s, Xt0 ,xs )〉ds + p
∫ t
t0
|Xt0 ,xs |p−2〈Xt0 ,xs , σQ dWs〉
+
p(p− 2)
2
∫ t
t0
|Xt0 ,xs |p−4|(Xt0 ,xs )∗σQ|2 ds + p2
∫ t
t0
|Xt0 ,xs |p−2|σQ|2F ds
+
∫ t+
t0
∫
B
{
|Xt0 ,xs− + σy|p − |Xt0 ,xs− |p
}
(N(ds, dy)− ν(dy)ds)
+
∫ t
t0
∫
B
{
|Xt0 ,xs + σy|p − |Xt0 ,xs |p − p|Xt0 ,xs |p−2〈Xt0 ,xs , σy〉
}
ν(dy)ds
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|Xt0 ,xt |p − |x|p = p
∫ t
t0
|Xt0 ,xs |p−2〈Xt0 ,xs ,Ξ(s, Xt0 ,xs )〉ds + p
∫ t
t0
|Xt0 ,xs |p−2〈Xt0 ,xs , σQ (dWs − β(s, Xt0 ,xs )ds)〉
+ p
∫ t
t0
|Xt0 ,xs |p−2〈Xt0 ,xs , σQβ(s, Xt0 ,xs )〉ds + p(p− 2)2
∫ t
t0
|Xt0 ,xs |p−4|(Xt0 ,xs )∗σQ|2 ds
+
p
2
∫ t
t0
|Xt0 ,xs |p−2|σQ|2F ds +
∫ t+
t0
∫
B
{
|Xt0 ,xs− + σy|p − |Xt0 ,xs− |p
}
γ(s, Xt0 ,xs− )(y)ν(dy)ds
+
∫ t+
t0
∫
B
{
|Xt0 ,xs− + σy|p − |Xt0 ,xs− |p
}
(N(ds, dy)− (1+ γ(s, Xt0 ,xs− )(y))ν(dy)ds)
+
∫ t
t0
∫
B
{
|Xt0 ,xs + σy|p − |Xt0 ,xs |p − p|Xt0 ,xs |p−2〈Xt0 ,xs , σy〉
}
ν(dy)ds
We can take the expectation, and then the derivative w.r.t. t:
∂tE
QT
[
|Xt0 ,xt |p
]
= pEQT
[
|Xt0 ,xt |p−2〈Xt0 ,xt ,Ξ(t, Xt0 ,xt )〉
]
+ pEQT
[
|Xt0 ,xt |p−2〈Xt0 ,xt , σQβ(t, Xt0 ,xt )〉
]
+
p(p− 2)
2
EQT
[
|Xt0 ,xt |p−4|(Xt0 ,xt )∗σQ|2
]
+
p
2
EQT
[
|Xt0 ,xt |p−2|σQ|2F
]
+EQT
[∫
B
{
|Xt0 ,xt + σy|p − |Xt0 ,xt |p
}
γ(t, Xt0 ,xt− )(y)ν(dy)
]
+EQT
[∫
B
{
|Xt0 ,xt + σy|p − |Xt0 ,xt |p − p|Xt0 ,xt |p−2〈Xt0 ,xt , σy〉
}
ν(dy)
]
Using Taylor-Lagrange and Cauchy-Schwarz inequalities, we obtain:∣∣∣|Xt0 ,xt + σy|p − |Xt0 ,xt |p∣∣∣ 6 sup
w∈[0,1]
p|Xt0 ,xt + wσy|p−1|σy| 6 p2p−2
(
|Xt0 ,xt |p−1 + |σy|p−1
)
|σy|
∣∣∣|Xt0 ,xt + σy|p − |Xt0 ,xt |p − p|Xt0 ,xt |p−2〈Xt0 ,xt , σy〉∣∣∣ 6 sup
w∈[0,1]
p(p− 1)
2
|Xt0 ,xt + wσy|p−2|σy|2
6 p(p− 1)
2
(1∨ 2p−3)
(
|Xt0 ,xt |p−2 + |σy|p−2
)
|σy|2
This way:
∂tE
QT
[
|Xt0 ,xt |p
]
= −pηEQT [|Xxt |p] + p(‖b‖∞ + |σ|F|Q|F‖β‖∞ + 2p−2|σ|Fm1(ν)‖γ‖∞)EQT
[
|Xxt |p−1
]
+
p(p− 1)
2
|σ|2F
(
|Q|2F + (1∨ 2p−3)m2(ν)
)
E
[
|Xt0 ,xt |p−2
]
+
(
p2p−2‖γ‖∞ + p(p− 1)2 (1∨ 2
p−3)
)
|σ|pFmp(ν)
Using Young’s inequality, we can show that, for some ε > 0, we have:
∂tE
[
|Xt0 ,xt |p
]
6 −εE
[
|Xt0 ,xt |p
]
+ Cε,
where Cε depends only on p, η, ‖b‖∞, |σ|F, |Q|F, m1(ν), m2(ν), mp(ν), ‖β‖∞ and ‖γ‖∞. So:
∂t
(
eεtE
[
|Xt0 ,xt |p
])
6 Cεeεt, and then E
[
|Xt0 ,xt |p
]
6 Cε(1+ |x|p).
Remark 4.4. This result is still true when p ∈ (0, 2), using Jensen inequality and (1 + z)α 6 1 + zα
for z > 0 and α ∈ (0, 1). The only difference is that the dependence on mp(ν) disappears.
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We recall the definition of the semigroup P of the SDE (4.9):
Pt,t0 [φ](x) = E[φ(Xt0 ,xt )].
As usual, when only one time parameter is mentioned, it means that the initial time t0 = 0.
Theorem 4.5. Let φ : Rd → Rd be a measurable function satisfying |φ(x)| 6 cφ(1+ |x|2).
Then, we have:
∀x, y ∈ Rd, ∀t > 0, |Pt[φ](x)−Pt[φ](y)| 6 ĉcφ(1+ |x|2 + |y|2)e−θt, (4.10)
where ĉ and θ only depend on η, ‖b‖∞, ‖σ‖∞, |Q|F and m2(ν).
Proof. See Theorem 5 of [17], with a weighted total variation.
Corollary 4.6. Let β : R+ × Rd → Rd and γ : R+ × Rd → L2(ν) be two bounded and progressively
measurable functions. We also assume that 1 + γ is non-negative. Using Girsanov theorem, we define a new
probability measure by:
dPx,t
dP
= E
(∫ •
0
〈β(s, Xxs ), dWs〉+
∫ •
0
∫
B
γ(s, Xxs−)(y) N˜(ds, dy)
)
•∈[0,t]
,
where E denotes the Doléans-Dade exponential. Moreover, we assume that β and γ are the pointwise limits of
some sequences (βε) and (γε) of functions of class C1b w.r.t. x, and uniformly bounded by ‖β‖∞ and ‖γ‖∞.
Let φ : Rd → Rd be a measurable function with |φ(x)| 6 cφ
(
1+ |x|2). Then we have,
∀x, y ∈ Rd, ∀t > 0,
∣∣∣E˜x,t [φ(Xxt )]− E˜y,t [φ(Xyt )]∣∣∣ 6 ĉcφ (1+ |x|2 + |y|2) e−θt,
where ĉ and θ only depend on η, ‖b‖∞, ‖σ‖∞, |Q|F, m2(ν), ‖β‖∞ and ‖γ‖∞.
Proof. See Lemma 4 of [17].
Lemma 4.7. Let ψ : Rd×
(
Rd
)∗ → R continuous w.r.t. the first variable and Lipschitz continuous w.r.t. the
second one. Let ζ , ζ ′ : R+ ×Rd →
(
Rd
)∗
be such that for every t > 0, ζ(t, •) and ζ ′(t, •) are continuous,
and set:
Γ˜(t, x) =

ψ(x, ζ(t, x))− ψ(x, ζ ′(t, x))
|ζ(t, x)− ζ ′(t, x)|2 (ζ(t, x)− ζ
′(t, x)), if ζ(t, x) 6= ζ ′(t, x),
0, if ζ(t, x) = ζ ′(t, x).
Then, there exists a uniformly bounded sequence of C1 functions w.r.t. x with bounded derivatives
(
Γ˜n
)
n>1
(i.e. for all n, Γ˜n has bounded derivatives w.r.t. x – the bound of derivatives can depend on n – and
supn>1
∥∥∥Γ˜n(t, •)∥∥∥
∞
< ∞ for every t > 0), such that Γ˜n −→n→∞ Γ˜ pointwise.
Proof. See the Lemma 3.7 of [35]: we can approximate the Lipschitz functions by C1 functions with
bounded derivatives and construct a new sequence having the required regularity.
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4.3 The backward SDEs
4.3.1 The infinite horizon BSDE
We consider the infinite horizon BSDE: for every 0 6 t 6 T < ∞,
Yα,xt = Y
α,x
T +
∫ T
t
{ f (Xxs , Zα,xs , Uα,xs )− αYα,xs }ds−
∫ T
t
Zα,xs dWs −
∫ T
t
∫
B
Uα,xs (y)N˜(ds, dy), (4.11)
and we make the following assumptions, for all T > 0:
• the process X satisfies the assumptions of the previous section, with a drift Ξ independent of t;
• f is Lipschitz continuous;
• f (x, z, u)− f (x, z, u′) 6 (u− u′) · γx,z,u,u′t , (· is the scalar product in L2(ν)) with γ measurable
and there exist −1 < C1 6 0 and C2 > 0 such that C1(1∧ |v|) 6 γx,z,u,u
′
t (v) 6 C2(1∧ |v|).
Lemma 4.8. Under those assumptions, there exists a process γ such that:
f (Xt, Zt, Ut)− f (Xt, Zt, U′t) = (Ut −U′t) · γt.
Proof. See Lemma 6 of [17].
Theorem 4.9. For every x ∈ Rd and α > 0, equation (4.11) admits a unique solution (Yα,x , Zα,x , Uα,x),
such that Yα,x is a continuous and bounded process, and with Zα,x and Uα,x progressively measurable and
square-integrable w.r.t. W and N˜. Moreover, we have:
∃C > 0, ∀α > 0, ∀x ∈ Rd, |Yα,xt | 6
C
α
(1+ |Xxt |).
Proof. See Theorem 8 of [17]. The upperbound is somewhat classical (see e.g. [32]).
For any α > 0, we define a function vα : x → Yα,x0 .
Proposition 4.10. The function vα is continuous and we have the following representations:
∀t > 0, Yα,xt = vα(Xxt ) and Uα,xt (y) = vα(Xxt− + σy)− vα(Xxt−) ν-a.e.
Proof. For continuity and representation of Yα,x, see [57]. Let us check the identification of Uα,x. We
set
U˜α,xt (y) = v
α(Xxt− + σy)− vα(Xxt−).
We get: ∫
B
Uα,xt (y)∆N(t, dy) = ∆Y
α,x
t = v
α(Xxt )− vα(Xxt−) =
∫
B
U˜α,xt (y)∆N(t, dy).
Hence, for any T > 0, E
[∫ T
0
∫
B
(Uα,xt (y)− U˜α,xt (y))2 N(dt, dy)
]
= 0 which implies:
E
[∫ T
0
∫
B
(Uα,xt (y)− U˜α,xt (y))2 ν(dy)dt
]
= 0.
114
Proposition 4.11. For every α > 0, we have:
∃C > 0, ∀x, x′ ∈ Rd, |vα(x)− vα(x′)| 6 C(1+ |x|+ |x′|)|x− x′|.
Proof. We approximate vα by a sequence (vε,α) of C1b -functions converging uniformly on every com-
pact set. The functions f and Ξ are also approached by some sequences of C1b -functions converging
uniformly. We consider the BSDE:
Yxt = v
α,ε(Xε,x1 ) +
∫ 1
t
{ f ε(Xε,xs , Zxs , Uxs )− αYxs }ds−
∫ 1
t
Zxs dWs −
∫ 1
t
∫
B
Uxs (y) N˜(ds, dy), t ∈ [0, 1],
and there exists a function uε such that Yx0 = u
ε(x). Using Girsanov’s theorem, there exists a proba-
bility measure Q under which we can write:
uε(x) = EQ
[
e−αvα,ε(Xε,x1 ) +
∫ 1
0
e−αs f ε(Xε,xs , 0, 0)ds
]
.
Then, using a Bismut-Elworthy formula (see [59]):
∂xuε(x) = EQ
[
e−αvα,ε(Xε,x1 )R
ε,x
1 +
∫ T
t
e−αs f ε(Xε,xs , 0, 0)Rε,xs ds
]
,
where Rε,xs =
1
s
∫ s
0
σ−1∇Xε,xr dWQr . After standard calculations, E
[
|Rε,xs |2
]
6 d
2|σ−1|2F
s
e2‖Ξ‖lip . Using
Hölder’s inequality, we find:
|∂xuε(x)| 6 e−αEQ
[∣∣vα,ε(Xε,x1 )∣∣2]1/2 d|σ−1|Fe‖Ξ‖lip + ∫ 10 e−αsEQ
[
| f ε(Xε,xs , 0, 0)|2
]1/2 d|σ−1|F√
s
e‖Ξ‖lip ds
6 C(1+ |x|).
Due to the mean value theorem, we have:
|uε(x)− uε(x′)| 6 C(1+ |x|+ |x′|)|x− x′|.
Finally, Lemma 4.33 gives us what we claimed, because, for any R > 0:
E
[
|uε(x)− vα(x)|2
]
6 E
[
|vε,α(Xε,x1 )− vα(Xε,x1 )|2 + ‖ f − f ε‖∞
]
6 ‖vε,α − vα‖2∞,BR + C(1+ |x|2)P(|X
ε,x
1 | > R)1/2 + ‖ f − f ε‖∞,
and by Markov’s inequality, P(|Xε,x1 | > R) 6
C(1+ |x|2)
R
.
Proposition 4.12. There exists a constant C > 0, such that for every α > 0, we have:
∀x, x′ ∈ Rd, |vα(x)− vα(x′)| 6 C(1+ |x|2 + |x′|2).
Proof.
1. We approximate Ξ by a sequence (Ξε)ε>0 of C1 functions which converges uniformly. One
can check that the functions Ξε can be chosen “uniformly weakly dissipative”. Moreover, f is
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approximated by a sequence ( f ε) of C1b functions converging uniformly. We consider the BSDE
of infinite horizon:
Yε,α,xt = Y
ε,α,x
T +
∫ T
t
{ f ε (Xε,xs , Zε,α,xs , Uε,α,xs )− αYε,α,xs } ds−
∫ T
t
Zε,α,xs dWs
−
∫ T
t
∫
B
Uε,α,xs (y) N˜(ds, dy),
where the process Xε,x satisfies the following equation:
Xε,xt = x +
∫ t
0
Ξε (Xε,xs ) ds +
∫ t
0
σ dLs.
This BSDE has a unique solution, and we can write Yε,α,xt = v
ε,α(Xε,xt ). Due to Proposition 4.11,
we can find, for every ε > 0 a sequence (vδ,ε,α)δ of C1 functions converging uniformly to vε,α
and satisfying
∀x ∈ Rd, |vδ,ε,α(x)| 6 C
α
(1+ |x|).
We consider the finite horizon BSDE:
Yδ,T,ε,α,xt = v
δ,ε,α(Xε,xT ) +
∫ T
t
{ f ε(Xε,xs , Zδ,T,ε,α,xs , Uδ,T,ε,α,xs )− αYδ,T,ε,α,xs }ds
−
∫ T
t
Zδ,T,ε,α,xs dWs −
∫ T
t
∫
B
Hδ,T,ε,α,xs (y) N˜(ds, dy).
This BSDE has a unique solution and satisfies
∣∣∣Yδ,T,ε,α,xt ∣∣∣ 6 Cα (1+ ∣∣Xε,xt ∣∣) P-a.s., for every t > 0.
Also, we can write
Yδ,T,ε,α,xt = u
δ,T,ε,α(t, Xε,xt ), Z
δ,T,ε,α,x
t = ∂xu
δ,T,ε,α(t, Xε,xt )σ and
Uδ,T,ε,α,xt (y) = u
δ,T,ε,α(t, Xε,xt− + σy)− uδ,T,ε,α(t, Xε,xt− )
P-a.s. and for a.e. t > 0. We define:
zδ,T,ε,α(t, x) = ∂xuδ,T,ε,α(t, x)σ, hδ,T,ε,α(t, x) : y 7→ uδ,T,ε,α(t, x + σy)− uδ,T,ε,α(t, x),
Γδ,T,ε,α(t, x) =

f ε(x,zδ,T,ε,α(t,x),0)− f ε(x,0,0)
|zδ,T,ε,α(t,x)|2 z
δ,T,ε,α(t, x), if zδ,T,ε,α(t, x) 6= 0,
0, otherwise,
Γ˜δ,T,ε,α(t, x, x) =

f ε(x,zδ,T,ε,α(t,x),hδ,T,ε,α(t,x))− f ε(x,zδ,T,ε,α(t,x),0)
‖hδ,T,ε,α(t,x)‖2ν
hδ,T,ε,α(t, x), if hδ,T,ε,α(t, x) 6= 0,
0, otherwise.
We can rewrite:
dYδ,T,ε,α,xt = −
{
f ε
(
Xε,xt , 0, 0
)
+ Zδ,T,ε,α,xt Γ
δ,T,ε,α (t, Xε,xt )∗ +Uδ,T,ε,α,xt Γ˜δ,T,ε,α (t, Xε,xt− , Xε,xt )∗
−αYδ,T,ε,α,xt
}
dt + Zδ,T,ε,α,xt dWt +U
δ,T,ε,α,x
t (y) N˜(dt, dy).
Due to Girsanov’s theorem, there exists a probability measure P˜δ,T,ε,α,x under which:
uδ,T,ε,α(0, x) = E˜δ,T,ε,α,x
[
e−αTvδ,ε,α
(
Xε,xT
)
+
∫ T
0
e−αs f ε (Xε,xs , 0, 0) ds
]
.
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On the one hand, using Proposition 4.3:
∣∣∣E˜δ,T,ε,α,x [e−αTvδ,ε,α (Xε,xT )]∣∣∣ 6 e−αTC(1+ |x|).
On the other hand, thanks to Corollary 4.6, we get:∣∣∣E˜δ,T,ε,α,x [ f ε (Xε,xt , 0, 0)]− E˜δ,T,ε,α,y [ f ε (Xε,yt , 0, 0)]∣∣∣ 6 ĉe−θt (1+ |x|2 + |y|2) ,
where ĉ and θ only depend on η, ‖b‖∞, |σ|F, ‖ f ‖lip,z and M f . As a consequence, we get:
|vε,α(x)− vε,α(y)|
= lim
δ→0
∣∣∣uδ,T,ε,α(0, x)− uδ,T,ε,α(0, y)∣∣∣ (see Lemma 4.33)
= lim
T→∞
lim
δ→0
∣∣∣∣E˜δ,T,ε,α,x [e−αTvδ,ε,α(Xε,xT ) + ∫ T0 e−αs f ε(Xε,xs , 0, 0)ds
]
−E˜δ,T,ε,α,y
[
e−αTvδ,ε,α(Xε,yT ) +
∫ T
0
e−αs f ε(Xε,ys , 0, 0)ds
]∣∣∣∣
6 lim sup
T→∞
lim sup
δ→0
e−αT
∣∣∣E˜δ,T,ε,α,x [vδ,ε,α(Xε,xT )]− E˜δ,T,ε,α,y [vδ,ε,α(Xε,yT )]∣∣∣
+ lim sup
T→∞
lim sup
δ→0
∫ T
0
e−αs
∣∣∣E˜δ,T,ε,α,x [ f ε(Xε,xs , 0, 0)]− E˜δ,T,ε,α,y [ f ε(Xε,ys , 0, 0)]∣∣∣ ds
6 0+
∫ ∞
0
e−αs ĉ(1+ |x|2 + |y|2)e−θs ds
6 ĉ
θ
(1+ |x|2 + |y|2). (4.12)
2. Now, our goal is to take the limit when ε → 0. Let D be a dense and countable subset of
Rd. By a diagonal argument, there exists a positive sequence (εp)p such that (vεp ,α)p converges
pointwise over D to a function vα. Because the constant C in Proposition 4.11 does not depend
on ε, vα satisfies the same inequality. Let (Kr) be a sequence of compact sets whose diameter
goes to infinity. The function vα is uniformly continuous on Kr ∩ D, so it has an extension
vα which is continuous on Kr. Passing to the limit as r goes to infinity, we get a continuous
function on Rd, and it is the pointwise limit of the sequence (vεp ,α)p. We denote Y
α,x
t = v
α (Xxt );
we have |Yα,xt | 6 Cα (1+ |Xxt |). Using Lemma 4.32, we have, for every T > 0 :
E
[
|Xεp ,x − Xx|∗,20,T
]
−→
p→∞ 0.
Then, by dominated convergence, we get:
E
[∫ T
0
∣∣∣Yεp ,α,x,nt −Yα,x,nt ∣∣∣2 dt] −→p→∞ 0 and E
[∣∣∣Yεp ,α,xT −Yα,x,nT ∣∣∣2] −→p→∞ 0.
3. We will show that there exist some processes Zα,x and Uα,x belonging to L2P ,loc
(
Ω, L2 (0,∞; E)
)
(where E = (Rd)∗ or L2(ν)) which satisfy
E
[∫ T
0
∣∣∣Zεp ,α,xt − Zα,xt ∣∣∣2 dt]+E [∫ T
0
∥∥∥Uεp ,α,xt −Uα,xt ∥∥∥2ν dt
]
−→
p→∞ 0,
for every T > 0. Indeed,
(
Yα,x , Zα,x , Uα,x
)
is solution of the BSDE (4.11) ; by uniqueness of the
solution, vα ≡ vα and taking the limit in the equation (4.12) gives the result.
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Let us choose p 6 m ∈ N, we define Y˜ = Yεp ,α,x − Yεm ,α,x, Z˜ = Zεp ,α,x − Zεm ,α,x and
U˜ = Uεp ,α,x −Uεm ,α,x. We have:
dY˜t = αY˜t dt +
(
f εm
(
Xεm ,xt , Z
εm ,α,x
t , U
εm ,α,x
t
)− f εp (Xεp ,xt , Zεp ,α,xt , Uεp ,α,xt ))︸ ︷︷ ︸
=: ft
dt + Z˜t dWt
+ U˜t(y) N˜(dt, dy).
Thanks to Itô’s formula, we obtain:
E
[∫ T
0
{
|Z˜t|2 + ‖U˜t‖2ν
}
dt
]
6 E
[∣∣∣Y˜T∣∣∣2]− 2E [∫ T
0
Y˜t ft dt
]
6 E
[∣∣∣Y˜T∣∣∣2]+ 2TM fE [∣∣∣Y˜∣∣∣∗
0,T
(
2+ |Xεm ,x|∗0,T + |Xεp ,x|∗0,T
)]
+ 2‖ f ‖lip,zE
[∣∣∣Y˜∣∣∣∗
0,T
∫ T
0
(∣∣Zεm ,α,xt ∣∣+ ∣∣∣Zεp ,α,xt ∣∣∣) dt]
+ 2‖ f ‖lip,uE
[∣∣∣Y˜∣∣∣∗
0,T
∫ T
0
(∥∥Uεm ,α,xt ∥∥ν + ∥∥∥Uεp ,α,xt ∥∥∥ν) dt
]
.
Now, we want to bound E
[
|Xεp ,x|∗,20,T
]
and E
[∫ T
0
{∣∣∣Zεp ,α,xt ∣∣∣2 + ∥∥∥Uεp ,α,xt ∥∥∥2ν
}
dt
]
independently
of p. Thanks to proposition 4.2, we have E
[
|Xεp ,x|∗,20,T
]
6 C
(
1+ |x|2), where C only depends
on T, |σ|F and the linear growth of Ξ. Also, we have:
E
[∫ T
0
{∣∣∣Zεp ,α,xt ∣∣∣2 + ∥∥∥Uεp ,α,xt ∥∥∥2ν
}
dt
]
6 E
[∣∣∣Yεp ,α,xT ∣∣∣2]+ 2E [∫ T0
∣∣∣Yεp ,α,xt f εp (Xεp ,xt , Zεp ,α,xt , Uεp ,α,xt )∣∣∣ dt] .
But we have the following upperbound,∣∣∣Yεp ,α,xt f εp (Xεp ,xt , Zεp ,α,xt , Uεp ,α,xt )∣∣∣
6 C
α
(
1+
∣∣∣Xεp ,xt ∣∣∣) (M f (1+ ∣∣∣Xεp ,xt ∣∣∣)+ ‖ f ‖lip,z ∣∣∣Zεp ,α,xt ∣∣∣+ ‖ f ‖lip,u ∣∣∣Uεp ,α,xt ∣∣∣)
6 C
(
1+
∣∣∣Xεp ,xt ∣∣∣2)+ 14 ∣∣∣Zεp ,α,xt ∣∣∣2 + 14 ∥∥∥Uεp ,α,xt ∥∥∥2ν .
Finally, E
[∫ T
0
{∣∣∣Zεp ,α,xt ∣∣∣2 + ∥∥∥Uεp ,α,xt ∥∥∥2ν
}
dt
]
6 C ′
(
1+ |x|2
)
, with C ′ independent of p. The se-
quences (Zεp ,α,x)p and (U
εp ,α,x)p are Cauchy in L
2
P (Ω, L
2([0, T], E)); they admit limit processes
Zα,x ∈ L2P ,loc(Ω, L2(0,∞; (Rd)∗)) and U
α,x,n ∈ L2P ,loc(Ω, L2(0,∞; L2(ν))); the convergence we
claimed holds.
Proposition 4.13. There exists a constant C > 0, such that for every α > 0, we have:
∀x, x′ ∈ Rd, |vα(x)− vα(x′)| 6 C(1+ |x|2 + |x′|2)|x− x′|.
118
Proof. The proof is very similar to the one of Proposition 4.11. We make the same approximations,
and because α > 0, we have:
|∂xuε(x)| 6 EQ
[∣∣vα,ε(Xε,x1 )∣∣2]1/2 d|σ−1|Fe‖Ξ‖lip + ∫ 10 EQ
[
| f ε(Xε,xs , 0, 0)|2
]1/2 d|σ−1|F√
s
e‖Ξ‖lip ds
6 C(1+ |x|2),
with C independent of α and x. Due to the mean value theorem, we have:
|uε(x)− uε(x′)| 6 C(1+ |x|2 + |x′|2)|x− x′|.
And we conclude again using Lemma 4.33 and Markov’s inequality.
4.3.2 The ergodic BSDE
We consider the following ergodic BSDE:
Yxt = Y
x
T +
∫ T
t
{ f (Xxs , Zxs , Uxs )− λ}ds−
∫ T
t
Zxs dWs −
∫ T
t
∫
B
Uxs (y)N˜(ds, dy), ∀0 6 t 6 T < ∞,
(4.13)
and we require f to satisfy the assumptions of the previous subsection.
Theorem 4.14 (Existence). There exist:
• a real number λ;
• a locally Lipschitz function v satisfying v(0) = 0;
• a process Zx ∈ L2P ,loc(Ω, L2(0,∞; (Rd)∗));
such that, if we define Yxt = v(X
x
t ) and U
x
t (y) = v(X
x
t− + σy)− v(Xxt−), the EBSDE (4.13) is satisfied by
(Yx , Zx , Ux , λ) P-a.s. and for all 0 6 t 6 T < ∞.
Moreover, there exists C > 0, such that for all x ∈ Rd, |v(x)| 6 C(1+ |x|2).
Proof.
Step 1: Construction of v by a diagonal procedure.
For every α > 0, we define vα(x) = vα(x) − vα(0). We know that there exists a constant C,
independent of α, such that |vα(x)| 6 C(1 + |x|2) and |αvα(0)| 6 C. Let D be a countable
subset of Rd; by a diagonal argument, we can construct a sequence (αp) converging to 0, such
that (vαp)p converges pointwise to a function vl over D and αpvαp(0) −→p→∞ λ, for a convenient
real number λ. Moreover, the functions vα are uniformly locally Lipschitz:
∃C > 0, ∀α > 0, ∀x, x′ ∈ Rd, |vα(x)− vα(x′)| 6 C(1+ |x|2 + |x′|2)|x− x′|. (4.14)
Then, v is uniformly continuous on every compact subset of D, so it has a continuous extension
over Rd (we still call it v). Then, we can show that v is the pointwise limit of the functions vαp
over Rd, v is locally Lipschitz continuous and has quadratic growth.
Step 2: Construction of some processes Zx and Ux.
We will show that (Zαp ,x)p and (U
αp ,x)p are Cauchy in L
2
P
(
Ω, L2 ([0, T], E)
)
, where E = (Rd)∗
or L2(ν), for every T > 0. When p 6 m ∈ N, we set Y˜ = Yαp ,x − Yαm ,x, Z˜ = Zαp ,x − Zαm ,x and
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U˜ = Uαp ,x −Uαm ,x. By Itô’s formula, writing Rs = αmYαm ,xs − αpYαp ,xs ,
E
[∫ T
0
{|Z˜s|2 + ‖U˜s‖2ν}ds
]
= E
[
|Y˜T |2
]
− |Y˜0|2 + 2E
[∫ T
0
Y˜s
{
f (Xxs , Z
αp ,x
s , U
αp ,x
s )− f (Xxs , Zαm ,xs , Uαm ,xs ) + Rs
}
ds
]
6 E
[
|Y˜T |2
]
+
(
2‖ f ‖2lip,z + 2‖ f ‖2lip,u
)
E
[∫ T
0
|Y˜s|2 ds
]
+
1
2
E
[∫ T
0
{|Z˜s|2 + ‖H˜s‖2ν}ds
]
+ 2E
[∫ T
0
|Y˜s|2 ds
]1/2
E
[∫ T
0
|Rs|2 ds
]1/2
.
Using the fact that |Rs| 6 C(1+ |Xxs |), we are able to prove the existence of the limits of (Zαp ,x)p
and (Hαp ,x)p in L
2
P ,loc
(
Ω, L2 (0,∞; E)
)
.
Step 3: Taking the limit in the BSDE satisfied by
(
Yαp ,x , Zαp ,x , Hαp ,x
)
leads us to:
Yxt = Y
x
T +
∫ T
t
{ f (Xxs , Zxs , Uxs )− λ}ds−
∫ T
t
Zxs dWs −
∫ T
t
∫
B
Uxs (y) N˜(ds, dy).
Step 4: Almost surely convergences.
For every x ∈ Rd, the sequence
(
E
[∫ T
0
{∣∣∣Zαp ,xt − Zαm ,xt ∣∣∣2 + ∥∥∥Uαp ,xt −Uαm ,xt ∥∥∥2ν
}
dt
])
p6m∈N
is
bounded (because this sequence converges). By a diagonal procedure, there exists a subse-
quence (α′p) ⊂ (αp) such that:
∀x ∈ D, ∀p 6 m ∈N, E
[∫ T
0
{∣∣∣∣Zα′p ,xt − Zα′m ,xt ∣∣∣∣2 + ∥∥∥∥Uα′p ,xt −Uα′m ,xt ∥∥∥∥2
ν
}
dt
]
< 2−p.
We claim that this result can be extended to every x ∈ Rd; let us fix T > 0 and denote
∆• = •α,x − •α,x′ , for any α > 0 and x, x′ ∈ Rd. Then, by usual techniques:
E
[∫ T
0
{|∆Zt|2 + ‖∆Ut‖2ν}dt
]
6 2E
[
|∆YT |2
]
+
(
4‖ f ‖2lip,z + 4‖ f ‖2lip,u
)
E
[∫ T
0
|∆Yt|2 dt
]
+ 4‖ f ‖lip,xE
[∫ T
0
|∆Yt||∆Xt|dt
]
.
We can use Lemma 4.32, Proposition 4.13 and the estimate of the end of the proof of Proposition
4.12, to prove that:
E
[∫ T
0
{|∆Zt|2 + ‖∆Ut‖2ν}dt
]
6 C(1+ |x|4 + |x′|4)|x− x′|2,
with a constant C independent of x and x′. So, we are now able to write:
∀x ∈ Rd, ∀p 6 m ∈N, E
[∫ T
0
{∣∣∣∣Zα′p ,xt − Zα′m ,xt ∣∣∣∣2 + ∥∥∥∥Uα′p ,xt −Uα′m ,xt ∥∥∥∥2
}
dt
]
< 2−p.
Finally, Borel-Cantelli theorem gives us, for a.e. t ∈ [0, T]:
Z
α′p ,x,n
t −→p→∞ Z
x,n
t and U
α′p ,x
t −→p→∞ U
x
t , P-a.s.
Representation of U comes from the same trick as Proposition 4.10.
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Theorem 4.15 (Uniqueness for λ). We suppose that:
• (Yx , Zx , Ux , λ) is the solution built in Theorem 4.14;
• for some x ∈ Rd, (Y′, Z′, U′, λ′) satifies the EBSDE (4.13) P-a.s. and for every 0 6 t 6 T < ∞, where
Y′ is a progressively measurable process, Z′, U′ ∈ L2P ,loc(Ω, L2(0,∞; E)) (with E = (Rd)∗ or L2(ν))
and λ′ ∈ R;
• ∃cx > 0, ∀t > 0, |Y′t | 6 cx(1+ |Xxt |2) P-a.s.
Then, λ = λ′.
Proof. We define • = •x − •′, for • = Y, Z, U or λ. We have:
λ =
YT −Y0
T
+
1
T
∫ T
0
{
f (Xxs , Z
x
s , U
x
s )− f (Xxs , Z′s, U′s)
}
ds− 1
T
∫ T
0
Zs dWs− 1T
∫ T
0
∫
B
Us(y) N˜(ds, dy).
Thanks to Girsanov’s lemma, there exists a probability measure P̂ under which
λ =
1
T
Ê
[
YT −Y0
]
6 C
T
(1+ |x|2),
with a constant C independent of T, due to Proposition 4.3. We conclude by taking the limit T → ∞.
Theorem 4.16 (Uniqueness for Y, Z and U). We suppose that:
• v, v̂ : Rd → R are continuous, have quadratic growth, and v(0) = v̂(0) = 0;
• for every x ∈ Rd, Zx , Ux ∈ L2P ,loc(Ω, L2(0,∞; E)) (with E = (Rd)∗ or L2(ν));
• there exist λ, λ̂ ∈ R, such that, for all x ∈ Rd, (v(Xx), Zx , Ux , λ) and (v̂(Xx), Ẑx , Ûx , λ̂) satisfy the
EBSDE (4.13).
Then, λ = λ̂, v = v̂, and for all x ∈ Rd, for a.e. t > 0, Zxt = Ẑxt and Uxt = Ûxt P-a.s.
Proof. We already know that λ = λ̂. We write Yxt = v(X
x
t ) and Ŷ
x
t = v̂(X
x
t ). We approach Ξ, f , v and
v̂ by C1b -functions which converge uniformly (on every compact set for v and v̂). Moreover, we can
assume that Ξε and f ε are uniformly Lipschitz continuous and that vε and v̂ε are uniformly locally
Lipschitz continuous, in the sense of equation (4.14). We consider the following equations, for every
t ∈ [0, T]:
Xx,εt = x +
∫ t
0
Ξε(Xx,εs )ds +
∫ t
0
σ dWs +
∫ t
0
∫
B
σy N˜(ds, dy),
Yx,εt = v
ε(Xx,εT ) +
∫ T
t
{ f ε(Xx,εs , Zx,εs , Ux,εs )− λ} ds−
∫ T
t
Zx,εs dWs −
∫ T
t
∫
B
Ux,εs (y) N˜(ds, dy),
Ŷx,εt = v̂
ε(Xx,εT ) +
∫ T
t
{
f ε(Xx,εs , Ẑ
x,ε
s , Û
x,ε
s )− λ
}
ds−
∫ T
t
Ẑx,εs dWs −
∫ T
t
∫
B
Ûx,εs (y) N˜(ds, dy).
Step 1: Convergence of the approximations.
We set ∆• = • − •̂, and we get:
∣∣∆Yx0 − ∆Yx,ε0 ∣∣ 6 E [∣∣v(XxT)− vε(Xx,εT )∣∣]+E [∫ T0 ∣∣ f (Xxt , Zxt , Uxt )− f ε(Xx,εt , Zx,εt , Ux,εt )∣∣ dt
]
+E
[∣∣v̂(XxT)− v̂ε(Xx,εT )∣∣]+E [∫ T0
∣∣∣ f (Xxt , Ẑxt , Ûxt )− f ε(Xx,εt , Ẑx,εt , Ûx,εt )∣∣∣ dt] .
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Setting δ• = •x − •x,ε, we have the upperbound:∣∣ f (Xxt , Zxt , Uxt )− f ε(Xx,εt , Zx,εt , Ux,εt )∣∣ 6 ‖ f − fε‖∞+ ‖ f ‖lip,x|δXt|+ ‖ f ‖lip,z|δZt|+ ‖ f ‖lip,u‖δUt‖ν.
But, thanks to the lemmas 4.32 and 4.33, we have:
E
[
|δX|∗,p0,T
]
6 Cp‖Ξ− Ξε‖p∞,
E
[∫ T
0
{
|δZt|2 + ‖δUt‖2ν
}
dt
]
6 CE
[∣∣v(XxT)− vε(Xx,εT )∣∣2 + ∫ T0 ∣∣ f (Xxt , Zxt , Uxt )− f ε(Xx,εt , Zxt , Uxt )∣∣2 dt
]
.
Obviously, the same estimates hold with ̂ on v, Z and U. To prove that ∣∣∆Yx0 − ∆Yx,ε0 ∣∣ −→ε→0 0,
we only need to show that E
[∣∣v(XxT)− vε(Xx,εT )∣∣2] −→ε→0 0:
• on the one hand, using uniform local Lipschitz property,
E
[∣∣vε(XxT)− vε(Xx,εT )∣∣2] 6 C(1+E [|Xx|∗,80,T]1/2 +E [|Xx,ε|∗,80,T]1/2)E [|δX|∗,40,T]1/2 −→ε→0 0,
• on the other hand, for any R > 0, we have
E
[
|(v− vε)(XxT)|2 1|XxT |6R
]
6 ‖v− vε‖2∞,BR ,
E
[
|(v− vε)(XxT)|2 1|XxT |>R
]
6 E
[
|(v− vε)(XxT)|4
]1/2
P (|XxT | > R)1/2
6 C
(
1+E
[
|XxT |8
]1/2) E [|XxT |2]1/2
R
6 C˜(1+ |x|
5)
R
.
For any R > 0, lim sup
ε→0
E
[
|(v− vε)(XxT)|2
]
6 C˜(1+ |x|
5)
R
, i.e. E
[∣∣(v− vε)(XxT)∣∣2] −→ε→0 0.
Step 2: Convergence of the approximations to the same limit.
Approximations have been made in such a way that Zx,ε and Ẑx,ε can be written as continuous
functions of Xx,ε; we write:
Zx,εt = ζ
ε(t, Xx,εt ), Ẑ
x,ε
t = ζ̂
ε(t, Xx,εt ), U
x,ε
t = h
ε(t, Xx,εt− ) and Û
x,ε
t = ĥ
ε(t, Xx,εt− ).
We set:
Γε(t, x, x) =

f ε(x,ζε(t,x),ĥε(t,x))− f ε(x,ζ̂ε(t,x),ĥε(t,x))
|(ζε−ζ̂ε)(t,x)|2 (ζ
ε − ζ̂ε)(t, x)∗ if ζε(t, x) 6= ζ̂ε(t, x),
0 otherwise;
Γε(t, x, x) =

f ε(x,ζε(t,x),hε(t,x))− f ε(x,ζε(t,x),ĥε(t,x))
|(hε−ĥε)(t,x)|2 (h
ε − ĥε)(t, x)∗ if hεm(t, x) 6= ĥεm(t, x),
0 otherwise.
There exists a probability measure Px,ε,T under which we can write:
∆Yx,ε0 = E
x,ε,T [∆Yx,εT ] = Ex,ε,T [(vε − v̂ε)(Xx,εT )] .
Using Corollary 4.6, we get∣∣∣Ex,ε,T [(vε − v̂ε)(Xx,εT )]−E0,ε,T [(vε − v̂ε)(X0,εT )]∣∣∣ 6 c(1+ |x|2)e−θT .
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Because c and θ do not depend on ε, passing to the limit gives us:
|(v− v̂)(x)| = |∆Yx0 − ∆Y00 | 6 c(1+ |x|2)e−θT .
We finally obtain v = v̂ when T → ∞. Then, uniqueness for Z and U is the consequnce of Itô’s
formula.
4.4 Link with viscosity solutions of PIDEs
4.4.1 Finite horizon case
We consider in this section the forward-backward system:
dXt,xs = Ξ(X
t,x
s )ds + σQ dWs +
∫
B
σy N˜(ds, dy), Xt,xt = x,
dYT,t,xs = − f (Xt,xs , ZT,t,xs , UT,t,xs · δ)ds + ZT,t,xs dWs +
∫
B
UT,t,xs (y) N˜(ds, dy), Y
T,t,x
T = g(X
t,x
T ),
(4.15)
where:
• Ξ, σ, Q and ν satisfy the assumptions of section 1;
• f and g are Lipschitz continuous;
• the mapping p 7→ f (x, z, p) is non-decreasing for each (x, z);
• there exists a constant C > 0, such that for every y ∈ B, 0 6 δ(y) 6 C(1∧ |y|).
We introduce the following operators:
Lϕ(x) = 〈Ξ(x),∇ϕ(x)〉+ 1
2
tr(σQQ∗σ∗∇2ϕ(x)) +
∫
B
{ϕ(x + σy)− ϕ(x)− 〈∇ϕ(x), σy〉} ν(dy),
J ϕ(x) =
∫
B
{ϕ(x + σy)− ϕ(x)}δ(y) ν(dy),
which are well defined for functions ϕ of class C2. We also consider the PIDE:{
∂tu(t, x) + Lu(t, x) + f (x, ∂xu(t, x)σQ,J u(t, x)) = 0, (t, x) ∈ [0, T)×Rd,
u(T, x) = g(x), x ∈ Rd. (4.16)
Definition 4.17 (Viscosity solution). We say that u ∈ C([0, T]×Rd) is
1. a viscosity subsolution to (4.16) if
u(T, x) 6 g(x), x ∈ Rd,
and for any φ ∈ C3l,b([0, T]×Rd), whenever (t, x) is a local maximum point of u− φ, we have,
∂tφ(t, x) + Lφ(t, x) + f (x, ∂xφ(t, x)σQ,J φ(t, x)) > 0.
2. a viscosity supersolution to (4.16) if
u(T, x) > g(x), x ∈ Rd,
and for any φ ∈ C3l,b([0, T]×Rd), whenever (t, x) is a local minimum point of u− φ, we have,
∂tφ(t, x) + Lφ(t, x) + f (x, ∂xφ(t, x)σQ,J φ(t, x)) 6 0.
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3. a viscosity solution to (4.16) if it is both viscosity sub and supersolution to (4.16).
Remark 4.18. C3l,b([0, T]×Rd) is the set of real-valued functions continuously differentiable up to the
third order and whose derivatives of order 1 to 3 are bounded.
Proposition 4.19 (Existence of viscosity solution). The function u : (t, x) 7→ YT,t,xt defined by (4.15) is a
viscosity solution to the PIDE (4.16).
Proof. Let φ ∈ C3l,b([0, T]×Rd) and (t0, x0) a point of local maximum of u− φ. We suppose that
∂tφ(t0, x0) + Lφ(t0, x0) + f (x0, ∂xφ(t0, x0)σQ,J φ(t0, x0)) = −ε < 0
and we will find a contradiction. Without any loss of generality, we suppose that u(t0, x0) = φ(t0, x0).
By continuity, we have: ∃α ∈ (0, T − t0), ∀t ∈ [t0, t0 + α], ∀x ∈ Bα(x0),
u(t, x) 6 φ(t, x) and ∂tφ(t, x) + Lφ(t, x) + f (x, ∂xφ(t, x)σQ,J φ(t, x)) =: ψ(t, x) 6 − ε2 .
We set τ = inf
{
u > t0
∣∣∣|Xt0 ,x0u − x0| > α} ∧ α. The solution of (4.15) satisfies, for all s ∈ [t0, t0 + α],
YT,t0 ,x0s∧τ = u(τ, X
t0 ,x0
τ ) +
∫ τ
s∧τ
f (Xt0 ,x0r , Z
T,t0 ,x0
r , U
T,t0 ,x0
r · δ)dr−
∫ τ
s∧τ
ZT,t0 ,x0r dWr
−
∫ τ
s∧τ
∫
B
UT,t0 ,x0r (y) N˜(dr, dy).
Setting Y˜r = Y
T,t0 ,x0
r∧τ , Z˜r = Z
T,t0 ,x0
r 1r6τ and U˜r = U
T,t0 ,x0
r 1r6τ makes the last equation become:
∀s ∈ [t0, t0 + α], Y˜s = u(τ, Xt0 ,x0τ )−
∫ t0+α
s
f (Xt0 ,x0r , Z˜r , U˜r · δ)1r6τ dr−
∫ t0+α
s
Z˜r dWr
−
∫ t0+α
s
∫
B
U˜r(y) N˜(dr, dy).
Also, by Itô’s formula, we find, for any s ∈ [t0, t0 + α],
φ(s ∧ τ, Xt0 ,x0s∧τ ) = φ(τ, Xt0 ,x0τ )−
∫ τ
s∧τ
{
∂tφ(r, X
t0 ,x0
r ) + Lφ(r, Xt0 ,x0r )
}
dr
−
∫ τ
s∧τ
∂xφ(r, X
t0 ,x0
r )σQdWr
−
∫ τ+
s∧τ+
∫
B
{φ(r, Xt0 ,x0r− + σy)− φ(r, Xt0 ,x0r− )} N˜(dr, dy).
Setting Y′r = φ(r, X
t0 ,x0
r∧τ ), Z′r = ∂xφ(r, X
t0 ,x0
r )σQ1r6τ and U′r : y 7→ {φ(r, Xt0 ,x0r− +σy)−φ(r, Xt0 ,x0r− )}1r6τ+
makes the last equation become: ∀s ∈ [t0, t0 + α],
Y′s = φ(τ, X
t0 ,x0
τ )−
∫ t0+α
s
{
∂tφ(r, X
t0 ,x0
r ) + Lφ(r, Xt0 ,x0r )
}
1r6τ dr
−
∫ t0+α
s
Z′r dWr −
∫ t0+α
s
∫
B
U′r(y) N˜(dr, dy)
= φ(τ, Xt0 ,x0τ ) +
∫ t0+α
s
{
f (Xt0 ,x0r , ∂xφ(r, X
t0 ,x0
r )σQ,J φ(r, Xt0 ,x0r ))− ψ(r, Xt0 ,x0r )
}
1r6τ dr
−
∫ t0+α
s
Z′r dWr −
∫ t0+α
s
∫
B
U′r(y) N˜(dr, dy)
= φ(τ, Xt0 ,x0τ ) +
∫ t0+α
s
{
f (Xt0 ,x0r , Z′r , U′r · δ)− ψ(r, Xt0 ,x0r )
}
1r6τ dr
−
∫ t0+α
s
Z′r dWr −
∫ t0+α
s
∫
B
U′r(y) N˜(dr, dy)
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Finally, we use the comparison theorem (see e.g. [23]), and we find that Y˜0 < Y′0, that is to say
v(x0) < φ(x0), which is a contradiction. So v is a viscosity subsolution, and we show exactly the
same way that it is also a supersolution.
Proposition 4.20 (Uniqueness of viscosity solution). The PIDE (4.16) admits a unique viscosity solution
in the class of solutions that satisfy the growth condition
lim
|x|→∞
|u(t, x)|e−c ln(
√
1+|x|2)2 = 0, 0 6 t 6 T, c > 0.
Proof. See theorem 5.1 of [10].
4.4.2 Ergodic case
We consider the ergodic PIDE:
Lv(x) + f (x,∇v(x)σQ,J v(x)) = λ. (4.17)
We recall that the couple (v, λ) is a viscosity subsolution (resp. supersolution) if:
• v : Rd → R is continuous;
• for any function φ ∈ C3l,b(Rd), and for every x ∈ Rd of local maximum (resp. minimum) of
v− φ:
Lφ(x) + f (x,∇φ(x)σQ,J φ(x)) > λ (resp. 6 λ).
Proposition 4.21 (Existence of ergodic viscosity solution). The couple (v, λ) obtained in Theorem 4.14 is
a viscosity solution of equation (4.17).
Proof. This proof is very close from the one of Proposition 4.19, so we omit it here.
Proposition 4.22 (Uniqueness of ergodic viscosity solution). Uniqueness holds for viscosity solutions
(v, λ) of equation (4.17) in the class of viscosity solutions such that ∃a ∈ Rd, v(a) = v(a) and v and v have
quadratic growth.
Proof. Let (v, λ) and (v, λ) be two viscosity solutions of (4.17). We fix T > 0, and we consider the
BSDEs:
YT,xt = v(X
x
T) +
∫ T
t
{ f (Xxr , ZT,xr , UT,xr · δ)− λ}dr−
∫ T
t
ZT,xr dWr −
∫ T
t
∫
B
UT,xr (y) N˜(dr, dy),
YT,xt = v(X
x
T) +
∫ T
t
{ f (Xxr , ZT,xr , UT,xr · δ)− λ}du−
∫ T
t
ZT,xr dWr −
∫ T
t
∫
B
UT,xr (y) N˜(dr, dy).
We approach f , v and v by C1b functions, and we suppose that f ε converges uniformly to f on
Rd × (Rd)∗ ×R and that vε and vε converge uniformly to v and v on every compact set. We also
consider the following BSDEs:
Yε,T,xt = v
ε(XxT) +
∫ T
t
{ f ε(Xxr , Zε,T,xr , Uε,T,xr · δ)− λ}dr−
∫ T
t
Zε,T,xr dWr −
∫ T
t
∫
B
Uε,T,xr (y) N˜(dr, dy),
Yε,T,xt = v
ε(XxT) +
∫ T
t
{ f ε(Xxr , Zε,T,xr , Uε,T,xr · δ)− λ}dr−
∫ T
t
Zε,T,xr dWr −
∫ T
t
∫
B
Uε,T,xr (y) N˜(dr, dy).
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We define the functions uεT and u
ε
T as in Lemma 4.34 and we set:
βεT(t, x) =

f ε(x,∂xuεT(t,x)σQ,u
ε
T(t,x)·δ)− f ε(x,∂xuεT(t,x)σQ,uεT(t,x)·δ)
|∂xuεT(t,x)σQ−∂xuεT(t,x)σQ|2
((∂xuεT(t, x)− ∂xuεT(t, x))σQ)∗
if ∂xuεT(t, x) 6= ∂xuεT(t, x),
0 otherwise.
γεT(t, x) =

f ε(x,∂xuεT(t,x)σQ,u
ε
T(t,x)·δ)− f ε(x,∂xuεT(t,x)σQ,uεT(t,x)·δ)
|uεT(x)·δ−uεT(x)·δ|2
(uεT(t, x)− uεT(t, x)) · δ
if uεT(t, x) 6= uεT(t, x),
0 otherwise.
There exists a probability measure QεT equivalent to P, under which we can write:
Yε,T,x0 −Y
ε,T,x
0 = E
QεT [(vε − vε)(XxT)]− (λ− λ)T,
and then, dividing by T and doing T → ∞, Proposition 4.3 leads us to λ = λ. So, we have
Yε,T,x0 −Y
ε,T,x
0 = P ε,TT [vε − vε](x),
where P ε,T stands for the Kolmogorov semigroup of the SDE:
dVt =
{
Ξ(Vt) + σQβεT(t, Vt) + σ
∫
B
yγεT(t, Vt)(y) ν(dy)
}
dt + σQ dWt + σ
∫
B
y N˜(dt, dy).
Using Lemma 4.7 and Corollary 4.6, we obtain:∣∣∣Yε,T,x0 −Yε,T,x0 −Yε,T,a0 −Yε,T,a0 ∣∣∣ 6 C(1+ |x|2 + |a|2)e−θT , (4.18)
where the constant C is independant of T, x and ε. We would like to take the limit as ε goes to zero;
YT,xt −Yε,T,xt = (v− vε)(XxT) +
∫ T
t
{ f (Xxr , ZT,xr , UT,xr · δ)− f ε(Xxr , Zε,T,xr , Uε,T,xr · δ)}dr
−
∫ T
t
{ZT,xr − Zε,T,xr }dWr −
∫ T
t
∫
B
{UT,xr −Uε,T,xr }(y) N˜(dr, dy).
Using Lemma 4.33, we have:∣∣∣YT,x0 −Yε,T,x0 ∣∣∣2 6 E [∣∣∣YT,x −Yε,T,x∣∣∣∗,20,T
]
6 CT(E[|(v− vε)(XxT)|2] + ‖ f − f ε‖2∞),
but, for any R > 0, using Markov’s inequality, the polynomial growth of v− vε and Proposition 4.3,
we find that
E[|(v− vε)(XxT)|2] 6 ‖v− vε‖2∞,BR + C
1+ |x|3
R
,
so, lim sup
ε→0
∣∣∣YT,x0 −Yε,T,x0 ∣∣∣2 6 CT 1+ |x|3R , for every R > 0. Finally, Yε,T,x0 −→ε→0 YT,x0 . Taking the limit as
ε→ 0 in equation (4.18) leads us to
|v(x)− v(x)| 6 C(1+ |x|2 + |a|2)e−θT ,
because we assume that v(a) = v(a). Taking the limit as T → ∞ ends the proof that v = v.
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4.5 Large time behaviour
In this section, we work under the assumptions made in the beginning of subsection 4.4.1.
Theorem 4.23 (First behaviour). We consider the unique solution (Yx , Zx , Ux , λ) of the EBSDE (4.13).
Let ξT be a real random variable FT-measurable and such that |ξT | 6 C(1+ |XxT |2). We consider the unique
solution (YT,x , ZT,x , UT,x) of the finite horizon BSDE:
YT,xt = ξ
T +
∫ T
t
f (Xxs , Z
T,x
x , U
T,x
s · δ)ds−
∫ T
t
ZT,xs dWs −
∫ T
t
∫
B
UT,xs (y) N˜(ds, dy).
Then, we have the following inequality: ∣∣∣∣∣YT,x0T − λ
∣∣∣∣∣ 6 C(1+ |x|2)T ,
where the constant C is independent of T and x ; in particular, we get the convergence
YT,x0
T
−→
T→∞
λ, uniformly
in any bounded subset of Rd.
Proof. For all x ∈ Rd and T > 0, we write:∣∣∣∣∣YT,x0T − λ
∣∣∣∣∣ 6
∣∣∣∣∣YT,x0 −Yx0 − λTT
∣∣∣∣∣+
∣∣∣∣Yx0T
∣∣∣∣ .
First of all, |Yx0 | = |v(x)| 6 C(1+ |x|2); we also have:
YT,x0 −Yx0 − λT = ξT −YxT +
∫ T
0
{ f (Xxs , ZT,xs , UT,xs · δ)− f (Xxs , Zxs , Uxs · δ)}ds
−
∫ T
0
{ZT,xs − Zxs }dWs −
∫ T
0
∫
B
{UT,xs (y)−Uxs (y)} N˜(ds, dy).
We set:
βt =

f (Xxt ,Z
T,x
t ,U
T,x
t ·δ)− f (Xxt ,Zxt ,UT,xt ·δ)
|ZT,xt −Zxt |2
(ZT,xt − Zxt )∗ if ZT,xt 6= Zxt ,
0 otherwise.
The function β is bounded by ‖ f ‖lip,z. Moreover, thanks to the Lemma 4.8, there exists a process γ
such that:
f (Xxt , Z
x
t , U
T,x
t )− f (Xxt , Zxt , Uxt ) = (UT,xt −Uxt ) · γt.
This way, the last equation can be rewritten as:
YT,x0 −Yx0 − λT = ξT −YxT −
∫ T
0
{ZT,xs − Zxs } {dWs − βsds}
−
∫ T
0
∫
B
{UT,xs (y)−Uxs (y)} {N(ds, dy)− (1+ γs(y))ν(dy)ds},
and we obtain, under a new probability measure QT :
YT,x0 −Yx0 − λT = EQ
T
[ξT −YxT ].
Proposition 4.3 ends the proof.
127
Theorem 4.24 (Second and third behaviours). In addition, we suppose that ξT = g(XxT), where the
function g : Rd → R has quadratic growth: ∀x ∈ Rd, |g(x)| 6 C(1+ |x|2) and satisfies:
∀x, x′ ∈ Rd, |g(x)− g(x′)| 6 C(1+ |x|2 + |x′|2)|x− x′|.
Moreover, we require the measure ν to have a finite moment of order strictly greater than 6.
Then, there exists L ∈ R, such that: ∀x ∈ Rd, YT,x0 − λT −Yx0 −→T→∞ L. Furthermore,
∀x ∈ Rd, ∀T > 0,
∣∣∣YT,x0 − λT −Yx0 − L∣∣∣ 6 C(1+ |x|2 + |x′|2)e−θT .
Proof. We recall the ergodic BSDE:
dYt,xs = −{ f (Xt,xs , Zt,xs , Ut,xs · δ)− λ}ds + Zt,xs dWs +
∫
B
Ut,xs (y) N˜(ds, dy),
where dXt,xs = Ξ(X
t,x
s )ds + σQ dWs + σ
∫
B
y N˜(ds, dy) and Xt,xt = x, and whose solution satisfies
Yt,xs = v(X
t,x
s ). We want to approach the solution of this EBSDE by the following finite horizon
BSDE:
dYT,t,xs = − f (Xt,xs , ZT,t,xs , UT,t,xs · δ)ds + ZT,t,xs dWs +
∫
B
UT,t,xs (y) N˜(ds, dy), Y
T,t,x
T = g(X
t,x
T ),
and whose solution satisfies YT,t,xs = uT(s, X
t,x
s ). We will need some regularity that the functions v
and uT may not have; we approach Ξ, f , v and g by sequences of C1b functions. We suppose that
f n and Ξn converge uniformly to f and Ξ on their whole domain of definition and that gn and vn
converge uniformly on every compact set of Rd. We consider the following finite horizon BSDEs:
dYn,T,t,xs = − f n(Xn,t,xs , Zn,T,t,xs , Un,T,t,xs · δ)ds + Zn,T,t,xs dWs +
∫
B
Un,T,t,xs (y) N˜(ds, dy),
dYn,T,t,xs = − f n(Xn,t,xs , Zn,T,t,xs , Un,T,t,xs · δ)ds + Zn,T,t,xs dWs +
∫
B
Un,T,t,xs (y) N˜(ds, dy),
with terminal conditions Yn,T,t,xT = g
n(Xn,t,xT ) and Y
n,T,t,x
T = vn(X
n,t,x
T ), and where
dXn,t,xs = Ξ
n(Xn,t,xs )ds + σQ dWs + σ
∫
B
y N˜(ds, dy), Xn,t,xt = x.
Lemma 4.34 gives us C0,1b functions unT and unT such that Yn,T,t,xs = unT(s, Xn,t,xs ) and
Yn,T,t,xs = u
n
T(s, X
n,t,x
s ). We set wT(t, x) = uT(t, x)− v(x)− λ(T− t) and wnT(t, x) = unT(t, x)− unT(t, x);
uniqueness for viscosity solutions of PIDEs tells us that we have the equalities unT(0, x) = u
n
T+S(S, x)
and unT(0, x) = u
n
T+S(S, x).
Step 1: Growth of wnT .
Lemma 4.25. We have: ∀T > 0, ∃CT > 0, ∀x ∈ Rd, ∀n ∈N∗,
|v(x)− unT(0, x) + λT|2 6 CT
(
E
[
|v(XxT)− vn(Xn,xT )|2
]
+ ‖ f − f n‖2∞ + ‖Ξ− Ξn‖2∞
)
.
Proof.
We set ∆nYs = Yxs − Yn,T,xs + λ(T − s), ∆nZs = Zxs − Zn,T,xs , ∆nUs = Uxs − Un,T,xs and
∆nXs = Xxs − Xn,xs . We have:
d∆nYs = −{ f (Xxs , Zxs , Uxs · δ)− f n(Xn,xs , Zn,T,xs , Un,T,xs · δ)}ds+∆nZs dWs +
∫
B
∆nUs(y) N˜(ds, dy).
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Using Lemma 4.33, we have
E
[
|∆nY|∗,20,T +
∫ T
0
{|∆nZs|2 + ‖∆nUs‖2ν}ds
]
6 CT
(
E
[
|v(XxT)− vn(Xn,xT )|2
]
+ ‖ f − f n‖2∞ + ‖ f ‖2lip,x|∆nX|∗,20,T
)
,
and Lemma 4.32 tells us
E
[
|∆nX|∗,20,T
]
6 C ′T‖Ξ− Ξn‖2∞,
which concludes.
The following lemma can be proved exactly the same way as the previous one.
Lemma 4.26. We have: ∀T > 0, ∃CT > 0, ∀x ∈ Rd, ∀n ∈N∗,
|uT(0, x)− unT(0, x)|2 6 CT
(
E
[
|g(XxT)− gn(Xn,xT )|2
]
+ ‖ f − f n‖2∞ + ‖Ξ− Ξn‖2∞
)
.
We keep in mind the following results:
|wnT(0, x)− wT(0, x)|2
6 CT
(
E
[
|v(XxT)− vn(Xn,xT )|2 + |g(XxT)− gn(Xn,xT )|2
]
+ ‖ f − f n‖2∞ + ‖Ξ− Ξn‖2∞
)
,
|wT(0, x)| 6 C(1+ |x|2∨p).
Step 2: Variation of wnT(0, •).
We write:
Yn,T,x0 −Y
n,T,x
0 +
∫ T
0
{Zn,T,xs − Zn,T,xs }dWs +
∫ T
0
∫
B
{Un,T,xs −Un,T,xs }(y) N˜(ds, dy)
= (gn − vn)(Xn,xT ) +
∫ T
0
{ f n(Xn,xs , Zn,T,xs , Un,T,xs · δ)− f n(Xn,xs , Zn,T,xs , Un,T,xs · δ)}ds.
We set:
βnT,S(t, x) =

f n(x,∂xunT+S(t,x)σQ,u
n
T+S(t,x)·δ)− f n(x,∂xunT+S(t,x)σQ,unT+S(t,x)·δ)
|∂xunT+S(t,x)σQ−∂xunT+S(t,x)σQ|2
×((∂xunT+S(t, x)− ∂xunT+S(t, x))σQ)∗
if t 6 S and ∂xunT+S(t, x) 6= ∂xunT+S(t, x),
0 if t 6 S and ∂xunT+S(t, x) = ∂xunT+S(t, x),
βnT,S(S, x) if t > S.
γnT,S(t, x) =

f n(x,∂xunT+S(t,x)σQ,u
n
T+S(t,x)·δ)− f n(x,∂xunT+S(t,x)σQ,unT+S(t,x)·δ)
|unT+S(x)·δ−unT+S(x)·δ|2
(unT+S(t, x)− unT+S(t, x)) · δ
if t 6 S and unT+S(t, x) 6= unT+S(t, x),
0 if t 6 S and unT+S(t, x) = unT+S(t, x),
γnT,S(S, x) if t > S.
Because βn0,T and γ
n
0,T are bounded, we have, under a probability measure Q
n
T equivalent to P:
wnT(0, x) = Y
n,T,x
0 −Y
n,T,x
0 = E
QnT [(gn − vn)(Xn,xT )] = Pn,TT [gn − vn](x),
where Pn,T is the Kolmogorov semigroup of the SDE:
dVt =
{
Ξn(Vt) + σQβnT(t, Vt) + σ
∫
B
yγnT(t, Vt)(y) ν(dy)
}
dt + σQ dWt + σ
∫
B
y N˜(dt, dy).
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Corollary 4.6 and Lemma 4.7 give us:
∃ĉ, ε > 0, ∀T > 0, ∀x, y ∈ Rd, ∀n ∈N∗, |wnT(0, x)− wnT(0, y)| 6 ĉ(1+ |x|2 + |y|2)e−θT ; (4.19)
indeed, the constants of polynomial growths of gn and vn can be assumed independent from n
(because their limits g and v have polynomial growth). Note that the use of Lemma 4.7 requires
that the function x 7→ unT(t, x) is continuous; one can easily prove it when m4(ν) < ∞.
Step 3: Upperbound for ∂xwnT(0, •).
We recall the Bismut-Elworthy formula (see Theorem 3.3 of [59]):
∂xwnT(t, x) = E
[
wnT−T′(0, X
n,t,x
T′ )N
n,t,x
T′
+
∫ T′
t
{ f n(Xn,t,xs , Zn,T,t,xs , Un,T,t,xs · δ)− f n(Xn,t,xs , Zn,T,t,xs , Un,T,t,xs · δ)}Nn,t,xs ds
]
,
where Nn,t,xs =
1
s− t
∫ t
s
〈(σQ)−1∇Xn,t,xr , dWr〉, and for every T′ ∈ (t, T]. For all s ∈ [t, T′], we
have:
E
[
|Nn,t,xs |2
]
6 |(σQ)
−1|2F
s− t E
[
|∇Xn,t,x|∗,2t,T′
]
.
But ∇Xn,t,xs = Id +
∫ s
t
∂xΞn(Xn,t,xr )∇Xn,t,xr dr, so E
[
|∇Xn,t,x|∗,2t,T′
]
6 CT′ ,p, independently of x
and n. This way, we have shown that:
E
[
|Nn,t,xs |2
]
6 CT′ |(σQ)
−1|2F
s− t .
Putting it in the equation given by Bismut-Elworthy formula gives us:
|∂xwnT(t, x)|
6 E
[
|wT−T′(0, Xn,t,xT′ )|2
]1/2√ CT′
T′ − t |(σQ)
−1|F
+
∫ T′
t
{
‖ f ‖lip,zE
[
|Zn,T,t,xs − Zn,T,t,xs |2
]1/2
+ ‖ f ‖lip,u‖δ‖νE
[
‖Un,T,t,xs −Un,T,t,xs ‖2ν
]1/2}
×
√
CT′
s− t |(σQ)
−1|F ds
6 E
[
|wT−T′(0, Xn,t,xT′ )|2
]1/2√ CT′
T′ − t |(σQ)
−1|F
+ |σ|F‖ f ‖lip,z
√
CT′ |(σQ)−1|F
∫ T′
t
E
[
|∂xwnT(s, Xn,t,xs )|2
]1/2 ds√
s− t
+ |σ|F‖ f ‖lip,u‖δ‖ν
√
CT′ |(σQ)−1|F
×
∫ T′
t
E
[∫
B
|y|2
∫ 1
0
|∂xwnT(s, Xn,t,xs + rσy)|2 dr ν(dy)
]1/2 ds√
s− t .
Because the derivatives of g and v have polynomial, we can assume that the derivatives of gn
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and vn have the same polynomial growth. Using Lemma 4.33, we find that:
E
[
|∇Yn,T,t,x|∗,2t,T′
]
6 CT′E
[
|∂xgn(Xn,t,xT′ )∇Xn,t,xT′ |2
+
∫ T′
t
|∂x f n(Xn,t,xs , Zn,T,t,xs , Un,T,t,xs · δ)∇Xn,t,xs |2 ds
]
6 CT′E
[{
C2
(
1+ |Xn,t,xT′ |2
)2
+ ‖ f ‖2lip,x(T′ − t)
}
|∇Xn,t,x|∗,2t,T′
]
6 CT′
(
1+ |x|4
)
So, we get the inequalities |∂xunT(t, x)| 6 CT′
(
1+ |x|2) and |∂xunT(t, x)| 6 CT′ (1+ |x|2), so we
deduce |∂xwnT(t, x)| 6 CT′
(
1+ |x|2). Let ζ > 2, we are now able to define
ϕnT(t) = sup
x∈Rd
|∂xwnT(t, x)|
1+ |x|ζ ,
and we have:
E
[
|∂xwnT(s, Xn,t,xs )|2
]1/2
6 E
[
ϕnT(s)
2
(
1+ |Xn,t,xs |ζ
)2]
6 CϕnT(s)
(
1+ |x|ζ
)
,
where C is independent of s, n and x. Also:
E
[∫
B
|y|2
∫ 1
0
|∂xwnT(s, Xn,t,xs + rσy)|2 dr ν(dy)
]1/2
6 E
[∫
B
|y|2
∫ 1
0
ϕnT(s)
2
(
1+ |Xn,t,xs + rσy|ζ
)2
dr ν(dy)
]1/2
6 ϕnT(s)E
[∫
B
|y|2
(
2+ 4ζ
(
|Xn,t,xs |2ζ +
|σ|2ζF |y|2ζ
2ζ + 1
))
ν(dy)
]1/2
6 CϕnT(s)
(
1+ |x|ζ
)
,
when m2+2ζ(ν) < ∞. Consequently,
|∂xwnT(t, x)| 6
CT′√
T′ − tE
[
|wnT−T′(0, Xn,t,xT′ )|2
]1/2
+ CT′
∫ T′
t
ϕnT(s)
ds√
s− t
(
1+ |x|ζ
)
.
But E
[
|wnT−T′(0, Xn,t,xT′ )|2
]
6 C
(
1+ |x|4)+ CT−T′ (∆n,xt + ‖Ξ− Ξn‖2∞ + ‖ f − f n‖2∞), where
∆n,xt := E
[∣∣∣∣v(X0,Xn,t,xT′T−T′ )− vn (Xn,0,Xn,t,xT′T−T′ )∣∣∣∣2 + ∣∣∣∣g(X0,Xn,t,xT′T−T′ )− gn (Xn,0,Xn,t,xT′T−T′ )∣∣∣∣2
]
.
We finally obtain successively:
|∂xwnT(t, x)| 6
CT′√
T′ − t
(
1+ |x|2
)
+
CT′ ,T−T′√
T′ − t
(√
∆n,xt + ‖Ξ− Ξn‖∞ + ‖ f − f n‖∞
)
+ CT′
∫ T′
t
ϕnT(s)
ds√
s− t
(
1+ |x|ζ
)
|∂xwnT(t, x)|
1+ |x|ζ 6
CT′√
T′ − t +
CT′ ,T−T′√
T′ − t

√
∆n,xt
1+ |x|ζ + ‖Ξ− Ξ
n‖∞ + ‖ f − f n‖∞

+ CT′
∫ T′
t
ϕnT(s)
ds√
s− t
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ϕnT(t) 6
CT′√
T′ − t +
CT′ ,T−T′√
T′ − t
 sup
x∈Rd
√
∆n,xt
1+ |x|ζ + ‖Ξ− Ξ
n‖∞ + ‖ f − f n‖∞

+ CT′
∫ T′
t
ϕnT(s)
ds√
s− t
ϕnT(T
′ − t) 6 CT′√
t
+
CT′ ,T−T′√
t
 sup
x∈Rd
√
∆n,xT′−t
1+ |x|ζ + ‖Ξ− Ξ
n‖∞ + ‖ f − f n‖∞

+ CT′
∫ t
0
ϕnT(T
′ − u) du√
t− u
Using Lemma 7.1.1 of [30], and chosing t = T′:
|∂xwnT(0, x)|
1+ |x|ζ
6 CT′ + CT−T′ ,T′
 sup
v∈Rd
√
∆n,v0
1+ |v|ζ + ‖Ξ− Ξ
n‖∞ + ‖ f − f n‖∞

+ CT′
∫ T′
0
E′(CT′(T′ − u))
CT′ + CT−T′ ,T′
 sup
v∈Rd
√
∆n,vT′−u
1+ |v|ζ + ‖Ξ− Ξ
n‖∞ + ‖ f − f n‖∞
 du√
u
,
where E is the function defined in [30], i.e. E(z) =
∞
∑
n=0
zn/2
Γ( n2 + 1)
.
Step 4: Taking the limit when n→ ∞.
From Theorem 4.23 and equation (4.19), we get easily:
∃C > 0, ∀T > 0, ∀x ∈ Rd, |wT(0, x)| 6 C
(
1+ |x|2
)
,
∃ĉ, ε > 0, ∀T > 0, ∀x, y ∈ Rd, |wT(0, x)− wT(0, y)| 6 ĉ
(
1+ |x|2 + |y|2
)
e−θT .
The function wT has no reason to be of class C1; so we use the mean value theorem before
taking the limit in the inequality obtained in Step 3. The interested reader should have a look
at Step 5 in the proof of Theorem 22 of [32] to know how we obtain, for every α > 0 small
enough, and for every T′ > 0,
∃CT′ > 0, ∀T > T′, ∀x, y ∈ Rd, |wT(0, x)− wT(0, y)| 6 CT′
(
1+ |x|2+α + |y|2+α
)
|x− y|.
Step 5: Convergence of wT(0, •) when T → ∞.
Let K be a compact subset of Rd. We need to show that the set A = {wT(0, •) K|T > 1} has a
unique accumulation point to prove
∀x ∈ Rd, wT(0, x) −→
T→∞
L,
where L is the pointwise limit of wTi on R
d, with (Ti) an increasing sequence (see Step 6 of
Theorem 22 of [32] for further explanations). Note that L is a constant.
Step 6: L is the unique accumulation point of A.
Let w∞,K be another accumulation point of A, i.e. ‖wT′i (0, •) K − w∞,K‖∞ −→i→∞ 0, for an increas-
ing sequence (T′i ). Again, we can easily prove that w∞,K is equal to a constant LK on K. Our
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goal is now to show that L = LK. We have:
wnT+S(0, x) = Y
n,T+S,x
S −Y
n,T+S,x
S
+
∫ S
0
{
f n(Xn,xr , Z
n,T+S,x
r , U
n,T+S,x
r · δ)− f n(Xn,xr Zn,T+S,xr , Un,T+S,xr · δ)
}
dr
−
∫ S
0
{
Zn,T+S,xr − Zn,T+S,xr
}
dWr −
∫ S
0
∫
B
{
Un,T+S,xr −Un,T+S,xr
}
(y) N˜(dr, dy).
Under a probability QT,S,n,x equivalent to P, one can write:
wT+S(0, x) = EQ
T,S,n
[
Yn,T+S,xS −Y
n,T+S,x
S
]
= EQ
T,S,n [
wnT+S(S, X
n,x
S )
]
= EQ
T,S,n [
wnT(0, X
n,x
S )
]
= PT,S,nS [wnT(0, •)](x),
where PT,S,n is the Kolmogorov semigroup of the SDE:
dVt =
{
Ξn(Vt) + σQβnT,S(t, Vt) + σ
∫
B
yγnT,S(t, Vt)(y) ν(dy)
}
dt + σQ dWt + σ
∫
B
y N˜(dt, dy).
Without any loss of generality, we can suppose that Ti > T′i , for every i ∈ N. We take T = T′i
and S = Ti − T′i . This way:
∀x ∈ Rd, PT′i ,Ti−T′i ,nTi−T′i
[
wnT′i
(0, •)
]
(x) = wnTi (0, x) −→n→∞ wTi (0, x) −→i→∞ L.
Now, to prove that L = LK, it suffices to show that lim
i→∞
lim sup
n→∞
PT′i ,Ti−T′i ,nTi−T′i
[
wnT′i
(0, •)
]
(x) = LK.
We have:∣∣∣PT′i ,Ti−T′i ,nTi−T′i [wnT′i (0, •)] (x)− LK∣∣∣ 6 ∣∣∣PT′i ,Ti−T′i ,nTi−T′i [wnT′i (0, •)] (x)− wnT′i (0, x)∣∣∣
+
∣∣∣wnT′i (0, x)− wT′i (0, x)∣∣∣+ ∣∣∣wT′i (0, x)− LK∣∣∣ ,
lim sup
n→∞
∣∣∣PT′i ,Ti−T′i ,nTi−T′i [wnT′i (0, •)] (x)− LK∣∣∣ 6 lim supn→∞
∣∣∣PT′i ,Ti−T′i ,nTi−T′i [wnT′i (0, •)] (x)− wnT′i (0, x)∣∣∣
+
∣∣∣wT′i (0, x)− LK∣∣∣ .
Thanks to Lemma 4.7, βnT,S and γ
n
T,S are the limits of C1-functions, uniformly bounded, with
bounded derivatives
(
βn,mT,S
)
m>0
and
(
γn,mT,S
)
m>0
. We define Vm as the solution of the SDE:
dVmt =
{
Ξn(Vmt ) + σQβ
n,m
T,S (t, V
m
t ) + σ
∫
B
yγn,mT,S (t, V
m
t )(y) ν(dy)
}
dt + σQ dWt
+ σ
∫
B
y N˜(dt, dy),
with Vm0 = x. Thus,∣∣∣PT′i ,Ti−T′i ,nTi−T′i [wnT′i (0, •)] (x)− wnT′i (0, x)∣∣∣ = ∣∣∣ limm→∞E [wnT′i (0, VmTi−T′i )]− wnT′i (0, x)∣∣∣
6 lim sup
m→∞
E
[∣∣∣wnT′i (0, VmTi−T′i )− wnT′i (0, x)∣∣∣]
6 ĉ
(
1+ lim sup
m→∞
E
[∣∣∣VmTi−T′i ∣∣∣2
]
+ |x|2
)
e−θT
′
i ,
and the constants ĉ and ε are independent of n, m and T′i . Thanks to proposition 4.3, we are
able to conclude that L = LK.
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Step 8: Speed of convergence. Let x ∈ Rd and T > 0. We have:
|wT(0, x)− L| = lim
S→∞
|wT(0, x)− wS(0, x)| = lim
S→∞
lim
n→∞ |w
n
T(0, x)− wnS(0, x)|
= lim
S→∞
lim
n→∞
∣∣∣wnT(0, x)−PT,S−T,nS−T [wnT(0, •)] (x)∣∣∣ .
Like before, we use Lemma 4.7 and proposition 4.3, and we get:
|wT(0, x)− L| = lim
S→∞
lim
n→∞
∣∣∣wnT(0, x)− limm→∞E [wnT (0, VmS−T)]∣∣∣
6 lim sup
S→∞
lim sup
n→∞
lim sup
m→∞
E
[∣∣wnT(0, x)− wnT (0, VmS−T)∣∣] 6 C˜ (1+ |x|2) e−θT .
We can rephrase the previous theorem as:
Theorem 4.27. We consider the systems (4.16) and (4.17).
Then, there exists L ∈ R, such that: ∀x ∈ Rd, uT(0, x)− λT − v(x) −→
T→∞
L. Furthermore,
∀x ∈ Rd, ∀T > 0, |uT(0, x)− λT − v(x)− L| 6 C
(
1+ |x|2
)
e−θT .
4.6 Application to an Optimal control problem
We consider in this subsection a process Xx satisfying the SDE
Xxt = x +
∫ t
0
Ξ(Xxs )ds +
∫ t
0
σQ dWs +
∫ t
0
∫
B
σy N˜(ds, dy), t > 0,
under the following assumptions:
• Ξ is Lipschitz continuous and weakly dissipative;
• σQ ∈ GLd(R).
Let U be a separable metric space; we call “control” any progressively measurable U-valued process.
Let us take:
• R1 : U → (Rd)∗ and R2 : U → R+ two bounded functions;
• L : Rd ×U → R such that: ∃C > 0, ∀a ∈ U, ∀x, x′ ∈ Rd, |L(x, a)− L(x′, a)| 6 C|x − x′| and
|L(x, a)| 6 C(1+ |x|);
• δ ∈ L2(ν), such that ∀y ∈ B, 0 6 δ(y) 6 C(1∧ |y|);
• g : Rd → R satisfying: ∃C > 0, ∀x, x′ ∈ Rd, |g(x) − g(x′)| 6 C(1 + |x|2 + |x′|2)|x − x′| and
|g(x)| 6 C(1+ |x|2).
For any control a and horizon T > 0, we set:
ρaT = E
(∫ •
0
R1(at)dWt +
∫ •
0
∫
B
R2(at)δ(y) N˜(dt, dy)
)
•∈[0,T]
and PaT = ρ
a
TP over FT .
We define the finite horizon cost as
JT(x, a) = EaT
[∫ T
0
L(Xxt , at)dt
]
+EaT [g(X
x
T)] ,
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and the associated problem is to minimise JT(x, a) over the set of controls a : Ω× [0, T] → U. We
also define the ergodic cost as
J(x, a) = lim sup
T→∞
1
T
EaT
[∫ T
0
L(Xxt , at)dt
]
and the goal is to minimise J(x, a) over the controls a : Ω×R+ → U. We define
Wat = Wt −
∫ t
0
R1(as)ds;
due to Girsanov’s theorem, Wa is a Brownian motion under PaT on [0, T], for every T > 0. Also,
the compensator of the Poisson measure N under PaT is (1 − R2(at)δ(y))ν(dy)dt. We define the
Hamiltonian, for any x ∈ Rd, z ∈ (Rd)∗ and u ∈ L2(ν):
f (x, z, p) = inf
a∈U {L(x, a) + zR1(a) + R2(a)p} .
We recall that, is this infimum is attained for every x, z and u, by Filippov’s theorem (see [45]), there
exists a measurable function γ such that f (x, z, p) = L(x, γ(x, z, p))+ zR1(γ(x, z, p))+R2(γ(x, z, p))p.
Lemma 4.28. The Hamiltonian f satisfies:
• ∀x ∈ Rd, | f (x, 0, 0)| 6 C(1+ |x|);
• ∀x, x′ ∈ Rd, ∀z, z′ ∈ (Rd)∗, ∀p, p′ ∈ R,
| f (x, z, p)− f (x′, z′, p′)| 6 C|x− x′|+ ‖R1‖∞|z− z′|+ ‖R2‖∞|p− p′|;
• ∀x ∈ Rd, ∀z ∈ (Rd)∗, p 7→ f (x, z, p) is non-decreasing.
Proposition 4.29 (Optimal control in finite horizon). For every control a, we have JT(x, a) > YT,x0 where
YT,x comes from the finite horizon BSDE:
YT,xt = g(X
x
T) +
∫ T
t
f (Xxs , Z
T,x
s , U
T,x
s · δ)ds−
∫ T
t
ZT,xs dWs −
∫ T
t
∫
B
UT,xs (y) N˜(ds, dy), t ∈ [0, T].
Moreover, under Filippov’s condition, we have JT(x, aT) = YT,x0 , for a
T
t = γ(X
x
t , Z
T,x
t , U
T,x
t · δ).
Proof. Under the probability measure PaT , we can write:
YT,x0 = E
a
T [g(X
x
T)] +E
a
T
[∫ T
0
{
f (Xxs , Z
T,x
s , U
T,x
s · δ)− ZT,xs R1(as)− R2(as)UT,xs · δ
}
ds
]
.
And then:
JT(x, a) = YT,x0 +E
a
T
[∫ T
0
{
L(Xxs , as) + Z
T,x
s R1(as) + R2(as)U
T,x
s · δ− f (Xxs , ZT,xs , UT,xs · δ)
}
ds
]
> YT,x0 ,
thanks to the definition of f . We see that we even have an equality if we take a = aT .
Proposition 4.30 (Optimal ergodic control). For every control a, we have J(x, a) > λ where λ comes from
the ergodic BSDE:
Yxt = Y
x
T +
∫ T
t
{ f (Xxs , Zxs , Uxs · δ)− λ} ds−
∫ T
t
Zxs dWs −
∫ T
t
∫
B
Uxs (y) N˜(ds, dy), 0 6 t 6 T < ∞.
Moreover, under Filippov’s condition, we have J(x, a) = λ, for at = γ(Xxt , Z
x
t , U
x
t · δ).
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Proof. Under the probability measure PaT , we can write:
Yx0 = E
a
T [Y
x
T ] +E
a
T
[∫ T
0
{ f (Xxs , Zxs , Uxs · δ)− Zxs R1(as)− R2(as)Uxs · δ} ds
]
− λT.
And then:
J(x, a) = λ+ lim sup
T→∞
Yx,n0 −EaT
[
YxT
]
T
+ lim sup
T→∞
1
T
EaT
[∫ T
0
{L(Xxs , as) + Zxs R1(as) + R2(as)Uxs · δ− f (Xxs , Zxs , Uxs · δ)} ds
]
> λ,
because we can apply Proposition 4.2, and thanks to the definition of f . We see that we even have an
equality if we take a = a.
Theorem 4.31 (Large time behaviour for optimal control problem). For every control a, we have:
lim inf
T→∞
JT(x, a)
T
> λ.
Moreover, under Filippov’s condition, and when ν has a finite moment of order strictly greater than 6, we have:∣∣∣JT(x, aT)− J(x, a)T −Yx0 − L∣∣∣ 6 C(1+ |x|2)e−θT .
Proof. This is a straightforward consequence of the previous results of this subsection and of Theorem
4.24.
4.7 Appendix
4.7.1 Some standard estimates
Lemma 4.32. We consider the SDE:
Xt = x +
∫ t
0
{b˜(s, Xs) + h0s}ds +
∫ t
0
{σ˜(s, Xs) + h1s}dWs +
∫ t
0
∫
B
{ρ˜(s, Xs) + h2s}(y) N˜(ds, dy),
with adapted coefficients.
We suppose that b˜, σ˜ and ρ˜ are Lipschitz w.r.t. the second variable and that b˜(t, 0) = 0, σ˜(t, 0) = 0 and
ρ˜(t, 0) = 0 a.s.
Then, there exists a constant C depending only on T, ‖b˜‖lip, ‖σ˜‖lip and ‖ρ˜‖lip, such that:
E[|X|∗,20,T ] 6 C
(
|x|2 +E
[∫ T
0
{|h0s |2 + |h1s |2 + ‖h2s‖2ν}ds
])
.
Proof. The use of Burkholder-Davis-Gundy inequality gives us:
E[|X|∗,20,t ] 6 4|x|2 +E
[∫ t
0
{8t|h0s |2 + 32|h1s |2 + 32‖h2s‖2ν}ds
]
+ (8t‖b˜‖2lip + 32‖σ˜‖2lip + 32‖ρ˜‖2lip)E
[∫ t
0
|Xs|2 ds
]
6 4|x|2 +E
[∫ T
0
{8T|h0s |2 + 32|h1s |2 + 32‖h2s‖2ν}ds
]
+ (8T‖b˜‖2lip + 32‖σ˜‖2lip + 32‖ρ˜‖2lip)
∫ t
0
E[|X|∗,20,s ]ds,
and we conclude by Gronwall lemma.
136
Lemma 4.33. We consider the BSDE:
Yt = ξ +
∫ T
t
{ f˜ (s, Ys, Zs, Us) + hs}ds−
∫ T
t
Zs dWs −
∫ T
t
∫
B
Us(y) N˜(ds, dy),
with an adapted driver.
We suppose that f˜ is Lipschitz w.r.t. y, z and u and that f˜ (t, 0, 0, 0) = 0 a.s.
Then, there exists a constant C depending only on T and ‖ f˜ ‖lip, such that:
E
[
|Y|∗,20,T +
∫ T
0
|Zt|2 dt +
∫ T
0
‖Ut‖2ν dt
]
6 CE
[
|ξ|2 +
∫ T
0
|hs|2 ds
]
.
Proof. Using Lemma 19.1.4 and Theorem 19.1.6 of [15], we get:
E
[
|Y|∗,20,T +
∫ T
0
{|Zt|2 + ‖Ut‖2ν}dt
]
6 4E
[
|ξ|2 +
∫ T
0
|hs|2 ds
]
+ 4(‖ f˜ ‖lip + 4)
∫ T
0
E[|Ys|2 + |Zs|2 + ‖Us‖2ν]ds
6 4(1+ (‖ f˜ ‖lip + 4)(T + 2))E[|ξ|2]
+ 4
(
1+
‖ f˜ ‖lip + 4
2‖ f˜ ‖lip
eβT(T + 2)
)
E
[∫ T
0
|hs|2 ds
]
,
where β = 4‖ f˜ ‖lip + 12 .
4.7.2 Regularity of the solution of a finite horizon BSDE
Lemma 4.34. We consider the forward/backward system:
Xt,xs = x +
∫ s
t
Ξ(r, Xt,xr )dr +
∫ s
t
σ(r, Xt,xr )Q dWr +
∫ s
t
∫
B
σ(r, Xt,xr )y N˜(dr, dy),
Yt,xs = g(X
t,x
T ) +
∫ T
s
f (r, Xt,xr , Y
t,x
r , Z
t,x
r , U
t,x
r )dr−
∫ T
s
Zt,xr dWr −
∫ T
s
∫
B
Ut,xr (y) N˜(dr, dy).
We make the following assumptions:
• b ∈ C0,1b ([0, T]×Rd,Rd) and σ ∈ C0,1b ([0, T]×Rd, GLd(R));
• g ∈ C1b (Rd,R) and f ∈ G0,1b ([0, T]×Rd ×R× (Rd)∗ × L2(ν),R).
Then we can show that the function u : (t, x) 7→ Yt,xt is of class C0,1b ([0, T]×Rd,R). Moreover, we have the
following representations for a.e. t, ω and y:
• Zt,xs = ∂xu(s, Xt,xs )σ(s, Xt,xs );
• Ut,xs (y) = u(s, Xt,xs + σ(s, Xt,xs )y)− u(s, Xt,xs ).
Proof. To simplify the presentation of the proof, we assume d = 1.
Let (t, x) ∈ [0, T]×R and h 6= 0. We define ∇•h = •t,x+h−•t,xh , for • = X, Y, Z or U. Using Lemma
4.33 and then Lemma 4.32, we get:
E
[
|∇Xh|∗,2t,T + |∇Yh|∗,2t,T +
∫ T
t
{|∇Zhs |2 + ‖∇Uhs ‖2ν}ds
]
6 C,
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where the constant C is independent of h and x (we use here the fact that f and g are Lipschitz
continuous). So, we have the following convergence, uniformly in x:
E
[
|Xt,x+h − Xt,x|∗,2t,T + |Yt,x+h −Yt,x|∗,2t,T +
∫ T
t
{|Zt,x+hs − Zt,xs |2 + ‖Ut,x+hs −Ut,xs ‖2ν}ds
]
−→
h→0
0.
Moreover, we have the following BSDE:
∇Yhs +
∫ T
s
∇Zhr dWr +
∫ T
s
∫
B
∇Uhr (y) N˜(dr, dy)
= g˜hx∇XhT +
∫ T
s
{
f˜ hx (r)∇Xhr + f˜ hy (r)∇Yhr + f˜ hz (r)∇Zhr
+
f (r, Xt,xr , Y
t,x
r , Z
t,x
r , U
t,x+h
r )− f (r, Xt,xr , Yt,xr , Zt,xr , Ut,xr )
h
}
dr,
where
g˜hx =
∫ 1
0
∂xg(Xt,xT + wh∇XhT)dw, f˜ hx (r) =
∫ 1
0
∂x f (r, Xt,xr + wh∇Xhr , Yt,x+hr , Zt,x+hr , Ut,x+hr )dw,
f˜ hy (r) =
∫ 1
0
∂y f (r, Xt,xr , Y
t,x
r + wh∇Yhr , Zt,x+hr , Ut,x+hr )dw and
f˜ hz (r) =
∫ 1
0
∂z f (r, Xt,xr , Y
t,x
r , Z
t,x
r + wh∇Zhr , Ut,x+hr )dw.
Similarly, we denote g˜0x = ∂xg(X
t,x
T ), f˜
0
x (r) = ∂x f (r,Θ
t,x
r ), f˜ 0y (r) = ∂y f (r,Θ
t,x
r ) and f˜ 0z (r) = ∂z f (r,Θ
t,x
r ),
where Θ stands for (X, Y, Z, U). We define the variational system:
∇Xs = 1+
∫ s
t
∂xb(r, Xt,xr )∇Xr dr +
∫ s
t
∂xσ(r, Xt,xr )Q∇Xr dWr +
∫ s
t
∫
B
∂xσ(r, Xt,xr )y∇Xr N˜(dr, dy),
∇Ys = g˜0x∇XT +
∫ T
s
{ f˜ 0x (r)∇Xr + f˜ 0y (r)∇Yr + f˜ 0z (r)∇Zr +∇u f (r,Θt,xr ) · ∇Ur}dr−
∫ T
s
∇Zr dWr
−
∫ T
s
∫
B
∇Ur(y) N˜(dr, dy),
where the dot · stands for the scalar product in the space L2(ν). In the following, we set
∆•h = ∇ •h −∇•, for • = X, Y, Z or U. Using Lemma 4.33, we find that
E
[
|∆Yh|∗,2t,T +
∫ T
t
{|∆Zhs |2 + ‖∆Uhs ‖2ν}ds
]
6 CTE
[
|g˜hx∆XhT + (g˜hx − g˜0x)∇XT |2 +
∫ T
t
| f˜ hx (r)∆Xhr + εh(r)|2 dr
]
,
where
εh(r) = ( f˜ hx (r)− f˜ 0x (r))∇Xr + ( f˜ hy (r)− f˜ 0y (r))∇Yr + ( f˜ hz (r)− f˜ 0z (r))∇Zr
+
f (r, Xt,xr , Y
t,x
r , Z
t,x
r , U
t,x
r + h∇Ur)− f (r, Xt,xr , Yt,xr , Zt,xr , Ut,xr )
h
−∇u f (r,Θt,xr ) · ∇Ur.
But E[|∆Xh|∗,2t,T ] −→h→0 0, by dominated convergence, using the continuity of ∂xb and ∂xσ, and the fact
that m2(ν) < ∞. Then, using the Lipschitz continuity of f and g, we deduce that:
E
[
|∆Xh|∗,2t,T + |∆Yh|∗,2t,T +
∫ T
t
{|∆Zhs |2 + ‖∆Uhs ‖2ν}ds
]
−→
h→0
0.
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Doing the same as in Theorem 3.1 of [43], we can write:
∂xu(t, x) = E
[
∂xg(Xt,xT )∇XT
+
∫ T
t
{∂x f (r,Θt,xr )∇Xr + ∂y f (r,Θt,xr )∇Yr + ∂z f (r,Θt,xr )∇Zr +∇u f (r,Θt,xr ) · ∇Ur}dr
]
.
The proof of the continuity of ∂xu is very similar to the Step 6 of Proposition 33 of [32], so we omit
here its proof. To conclude, we want now to prove the expressions of Z and U as functions of X.
First of all, we define ρ(t, x, y) = σ(t, x)y.
• We approach b, σ, ρ, f and g by sequences of C∞0 functions which converge uniformly. Moreover,
we can suppose that the derivatives of bε, σε, ρε, f ε and gε are bounded independently of ε,
because b, σ, ρ, f and g are Lipschitz continuous. We consider the forward-backward system:
Xεs = x +
∫ s
t
bε(r, Xεr)dr +
∫ s
t
σε(r, Xεr)Q dWr +
∫ s
t
∫
B
ρε(r, Xεr , y) N˜(dr, dy),
Yεs = g
ε(Xεt ) +
∫ T
s
f ε(r,Θεr)dr−
∫ T
s
Zεr dWr −
∫ T
s
∫
B
Uεr (y) N˜(dr, dy).
• We set uε(t, x) = Yεt . Theorem 4.1 of [11] tells us that uε is the solution of the PIDE{
∂tuε(t, x) + Lεtuε(t, x) + f ε(t, x, uε(t, x), ∂xuε(t, x)σε(t, x)Q, uε(t, x + ρε(t, x, •))− uε(t, x)) = 0,
uε(T, x) = gε(x).
Then, using Theorem 19.5.1 of [15], we find that
Zεs = ∂xu
ε(s, Xεs)σ
ε(s, Xεs)Q and U
ε
s : y 7→ uε(s, Xεs + ρε(s, Xεs , y))− uε(s, Xεs).
The conclusion consists on taking the limit as ε→ 0, which is similar to the end of the proof of
Theorem 3.1 of [43].
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