Cuencas de atracción usando MatLab by Cadenas Román, Carlos Eduardo
UniversidadAtlánticodel Revista De Matema´ticas de la Universidad del Atla´ntico Pa´ginas: 1–15
Facultad de Ciencias Ba´sicas
©Programa de Matema´ticas
Vol. 04 , No 2, (2017)
Cuencas de atraccio´n usando MatLab®
Basins of attraction using MatLab®
Carlos E. Cadenas R.a, Ce´sar V. Luna M.a
ccadenas@uc.edu.ve; ccadenas45@gmail.com; cluna.m@gmail.com
aDepartamento de Matema´ticas, Facultad Experimental de Ciencias y Tecnologı´a. Universidad de Carabobo, Venezuela.
Centro Multidiciplinario de Co´mputo de Visualizacio´n Cientı´fica.
Resumen
Existen muchos me´todos nume´ricos para encontrar la solucio´n de una ecuacio´n no lineal de la forma f (x) = 0, donde f
es una funcio´n real o compleja, entre otros tipos de funciones. Estos me´todos pueden ser clasificados tomando en cuenta
el orden de convergencia y algunas medidas de eficiencia. Otro criterio que ha sido utilizado en las u´ltimas de´cadas,
debido a la valiosa informacio´n que brinda, buen criterio de comparacio´n es la cuenca de atraccio´n de estas soluciones
que brinda sorprendentes figuras que destaca el comportamiento de estos me´todos dado diferentes puntos iniciales.
Aquı´ presentamos un algoritmo en MatLab® que permite la construccio´n de la cuenca de atraccio´n de los puntos fijos de
la funcio´n de iteracio´n de diversos esquemas iterativos. Tambie´n se presentan diversos planos dina´micos de los me´todos
de Newton, Halley y Jarratt para raı´ces simples, ası´ como sus adaptaciones a raı´ces con multiplicidad conocida, con
resultados que prueban el desempen˜o del algoritmo propuesto.
Palabras claves:
cuenca de atraccio´n, MatLab®, me´todos iterativos, ecuaciones no lineales.
Abstract
There are many numeric methods to find the solution of a nonlinear equation of the form f (x) = 0, where f is a real or
complex function among others types of functions. Taking into account the order of convergence and some measures of
efficiency these methods can be classified. Another criterion that has been used in the last decades, due to the valuable
information it provides, good criterion of comparison is the basin of attraction of these solutions that provides surprising
figures that highlight the behavior of these methods given different starting points. Here we present an algorithm in
MatLab® that allows the construction of the basin of attraction of the fixed points of the iteration function of several
iterative schemes. Dynamic planes of the Newton, Halley and Jarratt methods for simple roots are presented, as well as
their adaptations to roots with known multiplicity, with results that show the performance of the proposed algorithm.
Keywords:
basin of attraction, MatLab®, iterative scheme, nonlinear equations.
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1. Introduccio´n
En la literatura se encuentra una inmensa cantidad de me´todos para calcular los ceros simples o mu´ltiples
de una ecuacio´n no lineal, por lo que es indispensable tener herramientas que permitan conocer de cierta
forma que me´todos tiene mejor comportamiento que otros para cierta clases de problemas. Podemos
clasificar los me´todos por su orden de convergencia, cantidad de datos iniciales, cantidad de funciones
evaluadas en cada iteracio´n y medidas de eficiencias. Gracias al avance tecnolo´gico de las u´ltimas de´cadas
se puede disponer de herramientas computacionales que permitan representar las cuencas de atraccio´n de
dicho ceros simples o mu´ltiples. Por medio de las cuencas de atraccio´n se realizan comparaciones eficientes
entre me´todos destacando su comportamiento a partir de diversos puntos iniciales. Existen muchos software
que realizan este tipo de estudio, destacando entre ellos Mathematica®. Por ejemplo, en [1] se presenta
una comparacio´n gra´fica (cuenca de atraccio´n) y nume´rica (medidas de eficiencia) de me´todos iterativos
conocidos, describiendo un programa en Mathematica® con el cual se obtiene de manera partı´cular las
cuencas de atraccio´n de las raı´ces de la funcio´n f (z) = z3 − 1. En [2] se implementa y explica un algoritmo
en Mathematica® para construir las cuencas de atraccio´n de las raı´ces de la funcio´n f (z) = z3 + (r − 1)z − r
para r = 0, 1, 12 , ası´ como de la funcio´n f (z) = z
7 − 1, para el caso del me´todo de Newton. En [3] se presenta
un algoritmo en Mathematica® para analizar la cuenca de atraccio´n de un punto fijo, en particular para la
funcio´n f (z) = z3 + 0,33 + 0,35i. Un algoritmo en Mathematica® para generar, utilizando el me´todo de
Newton, cuencas de atracciones de diferentes ceros de polinomios es detallado en [4].
En este documento se propone un algoritmo flexible y eficiente implementado en MatLab® que permite
la representacio´n gra´fica de la cuenca de atraccio´n de los ceros simples o mu´ltiples de cualquier me´todo
iterativo, esto con el fin de brindar una nueva alternativa para hacer la comparacio´n gra´fica de me´todos
iterativos para resolver ecuaciones no lineales.
El resto del artı´culo es organizado como sigue: la Seccio´n 2 esta formada por conceptos preliminares;
en la Seccio´n 3 se desarrolla el algoritmo propuesto; en la Seccio´n 4 se presentan los planos dina´micos
para diversos me´todos usando varias ecuaciones de prueba; en la Seccio´n 5 se establece una discusio´n y
conclusiones.
2. Preliminares
Con el fin de tener una mejor comprensio´n del texto, se presentan algunas definiciones ba´sicas de
dina´mica compleja.
Sea R : Cˆ→ Cˆ un mapeo racional sobre la esfera de Riemann:
2.1. Para z ∈ Cˆ se define o´rbita como el conjunto O(z) = {z,R(z),R2(z), · · · ,Rn(z), · · · }.
2.2. Un punto complejo z0 es un punto fijo de R si R(z0) = z0.
2.3. z0 es un punto perı´odico para R si existe k ≥ 1 tal que Rk(z0) = z0. se denomina perı´odo de z0 al valor
p = min{k ≥ 1|Rk(z0) = z0}.
2.4. Conside´rese la ecuacio´n de iteracio´n de cualquier me´todo iterativo de la siguiente forma:
zn+1 = G(zn), n = 0, 1, 2, · · ·
la cual genera la sucesio´n {zn}∞n=0. Adema´s si se denota como α a un punto fijo de G, entonces se denomina
cuenca de atraccio´n de α al conjunto de puntos z0 ∈ C tales que la sucesion {zn}∞n=0 generada por G converge
a α.
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A continuacio´n se presentan los seis me´todos que se estara´n utilizando a lo largo de este documento
a efectos de hacer las representaciones gra´ficas de los planos dina´micos, destaca´ndose el orden de
convergencia r y la ecuacio´n de iteracio´n, tanto para el caso de raı´ces simple como para el caso de raı´ces
mu´ltiples con multiplicidad m conocida:
1. Me´todo de Newton [5] (r = 2)
xn+1 = xn − f (xn)f ′(xn) , n = 0, 1, · · · (1)
2. Me´todo de Halley [6] (r = 3)
xn+1 = xn − f (xn) f
′(xn)
[ f ′(xn)]2 − 12 f (xn) f ′′(xn)
, n = 0, 1, · · · (2)
3. Me´todo de Jarratt [7] (r = 4)
yn = xn − 2 f (xn)3 f ′(xn)




f ′(yn) − f ′(xn)




, n = 0, 1, · · · (3)
4. Variante del me´todo de Newton descrito en [8] (r = 2) :
xn+1 = xn − m f (xn)f ′(xn) , n = 0, 1, · · · (4)
5. Una adaptacio´n para raı´ces mu´ltiples del me´todo de Halley desarrollada en [9] (r = 3):




′(xn)]2 − 12 f (xn) f ′′(xn)
, n = 0, 1, · · · (5)






yn = xn − 2mm + 2
f (xn)
f ′(xn)
n = 0, 1, · · · (6)
xn+1 = xn − m8
[
(m3 − 4m + 8) f (xn)
f ′(xn)
− (m + 2)2 p
(







3. Algoritmo en Matlab
En esta seccio´n se describe el funcionamiento del algoritmo propuesto. Si se considera el iterado inicial
z0 ∈ C y el esquema iterativo zn+1 = G(zn), el cual bajo cierta condiciones converge a las raı´z de una funcio´n,
entonces al distinguir con un color diferente los conjuntos de puntos que convergen a cada raı´z de la fun-
cio´n, se puede generar mediante el uso del algoritmo propuesto, ima´genes que muestran la complejidad de
dichas regiones, lo cual permite observar el comportamiento del esquema utilizando dichos puntos iniciales,
adema´s de observar la convergencia de estos a las respectivas raı´ces de la funcio´n estudiada.
El procedimiento utilizado aquı´ para obtener las cuencas de atraccio´n de los ceros simples o mu´ltiples
de f empleando un me´todo nume´rico se resume como sigue:
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Paso 1: introducir la funcio´n, derivadas y para´metros segu´n el me´todo nume´rico a utilizar.
Paso 2: introducir las raı´ces de la funcio´n dada en el Paso 1.
Paso 3: hacer la particio´n de los intervalos [a, b] y [c, d] utilizando N y M puntos igualmente
espaciados en cada uno de ellos y realizar el producto cartesiano de dichas particiones para obtener
N×M puntos en el plano complejo, es decir, puntos de la forma z0 = u+ iv, donde u ∈ [a, b], v ∈ [c, d]
y i =
√−1.
Paso 4: utilizar cada punto generado en el Paso 3 como punto inicial, z0, del me´todo seleccionado,
utilizando un nu´mero ma´ximo de iteraciones de Niter y una tolerancia  para el error absoluto
cometido al calcular las diversas aproximaciones de α.
Paso 5: asignar un color diferente a cada punto inicial z0 del Paso 4 de acuerdo a que raı´z converge.
Si el me´todo supera el valor ma´ximo de iteraciones sin satisfacer la tolerancia se considerara´ como no
convergencia o convergencia lenta a la raı´z y sera´ pintado de un color diferente a los puntos iniciales
que cumplan con las condiciones de convergencia preestablecida para las raı´ces.
Paso 6: graficar lo obtenido en el Paso 5.
Observaciones: En el Paso 3, los valores de {a, b, c, d} deben ser seleccionados tomando en cuenta la
ubicacio´n de la raı´ces introducidas en Paso 2. Se debe notar que en el paso Paso 5 se necesitan Nr + 1
colores, donde Nr denota la cantidad de raı´ces de la funcio´n.
Debido a que los autores no encontraron un mapa de colores que cumpliera satisfactoriamente los
requerimientos del algoritmo (Paso 5) se desarrollo´ el Algoritmo 1, el cual permite obtener un mapa de
colores personalizado que hiciera esta labor de manera amigable; el cual se explica a continuacio´n:
1. Lineas (8–16): se valida que el nu´mero de colores no exceda de 20, ya que aquı´ se trabaja con una
cantidad de 20 colores diferentes, pero esto se puede cambiar simplemente agregando o quitando
colores en el formato RGB de acuerdo a lo que se requiera, de igual manera se valida que la
degradacio´n sea un nu´mero comprendido entre 0 y 1.
2. Lineas (17–21): se construye una matriz con un total de 20 colores divididos entres los colores
primarios, secundarios y otros colores adicionales. En esta parte se puede mezclar, quitar o agregar
colores a conveniencia.
3. Lineas (25–28): se crea una matriz de tal forma que en sus posiciones impares se representen los
colores de la matriz RGB y en sus posiciones pares se degrade dicho color cierto porcentaje (entre 0 y
1).
4. Lineas (33–41): se obtienen los valores de interpolacio´n lineal entre un color y sus respectiva
degradacio´n de acuerdo a un nu´mero de tonalidades predefinido. Esto nos brinda una matriz de salida
que posee tantas tonalidades como se requieran entre el color y su respectiva degradacio´n.
Algoritmo 1. Mapa de Colores
1 f u n c t i o n [ map ] = M a t r i x C o l o r s ( Ncolor , degra , N to na l )
2 % i n :
3 % Ncolor : Number o f c o l o r s t o b u i l d i n g a co lormap (Max 20 c o l o u r ) .
4 % d e g r a : Grade o f shade
5 % Nt on a l : Number o f t o n a l i t i e s .
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6 % o u t p u t :
7 % map : R e p r e s e n t a m a t r i x o f c o l o r
8 i f Nco lo r <= 0 | | Ncolor >20
9 d i s p ( ' E r r o r , Nco lo r must be l e s s t h a n or e q u a l t o 20 ' )
10 r e t u r n ;
11 e l s e
12 i f degra <0 | | degra >1
13 d i s p ( ' E r r o r , d e g r a must be between 0 and 1 ' )
14 r e t u r n ;
15 end
16 end
17 T=z e r o s (2* Ncolor , 3 ) ; % P r e a l l o c a t i n g Ar r ay s
18 P r i m a r y C o l o r =255* eye ( 3 ) ' ; % Red , Green , Blue .
19 S e c u n d a r y C o l o r =(255* ones ( 3 ) −255* eye ( 3 ) ) ' ; % Cyan , Pu rp l e , Yellow .
20 O t h e r C o l o r s =[123 104 238;112 128 144 ;25 25 112;188 143 143;244 164 96 ;176 224 230;255 228
181 ;25 200 120 ;65 105 225;105 92 9 2 ; 64 224 208;250 128 114;100 80 0 ;255 100 2 0 ] ;
21 RGB=[ P r i m a r y C o l o r ; S e c u n d a r y C o l o r ; O t h e r C o l o r s ] ; % Ma t r i x wi th a l l c o l o r
22 % T ( 1 , : ) and T ( 2 , : ) a r e z e r o t o r e p r e s e n t a b l a c k c o l o r .
23 % T ( odd , : ) R e p r e s e n t a c o l o r o f RGB.
24 % T ( odd +1 : ) R e p r e s e n t a d e g r a d a t i o n o f t h e above c o l o r .
25 f o r j =2: Nco lo r
26 T(2* j −1 , : )=RGB( j −1 , : ) ;
27 T(2* j , : ) =d e g r a *RGB( j −1 , : ) ;
28 end
29 % I d e n t i f y e v e r y c o l o r i n t h e Ma t r i x T
30 % The c o l o r s o f t h e RGB m a t r i x a r e i d e n t i f y by t h e odd p o s i t i o n o f v e c t o r R .
31 % and t h e d e g r a d a t i o n o f t h e each c o l o r a r e i d e n t i f y by t h e p a r p o s i t i o n .
32 % For example : R( 1 )−>Black ; R( 2 ) −>0.2 Black , R( 3 )−>Red ; R( 4 ) −>0.2Red , . . .
33 R= l i n s p a c e ( 0 , N to na l * Ncolor , s i z e ( T , 1 ) ) ;
34 map = [ ] ;
35 % B u i l d i n g of t h e d e g r a d a t i o n o f e v e r y c o l o r i n RGB
36 f o r k =1: Nco lo r
37 U= l i n s p a c e (R(2* k−1) ,R(2* k ) , N to na l ) ;
38 M= i n t e r p 1 (R , T ,U) ;
39 map=[map ;M] ; % I n t e r p o l a t e a l l p o i n t s i n U.
40 end
41 map=map . / 2 5 5 ; % RGB c o l o r s i n [ 0 , 1 ]
42 end
En la Figura 1 se aprecian 20 colores predefinidos con una degradacio´n de 0.2 y un total de 9 tonalidades,
esta puede ser obtenida utilizando los siguientes comando:
1 [ map ] = M a t r i x C o l o r s ( 1 0 , 0 . 2 , 9 ) ;
2 I =1: N to na l * Nco lo r ;
3 imagesc ( I )
4 c o l o r b a r
5 co lormap ( map )
5
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Figura 1. Mapa de colores.
Ahora se presenta el Algoritmo 2, el cual es utilizado para generar la cuenca de atraccio´n de los ceros
simples o mu´ltiples de la funcio´n f . Dicho co´digo se explica a continuacio´n:
1. Lineas (12–14): corresponde al ca´lculo de derivadas necesitadas por el me´todo a estudiar.
2. Lineas (15–18): se calculan las raı´ces de la funcio´n introducida con el comando solve.
3. Lineas (20–21): construccio´n del mallado de puntos iniciales.
4. Linea (23): se establece el nu´mero de tonalidades y luego se calcula una matriz con la cantidad de
colores y degradaciones de los mismo utilizando el Algoritmo 1.
5. Lineas (24–35): se realiza un doble ciclo for para recorrer todos los puntos del mallado realizado
anteriormente y los cuales sera´n puntos iniciales de los me´todos seleccionados.
6. Linea (28): en esta parte se introduce el me´todo a estudiar para la aproximacio´n de la raı´z, como
ejemplo tenemos los me´todos (1–6), cuyos co´digo los podemos ver en los Algoritmos (3–8). Notar
que el algoritmo se adapta a cualquier me´todo nume´rico de su intere´s.
7. Lineas (30–33): se emplea la funcio´n find, para conocer a la raı´z a la cual el me´todo converge y
ası´ poder ubicar en la barra de colores el color del punto inicial utilizado. En la linea (32) se utiliza la
funcio´n
g(iter) = a − b ∗ exp
 − log(15)(iter − 1)10
 (a > b) (7)
para establecer la velocidad de convergencia tomando en cuenta la cantidad de iteraciones realizadas;
mientras menor sea el nu´mero de iteraciones se tiene colores claros, en el caso de que aumente la
cantidad de iteraciones los colores se tornara´n oscuros.
La funcio´n dada en (7) satisface las siguientes propiedades:
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g es creciente.
a − b ≤ g(iter) ≤ a.
g(1) = a − b y g(iter) = a cuando iter → ∞
Cuando no ocurra convergencia o la misma sea lenta se le asignara´ a los puntos iniciales el color negro.
8. Lineas (37–41): se crea la cuenca de atraccio´n utilizando el comando colormap junto con la matriz de
colores realizada anteriormente, el comando caxis para fijar los intervalos de los colores en la barra
colores y el comando pcolor, por u´ltimo sobre esta imagen se grafı´can las raı´ces de la funcio´n con el
comando plot.
Algoritmo 2. Basins of attraction
1 f u n c t i o n [ ] = B a s i n s o f a t t r a c t i o n ( f , a , b , c , d , max X , max Y , N i t e r , t o l , NDeri )
2 % B a s i n s o f a t t r a c t i o n o b t a i n s t h e b a s i n s o f a t t r a c t i o n f o r n u m e r i c a l methods t o f i n d
s i m p l e r o o t s o f n o n l i n e a r e q u a t i o n s
3 % i n
4 % f : n o n l i n e a r f u n c t i o n (@( x ) x ˆ3 −1)
5 % a , b , c , d : R e p r e s e n t t h e c l o s e d i n t e r v a l [ a , b ] and [ c , d ] i n t h e a x i s x and d e f i n e t h e
r e c t a n g l e f o r p o s s i b l e v a l u e s t o i n i t i a l i z i n g t h e methods
6 % max X , max Y : p a r t i t i o n s i z e o f [ a , b ] and [ c , d ]
7 % N i t e r : i s t h e maximum number o f i t e r a t i o n s o f t h e method .
8 % t o l and Nder i : t o l e r a n c e and number o f d e r i v a t i v e f o r t h e n u m e r i c a l method
9 % t e s t : B a s i n s o f a t t r a c t i o n (@( x ) x ˆ3 −1 , −3 ,3 , −3 ,3 ,600 ,600 ,30 ,10ˆ −6 ,1 ) ;
10 syms x
11 % D e r i v a t i v e s a r e c a l c u l a t e d and c o n v e r t e d t o i n l i n e f u n c t i o n s
12 f o r k =1: NDeri
13 e v a l ( [ ' d ' num2s t r ( k ) ' f ' ' = m a t l a b F u n c t i o n ( d i f f ( f ( x ) , k ) ) ; ' ] ) ;
14 end
15 r1= s o l v e ( f ( x ) ==0) ; r1=un iq ue ( r1 ) ; r=z e r o s ( s i z e ( r1 , 2 ) ) ; % r o o t s
16 f o r k =1: s i z e ( r1 , 1 )
17 r ( k )= r1 ( k , 1 ) ;
18 end
19 % Mesh of p o i n t s
20 x = l i n s p a c e ( a , b , max X ) ; y = l i n s p a c e ( c , d , max Y ) ; [X,Y] = meshgr id ( x , y ) ;
21 W = z e r o s ( max X , max Y ) ; % P r e a l l o c a t i n g A r r a ys
22 % c o l o u r m a t r i x f o r t h e co lormap
23 Nt on a l =40; map = M a t r i x C o l o r s ( s i z e ( r , 2 ) +1 , 0 . 3 , N t ona l )
24 f o r k = 1 : s i z e (X, 2 )
25 f o r j = 1 : s i z e (X, 1 )
26 z0=X( j , k ) +1 i *Y( j , k ) ; % I n i t i a l v a l u e
27 % Examples methods ( c a l l your method h e r e )
28 [ ra , i t e r ]= Met Newton ( z0 , f , d1f , N i t e r , t o l ) ;
29 % Colour o f each p o i n t
30 i f i t e r <= N i t e r && abs ( f ( r a ) )< t o l
31 pos= f i n d ( abs ( r− r a ) <0 .1 ,1 , ' f i r s t ' ) ; % f i n d t h e p o s i t i o n o f t h e a p r o x i m a t e r o o t




36 % Image d i s p l a y
37 a x i s ( [ a , b , c , d ] ) ; a x i s s q u a r e ; co lormap ( map )
38 ho ld on ; c a x i s ( [ 0 , ( s i z e ( r , 2 ) +1) * Nt on a l ] )
39 p c o l o r (X, Y,W) ; ho ld on
40 p l o t ( r e a l ( r ) , imag ( r ) , ' o ' , ' MarkerEdgeColor ' , ' k ' , ' Marke rFaceColo r ' , ' k ' , ' Marke rS ize ' , 2 ) ;
41 s h a d i n g f l a t ;
42 end
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Se recomienda guardar la ima´genes utilizando las siguientes lineas de comando, las cuales nos permiten
definir la resolucio´n y formato de la misma, para este caso tenemos un imagen en formato .eps y resolucio´n
de 500pp.
1 f i g u r e
2 B a s i n s o f a t t r a c t i o n (@( x ) x ˆ3 −1 , −3 ,3 , −3 ,3 ,1000 ,1000 ,60 ,10ˆ −4 ,1 ) ;
3 p r i n t −depsc2 − r500 F i g u r e . eps
A continuacio´n se presentan sin mayor detalle los co´digos de los seis me´todos cla´sicos escogidos para
mostrar el desempen˜o del algoritmo propuesto en este trabajo:
Algoritmo 3. The Newton method
1 f u n c t i o n [ z , i t e r ] = Met Newton ( z , f , df , N, e )
2 % The Newton−Raphson method i s a second−o r d e r method s o l v i n g n o n l i n e a r e q u a t i o n s .
3 % v a r i a b l e
4 % IN :
5 % z : I n i t i a l p o i n t s .
6 % f and df : F u n c t i o n and d e r i v a t e o f f .
7 % e and N: t o l e r a n c e and t h e maximan v a l u e o f i t e r a t i o n
8 % OUTPUT
9 % z : r o o t o f f
10 % i t e r : i t e r a t i o n
11 k =1; % Count t h e number o f i t e r a t i o n
12 band =1; % Flag
13 w h i l e abs ( band )>e && k<=N
14 s= f ( z ) / df ( z ) ; z=z−s ; band= f ( z ) ; k=k +1;
15 end
16 i t e r =k−1;
17 end
Algoritmo 4. The Halley method
1 f u n c t i o n [ r , i t e r ] = Met Ha l l ey ( z , f , df , d2f , N, e )
2 % The H a l l e y Method , i s a t h i r d −o r d e r method
3 k =1; band =1;
4 w h i l e abs ( band )>e && k<=N
5 u= f ( z ) ; v=df ( z ) ; w=d2f ( z ) ; z=z−( u*v ) / ( v ˆ2 −0.5* u*w) ; band= f ( z ) ; k=k +1;
6 end
7 i t e r =k−1;
8 end
Algoritmo 5. The Jarratt method
1 f u n c t i o n [ z , i t e r ] = M e t J a r r a t t ( z , f , df , N, e )
2 % The J a r r a t t method i s a f o u r t h −o r d e r method
3 k =1; band =1;
4 w h i l e abs ( band )>e && k<=N
5 u= f ( z ) ; v=df ( z ) ; y=z−(2* u ) / ( 3 * v ) ; w=df ( y ) ;
6 z=z − ( 1 − ( 1 . 5 ) * (w−v ) / ( 3 *w−v ) ) * ( u / v ) ; band= f ( z ) ; k=k +1;
7 end
8 i t e r =k−1;
9 end
8
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Algoritmo 6. The Newton Multiple method
1 f u n c t i o n [ z , i t e r ] = Met Newton Mul t i p l e ( z , f , df , N, e ,m)
2 % The Newton−Raphson method t o m u l t i p l e r o o t , i s a second−o r d e r method
3 k =1; band =1;
4 w h i l e abs ( band )>e && k<=N
5 s=m* f ( z ) / df ( z ) ; z=z−s ; band= f ( z ) ; k=k +1;
6 end
7 i t e r =k−1;
8 end
Algoritmo 7. The Halley Multiple method
1 f u n c t i o n [ z , i t e r ] = M e t H a l l e y M u l t i p l e ( z , f , df , d2f , N, e ,m)
2 % The H a l l e y Method t o m u l t i p l e r o o t , i s a t h i r d −o r d e r methods
3 k =1; band =1;
4 w h i l e abs ( band )>e && k<=N
5 u= f ( z ) ; v=df ( z ) ; w=d2f ( z ) ;
6 z=z−( u*v ) / ( ( ( m+1) *v ˆ 2 ) / ( 2 *m) −0.5* u*w) ; band= f ( z ) ; k=k +1;
7 end
8 i t e r =k−1;
9 end
Algoritmo 8. The Jarratt Multiple method
1 f u n c t i o n [ z , i t e r ] = M e t J a r r a t t M u l t i p l e ( z , f , df , N, e ,m)
2 %The J a r r a t t method t o m u l t i p l e r o o t i s a f o u r t h −o r d e r method
3 k =1; band =1;
4 w h i l e abs ( band )>e && k<=N
5 u= f ( z ) ; v=df ( z ) ; y=z−(2*m*u ) / ( ( m+2) *v ) ; w=df ( y ) ;
6 z=z−(m / 8 ) * ( (mˆ3−4*m+8) * ( u / v ) −(m+2) ˆ 2 * (m / (m+2) ) ˆm* ( 2 * (m−1) −(m+2) * (m / (m+2) ) ˆm*( v /w) ) * ( u
/w) ) ;
7 band= f ( z ) ; k=k +1;
8 end
9 i t e r =k−1;
10 end
4. Resultados
En esta seccio´n, para comprobar el desempen˜o del algoritmo propuesto, se presentan la cuenca de
atracio´n de ceros simples y mu´ltiples de varios polinomios, ampliamente utilizados en la literatura,
empleando los me´todos (1)-(6). Todos los ejemplos poseen raı´ces en [−3, 3]×[−3, 3]. Se utilizan 1000 puntos
igualmente espaciados en el intervalo cerrado [−3, 3] y se realiza el producto cartesiano de las particiones
construidas, para obtener un total de 1000000 puntos en el plano complejo donde cada uno de ellos se usan
como puntos iniciales de los esquemas iterativos, adema´s se utiliza un nu´mero ma´ximo de 60 iteraciones y
una tolerancia de 10−4.
Ejemplo 1: se utiliza el polinomio de grado tres
p1(z) = z3 − 1
9
C. Cadenas y C. Luna / Matua Revista De Matema´ticas de la Universidad del Atla´ntico VOL: 04 (2017) pg´ina: 10–15 10
estudiado en [11], [12] y [13].
Se denotan las tres raı´ces de p1(z) como r1 = 1, r2 = −0,5 + 0,86603i y r3 = −0,5 − 0,86603i, donde las
cuencas de atraccio´n de r1, r2 y r3 son pintadas de rojo, azul y verde respectivamente, a la no convergencia
o convergencia lenta se le asigna el color negro.
Figura 2. Cuenca de atraccio´n del me´todo de Newton (izquierda), me´todo de Halley (centro) y me´todo de Jarratt (derecha).
Ejemplo 2: se selecciona el polinomio de grado cuatro
p2(z) = z4 − 10z2 + 9
estudiado en [11], [12] y [13].
Las raı´ces de p(z) son: r1 = −3 (Rojo); r2 = −1 (Verde); r3 = 2 (Azul); y r4 = 3 (Aguamarina), la no
convergencia o convergencia lenta es pintada en negro.
Figura 3. Cuenca de atraccio´n del me´todo de Newton (izquierda), me´todo de Halley (centro) y me´todo de Jarratt (derecha).
10
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Ejemplo 3: polinomio de grado seis con coeficientes complejos




(1 + i)z4 − 1
4
(19 + 3i)z3 +
1
4
(11 + 5i)z2 − 1
4




estudiado en [11], [12] y [13].
Las seis raı´ces de p3(z) vienen dadas por: r1 = 1; r2 = −1 + 2i; r3 = − 12 − i2 ; r4 = i; r5 = − 3i2 y r6 = 1 − i
y los colores respectivos de sus cuencas de atraccio´n son: rojo, aguamarina, amarillo, verde, magenta y azul,
la no convergencia o convergencia lenta en negro.
Figura 4. Cuenca de atraccio´n del me´todo de Newton (izquierda), me´todo de Halley (centro) y me´todo de Jarratt (derecha).
Ejemplo 4: polinomio de grado nueve p4(z) = z9 − 1
Se denotan las raı´ces de p4(z) como sigue: r1 = 1 (Rojo), r2 = 0,76604 + 0,64279i (Verde), r3 =
0,17365 + 0,98481i (Azul), r4 = −0,50000 + 0,86603i (Amarillo), r5 = −0,93969 + 0,34202i (Aguamarina),
r6 = −0,93969−0,34202i (Morado), r7 = −0,50000−0,86603i (Magenta), r8 = 0,17365−0,98481i (Marro´n)
y r9 = 0,76604 − 0,64279i (Cobre) la no convergencia en negro.
Figura 5. Cuenca de atraccio´n del me´todo de Newton (izquierda), me´todo de Halley (centro) y me´todo de Jarratt (derecha).
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Ejemplo 5: polinomio de grado cuatro
p5(z) = (z2 − 1)2
estudiado en [14].
Las raı´ces r1 = −1 y r2 = 1 son ambas reales y de multiplicidad m = 2, la cuenca de atraccio´n de r1 y r2
se pinta de rojo y verde respectivamente, la no convergencia o convergencia lenta en negro.
Figura 6. Cuenca de atraccio´n (raı´ces mu´ltiples) de la variante del me´todo de Newton (izquierda), adaptacio´n del me´todo
de Halley (centro) y modificacio´n del me´todo de Jarratt (derecha).
Ejemplo 6: polinomio cuyas raı´ces son todas de multiplicidad tres
p6(z) = (z3 + 4z2 − 10)3
estudiado en [14].
Las raı´ces de p6(z) son: r1 = −2,68261500670705 − 0,35829359924043i (Azul); r2 =
−2,68261500670705 + 0,35829359924043i (Verde) y r3 = 1,3652300134141 (Rojo), la no convergencia
o convergencia lenta en negro.
Figura 7. Cuenca de atraccio´n (raı´ces mu´ltiples) de la variante del me´todo de Newton (izquierda), adaptacio´n del me´todo
de Halley (centro) y modificacio´n del me´todo de Jarratt (derecha).
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Ejemplo 7: polinomio cuyas raı´ces son todas de multiplicidad cuatro, las raices son las tres raı´ces de la
unidad
p7(z) = (z3 − 1)4
estudiado en [14].
Se denotan las tres raı´ces de p7(z) como r1 = 1, r2 = −0,5 + 0,86603i y r3 = −0,5 − 0,86603i, donde
los colores de las cuencas de atraccio´n de r1, r2 y r3 se pintan de rojo, azul y verde respectivamente, la no
convergencia o convergencia lenta en negro.
Figura 8. Cuenca de atraccio´n (raı´ces mu´ltiples) de la variante del me´todo de Newton (izquierda), adaptacio´n del me´todo
de Halley (centro) y modificacio´n del me´todo de Jarratt (derecha).
Ejemplo 8: el u´ltimo polinomio
p8(z) = (z4 − 1)5
Se denotan las raı´ces de p8(z) como sigue: r1 = 1 (Verde), r2 = −1 (Rojo), r3 = 1i (Aguamarina)
yr4 = −1i (Azul), la no convergencia o convergencia lenta en negro.
Figura 9. Cuenca de atraccio´n (raı´ces mu´ltiples) de la variante del me´todo de Newton (izquierda), adaptacio´n del me´todo
de Halley (centro) y modificacio´n del me´todo de Jarratt (derecha)
13
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5. Conclusio´n
Se presenta un algoritmo flexible y eficiente en MatLab® que permite la realizacio´n de la cuenca de
atraccio´n de los puntos fijos de las funciones de iteracio´n utilizadas para resolver ecuaciones no lineales
de la forma f (x) = 0, donde f : A ⊂ C → C. El algoritmo muestra un excelente comportamiento
como se muestra en las figuras 2–5. El mismo es utilizado en tres famosos me´todos nume´ricos: Newton,
Halley y Jarratt aplicados a funciones que han sido estudiadas en la literatura. De igual manera se muestra
el comportamiento del algoritmo propuesto para el caso de estar en presencia de ceros mu´ltiples como se ve
en las figuras 6–9, utilizando las respectivas adaptaciones de los me´todo mencionados anteriormente para
el ca´lculo de ceros mu´ltiples. Adema´s en la figura 1 se aprecian diferentes colores y tonalidades, los cuales
pueden ser utilizado por el usuario para realizar cuencas de atracciones de problemas que involucren a lo
sumo 20 raı´ces, permitiendo la posibilidad de aumentar el nu´mero de colores ası´ como el orden en el que
se presentan en este trabajo. Esta herramienta tambie´n puede ser utilizada para construir los espacios de
para´metro que permiten comparar elementos de familias de me´todos de uno y varios puntos para resolver
ecuaciones no lineales con raı´ces simples y/o mu´ltiples.
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