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Аннотация – В статье представлены результаты 
тестирования различных архитектур искусственной 
нейронной сети для получения математической модели 
газотурбинной электростанции. 
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Электроэнергетика играет ключевую роль, как в 
жизни человека, так и в промышленности, и, как 
следствие, целой страны. Практика развития 
энергетических систем зарубежных стран мира [1, 2] 
показывает высокое распространение  газотурбинных 
установок в энергетике.  
Электрический КПД современных ГТУ составляет 
около 33–39%. С учетом того, что в 
мощных газотурбинных установках происходит выхлоп 
газов высокой температуры, появляется возможность 
комбинированного использования газовых и паровых 
турбин. Такое инженерное решение позволяет меньше 
использовать топливо, а, следовательно, существенно 
повысить эффективность электрическое КПД  установок 
до 57–59%.  
Чтобы воспользоваться всеми преимуществами 
использования газотурбинной установки (ГТУ) для 
выработки электроэнергии необходимо управлять не 
только установкой, но и электростанцией в целом. К 
сожалению, процедура настройки системы 
автоматического управления (САУ) газотурбинной 
электростанцией (ГТЭС, рис.1) является трудозатратной. 
Одним из способов облегчения настройки САУ является 
её настройка на математической модели [3 - 5], которую 









Рис. 1. Структурная схема модели ГТЭС 
На рис. 1. обозначено: GT  –  расход топливного газа 
ГТУ,  Uf –  напряжение возбуждения синхронного 
генератора, NG  – активная мощность синхронного 




II. МАТЕМАТИЧЕСКАЯ МОДЕЛЬ ГАЗОТУРБИННОЙ 
ЭЛЕКТРОСТАНЦИИ 
     
Управление, осуществляемое без участия человека, 
называют автоматическим, а техническое устройство, 
которое осуществляет такое управление, называют 
контроллером или регулятором. Всю систему, 
включающую регулятор и объект управления, называют 
САУ. 
В нашем случае система управления для ГТЭС 
является замкнутой, так как управление происходит в 
замкнутом контуре по выходному параметру, который 
необходимо поддерживать постоянно.  
При проектировании и настройке САУ ГТУ главной 
целью является поддержание постоянной частоты 
вращения свободной турбины в каждый момент времени 
через требуемый расход топлива.  
Большинство известных подходов к настройке САУ 
достаточно устарели и не способны показать 
приемлемых результатов. Причина заключается в том, 
что они основаны на большом количестве упрощений. 
Поэтому необходимо разрабатывать новые 
альтернативные варианты для настройки регулятора 
ГТУ, например, на основе модельно ориентированного 
подхода (МОП) рис. 2 
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Основная идея МОП заключается в том, чтобы на 
основе него получить приемлемой точности модель 
объекта управления, и уже благодаря ей настраивать 
параметры регулятора [6-12]. 
 
III. НЕЙРОСЕТЕВАЯ МОДЕЛЬ 
 
Нейронные сети находят свое применение во многих 
задачах.  В статьях [13-16] нейронные сети используются 
для распознавания изображение, при этом они 
справляются с это задачей намного лучше, чем другие 
алгоритмы. Нейронные сети могут применяться даже в 
задачах определения эмоциональной реакции человека 
[17]. Но самое главное заключается в том, что 
нейронные сети могут, применяются для получения 
математических моделей объектов управления, в 
частности ГТУ, либо их агрегатов [18 – 20]. Как 
газотурбинная установка, так и газотурбинная 
электростанция является нелинейной системой [21], а 
значит, нейронные сети могут быть аппроксимированы в 
любой вид нелинейности [22-24]. 
Тут же необходимо отметить и другую особенность 
нейронных сетей. В отличие от модели на основе 
уравнений регрессии, модель, построенная на основе 
нейронной сети, позволит не задавать структуру 
взаимодействия внутренних параметров ГТУ и 
газотурбинной электростанции. Такое преимущество 
предоставляет нейронная сеть, так как этот процесс 
происходит автоматически, в ходе процесса обучения 
[22-25]. Благодаря этому достигается автоматизация 
процесса получения модели, что позволит проводить 
эксперименты на сложной модели или на реальной 
установке [26-28] и, получив необходимые 
экспериментальные данные, подать их на нейронную 
сеть и запустить процесс обучения. В итоге оператор 
(человек) только участвует в процессе получения 
экспериментальных данных, а сам процесс получения 
математической модели системы ГТУ-СГ происходит 
автоматически под его наблюдением. 
Но кроме того у нейронных сетей есть ещё одна 
уникальная особенность это обобщающая способность 
[22-25], главная особенность которой заключается в том, 
что подавая на вход модели данные, которых ранее не 
было в обучающей выборке, модель так же выдаст 
приемлемые значения на выходе. На рис. 3 представлен 
пример архитектуры нейронной сети, которая 
























































где: nTK – частота вращения турбокомпрессора;  
nCT– частота вращения свободной турбины;  
U – напряжение СГ;  
 NG– активная мощность СГ; 
Uf – напряжение возбуждения;  
GT – расход топлива;  
UF – напряжение обмотки возбуждения;  
ZN – статическая нагрузка СГ;  
w
a
bc – весовой коэффициент связи (a – индекс таблицы 
весов, b – номер нейрона в слое откуда идет связь, с – 
номер нейрона в слое куда приходит связь).  
 
IV. ПЕРВАЯ ТЕСТИРУЕМАЯ АРХИТЕКТУРА 
Используя архитектуру 3 слоя и 20 нейронов в 
каждом скрытом слое, без обратной связи в ходе 
обучения алгоритма, была получена математическая 
модель. Работа модели была проверена на обучающей 
выборке. 
Результаты сравнения экспериментальных и 












Рис. 5. Изменение вырабатываемой активной мощности синхронного генератора в обучающей выборке (розовая 




V. ВТОРАЯ ТЕСТИРУЕМАЯ АРХИТЕКТУРА 
 
Используя архитектуру 3 слоя и 40 нейронов в 
каждом скрытом слое без обратной связи в ходе 
обучения алгоритма, также была получена 
математическая модель, и её результаты были сравнены 
с обучающей выборкой. 
Результаты сравнения экспериментальных и 






















Рис. 7. Изменение вырабатываемой активной мощности синхронного генератора в обучающей выборке (розовая 
экспериментальная, синяя модельная) 
 
 
VI. ТРЕТЬЯ ТЕСТИРУЕМАЯ АРХИТЕКТУРА 
 
Используя архитектуру 3 слоя и 30 нейронов в 
каждом скрытом слое с обратной связью в ходе 
обучения алгоритма, также была получена 
математическая модель, и её результаты были сравнены 
с тестовой выборкой.  
Результаты сравнения экспериментальных и 






























Рис. 9. Изменение вырабатываемой активной мощности синхронного генератора в обучающей выборке (розовая 




В итоге было рассмотрено 2 архитектуры, с 
обратной связью и без неё. Без обратной связью было 
проверено 2 архитектуры с разным количеством 
нейронов в скрытых слоях. При этом в среднем 
нейросетевые модели без обратных связей давали 
похожие результат, объяснятся это тем, что мощности 
сети было достаточно для аппроксимации 
газотурбинной электростанции, однако, на основе такой 
архитектуры сложно добиться необходимой точности 
системы, не удается избавиться от «скачков», (например 
рис. 2, 3). Именно поэтому была протестирована 
рекуррентная архитектура, которая позволяет 
избавиться от «скачков» (рис. 6, рис. 7). Однако она 
значительно усложняет решение задачи в виду наличие 
обратных связей, что в некоторых случаях может 
приводить к взрывному росту значений весов и, как 
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