Abstract. For a symmetric pair (G, H) of reductive groups we construct a family of intertwining operators between spherical principal series representations of G and H that are induced from parabolic subgroups satisfying certain compatibility conditions. The operators are given explicitly in terms of their integral kernels and we prove convergence of the integrals for an open set of parameters and meromorphic continuation. For the rank one cases (G, H) = (SU(1, n; F), S(U(1, m; F)× U(n − m; F))), F = R, C, H, O, we further show that these operators generically span the space of intertwiners.
Introduction
Intertwining operators of various forms have been a cornerstone of group representation theory, both for classical applications in physics, for understanding the structure of induced representations, and more recently in connection with the study of branching laws. For a unitary representation π of a Lie group G, the branching with respect to a closed subgroup H means considering the restriction of π to H and finding its irreducible constituents. One may ask similar questions for the category of smooth representations, and alternatively with reductive groups for the algebraic category of HarishChandra modules. In general such problems are very complicated, and one has to restrict to subclasses of groups and representations where useful answers are to be found. T. Kobayashi [21] has as part of his program introduced the notion of symmetry breaking operators, much in the spirit of the notion of symmetry breaking in physics; these are operators in the space Hom H (π| H , τ ) for representations π of G and τ of H, say in the smooth category. He posed the following problem:
Problem 1 ([21, Problem A]). Construct explicitly symmetry breaking operators in Hom H (π| H , τ ), and classify them.
For several pairs (G, H) of classical groups Sun-Zhu [33] recently showed that the space Hom H (π| H , τ ) is at most one-dimensional for all irreducible smooth representations π and τ of Casselman-Wallach type (see also [1] and references therein). General bounds on the number of symmetry breaking operators are proven by Kobayashi-Oshima [24] . A first example with a complete description of Hom H (π| H , τ ) for π and τ in a certain subclass of representations is given by Kobayashi-Speh [26] . Other examples of symmetry breaking operators are differential operators such as the Juhl operators or the Rankin-Cohen brackets and their generalizations, see e.g. [3, 23, 25] and references therein.
In the present paper we shall explicitly construct a family of symmetry breaking operators in the setting where G is reductive and H a symmetric subgroup. These operators are natural extensions of the Knapp-Stein operators [18, 19] intertwining between parabolically induced representations, in our case from representations of G to representations of H. As the classical Knapp-Stein operators, our new symmetry breaking operators are singular integral operators which we define in terms of their integral kernel. Our construction generalizes operators previously studied in the context of invariant trilinear forms as well as a family of operators studied in [26] for rank one orthogonal groups.
While there are a number of technical prerequisites for our construction, the basic idea is rather simple, and we have tried to make it accessible in the spirit of Knapp-Stein operators. Also, we have indicated a number of examples and future directions of research; we expect that our operators give new interactions with other fields such as branching problems, automorphic functions or harmonic analysis on the homogeneous spaces (G × H)/∆(H) with ∆(H) ⊆ G × H being the diagonal embedding of H. In fact, in [30] the first and the last author already used the family of intertwining operators to derive the full branching law for the restriction of complementary series representations of G = SO(1, n) to symmetric subgroups H. Further, the first and the second author combine in [29] the explicit form of our integral kernels with a certain multiplicity-one property to derive estimates for the restriction of automorphic functions. Finally the integral kernels of our intertwining operators can be viewed as H-invariant distribution vectors on tensor product representations of G × H and therefore are related to harmonic analysis on the space (G × H)/∆(H) (see Remark 3.7).
We now describe our results in more detail.
0.1. Symmetry breaking operators. We restrict our attention to a certain subclass of representations π and τ . For this let G be a real reductive Lie group in the Harish-Chandra class and P = M AN a parabolic subgroup.
Denote by a the Lie algebra of A and write
for the spherical principal series representation of parameter ν ∈ a * C (smooth normalized parabolic induction). Let H ⊆ G be a symmetric subgroup with corresponding involution σ, i.e. H is open in G σ . For a parabolic subgroup P H = M H A H N H of H we also consider the spherical principal series representation
of parameter ν ′ ∈ (a H ) * C where a H is the Lie algebra of A H . We then study Problem 1 for spherical principal series representations: Problem 2. Construct explicitly symmetry breaking operators in Hom H (π| H , τ ) for π = I G (ν) and τ = I H (ν ′ ), and classify them.
The classical Knapp-Stein intertwiners.
For the case H = G this problem has been well studied and symmetry breaking operators are provided by the classical Knapp-Stein intertwiners. To obtain intertwiners between representations induced from the same parabolic subgroup P = P H we assume that (G) P and its opposite P are conjugate via the Weyl group.
Write w 0 for the longest Weyl group element andw 0 for its representative so that (G) meansw f (gw 0 n) dn belong to Hom G (π, τ ) for π = I G (ν), τ = I G (w 0 ν) and sufficiently positive ν ∈ a * C . To extend the operatorsÃ(ν) meromorphically in ν we realize all the representations I G (ν) on the space C ∞ (X) with X = K/(M ∩ K) where K is a maximal compact subgroup of G whose Cartan involution leaves M A invariant. Denote the corresponding G-action on C ∞ (X) by π ν so that I G (ν) ∼ = (π ν , C ∞ (X)). Using the A-projection a : N M AN → A which is defined on the open dense subset N M AN ⊆ G we can writeÃ(ν) as a singular integral operator A(ν) : C ∞ (X) → C ∞ (X) (cf. [16, equation (7. 37)]):
where ρ ∈ a * is half the sum of all positive roots of (P, A). Then the operators A(ν) on C ∞ (X) extend meromorphically in the parameter ν ∈ a * C .
0.3. Invariant kernels for symmetric pairs. In order to use the KnappStein integral kernels in the construction of symmetry breaking operators for more general symmetric pairs (G, H) we assume in addition to (G) the following condition:
P is σ-stable, (H) which implies that P H := P ∩ H is a parabolic subgroup of H. Various examples of triples (G, H, P ) satisfying conditions (G) and (H) are given in Section 1.5. Among them are
• the rank one cases (G, H, P ) = (SU(1, n; F), S(U(1, m; F) × U(n − m; F)), P min ) with F = R, C, H and 0 < m < n or F = O and n = m + 1 = 2, and P min a suitable minimal parabolic subgroup, • the product cases
where P ′ ⊆ G ′ is a parabolic subgroup which is conjugate to its opposite and ∆(G ′ ) ⊆ G ′ × G ′ denotes the diagonal, • several examples (G, H, P ) with P a maximal parabolic subgroup with abelian nilradical such as
For α, β ∈ a * C we define a kernel function
whenever the expression makes sense. For β = 0 this gives the integral kernel of the classical Knapp-Stein intertwiners in (0.1). The domain of definition for the kernel K α,β (g, h) is investigated in Section 2.3 where we prove that this domain is either empty or open dense in G × H and give a criterion to check this (see Proposition 2.5) . In what follows we will simply assume that (2) For a regular point (α, β) of A(α, β) and
The relation (0.2) between the parameters α, β of the kernel K α,β (g, h) and the induction parameters ν, ν ′ is discussed in Section 3.3. In the case where w 0 | a = −1 the mapping (α, β) → (ν, ν ′ ) can be turned into a bijection onto a certain subset of induction parameters.
We remark that the intertwining operators A(α, β) are known in two special cases:
). These operators correspond to invariant trilinear forms
→ C which were investigated for various groups G ′ , see [3, 4, 6, 7, 8, 10, 31] .
were previously investigated by Kobayashi-Speh [26] (see also [21, 30] ). They used these operators to completely determine the spaces Hom H (π| H , τ ) for π = π ν , τ = τ ν ′ and arbitrary ν, ν ′ . 0.5. The space Hom H (π| H , τ ). Since the kernel K α,β (g, h) is left-invariant under the diagonal action of H and right-equivariant under the action of P ×P H it can be viewed as an H-invariant section of a certain line bundle over the double flag variety G/P × H/P H . This suggests a connection between dim Hom H (π| H , τ ) and the number of open H-orbits in G/P × H/P H . In Proposition 1.9 and Theorem 4.1 we prove:
The number of open H-orbits in G/P × H/P H equals the number of open M H A H -orbits in n −σ where n is the Lie algebra of N and n −σ = {X ∈ n : σX = −X}.
(2) For (G, H) = (SU(1, n; F), S(U(1, m; F) × U(n − m; F))), F = R, C, H and 0 < m < n or F = O and n = m + 1 = 2, there is only one open H-orbit in G/P × H/P H and
for generic parameters (see Theorem 4.1 for the precise statement).
We remark that Kobayashi-Oshima [24] showed dim Hom H (π| H , τ ) < ∞ for all irreducible admissible representations π and τ if H has an open orbit on G/P min × H/P H,min for P min and P H,min minimal parabolic subgroups. This condition is stronger than H having an open orbit on G/P ×H/P H . For F = R, C and m = n − 1, Theorem B (2) also follows from the multiplicityone theorem by Sun-Zhu [33] . 0.6. Outlook. We indicate some possible further lines of research:
• (Singular integral operators) In the non-compact realizations of I G (ν)
and I H (ν ′ ) on functions on N and N H the intertwiners A(α, β) are singular integral operators on nilpotent Lie groups. The meromorphic nature of these operators from a viewpoint of classical analysis was studied in detail by for the case (G, H) = (O(1, n), O(1, n − 1)) and is of interest for other cases, too.
• (Bernstein-Sato identities) Our proof of meromorphic extension in the parameters α, β does not provide any information about the location of the poles and the residues of A(α, β). In Section 3.5 we outline a method due to Beckmann-Clerc [3] to obtain explicit Bernstein-Sato identities for the kernel function K α,β (g, h) which can be used to study this problem. We expect this method to work at least for some subclasses of groups such as rank one groups or groups with maximal parabolic subgroups having abelian nilradical.
• (Uniqueness) In Section 3.4 we describe a strategy to prove generic bounds for dim Hom H (π| H , τ ) for π = I G (ν) and τ = I H (ν ′ ). This strategy is applied in Section 4 to prove the uniqueness result in Theorem B (2) and is expected to work also in other cases where H has an open orbit on G/P × H/P H . • (Branching laws) For (G, H) = (SO(1, n), SO(1, m)×SO(n−m)) the first and the third author use the operators A(α, β) in [30] to find the full branching law for the restriction of spherical complementary series of G to H. The operators A(α, β) might also shed some light on branching problems for other symmetric pairs (G, H).
• (Automorphic functions) Using the multiplicity-one statement in Theorem B and evaluating the intertwining operators A(α, β) explicitly at the spherical vector the first and the second author derive estimates for the restriction of automorphic functions on real hyperbolic manifolds in [29] . This technique due to Bernstein-Reznikov [6] is expected to work also for other locally symmetric spaces.
Parabolic subgroups and the double flag variety
We fix the setting and recall some basic structure theory of reductive groups and their symmetric subgroups. Further we investigate the orbit structure on double flag varieties and give various examples.
1.1. Parabolic subgroups and decompositions. Let G be a real reductive Lie group in the Harish-Chandra class (see e.g. [17, Chapter VII] for details). Let θ be a Cartan involution and K = G θ the corresponding maximal compact subgroup. Write g = k + s for the corresponding Cartan decomposition of the Lie algebra g of G. Let · , · denote a non-degenerate invariant form of g which is negative definite on k and positive definite on s.
We fix a minimal parabolic subgroup P min = M min A min N min of G with θ-stable Levi subgroup M min A min . Denote by P min = θ(P min ) = M min A min N min its opposite parabolic subgroup, N min = θ(N min ). Write m min , a min , n min and n min for the Lie algebras of M min , A min , N min and N min , respectively. Then a min ⊆ s is a maximal abelian subalgebra and M min = Z K (a min ). Denote the root system of the pair (g, a min ) by Σ = Σ(g, a min ) and let Σ + = Σ + (g, a min ) be the subset of roots in n min . The corresponding set of simple roots will be denoted by Π = Π(g, a min ).
The finite group W = N K (a min )/Z K (a min ) is identified with the Weyl group of the root system Σ. For every w ∈ W we choose a representativẽ w ∈ N K (a min ). Denote by w 0 ∈ W the longest element in W . Since the longest element in W is unique we have w
We write the W -action on a min , its dual a * min and A min as wH, wλ and w a, respectively (w ∈ W , H ∈ a min , λ ∈ a * min , a ∈ A min ).
For each α ∈ Π let H α ∈ a min such that
Then (H α ) α∈Π forms a basis of a min . The standard parabolic subgroups P = M AN of G containing P min correspond to the subsets F ⊆ Π in the following sense: P is the normalizer of its Lie algebra p = m + a + n where
We clearly have M min ⊆ M , A ⊆ A min and N ⊆ N min . Note that
Put N := θ(N ) and n := θ(n). Remark 1.1. Note that for P = P min we always havew −1 0 Pw 0 = P . Further, we have the following implications where for every implication =⇒ the converse statement is not true:
0 Pw 0 = P . For example, for G = SL(2n, R), n ≥ 2, with parabolic subgroup corresponding to M A = S(GL(n, R) × GL(n, R)) we have w 0 = −id on a but w 0 = −id on a min since Σ is of type A 2n−1 here. Further, for G = SL(n, R), n ≥ 3, with P = P min we have w 0 = −id on a, butw
where κ(g) ∈ K and H(g) ∈ a. Note that κ(g) is only determined up to multiplication by M ∩ K from the right. Anytime we use κ(g), however, the expression will be independent of the different choices. For g ∈ N M AN we further write
where a(g) ∈ A. Then the function a : N M AN → A satisfies
In the case where w 0 = −id on a this yields
Corresponding to these decompositions we recall two important integral formulas. For this let dk be the normalized Haar measure on K. Then the Haar measure dn on N can be normalized such that for f ∈ L 1 (K) which is right-invariant under K ∩ M we have (see [16, equation (7.4) ]):
Further, for all
The function a λ . For a ∈ A and λ ∈ a * C we write
This defines a function a λ : N M AN → C, g → a(g) λ for every λ ∈ a * C . We study the behaviour of these functions near the possible singularities
Since the restriction of · , · to a min defines an inner product on a min , it identifies a * min ∼ = a min and in turn also defines an inner product on a * min . We define
The set Λ + (a min ) contains a basis of a * min and hence R -span Λ + (a min ) = a * min . In view of the decomposition (1.1) we put Λ + (a) := {λ| a : λ ∈ Λ + (a min ), λ| m∩a min = 0}, (1.7)
Using (1.1) we view elements of a * and hence of Λ + (a) as functionals on a min which vanish on m ∩ a min . Lemma 1.3. (1) For λ ∈ Λ + (a) the function a λ is a matrix coefficient of an irreducible finite-dimensional representation of G and hence extends to a real-analytic function on G.
Proof.
(1) Let λ ∈ Λ + (a min ) with λ| m∩a min = 0. Write a λ min for the afunction of P min , namely a min (g) λ = a λ for g ∈ N min M min aN min and a ∈ A min . Then the decompositions
Therefore it is enough to show the claim for a min (g) λ .
Let G ss be the connected subgroup of G with Lie algebra [g, g] . By the Cartan-Helgason Theorem [12, V §4, Theorem 4.1], the function a λ min | Gss∩N min M min A min N min extends to a matrix coefficient of a finite-dimensional irreducible representation of G ss with a (K ∩G ss )-fixed vector. This implies that the right G ss -translates of a λ min , i.e. a min ( · g) λ for g ∈ G ss , span an irreducible finite-dimensional representation of G ss , which we denote by (π, V ). On the other hand, a λ min is right invariant by M min and transforms by a character under the right action of Z G , the center of G. Since M min meets every connected component of G (see e.g. [17, Proposition 7.33]), we have G = G ss M min Z G and hence V is stable under G. Therefore, π extends to a representation of G. The representation V of G has a highest weight vector φ = a λ min ∈ V with weight λ. Define φ * ∈ V * by φ * (f ) = f (e) for f ∈ V . Then φ * is a lowest weight vector in the contragredient representation V * with weight −λ and we have
The boundedness is then clear by (1) . (3) We may assume that g is semisimple. Let λ = α∈Π λ α α ∈ a * min with λ α ∈ 2Z. Since Σ is a root system we have
It follows that
Moreover
The coefficients A αβ = 2 α,β |β| 2 are the entries of the Cartan matrix A of the root system Σ and we can write
Since the matrix A is invertible and has integer entries it follows that there exists a basis of a * consisting of elements in Λ + (a) and the claims follows. (4) Let λ ∈ a * min with λ(H α ) = 0 for all α ∈ F and λ(H α ) > 0 for all α ∈ Π \ F . Hence λ is in the closure of the positive Weyl chamber. Assume w · λ = λ for an element w ∈ W then by [13, Lemma B in 10.3] we find w = w 1 · · · w s with w j simple reflections leaving λ invariant. A simple reflection w j along α j ∈ Π leaving λ invariant satisfies
Hence λ(H α j ) = 0 and therefore α j ∈ F . But this means that w j ∈ W P for all j whence w ∈ W P . The fact that a * +,reg ∩ Λ + (a) = ∅ follows from (3). For λ ∈ a * C consider the function g → a(w
By Remark 1.2 we find that
is a polynomial on n. It has the following properties:
we have e X ∈ Nw 0 M AN if and only if p λ (X) = 0.
Proof. As seen in the proof of Lemma 1.3 (1) the function a λ is the matrix coefficient a(g) λ = (π(g)φ|φ * ) of a finite-dimensional representation (π, V ) of G with highest weight λ ∈ Λ + (a min ), λ| a min ∩m = 0, φ a highest weight vector in V and φ * a lowest weight vector in V * . Hence p λ (X) = (e dπ(X) φ|π(w 0 ) * φ * ). Since n acts nilpotently on V , the map n → V , X → e dπ(X) φ is a polynomial and so is p λ . We now prove properties (1), (2) and (3): (1) For a ∈ A we have by (1.3)
(2) With (1.9) we find
(3) Certainly p λ (X) = 0 if e X ∈ Nw 0 M AN since the function a λ is positive on N M AN . Now assume e X / ∈ Nw 0 M AN . Then e X must be contained in some other Bruhat cell PwP , W P wW P = W P w 0 W P , whencẽ w
But π(w
0w )φ lies in the weight space of weight (w
Then σ stabilizes M , A and N and P H := P ∩ H is a parabolic subgroup of H. Denote by P H = M H A H N H its Langlands decomposition and by
Replacing P min by some conjugation by M , we may and do assume that
we denote by a λ the part a λ A . In this notation we have for g ∈ G and
Lemma 1.6. We have σ(w 0 )w 0 ∈ M . In particular σ and w 0 commute on a.
Proof. The assumptions (G) and (H) together with the property (1.10) imply that (σw 0 ) 2 Σ(n, a min ) = Σ(n, a min ). Hence there exists an element w M in the Weyl group of M such that w M (σw 0 ) 2 Σ + = Σ + . Since a Weyl group element which stabilizes the set of positive roots must be the identity, we havew M σ(w 0 )w 0 ∈ Z K (a min ) = M min . Noww M ∈ M and M min ⊆ M and hence the first claim follows. For the second claim note that M centralizes a and hence (σw 0 ) 2 acts as the identity on a. Since σ and w 0 are involutions on a they commute. Lemma 1.7. Assume that G is simple and P = G. Then σ| n = id n if and only if σ = id g .
Proof. The subalgebra generated by n and n is a non-zero ideal in g since m and a leave n and n invariant. Hence this subalgebra has to be g itself and it follows that n and n generate g. Now assume that σ| n = id n . Since σ commutes with θ and n = θ(n) we also find that σ| n = id n . But n and n generate g and hence σ is the identity on g.
1.4.
The double flag variety. Consider the double flag variety G/P × H/P H . It carries a natural left-action by H acting diagonally. For convenience write
In particular we are interested in cases where there exists an open (dense) orbit of ∆(H) on G/P × H/P H . We will see that this question is closely related to the orbit structure of M H A H on n. Note that
and this decomposition is stable under the adjoint action of M H A H .
Proof. Since the nilpotent group N is connected and simply-connected, the exponential map exp : n → N is a diffeomorphism. Hence we can define the inverse map log = exp −1 : N → n and the square root
log n , both being smooth maps. For n ∈ N , put
and Y := log (n −1 σ(n))
which implies Y ∈ n −σ . Therefore, n → (n H , Y ) defines a smooth map N → N H × n −σ . It is easy to see that this map gives the inverse of (n, Y ) → ne Y .
Proposition 1.9. The map
is well-defined, injective and maps onto the H-orbits which are contained in the open dense subset ∆(H) · (Nw 0 P, P H ) ⊆ G/P × H/P H . It restricts to a bijection between the open M H A H -orbits in n −σ and the open H-orbits in G/P × H/P H .
Proof. To see that the map Φ is well-defined let X ′ = ma · X, where X, X ′ ∈ n −σ , ma ∈ M H A H . Sincew
To show the other claims note that
Hence the (open) orbits of H on G/P × H/P H correspond to the (open) orbits of P H on G/P . Via this isomorphism the map Φ takes the form 
Since the map N → G/P, n → nw 0 P is injective this implies that Φ is injective and maps onto the H-orbits contained in ∆(H) · (Nw 0 P, P H ). Further, since P H ⊆ P the open dense cell Nw 0 P in the Bruhat decomposition (1.2) of G/P is stable under P H . Therefore, an open P H -orbit in G/P has to be contained in N ·w 0 P and is therefore in the image of Φ. This completes the proof.
Remark 1.10. The linearization technique that we applied in the proof of Proposition 1.9 was used before in the study of pairs (G, H) of reductive groups with the open orbit property, i.e. H has an open orbit on the double flag variety G/P × H/P H . When the parabolic subgroups are minimal, a classification for the group case (G ′ × G ′ , ∆(G ′ )) was given in [20] (see also [10] ) and for general symmetric pairs (G, H) in [22] . For the complex case, [11] gave a classification when P or P H is a Borel subgroup.
1.5. Examples. We give some examples of symmetric pairs (G, H) and parabolic subgroups P ⊆ G which fulfil conditions (G) and (H) and we study the corresponding functions a λ and the H-orbits in the double flag variety G/P × H/P H .
1.5.1. Rank one groups. Let G = SU(1, n; F) with F = R, C, H and n ≥ 2 or F = O and n = 2. This means that 20) . These groups are all reductive of Harish-Chandra type. We choose the parabolic subgroup P = P min = M AN ⊆ G such that a = RH 0 with
where
We identify n ∼ = F n−1 ⊕ Im(F) by
where Im(F) = {z ∈ F : z = −z}. (Note that Im(F) = 0 for F = R.) Under this identification the Lie bracket is given by
. Hence n is abelian for F = R and 2-step nilpotent in the other cases. It is said to be of type H, a notion by Kaplan [14] (see also [9] ). Since N is nilpotent we can identify it with its Lie algebra n. Under this identification the multiplication takes the form
Abusing notation we denote by (x, z) −1 = (−x, −z) the multiplicative inverse.
The group M acts on n ∼ = F n−1 ⊕ Im F by the adjoint action as follows:
• For F = R, C, H the factor U(n − 1; F) acts on F n−1 by the defining representation (left multiplication) while the factor ∆U(1; F) ∼ = U(1; F) acts on F n−1 by right multiplication where we identify U(1; F) with the unit sphere in F. On Im F only the factor U(1; F) acts, namely by conjugation.
• For F = O the group M = Spin(7) acts on F ∼ = R 8 by the spin representation and on Im F ∼ = R 7 by the lift of the defining representation of SO (7).
denotes the norm function of the H-type group n. Now consider for 0 < m < n the involution σ given by conjugation with the matrix diag(1 m+1 , −1 n−m ) and put H := G σ . The possible symmetric pairs (G, H) are given
Then the pair (G, H) satisfies the above assumptions with
We have a H = a = RH 0 and
To determine the decomposition of G/P × H/P H into H-orbits note that n −σ decomposes into two M H A H -orbits, the origin and its complement which is open dense. In fact, for F = R, C, H we have n −σ = F n−m and U(n − m; F) acts transitively on the unit sphere in 
where n 0 ∈ N \ N H arbitrary. These orbits define a stratification in the sense that
One could also consider different symmetric subgroups, e.g. the pair (G, H) = (SU(1, n), SO 0 (1, n) ). It also satisfies assumptions (G) and (H), but in this case M H A H = R + SO(n − 1) does not have an open orbit on n −σ = iR n−1 ⊕ iR. 
be any parabolic subgroup of G ′ which is conjugate to its opposite parabolic subgroup via the longest element w ′ 0 in the Weyl group for G ′ . Then P = P ′ × P ′ is a parabolic subgroup of G satisfying the assumptions (G) and (H) with
Further we have
orbits on n ′ . For P ′ a minimal parabolic subgroup this is only the case for g ′ a direct sum of copies of so(1, n) by [20] and [10, Theorem 3.1]. In general this question is more involved.
1.5.3. Maximal parabolic subgroups with abelian nilradical. Let G be a real reductive Lie group in the Harish-Chandra class which possesses a maximal parabolic subgroup P with abelian nilradical such that P and P are conjugate (see Table 1 for a classification of the corresponding Lie algebras modulo center). In many cases one can find symmetric subgroups H ⊆ G which are (extensions of) the product of two versions of G of lower rank and fulfil the condition (H).
Example 1.11.
(1) Let G = Sp(n, R) and P = GL(n, R) ⋉ Sym(n, R) the Siegel parabolic subgroup. Then for λ ∈ a * C ∼ = C we have 
where Det(X) denotes the complex determinant in the case n = M (n, H) ⊆ M (2n, C). Let H = S(GL(2m, F) × GL(2n − 2m, F)) embedded such that P H = P ∩ H is the product of two versions of P of rank m and n − m and a central factor. Here , F) ). The first and the last and P the maximal parabolic subgroup with m = so(p − 1, q − 1) and n = R p+q−2 . Let Q be the quadratic form on n given by
Hence H has an open dense orbit on G/P × H/P H .
The invariant kernel
We study a family of H-invariant singular integral kernels on G × H.
2.1.
Definition of the integral kernel. For α, β ∈ a * C we introduce the following kernel:
for g ∈ G, h ∈ H, whenever the expression on the right hand side is defined.
Example 2.1.
(1) For σ = id G the kernel is defined only if β = 0. In this case
the kernel of the classical Knapp-Stein intertwiners, see (0.1).
we have by Remark 1.2 (2) with α = (
These are the triple kernels considered in [3, 4, 6, 7, 8, 10, 31] . (3) For G = SU(1, n; F), H = S(U(1, m; F) × U(n − m; F)) and P as in Section 1.5.1 the kernel K α,β (g, h) is in the flat picture given by
where X ∈ n = F n−1 ⊕ Im F and Y ∈ n H = F m−1 ⊕ Im F and N (X) denotes the norm function on n as defined in (1.11). In the special case F = R we obtain the kernel
where X = (X ′ , X ′′ ) ∈ R m−1 × R n−m = R n−1 and Y ∈ R m−1 . For m = n − 1 this kernel was studied in detail by Kobayashi-Speh [26] (see also [21, 30] ).
Remark 2.2. By Lemma 1.6 and (1.9) we have
Hence a(w −1 0 g −1 σ(g)) β+w 0 σβ = 1 and therefore the kernel K α,β (g, h) does not depend on the values of β on a w 0 σ = {H ∈ a : w 0 σH = H}.
2.2.
Properties of the kernel. The kernel K α,β (g, h) has the following equivariance properties:
i.e.
(2) The kernel K α,β (g, h) satisfies the following equivariance property:
Proof. (1) This is clear from the definition since σ(h
(2) Direct computation using (1.3) yields
, where n =w
Note that Nw 0 M AN = Pw 0 P is the open dense cell in the Bruhat decomposition (1.2). The condition (2.3) on (g, h)
∈ G×H is right-invariant under P × P H and the following set is well-defined:
We have that K α,β (g, h) is defined at (g, h) ∈ G×H if and only if (gP, hP H ) ∈ D.
Lemma 2.4. (1) D is an open subset of G/P × H/P H . (2) D is left-invariant under ∆(H).
(1) Since Nw 0 M AN ⊆ G is open and the maps G×H → G, (g, h) → g −1 h and G → G, g → g −1 σ(g) are continuous, the inverse image of D under the product of the projections G → G/P and
Proposition 2.5. The following conditions are equivalent:
Since D is open it intersects the open dense set (N · 1P ) × H/P H non-trivially. In particular there exists n ∈ n such that n −1 σ(n) ∈ Nw 0 M AN . By Lemma 1.8 we can write n = n H e X with n H ∈ N H and X ∈ n −σ . Then n −1 σ(n) = e −2X and hence e −2X ∈ Nw 0 M AN which shows (3). Now assume (3), we have e X ∈ Nw 0 M AN for some X ∈ n −σ and let λ ∈ a * +,reg ∩ Λ + (a). By Lemma 1.5 (3) we have p λ (Y ) = 0 if and only if e Y ∈ Nw 0 M AN . Hence p λ (X) = 0 which shows (4). Finally assume (4), the restriction of p λ to n −σ is non-zero for some λ ∈ a * +,reg ∩Λ + (a). Note that such λ exist by Proposition 1.3 (4). Then (p λ | n −σ ) −1 (R\ {0}) ⊆ n −σ is open dense and consequently, by Lemma 1.8,
is open dense in N . Consider the topological isomorphism Corollary 2.7. Assume that either (1) G is a simple rank one group, P = P min and G 0 H or
Proof. We use criterion (3) in Proposition 2.5.
(1) Since G is of rank one we have W = {1, w 0 } and hence there are only two Bruhat cells Nw 0 M AN and M AN . Further, N ∩ M AN = {1}. Therefore e X ∈ Nw 0 M AN , X ∈ n, if and only if X = 0. Since G 0 H we have σ| n = id n by Lemma 1.7 and hence n −σ = 0. Therefore
is non-empty and for every n ∈ U ∩ U −1 we have (n, n −1 ) ∈ exp(n −σ ) ∩ Nw 0 M AN .
Example 2.8. Section 1.5.3 provides a big class of examples where we can easily check whether the subset D is dense in G/P × H/P H . We illustrate this in the case G = Sp(n, R) with P = GL(n, R) ⋉ Sym(n, R) the Siegel parabolic subgroup and H = Sp(m, R)×Sp(n−m, R), see Example 1.11 (1) .
Here n = Sym(n, R) and then Lemma 1.5 (3) and (1.12) imply that for X ∈ n we have exp(X) ∈ Nw 0 M AN if and only if X is an invertible matrix. Now
Therefore n −σ contains invertible matrices if and only if n = 2m. Thus D = ∅ if and only if n = 2m. The other cases in Example 1.11 can be treated similarly.
Intertwining operators between principal series
We study intertwining operators between spherical principal series representations of G and H.
Induced representations. For ν ∈ a *
C we define the induced representation (normalized smooth parabolic induction)
Here G acts by left-translations on the representation space
which is endowed with the topology induced from C ∞ (G). Note that a function f ∈ I G (ν) is uniquely determined by its values on K and the restriction map defines a topological isomorphism
is called the compact picture and is explicitly given by
Similarly, for ν ′ ∈ (a H ) * C we also consider the induced representation
and its realization τ ν ′ on C ∞ (X H ) with
3.2. Intertwining integrals. We use the kernels K α,β (g, h) to construct intertwining operators π ν | H → τ ν ′ . For this we have to assume that the domain of definition
is an open dense subset of G × H. In view of Proposition 2.5 we make the following general assumption:
assuring that D is open dense. In the spirit of the classical Knapp-Stein operators (0.1) we would like to put for α, β ∈ a * C and f ∈ C ∞ (X):
Since the integral kernel K α,β (g, h) is in general singular this integral does not converge for all parameters α, β. Further, from this expression it is a priori not clear whether A(α, β)f defines a smooth function on K H , even if we assume convergence of the integral. We rewrite (3.2) using the Hinvariance of K α,β (g, h):
This expression suggests the investigation of the functioñ
Note thatK α,β corresponds to
Recall the cone a * + ⊆ a * defined in (1. (1) For α, β ∈ a * C with Re α, Re β ∈ a * + the functioñ K α,β is locally integrable on K and hence defines a non-zero distribution in D ′ (K). The map
is holomorphic on (a * +,reg + ia * ) ⊕ (a * +,reg + ia * ). (2) The distributionK α,β extends meromorphically in the parameters α, β ∈ a * C . More precisely, there exist
extends to an entire function a * C × a * C → D ′ (K). For the proof we use a general result on the meromorphic continuation of complex power functions (see [2] and [5] for a proof using Hironaka's resolution of singularities, see also [15, Theorem 1] and [32, Théorème 2.1]): Theorem 3.2. Let Y be a compact real analytic manifold with a volume form dy and let u 1 , . . . , u N be non-negative real-valued real analytic functions on Y . Then the distribution u
extends meromorphically in the parameters s 1 , . . . , s N ∈ C. More precisely, there exist α jk ∈ N 0 and β j ∈ Z, j = 1, . . . , M , k = 1, . . . , N , such that the map
In fact, the result in this formulation can be derived from [32, Théorème 2.1] by choosing a finite number of coordinate patches and a corresponding partition of unity.
Proof of Theorem 3.1.
(1) By the assumption (D) and Proposition 2.5 the functionK α,β is defined on an open dense subset of K and has strictly positive values on it. Since Re α, Re β ∈ a * + this function is bounded by Lemma 1.3 (1) and hence defines a distribution on K. Holomorphic dependence on α and β follows from part (2) . (2) We apply Theorem 3.2 to Y = K with the Haar measure dy = dk.
Note that by Lemma 1.3 (3) there exists a basis of a * C consisting of elements ̟ 1 , . . . , ̟ r ∈ Λ + (a) (see (1.7) for the definition of Λ + (a)). Using Lemma 1.3 (1) we define real analytic functions u 1 , . . . , u 2r on K by the formulas
̟ j for j = 1, . . . , r. Note that the functions u j are non-negative on K since the functions a ̟ j are positive on the dense subset K ∩ Nw 0 M AN ⊆ K. Then the distributionK α,β can be written as
with α = r j=1 s j ̟ j , β = r j=1 s r+j ̟ j and Theorem 3.2 yields the claim.
We now use Theorem 3.1 to construct intertwining operators
For the statement let L(E, F ) denote the space of bounded linear operators between two Fréchet spaces E and F endowed with the topology of pointwise convergence.
Theorem 3.3.
(1) For α, β ∈ a * C with Re α, Re β ∈ a * + the integral in (3.2) converges absolutely for every f ∈ C ∞ (X) and defines a function A(α, β)f ∈ C ∞ (X H ) depending holomorphically on α, β ∈ a * +,reg + ia * . (2) The family of operators A(α, β) :
Proof. By (3.3) we can write A(α, β) as
is smooth the statement in (1) is clear by Theorem 3.1 (1). For part (2) let
C with values in L(C ∞ (X), C ∞ (X H )). Note that this function is holomorphic if and only if for every f ∈ C ∞ (X) the map (α, β) → γ(α, β)A(α, β)f is holomorphic on a * C ⊕a * C with values in C ∞ (X H ). To prove this it is enough to see that for any
which is a smooth function on K × K H . Then φ, g is a smooth function on K and we have
which is holomorphic by the choice of γ(α, β). This proves statement (2). For statement (3) we have to show
with ν = ν(α, β) and ν ′ = ν ′ (α, β). Since this identity is meromorphic in α, β ∈ a * C it suffices to show it for Re α, Re β ∈ a + C where the integral converges absolutely. In this case we have, using formulas (1.5), (3.1) and
Here we used for the third equality that h −1 k H ∈ H decomposes according to the decomposition
By the definition of ν ′ we have (ν ′ + ρ H )| a H ∩m = 0 and hence a −(ν ′ +ρ H ) = 1 and the intertwining identity follows.
Remark 3.4. The result in Theorem 3.3 is abstract and does not provide any information about the location of the poles of A(α, β) and their nature. In Section 3.5 we outline a possible method to study the residues.
Recall the identifications
Corollary 3.5. For Re α, Re β ∈ a * + and ν, ν ′ as in (3.4) the intertwining operatorÃ(α, β) :
Proof. The unique extension of a function ϕ ∈ C ∞ (X H ) toφ ∈ I H (ν ′ ) is given byφ
Therefore we obtain by Proposition 2.3 (2) for f ∈ I G (ν):
Further, using the integral formula (1.6) we obtaiñ
finishing the proof.
Remark 3.6. Using Corollary 3.5 the intertwining operatorsÃ(α, β) can be studied in the non-compact picture. The non-compact picture is obtained by restricting functions in I G (ν) and I H (ν ′ ) to N and N H , respectively. ThenÃ(α, β) is an integral operator on flat space with kernel K α,β (n, n H ) on N × N H . In the case (G, H) = (O(1, n), O(1, n − 1)) these operators were investigated earlier by Kobayashi-Speh [26] (see also [21, 30] ).
Remark 3.7. By the Schwartz Kernel Theorem the intertwining operators A(α, β) : C ∞ (X) → C ∞ (X H ) are given by distribution kernels in D ′ (X × X H ). For Re α, Re β ∈ a * + these kernels are precisely K α,β | K×K H . Abusing notation we also write K α,β for their meromorphic extension in α, β ∈ a * C . With ν, ν ′ as in (3.4) these distributions are ∆(H)-invariant distribution vectors for the representations
3.3. Induction parameters. We study the relation (3.4) between the parameters α, β ∈ a * C of the kernel K α,β and the induction parameters ν ∈ a * C and ν ′ ∈ (a H ) * C . First we note that the condition
. This gives the necessary condition
By Lemma 1.6 we obtain the joint eigenspace decomposition for w 0 and σ:
where a ±w 0 = {H ∈ a : w 0 H = ±H}.
We first consider the case where w 0 | a = −1. The relation (3.4) between α, β and ν, ν ′ then reads
By Remark 2.2 the kernel K α,β (g, h) does not depend on the values of β on a −σ C , and neither do ν and ν ′ . Hence we may assume β| a −σ = 0, i.e. β ∈ (a σ ) * C and the relations read
The following result is immediate:
This gives the largest possible set of induction parameters ν and ν ′ that can be treated with the kernel K α,β (g, h).
Returning to the general case, we may assume that β = 0 on a w 0 σ by Remark 2.2. Then we have Lemma 3.9. The map
is surjective and has fibers
Again this gives the largest possible set of induction parameters ν and ν ′ that can be treated with the kernel K α,β (g, h). However, since the map (α, β) → (ν, ν ′ ) is not necessarily injective there might be several different integral kernels K α,β (g, h) which define intertwining operators on the same representations I G (ν) × I H (ν ′ ).
3.4.
Uniqueness. In this section we outline a method to study generic bounds for the dimension of the space of intertwining operators in the case where there exists an open orbit of ∆(H) on G/P × H/P H . This method is applied in Section 4 to the rank one examples from Section 1.5.1. We expect this method to work also in other cases.
3.4.1. Invariant distributions. Note that the non-degenerate invariant bilinear form
This allows us to view each intertwining operator
The method we present even works for intertwining operators A :
To every intertwining operator A :
which is equivariant under the action of the group L = H × P × P H where H acts diagonally by left-multiplication and P × P H by right-multiplication. For this we need to associated to each test function in C ∞ c (G) and C ∞ c (H) a function in I G (ν) and I H (ν ′ ), respectively. Let dp be a left-invariant measure on P and let ∆ P be the modular function for P , i.e. P f (pp ′ ) dp = ∆ P (p ′ )
Then ∆ P can be written as
Denote by r(p) the right-regular representation of p ∈ P on C ∞ (G), i.e. r(p)f (g) = f (gp). 
Denote by ♭ G and ♭ H the corresponding operators for G and H with induction parameters ̟ = e ν and ̟ = e −ν ′ , respectively. We note that the transpose ♭ t H defines an H-equivariant injective continuous linear operator
and hence, thanks to the Schwartz Kernel Theorem, given by a distribution kernel
Then K A is H-left invariant and by (3.6) it transforms under the right-action of P × P H by
Remark 3.11. Note that for A =Ã(α, β) :
By duality we obtain an action of L on D ′ (G×H, E) = C ∞ c (G×H, E) ′ which is given by x·u, ϕ = u, x −1 ·ϕ . Then our calculation above shows that the distribution K A arising from the intertwining operator A is invariant under
This allows us to study uniqueness of intertwining operators by studying uniqueness of invariant distributions.
Remark 3.13. It would be more natural to consider H-invariant distributions on G/P × H/P H with values in a line bundle instead of L-invariant distributions on G × H with values in E. However, to be able to directly apply the results in [27] we use the latter formulation. Fact 3.14. Let X = H/S be an H-homogeneous space and E = H × S E a smooth H-homogeneous vector bundle. Then every H-invariant distribution u ∈ D ′ (X, E) H is given by a smooth H-invariant section of the dual bundle E * . Moreover, we have dim D ′ (X, E) H = dim(E * ) S . In particular, if E is irreducible, it only has non-trivial invariant sections if it is trivial and in this case the space of invariant sections is one-dimensional.
This statement assures uniqueness of invariant distributions on each open
H-orbit in G/P × H/P H . However, there are also smaller H-orbits in the double flag variety on which more singular invariant distributions can be supported. To deal with these cases we use a powerful result by Bruhat (see e.g. [27, Vanishing Theorem 3.15] or [34, Section 5.2]): 3.5. Bernstein-Sato identities. Although Theorem 3.3 proves meromorphic continuation of the intertwining operators A(α, β), it does not provide any information about the location and nature of the poles. Further, it is not clear in general, how to calculate the residues explicitly. In this section we outline a strategy to obtain explicit Bernstein-Sato identities which can be used to find poles and residues of the intertwining operators. This strategy generalizes a method used by Beckmann-Clerc [3] for the product situation G = SO(1, n) × SO(1, n), H = ∆SO(1, n) the diagonal.
We require that the space of H-intertwining operators I G (ν) → I H (−ν ′ ) ′ has generically dimension equal to the number of open H-orbits on G/P × H/P H . For simplicity of exposition we assume that there is only one open orbit. This property is crucial in what follows.
3.5.1. Intertwining operators vs. invariant bilinear forms. We first note that continuous H-intertwining operators A : I G (ν) → I H (−ν ′ ) ′ are in one-toone correspondence with continuous H-invariant bilinear forms ( · , · ) A :
Each such invariant bilinear form can by continuity be extended to an ∆(H)-invariant linear functional on
where we can interpret I(ν, −ν ′ ) as the completion of the tensor product I G (ν)⊗I H (−ν ′ ) carrying the left-regular representation of G×H. For α, β ∈ a * C and ν, ν ′ satisfying (3.4) denote by ℓ(α, β) the H-invariant continuous linear functional on I(ν, −ν ′ ) corresponding to the intertwining operator A =Ã(α, β). We fix ν and ν ′ for the rest of this section. Note that the functional ℓ(α, β) is given by the kernel K α,β ∈ D ′ (G × H) viewed as a distribution on G × H and its meromorphic continuation (see Section 3.4.1).
Lemma 3.16. For all λ, µ ∈ Λ + (a) the multiplication operator
defines an H-intertwiner h) is by Lemma 1.3 (1) smooth on G and hence M λ,µ maps into C ∞ (G × H). That it actually maps I(ν, −ν ′ ) into the right space follows from Proposition 2.3 (2). Since K λ,µ (g, h) is by Proposition 2.3 (1) left-invariant under H the operator M λ,µ is also H-intertwining and the proof is complete.
To obtain an intertwining operator N λ,µ "in the other direction" we conjugate with the classical Knapp-Stein intertwiners. Let A G (ν) :
given by
is H-intertwining. Now, on I(ν +(λ+µ−w 0 σµ), −ν ′ −w 0 λ| (a σ ) * C ) the functional ℓ(α+λ, β+µ) is H-invariant and hence the functional
is H-invariant on I(ν, −ν ′ ). Because of the assumed generic multiplicity one property it has to be generically proportional to ℓ(α, β), i.e. there exists a function b λ,µ (α, β) such that generically the following Bernstein-Sato type identity holds:
If the function b λ,µ (α, β) is meromorphic (e.g. polynomial in α and β) we can use the identity (3.8) to extend ℓ(α, β) meromorphically by dividing by b λ,µ (α, β).
Remark 3.17. We expect that in some cases N λ,µ (α, β) is a differential operator on G × H and b λ,µ (α, β) a polynomial in α and β. Then the transpose of N λ,µ (α, β) maps the integral kernel K α+λ,β+µ (g, h) to a multiple of the integral kernel K α,β (g, h):
Knowing some residue of K α,β (g, h) for some parameter (α, β) this identity can be used to find the residue at the parameter (α + λ, β + µ) (see [3] for the case (SO(1, n) × SO(1, n), ∆SO(1, n))).
Uniqueness for rank one groups
We use the technique described in Section 3.4 to prove that for the cases (G, H) = (SU(1, n; F), S(U(1, m; F)×U(n−m; F))), F = R, C, H, O, the space of continuous intertwining operators I G (ν) → I H (ν ′ ) is one-dimensional for generic parameters ν, ν ′ . In the special cases F = R, C with m = n − 1 this also follows from the multiplicity-one theorems by Sun-Zhu [33] . For F = R Kobayashi-Speh [26] obtained all intertwining operators, also for singular parameters ν, ν ′ , finding multiplicity two in some singular cases.
We use the notation of Section 1.5.1.
4.1. Geometry of the double flag variety. Using Proposition 1.9 it is easy to see that the symmetric subgroup H has precisely three orbits on the double flag variety
for some arbitrary n 0 ∈ N \N H as in Section 1.5.1. The stabilizer subgroups are given by 
The action of L on (w 0 , 1) is given by (h, p, p H ) · (w 0 , 1) = (hw 0 p −1 , hp
H ) and therefore the tangent space of O 2 at (w 0 , 1) is given by
H ) and therefore the tangent space of O 1 at (1, 1) is given by
Thus we find the quotients (identified with subspaces of g ⊕ h)
An element (w 0 gw
A H , acts on the quotient space n −σ × {0} of the tangent spaces at (w 0 , 1) as follows: Hence E ⊗ C χ is the representation of M H A H given by the character ma → a (ν+ρ)+(ν ′ −ρ H ) .
(1) For F = R, C, H we have M H = S(∆U(1; F) × U(m − 1; F) × U(n − m; F)). The adjoint action of M H on n −σ ∼ = F n−m is given by the defining representation of the factor U(n − m; F) on F n−m and the action of U(1; F) on F n−m by multiplication from the right. Therefore, there can only be a non-trivial M H -invariant in S r (n −σ C ) if r is even. Further, the adjoint action of A H on n −σ ⊆ g −α is Ad(e tH 0 )X = e −t X and hence e tH 0 acts on S r (n −σ C ) by e −rt . Therefore, Theorem 3.15 implies:
(2) For F = O we have M H = Spin(7) acting on n −σ ∼ = O ∼ = R 8 by the spin representation. Since SU(4) ∼ = Spin(6) ⊆ Spin(7) acts on R 8 ∼ = C 4 by the defining representation, there can again only be a non-trivial M H -invariant in S r (n −σ C ) if r is even. The adjoint action of A H on n −σ = g −α is Ad(e tH 0 )X = e −t X and hence e tH 0 acts on S r (n −σ ) by e −rt . Therefore, Theorem 3.15 implies: 
The character χ is given by
Hence E ⊗ C χ is the representation of P H given by the character man → a (ν+ρ)−(ν ′ +ρ H ) . We identify the quotient space V = (T (1,1) X)/(T (1,1) O) with n by (X + Y, −X) → X + Y . The action of S 1 ∼ = P H on n is given by p H · X = pr n Ad(p H )X. It is easy to see that N H acts trivially and M H A H act by the adjoint representation.
(1) For F = R, C, H the adjoint action of M H = S(∆U(1; F) × U(m − 1; F) × U(n − m; F)) on
is given by the defining representations of U(m − 1; F) and U(n − m; F) on F m−1 and F n−m , respectively, and the action of ∆U(1, F) ∼ = U(1; F) on each factor (see Section 1.5.1 for details). Writing
we see that there can only be a non-trivial M H -invariant in the summands for j and k even. On each summand e tH 0 acts by e −(j+k+2ℓ)t and since j + k + 2ℓ is even we obtain by Theorem 3.15 that
(2) For F = O we have M H = Spin(7) acting on n ∼ = O ⊕ Im O by the direct sum of the spin representation on O ∼ = R 8 and the natural representation of Spin (7) on Im O ∼ = R 7 . Write
As in Section 4.2.1 we conclude that j must be even if S j (R 8 ) should contain a non-trivial Spin(7)-invariant. On such a summand S j (R 8 ) ⊗ S k (R 7 ) the adjoint action of e tH 0 is given by e −(j+2k)t with j + 2k even. Hence again
4.2.3. Uniqueness statement. Altogether we can now prove the following result:
Theorem 4.1. Let (G, H) = (SU(1, n; F), S(U(1, m; F) × U(n − m; F))) with F = R, C, H and 0 < m < n or F = O and n = 2, m = 1. For ν+ρ−ρ H ±ν ′ / ∈ (−2N 0 ) the space of continuous H-intertwining operators I G (ν) → I H (−ν ′ ) ′ is at most one-dimensional. In particular, we have generically (G × H, E) L is trivial by the previous considerations and hence u = 0 which implies K A = λK A ′ . Therefore Hom H (π ν | H , τ ν ′ ) is at most one-dimensional. That it is generically spanned by A(α, β) follows from the fact that A(α, β) ∈ Hom H (π ν | H , τ ν ′ ) is non-trivial by Theorem 3.3.
Remark 4.2. Sun-Zhu [33] recently showed that (G, H) = (O(p, q), O(p, q− 1)) and (G, H) = (U(p, q), U(p, q−1)) are strong Gelfand pairs, i.e. Hom H (π| H , τ ) is at most one-dimensional for all irreducible admissible smooth Fréchet representations π and τ which are of moderate growth and Z(g)-finite. This implies Theorem 4.1 for the cases F = R, C and m = n − 1 when I G (ν) and I H (ν ′ ) are irreducible, i.e. ν / ∈ ±(ρ + N 0 ) and ν ′ / ∈ ±(ρ H + N 0 ). The results of [33] together with Theorem 4.1 imply that the space of intertwining operators I G (ν) → I H (ν ′ ) can only be of dimension > 1 if both ν ∈ ±(ρ + N 0 ) and ν ′ ∈ ±(ρ H + N 0 ). For (G, H) = (O(1, n), O(1, n − 1)) Kobayashi-Speh [26] found all intertwining operators I G (ν) → I H (ν ′ ), also for singular parameters. For some parameters the space of intertwining operators is two-dimensional.
