Machine learning models are brittle, and small changes in the training data can result in different predictions. We study the problem of proving that a prediction is robust to data poisoning, where an attacker can inject a number of malicious elements into the training set to influence the learned model. We target decision-tree models, a popular and simple class of machine learning models that underlies many complex learning techniques. We present a sound verification technique based on abstract interpretation and implement it in a tool called Antidote. Antidote abstractly trains decision trees for an intractably large space of possible poisoned datasets. Due to the soundness of our abstraction, Antidote can produce proofs that, for a given input, the corresponding prediction would not have changed had the training set been tampered with or not. We demonstrate the effectiveness of Antidote on a number of popular datasets.
Introduction
Artificial intelligence, in the form of machine learning (ML), is rapidly transforming the world as we know it. Today, ML is responsible for an ever-growing spectrum of sensitive decisions-from loan decisions, to diagnosing diseases, to autonomous driving. Many recent works have shown how ML models are brittle [3, 7, 24, 25, 28] , and with ML spreading across many industries, the issue of robustness in ML models has taken center stage. The research field that deals with studying robustness of ML models is referred to as adversarial machine learning. In this field, researchers have proposed many definitions that try to capture robustness to different adversaries. The majority of these works have focused on verifying or improving the model's robustness to test-time attacks [2, 12, 13, 23, 27] , where an adversary can craft small perturbations to input examples that fool the ML model into changing its prediction, e.g., making the model think a picture of a cat is that of a zebra [5] .
Data-Poisoning Robustness. This paper focuses on verifying data-poisoning robustness, which captures how robust a training algorithm L is to variations in a given training set T . Intuitively, applying L to the training set T results in a classifier (model) M, and in this paper we are interested in how the trained model varies when producing perturbations of the input training set T .
The idea is that an adversary can produce slight modifications of the training set, e.g., by supplying a small amount of malicious training points, to influence the produced model Figure 1 . High-level overview of our approach and its predictions. This attack model is possible when data is curated, for example, via crowdsourcing or from online repositories, where attackers can try to add malicious elements to the training data. For instance, Xiao et al. [29] consider adding malicious training points to affect a malware detection model; similarly, Chen et al. [7] consider adding a small number of images to bypass a facial recognition model. A poisoning set, ∆(T ), defines a set of neighboring datasets the adversary could have attacked to yield the training set T . To define what it means for the training algorithm L to be robust, we need to measure how the model learned by L varies when modifying the training set. Let us say we have an input example x-e.g., a test example-and its classification label is M(x) = y, where M = L(T ) is the model learned from the training set T . We say that x is robust to poisoning if and only if for all T ′ ∈ ∆(T ), we have L(T ′ )(x) = y That is, no matter what dataset T ′ ∈ ∆(T ) we use to construct the model M ′ = L(T ′ ), we want M ′ to always return the same classification y on the input x.
Verification Challenges. Data-poisoning robustness has been studied extensively [3, 17, 18, 30, 31] . This body of work has demonstrated data-poisoning attacks-i.e., modifications to training sets-that can degrade classifier accuracy, sometimes dramatically, or force certain predictions on specific inputs. While some defenses have been proposed against specific attacks [14, 24] , we are not aware of any technique that can formally verify that a given learning algorithm is robust to perturbations to a given training set. Verifying datapoisoning robustness of a given learner requires solving a number of challenges:
1. The datasets over which the learner operates are typically large (thousands of elements). Even when considering simple poisoning attacks, the number of modified training sets we need to consider can be intractably large to represent and explore explicitly. 2. Because learners are complicated programs that employ complex metrics (e.g., entropy and loss functions), their verification requires new specialized techniques.
Our Approach. We focus on the problem of verifying datapoisoning robustness for decision-tree learners. We choose decision trees because (i) they are widely used interpretable models; (ii) they are used in industrial models like random forests and XGBoost [6] ; (iii) decision-tree-learning has been shown to be unstable to training-set perturbation [11, 16, 19, 26] ; and (iv) decision-tree-learning algorithms are typically deterministic-e.g., they do not employ stochastic optimization techniques-making them amenable to verification. We present Antidote, a tool for verifying data-poisoning robustness of decision-tree learners. At a high level, Antidote takes as input a training set T and an input x, symbolically constructs every tree built by L on every possible variation of T in ∆(T ), and applies all those trees to x. If all the trees agree on the label of x, then we know that x is robust to poisoning T . (See Figure 1 for an overview.) Antidote addresses the two challenges highlighted above as follows.
To address the first challenge of training on a combinatorially large number of datasets, Antidote employs a novel abstract domain for concisely representing sets of datasets. Antidote is a sound abstract interpretation of standard decisiontree learning algorithms: Instead of constructing a single decision tree, it implicitly constructs an overapproximation of all decision trees for every training set in ∆(T ).
To address the second challenge, Antidote has to soundly approximate how decision-tree learning algorithms propagate entropy computations across a model. Antidote takes advantage of the following observation: every input x only traverses a single root-to-leaf trace in the learned decision tree-i.e., the sequence of predicates that affects the decision for x. This observation allows Antidote to build a simpler abstraction that only needs to track the predicates and training elements affecting the decision for x at a given node in the tree, instead of across the entire tree. We call this a trace-based view of decision-tree learning, where we are only concerned with the tree trace(s) traversed by x.
Evaluation. We evaluated Antidote on a number of real datasets from the literature. Antidote successfully proves robustness for many test inputs, even in cases where the learner is allowed to build a complex decision tree and the attacker is allowed to contribute more than 1% of the points in the training set. For instance, Antidote can, in around 1 minute, prove robustness for some test inputs of the MNIST-1-7 [3, 24] datasets for cases where the attacker may have contributed up to 192 malicious elements to the dataset. A naïve enumeration approach would have to construct around 10 432 models to prove the same property! Contributions. We summarize our contributions as follows:
• Antidote: the first sound technique for verifying datapoisoning robustness for decision-tree learners ( §2). • A trace-based view of decision-tree learning that allows us to sidestep the challenging problem of reasoning about the set of all possible output trees a learner can output on different poisoned datasets ( §3). • An abstract domain that concisely encodes sets of poisoned datasets, together with the set of abstract transformers necessary to use this domain to verify robustness of a decision-tree learner ( §4 and §5). • An evaluation of Antidote on five representative datasets from the literature. Antidote can prove poisoning robustness for all datasets in cases where an enumeration approach would be doomed to fail ( §6).
Overview
In this section, we give an overview of decision-tree learning, the poisoning-robustness problem, and motivate our abstraction-based proof technique.
Decision-Tree Learning. Consider the dataset T bw at the top of Figure 2 . It is comprised of 13 elements with a single numerical feature. Each element is labeled as a white (empty) or black (solid) circle. We use x to denote the feature value of each element. Our goal is to construct a decision tree that classifies a given number into white or black. For simplicity, we assume that we can only build trees of depth 1, like the one shown at the bottom Figure 2 . At each step of building a decision tree, the learning algorithm is looking for a predicate φ with the best score, with the goal of splitting the dataset into two pieces with least diversity, i.e., most elements have the same class (formally defined usually using a notion of entropy). This is what we see in our example: using the predicate x ⩽ 10, we split the dataset into two sets, one that is mostly white (left) and one that is completely black (right). This is the best split we can have for our data, assuming we can only pick predicates of the form x ⩽ c, for an integer c. 1  0   1  2  3  4  7  8  9 10 11 12 13 14 x ≤ 10 x > 10
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White with probability 7/9 Black with probability 1 Figure 2 . Illustrative example Given a new element for a classification, we check if it is ⩽ 10, in which case we say it is white with probability 7/9i.e., the fraction of white elements such that ⩽ 10. Otherwise, if the element is > 10, we say it is black with probability 1.
Data-Poisoning Robustness. Imagine we want to classify an input x but want to make sure the classification would not have changed had the training data been slightly different. For example, maybe some percentage of the data was maliciously added by an attacker to sway the learning algorithm, a problem known as data poisoning. Our goal is to check whether the classification of x is robust to data poisoning.
A Naïve Approach. Consider our running example and imagine we want to classify the number 5. Additionally, we want to prove that removing up to two elements from the training set would not change the classification of 5-i.e., we assume that up to ∼15% (or 2/13) of the dataset is contributed maliciously. The naïve way to do this is to consider every possible training dataset with up to two elements removed and retrain the decision tree. If all trees classify the input 5 as white, the classification is robust to this level of poisoning.
Unfortunately, this approach is intractable. Even for our tiny example, we have to train 92 trees ( 13 2 + 13 1 + 1). For a dataset of 1000 elements and a poisoning of up to 10 elements, we have ∼10 23 possibilities.
An Abstract Approach. Our approach to efficiently proving poisoning robustness exploits a number of insights. First, we can perform decision-tree learning abstractly on a symbolic set of training sets, without having to deal with a combinatorial explosion. The idea is that the operations in decisiontree learning, e.g., selecting a predicate and splitting the dataset, do not need to look at every concrete element of a dataset, but at aggregate statistics (counts).
Recall our running example in Figure 2 . Let us say that up to two elements have been removed. No matter what two elements you choose, the predicate x ⩽ 10 remains one that gives a best split for the dataset. In cases of ties between predicates, our algorithm abstractly represents all possible splits. For each predicate, we can symbolically compute best-and worst-case scores in the presence of poisoning as an interval. Similarly, we can also compute an interval that overapproximates the set of possible classification probabilities. For instance, in the left branch of the decision-tree, the probability will be [0.71, 1] instead of 0.78 (or 7/9). The best case probability of 1 is when we drop the black point 0; the worst-case probability of 0.71 (or 5/7) is when we drop any two white points. The next insight that enables our approach is that we do not need to explicitly build the tree. Since our goal is to prove robustness of a single input point, which effectively takes a single trace through the tree, we mainly need to keep track of the abstract training sets as they propagate along those traces. This insight drastically simplifies our approach; otherwise, we would need to somehow abstractly represent sets of elements of a tree data structure, a non-trivial problem in program analysis.
Abstraction and Imprecision. We note that our approach is sound but necessarily incomplete; that is, when our approach returns "robust" the answer is correct, but there are robust instances for which our approach will not be able to prove robustness. The are numerous sources of imprecision due to overapproximation, for example, we use the intervals domain (or disjunctive intervals) to capture real-valued entropy calculations of different training set splits, as well as the final probability of classification.
An Involved Example. To further illustrate our technique, we preview one of our experiments. We applied our approach to the MNIST-1-7 dataset, which has been used to study data-poisoning for deep neural networks [24] and support vector machines [3] . In our experiments, we checked whether Antidote could prove data-poisoning for the inputs used in the same dataset when training a decision tree. For example, when applying Antidote to the image of the digit in Figure 3 , Antidote proves that it is poisoning robust (always classified as a seven) for up to 192 poisoned elements in 90 seconds. This is equivalent to training on ∼10 432 datasets!
Poisoning and Decision Tree Learning
In this section, we begin by formally defining the datapoisoning-robustness problem. Then, we present a trace-based view of decision-tree learning, which will pave the way for a poisoning-robustness proof technique.
The Poisoning Robustness Problem
In a typical supervised learning setting, we are given a learning algorithm L and a training set T ⊆ X × Y comprised of elements of some set X, each with its classification label from a finite set of classes Y. Applying L to T results in a classifier (or model): M : X → Y. For now, we assume that both the learning algorithm L and the models it learns are deterministic functions. 2 A poisoning set ∆(T ) ⊆ 2 X×Y defines a set of possible neighboring datasets of T . Given an element x ∈ X, we say that x is robust to poisoning T if and only if
When T and ∆ are clear from context, we will simply say that x is robust.
In other words, no matter what dataset T ′ ∈ ∆(T ) we use to construct the model M = L(T ′ ), we want M to always return the same classification returned for x by the model L(T ) learned on the original training set T . Example 3.2. Imagine we suspect that an attacker has contributed 10 training points to T , but we do not know which ones. We can define ∆(T ) to be every subset of T of size |T | − 10. If an input x is robust for this definition of ∆(T ), then no matter whether the attacker has contributed 10 training items or not, the classification of x does not change.
Decision Trees: A Trace-Based View
We now formally define decision trees. We will formalize a tree as the set of traces from the root to each of the leaves. As we will see, this trace-based view will help enable our proof technique. The idea of representing decision trees as sets of traces is not new and has often been explored in the context of extracting interpretable rules from decision trees [20] .
A decision tree R is a finite set of traces, where each trace is a tuple (σ , y) such that σ is a sequence of Boolean predicates and y ∈ Y is the classification.
Semantically, a tree R is a function in X → Y. Given an input x ∈ X, applying R(x) results in a classification y from the trace (σ , y) ∈ R where x satisfies all the predicates in the sequence σ = [φ 1 , . . . , φ n ], that is, n i=1 x |= φ i is true. We say a tree R is well-formed if for every x ∈ X there exists exactly one trace (σ , y) ∈ R such that x satisfies all predicates in σ . In the following we assume all trees are well-formed. 
Decision-Tree Learning: A Trace-Based View
We now present a simple decision-tree learning algorithm, DTrace. Then, in Section 4, we abstractly interpret DTrace with the goal of proving poisoning robustness. One of our key insights is that we do not need to explicitly represent the learned trees (i.e., the set of all traces), since our goal is to prove robustness of a single input point, which effectively takes a single trace through the tree. Therefore, in this section, we will define a trace-based decision-tree learning algorithm. This is a inspired by standard algorithms-like CART [4] , ID3 [21] , and C4.5 [22] -but it is input-directed, in the sense that it only builds the trace of the tree that a given input x will actually traverse.
A Trace-Based Learner. Our trace-based learner DTrace is shown in Figure 4 . It takes a training set T and an input x and computes the trace traversed by x in the tree learned on T . Intuitively, if we compute the set of all traces DTrace(T , x), for each x ∈ T , we get the full tree, the one that that we would have traditionally learned for T .
The learner DTrace repeats two core operations: (i) selecting a predicate φ with which to split the dataset (using bestSplit) and (ii) removing elements of the training set that do not satisfy the predicate φ (using filter). The number of times the loop is repeated (d) is the maximum depth of the trace that is constructed. Throughout, we assume a fixed set of classes Y = {1, . . . , k}.
The mutable state of DTrace is the triple (T , φ, σ ):
• T is the training set, which will keep getting refined (by dropping elements) as the trace is constructed. • φ is the most recent predicate along the trace, which is initially undefined (denoted by ⋄). • σ is the sequence of predicates along the trace, which is initially empty.
Predicate Selection. We assume that L is equipped with a finite set of predicates Φ with which it can construct a decision-tree classifier; each predicate in Φ is a Boolean function in X → B. bestSplit(T ) computes a predicate φ ⋆ ∈ Φ that splits the current dataset T -usually minimizing a notion of entropy. Ideally, the learning algorithm would consider every possible sequence of predicates to partition a dataset in order to arrive at an optimal classifier. For efficiency, a decisiontree-learning algorithms does this greedily: it selects the best predicate it can find for a single split and moves on to Figure 4 . Trace-based decision-tree learner DTrace the next split. To perform this greedy choice, it measures how diverse the two datasets resulting from the split are. We formalize this below:
We use T ↓ φ to denote the subset of T that satisfies φ, i.e.,
Let Φ ′ be the set of all predicates that do not trivially split the dataset:
Informally, bestSplit(T ) is the predicate that splits T into two sets with the lowest entropy, as defined by the function ent shown in Figure 5 . Formally, ent computes Gini impurity, which is used, for instance, in the CART algorithm [4] . Note that if Φ ′ = ∅, we assume bestSplit(T ) is undefined (returns ⋄). Further, if multiple predicates are possible values of bestSplit(T ), we assume one is returned nondeterministically. Later, in Section 4, our abstract interpretation of DTrace will actually capture all possible predicates in the case of a tie. For readability, we use T instead of T bw for the name of the dataset. Let us compute score(T , φ), where φ is x ⩽ 10. We have |T ↓ φ | = 9 and |T ↓ ¬φ | = 4. For the classification probabilities, defined by cprob ( Figure 5 ), we have cprob(T ↓ φ ) = ⟨7/9, 2/9⟩ and cprob(T ↓ ¬φ ) = ⟨0, 1⟩ assuming the first element represents white classification; e.g., in T ↓ φ , there's a 7/9 chance of being classified as white. For ent, we have ent(T ↓ φ ) ≈ 0.35 and ent(T ↓ ¬φ ) = 0. Since T ↓ φ is solely composed of black points, its Gini impurity is 0.
The score of x ⩽ 10 is therefore ∼3.1. For the predicate x ⩽ 11, we get the higher (worse) score of ∼3.2, as it generates a more diverse split.
Filtering the Dataset. The operator filter removes elements of T that evaluate differently than x on φ. Formally, Learner Result. When DTrace terminates in a state (T r , φ r , σ r ), we can read the classification of x as the class i with the highest number of training elements in T r . Using cprob, in Figure 5 , we compute the probability of each class i for a training set T as a vector of probabilities. Finally, DTrace returns the class with the highest probability:
As before, in case of a tie in probabilities, we assume a nondeterministic choice. 
Abstractions of Poisoned Semantics
In this section, we begin by defining a data-poisoning model in which an attacker contributes a number of malicious training items. Then, we demonstrate how to apply the tracebased learner DTrace to abstract sets of training sets, allowing us to efficiently prove poisoning-robustness.
The n-Poisoning Model
For our purposes, we will consider a poisoning model where the attacker has contributed up to n elements of the training set-we call it n-poisoning. Formally, given a training set T and a natural number n ⩽ |T |, we define the following poisoning set:
In other words, ∆ n (T ) captures every training set the attacker could have possibly started from to arrive at T . This definition of dataset poisoning matches many settings studied in the literature [7, 24, 29] . The idea is that an attacker has contributed a number of malicious data points into the training set to influence the resulting classifier. For example, Chen et al. [7] consider poisoning a facial recognition model to enable bypassing authentication, and Xiao et al. [29] consider poisoning a malware detector to allow the attacker to install malware.
We do not know which n points inT are the malicious ones, or if there are malicious points at all. Thus, the set ∆ n (T ) captures every possible subset of T where we have removed up to n (potentially malicious) elements. Our goal is to prove that our classification is robust to up to n possible poisoned points added by the attacker. So if we try every possible dataset in ∆ n (T ) and they all result in the same classification on x, then x is robust regardless of the attacker's potential contribution.
Observe that |∆ n (T )| = n i=1 |T | i . So even for relatively small datasets and number n, the set of possibilities is massive, e.g., for MNIST-1-7 dataset ( §6), for n = 50, we have about 10 141 possible training sets in ∆ n (T ).
Abstract Domains for Verifying n-Poisoning
Our goal is to efficiently evaluate DTrace on an input x for all possible training datasets in ∆ n (T ). If all of them yield the same classification y, then we know that x is a robust input. Our insight is that we can abstractly interpret DTrace on a symbolic set of training sets without having to fully expand it into all of its possible concrete instantiations. This allows us to train on an enormous number of datasets, which would be impossible via enumeration.
Recall that the state of DTrace is (T , φ, σ ); for our purposes, we do not have to consider the sequence of predicates σ , as we are only interested in the final classification, which is a function of T . In this section, we present the abstract domains for each component of the learner's state.
Abstract Training Sets. Abstracting training sets is the main novelty of our technique. We use the abstract element ⟨T ′ , n ′ ⟩ to denote a set of training sets and it captures the definition of ∆ n ′ (T ′ ): For every training set T ′ and number n ′ , the concretization function is γ (⟨T ′ , n ′ ⟩) = ∆ n ′ (T ′ ). Therefore, we have that initially the abstraction function α(∆ n (T )) = ⟨T , n⟩ is precise. Note that an abstract element ⟨T ′ , n ′ ⟩ succinctly captures a large number of concrete sets, ∆ n ′ (T ′ ). Further, all operations we perform on ⟨T ′ , n ′ ⟩ will only modify T ′ and n ′ , without resorting to concretization.
We can define an efficient join operation on two elements in the abstract domain as follows:
Definition 4.1 (Joins). Given two training sets T 1 ,T 2 and n 1 , n 2 ∈ N,
Notice that the join of two sets is an overapproximation of the union of the two sets. The following proposition formalizes the soundness of this operation:
For any T 1 , T 2 , n 1 , n 2 , the following holds:
Example 4.3. For any training set T 1 , if we consider the abstract sets ⟨T 1 , 2⟩ and ⟨T 1 , 3⟩, because the second set represents strictly more concrete training sets, we have
Now consider the training set T 2 = {x 1 , x 2 }. We have
Notice how the join increased the poisoned elements from 2 to 3 to accommodate for the additional element x 3 .
Abstract Predicates and Numeric Values. When abstractly interpreting what predicates the learner might choose for different training sets, we will need to abstractly represent sets of possible predicates. Simply, a set of predicates is abstracted precisely as the corresponding set of predicates Ψ-i.e., for every set Ψ, we have α(Ψ) = Ψ and γ (Ψ) = Ψ. Moreover,
For certain operations, it will be handy for Ψ to contain a special null predicate ⋄.
When abstractly interpreting numerical operations, like cprob and ent, we will need to abstract sets of numerical values. We do so using the standard intervals abstract domain
Interval arithmetic follows the standard definitions and we thus elide it here. 3 
Abstract Learner DTrace #
We are now ready to define an abstract interpretation of the semantics of our decision-tree learner, denoted DTrace # .
Abstract Domain. Recall that the state of DTrace is (T , φ, σ ); for our purposes, we do not have to consider the sequence of predicates σ , as we are only interested in the final classification, which is a function of T . Using the domains described in Section 4.2, at each point in the learner, our abstract state is a pair (⟨T ′ , n ′ ⟩, Ψ ′ ) (i.e., in the product abstract domain) that tracks the current set of training sets and the current set of possible most recent predicates the algorithm has split on (for all considered training sets).
When verifying n-poisoning for a training set T , the initial abstract state of the learner will be the pair (⟨T , n⟩, {⋄}). In the rest of the section, we define the abstract semantics (i.e., our abstract transformers) for all the operations performed by DTrace # . For operations that only affect one element of the state, we assume that the other component is left unchanged.
Abstract Semantics of Auxiliary Operators
We will begin by defining the abstract semantics of the auxiliary operations in the algorithm before proceeding to the core operations, filter and bestSplit. This is because the auxiliary operators are simpler and highlight the nuances of our abstraction.
Let us begin by considering ⟨T , n⟩↓ # φ , which is the abstract
Simply, it removes elements not satisfying φ from T ; since the size of T ↓ φ can go below n, we take the minimum of the two.
Now consider cprob(T ), which returns a vector of probabilities for different classes. Its abstract version returns an interval for each probability, denoting the lower and upper bounds based on the training sets in the abstract set:
In other words, for each class i, we need to consider the best-and worst-case probability based on removing n elements from the training set, as denoted by the denominator and the numerator. Note that in the corner case where n = |T |, we set cprob
where γ cprob # (⟨T , n⟩) is the set of all possible probability vectors in the vector of intervals. The abstract version of the Gini impurity is identical to the concrete one, except that it performs interval arithmetic:
Abstract Semantics of filter
We are now ready to define the abstract version of filter. Since we are dealing with abstract training sets, as well as a set of predicates Ψ, we need to consider for each φ ∈ Ψ all cases where x |= φ or x |= ¬φ, and take the join of all the resulting training sets (Definition 4.1). Let
Then,
Example 4.8. Consider the full dataset T bw from Figure 2 .
For readability, we write T instead of T bw in the example. Let x denote the input with numerical feature 4, and let Ψ = {x ⩽ 10}. First, note that because Ψ ¬x is the empty set, the right-hand side of the result of applying the filter # operator will be the bottom element ⟨∅, 0⟩ (i.e., the identity element for ⊔). Then,
Abstract Semantics of bestSplit
We are now ready to define the abstract version of bestSplit.
We begin by defining bestSplit # without handling trivial predicates, then we refine our definition.
Minimal Intervals. Recall that in the concrete case, bestSplit returns a predicate that minimizes the function score(T , φ).
To lift bestSplit to the abstract semantics, we define score # , which returns an interval, and what it means to be a minimal interval-i.e., the interval corresponding to the abstract minimal value of the objective function score # (T , φ).
Lifting score(T , φ) to score # (⟨T , n⟩, φ) can be done using the sound transformers for the intermediary computations:
However, given a set of predicates Φ, bestSplit # must return the ones with the minimal scores. Before providing the formal definition, we illustrate the idea with an example. Example 4.9. Imagine a set of predicates Φ = {φ 1 , φ 2 , φ 3 , φ 4 } with the following intervals for score # (⟨T , n⟩, φ i ). Notice that φ 1 has the lowest upper bound for score (denoted in red and named lub Φ ). Therefore, we call score # (⟨T , n⟩, φ 1 ) the minimal interval with respect to Φ. bestSplit # returns all the predicates whose scores overlap with the minimal interval score # (⟨T , n⟩, φ 1 ), which in this case are φ 1 , φ 2 , and φ 3 . This is because there is a chance that φ 1 , φ 2 and φ 3 are indeed the predicates with the best score, but our abstraction has lost too much precision for us to tell conclusively.
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Let lb/ub be functions that return the lower/upper bound of an interval. First, we define the lowest upper bound among the abstract scores of the predicates in Φ as
We can now define the set of predicates whose score overlaps with the minimal interval as:
Dealing with Trivial Predicates. Our formulation above considers the full set of predicates, Φ. To be more faithful to the concrete semantics, bestSplit # needs to eliminate trivial predicates from this set. In the concrete case, we only considered φ as a possible best split if φ performed a non-trivial split on T , which we denoted φ ∈ Φ ′ . (Recall that a trivial split of T is one that returns ∅ or T .) This is a little tricky to lift to our abstract case, since a predicate φ could non-trivially split some of the concrete datasets but not others. We lift the set Φ ′ in two ways:
• Universal predicates: the predicates that are non-trivial splits for all concrete training sets in γ (⟨T , n⟩) 4
Existential predicates: the predicates that are non-trivial splits for at least one concrete training set in γ (⟨T , n⟩)
Finally, the definition of bestSplit # considers two cases:
The first case captures when no single predicate is nontrivial for all sets: we then return all predicates that succeed on at least one training set in ⟨T , n⟩, since we cannot be sure one is strictly better than another. To be sound, we also assume the cause of Φ ∀ being empty is a particular concrete training set for which every predicate forms a trivial split, hence we include ⋄ as a possibility. The second case corresponds to returning the predicates with minimal scores. 
Abstracting Conditionals
We abstractly interpret conditionals in DTrace, as is standard, by taking the join of all abstract states from the then and else paths. In DTrace, there are two branching statements of interest for our purposes, one with the condition ent(T ) = 0 and one with φ = ⋄.
Let us consider the condition φ = ⋄. Given an abstract state (⟨T , n⟩, Ψ), we simply set Ψ = {⋄} and propagate the state to the then branch. For φ ⋄, we remove ⋄ from Ψ and 4 Note that checking ∅ γ ( ⟨T , n ⟩) is equivalent to checking n |T |.
propagate the resulting state through the else branch. We delegate the abstraction of ent(T ) = 0 to Appendix A.
Soundness of Abstract Learner
Finally, DTrace # soundly overapproximates the results of DTrace and can therefore be used to prove robustness to n-poisoning. (⟨T , n⟩, x) .
It follows from the soundness of DTrace # that we can use it to prove n-poisoning robustness. Let I = ([l 1 , u 2 ], . . . , [l k , u k ]) be a set of intervals. We say that interval [l i , u i ] dominates I if and only if l i > u i for every j i. Corollary 4.12. Let ⟨T ′ , n ′ ⟩ be the final abstract state of DTrace # (⟨T , n⟩, x). If I = cprob # (⟨T ′ , n ′ ⟩)) and there exists an interval in I that dominates I (i.e., same class is selected for every T ∈ γ ⟨T , n⟩), then x is robust to n-poisoning of T .
Extensions
In this section, we present two extensions that make our abstract interpretation framework more practical. First, we show how our abstract domain can be modified to accommodate real-valued features ( § 5.1). Second, we present a disjunctive abstract domain that is more precise than the one we discussed, but more computationally inefficient ( § 5.2).
Real-Valued Features
Thus far, we have assumed that DTrace and DTrace # operate on a finite set of predicates Φ. In real-world decision-tree implementations, this is not quite accurate: for real-valued features, there are infinitely many possible predicates of the form λx i . x i ⩽ τ (where τ ∈ R), and the learner chooses a finite set of possible τ values dynamically, based on the training set T . We will use the subscript R to denote the real-valued versions of existing operations.
From DTrace to DTrace R . The new learner DTrace R is almost identical to DTrace. However, each invocation of bestSplit R first computes a finite set of predicates Φ R . Consider all of the values appearing in T for the ith feature in X, sorted in ascending order. For each pair of adjacent values (a, b) (i.e., such that there exists no c inT such that a < c < b), we include in Φ R the predicate φ = λx i . x i ⩽ a+b 2 . Example 5.1. In our running example from Figure 2 , we have training set elements in T bw whose features take the numeric values {0, 1, 2, 3, 4, 7, . . . , 14}. bestSplit R (T bw ) would pick a predicate from the set Φ R = {λx . x ⩽ τ | τ ∈ { 1 2 , 3 2 , 5 2 , 7 2 , 11 2 , 15 2 , . . . , 27 2 }}.
From DTrace # to DTrace # R . To apply the abstract learner in the real-valued setting, we can follow the idea above and construct a finite set Φ R . Because our poisoning model assumes dropping up to n elements of the training set, this results in roughly (n+1)· |T | predicates in the worst case-i.e., we need to account for every pair (a, b) of adjacent feature values or that are adjacent after removing up to n elements between them.
Example 5.2. Continuing Example 5.1. Say we want to compute Φ R for ⟨T bw , 1⟩. Then, for every pair of values that are 1 apart we will need to add a predicate to accommodate the possibility that we drop the value between them. E.g., in T bw = {. . . , 3, 4, 7, . . .}, we will additionally need the predicate λx . x ⩽ (3+7)/2, for the case where we drop the element with value 4 from the dataset.
To avoid a potential explosion in the size of the predicate set and maintain efficiency, we compactly represent sets of similar predicates symbolically. We describe this detail in Appendix C.
Disjunctive Abstraction
The state abstraction used by DTrace # can be imprecise, mainly due to the join operations that take place, e.g., during filter # . The primary concern is that we are forced to perform a very imprecise join between possibly quite dissimilar training set fragments. Consider the following example: Let us evaluate filter # (⟨T , 1⟩, Ψ, x). Following the definition of filter # , we will compute
where T ⩽4 = {(4, b), (3, w), (2, w), (1, w), (0, b)} and T >3 = {(4, b), (7, w), (8, w), (9, w), (10, w)}, thus giving us T ′ = T (the set we began with) and n ′ = 5 (much larger than what we began with). This is a large loss in precision.
To address this imprecision, we will consider a disjunctive version of our abstract domain, consisting of unboundedly many disjuncts of this previous domain, which we represent as a set {(⟨T , n⟩ i , Ψ i )} i . Our join operation becomes very simple: it is the union of the two sets of disjuncts.
Definition 5.4 (Joins). Given two disjunctive abstractions
Adapting DTrace # to operate on this domain is immediate: each of the transformers described in the previous section is applied to each disjunct.
Because our disjunctive domain eschews memory-and time-efficiency for precision, we are able to prove more things, but at a cost (we explore this in our evaluation, § 6). Note that, by construction, the disjunctive abstract domain is at least as precise as our standard abstract domain.
Implementation and Evaluation
We implemented our algorithms DTrace and DTrace # in C++ in a (single-threaded) prototype we call Antidote. Our evaluation 5 aims to answer the following research questions:
RQ1 Can Antidote prove data-poisoning robustness for realworld datasets? ( §6.2) RQ2 How does the performance of Antidote vary with respect to the scale of the problem and the choice of abstract domain? ( §6.3)
Benchmarks and Experimental Setup
We experiment on 5 datasets (Table 1) . We obtained the first three datasets from the UCI Machine Learning Repository [10] . Iris is a small dataset that categorizes three related flower species; Mammographic Masses and Wisconsin Diagnostic Breast Cancer are two datasets of differing complexities related to classifying whether tumors are cancerous. We also evaluate on the widely-studied MNIST dataset of handwritten digits [15] , which consists of 70,000 grayscale images (60,000 training, 10,000 test) of the digits zero through nine. We consider a form of MNIST that has been used in the poisoning literature and create another variant for evaluation:
• We make the same simplification as in other work on data poisoning [3, 24] and restrict ourselves to the classification of ones versus sevens (13,007 training instances and 2,163 test instances), which we denote MNIST-1-7-Real. Steinhardt et al. [24] , for example, recently used this to study poisoning in SVMs. • Each MNIST-1-7-Real image's pixels are 8-bit integers (which we treat as real-valued); to create a variant of the problem with reduced scale, we also consider MNIST-1-7-Binary, a black-and-white version that uses each pixel's most significant bit (i.e. our predicates are Boolean).
For each dataset, we consider a decision-tree learner with a maximum tree depth (i.e. number of calls to bestSplit) ranging from 1 to 4. Table 1 shows that test set 6 accuracies of the decision trees learned by DTrace are reasonably highaffirmation that when we prove the robustness of its results, we are proving something worthwhile. Figure 6 . Fraction of test instances proven robust versus poisoning parameter n (log scale). The dotted line is a visual aid, indicating n is 1% of the training set size.
Experimental Setup. For each test element, we explore the amount of poisoning (i.e. how large of a n from our ∆ n model) for which we can prove the robustness property as follows.
1. For each combination of dataset T and tree depth d, we begin with a poisoning amount n = 1-a single element could be missing from the training set. 2. For each test set element x, we attempt to prove that x is robust to poisoning T using any set in ∆ n (T ). Let S n be test subset for which we do prove robustness at depth n. If S n is non-empty, we double n and again attempt to verify the property on elements in S n . 3. If at a depth n all instances fail, we binary search between n and n/2 to find an n/2 < n ′ < n at which some instances terminate. This approach allows us to better illustrate the experiment trends in our plots.
Failure occurs due to any of three cases: (i) the computed over-approximation does not conclusively prove robustness, (ii) the computation runs out of memory, or (iii) the computation exceeds a one-hour timeout. We run the entire procedure for the non-disjunctive and disjunctive abstract domains.
Effectiveness of Antidote
We evaluate how effective Antidote is at proving data-poisoning robustness. In this experiment, we consider a run of the algorithm on a single test element successful if either the non-disjunctive or disjunctive abstract domain succeeds at proving robustness (mimicking a setting in which two instances of DTrace # , one for each abstract domain, are run in parallel)-we will contrast the results for the different domains in §6.3. Figure 6 shows these results.
To exemplify the power of Antidote, draw your attention to the depth-2 instance of DTrace # invoked on MNIST-1-7-Real. For 38 of the 100 test instances, we are able to verify that even if the training set had been poisoned by an attacker who contributed up to 64 poisoned elements (≈ 1 2 %), the attacker would not have had any power to change the resulting classification. Conventional machine learning wisdom says that, in decision tree learning, small changes to the training set can cause the model to behave quite differently. Our results verify nuance-sometimes, there is some stability. 7 These 38 verified instances average ∼800s run time. ∆ 64 (T ) consists of over 10 174 concrete training sets; This is staggeringly efficient compared to a naïve enumeration baseline, which would be unable to verify robustness at this scale.
To answer RQ1, Antidote can verify robustness for realworld datasets with extremely large poisoning sets and decisiontree learners with high accuracies.
Performance of Antidote
We evaluate how the performance of Antidote is affected by the complexity of the problem, e.g., the size of the training set and its number of features, the number of poisoned elements, and the depth of the learned decision tree. Due to the large number of parameters involved in our evaluation, this section only provides a number of representative statistics. In particular, although the reader can find plots describing all the metrics evaluated on each dataset in Appendix D, most of our analysis will focus on MNIST-1-7-Binary (see Figure 7) , since it exhibits the most illustrative behavior.
Box vs Disjuncts. In this section we use Disjuncts to refer to the disjunctive abstract domain and Box to refer to the non-disjunctive one. Disjuncts is more precise than Box and, as expected, it can verify more instances. However, Disjuncts is slower and more memory-intensive. Consider the MNIST-1-7-Binary dataset (see Figure 3 ). For depth 3 and n = 64 (approximately 0.5% of the dataset), Disjuncts can verify 52 instances while Box can only verify 15. However, Disjuncts takes on average 32s to terminate (0 timeouts) and uses 1,650MB of memory, while Box takes on average 0.7s to terminate (0 timeouts) and uses 150MB of memory. It is worth noting that Box can verify certain instances that Disjunct cannot verify due to timeouts. For example, at depth 4 and n = 128, Box is able to verify 1 problem instance, 8 while Disjuncts always times out. An interesting direction for future research would be to consider strategies that capitalize on the precision of tracking many disjuncts while incorporating the efficiency of allowing some to be joined.
Number of Poisoned Elements. It is clear from the plots that the number of poisoned elements greatly affects the performance and efficacy of Antidote. We do not focus on particular numbers, since the trends are clear from the plots (including the ones in Appendix D): The memory consumption and running times of Disjuncts grow exponentially with n, but are still practical and Disjuncts is effective up to high depths. The memory consumption and running times of Box grow more slowly: 95% of all experiments we ran using Box finished within 20 seconds, and none timed out (the longest took 232 seconds). 9 However, Box is less effective than Disjuncts as the depths increase; this is expected, as the loss of precision with more operations is more severe for Box.
Size of Dataset and Number of Features.
We measure whether the size of the dataset (which in our benchmarks is quite correlated with the number of features) affects the performance. Consider the case of verifying a decision-tree learner of depth 3 using the disjunctive domain and a poison set where 0.5% of the points 10 are removed from the dataset (similar trends are observed when varying these parameters). The average running time of Antidote is 0.1s for Iris, 0.2s for Mammographic Masses, 26s for Wisconsin Diagnostic Breast Cancer, and 32s for MNIST-1-7-Binary. For MNIST-1-7-Real, 100% of the benchmarks TO at 0.05% poisoning. As expected, the size of the dataset and the number of features have an effect on the verification time. However, it is hard to exactly quantify this effect, given how differently each dataset behaves; an obvious comparison we can make is the difference between MNIST-1-7-Binary and MNIST-1-7-Real. These two datasets have identical sizes, but the former uses binary features and the latter uses real features. As we can see, handling real features results in a massive slowdown and in proving fewer instances robust. This is not surprising since real features can result in more predicates, which affect both running time and the discrimination power of individual nodes in the decision tree.
Depth of the Tree. Consider the case of verifying a decisiontree learner for MNIST-1-7-Binary using the disjunctive domain, and a poisoning set where up to 64 of the points have been added maliciously to the dataset (similar trends are observed when varying these parameters and for other datasets). The average running time of Antidote is 0.3s at depth 1, 0.5s at depth 2, 32s at depth 3, and 933s at depth 4. As expected, the depth of the tree is an important factor in the performance of the disjunctive domain, as each abstract operation expands the set of disjuncts.
We summarize the results presented in this section and answer RQ2: in general, the disjunctive domain is more precise but slower than the non-disjunctive domain, and the depth of the learned trees and the number of poisoned elements in the dataset are the greatest factors affecting performance.
Related Work
Instability in Decision Trees. Decision-tree learning has a long and storied history. A particular thread of work that is relevant to ours is the analysis of decision-tree instability [11, 16, 19, 26] . These works show that decision-tree learning algorithms are in general susceptible to small datapoisoning attacks-although they do not phrase it in those terms. For the most part, the works are motivated from the perspective that a decision tree represents a set of "rules," and they are concerned with conditions under which those rules will not change (either by quantifying forms of invariance or providing novel learning algorithms). Our work is different in that it proves that no poisoning attack exists on a formalization of very basic decision-tree learning, and we can often precisely allow for the "rules" to change so long as the ultimate classification does not. Figure 7 . Efficacy, performance, and memory usage for MNIST-1-7-Binary Data Poisoning. Data-poisoning robustness has been studied extensively from an attacker perspective [3, 17, 18, 30, 31] . This body of work has demonstrated attacks that can degrade classifier accuracy, sometimes dramatically. These works phrase the problem of identifying a poisoned set as a constraint optimization problem. To make the problem tractable, they typically focus on support vector machines (SVMs) and forms of regression for which existing optimization techniques are readily available. Our approach differs from these works in multiple ways: (i) Our work focuses on decision trees. The greedy, recursive nature of decision-tree learning is fundamentally different from the optimization problem solved in learning SVMs. (ii) While our technique is general, in this paper we consider a poisoning model in which training elements have been added [7, 29] . Some works instead focuses on a model in which elements of the training set can be modified [1] . (iii) Final and most important, our work proves that no poisoning attack exists using abstract interpretation, while existing techniques largely provide search techniques for finding poisoned training sets.
Recently, techniques have been proposed to modify the training processes of machine learning models to make them robust to various attacks, including data-poisoning. Some are based on retraining whenever an attack is found [14, 24] , and some on removing outliers from a training set [9] . Both techniques provide limited probabilistic guarantees about certain kinds of attacks. These works are orthogonal to ours though they raise an interesting question for future work: Can one verify that on a given training set these models actually make the training process resistant to data poisoning?
Abstract Interpretation for Robustness. Abstract interpretation [8] is one of the most popular models for static program analysis. Our work is inspired by that of Gehr et al. [12] , where abstract interpretation is used to prove inputrobustness for neural networks. Many papers have followed improving on this problem [2, 23] . The main difference between these works and ours is that we tackle the problem of verifying training-time robustness while existing works focus on test-time robustness. The former problem requires abstracting sets of training sets, while the latter only requires abstracting sets of individual inputs. In particular, Gehr et al. rely on well-known abstract domains-e.g., intervals and zonotopes-to represent sets of real vectors, while our work presents entirely new abstract domains for reasoning about sets of training sets. To our knowledge, our work is the first that even tries to tackle the problem of verifying data-poisoning robustness.
Conclusion
We presented Antidote, the first tool that can verify datapoisoning robustness for decision tree learners, where an attacker may have contributed malicious training items. Antidote is based on abstract interpretation and introduces a new abstract domain for representing sets of training sets. We showed that Antidote can verify robustness for real-world datasets in cases where an enumeration approach would be intractable. To our knowledge, this paper is the first to verify data-poisoning robustness for any kind of machine learning model. A natural future direction is to extend our ideas to neural networks, where the learning algorithm is stochastic.
concretizations composed of elements of the same class? We do this as follows:
i ∈ [1,k ] pure(⟨T , n⟩, i)
where pure(⟨T , n⟩, i) denotes subsets of ⟨T , n⟩ that contain elements of the same class i. We define it as follows:
The idea is as follows: The set T ′ defines a subset of T containing only elements of class i. But if we have to remove more than n elements from T to arrive at T ′ (the else branch), then it is not realizable, and so we return the empty abstract state.
In the case of ent(T ) 0, we soundly propagate the same state without restriction.
B Proofs of Soundness for DTrace
Without loss of generality, assume T ∈ γ (⟨T 1 , n 1 ⟩). Certainly T ⊆ T 1 ∪ T 2 ; furthermore, observe that T can be formed by first removing |T 2 \T 1 |-many elements from T 1 ∪T 2 to recover T 1 and then removing ⩽ n 1 remaining elements: this gives us
This matches the definition of ⊔.
Proof of Proposition 4.4. Let ⟨S, m⟩ = γ (⟨T , n⟩↓ # φ ) (so we will show T ′ ↓ φ ∈ γ (⟨S, m⟩)). Since T ′ ⊆ T , we have that T ′ ↓ φ ⊆ {(x, y) ∈ T : x |= φ} = S, thus T ′ ↓ φ ⊆ S. Additionally, S \T ′ ↓ φ = S \T ′ ⊆ T \T ′ ; certainly, then, |S \T ′ ↓ φ | ⩽ |T \T ′ | and thus ⩽ n-and trivially |S \ T ′ ↓ φ | ⩽ |S | ⩽ m. Therefore |S \ T ′ ↓ φ | ⩽ min(n, m).
Proof of Proposition 4.5. When n < |T |, this follows from the soundness of interval arithmetic. In our corner case for n = |T |, the concrete cprob is undefined behavior, so we encompass every well-formed categorical probability distribution by allowing each component to take any [0, 1] value.
Proof of Proposition 4.7. This is an immediate consequence of the soundness of ⟨T , n⟩↓ # φ ′ and the soundness of the join.
Proof of Lemma 4.10. First, observe that score # is sound since it involves composing sound interval arithmetic with other sound operations. Let φ ′ = bestSplit(T ′ ).
• Case φ ′ = ⋄: By definition of bestSplit, this occurs when T ′ is such that every predicate φ ∈ Φ results in trivial splits. Soundness of ↓ # then gives us that for each φ ∈ Φ, either ∅ ∈ γ (⟨T , n⟩↓ # φ ) or ∅ ∈ γ (⟨T , n⟩↓ # ¬φ ), thus Φ ∀ = ∅. We return using the then-branch, which explicitly includes ⋄. • Case φ ′ ⋄: By definition of bestSplit, (i) φ nontrivially splits T ′ , and furthermore, (ii) for all other ψ that non-trivially split T ′ , we have that score(T ′ , φ) ⩽ score(T ,ψ ). (i) gives us that φ ∈ Φ ∃ , therefore if Φ ∀ = ∅, then φ is included in the return value. Otherwise, when Φ ∀ ∅, we return using the thenbranch. Let ψ * minimize lub Φ ∀ : since ψ * ∈ Φ ∀ , (ii) gives us that score(T ′ , φ) ⩽ score(T ′ ,ψ * ), and thus lb(score # (T , φ)) ⩽ ub(score # (T ,ψ * )) = lub Φ ∀ . Therefore φ is included in the return.
Proof of Theorem 4.11. DTrace # applies a sequence of operations; throughout this section, we state the soundness of each of these operations (although we delegate their proofs to Appendix B). The soundness of DTrace # follows from taking their composition.
C Real-Valued Features
In this appendix, we provide a complete exposition of the technique used to handle real-valued features. We repeat some of the arguments given in the main paper to make this appendix self-contained. For real-valued features, there are infinitely many possible predicates of the form λx i . x i ⩽ τ (where τ ∈ R), and the learner DTrace R chooses a finite set of possible τ values dynamically, based on the values that occur in T . Throughout this section, we use the subscript R to denote the real-valued versions of existing operations.
C.1 From DTrace to DTrace R
The new learner DTrace R is almost identical to DTrace. However, to formalize the aforementioned operation in the concrete semantics of DTrace R , we make a single modification in bestSplit R , which maintains the original definition of bestSplit, but it first computes a finite set of predicates Φ R used in the remainder of its computation: consider all of the values appearing in T for the ith feature in X, sorted in ascending order. For each pair of adjacent values (a, b) (i.e., such that there exists no c in T such that a < c < b), we include in Φ R the predicate φ = λx i . x i ⩽ a+b 2 . Example C.1. In our running example from Figure 2 , we have training set elements in T bw whose features take the numeric values {0, 1, 2, 3, 4, 7, . . . , 14}. bestSplit R (T bw ) would thus enumerate over the predicates
The formalization for the abstract case is more involved than the concrete case: (i) we will similarly modify bestSplit # , but also (ii) we will change our abstract domain over predicates. This change to the predicate domain means we will have to make largely superficial adjustments to the many of the other operations, as well. bestSplit # R , the real-valued version of bestSplit # , is responsible for selecting a finite set of predicates that it will consider in its computation. This motivates the second point, which we will discuss first: because we don't know which values could be missing from ⟨T , n⟩, we might naively consider a value of τ for every such possible combination of missing values. If we did so, and if bestSplit R T considers m predicates, then bestSplit # R (⟨T , n⟩) might consider up to ≈ mn predicates. For efficiency, we will instead create a finite set of m-many symbolic predicates that overapproximates these possibilities.
Definition C.2 (Symbolic Real-Valued Predicate). For a realvalued feature at x i , a symbolic predicate ρ over x i takes the form λx i . x i ⩽ [a, b) for real values a and b. The semantics of a symbolic predicate is three-valued, which we denote as follows:
Without loss of generality, we focus on the single disjunct case. We previously stated DTrace # operates over a state (⟨T , n⟩, Ψ) where Ψ is some finite set of predicates; now we let the state of DTrace # R be (⟨T , n⟩, Ψ # ) where Ψ # is represented as a finite set of symbolic predicates. The join remains a simple set union Ψ # 1 ⊔ Ψ # 2 Ψ # 1 ∪ Ψ # 2 . The concretization captures an infinite set of (non-symbolic) predicates: γ (Ψ # ) ρ ∈Ψ # γ (ρ). Symbolic Predicates in Auxiliary Operators. The definition of ⟨T , n⟩↓ # ρ changes slightly, since we must include the maybe case to be sound. This complicates the computation of the poisoning amount n, since we have two sources of uncertainty: we must account for elements that could be missing because either (i) they are missing from some particular T ′ ∈ γ (⟨T , n⟩), or (ii) ρ evaluates to maybe. Fortunately, we will be able to succinctly encompass these possibilities using our existing lower-level operations.
We define ⟨T , n⟩↓ # ρ as follows: suppose ρ is of the form λx i . x i ⩽ [a, b), let φ a = λx i . x i ⩽ a and let φ b = λx i . x i < b. Because φ a and φ b are concrete predicates, we can use Definition 1 to compute their abstract semantics. Then
Proposition C.3. Let T ′ ∈ γ (⟨T , n⟩) and φ ′ ∈ γ (ρ). Then,
Proof. Denote ⟨S a , m a ⟩ = ⟨T , n⟩↓ # φ a and ⟨S b , m b ⟩ = ⟨T , n⟩↓ # φ b . We will show that T ′ ↓ φ ′ ∈ γ (⟨S a , m a ⟩ ⊔ ⟨S b , m b ⟩).
Note that because a ⩽ b, we have a nice subset relation S a ⊆ S b and thus ⟨S a , m a ⟩ ⊔ ⟨S b , m b ⟩ = ⟨S b , |S b \ S a | + m b ⟩. Similarly, because φ ′ ∈ γ (ρ), we know thatT ′ ↓ φ ′ ⊆ S b , which is exactly the subset requirement for showing membership in the concretization.
It remains to show |S
But since S a ⊆ T ′ ↓ φ ′ , this follows immediately from the fact that
Symbolic Predicates in filter # R . In the original definition of filter # we separated Ψ into two sets Ψ x and Ψ ¬x because exclusively either φ |= x or ¬φ |= x. In this new three-valued symbolic predicate case, we appropriately over-approximate the ρ(x) = maybe possibility.
Let us denote the following: 
, we know there is some ρ ∈ Ψ # such that φ ′ ∈ γ (ρ). Once again, soundness now follows from the soundness of the join and the soundness of ↓ # ρ .
Symbolic Predicates in bestSplit # R . Finally, we discuss the treatment of our favorite complicated instruction. Perhaps surprisingly, very little has to change. Indeed, bestSplit # R (⟨T , n⟩) begins by creating a finite set of symbolic predicates Φ # and then proceeds exactly as its original definition.
The construction of Φ # is very simple. In the concrete case we considered λx i . x i ⩽ a+b 2 for all adjacent pairs (a, b) of the feature values that occur in T ; here, we will consider λx i . x i ⩽ [a, b) for all such pairs.
It should be surprising that this computation is sound. After all, it involves (effectively) computing the argmin over a set of predicates; here, we're over-approximating that set, and we ought to be concerned that our over-approximation could include extraneous predicates whose valuation is so small that they occlude the feasible minimizing predicates. Serendipitously, the choice of Φ # prevents this from happening.
Lemma C.5. Let T ′ ∈ γ (⟨T , n⟩). Then, bestSplit R (T ′ ) ∈ γ bestSplit # R (⟨T , n⟩) Proof. We begin by observing two facts about the Φ # constructed in bestSplit # R : (i) For every φ ∈ Φ built during the non-symbolic bestSplit R (T ′ ), there exists some ρ ∈ Φ # such that φ ∈ γ (ρ). (ii) For every ρ ∈ Φ # , there exists some T ′′ ∈ γ (⟨T , n⟩) and φ ′′ ∈ Φ from bestSplit R (T ′′ ) such that φ ′′ ∈ γ (ρ).
Let φ ′ = bestSplit R (T ′ ). The rest of the proof is exactly the same as the soundness proof for bestSplit # , except for establishing that our target φ ′ is in the concretization of some ρ ′ returned in the then-branch of the definition. Take any φ * ∈ γ (ρ * ) where ρ * is the minimizer in lub Φ # . Observe the following: lb(score # (⟨T , n⟩, ρ ′ )) ⩽ lb(score # (⟨T , n⟩, φ ′ )) ⩽ score(T ′ , φ ′ ) ⩽ score(T ′ , φ * ) ⩽ ub(score # (⟨T , n⟩, φ * )) ⩽ ub(score # (⟨T , n⟩, ρ * )) = lub Φ # and thus φ ′ would be included. 
D Full Benchmarks
