INTRODUCTION

32
The primate ventral visual stream is a hierarchically organized set of cortical areas 33 beginning with the primary visual cortex (V1) and culminating with explicit (i.e. linearly 34 decodable) representations of objects in inferior temporal cortex (IT) (1) that quantitatively 35 account for invariant object discrimination behavior (2) . Consistent with a feedforward flow of 36 processing from V1 to V2 to V4 to IT, neurons at higher cortical stages are more selective for 37 object shape and identity while being more tolerant to changes in object size and position (3)(4).
38
Formalizing object recognition as the result of a series of feedforward computations yields 39 models that achieve impressive performance on basic object categorization tasks (5)(6) similar 40 to the level of performance achieved by IT neural populations (7) (8) . Importantly, these models 41 are only optimized to solve invariant object recognition tasks and are not trained on neural data, 116 features). We sought images that would provide a more stringent test of the face subnetwork 117 near the limits of its detection abilities. Specifically, if these regions are performing accurate face 118 detection, they should specifically respond to the configuration of a face even when all other 119 features are matched. Thus, we probed the face selectivity of IT with face-like images that only 120 differed in the configuration of the face parts such that there could be conflicting local (parts)
121
and global (configuration) evidence as to whether a face was truly present (Fig. 2a) . For Fig. 1b ). These 126 images create an "aperture problem" because they are difficult to distinguish based on local 127 information alone and must be disambiguated based on the surrounding context (27) . This 128 image set thus poses a more stringent challenge of face detection ability than standard screen 129 sets which vary along many stimulus dimensions (i.e. faces vs bodies and non-face objects; see the 'cyclops' which contain information that is globally inconsistent with a face (28), we identified 132 13 atypical face part configurations that drove neurons to produce an early response that was 133 >90% of their response to a correctly configured whole face (Fig. 2a) . Because these images 
164
sites changed to face preferring after being non-face preferring) (Fig. 4a, left) . As a result, the 165 majority of pIT sites responded more strongly to atypical images over typical images in the late 166 response phase (prefer typical arrangement: 60-90 ms = 66% vs. 100-130 ms = 34%; p < 0.01, 167 n = 115) (Fig. 4b , light green bars).
169
In the anterior face-selective regions of IT which are furthest downstream of pIT and 
175
slight but gradual accumulation (increasing preference for normal arrangements of the face 176 parts) rather than a reversal of preference (Fig. 4a, right) . As a result, the majority of anterior 177 sites preferred images with typical arrangement of the face parts in the late phase of the 178 response (prefer typical: 60-90 ms = 78% of sites vs. 100-130 ms = 78% of sites; p > 0.05, n = 179 40 sites) despite only a minority of upstream sites in pIT preferring these images in their late 180 response (Fig. 4b, black bars) . This suggests that spiking responses of individual aIT sites 181 resolve images as expected from a computational system whose purpose is to detect faces, as 182 previously suggested (29) . Finally, in cIT whose anatomical location is intermediate to PIT and 
183
AIT, we observed a selectivity profile over time that was intermediate to that of pIT and aIT 184 consistent with its position in the ventral visual hierarchy (Fig. 4a,b , dark green). The very 185 different patterns of dynamics in pIT, cIT, and aIT neurons are surprising given the intuition that 186 in a feedforward network selectivity for the preferred stimulus class is maintained or built 187 contrary to the complete reversal of rank-order selectivity observed in the lower stages but not 188 the highest stage of IT.
190
Controls for low-level image variation and for overall activity
191
To validate our findings against potential confounding factors, we checked the robustness of our 
205
-0.14 + 0.02, -0.04 + 0.12; p < 0.01 for d' comparisons between 60-90 ms and 100-130 ms, n = 206 115, 115, 76 sites) (Fig. 3b,) . A similar reversal in face selectivity was observed when we re- 0.14, twelve degrees = 0.07 + 0.14 vs. -0.11 + 0.14; n = 15; p < 0.01 for three degree condition 211 only) (Fig. 3c) .
213
We also tested the hypothesis that absolute initial firing rates, which were not perfectly 214 matched, were somehow responsible for producing the pIT image preference reversal. We
215
found no support for this hypothesis --the observed change in firing rate over time (Δ pIT =r pIT late -216 r pIT early ) was weakly correlated with the strength of the initial response (ρ pIT early, Δ pIT = -0.24 + 217 0.15, p = 0.044, n = 20 images; for these firing rate controls, the original whole face image drove 218 a much higher response than the synthetic images we created, and being a firing rate outlier,
219
we excluded this image 
241
Computational models of neural dynamics in IT
242
Given the above observations of a non-trivial, dynamic selectivity reversal during face detection,
243
we next proceeded to build formal models of gradually increasing complexity to determine the minimal set of assumptions that could capture our empirical findings. We used a linear 245 dynamical systems modeling framework to evaluate dynamics in different hierarchical
246
architectures ( Supplementary Fig. 1 
299
When we fit each of the models to our neural data, they were all able to produce an 300 increase in selectivity from the first stage of the network to the second stage of the network.
301
This increase is not surprising because all models had converging feedforward connections 302 from the first to second stages (Figure 5a , first five columns, compare green and black curves).
303
However 
330
Finally, we asked whether our results generalized to larger networks of increasing depth.
331
We found similar results for three layer versions of the models described above. Specifically, the 332 dynamics of error signals in a three-layer model produced a good match to our data collected 333 from three successive cortical areas (Fig. 5a, seventh 
409
generalize to studies of images besides face images.
411
Dynamical properties of neurons across cortical lamina
412
In the large family of state-error coding hierarchical networks, a number of different cortical 413 circuits are possible (Fig. 7) . (Fig. 6c) . Alternatively, at least some of the non-reversing sites 466 might be found to code errors under other image conditions than the one that we tested.
467
Furthermore, while in our primary image condition selectivity reversals only accounted for 20%
468
of the overall spiking modulation (Fig. 2d) , we found larger modulations in late phase neural 469 firing (50-100%) under other image conditions tested (Fig. 6 a,b) . At a computational level, the 470 absolute contribution of error signals to spiking may not be the critical factor as even a small 471 relative contribution may have important consequences in the network.
473
Error signals generated across different hierarchical inference and learning models
474
The notion of error is inherent to many existing models in the literature that go beyond the basic 
480
Finally, recent models incorporate aspects of both inference and learning (42) (Fig. 6b , response to first presentation is larger for the novel inputs), and 515 rapid response dynamics for familiar over novel images (13) (Fig. 6b, (Fig. 3c) , and all images were presented for 100 ms duration to-white matter border were defined; based on our prior work estimating sources of error (e.g.
616
error from electrode tip localization and brain movement), registration of electrode tip locations 617 to MRI brain volumes has a total of <400 micron error which is sufficient to distinguish deep 618 from superficial layers 48 . Multi-unit activity (MUA) was systematically recorded at 300 micron 619 intervals starting from penetration of the superior temporal sulcus such that all sites were tested 620 with a screen set containing both faces and nonface objects, and a subset of sites that were 621 visually driven were further tested with our main image set manipulating the position of face 
628
Neural data analysis. The face patches were physiologically defined in the same manner as in 629 our previous study 28 . Briefly, we fit a graded 3D sphere model (linear profile of selectivity that
630
rises from a baseline value toward the maximum at the center of the sphere) to the spatial 631 profile of face versus nonface object selectivity across our sites. We tested spherical regions 632 with radii from 1.5 to 10 mm and center positions within a 5 mm radius of the fMRI-based 633 centers of the face patches. The resulting physiologically defined regions were 1.5 to 3 mm in 634 diameter. Sites which passed a visual response screen (mean response in a 60-160 ms window 635 >2*SEM above baseline for at least one of the four categories in the screen set) were included in further analysis. All firing rates were baseline subtracted using the activity in a 25-50 ms 637 window following image onset averaged across all repetitions of an image. Finally, given that 638 the visual response latencies in monkey 2 were on average 13 ms slower than those in monkey 639
1, we applied a single latency correction (13 ms shift to align monkey 1 and monkey 2's data)
640
prior to averaging across monkeys. This was done to so as not to wash out any fine timescale 641 dynamics by averaging though similar results were obtained without using this latency 642 correction, and this single absolute adjustment was more straightforward than the site-by-site 643 adjustment used in our previous work (similar results were obtained using this alternative 644 latency correction) 28 . The observed selectivity dynamics (Fig. 2) were found in each monkey
645
analyzed separately (Fig. 3a) . Images that produced an average population response > 0.9 of 646 the initial response (60-100 ms) to a face-like image were analyzed further (Figs. 2-4 Fig. 1 ). Here, we provide a basic 670 description for each model tested. All models utilize a 2x2 feedforward identity matrix A that 671 simply transfers inputs u (2x1) to hidden layer units x (2x1) and a 1x2 feedforward matrix B that
672
integrates hidden layer activations x into a single output unit y.
674
(1)
676
To generate dynamics in the simple networks below, we assumed that neurons act as leaky 677 integrators of their total synaptic input, a standard rate-based model of a neuron used in 678 previous work 14, 21 .
680
Pure feedforward. In the purely feedforward family, connections were exclusively from hidden to 681 output stages through feedforward matrices A and B.
682 683 (2) 684 685
where τ is the time constant of the leak current which can be seen as reflecting the biophysical 
694
Normalization. An inhibitory term that scales with the summed activity of units within a stage is 695 included. The scalar k s sets the relative strength of normalization versus bottom-up input.
696 697 (4) 698 699
Normalization (nonlinear) 23 . The summed activity of units within a stage is used to nonlinearly 700 scale shunting inhibition.
701 702 (5) 703 704
Since the normalization term in equation (5) is not continuously differentiable, we used the 705 fourth-order Taylor approximation around zero in the simulations of equation (5).
707
Feedback (linear reconstruction).
The feedback-based model is derived using a normative 708 framework that performs optimal inference in the linear case 14 (unlike the networks in equations
709
(2)- (5) 712 713 (6) 714 715
Differentiating this coding cost with respect to the encoding variables in each layer x, y yields:
716 717 (7) 718 719
The cost function C can be minimized by descending these gradients over time to optimize the 739 740 (9) 741 742
Error signals computed in the feedback model. In equation (9), inference can be thought of as 749 750 (10) 751 752
An advantage of this strategy is that there are now only two input populations to a state unit,
753
and those inputs allow implementation of an efficient Hebbian rule for learning weight matrices (10)) and gradients for offline learning (dynamics in weight space).
760
In order for the reconstruction errors at each layer to be scaled appropriately in the 761 feedback model, we invoke an additional downstream variable z to predict activity at the top 762 layer such that, instead of e 2 =y which scales as a state variable, we have e 2 =y-C T z
763
( Supplementary Fig. 1a ). This overall model reflects a state and error coding model as Figs. 5,6 , a three-stage version of the above models was used. These deeper network were also wider such that they began with four input 772 units (u) instead of only two inputs in the two-stage models. These inputs converged through 773 successive processing stages (w,x,y) to one unit at the top node (z) (Supplementary Fig. 1b) .
770
Feedback (three-stage). For the simulations in
775
Feedback (nonlinear reconstruction). We tested versions of feedback-based models that 776 optimized different cost functions other than a linear reconstruction cost ( Supplementary Fig.   777 2). In nonlinear hierarchical inference, reconstruction is performed using a monotonic 778 nonlinearity with a threshold (th) and bias (bi):
782 783 784 (12) 785 786 787
Feedback (linear construction).
Instead of a reconstruction cost, we additionally simulated the
788
states and errors in a feedback network minimizing a linear construction cost:
789 790 (13) 791 792 (14) 793 794
Model simulation. To simulate the dynamical systems in equations (2)- (14), a step input u was 795 applied. This input was smoothed using a Gaussian kernel to approximate the lowpass nature of 796 signal propagation in the series of processing stages from the retina to pIT:
797 798 (15) 799 800
where the elements of h are scaled Heaviside step functions. The input is thus a sigmoidal ramp 801 whose latency to half height is set by t 0 and rise time is set by σ. 
805
factor sc for scaling the final output to the neural activity. In the deeper three-stage network,
806
there were a total of fifteen parameters which included an additional feedforward connection 
815
Model parameter fits to neural data. In fitting the models to the observed neural dynamics, we 816 mapped the summed activity in the hidden stage (x) to population averaged activity in pIT, and
817
we mapped the summed activity in the output stage (y) to population averaged signals 818 measured in aIT. To simulate error coding, we mapped the reconstruction errors e 1 =x-B T y and 819 e 2 =y-C T z to activity in pIT and aIT, respectively. We applied a squaring nonlinearity to the model 820 outputs as an approximation to rectification since recorded extracellular firing rates are non-821 negative (and linear rectification is not continuously differentiable). Analytically solving this 822 system of dynamical equations (2)- (14) for a step input is precluded because of the higher order 823 interaction terms (the roots of the determinant and hence the eigenvalues/eigenvectors of a 3x3 824 matrix are not analytically determined, except for the purely feedforward model which only has 825 first-order interactions), and in the case of the normalization models, there is an additional 826 nonlinear dependence on the shunt term. Thus, we relied on computational methods
827
(constrained nonlinear optimization) to fit the parameters of the dynamical systems to the neural 828 data with a quadratic (sum of squares) loss function.
830
Parameter values were fit in a two step procedure. In the first step, we fit only the 831 difference in response between image classes (differential mode which is the selectivity profile 
858
u 7 , u 8 active) (Fig. 6b) . Alternating between these two input patterns simulates alternation of two 
868
and 5<k,l<8, k≠l approaching correlation equal to 0 for a purely, random pattern (ε=1) that had a 869 low probability of matching the learned patterns A and B.
871
Code availability. All data analysis and computational modeling were done using custom 872 scripts written in Matlab. All code is available upon request.
874
Statistics. Error bars represent standard errors of the mean obtained by bootstrap resampling
875
(n = 1000 Figure 1 Neurophysiological recordings of face-selective subregions in the ventral visual stream. The ventral visual stream is a series of hierarchically connected areas (diagram in top row) and includes at least three IT processing stages (blue box). Neurons in these three stages were recorded along the lateral convexity of the inferior temporal lobe spanning the posterior to anterior extent of IT (+0 to +20 mm AP, Horsely-Clarke coordinates) in two monkeys (data from monkey 1 are shown). "Face neuron" sites (red) were operationally defined as those with a response preference for images of faces versus images of nonface objects (see SI Methods). While these were found throughout IT, they tended to be found in clusters that mapped to previously identified subdivisions of IT (posterior, central, and anterior IT) and also corresponded to faceselective areas identified under fMRI in the same subject (28)(48) (STS=superior temporal sulcus, IOS=inferior occipital sulcus, OTS=occipitotemporal sulcus). . In all cases, pIT responses showed an initial preference for typically-arranged face parts, followed by a later preference for atypically arranged face parts. changes than when two randomly selected patterns were alternated (compare distances traversed in high-level feature space by red lines versus blue lines, far right panel). Because of this large change in high-level activations, transient errors were generated back through the network for learned patterns. (40) is computationally similar to (vi), but it differs at the implementation level by specifically positing that error information (rather than state information) is passed to the next higher cortical stage. (b) Between-stage and within-stage connectivity diagrams corresponding to the models in (a). Between-stage errors (black circles), measuring reconstruction performance, are computed in a similar fashion across models and can drive efficient hierarchical learning when coupled with state signals (white circles) (bottom four networks). The state and error computing networks only differ in the details of how error signals and state signals interact during inference and learning. Our data provide evidence for this large family of error-computing networks and rule out pure state-estimating models and variants including normalization and lateral inhibition (Fig. 5) . The present data do not distinguish between the autoencoder and error backpropagation classes when directly compared ( Supplementary Fig. 2) ; however, the stronger presence of state-like signals in the superficial cortical layers (Fig. 6c) argues against the predictive coding models in (iii) and (vii). 
