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LIPSCHITZ PERTURBATIONS OF MORSE-SMALE SEMIGROUPS
M.C. BORTOLAN, C.A.E.N CARDOSO, A.N. CARVALHO, AND L. PIRES
Abstract. In this paper we will deal with Lipschitz continuous perturbations of Morse-Smale
semigroups with only equilibrium points as critical elements. We study the behavior of the structure
of equilibrium points and their connections when subjected to non-differentiable perturbations. To
this end we define more general notions of hyperbolicity and transversality, which do not require
differentiability.
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1. Introduction
The study of the asymptotic behavior of autonomous dynamical systems is a rich research area
that is being developed since more than seven decades with deep contributions from many different
authors with several papers dedicated to this theory, such as [4, 8, 14, 16, 18, 23, 24, 27, 29, 30, 31].
Within this area there is the study of continuity of the structure under perturbations; that is, the
field responsible to answer the following questions: can we transport properties from a dynamical
systems to another which is close - in some sense - to the first? Also, if we have properties of a
family of dynamical systems which are close to a given dynamical system, can we transport the
properties of the family to the “limiting system” ?
These questions have real value when dealing with systems describing real world phenomena,
since due to approximations and the use of empirical laws, such systems are always approximations
of the real problem. Hence, to be able to study the mathematical model and conclusively give
informations about the real system, one must be certain that we can transport the obtained
properties to the real system; that is, we need to be sure that we have some kind of “continuity”
among the dynamical systems, if we want to give informations about the asymptotic behavior of
the real system. Here, more recently, we have had several papers that treat this issue, such as
[2, 3, 7, 9, 10, 11, 21, 25, 26, 28].
Before continuing, we just present simple definitions that will allow us present some results
on this field. Let (X, dX) be a metric space, C(X) the set of continuos maps from X into itself,
T = Z or R and T+ = {t ∈ T : t > 0}.
Definition 1.1. A one-parameter family {T (t) : t ∈ T+} ⊂ C(X) is called an autonomous
dynamical system, or simply a semigroup, in X if:
(i) T (0)x = x for each x ∈ X;
(ii) T (t+ s) = T (t)T (s) for all t, s ∈ T+;
(iii) the map T+ ×X ∋ (t, x) 7→ T (t)x ∈ X is continuous.
When T = Z we say that {T (t) : t ∈ T+} is a discrete semigroup.
Remark 1.2. Clearly for T = Z the condition (iii) in Definition 1.1 is automatically satisfied.
Also in the case of discrete semigroups, defining T = T (1), we have T (n) = (T (1))n = T n for each
n ∈ Z+ by condition (ii) and the discrete semigroup is the family of maps {T n : n ∈ Z+}.
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We say that A ⊂ X is invariant for {T (t) : t ∈ T} if T (t)A = A for each t ∈ T+. Also, for
A,B ⊂ X we say that A attracts B under the action of {T (t) : t ∈ T+} if
distH(T (t)B,A)→ 0, as t→∞ in T
+,
where distH(·, ·) denotes the Hausdorff semidistance between two sets; that is, if C,D ∈ X are
non-empty subsets we have
distH(C,D) = sup
c∈C
sup
d∈D
dX(c, d).
Definition 1.3. A compact subset A of X is a global attractor of {T (t) : t ∈ T+} if it is invariant
for {T (t) : t ∈ T} and attracts all bounded subsets of X under the action of {T (t) : t ∈ T}.
Hence with this definition we can make more clear what we mean by asymptotic behavior
for an autonomous dynamical system. It is easy to see that each semigroup {T (t) : t ∈ T+} has
at most one global attractor A, and this global attractor attracts all the orbits {T (t)x : t ∈ T+}
for x ∈ X, hence the global attractor is the ‘limiting object’ of all possible trajectories of our
semigroup and thus the behavior of {T (t) : t ∈ T+} for t→∞ in T+ is described precisely by the
global attractor A.
We will see that in fact the global attractor is more than that; that is, the global attractor
also contains all possible bounded trajectories that can be defined for all t ∈ T+. To see this
property we define a global solution of {T (t) : t ∈ T+} as a continuous function ξ : T→ X such
that
T (t)ξ(s) = ξ(t+ s), for all s ∈ T and t ∈ T+.
If ξ(0) = x, we say that ξ is a global solution through x. And with these definitions,
when the semigroup {T (t) : t ∈ T} has a global attractor A, we have
A = {x ∈ X : there exists a bounded global solution through x}.
Hence the global attractor A of a semigroup is the object to study if one wants to understand
the behavior of {T (t) : t ∈ T+} as t→∞ in T+.
For the issue of “continuity” described before, if we have a family of semigroups {Tη(t) : t ∈
T
+} with a global attractor Aη for η ∈ [0, 1], there is a question quite simple to present: for a
suitable convergence of Tη to T0, what kind of convergence can we expect for Aη to A0 as η → 0
+?
This question has been answered in several papers throughout the years, and following their
main results, we can outline a rough sketch of what kind of continuity we can obtain to the global
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attractors Aη as upper semicontinuity, lower semicontinuity, topological stability and geometrical
stability.
In this paper, our focus will be on the geometrical stability, which is the stability of the energy
levels of the invariants inside the attractor and it is obtained with great effort for Morse-Smale
systems, see [17, 22, 25] for instance. More precisely, we will deal with the following problem:
to achieve geometrical stability, the hypothesis of differentiability for the family of semigroups
{Tη(t) : t ∈ T
+} always appear in the literature presented so far in this topic, but can it be
obtained without it?
This question is vey important to consider, since when we are dealing with evolution equa-
tions in some Lp-space, there are no differentiable functions from Lp into itself, other then linear
functions. Hence, there is no hope to achieve differentiability of the generated semigroup. Hence,
the theory of geometrical stability so far, only allows us to consider differentiable semigroups with
differentiable perturbations, which is far from being a reality in Lp. Our main goal in this paper
is to introduce definitions and results about geometrical stability for Lipschitz continuous pertur-
bations. We will deal with the case of discrete semigroups, and by Remark 1.2 it is enough to
consider a map T ∈ C(X).
In Section 2 we describe preliminary results concerning Lipschitz global and local invariant
manifolds near a fixed point, more specifically Theorems 2.3 and 2.5, and here we stress that
these results can be found in the manuscripts1 of D. Henry, and we do not claim their authorship.
However, since the notation introduced in the proof is important for our work, for the sake of
completeness we decided to include the proofs in our work.
Section 3 is where we introduce the main concept of our study, the L-hyperbolic points (see
Definition 3.6), and to this end, we must introduce first the concept of weakly hyperbolic point (see
Definition 3.1). Also in the section, we state a result concerning invariant manifolds near a weakly
hyperbolic point (Theorem 3.3), which is a direct corollary of Theorem 2.5, as well as study the
isolation of L-hyperbolic points, as seen in Theorem 3.9. With this property of isolation, we can
describe the behavior of solutions near a L-hyperbolic point, which is described in Theorem 3.11.
To continue our study, we devote Section 4 to the autonomous perturbations of L-hyperbolic
points, that is, we analyze the permanence of L-hyperbolic points when submitted to small (in
the sense of Definition 4.1) autonomous perturbations (see Theorem 4.5). Section 5 has the same
1Handwritten notes: “Invariant manifolds near a fixed point”, of D. Henry
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direction as Section 4, but we study the permanence of invariant manifolds under small autonomous
perturbations and we obtain Theorem 5.4.
In Section 6 we describe the topological stability of dynamically gradient maps, which is
a recent topic of research (see [2, 3, 10] for instance), and deals with the permanence of inner
structures of the attractors for maps, under small autonomous perturbations. Mainly, we use the
result in these papers adapted to our case, and obtain Proposition 6.8.
Section 7 is devoted to the study of a new concept, the L-transversality, which is a replacement
for the usual transversality property, and is key to obtain permanence of intersections. The main
result of this section is Proposition 7.2.
In Section 8 we are able to finally present the main concept of our work, see Definition 8.2,
the concept of L-Morse-Smale maps, and also the main result of our paper, Theorem 8.9, which
gives the permanence of L-Morse-Smale maps under small autonomous perturbations. Section 9
is devoted to present one example to illustrate all the theory developed throughout the paper.
Finally, our work has also an appendix, divided in three sections. Section A is devoted to the
proofs of Proposition 3.5 and Lemma 5.2, which are fairly technical and would just fog the view of
the general outline of the paper. In Section B we present the proof of Proposition 8.7, as well as the
necessary definitions and previous results required. Lastly, Section C is dedicated to the study of
differentiability of Nemytskii operators, which is necessary to validate the importance of the theory
developed in the work, once we realize that there are almost none differentiable function from Lp(Ω)
into Lp(Ω), when we consider functions arising from forcing terms of differential equations, and we
use the results of this section in the example of Section 9.
2. Invariant manifolds near a fixed point
Let (X, ‖ · ‖) be a Banach space, L(X) be the set of bounded linear operators of X into itself
and L ∈ L(X) be a bounded linear operator such that σ(L) ∩ {ξ ∈ C : |ξ| = ρ} = ∅, for some
ρ > 0. If Γ(t) = ρeit, t ∈ [0, 2π], we have the spectral projections
πs =
1
2πi
∫
Γ
(λ− L)−1dλ and πu = I − πs,
that give us a decomposition of X and L as X = Xu ⊕ Xs, L = Lu ⊕ Ls, respectively, where
Xj = πjX and Lj = L|Xj : Xj → Xj, for j = u, s. Then
σ(Ls) ⊂ {λ ∈ C : |λ| < b} and σ(Lu) ⊂ {λ ∈ C : |λ| > a}, for some 0 < b < ρ < a, (2.1)
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and we can choose norms in Xu and Xs (which we denote the same ‖ · ‖) such that ‖Ls‖ 6 b and
‖L−1u ‖ 6 a
−1, with these norms equivalent to the norm induced by the norm of X. Therefore, in
X we use the equivalent norm (again, we denote it by ‖ · ‖) given by
‖xu + xs‖ = max{‖xu‖, ‖xs‖}.
Also, in the Banach space X, for A ⊂ X non-empty we define
d(x,A) = inf
a∈A
‖x− a‖,
the usual distance between points and sets and if A ⊂ X and r > 0, we denote the r-neighborhood
of A in X by
Or(A) = {x ∈ X : d(x,A) < r}.
and for each y ∈ X we denote BXr (y) = Or({y}).
Definition 2.1. Let L ∈ L(X) and ρ, b, a > 0 be described as above and U ⊂ X an open set. We
say a map N : U → X has small Lipschitz constant with respect to L if there exists γ > 0
such that b+ 2γ < ρ < a− 2γ and
‖N(x)−N(y)‖ 6 γ‖x− y‖, for all x, y ∈ U.
For any Lipschitz map N , Lip(N) denotes any Lipschitz constant of N .
Definition 2.2. We say that a function ξ : Z → X is a global solution for a map T ∈ C(X) if
T (ξ(m)) = ξ(m+ 1) for each m ∈ Z. We say that a point x ∈ X is an equilibrium point for a
map T ∈ C(X) if T (x) = x.
If ξ is a global solution for T , then it is a global solution for the discrete semigroup {T n : n ∈
N}, since
T n(ξ(m)) = ξ(m+ n), for all m ∈ Z and n ∈ N.
Clearly, if x is an equilibrium point for T , the function ξ(m) = x for all m ∈ Z is a global
solution for T . In general, in this case, we use that words equilibrium point and stationary solution
indistinctly.
In the description presented in the introduction, we can see that to study continuity of
attractors and to go further than upper semicontinuity, we must be able to describe and obtain
properties on the invariant structures inside the global attractors. We present here a result that has
this exact purpose; that is, a result that characterizes the invariant manifolds of a map S = L+N
with L,N satisfying the Definition 2.1. This result can be found in the manuscripts of D. Henry
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and for the sake of completeness, both from the result itself and notations therein, we present the
proof.
Theorem 2.3 (Global invariant manifolds). Let X be a Banach space, L : X → X a bounded
linear operator, ρ > 0 such that σ(L) ∩ {λ ∈ C : |λ| = ρ} = ∅. Then there exist γ > 0, a
decomposition X = Xu ⊕ Xs and an equivalent norm in X such that if N : X → X is Lipschitz
continuous and satisfies N(0) = 0 and Lip(N) 6 γ, there exist sets W sρ , W
u
ρ in X such that for
S = L+N , we have the following:
(a) W uρ is a graph of a Lipschitz map over Xu, W
s
ρ is a graph of a Lipschitz map over Xs.
(b) SW uρ = W
u
ρ , SW
s
ρ = W
s
ρ ∩ S(X) and the restriction S|W uρ is a homeomorphism.
(c) W sρ ∩W
u
ρ = {0}.
(d) Lip
(
S|W sρ
)
< ρ and Lip
(
S|−1W uρ
)
< ρ−1.
(e) We have
1. W sρ = {x ∈ X : ρ
−n‖Snx‖ → 0 as n→∞},
2. W uρ = {x ∈ X : there exists {xj}j60 with x0 = x, xj+1 = S(xj) and sup
j60
ρ−j‖xj‖ <∞},
and for ρ∗ sufficiently close to ρ, W sρ∗ = W
s
ρ and W
u
ρ∗ = W
u
ρ ;
Moreover, if L is an isomorphism, then for γ sufficiently small, S is a homeomorphism and
SW sρ = W
s
ρ .
Proof. We have a decomposition X = Xu ⊕Xs, L = Lu ⊕ Ls and a, b, γ > 0 satisfying (2.1), and
we can define the norm ‖xu + xs‖ = max{‖xu‖, ‖xs‖}, which is equivalent to the initial norm in
X. In this decomposition, S takes the form
S : Xu ×Xs → Xu ×Xs
(xu, xs) 7→ (Luxu +Nu(xu + xs), Lsxs +Ns(xu + xs)),
with LipNu,LipNs 6 γ, where Nj = πj ◦N and πj : X → Xj is the projection of X in Xj, j = u, s.
Our goal is to find W uρ in the form {ξ + θ(ξ) : ξ ∈ Xu}, for some Lipschitz map θ : Xu → Xs
with θ(0) = 0 and Lip θ 6 1. The condition SW uρ ⊂ W
u
ρ implies that, for all ξ ∈ Xu, there exists
ξˆ ∈ Xu with S(ξ + θ(ξ)) = ξˆ + θ(ξˆ); that is,

ξˆ = Luξ +Nu(ξ + θ(ξ))
θ∗(ξˆ) = Lsθ(ξ) +Ns(ξ + θ(ξ))
(2.2)
with θ∗ = θ, where θ is the fixed point of the map θ 7→ θ∗ defined by (2.2). We will show that this
map has indeed a fixed point θ and then that W uρ
.
= {ξ + θ(ξ) : ξ ∈ Xu} satisfies the conditions
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given in this theorem. Let θ : Xu → Xs be a Lipschitz map with θ(0) = 0 and Lip θ 6 1. Then
the map ξ 7→ −L−1u Nu(ξ + θ(ξ)) is a contraction in Xu, since
‖ − L−1u Nu(ξ1 + θ(ξ1)) + L
−1
u Nu(ξ2 + θ(ξ2))‖ 6 a
−1γ [‖ξ1 − ξ2‖+ ‖θ(ξ1)− θ(ξ2)‖]
6 2a−1γ‖ξ1 − ξ2‖,
and 2a−1γ < 1. Therefore, for each ξˆ ∈ Xu, there exists a unique ξ ∈ Xu satisfying the first
equation in (2.2), since for each ξˆ ∈ Xu, the map
Xu ∋ ξ 7→ L
−1
u ξˆ − L
−1
u Nu(ξ + θ(ξ)) ∈ Xu (2.3)
is a contraction, hence is has a unique fixed point ξ ∈ Xu. Thus (2.2) defines a map θ∗ : Xu → Xs,
and clearly θ∗(0) = 0. Given ξˆ1, ξˆ2 ∈ Xu, with ξ1, ξ2 ∈ Xu the correspondent fixed points of the
map given in (2.3), we have that
‖ξˆ1 − ξˆ2‖ = ‖Luξ +Nu(ξ1 + θ(ξ1))− Luξ2 −Nu(ξ2 + θ(ξ2))‖
> ‖Lu(ξ1 − ξ2)‖ − γ
[
‖ξ1 − ξ2‖+ ‖θ(ξ1)− θ(ξ2)‖
]
> (a− 2γ)‖ξ1 − ξ2‖.
Also
‖θ∗(ξˆ1)− θ∗(ξˆ2)‖ = ‖Lsθ(ξ1) +Ns(ξ1 + θ(ξ1))− Lsθ(ξ2)−Ns(ξ2 + θ(ξ2))‖
6 b‖θ(ξ1)− θ(ξ2)‖+ γ
[
‖ξ1 − ξ2‖+ ‖θ(ξ1)− θ(ξ2)‖
]
6 (b+ 2γ)‖ξ1 − ξ2‖,
(2.4)
therefore ‖θ∗(ξˆ1) − θ∗(ξˆ2)‖ 6
b+2γ
a−2γ
‖ξˆ1 − ξˆ2‖; that is, Lip θ∗ 6
b+2γ
a−2γ
< 1. The set F constituted of
all Lipschitz maps θ : Xu → Xs with θ(0) = 0, Lip θ 6 1 with distance given by
d(θ, τ) = sup
ξ∈Xu
ξ 6=0
‖θ(ξ)− τ(ξ)‖
‖ξ‖
,
is a complete metric space, and the map θ 7→ θ∗ takes F into itself. We aim to prove now that
this map is also a contraction in F ; and to this end, let θ, τ be two maps in F and ξˆ ∈ Xu. Define
ξθ, ξτ ∈ Xu by ξˆ = Luξθ+Nu(ξθ+θ(ξθ)) = Luξτ +Nu(ξτ +τ(ξτ )). We have that ‖ξˆ‖ > (a−2γ)‖ξθ‖
and
a‖ξθ − ξτ‖ 6 ‖Nu(ξθ + θ(ξθ))−Nu(ξτ + τ(ξτ ))‖ 6 γ
[
‖ξθ − ξτ‖+ ‖θ(ξθ)− τ(ξτ )‖
]
6 γ
[
‖ξθ − ξτ‖+ ‖θ(ξθ)− τ(ξθ)‖+ ‖τ(ξθ)− τ(ξτ )‖
]
6 γ
[
‖ξθ − ξτ‖+ d(θ, τ)‖ξθ‖+ ‖ξθ − ξτ‖
]
6 γ
[
2‖ξθ − ξτ‖+ d(θ, τ)‖ξθ‖
]
,
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thus
‖ξθ − ξτ‖ 6
γd(θ, τ)
a− 2γ
‖ξθ‖ 6
γd(θ, τ)
(a− 2γ)2
‖ξˆ‖.
Moreover
‖θ∗(ξˆ)− τ∗(ξˆ)‖ = ‖Lsθ(ξθ) +Ns(ξθ + θ(ξθ))− Lsτ(ξτ )−Ns(ξτ + τ(ξτ ))‖
6 b‖θ(ξθ)− τ(ξτ )‖+ γ [‖ξθ − ξτ‖+ ‖θ(ξθ)− τ(ξτ )‖]
6 (b+ γ)‖θ(ξθ)− τ(ξτ )‖+ γ‖ξθ − ξτ‖
6 (b+ γ) [‖θ(ξθ)− τ(ξθ)‖+ ‖τ(ξθ)− τ(ξτ )‖] + γ‖ξθ − ξτ‖
6 (b+ γ)d(θ, τ)‖ξθ‖+ (b+ 2γ)‖ξθ − ξτ‖
6 d(θ, τ)‖ξˆ‖
[
b+ γ
a− 2γ
+
γ
a− 2γ
·
b+ 2γ
a− 2γ
]
6 d(θ, τ)‖ξˆ‖
b+ 2γ
a− 2γ
,
which implies that d(θ∗, τ∗) 6
b+2γ
a−2γ
d(θ, τ) with b+2γ
a−2γ
< 1, hence the map θ 7→ θ∗ is a contraction in
F . Let θ be the fixed point of this map. Using equation (2.4) for this fixed point, we obtain
‖θ(ξˆ1)− θ(ξˆ2)‖ 6
(b+ γ)Lip θ + γ
a− 2γ
‖ξˆ1 − ξˆ2‖,
therefor Lip(θ) 6 (b+γ)Lip θ+γ
a−2γ
, which implies that
Lip(θ) 6
γ
a− b− 3γ
< 1. (2.5)
Now we define W uρ = {ξ + θ(ξ) : ξ ∈ Xu}. We firstly claim that SW
u
ρ = W
u
ρ , and to show
this, let x = ξ + θ(ξ) ∈ W uρ . We have Sx = ξˆ + ηˆ, with ξˆ ∈ Xu, ηˆ ∈ Xs , ξˆ = Luξ +Nu(ξ + θ(ξ))
and ηˆ = Lsθ(ξ) + Ns(ξ + θ(ξ)) = θ(ξˆ), by definition of θ. Thus SW
u
ρ ⊂ W
u
ρ . On the other hand,
ξˆ = Luξ+Nu(ξ+θ(ξ)) and so S(ξ+θ(ξ)) = ξˆ+θ(ξˆ), which proves that W
u
ρ ⊂ SW
u
ρ and concludes
the claim.
Now, if x = ξ + θ(ξ) and z = ζ + θ(ζ) are points of W uρ , Sx = ξˆ + θ(ξˆ) and Sz = ζˆ + θ(ζˆ)
then ‖x− z‖ = max{‖ξ − ζ‖, ‖θ(ξ)− θ(ζ)‖} = ‖ξ − ζ‖, since ‖θ(ξ)− θ(ζ)‖ 6 ‖ξ − ζ‖. Also
‖Sx− Sz‖ = ‖ξˆ − ζˆ‖ > (a− 2γ)‖ξ − ζ‖ = (a− 2γ)‖x− z‖,
and a− 2γ > ρ, which proves (iii) for W uρ ; that is, Lip(S|
−1
W uρ
) 6 (a− 2γ)−1 < ρ−1.
Given x ∈ W uρ , there exist {xj}j<0 in W
u
ρ such that S
|j|xj = x and S(xj+1) = xj , for all j < 0
with x0
.
= x (since SW uρ = W
u
ρ ). Also ‖xj+1‖ = ‖S(xj)− S(0)‖ > (a− 2γ)‖xj‖, and thus the map
j 7→
‖xj‖
(a−2γ)j
is increasing, since
‖xj‖
(a− 2γ)j
6
‖xj+1‖
(a− 2γ)j+1
, for all j < 0,
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which implies that
‖xj‖
(a−2γ)j
6 ‖x‖, and so ‖xj‖ 6 ‖x‖(a− 2γ)
j = o(ρj) as j → −∞. Therefore
W uρ ⊂ {x ∈ X : there exists {xj}j60 with x0 = x,
xj+1 = S(xj), and sup
j60
ρ−j‖xj‖ <∞}
Note: when supj60 ρ
−j‖xj‖ <∞, we say ‖xj‖ = O(ρ
j) as j → −∞.
Now let x ∈ X, {xj}j60, with x0 = x, such that T (xj) = xj+1, for all j < 0 and ‖xj‖ = O(ρ
j)
as j → −∞. We write xj = ξj + θ(ξj) + ηj , where ξj ∈ Xu, ηj ∈ Xs and since T (xj) = xj+1, we
have that Luξj +Nu(ξj + θ(ξj) + ηj) + Ls[θ(ξj) + ηj] +Ns(ξj + θ(ξj) + ηj) = ξj+1 + θ(ξj+1) + ηj+1;
that is, 

ξj+1 = Luξj +Nu(ξj + θ(ξj) + ηj)
θ(ξj+1) + ηj+1 = Ls(θ(ξj) + ηj) +Ns(ξj + θ(ξj) + ηj)
and if ξˆj
.
= Luξj +Nu(ξj + θ(ξj)) then θ(ξˆj) = Lsθ(ξj) +Ns(ξj + θ(ξj)). Also ‖ξˆj − ξj+1‖ 6 γ‖ηj‖
and
‖ηj+1‖ − ‖ξj+1 − ξˆj‖ 6 ‖θ(ξj+1) + ηj+1 − θ(ξˆj)‖ 6
6 b‖ηj‖+ γ‖ηj‖ = (b+ γ)‖ηj‖,
which implies that ‖ηj+1‖ 6 (b+ 2γ)‖ηj‖.
Now ‖ξj‖ 6 ‖xj‖ = max{‖ξj‖, ‖θ(ξj) + ηj‖} = O(ρ
j), thus ‖ξj‖ = O(ρ
j), and therefore
‖ηj‖ = ‖xj − ξj − θ(ξj)‖ 6 ‖xj‖ + 2‖ξj‖ = O(ρ
j) as j → −∞. But ‖ηj‖ > (b + 2γ)
j‖η0‖, for all
j 6 0, so there exist c > 0 s.t. ‖η0‖ 6
‖ηj‖
(b+2γ)j
6 c( ρ
b+2γ
)j → 0, as j → −∞, which shows that
η0 = 0 and x = x0 = ξ0 + θ(ξ0) ∈ W
u
ρ , which concludes the proof of (v) for W
u
ρ .
For the case W sρ = {σ(η) + η : η ∈ Xs}, σ : Xs → Xu, the condition SW
s
ρ ⊂ W
s
ρ implies that
for all η ∈ Xs there exists ηˆ ∈ Xs with


σ(ηˆ) = Luσ∗(η) +Nu(σ(η) + η)
ηˆ = Lsη +Ns(σ(η) + η)
(2.6)
with σ∗ = σ and the remainder of the proof is completely analogous.
Finally, we will show that W sρ ∩W
u
ρ = {0}. Let x = ξ + η ∈ W
s
ρ ∩W
u
ρ , then ξ = σ(η) and
η = θ(ξ). Thus ξ = σ(θ(ξ)) and ‖ξ‖ 6 Lip σ · Lip θ‖ξ‖, therefore ξ = 0 and implies that η = 0,
consequently x = 0. 
Remark 2.4. It is clear from equation (2.5) that Lip(θ)→ 0 as γ → 0.
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We see that this result is stated with the hypothesis that N is a Lipschitz map with a small
Lipschitz constant γ in the whole space X, but it is important to consider the case when N is only
defined in a small neighborhood of 0, and to this end, note that if N : BXr (0) → X is a Lipschitz
map with N(0) = 0 and Lip(N) 6 γ, then the function N˜ : X → X defined by
N˜(x) =


N(x), if ‖x‖ 6 r
N
(
r
‖x‖
x
)
, if ‖x‖ > r
(2.7)
is an extension of N to X, Lipschitz in the whole space X, with
Lip(N˜) 6 2Lip(N) and sup
x∈X
‖N˜(x)‖ 6 γr.
Hence, to obtain invariant manifolds in a neighborhood of 0 for N , we apply Theorem 2.3
for N˜ and obtain the following result.
Theorem 2.5 (Local invariant manifolds). Let X be a Banach space, L : X → X a bounded linear
operator, ρ > 0 such that σ(L) ∩ {λ ∈ C : |λ| = ρ} = ∅. Then, there exist γ > 0, a neighborhood
U of 0 in X, a decomposition X = Xu⊕Xs and an equivalent norm in X such that if N : U → X
is Lipschitz continuous and satisfies N(0) = 0 and Lip(N) 6 γ, there exist sets W sloc,ρ, W
u
loc,ρ in
X and neighborhoods Vu, Vs of 0 in Xu, Xs, respectively, such that for S = L + N , we have the
following:
(a) W uloc,ρ is a graph of a Lipschitz map over Vu, W
s
loc,ρ is a graph of a Lipschitz map over Vs.
(b) S(W uloc,ρ) ⊃W
u
loc,ρ, S(W
s
loc,ρ) ⊂W
s
loc,ρ∩S(X) and the restriction S|W uloc,ρ : W
u
loc,ρ → S(W
u
loc,ρ)
is a homeomorphism.
(c) W sloc,ρ ∩W
u
loc,ρ = {0}.
(d) Lip
(
S|W sloc,ρ
)
< ρ and Lip
(
S|−1W uloc,ρ
)
< ρ−1.
(e) We have
1. W sloc,ρ = {x ∈ U : S
n(x) ∈ U for all n > 0 and ‖Snx‖ = o(ρn) as n→∞},
2. W uloc,ρ = {x ∈ U : there exists {xj}j60 ⊂ U with x0 = x, xj+1 = S(xj) and sup
j60
ρ−j‖xj‖ <∞},
and for ρ∗ sufficiently close to ρ, W sloc,ρ∗ = W
s
ρ and W
u
loc,ρ∗ = W
u
ρ ;
3. L-hyperbolicity and isolated global solutions
In this section we deal with invariant manifolds near some special fixed points, that we call
L-hyperbolic points and also with the isolation of such points, in the sense of global solutions, that
we will specify in details below.
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3.1. Weakly hyperbolic points and invariant manifolds.
Definition 3.1. Let x∗ be an equilibrium point for a map T ∈ C(X). We say that x∗ is a weakly
hyperbolic point if the map S : X → X defined by
S(x) = T (x+ x∗)− T (x∗) = T (x+ x∗)− x∗, for x ∈ X, (3.1)
has a decomposition S = L+N satisfying the following conditions:
(i) L ∈ L(X) is such that σ(L) ∩ S1 = ∅ and 0 < b < 1 < a are as is (2.1) and
(ii) there exists a neighborhood U of 0 in X such that N : U → X has small Lipschitz constant
with respect to L,
(iii) the constant γ = Lip(N) given by (ii) is such that 0 < γ · ‖(I − L)−1‖ 6 1.
Choosing δ > 0 such that BXδ (0) ⊂ U , we say also that x
∗ is a weakly hyperbolic point
with parameters γ, a, b, δ.
We clearly have N(0) = S(0) − L0 = T (x∗) − x∗ = 0. Also, note that (I − L)−1x =
(I − Lu)
−1xu + (I − Ls)
−1xs and then ‖(I − L)
−1‖ 6 a
a−1
+ 1
1−b
. Thus property (iii) holds true if
γ can be chosen such that 0 < γ 6 (a−1)(1−b)
a(2−b)−1
.
Using Theorem 2.5 we obtain as an straightforward application the main result concerning
Lipschitz invariant manifolds near a weakly hyperbolic point.
Definition 3.2. Let x∗ ∈ X a hyperbolic fixed point for a map T ∈ C(X). We define the local
unstable manifold of x∗ as
W uloc(x
∗) = {x∗ + ξ + θu(ξ) : ‖ξ‖ < r, ξ ∈ Xu},
were θu and Xu as given by Theorem 2.3. The same way we define the local stable manifold.
Theorem 3.3. Let X be a Banach space, T ∈ C(X) with a weakly hyperbolic point x∗. Then there
exist a decomposition X = Xu ⊕ Xs, an ǫ0 > 0, neighborhoods U of x
∗ in X and Vu, Vs of 0 in
Xu, Xs, respectively, and sets W
u
loc(x
∗), W sloc(x
∗) such that
(a) W uloc(x
∗) is a graph of a Lipschitz map over x∗+Vu, W
s
loc(x
∗) is a graph of a Lipschitz map
over x∗ + Vs.
(b) T (W uloc(x
∗)) ⊃ W uloc,ρ(x
∗), T (W sloc(x
∗) ⊂ W sloc,ρ(x
∗) ∩ T (X) and the following restriction
T |W uloc,ρ(x∗) : W
u
loc,ρ(x
∗)→ T (W uloc,ρ(x
∗)) is a homeomorphism.
(c) W sloc(x
∗) ∩W uloc(x
∗) = {x∗}.
(d) Lip
(
T |W sloc(x∗)
)
< 1 and Lip
(
T |−1W uloc(x∗)
)
< 1.
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(e) We have
1. W sloc(x
∗) = {x ∈ U : T n(x) ∈ U for all n > 0 and ‖T nx− x∗‖ = o((1− ǫ0)
n) as n→∞},
2. W uloc(x
∗) = {x ∈ U : there exists {xj}j60 ⊂ U with x0 = x, xj+1 = T (xj) and
sup
j60
(1 + ǫ0)
−j‖xj − x
∗‖ <∞}.
We say that W uloc(x
∗) is the local unstable manifold of x∗ and W sloc(x
∗) is the local stable
manifold of x∗. Also, the dimension dim W jloc(x
∗) is defined as the dimension of Xj, for j = u, s.
3.2. L-hyperbolic points. We define in this subsection the concept of L-hyperbolic points, which
is crucial for our study.
Definition 3.4. Let X, Y be Banach spaces, U ⊂ X and V ⊂ Y . We say that a map g : U → V is
bi-Lipschitz if g : U → V is invertible with inverse g−1 : V → U and both g and g−1 are Lipschitz
continuous maps.
Proposition 3.5. Let S ∈ C(X) with 0 as a weakly hyperbolic point and decomposition S = L+N .
Let X = Xu ⊕ Xs be the decomposition given in Definition 3.1. Then there exist γ1 = γ1(L) > 0
such that if Lip(N) < γ1, then there exists neighborhoods U, Vu, Vs of 0 in X,Xu, Xs, respectively,
and a bi-Lipschitz map g : X → X which satisfies
(a) g(0) = 0;
(b) if S1 = g
−1 ◦T ◦g, then 0 is a weakly hyperbolic point of S1 with decomposition S = L+N1;
(c) if W u,1loc (0) and W
s,1
loc (0) are the invariant manifolds given in Corollary 3.3 for S1, then
W u,1loc (0) ∩ U = Vu and W
s,1
loc (0) ∩ U = Vs;
in particular, N1,u(xs) = N1,s(xu) = 0 for all xu ∈ Vu and xs ∈ Vs.
Proof. This proof is fairly technical, and so in order to give a clear outline of the theory, it is
present in Section A.1 of Appendix A. 
Definition 3.6. Let x∗ be a weakly hyperbolic point for a map T ∈ C(X) with decomposition
S = L+N as in Definition 3.1. We say that x∗ is a L-hyperbolic point if Lip(N) < γ1 with γ1
given by Proposition 3.5.
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3.3. Isolation of L-hyperbolic points. We begin this subsection with the definition of isolated
solution.
Definition 3.7. Let ξ be a global solution of a map T ∈ C(X). We say that ξ is isolated if there
exists a neighborhood U of ξ(Z) in X such that ξ is the only global solution of T with ξ(Z) ⊂ U .
Proposition 3.8. Let S ∈ C(X) with 0 as a L-hyperbolic point. Then there exists δ > 0 such that
0 is the unique global solution of S in BXδ (0); that is, 0 is isolated.
Proof. By Proposition 3.5, let g : X → X be a bi-Lipschitz map and S1 = g
−1 ◦ T ◦ g = L + N1
with 0 as an weakly hyperbolic point. Also, we have N1,u(xs) = N1,s(xu) = 0 for all xu ∈ Xu and
xs ∈ Xs. Hence, for x = xu + xs ∈ Vu ⊕ Vs and b+ γ < 1 < a− γ as in Definition 3.1, we have
‖πuS1(x)‖ = ‖Luxu +N1,u(xu + xs)−N1,u(xs)‖ > (a− γ)‖xu‖, and
‖πsS1(x)‖ = ‖Lsxs +N1,s(xu + xs)−N1,s(xu)‖ 6 (b+ γ)‖xs‖,
Since g−1 is Lipschitz continuous in X and g−1(0) = 0, there exists M > 1 such that
‖g−1(x)‖ 6 M‖x‖ for all x ∈ X. Let δ > 0 such that BXMδ(0) ⊂ Vu ⊕ Vs. If ξ : Z → X
is a global solution of S1 in B
X
Mδ(0) and there exists m ∈ Z such that πuξ(m) 6= 0, the fact
that δ > ‖πuS
n
1 ξ(m))u‖ > (a − γ)
n‖πuξ(m)‖ gives us a contradiction, making n → ∞. Thus,
πuξ(m) = 0 for all m ∈ Z. On the other hand, since
‖πsξ(m)‖ = ‖πsS
n
1 ξ(m− n)‖ 6 (b+ γ)
n‖πsξ(m− n)‖ < Mδ(b+ γ)
n,
making n→∞ we obtain πsξ(m) = 0 for each m ∈ Z. Hence 0 is the unique global solution of S1
in BXδ (0).
Now, if φ : Z → X is a global solution of S in BXδ (0) then ξ = g
−1 ◦ φ : Z → X is a global
solution of S1 in B
X
Mδ(0). Hence ξ ≡ 0 which in turn implies that φ ≡ 0. 
Now, the main theorem of this subsection follows easily.
Theorem 3.9. Let T ∈ C(X) with an L-hyperbolic point x∗. Then x∗ is isolated.
Proof. It follows directly from Proposition 3.5. 
With this result, we are able to understand what happens near a L-hyperbolic point x∗, as
follows.
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Definition 3.10. We say that T ∈ C(X) is asymptotically compact if the discrete semigroup
{T n : n ∈ N} is asymptotically compact; that is, if given sequences nk →∞ in N and {xk} bounded
in X such that {T nk(xk)} is bounded in X, then {T
nk(xk)} has a convergent subsequence.
Theorem 3.11. Let T ∈ C(X) an asymptotically compact map with x∗ as an L-hyperbolic equilib-
rium. Then there exists δ > 0 such that if ξ : Z→ X is a global solution of T with ξ(m) ∈ BXδ (x
∗)
for all m > 0 (m 6 0), then ξ(m)→ x∗ as m→∞ (m→ −∞).
Proof. Let δ > 0 be as in Theorem 3.9 and take δ1 =
δ
2
> 0. Let ξ be a global solution of T such
that ξ(m) ∈ BXδ1 (x
∗) for each m > 0 and assume that ξ(m) does not converge to x∗ as m → ∞.
Then there exist ǫ0 > 0 and a sequence nk →∞ such that
‖T nk(ξ(0))− x∗‖ = ‖ξ(nk)− x
∗‖ > ǫ0, for each k ∈ N.
From the asymptotically compactness of T , we can extract a subsequence if necessary of
{T nk(ξ(0))} which converges to a point z ∈ BXδ1(x
∗) such that ‖z − x∗‖ > ǫ0. Define φ(m) = T
mz
for each m > 0; clearly φ(m) ∈ BXδ1(x
∗) since for each m > 0, φ(m) = limk→∞ ξ(nk +m).
The sequence {T nk−1(ξ(0))} ⊂ BXδ1(x
∗) also has a convergent subsequence, which we denote
the same, to a point z−1 ∈ B
X
δ1
(x∗). Clearly Tz−1 = z and we define φ(−1) = z−1.
Continuing this process we define points φ(−m) in BXδ1 (x
∗), for m > 0, such that Tφ(−m) =
φ(−m + 1). Thus φ is a global solution of T in BXδ (x
∗), and hence it must be the equilibrium
solution x∗ by Theorem 3.9. Therefore 0 = ‖x∗ − x∗‖ = ‖φ(0)− x∗‖ = ‖z − x∗‖ > ǫ0, which gives
us a contradiction.
The proof for the other case is analogous. 
4. Autonomous perturbations of L−hyperbolic points
In this section, we study the permanence of L−hyperbolic points under small Lipschitz
continuous autonomous perturbations. To begin, we will precisely define what do we mean by
small perturbation.
Definition 4.1. Let X, Y be Banach spaces, U be a subset of X and T : U → Y . Define
‖T‖U,Lip = sup
x,y∈U
x 6=y
‖T (x)− T (y)‖
‖x− y‖
, ‖T‖U,∞ = sup
x∈U
‖T (x)‖,
and also
‖|T‖|U = max{‖T‖U,∞, ‖T‖U,Lip}. (4.1)
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We say that a map T˜ : U → Y is ǫ-Lipschitz close to T in U if
‖|T˜ − T‖|U 6 ǫ.
Proposition 4.2. Let S ∈ C(X) be such that 0 is a weakly hyperbolic point of S and assume that
S = L+N : U → X is as in Definition 3.1. Let δ > 0 be such that BXδ (0) ⊂ U and choose ǫ > 0,
0 < δ1 < δ such that
(ǫ+ γδ1)‖(I − L)
−1‖ 6 δ1, (ǫ+ γ)‖(I − L)
−1‖ < 1 and b+ 2(ǫ+ γ) < 1 < a− 2(ǫ+ γ).
If S1 ∈ C(X) is ǫ-close to S then S1 has a unique weakly hyperbolic point x
∗
1 ∈ B
X
δ1
(0).
Proof. Let φ : BXδ1 (0) → X be given by φ(x) = (I − L)
−1(S1(x) − S(x) + N(x)) and note that
S1(x) = x iff φ(x) = x. Since N(0) = 0 we have
‖φ(x)‖ 6 ‖(I − L)−1‖ · ‖S1(x)− S(x) +N(x)−N(0)‖ 6 ‖(I − L)
−1‖(ǫ+ γδ1) 6 δ1;
that is, φ(BXδ1(0)) ⊂ B
X
δ1
(0). Moreover
‖φ(x)− φ(y)‖ 6 ‖(I − L)−1‖ · ‖[(S1 − S)(x)− (S1 − S)(y) +N(x)−N(y)‖
6 ‖(I − L)−1‖(ǫ+ γ) · ‖x− y‖,
for all x, y ∈ BXδ1 (0). Thus φ : B
X
δ1
(0)→ BXδ1(0) is a contraction and possesses a unique fixed point
x∗1 in B
X
δ1
(0).
Now, let δ2 > 0 be such that B
X
δ2
(x∗1) ⊂ B
X
δ (0) and consider the map R(x) = S1(x+x
∗
1)−x
∗
1,
for x in BXδ2 (0). We have
R(x) = S1(x+ x
∗
1)− S(x+ x
∗
1) + S(x+ x
∗
1)− x
∗
1 = Lx+N1(x),
where N : BXδ2 (0)→ X is given by
N1(x) = N(x+ x
∗
1) + (S1 − S)(x+ x
∗
1) + L(x
∗
1)− x
∗
1.
Clearly N1(0) = 0 and Lip(N1) = γ+ǫ. Hence all the conditions of Definition 3.1 are satisfied,
and x∗1 is an weakly hyperbolic point of S1. 
Corollary 4.3. Let T0 ∈ C(X) and x
∗
0 an weakly hyperbolic point for T0 and fix U = B
X
δ (x
∗
0), for
some δ > 0 sufficiently small. Assume that for each η ∈ (0, 1] we have a map Tη ∈ C(X) with a
set Eη of equilibrium points, and suppose that ‖|Tη −T0‖|U → 0 as η → 0
+. Then there exist η0 > 0
and weakly hyperbolic points x∗η ∈ Eη of Tη, for each 0 6 η 6 η0, such that x
∗
η → x
∗
0 as η → 0
+. In
particular, if E0 is compact and U = Oδ(E0), then {Eη}η∈[0,1] is lower semicontinuous at η = 0.
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Moreover, if ∪06η6η1Eη is precompact for some η1 > 0, then {Eη}η∈[0,1] is upper semicontinuous
at η = 0. Consequently, if E0 has only L-hyperbolic equilibrium points, then there exist η1 > 0 such
that Eη has the same number of elements of the E0 for all 0 6 η 6 η1. In other words, there exists
η1 > 0 and p ∈ N such that Eη = {x
∗
1,η, . . . , x
∗
p,η} has only L-hyperbolic fixed points for all η ∈ [0, η1]
and
max
i=1,...,p
‖x∗i,η − x
∗
i,0‖
η→0
−→ 0.
Proof. From Proposition 4.2, for each Tη we can choose δη > 0 such that in B
X
δη
(x∗0) there exists a
unique equilibrium point x∗η, and x
∗
η is a weakly hyperbolic point for Tη. Choosing 0 < δη 6 η for
each η ∈ (0, 1] we have ‖x∗η − x
∗
0‖ → 0 as η → 0
+. 
Remark 4.4. We note that, from Proposition 4.2, if γ, a, b > 0 and U are given as in Definition
3.1 for the weakly hyperbolic point x∗0 of T0 and δ > 0 is such that B
X
δ (0) ⊂ U , there exists η0 > 0
and constants γ˜, a˜, b˜ > 0 and a neighborhood U˜ ⊂ U with γ < γ˜, b˜ < b < 1 < a˜ < a such that they
fullfill the conditions of Definition 3.1 for x∗η, for all 0 6 η 6 η0.
With these previous results, we are able to prove the continuity at η = 0 of the family
{Eη}η∈[0,1] of equilibria for the maps Tη, assuming the Lipschitz convergence of Tη to T0; that is,
the convergence of Tη to T0 in the norm ‖| · ‖|V , for some suitable open set V .
Theorem 4.5. With the conditions of Proposition 4.2 assume that E0 is finite, ∪η∈[0,1]Eη is pre-
compact in X and that ‖|Tη − T0‖|V → 0 as η → 0
+ for some neighborhood V of ∪η∈[0,1]Eη. Then
there exists η0 > 0 such that Eη is finite and possesses the same number of elements as E0 for each
0 6 η 6 η0.
Proof. From Theorem 4.2 and our hypotheses, it is clear that there exists δ > 0 such that
- for each x∗ ∈ E0 there exists a unique equilibrium point x
∗
η of Tη in B
X
δ/2(x
∗) ;
- BXδ (x) ∩B
X
δ (y) = ∅ for x, y ∈ E0 and x 6= y and
- ‖|Tη − T0‖|Oδ(E0) → 0 as η → 0
+.
Now assume that there exist a sequence ηk → 0
+ as k →∞ and equilibrium points xk ∈ Eηk
for each k ∈ N such that xk /∈ Oδ(E0). From the precompactness of ∪η∈[0,1]Eη, we can extract a
subsequence, which we call the same, and a point x0 ∈ ∪η∈[0,1]Eη, such that xk → x0 as k → ∞.
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But hence
‖x0 − T0(x0)‖ 6 ‖x0 − xk‖+ ‖Tηk(xk)− Tηk(x0)‖+ ‖Tηk(x0)− T0(x0)‖
6 (1 + ‖Tηk‖V,Lip)‖x0 − xk‖+ ‖Tηk − T0‖V,∞ → 0, as η → 0
+,
since ‖|Tηk−T0‖|V → 0 as k →∞, and hence x0 an equilibrium point of T0 that lies in X \Oδ/2(E0),
which gives us a contradiction and completes the result. 
With this theorem, the next result is straightforward.
Corollary 4.6. The family {Eη}06η61 is continuous at η = 0.
5. Autonomous perturbations of invariant manifolds
Our goal in this section is to prove the continuity at η = 0 of the family of unstable sets
{W u,ηloc (x
∗
η)}η∈[0,1] of maps Tη near an L-hyperbolic point x
∗
η, assuming that Tη converges to T0 as
η → 0+ in the Lipschitz norm of (4.1). Using the consideration of Section 2, it is sufficient to
prove this continuity for global invariant manifolds, and that is the theory that will be present in
this section.
Remark 5.1.
1. It is clear that if T ∈ C(X) has an L-hyperbolic point x∗ and g : X → X is a bi-Lipschitz
maps with g(x∗) = x∗, then x∗ is also an weakly hyperbolic point for S = g−1 ◦ T ◦ g (see
Proposition 3.5). Moreover, W S,i(x∗) = g(W T,i(x∗)) for i = u, s, where WH,i(x∗) is the
manifold associated to the map H = S or T .
2. Again using Proposition 3.5, the bi-Lipschitz map g can be chosen such that W S,i(x∗) = Xi,
for i = u, s.
The following lemma is quite technical but very important. Hence, in order not to disrupt
the line of study, we will leave its proof for the appendix, see A.2.
Lemma 5.2. Assume that {Tη}η∈[0,1] is a family of maps in C(X) such that each Tη has a global at-
tractor Aη and ∪η∈[0,1]Aη is bounded in X. Assume that there exists a neighborhood U of ∪η∈[0,1]Aη
such that ‖|Tη−T0‖|U → 0 as η → 0
+. Also, assume that each Tη has an L-hyperbolic point x
∗
η and
the parameters given in Definition 3.6 can be taken uniformly with respect to η ∈ [0, 1]1. Suppose
1This can be made true using Remark 4.4
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that N0,u = πuN0 and N0,s = (I − πu)N0 are such that for any fixed neighborhoods Wu and Ws of
0 in Xu, Xs respectively we have
‖N0,u‖BXur (0)×Ws,Lip
→ 0 and ‖N0,s‖Wu×BXsr (0),Lip
→ 0 as r → 0+. (5.1)
Finally assume that x∗η → x
∗
0 as η → 0
+, then there exist a neighborhood Vu of 0 in Xu and
Lipschitz continuous maps θη : Vu → Xs for sufficiently small η such that
W u,ηloc (x
∗
η) = {x
∗
η + ξ + θη(ξ) : ξ ∈ Vu} and ‖|θη − θ0‖|Vu → 0, as η → 0
+.
Analogously, there exist a neighborhood Vs of 0 in Xs and maps ση : Xs → Xu such that
W s,ηloc (x
∗
η) = {x
∗
η + ση(µ) + µ : µ ∈ Vs} and ‖|ση − σ0‖|Vs → 0, as η → 0
+.
Remark 5.3. The conditions presented in (5.1) hold, for instance when T0 is a differentiable map
in X (we say T ∈ C1(X)) and dimX < ∞ or in the case when T0 is a differentiable in X with
uniformly continuous derivative in a neighborhood of the equilibrium point (for the latter we say
that T ∈ C1+(X)).
Theorem 5.4. Let {Tη}η∈[0,1] be a family of maps in C(X). Suppose that
(a) there exists p ∈ N such that each Tη has a family Eη = {x
∗
1,η, . . . , x
∗
p,η} of L-hyperbolic
equilibria;
(b) ‖x∗i,η − x
∗
i,0‖ → 0 as η → 0
+, for i = 1, . . . , p;
(c) there exist neighborhoods U, V of E0 such that ‖|Tη − T0‖|U → 0 as η → 0
+ and Tη : U →
Tη(U) is bi-Lipschitz for each η ∈ [0, 1].
(d) T0 ∈ C
1+(X).
Then for each n ∈ N and i = 1, . . . , p, the families {T nη W
u,η
loc (x
∗
i,η)}η∈[0,1] and {W
s,η
loc (x
∗
i,η)}η∈[0,1]
are continuous at η = 0, with the convergence in the norm ‖| · ‖|U .
Proof. The result follows from the continuity of the families {W u,ηloc (x
∗
i,η)}η∈[0,1] and {W
s,η
loc (x
∗
i,η)}η∈[0,1],
given in Lemma 5.2, and the fact that the maps Tη : U → Tη(U) are bi-Lipschitz. 
One particular question that arises when we are dealing with invariant Lipschitz manifolds;
that is, sets given locally as graphs of Lipschitz maps, is the following: if we make small autonomous
perturbations of a Lipschitz manifold, can the perturbed manifold be locally represented by a graph
of a Lipschitz map with the same domain as the limiting manifold? Under suitable conditions of
convergence, the answer is yes, but the proof of this result is not trivial.
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Since we will need this kind of result, which is not the main focus of this paper, we added
them in Appendix B for the sake of completeness. All the results used in the appendix we be
referenced when used, so the reader can follow the theory without any loss if he/she chooses to
skip the Appendix for now.
6. Topological stability of discrete dynamically gradient maps
In this section, we discuss briefly the topological stability for discrete dynamically gradient
maps, which is a known result in the literature (the reader may see [2, 3, 10] for detailed discussions
on this subject), but is an important stepping stone to study the geometrical stability, which is the
main goal of our work.
Definition 6.1. We say a set A ⊂ X is the global attractor for a map T ∈ C(X) if A is the
global attractor of the discrete semigroup {T n : n ∈ N}.
Definition 6.2. Let T ∈ C(X) with a global attractor A. We say that a set Ξ ⊂ A is an isolated
invariant for T if T (Ξ) = Ξ and there exists r > 0 such that Ξ is the maximal invariant set in
Or(Ξ); that is, if B ⊂ Or(Ξ) satisfies T (B) = B then B ⊂ Ξ.
From the continuity of T it is clear that Ξ is invariant for T , and hence the maximality of Ξ
in Or(Ξ) implies that Ξ is closed, and since Ξ ⊂ A, Ξ is compact.
Definition 6.3. Let T ∈ C(X) with a global attractor A. We say that a family E = {Ξ1, . . . ,Ξp}
is a disjoint family of isolated invariants for T if each Ξi is an isolated invariant for T and
there exists r0 > 0 such that Or0(Ξi) ∩Or0(Ξj) = ∅ for 1 6 i < j 6 p.
Definition 6.4. Let T ∈ C(X) with a global attractor A and E = {Ξ1, . . . ,Ξp} a disjoint family
of isolated invariants for T . A heteroclinic structure in E is a subset {Ξk1, . . . ,Ξkℓ} of E and
bounded global solutions ξi of T for i = 1, . . . , m such that
lim
m→−∞
d(ξi(m),Ξki) = 0 and lim
m→∞
d(ξi(m),Ξkℓ+1) = 0, for each i = 1, . . . , ℓ,
where Ξkℓ+1 is defined as Ξk1.
Definition 6.5. Let T ∈ C(X) with a global attractor A and E = {Ξ1, . . . ,Ξp} a disjoint family of
isolated invariants for T . We say that T is dynamically gradient with respect to E if it satisfies:
(DG1) given a bounded global solution ξ of T , there exist Ξi,Ξj ∈ E such that
lim
m→−∞
d(ξ(m),Ξi) = 0 and lim
m→∞
d(ξ(m),Ξj) = 0;
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(DG2) there are no heteroclinic structures in E.
The goal here is to study the stability of this concept under small autonomous perturbations.
To this end, we need the following definition:
Definition 6.6. Let {Tη}η∈[0,1] ⊂ C(X). We say that this family is continuous at η = 0 if
max
n=1,...,N
sup
x∈K
‖T nη (x)− T
n
0 (x)‖ → 0 as η → 0
+,
for each compact subset K of X and N ∈ N. We say that {Tη}η∈[0,1] is collectively asymptoti-
cally compact if given sequences ηk → 0
+, nk →∞ and {xk} bounded in X such that {T
nk
ηk
(xk)}
is bounded, then {T nkηk (xk)} has a convergent subsequence.
With these definitions we are able to present the main result concerning the stability of the
dynamically gradient concept.
Proposition 6.7. Let {Tη}η∈[0,1] ∈ C(X) be a collectively asymptotically compact and continuous
family of maps at η = 0. Assume that:
(a) Tη has a global attractor Aη for each η ∈ [0, 1] and ∪η∈[0,1]Aη is precompact in X;
(b) there exists p ∈ N such that Tη has a family of isolated invariants Eη = {Ξ1,η, . . . ,Ξp,η} for
each η ∈ [0, 1];
(c) max
i=1,...,p
{
distH(Ξi,η,Ξi,0) + distH(Ξi,0,Ξi,η)
}
→ 0 as η → 0+;
(d) there exists η0 > 0 and neighborhoods Vi of Ξi,0 such that Ξi,η is the maximal invariant set
for Tη in Vi for each i = 1, . . . , p and η ∈ [0, η0]
(e) T0 is dynamically gradient with respect to E0.
Then there exists η1 > 0 such that Tη is dynamically gradient with respect to Eη and
Aη =
p⋃
i=1
W u(Ξi,η), for each η ∈ [0, η1],
where
W u(Ξi,η) = {x ∈ X : there exists a global solution ξ of Tη such that ξ(0) = x
and d(ξ(m),Ξi,η)→ 0 as m→ −∞}.
Proof. Apply [10, Theorem 2.13]. 
We can apply this result to our particular case to obtain the following:
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Proposition 6.8. Let {Tη}η∈[0,1] ∈ C(X) a collectively asymptotically compact and continuous
family at η = 0 and assume that:
(a) Tη has a global attractor Aη for each η ∈ [0, 1] and ∪η∈[0,1]Aη is precompact in X;
(b) there is a neighborhood U of ∪η∈[0,1]Aη such that ‖|Tη − T0‖|U → 0 as η → 0
+;
(c) there exists p ∈ N such that Tη has a family of isolated invariants Eη = {x
∗
1,η, . . . , x
∗
p,η} for
each η ∈ [0, 1] consisting only of equilibria;
(d) all points in E0 are L-hyperbolic.
(e) T0 is dynamically gradient with respect to E0.
Then there exists η1 > 0 such that Tη is dynamically gradient with respect to Eη and
Aη =
p⋃
i=1
W u(x∗i,η), for each η ∈ [0, η1],
where
W u(x∗i,η) = {x ∈ X : there exists a global solution ξ of Tη such that ξ(0) = x
and ‖ξ(m)− x∗i,η‖ → 0 as m→ −∞}.
Proof. Using Corollary 4.6 we see that all the hypotheses of Proposition 6.7 are satisfied, and hence
the result follows. 
7. L-transversality
When we are studying the geometrical stability of semigroups in the differentiable case (see
[1, 6, 21, 17, 20, 26] for instance), two concepts are the key to unlock the most crucial results:
hyperbolicity and transversality. The hyperbolicity in our case is translated to L-hyperbolicity,
and we already proved that the main properties we obtain for hyperbolic points, we can also obtain
for L-hyperbolic points. It is time now to extend the concept of transversality to L-transversality
without assume differentiability property. This is our goal in this section, to define the notion
of L-transversality and obtain properties of L-transversal manifolds, similar to the ones in the
transversal case, which are necessary to obtain geometrical stability.
Definition 7.1. Let X be a Banach space, M,N ⊂ X and x0 ∈ M ∩ N . We say that M and N
are L−transversal at x0 if there exist closed vector subspaces X1, X2 ⊂ X, with X = X1⊕X2, a
real number r > 0 and two Lipschitz continuous functions θ : BX1r (0)→ X2 and σ : B
X2
r (0)→ X1,
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with θ(0) = σ(0) = 0, Lip(θ) < 1, Lip(σ) < 1 and
{x0 + ξ + θ(ξ) : ξ ∈ B
X1
r (0)} ⊆M and {x0 + σ(η) + η : η ∈ B
X2
r (0)} ⊆ N.
We denote it by M ⋔L,x0 N . If M and N are L-transversal for every x0 ∈ M ∩ N , we say
that M and N are L-transversal and denote it by M ⋔L N .
Note that if M ∩ N = ∅ then M and N are L-transversal, by vacuity. Also, note that if x∗
is an weakly hyperbolic point of a map T and, then W uloc(x
∗) and W sloc(x
∗) are L-transversal at x∗,
and since x∗ is the only point in their intersection, they are L-transversal.
Proposition 7.2. Let X be a Banach space and X1, X2 closed subspaces of X such that X =
X1⊕X2. Assume that there exist r > 0 and functions θ, θ˜ : B
X1
r (0)→ X2, σ, σ˜ : B
X2
r (0)→ X1 with
θ(0) = σ(0) = 0, Lip(θ) < 1 and Lip(σ) < 1. Define the sets:
M = {y + θ(y) : y ∈ BX1r (0)}, N = {σ(x) + x : x ∈ B
X2
r (0)},
M˜ = {z + y + θ˜(y) : y ∈ BX1r (0)} and N˜ = {z + σ˜(x) + x : x ∈ B
X2
r (0)},
where z ∈ X, and suppose also that there exists 0 < c < 1 such that Lip(θ) 6 c, Lip(σ) 6 c and
‖θ(y)− θ˜(y)‖ 6 (1− c) r
2
and ‖σ(x)− σ˜(x)‖ 6 (1− c) r
2
for all y ∈ BX1r (0), x ∈ B
X2
r (0), (7.1)
(a) If dimX1 <∞ or Lip(θ˜) · Lip(σ˜) < 1 then M˜ ∩ N˜ 6= ∅.
(b) If Lip(θ˜) < 1 and Lip(σ˜) < 1 then there exists a point y0 such that M˜ ⋔L,y0 N˜ .
Proof. Let K1r = B
X1
r/2(0) and K
2
r = B
X2
r/2(0). Using (7.1), for y ∈ K
1
r we have
‖θ˜(y)‖ 6 ‖θ˜(y)− θ(y)‖+ ‖θ(y)‖ 6 (1− c) r
2
+ c r
2
= r
2
,
and hence θ˜(K1r ) ⊂ K
2
r . Analogously, we obtain σ˜(K
2
r ) ⊂ K
1
r .
We see that M˜ and N˜ have non-empty intersection if there exist y ∈ K1r and x ∈ K
2
r such
that y + θ˜(y) = σ˜(x) + x. The latter is true if there exists y ∈ K1r such that σ˜(θ˜(y)) = y; that is,
the map g : K1r → K
1
r given by g(y) = σ˜(θ˜(y)) has a fixed point.
Clearly the map g is well-defined, for if y ∈ K1r then
‖g(y)‖ = ‖σ˜(θ˜(y))− σ(θ˜(y))‖+ ‖σ(θ˜(y))− σ(0)‖ 6 (1− c) r
2
+ c r
2
= r
2
.
If dimX1 < ∞ then Brouwer’s Fixed Point Theorem implies that g has a fixed point in K
1
r
and hence M˜ ∩ N˜ 6= ∅.
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Note that
‖g(y1)− g(y2)‖ = ‖σ˜(θ˜(y1))− σ˜(θ˜(y1))‖ 6 Lip(σ˜) · Lip(θ˜)‖y1 − y2‖,
for all y1, y2 ∈ K
1
r . Therefore g is a contraction and has a unique fixed point y1 ∈ K
1
r and defining
y2 = θ˜(y1) we have y0 = y1 + y2 ∈ M˜ ∩ N˜ . Note that, by construction, we also have y1 = σ˜(y2).
It remains to prove the L-transversality at y0. To this end, firstly we choose r0 > 0 such
that BX1r0 (y1) ⊂ B
X1
r (0) and B
X2
r0 (y2) ⊂ B
X2
r (0). Now we define functions θ∗ : B
X1
r0 (0) → X2 and
σ∗ : B
X2
r0
(0) → X1 by θ∗(y) = θ˜(y + y1) − y2 = θ˜(y + y1) − θ˜(y1) and σ∗(x) = σ˜(x + y2) − y1 =
σ˜(x + y2) − σ˜(y2) for all y ∈ B
X1
r0
(0), x ∈ BX2r0 (0). Therefore, the functions θ∗ and σ∗ satisfy the
conditions of Definition 7.1, and hence M˜ ⋔L,y0 N˜ . 
8. L-Morse Smale semigroups
In this section we develop the main concepts and results of our work, which involve the
study of stability of certain structures, the L-Morse Smale semigroups, under small Lipschitz
perturbations (in the norm ‖| · ‖|). We begin with a simple result, that will help us with the
upcoming definitions.
Proposition 8.1. Let T ∈ C(X) a map with a global attractor A and an L-hyperbolic point x∗ and
local unstable manifold W uloc(x
∗). If there exists neighborhoods U, V of A in X such that T : U → V
is bi-Lipschitz, then the unstable set defined by
W u(x∗) =
⋃
n∈N
T n(W uloc(x
∗)),
is locally given as graphs of Lipschitz maps; in other words, it is a Lipschitz manifold. Moreover
x ∈ W u(x∗) iff there exists a global bounded solution ξ of T with ξ(0) = x and ‖ξ(m) − x∗‖ → 0
as m→ −∞.
Proof. If follows directly from the characterization ofW uloc(x
∗) in Corollary 3.3 and the bi-Lipschitz
property of T . 
Now we can define the main concept of our paper.
Definition 8.2. Let T ∈ C(X) a map with a global attractor A. We say that T is L-Morse-Smale
(or L-MS, for short) if:
(i) T is dynamically gradient with respect to a finite family E = {x∗1, . . . , x
∗
p} of L-hyperbolic
points;
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(ii) there exist neighborhoods U of E in X such that T : U → T (U) is bi-Lipschitz;
(iii) if W u(x∗i ) ∩W
s
loc(x
∗
j) 6= ∅ then there exists n ∈ N and x0 ∈ X such that T
nW uloc(x
∗
i ) ⋔L,x0
W sloc(x
∗
j );
(iv) If W u(x∗i ) ∩W
s
loc(x
∗
j ) 6= ∅ and W
u(x∗j ) ∩W
s
loc(x
∗
k) 6= ∅, then W
u(x∗i ) ∩W
s
loc(x
∗
k) 6= ∅.
Remark 8.3. Clearly if T is a classical Morse-Smale map with only hyperbolic points as critical
elements, it is a L-Morse Smale map. Condition (iv) in this case is a simple application of the
well known λ-lemma, which can be found in the manuscript of D. Henry (the infinite dimensional
case) or in [22] (the finite dimensional case).
Note that if T ∈ C(X) has a global attractor A and two L-hyperbolic points x∗1, x
∗
2 then
W u(x∗1) ∩W
s
loc(x
∗
2) 6= ∅ iff there exists a bounded global solution ξ in A such that ξ(t) → x
∗
1 as
t→ −∞ and ξ(t)→ x∗2 as t→∞; in other words, there exists a connection between x
∗
1 and x
∗
2.
Definition 8.4. Let T1, T2 ∈ C(X) maps with global attractors A1 and A2, respectively. We say
that A1 and A2 are geometrically equivalent if:
(i) Ti is a dynamically gradient semigroup with a family Ei = {x
∗,i
1 , . . . , x
∗,i
n } of L-hyperbolic
points for i = 1, 2.
(ii) there exists a bijection B : E1 → E2 such that
W u(x∗,1i ) ∩W
s
loc(x
∗,1
j ) 6= ∅ iff W
u(B(x∗,1i )) ∩W
s
loc(B(x
∗,1
j )) 6= ∅ for each i, j = 1, . . . , n. (8.1)
With the definition previous to this one, item (ii) can be rewritten by saying: there exists
a connection between x∗,1i and x
∗,2
j if and only if there exists a connection between B(x
∗,1
i ) and
B(x∗,2j ). Also, we can reorder E2, if necessary, to assume that B(x
∗,1
i ) = x
∗,2
i for each i = 1, . . . , n.
An important result that will aid us in dealing with perturbations of L-MS maps is the
following:
Lemma 8.5. Let {Tη}η∈[0,1] ⊂ C(X) a collectively asymptotically compact and continuous family
at η = 0. Let ηk → 0
+, ak, bk → ∞ in N and, for each k ∈ N, ξk : [−ak, bk] → X be a solution of
Tηk . Assume that⋃
k∈N
ξk(t) is precompact in X for each t ∈ R and Ξ =
⋃
k∈N
ξk([−ak, bk]) is bounded in X.
Then there exist a subsequence {km} of N and a global solution ξ0 : R → X of T0 such that
ξkm(t)→ ξ0(t) as m→∞, uniformly for t in bounded subsets of R, and ξ0(R) ⊂ Ξ.
Proof. See [12, Lemma 3.4]. 
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Proposition 8.6. Let {Tη}η∈[0,1] ⊂ C(X) a collectively asymptotically compact and continuous
family at η = 0. Assume that
(a) Tη has a global attractor Aη for each η ∈ [0, 1] and ∪η∈[0,1]Aη is precompact in X;
(b) there exists p ∈ N such that Tη has a family of isolated invariants Eη = {x
∗
1,η, . . . , x
∗
p,η} for
each η ∈ [0, 1] consisting only of L-hyperbolic points and
max
i=1,...,p
‖x∗i,η − x
∗
i,0‖ → 0 as η → 0
+.
(c) T0 is dynamically gradient with respect to E0 and satisfies item (iv) of Definition 8.2.
Then there exists η0 > 0 such that if W
u,η(x∗i,η)∩W
s,η
loc (x
∗
j,η) 6= ∅ for some η ∈ [0, η0] we have
W u,0(x∗i,0) ∩W
s,0
loc (x
∗
j,0) 6= ∅.
Proof. If the conclusion is false, there would be a sequence ηk → 0
+ and points x∗i,ηk , x
∗
j,ηk
∈ Eηk
with W u,ηk(x∗i,ηk) ∩W
s,ηk
loc (x
∗
j,ηk
) 6= ∅ and W u,0(x∗i,0) ∩W
s,0
loc (x
∗
j,0) = ∅. Hence for each k ∈ N there
exists a global solution ξk : R→ X with
lim
t→−∞
ξk(t) = x
∗
i,ηk
and lim
t→∞
ξk(t) = x
∗
j,ηk
.
Using Lemma 8.5 we can extract a finite sequence e1, . . . , eℓ of points in E0 with e1 = x
∗
i,0
and eℓ = x
∗
j,0 and construct global solutions ξ0,m : R→ X of T0 such that
lim
t→−∞
ξ0,m(t) = em and lim
t→∞
ξ0,m(t) = eℓ for each m = 1, . . . , ℓ− 1,
This implies that W u,0(em) ∩W
s,0
loc (em+1) 6= ∅ for each m = 1, . . . , l and using item (iv) of
Definition 8.2 iteratively we obtain W u,0(e1) ∩W
s,0
loc (eℓ) 6= ∅, which gives us a contradiction and
completes the proof. 
Until now, we have proved that if there is a sequence of connections between given equilibrium
points in the perturbed problems then there will be a connection in the limit problem between
the limit equilibrium points. Roughly speaking, it means that connections cannot vanish in the
limit. But we also need the converse statement; that is, connections are maintained. If the limit
problem has a connection, then the perturbed problems will also present one. To do this, we need
the following two technical lemmas. The proof of the first one can be found in Section B.1 of
Appendix B 1 and the second is analogous.
1This proof requires other results presented and proved in Appendix B.
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Lemma 8.7. Let Xu, Xs be closed subspaces of X with X = Xu⊕Xs, πu the canonical projection of
X into Xu. Let Vu ⊂ Xu a neighborhood of 0 in Xu and maps ψη : Vu → X with ‖|ψη−ψ0‖|Vu 6 c(η)
for all η ∈ [0, 1], where c(η)→ 0 as η → 0+.
Also, assume that ψ0(Vu) = {ξ + θ0(ξ) : ξ ∈ Vu}. Then, there exist η1 > 0, a neighborhood
Wu of 0 in Xu and maps θη : Wu → X for η ∈ [0, η1] such that ψη(Wu) = {ξ + θη(ξ) : ξ ∈ Wu} and
Lip(θη) 6
Lip(θ0) + c(η)
1− c(η)
and ‖θη − θ0‖Vu∩Wu,∞ 6 (1 + Lip(θ0))c(η).
Lemma 8.8. Let Xu, Xs be closed subspaces of X with X = Xu⊕Xs, πs the canonical projection of
X into Xs. Let Vs ⊂ Xs a neighborhood of 0 in Xs and maps ϕη : Vs → X with ‖|ϕη−ϕ0‖|Vs 6 c(η)
for all η ∈ [0, 1], where c(η)→ 0 as η → 0+.
Also, assume that ϕ0(Vs) = {σ0(µ) + µ : µ ∈ Vs}. Then there exist η1 > 0, a neighborhood
Ws of 0 in Xs and maps ση : Ws → X for η ∈ [0, η1] such that ϕη(Ws) = {ση(µ)+µ : µ ∈ Ws} and
Lip(ση) 6
Lip(σ0) + c(η)
1− c(η)
and ‖ση − σ0‖Vs∩Ws,∞ 6 (1 + Lip(σ0))c(η).
With these two results and the Proposition 8.6 we can prove the main theorem of our work.
Theorem 8.9. Let {Tη}η∈[0,1] be a collectively asymptotically compact and continuous family of
maps at η = 0 in C(X). Suppose that
(a) Tη has a global attractor Aη for each η ∈ [0, 1] and ∪η∈[0,1]Aη is precompact in X;
(b) there exists p ∈ N such that Tη has a family of isolated invariants Eη = {x
∗
1,η, . . . , x
∗
p,η} for
each η ∈ [0, 1] consisting only of L-hyperbolic points and
max
i=1,...,p
‖x∗i,η − x
∗
i,0‖ → 0 as η → 0
+ for i = 1, . . . , p;
(c) there exist neighborhood U of ∪η∈[0,1]Eη such that ‖|Tη −T0‖|U → 0 as η → 0
+ and Tη : U →
Tη(U) is bi-Lipschitz for each η ∈ [0, 1].
(d) T0 is a L-Morse-Smale map and T0 ∈ C
1+(Oδ(E0), X) for some δ > 0.
Then there exists η0 > 0 such that Tη is a L-Morse-Smale map with Aη geometrically equiv-
alent to A0 for all η ∈ [0, η0].
Proof. Since T0 is L-Morse-Smale, there exists a point x0 ∈ W
u,0(x∗i,0) ∩W
s,0
loc (x
∗
j,0), and the inter-
section at this point is L-transversal. Hence there exists a decomposition X = X1⊕X2, r > 0 and
maps θ0 : B
X1
r (0) → X2, σ0 : B
X2
r (0) → X1 with θ0(0) = σ0(0) = 0, Lip(θ0) < 1 and Lip(σ0) < 1
such that
{x0 + ξ + θ0(ξ) : ξ ∈ B
X1
r (0)} ⊂ T
n
0 W
u,0
loc (x
∗
i,0) and {x0 + σ0(µ) + µ : µ ∈ B
X2
r (0)} ⊂W
s,0
loc (x
∗
j,0).
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By making a translation, we may assume that x0 = 0. Using Theorem 5.4 and Lemmas 8.7
and 8.8, there exist η1 > 0 and 0 < r0 < r, maps θη : B
X1
r0 (0)→ X2, ση : B
X2
r0 (0)→ X1 for η ∈ [0, η0]
with Lip(θη) → Lip(θ0), Lip(ση) → Lip(σ0), ‖θη − θ0‖BX1r0 (0),∞
→ 0 and ‖ση − σ0‖BX2r0 (0),∞
→ 0 as
η → 0+ such that
{x0 + ξ + θη(ξ) : ξ ∈ B
X1
r0
(0)} ⊂ T nη W
u,η
loc (x
∗
i,η) and {x0 + ση(µ) + µ : µ ∈ B
X2
r0
(0)} ⊂W s,ηloc (x
∗
i,η),
for each η ∈ [0, η0]. Therefore, from Proposition 7.2 item (b), there exists xη such thatW
u,η(x∗i,η) ⋔L,xη
W s,ηloc (x
∗
j,η) for each η sufficiently small. 
Then there exists η0 > 0 such that Tη is a L-Morse-Smale map with Aη geometrically equiv-
alent to A0 for all η ∈ [0, η0].
9. Example
Consider the following family of autonomous partial differential equations given by


ut − uxx = λ(u− u
3) + η sin(ux), x ∈ (0, π), t > 0
u(t, 0) = u(t, π) = 0, t > 0
u(0, x) = u0(x), x ∈ [0, π],
(9.1)
where η ∈ [0, 1] and λ > 0. Let X = L2(0, π) with norm ‖ · ‖, −∆ = A : D(A) ⊂ X → X is
the negative Dirichlet Laplacian with D(A) = H10 (0, π) ∩H
2(0, π), and Xα/2 the fractional power
space of X with norm ‖ · ‖α := ‖A
α/2(·)‖, for α ∈ R. We can write the problem as an abstract
evolution equation, given by


ut + Au = f(u) + Fη(u), t > 0
u(0) = u0 ∈ X
1/2,
(9.2)
where f(u)(x) = λu(x)− u3(x) and Fη(u)(x) = η sin(ux(x)) for each x ∈ [0, π]. Clearly for each η,
the map Fη defines a bounded and globally Lipschitz operator from X
1/2 to X, since
‖Fη(u)‖
2 =
∫
Ω
|Fη(u)(x)|
2dx 6 η2|Ω|, (9.3)
and
‖Fη(u)− Fη(v)‖
2 =
∫
Ω
|Fη(u)(x)− Fη(v)(x)|
2dx 6 η2‖u− v‖21, (9.4)
for all u, v ∈ X.
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For η = 0 we have the Chafee-Infante equation (see [13]), which is well-posed in X1/2 and
the solutions exist for all positive time, and as t → ∞ each solution u(t, ·) of (9.2) with η = 0
converges in X1/2 to an equilibrium solution φ which satisfies


φ′′(x) + λ(φ(x)− φ3(x)) = 0, x ∈ (0, π)
φ(0) = φ(π) = 0.
Also they prove that there are only a finite number of such equilibria. In fact if n2 < λ 6
(n+1)2 there are exactly 2n+1 equilibria, where n is a nonnegative integer. Moreover, if 0 < λ 6 1,
the only equilibrium is the zero solution which is globally asymptotically stable. For λ > 1 the
zero solution is unstable and also all the others except for two, denotes by φ+1 and φ
−
1 . These
two solutions are characterized by the fact that φ−1 (x) < 0 < φ
+
1 (x) for all x ∈ (0, π) and these
solutions are asymptotically stable.
Using (9.3) and (9.4) and the results of [19] we know that problem (9.2) is also well-posed in
X1/2 and the solutions exist for all positive times. Hence for each η ∈ [0, 1] we obtain a semigroup
{Tη(t) : t > 0} in X
1/2 and
Tη(t)u0 = e
−Atu0 +
∫ t
0
e−A(t−s)f(Tη(s)u0)ds+
∫ t
0
e−A(t−s)Fη(Tη(s)u0)ds, (9.5)
for all t > 0 and u0 ∈ X
1/2.
The semigroup {T0(t) : t > 0} is the solution of (9.2) and is given by
T0(t)u0 = e
−Atu0 +
∫ t
0
e−A(t−s)f(T0(s)u0)ds, for all t > 0 and u0 ∈ X
1/2.
Using [20], we know that for each λ /∈ {12, 22, 32, . . .} the time one map T0 = T0(1) is a
C2 Morse-Smale map. Let B = BX
1/2
r (0) with r > 0 such that A0 ⊂⊂ B. Let g : R
+ → [0, 1],
g ∈ C∞(R+), such that g([0, r]) = {1} and g([r + 1,∞)) = {0}. Now we will denote
T0(t)u0 = e
−Atu0 +
∫ t
0
e−A(t−s)f˜(T0(s)u0)ds, for all u0 ∈ X
1/2, t > 0. (9.6)
where f˜(x) := g(‖x‖1)f(x) for x ∈ X. We note that the class of differenciability of the f˜ : X
1/2 →
X is the same of the f : X1/2 → X since g is C∞, X1/2\{0} ∋7→ ‖x‖1 ∈ R
+ is C∞ (because X1/2
is a Hilbert space) and g(‖ · ‖1) : X
1/2 → R+ is constant in a neighborhood of the point that ‖ · ‖1
loses differenciability.
Now we denote T0 := T0(1). Thus, we have that f˜ is bounded and globally Lipschitz. Note
that, T0 continues automatically a Morse-Smale semigroup which is C
2 on X.
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We denote
Tη(t)u0 = e
−Atu0 +
∫ t
0
e−A(t−s)f˜(Tη(s)u0)ds+
∫ t
0
e−A(t−s)Fη(Tη(s)u0)ds, (9.7)
and Tη := Tη(1).
Now, using the results in Section C of the Appendix, we are able to prove the following.
Proposition 9.1. The function Fη : X
1/2 → X is not Fréchet-differentiable at any point of X1/2,
for η ∈ (0, 1].
Proof. For η ∈ (0, 1] define the Nemytskii operator Gη : X → X by Gη(u)(x) = η sin(u(x)), and
clearly Fη(u) = Gη(ux) for each u ∈ X
1/2. Since ∂x : X
1/2 → X is an isometry and Fη = Gη ◦ ∂x
we have that if Fη differentiable at u0 ∈ X
1/2 then Gη is differentiable at ∂xu0 = (u0)x ∈ X. This
contradicts Theorem C.6, since Gη does not arise from an affine function. 
Using this proposition, one can see that the theory of small autonomous perturbations of
semigroups cannot be applied to obtain geometrical stability of the family of semigroups {Tη(t) : t >
0}, since the perturbation is not continuously differentiable and hence the semigroups {Tη(t) : t >
0} are not differentiable for η ∈ (0, 1]. However, we are able to use our results to give a geometrical
characterization of the global attractors of the perturbed semigroups.
Since we have a bounded and globally Lipschitz continuous perturbation, with Lipschitz
constant less than or equal η, we can easily obtain that the family of time one maps {Tη(1)}η∈[0,1]
is collectively asymptotically compact and continuous at η = 0 in C(H1(0, π)). Moreover, we have
a global attractor Aη for each η ∈ [0, 1] (or sufficiently small, if necessary) such that ∪η∈[0,1]Aη
precompact in H1(0, π).
Its easy to see that the Lipschitz convergence of the semigroups on bounded sets, which
implies the item (c) of the Theorem 8.9, follows from variational of constants formula and the fact
that the nonlinearities are globally Lipschitz and globally bounded.
Since ∪η∈[0,1]Aη is precompact in H
1(0, π) and ‖Tη−T0‖U,∞ → 0 as η → 0
+ for every bounded
set in X1/2, we have that {Eη}η∈[0,1] is upper semicontinuous at η = 0. On the other hand, we
have ‖Tη − T0‖U,Lip
η→0
−→ 0 for U bounded in X1/2. Thus, from Corollary 4.3, there exists p ∈ N
and η0 > 0 such that Eη contains only L-hyperbolic fixed points and Eη = {x
∗
1,η, . . . , x
∗
p,η} which
satisfies
max
i=1,...,p
‖x∗i,η − x
∗
i,0‖
η→0
−→ 0,
i e, the item (b) of the Theorem 8.9 is hold. Now we can aply the Theorem 8.9 in order to conclude
your example.
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Appendix A. Technical results
A.1. Proof of Proposition 3.5.
∗ Case 1: Suppose that δ =∞.
Step 1. Define T˜ = h−1 ◦ T ◦ h : Xu × Xs → Xu ×Xs with h : Xu ×Xs → X by h(ξ, η) =
ξ + σ(η) + η. So h−1 is well defined since
‖h(ξ, η)− h(λ, µ)‖ > ‖(ξ + η)− (λ+ µ)‖ − Lip(σ)‖η − µ‖ > (1− Lip(σ))‖(ξ + η)− (λ+ µ)‖
and Lip(σ) < 1. Let us show that T˜ (x) = (Luξ + N˜u(x), Lsη + N˜s(x)) with x = ξ + η and


N˜u(ξ, η) = Nu(ξ + σ(η) + η)−Nu(σ(η) + η) + σ(η˜)− σ(ηˆ);
N˜s(ξ, η) = Ns(ξ + σ(η) + η).
such that N˜u(η) = 0 for η ∈ Xs. We know that there exists Lipschitz maps θ : Xu → Xs and
σ : Xs → Xu, such that W
u = {ξ+ θ(ξ) : ξ ∈ Xu} and W
s = {σ(η)+ η : η ∈ Xs}, by Proposition
2.3. Then if T (h(ξ + η)) = h(ξˆ + ηˆ) we have
T (ξ + σ(η) + η) = Luξ + Luσ(η) + Lsη +Nu(ξ + σ(η) + η) +Ns(ξ + σ(η) + η) = ξˆ + σ(ηˆ) + ηˆ,
and thus 

ξˆ = Luξ + Luσ(η) +Nu(ξ + σ(η) + η)− σ(ηˆ)
ηˆ = Lsη +Ns(ξ + σ(η) + η)
For σ : Xs → Xu we have


σ(η˜) = Luσ(η) +Nu(σ(η) + η)
η˜ = Lsη +Ns(σ(η) + η)
and hence we can rewrite the previous equation as


ξˆ = Luξ +Nu(ξ + σ(η) + η)−Nu(σ(η) + η) + σ(η˜)− σ(ηˆ)
ηˆ = Lsη +Ns(ξ + σ(η) + η),
Thus defining N˜u(ξ, η) = Nu(ξ + σ(η) + η) − Nu(σ(η) + η) + σ(η˜) − σ(ηˆ) and N˜s(ξ, η) =
Ns(ξ + σ(η) + η), we obtain the result.
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Let us show that Lip(N˜u),Lip(N˜s) 6 f(γ) with f(γ)
γ→0
→ 0. We have
‖N˜u(ξ, η)− N˜u(λ, µ)‖ 6 ‖Nu(ξ + σ(η) + η)−Nu(λ+ σ(µ) + µ)‖
+ ‖Nu(σ(η) + η)−Nu(σ(µ) + µ)‖+ ‖σ(η˜)− σ(µ˜)‖
+ ‖σ(ηˆ)− σ(µˆ)‖,
(A.1)
but
‖Nu(ξ + σ(η) + η)−Nu(λ+ σ(µ) + µ)‖ 6 γ[‖(ξ + η)− (λ+ µ)‖+ Lip(σ)‖η − µ‖]
6 γ(1 + Lip(σ))‖(ξ, η)− (λ, µ)‖,
and in particular
‖Nu(σ(η) + η)−Nu(σ(µ) + µ)‖ 6 γ(1 + Lip(σ))‖(ξ, η)− (λ, µ)‖.
Now
‖σ(η˜)− σ(µ˜)‖ 6 Lip(σ)‖η˜ − µ˜‖
= Lip(σ)‖(Lsη +Ns(σ(η) + η))− (Lsµ+Ns(σ(µ) + µ))‖
6 Lip(σ)[b‖η − µ‖+ γ(1 + Lip(σ))‖η − µ‖]
6 (b+ 2γ)Lip(σ)‖(ξ, η)− (λ, µ)‖.
and
‖σ(ηˆ)− σ(µˆ)‖ 6 Lip(σ)‖ηˆ − µˆ‖
= ‖(Lsη +Ns(ξ + σ(η) + η))− (Lsµ+Ns(λ+ σ(µ) + µ))‖
6 Lip(σ) [b‖η − µ‖+ γ(‖(ξ + η)− (λ+ µ)‖+ Lip(σ)‖η − µ‖)]
6 (b+ 2γ)Lip(σ)‖(ξ + η)− (λ+ µ)‖.
Therefore Lip(N˜u) 6 2[γ(1 + Lip(σ)) + (b+ 2γ)Lip(σ)], and since Lip(σ) 6
γ
a−b−3γ
, we have
Lip(N˜u) 6
2aγ
a−b−3γ
= f(γ). Analogously Lip(N˜s) 6 γ(1 + Lip(σ)) 6 f(γ). Since f(γ)→ 0 as
γ → 0+, it follows that there exist γ0 = γ0(L, a, b) such that
‖(I − L)−1‖ · f(γ) < 1 and b+ 2f(γ) < 1 < a− 2f(γ), (A.2)
for all γ ∈ (0, γ0]. Since (I−L)
−1x = (I−Lu)
−1xu+(I−Ls)
−1xs, we have ‖(I−L)
−1‖ 6 1
1−b
+ a
a−1
.
Thus, γ0 = γ0(a, b) and then 0 is a weakly L-hyperbolic equilibrium for T˜ .
Step 2. Let γ ∈ (0, γ0] as in (A.2). Define S = k
−1 ◦ T˜ ◦k = g−1◦T ◦g with k : X → Xu×Xs
by k(ξ + η) = (ξ, θ˜(ξ) + η), g = h ◦ k with θ˜ : Xu → Xs, Lip(θ˜) 6
f(γ)
a− b− 3f(γ)
= f∗(γ) < 1
and W u(T˜ , 0) = {ξ + θ˜(ξ) : ξ ∈ Xu}. We will show that here exist γ
∗ = γ∗(a, b) > 0 such that if
γ < γ∗, then g is bi-Lipschitz and S is well defined.
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Note that g(ξ + η) = ξ + η + σ(θ˜(ξ) + η) + θ˜(ξ) and
‖g(ξ + η)− g(λ+ µ)‖ > ‖(ξ + η)− (λ+ µ)‖ − Lip(σ)[Lip(θ˜)‖ξ − λ‖+ ‖η − µ‖]− Lip(θ˜)‖ξ − λ‖
> [1− 2Lip(θ˜)(1 + Lip(σ))]‖(ξ + η)− (λ+ µ)‖.
Thus, if γ∗ > 0 is such that 2f∗(γ)(
a−b−2γ
a−b−3γ
) < 1 for all γ ∈ (0, γ∗), we have g bi-lipschitz and
Lip(g−1) 6
[
1− 2f∗(γ)(
a−b−2γ
a−b−3γ
)
]−1
. Therefore ‖g−1(x)‖ 6 δ2‖x‖ with δ2 =
[
1− 2f∗(γ)(
a−b−2γ
a−b−3γ
)
]−1
.
Let us show that S = L + Nˆ with Lip(Nˆ) 6 f1(γ) and f1(γ)
γ→0
→ 0. If x = ξ + η, xˆ = ξˆ + ηˆ
with ξ, ξˆ ∈ Xu and η, ηˆ ∈ Xs then Sx = xˆ iff T˜ k(x) = k(xˆ), which is true iff
T˜ (ξ, θ˜(ξ) + η) = (ξˆ, θ˜(ξˆ) + ηˆ).
Thus 

ξˆ = Luξ + N˜u(ξ, θ˜(ξ) + η);
θ˜(ξˆ) + ηˆ = Ls(θ˜(ξ) + η) + N˜s(ξ, θ˜(ξ) + η).
On the other hand, θ˜ satisfies

ξ˜ = Luξ + N˜u(ξ, θ˜(ξ));
θ˜(ξ˜) = Lsθ˜(ξ) + N˜s(ξ, θ˜(ξ))
and thenηˆ = Lsη+N˜s(ξ, θ˜(ξ)+η)−N˜s(ξ, θ˜(ξ))+ θ˜(ξ˜)− θ˜(ξˆ); that is, S = L+Nˆ with Nˆ = Nˆu+Nˆs,
Nˆu(x) = N˜u(ξ, θ˜(ξ) + η) and Nˆs(x) = N˜s(ξ, θ˜(ξ) + η) − N˜s(ξ, θ˜(ξ)) + θ˜(ξ˜) − θ˜(ξˆ). Note that
Nˆu(η) = N˜u(0, η) = 0 for η ∈ Xs. Moreover, Nˆs(ξ) = 0 for ξ ∈ Xu because in this case η = 0 and
then ξˆ = ξ˜.
To compute Lip(Nˆu) and Lip(Nˆs) let x = ξ + η, y = λ + µ. Then
‖Nˆu(x)− Nˆu(y)‖ = ‖N˜u(ξ, θ˜(ξ) + η)− N˜u(λ, θ˜(µ) + µ)‖
6 f(γ)(‖(ξ, η)− (λ, µ)‖+ Lip(θ˜)‖η − µ‖)
6 f(γ)(1 + Lip(θ˜))‖(ξ, η)− (λ, µ)‖ = f(γ)(1 + Lip(θ˜))‖x− y‖
and
‖Nˆs(x)− Nˆs(y)‖ 6 ‖N˜s(ξ, θ˜(ξ) + η)− N˜s(λ, θ˜(λ) + µ)‖+ ‖N˜s(ξ, θ˜(ξ))− N˜s(λ, θ˜(λ))‖
+ ‖θ˜(ξ˜)− θ˜(λ˜)‖+ ‖θ˜(ξˆ)− θ˜(λˆ)‖.
Analogously
‖N˜s(ξ, θ˜(ξ) + η)− N˜s(λ, θ˜(λ) + µ)‖+ ‖N˜s(ξ, θ˜(ξ))− N˜s(λ, θ˜(λ))‖ 6 2f(γ)(1 + Lip(θ˜))‖x− y‖,
and hence
‖θ˜(ξ˜)− θ˜(λ˜)‖ 6 [bLip(θ˜) + f(γ)(1 + Lip(θ˜))]‖ξ − λ‖ 6 [bLip(θ˜) + f(γ)(1 + Lip(θ˜))]‖x− y‖.
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Thus
‖θ˜(ξˆ)− θ˜(λˆ)‖ 6 Lip(θ˜)‖ξˆ − λˆ‖
6 Lip(θ˜)[a−1‖ξ − λ‖+ f(γ)(‖(ξ, η)− (λ, µ)‖+ Lip(θ˜)‖ξ − λ‖)]
6 Lip(θ˜)[a−1 + f(γ)(1 + Lip(θ˜))]‖x− y‖.
and, using that Lip(θ˜) 6 f∗(γ), we obtain
Lip(Nˆs) 6 3f(γ)(1 + Lip(θ˜)) + bLip(θ˜) + Lip(θ˜)[a
−1 + f(γ)(1 + Lip(θ˜))]
6 f(γ)(1 + f∗(γ))(3 + f∗(γ)) + f∗(γ)(b+ a
−1) = f1(γ).
with f1(γ) → 0 as γ → 0
+. So S = L + Nˆ with Lip(Nˆ) 6 f1(γ). In particular there exists
γ1 = γ1(a, b) ∈ (0,min{γ0, γ
∗}] such that for each γ ∈ (0, γ1], we have
‖(I − L)−1‖f1(γ) < 1 and b+ 2f1(γ) < 1 < a− 2f1(γ).
Hence 0 is a L-hiperbolic equilibrium for S . Moreover, W u(S, 0) = Xu and W
s(S, 0) = Xs
which concludes this case.
∗ Case 2: δ <∞.
Let T1 ∈ C(X) with 0 as a weakly hyperbolic point and decomposition T1 = L + N1 with
parameters γ, a, b, δ and define T = L+N with
N(x) =


N1(x), for ‖x‖ 6 δ
N1
(
δ
‖x‖
x
)
, for ‖x‖ > δ
(A.3)
and 0 is an weakly hyperbolic point with decomposition T = L + N and parameters γ, a, b,∞.
Note that if γ = Lip(N1) then Lip(N) 6 2γ. Define as in the first case h : Xu × Xs → X by
h(ξ, η) = ξ + σ(η) + η and S = g−1 ◦ T ◦ g with k : X → Xu × Xs by k(ξ + η) = (ξ, θ˜(ξ) + η),
g = h◦k. Assume 0 < γ 6 γ1 with γ1 as before. ThenW
u(S, 0) = Xu andW
s(S, 0) = Xs. Defining
S1 = g
−1◦T1◦g. Now we show that there exists δ1 = δ1(a, b, δ) > 0 such thatW
s
δ1
(S1, 0) = W
s
δ1
(S, 0)
and W uδ1(S1, 0) = W
u
δ1
(S, 0).
Note that ‖g(ξ + η)‖ = ‖ξ + σ(θ˜(ξ) + η) + θ˜(ξ) + η‖ 6 (1 + Lip(θ˜))(1 + Lip(σ))‖ξ + η‖ and
defining
δ1 = δ
[(
1 +
f(γ1)
a− b− 3f(γ1)
)(
1 +
γ1
a− b− 3γ1
)]−1
,
with f(γ1) =
2aγ1
a−b−3γ1
, we obtain g(BXδ1(0)) ⊂ B
X
δ (0) and therefore S|BXδ1 (0)
= S1|BXδ1 (0)
, which
concludes the result.
LIPSCHITIZ PERTURBATIONS OF MS SEMIGROUPS 35
A.2. Proof of Lemma 5.2.
We will present the proof for the unstable manifolds. The proof for the stable manifold is
analogous and will be omitted. Taking Sη(x) = T (x+ x
∗
η)− x
∗
η, for x ∈ X and η ∈ [0, 1], we may
assume that all the L-hyperbolic equilibria are x∗η = 0. Also, from the proof of Proposition 4.2,
we can assume that Tη = L + Nη for each η ∈ [0, 1], where L and Nη satisfy the conditions of
Definition 3.6 in X for γ, a, b > 0 independent of η ∈ [0, 1].
Applying a bi-Lipschitz change of variable in X, we can assume that W u,0loc (0) = Xu and
W s,0loc (0) = Xs, and from the proof of Theorem 2.3, there exists a family of maps θη : Vu → Xs with
Lip(θη) < 1 such that W
u,η
loc (0) = {ξ + θη(ξ) : ξ ∈ Vu}, for sufficiently small η, with θ0 = 0, and

hη(ξ) = Luξ +Nη,u(ξ + θη(ξ))
θη(hη(ξ)) = Lsθ(ξ) +Nη,s(ξ + θη(ξ))
for ξ ∈ Vu.
It remains to prove that ‖|θη‖|Vu → 0 as η → 0
+. From the proof of Theorem 2.3, we know
that hη : Vu → Vu is invertible and
‖hη(ξ1)− hη(ξ2)‖ > (a− 2γ)‖ξ1 − ξ2‖, for all ξ1, ξ2 ∈ Vu and small η.
Since N0,s(ξ) = 0 for each ξ ∈ Vu we have
‖θη(hη(ξ))‖ 6 b‖θη(ξ)‖+ ‖Nη,s(ξ + θη(ξ))−N0,s(ξ + θη(ξ))‖
+ ‖N0,s(ξ + θη(ξ))−N0,s(ξ)‖
6 (b+ γ)‖θη‖Vu,∞ + ‖Nη −N0‖U,∞,
thus we have ‖θη‖Vu,∞ 6
1
1−b−γ
‖Nη −N0‖U,∞ and therefore ‖θη‖Vu,∞ → 0 as η → 0
+.
Now for rη = ‖θη‖Vu,∞ and Kη = ‖N0,s‖Vu×BX2rη (0)
+ ‖Nη,s −N0,s‖U,Lip we have
‖θη(hη(ξ1))− θη(hη(ξ2))‖ 6 ‖Ls(θη(ξ1)− θη(ξ2)) +Nη,s(ξ + θη(ξ))−Nη,s(ξ2 + θη(ξ2))‖
6 b Lip(θη)‖ξ1 − ξ2‖+Kη‖(1 + Lip(θη))‖ξ1 − ξ2‖
6 [(b+Kη)Lip(θ) +Kη]‖ξ1 − ξ2‖
6
(b+Kη)Lip(θη) +Kη
a− 2γ
‖hη(ξ1)− hη(ξ2)‖,
and hence
Lip(θη) 6
Kη
a− b− 2γ −Kη
→ 0 as η → 0+,
which concludes the result, since Kη → 0 as η → 0
+ from (5.1) and the convergence hypothesis on
Tη − T0.
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Appendix B. Autonomous perturbations of Lipschitz manifolds
In this section we deal with the question of perturbing Lipschitz manifolds. We begin with
some preliminary results. For the rest of this section I : X → X will denote the identity map in
X; that is, Ix = x for each x ∈ X. We require that the reader take a look at Definition 4.1 to
recall the norms that will be used.
Lemma B.1. If g : X → X and ‖g − I‖X,Lip < 1 then g : X → X is bi-Lipschitz.
Proof. Clearly we have
‖g(x)− g(y)‖ 6 ‖g(x)− g(y)− x+ y‖+ ‖x− y‖ 6 (‖g − I‖X,Lip + 1)‖x− y‖,
and hence g is a Lipschitz map. Now choose 0 < ǫ < 1 such that ‖g − I‖X,Lip 6 ǫ. We have
‖g(x)− g(y)‖ > ‖x− y‖ − ‖g(x)− g(y)− x+ y‖ > (1− ǫ)‖x− y‖, (B.1)
and therefore g is injective. If y ∈ X, define h : X by h(x) = y + x− g(x) for each x ∈ X. Thus
‖h(x1)− h(x2)‖ = ‖x1 − x2 + g(x2)− g(x1)‖ 6 ǫ‖x1 − x2‖,
which proves that h is a contraction and has a unique fixed point x0 in X. This point satisfies
g(x0) = y and hence g is surjective. From (B.1) its inverse g
−1 is Lipschitz continuous and proves
the result. 
Proposition B.2. Let r > 0 and g : BXr (0) → X. If ‖g − I‖BXr (0),Lip
< 1
2
then g(BXr (0)) is
open and g : BXr (0) → g(B
X
r (0)) is bi-Lipschitz. Moreover if ‖g − I‖BXr (0),∞
6 α < 1 we have
BXr−α(0) ⊂ g(B
X
r (0)).
Proof. Let g˜ : X → X be defined by
g˜(x) =


g(x), if ‖x‖ 6 r
g
(
rx
‖x‖
)
− rx
‖x‖
+ x, if ‖x‖ > r,
and choose 0 < ǫ < 1
2
such that ‖g − I‖
BXr (0),Lip
6 ǫ. If x, y ∈ BXr (0) we have
‖g˜(x)− g˜(y))− x+ y‖ = ‖g(x)− g(y))− x+ y‖ 6 ǫ‖x− y‖.
On the other hand if ‖x‖, ‖y‖ > r we have
‖g˜(x)− g˜(y)− x+ y‖ =
∥∥∥g ( rx‖x‖
)
− g
(
ry
‖y‖
)
− rx
‖x‖
+ y
‖y‖
∥∥∥ 6 ǫ
∥∥∥ rx‖x‖ − ry‖y‖
∥∥∥ ,
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but
∥∥∥ rx‖x‖ − ry‖y‖
∥∥∥ 6 r
‖x‖
‖x− y‖+ r‖y‖
∣∣∣∣ 1‖x‖ −
1
‖y‖
∣∣∣∣ 6 2‖x− y‖,
and hence
‖g˜(x)− g˜(y)− x+ y‖ 6 2ǫ‖x− y‖.
Finally if ‖x‖ 6 r and ‖y‖ > r let t ∈ [0, 1] be chosen such that if z = tx + (1 − t)y then
‖z‖ = r. Hence
‖g˜(x)− g˜(y)− x+ y‖ 6 ‖g˜(x)− g˜(z)− x+ z‖ + ‖g˜(z)− g˜(y)− z + y‖
6 ǫ‖x− z‖ + 2ǫ‖z − y‖ 6 2ǫ‖x− y‖,
and therefore ‖g˜ − I‖Lip 6 2ǫ < 1. From Lemma B.1 we obtain g˜ bi-Lipschitz and g(B
X
r (0)) =
g˜(BXr (0)) is open.
For the last assertion note that ‖g˜(x)−x‖ 6 α for all x ∈ X. Now, since g˜ is bijective, given
y ∈ BXr−α(0) there exists a unique x ∈ X such that g˜(x) = y. But
‖x‖ 6 ‖y‖+ ‖y − x‖ < r − α + ‖g˜(x)− x‖ 6 r,
thus x ∈ BXr (0) and the result follows. 
Corollary B.3. Let U be an open subset of X and g : U → X. Se ‖g − I‖U,Lip <
1
2
then g(U) is
open and g : U → g(U) is bi-Lipschitz.
Proof. For each x ∈ U choose rx > 0 such that BXrx(x) ⊂ U . From the previous proposition
g(BXrx(x)) is open and g : B
X
rx(x)→ g(B
X
rx(x)) is bi-Lipschitz, and moreover the Lipschitz constants
are independent of x. Hence g is an open map, which shows that g(U) is open. If there exist
x, y ∈ U with x 6= y and g(x) = g(y) we have
1
2
‖x− y‖ > ‖g(x)− g(y)− x+ y‖ = ‖x− y‖
which is a contradiction and proves that g is injective. Moreover
‖g(x)− g(y)‖ = ‖x− y + (−x+ y + g(x)− g(y))‖ > 1
2
‖x− y‖,
which proves that g−1 is Lipschitz with Lip(g−1) < 2 and concludes the proof. 
Proposition B.4. Let Xu, Xs be closed subspaces of X with X = Xu ⊕ Xs, πu the canonical
projection of X into Xu. Let Vu ⊂ Xu be a neighborhood of 0 in Xu, ϕ, ψ : Vu → X maps with
‖|ϕ − ψ‖|Vu 6 ǫ <
1
2
. Assume that ϕ(ξ) = ξ + θ(ξ) for all ξ ∈ Vu for some Lipschitz function
θ : Vu → Xs with θ(0) = 0. Then we have
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(a) the set Wu = {πuψ(ξ) : ξ ∈ Vu} is an open subset of Xu containing ψ(0);
(b) if BXur (0) ⊂ Vu and r0 = r − ǫ > 0 then B
Xu
r0 (0) ⊂ Vu ∩Wu;
(c) there exists θ˜ : Wu → Xs such that ψ(Vu) = {ψ(0) + η + θ˜(η) : η ∈ Wu} with
Lip(θ˜) 6
Lip(θ) + ǫ
1− ǫ
and ‖θ˜ − θ‖Vu∩Wu,∞ 6 (1 + Lip(θ))ǫ. (B.2)
Proof. Let ψj : Vu → Xj for j = u, s given by ψu = πu ◦ ψ and ψs = (I − πu) ◦ ψ. We have
‖|ψu − I‖|Vu 6 ǫ <
1
2
and Corollary B.3 implies that Wu = ψu(Vu) is open and ψu : Vu → Wu is
bi-Lipschitz. Moreover from the proof of Corollary B.3 we obtain that Lip(ψ−1u ) 6
1
1−ǫ
. Item (b)
is a direct consequence of Proposition B.2. Also, with the same proposition, we conclude (a).
To prove (c), define θ˜ : Wu → Xs be given by θ˜(ξ) = ψs(ψ
−1
u (ξ)) for ξ ∈ Wu. Thus,
ψ(Vu) = {ψu(ξ) + ψs(ξ) : ξ ∈ Vu} = {η + θ˜(η) : η ∈ Wu}.
Now
ψs(ξ1)− ψs(ξ2)− θ(ξ1) + θ(ξ2) = (I − πu)
(
ψ(ξ1)− ψ(ξ2)− ϕ(ξ1) + ϕ(ξ2)
)
,
and hence Lip(ψs) 6 Lip(θ) + ǫ which implies Lip(θ˜) 6
Lip(θ)+ǫ
1−ǫ
.
Now if ξ ∈ Vu ∩Wu and ξ˜ = ψ
−1
u (ξ) ∈ Vu we have ‖ψ
−1
u (ξ)− ξ‖ = ‖ξ˜ − ψu(ξ˜)‖ 6 ǫ, therefore
‖θ˜(ξ)− θ(ξ)‖ 6 ‖ψs(ξ˜)− θ(ξ˜)‖+ ‖θ(ξ˜)− θ(ξ)‖ 6 (1 + Lip(θ))ǫ,
since ‖ψs − θ‖Vu,∞ 6 ‖|ψ − ϕ‖| 6 ǫ. Thus ‖θ˜ − θ‖Vu∩Wu,∞ 6 (1 + Lip(θ))ǫ. 
B.1. Proof of Proposition 8.7. The result is straightforward using Proposition B.4, noting that
item (b) guarantees the existence of a neighborhoodWu, independent of η, such that for sufficiently
small η the maps θη are defined in Wu.
Appendix C. Differentiability of Nemytskii operators
We have based this sections in the results of [5] and [15], and here we prove basically that a
differentiable Nemytskii operator from Lp(Ω) to Lp(Ω) of a real function must come from a affine
function. We begin with the Inverse Dominated Convergence Theorem and to this end consider Ω
a bounded domain of Rn and p > 1.
Theorem C.1 (Inverse Dominated Convergence). Let {un} be a sequence in L
p(Ω) and u ∈ Lp(Ω)
such that un → u in L
p(Ω). Then there exist a subsequence {unk} of {un} and a function h ∈ L
p(Ω)
such that
(i) unk(x)→ u(x) a.e. in Ω;
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(ii) |unk(x)| 6 h(x) for all k, a.e. in Ω.
Proof. See [5]. 
Lemma C.2. Consider a continuous function f : R→ R such that |f(s)| 6 c(1+|s|p) for all s ∈ R,
where c > 0 is a constant, and define the Nemytskii operator f e : Lp(Ω) → L1(Ω) associated with
f by f e(u)(x) = f(u(x)) for each x ∈ Ω and u ∈ Lp(Ω). Then f e is well-defined and continuous.
Proof. Let u ∈ Lp(Ω) and {un} be a sequence in L
p(Ω) converging to u. From Theorem C.1, there
exist a subsequence {unk} of {un} and a function h ∈ L
p(Ω) such that unk(x) → u(x) a.e. in Ω
and |unk(x)| 6 h(x) for all k, a.e. in Ω.
Hence |f(unk(x))| 6 c(1 + |unk(x)|
p) 6 C(1 + |h(x)|p) and from the Dominated Convergence
Theorem we have ∫
Ω
|f(unk(x))− f(u(x))|dx→ 0 as k →∞,
and since this limit does not depend on the sequence {un} we obtain the continuity of f
e in u. 
The following lemma has a straightforward proof and will help us ahead.
Lemma C.3. If f : R → R is a differentiable and globally Lipschitz continuous function, its
Nemytskii operator is well-defined from Lp(Ω) to Lp(Ω) and it is globally Lipschitz continuous.
We will also need the following result.
Lemma C.4. If f : R→ R is a differentiable and globally Lipschitz continuous function and f e is
Fréchet differentiable in u0 ∈ L
p(Ω) then [Df e(u0)h](x) = f
′(u0(x))h(x) for each h ∈ L
p(Ω), a.e.
in Ω.
Proof. Since f e is Fréchet differentiable in u0 ∈ L
p(Ω), for each h ∈ Lp(Ω) we have
lim
t→0
∫
Ω
∣∣∣∣f(u0(x) + th(x))− f(u0(x))t − [Df e(u0)h](x)
∣∣∣∣
p
= 0,
and it follows that
lim
t→0
{
f(u0(x) + th(x))− f(u0(x))
t
− [Df e(u0)h](x)
}
= 0, a.e. in Ω,
which implies that [Df e(u0)h](x) = f
′(u(x))h(x) a.e. in Ω. 
We recall the Lebesgue Differentiation Theorem, that will be used to prove our main result.
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Theorem C.5 (Lebesgue Differentiation Theorem). Let g ∈ L1loc(Ω) and define
Arg(x) =
1
|Br(x)|
∫
Br(x)
g(y)dy, for each 0 < r < dist(x, ∂Ω).
Then Arg(x)→ g(x) as r → 0
+, a.e. in Ω.
Proof. See [15] for a proof of this result. 
We are now ready to state and proof the main result of this section.
Theorem C.6. If f : R→ R is a differentiable and globally Lipschitz continuous function and its
Nemystkii operator f e is Fréchet differentiable at some point u0 ∈ L
p(Ω) then there exist a, b ∈ R
such that f(s) = as+ b for all s ∈ R.
Proof. Define gs(y) = |f(u0(y) + s) − f(u0(y)) − f
′(u0(y))s|
p for each s ∈ R and y ∈ Ω. From
Theorem C.5 it follows that, fixed s ∈ R, we have
lim
r→0+
Args(x) = gs(x) for all x ∈ Ω\Es,
where Es is a zero Lebesgue measure set. If gs(x) = 0 for all s ∈ R and a.e. in Ω we have
f(u0(x) + s) = f(u0(x)) + f
′(u0(x))s for all s ∈ R and a.e. in Ω and the result is proved.
If for some s0 6= 0 and x0 ∈ Ω\Es0we have gs0(x0) 6= 0, let r > 0 be such that Br(x0) ⊂ Ω and
ur = s0 χBr(x0) . Since f
e is Fréchet differentiable at u0, Lemma C.4 implies that [Df
e(u)h](x) =
f ′(u(x))h(x) a.e. in Ω and we have
1
‖ur‖
p
Lp(Ω)
∫
Ω
|f(u0(y) + ur(y))− f(u0(y))− f
′(u0(y))ur(y)|
pdy
=
1
‖ur‖
p
Lp(Ω)
∫
Br(x0)
|f(u0(y) + s0)− f(u0(y))− f
′(u0(y))s0|
pdy
=
1
|s0|p
Args0(x0)→
gs0(x0)
|s0|p
as r → 0+,
and since gs0(x0) 6= 0 we obtain a contradiction with the Fréchet-differentiability of f
e at u0. 
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