A contour integral method is proposed to solve nonlinear eigenvalue problems numerically. The target equation is F (λ)x = 0, where the matrix F (λ) is an analytic matrix function of λ. The method can extract only the eigenvalues λ in a domain defined by the integral path, by reducing the original problem to a linear eigenvalue problem that has identical eigenvalues in the domain. Theoretical aspects of the method are discussed, and we illustrate how to apply of the method with some numerical examples.
Introduction
We consider a numerical method using contour integrals to solve nonlinear eigenvalue problems. The nonlinear eigenvalue problem (NEP) involves finding eigenpairs (λ, x) that satisfy F (λ)x = 0, where the matrix F (λ) is an analytic matrix function of λ. NEPs appear in a variety of problems in science and engineering, such as accelerator designs [1] and delay differential equations [2] .
We herein propose a numerical method using contour integrals to solve eigenvalue problems for analytic matrix functions. The method is closely related to the SakuraiSugiura (SS) method for generalized eigenvalue problems [3] , and inherits many of its strong points including suitability for execution on modern distributed parallel computers. We have already extended the SS method to polynomial eigenvalue problems [4] . In this paper, we will further generalize the SS method to eigenvalue problems of analytic matrix functions. In the SS method, the original problem is converted to a generalized eigenvalue problem whose dimension is smaller than the original one. The converted problem is obtained numerically by solving a set of linear equations. These linear equations are derived from the original problem and can form a large system, but they are independent and can be solved in parallel. Moreover, the proposed method is free from the fixed point iterations required in Newton's method. In this paper, the extension of the SS method for NEPs is discussed from a theoretical point of view. Some numerical examples are also reported, with results that are consistent with the theory.
The reminder of the present paper is organized as follows. In the next section, we introduce the Smith form for analytic matrix functions, which is a natural extension of the Smith form for matrix polynomials [5] . In Section 3, we present the numerical method for solving NEPs by means of the SS method and discuss theoretical results related to the proposed method. In Section 4, we present the algorithm of the SS method for the case where the integral path is given by a circle and numerical integration is performed using the trapezoidal rule. Some numerical examples are shown in Section 5. Finally, conclusions and suggestions for future research are presented in Section 6.
Canonical form for matrix analytic functions
Let F (z) be an analytic matrix function defined in a simply connected region in C. The matrix F (z) is called regular if the determinant of F (z) is not identically zero in a domain Ω.
We introduce the Smith form for analytic matrix functions [5] .
Theorem 1 Let F (z) be an n × n regular matrix analytic function. Then, F (z) admits the representation
where
) is a diagonal matrix of analytic functions d j (z) for j = 1, 2, . . . , n and such that d j (z)/d j−1 (z) are analytic functions for j = 2, 3, . . . , n.
In addition, P (z) and Q(z) are n × n regular analytic matrix functions with constant nonzero determinants.
The eigenpairs of the NEP are formally derived from the Smith form. Let q j (z) be the column vectors of Q(z):
and p j (z) be
Let λ 1 , . . . , λ s be distinct zeros of d n (z) in Ω. Because
where h j (z) are analytic functions and h j (z) = 0 for z ∈ Ω. In addition, α ji ∈ Z + (non-negative integer) and α ji ≤ α j ′ i for j < j ′ . The eigenpairs of the NEP are related to the λ i and the q j (λ i ) above as follows.
Lemma 2 Let q j (z) be the vector in (2), and λ i be a zero of d j (z). Then, the eigenpair (λ i , q j (λ i )) is a solution for the NEP F (λ)x = 0.
Proof Because P (z) and Q(z) are invertible,
Since d j (λ i ) = 0, we have the result of the lemma.
(QED)
Note that if the eigenvalue λ i is simple and not degenerate, i.e., λ i is a simple zero of det F (z), we have α ji = 0 for j = n and α ni = 1.
An eigensolver using contour integrals
In this section, we propose a numerical method using contour integrals for eigenvalue problems of analytic matrix functions.
Let F (z) be an n × n regular analytic matrix function. For nonzero vectors u and v ∈ C n , we define
The existence of the Smith form allows us to prove the following theorem.
be the Smith form for F (z), and let P (z) and Q(z) be defined by (1). Then, f (z) admits the representation
where χ j (z) are analytic functions in Ω.
Proof By Theorem 1, we obtain
Let Γ be a positively oriented closed Jordan curve in Ω. Without loss of generality, we may assume that λ 1 , . . . , λ m (m ≤ s) are distinct eigenvalues in the interior of Γ ⊂ Ω. Assume that these eigenvalues are simple and not degenerate. Then we can suppose that α ji = 0 for j = n and α ni = 1.
Definition 4 For a non-negative integer k, the moment µ k is defined as
Definition 5 Two m×m Hankel matrices H < m and H m can be defined as
The following theorem is one of the main results of the present paper.
Proof By Theorem 3 and (5), we obtain
One can easily verify that
If χ n (λ l ) = 0 for 1 ≤ l ≤ m, then ν l = 0 for 1 ≤ l ≤ m. Therefore, λ 1 , . . . , λ m are the eigenvalues of the pencil H < m − λH m .
(QED)
Therefore, we can obtain eigenvalues λ 1 , . . . , λ m of the analytic matrix function F (z) by solving the generalized eigenvalue problem H < m w = λH m w. The proof of the above theorem for generalized eigenvalue problems is given in [3] . Now, we evaluate eigenvectors. Let
and let S := (s 0 . . . s m−1 ). We obtain the following relationship between S and q n (z) of (2).
Lemma 7 Let q n (z) be the vector in (2) and let (λ l , w l ) (1 ≤ l ≤ m) be the eigenpairs of the pencil
Proof From (6), we have
As in the proof of Theorem 3.4, we can derive the following equation.
From Lemma 2 and Lemma 7, we have the following theorem.
Theorem 8 Let (λ j , w j )(j = 1, . . . , m) be the eigenpairs of the pencil H < m − λH m . Then, (λ j , x j )(j = 1, . . . , m) are the eigenpairs for the NEP F (λ)x = 0, where
A case where Γ is given by a circle
Let Γ = γ + ρe iθ (0 ≤ θ < 2π) be a circle in Ω with center γ and radius ρ. To retain numerical accuracy, we use the shifted and scaled moments
instead of (5). We evaluated the integral using the Npoint trapezoidal rule, leading to the approximations for µ k ,
where ω j = γ + ρe 2πi(j+1/2)/N for j = 0, 1, . . . , N − 1. Note that due to the shift and scaling, the eigenvalues λ l (l = 1, . . . , m) are also shifted and scaled. The eigenvalues of the original NEP can be recovered from γ+ρλ l .
The block version of the SS method for generalized eigenvalue problems was proposed in [6] . The numerical examples in [6] indicate that the block SS method has the potential to achieve greater accuracy.
Let U and V be n × L matrices, the column vectors of which are linearly independent. The block SS method is defined by replacing f (z) in (5) with the matrix U H F (z) −1 V . Accordingly, the kth moment µ k in (5), the Hankel matrices H m , H < m , the vector s k in (7) and the matrix S = (s 0 . . . s m−1 ) are replaced by the corresponding block versions:
and S = (S 0 . . . Sm −1 ), respectively. Herem is a positive integer such thatmL ≥ m. Note that M k = U H S k by definition. Using the N -point trapezoidal rule, we obtain the following approximation for S k :
The algorithm for the block SS method is shown below.
Algorithm of the block SS method
. Perform a singular value decomposition ofĤKL 7. Omit small singular value components σj < δ · maxi σi so that
In practice, we assign random matrices to U and V . We can obtain the eigenvectors corresponding to the eigenvalues whose algebraic multiplicity is less than L by the proposed method.
Numerical Examples
In this section, we confirm the validity of the proposed method using some nonlinear eigenvalue problems. The algorithm was implemented in MATLAB 7.4. We generated a matrix V := (v 1 . . . v L ) using the MATLAB function rand and set U = V . The MATLAB command mldivide was used to evaluate F (z) −1 V numerically. The evaluated eigenvectors are normalized so that x 2 = 1.
Example 1
We consider the NEP with F (z) that Table 1 . Relative errors and residuals for Example 1. was transformed using elementary transformations from diag(cos(z), sin(z), e z − 7). The following list shows the elements of F (z).
(1, 1) 2e
The integral path Γ taken was as follows:
There are six eigenvalues λ 1 = −π, λ 2 = −π/2, λ 3 = 0, λ 4 = π/2, λ 5 = log 7(≈ 1.9459), λ 6 = π in Γ. We took N = 64, K = 8, L = 2, and δ = 10 −12 . The numerical results are shown in Table 1 . We compared the eigenvalues {λ j } that are obtained by the block SS method to the exact eigenvalues {λ j }. As shown in Table 1 , we obtained all of the eigenvalues in Γ.
Example 2 We consider the problem that models a radio-frequency gun cavity given in [1] with
where A 0 , A 1 , W 1 , W 2 ∈ R 9956×9956 . We took σ 1 = 0 and σ 2 = 0.043551. The integral path Γ taken was as follows:
We took N = 64, K = 8, L = 24, and δ = 10 −12 . The numerical results are shown in Table 2 . We used Frobenius norm instead of 2-norm. Table 2 shows that the proposed method found six eigenvalues in Γ. The largest residual of the computed eigenpairs was 1.41 × 10 −15 .
Example 3 Lastly, we consider the problem derived by the delay-differential equation with a single delay given in [2] :
where A 0 , A 1 ∈ R 1000×1000 are tridiagonal matrices and I is the identity matrix. We took τ = 0.05. The integral path Γ taken was as follows: Γ = γ + ρe iθ (γ = −10, ρ = 30).
We took N = 48, K = 16, L = 4 and δ = 10 −12 . It is known that a total of six real eigenvalues lie in [−40, 20] .
The numerical results are shown in Table 3 . As shown in Table 3 , the proposed method found all eigenvalues in the specified domain. The largest residual of the computed eigenpairs was 1.43 × 10 −15 .
Conclusion
In the present paper, we have proposed a numerical method using contour integrals for nonlinear eigenvalue problems of analytic matrix functions. The method is considered as an extension of the numerical method for polynomial eigenvalue problems proposed in [4] . The method enables us to obtain the eigenpairs of analytic matrix functions by solving the generalized eigenvalue problem, which is derived by solving systems of linear equations. Since these linear systems are independent of each other, they can be solved in parallel. In addition, the proposed method does not need fixed point iterations such as Newton's iteration. Error analysis for the proposed method and the estimation of suitable parameters remain as topics for future research.
