Abstract. We study the model of Directed Polymers in Random Environment in 1 1 dimensions, where the distribution at a site has a tail which decays regularly polynomially with power α, where α È Ô0, 2Õ. After proper scaling of temperature β ¡1 , we show strong localization of the polymer to a favorable region in the environment where energy and entropy are best balanced. We prove that this region has a weak limit under linear scaling and identify the limiting distribution as an Ôα, βÕ-indexed family of measures on Lipschitz curves lying inside the 45 ¥ -rotated square with unit diagonal. In particular, this shows order n transversal fluctuations of the polymer. If, and only if, α is small enough, we find that there exists a random critical temperature below which, but not above, the effect of the environment is macroscopic. The results carry over to d 1 dimensions for d 1 with minor modifications.
Introduction
Originally introduced in [7] , Directed Polymers in Random Environment is a model for an interaction between a polymer chain and a medium with microscopic impurities. The reader can find mathematical and physical background material in surveys [3] and [5] . In this model, the medium with defects or environment is represented by a random measure σ with support in Z ¢ Z d , the shape of the polymer (random due to thermal fluctuations) is represented by the Z ¢ Z d -trajectory of a simple random walk on Z d and the interaction is expressed as a measure change. More precisely, conditioned on σ, the n-monomer polymer chain is a random nearest-neighbor path s : Ö0, n× Z Z d chosen according to the following Gibbs distribution: where H σ ÔsÕ is the Hamiltonian or energy of s, σÔsÕ is to be understood as the measure under σ of graphÔsÕ ØÔx, sÔxÕÕ : x È Ö0, n× ZÙ, the parameter β È Ö0, Õ represents the overall strength of the interaction (inverse temperature) and Q σ β is the normalizing constant.
It is believed [5] that there exist thermodynamic phases in which the effects of the environment on the shape of the polymer become macroscopic in scale. More explicitly, it is expected that in d 2 and any finite temperature, or d 2 and low enough (but not necessarily zero, at least for d small enough) temperature, the behavior of the polymer path is super-diffusive with transversal fluctuations of order n 1ß2 ǫ for some ǫ 0, while in infinite (d 2) or high enough (d 2) temperature the polymer is diffusive with fluctuations of order n 1ß2 . These two phases -the strong-disorder phase and weak-disorder phase (respectively) and the conditions for their occurrence should be universal with respect to a large class of environment distributions, including the case where ØσÔØzÙÕ : z È Z ¢ Z d Ù are i.i.d. with distribution whose tail decays sufficiently fast. Partial results in this direction have been established in [2, 3, 8, 14] .
In the strong disorder phase the attraction to regions in the environment with relatively low energy has a non-negligible counter-effect to the entropic tendency of the polymer to diffuse, resulting in a pinning or localization of the polymer to a region in the environment where the balance between entropy and energy is optimal. The transversal fluctuations of the polymer are therefore significantly effected by the fluctuations in the shape of this favorable region. This pinning becomes absolute in the extreme case of zero temperature (formally, the weak limit of µ σ β as β ). Here entropy no longer plays a part and the system is uniformly in one of its ground states -states in which the polymer path is a minimizer of the energy H σ Ô¤Õ (equivalently, maximizer of σÔ¤Õ). Universal super-diffusive behavior is expected here as well and some progress has been made in this direction (see [1, 9, 11, 13] and also the surveys on the equivalent models of Directed First/Last Passage Percolation in [10, 12] ).
In this paper we address the case where ÔσÔØzÙÕÕ z are i.i.d. but their distribution has a (right) tail which is heavy enough to fall outside the universality classes discussed above. Inspired by [6] , we assume that the tail of the distribution at each site is regularly varying with index α È Ô0, 2Õ, namely PÔσÔØzÙÕ tÕ t ¡α LÔtÕ ,
where LÔtÕ is a slowly varying function (LÔtuÕßLÔtÕ 1 as t for all u 0 -this, of course, includes all constants). We also assume that σÔØzÙÕ are positive absolutelycontinuous random variables and, for the sake of simplicitly, treat only the d 1 case. We show [Theorem 2.1] that for any finite temperature, the polymer is localized to the path along which the energy is minimal, i.e. thermal fluctuations are negligible -this is because entropy is of smaller order compared to energy in this case. Consequently, it is natural to let β go to zero with n and indeed if
where L 0 ÔnÕ is a related slowly varying function, the system exhibits a non-trivial interplay between energy and entropy. Under this scaling, we show [Theorem 2.1] that the nmonomer polymer chain is localized (in probability, exponentially fast) to a cylindrical region of diameter oÔnÕ around a random favorable curve [Equation (2.7)], i.e. one that optimally balances entropy and energy under σ. Zero (resp. infinite) temperature behavior is recovered if β n grows faster (resp. slower) than n 1¡2ßα L 0 ÔnÕ.
A weak limit for the distribution of the favorable curve under linear scaling is then shown to exist [Theorem 2.2] and the limiting distribution (on a proper topological space of directed curves lying in the 45 ¥ -rotated square with unit diagonal) is explicitly described.
The limit is constructed as the distribution of the (almost-surely) unique global solution to a variational problem on the space of curves [Equation (2.9)]. The functional being maximized is random and can be viewed as assigning to a curve the difference between its entropy gain and energy cost under a proper (random) limit environment. These limiting distributions form a two-parameter family of measures on curves ØM α,β , α È Ô0, 2Õ, β È Ö0, ×Ù [Proposition 2.4] , where M α, is the scaling limit of the ground-state path, which was studied in [6] .
Combining these results we obtain [Corollary 2.3] a linear scaling limit for the unconditional distribution of the polymer's path and transversal fluctuations of order n -quite different from the light tail case. This happens for all β 0 (under scaling (1.3) ). Nevertheless [Proposition 2.5], when α is small enough there exists a random variable β c positive a.s. (but arbitrarily small with positive probability) such that if β β c then the polymer localizes around the x-axis (s 0), thereby exhibiting an infinite-temperature behavior and if β β c , the polymer tends to drift away from the axis. This can be viewed as a quenched phase transition with a random threshold value.
Although we only treat the 1 1 dimensional case here, the problem is exactly the same for all dimensions, with minor changes due to the different geometry. In particular, for any d, the right normalization is β n βn 1¡Ôd 1Õßα L 0 ÔnÕ and the limit curves live inside a d 1 regular polyhedron.
Setup and Results
In this section we introduce notation and state our main results. Let n be a positive 
L 0 n can be viewed as the set of linearly interpolated 1ßn-scaled trajectories of a simple random walk conditioned to hit 0 at time n and hence a finite subset of L 0 . Note that
n with the L norm and Borel sigma algebras B 0 and B 0 n . Let P (resp. P n ) be the set of all probability measures on L 0 , B 0 (resp. L 0 n , B 0 n ). We shall treat P n as a subset of P.
The entropy of a γ È L 0 curve is ¡EÔγÕ where
and e : Ö¡1, 1× R is defined as
E is well defined since γ is differentiable almost everywhere with γ ½ ÔxÕ 1. In fact, it is the rate function in the large deviations principle for the sequence of uniform measures on L 0 n (this is essentially Mogulskii's Theorem -see [4] , Section 5.1). σ n will denote the 
It is a standard fact (see Section 1.1 in [15] ) that the distribution of σ n ÔØzÙÕ is in the max-domain of attraction of the Fréchet distribution, namely there exist Ôb n Õ n 1 such that if ÔU i n , Z i n Õ È ÔR , D 0 n Õ are the value and position of the non-ascending i-th order statistic of Ôσ n ÔØzÙÕÕ z , then for any fixed k 1 ÔÔb ¡1
as n , where the limit is non-degenerate. The constants b n can be written as
where L 0 ÔnÕ is a related slowly varying function. This is the motivation behind the scaling of the temperature and accordingly if β n denotes inverse temperature at system order n, we assume 6) where β È Ö0, × Ö0, Õ Ø Ù. This is a more explicit version of (1.3).
The favorable curve, around which concentration occurs, is γ ¦ n,βn , where
The properness of this definition is discussed in Lemma 4.1. Localization is "exponentially fast in probability", by which we mean Theorem 2.1. For all ǫ 0, δ 0 there exist ν 0 such that
with P n -probability at least 1 ¡ ǫ as long as n is large enough. Denote by M n,β È P the distribution of γ ¦ n,β , namely M n,β Ô¤Õ P n Ôγ ¦ n,β È ¤Õ. Under (2.6) the sequence of measures ÔM n,βn Õ n 1 has a weak limit in P. This limit measure is constructed on top of the scaling limit of the position and weight of the environment point masses, i.e. the infinite collection ÔÔV i , Z i ÕÕ i 1 of which each finite subset ÔÔV i , Z i ÕÕ k i 1 has a law as in the limit in (2.4). It is a standard fact that ÔZ i Õ i 1 , ÔV i Õ i 1 are independent of each other and
where T i is the sum of i independent exponentials with rate 1. We can then define the "limit environment" as
Note that while π as a measure may be infinite (for α 1), as a function π ÔγÕ π ÔgraphÔγÕÕ, it is bounded on L 0 , with P -probability 1, where we denote by P the underlying measure. This follows from Theorem 2.1 in [6] .
The limit curve Ô γ ,β is defined, analogously to the finite case, as the solution to a variational problem on L 0 , namely
A maximizer always exists and it is unique. This will be proved in Lemma 4.1. Formally, however, we shall set Ô γ ,β
, if one of these conditions fails. With M α,β Ô¤Õ P ÔÔ γ ,β È ¤Õ, we can now state
The following is an immediate corollary of Theorems 2.1 and 2.2. Let S n,βn be a random variable, taking values in L 0 n , such that conditioned on the environment σ n , its distribution is µ n,βn . The unconditional distribution of S n,βn , which we will denote by Q n,βn is obtained by averaging over the environment, namely Q n,βn P n µ n,βn . Then
In order to justify that these localization results indeed imply a qualitative ΘÔnÕ change in the shape of the polymer, we have to argue, in addition, that with positive Pprobability Ô γ ,β 0. This is included in the next proposition. For two random variables
Hence, M α,β for β È Ô0, Õ is different from both M α,0 δ 0 -the Dirac-mass on the zero function 0 È L 0 and M α, -the distribution of the last passage path, i.e. the path along which the sum of the mass weights of π (thought of as passage times) is maximal.
The latter was studied in [6] as P ¦ .
Nevertheless, it is still quite possible that there exists a non-degenerate random π -dependent β c such that
This will show a (random) phase-transition-like phenomenon, where depending on whether the temperature is below or above a random threshold, the effect of the environment is microscopic or macroscopic, measured on the scale of ΘÔnÕ. To make this precise, let us define
The following proposition shows that this indeed occurs for α small enough. The restrictions on α are not sharp.
Proposition 2.5.
, 2Õ then β c 0 with P -probability 1.
Õ then β c 0 with P -probability 1.
2.1. Organization of the paper. In the remainder of the text, we prove the results in this section. Section 3 contains some preliminary definitions and tools, on which we base our proofs. Section 4 contains proofs for Theorems 2.1,2.2 and Corollary 2.3. Section 5 contains proofs for Propositions 2.4 and 2.5. Finally, Section 6 contains proofs for some of the results in Section 3, which we deferred.
3. Preliminaries 
Both σ n and π in Section 2 are environments under this definition.
IÔσÕ is finite, we shall also treat it as a sequence of indices ι Ôι j Õ 1 j ι ordered according to the x-coordinate of the indexed point (i.e. j k x ι j σ x ι k σ ). mÔσÕ will denote the "mesh" of σ, defined as
where the infimum is over all i, j È Ø0, 1, . . . , σ , Ù. The distance between two environ-
This is a well-defined metric on Σ χ ¡ the space of all environments with cardinality χ. We shall also use Σ χ,n Σ χ for the subset of environments supported on D 0 n and Σ χ Ôm 0 Õ Σ χ for the subset of environments σ with mÔσÕ m 0 . The intersection is denoted by Σ χ,n Ôm 0 Õ.
Given φ : X R, where X is a closed subset of Ö0, 1× with L minÔX Õ and R maxÔX Õ, we define linearÔφÕ as the ÖL, R× R function obtained from φ by linearly interpolating inside all intervals ØÖlÔxÕ, rÔxÕ× : x Ê X Ù, where lÔxÕ maxÔX Ö0, x×Õ and rÔxÕ minÔX Öx, 1×Õ. Given Z D, which is a graph of such function φ Z , we set linearÔZÕ linearÔφ Z Õ.
The following two mappings between L 0 and IÔσÕ will be used often in what follows.
IÔσÕ is defined as
The validity of these definitions is not difficult to verify.
Below are three technical propositions which we use later in the text. We defer their proofs to Section 6. Recall the definition of E in (2.1).
Proposition 3.1.
(1) E is lower semi-continuous, strictly convex and positive away from 0. 
The following are well-known results about large deviation of simple random walk paths.
The emphasis is on the uniformity of the statements. We define µ n È P n as the uniform measure on L 0 n . Proposition 3.3.
(1) For any fixed m 0 0, χ 0 as n
uniformly in all σ È Σ χ 0 ,n Ôm 0 Õ and ι È IÔσÕ.
(2) For all δ 0, there exists η ηÔδÕ 0 such that as n ,
uniformly in all σ È Σ χ 0 ,n Ôm 0 Õ and ι È IÔσÕ once m 0 0 and χ 0 are fixed.
3.2.
Weight-Scaled Environments, Environment Truncation and δ-Optimality. For stating the results, it was convenient to work with spatially scaled quantities, such as σ n and µ n,β . For the proofs, it will turn out useful to define versions of these quantities, which are also weight-scaled. For β È Ö0, Õ we set β b n n ¡1 β. In place of σ n and µ n,β
we have
Clearly µ n,β µ n,β and (2.6) reads as β n β as n ; β È Ö0, ×. For n , k we define the truncated environment π k n as the one obtained from π n by removing the masses at indices i k (recall that masses are ordered in non-ascending order of their weights). Clearly π n , π k n , π are random elements of Σ n 2 ß4¡2 , Σ k , Σ respectively and (2.4) can be written as
The corresponding polymer measure µ k n,β and the normalization factor Q k n,β are defined as in (3.3), but only with π k n in place of π n . Next, for 1 k, n , β È Ö0, ×, we define the "worthiness"
We set Ô γ k n,β and Ô w k n,β to be the maximizer of W k n,β in L 0 and its value. It will be shown in Lemma 4.1 that this is well-defined for all values of n, β, k, except if β , n k , in which case a maximizer exist but it is not unique and we apply any a priori deterministic rule for selecting one of the maximizers as Ô γ k n, (for instance, we may choose the unique one that minimizes E). The definition of Ô γ k n,β clearly extends both (2.7) and (2.9) with
. From now on we shall omit the superscript k if it is . If δ 0, we also need
Finally, we define the remainder environment as ρ k n π n ¡ π k n and its maximal contribution to (minus) the energy of a L 0 path is R k n max γÈL 0 ρ k n ÔγÕ.
Localization
We now prove the main localization results, using 4 lemmas which we state in the beginning of this section. The proofs for these lemmas are deferred to the end of this section, and we first prove Theorems 2.1,2.2 and Corollary 2.3.
The first lemma establishes the existence and uniqueness of Ô γ k n,β and shows that truncated quantities are good approximations. The first part is due to [6] (Lemma 3.1) .
Lemma 4.1.
(
well defined with P n -probability 1.
(3) For all β È Ö0, ×, n we have Ô γ k n,β Ô γ n,β as k with P n -probability 1.
,β ÔδÕ 0 with P -probability
1.
In this lemma we show that truncated quantities of both the finite and limiting system can be coupled such that they are arbitrarily close to each other.
Lemma 4.2.
For all δ 0, ǫ 0, there exist K, ÔN k Õ k K such that for all k K and n N k there exists a coupling P n of π k n and π k under which with probability at least 1 ¡ ǫ:
Ôδß2Õ ǫ
The following improves on the results of Lemma 4.1 as it shows that approximation by truncated quantities can be made uniform in n. The first part is Proposition 3.3 in [6] . (1) For all ǫ, δ 0 there exists K such that R k n δ with P n -probability at least 1 ¡ ǫ for all k K and all n .
γ n,β n δ with P n -probability at least 1 ¡ ǫ for all k K and all n .
n,β n ¡ η with P nprobability at least 1 ¡ ǫ for all k K and k n .
In this lemma we show concentration with truncated quantities (unless β , in which case this is essentially Theorem 2.1). 
Proof of Theorem 2.1. If β we can just quote Lemma 4.4. Otherwise, fix ǫ 0, δ 0 and write
By Lemma 4.4 the first factor on the r.h.s. is exponentially decaying in n with some rate ν 0 with probability at least 1 ¡ ǫ for all properly large k, n. On the other hand
and therefore using Lemma 4.3 part (1) and choosing k large enough, we can have the second factor in (4.2) grow exponentially in n with rate at most νß2 also with probability at least 1 ¡ ǫ. Finally, from part (2) of Lemma 4.3 for possibly larger k, we can have also
with the same probability. Combining the above, we complete the proof.
Proof of Theorem 2.2.
Fix ǫ, δ 0. From Lemma 4.1, 4.2 and 4.3 it follows that we can find k large enough and then n large enough such that with P n probability at least 1 ¡ǫ
This gives Ô γ n,β n ¡ Ô γ ,β 3δ with P n probability 1 ¡ ǫ for all n sufficiently large.
Since ǫ, δ are arbitrary, the result follows.
Proof of Corollary 2.3.
We can use Skorohod Representation Theorem or the proof of Theorem 2.2, to conclude that for any ǫ, δ 0 if n is large enough P n Ô Ô γ n,β n ¡ Ô γ ,β δÕ 1¡ǫ. Then, possibly for larger n, from Theorem 2.1 we have µ n,β n ¡ s ¡ Ô γ n,β n δ © ǫ with P n -probability at least 1¡ǫ. By the total probability formula this implies P n Ô S n,βn ¡ Ô γ n,β n δÕ 2ǫ. All together we have P n ¡ S n,βn ¡ Ô γ ,β 2δ © 3ǫ and since δ, ǫ are arbitrary, the result follows.
Proof of Lemma 4.1. Part (1) is Lemma 3.1 in [6] . For part (2) , existence of a maximizer in (2.9) will follow if we show that W k n,β is upper semi-continuous, since L 0 is compact in the ¤ topology. Indeed, EÔ¤Õ is lower semi-continuous (Proposition 3.1). As for 0, which is the minimum of E (Proposition 3.1). If β n k , uniqueness was proved in [6] (see Proposition 4.1 and the unique way to extend U ¦ to a continuous increasing path P ¦ ). For β , n k uniqueness holds by definition. In the remaining cases, assume the contrary and let
ÔγÕ ιÙ is unique, as it follows from the strict convexity of EÔ¤Õ. We proceed as in Proposition 4.1 in [6] . Without loss of generality there must exists 1 j n such that with positive P n -probability
h.s of the above event is a constant while the l.h.s is an absolutely continuous (w.r.t. Lebesgue measure) random variable. It follows that this probability is zero, which is a contradiction. This proves part (2) .
where the first inequality follows from upper semi-continuity. By uniqueness it must be that Ö γ 0 Ô γ ,β and since this is true for any subsequence of Ô γ k ,β , the result follows. As for part (4), if the statement had been false, then there would have been sequences
δ. By compactness we could further suppose that Õ γ
. Then upper semi-continuity would have implied Proof of Lemma 4.2. As in Proposition 3.2 of [6] , it follows from (3.5) and Skorohod Representation Theorem that for any k, d 0 0, we can couple together π k n and π k such that dÔπ k n , π k Õ d 0 with arbitrarily high probability as long as n is large enough. Call this coupling measure P n and observe that the absolute continuity of Z j , j 1, . . . k implies that by choosing m 0 sufficiently small, we can make mÔπ k Õ m 0 occur with P n probability arbitrarily close to 1. Using Proposition 3. ¡ η, if k is large enough with arbitrarily high P n probability.
Then, using Proposition 3.2 part (3) again, for d 0 and n large it must be that W k
2ǫ. Then from part (1), for possibly
Finally, given δ
ÔδÕ. Then using part (2) and Proposition 3.2 part (3), provided d 0 is sufficiently small and k, n are sufficiently large, we may find Ö
δß2 and
ÔδÕ ¡ ǫ where ǫ 0 is given. This shows (3).
Proof of Lemma 4.3.
Part (1) is Proposition 3.3 in [6] . For part (2), fix δ, ǫ 0 and use Lemma 4.1 part (4) to find η 0 such that
¡ η with P -probability at least 1 ¡ ǫ, as long as k is large enough. Then, use Lemma 4.2, to find n large enough such that
This holds uniformly in k, but n needs to be large enough. Combining (4.5), (4.8) and (4.9), we complete the β case.
Then, since there are at most 2 n paths and using Lemma 4.3 part (3), we obtain for some ν 0
with P n -probability at least 1 ¡ ǫ as long as n is large enough.
The Limit distribution
Proof of Proposition 2.4.
This shows EÔÔ γ ,β 2 Õ s EÔÔ γ ,β 1 Õ. It remains to show that EÔÔ γ ,β 2 Õ EÔÔ γ ,β 1 Õ with positive probability. Recall the definitions of Z i , V i and T i in (2.8). For any δ 0, from Lemma 4.1 part (1) we may find k 0 such that R k 0 δ with P -probability at least 1 2 . Also, there exists t 0 large enough such that T k 0 t 0 with P -probability at least 
where for the last inequality we use the obvious monotonicity of t
Since the last term is independent of k 0 and using the monotonicity again we in fact have
for all k. Next, it is not difficult to verify that we can find δ, η 0 small enough as well as 0 t 1 t 2 t 3 and z 1 , z 2 È D 0 , such that on the event
he following holds:
(1) a π Ô1, 2Õ 1. In other words, no L 0 -curve can take both Z 1 and
In light of (2.8) and (5.1), event A has positive probability under P for any choice of parameters. At the same time, the above conditions guarantee that Ô γ ,β 1 Ô γ ,β 2 . Now, Next, from LLN there exists a.s. k 0 such that T k 2k for all k k 0 . Then, conditioning on ÔT k Õ k 1 , for all such k k 0 and any β 0 we have
and events ØW ,β Ôγ Z k Õ 0Ù k k 0 are (conditionally) independent. Now, for α 1 2 and any β 0, the sum of the probabilities above diverges, whence we may conclude via Borel-Cantelli Lemma that with P -probability 1 there will be k 1 k 0 for which 0
Since β is arbitrary the proof for part (3) is complete.
For part (4), we need to show P Ô Ô w ,β 0Õ 1 as β 0. Let ǫ 0 be arbitrarily small. It is not difficult to see that there exists η 0 such that T k ηk for all k 1 with P -probability at least 1 ¡ ǫ. On this event and if α 1
Therefore, if α is further restricted α 1 3 and β is small enough,
and the last term goes to 1 as β 0. Since ǫ is arbitrarily, this concludes the last part of the proposition.
Proofs for Subsection 3.1
Proof of Proposition 3.1. E is lower semi-continuous as a rate function of a large deviations principle. Strict convexity and positivity away from 0 are inherited from e. This shows (1). As for (2) , by Jensen's inequality for any 0 l r 1 we have
This gives EÔlinearÔØÔl, γÔlÕÕ, Ôr, γÔrÕÕÙÕ1I Öl,r× Õ EÔγ1I Öl,r× Õ and the proof is completed by summation.
Proof of Proposition 3.2. The first two parts are easy to verify. As for the third, fix 
ι j 1 Õ . We will use this decomposition to construct Ö γ. Formally for j 1, . . . , ι ¡ 1 set
We now argue that Ö γ is in L 0 and satisfies (3a), (3b), (3c). Indeed, it is easy to verify that
which implies that¨c j 0 when it is used for Ö γ j in (6.1). Then since
For (3b) write
Finally (3c) comes from EÔÖ γÕ
where we used the uniform continuity and boundedness of e in Ö¡1, 1×.
Proof of Proposition 3.3.
We shall use a standard tilting argument. Let µ be a probability measure under which Ôξ i Õ i 1 are independent, symmetric¨1 random variables. Set S 0 0, µ 0 k n∆x σ Ôι j , ι j 1 Õ : S k ¡ k a σ Ôι j , ι j 1 Õ δn § § S n∆xσÔι j ,ι j 1 Õ n∆y σ Ôι j , ι j 1 Õ, S n∆xσÔι j ,iÕ n∆y σ Ôι j , iÕ; i Ê ι¨. (6.4) For the rest of the proof, we write ∆x j ,∆y j , ∆a j as a short for ∆x σ Ôι j , ι j 1 Õ, ∆y σ Ôι j , ι j 1 Õ, ∆a σ Ôι j , ι j 1 Õ and ∆x j ÔiÕ,∆y j ÔiÕ as a short for ∆x σ Ôι j , iÕ, ∆y σ Ôι j , iÕ. Choosing λ j such that µ λ j ξ i L ½ Ôλ j Õ a j and setting Ö S k S k ¡k a j , the j-th term in the above sum is equal to 6.1. Acknowledgements. We would like to thank Gérard Ben Arous for showing us the paper [6] and for fruitful discussions. For the latter we would also like to thank Chuck Newman. The research of both authors was supported in part by NSF Grant OISE-0730136. The research of the first author was also supported in part by NSF Grant DMS 0806180.
