The need to estimate a positive definite solution to an overdetermined linear system of equations with multiple right hand side vectors arises in several process control contexts. The coefficient and the right hand side matrices are respectively named data and target matrices. A number of optimization methods were proposed for solving such problems, in which the data matrix is unrealistically assumed to be error free. Here, considering error in measured data and target matrices, we present an approach to solve a positive definite constrained linear system of equations based on the use of a newly defined error function. To minimize the defined error function, we derive necessary and sufficient optimality conditions and outline a direct algorithm to compute the solution. We provide a comparison of our proposed approach and two existing methods, the interior point method and a method based on quadratic programming. Two important characteristics of our proposed method as compared to the existing methods are computing the solution directly and considering error both in data and target matrices. Moreover, numerical test results show that the new approach leads to smaller standard deviations of error entries and smaller effective rank as desired by control problems. Furthermore, in a comparative study, using the Dolan-Moré performance profiles , we show the approach to be more efficient.
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Introduction
Computing a symmetric positive definite solution of an overdetermined linear system of equations arises in a number of physical problems such as estimating the mass inertia matrix in the design of controllers for solid structures and robots; see, e.g., [1, 4, 9, 14, 17] . Modeling a deformable structure also leads to such a mathematical problem; e.g., see [26] . The problem turns into finding an optimal solution of the system DX T , (1) where D, T ∈ R m×n , with m ≥ n, are given and a symmetric positive definite matrix X ∈ R n×n is to be computed as a solution of (1) . In some special applications, the data matrix D has a simple structure, which may be taken into consideration for efficiently organized computations. Estimation of the covariance matrix and computation of the correlation matrix in finance are two such examples where the data matrices are respectively block diagonal and the identity matrix; e.g., see [32] .
A number of least squares formulations have been proposed for physical problems, which may be classified as ordinary and error in variables (EIV) models. Also, single or multiple right hand side least squares may arise. With a single right hand side, we have an overdetermined linear system of equations Dx t, where D ∈ R m×n , t ∈ R m×1 , with m ≥ n, are known and the vector x ∈ R n×1 is to be computed. In an ordinary least squares formulation, the error is only attributed to t. So, to minimize the corresponding error, the following mathematical problem is devised: min t s.t.Dx = t + t.
(
There are a number of methods for solving (2) , identified as direct and iterative methods. A well known direct method is based on using the QR factorization of the matrix D [28] . An iterative method has also been introduced in [7] for solving (2) using the GMRES algorithm.
In an EIV model, however, errors in both D and t are considered; e.g., see [3] . Total least squares formulation is a well-known EIV model, where the goal is to solve the following mathematical problem (e.g., see [6] and [16] ):
We note that · in (2) and (3) respectively denote the vector 2-norm and the matrix Frobenius norm. Both direct [25] and iterative [12] methods have been presented for solving (3) . Moreover, the scaled total least squares formulation has been considered to unify both ordinary and total leats squares formulation; e.g., see [25] . In a scaled toal least squares formulation, the mathematical problem
is to be solved for an arbitrary scalar λ. Zhou [19] has studied the effect of perturbation and gave an error analysis of such a formulation. A least squares problem with multiple right hand side vectors can also be formulated as an overdetermined system of equations DX T , where D ∈ R m×n , T ∈ R m×k , with m ≥ n, are given and the matrix X ∈ R n×k is to be computed. With ordinary and total least squares formulations, the respective mathematical problems are: min T s.t. DX = T + T X ∈ R n×k (5) and
Common methods for solving (5) are similar to the ones for (2); see, e.g., [7, 28] . Solving (6) is possible by using the method described in [8] , based on the SVD factorization of the matrix [D, T ] . Connections between ordinary least squares and total least squares formulations have been discussed in [11] .
Here, we consider a newly defined EIV model for solving a positive definite linear problem. Our goal is to compute a symmetric positive definite solution X ∈ R n×n to the overdetermined system of equations DX T , where both matrices D and T may contain errors. We refer to this problem as positive definite linear system of equations later. No EIV model, even the well-known total least squares formulation, is considered for solving the positive definite linear system of equations in the literature. Several approaches have been proposed for this problem, commonly considering the ordinary least squares formulation and minimizing the error T F over all n × n symmetric positive definite matrices, where . F is the Frobenious norm; see e.g. [10, 24] . Larson [13] discussed a method for solving a positive definite least squares problem considering the corresponding normal system of equations. He considered both symmetric and positive definite least squares problems. Krislock [26] proposed an interior point method for solving a variety of least squares problems with positive semi-definite constraints. Woodgate [18] described a new algorithm for solving a similar problem in which a symmetric positive semi-definite matrix P is computed to minimize F − P G , with known F and G. Hu [10] presented a quadratic programming approach to handle the positive definite constraint. In her method, the upper and lower bounds for the entries of the target matrix can be given as extra constraints. In real measurements, however, both the data and target matrices may contain errors; hence, the total least squares formulation appears to be appropriate.
The rest of our work is organized as follows. In Section 2, we define a new error function and discuss some of its characteristics. A method for solving the resulting optimization problem with the assumption that D has full column rank is presented in Section 3. In Section 4, we generalize the method to the case of data matrix having an arbitrary rank. In Section 5, a detailed discussion is made on computational complexity of both methods. Computational results and comparisons with available methods are given in Section 6. Section 7 gives our concluding remarks.
Problem formulation
Consider a single equation ax b, where a, b ∈ R n and x ∈ R + . As shown in Fig. 1 , errors in the ith entry of b and a are respectively equal to | a i x − b i | and | a i − b i x |; e.g., see [25] .
In [25] , n i=1 L i was considered as a value to represent errors in both a and b. As shown in Fig. 1 , L i is the height of the triangle ABC which turns to be equal to
Here, to represent the errors in both a and b, we define the area error to be
which is equal to
Considering the problem of finding a symmetric and positive definite solution to the overdetermined system of linear equations DX T , in which both D and T include error, the values DX and T X −1 are predicted values for T and D from the model DX T ; hence, vectors T j = (DX − T ) j and D j = (D − T X −1 ) j are the entries of errors in the j th column of T and D, respectively. Extending the error formulation (7) , the value Fig. 1 Error formulation for a single equation seems to be an appropriate measure of error. We also have (8) with tr(.) standing for trace of a matrix. Therefore, the problem can be formulated as
where X is symmetric and by X 0, we mean X is positive definite. Problem (9) poses a newly defined EIV model for solving the positive definite linear system of equations.
In Lemma 2, we represent an equivalent formulation for the error, E. First, consider to a well-known property of positive definite matrices.
The following results about the trace operator are also well-known; e.g., see [22] .
Lemma 1 For an nonsingulartible matrix P ∈ R n×n and arbitrary matrices Y ∈
(2) tr(AB) = tr(BA).
Lemma 2
The error E, defined by (8) , is equal to
where X = Y Y T and . F denotes the Frobenius norm of a matrix.
Proof Substituting X = Y Y T in (8) and using Lemma 1, we get
Considering this new formulation for E, it can be concluded that by use of our newly defined EIV model, computing a symmetric and positive definite solution to the over-determined system of equations DX T is equivalent to computing a nonsingular matrix Y ∈ R n×n to be the solution of
and letting X = Y Y T . A similar result is obtained by considering the overdetermined system DX T with X = Y Y T and multiplying both sides by Y −T . We have,
DY Y T T ,
or equivalently,
Now, to assign a solution to (11) , it makes sense to minimize the norm of residual. Thus, to compute X = Y Y T , it is sufficient to let Y to be the solution of
Note 2 An appropriate characteristic of the error formulation proposed by (8) is that for a symmetric and positive definite matrix X, the value of E is nonnegative and it is equal to zero if and only if DX = T .
Mathematical solution: full rank data matrix
Here, we are to develop an algorithm for solving (9) with the assumption that D has full column rank. Using Lemma 1, with X being symmetric, we have
So, (9) can be written as
where A = D T D and B = T T T and the symmetric and positive definite matrix X is to be computed. To explain our method for solving (12) , we present the following theorems.
Theorem 1
The solution X * for problem (12) satisfies
Proof Let (X) = tr(AX + X −1 B). Assuming d ( (X)) to be the first order differential of [30] , the first order necessary conditions for (12) [33] is obtained to be
which is implied by
where X * is symmetric and positive definite.
The following theorem helps us to check whether the first order necessary conditions defined in Theorem 1 are sufficient for optimality. Theorem 2 (Sufficient optimality conditions) [31] Consider the optimization problem
Suppose that L(X, λ) = f (X) − λg(X) is the corresponding Lagrangian and d 2 (L) is its Hessian matrix. If the matrices X * and λ * satisfy the KKT necessary conditions and s T d 2 (L(X * , λ * )) s is positive for each feasible direction s from X * , then X * is a strict local solution for (14) . Also, if f (X) is strictly convex and {X| g(X) = 0} is convex, then X * is the unique global solution.
Corollary 1 We note that for each X * satisfying the first order necessary conditions of (12) , the sufficient optimality conditions described in Theorem 2 are satisfied. Moreover, in the following lemma we show that (X) = tr(AX + X −1 B) is strictly convex on the cone of symmetric positive definite matrices. Hence, we confirm that the symmetric positive definite matrix satisfying the KKT necessary conditions mentioned in Theorem 1 is the unique global solution of (12) .
is strictly convex on the cone of symmetric positive definite matrices.
Proof Let 1 (X) = tr(AX) and 2 (X) = tr(X −1 B). Then, 1 (X) being an affine function is convex on R n×n . We show that 2 
is strictly convex on the cone of symmetric positive definite matrices to conclude that (X) = 1 (X) + 2 (X) is strictly convex. To this end, we first prove the strict convexity of tr(X −1 ) on the cone of symmetric positive definite matrices. We know that a function tr(f (X)) is strictly convex on the cone of symmetric positive definite matrices if and only if f (t) is strictly convex on R + ; see, e.g., [21] . By letting f (t) = 1 t , the strict convexity of tr(X −1 ) on the cone of symmetric positive definite matrices is established. Now, from the definition of strict convexity it is implied that for arbitrary symmetric positive definite matrices P and Q we have
This establishes the strict convexity of 2 on the cone of symmetric positive definite matrices.
Computing the positive definite matrix satisfying KKT conditions
As mentioned in Theorem 1, the KKT conditions lead to the nonlinear matrix equation
Note that (16) is an special case of the continuous time Riccati equation (CARE),
with R = 0, E = A 2 and Q = −B. There is a MATLAB routine to solve CARE for arbitrary values of A, E, B, S, R and Q. To use the routine, it is sufficient to type the command
for the input arguments as in (17) . Higham [23] developed an effective method for computing the positive definite solution to this special CARE when A and B are symmetric and positive definite using well-known decompositions. Lancaster and Rodman [29] also discussed solving different types of algebraic Riccati equations. Moreover, they derived a perturbation analysis for these matrix equations.
where R is an m × n upper triangular matrix and Q satisfies QQ T = Q T Q = I . Moreover, if A has full column rank, then R also has full column rank. [28] of a symmetric positive definite matrix A ∈ R n×n is a decomposition of the form A = R T R, where R, known as the Cholesky factor of A, is an n×n nonsingular upper triangular matrix.
Note 4 (Cholesky decomposition) A Cholesky decomposition
Note 5 (Spectral decomposition) [28] All eigenvalues of a symmetric matrix, A ∈ R n×n , are real and there exists an orthonormal matrix with columns representing the corresponding eigenvectors. Thus, there exist an orthonormal matrix U with columns equal to the eigenvectors of A and a diagonal matrix D containing the eigenvalues such that A = UDU T . Also, if A is positive definite, then all of its eigenvalues are positive, and so we can set D = S 2 . Thus, spectral decomposition for a symmetric positive definite matrix A is a decomposition of the form A = US 2 U T , where U T U = UU T = I and S is a diagonal matrix. Theorem 3 [23] Assume D, T ∈ R m×n with m ≥ n are known and rank(D) = rank(T ) = n. Let D = QR be the QR factorization of D. Let A = D T D and B = T T T . Define the matrixQ = RBR T and compute its spectral decomposition, that is,Q = RBR T = US 2 U T . Then, (12) has a unique solution, given by
Proof Based on Theorem 2 and the afterwards discussion, it is sufficient to show that X * satisfies the necessary optimality conditions, X * AX * = B. Note that from D = QR, we have
Substituting X * , we have
Note 6 To compute R, it is also possible to first compute A = D T D and then calculate the Cholesky decomposition for A. However, because of more stability, in Theorem 3 the QR decomposition of D is used.
We are now ready to outline the steps of our proposed algorithm. 
Note that Algorithm 1 computes the solution of (9) directly. The following theorem shows that by use of spectral decomposition of A a method similar to the one introduced in [23] is in hand for solving the continuous time Riccati equation .
Theorem 4 Let
Define the matrixQ = SU T BU S and compute its spectral decomposition,Q = SU T BU S = US 2Ū T . Then, the unique minimizer of (12) is
Proof Similar to the proof of Theorem 3, it is sufficient to show that the mentioned X * satisfies X * AX * = B. Substituting X * , we have
Next, based on Theorem 4, we outline an algorithm for solving (9) .
Algorithm 2 Solving the EIV model for positive definite linear system using spectral decomposition PROCEDURE PDEIV-Spec(D, T ) 1: Let A = D T D and compute its spectral decomposition:
In Section 4 we generalize our proposed method for solving positive definite linear system of equations when the data matrix is rank deficient.
Mathematical solution: rank deficient data matrix
Since the data matrix D is usually produced from experimental measurements, we may have rank(D) < n. Here, we are to generalize Algorithm 1 for solving (9) , assuming that rank(D) = r < n. In Section 4.1 we outline two algorithms to compute the general solution of (9). It will be shown that, in general, (9) may not have a unique solution. Hence, in Section 4.2 we discuss how to find a particular solution of (9) having desirable characteristics for control problems.
General solution
Based on Theorems 1 and 2, a symmetric positive definite matrix X * is a solution of (9) if and only if
Therefore, in the following, we discuss how to find a symmetric positive definite matrix X * satisfying (18) . First we note that in case D and T are rank deficient, there might be no solution for (18) , and if there is any, it is not necessarily a unique solution; see, e.g., [23] . Higham [23] 
as a solution of (18) , which is symmetric and positive semidefinite. However, we are interested in finding a symmetric positive definite solution to (18) . Hence, in the following, first the necessary and sufficient conditions on A and B to guarantee the existence of positive definite solution to (18) are discussed. We then outline two algrithms to compute such a solution.
Let the spectral decomposition of
is a diagonal matrix having the positive eigenvalues of A as its diagonal entries.
Substituting the decomposition in (18), we get
Since U is orthonormal, (19) can be written as
Then, lettingX = U T XU andB = U T BU , we havẽ
Thus, the matrix X = UXU T is a solution of (9) if and only ifX is symmetric positive definite and satisfies (20) . Substituting the block formX = X rrXr,n−r
which is satisfied if and only ifX
Before discussing how to computeX, we show that if (18) has a symmetric and positive definite solution, thenB rr must be nonsingular. The matrixX rr as a main minor of the positive definite matrixX is nonsingular. S is also supposed to be nonsingular. Hence, it can be concluded from (21a) thatB rr is nonsingular. LetD = S and supposeT satisfiesT TT =B rr . Consider problem (9) corresponding to the data and target matricesD andT as follows:
We know from Theorems 1 and 2 that the necessary and sufficient optimality conditions for the unique solution of problem (22) implies (21a). Thus,X rr can be computed using Algorithm 1 for the input argumentsD andT . Substituting the computedX rr in (21b), the linear system of equations
arises, whereX rr , S 2 ∈ R r×r are known andX r,n−r ∈ R r×(n−r) is to be computed. SinceX rr is positive definite and S 2 is nonsingular, the coefficient matrix of the linear system (23) is nonsingular andX r,n−r can be uniquely computed. It is clear that sinceX is symmetric,X n−r,r is the same asX T r,n−r . Now, we check whether the computedX n−r,r andX r,n−r satisfy (21c). Inconsistency of (22) means that there is no symmetric positive definite matrix satisfying (21a-21c), and if so, (9) has no solution. Thus, in solving an specific positive definite system with rank deficient data and target matrices using the presented EIV model, a straightforward method to investigate the existence of solution is to check whether (21c) holds for the given data and target matrices. On the other hand, for numerical results, it is necessary to generate meaningful test problems. Hence, in the following two lemmas, we investigate the necessary and sufficient conditions for satisfaction of (21c).
Lemma 4 Let the spectral decomposition of A be determined as
where S 2 ∈ R r×r and rank(A) = rank(B) = r. The necessary and sufficient condition for satisfaction of (21c) is that the columns of
and from (21c), we getX (24) and (25), we get
Considering the block form U = (U r U n−r ), where U r ∈ R n×r and U n−r ∈ R n×(n−r) , we haveB
Rewriting (26) results in
which is equivalent to (e.g., see [20] )
where the columns of Z ∈ R n×n are in the null space of U n−r T . Thus, (18) 
is close enough to zero. In the following, we show that if F < δ, for a sufficiently small scalar δ, then X r(n−r) computed from (21b) is a proper approximation for the solution of (21c). Substituting F in (27), we havẽ B n−r,rB −1 rrB r,n−r −B n−r,n−r = F U n−r , andX n−r,r S 2X r,n−r −B n−r,n−r = F U n−r . Let X * satisfy (21c), that is,
LettingỸ = SX r,n−r and Y * = SX * r,n−r , (29), we get
whereỹ i and y * i are the ith column ofỸ and Y * respectively. Now, since the 2 norm of each column of U n−r is equal to one, every entry of U n−r is less than or equal to one. Moreover, under the assumption F < δ, none of the entries of F are greater than δ. Hence, we have
where f T i and u j are the ith row of F and the j th column of U n−r respectively. Now, (30) together with (31) gives
whereỹ ij and y * ij are the (i, j )th entry ofỸ and Y * respectively. Letting S = diag(s 1 , · · · , s r ), from (32) we get |s i ||(X n−r,r ) ij − (X * n−r,r ) ij | ≤ c ij , for i = 1, · · · , r and j = 1, · · · , n − r and X r,n−r − X * r,n−r ≤ C. Hence, assumingX r,r = X * r,r ,
we have X − X * < α which means that if F U n−r is close enough to zero, then the computed solution from the approximate satisfaction of (21c) would be close enough to the exact solution.
In the following lemma, we give a sufficient condition which guarantees the existence of a solution for (18) . We later use this result to generate consistent test problems in Section 6.
Lemma 5 Let the spectral decomposition of
where Q ∈ R r×r and P ∈ R (n−r)×(n−r) satisfy QQ T = Q T Q = I and P P T = P T P = I .
Proof A possible choice for Z in Lemma 5 is zero, for which (28) is equivalent to
where the columns of W ∈ R n×n belong to the null space of B. To obtain a simplified sufficient condition for existence of a positive definite solution to (18) , we let W = 0. Multiplying (34) by U r T and U r respectively on the left and right, and substituting the spectral decomposition of B, we get
Letting M = U r T V r , we get
Since M has full rank, we get
Now, since −2 is nonsingular, (36) holds if and only if
This leads to
Since U is orthonormal, we have UU T = U r U r T + U n−r U n−r T = I . Hence, we get
Substituting (39) in (38), we get
which is satisfied if and only if U n−r T V r = 0. Since the columns of U r form an orthogonal basis for the null space of U n−r T [28] , it can be concluded that each column of V r is a linear combination of the columns of U r . Thus,
is a necessary condition for (37) to be satisfied, and since both U r and V r have orthogonal columns, Q ∈ R r×r satisfies QQ T = Q T Q = I . On the other hand, we know from the definition of the spectral decomposition that V V T = UU T = I . Thus,
Manipulating (40) with (41), we get
which holds if and only if there exists a matrix P ∈ R (n−r)×(n−r) such that P P T = P T P = I and V n−r = P U n−r .
It can be concluded from (40) Thus, problem (9) has a solution if and only if the data and target matrices satisfy Lemma 4. In this case,X rr ,X r,n−r and its transpose,X n−r,r , are respectively computed from (21a) and (21b). Hence, the only remaining step is to computeX n−r,n−r so thatX is symmetric and positive definite.
We know thatX is symmetric positive definite if and only if there exists a nonsingular lower triangular matrix L ∈ R n×n so that
where L is lower triangular and nonsingular. Considering the block forms X = X rrXr,n−r X n−r,rXn−r,n−r and L = L rr 0 L n−r,r L n−r,n−r ,
where L n−r,r is an (n − r) × r matrix and L rr ∈ R r×r and L n−r,n−r ∈ R (n−r)×(n−r) are nonsingular lower triangular matrices, we get X rrXr,n−r X n−r,rXn−r,n−r = L rr 0 L n−r,r L n−r,n−r
Thus,X rr = L rr L rr T , (46a) X r,n−r = L rr L n−r,r T , (46b) X n−r,r = L n−r,r L rr T , (46c) X n−r,n−r = L n−r,r L n−r,r T + L n−r,n−r L n−r,n−r T .
(46d) Therefore, to compute a symmetric positive definiteX, (46a-46d) must be satisfied. LetX rr =LL T be the Cholesky decomposition ofX rr . L rr =L satisfies (46a). Substituting L rr in (46b), L n−r,r T is computed uniquely by solving the resulting linear system. Since (46c) is transpose of (46b), it does not give any additional information. Finally, to compute a matrixX n−r,n−r to satisfy (46d), it is sufficient to choose an arbitrary lower triangular nonsingular matrix L n−r,n−r and substitute it in (46d). The resultingX n−r,n−r gives a symmetric positive definiteX as follows: X = X rrXr,n−r X n−r,rXn−r,n−r . Now, based on the above discussion, we outline the steps of our algorithm for solving (9) in the case rank(D) = r < n. Next, we show how to use the complete orthogonal decomposition of the data matrix D instead of the spectral decomposition of A. Note 8 (Complete Orthogonal Decomposition) [28] Let A ∈ R m×n be an arbitrary matrix with rank(A) = r. There exist R ∈ R r×r , U ∈ R m×m and V ∈ R n×n so that R ∈ R r×r is upper triangular,
Next, Algorithm 4 is presented using the complete orthogonal decomposition of D.
In the following, we discuss finding a particular solution of (9) having proper characteristics.
Particular solution
Based on Algorithms 3 and 4, in the case of rank deficient data matrix, problem (9) has infinitely many solutions. These solutions are generated by having different choices of L n−r,n−r ∈ R (n−r)×(n−r) , an arbitrary nonsingular lower triangular matrix. Here, we describe how to find a particular solution X having desired characteristics Algorithm 3 Solving the EIV model for positive definite linear system with rank deficient data and target matrices using spectral decomposition PROCEDURE PDEIV-RD-Spec(D, T , δ) 1: δ as the upper bounds for absolute error is taken to be close to the machine (or user's) zero. 2: Let A = D T D and compute its spectral decomposition: Let the Cholesky decomposition ofX rr beX rr =LL T and set L rr =L.
11:
Solve the lower triangular system (46b) to compute L n−r,r .
12:
Let L n−r,n−r ∈ R (n−r)×(n−r) be an arbitrary nonsingular lower triangular matrix and computeX n−r,n−r using (46d). 13: LetX = X rrXr,n−r X n−r,rXn−r,n−r and X * = UXU T .
14:
Compute E = tr((DX * − T )(D − T X * −1 )). 15: end if.
for control problems. Effective rank and condition number, defined in the next two definitions, are two important characteristics. [34] ) The effective rank of a matrix X ∈ R n×n is defined to be r(X) = tr(X) X 2 .
Definition 1 (Effective Rank
Note 9 For X, a symmetric positive definite matrix, by using the spectral decomposition X = US 2 U T , the effective rank of X is
where s 2 i is the ith diagonal entry of S 2 .
Algorithm 4 Solving the EIV model for positive definite linear system with rank deficient data and target matrices using complete orthogonal decomposition PROCEDURE PDEIV-RD-COD(D, T , δ) 1: δ as the upper bounds for absolute error is taken to be close to the machine (or user's) zero. 2: Compute the complete orthogonal decomposition of D, that is, =B(1 : r, 1 : r) , B r,n−r =B(1 : r, r + 1 : n), B n−r,n−r =B(r + 1 : n, r + 1 : n). 5 : LetD = R, assumeT satisfiesB rr =T TT . 6: Perform Algorithm 1 with input parameters D =D and T =T , and letX rr = X * . 7: Solve the linear system (21b) to computeX r,n−r and letX n−r,r =X T r,n−r . 8: ((9) has no solution) 9: else 10: Let the Cholesky decomposition ofX rr beX rr =LL T and set L rr =L.
11:
12:
Let L n−r,n−r ∈ R (n−r)×(n−r) be an arbitrary nonsingular lower triangular matrix and computeX n−r,n−r using (46d). 13: LetX = X rrXr,n−r X n−r,rXn−r,n−r and X * = VXV T .
14:
Compute E = tr((DX * − T )(D − T X * −1 )). 15: end if. Definition 2 (Condition Number [28] ) Assume that X ∈ R n×n is a symmetric positive definite matrix. With the spectral decomposition X = US 2 U T , the condition number of X is defined to be
We will later make use of common constraints on condition number and effective rank of the particular solution of (9), as significant features for control problems.
Proposition 1
As proper characteristics for control problems, it is appropriate for a solution X of (9) to satisfy the following conditions:
(1) r(X) be as low as possible, [34] and (2) κ(X) < K [2] .
Note 10
Considering the definitionX = U T XU , it can be concluded that X and X have the same effective ranks and condition numbers; see, e.g., [24] . Thus, in the following we discuss on r(X) and κ(X) instead of r(X) and κ(X) in Proposition 1.
We know from (45) is positive definite. Also, assuming that all eigenvalues of L n−r,n−r L n−r,n−r T are greater than or equal to μ 2 , Y is positive semi-definite. In Lemma 6 below, we review some properties of eigenvalues to simplify the specified conditions in Proposition 1.
Lemma 6 [35] Let A and B be two n × n symmetric positive semi-definite matrices. The following inequalities hold for eigenvalues of A, B and A + B, where λ i (.) denotes the ith largest eigenvalue of a matrix:
Using Lemma 6, we get
and
where λ n (Y ) = 0, and since F is nonsingular, λ n (F ) = 0. Considering (47) and (48), since F and thus λ i (F ) are fixed, the sufficient condition to satisfy condition (1) in Proposition 1 is to set λ 1 (Y ) as large as possible and choose λ 2 (Y ), λ 3 (Y ), ..., and λ n−r (Y ) to be small positive values to decrease the value of r(X). The largest possible value for λ 1 (Y ) to satisfy condition (2) in Proposition 1 is λ 1 (Y ) = Kλ n (F ) − λ 1 (F ), which must be greater than or equal to zero; otherwise, condition (2) in Proposition 1 can not be satisfied for the assumed value of K.
Thus, to compute a particular solution of (9) satisfying Proposition 1, it is sufficient to letX n−r,n−r have a spectral decomposition of the formX n−r,n−r = W 2 W T , with σ 2 1 = Kλ n (F ) − λ 1 (F ) and σ 2 i , i = 2, . . . , n − r, having small positive values. Kλ n (F ) − λ 1 (F ) being negative means that condition (2) in Proposition 1 can not be satisfied for the assumed value of the upper bound, K.
In Section 5, we will compare the computational complexity of PDEIV-RD-Spec and PDEIV-RD-COD. Also, based on the reported numerical results in Section 6, we make a comparison of the required computing times by the algorithms.
Computational complexity
Here, we study the computational complexity of our algorithms for solving the positive definite linear system of equations using our proposed EIV model.
Full column rank data matrix case
The computational complexity of PDEIV-QR presented in Section 3 for the case of full column rank data matrix is same the as solving an n × n Riccati equation and is not more than N P DEIV −QR = 19 3 n 3 ; e.g., see [23] . The computational complexity of PDEIV-Spec is given in Table 1 ; for details on the indicated computational complexities, see [27] .
Comparing the resulting complexities of N P DEIV −QR and N P DEIV −Spec , it can readily be concluded that, independent of the matrix size, the computational complexity of PDEIV-QR is lower than that of PDEIV-Spec. Total time complexity N P DEIV −Spec = mn 2 + 23 2 n 3 * The expected complexity for computing the spectral decomposition of an n × n matrix using the divide and conquer algorithm is approximately 4n 3 ; e.g., see [27] 
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Rank deficient data matrix case
The computational complexities of PDEIV-RD-Spec and PDEIV-RD-COD presented in Section 4 for the case of rank deficient data matrix are respectively provided in Tables 2 and 3 . 19 3 r 3 Solving the linear system (21c) Cholesky decomposition forX rr r 3 6 Solving the lower triangular system (46b) n 2 2 (n − r) ComputingX n−r,n−r from (46d) r(n − r) 2 + (n−r) 3 
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Total time complexity N P DEIV −RD−COD * * N P DEIV −RD−COD = 9 2 mn 2 +nr 2 + 13 6 n 3 +7r 3 + n 3 3 + n 2 (n−r)+ n 2 2 (n−r)+r(n − r) 2 + (n−r) 3 Considering the results for N P DEIV −RD−Spec and N P DEIV −RD−COD in Tables 2  and 3, we We can see that if 4mn 2 + nr 2 + 17 6 r 3 > 16 3 n 3 , then PDEIV-RD-Spec has a lower computational complexity; otherwise, the computational complexoty of PDEIV-RD-COD is lower.
Thus, based on the above study, the computational complexity of PDEIV-QR is lower than that of PDEIV-Spec, for all matrix sizes. But, for the case of rank deficient data matrix, depending on the matrix size and rank, one of the algorithms PDEIV-RD-Spec and PDEIV-RD-COD may have a lower computational complexity.
Numerical results
Here, some numerical results are reported. We made use of MATLAB 2012b in a Windows 7 machine with a 3.2 GHz CPU and a 4 GB RAM. We generated random test problems with random data and target matrices. These random matrices were produced using the rand command in MATLAB. The command rand(m, n) generates an m × n matrix with uniformly distributed random entries in the interval [0, 1]. The random test problems were classified into problems with full column rank data matrix and problems with rank deficient data matrix.
In Section 6.1, we report the numerical results corresponding to full column rank data matrices. For a given matrix size, we generated 50 random test problems and reported the average time and the average error, E values in Table 4 . To study the effect of using QR or spectral decompositions in our proposed approach, we constructed the Dolan-Moré performance profile.
The Dolan-Moré performance profile was introduced in [5] to compare the performance of different algorithms on solving a given problem. Here, we used the new version of this performance profile which is derivative free [15] . The Dolan-Moré performance profile can be generated for different parameters. Since a desired feature in estimation of mass inertia matrix is that the standard deviation value of the resulting error matrix in T be as low as possible, we compare the required times and the standard deviation values in PDEIV-QR and PDEIV-Spec; hence, we present the Dolan-Moré performance profiles for these parameters. It can be concluded from the generated performance profiles in Figs. 2 and 3 that the required time by PDEIV-QR is lower than that of PDEIV-Spec.
Also, to confirm the efficiency of our proposed approach in solving the positive definite linear systems, we reported the numerical results obtained by the interior point method (IntP), discussed in [26] , and the method based on quadratic programming proposed by Hu in [10] (HuM). We then constructed the corresponding Dolan-Moré performance profiles in Figs. 4 and 5. These performance profiles show that our proposed approach is able to compute a solution with a smaller value of standard deviation in less computing time. However, considering the ordinary formulation in IntP and HuM, the more complicated optimization problem, is needed to be solved; hence, a lower computing time in our proposed approach is not surprising. In Section 6.2, the numerical results for test problems with rank deficient data matrices are reported. In such test problems, generating an m × n random data matrix with column rank r is necessary. Hence, we first used the command R = rand(m, n) to generate a full column rank m × n random matrix, and then set the data matrix D to be equal to its singular value decomposition (SVD) of rank r, Also, the target matrix T was computed from Corollary 2.
For a given matrix size and rank, we generated 50 test problems. Similar to Section 6.1, we report the average required time and average value of error, E in Table 5 . We also studied the effect of using complete orthogonal decomposition and spectral decomposition in the proposed approach. To compare the efficiency of these decompositions, we constructed the Dolan-Moré performance profiles of required times and standard deviation values for the numerical results produced by PDEIV-RD-Spec and PDEIV-RD-COD in Figs. 6 and 7. Our proposed approach was also compared with the other available methods based on the Dolan-Moré performance profiles as presented in Figs. 8 and 9 . Also, we computed the particular solution of (9), choosing appropriate values for eigenvalues of the matrix Y based on the discussion at the end of Section 4 to satisfy conditions given in Proposition 1. We presented the Dolan-Moré performance profiles of effective rank and condition number in Figs. 10 and 11 confirming the efficiency of our proposed algorithm in generating solutions with lower values of effective rank and condition number.
Numerical results also confirmed the effectiveness of Algorithms 1 through 4 in producing more accurate solutions with lower standard deviation values in lower times. 
Full column rank data matrix
In Table 4 , the average error value, E = tr(DX * − T ) T (D − T X * −1 ), and the average required times (in seconds) are reported for PDEIV-QR and PDEIV-Spec. The first two columns of this table contain the matrix size, the third to sixth columns give the time and error for PDEIV-QR and the time and error for PDEIV-Spec, respectively. The reported results in Table 4 show that PDEIV-QR is faster in computing the solution. Also, the Dolan-Moré performance profile for the required times by these algorithms given in Fig. 2 confirms this result.
However, based on the Dolan-Moré performance profile for the standard deviation values showed in Fig. 3 , there is no significant difference between the standard deviation values generated by the two algorithms.
In the following, we compare our proposed approach with the available methods. (3) For all matrix sizes, except for 1000 × 200, the value of TOL was taken to be 10 −6 . In 1000 × 200 case, the value of TOL was set to 0.001 considering the fact that with a smaller value of TOL, an out of memory error occured for both algorithms IntP and HuM.
Rank deficient data matrix
Here, we report the obtained numerical results, similar to Section 6.1, for test problems with rank deficient data matrix. In Table 5 and Figs. 6 and 7, we see numerical results obtained by PDEIV-RD-Spec and PDEIV-RD-COD. In Table 5 , the average error value and the required time for PDEIV-RD-Spec and PDEIV-RD-COD are reported.
In Figs. 6 and 7 , the Dolan-Moré performance profiles for time and standard deviation values of PDEIV-RD-Spec and PDEIV-RD-COD are shown.
These results show that PDEIV-RD-Spec computes the solution faster, but there is no significant difference in the obtained standard deviations.
To compare our proposed approach with IntP and HuM, the Dolan-Moré profiles corresponding to required times and standard deviations for IntP, HuM, PDEIV-RD-Spec and PDEIV-RD-COD are represented in Figs. 8 and 9 . To construct these profiles, 1000 random test problems with data and target matrices size less than 1000 × 100 are generated. The Dolan-Moré profiles confirm that PDEIV-RD-Spec and PDEIV-RD-COD compute solutions with lower values of standard deviation in lower times.
The Dolan-Moré performance profiles for effective rank and condition number presented in Figs. 10 and 11 confirm the efficiency of our proposed algorithm in generating solutions with lower values of effective rank and condition number.
Considering the numerical results reported in this section, for the data matrix D having full column rank, we observe:
(1) Required time by PDEIV-QR is lower than that of PDEIV-Spec.
(2) Required time and standard deviation in error entries for PDEIV-QR and PDEIV-Spec are considerably lower than those of IntP and HuM.
And, if the data matrix is rank deficient, we observe:
(1) Required time by PDEIV-RD-Spec is lower than that of PDEIV-RD-COD.
(2) Required time and standard deviation values for both PDEIV-RD-Spec and PDEIV-RD-COD are considerably lower than those of IntP and HuM, and the standard deviation values for PDEIV-RD-Spec is lower than those of the other three methods. (3) PDEIV-RD-Spec can generate particular solutions with considerably lower values of effective rank and condition number than IntP and HuM.
Concluding remarks
We first proposed a new error in variables (EIV) model to solve positive definite systems. We then established the necessary and sufficient conditions of optimality for the proposed EIV model and outlined an algorithm to solve a positive definite linear system, offering three main desirable features. First, consideration of our proposed EIV model in both the data and target matrices admits a more realistic problem formulation. Second, our proposed algorithm computes the exact solution directly, and, as shown by our numerical results on randomly generated test problems, is faster than two other existing methods, IntP and HuM. The generated Dolan-Moré performance profiles also confirm the efficiency of our proposed algorithm in computing a solution faster than the other methods. The lower computing time is mainly due to fact that the generated optimization problem by our newly defined EIV model is not as complicated as the one considered by the other methods. Numerical results showed lower standard deviation of the error in the target matrix and lower values of effective rank and condition number, as desired by control problems. The new approach lead us to the development of algorithms for the EIV model of positive definite linear system using QR decomposition (PDEIV-QR) and the EIV model of positive definite linear system using spectral decomposition (PDEIV-Spec) for the case of data matrix having full column rank, and the EIV model of positive definite linear system with rank deficient data and target matrices using spectral decomposition (PDEIV-RD-Spec) and the EIV model of positive definite linear system with rank deficient data and target matrices using complete orthogonal decomposition (PDEIV-RD-COD) for the case of rank deficient data matrix. The numerical results also showed PDEIV-QR, using the QR decomposition, to compute the solution faster in the case of full column rank data matrix. However, PDEIV-RD-Spec showed to be more efficient when the data matrix is rank deficient.
