INTRODUCTION

Foreign direct investment (FDI) is increasingly important for developing countries
Inflows to developing countries surged by 40 percent ($233 billion) but developed countries as a group experienced this surge as a 14 percent drop in their inward FDI. As a result, the share of developing countries in world FDI inflows was 36 percent that has been the highest level since 1997. Inflows of foreign direct investment (FDI) were substantial in 2005. These inflows rose by 29 percent-to reach $916 billion-having already increased by 27 percent in 2004. Inward FDI grew in all of the main sub-regions, in some to unprecedented levels, and in 126 out of the 200 economies covered by UNCTAD. Nevertheless, world inflows remained far below for the 2000 peak of $1.4 trillion. Similar to trends in the late 1990s, the recent up surge in FDI reflects a greater level of cross-border mergers and acquisitions (M&As), especially among developed countries. It also reflects higher growth rates in some developed countries as well as strong economic performance in many developing and transition economies. Many factors help to explain why the growth of FDI was particularly pronounced in developing countries in 2004. Intense competitive pressures in many industries are leading firms to explore new ways of improving their competitiveness. Some of these ways are by expanding operations in the fast-growing markets of emerging economies to boost sales, and by rationalising production activities with a view to reaping economies of scale and lowering production costs. Higher prices for many commodities have further stimulated FDI to countries that are rich in natural resources such as oil and minerals. In some developed as well as developing countries, increased inflows in 2004 were linked to an up turn in cross-border merger and acquisition (M&A) activity. Provided economic growth is maintained, the prospects for a further increase in global FDI flows in 2005 are promising [UNCTAD (2001 [UNCTAD ( , 2005 [UNCTAD ( , 2006 ].
According to Addison and Heshmati (2003) , the scale and character of foreign direct investment (FDI) flows to developing countries and transition economies have long been affected by successive waves in the invention and adoption of new technologies. The latest wave-the revolution in information and communication technology (ICT)-is facilitating a global shift in the service industries (which are now relocating to select developing countries) following the earlier shift in manufacturing. Global political change also affects FDI flows. Since the early 1980s, a 'third wave' of democratisation has pushed aside many authoritarian regimes, and the opening up of political systems is often a catalyst for economic reforms that favour investors. These two waves, technologically and politically, are interacting to reshape trade and capital flows, including FDI.
The main purpose of this study is to develop an empirical framework to estimate the economic determinants of FDI inflows by employing a panel data set of 17 developing countries and transition economies for the period of 1989:01-2006:04. In our model there are seven explanatory economic variables. They are, respectively, The previous period FDI (the pull factor for new FDI), GDP growth (measures market size), Wage (unit labour costs), Trade Rate (measures the openness of countries), The Real Interest Rates (measures macroeconomic policy), Inflation Rate (as country risk and macroeconomic policy), Domestic Investment (Business Climate). Hence, throughout this paper, we especially focus on only the economic determinants (being separated and apart from the other studies in the literature) of FDI inflows to developing countries and transition economies. The paper is structured as follows. Section 2 presents a theoretical framework of the determinants of FDI. Empirical models and their results are presented in Sections 3 and 4. Finally, Section 5 concludes.
THE THEORETICAL FRAMEWORK OF THE DETERMINANTS OF FDI
The literature examines a large number of variables that have been put forward to explain FDI. Some of these variables are encompassed in formal hypotheses or theories of FDI, whereas others are suggested because they make sense intuitively. In this section, we examine these variables and rationalise our focus on the limited set of explanatory variables used in this paper. Moosa (2002) , Moosa and Çardak (2006) survey the theories 1 of FDI, identifying the implied explanatory variables in the process, as well as variables that cannot be readily related to any of these theories which may be classified under "theories based on other factors"as shown in Appendix 1. These are market size (GDP or per capita GDP) as a market size hypothesis, wages as a location hypothesis, trade barriers as a other factor, growth rate as a differential rates of return, trade deficit as a other factor, exchange rate, currency areas hypothesis, tax as a other factor, cost of capital as a location hypothesis etc… Moreover, UNCTAD (2002) classificates the determinants variables of inward FDI, as shown in Table 2 . According to IMF (2003) , investors underscore that the motivators for investing in EMCs and the determinants of investment locations differ among countries and across the economic sectors. They concur, however, that certain general factors consistently determine which countries attract the most FDI. IMF (2003) reports that motivation for and determinants of FDI and investors cite in particular as the following: "• Market size and growth prospects of the host country play an important role in affecting investment location since FDI in EMCs is increasingly being undertaken to service domestic demand rather than to tap cheap labour.
• Wage-adjusted productivity of labour, rather than the local labour cost, will increasingly drive efficiency-seeking investments of "footloose" firms that use EMCs as export platforms.
• The availability of infrastructure is critical. EMCs that are best prepared to address infrastructure bottlenecks will secure greater amounts of FDI.
• Except in some sectors, tax incentives (holidays) do not play an important role in determining investment location, although reasonable levels of taxation and the overall stability of the tax regime do.
• A broad consensus in the host country in favour of foreign investment is an important consideration for investors. In this context, a reasonably stable political environment, as well as conditions that support physical and personal security, is an important benchmark that is used in judging the likelihood of adverse changes in the investment climate for foreign-owned firms.
• Corruption and governance concerns have a significant bearing on investment prospects. The investment regime and the environment for business-including the business licensing system, the tax regime, and the attitude and quality of the bureaucracy-are vital.
• Recent crises have magnified perceptions of regulatory risks and greater attention is now being focused on the legal framework and the rule of law. A predictable legal system, which among other things respects the sanctity of contracts and facilitates a level playing field, will further enable EMCs to secure large amounts of FDI on a sustained basis." Frenkel, Funke, and Stadtmann (2004) examine the determinants of FDI flows to emerging economies by analysing data set of bilateral FDI flows. They aim to investigate both home and host country factors that may play an important role in determining the level and the destination of FDI flows, using a panel approach. They found out that distance and both home and host country characteristics play a significant role in determining of FDI flows and that FDI flows are inversely related to the distance between the home and the host country. On the side of the host countries, their results suggest that important pull factors are economic developments as indicated by the GDP growth rate and the extent of risk and that market size and distance play an important role for FDI flows, risk and economic growth in host countries are crucial for attracting international investment projects. Bevan and Estrin (2004) find that FDI between developed Western and transition countries is determined by unit labour costs, host and source country size, and proximity. It is shown that country risk is not a significant factor. They also establish that an announcement about time tables for admission to the EU increases levels of FDI to the prospective members. Bevan and Estrin employ data on FDI flows from 18 market economies to 11 transition ones from 1994 to 2000. They include variables to capture proximity and concentration advantage in describing the characteristics of source and host countries, following the literature in using proxy variables, such as GDP, input costs, geographical distance and institutional and legal factors such as trade and political stability, country-risk.
Opening up of transition countries and the process of systematic reforms have been crucial to attracting FDI. In Central and Eastern Europe, the prospect of EU memberships has contributed to the creation of a particularly favourable investment climate. Bevan and Estrin (2000) explored the impact of the announcements about EU membership for the transition economies on FDI flows. Based on information on FDI flows from 18 market economies to 11 transition economies, over 1994-98 period, the econometric model estimation revealed that although announcements concerning EU membership were found not to influence a country's credit rating, they have affected FDI directly. Furthermore, they found that FDI inflows to these countries are motivated by several factors: low unit labour costs, large market size, and economic geography (geographical proximity is associated with increased FDI). Nonnemberg and Mendonça (2004) investigate the determinants of foreign direct investment (FDI) in developing countries. In order to achieve this purpose, they perform an econometric model based on panel data analysis for 38 developing countries (including transition economies) for the 1975-2000 period. They found out that the determinants of FDI are level of schooling, economy's degree of openness, risk and variables related to macroeconomic performance like inflation, risk, growth rate and stock market performance.
Uygur (2005) investigates the determinants and importance of FDI for Türkiye for the period of 1992-2004 by employing the VAR model. In this study, he examines the inflation rate, real interest rate, investment atmosphere, export rate, growth rate and budget deficit rate and he finds out that the real interest rate of official treasury department and consolidated budget balance are the main determinants of FDI for Türkiye. Mercereau (2005) investigates the impact of China's emergence on FDI flows to Asia and the determinants of FDI flows to this region using data from 14 Asian economies from 1984 to 2002. They found out that China did not have much impact on FDI to other countries and that some economic fundamentals (healthy government balances, an appreciating real exchange rate, low inflation, and low interest rates in the G3) aid explained the allocation of FDI flows among Asian economies. Moosa and Çardak (2006) investigate the determination of FDI with eight determining variables of FDI inflows that are examined by applying extreme bounds analysis to a cross-sectional sample encompassing data on 138 countries. The results reveal three robust variables: exports as a percentage of GDP, telephone lines per 1000 of the population and country risk in their study. They find that developed countries with large economies, a high degree of openness and low country risk tend to be more successful than others in attracting FDI.
The results of the above mentioned empirical studies concerning the subject are listed in the Table 3 .
Cross sectional studies of the determinants of FDI in the literature are typically based on a regression form as follows as in Moosa and Cardak (2006) .
Where FDI i is foreign direct investment into the country i as the dependent variable, X ji the jth variable of country i. Our model includes seven explanatory economic variables. They are namely; The previous period FDI, GDP growth, Wage, Trade Rate, The Real Interest Rates, Inflation Rate, Domestic Investment.
EMPIRICAL ANALYSIS
In this section, we investigate the economic determinants of FDI in developing countries and transition economies between 1989:01-2006:04 by using panel data analysis. Before this statistical technique, it should be tested whether the series are stationary, or not. (2004) The GDP growth rate and the extent of risk and that market size and distance, risk and economic growth. Bevan and Estrin (2000) , Bevan and Estrin (2004) Unit labour costs, host and source country size, and proximity, country risk is not a significant factor, GDP, input costs, geographical distance and institutional and legal factors such as trade and political stability, country-risk. Nonnemberg and Mendonça (2004) Level of schooling, economy's degree of openness, risk and variables related to macroeconomic performance like inflation, risk, growth rate and stock market performance. Uygur (2005) the real interest rate of official treasury department and consolidated budget balance are the main determinants of FDI for Türkiye. Mercereau (2005) They found out that China did not have much impact on FDI to other countries and that some economic fundamentals (healthy government balances, an appreciating real exchange rate, low inflation, and low interest rates in the G3) aid explained the allocation of FDI flows among Asian economies. Moosa and Çardak (2006) The results reveal three robust variables: exports as a percentage of GDP, telephone lines per 1000 of the population and country risk in their study. They find that developed countries with large economies, a high degree of openness and low country risk tend to be more successful than others in attracting FDI.
Data
In the empirical study, in order to analyse the determinants of FDI in developing countries and transition economies, we include eight variables, one of them is the dependent and the others are as explanatory variables. Our choice of the dependent variable fell on FDI as a percentage of GDP (fdi). Seven explanatory variables are considered as shown in Table 4 .
The data was taken from the International Financial Statistics (IFS). All series have quarterly data between 1989:01-2006:04. We would like to note that, as (1) the data is available, and (2) the said variables are already placed in the theoretical framework, in Section 2, in detail, are the main reasons why these variables are chosen. There are 17 countries observed by this study. Those are; Argentina, Chile, China (P.R.:Hong Kong), Croatia, Czech Republic, Hungary, Latvia, Lithuania, Malaysia, Mexico, Poland, Russia, Slovak Republic, Slovenia, South Africa, Thailand, Türkiye. 
Panel Unit Root Tests
The first step in econometric analysis is to analyse the time series properties of the data by testing whether the variables are stationary or not. For this purpose, we apply Levin, Lin and Chu-t test, Im, Pesaran and Shin W-stat test, ADF-Fisher Chisquare test and PP-Fisher Chi-square test 2 to the series. The results of these tests are given in Table 5 . In accordance with these results, the levels of all series do not include unit root at 1 percent significance level. This means that levels of these series are stationary. 
Panel Data Analysis
3
Panel data sets provide some advantages over cross-sectional or time series data alone. These advantages are: (1) better control for effects of individual heterogeneity, (2) possible reduction in collinearity among explanatory variables, and (3) increase in efficiency of econometric estimators.
In panel data models, 4 the data set consists of n cross-sectional units, denoted i = 1,……,N, observed at each of T time periods, i = 1,….,T. In data set, the total observation is nT. The basic framework for the panel data analysis starts with the following classical regression model:
where the subscript "i" indexes groups (firms, countries, individuals, etc.), and "t" indexes period, y it is independent variable, α represents the intercept coefficient , x it is the it-th observation on K explanatory variables, ' β represents the vector of slope coefficients, u it is the vector of error term. Most of panel data applications utilise a one-way error component for the disturbances, with
, where it µ denotes the unobservable individual specific effect and it ν denotes the remainder stochastic disturbance term. But, if it utilises a two-way error component for the disturbances, this equation becomes the following form:
, where it λ denotes the unobservable time effect.
In order to apply GLS (generalised least squares) instead of OLS (ordinary least squares), we are in need of testing the model for group wise heteroscedasticity. The Lagrange Multiplier test can be used for this purpose. If homoscedasticity exists in the model, the null hypothesis of equal variances is rejected. According to LM test, one of those effects (individual effect or time effect) should be existed at least when the null hypothesis of equal variances is rejected. On other hand, upon the rejection of the null hypothesis of equal variances, there exists an individual effect as per LM1 test. By the way, this time, upon the rejection of the null hypothesis of equal variances, as per LM2 test, a time effect exists. In accordance with these LM tests, if there is not a time effect, one-way error component model is to be used. Otherwise, two-way error component model is to be used.
A critical assumption in the error correction regression model is that 0
This is important given that disturbances contain individual in variant effects (the µ i ) which are unobserved and may be correlated with the x it . For this purpose, it is better to use Hausman test statistic. 5 Hausman (1978) suggested a specification test of the most commonly used in the model selection process. This test assumes that the individual specific effects are random. It tests for ortagonality of random effects and regressors. Under the null hypothesis of no correlation, both the LSDV model and the GLS model are consistent, but OLS is an inefficient estimator. A large value of the test argues in favour of the Fixed Effects Model (LSDV) and the low value of the test argues in favour of the Random Effects Model. In these cases where the test statistic is smaller than the table value, the argument that the individual effects are uncorrelated with the explanatory variables will not be rejected.
EMPIRICAL RESULTS
1. The Choice Model
According to the result of the LM test, the null hypothesis of equal variances ( 0 :
) is rejected as shown below, in Table 6 . Table 7 . 
The Results of Model
Primarily, for diagnostic purposes, autocorrelation and heteroskedasticity tests applied. According to the results of these tests (as shown Appendix 2 and 3) there aren't any autocorrelation but there are heteroskedasticity problem in the model. In order to solve the heteroskedasticity problem, the estimations were done by "White cross-section standard errors and covariance (d.f. corrected)" in the Fixed Effect Model. The results of Fixed Effect Model are shown in Table 8 . The results indicate that all variables, except for wages, have the theoretically expected signs which are given in Table 4 . Inflation has negative signs and this means if inflation rates decrease, FDI inflows increase in developing countries and transition economies, as expected. On the other hand, as all other variables have positive effects, an increasing in interest rate, growth rate, openness level, the previous period FDI or domestic investment causes to an increasing in FDI inflow to those countries. While the coefficients of variables of inflation, the previous period FDI and interest rates are statistically significant at 1 percent significance level, the coefficient of variables of trade rate is (openness) statistically significant at 5 percent significance level and the coefficient of variables of growth rate is statistically significant at 10 percent significance level. The other, remaining variables of the model are not statistically significant at 10 percent significance level. According to these results, all variables which are included in the model, except for wages and inv variables, are all suggested determinants of FDI inflow to developing countries and transition economies. *Statistically significant at 1 percent significance level. **Statistically significant at 5 percent significance level. ***Statistically significant at 10 percent significance level.
CONCLUSION
The main purpose of this study is to develop an empirical framework to estimate the economic determinants of FDI inflows by employing a panel data set of 17 developing countries and transition economies for the period of 1989:01-2006:04. In our model there are seven explanatory economic variables. They are, respectively, The previous period FDI (the pull factor for new FDI), GDP growth (measures market size), Wage (unit labour costs), Trade Rate (measures the openness of countries), The Real Interest rates (measures macroeconomic policy), Inflation Rate (as country risk and macroeconomic policy), Domestic Investment (Business Climate). Hence, throughout this paper, we especially focused on only the economic determinants (being separated and apart from the other studies in the literature) of FDI inflows to developing countries and transition economies.
The results of our analysis show that FDI is related positively with interest and growth rates, trade (openness) rates and the previous period FDI but inversely related with inflation rates. Finally, it is concluded that the inflation and the interest rates (by means of macroeconomic policy determinants), the rates of trade (openness) and growth (by means of market-related economic determinants) are all the main economic determinants for FDI inflows. Besides, it is also understood that the previous period FDI which is directly related with the host countries economic resources is one of the important economic determinants. Hence, the FDI inflows given high power to the host countries' economies.
APPENDIX 1
The Source: Moosa and Çardak (2006) .
