Modeling seismic wave propagation
Many various numerical methods are available to model seismic wave propagation and we will discuss them first. Afterwards, the issue of seismic wave amplification (site effects) in both linear (weak motion) and nonlinear (strong motion) ranges will then be examined. To analyze seismic wave propagation in 2D or 3D geological structures, various numerical methods are available ( Fig.1) :
 the finite difference method is accurate in elastodynamics but is mainly adapted to simple geometries (Bohlen, 2006 , Frankel 1992 , Moczo 2002 , Virieux 1986 ),  the finite element method is efficient to deal with complex geometries and numerous heterogeneities (even for inelastic constitutive models (Bonilla, 2000) ) but has several drawbacks such as numerical dispersion and numerical damping (Hughes 1987 , Ihlenburg 1995 , Semblat, 2000a and (consequently) numerical cost in 3D elastodynamics,  the spectral element method has been increasingly considered to analyse 2D/3D wave propagation in linear media with a good accuracy due to its spectral convergence properties (Chaljub, 2007 , Faccioli, 1996 , Komatitsch, 1998 ,  the boundary element method allows a very good description of the radiation conditions but is preferably dedicated to weak heterogeneities and linear constitutive models (Beskos 1997 , Bonnet 1999 , Dangla 1988 , Sanchez-Sesma 1995 , 2000b . Recent developments have been proposed to reduce the computational cost of the method especially in the high frequency range (Chaillat, 2008 , Fujiwara, 2000 ,  the finite volume method was recently developed in the field of elastodynamics (Glinsky, 2006) ,  the Aki-Larner method which takes advantage of the frequency-wavenumber decomposition but is limited to simple geometries (Aki 1970 , Bouchon 1989 ,  the scaled boundary finite element method which is a kind of solution-less boundary element method (Wolf, 2003) ,  other methods such as series expansions of wave functions (Liao 2004 , Sanchez-Sesma 1983 . Furthermore, when dealing with wave propagation in unbounded domains, many of these numerical methods raise the need for absorbing boundary conditions to avoid spurious reflections. Since each method has specific advantages and shortcomings (Table I) , it is consequently often more interesting to combine two methods to take advantage of their peculiarities. It is for instance possible to couple FEM and BEM (Aochi 2005 , Dangla 1988 , Bonnet 1999 allowing an accurate description of the near field (FEM model including complex geometries, numerous heterogeneities and nonlinear constitutive laws) and a reliable estimation of the far-field (BEM involving accurate radiation conditions). 
Modeling seismic wave propagation by the Boundary Element Method

Interest of the Boundary Element Method ("BEM")
The main advantage of the method in elastodynamics is the accurate description of the infinite extension of the medium through exact radiation conditions (Bonnet 1999 . In contrast to other discretization methods, there is no need to consider absorbing boundary conditions. The Boundary Element Method involves singular integrals (Bonnet 1999) . There are three main kinds of singularities: (i) weak singularity (i.e. in the ordinary Riemann sense), (ii) strong singularity (i.e. in the Cauchy principal value sense) or (iii) hyper-singularity (i.e. in the Hadamard finite part sense). Strong and hyper-singular integrals have to be converted to regular ones in the regularization of the BEM formulations (Bonnet 1999 , Sladek 1998 . Indeed, weak singularity is not treated by regularization. However, from the point of view of numerical integrations, one should devote a great attention to the evaluation of these integrals because standard integration quadratures fail in accuracy (Beskos 1997 , Dangla 1988 . Therefore each type of singularity has to be treated by appropriate techniques (Bonnet 1993 , Dangla 2005 , Sladek 1998 . It is noticed that the regularization can be performed either before or after the discretization, i.e. in the global or local (intrinsic) coordinate space, as observed in some papers mentioned above. A comprehensive review of BEM in dynamic analysis has been proposed by Beskos (1997) . An example (pressurized cavity in a full space) showing the influence of the regularization process on the numerical solution is proposed in Fig. 2 : the uncorrected solution is very far from the regularized one which matches well the analytical solution (Dangla, 2005) . The main drawback of the BEM is that it leads to full non symmetric matrix systems. For large models, the numerical cost and memory storage requirements may then by huge. Recent researches considered symmetric Galerkin boundary element methods more efficient for large numbers of unknowns (Bonnet 1998) . Current researches try to reduced the number of computations through Fast Multipole formulations initially developed in the field of physics (Fujiwara, 2000 , Chaillat 2008 ). Such alternative approaches are discussed in the following. Comparison of regularized and uncorrected BEM solutions for a pressurized cavity in a full-space: harmonic loading on the cavity wall at two different normalized frequencies =2R/P (Dangla, 2005) .
Fast Multipole formulation for the Boundary Element Method
In the field of physics (Maxwell or Laplace equations), recent advances in boundary element methods lead to a very important decrease of the computational cost. Instead of point to point interaction as in classical boundary element methods, the fast multipole method (Greengard 1998 , Fujiwara 2000 considers interactions between groups of points (cells centered on a multipole, Fig. 3 ) and hence avoids multiple computations of nearly identical terms corresponding to very close points. It is possible to apply this method at a single scale or even at various scales through a multilevel approach. The size of each cell around its multipole depends on the distance to the other cells: the larger the distance between cells, the larger the cells (Fig.3 ). The computations of the singular integrals are then performed through this approach. They are split in an integral on the surface around the singularity and another integral on the complementary distant surface. The first one is estimated using classical regularization techniques, whereas the latter is computed with a fast multipole algorithm (Greengard 1998) . The advantage for the computational cost is very significant since it depends on N 2 for classical methods and on N or NlogN for the fast multipole method (Chaillat 2008) . Furthermore, the computational cost is reduced for both the memory storage and the calculation time. This method allows the analysis of very large problems involving millions of unknowns on a singleprocessor PC (to compare to several tens of thousands previously). Current researches also investigate a fast multipole method well-adapted to the Helmholtz equation and even to elastodynamics (Fujiwara 2000 , Chaillat 2008 ). The fast multipole method then allows the computation of very large models considering a larger number of heterogeneities, a more realistic geometrical representation of geological structures (especially in 3D) as well as higher frequency values (detailed modeling of short wavelengthes amplification). 
Modeling seismic wave amplification by the Boundary Element Method
Amplification of seismic waves in geological structures
The amplification of the seismic motion mainly occurs in alluvial deposits the characteristics of which (geometry, wave velocities) control the amplification process (Bard 1985 , Dobry 1976 , Duval 1998 , Sanchez-Sesma 1983 , Semblat 2000 . Considering the Boundary Element Method, seismic wave amplification (i.e. site effects) can be analyzed numerically taking into account the infinite extension of the medium as well as complex geometrical features. The main phenomena that can be recovered by the BEM models are the following:
 amplification due to the (1D) velocity contrast between soil layers,  focusing effects due to complex layers or free-surface geometries,  basins effects (2D/3D) due the trapped surfaces waves in surficial layers. Significant wave scattering may also be found around strong topographic irregularities such as crests or hills slopes (Bouckovalas 2005 , Paolucci 2002 , Reinoso 1997 , Sanchez-Sesma 1983 ). Such phenomena are called topographic site effects and may aso be studied by the Boundary Element Method. In both case (alluvial basins and topographic irregularities), BEM models in 2D or 3D allow the estimation of the amplification factor of the seismic motion. The BEM formulation can be considered in frequency-domain for long durations and narrow bandwidths (Bonnet 1999 , Dangla 2005 or time-domain for shorter durations and larger bandwidths (Gaul 1999 , Jin 2001 , Manolis 1988 ). Other numerical methods may also be considered as discussed in previous sections (Faccioli 1996 , Glinsky 2006 , Komatitsch 1998 , Moczo 2002 , Virieux 1986 ).
Topographic amplification of seismic waves
The analysis of wave scattering around topographic irregularities has been performed by various authors for canonical configurations (Bouckovalas 2005 , Reinoso 1997 , Sanchez-Sesma 1983 or for actual 2D/3D topographies (Paolucci 2002 , Semblat 2002 . As shown in Fig. 4 in the case of Caracas (Semblat 2002) , the maximum amplification Amax along a complex topography may lead to significant changes in the seismic wavefield. When comparing the top plot at frequency 0.25 Hz to the bottom one (0.35 Hz), these topographic site effects are nevertheless found to be less than those found in alluvial basins. Detailed analyses of such effects are proposed in (Bouckovalas 2005 , Paolucci 2002 ). Bouckovalas and Papadimitriou (2005) proposed empirical laws to estimate the topographic effects for 2D steep crests. For 3D models, efficient numerical methods are needed. Paolucci (2002) studied an actual steep italian site using the Spectral Element Method. Since the development of Fast Multipole BEMs in elastodynamics allows to handle large scale 3D models, several large canonical 3D topographies have been recently studied (Chaillat 2008) . As shown in Figure 5 for an ellipsoidal canyon and an oblique incident plane P-wave (Chaillat 2008) , the FM-BEM solution is in good agreement with previous solutions obtained by Reinoso (1997) example in Caracas, Venezuela (Semblat et al., 2002) .
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3. Figure 5 . Validation of the Fast Multipole BEM from a 3D configuration studied by Reinoso (1997) : diffraction of an oblique plane P-wave by a semi-ellipsoidal canyon (Chaillat 2008) .
(data for various canonical configurations available at http://qsha.unice.fr/)
Amplification of seismic waves in alluvial basins
The amplification of seismic waves in alluvial basins is generally larger than that observed/computed around topographic irregularities (Baise 2003 , Beauval 2003 , Frankel 1992 , Sanchez-Sesma 1995 , Sommerville 1998 ). Since extensive field measurements were performed on Volvi EuroSeisTest, Greece (Bard 2000 , Beauval 2003 , Chavez-Garcia 2000 , Pitilakis 1999 ), BEM models were performed for this site . The numerical results were compared to numerous seismological field data from various earthquake recordings. The Volvi basin is 6km wide and 250m deep. As shown in Figure 6 , the amplification level changes from one frequency to the other. The influence on the amplification process of both the basin geometry and the soil layering were studied in . Since the geometry of the basin is complex, strong focusing effects occur leading to large amplification levels (around 10) at some peculiar frequencies ( Figure 6 ). However, depending on the accuracy of the geological model, the description of the soil layering has a strong influence at higher frequencies ( Figure 6 , bottom right). It has been quantified for a simplified (2 layers) as well as detailed (6 layers) model of the Volvi profile in . The detailed analysis leads to larger amplitude trapped surface waves at higher frequencies.
F1=0.6Hz, A1=2.9 F2=0.8Hz, A2=9.5 F4=1.2Hz, A4=7.5 F6=2.4Hz, A6=7.3 Figure 6 . Seismic wave amplification in the Volvi-EuroSeisTest basin, Greece : BEM simulations at different frequencies Fi and maximum related amplifications.
Modeling seismic wave propagation by the Finite/Spectral Element Method
Numerical wave dispersion
Considering the finite/spectral element method to model seismic wave propagation, as for other numerical methods, two types of numerical errors can be studied (Hughes, 1987 , Chaljub, 2007 , Ihlenburg, 1995 : the relative period error and the algorithmic damping. The relative period error is different from one integration scheme to another (Hughes, 1987) . For wave propagation problems, the relative period error appears in the estimation of wave-velocities and is called numerical dispersion. Seismic wave propagation in a numerical scheme then depends on the element size, the integration scheme, the element type, etc. This phenomenon is called numerical dispersion as a reference to physical dispersion leading to a dependence of the wave-velocity on frequency (Deraemaeker 1999 , Hughes 2008 , Ihlenburg, 1995 , Semblat 2000b . To model wave propagation phenomena by the finite element method or the finite difference method, one has to control the accuracy of the numerical scheme since the numerical error tends to increase during the propagation process. Various theoretical works concern the analysis of the numerical error made in the estimation of the approximated wave number (Deraemaeker 1999 , Hughes 2008 ). For instance, it was shown that there is a cutoff frequency above which there is no propagation at all (Ihlenburg, 1995) . Depending on the frequency of the excitation, the numerical wave propagates slower or faster than the theoretical solution.
It is then necessary to analyze numerical dispersion of seismic waves and precisely quantify the numerical error.
Higher order finite elements vs spectral elements
Numerical wave dispersion is also influenced by the order of the shape functions of the finite elements. Higher order finite elements are for instance known to have a very good precision for elastic-plastic computations. In acoustics and elastodynamics, several theoretical works propose analytical expressions to estimate the numerical dispersion (Deraemaeker 1999 , Ihlenburg, 1995 . Some comparisons between lower order and higher order finite elements to model wave propagation were recently proposed by Hughes (2008) . In Figure 7 , the results from 1D FEM simulations (Semblat 2000b ) are plotted for various shape functions orders. The same number of degrees of freedom is considered in each case. The linear finite elements (Figure 7 , top) are shown to have strong numerical dispersion (numerical wave velocity artificially increased). For quadratic finite elements (Figure 7 , middle), the accuracy is satisfactory when compared to the theoretical delays (vertical dashed lines). Finally, for the higher order finite elements (Figure 7 , bottom), the numerical wave dispersion is very low. These results show that, for the same number of DOFs, the accuracy of higher order finite element for wave propagation simulations is much better. In addition to "classical" higher order finite elements, spectral finite elements have increasingly been studied since their spectral convergence is of great interest for wave propagation simulations (Chaljub 2007 , Faccioli 1996 , Komatitsch 1998 . The spectral elements are generally considered for high order only (4 to 8) since the difference with classical finite elements is not significant below. An evaluation of the cost effectiveness (and accuracy) of both Chebyshev spectral and p-finite elements has been proposed by Dauksher (1999) . 
Modeling linear attenuation
The analysis of seismic wave propagation in attenuating media, such as soils and rocks, raises the need for suitable attenuation models. One of the most common damping model in structural dynamics is the Rayleigh formulation giving a damping matrix as a linear combination of stiffness and mass matrices (Hughes 1987 ). The damping ratio is then minimum for a given frequency and infinite for zero and infinite frequencies ). In the field of structural dynamics, the main advantage of the Rayleigh formulation is that it leads to a diagonal damping marix in the real eigenmodes base (Chopra 2007) . For wave propagation phenomena, the Rayleigh damping formulation is equivalent to a particular rheological model: generalized Maxwell model (Semblat 1997) . For weak to moderate damping values, this equivalence allows an easier and explicit estimation of the two coefficients of the Rayleigh formulation from experimental behaviour parameters. Other types of "matrix based" damping formulations are available such as the Caughey formulation (Chopra 2007 ) corresponding to a generalization of the Rayleigh formulation and allowing complex damping-frequency dependences. Various types of mechanical or rheological viscoelastic formulations were also proposed. Kjartansson (1979) investigated frequency constant attenuation ("CQ") models for wave propagation problems. Day and Minster (1984) considered a Padé approximant to simulate wave propagation in attenuatingmedia. Emmerich and Korn (1987) proposed a rheological model leading to a nearly constant attenuation ("NCQ") in a given frequency range. Carcione et al. (2002) studied a damping formulation based on fractional derivatives and Moczo and Kristek (2005) discussed time domain simulations using rheological models. All these approaches are formulated in the linear range and need, for time domain computations, to deal with memory variables which may be costly. As discussed in the following, nonlinear constitutive laws are often necessary in the case of strong earthquakes.
Radiation conditions at infinity
For finite differences, finite or spectral element methods, it is necessary to take into account the radiation conditions through efficient techniques to avoid spurious wave reflections at the mesh boundaries. It can be done considering absorbing boundary conditions or infinite elements for purely solid (Chadwick 1999) as well as multiphase media (Modaressi 1994) . It is nevertheless difficult for very heterogeneous media (Chammas 2003) . Absorbing layer methods rather try to model the wave attenuation in a thick layer at the medium boundaries (Basu 2003) : the wavefield propagating in the layer is damped according to a onedimensional amplitude decrease law similar to that of an attenuating medium:
This complex valued law leads to an amplitude decrease of the numerical wave along the x-axis. As illustrated in Figure 8 , grazing incidences are related to small horizontal wavenumbers and a limited amplitude decrease will be obtained. This uniaxial law is thus not sufficient to have an optimal absorbing effect in all configurations.
 Filtering PML (Festa 2003 (Festa , 2005 : for shallow numerical models, the classical PML formulation may also amplify surface waves (Figure 8) . A filtering PML formulation (F-PML) has been proposed by Festa and Vilotte (2005) to avoid this problem: It is thus possible to choose the attenuation vector  in order to optimize the absorbing effect depending on the wave type and incidence. Another interest of this formulation is its numerical stability for strongly anisotropic media (Figure 8 ). 
Modeling strong ground motion and non linear effects
To model strong ground motion, it is necessary to combine seismological tools to geotechnical methods involving nonlinear constitutive laws (Heuze 2004) . The nonlinear soil models should reproduce one of the main features of soil dynamic/cyclic behaviour: the shear modulus decreases and the hysteretic damping increases with strain amplitude (Seed 1986 ). Such models are generally considered in the framework of the finite element method and often involve Masing type cyclic behaviour (Bonilla 2000) . The influence of plasticity, confining pressure and pore-pressure build up can also be analyzed with more complex models (Aubry 1982 , Gyebi 1992 , Lade 1977 , Loret 1997 , Mellal 1998 , Park 2004 , Prevost, 1985 . It is then possible to have a deeper insight into the liquefaction processes. More and more strong motion data from well-controlled bore-holes are available and allow comparisons with nonlinear computations. In the last decades, linear (viscoelastic) equivalent models were also extensively used to have a simplified description (i.e. few parameters) of the shear modulus decrease and the hysteretic damping increase (Schnabel 1972) . Simplified models are interesting since they may allow combined seismological/geotechnical computations to simultaneously take into account basin effects at large scales (2D/3D) and nonlinear local effects. Recent researches proposed new simplified models avoiding some drawbacks of equivalent models such as frequency independence (Assimaki 2000 , Kausel 2002 ). As shown in Fig.9 (left), this nonlinear frequency dependent model combines a strain spectrum with the classical G() and () curves. Delépine (2007 Delépine ( , 2009 proposed another alternative: a simple constitutive model generalizing the classical NCQ (Nearly Constant) attenuation model (Emmerich 1987) in the nonlinear range. This extended NCQ model leads to decreasing shear modulus and increasing damping/attenuation. This model allows the analysis of seismic waves propagation from strong earthquakes and may be used at large scales (e.g. alluvial basins). Finally, a crucial issue is the availability of the field/laboratory data to feed and validate such models. 
Conclusion
This paper presents recent results in various research fields related to seismic wave propagation in geological structures. New methods or major improvements of existing methods (staggered grid FD, Finite Volumes, Fast Multipole-BEM) are promising ways to better model seismic wave propagation, amplification and interactions in 3D surficial geological structures. The major advances of current works also concern improved treatments of the radiation conditions for spectral elements/finite elements (absorbing layer methods such as F-PML or M-PML). Another key point is strong seismic motion: recent simplified nonlinear constitutive models allow the analysis of seismic wave propagation from strong earthquakes at large scales. Nevertheless, several topics have not been discussed in this paper: fault mechanics and the influence of fluids (Aochi 2005) , soil-structure interaction (Kham 2006 , Sextos 2003 ) and site-city interaction (Bielak 1999 , Clouteau 2001 , Groby 2005 , Tsogka 2003 , Wirgin 1996 , soil-pile interaction and liquefaction (Brennan 2002 , Takahashi 2005 , etc.
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