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Abstract
Large-scale ab initio calculations of the electric field gradient, which constitutes the electronic
contribution to the electric quadrupole hyperfine constant B, were performed for the 5s25p6s 1,3P o1
excited states of tin, using three independent computational strategies of the variational multicon-
figuration Dirac-Hartree-Fock method and a fourth approach based on the configuration interaction
Dirac-Fock-Sturm theory. For the 5s25p6s 1P o1 state, the final value ofB/Q = 703(50) MHz/b differs
by 0.4% from the one recently used by Yordanov et al. [Communications Physics 3, 107 (2020)] to
extract the nuclear quadrupole moments, Q, for tin isotopes in the range (117−131)Sn from collinear
laser spectroscopy measurements. Efforts were made to provide a realistic theoretical uncertainty
for the final B/Q value of the 5s25p6s 1P o1 state based on statistical principles and on correlation
with the magnetic dipole hyperfine constant A.
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I. INTRODUCTION
Nuclear quadrupole moments, Q, are important characteristics of nuclei that provide a
measure of the deviation of the nuclear charge distribution from a spherical shape. They can
be determined from nuclear, atomic, molecular or solid-state spectroscopies, such as high-
resolution laser spectroscopy [1], muonic or pionic x-ray spectroscopy [2], Nuclear Magnetic
Resonance (NMR) [3, 4], Nuclear Quadrupole Resonance (NQR) [5, 6], Mössbauer measure-
ments [7, 8] or Perturbed Angular Correlation (PAC) of nuclei passing thin foils [9, 10].
Most of these techniques involve the knowledge of the electric field gradient (EFG) due to
the charges of the constituting environment of the considered nuclei. Three compilations of
available Q-values are provided by Raghavan [11], Stone [12], and Pyykkö [13].
In this work, we focus on tin, with an atomic number Z = 50. The proton shells at
this magic number are closed, but the incomplete neutron shells can still induce a Q with
quadratic dependence on the neutron number N , which will not become magic until the
known 132Sn isotope, with N = 82 and nuclear spin I = 0. The nuclear trends of Q and
the charge radii among ten isotopes in the range 117−131Sn, which is below the doubly magic
isotope, have just been published by Yordanov et al. [1]. Continuous, linear and quadratic
trends were found as functions of the mass number for cadmium and tin isotopes, respec-
tively. The Q(Sn)-values published in Ref. [1] were based on measured atomic hyperfine
structures for odd-N isotopes and were obtained by combining the calculated EFG in the
[Pd]5s25p6s 1P o1 state of the neutral atom with the measured electric quadrupole (E2) hyper-
fine coupling constant, B, for each isotope. (Note that [Pd] is used, for brevity, to indicate
the palladium-like core and will be omitted in the following.) The relative accuracy of the
calculated EFG value in the 5s25p6s 1P o1 state is of the order of 7%. The accuracy of the
measured B-values varies, depending on the isotope, between 1.5% for 131Sn and 33% for
125Sn, as reflected in Table 1 of Ref. [1]. As a result, the accuracy of the evaluated “atomic”
Q(Sn)-values ranges between 7% and 34%.
No “pionic” nor “muonic” Q(Sn)-values are available. There exists a quoted value of
−132(1) mb for the I = 3/2, 24-keV Mössbauer state of 119Sn by Barone et al. [14], using
data from 34 solids. A closely similar |Q| value of 128(7) mb was reported by Svane et al. [15].
Moreover, the same 24-keV, I = 3/2 state of 119Sn was observed by Dimmling et al. [16]
using PAC, together with other tin isotopes embedded in elemental Cd, Sn, or Sb. Taking
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their B-measurements at face value and renormalizing to the −132(1) mb value of Ref. [14]
by using the experimental ratio of 2.2(2) from Beloserski et al. [17], we obtain
Q(119Sn, I = 11/2, 90 keV) = −132(1)Q(11/2)
Q(3/2)
= −132(1) · 2.2(2) = −290 mb. (1)
In fact, such a value was already used in the review by Stone [12]. It can be compared with
the Q(119Sn) = −175(4)(12) mb in Yordanov et al. [1], where a direct atomic measurement
was combined with a calculation of the EFG. Thus, some coupling between the PAC and
Mössbauer Q-values and the present “atomic” ones seems possible. We, finally, note that
Ref. [12] gives some Q-values for the even-N isotopes within the range 110−124Sn, and also
130Sn, in various nuclear states. Yet, none of the observed hyperfine interaction constants B
that were used for extracting these Q(Sn)-values have very high accuracy.
The aim of the present paper is to report the details of the atomic calculations of the EFG
values for the 5s25p6s 1,3P o1 excited states in neutral tin. The EFG constitutes the electronic
part of the E2 hyperfine constant B. This electronic contribution is, in Sec. II C, defined
as B/Q ≡ Bel. A well-grounded estimate of the theoretical uncertainties is provided by
evaluating the computed values of both E2 and magnetic dipole (M1) hyperfine structures.
Following the multiconfiguration Dirac-Hartree-Fock (MCDHF) method [18, 19] described
in Sec. IIA, three different computational schemes for optimizing the Dirac one-electron ra-
dial functions were employed. The first optimization strategy, denoted S-MR-MCDHF, is
based on configuration state function (CSF) expansions that were built from single (S)
electron substitutions from a set of multi-reference (MR) configurations, while the second
approach, denoted SrD-SR-MCDHF, is based on CSF expansions produced by S and re-
stricted double (rD) substitutions from a single-reference (SR) configuration. Finally, the
third optimization scheme, named SrD-MR-MCDHF, is similar to the second approach, re-
garding the electron substitutions that build the CSF space, but it is instead applied to a
selected MR. All three approaches include higher-order electron substitutions in the sub-
sequent relativistic configuration interaction steps. The sets of calculations based on the
above-mentioned optimization schemes are, respectively, discussed in Secs. III, IV, and V.
A fourth independent set of calculations was performed using the configuration interaction
Dirac-Fock-Sturmian (CI-DFS) method [20–23] described in Sec. II B, and the respective
values of the computed electronic hyperfine factors are reported in Sec. VI.
The results from all four different approaches are combined to provide theoretical uncer-
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tainties in Sec. VII. Note that the latest of the four independent calculations that are pre-
sented here was carried out after the work by Yordanov et al. [1] had been sent to the printer
and represent new, previously unpublished, results. That being so, in the current paper, the
final B/Q ≡ Bel value for the 5s25p6s 1P o1 state is slightly shifted from 706(50) MHz/b [1]
to 703(50) MHz/b1.
II. THEORY
A. MCDHF-RCI multiconfiguration methods
The principles of the MCDHF method are fully discussed in, e.g., the book by Grant [18]
and the review article by Froese Fischer et al. [19]. With this section, we provide the reader
with a short introduction of the main concepts.
In the relativistic framework, the MCDHF method describes an atomic state function
(ASF), Ψ(γΠJM), as an expansion over a set of jj-coupled relativistic CSFs, Φµ(γµΠJM),
characterized by the parity Π, the total electronic angular momentum J , and the projection
quantum numbers M , i.e.,
Ψ(γΠJM) =
NCSF∑
µ=1
cµΦµ(γµΠJM), where
NCSF∑
µ=1
c2µ = 1. (2)
In the expression above, γµ represents the configuration, the angular momentum coupling
tree, and other quantum numbers that are necessary to uniquely describe each CSF. The
CSFs are built on one-electron Dirac spinors that have the general form:
ψnκm(r, θ, ϕ) =
1
r
 Pnκ(r) Ωκm(θ, ϕ)
i Qnκ(r) Ω−κm(θ, ϕ)
 , (3)
where Ω±κm(θ, ϕ) are the two-component spin-angular functions and {Pnκ(r), Qnκ(r)} are,
respectively, the radial functions of the so-called large and small components with principal
quantum number n and relativistic angular momentum quantum number κ defined as
κ =
 −(l + 1) for j = l + 1/2 (κ negative)+l for j = l − 1/2 (κ positive) , (4)
1Although the electronic contribution B/Q is proportional to the computed EFG value (see also Sec. II C),
in Ref. [1], the quantities EFG and B/Q are used interchangeably.
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where l is the orbital angular momentum quantum number. The quantum number m de-
scribing the Dirac spinors (3) is the projection of the total angular momentum j.
To derive the MCDHF equations, the variational principle is applied on the functional:
F({c}, {P}, {Q}; γΠJ) ≡ 〈Ψ|HDC|Ψ〉+
∑
ab
δκaκbλab Cab, (5)
where the indices a and b, respectively, represent the orbitals naκa and nbκb, which are used
to construct the ASF of Eq. (2). The energy functional is estimated from the expectation
value of the Ne-electron Dirac-Coulomb Hamiltonian
HDC =
Ne∑
i=1
hD(i) +
Ne∑
j>i=1
1
rij
=
Ne∑
i=1
[
c αi · pi + c2(βi − 1) + Vnuc(ri)
]
+
Ne∑
j>i=1
1
rij
, (6)
where Vnuc(ri) is the potential from an extended nuclear charge distribution, α and β are
the 4×4 Dirac matrices, c is the speed of light in atomic units, and p ≡ −i∇ is the electron
momentum operator. Lagrange multipliers λab are introduced for constraining the variations
(δPnκ, δQnκ) to satisfy the orthonormality of the one-electron function, i.e.,
Cab ≡
∫ ∞
0
[Pa(r)Pb(r) +Qa(r)Qb(r)] dr − δnanb = 0, (7)
and to also ensure the orthonormality of the CSFs. The resulting coupled integro-differential
equations have the form
wa
 V (a; r) −c ( ddr − κar )
c
(
d
dr
+ κa
r
)
V (a; r)− 2c2
 Pa(r)
Qa(r)
= ∑
b
ab δκaκb
Pb(r)
Qb(r)
 , (8)
where wa is the generalized occupation number of the orbital a and V (a; r) = Vnuc(r) +
Y (a; r)+X¯(a; r) is the average and central field MCDHF potential built from the nuclear, di-
rect, and exchange contributions that arise from both diagonal and off-diagonal 〈Φµ|HDC|Φν〉
matrix elements. In each κ-space, Lagrange-related energy parameters ab ≡ nanb are intro-
duced to impose the orthonormality constraints (7) in the variational process.
The resulting coupled radial equations are solved iteratively in the self-consistent field
(SCF) procedure. Once the radial functions have been determined, a relativistic config-
uration interaction (RCI) calculation is performed over the set of configuration states to
determine the expansion coefficients cµ for building the next-iteration potentials. The SCF
and RCI coupled processes are repeated until convergence of the total wave function (2) and
corresponding energy, 〈Ψ|HDC|Ψ〉, is reached.
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As mentioned in the introduction, these MCDHF calculations provide the one-electron
orbital basis that can be used to investigate the effect of higher-order electron substitutions
through RCI calculations that use larger CSF spaces. At this subsequent RCI step, the
transverse photon interaction, which reduces to the Breit interaction at the low-frequency
limit, and the leading quantum electrodynamic (QED) corrections are added to the Dirac-
Coulomb Hamiltonian (see Refs. [25, 26] for more details).
The MCDHF method is implemented in the Grasp2K [27] and Grasp2018 [28] com-
puter packages. The description of the numerical methods, virtual orbital sets, electron
substitutions, and other details of the computations can be found in Refs. [19, 27, 29–32].
The wave function representation in jj-coupling is transformed to an approximate repre-
sentation in LSJ-coupling, using the methods and program developed by Gaigalas and
co-workers [33, 34].
B. CI-DFS method
The detailed description of the CI-DFS method can be found in Refs. [20–24]. We resume
hereafter the underlying theoretical background.
1. Dirac-Fock-Sturm orbitals.
Dirac-Fock-Sturm orbitals of a general type ϕj can be obtained as the solutions of the
following eigenvalue problem:
(hD − ε)ϕj = λjW (r)ϕj , (9)
where hD is the one-electron Hamiltonian from Eq. (6),W (r) is the so-called weight function
of the positive sign, ε is a reference energy, and λj is the eigenvalue. Analytic Coulomb
Sturmian functions, introduced in Ref. [35], can be obtained for the non-relativistic H-like
Hamiltonian hD, W (r) = 1/r and ε is equal to the energy of the 1s state. This method of
Sturmian-function generation is equivalent to the charge-quantization formalism, i.e., to the
replacement Z → Z∗j = Z + λj. The Coulomb Sturmian basis has been shown to be a
valuable tool in non-relativistic atomic physics (see, e.g., Ref. [36]).
In the relativistic case, this method fails, since the Dirac equation has no solution for
Z > 137. Therefore, early attempts to define the relativistic Sturmians were based on re-
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writing the Dirac equation for a H-like ion to the second-order equation. Later, more suitable
constructions based on the Dirac equation were proposed by Drake and Goldman [37], by
Grant [38] (L-spinors), and by Szmytkowski [39] (see also references therein).
A much more flexible Sturmian basis can be constructed by solving the Sturm equation (9)
numerically for a general form of the weight functionW (r). In Refs. [20, 21], it was proposed
to use the Hartree-Fock or Dirac-Fock (DF) operator, in non-relativistic and relativistic
cases, respectively, and the following weight function:
W (r) =
[
1− exp(−(βr)2)
(βr)2
]
, (10)
where the parameter β is chosen to speed up the convergence of Sturmian series. In contrast
to the function 1/r, the weight function (10) is regular at the origin. One can also see
that, for λj = 0, the Sturmian function coincides with the reference DF orbital. Since the
weight function W (r)→ 0 at r →∞, all Sturmian functions ϕj have the same exponential
asymptotic behavior at r →∞:
ϕj(r)→ Aj e−
√−2 ε r . (11)
Therefore, all Sturmian functions have approximately the same radial size, which is deter-
mined by the reference energy ε. It is well known that the Sturmian operator is Hermitian
and, in contrast to the Fock operator, it does not contain continuous spectra. Thus, the set
of the Sturmian eigenfunctions forms a discrete and complete orthonormalized basis set of
one-electron wave functions with the weight W (r).
2. One-electron basis
The numerical solution of the Dirac-Hartree-Fock equation in the non-relativistic configu-
ration average (LS-average) approximation [40, 41] yields one-electron radial wave functions
for the occupied (spectroscopic) and low-lying excited orbitals. The remaining virtual or-
bitals with positive energies and all orbitals with negative energies have been obtained by
solving the generalized Dirac-Fock-Sturm equation (9) with the weight function (10) and DF
operator as the one-electron Hamiltonian. The basis constructed in such a way automatically
satisfies the dual kinetic balance condition [42].
The next step is the construction of an orthonormalized set of one-electron wave functions
by the solution of DF equations in the DFS orbital basis. One-electron wave functions
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obtained before by the DF method stay intact, whereas the virtual Sturmian orbitals are
modified to be eigenfunctions of the DF operator and, therefore, they can be used for the
construction of determinants in the configuration interaction (CI) method.
3. The Restricted Active Space concept
In Refs. [43, 44], the Restricted Active Space (RAS) concept for electronic structure
calculations has been proposed. All non-relativistic atomic shells are divided into three
subspaces, namely, RAS1, RAS2, and RAS3. The subspace RAS1 contains the low-lying
occupied orbitals (except for the inactive ones), the subspace RAS2 is built from active
occupied and low-lying valence orbitals, and all other obitals form RAS3.
The non-relativistic configurations are constructed by allowing electron substitutions from
one or a few orbitals. From the subspace RAS1, Nh substitutions are possible to RAS2 or
RAS3, usually at most two. Therefore, the configurations with one or two holes in the
RAS1 shells are included. For RAS2, the substitutions are allowed within RAS2 and to
RAS3, with the total number of substitutions Nex = 2, 3, . . .. The number of substitutions
to subspace RAS3 is limited to Nel electrons, which is usually ≤ 2. Subsequently, from
the list of non-relativistic configurations a list of relativistic ones is built, including all rel-
ativistic configurations that correspond to a given non-relativistic one. For each relativistic
configuration, the CSF set is constructed as linear combinations of Slater determinants,
thus forming a many-electron basis for CI calculations. The substitutions from RAS1 and
to RAS3, which are not expected to contribute much compared to substitutions involving
the subspace RAS2, can also be taken into account by perturbation theory (PT) [24].
C. Hyperfine structure
The hyperfine contribution to the Hamiltonian is represented by a multipole expansion
Hhfs =
∑
k≥1
T(k) ·M(k), (12)
where T(k) and M(k) are spherical tensor operators of rank k in the electronic and nuclear
spaces, respectively. The k = 1 and k = 2 terms represent the M1 and the E2 interactions. In
the fully relativistic approach, the electronic contributions are obtained from the expectation
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values of the irreducible spherical tensor operators [40, 45]
T(1) = −iα
Ne∑
j=1
(
αj · lj C(1)(j)
) 1
r2j
, (13)
and
T(2) = −
Ne∑
j=1
C(2)(j)
1
r3j
, (14)
where l is the electronic orbital angular momentum and C(1),C(2) are the renormalized
spherical harmonics of rank 1 and rank 2, respectively. The EFG, also denoted q [46], is
obtained from the reduced matrix element of the operator (14) using the electronic wave
function of the electronic state in question (see Refs. [30, 45] for details). It corresponds to
the electronic part of the E2 hyperfine interaction constant B. The latter is expressed in
units of MHz and can be calculated using the following equation
B/MHz = 234.9646 (q/a−30 )(Q/b) , (15)
where the EFG, or q, and the nuclear quadrupole moment, Q, are expressed in a−30 and barns,
respectively. We introduce the isotope-independent hyperfine constants of an electronic state
of total angular momentum J as follows
Ael ≡ 1√
J(J + 1)(2J + 1)
〈Ψ||T(1)||Ψ〉 = A
(
I
µI
)
[MHz/µN ] , (16)
Bel ≡ 2
√
J(2J − 1)
(J + 1)(2J + 1)(2J + 3)
〈Ψ||T(2)||Ψ〉 = B/Q [MHz/b] . (17)
In the equations above, we adopted the definition of the reduced matrix element, which
is compatible with the Wigner-Eckart theorem of Edmonds [47], as used in most of the
atomic physics textbooks [48]. The electronic quantities (16) and (17) are closely related to
the hyperfine constants A and B, which can then easily be computed for a given isotope
characterized by the (µI , I, Q) set of nuclear parameters.
III. S-MR-MCDHF CALCULATIONS
In this first set of calculations, the initial approximation of the atomic states was acquired
by using Grasp2018 [28] to perform an MCDHF calculation on expansions that are built
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from a set of reference configurations. For this calculation, we used an equally weighted set
of the 5s25p6s 3P o1 and 5s25p6s 1P o1 configuration states, together with the lowest 5s25p5d
JΠ = 1− state, which is close to the 5s25p6s JΠ = 1− levels. Following [49], mixings with the
5s5p3 configurations were also taken into account, since these were found to strongly influence
the odd levels of Sn I [49]. These configurations – 5s25p6s, 5s25p5d, 5s5p3, represented by
nine CSFs – were treated in the “extended optimal level” (EOL) scheme [50]. As will be
discussed below, the aforementioned set of reference configurations was further extended.
The spectroscopic (occupied) orbitals that took part in the initial MCDHF calculation
were kept fixed in all subsequent MCDHF (and RCI) calculations. As a next step, virtual
orbitals were generated in MCDHF calculations based on CSF expansions that were pro-
duced by allowing single (S) electron substitutions from all spectroscopic orbitals to the
subspace of virtual orbitals. Therefore, we label the method presented in this section as
S-MR-MCDHF, where S stands for the single electron substitutions and MR indicates that
more than one reference configuration were accounted for.
Due to the one-body nature of the hyperfine operators (13) and (14), the S substitutions
are known to play an important role in the calculations of hyperfine structures, which is,
also, in agreement with the perturbative analysis conducted by, e.g., Verdebout et al. [51].
CSFs generated by S electron substitutions interact, i.e., the corresponding matrix elements
of the hyperfine operators are non-zero, with at least one of the CSFs that are built from the
MR configurations. Based on similar arguments, the triple (T) substitutions are quite as
crucial. The T substitutions may be decomposed into single and double (SD) substitutions
followed by S substitutions. This implies that the CSFs built from configurations that differ
by T electron substitutions from the configurations in the MR interact through the one-body
hyperfine operators with the energetically important CSFs that are generated by double (D)
substitutions. By using more than one reference configuration, the current computational
strategy takes into account important D and T electron substitutions from the targeted
5s25p6s configuration.
The sequence of added layers of virtual orbitals were added is given in column 2 of Table I.
In column 3 of the same table, where the label MR3 underlines the number of reference
configurations, the resulting numbers of CSFs, NCSF, are displayed for every additional
virtual orbital layer i. At every step, the previously generated virtual orbitals were kept
fixed and, in the subsequent step, only the newly added virtual orbitals were variationally
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optimized. Hence, the 6p and 4f orbitals that make up the first layer of virtual orbitals were
obtained by keeping the core orbitals fixed, the 7s, 7p, 6d, and 5f orbitals that correspond
to the second virtual orbital layer were generated in the next step by also keeping the 6p
and 4f orbitals fixed, and so forth. Overall, eight virtual orbital layers were built, with the
last virtual orbital layer i = 8 corresponding to the 13s13p12d11f10g9h8i set of orbitals.
Table I: The sequence of the layers of virtual orbitals that were optimized in the S-MR3-MCDHF and
S-MR4-MCDHF calculations. The former optimization scheme is based on S electron substitutions
from the MR3 set of reference configurations, i.e., {5s25p6s, 5s25p5d, 5s5p3}, whereas the latter
scheme also includes the 5s25p7s configuration in the so-called MR4 multi-reference. When all four
configurations are included in the MR, the 7s orbital is part of the spectroscopic orbitals and it is,
thus, placed in parentheses in row 3, which displays the i = 2 virtual orbital layer. In columns 3
and 4, the numbers of generated CSFs, NCSF, are, respectively, given for each of the two different
optimization strategies.
NCSF
i Layers of virtual orbitals MR3 MR4
none (MR) 9 11
1 6p, 4f 2 097 2 479
2 (7s,) 7p, 6d, 5f 4 348 4 820
3 8s, 8p, 7d, 6f , 5g 7 054 7 886
4 9s, 9p, 8d, 7f , 6g 9 759 10 952
5 10s, 10p, 9d, 8f , 7g, 6h 12 563 14 120
6 11s, 11p, 10d, 9f , 8g, 7h 15 367 17 288
7 12s, 12p, 11d, 10f , 9g, 8h, 7i 18 242 20 529
8 13s, 13p, 12d, 11f , 10g, 9h, 8i 21 117 23 770
Following the MCDHF calculations, valence-valence (VV) correlations were ultimately
included in the RCI calculations by also allowing D substitutions of electrons from a smaller
set of valence subshells, i.e., 5s, 5p, 5d, and 6s, to the space of virtual orbitals. D sub-
stitutions from lower-lying subshells were not included to keep the number of CSFs at a
manageable level. The resulting values of the isotope-independent hyperfine constants Ael
and Bel are shown in Fig. 1 with the label S-MR3-MCDHF+RCI.
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Figure 1: The convergence patterns of the electronic hyperfine factors Ael[3P o1 ], Ael[1P o1 ] (left panels)
and Bel[3P o1 ], Bel[1P o1 ] (right panels) as functions of the virtual orbital layers. The radial orbital
basis was obtained by applying two different optimization strategies with respect to the selected
MR configurations. The dashed lines connect the values resulting from the S-MR3-MCDHF op-
timization, where three reference configurations are included in the MR, and the solid lines link
the resulting values from the S-MR4-MCDHF scheme, where the MR was extended to include four
reference configurations. Both sets of values are the results from the RCI calculations that followed
the orbital optimization step. For further details, see text in Sec. III.
In a succeeding set of calculations, the number of reference configurations was extended to
include the 5s25p7s JΠ = 1− configuration in the initial multi-reference optimization of the
spectroscopic orbitals. The sequence of the virtual orbitals that were progressively optimized
is similar to the previous calculations (see Table I). Since, at this point, the 7s orbital is
part of the spectroscopic orbitals, the second virtual orbital layer consists of the 7p, 6d, and
5f orbitals alone. For every additional virtual orbital layer, the resulting numbers of CSFs,
NCSF, are displayed in column 4 of Table I, under the name MR4. Likewise the S-MR3-
MCDHF calculations, these MCDHF calculations were completed with RCI calculations
that included SD electron substitutions from the valence subshells, i.e., 5s, 5p, 5d, 6s, and
13
7s. The respective results of the electronic hyperfine factors are illustrated in Fig. 1 with
the label S-MR4-MCDHF+RCI.
As seen in Fig. 1, the computed electronic hyperfine factors for the two targeted
5s25p6s 1,3P o1 states are effectively converged. For the largest CSF expansions, no notice-
able change is observed between the results from the S-MR3-MCDHF and S-MR4-MCDHF
optimization strategies. That being so, the final results are taken from the largest RCI
calculation using the 13s13p12d11f10g9h8i orbital basis set that was optimized within the
S-MR4-MCDHF scheme (corresponding to 103 403 CSFs). For this first set of calculations,
the final values of the isotope-independent hyperfine constants are:
Ael
[
3P o1
]
= 2 180 MHz/µN ; Bel
[
3P o1
]
= −166 MHz/b ;
Ael
[
1P o1
]
= 174 MHz/µN ; Bel
[
1P o1
]
= 622 MHz/b .
(18)
It is noteworthy that the above-displayed final Ael [3P o1 ] and Bel [1P o1 ] values are significantly
larger than the results of the initial MR3(MR4) calculations that were based only on the
9(11) reference CSFs. The relative discrepancies amount to 19%(19%) and 33%(31%), re-
spectively. The final Ael [1P o1 ] and Bel [3P o1 ] values are, however, surprisingly close to the
MR3(MR4) results.
IV. SrD-SR-MCDHF CALCULATIONS
A. Convergence of the electronic hyperfine structure factors
Experimental data (and state compositions) indicate that the hyperfine constant A is
large for the 3P o1 state and small for the 1P o1 state. Oppositely, the EFG is small, in absolute
value, for the 3P o1 state and large for the 1P o1 state. When spectroscopic data are used for
the extraction of nuclear parameters, only these large values are of interest. Therefore, the
single-reference (SR) calculations of this section focus on the “large” results, presenting only
the electronic hyperfine factors Ael[3P o1 ] and Bel[1P o1 ] ∝ EFG[1P o1 ] in the following Fig. 2 and
Table II.
All calculations were performed together for the targeted 5s25p6s 3P o1 and 5s25p6s 1P o1
excited states. The spectroscopic and virtual orbitals were optimized based on an EOL
energy functional that was built over the CSFs of the two lowest JΠ = 1− levels. The
generation of the wave functions essentially followed the scheme described in our previous
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papers [29, 52, 53]. The virtual orbitals were generated in a series of SCF calculations,
where the virtual orbital set was systematically increased by one layer. Each layer included
one additional virtual orbital of the s, p, d, f , and g angular symmetries. In the very last,
eighth layer, only the s, p, d, and f symmetries were represented. Therefore, the largest
multiconfiguration expansion was built on the 14s13p12d11f11g set of orbitals.
The occupied orbital shells were systematically opened for substitutions, starting from the
5p and 6s valence orbitals and, eventually, opening all occupied orbital shells, down to the
1s core orbital. All virtual orbitals were generated in calculations with single and restricted
double substitutions (SrD), which means (1) unrestricted single substitutions and (2) double
substitutions restricted by the limitation that at most one electron might be substituted from
occupied, closed shells with n < 5. The other (or both) electron(s) must be substituted from
the 5s, 5p, and 6s subshells. The largest expansion contains substitutions from all occupied
orbital shells to eight layers of virtual orbitals of the s, p, d, f , and g symmetries, except
for the very last layer that was limited to lmax = 3 as mentioned above.
The orbitals generated in this first phase were frozen and used in subsequent RCI calcu-
lations that constituted the next two phases of the calculations. The second phase allowed
single and (unrestricted) double substitutions (SD), while the third phase allowed single,
double, and triple substitutions (SDT). For the latter two phases, only six layers of virtual
orbitals were retained, since both Ael[3P o1 ] and Bel[1P o1 ] values saturated at the 7th and 8th
layers of the first phase, as also illustrated in Fig. 2 (see magenta circles). Accordingly, the
Ael[3P o1 ] and Bel[1P o1 ] values resulting from the 6th layer of phase 1 are taken as a reference
and shown in the second row of Table II. In the same table, the first row displays the Ael[3P o1 ]
and Bel[1P o1 ] values from the DHF computation, restricted to two CSFs. The DHF values
differ substantially from the converged values of phase 1, i.e., by 26% and 25%, for Ael[3P o1 ]
and Bel[1P o1 ], respectively. The large deviations from the simplest DHF calculations validate
the significance of electron correlation effects in the computation of the electronic hyperfine
structure factors.
Similarly to any other expectation value, the isotope-independent hyperfine constants
Ael[3P o1 ] and Bel[1P o1 ] are functions of four variables, called “dimensions” in Ref. [29]. These
“dimensions” refer to the number of virtual orbital layers, the virtual space angular momen-
tum, the opened occupied shells, and the number of substitutions, i.e., S, D, T, quadruple
(Q), or higher. In the second, or else SD, phase, the multiconfiguration expansions were
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Figure 2: (Color online) The electronic hyperfine factors Ael[3P o1 ] (in MHz/µN ) and Bel[1P o1 ] (in
MHz/b) obtained in three approximations: the SrD (magenta circles), the SD (green squares), and
the SDT (blue triangles) computational approaches. The symbols represent the results at each
step of the calculations, while the lines are only for the guidance of the eyes. On the x-axes, the
number 0 indicates the DHF computation, the numbers 1-8 represent the consecutive layers of
virtual orbitals developed in the SrD phase of the calculations, and the numbers 10-26 match the
labels of the multiconfiguration expansions presented in the first column of Table II, corresponding
to the calculations performed in the SD and SDT phases. The red straight horizontal line on the
top of the left graph represents the experimental value Aexptel [
3P o1 ] = 2 398 MHz/µN from Ref. [1].
For further details, see text in Sec. IV.
systematically increased in the first three of the “dimensions” above. The resulting values
of the electronic hyperfine factors Ael[3P o1 ] and Bel[1P o1 ] from the SD phase are presented in
Table II as functions of the increasing multiconfiguration expansions. The computed values
are also displayed graphically in Fig. 2, in which the points on the x axis represent the labels
displayed in the first column of Table II. For each labelled calculation, the second column of
Table II gives the principal quantum number n of the deepest orbital shell that was opened
for substitutions. For instance, n ≥ 4 involves substitutions from the 4s, 4p, 4d, 5s, 5p, and
6s orbitals. The third column of the same table provides the active set of orbitals to which
the electron substitutions were allowed.
Saturation of the SD phase is observed for the n ≥ 3→ 12s11p10d9f10g calculation (see
label 24 in Table II). The saturation is demonstrated by comparing the results obtained
from the label-24 calculation with the results obtained from the two larger expansions:
the label-25 calculation, which was extended by one additional virtual orbital layer, and
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Table II: The computed electronic hyperfine factors Ael[3P o1 ] (in MHz/µN ) and Bel[1P o1 ] (in MHz/b)
for various multiconfiguration expansions. The considered CSFs were generated based on SD
(columns 4 and 6) and SDT (columns 5 and 7) substitutions from the opened shells displayed
in column 2 to the active set of orbitals given in column 3. The first row contains the resulting
Ael[
3P o1 ] and Bel[1P o1 ] values from the DHF computation, where only the CSFs of the two targeted
states were considered, and the second row displays the converged results from the SrD compu-
tational phase after the sixth layer of virtual orbitals was added. The labels given in column 1
correspond to the labels used on the horizontal axes of Fig. 2.
Ael[
3P o1 ] (MHz/µN ) Bel[1P o1 ] (MHz/b)
Label open shells active orbital set SD SDT SD SDT
0 phase 1: DHF computation 1 869 607
6 phase 1: SrD virtual layer 6 2 353 757
10 n ≥ 5 8s7p 2 329 2 348 751 756
11 n ≥ 4 7s6p5d4f 2 200 2 268 727 753
12 n ≥ 4 8s7p5d4f 2 192 2 291 723 756
13 n ≥ 4 8s7p5d4f5g 2 180 2 288 722 758
14 n ≥ 4 9s8p 2 335 2 351 753 758
15 n ≥ 4 9s8p5d 2 266 2 330 739 760
16 n ≥ 4 9s8p5d4f 2 185 2 297 722 759
17 n ≥ 4 9s8p5d4f5g 2 173 2 295 720 760
18 n ≥ 4 10s9p6d5f6g 2 163 / 716 /
19 n ≥ 4 11s10p7d6f7g 2 156 / 714 /
20 n ≥ 4 12s11p10d9f10g 2 147 / 712 /
21 n ≥ 3 9s8p5d4f5g 2 170 / 719 /
22 n ≥ 3 10s9p6d5f6g 2 157 / 715 /
23 n ≥ 3 11s10p7d6f7g 2 129 / 709 /
24 n ≥ 3 12s11p10d9f10g 2 094 / 699 /
25 n ≥ 3 13s12p11d10f11g 2 093 / 699 /
26 n ≥ 2 12s11p10d9f10g 2 089 / 698 /
Expt. [1] 2 398(2)
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the label-26 calculation, where substitutions from the n = 2 shells were added. All these
three different expansions yield similar values and, therefore, the expansion with label 24
(n ≥ 3→ 12s11p10d9f10g) was carried over to the SDT phase of the calculations.
In the third phase, involving SDT electron substitutions, we tried to follow a pattern for
generating the multiconfiguration expansions that was similar to the SD phase. However,
the number of the generated CSFs based on T substitutions was growing very rapidly and
the limits of the computational resources available to us were reached before the computed
properties were fully saturated. The results from the SDT phase are presented alongside the
SD results in Table II and graphically in Fig. 2. It should be mentioned that the SDT calcu-
lations included the CSFs produced during both the SrD phase (n ≥ 1→ 12s12p10d9f10g)
and the SD phase (n ≥ 3→ 12s11p10d9f10g).
B. Correlation between Ael[3P o1 ] and Bel[
1P o1 ]
The electronic M1 hyperfine factor Ael appears to be quite sensitive to D and T sub-
stitutions. The dependence of the computed Ael values on the different classes of elec-
tron substitutions, i.e., S, D, and T substitutions, is illustrated in the left graph of Fig. 2.
The overall dependence follows the trends that had been observed in many earlier calcula-
tions [29, 53–58], where the effect of the D substitutions was to decrease the absolute values
of the computed electronic hyperfine factors and the effect of the T substitutions was to
decrease the effect of the D substitutions. In fact, these dependencies are visible in Fig. 2
for both Ael[3P o1 ] and Bel[1P o1 ].
The comparison between the two graphs of Fig. 2 further illustrates the correlation be-
tween the Ael[3P o1 ] and Bel[1P o1 ], which is evident not only in the SrD phase of the calculations
(magenta circles), but also in the case of the SD approximation (green squares). This obser-
vation will be exploited in Sec. IVC as a tool for determining a more reliable value for the
electronic E2 hyperfine factor Bel[1P o1 ]. As seen in Fig. 2, the correlation between Ael[3P o1 ]
and Bel[1P o1 ] is less pronounced in the case of SDT approximation (blue triangles). It appears
that Bel[1P o1 ] is insensitive to T substitutions. However, the comparison between the results
obtained in the SD and SDT approximations shows that the T substitutions are still quite
effective in decreasing the effects of the D substitutions.
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C. Estimating Bel[1P o1 ]
It is often the case that an estimate of an error bar of a calculated expectation value of a
particular atomic property X is based on a calculated value of another atomic property Y .
This situation often occurs when the accuracy of X cannot be easily obtained, while the
accuracy of Y can be obtained from comparison with experiment or by other means. Ex-
amples of such indirect estimations include: error bars of transition rates [59, 60] or isotope
shifts [61, 62] inferred from the accuracy of the corresponding transition energies; error bars
in the calculations of amplitudes involved in parity- and time-reversal symmetry violations
inferred from hyperfine calculations [63, 64]; error bars of E2 hyperfine constants inferred
from calculations of M1 hyperfine constants [29, 53].
In the case of the hyperfine interaction constants, when a series of multiconfiguration ex-
pansions are employed, both Ael and Bel factors exhibit similar and synchronous dependence
on the size of the expansion. This is illustrated in Fig. 2 and in numerous previous calcula-
tions of hyperfine structures [31, 65–68]. Synchronous oscillations that are observed in the
computed Ael and Bel values may be qualitatively explained by comparing two consecutive
multiconfiguration expansions. Within the MCDHF methodology employed in the present
paper, two neighboring multiconfiguration expansions, NCSF(i) and NCSF(i+1), differ by the
presence of an additional i+1 layer of virtual orbitals in the NCSF(i+ 1) expansion. The
orbitals represented in the NCSF(i) expansion are frozen, and only the orbitals included in
the additional i+1 layer are optimized in the SCF procedure described in Sec. II. The addi-
tional layer of virtual orbitals introduces contributions to the expectation values of the M1
and E2 hyperfine operators, and these contributions, in turn, depend on the radial forms
of the additional virtual orbitals. A “layer” is composed of a set of virtual orbitals with
principal quantum numbers increased by one with respect to the previous layer. Each layer
includes orbitals with different angular quantum numbers (typically one orbital per angular
symmetry is represented in each consecutive layer). The evaluation of hyperfine structures
involves radial integrals, in which a radial factor r−3 induces a strong dependence on the
inner part of the electronic orbitals [40, 69, 70], which results in the well known statement
that the hyperfine interaction happens within the innermost one-half of the first oscillation
of one-electron orbitals [71, 72]. This common r−3 dependence of the radial hyperfine inte-
grals for both M1 and E2 interactions, although not immediately obvious from Eqs. (13) and
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(14), may be explained from the different structures of the relevant one-electron matrix ele-
ments [73]. The additional layer of virtual orbitals induces a ∆A shift of the A constant and,
respectively, a ∆B shift of the B constant (for the purpose of this discussion we used the M1
hyperfine constant A and the E2 hyperfine constant B, but the arguments apply similarly
to the isotope-independent hyperfine constants Ael and Bel). From the above considerations
one should expect that these shifts are approximately proportional, i.e.,
∆A/A ≈ ∆B/B. (19)
This may be illustrated in Fig. 8 of Ref. [51], where the curves adip (top right) and bquad
(bottom right) apparently oscillate synchronously as functions of the multiconfiguration
expansion, and in numerous previous calculations of hyperfine structures [31, 65–68].
The above equation may be transformed into a relation in which the calculated values
Acalc and Bcalc are related to the experimental values Aexpt and Bexpt, so that
|Acalc − Aexpt|/Aexpt ≈ |Bcalc −Bexpt|/Bexpt. (20)
The equation above can, then, be used to correct the calculated value of the E2 hyperfine
factor Bel (or the calculated EFG ∝ Bel) by a semiempirical shift arising from the (known)
error in the calculated value of the M1 hyperfine factor Ael.
As already discussed in Sec. IVA, the resulting Ael[3P o1 ] and Bel[1P o1 ] values from the SD
approximation were fully converged, whereas the multiconfiguration calculations involving
SDT substitutions were not entirely saturated due to the exceptionally large CSF expansions.
It should be pointed out that the largest completed SDT calculation, with 4 406 086 CSFs,
took 37 days of wall time on the computer cluster at our disposal (6x96 CPU @ 2.4GHz with
6x256 GB RAM). The next in line, with 17 817 617 CSFs, eventually exceeded the capacity
of that cluster. However, as mentioned in Sec. IVB and illustrated in Fig. 2, Bel[1P o1 ] is rather
insensitive to T substitutions. On this ground, the Bel[1P o1 ] = 760 MHz/b value obtained
from the largest completed SDT calculation is still taken into consideration in the analysis
below for determining the final Bel[1P o1 ] value of the SrD-SR-MCDHF and RCI calculations
described in this section. In the following, the latter result is labeled Bel(SDT).
When applying the semiempirical shift of Eq. (20) to the final results obtained from
the SrD, SD, and SDT calculations described in Sec. IV, three more Bel[1P o1 ] values are
obtained, which are labeled Bel(SrD)shifted, Bel(SD)shifted, and Bel(SDT)shifted, respectively.
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To estimate these three values, the experimental Aexptel [
3P o1 ] = 2 398 MHz/µN value was taken
from Ref. [1]. We ultimately arrive at the following four figures: Bel(SDT) = 760 MHz/b,
Bel(SrD)shifted = 759 MHz/b, Bel(SD)shifted = 800 MHz/b and Bel(SDT)shifted = 793 MHz/b.
By taking their average, we obtain:
Bel[
1P o1 ] = 778 MHz/b. (21)
V. SrD-MR-MCDHF CALCULATIONS
A. Selecting the multi-reference set
In this third approach, we go beyond the single-reference approximation described in
Sec. IV by defining a set of MR configurations. These configurations must be selected so
that they produce a number of CSFs that account for the major electron correlation effects,
or else static correlation [19]. Further, by allowing S and D substitutions of electrons from
the MR configurations, important T and Q substitutions from the targeted 5s25p6s con-
figuration are taken into account. Starting from single-reference SD-MCDHF calculations,
where the two targeted 5s25p6s 1,3P o1 states were optimized according to the EOL scheme, the
LS-composition of the resulting ASFs was analyzed. After allowing, for instance, SD sub-
stitutions from the valence orbitals (n ≥ 5) to a first layer of virtual orbitals, i.e., 7s, 6p, 6d,
and 4f , the LS-composition of each of the targeted states can be seen in Table III. From the
first analysis based on Table III, we, thus, defined an MR that is composed of the following
three non-relativistic configurations: 5s25p6s, 5p36s, and 5s5p5d6s. The above configura-
tions correspond to 17 relativistic CSFs for the JΠ = 1− symmetry. Enlarging further the
MR set would lead to very large CSF expansions that are beyond the reach of the compu-
tational resources that are available to us. For that reason, the MR was restricted to the
three leading configurations.
B. Orbital optimization strategies
The active set of virtual orbitals was systematically increased by one layer, with each
layer i including orbitals with quantum numbers nl equal to (i+ 6)s, (i+ 5)p, (i+ 5)d, and
(i+3)f . Therefore, the last virtual orbital layer i = 9 corresponds to the 15s14p14d12f set of
21
Table III: The LS-composition of the two targeted 5s25p6s 1,3P o1 states after performing initial
SD-MCDHF calculations (see also text in Sec. VA). The percentages of the four most dominant
LS-components are solely displayed, with the first percentage corresponding to the assigned con-
figuration and term.
Pos. Conf. LSJ LS-composition
1 5s25p6s 3P o1 0.761 + 0.186 5s25p6s 1P o + 0.016 5p36s 3P o + 0.010 5s5p5d6s 3P o
2 5s25p6s 1P o1 0.761 + 0.185 5s25p6s 3P o + 0.017 5p36s 1P o + 0.009 5s5p5d6s 1P o
orbitals. The orbital basis was obtained by performing two different sets of MCDHF compu-
tations, which are, respectively, denoted VV-SD-MR-MCDHF and CV-SrD-MR-MCDHF.
The former orbital optimization strategy included SD substitutions from the 5s, 5p, 5d, and
6s valence orbitals of the MR configurations, capturing valence-valenve (VV) correlation
effects. On the other side, the latter optimization strategy allowed SrD substitutions from
the 4d, 5s, 5p, 5d, and 6s orbitals in the MR, with the limitation that there was at most one
substitution from the 4d subshell. All other inner subshells were kept closed. Since the 4d
orbital is considered part of the core, the generated CSF expansions based on the above-
mentioned SrD substitutions further accounted for core-valence (CV) correlation effects.
By using the orbitals optimized in the VV-SD-MR-MCDHF scheme and, for each virtual
orbital layer, performing an RCI calculation based on the CSF expansion that was generated
in the CV-SrD-MR-MCDHF computations, the values of the electronic factor Ael[3P o1 ] were
compared for the two different orbital optimization strategies. The upper left panel of Fig. 3
illustrates the convergence of Ael[3P o1 ] as a function of the number of virtual orbital layers for
both sets of computations; the results from the VV-SD-MR-MCDHF optimization strategy
are represented by RCI-(VV+CV). Although the two approaches exhibit similar trends, the
discrepancies between the resulting Ael[3P o1 ] values strongly suggest to use the CV-SrD-MR-
MCDHF orbital set to perform additional RCI computations (see Sec. VF). After adding
nine layers of virtual orbitals, the absolute discrepancy is ∼ 32 MHz/µN. As will be seen,
this value is much larger than the variations induced by the effects of the “f -limit” and
the reduction of the CSF space, which are, respectively, investigated in the following two
subsections.
22
1 2 3 4 5 6 7 8 9
2000
2040
2080
2120
A e
l [3
Po 1
]  
(M
Hz
/µ
Ν
)
RCI-(VV+CV)
CV-SrD-MR-MCDHF
1 2 3 4 5 6 7 8 9
-144
-140
-136
-132
B e
l [3
Po 1
]  
(M
Hz
/b)
CV-SrD-MR-MCDHF
1 2 3 4 5 6 7 8 9
Virtual layers
180
190
200
210
A e
l [1
Po 1
]  
(M
Hz
/µ
Ν
) CV-SrD-MR-MCDHF
1 2 3 4 5 6 7 8 9
Virtual layers
584
588
592
596
B e
l [1
Po 1
]  
(M
Hz
/b)
CV-SrD-MR-MCDHF
Figure 3: (Color online) The convergence of the electronic hyperfine factors Ael[3P o1 ], Ael[1P o1 ]
(left panels) and Bel[3P o1 ], Bel[1P o1 ] (right panels) with the increasing number of virtual orbital
layers, optimized using the CV-SrD-MR-MCDHF scheme. In the upper left panel, the com-
puted Ael[3P o1 ] values using the CV-SrD-MR-MCDHF scheme (black circles) are compared with
the Ael[3P o1 ] values resulting from the VV-SD-MR-MCDHF orbital optimization strategy and ad-
ditional RCI-(VV+CV) computations, where CV correlation was included (orange triangles). For
details, see text in Secs. VB and VE.
C. The “f-limit”
The angular quantum number l of the orbital basis was limited to lmax = 3 so that
only orbitals up to the f symmetry were included in the computations presented in this
section. The effects of orbitals with higher angular symmetry on the computation of the
electronic hyperfine factors are, generally, known to be small [74]. In the present work, this
was verified by comparing two sets of VV-SD-MR-MCDHF computations that, respectively,
utilized lmax = 3 and lmax = 5 (the latter includes orbitals of the g and h symmetries). The
VV-SD-MR-MCDHF computational scheme results in smaller number of CSFs (compared
to the CV-SrD-MR-MCDHF scheme) and it, therefore, serves better the purpose of this
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subsection, which is to quantify the error f induced by the choice of the “f -limit”.
These VV-SD-MR-MCDHF computations were carried out for the first five virtual or-
bital layers, and the resulting Ahel[3P o1 ] and A
f
el[
3P o1 ] values, respectively, corresponding to
the lmax = 5 and lmax = 3 active spaces, are presented in Table IV. Looking at Ta-
ble IV, after adding five layers of virtual orbitals, the difference between the two sets
of values is ∆Afel[
3P o1 ] = A
h
el[3P o1 ] − Afel[3P o1 ] ' 3 MHz/µN. A similar analysis yields
∆Afel[
1P o1 ] ' 1 MHz/µN, ∆Bfel[3P o1 ] ' 2 MHz/b, and ∆Bfel[1P o1 ] ' 0 MHz/b. The differences
∆Afel and ∆B
f
el are expected to remain almost unvarying as the number of virtual orbital
layers increases further, and when presenting the final results of the computed electronic
hyperfine factors in Sec. VF, the above-mentioned values are assumed to be the corrections
f due to the “f -limit”.
Table IV: The influence of orbitals with g and h angular symmetries on the computation of the
electronic hyperfine factor Ael[3P o1 ]. By, respectively, using lmax = 5 and lmax = 3, the Ahel[
3P o1 ] and
Afel[
3P o1 ] values were computed in MHz/µN for five virtual orbital layers that were optimized in the
VV-SD-MR-MCDHF scheme, and the results are, respectively, shown in columns 2 and 3. In the
last column, the differences ∆Afel[
3P o1 ] = A
h
el[
3P o1 ]−Afel[3P o1 ] are also presented.
Virtual layer Ahel[
3P o1 ] A
f
el[
3P o1 ] ∆A
f
el[
3P o1 ]
1 2 046 2 044 2
2 2 054 2 052 2
3 2 074 2 071 3
4 2 060 2 058 3†
5 2 064 2 061 3
†Note that the roundings were performed
after evaluating the difference.
D. Reduction of CSF space
When we open the 4d subshell to include CV correlation in the CV-SrD-MR-MCDHF
optimization strategy, the number of CSFs grows very rapidly with the increasing active set
of virtual orbitals. It is, then, advisable to restrict the atomic state expansions to CSFs
that interact, i.e., have non-zero Hamiltonian matrix elements, with the ones generated by
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Table V: The effect of reducing the configuration space, to CSFs that interact with the ones that
are part of the MR, on the computation of the electronic hyperfine factor Ael[3P o1 ]. Using the full
and reduced CSF spaces, two different sets of computations were performed, in which nine virtual
orbital layers were optimized in the VV-SD-MR-MCDHF scheme. The numbers of CSFs before
and after the reduction are, respectively, given in columns 2 and 3. The corresponding Afullel [
3P o1 ]
and Aredel [
3P o1 ] values are given in MHz/µN in columns 4 and 5, and their discrepancies ∆Aredel [
3P o1 ]
are displayed in the last column. In the second portion of the table, results from additional RCI-
(VV+CV) computations up to the fifth virtual orbital layer are included.
Virtual layer NCSF NredCSF A
full
el [
3P o1 ] Aredel [
3P o1 ] ∆Aredel [
3P o1 ]
2 4 069 3 192 2 052 2 045 6†
3 8 400 6 518 2 071 2 063 8
4 14 293 11 008 2 058 2 051 7
5 21 748 16 662 2 061 2 053 8
6 30 765 23 480 2 053 2 046 7
7 41 344 31 462 2 054 2 047 8†
8 53 485 40 608 2 049 2 041 7†
9 67 188 50 918 2 049 2 041 7†
RCI-(VV+CV)
2 71 747 57 086 2 007 2 000 8†
3 149 060 122 610 2 047 2 038 9
4 254 485 212 946 2 059 2 051 8
5 388 022 328 094 2 089 2 082 7
†Note that the roundings were performed after evaluating the difference.
the MR configurations. This was done by utilizing the tool rcsfinteract, which is included
in both Grasp2K [27] and Grasp2018 [28] computer packages. Such reduction of CSFs
normally does not bring any major losses in accuracy [75–77].
The effect of limiting the number of CSFs to the “interacting” ones is evaluated by compar-
ing the results from two sets of computations, where for each one the full and reduced CSF
spaces were used. Similarly to the investigation of the effect of the “f -limit”, the electronic
hyperfine factors were computed in the VV-SD-MR-MCDHF scheme, which is computa-
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tionally faster. The resulting Afullel [3P o1 ] and Aredel [3P o1 ] values, respectively, corresponding to
the full and reduced CSF spaces, together with the associated numbers of generated CSFs,
are displayed in Table V. Looking at Table V, we observe that, after building nine layers
of virtual orbitals, the discrepancy ∆Aredel [3P o1 ] = Afullel [3P o1 ] − Aredel [3P o1 ] converges to about
7 MHz/µN. A similar analysis yields ∆Aredel [1P o1 ] ' −5 MHz/µN, ∆Bredel [3P o1 ] ' −1 MHz/b,
and ∆Bredel [1P o1 ] ' 0 MHz/b.
To further evaluate the possible influence that the reduction of the CSF space might
have on CV correlation, additional RCI-(VV+CV) computations were performed including
five virtual orbital layers. The resulting Afullel [3P o1 ] and Aredel [3P o1 ] values from the latter RCI
computations, together with the numbers of the considered CSFs, are displayed in the second
portion of Table V. It is seen that ∆Aredel [3P o1 ] is kept almost unchanged and, thus, unaffected
by CV correlation, and the same applies to ∆Aredel [1P o1 ]. That being so, when inferring the
final values of the computed electronic hyperfine factors Ael in Sec. VF, it is assumed that
the corrections due to the reduction of the CSF space, red, are, respectively, equivalent to
∆Aredel [
3P o1 ] = 7 MHz/µN and ∆Aredel [1P o1 ] = −5 MHz/µN, just as estimated above. On the
other hand, a noticeable increase in the variations of the electronic factors Bel was observed
and, for those, it was concluded that the corrections red equal ∆Bredel [3P o1 ] = −1 MHz/b and
∆Bredel [
1P o1 ] = 1 MHz/b, respectively.
E. Convergence of the CV-SrD-MR-MCDHF computations
The importance of optimizing the orbital basis using the CV-SrD-MR-MCDHF computa-
tional strategy, which also takes into account the polarization of the 4d core orbital through
CV substitutions, was already highlighted in Sec. VB (see also Fig. 3). The purpose of
this subsection is to examine the convergence of the properties of interest within the CV-
SrD-MR-MCDHF approach. In Table VI, the computed excitation energies and electronic
hyperfine factors Ael and Bel of the 1,3P o1 states are given as functions of the increasing active
set of virtual orbitals. As a reference point, the values associated with the initial MR calcu-
lation are also given in the first row of Table VI. One notices that these values are close to
the resulting Ael[3P o1 ] and Bel[1P o1 ] values from the DHF calculations presented in Table II.
Table VI shows that nine virtual orbital layers are required to ensure the convergence of
all computed properties. We note that, in the final atomic state expansion for the J = 1−
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symmetry, the number of CSFs exceeds one million.
Table VI: The convergence of energies and electronic hyperfine factors Ael and Bel for the 1,3P o1 states
after extending the MR orbital basis to include nine layers of virtual orbitals that were optimized
using the CV-SrD-MR-MCDHF scheme. The computed excitation energies of the 3P o1 and 1P o1
states are, respectively, presented in columns 2 and 3, whereas the evaluated energy separations
are displayed in column 4. For comparison, the observed energies are shown at the bottom part of
the table. In each of the columns 5 and 6, the values of the electronic factors Ael[3P o1 ] and Ael[1P o1 ]
are given, and columns 7 and 8, respectively, contain the values of the electronic factors Bel[3P o1 ]
and Bel[1P o1 ]. The last column exhibits the numbers of generated CSFs for every additional virtual
orbital layer.
Energies (cm−1) Ael (MHz/µN) Bel (MHz/b)
Virtual layer 3P o1 1P o1 1P o1 − 3P o1 3P o1 1P o1 3P o1 1P o1 NCSFs
none (MR) 33 301 38 002 4 701 1 869 515 −154 613 17
1 34 327 38 990 4 663 2 044 192 −134 586 16 593
2 34 789 39 323 4 534 2 055 206 −134 586 57 086
3 34 644 39 154 4 510 2 092 179 −135 587 122 610
4 34 587 39 072 4 485 2 109 191 −143 591 212 946
5 34 544 39 020 4 476 2 120 190 −140 596 328 094
6 34 529 39 004 4 475 2 117 188 −140 590 468 054
7 34 521 38 993 4 472 2 121 188 −139 593 632 826
8 34 519 38 987 4 468 2 119 187 −139 590 822 410
9 34 517 38 984 4 467 2 120 186 −139 592 1 036 806
Expt. [78, 79] 34 914 39 257 4 343
At this point, the excitation energies of the 3P o1 and 1P o1 states are well converged and
the predicted energy separation between the two states agrees with the observed value to
within 3% (see column 4 in Table VI). The quality of the obtained energies provides an
initial assessment of the computed electronic hyperfine factors, which, as seen in Table VI,
are also effectively converged. The convergence patterns of the Ael[3P o1 ], Ael[1P o1 ], Bel[3P o1 ],
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and Bel[1P o1 ] values with respect to the increasing number of virtual orbital layers are also
illustrated in Fig. 3. One should bear in mind that the y-axes in the two right-hand side
graphs of Fig. 3 span a considerably smaller range of values compared to the graphs on the
left side. That being so, once the sixth virtual layer has been added, the convergences of
the Ael and Bel factors should be considered equally smooth.
F. Final CV-SrD-MR-MCDHF + RCI computations
After ensuring the convergence of the computed properties within the CV-SrD-MR-
MCDHF orbital optimization scheme, a final RCI computation was carried out, in which the
atomic state expansions were augmented to include CSFs accounting for additional electron
correlation effects. Due to limited computational power, the CSF space must be generated
so that the most dominant correlation effects are, first and foremost, efficiently captured.
To assess the relative importance of the various correlation effects on the computation of the
electronic hyperfine factors, preliminary RCI computations, which used the 10s9p9d7f set
of orbitals optimized within the CV-SrD-MR-MCDHF scheme, were performed, and their
results are discussed below.
VV and some CV electron correlation effects were already captured during the optimiza-
tion of the orbital basis. To also account for core (C) and core-core (CC) correlation effects,
inner subshells were progressively opened to allow substitutions of electrons to the 10s9p9d7f
active set of orbitals. At first, additional D substitutions were allowed from the 4d subshell.
Then, S substitutions from inner core subshells were gradually considered, starting from the
4p subshell and eventually opening all occupied subshells down to the innermost 1s core
orbital. Further CV correlation effects were considered by allowing rD substitutions from
the n ≥ 4 orbitals with the limitation that there is maximum one substitution, initially, only
from the 4p orbital, and then, also from the 4s orbital. For every additional type of elec-
tron substitutions described above, RCI computations using the respective CSF expansions
were performed. For each of these RCI computations, the resulting values of the electronic
hyperfine factors Ael and Bel are shown in Table VII.
Looking at Table VII, the D substitutions from the 4d orbital are clearly the most im-
portant to consider for the final RCI computation. The S substitutions from np orbitals
also have a rather substantial effect, although it becomes less significant as n decreases. All
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Table VII: The effect of different types of electron substitutions on the computation of the electronic
hyperfine factors Ael and Bel for the 1,3P o1 states. The reference values displayed in the first line
were computed after optimizing four virtual orbital layers using the CV-SrD-MR-MCDHF scheme
(maximum one hole allowed in the 4d orbital). Contributions from additional substitutions were
evaluated in subsequent RCI computations, in which the configuration space was enlarged by,
first, including D substitutions from the 4d orbital and, then, progressively adding S substitutions
from the 4p orbital down to the 1s orbital. In the last portion of the table, contributions from
CV correlation effects were evaluated in RCI computations, where the configuration space was
generated by allowing SrD substitutions from n ≥ 4 orbitals with the restriction that there was at
most one substitution, initially, only from the 4p orbital, and then, from the 4s orbital as well.
Ael (MHz/µN) Bel (MHz/b)
Subst. Orbital 3P o1 1P o1 3P o1 1P o1
SrD 4d 2 109 191 −143 591
SD 4d 1 996 308 −149 605
+ S 4p 2 058 332 −166 671
+ S 4s 2 062 379 −166 671
+ S 3d 2 061 379 −167 672
+ S 3p 2 081 387 −170 684
+ S 3s 2 086 389 −170 684
+ S 2p 2 094 392 −170 687
+ S 2s 2 097 389 −170 687
+ S 1s 2 099 388 −170 687
SD 4d 1 996 308 −149 605
+ SrD 4p 2 087 334 −164 674
+ SrD 4s 2 095 378 −164 675
S substitutions from ns orbitals are less important, but computationally cheap, and they
were, thus, considered in the CSF expansion of the final RCI computation. Looking at the
last portion of Table VII, one realizes that the CV correlation effects from both 4p and 4s
subshells are important. However, our computational resources allowed us to include rD
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substitutions only from the 4p orbital, and not from the 4s orbital, when constructing the
final expansions of the atomic states.
The final RCI computation was carried out by applying the above-mentioned rules of
electron substitutions to the largest active set, corresponding to the 15s14p14d12f set of
orbitals. The number of CSFs in the final expansions was 3 583 001. In Table VIII, the
concluding values of the electronic hyperfine factors Ael and Bel are presented together with
the corrections red and f , respectively, induced by the reduction of the configuration space
(see Sec. VD) and by the omission of l ≥ 4 orbitals in the active set (see Sec. VC).
Table VIII: The resulting values of the electronic hyperfine factors Ael and Bel for the 3P o1 and 1P o1
states from the final CV-SrD-MR-MCDHF+RCI computations. The corrections red and f are
further added to account for reducing the active space to configurations that interact with the MR
and for limiting the angular quantum number l of the orbitals basis to lmax = 3 .
Ael (MHz/µN) Bel (MHz/b)
3P o1
1P o1
3P o1
1P o1
Final RCI 2 169 409 −173 716
+ red 2 176 404 −174 717
+ f 2 179 405 −172 717
G. Sensitivity to orbital bases and CSF expansions
As seen in the previous sections, different calculations based on the same general method,
the MCDHF method, and performed with the same program, the Grasp2018 package, lead
to different results. The Ael[3P o1 ], Bel[3P o1 ], and Bel[1P o1 ] values are in agreement within
a relative error of approximately 10%, while the Ael[1P o1 ] values differ significantly. The
differences in the S-MR-MCDHF, SrD-SR-MCDHF, and SrD-MR-MCDHF approaches lie
in the choice of their respective orbital bases and CSF expansions, each with its benefits
and drawbacks. In this subsection, we investigate the sensitivity of the SrD-SR-MCDHF
and SrD-MR-MCDHF approaches by arbitrarily interchanging their orbital bases and CSF
expansions.
Each of the above-mentioned methods provides the final results by ultimately performing
RCI computations. As explained before, the largest RCI expansion in the CV-SrD-MR-
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Table IX: The electronic hyperfine factors Ael and Bel for the 3P o1 and 1P o1 states, computed for
six different combinations of orbital basis sets and CSF spaces. The SrD-SR-MCDHF and SrD-
MR-MCDHF computational approaches are compared by expanding the total wave function over
the largest CSF expansion of the one method and using the orbital basis of the other method.
Adjustments were made in the CSF expansions due to the specific properties of the orbital bases
obtained in the two different approaches. For details, see text in Sec. VG.
Ael (MHz/µN) Bel (MHz/b)
Orb. basis CSF expansions 3P o1 1P o1 3P o1 1P o1 Bel[3P o1 ]/Bel[1P o1 ]
SrD-MR SrD-MR 2 179 404 −172 717 −0.240
SrD-SR SrD-SR 2 295 285 −190 760 −0.250
SrD-MR SrD-SR(spdf limit) 2 303 289 −188 739 −0.254
SrD-SR SrD-SR(spdf limit) 2 297 289 −190 722 −0.263
SrD-MR SrD-MR(6 layers) 2 161 396 −172 709 −0.243
SrD-SR SrD-MR(6 layers) 2 168 342 −194 718 −0.270
MCDHF method accounts for electron substitutions to the 15s14p14d12f set of orbitals
including S substitutions from all occupied orbitals, D substitutions from the 4d, 5s, and
5p subshells, and rD substitutions from the 4p subshell. The SrD-SR-MCDHF approach
allows all D and T substitutions from orbital shells with n = 4, 5, and 6 to three layers of
s and p virtual orbitals and to one layer of d, f , and g virtual orbitals. This was merged
with the CSFs generated by allowing SrD substitutions from all core subshells to six layers
of s, p, d, f, and g virtual orbitals. These results are presented in Table IX under the labels
SrD-MR/SrD-MR and SrD-SR/SrD-SR, for the SrD-MR-MCDHF and SrD-SR-MCDHF
approaches, respectively (where the notation X/Y defines the orbital basis from X and CSF
expansion from Y). Two additional sets of computations were performed: one combining
the SrD-SR-MCDHF orbital basis and the SrD-MR-MCDHF CSF space (see SrD-SR/SrD-
MR in Table IX) and one combining the SrD-MR-MCDHF orbital basis and the SrD-SR-
MCDHF CSF space (see SrD-MR/SR-SrD in Table IX). Minor changes in the CSF spaces
were required, e.g., the SR active space was restricted to the s, p, d, and f symmetries as the
MR orbital basis is limited to lmax = 3 and the SrD-MR-MCDHF CSF space was limited to
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only six virtual layers.
Table IX shows that the results are consistent, although far to be in perfect agreement.
The effect of replacing the orbital set for a given electron correlation model (i.e., for a
given CSF expansion) is (surprisingly) small, which is reassuring. The largest discrepancies
between the two models (SrD-SR-MCDHF and SrD-MR-MCDHF) are observed for Ael[1P o1 ]
(40%) and Bel[3P o1 ] (10%). The extreme sensitivity of Ael[1P o1 ] is expected, as shown in
Appendix A utilizing the framework of non-relativistic theory. A similar analysis for the
Bel[3P o1 ]/Bel[1P o1 ] ratio reveals a steadier value, which can be derived from a simple 3P o− 1P o
mixing. This analysis is consistent with the Bel[3P o1 ]/Bel[1P o1 ] ratios presented in Table IX
and the computed Bel[3P o1 ]/Bel[1P o1 ] ratio from the final Bel values given by Eq. (18) in
Sec. III. The values of all these ratios range from −0.240 to −0.270, which is in excellent
agreement with the experimental value: −0.25(2) [1].
VI. CI-DFS CALCULATIONS
In this last set of calculations, which is based on the CI-DFS theory, we used for all
Sturmian functions the same reference energy, namely, that of the 5s state. All orbitals up
to 3d form the occupied shells’ space RAS1, orbitals with n = 4, 5 and the 6s, 6p orbitals
belong to the active space RAS2, and orbitals from 6d and beyond form the open shells’
space RAS3. To assess the uncertainty of the calculations presented in this section, we
performed a series of calculations using an increasing orbital basis set. SD substitutions
from the occupied shells’ space and from the open shells’ space, i.e., Nh = Nex = Nel = 2
(see Sec. II B 3 for their definition), were included in the calculations, leading to a large
number of configurations and huge matrices for the numerical diagonalization. By freezing
the 1s, 2s, and 2p states, and by using PT to build low-lying closed shells and highly-excited
states, we were able to extend the one-electron basis to the 12s11p10d9f set of orbitals. For
the three smallest orbital basis sets, T substitutions into RAS2, i.e., Nex = 3, were also
included, however, their influence turned out to be smaller than the uncertainty level we
aim at.
For each virtual orbital layer that was used in the CI-DFS calculations, the corresponding
orbital basis set, numbers of configurations and computed energy separations ∆E between
the targeted 3P o1 and 1P o1 states are listed in Table X. One can see that the resulting energy
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Table X: The numbers of configurations and the resulting energy separations between the targeted
3P o1 and 1P o1 states for each virtual orbital layer used in the CI-DFS calculations. Two approaches,
the direct (full basis) and the one based on perturbation theory (PT), were implemented. NNonRel
stands for the numbers of non-relativistic configurations, and when followed by “(PT)”, the numbers
of configurations built using PT are also displayed in parentheses, NTotal indicates the total numbers
of relativistic configurations, and the energy separations ∆E = E[1P o1 ]−E[3P o1 ] are given in cm−1.
The numbers of virtual orbital layers that are given in the first column correspond to the labels
used on the horizontal axes of Fig. 4, and the respective orbital basis sets are displayed in column 2.
See also text in Secs. II B and VI.
Virtual Orbital NNonRel NTotal ∆E (cm−1) NNonRel (PT) NTotal ∆E (cm−1)
layer basis set Full basis Perturbation theory
1 6s5p4d 73 425 4 537 41 (16) 247 4 538
2 6s5p5d4f 335 3 267 4 868 188 (74) 1 897 4 868
3 7s6p5d4f 749 6 915 4 930 421 (166) 4 019 4 930
4 7s6p6d5f 1 315 13 761 4 880 740 (292) 7 993 4 880
5 8s7p6d5f 2 033 20 425 4 888 1 145 (452) 11 869 5 102
6 8s7p7d6f 2 903 31 275 4 859 1 636 (646) 18 167 5 069
7 9s8p7d6f 3 925 40 955 4 858 2 213 (874) 23 797 5 279
8 9s8p8d7f 5 099 55 809 4 842 2 876 (1 537) 32 419 5 268
9 10s9p8d7f 6 425 68 505 4 848 3 625 (2 286) 39 803 5 495
10 10s9p9d8f – – – 4 460 (3 121) 50 749 5 508
difference ∆E = E[1P o1 ] − E[3P o1 ] from the direct (full basis) calculations is well converged,
in contrast to the PT calculations, where the ∆E value is not saturated. By constructing
the reduced one-particle density matrix, one can calculate the isotope-independent M1 and
E2 hyperfine splitting constants, respectively, given by Eqs. (16) and (17). For both non-
PT (solid circles) and PT (empty circles) bases, the convergence patterns of the isotope-
independent hyperfine constants Ael[3P o1 ], Ael[1P o1 ], Bel[3P o1 ], and Bel[1P o1 ] are shown in Fig. 4.
It is seen in the figure that the electronic E2 hyperfine factors Bel are more sensitive to
variations of the orbital basis set, in comparison to the electronic M1 hyperfine factors
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Figure 4: The convergence of the electronic hyperfine factors Ael[3P o1 ] , Ael[1P o1 ] (left panels) and
Bel[
3P o1 ], Bel[1P o1 ] (right panels) with the increasing number of virtual orbital layers, optimized by
employing the CI-DFS method. The solid circles represent the results from the direct(full basis)
calculations, while the empty circles illustrate the values obtained using perturbation theory (PT).
The numbers of virtual orbital layers on the x-axes are equivalent to the numbers given in column 1
of Table X. For more details, see text in Secs. II B and VI.
Ael, and for that reason, their theoretical uncertainties are larger. In addition, we observe
that the results from the non-PT and PT calculations progressively diverge as the number
of virtual PT orbitals increases. That being so, and taking also into account the weaker
stability of the PT energy separation value, the results from the perturbative treatment can
only be used for estimating the theoretical error bars (see Sec. VII), and not for extending
the basis further. The final results of the CI-DFS calculations are based on the largest
non-PT orbital basis set (corresponding to the 10s9p8d7f set of orbitals) and are shown
below:
Ael
[
3P o1
]
= 2 082 MHz/µN Bel
[
3P o1
]
= −202 MHz/b ;
Ael
[
1P o1
]
= 294 MHz/µN Bel
[
1P o1
]
= 693 MHz/b .
(22)
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VII. FINAL VALUE AND EVALUATION OF ACCURACY
In Secs. III–VI, four different computational approaches for evaluating the electronic hy-
perfine factors Ael and Bel of the 1,3P o1 excited states in neutral tin were presented. In this
section, we solely focus on the Bel[1P o1 ] value that can be used to extract the quadrupole mo-
ments, Q, of tin isotopes for which spectroscopic data are available. The four independent
sets of calculations yielded four individual values of Bel[1P o1 ]. In summary, we obtained
Bel[
1P o1 ] = 622 MHz/b from the S-MR-MCDHF calculations (see Eq. (18) in Sec. III),
Bel[
1P o1 ] = 778 MHz/b from the SrD-SR-MCDHF calculations (see Eq. (21) in Sec. IV),
Bel[
1P o1 ] = 717 MHz/b from the SrD-MR-MCDHF calculations (see Table IX in Sec. V), and
Bel[
1P o1 ] = 693 MHz/b from the CI-DFS calculations (see Eq. (22) in Sec. VI). We ultimately
arrive at Bel[1P o1 ] = 703 MHz/b by taking the average of these values.
As a crude estimate of the uncertainty of the concluding Bel[1P o1 ] value, we can consider
the half-range of the aforementioned individual results, i.e., 78 MHz/b. Yet, if one wants
to be in a position to discuss atomic, or nuclear, properties and their underlying physics,
a rigorous assessment of the uncertainties of the computed values is required. In recent
years, atomic physicists have been putting great efforts into providing reliable uncertainties
on their theoretical results [53, 80–83]. In line with these efforts, the following subsections
take into account a number of considerations to determine the accuracy of the final Bel[1P o1 ]
value. Some of these considerations are only applicable to one (or more) particular set(s)
of calculations (see Sec. VIIA), while others are analogously applied to all four separate
results (see Sec. VIIB). Statistical principles are implemented (see Sec. VIIC), and former
outcomes from computations of electronic hyperfine factors, regarding atomic states with
electronic structure similar to the structure of the 5s25p6s 1,3P o1 states in Sn I, are also used
as an estimate of the accuracy of the Bel[1P o1 ] value deduced in this work (see Sec. VIID).
A. Model-specific uncertainties
In each of the four independent approaches that were discussed in the previous sections,
the wave functions (radial orbitals and configuration mixing coefficients) that describe the
atomic states were obtained based on various approximations with respect to the orbital basis
and the list of configuration states. In Sec. VG, the sensitivity of the SrD-SR-MCDHF+RCI
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and SrD-MR-MCDHF+RCI results to the orbital basis was investigated by combining the
radial orbital basis obtained in one of these two computational approaches with the CSF
expansions used in the RCI computations of the other approach. As seen in Table IX, these
combinations gave rise to Bel[1P o1 ] values that range from 709 MHz to 760 MHz/b. The half-
range of these values yields an uncertainty of 26 Hz/b. Further, in the CI-DFS calculations,
the electronic hyperfine factors were computed using both non-PT and PT orbital bases.
The comparison between the non-PT and PT results for different orbital basis sets suggests
an uncertainty of 70 MHz/b in the deduced value of Bel[1P o1 ]. Lastly, in the instance of
the SrD-SR-MCHDF calculations, the outcome for the Bel[1P o1 ] value is the average of four
separate values. One can, thus, assume an error bar corresponding to the half-range of these
values, i.e., 20 MHz/b.
B. Difference between the theoretical and experimental Ael values
The deviation of the calculated M1 hyperfine constant from the experimental value,
Atheor - Aexpt, is often assumed to be a measure of the overall accuracy of the hyperfine
structure calculations [29, 53, 84]. In Sec. IVC, the experimental Aexpt[3P o1 ] value was used
to accordingly shift the resulting Bel[1P o1 ] values from all three approximations, i.e., SrD,
SD, and SDT, that were used in the SrD-SR-MCDHF+RCI calculations. Considering only
the Bel[1P o1 ] result from the most extensive SDT calculation and evaluating the difference
Bel(SDT)−Bel(SDT)shifted yields an error estimate of 32 MHz/b. When applying this shift
to the final results of the remaining calculations, we acquire three more error bars; 54 MHz/b
from the S-MR-MCDHF calculations, 64 MHz/b from the SrD-MR-MCDHF calculations,
and 91 MHz/b from the CI-DFS calculations.
C. Statistical standard deviation
The individual results provided by the four independent sets of calculations could be
regarded as a statistical sample and, in that case, the average value µ and the standard
deviation σ can be evaluated. For the {622, 693, 717, 778} set of Bel[1P o1 ]-values, it is
µ ± σ = 703 ± 56 MHz/b, which positions Bel[1P o1 ] between 591 MHz/b and 815 MHz/b
within the 2σ condition (95%). In this manner, we obtain another uncertainty estimate
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equivalent to 56 MHz.
D. Zinc analogy
In a recent paper [53], the quadrupole moment Q(67Zn) was evaluated based on 11 in-
dependent multiconfiguration calculations of the EFG ∝ Bel for the 4s4p 3P o1 and 4s4p 3P o2
states in Zn I. The final accuracy of the calculated EFGs was estimated using the scatter
of the individual results of these 11 calculations, resulting in a relative error of about 8%.
The valence structure of the 4s4p 3P o1,2 states in neutral zinc is quite similar to the structure
of the 5s25p6s 1,3P o1 tin states, which are of interest in this work; in both cases, there are
two electrons outside the closed shells, and the orbitals of these valence electrons have sim-
ilar angular symmetries. Thereby, one expects that, for atomic calculations using similar
computational approaches, the relative error bars of the computed hyperfine factors will be
comparable. Adopting the 8% relative error bar, an uncertainty of 56 MHz/b is inferred for
the Bel[1P o1 ] value deduced in the present paper.
E. Final accuracy
The considerations above lead to diverse error bars, which, according to the order of their
appearance in the text, are (in units of MHz/b): 78, 26, 70, 20, 32, 54, 64, 91, 56, and
56. The largest of these uncertainties, i.e., 91 MHz/b, places Bel[1P o1 ] between 521 MHz/b
and 885 MHz/b within the 2σ condition, which is a rather conservative choice. On the other
hand, the smallest of all these error estimates, i.e., 20 MHz/b, positions Bel[1P o1 ] between
663 MHz/b and 743 MHz/b within the 2σ condition. This interval does not overlap with
all individual Bel[1P o1 ]-values resulting from the four independent sets of calculations and
therefore, such an error bar is not appropriate. Assuming that some of the obtained error
bars possibly overestimate the uncertainty in our concluding Bel[1P o1 ] value, and that a few
others might underestimate it, we believe that the rounded value of 50 MHz/b is a reasonable
choice. The final result of the present paper, then, becomes
Bel[
1P o1 ] = 703 ± 50 MHz/b , (23)
localizing Bel[1P o1 ] between 603 MHz/b and 803 MHz/b with 95% confidence. Comparing
the value above with the Bel[1P o1 ] value resulting from the simplest DHF calculation yields
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a difference of ∼ 17%, which is significantly higher than the (50/703 ') 7% uncertainty
claimed in this work.
VIII. QUADRUPOLE MOMENTS
The computed Bel[1P o1 ] ∝ EFG value can be used to deduce the nuclear quadrupole
moments Q(ASn) = B/Bel of the tin isotopes for which the E2 hyperfine constant B was
measured. The Bel value resulting from the present multiconfiguration calculations was
recently employed by Yordanov et al. [1] to extract the nuclear quadrupole moments of
odd-A tin isotopes. As mentioned in the introduction, the final value of the EFG for the
5s25p6s 1P o1 state has been slightly shifted from 706(50) MHz/b that was reported and used
in Ref. [1] to 703(50) MHz/b in the present paper. The Q-values listed in the last column
of Table 1 in Ref. [1] should, therefore, be increased by a factor of 706/703.
For a few tin isotopes, more than one experimental values of E2 hyperfine constants are
available, allowing us to compare the extracted quadrupole moments. The E2 hyperfine
constant B[1P o1 ] for the I = 5/2 state of 109Sn was measured independently in Refs. [1, 89],
and their results are, respectively, B[1P o1 ] = 212.0(27.0) MHz and B[1P o1 ] = 154(5) MHz. In
Ref. [89], the computed Bel[1P o1 ] = 596 MHz/b value is also available, despite the fact that
they used the data related to the 3P o1 state, i.e., B[3P o1 ] = −43.0(12.0) MHz and Bel[3P o1 ] =
−138 MHz/b, to extract the quadrupole moment Q(109Sn) = 310(100) mb. By combining
the experimental B[1P o1 ] result of Ref. [1] with the presently computed Bel[1P o1 ] = 703(50),
we obtain Q(109Sn) = 219(7)(16), which significantly differs from the above-mentioned value
of Q(109Sn) = 310(100) mb. These two quadrupole moments merely overlap with each other
due to the large uncertainty of 100 mb in the latter value. Further, the Bel[1P o1 ] value
given in Ref. [89] barely overlaps with the present Bel[1P o1 ] value, which strengthens the
need for re-computing the electronic hyperfine factors by using state-of-the-art programs
and performing large-scale calculations.
Finally, taking the 119Sn isotope as an example, we propose
Q(119Sn) = −0.176(4)(12) b , (24)
where (12) represents the theoretical uncertainty of 7% of the Bel[1P o1 ] deduced in this work
and (4) represents the experimental uncertainty of the measured B[1P o1 ] in Ref. [1]. We
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notice that the theoretical uncertainty suggested above is about three times larger than the
experimental uncertainty. In the previous section, a number of considerations was taken
into account to provide a well-grounded estimate of the theoretical uncertainties in our final
Bel[
1P o1 ] value. Nonetheless, one should always remain cautious towards error estimates
of electronic hyperfine factors deduced from atomic calculations and of the corresponding
error bars in the evaluated nuclear quadrupole moments Q. The element bismuth is a good
example of the difficulties in estimating such error bars. Table I in Ref. [66] lists the proposed
values of the nuclear quadrupole moment Q for the 209Bi isotope. The error bars of several
of those values not only do not overlap, but they do not even touch each other (to make all
of the error bars overlap, the relative uncertainties would have to exceed 50%). We should,
however, also note here that the valence structure of the tin atom is less complicated and
less demanding computationally than the valence structure of the bismuth atom, and we are
confident enough that the deduced error bars in this paper are trustworthy.
IX. CONCLUSIONS
We presented the details of the theoretical calculations of the isotope-independent elec-
tric quadrupole hyperfine constant Bel ∝ EFG, which was recently used to extract nuclear
quadrupole moments, Q, of tin isotopes [1]. Four independent computational approaches
were employed to finally provide the value of Bel = 703(50) MHz/b for the 5s25p6s 1P o1 ex-
cited state of Sn I. Three of these approaches were based on the variational MCDHF method
as implemented in the Grasp packages, whilst the fourth approach relied on the CI-DFS
theory. The convergence of Bel[1P o1 ] was monitored as the CSF expansions were enlarged
by allowing single, double, and, depending on the correlation model, also triple, electron
substitutions from the reference configuration(s). Efforts were made to provide a realistic
theoretical uncertainty for the final Bel[1P o1 ] value by accounting for statistical principles, the
correlation with the isotope-independent magnetic dipole hyperfine constant Ael, and previ-
ous calculations of electronic hyperfine factors on systems with electronic structure similar
to that of Sn I.
The deduced relative accuracy of the present atomic ab initio calculations of the EFGs
is of the order of 7%, leading to even larger uncertainties in the extracted Q(Sn)-values due
to the uncertainty in the measured B. This level of accuracy is certainly inferior to the de-
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duced Q(Sn)-values from the solid-state density functional calculations performed by Barone
et al. [14], which are about an order of magnitude more accurate. In general, the accuracy
of the atomic ab initio calculations of EFGs strongly depends on the valence structure of the
atom, or ion, in question. We should note that, in the extreme case of lithium-like systems,
the relative uncertainties of the atomic calculations of hyperfine structures can be limited
to 0.001− 0.01% [31, 65, 85–88]. Even though the tin atom is far more demanding compu-
tationally than the lithium-like systems, an atomic calculation of hyperfine structures with
lower uncertainty would be possible for singly-ionized tin, with one electron outside closed
shells, and it would be even more accurate, for triply-ionized tin, which has one electron
outside the n < 5 core. Such calculations, as the latter, would likely challenge the accuracy
of the solid-state methods. We hereby encourage experimentalists to consider one, or both,
of the above-mentioned ions.
Interestingly, we observed that all computed Ael[3P o1 ] values are always smaller than the
experimental Aexpel [
3P o1 ] = 2 398 MHz/µN value, independently of the computational method
or the correlation model. This could be explained by the lack of variational freedom intrinsic
to the layer-by-layer optimization strategy, which hinders the contraction of spectroscopic
orbitals when CV correlation is accounted for. In the specific case of tin, the spectroscopic 4d
soft shell, i.e., lying between the core and the valence orbitals, is expected to be highly sensi-
tive to CV correlation that might not be effectively captured. Natural orbitals were recently
used, as an efficient tool to overcome the limitation of the layer-by-layer optimization scheme,
to estimate hyperfine structure constants in Na I. Thanks to the radial re-organization of the
orbitals, the spectroscopic orbitals are ultimately contracted, which affects both the mag-
netic dipole and electric quadrupole electronic hyperfine factors [84]. Further investigations
on the usefulness of the natural orbitals in the calculations of hyperfine structures are in
progress.
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Appendix A: Sensitivity of the hyperfine constants and stability of the EFGs ratio
The extreme sensitivity of Ael[1P o1 ] to correlation models is not really surprising if one
performs calculations using the quasi-relativistic Hartree-Fock+Breit-Pauli [70] method in
the single configuration approximation. In the Breit-Pauli (BP) scheme, the low value of
the ratio Ael[1P o1 ]/Ael[3P o1 ] can indeed be understood. The Ael value of the pure 3P o1 i.e.,
without considering any relativistic LS-term mixing, arises from the addition of the three
contributions [90], orbital, spin-dipole and contact term, which interfere positively. On the
other hand, the Ael value of the pure 1P o1 is only made of a (larger) orbital contribution, the
total spin value (S = 0) forbidding the two other contributions. For J = 1, the two singlet
and triplet symmetries are mixed with relative phases that result from the orthogonality
constraints. The eigenvector dominated by the triplet character has the same signs of
both components, which makes the Ael value even larger than the one of the pure triplet
(increase of 40%). For the state dominated by the singlet, strong cancellation occurs due
to the triplet contamination, reducing the Ael value by 61%. Strong cancellation in the
estimation of a property usually involves high uncertainty.
The “sharing rule” [91, 92] that is used to quantify configuration mixing from the measured
isotope shifts can be applied to the term-mixing analysis of the electric field gradients. In the
single-configuration approximation, the ratio EFG[3P o1 ]/EFG[1P o1 ] is exactly −1/2 = −0.5,
resulting from angular momentum algebra, when using the same orbital sets for describing
both levels. Assuming a simple 3P o − 1P o mixing for J = 1, we have
Ψ(“ 3P o1 ”) = a|3P o1 〉+ b|1P o1 〉 , (A1)
Ψ(“ 1P o1 ”) = b|3P o1 〉 − a|1P o1 〉 ,
where |3,1P o1 〉 are the two lowest JΠ = 1− states resulting from pure LS-terms and Ψ(“ 3,1P o1 ”)
are the corresponding mixed states. Using the analytical ratio EFG[1P o1 ]/EFG[3P o1 ] = −2,
one can estimate
EFG[“ 3P o1 ”] = EFG[
3P o1 ](a
2 − 2b2) , (A2)
EFG[“ 1P o1 ”] = EFG[
3P o1 ](b
2 − 2a2) ,
from which we deduce
R = EFG[“ 3P o1 ”]/EFG[“
1P o1 ”] =
a2 − 2b2
b2 − 2a2 . (A3)
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Adopting for this ratio a reasonable guess that is guided by the experimental result from
Ref. [1] and that offers numerical simplicity, R = −1/4, one gets the following analytical
eigenvector compositions
Ψ(“ 3P o1 ”) =
√
7
3
|3P o1 〉+
√
2
3
|1P o1 〉 , (A4)
Ψ(“ 1P o1 ”) =
√
2
3
|3P o1 〉 −
√
7
3
|1P o1 〉 .
In other terms, the ratio EFG[“ 3P o1 ”]/EFG[“ 1P o1 ”] only reflects the singlet-triplet mixing
in this simple model. We should not be surprised by its relative stability for more elaborate
models. Extracting the 3P o character (a2) from the lowest (“ 3P o1 ”) BP eigenvector obtained
in a simple MR model mixing the {5s25p6s, 5s5p5d6s, 5p36s} configurations, we get after
renormalization a2 = 0.77617 from which we determine EFG[“ 3P o1 ”]/EFG[“ 1P o1 ”] = −0.247
according to
EFG[“ 3P o1 ”]/EFG[“
3P o1 ”] =
a2 − 2b2
b2 − 2a2 = −
3a2 − 2
3a2 − 1 . (A5)
For the other BP eigenvector (“ 1P o1 ”), we have a2 = 0.77641 from which one confirms the
ratio EFG[“ 3P o1 ”]/EFG[“ 1P o1 ”] = −0.248. The latter value is not too far from the above
R = −1/4 ratio value that would be obtained from the hypothetical (a2 = 7/9; b2 = 2/9)
singlet-triplet mixing, taking into account that (i) one trusts the nonrelativistic ratio
EFG[3P o1 ]/EFG[1P o1 ] = −1/2 of the single-configuration approximation, (ii) the BP eigenvec-
tor has to be renormalized, and (iii) one assumes no contamination by other LS symmetries
( 3Do1, 5P o1 , 5Do1, 5F o1 , 7Do1, . . . , 25Xo1 ).
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