Abstract High accuracy protein modeling from its sequence information is an important step toward revealing the sequence-structure-function relationship of proteins and nowadays it becomes increasingly more useful for practical purposes such as in drug discovery and in protein design. We have developed a protocol for protein structure prediction that can generate highly accurate protein models in terms of backbone structure, side-chain orientation, hydrogen bonding and binding sites of ligands. In order to obtain accurate protein models, we have combined a powerful global optimization method with traditional homology modeling procedures such as multiple sequence alignment, chain building and side-chain re-modeling. We have built a series of specific score functions for these steps, and optimized them by utilizing conformational space annealing, which is one of the most successful combinatorial optimization algorithms currently available.
Introduction
Recently, protein structure prediction by homology modeling has become a basic tool that is routinely used in structural biology and bioinformatics [2, 19] . Although many computational methods have been developed in this field, high accuracy protein modeling still remains as a challenging problem. For example, it is rather difficult to generate protein models which are more accurate than what one can get by simply copying the best available homologus protein (out of the templates used for homology modeling).
In the recent CASP experiments (CASP7 and CASP8) for protein structure prediction, the high-accuracy template based modeling (HA-TBM) category is considered separately along with template based modeling (TBM) and free modeling (FM) categories, and there were many examples where protein models were more accurate than the best available templates in terms of accuracies of backbone structure, side-chain orientation, hydrogen bonding and usefulness for molecular replacement in X-ray crystallography [17, 11] .
Three major steps of the standard homology modeling protocol are multiple sequence alignment, 3D (three dimensional) model building and side-chain remodeling, and recently, we have incorporated the global optimization method called conformational space annealing (CSA) to these three procedures to generate highly accurate protein models. In detail, the protocol of homology modeling using CSA consists of the following five steps: 1) fold recognition (finding homologus templates from known protein structures) 2) multiple sequence/structure alignment by global optimization 3) 3D structure modeling 4) assessment of protein models and alignments 5) side-chain remodeling by global optimization.
Fold recognition is to find homologus templates to the target protein from known protein structures in the PDB, and this step of identifying similar structures in the PDB is the most crucial one for successful homology modeling. Many sequencebased fold recognition methods incorporate properties of sequence similarity, profile similarity, and secondary structure similarity between proteins. Often, multiple templates are obtained by fold recognition, and the next step is to extract as much useful structural information from them, typically by performing multiple alignment between the target protein and templates.
In the second step, in order to generate more useful multiple sequence alignments (MSAs), we developed a method, called MSACSA, which explores the diverse alignment space to search rigorously low-energy alignments of given templates based on a consistency-based score function [10] . In the following steps, we generate many candidate alignments, and construct initial 3D models using MOD-ELLER, and assess the quality of the alignments by assessing those of the 3D models by using a support vector regression machine. Here, preferred combinations of templates as well as choices for multiple alignment out of many alternative solutions are determined. For 3D model building from a few selected alignments, we optimize the MODELLER energy function as rigorously as possible to generate protein structures satisfying as much spatial restraints derived from its alignment as well as proper stereochemistry of proteins [12] . For side-chain remodeling, again we adopt the global optimization method of CSA to determine the orientations of sidechains both in the surface and inside the core area of protein structures [11] . Here the backbone-dependent rotamer library of SCWRL 3.0 is used. Below, we describe each step of the protocol to generate highly accurate protein models by global optimization.
Materials and Methods
For protein structure modeling, various bioinformatics and 3D modeling-related tools should be first installed in your computer system. They include PSI-BLAST, PSIPRED, MODELLER, the backbone-dependent rotamer library of SCWRL 3.0, DFIRE, DSSP, TM-align and SPICKER. PSI-BLAST program is a basic tool to generate sequence profile by searching protein sequence databases (e.g. nr database from NCBI) [1] . Secondary structure of a protein sequence is predicted by PSIPRED [9] . MODELLER is a 3D structure building program by using templates and an alignment as inputs [19] . The backbone-dependent rotamer library of SCWRL 3.0 program [4] can be downloaded from Dr. Dunbrack's webpage 1 . DFIRE, an energy function to assess the quality of a given protein structure can be obtained by email request to the authors [22] . DSSP program calculates secondary structures, solvent accessibility, and other structural properties for a given protein 3D structure [13] . TM-align calculates structural similarity for two given protein structures and, SPICKER is a clustering program to select a few representative structures from many (∼100) predicted models.
For optimization of energy functions for multiple sequence alignment and 3D model building, parallel computing resources are recommended to reduce computation time, and parallel algorithms of conformational space annealing method have to be implemented on a parallel computing system (e.g. a cluster system). A few implementations of CSA can be found from the literature [16, 15] and a recent CHARMM package containing the CSA routine, which will be available soon [3] .
Fold recognition
Fold recognition is the starting point of homology modeling. We have used an inhouse profile-profile comparing method, called FOLDFINDER to rank templates of known structures from PDB [11] . We have built a profile database of protein chains by using PSI-BLAST with standard parameters (E-value cutoff is set to 0.0001 and the procedure is iterated 3 times). For example, for CASP7 experiment, we built a profile database of 11914 chains obtained from PISCES culling server [21] at 95% sequence identity level with sequence length in the range of 50∼1000 residues. 11914 chains include X-ray and NMR structures but not EM structures. We also built secondary structure profiles for chains in the database by using DSSP program (coil, helix and extended states are represented by vectors (1, 0, 0), (0, 1, 0), and (0, 0, 1), respectively).
1. For each chain in the database, its pair-wise sequence alignment with the target sequence is obtained by dynamic programing using the following match score: S i j = S p i j + 0.4 * S h i j + 0.01, where S p i j is the pearson's correlation coefficient between the i-th row vector of the target sequence profile and the j-th row vector of the template profile. S h i j is the pearson's correlation coefficient between the i-th row vector of the predicted secondary structure probability by PSIPRED and the j-th row vector of the secondary structure profile of the template. Dynamic programming is performed using the affine gap penalty function of w(k) = −(1.5 + 0.07 * k) where k is the gap length. 2 End-gaps are not penalized (global-local alignment). 2. All template chains of the database are sorted according to their alignment scores, and the statistical significance of an alignment score is measured by its z-score and p-value. An example of the FOLDFINDER output is shown in Fig. 1 . 3. Considering top-scoring templates with z-score typically greater than 4.0, structurally redundant templates (TM-score > 0.98) are removed. With these templates, we further perform structural clustering by using TMalign considering all pairs of templates. We consider a subset of templates where TM-score < 0.5 between all members. We prepare typically 5 to 10 sets of template combinations. Each combination is called a list and it is used as an input to the subsequent step of multiple alignment. In the CASP experiments, the number of templates ranges 1 to 15 for one list.
Multiple sequence/structure alignment
We perform multiple sequence/structure alignment by using MSACSA method [10] . For each list of template combination, we execute the following steps to obtain lowenergy multiple alignments by CSA optimization. Optimization by CSA is repetedly applied in this chapter and a brief description of the major steps of CSA is provided in appendix.
1. Preparation of pair-wise restraint library: For each template in the list, we carry out profile-profile alignment with the target sequence using FOLDFINDER as described in the fold recognition step. Matched residue pairs are stored into the pair-wise restraint library. In addition, for all pairs of templates in the list, pairwise structure alignment is carried out using TM-align, and the matched residue pairs are also added into the pair-wise restraint library. For each residue pair in the restraint library, the sequence identity between two sequences to which the two residues belong is assigned as the weight w to be used in the score function below. 2. We define an energy function for a given multiple alignment A, as the measure of consistency of A with the restraint library. With N sequences and M aligned columns, it becomes:
where δ k i j (A) = 1 if the aligned residues between the i-th and the j-th sequences at the k-th column are in the library, otherwise δ k i j (A) = 0. L i j and w i j are the pairwise alignment length and the sequence identity between the i-th and the j-th sequences, respectively. 3. Define the distance measure between two given multiple alignments as the number of residue mismatches considering all pairwise sequence alignments between the two given multiple alignments. 4. Local optimization to minimize the energy value of a given multiple alignment is carried out by a series of perturbation of the alignment for up to t times. Typically, we set t = 10NL max , where L max is the length of the largest sequence in the list. Perturbations are performed by local moves of gaps in the alignment. 3 5. Combination of two multiple alignments: we generate a daughter alignment by replacing a part of a seed alignment by the corresponding part of another alignment. We limit the replacing part within 40% of the seed alignment. 6. With the preparation steps of 3, 4 and 5, it is straightforward to carry out CSA to optimize E(A) defined in eq. (1) to generate a total of 100 multiple alignments.
An example of the lowest-energy alignment and the energy landscape of the multiple alignment are shown in Fig. 2 . This step is the key process for modeling highly accurate protein 3D structures. A total of 100 multiple sequence alignments obtained from this step for each list of templates are used as the input for the next step.
Assessment of alignment/3D structure modeling
In this step, we select 5 to 10 alignments by applying an assesment method. The assement is carried by a machine trained by support vector regression for feature vectors which are extracted from 3D protein models generated by MODELLER. Details of the assesment method is described in the appendix 'Model validation'. Selected alignments are used to generate higher quality 3D protein models by applying CSA method to optimize the MODELLER energy function [12] .
1. For the assessment of an alignment, we first generate 25 protein 3D models using MODELLER and the alignment under evaluation. 2. The quality of each 3D model is evaluated using the assesment method, and the quality of each alignment is estimated by the average 3D model quality from 25 initial models. 3. 5 to 10 top alignments are selected to proceed with the subsequent procedures. 4. For each alignment selected, we generate 100 protein 3D models by further optimization of MODELLER energy function using the CSA method, which we call as MODELLERCSA [12] . 5. To execute MODELLERCSA, one needs to provide a few preliminary procedures: distance measure between two protein 3D models is defined as the It is shown [12] that the quality of a protein 3D model improves as its MOD-ELLER energy is optimized. The comparison of 3D model qualities between structures generated by MODELLER and MODELLERCSA is shown in Fig. 3 . Backbone accuracies as well as side-chain accuracies are plotted in terms of the MOD-ELLER energy. Five representative models among 100 optmized models are selected by re-assesment of the models and clustering them into five groups. These five models are used for side-chain remodeling in the next procedure.
6. By using the same assesment method used above, we select top alignments and five models generated by MODELLERCSA. 7. By using SPICKER clustering method, we select representative models from cluster centers. Typically, we select a total of five models.
Side-chain modeling
We have used the backbone-dependent rotamer library of SCWRL 3.0 [4] to remodel side-chains of a given protein 3D model. For each 3D model selected from the previous step, we have built a target-specific rotamer library based on the consistency of the side chain conformations: Rotamers are optimized by CSA, which is called ROTAMERCSA, to remodel side-chains of a selected model using the rotamer library and the energy function below.
4. An energy function E is defined for side-chain optimization: E = E SCW RL + E DFIRE where E SCW RL is the score function used in SCWRL 3.0 and E DFIRE is the DFIRE energy [22] . 5. Distance measure between two sets of side-chain conformations are defined as the sum of Euclidean distance for corresponding rotamer angles. 6. Local minimization is carried out by stochastic quenching as in the case of MSACSA. 7. A daughter conformation is generated by replacing a part of seed model's rotamers by the corresponding part of another model's rotamers. 8. Now, run CSA. 
Notes

In the fold recognition step, when the top scoring template by FOLDFINDER
is not so promineat in terms of z-score (z-score < 3.0), additional template candidates by other methods are also considered. Other fold recognition web servers include 3D-jury (http://bioinfo.pl/∼ 3djury) [7] and HHsearch [20] provided from web server. 2. Selecting templates should be carefully considered in aspects of alignment length, sequence identity, and consistency of secondary structure between target and templates. Also, if there are gap regions especially in the target sequence of multiple alignment, It is good to consider templates which can cover gap regions in the alignment. 3. In the MODELLERCSA, a daughter model is combined by using internal variables of two parent 3D models (such as bond angles, bond length and dihedral angles). A consecutive part of one parent's internal coordinates are replaced by the corresponding internal coordinates of the other parent, and resulting structure is subject to subsequent energy minimization. As a result, daughter structures partially inherit bond angles, bond lengths, and backbone and side-chain dihedral angels of their parents. 4. SPICKER uses distance cut value of 3.5Å for clustering. We have used a variable distance cut value in the range 1.0∼3.5Å. 5. Accuracies of side-chain for target solved in NMR experiment are relatively lower than solved in X-ray crystallography.
6. The value of D cut is kept constant after it reaches D ave /5.
Appendix
A brief description of conformational space annealing (CSA)
Recently, CSA method is implemented in CHARMM, and the source code of CSA is available [3] . The CSA method searches the whole conformational space in its early stages and narrows the search to smaller regions with low energy as the distance cutoff, D cut , which defines a (varying) threshold for the similarity between two solutions, is reduced. As in genetic algorithms, it starts with a preassigned number (50 in this work) of randomly generated and subsequently energy-minimized solutions. This pool of solutions/conformations is called the bank. At the beginning, the bank is a sparse representation of the entire conformational space. In the following, the meaning of conformation depends on the context where CSA is used. For multiple sequence alignment optimization, a conformation means an alignment. For 3D structure modeling, it presents a protein 3D structure model, and for side-chain remodeling, it refers to a set of side-chain conformations for a given fixed backbone structure. For implementation of CSA, we need a serise of new concepts. They are (i) an energy function to minimize, (ii) a distance measure between two conformations, (iii) a local minimizer of a given conformation, (iv) ways to combine two parent conformations to generate a daughter one. For details, see each section of the methods. Equipped with these four concepts, CSA proceeds as follows:
1. Generate 50 conformations which are randomly generated and subsequently energy minimized by a local minimizer. 2. Calculate D ave as the average distance between all pairs of the 50 conformations, and set D cut as D ave /2. 3. Select 30 distinct conformations called seeds which have not yet been used. 4. For each seed, perturb the conformation and subsequently energy minimize the perturbed conformation to generate a daughter conformation. If we generate 20 daughter conformations per seed, a total of 30×20=600 daughter conformations are prepared. 5. Update the existing 50 conformations using the 600 daughters by a special update scheme as described below. 6. Reduce D cut by a fixed ratio r = 0.997 (see Note 6). 7. Go to the seed selection step until all seeds are used. 8. When all seeds are used, one iteration is completed. Set all conformations as unused, and repeat another iteration of the search. 9. If the second iteration completes, and the number of the pool is not 100, add additional 50 random and subsequently energy-minimized conformations to the pool. Set D cut = D ave /2, and go to the seed selection step once again. If the second iteration completes, and the number of pool is 100, it completes the CSA.
Energy minimization:
For continuous function with gradient available, conjugate gradient minimization is used. For a discrete function to optimize as in the case of multiple alignment and side-chain remodeling, we used a quench procedure as follows. Perturb a conformation and compare its energy with original one, and take the lower energy one. Repeat this process by a fixed number of trials.
Update scheme: For each daughter conformation, α, the closest conformation A in terms of the corresponding distance measure (see each section of the methods) is determined. Let us denote the distance as D(α, A). If d(α, A) ≤ D cut , α is considered similar to A; in this case α replaces A in the pool of conformations provided that it is lower in energy. If α is not similar to A, but its energy is lower than that of the highest-energy conformation in the bank, B, α replaces B. In neither of the above conditions holds, α is rejected.
Model validation
In order to assess the quality of a given 3D model, you should build a support vector regression (SVR) machine using the following four steps.
1. Prepare a set of decoy structures with known structural quality in terms of TMscore. 2. For each model, calculate the following five feature components. In the following, N res is the number of residues of the given model.
, where P(·) is the probability value from PSIPRED, and SSTY PE(i) is the secondary structure type of the i-th residue. 
3.
We are now prepared with a table which contains TM-scores and five feature components for all decoy structures. 4. Build a support vector regression machine using the table by LIBSVM [6, 5] . Now you can predict TM-score of a given model by SVR machine using following procedure:
5. For a given model, calculate the five feature components described above. 6. Predict TM-score of the given model using the pre-built support vector regression machine. 7. For each template combination, we assign the quality of the list/alignment by the average of the predicted TM-scores of the 3D models. (1) by MSACSA. Each symbol in the energy landscape represents an alternative alignment generated by MSACSA. The x-axis represents the value of E(A), and the y-axis represents the alignment accuracy relative to the reference alignment constructed by human inspection of six protein structures. In (b), the lowest-energy alignment is indicated by an arrow, and it should be noted that it does not correspond to the most accurate alignment relative to the reference. Therefore, one should consider several low-energy alternative alignments to generate accurate protein models. Figure ( 5 The superposition between the native structure of T0345 (PDB ID: 2he3) and the lowest energy model generated by the full CASP7 procedure is shown. The model was constructed and submitted as the LEE model ( model 1 ) prior to the release of the native structure. Backbone heavy atom RMSD between the model and the native structure is about 1.6Å for the entire chain of 173 residues. The GDT-TS score is 96.0, The cartoon figures represent the native backbone structure and the model backbone structure, indistinguishable from each other. The χ 1 angle accuracies are improved through the steps discussed in this chapter from the value of 70.4 (MODELLER), to 78.6 (MODELLERCSA) and finally to 84.8 (ROTAMERCSA). Aromatic residues in the core region are well predicted. Some exposed side-chains, especially lysine side-chains, do not agree between the two structures. The figure is generated by pymol.
