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Abstract.
Having the right assortment of shipping boxes in the fulfillment warehouse to pack and ship customer’s
online orders is an indispensable and integral part of nowadays eCommerce business, as it will not only help
maintain a profitable business but also create great experiences for customers. However, it is an extremely
challenging operations task to strategically select the best combination of tens of box sizes from thousands
of feasible ones to be responsible for hundreds of thousands of orders daily placed on millions of inventory
products. In this paper, we present a machine learning approach to tackle the task by formulating the box
design problem prescriptively as a generalized version of weighted k-medoids clustering problem, where the
parameters are estimated through a variety of descriptive analytics. We test this machine learning approach
on fulfillment data collected from Walmart U.S. eCommerce, and our approach is shown to be capable of
improving the box utilization rate by more than 10%.
Keywords: Shipping box design, k-medoids clustering, eCommerce, packaging science, opera-
tions research
1 Introduction
The assortment of shipping boxes utilized by the fulfillment warehouse to pack and ship customer’s
online orders is a critical component of nowadays eCommerce business, as it will directly affect
not only profit margins but also customer’s experience. Conventionally, many eCommerce players
(e.g., walmart.com, samsclub.com and jet.com) rely on experts’ knowledge of inventory products’
dimensions, levels of demand, and economic box sizes to design their assortments of shipping
boxes. However, it is an extremely challenging operational task to manually select the best com-
bination of 15-30 box sizes from thousands of feasible ones for hundreds of thousands of orders
daily placed on millions of products in a strategical and scalable manner. In this paper, we will
propose a novel machine approach to conquer this task.
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2 Methodology
The key idea of our approach is to model each box size as a point in space and formulate the box
design problem prescriptively as a generalized version of weighted k-medoids clustering problem
[4] to recommend k box sizes.
Specifically, given a set of all feasible box sizes B = {(Li,Di,Hi)}i∈[n] to select from, we solve
the following optimization problem to recommend a box assortment of cardinality k:
S⋆ = argmin
S⊆[n], |S|=k
f (S) :=
∑
j∈[n]
w j
(
min
i∈S
{
ci j
})
. (1)
Here w j (the weight of each point) measures the box j’s economic value; and ci j (the generalized
distance between points) measures the economic cost in substituting box j with box i.
In the next two subsections, we will elaborate how these parameters are estimated through a va-
riety of descriptive analytics. At the end of this section, we will discuss our approach to solving
optimization problem (1).
2.1 Box economic value w j
The box economic value is modeled to reflect its relevance to inventory products’ dimension infor-
mation and customers’ shopping behaviors. The box j’s weight w j is estimated descriptively by its
(discounted) effective volume contribution, the total volume of products packed using box j, when
packing historical customer orders in the training dataset assuming all n box sizes are available.
Specifically, we define
w j :=
EV j
(L jD jH j)
ρ , (2)
where EV j denotes the effective volume contributed by box type B j , and ρ > 0 is a tuning param-
eter to penalize box sizes with large volumes.
In practice, we often see the number of candidate boxes n ranging from 6, 000 to 8, 000. There-
fore, to estimate
{
EV j
}
j∈[n]
, we have to solve the bin packing problems in an extremely efficient and
scalable manner. Driven by this, we develop and open-source an R package gbp [14] which aims
to optimize the number of boxes and the utilization rate subject to the 4D (length, width, height
and weight) constraints. This package solves 1D-4D packing problem using a novelly designed
best-fit-first strategy in a recursive manner; and is more powerful than previous packing solutions
[7, 10, 8, 9, 1, 2, 13, 16, 17, 6] by taking care of the weight constraint and handling the order split
in packing. When compared with global optimal solutions generated by Gorubi [12] on benchmark
datasets, our solver runs more than 100 times faster with less than 1%-suboptimality sacrifice.
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2.2 Box-Box economic substitution cost ci j
Besides the box economic value w j, it is important to incorporate the substitution effects among
boxes. A box type Bi with small wi computed in the previous subsection could still be quite com-
petitive if products packed by other types of boxes can be easily repacked using Bi without too
much sacrifice. Inspired by this, we model the box-box economic cost to reflect such substitution
effects between different box sizes in packing orders.
Ideally, the box i against box j substitution cost ci j would indicate the extra cost of using box i
to pack orders, which would be optimally packed using box jwhen all n boxes are available. Thus,
we define ci j based on the dimensional relations between box i and box j:
ci j =

−
l j ∗ d j ∗ h j
li ∗ di ∗ hi
, for i ∈ D j
−
l j ∗ d j ∗ h j
li ∗ di ∗ hi
/(⌈
l j ∗ d j ∗ h j
li ∗ di ∗ hi
⌉
+ α
)
, for i ∈ S j\T j
0, otherwise
, (3)
where
D j :=
{
i ∈ [n] | li ≥ l j, di ≥ d j, hi ≥ h j
}
S j :=
{
i ∈ [n] | li ∈ [l j − δ, l j + δ], di ∈ [d j − δ, d j + δ], hi ∈ [h j − δ, h j + δ]
}
T j :=
{
i ∈ [n] | li < l j, di < d j, hi < h j
}
,
and α and δ are both tuning parameters.
2.3 Generalized weighted k-medoids clustering problem
The optimization problem (1) is a generalized version of the weighted k-medoids clustering prob-
lem, as the cost function c : [n] × [n] → R is not necessarily a valid metric over [n]. Though
solving the k-medoids problem is NP-hard, problem (1) is equivalent to maximizing a nonnega-
tive monotone submodular function subject to the cardinality constraint, which can be solved in
a greedy manner with provable approximation guarantees [11, 5]. Specifically, based on the cel-
ebrated result by Nemhauser et al. [11], the greedy approach shown in Algorithm 1 provides a
constant-factor approximation to the optimal solution of problem (1) in the sense that
f (S) ≤
(
1 −
1
e
)
· f (S⋆). (4)
We develop and open-source another R package skm [15], which efficiently implements both Algo-
rithm 1 and expectation maximization (EM) based approach to solve problem (1). More generally,
skm locates k rows in anm×nmatrix, such that the sum of each column minimal among the k rows
is minimized. For the case when m = n, weights are all equal and each cell value in the matrix
is induced by a valid distance metric, the problem is reduced to the standard weighted k-medoids
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clustering problem. In our case, the greedy approach (i.e., Algorithm 1) can solve a selection of
20 rows from a 6000 × 6000 matrix more than 100 times faster than the EM one without loss of
optimality.
Algorithm 1 A greedy approach to solving problem (1)
1: Initialization: S ← ∅, cˆi j ← ci j ∀ i, j ∈ [n]
2: for l = 1, 2, . . . , k do
3: i⋆ ← argmini∈[n]\S
∑
j∈[n] cˆi j (with ties settled arbitrarily)
4: S ← S ∪
{
i⋆
}
5: cˆi j ← min
{
cˆi j, cˆi⋆ j
}
∀ i, j ∈ [n]
3 Experiment
In this experiment, we will investigate whether the box assortment designed by our machine learn-
ing approach could outperform the box assortment S0 that are currently using in Walmart eCom-
merce fulfillment centers in the U.S.
We choose the candidate pool B as all possible box sizes allowed in the fulfillment centers and
carriers, and k to be the same as the number of box sizes in S0, i.e., k = |S0|. The order dataset
is collected from historical customers’ order fulfilled by Walmart U.S. eCommerce. The dataset
is randomly divided into three parts [3]– a training set (to train the models), a validation set (for
model selection), and a test set (to assess the final model).
We first solve problem (1) using the training set under different choices of ρ, δ and α. We choose
ρ ∈ {0.25, 0.50, 0.75, 1}, δ ∈ {0, 1, 2, 3, 4} and α ∈ {0, 1, 2, 3, 4}. That leads to in total 100 dif-
ferent models (i.e., parameter settings) to choose from. We select the best model via estimating
each box assortment’s performance on the validation set. In Table 1, we report their performances
in terms of both the number of boxes used in packing customer orders and utilization rate. We
choose the parameter setting ρ = 0.5, δ = 4, α = 3 (highlighted in Table 1) as it improves the
most in utilization rate without sacrificing the number of boxes when compared with the pack-
ing result using S0. Finally, we solve problem (2.1) using both training and validation sets with
ρ = 0.5, δ = 4, α = 3 to get the ultimate box assortment S⋆ as our recommendation. We assess
the final model by comparing S⋆ and the currently used box assortment S0 on the test set. The
utilization is improved significantly by 10.19% and the number of boxes is also reduced by 0.25%,
which clearly demonstrates the efficacy of our machine learning approach to shipping box design.
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Table 1: Parameter tuning over the validation set. For each parameter setting (ρ, δ, α), we solve problem (1) to get
S using the order data in the training set, and then measuring the performance of S upon orders in the validation set.
Number of boxes used and utilization rate are reported by taking the current box assortment in fulfillment centers as
benchmark.
ρ δ α
Reduc.
in # of
boxes (%)
Imprv.
in utili.
rate (%)
ρ δ α
Reduc.
in # of
boxes (%)
Imprv.
in utili.
rate (%)
0.25 0 0 0.33 9 0.75 0 0 0.2 7.39
0.25 0 1 0.33 9 0.75 0 1 0.2 7.39
0.25 0 2 0.33 9 0.75 0 2 0.2 7.39
0.25 0 3 0.33 9 0.75 0 3 0.2 7.39
0.25 0 4 0.33 9 0.75 0 4 0.2 7.39
0.25 1 0 0.33 9.05 0.75 1 0 0.19 5.39
0.25 1 1 0.33 8.92 0.75 1 1 0.2 6.59
0.25 1 2 0.33 9 0.75 1 2 0.2 6.58
0.25 1 3 0.33 9 0.75 1 3 0.2 6.58
0.25 1 4 0.33 9 0.75 1 4 0.2 6.58
0.25 2 0 0.31 7.4 0.75 2 0 0.28 6.11
0.25 2 1 0.31 9.42 0.75 2 1 0.24 5.38
0.25 2 2 0.33 9.11 0.75 2 2 0.28 5.49
0.25 2 3 0.33 9.11 0.75 2 3 0.24 6.66
0.25 2 4 0.33 9.11 0.75 2 4 0.28 5.22
0.25 3 0 0.11 7.93 0.75 3 0 0.1 4.74
0.25 3 1 0.31 9.35 0.75 3 1 0.2 6.31
0.25 3 2 0.33 9.05 0.75 3 2 0.2 6.35
0.25 3 3 0.33 8.94 0.75 3 3 0.2 7.35
0.25 3 4 0.32 9.13 0.75 3 4 0.2 7.35
0.25 4 0 0.02 5.02 0.75 4 0 0.02 2.98
0.25 4 1 0.3 9.3 0.75 4 1 0.2 6.09
0.25 4 2 0.3 9.67 0.75 4 2 0.2 7.59
0.25 4 3 0.33 8.54 0.75 4 3 0.2 7.56
0.25 4 4 0.33 8.73 0.75 4 4 0.2 7.71
0.5 0 0 0.28 8.43 1 0 0 0.2 3.99
0.5 0 1 0.28 8.43 1 0 1 0.2 3.99
0.5 0 2 0.28 8.43 1 0 2 0.2 3.99
0.5 0 3 0.28 8.43 1 0 3 0.2 3.99
0.5 0 4 0.28 8.43 1 0 4 0.2 3.99
0.5 1 0 0.29 8.36 1 1 0 0.18 4.25
0.5 1 1 0.28 8.87 1 1 1 0.2 3.58
0.5 1 2 0.28 8.47 1 1 2 0.2 3.99
0.5 1 3 0.28 8.47 1 1 3 0.2 3.99
0.5 1 4 0.28 8.47 1 1 4 0.2 3.99
0.5 2 0 0.29 6.55 1 2 0 0.12 2.17
0.5 2 1 0.29 8.97 1 2 1 0.2 3.3
0.5 2 2 0.3 8.8 1 2 2 0.2 4.19
0.5 2 3 0.28 8.47 1 2 3 0.2 2.76
0.5 2 4 0.28 8.47 1 2 4 0.2 2.09
0.5 3 0 0.13 8.6 1 3 0 0.22 1.82
0.5 3 1 0.29 8.24 1 3 1 0.03 2.28
0.5 3 2 0.29 8.7 1 3 2 0.03 3.05
0.5 3 3 0.29 9.09 1 3 3 0.28 2.89
0.5 3 4 0.3 9.66 1 3 4 0.28 2.81
0.5 4 0 0.02 4.33 1 4 0 -0.34 1.42
0.5 4 1 0.21 8.33 1 4 1 0.18 0.75
0.5 4 2 0.2 9.26 1 4 2 0.2 3.92
0.5 4 3 0.2 10.28 1 4 3 0.02 2.28
0.5 4 4 0.28 8.89 1 4 4 0.03 3.07
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4 Future Work
In this paper, we formulate the shipping box design problem as a generalized version of weighted k-
medoids clustering problem, of which the parameters are analytically estimated through customers’
historical order data. In the future, we plan to include more variations in defining the weight
function {wi}i∈[n] and the substitution cost function
{
ci j
}
i, j∈[n]
to take full advantage of our machine
learning approach in designing shipping boxes.
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