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1. Introduction 
 
This project was performed at the Technische Universität Dortmund at the institute of 
experimental physics EIa of the physics department. Under the supervision of 
Prof. Dr. M. Tolan and PD Dr. H. Hövel and in cooperation with the Raith GmbH and other 
partners, this project was performed from September 2008 until August 2011. During 
their diploma theses Dipl.-Phys. S. Balk and Dipl.-Phys. K. Bauer also worked on this pro-
ject in the period from December 2008 to December 2009 and from November 2009 to 
November 2010. 
In this project the production processes of nano and micro structures on graphite surfaces 
using ion beam lithography was investigated. Besides a direct production process using a 
high-dose irradiation a low-dose irradiation process was used for structure production. 
Additionally, the structural and electrical properties of the structures produced by both 
methods were investigated and compared to theory and to simulations. The investigation 
results show possibilities for an improvement of the ion beam lithography. Furthermore, 
the ion beam lithography was classified concerning the possibilities, advantages and disad-
vantages in comparison to other lithography methods. 
Since most electrical components are manufactured by electron beam lithography on 
silicon wafers, the motivation for this project is the use of an alternative structuring 
method without the need of a resist for the structure production on an interesting and 
important material, the graphite. Graphite consists of several graphene layers. Graphene 
is a highly investigated material and a hot topic in recent science as the award of the No-
ble prize [1] and actual publications [2], [3], [4] or [5] show. Especially in the case of 
electrical components new ideas or materials have to be investigated to overcome future 
limitations for electrical devices [6] like the size limitation of about 10nm for electrical 
structures. 
In cooperation with the Raith GmbH an ion beam lithography device, the ionLiNE, was 
used for structure production. Samples were prepared and structured using low-dose 
and high-dose irradiation processes at different kinetic ion energies. While at high ion 
doses the lattice atoms of the graphite bulk become sputtered or milled out of the sam-
ple surface, the production of structures using low-dose irradiation has to be combined 
with a subsequent oxidation process. For both methods critical ion doses were deter-
mined where the low-dose and the high-dose structure production processes are initial-
ized. The critical parameters were also determined by simulations. 
The structural properties were investigated concerning the resulting structure depth 
and width. Although, the structures produced by low-dose irradiation are more control-
lable concerning the structural properties, this production method has certain limita-
tions for the structure depth that can be overcome using the high-dose production pro-
cess. The advantages of both methods will probably be combined in future by an im-
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proved method that is partially described in this work. The structural properties can 
also be determined by simulations of the ion impact into solids. 
For applications in industry the electrical properties of the produced structures are in-
teresting. In this context, four-probe measurements were performed on simple struc-
tures or rather conductors that were produced by both production methods. Experi-
mental results show a difference between electrical bulk and electrical nano- and micro-
structure properties. The reason for this difference is the structure process itself that 
will change the lattice arrangement of the sample. Additionally, other influences on the 
electrical properties could be identified by experiments and by simulations for the po-
tential and current distribution in the structures. 
In this work the theoretical basics of the ion beam lithography will be discussed in chap-
ter 2. In chapter 3 the devices used in this project will be presented. In chapter 4 the 
preparation and the properties of the graphite samples will be described in more detail. 
Thereafter, the results of the structure production and the structural properties of the 
structures produced by low-dose and high-dose irradiation will be presented in chap-
ter 5. Furthermore, the results of the electrical measurements using four-probe meas-
urements will be discussed in chapter 6. Finally, the project results will be summarized 
and a conclusion and an outlook will be given in chapter 7. There is a short chapter 
summary included at the end of all chapters that contains the most important aspects. 
In the appendix the abbreviation list, the reference list, the word list, the acknowledge-
ment and the affirmation are added. All used physical constants were found in refer-
ences [7], [8] and are also listed in the appendix. 
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2. Ion beam lithography 
 
In this chapter the basic principles of the ion beam lithography are discussed. Here, the 
theory of the interaction of ions with matter as a function of the kinetic ion energy is 
presented. Later, it will be shown by simulations how different ions behave in interac-
tion with matter and how the interaction varies if the solid material is changed. To con-
clude this section, the ion beam lithography will be explained in more detail, improve-
ments concerning the ion beam lithography in future and a brief summary of the chapter 
will be given. 
 
2.1 Methods for surface modifications 
 
For the production or modification of nano or micro structures interaction processes 
must be performed at an atomic or molecular scale. A solid is structured or modified at 
the nano- or micrometre scale, when material is added or removed from the sample or 
when the atomic lattice arrangement is changed.  
A solid can be characterized by the categories crystalline, polycrystalline, quasi-
crystalline, liquid crystalline and amorphous [9]. The categories arrange solids by their 
degree of atomic periodicity, so by their atomic arrangement and by the range of this 
arrangement. A crystalline solid has a completely periodic and ideally infinite atom ar-
rangement. Many solids can be described by this ideal assumption where the atoms are 
connected by bond types like covalent bonds, Van der Waals interactions, ionic bonds, 
metallic bonds or by hydrogen bonds [10]. In this case the atoms mostly occupy fixed 
lattice positions in the solids.  
In physics there are a variety of theoretical models to describe the potential distribution 
in solids so that certain physical properties can be explained. These properties are, for 
example, the electronic band structure and the electrical or the thermal conductivity. 
Some well-known theoretical potential models for the electronic structure determina-
tion are the tight binding model, the nearly free electron model, the Hartree-Fock model, 
the density functional approximation theory, the muffin tin potential model or the LCAO 
method [11], [12]. A potential model to describe the interaction between atoms or mole-
cules by Van der Waals forces is the Lennard-Jones potential [9]. 
Depending on the bond type a certain amount of energy is required to remove or dis-
place an atom from the solid or the lattice position. The total energy that is required for 
a structuring process or a structure modification can be applied, for example, by atom, 
ion or molecule collisions with lattice atoms. Also the energy transfer by friction or by 
thermal energy can suffice to remove atoms from their lattice position. In addition, 
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chemical processes can solute sample atoms. If incident atoms or ions will be implanted 
into the sample the atom arrangement in the sample lattice can be modified or de-
stroyed so that the lattice atoms can be removed with less energy. The atom or molecule 
arrangement and the bond strength in some materials can be additionally changed by 
electron irradiation. This process is called the electron beam lithography. In this context, 
the electron irradiation changes a molecule arrangement so that chemical etching pro-
cesses will be slowed or accelerated. In summary, various types of energy transfers are 
possible to structure or modify solids. Several structure production or modification 
methods are so-called lithography processes that are presented in the next subchapter. 
 
2.2 Lithography processes 
 
The production of nano and micro structures in modern research and in industry is 
known as lithography, although the term historically describes a printing technique us-
ing stone plates from the 19th century and the direct translation from the ancient Greek 
(λίθος (lithos), „stone“ and γράφειν (graphein), „to write“) points to this procedure like 
reported in reference [13]. In principle, modern lithography techniques have only one 
thing in common with this ancient art, namely the possibility to produce structures us-
ing a mask where the entire sample surface can be exposed in a single parallel process. 
Additionally, there is a serial process in which the structures are produced one after the 
other. In general, serial running lithography is much more time consuming than parallel 
running lithography. Lithography methods applied in research and industry can be cate-
gorized as follows and are listed, for example, in reference [14]: 
• Electron and ion beam lithography:  The ion beam lithography is a serial process 
in which atoms are sputtered at the sample surface by the use of focused ion 
beams. Therefore, this process is called the sputtering or the milling. With this 
method structures of a few nanometres in size can be produced. By using light 
ions the structure size can theoretically be decreased to 1nm [15]. When using 
electron beam lithography the surface is not structured immediately. The elec-
trons are used to irradiate a substance called the resist. The irradiated resist are-
as will be solved more slowly (negative resist) or faster (positive resist) during a 
chemical etching process due to a lattice re-arrangement of atoms or molecules 
after the irradiation. Known resist materials are SU-8, a negative resist, and 
PMMA, polymethylmetacrylate, a positive resist [16]. 
• Electron and ion projection techniques: These techniques are parallel lithography 
processes in which electrons or ions are used. Here, the sample is irradiated over 
a large area using a mask and resist. The size of the structures may be a few nano 
meters. 
• Optical lithography, X-ray lithography, EUV lithography: Besides the use of elec-
trons or ions also radiation is used for structure production [17]. In these pro-
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ceedings a resist is used that can be modified by radiation with different wave-
lengths. 
• Scanning probe microscopy processes: In a serial method a scanning tunnelling 
microscope (STM) or an atomic force microscope (AFM) is used to produce struc-
tures on sample surfaces. Here, the tips of the devices are used for structure pro-
duction. With these methods masks can be produced, which are used in a parallel 
lithography method [18]. The final structure size depends on the tip quality and 
can be a few nano meters.  
• Nano-imprint-lithography: This method uses, for example, compression moulding 
to create a pattern in resist films [19]. The structure on the resist film can then be 
transferred on other materials and can be about 25nm to 10nm in diameter. 
In this project ion beam lithography was used to create structures on a graphite surface 
by single charged gallium ions, whereby sputtering processes and ion implantations in 
addition with lattice defect creations and cascade collisions are important. In prepara-
tion for the explanation of the ion beam lithography the following subsections will dis-
cuss ion-matter-interactions in more detail. 
 
2.3 Ions 
 
Positive ions (cations) and negative ions (anions) are charged atoms with more or less 
electrons than protons [20]. Almost all elements presented in the periodic table [21] are 
usable for ion beam lithography. But the required energy for ionization, the availability 
of a material, chemical, electrical and thermal properties and the interaction process 
with matter limit the selection of atoms for this lithography method. Ions interact with 
other particles mainly due to their charge and their Coulomb potential. In the context of 
ion beam lithography the kinetic energy of the ion is also important due to different in-
teraction mechanisms at different kinetic energies. 
To ionize an atom the ionization energy is needed that depends on the electron configu-
ration of the atoms. Historical investigations of N. Bohr [22], [23], W. Heisenberg [24], 
L. de Broglie, W. Pauli and E. Schrödinger [25] could explain the structure of atoms and 
so the energy levels electrons occupy. Consequently electrons occupy orbitals, which 
correspond to the probability distribution of electrons around the nucleus. Because of 
the Pauli exclusion principle and the Hund’s rules [11], the electron configuration is de-
termined by the quantum numbers (principal quantum number, azimuthal quantum 
number, magnetic quantum number, spin projection quantum number). These condi-
tions divide the orbitals into s-(1x), p-(3x), d-(5x) and f-shells (7x). The first ionization 
energy which is necessary to remove an electron from an atom is shown in Figure 1 and 
listed in reference [26]. 
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Figure 1: First ionization energy as a function of the atomic number K [26]. Especially atoms with fully occu-
pied orbitals, as the main elements of the VII group (He, Ne, Ar, Kr, Xe, Rn), require higher first 
ionization energies. The first ionization energy of gallium atoms that are used in the ion beam fa-
cility of this project is highlighted (6.0eV). 
 
2.3.1 Acceleration of ions in an electric field 
 
In ion beam lithography ions are accelerated and focused onto a sample surface. By the 
acceleration of an ion with the charge of 	 ∙  (multiple of the elementary charge) in a 
potential field, the kinetic energy of the ions 	 changes as a function of the accelera-
tion voltage 
 by 
 	   ∙  ∙ 
. (1) 
From relativistic physics the relationship between energy and mass increase  is 
known. With  as the velocity of light this results in 
 	  	 ∙ . (2) 
For the mass increase of an accelerated ion in an electric field this leads to 
   	 ∙ 	 ∙ 
 . (3) 
Since the resulting mass  equals the sum of the mass  and the mass increase  the 
result for the mass ratio is 
   1  	 ∙ 	 ∙ 
 	 ∙ 	  . (4) 
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Taking into account that the relativistic increase in mass of a particle depends on the 
speed  
   11    (5) 
the two equations can be combined so that the relativistic ion velocity as a function of 
the kinetic ion energy or acceleration voltage is given by 
    ∙ 1  11  	 ∙ 	 ∙ 
 	 ∙ 	     ∙
1    	 ∙ 	 	 	 	 	 ∙ 	 . (6) 
Because of the small mass electrons are much faster at a certain kinetic energy in com-
parison to ions. Relativistic corrections at about 5% light speed have to be taken into 
account in electron beam lithography above kinetic energy of about 1keV and in ion 
beam lithography above 1-100MeV depending on the ion material for beam focussing as 
it is shown in Figure 2. 
 
Figure 2: Speed of ions and electrons in proportion to the speed of light as a function of the kinetic energy. 
The grey-shaded area represents the distribution of velocity of all single charged ions. The veloci-
ty of a single charged Ga+ ion has been highlighted. 
As mentioned before, the interaction mechanism of incident ions and solids changes 
with the kinetic ion energy. The interaction effect will be discussed in the next subsec-
tion in detail. 
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2.4 Interaction mechanisms of ions with solids 
 
In Figure 3 the interaction mechanisms of accelerated and single charged ions in solids 
are roughly listed like, for example, presented in reference [27]. It should be noted that 
the interaction processes are determined by the ion itself, its mass and charge, as well as 
by the physical sample properties, such as lattice arrangement and element composition 
of the target in addition to the kinetic energy. 
 
Figure 3: Rough description of the interaction mechanisms of ions with solids at different kinetic energies. 
In the low-energy range the interaction mainly takes place between the ions and the 
sample surface, even if the energy is equivalent to most of the binding energy of chemi-
cal substances [9]. The incident ions cannot penetrate into the solids or transfer enough 
energy to nuclei in order to deform or destroy the sample lattice arrangement. In this 
energy range the ions mainly become adsorbed at the surface and diffusion and desorp-
tion processes occur. Not only single charged ions but also single charged atom clusters 
only interact with the sample surface at these low kinetic energies as other investiga-
tions of our group show [28]. It is important to mention, that multiple charged ions show 
other interaction processes. This is explained briefly in chapter 2.7. In this context, the 
potential energy of the ions, which is determined by the ion charge, can induce sputter-
ing processes or a lattice deformation or destruction at even low kinetic energy as it is 
reported in reference [29]. For ion beam lithography single charged ions with low kinet-
ic energy are not useful. 
Above kinetic ion energies of 1keV the ions penetrate into the solid. Mainly Coulomb 
interactions and elastic collisions of ions with the lattice atoms occur. The interaction 
with the lattice atoms will reduce the kinetic ion energy until the ions are fully stopped 
and implanted into the solid. Because of the deceleration of the ions by Coulomb interac-
tion and elastic collisions with lattice atoms this process is called the nuclear stopping. 
The energy the ions transfer to the solid lattice induces oscillations of the atoms that can 
be interpreted as thermal energy. The thermal energy can heat parts of the sample vol-
ume up to several thousand Kelvin. This effect is described by so-called thermal spikes 
and lasts a few picoseconds. More information on thermal spikes is given in references 
[30] and [31]. Thermal spikes can lead to local lattice destruction or to local sample 
melting. In addition, a sputter effect can be induced when the energy transfer is high 
enough to remove lattice atoms out of the sample surface. 
Above kinetic ion energies of about 100keV interaction processes mainly occur between 
the ions and the sample electrons. This interaction increases as a function of the kinetic 
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ion energy and is dominant besides other interaction processes in the MeV energy range 
[32]. In this energy range ions become scattered during the interaction process with the 
electrons of the sample. In this energy region also strong ionization effects combined 
with radiation emission of the lattice atoms appear. Since the energy loss of ions mainly 
happens by the interaction with electrons this process is called the electronic stopping. 
At energies above several MeV energy loss by radiation emission occurs. The energy loss 
by radiation strongly depends on the particle mass and is therefore only important for 
very light particles. For most ions the radiation stopping can therefore be ignored. In 
this context, this effect is mentioned for the sake of completeness. The energy loss by 
radiation emission is called radiation stopping but also the term bremsstrahlung is used 
in literature. Publications about the bremsstrahlung cross-section formulas or about a 
pair production induced by bremsstrahlung are shown in references [33] and [34]. An-
other effect is the emission of Čerenkov radiation which occurs for faster charged parti-
cles than the phase velocity of electromagnetic waves [35], [36]. Furthermore, at very 
high energies nuclear reactions or decays can appear. 
The desired effect for ion beam lithography is the interaction of ions with lattice atoms 
during the nuclear stopping process. Since ions with high kinetic energy interact strong-
ly with the sample electrons and lose kinetic energy, the ions first penetrate deep into 
the material before they start to interact with the lattice atoms in the nuclear stopping 
energy range. Lattice defects occur in deeper material regions for fast ions while slow 
ions will determine lattice defects or sputter effects near the sample surface as it is 
shown in Figure 4. Scattered lattice atoms are called recoils and can be able to scatter 
other lattice atoms after a sufficiently high energy transfer. In this case collision cas-
cades can occur. 
The scattering of the incident ions is smaller in the electronic than in the nuclear stop-
ping energy range. This is due to a smaller cross section in the interaction of incident 
ions and electrons and due to a smaller mass ratio of electrons and ions in comparison 
to atoms and ions. Figure 4 was made by TRIM simulations that will be explained in 
more detail in chapter 2.6.2. It should be noted that not all sample properties like, for 
example, the lattice arrangement are fully implemented in the TRIM or SRIM simula-
tions. Many lattice effects like the channelling [37] can, therefore, not be considered. Al-
so the effect of multiple charged ions is not taken into account.  
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Figure 4: Nuclear and electronic stopping for the impact of argon ions with a kinetic ion energy of 100keV 
and 1MeV into a carbon solid calculated by the TRIM simulation that will be introduced in chap-
ter 2.6.2. While the electronic stopping dominates for high kinetic ion energies, the nuclear stop-
ping dominates after the kinetic ion energy has decreased to several keV. Both images are scaled 
different concerning the target depth. 
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2.5 Theory of the interaction processes of ions with solids 
 
During the interaction of ions with electrons or lattice atoms the ions lose kinetic ener-
gy. This energy loss can be mathematically described as the stopping power  () which 
is defined as the energy loss ∆ of the ions per distance ∆  and is introduced for exam-
ple in reference [38]. 
 ()  ∆∆  (7) 
The stopping power is usually given in [!" ⁄ ] and refers to macroscopic systems. In 
addition to microscopic examination the stopping power is extended by the atomic den-
sity $	%!& '⁄ (	 with 
 )()  1$∆∆  1$ () (8) 
in units of [*" ∙  &⁄ ]. Usually, the stopping power is also given in units of 
[*" ∙  &⁄ ]. If the kinetic ion energy drops below the so-called threshold displace-
ment energy, no interaction effects occur that are important for the ion beam lithogra-
phy and the ions will be implanted into the solid [39]. The threshold displacement ener-
gy is specific for different solids. For typical solids the threshold displacement energy is 
in the order of 10-50eV like reported in [40] and [41]. Since the total stopping power is 
composed by the radiation, electronic and nuclear stopping this results in  
 +()  ,()  -()  	() 	  .∆∆ ,  ∆∆ -  ∆∆ 	/			, (9) 
wherein the radiation stopping plays a minor role. It is possible to obtain the mean ion 
range 1 of a particle by integration 
 1  2 1+() 3 4 2 1,()  -()  	() 34 			. (10) 
The stopping power can be plotted as a function of the range of the ions in matter. This 
plot is called the Bragg curve and can show theoretically the ion distribution of the im-
planted ions as a function of the ion range into a solid. 
 
2.5.1 Electronic stopping 
 
In the 1930s much research has been carried out to determine the stopping power and 
the ion-solid interaction. Based on the initial work of N. Bohr [42] in the year 1913 
F. Bloch [43] and H. A. Bethe [44] have established the first equations for the stopping 
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power that is known as the Bethe-Bloch equation. This equation was then expanded us-
ing a shell and density correction  and can be written as [45] 
 -()  ∆∆  46789-- $:; <= ∙ .> ?=-@   =  A2  C:/			. (11) 
The parameters of the formula are: 78: Avogadro constant, 9-: classical electron radius, -: electron mass, : velocity of light, $: density of the absorbing medium, :: atomic 
number of the absorbing medium, <: charge number of the incident particle, ;: mass 
number of the absorbing medium,	=  /,	?  1/F1  =, A: density effect correction 
term, C: shell correction term. Under this assumption the maximum energy that can be 
transferred to an electron by an incident ion with the mass *G is [46] 
 H8I  2=?-1  2?-*G  J-*GK ≈ 2=
?-								MN9	?- ≪ *			. (12) 
The Bethe-Bloch equation could explain experimental data obtained for the stopping 
power of ion velocities between 10MeV and 10GeV [46], but it fails for calculations of 
the stopping power of smaller or larger kinetic ion energies. Only after additional inves-
tigations a stopping power theory for ions with lower kinetic energies could be devel-
oped. Based on H. Bloch’s work J. Lindhard proposed a parameterization of the stopping 
power and expanded Bloch’s equation considering the Barkas effect and other correc-
tions [47], [48]. In collaboration with M. Scharff and H. E. Schiott the LSS-Theory [49], 
[50] was developed. Finally, the additional work results can be summarized in a formula 
presented in [51]. 
 -()  86Q :GRS::G'  :''
  86Q :G
RS:
:G'  :''
2	*G  (13) 
Here are	Q  ℏ (U ∙ -)⁄  the Bohr radius with ℏ as the reduced Planck’s constant and U as the Fine-structure constant, :G, the charge of the interacting particles (ions, elec-
trons),   F2	 *G⁄  the velocity of the incident ion and    ℏ⁄  the Bohr velocity.  
At very low kinetic ion energy the interaction between the ions and lattice atoms is dom-
inant and will be described in the next subchapter. For high kinetic ion energy radiation 
emission effects during the deceleration of charged ions known as bremsstrahlung oc-
cur. Both effects cannot be explained with the formulas of the electronic stopping pro-
cess and have to be considered separately. 
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2.5.2 Nuclear stopping 
 
The derivation of the nuclear stopping power is well described in reference [52] and will 
be explained here briefly where 	() equals the integral over the energy transfer V(, W(X, Y)) after a nuclear collision event with 
 	()  2 26 ∙ V(, W(X, Y))XZ 3X			. (14) 
Here X equals all possible impact parameters,  is the initial kinetic energy of the two 
particle system, Y the kinetic energy of the two particle system and W equals 6  [ with [ as the deflection angle in the collision process. The energy transfer per collision is  
 V\, W(X, Y)]   4*G*(*G *) )^ W(X, Y)2  (15) 
with *G, as the mass of the incident ion and its collision partner. The integral then be-
comes  
 	()  	26 ∙ _ 4*G*(*G *)2 )^ W(X, Y)2 XZ 3X			. (16) 
Because the deflection angle depends on the interatomic potential "(9) with 9 as the 
collision partner distance by 
 W(X, Y)  6  22 191  "(9)Y  X9 X
Z
,`ab 3X (17) 
the integral can only be solved numerically since the interatomic potential cannot be 
described analytically. The potential is composed from the charge distribution of the 
core, the electron distribution of the ion and the solid and can be determined numerical-
ly by a so-called screening function  Φ(9) with 
 "(9)  :G:9 	Φ(9)			. (18) 
On the basis of calculations J. F. Ziegler, J. P. Biersack and U. Littmark [53] found an ap-
proximation for the screening function that is known as the universal screening poten-
tial (USP) Φ( ).  
 Φ( )  0.1818e'.I  0.5099e.hi'I  0.2802e.ijI  0.02817e.GSI (19) 
Here,    9 Ql⁄  and Ql  0.8854 ∙ 0.529Å	/	(:G.'  :.'). Additionally, a so-called di-
mensionless reduced energy n has to be introduced that considers the dependence of the 
nuclear stopping power on the masses and charges of the incident ions and the solid 
atoms with 
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 n  32.53 ∙ * ∙ :G: ∙ (*G *) ∙ (:G.'  :.')			. (20) 
The stopping power 	(n) in units of n is then 
 	(n)  pq
r ln	(1  1.1383n)2(n  0.01321n.GS  0.19593n.u)	ln	(n)2n
					n ≤ 30
						n > 30			. (21) 
Finally, the stopping power 	() in units of eV/(atom/cm2) is [52] 
 	()  	 8.462 ∙ 10eGu ∙ :G ∙ : ∙ *G(*G *) ∙ (:G.'  :.') ∙ 	(n)			. (22) 
2.5.3 Radiation stopping 
 
The principles of the bremsstrahlung are known from electron-electron or positron-
electron interactions and can be transferred to ion-electron interaction. In general, 
bremsstrahlung occurs due to the deflection of high-energy charged particles [46]. It has 
been investigated by N. Bohr and W. Heitler for electrons [54]. For ions the energy loss 
by bremsstrahlung can be described by the equation presented in reference [55]. 
 ,()  4U ∙ 7y ∙ :; · < ·  146{ ∙ 
 ·  ∙ > |183 ∙ :eG'} (23) 
Here,  is the energy of the ion before radiation emission, U the fine structure constant, 7y the Avogadro constant, Z the atomic number of the target, A the atomic weight of the 
target and z and m the charge number and the mass of the incident ion. In addition to the 
bremsstrahlung also other effects like the pair production occur [56]. Further research 
showed that under certain conditions the bremsstrahlung only counts a fraction for the 
stopping power and other effects can dominate in this high energy region [54]. Based on 
the theories described in this section and further investigations programs were devel-
oped to simulate the impact of ions into solids. Since some of these programs were used 
and compared with experimental data in this project, they should be presented in detail 
in the next subsection of this work. 
 
2.6 Simulations of interaction processes – SRIM and TRIM 
 
The deviated interaction processes received from the theoretical works on ion-solid in-
teractions were used to simulate the ion impact into solids and the ion-solid interaction. 
Some of this programs are MELF-GOS [57] or the simulations ESTAR, PSTAR und ASTAR 
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of the National Institute of Standards and Technology [58] and, for example, 
SRIM(TRIM) programmed by J. F. Ziegler, M. D. Ziegler und J. P. Biersack which is ex-
plained in reference [59] or on the programmers’ homepage [60] in more detail. Some of 
the programs can be used as freeware. Although, the programs may work with different 
algorithms and equations as it is described on appropriate references the simulated re-
sults only vary low among each simulation.  
In this project the programs SRIM (The Stopping and Range of Ions in Matter) and TRIM 
(Transport of Ions in Matter) were used. Since the development and introduction of 
SRIM (TRIM) in the year 1985 the program has been continuously improved and ex-
panded with new theoretical models and experimental data. The program SRIM version 
2011 has an average accuracy of about 4.6% in comparison with experimental data for 
stopping power and approximately 69% (86%) of all measured data is in variation of 
5% (10%) in comparison to SRIM calculations as it is reported on the programmers’ 
homepage [60]. This program version was in beta phase during the calculations made in 
this project. For calculations the more bug free SRIM(TRIM) version 2008.04 was used.  
 
2.6.1 SRIM – The Stopping and Range of Ions in Matter 
 
The program SRIM simulates the electronic and nuclear stopping and the ion range of 
incident ions into a solid.  The program is increasingly used in research. The simulated 
solids in this program can be composed of different elements. An integrated database 
helps to import a correction ratio of elements for the simulation of mixed materials. Fur-
thermore, the database contains all important data for the calculation of a specific solid. 
Additionally, the pre-set values can be changed manually. Concerning an impact-ion the 
element name, the corresponding atomic number and the mean atomic weight have to 
be entered. The composition of the solid body is obtained by elements of the periodic 
table and takes into account what proportion of the solid state individual elements have. 
In this context, the element name, the atomic number and the average atomic weight 
have to be set for each element class. Furthermore, the density of the solid and its physi-
cal state have to be entered. The so-called compound correction takes into account the 
differences between elemental and bounded components such as HO instead of 2H and O or for other compounds in the database [61], [62]. Here, not only the masses of the 
compound elements of the solid are taken into account in the simulation, but also the 
bonds between the compound elements and the solid phase. Additionally, the compound 
correction also varies for light ions. Furthermore, the average ion range can be calculat-
ed and the so-called straggling that equals the square root of the variance of the ion 
range is explained in more detail in chapter 2.6.2. In this case lateral and longitudinal 
straggling relates to y-z- and x-z-projected ion range. To give an overview the stopping 
power, the range and straggling of different ions into a graphite solid are simulated and 
presented on the following pages. Graphite is implemented in the compound database of 
the SRIM simulation. 
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Figure 5: a)+b): Simulation results of the SRIM program on the electronic and nuclear stopping power for the 
impact of different ions into a graphite solid. In b) the stopping power is shown in logarithmic 
scale. c)-e): Calculated ion range, the derivative of the ion range and the ion straggling for the 
impact of different ions into a graphite solid. 
In a) and b) of Figure 5 the nuclear and electronic stopping for the impact of different 
ions into graphite are shown in linear and logarithmic scale. For low kinetic ion energies 
the nuclear stopping dominates. At higher energies the nuclear stopping decreases and 
the electronic stopping power increases. The transition from nuclear to electronic stop-
ping power shifts to higher kinetic ion energies with increasing ion atomic number. Also 
the maximum nuclear and electronic stopping shifts with increasing atomic number. The 
value of the maximum nuclear and electronic stopping rises as a function of the atomic 
number of the ions as it is shown in Figure 6. 
The plots show the dependency of the maximum stopping power shift a) and the maxi-
mum stopping power value b) as a function of the ion atomic number. In both plots func-
tions are added that describe the mathematical dependency. a) The peaks shift with the 
square of the atomic number. Here, the shift of the maximum electronic stopping rises 
faster with the atomic number, than the maximum nuclear stopping does like the equa-
tions in a) show. b) The value of the maximum stopping power increases linear with the 
atomic number. In c)-d) of Figure 6 the ion range, the range derivative of the ion range 
and the straggling are shown. Especially light ions penetrate deep into the solid material 
but also get scattered more in the solid as the straggling shows that equals the square 
root of the variance of the ion range. With increasing atomic number the ion range de-
creases due to the increasing ion masses. The straggling-plot also shows a strong de-
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crease of the scattering process for heavy ions in the electronic stopping energy range. 
The derivative of the ion range decreases in the electronic stopping energy range and 
becomes a minimum at kinetic ion energies that correspond to the maximum electronic 
stopping power. The derivative is nearly constant for all ions in the nuclear stopping 
energy range. At energies of several eV the derivative of all simulated ions tend to 
10nm/keV. On average, heavy ions do not penetrate solids as deep as light ions do at the 
same kinetic ion energies although the scattering of light ions in solids is much higher.  
 
Figure 6: Maximum electronic and nuclear stopping at kinetic ion energies as a function of the ion atomic 
number a). In b) the value of the maximum electronic and nuclear stopping power is plotted as a 
function of the ion atomic number. 
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In additional simulations not the ion but the solid material was varied. The following 
plots show the impact of gallium ions into different solids. In this case also the impact 
into the compound materials GaAs and SiO2 were simulated. As mentioned before, in the 
used simulation version compound corrections like the stopping correction for target 
chemistry and phase, the target composition and the target bonds are implemented in 
the simulations [61], [62]. The next plots are scaled just as the plots for the impact of 
different ions into graphite due to a better comparability. 
 
 
 
 
 
 
 
 
 
21       2 - Ion beam lithography 
 
      2.6 - Simulations of interaction processes – SRIM and TRIM 22 
 
 
Figure 7: a)+b): Simulation results of the SRIM program on the electronic and nuclear stopping power for the 
impact of gallium ions into various solids. In b) the stopping power is shown in logarithmic scale. 
c)-e) Calculated ion range, the derivative of the ion range and the ion straggling for the impact of 
gallium ions into various solids. 
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Like all plots show, the variation of the electronic and stopping power, the ion range and 
the straggling is less for varying the solid material than varying the ion material. The 
plots a) and b) of Figure 7 in comparison to plots a) and b) of Figure 5 show that the 
electronic and nuclear stopping power for various solids are relatively close one to an-
other. Because the simulations included only the results for one ion material this state-
ment will perhaps not be valid for other ion materials. As plots a) and b) show there is 
also no meaningful dependency between the solid material and the maximum stopping 
power value or the maximum stopping power shift presented in Figure 8. 
 
Figure 8: Maximum electronic and nuclear stopping at kinetic ion energies as a function of the ion atomic 
number a). In b) the value of the maximum electronic and nuclear stopping power is plotted as a 
function of the ion atomic number. 
      2.6 - Simulations of interaction processes – SRIM and TRIM 24 
 
The plots show that the shift and the value of the stopping power rises as a function of 
the solid atomic number except for the nuclear stopping value (red line in b). The offset 
of the linear fits in a) and b) will probably be dependent on the solid material and will 
change for different materials. 
The ion range and the derivative of the ion range, plots c) and d) of Figure 7, are nearly 
equal for various solid materials and different kinetic ion energies. Because the curves in 
c) and d) are nearly similar for the impact of gallium ions it can be assumed that the 
curves for another ion but various solid materials will also nearly be the same. Also the 
lateral and longitudinal straggling will only vary by one order of magnitude for different 
solid materials. In general the ion range and the straggling will not differ strongly for 
various solid materials. 
Summarized, the used ion material in ion beam lithography strongly influences the ion 
range and the ion distribution, while the ion range and distribution will not change 
strongly for different solid materials. 
It is important to mention that there is a difference between the calculated SRIM data 
and real measurement. In order to identify deviations between experiment and simula-
tion a database with lots of experimental data is accessible on the programmers’ 
homepage [63]. An overview of the impact of ions in carbon is shown in the following 
figure [64]. The figure shows the stopping power in the kinetic ion energy range of 
1keV-100MeV. All plots are normed on aluminium. On the programmers’ homepage 
there is no further reference to the normalisation on aluminium. Generally, the plots in 
the figure give a rough overview about the accuracy between SRIM and experiments. 
The upper plot shows a good agreement for the nuclear stopping simulations with ex-
perimental data. In the lower plot a mean error of 6.7% for the ion impact into a carbon 
solid has been calculated. Depending on the ion material the deviation between experi-
ment and simulation can be high.  
There are several reasons for the deviation. Although, newer version of SRIM(TRIM) 
include corrections concerning the bonds between the atoms in solids, not all features of 
the lattice structure, especially the defect sites and the solid surface as well as impuri-
ties, are taken into account. Additionally, the impact of the ions is considered separately. 
After some ions have been implanted into the solid the next incident ions have to inter-
act with a slightly deformed or changed solid concerning the atom arrangement and the 
implanted ions. The ion beam is assumed to be ideal. This means that there is neither a 
kinetic ion energy distribution nor a real ion beam diameter. 
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Figure 9: Comparison of SRIM simulations with experimental data [64]. The upper plot shows the simulated data normed 
on aluminium. Additionally, experimental data for many other ions is shown. The bottom plot shows the devia-
tion of experimental and theoretical (simulated) data. 
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2.6.2 TRIM – Transport of Ions in Matter 
 
With the TRIM program the transport and the trajectories of ions in solids can be simu-
lated. Lattice atoms that have been removed from their lattice position due to an ion-
atom collision are called recoils and can remove other lattice atoms at a sufficiently high 
energy transfer so that collision cascades can be initiated. By the removal of a lattice at-
om a lattice defect or a so-called vacancy is created. If recoils are completely removed 
from the solid the solid material becomes sputtered and cavities occur. The sputter pro-
cess is also called “milling” in literature. The simulations of the ion and recoil trajectories 
are calculated dynamically in the TRIM simulation. The ion impacts are simulated one 
after the other. The implanted ions are not taken into account if a subsequent ion impact 
is simulated.  For the calculation of the interaction process either a full damage cascade 
simulation or a speed improved Kinchin-Pease-analytic-method, which is described in 
references [65], [66], [67] and that only calculates the ion trajectories, can be chosen. 
The collisions are performed using a Monte-Carlo-simulation [68]. For the calculation of 
composite materials additional calculation methods were implemented based on refer-
ence [61] where also bonds between atoms were taken into account. 
After an interaction process an ion with an initial kinetic energy of G loses a part of its 
energy ΔG and continues to move with the reduced kinetic energy . There exists a so-
called displacement energy   for lattice atoms which corresponds to the energy neces-
sary to remove or displace a lattice atom. The surface binding energy  is the energy 
that has to be applied in order to remove a lattice atom from the solid. If the energy 
transfer to a lattice atom is greater than the displacement energy ΔG >   the atom is 
removed from its lattice position. When the kinetic ion energy becomes smaller than the 
displacement energy   after the collision, the ion remains at the lattice site of the re-
moved atom and loses its energy by lattice vibrations or phonons. But if, additionally, 
the energy of the removed atom is too small to leave its lattice site the ion occupies an 
interstitial position in the solid which leads to local lattice deformation. In this case, the 
energy of the ion and the atom is converted into phonons. A sputter effect is initialized 
when the energy of the incident ion G is larger than the surface binding energy  of a 
lattice atoms and the fly path of the displaced or removed atom leads to a fully remove of 
the atom out of the solid.  First, as discussed for the SRIM simulation, the necessary cal-
culation parameters have to be set manually or they have to be imported from an inter-
nal database. Additionally to the element name, the atomic number, the atomic mass, the 
kinetic ion energy, the amount of impacting ions and their impact angle relative to the 
solid surface have to be entered. Also solid relevant parameters have to be set or im-
ported. These parameters are the element name, their atomic number, the atomic 
weight, the solid density and the solid thickness. For compound materials the compound 
correction for calculations has to be imported. In addition, the solid can be built up from 
different layers with a specific thickness. The layers are stacked one on another and are 
simulated as ideal flat and infinitely extended. Furthermore, the state of matter for each 
layer should be established concerning solid or gas phase. 
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The dynamic calculation of the collision cascades as well as the ion trajectories happen 
along the x-y-z-axes in which the x-axis is perpendicular to the solid surface and is the 
flight direction of the ions. Besides the assessment of collision cascades on the x-y-, x-z- 
and y-z-planes other calculations or options can be set. These are the range distribution, 
the nuclear-recoil distribution, the lateral range distribution the ionization distribution, 
the phonon distribution the recoil energy distribution the collision distribution and the 
sputtering distribution. The simulation data of each calculation can be saved separately. 
Additionally, there are more parameters that can be calculated during the dynamic 
simulation. Apart from the lateral and longitudinal ranges a radial range is introduced in 
the TRIM simulation. The ranges and the square root of the variances, the straggling, are 
defined as reported in reference [69]. 
longitudinal range 
lateral range 
radial range 
1  ∑  	G1  ∑ ||	G
1,  ∑   <	G 
 (24) 
longitudinal straggling 
lateral straggling 
radial straggling 
  ∑  	G  1
  ∑ %(||  |<|)/2(	G 
,  ∑   <	G   1,
 (25) 
Furthermore, the energy percentage distribution of the total energy into ionization, cavi-
ty production and phonon excitation by phonons and recoils is calculated as well as the 
sputtering yield in [atoms/ion] and the cavity production per ion. The simulations were 
carried out in the energy range of the nuclear stopping which constitutes the main effect 
in ion beam lithography. For the impact of 5000 ions with a kinetic energy of E  40keV in graphite with the density of ρ  2.26	 g cm'⁄ , the binding energy of E  7.41	eV and the displacement energy of E  28eV the simulations were per-
formed and the results for different ions in a graphite solid were listed in Figure 10. The 
red coloured lines correspond to ion trajectories while green coloured lines correspond 
to atom trajectories. In the following figure the parameters obtained from the TRIM 
simulations are listed. They are the range distribution of ions and recoils lateral longitu-
dinal and radial and also the percentage distribution of the total ion or recoil energy for 
ionization processes cavity creation and phonon excitation. The values in the last two 
rows show how many lattice atoms are sputtered per incident ion and how many cavi-
ties are created per ion.   
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 Figure 10: TRIM simulation results on the impact of different ions with a kinetic energy of 40keV into a graphite solid. The figures 
show the trajectories of the ions (red) and the recoils (green). In the table the parameters obtained from the simula-
tion such as the range, the energy distribution and the defect creation are shown. Collision figures for He and Ne were 
scaled differently. He: 400·400nm2, Ne: 150·150nm2, all others: 100·100nm2. 
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While light elements only produce a few recoils through collision processes the ratio of 
ions to recoils increases for heavier elements. The figures show a decrease of the ion 
range for increasingly heavier ions that has already been seen in the SRIM simulations. 
In addition to the SRIM simulations TRIM can show that the most profound changes of 
the graphite lattice in deeper regions are mainly caused by ions for light-ion impact and 
by recoils for heavy-ion impact.  
The TRIM simulation additionally shows that the width of the generated structure de-
pends on the ion and recoil distribution in the solid and not only on the beam focus. The 
structure width in deeper regions is wider for light-ion impact than near the surface 
while the structure width for heavy-ion impact is constant near the surface and in deep-
er regions. 
The longitudinal, lateral and radial ion range decreases with increasing ion atomic num-
ber. While for elements heavier than gallium the ranges nearly stay constant, the main 
range decrease happens for light ions or rather for helium to argon. For a kinetic ion en-
ergy of 40keV the longitudinal range of ions heavier than argon is about 25-40nm. Tak-
ing in account the recoil distribution the structure depth is 25-90nm. The lateral and 
radial width of the structures depends on the ion and recoil scattering. Although, the 
values for the lateral and radial ranges are small the resulting structure width in y- and 
z- direction will be much higher due to the recoil range especially for heavy incident 
ions. The structure width will be about three times higher than the values for the lateral 
and radial ion ranges. Also the straggling of the longitudinal, lateral and radial ion ranges 
decrease for increasing heavier incident ions. 
For the energy transfer of incident ions and recoils into ionization energy, cavity produc-
tion and phonon excitation only a small part of the energy is spent for cavity production 
(0.5-3.5%), while most of the energy is transferred into ionization (35%-90%) and pho-
non excitation (8-55%). The cavity production increases with increasing heavier ions, as 
the last column shows. The produced cavities per ion rate rises up to about 450 for 
heavy ions. The important sputtering yield for the milling effect in the ion beam lithog-
raphy is very small, so that only up to about 2 atoms can be sputtered per ion if the inci-
dent ion is heavier than Xenon. 
In an additional simulation series the impact of 5000 gallium ions at a kinetic ion energy 
of 40keV into different solids was simulated. The results of the simulation series is pre-
sented in the following figure. All data is scaled by 100·100nm2. 
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 Figure 11: TRIM simulations results on the impact of gallium ions with a kinetic energy of 40keV into different solids. The figures 
show the trajectories of the ions (red) and the recoils (green). In the table the parameters obtained from the simula-
tion such as the range, the energy distribution and the defect creation are displayed. The scale of the data is 
100·100nm2. 
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Like in the SRIM simulation, the compound materials GaAs and SiO2 were simulated in 
addition to pure solids.  
As the SRIM simulation has already shown, the ion range distribution indicated by the 
red lines in the pictures is much more consistent after varying the solid material than 
the ion material. But the ion range does not decrease strictly with the solid material as 
the values for silicon and graphite show. Nevertheless, the scattering of the incident ions 
varies with the solid material especially near the sample surface. The ion distribution 
becomes more spherical with increasing heavier solid material. The recoil range de-
creases for heavy solid materials due to the mass of the recoils. Generally, the ion and 
recoil distribution is not dependent on the solid material. It seems that the lattice atom 
arrangement (graphite <-> diamond) has an important effect on the ion and recoil dis-
tribution. The distribution will then also be different for compound materials.  
Although, the ion and recoil distribution is affected by the solid material, the longitudi-
nal, lateral and radial ranges do not differ as strong as by varying the ion material. The 
simulations show a narrow longitudinal range distribution between 20-35nm. In aver-
age, the longitudinal ion range slightly decreases with increasing heavier solid material. 
On the other hand the lateral and radial ranges slightly increase with the mass of the 
solid atoms.  
While most of the system energy is still spent on ionisation (24-45%) and phonon exci-
tation (52-70%), a much higher part of the energy is spent on vacancy production (3-
7%) especially for heavy solids. The larger vacancy production rate can also be obtained 
from the last column. One ion can produce up to 1423 vacancies for germanium solids. 
Also the sputtering yield increases for heavy solid atoms to a value of 13.6 atoms per ion 
for the impact of gallium ions into a lead solid at a kinetic ion energy of 40keV. 
Best sputter results can be assumed for the impact of heavy ions into heavy solid mate-
rials. The structure width will decrease with increasing heavier ions. Both facts are im-
portant for a controlled structuring process of nano and micro structures.  
It is important to remark that the TRIM simulation does not take into account a de-
formed solid after several ions have been implanted into the solid. Every new ion impact 
is simulated as the solid would be in its initial ground state. After the solid has been ir-
radiated with a high-dose of ions the destruction and deformation of the solid lattice 
should be high enough, so that the most lattice atom bonds will be broken or changed 
and that less energy is needed to displace or even sputter lattice atoms. The effective 
sputter yield should rise for high-dose irradiation. 
In the next subchapter the basics of the ion beam lithography will be presented briefly. 
The results of the SRIM and TRIM simulations will be taken into account for a short de-
scription of the irradiation process in ion beam lithography concerning a low-dose and a 
high-dose patterning. Additionally, in a short part, a theoretical improvement on the ion 
beam lithography will be discussed.   
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2.7 Basics and improvement of the ion beam lithography 
 
In ion beam lithography ions are accelerated by their charge using an electric field. The 
accelerated ions can be focused onto a sample surface via electrical optics. Here, the 
beam width in the focus point can be a few nanometres in diameter depending on the 
technical design. The lithography must happen at near vacuum conditions, since the ions 
are scattered by molecules in the atmosphere. In order to produce a uniform structure in 
the nano or micro metre range the sample surface should be free of impurities. 
Because the ion beam lithography is a serial structure production technique the focused 
beam has to be moved over the sample surface by a sample stage or by a deflection of 
the ion beam. On the basis of a structure plan the structures will be produced on the 
sample surface. 
As already mentioned, the patterning process is mainly generated by sputtering or de-
fect production processes. For ion beam lithography only the nuclear stopping energy 
range from keV to MeV is important. In this energy range the ion-solid interaction pro-
cess mainly proceeds between ions and atoms. Structures of a few nanometres can be 
produced by ion beam lithography.  
As the SRIM and TRIM simulations show the interaction processes, as well as the ion 
range, the ion and recoil distribution and the sputtering yield depend on the ion materi-
al. These factors directly influence the shape of the generated structures. In the case of 
ion implantation the ion and recoil distribution plays a major role. For high sputtering 
yields and compact structures heavy ions have to be used. The resulting structure width 
will be always a few nanometres bigger than the planned structure width due to the ion 
and recoil scattering. Also the average ion range will vary depending on the ion and solid 
material. The straggling describes the ion range distribution and equals the square root 
of the ion range variance. 
Although, the choice of the sample material will optimize the form of the produced 
structures slightly and the sputtering yield strongly, in most cases the choice of the solid 
material is determined by the physical and electrical properties that have to be retained 
on the generated structures. 
As the TRIM simulations show, the sputter yield is low but the experimental sputter 
yield should be higher after the solid has been irradiated with a high ion dose due to a 
rising deformation and destruction of the solid lattice. Nevertheless, a high amount of 
ions is needed in ion beam lithography to initialize sputter effects. For this reason, the 
irradiation process is separated into a low-dose and a high-dose irradiation. While for 
low ion doses mainly ions are implanted into the solid, at high ion doses the absolute 
sputter rate is high enough to create structures directly in a milling process. The low-
dose and high-dose irradiation process is shown in the next figure schematically. 
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Figure 12: Schematic overview of the irradiation process at different ion doses. While for a low-dose irradia-
tion b) mainly ions are implanted into the surface and the solid lattice becomes damaged and de-
formed, at higher doses the absolute sputter rate increases so that cavities are produced at the 
sample surface. For a high ion dose c) the cavity depth increases and many implanted ions and 
lattice atoms are sputtered. The edges go up due to a high ion and atom concentration in d).  
The implantation of ions into the solids can be regarded as a kind of sample contamina-
tion. This is one of the biggest disadvantages of the ion beam lithography. Since the sput-
tering yield remains small at about 1-20 atoms per ion about as many ions are needed as 
atoms would be sputtered from the sample material. Already at low sputtering volumes  1.42	 ∙ 10h ions would be needed for the sputtering of a 500·500·50nm3 volume. Certain-
ly, many of the incident ions remain in the solid and only a few implanted ions would be 
sputtered by further incoming ions. As later experimental data will show the amount of 
implanted ions can be seen as accumulations at the cavity or structure edges. This bor-
der structure is heavily contaminated and destroyed by scattered ions and recoils. If the 
amount of edge destruction and contamination should be minimized it is necessary to 
use a low-dose irradiation process where structures will be generated in a subsequent 
oxidation process where mainly all destructed volumes will be removed from the solid 
surface. Since almost the entire defect area will be oxidized the purity and the lattice 
order of the created structures and edges will be very high. But for low-dose structuring 
the structure depth cannot be raised like for high-dose structuring using multiple struc-
turing loops like later discussion in chapter 5 will show. 
Besides the structure production by single charged ions, recent research deals with the 
interaction of highly charged ions with solids [29], [70], [71]. The high charge of the ions 
is equated with the potential energy of an ion. Due to the impact of a highly charged ion, 
the bonds of the lattice atoms are broken up by the emission of electrons from the 
charged ions, because the highly charged ions such as XE33+ have a very strong electron 
affinity. A single ion can break many bonds. The energy transfer of potential energy to 
the atoms is high enough to induce multiple sputter processes directly on the surface. 
The kinetic energy of the ions plays a minor role. In direct comparison, the sputtering 
yield by the use of highly charged ions is about two orders of magnitude larger than the 
sputtering yield of single charged ions. A suggestion would be to modify ion beam sys-
tems in the future to take advantage of the sputtering yield by the use of highly charged 
ions. 
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2.8 Chapter summary 
 
For the production of nano and micro structures different lithography techniques are 
used where structures are produced by interaction processes with lattice atoms. The ion 
beam lithography is based on focusing ions on a sample surface. Ions are charged parti-
cles and can be accelerated in an electric field. The speed of accelerated ions will only 
become relativistic for kinetic ion energies of several MeV. The kinetic ion energy will be 
transferred in an interaction process to the solid. 
The energy loss per path length in a solid is called stopping power. Here, a distinction is 
made between the electronic and the nuclear stopping power. The ions mainly interact 
by the Coulomb field of their charge with electrons and nuclei of the solid. While for en-
ergies in the MeV-GeV region the interaction of ions with solid electrons dominates with 
the associated processes such as ionization, radiation emission and scattering, ions with 
a kinetic energy of several keV mainly interact with lattice atoms of the solid. In this case 
lattice atoms can be displaced out of their lattice positions and will move as so-called 
recoils through the solid. At sufficiently high kinetic energy of the ions and recoils colli-
sion cascades can be initiated so that further atoms can be displaced or removed from 
the solid. If atoms are completely removed out of the solid a sputter process will start. 
Based on the theoretical work on the stopping power programs such as SRIM and TRIM 
were created and can confirm most of the experimental data. The simulations show that 
the range and ion distribution in solids are mainly determined by the choice of the ion 
material where interaction processes are strongly dependent on the atomic number of 
the incident ions. There is only a slight dependency between the interaction processes 
and the atomic number of the solid material. Additionally, the bond type and the config-
uration of the solid material influence the interaction processes. The important process 
for the ion beam lithography is the interaction with lattice atoms. Because of the colli-
sion cascades and caused lattice damages the structured area is wider than the planned 
structure volume. Thus, the minimum feature size in ion beam lithography is limited to a 
minimum of a few nanometres. Generally, the sputtering yield by ion bombardment is 
very low. At low doses mainly ion implantation and lattice destruction occur. Only at 
high ion doses the absolute sputter rate will increase and material will be removed from 
the sample. But many incident ions will also contaminate the sample surface and espe-
cially the structured edges as experimental data shows. So, alternatively, a low-dose ir-
radiation can be used to destroy or deform the solid lattice structure by the use of a few 
ions. The deformed or destroyed solid volume can be removed from the surface by a 
subsequent oxidation process. Both methods have advantages and disadvantages like a 
maximum possible structure or rather cavity depth. A higher sputtering yield could be 
achieved in future by the use of highly charged ions. The charge and energy exchange 
will mainly take place in the moment of the ion impact onto the surface for multiple 
charged ions. The resulting sputtering yield can be about hundred times larger in com-
parison to single charged ions.  
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3. Systems and equipment 
 
The devices used in this project can be divided into the categories of structure produc-
tion, structural analysis and electrical analysis. For the structure production an ion beam 
system of the Raith GmbH and an oxidation furnace were used among other devices. For 
the structural analysis mainly an atomic force microscope (AFM) was used. For the anal-
ysis on electrical structure properties, a four-point probe system was designed and 
started up. These devices and systems are described in detail in this chapter. 
Besides the mentioned equipment other devices were used for structure production and 
analysis, which are only briefly described and can be classified in the equipment list as 
follows: 
Structure production Applications 
3.1 – Ion beam facility - ionLiNE 
          Raith GmbH 
Structure production by gallium-ion bombard-
ment with high or low ion doses 
3.2 – Oxidation furnace 
          Gero GmbH 
Heater for structure production by oxidation with 
Ar-O2 (2% O2) mixed gas at 500°C 
3.3 – Ozone-generator + UV-lamp 
          Dinies – Feinwerkt. + Elektronik 
Use of ozone as an oxidant for structure produc-
tion at low temperatures of about 110°C 
Structural analysis Applications 
3.4 – Atomic force microscope, AFM 
          TopoMetrix GmbH, Nanonics Ltd 
Quantitative structure analysis by mechanical 
scanning of surfaces using a tip 
3.5 – Scanning tunnelling micr., STM 
          Omicron Nanotechnologie GmbH 
Quantitative structure analysis by electrical sur-
face tracking of surfaces using a tip 
3.6 – Scanning electron micr., SEM 
          Raith GmbH 
Qualitative and quantitative structure analysis by 
secondary electron detection 
3.7 – Optical microscopes 
          Müller GmbH, Carl Zeiss AG 
Qualitative sample analysis and sample thickness 
measurements in the milli- and micrometre scale 
Electrical analysis Applications 
3.8 – Four-point measuring device 
          Self-design 
Electrical analysis of generated structures or 
samples by four-point measurements 
3.9 – SEM- four-point device 
          Omicron Nanotechnologie GmbH 
Combination of electron microscope and four-
point measurement device for electrical analysis 
Table 1: Overview of the used equipment in this project 
Furthermore, the listed devices and systems for structure production and analysis in 
this work can be sorted according the operating scale in a scheme presented in the next 
figure. 
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Figure 13: Approximated operating scale of the used devices and systems in comparison to the magnitude of 
the produced structure and sample size. 
Nano- and micrometre sized structures were produced either directly by a milling pro-
cess using high-dose irradiation or by low-dose irradiation and a subsequent oxidation 
process in an oxidation furnace at 500°C. Furthermore, attempts were made to establish 
the structure production at temperatures up to 110°C by using ozone as an oxidant. 
For structure analysis most structures were examined with an AFM. For the examination 
of small structures an SEM or STM can be used for better resolution. Large structures 
can be measured by several AFM measurements or by optical microscopes. The SEM is 
also suitable for studying millimetre and micrometre size structures. While optical mi-
croscope and SEM images allow quantitative lateral information only qualitative infor-
mation about the structure depth can be measured. For quantitative investigations con-
cerning the structure depth an AFM or an STM have to be used. 
For electrical measurements the structures have to be contacted by tips, which can ap-
ply an electrical current. The tips have to be free positionable on structures or sample 
surfaces for electrical properties determination. The self-designed four-point measuring 
device has an additional optical microscope and four micro manipulators included for 
the tip positioning.  For even smaller, nanometre sized, structures an SEM-four-probe 
device of the Omicron Nanotechnology GmbH could be used for electrical investigations 
for a while. 
The ionLiNE, the oxidation furnace, the AFM and the self-designed four-point-measuring 
device are described in detail in the next subchapters. These devices were mainly used 
during this project. Other used devices will be presented briefly. 
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3.1 The ion beam facility – ionLiNE 
 
The ionLiNE of the Raith GmbH uses focused, single charged gallium ions to bombard a 
sample surface and to generate structures. The abbreviation for this machine is FIB-
facility, which stands for “focused ion beams”. The system was designed by the Raith 
GmbH and their collaboration partners in the year 2001 and was then increasingly im-
proved [72]. Since 2003 the system has been used in PhD and diploma projects by the 
faculty of physics of the Technische Universität Dortmund. A picture of the ionLiNE sys-
tem is shown in the following figure. 
 
Figure 14: Picture of the Raith GmbH ion beam facility [73]. Samples in the sample chamber can be bombard-
ed by ions that are generated in the LMIS and focused with ion optic devices. The electronics and 
the vibration-damping system are located below the vacuum chamber. Additional electronics are 
in the system rack. Almost all tasks of the ionLiNE can be controlled with the computer. 
The ion beam column, the most important component of the system, is located in a vac-
uum chamber, generates gallium ions and accelerates them as a focused ion beam with a 
few nanometres in diameter on the sample surface. 
The sample is located in the main vacuum chamber or rather sample chamber. The 
chamber also includes an adjustable sample stage and two optical cameras for coarse 
positioning and an SEM for fine positioning of the sample. The SEM uses a detector to 
measure secondary electrons that are generated after the gallium ion irradiation on the 
sample surface. 
The load lock is attached at the main chamber, where samples can be transferred in and 
out of the facility. The vacuum chamber and the load lock are pumped through an ion 
getter and a turbo molecular pump. The pressure in the main chamber will drop down to 
10-7mbar in operation mode. 
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The main electronics and the vibration damping systems are below the main chamber. 
Other electronic components, especially for the patterning processes, are in the system 
rack. The system operation can be controlled by a computer and a custom designed 
software. Important aspects concerning the ion beam facility are described in the follow-
ing subchapters. 
 
3.1.1 Ion beam generation 
 
For the ion beam generation an LMIS, liquid metal ion source, is used [74], [75], [76]. 
Liquid metal is placed in a strong electric field. Because of the balance between surface 
tension and electrostatic forces a small cone-shaped metal tip is formed, where ion gen-
eration and emission is proceeded. Because of a small emission area when the liquid 
metal is placed at the needlepoint the generated ions can be accelerated and focused 
uniformly. The cone-shaped tip is called Taylor-Gilbert-Cone. It is named by G. I. Taylor 
and W. Gilbert that investigated the cone formation in their experimental and theoretical 
work [77], [78]. At the Taylor-Gilbert-Cone liquid metal flows due to capillary forces lin-
ear with the ion emission to the tip end so that ions can constantly be generated.  
 
Figure 15: The LMIS [75]. A coiled wire is wetted with a liquid metal. The liquid metal is attracted by capil-
lary forces to the tip end of a needle. Under the influence of an electric field a cone-shaped tip end 
is formed where ion generation and emission is proceeded. 
An important point while using the LMIS is the liquefaction of the used metal. The heat-
ing process can worsen the vacuum conditions due to outgassing material. Therefore, 
many materials have been investigated for their use in the LMIS like for example pre-
sented in reference [79].  
The advantage of gallium is a low melting temperature of 29.76°C, so that a heating pro-
cess becomes almost unnecessary. In addition, gallium becomes mainly single charged in 
the LMIS so that most of the gallium ions will have the same kinetic energy after acceler-
ation. 
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3.1.2 Ion beam focussing 
 
The ions generated in the LMIS are accelerated and focused in the ion optics. 
 
Figure 16: Ion optics in an ion beam facility [80]. The generated ions are accelerated by the extractor and 
focused by a lens and an aperture system onto the sample surface. 
The acceleration of the LMIS ions happens via a voltage applied at the extractor. This 
component primarily controls the kinetic ion energy. 
Since the ion beam diverges after passing the extractor, an aperture is included in the 
lens system to reduce the ion beam diameter. For this an orifice of 5-1000µm is located 
in the aperture centre. Ions that do not pass the orifice will be absorbed by the aperture. 
Using a small aperture with a small orifice the beam focus will increase while the ion 
intensity will decrease after passing the aperture. Small apertures are required for high 
resolution beam focussing. Since the aperture is continuously bombarded with ions an 
orifice enlargement or additional orifices appear on the aperture after excessive use. The 
aperture needs to be replaced regularly. Typical ion currents are in the range of 12-
4000pA depending on the aperture size. 
The next ion optics element is the condenser lens after the aperture that is used for 
beam guidance. 
The blanker will turn away or blank the ion beam when the actual sample surface area 
should not be structured. Technically blanking the ion beam is more useful than the 
complete shutdown of the ion beam, since the shutdown takes several minutes in time 
but the blanking happens in milliseconds. 
The stigmator corrects the astigmatism of the lens system and so the different foci for 
ions that move along the x-y-beam axis compared to the ions on the z-beam axis direc-
tion. The stigmator voltage settings can change the foci along the x-y- and the z-direction 
separately so that all beam ions will have the same focus. 
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The ion beam can be deflected along the x- and y-direction on the sample surface by the 
scanning device. The maximum deflection of the ion beam is technically limited to a 
200x200µm2 write field to minimize the incident angle and to exclude angular structure 
formation. 
The objective lens focuses the ion beam before the ions reach the sample. The distance 
between the last lens and the sample surface is called the working distance and can be 
regulated by lowering or lifting the sample stage. 
For surface patterning the ion beam has to be moved along the sample surface. In this 
context, two possibilities have been technically realized in the system. On the one hand 
the sample stage can be moved with up to 2nm accuracy using laser interferometer 
technology in x- and y-direction. Because the ion beam is fixed this mode is called the 
fixed beam moving stage (FBMS) mode. On the other hand a combination of beam de-
flection and sample stage movement can be used. After structures have been produced 
in a write field, the sample stage will move until the ion beam can expose another write 
field. The mode can be set manually in the ionLiNE software. During this project exclu-
sively the second mode was used, a combination of beam deflection and sample stage 
movement. 
It is important to notice that the beam is not homogeneous within the ion distribution. 
The ion intensity decreases rapidly at the outer ion beam radius. The ion distribution is 
similar to a Gaussian distribution. Depending on the used aperture the beam profile will 
additionally be changed [81]. 
 
3.1.3 Structuring methods and parameters 
 
The structure plan is created by the system software. With this software, the so-called 
GDSII software, structures can be planned. They are composed of dots, lines and areas. 
For the production of dots the ion beam is focused on a surface position for a pre-set 
time called the dwell time -. When the dot is created the ion beam will be deflected 
until the beam is positioned at another dot position. 
If lines should be created several dots are produced along a line. The distance between 
the dots is called the step size  3-. The beam is moving while line writing from one dot 
to another and remains on every dot position for a duration time according the dwell 
time. In contrast to dot writing, the beam will not be blanked in line writing mode.  
Areas are also produced by a variety of dots with constant distances between the dots 
along the x- and y-direction. In this context, a step size has to be set along the y-
direction. It is beneficial to use the same step size along the x- and y-direction to obtain 
homogeneous dose distributions. Areas are produced by lines that are produced one 
after the other. Here, all lines can be generated either along the x-direction from “left” to 
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“right” or every second line will be produced from “right” to “left”. The second method 
will slightly decrease the irradiation as the ion beam has not to be moved back. Because 
the beam will not be blanked when changing a line less additional ions will be implanted 
by the second mode. 
With the GDSII software various structures can be programmed. The entire writing area 
will be divided into several write fields. First, all structures within a write field will be 
produced. If a line or an area is located in more than one write field, the lines or areas 
will be divided, so that only parts of them will be created in the current write field. If the 
FBMS option is active there are no write fields, so that the structures will be created fully 
one after the other. 
The deposited amount of ions or rather the deposited ion dose is determined by the ion 
current and the dwell time. Because the ion current will stay constant during the irradia-
tion process the deposited ion dose is exclusively controlled by the dwell time. The dot-
dose is the product of the ion current and the dwell time. 
 _  @	 ∙ - (26) 
For line writing the step size is included in the formula. 
 	-  _3-  @	 ∙ -3-  (27) 
The area dose is composed of the line-dose and the additional step size along the y-
direction. 
 8,-8  	-3-  @	 ∙ -3- ∙ 3- (28) 
The amount of incident ions can be calculated by substituting the ion current with the 
charge transfer 3 per irradiation time 3. The charge transfer can be identified as the 
product of the amount of single loaded ions  multiplied with the elementary charge . 
The dot, line and area dose can then be given in units of the number of incident ions by 
substituting 
 @	 ∙ -  33 ∙ -   ∙ - ∙ -   ∙ 			. (29) 
After measuring the ion current the needed dot-, line- and area-dose have to be set using 
the GDSII software. The values are global for all structures that have to be generated. If 
single structures should be created with a different dose, an individual dose factor can 
be set in the structure options that act multiplicatively with the global dose. By a dose 
factor of 2, for example, twice as much ion dose will be deposited in structures by dou-
bling the dwell time. 
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3.1.4 Beam adjustment and structuring procedure 
 
After the sample has been transferred, the beam has been activated, the structure plan 
has been created and the structure parameters have been set, the beam has to be adjust-
ed before the structuring process can be started.  
For this, the ion beam is focused on a free surface position. Using a software command a 
test dot will be generated on the sample surface. With the use of the SEM the test dot can 
be observed and the beam adjustments can be fine-tuned. First, the working distance is 
varied until the contrast of the test dot in the SEM image is optimized. Then the stigma-
tor settings are optimized to improve the SEM image. The aperture position in the sys-
tem can be changed so that less ions are scattered at the aperture hole which leads to an 
improved ion focus. Under these optimized settings a new dot has to be generated that 
should be smaller in diameter. This procedure has to be repeated until the beam focus is 
optimized (small dot) and the ion beam profile becomes uniform (circular dots). 
Furthermore, the movement accuracy of the sample stage has to be optimized by a stage 
movement calibration if the original focus position is not reached after moving away and 
back. After a forward and backward movement the offset can be many nanometres. This 
error leads to structural distortion when structures are located in various write fields. 
To perform the calibration a dot has to be produced first. The calibration starts by a 
software script where the stage moves several microns away and back to the original 
position. If the milled dot is displaced out of the centre of the SEM image a correction can 
be set manually. This procedure is repeated for negative and positive x- and y-directions 
in several cycles. 
Per drag and drop the structure plans can be inserted in a so-called position list. This list 
contains additionally parameters, settings and special commands. With the start button 
the instructions in the position list will be executed and the structuring process will 
begin automatically. 
 
3.2 The oxidation furnace 
 
For a low-dose irradiation the structures are not produced by sputtering or milling the 
surface. Only ions become implanted into the sample that deform or destroy the local 
lattice arrangement of the solid. The structures will only be produced during a subse-
quent oxidation process that mainly occurs on irradiated areas. The oxidation can only 
be performed if the sample material is oxidizable and the density of lattice destruction is 
high enough.  
Besides the direct oxidation of carbon with oxygen to carbon monoxide at temperatures 
above 1200°C, that can be described by the formula 
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 (&)  2C → 2C(Q3)N9 3) → 2C(&Q))			, (30) 
theoretical and experimental investigations [82], [83] predict other reaction mecha-
nisms. Here, a reaction site Sa with a high reaction probability ¡1 and a reaction site Sb 
with a low reaction probability ¡2 are taken into account. While an oxygen atom can di-
rectly oxidize the carbon to carbon monoxide at the reaction site Sa, the other oxygen 
atom will be adsorbed on the surface and diffuses to site Sb where it can oxidize another 
carbon atom as it is reported in reference [82].  
 (&)  8 → ¢		 C(Q3)) → C(&)  8(Q3))   → C(Q3)) → C(&)  8	N9	 (31) 
The reaction of oxygen and carbon to carbon monoxide is of two orders of magnitude 
higher than the reaction to carbon dioxide. For the oxidation process an oxidation fur-
nace of the Gero GmbH was used, which is shown in the following figure. 
 
Figure 17: Image of the used oxidation furnace. The sample is placed in the centre of the glass tube. The fur-
nace can heat samples up to 1200°C. 
The oxygen mainly reacts with the defect areas and surface step edges. But also unstruc-
tured material apart from step edges will be slowly oxidized depending on the heating 
duration, the heating temperature and the used oxidation gas. For the oxidation an Ar-O2 
gas mixture with 2% oxygen was used. 
 
3.2.1 Oxidation duration 
 
The oxidation at defect sites or step edges can be described with an Arrhenius term pre-
sented, for example, in reference [84]. In this context, defect means surface points with 
missing lattice atoms. The oxidation process removes the graphite layer radially starting 
from a point defect. After a period of time  at a temperature V the point defect growth 
      3.2 - The oxidation furnace 44 
 
results in a nano pit of a diameter . Taking into account the activation energy 8 and 
the partial oxygen pressure X£¤ the pit diameter grows by [84] 
   CX£¤ ∙ e4¥¦§ . (32) 
The factor 1 is the gas constant and C is a function that describes the rate of the pit 
growth dependent on the defect density. For a graphite sample and an oxidation process 
within the basal planes, the function C equals 4 ∙ 10'nm mbar-1 for defect densities larg-
er than 15/µm2 [85]. The activation energy is 8  (127 ¨ 3) kJ/mol [86]. For the Ar-O2 
gas mixture the partial oxygen pressure equals 20.265mbar. The nano pit diameter can 
now be calculated for different temperatures and oxidation times. 
 
Figure 18: Nano pit diameter as a function of the temperature and the oxidation time assuming a monoatom-
ic defect centre. a) The calculated diameter as a function of temperature after 200min heating in 
comparison to the pit diameter at different temperatures and heating times b). 
The calculations refer to the oxidation of defect sites and step edges. The oxidation of 
irradiated areas runs parallel but faster. Ideally, the entire irradiated area should be oxi-
dized, while the non-irradiated areas should not. The process duration and the heating 
temperature should be high enough to oxidize the irradiated material. The oxidation 
increases strongly with the temperature. On the other hand the temperature has to be 
low enough to not oxidize too much additional surface material. For that a oxidation 
time of 200min at 500°C was chosen where only 2.5nm additional edge material will be 
removed, as it is shown in Figure 18. 
 
3.2.2 Oxidation procedure 
 
Before the sample oxidation can be started, possible contaminations in the oxidation 
furnace have to be removed. For this the glass tube is heated without the sample to 
1000°C to vaporize the contaminations. At the ends of the glass tube adapters can be 
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attached which are connected with gas bottles. While from one side of the tube nitrogen 
is inserted, the other side of the adapter contains a tube that leads to a water-filled wash 
bottle. During the heating process the nitrogen is passed through the tube so that vapor-
ized contaminations will be blown into the water-filled wash bottle. The water-filled 
bottle prevents air to flow into the glass tube from one of the tube ends. During the heat-
ing process a sample holder and a small ceramic boat are heated, too, to clean them from 
contaminations. 
When the glass tube has been heated up to 1000°C the heating process is stopped. With 
continuous nitrogen flow the glass tube centre has now to drop to 500°C before the 
sample can be inserted. For the sample transfer the adapter on the nitrogen side is re-
moved and the sample is positioned in the ceramic boat at the centre of the glass tube. 
To minimize re-contaminations the sample transfer has to be done quickly. 
To start the oxidation process the nitrogen is replaced by an argon-oxygen gas mixture 
with 2% oxygen. As mentioned before, the heating process will last 3h20min at 500°C 
and is checked regularly. After the heating process the sample will be removed from the 
oxidation furnace and the sample temperature will decrease rapidly so that the oxida-
tion process will stop. 
 
3.3 Ozone generator und ozone-lamp 
 
At temperatures of 500°C heat sensitive samples can be destroyed in the oxidation fur-
nace. One type of samples that will be destroyed is thin HOPG that is important for later 
electrical investigations and will be introduced in chapter 4.3.2. Therefore, an oxidation 
process was investigated to oxidize samples at much lower temperatures. In this case 
ozone, O3, was used that is a strong oxidant so that structures should be produced at 
temperatures of about 110°C. 
Since ozone is a highly reactive gas the investigation was carried out using an extractor 
hood. In principle, ozone is formed in the reaction of oxygen molecules at a molar reac-
tion enthalpy of 286kJ by the reaction formula 
 3 → 2'			. (33) 
The formation of ozone can be performed by gas discharge or by UV light absorption 
(©<200nm) [87]. In this project an ozone generator and a UV lamp with emission wave-
lengths of ©=254nm and ©=185nm were used. 
The ozone generator will produce and blow ozone over the sample surface or rather on 
the irradiated areas and the UV lamp will additionally produce ozone near the irradiated 
areas. For a higher reaction speed the sample was heated up to 110°C. This temperature 
does not destroy the mentioned thin HOPG samples that were used. A maximum tem-
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perature of 110°C was determined in former experiments where the surface was ob-
served at different temperatures with a high-resolution camera. The oxidation with 
ozone was performed in an aluminium case to protect the environment from harmful 
radiation and to increase the ozone concentration near the sample. In	 several	 experiments	 samples	were	exposed	under	different	ozone	 and	 temperature	conditions.	First,	only	the	ozone	generator	was	used.	Second,	the	sample	was	heated	ad-ditionally	at	different	temperatures	for	various	times.	Third,	the	effect	of	the	UV	radia-tion	by	 simultaneous	heating	of	 the	 sample	was	 investigated.	 In	 a	 last	 experiment	 the	samples	were	heated	at	110°C,	 the	UV	 lamp	(13W	lamp)	was	activated	and	 the	ozone	generator	produced	40	litres	of	ozone	per	hour	for	6h.		
 
3.4 Atomic force microscopy – AFM 
 
In this project an atomic force microscope, AFM, was used to investigate the sample sur-
face and structure topography. Besides the possibility to use an AFM of the Nanonics 
Ltd. at the Raith GmbH, an AFM of the TopoMetrix GmbH was used during the coopera-
tion with the Department of Materials Engineering at the Technische Universität Dort-
mund. The AFM technique was developed by G. Binning, C. F. Quate and Ch. Gerber in 
1985 [88] and has become a frequently used device for surface examination at the nano- 
and micrometre scale.  
An atomic force microscope uses a nanometres thin tip to investigate the sample surface 
by the interaction of the tip with the sample surface. The tip is mounted on a so-called 
cantilever which deforms according to the attractive or repulsive forces between tip and 
surface. The tips can be bought with various modifications like special coatings or with 
different tip shapes depending on different applications. The used AFM tips bought at 
the NanoAndMore GmbH have an additional reflective aluminium coating at the cantile-
ver backside and a sharp tip end with a diameter below 10nm.  
The cantilever or rather tip is moved by piezoelectric crystals with an accuracy of a few 
nanometres. Areas of several square micrometres can be investigated. As mentioned 
before, the cantilever is deformed by the tip-surface interaction. The deformation can be 
detected by a laser system and will be registered by the electronics. This data can be 
used to calculate the surface topography of the scanned area. In the next figure a sche-
matic overview of an AFM is shown. 
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Figure 19: Schematic overview of an AFM [89]. While the tip is moved over the sample a photo diode can 
measure the beam deflection induced by the cantilever deformation. The sum of all scanned sur-
face points can be used to calculate the surface topography of the investigated area. 
 
3.4.1 AFM tips and cantilever 
 
The AFM tip and the cantilever must fulfil certain requirements for the measurements in 
the nanometre scale. The cantilever itself consists mostly of silicon or silicon compounds 
such as silicon dioxide or silicon nitride. Some cantilevers are coated on the backside 
with reflective material like gold or aluminium to increase the laser light reflectivity.  
The cantilever material determines the stiffness of the cantilever. The cantilever will be 
deformed when forces occur by bringing the tip close to the sample surface. The deflec-
tion or deformation is determined by the spring constant !  and is proportional to the 
deformation force Ä  as known from Hooke’s law, where   is the deflection. 
 Ä( )  !  (34) 
For special applications different cantilever types are needed where also the spring con-
stant plays a major role. The tip end has to be sharp in order to obtain nanoscopic reso-
lution. The tips are prepared by evaporation, irradiation and chemical or ion etching. 
The tip quality can be examined using an SEM like shown in the next figure. 
 
Figure 20: SEM images of an AFM tip [90]. The pyramid-shaped tip is mounted on a cantilever and has a tip 
end of a few nanometres in diameter. The geometry of the tip end determines the maximum pos-
sible resolution. 
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Depending on the tip shape some structure features cannot be investigated. Possible 
errors in measurements are shown schematically in the picture below. 
 
Figure 21: Possible differences between real and measured surface profiles. 
While simple square structures can be investigated well, complex structure features in 
deeper regions cannot always be investigated. The width of nano pits can be determined 
by an evaluation of the upper structure edges. The structure depth can be measured if 
the tip reaches the bottom of the pit over a sufficiently large range. The structure depth 
cannot be determined if the tip does not reach the bottom of the cavity. Small, spherical 
or complex-shaped structures cannot be investigated well by AFM measurements. 
For special applications the tips can be evaporated with gold or other conducting mate-
rials and are referred to as conductive AFM tips. Other special tips are diamond tips, 
molecule wetted tips, biological investigation tips or magnetic tips. Tips and cantilevers 
used in this project of the NanoAndMore GmbH are the Tap300Al-G. 
 
3.4.2 Tip-sample interactions during AFM measurements 
 
At distance of several nanometres between the tip and the sample surface mainly attrac-
tive forces occur while repulsive forces dominate after further approaching. These forc-
es lead to the mentioned cantilever deformation and will be discussed in this subchap-
ter. 
The forces occur because of electrostatic, capillary and Van der Waals forces and also by 
the superposition of the electron wave functions of tip and sample atoms. While attrac-
tive forces mainly occur due to Van der Waals interaction, repulsive forces mainly occur 
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due to an electron wave function overlap of tip and surface electrons and because of the 
Pauli exclusion. 
The Van der Waals interaction has a 1/9S dependency where 9 is the tip-surface dis-
tance. It includes all inter- and intra-molecular interactions on permanent and induced 
dipoles and charge fluctuations. Van der Waals forces can be separated into dipole-
dipole interactions, dipole-induced dipole forces and London’s dispersion forces [91]. 
The superposition of the wave function or rather the Pauli exclusion leads to repulsive 
forces. Since the repulsion force is proportional to 1/9G the entire force interaction can 
be qualitatively compared to a Lennard-Jones potential the resulting potential can be 
described by the formula [9] 
 
,  ;9G 	Å9S			. (35) 
The force can be calculated by –dU/dR. The dependency between the distance r and the 
force is shown in the next figure. 
 
Figure 22: Forces between AFM tip and sample. When the tip approaches the sample surface mostly attrac-
tive forces occur, while repulsive forces start to dominate after further approaching. At a certain 
distance the rising attractive forces pull the tip to the sample surface and cause the cantilever to 
deform suddenly. The deformation stops when the tip is moved far away from the sample surface 
[92]. 
When the AFM tip is entering the attractive forces field the cantilever becomes slightly 
deflected like presented in Figure 22 in the right schema at point 2. If the cantilever is 
approached more the attractive forces will rise until a sudden deformation of the canti-
lever appears as shown in the right image at point 3. From now, the cantilever or rather 
the tip will be in contact with the surface and only repulsive forces appear. The sudden 
cantilever deformation during the approach can be clearly recorded by the electronics 
due to the laser deflection on the photo diode. The cantilever can be removed from the 
surface after moving back far enough like presented by points 5 and 6.  
The AFM can be operated in different modes that use either the attractive or the repul-
sive forces. The modes are listed in the next figure. 
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Figure 23: Overview of the measurement modes of an atomic force microscope. After approaching the tip to 
the sample repulsive forces in contact mode or attractive forces in non-contact mode are used for 
surface examination. In addition, the intermittent relationship as tapping mode can be used to 
exploit the advantages of both methods [92]. 
For repulsive forces the tip has a direct mechanical contact with the sample surface. In 
the contact mode the tip can either be moved at a constant height or at a constant force 
mode across the surface. For a constant height mode the deflection of the cantilever at 
every measuring point is detected by the photo diode. The deflection of the cantilever 
appears due to the changing repulsive forces. Another possibility for surface profile 
measurement is given by the constant force mode. In contact mode the resolution of the 
measurement is high, while the sample or the tip can be damaged due to too high repul-
sive forces and mechanic interaction. 
For sensitive samples a non-contact mode is preferred. Here, the AFM tip is approached 
only until the attractive force field dominates so that the mechanical force becomes a 
thousand times smaller. As already mentioned, attractive forces can deflect the cantile-
ver so that tip and sample will be in strong mechanical contact. In this case a stiff canti-
lever has to be used so that measurements can be applied in non-contact mode. The non-
contact mode and the intermittent / tapping modes use a vibration excitation technique. 
The cantilever is excited in non-contact mode with a frequency greater than its resonant 
frequency. Here, the constant height or the constant amplitude mode can be applied. If 
the AFM tip is approached more to the surface while vibrating, the effective spring con-
stant will decrease so that the resonance frequency and the vibrating amplitude will de-
crease. Thus, the tip will never get in contact with the surface. 
The intermittent or rather tapping mode combines the advantages of both methods. 
Here, the excitation frequency is set below the resonance frequency of the cantilever, so 
that the effective spring constant increases for further tip approach during tip vibration. 
Thus, the AFM tip will be strongly attracted to the sample surface at the peak of the vi-
bration and will come to mechanical contact with the surface for a moment. In summary, 
this mode provides high resolution measurements and can also be used in liquid medi-
um. 
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3.4.3 Tip positioning by piezoelectric crystals 
 
For nanometre precise positioning of the cantilever and the AFM tip piezoelectric crys-
tals are used. Here, the piezoelectric effect is used that can be described as a mechanical 
deformation of the piezo crystals as a function of an applied electrical voltage or vice 
versa due to a dipole alignment within the piezoelectric crystals [93]. By applying a volt-
age the dipoles in the crystal will change their orientation. This results in a mechanical 
deformation of the crystal. This is called the inverse piezo effect. Or the dipoles will ori-
entate because of a mechanical deformation so that a voltage can be measured at the 
piezo crystal which is called the direct piezo effect. 
The arrangement of the dipoles in a piezo crystal and so the lattice symmetry is relevant 
for the strength of the piezoelectric effect. Materials that are used for piezo crystals are 
for example barium titanat [94], BaTiO3, berlinit, Al[PO4] or the α-quartz. Piezoelectric 
crystals are also used as vibration quartz or as loudspeakers [95]. Besides the material 
properties the bulk diameters and the number of dipoles are crucial for the deformation 
strength. 
For the positioning of the AFM tip in three dimensions either three piezo crystals or a 
single piezo tube is used. In a first approximation there is a linear relationship between 
mechanical deformation and electrical voltage in a piezoelectric crystal [93]. 
 )  3 ∙  (36) 
Here, ) corresponds to the relative length change Δ>/> in units of [Å/m], 3 corresponds 
to a deformation coefficient in [Å/V] and  is the electric field in [V/m]. The deviations 
from the ideal linear relationship result from piezo effects like the intrinsic nonlinearity, 
hysteresis, creep, cross coupling and aging. They will be explained briefly and are shown 
in the following figure. 
 
Figure 24: Overview on the five main error sources in the use of piezo electric crystals. The ideal behaviour of 
piezoelectric crystals is shown in red, while the real behaviour is indicated in black [93]. 
• Intrinsic nonlinearity: The expansion of the crystal is not linear with the applied 
voltage, but rather s-shaped, which mainly depends on the piezo material. The in-
trinsic nonlinearity leads to distortion of the measured image, which is highly vis-
ible in uniform structures, but cannot be determined in disordered structures. In 
      3.4 - Atomic force microscopy – AFM 52 
 
most cases the nonlinearity can be corrected by the help of calibration samples 
and by entering correction values in the AFM software.  
• Hysteresis: Also hysteresis effects can distort the measurements. The hysteresis 
causes the piezoelectric crystals to have different deformation behaviour for ex-
pansion and relaxation. In this context, the measured data in forward direction 
has to be separated from the data measured in backward direction. For a data 
analysis the average values of all forward or backward measurements should al-
ways be calculated. The hysteresis increases with the extension of the piezo crys-
tals and is highest at the maximum crystal expansion.  
• Creep: The so-called creep occurs during sudden voltage changes at the piezoelec-
tric crystals due to structural height differences, for example, in constant height 
mode measurements. The dipole re-orientation is not fast enough to follow struc-
ture height changes, so that structure edges will be measured imprecisely. 
• Cross coupling: The cross coupling effect occurs when the deformation of a single 
piezo crystal also deforms other piezo crystals. Especially for piezo tubes that de-
form in all three dimensions a deformation in x- or y-direction will always in-
clude a deformation in z-direction. This cross coupling decreases the measure-
ment accuracy, but can be corrected by most AFM software. 
• Aging: Aging occurs when the piezoelectric crystals have not been used for an ex-
tensive period of time. Only after a regular re-use of the crystals the deformation 
as a function of the applied voltages will increase to the maximum value. At all, 
the aging effect is negligible when measurements are performed regularly. 
The listed error can be compensated by software or calibration correction. Besides the 
mentioned piezo errors also external errors can distort the measurements and will be 
briefly mentioned in the next sub-chapter. 
 
3.4.4 AFM measurements - external errors 
 
The tip-to-sample interaction causes a deformation of the sample surface. In this con-
text, sample layers near the surface will be attracted or pushed due to forces of about 
10 -7N which is called the giant corrugation  [96]. Especially in STM measurements this 
effect was widely investigated. 
Some measurements have to be performed under vacuum conditions due to contamina-
tions of the sample. Additionally, vibrations can cause errors during the AFM measure-
ments and the tip or the sample can be damaged. So, most AFM devices must have or 
have a damping system. 
For certain measurements in nanometre scale the measurement accuracy is reduced by 
atomic vibrations or by Brownian motion of the atoms. To increase the resolution some 
experiments have to be carried out under low temperature conditions by cooling the 
sample with liquid nitrogen or liquid helium at 77K or 4K. 
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3.4.5 Measuring procedure 
 
In this project two different AFM devices were used. Since the measurements were 
mainly performed using the TopoMetrix AFM, the measurement procedure is described 
for this device. 
The device consists of a bottom part that contains a vibration damping system and a 
sample holder where the sample can be moved roughly in the milli- or micrometre scale. 
The entire device is placed on a marble plate with rubber feet to improve the damping 
properties. The top part of the device contains electronics for the laser alignment. Addi-
tionally, laser-deflection mirrors, a camera, the cantilever holder and the piezo system 
are placed in the top part. By several screws the relative angle between cantilever and 
sample surface can be aligned. 
The preparation for the measurement, the beam adjustment and the measurement pro-
cess are technically and electronically simply as follows. After the top part of the device 
is removed, the sample can be placed on the sample holder in the lower part of the de-
vice. The top part is replaced and the camera, the cantilever-surface angle and the tip-
surface distance are adjusted by screws or micro-step motors. The measurements are 
performed under standard conditions for temperature and pressure. 
The tip is roughly approached to the sample surface by screws. Then the tip is ap-
proached by the piezo element electronically so that the tip-to-sample distance will be 
about 0.2mm. The laser is turned on and positioned on the backside of the cantilever to 
measure later cantilever deflections. The laser has to be positioned on the photo diode 
by mirrors until the laser signal at the diode is centred and at its maximum.  
After the mechanic adjustment the parameters like scan size, scan speed and the scan 
resolution are set. Also the measure method can be chosen. In this project only the con-
stant force mode at contact mode was used. 
The final approach is performed fully automatic and will stop when a sudden cantilever 
deflection is registered due to attractive forces. Using the software a force-deflection 
curve is measured that will calibrate the subsequent measurements. 
During the measuring process the surface field is scanned line by line. Every line is 
measured in the x-direction, the so-called fast scan direction. After every line the y-piezo 
moves the tip to the next line. The y-direction is called the slow scan direction. A scan 
resolution of up to 500 by 500 measuring points can be set. The minimum scan size is 
1·1µm2 so that the measure point distance can be reduced to 20nm. The maximum scan 
field can be 150·150µm2. 
The measured data was additionally calibrated with a calibration sample. The calibra-
tion was performed either using the HS-20MG or the HS-100MG calibration samples by 
“budget-sensors” that are functionalized with square and round structures with 20nm 
or 100nm gaps. 
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3.5 Scanning tunnelling microscopy – STM 
 
Also for scanning tunnelling microscope measurements a tip is used at tip-to-sample 
distances of a few angstroms to investigate the surface topography. For the investigation 
the quantum mechanical tunnelling effect is used in STM. Here, a voltage is applied be-
tween the tip and the sample. At sufficient small tip-surface distances it is possible that 
electrons are transferred from the tip to the sample or other way round and an electric 
current will flow that is exponentially dependent on the tip-to-sample distance. If the 
currents and the corresponding distances are measured for several surface positions, a 
surface profile can be calculated. This surface profile equals the electronic surface densi-
ty profile and can differ from the real surface. Since the STM uses electrical measure-
ments the tip and the sample have to be electrically conductive materials.  
 
3.5.1 Interaction processes between STM tip and sample surface 
 
Both the electrons in the STM tip and the electrons in the sample surface occupy energy 
states which differ in their energy levels. If the tip-surface decreases to several ang-
stroms the high energy occupying electrons will jump to equal unoccupied energy levels 
in the other material. This jump also happens at present potential barriers, like small 
tip-sample distances, and is called the tunnelling effect. Because the electron transfer 
happens from occupied to unoccupied levels of the same energy an elastic tunnelling 
effect is assumed. In classical physics this exchange is prohibited but can be explained by 
quantum physics using the wave function Ψ( ) for electrons.  
Using the Schrödinger equation the wave function Ψ( ) can be calculated for electrons 
using continuity conditions at potential barriers. The continuity conditions describe an 
exponential decrease of the wave function amplitude ;  |Ψ( ) ∙ Ψ∗( )| within a po-
tential barrier. If the amplitude does not decrease to zero |;G| > 0 after the wave has 
passed the potential barrier, there exists a probability that the electron can overcome 
the barrier and tunnel to the energy levels of other materials. The transfer direction, 
from the tip to the sample or other way round, always happens from occupied to unoc-
cupied same energy levels. 
Because the transferred electrons can tunnel back to the energy levels in the original 
material it is necessary to apply a voltage between tip and sample. In this case, the Fermi 
energy level is always higher for one of the materials. The electrons will tunnel mainly in 
one direction and due to the applied voltage a current flow or rather an electrical circuit 
will be initiated. This current can be measured and stays constant for constant tip-
surface distances. 
Since the tunnelling probability and the wave function amplitude decrease exponentially 
in the potential barriers due to the continuity conditions a direct exponential relation-
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ship between the tip-surface distance 3 and the current flow @ exist. In the case of paral-
lel and infinite metal plates at a distance 3 in vacuum the current @ at small voltages 
 
and a constant work function [ is [97] 
 @§  F2-[ℎ ∙ 
3 ∙ eiÉFHÊËÌ 			. (37) 
This equation can approximately be applied to most STM measurements. Therefore, the 
tunneling current mainly depends on the distance d. In the formula  is the elementary 
charge, - is the electron mass and ℎ the Planck’s constant. Because of the exponential 
decrease with the tip-to-surface distance STM measurements are very sensitive to dis-
tance variations. The current changes by one order of magnitude when the distance 
changes by 0.1nm. 
In scanning tunnelling microscopy two methods are used that are already known from 
atomic force microscopy. In constant height mode the relative height is constant. In con-
stant current mode the tip-surface distance is constant. In this context, the z-direction 
piezo regulates the relative tip height through all measurements. The deflection of the z-
direction piezo of every point in the scanned field can be used to determine the surface 
topography. All realized measurements were made in constant current mode. 
 
3.6 Scanning electron microscopy – SEM 
 
In scanning electron microscopy - short SEM - the sample surface is irradiated with a 
focused electron beam that is moved along in a grid over an area of the sample surface. 
The interaction between the electrons with the sample leads to an electron and photon 
emission out of the sample surface that can be detected by special devices so that a qual-
itative surface profile can be provided. The SEM used in this project belongs to the Raith 
GmbH and is integrated in the eLiNE facility [98]. 
The electrons are generated by the heating of a bent wire that is typically made of tung-
sten. By wire heating the kinetic electron energy distribution is broad and the focus abil-
ities are therefore limited. By the use of a field emission cathode in a field emission gun 
(FEG) the electrons are emitted by applying a high-voltage electric field. The kinetic en-
ergy spectrum of the electrons is much narrower so the focus abilities, the beam stability 
and the image quality are improved. The electrons are accelerated by voltages of a few 
keV and are focused using electric and magnetic lens systems. 
The electrons and photons emitted from the sample surface are Auger electrons, sec-
ondary electrons, X-rays and the so-called bremsstrahlung. But also back scattered beam 
electrons can be measured by detectors. 
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There are several investigation methods like BSE (back scattered electrons), EDS and 
EDX (energy dispersive X-ray spectroscopy) and WDS or WDXRF (wavelength dispersive 
X-ray spectroscopy) [99]  for surface analysis. One common investigation method is the 
detection of secondary electrons [100].  
Secondary electrons are for example detected by an Everhart-Thornley detector [101], a 
scintillator-photomultiplier. Secondary electrons are primarily emitted from the top lat-
tice layers of the sample surface. Depending on the angle between sample and incoming 
electrons the emission of secondary electrons varies and so the measured intensity does. 
Additionally, the interaction mechanisms at structure edges or at charged surface re-
gions change the electron spectrum which increases the structure contrast for measured 
images. 
SEM measurements detect the incoming electron intensity of all scanned surface points. 
The scanning grid can be square nanometres to square millimetres in size. Together 
with excellent resolution qualities the SEM is used in many applications. But in compari-
son to AFM or STM devices no structure depth information can be obtained.  
The eLiNE system of the Raith GmbH has to work under vacuum conditions so that the 
beam electrons will not be absorbed by atmosphere molecules. The sample surface can 
be scanned fast enough so the observation can happen in real time. As charge effects 
play a major role in SEM the samples have to be electrically contacted or rather ground-
ed. 
 
3.7 Optical microscopes 
 
Optical microscopes of the Müller GmbH and the Carl Zeiss AG were used for the analysis 
of the samples in milli- and micrometre scale. For structural investigations of produced 
nano structures could not be performed by optical microscopes due to a limited resolu-
tion. For micrometre sized structures the microscopes were used for contacting micro 
pads in electrical measurements as this will be described in further subchapters. 
The minimum field sizes are 1000·750µm2 for the Müller and 70·50µm2 for the Carl 
Zeiss microscopes at resolutions of 1µm or rather 0.5µm.  
The microscopes can operate using transmitted, reflected or diffuse light. By light scat-
tering the position of the produced structures could be determined. Especially transmit-
ted light could be used to investigate the thickness of thin samples. Additional calibra-
tions enabled the evaluation of the sample thickness just by using optical microscopes. 
All microscopes were equipped with cameras, so that images of the investigations could 
be created and saved. 
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3.8 Four-point measuring device 
 
A four-probe measuring device was designed for electrical investigations of micrometre 
sized structures. The design and the construction of the facility was first presented in 
reference [102]. 
For electrical measurements with the self-designed the structures had to be produced 
with 25·25µm2 to 50·50µm2 contact pads due to the tip positioning limitation in the mi-
crometre range. The tip positioning is realized by four Newport Corporation micro ma-
nipulators. Special clamps were constructed to attach the tungsten tips for electrical 
measurements. The clamps are connected with a pico-ampere current source and a 
voltmeter. A microscope can be used to observe the contacting process. 
 
Figure 25: Overview of the designed four-point measuring device. The tips can be positioned by micro manip-
ulators. By a microscope the contacting of the tips with the sample can be observed. 
 
3.8.1 Tip production for four-point measurements 
 
The used tips are made of a 0.1nm thick tungsten wire which was electrochemically 
etched in a potassium hydroxide dissolution. While the tungsten wire serves as the an-
ode a platinum wire in the dissolution is used as the cathode. At voltages of 1.4V the 
tungsten oxidizes and reduces the water molecules in the dissolution to hydrogen gas 
and hydroxide ions like reported in references [103] or [104]. 
 QN3:																						Í  8Îe 			→ 			 (Íi)e  4Î  6eQℎN3:																						6Î  6e 	→ 			3Î  6Îe																										9Q^N:								Í  2Îe  2Î	 → 			 (Íi)e  3Î																						 (38) 
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The tungsten oxide separates from the wire. As this process happens over the whole 
tungsten wire in the dissolution the hydroxide concentration decreases at lower parts of 
the tungsten wire. In this case the wire part at the dissolution surface becomes oxidized 
faster. After a short time the lower part of the tungsten wire will break away from the 
thin wire part near the dissolution surface and falls down. This breaking can be regis-
tered by the etching electronic as a sudden resistance change that stops the etching pro-
cess. The tip is now prepared with a diameter of only a few nanometres at the tip end.  
Because these sharp tips will be deformed or destroyed while contacting the structure 
pads, a capacitor of 5.7µF is installed in the etching electronics so that the etching pro-
cess will continue some seconds after the electronics register the resistance drop. By 
this technique the tip end becomes rounded and will be a few micrometres in diameter. 
This tip will not be deformed or destroyed after contacting the pads. 
 
Figure 26: SEM images of the produced tungsten tips for electrical measurements. Since the etched tips have 
a thin tip end the tips will be damaged during the contacting process with the surface b), a capac-
itor can be used to continue the etching process after the etching is stopped by the electronics. In 
this context, the tips become rounded and are more resistant to deformations during surface con-
tacting a). 
After the etching process some tungsten oxide material will be deposited at the tip end 
and the tip conductivity will be reduced. By using hydrogen fluoride the tungsten oxide 
can be dissolved [105]. After the process a natural oxide film will be produced at the tip 
surface that does not perturb electrical measurements strongly. 
 
3.8.2 Basics of the four-probe measurement 
 
During electrical measurements not only the structure resistance 1 but also perturbing 
resistances are detected. In a simplified schema the perturbing resistances are the tip 
resistance 1, the contact resistance between tip and surface 1Y and other perturbing 
resistances that can be summed as 18 [106]. For small structures the structure re-
sistance 1 is equal or smaller than the perturbing resistances and cannot be measured 
accurately by only two tips. Although, the tip resistance can be determined by additional 
59       3 - Systems and equipment 
 
measurements, the contact and the perturbing resistances will change for every meas-
urement and cannot be determined. 
To solve this problem F. Wenner [107] developed a method where electrical measure-
ments are performed with four probes. L. B. Valdes [108] extended this method for 
measurements of semiconductors. As shown in Figure 27 two tips are used for voltage 
measurements in a four-probe measurement. 
 
Figure 27: Overview of a four-probe measurement. The current flows through the structure resistance but 
additionally through perturbing resistances. When a high impedance voltmeter is used no current 
will flow through the inner electrical circuit. In this context, the perturbing resistances do not 
play a major role for electrical measurements of the structure resistance [106]. 
When a high impedance voltmeter is used there is up to no current will flow in the inner 
electric circle. Because of the Kirchhoff’s rules ∑ @	G  0 at the nodes and ∑ 
	G  0 
within a mesh the current is mainly flowing through the sample resistance 1. In this 
context, the perturbing resistances 1, 1Y and 18 now will not have any influence on the 
measurement. With four-point measurements Ohm’s law can be investigated for the 
produced structures or the samples. 
 1  
@  (39) 
To calculate the electrical conductivity  of the structures thick and thin samples have to 
be distinguished due to the different current distribution in the materials. It is common 
to place the tips in a single line at equal distances as the formula of the electrical conduc-
tivity will then be simplified. The evaluation of the electrical conductivity or rather the 
specific resistivity for thick and thin samples using four-probe measurements is de-
scribed in reference [109]. 
Thick samples are samples with a thickness that is much greater than the tip-to-tip dis-
tance 3. By assuming a resistance change ∆1 as a function of the specific resistivity $ 
and a varying tip-to-tip distance 3  ∆      G the formula is 
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 ∆1  $ ∙ ∆ ∆( ∙ <)			. (40) 
In thick samples the current distribution is spherical so that the resistance can be ob-
tained by integration 
 1  2 $26  3    $26  123  13  $463			. (41) 
Due to the superposition of the current through the current tips, the real resistance is  1  
 2@⁄  and the specific resistivity becomes 
 $ÌY  1ÌY  263 
@ 			. (42) 
Samples with a thickness of ℎ ≫ 3 have a current distribution that is ring-shaped and 
only two-dimensional. The integral will then be 
 1  2 $26ℎ 3   $26ℎ %ln	(23)  ln	(3)(  $26ℎ ln(2)		. (43) 
In this case, the real resistance have to be corrected by a factor of 2, too, so the specific 
resistivity will be 
 $Ì	  1Ì	  6ℎln	(2)
@ 			. (44) 
If the arrangement of the tips is not equal and one-dimensional further corrections have 
to be made. For thick samples L. B. Valdes [108] showed that 
 $ÌY  1ÌY  
@ 26J 13G  13'i  13G  3'  13'  3'iK			. (45) 
The electrical conductivity  equals the reciprocal specific resistivity $. For materials 
with anisotropic conductivity the formulas have to be modified. For materials with a 
constant conductivity parallel to the surface I   but another conductivity perpen-
dicular to the surface Ð the formulas are [110] 
 \FI, ∙ Ð]ÌY  1263 @
 (46) 
 \FI ∙ ]Ì	  ln	(2)6ℎ @
 (47) 
for constant tip distances and a line arrangement of the tips. If the arrangement of the 
tips is changed this equations are not valid. 
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3.8.3 Procedure of an electrical four-probe measurement 
 
For electrical analysis the sample is placed on the sample holder and the tips are put in 
the clamps of the micro manipulators. The sample holder is placed above the opening of 
the sample desk to allow the use of transmitted light. With the help of the microscope 
and the attached camera the tips are moved roughly with the micromanipulators until 
they are visible under the microscope. 
All tips are initially contacted with each other to ensure their functionality. In some cas-
es the current while a tip-tip contact has to be increased to melt the tips slightly togeth-
er. After this check the tips will be placed one after another on the sample surface or on 
the generated structures. The current flow can be checked for two tips each. If there is 
no current flow the current can be increased also to melt the tips slightly with the sur-
face. When all tips have an electrical contact with the surface electrical measurements 
can be performed. 
 
3.9 SEM-four-probe measuring device 
 
During this project some measurements were performed using an SEM-four-probe 
measuring facility of the Omicron Nanotechnology GmbH [111]. Because of the SEM also 
nano structures can be contacted due to the high resolution of the SEM images. The used 
tips are very sharp and only a few nanometre at the tip end. Because of the precise posi-
tioning the tips will not be damaged during the contacting process. In this context, also 
structures without contact pads could be investigated. 
The electrical measurements procedure is almost analogues to the procedure presented 
in the last subchapter. Unfortunately, the SEM-four-probe facility could not be used dur-
ing the whole project. 
  
3.10 Chapter summary 
 
The devices in this project can be separated according to their function into devices for 
structure production, structural analysis and electrical analysis. For structure produc-
tion the ionLiNE of the Raith GmbH, an oxidation furnace and an ozone-generator-UV-
lamp combination were used.  
The ionLiNE was used to produce, focus and accelerate single charged gallium ions on 
sample surfaces for structure production. Various structures like dots, lines and areas 
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can be planned using the GDSII software. In this context, the dot-, line- and area-dose 
were introduced that equal a certain amount of ions that have to be deposited. 
Besides a direct structure production process after high-dose irradiation a low-dose ir-
radiation process can be combined with a subsequent oxidation process for structure 
generation. The oxidation process was performed by two methods. Either an oxidation 
furnace or an ozone generator combined with a UV-lamp is used. In the oxidation fur-
nace the samples are heated at 500°C for 200min under an Ar-O2 atmosphere with 2% of 
oxygen. During the heating process mainly irradiated areas become oxidized due to a 
carbon-oxygen reaction. Because heat sensitive samples, like thin HOPG, will be de-
stroyed at too high temperatures an oxidation process at temperatures of up to 110°C 
can be performed where ozone is used as an oxidant. An ozone generator was used that 
produces ozone from oxygen by gas discharge. Additionally, an UV-lamp was used to 
produce ozone by photo absorption at ©=185nm. For higher reaction speed the sample 
was heated up to 110°C that is the maximum temperature for heat sensitive samples.  
For the structural analysis of the samples and the generated structures an atomic force 
microscope, a scanning tunnelling microscope, a scanning electron microscope and opti-
cal microscopes were used. In atomic force microscopy a tip scans a sample surface area 
and interacts with the sample surface by attractive and repulsive forces. Since the tip is 
bounded to a cantilever, the cantilever deflects due to the attractive and repulsive forces. 
This deflection can be measured using a laser system, so that a surface and structure 
profile can be determined. A tip is also used in the scanning tunnelling microscopy. Here, 
at short tip-sample distances, and an applied voltage a current can be measured due to 
the quantum mechanical tunnelling effect. Because there is an exponential current-to-
distance dependency the STM measurements are strongly sensitive. STM and AFM 
measurements can investigate structure geometries quantitatively. A qualitative analy-
sis is given by the scanning electron microscopy. Here, a focused electron beam is moved 
in a grid over the sample surface. After the interaction of the beam electrons with the 
sample secondary electrons are emitted and analysed. Depending on the local surface 
characteristics the emission of secondary electrons varies in intensity. The SEM and the 
optical microscopes can be used for extensive examinations of the samples.  
The generated structures and the samples were investigated concerning electrical prop-
erties. A four-probe measuring device was designed where four tips can be used for elec-
trical measurements. The experimental results can be used to calculate the electrical 
conductivity or rather specific resistance of thin and thick HOPG samples or structures. 
Unfortunately, the self-designed device can only be used for structures with contact 
pads. Structures without contact pads could only be electrical investigated by an SEM-
four-probe device of the Omicron Nanotechnology GmbH. This facility could not be used 
during the whole project. 
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4. Sample systems 
 
In this chapter the sample material, graphite, will be discussed in more detail. In this 
project highly oriented pyrolytic graphite, HOPG, was used. First the structure of HOPG 
and of single graphite layers, of graphene, will be explained. Second the electrical prop-
erties of these materials will be described. Furthermore, the preparation of an HOPG 
sample and especially of a thin HOPG sample for ion beam lithography will be explained. 
For the classification of the sample thickness AFM measurements will be shown and 
compared to a calculation method where the sample thickness is determined by micro-
scope images. Additionally, experiments for the investigation of the electrical conductiv-
ity of HOPG samples will be explained. 
 
4.1 HOPG – Highly oriented pyrolytic graphite 
 
All nano and micro structures were produced on graphite surfaces. Graphite is one of the 
allotropes of carbon and has an hcp, hexagonal close package, structure where single 
layers, the so-called basal planes, are stacked in an ABAB stacking sequence. HOPG, high-
ly oriented pyrolytic graphite, is almost contamination-free and the misorientation angle 
between the basal planes, the so-called mosaic spread, is less than 2°. HOPG has a rela-
tively large grain size of about 3-10µm [112]. Graphite can be produced synthetically by 
graphitization at temperatures above 2500°C and will change to HOPG under high pres-
sure conditions during the production process.  
Figure 28: Lattice structure of HOPG: a) 
in-plane lattice constant: 2.46Å, b) next 
neighbour distance: 1.42Å, c) c-axis 
lattice constant: 6.70Å. The unit cell is 
build up by the plane vectors a1 and a2. 
Grey coloured carbon atoms have a 
direct neighbour along the c-axis [113].  
In the honeycomb arrangement 
of the basal planes the carbon 
atoms are single covalently 
bonded with a nearest neigh-
bour distance of 1.42Å. The in-
plane lattice constant is 2.46Å. 
The basal planes are held to-
gether by weak interlayer inter-
action forces and are spaced 
3.35Å. 
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The lattice arrangement is a result of the sp2 hybridization in the graphite solid [20] 
where the 2s- and the 2px,y-orbitals form three sp2 molecule orbitals at an angle of 120° 
in the basal plane direction. The carbon atoms in the basal planes are bonded by strong 
σ bonds with 4.3eV per atom by the molecule orbitals while the remaining pz-orbitals of 
the carbon atoms form delocalized π-orbitals with 0.07eV per atom in the c-axis direc-
tion [20], [114]. The π-orbitals belong to a half occupied energy band, so that the con-
ductivity parallel to the basal planes is much higher than in c-axis direction due to a 
quantum mechanical hopping of the π-orbital electrons. The anisotropic conductivity is 
one of the most interesting facts on graphite solids because the conductivity parallel to 
the basal planes is of the order of metal conductivity and much higher than the conduc-
tivity perpendicular to the basal planes. Many investigations on the conductivity in 
graphite solids were made. Depending on the quality of the HOPG the electrical conduc-
tivity can vary. The conductivity σ is the reciprocal of the specific resistivity ρ with ρ=σ-1 
in units of Ω·cm. In [115] the HOPG resistivity is given as a function of the temperature.  
Figure 29: Specific resistivity of a 
HOPG solid parallel and perpendicular 
to the basal planes depending on the 
sample temperature as it is reported 
in [115].  
At room temperature the spe-
cific resistivity of HOPG paral-
lel to the basal planes $I,   is 
3.5-4.5 x 10-5 Ωcm. In the per-
pendicular direction along the 
c-axis the specific resistivity $Ð 
is 0.15-0.25 Ωcm [116]. The 
plots in Figure 29 show the 
specific resistivity in c-axis di-
rection increases while the 
specific resistivity in the basal-
plane direction decreases for 
lower temperatures. For low 
temperatures the current flow 
in the basal-plane direction is 
even higher than it is already at 
room temperature. In general 
the electric current mainly 
flows in the basal-plane direc-
tion for temperatures up to 
room temperature and will be 
localized near the HOPG sur-
face when a current is applied 
at two surface points.  
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As mentioned before, the conductivity or specific resistivity of the sample especially 
near the surface also depends on other physical properties like the grain size or on the 
amount of surface step edges [117] so generally on the quality of the graphite or HOPG 
sample. HOPG is mainly produced in three quality grades ZYA, ZYB and ZYH. The ZYA is 
the highest quality HOPG with a mosaic spread of 0.4-0.7° and was used in this project. 
Although, the quality is very high the HOPG consists of small graphite crystals with a 
diameter of several micrometres. While all crystals have the presented hcp-lattice ar-
rangement they are displaced one to another. 
In the next sub chapter the physical properties of a single layer of graphite, of graphene, 
will be described briefly due to its interesting electrical behaviour and its high im-
portance for recent science investigations and possible future applications. 
 
4.2 Graphene – A single layer of graphite 
 
Graphene is a single graphite layer and has the same structural properties like a single 
basal plane of the graphite bulk. That means that the honeycomb structure and the next 
neighbour distances such as the bond angles due to the sp2 hybridization are the same 
for graphene as for a single graphite basal plane. 
Because graphene is a so-called two-dimensional material it should be unstable due to 
thermodynamic aspects presented in the theoretical work by L. D. Landau in the year 
1937 [118]. Although, most graphene samples were studied while supported by a bulk 
substrate some investigations were made on suspended graphene sheets so that the sta-
bility of two-dimensional graphene could be explained by a lattice deformation where 
the graphene layer becomes corrugated [119]. The mechanical and electronic properties 
of graphene make this material interesting for possible future applications. 
Graphene has a very high Young’s modulus of about 1020GPa along the basal plane di-
rection which is nearly as high as the Young’s modulus of diamond. The ultimate tensile 
strength is 1.25x1011Pa and 125 times greater than for steel like reported in reference 
[120]. Additionally, graphene is nearly transparent for light in the visible spectrum. In-
vestigations presented in references [121] show that the transmittance of visible light 
decreases by 2.3% for each additional layer for the first few graphene layers. In this con-
text, the thickness of thin graphene samples that consist of only a few layers can be es-
timated using light microscopes and transmission measurements. This method will be 
discussed later in this chapter. 
Especially for possible applications the electrical properties of graphene are important. 
Using the tight-binding Hamiltonian electrons in graphene can hop to both the nearest- 
and the next-nearest-neighbour. The energy band structure derived from the Hamiltoni-
an leads to the energy spectrum presented in the next figure.  
      4.2 - Graphene – A single layer of graphite 66 
 
 
Figure 30: Overview of the energy band of graphene. At the Dirac points the conductance and the valence 
band touch each other like the zoom-in shows [4]. 
The K and K´ points at the corners of the graphene Brillouin zone are called the Dirac 
points where the π and the π* energy bands touch the Fermi level [4]. At the Dirac points 
the conductance and the valence band merge. This type of material is called zero-gap 
semiconductor [122]. 
Because the electron energy is linear dependent on the wave vector k the graphene elec-
trons behave like quasi massless relativistic particles and can be described by the Dirac 
equation as mentioned in [122]. Electrons in graphene are only scattered at lattice de-
fects up to room temperature. Because the defect density is low in graphene the carrier 
mobility is high and the mean free path of electrons in graphene can be higher than 2µm 
as reported in [123]. 
Unfortunately, the energy band structure will change for multiple graphene layers. Al-
ready two graphene layers have a parabolic spectrum around the Fermi energy with a 
band overlap of 0.16meV (graphite: 41meV). The semi-metallic behaviour rises with the 
amount of graphene layers. For more than ten graphene layers the difference in band 
overlap compared to graphite is less than 10% [124]. Because the edges of graphene 
layers additionally influence the energy band structure so that the benefit of Dirac-like 
electrons cannot or can only partially be used. 
In summary, the interesting electric properties of graphene cannot be transferred on 
graphite samples. Additionally, problems would occur if graphene sheets would be 
structured using a focused ion beam. The deposition of the incident ions and the result-
ing graphene edge destruction would result in changed electrical properties.  
In this project HOPG bulk was used for structure production. The sample preparation of 
the HOPG samples is discussed in the following sub chapter. 
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4.3 Sample preparation 
 
For the production of nano and micro structures on surfaces 12·12·5mm3 HOPG bulks 
were used. The samples where either sliced into thick HOPG samples of 12·12·2mm3 
sample parts and were then cleaned by exfoliation or the sample parts were used to 
prepare thin HOPG samples with only a few nano- or micrometres in thickness by a 
more complex preparation process. The preparation of this two sample classes will now 
be explained. 
 
4.3.1 Thick HOPG samples 
 
The preparation of thick HOPG samples for the use in ion beam lithography is simple. 
Due to the low interaction forces in c-axis direction graphene layers can be removed 
either by exfoliation or by slicing with a razor blade along the basal planes. The slicing 
with the razor blade is mainly used for a rough preparation of the HOPG samples. The 
exfoliation technique will create homogeneous sample surfaces with a low amount of 
step edges. For the exfoliation a simple adhesive tape can be used. The tape is stuck on 
the HOPG surface along the basal plane direction. When the adhesive tape is peeled off 
again at an angle of about 45° to the sample surface a few microns of the surface gra-
phene layers will be removed.  
The sample surface is chemically inert. Nevertheless, the sample can be contaminated 
with impurities and should be stored in a vacuum chamber. 
Before the sample will be inserted into the ion beam facility it has to be mounted on a 
metal plate. As the sample will be charged during the irradiation process the sample will 
be grounded due to the metal plate that is connected electrically with the sample holder. 
To fix the sample on the metal plate tantalum stripes are used that are weld on the metal 
plate.  
 
4.3.2 Thin HOPG samples 
 
While the structural properties can be investigated for structures on thick HOPG sam-
ples it is necessary to prepare thin HOPG samples of a few nano- or micrometres in 
thickness to investigate the electrical properties of the produced structures.  
Although, the current flow in a structure will mainly be located in the basal-plane direc-
tion at structure dimensions of several micrometres in width and length only a few na-
nometres in depth the current will also flow through the underlying HOPG bulk and will 
not only be located in the produced structures.  
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To locate the current flow in the structures they have to be produced on thin HOPG 
samples that are placed on an insulator. If the cavities produced around the micro- and 
nano structures are deeper than the sample thickness the produced structures will be 
electrically isolated from the rest of the HOPG sample. 
The insulator material that was used for thin HOPG production was the so-called mica. 
Mica materials are sheet silicate minerals that have a highly perfect basal cleavage simi-
lar to HOPG. Muscovite is a mica material and was exclusively used in this project. Mus-
covite has the chemical formula KAl2(Si3Al)O10(OH,F)2 and can be cleaved by a razor 
blade easily along the basal planes to obtain clean and flat surface [125]. Muscovite is 
yellowish, flexible and high visual light transparency. Single mica plates were sliced 
along the basal planes so that the resulting mica slices were about 50x20x0.1mm3. 
For the production of thin HOPG samples a mechanical exfoliation method was devel-
oped with a subsequent chemical cleaning process. This process was first described in 
[102]. 
The HOPG sample is cleaved into several thin samples of about 0.5mm thickness. One 
sample has now a size of about 12x12x0.5mm3. The sample will now be exfoliated with 
an adhesive film so that the sample surface will be clean and flat. The sample residues on 
the adhesive film cannot be used as samples because they are torn after the exfoliation.  
The freshly cleaved sample is then covered with hot liquid resin. The used resin is glycol 
phthalate of the Logitech Ltd. and its melting point is at 120°C. As the resin cools down it 
becomes hard. When the sample is removed from the resin ideally a big and thin sample 
residue will remain on the hard resin. This sample residue is mostly not damaged con-
cerning the lattice structure of the graphite. After the sample residues with the resin are 
put into liquid acetone, the resin will be dissolved and thin sheets of graphite will swim 
in the acetone.  
The thin sample sheets or rather the thin HOPG samples were up to 25mm2 large and 
had a thickness of about 30-150nm. Because of the dissolving process in acetone the 
surface of the thin sample is contaminated mostly with dissolved resin residues. To 
clean the surface the thin sample is transferred three to four times in new and clean ace-
tone and rest in acetone for about one day in the last step to dissolve the remaining resin 
residues on the sample. After that the thin samples will be heated in acetone at about 
55°C for one to two hours. The heating process is carried out under an extractor hood 
due to the low boiling point of acetone at 56°C.  
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Figure 31: AFM images as an example for the cleaning process using heated acetone. While the thin HOPG 
sample is highly contaminated with resin residues after the first solving step in acetone a) the 
contamination will be reduced using multiple cleaning steps. Both pictures are height scaled 
equally. 
Although, the sample surface is now cleaned from resin the acetone will itself residue on 
the sample surface when the sample is removed from the liquid acetone. The thin HOPG 
sample must be transferred into isopropanol in a three step dilution series. To put the 
cleaned thin HOPG sample onto the mica substrate the sample is transferred into dis-
tilled water where it will swim flat on the liquid surface after the isopropanol was dis-
solved due to the hydrophobicity of HOPG. The HOPG can then be fished up with one of 
the mica slices.  
The mica slice is now cut up into a smaller piece, so that the mica together with the thin 
HOPG sample can be mounted on a metal plate (20x16x1mm3) by tantalum stripes. In a 
last step the HOPG is electrically contacted with the metal plate by a silver colloid disso-
lution (Quick drying silver paint – G3691 – Agar Scientific Ltd.) to prevent sample charg-
ing during the irradiation process in the ion beam facility. The mounted sample is now 
retained under vacuum conditions to keep the sample surface clean until the lithography 
process is performed. 
 
4.4 Sample classification 
 
The samples were investigated in view of their surface quality and lattice structure, elec-
trical conductivity and their sample thickness concerning thin HOPG samples. The re-
sults will be presented in the following sub chapters. 
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4.4.1 Surface and lattice quality 
 
The sample quality was investigated for some representative samples. Measurements in 
the centi-, milli-, micro-, and nanometre range were performed. Therefore, camera, mi-
croscope, AFM and STM images were made and are presented in the next figure.  
Figure 32: Classification of the 
quality of thin and thick HOPG 
samples. For both sample types 
camera, microscope, AFM and STM 
image were performed to obtain an 
overview about the quality from 
nano- to centimetre range. The 
micrometre range image of the 
thick HOPG shows a nano struc-
tured surface. 
Thick HOPG samples seem 
to have a clean and nearly 
flat surface after the me-
chanical exfoliation in the 
centimetre range. On the 
right side an image of the 
thin HOPG sample on a mica 
slice on a metal plate is 
shown. The mica slice is 
mounted on the metal plate 
using tantalum slices. In the 
left upper corner of the met-
al plate the silver colloid is 
visible that connects the 
HOPG with the metal plate 
electrically. The sample size 
(metal plate size) is about 
12x12mm2 (20x16mm2). 
Microscope images show 
that at the corners of the 
thick HOPG sample some 
peeled off areas exist while 
the sample surface is mostly 
flat in the middle of the 
sample surface. The thick-
ness of thin HOPG samples 
can vary strong along the 
sample surface after the ex-
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foliation process as the right microscope image shows. Here, more transparent sample 
parts are thinner than dark sample areas of the images. 
For thin samples impurities can be observed on the sample surface on the micrometre 
range also after the performed cleaning process. Partially, some step edges can be ob-
served in AFM measurements. Because thick samples have not been cleaned in liquids 
the surface remains clean even after the irradiation or rather structure production pro-
cess as the left image shows. Both AFM images in the micrometre range are scaled from 
0-0.3µm in the z-direction. 
The lattice arrangement of the sample surface was investigated by STM. The thick sam-
ple image shows that the lattice order is long-range. The hexagonal arrangement of the 
carbon atoms was confirmed by STM measurements presented in the right image. It 
should be noted that the distance between two white hills equals the in-plane lattice 
constant. Due to the ABAB stacking sequence not all carbon atoms are scaled equally in 
z-direction because of the influence of the orbitals in the second graphene layer. 
 
4.4.2 Thickness of thin HOPG samples  
 
The thickness of thin HOPG samples was investigated by AFM measurements at the 
HOPG/mica step edges. Because the sample thickness varies with the sample position a 
method was developed to calculate the thickness distribution over the whole HOPG 
sample using microscope images. This method was compared to the AFM measurements 
to determine the accuracy of the calculation. By AFM measurements the thickness at 
selected sample positions could be investigated by the height difference at HOPG/mica 
edges as it is shown in the following figure. 
 
Figure 33: Determination of the sample thickness of thin HOPG samples by the measurement of the height 
difference at HOPG/mica step edges at three different positions. The AFM data was evaluated us-
ing the WSXM v.4 freeware program [126]. 
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The measured thickness can only be obtained at HOPG/mica step edges where the mica 
surface serves as the reference height. As the figure shows the thickness varies strongly 
even for small sample areas. Most nano and micro structures were produced far away 
from the sample edges so that an alternative method had to be performed to determine 
the sample thickness at the structured surface areas. 
Because single graphene layers transmit 97.7% of the visible light spectrum [121] and 
the transmittance of multiple graphene layers can be calculated, microscope images of 
thin HOPG samples were used to determine the sample thickness.  
For the calibration of the sample images a grey scale foil was used with 24 different grey 
fields. The transmittance of every grey field could be measured with a UV/VIS spectrom-
eter. After all grey fields were imaged in the bitmap format the green colour channel of 
the bitmaps were extracted. The average green colour value of every grey field was de-
termined so that at the end the green colour values could be assigned to a transmittance 
(green colour value - transmittance). A formula for the transmittance of green light as a 
function of the sample thickness can be derived using the formulas presented in [127] 
(transmittance – sample thickness). 
In summary, the green colour values over the whole sample can be used to estimate the 
sample thickness at every surface point. The details for the thickness determination by 
the calculation will be presented now. 
A formula for the transmittance coefficient of a thin layer on an infinite thick substrate is 
presented in reference [127] and can be transferred for the graphite/mica sample sys-
tem. Because the mica is finite in our experiments the formula of [127] has to be modi-
fied so that the transmittance coefficient will be 
 ̃  2F7HY8cos	(U)Òcos	(U)  7HY8Ó cos\7ÔAÔ]  ^ ¢7Ô  7HY8 cos(U)7Ô Õ sin	(7ÔAÔ) (48) 
Here, α is the incident angle of the light to the sample surface, AÔ is relative graphite 
thickness given in units of 263Ô ©⁄  with 3Ôas the graphite thickness and © as the wave-
length of the incident light. 7HY8 and 7Ô are the generalized refraction indexes of mica 
and graphite. While 7HY8 only consists of the mathematically real part HY8, 7Ô con-
sists of real and imaginary part and equals therefore (Ô  ^!Ô). 
The presented formula can be checked, for example, by assuming no graphite layer AÔ  0. The transmittance T is the square of the transmittance coefficient V  |̃| and 
the sum of the transmittance T and the reflection R should be 1. 
 V  1  |̃|  1  . 2F7HY81  7HY8/
  %7HY8  1(%7HY8  1(  7HY8  27HY8  1%7HY8  1(  1 (49) 
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The incident angle is perpendicular while using the microscope in transmitted light 
mode and so cos(U)  1. Because the graphite thickness 3Ôis small compared to the in-
cident light wavelength (7ÔAÔ ≪ 1) the formula can additionally be simplified by cos\7ÔAÔ] ≈ 1 and sin	(7ÔAÔ) ≈ 7ÔAÔ. 
 
̃  2FHY8(1  HY8)  ^ Ö\Ô  ^!Ô]  HY8\Ô  ^!Ô]× \Ô  ^!Ô]AÔ
 
(50) 
 ̃  2FHY8(1  HY8)  ^ ØAÔ\Ô  ^!Ô]  AÔHY8Ù (51) 
 ̃  2FHY8(1  HY8)  ^AÔHY8  ^AÔ\Ô  2^Ô!Ô  !Ô] (52) 
 ̃  2FHY8(1  HY8)  2AÔÔ!Ô  ^AÔ(Ô  !Ô  HY8) (53) 
The transmittance T is the square of the modulus of the transmittance coefficient and 
can be declared as 
 V  |̃|  4HY8Ú(1  HY8)  2AÔÔ!ÔÛ  AÔÚÔ  !Ô  HY8Û			. (54) 
In reference [128] values for the graphite bulk are reported as Ô  2.6 and !Ô  1.3. 
The refractive index of mica (muskovit) is HY8  1.563 [129] perpendicular to the ba-
sal planes. The inverse function can be determined so that the relative graphite thick-
ness can be given as a function of the transmittance. 
 AÔ  263Ô©
 ØÚ2Ô!ÔÛ  ÚÔ  !Ô  HY8ÛÙ ∙ Ø47HY8V  (1  HY8)Ù  Ü(1  HY8)2Ô!ÔÝÚ2Ô!ÔÛ  ÚÔ  !Ô  HY8Û
 (1  HY8)2Ô!ÔÚ2Ô!ÔÛ  ÚÔ  !Ô  HY8Û 
(55) 
For incident green light with a wavelength of ©=500nm and the values for Ô, !Ô and HY8 the formula for the transmission T as a function of the sample thickness 3Ô and the 
inverse function are approximately 
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 V ≈ 6.252Ú2.563  8.495 ∙ 10R3ÔÛ  6.948 ∙ 10Gu3Ô (56) 
 3Ô ≈ 7.958 ∙ 10ej Þ0.070V  0.036  0.193ß %(		. (57) 
 
Figure 34: Transmittance as a function of the sample thickness and the inverse function derived from the 
formula presented in reference [127]. Without a sample on the mica substrate the transmission of 
green light is about 95.17%. 
Using the evaluated formulas the mica transmittance is 95.17%. For an increasing 
graphite thickness the transmittance will decrease by the formulas presented in the fig-
ure. 
There is a relation between the HOPG/mica transmittance Và£á+âHY8 and the mica 
transmittance VHY8 given by 
 
Và£á+âHY8VHY8  V0.9517 		⇔ 		V  0.9517 · Và£á+âHY8VHY8 . (58) 
In equation (56) the transmittance T can be replace if the HOPG/mica and the mica 
transmittances are known. Because the transmittance of the HOPG/mica and the mica 
cannot be measured for every small sample area a calibration was performed to deter-
mine the transmittance using optical microscope images.  
The images obtained from the optical microscope measurements are saved in RGB (red, 
green, blue) bitmap images in a 24bit format where every colour channel (red, green, 
blue) have values between 0 and 255. When the green colour channel is filtered pure 
black has a colour value of 0 and pure green has a colour value of 255. A grey scale foil 
with 24 (numbered: 0-23) different grey fields was investigated by optical microscope 
measurements. Here, the average green colour value of every grey field was determined. 
Additionally, the grey field areas are big enough (1·1cm2) to use a spectrometer that will 
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measure the transmittance to determine the dependency between a green colour value 
and a transmittance value.  
The spectrometer (AVA AvaSpec-20048x14-USB2 – Avantes BV) uses a deuterium halo-
gen light source (AVA AvaLight-DH-S-Bal-DUV --- 190-2500nm) to irradiate single grey 
field areas. All 24 grey fields were irradiated and the transmittances for wavelengths of 
380-780nm are presented in the next plot. The transmittance of green light (©=500nm) 
of every grey field was used for further calibration. 
 
Figure 35: Transmittance of the grey fields on the grey scale foil. In b) all transmission values are shown for 
wavelengths between 380-780nm. In a) the transmittance of the grey fields for a wavelength of 
500nm (green light) is shown. 
The grey fields transmit 0-68% of the incoming green light. As mentioned before, every 
grey field was additionally investigated by optical microscope measurements. An aver-
age green colour value of every grey field was determined. 
 
Figure 36: Results of the optical microscope measurements to obtain a dependency between the average 
green colour value and the grey field number. In b) all calibration images were resized from 
760x572 pixels to show the measured colour gradient. The average green colour values were cal-
culated for every image and plotted against the grey field number in a). 
The results of the spectrometer measurements and the optical microscope measure-
ments can be used to determine the transmittance as a function of the green colour val-
      4.4 - Sample classification 76 
 
ue. The formula of the transmittance as a function of the green colour value (GCV) can be 
determined by fitting the values shown in Figure 37. 
In the figure two data points were added manually. At a GCV of 0 (black) the transmit-
tance is 0%. Furthermore, a reference measurement using the optical microscope was 
performed where no material was imaged. The parameters of the optical microscope 
were set so that image was not overexposed. In this context, the GCV of the image was 
235.87 in average and the transmittance was 100%. The formula is 
 Và£á+âHY8,HY8  0.07 · J+äåh'.SK  0.07 (59) 
and the fitted line fits very well concerning real GCV-transmittance values (0-0%, 255-
99.73%). 
 
Figure 37: Transmittance as a function of the green colour value determined by optical microscope and spec-
trometer measurements. 
The fitting formula is a good but also rough approximation of the data points. The devia-
tion mostly has its origin in the microscope calibration presented in Figure 36. The 
equations (57-59) can be combined to obtain the sample thickness 3Ô as a function of 
the GCV of HOPG/mica and mica. The formula is  
 3Ô ≈ 7.958 ∙ 10ej æçç
è0.074 ∙ exp JéC"HY893.6 K  1exp JéC"à£á+â	HY893.6 K  1  0.036  0.193êëë
ì %(		. (60) 
As an example, the GCV of mica will be set to 250 (VHY8  94.17% î 95.17%) to plot 
the sample thickness as a function of the GCV of HOPG/mica. In this context the GCV of 
HOPG/mica can only have values between 0 and 255. 
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Figure 38: Thickness of the HOPG sample as a function of the green colour value (GCV) of HOPG/mica and an 
assumed GCV of mica of 250. 
The calculation of the sample thickness for each pixel of an image was made by the 
MATLAB (matrix laboratory) program. An image was loaded by the program and the 
green colour value of every pixel was extracted which is the GCVHOPG+mica value. Because 
GCVmica could not be determined for areas of HOPG/mica the average GCVmica value of a 
free mica area in an image was used. Now, the graphite thickness could be determined 
by the formula for every image pixel. An example of the calculation results is presented 
in Figure 39. 
To determine the accuracy of the calculation formula AFM measurements on the HOPG 
sample thickness were performed at different sample positions and compared to calcu-
lated HOPG sample thicknesses. The measured and calculated values are listed in the 
table of Figure 40.  
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Figure 39: Example for the sample thickness determination. The height distribution was evaluated using a 
programmed MATLAB code to determine the sample thickness distribution over the whole sample 
and is presented in the right image. 
 
Figure 40: Comparison between calculated and measured sample thickness at two sample points for five 
different samples. 
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The measured data differs from the calculated data but is consistent with the fit of for-
mula (60). The deviation between calculated and measured data can be partly explained 
by the AFM image presented in Figure 33. The AFM image shows that the sample thick-
ness can vary strongly even in micrometre scale. Because pixels in the microscope imag-
es equal square micrometre fields the measured HOPG thicknesses using optics would 
have to be compared with an average over a number of AFM data.  
However, the calculations can be used to approximately determine the thickness distri-
bution over the whole sample. In this context, the needed ion dose for milling can be ap-
proximated for every sample position. Also thick sample areas can be determined where 
a milling process would be too much time-consuming. 
 
4.4.3 Electrical conductivity and specific resistivity of HOPG samples 
 
The electrical conductivity of the used HOPG was investigated both in the basal plane 
direction σx,y and in the c-axis direction σz by four-probe measurements. 
Four-probe measurements were performed to calculate the conductivity by the formulas 
introduced in chapter 3.8.2. The conductivity along the basal planes could be measured 
using thin HOPG samples. For the investigation of the conductivity along the c-axis thick 
HOPG samples were used. Because for thin and thick HOPG samples the same HOPG bulk 
material, the ZYA HOPG, was used the conductivity should be the same for both sample 
types. 
For the use of four-probe measurements the sample thickness h has to be obtained for 
thin HOPG samples and the distance between the tips d for thick HOPG samples. Because 
the four-probe measurements have to be performed far away from HOPG/mica edges as 
it is described in chapter 3.8.2 no AFM measurements could be performed. In this con-
text, the sample thickness was obtained by calculations presented in the last sub chapter 
4.4.2. At the sample position where the four-probe measurements have been performed 
the sample thickness is approximately h=95nm. To determine the probe distance the 
four-probe measurements were performed using the self-constructed four-probe meas-
uring device and the connected optical microscope. The microscope images were saved 
using the microscope camera. The images could be calibrated in the x- and y-direction 
by imaging sample surface features or structures with a known x-y-scale for every mi-
croscope magnification used. 
The image size calibration is presented in the next figure where the size of the structures 
is known. Also an example of the four-probe measurement is shown where the tip dis-
tance is determined using the image size calibration for a microscope magnification of 1. 
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Figure 41: Image size calibration for different microscope magnifications 1x-4x using surface structures with 
a known size of 386.2 x 973.5 µm2. The image size calibration is needed to determine the tip dis-
tance in a four-probe measurement for different microscope magnifications. Additionally, an ex-
ample for a four-probe measurement at 1x microscope magnification is shown in the bottom 
right corner where the tips are arranged in a line with a constant distance of d=1043.6µm. 
By four-probe measurements the voltage between the voltage tips was measured as a 
function of the current applied between the current tips. To determine the conductivity 
the formulas derived in chapter 3.8.2 can be used due to the linear tip arrangement dur-
ing the measurements. Because the conductivity is constant in the basal plane direction I    I, the formula for thin HOPG samples can be used to determine  I, or ra-
ther the specific resistivity $I, where 
 @⁄  is the slope 3 
 3@⁄  using the line of best fit 
and the sample thickness h=95nm as mentioned before.  
 \FI ∙ ]Ì	  ln	(2)6ℎ @
 (61) 
 I,  ln	(2)6ℎ 13
3@  (62) 
 $I,  6ℎln	(2) 3
3@  (63) 
The conductivity or rather the specific resistivity along the c-axis direction can be calcu-
lated using the slope 3
 3@⁄  of the four-probe measurements and the tip distance d for 
thick HOPG samples and the calculated basal plane conductivity or rather specific resis-
tivity out of thin HOPG sample measurements. 
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 \FI, ∙ Ð]ÌY  1263 @
 (64) 
 Ð  1J263 ∙ 3
3@ K ∙
1I, (65) 
 $Ð  263 ∙ 3
3@  ∙ 1$I, (66) 
The measured data for the determination of the conductivity or rather specific resistivi-
ty of the HOPG using four-probe measurements is shown in the next figure. 
 
Figure 42: Results of the four-probe measurements to determine the conductivity or rather the specific resis-
tivity of the HOPG used in this project. The voltage was measured as a function of the current at 
different tip distances while the tips were linear arranged. Four-probe measurements were per-
formed both on a thin and a thick sample to determine the anisotropic conductivity. 
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In Figure 42 a) the measured slope 3
 3@⁄  increases with the tip distance for thin HOPG 
samples. This behaviour contradicts the prognosis presented in reference [110] and the 
formula for the conductivity in basal plane direction that should be independent from 
the tip distance. In comparison, the slope 3
 3@⁄  decreases with the tip distance for thick 
HOPG samples as presented in Figure 42 b). Although, this behaviour is predicted the 
resulting conductivity or rather specific resistivity in c-axis direction depends on the 
results for the values in basal plane direction where the values must not be dependent 
on the tip distance. To insert I, and $I, into the formulas for Ð and $Ð the tip distanc-
es must be about the same for the measurements on thin and thick HOPG samples be-
cause for the calculation of Ð and $Ð the corresponding values for I, and $I, have to 
be known that vary with the tip distance. The values for I,, $I,, Ð and $Ð are shown in 
the next figure.  
 
Figure 43: Measured conductivity and specific resistivity along the basal planes and in c-axis direction of the 
used HOPG samples investigated by four-probe measurements. 
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As mentioned before in reference [116] the conductivity and the specific resistivity of 
HOPG in basal plane direction are I,  2.2  2.9 ∙ 10i	ΩeG	cmeG  and $I,  3.5  4.5 ∙10eu	Ω	cm. In the c-axis direction the literature values Ð  4.0  6.7	ΩeG	cmeG  and $Ð  0.15  0.25	Ω	cm. For very short tip distances of 150µm the measured values cor-
respond to the literature values. The conductivity along the basal planes decreases while 
the conductivity in c-axis direction increases with increasing tip distances. 
One explanation could be the structure of the HOPG. Because even high quality ZYA-
HOPG consists of several slightly shifted micro crystals the current will flow through a 
number of these crystals for tip distances of up to 1000µm. The current transition from 
one crystal to another causes an additional resistance so that in the case of basal plane 
current flow the conductivity I, will decrease and the specific resistivity $I, will in-
crease with increasing tip distances. For high tip distances additional micro crystals will 
change the absolute amount of micro crystals only slightly. In this case, the values for I,, $I,, Ð and $Ð will also increase or rather decrease slightly. Because there is a 
strong change for tip distances <200µm the dimension of the HOPG crystals can be in the 
dimension of several cubic micrometres.  
 
4.5 Chapter summary 
 
In this project highly oriented pyrolytic graphite was used to prepare thin and thick 
HOPG samples for further ion beam structure production. Carbon atoms are arranged in 
graphite due to the sp2 hybridization in a hexagonal close packaged lattice where the 
atoms are covalently bonded in the basal plane direction in a honeycomb arrangement. 
Perpendicular to the basal planes, in the c-axis direction, only weak interaction forces 
hold the basal planes together. Because of the lattice arrangement the conductivity in 
HOPG is anisotropic. In this case the conductivity along the basal plane direction is about 
5000 times larger than in c-axis direction at room temperature. 
Graphene is a single layer of graphite and has been strongly investigated during the last 
few years due to its mechanical but mostly due to its electrical properties. At the K and 
K´ points of the Brillouin zone the conductance and valence band merge so that the elec-
trons of the graphene behave like quasi massless relativistic particles and can be de-
scribed by the Dirac equation. Graphene electrons have group velocities near the speed 
of light and due to the graphene properties the mean free path of electrons can be very 
high. Although, the electric properties of graphene could provoke new opportunities for 
semiconductor applications they cannot be transferred to a graphite bulk of many gra-
phene layers. 
The high conductivity of HOPG along the basal planes should be transferred to the nano 
and micro structures produced by ion beam lithography. While the structural properties 
of these structures can be investigated for structures on thick HOPG sample surfaces 
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thin HOPG samples have to be prepared in the case of electrical property investigations. 
While thick samples are prepared by slicing or by exfoliation along the basal plane direc-
tion and are ready to use instantly the production process of thin samples requires a 
special cleaning process in acetone and isopropanol to clean the sample surface. 
The prepared and cleaned thin HOPG samples are only about 30-150nm in thickness and 
are placed on a mica (muscovite) insulator. If the cavity depth is higher than the HOPG 
thickness the produced structures will be electrically isolated from the rest of the HOPG 
sample. The structures can then be electrically investigated without the influence of the 
HOPG sample by four-probe measurements. 
The produced samples have to be classified concerning the surface quality and clean-
ness. The sample thickness has to be measured in the case of thin HOPG samples and the 
anisotropic conductivity or rather specific resistivity has to be analysed. 
The surfaces of the prepared samples were investigated by microscope, AFM and STM 
measurements and show in most cases a good surface quality and lattice arrangement. 
Thin HOPG samples are slightly contaminated due to the production process. 
Because the local thickness of thin HOPG samples has to be known for structure produc-
tion and structure investigation the sample thickness was investigated by AFM meas-
urements at HOPG/mica step edges. Because the sample thickness could only be deter-
mined at sample edges by AFM measurements an additional possibility was developed 
to determine the sample thickness distribution over the whole sample surface by the use 
of optical microscope images. While the sample thickness as a function of the transmit-
tance could be derived theoretically the transmittance as a function of the image colour 
value was derived using an image calibration with the help of a calibration grey scale 
foil. In result, the dependency between the sample thickness and the image colour value 
(green colour value or GCV) could be derived to obtain the sample thickness for every 
sample surface point. The prepared thin HOPG samples are up to 150nm in thickness. 
For the determination of the anisotropic conductivity of the prepared samples four-
probe measurements were performed where the tips were arranged along a line at 
known tip distances so that the formulas presented in chapter 3.8.2 could be used to 
calculate the conductivity or rather specific resistivity in basal plane and c-axis direc-
tion. While the measured values are equal to the literature values for tip distances below 
150µm in basal plane and c-axis direction the conductivity increases in basal plane di-
rection and decreases in c-axis direction for tip distances above 150µm. One explanation 
could be the HOPG structure. HOPG consists of several small crystals of a few cubic mi-
crometres in size. If a current is applied between two points an additional resistance will 
occur at crystal transition points. The summed additional resistance will be large for 
large tip distances and small for small tip distance. This means that the conductivity 
along the basal planes will be higher for small than for large tip distances. 
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5. Structural properties 
 
In this chapter the structure production and the structural properties as a function of 
the kinetic ion energy and the ion dose will be discussed for the impact of gallium ions 
into HOPG surfaces. Additionally, the influence of process parameters like the ion cur-
rent, the sample type, the aperture size and the amount of loops will be investigated.  
Both, the low-dose and the high-dose irradiation process were investigated concerning 
the resulting depth and width of produced structures by AFM and optical microscopy. 
While for the high-dose irradiation the structure production can be performed on thin 
and thick HOPG samples the low-dose irradiation process was combined with a subse-
quent oxidation process performed in the oxidation furnace or by ozone. For the investi-
gation of structural properties so-called test structures were produced that will be in-
troduced in the following section. 
 
5.1 Test structures 
 
Test structures were produced for the structural properties investigation. Area test 
structures are 500·500nm2 and are arranged in a 6·6 patterning field. Every test struc-
ture of the patterning field was irradiated with an individual area dose to investigate 
structural properties as a function of the ion dose. Figure 44 shows a schematic ion dis-
tribution in the sample for possible dot, line and area test structures. 
 
Figure 44: a) Shows the patterning field of the area test structures. The colours indicate an increasing dose 
factor. The small squares were irradiated as markers for orientation. In b) a schematic ion distri-
bution after the irradiation is shown for a dot, a line and an area. 
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The dose factor for test structures in the patterning field increases from left-bottom to 
top-right and is indicated by the colour scale.  
Figure 44 b) shows an important thing for the irradiation process. Although, all struc-
tures are produced by dots as explained in chapter 3.1.3 the real deposited ion dose 
along a line or in a dot can differ from the predefined ion dose. Because the ion beam has 
a Gaussian ion distribution the area dose along a line or in the centre of a dot will always 
depend on the focus size. Only in the centre of an area test structure the area dose will 
be equal to the predefined area dose because the ion distribution in the beam or rather 
the beam focus becomes unimportant. In the centre of the areas the ion distribution of 
every dot will overlap.  
 
5.2 Low-dose irradiation and oxidation furnace 
 
The presented test structures were produced using low-dose irradiation and a subse-
quent oxidation process by using the oxidation furnace at 500°C 
After the production process the resulting area test structures were investigated con-
cerning their structural properties, mainly concerning the structure depth, but also con-
cerning the structure width. The structure depth was investigated depending on the de-
posited ion dose and the kinetic ion energy. First the results for the low-dose irradiation 
and a subsequent oxidation process in the oxidation furnace will be presented. The test 
structures were produced at kinetic ion energies of 15keV, 20keV, 25keV, 30keV, 35keV 
and 40keV at area doses up to 400µAs/cm2. The range of the kinetic ion energy of 15-
40keV is nearly the maximum kinetic ion energy achievable with the ionLiNE. 
Because the oxidation was performed in the oxidation furnace the area test structures 
were mainly produced on thick HOPG samples. Although, for thin samples the ozone ox-
idation should be performed due to a sample and structure destruction one experiment 
was performed for thin HOPG at a kinetic ion energy of 40keV. The structures that were 
not destroyed during the heating process were investigated concerning their structural 
properties to compare the results with the structure production on thick HOPG samples 
and to identify possible differences between the structure productions of different sam-
ple types.  
The investigations of the test structures were performed by AFM measurements. To give 
an overview of measurements concerning the structure depth an AFM image and the 
according line profiles are shown in the next figure.  
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Figure 45: AFM image of the produced test struc-
tures that were evaluated with the WSXM software 
[126]. The produced 500·500nm2 fields are ar-
ranged in a pattern of 6·6 fields. Under the AFM 
image the line profiles of the area test structures 
are shown and scaled equal in the z-direction for 
an optimal comparison (-20 to 30nm). The line 
profiles are scaled in nanometres along the z-
direction and in micrometres along the x-direction 
(0-10µm). 
The AFM measurement shows the pro-
duced structures using gallium ions with 
a kinetic ion energy of 30keV after low-
dose irradiation and a subsequent oxida-
tion process in the oxidation furnace at 
500°C on a thick HOPG sample. Every 
area test structure in the patterning field 
was irradiated with an individual area 
dose of 0-400µAs/cm2. As the image 
shows there is a critical ion dose below 
the test structures suddenly disappear. 
The line profiles show a nearly constant 
structure depth in line profiles 1-4 of 
about 40nm. The structure depth de-
creases strongly below a critical area 
dose in line profile 5. Below a critical ar-
ea dose no material is removed from the 
sample surface after the oxidation pro-
cess at the irradiated areas. Areas that 
were irradiated with an area dose below 
the critical area dose form hills on the 
sample surface. This can be explained by 
the implanted gallium ions that deform 
the lattice arrangement of the solid at-
oms. The height of these hills decreases 
with smaller area dose. The hills are 
hardly visible for areas in line profile 6. 
The structure width of the area test 
structures increase with increasing area 
dose. This can be explained by the recoil 
and ion trajectories after the impact of 
the gallium ions into the solid. The struc-
ture width of the structures will be dis-
cussed in chapter 5.2.3 in more detail. 
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5.2.1 Structure depth vs. area dose - experiments 
 
The evaluation of the structure depth for all measured data was performed using a mod-
ified version of the so-called clusterizer software developed by Dipl.-Phys. N. Grönhagen 
during his diploma thesis at the Technische Universität Dortmund [130]. The software 
determines the structure depth of the AFM measurements semiautomatic using the 
HOPG surface as the reference height.  
The results of the measured structure depth of the area test structures as a function of 
the area does for different kinetic ion energies are shown in the following figure. For all 
experiments a 30µm aperture was used. The ion currents during the irradiation pro-
cesses are shown in the figure too.  
 
Figure 46: The structure depth of the test structures was investigated for area doses of 0-400µAs/cm2 at ki-
netic ion energies of 15keV, 20keV, 25keV, 30keV, 35keV and 40keV. The area test structures were 
produced on thick HOPG samples except the 40keV process where a thin HOPG sample was used 
with a sample thickness below 280nm. 
While at low area doses below 14µAs/cm2 no area test structures are produced and only 
small hills appear at the irradiated areas shown in line profile 5 of Figure 45 and indi-
cated by the negative structure depth values in Figure 46 there is a critical area dose at 
14.0-17.5µAs/cm2 (15.75µAs/cm2 in average) where the structure depth increases 
strongly.  
The critical area dose is equal for all experiments on thick HOPG samples and does not 
depend on the kinetic ion energy or the ion current. The defect or the so-called vacancy 
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density reaches a critical value so that the irradiated areas can be removed from the 
sample by an oxidation in the oxidation furnace.  
The critical area dose for test structures on the thin HOPG sample is about 2.5-
17.5µAs/cm2 and differs from the critical area dose of the area test structures produced 
on thick HOPG. A first assumption could be a systematic error that occurred during the 
lithography process. Other explanations for the difference relative to the results for thick 
HOPG samples could be the low amount of basal plane layers, the sample surface quality, 
thickness variations and the local lattice structure of the thin HOPG sample. Because all 
other data is more consistent the critical area dose for low-dose irradiation processes 
will be assumed as 15.75µAs/cm2. 
Above the critical area dose the structure depth increases slightly. Even for an area dose 
of 400µAs/cm2 the average structure depth is nearly the same as it is for an area dose 
near the critical area dose for all experiments. 
Important to notice is that the maximum structure depth increases with the kinetic ion 
energy. This behaviour can be explained by the increasing penetration depth of the inci-
dent ions with increasing kinetic ion energy that TRIM simulations do predict and that is 
explained in the next subchapter.  
Because the kinetic ion energy range of 15-40keV is the maximum range achievable the 
ionLiNE the resulting structure depths of 20-70nm presented in Figure 46 are the only 
structure depths that can be produced by low-dose irradiation production processes. 
 
5.2.2 Structure depth vs. area dose – TRIM simulations 
 
The structure depth as a function of the area dose and the kinetic ion energy can be ex-
plained by TRIM simulations. First investigations of our group were performed and pre-
sented in reference [131]. As mentioned in chapter 2.6.2 the TRIM program can calculate 
the ion and recoil trajectories dynamically and therefore the ion and recoil distributions. 
The results of the TRIM simulation for a graphite sample irradiated with 5000 gallium 
ions at different kinetic ion energies are presented in the next figure. 
  
      5.2 - Low-dose irradiation and oxidation furnace 90 
 
Figure 47: Ion and recoil trajectories and 
distribution as a function of the kinetic ion 
energy simulated by the TRIM program for 
the impact of 5000 gallium ions into a 
graphite solid. The atom distribution plots 
show a rescaled ion distribution due to 
clarity reasons. The real scale of the ion 
distributions are by a factor of 126(15keV), 
134(20keV), 188(25keV), 208(30keV), 
238(35keV) and 237(40keV) smaller than 
shown in the plots. The shown target depth 
of all plots is 0-80nm. 
While the plots in chapter 2.6.2 
show the ion and recoil trajectories 
for various ions and solids Figure 
47 shows the trajectories for vari-
ous kinetic ion energies.  
The maximum penetration depth of 
ions and recoils increases with in-
creasing kinetic ion energy as the 
trajectory plots but also the distri-
bution plots show. The distribution 
plots are given in units of at-
oms/cm3 per atoms/cm2 and are 
normalized concerning the ion 
dose. If the data is multiplied by the 
ion dose used in the experiments in 
units of atoms/cm2 the distribu-
tions will be given in atoms/cm3. 
The distribution plots show a shift 
of the maximum distribution values 
of ions/recoils and an increase of 
the distribution width as a function 
of the kinetic ion energy. Because 
the ion distribution is much smaller 
than the recoil distribution the re-
sulting lattice disorder is mainly 
caused by the recoils and not by the 
implanted ions. 
In a first approximation the maxi-
mum structure depth depends on 
the ion and recoil density due to 
the lattice destruction after the ir-
radiation process. The approximat-
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ed structure depths are shown in the distribution plots of Figure 47. Compared to the 
measured structure depths for high area doses presented in Figure 46 the approximated 
values of the TRIM calculations are always smaller. The approximated (measured) val-
ues are 25nm(26nm), 30nm(32nm), 35nm(45nm), 40nm(48nm), 45nm(54nm) and 
50nm(65nm).  
While the structure depth can be explained by trajectory and atom distributions in a first 
approximation the critical area dose and the structure depth can be explained by TRIM 
simulations concerning the vacancy distribution in the solids after the irradiation pro-
cess. Vacancies occur when a solid atom is removed from its original site and the original 
site stays unoccupied. The number of vacancies is equal to the sum of the interstitials 
and the atoms that were removed from the target volume [69]. The vacancy distribution 
was calculated by the TRIM program for the impact of 5000 gallium ions into a graphite 
solid at kinetic ion energies of 15-40keV and is shown in the following figure. 
 
Figure 48: The TRIM simulated and normalized vacancy density as a function of the structure depth and the 
kinetic ion energy. For all calculated data the vacancy density is highest a few layers below the 
sample surface. 
Assuming that the structure depth also dependents on the vacancy density in the HOPG 
sample there must be a critical vacancy density. Because the amount of vacancies de-
pends on the amount of incident gallium ions, the critical vacancy density is a function of 
the critical area dose. Only when the area dose at the first surface layer is higher than 
the critical area dose the first layer can be oxidized. 
As Figure 48 shows the vacancy density near the sample surface is always smaller than 
in the next few layers. If the area dose at the sample surface is higher than the critical 
area dose all next layers will be oxidized, too, so there has to be a strong structure depth 
increase when the surface area dose equals the critical area dose of 15.75µAs/cm2. This 
behaviour was measured and shown in Figure 46 where a strong increase in the struc-
ture depth at the critical area dose was observed. In comparison the calculated (and 
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measured) structure depth slightly above the critical area dose (18.0µAs/cm2) are 
17nm(21nm), 21nm(25nm), 25nm(24nm), 29nm(36nm), 33nm(42nm) and 
36nm(48nm). 
The vacancy distributions per ion presented in Figure 48 can also explain the slightly 
increase for area doses above the critical area dose. Because the vacancy density de-
creases strongly in deeper regions a high amount of additional gallium ions would be 
needed to raise the structure depth. To increase the structure depth by for example 20% 
(17nm20nm, 21nm 25nm, 25nm 30nm, 29nm 35nm, 33nm 40nm, 36nm 
43nm) the vacancy density has to be increased for all data in Figure 48 by a factor of 
3.2. 
Because the vacancy density per ion is constant near the surface for all kinetic ion ener-
gies the critical area dose has to be constant and independent from the kinetic ion ener-
gy. This behaviour was shown in Figure 46 where the critical are dose could be deter-
mined and is in the range of 14.0-17.5µAs/cm2 (15.75µAs/cm2 in average). 
As mentioned before and presented in reference [131] the normalized vacancy density $	 of Figure 48 can be used to calculate a critical vacancy density $Y  in units of vacan-
cies/nm3 by a known critical area dose Y,8,-8. The normalized vacancy density at the 
surface is 4.81 vacancies/nm/ion for all kinetic ion energies. The critical area dose is 
15.75µAs/cm2 or 0.98 ion/nm2. The critical vacancy density is then 
 $Y  $	 ∙ Y,8,-8  4.81 QQ^) ∙ ^N ∙ 0.98 ∙ ^N  4.73 QQ^)' 			. (67) 
The relation of vacancies to solid atoms that is needed for an oxidation can be calculated. 
The critical vacancy density is known and only the amount of atoms per cubic nanome-
tre must be calculated. For a honeycomb arrangement like in HOPG the amount of atoms 
per nm3 can be calculated by the formula 
 QN)	X9	'  2"ðñòóô.  232 · √3 · (0.142) · 0.335  113.96
QN)' 			. (68) 
The minimum vacancy to solid atom relation ¡H	 can now be calculated and is 
 ¡H	  4.73 QQ^)'113.96 QN)'  0.04
QQ^)QN) ⟹ 4.15%	QQ^)			. (69) 
Already at this point the difference in the ion dose concerning the low-dose and high-
dose structure production can be approximated. While for low-dose structure produc-
tion the local vacancy density must be above 4.15% and already one gallium ion can 
produce 427.3 vacancies for high-dose structure production in a direct milling process 
the sputter yield is only 1.423 sputtered atoms per incident ion as presented in Figure 
10 and Figure 11 in chapter 2.6.2 for the impact of 40keV gallium ions into graphite. The 
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low amount of ions that is need for low-dose structure production processes will there-
fore also reduce the irradiation time strongly in comparison to high-dose structure pro-
duction processes. 
Using the vacancy density distribution structure depth as a function of the area dose can 
be determined by the simulation results. As presented in Figure 48 the vacancy density 
is higher for basal plane layers just below the surface than for the first surface basal 
plane layer. The vacancy density decreases strongly in deep solid regions. From the 
measured average critical area dose of 15.75µAs/cm2 or 0.98 ion/nm2 a critical vacancy 
density with 4.73 vacancies/nm3 was calculated.  
Assuming that the vacancy density will increase linear with the ion or area dose the 
structure depth will increase if the vacancy density in deeper regions of the solid will 
rise above the critical vacancy density shown in the following figure. 
 
Figure 49: Schematic overview of the critical vacancy density that is needed for oxidation. The structure 
depth will increase if the vacancy density grows above the critical vacancy density. The vacancy 
density increases with the amount of incident ions given by the area dose. 
To calculate the structure depth as a function of the area dose the vacancy density in 
deep solid regions has to be multiplied by a factor so that the resulting vacancy density 
will be higher than the critical vacancy density. These factors were calculated for every 
structure depth. Because the critical vacancy density equals the critical area dose the 
calculated factors must be multiplied with the critical area dose to determine a structure 
depth vs. area dose dependency.  
The results of the TRIM simulations concerning the structure depth as a function of the 
area dose are shown in the following figure. 
      5.2 - Low-dose irradiation and oxidation furnace 94 
 
 
Figure 50: Calculation of the structure depth as a function of the area dose using TRIM simulation results 
concerning the vacancy distribution shown in Figure 49. Below the critical area dose of 
15.75µAs/cm2 the vacancy distribution data could not be used for the calculation but the theoret-
ical structure depth should be zero. The plot shows the calculated and measured values for the 
structure depth at area doses of 20, 50 and 500µAs/cm2. The plot is scaled as Figure 46 for better 
comparability. 
Due to the vacancy distribution presented in Figure 49 the TRIM simulation results pre-
sented in Figure 50 can only be used for area doses above the critical area dose of 
15.75µAs/cm2. Theoretically, the structure depth for area doses below the critical area 
dose should always be zero. The heightened areas for area doses below the critical area 
dose cannot be calculated by TRIM.  
The simulations show that the structure depth as a function of the area dose is qualita-
tive the same for the experiments as well as for the simulated data. At the critical area 
dose the structure depth increases strongly and increases slightly for area doses above 
the critical area dose. But in comparison to the measured data the slope of the calculated 
data is higher than for the measured data. This is best visible for area doses above 
200µAs/cm2. 
The plot in Figure 50 shows a comparison of the measured and calculated data at 20, 50 
and 500µAs/cm2. For these area doses the measured values are always higher than the 
calculated values. The measured data in comparison to the calculated data at this area 
doses is in average higher by 28%, 25% and 4%. So for higher area doses the measured 
data differs less from the calculated data due to the mentioned slope differences be-
tween measured and calculated data. The difference between the calculated and simu-
lated data can be explained by the TRIM simulation algorithm itself. Effects like channel-
ing [37] are not included in the simulation that would increase the simulated penetra-
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tion depth of ions and recoils into solids and therefore also the structure depth. Addi-
tionally, the lattice structure but also the mosaic spread in HOPG is not included in the 
simulations.  
 
5.2.3 Structure width and length vs. area dose – experiments 
 
Although, the investigation of the structure depth as a function of the area dose was the 
main part of the structural investigation also the structure width was investigated as a 
function of the area dose. 
The dependency of the structure width vs. the area dose can already be seen in Figure 
45 and can be partially explained by the ion and recoil trajectories simulated by TRIM 
and shown in Figure 47. Although, the assumed ion beam diameter in the simulation is 
zero the incident gallium ions, the recoils and so the produced defects will be distributed 
along the x- and y-direction parallel to the HOPG surface. From Figure 47 an increased 
structure width can be estimated due the ion and recoil distribution. Produced struc-
tures will therefore be of the order of 40-60nm broader than the predefined structure 
width. Additionally, the beam diameter is about 10nm. Thus, the structure width and 
length will be increased as shown schematically in Figure 44 b). The dependency of the 
structure width as a function of the area dose is shown in the next figure. 
 
Figure 51: The structure width as a function of the area dose was investigated for test structures by AFM 
measurements and were evaluated with the WSXM software. The test structures were produced 
using gallium ions with a kinetic energy of 15-40keV.The critical area dose range was adopted 
from the structure depth investigations and is included in the plot. 
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Below the critical area dose no test structures were produced so that no structure width 
was determined or rather set to zero. Above the critical area dose the structure width 
increases. The plot shows that the structure width is not a function of the kinetic ion en-
ergy.  
Most of the measured structure widths are between 550-700nm at area doses of 17.5-
50.0µAs/cm2. The structure width should be 500nm as predefined in the GDSII software 
and is therefore 50-200nm larger as set. As mentioned before, the increased structure 
width has its main origin in the x- and y-scattering of the incident ions and the recoils. 
Furthermore, also the ion beam diameter must be taken into account. Although, the oxi-
dation process should only increase the structure width by 2nm after 200min at 500°C 
(chapter 3.2.1, Figure 18) a structure-broadening could also be caused by this process.  
There is a slight increase in the structure width for increasing area doses in the range of 
20-50µAs/cm2 while for area doses above 200µAs/cm2 the structure width increases to 
700-800nm for a kinetic ion energy of >15keV. The high structure width for 15keV of 
900-1100nm can be explained the nuclear stopping theory. Due to the low kinetic ener-
gy an increased scattering of the ions in x- and y-direction near the surface can be as-
sumed. Besides systematic errors, this fact could be the reason for an increased struc-
ture width at a kinetic ion energy of 15keV. 
Because no vacancy distribution on x- and y-direction can be quantitatively extracted 
from the TRIM simulation no simulation results can be determined for the structure 
width and length. 
 
5.3 Low-dose irradiation and ozone generator + UV-lamp 
 
Thin HOPG samples will be destroyed after the heating process in the oxidation furnace. 
Therefore, another oxidation method has to be performed for thin HOPG samples after 
low-dose irradiation. Thin HOPG samples are needed to produce electrical isolated 
structures and are therefore necessary. In this subchapter the thin HOPG destruction at 
high temperatures and the oxidation process using ozone will be discussed.  
 
5.3.1 Thin HOPG sample destruction at high temperatures 
 
The oxidation of thin samples at high temperatures cannot be performed due to two 
main reasons. One reason is the different thermal expansion of the thin HOPG sample 
and the mica substrate and the other reason is a water inclusion between the thin HOPG 
sample and the mica substrate. Both reasons are also discussed in reference [102].  
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The thermal expansion is material-, temperature- and also quality-dependent and is de-
scribed by the thermal expansion coefficient. While the thermal expansion coefficient of 
HOPG is positive in c-axis direction for temperatures above 0°C the expansion coefficient 
along the basal plane direction is negative for temperatures of about 0-400°C and posi-
tive for temperatures above 400°C determined by experiments [132] and theory [133]. 
Additionally, the quality of the HOPG can change the thermal expansion coefficient as a 
function of the temperature as reported in reference [134]. The thermal expansion coef-
ficient for muscovite is positive [135] for all temperatures. During the heating process 
the thin HOPG samples will contract and the mica substrate will expand until 400°C. 
Above this temperature both materials will expand. 
A possibility for the sample destruction could be the stress in the HOPG during the heat-
ing process. Because the HOPG contracts and the muscovite expands the HOPG sample 
will be torn apart in smaller parts of several square micrometres. This disruption was 
observed in former performed experiments at temperatures above 110°C. For smaller 
temperatures the thin HOPG samples stayed stable. At temperatures above 110°C the 
HOPG changes its original position on the muscovite slightly. When the sample and the 
muscovite are cooled down to room temperature the muscovite contracts and the small 
HOPG pieces form wrinkles at the edges. 
As mentioned before, also water inclusions between the HOPG sample and the musco-
vite substrate were observed by SEM measurements. Due to the production process of 
thin HOPG samples water can be included between sample and substrate during the last 
step of the cleaning process in distilled water. During the heating process the water va-
porizes at temperatures above 100°C and can destroy parts of the sample. 
In the following figure optical microscope, AFM and SEM images of the sample destruc-
tion are shown for thin HOPG samples that were heated above 110°C. 
 
Figure 52: Optical microscope, SEM and AFM images of sample and structure destruction shown in millime-
tre, micrometre and nanometre range after the heating of thin HOPG samples at 500°C for 
200min. Due to the mechanical stress during the heating process the sample is torn into pieces of 
several square micrometres. After cooling down to room temperature the HOPG pieces form 
wrinkles at the edges so that the sample and the produced structures become damaged or de-
stroyed.  
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5.3.2 Oxidation and structure production with ozone generator and UV-lamp 
 
In several experiments it was tried to oxidize the low-dose irradiated areas on the thin 
HOPG samples by the use of ozone and additionally by heating the sample at T=110°C. 
First, the maximum temperature for which thin HOPG samples stayed stable and were 
not destructed was determined in former experiments. The experiments were per-
formed by heating a sample holder where a thin HOPG samples was mounted. The tem-
perature was increased by a heating filament and the temperature of the HOPG sample 
was directly measured on the sample surface. During the heating process the samples 
were imaged by a high-resolution camera. The temperature was measured parallel so 
that the sample surface structure could be investigated at different temperatures. Above 
110°C a disruption of the sample surface could be observed. For all following oxidation 
processes with ozone a maximum heating temperature of 110°C was used. 
Second, the oxidation of sample edges was investigated using the ozone generator. In 
this case, a thin HOPG sample was imaged with an optical microscope before and after 
1h, 2h, 3h and 6h of oxidation using the ozone generator. An example of the oxidation 
process is shown in the following figure. 
 
Figure 53: a) and b) show two microscope images of a part of a thin HOPG sample before and after the oxida-
tion process using the ozone generator. c) shows an overlap of a) and b) to highlight the oxidation 
of the sample. The oxidized areas after the oxidation process were marked green. 
Finally, the structure production on thin HOPG samples using was investigated. To ac-
celerate the oxidation process and to reduce the time needed for oxidation the ozone 
generator was combined with an UV-lamp and the samples were heated. The samples 
were irradiated with an area dose of 50µAs/cm2 that is 3-4 times more than the critical 
area dose.  
In several experiments and at different oxidation parameters it was tried to initiate the 
structure production by oxidation. AFM measurements show that even after 11h of oxi-
dation using the ozone generator with an ozone flow rate of 40l/h, the UV-lamp and af-
ter heating the samples on 110°C the irradiated areas did not become oxidized in all per-
formed experiments. 
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Figure 54: AFM images after oxidation using the ozone generator and the UV-lamp after 11h at 110°C. The 
irradiated areas were not oxidized. The areas are higher than the un-irradiated areas. 
The oxidation of the irradiated areas by ozone was not achieved. The irradiated areas 
are higher than the un-irradiated areas for all irradiation experiments. The sample sur-
faces become mainly contaminated because of the gas flow of the ozone generator. At 
temperatures of 110°C there should be no water film that would protect the irradiated 
areas from oxidation. Because the samples edges become oxidized during the experi-
ments the results of the failed structure production using ozone cannot be explained at 
this point of investigation. Additional experiments for the structure production after 
low-dose irradiation and the oxidation by ozone might be performed in future. 
 
5.4 High-dose irradiation 
 
Area test structures were produced by high-dose irradiation processes for structural 
properties investigation just like for the low-dose irradiation process presented in chap-
ter 5.2 before.  
The structure depth as a function of the area dose was investigated for kinetic ion ener-
gies of 20keV, 30keV and 40keV. For kinetic ion energies of 30keV the test structures 
were investigated in four experiments at different conditions. In this case, conditions 
mean different aperture sizes and different ion currents (70-100µm, 153-300pA), thin 
or thick HOPG samples and loops or no loops. 
Because the structure depth can be different for line production in comparison to area 
production due to focus properties shown in Figure 44 b) the structure depth as a func-
tion of the line dose was investigated too. The patterning field of line test structures is 
the same as for area test structures in which the areas have been replaced by lines. 
To give an overview about the AFM measurements two representative AFM images and 
the according line profiles are shown in the next figure. 
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Figure 55: AFM images and line profiles of areas and lines produced by high-dose irradiation at 30keV on 
thick HOPG. The line profiles are scaled in nm along the z- and in µm along the x-direction. 
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Every area test structure was irradiated with an individual area dose of 0-
162000µAs/cm2. The line test structures were irradiated with a line dose of 0-
2.7µAs/cm. The structure depth increases strongly in line profile 5 for area and line test 
structures. For high doses the structure depth increases linear for area and line test 
structure. In comparison to the low-dose irradiation there are no heightened areas or 
lines after the high-dose irradiation. As for the low-dose investigations there seems to be 
a critical milling area and line dose where the structure depth suddenly increases (pro-
file line 5). The structures according to line profiles 5 and 6 do not have a regular struc-
ture depth. This is a problem for the investigation of the structure width so that the 
structure width for this test structures was determined measuring the width of the 
deepest cavity. There seems to be a patterning error in line 2 of the line test structures. 
This line test structure was accidently produced at an extreme high line dose of 
21.5µAs/cm. Nevertheless, this line test structure will show an interesting effect dis-
cussed in chapter 5.4.1. Especially in the line profiles 4 and 5 the destruction of the 
structure edges can be observed where the area around the test structures appears 
heightened. 
 
5.4.1 Structure depth vs. area dose – experiments 
 
For area test structures the structure depth as a function of the area dose was investi-
gated as for the low-dose investigations before. For kinetic ion energies of 20keV, 30keV 
and 40keV and different parameters like ion current, aperture size, sample type and 
loops the test structures were produced on thick HOPG samples. 
 
Figure 56: Structure depth of area test structures after high-dose irradiation as a function of the area dose. 
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For area doses up to 20mAs/cm2 the structure depth is constant. In this area dose range 
the depth increase due to the sputtering process is compensated because of the ion im-
plantation. There is a critical area milling dose of 22-37mAs/cm2 (29.5mAs/cm2 in aver-
age) for all experiments where the sputter effect starts to dominate and the structure 
depth increases linear for further dose increase. The critical area milling dose is inde-
pendent from all other investigated parameters. 
The structure depth increase above the critical milling area dose can be explained by the 
lattice destruction. The lattice destruction must cause a reduction of the displacement 
energy   and the surface binding energy  . Above the critical milling area dose the 
reduction of the displacement and the surface binding energy will stop the compensa-
tion of the structure depth increase by the ion implantation. The effective sputtering 
yield must therefore increase with the area dose. Additionally, the reduced displacement 
and surface binding energy has to be constant after reduction due to a constant slope of 
the measured data presented in Figure 56. 
Except for the area dose no other parameters have a measureable influence on the struc-
ture depth. The structure depth varies strongly for every experiment like especially the 
results for the 30keV experiments show. There is also no dependency of the structure 
depth to the kinetic ion energy visible that is in contrast to low-dose irradiation experi-
ments.  
In summary, a critical milling area dose can be identified but the influence of parameters 
except the area dose could not be identified. More investigations will perhaps show 
more detailed results but at this point of the investigation the high-dose production pro-
cess seems to be not well controllable. Nevertheless, the maximum possible structure 
depth in the experiments is about 250nm and therefore several times larger than the 
maximum structure depth after low-dose irradiation production processes. 
 
5.4.2 Structure width and length vs. area dose - experiments 
 
Below the critical milling area dose the area test structures could be produced although 
they are irregular in shape as also the investigation of the structure width will show. 
Above the critical milling area dose the structures are regular and can be measured easi-
ly concerning the structure width. Because the structure shape is irregular for low doses 
as shown in Figure 55 the structure width of the deepest cavity was measured. 
The structure width as a function of the area dose for the high-dose irradiation experi-
ments is shown in the following figure. 
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Figure 57: Structure width as a function of the area dose of area test structures. The critical milling area dose 
range was adopted from the structure depth investigations and is included in the plot. 
Below the critical milling area dose the structure width deviates strong because of the 
irregular shape of the milled structures. Additionally, the structure width is nearly equal 
to the predefined structure width. The structure width deviation decreases at the critical 
milling area dose where the structure shape becomes regular. Nevertheless, the struc-
ture width is different for every performed experiment. Slightly above the critical milling 
area dose at 4.0·104µAs/cm2 the structure width is 550-1000nm and therefore up to two 
times larger than the predefined structure width. For area doses of 1.6·105µAs/cm2 the 
structure width even increases to 800-1300nm. 
In summary, the difference between the predefined and the real structure width is a dis-
advantage of the high-dose production process that is caused mainly because of the ion 
and recoil distribution in the solid. The structural properties of area test structures are 
better for the low-dose than the high-dose production process (see Figure 51 for com-
parison). In this context, the milling process should only be used if the increase in struc-
ture width by 300-800nm is not significant, for example, when micrometre structures 
are produced. 
The measured data also shows that the structure width is not clearly dependent from 
the kinetic ion energy or other parameters. Although, an increase of the kinetic ion ener-
gy seems to reduce the structure width for area doses above the critical milling area 
dose the measured data differs strongly in all experiments so that no dependency of the 
structure width and the kinetic ion energy can be assumed at this point of investigation. 
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5.4.3 Structure depth vs. line dose – experiments 
 
Line test structures were produced and investigated concerning the structure depth and 
width. The results will be presented briefly and mainly new aspects will be discussed in 
the following subchapters.  
 
Figure 58: The structure depth of the line test structures after high-dose irradiation was investigated for line 
doses up to 21.5µAs/cm at kinetic ion energies of 30keV and 40keV. The small plot shows the 
measured data of the big plot and additionally the measured structure depth after the irradiation 
at an extreme high line dose of 21.5µAs/cm that was accidently produced and was shown in Fig-
ure 55 before. 
During the production of area and line test structures the same ion current was used but 
the dwell time for the line structure production was about 16 times larger than for area 
structure production. Because of the increased dwell time the structure depth should be 
multiple times larger for lines than for areas. But, when the big plot of Figure 58 is com-
pared to Figure 56 a smaller structure depth for lines than for areas was measured. This 
fact can be explained by the ion distribution presented in Figure 44 b). Because the ion 
beam diameter is finite the real ion dose will always be smaller for lines than for areas 
where the ion and recoil distributions overlap. This will result in a reduced sputter effect 
for lines although the dwell time will be higher for line than for area production at a 
constant ion current. 
Also for line test structures a critical dose, the critical milling line dose, can be observed 
and is in the range of 2.5-5.0·105pAs/cm or 0.25-0.5µAs/cm (0.375µAs/cm in average). 
Above the critical dose the structure depth increases linear like for the investigations of 
the area test structures before. The accidently produced lines at an extreme high line 
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dose of 2.15·107pAs/cm or 21.5µAs/cm shows that the structure depth deviates from 
the linear increase with the ion dose for extreme high line doses.  While sputtered atoms 
for the first surface layers have an escape angle of 180° the escape angle decreases with 
the structure depth. For a high structure depth the sputtered atoms can adsorb at the 
structure edges so that the effective sputtering yield will decrease for deep structures. 
The results of the structure depth of line and area test structures can be used to calcu-
late the focus width of the ion beam. In both experiments there is a critical dose where 
the sputter process begins. The quotient of the critical doses equals the focus width and 
is about 3.75 · 10u ÷øyùôú û ∶ 29.50 ÷úyùôú¤û  127nm. As mentioned before and shown in Figu-
re 44 b), the resulting structure depth will always be smaller for lines than for areas for 
the same current, dwell time and focus width because of the finite ion beam diameter 
and the ion and recoil distribution in the solid. 
 
5.4.4 Structure width vs. line dose – experiments 
 
The results of the structure width measurements for line test structures are presented 
in the following figure. Like for the test structure production by high-dose irradiation 
also the line test structures are irregular in width for line doses below the critical milling 
line dose. In this context, the largest structure width was measured for the relevant line 
test structures.
 
Figure 59: The structure width as a function of the line dose was investigated for line test structures by AFM 
measurements and were evaluated with the WSXM software. The test structures were produced 
using gallium ions with a kinetic energy of 20keV and 30keV. The critical milling line dose range 
was adopted from the structure depth investigations and is included in the plot. 
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The investigation results of the structure width of line test structures confirm the results 
for the structure width of area test structures. The structure width is 150-400nm below 
the critical milling line dose and increases linear for line doses above the critical milling 
line dose to 500-850nm or even to 700-1100nm for extreme high line doses. This high 
structure width values cannot be explained by TRIM simulations quantitatively shown in 
Figure 47. Due to the simulations only a structure width of 160nm could be assumed for 
line test structures. 
The structure width is always larger than the structure depth for line structures shown 
in Figure 58. At kinetic ion energies of 20keV and 30keV the ion and recoil trajectories 
were shown in Figure 47 before where the ion and recoil distribution was nearly spheri-
cal. The low structure depth to structure width ration can be explained by the ion and 
recoil distribution and by the low sputtering yield during a high-dose irradiation shown 
in chapter 2.6.2. Only atoms near the sample surface can be sputtered so that the gra-
phene layers of the HOPG have to be sputtered layer by layer. The area the surface atoms 
become sputtered is discoidal and several hundreds of nanometre in diameter due to the 
interaction of the surface atoms with ions and recoils. Because the sputter yield decreas-
es with the structure depth the maximum structure depth for line structures is about 
150nm like shown in Figure 58. The ion and recoil distribution is up to 1000nm in diam-
eter parallel to the sample surface so that the low structure depth to structure width 
ration can be explained. Although, the structure width seems to be inversely propor-
tional to the kinetic ion energy this would be contradict to the TRIM simulations in Figu-
re 47. The simulations show that the structure width should increase proportional with 
the kinetic ion energy.  
 
5.5 Comparison and improvement for the structure production 
 
The low-dose and the high-dose irradiation have different advantages and disad-
vantages concerning the structure production and the structural properties. The high-
dose irradiation process is not fully understood at this point of investigation due to a 
variety of open questions. The structure depth varies strong due to different focus 
widths for every performed irradiation. The variations seem not to be dependent on 
conditions like the kinetic ion energy, the sample type, the current and the amount of 
loops.  
The structure depth for area test structures is always higher than for the structure depth 
of line test structures mostly due to the focus width. Furthermore, the structure width 
for area and line test structures is larger than TRIM simulations predict. It can be as-
sumed that not all processes can be explained by the simulation data like for example 
interaction processes between sputtered atoms and incident ions or solid atoms. Be-
cause the simulations do not include a dynamic sputtering process the ion, solid and re-
coil dynamics cannot be calculated when the milling process is in progress.  
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In summary, the milling process is not well controllable at this point of investigation but 
it has certain important advantages. The milling process can be performed at any tem-
perature so that temperature sensitive samples or structures would not be destroyed. 
This is a strong advantage concerning multi material samples that will not become 
stressed or destroyed due to different material expansion coefficients. The milling pro-
cess is also important for the production of structures with large structure depths. The 
structure depth can be multiple times larger than for the structures produced by low-
dose irradiation. Here, the structure depth can be tuned by the deposited dose and thus 
during the irradiation process and not by the kinetic ion energy and thus only before the 
irradiation process. 
The advantages of structure production using the high-dose irradiation are simultane-
ously the disadvantages of structure production using the low-dose irradiation. The 
structure production by low-dose irradiation must always be combined with an oxida-
tion process that can only be performed at high temperatures at this point of investiga-
tion. Thereby, this technique cannot be used for temperature sensitive samples or struc-
tures. The structure depth of the produced structures is limited to <70nm and cannot be 
tuned during the irradiation process. 
The advantages of the structure production using the low-dose irradiation are the better 
control of the production process and the structural properties of the produced struc-
tures. The deviation of the structure depth and width is much smaller for this produc-
tion process and all values fit well to simulated TRIM data.  
Because of the limitation in structure depth the structure production using low-dose 
irradiation is better for nano structures. The structure production using high-dose irra-
diation is better for the production of large nano or micro structures. A strong improve-
ment of the structure production by ion beam lithography would be combination of the 
advantages concerning the low-dose and the high-dose irradiation. 
 advantages (+) disadvantages (-) 
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- Controllability and predictability 
- Structural properties 
- Experiments ↔ theory 
- Irradiation time 
- Limited structure depth 
- Oxidation process ↔ time, temperature 
- No direct structure production 
- Samples stay stable 
- Only oxidizable materials can be used 
h
ig
h
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o
s
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 - High Structure depth 
- No oxidation process 
- Direct structure production 
- Samples stay stable 
- Most materials can be structured 
- Controllability and predictability 
- Structural properties 
- Experiments ↔ theory 
- Irradiation time 
Table 2: Overview of the advantages and the disadvantages concerning the low-dose and high-dose irradia-
tion processes. An assumed improved production process has to combine the advantages of the 
low-dose and the high-dose structure production process. 
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A first attempt to improve the production process was a low-dose irradiation combined 
with an oxidation process by the use of ozone. This process would have combined most 
of the advantages of the low-dose and high-dose irradiation except an adjustable struc-
ture depth and the possibility to structure all materials. Unfortunately, in most cases 
only sample edges and none of the irradiated areas were oxidized by this production 
process. More investigations are necessary to optimize the structure production using 
ozone. 
For the possibility to produce structures with adjustable or high structure depths com-
bined with the advantages listed in table 2 the irradiation process in the FIB-facility 
should be modified. Beside the use of highly charged ions explained in chapter 2.7 oxi-
dants could be used during the irradiation process. In this case, the irradiated areas 
could be oxidized continuously so that the maximum structure depth would increase 
strongly. Although, only oxidizable materials could be structured this first upgrade could 
improve the applicability of the ion beam facility. In this context, the vacuum conditions 
need still be good so that there might be limitations using a combined irradiation and 
oxidation process. 
 
5.6 Chapter summary 
 
The structure production was performed using low-dose and high-dose irradiation pro-
cesses. Concerning the low-dose irradiation a subsequent oxidation process was initial-
ized using an oxidation furnace under an Ar-O2 atmosphere and at 500°C. Additionally, 
experiments were performed with ozone as an oxidant to oxidize irradiated sample are-
as at room temperature. In contrast, the structure production by high-dose irradiation is 
a direct structure production method. The sputtering yield of ions low so that concern-
ing the low-dose irradiation the solid lattice destruction was used to mainly oxidize ir-
radiated solid surface areas. If the solid atoms have to be sputtered despite the low sput-
tering yield a high amount of ions, a high-dose irradiation, must be used to create struc-
tures. For the structure production thick and thin HOPG samples were used. 
Both methods were investigated concerning the resulting structure depth and width of 
the produced nanostructures as a function of the deposited ion dose at different kinetic 
ion energies. For this, area test structures of 500·500nm2 were produced using both 
methods on thin and thick HOPG samples. In a patterning field of 6·6 the area test struc-
tures were produced using different area doses. Additionally, line test structures were 
produced at different line doses and kinetic ion energies by high-dose irradiation. All 
investigations were performed by AFM measurements. 
While test structures can be produced after a low-dose irradiation and a subsequent 
oxidation process in the oxidation furnace and also after a direct milling process using 
high-dose irradiation the structure production using low-dose irradiation and ozone 
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failed. In this context no additional investigations of the structure production using low-
dose irradiation and ozone were performed. 
Produced area test structures using low-dose irradiation and a subsequent oxidation 
process in the oxidation furnace showed that the resulting structure depth is a function 
of the area dose and of the kinetic ion energy. Above a critical area dose of 
15.75µAs/cm2 structures are produced by low-dose irradiation and the oxidation pro-
cess in the oxidation furnace for all kinetic ion energies. The structure depth rises only 
slightly for higher area doses but is strongly dependent on the kinetic ion energy. This 
behaviour can be explained by the ion and recoil trajectories and the vacancy distribu-
tion in the solid surface simulated by TRIM.  
The structure depth is dependent on the maximum ion or recoil range in the sample. 
Because the lattice destruction of the solid is caused by ions and recoils irradiated areas 
can be oxidized at a maximum depth that equals the maximum ion or recoil range into 
the sample. The sudden increase of the structure depth as a function of the area dose is 
caused by the vacancy distribution in the solid. All simulation data show that the vacan-
cy density increases for the first few layers near the sample surface and then decreases 
strongly for deep sample layers. If the vacancy density in the sample surface layer is 
larger than the critical vacancy density of 4.73 vacancies per cubic nanometre the oxida-
tion process and so the structure production can be performed. Because the vacancy 
density increases for the next few layers near the sample surface also this layers will be 
oxidized until a layer that has a vacancy density below the critical vacancy density.  
In summary, the resulting structure depths of the low-dose irradiation process can be 
explained well by the simulations. In this case, also the results of the structure width as a 
function of the area dose can be explained well by the simulated data. The ion and recoil 
distribution and so the vacancy distribution parallel to the sample surface can explain 
the increased structure width of 100-200nm. 
There is a critical milling area and line dose that was determined by the experiments for 
high-dose irradiation processes. Although, at area and line doses below the critical doses 
the area and test structures are produced they are mostly irregular shaped. Above the 
critical milling area doses of 29.5mAs/cm2 and the critical milling line dose of 
0.375µAs/cm the produced structures become regular concerning the structure depth 
and width.  
Unfortunately, the milling process and so the structure depth and the structure width 
are not predictable or controllable well. Although, some experiments were performed at 
nearly same conditions the structure depth and width differ strongly. Furthermore, no 
dependency of the structure depth or width as a function of the kinetic ion energy, the 
sample type or the amount of loops could be determined. Because of the focus width the 
structure depth for areas will always be higher than the structure depth of lines for con-
stant ion current, dwell time and focus width.  
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Important to notice is that there seems to be a maximum structure depth at extreme 
high ion doses where the structure depth is constant even after a further dose increase.  
In summary, the structure depths and widths obtained from the high-dose experiments 
are in contradiction to the TRIM simulations. One reason could be that the ion, recoil and 
sputtered atom dynamics that cannot be simulated for milling processes. 
One reason why low-dose and high-dose irradiation processes were investigated is that 
both methods have advantages and disadvantages concerning the structure production 
and the structural properties. The low-dose irradiation structure production, for exam-
ple, cannot be performed for temperature sensitive samples.. Additionally, the maximum 
structure depth is limited to <70nm due to the kinetic ion energies. 
A problem of the high-dose irradiation process is the controllability and predictability of 
the structure production process. The structural properties are poor due to an increased 
structure width of 700-1100nm. The results of the high-dose irradiation are not compa-
rable with TRIM simulations and the irradiation time is much high than for low-dose 
irradiation processes. 
A combination of the advantages of both methods would lead to an improved process. 
The oxidation with ozone would reduce the oxidation temperature and can probably be 
used after further investigations in the future. Another possibility is the use of highly 
charged ions and was discussed in chapter 2.7 before. In this context, the sputtering 
yield would be much higher than by the use of single charged ions and the critical mill-
ing ion dose would be decreased strongly. Perhaps the use of oxidants during the irradi-
ation process could be beneficial because the oxidation could be performed parallel to 
the irradiation process. But there will be limitations because of the needed vacuum con-
ditions during the irradiation process.   
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6. Electrical properties 
 
In this chapter the results on the electrical properties of nano and micro structures are 
presented. In the last chapter test structures and their structural properties were pre-
sented concerning a low-dose or a high-dose irradiation process. These test structures 
can be specified as cavities created on HOPG surfaces. The production of cavities can be 
used to create free-standing conductors on sample surfaces like it is presented in the 
next figure. The cavities can be produced by low-dose and high-dose irradiation either 
on thick or thin HOPG samples with advantages and disadvantages concerning the pro-
duction process, the structural and the electrical properties of the resulting conductors. 
 
Figure 60: SEM image of some of the free-standing structures with gaps. 
Concerning the electrical properties of the free-standing structures several aspects have 
to be taken into account when the structures are produced by low-dose or high-dose 
irradiation processes. The free-standing structures should be 
• electrical conductive 
• electrical isolated from the rest of the sample 
• ideal and not damaged or destroyed partially 
• free of contaminations or impurities 
• contactable 
Before the free-standing structures are produced possible disadvantages for the electri-
cal properties investigation can be listed for structures produced by low-dose and high-
dose irradiation processes. 
In general, the HOPG sample and so the free-standing structures are electrical conduc-
tive along the basal plane direction parallel to the sample surface. Because of the im-
planted ions and the lattice destruction the conductivity of the graphite material will 
decrease. This is due to the fact that lattice defects will scatter electrons and the current 
will be reduced because of a decreased electrical conductivity. Especially for high-dose 
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irradiation processes a high amount of ions and recoils exist in the solid and the lattice 
destruction is much higher than for low-dose irradiation processes. It can be assumed 
that for free-standing structures created by high-dose irradiation a decreased electrical 
conductivity will be measured. 
Because the free-standing structures have to be electrical isolated from the rest of the 
sample the use of thick HOPG samples is critical. The cavity depth can only be <70nm for 
low-dose and <200-300nm for high-dose production processes. It is possible that the 
applied current will not always be localized in the free-standing structures. Although, 
the electrical conductivity in basal-plane direction is much higher than in c-axis direc-
tion at free-standing structure dimensions of for example 40µm·300nm·70nm the ap-
plied current will also flow in the HOPG bulk under the free-standing structures as later 
simulations will show. If thin HOPG samples with a thickness of about <70nm are depos-
ited on a mica insulator the produced cavities will be deep enough to separate the free-
standing structures from the rest of the HOPG. 
Ideal and not damaged or destroyed free-standing structures can be produced by high-
dose and low-dose processes on thick HOPG samples but only by high-dose processes on 
thin HOPG samples. Due to the sample destruction at high temperatures after using the 
oxidation furnace and due to the failure of structure production using ozone at low tem-
peratures the low-dose process cannot be used to create a high amount of ideal and not 
damaged or destroyed free-standing structures on thin HOPG samples. 
For the electrical investigation the free-standing structures should be free of contamina-
tions or impurities. Implanted ions can be considered as impurities. As mentioned be-
fore, they can have an influence on the conductivity of the free-standing structures. For 
small free-standing structures the current flow is mainly localized near the structure 
surface. Impurities on the sample surface can lead to a change of the current flow. Addi-
tionally, impurities can be deposited in the produced cavities. The deposition can lead to 
an electrical contact between the free-standing structures and the rest of the HOPG bulk 
that can be named as electrical conductive bridges. Although, impurities in the cavities 
can be identified well using an SEM the identification of small impurities is nearly im-
possible using optical microscopes. After the cavities were produced the structure edges 
are areas for impurity adsorptions due to the lattice destruction and free chemical bond 
partners. At standard atmosphere the sample and structure surface can be contaminated 
by water particles or films that can additionally complicate electrical investigations. 
Although, four-probe measurements are performed where no contact resistance will 
influence the measurements, the contact resistance is still present and is a general prob-
lem for contacting different materials in the nano scale range. Surface impurities at the 
samples, structures and four-probe tips can prevent an electrical current flow. During 
the measurements partially high currents had to be applied to melt the tips with the 
structures. In this context, the structures became damaged which have influenced the 
results of the performed experiments. 
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In the next sections the free-standing structures produced by low-dose and high-dose 
processes will be presented. The investigation results concerning the electrical proper-
ties will be discussed for these structures and a simulation program will be introduced 
so that the experimental results can be compared to simulations. 
 
6.1 Nano structures for electrical properties investigations 
 
For the first investigations simple line-like free-standing conductors were produced. 
Cavities were created to produce free-standing structures of 1-50µm in length, 40-
1000nm in width and 30-75nm in depth. The diameters can additionally vary due to the 
used low-dose or high-dose process because of a variation in the resulting cavity width 
presented in chapter 5. 
Because of the conductor size of several nano to micrometres they have to be investigat-
ed using the SEM-four-probe measuring device of the Omicron GmbH presented in chap-
ter 3.9. Since the facility could not be used during the whole project free-standing struc-
tures were also produced with so-called contact pads of 20·20µm2 up to 50·50µm2 to get 
contacted using optical microscopes and to perform electrical investigations with the 
self-designed four-probe measuring device presented in chapter 3.8. Examples of the 
produced conductors are shown in the following figure. 
 
Figure 61: Examples of the produced conductors with and without contact pads that were electrically inves-
tigated in the SEM-four-probe and the self-designed four-probe facility.  
The conductors without contact pads were produced by low-dose irradiation and a sub-
sequent oxidation process in the oxidation furnace on thick HOPG samples. The conduc-
tors were 1-40µm in length, 500nm in width and about 35nm in depth. They were elec-
trically investigated using the SEM-four-probe facility of the Omicron GmbH. 
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The conductors with contact pads were produced by a high-dose milling process where 
cavities were produced by line writing. These conductors are up to 100µm in length, 
400-1000nm in width and up to 70nm in depth. They were electrically investigated us-
ing the self-designed four-probe device. 
Although, the presented structures are simple many effects have influenced the electri-
cal measurements and the results of the investigations were often unexpected. To com-
pare the results with theory and to interpret the measured data a simulation program 
was designed to obtain the three dimensional potential and current distribution in free-
standing structure on sample surfaces during four-probe measurements. Before the re-
sults of the electrical measurements are presented the potential and current simulation 
program will be presented in the next section. 
 
6.2 Simulation program for the potential and current distribution 
 
The potential and current distribution of free-standing structures on sample surface was 
simulated using the MATLAB programming language. The algorithm of the simulation 
will be described briefly in this subchapter and simulation examples concerning the ad-
vantages and disadvantages for four-probe measurements will be presented at the end 
of this subchapter. 
The simulation program can be classified as a finite elements calculation. A three dimen-
sional structure is divided into multiple equal cuboids. If a voltage is applied between 
two cuboids a current will flow and spread in the cuboid system. In the simulation the 
current can flow exclusively in x-, y- or z-direction. That means that the current will flow 
from one cuboid to the next neighbour cuboid in x-, y- or z-direction. 
The produced conductors are cuboid shaped. The resistance R of a conductor along the 
x-, y- or z-axis is a function of the specific resistivity ρx,y,z multiplied with the length and 
divided by the width and height 
 1I  $I ∙ ∆ ∆ ∙ ∆<1  $ ∙ ∆∆ ∙ ∆<1Ð  $Ð ∙ ∆<∆ ∙ ∆
			. (70) 
If the conductor is divided into multiple equal small cuboids, every single cuboid has a 
new resistance along the x-, y- and z-direction Rc,x, Rc,y and Rc,z. The conductor can now 
be replaced through an electrical network including the resistances Rc,x, Rc,y and Rc,z. In 
the following figure the descriptions are shown sch
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Figure 62: a) A conductor is divided into several equal shaped cuboids. b) Every cuboid has a resistance along 
the spatial directions. c) Multiple cuboids are connected in an electrical network. In the simula-
tion the node for the current in- and output can be set.  
Every node in the electrical network is a centre of a cuboid. Every cuboid has a potential 
φi. The difference between the potential of two nodes is the voltage 
ý  þý  þ . A cur-
rent or a voltage can be applied between two nodes by the current tips. 
For the calculation or simulation of this electrical network the cuboid resistances Rc,x, Rc,y 
and Rc,z have to be calculated. Although, the nodes are connected in all spatial directions 
by resistances single resistances Rc can be calculated by the following assumption.  
Along the x-direction the nodes are only connected in a series circuit together. The 
equivalent resistance RE1 is the product of Rc,x and the amount of resistances Rc,x along 
the x-direction nx. Along the y-direction the resistances RE1 are parallel connected. Using 
the formulas for parallel circuits an equivalent resistance RE2 can be calculated. Along 
the z-direction the resistances RE2 are also parallel connected so that the equivalent re-
sistance RE3 can be calculated that is equal with the conductor resistance Rx. 
 
Figure 63: Schematic overview of the determination of the cuboid resistance Rc,x in x-direction. If a current is 
applied at the area along the y- and z-direction the current mainly flows parallel to the x-axis. In 
this case, the cuboid resistance Rc,x can be calculated easily. The calculation of Rc,y and Rc,z can be 
performed similar. 
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The current flows parallel to the x-direction so that the cuboid resistance Rc,x can be cal-
culated. Here, nx, ny and nz are the amount of the cuboid resistances Rc,x, Rc,y and Rc,z along 
the x-, y- and z-direction. 
 14G  I ∙ 1Y,I114  (  1)14G11I  114'  (Ð  1)14  (  1) ∙ (Ð  1)I ∙ 1Y,I
 (71) 
The calculation of the cuboid resistances Rc,y and Rc,z can be performed similar. After 
equation (70) and (71) are combined the cuboid resistances can be given as a function of 
the specific resistivity ρ in x-, y- and z-direction. Furthermore, the reciprocal value of the 
cuboid resistance is the conductance  1/1  é. 
 1Y,I  $I ∙ ∆ ∆ ∙ ∆< ∙ (  1) ∙ (Ð  1)I  1éI1Y,  $ ∙ ∆∆ ∙ ∆< ∙ (I  1) ∙ (Ð  1)  1é1Y,Ð  $Ð ∙ ∆<∆ ∙ ∆ ∙ (I  1) ∙ (  1)Ð  1éÐ
 (72) 
Now, the electrical network is classified concerning all resistances and the connections 
between all nodes. Additionally, the current in- and output can be included by selection 
of certain node points. Since the electrical network is fully determined, a network analy-
sis for electrical circuits can be used to calculate the current or potential distribution. 
There are several network analysis algorithms that have certain advantages or disad-
vantages for the calculation of individual networks. Examples for network analysis algo-
rithms are the mesh analysis method, the node analysis method and the superposition 
method that are mentioned and described in references [136] and [137]. All methods 
use the Kirchhoff’s rules that are ∑ @	G  0 for nodes and ∑ 
	G  0 within a mesh. 
The used algorithm for the network simulation is the nodal analysis method [138], [139] 
because of a short calculation time of the electrical networks presented in this subchap-
ter. The calculation algorithm is explained using the example shown in the next figure. 
Figure 64: Example of an electrical circuit for the simula-
tion of the potential and current distribution using the 
node analysis method.  
For every node in the electrical circuit the sum 
of the currents is zero ∑ @	G  0. Using Ohm’s 
law the currents Ii can be replaced by the volt-
ages Ui and the resistances Ri or rather the 
conductances Gi. The indices of the conduct-
ance are equal to the corresponding resistanc-
es. The equations of this electrical circuit are:  
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The equations can be converted into a matrix. 
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The advantage of the conversion into a matrix is a fast calculation of the unknown poten-
tials. The matrix is symmetrically and contains only conductance values of the electrical 
network. The rows and columns of the matrix can be numbered. Because of the sym-
metry the matrix entries mij and mji are equal and indicate that two nodes i and j are 
connected by a resistance Rij with the conductance Gij. Along the main diagonal all re-
sistances or rather conductances are summed for a certain node i or j and their connec-
tion nodes. 
Before the potentials can be calculated one of the potentials φi has to be set to zero. For 
the example in Figure 64 this would be φ5. Now the row and column i can be eliminated 
from the matrix and the calculation speed will improve. 
The presented conversion of the Kirchhoff’s current laws of an electrical circuit into a 
matrix of conductances and the solvation of the matrix to determine the potentials is the 
mentioned node analyse method. 
After the potentials have been calculated the voltage between two nodes can be calcu-
lated by 
ý  þý  þ. The currents between two nodes can be calculated by Ohm’s law @ý  
ý 1Y,I,,Ð⁄ . The calculated data can be displayed along two of the three axis x, y 
and z. To obtain three dimensional images a front-view (x, y), side-view (y, z) and top-
view (x, z) can be shown. Additionally, the free dimension axis (front-view: z, side-view: 
x, top-view: y) can be set manually to show the potential and current distribution for 
different layers for example on the surface or in the third layer parallel to the surface. 
The voltage measured during a four-probe measurement can also be simulated. There-
fore, the position of the voltage tips and so the connection points with the solid have to 
be transferred into the simulation. Like for the current in- and output in the simulation, 
also the voltage as the potential difference between two nodes can be separately calcu-
lated. Because in the simulation every node can be set as a current in- or output and as a 
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voltage measure node a lot of possibilities occur. Additionally, images can be loaded into 
the simulation where colour values correspond to current in- and output, voltage tip 
contact points or blank positions. Furthermore, a substrate can be simulated too. 
To determine the accuracy of the simulation a simple experiment was setup where four-
point measurements were performed. The comparison of the simulated and the experi-
mental data is shown in the next figure. 
 
Figure 65: Example of the measurement and the simulation on a HOPG bulk of 12·12·4mm3. The bulk was 
contacted by wires at the bulk edges where a current was applied between 0.2-1A. Two tips 
measured the voltage at different surface positions symmetrically from the centre of the bulk sur-
face at distances d between 1-10mm. The same setup was simulated and the obtained data was 
compared to the measured values. 
The calculated potentials show a homogeneous distribution along the HOPG surface. The 
current flows in a direct line from one wire contact to the other. Additionally, the pene-
tration depth of the current is low as the side-view and the front-view show.  
The simulation overview shows a potential and current distribution that was assumed 
for the experiment before. The plot in the figure shows the measured and simulated 
voltage as a function of the tip distance d for currents of 0.2-1A. For this experiment the 
measured and simulated data deviate up to 16%. 
For all performed simulations in this project the literature values for ρx,y and ρz of HOPG 
were used [115] and are ρx,y = 4.5·10-5 Ω·cm and ρz = 0.2 Ω·cm at room temperature. 
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Figure 66: Simulation example of a structure 
(black) with defects (white) that was contact-
ed with multiple current in- (red) and current 
out tips (blue). The image contains of 100·100 
pixels and has a thickness of 2 pixels (mini-
mum thickness). 
Although, the presented simulations 
were very symmetric concerning the 
shape of the simulated structures 
Figure 66 shows a potential and a 
current distribution of an system 
with defects and multiple current in-
and outputs to present additional 
possibilities of the simulation that 
can be used for comparison with fu-
ture experiments. 
Square and circle shaped structures 
were simulated and multiple current 
in- and output points as well as de-
fects were implemented in the simu-
lation. The potential and current dis-
tribution for the array of current in- 
and outputs shows a realistic behav-
iour.  
At the edges of the structure the po-
tential lines are perpendicular. The 
asymmetry of the defect edges per-
turbs the symmetry of the potential 
and current distribution. The isolated 
circle and square structure show a 
realistic and symmetric potential and 
current distribution. The other circles 
and squares are connected through 
open gates. Here, the current mainly 
flows directly from current in- to 
output nodes. 
Some unsolved problems are a wrong 
potential or current distribution di-
rect at the edges or defect centres. 
Because at defect centres the poten-
tials have to be set as zero potentials 
there is a potential difference at the 
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edges that will perturb the evaluation of the potential and current distribution at defect 
points but that has no influence on the simulation or the simulation results. Unfortunate-
ly, the resistances Rc,x, Rc,y and Rc,z will not be calculated exactly when defects are includ-
ed in the simulation. Although, the node potential method is a fast algorithm, the matrix 
dimension will increase by one additional row and column when one potential is added 
so the calculation time will increase strongly. The actual version of the simulation can 
calculate up to 40000 potentials at moderate calculation times of about 40min at the 
used computer system (Windows 7 64bit, Intel i3 CPU 3.33GHz, 16GB RAM). Additional-
ly, the MATLAB code is limited concerning the maximum usable computer memory on 
some operation systems so that in future the program code will probably be transferred 
into another programming language. This will increase the amount of potentials that can 
be calculable and so the resolution of the potential and current distribution. 
The presented potential and current simulation is used to support the measured data of 
experiments concerning the electrical properties of free-standing conductors that will be 
discussed in the following subchapters. 
 
6.3 Electrical properties of conductors on thick HOPG samples 
 
First electrical properties of free-standing conductors were performed in cooperation 
with the Omicron Nanotechnology GmbH using their SEM-four-probe facility [111]. The 
free-standing conductors have no contact pads and are shown in Figure 61. They were 
produced on thick HOPG samples using a low-dose irradiation and a subsequent oxida-
tion process in the oxidation furnace. 
As mentioned before, these conductors are not electrically isolated from the rest of the 
HOPG bulk. The conductor height is about 35nm. They are 500nm in width and their 
length varies from 1-40µm. Although, the electrical conductivity along the basal-plane 
direction is about 10-5-10-4 higher than in z-axis direction the current will flow through 
the HOPG bulk for very long conductors due to a very low ratio of conductor height to 
conductor length of 35nm / 40000nm that is about 10-5. Electrical measurement results 
will be shown for two conductor types of 5µm and 20µm length and compared to the 
simulation results. 
 
6.3.1 Four-point measurements of conductors on thick HOPG - experiments 
 
Using the SEM-four-probe facility the current and voltage tips were contacted along the 
5µm and 20µm conductors at various positions along a line on the conductor surfaces. In 
the next figure the results of the measurements are presented.  
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Figure 67: Four-probe 
measurements on 5µm and 
20µm long conductors with 
a height of 35nm and a 
width of 500nm. The shown 
table gives an overview 
about the measured param-
eters rV: voltage tip dis-
tance, rI: current tip dis-
tance, Rcalc: slope U / I. 
The measurements on 
the 20µm conductors 
show a strong decrease 
of the resistance after 
the voltage tip distance 
is decreased. When the 
current tips are ap-
proached to the voltage 
tips the resistance in-
creases and can be 
higher than in the first 
measurement. This 
behaviour cannot be 
explained for electrical 
isolated conductors but 
by additional leak cur-
rents in the HOPG sub-
strate. 
For the measurements 
on the 5µm conductor 
the voltage tip distance 
is decreased in the first 
three measurements 
by 1/3 stepwise. The 
resistance decrease is 
not 1/3 and can only 
be explained by addi-
tional bulk conduct-
ance too. Additionally, 
the dependency of the 
resistance to the cur-
rent tip distance shown in measurements 4 and 5 support the assumption of additional 
leak currents. 
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The measured data of the 5µm conductor measurements can be used to plot the re-
sistance as a function of the voltage tip distance rV at constant current tip distance rI 
(measurements 1, 2, 3, 5) and as a function of the current tip distance rI at constant 
voltage tip distance rV (measurements 3, 4, 5) to highlight the discrepancy of the evalu-
ation of the resistance. 
 
Figure 68: Resistance as a function of the voltage and current tip distances. The data was extracted from the 
measurements presented in Figure 67 before to show the discrepancy of the resistance measure-
ments of the conductors. 
The overview shows in detail the non-linear behaviour of the resistance increase for 
increasing voltage tip distances that cannot be explained by a simple conductor current 
flow. The right plot additionally shows that the measured data is reproducible. The 
measurements at current tip distances of rI =4.25mm and rI =4.45µm were measured 
before and after the measurement of the current tip distance measurements at rI=1.53µm. Unfortunately, the behaviour of the resistance as a function of the current 
tip distance cannot be observed due to too less measured data. 
 
6.3.2 Four-point measurements of conductors on thick HOPG – simulations 
 
The experimental data can be compared to calculation data using the specific resistivity 
ρ of the HOPG and the conductor dimensions. Later the simulation results can be com-
pared to experimental and calculated data. The resistance of a separated conductor on 
an isolating substrate can be determined by the formula 
 1I,,Ð  $I,,Ð ∙ ∆>&ℎ∆^3ℎ ∙ ∆ℎ^&ℎ (73) 
along the three axes as it was mentioned before in chapter 6.2 and chapter 3.8.2. For a 
cubic structure the resistance depends on the side the current is applied, the x-y, y-z and 
x-z surface area. Although, the current flows from one current tip to the other during a 
four-probe measurement, the current flow is mainly along one direction after the cur-
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rent has spread in the conductor. In this context, the presented formulas can be used 
and compared with the measured data of the four-point measurements.  
Because the current is distributed in the conductor the width and the height are equal 
with the factors width and height if a current flows in x-direction. If the current flows 
along the x-direction the potentials are equal at the y-z-area at a given x-value. If a four-
probe measurement is performed the voltage tips measure the potential difference at 
two surface points. The value length is therefore the voltage tip distance rV. The spe-
cific resistivity is given by the current flow direction in x-, y- or z-direction ρx,y,z.  
In the following table the measured and calculated resistances are presented and com-
pared to each other. 
 rV [µm] rI [µm] Rmeas [Ω] Rcalc [Ω] 
2
0
µ
m
 
le
n
g
th
 17.6 18.6 36.4 402.3 
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2.99 4.25 29.0 68.34 
1.94 4.25 12.3 44.3 
0.84 4.25 4.1 19.2 
0.76 1.53 25.2 17.4 
0.75 4.45 3.3 17.1 
Table 3: Comparison between measured and calculated resistance values. The calculated values were ob-
tained using the formulas for an electrically isolated conductor with a specific resistivity with 
known length, width and height values. 
The calculated data for an electrical isolated conductor differs strong from the measured 
data obtained from four-probe measurements. The discrepancy can be explained by leak 
currents in the HOPG sample that influence the measured data as mentioned before.  
The fact that the measured data for the 20µm conductor differ stronger (factor < 160) 
from the calculated data in comparison to the values obtained from the 5µm conductor 
measurements (factor < 6) is an indication for increasing leak currents with increasing 
length-height ratio of the conductors. 
The simulation presented in chapter 6.2 can be used to calculate the voltage between the 
two voltage tips by including the HOPG bulk and the cavities in the calculation. The 
simulations were performed for the 5µm and 20µm conductors for room temperature. 
The top-, front- and side-views of the potential and current distributions are shown in 
the next figure. The cavity width is 500nm and the cavity depth is 35nm. The front- and 
side-views are represented by the red dashed lines shown in the images. Here, the po-
tentials of the cavities had to be set to zero to make the plots visible with the MATLAB 
plot program which does not change or influence the simulation results.  
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Figure 69: Simulations for the 5µm and 20µm conduc-
tors with 500nm width. The cavity depth was 35nm. The 
potentials of the cavities had to be set to zero due to the 
used plot program. The top-, front- and side-view con-
cerning the potential and current distribution is shown 
for the 5µm and the 20µm conductors. The simulation 
included the HOPG substrate and the cavities. 
The simulations were performed using about 
40000 potential nodes which are nearly the 
maximum of the possibilities of the program 
code. Each image pixel of the 5µm simula-
tions equals 35nm in x-, y- and z-direction. 
For a better visibility the z-scale in the front- 
and side-view was stretched. Along the z-
direction 35nm conductor material and 
70nm HOPG bulk material was simulated. 
Concerning the 20µm conductors each pixel 
in x- and y-direction equals 100nm due to the 
maximum of potentials that can be calculated 
with the program. For a better comparability 
with the simulations of the 5µm conductor 
the z-direction was scaled by 35nm per pixel 
too. Also here 35nm conductor and 70nm of 
HOPG bulk was simulated along the z- direc-
tion. 
The top-view images of the potentials and 
currents for 5µm and 20µm conductors show 
a realistic and homogeneous distribution for 
a four-probe measurement with current tips 
positioned on the red and blue pixel shown in 
the images. The green and yellow pixels are 
the positions of the voltage tips that were 
used for the determination of the U/I-values 
or rather the resistance (see next table). 
Most important results of the simulation are 
the front- and side-views. Especially for the 
20µm conductor the potentials in the HOPG 
bulk are not equal. This results in leak cur-
rents during four-probe measurements with 
a high current tip distance rI. The current 
flow through the HOPG bulk can explain the 
discrepancy of the performed four-probe ex-
periments on the conductors. 
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The leak currents can also be observed for the simulation of the 5µm conductor especial-
ly in the potential distribution in front-view. Here, the effect of the leak currents is much 
lower. In this context, the measured resistances should be more like the calculated or 
simulated resistances. This was shown in Table 3 before. 
Four-probe measurements with different current and voltage tip positions presented in 
Figure 67 were simulated. The positions of the current and voltage tips were included 
into the simulation program through coloured pixels (red, blue, yellow, green) in the 
images shown in Figure 69. Table 4 adds the simulated resistance values to Table 3. 
 rV [µm] rI [µm] Rmeas [Ω] Rcalc [Ω] Rsim [Ω] 
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 17.6 18.6 36.4 402.3 86.8 
10.4 18.6 1.5 237.7 28.1 
10.4 11.5 46.6 237.7 56.2 
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2.99 4.25 29.0 68.34 47.78 
1.94 4.25 12.3 44.3 29.4 
0.84 4.25 4.1 19.2 13.2 
0.76 1.53 25.2 17.4 15.8 
0.75 4.45 3.3 17.1 11.0 
Table 4: Measured, calculated and simulated resistances for the 5µm and 20µm conductors. 
The simulated resistances fit better to the measured experiments as the calculated re-
sistances do. The simulated values differ by a factor of <19 for the 20µm conductor and 
by a factor of <4 for the 5µm conductor. Additionally, the simulated data shows a higher 
decrease of the resistance than 1/3 while decreasing the voltage tip distance by 1/3 that 
can only be explained by leak currents. 
Especially the values for 20µm length become strongly corrected using the simulations. 
Because the leak currents are stronger for the 20µm than for the 5µm conductor it can 
be assumed that leak currents influence the measured resistance values strongly. 
Although, the simulated values still differ from the measured values the leak currents 
can be identified using the simulation program. One reason could be that only a small 
part of the HOPG bulk could be simulated. Additionally, the simulation does only include 
bulk properties and no size-effects, HOPG crystals, edge defects or other nano and micro 
physics.  
It can be assumed that at length to height ratios l/h that are smaller than ~100/1 the 
current flow will mainly be located in the conductors due to the small leak currents for 
the 5µm conductor with a length to height ratio l/h of 5000/35≈143.  
Because the conductivity along the basal-plane and c-axis direction is a function of the 
temperature the minimum length-height ratio l/h will rise above 100/1 for a local-
ized current flow in the conductors at low temperatures. While the ratio of the conduc-
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tivities in basal-plane and c-axis direction σx,y/σz is 4700 at room temperature (see Figu-
re 29) the ratio will rise to about σx,y/σz=28800 at 5K using liquid helium. For this ex-
ample the minimum length-height ratio l/h will increase probably to about 400/1 like 
the following simulation example shows.  
 
Figure 70: Simulation example of the 20µm conductor presented in Figure 69 before at 5K. The potential and 
current distribution changes due to a new conductance ratio of σx,y/σz=28800 that is about 6 
times larger than at room temperature. 
Here, the same simulation was performed as in Figure 69 for the 20µm conductor but at 
a temperature of 5K. Because conductance ratio σx,y/σz is 6 times higher than at room 
temperature the current flow is more localized in the basal-plane direction and there are 
up to no leak currents for the 20µm conductor on thick HOPG. 
Because the leak currents will be a problem for large structures on thick HOPG thin 
HOPG substrates were irradiated in a high-dose irradiation process to produce electrical 
isolated free-standing structures. The electrical investigation of these structures is pre-
sented in the next subchapter. 
 
6.4 Electrical properties of conductors on thin HOPG 
 
Especially for large structures the leak currents will make experimental results unusa-
ble. Additionally, for complex structures or even electrical networks it is necessary that 
the structures are all electrical isolated. 
For this reason electrically isolated conductors were produced by high-dose irradiation 
on thin HOPG samples. They were investigated concerning their electrical properties 
mainly to determine the use of this method for later productions of electrical isolated 
networks on HOPG surfaces with included complex structures. 
The conductors presented in this chapter were produced by a line-like production of 
cavities with a high-irradiation process like presented in Figure 61. Additionally, contact 
pads were produced that are in contact with the conductors to perform electrical prop-
erties investigations using the self-designed four-probe device. 
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Simulations show that the additionally produced contact pads do not or only slightly 
influence the current flow through the conductors like the following top-views of the 
current and potential distribution show. 
 
Figure 71: Example of the simulated potential and current distribution after applying a current between two 
contact pads of the produced structure. 
A conductor with eight contact pads was simulated. Here, a current flow was simulated 
between the top left and bottom left contact pads.  
The second image of Figure 71 shows that the potential distribution is homogeneous for 
contact pads. The potential of a contact pads is nearly equal with the potential at the 
corresponding conductor position. In this context, the voltage tips can be contacted on 
the contact pads to measure the voltage between two conductor positions. 
The image of the current distribution shows that the current flow is mainly concentrated 
in the conductor. Only at the connection points between the conductor and the contact 
pads the current is slightly unsymmetrically. Because the current flows through the con-
ductor it can be assumed that the current in the conductor is equal to the current ap-
plied into the structure trough the current tips. 
In summary, the simulations show that the contact pads will not influence the four-
probe measurements. 
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6.4.1 Four-probe measurements of conductors on thin HOPG – setup 
 
Several thin HOPG samples were prepared and about 150 conductors with contact pads 
were produced and electrically investigated using the self-designed four-probe device. 
Cavities in line mode were produced to isolate the structures from the rest of the HOPG. 
A line dose of 1.6µC/cm was used to obtain cavity depths of 40-80nm like presented in 
chapter 5.4.3. In this context, samples with sample areas thinner than the cavity depth 
had to be identified by optical microscope measurements and the simulation program 
for the thickness determination of thin HOPG samples presented in chapter 4.4.2. 
 
Figure 72: Examples of the sample thickness obtained by the simulation program introduced in chapter 4.4.2 
for some of the used samples. The height of an area can be determined by the displayed height 
minus the reference height at the mica surface that is shown in blue. 
At the beginning of this chapter five requirements were listed for the electrical proper-
ties investigation.  
Most of the produced structures were not electrically isolated fully from the rest of the 
HOPG sample. The electrical isolation was tested by measuring the resistance between 
every contact pad with the rest of the HOPG. If the measurements showed an overload 
or rather resistances above several of MΩ the pads were classified as electrical isolated. 
Some measurements showed effects like 5 of 6 isolated structures but an electrical con-
tact of all isolated contact pads to the non-isolated pad. Additionally, some contact pads 
were isolated but became electrical conductive to the HOPG after several repeated 
measurements. Furthermore, some contact pads were isolated from the HOPG but also 
from some or all other contact pads. Only two of the produced structures fulfil all re-
quirements concerning ideal structures for an optimal electrical properties investiga-
tion. 
These complications occur mainly due to the production process and sample inhomoge-
neity. The thickness of the irradiated sample areas varies. The last figure shows that the 
thickness can vary several of nanometres in small areas of 500·500µm. AFM measure-
ments show that in the micro- or nanometre scale the thickness can vary up to 50-
100nm probably generated during the exfoliation process. In this context, the sample 
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thickness can be higher than the cavity depth so that a current can flow between the 
structures and the surrounding HOPG. Additionally, the produced cavities vary strongly 
concerning their depth that is due to the irradiation process showed in chapter 5.4.3. So 
the cavity depth will not be larger than the sample thickness for the whole structure in 
most cases. An applied voltage or current during the measurements can additionally 
lead to a reorganisation at the produced cavities so that electrical conductive bridges 
between the contact pads and the HOPG can occur. Impurities on the sample surface can 
also cause conductive bridges at cavities. Although, stitching effects can be excluded due 
to the production of the structures only in write fields some structures were produced 
with slight deformations that can cause additional conductive bridges. Furthermore, 
some structures became damaged after they were produced. These are the main reasons 
for the production of non-perfect structures. 
 
6.4.2 Four-Probe measurements on non-perfectly isolated conductors 
 
Although, these structures were not considered for the electrical properties investiga-
tion some of the results of the four-probe measurements will be shown in the following 
figures to explain some details of the measurements. 
 
Figure 73: Experimental results concerning four-probe measurements of 6 non-perfect structures. The con-
ductor is 200µm in length, 400nm in width and 15-45nm in depth. The conductor is contacted 
with contact pads where four-probe measurements were performed using the four marked con-
tact pads. The contact bridge between the marked contact pads and the conductor are shown by 
red arrows. The distance between the two conductor positions where voltage measurements were 
performed is 101µm. 
In Figure 73 six measurements are shown. The measurements are grouped where two 
measurements a) and b) are in a group 1-3. Structures in one group are located closely 
      6.4 - Electrical properties of conductors on thin HOPG 130 
 
together on the sample surface so that the sample thickness is nearly equal for struc-
tures of one group. All measurements were performed on structures presented on the 
right side of the figure. Additionally, all measurements were performed using the shown 
current and voltage tip positions. A current up to 0.9µA was applied and the voltage was 
measured using the voltage tips.  
For all four-probe measurements on these non-perfect-structures the slope U/I is 
constant up to 0.9µA. In this context, the deviation of the measured values is very small 
for non-perfect structures. But the obtained resistances vary for every measurement 
also for structures of the same group. The difference in the resistance could be an indica-
tion for additional leak currents. The resistances are about 1-2 orders of magnitude 
larger than predicted by the theory. Additionally, the contamination of the sample with 
gallium ions and the destruction of the structure edges change the resistance of a con-
ductor strongly. The presented resistance vary from 27.6-286.0kΩ for equal structures 
but probably different structure depths.  
The resistances between the voltage and the current tips were measured when they 
were contacted on the contact pads. The measured resistances are, for example, 54.5kΩ	(I-I),	151.0kΩ	(U-U)	for	structure	3b)	and	150.0kΩ	(I-I),	272kΩ	(U-U)	for	structure	2a).	
As	expected	for	contact	resistances	which	are	not	extremely	large	these	values	are	of	the	order	of	the	resistance	measured	with	the	four-probe	device	but	up	to	now	no	clear	rela-tionship	to	the	measured	resistances	could	be	determined. 
Mainly because the conductive bridges of the structures cannot be identified simulations 
cannot be performed for a comparison with the presented non-perfect structures. Posi-
tive results of the measurements are the constant slope of every data and so a low devia-
tion. In this context, the self-designed four-probe device is operative and measurements 
on perfect structures will be performed with low deviations. 
 
6.4.3 Four-Probe measurements on two perfectly isolated conductors 
 
Due to the measurements of non-perfect structures it could be expected that the ob-
tained resistances on perfect structures will be nearly equal to the theory value. But, the 
measurements of the perfect structures that were electrically isolated from the rest of 
the HOPG bulk show a higher resistance than predicted through theory with leak cur-
rents as shown in the next figure. 
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Figure 74: Results of the four-probe measurements on the perfect structures. The theory values were deter-
mined using a diameter of 101µm·400nm (15-45)nm for structure a) and of 25µm·400nm·(30-
40)nm for structure b) with bulk conductivities. The structure depth was determined using the 
height distribution of the samples presented in Figure 72. Structure a) was produced on the right 
sample and structure b) on the left sample. 
The results of the electric measurements show a large discrepancy between the theory 
values and the measured data. For structure a) the values are 23-70 times higher than 
the theory values. For structure b) the measured data is a factor of 6-18 times higher 
than the theory. Also the simulations presented in chapter 6.2 predict a resistance of 2.7-
8.0kΩ for structure a) and a resistance of 0.7-2.0kΩ for structure b). The simulated val-
ues will always be larger than the calculated values because only tip or area contacts 
could be simulated on the top of the sample surface but no area contacts on the sides of 
the conductor that would make the simulated values more precise. It should be noted, 
that for the calculation and simulation the electrical conductivity of the HOPG bulk were 
used. The electrical properties will probably change for small structures after irradiation 
as shown in the following table. 
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298·10-5 
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0.03·104 -
0.1·104 
2.35·104 
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53·10-5 - 
70·10-5 
4.25·10-5 
0.14·104 -
0.19·104 
2.35·104 
Table 5: Comparison between measured, calculated and simulated data concerning the resistance, the specif-
ic resistance and the electrical conductivity along the x- and y-direction. 
The increase of the resistance can be explained by the ion implantation and lattice de-
struction mainly at the structure edges. Probably more investigations are necessary to 
explain this effect in full detail but at this point of investigation one conclusion could be 
that using a high-dose irradiation process the electrical properties of the produced 
structures will differ from the bulk properties due to the ion irradiation. 
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One main effect might be that the ion irradiation produces defects which reduce the 
electrical conductivity. Additionally, the ion implantation can be seen as a doping effect. 
Gallium atoms have 3 valence electrons and will behave like an acceptor after implanted 
in silicon or graphite that is the so-called p-doping. Silicon has a diamond structure with 
4 sp3-orbitals and only covalent bonds. The doping causes additional positive or nega-
tive charge carrier (n- or p-doping) in the silicon bulk. Graphite has 3 covalent bonds 
due to the 3 sp2-orbitals and one electron for the van der Waals interaction along the c-
axis. If graphite is p-doped the positive charge carriers will probably interact with or 
rather neutralize the “free” electron along the c-axis direction and the conductivity along 
the basal-plane direction will be reduced.  
Results of boron-doped HOPG bulks are presented in references [140] and [141]. The 
investigation results in these references show that the carbon atoms are replaced by the 
boron atoms which do not occupy intercalate states but carbon atom lattice positions. 
Carbon-boron bonds occur and the density of π electrons is reduced which results in a 
decreased electrical conductivity. Unfortunately, no references were found concerning 
gallium-doped HOPG. 
Although, no investigations could be performed on electrical isolated structures after 
low-dose irradiation process it can be assumed that for low-dose production processes 
the electrical properties of the produced structures will be more similar to the electrical 
bulk properties of HOPG due to less implanted ions and less destructed structure edges. 
 
6.5 Chapter summary 
 
To perform electrical measurements on free-standing conductors certain requirements 
concerning the produced structures are necessary. The produced structures should be 
electrical isolated from other conductive material, the structures have to be free of dam-
ages or contaminations and the ability to contact the structures have to be given. 
Because the low-dose and high-dose production processes both have advantages and 
disadvantages not all requirements can be achieved concerning the resulting structure 
properties. Low-dose produced structures cannot be produced on thin HOPG samples at 
this point of investigation and are therefore not electrically isolated. High-dose pro-
duced structures can be electrically isolated when produced on thin HOPG samples but 
become damaged at the edges concerning the lattice arrangement. Additionally, they 
become doped by the high amount of implanted ions. That will reduce the electrical con-
ductivity of the structures. 
Four-probe measurements were performed to measure the resistance or the electrical 
conductivity of structures produced by low-dose irradiation on thick HOPG samples and 
by high-dose irradiation on thin HOPG samples. The structures were conductors with 
500nm in width and several micrometres in length. The structure depth was dependent 
133       6 - Electrical properties 
 
on the irradiation process. Because the SEM-four-probe facility could only be used for 
one sample system in cooperation with the Omicron Nanotechnology GmbH some con-
ductors were produced with contact pads to perform measurements using the self-
designed four-probe device.  
A current and potential distribution simulation was simulated with MATLAB to compare 
the measured data with simulation data. The program uses a node potential analysis 
algorithm for calculation. Compared to other calculations and to macroscopic measure-
ments on HOPG the simulation results differ only slightly. The program can also load 
images to simulate three dimensional objects on substrates with defects. 
The electrical measurements of low-dose produced conductors on thick HOPG and the 
simulation results showed that there are leak currents above a certain conductor length 
to depth ratio that influence the electrical properties of the conductors. For all meas-
urements the obtained experimental data for the resistance is lower than the simulated 
and calculated data. The simulation takes into account a certain part of the bulk material 
and is in qualitative agreement even if the simulation results differ not as strongly from 
the values obtained for isolated conductors than the experiments. Because the electrical 
conductivity along the basal-plane and the c-axis direction depends on the temperature 
the length to height ratio might be raised for low temperatures like for example at 77K 
or 4K by cooling with liquid nitrogen or helium as predicted by simulation results. 
Some of the produced structures on thin HOPG samples by high-dose irradiation are 
electrical isolated but the electrical measurements show much higher resistances than 
simulations and calculations predict using leak currents. During the high-dose irradia-
tion many ions are implanted in the graphite bulk and into the conductors. Additionally, 
the conductor edges and the lattice arrangements of the conductors are destructed. Both 
effects lead to an increase of the specific resistance along the basal-plane direction. One 
explanation of the increase can be the doping effect caused by the gallium ions where 
“free” electrons of the carbon atoms are neutralized by positive charge carriers, the gal-
lium ions.  
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7. Conclusion and outlook 
 
Ion beam lithography was investigated concerning the possibilities of structure produc-
tion as an alternative to other lithography methods like for example electron beam li-
thography. The physics of the structuring process were investigated theoretically by 
simulations and experimentally by measuring the structural properties of the produced 
structures. Highly oriented pyrolytic graphite (HOPG) was used as material for these 
investigations. In addition to the direct milling process by high-dose irradiation an indi-
rect production process was investigated where a low-dose irradiation was combined 
with a subsequent oxidation. Structures that were produced by both processes were not 
only studied concerning their structural but also concerning their electrical properties. 
Compared to other lithography methods ion beam lithography has advantages and dis-
advantages concerning the structure production. These were studied and additionally 
determined by experiments and simulations. No resist is needed for ion beam lithogra-
phy and all materials can be used for the structure production using the high-dose mill-
ing process. No chemical etching is necessary that is an advantage in comparison to elec-
tron beam lithography. The disadvantages are a long structure production time for serial 
ion beam lithography, the contamination and destruction of the produced structures due 
to ion implantation. The disadvantages can be minimized using the low-dose irradiation 
process for the structure production on graphite. The irradiation time becomes very 
small. Much less ions are needed and implanted in the sample so that the contamination 
of the sample is minimized and the structural properties of the produced structures are 
more controllable and predictable. A problem of the low-dose irradiation structure pro-
duction process is the necessity of a subsequent oxidation process of the graphite at high 
temperatures. Only sample substrates can be used which are stable at these tempera-
tures. Additionally, the structure depth is limited. To make this process more competi-
tive to other lithography methods an oxidation at low temperatures is needed that 
should be engaged parallel to the irradiation process. First improvements could be 
achieved by using ozone as an oxidant. 
Simulations show that the structuring processes and so the structural properties of pro-
duced structures depend strongly on the used ion material and only slightly on the used 
sample material. In this context, an ion material can be chosen that is needed for indi-
vidual or special structures that should be produced. The physics and the theory of the 
interaction between the ions and the sample material are included in free accessible 
software programs that are continuously improved and whose deviation to experiments 
is generally small. 
The ion beam facilities have been improved parallel to other lithography, for example 
electron beam lithography devices. For the ionLiNE and the eLiNE systems of the Raith 
GmbH the same software programs (for example GDSII) can be used for ion beam and 
electron beam devices. 
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The investigations of the structural properties of the produced structures show critical 
parameters for the structure production using both methods, the high-dose and the low-
dose irradiation processes. A critical ion dose could be identified for the structure pro-
duction. The investigations of the developed low-dose structure production process 
show better structural properties concerning the deviation in structure width and depth 
in comparison to the direct milling process using high-dose irradiation. For the low-dose 
process the properties of the produced structures mainly depend on the kinetic ion en-
ergy. The low-dose production process and the critical parameters can be compared to 
simulation results and fit well to theory. This is an improvement in comparison to the 
high-dose irradiation process that is less controllable and predictable the structural 
properties of produced structures. Although, the low-dose irradiation process has cer-
tain disadvantages in comparison to the high-dose irradiation process the results of the 
investigations will help to develop a new production method in the future which will 
probably combine the advantages of the high-dose and the low-dose production pro-
cesses. 
In this work not only structural but also electrical properties were investigated on struc-
tures produced on HOPG surfaces. HOPG has an interesting anisotropic behaviour con-
cerning the electrical conductivity and especially single graphite layers, the so-called 
graphene, is a hot topic in recent investigations. This was, together with favourable 
chemical and other properties, the major reason for the choice of this material. 
Four-probe measurements of the produced structures using high-dose and low-dose 
irradiation processes on thick and thin HOPG show interesting electrical properties. 
Concerning the low-dose production process on thick HOPG samples the conductor 
length-to-height ratio is critical to avoid leak currents in the HOPG substrate which 
cause decreased resistances compared to calculations for an isolated conductor. Simula-
tions are in qualitative agreement with these leak currents. In the case of high-dose pro-
duction processes the conductors are electrically isolated from the HOPG bulk but the 
ion implantation and the lattice destruction of the conductors cause an increase of the 
measured resistance. Concerning the lattice destruction a gallium-doping effect can be 
probably assumed where positive charge carriers interact with the pz-orbital electrons 
so that the electrical conductivity decreases. Both irradiation processes have therefore 
advantages, disadvantages and limitations concerning the structure production. 
The performed investigations and experiments helped to classify current possibilities 
concerning ion beam lithography and improvements for the future. The low-dose pro-
duction process is a first step for better structural and electrical properties of produced 
structures in comparison to the high-dose production process. Improvements were 
listed concerning the use of multiple charged ions and parallel running irradiation and 
oxidation processes to obtain more deep, clean, controllable and predictable structures 
that are less destructed. A further improvement would be the use of chemical processes 
independent from oxidation processes to expand the possibilities of structure produc-
tion using the ion beam facility. Right now, the ion beam lithography is an alternative 
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lithography method for special applications, but it will be more important if improve-
ments for the structuring processes can be applied. 
Additionally, the obtained project results will be used to combine lithography methods 
with cluster physics experiments performed by our group. For example structured sur-
faces could be used to influence the growth of islands, wires or clusters. Structured sur-
faces can also be used to fix deposited clusters for further electrical investigations. Fur-
thermore, samples can be structured using the ion beam facility after cluster deposition. 
A continuation of the cooperation with industry partners will offer additional opportuni-
ties at the Technische Universität Dortmund. 
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AFM atomic force microscopy / microscope 
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FIB focused ion beam 
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GDSII graphical design station II 
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HOPG highly oriented pyrolytic graphite 
LMIS liquid metal ion source 
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MELF-GOS mermin-type energy loss function - generalized oscillator strenghts 
PMMA polymethylmetacrylate 
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SEM scanning electron microscopy / microscope 
SRIM stopping and range of ions in matter 
STM scanning tunneling microscopy / microscope 
TRIM transport of ions in matter 
UV/VIS ultraviolet-visible spectroscopy 
WSXM windows scanning x microscope 
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elementary charge e 1.602 176 53 (14) · 10-19 C 
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Planck constant h=2π·ħ 6.626 0693 (11) · 10-34 J·s 
rest mass - electron me 9.109 3826 (16) · 10-31 kg 
rest mass - proton mp 1.672 621 71 (29) · 10-27 kg 
speed of light in vacuum c 2.997 924 58 · 108 m·s-1 
   
Bohr radius a0= α/(4π R∞) 5.291 772 1092 (17) · 10-11 m 
classical electron radius re=e2/(4π ε0 mec2) 2.817 940 3267 (27) · 10-15 m 
electric constant ε0=1/( µ0c2) 8.854 187 817 62…· 10-12 F·m-1 
fine-structure constant α=e2/(4π ε0 mec) 1/137.035 999 11 (46) 
Rydberg constant R∞= α2 mec/(2h) 1.097 373 156 8525 (73) · 107 m-1 
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