I. Introduction
Let x E IRn and T a Cl map from IRn to The classical Jacobi formula yields n 0 3 C 1 ( x ) g ( T x ) | J ( x ) | d x = n g ( x ) 03C1(03B8)dx (1.1) where J is the Jacobian determinant of T The extension of equation (1.2) to the infinite dimensional case was considered, first, by Cameron and Martin in 1949 [4] and, since then, by many authors. The purpose of this paper is twofold: to survey the results on this topic and to present an extension of (1.2) The following lemma will be needed in section IV: 
The proof is straightforward (cf. lemma 6.1 of [10] or lemma 1.5 of [11] ) and uses the fact that for T(w) = w + u(w) Clearly, pA (w) = 0 if w e A, moreover [10] , pA (w) is a measurable random variable and:
(i) If A c B then pA(w) > pB (w).
(ii) 03C1A(w + h)| ~~ h~H.
(iii) An ~ A implies 03C1An (w) ~ 03C1A(w).
(iv) If G is a-compact and cp E CrOR) (compact support) then cp(pG (w) ) E IDp,I for all p and~~0 3 C 6 ( 0 3 C 1 G ( w ) )
III The results of [10] were generalized by Üstünel and Zakai [18] in two directions; first, the shifts T = w + F(w) were not required to be invertible and the condition that F(w) be H -C1 was replaced by the following weaker condition. [15] (cf. also [16] ) that VF implies that E exp ÀIFI2 oo for all A 1/2d2.
A result similar to that of theorem 3.3 [12] and [22] .
IV. The change of variables formula (ii) For any positive measurable bounded real random variables p and g
in the sense that if one side is finite, so is the other side and equality holds. (for details cf. lemma 6.1 of [10] or the lemma of [11] ) and (4.2) follows. which proves (it) and (iii) follows by a similar argument (cf. [18] ).
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