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We study the dynamics of excitations in a system of O(N) quantum rotors in the presence of random fields
and random anisotropies. Below the lower critical dimension dlc = 4 the system exhibits a quasi-long-range
order with a power-law decay of correlations. At zero temperature the spin waves are localized at the length
scale Lloc beyond which the quantum tunneling is exponentially suppressed c ∼ e−(L/Lloc)
2(θ+1)
. At finite
temperature T the spin waves propagate by thermal activation over energy barriers that scale as Lθ . Above dlc
the system undergoes an order-disorder phase transition with activated dynamics such that the relaxation time
grows with the correlation length ξ as τ ∼ eCξ
θ/T at finite temperature and as τ ∼ eC
′ξ2(θ+1)/~2 in the vicinity
of the quantum critical point.
PACS numbers: 71.55.Jv, 75.10.Nr, 05.30.Rt
I. INTRODUCTION
Localization of excitations in disordered quantum systems
has been attracting considerable interest during the last sev-
eral decades. While single particle localization is rather well
understood within the standard theory of Anderson localiza-
tion,1 localization of interacting particles is a much more com-
plicated problem where many questions remain open.2–4 Re-
cently, excited many-body localized eigenstates were studied
in the random field Heisenberg spin- 12 chain using exact diag-
onalization5 and in the random anisotropy XXZ spin- 12 chain
by applying a dynamical real space renormalization group.6 It
was found that the many-body localized states in closed quan-
tum systems with quenched randomness share many proper-
ties with quantum glasses, e.g., they fail to thermally equi-
librate and break ergodicity. It was argued that such sys-
tems can be described by an infinite-randomness fixed point
(FP) with an infinite dynamic critical exponent.4–6 Unlike
fermions, bosons can condense into a superfluid state with
long-range order so that interactions are intrinsically unavoid-
able. The presence of disorder can suppress the phase coher-
ence of the bosons and localize them collectively in a com-
pressible Bose glass with a gapless energy spectrum7–10 or
in an incompressible Mott glass.11–13 The zero-temperature
superfluid-insulator transition in two-dimensional disordered
hard-core bosons has been recently studied using a spin-wave
approach.14 A mobility edge in the spin-wave excitation spec-
trum has been found at a finite frequency that vanishes in the
Bose glass phase. The connection between the Bose (Mott)
glass and disordered elastic systems has been known for long
time.8–10 Recently, a mapping of the leading order perturba-
tion theory for boson Green’s functions to a directed polymer
in random media has been proposed for studying the insulat-
ing phase of charged hard-core bosons.15
In this paper we investigate the dynamics of a d-
dimensional system of O(N) quantum rotors in the pres-
ence of random fields and random anisotropies. This model
shares many properties with the aforementioned systems but
allows for an analytical study using the functional renormal-
ization group (FRG) that was originally developed for disor-
dered elastic systems such as the directed polymer in random
media.16–19 The FRG reveals that the behavior of the disor-
dered quantum rotors is controlled by a quasiclassical zero-
temperature FP. In the real space renormalization group treat-
ment of spin chains one fixes the temperature and the Planck
constant so that the renormalized disorder strength grows ap-
proaching an infinite-randomness FP. In our FRG scheme we
fix the disorder strength near the FP but allow the tempera-
ture and the effective Planck constant to flow to zero. Both
parameters turn out to be dangerously irrelevant like the tem-
perature in the random field Ising model.20 This drastically
changes the dynamic scaling picture that one could expect
from a naive RG treatment.21,22 The appearance of nonana-
lyticity in the FRG flow prevents the system from equilibra-
tion by inducing activated dynamics with diverging barriers at
finite temperature and localization at zero temperature. This
mechanism is to some extent similar to the one behind the
classical and quantum creep of disordered elastic systems at
small driving forces.23,24
The paper is organized as follows: We introduce the model
in Sec. II and apply the FRG in Sec. III. In Sec. IV we discuss
the localization properties of excitations in the quasi-long-
range order (QLRO) phase below the lower critical dimen-
sion. Section V is devoted to the activated dynamics at the
order-disorder transition above the lower critical dimension.
The Appendices present the technical details of the derivation
of the FRG flow equations.
II. MODEL
The Hamiltonian of interacting quantum rotors on a d-
dimensional hyper-cubic lattice with lattice constant b can be
written as
H0 =
1
2I
∑
i
Lˆ
2
i −
∑
〈i,j〉
Jij nˆinˆj , nˆ
2
i = 1, (1)
where the operator nˆi is a N -dimensional unit-length vector
representing the orientation of the rotor on site i. Lˆi is the an-
gular momentum operator whoseN(N−1)/2 components are
2defined as Lˆiµν = nˆiµpˆiν − nˆiν pˆiµ. The momentum operator
of each rotor with the moment of inertia I satisfies the com-
mutation relations [nˆiµ, pˆjν ] = i~δijδµν . The first term in (1)
is the kinetic energy of the rotor with the moment of inertia
I . In the case of randomly distributed exchange interactions
Jij the system forms a strong quantum glass which has been
studied mainly in the limit of infinite range interactions using
1/N -expansion.25 The limit of N = 1 is expected to be in the
same universality class as the Ising model in a transverse field
whose glass phase is critical everywhere and exhibits gap-
less collective excitations in the long-range interaction limit.26
Here we assume that all Jij = J and restrict the sum 〈i, j〉 to
nearest neighbors. Instead of the random exchange interac-
tions we introduce random fields and random anisotropies as
H = H0 + HRF + HRA, where HRF = −
∑
i hi · nˆi and
HRA = −
∑
i(di · nˆi)
2 with randomly oriented vectors hi
and di. In the continuum limit this model can be rewritten as
an O(N) quantum-mechanical nonlinear σ-model (QNLσM)
with the partition function Z =
∫
Dn δ(|n| − 1)e−S[n]/~ and
the imaginary time action
S [n] =
ρ0
2
∫
τ,x
[
1
c20
(∂τn(τ, x))
2
+ (∇n(τ, x))
2
]
−
∫
τ,x
∞∑
µ=1
∑
i1···iµ
h
(µ)
i1···iµ
(x)ni1(τ, x) · · · niµ(τ, x), (2)
where we have introduced the shorthand notations
∫
τ :=∫
~/T
0
dτ and
∫
x
:=
∫
ddx. Here ρ0 = b2−dJ is the bare
stiffness constant, c0 = b
√
J/I the bare spin-wave velocity
and T the temperature. The UV cutoff Λ0 = 2π/b is imposed
in (2). The O(N) QNLσM arises as an effective theory for the
low energy degrees of freedom in several correlated quantum
systems. For instance, the O(2) model describes Cooper pairs
of electrons in a superconducting Josephson junctions array
and ultra-cold atoms in an optical lattice.27 The O(3) model
describes a quantum spin-S antiferromagnet in the large-S
limit.28 The O(5) QNLσM was suggested for the unified low-
energy theory of the antiferromagnetic and superconducting
phases in the high-Tc superconductors.29 The renormaliza-
tion of the original model (1) with random fields h(1) and/or
anisotropies h(2) generates the higher rank anisotropies h(µ),
which we incorporated in the second line of (2) from the be-
ginning.30,31 The RG flow preserves the symmetry with re-
spect to inversion n → −n, so we will use the notation of
random anisotropy (RA) for the systems respecting this sym-
metry and random field (RF) for the rest. The bare µth rank
anisotropies can be taken to be Gaussian distributed with zero
mean and cumulants
h
(µ)
i1···iµ
(x)h
(ν)
j1···jν
(x′) = δµνδi1j1 · · · δiµjν r
(µ)δ(x−x′). (3)
We use the replica trick to average over disorder. Introduc-
ing n replicas of the original system we obtain the replicated
action
Sn [{n}] =
ρ0
2
n∑
a=1
∫
τ,x
[
1
c20
(∂τna(τ, x))
2 + (∇na(τ, x))
2
]
−
1
2~
n∑
a,b=1
∫
τ,τ ′,x
R
(
na(τ, x) · nb(τ
′, x)
)
, (4)
where we have introduced R(z) =
∑
µ r
(µ)zµ, which is de-
fined for−1 ≤ z ≤ 1. This function is even for the RA model
and has no symmetry for the RF model. The properties of
the original disordered system (2) can be extracted in the limit
n → 0. The Imry-Ma arguments suggest that true long-range
order is absent in our model for d < 4, i.e. dlc = 4 is the lower
critical dimension. However, a quantum QLRO can survive at
low enough temperature, similarly to the QLRO in the clas-
sical Heisenberg model.32 In the QLRO phase the local order
slowly changes in space, leading to a power-law decay of cor-
relations that justifies the description of the dynamics in terms
of spin-wave excitations.
III. FUNCTIONAL RENORMALIZATION GROUP
To get access to the low-T phase we renormalize the ac-
tion (4) using a momentum-shell method in which iterative in-
tegrations over fast modes with wavevectors between the bare
cutoff Λ0 and the running cutoff Λℓ = Λ0e−ℓ generate the RG
flow equations. Dimensional analysis of the action (4) shows
that all the derivatives of R(z) at z = 0 are relevant operators.
Thus, one needs to follow the renormalization of the entire
function R(z). It is convenient to express the flow equations
in terms of the reduced running quantities:
R˜ℓ(φ) = KdRℓ(z)ρ
−2
ℓ Λ
d−4
ℓ , (5)
~˜ℓ = Kd~ρ
−1
ℓ Λ
d−1
ℓ , (6)
T˜ℓ = KdTℓρ
−1
ℓ Λ
d−2
ℓ , (7)
where z = cosφ and Kd is the surface of the unit sphere in
d- dimensions divided by (2π)d. The function R˜ℓ(φ) is π-
periodic for the RA and 2π-periodic for the RF model. We
expand the action around a locally ordered state and neglect
the possible presence of topological defects that can mod-
ify the behavior of the system.33 We split the local order pa-
rameter na = (σa,pia) into the component σa =
√
1− pi2a
aligned along the locally preferred direction and the (N − 1)-
component vector pia perpendicular to it. We decompose the
latter into slowly and rapidly varying parts pi<a and pi>a with
the momentum modes 0 < q < Λℓ and Λℓ < q < Λ0, respec-
tively. Integrating out the fast fields pi>a and allowing for the
rescaling of the slow fields piaR(x) = ζpi<a (x) with
ζ = 1 +
1
2
(N − 1)R˜′′ℓ (0)ℓ+O(R˜
2
ℓ ), (8)
we obtain the one-loop flow equations for the effective tem-
perature T˜ℓ and the Planck constant ~˜ℓ (see Appendix A for
more details)
∂ℓ ln T˜ℓ = 1 + ∂ℓ ln ~˜ℓ = 2− d− (N − 2)R˜
′′
ℓ (0), (9)
33 2 1 1 2 3
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FIG. 1. (Color online) The π - periodic FP solution R˜′′(φ) describing
the QLRO phase in the 3D O(3) RA model. The dashed line is the
zero-Γ FP, the solid green and blue lines with a rounded cusp are the
finite Γ FPs for Γ = 0.05 and Γ = 0.1.
and for the disorder correlator
∂ℓR˜ℓ(φ) = εR˜ℓ(φ) + R˜
′′
ℓ (φ)[Γℓ − R˜
′′
ℓ (0)] +
1
2
[R˜′′ℓ (φ)]
2
+(N − 2)
(
R˜′ℓ(φ)
2
2 sin2 φ
+
[
R˜′ℓ(φ)
tanφ
+ 2R˜ℓ(φ)
]
[Γℓ − R˜
′′
ℓ (0)]
)
.
(10)
Here we introduced ε = 4− d and the boundary layer width
Γℓ =
1
2
cℓ~˜ℓ coth
[
cℓ~˜ℓ
2T˜ℓ
]
=
{
T˜ℓ if ~˜ℓ → 0,
1
2
cℓ~˜ℓ if T˜ℓ → 0,
(11)
that describes the joint effect of thermal and quantum fluc-
tuations on the disorder correlator flow. Disorder breaks the
Lorentz invariance of the clean system and renormalizes the
spin-wave velocity
∂ℓ ln cℓ = −
1
6
[
(N + 1)R˜
(4)
ℓ (0) + (N − 2)R˜
′′
ℓ (0)
]
(12)
similarly to the stiffness constant in disordered elastic systems
with broken statistical tilt symmetry.9,10
Assuming that the running disorder correlator reaches an
attractive FP of the flow equation (10) one might naively con-
clude from (9) and (12) that the system exhibits a usual crit-
ical scaling behavior. However, the more accurate analysis
presented below for d < dlc = 4 and d > dlc shows that this
is not the case.
IV. LOCALIZATION AND ACTIVATED DYNAMICS
We start the analysis of Eqs. (8)-(12) for d < dlc = 4 by
studying the flow of the disorder correlator for Γℓ = 0, i.e.
neglecting thermal and quantum fluctuations. For concrete-
ness we take a smooth π- periodic bare correlator R˜0(φ) =
γ cos2 φ (the RA universality class). The flow equations
for the first derivatives of R˜ℓ(φ) at φ = 0, which follow
from (10), imply that the renormalized R˜(4)ℓ (0) diverges at the
finite scale
ℓc ≈
1
ε
ln{1 + 3ε/[8γ(N + 7)]}. (13)
Beyond this scale the running disorder correlator becomes
non-analytic at φ = 0: the second derivative develops a cusp,
R˜′′′ℓ (0
+) 6= 0 for ℓ > ℓc. Then the renormalized disorder cor-
relator R˜ℓ(φ) rapidly approaches a non analytic FP solution
R˜∗(φ) with R˜∗′′′(0+) 6= 0 and finite R˜∗(4)(0+). The sta-
ble non-analytic FP solution exists for 2 ≤ N ≤ Nc with
Nc = 2.835 for RF and Nc = 9.441 for RA. These val-
ues are close to their classical limits.34–36 For instance, the
O(2) model has the FPs with R˜∗′′(0) = −φ20ε/36, where
φ0 = π and φ0 = 2π for the RA and RF models, respec-
tively. The O(3) and O(4) RA models have the FPs with
R˜∗′′(0) ≈ −0.309ε and R˜∗′′(0) ≈ −0.358ε. The numeri-
cal Γ = 0 RA FP solution for N = 3 is shown in Fig. 1.
The numerical analysis of the full FRG flow (9)-(12) shows
that the running disorder correlator R˜ℓ can be replaced for
ℓ > ℓc by the FP point solution of the flow equation (10)
at fixed Γℓ. For a finite but small Γℓ this FP solution uni-
formly approaches the zero-Γ FP solution everywhere except
for the extreme points (see Fig. 1). The physically most rel-
evant region is the boundary layer around φ = 0 which has
the width of order Γℓ. Within the boundary layer the cusp
of the zero-Γ FP solution R˜∗′′(φ) is rounded by thermal and
quantum fluctuations. Indeed, since Γℓ flows towards zero
the second derivative R˜′′ℓ (0) approaches R˜∗′′(0) 6= 0 while
R˜
(4)
ℓ (0) diverges, and thus, remains different from R˜∗(4)(0+)
for arbitrary small but finite Γℓ. This results in activated dy-
namic scaling similar to that found in the random transverse
field Ising model37,38 and may lead to different behavior of
averaged and typical correlations and multifractality.39 In par-
ticular the averaged connected and disconnected correlations
scale differently:
Gcon(x) ∼ 1/x
d−2+η, Gdis(x) ∼ 1/x
d−4+η¯ (14)
with the exponents
η = −R˜∗′′(0), (15)
η¯ = ε− (N − 1)R˜∗′′(0), (16)
which can be extracted from the rescaling factor (8) at the
FP (for details see Ref. 36). The algebraic decay of corre-
lators implies that the spectrum of excitations remains gap-
less in the whole quantum QLRO phase. This is in contrast
to the pure model in the disordered phase with a gap in the
energy spectrum that vanishes only at the transition to the or-
dered state: the quantum transition occurs when the bare ef-
fective coupling constant g0 = c0~˜0 crosses a nontrivial FP
g∗ = 2(d − 1)/(N − 2) at zero temperature while the ther-
mal transition takes place along the separatrix controlled by a
thermal FP g∗ = 0 and T˜ ∗ = (d− 2)/(N − 2).28
To find the flow of the disorder correlator in the boundary
layer we expand the flow equation (10) in small φ for fixed
Γℓ. To lowest order in Γℓ this gives R˜′′ℓ (0) ≈ R˜∗′′(0) and
R˜
(4)
ℓ (0) ≈ 6Ω/[Γℓ(N + 1)] (17)
4with the universal constant
Ω =
1
2
R˜∗′′(0)[R˜∗′′(0)(N − 2)− ε]. (18)
The flow for ℓ < ℓc is analytic and leads to renormalization of
the bare parameters T˜ , ~˜ and c by factors of order 1. Neglect-
ing the latter we obtain from (9) that T˜ℓ = T˜0e−θ(ℓ−ℓc) and
~˜ℓ = ~˜0e
−θ~(ℓ−ℓc)
. The exponents θ and θ~ are given by
θ = θ~ − 1 = d− 2 + (N − 2)R˜
∗′′(0), (19)
to one loop order. Note that the exponent θ~ coincides with
the exponent θ in the corresponding classical system in d+ 1
dimensions with columnar disorder. We conjecture that the re-
lation θ~ = 1+ θ holds to all orders. Substituting the disorder
correlator derivatives into the boundary layer to the spin-wave
velocity flow (12) and omitting the subdominant terms we find
∂ℓ ln cℓ = −
Ω
Γl
. (20)
In the classical limit ~˜ → 0, T˜ → ∞ the rounding of the
cusp in the boundary layer is governed by thermal fluctua-
tions, Γℓ ≈ T˜ℓ. Neglecting renormalization of the spin-wave
velocity c below the scale ℓc we arrive at
cℓ = c0e
− Ω
T˜0θ
[eθ(ℓ−ℓc)−1]
. (21)
Thus, in the classical regime the low frequency spin-waves
propagate via thermal activation over energy barriers that
grow with the length scale L = Λ−10 eℓ as Lθ. We believe
that this result is also applicable to the classical O(N) models
with Langevin dynamics where c has to be replaced by the ki-
netic coefficient.40 While early numerical works41 confirmed
a power-law decay of correlations in the classical O(N) mod-
els, recent numerical simulations33 suggested that the pres-
ence of topological defects can lead to an exponential decay
of correlations on scales larger than the average distance be-
tween the defects. Thus, there is a possibility for a scenario
when the dynamics is described by (21) while the algebraic
decay of correlations is screened by the topological defects
whose relaxation time is very large. In the opposite limit of
T → 0, the spin-wave velocity vanishes at a finite length scale
Lloc = Λ
−1
0 e
ℓloc with
ℓloc − ℓc =
1
θ~
ln
[
1 +
c0~˜0θ~
2Ω
]
. (22)
This means that the magnon excitations cannot propagate on
distances larger than this scale which can be interpreted as
the zero temperature spin-wave localization length. The spin
and energy transport is strongly suppressed beyond this length
scale leading to failure of quantum thermalization. The renor-
malized spin-wave velocity computed from numerical inte-
gration of the flow equation (20) for different temperatures
is shown in Fig. 2. For finite but small temperature T one can
define an effective localization length
LT ≈ Lloc
[
1 +
T˜0θ
Ω
ln [c0Λ0τexp]
]1/θ
, (23)
0 1 2 3 4
0
2
4
6
8
10
-l lc
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FIG. 2. (Color online) The renormalized spin-wave velocity in the
3D O(3) RA model as a function of ℓ − ℓc for different T and the
initial condition for the bare coupling constant g0 = c0~˜0 = 10. The
dashed line corresponds to T˜0 = 0; the solid black, green, and blue
lines to T˜0 = 0.2; 0.5; 1.
beyond which the activated dynamics can be neglected on the
time scale of experiment τexp.
In deriving (11) we assumed that the Γℓ is determined ex-
clusively by the low-frequency part of the spectrum. We
now show that taking into account the renormalization of the
high-frequency part of the excitation spectrum leads to an
extremely small but finite spin-wave velocity in the low fre-
quency limit even at zero temperature. To see that we gener-
alize the bare part of the effective action (4) at T = 0 to
S(0)n =
ρ0
2
n∑
a=1
∫ ∞
−∞
dω
2π
∫
ddq
(2π)d
[
D(ω) + q2
]
|na(ω, q)|
2.
(24)
Such generalization does not modify the flow equations for
the effective Planck constant (9) and disorder correlator (10).
The zero-temperature boundary layer width is, however, now
given by
Γℓ =
~˜ℓ
Λℓ
∫ ∞
−∞
dω
2π
1
1 + D˜ℓ(ω)
, (25)
where we have defined D˜ℓ(ω) = Λ−2ℓ Dℓ(ω). The flow of the
spectrum D˜(ω) starting from an arbitrary phononlike spec-
trum D˜0(ω) to one loop order reads (see Appendix B)
∂ℓD˜ℓ(ω) = 2D˜ℓ(ω) +
2Ω
Γℓ
D˜ℓ(ω)
1 + D˜ℓ(ω)
. (26)
Here we have retained only the terms that are relevant in the
limit Γℓ → 0. The renormalized spectrum and the boundary
layer width are solutions of the self-consistent equations (25)
and (26). Renormalization of the high frequency part of the
spectrum (26) contributes to the boundary layer width (25)
and leads to an exponentially small spin-wave velocity on
scales L > Lloc. To see this we solve the spectrum flow equa-
tion (26) in the high frequency region D˜(ω)≫ 1:
D˜ℓ(ω) ≈ e
2ℓD˜0(ω) + 2Ω
∫ l
ℓc
dℓ′
Γℓ′
e2(ℓ−ℓ
′). (27)
5Plugging this in (25) and taking the bare spectrum as D˜0(ω) =
ω2/(c20Λ
2
0) we integrate out the high frequencies and obtain a
Volterra-type integral equation for Γℓ. For large ℓ it can be
transformed into a differential equation:
d
dℓ
[
c0~˜ℓe
−(ℓ−ℓc)
2Γℓ
]2
=
2Ω
Γℓ
e−2(ℓ−ℓc), (28)
whose solution is Γℓ = c20~˜2ℓθ/(4Ω). Using the flow equa-
tion (20) we find the spin-wave velocity contribution due to
renormalization of the high frequency part of the spectrum
c(L) ∼ exp
[
−
1 + θ
2θ
(
L
Lloc
)2(θ+1)]
, (29)
which we have expressed in terms of the localization
length (22) and using the relation θ~ = 1 + θ. Equation (29)
shows that the effect of the residual quantum tunneling is
much weaker than the effect of the thermal activation (21).
V. ORDER-DISORDER TRANSITION
Above the lower critical dimension dlc = 4 the quantum
model (2) undergoes an order-disorder transition similar to
that of the classical model.42 For ε < 0 and N > Nc the
FRG equation (10) has a FP solution which is unstable in a
single direction, and thus, describes the transition. For in-
stance, the O(3) and O(4) RF models have the FPs with
R˜∗′′(0) = −5.54|ε| and R˜∗′′(0) = −0.787|ε|, respectively.
For N > 18 the non analyticity of the RF FP becomes
weaker than a linear cusp in R˜′′(φ) and its value sticks to
R˜∗′′(0) ≈ −|ε|/(N − 2). The large N behavior of the RA
FP is given by R˜∗′′(0) ≈ −|ε|(3N + 40)/2(N − 2)2.
The critical temperature Tc(∆) is a function of the bare
disorder strength (e.g. ∆ = r(1) for RF and ∆ = r(2) for
RA) and vanishes at the quantum critical point Tc(∆∗) = 0.
The only positive eigenvalue λ = |ε| does not depend on N
to one loop order and gives the critical exponent ν = 1/λ,
that describes the divergence of the correlation length in the
classical regime ξ ∼ |T − Tc|−ν and at the quantum critical
point ξ ∼ |∆ − ∆∗|−ν . The hyperscaling relation between
ν and the heat capacity exponent α is modified by the expo-
nent θ as ν(d − θ) = 2 − α. The averaged connected and
disconnected correlation functions exhibit the power-law be-
havior (14) at the transition with the exponents η and η¯ related
by η¯ = 2+ η− θ. The critical dynamics can be studied along
the same lines as for the dynamics in the QLRO phase. It turns
out to be activated as well, with the typical relaxation time
τ ∼ eCξ
θ/T (30)
in the classical regime with C = Ωρ0Λθ−d+20 /Kdθ and the
typical relaxation time
τ ∼ eC
′ξΨ/~2 (31)
with C′ = 2C2θ/(1 + θ) and
Ψ = 2θ~ = 2(θ + 1) (32)
at the quantum critical point. We expect the scaling rela-
tion (32) to hold also in the Ising case.22,43 Note that the ca-
pability of the ε expansion (or other perturbative approaches
such as a 2+ε expansion) to provide evidence for the activated
classical or quantum dynamics which is expected in the ran-
dom field spin systems from numerics and phenomenology
has been much debated in the literature.22 Our results prove
the power of the FRG method, in particular its ability to cap-
ture the activated dynamics.
VI. CONCLUSION
We have studied the dynamics of disordered interacting
quantum rotors. We found that the system is controlled by a
quasiclassical zero-temperature (i.e., infinite randomness) FP
with an infinite dynamic critical exponent. Below the lower
critical dimension dlc = 4 the system has a quantum QLRO
phase with a power-law decay of correlations. At zero tem-
perature the spin-wave excitations are localized on the length
scale Lloc that prevents quantum thermalization. For T > 0
the spin-waves propagate via thermal activation over the en-
ergy barriers which diverge in the thermodynamic dynamic
limit so that the system never thermally equilibrates. These
results, obtained for the 3D O(2) RF and O(3) RA models,
can be relevant for the quantum dynamics of the Bose glass
and disordered quantum antiferromagnets.
Above the lower critical dimension the system of quantum
rotors undergoes an order-disorder phase transition with acti-
vated dynamics which is strongly suppressed in the vicinity of
the quantum critical point.
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Appendix A: Derivation of the flow equations
In order to derive the flow equations we introduce the IR
cutoff by imposing a homogeneous external field h which is
linearly coupled to n. In the limit of small temperature and
weak disorder the system is fluctuating around the completely
ordered state in which all replicas of all spins align along the
direction of h. We split the order parameter na = (σa,pia)
into the (N−1)-component vector pia which is perpendicular
to h and the component σa =
√
1− pi2a parallel to it. Then
the partition function can be rewritten as
Z =
∫ n∏
a=1
Dpia
∏
τ,x
1√
1− pi2a(τ, x)
e−Sn[pi]/~ (A1)
6with the replicated action
Sn[pi] =
ρ0
2
∫
x,τ
n∑
a=1
{
1
c20
[
(∂τpia)
2
+
(pia · ∂τpia)
2
(1− pi2a)
]
+ (∇pia)
2 +
(pia · ∇pia)
2
(1− pi2a)
− h
√
1− pi2a
}
−
1
2~
n∑
a,b=1
∫
x,τ,τ ′
R
(
pia(τ, x) · pib(τ
′, x)
+σa(τ, x)σb(τ
′, x)
)
. (A2)
We use the momentum shell method developed in Refs. 28
and 44 and consider the loop expansion in small ~ and R. To
that end we express pia as
pia(τ, x) =
∞∑
m=−∞
∫
ddq
(2π)d
pia(ωm, q)e
iωmτ+iq·x, (A3)
where we have introduced the Matsubara frequencies ωm =
2πTm/~ with m ∈ Z. We now decompose the fields pia into
slowly and rapidly varying parts as follows
pia(ωm, q) =
{
pi
<
a (ωm, q), 0 < q < Λℓ.
pi
>
a (ωm, q), Λℓ < q < Λ0.
(A4)
Integrating out pi>a and rescaling momenta by eℓ and the fields
pi
<
a by ζ we obtain the effective action of the same form (A2)
which involves only pi<a and the new parameters T ′, c′, ~′, h′
and [R(z)]′. It is convenient to introduce Rˆ(φ) = R(z) with
z = cosφ. The bare disorder correlator R(z) is an analytic
function of z for −1 ≤ z ≤ 1. However, the renormalized
disorder correlator becomes nonanalytic around z = 1 and as
can be checked a posteriori by solving the flow equation it has
the following expansion:34
R(z) = R(1) +R′(1)(z − 1) +
a1
3
[2(1− z)]3/2
+
a2
2
(z − 1)2 + · · · , (A5)
which corresponds to
Rˆ(φ) = Rˆ(0) +
Rˆ′′(0)
2
φ2 +
Rˆ′′′(0+)
3!
φ3 +
Rˆ(4)(0)
4!
φ3 + · · ·
(A6)
with
Rˆ′′(0) = −R′(1), (A7)
Rˆ′′′(0) = 2a1, (A8)
Rˆ(4)(0) = R′(1) + 3a2. (A9)
1. Renormalization of the single-replica terms
From the one-loop correction to the term (∇pia)2 we find
1
~′
=
ζ2
~
[1 + ~J1 +R
′(1)J2] , (A10)
where the one-loop integrals are given by
J1 =
KdT
ρ~
∞∑
m=−∞
∫ Λ
Λe−ℓ
qd−1dq
q2 + c−2ω2m
=
Kd
2ρ
cΛd−1(1− e−ℓ) coth
[c~Λ
2T
]
(A11)
and
J2 =
Kd
ρ2
∫ Λ
Λe−ℓ
qd−1dq
q4
=
Kd
ρ2
Λd−4
d− 4
[1− e−ℓ(d−4)]. (A12)
The correction to the external field reads
h′
~′
= ζ2
(
h
~
)[
1 +
1
2
(N − 1)[~J1 +R
′(1)J2]
]
. (A13)
The spin rescaling factor ζ can be found by noting that the
combination h/~ renormalizes trivially as44 h′/~′ = ζ (h/~).
This gives
ζ = 1−
1
2
(N − 1)[~J1 +R
′(1)J2] (A14)
and
~
′ = ~[1 + (N − 2)(~J1 +R
′(1)J2)]. (A15)
The renormalization of the spin wave velocity can be found
from the correction to the (∂τpia)2 term:
(ω′m)
2
c′2~′
= ζ2
(
ω2
c2~
)
[1 + ~J1 + 2R
′(1)J2
+(N + 1)a2J2] , (A16)
which can be rewritten as
c′~′
T ′
=
c~
T
[1−
1
6
(N + 1)Rˆ(4)(0)J2
−
1
6
(N − 2)Rˆ′′(0)J2]. (A17)
Using the definitions (5)-(7) we derive from Eqs. (A13)-(A17)
the flow equations (8) and (9).
2. Correction to disorder
The disorder term contains two replicas: To find its renor-
malization it is convenient to expand around some background
state n0a(τ, x) which depends explicitly on replica index a and
slowly changes in space.35 For a particular pair of replicas a
and b we reparametrize na(τ, x) and nb(τ, x) as na(τ, x) =
(σa, ηa,ρa) and nb(τ, x) = (σb, ηb,ρb) where the σ and η
components lie in the plane spanned by vectors n0a and n0b in
a such way that σa =
√
1− η2a − ρ
2
a is parallel to n0a and
σb =
√
1− η2b − ρ
2
b to n
0
b . The components ρ are orthog-
onal to the plane. Defining the angle between n0a and n0b as
φab we obtain na · nb = ρa · ρb + cosφab(σaσb + ηaηb) +
sinφab(σaηb − σbηa). Expanding in small η and ρ we get
na · nb = ρa · ρb + cosφab[1 −
1
2
(η2a + ρ
2
a
+η2b + ρ
2
b) + ηaηb] + sinφab
×
[
ηb − ηa −
1
2
ηb(η
2
a + ρ
2
a) +
1
2
ηa(η
2
b + ρ
2
b)
]
. (A18)
7Substituting Eq. (A18) into R and expanding again in small η
and ρ to second order we obtain
R(na · nb) = R(cosφab) +R
′(cosφab) {ρa · ρb
−
1
2
cosφab[ρ
2
a + ρ
2
b + (ηa − ηb)
2]
}
+
1
2
R′′(cosφab)(ηa − ηb)
2 sin2 φab. (A19)
Using that R(cosφ) = Rˆ(φ), R′(cosφ) = −Rˆ′(φ)/ sinφ
andR′′(cosφ) = [Rˆ′′(φ)−Rˆ′(φ) cosφ/ sinφ]/ sin2 φwe can
rewrite Eq. (A19) as
R(na · nb) = Rˆ(φab) + Rˆ
′(φab)
{
ρ
2
a + ρ
2
b
2 tanφab
−
ρa · ρb
sinφab
}
+
1
2
Rˆ′′(φab)(ηa − ηb)
2. (A20)
To compute the one-loop correction to the disorder correla-
tor we expand exp[−S/~] to second order in R(na · nb) and
perform Gaussian integration over η and ρ assuming that they
contain only the fast parts of pia. To extract the one-loop cor-
rection it is enough to keep the terms quartic in η and ρ, which
gives
δ(1)
[
Rˆ(φab)
2~2
]
=
1
8~4
∑
abcd
{1
4
Rˆ′′(φab)Rˆ
′′(φcd)
×
〈
(ηa − ηb)
2(ηc − ηd)
2
〉
+ Rˆ′(φab)Rˆ
′(φcd)〈(
ρ
2
a + ρ
2
b
2 tanφab
−
ρa · ρb
sinφab
)(
ρ
2
c + ρ
2
d
2 tanφcd
−
ρc · ρd
sinφcd
)〉}
.
(A21)
Since the integration over η and ρ is Gaussian we can use the
Wick theorem with the following contractions:
〈ρia(q, ω)ρ
j
b(−q,−ω)〉 =
~ δij δab
q2 + c−20 ω
2 + h
,
〈ηa(q, ω)ηb(−q,−ω)〉 =
~ δab
q2 + c−20 ω
2 + h
. (A22)
Using this in Eq. (A21) we obtain one loop diagrams in which
there is non-zero momentum circulation while there is no fre-
quency circulation since the disorder vertices do not transmit
it. For instance we have〈
(ηa − ηb)
2(ηc − ηd)
2
〉
= 8~2J2δacδbd − 16~
2J2δacδad,
which can be depicted using the following diagrams
a b
c d
a b
c d
a b
c d
The last diagram is proportional to δacδac. After summation
over replica indices it gives the number of replicas, and thus,
vanishes in the limit of zero replicas n → 0. Similarly we
obtain
〈(ρa · ρb)(ρc · ρd)〉 = 2(N − 2)~
2J2δacδbd,
and
Rˆ′(φcd)
sinφcd
〈
(ρ2a)(ρc · ρd)
〉
= 2(N − 2)~2J2δacδbd
Rˆ′(φaa)
sinφaa
,
where we can replace Rˆ′(φaa)/sinφaa by Rˆ′′(0) using that
φaa = 0. Denoting φ := φab we arrive at
δ(1)
[
Rˆ(φ)
2~2
]
=
1
2~2
{1
2
[Rˆ′′(φ)]2 − Rˆ′′(φ)Rˆ′′(0)
+(N − 2)
(
1
2
Rˆ′(φ)2
sin2 φ
−
Rˆ′(φ)Rˆ′′(0)
tanφ
)}
J2. (A23)
The correction to the disorder correlator due to finite ~ is given
by
δ(2)
[
Rˆ(φ)
2~2
]
=
〈
−R′(cosφab) cosφab[ρ
2
b + η
2
b ]
+R′′(cosφab) sin
2 φabη
2
b
〉
= ~J1 [R
′(cosφab){− cosφab[(N − 2) + 1]}
+ R′′(cosφab) sin
2 φab
]
= ~J1
[
(N − 2)
Rˆ′(φ)
tanφ
+ Rˆ′′(φ)
]
. (A24)
Using
[Rˆ(φ)]′
2~′2
=
Rˆ(φ)
2~2
+ δ(1)
[
Rˆ(φ)
2~2
]
+ δ(2)
[
Rˆ(φ)
2~2
]
(A25)
and Eq. (A15) we derive[
Rˆ(φ)
]′
= Rˆ(φ) + Rˆ′′(φ)[~J1 − Rˆ
′′(0)J2]
+
1
2
[Rˆ′′(φ)]2J2 + (N − 2)
(
1
2
Rˆ′(φ)2
sin2 φ
J2
+
[
Rˆ′(φ)
tanφ
+ 2Rˆ(φ)
]
[~J1 − Rˆ
′′(0)J2]
)
,
(A26)
where J1 and J2 are given by Eqs. (A11) and (A12). The
flow equation for the disorder correlator (10) follows from
Eq. (A26).
Appendix B: Renormalization of the entire spectrum
Renormalization of the generalized action (24) resembles
renormalization of the clean NLσM with a damping term,45
D0(ω) =
ω2
c2
+ f(ω). (B1)
The particular form of the damping term f(ω) depends on the
mechanism of damping and it has to be introduced into the
clean NLσM by hand.45 In our model the form of the spectrum
8is renormalized by disorder. Indeed, the one-loop correction
to D(ω) reads
[D(ω)]
′
~′
=
ζ2
~
{D(ω) + ~I2(ω) +R
′(1)[D(ω)J2 + I1(ω)]
+a2(N + 1)I1(ω)} , (B2)
where
I1(ω) =
1
ρ2
∫
q
[
1
q2 + h
−
1
q2 +D(ω) + h
]
, (B3)
I2(ω) =
1
ρ
∞∑
m=−∞
∫
q
D(ω + ωm)−D(ωm)
q2 +D(ωm) + h
. (B4)
Using Eqs. (A15) and (B2) we obtain
[D(ω)]′ = D(ω) + ~[I2(ω)−D(ω)J1]
+[R′(1) + a2(N + 1)]I1(ω). (B5)
The first term ~[I2(ω) − D(ω)J1] which was found for the
pure NLσM in Ref. 45 is irrelevant at the zero temperature
quasi-classical FP. The integral in the second term gives
I1(ω) =
Kd
ρ2
∫ Λ
Λe−ℓ
D(ω)qd−1dq
q2[q2 +D(ω)]
=
Kd
ρ2
D(ω)Λd−2ℓ
Λ2 +D(ω)
. (B6)
Introducing D˜(ω) = Λ−2ℓ D(ω) and using Eq. (5) we find the
flow equation for the spectrum as
∂ℓD˜(ω) = 2D˜(ω) +
1
3
[(N + 1)R˜(4)(0)
+(N − 2)R˜′′(0)]
D˜(ω)
1 + D˜(ω)
. (B7)
Retaining in Eq. (B7) only the terms which are dominant in
the vicinity of a zero temperature quasi-classical FP we arrive
at Eq. (26).
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