The distribution of computational resources in a Cloud Computing platform is a complex process with several parameters to consider such as the demand for services, available computational resources and service level agreements with end users. Currently, the state-of-the-art presents centralized approaches derived from previous technologies related to cluster of servers. These approaches allocate computational resources by means of the addition/removal of (physical/virtual) computational nodes. However, virtualization technology currently allows for research into new techniques, which makes it possible to allocate at a lower level. In other words, not only is it possible to add/remove nodes, but also to modify the resources of each virtual machine (low level resource allocation). Thus, agent theory is a key technology in this field, allowing decentralized resource allocation. This innovative approach has undeniable improvements such us computational load distribution and reduced computation time. The evaluation was carried out through experiments in a real Cloud environment, thus proving the validity of the proposed approach.
Introduction
The technology industry is presently making great strides in the development of the paradigm of Cloud Computing (CC) [28] . As a result, the number of closed and open source platforms, both of which have similar architectures, has been rapidly increasing [20, 30] . From an external point of view, the three most widely known services are Software (SaaS), Platform (PaaS) and Infrastructure (IaaS) [32] . From an internal point of view, the services generally offered are considered elastic [16] ; in other words, it is possible to have the same level of quality (response time, quality of results, etc.) regardless of the instant of demand. To do so, the amount of resources allocated to these services needs to be variable.
This new model of production and distribution of services is largely possible due to the high number of underlying technologies (virtualization, server farms, web services, web portals, etc.) which have reached their prime [13] . In fact, the hardware infrastructure of a CC platform is one of the most complex and unpredictable technological systems in existence, housing varied equipment such as servers, network modules, uninterrupted power supply units and a long high performance computer infrastructure. Additionally, these components tend to be highly heterogeneous due to the incessant advances in electronics [39] , which give way to a new generation approximately every 12-18 months [6] . In order to work, the heterogeneity and intrinsic complexity of this type of computing environments make them difficult to manage and maintain over time [7] .
In order to deal with these issues, this type of environment currently uses virtualization technology [52] to abstract the inherent complexity. Virtualization makes it possible to consider the complexity of the underlying hardware abstractly, in the form of virtual machines. A virtual machine is an abstract computational resource that emulates a physical machine with specific software and hardware characteristics. In other words, it makes it possible to create an abstract or virtual, but homogeneous and controllable view of the real hardware [5] .
As stated above, these new capabilities derived from virtualization lead to the birth of a new concept: Elasticity [16] . This concept is based on the just-in-time production method [25] , which references the manner in which the (computational) services and the resources they require are produced. Thus, the services produced within the framework of CC only receive the amount of resources they need to maintain the level of quality, which is previously agreed to by contract with end users [49, 46] . As a result, the main objective within this context is to maintain the level of Quality of Services (QoS) [2] , regardless of demand. This objective implies a need to dynamically manage the computational resources assigned to each service offered to the user. In order to do so, these platforms predominantly use a management system (monitor and control) for the underlying computational infrastructure [28] .
In this sense, virtualization technology has recently begun to advance at great speeds, allowing the physical characteristics of the virtual machines (memory, CPU, storage space, etc.) to be changed dynamically, even when the machine is running [15] . Nevertheless, existing models have not yet incorporated this new capability offered by the technology [29, 38] . These models use a classic approach in which elasticity is based on modifying the number of nodes that attend to a particular service. The hypothesis of the present research work is based on the premise that since technology is able to offer new capabilities, it is necessary to design new resource allocation models that take these new characteristics of the technology into account. In this context, the Theory of Agents and Multiagent Systems (MAS) [50] can provide a new route for managing CC systems based on the distribution of responsibilities, flexibility and autonomy. Managing the functions of the nucleus of a CC system through an agent-based model allows the resulting platforms to be much more efficient, scalable and adaptable than they currently are [43, 41] .
This work proposes a low-level resource distribution model in which a level of resources is associated with each individual virtual machine. This calculation model is based on agent technology and, as such, is a distributed model, thus making it possible to distribute computational resources throughout the entire CC environment and allow the distribution of its complexity and associated computational costs. This new approach in monitoring and, in particular, controlling the CC system, makes it possible to incorporate the new characteristics, as previously mentioned, that virtualization has to offer.
This document is organized as follows: the following section provides a detailed description of the problem, Section 3 presents the current literature related to the problem. Then, Section 4 proposes a solution based on multiagent systems, while the evaluation and validation of these systems are presented in Section 5. Finally, the last section presents the conclusions of the research.
Problem statement

Cloud environment overview
Given the complexity of the environment, as well as the different artificial and human components involved in this context, it is necessary to define how the services will be offered at a technical level. To do so, a CC is presented in Fig. 1 , in which each software service for the platform, at the PaaS or SaaS level, can be deployed simultaneously on various virtual machines (computational nodes or workers).
Each Physical Resource or server (PR) will usually host a set of Virtual Machines (VM). This will allow every physical server in the system to have an associated matrix at all times with information regarding the state of the real hardware (namely, the physical machine) as well as the different virtual machines that it hosts at any given time. This matrix, shown in Eq. (1), is a representation of the state of each physical server that has been launched and can be used to analyze the allocation of resources to each service and the amount of resources to be lent. 
The intrinsic characteristics of the service are therefore determined by the template, which is used to instantiate a virtual machine that offers a concrete service and contains the software and the minimum hardware characteristics of each node associated to the concrete service. Once the virtual node has been instantiated or created using the template, it is possible to modify, in execution time, the resources associated with a specific service. Consequently, every template for a virtualized node associated to any service k (VM k t ), will be described through a set of properties as seen in Eq. (2): identifier, minimum assignable memory, minimum number of assignable CPUs, type (hardware or software service) and state, which determine whether it is balanceable:
This deployment model of the hardware infrastructure, which is based on two levels of abstraction (real and virtual), makes it possible to provide any type of computer services. While the user will consume these services, it will be necessary to have previously reached an agreement about the QoS, through a Service Level Agreement (SLA). Formally, as shown in Eq. (3), the SLA is formalized for any given user j (ServA j ) as the combined set of user agreements established for each service i on an individual basis (SLA j i ) [35, 19] .
Using this simple expression, the goal for achieving an adequate model of the context consists of measuring the quality of services offered. Various related studies can be found in the current state of the art [2, 21, 15] . Within the scope of this work, the metrics that are directly dependent on the underlying computational resources will be used by the service, and the response time for each request will be selected. In other words, for a service k with a set of methods (r k i ) which make up the service API, the quality of each request that forms the service API is determined by Eq. (4) for the size of the response (s k i ) and the corresponding transmission time (t k i ):
Using this very characteristic deployment model, the control system in a CC environment should vary the computational resources assigned to each service according to the demand that exists at any given time, making it possible to maintain the QoS levels in each of those services. In this regard, the greatest advantage of virtualization is that the assignment of resources at any instance of execution can be reconfigured dynamically, which makes it possible to elastically modify the amount of resources associated with each service in execution time. In terms of requests for a specific service, the demand is balanced among the different virtual machines that are associated to the service.
The distribution of resources can be presented from different points of view according to the capabilities permitted by the underlying technology. First, Distribution at the service level requires a simple balance of the workload among the worker nodes that are offering a specific service. This balancing has been highly extended from the birth of cluster computational systems in HPC (High performance Computing) environments [1, 10, 44] . Second, Distribution at the infrastructure level is a more complex and novel method which was made possible after the birth of virtualization technology [52] . This technology permits dynamic and automated tasks by updating the assigned resources and nodes that are offering the services.
However, these methods do not address the fragmentation of resources [3, 45] . Normally, a physical server hosts multiple virtual machines, some of them with a saturation of resources and other machines with underutilized resources. In the latter case, the underutilized resources cannot be released because they have been assigned (fragmentation). Previously, during a redistribution at the infrastructure level, the redistribution associated with cluster deployments involved only the modification of the number of nodes that attend to a specific service [8] .
Recently, virtualization has also allowed for new possibilities [26] , such as dynamically modifying the number of resources associated with each of the execution nodes. As a result, the redistribution of resources can now be seen from two points of view: the micro and macro level. In the (i) micro perspective, the system asks the different physical machines containing the nodes for a specific service to provide more computational resources to each of the nodes, which increases/decreases its performance. The (ii) macro level allows instantiating a new node that can be hosted by an active physical machine in the CC environment, or by one of the machines in sleep mode.
Problem statement
This paper aims to study new strategies for the allocation of resources at the micro level, where capabilities offered by the underlying technology (virtualization) have recently allowed for the development of design strategies that, unlike current strategies, allocate resources at fine grain (CPU and memory) [4, 29] . For example, as presented in Fig. 2 , when there are underutilized resources in any virtual machine of a real server, these resources can be internally moved to other virtual machines at runtime, without having to commit new resources globally (such as the instantiation of new nodes, or the migration of the existing virtual machine itself). This capability makes it possible to manage the elasticity at a micro-level inside each physical server. This characteristic extends beyond current proposals that seek to optimize the use of energy in a Cloud environment [40, 4] seeking greater efficiency not only at the level of the physical server, but also for each of the virtual nodes, thus minimizing the number of underutilized resources that have been blocked at each virtual node.
As an initial approach, the present work must first create a control and monitoring model in a Cloud environment, which will allow for a more precise and dynamic control of resources. Within this framework, a new model is proposed based on the use of an intelligent organization of agents, an approach that has not been used to a great extent within this field [43] . The use of such a design also requires the design of new distributed algorithms to optimize resource, which is in itself another novel approach with regard to the centralized techniques based on mathematical models [23, 36, 42] .
Related works
The assignation of computational resources in CC environments is commonly known as Resource Allocation (RA), which has as its main goal to maximize the benefits of the supplier and meet the needs of the users [45] . Obtaining an optimized solution for RA is a highly complex task which increases exponentially depending on the number of existing resources and services offered. The problem is further aggravated when considering that RA is usually applied on distributed and complex systems such as a large server clus- ter, data centers or environments Grid. The technology makes it possible to allocate resources at a local level, among each individual service or physical node, or at a global level, among different physical nodes. Consequently, the correct distribution of computational resources in a CC environment is a key decision given that the distribution can maximize the efficiency of the environment and reduce associated costs. This process is commonly referred to as Resource Allocation Strategy (RAS), which should be able to minimize any of the following problems [45] : (i) overused or underused resources; (ii) fragmentation of resources,(iii) resource scarcity, and (iv) resource contention. Therefore, to find a solution as optimal as possible it is necessary to follow a strategy with this purpose.
The current state of the art for RAS provides different approaches which normally involve three concepts [12, 45] : (i) the SLA agreements established with the user, (ii) the energy consumption in the CC environment, and (iii) the state of the CC environment itself. Due to its complexity and current prevalence, this problem is of great interest to the scientific community [45, 33, 29] .
Traditionally, RAS has been approached from the point of view of the interests of the market, which give priority to the agreedupon SLA with users (SLA-based [51] ), instead of other variables. However, there are now approaches that prefer to give more importance to energy consumption, although in certain specific situations the system may violate the reached agreements (Energy-based [40, 9, 4, 41] ). Regardless of the strategy, the problem in the prior state of the art was dealt with by using different techniques such as [45] : (i) the use of policies for allocating resources, (ii) the ability to migrate virtual machines between physical machines, fulfilling a utility function, (iii) the compliance with a utility function from the environment as a whole, (iv) the use of auctions for resource reservation based on estimated demand, and finally, (v) planning and (vi) resource prediction.
Notable among the techniques that make use of virtualization as a basis for RA is the work by You et al. that proposed the RAS-M framework [53] . It is a model based on a market economy and seeks a redistribution of resources that could give way to a fair market price. Other models use base mathematics such as game theory [48, 23, 36, 47] for the distribution of resources. There are also other authors such as Caton et al. [14] who use social media information to determine the use of resources, and studies that consider energy efficiency by applying energy saving policies in physical or virtual machines [37] , or by efficiently distributing virtual machines according to the use of each physical piece of equipment [8] . In addition to these approaches, dynamic and adaptive methods have recently appeared. For instance Malhotra et Malhotra [31] propose an adaptive mechanism based on parallel processing, which is based on MAS. Another notable work is proposed by Sriram et Ravimaran [42] , which combines the planning of virtual resources with forecasting the use of resources.
However, the techniques that have been studied, which are related to virtualization technology, are only based on instantiating, stopping or migrating virtual nodes; they do not exploit one of the latest possibilities offered by virtualization technology: the dynamic modification of virtual machine resources in execution time [15] . The use of these capabilities can be applied in combination with other existing strategies at the macro level, which would reduce the need to address the underutilization and fragmentation of resources in CC environments. In order to address this weakness, this paper proposes an RAS focus on each physical machine and a set of virtual machines that use MAS to allow for the allocation of resources at a micro level.
Redistribution resources proposal
As previously explained, the development of a monitoring and management system for a CC environment that follows a MASbased design model differs from traditional models that control this type of platform. This approach allows the decision-making process to be carried out right where the information is gathered, on a base that provides local knowledge, which has made it possible to design agile control processes based on uncertain information, prior knowledge, and interaction among similar agents. The next subsection will present a brief overview of the multiagent architecture model that has been used to monitor and control a CC system. The distribution of resources at the (micro) infrastructure level will then be presented in detail.
Multiagent architecture overview
The proposed MAS architecture is based on organizational aspects and, as such, it is necessary to identify the organizational structure to be used. To do so, the first step involves identifying the main components, which permits establishing the interaction model based on an analysis of the needs of the potential system users. Based on this analysis, it was possible to deduce the roles of the users and components that participate in the system and the way they will exchange information. Only a brief explanation of the primary tasks of each of the agents will now be provided, as a detailed presentation is not one of the objectives of this research. However, the reader may find more details about the architecture in Refs. [17, 18, 24] .
Each one of the agents/roles that participate in the organization is located throughout the entire computational environment. As shown in Fig. 3 , each physical server in the CC environment contains an agent in charge of monitoring (Local Monitor) and another responsible for the local level (Local Manager). Between the two they have the authority to completely control the Physical Server (PR) where they are located, which in turn implies a distribution of resources in the virtual machine. However, when the resources must be distributed, which involves the assignment or removal of nodes for a particular service, another specialized agent (Global Manager), which is also located in each one of the physical nodes of the infrastructure, is in charge of making these types of decision, which involves more than one physical node on the CC platform.
Following a similar model, each service offered to the cloud users is associated with two agents, one for monitoring (Service Monitor) and the other for control (Service Supervisor), both of which are in charge of ensuring compliance with the previously established SLA agreement. They are physically located in the node that balances the workload among the different worker nodes, which permits them to have precise information available to make the correct decisions at their level. In this sense, the tasks for this level are related to the workload balance among the different nodes, error detection and, most importantly, monitoring the quality parameters for the service.
There are also other tasks that can be done to ensure the proper operation of the CC system. These task are performed by other agents located at the entry point of the CC system. To begin, there are two control agents, the first of which is in charge of controlling the hardware infrastructure (Hardware Supervisor), its state, and the starting or stopping of the physical servers according to demand. A supervisor agent is the global controller (Global Supervisor), which ensures that the remaining components and agents function correctly and in accordance with their specification. Finally, there is also an agent in charge of establishing service agreements with the platform users (SLA Broker), which can negotiate the QoS level of services according to user needs and the state of the system at any given moment.
Using an architecture such as that proposed in this work, it is possible to completely govern a CC system (resource distribution, orchestration of services, agreement negotiation, etc.). Using the architecture as a basis, the following section will present possible models under consideration for the distribution of resources in a CC environment.
Service and micro level computational resources allocation
The simplest approach to vary the resources assigned to a service is to update the assigned weight to each node that is offering the services. In other words, to balance the weights among working nodes of the service. Although, this approach is the simplest, it has a key role in the new distribution model since it is in charge of ensuring that the SLA agreements are in compliance with regard to the software services agreed upon with the users of the CC platform.
There are two agents in this redistribution specialized in monitoring and supervision tasks (see Fig. 4 ): the Service Monitor and the Service Supervisor, as follows:
• The Service Monitor agent is in charge of controlling the state of the balancing system. It implements algorithms that calculate the QoS on a continuous basis for each one of the nodes that is being balanced at any moment. To do so, the agent periodically recalculates the weight of each node within the service, applying the following algorithm:
• Maintain a set of routing groups, each of which is linked with different worker nodes with similar QoS levels.
• The nearest neighbor grouping algorithms is used to determine the QoS groups, based on the calculation of the distance between nodes using the Euclidean distance between quality of service vectors in each node: • In order to assign a weight to each group, which is an inexact process, an iterative process is used. Initially, all groups have the same weight; however, it is adjusted progressively according to the demand that each group can accept. Thus, the groups with the best QoS have a higher weight, while those with a lower QoS have a lower weight. After a period of stabilization, the process is repeated starting with the previous point.
• The Service Supervisor agent has a key role given that it must determine, according to the data generated by the Service Monitor, whether it is necessary to assign more or fewer resources to the service:
• It must first decide when to remove the subset of resources associated with the service. After removing any execution resources, the remaining resources associated with the service will have to respond to the demands associated with those that have been eliminated. This increase in the workload of each of the nodes has a corresponding period of stabilization in which the Service Monitor recalculates the new QoS parameters following the presented algorithm.
• More resources are associated with a service when the existing nodes, and the resources that have been assigned to them, are unable to respond to the demand for requests according to the SLA agreements established with the users. In order to do so, a distribution of resources is first initiated at a micro level. If the problem is not resolved at this step, the distribution of resources can be initiated at the macro level. In the current state of the art, there are different studies, as shown in Section 3, which deal with this problem.
Redistribution resources at the infrastructure (Micro) level
As, previously explained, redistribution from the point of view of the infrastructure at a micro level is managed innovatively by two specialized agents, as shown in Fig. 5 , located in each server of the infrastructure. The new process works as follows: firstly, the Local Monitor agent is in charge of retrieving information about the state of each virtual machine and the related service. This moni- tor agent will have its own knowledge of a matrix (Eq. (2)) with the information it needs about the physical server and each of the virtual machines it hosts. Secondly, the Local Manager agent can oversee the assignment of resources to manage the resources within the machine by updating the resources (CPU or memory) assigned to each of the virtual machines. With these three functionalities it is possible to redistribute resources within a physical server. The resources that can be redistributed are the number of virtual processors (vCPU) and the physical memory (M).
The process of distributing resources begins when the Service Supervisor agent of the concrete service detects that a particular service has insufficient resources to meet current demand and, as a result, does not comply with the QoS parameters previously established. During this process, it is necessary to take into account the type of service to which the virtual machines, those in execution, belong.
The Service Supervisor agent formally initiates the process when it sends a message indicating the need for resources. This message is received by each of the Local Manager agents from the physical machine hosting the nodes for the particular service. Each of these machines initiates a parallel process for the reassignment of resources at the micro-level, which results in a global increment in the number of resources assigned to each service.
When the process of distribution of resources is initiated, the Local Manager agent for each machine configures a structure of information, as shown in Table 1 , which contains all of the data ) for the complete state of the assignment of resources at a specific time t, the current degree of usage for each resource, and the service and priority of the node in the system with regard to balancing the service, as calculated by the corresponding Service Monitor. The importance of these three parameters is due to:
• IDs: associated to the service identifier, which can determine whether a virtual machine corresponds to an infrastructure or software service node.
• Type: determines whether the services are stateless or stateful, where stateless applications are defined as having various simultaneous instances at execution since they do not store the state of the service. On the other hand, stateful virtual machines have only one instance at execution. Therefore, if this service (node) requires more resources, it takes priority over the others, because it is not possible to add more nodes in order to increase the quality.
• Priority: determines the priority of the virtual machine in the process of balancing the work at the service level. Its relevance lies in its ability to measure the performance of a virtual machine with regard to the other nodes for the same service. The measurement corresponds to a value within the range 0 (low priority) to 1 (high priority) and is calculated with the expression Priority i = w i⁄w max .
Before describing the process of redistribution of resources performed by the Local Manager agent, it should be highlighted, as stated below, that the process only affects the machines that work with software services. Machines with static characteristics are not taken into account during the reallocation process; therefore, of the n machines hosted by a physical server, only m machines, those that deal with software services with dynamic characteristics, are included in the algorithms presented below.
The distribution of resources is different for assigning vCPUs and memory. The following section will first present the distribution process for the vCPU, followed by the procedure for reassigning memory.
vCPU allocation algorithm
The goal of assigning vCPUs is to not underuse execution resources. If there were any, they could only be assigned to a physical machine. A machine state is shown in Fig. 6 . The process of assigning vCPUs is initiated by verifying whether the physical machine has vCPUs that have not yet been assigned (See Eq. (6) 
If there are no unassigned vCPUs, the agent Local Manager iterates over every virtual machine to determine whether the amount of processing that has been assigned is being underused. If the value vCPU used is less than the constant supervised by the administration, one of the cores from that machine is reassigned to another machine that needs more resources.
Memory allocation algorithm
The process of reassigning memory is more complex and, as such, requires a linear programming model to determine the most optimal assignment of resources. The first step is similar to the process of assigning virtual processing units. If the physical server has free (underused) memory (PR e i (Mu)) that can be assigned, the memory is directly assigned to the requesting virtual machine, thus complying with the maximum memory restriction (Eq. (7)) that can be assigned to the template of the virtual machine that corresponds with the service under QoS deficiency.
This process of direct assignment is carried out according to the following expressions where VM i (M asigned ) corresponds to the memory previously available in the virtual machine, and is based on the priority that the virtual machine has in balancing the load. The process was modeled this way so as to (i) not greatly modify the distribution of priorities in the previously assigned balance process, which implies more distribution, even at the macro-level, and (ii) not assign all the available resources to only one single virtual instance.
If there is no free memory on the physical server, it must be reassigned from other virtual machines; in other words, underused memory (M u ) from a set of instances of execution must be taken and reassigned to the requesting machine. Thus, at a technical level, it is possible to redistribute the memory that is being underused while maintaining a margin of security (M l ).
Thus, the underutilized memory of each virtual machine is given by Eq. (9):
And therefore, all underutilized memory from all physical servers is given by the following expression (Eq. (10)):
The problem lies in how to redistribute the underused memory among the different virtual machines so that at the end of the process, the amount of underused memory of the server PR e i (Mu) is reduced. This is an optimization problem of the underused memory; the solution is obtained by using linear programming so that there are m independent variables that correspond to the new memory assignment. The function that must be minimized is composed of the sum of the underused memory that will be assigned to each virtual machine according to the actual percentage of underutilization; this makes it possible to determine what can be gained by assigning memory in each case (Eq. (9)).
Where x i is the amount of reassigned memory of each virtual machine. This minimization model has the following two restrictions:
• The sum of the objective variables will be equal to the sum of the initial underused memory (Eq. (10)). • It will also be necessary for each variable x i to be greater than the margin of security.
Once the problem is solved, it is possible to obtain the value of memory allocated to each virtual machine, as given by following expression:
Once the new distribution of memory has been determined, if the results obtained during the process of calculating the new assignment are greater than the resources of the service machine that initiated the change, then the new assignment will be applied by the Local Manager agent, and the Service Supervisor agent associated to the service that initiated the process will be informed that the node has received a new resource assignment. If local distribution is not possible, the Service Supervisor is notified. This agent must evaluate the different results obtained from each physical node where the service is deployed and, if necessary, it initiates the process of resource allocation at a larger level (macro distribution).
Micro level allocation resources considerations
Finally, it should be noted that this process can be initiated by various services simultaneously; in this case, the Local Manager should take the following considerations into account:
• The process of calculating new resources does not depend on the type of service but on the priority of the machines within each service, and on the resources that the service is using at any given time.
• Thus, if two or more services request an increase in resources at the local level, the proposed changes will only be applied if: • The machine has available resources that can be assigned to the resources.
• The machine has no available resources; a change of resources will only occur if, for all the services that have requested an increase of resources, the calculation of the new assignment increases the resources that have been assigned to each node associated with the services that have requested more resources.
• The machine has no available resources and no adequate solution was found in step two for the entities requesting resources. In this case, the agent initiating the process, the Service Supervisor, will be informed that there are insufficient resources; it must therefore take any measures deemed necessary.
In any case, once a change in resources has been applied, it will not be possible to readjust the services again until the quality of services has been stabilized and updated after the distribution. The wait time between two reassignments is a constant that will be supervised by the administrator in the CC environment.
Evaluation: case study
The evaluation of the proposed dynamic distribution model is a thorough task and requires a hardware and software environment specially adapted to its needs. The evaluation and validation of the model for this research work will be done through a CC platform developed within the scope of the research done by the BISITE research group, 1 and will include different computational services at the hardware and software level. From the beginning, this platform was conceived to integrate the proposed MAS. In the case study used, this CC platform was deployed in the HPC environment of the BISITE research group and composed of 15 latest generation machines (Intel core i5 processors and 16Gb of memory RAM) that support virtualization in the hardware with the use of Intel-VT technology and the KVM (Kernel-based Virtual Machine) virtualization system.
Regarding the implementation of the MAS, the different components of the system were implemented using the Python language (Version 2.7). The module PSutil 2 was used to generate statistics. Communication among agents is done by using AMQP protocol 3 (Advanced Message Queuing Protocol), sending messages in JSON format (JavaScript Object Notation), using the server message RabbitMQ. 4 The operating system is based on debían. Finally, for interaction with KVM both the API Libvirt 5 and KVM commands are used when Libvirt does not work properly.
In order to evaluate the proposed multiagent architecture, a series of experiments were conducted with the aim of simulating the behavior of an organization and its members in a real adaptation case. The results obtained from these experiments have made it possible to empirically evaluate whether the dynamic system responds according to its specification, dynamically adapting according to the state of the environment and the demand for services. Upon verifying the proper functioning of the organization in the simulation, the next step was to evaluate the behavior of the reallocation models that enable the dynamic adaptation of the organizational MAS. This was done through the distribution of the infrastructure resources in the CC platform among the different services offered in response to user demand.
Description of the initial state
The case study is based on a simulated Denial of Service (DoS) attack [34] using methods that expose the platform for persistence of files (FSS, File Storage Service). Concretely, the GetSize method is a complex function that uses recursion to calculate the sum of the size of the files contained in a directory.
The experiment presented below uses the same initial state as represented in Fig. 7 , where the file storage service is deployed in different nodes (VM1 and VM2), each one hosted by a different physical machine (PR1 and PR2, respectively). As a result of this deployment, the service has a high availability (it is deployed in two servers), but it is at the same time located in physical machines with different computational loads, which is what occurs in a real environment, since both physical machines host other virtual machines that correspond to other services from the CC platform. In other words, the physical server PR1 has many available and unassigned resources, while PR2 has no available resources and the machines it hosts have a high computational load. This starting point, in addi-tion to being didactic and easy to understand, reflects the typical deployment of any service in a CC environment. Likewise, Fig. 7 also shows the main agents that intervene in the readaptation process in the case study.
Development of the case study
In order to evaluate the readaptation of the infrastructure at a micro level, the first experiments are conducted during which an execution thread is progressively launched every second, up to a maximum of 10 s (10 threads). In this case, each thread continuously queries the GetSize web service from the file storage service. As previously indicated, this method is complex, since it performs recursive internal queries to find out the size of the object (file or directory). The QoS for the service is considered to be adequate when the response time to a query does not exceed 2.5 s.
The result of the experiment is presented in Fig. 8 , which shows a graph with the response time for the GetSize method for the duration of the test. Once the system detects that the QoS level in the service has decreased, that is, when the average response time is greater than 2.5 s, it automatically initiates an adaptation process for the infrastructure at a micro level. As indicated in Fig. 8 , once the auto-adapt process is complete and the value of the weights have been adjusted, we can see that the response time for the service returns to a value less than the acceptable QoS levels (less than 2.5 s).
We will now provide a detailed description of the process that was carried out during the distribution of infrastructure resources at a micro level. The algorithm begins when the Service Monitor agent detects that the QoS level associated with the service has reduced progressively, exceeding the acceptable minimum response time (2.5 s). The Service Supervisor then uses the QoS data for the service and decides to initiate the process for the redistribution of infrastructure resources at the micro level. The complete process is shown in Fig. 9 .
The Service Supervisor agent first sends a message (Step 1, Fig. 9 ) to each of the Local Manager agents for each physical machine (PR1 and PR2) that hosts the worker nodes for the service in order to inform them that the FSS needs more resources.
This message will also indicate the weight for each node in the request balancing process. Each Local Manager agent uses this information independently to determine the amount of additional resources that it can allocate to the service. To do so, the Local Manager agent for each machine asks its Local Monitor counterpart agent for information about the state of each machine; in other words, the instantiation I t PR that characterizes the physical equipment. The Local Manager agent retrieves all the local information that it uses to carry out the decision-making process. The next step is to determine how many resources (vCPU and memory) it can provide to the host node, which needs a greater amount of resources to handle existing demand. Once the reasoning process has finished, the two Local Manager agents located in PR1 and PR2 individually notify the Service Supervisor agent of the results of the provision of services process (PR1 provides more resources while PR2 does not).
Once the individual reasoning process for each physical server has finished, the two Local Manager agents located in PR1 and PR2 individually notify (Step 2, Fig. 9 ) the Service Supervisor of the results for the provision of services process. Once this information has been received, the Service Supervisor will not perform any additional action, since at this point at least one of the physical nodes (in this case both) has provided more resources for the service experiencing difficulties. In the meantime, the Service Monitor agent balances the weights to adjust demand to the ability of the nodes to provide the new resources. According to this new adjustment in the weights of the nodes, the Service Supervisor will not take any additional action if the average response time of the service decreases (less than the threshold of 2.5 s, as was the case).
The previously detailed experiment allowed us to analyze and validate the behavior of the MAS architecture and the proposed micro distribution algorithm in a specified performance test. In this experiment, the approach is applied to a method that requires high processing from the server side. As shown, the system fits properly, reducing response times to service difficulties. The algorithm allows a moderate allocation of resources for the computational resources that are assigned but not used, which suggests that it also maximizes the efficiency of the CC system as a whole. Furthermore, this method no longer requires an allocation of resources at a larger level (macro), which usually has a greater impact on the services provided by the CC platform.
In the same case study, similar to the previous experiment, additional experiments were conducted with other FSS methods. The results were also satisfactory. For example, Fig. 10 shows how the algorithm behaves with getFolderContent method, which has low complexity. As shown, the response time for petitions at the beginning of the experiment increases considerably; however, once the adaptation is produced, the response times are reduced mostly staying within the limit (1.8 s). In this case, the reduction is not as great as with the previous case, since the characteristics of the function do not require computational power; therefore, in this case the bottleneck is at the persistence level of the information.
Finally, the last experiment is focused on an aggressive performance test, where the proposed algorithm is also able to adapt the CC resources and improve response times. In this experiment, the increase of requests is very aggressive at first, but subsequently remains constant, which results in a stable response rate, although not within the acceptable limit, as shown in Fig. 11 . When the adaption is reached by the MAS architecture, the average response time decreases significantly. However, this adaptation does not completely solve the problem, which would make this one case where the Service Supervisor agent should assess whether a macro allocation is needed.
Discussion
The previous section provided an empirical evaluation and validation in a case study of a MAS architecture and the adaptation models proposed within the framework of this research work. The experiments conducted have made it possible to validate various aspects as explained in detail below.
An empirical comparison of the proposed model with other existing approaches in the state of the art is not possible, since it is difficult to recreate the computational environments and/or simulation in which they were evaluated. However, it is possi-ble to perform a theoretical comparison of the proposed approach with respect to other studies in the current state of the art. First, the proposed model follows a distributed approach to solve the problem, which is completely different from other studies in the state of the art [37, 8] . This approach, which has been demonstrated to be valid for the distribution of computational resources in this type of CC environment, presents certain advantages with respect to availability since there is not just one component in charge of the distribution of resources; instead, it is the system itself that reorganizes through the individual adaptation of its components.
Furthermore, in the approaches in the current state of the art, the execution of the assignment algorithms is a complex task that requires a great deal of computational time and power [22] . In contrast, the proposed model simplifies the search for an appropriate solution to the problem because (i) it distributes the computational needs among different computational nodes. Moreover, the computational needs (represented by Local Manager and Local Monitor) are isolated within the resources associated with the physical server which can be configured. (ii) There are fewer values to consider since each node need only consider the data for its own resources. Finally, (iii) each node can autonomously apply a partial solution to the problem, thus eliminating the need to coordinate at the global level of the platform. In terms of the specific adaptation algorithms, the proposed solution uses optimization techniques, which have been previously used [27] , but never following a distributed approach.
The other big difference in this research with regard to other approaches in the current state of the art is the minimum unit of distribution. While the minimum unit in the state of the art is usually the virtual machine [11, 8] , this research considers the minimum units to be the number of vCPUs and the virtual memory assigned to each virtual machine in the infrastructure. With this approach it is possible to distinguish the micro and the macro level in the reallocation of infrastructure resources, which makes it possible to solve the problem of demand without needing to instantiate virtual machines, which is in itself an energy efficient solution that maximizes the use of active computational resources while minimizing costs.
Conclusions
Thus, the architectural model developed in this research satisfies the objectives proposed at the beginning of the work. Specifically, this research validates that a VO-based architecture of MAS is able to act properly to monitor and control a CC environment. Also, a distributed RA algorithm was designed. The proposed approach for the allocation of resources is carried out on each node of the CC, and ultimately permits an improvement in the efficiency of the CC environment, minimizing the percentage of underused resources. Finally, both the MAS and the algorithm were tested in a real environment, making it easy to evolve both to a CC production.
However, we would propose the following lines of work that will be undertaken over a short and long term basis as a complement to the initially established objectives: (i) to extend the distribution algorithms for computational resources using two main objectives. First, we aim to adapt the proposed dynamic self-adapting model to then include all of the software layers of a CC system, including the persistence layer. And, (ii) to extend the proposed adaptation model to include other infrastructure products, especially those that allow high-performance computing centered on the massive analysis of data.
