A decreasing sequence of upper bounds on the largest Laplacian eigenvalue of a graph  by Rojo, Oscar & Rojo, Héctor
Linear Algebra and its Applications 381 (2004) 97–116
www.elsevier.com/locate/laa
A decreasing sequence of upper bounds on
the largest Laplacian eigenvalue of a graph
Oscar Rojo a ,∗,1, Héctor Rojo b
aDepartamento de Matemáticas, Universidad Católica del Norte, Casilla 1280, Antofagasta, Chile
bDepartamento de Matemáticas, Universidad de Antofagasta, Casilla 170, Antofagasta, Chile
Received 23 May 2001; accepted 7 October 2003
Submitted by R.A. Brualdi
Abstract
Let G be a simple graph. In this paper, we obtain a sequence (bp)∞p=1 of upper bounds on
the largest eigenvalue λ1(G) of the Laplacian matrix of G. Then, we show that this sequence
converges to λ1(G) and that (b2p )∞p=0 is a monotone strictly decreasing sequence except if G
is a complete graph or G is a star graph or G is a regular complete bipartite graph. For these
graphs, bp = λ1(G) for all p. The bounds b1 and b2 are discussed.
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1. Introduction
Let G = (V ,E) be a graph with vertex set V = {v1, v2, . . . , vn} and edge set E.
Let A(G) be the adjacency matrix of G and let D(G) be the diagonal matrix of
vertex degrees. The Laplacian matrix of G is L(G) = D(G) − A(G). Clearly, L(G)
is a real symmetric matrix. From this fact and Geršgorin’s Theorem, it follows that
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its eigenvalues are nonnegative real numbers. Moreover, since its rows sum to 0,
0 is the smallest eigenvalue of L(G) with the all ones vector as eigenvector. The
eigenvalues of L(G) are denoted by
λ1(G)  λ2(G)  · · ·  λn−1(G)  λn(G) = 0.
For simplicity of notation, we write L(G) = L and λi(G) = λi , i = 1, . . . , n,
when no confusion can arise. In [1, Theorem 1, p. 143], it is proved that if λ is
an eigenvalue of L then λ  n and that the multiplicity of 0 equals the number of
components of G. Then, G is a connected graph if and only if λn−1 > 0.
Upper bounds for λ1 are due to Anderson and Morley [1], Li and Zhang [5,7],
Merris [8], Li and Pan [6], Rojo et al. [9] and Das [4].
In Section 2, we review an inequality for real numbers with sum equal to 0 and
we derive an inequality for nonnegative real numbers. These inequalities play an
important role in this paper. In Section 3, we obtain a sequence (bp)∞p=1 of upper
bounds on the largest eigenvalue λ1 of L. Then, we show that this sequence con-
verges to λ1 and that (b2p )∞p=0 is a monotone strictly decreasing sequence except if
G is a complete graph or G is a star graph or G is a regular complete bipartite graph.
For these graphs, bp = λ1 for all p. Finally, Section 4 is devoted to the study of the
bounds b1 and b2.
2. Some useful inequalities
Lemma 1. If d1, d2, . . . , dm+1 are real numbers such that d1 + d2 + · · · + dm+1 =
0, then
d2s 
m
m + 1
m+1∑
j=1
d2j , (1)
where |ds | = max1km+1 |dk|. The equality holds if and only if dk = − dsm for all
k /= s.
Proof. Clearly, the minimum value of the function
f (x1, x2, . . . , xm) = x21 + x22 + · · · + x2m + 1,
subject to the constraint
x1 + x2 + · · · + xm = 1, (2)
is attained at ( 1
m
, 1
m
, . . . , 1
m
) and
f
(
1
m
,
1
m
, . . . ,
1
m
)
= m + 1
m
.
Thus, if (x1, x2, . . . , xm) satisfies (2) then
x21 + x22 + · · · + x2m + 1 
m + 1
m
(3)
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and the equality in (3) occurs if and only if xk = 1m for k = 1, 2, . . . , m. Let |ds | =
max1km+1 |dk|. If ds = 0 then (1) trivially holds. Suppose ds /= 0. From the
hypothesis d1 + d2 + · · · + dm+1 = 0, we obtain∑
j /=s
(
−dj
ds
)
= 1.
Using the result of the optimization problem considered above, we conclude that∑
j /=s
d2j
d2s
+ 1  m + 1
m
with equality if and only if dk = − dsm for all k /= s. Thus, the lemma follows. 
We introduce the following notations:
e = (1, 1, . . . , 1)
D = Rm − {λe : λ ∈ R}
C = {x = (x1, x2, . . . , xm) : 0  xk  1, k = 1, 2, . . . , m}
E = {x = (1, x2, . . . , xm) : 0  xm  xm−1  · · ·  x2  1}
xp = (xp1 , xp2 , . . . , xpm) for x = (x1, x2, . . . , xm) ∈ Rm and p a natural number〈x, y〉 =∑mk=1 xkyk for x, y ∈ Rm∇g(x) = (∂1g(x), ∂2g(x), . . . , ∂mg(x)) denotes the gradient of a differentiable
function g at the point x, where ∂kg(x) is the partial derivative of g with respect to
xk , evaluated at x.
Clearly, if x ∈ E then xp ∈ E.
Let v1, v2, . . . , vm be the points
v1 = (1, 0, . . . , 0)
v2 = (1, 1, 0, . . . , 0)
v3 = (1, 1, 1, 0, . . . , 0)
.
.
vm−2 = (1, 1, . . . , 1, 0, 0)
vm−1 = (1, 1, . . . , 1, 1, 0)
vm = (1, 1, . . . , 1, 1) = e.
If x = (1, x2, x3, . . . , xm−1, xm) ∈ E then x is a convex combination of v1, v2, . . . ,
vm−1, vm. In fact,
x = (1 − x2)v1 + (x2 − x3)v2 + (x3 − x4)v3 + · · ·
+(xm−2 − xm−1)vm−2 + (xm−1 − xm)vm−1 + xmvm.
We define the function
f (x) =
∑m
k=1 xk
m
+
√
m − 1
m
√√√√√ m∑
k=1
x2k −
(∑m
j=1 xj
)2
m
(4)
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and the linear functional
a(x) =
∑m
j=1 xj
m
where x = (x1, x2, . . . , xm) ∈ Rm.
We observe that
m∑
k=1
x2k −
(
∑m
j=1 xj )2
m
=
m∑
k=1
(xk − a(x))2 = ‖x−a(x)e‖22.
Then
f (x) = a(x) +
√
m − 1
m
‖x−a(x)e‖2. (5)
Properties of the function f are given in the following lemmas.
Lemma 2. The function f has continuous first partial derivatives on D and for
x = (x1, x2, . . . , xm) ∈ D and 1  k  m,
∂kf (x) = 1
m
+ m − 1
m
xk − a(x)
f (x) − a(x) , (6)
m∑
k=1
∂kf (x) = 1 (7)
and
〈∇f (x), x〉 = f (x). (8)
Proof. From
f (x) =
∑m
k=1 xk
m
+
√
m − 1
m
√√√√ m∑
k=1
(xk − a(x))2,
it is clear that f is differentiable at every point x /= a(x)e. Now, from (4),
∂kf (x) = 1
m
+
√
m − 1
m
xk −
∑m
j=1 xj
m√∑m
i=1 x2i −
(∑m
j=1 xj
)2
m
, 1  k  m,
which is a continuous function on D. Taking in consideration (5) the preceding for-
mula becomes
∂kf (x) = 1
m
+ m − 1
m
xk − a(x)
f (x) − a(x) .
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Then,
∑m
k=1 ∂kf (x) = 1. Finally,
〈∇f (x), x〉 =
m∑
k=1
xk∂kf (x)
=
∑m
k=1 xk
m
+ m − 1
m
∑m
k=1 x2k − a(x)
∑m
k=1 xk
f (x) − a(x)
= a(x) +
√
m − 1
m
‖x − a(x)e‖2 = f (x). 
Lemma 3. The function f is convex on C. More precisely, for x, y ∈ C and t ∈
[0, 1],
f ((1 − t)x + ty)  (1 − t)f (x) + tf (y)
with equality if and only if
x − a(x)e = α(y − a(y)e) (9)
for some α  0.
Proof. Clearly C is a convex set. Let x, y ∈ C and t ∈ [0, 1]. Then
f ((1 − t)x + ty) (10)
= a ((1 − t)x + ty) +
√
m − 1
m
‖(1 − t)x + ty − a ((1 − t)x + ty) e‖2
= (1 − t)a(x) + ta(y) +
√
m − 1
m
‖(1 − t) (x − a(x)e) + t (y − a(y)e)‖2 .
Moreover,
‖(1 − t)(x − a(x)e) + t (y − a(y)e)‖22
= 〈(1 − t)(x − a(x)e) + t (y − a(y)e), (1 − t)(x − a(x)e) + t (y − a(y)e)〉
= (1 − t)2‖x − a(x)e‖22 + 2(1 − t)t〈x − a(x)e, y − a(y)e〉 + t2‖y − a(y)e‖22.
At this point, we recall the Cauchy–Schwarz inequality to obtain
〈x − a(x)e, y − a(y)e〉  ‖x − a(x)e‖2‖y − a(y)e‖2 (11)
with equality if and only if x − a(x)e = α(y − a(y)e) for some α. It is easy to see
that
〈α(y − a(y)e), y − a(y)e〉 = ‖α(y − a(y)e)‖2‖y − a(y)e‖2
implies α  0. Thus
‖(1 − t)(x − a(x)e) + t (y − a(y)e)‖2
 (1 − t)‖x − a(x)e‖2 + t‖y − a(y)e‖2 (12)
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with equality if and only if (9) holds for some α  0. From (10) and (12), the lemma
follows. 
Lemma 4. If x = (x1, x2, . . . , xm) ∈ C then
f (x) 
m∑
k=1
xk. (13)
Proof. If x = (0, 0, . . . , 0) = 0 then the equality in (13) holds. Let x ∈ C, x /= 0.
Then,
∑m
k=1 xk > 0 and
f
(
1∑m
k=1 xk
x
)
= 1∑m
k=1 xk
f (x). (14)
Since f is a convex function on C,
f
(
1∑m
k=1 xk
x
)
 x1∑m
k=1 xk
f (1, 0, 0, . . . , 0) + x2∑m
k=1 xk
f (0, 1, 0, . . . , 0)
+ . . . + xm∑m
k=1 xk
f (0, 0, . . . , 0, 1).
A direct computation shows that
f (1, 0, . . . , 0) = f (0, 1, 0, . . . , 0) = · · · = f (0, . . . , 0, 1) = 1.
Therefore
f
(
1∑m
k=1 xk
x
)
 1. (15)
From (14) and (15), the lemma follows. 
Lemma 5. For x, y ∈ E− {e},
f (x)  〈∇f (y), x〉
with equality if and only if (9) holds for some α > 0.
Proof. Clearly E is a convex subset of C. Then, f is a convex function on E. More-
over, f is a differentiable function on E− {e}. Let x, y ∈ E− {e}. For all t ∈ [0, 1],
f (tx + (1 − t)y)  tf (x) + (1 − t)f (y).
Thus, for 0 < t  1,
f (y + t (x − y)) − f (y)
t
 f (x) − f (y).
Letting t → 0+ yields
lim
t→0+
f (y + t (x − y)) − f (y)
t
= 〈∇f (y), x − y〉  f (x) − f (y).
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Hence
f (x) − f (y)  〈∇f (y), x〉 − 〈∇f (y), y〉.
Now, we use the fact 〈∇f (y), y〉 = f (y) to conclude
f (x)  〈∇f (y), x〉.
The equality in all the above inequalities holds if and only if x − a(x)e = α(y −
a(y)e) for some α  0. In fact α must be positive, since α = 0 implies that
x = e. 
Corollary 6. For x ∈ E− {e},
f (x)  〈∇f (x2), x〉, (16)
where ∇f (x2) is the gradient of f with respect to x evaluated at x2. The equality in
(16) holds if and only if x is one of the following convex combinations
xi (t) = te + (1 − t)vi , i = 1, 2, . . . , m − 1, some t ∈ [0, 1). (17)
Proof. Let x = (1, x2, x3, . . . , xm) ∈ E− {e}. Then, x2 ∈ E− {e}. Using Lemma
5, we obtain
f (x)  〈∇f (x2), x〉
with equality if and only if
x − a(x)e = α(x2 − a(x2)e) (18)
for some α > 0. Thus, we have proved (16). In order to complete the proof, we
observe that condition (18) is equivalent to
x − αx2 = a(x − αx2)e (19)
for some α > 0. Since x1 = 1, (19) is equivalent to
1 − α = x2 − αx22 = x3 − αx23 = · · · = xm − αx2m (20)
for some α > 0. Hence, (18) is equivalent to (20).
Suppose that (20) is true. Let i denote the first index such that xi < 1 (such an
index exists since x /= e). For each l  1 we have
1 − α = xi − αx2i = xi+l − αx2i+l .
Hence, 1 = α(1 + xi), and if xi /= xi+l then we have 1 = α(xi + xi+l ) < α(xi + 1),
a contradiction. Therefore, xi+l = xi and thus x is one of the convex combinations
in (17).
Conversely, if x is any of the convex combinations in (17) then (20) holds by
choosing α = 11+t . 
Lemma 7. If x = (1, x2, x3, . . . , xm) ∈ E then f (x)  1 and f (x) = 1 if and only
if x1 = 1 and x2 = x3 = · · · = xm.
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Proof. We have
(1 − a(x)) + (x2 − a(x)) + · · · + (xm − a(x)) = 0.
We apply Lemma 1 to x − a(x)e. Then
1 − a(x) max
{
1 − a(x), max
2km
|xk − a(x)|
}
(21)

√
m − 1
m
√√√√√1 + m∑
k=2
x2k −
(
1 +∑mj=2 xj)2
m
Therefore
1 − a(x) 
√
m − 1
m
‖x − a(x)e‖22.
This proves 1  f (x). Suppose x2 = x3 = · · · = xm = t . Then
f (x) = 1 + (m − 1) t
m
+
√
m − 1
m
√
1 + (m − 1)t2 − (1 + (m − 1)t)
2
m
= 1 + (m − 1)t
m
+
√
m − 1
m
×
√
m + m(m − 1)t2 − 1 − 2(m − 1)t − (m − 1)2t2
m
= 1 + (m − 1)t
m
+
√
m − 1
m
√
(m − 1)(1 − 2t + t2)
m
= 1 + (m − 1)t
m
+ (m − 1)(1 − t)
m
= 1.
Conversely, if f (x) = 1 then the equality holds in each of the inequalities in (21)
and thus x2 = x3 = · · · = xm.
The solution to the following optimization problem plays a relevant role in our
study. 
Problem 1. Let
F : Rm → R
given by
F(x) = f 2(x) − f
(
x2
)
. (22)
We want to find minx∈E F(x). That is, find
min F(x)
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subject to the constraints
h1(x) = x1 − 1 = 0
hi(x) = xi − xi−1  0, 2  i  m
hm+1(x) = −xm  0.
Lemma 8. 1. If x ∈ E− {e} then ∑mk=1 ∂F (x)  0 with equality if and only if x is
one of the convex combinations xk(t) in (17).
2. If x = xN(t) with 2  N  m − 1 then
∂1F(x) = ∂2F(x) = · · · = ∂NF(x) > 0 (23)
and
∂N+1F(x) = ∂N+2F(x) = · · · = ∂mF(x) < 0. (24)
Proof. 1. The function F has continuous first partial derivatives onD and for x ∈ D
and 1  k  m,
∂kF (x) = 2f (x)∂kf (x) − 2xk∂kf (x2).
By (7)
m∑
k=1
∂kF (x) = 2f (x)
m∑
k=1
∂kf (x) − 2
m∑
k=1
xk∂kf (x
2)
= 2f (x) − 2〈∇f (x2), x〉.
It follows from Corollary 6 that
∑m
k=1 ∂kF (x)  0 with equality if and only if xi =
te + (1 − t)vi , i = 1, . . . , m − 1.
2. Let x = xN(t) with 2  N  m − 1 be fixed. Then, x = te + (1 − t)vN , some
t ∈ [0, 1). Thus, x1 = x2 = · · · = xN = 1, xN+1 = xN+2 = · · · = xm = t . By
Lemma 7, f (x) > 1. Moreover,
f (x) − a(x) =
√
m − 1
m
√
N + (m − N)t2 − (N + (m − N)t)
2
m
=
√
m − 1
m
×
√
mN + m(m − N)t2 − N2 − 2N(m − N)t − (m − N)2t2
m
=
√
m − 1
m
√
N(m − N)(1 − t).
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Replacing this result in (6), we obtain
∂1f (x) = ∂2f (x) = · · · = ∂Nf (x)
= 1
m
+ m − 1
m
1 − a(x)
f (x) − a(x)
= 1
m
+ √m − 1 1 −
N+(m−N)t
m√
N(m − N)(1 − t)
= 1
m
+
√
m − 1
m
√
m − N√
N
> 0.
Similarly
f (x2) − a(x2) =
√
m − 1
m
√
N(m − N)(1 − t2)
and
∂1f (x
2) = ∂2f (x2) = · · · = ∂Nf (x2)
= 1
m
+
√
m − 1
m
√
m − N√
N
> 0.
Therefore
∂1F(x) = ∂2F(x) = · · · = ∂NF(x)
= f (x)∂1f (x) − ∂1f (x2) = (f (x) − 1)∂1f (x) > 0.
We have proved (23). We can easily see that
∂N+1F(x) = ∂N+2F(x) = · · · = ∂mF(x).
We have
∑m
k=1 ∂kF (x) = 0. Hence
m∑
k=N+1
∂kF (x) = (m − N)∂N+1F(x) = −
N∑
k=1
∂kF (x) < 0.
Thus (24) follows. 
We recall the following necessary condition for the existence of a minimum in
non-linear programming:
Theorem 9 ([3, Theorem 9.2–4, (1)]). Let J :  ⊆ V be a function defined over
an open, convex subset  of a Hilbert space V and
U = {v ∈  : ϕi(v)  0, 1  i  n}
a subset of , the constraints ϕi :  → R, 1  i  n, being assumed to be convex.
Let u ∈ U be a point at which the functions ϕi, 1  i  m, and J are differentiable.
O. Rojo, H. Rojo / Linear Algebra and its Applications 381 (2004) 97–116 107
If the function J has at u a relative minimum with respect to the set U and if the
constraints are qualified, then there exist numbers λi(u), 1  i  n, such that the
Kuhn–Tucker conditions{∇J (u) +∑ni=1 λi(u)∇ϕi(u) = 0
λi(u)  0, 1  i  n,
∑m
i=1 λi(u)ϕi(u) = 0
are satisfied.
The convex constraints ϕi in the above necessary condition are said to be qualified
if either all the functions ϕi are affine and the set U is non-empty or there exists a
point w ∈  such that for each i, ϕi(w)  0 with strict inequality holding if ϕi is not
affine.
The solution to the problem 1 is given in the following theorem.
Theorem 10
min
x∈E F(x) = 0 = F(1, t, t, . . . , t)
for any t ∈ [0, 1].
Proof. We observe that E is a compact set and F is a continuous function on E.
Then, there exists x0 ∈ E such that F(x0) = minx∈E F(x). The proof is based on
the application of the necessary condition given in the preceding theorem. In prob-
lem 1, we have  = V = Rm with the inner product 〈x, y〉 =∑mk=1 xkyk , ϕi(x) =
hi(x), 1  i  m + 1, U = E and J = F . The functions hi, 2  i  m + 1, are
linear. Therefore, they are convex and affine. In addition, the function h1(x) = x1 −
1 is affine and convex and E is non-empty. Consequently, the functions hi, 1 
i  m + 1, are qualified. Moreover, these functions and the objective function F are
differentiable at any point in E− {e}. The gradients of the constraint functions are
∇h1(x) = (1, 0, 0, 0, . . . , 0) = e1
∇h2(x) = (−1, 1, 0, 0, . . . , 0)
∇h3(x) = (0,−1, 1, 0, . . . , 0)
.
.
∇hm−1(x) = (0, 0, . . . , 0,−1, 1, 0)
∇hm(x) = (0, 0, . . . , 0,−1, 1)
∇hm+1(x) = (0, 0, . . . , 0,−1).
Suppose that F has a relative minimum at x ∈ E− {e} with respect to the set E.
Then, there exist λi(x)  0 (for brevity λi = λi(x)), 1  i  m + 1, such that the
Kuhn–Tucker conditions:
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∇F(x) +
m+1∑
i=1
λi∇hi(x) = 0
and
m+1∑
i=1
λihi(x) = 0
hold. Hence
∇F(x) + (λ1 − λ2, λ2 − λ3, λ3 − λ4, . . . , λm − λm+1) = 0 (25)
and
λ2(x2 − 1) + λ3(x3 − x2) + · · · + λm(xm − xm−1) + λm+1(−xm) = 0. (26)
From (26), as λi  0, 1  i  m + 1 and 0  xm  xm−1  · · ·  x2  1, we have
λk(xk−1 − xk) = 0, 2  k  m, and λm+1xm = 0. (27)
Now, from (25),
m∑
k=1
∂kF (x) + λ1 − λm+1 = 0. (28)
We have the cases xm > 0 and xm = 0.
Case 1: xm > 0. In this case, λm+1xm = 0 implies λm+1 = 0. Thus, (28) becomes
m∑
k=1
∂kF (x) + λ1 = 0. (29)
From Lemma 8,
∑m
k=1 ∂kF (x)  0 with equality if and only if x is one of the con-
vex combinations in (17). Since λ1  0, (29) implies
∑m
k=1 ∂kF (x) = 0. Hence, x is
one of the convex combinations in (17). Let x = xN(t) = te + (1 − t)vN, 2  N 
m − 1 and t ∈ [0, 1). Then, x1 = x2 = · · · = xN = 1, xN+1 = xN+2 = · · · = xm =
t and hN+1(x) = t − 1 < 0. From (27), we obtain λN+1 = 0. Moreover, from (25),
∂N+1F(x) + λN+1 − λN+2 = 0.
Therefore, ∂N+1F(x) = λN+2  0. This contradicts (24). Thus, x /= xN(t) for N =
2, 3, . . . , m − 1 and t ∈ [0, 1). Consequently, x = x1(t) for some t ∈ [0, 1).
Case 2: xm = 0. Let l be the largest index such that xl > 0, so that xl+1 = 0. From
(26)
λ2(x2 − 1) + λ3(x3 − x2) + · · · + λl(xl − xl−1) + λl+1(−xl) = 0.
Then
λk(xk−1 − xk) = 0, 2  k  l, and λl+1xl = 0.
Thus λl+1 = 0. We show now that λl+1 = 0 implies λl+2 = 0. Applying (25), we
obtain ∂l+1F(x) = λl+2  0. Moreover,
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1
2
∂l+1F(x) = f (x)∂l+1f (x) − xl+1∂l+1f (x2) = f (x)∂l+1f (x)
= f (x)
(
1
m
+ m − 1
m
−a(x)
f (x) − a(x)
)
= f (x) f (x) − ma(x)
m(f (x) − a(x)) .
From Lemma 4, f (x)  ma(x). Thus, ∂l+1F(x)  0. Hence, λl+2 = 0. Similarly,
λl+2 = 0 implies λl+3 = 0. Finally, λm+1 = 0 and thus we can repeat the argument
used in case 1 to conclude that x = x1(t) for some t ∈ [0, 1).
From Lemma 7,
F(1, t, . . . , t) = f 2(1, t, . . . , t) − f (1, t2, . . . , t2) = 1 − 1 = 0
for any t ∈ [0, 1]. Hence, minx∈E F(x) = 0 = F(1, t, . . . , t) for any t ∈ [0, 1]. Thus,
the theorem has been proved. 
Theorem 11. If y1  y2  y3  · · ·  ym  0 then

∑m
k=1 y2
p
k
m
+
√
m − 1
m
√√√√√ m∑
k=1
y2
p+1
k −
(∑m
j=1 y2
p
j
)2
m


2

∑m
k=1 y2
p+1
k
m
+
√
m − 1
m
√√√√√ m∑
k=1
y2
p+2
k −
(∑m
j=1 y2
p+1
j
)2
m
(30)
for p = 0, 1, 2, . . . The equality in (30) holds if and only if y2 = y3 = · · · = ym.
Proof. If y1 = 0 then y2 = y3 = · · · = ym = 0 and the theorem is immediate. Then,
we assume y1 > 0. Let p be a nonnegative integer and let xk = yky1 for k = 1, 2, . . . ,
m. Clearly, 1 = x2p1  x2
p
2  x2
p
3  · · ·  x2
p
m  0. From Theorem 10, we have
f 2(1, x2
p
2 , x
2p
3 , . . . , x
2p
m )  f (1, x2
p+1
2 , x
2p+1
3 , . . . , x
2p+1
m ),
that is,
1 +
∑m
k=2 x2
p
k
m
+
√
m − 1
m
√√√√√1 + m∑
k=2
x2
p+1
k −
(
1 +∑mj=2 x2pj )2
m


2

1 +∑mk=2 x2p+1k
m
+
√
m − 1
m
√√√√√1 + m∑
k=2
x2
p+2
k −
(
1 +∑mj=2 x2p+1j )2
m
(31)
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with equality if and only if x2 = x3 = · · · = xm. Multiplying (31) by y2p+11 the
inequality in (30) is obtained with equality if and only if y2 = y3 = · · · = ym. 
3. A decreasing sequence converging to λ1(G)
We recall that the p-norm and the infinity-norm of a vector x = (x1, x2, . . . , xm)
are:
‖x‖p =
(
m∑
i=1
|xi |p
)1/p
, 1  p < ∞, and
‖x‖∞ = max
i
|xi |.
It is well known that limp→∞ ‖x‖p = ‖x‖∞.
Throughout this section,  = (λ1, λ2, . . . , λn−1) where λ1  λ2  · · ·  λn−1 
0. In particular, λ1  λ2  · · ·  λn−1  λn = 0 can be the eigenvalues of L(G).
We define the sequence (bp)∞p=1 by
bp =

 ‖‖pp
n − 1 +
√√√√n − 2
n − 1
(
‖‖2p2p −
‖‖2pp
n − 1
) 
1/p
.
Theorem 12. For all p, λ1  bp with equality if and only if λ2 = λ3 = · · · = λn−1.
Proof. If λ1 = 0 then bp = 0 for all p. Let λ1 > 0. By Lemma 7,
b
p
p = f (λp1 , λp2 , . . . , λpn−1)
= λp1 f
(
1,
λ
p
2
λ
p
1
, . . . ,
λ
p
n−1
λ
p
1
)
 λp1
with equality if and only λ2 = λ3 = · · · = λn−1. 
Lemma 13
bp < ‖‖2p.
Proof. Let
fp(x) = x2p − 2‖‖
p
p
n − 1 x
p + 1
n − 1‖‖
2p
p − n − 2
n − 1‖‖
2p
2p.
It follows immediately that bp is the largest root of fp(x) = 0.
O. Rojo, H. Rojo / Linear Algebra and its Applications 381 (2004) 97–116 111
If λ1 = λ2 = · · · = λn−1 then
bp = λ1 <
(
n−1∑
k=1
λ
2p
k
)1/2p
= ‖‖2p.
Suppose now λi /= λj for some i /= j . From the Cauchy–Schwarz inequality
‖‖2p2p >
‖‖2pp
n − 1 .
Both bp and ‖‖2p lie in the interval
( ‖‖p
p
√
n−1 ,∞
)
. In fact,
bp >
‖‖p
p
√
n − 1
and
‖‖p
p
√
n − 1 <
‖‖p
2p√
n − 1  ‖‖2p.
Evaluating the function fp(x) at x = ‖‖2p, we have
fp(‖‖2p) = ‖‖2p2p −
2‖‖pp
n − 1 ‖‖
p
2p +
1
n − 1‖‖
2p
p − n − 2
n − 1‖‖
2p
2p
= 1
n − 1 (‖‖
p
2p − ‖‖pp)2 > 0.
Using the fact that fp is a strictly increasing function on the interval (
‖‖p
p
√
n−1 ,∞), we
conclude bp < ‖‖2p. 
Theorem 14. The sequence (bp)∞p=1 converges to λ1.
Proof. We have
λ1  bp < ‖‖2p for all p.
Then, 0  |bp − λ1| = bp − λ1 < ‖‖2p − λ1 for all p. Since limp→∞ ‖‖2p = λ1,
it follows that the sequence (bp) converges and limp→∞ bp = λ1. 
Theorem 15. If λ2 = λ3 = · · · = λn−1 then bp = λ1 for all p. If λi < λj for some
i > j > 1 then the sequence (b2p )∞p=0 is strictly decreasing.
Proof. We remember that
b2p =

‖‖2p2p
n − 1 +
√√√√n − 2
n − 1
(
‖‖2p+12p+1 −
‖‖2p+12p
n − 1
) 
1/2p
,
where  = (λ1, λ2, . . . , λn−1). Applying the inequality (30) to λ1  λ2  · · ·
 λn−1, we obtain
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

∑n−1
k=1 λ2
p
k
n − 1 +
√
n − 2
n − 1
√√√√√n−1∑
k=1
λ2
p+1
k −
(∑n−1
j=1 λ2
p
j
)2
m


2

∑n−1
k=1 λ2
p+1
k
n − 1 +
√
n − 2
n − 1
√√√√√n−1∑
k=1
λ2
p+2
k −
(∑n−1
j=1 λ2
p+1
j
)2
m
.
Therefore, b2p+12p  b2
p+1
2p+1 . That is, b2p  b2p+1 . The equality in all the above inequal-
ities takes place if and only if λ2 = λ3 = · · · = λn−1. In this case, for any p,
bp = λ1.
The proof is finished. 
Remark 1. It is know that
1. If G = K1,n−1 is a star graph then
λ1 = n, λ2 = λ3 = · · · = λn−1 = 1.
2. If G = Km,m, n = 2m, is a regular complete bipartite graph then
λ1 = n, λ2 = λ3 = · · · = λn−1 = m.
3. If G = Kn is a complete graph then
λ1 = λ2 = · · · = λn−1 = n.
From Theorem 15, it follows that for each of these graphs bp = n for all p.
Next, we show that a complete graph, a star graph and a regular complete bipartite
graph are the only connected graphs of order n for which λ2 = · · · = λn−1.
Theorem 16. If G is a connected graph such that
λ1  λ2 = λ3 = · · · = λn−1
then G is a complete graph or G is a star graph or G is a regular complete bipartite
graph.
Proof. We first consider λ1 = λ2. From the spectral theorem for real symmetric
matrices, we obtain L =
(
I − 1
n
J
)
λ1, where J is the all ones matrix. Since the off-
diagonal entries of L are 0 or −1, it follows that λ1 = n and therefore G = Kn. We
now consider λ1 > λ2. Let v be an eigenvector of length 1 corresponding to λ1. In
this case, from the spectral theorem for real symmetric matrices, we have
L = λ1vvT + λ2
(
I − vvT − 1
n
J
)
= λ2I + (λ1 − λ2)vvT − λ2
n
J.
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Since λ1  n and λ2 < λ1, we have λ2 < n. Observe that since the off-diagonal
entries of L are either 0 or −1, if some vi = 0 then λ2 = n, which is a contradiction.
Hence, vi /= 0, 1  i  n. Considering the off-diagonal entries of L, we see that
for any i and j , (λ1 − λ2)vivj − λ2n is either 0 or −1. Hence there are at most two
different values the v′is can take on. Since v has length 1 and its entries sum to 0,
without loss of generality we can assume that for some 2  k  n − 1,
v =


√
n−k
kn
ek
−
√
k
(n−k)nen−k

 ,
where the subscripts on e denote the order of the vector. This partitioning of v yields
an analogous partitioning of L. Considering the (1,2) block of that partitioning of L
(which has entries −λ1
n
), it follows that λ1 = n. Since λ2 < n, it follows that the (1,1)
block of L contains an off-diagonal zero, from which we conclude that λ2 = n − k.
If k = n − 1, then G is a star graph. If k  n − 2 then by considering the (2,2) block
of L, we see that it has off-diagonal entries equal to 2k−n
n−k , which must be either
0 or −1; the former corresponds to k = n2 , so that G = Kn2 , n2 , while the latter is
impossible. 
Both Theorems 15 and 16 imply the following.
Corollary 17. If G is a connected graph and G /= Kn or G /= K1,n−1 or G /=
Km,m, n = 2m then (b2p )∞p=0 is a strictly decreasing sequence, that is, b2p+1 < b2pfor p = 0, 1, 2, . . .
4. The bounds b1 and b2
Clearly,
tr L =
n∑
i=1
di and tr L2 =
n∑
i=1
di(di + 1). (32)
Then
b1 =
∑n
i=1 di
n − 1 +
√√√√n − 2
n − 1
(
n∑
i=1
di(di + 1) −
(∑n
i=1 di
)2
n − 1
)
. (33)
This upper bound for the largest eigenvalue of the Laplacian matrix was already ob-
tained in [10]. Before considering the bound b2, we compare b1 with the bound of Li
and Pan [6]: If G is a graph with n vertices, e edges and vertex degrees d1, d2, . . . , dn
then
λ1 
2e + √(n − 2)e(n(n − 1) − 2e)
n − 1 . (34)
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For this purpose, we recall a result due to D. de Caen [2]: If G is a graph with n
vertices, e edges and vertex degrees d1, d2, . . . , dn then
d21 + d22 + · · · + d2n 
2e2
n − 1 + (n − 2)e. (35)
In [6, Theorem 2.4], it is proved that the equality in (35) holds if and only if G is
a star graph K1,n−1 or a complete graph Kn. Therefore, if G /= K1,n−1 or G /= Kn
then
b1 = 2e
n − 1 +
√√√√n − 2
n − 1
(
n∑
i=1
d2i + 2e −
4e2
n − 1
)
<
2e
n − 1 +
√
n − 2
n − 1
(
2e2
n − 1 + (n − 2)e + 2e −
4e2
n − 1
)
= 2e
n − 1 +
√
n − 2
n − 1
(
ne − 2e
2
n − 1
)
= 2e +
√
(n − 2) e (n(n − 1) − 2e)
n − 1 .
We have proved that if G /= K1,n−1 or G /= Kn then b1 is always a better upper
bound for λ1 than (34).
Now, we consider the upper bound b2. We have
b2 =

 tr L2
n − 1 +
√
n − 2
n − 1
(
tr L4 − (tr L
2)2
n − 1
)
1/2
.
We focus our attention in the term tr L4. We use k ∼ i to denote that vkvi is an edge
of G and Ni is the set of neighbours of vi . Then,
(L2)ii =
n∑
k=1
LikLki =
n∑
k=1
(Lik)
2 = (Lii)2 +
∑
k∼i
(Lik)
2 = d2i + di
and for i /= j ,
(
L2
)
ij
=
n∑
k=1
LikLkj
= LiiLij + LijLjj +
∑
k∼i,k∼j
LikLkj
= diLij + djLij + |Ni ∩ Nj |.
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Thus, the entries of L2 are
(L2)ij =


d2i + di if i = j−di − dj + |Ni ∩ Nj | if i ∼ j
|Ni ∩ Nj | if ij and i /= j
(36)
We are ready to find the trace of L4 without computing L4. We have tr L4 = ‖L2‖2F ,
where ‖L2‖F is the Frobenius norm of L2. From (36), we obtain
tr L4 =
n∑
i,j=1
|(L2)ij |2
=
∑
i=j
|(L2)ii |2 +
∑
i∼j
|(L2)ij |2 +
∑
otherwise
|(L2)ij |2
=
n∑
i=1
(d2i + di)2 + 2

 ∑
i<j,i∼j
|(L2)ij |2 +
∑
i<j,ij
|(L2)ij |2


=
n∑
i=1
(d2i + di)2 + 2

 ∑
i<j,i∼j
(di + dj − |Ni ∩ Nj |)2
+
∑
i<j,ij
|Ni ∩ Nj |2

 .
We finally get
tr L4 =
n∑
i=1
(d2i + di)2 + 2
∑
i<j,i∼j
(di + dj )(di + dj − 2|Ni ∩ Nj |)
+2
∑
i<j
|Ni ∩ Nj |2.
Remark 2. The b2 can be computed using the the formulas (32) and (37) for tr L2
and tr L4, respectively.
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