From polarization analysis on a covariance matrix, a method of S-wave splitting analysis is developed, which processes 3-component recordings simultaneously, rather than just 2 horizontal components as done traditionally. Thus not only orientation, but also dip information of fractures can be resolved. The synthetic test results show that this method is stable even for noise levels as high as 100% (S/N=1). If time window sizes are larger than roughly twice the time delay between the fast and slow S waves, the results are always reasonable even with noise levels up to 50%.The method is applied to 12 microseismic events recorded from a producing reservoir. The preliminary results suggest that stress-aligned fractures strike in NE-SW direction in the reservoir. The dips of the fractures are primarily vertical. The time difference between the fast and slow shear waves is about several tens of milliseconds per kilometer.
Introduction
S-wave splitting is a pervasive phenomenon related with seismic velocity anisotropy. When a seismic wave propagates through anisotropic media, the S-wave always splits into two approximately orthogonal polarized phases with different velocities, so called fast and slow waves respectively. This phenomenon is widely observed for rays propagating through either crust or mantle. For rays traveling through the earth mantle, people use SKS, SKKS, PKS splitting to extract the anisotropy characteristics of the mantle (i. e., Menke & Levin, 2003 , Gok et al, 2003 . For the rays sampling the upper half crust, people analyze the shear wave splitting to extract the orientation of stress-aligned cracks (Kaneshima, 1990 , Crampin & Lovell, 1991 , Crampin et al., 2002 , and use temporal variations of the time delay between the fast and slow S-waves to predicate the occurrence of a large event (i.e., Gao et al., 1998 , Crampin et al. 1999 .
For shear-wave splitting in the crustal rocks, the primary anisotropy mechanism appears to be the distribution of stress-aligned cracks, microcracks, and preferentially oriented pore space known as extensive-dilatancy anisotropy (EDA) (Crampin, Evans & Atkinson 1984 rather than the rock foliation or crystal alignment (Luschen et al., 1991) . The orientations of such cracks are usually perpendicular to the minimum compressive stress (Batzle et al., 1980; Nemat-Nasser and Horii, 1982) and the polarizations of fast/slow shear waves are observed generally parallel/perpendicular to the cracks (Crampin 1984 , 1994 . Occasionally this relation will be reversed in the presence of high pore-fluid pressure. The polarization of fast wave becomes perpendicular to the orientation of the cracks in what are known as 90º-flips Angerer et al., 2002; Crampin et al., 2002) .
At depths greater than about 500m to 1km, the minimum stress becomes horizontal. Therefore the cracks are aligned almost vertically and the rocks display an azimuth anisotropy with a vertical symmetry axis Crampin & Chastin, 2000) . This explains why previous shear-wave analyses focus on the two horizontal components. At shallower depths, the crack orientation is more complicated and the symmetry axis may not always be vertical. In structurally complex settings the orientation of cracks may be quite variable. For some carbonates, such as oolites and coccoliths, and most shales, clays and mudstones, stress-aligned shear-wave splitting does not appear. Shales, clays and mudstones are typically composed of horizontal platelets which show strong velocity anisotropy in a vertical plane and are azimuthally isotropic (Crampin and Chastin, 2000) . To address such variations, we developed a new analysis method, based on the concept of covariance of three-component recordings, which allows the orientation and the dip of the cracks to be estimated. The stability and feasibility of this method are investigated. The preliminary results for real seismogram data are also presented
Methodology
The covariance matrix method for S-wave splitting analysis was motivated by the theory of polarization filters. This technique was first introduced into seismology by Shimshoni & Smith in 1964 to measure the rectilinearity on recorded seismograms. Various applications based on this theory were then developed to detect the phase arrivals on seismograms (i.e., Lewis & Meyer, 1968; Basham & Ellis, 1969 , Montalbetti & Kanasewich, 1970 , Vedale, 1986 . Some theoretical considerations were discussed by Samson & Olson (1980) and Kanasewich (1981) 
If the polarization of signal is linear, COV just has one non-zero eigenvalue, and the corresponding eigenvector is the polarization of the signal; If the polarization of signal is planar, there are two non-zero eigenvalues, and the corresponding eigenvectors confine this plane. With these observations, the linearity P l and planarity P p can be defined as:
where [l 1 , l 2 , l 3 ] are eigenvalues of COV with l 1≥ l 2 ≥l 3 . Silver and Chan (1991) exploited this theory by applying it to the analysis of the shear-wave splitting in teleseismic recordings to extract the upper mantle anisotropy. But they just focused on only on the two horizontal components as previous S-splitting studies had done. Here we extend this method to process 3 components simultaneously for the cases where the symmetry axis of transverse isotropy is neither vertical nor horizontal.
The approach for applying this method to S-wave splitting analysis is to find the solutions satisfying the following condition: if the assigned time delay and slow (or fast) wave polarization are correct, then the output (or recovered) signal should be most linear-or planar-like, depending on the polarization of the incident wave.
For a linearly polarized incident wave, two steps are performed. Because the incident wave is split into fast and slow waves with orthogonal polarization directions, the particle motion of the output signal will be confined to the plane defined by those polarizations. The first step is to find the direction perpendicular to this plane. As we introduced above, this direction is the eigenvector corresponding to the minimum eigenvalue of the covariance matrix COV. We call this direction as V non . After this direction is found, the signals are then projected onto the plane perpendicular to V non . The second step involves rotating these two components in that plane and time-shifting one rotated component within a specified range. We then construct the covariance matrix of these two rotated and shifted components and calculate its eigenvalues. The universal minimum eigenvalue corresponds to the signals achieving the highest linearity. The corresponding eigenvector is the polarization of the incident wave, the direction on which the component was time-shifted is the polarization of the slow (or fast) wave, and the time shift is the time delay between the fast and slow waves.
For planar polarization, the splitting is determined by rotating the three components in 3D space and timeshifting each of three rotated components to achieve the highest planarity. If the time shift at one rotated component matches the time difference between fast and slow waves, and its direction is the polarization of slow wave, then one of the eigenvalues of the covariance matrix constructed from 3 component signals should be universally minimum. When a universal minimum eigenvalue is achieved, the plane defined by the two relative large eigenvalues is the particle motion plane of the incident wave.
Program Test
The capability and stability of this method are checked for 1) noise interference, and 2) the time window size in which the signal is processed. The general scheme is to construct an artificial signal with specified polarization and time differences to test the method.
For the case of a linearly polarized incident wave, the artificial signal ( Figure 1a) is constructed by projecting a linear (incident) signal onto two orthogonal directions with certain time differences. To achieve statistically meaningful results each test was simulated with 60 realizations at each noise level. The test results are given in Table 1 and Table 2 . Figure 1b shows the particle motions for input and recovered signals. In Table 1 and thereafter, (q inc , f inc ) is the polarization direction of incident waves; (q slow , f slow ) is the polarization of slow wave; (q non , f non ) is the direction of V non ; T diff is the time difference between fast and slow waves. Nt1 and Nt2 in Figure 1 are the left and right boundaries of the time window in which the data are processed. The random noise level is set relative to the maximum amplitude of the input 3-component signals. The sample rate in the artificial signal is 0.01 sec. The imposed splitting model is listed in Table 1 . Table 1 shows that even with 100% noise levels (S/N=1), the estimated polarizations and time differences are very good. The errors do increase with noise, but increase very slowly. From 0% to 100% noise levels, the polarization errors are less than 10 degrees. Table 2 shows the results for different time window sizes, which is a critical free parameter in this method. We can see that as long as the window size (NT2-NT1)*dt is larger than 2*T diff , the results are always reasonable. So it can be concluded that this method should be capable of dealing with S-wave splitting and the results should be stable even for strongly interfering signals. The insensitivity of this method to noise level is extremely useful for real data processing when the S-waves are always contaminated by other phases.
We also checked the limitations of the traditional analysis method, which processes only the horizontal components. The test results are shown in Table 3 . We can see that this approach can provide reasonable estimates of the polarization azimuth, but it is gives poor estimates of the time difference. This method should be used with caution in a situation where the cracks are dipping.
For the case of a planar incident wave, we completed a single simulation for the noise level of 0, 5%, 20%. Figure 2 shows an example of the analysis from particle motions of input and recovered signals. Table 4 gives the results. (q inc_norm , f inc_noerm ) is the direction perpendicular to the particle motion plane defined by the incident wave. We can say from current results that this method is feasible at least for low noise levels.
Preliminary Results for Real Seismogram Data
We applied above method onto the seismograms recorded at a producing reservoir. There are five stations, composing a small-aperture seismic monitoring network (Figure 3) . The geophones are placed in the subsurface at depths of abou150m so the recordings are free from the surface noise, and for shear-wave splitting analysis, they are also free of the distortion from the S-to-P head wave generated at the surface. A total of 12 events have been processed. The source locations are shown in Figure 3 . Figure 4 shows a typical example of the seismograms and particle motions before and after shear-wave splitting analysis. After obtaining the polarization directions of the slow wave, the crack directions are determined by the rule that the polarization of the slow wave is perpendicular to the crack planes. Figure 5 shows the crack orientations and dips at each station for all 12 events. We can see the cracks have primarily NE-SW orientations and with large dipping angles for most cases. The averages of time difference per kilometer are 29.6, 71.6, 36.5, 28.5 and 54.2 ms for each of the 5 stations respectively. Due to the limited number of events, we cannot draw statistical results and temporal variations in this stage.
Conclusions and Future Work
A new method of shear-wave splitting analysis was devised which performs on 3-component signals simultaneously. This method is capable of extracting not only the orientation, but also dipping information of cracks in the media, superior over the traditional analysis approaches that generally process just horizontal 2 components. This method is tested very reliable and stable even for large noise.
The preliminary application to a producing reservoir shows the cracks in that area are generally NE-SW oriented with near vertical dipping. The orientation appears to be consistent with the earthquake distribution ( Figure  4 ). Due to limited number of events, no temporal variation is resulted.
From Figure 6 we can also observe that at some stations (2, 4 and 5), the crack orientations show possible 90º-flips. As discussed by , and Crampin (2002) . The 90º-flips may relate with the high porefluid pressures. The water injection at reservoir may produce high pore-fluid pressures in certain areas, and possibly caused the 90º-flips of crack directions. However, we will hold this conclusion till we get the detailed information of fluid injection in this area.
We will continue to work on this analysis program so that it will be friendly to general users. More events will be processed and the statistic analysis will be performed. The temporal variations for both crack orientation and time difference between fast and slow waves will be analyzed.
One more interested issue is to compare the results obtained here from shear-wave splitting analysis with the source mechanisms obtained from moment tensor inversion. The relative geometry between opening cracks and rupture faults is expected to reveal. 
