Global Carleman estimates for waves and applications. by Baudouin, Lucie et al.
HAL Id: hal-00633562
https://hal.archives-ouvertes.fr/hal-00633562v2
Submitted on 14 May 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Global Carleman estimates for waves and applications.
Lucie Baudouin, Maya de Buhan, Sylvain Ervedoza
To cite this version:
Lucie Baudouin, Maya de Buhan, Sylvain Ervedoza. Global Carleman estimates for waves and ap-
plications.. Communications in Partial Differential Equations, Taylor & Francis, 2013, 38 (5), pp.
823-859. ￿hal-00633562v2￿
Global Carleman estimates for waves and applications∗
Lucie Baudouin1,2,†
1 CNRS, LAAS, 7 avenue du colonel Roche, F-31400 Toulouse, France;
2 Univ de Toulouse, LAAS, F-31400, Toulouse, France;
Maya de Buhan3,‡
3 CNRS, UMR 8145, MAP5, Université Paris Descartes, Sorbonne Paris Cité, France;
Sylvain Ervedoza4,5,§
4 CNRS, Institut de Mathématiques de Toulouse UMR 5219 ; F-31400 Toulouse, France;
5 Univ de Toulouse, IMT, F-31400 Toulouse, France.
May 14, 2013
Abstract
In this article, we extensively develop Carleman estimates for the wave equation and give
some applications. We focus on the case of an observation of the flux on a part of the boundary
satisfying the Gamma conditions of Lions. We will then consider two applications. The first one
deals with the exact controllability problem for the wave equation with potential. Following the
duality method proposed by Fursikov and Imanuvilov in the context of parabolic equations, we
propose a constructive method to derive controls that weakly depend on the potentials. The
second application concerns an inverse problem for the waves that consists in recovering an
unknown time-independent potential from a single measurement of the flux. In that context,
our approach does not yield any new stability result, but proposes a constructive algorithm to
rebuild the potential. In both cases, the main idea is to introduce weighted functionals that
contain the Carleman weights and then to take advantage of the freedom on the Carleman
parameters to limit the influences of the potentials.
Keywords: wave equation, Carleman estimates, controllability, inverse problem, reconstruc-
tion.
AMS subject classifications: 93B07, 93C20, 35R30.
1 Introduction
The goal of this article is to revisit observability properties in the light of Carleman estimates
for the wave equation with a potential in a bounded domain. We will present applications of
the appropriate Carleman estimates in two directions:
• In control theory on the dependence of the exact controls for waves with respect to the
potentials;
• In an inverse problem for the wave equation in which the potential is unknown, where we
will give a reconstruction algorithm for the potential.
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∂2t z −∆z + pz = g, in Ω× (0, 2T ),
z = 0, on ∂Ω× (0, 2T ),
z(0) = z0, ∂tz(0) = z1, in Ω.
(1.1)
Here, z denotes the amplitude of the waves, p is a potential supposed to be in L∞(Ω× (0, 2T )),
g is a source term for instance in L2(Ω × (0, 2T )) and (z0, z1) are the initial data lying in
H10 (Ω)×L2(Ω). It is by now well-known that, due to hidden regularity results [24], under these
assumptions, the normal derivative of z on the boundary belongs to L2(∂Ω× (0, 2T )).
In this article, we focus on the following observability property:
Given Γ0 ⊂ ∂Ω, can we determine z solution of (1.1) from the knowledge of g, p
and of ∂νz on Γ0 × (0, 2T )?
When p = 0, this question has a positive answer if and only if the Geometric Control
Condition holds [1, 8] for Ω, 2T and Γ0. Roughly speaking, it asserts that all the rays of
geometric optics in Ω, which here are simply straight lines reflected on the boundary according
to Descartes Snell’s law, should meet the observation region Γ0 at a non-diffractive point in a
time less than 2T .
However, other methods exist based on multiplier techniques [24, 23] or on Carleman es-
timates [14, 31]. These methods use stronger geometrical assumptions, and in particular the
following ones, sometimes referred to as the Gamma-condition of Lions or the multiplier con-
dition.
Geometric and time conditions:




The advantage of Carleman estimates on the multiplier techniques is that they allow to
easily handle potentials in L∞(Ω× (0, 2T )) - see e.g. [14, 31, 11]. In the applications we have
in mind and that will be developed hereafter, it will be important to understand the dependence
of the observability inequalities with respect to the potentials. This precisely explains why the
path we have chosen hereafter uses Carleman estimates.
In order to state our results precisely, we shall need several notations. To make them easier,




∂2t z −∆z + pz = g, in Ω× (−T, T ),
z = 0, on ∂Ω× (−T, T ),
z(−T ) = z−T0 , ∂tz(−T ) = z−T1 , in Ω.
(1.4)
Let us define, once for the whole paper, the weight functions we shall consider in Carleman
estimates.
Weight functions: Assume that Γ0 satisfies (1.2) for some x0 6∈ Ω. Let β ∈ (0, 1), and define,
for (x, t) ∈ Ω× (−T, T ),
ψ(x, t) = |x− x0|2 − βt2 + C0, and for λ > 0, ϕ(x, t) = eλψ(x,t), (1.5)
where C0 > 0 is chosen such that ψ ≥ 1 in Ω× (−T, T ).
Note that the weight function ϕ defined that way depends on β ∈ (0, 1) and λ > 0 and shall
rather be denoted ϕβ,λ, but these dependences are omitted for simplifying notations.
We also define, for m > 0, the spaces
L∞≤m(Ω) = {q ∈ L∞(Ω), ‖q‖L∞(Ω) ≤ m},
L∞≤m(Ω× (−T, T )) = {p ∈ L∞(Ω× (−T, T )), ‖p‖L∞(Ω×(−T,T )) ≤ m}.
The main results we shall use are the following ones:
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Theorem 1.1. Assume the multiplier condition (1.2) and the time condition (1.3). Let β ∈
(0, 1) be such that
sup
x∈Ω
|x− x0| < βT. (1.6)
Then for any m > 0, there exist λ > 0 independent of m, s0 = s0(m) > 0 and a positive
constant M = M(m) such that for ϕ being defined as in (1.5), for all p ∈ L∞≤m(Ω × (−T, T ))







































for all z ∈ L2(−T, T ;H10 (Ω)) satisfying ∂2t z −∆z + pz ∈ L2(Ω× (−T, T )) and ∂νz ∈ L2(Γ0 ×
(−T, T )).
Theorem 1.2. Under the assumptions of Theorem 1.1, if z furthermore satisfies z(·, 0) = 0















e2sϕ |∂νz|2 dσdt. (1.8)
In particular, if z(·, 0) = 0 in Ω and q ∈ L∞≤m(Ω), then for all z ∈ L2(0, T ;H10 (Ω)) satisfying





























e2sϕ |∂νz|2 dσdt. (1.9)
Note that the condition z(·, 0) = 0 in Ω of Theorem 1.2 makes sense for z such that z ∈
L2((0, T );H10 (Ω)) and ∂
2
t z−∆z+pz ∈ L2(Ω×(0, T )) since then ∂2t z = ∆z−pz+(∂2t z−∆z+pz)
belongs to L2((0, T );H−1(Ω)).
Theorems 1.1–1.2 do not claim particular originality and many of their ingredients are
already available in the literature, see e.g. [2] where very similar estimates are proved and
[14, 31, 17] for more references. However, to our knowledge, this is the first time that these
global Carleman estimates are written under that form, which is easier to use to achieve our
goals. Detailed proofs of Theorem 1.1–1.2 are given in Section 2.
1.2 Applications to controllability
The idea is to take advantage of the Carleman estimate of Theorem 1.1 to obtain controls
whose dependence with respect to the potential is weak. To be more precise, we focus on the
following exact controllability problem:
Given (y−T0 , y
−T





∂2t y −∆y + py = 0, in Ω× (−T, T ),
y = u1Γ0 , on ∂Ω× (−T, T ),
y(−T ) = y−T0 , ∂ty(−T ) = y−T1 , in Ω
(1.10)
solves
y(T ) = ∂ty(T ) = 0, in Ω. (1.11)
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This exact controllability problem is equivalent to the observability of the system (1.4).
These two properties are dual one from another, as stated by Lions [24] using the Hilbert
Uniqueness Method (HUM): the HUM computes the control of minimal L2(Γ0 × (−T, T ))-
norm from the minimization of a quadratic functional whose coercivity is equivalent to an
observability property for the adjoint system (1.4) that can be deduced from Theorem 1.1 un-
der the conditions (1.2)–(1.3).
Actually, we shall not focus on these HUM controls. Nevertheless, the controls that we
shall consider below are also computed with a duality argument, based on the “observability”
inequality (1.7) directly. Our approach is strongly inspired by the duality strategy employed
by Fursikov and Imanuvilov [14], that has mainly been used for parabolic equations so far. The
















+ 〈(y−T0 , y−T1 ), (z(−T ), ∂tz(−T ))〉(L2×H−1)×(H1
0
×L2), (1.12)
on the trajectories z such that z ∈ L2(−T, T ;H10 (Ω)), ∂2t z −∆z + pz ∈ L2(Ω × (−T, T )) and
∂νz ∈ L2(Γ0 × (−T, T )). Here,
















∇(−∆d)−1y−T1 · ∇z−T0 dx,
where ∆d is the Laplace operator with Dirichlet boundary conditions. Note that this functional
Ks,p depends on s - the parameter chosen in the exponential - and on the potential p.
Then, according to the Carleman inequality of Theorem 1.1, under conditions (1.2)–(1.3), if,
for some m > 0, p ∈ L∞≤m(Ω×(−T, T )) and s ≥ s0(m), we shall easily show that Ks,p is strictly
convex and coercive. Ks,p therefore has a unique minimizer, denoted by Z[s, p] to underline the
dependence with respect to the potential p and the parameter s. Simple computations prove
that if we set
Y [s, p] =
1
s
e2sϕ(∂2t −∆+ p)Z[s, p] and U [s, p] = e2sϕ∂νZ[s, p]1Γ0 , (1.13)
we obtain a solution to the exact controllability problem (1.10)–(1.11) - see Theorem 3.1 for
precise statements and proofs. We are then in position to study the dependence of the controls
with respect to the potential:
Theorem 1.3. Assume the conditions (1.2)–(1.3).
Let m > 0 and pa, pb be two potentials in L∞≤m(Ω × (−T, T )). Given an initial data
(y−T0 , y
−T
1 ) ∈ L2(Ω) ×H−1(Ω), there exists a constant M = M(m) > 0 independent of s such
that the corresponding controlled trajectories (Y [s, pa], U [s, pa]) and (Y [s, pb], U [s, pb]) satisfy,






















e−2sϕ(U [s, pa]2 + U [s, pb]2) dxdt
≤ M
s3/2
‖pa − pb‖L∞(Ω×(−T,T )) ≤ 2mMs−3/2, (1.14)
where ϕ = ϕβ,λ is chosen so that Theorem 1.1 holds and s0(m) is the parameter given by
Theorem 1.1.
In other words, the relative error between the controlled trajectories (Y [s, p], U [s, p]) decays
as s−3/2 for potentials lying in L∞≤m(Ω× (−T, T )).
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Theorem 1.3 states that, as s increases, the control obtained by the minimization of Ks,p
depends less and less of the potential p. This is of course in complete agreement with the
results obtained using microlocal analysis, in which the potentials play no role - see e.g. [8].
However, to our knowledge, the relations between controls computed for different potentials
have not been studied so far.
The proof of Theorem 1.3 is purely variational and comes from the variational character-
ization of the controls. The main issue is to track the powers of s during the proof. Again,
this strongly relies on the Carleman estimate of Theorem 1.1. One will find all the details in
Section 3.
1.3 Applications to inverse problems
The idea now is to take advantage of the Carleman estimate of Theorem 1.2 to conceive a
reconstruction algorithm of the potential from the knowledge of the flux of the solution. To be
more precise, we focus on the following inverse problem:





∂2tW −∆W +QW = h, in Ω× (0, T ),
W = h∂ , on ∂Ω× (0, T ),
W (0) = w0, ∂tW (0) = w1, in Ω,
(1.15)
can we determine the unknown potential Q = Q(x), assumed to depend only on
x ∈ Ω, from the additional knowledge of the flux
µ = ∂νW, on Γ0 × (0, T ) (1.16)
of the solution?
Under the regularity assumption
W ∈ H1((0, T );L∞(Ω)), (1.17)
the positivity condition
∃α > 0 such that |w0| > α in Ω (1.18)
and the multiplier conditions (1.2)–(1.3), the results in [2] (and in [29] under more regularity
hypothesis) state the stability of this inverse problem consisting in finding the potential Q
from the measurement of the flux (1.16). To be more precise, it is proved that, given Qa, Qb ∈
L∞≤m(Ω) and denoting by W [Q
a] and W [Qb] the corresponding solutions to (1.15), there exists
a positive constant M =M(Ω, T, x0,m) such that
1
M
‖Qa −Qb‖L2(Ω) ≤ ‖∂t∂νW [Qa]− ∂t∂νW [Qb]‖L2(0,T ;L2(Γ0)) ≤M‖Q
a −Qb‖L2(Ω).
Nevertheless, this stability result is not given with a constructive argument that could allow
to explain how to find Q from the knowledge of ∂νW1Γ0 . We are thus interested in deriving
an algorithm so that it can eventually be implemented numerically.
The algorithm we shall propose is based on a data assimilation problem that we briefly
present below.

















on the trajectories z such that z ∈ L2(0, T ;H10 (Ω)), ∂2t z − ∆z + qz ∈ L2(Ω × (0, T )), ∂νz ∈
L2(Γ0 × (0, T )) and z(·, 0) = 0 in Ω. Remark that z(·, 0) makes sense in H−1(Ω) since
∂2t z = ∆z − qz + (∂2t z −∆z + qz) ∈ L2(0, T ;H−1(0, 1)) under the previous assumptions.
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Similarly as for Ks,p, one will see that this functional Js,q[µ, g] has a unique minimizer
Z for s ≥ s0 (Proposition 4.1). We emphasize that Z depends on s and q, but the context
will make it obvious and we therefore drop these dependences to simplify the notations. More
importantly, we can study how the minimizer Z depends on g ∈ L2(Ω× (0, T )) and, similarly
as in Theorem 1.3, we will prove the following result:
Theorem 1.4. Assume the multiplier condition (1.2) and the time condition (1.3).
Assume that µ ∈ L2(Γ0 × (0, T )) and ga, gb ∈ L2(Ω× (0, T )). Let m > 0 and q ∈ L∞≤m(Ω).
Let Zj be the unique minimizer (see Proposition 4.1) of the functionals Js,q [µ, g
j ] for j ∈ {a, b}.









e2sϕ|ga − gb|2 dxdt, (1.20)
where ϕ = ϕβ,λ is chosen so that Theorem 1.2 holds and s0(m) is the parameter in Theorem
1.2.
Based on this result, we propose an algorithm to compute the potential Q from the mea-
surement of the flux, based on some additional knowledge on the L∞(Ω)-norm of the unknown
potential Q:
∃m > 0 such that Q ∈ L∞≤m(Ω). (1.21)
The algorithm then is the following:
Algorithm 1. • Initialization: q0 = 0.





on Γ0 × (0, T ), where w[qk]




∂2tw −∆w + qkw = h, in Ω× (0, T ),
w = h∂ , on ∂Ω× (0, T ),
w(0) = w0, ∂tw(0) = w1, in Ω,
(1.22)
corresponding to (1.15) with the potential qk. We then introduce the functional Js,qk [µ
k, 0]

















e2sϕ|∂νz − µk|2 dσdt, (1.23)
on the trajectories z ∈ L2(0, T ;H10 (Ω)) such that ∂2t z − ∆z + qkz ∈ L2(Ω × (0, T )),
∂νz ∈ L2(Γ0 × (0, T )) and z(·, 0) = 0 in Ω.
Let Zk be the unique minimizer (see Proposition 4.1) of the functional Js,qk [µ
k, 0], and
then set





where w0 is the initial condition in (1.15).
Finally, set
qk+1 = Tm(q̃
k+1), where Tm(q) =
{
q, if |q| ≤ m,
sign(q)m, if |q| ≥ m. (1.25)
One will see in Section 4 how Theorem 1.4 allows to prove the convergence of the above
algorithm for s large enough:
Theorem 1.5. Assuming the multiplier and time conditions (1.2)–(1.3) and (1.17),(1.18) and
(1.21), there exists a constant M > 0 such that for all s ≥ s0(m) and k ∈ N,
∫
Ω




e2sϕ(0)(qk −Q)2 dx. (1.26)
In particular, when s is large enough, the above algorithm converges.
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We emphasize here that this approach is constructive. In particular, at each step of this
algorithm, we solve a quadratic strictly convex minimization problem, which can be easily
done. Besides, the algorithm necessarily converges to Q due to Theorem 1.5. This is a great







|∂νw[q]− ∂νW [Q]|2dσdt, (1.27)
w[q] being the solution of (1.15) (or (1.22)) corresponding to the potential q, which is not
convex and may have several local minima. Of course, due to that fact, it is very difficult to
propose a convergence result based on the minimization of the functional J in (1.27), since
classical minimization algorithms are not guaranteed to converge toward the global minimum
of J .
However, when doing numerics, as underlined from the seminal work [15] to the most recent
developments [12], the discretization process usually creates spurious high-frequency waves that
do not travel and strongly disturb control processes, even making the discrete controls blow
up for some initial data to be controlled. Based on the recent work [4] that proves Carleman
estimates for discrete waves uniformly with respect to the space discretization parameter, we
will investigate the numerical methods to compute approximations of potentials in a future
work.
Let us finally conclude this section by giving some references considering inverse problems
for hyperbolic equations using Carleman estimates.
The use of Carleman estimates to prove uniqueness results in inverse problems was intro-
duced in [7] by Bukhgĕım and Klibanov. The first proofs of the stability of inverse problems for
hyperbolic equations rely on uniqueness results obtained by local Carleman estimates (see e.g.
[17, 22]). One can read for instance [25, 26, 29, 30, 27], where the method uses compactness-
uniqueness arguments based on observability inequalities.
Concerning other inverse problems for the wave equation with a single observation, the
references [18, 19, 20] consider the case of interior or Dirichlet boundary data observation and
use global Carleman estimates, as in [2].
For more generic hyperbolic models, one could also mention [3, 5, 21] giving stability of
inverse problem from appropriate global Carleman estimates respectively for a network of 1-d
strings, a discontinuous wave equation or the Lamé system. Let us also mention the work [6]
for logarithmic stability results when no geometric condition is fulfilled.
1.4 Outline and notations
The paper is organized as follows. Section 2 is devoted to the proof of several weighted esti-
mates yielding the Carleman estimates of Theorems 1.1 and 1.2. In Section 3, we show how the
result of Theorem 1.1 can be used to solve the exact controllability problem related to equa-
tion (1.10). In particular, we give the proof of Theorem 1.3 on the dependence of the control
with respect to the potential. Section 4 then focuses on the application of Theorem 1.2 to the
inverse problem related to equation (1.15) of recovering the unknown potential. We describe
in detail the algorithm proposed for solving this inverse problem and prove its convergence as
stated by Theorem 1.5.
Due to the important number of notations, let us make precise some of them:
• y represents controlled trajectories and u stands for the controls;
• z represents free trajectories of the waves with a source term and satisfying homogeneous
Dirichlet boundary conditions;
• v represents trajectories of the waves satisfying v(±T ) = ∂tv(±T ) = 0;
• w represents trajectories of the waves conjugated by the Carleman weight in Section 2;
In the rest of the article, it represents solutions of (1.22);
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• ϕ, ψ are the Carleman weights defined by (1.5);
• s, λ, β are the parameters entering into the Carleman estimates;
• p, q, Q denote potentials, but potentials denoted by p may depend on x and t whereas
potentials q depend only on x.
2 Weighted estimates
In this section, we will prove several weighted estimates, including a weighted Poincaré inequal-
ity, in the goal of proving Theorems 1.1 and 1.2.
Let Ω be a smooth bounded domain of Rn, n ≥ 1. In order to simplify the notations, we
introduce the d’Alembertian operator:
 = ∂2t −∆.
In the following, we consider a function v ∈ L2(−T, T ;H10 (Ω)) such that v ∈ L2(Ω× (−T, T ))
and v = 0 on ∂Ω × (−T, T ). We will first prove Carleman estimates similar to the ones of
Theorems 1.1–1.2 for the operator , corresponding to a potential equal to zero.
2.1 A Carleman estimate in arbitrary time T
Let us now give a global (meaning “up to the boundary”) Carleman inequality, following
Imanuvilov’s method [17].
Theorem 2.1 (see [2]). Assume the Gamma-condition (1.2). Let ψ and ϕ be the weight
functions defined by (1.5).
Then for every β ∈ (0, 1), there exist λ0 > 0, s0 > 0 and a positive constant M such that



























ϕe2sϕ |∂νv|2 dσdt (2.1)
for every v ∈ L2(−T, T ;H10 (Ω)) satisfying v ∈ L2(Ω× (−T, T )), ∂νv ∈ L2(Γ0 × (−T, T )) and
v(±T ) = ∂tv(±T ) = 0 in Ω, and where P1 is defined by
P1w = ∂
2
tw −∆w + s2λ2ϕ2w(|∂tψ|2 − |∇ψ|2). (2.2)
Let us emphasize that such estimate is not new. Firstly, the proof can be read in the
unpublished work [2] by the first author. Secondly, there are many Carleman estimates for
hyperbolic equations. One can find (local) Carleman estimates for regular functions with
compact support in [9, 16, 14, 28, 29]. One can also read similar versions of global Carleman
estimates for hyperbolic equations in [17, 20, 31].
For completeness, we give the proof of Theorem 2.1 below.
Remark 2.2. This Carleman estimate is proved for any arbitrary time T > 0, but v has to
satisfy v(±T ) = ∂tv(±T ) = 0. Therefore, the uniqueness result implied by Theorem 2.1 is not
surprising since the corresponding unique continuation result is: If v(±T ) = ∂tv(±T ) = 0,
v ∈ L2((−T, T );H10 (Ω)), v = 0 and ∂νv|Γ0 = 0, then v ≡ 0.
Proof. Using the weight ϕ defined by (1.5), we set, for s > 0,
w(x, t) = v(x, t)esϕ(x,t) for all (x, t) ∈ Ω× (−T, T ).
Then, we introduce the conjugate operator P defined by
Pw = esϕ(e−sϕw). (2.3)
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Some easy computations give
Pw = ∂2tw − 2sλϕ(∂tw∂tψ −∇w · ∇ψ) + s2λ2ϕ2w(|∂tψ|2 − |∇ψ|2)−∆w
−sλϕw(∂2tψ −∆ψ)− sλ2ϕw(|∂tψ|2 − |∇ψ|2)
= P1w + P2w +Rw,
with P1 defined by (2.2) and
P2w = (α− 1)sλϕw(∂2tψ −∆ψ)− sλ2ϕw(|∂tψ|2 − |∇ψ|2)
−2sλϕ(∂tw∂tψ −∇w · ∇ψ) (2.4)





























|Pw −Rw|2 dxdt, (2.7)






by positive and dominant terms, similar to the one of the left hand side of (2.1), and a negative
boundary term, that will be moved to the right hand side of the estimate. For the sake of
clarity, we will divide the proof in several steps.
All the computations below are done for smooth functions v (equivalently, w). Then, by a
classical density argument, we can extend the results to any v satisfying v ∈ L2(Ω× (−T, T )),
∂νv ∈ L2(∂Ω× (−T, T )) and v(±T ) = ∂tv(±T ) = 0 in Ω.







where Ii,k is the integral of the product of the ith-term in P1w and the kth-term in P2w. We
mainly use integrations by parts and the properties of w such as w(±T ) = 0, ∂tw(±T ) = 0 in
Ω and w = 0 on ∂Ω× (−T, T ).
We shall also persistently use the fact that ∂tψ does not depend on x and that ∇ψ does
not depend on time, and thus
∂t∇ψ = ∂2t∇ψ = 0, ∂t∆ψ = ∂t(|∇ψ|2) = 0.









































































































ϕ∂tw ∂tψ∇w · ∇ψ dxdt.









































































ϕ|w|2∇ψ · ∇(|∇ψ|2) dxdt.
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ϕ3|w|2(|∂tψ|2 − |∇ψ|2)2 dxdt.
























ϕ3|w|2(|∂tψ|2 − |∇ψ|2)2 dxdt.
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ϕ3|w|2(∂2tψ −∆ψ)(|∂tψ|2 − |∇ψ|2) dxdt+ X1,
(2.8)














for some M independent of s and λ. Here and in the rest of the proof of Theorem 2.1, M > 0
corresponds to a generic constant depending at least on Ω and T but independent of s and λ.
Step 2. Dominating terms
















ϕ (∂tw∂tψ −∇w · ∇ψ)2 dxdt ≥ 0. (2.10)
Since this term can vanish, we focus on the terms in sλ in |∂tw|2 and |∇w|2 and we want them
to be strictly positive, what is equivalent to having:
2∂2t ψ − α(∂2t ψ −∆ψ) > 0 and 4 + α(∂2tψ −∆ψ) > 0.
By explicit computations, these two terms are positive if and only if α satisfies (2.6). This
justifies the choice of the parameter α. Note also that this can be satisfied only if β ∈ (0, 1).





























































Fλ(φ) = 2λ(|∂tψ|2 − |∇ψ|2)2 + 2(∂2t ψ|∂tψ|2 + 2|∇ψ|2) + α(∂2t ψ −∆ψ)(|∂tψ|2 − |∇ψ|2)
= 2λ(|∂tψ|2 − |∇ψ|2)2 + (2∂2t ψ + α(∂2t ψ −∆ψ))(|∂tψ|2 − |∇ψ|2) + 2(∂2t ψ + 2)|∇ψ|2
= 2λX2 + (2∂2t ψ + α(∂
2
t ψ −∆ψ))X + 16(1− β)|x− x0|2.
with X = |∂tψ|2 − |∇ψ|2.
Since x0 6∈ Ω and β ∈ (0, 1), we have 16(1 − β)|x − x0|2 ≥ c∗ > 0. Therefore, we are
considering a polynomial A(X) ≥ 2λX2 − 2 (α(β + n) + 2β)X + c∗ and taking λ > 0 large
















































































































We take now s0 large enough so that the terms of the last line (coming from X1 and |Rw|2)
are absorbed by the dominant term in s3λ3|w|2ϕ3 as soon as s ≥ s0. Using also the condition


































for all s ≥ s0 and λ ≥ λ0.
Step 3. Back to the variable v
Since w = vesϕ, we have
e2sϕ|∂tv|2 ≤ 2|∂tw|2 + 2s2|∂tϕ|2|w|2 ≤ 2|∂tw|2 + Cs2λ2ϕ2|w|2, in Ω× (−T, T ),
e2sϕ|∇v|2 ≤ 2|∇w|2 + 2s2|∇ϕ|2|w|2 ≤ 2|∇w|2 + Cs2λ2ϕ2|w|2, in Ω× (−T, T ),
e2sϕ |∂νv|2 = |∂νw|2 , on ∂Ω× (−T, T ).
Using (2.3) that gives by construction Pw = esϕv, we can go back to the variable v in (2.13)


































This concludes the proof of Theorem 2.1.
In the sequel, we will fix λ = λ0 and use the fact that ϕ then is bounded from below by 1
and from above by some constants depending on λ. Since λ is fixed, we can put it into the
constants and obtain the following result:
Corollary 2.3. Assume the Gamma-condition (1.2).
Then for every β ∈ (0, 1), there exist λ > 0, s0 > 0 and a positive constant M such that for



























e2sϕ |∂νv|2 dσdt (2.14)
for every v ∈ L2((−T, T );H10 (Ω)) satisfying v ∈ L2(Ω × (−T, T )), ∂νv ∈ L2(∂Ω × (−T, T ))
and v(±T ) = ∂tv(±T ) = 0 in Ω, where P1 is defined in (2.2).
In the following, M denotes various constants that do not depend on the parameter s.
2.2 Weighted Poincaré inequality
We prove here a weighted version of the Poincaré inequality that will be used thereafter.
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Lemma 2.4. Let ϕ̃ ∈ C2(Ω) and assume that the weight ϕ̃ defined on Ω satisfies
inf
Ω
|∇ϕ̃| ≥ δ > 0. (2.15)













































































This yields (2.16) and concludes the proof of Lemma 2.4.
Let us emphasize that the weight function ϕ defined by (1.5) is such that for all t ∈ (−T, T ),
ϕ(·, t) satisfies assumption (2.15) of Lemma 2.4 since x0 6∈ Ω and ∇ϕ = 2λ(x− x0)ϕ.
2.3 A Carleman estimate in time T large enough
When the time T is large enough in the sense of (1.3), we claim that the conditions at times
±T can be removed of the assumptions of Theorem 2.1. Roughly speaking, this will follow
from an energy argument coupled to the Carleman estimate (2.1). The result is given in the
following theorem:
Theorem 2.5. Assume the multiplier condition (1.2) and the time condition (1.3). Define the
weight functions ϕ as in (1.5) with β ∈ (0, 1) being such that (1.6) holds.




























for all z ∈ L2((−T, T );H10 (Ω)) satisfying z ∈ L2(Ω× (−T, T )) and ∂νz ∈ L2(∂Ω× (−T, T )).
Remark 2.6. Let us emphasize that Theorem 2.5, contrary to Corollary 2.3, does not require
z(±T ) = ∂tz(±T ) = 0 in Ω.
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Proof. From condition (1.6) that states supx∈Ω |x − x0| < βT , we can choose η ∈ (0, T ) and
ε ∈ (0, 1) such that
(1− ε)(T − η)β ≥ sup
x∈Ω
|x− x0|. (2.19)
Then, explicit computations on ψ(x, t) = |x− x0|2 − βt2 + C0 show that we have













Hence, we introduce the cut-off function χ ∈ C∞c (R) such that 0 ≤ χ ≤ 1 and
χ(t) =
{
1, if −T + η ≤ t ≤ T − η,
0, if t ≤ −T or t ≥ T, (2.21)
and we set v = χz, in Ω × (−T, T ). Therefore, v satisfies the required hypothesis v(±T ) =




























One can calculate that
v = χz − 2χ′∂tz − χ′′z, in Ω× (−T, T ).
Besides, the functions χ′ and χ′′ have compact support in (−T,−T + η) ∪ (T − η, T ). Thus,














































We will show that the last two terms of (2.23) can be absorbed in the left hand side if the





























t z +∇z · ∇(∂tz)
)
dx.

















Step 1: Term of (2.23) on (T − η, T )
(a) Thanks to the formula 2ab ≤ a2 + b2, we can bound by below the left hand side of















According to (2.20) and (1.5), for t ∈ (T − η, T )
inf
Ω
{−(∂tϕ+ |∇ϕ|)} ≥ inf
Ω
{−ε∂tϕ} ≥ 2εβ(T − η)eλψ ≥ 2εβ(T − η) := c∗ > 0.
Thus,













Now, using the formula 2ab ≤ ǫa2 + b
2
ǫ
















































Using the Grönwall lemma, we can write, for all t ∈ (T − η, T ),















e2sϕ(τ)|z(τ )|2 dxdτ. (2.26)
Integrating this relation for t between T − η and T , we obtain:
∫ T
T−η




















(b) Now we want to estimate Es(T −η) by Es(τ ) for τ ∈ (−T +η, T −η) . We use equality
(2.24) that we integrate between τ and T − η:





















We bound the right hand side using Cauchy-Schwarz (and bounds on ϕ and its derivatives):











Integrating for τ between −T + η and T − η, since s is large,






























































Step 2: Term of (2.23) on (−T,−T + η)
We want to obtain the same results as previously but on the interval (−T,−T +η). In order
to do that, one can introduce z̃(x, t) = z(x,−t) and apply the above estimates to z̃ (we make
the change of variable t→ −t). Thus, equations (2.26)–(2.28) coincide with the following ones:















































































Using the power of s in the left hand side of (2.23) and estimates (2.29) and (2.34), taking






















Using then estimates (2.30) and (2.35), we immediately deduce (2.18).
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Remark 2.7. Note that, following carefully the above proof, the Carleman estimate (2.18) can




























where χ is the cut-off function defined in (2.21).
2.4 A Carleman estimate with pointwise term in time −T
The proof of Theorem 2.5 easily gives furthermore an additional weighted estimate of the
solution at time −T :






















e2sϕ |∂νz|2 dσdt, (2.37)
for all z ∈ L2((−T, T );H10 (Ω)) satisfying z ∈ L2(Ω× (−T, T )) and ∂νz ∈ L2(∂Ω× (−T, T )).
Proof. Using inequalities (2.31) at t = −T and (2.33), we obtain an estimate on Es(−T ). We
then deduce (2.37) from the weighted Poincaré inequality of Lemma 2.4 and Theorem 2.5.
Let us now conclude with the proof of Theorem 1.1 that will be our main tool for the study
in Section 3 on the design of a constructive process for building controls that depend weakly
on the potentials.
Proof of Theorem 1.1. The Carleman estimate of Theorem 1.1 for the operator  + p with
p ∈ L∞≤m(Ω× (−T, T )) is a direct consequence of Theorem 2.5 and Corollary 2.8 noticing that
in Ω× (−T, T ),
|z|2 ≤ 2|z + pz|2 + 2‖p‖2L∞(Ω×(−T,T ))|z|2 ≤ 2|z + pz|2 + 2m2|z|2.







by the left hand side of the sum of (2.18) and (2.37), thus obtaining (1.7) with slightly different
constants.
Remark 2.9. Using Remark 2.7, one can easily adapt the above proof to estimate the left












where χ is the cut-off function defined in (2.21).
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2.5 A Carleman estimate with pointwise term in time 0
We are now interested in deriving a Carleman-type estimate with ∂tz(·, 0) in the left-hand side
under the condition that z(x, 0) = 0 for all x ∈ Ω. We aim at proving Theorem 1.2 at the end.
Theorem 2.10. Assume the multiplier condition (1.2) and the time condition (1.3). Define
the weight functions ϕ as in (1.5) with β ∈ (0, 1) being such that (1.6) holds.

























e2sϕ |∂νz|2 dσdt (2.39)
for all z ∈ L2((−T, T );H10 (Ω)) satisfying z ∈ L2(Ω× (−T, T )), ∂νz ∈ L2(∂Ω× (−T, T )) and
z(x, 0) = 0 for all x ∈ Ω.
Remark 2.11. Let us emphasize the assumption z(·, 0) = 0 in Ω. Without this condition,












which is not enough to our purpose, see Section 4.
Proof. We consider a function z ∈ L2((−T, T );H10 (Ω)) such that z(x, 0) = 0 for all x ∈ Ω. We
use the notations previously introduced by (2.2) and (2.21) and set
w = esϕχz and P1w = ∂
2
tw −∆w + s2λ2ϕ2w(|∂tψ|2 − |∇ψ|2).
Since we are interested only in the dependence of s, as before, all the powers of λ and the
functions ϕ can be omitted and enter into the constants.



























































Moreover, v = we−sϕ = χz satisfies the assumption of Theorem 2.1. Therefore we can use
































































We then use energy estimates as in Theorem 2.5 to deduce (2.39).
Let us now conclude with the proof of Theorem 1.2, main tool to study the inverse problem
in Section 4.
Proof of Theorem 1.2. Since p ∈ L∞≤m(Ω × (−T, T )), thanks to Theorem 2.10 and arguing as
in the proof of Theorem 1.1, the potential in (1.8) can be absorbed by taking s large enough.
When the potential q in the operator does not depend on time, one can extend the function
z by z(·, t) = z(·,−t) for t ∈ (−T, 0) and apply (1.8) to this extended function z. Of course,
since each term is odd or even, the integrals on (−T, T ) simply are twice the integrals on (0, T ),
which concludes the proof of (1.9).
Remark 2.12. Using Remark 2.7, similarly as in Remark 2.9, one can estimate the left hand
side of (1.8) by (2.38).
3 Application to a controllability problem
In this section, our goal is to present what are the consequences of the Carleman estimate of
Theorem 1.1 with respect to the control properties of equation (1.10).
In all this section, we shall assume that conditions (1.2)–(1.3) on Γ0, T hold. Then there
exists β ∈ (0, 1) such that (1.6) holds. We fix β this way and take λ large enough so that
Theorem 1.1 applies.
3.1 Setting
Let us recall that the exact controllability problem under consideration is the one described in
the introduction by (1.10)-(1.11). In order to solve that problem, following the duality tech-
nique introduced in [14] for parabolic equations (and that can be seen as an extension of the
usual Hilbert Uniqueness Method [24]), the idea is to minimize the functional Ks,p defined by
(1.12).
Before going further, let us take some time to describe the space on which Ks,p is defined.
In the introduction, for p ∈ L∞(Ω× (−T, T )), we defined Ks,p on
T [p] =
{
z ∈ L2(−T, T ;H10 (Ω)), with (∂2t −∆+ p)z ∈ L2(Ω× (−T, T ))
and ∂νz ∈ L2(Γ0 × (−T, T ))
}
. (3.1)
Note that this is a space of trajectories of the wave operator with potential (∂2t −∆+ p) and
therefore it a priori depends on p. In order to study the functional Ks,p, natural semi-norms














Let us explain below that these quantities define norms for any parameter s > 0 and potential
p ∈ L∞(Ω× (−T, T )) and give some of their basic properties:
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• For all s > 0 and p ∈ L∞(Ω × (−T, T )), and for all z ∈ T [p], the quantity ‖z‖2obs,s,p is












in the sense that there exists Cs such that for all z ∈ T [p],
1
Cs
‖z‖2obs,p ≤ ‖z‖2obs,s,p ≤ Cs‖z‖2obs,p. (3.4)
This is a consequence of the fact that the weight function e2sϕ is bounded from below
and from above by positive constants depending on s.
• For p ∈ L∞(Ω × (−T, T )) with s ≥ s0(‖p‖L∞(Ω×(−T,T ))) given by Theorem 1.1, the
quantity defined in (3.2) is indeed a norm: the Carleman estimate (1.7) shows that if
‖z‖obs,s,p = 0, then z ≡ 0 and that ‖z‖obs,s,p measures the L2(−T, T ;H10 (Ω))-norm of z.
This proves that ‖ · ‖obs,s,p is a norm on T [p] for all s ≥ s0(‖p‖L∞(Ω×(−T,T ))). According
to the first item, this is actually true for all s > 0.
• T [p] = T [0] for all p ∈ L∞(Ω×(−T, T )). This is due to the fact that pz ∈ L2(Ω×(−T, T ))
when p ∈ L∞(Ω× (−T, T )) and z ∈ L2(−T, T ;H10 (Ω)).
For convenience, we shall now denote T [0] simply by T , where
T =
{
z ∈ L2(−T, T ;H10 (Ω)), with (∂2t −∆)z ∈ L2(Ω× (−T, T ))
and ∂νz ∈ L2(Γ0 × (−T, T ))
}
. (3.5)
• For all m > 0, there exist constants M(m) > 0 and s0(m) > 0 independent of s and p
such that for all s ≥ s0(m) and pa, pb ∈ L∞≤m(Ω× (−T, T )),
1
M
‖z‖obs,s,pb ≤ ‖z‖obs,s,pa ≤M‖z‖obs,s,pb . (3.6)
This result follows immediately from Theorem 1.1 and its proof. Note that in (3.6), these
equivalences of norms are proven uniformly with respect to s ≥ s0(m) for potentials lying
in L∞≤m(Ω× (−T, T )). This is an important remark.
In the following, we will denote by (T , ‖ · ‖obs,s,p) the space T endowed with the norm
‖ · ‖obs,s,p. But we drive the attention of the reader to the fact that these norms ‖ · ‖obs,s,p are
not uniformly equivalent with respect to s > 0.









dx, for s > 0.
Again, several remarks can be done:
• Using the weighted Poincaré inequality of Lemma 2.4, ‖ · ‖−T,s is equivalent, uniformly














• According to Theorem 1.1, for all z ∈ T , (z(−T ), ∂tz(−T )) belongs to H10 (Ω) × L2(Ω)
and for all m > 0, there exists a constant C independent of p and s such that for all
p ∈ L∞≤m(Ω× (−T, T )) and s ≥ s0(m),
‖(z(−T ), ∂tz(−T ))‖−T,s ≤ C‖z‖obs,s,p, z ∈ T . (3.7)
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Note that, anyway, for all s > 0 and p ∈ L∞(Ω× (−T, T )), one easily checks that, bounding
the functions depending on s if needed, there exists C(s, p) such that
‖(z(−T ), ∂tz(−T ))‖−T,s ≤ C(s, p)‖z‖obs,s,p, z ∈ T . (3.8)















3.2 Construction of a null-controlled trajectory
Proposition 3.1. Assume the multiplier condition (1.2) and the time condition (1.6).
Then, for all s > 0 and p ∈ L∞(Ω × (−T, T )), the functional Ks,p defined in (1.12), that
















+ 〈(y−T0 , y−T1 ), (z(−T ), ∂tz(−T ))〉(L2×H−1)×(H1
0
×L2),
is continuous, strictly convex and coercive on (T , ‖ · ‖obs,s,p) for initial data (y−T0 , y−T1 ) in
(
L2(Ω) ×H−1(Ω), ‖(·, ·)‖−T,s,∗
)
and therefore admits a unique minimizer Z[s, p] ∈ T .
Setting
Y [s, p] =
1
s
e2sϕ(∂2t −∆+ p)Z[s, p] and U [s, p] = e2sϕ∂νZ[s, p]1Γ0
as in (1.13), Y [s, p] solves (1.10) with control U [s, p] and satisfies the control requirement (1.11).
Besides, for all m > 0, there exists a constant M > 0 independent of s and p such that
for all p ∈ L∞≤m(Ω × (−T, T )), s ≥ s0(m), for all data (y−T0 , y−T1 ) ∈ L2(Ω) × H−1(Ω), the
minimizer Z[s, p] of Ks,p satisfies:










e−2sϕ|U [s, p]|2 dxdt
≤M‖(y−T0 , y−T1 )‖2−T,s,∗. (3.10)
Proof. We fix s > 0 and p ∈ L∞(Ω × (−T, T )). For (y−T0 , y−T1 ) ∈ L2(Ω) × H−1(Ω), the
functional Ks,p is defined and continuous on (T , ‖ · ‖obs,s,p) because of (3.8). Estimate (3.8)
also yields immediately the coercivity of Ks,p:
Ks,p(z) ≥ 1
2
‖z‖2obs,s,p − ‖(z−T0 , z−T1 )‖−T,s‖(y−T0 , y−T1 )‖−T,s,∗
≥ 1
2
‖z‖2obs,s,p −C(s, p)‖z‖obs,s,p‖(y−T0 , y−T1 )‖−T,s,∗.
Therefore Ks,p has a unique minimizer Z[s, p] on (T , ‖ · ‖obs,s,p) .
Since Ks,p(0) = 0, we have Ks,p(Z) ≤ 0, which, according to the above inequality, implies
‖Z[s, p]‖obs,s,p ≤ 2C(s, p)‖(y−T0 , y−T1 )‖−T,s,∗.
Besides, when for some m > 0, we have s ≥ s0(m) and p ∈ L∞≤m(Ω × (−T, T )), using
(3.7) instead of (3.8), the above constant C can be chosen independently of s ≥ s0(m) and
p ∈ L∞≤m(Ω× (−T, T )):
‖Z[s, p]‖obs,s,p ≤ 2C‖(y−T0 , y−T1 )‖−T,s,∗,
which is precisely (3.10).
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Let us now check that Y [s, p] defined by (1.13) is a controlled trajectory of (1.10) with
control function U [s, p] that satisfies the control requirement (1.11). In order to simplify the
notations, until the end of the proof, we fix s > 0 and p ∈ L∞(Ω × (−T, T )) and denote
Z[s, p], Y [s, p], U [s, p] by Z, Y, U .













+ 〈(y−T0 , y−T1 ), (z(−T ), ∂tz(−T ))〉(L2×H−1)×(H1
0
×L2) = 0. (3.11)











+ 〈(y−T0 , y−T1 ), (z(−T ), ∂tz(−T ))〉(L2×H−1)×(H1
0
×L2) = 0.
But this is precisely the dual formulation of equation (1.10) and integrations by parts yield,















1 )− (Y (−T ), ∂tY (−T )
)





+ 〈(Y (T ), ∂tY (T ), (z(T ), ∂tz(T ))〉(L2×H−1)×(H1
0
×L2) = 0.
This implies that Y = Y [s, p] solves (1.10)–(1.11) with control function U = U [s, p].
3.3 Dependence of the controls with respect to the potentials
We are now in position to prove Theorem 1.3.
Proof of Theorem 1.3. In order to simplify the notations, we set Li = ∂2t −∆+pi, Zi = Z[s, pi],













































|∂νZa|2 + |∂νZb|2 − 2∂νZa∂νZb
)
dxdt. (3.12)














+ 〈(y−T0 , y−T1 ), (z(−T ), ∂tz(−T ))〉(L2×H−1)×(H1
0
×L2) = 0 (3.13)
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+ 〈(y−T0 , y−T1 ), (Zi(−T ), ∂tZi(−T ))〉(L2×H−1)×(H1
0















+ 〈(y−T0 , y−T1 ), (Zj(−T ), ∂tZj(−T ))〉(L2×H−1)×(H1
0
×L2) = 0. (3.15)
Summing (3.14) for i = a and i = b and subtracting from it (3.15) for (i, j) = (a, b) and



















|∂νZa|2 + |∂νZb|2 − 2∂νZa∂νZb
)
dxdt = 0.



















































e2sϕ(|Za|2 + |Zb|2) dxdt
)
. (3.16)
























































































Combining (3.16) and (3.17), we obtain the desired estimate (1.14).
4 Application to an inverse problem
Let us consider the inverse problem defined in (1.15). In this section, we shall propose an
algorithm based on the Carleman estimate (1.9) and a data assimilation approach. Let us recall
that the unknown is the potential Q = Q(x), that we aim at recovering from the measurement
of the normal derivative of the solution W [Q] of (1.15) on Γ0 × (0, T ). We also assume that
Q ∈ L∞≤m(Ω) for some given constant m > 0.
Let us also mention that we are working under the geometrical assumptions (1.2)–(1.3),
and the function ϕ we shall consider below always satisfies (1.6) such that Theorem 1.2 holds
when the parameter s is large enough.
As said in the introduction, one can find in [2] the proof of the fact that the additional
information ∂νW [Q] on Γ0 × (0, T ) allows to identify Q uniquely within the class of potentials
in L∞≤m(Ω). Our approach will go further, providing an explicit algorithm to compute Q.
Our goal is indeed to prove that Algorithm 1, presented in Section 1.3, is convergent when
s is large enough, as described in Theorem 1.5.
In the following, we shall first present the idea underlying this algorithm. We will then
focus on the proof of Theorem 1.4 which is the main step within the proof of the convergence
result of Theorem 1.5.
4.1 The general idea












k −∆zk + qkzk = gk, in Ω× (0, T ),
zk = 0, on ∂Ω× (0, T ),
zk(0) = 0, ∂tz
k(0) = zk1 , in Ω,
(4.2)
where
gk = (Q− qk)∂tW [Q], zk1 = (Q− qk)w0, (4.3)
and by definition,
µk = ∂νz
k on Γ0 × (0, T ). (4.4)
Of course, both variables gk and zk1 are unknown, but the variable g
k brings lower order
information than µk. This fact is actually the milestone of the proof of Theorem 1.5. We shall
then try to approximate zk1 through the additional information (4.4) and let the source term
free, as it is in the functional Js,qk [µ
k, 0] in (1.23).
Note that this idea is behind the proofs of stability by compactness uniqueness arguments
as in [25, 26, 29, 27] or by Carleman estimates given in [2, 18, 19, 20].
4.2 Study of the functional Js,q[µ, g]
We first give a functional setting for the minimization of the functional Js,q [µ, g] given in (1.19),















e2sϕ|∂νz − µ|2 dσdt,
26
defined on the trajectories z such that z ∈ L2(0, T ;H10 (Ω)), ∂2t z − ∆z + qz ∈ L2(Ω × (0, T )),
∂νz ∈ L2(Γ0 × (0, T )) and z(·, 0) = 0 in Ω.
Of course, it is very close to the functional Ks,p and we shall therefore introduce the space
T + =
{
z ∈ L2(0, T ;H10 (Ω)), with ∂2t z −∆z ∈ L2(Ω× (0, T )),
z(·, 0) = 0 in Ω and ∂νz ∈ L2(Γ0 × (0, T ))
}
, (4.5)















Note that these are norms for all s > 0 and q ∈ L∞(Ω) according to Theorem 1.2.
The properties of the space T + and the family of norms ‖·‖obs+,s,q are of course completely
similar to the ones of T in (3.5) endowed with the family of norms ‖·‖obs,s,p introduced in (3.2).
Therefore, we refer the reader to Section 3 for remarks and comments on
(
T +, ‖ · ‖obs+,s,q
)
.
The first result states the well-posedness of the minimization problem of Js,q [µ, g].
Proposition 4.1. Assume the multiplier condition (1.2) and the time condition (1.6). Assume
also µ ∈ L2(Γ0 × (0, T )) and g ∈ L2(Ω× (0, T )).
Then, for all s > 0 and q ∈ L∞(Ω), the functional Js,q[µ, g] defined in (1.19) is continuous,
strictly convex and coercive on (T +, ‖ · ‖obs+,s,q). The functional Js,q [µ, g] therefore admits a
unique minimizer Z in T +.
















Proof. The continuity, strict convexity and coercivity of the functional Js,p[µ, g] is straightfor-
ward and left to the reader.



































































which concludes the proof of Proposition 4.1.
Of course, our goal is not only to prove that the functional Js,q [µ, g] has a minimum, but
rather to study how the minimum of Js,q [µ, g] depends on the source term g. Indeed, z
k in (4.1)
is the minimum of the functional Js,qk [µ
k, gk], whatever s > 0 is, whereas in the algorithm, Zk
is the minimizer of the functional Js,qk [µ
k, 0], see (1.23).
This is precisely the goal of Theorem 1.4. As in Section 3.3, we shall rely on the Euler
Lagrange equations satisfied by the minimum of the functionals Js,q [µ, g
a] and Js,q[µ, g
b].
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j − µ)∂νz dσdt = 0, (4.6)









































e2sϕ|ga − gb|2 dxdt. (4.7)
But the left hand side of (4.7) precisely is the right hand side of the Carleman estimate (1.9).
Hence, applying Theorem 1.2 to z, we immediately deduce (1.20).
4.3 Convergence of Algorithm 1
Let us now focus on the proof of Theorem 1.5.
Proof of Theorem 1.5. We use Theorem 1.4 since, as we explained, we have to compare the
minimum Zk of Js,qk [µ
k, 0] with zk = ∂t(w[q
k] −W [Q]) solution of (4.2), which corresponds
to the minimum of Js,qk [µ
k, gk]. Note that this requires qk ∈ L∞≤m(Ω), which is guaranteed at










But, from (1.24) and (4.3),
∂tZ
k(·, 0) = (q̃k+1 − qk)w0, ∂tzk(·, 0) = (Q− qk)w0 and gk = (Q− qk)∂tW [Q].








Of course, using the strict positivity (1.18) of w0, this yields in particular that
∫
Ω






e2sϕ(0)(qk −Q)2 dx. (4.9)
Since Tm defined in (1.25) is Lipschitz and Tm(Q) = Q (because Q ∈ L∞≤m(Ω)), we have
|qk+1 −Q| = |Tm(q̃k+1) − T (Q)| ≤ |q̃k+1 − Q|, from which we immediately deduce (1.26) and
conclude to the convergence of Algorithm 1 for s large enough.
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5 Conclusion
As a conclusion, let us formulate a few comments and highlight some remaining open problems.
On the geometrical conditions. Our strategy requires the use of Carleman estimates,
and in particular the conditions (1.2) and (1.3). But these conditions are much stronger than
the classical Geometric Control Condition (GCC) introduced in [1]. Whether or not similar
results as the ones presented above apply when only the GCC holds is an open problem. In
particular, to our knowledge, the only stability result in inverse problem proved using micro
local analysis is the recent work [27], which requires the GCC and the convexity of the whole
boundary.
Smoothness of Controls. The control process proposed in Section 1.2 does not fit in the
framework developed in [13] which proves that using the Hilbert Uniqueness Method (HUM)
(slightly modified by the introduction of a smooth cut-off function in time) to compute the
controls, if the data to be controlled is smooth, then the corresponding control and controlled
trajectory are smooth. Therefore, new questions arise:
• Does the control process in Section 1.2 enjoy smoothness properties similar to the ones of
the classical HUM control? Note that these regularity properties arise naturally when consider-
ing the control properties of semi-linear wave equations - see [10] - or when deriving convergence
rates for the discrete controls, as explained in [12].
• How does the usual HUM control process depend on the potentials of the wave equation?
Numerics and inverse problems. Recently, in [4], we have proved discrete Carleman es-
timates for the space semi-discrete 1-d wave equation discretized using finite differences. There,
following the results on the observability of discrete waves - see e.g. [12] -, a new term has been
added to make the Carleman estimates uniform with respect to the discretization parameter.
This term, somehow corresponding to some kind of Tychonoff regularization of the Carleman
estimates, is needed due to spurious waves created by the discretization process. Based on
these uniform Carleman estimates, we have been able to prove a convergence result for the
approximation of a potential in the inverse problem given in Section 1.3, provided a Tychonoff
regularization term is added in the process.
It would then be completely natural to try to adapt the algorithm developed here in the
continuous case to the space semi-discrete schemes and in numerics. This is currently under
investigation.
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