


















This article surveys recent studies on the realized volatility, which have been extremely
developed in the past two decades. Some related functions implemented in the R package
yuima are brieﬂy presented as well.
概要
本稿では, ここ 20年ほどの間に急速に進歩した実現ボラティリティと呼ばれる統計量
に関する研究について, 最近の結果を概観する. また, R言語のパッケージの 1つである
yuimaパッケージの関連機能についても簡単に触れる.
1 実現ボラティリティ
B = (Ω,F ,F = (Ft)t∈[0,1], P )を確率基底とする. 金融資産の日内の (対数)価格過程
X = (Xt)t∈[0,1]が, 確率微分方程式
dXt = µtdt+ σtdWt (1)
で与えられるとする. ここに, µt, σtは ca`dla`gなF-適合過程, Wtは B上の標準Wiener過





は累積ボラティリティ(integrated volatility, IV)あるいは累積分散 (integrated variance)と
呼ばれ, Xの日次のボラティリティを表す指標の 1つと考えられている. ボラティリティ
の重要性は古くから認識されているため (例えば [11]参照), この量をXの日内の観測デー
タから推定することは応用上重要である. いま, X の高頻度観測データXt0 , Xt1 , . . . , Xtn





2, ∆ni X = Xti −Xti−1





は実現ボラティリティ(realized volatility, RV)あるいは実現分散 (realized variance)と呼
ばれ, IVの一致推定量となることが古典的な確率解析の理論において古くから知られて
いる:
RV (X)n →p IV (n→∞).
高頻度データの枠組みで, RVを日次ボラティリティの推定量として使用することが提案さ
れ始めたのは, 90年代後半の研究 Foster and Nelson [60]およびAndersen and Bollerslev
[13, 14]にさかのぼる. 一致性の次に興味があるのは推定量の収束レートと推定誤差の漸
近分布であるが, RV (X)nは最適収束レート n−1/2と漸近混合正規性をもつことが知られ
ている (Jacod [86]参照):
√





σ4sds ζ (n→∞). (2)
ここに, dsは安定収束を意味し, ζはFと独立な標準正規確率変数である. 上の収束は, ま
ず始めにやや強めの正則条件のもとでZhang [151]やBarndorﬀ-Nielsen and Shephard [28]
で論じられ, その後Barndorﬀ-Nielsen et al. [21]や Jacod [85, 86]において正則条件が弱め
られた.
安定収束 (2)は, σの非退化性の下で, スチューデント化した統計量の漸近正規性
√
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yuimaでは, 上の解析を実行するために関数 mpvが用意されている. なお, mpvは次節
で説明するMultiPower Variationの略である.
解析を行う前に, まずデータを yuimaオブジェクトにする必要がある. いま, 観測値
x0,. . . ,xnと対応する観測時刻 t0,. . . ,tnが与えられているとする. 上の状況では xi = Xti ,
ti = i/nである. まず, これらを zooオブジェクトに変換する:
z <- zoo(c(x0,...,xn),c(t0,...,tn))
zooオブジェクトは, 時系列データのような (狭義)増加列で順序づけられたベクトルをR
で扱うためのものである. yuimaには, zooオブジェクトを yuimaオブジェクト (正確に
は yuima data-classのオブジェクト)に変換するための関数 setDataが用意されている:
x <- setData(z)












Barndorﬀ-Nielsen and Shephard [29]では, RQ(X)nの一般化として, 実現パワーバリ
エーション (realized power variation, RPV)と呼ばれる統計量
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正規確率変数の絶対値の r次モーメントである. Barndorﬀ-Nielsen and Shephard [30]では,
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|∆niX|r1 |∆ni+1X|r2 , r1, r2 ≥ 0




BPV [1,1](X)nは µ21IV に収束する (この場合だけを特にバイパワ－バリエーションと呼ぶ
ことも多い). RVと BPVの違いは, X がジャンプを伴って観測されるときに現れる. い
ま, 観測データとしてXt0 , Xt1 , . . . , Xtnの代わりに Yt0 , Yt1 , . . . , Ytnが与えられているとす
る. ここに,




であり, Ntは単純点過程, (ck)k∈Nは 0でない確率変数の列である. このとき, よく知られ
ているように, RVについて





BPV [1,1](X)n →p µ21IV (n→∞)




i=1 |∆ni J | = Op(1)であることに起因する. 従って,







の情報を得ることができる点であった. 彼らは更に, Barndorﬀ-Nielsen and Shephard [31]
において, Nt ≡ 0の場合に
√
n(RV (Y )n − µ−21 BPV [1,1](Y )n)に対する安定型中心極限定
理を導出することで, 標本 ω ∈ Ωが与えられた際に, 帰無仮説N1(ω) = 0に対して対立仮
説N1(ω) ≥ 1を検定する手法を提案した. 具体的には, N1 = 0と条件付けた際, 適当な正
則条件の下で
√





d−→ N(0, 1) (n→∞)





RQ(Y )n →p ∑N1k=1 c4k (n→∞)となってしまうので, RQ
は使えない. この問題の解決策として, Barndorﬀ-Nielsen and Shephard [30]は, BPVの更
なる一般化である実現マルチパワーバリエーション (realized multipower variation, MPV)
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を導入した. max{r1, . . . rm} < 2ならば,











n(RV (Y )n − µ−21 BPV (Y )n)√
ϑµ−41 MPV [1,1,1,1](Y )n
は漸近的に標準正規分布に従い, 対立仮説の下では正の無限大に発散する. よって, 有意水
準を αとすると, zαを標準正規分布の上側 100α%点として, Tn > zαならば帰無仮説が棄
却されることになる. この検定統計量は非常に簡便なため, 数多くの実証研究がある. 例
えばHuang and Tauchen [81]参照.
このような応用を背景として, MPVに対する極限定理の研究が盛んに行われてきた.
Barndorﬀ-Nielsen et al. [21]では, 連続セミマルチンゲールのBPVに対する極限定理が詳
しく述べられている. Inﬁnite activity jumpを持つセミマルチンゲールのMPVに対する
極限定理については, Barndorﬀ-Nielsen et al. [22], Woerner [148], Jacod [85]およびVetter
[145]等で研究されている. また, ジャンプ部分の推定という観点からは, 極限にジャンプが
残る場合の極限定理も重要である. そのような研究は Jacod [85]およびVeraart [143]等で
なされている. この場合,漸近分布が混合正規分布とはならない場合が生じる (Vetter [145]
で与えられた極限定理でもそのような状況が起こる). Aı¨t-Sahalia and Jacod [5]では, こ
の結果を用いて上述のBarndorﬀ-Nielsen & Shephard検定より精密なジャンプの有無の検
定手法を提案した. 一方で, MPVはRPVに比べて有効性の面で劣るため, その点を改善
する試みも多くなされている. Andersen et al. [18]ではMinRVとMedRVという IVの推
定量が提案されている. MedRVの長所は, (有限個の)ジャンプの存在下でも漸近混合正規









et al. [44]において quantile-based realized variance (QRV)へと一般化され, 対応する極
限定理が整備された. Christensen and Podolskij [47]は realized range-based multipower
variationという統計量を導入し,その有効性について論じている. Nagata [123]はリターン
の絶対値に基づく IVの推定量 (two-step realized volatility)を提案して, BPVよりも有効性





Mancini [113]と Shimizu [137]によって独立に導入された. アイディアは次のようなも
のである. いま, nが十分大きければ |∆niX|に比べて |∆ni J |ははるかに大きいので, 区間
[(i− 1)/n, i/n]において Y がジャンプしているならば, |∆ni Y |は大きな値をとるはずであ
小池　祐太
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して取り除くことにする. そのような iは有限個となるはずだから, 漸近的には推定量に
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21{(∆ni Y )2≤ρn} (5)
は IVの一致推定量となることが期待される. 統計量 (5)は閾値実現ボラティリティ(threshold
realized volatility, TRV)と呼ばれる. 連続局所マルチンゲールのBrown運動による表現定













ρn → 0, n
−1 log n
ρn
→ 0 (n→∞) (6)





ルチパワー法より優れている. 閾値法の最大の問題点は, 閾値パラメータ ρnの選択の難
しさにある. 漸近的には ρnは条件 (6)さえ満たせば何でもよいはずだが, 現実の有限標本
の状況では, TRV (Y )nの推定精度は ρnの選択のよしあしに大きく左右されることが知ら
れている. そのため, 閾値選択の問題は多くの文献で研究されているが (Shimizu [139]と
その参考文献参照), 現在のところ標準的な方法は定まっていない. なお, TRVは inﬁnite
activity jumpをもつセミマルチンゲールに対しても, 適当な正則条件の下で IVの一致推
定量になり, かつ漸近混合正規性をもつ (Jacod [85]参照).
閾値法はボラティリティ推定以外にも多くの応用がある. セミマルチンゲールのパスの離
散観測データからその構造を調べる手法への応用として, Aı¨t-Sahalia and Jacod [6]とCont
and Mancini [49]は連続マルチンゲール部分が 0か否かの検定へ, Aı¨t-Sahalia and Jacod
[7]とCont and Mancini [49]はジャンプ部分が有界変動をもつか否かの検定へ, Jacod and
Todorov [91]はボラティリティのパスとセミマルチンゲール自身のパスが同時にジャンプ
しているか否かへの検定へと, それぞれ応用している. また, Aı¨t-Sahalia and Jacod [4]お
よび Jing et al. [93]はいわゆるBlumenthal-Getoor指数の推定量を構成するために閾値法
を用いている. 一方で, Corsi et al. [50]は, ジャンプが存在する際のBPVの推定精度を改
善するために, threshold bipower variation (およびその一般化である threshold multipower
variation)という統計量を提案している.
2.3 その他の関連する話題
Lee and Mykland [107]は, BPVと極値理論を応用して, 局所的なジャンプの存在を調
べるノンパラメトリック検定を提案した. Kinnebrock and Podolskij [98]は, RPVやBPV
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散観測データからその構造を調べる手法への応用として, Aı¨t-Sahalia and Jacod [6]とCont
and Mancini [49]は連続マルチンゲール部分が 0か否かの検定へ, Aı¨t-Sahalia and Jacod
[7]とCont and Mancini [49]はジャンプ部分が有界変動をもつか否かの検定へ, Jacod and
Todorov [91]はボラティリティのパスとセミマルチンゲール自身のパスが同時にジャンプ
しているか否かへの検定へと, それぞれ応用している. また, Aı¨t-Sahalia and Jacod [4]お
よび Jing et al. [93]はいわゆるBlumenthal-Getoor指数の推定量を構成するために閾値法
を用いている. 一方で, Corsi et al. [50]は, ジャンプが存在する際のBPVの推定精度を改
善するために, threshold bipower variation (およびその一般化である threshold multipower
variation)という統計量を提案している.
2.3 その他の関連する話題
Lee and Mykland [107]は, BPVと極値理論を応用して, 局所的なジャンプの存在を調
べるノンパラメトリック検定を提案した. Kinnebrock and Podolskij [98]は, RPVやBPV
においてべき関数 x → |x|rをより一般の関数に取り換えた場合の中心極限定理について
論じている. Barndorﬀ-Nielsen et al. [24]は, 定常増分をもつGauss過程のRPVに対する
極限定理について論じている. Todorov and Tauchen [140]は実現 Laplace変換 (realized
Laplace transform)という統計量を導入し, ジャンプの存在下でも σtのパスの Laplace変
換の一致推定量となることを示し, かつ漸近混合正規性も示した.
マルチパワー法の概説としては [33]および [118]がある. 閾値法の概説には [138]があ
る. 数学的内容は, [129]に概説が, [90]に詳細がまとめられている.
2.4 YUIMAにおける関連機能
前節で少し触れたように, yuimaにはMPVを計算するための関数 mpvが用意されてい
る. 確率過程 Ytの離散観測データに対応する yuimaオブジェクト yが与えられていると
する. このとき, 正規化されたMPV: µ−1r1 · · ·µ−1rmMPV [r1,...,rm](Y )nは
mpv(y,r=c(r1,...,rm))
で計算できる. 正規化されてないMPVを計算したい場合は, 引数 normalizeを FALSEに
すればよい (予定):
mpv(y,r=c(r1,...,rm),normalize=FALSE)
モデル (4)において, 帰無仮説 N1(ω) = 0に対して対立仮説 N1(ω) ≥ 1を検定する
Barndorﬀ-Nielsen & Shephard検定は, 関数 bns.testで実行できる:
bns.test(y)
検定結果は “htest”クラスのオブジェクト 1つからなる listオブジェクトとして返され,




で計算できる (cceや THYが何の略語か気になる方は, 次節を参照). yuimaでは, TRVの
計算に時間変動する閾値を使用することもできる. このような閾値の有用性はCorsi et al.
[50]やMancini and Reno` [115]で指摘されている. 具体的には, 推定量 (5)を次のように
変更する:
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前節までは, 観測時刻は等間隔 (ti = i/n)であった. このような観測は正則 (regular)観
測と呼ばれるが, 実際の金融資産の高頻度取引データが正則観測であることはまれである.
非等間隔な観測は非正則 (irregular)観測と呼ばれる. この問題を回避する ad-hocな方法
として, calender time sampling (CTS)と呼ばれる方法がある. いま, 必ずしも等間隔でな
い高頻度観測データXt0 , Xt1 , . . . , Xtn (0 = t0 < t1 < · · · < tn = 1)が与えられたとする.
このとき, 何らかの方法でデータを補完し, すべての tに対するXtの観測データ Xˆtを生成
する. そして, 正整数Lを 1つ決め, 新たに (Xˆi/L)Li=0を観測データとする. データ補間の方
法として有名なものに前ティック法 (previous-tick method) Xˆt := Xtˆiと線形補完法 (linear





説明するMSノイズの影響を回避するためでもある), 経験的には 1/Lが 5分から 30分間
隔に対応するように決められる (Andersen et al. [16]は 5分 (株価データ), Andersen et al.
[17]は 30分 (為替データ)を推奨している).
非正則観測に対する理論的研究の出発点は, 古典的な確率解析の理論において古くか
ら知られている次の事実である. いま, X はセミマルチンゲールであり, かつすべての i
について ti が停止時刻であるとする. このとき, max1≤i≤n(ti − ti−1) →p 0である限り,
RV (X)nはX の 2次変動 [X,X]1に確率収束する. この結果から, 少なくともRVについ
て一致性は問題とならない. しかし, 推定誤差の漸近分布となると事態は一転して複雑と
なる. まず, 観測時刻とXが独立な場合, 適当な正則条件の下で (3)が正当化されることが
Barndorﬀ-Nielsen and Shephard [32]およびMykland and Zhang [122]によって示された.
次の問題は, 観測時刻とXの独立性を緩和することである. そのような観測は従属観測
と呼ばれ, [56], [74]および [132]等でその重要性が指摘されている. 独立性が緩和できる最
も簡単な例は, 正則観測をランダムに時間変更して得られるものである (Barndorﬀ-Nielsen
et al. [23]参照). 時間変更が適切であれば, (3)はそのまま成立する. 一方で Phillips and
Yu [126]は, 従属観測のうち新たな観測時刻が過去の観測にしか依存しない場合は, 適当
な正則条件下で (3)が正当化できることを主張した. この条件は強可予測性という名で明
示的にHayashi and Yoshida [79]およびHayashi et al. [75]で導入され, その下で (3)が成
立することが示された. しかし, 強可予測性をさらに緩和すると, (3)が成立する望みは薄





が取引されており, それらの共分散構造にも興味がある. この小節では, セミマルチンゲー
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1 < · · · < tNn = 1)とは別に, セ




1 < · · · < sNm = 1)
が与えられているとし, X と Y の 2次共変動 [X, Y ]1を推定する問題を考える. ここに,
N ∈ Nは観測頻度を表すパラメータで, N → ∞の下での漸近論を考える. [X, Y ]1はX
と Y の累積共分散 (cumulative covariance, integrated covariance)とも呼ばれる.
n = mかつ tNi = sNi (i = 1, . . . , n)の場合は同期 (synchronous)観測と呼ばれる. 同期
観測の場合, RVの自然な一般化として, 実現共分散 (realized covariance, RC)






Y, ∆NtiX = XtNi −XtNi−1 , ∆NsiY = YsNi − YsNi−1
が考えられる. RCはmax1≤i≤n[(tNi − tNi−1) ∨ (sNi − sNi−1)] →p 0 (N → ∞)である限り一
致性をもち, また漸近混合正規性に関してもRVとほぼ同様の議論が展開できる. しかし
実際の高頻度データが同期観測であることはまれである. 同期観測でない観測を非同期
(nonsynchronous)観測と呼ぶ. 非同期観測を解消する ad-hocな方法は, CTSによって新
たに同期観測を生成することである. しかし, CTSを生成する幅LをNに比べて小さくと
らなければ, 新たな同期観測から計算したRCは真値を過小推定することがHayashi and
Yoshida [77]によって理論的に示された. この現象は, Epps効果の名で古くから経験的に




がある. 1つはMalliavin and Mancino [111]の提案した Fourier解析に基づくアプローチ
であり, もう 1つはHayashi and Yoshida [77]が提案したHayashi-Yoshida推定量 (Hyashi-
Yoshida estimator, HY)である. スペースの都合上ここではHYについてのみ簡単に触れる.
Fourier解析によるアプローチについては, Malliavin and Mancino [111, 112], Malliavin
et al. [110], Cle´ment and Gloter [48], Mancino and Sanfelici [116, 117], Cuchiero and
Teichmann [52]および Park et al. [124]を参照.
HYは






Y K ij, K ij = 1{[tNi−1,tNi )∩[sNj−1,sNj ) ̸=∅}
で定義される統計量で, 同期観測の場合は RCに一致する. X, Y が連続の場合, HYの一
致性と漸近混合正規性は, 独立観測の場合にそれぞれ Hayashi and Yoshida [77]および
Hayashi and Yoshida [78]で, 従属観測の場合にそれぞれHayashi and Kusuoka [76]およ
び (強可予測性の下) Hayashi and Yoshida [79]で示されている. HYはFourier解析による
アプローチに比べて多くのアドバンテージをもつ. 第 1に, HYはチューニングパラメー
タを含まない. 第 2に, HYは最適収束レートを達成する. 実は, Fourier型推定量は非同期
性が大きい場合には最適収束レートを達成できないことがある; Cle´ment and Gloter [48]
およびPark et al. [124]参照. 第 3に, HYはFourier型推定量に比べて計算量が少ない. こ
れは, Fourier型推定量が大量の非等間隔離散 Fourier変換を計算する必要があることによ




一方で前節と同様に, X, Y がジャンプをもつ場合は, ジャンプを分離して連続マルチ
ンゲール部分の累積共分散を推定することが興味ある問題の 1つとなる. 実際この問題
は, 同期観測の場合にはよく研究されている. 推定量の研究では, [30]が BPVを偏極等
式 [X, Y ] = 1
4
([X + Y,X + Y ] − [X − Y,X − Y ])によって多次元化した realized bipower
covariation (BPC), [114]がRCの閾値付き版である threshold realized covariance (TRC)
を研究している. また, [41]は, 分散と相関を分離して推定することで, TRCを不偏性およ
び有限標本でのパフォーマンスの点で改善した realized outlyingness weighted covariation
(ROWC)という推定量を提案し, 更に [42]において ROWCを高次元でのパフォーマン
スと計算コストの点で改善したGaussian rank covariance (GRC)という推定量を提案し
た. 非同期観測の場合には, [114]がHYの閾値付き版について言及しているのと, [42]が
数値実験を通して, CTSによる同期化を用いた際の上記推定量のパフォーマンスの, Epps
効果とデータ数の減少とのトレードオフを調べた研究がある. HYの閾値付き版は切断
Hayashi-Yoshida推定量 (truncated Hayashi-Yoshida estimator, THY)と呼ばれ,






Y K ij1{(∆NtiX)2≤ρn[1],(∆NsjY )2≤ρn[2]}
で定義される. ここに, ρn[1], ρn[2]は正の実数 (閾値パラメータ)である. もちろん, TRV
のように時間変動する閾値を考えることもできる. 有限個のジャンプが存在する場合の
THYの漸近混合正規性は (本質的に) [114]で示されている. ジャンプが inﬁnite activityの




Mykland [120]はGauss解析の立場からHYの分散分析について考察している. 一方で, 次
節で説明するマイクロストラクチャーノイズとHYの関連についても多くの研究がある.




本節で紹介した推定量のうち, yuimaに実装されているものは HY, THYおよびリー
ド・ラグ推定量である.
d個の確率過程X1t , . . . , Xdt をそれぞれ離散観測している状況を考える. X it の離散観測
データに対応する zooオブジェクトを xiとする. このとき, これらの 観測データは
x <- setData(list(x1,...,xd))
によって, yuimaオブジェクト xとして yuimaで扱えるようになる.
HYを計算するための関数として, yuimaにはcceが用意されている. cceはCumulative
Covariance Estimatorの略である.
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は共分散行列の計算結果 covmatと相関行列の計算結果 cormatからなる listオブジェク
トを値として返す. 具体的には, covmatには行列 (HY (X i, Xj))1≤i,j≤dが, cormatには行








で得られる. 一方, 第 i成分に対する閾値パラメータが ρn[i]のTHYによる累積共分散行
列推定量
(THY (X i, Xj; ρn[i], ρn[j]))1≤i,j≤d
は,
cce(x,method="THY",threshold=c(ρn[1],...,ρn[d]))$covmat
で得られる (相関行列は covmatを cormatとすれば得られる). 閾値過程を使いたいとき







あるが (Delbaen and Schachermayer [54]参照), 高頻度取引データに対する実証研究から,
そのようなモデリングでは説明できない現象がいくつか知られている. いま, 金融資産の
(対数)価格の高頻度観測データ過程が確率過程 (Zt)t∈[0,1]で表されるとし, その高頻度観測
データ Xt0 ,Xt1 , . . . ,Xtn (0 = t0 < t1 < · · · < tn = 1)が与えられているとする. このとき,
正整数Kに対して観測をKごとに取り直すことで, 新たな観測データXt0 ,XtK , . . . ,XtnKK
(nK = ⌊n/K⌋)を得る. このような観測手法は tick time sampling (TTS)と呼ばれる. 結
果として, 1つの観測データからRVの族
RV (K tick) =
nK∑
i=1
(XtiK − Xt(i−1)K )2, K = 1, 2, . . .
が得られる. いまもし Xti がセミマルチンゲールの離散観測データ, すなわちあるセミマ
ルチンゲールXtが存在して Xti = Xti となり, かつ rn := max1≤i≤n(ti − ti−1)が十分小さ
ければ, これらのRVの族はKが小さくなるにつれてある値 (X の 2次変動 [X,X]1の実
現値)に近づくはずである. しかし実際には, オリジナルの観測が秒単位レベルになると
一方で前節と同様に, X, Y がジャンプをもつ場合は, ジャンプを分離して連続マルチ
ンゲール部分の累積共分散を推定することが興味ある問題の 1つとなる. 実際この問題
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式 [X, Y ] = 1
4
([X + Y,X + Y ] − [X − Y,X − Y ])によって多次元化した realized bipower
covariation (BPC), [114]がRCの閾値付き版である threshold realized covariance (TRC)
を研究している. また, [41]は, 分散と相関を分離して推定することで, TRCを不偏性およ
び有限標本でのパフォーマンスの点で改善した realized outlyingness weighted covariation
(ROWC)という推定量を提案し, 更に [42]において ROWCを高次元でのパフォーマン
スと計算コストの点で改善したGaussian rank covariance (GRC)という推定量を提案し
た. 非同期観測の場合には, [114]がHYの閾値付き版について言及しているのと, [42]が
数値実験を通して, CTSによる同期化を用いた際の上記推定量のパフォーマンスの, Epps
効果とデータ数の減少とのトレードオフを調べた研究がある. HYの閾値付き版は切断
Hayashi-Yoshida推定量 (truncated Hayashi-Yoshida estimator, THY)と呼ばれ,






Y K ij1{(∆NtiX)2≤ρn[1],(∆NsjY )2≤ρn[2]}
で定義される. ここに, ρn[1], ρn[2]は正の実数 (閾値パラメータ)である. もちろん, TRV
のように時間変動する閾値を考えることもできる. 有限個のジャンプが存在する場合の
THYの漸近混合正規性は (本質的に) [114]で示されている. ジャンプが inﬁnite activityの




Mykland [120]はGauss解析の立場からHYの分散分析について考察している. 一方で, 次
節で説明するマイクロストラクチャーノイズとHYの関連についても多くの研究がある.




本節で紹介した推定量のうち, yuimaに実装されているものは HY, THYおよびリー
ド・ラグ推定量である.
d個の確率過程X1t , . . . , Xdt をそれぞれ離散観測している状況を考える. X it の離散観測
データに対応する zooオブジェクトを xiとする. このとき, これらの 観測データは
x <- setData(list(x1,...,xd))
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あるが (Delbaen and Schachermayer [54]参照), 高頻度取引データに対する実証研究から,
そのようなモデリングでは説明できない現象がいくつか知られている. いま, 金融資産の
(対数)価格の高頻度観測データ過程が確率過程 (Zt)t∈[0,1]で表されるとし, その高頻度観測
データ Xt0 ,Xt1 , . . . ,Xtn (0 = t0 < t1 < · · · < tn = 1)が与えられているとする. このとき,
正整数Kに対して観測をKごとに取り直すことで, 新たな観測データXt0 ,XtK , . . . ,XtnKK
(nK = ⌊n/K⌋)を得る. このような観測手法は tick time sampling (TTS)と呼ばれる. 結
果として, 1つの観測データからRVの族
RV (K tick) =
nK∑
i=1
(XtiK − Xt(i−1)K )2, K = 1, 2, . . .
が得られる. いまもし Xti がセミマルチンゲールの離散観測データ, すなわちあるセミマ
ルチンゲールXtが存在して Xti = Xti となり, かつ rn := max1≤i≤n(ti − ti−1)が十分小さ
ければ, これらのRVの族はKが小さくなるにつれてある値 (X の 2次変動 [X,X]1の実
現値)に近づくはずである. しかし実際には, オリジナルの観測が秒単位レベルになると
(これは rnが 10−4程度の状況にあたる), 上のRVの族の値はKを小さくするにつれて, あ
るところを境に急激に増加していくことが知られている. このことは, Kを横軸にとって
上のRVの族の値をプロットすることで視覚的に明確になる. この手法はAndersen et al.




分野において古くから認識されている (Roll [134]およびHasbrouck [72]等参照). MMS理
論では, 観測値が潜在的なセミマルチンゲールからずれる要因として様々なものが考察さ
れている. 例えば, ビッド・アスクスプレッド (Roll [134]), 観測値の最小取引価格への丸め
込み (Gottlieb and Kalay [66])および情報の非対称性 (Glosten and Milgrom [63])などで
ある (Engle and Sun [57]に詳しくまとめられている). そのため, 観測値と潜在的なセミ
マルチンゲールの差で表される観測誤差は, (マーケット・)マイクロストラクチャーノイ
ズ (microstructure noise)と呼ばれる (以下MSノイズと略す). すなわち, 時点 tiでのMS
ノイズは,
Uti = Xti −Xti (7)
で与えられる. なお,セミマルチンゲールXは効率対数価格過程 (eﬃcient log-price process)
あるいは潜在対数価格過程 (latent log-price process)と呼ばれる.
MSノイズを考慮したボラティリティの推定理論が整備されたのは比較的最近のことで
あるが, MSノイズ自体はすでに Zhou [155]がボラティリティ推定の文脈で論じている.
Zhou [155]は,モデル (7)においてXがBrown運動の非ランダム関数による時間変更, (Uti)












を提案している (正確には n/(n− 1)をかける代わりに [0, 1]区間外のデータを使用してい
る). ここに, ∆ni X = Xti − Xti−1 である. Zhou [155]がこのようなモデルを考察したのは,
高頻度データにおける対数価格リターンの負の自己相関を説明するためであったが, この
モデルはVSPにおけるRVの発散現象も説明できる. また, Delattre and Jacod [53]は丸
め込み誤差がある場合のボラティリティの推定について論じている.
一方, MSノイズは観測が低頻度の際は無視できることが経験的に知られている. そこで,
RV (K tick)においてKをそれなりに大きくとるか, 前節で説明したように低頻度のCTSを












まず研究の第 1歩として, Zhou [155]タイプの仮定の下, すなわちXが連続伊藤型セミ
マルチンゲールで, MSノイズがX と独立な平均 0の i.i.d.列の場合に, IVの一致推定量
を構成することが問題となる. 前節で紹介した研究背景から自然に示唆されるアイディア
として, RV (K tick)においてKを nに対して遅いオーダーで無限大に飛ばせば, IVの一致
推定量を構成できるのではないかという考えである. しかし, この方法はバイアスを生じ
ることが Zhang et al. [154]によって示された. また, 推定量の構成の際に大量のデータを
廃棄しているため, 有効性が落ちることが予想される. Zhang et al. [154]はこの問題を解
決するために, (TTSに基づく)サブサンプリング (subsampling)法と呼ばれる手法を考案




(Xtk+iK − Xtk+(i−1)K )2 (k = 0, 1, . . . , K − 1)






ディアである. しかし, この推定量もまだバイアスを生じる. そこで Zhang et al. [154]は,
バイアスを修正した推定量
TSRV n = RV n,K − nK
n
RV n,1, nK =
n−K + 1
K
を提案した. TSRV nはKを n2/3のオーダーでとった際に一致性をもつ. この推定量は,
2種類の観測頻度に基づくサブサンプリングを用いて構成されているため, two-time scale
realized volatility (TSRV)と呼ばれる. TSRVはMSノイズの存在下で最初に発見された
IVの一致推定量である. なお,有限標本での推定精度を改善するために,推定量を 1−nK/n
で割ることを Zhang et al. [154]は提案している.
一致性の次に問題となるのは, 推定誤差の収束レートと漸近分布である. Zhang et al.
[154]は, K ∼ n2/3の際, 適当な正則条件下で TSRV nが収束レート n−1/6の漸近混合正規
性をもつことを示した. 実は, Gloter and Jacod [64, 65]は, シンプルモデル, すなわちX
が未知の分散 σ2をもつWiener過程, Utiが未知の分散 ω2をもつ正規分布に従うという仮
定の下で尤度解析を行い, σの推定量の最適収束レートが n−1/4で最小分散が 8σ3ω2であ
ることを示していた. 従ってTSRVは rate-optimalではないから, 次の問題は rate-optimal















を満たすある実数列である. これらの数値は nに依存する非ランダムな値で, M は収束
レートを最適化するように決められ, αK はMSノイズから生じる漸近分散を最小化する
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を満たすある実数列である. これらの数値は nに依存する非ランダムな値で, M は収束
レートを最適化するように決められ, αK はMSノイズから生じる漸近分散を最小化する
ように決められる. Zhang [152]はM ∼ √nとしたとき上の統計量が最適収束レートを達
成することを示した. なお, この場合 αK = 12K2/M3 − 6K/M2となる. Zhang [152]の
提案した推定量はmultiscale realized volatility (MSRV)と呼ばれ, 最初に発見された IVの
rate-optimalな推定量として知られている.
ここまではZhou [155]に従って, MSノイズ (Uti)はXと独立な i.i.d.列と仮定してきた.
この仮定は観測頻度が分単位程度ならばある程度信頼できるが, 秒単位の超高頻度になる
と非現実的であることが知られている. この事実は経験的には古くから認識されていたが,
Hansen and Lunde [70]が行った精密な実証研究によって明確にされた. 実際, Hansen and
Lunde [70]は, 超高頻度領域において, MSノイズが (1) 有効 (対数)価格のリターンと (負
の)相関をもち, (2) 自己相関をもち, (3) 時間ごとに性質が変化することを指摘した. これ
らの性質は, 古典的なMMS理論から示唆されることでもある (Diebold [55]および Engle
and Sun [57]参照). 従って, MSノイズに関する仮定を緩めた際のTSRVやMSRVといっ
た推定量の頑健性について考察することが非常に重要となってくる. Aı¨t-Sahalia et al. [2]
はMSノイズに (弱い)自己相関が存在する場合, すなわち (2)について考察し, TSRVや
MSRVの一致性や収束レートには影響しないことを示した. 一方で Kalnina and Linton




nδ(Wti −Wti−1) + ω(ti)ϵti . (9)
ここに, δ ≥ 0, ω(t)は非ランダムな関数で, かつ (ϵti)は µ, σ,W と独立な平均 0, 分散 1の




Kalnina [94]はTSRVに対するリサンプリング法について考察している. また, Fan and
Wang [59]はウェーブレット法によって観測データからジャンプを除去する方法を提案し,
MSRVと組み合わせることで, 有限個のジャンプの存在下で IVの一致推定量を構成して
いる. Barunik and Vacha [34]はTSRVに対するウェーブレット法について更に解析を進
めている. Aı¨t-Sahalia and Mykland [9]はTSRVに対する概説を与えている.
なお, ad-hocなCTSに基づくサブサンプリング法は, IVの粗い推定値を得るために実証
研究でよく使われる. 例えば, Barndorﬀ-Nielsen et al. [25], Shephard and Sheppard [135]
およびHautsch and Podolskij [73]参照.
4.3 カーネル法
サブサンプリング法とは別のアプローチとして, Hansen and Lunde [68, 70]は Zhou
[155]の提案した推定量の修正を試みた. 上述のように, MSノイズは自己相関をもつので,
Zhou [155]の推定量 (8)は実際には不偏推定量ではない. Hansen and Lunde [68, 70]はこ
の問題を解消するために, 推定量 (8)を一般化した統計量
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and Sun [57]参照). 従って, MSノイズに関する仮定を緩めた際のTSRVやMSRVといっ
た推定量の頑健性について考察することが非常に重要となってくる. Aı¨t-Sahalia et al. [2]
はMSノイズに (弱い)自己相関が存在する場合, すなわち (2)について考察し, TSRVや
MSRVの一致性や収束レートには影響しないことを示した. 一方で Kalnina and Linton




nδ(Wti −Wti−1) + ω(ti)ϵti . (9)
ここに, δ ≥ 0, ω(t)は非ランダムな関数で, かつ (ϵti)は µ, σ,W と独立な平均 0, 分散 1の




Kalnina [94]はTSRVに対するリサンプリング法について考察している. また, Fan and
Wang [59]はウェーブレット法によって観測データからジャンプを除去する方法を提案し,
MSRVと組み合わせることで, 有限個のジャンプの存在下で IVの一致推定量を構成して
いる. Barunik and Vacha [34]はTSRVに対するウェーブレット法について更に解析を進
めている. Aı¨t-Sahalia and Mykland [9]はTSRVに対する概説を与えている.
なお, ad-hocなCTSに基づくサブサンプリング法は, IVの粗い推定値を得るために実証
研究でよく使われる. 例えば, Barndorﬀ-Nielsen et al. [25], Shephard and Sheppard [135]
およびHautsch and Podolskij [73]参照.
4.3 カーネル法
サブサンプリング法とは別のアプローチとして, Hansen and Lunde [68, 70]は Zhou
[155]の提案した推定量の修正を試みた. 上述のように, MSノイズは自己相関をもつので,
Zhou [155]の推定量 (8)は実際には不偏推定量ではない. Hansen and Lunde [68, 70]はこ
の問題を解消するために, 推定量 (8)を一般化した統計量






n,h, H = 1, 2, . . .








である. Hansen and Lunde [70]は, RV nACH が (Uti)に対する適当な正則条件下で IVの不
偏推定量となることを示した. 一方でこの推定量は必ずしも非負の値をとるわけではなく,
実際推定値が負の値をとる場合が相当数起こることを, Hansen and Lunde [68]は実証研
究で確認した. そのため, Hansen and Lunde [68]はRV nACH をNewey-West型に修正した
統計量








RACn,h, H = 1, 2, . . .
を考察した. RV nNWH は常に非負の値をとる (すなわち, 非負定値性をもつ). 更に, Hansen




のMSEを比較した結果, RV nNWH の方がより正確な推定量
であると結論付けた.
しかし一方で, Barndorﬀ-Nielsen et al. [20]は, RV nNWH がTSRVで ‘ほぼ’近似できるが,
一致性はもたないことを示した. Barndorﬀ-Nielsen et al. [23]は一致推定量を構成するた











を考察した. ここに, kは k(0) = 1, k(1) = 0を満たす [0, 1]上の実関数 (カーネル関数)
で, Hは帯域幅 (bandwidth)と呼ばれるチューニングパラメータである. Bartlettカーネル
k(x) = 1− xに対しては, H ∼ n2/3のときFTRKn(k)が Zhou [155]タイプの仮定の下で IV
の一致推定量となり, かつTSRVと同じ収束レートと漸近分散の漸近混合正規性をもつこ
とをBarndorﬀ-Nielsen et al. [23]は示した. 更に彼らはFTRKが rate-optimalとなる条件
について考察した. まず彼らは, 端点でのMSノイズの影響を除去するために, jitteringと












Xtn−m+i , xi = Xti+m (i = 1, . . . , n− 2m)
を使うという方法である. jitteringを行った後で FTRKn(k)を構成すれば, カーネル関数 k
がC1級で k′(0)2 + k′(1)2 = 0を満たすとき, H ∼ √n, m→∞ならば, FTRKn(k)が Zhou
[155]タイプの仮定の下収束レートn−1/4の漸近混合正規性をもつことをBarndorﬀ-Nielsen
et al. [23]は示した. 特に kとして cubic kernelk(x) = 1− 3x2+2x3をとると, FTRKn(k)は
MSRVと同じ漸近分布をもつ. 彼らは, シンプルモデルの下でMSRVより漸近有効なカー
ネル関数がとれることを指摘した. しかし, Gloter and Jacod [64, 65]の意味での最小分散
小池　祐太
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を達成するものは見つけられなかった. Barndorﬀ-Nielsen et al. [23]はこの点を解消する












を導入した. 但し, カーネル関数は C2級で k(0) = 1, k′(0) = 0, k(x) → 0 (x → ∞)を満
たす [0,∞)上の実関数と仮定する. Barndorﬀ-Nielsen et al. [23]は, k(x) = (1 + x)e−x(最
適カーネルと呼ばれる)のときFTRKn(k),∞がGloter and Jacod [64, 65]の意味での最小分
散を達成することを示した.
ここまでの説明から,最適カーネルに対する inﬁnite-lag FTRKが IVの推定量としてベス
トなように思われるかもしれない. しかし, Barndorﬀ-Nielsen et al. [23, 26]は (inﬁnite-lag)
FTRKがいくつか望ましい性質をもっていないことを指摘した. 第 1に, FTRKはMSノ
イズが自己相関をもつと一致性をもたない. 第 2に, FTRKは非負定値性をもたない. 第
3に, inﬁnite-lag FTRKは観測データ数程度の個数のRACを計算する必要があり, 高頻度
データに対しては計算コストが大きい. これらの欠点を解消するために, Barndorﬀ-Nielsen











について考察した. Barndorﬀ-Nielsen et al. [26]は, カーネル関数が C2 級で k(0) = 1,
k′(0) = 0, 非負定値性および適当な可積分性条件を満たし, かつH ∼ n3/5, n1/5/m → 0
のとき, RKn(k) が 4.2節で紹介したMSノイズの性質 (1)-(3)を許す仮定の下で収束レー
ト n−1/5 の漸近混合正規性をもつことを示した. またこの際, RKn(k) は非負定値をもつ.
Barndorﬀ-Nielsen et al. [25, 26]は, 計算コストを減らすために有界な台をもつカーネル関
数の使用を推奨し, 特にParzanカーネルの使用を推奨した. またBarndorﬀ-Nielsen et al.
[25]は, 実際のデータに対する bandwidthパラメータの選択方法や, データクリーニング
に対する推定値の反応などに関して, 詳細な実証研究を行っている.
関連研究として,収束レートを落とさずにMSノイズの自己相関に対する頑健性を獲得で
きるように realized kernelを修正する方法の研究がある. Ikeda [83]は 2種類の bandwidth
を使ってRKを構成し, それらの線形結合を新たな推定量として提案している (two scale
realized kernel と呼ばれる). また Varneskov [141]は, FTRKを一般化した統計量のクラ
ス (generalized FTRK)を考えて新たな推定量を提案している. 一方で, Barndorﬀ-Nielsen
et al. [27]はサブサンプリング法を用いた際の FTRKの挙動について研究している (これ
は, Zhou [155]が推定量 (8)のサブサンプリング版を考察していたことに動機づけられて
いる).
Realize kernelは実証研究で頻繁に使われている. 特に, ボラティリティ予測の研究で
顕著である. 例えば, Shephard and Sheppard [135], Hansen et al. [71]およびWatanabe
[147]等を参照.








である. Hansen and Lunde [70]は, RV nACH が (Uti)に対する適当な正則条件下で IVの不
偏推定量となることを示した. 一方でこの推定量は必ずしも非負の値をとるわけではなく,
実際推定値が負の値をとる場合が相当数起こることを, Hansen and Lunde [68]は実証研
究で確認した. そのため, Hansen and Lunde [68]はRV nACH をNewey-West型に修正した
統計量








RACn,h, H = 1, 2, . . .
を考察した. RV nNWH は常に非負の値をとる (すなわち, 非負定値性をもつ). 更に, Hansen




のMSEを比較した結果, RV nNWH の方がより正確な推定量
であると結論付けた.
しかし一方で, Barndorﬀ-Nielsen et al. [20]は, RV nNWH がTSRVで ‘ほぼ’近似できるが,
一致性はもたないことを示した. Barndorﬀ-Nielsen et al. [23]は一致推定量を構成するた











を考察した. ここに, kは k(0) = 1, k(1) = 0を満たす [0, 1]上の実関数 (カーネル関数)
で, Hは帯域幅 (bandwidth)と呼ばれるチューニングパラメータである. Bartlettカーネル
k(x) = 1− xに対しては, H ∼ n2/3のときFTRKn(k)が Zhou [155]タイプの仮定の下で IV
の一致推定量となり, かつTSRVと同じ収束レートと漸近分散の漸近混合正規性をもつこ
とをBarndorﬀ-Nielsen et al. [23]は示した. 更に彼らはFTRKが rate-optimalとなる条件
について考察した. まず彼らは, 端点でのMSノイズの影響を除去するために, jitteringと












Xtn−m+i , xi = Xti+m (i = 1, . . . , n− 2m)
を使うという方法である. jitteringを行った後で FTRKn(k)を構成すれば, カーネル関数 k
がC1級で k′(0)2 + k′(1)2 = 0を満たすとき, H ∼ √n, m→∞ならば, FTRKn(k)が Zhou
[155]タイプの仮定の下収束レートn−1/4の漸近混合正規性をもつことをBarndorﬀ-Nielsen
et al. [23]は示した. 特に kとして cubic kernelk(x) = 1− 3x2+2x3をとると, FTRKn(k)は
MSRVと同じ漸近分布をもつ. 彼らは, シンプルモデルの下でMSRVより漸近有効なカー








プを埋めるために, Podolskij and Vetter [128]はプレ・アベレージング (pre-averaging)法
と呼ばれる方法を導入した. 直観的には, MSノイズは平均をとれば大数の法則によって消
えると期待される. 実際, サブサンプリング法でもカーネル法でも推定量の構成にはある





が ‘プレ’・アベレージングと呼ばれる所以である. Podolskij and Vetter [128]のアイディ
アは Jacod et al. [87]においてより洗練された. 観測データ Xt0 ,Xt1 , . . . ,Xtnのプレ・アベ









∆ni+pX (i = 0, 1 . . . , n− kn + 1)
として実行される. 重み関数 gは最低限区分的 C1級で区分的 Lipschitzな導関数 g′をも
ち, かつ g(0) = g(1) = 0を満たすことが要求される. 考える状況次第で更に条件が課され







れることもある; Kinnebrock and Podolskij [97]およびVetter [144]参照). このとき, RV








で与えられる. Zhou [155]タイプの仮定の下, 対応する大数の法則は
PRV n →p θψ2IV + ψ1
θ
ω2







る. 従って, 大数の法則 1
2n
RV n,1 →p ω2に注意すれば,
�Cn = 1
θψ2
PRV n − ψ1
2nθ2ψ2
RV n,1
を達成するものは見つけられなかった. Barndorﬀ-Nielsen et al. [23]はこの点を解消する












を導入した. 但し, カーネル関数は C2級で k(0) = 1, k′(0) = 0, k(x) → 0 (x → ∞)を満
たす [0,∞)上の実関数と仮定する. Barndorﬀ-Nielsen et al. [23]は, k(x) = (1 + x)e−x(最
適カーネルと呼ばれる)のときFTRKn(k),∞がGloter and Jacod [64, 65]の意味での最小分
散を達成することを示した.
ここまでの説明から,最適カーネルに対する inﬁnite-lag FTRKが IVの推定量としてベス
トなように思われるかもしれない. しかし, Barndorﬀ-Nielsen et al. [23, 26]は (inﬁnite-lag)
FTRKがいくつか望ましい性質をもっていないことを指摘した. 第 1に, FTRKはMSノ
イズが自己相関をもつと一致性をもたない. 第 2に, FTRKは非負定値性をもたない. 第
3に, inﬁnite-lag FTRKは観測データ数程度の個数のRACを計算する必要があり, 高頻度
データに対しては計算コストが大きい. これらの欠点を解消するために, Barndorﬀ-Nielsen











について考察した. Barndorﬀ-Nielsen et al. [26]は, カーネル関数が C2 級で k(0) = 1,
k′(0) = 0, 非負定値性および適当な可積分性条件を満たし, かつH ∼ n3/5, n1/5/m → 0
のとき, RKn(k) が 4.2節で紹介したMSノイズの性質 (1)-(3)を許す仮定の下で収束レー
ト n−1/5 の漸近混合正規性をもつことを示した. またこの際, RKn(k) は非負定値をもつ.
Barndorﬀ-Nielsen et al. [25, 26]は, 計算コストを減らすために有界な台をもつカーネル関
数の使用を推奨し, 特にParzanカーネルの使用を推奨した. またBarndorﬀ-Nielsen et al.
[25]は, 実際のデータに対する bandwidthパラメータの選択方法や, データクリーニング
に対する推定値の反応などに関して, 詳細な実証研究を行っている.
関連研究として,収束レートを落とさずにMSノイズの自己相関に対する頑健性を獲得で
きるように realized kernelを修正する方法の研究がある. Ikeda [83]は 2種類の bandwidth
を使ってRKを構成し, それらの線形結合を新たな推定量として提案している (two scale
realized kernel と呼ばれる). また Varneskov [141]は, FTRKを一般化した統計量のクラ
ス (generalized FTRK)を考えて新たな推定量を提案している. 一方で, Barndorﬀ-Nielsen
et al. [27]はサブサンプリング法を用いた際の FTRKの挙動について研究している (これ
は, Zhou [155]が推定量 (8)のサブサンプリング版を考察していたことに動機づけられて
いる).
Realize kernelは実証研究で頻繁に使われている. 特に, ボラティリティ予測の研究で




は IVの一致推定量になる (もちろん ψ2 ̸= 0を仮定して). Jacod et al. [87]は, 適当な正則
条件下で �Cnが収束レート n−1/4の漸近混合正規性をもつことを示した.
始めの目的であるマルチパワー法や閾値法の応用へと戻る. MPVに対応するプレ・ア
ベレージング推定量 (pre-averaged multipower variation, PMV)は







|Xi|r1 · · · |Xi+(m−1)kn |rm
で与えられる. Zhou [155]タイプの仮定の下で, 対応する大数の法則は











で与えられる (Hautsch and Podolskij [73]). 更に, バイパワー (m = 2)の場合について,
Podolskij and Vetter [127]が漸近混合正規性とジャンプへの頑健性, および Barndorﬀ-
Nielsen & Shephard型の検定について論じている. m = 1の場合の PMVに対する極
限定理は Jacod et al. [88]に詳しい. 閾値法の応用も同様の形でなされる. Kinnebrock
and Podolskij [97]および Hautsch and Podolskij [73]は信頼区間の構築に, Aı¨t-Sahalia
et al. [3]および Podolskij and Ziggel [130]はジャンプの存在の検定に, Jing et al. [92]は
Blumenthal-Getoor指数の推定に, それぞれプレ・アベレージング法とマルチパワー法・
閾値法の組み合わせを応用している.
MSノイズが自己相関をもつとき, �Cn は一致性をもたない. Hautsch and Podolskij
[73]はこの問題を解消するために, PRVとRACの線形結合を考えた. 一方で, Christensen
et al. [43]が非同期性とMSノイズを同時に処理するために提案した pre-averaged Hayashi-
Yoshida estimator (PHY)は, MSノイズが自己相関をもつ場合も一致性をもち, かつ最適
収束レートを達成する (Christensen et al. [45]). のみならず, Kalnina-Lintonモデル (9)
の下でも PHYは収束レート n−1/4 の漸近混合正規性をもつことが示されている (Koike
[101]).
その他の関連研究として, Christensen et al. [46]およびHautsch and Podolskij [73]はプ
レ・アベレージング推定量に関する詳しい実証研究を行っている. また, Christensen et al.
[44]はQRVに対応するプレ・アベレージング推定量を考察している. Jacod and Mykland
[89]はプレ・アベレージング法の漸近有効性を向上させるために適合型プレ・アベレージ
ング法 (adaptive pre-averaging method)を提案している. プレ・アベレージング法の数学




Xiu [149]のアプローチ (擬最尤法, quasi-likelihood approach)はAı¨t-Sahalia and Xiu [10]
においてマイクロストラクチャーノイズの存在に対するHausman型の検定に応用されて







プを埋めるために, Podolskij and Vetter [128]はプレ・アベレージング (pre-averaging)法
と呼ばれる方法を導入した. 直観的には, MSノイズは平均をとれば大数の法則によって消
えると期待される. 実際, サブサンプリング法でもカーネル法でも推定量の構成にはある





が ‘プレ’・アベレージングと呼ばれる所以である. Podolskij and Vetter [128]のアイディ
アは Jacod et al. [87]においてより洗練された. 観測データ Xt0 ,Xt1 , . . . ,Xtnのプレ・アベ









∆ni+pX (i = 0, 1 . . . , n− kn + 1)
として実行される. 重み関数 gは最低限区分的 C1級で区分的 Lipschitzな導関数 g′をも
ち, かつ g(0) = g(1) = 0を満たすことが要求される. 考える状況次第で更に条件が課され







れることもある; Kinnebrock and Podolskij [97]およびVetter [144]参照). このとき, RV








で与えられる. Zhou [155]タイプの仮定の下, 対応する大数の法則は
PRV n →p θψ2IV + ψ1
θ
ω2







る. 従って, 大数の法則 1
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RV n,1 →p ω2に注意すれば,
�Cn = 1
θψ2





Kunitomo and Sato [105]はシンプルモデルの尤度関数に動機付けられた Separating
Information Maximum Likelihood(SIML)推定量を IVの推定量として提案している. Ku-
nitomo et al. [104]では SIML推定量の様々な状況下でのロバスト性が検証されている.









σ(s)dWs + ϵi, ϵi
i.i.d.∼ N(0, v), i = 1, . . . , n (11)
によって生成される統計的実験の列が




で定義される確率過程 �Yt を区間 t ∈ [0, 1]で連続観測するという統計的実験の列と (Le
Camの意味で)漸近同等であることを示した (漸近同等の正確な定義については [131]参
照). ここで重要なのは, 2つの統計的実験が漸近同等であれば, 一方における推定量の漸
近分散のミニマックス下界はもう一方においてもミニマックス下界になるということで
ある ([106]の 2章参照). 統計的実験 (12)に対する漸近分散のミニマックス下界は [82]の










下での漸近混合正規性がAltmeyer and Bibinger [12]において示されている. ジャンプが
ある場合についてはBibinger and Winkelmann [40]で議論されている.
近年, 非同期観測とMSノイズの存在下での累積共分散推定の研究が活発である. 上で
説明したそれぞれのアプローチに対して, 非同期観測の際の推定量の修正方法について研
究がある. サブサンプリング法については Bibinger [35, 36], Zhang [153], Bibinger and
Mykland [38]を,カーネル法についてはBarndorﬀ-Nielsen et al. [26], Ikeda [84], Varneskov
[142]を,プレ・アベレージング法についてはChristensen et al. [43], Christensen et al. [45],
Koike [100, 101, 103, 102]を, 擬最尤法については Aı¨t-Sahalia et al. [1], Liu and Tang
[109], Shephard and Xiu [136]を, スペクトル法についてはBibinger et al. [37], Altmeyer
and Bibinger [12], Bibinger and Winkelmann [40]をそれぞれ参照. また, Corsi et al. [51]
はKalmanフィルターとEMアルゴリズムを利用したアプローチを, Peluso et al. [125]は
Bayes法によるアプローチをそれぞれ提案している.
全体の概説としては, [96], [119]および [8]の 7章がある.
参考文献
[1] Aı¨t-Sahalia, Y., Fan, J., Xiu, D. 2010. High-frequency covariance estimates with noisy
and asynchronous financial data. J. Amer. Statist. Assoc. 105 (492), 1504–1517.
[2] Aı¨t-Sahalia, Y., Mykland, P. A., Zhang, L. 2011. Ultra high frequency volatility estimation
with dependent microstructure noise. J. Econometrics, 160, 160–175.
は IVの一致推定量になる (もちろん ψ2 ̸= 0を仮定して). Jacod et al. [87]は, 適当な正則
条件下で �Cnが収束レート n−1/4の漸近混合正規性をもつことを示した.
始めの目的であるマルチパワー法や閾値法の応用へと戻る. MPVに対応するプレ・ア
ベレージング推定量 (pre-averaged multipower variation, PMV)は
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で与えられる. Zhou [155]タイプの仮定の下で, 対応する大数の法則は











で与えられる (Hautsch and Podolskij [73]). 更に, バイパワー (m = 2)の場合について,
Podolskij and Vetter [127]が漸近混合正規性とジャンプへの頑健性, および Barndorﬀ-
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閾値法の組み合わせを応用している.
MSノイズが自己相関をもつとき, �Cn は一致性をもたない. Hautsch and Podolskij
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et al. [43]が非同期性とMSノイズを同時に処理するために提案した pre-averaged Hayashi-
Yoshida estimator (PHY)は, MSノイズが自己相関をもつ場合も一致性をもち, かつ最適
収束レートを達成する (Christensen et al. [45]). のみならず, Kalnina-Lintonモデル (9)
の下でも PHYは収束レート n−1/4 の漸近混合正規性をもつことが示されている (Koike
[101]).
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[89]はプレ・アベレージング法の漸近有効性を向上させるために適合型プレ・アベレージ
ング法 (adaptive pre-averaging method)を提案している. プレ・アベレージング法の数学
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Kunitomo and Sato [105]はシンプルモデルの尤度関数に動機付けられた Separating
Information Maximum Likelihood(SIML)推定量を IVの推定量として提案している. Ku-
nitomo et al. [104]では SIML推定量の様々な状況下でのロバスト性が検証されている.









σ(s)dWs + ϵi, ϵi
i.i.d.∼ N(0, v), i = 1, . . . , n (11)
によって生成される統計的実験の列が




で定義される確率過程 �Yt を区間 t ∈ [0, 1]で連続観測するという統計的実験の列と (Le
Camの意味で)漸近同等であることを示した (漸近同等の正確な定義については [131]参
照). ここで重要なのは, 2つの統計的実験が漸近同等であれば, 一方における推定量の漸
近分散のミニマックス下界はもう一方においてもミニマックス下界になるということで
ある ([106]の 2章参照). 統計的実験 (12)に対する漸近分散のミニマックス下界は [82]の










下での漸近混合正規性がAltmeyer and Bibinger [12]において示されている. ジャンプが
ある場合についてはBibinger and Winkelmann [40]で議論されている.
近年, 非同期観測とMSノイズの存在下での累積共分散推定の研究が活発である. 上で
説明したそれぞれのアプローチに対して, 非同期観測の際の推定量の修正方法について研
究がある. サブサンプリング法については Bibinger [35, 36], Zhang [153], Bibinger and
Mykland [38]を,カーネル法についてはBarndorﬀ-Nielsen et al. [26], Ikeda [84], Varneskov
[142]を,プレ・アベレージング法についてはChristensen et al. [43], Christensen et al. [45],
Koike [100, 101, 103, 102]を, 擬最尤法については Aı¨t-Sahalia et al. [1], Liu and Tang
[109], Shephard and Xiu [136]を, スペクトル法についてはBibinger et al. [37], Altmeyer
and Bibinger [12], Bibinger and Winkelmann [40]をそれぞれ参照. また, Corsi et al. [51]
はKalmanフィルターとEMアルゴリズムを利用したアプローチを, Peluso et al. [125]は
Bayes法によるアプローチをそれぞれ提案している.
全体の概説としては, [96], [119]および [8]の 7章がある.
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