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Field models provide an elegant mathematical framework to analyze
large-scale patterns of neural activity. On the microscopic level, these
models are usually based on either a ring-rate picture or integrate-and-
re dynamics. This article shows that in spite of the large conceptual
differences between the two types of dynamics, both generate closely
related plane-wave solutions. Furthermore, for a large group of models,
estimates about the network connectivity derived from the speed of these
plane waves only marginally depend on the assumed class of microscopic
dynamics.We derive quantitative results about this phenomenon and dis-
cuss consequences for the interpretation of experimental data.
1 Introduction
Traveling waves of synchronized neural excitation occur in various brain
regions and play an important role both during development and for in-
formation processing in the adult. Such waves have been observed in var-
ious systems, including the retina (Meister, Wong, Denis, & Shatz, 1991),
olfactory bulb (Gelperin, 1999), visual cortex (Bringuier, Chavane, Glaeser,
& Fregnac, 1999), and motor cortex (Georgopoulos, Kettner, & Schwartz,
1988). In vitro, excitation waves have been successfully induced to probe
single-neuron dynamics as well as large-scale connectivity patterns (Traub,
Jefferys, &Miles, 1993;Wadman & Gutnick, 1993; Golomb & Amitai, 1997).
The omnipresence of traveling waves in neural tissues is reected by a
wealth of models, ranging from detailed biophysical approaches (Traub et
al., 1993; Destexhe, Bal, McCormick, & Sejnowski, 1996; Golomb & Amitai,
1997;Rinzel, Terman,Wang, &Ermentrout, 1998) to highly simpliedmath-
ematical formulations (Beurle, 1956; von Seelen, 1968; Wilson & Cowan,
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1973; Amari, 1977; Ermentrout & Cowan, 1979; Idiart & Abbott, 1993; Ben-
Yishai, Hansel, &Sompolinsky, 1997;Horn&Opher, 1997;Ermentrout, 1998;
Kistler, Seitz, & van Hemmen, 1998; Bressloff, 1999; Golomb& Ermentrout,
1999; Bressloff, 2000; Kistler, 2000; Golomb & Ermentrout, 2001). Models of
the latter type have to sacrice biological realism to a certain extent, but
they often admit a quantitative analysis of the relation between the acces-
sible macroscopic wave phenomena and otherwise hidden aspects of the
neural dynamics and connectivity patterns. In some mathematical models,
for example, the speed of the emergent traveling wave can be expressed in
closed form in terms of the parameters describing single-neuron behavior
and network circuitry (Idiart & Abbott, 1993; Ben-Yishai et al., 1997; Horn
& Opher, 1997; Ermentrout, 1998; Kistler et al., 1998; Bressloff, 1999, 2000;
Golomb&Ermentrout, 1999, 2001;Kistler, 2000). Given one of these models,
results from large-scale neurophysiological measurements may be directly
interpreted in terms of microscopic neural parameters.
Most of themathematical models describing spatiotemporal activity pat-
terns are formulated as eldmodels in continuous space.Within these mod-
els, two broad classes can be distinguished: ring-rate models and models
with spiking neurons. The former, more traditional, eld models are based
on a locally averaged neuronal ring rate. The latter, more recent, class of
eld models incorporates the existence of action potentials. Here, the local
dynamics involve the generation of action potentials, for example, through
an integrate-and-re mechanism.
A traveling wave in a ring-rate model typically corresponds to the
spread of a region with a high ring rate (Wilson & Cowan, 1973; Amari,
1977; Idiart & Abbott, 1993). As depicted in Figure 1, this is in sharp contrast
to the simplest travelingwave in a system with spiking neurons, where both
before and directlybehind thewave front, activity is lowso that the resulting
neural activation pattern is highly localized in space and time. Depending
on the refractory period, synaptic timescales, and heterogeneity of intrin-
sic and coupling properties, the activation pattern in a model with spiking
neurons may also exhibit complicated spatiotemporal structures, including
multiple reexcitations behind the wave front. Numerical simulations show,
however, that these phenomena have almost no effect on the speed of the
wave front (Ermentrout, 1998).
Independent of the precise structure of traveling waves in ring-rate
models and systems with spiking neurons, there is no doubt that the two
types of wave correspond to entirely different dynamical scenarios. Are
these two scenarios nevertheless related to each other on a mathematical
level, even if they describe two highly distinct biological situations? If so, can
results obtained within one framework be applied to phenomena observed
in the other setting?
This article addresses these questions and shows that surprisingly there
is a close connection between the two model classes. In particular, it is
demonstrated that for a large group of commonlyused systems, there exists
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Figure 1: Schematic space-time plots of the simplest traveling wave in a one-
dimensional ring-rate model (left) and an integrate-and-re model (right). The
spatial activity at two different times is highlighted by thick lines. In the ring-
ratemodel, the wave front connects a region with a low ring rate with a region
with ahigh ring rate. In the integrate-and-remodel, on theother hand, activity
is low both before and directly behind the wave front. Reexcitation may lead to
more complicated activity proles but has almost no effect on the speed of the
wave front. This justies the study of simplied integrate-and-re models with
a single narrow activity peak as depicted on the right side.
a one-to-one mapping between the two classes. This mapping involves a
nontrivial geometric transformation of the neural connectivity pattern. As
a consequence, biological interpretations of experimental measurements
in terms of the underlying neural circuitry may depend strongly on the
assumed class of model dynamics. We derive quantitative results about this
effect, discuss implications for data analysis, and close with some remarks
on extensions and limitations of this approach.
2 Field Models Based on Mean-Firing-Rate Descriptions
In traditional eld models such as those proposed by Wilson and Cowan
(1973) orAmari (1977), neural activity is treated as a phenomenological vari-
able u (x, t) that represents the local short-time averaged membrane poten-
tial. In this continuum approximation, the time evolution of neural activity
is described by a partial differential equation, for example, the frequently
used prototype
t
@u (x, t)
@t
D ¡u (x, t) C
Z t
¡1
dt0 a(t¡ t0 )
¢
Z
dy J (x ¡ y)g
µ
u
³
y, t0 ¡ |x ¡ y|
c
´¶
. (2.1)
It describes the dynamics of one homogeneous population of neurons. The
parameter t denotes an effective membrane time constant, and J (z) mod-
els the distance dependence of synaptic coupling strengths, often in the
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form of a Mexican hat type of interaction with strong short-range excitation
surrounded by weak inhibition. A prominent example for the functional
form of such distance-dependent coupling strengths is the difference of two
gaussians. The function g (u) characterizes the nonlinear dependence of the
ring rate on the mean local membrane potential. Such activation functions
are usually modeled by sigmoid functions, that is, monotone increasing
and s-shaped functions that approach zero for u ! ¡1 and saturate for
u ! C1. Note that within this class of model, ring rates and mean mem-
brane potentials are treated on the same footing, simply related by the static
nonlinearity g.
The kernel a captures the dynamical effects of signal delays and (post)-
synaptic integration processes. For example, a(s) D d (s ¡ taxon) describes a
discrete uniform delay, and
a (s) D t¡1pspe¡s/tpspH (s) (2.2)
or
a (s) D st¡2pspe¡s/tpspH (s) (2.3)
mimic two commonly used time courses of postsynaptic potentials. Dis-
tance-dependent axonal propagation delays are taken care of by the term
|x ¡ y| /c in the argument of u in equation 2.1, where c denotes the signal
propagation velocity. In the mathematical analysis, we will neglect the ef-
fects of nite c and set 1/c D 0 for simplicity. From a neurobiological point
of view, this is justied if characteristic velocities of the large-scale activity
patterns are small compared to the axonal signal velocity. All our results do,
however, generalize to nite propagation speed.
In what follows,we assume that, on average, excitatory synaptic interac-
tions are stronger than inhibitory interactions. Thismeans that the temporal
and spatial kernels can be taken to be normalized to plus one,Z 1
0
dsa(s) D 1 (2.4)
and Z 1
¡1
dz J (z) D 1. (2.5)
Temporal integration of equation 2.1 results in the integral equation
u (x, t) D
Z t
¡1
dt0 2 (t ¡ t0 )
Z
dy J (x ¡ y)g[u (y, t0 ) ] (2.6)
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with
2 (s) D t¡1
Z s
0
ds0 e¡
s¡s0
t a(s0 ) . (2.7)
As a consequence of equation 2.4, the kernel 2 is also normalized,Z 1
0
ds 2 (s) D 1. (2.8)
Aswill become apparent in the following sections, the integral formulation,
equation 2.6, is most suitable for discussing wave phenomena.
3 Wave Fronts in One-Dimensional Firing-Rate Models
Because of the normalizations 2.5 and 2.8, all homogeneous and stationary
solutions u (x, t) D u of equation 2.6 satisfy a simple xed-point equation,
u D g(u) . (3.1)
Depending on the shape of g, equation 3.1 allows a single or multiple so-
lutions. Of particular interest are sigmoid functions with three solutions
ur < uu < ue. Here, ur corresponds to the stable rest state of a neuron (low
ring rate), ue, to the stable excited state (high ring rate), and uu, to the
intermediate unstable equilibrium. In this case of a bistable network, a trav-
eling wave joining the rest state ur and the excited state ue can be triggered
for appropriate initial conditions. For example, if limx!¡1 u (x, 0) D ue and
limx!1 u (x, 0) D ur, a wave of excitation may propagate in the positive
x-direction through the system.
If g vanishes for u less than a xed threshold # > 0,
g (u) D 0 for u < #, (3.2)
the rest state is given by ur D 0, and nding traveling wave fronts of equa-
tion 2.6 simplies signicantly, as shown by Idiart and Abbott (1993). Con-
sider again a wave propagating in the positive x-direction that reaches the
point x0 at time t0, that is, u (x0, t0) D #. Since the wave is approaching from
the left, g[u (y, t0 ) ] D 0 for all y > x0 as long as t0 < t0. Thus, although in
general the activity u (y, t0 ) itself is nonzero in front of the wave, due to the
condition 3.2, this has no effect on the dynamics for u < #. (See Figure 2.)
Evaluated at x D x0 and t D t0, equation 2.6 therefore reads
# D u (x0, t0) D
Z t0
¡1
dt0 2 (t0 ¡ t0 )
Z x0
¡1
dy J (x0 ¡ y)g[u (y, t0 )]. (3.3)
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J
Figure 2: Schematic plot of a wave front in a ring-rate model. The wave is
traveling in the positive x-direction, as indicated by the arrow. The prole of
neural excitation u (x, t) is shown at two instances: at t D t0 by a solid line, and
at some earlier time t < t0 by a dashed line. In addition, the prole of g[u (x, t)]
is depicted for t D t0 by a dotted line. Notice that although u (x, t0 ) is nonzero
for all x, g[u (x, t0 ) ] vanishes for x > x0 because a threshold nonlinearity with
g (u) D 0 for u < # was chosen.
If one inserts the traveling-wave ansatz,
u (x, t) D Qu (t¡ x/v) , (3.4)
into equation 3.3, inuences of the structure of J and the shape of g on the
propagation velocity v may readily be analyzed (Idiart & Abbott, 1993).
4 Field Models Based on Integrate-and-Fire Neurons
The models described above are based on a ring-rate description of neural
activity and neglect the existence of action potentials. More recently, a dif-
ferent class of eld models has been introduced that explicitly incorporates
the spiking nature of neural activity (Ermentrout, 1998; Kistler et al., 1998;
Bressloff, 1999, 2000; Golomb & Ermentrout, 1999, 2001; Kistler, 2000).
On the single-cell level, the most salient features of spiking neurons are
captured by integrate-and-remodels. Here, each neuron integrates synap-
tic inputs and generates a uniformactionpotential whenever themembrane
potential crosses a xed threshold frombelow. Simulationswith networks of
regularly spaced integrate-and-re neurons reveal a large variety of macro-
scopic activity patterns such as planewaves, rotating spirals and expanding
rings (see, for example, Fohlmeister, Gerstner, Ritz, & van Hemmen, 1995;
Ermentrout, 1998; Horn & Opher, 1997; Kistler et al., 1998).
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The length of the refractory period inuences the prole of traveling
waves in systems with spiking neurons. Depending on the model parame-
ters, shapes range from narrow soliton-like excitations, where each neuron
res only once, to complex activity proles due tomultiple reexcitations be-
hind the wave front. However, extensive numerical investigations provide
strong evidence that the speed of a traveling wave front is largely indepen-
dent of subsequent spike activity (Ermentrout, 1998). This result justies the
study of models without reexcitation, such as one-dimensional systems of
the type
t
@V (x, t)
@t
D ¡V (x, t) C
Z 1
¡1
dy C (x ¡ y) Qa[t ¡ t?(y) ] (4.1)
whereV (x, t) describes the localmembranepotential,C (z) represents synap-
tic coupling strengths, and Qa captures transmission phenomena as in sec-
tion 2. The time t?(y) denotes the ring time of a neuron at location y,
determined by the conditions V (y, t?) D # and @V (y, t) /@t > 0 for t D t?
(Ermentrout, 1998).
With the denition
r (s) D t¡1
Z s
0
ds0 e¡
s¡s0
t Qa(s0 ) , (4.2)
integration of equation 4.1 results in the integral equation
V (x, t) D
Z t
¡1
dt0 r (t ¡ t0 )
Z 1
¡1
dy C (x ¡ y)d[V (y, t0 ) ¡ #]
¢
­­­­@V (y, t0 )@t0
­­­­H µ@V (y, t0 )@t0
¶
, (4.3)
where H (¢) denotes the Heaviside step function. A dynamical description
that is closely related to equation 4.3was obtained byKistler (2000), who also
provided a mathematical proof that the dynamics of a spatially discretized
network approaches the dynamics of a neural eld model if the character-
istic length scale of neural interactions is much larger than the grid size. In
this limit, the membrane potential V at location x and time t becomes
V (x, t) D
Z t
¡1
dt0 r (t ¡ t0 )
Z 1
¡1
dy C (x ¡ y)S (y, t0 )
C
Z t
¡1
dt0g (t¡ t0 )S (x, t0 ) , (4.4)
where spike activity at location y and time t0 is now denoted by S (y, t0 ) , and
r and Cmodel the temporal and spatial aspects of signal transmission and
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integration similar to equation 2.1. Refractoriness following local spike ac-
tivity results fromhyperpolarization,whose timecourse is describedbyg (s) .
Spike activity is triggered whenever the local eld crosses a threshold #
from below,
S (x, t) D d[V (x, t) ¡#]
­­­­@V (x, t)@t
­­­­H µ@V (x, t)@t
¶
. (4.5)
According to the derivation given by Kistler, the variablesV (x, t) and S (x, t)
can be interpreted as interpolated versions of the corresponding variables
V (xi, t) and S (xi , t) of the original spatially discretized network, where neu-
ron i, with 1 · i · N, is located at site xi. From a neurophysiological point
of view, this implies that V (x, t) and S (x, t) mimic different components
of the local eld potential recorded at location x, with V (x, t) representing
averaged postsynaptic potentials and S (x, t) describing the effects of spike
activity.
Equation 4.5 implies that elementary spike activity is described by a d-
function whose size, when integrated over time, is normalized to unity (Er-
mentrout, 1998; Bressloff, 1999, 2000; Golomb & Ermentrout, 1999; Kistler,
2000). This normalization reects the unitary character of action potentials.
In an alternative approach by Kistler et al. (1998), the factor | @V (x,t)
@t | is re-
placed by | @V (x,t)
@x | so that spike activity is normalizedwhen integrated in the
spatial domain. However, as pointed out by Bressloff (1999), and acknowl-
edged in Kistler (2000), only the rst description, equation 4.5 is biophysi-
cally justied.
Focusing on the wave front of a traveling wave, we may neglect the pos-
sible occurrence of reexcitations and set the second term on the right-hand
side of equation 4.4 to zero without loss of generality. Inserting equation 4.5
into 4.4 then yields 4.3 as desired.
5 Mapping the Firing-Rate Model onto the Integrate-and-Fire Model
Although at rst glance, equation 4.3 is somewhat reminiscent of 2.6, the
two classes of neural eld models are quite different from a conceptual
point of view. The rst assumes that the response properties of a neu-
ron are fully described by its ring rate. As a consequence, the local eld
u (x, t) in equation 2.1 represents a postsynapticmembrane potential that has
been averaged in both space and time. Within the integrate-and-re eld
model, in contrast, no temporal average is carried out; the variable S (x, t)
in equation 4.5 represents spike activity whose time evolution is given by
an integrate-and-re mechanism. Despite these differences, both types of
model show similar macroscopic patterns such as traveling waves of ex-
citation, but the details of these waves differ signicantly, as illustrated in
Figure 1.
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Figure 3: Corresponding synaptic connectivities in ring-rate and integrate-
and-re models. Each of the two panels, A and B, shows one example of a
J coupling (ring-rate model, left side) and a T coupling (integrate-and-re
model, right side). In the upper panel, gaussian couplings are assumed for the
ring-rate model and lead to a strongly peaked coupling distribution for the
integrate-and-re model. In the lower panel, gaussian couplings are assumed
for the integrate-and-re model and imply a coupling distribution for the ring-
rate model that is peaked away from zero.
What is the relation between the two approaches? To investigate this
questions, we will now map the dynamics of the ring-rate model onto the
dynamics of the integrate-and-re model.
We focus on the case of a propagating wave front as described in sec-
tion 3 and denote its propagation velocity by v. Furthermore, we assume
symmetric J couplings, J (z) D J (¡z) , that are continuous and integrable.
We introduce auxiliary couplings T (z) by
T (z) :D
(
v¡1
R z
¡1 dz
0 J (z0 ) , z < 0,
v¡1
R1
z dz
0 J (z0 ) , z ¸ 0. (5.1)
(See Figure 3.) Due to the assumptions for J (z) , these new couplings are also
symmetric, T (z) D T (¡z) , and continuous at z D 0 with
T (0) D 1
2v
. (5.2)
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In terms of the T couplings, the original J couplings are given by
J (z) D
(
Cv ddz T (z) , z < 0,
¡v ddz T (z) , z ¸ 0.
(5.3)
By denition, the T couplings vanish for large positive and negative ar-
gument. Note that apart from the special case of exponential couplings,
J (z) / exp(¡|z| /s ) , the couplings J (z) and T (z) do not have the same
shape. Using integration by parts, we obtain for the second integral in equa-
tion 3.3,Z x0
¡1
dy J (x0 ¡ y)g[u (y, t0 ) ]
D v
Z x0
¡1
dy
³
@
@y
T (x0 ¡ y)
´
g[u(y, t0 ) ]
D v T (0) g[u (x0, t0 ) ] ¡ v
Z x0
¡1
dy T (x0 ¡ y)h[u (y, t0 ) ]@u (y, t
0 )
@y
(5.4)
with
h (u) :D dg (u)
du
. (5.5)
Because T (0) is nite and g[u (x0, t0 ) ] vanishes for all t0 < t0, inserting
equation 5.4 into equation 3.3 results in
# D u (x0, t0)
D v
Z t0
¡1
dt0 2 (t0 ¡ t0 )
Z x0
¡1
dy T (x0 ¡ y)h[u (y, t0 ) ]
­­­­@u (y, t0 )@y
­­­­
D
Z t0
¡1
dt0 2 (t0 ¡ t0 )
Z x0
¡1
dy T (x0 ¡ y)h[u (y, t0 )]
­­­­@u (y, t0 )@t0
­­­­, (5.6)
where we have employed the identity v ¢ | @u(y,t0 )
@y | D |
@u(y,t0 )
@t0 | and the fact that
the wave is traveling in the positive x-direction so that @u/@y · 0.
Due to the particular denition of the T couplings (see equation 5.1),
equation 5.6 also holds for waves traveling in the negative x-direction. In
this case, @u/@y ¸ 0 and J (x0 ¡ y) D ¡ ddy T (x0 ¡ y) in the relevant region of
space (y > x0).
The above calculations hold for any kind of threshold nonlinearity (see
equation 3.2). For the commonly considered case where the nonlinearity
g (u) is a step function (see, for example, Amari, 1977),
g (u) D H (u ¡#) , (5.7)
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the function h becomes a d-function,
h(u) D d (u ¡#) , (5.8)
and equation 5.6 reduces to
# D u (x0, t0)
D
Z t0
¡1
dt0 2 (t0 ¡ t0 )
Z x0
¡1
dy T (x0 ¡ y)d[u(y, t0 ) ¡ #]
­­­­@u (y, t0 )@t0
­­­­
D
Z t0
¡1
dt0 2 (t0 ¡ t0 )
Z x0
¡1
dy T (x0 ¡ y)d[u(y, t0 ) ¡ #]
¢
­­­­@u (y, t0 )@t0
­­­­H µ@u (y, t0 )@t0
¶
. (5.9)
In the last step, we used the fact that @u/@t > 0 at threshold crossing. The
comparison of equation 5.9 with equation 4.3, evaluated for x D x0 and
t D t0, reveals that equation 5.9 is identical with the threshold condition for
a wave front in the integrate-and-re eld model if we identify u (x, t) D
V (x, t) , 2 (t ) D r (t ) , and C (z) D T (z) .
This nding implies that the wave front in a one-dimensional eldmodel
with step nonlinearity is equivalent to the wave front in a eld model with
integrate-and-reneurons. Note, however, that the spatial couplings inboth
models are not the same but related via the transformation 5.1.
More generally, even ring-rate models with smooth sigmoid nonlin-
earities g (u) can be mapped onto integrate-and-re models, as shown by
equation 5.6. In that case, the shape of an action potential in the associated
integrate-and-re model is not any longer given by a d-function as for step
nonlinearities but rather by the expression
S (x, t) D dg[u (x, t) ]
du
­­­­@u (x, t)@t
­­­­. (5.10)
Depending on the shape of g, different action-potential shapes may thus be
modeled.
6 From Macroscopic Wave Phenomena to Microscopic Dynamics
Let us investigate the interpretation of an electrophysiological experiment
of the type performed by Traub et al. (1993), Wadman and Gutnick (1993), or
Golomb and Amitai (1997) in which a wave velocity v has been measured
in some neural substrate. What are the differences between the inferred
system parameters depending onwhether we base our calculations ona rate
model, as in Idiart and Abbott (1993) or an integrate-and-re mechanism
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as in Ermentrout (1998)? This question is an extreme case of a situation
often encountered in a model-based analysis of neurophysiological data:
How do assumptions about the underlying dynamics inuence the system
parameters derived from experimental measurements?
In the present case, we can answer this question analytically and gain
further insight into the scope and limitations of deriving network charac-
teristics from the properties of waves of neural excitation. To do so, we
assume some functional form for the true synaptic couplings C (z) . For con-
creteness, we take the couplings to be gaussians with standard deviation s.
Within the ring-ratemodel,we therefore set J (z) D C (z) and denote s by sJ.
Within the integrate-and-re model, we have to derive J (z) through equa-
tion 5.3 from gaussian couplings T (z) with s D sT. The T couplings thus
have the same shape as C (z) but are normalized according to equation 5.2
so that in both scenarios, the J couplings satisfy the normalization 2.5 to
guarantee an unbiased comparison. Keeping all other parameters xed, we
then derive analytical expressions for sJ and sT, compare their values, and
may thus judge how strongly the inferred network parameters depend on
the assumptions about the single-cell dynamics.
We present three different examples of this approach. In the rst example,
we investigate the general model, equation 2.1, with nite signal propaga-
tion speed c < 1. Inserting the traveling wave ansatz 3.4 into equation 3.3
and integrating by parts with respect to t0 , we can extend the approach
of Idiart and Abbott (1993), who focused on the specic case a(s) D d (s) .
We obtain for step nonlinearities, g (u) D H (u ¡ #) , the following implicit
equation for v,
# D
Z 0
¡1
dz J (z)
Z ¡c z
0
2 (s) ds, (6.1)
with
c D v¡1 ¡ c¡1, (6.2)
where the wave is, as before, traveling in the positive x-direction.Assuming
that the shape a(s) of a postsynaptic potential is exponentially decaying (see
equation 2.2), we get
2 (t) D 1
tpsp ¡ t
(e¡t/tpsp ¡ e¡t/t )H (t) , (6.3)
and equation 6.1 becomes
# D
Z 0
¡1
dz J (z)
µ
1 ¡ 1
tpsp ¡ t
(tpspe
¡c |z| /tpsp ¡ te¡c |z|/t )
¶
. (6.4)
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To simplify the mathematics, we consider couplings whose spatial range
is small compared to the distance the wave travels in the time interval
Qt D minft, tpspg relevant for the microscopic dynamics. In other words, we
focus on the case whereZ 0
¡1
dz |z|nJ (z) ¿ (v Qt )n 8n 2 N. (6.5)
In this regime, we can neglect higher-order terms in the expansion of the
exponential functions in equation 6.4 and obtain
# ¼ c
2
ttpsp
Z 0
¡1
dz J (z)z2. (6.6)
To answer the question posed in the beginning of this section, we now con-
sider on the one hand gaussian J couplings and arrive at
R 0
¡1 dz J (z)z
2 D
s2J /2. If, on the other hand, we use gaussian T couplings with proper nor-
malization (see equation 5.2), we obtain
R 0
¡1 dz J (z)z
2 D s2T . Independent of
values for t , tpsp, c, and v, the estimates for sJ and sT are therefore always
related by
sJ D
p
2sT . (6.7)
We now turn to a second example and assume instantaneous interactions
without any signal delays, a(s) D d (s) , so that 2 (s) D t¡1e¡s/t . For gaussian
J couplings, we can solve equation 6.1 and obtain
# D 1
2
¡ exp
Á
c 2s2J
2t 2
!
erf
³¡c sJ
t
´
, (6.8)
where erf(x) denotes the error function. If, on the other hand, we take T
couplings with gaussian shape, we get
# D 1
2
¡ exp
Á
c 2s2T
2t 2
!r
p
2
c sT
t
erf
³¡c sT
t
´
. (6.9)
Equating the right-hand sides of equations 6.8 and 6.9 forc s ¿ t , we obtain
sJ D
p
2
sT. (6.10)
Finally, if instead of gaussian couplings, we use block-shaped couplings,
J (z) D 1/ (2aJ ) for ¡aJ · z · aJ and zero elsewhere, a calculation similar to
equations 6.8 through 6.10 leads to
sJ D 2sT. (6.11)
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Thus, in these three cases investigated, thewidthof the same type of synaptic
coupling inferred from the measured wave velocity differs by a factor 1.4
to 2 between the ring-rate and integrate-and-re picture. Furthermore, we
obtain sJ > sT in all three cases. For gaussian couplings C, Figure 3 offers
a heuristic explanation of this result: the right-hand side of equation 6.1
depends on the higher-order moments of J (z) . For gaussian T couplings
(lower right in the gure)with given standard deviationsT, the higher-order
moments of the derived J couplings (lower left in the gure) are smaller than
those of gaussian J couplings (upper left) with the same standard deviation,
sJ D sT. To compensate for this difference, we have to choose sJ > sT as
veried by the analytical calculation.
7 Discussion
As shown in this article, wave fronts of traveling waves in ring-rate mod-
els and models with integrate-and-re dynamics are intimately related on a
formal level. Taking into account that these descriptions are extreme and op-
posite caricatures of the true neural dynamics, the differences in the inferred
model parameters are surprisingly small and suggest that more elaborate
biophysical models might show intermediate results. We may thus con-
clude that macroscopic wave phenomena can be used reliably to estimate
the characteristics of neural dynamics and network architecture that are
not directly observable. However, it should be noted that our calculations
are based on simple homogeneous single-layer models. Neural tissues with
multiple layers, more complicated feedback structures, or additional slow
dynamical components might support traveling waves of a rather differ-
ent nature, as also suggested by results of Rinzel et al. (1998) and Golomb
and Ermentrout (1999, 2001). The emergent properties of such neural sys-
tems might depend sensitively on the biophysical details of the underlying
dynamics.
Our studies have been restricted to integrate-and-re models that do
not exhibit reexcitation. This approach is justied by the observation of
Ermentrout (1998) that the speed of a traveling wave front is largely inde-
pendent of subsequent spiking activity. More elaborate modeling frame-
works could also be used to describe nonvanishing asynchronous activity
ahead and behind the traveling wave front and to include heterogeneity
of neural and synaptic properties. We believe that these extensions offer
interesting topics for further research but that they will not change the
overall picture about the relation of wave phenomena in ring-rate and
integrate-and-re models. In addition, traveling wave solutions in both
types of model are likely to share the same stability properties, but we
have not been able to prove this analytically. However, even if the stabil-
ity of two corresponding solutions differed under certain circumstances,
our analysis would still be helpful in that it allows nding unstable waves
in one modeling framework by searching for all stable solutions in the
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other framework, which, from a numerical point of view, is a much sim-
pler task.
The equivalence of ring-rate and integrate-and-re models also holds
for plane waves in two- and higher-dimensional systems. For concreteness,
let us assume that the wave in a three-dimensional ring-ratemodel is prop-
agating in the x-directionso that u (x, y, z, t) depends on only x and t.Wemay
then reduce the original system to an effective one-dimensional system by
dening effective Jeff-couplings through Jeff (x) D
R1
¡1 dy
R1
¡1 dz J (x, y, z)
and compute the corresponding Teff-couplings as in equation 5.1. We can
therefore describe the original wave within either a one-dimensional ring-
rate or a one-dimensional integrate-and-re picture. In a further step, we
may also wish to know which three-dimensional integrate-and-re models
are compatiblewith theone-dimensionalmodel.Toanswer this question,we
have to search for couplingsT (x, y, z) that satisfy
R1
¡1 dy
R1
¡1 dz T (x, y, z) D
Teff (x) . This problem is underdetermined so that wemay set additional con-
straints on T (x, y, z) . For example, we can ask which isotropic and homoge-
neous couplings QT, T (x, y, z) D QT (x2 C y2 C z2 ) correspond to a given Teff.
Although successful for plane wave solutions, our approach is not useful
for circular or spiral waves. These solutions break the translation symmetry
of the underlying network and distinguish one specic location: the origin
of the expandingwave. Ifwe nevertheless applyourmethods and start from
homogeneous couplings in the ring-rate or integrate-and-re framework,
we obtain inhomogeneous couplings in the other framework. Furthermore,
the coupling strengths explicitly reect the location of the origin of the
specic wave solution.With these limitations inmind, the current approach
may help to unify different concepts of neural eld dynamics.
Let us close with a nal observation about the relation between ring-
rate and integrate-and-re neural network models. Firing-rate dynamics
are usually derived from models with spiking neurons by taking short-
time averages. In eld models with spatially continuous neural activity, a
conceptually different method becomes possible: spatial integration of the
dynamical variables, together with spatial differentiation of the synaptic
couplings. For traveling waves, no information is lost by this transforma-
tion. This shows that under certain circumstances, microscopic dynamical
descriptions as different as ring-rate and integrate-and-re models may
exhibit equivalent patterns of large-scale activity.
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