In general, to efficiently deal with modeling of complex nonlinear dynamical systems three essential tasks amongst others are involved, namely understanding, predicting, and explaining. The understanding task aims at developing mathematical models of systems relying on available data, measurements and observations in a bottom-up fashion. This allows identifying the system's dynamics including the external interactions that affect the system's behavior. Such identification should specify the set of functions (rules or equations) that captures the factors that control the change of the system's behavior. Often, the identification task is reduced to choosing a certain parameterized model for which an estimation of the unknown parameters is to be performed. Identification as a process may be part of a more general task that is control whose aim is to equip the system with regulation mechanisms that provide stability and the desired performance in presence of feedback and disturbances from the environment. There is no doubt that the identification and control tasks are typical computational tasks that involve various algorithmic paradigms.
The third task is explaining and aims at comprehending the evolution of the system's behavior from past states to the current state or eventually explaining the output of the system. This process is known as diagnosis and can also be involved in the analysis of the system being examined. The core issue here concerns the development of computational models that allow checking whether the system behaves correctly and consistently and, whenever incorrect behavior is observed, determining the faulty part(s) in the system. Clearly, all these tasks have common roots and require computational models. Hence the relevance of computational intelligence (CI) techniques in the context of cybernetics modeling becomes manifest. The application of such computational models is prompted by the optimization and computational speed requirements of the different tasks. However, since modern algorithmic models for system analysis and design are inspired from biological and natural intelligence, one often refers to these models as computational intelligence models.
Computational intelligence techniques generally include the following:
-Evolutionary computing is a set of metaheuristics inspired from biological evolution and based on natural selection and genetic inheritance. It is mainly applied for optimization purposes in the various systems' engineering and modeling of nonlinear dynamic systems 2, 5, 13, 21, 22, 36 . -Neurocomputing is the set of problem-solving techniques that are based on principles and mechanisms of information processing in the brain. Neural networks have shown their efficiency in various identification, prediction, and diagnostic cases 25, 34, 35, 38 . -Granular computing is the set of techniques that are based on the notion of information granulation to represent and process data. The most visible theories behind granular computing are fuzzy sets and rough sets. In particular, fuzzy logic has been intensively applied in modeling nonlinear dynamic systems 1, 20, 29, 37 . -Immune systems represent a collection of techniques inspired from natural immune systems that involve the biological immune principles and processes such as learning and memory. Their application in dynamic systems' modeling has been investigated in much research work 6, 7, 8, 9, 19, 28 . -Swarm intelligence is a set of techniques used to model collective behaviors of distributed and autonomous agents that communicate between each other and with the environment. It has been used in modeling various dynamic systems 2,3,30 . -Chaos and fractal theory stems from dynamic nonlinear modeling and has been used in various applications that exhibit chaotic and fractal behavior 17, 18, 23, 26, 32 . -Machine learning includes the set of techniques having various computational roots including the probabilistic and statistical reasoning to design and develop intelligent and complex systems based on the notion of learning 11, 12, 14, 24, 27, 31 .
Manifestly, the appropriateness of CI in modeling and simulating complex nonlinear dynamical systems has become indubitable as attested by the large number of studies reporting on the successful application of CI models especially in adaptive control applications, fault diagnostic, signal processing, medical diagnostic, etc. as outlined previously.
The present special issue sheds light on the application of selected computational intelligence techniques to different facets of complex nonlinear dynamic systems, in particular those pertaining to the tasks mentioned earlier, namely identification, prediction and diagnostic. This issue consists of seven papers which are ordered according to these tasks. The first 5 papers are closely related to identification, the sixth paper pertains to prediction and the last one pertains to diagnostic. In each paper, one of the computational techniques is applied.
In the following a brief summary of each of the papers is presented.
The first paper, "The influence of the update dynamics on the evolution of cooperation", by Grilo and Correia, investigates spatial evolutionary games which are examples of non-linear dynamical systems. Game is a metaphor that represents any type of interaction between entities of an environment. In fact, a spatial evolutionary game assumes the existence of a structured population of agents which interact during the game and which can change their strategy depending on the update dynamics. The paper discusses two update alternatives: synchronous and asynchronous (eventually sequential). In particular, the paper introduces formal statistical properties of the update methods and introduces various measures to analyze the simulations results. Moreover, the paper suggests studying various games for a better understanding of the conditions that allow the evolution of cooperation and of the update policy. The paper conclude with clear and consistent statements about this multi-faceted study.
The second paper, "Optimal IP assignment for efficient NoC-based system implementation using NSGA-II and MicroGA", by Da Silva, Nedjah and Mourelle, suggests an approach for addressing the problem of selecting the most adequate set of hardware components/libraries, called intellectual properties (IPs), from a set of available ones to build a network-on-chip (NoC). Since the optimization of the "IP selection" is driven by the minimization of the covered hardware/chip area/surface, the total execution time and the power consumption, the relationship between these features is very likely to be nonlinear due to the conflicting (i.e., concurrent and collaborative) objectives. To formulate this optimization task, two multiobjective evolutionary algorithms are proposed and evaluated. The experimental evaluation shows the various types of relationship that exists between the studied features.
The third paper, "CNN-based genetic algorithm for optimizing the behavior of an unstructured robot", by Fasih, Chedjou, and Kyamakya, suggests a cellular neural networks concept for dynamically controlling the motion of robots. The CNN processors, which can be connected to the robot actuators, require a selfadaptive the definition of their feedback and control templates. For this purpose, a genetic algorithm approach is proposed. It consists of searching the optimal configuration of the templates that allow a smooth motion of the robot. The evaluation of the approach has been conducted on structured and unstructured robots moving in different environments by tuning the fitness function showing that the hybrid approach CNN-GA successfully achieves the purpose of this study.
The fourth paper, "Global approximations to cost and production functions using artificial neural networks", authored by Tsionas, Michaelides and Vouldis, is about the application of nonlinear neural networks for estimating the cost and production functions in economics. A detailed description of the procedures to determine the parameters and relevant economic measures (such as Returns to Scale (RTS) and Total Factor Productivity (TFP)) from the neural cost function is provided. Moreover, a numerical evaluation of the approach on a large data set is discussed. Note that such an application of neural networks in this context is appealing since cost and production functions in economics are commonly estimated by means of linearised multifactor models which are less than satisfactory in numerous situations.
The fifth paper, "Networks of mixed canonical-dissipative systems and dynamic Hebbian learning", by Rodriguez and Hongler, investigates the dynamics of a network consisting of diffusively coupled, stablelimit-cycle oscillators on which individual frequencies are parameterized. In particular, a Hebbian learning rule is applied in order to train the proposed model with the overall aim to produce a consensual oscillatory state in which all oscillators share a common frequency. A detailed description of the proposed network is provided and an empirical evaluation is presented to show and demonstrate the learning mechanism.
The sixth paper, "Radial basis function nets for time series prediction", by Bouchachia, proposes an ensemble learning approach based on recurrent radial basis function networks (RRBFN) for chaotic time series prediction. The recurrent network proposed is based on the nonlinear autoregression with exogenous input model (NARX) and works according to a multi-step (MS) prediction regime. The ensemble learning technique combines various MSNARX-based RRBFNs which differ in the set of controlling parameters. The evaluation of the approach includes a discussion on the performance of the individual predictors and their combination.
The last paper, "Feature extraction for the prognosis of electromechanical faults in electrical machines through the DWT", by Antonino-Daviu et al., is concerned with the problem of electromechanical faults diagnostic in induction electrical machines. Two common faults are considered: broken rotor bars and mixed eccentricities. The presence of these faults results in frequency components that give birth to some particular patterns. To identify these patterns, the Discrete Wavelet Transform (DWT) is used. The extensive experiments demonstrate that the proposal outperforms another approach that relies on Fast Fourier Transform (FFT) in presence of faulty situations.
We hope that this special issue sheds light on the application of a selected set of computational intelligence techniques to modeling and simulation issues in a set of nonlinear dynamical systems with focus on identification, prediction and diagnostics. At the end, we would like to gratefully acknowledge and sincerely thank all the reviewers for their insightful comments and criticism of the manuscripts. Our thanks go also to the authors for their contributions and collaboration. Finally, we are grateful to the Editor-in-chief of the International Journal of Computational Intelligence Systems, D. Ruan, for his suggestive and insightful editorial comments which greatly helped us producing this special issue.
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