In this paper we study polynomial time approximation schemes (PTASes) for the no-wait job shop scheduling problem with the makespan objective function. It is known that the problem is MaxSNP-hard in the case when each job is allowed to have three operations or more. We show that if each job has at most two operations, the problem admits a PTAS if the number of machines is a constant (i.e., not part of the input). If the number of machines is not a constant, we show that the problem is hard to approximate within a factor better than .
denote the maximum machine load. This is a trivial lower bound on the optimal makespan.
Our algorithm consists of three steps. In the first step, we round the given instance to obtain a well-behaved instance of the problem. The results of this step are summarized in the following lemma. 
iv. For every , there are at most a constant number of job types in .
This lemma will be proved in Section 2.1. In the second step of the proof (presented in Section 2.2), for a rounded instance Â and a target makespan , we will define an auxiliary graph ´ µ with one root and a set of sinks, and prove the following lemmas.
Lemma 2 For every rounded instance Â and a target makespan , if there is a schedule with makespan for Â , then there is a path in ´´½ · Ç´¯µµ µ from the root to one of the sinks. Lemma 3 If there is a path in ´ µ from the root to one of the sinks, then we can construct in polynomial time a feasible schedule for Â that has makespan at most´½ · Ç´¯µµ .
Note that constants hidden in Ç´ µ notation depend on Ñ which is a fixed integer. Finally, in Section 2.3 we will prove the following lemma.
Lemma 4
For any rounded instance Â and any , ½ ÑÒ ¯, the graph ´ µ can be computed in polynomial time.
Using the above lemmas, we can prove the following theorem.
Theorem 1 There is a PTAS for no-wait job scheduling where each job has two operations and the number of machines is a constant.
Proof. We start by rounding the instance using Lemma 1. Then, we do a binary search to find the smallest value of between ½ and ÑÄ Ñ Ü ÑÒ ¯such that there is path from the root to a sink in ´ µ (By Lemma 4 every step of this search can be done in polynomial time). Call this value £ . We know by Lemma 2 that the optimum makespan is at least £ ´½·Ç´¯µµ. Furthermore, Lemma 3 gives us a way to construct a schedule with makespan at most £´½ · Ç´¯µµ for the rounded instance. Finally, we use Lemma 1 to convert this schedule into a schedule of the original instance.
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Rounding
The following lemma is the main tool we are going to use in our rounding steps. The main reason why it is hard (or impossible) to build a PTAS for the no-wait job shop with more then two operations per job is that this lemma cannot be generalized to handle more than two operations per job. 
It is easy to see that in both cases Ç and Ç ¼ ¼ do not conflict in schedule Ë ¼ .
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Consider an optimal schedule Ë. Let Ø denote the time when the operation Ç (whose length we would like to increase) finishes in Ë. We apply the above claim on the schedule Ë with this Ø. If ½, by our choice of Ø, the operation Ç will be scheduled ¡ time units later in Ë ¼ than in Ë. However, any operation that was scheduled before Ç on the same machine, will be scheduled at the same time in Ë ¼ as in Ë. Therefore, in the schedule Ë ¼ , this machine is free for ¡ time steps before it executes the operation Ç . Thus, in Ë ¼ we can increase the length of Ç by ¡, without increasing the makespan. Similarly, if ¾, then Ç is scheduled at the same time in Ë ¼ as in Ë, but any operation after that on the same machine will be scheduled ¡ units later. Thus, this machine is free for ¡ time steps after Ç . This allows us to increase the length of this operation by ¡ without increasing the makespan beyond that of Ë ¼ . Finally, we note that the makespan of Ë ¼ is ¡ plus the makespan of Ë.
Proof of Lemma 1. Armed with the rounding tool, we describe a series of transformations which affect the optimum only by a factor of ½ · Ç´¯µ. Without loss of generality we assume that ½ ¯is an integer. Notice that in the following, Ä Ñ Ü refers to the maximum machine load with respect to the current instance (i.e., after rounding in the previous steps).
1. Dealing with small operations: First, we round up the length of operations such that the length of each operation is at least¯Ä Ñ Ü Ò. This affects the total processing time by at most ¾¯Ä Ñ Ü . Then, for every job , we round up the length of the smaller operation of , such that the length of this operation is at least¯times the length of . This increases the total processing time by at most¯ÑÄ Ñ Ü .
Rounding processing times:
We round the sizes of the operations in two steps. We first round up each size to a power of ½·¯, and then round up the size to an integral multiple of¯Ä Ñ Ü Ò. This affects the makespan by at most a factor of ½·Ç´¯µ since the change in the total processing time during the rounding is at most´Ñ·¾µ¯Ä Ñ Ü .
We now rescale the processing times by dividing all of them by¯Ä Ñ Ü Ò. After doing so, all processing times will be positive integers, and the maximum machine load in the resulting instance is Ò ¯. Note that in any schedule for this instance without "unnecessary" idle times each operation starts at an integral time moment.
3. Partitioning jobs into blocks: Let Â be the subset of jobs whose length is in the interval´¯
This partitions the set of jobs into groups Â ¼ Â ½ . Next we define the set of blocks. Block ½ , consists of groups ¼ through ½ where ½ ¯will be a constant specified later. Block , for ¾, consists of groups ·´ ¾µ ¯· ½ through ·´ ½µ ¯ ½. By definition, the length of a job in is at least Ð and at most Ù , where Ð ¯ ·´ ½µ ¯Ä Ñ Ü and Ù ¯ ·´ ¾µ ¯·½ Ä Ñ Ü . Notice that we have Ù ·½ ¯Ð ¯½ ¯Ù for every , as desired. The only problem with this "partition" is that it leaves out some of the jobs: the jobs that are in groups Â Â ·½ ¯ Â ·¾ ¯ are not included in any of the blocks. However, we will argue that by a suitable choice of , the total length of these jobs is small, and therefore we can delete them from the instance. , there must be a choice of for which is at most¯times the total length of all jobs, i.e., ¯ÑÄ Ñ Ü . By deleting jobs belonging to the set ¼ Â · ¯t he optimal makespan changes by at most Ç´¯µÄ Ñ Ü , since we can schedule these jobs separately at the end. Moreover, the set of remaining jobs is exactly ½ . Thus, we can assume that the instance consists only of the blocks
The second and the third steps in the above rounding procedure guarantee that conditions (ii) and (iii) of Lemma 1 hold. In order to verify the condition (iv), notice that by the first step in the above procedure, the length of the smaller operation of jobs in is at least¯Ð , and the total length of any such job is between Ð and¯½ ¯ ½ Ð .
Furthermore, the second step of the above procedure guarantees that there are at most Ç´ÐÓ ´ Ñ Ü Ñ Ò µµ different possible values for the length of an operation in the interval Ñ Ò Ñ Ü ℄. This ensures that the number of job types in each block is Ç´½µ.
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Throughout the rest of this section, we denote the number of jobs in by Ò . Also, let Î denote the total processing time of the jobs in . Clearly, Ò ¡ Ð Î Ò ¡ Ù .
The auxiliary graph
Let Ë be a partial schedule of jobs. Consider a time instant Ø. At this time instant, some of the machines are free and some are not. We can denote this by a number between 0 and ¾ Ñ ½, whose binary representation has a zero in the 'th position if and only if the 'th machine is free at time Ø. A gap of type is a continuous interval of time, during which the pattern of free machines is given by . See Figure 1 for an example.
The gap profile of a partial schedule Ë is a ¾ Ñ tuple indexed by ¾ Ñ different gap types such that its 'th entry is the total length of all time intervals (from the start of the schedule until its completion) that are of type . In other words, the gap profile of a schedule keeps track of the cumulative length of intervals of each gap type. For example, the gap profile of the schedule in Figure 1 is a 32-tuple with values ¾, ¾, and ½ in the positions ¼¼½½¼, ¼½¼½¼, and ¼½¼¼½, zero everywhere else. Conversely, given a gap profile , we can build a configuration called the canonical configuration for as follows: The configuration consists of ¾ Ñ time intervals, where the 'th interval is of length and the set of machines that are free during this time interval is precisely the set of bits of that are zero. The ordering of the intervals does not matter. We denote the canonical configuration corresponding to the gap profile by ´ µ. For example, the canonical configuration corresponding to the gap profile in Figure 1 is shown in Figure 2 . 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 Figure 1 may not be consecutive in this schedule). However, we will argue in the rest of this section that this problem only costs us an extra factor of ½ · Ç´¯µ.
We are now ready to define the auxiliary graph. Fix a number , ½ ÑÄ Ñ Ü . This number is the makespan that we are aiming for. Let be the set of all possible gap profiles We now show how to obtain a path in the graph ´ ¼ µ. After finding a preemptive schedule Ë of all jobs, the next step is to convert this schedule into a nonpreemptive feasible schedule. This is done in the straightforward way: if any job is preempted, we remove it and place it at the end of the schedule.
We only need to show that this does not add too much to the makespan. We show this by proving that the total length of the jobs that are preempted in the schedule Ë is at most Ç´¯Ä Ñ Ü µ. In the 'th step of building Ë (i.e., when we are constructing Ë ·½ ), the number of jobs in ·½ that we might preempt is upper bounded where the last inequality holds for all¯¾ ¼ ½ ¾℄. Therefore, the total length of jobs that are preempted is at most Ç´¯µ . Hence, after scheduling these jobs at the end the total makespan is at most´½ · Ç´¯µµ .
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Computing the auxiliary graph
In this section we will use dynamic programming to prove that the graph ´ µ defined in the previous section can be computed in polynomial time. See Appendix for the proof of Lemma 4.
Remark 1
As we already noticed our algorithm can be simply generalized to handle jobs with one operation only by introducing a dummy machine, therefore our result provides a PTAS for the problem studied in [3] . Another generalization of our algorithm can easily handle the so-called mixed shop scheduling problem with two operations per job, i.e. the problem where in addition to the jobs with precedence constraint between operations we have jobs with two operations which can be processed in any order. This problem is a mix between job shop and open shop scheduling problems. The only extension we need is to generalize notion of job type for this problem. Now job type includes operations lengths and an order in which those operations must be processed. All other steps of our algorithm are implemented without any changes. Therefore our algorithm provides a PTAS for the two machine open shop problem studied in [17] .
Hardness result
In this section we will prove the following theorem.
Theorem 2 The problem of deciding whether an instance of the no-wait job shop scheduling with 2 operations per job has a schedule of makespan at most 4 is NP-hard, even when restricted to instances that have operations of length one and two only.
Proof. We give a reduction from the NP-complete problem [6] of edge-coloring 3-regular graphs with 3 colors. Let be a given 3-regular graph. We construct an instance of the scheduling problem that has a schedule of makespan 4 if and only if is 3-edge-colorable. This instance consists of two jobs Â ÙÚ and Â ÚÙ for each edge ´Ù Úµ of , and gadgets that guarantee that the two jobs Â ÙÚ and Â ÚÙ are scheduled at the same time. The job Â ÙÚ has two operations, each of unit length. The first operation of this job runs on a machine Å Ù corresponding to the vertex Ù. Clearly, in any valid schedule with makespan 4, this operation must be schedule in one of the time steps 1, 2, or 3. We would like the time step at which this operation is scheduled to correspond to the color of the edge ÙÚ in the ¿-edge-coloring of . Since the first operation of the three jobs corresponding to the three edges incident on Ù must all be scheduled on the same machine Å Ù , they must be scheduled at different time steps. This corresponds to the condition that in an edge-coloring of the edges incident on Ù must get different colors. Therefore, the only thing that we need in order to establish a correspondence between schedules in our instance and 3-edge-colorings in is to somehow guarantee that the first operations of the two jobs Â ÙÚ and Â ÚÙ corresponding to the same edge are scheduled at the same time step. This will be done by having the second operation of these jobs on machines in the gadget that is described below. This gadget will guarantee that the second operations of Â ÙÚ and Â ÚÙ (and therefore their first operations) are scheduled at the same time step.
We now describe how to build the gadget . We start by constructing a simple gadget Ì ½ such that by adding Ì ½ to a machine Å , we can guarantee that a job of Ì ½ will be scheduled at time step 1 on Å , and no other job of Ì ½ will be scheduled on Å (in other words, Ì ½ keeps the machine Å busy at time step 1). This gadget consists of two jobs Â ½ and Â ¾ , and two machines Å ½ and Å ¾ . Â ½ has two operations, each of length two, that must be scheduled on machines Å ½ and Å ¾ , respectively. Â ¾ has two operations of length one, the first one of which is on machine Å and the second one is on machine Å ¾ . It is easy to verify that this gadget has the required property. Similarly, we can construct a gadget Ì that keeps a machine Å busy at time step 4. These gadgets are shown in Figure 3 . respectively. Job Â (Â ¼ , respectively) has two unit-length operations, the first one on Å ¿ (Å ¼ ¿ , respectively), and the second one on Å (Å ¼ , respectively). This gadget is shown in Figure 4 . It is easy to verify that in any valid schedule of À ¾ of makespan 4, the first operations of the jobs Â ¿ and Â ¼ ¿ both start at the same time step, 1 or 2.
Therefore, the only time steps that remains free on Å ¿ and Å ¼ ¿ for Â and Â ¼ are the same time steps, and they are either both 1, or both 3. Thus, the second operations of Â and Â ¼ are both scheduled either at time 2, or at time 4 on Å and Å ¼ .
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on Å ÙÚ and Å ÚÙ which is either 2 or 3 or 4 in any valid schedule of makespan 4.
By combining the jobs Â ÙÚ and Â ÚÙ and the gadgets for all edges of the graph , we obtain an instance of the scheduling problem that has a schedule of makespan 4 if and only if is 3-edge-colorable. Furthermore, we know that every 3-regular graph is 4-edge-colorable. From a 4-edge-coloring of , we can easily obtain a schedule of our instance by scheduling the jobs Â ÙÚ and Â ÚÙ at the time steps corresponding to the color of the corresponding edge in , and scheduling the gadgets in the way that is described in the construction of the gadgets. Therefore, our instance always has a schedule of makespan at most 5. Remark 2 The only place we needed to use operations of length 2 in the above proof is in the construction of the gadgets Ì ½ and Ì . Unfortunately, we are unable to construct such gadgets only using unit-length operations. The no-wait job shop scheduling problem when the input is restricted to have 2 operations per job, and all operations are of length 1 can be studied as a special case of a graph coloring problem where every directed edge is colored with two colors and such that Ð. This problem is called´ Ðµ-coloring. It was first introduced in [20] and studied in the series of papers [9, 11, 19, 20, 21] . The no-wait job shop scheduling problem with unit length operations and two operations per job is exactly´½ ½µ-coloring problem. By modifying our construction we can prove that recognizing if a directed multigraph can be´½ ½µ-colored using colors is an AE È -complete problem. The question of finding the smallest number of colors for which this problem is NP-complete remains open (for three colors it can be reduced to the 2-SAT problem, see [22] for details).
A Proof of Lemma 4
Proof of Lemma 4. The number of vertices of the graph ´ µ is a polynomial in the number of jobs. Therefore, we only need to show that it is possible to decide whether there is an edge between two vertices in polynomial time. In other words, given two gap profiles and ¼ and a block of jobs , we need to decide whether jobs in can be scheduled in ´ µ to yield the gap structure ¼ . By Lemma 1 we know that the number of different job types in is a constant Ö independent of the size of the input. Therefore, there are at most Ò Ö distinct sets of jobs in . Call the collection of all such sets Ë. Also, recall that denotes the set of all possible gap profileś
, and that is a polynomial in Ò. In order to decide whether we can schedule in the free spaces of ´ µ to get the gap profile ¼ , we define a table and fill it using dynamic programming. 
