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Abstract
We consider binary convex quadratic optimization problems, particularly those arising from
reformulations of well-known combinatorial optimization problems such as MAX 2SAT (and
MAX CUT). A bounding and approximation technique is developed. This technique subsumes
the spherical relaxation, while it can also be considered as a restricted variant of the semidenite
relaxation. Its complexity however is comparable to that of the rst. It is shown how the quality
of the obtained approximate solution can be measured. We conclude with extensive computational
results on the MAX 2SAT problem, which show that good-quality solutions are obtained. ? 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
In recent years, there has been a considerable amount of research on the use of
techniques from nonlinear optimization to help solving binary optimization problems.
One of the most famous examples is the paper by Goemans and Williamson [8], in
which it is shown that by using a semidenite relaxation of a quadratic formulation
of the maximum cut problem, a 0.878 approximation algorithm can be obtained. Their
method can also be applied to the maximum 2-satisability problem. For this prob-
lem an improved approximation algorithm with performance guarantee of 0.931 was
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developed by Feige and Goemans [6]. In order to get this bound, valid inequalities
are added to the semidenite relaxation. Previously, other authors had used quadratic
formulations to obtain eigenvalue bounds for the maximum cut problem; see Delorme
and Poljak [3,4], Poljak and Rendl [18], Helmberg et al. [10]. These models make use
of a so-called correcting vector, which was earlier considered by Hammer and Rubin
[9] and Korner [14,15]. The bound is optimized over all correcting vectors, such that it
is as sharp as possible. Incidentally, the bounds obtained by Goemans and Williamson,
Delorme and Poljak and Helmberg et al. are the same [8,10], since the formulations
they use can be interpreted as each other’s dual. The rst algorithm though yields an
approximate solution with proven expected quality.
Van Maaren [17,5,16] gives a smooth convex model for propositional formulas.
Taking the second-order Taylor series of these models also results in quadratic (convex)
models for the MAX 2SAT problem. Although these models when applied to the MAX
CUT problem coincide with the formulations used by Goemans and Williamson and
Delorme and Poljak (if subjected to Boolean constraints), they seem more natural
for relaxational purposes. This opinion is supported by the fact that a decomposition
theorem can be proved in the presence of a zero eigenvalue, and that for various graphs
such as bipartite graphs, no correcting vector is needed to obtain exact bounds.
Based on the above quadratic convex models, we present a simple rounding proce-
dure and associated bound for deriving good approximate solutions for MAX 2SAT
and MAX CUT. This procedure generally yields better results than the spherical re-
laxation of the quadratic binary problem. In fact our procedure subsumes the spherical
relaxation, while it has comparable complexity. On the other hand, our procedure can
be interpreted as a restricted version of the semidenite relaxation technique. Thus, the
results are usually worse than those obtained using the semidenite relaxation, but the
computational eort involved is less, enabling us to approximate larger problems.
This paper is organized as follows. In the next section we introduce the general
binary convex quadratic formulation, review some bounding techniques, and show that
MAX 2SAT (and MAX CUT) t the formulation. In Section 3 the general scheme for
searching for sharper bounds is derived. Finally, we provide computational results on
randomly generated instances of the MAX 2SAT problem.
1.1. Notation and denitions
In this paper the following notation is used. By e we denote an all-one vector of ap-
propriate length. The spectral decomposition of the matrix Qmm is given by Q=SST,
where  is a diagonal matrix containing the eigenvalues min = 1; : : : ; m = max, and
the columns of S constitute an orthonormal base of corresponding eigenvectors. Given
a matrix Q, diag(Q) denotes the diagonal matrix containing the diagonal elements of
Q. Furthermore, Diag(u) denotes the diagonal matrix with the elements of the vector
u on its diagonal. Finally, for a scalar a, sgn(a) = 1 if a> 0, while sgn(a) = −1 if
a< 0. If a= 0, sgn(a) is not dened and set to 1 or −1 arbitrarily.
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2. A binary quadratic model
Let us dene the quadratic function ’(x) as ’(x) = xTQx − 2qTx, with Q 2 Rmm,
q 2 Rm. In this paper we consider the following model:
(BQP)
min ’(x)
s:t: x 2 f−1; 1gm:
Here it is assumed that the matrix Q is positive denite, but it may be noted that this
is not a restrictive assumption. Any nonconvex quadratic optimization problem over
the vertices of the unit hyper cube can be made convex by introducing a correcting
vector [9,14,15,3]. Minimizing
’0(x) = xT(Q − Diag(u))x − 2qTx + eTu
over the unit hyper cube is equivalent to solving (BQP). Therefore, even if Q is
indenite, it can be made positive denite by choosing an appropriate vector u and
subtracting it from the diagonal.
It may be worthwhile to note that the quadratic problem (BQP) is in general
NP-complete. Therefore, it is very hard to solve it directly. There are various methods
for computing bounds for (BQP). Some of these are briey discussed in the next sub-
section. In Section 3 of this paper we introduce alternative techniques for computing
lower and upper bounds to (BQP).
2.1. Some bounding techniques for (BQP)
Let us now turn to some easy derivable eigenvalue bounds on the objective value
of (BQP). If the linear term q  0 then ’ reduces to ’(x) = xTQx. This form is
called homogeneous. Using the spectral decomposition Q = SST, we nd from the
well-known Rayleigh quotient that minm6 xTQx6 maxm, implying that the minimum
of ’(x) over the the sphere S=fx 2 Rm j xTx=mg; is equal to minm, and it is attained
for x= s1. This suggests that rounding this eigenvector to a f−1; 1g solution x (so take
x = sgn(s1)), could be a good approximation of the optimal solution to (BQP). Note
that by introducing one auxiliary f−1; 1g variable, a problem with q 6= 0 can be made
homogeneous. Let the function ’ext(x; xd) for the extended problem be given by
’ext(x; xd) = xTQx − 2xdqTx +Mx2d : (1)
It is easily checked that min(x;xd)2f−1;1gm+1’ext(x; xd)−M ; if (x; xd) minimizes ’ext(x; xd),
then xdx minimizes ’(x), and it holds that min(m+1)−M6’(x)6 max(m+1)−M ,
where the ’s denote the minimal and maximal eigenvalue of the extended matrix
in (1).
Other polynomially solvable relaxations for computing lower bounds on (BQP)
are for example the spherical relaxation and the semidenite relaxation. In the rst,
the integrality constraints are replaced by the spherical constraint xTx = m. Note that
if the linear term q  0 this gives the eigenvalue bound mentioned above. The
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semidenite relaxation (see, for example, [1]) is given by
(SDR)
min trQX
s:t: diag(X ) = e
X < 0:
Here trQX denotes the trace of the matrix QX . The matrix Q denotes the (possibly
extended) matrix of the homogeneous form of problem (BQP). The variable X is a
square matrix; the rst constraint demands that the diagonal of X contains only ones,
while the second one denotes the requirement of X to be positive semidenite. It may
be noted that it is not required here that Q is positive semidenite. The Lagrangean
dual of (SDR) can be put in the format
(SDD)
max eTy
s:t: Q − Diag(y)< 0:
This is, in fact, the relaxation of the correcting vector approach proposed by Delorme
and Poljak [3,4,18,10] and Korner [14,15]. They propose to nd a vector u, such that
the minimal eigenvalue of the matrix Q−Diag(u) is maximal; in other words, such that
the eigenvalue bound is the sharpest possible. The primal{dual pair (SDR) and (SDD)
can be solved in polynomial time, using an interior point method for semidenite pro-
gramming (see e.g. Helmberg et al. [10]). However, solving semidenite programs is
computationally involved. In the next section we will develop a dierent bounding
technique, that is computationally less involved. This technique makes explicit use of
the linear term in the objective of (BQP), instead of incorporating it in the quadratic
term. The quality of the bounds it yields is situated somewhere between that of
the spherical relaxation (since our method subsumes this) and that of the semidenite
relaxation (since our algorithm can be viewed as a restricted version of this). First,
we show that several well-known combinatorial optimization problems can be put in
the format (BQP).
2.2. Maximum 2-Satisability and MAX CUT
In this section we develop a quadratic model for the MAX 2SAT problem. A formula
 is the conjunction of jj = n clauses Cj, where each clause is a disjunction of at
most two literals. Each literal is a variable pi or its negation  pi. The objective is to
assign truth values to the variables, such that the number of satised clauses is maximal.
Testing whether such a formula  is satisable (i.e., there exists an assignment such
that all clauses are satised) can be done in linear time [2]. In general however, the
MAX 2SAT problem is NP-complete [7].
A clause of length two can be written as a linear inequality. Associating a f−1; 1g
variable xi with each variable pi, a clause ()pi _ ()pj is satised if and only if it
holds that (−)xi+(−)xj>0; while a one-literal clause ()pi is modelled as (−)2xi>0.
So given an arbitrary formula  the satisability problem can be expressed as nding
f−1; 1g vector x under linear inequality constraints Ax>0. Here A 2 Rnm is the
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so-called clause-variable matrix, containing the linear inequalities corresponding to the
clauses. Letting Q= ATA and q= ATe, we can obtain a quadratic model for the MAX
2SAT problem. Then ’(x)=’m2s(x)= xTATAx−2eTAx: It is clear that the matrix ATA
is positive semidenite. The formulation has the following property.
Lemma 1. Given a vector x 2 f−1; 1gm. The number of clauses that is not satised
by x is equal to 18’m2s(x).
Proof. Consider a single element of the vector Ax. Due to the structure of A and
the fact that x 2 f−1; 1gm this element is equal to −2, 0 or 2. In the rst case,
the corresponding clause is not satised, in the other two cases it is satised. Note
that the value ‘0’ cannot occur in the case of one-literal clauses. Now, suppose that
a vector x is such that it does not satisfy k(6n) clauses. It is easily veried that
(Ax − e)T(Ax − e) = (n − k) + 9k. Expanding the product and rearranging the terms
gives the desired result.
Denoting the optimal value to (BQP) by ’optm2s, we conclude that maximum number
of satised clauses is given by jj − 18’optm2s.
As mentioned before, ATA is positive semidenite. Due to the following theorem we
may assume it to be positive denite.
Theorem 1. If the matrix ATA has an eigenvalue equal to zero; then the formula 
can be decomposed into two variable{disjoint formulas 0 and R; of which 0 is
satisable. The satisfying truth assignment is obtained by rounding an eigenvector
corresponding to the zero eigenvalue.
Proof. Let s be an eigenvector corresponding to the eigenvalue zero. So we have that
ATAs = 0, which implies that sTATAs = (As)TAs = 0, thus As = 0. Rearranging the
entries in s such that s = (sT0 s
T
R)
T, with s0 6= 0 (here it is assumed that each entry of
s0 is strictly nonzero) and sR = 0, and rearranging the columns of A accordingly (so
A= [A0 AR]), we nd that As=A0s0 = 0. Since each row of A0 contains either zero or
two elements, it holds that A0 sgn(s0) = 0; i.e. sgn(s0) (which is a f−1; 1g vector) is
a satisfying assignment for the subformula associated with A0.
Thus, if we are given a formula  with the property stated in this theorem, then
the maximum number of satised clauses of  can be found by solving (BQP) for
subformula R and subsequently adding the number of clauses of 0, i.e. (jRj −
1
8’
opt
R ) + j0j.
We have a straightforward corollary from Theorem 1.
Corollary 1. If a 2SAT formula has more variables than clauses (i.e. m>n); it is
satisable or decomposable.
Let us mention a property of pure MAX 2SAT problems (i.e. all clauses have length
two) that can be easily derived from the quadratic model. If the matrix Q = ATA is
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diagonal and the linear term q  0 (this implies that the objective function contains
only purely quadratic terms), the maximal number of clauses that can be satised is
equal to n− 18  2n= 34n; in this case any assignment is optimal. A formula with the
desired properties is obtained for example by taking the set of all 2m(m− 1) distinct
2-clauses on m variables.
To nish o this section, let us briey consider the MAX CUT problem to point out
an interesting dierence between this work and earlier work by Delorme and Poljak
[3]. For completeness we describe the (unweighted) maximum cut problem: given an
undirected graph G= (V; E), the aim is to nd a set of vertices S V that maximizes
the number of the edges in the cut (S; S), i.e., the number of edges connecting the sets
S and S. Let the matrix A be as follows: for each edge (i; j) 2 E, A contains a row k
with aki = akj = 1, while all other elements in row k are set to zero. Obviously, A is
an (n  m) matrix, with n = jEj and m = jV j. An integer convex quadratic model of
the form (BQP) is obtained by taking
’(x) = ’mc(x) =
X
(i; j)2E
(xi + xj)2 = xTATAx:
It is easy to check that for any x 2 f−1; 1gm, the value of the cut induced by x is
equal to n − 14’mc(x). Theorem 1 and Corollary 1 also adapt easily to the maximum
cut problem. Note that ’mc(x) is homogeneous (as opposed to ’m2s(x) which is ho-
mogeneous only if ATe= 0, i.e., each proposition letter occurs as many times negated
as unnegated); thus, it is immediately clear that the eigenvalue bound obtained is au-
tomatically nontrivial, i.e., it can never be higher than the number of edges (due to
the positive semideniteness of ATA). In [3,4], it is shown that for awkward choices
of correcting vectors the bound obtained may be trivial.
3. Lower and upper bounds for (BQP)
We consider an alternative approach for bounding and approximating problems of
the type (BQP). Let us introduce the family of ellipsoids (r>0)
E(r) = fx 2 Rm j’(x) = r2g:
The centre cE of these ellipsoids (which is obviously independent from r) can be found
by solving a system of linear equations QcE= q. Note that, since it is assumed that Q
is positive denite and therefore nonsingular, this system has a unique solution.
The function ’(x) attains it minimum in cE. Therefore, the f−1; 1g vertex nearest to
cE seems to be a good candidate to approximate the optimal solution to (BQP). Denote
this vertex by [cE] = sgn(cE). Using the change of variables y = STx, and denoting
y = STcE, we have that
’(x) = ’t(y) = yTy − 2 y Ty = (y − y)T(y − y)− y T y: (2)
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Note that the minimal value of ’(x), when x is unrestricted, is given by
− y T y = ’t(y) = ’t(STcE) = ’(cE) =−qTQ−1q: (3)
We now have the following upper and lower bound on the optimal value of (BQP).
Lemma 2. It holds that
’(cE) + minjjcE − [cE]jj26 min
x2f−1;1gm
’(x)6’([cE]): (4)
Proof. Denote the optimal solution to (BQP) by ~x and its transformed counterpart by
~y = ST ~x. We have
( ~y − y)T( ~y − y)>minjj ~y − yjj2 = minjjST ~x − STcEjj2
= minjj ~x − cEjj2>minjj[cE]− cEjj2:
Using (2) and (3), this proves the lemma.
Note that if the ellipsoid E(r) does not contain a linear term (so q  0), its centre
is the all-zero solution. Rounding this centre is arbitrary, and therefore generally not a
good solution. However, the centre can be moved by simply substituting plus or minus
one for an arbitrary variable. This is without loss of generality since the solutions x
and −x are equivalent. Thus, we may assume that the linear term is not equal to zero.
Now let us dene the function ’(x) as ’(x)=xT(Q−I)x−2qTx; where I denotes
the m m identity matrix, and the family of ellipsoids
E(r) = fx 2 R j’(x) = r2g:
Similar forms are considered in [9,14,15]. Note that the additional term −I in fact
corresponds to the substitution of the correcting vector u = e. By varying the value
of , the centre of this family of ellipsoids can be moved (under certain conditions
which will become clear later on). We can use this fact to obtain dierent approximate
solutions and bounds. It is obvious that ’(x) = ’(x) + m; for any xTx = m. Thus,
we conclude that by minimizing ’ a lower bound of the optimal solution to (BQP)
is found, while by rounding the centre of the ellipsoids E(r) an upper bound can be
obtained.
In the following, we analyse the functions ’(x) = ’0(x) and ’(x). We are mainly
interested in the behaviour of the lower bound which it yields as a function of , and
also in the centre of the ellipsoids E(r).
The eigenvalues of Q−I are 1−; : : : ; m− thus, we can use the same orthogonal
transformation as before. Assuming that  6= i we obtain
’t(y) = y
T(− I)y − 2 y Ty
= (y − (− I)−1 y)T(− I)(y − (− I)−1 y)
− y T(2(− I)−1) y:
Let us stress that the matrices  and  − I are diagonal matrices, so all products
involving these matrices are also simply diagonal matrices.
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The centre y of the transformed ellipsoid is given by
y = (− I)−1 y: (5)
We conclude that given the spectral decomposition of the matrix Q, for each value of
 such that <min, the minimizing vector of the function ’(x) can be computed by
Eq. (5). Transforming (5) to the original coordinates, the optimal solution c is
c = S y = S(− I)−1STcE = S(− I)−1STq; (6)
with optimal objective value
’t( y) = ’(c) =−cTES2(− I)−1STcE =−qTS(− I)−1STq60: (7)
Obviously, the optimal solution c can also be computed by solving the linear system
(Q − I)c = q. Now we can generalize the bounds (4) of Lemma 2.
Lemma 3. We have that
’(c) + m+ (min − )jjc − [c]jj26 min
x2f−1;1gm
’(x)
=’opt6’([c]) + m= ’appr(): (8)
Proof. Analogous to the proof of Lemma 2.
Now, it is our aim to nd values for  such that these bounds are as tight as possible.
To this end, we need to get an idea of the tightness of the bounds as a function of . It
is assumed that an upper bound N on the worst possible objective value ’max is known
(note that in the applications that we are considering we have obvious candidates for
N ; for MAX 2SAT N = 8n, for MAX CUT N = 4n). To get an impression of the
tightness of our bound, we consider the ratio
06R() =
’appr()− ’opt
N − ’opt 61: (9)
We want R() to be close to zero. Note that ’appr() is nonconvex and noncontinuous,
so to estimate R() we need to make a mild assumption rst. Let us assume that  is
chosen such that for the centre c it holds that
jjc − [c]jj26m; (10)
basically, this assumption is made to ascertain that the centre is ‘near to’ or in the
unit sphere. It can be easily seen that an appropriate  must exist by noting that for
 ! −1 the centre of the ellipsoid converges to the origin. Under this assumption
R() can be bounded from above.
Lemma 4. Assume that (10) holds and let ’max = N . The ratio R() is bounded by
R()6R() =
(max − min)m
N − minm− ’(c)6
max − min
N=m− min : (11)
H. van Maaren, J.P. Warners /Discrete Applied Mathematics 107 (2000) 225{239 233
Proof. Using that
’([c])6’(c) + (max − )jjc − [c]jj26’(c) + (max − )m;
we have that
N − ’appr() = N − ’([c])− m>N − ’(c)− m− (max − )jjc − [c]jj2;
while using (8) we nd that
N − ’opt6N − ’(c)− m− (min − )jjc − [c]jj2:
Combining these, and using that
R() =
’appr()− ’opt
N − ’opt = 1−
N − ’appr()
N − ’opt ;
the desired result is obtained. The second inequality in (11) follows by the fact that
’(c)60 (see (7)).
Now considering the rst inequality in (11) we make a conjecture. Note that it can
be interpreted as an application of an observation made by Hammer and Rubin in [9],
namely that to minimize R() one should choose  as small as possible (since then
j’(c)j is ‘large’).
Conjecture 1. To minimize R(); <min should be chosen such that ’(c) is min-
imized (cf. (7)); while at the same time it is such that (10) holds. This implies that
 should be taken ‘close’ to min.
Due to the fact that R() is nonconvex and noncontinuous we cannot make a more
precise statement. It is interesting to note that the bounds (8) are at least as good
as the bounds obtained by solving the spherical relaxation and rounding its optimal
solution, since for a specic choice of  the bounds are exactly the same (see the
algorithms in [20,13]).
4. An approximation algorithm for MAX 2SAT
We will now use the theory developed in the last section to design an approximation
algorithm for the MAX 2SAT problem. Let us denote by nopt the optimal value of the
instance of MAX 2SAT under consideration.
Lemma 5. Let <min and let c be given by (6). Let [c] be the nearest f−1; 1g
vertex to c; i.e. [c] = sgn(c) and assume that  is chosen such that (10) holds.
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Table 1
Rough estimates on large randomly generated MAX 2SAT instancesa
m = 100 m = 200
n Estimate n Estimate
4000 0.7991 8000 0.7870
5000 0.8172 10 000 0.8060
6000 0.8283 12 000 0.8162
7000 0.8366 14 000 0.8343
8000 0.8562 16 000 0.8440
10 000 0.8661 20 000 0.8542
15 000 0.8962 30 000 0.8831
20 000 0.9066 40 000 0.9010
50 000 0.9392 100 000 0.9343
aThe estimate is averaged over 10 problems for each size.
Dene nappr() = n− 18 (’([c]) + m). Then it holds that
nopt6n− 18(’(c) + m+ (min − )jjc − [c]jj
2);
and
nappr()
nopt
= 1− R()>1− R()>8n=m− max
8n=m− min : (12)
Proof. Straightforward, using Lemmas 1 and 4.
Note that (12) provides us with two estimates for the ratio that we are actually inter-
ested in. Let us rst consider the second (very rough) estimate; it is fully determined
by the instance of MAX 2SAT under consideration in the sense that it can straight-
forwardly be computed from the model (without any additional searching). In Table
1,the value of this estimate is shown for several randomly generated large instances of
MAX 2SAT with n/m. The estimate is averaged over 10 instances of each size. Note
that the number of distinct 2-clauses drawn from m variables is equal to 2m(m − 1);
this implies that the largest instances stated in Table 1 are certain to contain doubled
clauses. On the other hand, if max = min the approximation algorithm yields exact
solutions; this occurs for example for formulas on m variables containing all distinct
clauses.
Let us now consider the rst estimate in (12). Basically, it is our aim to nd an
 such that the ratio R() is as high as possible. Since we cannot compute this ratio
exactly, we aim at maximizing R(). However, the best lower and upper bounds might
be attained for dierent values of . According to Conjecture 1 in the previous section
the best upper bound should be found for  just below the smallest eigenvalue; this was
conrmed by our experiments. Where the best lower bound may be found however,
is less predictable. Therefore, in the computational tests we applied a search over the
interval [min ; min], for some appropriately small min, to obtain both good lower and
H. van Maaren, J.P. Warners /Discrete Applied Mathematics 107 (2000) 225{239 235
Table 2
Approximation results on randomly generated MAX 2SAT instances
Size Approximation ratios Times (s)
m n SDR best opt conj Sphere  = 0 SDR Sphere -bounds
100 100 99.9400 99.7400 99.7400 99.7200 99.6300 99.2300 2.57 0.23 0.23
150 99.1600 98.3400 98.3400 98.3000 98.0600 98.0133 4.37 0.41 0.36
200 97.5649 96.3200 96.3200 96.2250 95.8800 95.6450 4.79 0.40 0.39
250 96.9552 94.6920 94.6920 94.6280 94.2640 93.9240 5.09 0.44 0.44
300 97.0819 93.0533 93.0533 92.9433 92.6233 92.2067 5.12 0.48 0.48
350 97.3687 92.0375 92.0320 91.9977 91.6826 91.1716 5.32 0.55 0.54
400 97.4839 91.4078 91.3580 91.2937 90.9288 90.0864 5.58 0.62 0.60
450 97.6657 91.4335 91.3751 91.3363 90.9762 89.5587 5.50 0.65 0.63
500 97.7029 91.3007 91.2527 91.2281 90.8978 89.3290 5.57 0.70 0.68
1000 98.3253 92.3692 92.2905 92.2436 91.8366 89.5261 6.40 1.10 1.09
2000 98.7837 93.8337 93.7750 93.7709 93.2386 90.8064 7.53 1.54 1.60
4000 99.1383 95.4885 95.4578 95.4572 95.0786 92.6327 8.37 1.86 1.98
200 200 99.9200 99.6950 99.6950 99.6950 99.5850 98.8000 18.03 0.51 0.51
300 98.9600 98.0733 98.0733 98.0533 97.8967 97.8033 26.52 0.90 0.69
400 97.4225 96.2700 96.2700 96.2425 96.0125 95.8300 34.37 1.00 0.89
500 96.3452 94.3660 94.3660 94.3020 94.1000 93.8460 39.82 1.21 1.11
600 96.6765 92.8267 92.8267 92.7517 92.5800 92.1583 41.23 1.43 1.32
700 96.9170 91.8080 91.8066 91.7566 91.5988 91.1600 46.18 1.73 1.57
800 97.0873 91.0289 91.0110 90.9592 90.7580 90.1044 49.03 2.00 1.81
900 97.1913 90.6954 90.6523 90.6211 90.4266 89.3347 50.74 2.27 2.05
1000 97.3367 90.7476 90.6938 90.6579 90.4826 89.1136 51.72 2.52 2.27
2000 97.9881 91.9229 91.8579 91.8531 91.5560 89.2277 65.08 4.48 4.16
4000 98.5140 93.4793 93.4022 93.3974 92.9750 90.5605 75.01 6.44 6.20
8000 98.9335 94.8867 94.8375 94.8375 94.4217 92.1144 81.86 8.26 8.21
upper bounds. In our experiments we set min = min− 5, and computed the bounds for
20 values of  uniformly chosen in the interval mentioned above.
In the Tables 2 and 3, the approximation results for a large number of randomly
generated instances of MAX 2SAT are listed; the rst contains results on moderately
sized instances, while the second reports results on larger instances. The percentages
are taken over 100 runs for the instances with 100 and 200 variables; for the larger
instances the percentages are taken over 25 instances of each size. If the upper bound
on the number of satisable clauses exceeded the trivial upper bound (namely n) we
took n as upper bound. The averaged approximation ratios of the following relaxations
reported are (in order of decreasing quality):
 the semidenite relaxation (SDR), where the Goemans{Williamson rounding tech-
nique is used to obtain approximate solutions [8];
 the best combination of -bounds (best) (i.e., the ratio of the best lower and upper
bounds over all considered values of );
 the best ratio for a single value of  (opt);
 the ratio for the value of  according to Conjecture 1 (conj);
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Table 3
Computational results on random MAX 2SAT instances
Size Approximation ratios Times (s)
m n best opt conj Sphere  = 0 Sphere -bounds
500 500 99.6880 99.6880 99.6880 99.5920 97.3600 2.05 1.93
500 1000 95.9320 95.9320 95.9160 95.8680 95.7760 6.20 4.46
500 1500 93.0027 93.0027 92.9840 92.8933 92.5760 9.05 7.63
500 2000 90.3456 90.3434 90.3234 90.2289 89.8280 14.26 11.87
500 2500 89.9262 89.8967 89.8534 89.8158 88.8162 19.31 16.27
500 5000 91.1328 91.0699 91.0663 90.9410 88.6336 39.91 34.67
500 10 000 92.9702 92.8959 92.8928 92.6773 90.0393 62.20 55.72
500 20 000 94.4112 94.3452 94.3452 94.0797 91.7145 81.35 75.28
1000 1000 99.6200 99.6200 99.6200 99.5720 95.8320 6.62 6.47
1000 2000 95.8480 95.8480 95.8460 95.8220 95.5140 26.47 17.25
1000 3000 92.6640 92.6640 92.6267 92.5840 92.2973 47.69 39.31
1000 4000 90.4446 90.4441 90.4381 90.3837 90.0920 83.14 67.13
1000 5000 89.6166 89.5961 89.5801 89.5519 88.6233 115.86 98.51
1000 10 000 90.5518 90.5027 90.5005 90.4193 88.2562 263.38 225.65
1000 20 000 92.5464 92.5070 92.5070 92.4088 89.7385 449.53 380.77
1000 40 000 94.0691 94.0265 94.0265 93.8233 91.3371 577.00 514.52
 the spherical relaxation (sphere) (i.e. taking  such that jjyjj2 = m);
 and the ratio when taking = 0 (so without any additional searching).
Also included in Tables 2 and 3 are the times (in seconds) for computing the various
approximation ratios. Obviously, the semidenite relaxation takes considerably more
time than the other techniques. For this reason, we restricted ourselves to using only the
other techniques for the larger benchmarks. Note that for computing all four ‘-bounds’,
one execution of the algorithm is required. Furthermore, solving the spherical relaxation
generally takes longer than running our algorithm.
Considering the results it is clear that the semidenite relaxation yields far better
results than the other algorithms, while our algorithm indeed gives somewhat better
bounds than the spherical relaxation. Unfortunately, the improvement is only slight
(generally less than a half percent).
To get an indication of the precise ratio R(), or, in other words, of the quality
of the solution when compared to the actual optimal value, we used our algorithm to
nd approximate solutions to a number of benchmarks from the literature, with known
optimal value; see Joy et al. [12,5]. The obtained results are listed in Table 4. For
comparison, also the approximate solutions obtained by the spherical relaxation (nsphr)
and the semidenite relaxation (nSDR) are given. It turns out that the solutions obtained
by our approach improve on those obtained by the spherical relaxation in 75% of the
cases. The solutions provided by the semidenite relaxation are generally superior; in
50% of the cases optimal solutions are found. In the table we also include the results
nheur of a very fast heuristic method that can be interpreted as an improved version
(in terms of computation times; the approximation ratio is the same) of Johnson’s
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Table 4
Comparison of the actual performance of the various approximation algorithms (m = 100)a
Problem nsphr nappr nSDR nheur nopt Problem nsphr nappr nSDR nheur nopt
p2180 1 177 177 177 177 177 p2260 1 240 242 247 248 249
p2180 2 176 177 178 178 178 p2260 2 246 246 250 250 251
p2180 3 176 176 178 178 178 p2260 3 246 248 251 251 251
p2180 4 171 172 176 175 176 p2260 4 250 250 252 252 252
p2180 5 177 177 180 180 180 p2260 5 239 243 248 245 248
p2180 6 172 173 177 176 178 p2260 6 243 243 249 247 249
p2180 7 173 174 175 176 176 p2260 7 247 248 251 250 252
p2180 8 178 178 179 179 179 p2260 8 242 244 249 248 249
p2180 9 175 175 177 177 178 p2260 9 241 243 247 246 248
p2180 10 172 173 176 176 176 p2260 10 251 251 254 254 254
p2200 1 191 193 194 194 195 p2280 1 257 260 265 265 267
p2200 2 190 191 194 193 194 p2280 2 258 260 264 265 265
p2200 3 193 194 196 195 196 p2280 3 262 264 267 267 267
p2200 4 189 191 192 192 193 p2280 4 262 262 265 264 265
p2200 5 190 191 195 195 195 p2280 5 262 264 267 267 269
p2200 6 193 194 195 194 196 p2280 6 262 262 265 265 266
p2200 7 190 193 195 194 195 p2280 7 262 264 266 266 268
p2200 8 191 193 195 196 196 p2280 8 260 266 268 268 269
p2200 9 191 193 193 193 194 p2280 9 264 266 269 268 269
p2200 10 188 190 194 194 194 p2280 10 267 267 270 269 270
p2220 1 211 211 213 213 213 p2300 1 281 281 285 285 285
p2220 2 210 211 213 214 215 p2300 2 278 280 286 286 287
p2220 3 209 212 216 214 216 p2300 3 278 280 287 286 287
p2220 4 208 209 211 212 212 p2300 4 278 280 286 286 286
p2220 5 213 213 216 216 216 p2300 5 281 281 283 284 285
p2220 6 207 207 212 211 212 p2300 6 277 279 282 281 283
p2220 7 210 211 214 214 214 p2300 7 272 275 278 279 280
p2220 8 211 211 213 213 213 p2300 8 274 275 283 281 283
p2220 9 213 213 216 215 216 p2300 9 279 281 284 285 285
p2220 10 205 208 213 213 213 p2300 10 274 277 284 284 285
p2240 1 230 233 234 233 234 p2400 1 358 360 370 370 371
p2240 2 227 227 231 229 231 p2400 2 367 369 371 371 372
p2240 3 222 224 227 228 229 p2400 3 368 369 372 375 375
p2240 4 225 226 231 230 231 p2400 4 360 363 371 371 372
p2240 5 228 228 231 231 231 p2400 5 363 366 370 370 371
p2240 6 225 227 231 231 231 p2400 6 364 367 373 372 373
p2240 7 230 230 232 232 233 p2400 7 366 368 373 374 374
p2240 8 227 229 231 231 231 p2400 8 358 360 366 365 367
p2240 9 227 227 229 229 231 p2400 9 355 358 364 365 366
p2240 10 223 227 230 231 231 p2400 10 359 362 367 368 370
aFor each size n there are 10 problems p2n i.
well-known 3=4 approximation algorithm for (pure) MAX 2SAT [11]. The algorithm
is based on an algorithm described in [19]. The results of this algorithm are comparable
to that of the semidenite relaxation, but it is much faster; it runs in a fraction of a
second. On the other hand, the semidenite relaxation provides tighter bounds.
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5. Concluding remarks
The computational results indicate that our approximate algorithm is eective in
nding good quality approximate solutions. Furthermore, they indicate that the upper
bounds are fairly weak in the sense that the approximate solutions found are consid-
erably better than the ratio suggests. The bounds (especially the upper bounds) are
less sharp than those obtained using semidenite relaxations; this fact was also con-
rmed by several experiments we did on the MAX CUT problem (not reported here),
using the MATLABTM interior point code of [10]. On closer examination of the results,
it appears that the bound is particularly weak when the ratio n=m is between 4 and
5. However, since our approach is computationally less involved, considerably larger
problems can be handled. For obtaining approximate solutions using our technique, a
(preset) number of linear systems need to be solved, with usually sparse coecient
matrices Q − I . The complexity of this is O(m3) and due to the sparsity structure of
Q the linear systems often can be solved more eciently in practice. Therefore, if the
user requires near-optimal solutions to small problems, the semidenite relaxation tech-
nique should be employed. If only ‘good’ solutions are required and=or the problems
at hand are medium to large sized, our algorithm is a good candidate which should be
preferred to the spherical relaxation.
In theory, the bound obtained from the semidenite relaxation can be improved by
applying our technique, since we also take into account the distance from the optimal
solution to the nearest f−1; 1g vertex. In practice however, the improvement thus
obtained turned out to be very small.
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