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An increasingly important area of interest for mathematicians is the study
of Abelian differentials. This growing interest can be attributed to the in-
terdisciplinary role this subject plays in modern mathematics, as various
problems of algebraic geometry, dynamical systems, geometry and topol-
ogy lead to the study of such objects. It comes as a natural consequence
that we can employ in our study algebraic, analytic, combinatorial and
dynamical perspectives. These lecture notes aim to provide an expository
introduction to this subject that will emphasize the aforementioned links
between different areas of mathematics. We will associate to an Abelian
differential a flat surface with conical singularities such that the underly-
ing Riemann surface is obtained from a polygon by identifying edges with
one another via translation. We will focus on studying these objects in
families and describe some properties of the orbit as we vary the polygon
by the action of GL+2 (R) on the plane.
1 Introduction
These represent the lecture notes for the three lectures taught by Prof. Dr.
Dawei Chen at FU Berlin on the occasion of the Math+ Fall School in Alge-
braic Geometry held from September 30 to October 4, 2019.
The main topic discussed in these lectures is about translation surfaces. They
can be viewed from two seemingly unrelated perspectives: from a geometric or
from a complex analytic point of view. We will concentrate our attention on
the first one. The interested reader can find more detailed introductions on this
subject in [Che17] or [Wri15], from the perspective of Algebraic Geometry and
respectively Dynamical Systems. For a broader survey of the literature, we refer
to [Zor06]. We hope that these lecture notes will captivate the imagination of
young mathematicians and lay the case for the importance of this topic.
We will start by providing the definition of a translation surface and some equiv-
alent perspectives on the subject. We will continue by studying these surfaces
in families stratified by the type of zeroes. In particular, we describe the di-
mensions and connected components of the corresponding strata, and explain
why some strata are disconnected. We then use the polygonal description of
a translation surface to motivate the existence of an action of GL+2 (R) on the
strata, and provide some fundamental theorems to describe the analytic closures
of such orbits. We will end these notes with the exercise sheet, together with
some sketch of solutions.
1
ar
X
iv
:2
00
4.
05
76
2v
1 
 [m
ath
.A
G]
  1
3 A
pr
 20
20
2Acknowledgements. We would like to thank the organizers Daniele Agostini,
Thomas Kra¨mer, Marta Panizzut and Rainer Sinn for this wonderfull and stim-
ulating fall school. The lecturer is also grateful for the support offered by the
National Science Foundation CAREER Awards through grant DMS-1350396.
2 Translation Surfaces
In this section, we will provide different characterizations of translation surfaces
and consider some examples to help us familiarize with the new concepts. We
start by stating the following definition:
2.1 Definition Let X be a real surface (assumed to be connected, compact and
orientable) and let p1, ..., pn ∈ X be special points satisfying the following con-
ditions:
• Away from p1, ..., pn we have that X \ {p1, ..., pn} is ”locally flat”, i.e.
covered by finitely many charts with transition functions given by transla-
tions.
• At each pi, under the induced flat metric, the angle at the point pi is equal
to 2pi(mi + 1) for some mi ∈ Z+.
We call a surface X, together with points p1, ..., pn as above, a translation sur-
face.
Our next definition, which we will see is equivalent to the preceding one, is the
following:
2.2 Definition A translation surface is a nonidentically zero Abelian differen-
tial, i.e. a non-zero holomorphic one-form ω on a Riemann surface X.
To build a bridge between the two definitions we make the remarks:
• The special points p1, ..., pn are the zeroes of ω,
• mi is the zero order of ω at pi.
Locally at pi we have a neighbourhood that looks like:
A1 Bmi+1
A1 B1
A2 B1
A2 B2
Ami+1 Bmi
Ami+1 Bmi+1
Figure I.1: Neighbourhood of a special point pi
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Here we glue together the radii with the same labelings. Observe that through
this process all centers of the semidisks get identified.
Before proceeding to prove the equivalence between the two definitions, we will
provide an example that will help us familiarize with the concepts.
2.3 Example (translation surface as in Definition 2.1) We consider four vec-
tors v1, v2, v3 and v4 in the plane and we take the polygon X defined by them as
suggested in the picture below.
v1
v2
v3
v4
v1
v2
v3
v4
X
Figure I.2: Genus 2 translation surface
We identify each pair of vi, vi by translation. We see that there are some spe-
cial points in the picture: the vertices of the polygon. It can be easily seen, by
chasing the identifications, that all vertices are identified with each other and
correspond to the same point p.
At p, the angle is 6pi = (2pi) · 3 and X has genus 2 because of the topological
Euler characteristic:
a) one vertex: (p)
b) four edges: (v1, v2, v3, v4)
c) one face: (X)
1 + 1− 4 = 2− 2g ⇒ g = 2.
We remark that points on the edges of the polygon may look special. However,
the angle around any such point that is not a vertex is 2pi, and hence the only
special points are the vertices.
2.4 Proposition The two definitions of a translation surface are equivalent.
4Proof. ”Definition 2.1 ⇒ Definition 2.2:
A consequence of our description would be that X inherits a complex structure
from C. We can define a one-form ω as:
• Away from pi, define ω = dz where z is a local coordinate for a chart as
in the definition of a translation surface. Because the transition functions
are all translations, it follows that ω does not depend on the choice of such
a local coordinate, and hence it is well-defined.
• At a special point pi, there exists a local coordinate u, unique up to
multiplication by a (mi + 1)-th root of unity, such that u(pi) = 0 and
ω = (mi + 1)u
midu. We can think of ω as the pullback of dz under the
covering map z = umi+1 which is a local isometry onto its image except
at pi.
This description allows us to extend the one-form to the points p1, ..., pn with
zero orders m1, ...,mn correspondingly.
”Definition 2.2 ⇒ Definition 2.1”:
For this implication we provide a way to construct such charts as in the first
definition. We get a local coordinate chart by fixing a point p of X and in-
tegrating along a curve with endpoints p and x. The fact that the integral
of ω is an invariant along homotopic curves implies that indeed the transition
functions are translations. We leave to the reader the task of describing how to
correctly choose such curves such that we indeed get local charts through this
construction.
2.5 Remark In Example 2.3, the one-form ω looks like d(u3) = 3u2du near
the point p. In particular it follows that ω has a double zero at p.
We are mainly interested in the geometric description using polygons and glue-
ings. Hence it would make sense to state another definition of a translation
surface that better fits in our study.
2.6 Definition A translation surface is, up to equivalence, a finite union of
polygons in C together with a choice of pairing for equal and parallel edges via
translation. The edges that are paired and glued are required to be on ”different
sides” of the respective polygon. Two such unions define the same translation
surface if we can cut one of them along straight lines and the pieces can be
translated and glued together to obtain the second union of polygons.
We remark that when a polygon is cut in two pieces, the newborn edges will be
glued together.
We state the following proposition whose slogan would be: ”We do not lose the
generality when we restrict our attention to collections of polygons with glued
edges”. For a sketch of proof of this proposition we refer the reader again to
[Wri15].
2.7 Proposition Definition 2.6 is equivalent to the previous definitions of a
translation surface.
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2.8 Example • g = 2 (with two simple zeroes) Consider a polygon defined by
five vectors v1, v2, v3, v4 and v5 as in the following picture:
v1
v2
v3
v4
v5
v1
v2
v3
v4
v5
Xp
p
p
p
p
q
q
q
q
q
Figure I.3: Genus 2 translation surface with two simple zeroes
We get after the identification of vi, vi for i = 1, 5 that the vertices glue to two
distinct points p and q. At p and q the angles are both 4pi = (2pi)(1 + 1).
In summary, this is a translation surface of genus 2 with two simple zeroes of
ω at p and q.
2.9 Example • g = 1
v2
v2
v1 v1 ⇐⇒
Everywhere flat torus
Figure I.4: Genus one translation surface
The following is a well-known fact about Riemann surfaces. The reader in-
terested to learn more about this and other basic properties about Riemann
surfaces is invited to check [Mir95].
2.10 Proposition If ω is a non-trivial holomorphic one-form on a genus g
Riemann surface X, then the total number of zeroes of ω (counting multiplicities)
is 2g − 2.
63 Strata of Abelian Differentials
We would be interested in considering families of Abelian differentials. This new
perspective we want to follow is common in Algebraic Geometry and provides
many advantages, especially as we are interested in the following two features:
classification and parametrization of translation surfaces.
As a consequence, the focus becomes the study of the geometry of the space H
parametrizing up to isomorphism pairs (X,ω) where X is a Riemann surface
of genus g and ω is a holomorphic one-form on X. The meaning of the word
”isomorphism” in this context will be provided in Remark 3.2. This perspective,
together with the precise definitions of the considered families can be found in
[ACG11].
Proposition 2.10 provides a restriction on the multiplicities of the zeroes of a
one-form ω. Accordingly, we will restrict our attention to this only possible case
and define µ = (m1, ...,mn) to be a positive partition of 2g − 2, i.e. mi ∈ Z+
for every i = 1, n and m1 +m2 + ...+mn = 2g − 2.
3.1 Definition We define H(µ) to be the subset of H parametrizing up to
isomorphism pairs (X,ω) where X is a Riemann surface of genus g and ω is a
one-form on X of zero type µ, i.e. ω has exactly n zeroes p1, ..., pn such that at
each pi, ω has zero order mi.
The space H(µ) is called the stratum of Abelian differentials of type µ.
3.2 Remark Two pairs (X1, ω1) and (X2, ω2) are called isomorphic if and only
if there exists an isomorphism of Riemann surfaces f : X1 → X2 such that
f∗ω2 = ω1.
3.3 Remark Example 2.3 and Example 2.8 are examples of elements of the
strata H(2) and H(1, 1) respectively.
3.1 Period coordinates on H(µ)
Take (X,ω) to be an element of H(µ) and let (ω)0 = m1p1 + ...+mnpn be the
zero divisor associated to the one-form ω. Consider H1(X, p1, ..., pn;Z) be the
first homology group relative to p1, ..., pn. We know from Algebraic Topology
that this group has rank 2g + n− 1.
It is important to understand where this number comes from as we will imme-
diately see, this will help us understand the dimension of H(µ). Being more
precise the term 2g appears from a symplectic basis of the first homology group
H1(X,Z) while the term n− 1 comes from the relative part, i.e. the additional
n−1 generators coming from curves connecting the point p1 to pi for all i = 2, n.
Our goal is to prove that integrating ω along a basis of H1(X, p1, ..., pn;Z) we
get local coordinates on H(µ). We will now specify the basis we are taking to
define the local coordinates.
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We know that a genus g Riemann surface can be obtained from a 4g-gon by
considering a glueing of the edges as in the next picture, where the order of
the edges is γ1γ2γ
−1
1 γ
−1
2 ...γ2g−1γ2gγ
−1
2g−1γ
−1
2g . Then, we consider the curves
γ1, ..., γ2g, γ2g+1, ..., γ2g+n−1 as below.
γ1
γ2
γ−11
γ2g−1
γ2g
γ−12g−1
p1
p2 p3 pn
Figure I.5: Basis of the relative homology
The first 2g curves form a symplectic basis of H1(X;Z) while the other n − 1
represent the relative part. We have in fact that the 2g + n − 1 curves form a
basis of H1(X, p1, ..., pn;Z).
We claim that: (∫
γ1
ω,
∫
γ2
ω, ...,
∫
γ2g+n−1
ω
)
provide local coordinates of H(µ), called period coordinates. We hence have the
following:
3.4 Corollary H(µ) is a complex ”manifold” of dimension 2g + n− 1.
A heuristic argument for the claim is the following: We should really think of the
period coordinates as the edges of the flat polygon representation corresponding
to ω, viewed as complex vectors. If we perturb these coordinates a little bit,
we get a perturbation of the polygon by changing its shape a little bit. How-
ever, the glueings do not change under such a perturbation and hence the new
translation surface we obtain lies in a neighbourhood of the point (X,ω) inH(µ).
3.5 Remark The reason we put the word ”manifold” under quotation marks
is because this is actually not the exact statement of the results. In fact, H(µ)
is a complex orbifold of dimension 2g + n − 1, where the orbifold structure is
due to automorphisms of special (X,ω).
3.6 Remark There are many papers studying the dimension of the space H(µ)
or its variants. A formal proof of this dimension count can be found in [Vee93],
Theorem 0.3. Other proofs, coming from Deformation Theory can be found
in [Pol06], [M0¨8] and [Mon17]. Besides these articles answering the question
8of dimension for the strata of holomorphic Abelian differentials, there exist
generalizations for meromorphic and higher order differentials. A dimension
count using methods from analytic and flat geometry for the case of quadratic
differentials can be found in [Vee86]. An argument generalizing the result in
[Pol06] to the meromorphic case can be found in [FP18], while a generalization
of the arguments for higher differentials can be found in [Sch18]. Another proof
treating the case of higher differentials can be found in [BCG+19].
3.7 Example Take a translation surface as in Example 2.3:
v1
v2
v3
v4
v1
v2
v3
v4
X
p
p
p p
p
p
pp
Figure I.6: Translation surface in the stratum H(2)
In this case (X,ω) ∈ H(2) and by Corollary 14 we know that the dimension of
the stratum is 4. We see that the edges v1, v2, v3, v4 generate the homology group
H1(X, p;Z). In particular, the period coordinates of (X,ω) are v1, v2, v3, v4 seen
as complex numbers as:
vi =
∫
γi
dz ∈ C.
Recall that we called H(µ) the stratum of Abelian differentials of type µ. We
will now explain this terminology. The intuition behind is the following: When
we take into account all the positive partitions of 2g−2 and put them together,
they provide a stratification of the total space of (nonzero) holomorphic one-
forms. More precisely: ⋃
µ`2g−2
H(µ) = Hg \ {0}
Mg
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By µ ` 2g − 2 we mean that µ is a positive partition of 2g − 2.
Here Hg is the space of holomorphic one-forms on genus g Riemann surfaces
(regardless of multiplicity of zeroes as it is the union of all partitions), whileMg
is the moduli space of genus g Riemann surfaces. To understand this morphism,
take X ∈Mg and consider the fiber over it in Hg. The fiber over X is
H0(X,ΩX) = {holomorphic one-forms on X} ∼= Cg.
The space Hg can be seen as a holomorphic vector bundle of rank g over Mg.
It is called the Hodge bundle of rank g over Mg.
3.8 Example Take the partition µ = (1, 1, ..., 1) ` 2g − 2. Then H(µ) is open
and dense in Hg.
It is well-known that the dimension over C of the moduli space Mg for g ≥ 2 is
equal to 3g−3. This fact comes from Deformation Theory and it is related to the
fact that there is a correspondence between the space of first order deformations
of a curve X and H1(X,TX).
In particular, as Hg is a rank g bundle over Mg, it follows that
dimCHg = (3g − 3) + g = 4g − 3.
As H(µ) is an open and dense subset of Hg it follows that:
dimCH(µ) = 4g − 3.
Using Corollary 14, we see that
dimCH(µ) = 2g + n− 1,
but here n = 2g − 2 and hence the results from the two ways of computing the
dimension are consistent with each other.
Let us provide another intuition into why the dimension of H(µ) is equal to
2g + n− 1 where µ = (m1, ...,mn).
Start with the space H(1, 1, ..., 1) and view the differentials parametrized by
H(m1, ...,mn) as limits of differentials with simple zeroes when some of the
zeroes merge. We expect that every merging of two zeroes of a differential ω
will drop the dimension by 1.
”⇒ ” dimCH(µ) = dimCH(1, 1, ..., 1)− (2g − 2− n)
= 4g − 3− (2g − 2− n)
= 2g + n− 1.
This calculation of the dimension is only meant to help us form an intuition into
the relation between different strata. A formalization of this behaviour can be
found in [KZ03], Proposition 4, which we now state:
3.9 Proposition (Merging zeroes)
Every connected component of the space H(m1, ...,mn) contains in its closure a
connected component of H(m1 +m2,m3, ...,mn).
10
3.10 Remark We look at the map:
H(µ) dim = 2g + n− 1
Mg dim = 3g − 3
By dimension reasons, if 2g + n− 1 ≤ 3g − 3, then a generic curve X does not
admit any ω of type µ. The equality case is included because we have a scaling
factor for one-forms in H(µ). In fact, the dimension of the image in Mg is
known for all positive partitions of 2g − 2. This characterization can be found
in [Gen18], Theorem 5.7.
Before proceeding, let us take a minute and analyse such an example from the
point of view of translation surfaces seen as polygons.
3.11 Example Take the polygon from Example 2.8. This is a translation sur-
face in the stratum H(1, 1). We do the following thing: We shrink v5 to 0 and
consider the limit case.
v1
v2
v3
v4
v5
v1
v2
v3
v4
v5
Xp
p
p
p
p
q
q
q
q
q
Figure I.7: Translation surface in H(1, 1) before shrinking v5
When v5 becomes 0, we get a translation surface of the form:
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p
p
p
p
p
p
p
p
u1
u2
u3
u1
u2
u3
u4
u4
Figure I.8: Degeneration to H(2)
We see that, as the polygon degenerates, the points p and q get identified in
the limit case. In particular, we can see from the picture that the limit is a
translation surface parametrized by a point in H(2).
3.2 Connected components of H(µ)
We proceed to study the geometry of H(µ). The next question we want to ask
is if the space H(µ) is connected, and if not: how many components can it have.
This question is completely answered by two theorems in [KZ03]. We will first
state the result and then explain what it tells us.
3.12 Theorem The connected components of the stratum H(µ) for genus g ≥ 4
can be described as follows:
• The stratum H(2g − 2) has three connected components: the hyperelliptic
component Hhyp(2g − 2), the odd spin structure component Hodd(2g − 2)
and the even spin structure component Heven(2g − 2);
• If g is odd, the stratum H(g− 1, g− 1) has three connected components as
before: Hhyp(g − 1, g − 1), Hodd(g − 1, g − 1) and Heven(g − 1, g − 1);
• All other strata of the form H(2l1, ..., 2ln) have only two connected com-
ponents: Hodd(2l1, ..., 2ln) and Heven(2l1, ..., 2ln);
• If g is even then the stratum H(g−1, g−1) has two connected components:
Hhyp(g − 1, g − 1) and Hnonhyp(g − 1, g − 1);
• All other strata of holomorphic differentials H(µ) are nonempty and con-
nected.
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In the same article there is also a description of these strata in low genus:
3.13 Theorem When the genus is 2 or 3 we have:
• When g = 2, we have only two strata of holomorphic differentials: H(1, 1)
and H(2). Both of them are connected and coincide with the hyperelliptic
component.
• When g = 3, the strata H(2, 2) and H(4) have two connected components:
the hyperelliptic one and the odd spin structure one. All other strata of
holomorphic differentials are nonempty and connected.
We can make the following remarks:
a) The stratum H(µ) has at most three connected components.
b) Additional components appear because of the hyperelliptic and spin struc-
tures.
It is a natural continuation to explain the meaning of the hyperelliptic and
spin structures. We start by providing the definition of a hyperelliptic Riemann
surface (and further proceed to explain what we mean when we say that the
one-form ω on X is hyperelliptic).
3.14 Definition A Riemann surface X of genus g is called hyperelliptic if there
exists a branched holomorphic cover X → P1 of degree 2.
3.15 Remark Using the Riemann-Hurwitz formula, in our particular case:
2g − 2 = 2(2 · 0− 2) +
∑
p∈X
(ep − 1).
Since the ramification index can take only the values 1 and 2, we deduce that
the number of branch points on P1 is 2g− 2 + 4 = 2g+ 2. The double points of
X are called Weierstrass points.
We see that a genus g hyperelliptic curve X has 2g + 2 Weierstrass points.
Let Hypg ⊆Mg be the sublocus parametrizing hyperelliptic Riemann surfaces.
Using the fact that the monodromy around the branch points in P1 uniquely
determines the Riemann surface X, and that the monodromy around every
branch point must be a transposition in S2, it follows that the branch points
uniquely determine X. As a consequence we have that:
dimCHypg = 2g + 2− 3 = 2g − 1.
The drop in dimension by 3 is due to the fact that we need to factor out the
automorphisms of P1.
As a consequence, it follows that Hypg can be seen as an open subset of
Sym2g−1P1. In particular Hypg is smooth, connected of dimension 2g − 1.
One of the advantages of working with hyperelliptic curves is that we have
good explicit descriptions of them in terms of equations. We have the following
description of a hyperelliptic curve and of its space of global holomorphic one-
forms:
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3.16 Proposition Let X be a hyperelliptic Riemann surface and a1, ..., a2g+2
its associated branch points in P1 under affine coordinates. Then X can be
realized as the zero locus:
x2 = (z − a1)...(z − a2g+2) in C2
completed to a Riemann surface. Then dzx ,
zdz
x , ...,
zg−1dz
x defined on this open
subset in terms of x and z, after extending to the entire X, are global holomor-
phic one-forms and they form a basis of H0(X,ΩX).
We proceed to define what it means for a one-form to be hyperelliptic. But
first, we want to digress and provide some references for what we did up to this
point.
3.17 Remark The description of a hyperelliptic curve and of its holomorphic
one-forms, together with a discussion on the equivalence between monodromy
and branch covers can be found in [Mir95]. Another perspective on smoothness
and dimension of the hyperelliptic locus can be found in [ACG11], Chapter 11,
Lemma 6.15.
By applying an automorphism of P1, we can assume that a1 = 0. Then near
the point (x, z) = (0, 0) in X we have:
x2 = z · (polynomial nonvanishing at z = 0).
Denote by q(z) this polynomial. By taking the holomorphic one-form z
g−1dz
x
and expressing it in terms of the local coordinate x at 0 we have:
zg−1dz
x
=
x2g−1dx
x · q(z)g−1 · (q(z) + zq′(z)) .
In particular it follows that this holomorphic one-form has a unique zero of
order 2g−2 at (0, 0). In summary, there exists such a one-form for every Weier-
strass point in X (unique up to multiplication with a constant in C∗). Such
one-forms in the stratum H(2g − 2) are called hyperelliptic. Similarly we can
take a one-form of the type: (z−a)
g−1dz
x for a different from the ai’s. This one-
form has two zeroes, both of order g−1 and the two zeroes lie in the same fiber
over P1, called conjugate points. The one-forms with two zeroes of order g − 1
at two conjugate points are also called hyperelliptic in the stratumH(g−1, g−1).
Notice that beside the hyperelliptic one-forms we described, there is one that is
hidden, namely dzx . Its zeroes are the points at infinity which can be seen only
when we complete the curve in C2 to a Riemann surface.
The hyperelliptic component Hhyp(2g− 2) ⊆ H(2g− 2) is the subspace consist-
ing of points (X,ω) where X and ω are both hyperelliptic.
The dimension of both spaces is 2g. The dimension on the left hand side is
2g because dimCHypg = 2g − 1 and an additional 1-dimension comes from the
scaling factor of a one-form.
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The component Hhyp(g− 1, g− 1) of H(g− 1, g− 1) can be defined in a similar
manner, with the obvious modifications.
Our next goal is to understand the spin structure. We start by providing the
definition.
3.18 Definition Take µ = (2k1, ..., 2kn) a positive partition of 2g − 2 with all
its entries even numbers. Given any (X,ω) in H(µ), denote by pi the zero of
order 2ki for i = 1, n. Then dimCH0(X, k1p1 + ...+knpn) (mod 2) is called the
parity of the spin/theta characteristic of ω.
Here we denoted H0(X, k1p1 + ...+ knpn) to be the space of meromorphic func-
tions f on X having the property that:
div(f) +
n∑
i=1
kipi ≥ 0.
Let us now explain what is so special about this parity. It is long time known
that this value is constant on connected families of pointed curves. A proof of
this result can be found in the papers [Ati71] and [Mum71]. We will state here
the version of the theorem appearing in [Ati71], with the observation that it
also has an algebraic counterpart.
3.19 Theorem (modulo 2 stability) Let Xt be a holomorphic family of com-
pact Riemann surfaces where t is varying over the unit disk in C, denoted ∆.
Consider Dt a holomorphic family of divisors on the family Xt such that:
2Dt = Kt ∀t ∈ ∆,
where Kt is the canonical divisor class of Xt.
Then dimCH0(Xt, Dt) modulo 2 does not depend on the parameter t.
We will not focus much on this theorem. Our interest is simply the following
slogan we derive from it: H(2k1, ..., 2kn) is split into two connected components
by the modulo 2 stability.
The modulo 2 stability is suitable when working with pointed Riemann surfaces,
but it is not what we are looking for when we are working with translation sur-
faces seen geometrically. For this, we will provide an equivalent definition of
modulo 2 stability that is more accessible from this perspective.
Let us take a symplectic basis 〈ai, bi〉gi=1 of H1(X;Z) having the following prop-
erties with regard to intersection:
ai · bj =
{
0 if i 6= j
1 if i = j
ai · aj = 0 ∀i, j ∈ {1, ..., g}
bi · bj = 0 ∀i, j ∈ {1, ..., g}
We make the observation that in the second and third equation, i and j do not
have to be distinct.
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3.20 Definition Under the flat metric of ω, for a smooth loop γ ⊆ X that does
not pass through the zeroes of ω we define
Indγ(ω) = degree of the Gauss map associated to γ.
3.21 Example Let p be a zero of order 2 and γ a smooth curve around p as in
the picture:
γ
p p p
Figure I.9: Smooth curve around a zero of order 2
A neighbourhood of the point p looks like the above picture. The circles are glued
along the slits, respecting the colour. Taking a curve γ around the point p as in
the figure, we see that its Gauss map circles S1 for three times and hence we
have:
Indγ(ω) = 3.
In this case, when ω has only even zeroes, we define the Arf invariant.
3.22 Definition Let (X,ω) ∈ H(2k1, ..., 2kn). Then we define the Arf invari-
ant to be:
Arf(ω) =
g∑
i=1
(Indai(ω) + 1)(Indbi(ω) + 1) (mod 2).
This is well-defined, independent of a choice of a basis respecting the intersec-
tion numbers we considered, as going across any of the even zero points of ω
changes the index of γ by an even number, thus preserving the parity.
In fact, we have even more. It was proven in [Joh80] that this invariant is
actually equal to the parity of the spin structure.
3.23 Theorem In the above notations, we have:
Arf(ω) = dimCH
0(X, k1p1 + ...+ knpn) (mod 2).
3.24 Example The most illustrative example we can take is that of µ = (2g−2)
for g ≥ 4, where we see both the hyperelliptic and spin structures come into play.
We are now in a position to describe the points in each of the components.
• Hhyp(2g − 2) = {(X,ω) | X is hyperelliptic }
• Heven(2g − 2) = {(X,ω) | X is nonhyperelliptic and ω has even spin}
• Hodd(2g − 2) = {(X,ω) | X is nonhyperelliptic and ω has odd spin }
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3.25 Remark In the case µ = (g− 1, g− 1) and g odd, it is not enough for the
curve X to be hyperelliptic to conclude that (X,ω) ∈ Hhyp(g − 1, g − 1).
In fact, if X is hyperelliptic and ω is a one-form with two zeroes of multiplicity
g − 1 at two Weierstrass points, then (X,ω) is contained in the odd spin com-
ponent.
3.26 Remark By the description of period coordinates, all the components of
H(µ) for any positive partition of 2g − 2 are smooth. In particular, it follows
that all the connected components are irreducible.
3.27 Example We take g = 1. On a flat torus X we have that
H0(X,OX) = { constant functions } ∼= C
⇒ dimCH0(X,OX) = 1.
Let us prove that this is equal to the Arf invariant. To see this, consider the
standard polygonal representation of the flat torus as in the figure.
a a
b
b
Figure I.10: Polygonal representation of flat torus
We can choose a and b as a symplectic basis satisfying the necessary relations.
Since the normal vectors of a and b do not vary we conclude that
Inda(ω) = Indb(ω) = 0
⇒ Arf(ω) = (0 + 1)(0 + 1) = 1.
It follows that for this example, the Arf invariant and the parity of the spin
structure coincide.
4 Teichmu¨ller Dynamics
Take an element (X,ω) of H(µ) and look at the polygonal representation of
this translation surface. As it is seen in R2, we can act on it by the action of
GL+2 (R) on R2. Of course, the action sends parallel edges to parallel edges and
the glueing data stay the same. As a consequence, it follows that by acting on
(X,ω) by a matrix in GL+2 (R) we get another translation surface in the same
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stratum H(µ).
We get an action of GL+2 (R) on H(µ).
A =
[∗ ∗
∗ ∗
]
v1
u1
v2
u2
v3
u3
v4
u4
v1
u1
v2
u2
v3
u3
v4
u4
Figure I.11: Action of a matrix A on a translation surface
Here we have
ui = Avi ∀i
Take a translation surface (X,ω) ∈ H(µ), given by a polygon and look at its
orbit with regard to GL+2 (R) in the stratum. We would be interested in de-
scribing this orbit. The next theorem is a consequence of results in [Mas82] and
[Vee82], addressing the question of the closure of such an orbit under the ana-
lytic topology of period coordinates. However, the techniques used for proving
this result are not algebraic.
4.1 Theorem (Masur, Veech, ’80s) Take (X,ω) a generic element of H(µ).
Then the closure of its orbit with regard to GL+2 (R) is a connected component
of the stratum H(µ).
However, for special (X,ω) the orbit closure can be a proper subset of H(µ).
The classification of such proper subsets is a central theme in Teichmu¨ller Dy-
namics. A fundamental result in answering this question was achieved recently
in [EM18] and [EMM15]. In understanding such orbit closures, the period co-
ordinates we used to motivate the dimension of H(µ) will play an essential role,
as we will now see.
4.2 Theorem (Eskin-Mirzakhani-Mohammadi, 2013) Any orbit closure is lo-
cally linear in H(µ), namely it is locally cut out by real and homogeneous linear
equations of period coordinates of H(µ).
This theorem implies that orbit closures are in fact analytic submanifolds of
H(µ). We would be interested to say something even more: that these subman-
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ifolds also have an algebraic structure, and hence replacing ”analytic submani-
fold” by ”algebraic subvariety”. This was achieved shortly after in a companion
theorem, appearing in [Fil16].
4.3 Theorem (Filip) Any orbit closure is locally cut out by algebraic and ho-
mogeneous linear equations of period coordinates of H(µ). In particular, the
orbit closures in H(µ) are algebraic subvarieties defined over number fields.
4.1 Teichmu¨ller curves
We will start with the definition and then provide some information on the
importance of Teichmu¨ller curves.
4.4 Definition Consider the projection morphism
H(µ)→Mg.
Take an element (X,ω) and consider the action of GL+2 (R) on it. One observa-
tion we should make is that, by acting with an element of SO(2) on a polygonal
representation, we are not changing the underlying Riemann surface X. It fol-
lows that the projection of the GL+2 (R) orbit of (X,ω) factors through the upper
half plane H.
The induced map (or its image) H → Mg is called a Teichmu¨ller disk. If the
image inMg is a complex algebraic curve, then it is called a Teichmu¨ller curve.
An immediate consequence of this definition is that, for a Teichmu¨ller curve, the
associated orbit closure in H(µ) has minimal possible dimension. In fact, these
curves satisfy many other fascinating properties which we will now mention, to
provide the reader with a glimpse of their importance.
• Under a certain metric, Teichmu¨ller curves are local isometries from a
curve to Mg.([SW04],[Vee95])
• The union of all Teichmu¨ller curves is a dense subset ofMg ([EO01],[Che11])
• Teichmu¨ller curves are rigid. [McM09]
• Every curve over a number field is birational to a Teichmu¨ller curve.
[EM12]
• Teichmu¨ller curves are not complete curves in Mg and their closures in
the Deligne-Mumford compactificationMg do not intersect any boundary
divisors except for ∆0.
All these results, and some more are mentioned in [Che17]. Apparently from
these results we can see the importance of Teichmu¨ller curves.
Let us proceed and provide an example of the instance where Teichmu¨ller curves
appear.
4. TEICHMU¨LLER DYNAMICS 19
4.2 Branched cover construction for (special) Teichmu¨ller
curves
Consider a holomorphic degree d branched cover
pi : X → E
from a genus g Riemann surface X to the square torus E, satisfying the following
properties:
• pi has a unique branch point at a point q ∈ E;
• pi has ramification points p1, ..., pn over q;
• each pi has ramification order mi.
4.5 Remark From this definition we can obtain a holomorphic one-form on X
as follows:
ω = pi∗dz.
Its zeroes and multiplicities are easy to understand using the properties we just
described. At pi the map pi is given by:
u 7−→ z = umi+1.
Hence we have
pi∗dz = d(umi+1) ∼ umidu.
It follows that ω has a zero of order mi at pi and hence (X,ω) ∈ H(µ) for
µ = (m1, ...,mn).
4.6 Definition An element (X,ω) satisfying the properties outlined above is
called a square-tiled surface.
4.7 Example Take the case of genus g = 2 and the degree of the map pi is 5.
As before, E is the square torus. We will provide, geometrically an example of
a square-tiled surface.
v1
v1
v2v2
v3
v3
v4v4 a a
b
b
Figure I.12: Example of square-tiled surface
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Here we used the bullet points to make the separation between different vectors
vi and vj clear.
We easily see that the only ramification point is q (corresponding to the vertices
of the square) and we can check that pi∗dz has a double zero at p (corresponding
to the vertices of the polygon), i.e. angle 6pi at p.
This polygonal representation of X is very useful in understanding its orbit.
In our case, the group GL+2 (R) acts on X just by changing the squares by
parallelograms.
4.8 Proposition The orbit of such square-tiled surfaces modulo the scaling fac-
tor C∗ is the complex one-dimensional Hurwitz space of degree d, genus g covers
of elliptic curves with a unique branch point of ramification type µ.
4.9 Remark Such one-dimensional Hurwitz spaces give infinitely many Te-
ichmu¨ller curves in H(µ), as d can be arbitrarily large.
The equations in the period coordinates for the orbit in H(2) are the following:
v4 − v2 = 0,
3v1 − v3 = 0.
Thus the validity of Theorem 4.2 is checked in this particular case.
We will finish these notes by mentioning some possible generalizations of the
concepts presented here. Of course, it is natural to consider also the strata
of meromorphic differentials and higher order differentials. We would be in-
terested in understanding their connected components, cycle classes in moduli
spaces and compactification. The question of compactification is addressed in
[BCG+18, BCG+19] while their cycle classes were studied in [Sau19]. Moreover,
F. Janda, R. Pandharipande, A. Pixton, and D. Zvonkine provide a conjectural
description of the cycle classes in the case of differential one-forms in Appendix
A of [FP18]. This conjectural description was generalized to the case of k-
differentials in [Sch18].
We will now proceed to present the exercise sheet that accompanies these lec-
tures and also, provide solutions for some of the problems.
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Moduli of Differentials and Teichmu¨ller Dynamics
Exercises
Exercise 1. Describe the zeroes (and poles) of the differentials represented
by the following flat surfaces:
(1) A decagon of type a+ b+ c+ d+ e = e+ b+ a+ d+ c.
(2) A 2n-gon of type v1 + ...+ vn = vn + ...+ v1.
(3) A big flat torus minus a small flat torus.
(4) The Euclidean plane with a point at infinity minus a flat torus.
(5) A pillow case.
(6) The surface of a cube.
Remark: (4), (5), (6) are generalizations of holomorphic one-forms.
Exercise 2. Prove that H(4) has exactly two connected components.
Exercise 3. Draw a translation surface in H(2) and compute the Arf invariant.
Exercise 4. A variety is called unirational if it can be dominated by a projective
space. Prove that each of the following strata is unirational.
(1) Hhyp(2g − 2).
(2) All strata (components) in genus 3.
Exercise 5. Prove that for any translation surface in H(3, 1), the underlying
Riemann surface is not hyperelliptic.
Exercise 6. Suppose (X,ω) ∈ H(2, 1, 1) with (ω)0 = 2p1 + p2 + p3. Prove that
h0(X, p1 + p2) = 1.
Exercise 7. Prove that the projection of any GL+2 (R)-orbit to the moduli space
of genus g curves Mg factors through the upper-half plane H.
Exercise 8. Show that (X,ω) ∈ H(µ) corresponds to a square-tiled surface if
and only if all period coordinates of (X,ω) belong to Z⊕Zi, namely, if and only
if (X,ω) is an integral point in H(µ) under the period coordinates.
Exercise 9. Let ∆ = ∪[g/2]i=0 ∆i be the total boundary of the Deligne-Mumford
compactification Mg, where a general point in the boundary component ∆i
parametrizes a nodal union of a genus i curve and a genus g − i curve for i > 0
and a general point in ∆0 parametrizes an irreducible nodal curve of geometric
genus g − 1. Prove that for a Teichmu¨ller curve in Mg generated by a square-
tiled surface, its closure in Mg does not intersect ∆i for any i > 0.
Exercise 10. Suppose a family of translation surfaces in H(2) degenerate to
two elliptic curves E and E′ union at a node q. Moreover suppose the limit of
the double zeros is a point p ∈ E \ q. Prove that 2p ∼ 2q in E.
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Exercise 11. Show that in Exercise 1, part (2), the underlying Riemann surface
is hyperelliptic. Moreover, find all of its Weierstrass points.
Exercise 12. Let X be a hyperelliptic Riemann surface defined by the equation
x2 = (z − a1)...(z − a2g+2)
(extending to ∞), where a1, ..., a2g+2 are fixed distinct points in C and the
double cover X → P1 is given by (x, z)→ z. Prove that the following one-forms
are holomorphic (hence they form a basis of the space of holomorphic one-forms
on X):
dz
x
,
zdz
x
, ...,
zg−1dz
x
.
Exercise 13. Draw two translation surfaces in H(4) such that their Arf invari-
ants are different.
Some solutions
Exercise 1.(2)
p
p
p
X
vn
v1
v2
v1
v2
vn
Figure I.13: Translation surfaces defined by the corresponding vectors
We distinguish two cases, depending on the parity of n.
1. The number n even.
In this case, we can see by chasing the glueings that all vertices identify
with each other:
If we denote by p the starting point of the vector v1, we see that it is the
same as the endpoint of the vector v2 which is the same as the starting
point of v3 and so on. Inductively we see that the vertices correspond to
each other by simple combinatorics.
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It follows that the angle around p is (2n− 2)pi.
Let us compute the genus of the curve using the Euler characteristic:
a) one vertex p,
b) n edges v1, ..., vn,
c) one face X.
⇒ 2− 2g = 2− n⇒ g = n
2
.
The order of multiplicity at p of the corresponding one-form is n− 2 and
we see that the translation surface is in the stratum H(n− 2).
2. The number n is odd.
In this case, we can check that the vertices are identified alternatingly
with two points p and q. The angle around each of them is (n − 1)pi. A
similar genus computation yields that g(X) = n−12 .
We see that in this case the corresponding translation surface is inH(n−32 , n−32 ).
Exercise 1.(3)
a a
b
b
c
c
d d
Figure I.14: Translation surface given by a flat torus minus a smaller flat torus
By identifying the corresponding edges in the above picture we see that the
vertices of the big torus all identify with each other and the same is true for the
small torus. We denote the corresponding two points by p and q.
The angle around these two points are 2pi and 6pi (as we count the exterior
angles of the small parallelogram). As no other point except q is special, it fol-
lows that the corresponding translation surface lies in H(2). This also implies
that the genus is 2. Indeed, by choosing a triangulation of the surface we can
compute using the Euler characteristic that the genus is 2.
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Exercise 1.(4)
The points of the torus get identified with one another and the angle around
the point is the sum of the exterior angles, hence it is equal to 6pi. On the other
hand, we know that when it is extended, the one-form dz has a double pole at
infinity, so we see that the translation surface is in H(2,−2). Using half-lines
to triangulate our surface we check by the Euler characteristic that the genus
of our surface is indeed 1.
This example is interesting from the following two points of view:
• This can be seen as the limit case of the Riemann surface in part (3) by
taking the big torus to infinity. However, there seems to be a problem
with this analogy: the limit is genus 1 while we started with genus 2. In
fact, there is a hidden component: the one we obtain by shrinking the
small torus to a point instead of expanding the big torus. This hidden
component corresponds to an element in H(0). In fact, the limit curve is
the nodal curve obtained by glueing the two genus 1 curves described along
the infinity point and p (the point to which the small torus degenerates).
We are satisfied as now the genus is preserved going to the limit case.
• As seen above, meromorphic differentials naturally arise in the boundary
of a holomorphic stratum H(µ), motivating in part the interest in also
studying the meromorphic strata.
Exercise 1.(5)
Let us first clarify what we mean by a ”pillow case” by providing a geometric
picture explaining the glueings.
b b
a a
c c
rp
q
p
qs
Figure I.15: Pillow case
The segments here are glued together respecting the orientation of the vector.
In particular, as the glueing are not determined by translations, this geometric
picture does not correspond to a one-form. However, they are determined by
either translation or rotation of 180 degree so we have a distinguished quadratic
differential on the associated Riemann surface.
We see that the four special points are p, q, r, s and at each of the points we have
a pole of the quadratic differential. In particular, the half-translation surface in
this case has four simple poles. This would imply that the genus of the Riemann
surface is 0.
4. TEICHMU¨LLER DYNAMICS 25
Let us check this by using the Euler characteristic:
b b
a a
c c
rp
q
p
qs
Figure I.16: Triangulation of the surface
In this triangulation we have:
• 4 vertices: p, q, r, s
• 6 edges: a, b, c and the three dashed segments
• 4 faces: determined by the four triangles in the picture.
It follows that the genus is 0, as expected.
Exercise 2. We have seen in the lectures that Hhyp(4) is connected. Hence
we sketch that there is only one other connected component. The key obser-
vation is that if X is a genus 3, nonhyperelliptic curve, it can be embedded in
P2 using the global sections of the canonical bundle. Hence X has a canonical
embedding as a plane quartic. Denote also by X the image in P2. Then each
line section of X in P2 corresponds to the zero divisor of a holomorphic one-form.
For our purpose we want to have a line that intersects X in a point of multiplicity
4. We consider the following incidence variety:
Σ = {(X,L, p) | the line L has contact order 4 at p with the quartic X} .
Consider the flag variety F of pairs (p, L) such that the point p is contained in
the line L.
The map Σ → F has fibers given by linear subspaces of quartics and F is
irreducible. It follows that Σ is irreducible. In particular, it follows that the
image of Σ inM3,1 is irreducible. The image consists of points (X, p) such that
X is not hyperelliptic and
OX(4p) ∼= KX .
There is a projection with fibers C∗ from the corresponding nonhyperelliptic
locus in H(4) to this irreducible image inM3,1 and hence the conclusion follows.
Exercise 5 Take (X,ω) in H(3, 1) and assume that X is hyperelliptic. We
will argue by contradiction.
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It is known that in this case X has a unique g12 and that KX = 2g
1
2 . Consider
now the points p and q on X such that:
(ω)0 = 3p+ q.
By what we just said, it follows that p must be a Weierstrass point and moreover
that p and q are conjugate. It then follows that p = q, because a Weierstrass
point is conjugate to itself, which contradicts to the fact that they are distinct
by definition.
In conclusion it follows that the underlying Riemann surface of a translation
surface in H(3, 1) cannot be hyperelliptic.
Exercise 6. We will argue by contradiction.
Assume there exists (X,ω) ∈ H(2, 1, 1) such that
h0(X, p1 + p2) = 2.
We preserve here the notations in the statement of the exercise. Consider
s ∈ H0(X, p1 + p2)
a nonconstant global section.
Then s determines a morphism from X to P1 with fiber over 0 consisting of the
points p1 and p2, both with multiplicity 1. It follows that this morphism is a
degree 2 map to P1 and X is hyperelliptic. By this description it follows that
p1 and p2 are conjugate. Using the same approach as in Exercise 5, we also
conclude that p1 and p3 are conjugate.
⇒ p2 = p3
but they are different by definition. It follows that our assumption is wrong and
that
h0(X, p1 + p2) = 1.
Exercise 7. We have that
GL+2 (R)/R
+SO(2) ∼= H.
The observation is that acting by an element of R+SO(2) on a polygon does
not change the underlying Riemann surface. But this is clear as rotations and
homotheties preserve the complex structure. The conclusion follows.
Exercise 8. A variant of this exercise can be find as Lemma 3.1 in [EO01].
Take an element (X,ω) ∈ H(µ). Recall first that we have locally on H(µ) the
period coordinates, given by a basis of the relative homology H1(X, p1, ..., pn;Z)
where p1, ..., pn are the zeroes of ω.
”⇒ ” Let (X,ω) a square-tiled surface. Then we know that there exists a map
pi : X → E ∼= C/(Z⊕ Zi)
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such that it has a unique branch point q ∈ E and is ramified only over p1, ..., pn
with ramification order given by µ and ω = pi∗dz.
We prove that all period coordinates of ω are in Z ⊕ Zi. We distinguish two
cases:
1. γ comes from the absolute homology;
2. γ comes from the relative part.
Consider the case 1: γ a closed curve. We know from the projection formula
that: ∫
γ
pi∗dz =
∫
pi∗γ
dz.
Since γ is closed, it follows that pi∗γ is closed, and
pi∗γ ∈ H1(E;Z),
hence the period of ω at γ is an integral sum of α and β, the standard basis of
H1(E;Z).
⇒
∫
pi∗γ
dz ∈ Z⊕ Zi.
Case 2 can be similarly treated:∫
γ
pi∗dz =
∫
pi∗γ
dz.
The curve γ has endpoints p1 and pi which both project to q in E. In particular,
the curve pi∗γ becomes closed and the same reasoning as before gives∫
pi∗γ
dz ∈ Z⊕ Zi.
”⇐ ” A standard way to obtain local charts on X is to consider integrals:
x ∈ X 7→
∫
γ
ω,
where γ is a path from a fixed point p to x. However, this map is not well-
defined, as it depends on the choice of γ.
Since all period coordinates are in Z⊕Zi, to fix the issue, we modify the above
map as follows:
x 7→
∫
γ
ω (mod Z⊕ Zi).
We claim that this is independent of the choice of the path γ from p to x.
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Take γ1 and γ2 two such paths. It follows that γ1 · γ−12 is a closed path and can
be written as an integral combination of elements in the absolute homology.
⇒
∫
γ1·γ−12
ω ∈ Z⊕ Zi
⇒
∫
γ1
ω =
∫
γ2
ω (mod Z⊕ Zi).
Therefore, this induces a map from X to the unique square torus E.
The points p1, p2, ..., pn are all mapped to the same point q because of the con-
ditions on the relative homology.
The last thing that we will need to see is that the map defined in this way has
order of ramification mi at pi.
Locally at pi, ω looks like z
midz. It then follows that its integral looks like
zmi+1 near the point pi and hence the ramification order is the one expected.
It is easy to see either by looking at the one-form ω or by the Riemann-Hurwitz
Formula, that the map has no other ramification points.
Exercise 12. We make the observation that locally near the points where
x = 0 we have that x is a local coordinate while z is not. By using the relation
between dx and dz that we deduce from the equation, we see that the one-forms
in the exercise are holomorphic at the points (0, ai). We would just need to
check that when extended to ∞, these one-forms remain holomorphic.
Denote p(z) = (z− a1)(z− a2)...(z− a2g+2). We take the following polynomial:
k(t) = t2g+2p(1/t).
Take the surface given in C2 by the equation:
y2 = k(t).
We are glueing the two surfaces away from x = 0 and y = 0 by:
t =
1
z
and y =
x
zg+1
.
By these glueings, we obtain a compactification of the Riemann surface de-
scribed by the first equation and moreover, by writing the one-forms in terms
of y and t, we see that they are holomorphic and hence the conclusion follows.
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