Online Matching
The most commonly studied version of online matching is bipartite online matching, which was introduces by Karp et al. [39] in STOC 1990. In this version one set L of vertices is given in advance (the offline vertices) and the other set R arrives online. There is a variety of other models, many of which have been of interest in 2018, a trend that continues in 2019.
In STOC 2018, Zhiyi Huang et al. [37] introduced a fully online model in which all vertices are online. Once a vertex arrives, its incident edges to previously arrived vertices are revealed. This is called an edge-arrival model. Each vertex has a deadline that is after all its neighbors' arrivals. If a vertex is unmatched until its deadline, it must then irrevocably either be matched to another unmatched vertex or be left unmatched. Huang et al. showed that for bipartite graphs the competitive ratio of ranking is between 0.5541 and 0.5671.
In this year's SODA, Zhiyi Huang et al. [38] (an overlapping set of authors) improve this result to a tight bound of 0.5671. A second result is the following. If fractional matchings are allowed then the algorithm water filling, which at each vertex's deadline matches its unmatched portion fractionally to all neighbors with smallest matched portion, achieves a tight competitive ratio of 2 − √ 2 = 0.585. This hardness result applies to arbitrary algorithms in edge-arrival models, even when preemption is allowed, improving the upper bound of 1 1+ln 2 = 0.5906 [26] .
Thomas Kesselheim et al. [40] presented an optimal e-competitive algorithm for weighted bipartite matching back in ESA 2013. Assuming bidders arrive in a random order, this problem can be understood in terms of the secretary problem with bidders bidding for items. As is common for the secretary problem, this algorithm starts with a sampling phase and then assigns items to the arriving bidders based on a local optima that considers all known bidders and items.
This year in SODA, Rebecca Reiffenhauser [50] extends this approach to a truthful mechanism. This mechanism considers only unassigned items and instead of using the valuation of the bidder, prices are determined using a Vickrey-Clarke-Groves mechanism, which is designed to ensure truthfulness.
In FOCS, Buddhima Gamlath et al. [30] consider the question whether randomization helps in online matching, in particular if beating the lower bound of 1 2 by Karp is possible. For bipartite matching, this has been answered by Karp and Vazirani. Gamlath et al. show that for edge arrival models randomization does not help, but for general arrival models, there exists a random 1 2 + Ω(1)-competitive algorithm. This algorithm works by skillfully rounding a slightly better than 1 2 -fractional matching, without incurring too high a loss. This fractional online matching algorithm was originally created by Wang and Wong in ICALP 2015 [52] .
The minimum-cost metric matching problem was already mentioned in SIGACT 2017. There are n servers in metric space. Requests arrive online and need to be matched to these servers. Nayyar and Raghvendra in APPROX 2016 [49] gave a tight O(log n)-competitive algorithm for the random-arrival model. Of interest is also the case where the metric is a line or tree. Gupta et al in this year's ICALP [33] consider the case where the request arrive randomly and are drawn independently from a known probability distribution. They show that this case allows for a substantially better algorithm. They give an O((log log log n) 2 )-competitive algorithm for this model, that is furthermore 9-competitive for tree and line metrics. In each round, the algorithm computes an optimal fractional matching between remaining free servers and remaining requests (in expectation). New arriving requests then get matched with probabilities according to this matching.
Motivated by ride-sharing Ashlagi et al. [4] consider the following matching problem in EC. At every timestep passengers arrive as vertices of a graph. Each edge has a nonnegative weight, the utility from matching two passenger-vertices. Passengers can only be matched within a certain window of length d after which the passenger must be assigned a single ride and the vertex departs. The goal is to find a weighted matching with a large total weight in an online manner.
They first study the case where vertices arrive adversarially. The naive greedy algorithm randomly assigns each vertex to be either a seller or a buyer. Ashlagi et al. present an 1 4 -competitive algorithm Postponed Greedy, which postpones this decision for as long as possible in order to gather more information about the graph structure. They extend the model to the case where the departure of vertices is determined stochastically. Postponed Greedy can be adapted to be 1 8competitive, when the departure distribution memoryless and realized departure times are revealed to the algorithm just when the vertex departs.
They also consider the setting where vertices arrive in a random order. A batching algorithm which, every d + 1 steps, computes a maximum weighted matching among the last d + 1 arrivals, achieves a competitive ratio of 0.279.
Kumar et al. [43] introduce a semi-online model in ITCS, which separates the unknown future into an adversarial part and a predicted part. The chosen example is bipartite matching, with an offline side that is known in advance and an online side whose nodes and incident edges are revealed one at a time. The online side is partitioned into a predicted set of size n − d and an adversarial set of size d. The algorithm knows the incidents of all predicted nodes, but nothing about the adversarial ones. It is furthermore assumed that the optimal solution is a perfect matching. They then give an iterative sampling algorithm, that reserves a set of offline nodes to be matched to the adversarial nodes by repeatedly selecting a random offline node that is unnecessary for matching the predictable nodes. This gives a (1 − δ + δ 2 2 (1 − 1/ε)) 2 competitive algorithm, where δ = d/n is the fraction of adversarial nodes. An improved algorithm samples a set of nodes that in expectation has a large overlap with the set matched to adversarial nodes in the optimum solution. This yields a (1 − δ + δ 2 (1 − 1/ε))-competitive algorithm.
These algorithms are complimented by a lower bound of (1−δε −δ ), showing that the algorithms are near optimal. This lower bound coincides with the best offline bound of 1 for δ = 0 and the best online bound of (1 − 1/ε) for δ = 1.
The k-server problem and variations
One of the most well-studied problems regarding competitive analysis is the k-server problem and its many variations. In general, one is given a metric space and requests (points) arrive online over time and have to be served by at least one of the k servers. A request is answered by moving a server to the requested location. The goal is to minimize the total distance traveled by all servers. In SODA, Niv Buchbinder et al. [18] discuss the k-server problem on trees and hierarchically separated trees (HSTs). They present a randomized O(log 2 k)-competitive algorithm, when the metric space (X, d) is induced by a τ -HST for τ ≤ 1/10-where τ -HSTs have a designated root and consecutive edge-lengths decrease by a factor τ along any root-leaf path. Their algorithms makes use of a relaxation and its fractional solution, which then gets projected with respect to the Bregman divergence and rounded up. Additionally, they naturally extend their algorithm to the (h, k)-server setting, where the algorithm has access to k servers but its cost is compared to the cost of the best solution that only has access to h ≤ k servers. For this setting they show that there is a deterministic O(D log(1/ε))-competitive algorithm that outputs a fractional solution, when the metric (X, d) is a tree metric, where k/h = 1 + ε and D is the hop-diameter of the tree. For HSTs they get a bound of O(min{D, log k} log(1/ε)) and it is possible to round it to get a randomized algorithm with the same asymptotic competitive ratio. In general their algorithm matches some results by Bubeck et al. [16] Marcin Bienkowski et al. present results for the generalized k-server problem in ISAAC [12] . In this extension to the classic k-server problem, the servers s i remain in their own metric space M i . A request is a k-tuple (r 1 , . . . , r k ), where r i ∈ M i and a request is served when at least one server s i is moved to the corresponding request r i . The goal remains to minimize the total distance traveled by all servers.
On the positive side, the authors give a randomized O(k 2 log k)-competitive algorithm for the uniform metric case, where all M i are uniform metrics. This improves the bound of O(k 3 log k) given by Bansal et al. last year [10] . They do so by first defining an abstract online problem-called Hydra game-which is played by an online algorithm (against an adversary) on an unweighted tree. One of their main results is that a (randomized) algorithm of total cost R for the Hydra game on a specific tree (called factorial tree) implies a (randomized) (R + 1)-competitive solution for the generalized k-server problem. To achieve the stated upper bound they complement their theorem with the low-cost (randomized) algorithm Herc.
On the negative side, they reduce the gap between upper and lower bound by showing that no randomized algorithm can achieve a competitive ratio better than Ω(k).
In STOC, Christian Coester and Elias Koutsoupias [22] discuss the online k-taxi problem. Here k taxis-located in a metric space-have to serve requests that arrive over time. A request (s, t) is a pair of two points; a passenger wants to be carried from s to t. The goal is to minimize the total distance traveled by the taxis while serving all requests. This is a generalization of the k-server problem. The authors distinguish between two versions. In the easy k-taxi problem the cost is defined as the total distance traveled by the taxis. For the hard version on the other hand, the cost is defined as the distance traveled while not carrying a passenger. The focus of their paper is on the hard version, as the easy version is shown to be equivalent to the k-server problem.
For the hard k-taxi problem on hierarchically separated trees they present a memoryless randomized algorithm with a competitive ratio of 2 k − 1 against adaptive online adversaries. Their algorithm Flow serves requests by taxis located at the leaves with different probabilities. To determine the probabilities they send a current of size 1 from source s to the taxi locations-through the Steiner tree of s and the leaves where the taxis are located. Interpreting the length of an edge as resistance, their algorithm serves the request with a taxi-located at a leaf-with probability equal to the fraction of the current flowing into that leaf. They also give a matching lower bound even for oblivious adversaries.
Further the authors show a reduction from the layered width-k traversal problem (k-LGT). With that they are able to state that if there exists a ρ-competitive deterministic algorithm for the hard k-taxi problem, then there exists a ρ-competitive deterministic algorithm for k-LGT.
For the hard 2-taxi problem on general metrics they present an optimally competitive algorithm BiasedDC-with competitive ratio 9-improving the previous upper bound of 15 [41] . Their algorithm follows the idea of the double coverage algorithm for the k-server problem. Once a request arrives both taxis move-at different speeds-towards the request. The taxi that has not served the previous request moves at twice the speed of the other taxi. As soon as one taxi reaches the requested point the other taxi stops its movement. The lower bound results from their reduction of the k-LGT. The authors also present an algorithm that achieves a constant competitive ratio for the hard 3-taxi problem on the line. Their algorithm RegionTracker moves the taxis at different speeds towards the request, but additionally maintains disjoint intervals around the taxis, which affect the speed of the taxis.
In STACS 2019 Alexander Birx and Yann Disser [13] deal with the online Dial-a-Ride problem on the line, where transportation requests arrive over time and have to be answered by a single server. They focus on the non-preemptive variant. Here requests cannot be unloaded and have to be served, once started/taken. For the open version of the online Dial-a-Ride problem-where the server eventually does not need to return to the origin-they are able to improve the upper bound from 3.41 [42] to 2.94 by an in-depth analysis of the algorithm Smartstart by Ascheuer et al. [3] . Further, they show that for the closed version-where the server eventually needs to return to the origin-the known upper bound of 2 for the competitive ratio of Smartstart is tight. All their analysis is valid for arbitrary-but fixed-capacity c ∈ N ∪ {∞} of the server.
Smartstart uses the idea that instead of replying to new arising requests immediately, it is sometimes beneficial to wait for a period of time-dependent on recent inputs-to defend against potentially bad requests. This waiting period is scaled by a factor Θ > 1.
Birx and Disser show that Smartstart achieves a competitive ratio of approximately 2.94with the optimal Θ * ≈ 2.05-for the open Dial-a-Ride on the line and that this is the best possible competitive ratio for the algorithm. The authors also construct an input sequence that lures Smartstart away from the origin with which they establish a lower bound of 2 for the closed version (here Θ = 2). In fact this lower bound matches the upper bound given in [3] .
In APPROX 2019 the authors and Kevin Schewior further improve the results for the open version with a follow-up paper [14] . They establish a lower bound of 2.0585 and present a new algorithm Smarterstart that achieves a competitive ratio of 2.6662.
Also in STACS 2019, Kelin Luo et al. [44] study the car-sharing problem on a star network. Here they have m + 1 locations and k servers. The locations form a star network with a central location (e.g. an airport). All servers (e.g. cars) start at the central location. Over time requests r i = (t r i , t r i , p r i ,ṗ r i ) arrive, wheret r i is the release time, t r i is the pick-up time, p r i is the pick-up location andṗ r i is the drop-off location of a request. Further, for all requests the booking interval t r i −t r i is equal to a fixed value a and either the pick-up location or the drop-off location is required to be the central location. They distinguish between the variant with unit travel times-where all edges have length 1 and the travel time between the central location and any other location is t, where t is a fixed positive constant-and the variant with arbitrary travel times-where edge lengths are between 1 and L. Each server can only serve one request at a time. Serving a request yields profit r times the length of the edge between its pick-up and drop-off location. The goal is to accept a set of requests that maximizes the profit.
For the unit travel times variant the authors construct a sequence of requests with different phases-where each phase consists of a group of identical requests-that yields lower bounds for different booking constraints. If a < t their construction results in a lower bound of k k/m . For t ≤ a < 2t they achieve a lower bound of 2 and finally the lower bound 2 − 1/(2m − 1) for a ≥ 2t.
They also present an optimal greedy algorithm for a < t. Their algorithm m-Partition Greedy Algorithm (m-PGA) divides the k servers into m groups-where group S 1 to group S m−1 has k/m servers and group S m has the remaining servers. In this algorithm, each group of servers is assigned to a location and only serves requests whose pick-up or drop-off location is equal to their assigned location. The algorithm greedily accepts requests if a server that is assigned to the pick-up or drop-off location is at the pick-up location of the request and is not serving a request at this point.
For the case a ≥ t they present a different greedy algorithm Bi-Partition Greedy Algorithm (Bi-PGA). There they divide the k servers into two groups: a group S c of k/2 servers and a group S n of k/2 servers. The servers in S c serve requests that start at the central location and the servers in S n serve requests that drop off at the central location. The algorithm greedily does this as long as there are servers that can serve the requests. They show that Bi-PGA is k k/2 -competitive for the problem with unit travel times if a ≥ t. In particular, Bi-PGA is 2-competitive if k is even.
Then they deal with the variant with arbitrary travel times. If the number of servers is at least log L and a ≥ 2Lt they present a O(log L)-competitive greedy algorithm, which is shown to be optimal. The Classified Greedy Algorithm (CGA) partitions the possible travel times of requests exponentially and distributes the servers equally among the subsets. Within each subset, requests are matched greedily.
Packing problems
In ESA, Sebastian Berndt et al. [11] consider a relaxed version of the bin covering problem. In this problem, items must be packed into bins as in bin packing, but the restriction this time is that each bin must contain total items of size at least 1. This paper considers the case in which migration is allowed. That is, whenever an item of some size x arrives, items of total size at most βx may be moved to different bins, where β is a migration factor specified in advance. Both the static case where items only arrive and the dynamic case where items may also depart are studied. For both cases, algorithms are presented that are shown to be nearly optimal in terms of their migration factor and their asymptotic competitive ratio, thus resolving this problem.
Another version of this problem was considered in WADS by Joan Boyar et al. [15] . In their version, there is no migration, but the online algorithm has access to certain bits of advice about the input (and/or the optimal solution). This is part of the online algorithms with advice area which has received increasing interest in the last few years. The question here is how many advice bits are necessary to construct (exactly) optimal solutions online. It is shown that this so-called advice complexity is Θ(n log opt) for this problem. That is, the naïve advice which simply outputs the bin each item should be placed in cannot be improved upon. This follows from a corresponding result for bin packing. Furthermore, it is shown that a ratio above 0.5 cannot be achieved using advice of size o(log log n), but with O(log log n) advice, 0.5333 can be achieved. The advice in this case indicates (approximates) a small number of crucial values calculated from the input.
In WADS, Sándor Fekete et al. [27] consider the problem of packing circles into a square of size 1. The question considered is how large the total area of the input circles can be while still allowing the entire input to be packed. The authors show that a total area of more than 0.35 can be packed, whereas it is known that there exist inputs with area 0.539 that cannot be packed into a unit square even offline. Interestingly, if all circles have radius at least 0.0266, this bound improves to almost 0.376. Thus we see again that very small items, while trivial to pack in one dimension, do cause additional complications if we look at two or more dimensions. The authors also give an algorithm for packing circles into a strip and show that their algorithm is optimal if the height of the strip is at least 2.36.
Xin Han et al. [36] consider the online knapsack problem with a buffer in ISAAC. The buffer has some fixed capacity R ≥ 1 and items can initially be put into the buffer. If the buffer is full, items must be packed into the knapsack (of capacity 1) or discarded. It is shown that if items cannot be removed from the buffer (unless they are packed into the knapsack), no algorithm can be competitive. However, if additionally the items have profits that are proportional to their sizes, a simple greedy algorithm is optimal.
The most interesting case is where items may indeed be removed from the buffer (which seems to be the most reasonable case). For this case, both for general inputs and for proportional-weight inputs, algorithms are presented that are optimal for small R and asymptotically nearly optimal for large R.
Also in ISAAC, David Naori and Danny Raz [46] (further) generalize the generalized assignment problem and consider a multidimensional version of this problem. That is, they consider an input consisting of m d-dimensional bins and n d-dimensional items, where each dimension of each item depends on the bin it is packed in. Each item has a profit and the goal is to maximize the profit of the packed items. The items arrive in a random order, as the problem is hopeless in the pure online setting. Using the known value of n, the authors partition the processing of the items into three phases: a sampling phase (as before), and then a heavy phase and a light phase. The idea of the heavy phase is to allow particularly large items (in some dimension) to be packed first, as they are more difficult to pack. This leads to an algorithm with competitive ratio approximately 5.14d + 2.57; in particular, for d = 1, the result is improved from 8.1 to 6.99. An asymptotically matching lower bound of Ω(d) is also presented.
In SPAA, Yossi Azar et al. [5] consider a distributed bin packing problem, where the question is how many additional bins are needed in bin packing if the items arrive in clusters and each cluster needs to be packed separately. The authors call this the Price of Clustering (PoC). They show a connection to bounded space bin packing which shows that the price of clustering of bin packing tends to approximately 1.691 if each cluster is guaranteed to require k bins to be packed, for k → ∞. They also show that PoC(2) = 2 and PoC(3) < 2. Finally, they use the analysis of Poc(3) to give a competitive algorithm for online bin packing with delays. In this problem, items that arrive do not need to be assigned to bins immediately. Items that are waiting accumulate delay, however, and the goal is to minimize the sum of all the delays of the items and the number of bins needed to pack the items. The benefit of waiting is that it might enable some items to be packed together that would otherwise end up in separate bins.
Caching and Paging
In the classical caching problem we are given a cache of fixed size and are looking for a page eviction strategy such that the number of page faults is minimized. This problem is well known and for a cache of size k we have deterministic k-competitive and randomized H k -competitive algorithms. This model with a fixed cache size is well suited to traditional models of computation where the cache memory resides in the processor or in the RAM. However recently vast amounts of computational resources are available on cloud services and it is possible to rent varying amounts of storage at any given time.
Thus Anapum Gupta et al. study the problem of elastic caching in SODA [34] . In addition to the eviction cost there is a maintenance cost, based on the cache size. The goal is to minimize the sum of eviction and maintenance costs over all time. The main result is a O(log n)-competitive randomized algorithm, when the maintenance cost only depends on the cache size. They also consider the more general case where the maintenance cost is a non-negative set function C : 2 n → R ≥0 , i.e. C(A t ) is the cost of maintaining set A t for one unit of time. If C is an arbitrary monotone function of the set of pages in the cache, they give an n-competitive deterministic algorithm, however if C is a submodular monotone function they give a 2-competitive algorithm. The last result is a randomized constant-factor algorithm for the offline version of the problem. The algorithms are based on a configuration LP formulation of the problem which is solved using primal-dual methods.
Similarly motivated by cloud computing is Peserico's work in STACS 2019 [48] . He considers paging (caching) with dynamic memory capacity. His approach differs from Gupta et al. in the following way. The size of the cache is not determined by the algorithm, with a larger cache being penalized by higher maintenance costs, instead the size of the cache is chosen adversarially. The (h, k)-paging model is extended to this dynamic capacity scenario. In the dynamical (h, k)-paging model the offline algorithm is (essentially) restricted to a fraction h k of the online algorithms current memory capacity.
Peserico first shows that there are online paging algorithms that have an optimal (h, k)-competitive ratio but are no longer (3, k)-competitive for any arbitrarily large k even if there are only single page fluctuations in their memory capacity. He then shows that every online algorithm that is either marking or "dynamically conservative" has a competitive ratio of ρ EL (h, k) = max k ≤k,k∈N
, which is almost but not quite equal to the "classic" ratio of k k−h+1 . Dynamical conservative is a simple refinement of the notion of conservative algorithms in the classical (h, k)-paging problem. An algorithm A is called conservative, if no request sequence has a consecutive subsequence with requests to at most k distinct pages causing A to fault more than k times. In the dynamic case k-phases are replaced by "short" subsequences, which are subsequences, where for every prefix π the number of distinct pages in π does not exceed the memory capacity at the end of π.
Online Scheduling
The online packet scheduling problem with deadlines has been known to have a lower bound of φ ≈ 1.618 on the competitive ratio. In SODA 2019, Vesely et al. [51] give an algorithm that matches the lower bound. This φ-competitive algorithm is based on the concept of the plan, which at any given time t, is the maximum-weight subset of pending packets that can be feasibly scheduled in the future (if no other packets arrive). For each packet p in the plan P at time t there is a substitute packet sub(P, p) which gets scheduled in the plan, if p gets scheduled at time t. Greedily scheduling the heaviest pending packet may not be optimal, since its substitute may be small. Both the weight of the packet and its substitute should be considered. The algorithm schedules p at time t such that w p + φw(sub(P, p)) is maximized. This guarantees φ-competitiveness, but only in certain instances in which a property called slot-monotonicity holds.
Let minwt(P, τ ) be the minimum weight of a packet that can be scheduled in some slot between the current time and a time slot τ . Slot monotonicity holds if for a fixed τ , minwt(τ ) is monotone increasing as t goes from 0 to τ . The algorithm then increases weights and decreases deadlines forcing this property to hold. These changes get accounted for in the (very technical) analysis.
In ICALP 2019, Naveen Garg et al. [31] consider the online problem of scheduling jobs on identical machines with precedence constraints. Jobs arrive online, each with processing time and weight.The precedence constraints should naturally respect release dates. Furthermore the algorithm is non-clairvoyant, meaning it does not know the processing time of a job before it is finished. Garg et al. give a 10-competitive algorithm for minimizing the total weighted completion time.
Let I t be the arrived jobs that can be scheduled and J t all arrived jobs including the ones that can not be scheduled due to precedence constraints. This means I t ⊆ J t . The processing time among the jobs in I t is determined using a convex program that maximizes the weighted Nash welfare Jt w j log R j where R j is the virtual rate of a job regardless whether it can currently be run. Jobs can then "donate" their allocated time to some preceding job in I t . This can be solved using a Eisenberg-Gale-type convex program.
They then extend this result to an O(1/ε)-competitive algorithm for minimizing the average weighted flow time. This requires a (1 + ε)-speedup and no-surprises assumption, meaning when a job j is released, all jobs having a precedence relationship to j are also released at the same time. That is, all jobs in each connected component of precedence constraints have the same release date. This assumption is shown to be necessary.
Various problems
In the convex body chasing problem, an online algorithm receives a sequence of convex sets (bodies) in some metric space and has to respond with a sequence of points located in these sets. The goal is to minimize the sum of the distances between these consecutive points.
Over 25 years ago-in 1991-Linial and Friedman [28] conjectured that there exists an online algorithm with finite competitive ratio for the family of convex sets in the Euclidean space. This conjecture remained unproven until this year's STOC where Sébastien Bubeck et al. were finally able to give a proof [17] . They presented a 2 30d -competitive algorithm, where d is the dimension of the metric space. Their analysis is done by an intricate potential function argument.
In SODA 2019, C.J. Argue et al. [2] focus on the nested version of convex body chasing. Here the requested sets/bodies have an additional property. Each set/body is contained within the previous one (i.e. they are nested). They present an O(d log d)-competitive algorithm which significantly improves previous results (6 d (d!) 2 -competitive algorithm) by Bansal et al. [9] from SODA 2018. This result is almost tight since there is an Ω(d) lower bound for the ∞ -norm [28] .
Their proposed algorithm uses the idea to stay "deep" inside the feasible region. If one manages to do so, the feasible region shrinks considerably if the point becomes infeasible. They achieve that by distinguishing between "skinny" and "fat" directions and try to stay feasible along the skinny directions, while staying in the centroid of the projection onto the fat directions. This works because the cost paid by the algorithm to move in the skinny directions is small.
In STACS 2019 Spyros Angelopoulos et al. [1] introduce and study the discovery ratio-a new tool supplementary to the competitive ratio-for algorithms in the context of search problems. In particular, they focus on linear search where a mobile agent-starting at the designated origin-is looking for a target located on the infinite line.
For a search strategy S and l ∈ R + they define D(S, l) as the cost incurred by S the first time the agent has explored an aggregate length equal to l. Then they introduce the discovery ratio of a search strategy S 1 against another search strategy S 2 as dr(S 1 , S 2 ) := sup l∈R + D(S 1 ,l) D(S 2 ,l) . Further, the discovery ratio of S against a class S is dr(S, S) := sup S ∈S dr(S, S ). In words: the discovery ratio measures at which rate the searcher explores the line. This is motivated by the fact that there is an infinite number of strategies with optimal competitive ratio-which is 9-for the linear search problem, yet there are settings where one might prefer one strategy over another.
One of those strategies is doubling, which explores the two branches of the line alternately while doubling the distance traveled from the origin to the point where it returns to the origin. Another competitive optimal strategy is aggressive, which in each iteration searches a branch to the maximum possible extent, while maintaining a competitive ratio of 9 (in iteration i it searches one branch to length (i + 2)2 i+1 ).
The authors show that doubling has discovery ratio 7 3 and aggressive has discovery ratio 8 5 . In fact, aggressive is optimal with respect to the discovery ratio. Additionally they prove that any optimal strategy with respect to the discovery ratio-while also being competitively optimal-must have the exact same behavior as the aggressive strategy in the first five iterations.
Weighted tree augmentation was first considered by Gupta et al. [35] as a subproblem in the online survivable network design Problem. They gave a deterministic O(log 2 n)-competitive algorithm as well as a lower bound of Ω(log n) on the competitive ratio of randomized Algorithms. Naor et al. in ICALP 2019 [45] give a O(log n)-competitive deterministic algorithm, closing the gap with the lower bound.
Given an n-vertex spanning tree and a set L of edges with weights, terminal pairs arrive online. The goal is to maintain a low-cost subset F ⊆ L, such that all terminal pairs are 2-edge-connected in T ∪ F . There are two key elements to the algorithm. First a low-width path decomposition. The tree is decomposed into edge-disjoint paths, such that any path intersects at most O(log n) paths of the decomposition. This implies a O(log n)-approximate black-box reduction from online tree augmentation to online path augmentation. This is not yet enough, to achieve the competitive ratio of O(log n). The second ingredient is refining the guarantee for path augmentation, using structures in the decomposition. In particular, they define a notion of projection for links onto path, where a projected link is rooted, if it has as its endpoint, the node of the path closest to the root of the tree. Rooted and non-rooted links are treated differently in the algorithm.
Vizing's famous theorem states that any graph of maximum degree ∆ is ∆ + 1-colorable. Furthermore Bar-Noy, Naor and Motwani showed that the trivial greedy algorithm, which uses 2∆ − 1 colors is optimal among online algorithms for ∆ = O(log n). This leaves a conjecture that there is an (1 + o(1))∆-edge-coloring algorithm for ∆ = ω(log n). Cohen et al. in FOCS 2019 [23] resolve this conjecture for adversarial vertex arrivals in bipartite graphs. The classic fractional relaxation asks to minimize M x M subject to e∈M x e = 1 for every edge e and x M ≥ 0 for every matching M . This relaxation fractionally uses integral matchings to cover each edge. Cohen et al. deploy a novel relaxation that integrally uses fractional matchings to cover each edge. c x e,c = 1 and the goal is to minimize the number of non-zero fractional matchings used. This relaxation is a lot more useful in the online setting. They then provide an optimal online fractional edge coloring algorithm. If ∆ is known beforehand setting x e,c = 1/∆ provides a trivial 1-competitive solution. For unknown ∆, they use an adaptation of the greedy "water-filling" algorithm. They use an asymmetric approach where colors are picked only based on the load of the offline vertex. Furthermore they introduce a constraint on the value of each edge-color pair. This results in a more balanced allocation compared to the base water-filling-algorithm. Finally they present a near-lossless online rounding scheme. Given an α-competitive fractional online algorithm, a natural approach would be to repeatedly round the α∆ fractional matchings online to obtain α∆ integral matchings. The remaining uncolored edges require further (o(∆)) colors. The problem with this approach is, that maximum-degree vertices will be matched ≈ ∆ times, however there is a chance that these matches are along previously colored edges. Instead Cohen et al. repeatedly round subsets of multiple fractional matchings. This subset has to be small enough not to decrease the chance of a node being matched along an uncolored edge (due to rematches), but big enough to argue that the degree of all high degree vertices decreases at a rate of ≈ 1/α per color used. This approach yields the desired result of a (1 + o(1))∆-edge-coloring algorithm for ∆ = ω(log n) in bipartite graphs. This is matched by a tight lower bound.
In ESA 2019 Yuval Emek et al. [25] discuss the online version of disjoint set cover (DSC) problem, where (hyper)edges of a hypergraph (with n nodes and m edges) arrive online-while the nodes are known in advance-and should be assigned to clusters in such a way that the number of clusters that cover all nodes is maximized. In their model they want to maximize the number of colors used in a color assignment to the edges-so that all edges with the same color cover all nodes.
Pananjady et al. [47] proved that no deterministic online DSC algorithm can admit a pure competitive ratio better than Ω(n), if it does not have any knowledge about the minimum degree δ of the hypergraph. Hence, they focused on the problem where δ is known in advance. Emek et al. lift this assumption and present a deterministic (δ-oblivious) algorithm with pure linear competitive ratio. Their algorithm Greedy assigns an arriving edge the smallest color c ∈ Z >0 so that the edge increases the number of nodes covered by color c.
Further, their main result is the randomized δ-oblivious algorithm Oblv that is purely O(log 2 n)competitive in expectation and impurely O(log 2 n)-competitive with high probability. Upon the arrival of an edge Oblv first approximates δ and then constructs a palette from which the color (for the arriving edge) is picked uniformly at random.
On the negative side, with help of Yao's min-max principle they are able to show that no randomized online DSC algorithm can achieve an (impure) competitive ratio better than Ω(log n/ log log n) in expectation (and thus also with high probability).
Online multistage subset maximization problems are addressed by Evripidis Bampis et al. [8] in ESA 2019. A Subset Maximization problem P is a combinatorial optimization problem whose instances I = (N, p, F) consist of a ground set N , a set F ⊆ 2 N of feasible solution such that ∅ ∈ F and a positive weight p(S) for every S ∈ F. The goal is to find the best solution S * ∈ F with maximal weight. This class of problems contains for instance classic set problems like the knapsack problem.
Their interest is in the multistage version of Subset Maximization Problems, where one is given a number of steps T ∈ N and for any t ∈ T an instance I t of the optimization problem. The goal is to determine a sequence of solutions S = (S 1 , . . . , S T ) with maximum value, where the value of a sequence is defined as
Here b(S t , S t+1 ) is the transition bonus for the solution between time steps t and t + 1. Each transition yields profit B ∈ R + . The subscript t indicates that functions and sets may change over time.
The authors distinguish between two types of transition bonus. For two solutions S t and S t+1 at time steps t and t + 1 the Intersection Bonus is defined as B times |S t ∩ S t+1 | and counts the number of objects in the solution at time t that remain in it at time t + 1. The second type is the Hamming Bonus. It is defined as B times |S t ∩ S t+1 | + |S t ∩ S t+1 | and is proportional to |N | minus the number of modifications (Hamming distance) in the solutions.
They also distinguish between two types of data evolution. On the one hand, the Static Set of Feasible Solutions (SSFS), where only profits may change over time-while the structure of feasible solutions remain the same, and on the other hand, General Evolution (GE), where additionally the set of feasible solutions may change over time.
In their work they give lower and upper bounds on the best-possible competitive ratio for different models. For the SSFS model with Hamming bonus they present a 2-competitive algorithm and also show that this is the best-possible competitive ratio. For intersection bonus instead of Hamming bonus, they show that the best-possible competitive ratio is between 2 and 2 + o(1). The landau symbol in their results is with respect to the number of time steps T → ∞.
For general evolution with Hamming bonus they present a (3+1/(T −1))-competitive algorithm and complement their result with a lower bound of 1 + √ 2. And finally, they show that for general evolution and intersection bonus the competitive ratio is unbounded. By allowing the algorithm to look one step ahead they not only present a 4-competitive algorithm, they also prove that this is optimal.
Chawla et al. in SODA 2019 [21] consider two settings for online resource allocation. In the interval preference setting buyers arrive online and want to rent a resource from a provider for some amount of time. If we think of each interval as a different item, they desire intervals of items. In the path preference setting, each customer is a source-sink pair in a network and the desired items are edges in this network. Chawla et al. focus on the special case where the network is a tree. For the interval preference setting we assume that each buyer's value function is drawn independently from some arbitrary but unknown distribution over possible value vectors. They then show that there is a pricing mechanism that achieves a competitive ratio of O( log L log log L ) for the social welfare. This matches a lower bound by Im and Wang. In the path preference setting players singlemindedly desire a particular path, but their value for this path is unknown to the seller. In this case they show that there is a pricing mechanism that achieves a competitive ratio of log H, where H is the ratio of the maximum possible value to the minimum possible non-zero value. The lower bound for this case is Ω(log H/ log log H), also by Im and Wang. In both cases they show that the competitive ratio decreases inversely with item supply. In both settings the pricing mechanism relies on constructing a distribution dependent partition of items into bundles. For the interval preference setting the partition is constructed such that each buyer receives at most one bundle. Given such bundles, techniques from the "unit-demand"-setting can be used which are developed for example by Kleinberg and Weinberg as well as Feldman et al. Similarly in the path preference setting items are bundled or layered in a way that each layer behaves like a unit-capacitiy setting. In the unit-capacity setting only one copy of each item is available.
In metric optimization problems with delay or deadlines requests arrive in a metric space. These requests either come with a deadline by which they must be served, or accumulate delay costs while they are pending. Azar and Touitou in FOCS 2019 [6] present a general framework for this type of problem. The algorithms are based on corresponding competitive algorithms for HSTs. Algorithms for general metric spaces can be obtained by randomized HST embedding. An algorithm designed using the framework has a counter for every node or edge. When the counter for a tree element is full, the algorithm resets the counter and explores the subtree rooted at that element. During exploration some pending requests of that subtree are served. Additionally the algorithm spends a budget to increase counters of descendant elements. The exploration takes place in a DFS fashion, if at any time during exploration the counter of a descendant element is full, the algorithm immediately explores the descendant and resumes exploration of the original element only once the exploration of the descendant is complete. The actual values for the sizes of counters and the budget depend on the specific problems.
Algorithms created using this framework achieve improved competitive ratios in a variety of problems including online multilevel aggregation with delay with a ratio of O(D 2 ) on a tree of depth D, online facility location with delay or deadlines with ratio O(log 2 n), n being the number of points in the metric space and online service with delay also with a ratio of O(log 2 n).
The goal in the classic dictionary matching problem is to report all occurrences of every pattern (given a dictionary of patterns D = {P 1 , P 2 , . . . , P k }) in a given text T . Shay Golan et al. [32] consider the dynamic version of the online dictionary matching problem in WADS 2019. For them, patterns may be added or removed from the dictionary (dynamic) and the characters of T arrive one by one (online). An occurrence of a pattern P ∈ D (that ends at some character of T ) must be reported before the next character arrives. For their analysis they distinguish between two cases. If all patterns in D have the same length, they present an algorithm that adds/removes a pattern in O(m log log D ) time and processes a text character in O(log log D ) time (where D = P ∈D |P |). In the general case where patterns may have different lengths, patterns can be added/removed in O(|P | log log D + log d/ log log d) time and text characters can be processed in O(log log D + (1 + occ) log d/ log log d) time (where d = |D| and occ is the size of the output). Their algorithms are Las-Vegas randomized and the stated times are in the worst-case with high probability.
