Abstract. We develop new probabilistic and deterministic approaches for moment statistics of stochastic partial differential equations with pure jump tempered α-stable (TαS) Lévy processes. With the compound Poisson (CP) approximation or the series representation of the TαS process, we simulate the moment statistics of stochastic reaction-diffusion equations with additive TαS white noises by the probability collocation method (PCM) and the Monte Carlo (MC) method. PCM is shown to be more efficient and accurate than MC in relatively low dimensions. Then as an alternative approach, we solve the generalized Fokker-Planck equation that describes the evolution of the density for stochastic overdamped Langevin equations to obtain the density and the moment statistics for the solution following two different approaches. First, we solve an integral equation for the density by approximating the TαS processes as CP processes; second, we directly solve the tempered fractional PDE (TFPDE). We show that the numerical solution of TFPDE achieves higher accuracy than PCM at a lower cost and we also demonstrate agreement between the histogram from MC and the density from the TFPDE.
Introduction.
We develop and compare different numerical methods to solve two stochastic models with tempered α-stable (TαS) Lévy white noises: a reactiondiffusion equation and an overdamped Langevin equation with TαS white noises, including stochastic simulation methods such as the Monte Carlo (MC) [11, 43] and probability collocation method (PCM) [3, 55] . We also simulate the density of the overdamped Langevin equation through its generalized Fokker-Planck (FP) equation formulated as a tempered fractional PDE (TFPDE).
Stochastic models driven by tempered stable white noises.
We first solve the following stochastic reaction-diffusion model via stochastic simulation methods (MC and PCM) in the Itô sense: where L t (ω) is a one-dimensional TαS process (also known as a Carr-Geman-MadanYor (CGMY) process in finance) [9, 10] . The second model is a one-dimensional stochastic overdamped Langevin equation in the Itô sense [12, 24] : (1.2) dx(t; ω) = −σx(t; ω)dt + dL t (ω),
where L t (ω) is also a one-dimensional TαS process. It describes an overdamped particle in an external potential driven by additive TαS white noise. This equation was introduced in [28] to describe the stochastic dynamics in fluctuating environments for Gaussian white noise, such as classical mechanics [20] , biology [22] , and finance [11] . When L t (ω) is a Lévy process, the solution is a Markov process and its probability density satisfies a closed equation such as the differential Chapman-Kolmogorov equation [15] or the generalized FP equation [47] . When L t (ω) is a TαS Lévy process, the corresponding generalized FP equation is a TFPDE [12] .
Background on tempered stable processes.
TαS processes were introduced in statistical physics to model turbulence, e.g., the truncated Lévy flight model [27, 33, 39] , and in mathematical finance to model stochastic volatility, e.g., the CGMY model [9, 10] . Here, we consider a symmetric TαS process (L t ) as a pure jump Lévy martingale with characteristic triplet (0, ν, 0) [6, 52] (no drift and no Gaussian part). The Lévy measure is given 1 by [11] (1.3)
This Lévy measure can be interpreted as an Esscher transformation [18] from that of a stable process with exponential tilting of the Lévy measure. The parameter c > 0 alters the intensity of jumps of all given sizes; it changes the time scale of the process. Also, λ > 0 fixes the decay rate of big jumps, while α determines the relative importance of smaller jumps in the path of the process. 2 The probability density for L t at a given time is not available in a closed form (except when α = 1 2 ). 3 The characteristic exponent for L t is [11] where Γ(x) is the Gamma function and E is the expectation. By taking the derivatives of the characteristic exponent we obtain the mean and variance:
In order to derive the second moments for the exact solutions of (1.1) and (1.2), we introduce the Itô isometry. The jump of L t is defined by L t = L t − L t − . We define the Poisson random measure N (t, U ) as [23, 37, 40] (1.6) N (t, U ) = 0≤s≤t I Ls∈U , U ∈ B(R 0 ),Ū ⊂ R 0 .
Here R 0 = R\{0}, and B(R 0 ) is the σ-algebra generated by the family of all Borel subsets U ⊂ R, such thatŪ ⊂ R 0 ; I A is an indicator function. The Poisson random measure N (t, U ) counts the number of jumps of size L s ∈ U at time t. In order to introduce the Itô isometry, we define the compensated Poisson random measurẽ N [23] as
1 In a more generalized form, the Lévy measure is ν(x) = small jumps with Brownian motions [2] . The α-stable distribution was introduced to model the empirical distribution of asset prices [32] , replacing the normal distribution. The empirical distribution of asset prices is not always in a stable distribution or a normal distribution. The tail is heavier than a normal distribution and thinner than a stable distribution [7] . Therefore, the TαS process was introduced as the CGMY model to modify the Black and Scholes model. In the past literature, the simulation of SDEs or functionals of TαS processes was mainly done via MC [43] . MC simulation for functionals of TαS processes is possible after a change of measure that transforms TαS processes into stable processes [45] .
The paper is organized as follows: in section 2, we compare the CP approximation and the series representation of a TαS process; in section 3, we solve a stochastic reaction-diffusion model with TαS white noise via MC and PCM, both with CP approximation or series representation, of the TαS process; in section 4, we simulate the density evolution for an overdamped Langevin equation with TαS white noise via the corresponding generalized FP equations. We also compare the statistics obtained from the FP equations and MC or PCM methods. We conclude in section 5. In Appendices A and B, we provide algorithms of the rejection method and simulation of CP processes. We also provide the probability distributions to simplify the series representation in Appendix C.
Numerical simulation of TαS processes.
In general there are three ways to generate a Lévy process [49] : random walk approximation, series representation, and CP approximation. For a TαS process, the distribution of increments is not explicitly known (except for α = 1/2) [11] . Therefore, in the following we discuss the CP approximation and the series representation for a TαS process.
Simulation of TαS processes by CP approximation.
In the CP approximation, we simulate the jumps larger than δ as a CP process and replace jumps smaller than δ by their expectation as a drift term [11] . Here we explain the method to approximate a TαS subordinator X t (without a Gaussian part and a drift) with the Lévy measure ν(x) = ce −λx x α+1 I x>0 (positive jumps only); this method can be generalized to a TαS process with both positive and negative jumps. The CP approximation X δ t for this TαS subordinator X t is (2.1)
We introduce Q cp here as the number of jumps that occurred before time t. The first term
and jump size distribution p
The jump size random variables (RVs) J δ i are generated via the rejection method [13] , given in Appendix A. Here, T i is the ith jump arrival time of a Poisson process with intensity U (δ). The accuracy of the CP approximation method can be improved by replacing the smaller jumps by a Brownian motion [2] , when the growth of the Lévy measure near zero is fast. The second term functions as a drift term, b δ t, resulting from truncating the smaller jumps. The drift is b δ = c δ 0
x α . This integration diverges when α ≥ 1, therefore the CP approximation method only applies to TαS processes with 0 < α < 1. In this paper, both the intensity U (δ) and drift b δ are calculated via numerical integrations with Gauss-quadrature rules [16] with a specified relative tolerance (RelTol).
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In general, there are two algorithms to simulate a compound Poisson process [11] : the first method is to simulate the jump time T i by exponentially distributed RVs and take the number of jumps Q cp as large as possible; the second method is to first generate and fix the number of jumps, then generate the jump time by uniformly distributed RVs on [0, t] . Algorithms for simulating a CP process (the second kind) with intensity and the jump size distribution in their explicit forms are known on a fixed time grid [11] , given in Appendix B. In order to simulate the sample paths of a symmetric TαS process with a Lévy measure given in (1.3), we generate two independent TαS subordinators via the CP approximation and subtract one from the other. The accuracy of the CP approximation is determined by the jump truncation size δ. 
Simulation of
Equation (2.3) converges almost surely as uniformly in t [48] . In numerical simulations, we truncate the series in (2.3) up to Q s terms. The accuracy of a series representation approximation is determined by the number of truncations Q s .
Simulating inverse Gaussian (IG) subordinators (α = 1/2).
In order to compare the numerical performance of CP approximation and series representation of TαS processes, we simulate the trajectories of an IG subordinator by the two methods. An IG subordinator is a TαS subordinator with a Lévy measure (with one-sided jumps, α = 1/2) as
x 3/2 I x>0 . The probability density function (PDF) at time t for an IG subordinator is known to be [11] (2.5)
We perform the one-sample Kolmogorov-Smirnov statistic (K-S test) [34] between the empirical cumulative distribution function (CDF) and the exact reference CDF:
. 4 The RelTol of numerical integration is defined as
|q−Q| |Q|
, where q is the computed value of the integral and Q is the unknown exact value. This one-sample K-S test quantifies a distance between the exact IG process and the approximated one (by the CP approximation or the series representation).
In Figures 1 and 2 , we plot the empirical histograms (with the area normalized to one) of an IG subordinator at time t, simulated via the CP approximation with different small jump truncation sizes δ (explained in section 2.1) and via the series representation with different numbers of truncations in the series Q s (explained in section 2.2), against the reference PDF in (2.5). We observe that the empirical histograms fit the reference PDF better when δ → 0 in the CP approximation in Figure  1 and when Q s increases in the series representation. The quality of fitting is shown quantitatively via the K-S test values given in each plot.
In both Figures 1 and 2 , we run one million samples on 1000 bins for each histogram (known as the square-root choice [54] ). We zoom in and plot the parts of histograms on [0, 1.8] to examine how smaller jumps are captured. We observe that in both Figures 1 and 2 when δ is large or Q s is small, the distribution of small jumps is not well approximated. Therefore, both methods suffer from accuracy if smaller jumps have a big contribution to the solution of SPDEs, e.g., when α or λ is large. Furthermore, when δ is large in the CP approximation (see δ = 0.1 in Figure 1 ), the big jumps are well approximated although the small ones are not; when Q s is small in the series representation, neither big nor small jumps are well approximated (see Q s = 10 in Figure 2 ). When the cost is limited, this shows an advantage of using the CP approximation, when big jumps have a larger contribution to the solution of SPDEs.
Simulation of reaction-diffusion equations with TαS white noises.
In this section, we will provide numerical results for solving the stochastic reactiondiffusion equation (1.1). We will perform and compare four stochastic simulation methods to obtain the statistics: MC with CP approximation (MC/CP), MC with series representation (MC/S), PCM with CP approximation (MC/CP), and PCM with series representation (PCM/S).
The integral form of (1.1) is
where the stochastic integral is an Itô integral over a TαS process [46] . The mean of the solution is
By the Itô isometry [37] and (3.2), the second moment of the solution is
Let us define the L 2 norm of the error in the second moment l2u2(t) to be
where E num [u 2 (x, t; ω)] is the second moment evaluated by numerical simulations.
Comparing CP approximation and series representation in MC.
First we will compare the accuracy and convergence rate between MC/CP and MC/S in solving (1.1) by MC. In MC, we generate the trajectories of L t (a TαS process with the Levy measure given in (1.3)) on a fixed time grid with st the number of time steps
We solve (1.1) via the first-order Euler's method [43] in the time direction with a time step t = t n+1 − t n :
We discretize the space by N x = 500 Fourier collocation points [21] on the domain [0, 2].
In Table 1 , we plot the l2u2 errors at a fixed time T versus the sample size s by the MC/CP and the MC/S, for λ = 10 (upper) and for λ = 1 (lower, with a less tempered tail). First for the cost, the MC/CP costs less CPU time than the MC/S, e.g., when λ = 10 in Table 1 , the MC/S with Q s = 10 and s = 65536 takes twice the CPU time as the MC/CP with δ = 0.01 and s = 65536 even though the MC/CP is more accurate. Second, to assess the accuracy of the methods, the MC/CP is more accurate than MC/S even though it takes about half the CPU time, e.g., the MC/CP with δ = 0.01 and the MC/S with Q s = 10. Third, we observe that decreasing δ in the MC/CP to improve the accuracy is more effective with a small s when more smaller jumps are present (larger λ). For example, when λ = 10, δ = 0.01 starts to be more accurate than δ = 0.1 when s = 1024; when λ = 10, δ = 0.01 starts to be more accurate than δ = 0.1 when s = 65536. This can be explained by the fact that large jumps have a greater contribution to the solution and decreasing δ in the MC/CP makes a great difference in sampling smaller jumps as in Figure 1 .
Comparing CP approximation and series representation in PCM.
Next, we will compare the accuracy and efficiency of PCM/CP and PCM/S in solving (1.1). In order to evaluate the moments of solutions, PCM [55] , as an integration method on the random space, is based on the Gauss-quadrature rules [16] . Suppose the solution is a function of a finite number of independent RVs ({Y
, the mth moment of the solution, is evaluated by
where w j ij and y j ij are the i j th Gauss-quadrature weight and collocation point for Y j , respectively. The simulations are run on (Π
where Q cp is the number of jumps we consider. As we mentioned in section 2.1 there are two ways to simulate a compound Poisson process. Here we treat the number of jumps Q cp as a modeling parameter by the CP approximation and simulate the time between two jumps T i+1 − T i by exponentially distributed RVs with intensity U (δ). The PCM/CP method contains two parameters: the jump truncation size δ and the number of jumps we consider Q cp . Therefore, the PCM/CP simulations of problem (1.1) are run on the collocation points for RVs J δ i and T i in the 2Q cp -dimensional random space (with d 2Qcp sample points); Q cp is the number of jumps truncated. In the series representation, the TαS process
To reduce the number of RVs (therefore, to decrease the number of dimensions in the random space), we calculate the distribution of [(
] for a fixed j in Appendix C and treat it as one RV for each j. Therefore, the PCM/S simulations under the series representation are run on the quadrature points for RVs
, and U j in the 3Q s -dimensional random space (with d 3Qs sample points). In the following, we generate the stochastic collocation points numerically based on the moments [42] . In Appendix D we introduce a method to generate orthogonal polynomials for a given measure with finite moments [56] . The stochastic collocation points are generated by the Gaussian quadrature rule [19] . Alternative methods can also be used such as the Stieltjes' method and the modified Chebyshev method [17] . Here, we assume each RV has the same number of collocation points d. However, typically for this problem (1.1) we only need d(Q cp + 1) sample points in PCM/CP instead of d 2Qcp and only dQ s sample points in PCM/S instead of d 3Qs . Using the CP approximation given in (2.1), the second moment of the solution in (3.1) can be approximated by
Using the series representation given in (2.3), the second moment of the solution in (3.1) can be approximated by
The distribution of RV [(
] is given in Appendix C. Here we sample the moments of solution directly from (3.7) for the PCM/CP and (3.8) for the PCM/S; therefore, we significantly decrease the sample size with the integral form of the solution in (3.1). For example, in this typical problem we may evaluate E[e −2μTi ] for each i separately in (3.7) . Indeed, such a reduction of the number of samples in the PCM method is possible whenever the following condition can be met. Suppose we have Q independent RVs {Z i , i = 1, . . . , Q}. If the expectation of a functional of {Z i , i = 1, . . . , Q} is a functional of expectation of some function of each Z i separately,
we may evaluate each E[f i (Z i )] "separately" via the PCM with d collocation points. In this way, we reduce the number of samples from d Q to dQ. In Figure 3 , we plot the l2u2(T ) errors of the solution for (1.1) versus the number of jumps Q cp (via PCM/CP) or Q s (via PCM/S). In order to investigate the Q cp and Q s convergence, we apply a sufficient number of collocation points for each RV until the integration is up to a certain RelT ol. We observe three things in Figure 3 .
1. For smaller values of Q s and Q cp , PCM/S is more accurate and converges faster than PCM/CP, because bigger jumps contribute more to the solution and PCM/S samples bigger jumps more efficiently than PCM/CP as we observed in Figures 1 and 2 . is less accurate because of the singularity of the integrand at 0; • in the PCM/S, the density for the RV [(
For intermediate values of
3) for a greater value of j requires more collocation points (d) to accurately approximate the expectation of any functionals of [(
]. Within their own limitations (δ not too small, Q s not too large), the PCM/S achieves higher accuracy than the PCM/CP; however, it costs much more computational time especially when the TαS process L t contains more smaller jumps. For example, when λ = 10 in Figure 3 , to achieve the same accuracy of 10 −11 , the PCM/S with Q s = 10 costs more than 100 times the CPU time than the PCM/CP with Q cp = 30 and δ = 1 × 10 −5 .
Comparing MC and PCM in CP approximation or series representation.
Next we compare the accuracy and efficiency both between MC/CP and PCM/CP and between MC/S and PCM/S to obtain the statistics of the solution of (1.1).
In Figure 4 , we compare MC/CP and PCM/CP with the same δ (left), then we compare MC/S and PCM/S (right). In the PCM/CP, we fix d (the number of collocation points for each RV) and vary Q cp to obtain different numbers of sample points s; in the PCM/S, we fix d and vary Q s to obtain different s. By (3.7) and (3. the dimension of the random space cannot be reduced. With the dimension reduction, PCM/CP and PCM/S outperform the convergence of MC/CP and MC/S drastically; without the dimension reduction, the PCM/S seems to be still more accurate than the MC/S, however the slope of convergence of PCM/CP slows down for a larger s = d 2Qcp . We also observe during the numerical experiment that the error is clearly decreased when we increase Q s or Q cp but it is not as clear when we increase d from 2 to 3.
Simulation of overdamped Langevin equations with TαS white noises.
In this section, we will present two methods for simulating the statistics for (1.2) by solving the corresponding generalized FP equation. In the first method, we solve for the density by approximating the TαS process L t by a CP process, while in the second method, we solve a TFPDE. We will compare these two FP equation approaches with the previous MC and PCM methods via the empirical histograms and errors of moments.
Generalized FP equations for overdamped Langevin equations with TαS white noises. It is known that for any overdamped Langevin equation with a Lévy white noise
the PDF of the solution P (x, t) satisfies the following generalized FP equation [12] (4.2)
S k is the characteristic function (ch.f.) of the process η t at time t = 1, as
. We define the Fourier transformation for a function v(x) as F{v(x)} =
Fourier transformation is defined as
By the CP approximation with the jump truncation size δ of the TαS process L t for (1.2), the density P cp (x, t) of the solution x(t) satisfies [12] 
with the initial condition P cp (x, 0) = δ(x − x 0 ), where U (δ) is defined in (2.2).
We also obtain the generalized FP equations as TFPDE for the density P ts (x, t) directly from (4.2) without approximating L t by a CP process for (1.2). Due to the fact that when 0 < α < 1 and 1 < α < 2, the ch.f.s for L 1 , S k , are in different forms, the density P ts (x, t) satisfies different equations for each case.
When
with the initial condition P ts (x, 0) = δ(x − x 0 ). The left and right Riemann-Liouville tempered fractional derivatives are defined as [4, 36] :
and
In the above definitions, for α ∈ (n − 1, n) and f (x) (n − [11, 36] , where
with the initial condition P ts (x, 0) = δ(x − x 0 ). The left and right Riemann-Liouville tempered fractional derivatives are defined as [4, 36] (4.10)
and 
+∞ are implemented via the shifted Grünwald-Letnikov finite difference form for 1 < α < 2 [36, 44] :
In the following numerical experiments, we will solve (4.4) and (4.9) by the aforementioned first-order numerical fractional finite difference scheme for spatial discretization on a sufficiently large domain [−L, L] and fully implicit scheme for temporal discretization with time step Δt. Let us denote the approximated solution of P ts (x i , t n ) as P n i . Let us denote
where h is the grid size. When 0 < α < 1, we use the following fully implicit discretization scheme for (4.4): (4.14)
When 1 < α < 2, we use the following fully implicit discretization scheme for (4.9): (4.15)
In both the CP approximation and the series representation, we numerically approximate the initial condition by the delta sequences [1] either with sinc functions
or with Gaussian functions
. 5 We approximate the initial condition by keeping the highest peak δ D n in the center and setting the value on the rest of the domain to be zeros. After that we normalize the area under the peak to be one. In Figure 5 we simulate the density evolution for the solution of (1.2) obtained from the TFPDEs (4.4) and (4.9). The peak of the density moves towards smaller values of x(t) due to the −σx(t; ω)dt term. The noise dL t (ω) changes the shape of the density.
The integral form of (1.2) is given by
The mean and the second moment for the exact solution of (1.2) are
Let us define the errors of the first and the second moments to be
Simulating density by CP approximation.
Let us simulate the density of solution x(t), P cp (x, t), in (1.2) by approximating the TαS process L t by a CP process (density/CP)
. We solve (4.3) for P cp (x, t) via the second-order Runge-Kutta (RK2) for temporal discretization and via Fourier collocation on a sufficiently
For each x i we simulate the integral in the last term
|y| α+1 via the trapezoid rule taking y to be all the other points on the grid other than x i . We take δ =
2L
Nx to include all the points on the Fourier collocation grid in this integration term. We also simulate the moments for the solution of (1.2) by PCM/CP. Through the integral form (4.18) of the solution we directly sample the second moment of the solution by the following equation:
We generate d collocation points for each of the RVs (J δ 1 and {T i }) in (4.22) to obtain the moments.
In Figure 6 , we plot the errors err 1st and err 2nd versus time for 0 < α < 1 and 1 < α < 2 of the density/CP and PCM/CP with the same jump truncation size δ. The error of the density/CP comes from (1) neglecting the jumps smaller than δ, (2) from evaluating
|y| α+1 by the trapezoid rule, (3) from numerical integration to calculate U (δ), and (4) from the delta sequence approximation of the initial condition. The error of the PCM/CP comes from (1) the jump truncation up to size δ, (2) the finite number Q cp terms we consider in the CP approximation, 2 ] and E[e 2σTi ], and (4) the error from the long-term integration in the generalized polynomial chaos resulting from the fact that only a finite number of polynomial modes is considered and the error accumulates with respect to time (an error due to random frequencies) [53] . First, we observe that the error growth with time from the PCM/CP is faster than the density/CP for both plots in Figure 6 . Then, we observe in Figure 6 that when L t has more larger jumps (λ = 0.1, right), the PCM/CP with only Q cp = 2 is more accurate than the density/CP with the same δ = 0.012. (Larger values of Q cp maintain the same level of accuracy with Q cp = 2 or 5 here because the error is mainly determined by the choice of δ.)
Simulating density by TFPDEs.
As an alternative method to simulate the density of the solution for (1.2), we will simulate the density P ts (x, t) by solving the TFPDEs (4.4) for 0 < α < 1 and (4.9) for 1 < α < 2. The corresponding finite difference schemes are given in (4.14) and (4.15) .
In Figure 7 , we plot the errors for the second moments versus time both by the PCM/CP and the TFPDEs. In the TFPDEs, we solve (4.4) and (4.9) by the finite difference schemes given in (4.14) and (4.15) . The error of the TFPDEs mainly comes from (1) approximating the initial condition by delta sequences, and (2) temporal or spatial errors from solving (4.4) and (4.9).
In Figure 7 we experiment with λ = 10 (left, with fewer larger jumps) and with λ = 1 (right, with more larger jumps). First, we observe that with the same resolution for x(t) (N x = 2000 on [−12, 12] ) and temporal resolution ( t = 2.5 × 10 −5 ), the err 2nd errors from the TFPDE method grow slower when λ = 1 than λ = 10, because a more refined grid is required to resolve the behavior of more smaller jumps (larger λ) between different values of x(t). Second, we observe that the error from the PCM/CP grows slightly faster than the TFPDE method. In PCM/CP, the error from the longterm integration is inevitable with a fixed number of collocation points d. Third, without the dimension reduction in the PCM/CP (if we compute it on d 2Qcp points rather than d(Q cp + 1) points), the TFPDE consumes much less CPU time than the PCM/CP with a higher accuracy.
In Figure 8 , we plot the density P st (x, t) obtained from the TFPDEs in (4.4) and (4.9) at two different final time values T and the empirical histograms obtained from the MC/CP with the first-order Euler scheme
Although we do not have the exact formula for the distribution of x(t), we observe that the density from MC/CP matches the density from TFPDEs, indicated by the one-sample K-S test defined in (2.6).
Conclusions.
In this paper we first compared the CP approximation and the series representation for a TαS by matching the empirical histogram of an IG subordinator with its known distribution. The one-sample K-S test values indicated a better fitting between the histogram and the distribution if we decreased the jump truncation size δ in the CP approximation and increased the number of terms Q s in the series representation. When the cost is limited (large δ, small Q s , the CP approximation), the large jumps are better approximated by the CP approximation.
Next we simulated the moment statistics for stochastic reaction-diffusion equations with additive TαS white noises, via four stochastic simulation methods: MC/CP, MC/S, PCM/CP, and PCM/S. First, in a comparison between the MC/CP and the MC/S, we observed that for almost the same accuracy, MC/CP costs less CPU time than the MC/S. We also observed that in the MC/CP, decreasing δ was more effective in reducing the error when the tail of the Lévy measure of the TαS process was more tempered. Second, in a comparison between the PCM/CP and the PCM/S, we observed that for a smaller sample size the PCM/CP converged faster because it captured the feature of larger jumps faster than the PCM/S, while for a larger sample size the PCM/S converged faster than the PCM/CP. However, the convergence of both PCM/CP and PCM/S slows down for higher accuracy due to the limitations discussed in section 3.2. We also introduced a dimension reduction in the PCM/CP and the PCM/S for this problem in Section 3.2. Third, we compared the efficiency between MC/CP and PCM/CP, and between MC/S and PCM/S. With the dimension reduction the PCM outperforms the efficiency of MC dramatically in evaluating the moment statistics. Without the dimension reduction, the PCM/S still outperforms the efficiency of MC/S for the same accuracy.
Subsequently, we simulated the stochastic overdamped Langevin equations with additive TαS white noises. We provided two different ways of simulating the generalized FP equations that describe the density of the solution: first we solved the generalized FP equation as an integral equation by approximating the TαS process as CP processes; then we solved the generalized FP equations as TFPDEs, in different forms for 0 < α < 1 and 1 < α < 2. The integral equations served as a good tool to predict the moment statistics in section 4.2. We observed that the TFPDEs provided more accurate moment statistics than the PCM/CP with much less compu-tational cost without dimensional reduction in the PCM/CP. We also observed that the empirical histogram via MC/CP matches the PDF from the TFPDEs.
Finally, we want to point out that the four stochastic simulation methods (MC/CP, MC/S, PCM/CP, PCM/S) and the simulation of the generalized FP equations are not restricted to SPDEs with TαS processes, but they are applicable to SPDEs with any Lévy jump processes with known Lévy measures. In this paper we aim to develop new methods in relatively simple models with additive noise but in the future we will address nonlinear dynamics and multiplicative noise.
Algorithm 2. Algorithm for CP processes without a drift.
• 
