We consider the formulation and analysis of a problem of automatic control: correcting for the distortion induced in an optical wave front due to propagation through a turbulent atmosphere. It has recently been demonstrated that high-resolution optical wave-front distortion suppression can be achieved using feedback systems based on high-resolution spatial light modulators and phase-contrast techniques. We examine the modeling and analysis of such adaptive optic systems, and show that under certain conditions, the nonlinear dynamical system models obtained are gradient systems (with energy functions that also serve as Lyapunov functions). These gradient systems (employing ÿxed phase-contrast sensors) serve as a starting point for understanding the design of practical high-resolution wave-front correction systems, in which the phase-contrast sensor itself is subject to control. ?
optics is the discipline concerned with feedback compensation of wave-front distortion in real time. The resolution and system bandwidth required for wave-front correction depends on the optical wavelength and on the strength of turbulence.
In high-resolution adaptive optics, the wave-front correction is provided by a liquid-crystal spatial light modulator (LC SLM) or by a microelectromechanical (MEMS) micromirror SLM. Although the physics of LC SLMs and MEMS micromirror SLMs is quite di erent, they serve the same function in an adaptive optic system: each consists of an array of independently actuated square pixels (where a pixel is a single piston-driven micromirror or a small square region of liquid crystal molecules driven by a single electrode), capable of imparting an electronically controlled, spatially varying phase shift (or wave-front change) to an optical beam. For high-resolution adaptive optics, the number of degrees of freedom (i.e., the number of SLM pixels) is ¿ 10 4 =cm 2 , and the actuator stroke should be on the order of an optical wavelength. The pixel size (i.e., the length of each side of the pixel) needs to be at least 20 times the optical wavelength (so that fringing e ects at the pixel edges can be neglected), and for practical reasons, it is generally desirable to keep the overall SLM area on the Fig. 1 . High-resolution wave-front control system block diagram. The distorted beam is modulated by the wave-front corrector to produce the corrected beam, which is then ÿltered by the spatial Fourier ÿlter. The wave-front corrector uses feedback from the Fourier ÿlter.
order of a few square centimeters in size. LC and MEMS SLMs suitable for high-resolution adaptive optics have been developed only recently (Serati, Sharp, Serati, McKnight, & Stockley, 1995; Horenstein, Bifano, Pappas, Perreault, & Krishnamoorthy-Mali, 1999) .
However, in addition to the devices, there is also a need for control laws which scale appropriately in this high-resolution, high-speed regime. Suitable control laws based on high-resolution SLMs and phase-contrast techniques have recently been demonstrated Justh, Vorontsov, Carhart, Beresnev, & Krishnaprasad, 2001) . Our focus here is on the modeling and analysis of these systems (Justh, Krishnaprasad, & Vorontsov, 2000a; .
In the next section we brie y review the high-resolution wave-front control system architecture and its origins. In Section 3, we introduce the mathematical models and analyze them. In Section 4, we digress from the analysis to clarify certain practical issues and provide context for the mathematical work. In Section 5, we consider the wave-front control system as a wave-front estimator. Concluding remarks appear in Section 6.
High-resolution wave-front control system
The general feedback system architecture we consider is shown in Fig. 1 . The distorted beam enters the wave-front corrector, where (as shown in Fig. 2 ) a high-resolution SLM modulates the wave front with the objective of cancelling the distortion. (For clarity of the discussion, all beams are assumed to be monochromatic, although much of the analysis can be generalized to multi-wavelength beams or coherent white light.) The corrected beam is then ÿltered using a two-dimensional spatial Fourier ÿlter, and the resulting ÿl-tered beam is used to update the wave-front corrector. We assume that changes in the atmosphere are on a slow time scale compared to the iterations of the feedback system, so Fig. 2 . Opto-electronically controlled wave-front corrector. An SLM modulates the distorted wave-front (ideally, cancelling the wave-front distortion). The SLM is updated based on an optical control beam (the ÿltered beam in Fig. 1 ). Fig. 3 . Opto-electronically controlled spatial Fourier ÿlter. The corrected beam in Fig. 1 is Fourier transformed by the lens, and the SLM modulates the Fourier-domain complex envelope. The SLM is controlled by the Fourier-domain intensity image, which is captured by the imager.
that for purposes of the analysis, the input beam wave-front distortion may be considered static. Through the action of the feedback system, the wave-front corrector SLM "learns" the (phase-conjugate) of the wave-front distortion present in the input beam.
A key feature of the feedback control system is that the spatial Fourier ÿlter uses the same high-resolution SLM technology as the wave-front corrector, as shown in Fig. 3 . As a result, the Fourier ÿlter is a controlled Fourier ÿlter, capable of changing with time as the feedback system evolves. The changes in the Fourier ÿlter are not to respond to changes in the input beam distortion (which is assumed to be frozen), but are instead to overcome an intrinsic weakness of conventional phase-contrast techniques (as is further explained in Section 3.)
The Fourier ÿlters we consider operate only on the phase of the Fourier transform, leaving the magnitude of the Fourier transform unchanged. The control system design problem involves choosing the wave-front corrector update law and the Fourier ÿlter update law so as to ensure stability and convergence to a wave-front-distortion-free corrected beam in as few iterations as possible.
Both the wave-front corrector and the controlled Fourier ÿlter use a high-resolution imager in conjunction with the high-resolution SLM (with a one-to-one correspondence between imager pixels and SLM pixels), as shown in Figs. 2 and 3 . What makes the control scheme practical is that simple parallel, distributed processing can be used between the imagers and SLMs in both the wave-front corrector (Fig. 2 ) and the Fourier ÿlter (Fig. 3) . That is, each SLM pixel is driven by the corresponding camera pixel (with any additional controls being common to all pixels). This feature, referred to in adaptive optics as "direct control," enables the resolution to scale without a ecting system speed Vorontsov, Shmalhauzen, & Koriabin, 1988; Vorontsov, Kirakosyan, & Larichev, 1991; Pepper, Gaeta, & Mitchell, 1995) .
The system of Fig. 1 has its roots in the phase-contrast technique developed by Frits Zernike during the 1930s (for which he was later awarded a Nobel Prize in physics) (Zernike, 1955; Ferwerda, 1994; Goodman, 1996) . Fig. 3 can be viewed as a modern incarnation of Zernike's idea (see also Fig. 6 in Appendix A, where a brief summary of the phase-contrast technique is given). Zernike's technique has found application in phase-contrast microscopes for many years (Pluta & Szyjer, 1994) . Recent advances in high-resolution SLMs have led to renewed interest in phase-contrast techniques for various applications, including adaptive optics Ivanov, Sivokon, & Vorontsov, 1992; Gl uckstad, 1995) .
The system of Fig. 1 is a nonlinear feedback system, because the ÿltered beam intensity image is a nonlinear functional of the corrected beam wave-front phase. The Fourier ÿlter operator, i.e., the mapping from the Fourier-domain imager to the Fourier ÿlter, introduces further nonlinearity, and this additional source of nonlinearity turns out to be essential to producing a practical wave-front control system. Addressing these nonlinear e ects is the main contribution of the analysis presented here (and in Justh et al., 2000a; ).
Mathematical models
The key to successfully analyzing this type of system is to capture the underlying physics with su cient ÿdelity, while keeping the nonlinear modeling simple enough to yield qualitative insights beyond what a linearized approximation to the dynamics can provide. To describe the coherent optical ÿeld (for a monochromatic beam), we introduce a complex envelope A(x; y; z). We distinguish the z-direction as the "optical axis," and denote the transverse coordinates as r = (x; y). The underlying electromagnetic ÿeld component that A(r; z) represents is then obtained by taking the real part of A(r; z)e i(!t−kz) , where k = 2 = and ! = kc (with the optical wavelength, and c the speed of light).
The complex envelope A(r; z) can be expressed in polar form as A(r; z) = a(r; z)e i (r;z) ;
where [a(r; z)] 2 is proportional to the intensity, and (r; z) is the phase (the quantity we are interested in measuring and controlling). The intensity is what a camera would measure if placed perpendicular to the optical axis in a plane containing the point (0; 0; z).
In the wave-front control setting, we are interested in how the phase in a particular plane z = z 0 along the optical axis evolves in time. Therefore, we drop the argument z from Eq. (1), and we allow A to depend on a time variable t. (This time variable corresponds to quasi-static changes in the complex envelope, not the time scale of electromagnetic ÿeld oscillations.) The feedback system evolves over time t; our assumption that the atmosphere is static implies that the distorted input beam is independent of t.
Our model of the feedback system shown in Fig. 1 uses the Fourier series representation:
where p is an ordered pair of integers (i.e., p takes values in the integer lattice in the plane), and is a parameter determining the Fourier-transform-domain resolution. For this representation to be valid, the complex envelope A(r; t) must be spatially periodic. In fact, we must have
A(x + m x ; y + m y ; t) = A(x; y; t);
where m x and m y are arbitrary integers, and the integral in Eq. (2) is actually an integral over a square region with sides of length . The validity of approximating beams in the physical system with spatially periodic functions is based on the assumption that for each beam in the physical system, its complex envelope is identically zero (for all time) outside of . The physically signiÿcant complex envelope is recovered from the spatially periodic representation simply by setting the complex envelope identically equal to zero outside of the region . For purposes of the analysis, however, it is convenient to work with the spatially periodic functions.
In this section we analyze three important cases, corresponding to three di erent choices of the Fourier ÿlter in Fig. 3 . Although in Fig. 3 the Fourier ÿlter can evolve in time, driven by the imager and electronic processing, we only have precise mathematical results for models in which the Fourier ÿlter is ÿxed for all time t. This analysis for ÿxed Fourier ÿlters serves as a starting point for understanding (in an intuitive sense, backed up by experimental and simulation results Justh, Vorontsov, Carhart, Beresnev, & Krishnaprasad, 2000b) ) the behavior of more general systems in which the Fourier ÿlter changes with time (as described in Section 4).
Single-pixel Fourier phase ÿlter
Remark on modeling assumptions: To simplify the analysis, we assume that time is continuous (although in practice, the system of Fig. 1 would be a discrete-time system), and we further use a continuum approximation to the wave-front-correcting phase distribution (which is motivated by the high-resolution SLM assumption). A discrete-time implementation of the system can be considered to be a forward-Euler method approximating the corresponding continuous-time system analyzed below. The continuum approximation for the high-resolution wave-front corrector simpliÿes the modeling, but is not essential. (In particular, Section 4.4 considers a spatially discrete model.)
Suppose only the zero-order Fourier component is phase-shifted by the SLM in Fig. 3 (which would correspond to the displacement of a single pixel located in the center of the SLM). Let the distorted beam complex envelope in Fig. 1 be represented as a(r)e i (r) , and let the wave-front-correcting SLM impose a phase distribution u(r; t) on the distorted beam. The corrected beam is then represented by a(r)e i[u(r;t)+ (r)] . We denote the ÿltered image by [f(u + )](r; t) to emphasize that it is a functional of the phase of the corrected wave front. The evolution equation we assume for u is
where the gain function Á satisÿes Á(r; t) ¿ 0, ∀r; t. The di usion term is required for the analysis, but l ¿ 0 may be arbitrarily small. The dynamics are thus determined by f, which captures the e ects of the Fourier phase ÿltering of the corrected beam. Besides the phase-shift of the zero-order Fourier component, there is also an intensity measurement included in f. Letting Â represent the phase-shift of the zero-order Fourier component, we thus obtain the following model for the conventional Zernike wave-front sensor (see Appendix A):
(We have ignored ÿnite aperture e ects by failing to truncate the Fourier series at some ÿnite frequency.)
Some of the undesirable nonlinearities present in f conv can be cancelled by taking the di erence of two such images, corresponding to oppositely directed Fourier phase-shifts Justh et al., 2000a Justh et al., , b, 2001 ) (a related idea can be found in Seward, Lacombe, & Giles, 1999) . The resulting "di erential" Zernike wave-front sensor model is
The image subtraction required for the di erential wave-front sensor can potentially be incorporated into the circuitry of the imager in Fig. 2 (Gruev & Etienne-Cummings, 2000) . The di erential Zernike wave-front sensor image given by Eq. (6) is straightforward to interpret. At each point r (and for ÿxed t), the value of the operator f di is a periodic function of the corrected beam phase. However, there is also global coupling through the zero-order Fourier component 1= 2 a(r)e i[u(r;t)+ (r)] dr. Also, Eq. (6) indicates that a judicious choice for Â is Â = =2.
The dynamics given by Eq. (4), with l = 0 and f given by Eq. (6), are (formally) gradient dynamics with respect to the energy functional
which is proportional to (the negative of) the intensity in the zero-order Fourier component of the corrected beam (Justh et al., , 2000a . Remark on notation: We will generally drop the r and t arguments of u and f(u + ), as well as the r argument of a and , in the remainder of the development. The equations are then more compact and easy to read, but a; , and u must be interpreted as functions, and f as an operator.
Using variational calculus, for Eq. (4) with l = 0, we
where
Observe that dV=dt 6 0, and dV=dt = 0 only at equilibria of the dynamics. The feedback system thus evolves to maximize the power in the zero-order Fourier component of the corrected beam. It is clear that u(r; t)=− (r) minimizes V (u), so that phase correction (or phase conjugation) corresponds to energy functional minimization. A standard performance metric for adaptive optic systems is the Strehl ratio, St, which is the normalized zero-order Fourier component intensity,
The Lyapunov functional for the single-pixel Fourier ÿlter is thus proportional to the Strehl ratio (Justh et al., , 2000a . Strehl ratio maximization corresponds to wave-front correction, so from the forgoing analysis it would seem reasonable to conclude that the single-pixel Fourier ÿlter is a good choice for the Fourier ÿlter in Fig. 3 . Indeed, when the Strehl ratio of the corrected beam in Fig. 1 is su ciently high, the single-pixel Fourier ÿlter is an excellent choice. The practical di culty occurs when detector noise is present and the Strehl ratio of the corrected beam is low. When the Strehl ratio is low, the wave-front sensor image f di given by Eq. (6) has low contrast (which, in the presence of detector noise, implies a low signal-to-noise ratio). For this reason, we are led to consider alternative choices for the Fourier ÿlter that can provide improved contrast.
General Fourier phase ÿlter with common phase shift
If a common phase shift Â is applied to multiple Fourier components, then the (di erential) wave-front sensor image (in the absence of any correction) becomes
where I is a ÿnite index set that may or may not contain 0 (the zero-order component). We assume for purposes of the results presented below that both I and Â are ÿxed for all time t.
To state rigorous results for the system of Fig. 1 , we make the following hypotheses:
(A.1) The boundary conditions are periodic on , a square region with sides of length (and all integrals are understood to be integrals over ).
(A.
2) The initial conditions satisfy u(r; 0), Proof. See Appendix B.
Proposition 2 (Justh et al., 2000a) . Under assumptions (A.1)-(A.7), system (4), with f( ) given by Eq. (10), is a gradient system with respect to the energy functional
Speciÿcally, @u=@t =−∇ u V (with respect to the inner product g; h = (1=Á(r))g(r)h(r) dr on L 2 ( )), and
Thus, V also serves as a Lyapunov functional for the dynamics; i.e., dV=dt 6 0, with dV=dt = 0 only at equilibria.
Proof. Di erentiating the energy functional V with respect to time gives
This calculation shows that @u=@t = −∇ u V , and that dV=dt 6 0, with dV=dt = 0 only at equilibria.
Remark. The term l 2 =2|∇u| 2 dr in Eq. (11) can be viewed as a regularization term, penalizing rapid changes in the u(r; t) with respect to the spatial variable r. The second term of Eq. (11) is proportional to the sum of the intensities of the Fourier components of the corrected beam that are phase-shifted by the Fourier ÿlter.
As time passes, the system thus tends to maximize the total intensity within the collection of phase-shifted pixels (provided l is su ciently small). The Strehl ratio (Eq. (9)) is not necessarily maximized when I = {0}. However, if I is chosen judiciously (and Â = =2), f common given by Eq. (10) can provide a much higher signal-to-noise ratio (SNR) in the presence of detector noise than f di given by Eq. (6). This motivates why we consider a time-varying Fourier ÿlter in Fig. 3: we would like the index set I to change as time passes so as to maintain a su ciently high SNR, but to eventually converge to I = {0} so that the Strehl ratio is maximized. (For further discussion, see Section 4 below.)
General Fourier phase ÿlter with arbitrary phase shifts
For practical reasons, we want to consider Fourier ÿlters in which both the ÿnite index set I , and the phase shifts Â p for each p ∈ I , can be arbitrarily chosen. The (di erential) wave-front sensor image for ÿxed, arbitrary Fourier component phase shifts is given by
where the operator f o ( ) is given by
By taking f o ( ) ≡ 0 in Eq. (14), we obtain a nonlinear approximation to the wave-front sensor image. Simulation and experimental work suggest that this nonlinear approximation adequately captures the system's qualitative behavior .
Proposition 3 ). Under assumptions (A.1)-(A.7), system (4), with f = f arb − f o , is a gradient system with respect to the energy functional
Also, V serves as a Lyapunov functional for the dynamics.
Proof. Analogous to the proof of Proposition 2.
Practical implementation issues
The analysis presented in Section 3 above, and in particular, Propositions 2 and 3, apply to particular choices of ÿxed (i.e., time-independent) Fourier ÿlters. The single-pixel Fourier ÿlter leads to Strehl ratio maximization (i.e., wave-front correction), but only in the noiseless setting. In the presence of noise, the single-pixel Fourier ÿlter can su er from low contrast (and low SNR) if the Strehl ratio is low. The ÿxed multi-pixel Fourier ÿlter (with a common phase shift Â) can produce higher-contrast images, and a convergent feedback system (by Proposition 2), but will not in general lead to wave-front correction (i.e., Strehl ratio maximization). The ÿxed multi-pixel Fourier ÿlter with arbitrary phase shifts (Â p for each p ∈ I ) can also produce higher-contrast images than the single-pixel Fourier ÿlter, but the convergence result, Proposition 3, only applies to an approximation of the physics-based model (i.e., f=f arb −f o instead of f = f arb ).
In this section, we discuss how Propositions 2 and 3, along with the Lyapunov functionals given by Eqs. (7), (11), and (16), provide insight into how to implement a practical high-resolution wave-front control system. Speciÿcally, the key aspect of a practical wave-front control system which remains to be speciÿed is the time-evolution of the Fourier ÿlter. The idea of using a time-varying Fourier ÿlter is motivated by the above-mentioned strengths and weaknesses of the di erent ÿxed Fourier ÿlters analyzed in the previous section. We discuss below a judicious choice for this time dependence. However, due to the complexity of the wave-front control system with a time-varying Fourier ÿlter, here we depart from a rigorous analysis and take a more pragmatic approach, guided by the modeling and theory presented in the previous sections.
Proportional Fourier ÿlter operator
There are di erent approaches one might take for prescribing the Fourier ÿlter as a function of time, but we will focus here on one particular approach which has been demonstrated in simulation and experiments to perform well in practice. For concreteness, we will assume that the index set I is ÿxed (i.e., time-independent). What can vary with time are the Â p , for p ∈ I . (The only constraint on I is that it be a ÿnite set; we may therefore choose I so that it includes every addressable pixel of the Fourier ÿlter SLM.) One choice for determining the Â p (t) is
where |a p (t)| 2 is proportional to the intensity of the pth Fourier series component of the corrected beam, and (t) ¿ 0 is a gain factor (which is time-varying, but p-independent) Ivanov et al., 1992) . One possible choice for (t) is
so that max p∈I Â p (t) = =2 for each t. Because Â p (t) is proportional to the intensity of the pth Fourier component, we refer to this approach as the "proportional Fourier ÿlter operator" Ivanov et al., 1992) . To understand intuitively how the proportional Fourier ÿlter operator works, consider V (for a ÿxed Fourier ÿlter with arbitrary phase shifts Â p ) given by Eq. (16), which can be rewritten as
For l , so that we may neglect the l 2 =2|∇u| 2 dr term, we see that V is minimized by maximizing |ap| 2 , wherê p = arg max p∈I Â p (where we assume that 0 6 Â p 6 =2, ∀p ∈ I ). Since the total beam intensity is ÿnite, this suggests (due to Proposition 3) that there is a tendency for thepth Fourier component of the corrected beam to grow at the expense of the other Fourier components. If instead of keeping the Â p ÿxed with time, we allow the Â p to vary according to Eqs. (17) and (18), then the growth of thepth Fourier component is reinforced by the growth of Âp relative to the other Â p .
The real utility of the proportional Fourier ÿlter operator lies in its behavior when the Strehl ratio is initially very low, because unlike the single-pixel Fourier ÿlter, the Fourier ÿl-ter given by Eqs. (17) and (18) can still have adequate contrast (or SNR). The tendency of the system to maximize the intensity of Fourier components with larger phase shifts Â p , reinforced by the rule that Â p is proportional at each time t to the pth Fourier component intensity, results in a self-organizing, or winner-take-all behavior in the system. As a result of this winner-take-all behavior, the Fourier ÿl-ter tends toward a single-pixel Fourier ÿlter, although there is nothing to suggest that the "winning" single pixel will in fact be the zero-order pixel. If the "winning" pixel is not the zero-order pixel, then an additional "tilt" component is introduced in the corrected wave front. This tilt component can either be removed optically (using an active tip-tilt mirror system), or can be avoided by augmenting Eq. (17) (which is beyond the scope of this paper).
The proportional Fourier ÿlter operator thus has all of the characteristics we require for a practical high-resolution wave-front control system. With the help of Propositions 2 and 3 we are able to develop an intuitive understanding of the behavior of the wave-front control system with the proportional Fourier ÿlter. This is important because it appears to be quite di cult to prove a convergence result for the dynamics (4), with f( ) given by Eq. (14) and Â p given by Eqs. (17) and (18).
Interpretation of experimental results
Recent experimental results clearly illustrate the Fourier ÿlter evolution arising from the proportional Fourier ÿl-ter operator (Justh, Vorontsov, Carhart, Beresnev, & Krishnaprasad, 2000b) . The experimental system consisted of the system of Fig. 1 , but with a liquid-crystal light valve (LCLV) used as an optically controlled Fourier phase ÿl-ter ). The LCLV does not require the imager and electronic processing shown in Fig. 3 , because the LCLV is designed to produce a phase shift distribution proportional to the intensity distribution incident upon it, as in Eq. (17).
The di erential wave-front sensor approach with image subtraction was not used in these experiments, and this was the primary way in which the experimental system deviates from the models presented in this paper. Nevertheless, there was good qualitative agreement between the models and the experimental system over a certain range of operating conditions (for experimental details, see Justh et al., 2000b) . Fig. 4 shows the Fourier ÿlter evolution for one experimental trial of the wave-front control system with the LCLV. Initially, because the wave front is highly distorted, the Fourier-domain intensity is distributed among many spatial frequency components. As the system evolves, the Fourier-domain intensity becomes concentrated in several components, then in only two components, and ultimately in a single component (Justh et al., 2000b) .
Intensity scintillations
From a practical standpoint, one of the key features of Propositions 1, 2, and 3 is that the input beam intensity can have spatial variation, which is embodied in the dependence of the amplitude a on r. Laser beams which pass through long, horizontal atmospheric paths are typically subject to phase distortion, followed by di raction, followed by further phase distortion, and so on, as the beam passes through successive regions of turbulence (Roggemann & Welsh, 1996) . Di raction transforms phase distortion into both intensity and phase distortion, so that the beam emerging from the long atmospheric path through turbulence has intensity scintillations in addition to phase distortion. The ability of the high-resolution wave-front control system of Fig. 1 (together with di erential Zernike wave-front sensing, as in Eq. (6)) to perform wave-front correction in the presence of input beam intensity variations is thus of considerable importance for applications involving laser beam propagation through long atmospheric paths.
Low-resolution wave-front correction with high-resolution sensing
The system of Fig. 1 is an alternative to conventional low-resolution adaptive optics systems based on wave-front slope measurements (Roggemann & Welsh, 1996; Hardy, 1978; Roddier, 1999) . The devices generally used for conventional adaptive-optic wave-front correction have resolutions on the order of 10-500 elements. Piezoelectrically actuated deformable mirrors are an example of this type of low-resolution adaptive optic wave-front corrector, and advantages of deformable mirrors include large deformations (i.e., several wavelengths of stroke), nearly 100 percent ÿll factor, and commercial availability. Depending on the extent of wave-front aberrations, low-resolution wave-front correction can be quite adequate for atmospheric turbulence compensation in many cases.
In conventional adaptive optics systems with lowresolution wave-front correctors, low-resolution ShackHartmann wave-front sensing is typically used. In such systems, the deformable mirror control signals are derived from the (Shack-Hartmann sensor) wave-front slope measurements, taking into account the deformable mirror in uence function (i.e., the function describing the dependence of the continuous mirror displacement distribution on the discrete actuator control signals). The assumption that the input beam wave front can be reconstructed only from measurements of its gradient introduces errors when the wave-front distortion contains "branch points" (Fried, 1998) . A branch point is a singularity in the phase distribution such that summing up phase di erences around such a point produces an integer multiple of 2 (instead of zero). Highly aberrated beams, such as those which traverse long horizontal paths through atmospheric turbulence, tend to contain many such branch points.
Because the Zernike phase-contrast wave-front sensor measures wave front directly, and does not involve reconstruction of the wave front from gradient measurements, branch points cause no di culties for the system of Fig. 1 . It is therefore natural to consider the advanced phase-contrast wave-front sensor as a wave-front sensor for a low-resolution adaptive optic system, and compare its performance to conventional low-resolution adaptive optic systems (although a detailed comparison of this type is beyond the scope of this paper.).
The ÿrst step is to properly spatially discretize the dynamics so that convergence results analogous to Propositions 2 and 3 carry over to the discretized system. Let the wavefront correction element be described by u(r; t) = S(r; u 11 (t); u 12 (t); : : : ; u nn (t));
where the u ij (t) are electrode voltages causing deformation of, say, a deformable mirror. A natural choice for a discrete approximation to Eq. (4), corresponding to principal component analysis, is
f(S(r; u 11 ; u 12 ; : : : ; u nn ) + ) dr:
The parameter corresponds to the length scale of the spatial discretization of the wave-front corrector. (For a practical implementation, standard practice would be to approximate the @S=@u ij as functions of r alone.) From expression (21) for the dynamics, we see that it is not necessary to measure f(u + ), only certain spatially weighted functionals of f(u + ). Thus, as long as the response of an array of photodetectors is appropriately matched to a ÿnite degree-of-freedom wavefront corrector, phase distortion suppression may be achievable. Furthermore, the photodetector signals could be directly fed back to the corresponding electrodes of the phase-correcting SLM, with the only computation required being the subtraction needed for the di erential approach (and integration with respect to time).
Under appropriate hypotheses, it can be shown (see Justh et al., 2000a ) that the dynamical system (21) is a gradient system with respect to the energy function V given by 
Speciÿcally, du ij =dt = −@V =@u ij , and
Thus, V also serves as a Lyapunov function for the dynamics; i.e., dV =dt 6 0, with dV =dt = 0 only at equilibria. Observe that for l = 0 and I = {0}, minimizing V corresponds to maximizing the Strehl ratio. A practical drawback for the scheme we have just described, using phase-contrast sensing with low-resolution wave-front correction, is that phase distortion greater than a wavelength may not be correctly compensated because the wave-front sensor does not distinguish between multiples of 2 in phase. However, by combining a conventional low-resolution adaptive optic system with a high-resolution adaptive optic system (or perhaps simply a high-resolution phase-contrast wave-front sensor based on the controlled Fourier ÿlter of Fig. 3) , the e ects of branch points could potentially be greatly mitigated.
Wave-front estimation
In the preceding sections, we considered deterministic models and used methods from nonlinear dynamics to study stability and convergence for certain high-resolution wave-front control systems. We also considered various practical issues, including implementability, and wave-front sensor image contrast when the Strehl ratio is low. While the deterministic analysis provides considerable guidance for designing a high-resolution wave-front control system, the one key piece of information it cannot tell us is how to choose the feedback gain function Á(r; t). For choosing Á(r; t), it is necessary to consider the statistical nature of atmospheric turbulence and photodetector noise.
In this section we formulate a wave-front estimation problem which parallels the (deterministic) wave-front control problem addressed in the preceding sections. Speciÿcally, we discretize both the time and spatial variables, and we consider the system of Fig. 1 to be a nonlinear estimator: based on noisy, nonlinear measurements of the corrected beam wave front, the system attempts to estimate the (conjugate of the) input beam wave front.
Modeling wave-front distortion and photon noise
Very detailed statistical models of atmospheric turbulence and photon noise can be found in the literature, and have been used to study and design adaptive optic systems (Roggemann & Welsh, 1996) . Statistical models for atmospheric turbulence generally assume particular forms for the spatial power spectra, with origins in the study of thermal energy transfer and uid motion across various length scales. Motion of the turbulent structures produces the temporal dependence of the wave-front distortion.
A standard approach for modeling photon noise is the semi-classical model (Roggemann & Welsh, 1996) . Electromagnetic ÿeld theory is used to describe the system up to the plane where the intensity measurement is made. The intensity measurement is then taken to be a Poisson process with its rate function determined by the classical electromagnetic ÿeld irradiance. (Integrating the rate function over the area of a single photodetector gives the average number of photons incident on the detector per unit time.) The electromagnetic ÿeld irradiance depends on both the deterministic optical system (i.e., the operator f of Section 3), and the random atmospheric turbulence.
Nonlinear estimator
We let k denote the discrete time variable, and we let s, a two-dimensional vector of integers, denote the discrete transverse coordinates. For the wave-front estimation problem we use a discrete Fourier transform:
where the a p now represent discrete Fourier transform coefÿcients. The total number of grid points (in both the spatial and Fourier domains) is n 2 . The state of the distortion (speciÿcally, the e ect of the atmospheric turbulence on input beam phase) is denoted s (k). We assume that the update equation for the atmosphere is
where w s (k) is a noise process (assumed to be stationary) driving the state of the atmospheric distortion.
The estimate of the state of the distortion at time k (given information up to time k − 1) is denotedˆ s (k|k − 1). The error signal,
is produced by the phase-correcting SLM, and is what we would like the wave-front control system to minimize (in an appropriately weighted mean-square sense). We let (k) denote the matrix { s (k)}. In the absence of measurement noise, the image measured by, e.g., the single-pixel di erential Zernike wave-front sensor can then be expressed as
The measured image, including a photon noise term v s (k) (assumed to be stationary), is then [
A natural update equation for the estimator iŝ
where {c s (k)} is a gain matrix (replacing the gain function Á(r; t) of Section 3). The block diagram corresponding to this estimator is shown in Fig. 5 . Eq. (28) is a discrete-time (and spatially discretized) version of the deterministic gradient ow (4), with l = 0, and with additional noise terms. The evolution equation for the error is
We thus have a nonlinear update equation for the estimation error, involving both process and measurement noise. The "ODE method" relates the stability of the stochastic system (28) to a system of deterministic ordinary differential equations (Kushner & Yin, 1997; Ljung & Soderstrom, 1983) . This system of deterministic ordinary di erential equations corresponds to a discretization of the PDE model (4) for l = 0. We are currently investigating the implications of the ODE method for system (28). 
Relationship between Strehl ratio and error covariance
A natural performance metric for wave-front estimation is the instantaneous (weighted) sample error covariance (over the spatial extent of the beam cross-section at the wave-front corrector) 
The relationship between the Strehl ratio and the wave-front error covariance is well-known in the optics literature (Roggemann & Welsh, 1996) . For concreteness, we outline a derivation. The zero-order Fourier component intensity is
The Strehl ratio is
which is analogous to Eq. (9) if we identify { s (k)} in Eq. (33) with [u(r; t) + (r)] in Eq. (9). The Strehl ratio given by Eq. (33) satisÿes
To see this relationship between Strehl ratio and error covariance, simply take the Taylor series expansion of i 0 (") around ",
where " denotes the n × n matrix whose elements are all .
Computing the partial derivatives in Eq. (35) gives
There is thus a straightforward relationship between Strehl ratio maximization for the deterministic wave-front control problem and error covariance minimization for the wave-front estimation problem. The Strehl ratio can be measured using the Fourier-domain imager in Fig. 3 , which raises the possibility of adapting the gain matrix on-line.
Implications for system design
Our general strategy for system design is then to start with the basic architecture of Fig. 1 , and make good choices for the Fourier ÿlter operator and the gain matrix. We have seen from the deterministic analysis that the proportional Fourier ÿlter operator (with the peak phase shift constrained to be at most =2) has favorable properties. In the presence of noise, it is critical that the Fourier ÿlter provide a ÿltered image with good SNR (i.e., good contrast), so that the system can start compensating phase distortion even when the initial distortion is severe. The deterministic analysis of Section 3 places no constraints on the gain function (other than Á min ¡ Á(r) ¡ Á max for some positive constants Á min and Á max ). However, in the discrete-time setting, the dynamical Eq. (4) is replaced by a forward-Euler method, and it is evident that there is an upper limit on each element of the gain matrix. For linear estimation problems, the gains start out large, and decrease as the estimate is reÿned. A similar behavior is expected for the nonlinear estimator described above. Our strategy is then to make sure the gain matrix elements stay bounded appropriately (to ensure stability of the nonlinear system) when the estimation error is large, and to reduce the gain matrix (e.g., using a common scale factor) as the estimation error decreases. In the small-estimation-error regime, a linear approximation to the nonlinear estimator may be useful. By scaling the gain matrix based on the measured Strehl ratio, the system can transition naturally on its own from the nonlinear, large-distortion regime to the linear, small-distortion regime.
Summary and conclusions
Large arrays of sensors and actuators are becoming feasible to build. The challenge ahead is to devise e ective control laws in conjunction with such arrays. In this paper we report on our results in meeting such a challenge within the context of optics-speciÿcally, feedback control to correct optical wave-front distortions caused by atmospheric turbulence. We have discussed both architectures and algorithms that exploit a modern realization of the Zernike wave-front sensor.
In considering optical wave-front measurement and control, nonlinearity enters in an intrinsic way. We use the continuum limit of actuation to represent the control laws via semilinear partial di erential equations, which in certain instances give rise to gradient dynamics. In this paper we provide rigorous conclusions on the asymptotic behavior of such dynamics and also relate these results to experiments reported in companion papers. It is noteworthy that the control laws we describe admit parallel distributed implementations and hence scale well with the number of actuator elements.
Other optimization-based approaches to adaptive optics have recently emerged in the literature (Barchers & Ellerbroek, 2001; Chu, Pauca, Plemmons, & Sun, 2000) . We hope to explore, in the future, possible connections between our current work and these recent contributions. Fig. 6 ) then performs an inverse Fourier transform. The two parts of the beam with di erent Fourier-domain phase shifts then interfere to produce an intensity pattern which is a nonlinear measurement of the input beam phase. The nonlinearity is analogous to the sinusoidal nonlinearity of an interferometer, but in addition, there is nonlocal coupling arising from the fact that the "reference beam" is taken from the input beam. We refer to the system of Fig. 6 as the "conventional Zernike wave-front sensor."
A linearized description of (an idealized approximation to) the conventional Zernike wave-front sensor, valid for small-magnitude phase variations in the input beam, was used by Zernike (in the context of microscopy) and by later authors (in the context of adaptive optics for astronomy) (Hardy, 1978; Dicke, 1975) . If the input beam has a uniform intensity distribution over its cross-section, the linearized conventional Zernike wave-front sensor output intensity distribution is the sum of a constant term and a term proportional to the input beam phase distribution. The conventional Zernike wave-front sensor has certain practical disadvantages. The advantages of replacing the Zernike phase plate with an SLM have led to more recent interest in phase-contrast wave-front sensing, and to more detailed analysis of phase-contrast sensors (Ivanov et al., 1992; Gl uckstad, 1995; Seward et al., 1999; Gl uckstad & Mogensen, 2001 ).
