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Abstract. In this article we consider recursive approximations of the smoothing distribution as-4
sociated to partially observed stochastic differential equations (SDEs), which are observed discretely5
in time. Such models appear in a wide variety of applications including econometrics, finance and6
engineering. This problem is notoriously challenging, as the smoother is not available analytically7
and hence require numerical approximation. This usually consists by applying a time-discretization8
to the SDE, for instance the Euler method, and then applying a numerical (e.g. Monte Carlo) method9
to approximate the smoother. This has lead to a vast literature on methodology for solving such10
problems, perhaps the most popular of which is based upon the particle filter (PF) e.g. [9]. In the11
context of filtering for this class of problems, it is well-known that the particle filter can be improved12
upon in terms of cost to achieve a given mean squared error (MSE) for estimates. This in the13
sense that the computational effort can be reduced to achieve this target MSE, by using multilevel14
(ML) methods [12, 13, 18], via the multilevel particle filter (MLPF) [16, 20, 21]. For instance, to15
obtain a MSE of O(2) for some  > 0 when approximating filtering distributions associated with16
Euler-discretized diffusions with constant diffusion coefficients, the cost of the PF is O(−3) while17
the cost of the MLPF is O(−2 log()2). In this article we consider a new approach to replace the18
particle filter, using transport methods in [27]. In the context of filtering, one expects that the19
proposed method improves upon the MLPF by yielding, under assumptions, a MSE of O(2) for a20
cost of O(−2). This is established theoretically in an “ideal” example and numerically in numerous21
examples.22
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1. Introduction. The smoothing problem often refers to the scenario where one25
has an unobserved Markov chain (or signal) in discrete or continuous time and one is26
interested in inferring the hidden process on the basis of observations, which depend27
upon the hidden chain. The case we consider is where the hidden process follows a28
SDE and the observations are regularly recorded at discrete times; given the signal29
at a time t the observation is assumed to be conditionally independent of all other30
random variables. The process of filtering is to infer some functional of the hidden31
state at time t given all the observations at time t and the smoothing problem to infer32
some functional of potentially all the states at the discrete observation times again33
given all the observations. It is often of interest to do this recursively in time. This34
modelling context is relevant for many real applications in econometrics, finance and35
engineering; see e.g. [4] and the references therein.36
The smoothing problem is notoriously challenging. Supposing one has access37
to the exact transition of the SDE, then unless the observation density is Gaussian38
and depends linearly on the hidden state and the transition density is also Gaussian39
depending linearly on the previous state, the filter and smoother are not analytically40
tractable (unless the state-space of the position of the diffusion at any given time is41
finite and of small cardinality); see [5]. However, it is seldom the case that even the42
transition density (or some unbiased approximation of it, e.g. [11] and the references43
therein) is available; this is assumed throughout the article. Thus typically, one44
time-discretizes the diffusion process and then one seeks to perform filtering and45
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smoothing from the time-discretized model. This latter task is still challenging as46
it is still analytically intractable. There is a vast literature on how to numerically47
approximate the filter/smoother (e.g. [7]) and perhaps the most popular of which is48
the particle filter. This is a method whose cost grows linearly with the time parameter49
and generates N samples in parallel. These samples are put through sampling and50
resampling operations. It is well-known that when estimating the filter, the error is51
uniform in time. For the smoother, the error often grows due to the so-called path52
degeneracy problem and indeed, there are many smoothing problems for which it is53
not appropriate; see [23] for some review and discussion. In the context of the problem54
in this article, when only considering the filter, ignoring the time parameter and under55
assumptions, to obtain a MSE of O(2) for some  > 0 the cost of the PF is O(−3).56
The MSE takes into account the exact filter (i.e. the one with no time discretization).57
Multilevel Monte Carlo (MLMC) methods [12, 13, 14, 15, 18] are of interest in58
continuum systems which have to be discretized in one dimension, just as in this59
article (extensions to discretization in multiple dimensions have been proposed and60
studied in [6, 17]). We explain the idea informally as follows: let the time parameter61
be fixed and denote by pLt the filter associated to a (say Euler) discretization level62
hL > 0, set Xt ∈ Rd, d ≥ 1 and for ϕ : Rd → R bounded denote by pLt (ϕ) the63
expectation of ϕ with respect to (w.r.t.) the filter. Then the MLMC method is based64
upon the following approach. Consider 0 < hL < hL−1 < · · · < h0 < +∞ a sequence65
of discretizations, where hL is the most accurate (finest) discretization and h0 the66
least (coarsest), the ML identity is67
pLt (ϕ) =
L∑
l=0
(plt − pl−1t )(ϕ)68
where p−1t is an arbitrary measure satisfying p
−1
t (ϕ) = 0 for every ϕ. The idea is then69
to sample N0 independent samples from p
0
t and then, independently for each 1 ≤ l ≤ L70
independently sample Nl coupled pairs from the pair (p
l
t, p
l−1
t ). The MLMC estimator71
is then72
1
N0
N0∑
i=1
ϕ(X0t,i) +
L∑
l=1
1
Nl
Nl∑
i=1
[ϕ(X lt,i)− ϕ(X l−t,i )]73
where {X0t,i}N0i=1 are i.i.d. p0t and {(X lt,i, X l−t,i )}Nli=1 are i.i.d. from a coupling of (plt, pl−1t ).74
To obtain a MSE of O(2) one sets L such that the squared bias is O(2) (the bias is75
known in the context of interest). If one has Var(ϕ(X lt,1)−ϕ(X l−t,1)) = O(hβl ) for some76
β > 0 then one can try to minimize (w.r.t. N1, . . . , NL) the cost
∑L
l=1Nlh
−ζ
l (ζ = 177
for an Euler discretization) subject to the variance 1/N0 +
∑L
l=1 h
β
l /Nl being O(2).78
[12] finds a solution to this problem. The main issue in the context of smoothing,79
is that one (typically) does not know how to sample from the smoothers nor the80
couplings.81
In [16, 20, 21] it is shown how to utilize the PF to leverage on the potential82
decrease in cost to obtain a given MSE. This has been termed the MLPF. The idea is83
to use couplings in the Euler dynamics and the resampling operation of a PF. This has84
been later refined in [26]. To our knowledge, the only theoretical work for the MLPF85
in [20], shows that to obtain a MSE of O(2) the cost in MLPF is O(−2 log()2), for86
some specific (constant diffusion coefficient) models and under particular assumptions.87
This is known to be worse than the rates obtained in [12] in the case where there are no88
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observations. Here and throughout, the time parameter is omitted from the discussion89
on cost and error, despite the fact that these are important considerations in general.90
The main idea in this article is to adopt an alternative method to the PF. The ap-91
proach is to use transport methods [27]. Transport maps have been used for Bayesian92
inference [10, 19] and more specifically for parameter estimation in [24] based on a93
related multi-scale idea. The basic idea is to obtain a map such that the image of94
samples from an easy-to-sample distribution through this map has exactly the type95
which one desires. In [27] it is shown how to develop numerical approximations of96
maps, associated exactly to the distributions of interest in this article. These approx-97
imations often induce i.i.d. Monte Carlo approximations of expectations of interest,98
albeit with a numerical error associated to the approximation of the transport map.99
As mentioned in [22], it is simple to induce coupled pairs using the method of [27] and100
this is exactly what is done in this paper. The potential advantages of this method101
relative to the MLPF are then as follows:102
(i) The ML rate lost by coupled resampling can be regained in the context of103
filtering.104
(ii) The method can be used for approximating the expectation of some func-105
tionals w.r.t. the smoother, whereas the approach in [20, 21] is typically not106
useful for smoothing at large time-lags.107
In this article we establish that (i) can hold in an ideal special case, where the model108
is linear and Gaussian and the transport map is exact. This result is reinforced by109
numerical examples which show that the result seems to hold more generally. The110
significance of (i) is that to obtain a MSE of O(2) the cost is O(−2); this is better111
than the MLPF. Point (ii) relates to the afore-mentioned path degeneracy effect,112
which can mean PFs (and hence the MLPF) are not so useful in the context of large113
lag smoothing.114
The structure of the article is as follows: Section 2 introduces the model and115
transport methodology. Section 3 presents the multilevel approach and the MLPF116
as well as the mechanisms underlying the computation of transport maps for a given117
level of discretization. The efficiency of the proposed approach is shown numerically118
on increasingly challenging scenarios in section 4.119
2. Methodology for SDE smoothing. In this section, the considered nota-120
tions and assumptions for the smoothing of SDEs are presented, together with a brief121
overview of the transport methodology.122
2.1. The SDE model. Throughout the article, all random variables will be123
assumed to be on the same complete probability space (Ω,Σ,P) and will be denoted124
by upper-case letters, while their realisations will be in lower case. We consider a125
diffusion process X = {Xt}t∈[0,T ] on the space Rd of the form126
(2.1) dXt = a(Xt)dt+ b(Xt)dWt, t ∈ [0, T ],127
where T is the final time, {Wt}t∈[0,T ] is the Brownian motion on Rd, a(·) is in the set128
C2(Rd,Rd) of twice continuously differentiable mappings from Rd to itself and b(·) is129
in C2(Rd,Md(R)) with Md(R) the space of square matrices of size d. The mapping b is130
assumed to be such that b(x)b(x)t is positive definite for all x ∈ Rd, with ·t denoting131
the transposition. Moreover, the drift and diffusion coefficients are assumed to be132
globally Lipschitz, i.e. there exists c > 0 such that133
|a(x)− a(x′)|+ |b(x)− b(x′)| ≤ c|x− x′|134
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for all x, x′ ∈ Rd. The initial distribution of the process X, i.e. the distribution of135
X0, is denoted p0 (and might be equal to δx0 for some initial condition x0 ∈ Rd). It is136
assumed that the mth-order moment of X0 defined as E(|X0|m) is finite for any m ≥ 1.137
Probability density functions will be considered with respect to the Lebesgue measure138
on Rd and both probability measures and their corresponding density functions will139
be referred to by the same notation.140
The distribution of Xk, k ∈ {1, . . . , T}, given a realisation xk−1 of the state141
Xk−1 is denoted Q(xk−1, ·). In addition to the fact that the expression of the Markov142
transition Q is unavailable in general, it is not usually possible to devise an unbiased143
estimator for it or even to sample from it. In the case where d = 1, one can obtain144
“skeletons” of exact paths using the algorithm of [3, 2], however, the extension of this145
approach to SDEs of higher dimensions might not be possible [1].146
The diffusion process X is assumed to be observed in Rd′ , d′ ∈ N, at all the147
integer-valued times so that the final time T is also assumed to be an integer. These148
assumptions are made for the sake of notational simplicity and can be easily removed.149
For all k ∈ {0, . . . , T}, the observation Yk is a random variable that is conditionally150
independent on the state Xt at times t 6= k given Xk. The observation process can151
be expressed in general as152
(2.2) Yk = gk(Xk, Vk)153
where gk is a deterministic observation function and where {Vk}Tk=0 is a collection154
of independent random variables. It is assumed without any real loss of generality155
that both gk and the distribution of Vk do not depend on the time index k, the156
corresponding likelihood for a realisation yk of Yk is denoted `(Xk, yk).157
2.2. Smoothing for SDEs. Throughout the article, joint states in Rd(n+1) for158
some n ∈ N0 will be denoted either by xk:k+n .= (xk, xk+1, . . . , xk+n) with k ∈ N159
or by xS , with S = {s0, s1, . . . , sn} a finite subset of [0, T ] such that si < sj for160
all 0 ≤ i < j ≤ n, defined as xS .= (xs1 , xs2 , . . . , xsn). The smoothing distribution161
associated with the SDE (2.1) is defined formally as the joint law of the diffusion162
process X at all the integer times given realisations y0, . . . , yT of the observation163
process (2.2), and can be expressed for any x0:T ∈ Rd(T+1) as164
p(x0:T ) =
`(x0, y0)p0(x0)
∏T
k=1
[
Q(xk−1, xk)`(xk, yk)
]∫
`(x′0, y0)p0(x
′
0)
∏T
k=1
[
Q(x′k−1, x
′
k)`(x
′
k, yk)
]
dx′0:T
.165
The dependence of the smoothing distribution on the realisations y0, . . . , yT of the166
observation process is omitted for the sake of notational simplicity. This is justified167
by the fact that these observations will be fixed in the remainder of the article so that168
the smoothing distribution p and its approximations will always be conditioned on the169
same given observations. The expression of p is a direct consequence of Bayes’ theorem170
applied to the prior p0(x0)
∏T
k=1Q(xk−1, xk) describing the law of the unobserved171
(hidden) diffusion process together with the joint likelihood
∏T
k=0 `(xk, yk) whose172
expression results from the conditional independence of the observations.173
Using the same principle of implicit conditioning as with the smoothing distri-174
bution, the filtering distribution pk at time k is defined as the law of Xk given the175
realisations y0, . . . , yk and is expressed recursively as176
pk(xk) =
`(xk, yk)
∫
Q(xk−1, xk)pk−1(xk−1)dxk−1∫
`(x′k, yk)Q(x
′
k−1, x
′
k)pk−1(x
′
k−1)dx
′
kdx
′
k−1
177
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for any xk ∈ Rd and any k ∈ {1, . . . , T}. The marginal distribution of Xk induced by178
the smoothing distribution p corresponds to the filtering distribution pk when k = T179
only.180
The objective in this article can now be formally expressed as follows: to compute181
the expectation p(ϕ)
.
=
∫
ϕ(x0:T )p(x0:T )dx0:T of some bounded measurable function182
ϕ on Rd(T+1). Although the above formulation casts the considered problem into183
the standard Bayesian inference framework, the Markov transition Q is unavailable184
in general, so that expressing analytically the distributions p and pk is not usually185
possible. The first step toward our objective is then to apply a time-discretization to186
the SDE (2.1), which, for the sake of simplicity, is illustrated with Euler’s method for187
some discretization level l ∈ N0:188
(2.3) Xt+hl = Xt + hla(Xt) +
√
hlb(Xt)Ut,189
for some time-step hl = 2
−l and for all t ∈ Tl \ {T} where Tl .= {0, hl, . . . , T},190
with {Ut}t∈Tl\{T} a collection of independent Gaussian random variables with density191
φ(· ; 0, Id) where Id is the identity matrix of size d. The choice of time step hl = 2−l192
is made for the sake of convenience and is not necessary. The only requirement for193
both the MLPF and the multilevel transport is that the ratio hl−1/hl has to be an194
integer. The number of time steps from a given observation time up to and including195
the next observation time, that is in the interval (k, k+1] for some k ∈ {0, . . . , T −1},196
is Ml = 2
l. The numeral scheme (2.3) yields a Markov transition Kl between two197
successive discretization times defined as198
Kl(x, ·) = φ(· ;x+ hla(x), hlb(x)b(x)t)199
for any x ∈ Rd, which enables the approximation of Q by another Markov kernel Ql200
defined as201
Ql(x, ·) = Kl . . .Kl︸ ︷︷ ︸
Ml times
(x, ·),202
where KK ′(x, ·) = ∫ K(x, x′)K ′(x′, ·)dx′ for any transition kernels K, K ′. The203
smoothing distribution pl induced by (2.3), which approximates p, is expressed on204
Rd(MlT+1) instead of Rd(T+1) and is characterised by205
pl(xTl) ∝ p0(x0)
∏
t∈Tl\{T}
Kl
(
xt, xt+hl
) T∏
k=0
`(xk, yk)206
for any xTl ∈ Rd(MlT+1). Marginalising w.r.t. all xt such that t /∈ N0 gives a distribu-207
tion on Rd(T+1) which depends on the same time steps as p. It is understood that the208
error in the approximation of Q and p by Ql and pl decreases when l increases and209
tend to 0 as l tends to infinity. The measure pl(ϕ) of the function ϕ is understood as210
the measure of the canonical extension ϕ¯ of ϕ from Rd(T+1) to Rd(MlT+1) defined as211
ϕ¯(xt) =
{
ϕ(xt) if t ∈ N0
1 otherwise.
212
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The extension ϕ¯ of the function ϕ can indeed be seen as canonical since it holds that213
pl(ϕ¯) ∝
∫
ϕ¯(xTl)p0(x0)
∏
t∈Tl\{T}
Kl
(
xt, xt+hl
) T∏
k=0
`(xk, yk)dxTl214
=
∫
ϕ(x0:T )`(x0, y0)p0(x0)
T∏
k=1
[
Ql(xk−1, xk)`(xk, yk)
]
dx0:T ,215
216
as expected. Henceforth, pl(ϕ) will be used has a shorthand notation for pl(ϕ¯) when217
there is no ambiguity.218
At this stage, standard Bayesian inference methods can be easily applied. For219
instance, if a and b are linear and constant functions respectively and if the observation220
equation (2.2) takes the form221
Yk = gk(Xk) + Vk222
with gk a linear map and with Vk normally distributed, then the Kalman methodology223
can be used to determine the filtering and smoothing distributions. When this is224
not the case, the PF methodology can be used instead, the approach exposed in [9]225
being one of the most popular versions. The latter applies sampling and resampling226
mechanisms to determine the filtering distribution with an error that is uniform in227
time. It is however less efficient for smoothing problems [23], mostly because of the228
path degeneracy induced by the use of repeated resampling procedures.229
The proposed second step toward the efficient computation of p(ϕ) is to use a230
method that enables i.i.d. samples to be drawn directly from the smoothing distribu-231
tion pl and hence avoiding path degeneracy. This has been made possible by transport232
methods [28, 27] which are presented in the next section.233
2.3. Transport methodology. The general principle of transport methods,234
when applied to the considered problem, is to compute a deterministic coupling be-235
tween the base probability distribution ηl of a convenient i.i.d. process on Rd and the236
target distribution pl, that is to compute a mapping Gl from Rd(MlT+1) to itself that237
pushes forward ηl to pl, i.e. such that238
pl(xl) = Gl#η
l(xl)
.
= ηl
(
(Gl)−1(xl)
)∣∣det∇(Gl)−1(xl)∣∣,239
where ∇(Gl)−1(xl) is the gradient of the inverse transport map (Gl)−1 evaluated240
at xl ∈ Rd(MlT+1). In this setting, the distribution ηl is also assumed to be on241
Rd(MlT+1). The method introduced in [27] makes use of the specific structure of242
pl, which is induced by the Markov property of the underlying diffusion process X,243
to divide the problem into a sequence of low-dimensional couplings. Each of these244
deterministic couplings, say M lt for some t ∈ Tl \ {T}, is a mapping from Rd × Rd to245
itself which is assumed to take the form246
M lt : (xt, xt+hl) 7→
(
M l,1t (xt, xt+hl),M
l,2
t (xt+hl)
)t
,247
for some M l,1t : Rd × Rd → Rd and M l,2t : Rd → Rd. Under additional assumptions248
on M l,1t and M
l,2
t (see (2.7) below), the mapping M
l
t can be characterised by249
(M lt)#η
l
t,t+hl
= pit,t+hl ,250
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where the probability distribution ηlt,t+hl on R
d×Rd is the marginal of ηl at discretiza-251
tion steps (t, t + hl) and where pit,t+hl is related to the marginal law of (Xt, Xt+hl)252
and is characterised when t > 0 by253
pit,t+hl(xt, xt+hl) ∝
{
ηlt(xt)K
l
(
M l,2t−hl(xt), xt+hl
)
`(xt+hl , yt+hl) if t+ hl ∈ N
ηlt(xt)K
l
(
M l,2t−hl(xt), xt+hl
)
otherwise,
254
where ηlt is the marginal of η
l on Rd at discretization time t, and by255
pi0,hl(x0, xhl) ∝
{
p0(x0)K
0(x0, x1)`(x0, y0)`(x1, y1) if l = 0
p0(x0)K
l(x0, xhl)`(x0, y0) otherwise.
256
257
Remark 2.1. The expression of pit,t+hl at level 0 is the one corresponding to the258
standard state space model presented in [27], that is259
pit,t+1(xt, xt+1) ∝ ηt(xt)K
(
M2t−1(xt), xt+1
)
`(xt+1, yt+1), t > 0260
pi0,1(x0, x1) ∝ p0(x0)K(x0, x1)`(x0, y0)`(x1, y1),261262
where the superscripts 0 indicating the level have been omitted.263
The distribution ηl is a design variable which is chosen to be the normal distri-264
bution N (0, Id(MlT+1)) for the sake of convenience (so that ηlt,t+hl = φ(· ; 0, I2d) and265
ηl
.
= ηlt = φ(· ; 0, Id) do not depend on t). The two components of the mapping M lt are266
instrumental for the proposed approach since they allow to transport samples from a267
convenient distribution to samples from the filtering or smoothing distributions. The268
filtering case is straightforward since it holds [27, Theorem 7.1] that M l,2t pushes for-269
ward ηlt+hl to the filtering distribution p
l
t+hl
. To obtain samples from the smoothing270
distribution, it is necessary to first embed M lt into the identity function on Rd(MlT+1),271
which results in a function Glt defined as272
Glt : (x0, xhl , . . . , xT ) 7→
(
x0, . . . , xt−hl ,M
l,1
t (xt, xt+hl),M
l,2
t (xt+hl), xt+2hl , . . . , xT
)t
.273
It is also demonstrated in [27, Theorem 7.1] that the desired mapping Gl, that is274
the one that pushes forward ηl to the smoothing distribution pl, is defined by the275
composition276
(2.6) Gl = Gl0 ◦Glhl ◦ · · · ◦GlT−hl .277
278
Remark 2.2. It would be possible to deduce a collection {G˜l−1t }t of transport279
maps at level l − 1 by approximating pairwise compositions of maps at level l as280
G˜l−1t ≈ Glt ◦Glt+hl281
for any t ∈ Tl−1 \ {T}. However, it is less clear in this case which distribution is282
approximated by this new collection of transport maps.283
Although the transport maps M lt have been identified, their computation is not284
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straightforward. Assuming that the mappings M l,1t and M
l,2
t are of the form285
(2.7)
M l,1t (x1:d, x
′
1:d) =
M
l,1,1
t (x1:d, x
′
1:d)
...
M l,1,dt (xd, x
′
1:d)
 and M l,2t (x1:d) =
M
l,2,1
t (x1:d)
...
M l,2,dt (xd)
 ,286
for any x1:d, x
′
1:d ∈ Rd, i.e. loosely speaking, that M l,1t and M l,2t are upper triangular,287
it follows that M lt is a σ-generalised Knothe-Rosenblatt (KR) rearrangement with288
σ = (2d, 2d − 1, . . . , 1), that is, informally, a map whose ith component depends289
only on the variables x2d, . . . , xi and which pushes forward the i
th conditional of the290
base distribution to the corresponding conditional of the target distribution (see [27,291
Definition A.3] for more details). In order to find M lt , we first have to solve the292
following optimisation problem:293
(2.8)
M l,∗ = argmin
M
−E
(
logpit,t+hl(Sσ(M(Z))) +
2d∑
i=1
log ∂iM
i(Z)− log ηlt,t+hl(Sσ(Z))
)
294
subject to M being a monotone increasing lower triangular mapping, where the ex-295
pectation is w.r.t. Z ∼ ηlt,t+hl and where Sσ is the linear map corresponding to the296
transposition matrix induced by σ. It follows that M lt = Sσ ◦M l,∗ ◦ Sσ since it holds297
that S−1σ = Sσ for the considered permutation σ. The above optimisation problem298
can be solved in different ways, e.g. by Gauss quadrature or by having recourse to299
Monte Carlo techniques [25, 8].300
The transport map Gl enables an approximation of pl(ϕ) to be computed by301
drawing N samples {zi}Ni=1 from ηl and by computing the empirical average302
p˜l(ϕ)
.
=
1
N
N∑
i=1
ϕ
(
Gl(zi)
) ≈ pl(ϕ).303
The MSE corresponding to the approximation of p(ϕ) by p˜l(ϕ) can be expressed as304
the sum of a variance term and a bias term as follows305
E
(
(p˜l − p)(ϕ)2) = E((p˜l − pl)(ϕ)2)+ (pl − p)(ϕ)2.306
We propose to further enhance the estimation by having recourse to a multilevel307
strategy for which transport methods will appear to be particularly well suited.308
Although the method presented in this section applies in principle to state spaces309
of any dimension, it is important to note that the computational cost of the corre-310
sponding algorithm can be prohibitively high even for moderate dimensions. This311
issue can however be mitigated by identifying some specific dependence structure be-312
tween the different dimensions and by applying the same principles as the ones applied313
here between time steps.314
3. Multilevel Monte Carlo. We now consider that the discretization (2.3) of315
the SDE (2.1) is performed at different discretization levels l ∈ {0, . . . , L} so that316
0 < hL < · · · < h0 = 1 for the considered value of hl. This implies that the solution317
at the coarsest level l = 0 is computationally efficient but possibly inaccurate whereas318
the solution at the finest level L is more accurate but slower to compute. The principle319
of MLMC is that the respective advantages of the coarsest and finest levels can be320
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combined within a single estimation procedure by coupling the estimation of p(ϕ)321
for adjacent levels. More specifically, the first step is to notice that the smoothing322
distribution pL corresponding to the discretization at level L can be expressed via a323
telescopic sum involving the smoothing distributions pl at the other levels l < L, that324
is325
(3.1) pL(ϕ) =
L∑
l=0
(pl − pl−1)(ϕ)326
where p−1 is an arbitrary measure satisfying p−1(ϕ) = 0, e.g. the null measure.327
Equation (3.1) motivates the introduction of some i.i.d. random variables {X0i }N0i=1328
in Rd(T+1) with law p0 and some i.i.d. random variables {X l,l−1i }Nli=1 in the space329
Rd(MlT+1) × Rd(Ml−1T+1) expressed as X l,l−1i = (X li ,X l−i ) and such that X li and330
X l−i have marginal laws p
l and pl−1 respectively, for all l ∈ {1, . . . , L}. This enables331
an approximation of pL(ϕ) as332
(3.2) pL(ϕ) ≈ p˜L(ϕ) .= 1
N0
N0∑
i=1
ϕ(X0i ) +
L∑
l=1
1
Nl
Nl∑
i=1
(
ϕ(X li)− ϕ(X l−i )
)
.333
This approximation of pL is useful if the random variables X0i0 ,X
1,0
i1
, . . . ,XL,L−1iL are334
independent of each other for all i0, i1, . . . , iL and if their respective components X
l
1335
and X l−1 are as correlated as possible for all l ∈ {1, . . . , L} (and hence for all random336
variables X li and X
l−
i with i ∈ {1, . . . , Nl} since they are i.i.d.).337
In order to determine the number of samples Nl required at each level, we first338
express the MSE related to (3.2) as the sum of a variance term and a bias term as339
(3.3) E
(
(p˜L − p)(ϕ)2) = L∑
l=0
Vl + (pL − p)(ϕ)2340
with341
Vl =

E
([
1
N0
N0∑
i=1
ϕ(X0i )− p0(ϕ)
]2)
if l = 0
E
([
1
Nl
Nl∑
i=1
(
ϕ(X li)− ϕ(X l−i )
)− (pl − pl−1)(ϕ)]2) otherwise.342
Assuming that the bias is of order O(hαL) for some integer α > 0, it follows that a343
bias proportional to  requires344
L ∝ − 1
α
log2().345
We also assume that the variance Vl at level l > 0 is of order O(hβl ) and that the346
cost Cl at level l is of order O(h−ζl ) for some positive integers β and ζ. The number347
of samples Nl at level l > 1 can then be determined by optimising the total cost348
C = ∑l ClNl for a given total variance V = ∑l Vl/Nl. This leads to349
(3.4) Nl = N12
−(β+ζ)(l−1)/2,350
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so that, to obtain a MSE of order 2, that is a bias of order  and a total variance of351
order 2, one must take N0 ∝ −2 and352
N1 ∝ −2
L∑
l=1
2(ζ−β)l/2.353
Therefore, the number of samples and the cost for a MSE of order O(2) depends on354
the respective values of β and ζ. For instance, if β > ζ, then both N1 and C are of355
order O(−2).356
3.1. Multilevel particle filter. It is assumed in this section that the interest357
lies in estimating the filtering distribution pLk at time k through the multilevel iden-358
tity (3.1). Since it is generally difficult to sample directly from a reasonable candidate359
for a coupling of plk and p
l−1
k , one solution is to adopt a PF strategy within the ML360
formulation. In order to obtain samples that are correlated between two adjacent361
levels, a special joint Markov transition Ql,l−1 can be devised together with a resam-362
pling procedure that retains the correlation of the samples. This is the principle of363
the MLPF which is briefly discussed here. Assume that we have some collections of364
samples {xli,k−1}Nli=1 and {xl−i,k−1}Nli=1 at time k − 1 approximating plk−1 and pl−1k−1 re-365
spectively. For all i ∈ {1, . . . , Nl} and all l ∈ {1, . . . , L}, samples xli,k and xl−i,k at time366
k are produced through the Markov transition Ql,l−1((xli,k−1, x
l−
i,k−1), ·) as follows:367
(i) Simulate (2.3) starting from the initial condition x0 = x
l
i,k−1 over Ml368
time steps, denote by xli,k the obtained state of the process and by369
{ult}t∈{0,hl,...,1−hl} the collection of realisations of the perturbation U lt drawn370
during the procedure.371
(ii) Using the initial condition xl−0 = x
l−
i,k−1, define x
l−
i,k as the result of the deter-372
ministic recursion373
xl−t+hl−1 = x
l−
t + hl−1a(x
l−
t ) +
√
hl−1b(xl−t )(u
l
t + u
l
t+hl
),374
for any t ∈ {0, hl−1, . . . , 1− hl−1}. This recursion is meaningful since hl−1 =375
2hl so that u
l
t + u
l
t+hl
corresponds to the noise in the step from t to t+ hl−1376
induced by {ult}t.377
This procedure yields Nl pairs of correlated samples {(xli,k, xl−i,k)}Nli=1 according to the378
predictive distribution at time k given observations up to time k − 1. The informa-379
tion provided by the observation yk is simply taken into account by attributing the380
respective weights wli,k and w
l−
i,k to the samples x
l
i,k and x
l−
i,k in a similar fashion:381
wli,k =
`(xli,k, yk)∑Nl
j=1 `(x
l
j,k, yk)
and wl−i,k =
`(xl−i,k, yk)∑Nl
j=1 `(x
l−
j,k, yk)
.382
Following the weighting of the samples, the difference (plk−pl−1k )(ϕ) can be estimated383
via384
(plk − pl−1k )(ϕ) ≈
Nl∑
i=1
(
wli,kϕ
(
xli,k
)− wl−i,kϕ(xl−i,k)).385
Although this approximation would behave well in general, most of the sample weights386
would tend to 0 if we were to apply the same procedure repeatedly in order to reach387
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the next observation times, resulting in a rapid increase of the empirical variance.388
The usual way to address this problem in the standard PF formulation is to perform389
resampling, that is to draw new samples from the old ones according, for instance, to390
the multinomial distribution induced by the weights. Applying the same approach to391
the MLPF would result in the loss of the correlation between the samples at adjacent392
levels. A coupled resampling is used instead as follows. For all i ∈ {1, . . . , Nl} and all393
l ∈ {1, . . . , L}:394
(i) With probability ρlk =
∑Nl
i=1 min{wli,k, wl−i,k} draw the index il according to395
the probability mass function (p.m.f.) mˆlk on {1, . . . , Nl} characterised by396
mˆlk(j) =
1
ρlk
min{wlj,k, wl−j,k}397
and define il− = il.398
(ii) If (i) is not selected (with probability 1−ρlk), draw the indices il and il− inde-399
pendently according to the p.m.f.s mlk and m
l−
k on {1, . . . , Nl} characterised400
by401
mlk(j) ∝ wlj,k−min{wlj,k, wl−j,k} and ml−k (j) ∝ wl−j,k−min{wlj,k, wl−j,k}.402
(iii) Define the new pair of samples (x˜li,k, x˜
l−
i,k) as (x
l
il,k, x
l−
il−,k).403
Although the coupled resampling addresses the problem of reducing the empirical404
variance without completely losing the correlation between samples at adjacent levels,405
it nevertheless has a negative impact of the ML rate. Indeed, as demonstrated in [20],406
one needs β > 2ζ to obtain a cost of order O(−2) for a MSE of order O(2). In the407
case where β = 2ζ, e.g. for Euler’s scheme (ζ = 1) with β = 2, the cost is of order408
O(−2 log()2).409
Also, even if the MLPF can handle smoothing on a short time window, i.e. it can410
successfully approximate the distribution of {Xt′}t′∈{t−s,t−s+1,...,t} given y0, . . . , yt for411
small values of s ∈ N, the error in the approximation of the full smoothing distribution412
would increase in time because of the path degeneracy effect. Indeed, resampling tends413
to multiply the samples of higher weights so that, after a certain number of time steps,414
all samples will be descendants of the same earlier sample.415
3.2. Multilevel transport. In order to avoid the path degeneracy inherent416
to any PF approach and to regain the ML rate lost through the coupled resam-417
pling of the MLPF, we propose to compute samples from the distributions pl via the418
transport maps Gl characterised by pl = Gl#η
l with ηl = φ(· ; 0, Id(MlT+1)) for all419
l ∈ {0, . . . , L}. The specific procedure is described as follows. For all i ∈ {1, . . . , Nl}:420
(i) draw a sample zli = (z
l
i,0, z
l
i,1, . . . , z
l
i,MlT
) from ηl421
(ii) map zli through G
l to obtain a sample xli = G
l(zli) from p
l422
(iii) define a thinned sample zl−i = (z
l
i,0, z
l
i,2, . . . , z
l
i,MlT
)423
(iv) map zl−i through G
l−1 to obtain a sample xl−i = G
l−1(zl−i ) from p
l−1424
This simple procedure yields two collections {xli}i and {xl−i }i of samples drawn from425
a joint distribution that obviously has marginals pl and pl−1 and that correlates426
adjacent levels as desired. As a motivation for this coupling, note that it is optimal427
in terms of squared Wasserstein distance with the Euclidean metric in the case where428
d = 1 and assuming that the transport maps can be computed exactly. The efficiency429
of the approach comes from the fact that the transport maps Gl have to be computed430
once only. Given the computation of the maps, it is relatively fast to obtain the431
samples.432
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Although there is, strictly speaking, no path degeneracy in the considered ap-433
proach, there might be some accumulation of error through time induced by the434
composition of transport maps defining Gl as in (2.6). This accumulation of error435
will however be seen to be milder than the one experienced by the PF in section 4.436
It is assumed that the procedure underlying the computation of the transport437
maps is deterministic, so that there is no undesired correlations between samples438
from X l,l−1 and X l
′,l′−1 when l 6= l′. Further neglecting the numerical error in the439
computed transport maps, it follows that the expression (3.3) of the MSE holds for440
the considered approach.441
Before proceeding to a numerical study, the legitimacy of the proposed approach442
is verified for the linear-Gaussian case. Consider the SDE (2.1) in dimension d = 1443
and with p0 = δx0 (so that the observation at time t = 0 has no impact). The444
corresponding filtering distribution at time k ∈ N and at level l ∈ {0, . . . , L} simplifies445
to446
plk(xk) ∝
∫ k∏
n=1
[
Ql(xn−1, xn)`(xn, yn)
]
dx1:k−1447
for any xk ∈ Rd. Denote Gˆlk .= M l,2k−hl the transport map from the base distribution448
ηl = φ(· ; 0, 1) to plk, i.e. such that (Gˆlk)#ηl = plk. If Fηl and Fl,k denote the cumulative449
distribution functions (c.d.f.) of ηl and plk respectively, then it holds that Gˆ
l
k =450
F−1l,k ◦ Fηl , where F−1 is the generalised inverse451
F−1(u) = inf{x ∈ R : F (x) ≥ u}, ∀u ∈ [0, 1].452
Considering i.i.d. random variables Zi ∼ ηl for i ∈ {1, . . . , Nl}, the objective is to453
determine the order of454
Vl,k = Var
(
1
Nl
Nl∑
i=1
(
ϕ
(
Gˆlk(Zi)
)− ϕ(Gˆl−1k (Zi))))455
w.r.t. hl for any function ϕ that is at the intersection of the set Bb(R) of bounded456
measurable functions and of the set Lip(R) of Lipschitz functions. Since the Zi’s are457
i.i.d. and by definition of Gˆlk, it holds that458
Vl,k = 1
Nl
Var
(
ϕ
(
Gˆlk(Z)
)− ϕ(Gˆl−1k (Z)))459
=
1
Nl
Var
(
ϕ
(
F−1l,k (U)
)− ϕ(F−1l−1,k(U)))460
≤ c
Nl
E
([
F−1l,k (U)− F−1l−1,k(U)
]2)
461
462
for some c > 0, with Z ∼ ηl and U ∼ U([0, 1]), where the inequality comes from the463
fact that ϕ ∈ Lip(R). The linear case is addressed in the following theorem as a proof464
of concept.465
Theorem 3.1. Let X a 1-dimensional diffusion process with linear drift and con-466
stant diffusion coefficient observed at all integer times through a linear-Gaussian like-467
lihood `(x, ·) = φ(· ;x, τ2) for some τ > 0, then the variance Vl,k obtained at level l468
for Euler’s method with discretization hl = 2
−l and with the transport-based approach469
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satisfies470
Vl,k = O(h2l )471
for any k ∈ {1, . . . , T}.472
Proof. The objective is to compute the order of473
F−1l,k (u)− F−1l−1,k(u) = µˆl,k − µˆl−1,k +
√
2 erf−1(2u− 1)(σˆl,k − σˆl−1,k)474
w.r.t. hl, where erf
−1 is the inverse error function and where the updated mean µˆl,k475
and standard deviation σˆl,k at level l and at time k can be found through the Kalman476
filter to be477
µˆl,k = µl,k +
σ2l,k(y − µl,k)
τ2 + σ2l,k
and σˆ2l,k =
τ2σ2l,k
τ2 + σ2l,k
478
479
with µl,k and σl,k the predicted mean and standard deviation expressed as480
µl,k = (1+hla)
Ml µˆl,k−1 and σ2l,k = (1+hla)
2Ml σˆ2l,k−1+hlb
2
Ml−1∑
i=0
(1+hla)
2i.481
First, the predicted mean µl,k and standard deviation σl,k have to be developed to482
the second order. The main term appearing in the expressions of µl,k is483
(1 + hla)
Ml =
Ml∑
n=0
an
n!
n−1∏
i=0
[
hl(Ml − i)
]
=
Ml∑
n=0
an
n!
+
hl
2
Ml∑
n=2
an
(n− 2)! +O(h
2
l ),484
For the sake of compactness we define485
Am =
m∑
n=0
an
n!
and Bm =
m∑
n=2
an
(n− 2)! .486
Assuming that487
µˆl,k−1 = ck−1 + rk−1,lhl +O(h2l )(3.7a)488
σˆl,k−1 = c′k−1 + r
′
k−1,lhl +O(h2l )(3.7b)489490
where ck−1 and c′k−1 do not depend on l, and where rk−1,l and r
′
k−1,l are of order491
O(1) w.r.t. hl, it follows that492
µl,k = µˆl,k−1
(
AMl +
hl
2
BMl
)
+O(h2l )493
= ck−1AMl + rk−1,lhlAMl + hl
ck−1
2
BMl +O(h2l ).494
495
Recalling that Ml = 2
l and noticing that496
AMl = e
a −
∑
n≥Ml+1
an
n!
= ea + o(hl)497
with o(hl) referring to terms that are negligible in front of hl, µk,l can be seen to be498
of the same form as µˆk,l, that is499
µl,k = ck−1ea + rk−1,lhlea + hl
ck−1
2
BMl +O(h2l ).500
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The same type of expansion can be used for the first term in the variance σ2l,k as501
follows502
σ2l,k = c
′2
k−1e
a + 2c′k−1r
′
k−1,lhle
a + hl
c′2k−1
2
B2l+1 + b
2hl
Ml−1∑
i=0
(1 + hla)
2i +O(h2l ).503
The second term has however a slightly different form and must be studied on its504
own:505
(3.9) hl
Ml−1∑
i=0
(1 + hla)
2i =
2Ml−2∑
n=0
(
hn+1l a
n
Ml−1∑
i=dn/2e
(
2i
n
))
506
where it appears that507
hn+1l a
n
Ml−1∑
i=dn/2e
(
2i
n
)
≤ hn+1l an
Ml∑
i=1
(2i)n
n!
=
(2a)n
(n+ 1)!
508
where the r.h.s. tends exponentially fast to 0 when n→∞. It follows that (3.9) is of509
the form s+ o(hl) where s does not depend on l, so that510
σ2l,k = c
′2
k−1e
a + 2c′k−1r
′
k−1,lhle
a + hl
c′2k−1
2
B2l+1 + sb
2 +O(h2l ),511
from which the expansion of the standard deviation σl,k can be expressed as512
σl,k =
√
Cl +
hl
2
√
Cl
(
2c′k−1r
′
k−1,lhle
a +
c′2k−1
2
B2l+1
)
+O(h2l )513
where Cl = e
ac′2k−1 + sb
2 is the term of order O(1) in σ2l,k. We conclude that514
µl,k−µl−1,k = hl
(
rk−1,lA2l−2rk−1,l−1A2l−1
)
+hl
ck−1
2
(
B2l−2B2l−1
)
+O(h2l ) = O(hl).515
Similarly, it holds that σl,k − σl−1,k = O(hl). Proceeding to the updated terms, it516
holds that517
σ2l,k(yk − µl,k) = (eac′2k−1 + sb2)(yk − ck−1ea) +O(hl)518
τ2 + σ2l,k = τ
2 + (eac′2k−1 + sb
2) +O(hl),519520
so that521
µˆl,k = µl,k +
σ2l,k(yk − µl,k)
τ2 + σ2l,k
= ck−1ea +
(eac′2k−1 + sb
2)(yk − ck−1ea)
τ2 + (eac′2k−1 + sb2)
+O(hl)522
σˆl,k =
τ2σ2l,k
τ2 + σ2l,k
=
τ2(eac′2k−1 + sb
2)
τ2 + (eac′2k−1 + sb2)
+O(hl).523
524
If follows from reasoning by induction that µˆl,k and σˆl,k have the form assumed in525
(3.7) for all k ∈ {0, . . . , T}, the result being obvious for k = 0. Combining the different526
results it can be easily verified that527
µˆl,k − µˆl−1,k = O(hl) and σˆl,k − σˆl−1,k = O(hl),528529
which yields Vl,k = O(h2l ) as desired. This concludes the proof of the theorem.530
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4. Numerical study. In this section, the effectiveness of the proposed method531
is shown in simulations for different SDE models. Numerical verifications of some of532
the considered assumptions are also provided. The scenarios considered for simulation533
are the same as for the MLPF in [20], so that results can be compared.534
4.1. Linear Gaussian. The first simulation study is performed on the linear-535
Gaussian case with a = −0.1, b = 1 and with a likelihood `(x, ·) = φ(· ;x, τ2) with536
τ = 0.25 which corresponds to an observation process of the form537
(4.1) Yk |Xk ∼ N (0, τ2).538
The initial distribution is p0 = φ(· ; 0, σ) with σ = 1 and the final time is T = 4. A539
realisation of the state and observation processes are shown in Figure 4.1 together with540
the mean and some percentiles corresponding to samples drawn from the smoothing541
distribution. The involved transport maps1, say T , are assumed to be triangular maps542
which ith component T (i) takes the form543
T (i)(x1, . . . , xi) = ai(x1, . . . , xi−1) +
∫ xi
0
bi(x1, . . . , xi−1, t)2dt544
where ai and bi are real-valued functions defined on Ri−1 and Ri respectively.545
For any j ≤ i − 1, it is assumed that the functions xj 7→ ai(x1, . . . , xi−1) and546
xj 7→ bi(x1, . . . , xi−1, t) are Hermite Probabilists’ functions extended with constant547
and linear components whereas the function t 7→ bi(x1, . . . , xi−1, t) is assumed to be a548
Hermite Probabilists’ function extended with a constant component only. Then, the549
functions ai and bi, when expressed as functions from Ri−1 and Ri respectively, take550
the form551
ai(x1, . . . , xi−1) =
2d(om+1)∑
k=1
ckΦk(x1, . . . , xi−1)552
bi(x1, . . . , xi−1, t) =
2dom∑
k=1
c′kΨk(x1, . . . , xi−1, t)553
554
with om the map order, with {ck}k≥1 and {c′k}k≥1 some collections of real coeffi-555
cients and with Φk and Ψk basis functions based on the above mentioned Hermite556
Probabilists’ functions. In the simulations, the case om = 4 is considered.557
The integration in (2.8) is performed using a Gauss quadrature of order 10 in each558
dimension. The optimisation relies on the Newton-CG algorithm (Newton algorithm559
using the conjugate-gradient method for each step) with a tolerance of 10−4.560
MLMC rates. The behaviour of the numerical scheme for different levels is561
displayed in Figure 4.2a, where Var(ϕ(X l)−ϕ(X l−1)) is considered with ϕ(x0:T ) = xT562
and where the cost is the computational time required to obtain one sample at a given563
level l. This result confirms the applicability of multilevel techniques by showing that564
Vl = O(h2l ) and Cl = O(h−1l ), that is β = 2 and ζ = 1.565
One important point is that the time spent to obtain samples at a high level is566
small when compared to the time required to compute the underlying transport map.567
For instance, it takes about 25s to calculate the transport map at level 5 while a sample568
1The solver used for the determination of the transport maps is the one provided at http://
transportmaps.mit.edu/docs/index.html
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Fig. 4.1. Mean and percentiles of samples generated according to the target distribution of the
linear-Gaussian SDE at four consecutive levels (blue line: state of the process; red dots: observations;
black line: samples mean; red areas: 1-99, 5-95 and 20-80 percentiles).
is obtained in 0.00025s, so that a 100, 000 samples can be drawn in the time spent569
to compute the map. It is therefore necessary to verify that the gain obtained with570
the multilevel approach is not compensated by the additional time spent computing571
more transport maps (one for each level).572
Multilevel vs computation at the highest level. The objective with the573
multilevel approach is to reduce the computational cost to reach a given error when574
compared to computations at the highest level only. This aspect is verified in Fig-575
ure 4.3a where the multilevel approach appears to outperform the one based on sam-576
ples at the highest level. The above-mentioned fact that calculation of the transport577
maps might be time-consuming is shown to be compensated by the efficiency of the578
multilevel approach within a reasonable time interval. This is in spite of the fact579
that the multilevel approach nearly doubles the number of maps to be computed.580
In particular, in the considered linear-Gaussian scenario, the average computational581
cost for the calculation of the maps in the multilevel and highest-level approach is582
respectively 10.76s and 6.15s.583
More specifically, Figure 4.3 is obtained by first computing all the required trans-584
port maps and then by generating samples by batches of 1000. The multilevel estimate585
is obtained by sweeping the different levels sequentially until the predetermined num-586
ber Nl of samples has been computed at level l. The number N0 of samples at level 0587
is fixed to 213× 1000 for all the considered SDEs, that is 213 batches of 1000 samples.588
The number of samples at level 1 is determined by the ratio between the variance589
at levels 0 and 1 and the number of samples for the subsequent levels are computed590
through (3.4).591
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Fig. 4.2. Variance of ϕ(Xl)− ϕ(Xl−1) with ϕ(x0:T ) = xT and cost as a function of hl (Blue
dashed line: poly. fit of order 2; green dashed line: least-square fitting of the form a/hl). The
experimental (exp) cost for two map-approximation orders are indicated in the linear-Gaussian case
together with their corresponding least-square fittings (fit).
4.2. Langevin SDE. We now consider a Langevin SDE of the form592
dXt =
1
2
∇ logSν(Xt)dt+ bdWt, t ∈ [0, T ]593
where Sν is the Student’s t distribution with ν = 10 degrees of freedom and with594
b = 1. The observations are generated according to595
(4.2) Yk |Xk ∼ N
(
0, τ2 exp(Xk)
)
596
with τ = 1. The initial distribution is the same as in the previous example. A597
realisation of the considered Langevin SDE is shown in Figure 4.4 together with598
mean and percentiles of samples obtained using transport maps. It appears clearly599
on this figure that the observation process characterised by (4.2) is less informative600
than the one modelled by (4.1). Figure 4.2b shows that the considered Langevin SDE601
also displays a variance of order O(h2l ), although the actual values are much higher602
than in the linear-Gaussian case, which might be due to both the nature of the SDE603
and the quality of the approximation of the transport maps. A comparison of the604
computational efficiency of the multilevel approach is given in Figure 4.3b where the605
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(d) Non-linear diffusion ϕ(x0:T ) = xT
Fig. 4.3. MSE vs. cost for the multilevel approach compared with computations at the highest
level L = 4 (semi-log scale, averaged over 50 Monte Carlo simulations). The first 200 iterations are
not displayed.
proposed method is seen to outperform the approach based on computations at the606
highest level. The time needed to initialise the latter, i.e. the time to compute the607
transport map at level L = 4 and to perform the first 200 iterations, is however slightly608
less affected than with the multilevel approach. Figure 4.3c shows the performance609
of the proposed approach with a different functional, that is610
ϕ(x0:T ) =
T∑
t=0
exp(−κ(T − t))xt,611
which gives the sum of the states at the observations weighted by a forgetting factor κ,612
with κ = 2 in the simulations. In this case, the tolerance of the optimisation is also613
adapted to the level as follows: the tolerance at level l is 10−l−1. This helps retaining614
the benefits of the multi-level approach in this more challenging smoothing problem.615
4.3. Nonlinear diffusion. We now consider a SDE with a nonlinear diffusion616
term:617
dXt = θ(µ−Xt)dt+ ς√
1 +X2t
dWt, t ∈ [0, T ]618
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Fig. 4.4. Mean and percentiles of samples generated according to the target distribution of the
Langevin SDE at four consecutive levels (blue line: state of the process; red dots: observations; black
line: samples mean; red areas: 1-99, 5-95 and 20-80 percentiles).
with θ = 1, µ = 1 and ς = 1 and with a time step of 0.5 between observation619
times, so that the final time is T = 2. The linear-Gaussian observation model (4.1)620
is considered with τ = 1. The initial distribution is the same as in the previous621
examples. A realisation of the considered SDE is displayed in Figure 4.5 together622
with mean and percentiles of samples obtained using transport maps. Figure 4.2c623
shows that the same rates as in the previous cases apply although the contribution of624
the quadratic term in the variance is smaller than before. It appears in Figure 4.3d625
that the time spent computing the transport maps has largely increased for both626
approaches when compared to the linear-Gaussian and Langevin SDEs. This might627
be due to the challenging nature of the problem which induces a slower convergence628
on the involved optimisation methods. However, the proposed method still displays a629
significant gain in performance, although the first 200 iterations just gave it enough630
time to compensate for the computational overhead caused by the calculation of the631
maps at all level.632
5. Conclusion. An algorithm for the determination of expectations with re-633
spect to laws of partially-observed SDEs has been proposed. The observations are634
received at discrete times and depend only on the state at the time they occurred,635
hence enabling a standard state space modelling to be used. The proposed method636
relies on three principles: (i) the discretization of the considered SDE, for instance637
with Euler’s method, (ii) the expression of the smoothing distribution at a given level638
as a telescopic sum involving coarser discretizations and (iii) the generation of pairs639
of samples correlated across adjacent levels via the application of different transport640
maps to samples from a common base distribution. As opposed to MLPF, the pro-641
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Fig. 4.5. Mean and percentiles of samples generated according to the target distribution of the
SDE with nonlinear diffusion at four consecutive levels (blue line: state of the process; red dots:
observations; black line: samples mean; red areas: 1-99, 5-95 and 20-80 percentiles).
posed approach retains the “ideal” MLMC rates, since, in particular, it does not642
require resampling techniques to be used. In addition to a numerical verification of643
its performance, the proposed method was shown to have the desired behaviour in644
the linear-Gaussian case. Future works include the theoretical verification of the rates645
that are observed in practice for more diverse types of SDEs, as well as the study of646
the optimal parametrisation of the transport maps as a function of the discretization647
level.648
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