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CNRS and École Normale Supérieure
Dr. Swati Gupta
School of Industrial and Systems Engi-
neering
Georgia Institute of Technology
Dr. Guanghui Lan
School of Industrial and Systems Engi-
neering
Georgia Institute of Technology
Dr. Arkadi S. Nemirovski
School of Industrial and Systems Engi-
neering
Georgia Institute of Technology
Dr. Sebastian Pokutta (advisor)
School of Industrial and Systems Engi-
neering and Institute of Mathematics and
Department for AI in Society, Science,
and Technology
Georgia Institute of Technology and Tech-
nische Universität Berlin and Zuse Insti-
tute Berlin
Date approved: April 16, 2021
ACKNOWLEDGMENTS
I would like to express my sincere appreciation to the many people that have made this
Ph.D. journey possible.
To Sebastian Pokutta: It has been a privilege to be your student during these three years.
You have been a trustworthy and mindful mentor. Your all-around support has been crucial
and I am very happy to have conducted my Ph.D. under your guidance.
To Alexandre d’Aspremont, Swati Gupta, Guanghui Lan, and Arkadi Nemirovski:
Thank you for serving on my Ph.D. committee. It has been a real pleasure to defend my
thesis before you and I have enjoyed our discussion very much.
To Christoph Spiegel: It was fun to collaborate with you on a paper. I am also indebted
to you for helping me with registration in Berlin.
To Alejandro Carderera: My go-to guy at Georgia Tech. We have taken all our classes
together, traveled to Tokyo, Toronto, and Berlin for workshops and conferences, helped
each other solve administrative headaches, and much more.
To Makram Chahine and Robert Gan: My experience as a graduate student at Georgia
Tech would not be full of vibrant memories without you. Thanks also to the CRC, for all
the time we have spent in its awesome facilities.
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SUMMARY
In Chapter 2, we present the Frank-Wolfe algorithm (FW) and all necessary background
material. We explain the projection-free and sparsity properties of the algorithm, provide
motivation for real-world problems, and analyze the convergence rates and a lower bound
on the complexity.
In Chapter 3, we review the complexity bounds of linear minimizations and projections
on several sets commonly used in optimization, providing a rigorous support to the use of
FW. We also propose two methods for projecting onto the `p-ball and the Birkhoff polytope
respectively, and we analyze their complexity. Computational experiments for the `1-ball
and the nuclear norm-ball are presented.
In Chapter 4, we identify the well-known drawback in FW, a naive zig-zagging phe-
nomenon that slows down the algorithm. In response to this issue, we propose a boosting
procedure generating descent directions better aligned with the negative gradients and pre-
serving the projection-free property. Although the method is relatively simple and intuitive,
it provides significant computational speedups over the state of the art on a variety of ex-
periments.
In Chapter 5, we address the large-scale finite-sum optimization setting arising in many
tasks of machine learning. Based on a sliding technique, we propose a generic template
to integrate adaptive gradients into stochastic Frank-Wolfe algorithms in a practical way.
Computational experiments on standard convex optimization problems and on the noncon-
vex training of neural networks demonstrate that the blend of the two methods is successful.
Both developments in Chapters 4 and 5 are motivated by the projection-free property
of FW. In Chapter 6, we leverage the natural sparsity of the iterates generated by FW
and study an application to the approximate Carathéodory problem. We show that FW
generates a simple solution to the problem and that with no modification of the algorithm,
better cardinality bounds can be established using existing convergence analysis of FW in
xvi
different scenarios. We also consider a nonsmooth variant of FW.
In Chapter 7, we carry on with the sparsity property and we consider an extension of
the Frank-Wolfe algorithm to the unconstrained setting. It addresses smooth convex opti-
mization problems over the linear span of a given set and resembles the matching pursuit
algorithm. We propose a blending method that combines fast convergence and high sparsity




1.1 Optimization with constraints
Optimization is a core component of machine learning for formulating, analyzing, and solv-
ing many problems of practical interest. It drives the theoretical methodology and the en-
gineering setup to address problems in the real-world and establishes the interplay between
them. Since the majority of state-of-the-art machine learning models require very vast
amounts of data to be trained, it is essential that modern optimization methods blend a mix
of sharp worst-case guarantees and strong average-case, i.e., practical, performance. These
are driven by analytical-oriented and practice-aware algorithmic designs respectively.
In this thesis, we consider optimization problems with constraints. Constraints play an
essential role in translating the key problem information into its mathematical formulation
or in enforcing desired properties into the optimization solution. It is the way to input hu-
man knowledge into the machine. The latter has been popularized in signal processing,
where the `2-norm addresses overfitting, the `1-norm and the nuclear norm recover sparse
and low-rank solutions respectively, and, e.g., the total variation distance is used for denois-
ing. New areas of machine learning also heavily rely on a constraint set, e.g., to enforce
fairness in classification models or to train neural networks that are robust to adversarial
perturbations.




where C ⊂ Rn is a compact convex set and f : Rn → R is a smooth function. This thesis
is focused on the Frank-Wolfe algorithm (FW) [43], a.k.a. conditional gradient algorithm
1
[85], a simple first-order method for constrained optimization. FW has three principal
advantages which have made the method very successful in different applications:
(i) it is simple to implement,
(ii) it does not require projections back onto the constraint set to ensure feasibility,
(iii) it generates iterates that are sparse with respect to the vertices of the constraint set.
By item (i), we mean that FW is either very easy to tune or does not require any tuning
at all to be executed. This shows that its practical performance is very closely related to
its theoretical analysis. Item (ii) is a seminal property which makes FW belong to a class
of first-order methods of its own. The amount and complexity of real-world information
we are willing to include into the constraint set is balanced by the cost of handling it in
the optimization phase, so it is highly valuable that FW is able to handle the constraint set
at a low (per-iteration) cost. Item (iii) finds interesting applications in generating sparse
solutions for specific optimization tasks.
1.2 Notation and definitions
We consider the standard Euclidean space (Rn, 〈·, ·〉) equipped with an arbitrary norm ‖ ·‖.
Note that the ambient space Rn could be replaced by the space of matrices Rm×n.
1.2.1 Basics
Definition 1.1. For every i, j ∈ N such that i 6 j, the brackets Ji, jK denote the set of
integers between (and including) i and j.
Definition 1.2. For all x ∈ Rn and i, j ∈ J1, nK such that i 6 j, [x]i denotes the ith entry
of x and [x]i:j = ([x]i, . . . , [x]j)> ∈ Rj−i+1.
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Definition 1.3. Let p ∈ [1,+∞[. The `p-norm is








‖ · ‖∞ : x ∈ Rn 7→ max
i∈J1,nK
|[x]|i.
Definition 1.4. Let x ∈ Rn and r > 0. The (closed) ball of radius r centered at x is
B(x, r) = {y ∈ Rn | ‖y − x‖ 6 r}.
Definition 1.5. The dual norm of ‖ · ‖ is
‖ · ‖∗ : y ∈ Rn 7→ sup
‖x‖61
〈x, y〉.
Lemma 1.6 (Cauchy-Schwarz). For all x, y ∈ Rn,
〈x, y〉 6 ‖x‖‖y‖∗.
Definition 1.7. Let A and B be two sets of Rn. Then A is included in B, and we write
A ⊂ B, if for all x ∈ A, it holds x ∈ B. In particular, if A = B then A ⊂ B.
1.2.2 Sets
Definition 1.8. A polytope is a nonempty and bounded polyhedral set.
Definition 1.9. A set C ⊂ Rn is convex if for all x, y ∈ C and γ ∈ [0, 1],
(1− γ)x+ γy ∈ C.
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Thus, the line segment between any two points of a convex set is contained in the set.
This assumption can be extended to that of uniform convexity, which states that for any
point in the line segment, there exists a ball centered at the point and contained in the set.
Note that the radius of the ball at the extremities of the line segment is not required to be
nonzero. For example, a polytope is convex but is not uniformly convex.
Definition 1.10. A set C ⊂ Rn is (α, q)-uniformly convex if α, q > 0 and for all x, y ∈ C,
γ ∈ [0, 1], and z ∈ Rn with ‖z‖ = 1,
(1− γ)x+ γy + (1− γ)γα‖x− y‖qz ∈ C.
Definition 1.11. A set C ⊂ Rn is α-strongly convex if it is (α, 2)-uniformly convex.
1.2.3 Functions
Definition 1.12. A function f : Rn → R is G-Lipschitz continuous if G > 0 and for all
x, y ∈ Rn,
|f(y)− f(x)| 6 G‖y − x‖.
Definition 1.13. A differentiable function f : Rn → R has L-Lipschitz continuous gradient
if L > 0 and for all x, y ∈ Rn,
‖∇f(y)−∇f(x)‖∗ 6 L‖y − x‖.
Definition 1.14. A differentiable function f : Rn → R is L-smooth if L > 0 and for all
x, y ∈ Rn,




Lemma 1.15 (Descent). Let f : Rn → R. If f has L-Lipschitz continuous gradient, then f
is L-smooth. The converse is true if f is convex.
Definition 1.16. A function f : Rn → R is convex if for all x, y ∈ Rn and γ ∈ [0, 1],
f((1− γ)x+ γy) 6 (1− γ)f(x) + γf(y).
Lemma 1.17 (Jensen). Let f : R → R be a convex function and X be a random variable
on an interval I ⊂ Rn such that E[|X|],E[|f(X)|] < +∞. Then
f(E[X]) 6 E[f(X)].
Definition 1.18. A differentiable function f : Rn → R is S-strongly convex if S > 0 and
for all x, y ∈ Rn,
f(y) > f(x) + 〈y − x,∇f(x)〉+ S
2
‖y − x‖2.
Definition 1.19. Let C ⊂ Rn be a convex set. A differentiable function f : Rn → R is







Note that if f is gradient dominated on Rn, then it is gradient dominated on any con-
vex set C ⊂ Rn. The gradient dominated property is also commonly referred to as the
Polyak-Łojasiewicz inequality [114, 91]. It is a local condition, weaker than that of strong
convexity (Fact 1.20), but it can still provide linear convergence rates for non-strongly con-
vex functions. For example, the least squares loss x ∈ Rn 7→ ‖Ax− b‖22 where A ∈ Rm×n
and rank(A) = m < n is not strongly convex, however it is gradient dominated [45].
See also the Kurdyka-Łojasiewicz inequality [76, 91] for a generalization to nonsmooth
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optimization [12].
Fact 1.20. Let f : Rn → R be S-strongly convex. Then f is S/4-gradient dominated. If
‖ · ‖ is the `2-norm, then f is S-gradient dominated.
Proof. The function f is strongly convex hence it has a unique minimizer, which we denote
by x∗ ∈ Rn. Let x ∈ Rn\{x∗}. We start with the case of a general norm ‖·‖. By optimality
of x∗, we have
〈x− x∗,∇f(x∗)〉 > 0,
so, by strong convexity,
f(x)− f(x∗) > 〈x− x∗,∇f(x∗)〉+ S
2
‖x− x∗‖2 > S
2
‖x− x∗‖2.
Thus, by convexity and the Cauchy-Schwarz inequality,








f(x)− f(x∗) 6 2
S
‖∇f(x∗)‖2∗. (1.1)
If x = x∗ then (1.1) is trivially satisfied. Now consider the case of the `2-norm. By strong
convexity, for all x, y ∈ Rn,




With respect to y ∈ Rn, the left-hand side is minimized for y = x∗ and the right-hand side
is minimized for y = x−∇f(x)/S. Thus,
























Definition 1.21. Let C ⊂ Rn be a compact convex set. A function f : Rn → R is σ-sharp












Fact 1.22. Let C ⊂ Rn be a compact convex set and f : Rn → R be differentiable on C. If
f is S-strongly convex on C, then f is
√
2/S-sharp on C.
Fact 1.23. Let C ⊂ Rn be a compact convex set and f : Rn → R be differentiable on C. If
f is σ-sharp on C, then f is 1/(2σ2)-gradient dominated on C.
1.2.4 Optimization
Definition 1.24. Let C ⊂ Rn be a convex set and f : Rn → R be a function. A point
x∗ ∈ C is a local minimum for f over C if there exists δ > 0 such that f(x) > f(x∗) for all
x ∈ B(x∗, δ).
Definition 1.25. Let C ⊂ Rn be a convex set and f : Rn → R be a differentiable function.
A point x∗ ∈ C is stationary for f over C if for all x ∈ C, 〈x− x∗,∇f(x∗)〉 > 0.
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Proposition 1.26. Let f : Rn → R be a differentiable function and x∗ ∈ C. If x∗ is a local




In this chapter, we conduct an overview of the Frank-Wolfe algorithm, a simple
projection-free method for smooth constrained optimization. We explain the basic
notions and we discuss the fundamental properties of the algorithm. In the second
part, we present convergence rates on convex and nonconvex objectives.
2.1 Description of the algorithm
The Frank-Wolfe algorithm (FW) [43], a.k.a. conditional gradient algorithm [85], is a first-




where C ⊂ Rn is a compact convex set and f : Rn → R is a smooth function. It is presented
in Algorithm 2.1.
Algorithm 2.1 Frank-Wolfe (FW)
Input: Start point x0 ∈ C, step-size strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do
2: vt ← arg min
v∈C
〈v,∇f(xt)〉
3: xt+1 ← xt + γt(vt − xt)
4: end for
A projection-free algorithm. At each iteration, FW solves a linear minimization prob-
lem given by the current gradient ∇f(xt) (Line 2) and moves in the direction of a so-
lution vt with a step-size γt ∈ [0, 1] (Line 3). This ensures that the new iterate xt+1 =
(1 − γt)xt + γtvt ∈ C is feasible by convexity. Thus, it does not require a projection back
onto C to ensure feasibility of xt+1. This projection-free property is the main purpose of
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the algorithm. It is permitted by the access to an oracle computing linear minimizations
over C. In the next chapter (Chapter 3), we illustrate the advantage of computing linear
minimizations instead of projections for several regions of interest in optimization and ma-
chine learning. This property of FW has encountered numerous applications, including
solving traffic assignment problems [83], performing video co-localization [66], or, e.g.,
developing adversarial attacks [20].
Intuition for the algorithm. Suppose we want to design an algorithm ensuring feasibility
of its iterates without ever using projections. In this respect, we must use properties of the
feasible region C, and we shall leverage all of them, namely, compactness and convexity.
Compactness enables us to pick vertices, and convexity guarantees that by moving towards
them, we stay feasible. So which vertex to pick at iteration t? Up to here, we have only used
information on the feasible region. In order to generate a sequence of iterates converging
to a solution, we shall also use properties of the objective function f , namely, smoothness,
which gives access to gradient information. Since we are forbidden quadratic programs
(else we could as well use projections), we can pick a vertex vt minimizing the linear
approximation of f at xt over C, i.e.,
min
v∈C





and we have obtained FW. The fact that vt minimizes the linear approximation if f is indeed
a key ingredient in the convergence analysis of FW for convex objectives (Section 2.3) and
for defining convergence to a stationary point for nonconvex objectives (Section 2.2).
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Step-size strategies. There are two step-size strategies for which convergence of FW has








It is obtained by minimizing the quadratic upper bound from smoothness:
γt = arg min
γ∈[0,1]
f(xt) + γ〈vt − xt,∇f(xt)〉+
L
2
γ2‖vt − xt‖2, (2.3)
and guarantees progress at each iteration, i.e., we have always f(xt+1) 6 f(xt). However,
it requires some knowledge of the smoothness constant L of f . To avoid such a require-






as the open-loop strategy, as used in [63]; the strategy (2.2) is thus referred to as the closed-
loop strategy. The open-loop strategy does not ensure progress at each iteration but it is
very simple to implement and its oblivious decaying allows analyses of FW in different
settings, e.g., with stochastic gradients.
Sparsity of the iterates. By design, the iterates of FW satisfy xt ∈ conv{x0, v0, . . . , vt−1}.
Thus, if C is a polytope and x0 is a vertex, then xt is the convex combination of at most
t + 1 (unique) vertices. When C = ∆n is the standard simplex, the set of vertices is the
standard basis {e1, . . . , en} so FW generates iterates with only a few nonzero entries [21].
When C = {X ∈ Rm×n | ‖X‖nuc 6 1} is the nuclear norm-ball, the set of vertices are
a set of rank-1 matrices {uv> | (u, v) ∈ Rm × Rn, ‖u‖2 = ‖v‖2 = 1}, so FW generates
iterates with low rank [56, 64]. This property can also be used to optimize structural sup-
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port vector machines (SVMs) [79], estimate Sinkhorn barycenters [92], or, e.g., solve the
(approximate) Carathéodory problem [100, 25] (Chapter 6).
Full corrections. We can further improve the sparsity in FW by ensuring that the con-
tribution of each selected vertex is maximized. The Fully-Corrective Frank-Wolfe algo-
rithm (FCFW) [60] computes the new iterate xt+1 by reoptimizing f over the convex hull
conv{x0, v0, . . . , vt} of selected vertices. Compared to FW, this avoids selecting redundant
vertices in the future. In practice, FCFW generates iterates with much higher sparsity than
FW but each iteration is very expensive to compute. FCFW is presented in Algorithm 2.2,
where St denotes the set of vertices in the convex decomposition of xt.
Algorithm 2.2 Fully-Corrective Frank-Wolfe (FCFW)
Input: Start point x0 ∈ C.
1: S0 ← {x0}
2: for t = 0 to T − 1 do
3: vt ← arg min
v∈C
〈v,∇f(xt)〉
4: St+1 ← St ∪ {vt}




2.2 The Frank-Wolfe duality gap
The Frank-Wolfe duality gap is defined in Definition 2.1. This quantity was introduced in
[59]. In the Frank-Wolfe literature, it was first seen in [21] for the standard simplex C = ∆n
and was extended to arbitrary sets in [63], which set the name.
Definition 2.1. Let f : Rn → R be a differentiable function and x ∈ C. The Frank-Wolfe
duality gap of f at x over C is G(x) = maxv∈C〈x− v,∇f(x)〉.
The Frank-Wolfe duality gap arises naturally in FW as it is computed at each iteration
(Line 2). Without confusion, we will refer to it simply as the duality gap. It is a useful
quantity in practice as it measures the convergence to a solution when f is convex, and
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it is observable even when minC f is unknown (Proposition 2.2). In general, it measures
the convergence to a stationary point of f over C. Thus, it is often used to analyze the
convergence of FW on nonconvex objectives, as first done in [77].
Proposition 2.2. Let f : Rn → R be a differentiable function and x ∈ C. Then:
(i) G(x) > 0,
(ii) G(x) = 0⇔ x is a stationary point,
(iii) f(x)−minC f 6 G(x) if f is convex.








since x ∈ C.
(ii) We have
G(x) = 0⇔ max
v∈C
〈x− v,∇f(x)〉 = 0
⇔ ∀v ∈ C, 〈x− v,∇f(x)〉 6 0
⇔ x is a stationary point,
where in the second equivalence we used that maxv∈C〈x− v,∇f(x)〉 > 0 by (i).
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(iii) Let x∗ ∈ arg minC f . By convexity of f ,
f(x)−min
C






since x∗ ∈ C.
2.3 Convergence analysis
In this section, (xt)t∈N denotes the sequence of iterates generated by FW (Algorithm 2.1).
2.3.1 Key lemmata
We start with a few lemmata.
Lemma 2.3. Let f : Rn → R be an L-smooth function. Then for all t ∈ N,
f(xt+1) 6 f(xt) + γt〈vt − xt,∇f(xt)〉+
L
2
γ2t ‖vt − xt‖2.
Proof. Let t ∈ N. We have xt+1 = xt + γt(vt − xt). By L-smoothness of f ,




= f(xt) + γt〈vt − xt,∇f(xt)〉+
L
2
γ2t ‖vt − xt‖2.
Lemma 2.4. Let f : Rn → R be an L-smooth function and consider the closed-loop strat-
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if γt = 1.





< 1 ⇔ 〈xt − vt,∇f(xt)〉 < L‖vt − xt‖2
γt = 1 ⇔ 〈xt − vt,∇f(xt)〉 > L‖vt − xt‖2.
By Lemma 2.3,
f(xt+1) 6 f(xt) + γt〈vt − xt,∇f(xt)〉+
L
2












if 〈xt − vt,∇f(xt)〉 < L‖vt − xt‖2














if 〈xt − vt,∇f(xt)〉 > L‖vt − xt‖2.
Lemma 2.5. Let f : Rn → R be an L-smooth convex function and consider the open-loop







Proof. Let x∗ ∈ arg minC f be a solution. If the open-loop strategy is used, then γ0 = 1 so
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by Lemma 2.3, optimality of v0 (Line 2), and convexity of f ,















If the closed-loop strategy is used, then by Lemma 2.3 and by optimality of the strat-
egy (2.3),














and we conclude as before.
2.3.2 Convergence on convex objectives
First, we consider the case where f is convex. In this situation, FW converges at a rate
O(LD2/t) (Theorem 2.6). We present the proof techniques from [63] and [43, Sec. 6] for
the open- and closed-loop strategies respectively.
Theorem 2.6. Let f : Rn → R be an L-smooth convex function and consider:















Proof. Let εt = f(xt) −minC f denote the primal gap at iteration t ∈ N. We proceed by
induction.
(i) The base case is satisfied by Lemma 2.5. Suppose that εt 6 2LD2/(t+ 2) for some
t > 1. Then by Lemma 2.3 and convexity of f ,



















(ii) The base case is satisfied by Lemma 2.5. Suppose that εt 6 4LD2/(t+ 2) for some








if γt < 1

























FW also converges in duality gap (Theorem 2.7) [63].
Theorem 2.7. Let f : Rn → R be an L-smooth convex function and consider the open-loop










Let εt = f(xt) − minC f for all t ∈ Jd(2/3)T e − 2, T K. By Lemma 2.3, for all t ∈
Jd(2/3)T e − 2, T − 1K,


















Let ΓT = cardJd(2/3)T e − 2, T − 1K. By telescoping over t ∈ Jd(2/3)T e − 2, T − 1K and
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with Theorem 2.6,
εT 6 εd(2/3)T e−2 −
(27/2)LD2ΓT































by using ΓT = T + 2− d(2/3)T e > T/3 + 2. Therefore,
εT < 0.
This is absurd.
The convergence rates of FW in Theorems 2.6–2.7 are tight, as matching lower bounds
Ω(1/t) were established in [63] (Theorem 2.9 and Proposition 2.8). These results were
then extended in [80] to provide lower bounds Ω(LD2/t) with explicit dependence in the
constants L and D. Much earlier, in the 1960s, [17] proved an asymptotic lower bound
Ω(1/t1+δ) for any δ > 0. Note that Proposition 2.8 is actually a lower bound on the
number of oracle calls.








Proof. Let ∆(k)n = {x ∈ ∆n | ‖x‖0 6 k} for all k ∈ J1, nK. The base case is trivial since
∆
(1)
n = {e1, . . . , en}. Suppose that (2.5) holds for some k ∈ J1, n− 1K and let x ∈ ∆(k+1)n .
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Then there exists i ∈ J1, nK such that [x]i ∈ ]0, 1[. Thus,





It follows that (x− [x]iei)/(1− [x]i) ∈ ∆(k)n , so
‖x‖22 = ‖(x− [x]iei) + [x]iei‖22



















Theorem 2.9. Let C = ∆n and f : x ∈ Rn 7→ ‖x‖22. Suppose that x0 ∈ {e1, . . . , en}. Then














Proof. It is implicitly assumed that T > n − 1. First, Proposition 2.8 with k = n shows
that minC f = 1/n. Now, let t ∈ J0, n − 1K. We have xt ∈ conv{x0, v0, . . . , vt−1} so
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‖xt‖0 6 t+ 1. By Proposition 2.8,
f(xt)−min
C









and if t 6 n− 2, then mini∈J1,nK[x]i = 0 so
G(xt) = max
i∈J1,nK
〈2xt, xt − ei〉







However, faster rates can be obtained under additional assumptions on the properties
of f , the location of the set of unconstrained solutions arg minRn f relative to C, or the
geometry of C (Section 6.3).
2.3.3 Convergence on nonconvex objectives
Here we do not assume convexity of f . The first analysis of FW on nonconvex objectives
probably appeared in [99], without however providing convergence rates. More recently,
[77] established a rate mins∈J0,tKG(xs) = O(1/
√
t) (Theorem 2.10(i)). Similar bounds
holding at a randomly sampled iterate can also be derived (Theorem 2.10(ii)–(iii)); note
that in (iii), by setting, e.g., ν ← 0.05, then ζ1+2ν ≈ 10.6 and E[G(Xt)] = O(1/t0.45).
Theorem 2.10. Let f : Rn → R be an L-smooth nonconvex function and consider:








(ii) the fixed-horizon strategy γt ← 1/
√
T . Let XT−1 be sampled uniformly at random
from {x0, . . . , xT−1}. Then
E[G(XT−1)] 6
(f(x0)−minC f) + LD2/2√
T
.
(iii) the strategy γt ← 1/(t + 1)1/2+ν for some ν ∈ ]0, 1/2[. For all t ∈ N, let Xt be
sampled uniformly at random from {x0, . . . , xt}. Then
E[G(Xt)] 6







Proof. (i) Let t ∈ N. By Lemma 2.4,











2 6 2LD2(f(xt)− f(xt+1))
G(xt) 6 2(f(xt)− f(xt+1)).





2 6 2LD2(f(x0)− f(xt+1))
t∑
s=0
G(xs) 6 2(f(x0)− f(xt+1)).
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(ii) Let t ∈ N. By Lemma 2.3,




By telescoping over t ∈ J0, T − 1K,
T−1∑
t=0






















f(x0)−minC f + LD2/2√
T
.
(iii) Let t ∈ N. By Lemma 2.3,





By telescoping over s ∈ J0, tK,
t∑
s=0































COMPLEXITY OF LINEAR MINIMIZATION AND PROJECTION ON SOME
SETS
The Frank-Wolfe algorithm is a method for constrained optimization that relies on
linear minimizations, as opposed to projections. Therefore, a motivation put forward
in a large body of work on the Frank-Wolfe algorithm is the computational advan-
tage of solving linear minimizations instead of projections. However, the discussions
supporting this advantage are often too succinct or incomplete. In this chapter, we
review the complexity bounds for both tasks on several sets commonly used in opti-
mization. Projection methods onto the `p-ball, p ∈ ]1, 2[∪ ]2,+∞[, and the Birkhoff
polytope are also proposed.
Based on [24].
3.1 Motivation




where C ⊂ Rn is a compact convex set and f : Rn → R is a smooth function. Among
all general purpose methods addressing problem (3.1), the Frank-Wolfe algorithm has the
particularity of never requiring projections onto C. It uses linear minimizations over C
instead and is therefore often referred to as a projection-free algorithm in the literature, in
the sense that it does not call for solutions to quadratic optimization subproblems.
Thus, a motivation put forward in a large body of work on the Frank-Wolfe algorithm is
the computational advantage of solving linear minimizations instead of projections. How-
ever, only a few works actually provide examples. On the other hand, the complexities of
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linear minimizations over several sets are available in [57, 63, 44], but they do not always
(accurately) discuss the complexities of the respective projections. Therefore, while it is
intuitive that a linear minimization is simpler to solve than a projection in general, a com-
plete quantitative assessment is necessary to properly motivate the projection-free property
of the Frank-Wolfe algorithm.
Contributions. We review the complexity bounds of linear minimizations and projec-
tions on several sets commonly used in optimization: the standard simplex, the `p-balls
for p ∈ [1,+∞], the nuclear norm-ball, the flow polytope, the Birkhoff polytope, and the
permutahedron. These sets are selected because linear minimizations or projections can be
solved very efficiently, rather than by resorting to a general purpose method, in which case
the analysis is less interesting. We also propose two methods for projecting onto the `p-ball
and the Birkhoff polytope respectively, and we analyze their complexity. Computational
experiments for the `1-ball and the nuclear norm-ball are presented.
We would like to stress that, while it is possible that a projection-based algorithm re-
quires less iterations than the Frank-Wolfe algorithm to find a solution to problem (3.1),
our goal here is to demonstrate its advantage in terms of per-iteration complexity.
3.2 Notation and definitions
We work in the Euclidean space Rn or Rm×n equipped with the standard scalar product
〈x, y〉 = x>y or 〈X, Y 〉 = tr(X>Y ). We denote by ‖ · ‖ the norm induced by the scalar
product, i.e., the `2-norm ‖ · ‖2 or the Frobenius norm ‖ · ‖F respectively.
The signum function is sign: λ ∈ R 7→ 1 if λ > 0, −1 if λ < 0, and 0 if λ = 0. The
characteristic function of an event E is 1E = 1 if E is true, else 0. The indicator function
of a set C ⊂ Rn is ιC : x ∈ Rn 7→ 0 if x ∈ C, else +∞. Operations on vectors in Rn, such
as sign(x), |x|, xp,max{x, y}, xy, that are conventionally applied to scalars, are carried out
entrywise and return a vector in Rn. The shape of 0 and 1 will be clear from context, i.e., a
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scalar or a vector. The identity matrix in Rn×n is denoted by In. The matrix with all ones
in Rm×n is denoted by Jm,n, and by Jn if m = n.
Definition 3.1. We adopt the real-number infinite-precision model of computation. The
complexity of a computational task is the number of arithmetic operations necessary to
execute it.
We ran the experiments on a laptop under Linux Ubuntu 20.04 with Intel Core i7-
10750H. The code is available at https://github.com/cyrillewcombettes/complexity.
3.3 Projections versus linear minimizations
The Frank-Wolfe algorithm avoids projections by computing linear minimizations instead.
In Table 3.1, we summarize the complexities of a linear minimization and a (Euclidean)




〈x, y〉 and min
x∈C
‖x− y‖. (3.2)
When an exact solution cannot be computed directly, we compare to the complexity of
finding an ε-approximate solution; note that the two objectives in (3.2) are homogeneous.
In that case, we solve minx∈C ‖x − y‖2 using any method but the Frank-Wolfe algorithm,
since it would go against the purpose of this chapter. Note however that the Frank-Wolfe
algorithm can generate a solution with complexity O(iter(C) diam(C)2/ε2), where iter(C)
denotes the complexity of an iteration, which amounts to that of a linear minimization over
C. When addressing problem (2.1), solving projection subproblems via the Frank-Wolfe
algorithm is known as conditional gradient sliding [82].
We now provide details for the complexities reported in Table 3.1. Slightly abusing
notation although we may have card(arg minx∈C〈x, y〉) > 1, we write arg minx∈C〈x, y〉 =
x∗ instead of arg minx∈C〈x, y〉 3 x∗.
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Table 3.1: Complexities of linear minimizations and (Euclidean) projections on some sets com-
monly used in optimization. We denote by x∗ a solution, ρ = p supt∈N ‖xt‖
p−1
2(p−1)‖xt‖2 < +∞
where (xt)t∈N is the sequence generated by Algorithm 3.1, by ν and σ1 the number of nonzero en-
tries and the top singular value of −Y respectively, and by ε > 0 the additive error in the objective
of (3.2) when an approximate solution is computed. The constant dz is defined in (3.12) and Õ
hides polylogarithmic factors.
Set C Linear minimization Projection
`p-ball, p ∈ {1, 2,+∞} O(n) O(n)
`p-ball, p ∈ ]1, 2[ ∪ ]2,+∞[ O(n) O(nρ2‖y − x∗‖22/ε2)
Nuclear norm-ball O(ν ln(m+ n)√σ1/
√
ε) O(mnmin{m,n})
Flow polytope O(m+ n) Õ(m3n+ n2)
Birkhoff polytope O(n3) O(n2d2z/ε2)
Permutahedron O(n ln(n)) O(n ln(n) + n)
3.3.1 The `1-ball and the standard simplex
Let {e1, . . . , en} denote the standard basis in Rn. The `1-ball is
{x ∈ Rn | ‖x‖1 6 1} = conv{±e1, . . . ,±en},
and the standard simplex is
∆n = {x ∈ Rn | 〈x, 1〉 = 1, x > 0} = conv{e1, . . . , en}.
A projection onto the `1-ball amounts to computing a projection onto the standard simplex,
for which the most efficient algorithms have a complexity O(n); see [28] for a review. On
the other hand, linear minimizations are available in closed form: for all y ∈ Rn,
arg min
x∈∆n
〈x, y〉 = eimin and arg min
‖x‖161
〈x, y〉 = − sign([y]imax)eimax ,
where imin ∈ arg mini∈J1,nK[y]i and imax ∈ arg maxi∈J1,nK |[y]i|. Thus, while their complex-
ities can both be written O(n), in practice linear minimizations are much simpler to solve
than projections. Figure 3.1 presents a computational comparison. The results are averaged
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over 5 runs and the shaded areas represent ±1 standard deviation.
Figure 3.1: Solving a linear minimization and a projection on the `1-ball. The input vector y ∈ Rn
is generated by sampling entries from the standard normal distribution and the projection method is
[28, Fig. 2], which is state-of-the-art in practice [28, Tab. 3]. In this situation, the plots suggest that
linear minimizations are about 100× faster to solve than projections when n is large enough. Exact
CPU times are reported in Table B.1 in Appendix B.1.
3.3.2 The `2-ball and the `∞-ball
Here, linear minimizations have no significant advantage over projections as they are all
available in closed form. For all y ∈ Rn,
arg min
‖x‖261











〈x, y〉 = − sign(y) and arg min
‖x‖∞61
‖x− y‖2 = sign(y) min{|y|, 1}.
3.3.3 The `p-balls for p ∈ ]1,+∞[
Let p ∈ ]1,+∞[. The `p-ball is {x ∈ Rn | ‖x‖p 6 1}. Linear minimizations are available
in closed form: by duality, for all y ∈ Rn,
arg min
‖x‖p61





where q = p/(p − 1) ∈ ]1,+∞[. To the best of our knowledge, there is no projec-
tion method specific to the `p-ball when p ∈ ]1, 2[ ∪ ]2,+∞[. We use [27, Alg. 6.5], a
Haugazeau-like algorithm [55] for projecting onto the intersection of lower level sets of




s.t. g(x) 6 0,
and we assume that g : Rn → R is convex and differentiable for ease of exposition. In our
case, g = ‖ · ‖pp − 1. Alternatively, one could use a Lagrange multiplier to formulate (3.3)
as a strongly convex unconstrained problem, but finding the corresponding multiplier may
require a considerable effort of tuning; also note that information is usually given in the
form g(x) 6 0 rather than in the form of a Lagrange multiplier. The method is presented
in Algorithm 3.1, where for all a, b ∈ Rn,
H(a, b) = {x ∈ Rn | 〈x− b, a− b〉 6 0},
and Gt is the projection of xt onto {x ∈ Rn | g(xt) + 〈x− xt,∇g(xt)〉 6 0} = H(xt, Gt).
If g(xt) 6 0, then xt+s = x∗ for all s ∈ N [27, Prop. 3.1], where x∗ is the solution to
problem (3.3).
Algorithm 3.1 Haugazeau-like for problem (3.3)
Input: Point to project y ∈ Rn.
1: x0 ← y
2: for t = 0 to T − 1 do




4: xt+1 ← proj(x0, H(x0, xt) ∩H(xt, Gt))
5: end for
The projection in Line 4 is available in closed form [55, Thm. 3-1]; see also [6, Cor. 29.25].
The complexity of an iteration of Algorithm 3.1 is O(n). We propose in Theorem 3.2 the
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convergence rate of Algorithm 3.1, based on a key result from [5, Thm. 7.12]. A conver-
gence rate is also proposed in [109], however it uses a stronger assumption and has a minor
error in the exponent of the constant.
Theorem 3.2. Let g : Rn → R be a differentiable convex function and C = {x ∈ Rn |
g(x) 6 0}, and suppose that there exists x̂ ∈ C such that g(x̂) < 0. Consider Algorithm 3.1
and let x∗ = proj(x0, C). Then, for all t ∈ N,
‖x∗ − x0‖22 − ‖xt − x0‖22 6












where ρ = (−1/g(x̂)) supt∈N ‖∇g(xt)‖2‖xt − x̂‖2 < +∞.
Proof. First, note that by [27, Prop. 3.1], for all t ∈ N,
‖xt − x0‖2 6 ‖xt+1 − x0‖2 6 ‖x∗ − x0‖2. (3.6)
We prove by induction that (3.4) holds for all t ∈ N. The base case t = 0 is trivial. Suppose
that (3.4) holds at iteration t ∈ N. Since xt+1 ∈ H(x0, xt) and xt+1 ∈ H(xt, Gt), we have
‖xt+1 − x0‖22 − ‖xt − x0‖22 = ‖xt+1 − xt‖22 + 2〈xt+1 − xt, xt − x0〉
> ‖xt+1 − xt‖22
> dist(xt, H(xt, Gt))
2. (3.7)
By [5, Thm. 7.12],
dist(xt, C) 6 ρ dist(xt, H(xt, Gt)), (3.8)
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where ρ = (−1/g(x̂)) supt∈N ‖∇g(xt)‖2‖xt−x̂‖2, and ρ < +∞ because (xt)t∈N converges
[6, Cor. 30.9]. Now, x∗ = proj(x0, C) so C ⊂ H(x0, x∗). We can assume that xt 6= x∗, so
xt /∈ H(x0, x∗) by (3.6). By [6, Ex. 29.20],
dist(xt, H(x0, x
∗)) =




dist(xt, C) > dist(xt, H(x0, x∗))
=
〈xt − x∗, x0 − x∗〉
‖x0 − x∗‖2
=
〈xt − x0, x0 − x∗〉+ ‖x0 − x∗‖22
‖x0 − x∗‖2
> ‖x0 − x∗‖2 − ‖xt − x0‖2
= ‖x0 − x∗‖2 −
√
‖x∗ − x0‖22 − (‖x∗ − x0‖22 − ‖xt − x0‖22) (3.9)
> 0,
where we used the Cauchy-Schwarz inequality in the second inequality and (3.6) in the last
inequality. Let εs = ‖x∗ − x0‖22 − ‖xs − x0‖22 for s ∈ {t, t+ 1}. Combining (3.7)–(3.9),




‖x0 − x∗‖2 −
√









α) for all α > β > 0, we obtain




‖x0 − x∗‖2 −
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We conclude that (3.4) holds for all t ∈ N. Then, for all t ∈ N,
‖xt − x∗‖22 = ‖x∗ − x0‖22 − ‖xt − x0‖22 + 2〈x∗ − xt, x0 − xt〉
6 ‖x∗ − x0‖22 − ‖xt − x0‖22,
because x∗ ∈ H(x0, xt), since C ⊂ H(x0, xt) [27, Prop. 5.2]. This proves (3.5).
In our case, g = ‖ · ‖pp − 1 and g(0) = −1 < 0, so Theorem 3.2 holds with
ρ = sup
t∈N
‖∇g(xt)‖2‖xt‖2 = p sup
t∈N
‖xt‖p−12(p−1)‖xt‖2 < +∞.
Therefore, the complexity of an ε-approximate projection onto the `p-ball is O(nρ2‖y −
x∗‖22/ε2).
Remark 3.3. If p ∈ [1,+∞[ ∩ Q, another option, although probably less practical, is
to formulate the projection problem as a conic quadratic program and to obtain an ε-
approximate solution using an interior-point algorithm, with complexityO(poly(n) ln(1/ε))
[8].
3.3.4 The nuclear norm-ball
This is probably the most popular example of the computational advantage of linear mini-
mizations over projections in the literature. The nuclear norm, a.k.a. trace norm, of a matrix
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is the sum of its singular values and serves as a convex surrogate for the rank constraint
[42]. The nuclear norm-ball is the convex hull of rank-1 matrices:
{X ∈ Rm×n | ‖X‖nuc 6 1} = conv{uv> | u ∈ Rm, v ∈ Rn, ‖u‖2 = ‖v‖2 = 1}.
For all Y ∈ Rm×n,
arg min
‖X‖nuc61
‖X − Y ‖F = U diag(σ̂)V >,
where Y = U diag(σ)V > is the singular value decomposition (SVD) of Y , (U, σ, V ) ∈
Rm×k×Rk×Rn×k, k = min{m,n}, and σ̂ is the projection of σ onto the standard simplex
∆k. The SVD can be computed with complexity O(mnmin{m,n}+ min{m3, n3}) using
the Golub-Reinsch algorithm or the R-SVD algorithm [49, Fig. 8.6.1]. On the other hand,
a linear minimization requires only a truncated SVD:
arg min
‖X‖nuc61
〈X, Y 〉 = arg max
‖u‖2=‖v‖2=1
tr((uv>)>(−Y )) = arg max
‖u‖2=‖v‖2=1
u>(−Y )v = uv>,
where u and v are the top left and right singular vectors of −Y . A pair of unit vectors
(u, v) ∈ Rm × Rn satisfying σ1 − u>(−Y )v 6 ε with high probability can be obtained
using the Lanczos algorithm with complexity O(ν ln(m + n)√σ1/
√
ε), where σ1 and ν
denote the top singular value and the number of nonzero entries in −Y respectively [63,
74]. Note that ν 6 mn and that in many applications of interest, e.g., in recommender
systems, ν  mn.
In practice, the package ARPACK [84] is often used to compute the top pair of singular
vectors. Furthermore, if the input matrix Y is symmetric, then the package LOBPCG [72]
can be particularly efficient. Figure 3.2 illustrates both cases, where linear minimizations
are solved to machine precision. The results are averaged over 5 runs and the shaded areas
represent ±1 standard deviation.
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Figure 3.2: Solving a linear minimization and a projection on the nuclear norm-ball. A matrix
Y ∈ Rn×n is generated by sampling entries from the standard normal distribution. The full
and truncated SVDs are computed using the functions svd and svds from the Python packages
numpy.linalg [54] and scipy.sparse.linalg [128] respectively. The function svds is
used with tol=0. Left: The input is Y and the function svds is used with solver=‘arpack’.
Right: The input is the symmetric matrix (Y + Y >)/2 and the function svds is used with
solver=‘lobpcg’. We see that the ratio of CPU times increases as n increases. Exact CPU
times are reported in Tables B.2–B.3 in Appendix B.1.
3.3.5 The flow polytope
Let G be a single-source single-sink directed acyclic graph (DAG) with m vertices and n
edges. Index by J1,mK the set of vertices such that the edges are directed from a smaller to
a larger vertex index; this can be achieved with complexity O(m + n) via topological sort
[29, Sec. 22.4]. Let AG ∈ Rm×n be the incidence matrix of G. The flow polytope induced
by G is
FG = {x ∈ Rn | AGx = (−1, 0, . . . , 0, 1)>, x > 0},
i.e., FG is the set of unit flows x ∈ Rn onG, where [x]i > 0 denotes the flow going through
edge i. Thus, for all y ∈ Rn, arg minx∈FG〈x, y〉 is a flow x ∈ {0, 1}
n identifying a shortest
path on G weighted by y. Its computation has complexity O(m + n) [29, Sec. 24.2]. This
is significantly cheaper than the complexity Õ(m3n + n2) of a projection [127, Thm. 20],
where Õ hides polylogarithmic factors.
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3.3.6 The Birkhoff polytope
The Birkhoff polytope, a.k.a. assignment polytope, is the set of doubly stochastic matrices
Bn = {X ∈ Rn×n | X1 = 1, X>1 = 1, X > 0}.
It is the convex hull of the permutation matrices and arises in matching, ranking, and se-
riation problems. Linear minimizations can be solved with complexity O(n3) using the
Hungarian algorithm [75]. To the best of our knowledge, there is no projection method
specific to the Birkhoff polytope so we propose one here. Let Y ∈ Rn×n. By reshaping it








1> 0> · · · 0>
0>
. . . . . . ...
... . . . . . . 0>
0> · · · 0> 1>
In · · · · · · In

∈ R2n×n2 . (3.10)

















where K = {x ∈ Rn2 | x > 0} and A = {x ∈ Rn2 | Ax = 1}. That is, we split the
constraints into two sets enjoying efficient projections. We can now apply the Douglas-
Rachford algorithm [87] to problem (3.11). The method is presented in Algorithm 3.2; see
Appendix A.2 for details. Line 3 computes the projection of ut onto the affine subspace
A and in Line 4 is computed a projection onto the nonnegative orthant K. We can set
u = 1/n ∈ A and we denote by A† ∈ Rn2×2n the Moore-Penrose inverse of A.
The complexity of an iteration of Algorithm 3.2 is dominated by the matrix-vector
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Algorithm 3.2 Douglas-Rachford for problem (3.11)
Input: Point to project y ∈ Rn2 , start point z0 ∈ Rn
2 , offset point u ∈ A.




3: xt ← ut − A†A(ut − u)
4: zt+1 ← max
{




+ zt − xt
5: end for





B1 B2 · · · B2
B2
. . . . . . ...
... . . . . . . B2
B2 · · · B2 B1

∈ Rn2×n2 , where

B1 = nIn + (n− 1)Jn ∈ Rn×n
B2 = nIn − Jn ∈ Rn×n,
so A†A is block circulant with circulant blocks (BCCB) and has only three distinct entries:
2n−1, n−1, and−1. The expression ofA†A can be shown by checking thatA† = A>/n−
Jn2,2n/(2n
2) ∈ Rn2×2n using the necessary and sufficient Moore-Penrose conditions [112,
Thm. 1]. Thus, the multiplication of A†A and any vector x ∈ Rn2 can be performed
with complexity O(n2). Indeed, it amounts to computing (nIn + (n − 1)Jn)[x]i:j and
(nIn− Jn)[x]i:j for every (i, j) ∈ {(kn+ 1, (k+ 1)n) | k ∈ J0, n− 1K}, each of which has
complexity O(n).
It remains to bound the number of iterations required to achieve ε-convergence. Let
x∗ = proj(y,A ∩ K) be the solution to problem (3.11), i.e., the projection of Y onto the
Birkhoff polytope after reshaping, and let x̄t = (
∑t
s=0 xs)/(t + 1) ∈ A for all t ∈ N. By
[32, Thm. 1],




where z∗ is a fixed point of rproxιK+(1/2)‖·−y‖22 ◦ rproxιA+(1/2)‖·−y‖22 , rproxϕ = 2 proxϕ− id,
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and proxϕ is the proximity operator ofϕ [101]. Therefore, the complexity of an ε-approximate
projection onto the Birkhoff polytope is O(n2d2z/ε2), where
dz = ‖z0 − z∗‖2. (3.12)
3.3.7 The permutahedron
Let Sn be the set of permutations on J1, nK and w ∈ Rn. The permutahedron induced by
w is the convex hull of all permutations of the entries in w, i.e.,
Pw = conv{wσ ∈ Rn | wσ = ([w]σ1 , . . . , [w]σn)>, σ ∈ Sn}.
It is related to the Birkhoff polytope via Pw = {Xw | X ∈ Bn}. With no loss of generality,
we can assume that the weights are already sorted in ascending order: [w]1 6 · · · 6 [w]n.
Thus, for all y ∈ Rn,
arg min
x∈Pw
〈x, y〉 = wσ−1 ,
where σ satisfies [y]σ1 > · · · > [y]σn . Sorting the entries of y has complexity O(n ln(n))
[29]. A projection can be obtained with a slightly higher complexity O(n ln(n) + n), by
sorting the entries of y and solving an isotonic regression problem [106].
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CHAPTER 4
BOOSTING FRANK-WOLFE BY CHASING GRADIENTS
The main drawback of the Frank-Wolfe algorithm lies in its convergence rate, which
can be excessively slow due to naive descent directions. We propose to speed up
the Frank-Wolfe algorithm by better aligning the descent direction with that of the
negative gradient via a subroutine. This subroutine chases the negative gradient di-
rection in a matching pursuit-style while still preserving the projection-free property.
Although the approach is reasonably natural, it produces very significant results. We
derive convergence rates O(1/t) to O(e−ωt) of our method and we demonstrate its
competitive advantage both per iteration and in CPU time over the state of the art in
a series of computational experiments.
Based on [23].
4.1 The Frank-Wolfe zig-zagging phenomenon




where C ⊂ Rn is a compact convex set and f : Rn → R is a smooth convex function. In
this setting, the Frank-Wolfe algorithm (FW) converges at a rate O(1/t) (Theorem 2.6).
Furthermore, this result is exact, i.e., there exists an instance of problem (4.1) where FW
converges at a rate Ω(1/t) (Theorem 2.9).
FW can converge at faster rates, as we will see in Chapter 6, but this requires addi-
tional assumptions on the geometry of C or the position of the set of unconstrained solu-
tions arg minRn f relative to C. In particular, further assumptions on the properties of the
objective f , e.g., strong convexity, are not sufficient. If C is a polytope, then the set of
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unconstrained solutions needs to lie in the (relative) interior of C to guarantee faster rates
[50], i.e., the constraints need to be not active. This is not an interesting situation in prac-
tice, as constraints are usually added to enforce some desired property on the solution, e.g.,
sparsity, regularization, or fairness, that would not be satisfied otherwise.
Thus, the behavior of FW is very different to that of the projected gradient descent algo-
rithm, which converges at a linear rate O(exp(−(S/L)t)) when the objective is L-smooth
and S-strongly convex, with no additional assumption on the geometry of C. The reason
for this is that FW is allowed to move only towards vertices returned by the linear mini-
mization oracle, which can induce a very naive and inefficient zig-zagging trajectory of the
iterates. Figure 4.1 illustrates this zig-zagging phenomenon, where the descent directions





Figure 4.1: FW generates an inefficient zig-zagging trajectory towards the solution. The problem is
to minimize (1/2)‖ · ‖22 over the triangular region conv{(−1, 0)>, (1, 0)>, (0, 1)>}. The solution
is x∗ = (0, 0)> and the start point is x0 = (0, 1)>.
Contributions. We propose the Boosted Frank-Wolfe algorithm (BoostFW), an intuitive
method speeding up the Frank-Wolfe algorithm by chasing the negative gradient direction
−∇f(xt) via a matching pursuit-style subroutine, and moving in this better aligned di-
rection. BoostFW thereby mimics gradient descent while remaining projection-free. We
derive convergence rates O(1/t) to O(e−ωt). Although the linear minimization oracle may
be called multiple times per iteration, we demonstrate in a series of computational exper-
iments the competitive advantage both per iteration and in CPU time of our method over
the state of the art. Furthermore, BoostFW does not require line search to achieve strong
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empirical performance, and it does not need to maintain the decomposition of the iterates.
Naturally, our approach can also be used to boost the performance of any Frank-Wolfe-style
algorithm.
Outline. We start by presenting faster variants of the Frank-Wolfe algorithm (Section 4.2).
We then move on to the intuition behind the design of the Boosted Frank-Wolfe algorithm
and present its convergence analysis (Section 4.3). Applications of the boosting proce-
dure to other algorithms are discussed in Section 4.3.4. We validate the advantage of our
method in a series of computational experiments (Section 4.4). Finally, a couple of remarks
conclude the chapter (Section 4.5). Complementary plots can be found in Appendix B.2.
4.2 Faster variants of the Frank-Wolfe algorithm
In this section, we present some core variants of FW. They guarantee linear convergence
rates on L-smooth S-strongly convex objectives over polytopes without excessively in-
creasing the per-iteration complexity, and work well in practice.
Away steps. To solve the zig-zagging issue in FW, [131] proposed the Away-Step Frank-
Wolfe algorithm (AFW, Algorithm 4.1), which was analyzed in [50] and recently reana-
lyzed in [78]. The idea is to allow FW to move also away from vertices. At each iteration,
AFW calls the linear minimization oracle twice to return a Frank-Wolfe vertex and an away
vertex and compares which direction will provide more progress. Thus, it is able to notice
when zig-zagging starts and converges much faster overall (Figure 4.2). Its rate of conver-
gence is O(exp(−(S/(8L))(W/D)2t)), where W is the pyramidal width of the polytope
[78]. For example, for the standard simplex ∆n, (W/D)2 = 2/n when n is even and
(W/D)2 = 2/(n− 1/n) when n is odd.
Memory usage. In order to ensure feasibility of its iterates when performing away steps,
AFW needs to store their convex decomposition onto the vertices of C. This can be-
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Algorithm 4.1 Away-Step Frank-Wolfe (AFW)
Input: Start point x0 ∈ C, step-size strategy (γt)t∈N ⊂ [0, 1].
1: S0 ← {x0}
2: λ0(x0)← 1
3: for t = 0 to T − 1 do
4: vt ← arg min
v∈C
〈v,∇f(xt)〉 . FW vertex
5: at ← arg max
v∈St
〈v,∇f(xt)〉 . away vertex
6: if 〈xt − vt,∇f(xt)〉 > 〈at − xt,∇f(xt)〉 then
7: xt+1 ← xt + γt(vt − xt) . FW step
8: St+1 ← St ∪ {vt}
9: λt+1(v)← (1− γt)λt(v) + γt1{v=vt} for v ∈ St+1
10: else
11: γmax ← λt(at)/(1− λt(at))
12: xt+1 ← xt + γt(xt − at) where γt 6 γmax . away step
13: St+1 ← St
14: λt+1(v)← (1 + γt)λt(v)− γt1{v=at} for v ∈ St+1
15: end if
16: end for
come very expensive in memory usage. The Decomposition-Invariant Pairwise Condi-
tional Gradient algorithm (DICG, Algorithm 4.2) [46] is a variant over 0/1-polytopes that
is memory-free by leveraging the structure of these polytopes. DICG converges at a rate
O(exp(−(S/(8LD2‖x∗‖0))t)), where ‖x∗‖0 denotes the number of nonzero entries in the
solution x∗ = arg minC f . Thus, comparing to AFW, the square of the pyramidal width
W 2, which is often a dimension-dependent quantity, is replaced with the sparsity of x∗,
which can be much smaller. Note that an extension of DICG to arbitrary polytopes was
proposed in [4], however it assumes access to an expensive oracle hindering its perfor-
mance in practice.
Blending. The Blended Conditional Gradient algorithm (BCG) [14] is a variant of the
Fully-Corrective Frank-Wolfe algorithm (Algorithm 2.2) where the reoptimization step in
Line 5 is solved incompletely until an accuracy φt is reached. The quantity φt is adaptively
updated based on the Frank-Wolfe duality gap. The reoptimization steps require storage of





x4 x∗ = x5
Figure 4.2: AFW breaks the zig-zagging trajectory by performing away steps. Here, x4 is obtained
using an away step which enables x5 = x∗ and speeds up the algorithm. The zig-zagging is due to
the weight of x0 in the convex decomposition of x1, x2, x3. It is freed up when computing x4.
Algorithm 4.2 Decomposition-Invariant Pairwise Conditional Gradient (DICG)
Input: Start point x0 ∈ C, step-size strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do





[∇f(xt)]i if [xt]i > 0
−∞ if [xt]i = 0
for i = 1 to n
4: at ← arg max
v∈C
〈v, ∇̃f(xt)〉
5: xt+1 ← xt + γt(vt − at)
6: end for
[14, Sec. 4]. By blending FW steps with approximate FCFW steps, BCG generates iterates
that have higher sparsity than FW or AFW and that converge at a rateO(exp(−(S/C∆)t)),
where C∆ is the simplicial curvature of f over the polytope.
4.3 Boosting Frank-Wolfe
4.3.1 Intuition
In the simple example of Figure 4.1, the gradient of the objective is ∇f(xt) = xt − x∗ so
−∇f(xt) actually points exactly towards the solution. However, FW moves in directions
that are more and more orthogonal to it. Generally speaking, a rule-of-thumb in first-
order optimization is to follow the direction of steepest descent, i.e., the direction of the
negative gradient −∇f(xt). Suppose that −∇f(xt) ∈ cone(C − xt) and that we are able
to compute its conical decomposition, i.e., we have −∇f(xt) =
∑Kt−1
k=0 λk(vk − xt) where
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λ0, . . . , λKt−1 > 0 and v0, . . . , vKt−1 ∈ C. Then by normalizing by Λt =
∑Kt−1
k=0 λk,
we obtain a feasible descent direction gt = (1/Λt)
∑Kt−1
k=0 λk(vk − xt) in the sense that
[xt, xt + gt] ⊂ C. Therefore, building xt+1 as a convex combination of xt and xt + gt
ensures that xt+1 ∈ C and the projection-free property holds as in a typical FW step, all the
while moving in the direction of the negative gradient −∇f(xt).
In practice however, computing the exact conical decomposition of −∇f(xt), even
when this is feasible, is not necessary and it may be overkill. Indeed, all we want is to build
a vector gt such that:







(ii) gt allows a projection-free update of xt, i.e.,
xt + γgt ∈ C for all γ ∈ [0, 1] ,
or, equivalently by convexity, [xt, xt + gt] ⊂ C.
Thus, we propose to chase the direction of −∇f(xt) by sequentially picking up vertices in
a matching pursuit-style [96]. This procedure is illustrated in Figure 4.3. At each round
k, the procedure looks to reduce the residual rk by subtracting its projection λkuk onto the
principal component uk. A scaling in the last round ensures that the feasibility property (ii)
is satisfied.








via the Non-Negative Matching Pursuit algorithm [90], without however the aim of solving





























Figure 4.3: Illustration of the boosting procedure. It builds a descent direction gt better aligned
with the negative gradient direction −∇f(xt), while the FW descent direction is that of v0 − xt.
(a): Defining r0 ← −∇f(xt), set v0 ← argminv∈C〈v,−r0〉, u0 ← v0 − xt, and λ0 ← (〈v0 −
xt, r0〉/‖v0 − xt‖22)(v0 − xt). The new residual is r1 ← r0 − λ0u0. (b): Repeat (a) with r1. (c):
Set d2 ← λ0u0 + λ1u1. (d): Scale d2 to obtain gt ← d2/(λ0 + λ1). Note that [xt, xt + d2] 6⊂ C but
[xt, xt + gt] ⊂ C. Moving along the segment [xt, xt + gt] ensures that xt+1 ∈ C.
4.3.2 The Boosted Frank-Wolfe algorithm
The Boosted Frank-Wolfe algorithm (BoostFW) is presented in Algorithm 4.3, where the
boosting procedure takes place in Lines 2–20. In short, it replaces the linear minimization
oracle in FW (Algorithm 2.1). The comparison 〈vk − xt, rk〉 vs. 〈−dk/‖dk‖, rk〉 in Line 8
is less intuitive than the rest of the procedure, illustrated in Figure 4.3, but it is necessary to
ensure convergence; see [90].
Since we are only interested in the direction of −∇f(xt), the stopping criterion in the
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procedure (Line 11) is an alignment condition between−∇f(xt) and the current estimated
direction dk, which serves as descent direction for BoostFW. We measure the alignment
between a target direction d ∈ Rn\{0} and its estimate d̂ ∈ Rn via the cosine similarity,






if d̂ 6= 0,
−1 if d̂ = 0.
(4.3)
In order to optimize the trade-off between progress and complexity per iteration, we allow
for (very) inexact alignments and we stop the procedure as soon as sufficient progress in
alignment is not met (Lines 14–16). Furthermore, note that it is not possible to obtain a
perfect alignment when−∇f(xt) /∈ cone(C−xt), but this is not an issue as we only seek to
better align the descent direction. The number of pursuit rounds at iteration t is denoted by
Kt (Line 19). In the experiments (Section 4.4), we typically set δ ← 10−3 and K ← +∞;
the role of K is only to cap the number of pursuit rounds per iteration when the FW oracle
is particularly expensive (see Section 4.4.4). Note that if K = 1, then BoostFW reduces to
FW.
We present in Proposition 4.2 some properties satisfied by BoostFW.
Proposition 4.2. Let t ∈ N and suppose that xt ∈ C. Then:
(i) d1 is defined and Kt > 1,
(ii) λ0, . . . , λKt−1 > 0,
(iii) dk ∈ cone(C − xt) for all k ∈ J0, KtK,
(iv) xt + gt ∈ C and xt+1 ∈ C,
(v) cos(gt,−∇f(xt)) > cos(vt−xt,−∇f(xt))+(Kt−1)δ where vt ∈ arg minv∈C〈v,∇f(xt)〉
and cos(vt − xt,−∇f(xt)) > 0.
46
Algorithm 4.3 Boosted Frank-Wolfe (BoostFW)
Input: Start point x0 ∈ C, maximum number of rounds K ∈ N\{0}, alignment improve-
ment tolerance δ ∈ ]0, 1[, step-size strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do
2: d0 ← 0
3: Λt ← 0
4: flag← false
5: for k = 0 to K − 1 do
6: rk ← −∇f(xt)− dk . kth residual
7: vk ← arg max
v∈C
〈v, rk〉 . FW oracle






10: d′k ← dk + λkuk
11: if cos(d′k,−∇f(xt))− cos(dk,−∇f(xt)) > δ then
12: dk+1 ← d′k
13: Λt ←
{
Λt + λk if uk = vk − xt
Λt(1− λk/‖dk‖2) if uk = −dk/‖dk‖2
14: else
15: flag← true
16: break . exit k-loop
17: end if
18: end for
19: Kt ← k if flag = true else K
20: gt ← dKt/Λt . normalization
21: xt+1 ← xt + γtgt
22: end for
Proof. (i) We have d0 = 0 so r0 = −∇f(xt) and cos(d0, r0) = −1 by definition (4.3).
Furthermore, since v0 ∈ arg maxv∈V〈v, r0〉 and xt ∈ C, we have
〈v0 − xt, r0〉 = 〈v0, r0〉 − 〈xt, r0〉 > 0,







〈v0 − xt, r0〉
‖v0 − xt‖2‖r0‖2
> 0
> −1 + δ
= cos(d0,−∇f(xt)) + δ.
Therefore, by Line 11 the gradient pursuit procedure continues.
(ii) Let k ∈ J0, Kt − 1K. Since vk ∈ arg maxv∈C〈v, rk〉 (Line 7) and xt ∈ C,
〈vk − xt, rk〉 = max
v∈C
〈v, rk〉 − 〈xt, rk〉 > 0.





Furthermore, note that −rk is the gradient of the objective function in subprob-
lem (4.2) and 〈uk, rk〉 is a scaled upper bound on its primal gap [90]. Thus, if λk = 0
then the gradient pursuit procedure has already converged.
(iii) We show by induction that dk ∈ cone(C − xt) for all k ∈ J0, KtK. We have d0 =
0 ∈ cone(C − xt) so the base case is satisfied. Suppose that dk ∈ cone(C − xt)
for some k ∈ J0, Kt − 1K. If uk = vk − xt then uk ∈ C − xt and since λk > 0
by (ii), we have dk+1 = dk + λk(vk − xt) ∈ cone(C − xt). Else, uk = −dk/‖dk‖2
so dk+1 = (1− λk/‖dk‖2)dk and it remains to show that 1− λk/‖dk‖2 > 0. We will
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> 〈−dk, rk〉, (4.4)
so it suffices to show that ‖dk‖22/2 > 〈−dk, rk〉. Now, the procedure satisfies for all
k′ ∈ J0, Kt − 1K,
‖rk′+1‖22 = ‖rk′ − λk′uk′‖22





where we used λk′ = 〈uk′ , rk′〉/‖uk′‖22. Thus ‖rk‖22 6 ‖r0‖22, i.e., since d0 = 0,
‖∇f(xt) + dk‖22 6 ‖∇f(xt)‖22 so














Therefore, with (4.4) we can conclude that dk+1 ∈ cone(C − xt).
(iv) By (iii), dKt ∈ cone(C−xt) so since gt = dKt/Λt, to show that xt+gt ∈ C it suffices
to show that the sum of coefficients in the conical decomposition of dKt is equal to
Λt, and then it follows that gt ∈ conv(C −xt) = conv(C)−xt = C −xt. By Line 13,
this is true and is verified by a simple induction on k: the base case is satisfied and if
uk = vk − xt then dk+1 = dk + λk(vk − xt) and Line 13 shows that Λt ← Λt + λk is
updated accordingly, else uk = −dk/‖dk‖2 so dk+1 = (1−λk/‖dk‖2)dk and Line 13
shows that Λt ← Λt(1− λk/‖dk‖2) is again updated accordingly. Thus, xt + gt ∈ C.
Then,
xt+1 = xt + γtgt
= xt + γt((xt + gt)− xt)
= (1− γt)xt + γt (xt + gt)︸ ︷︷ ︸
∈C
.
Since γt ∈ [0, 1], we conclude that xt+1 ∈ C by convex combination.
(v) Since d0 = 0, we have r0 = −∇f(xt) so by Line 7, v0 ∈ arg minv∈C〈v,∇f(xt)〉,
and we have d1 = vt − xt. Let vtv0. Since gt = dKt/Λt where Kt > 1 by (i), by
Line 11 we obtain
cos(gt,−∇f(xt)) = cos(dKt ,−∇f(xt))
> cos(vt − xt,−∇f(xt)) + (Kt − 1)δ.
Lastly,





because 〈xt − vt,∇f(xt)〉 > 0 since xt ∈ C.
x0
x∗ = x1
Figure 4.4: We complete the series of Figures 4.1–4.2. Here, BoostFW can exactly estimate the
direction of −∇f(x0) = −(x0 − x∗) in just two rounds, and it converges in 1 iteration.
4.3.3 Convergence analysis
Let (xt)t∈N denote the sequence of iterates generated by BoostFW. We consider the initial-
ization
x0 ∈ arg min
v∈C
〈v,∇f(y)〉 for a given y ∈ C, (4.5)







The step-size strategy is similar to the closed-loop strategy (2.2) used in FW, where vt− xt








Theorem 4.3 provides a quantitative estimation of the convergence of BoostFW.
Theorem 4.3. Let f : Rn → R be an L-smooth, convex, µ-gradient dominated function.
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where ηs = cos(gs,−∇f(xs)) and vs ∈ arg minv∈C〈v,∇f(xs)〉 for all s ∈ N.











Suppose that γt = 〈gt,−∇f(xt)〉/(L‖gt‖22). Then since f is L-smooth and is µ-gradient
dominated,







= εt − η2t
‖∇f(xt)‖22
2L


























Recall that gt = dKt/Λt and d1 = λ0(v0 − xt) where v0 ∈ arg minv∈C〈v,∇f(xt)〉. If
Kt = 1 then dKt = d1, else cos(dKt ,−∇f(xt)) > cos(d1,−∇f(xt)) by the condition in







Let x∗ ∈ arg minC f . By convexity of f and optimality of v0,
εt = f(xt)− f(x∗)
6 〈xt − x∗,∇f(xt)〉
6 〈xt − v0,∇f(xt)〉. (4.11)




















where we denote vs ∈ arg minv∈C〈v,∇f(xs)〉 for all s ∈ N.
Note that γt = 1 is extremely rare in practice, and we observed no more than 1 such
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iteration in each of the experiments (Section 4.4). This is a similar phenomenon to that in
the Away-Step and Pairwise Frank-Wolfe algorithms [78]. Similarly,Kt > 1 simply means
that it is possible to increase the alignment by δ twice and consecutively, where δ is typically
set to a low value. In the experiments, we set δ ← 10−3 and we observed Kt > 1 (or even
Kt > 5) almost everytime. Thus,Nt ≈ twhereNt = card{s ∈ J0, t−1K | γs < 1, Ks > 1}
denotes the number of “good iterations” until iteration t. We introduce the quantity Nt in
order to write a fully explicit convergence rate of BoostFW. In Theorem 4.4, we use a
weaker assumption Nt = Ω(t).
Theorem 4.4. Let f : Rn → R be an L-smooth, convex, µ-gradient dominated function.
Consider the initialization (4.5) and the closed-loop strategy (4.7), and suppose that Nt >




































































Remark 4.5. Note that if Kt = 1 at every iteration than BoostFW reduces to FW, and the
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convergence rate is O(1/t) (Theorem 2.6).
4.3.4 Extension to Frank-Wolfe variants
Before moving on to the computational experiments, we briefly show here that the boosting
procedure can be written in a very generic form (Algorithm 4.4), where the target direction
and the reference point are denoted by d ∈ Rn\{0} and z ∈ C respectively. In the case of
FW, we have d← −∇f(xt) and z← xt.
Algorithm 4.4 Boosting procedure Boost(d, z, K, δ)
Input: Target direction d ∈ Rn\{0}, reference point z ∈ C, maximum number of rounds
K ∈ N\{0}, alignment improvement tolerance δ ∈ ]0, 1[.
Output: Boosted descent direction g ∈ C − z.
1: d0 ← 0
2: Λ← 0
3: flag← false
4: for k = 0 to K − 1 do
5: rk ← d− dk . kth residual
6: vk ← arg max
v∈C
〈v, rk〉 . FW oracle






9: d′k ← dk + λkuk
10: if cos(d′k,d)− cos(dk,d) > δ then
11: dk+1 ← d′k
12: Λ←
{
Λ + λk if uk = vk − z
Λ(1− λk/‖dk‖2) if uk = −dk/‖dk‖2
13: else
14: flag← true
15: break . exit k-loop
16: end if
17: end for
18: K ′ ← k if flag = true else K
19: g ← dK′/Λ . normalization
BoostFW can thus be written as in Algorithm 4.5.
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Algorithm 4.5 Boosted Frank-Wolfe (BoostFW)
Input: Start point x0 ∈ C, maximum number of rounds K ∈ N\{0}, alignment improve-
ment tolerance δ ∈ ]0, 1[, step-size strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do
2: gt ← Boost(−∇f(xt), xt, K, δ)
3: xt+1 ← xt + γtgt
4: end for
The procedure can also be applied to boost other Frank-Wolfe algorithms. For example,
we can apply it to boost the performance of DICG (Algorithm 4.6). Note that the reference
point here is the away vertex at.
Algorithm 4.6 Boosted Decomposition-Invariant Pairwise Conditional Gradient (Boost-
DICG)
Input: Start point x0 ∈ C, maximum number of rounds K ∈ N\{0}, alignment improve-
ment tolerance δ ∈ ]0, 1[, step-size strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do
2: [∇̃f(xt)]i ←

[∇f(xt)]i if [xt]i > 0
−∞ if [xt]i = 0
for i = 1 to n
3: at ← arg max
v∈C
〈v, ∇̃f(xt)〉
4: gt ← Boost(−∇f(xt), at, K, δ)
5: xt+1 ← xt + γtgt
6: end for
An example where the target direction is not that of the negative gradient −∇f(xt) is,
e.g., when boosting a momentum variant of FW (Algorithm 4.7).
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Algorithm 4.7 Boosted Momentum Frank-Wolfe
Input: Start point x0 ∈ C, momentum parameter β ∈ ]0, 1[, maximum number of rounds
K ∈ N\{0}, alignment improvement tolerance δ ∈ ]0, 1[, step-size strategy (γt)t∈N ⊂
[0, 1].
1: m−1 ← 0
2: for t = 0 to T − 1 do
3: mt ← βmt−1 + (1− β)∇f(xt)
4: gt ← Boost(−mt, xt, K, δ)
5: xt+1 ← xt + γtgt
6: end for
4.4 Computational experiments
In this section, we demonstrate that BoostFW is very efficient computationally even though
it may call the linear minimization oracle multiple times during the boosting procedure. We
compare BoostFW to AFW, DICG, and BCG in a series of computational experiments. We


















where γmax is defined in AFW (Algorithm 4.1). Both strategies yield the same convergence
rate [111]. For BoostFW, we also ran a line search strategy to demonstrate that the speedup
really comes from the boosting procedure and not from being line search-free. Results
further show that the closed-loop strategy (4.7) is very performant in CPU time. The line
search-free strategy of DICG is not competitive in the experiments.
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s.t. ‖x‖1 6 τ,
however we can perform a change of variables xi = zi − zn+i and use the following refor-
mulation over the simplex:
min
z∈R2n
f([z]1:n − [z]n+1:2n) (4.13)
s.t. z ∈ τ∆2n,
where [z]1:n and [z]n+1:2n denote the truncation to Rn of the first n entries and the last n
entries of z ∈ R2n respectively. Fact 4.6 formally states the equivalence between prob-
lems (4.12) and (4.13).
Fact 4.6. Consider Rn and let τ > 0. Then B1(0, τ) = {[z]1:n − [z]n+1:2n | z ∈ τ∆2n}.
Proof. Let x ∈ B1(0, τ). Define δ = (τ − ‖x‖1)/2n > 0 and z ∈ R2n by
[z]i =

[x]i + δ if [x]i > 0
δ if [x]i < 0
and [z]n+i =

δ if [x]i > 0
−[x]i + δ if [x]i < 0









= ‖x‖1 + 2nδ
= τ
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so x ∈ B1(0, τ).
We implemented all the algorithms in Python using the same code framework for fair
comparisons. In the case of synthetic data, we generated them from Gaussian distributions.
We ran the experiments on a laptop under Linux Ubuntu 18.04 with Intel Core i7 3.5GHz
CPU and 8GB RAM. The code is available at https://github.com/cyrillewcombettes/boostfw.
In each experiment, we estimated the smoothness constantL of the (convex) objective func-
tion f : Rn → R, i.e., the Lipschitz constant of the gradient function ∇f : Rn → Rn,
by sampling a few pairs of points (x, y) ∈ C × C and computing an upper bound on
‖∇f(y)−∇f(x)‖2/‖y−x‖2. Unless specified otherwise, we set δ ← 10−3 andK ← +∞
in BoostFW. The role of K is only to cap the number of pursuit rounds per iteration when
the FW oracle is particularly expensive (see Section 4.4.4).
4.4.1 Lower bound on the number of oracle calls
In Figure 4.5, we demonstrate that although BoostFW may call the oracle multiple times per
iteration, it is still compatible with the lower bound from Proposition 2.8. We set n = 1 000
and since the objective is quadratic, we used an exact line search step-size strategy in FW-ls
and BoostFW-ls. Note that the optimal value of the problem is 1/n = 10−3.
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Figure 4.5: Lower bound on the number of oracle calls.
4.4.2 Sparse signal recovery
Let x∗ ∈ Rn be a signal which we want to recover as a sparse representation from ob-
servations y = Ax∗ + w, where A ∈ Rm×n and w ∼ N (0, σ2Im) is the noise in the




s.t. ‖x‖0 6 ‖x∗‖0
but the `0-pseudo-norm ‖ · ‖0 : x ∈ Rn 7→ card{i ∈ J1, nK | [x]i 6= 0} is nonconvex and
renders the problem intractable in many situations [103]. To remedy this, the `1-norm is





s.t. ‖x‖1 6 ‖x∗‖1.
In order to compare to DICG, which is not applicable to this formulation, we ran all algo-
rithms on the reformulation (4.13). We set m = 200, n = 500, σ = 0.05, and τ = ‖x∗‖1.
Since the objective function is quadratic, we can derive a closed-form solution to the line
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search and there is no need for AFW-L or BoostFW-L. The results are presented in Fig-
ure 4.6.
Figure 4.6: Sparse signal recovery.
4.4.3 Sparsity-constrained logistic regression
We consider the task of recognizing the handwritten digits 4 and 9 from the Gisette dataset
[51], available at https://archive.ics.uci.edu/ml/datasets/Gisette. The dataset includes a high
number of distractor features with no predictive power. Hence, a sparsity-constrained lo-








ln(1 + exp(−yia>i x))
s.t. ‖x‖1 6 τ
where a1, . . . , am ∈ Rn and y ∈ {−1,+1}m. In order to compare to DICG, which is not
applicable to this formulation, we ran all algorithms on the reformulation (4.13). We used
m = 2 000 samples and the number of features is n = 5 000. We set τ = 10, L = 0.5, and
δ ← 10−4 in BoostFW. The results are presented in Figure 4.7. As expected, AFW-L and
BoostFW-L converge faster in CPU time as they do not rely on line search, however they
converge slower per iteration as each iteration provides less progress.
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Figure 4.7: Sparse logistic regression on the Gisette dataset.
4.4.4 Traffic assignment
We consider the traffic assignment problem. The task is to assign vehicles on a traffic
network in order to minimize congestion while satisfying travel demands. Let A, R, and
S be the sets of links, routes, and origin-destination pairs respectively. For every pair
(i, j) ∈ S, let Ri,j and di,j be the set of routes and the travel demand from i to j. Let xa
and ta be the flow and the travel time on link a ∈ A, and let yr be the flow on route r ∈












1{a∈r}yr a ∈ A
∑
r∈Ri,j
yr = di,j (i, j) ∈ S
yr > 0 r ∈ Ri,j, (i, j) ∈ S.
A commonly used expression for the travel time ta as a function of the flow xa, devel-
oped by the Bureau of Public Records, is ta : xa ∈ R+ 7→ τa(1 + 0.15(xa/ca)4) where
τa and ca are the free-flow travel time and the capacity of the link. A linear minimization
over the feasible region in (4.14) amounts to computing the shortest routes between all
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origin-destination pairs. Thus, the FW oracle is particularly expensive here so we capped
the maximum number of rounds in BoostFW to K ← 5 (Figure 4.9). We implemented
the oracle using the function all pairs dijkstra path from the Python package
networkx [52]. We created a directed acyclic graph with 500 nodes split into 20 lay-
ers of 25 nodes each, and randomly dropped links with probability 0.5 so |A| ≈ 6 000 and
cardS ≈ 113 000. We set di,j ∼ U([0, 1]) for every (i, j) ∈ S. DICG is not applicable here
and AFW-L and BoostFW-L were not competitive. The results are presented in Figure 4.8.
Figure 4.8: Traffic assignment.
We define the relative improvement in alignment between rounds k−1 and k ∈ J2, KtK





For a fixed round k, we plot in Figure 4.9 the mean of θt,k across all iterations t that
performed a kth round, i.e.,
θk =
1




in the sparse signal recovery experiment (Section 4.4.2). The error bars represent ±1 stan-
dard deviation. We see that on average the second round produces an improvement in
alignment of ∼ 39%, the third round produces an improvement of ∼ 17%, etc. In particu-
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lar, the plot suggests that 5 rounds in each iteration are enough.
Figure 4.9: Relative improvements in alignment during the gradient pursuit procedure.
4.4.5 Collaborative filtering
We consider the task of collaborative filtering on the MovieLens 100k dataset [53], avail-
able at https://grouplens.org/datasets/movielens/100k/. The low-rank assumption on the








s.t. ‖X‖nuc 6 τ
where hρ is the Huber loss with parameter ρ > 0 [61]:
hρ : t ∈ R 7→

t2/2 if |t| 6 ρ
ρ(|t| − ρ/2) if |t| > ρ,
Y ∈ Rm×n is the given matrix to complete, I ⊂ J1,mK × J1, nK is the set of indices of




i=1 σi(X) is the
nuclear norm and equals the sum of the singular vectors. It serves as a convex surrogate for
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the rank constraint [42]. Since
{X ∈ Rm×n | ‖X‖nuc = 1} = conv{uv> | u ∈ Rm, v ∈ Rn, ‖u‖2 = ‖v‖2 = 1},
a linear minimization over the nuclear norm-ball of radius τ amounts to computing the top
left and right singular vectors u and v of −∇f(Xt) and to return τuv>. To this end, we
used the function svds from the Python package scipy.sparse.linalg [128]. We
have m = 943, n = 1 682, and |I| = 105, and we set ρ = 1, τ = 5 000, and L = 5 · 10−6.
DICG is not applicable here. The results are presented in Figure 4.10.
Figure 4.10: Collaborative filtering on the MovieLens 100k dataset.
The time limit here was set to 500 seconds but for AFW-L we reduced it to 250 seconds,
else it raises a memory error on our machine shortly after. This is because AFW requires
storing the convex decomposition of the iterate onto the vertices of C. Note that BoostFW-
ls converges faster in CPU time than AFW-L, although it relies on line search, and that
BoostFW-L converges faster per iteration than the other methods although it does not rely
on line search.
4.4.6 Video co-localization
We consider the task of video co-localization on the aeroplane class of the YouTube-Objects
dataset [115], using the problem formulation of [66]. The goal is to localize (with bounding
boxes) the aeroplane object across the video frames. It consists in minimizing f : x ∈
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R660 7→ x>Ax/2 + b>x over a flow polytope, where A ∈ R660×660, b ∈ R660, and the
polytope each encode a part of the temporal consistency in the video frames. We obtained
the data from https://github.com/Simon-Lacoste-Julien/linearFW. A linear minimization
over the flow polytope amounts to computing a shortest path in the corresponding directed
acyclic graph. DICG performs particularly well on this instance so we also compared to
BoostDICG (Algorithm 4.6). Since the objective function is quadratic, we can derive a
closed-form solution to the line search and there is no need for AFW-L or BoostFW-L. We
set δ ← 10−7 in BoostFW and δ ← 10−15 in BoostDICG. The results are presented in
Figure 4.11.
Figure 4.11: Video co-localization on the YouTube-Objects dataset.
All algorithms provide a similar level of performance in function value. In [46], the
algorithms are compared with respect to the duality gap on the same experiment. For
completeness, we report a similar study in Figure 4.12. The boosting procedure applied to
DICG produces very promising empirical results.
Appendix B.2 presents comparisons in duality gap for the other experiments. DICG
converges faster than BoostFW in duality gap here (after closing it to 10−6 though), but it
is not the case in the other experiments.
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Figure 4.12: Video co-localization on the YouTube-Objects dataset.
4.5 Final remarks
We have proposed an intuitive method to speed up the Frank-Wolfe algorithm by descend-
ing in directions better aligned with those of the negative gradients −∇f(xt), all the while
remaining projection-free. Our method does not need to maintain the decomposition of the
iterates and can naturally be used to boost the performance of any Frank-Wolfe-style algo-
rithm. Although the linear minimization oracle may be called multiple times per iteration,
the progress obtained greatly overcomes this cost and leads to strong gains in performance.
We demonstrated in a variety of experiments the computational advantage of our method
both per iteration and in CPU time over the state of the art. Furthermore, it does not re-
quire line search to produce strong performance in practice, which is particularly useful on
instances where these are excessively expensive.
Future work may replace the gradient pursuit procedure with a faster conic optimization
algorithm to potentially reduce the number of oracle calls. It could also be interesting to




FRANK-WOLFE WITH ADAPTIVE GRADIENTS FOR LARGE-SCALE
OPTIMIZATION
The complexity in large-scale optimization can lie in both handling the objective
function and handling the constraint set. In this respect, stochastic Frank-Wolfe al-
gorithms occupy a unique position as they alleviate both computational burdens, by
querying only approximate first-order information from the objective and by main-
taining feasibility of the iterates without using projections. In this chapter, we im-
prove the quality of their first-order information by blending in adaptive gradients.
We derive convergence rates and demonstrate the computational advantage of our
method over the state-of-the-art stochastic Frank-Wolfe algorithms on both convex
and nonconvex objectives. The experiments further show that our method can im-
prove the performance of adaptive gradient algorithms for constrained optimization.
Based on [26].
5.1 The large-scale optimization setting












where C ⊂ Rn is a compact convex set and f1, . . . , fm : Rn → R are smooth functions. This
setting is quite ubiquitous in machine learning, as many learning problems are formulated
via empirical risk minimization [126] and result in the optimization problem (5.1). For
example, if (a1, y1), . . . , (am, ym) ∈ Rn ×R denote the set of observed feature-label pairs,
then:
(i) the least-squares approach to linear regression puts fi(x) = (yi − 〈ai, x〉)2;
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(ii) in logistic regression, maximum likelihood estimation with yi ∈ {−1, 1} leads to
fi(x) = ln(1 + exp(−yi〈ai, x〉));
(iii) in support vector classification, the smoothed loss can be written fi(x) = max{0, 1−
yi〈ai, x〉}2 to allow soft margins, where again yi ∈ {−1, 1}.
We are interested in developing methods for when the dataset is large scale. In this
situation, evaluations of the objective f are very expensive and first-order methods cannot
be used as they stand. A popular option is to replace, e.g., the evaluation of the gradient
with an approximate but much cheaper estimation ∇̃f(x) ← ∇fi(x), where i is sampled
uniformly at random from J1,mK. This stochastic approximation method can be traced
back to work on Markov chains [119] and works well for problem (5.1). In the context
of Frank-Wolfe algorithms, the Stochastic Frank-Wolfe algorithm (SFW) uses an estimator
∇̃f(xt) ← (1/bt)
∑bt
j=1∇fij(xt), where i1, . . . , ibt are sampled i.i.d. uniformly at random
from J1,mK. When the batch-sizes scale as bt = Θ(t2), SFW converges with rate O(1/t)
[58].
Many variants have been proposed to improve the practical efficiency of SFW, also con-
verging at a rate of O(1/t). From a theoretical standpoint, a popular measure of efficiency
in large-scale optimization is the number of gradient evaluations required to achieve ε-
convergence. To this end, the Stochastic Variance-Reduced Frank-Wolfe algorithm (SVRF)
[58] integrates variance reduction [65, 137] in the estimation of the stochastic gradients to
improve the batch-size rate to bt = Θ(t). The STOchastic variance-Reduced Conditional
gradient sliding algorithm (STORC) [58] builds on the Conditional Gradient Sliding algo-
rithm [82] and further reduces the total number of gradient evaluations by half an order
of magnitude, although STORC is not as competitive as SVRF in practice [58, Sec. 5].
This may be because SVRF obtains more progress per gradient evaluation or because the
analysis of STORC is more precise. When the objective is additively separable in the data
samples, [105] present a Constant batch-size Stochastic Frank-Wolfe algorithm (CSFW)
where the batch-sizes do not need to grow over time, i.e., bt = Θ(1); in practice, they set
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bt ← bm/100c.
Hence, the number of gradient evaluations required to achieve convergence, although
appealing for its theoretical insight, may not necessarily reflect the relative performances
of different algorithms in practice. Furthermore, focusing solely on reducing this quantity
may actually be ineffective [35]. In this chapter, we take a different route and leverage
recent advances in optimization to improve the performance of SFW (and variants) via a
better use of first-order information. To the best of our knowledge, it has not yet been
explored how to take advantage of adaptive gradients [37, 97], which have been very suc-
cessful in modern large-scale learning (see, e.g., [34]), in projection-free optimization.
Adaptive gradient algorithms consist in setting entrywise step-sizes based on first-order
information from past iterates. An interpretation of the success of these methods is that
they provide a feature-specific learning rate, which is particularly useful when informative
features from the dataset are present in the form of rare events. From an optimization stand-
point, these adaptive step-sizes fit better to the loss landscape and alleviate the struggle with
ill-conditioning, without requiring access to second-order information.
Contributions. We show that the blend of adaptive gradients and Frank-Wolfe algorithms
is successful. We propose a generic template for improving the performance of stochas-
tic Frank-Wolfe algorithms, which applies to all the aforementioned variants. Our method
consists in solving the non-Euclidean projection subproblems occurring in the adaptive
gradient algorithms very incompletely via a fixed and small number of K iterations of the
Frank-Wolfe algorithm. We establish convergence guarantees for different implementa-
tions of our method, and we demonstrate its computational advantage over the state-of-the-
art stochastic Frank-Wolfe algorithms on both convex and nonconvex objectives. Further-
more, the experiments also show that our method can improve the performance of adaptive
gradient algorithms on constrained optimization problems. While adaptive gradient algo-
rithms require a non-Euclidean projection at each iteration, our method is projection-free
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and still leverages adaptive gradients.
Outline. We start with background materials on stochastic Frank-Wolfe and adaptive gra-
dient algorithms (Sections 5.2–5.3). In Section 5.4, we motivate our approach and present
our method through a generic template. We further propose specific implementations and
analyze their respective convergence properties. We end that section with practical rec-
ommendations and we report computational experiments in Section 5.5. We conclude the
chapter with some final remarks in Section 5.6. Appendix B.3 contains an analysis of the
sensitivity to K.
5.2 Stochastic Frank-Wolfe algorithms
We present in Template 5.1 the generic template for stochastic Frank-Wolfe algorithms.
When ∇̃f(xt)← ∇f(xt), we obtain the original Frank-Wolfe algorithm (FW).
Template 5.1 Stochastic Frank-Wolfe
Input: Start point x0 ∈ C, step-size strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do
2: Update the gradient estimator ∇̃f(xt)
3: vt ← arg min
v∈C
〈v, ∇̃f(xt)〉
4: xt+1 ← xt + γt(vt − xt)
5: end for
In order to fit FW to the large-scale finite-sum setting of Problem (5.1), many stochastic
Frank-Wolfe algorithms have been developed. Most of them follow Template 5.1 and differ
only in how they update the gradient estimator ∇̃f(xt) (Line 2). In Table 5.1, we report
the strategies adopted in the Stochastic Frank-Wolfe algorithm (SFW) [58], the Stochastic
Variance-Reduced Frank-Wolfe algorithm (SVRF) [58], the Stochastic Path-Integrated Dif-
ferential EstimatoR Frank-Wolfe algorithm (SPIDER-FW) [134, 123], the Online stochas-
tic Recursive Gradient-based Frank-Wolfe algorithm (ORGFW) [132], and the Constant
batch-size Stochastic Frank-Wolfe algorithm (CSFW) [105]. SFW is the natural extension
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Table 5.1: Gradient estimator updates in stochastic Frank-Wolfe algorithms. The indices i1, . . . , ibt
are sampled i.i.d. uniformly at random from J1,mK. When introduced, x̃t denotes the last snapshot
















































(1/m)f ′i(〈ai, xt〉) if i ∈ {i1, . . . , ibt}
[αt−1]i else
of FW to the large-scale setting of Problem (5.1), SVRF and SPIDER-FW integrate vari-
ance reduction based on the works of [65] and [41] respectively, ORGFW uses a form of
momentum inspired by [30], and CSFW takes advantage of the additive separability of the
objective function in the data samples, when applicable, following the design of [121].
5.3 The Adaptive Gradient algorithm
The Adaptive Gradient algorithm (AdaGrad) [37] (see also [97]) is presented in Algo-
rithm 5.2.
All operations in Line 3 are entrywise in Rn. The matrix Ht ∈ Rn×n is diagonal and
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Algorithm 5.2 Adaptive Gradient (AdaGrad)
Input: Start point x0 ∈ C, offset δ > 0, learning rate η > 0.
1: for t = 0 to T − 1 do
2: Update the gradient estimator ∇̃f(xt)



















[∇̃f(xs)]2i if i = j,
0 if i 6= j.
(5.2)
The default value for the offset hyperparameter is δ ← 10−8. The new iterate xt+1 is
computed in Line 4 by solving a constrained convex quadratic minimization subproblem.
By completing the square, the subproblem in Line 4 is equivalent to a projection in the
metric ‖ · ‖Ht:
xt+1 ← arg min
x∈C
‖x− (xt − ηH−1t ∇̃f(xt))‖Ht . (5.3)
Ignoring the constraint set C for ease of exposition, we obtain
xt+1 ← xt − ηH−1t ∇̃f(xt),
i.e., for every feature i ∈ J1, nK,






Thus, the offset δ prevents from dividing by zero, and we can see that the step-size auto-
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matically scales with the geometry of the problem. In particular, infrequent features receive
large step-sizes whenever they appear, allowing the algorithm to notice these rare but po-
tentially very informative features.
The family of adaptive gradient algorithms originated with AdaGrad and expanded with
RMSProp [125], AdaDelta [136], Adam [71], AMSGrad [117], and, e.g., AdaBound [93,
70], with each new variant addressing some flaws in the previous ones: vanishing step-
sizes, incomplete theory, generalization performance [130], etc. For example, RMSProp
uses an exponential moving average instead of a sum in Line 3 in order to avoid vanishing
step-sizes, since the sum in the denominator of (5.4) can grow too fast for features with
dense gradients.
5.4 Frank-Wolfe with adaptive gradients
5.4.1 Our approach
When minimizing an objective over a constraint set, each iteration of AdaGrad can be






‖x− xt‖2Ht , (5.5)
given in Line 4. By (5.3), this is equivalent to a non-Euclidean projection of the uncon-
strained step xt − ηH−1t ∇̃f(xt). Thus, we could reduce the complexity of AdaGrad by
avoiding this projection and moving in the direction of arg minv∈C〈Gt, v〉, where −Gt =
−H−1t ∇̃f(xt) denotes the unconstrained descent direction of AdaGrad, as was done in
FW for gradient descent with −Gt = −∇f(xt). However, by doing so we may lose the
precious properties of the descent directions of AdaGrad, as the directions returned by
arg minv∈C〈Gt, v〉 can be significantly different from −Gt (Chapter 4).
Thus, instead of avoiding the subproblem (5.5), we can consider solving it incompletely
and via a projection-free algorithm. Following [82], at each iteration we could use FW to
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solve (5.5) until some specified accuracy φt is reached, which we check via the duality gap
maxv∈C〈η∇̃f(xt) + Ht(x − xt), v〉. The solution to this procedure would then constitute
the new iterate xt+1. The subproblem (5.5) is easy to address since the objective is a simple
convex quadratic function, so we can evaluate its exact gradient cheaply and derive the
optimal step-size in any descent direction.
However, in order to provide nice theoretical analyses, the sequence of accuracies
(φt)t∈N would need to decay to zero relatively fast, which means that we are back to solving
the subproblems completely. This is very time-consuming and overkill in practice. There-
fore, instead we propose to perform a fixed number of K iterations on the subproblems,
where K is chosen small, e.g., K ∼ 5. Hence, we choose to leverage just a small amount
of information from the adaptive metric Ht, and claim that this will be enough in practice.
5.4.2 The algorithm
We now present our method via a generic template in Template 5.3. We allow the matrixHt
to be relatively general, the only requirements being that it is diagonal and that its entries
are clipped to some hand-designed values [λ−t , λ
+
t ], as done in [93]. Hence, we can apply
the AdaGrad update (5.2), but we can also apply any other variant. Lines 4–10 apply K










This is exactly the subproblem (5.5) with a time-varying learning rate ηt > 0. We denote
by y(t)k for k ∈ J0, KK the iterates on the subproblem (5.6), starting from y
(t)
0 ← xt (Line 4)
and ending at xt+1 ← y(t)K (Line 11). The step-size γ
(t)
k in Line 8 is optimal in the sense






k )) (Lemma 5.1), where the upper bound γt
ensures convergence of the sequence (xt)t∈N.
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Template 5.3 Frank-Wolfe with adaptive gradients
Input: Start point x0 ∈ C, bounds 0 < λ−t 6 λ−t+1 6 λ+t+1 6 λ+t for t ∈ N, number of
inner iterations K ∈ N\{0}, learning rate strategy (ηt)t∈N ⊂ R++, step-size bounds
strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do
2: Update the gradient estimator ∇̃f(xt)






5: for k = 0 to K − 1 do


































11: xt+1 ← y(t)K
12: end for
















k ) and Qt(y
(t)













k )). Then ϕ
(t)
k is a











Since v(t)k ∈ arg minv∈C〈v,∇Qt(y
(t)
k )〉 and y
(t)






k )〉 > 0
so γ∗ > 0. Thus, ϕ(t)k is a decreasing function over [0, γ
























In Sections 5.4.3–5.4.5, we propose specific implementations of Template 5.3, where
gradients are estimated as done in SFW, SVRF, or CSFW (Table 5.1). The diagonal ma-
trices Ht, t ∈ N, can still be very general. The derived algorithms are named AdaSFW,
AdaSVRF, and AdaCSFW respectively, and we analyze their convergence rates. By clip-
ping the entries of Ht, we can control the change rate of the adaptive gradients. However,
allowing Ht to be any diagonal matrix with positive entries comes at a price: the upper
bound on the convergence rate of the objective is worse than that of the vanilla SFW for
example. Nonetheless, the method converges significantly faster in practice (Section 5.5).
Assumption 5.2. Let C ⊂ Rn be a compact convex set with diameter D and f1, . . . , fm










Lemma 5.3. Consider Template 5.3. For all t ∈ N,
‖xt+1 − xt‖2 6 KDγt.
Proof. Let t ∈ N. We have






















Since for all k ∈ J0, K − 1K,
0 6 γ(t)k 6 γt 6 1,
we obtain
















1 · γt ·D
= KγtD.
5.4.3 SFW with adaptive gradients
We present AdaSFW in Algorithm 5.4. It simply estimates the gradient by averaging over
a minibatch.
Algorithm 5.4 AdaSFW
Input: Start point x0 ∈ C, batch-size strategy (bt)t∈N ⊂ N\{0}.
1: for t = 0 to T − 1 do








4: Execute Lines 3–11 of Template 5.3
5: end for
Lemma 5.4 is adapted from [58, Apx. B].
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Proof. Let t ∈ N. We have ∇̃f(xt)← (1/bt)
∑bt





















where we used that i1, . . . , ibt are sampled i.i.d. in the last two steps.
Theorem 5.5. In addition to Assumption 5.2, suppose that f1, . . . , fm are convex. Consider
AdaSFW (Algorithm 5.4) with bt ← (G(t + 2)/(LD))2, ηt ← λ−t /L, and γt ← 2/(t + 2)




2LD2(K + 1 + κ)
t+ 1
.
Proof. Let t ∈ N. We have




‖ · ‖22 6
L
2λ−t
‖ · ‖2Ht =
1
2ηt





‖ · ‖2Ht 6
λ+t
2ηt





‖ · ‖22 6
Lκ
2
‖ · ‖22. (5.9)
By smoothness of f and (5.8),








= f(xt) + 〈xt+1 − xt,∇f(xt)〉+
1
2ηt
‖xt+1 − xt‖2Ht + 〈xt+1 − xt,∇f(xt)− ∇̃f(xt)〉
= Qt(xt+1) + 〈xt+1 − xt,∇f(xt)− ∇̃f(xt)〉
= Qt(y
(t)







0 )) + ‖xt+1 − xt‖2‖∇f(xt)− ∇̃f(xt)‖2,




f(xt+1) 6 Qt(xt + γt(vt − xt)) + ‖xt+1 − xt‖2‖∇f(xt)− ∇̃f(xt)‖2
= f(xt) + γt〈vt − xt, ∇̃f(xt)〉+
γ2t
2ηt
‖vt − xt‖2Ht + ‖xt+1 − xt‖2‖∇f(xt)− ∇̃f(xt)‖2.
(5.10)
Let x∗ ∈ arg minC f . Since∇Qt(y
(t)
0 ) = ∇̃f(xt), we have vt ∈ arg minv∈C〈v, ∇̃f(xt)〉 so
〈vt − xt, ∇̃f(xt)〉 6 〈x∗ − xt, ∇̃f(xt)〉
= 〈x∗ − xt,∇f(xt)〉+ 〈x∗ − xt, ∇̃f(xt)−∇f(xt)〉
6 f(x∗)− f(xt) + ‖x∗ − xt‖2‖∇̃f(xt)−∇f(xt)‖2, (5.11)
by convexity of f and the Cauchy-Schwarz inequality. Let εs = f(xs) − minC f for all
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t ∈ N. Combining (5.10) and (5.11), subtracting both sides by minC f , and taking the
expectation, we obtain
E[εt+1] 6 (1− γt)E[εt] + γtE[‖x∗ − xt‖2‖∇̃f(xt)−∇f(xt)‖2] +
γ2t
2ηt
E[‖vt − xt‖2Ht ]
+ E[‖xt+1 − xt‖2‖∇f(xt)− ∇̃f(xt)‖2]





where we used (5.9) and Lemma 5.3. By Lemma 5.4, and with bt = (G(t+ 2)/(LD))2 and
γt = 2/(t+ 2),

































where C = 2LD2(K + 1 + κ). Thus,
















for all t > 1.
Remark 5.6. Theorem 5.5 simply states that we need to scale the batch-sizes as bt = Θ(t2).
We do not need to search for the values of G, L, or D in practice. The same holds for SFW
[58].
We propose in Theorem 5.7 a convergence analysis of AdaSFW on nonconvex objec-
tives. We measure convergence via the duality gap G : x ∈ C 7→ maxv∈C〈x − v,∇f(x)〉
(Definition 2.1). The duality gap satisfies G(x) > 0, G(x) = 0 if and only if x is a
stationary point, and, when f is convex, G(x) > f(x)−minC f (Proposition 2.2).
Theorem 5.7. Let Assumption 5.2 hold and consider AdaSFW (Algorithm 5.4) with bt ←
(G/(LD))2(t + 1), ηt ← λ−t /L, and γt ← 1/(t + 1)1/2+ν where ν ∈ ]0, 1/2[ for all
t ∈ N, and let κ = λ+0 /λ−0 . For all t ∈ N, let Xt be sampled uniformly at random from
{x0, . . . , xt}. Then for all t ∈ N,
E[G(Xt)] 6





s=0 1/(s + 1)
1+ν ∈ R+. Alternatively, if the time horizon T is fixed, then




(f(x0)−minC f) + LD2(K + 1 + κ/2)√
T
.
Proof. For all t ∈ N, let Et denote the conditional expectation with respect to the realization
of Xt given {x0, . . . , xt}. Recall that E denotes the expectation with respect to all the
randomness in the system. Let t ∈ N. By (5.10),
f(xt+1) 6 f(xt) + γt〈vt − xt, ∇̃f(xt)〉+
γ2t
2ηt
‖vt − xt‖2Ht + ‖xt+1 − xt‖2‖∇f(xt)− ∇̃f(xt)‖2.
Let wt ∈ arg minv∈C〈v,∇f(xt)〉 and note that G(xt) = 〈xt − wt,∇f(xt)〉. Then, since
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vt ∈ arg minv∈C〈v, ∇̃f(xt)〉,
f(xt+1) 6 f(xt) + γt〈wt − xt, ∇̃f(xt)〉+
γ2t
2ηt
‖vt − xt‖2Ht + ‖xt+1 − xt‖2‖∇f(xt)− ∇̃f(xt)‖2




‖vt − xt‖2Ht + ‖xt+1 − xt‖2‖∇f(xt)− ∇̃f(xt)‖2




where we used the Cauchy-Schwarz inequality, (5.9), and Lemma 5.3 in the last inequality.
By Lemma 5.4, we obtain



















6 E[f(xt)]− γtE[G(xt)] +






γsE[G(xs)] 6 E[f(x0)]− E[f(xt+1)] +
t∑
s=0



























by the law of total expectation. Therefore,
E[G(Xt)] 6
(f(x0)−minC f) + LD2(K + 1 + κ/2)ζ1+ν
(t+ 1)1/2−ν
.

























































by the law of total expectation. Therefore,
E[G(XT−1)] 6
(f(x0)−minC f) + LD2(K + 1 + κ/2)√
T
.
Remark 5.8. In the first setting of Theorem 5.7, if ν ← 0.05 for example, then E[G(Xt)] =
O(1/t0.45) and ζ1+ν ≈ 20.6.
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5.4.4 SVRF with adaptive gradients
We present AdaSVRF in Algorithm 5.5. At every iteration t = sk, k ∈ N, it computes
the exact gradient of the iterate, saves it into memory, then builds the gradient estimator
∇̃f(xt) in the following iterations t ∈ Jsk + 1, sk+1 − 1K from this snapshot. Compared to
AdaSFW, the variance E[‖∇̃f(xt)−∇f(xt)‖22] of the estimator is effectively reduced. The
snapshot iterate for xt is denoted by x̃t.
Algorithm 5.5 AdaSVRF
Input: Start point x0 ∈ C, snapshot strategy (sk)k∈N ⊂ N such that s0 = 0 and sk < sk+1,
batch-size strategy (bt)t∈N ⊂ N\{0}.
1: for t = 0 to T − 1 do
2: if t ∈ {sk | k ∈ N} then
3: x̃t ← xt
4: ∇̃f(xt)← ∇f(x̃t)
5: else
6: x̃t ← x̃t−1
7: i1, . . . , ibt
i.i.d.∼ U(J1,mK)







10: Execute Lines 3–11 of Template 5.3
11: end for
Lemma 5.9 is a slight modification of [58, Lem. 1].



















Proof. Let t ∈ N, Et denote the conditional expectation with respect to the realization
of i1, . . . , ibt given all the randomness in the past (hence, x̃t and xt are given), and x∗ ∈
85
arg minC f . For all i ∈ {i1, . . . , ibt},
Et[‖∇f(xt)− (∇f(x̃t) +∇fi(xt)−∇fi(x̃t))‖22]
= Et[‖∇f(xt)−∇f(x∗) +∇f(x∗)−∇f(x̃t)−∇fi(xt) +∇fi(x∗)−∇fi(x∗) +∇fi(x̃t)‖22]
6 2(Et[‖∇f(xt)−∇f(x∗)−∇fi(xt) +∇fi(x∗)‖22]
+ Et[‖∇f(x∗)−∇f(x̃t)−∇fi(x∗) +∇fi(x̃t)‖22]),
where we used (a + b)2 6 2(a2 + b2) for all a, b ∈ R. Since Et[∇fi(x)] = ∇f(x)
for all i ∈ {i1, . . . , ibt} and x ∈ {x∗, x̃t, xt}, then the first term above is the variance of
∇fi(xt)−∇fi(x∗) and the second term above is the variance of ∇fi(x̃t)−∇fi(x∗), both
with respect to Et. The variance of a random variable being upper bounded by its second
moment, we obtain
Et[‖∇f(xt)− (∇f(x̃t) +∇fi(xt)−∇fi(x̃t))‖22]
6 2(Et[‖∇fi(xt)−∇fi(x∗)‖22] + Et[‖∇fi(x̃t)−∇fi(x∗)‖22])
6 4L(Et[fi(xt)− fi(x∗)− 〈xt − x∗,∇fi(x∗)〉]
+ Et[fi(x̃t)− fi(x∗)− 〈x̃t − x∗,∇fi(x∗)〉])
= 4L(Et[fi(xt)]− Et[fi(x∗)]− 〈xt − x∗,Et[∇fi(x∗)]〉
+ Et[fi(x̃t)]− Et[fi(x∗)]− 〈x̃t − x∗,Et[∇fi(x∗)]〉)
= 4L(f(xt)− f(x∗)− 〈xt − x∗,∇f(x∗)〉
+ f(x̃t)− f(x∗)− 〈x̃t − x∗,∇f(x∗)〉),
by L-smoothness of fi for all i ∈ {i1, . . . , ibt} and taking the conditional expectation. By
convexity of f ,
Et[‖∇f(xt)− (∇f(x̃t) +∇fi(xt)−∇fi(x̃t))‖22] 6 4L(f(xt)− f(x∗) + f(x̃t)− f(x∗)).
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By the law of total expectation,



















(E[f(xt)− f(x∗)] + E[f(x̃t)− f(x∗)]).
Theorem 5.10. In addition to Assumption 5.2, suppose that f1, . . . , fm are convex. Con-
sider AdaSVRF (Algorithm 5.5) with sk ← 2k − 1, bt ← 24(K + 1 + κ)(t + 2) where
κ = λ+0 /λ
−




2LD2(K + 1 + κ)
t+ 2
. (5.14)
Proof. We proceed by strong induction. Let t ∈ N and εs = f(xs)−minC f for all s ∈ N.
By (5.12),




If t = 0 then, since s0 = 0, we have ∇̃f(x0) = ∇f(x0) so








because γ0 = 1, so the base case holds. Suppose (5.14) holds for all t′ ∈ J1, tK for some
t > 1. There exist k, ` ∈ N such that t = sk + ` and ` 6 sk+1 − sk − 1. That is,
sk is the last snapshot time and x̃t = xsk . Note that this implies ` 6 2
k − 1 = sk so
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2LD2(K + 1 + κ)
t+ 2
+







2LD2(K + 1 + κ)
t+ 2
+









































2LD2(K + 1 + κ)t+ 2LD2 + 2LD2κ+ 2KLD2
(t+ 2)2
=
2LD2(K + 1 + κ)(t+ 1)
(t+ 2)2
6
2LD2(K + 1 + κ)
t+ 3
.
Remark 5.11. Consider the setting of Theorem 5.10 with the more general strategy sk ←
2k+k0 − 2k0 and bt ← 8(2k0+1 + 1)(K + 1 + κ)(t+ 2) where k0 ∈ N. Then the same result
holds. Choosing k0 > 0 is useful in practice to avoid computing exact gradients too many
times in the early iterations.
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5.4.5 CSFW with adaptive gradients













where f1, . . . , fm : R → R are smooth convex functions and a1, . . . , am ∈ Rn are the data










f ′i(〈ai, x〉)ai = A>f ′(x). (5.15)
We present AdaCSFW in Algorithm 5.6. It estimates the gradient with the quantity ∇̃f(xt) =∑m
i=1[αt]iai by iteratively updating entries of the vector αt ∈ Rm.
Algorithm 5.6 AdaCSFW
Input: Start point x0 ∈ C, batch-size strategy (bt)t∈N ⊂ N\{0}.
1: α−1 ← 0 ∈ Rm
2: ∇̃f(x−1)← 0 ∈ Rn
3: for t = 0 to T − 1 do
4: i1, . . . , ib
i.i.d.∼ U(J1,mK)
5: for i = 1 to m do






9: [αt]i ← [αt−1]i
10: end if
11: end for




13: Execute Lines 3–11 of Template 5.3
14: end for
Lemma 5.12 is adapted from [105, Lem. 2 and Lem. 3] and uses Lemma 5.3.
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Lemma 5.12. Consider AdaCSFW (Algorithm 5.6). For all t > 1,











where Et denotes the conditional expectation with respect to the realization of i1, . . . , ib
given all the randomness in the past. Thus, for all tN,



























(1/m)f ′i(〈ai, xt〉) if i ∈ {i1, . . . , ib},
[αt−1]i if i /∈ {i1, . . . , ib}.
Thus,



















‖f ′(xt)− αt−1‖1. (5.16)
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Then, by the triangular inequality and L-smoothness of f1, . . . , fm,
















‖A(xt − xt−1)‖1 + ‖f ′(xt−1)− αt−1‖1. (5.17)
Now, similarly to the proof of Lemma 5.3,























Together with (5.16) and (5.17), we obtain











The second result follows as in [105, Lem. 3].
Theorem 5.13. In addition to Assumption 5.2, suppose that f1, . . . , fm are convex. Con-
sider AdaCSFW (Algorithm 5.6) with ηt ← mλ−t /(L‖A‖22) and γt ← 2/(t + 2) for all































Proof. By (L/m)-smoothness of ϕ : ξ ∈ Rm 7→ (1/m)
∑m
i=1 fi([ξ]i) [105, Prop. 2], we
have























= f(xt) + 〈xt+1 − xt, ∇̃f(xt)〉+
1
2ηt
‖xt+1 − xt‖2Ht + 〈xt+1 − xt,∇f(xt)− ∇̃f(xt)〉
= Qt(xt+1) + 〈xt+1 − xt,∇f(xt)− ∇̃f(xt)〉
by definition of ‖A‖2 and (5.7). Thus, with vtv(t)0 and since xt+1 = y
(t)
K , xt = y
(t)
0 , by
Lemma 5.1 we have
f(xt+1) 6 Qt(xt + γt(vt − xt)) + 〈xt+1 − xt,∇f(xt)− ∇̃f(xt)〉
= f(xt) + γt〈vt − xt, ∇̃f(xt)〉+
γ2t
2ηt
‖vt − xt‖2Ht + 〈A(xt+1 − xt), f
′(xt)− αt〉
by (5.15). By Hölder’s inequality,
f(xt+1) 6 f(xt) + γt〈x∗ − xt, ∇̃f(xt)〉+
γ2t
2ηt
λ+t ‖vt − xt‖22 + ‖A(xt+1 − xt)‖∞‖f ′(xt)− αt‖1






‖vt − xt‖22 + ‖A(xt+1 − xt)‖∞‖f ′(xt)− αt‖1,
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so, by Lemma 5.12,












































Thus, multiplying both sides by (t+ 1)(t+ 2),
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Telescoping, we obtain for all t > 1,







































































2(K + 1)DA∞‖f ′(x0)− α0‖1(m/b)2
t(t+ 1)
+
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We end this section with some practical recommendations. Following Remark 5.11, for
convex objectives (Section 5.5.1) we set k0 ← 4 in SVRF and AdaSVRF; for noncon-
vex objectives (Section 5.5.2), we took snapshots once per epoch. In all variants of Tem-
plate 5.3, we used the AdaGrad strategy (5.2) for the adaptive metric Ht. We did not need
to clip its entries. The offset was set to the default value δ ← 10−8. We picked a constant
value for the learning rate ηt, tuned in the range {10i/2 | i ∈ Z} by starting from {10i/2 | i ∈
{−2, 0, 2}} and then narrowing the search space to {10i/2 | i ∈ {ibest − 1, ibest, ibest + 1}},
and extending it if the new ibest is at an endpoint. We did not need to bound the step-sizes
γ
(t)
k , i.e., we set γt ← 1. Either way, we noticed that the bounds γt obtained from the
theoretical analyses were not active in our experiments. Lastly, we found K ∼ 5 to be a
good default value in general, as it provides both low complexity and high performance. A
sensitivity analysis is available in Appendix B.3.
5.5 Computational experiments
In this section, we conduct a computational study of our proposed method. We compare it
to the state-of-the-art stochastic Frank-Wolfe algorithms, SFW, SVRF [58], SPIDER-FW
[134, 123], ORGFW [132], and CSFW [105], as well as to the adaptive gradient algorithms
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AdaGrad [37, 97] and AMSGrad [117], which are usually applied to unconstrained prob-
lems in the literature. We chose AMSGrad as it solves the non-convergence issue of Adam
[71]. The goal is to demonstrate:
(i) that our method improves the performance of projection-free algorithms by blending
in adaptive gradients, and
(ii) that it can also be viewed as an efficient adaptive gradient method for constrained
optimization, by being projection-free.
At each iteration, AdaGrad and AMSGrad both require a non-Euclidean projection onto
the constraint set C. When C is an `1-ball, we compute the projection as proposed in [37,
Sec. 5.2]1. For both algorithms, the learning rate η is tuned as explained in Section 5.4.6.
The code is available at https://github.com/cyrillewcombettes/adasfw.
5.5.1 Convex objectives
We compare the algorithms on three standard convex optimization problems. We ap-
ply Template 5.3 to the best performing variant, demonstrating its flexibility and consis-
tent performance. The performance of each algorithm is evaluated via the duality gap
maxv∈C〈xt − v,∇f(xt)〉. When minC f is unknown, the duality gap serves as a measure
of convergence and as a stopping criterion (Proposition 2.2). For the batch-sizes, we fol-
low the recommendations given by the theoretical analyses of the respective algorithms.
In SFW and SVRF, by Remark 5.6 we set bt ∼ t2/
√
m and bt ∼ t respectively, making
sure bt does not grow too fast and stays small compared to the full batch-size m. We have
bt ← max{2k | t + 1 > 2k, k ∈ N} in SPIDER-FW, and bt ← bm/100c in ORGFW,
CSFW, AdaGrad, and AMSGrad, following [105] for algorithms where the batch-sizes do
not need to grow over time.
1In [37, Fig. 3], the if statement in Line 2 should be on the condition “
∑





Support vector classification. We start with a support vector classification experiment
from [38, Eq. (4.3.11)]. Since our work only deals with smooth objective functions2, we







max{0, 1− yi〈ai, x〉}2
s.t. ‖x‖∞ 6 τ,
where the data is generated as follows. For every (i, j) ∈ J1,mK × J1, nK, let ai,j = 0
with probability 1 − 1/j, else ai,j = ±1 equiprobably. Thus, the data matrix A ∈ Rm×n
has significant variability in the frequency of the features. Then let u ∼ U({−1, 1}n), and
yi = sign(〈ai, u〉) with probability 0.95 else yi = − sign(〈ai, u〉). We have m = 20 000,
n = 1 000 and τ = 1. We set K ← 2 and η ← 10−3/2 in AdaCSFW, η ← 10−1 in
AdaGrad, and η ← 10−2 in AMSGrad. The results are presented in Figure 5.1.
Figure 5.1: Support vector classification on a synthetic dataset.
Linear regression. We consider a linear regression experiment on the YearPrediction-
MSD dataset [9], available at https://archive.ics.uci.edu/ml/datasets/YearPredictionMSD.
The goal is to predict the release years y1, . . . , ym of songs from their audio features
2For Frank-Wolfe on nonsmooth objectives, see [1].
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(yi − 〈ai, x〉)2
s.t. ‖x‖1 6 100.
We have m = 463 715 and n = 90. We set K ← 2 and η ← 101/2 in AdaSVRF, η ←
10−1/2 in AdaGrad, and η ← 10−3/2 in AMSGrad. The results are presented in Figure 5.2.
Figure 5.2: Linear regression on the YearPredictionMSD dataset.
Logistic regression. We consider a text categorization experiment on the RCV1 dataset
[86]. We use the preprocessed version for binary classification from the LIBSVM library
[19], available at https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/binary.html#rcv1.








ln(1 + exp(−yi〈ai, x〉))
s.t. ‖x‖1 6 100,
where yi ∈ {−1,+1}. We have m = 20 242 and n = 47 236. We set K ← 5 and η ← 102
in AdaCSFW, η ← 1 in AdaGrad, and η ← 10−1 in AMSGrad. The results are presented
in Figure 5.3.
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Figure 5.3: Logistic regression on the RCV1 dataset.
5.5.2 Nonconvex objectives
We compare the algorithms on the training of two neural networks. CSFW is not applicable
here. Analyses of these algorithms in the nonconvex setting are provided in [118, 134,
132]. Since variance reduction can be ineffective in the training of deep neural networks
[35], we run Template 5.3 as AdaSFW only. However, for completeness and transparency,
we still compare to the variance-reduced methods, for which we apply transform locking
as recommended in [35]. We propose a variant of AdaSFW with momentum inspired by
Adam and AMSGrad, named AdamSFW; see Appendix A.1. In line with the practice of
deep learning, we use constant batch-sizes in all algorithms and every hyperparameter is
tuned using the same methodology. Experiments were logged with Weights & Biases [10].
The results are averaged over 5 runs and the shaded areas represent ±1 standard deviation.
IMDB dataset. We train a neural network for sentiment analysis on the IMDB dataset
[95] for 20 epochs. We use the 8 185 subword representation from TensorFlow, available at
https://www.tensorflow.org/datasets/catalog/imdb reviews#imdb reviewssubwords8k. The
neural network has one fully-connected hidden layer of 64 units and ReLU activations.
Each layer is constrained into an `∞-ball with `2-diameter equal to 6 times the expected `2-
norm of the Glorot uniform initialized values. We set K ← 2 and η ← 10−5/2 in AdaSFW,
K ← 5 and η ← 10−3 in AdamSFW, η ← 10−2 in AdaGrad, and η ← 10−7/2 in AMSGrad.
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The results are presented in Figure 5.4.
Figure 5.4: Neural network with one fully-connected hidden layer on the IMDB dataset.
AdaSFW provides the best test performance, converging both very fast and to the high-
est accuracy on the test set, despite optimizing slowly on the training set. The vanilla
SFW provides a better test accuracy than its variants SVRF, SPIDER-FW, and ORGFW.
AdaGrad, AMSGrad, and AdamSFW optimize very fast on the training set and reach their
highest test accuracy early on, which can be favorable if we consider using early stopping.
CIFAR-10 dataset. We train a convolutional neural network (CNN) for image classifica-
tion on the CIFAR-10 dataset [73], available at https://www.cs.toronto.edu/∼kriz/cifar.html,
for 100 epochs. It has three 3 × 3 convolutional layers with 32, 64, and 64 channels re-
spectively, two 2×2 max-pooling layers, one fully-connected hidden layer of 64 units, and
ReLU activations. Each layer is constrained into an `∞-ball with `2-diameter equal to 200
times the expected `2-norm of the Glorot uniform initialized values. We set K ← 10 and
η ← 10−3/2 in AdaSFW, K ← 5 and η ← 10−7/2 in AdamSFW, η ← 10−2 in AdaGrad,
and η ← 10−7/2 in AMSGrad. The results are presented in Figure 5.5.
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Figure 5.5: Convolutional neural network on the CIFAR-10 dataset.
Here, AdaSFW and AdaGrad, and AdamSFW and AMSGrad, have similar perfor-
mances respectively. Among projection-free algorithms though, AdaSFW and AdamSFW
strongly outperform the other algorithms, while, once again, SVRF, SPIDER-FW, and
ORGFW perform worse than the vanilla SFW.
5.6 Final remarks
We have proposed a method for large-scale constrained optimization that augments stochas-
tic Frank-Wolfe algorithms through adaptive gradients. We provided theoretical guarantees
and demonstrated its computational advantage over the state-of-the-art stochastic Frank-
Wolfe algorithms in a wide range of experiments with both convex and nonconvex objec-
tives. On the training of neural networks, our method is the only projection-free algorithm
to improve the performance of the vanilla SFW.
We also demonstrated the computational advantage of our method over adaptive gradi-
ent algorithms for constrained optimization. This may be an interesting area for future re-
search as adaptive gradient algorithms have proven successful on a variety of tasks, usually
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addressed as unconstrained problems. Furthermore, the computational advantage may be
even more pronounced on instances involving contraint sets that are more complex than the
`1-ball and the `∞-ball, as the non-Euclidean projection required at each iteration in adap-
tive gradient algorithms can be prohibitively expensive, while our method is projection-free
and still leverages adaptive gradients.
101
CHAPTER 6
FRANK-WOLFE FOR THE APPROXIMATE CARATHÉODORY PROBLEM
The approximate Carathéodory theorem states that given a compact convex set C ⊂
Rn and p ∈ [2,+∞[, each point x∗ ∈ C can be approximated to ε-accuracy in the
`p-norm as the convex combination of O(pD2p/ε2) vertices of C, where Dp is the
diameter of C in the `p-norm. A solution satisfying these properties can be built
using probabilistic arguments or by applying mirror descent to the dual problem. We
revisit the approximate Carathéodory problem by solving the primal problem via the
Frank-Wolfe algorithm, providing a simplified analysis and leading to an efficient
practical method. Furthermore, improved cardinality bounds are derived naturally
using existing convergence rates of the Frank-Wolfe algorithm in different scenarios,
when x∗ is in the (relative) interior of C, when x∗ is the convex combination of a
subset of vertices with small diameter, or when C is uniformly convex. We also
propose cardinality bounds when p ∈ [1, 2[ ∪ {+∞} via a nonsmooth variant of the
algorithm. Lastly, we address the problem of finding sparse approximate projections
onto C in the `p-norm, p ∈ [1,+∞].
Based on [25].
6.1 The approximate Carathéodory problem
Let C ⊂ Rn be a compact convex set and x∗ ∈ C. Suppose that we are interested in
expressing x∗ as the convex combination of as few vertices of C as possible. Motivations
for this may lie in, e.g., memory space, computation time, or model interpretability. Then
Carathéodory’s theorem [18] states that this can be achieved with less than n + 1 vertices,
and this bound is tight. However, in the case where we can afford an ε-approximation in the
`p-norm, where p ∈ [1,+∞], can we reduce it to just m points with m being significantly
smaller than n+ 1?
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We address the approximate Carathéodory problem, which aims at finding a point x ∈ C
that is the convex combination of a small number of vertices and satisfying ‖x− x∗‖p 6 ε.
Let the cardinality of x, with respect to a given convex decomposition, be the number of
vertices in the decomposition. Informally, we say that x is sparse if it has low cardinal-
ity. When p ∈ [2,+∞[, the approximate Carathéodory theorem states that there exists a
solution with cardinality O(pD2p/ε2), where Dp is the diameter of C in the `p-norm [3].
The bound is independent of the dimension n, and it is therefore very significant in high-
dimensional spaces as it shows that we can obtain extremely sparse solutions. Applications
in game theory (Nash equilibria) and combinatorial optimization (densest k-subgraphs) are
presented in [3].
The approximate Carathéodory theorem can be proved using Maurey’s lemma [113]. A
similar proof is presented in [3], which consists in solving the exact Carathéodory problem
and then reducing the number of vertices by sampling. A lower bound Ω((Dp/ε)p/(p−1))
on the cardinality is also provided. Later on, a new proof using only deterministic argu-
ments was proposed in [100], by building the solution via mirror descent [108]. This is
particularly useful in practice since the method in [3] is expensive, as solving the exact
Carathéodory problem has complexity polynomial in n even when the vertices are known
[94]1. Furthermore, it is proved in [100] that if x∗ is in the (relative) interior of C, then a
solution with cardinalityO(p(Dp/rp)2 ln(1/ε)) can be found, where rp > 0 denotes the ra-
dius of the (affine) ball centered at x∗ and contained in C. Finally, they improved the lower
bound to Ω(pD2p/ε
2), thus establishing the optimality of the approximate Carathéodory
theorem in the general setting.
When p = +∞, there exists a solution with cardinality O(ln(n)D2∞/ε2) [3]. When
p ∈ ]1, 2[, a cardinality boundO((1/p)1/(p−1)(Dp/ε)p/(p−1)) can be derived from Maurey’s
lemma; see [13, Lem. D] and [62]. In the more general setting of uniformly smooth Banach
spaces, an approximate Carathéodory theorem was recently proposed in [62].
1In [94, Thm. 3.1], the dimension of the ambient space is denoted by d.
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Table 6.1: Cardinality bounds to achieve ε-convergence in the approximate Carathéodory problem
with respect to the `p-norm. (A1): x∗ ∈ ri C. (A2): C is αp-strongly convex. (A3): C is (αp, qp)-
uniformly convex, qp ∈ [2,+∞[.
`p-norm Assumption Cardinality bound
Ours Related work









































































(Corollaries 6.18 and 6.21) [13, 62]






(Corollaries 6.18 and 6.21)











(Corollaries 6.19 and 6.22)
Contributions. We address the approximate Carathéodory problem in the `p-norm via
the Frank-Wolfe algorithm (FW). We cover the whole range p ∈ [1,+∞], with a slight
modification of FW when p ∈ [1, 2[∪{+∞}. When p ∈ [2,+∞[, we recover the cardinal-
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ity bound O(pD2p/ε2) by addressing the primal problem directly. This is in contrast with
the approach in [100], which consists of formulating the dual problem and solving it via
mirror descent; although it is pointed out that this selects the exact same set of vertices as
if FW was applied to the primal problem [2], our analysis is much simpler. Moreover, the
method in [100] for the case x∗ ∈ ri C requires restarting mirror descent and knowledge of
the radius rp, which may not be available. We show that a direct application of FW gen-
erates the desired solution, i.e., that FW is adaptive to the properties of the problem. Our
approach further provides improved cardinality bounds when x∗ is the convex combination
of a subset of vertices with small diameter or when C is uniformly convex. When p ∈ [1, 2[,
we build a solution with cardinalityO(n(2−p)/pD22/ε2) via a nonsmooth variant of FW. This
improves the dependence to ε in the previous known bound for p ∈ ]1, 2[ but involves a
term (at most linear) in the dimension n. The nonsmooth FW variant also finds a solution
with cardinalityO(D22/ε2) when p = +∞, which is dimension-free compared to the result
in [3]. Finally, we address the problem of finding sparse approximate projections in the
`p-norm.
Outline. The bulk of the chapter considers the case p ∈ [2,+∞[. In Section 6.2, we show
that the Frank-Wolfe algorithm is an intuitive method to solve the approximate Carathéodory
problem. In Section 6.4, we prove that it solves the approximate Carathéodory theo-
rem and that it also generates improved cardinality bounds in different scenarios, using
faster convergence rates of the algorithm (Section 6.3). In Section 6.5, we analyze the case
p ∈ [1, 2[ ∪ {+∞} via a nonsmooth variant of the Frank-Wolfe algorithm. In Section 6.6,
we address the problem of finding sparse approximate projections. We present computa-
tional experiments in Section 6.7. We briefly mention in Section 6.7.2 that the example of
a simple lower bound Ω(1/ε2) using Hadamard matrices in [100] is actually a lower bound
Ω(1/(ε2 + 1/n)).
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6.2 Frank-Wolfe and the approximate Carathéodory problem
Given a compact convex set C ⊂ Rn, a point x∗ ∈ C, and an `p-norm where p ∈ [2,+∞[,
the approximate Carathéodory problem can be formulated as the problem of finding a






Putting a square on the `p-norm provides the objective f : x ∈ Rn 7→ (1/2)‖x− x∗‖2p with
several properties favorable to optimization (Lemma 6.1).
Lemma 6.1. Let C ⊂ Rn be a compact convex set, x∗ ∈ C, p ∈ [2,+∞[, and f : x ∈ Rn 7→
(1/2)‖x − x∗‖2p. Then f is convex, (p − 1)-smooth and 1-gradient dominated on Rn, and
√
2-sharp on C, all respect to the `p-norm.
Proof. The convexity and the
√
2-sharpness of f are trivial. Let h : x ∈ Rn 7→ (1/2)‖x‖2p.
For all q ∈ ]1, 2], g : y ∈ Rn 7→ (1/2)‖y‖2q is (q−1)-strongly convex with respect to the `q-
norm [122, Lem. 17]. Let q = p/(p− 1) ∈ ]1, 2]. Then the dual norm of the `q-norm is the
`p-norm and the conjugate of g is h [40, Rem. I.4.1]. By [135, Cor. 3.5.11 and Rem. 3.5.3],
h is 1/(q− 1)-smooth with respect to the `p-norm, i.e., f is (p− 1)-smooth with respect to
the `p-norm. Lastly, let x ∈ Rn. We have





















Therefore, f is 1-gradient dominated with respect to the `p-norm.
A natural strategy to solve problem (6.1) is to start from an arbitrary vertex x0 ∈ C
and to sequentially pick up new vertices until the iterates have converged to the desired
accuracy. This is exactly the design of the Frank-Wolfe algorithm. Thus, given a desired
level of accuracy ε > 0, we can apply FW to problem (6.1) and count the number of
iterations until ‖xt − x∗‖p 6 ε, i.e., until f(xt) − f(x∗) 6 ε2/2. We can then provide
bounds on the cardinality of the solution based on the convergence analysis of FW. In
Section 6.3, we study these in different scenarios. In practice, since we know the value
of f(x∗) = 0, we can observe the primal gap directly and use it at a stopping criterion to
actually realize the cardinality bounds.
6.3 Faster convergence rates of the Frank-Wolfe algorithm
In this section, we present faster convergence rates of the Frank-Wolfe algorithm. Through-
out, we consider an arbitrary norm ‖ · ‖ on Rn.
Assumption 6.2. Let C ⊂ Rn be a compact convex set with diameter D and f : Rn → R
be an L-smooth convex function on C, where D and L are defined with respect to ‖ · ‖.
As seen in Section 2.1, under Assumption 6.2, the Frank-Wolfe algorithm (FW, Algo-
107




The general convergence rate of FW on problem (6.3) is O(1/t) (Theorem 2.6). However,
faster rates can be established in particular situations.
6.3.1 Faster convergence rates under additional assumptions
Faster rates of FW can be established with no modification of the algorithm nor of the
step-size strategy. This shows that FW is adaptive and naturally leverages the structure of
the problem. A summary is provided in Table 6.2. Let X = arg minRn f denote the set of
unconstrained solutions, possibly empty.
Table 6.2: Additional assumptions and corresponding convergence rates of FW on problem (2.1),
where C is a compact convex set and f is a smooth convex function (Assumption 6.2). We denote
by X = argminRn f the set of unconstrained solutions, possibly empty. The strong convexity
assumption can be generalized to that of uniform convexity and also leads to faster rates (Theo-
rems 6.6–6.7).
Additional assumptions Rate
C strongly convex f gradient dominated X ∩ ri C 6= ∅ X ∩ C = ∅
7 7 7 7 O(1/t)
7 3 3 7 O(exp(−ωt))
3 7 7 3 O(exp(−ωt))
3 3 7 7 O(1/t2)
If there exists an unconstrained solution x∗ ∈ arg minRn f in the (relative) interior of C
and if f is gradient dominated, then FW converges at a linear rate, as shown in [45, Sec. 4.2]
following an argument similar to [50]. In Theorem 6.3, r is the radius of an (affine) ball
centered at x∗ and contained in C.
Theorem 6.3. In addition to Assumption 6.2, suppose that arg minRn f ∩ ri C 6= ∅ and f
is µ-gradient dominated on C with respect to ‖ · ‖. Consider FW (Algorithm 2.1) with the
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where r ∈ ]0, D/4].
On the other end, if all unconstrained solutions are outside of C and if C is strongly
convex, then FW converges again at a linear rate [85]. The distance of arg minRn f to C is
measured via the quantity c = minC ‖∇f‖∗ > 0.
Theorem 6.4. In addition to Assumption 6.2, suppose that C is α-strongly convex with
respect to ‖ · ‖ and C ∩ arg minRn f = ∅. Consider FW (Algorithm 2.1) with the closed-
















where c = infC ‖∇f‖∗ > 0.
Theorems 6.3–6.4 rely on the location of the set of unconstrained solutions arg minRn f
with respect to C, and the convergence rates become increasingly slower as this set comes
closer to the boundary of C, which can be seen with r → 0 and c → 0 respectively.
However, if C is strongly convex and f is gradient dominated, FW enjoys a faster rate
independently of the location of arg minRn f [45].
Theorem 6.5. In addition to Assumption 6.2, suppose that C is α-strongly convex and f is
µ-gradient dominated on C, both with respect to ‖ · ‖. Consider FW (Algorithm 2.1) with







The notion of strong convexity for a set can be generalized to that of uniform convexity.
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Theorems 6.6–6.7 are slightly adapted from [67] using Lemma 2.5.
Theorem 6.6. In addition to Assumption 6.2, suppose that C is (α, q)-uniformly convex
with respect to ‖ · ‖, where q > 2, and C ∩ arg minRn f = ∅. Consider FW (Algorithm 2.1)




max{(LD2/2)(1 + β1)q/(q−2), 4(L/β2)q/(q−2)(4/(αc))2/(q−2)}
(t+ β1)q/(q−2)
,
where β1 = (2− 2(q−2)/q)/(2(q−2)/q − 1) and β2 = (q − 2)/q − (2/q)(2(q−2)/q − 1).
Theorem 6.7. In addition to Assumption 6.2, suppose that C is (α, q)-uniformly convex,
where q > 2, and f is σ-sharp on C, both with respect to ‖·‖. Consider FW (Algorithm 2.1)




max{(LD2/2)(1 + β1)q/(q−1), 2(L/β2)q/(q−1)(σ/α)2/(q−1)}
(t+ β1)q/(q−1)
,
where β1 = (2− 2(q−1)/q)/(2(q−1)/q − 1) and β2 = (q − 1)/q − (1/q)(2(q−1)/q − 1).
6.3.2 An improved convergence rate with an enhanced oracle
A desired feature for the approximate Carathéodory problem is to have a faster conver-
gence rate for FW when the solutions have a sparse representation. However, the results in
Section 6.3.1 do not provide such a result. Denote by V ⊂ C the set of vertices of C. By
replacing the linear minimization problem in FW with
min
v∈V
f(xt) + γt〈v − xt,∇f(xt)〉+
L
2
γ2t ‖v − xt‖22, (6.4)
which quantity appears when applying the smoothness inequality for f between xt and
xt + γt(v − xt), an improvement on the general convergence rate can be obtained [47].
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Note that problem (6.4) is constrained to V instead of C, and can be written
min
v∈V
〈v,∇f(xt)〉+ λt‖v − xt‖22, (6.5)
where λt = Lγt/2. In many situations, it actually reduces to a linear minimization problem
over C, and therefore does not burden the algorithm. For example, if V ⊂ {0, 1}n, then
‖v‖22 = 〈v, 1〉 for all v ∈ V so
arg min
v∈V
〈v,∇f(xt)〉+ λt‖v − xt‖22 = arg min
v∈V
〈v,∇f(xt)〉+ λt‖v‖22 − 2λt〈v, xt〉
= arg min
v∈V
〈v,∇f(xt) + λt(1− 2xt)〉,
or, if ‖u‖2 = ‖v‖2 for all u, v ∈ V , then
arg min
v∈V
〈v,∇f(xt)〉+ λt‖v − xt‖22 = arg min
v∈V
〈v,∇f(xt)− 2λtxt〉.
Since problem (6.5) is equivalent to minv∈V ‖v − (xt − ∇f(xt)/(2λt))‖22, it is called the
nearest extreme point (NEP) oracle. The algorithm is presented in Algorithm 6.1, where
the smoothness constant L is with respect to the `2-norm.
Algorithm 6.1 Frank-Wolfe with a Nearest Extreme Point oracle (NEP-FW)
Input: Start point x0 ∈ C, smoothness constant L > 0, step-size strategy (γt)t∈N ⊂ [0, 1].
1: for t = 0 to T − 1 do






3: xt+1 ← xt + γt(vt − xt)
4: end for
With this modification, NEP-FW improves the bound in the convergence rate of FW
[47]. Comparing to Theorem 2.6, the improvement is significant when the solutions lie in
the convex hull of a subset of vertices with small diameter and the start point x0 is of good
quality.
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Theorem 6.8. Let Assumption 6.2 hold with respect to the `2-norm and consider NEP-FW









where D∗ = minS⊂V,arg minC f⊂convS diamS and D0 = diam{v ∈ V | f(v) 6 f(x0)} are
defined with respect to the `2-norm.
6.4 Application to the approximate Carathéodory problem
As explained in Section 6.2, we can obtain a solution to the approximate Carathéodory
problem by applying the Frank-Wolfe algorithm to problem (6.1) and the cardinality of the
solution can be derived from the convergence analysis in Section 6.3, with Lemma 6.1. We
denote by V ⊂ C the set of vertices and by Dp = maxx,y∈C ‖y − x‖p the diameter of C in
the `p-norm. Note that here, by Lemma 6.1 and (6.2), the closed-loop strategy (2.2) reads
γt ← min
{‖xt − x∗‖2−pp 〈xt − vt, sign(xt − x∗)|xt − x∗|p−1〉




where sign(xt − x∗)|xt − x∗|p−1 = (sign([xt − x∗]i)|[xt − x∗]i|p−1)i∈J1,nK ∈ Rn.
Corollary 6.9 follows from Theorem 2.6 and shows that FW generates a solution with
the optimal O(pD2p/ε2) number of vertices. Therefore, a solution to the approximate
Carathéodory problem in the `p-norm can be obtained via FW.
Corollary 6.9. By running FW on problem (6.1) with the closed-loop strategy (6.6) or the
open-loop strategy (2.4), we obtain a point x ∈ C with cardinality O(pD2p/ε2) satisfying
‖x− x∗‖p 6 ε.
Another possibility is to run NEP-FW. Following Theorem 6.8, Corollary 6.10 shows
that we can obtain a better cardinality bound when x∗ is the convex combination of a subset
of vertices with small diameter and x0 is a good start.
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Corollary 6.10. By running NEP-FW on problem (6.1) with the open-loop strategy (2.4),
we obtain a point x ∈ C with cardinality O(p(D2∗ + D20)/ε2) satisfying ‖x − x∗‖p 6 ε,
where D∗ = minS⊂V,x∗∈convS diamS and D0 = diam{v ∈ V | f(v) 6 f(x0)} are defined
with respect to the `2-norm.
Proof. The result follows from Theorem 6.8 and Lemma 6.1, because f is also (p − 1)-
smooth with respect to the `2-norm since ‖ · ‖p 6 ‖ · ‖2 for p ∈ [2,+∞[.
It is likely that the point x∗ we want to approximate is in the (relative) interior of C.
Following Theorem 6.3, Corollary 6.11 improves the cardinality bound in this scenario, to
a logarithmic dependence on 1/ε. Note that a similar result is obtained in [100], however
they assume knowledge of the radius of an (affine) ball centered at x∗, which may not be
available. This is not required in FW as the method naturally adapts to the structure of the
problem.
Corollary 6.11. Suppose that x∗ ∈ ri C and let rp be the radius of an affine ball centered
at x∗ and contained in C, with respect to the `p-norm. Then by running FW on prob-
lem (6.1) with the closed-loop strategy (6.6), we obtain a point x ∈ C with cardinality
O(p(Dp/rp)2 ln(1/ε)) satisfying ‖x− x∗‖p 6 ε.
Another scenario is when C has a particular shape. Following Theorem 6.5, Corol-
lary 6.12 shows an improved cardinality bound when C is strongly convex. It is actually
subsumed by Corollary 6.13, which follows from Theorem 6.7. Note that 2(qp − 1)/qp ∈
[1, 2[ for qp ∈ [2,+∞[.
Corollary 6.12. Suppose that C is αp-strongly convex with respect to the `p-norm. Then by
running FW on problem (6.1) with the closed-loop strategy (6.6), we obtain a point x ∈ C
with cardinality O((√pDp + p/αp)/ε) satisfying ‖x− x∗‖p 6 ε.
Corollary 6.13. Suppose that C is (αp, qp)-strongly convex with respect to the `p-norm,
where qp ∈ [2,+∞[. Then by running FW on problem (6.1) with the closed-loop strat-
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egy (6.6), we obtain a point x ∈ C with cardinalityO((pD2p)(qp−1)/qp+p/α
2/qp
p )/ε2(qp−1)/qp)
satisfying ‖x− x∗‖p 6 ε.
Proof. The result follows from Theorem 6.7 and Lemma 6.1, with β1 6
√




6.5 The case p ∈ [1, 2[ ∪ {+∞}
In this section, we study the approximate Carathéodory problem when p ∈ [1, 2[ ∪ {+∞}.
In this case, the function x ∈ Rn 7→ (1/2)‖x−x∗‖2p is no longer smooth so we cannot apply





where the objective x ∈ Rn 7→ ‖x − x∗‖p is convex and 1-Lipschitz continuous with
respect to the `p-norm, by the triangle inequality, but not smooth. Note that, compared to
problem (6.1) for p ∈ [2,+∞[, we removed the square so that the objective is Lipschitz
continuous.
We will present two methods to find an ε-approximate solution to problem (6.7) with the
same cardinality guarantees. When p ∈ [1, 2[, we ensure a cardinality boundO(n(2−p)/pD22/ε2).
Compared to the bound O((1/p)1/(p−1)(Dp/ε)p/(p−1)) obtained from [13, Lem. D] for
p ∈ ]1, 2[ (see [62]), it improves the dependence to the accuracy ε but introduces a fac-
tor that is linear in the dimension n in the worst case: n(2−p)/p < n for all p ∈ ]1, 2[. This
is probably due to our approach considering the `2-norm and assuming the functions to be
nondifferentiable, while they are only nonsmooth when p ∈ ]1, 2[. When p = +∞, we en-
sure a cardinality bound O(D22/ε2). This is a dimension-free result compared to the bound
O(ln(n)D2∞/ε2) from [3].
Similarly to the case p ∈ [2,+∞[, we will present the convergence rate of a variant of
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the Frank-Wolfe algorithm, then deduce a bound for the approximate Carathéodory prob-




where f : Rn → R is a convex, continuous, but possibly nonsmooth function (Assump-
tion 6.14). We can smoothen f via its Moreau envelope fβ : x ∈ Rn 7→ miny∈Rn f(y) +
(1/(2β))‖x − y‖22 [102], where β > 0 is the smoothing parameter. The Moreau envelope
is a smooth convex function (Lemma 6.15). The proximity operator of f is proxf : x ∈
Rn 7→ arg miny∈Rn f(y) + (1/2)‖x− y‖22 [101].
Assumption 6.14. Let C ⊂ Rn be a compact convex set with diameter D2 and f : Rn → R
be a convex G2-Lipschitz continuous function, all with respect to the `2-norm.
Lemma 6.15 ([6, Prop. 12.15 and Prop. 12.30]). Let f : Rn → R be a convex continuous
function and β > 0. Then fβ : x ∈ Rn 7→ miny∈Rn f(y) + (1/(2β))‖x− y‖22 is convex and




(x− proxβf (x)). (6.9)
Our analysis will rely on the `2-norm. Lemma 6.16 states the properties of the objective
in the approximate Carathéodory problem (6.7) with respect to the `2-norm.
Lemma 6.16. Let C ⊂ Rn be a compact convex set, x∗ ∈ C, p ∈ [1, 2[ ∪ {+∞}, and
f : x ∈ Rn 7→ ‖x − x∗‖p. Then f is convex and Lipschitz continuous with respect to the
`2-norm, with constant n1/p−1/2 if p ∈ [1, 2[, else 1 if p = +∞.
Proof. By the triangle inequality, the function f is 1-Lipschitz continuous with respect to
the `p-norm. We conclude using ‖·‖p 6 n1/p−1/2‖·‖2 for p ∈ [1, 2[ and ‖·‖∞ 6 ‖·‖2.
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6.5.1 A nonsmooth variant of the Frank-Wolfe algorithm
The first method to solve problem (6.8) is to use a variant of the Frank-Wolfe algorithm,
the Hybrid Conditional Gradient-Smoothing algorithm (HCGS, Algorithm 6.2), developed
in [1] for addressing composite convex problems. The idea is to design a strategy (βt)t∈N
and to use the gradient∇fβt(xt) as a surrogate in the Frank-Wolfe algorithm.
Algorithm 6.2 Hybrid Conditional Gradient-Smoothing (HCGS)
Input: Start point x0 ∈ C, smoothing strategy (βt)t∈N ⊂ R++, step-size strategy (γt)t∈N ⊂
[0, 1].
1: for t = 0 to T − 1 do
2: vt ← arg min
v∈C
〈v,∇fβt(xt)〉 . see (6.9)
3: xt+1 ← xt + γt(vt − xt)
4: end for
Theorem 6.17 presents the convergence rate of HCGS. It is adapted from [1] and uses a
slightly different smoothing strategy. Corollaries 6.18–6.19 present the cardinality bounds
for the approximate Carathéodory problem using Lemma 6.16.
Theorem 6.17 ([1]). Let Assumption 6.14 hold and consider HCGS (Algorithm 6.2) with
the open-loop strategy (2.4) and βt ← 2(D2/G2)/
√







Proof. Let x∗ ∈ arg minC f and t ∈ N. By Lemma 6.15, fβt is convex and 1/βt-smooth
with respect to the `2-norm. By optimality of vt (Line 2), we have














By [1, Lem. 4.2], fβt(x∗) 6 f(x∗) and fβt+1(xt+1) 6 fβt(xt+1) + (βt − βt+1)G22/2, so






















Let εs = fβs(xs)− f(x∗) for all s ∈ N. Then

























By telescoping for s ∈ J0, tK, we obtain























































































where the last inequality holds for all t > 1. By [1, Lem. 4.2], f(xt+1) 6 fβt+1(xt+1) +
βt+1G
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Corollary 6.18. Let p ∈ [1, 2[. By running HCGS (Algorithm 6.2) on problem (6.7) with
the open-loop strategy (2.4) and βt ← 2(D2/n1/p−1/2)/
√
t+ 2 for all t ∈ N, we obtain a
point x ∈ C with cardinality O(n(2−p)/pD22/ε2) satisfying ‖x− x∗‖p 6 ε.
Corollary 6.19. By running HCGS (Algorithm 6.2) on problem (6.7) with the open-loop
strategy (2.4) and βt ← 2D2/
√
t+ 2 for all t ∈ N, we obtain a point x ∈ C with cardinality
O(D22/ε2) satisfying ‖x− x∗‖∞ 6 ε.
6.5.2 Applying Frank-Wolfe to the smoothed objective





However, if the desired level of accuracy ε > 0 is given, which is probably the case in the






where β ← ε/G22, to obtain a solution to the original problem (6.8). Theorem 6.20 for-
malizes this statement, and Corollaries 6.21–6.22 present the cardinality bounds for the
approximate Carathéodory problem using Lemma 6.16.
Theorem 6.20. Let Assumption 6.14 hold. Let ε > 0 be the desired level of accuracy
and set β ← ε/G22. Then by running FW (Algorithm 2.1) on problem (6.10) with the
open-loop strategy (2.4), we obtain a point x ∈ C with cardinality O(G22D22/ε2) satisfying
f(x)−minC f 6 ε.
Proof. By Lemma 6.15, fβ is convex and 1/β-smooth with respect to the `2-norm. By


















By [1, Lem. 4.2], fβ 6 f 6 fβ + βG22/2 so
f(x)−min
C







Corollary 6.21. Let p ∈ [1, 2[. Let ε > 0 be the desired level of accuracy and set β ←
ε/n(2−p)/p. Then by running FW (Algorithm 2.1) on problem (6.10) with the open-loop
strategy (2.4), we obtain a point x ∈ C with cardinality O(n(2−p)/pD22/ε2) satisfying ‖x−
x∗‖p 6 ε.
Corollary 6.22. Let ε > 0 be the desired level of accuracy and set β ← ε. Then by running
FW (Algorithm 2.1) on problem (6.10) with the open-loop strategy (2.4), we obtain a point
119
x ∈ C with cardinality O(D22/ε2) satisfying ‖x− x∗‖∞ 6 ε.
6.6 Sparse approximate projections in the `p-norm
The Frank-Wolfe algorithm can also be used to find sparse approximate projections in the
`p-norm, where p ∈ [1,+∞]. When p ∈ [2,+∞[, this is problem (6.1) with x∗ /∈ C. Then
the same cardinality bounds from Corollaries 6.9–6.10, 6.12, and 6.13 hold with
‖x− x∗‖2p − distp(x∗, C)2 6 ε2. (6.11)
Furthermore, Corollaries 6.23–6.24 follow from Theorems 6.4 and 6.6, together with Lemma 6.1.
Note that to apply Corollary 6.10 here, D∗ is defined with respect to projp(x∗, C) instead of
x∗. When p ∈ [1, 2[∪{+∞}, then the same cardinality bounds from Corollaries 6.18–6.19
and 6.21–6.22 hold with
‖x− x∗‖p − distp(x∗, C) 6 ε.
Corollary 6.23. Let p ∈ [2,+∞[ and x∗ ∈ Rn\C. Suppose that C is αp-strongly convex
with respect to the `p-norm. Then by running FW on problem (6.1) with the closed-loop
strategy (6.6), we obtain a point x ∈ C with cardinality O(p/(cpαp) · ln(1/ε)) satisfying
‖x− x∗‖2p − distp(x∗, C)2 6 ε2,
where cp = distp(x∗, C) > 0.
Proof. The bound follows from Theorem 6.4 and Lemma 6.1. Since for f : x ∈ Rn 7→
(1/2)‖x − x∗‖2p, we have ∇f(x) = ‖x − x∗‖2−pp sign(x − x∗)|x − x∗|p−1 for all x ∈ Rn,
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where sign(x− x∗)|x− x∗|p−1 = (sign([x− x∗]i)|[x− x∗]i|p−1)i∈J1,nK ∈ Rn, we obtain









Thus, cp = minx∈C ‖∇f‖p/(p−1) = distp(x∗, C).
Corollary 6.24. Let p ∈ [2,+∞[ and x∗ ∈ Rn\C. Suppose that C is (αp, qp)-uniformly con-
vex with respect to the `p-norm, where qp > 2. Then by running FW on problem (6.1) with
the closed-loop strategy (6.6), we obtain a point x ∈ C with cardinalityO(((pD2p)(qp−2)/qp(1+
β1) + (p/β2)/(αpcp)
2/q)/ε2(qp−2)/qp) satisfying
‖x− x∗‖2p − distp(x∗, C)2 6 ε2,
where β1 = (2 − 2(qp−2)/qp)/(2(qp−2)/qp − 1), β2 = (qp − 2)/qp − (2/qp)(2(qp−2)/qp − 1),
and cp = distp(x∗, C) > 0.
Proof. The proof follows the same arguments as in the proof of Corollary 6.23.
Remark 6.25. In (6.11) and Corollaries 6.23–6.24, if p = 2 then the same results hold
with
‖x− proj2(x∗, C)‖p 6 ε.
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Indeed, let π2 = proj2(x
∗, C). Then 〈x− π2, x∗ − π2〉 6 0, so
‖x− x∗‖22 = ‖x− π2‖22 + ‖π2 − x∗‖22 + 2〈x− π2, π2 − x∗〉
> ‖x− π2‖22 + ‖π2 − x∗‖22.
6.7 Computational experiments
We compare the cardinality bounds of the solutions obtained by FW (Algorithm 2.1),
FCFW (Algorithm 2.2), NEP-FW (Algorithm 6.1), and the Away-Step Frank-Wolfe al-
gorithm (AFW) [131] on the approximate Carathéodory problem (6.1) for p ∈ [2,+∞[.
While FW moves only towards vertices, AFW is a variant of FW that allows to move also
away from vertices, and converges at a linear rate for smooth strongly convex objectives
[78]. Although the objective in (6.1) is not strongly convex with respect to the `p-norm
when p ∈ ]2,+∞[, it is still interesting to investigate its performance.
The experiments were run on a laptop under Linux Ubuntu 20.04 with Intel Core i7-
10750H. The code is available at https://github.com/cyrillewcombettes/approxcara.
6.7.1 Dense vs. sparse target x∗
We generated a set V ⊂ R500 of 501 random points and let C = convV . Then, we generated
the target point x∗ ∈ C as a random convex combination of points in V or as a sparse
random convex combination of points in V , i.e., we randomly selected 25 points from V
and we generated x∗ as a convex combination of these points only. Figure 6.1 plots the
distance of the iterate xt to the target x∗ in the `p-norm as a function of its cardinality, as
given by the construction of the algorithm, for three arbitrary values p = 2, p = 3, and
p = 7.
As expected, FCFW is the best performing algorithm, followed by AFW. In the instance
“Sparse x∗, p = 2”, we can see that AFW took a full away step, which decreased the
cardinality of the iterate by 1. In the limit, NEP-FW improves on FW particularly when the
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target x∗ is sparse; note that we chose x0 ∈ V randomly and did not use a warm start. Only
FCFW is able to recover an optimal convex decomposition on each instance, i.e., to find a
solution with arbitrary accuracy and cardinality no greater than card(x∗). Table 6.3 reports
the cardinality of the solution obtained by each algorithm to reach accuracy ε = 0.02.
Table 6.3: Cardinality of the first iterate xt satisfying ‖xt − x∗‖p < 0.02.
card(x∗) p FW NEP-FW AFW FCFW
501 2 470 496 453 368
25 2 43 25 26 25
501 3 417 413 388 275
25 3 42 29 25 22
501 7 349 325 294 175
25 7 49 40 28 22
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Figure 6.1: Accuracy vs. cardinality of the iterates generated by FW, NEP-FW, AFW, and FCFW.
6.7.2 Lower bound
We compare FW, AFW, and FCFW to the lower bound in [100, Sec. 5.1]. Let C be the
convex hull of the `p-normalized columns of the Hadamard matrix Hn of dimension n,
i.e., C = conv(Hn/n1/p), and let x∗ = (Hn/n1/p)1/n = e1/n1/p be the uniform convex
combination of the columns, where e1 ∈ Rn denotes the first canonical vector. In this
setting, [100, Thm. 5.3] claims that for any x ∈ conv(Hn/n1/p) satisfying ‖x− x∗‖p 6 ε,
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which does not hold. Hence, for completeness, we present a minor correction to their lower
bound in Theorem 6.26.
Theorem 6.26. Let p ∈ [2,+∞[, n ∈ {2k | k ∈ N}, Hn be the Hadamard matrix of
dimension n, C = conv(Hn/n1/p) be the convex hull of the `p-normalized columns of Hn,
and x∗ = e1/n1/p ∈ C. Let ε > 0 and x ∈ C such that ‖x− x∗‖p 6 ε. Then x is the convex
combination of at least 1/(ε2 + 1/n) vertices.
Figure 6.2 compares FW, AFW, FCFW, and the corrected lower bound s ∈ J1, nK 7→
ε =
√
1/s− 1/n, for n = 64 and two arbitrary values p = 4 and p = 13.
Figure 6.2: Cardinality of the iterates produced by FW, AFW, and FCFW, and the lower bound from
Theorem 6.26.
FCFW again demonstrates its performance and almost matches the lower bound. This
highlights its significance for the approximate Carathéodory problem. However, it remains
an open problem to derive a precise convergence rate for FCFW, as the current analysis is
transferred from the analyses of FW and AFW [78].
125
6.8 Final remarks
We have demonstrated that the Frank-Wolfe algorithm provides a simple implementation
of a solution with cardinality O(pD2p/ε2) to the approximate Carathéodory problem in the
`p-norm, where p ∈ [2,+∞[. When x∗ is in the (relative) interior of C, which may be
likely in practice, the algorithm naturally adapts and generates a solution with cardinality
O(p(Dp/rp)2 ln(1/ε)), where rp is the radius of an (affine) ball centered at x∗ and con-
tained in C. This is in contrast with the method in [100] which requires knowledge of rp.
The Frank-Wolfe algorithm also adapts to the geometry of C, and generates a solution with
an improved cardinality bound when C is uniformly convex. When x∗ is the convex combi-
nation of a subset of vertices with small diameter, better cardinality bounds are obtained via
a variant of the Frank-Wolfe algorithm with an enhanced oracle. When p ∈ [1, 2[∪{+∞},
new bounds are proposed via a nonsmooth variant of the algorithm. Lastly, we addressed
the problem of finding sparse approximate projections in the `p-norm. In practice, when
p ∈ [2,+∞[, the Fully-Corrective Frank-Wolfe algorithm is very efficient and can gener-




BLENDED MATCHING PURSUIT: SPARSE OPTIMIZATION OVER THE
LINEAR SPAN
We consider an extension of the Frank-Wolfe method to the problem of minimizing a
smooth convex function over the linear span of a given set. The extension resembles
matching pursuit algorithms, an important class of algorithms in signal processing
and machine learning. We present an algorithm combining Frank-Wolfe-like steps
with stronger gradient descent steps, and derive sublinear to linear convergence rates
according to the smoothness and sharpness orders of the function. In particular,
we derive linear rates for a large class of non-strongly convex functions, and we
demonstrate in experiments that our algorithm enjoys very fast rates of convergence
and wall-clock speed while maintaining a sparsity of iterates very comparable to that
of the (much slower) orthogonal matching pursuit.
Based on [22].
7.1 Optimization over the linear span
Let H be a separable real Hilbert space, D ⊂ H be a dictionary, and f : H → R be a





Together with fast convergence, achieving high sparsity, i.e., keeping the iterates as linear
combinations of a small number of atoms in the dictionary D, is a primary objective and
leads to better generalization, interpretability, and decision-making in machine learning.
In signal processing, problem (7.1) encompasses a wide range of applications, including
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compressed sensing, signal denoising, and information retrieval, and is often solved with
the Matching Pursuit algorithm [96]. Our approach is inspired by the Blended Conditional
Gradient algorithm [14], which solves the constrained setting of problem (7.1), i.e., min-
imizing f over the convex hull convD of the dictionary, and is ultimately based on the
Frank-Wolfe algorithm. As introduced in [15], [14] enhanced the vanilla Frank-Wolfe al-
gorithm by replacing the linear minimization oracle with a weak-separation oracle and by
blending the traditional Frank-Wolfe steps with lazified Frank-Wolfe steps and projected
gradient steps, while still avoiding projections.
An analogy between Frank-Wolfe algorithms and the unconstrained problem (7.1) was
proposed in [88]. They unified the Frank-Wolfe and Matching Pursuit algorithms, and
proposed a Generalized Matching Pursuit algorithm (GMP) and a Generalized Orthogonal
Matching Pursuit algorithm (OMP) for solving problem (7.1). Essentially, [88] established
that GMP corresponds to the vanilla Frank-Wolfe algorithm and OMP corresponds to the
Fully-Corrective Frank-Wolfe algorithm. GMP and OMP converge with similar rates in
the various regimes, namely with a sublinear rate for smooth convex functions and with a
linear rate for smooth strongly convex functions, however they have different advantages:
GMP converges (much) faster in wall-clock time while OMP offers (much) sparser iterates.
The interest in these algorithms stems from the fact that they work in the general setting
of smooth convex functions in Hilbert spaces and that their convergence analyses do not
require incoherence or restricted isometry properties (RIP, [16]) of the dictionary, which
are quite strong assumptions from an optimization standpoint. In a follow-up work, [89]
presented an Accelerated Matching Pursuit algorithm, which we compare our approach to
as well.
We aim at unifying the best of GMP (speed) and OMP (sparsity) into a single algorithm
by blending them strategically. However, while the overall idea is reasonably natural, we
face considerable challenges as many important features of Frank-Wolfe methods do not
apply anymore in the Matching Pursuit setting and cannot be as easily overcome as in
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[88], requiring a different analysis. For example, Frank-Wolfe duality gaps are not readily
available but they are crucial in monitoring the blending, and further key components, such
as the weak-separation oracle, require modifications.
Contributions. We propose the Blended Matching Pursuit algorithm (BMP), a fast and
sparse first-order method for solving problem (7.1). Our method unifies the best of GMP
(speed) and OMP (sparsity) into one algorithm, which is of fundamental interest for prac-
titioners. We establish a continuous range of convergence rates between O(1/εp) and
O(ln(1/ε)), where ε > 0 is the desired accuracy and p > 0 depends on the properties
of the function. In particular, we derive linear rates of convergence for a large class of
smooth convex but non-strongly convex functions. Lastly, we demonstrate the computa-
tional superiority of BMP over state-of-the-art methods, with BMP converging the fastest in
wall-clock time while maintaining its iterates at close-to-optimal sparsity, and this without
requiring sparsity-inducing constraints.
Outline. We introduce notions and notation in Section 7.2. We present the Blended
Matching Pursuit algorithm in Section 7.3 with the convergence analysis in Section 7.3.1.
Computational experiments are provided in Section 7.4. Additional experiments and results
can be found in Appendix B.4.
7.2 Preliminaries
We work in a separable real Hilbert space (H, 〈·, ·〉) with induced norm ‖ · ‖. A set D ⊂ H
of normalized vectors is a dictionary if it is at most countable and cl spanD = H, and
in this case its elements are referred to as atoms. For any set S ⊂ H, let S ′ = S ∪ −S
denote the symmetrization of S and DS = supu,v∈S ‖u− v‖ denote the diameter of S. For
problem (7.1) to be feasible, we will assume f to be coercive, i.e., lim‖x‖→+∞ f(x) = +∞.
Since f is convex, this is actually a mild assumption when arg minH f 6= ∅.
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Let f : H → R be a Fréchet differentiable function. In the following, we use extended
notions of smoothness and strong convexity by introducing orders, and we weaken and
generalize the notion of strong convexity to that of sharpness; see, e.g., [120] and [68] for
recent work. We say that f is:
(i) smooth of order ` > 1 if there exists L > 0 such that for all x, y ∈ H,
f(y)− f(x)− 〈y − x,∇f(x)〉 6 L
`
‖y − x‖`,
(ii) strongly convex of order s > 1 if there exists S > 0 such that for all x, y ∈ H,
f(y)− f(x)− 〈y − x,∇f(x)〉 > S
s
‖y − x‖s,
(iii) sharp of order θ ∈ ]0, 1[ on K if K ⊂ H is a bounded set, ∅ 6= arg minH f ⊂ intK,














The following fact, whose result was already used in [107], provides a bound on the sharp-
ness order of a smooth function.
Fact 7.1. Let f : H → R be smooth of order ` > 1, convex, and sharp of order θ ∈ ]0, 1[
on K. Then θ ∈ ]0, 1/`].
Proof. Let x ∈ K\ arg minH f and x∗ = proj(x, arg minH f). By sharpness, smoothness,






















As the left-hand side is constant and x can be arbitrarily close to x∗, we conclude that
`θ 6 1.
Fact 7.2. Let f : H → R be a coercive function and (xt)t∈N be a sequence of iterates inH
such that f(xt+1) 6 f(xt) for all t ∈ N. Then (xt)t∈N is bounded.
Proof. By assumption, f(xt) 6 f(x0) for all t ∈ N, so lim supt→+∞ f(xt) 6 f(x0) <
+∞. Suppose (xt)t∈N is unbounded. Then there exists ϕ : N → N strictly increasing
such that the subsequence (xϕ(t))t∈N satisfies limt→+∞ ‖xϕ(t)‖ = +∞. By coercivity, this
implies that limt→+∞ f(xϕ(t)) = +∞, and therefore lim supt→+∞ f(xt) > +∞. This is
absurd.
Lemma 7.3. Let f : H → R be differentiable, M > 0, µ > 1, and x, v ∈ H such that
〈v,∇f(x)〉 6 0. Define







g = f(x)− 〈v,−∇f(x)〉
µ
µMµ−1‖v‖µ
where µ = µ/(µ− 1) > 1.
Proof. Let µ = µ/(µ− 1). We have µ− 1 = 1/(µ− 1), and g is differentiable with











Therefore, using µ(µ− 1) = µ and 1− 1/µ = 1/µ,
min
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7.2.1 On sharpness and strong convexity
Notice that if f : H → R is Fréchet differentiable and strongly convex of order s > 1, then
card(arg minH f) = 1. Let {x∗} = arg minH f . It follows directly from ∇f(x∗) = 0 that
for any bounded set K ⊂ H such that x∗ ∈ intK, f is sharp of order θ = 1/s on K. Thus,
strong convexity implies sharpness. However, not every sharp function is strongly convex;
moreover, the next example shows that not every sharp and convex function is strongly
convex.
Example 7.4 (Distance to a convex set). Let C ⊂ H be a nonempty, closed, and bounded
convex set, and K ⊂ H be a bounded set such that C ⊂ intK. The function f : x ∈ H 7→
dist(x, C)2 = ‖x− proj(x, C)‖2 is convex, and it is sharp of order θ = 1/2 on K. Indeed,














Now, suppose C contains more than one element. Then, f has more than one minimizer.
However, a function that is strongly convex of order s > 1 has no more than one minimizer.
Therefore, f cannot be strongly convex of order s, for all s > 1. Notice that f is also a
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smooth function, of order ` = 2.
Hence, sharpness is a more general notion of strong convexity. It is a local condition
around the optimal solutions while strong convexity is a global condition. In fact, building
on the Łojasiewicz inequality of [91], [11, Eq. (15)] showed that sharpness always holds in
finite dimensional spaces for reasonably well-behaved convex functions; see Lemma 7.5.
Polynomial convex functions, the `p-norms, the Huber loss (see Appendix B.4.4), and the
rectifier ReLU are simple examples of such functions.
Lemma 7.5. Let f : Rn → ]−∞,+∞] be a lower semicontinuous, convex, and subanalytic
function with {x ∈ Rn | 0 ∈ ∂f(x)} 6= ∅. Then for any bounded set K ⊂ Rn, there exists














Strong convexity is a standard requirement to prove linear convergence rates on smooth
convex objectives but, regrettably, this considerably restricts the set of candidate functions.
For our Blended Matching Pursuit algorithm, we will only require sharpness to establish
linear convergence rates, thus including a larger class of functions.
7.2.2 Matching Pursuit algorithms
For y ∈ H and f : x ∈ H 7→ ‖y − x‖2/2, problem (7.1) falls in the area of sparse recovery
and is often solved via the Matching Pursuit algorithm [96]. The algorithm recovers a
sparse representation of the signal y from the dictionary D by sequentially pursuing the
best matching atom. At each iteration, it searches for an atom vt ∈ D most correlated with
the residual y−xt, i.e., vt ∈ arg maxv∈D |〈v, y−xt〉|, and adds it to the linear decomposition
of the current iterate xt to form the new iterate xt+1, keeping track of the active set St+1 =
St ∪ {vt}. However, this does not prevent the algorithm from selecting atoms that have
already been added in earlier iterations or that are redundant, hence affecting sparsity. The
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Orthogonal Matching Pursuit variant [110, 33] overcomes this by computing the new iterate
as the projection of the signal y onto St ∪ {vt}. Thus, y − xt+1 becomes orthogonal to the
active set.
In order to solve problem (7.1) for any smooth convex objective, [88] proposed the
Generalized Matching Pursuit (GMP) and Generalized Orthogonal Matching Pursuit al-
gorithms (Algorithm 7.1); slightly abusing notation we will refer to the latter simply as
Orthogonal Matching Pursuit (OMP). The atom selection subroutine is implemented with
a Frank-Wolfe linear minimization oracle arg minv∈D′〈v,∇f(xt)〉 (Line 3). The solution
vt ∈ D′ to this oracle is guaranteed to be a descent direction as it satisfies 〈vt,∇f(xt)〉 6 0
by symmetry of D′, and 〈vt,∇f(xt)〉 = 0 if and only if xt ∈ arg minH f . Notice that for
y ∈ H and f : x ∈ H 7→ ‖y − x‖2/2, the GMP and OMP variants of Algorithm 7.1
recover the original Matching Pursuit and Orthogonal Matching Pursuit algorithms re-
spectively. In particular, up to a sign which does not affect the sequence of iterates,
arg maxv∈D |〈v, y − xt〉| ⇔ arg minv∈D′〈v,∇f(xt)〉. In practice, the main difference in
the case of general smooth convex functions is that the OMP variant (Line 6) is much
more expensive, as a closed-form solution to this projection step is not available anymore.
Hence, Line 6 is typically a sequence of projected (onto spanSt+1) gradient steps and OMP
is significantly slower than GMP to converge.
Algorithm 7.1 Generalized/Orthogonal Matching Pursuit (GMP/OMP)
Input: Start atom x0 ∈ D.
1: S0 ← {x0}
2: for t = 0 to T − 1 do
3: vt ← arg min
v∈D′
〈v,∇f(xt)〉
4: St+1 ← St ∪ {vt}
5: GMP variant: xt+1 ← arg min
x∈xt+Rvt
f(x)






We present in Oracle 7.2 the weak-separation oracle, a modified version of the one first
introduced in [15] and used in, e.g., [81, 14]. Note that the modification asks for an uncon-
strained improvement, whereas the original weak-separation oracle required an improve-
ment relative to a reference point. As such, our variant here is even simpler than the original
weak-separation oracle. The oracle is called in Line 11 by the Blended Matching Pursuit
algorithm.
Oracle 7.2 Weak-separation LPsepD(c, φ, κ)
Input: Linear objective c ∈ H, objective value φ 6 0, accuracy κ > 1.
Output: Either atom v ∈ D such that 〈v, c〉 6 φ/κ (positive call), or false ensuring
〈z, c〉 > φ for all z ∈ convD (negative call).
The weak-separation oracle determines whether there exists an atom v ∈ D such that
〈v, c〉 6 φ/κ, and thereby relaxes the Frank-Wolfe linear minimization oracle. If not, then
this implies that convD can be separated from the ambient space by c and φ with the linear
inequality 〈z, c〉 > φ for all z ∈ convD. In practice, the oracle can be efficiently imple-
mented using caching, i.e., first testing atoms that were already returned during previous
calls as they may satisfy the condition here again. In this case, caching also preserves spar-
sity. If no active atom satisfies the condition, the oracle can be solved, e.g., by means of a
call to a linear optimization oracle; see [15] for an in-depth discussion. Lastly, we would
like to briefly note that the parameter κ can be used to further promote positive calls over
negative calls, by weakening the improvement requirement and therefore speeding up the
oracle. Indeed, only negative calls need a full scan of the dictionary.
7.3 The Blended Matching Pursuit algorithm
We now present our Blended Matching Pursuit algorithm (BMP) in Algorithm 7.3. Note
that although we blend steps, we maintain the explicit decomposition of the iterates as
linear combinations of the atoms.
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Algorithm 7.3 Blended Matching Pursuit (BMP)
Input: Start atom x0 ∈ D, accuracy parameters κ > 1 and η > 0, scaling parameter
τ > 1.
1: S0 ← {x0}
2: φ0 ← min
v∈D′
〈v,∇f(x0)〉/τ
3: for t = 0 to T − 1 do
4: vFW-St ← arg min
v∈S′t
〈v,∇f(xt)〉
5: if 〈vFW-St ,∇f(xt)〉 6 φt/η then
6: ∇̃f(xt)← proj(∇f(xt), spanSt)
7: xt+1 ← arg min
x∈xt+R∇̃f(xt)
f(x) . constrained step
8: St+1 ← St
9: φt+1 ← φt
10: else
11: vt ← LPsepD′(∇f(xt), φt, κ)
12: if vt = false then
13: xt+1 ← xt . dual step
14: St+1 ← St
15: φt+1 ← φt/τ
16: else
17: xt+1 ← arg min
x∈xt+Rvt
f(x) . full step
18: St+1 ← St ∪ {vt}
19: φt+1 ← φt
20: end if
21: end if
22: Optional: Correct St+1
23: end for
Remark 7.6 (Algorithm design). BMP actually does not require the atoms to have exactly
the same norm and only needs the dictionary to be bounded, whether it be for ensuring
the convergence rates or for computations; one could further take advantage of this to
add weights to certain atoms. Line 6 is simply taking the component of ∇f(xt) parallel
to spanSt, which can be achieved by basic linear algebra and costs O(n card(St)2) when
H = Rn. The line searches Lines 7 and 17 can be replaced with explicit step sizes using the
smoothness of f (Lemma 7.3). The purpose of (the optional) Line 22 is to reoptimize the ac-
tive set St+1, e.g., by reducing it to a subset that forms a basis for its linear span. One could
also obtain further sparsity by removing atoms whose coefficient in the decomposition of
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the iterate is smaller than some threshold δ > 0.
Blending. BMP aims at unifying the speed of GMP and the sparsity of OMP. As seen in
Section 7.2.2, an OMP iteration is typically a sequence of projected gradient (PG) steps.
The idea is that the sequence of PG steps constituting an OMP iteration is actually overkill:
there is a sweet spot where further optimizing over the active space spanSt is less effective
than adding a new atom and taking a GMP step into a (possibly) new space. However,
PG steps have the benefit of preserving sparsity, since no new atom is added. Further-
more, GMP steps require an expensive scan of the dictionary to output the descent direction
vFWt ← arg minv∈D′〈v,∇f(xt)〉. To remedy this, BMP blends constrained steps (PG steps,
Line 7) with full steps (lazified GMP steps, Line 17) by promoting constrained steps as
long as the progress in function value is comparable to that of a GMP step, else by taking
a full step in an approximate direction vt (with cheap computation via Oracle 7.2) such
that the progress is comparable to that of a GMP step. Therefore, to monitor this blending
of steps, we wish to compare 〈vFW-St ,∇f(xt)〉 and 〈vt,∇f(xt)〉 to 〈vFWt ,∇f(xt)〉, which
quantities measure the progress in function value offered by a constrained step, a full step,
and a GMP step respectively.
Duality gap estimates. The aforementioned comparisons however cannot be made di-
rectly as the quantity 〈vFWt ,∇f(xt)〉 is (deliberately) not computed; computing it requires
an expensive complete scan of the dictionary. Instead, we use an estimation of this quan-
tity, by introducing the duality gap estimate |φt|. This designation comes from the fact
that −〈vFWt ,∇f(xt)〉 is our equivalent of the Frank-Wolfe duality gap (Definition 2.1), and
this will guide how we build our estimation. Indeed, since D′ is symmetric and assuming
0 ∈ intconvD′, there exists (an unknown) ρ > 0 such that {x0, . . . , xT} ∪ arg minH f ⊂
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ρ convD′. Then for all x∗ ∈ arg minH f ,




= −2ρ〈vFWt ,∇f(xt)〉, (7.2)
which is our desired inequality. We set φ0 ← 〈vFW0 ,∇f(x0)〉/τ (Line 2) so ε0 6 2τρ|φ0|
by (7.2). The criterion in Line 5 compares 〈vFW-St ,∇f(xt)〉 to φt. If this quantity is be-
low the threshold φt, then a constrained step is not taken and the weak-separation oracle
(Line 11, Oracle 7.2) is called to search for an atom vt satisfying 〈vt,∇f(xt)〉 6 φt. If
the oracle cannot find such an atom, then a full step is not taken and it returns a neg-
ative call with the certificate 〈vFWt ,∇f(xt)〉 > φt. In this case, BMP has detected an
improved duality gap estimate and takes a dual step (Line 13): by (7.2), this implies that
εt 6 2ρ|φt| so with φt+1 ← φt/τ and xt+1 ← xt, we recover εt+1 6 2τρ|φt+1|. Further-
more, observe that this update is a geometric rescaling which ensures that BMP requires
only Ndual = O(ln(1/ε)) dual steps (see proofs). Thus, the total number of negative calls,
i.e., the number of iterations requiring a complete scan of the dictionary, is onlyO(ln(1/ε)).
Therefore, for this and for the blending of steps, the duality gap estimates |φt| are the key
to the speed-up realized by BMP.
Parameters. BMP involves three (hyper-)parameters η > 0, κ > 1, and τ > 1 to be
set before running the algorithm. The parameter η needs to be tuned carefully, as its value
affects the criterion in Line 5 to promote either speed of convergence (e.g., η ∼ 0.1, pro-
moting full steps) or sparsity of the iterates (e.g., η ∼ 1000, promoting constrained steps).
In our experiments (Section 7.4 and Appendix B.4), we found that setting η ∼ 5 leads to
close to both maximal speed of convergence and sparsity of the iterates, with the default
choices κ = τ = 2. In this setting, BMP converges (much) faster than GMP and has it-
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erates with sparsity very comparable to that of OMP, and therefore it is possible to enjoy
both properties of speed and sparsity simultaneously. Note that the value of κ also im-
pacts the range of values of η to which BMP is sensitive, since the criterion (Line 5) tests
minv∈S′t〈v,∇f(xt)〉 6 φt/η while the weak-separation oracle asks for v ∈ D
′ such that
〈v,∇f(xt)〉 6 φt/κ. As always, in specific experiments, parameter tuning might further
improve performance.
7.3.1 Convergence analysis
We start with the simpler case of smooth convex functions of order ` > 1 (Theorem 7.7).
Our main result is Theorem 7.8, which subsumes the case of strongly convex functions.
To establish the convergence rates of GMP and OMP, [88] assume knowledge of an upper
bound on sup{‖x∗‖D′ , ‖x0‖D′ , . . . , ‖xT‖D′} where ‖ · ‖D′ : x ∈ H 7→ inf{ρ > 0 | x ∈
ρ convD′} is the atomic norm. In [89], this is resolved by working with the atomic norm
‖ · ‖D′ instead of the Hilbert space induced norm ‖ · ‖ to, e.g., define smoothness and
strong convexity of f and derive the proofs, but ‖ · ‖D′ itself can be difficult to derive in
many applications. In contrast, we need neither the finiteness assumption nor to change
the norm, however we assume f to be coercive to ensure feasibility of problem (7.1), a
reasonably mild assumption.
Theorem 7.7 (Smooth convex case). Let D ⊂ H be a dictionary such that 0 ∈ int convD′
and let f : H → R be smooth of order ` > 1, convex, and coercive. Then BMP (Algo-







Proof. Let ε > 0 and T = Ndual + Nfull + Nconstrained ∈ N ∪ {+∞} where Ndual, Nfull,
and Nconstrained are the number of dual steps (Line 13), full steps (Line 17), and constrained
steps (Line 7) taken in total respectively. The objective f is continuous and coercive so
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arg minH f 6= ∅. Let εt = f(xt) − minH f for t ∈ N. Similarly to [15], we introduce
epoch starts at iteration t = 0 or any iteration immediately following a dual step. Our goal
is to bound the number of epochs and the number of iterations within each epoch. Notice
that 0 6 εt+1 6 εt and φt 6 φt+1 6 0 for t ∈ N.
Let x∗ ∈ arg minH f . The function f is coercive and f(xt+1) 6 f(xt) for t ∈ N, so
by Fact 7.2 the sequence of iterates is bounded. Define ρ = supt∈N ‖xt − x∗‖ < +∞.
Note that ρ is independent of T . Let t ∈ N be an iteration of the algorithm, and vFWt ∈
arg minv∈D′〈v,∇f(xt)〉 = arg minz∈convD′〈z,∇f(xt)〉. We can assume that f(xt) >
f(x∗) otherwise the iterates have already converged. By convexity, 〈x∗− xt,∇f(xt)〉 < 0.





























Let t be a dual step (Line 13). Then the weak-separation oracle call (Line 11) yields
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If a full step is taken (Line 17), then the weak-separation oracle (Line 11) returns vt ∈



















































where the last three lines respectively come from the Cauchy-Schwarz inequality, vFW-St ∈
spanSt, 〈vFW-St ,∇f(xt)〉 6 φt/η (Line 5), and ‖vFW-St ‖ 6 DD′/2 (by symmetry). There-





whose lower bound only differs by a constant factor (κ/η)` from that of a full step (7.8).
Now, we have













where N (t)full and N
(t)
constrained are the number of full steps and constrained steps taken during
epoch t respectively. Let t > 0 be an epoch start. Thus, t− 1 is a dual step. By (7.5), since
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This also holds for t = 0 by (7.4) and Line 2 (and actually for all t ∈ J0, T K). By (7.8) and


























Therefore, by (7.10), (7.13), and ` > 1,

















τ (`−1)(Ndual+1) − 1

























































We now present our main result in its full generality. We provide the general conver-
gence rates of BMP (Algorithm 7.3) in Theorem 7.8. Recall that sharpness is implied by
strong convexity and that it is a very mild assumption in finite dimensional spaces as it is
satisfied by all well-behaved convex functions (Lemma 7.5).
Theorem 7.8 (Smooth convex sharp case). Let D ⊂ H be a dictionary such that 0 ∈
int convD′ and let f : H → R be L-smooth of order ` > 1, convex, coercive, and σ-sharp
of order θ ∈ ]0, 1/`] on K. Then BMP (Algorithm 7.3) ensures that f(xt) − minH f 6 ε
















if `θ < 1.
Moreover, dist(xt, arg minH f)→ 0 as t→ +∞ at same rate.
If f is not strongly convex then [88] only guarantee a sublinear convergence rateO(1/ε)
for GMP and OMP, while Theorem 7.8 can still guarantee higher convergence rates, up to
linear convergence O(ln(1/ε)) if `θ = 1, using sharpness. Note that in the popular case
of smooth strongly convex functions of orders ` = 2 and s = 2, Theorem 7.8 guarantees a
linear convergence rate as these functions are sharp of order θ = 1/2 (with constant C =√
2/S) and thus satisfy `θ = 1. In conclusion, Theorem 7.8 extends linear convergence
rates to a large class of non-strongly convex functions solving problem (7.1).
Proof. Let ε > 0. By Theorem 7.7, there exists T ∈ N such that f(xT )−minH f 6 ε. Let
εt = f(xt) −minH f for t ∈ N and T = Ndual + Nfull + Nconstrained where Ndual, Nfull, and
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Nconstrained are the number of dual steps (Line 13), full steps (Line 17), and constrained steps
(Line 7) taken in total respectively. Similarly to [15], we introduce epoch starts at iteration
t = 0 or any iteration immediately following a dual step. Our goal is to bound the number
of epochs and the number of iterations within each epoch. Notice that 0 6 εt+1 6 εt and
φt 6 φt+1 6 0 for t ∈ J0, T K.
Let t ∈ J0, T K be an iteration of the algorithm, vFWt ∈ arg minv∈D′〈v,∇f(xt)〉, and
x∗t = proj(xt, arg minH f). We can assume that f(xt) > f(x
∗
t ) otherwise the iterates have
already converged. By convexity, 〈x∗t − xt,∇f(xt)〉 < 0. Since 0 ∈ int convD′, there















r〈xt − x∗t ,∇f(xt)〉
−2〈vFWt ,∇f(xt)〉
6 ‖xt − x∗t‖. (7.14)
The sharpness of f implies that arg minH f ⊂ intK. Let r∗t ∈ ]0, ‖xt − x∗t‖[ such that
B(x∗t , r∗t ) ⊂ K, and let ρmin{r∗0/‖x0 − x∗0‖, . . . , r∗T/‖xT − x∗T‖} ∈ ]0, 1[. Then, x∗t +
ρ(xt − x∗t ) ∈ B(x∗t , r∗t ) ⊂ K. By convexity, x∗t = proj(x∗t + ρ(xt − x∗t ), arg minH f):
indeed, 〈x∗t − x∗, xt − x∗t 〉 > 0 for all x∗ ∈ arg minH f , thus
‖(x∗t + ρ(xt − x∗t ))− x∗‖2 = ‖x∗t − x∗‖2 + ρ2‖xt − x∗t‖2 + 2ρ〈x∗t − x∗, xt − x∗t 〉
> ρ2‖xt − x∗t‖2, (7.15)
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where (7.15) is an equality if and only if x∗ = x∗t . Hence, using sharpness,
ρ‖xt − x∗t‖ = ‖(x∗t + ρ(xt − x∗t ))− x∗t‖
6 σ(f(x∗t + ρ(xt − x∗t ))− f(x∗t ))θ
6 σ(f(x∗t ) + ρ(f(xt)− f(x∗t ))− f(x∗t ))θ
= σρθ(f(xt)− f(x∗t ))θ (7.16)
6 σρθ〈xt − x∗t ,∇f(xt)〉θ,
where the second and last inequalities come from convexity. Combining with (7.14), we
get





〈xt − x∗t ,∇f(xt)〉θ,
so, by convexity, we obtain the primal bound



















Let t be a dual step (Line 13). Then the weak-separation oracle call (Line 11) yields




















where ndual is the number of dual steps taken before t. Therefore, by (7.19) and since τ > 1
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If a full step is taken (Line 17), then the weak-separation oracle (Line 11) returns vt ∈


















































where the last three lines respectively come from the Cauchy-Schwarz inequality, vFW-St ∈
spanSt, 〈vFW-St ,∇f(xt)〉 6 φt/η (Line 5), and ‖vFW-St ‖ 6 DD′/2 (by symmetry). There-





whose lower bound only differs by a constant factor (κ/η)` from that of a full step (7.21).
Now, we have













where N (t)full and N
(t)
constrained are the number of full steps and constrained steps taken during
epoch t respectively. Let t > 0 be an epoch start. Thus, t − 1 is a dual step. By (7.18),
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This also holds for t = 0 by (7.17) and Line 2 (and actually for all t ∈ J0, T K). By (7.21)






























Therefore, by (7.23) and (7.26),











































τ `−1/(1−θ) − 1
if `θ < 1
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where, if α = 1−`θ
(`−1)(1−θ) = `−
1
















































if `θ < 1.
Finally, by (7.16),




for all t ∈ N. Thus, ‖xt − x∗t‖ → 0 as t→ +∞.
Remark 7.9 (Optimality of the convergence rates). Let n 6 +∞ be the dimension of H.
Lower bounds are provided in [107] when solving problem (7.1) in different cases. These
optimal rates are reported in Table 7.1, where we compare them to those of BMP proved in
this chapter (Theorems 7.7–7.8). The third column gives the lower bounds on complexity
stated in [107, Eq. (1.20), (1.21’), and (1.21)]. Note that our rates are dimension indepen-
dent and hold globally across iterations. It remains an open question to determine whether
the gap in the exponent can be closed by accelerating BMP.
150
Table 7.1: Comparison of the rates of BMP vs. the lower bounds on complexity.
Properties of f BMP rate Lower bound on complexity





























with ` = 2, θ = 1/2













with `θ < 1
7.4 Computational experiments
We implemented BMP in Python 3 along with GMP and OMP, the Accelerated Match-
ing Pursuit algorithm (accMP) [89], and the Blended Conditional Gradient (BCG) and
Conditional Gradient with Enhancement and Truncation (CoGEnT) [116] algorithms for
completeness. All algorithms share the same code framework to ensure fair comparison
both in iteration and wall-clock time performance, as well as for sparsity analysis. No
enhancement beyond basic coding was performed. We ran the experiments on a laptop
under Linux Ubuntu 18.04 with Intel Core i7 3.5GHz CPU and 8GB RAM. The code is
available at https://github.com/cyrillewcombettes/bmp. The random data are drawn from
Gaussian distributions. For GMP, OMP, BCG, and CoGEnT, we represented the duality
gaps by−minv∈D′〈v,∇f(xt)〉, yielding a zig-zaging plot dissimilar to the stair-like plot of
the duality gap estimates |φt| of BMP. Appendix B.4 contains additional experiments.
7.4.1 Comparison of BMP vs. GMP, OMP, BCG, and CoGEnT
Let H be the Euclidean space (Rn, 〈·, ·〉) and D be the set of signed canonical vectors
{±e1, . . . ,±en}. Suppose we want to learn the (sparse) source x∗ from observed data
y = Ax∗ + w, where A ∈ Rm×n and where w ∼ N (0, σ2Im) is the noise in the observed
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s.t. ‖x‖0 6 ‖x∗‖0s
but the `0-pseudo norm constraint ‖ · ‖0 : x ∈ Rn 7→ card{i ∈ J1, nK | 〈x, ei〉 6= 0} is non-
convex and makes the problem NP-hard and therefore intractable in many situations [103].
To remedy this, this sparsity constraint can be handled in various ways, either by completely
removing it and relying on an algorithm inherently promoting sparsity, or through a convex
relaxation of the constraint, often via the `1-norm, and then solving the new constrained










s.t. ‖x‖1 6 ‖x∗‖1.
We ran a comparison of these methods, where we favorably provided the constraint
‖x‖1 6 ‖x∗‖1 for BCG and CoGEnT although x∗ is unknown. We setm = 500, n = 2000,
s = 100, and σ = 0.05. In BMP, we set κ = τ = 2 and we chose η = 5; see Appendix B.4.1
for an in-depth sensitivity analysis of BMP with respect to η. We did not perform any
additional correction of the active sets (Line 22). Note that [116, Tab. III] demonstrated the
superiority of CoGEnT over CoSaMP [104], Subspace Pursuit [31], and Gradient Descent
with Sparsification [48] on an equivalent experiment and we therefore do not compare to
152
those methods.
Figure 7.1: Comparison of BMP vs. GMP, OMP, BCG, and CoGEnT, with η = 5.
Figure 7.1 shows that BMP is the fastest algorithm in wall-clock time and has close-
to-optimal sparsity. It is important to stress that, unlike BCG and CoGEnT, BMP achieves
this while having no explicit sparsity-promoting constraint, regularization, nor information
on x∗. Thus, when ‖x∗‖1 is not provided, which is the case in most applications, BCG and
CoGEnT would require a hyper-parameter tuning of the sparsity-inducing constraint (or,
equivalently, the Lagrangian penalty parameters), such as the radius of the `1-ball [124], as
used here, or the trace-norm-ball [42]. OMP and CoGEnT converge faster per-iteration, as
expected, given that they solve a reoptimization problem at each iteration, however this is
very costly and the disadvantage becomes evident in wall-clock time performance. Note
that another “obvious” choice for an algorithm would be projected gradient descent, how-
ever the provided sparsity is far from sufficient; see Appendix B.4.2.
In Figure 7.2, we compare the Normalized Mean Squared Error (NMSE) of the different
methods. The NMSE at iterate xt is defined as ‖xt−x∗‖22/‖x∗‖22. The plots show a rebound
occurring once the NMSE reaches∼ 10−4, which is due to the algorithms overfitting to the
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noisy measurements y. A post-processing step can mitigate the rebound via early stopping
or by removing atoms whose coefficient in the decomposition of the iterate are smaller than
some threshold δ > 0.
Figure 7.2: Comparison in NMSE of BMP vs. GMP, OMP, BCG, and CoGEnT, with η = 5.
We used early stopping on a validation set and present the test error ‖ytest−AtestxT‖22/mtest
on a test set in Tab. 7.2, where xT is the solution iterate for each algorithm. For complete-
ness, we also reported the results for the Gradient Hard Thresholding Pursuit (GraHTP)
and Fast Gradient Hard Thresolding Pursuit (Fast GraHTP) algorithms [133], for which
we favorably set k = ‖x∗‖0. As expected, GMP performs the worst on the test set be-
cause its NMSE does not achieve sufficient convergence (see Figure 7.2), highlighting the
importance of a clean, i.e., sparse, decomposition into the dictionary D.
Table 7.2: Test error achieved using early stopping on a validation set.
Algorithm GMP OMP BMP BCG CoGEnT GraHTP Fast GraHTP
Test error 0.1917 0.0036 0.0037 0.0068 0.0043 0.0036 0.0037
Appendix B.4 contains additional experiments on different objective functions: an ar-
bitrarily chosen norm (Appendix B.4.3), the Huber loss (Appendix B.4.4), the distance
to a convex set (Appendix B.4.5), and a logistic regression loss (Appendix B.4.6). The
conclusions are identical.
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7.4.2 Comparison of BMP vs. accMP
An Accelerated Matching Pursuit algorithm (accMP) for solving problem (7.1) was re-
cently proposed in [89]. We implemented the same code as theirs, using the exact same
parametrization. The code framework matches the one we used for BMP. We ran BMP on
their toy data example and compared the results against accMP (which they labeled accel-
erated steepest in their plot); notice that we recovered their (per-iteration) plot exactly. The
experiment is to minimize f : x ∈ R100 7→ ‖x− b‖22/2 over the linear span of D, where D
is dictionary of 200 randomly chosen atoms in R100 and b ∈ R100 is also randomly chosen.
The parameters of accMP, kindly provided by the authors of [89], were L = 1000 and
ν = 1. As before we did not perform any additional correction of the active sets (Line 22)
for BMP. We report the results in Figure 7.3.
Figure 7.3: Comparison of BMP vs. accMP, with η = 3.
We see that BMP outperforms accMP in both speed of convergence and sparsity of the
iterates. In fact, in terms of sparsity, accMP needs to use all available atoms to converge
while BMP needs only half as much. Furthermore, accMP needs ∼ 75% of all avail-
able atoms to start converging significantly while BMP starts to converge instantaneously.
We suspect that this is due to the following: accMP accelerates coordinate descent-like
directions, which might be relatively bad approximations of the actual descent direction
−∇f(xt), whereas BMP is working directly with (the projection of) −∇f(xt), achieving
much more progress and offsetting the effect of acceleration.
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7.5 Final remarks
We presented a Blended Matching Pursuit algorithm (BMP) which enjoys both properties
of fast rate of convergence and sparsity of the iterates. More specifically, we derived linear
convergence rates for a large class of non-strongly convex functions solving problem (7.1),
and we showed that our blending approach outperforms the state-of-the-art methods in
speed of convergence while achieving close-to-optimal sparsity, and this without requir-
ing sparsity-inducing constraints nor regularization. Although BMP already outperforms






A.1 AdamSFW: AdaSFW with momentum
Algorithm A.1 AdamSFW
Input: Start point x0 ∈ C, batch-size strategy (bt)t∈N ⊂ N\{0}, momentum parameters
βm, βs ∈ ]0, 1[, offset δ > 0, number of inner iterations K ∈ N\{0}, learning rate
η > 0.
1: m−1, s−1, s̄−1 ← 0, 0, 0
2: for t = 0 to T − 1 do








5: mt ← βmmt−1 + (1− βm)∇̃f(xt)
6: st ← βsst−1 + (1− βs)∇̃f(xt)2
7: s̄t ← max{s̄t−1, st}






10: for k = 0 to K − 1 do


































16: xt+1 ← y(t)K
17: end for
In Algorithm A.1, inspired by Adam [71] and AMSGrad [117], we propose a variant of
AdaSFW (Algorithm 5.4) with momentum which we used in our neural network training
experiments (Section 5.5.2). The batch-size b ∈ N\{0} and the learning rate η > 0 could
be chosen as time-varying. Following [117], we require βm <
√
βs, with default values
βm ← 0.9 and βs ← 0.99 or βs ← 0.999. All operations in Line 8 are entrywise in
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Rn. Notice the presence of the momentum term mt instead of ∇̃f(xt) in Line 11: the










A.2 An application of the Douglas-Rachford algorithm
Let H be a Euclidean space with norm ‖ · ‖ and denote by Γ0(H) the set of proper lower
semicontinuous convex functionsH → R∪{+∞}. The Douglas-Rachford algorithm [87]




when f, g ∈ Γ0(H) satisfy arg minH(f + g) 6= ∅ and (ri dom f) ∩ (ri dom g) 6= ∅ [6],
where ri and dom denote the relative interior of a set and the domain of a function respec-
tively. It is presented in Algorithm A.2. For every function ϕ ∈ Γ0(H), the proximity
operator is proxϕ = arg minx∈H ϕ(x) + (1/2)‖ · −x‖2 [101].
Algorithm A.2 Douglas-Rachford
Input: Start point z0 ∈ H.
1: for t = 0 to T − 1 do
2: xt ← proxg(zt)
3: zt+1 ← proxf (2xt − zt) + zt − xt
4: end for
We are interested in an application to problem (3.11), whereH = Rn2 , f = ιK+(1/2)‖·
−y‖22, g = ιA+(1/2)‖ ·−y‖22, y ∈ H,K = {x ∈ Rn
2 | x > 0},A = {x ∈ Rn2 | Ax = 1},
and A ∈ R2n×n2 is defined in (3.10). Problem (3.11) admits a (unique) solution since
it is a projection problem onto the intersection of the closed convex sets K and A, and
1/n ∈ (ri dom f) ∩ (ri dom g) = (riK) ∩ A so the Douglas-Rachford algorithm is well
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since proj(·,A) = · − A†A(· − u), given any u ∈ A [6, Ex. 29.17]. Thus, Lines 2–3 in
Algorithm 3.2 are equivalent to Line 2 in Algorithm A.2. Similarly, Line 4 in Algorithm 3.2
is equivalent to Line 3 in Algorithm A.2:







‖2xt − zt − z‖22
)






‖z − y‖22 +
1
2
‖z − (2xt − zt)‖22
)
+ zt − xt
= arg min
z∈K
∥∥∥∥z − 2xt − zt + y2
∥∥∥∥2
2
+ zt − xt
= proj
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+ zt − xt
= max
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We report the CPU times of Figures 3.1–3.2 in Tables B.1–B.3. In each table, the last
column presents the statistics of the ratio of the CPU time for a projection to the CPU time
for a linear minimization.
Table B.1: CPU times in Figure 3.1.
Dimension n CPU time (s)
Linear minimization Projection Ratio
100 4.27 · 10−5 ±2.0 · 10−5 1.30 · 10−4 ±6.3 · 10−5 4.02 ±3.1
1 000 1.99 · 10−5 ±7.2 · 10−6 3.02 · 10−4 ±6.7 · 10−5 16.8 ±5.9
10 000 3.02 · 10−5 ±2.6 · 10−6 2.17 · 10−3 ±2.1 · 10−4 72.5 ±9.6
100 000 2.53 · 10−4 ±1.2 · 10−4 1.46 · 10−2 ±2.2 · 10−3 68.5 ±22
1 000 000 1.80 · 10−3 ±6.4 · 10−5 1.37 · 10−1 ±1.2 · 10−2 76.3 ±6.4
10 000 000 1.85 · 10−2 ±9.6 · 10−4 1.33 · 100 ±1.2 · 10−2 72.1 ±3.5
100 000 000 1.71 · 10−1 ±1.2 · 10−3 1.41 · 101 ±3.6 · 10−1 82.4 ±2.1
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Table B.2: CPU times in Figure 3.2 with a random input.
Dimension n CPU time (s)
Linear minimization Projection Ratio
100 1.13 · 10−2 ±5.4 · 10−3 1.51 · 10−2 ±9.1 · 10−3 2.50 ±3.3
200 1.97 · 10−2 ±2.4 · 10−3 3.48 · 10−2 ±2.6 · 10−3 1.77 ±0.14
500 4.56 · 10−2 ±2.4 · 10−3 2.09 · 10−1 ±2.1 · 10−2 4.62 ±0.71
1 000 1.24 · 10−1 ±1.2 · 10−2 1.09 · 100 ±2.6 · 10−2 8.83 ±0.81
2 000 1.45 · 100 ±7.9 · 10−2 1.36 · 101 ±1.8 · 10−1 9.43 ±0.48
5 000 1.97 · 101 ±2.0 · 100 2.63 · 102 ±1.5 · 100 13.4 ±1.3
10 000 8.63 · 101 ±1.7 · 100 1.96 · 103 ±2.0 · 101 22.8 ±0.64
Table B.3: CPU times in Figure 3.2 with a random symmetric input.
Dimension n CPU time (s)
Linear minimization Projection Ratio
100 5.69 · 10−2 ±2.4 · 10−2 1.33 · 10−2 ±1.1 · 10−3 0.414 ±0.44
200 7.27 · 10−2 ±2.4 · 10−3 3.94 · 10−2 ±3.0 · 10−3 0.542 ±0.033
500 7.41 · 10−2 ±1.6 · 10−3 2.09 · 10−1 ±1.1 · 10−2 2.82 ±0.19
1 000 9.92 · 10−2 ±1.3 · 10−3 1.13 · 100 ±1.9 · 10−2 11.4 ±0.17
2 000 4.21 · 10−1 ±7.6 · 10−3 1.38 · 101 ±1.2 · 10−1 32.7 ±0.74
5 000 2.54 · 100 ±1.8 · 10−2 2.63 · 102 ±1.1 · 100 103 ±0.73
10 000 9.63 · 100 ±7.9 · 10−2 1.98 · 103 ±1.7 · 101 206 ±3.2
B.2 Comparisons in duality gap for BoostFW
We provide additional plots for each experiment of Section 4.4: comparisons in number
of oracle calls and in duality gap. We did not account for the CPU time taken to plot the
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duality gap. In number of oracle calls, the plots have a stair-like behavior as multiple calls
can be made within an iteration. We see that BoostFW performs more oracle calls than
the other methods in general however it converges faster both per iteration and in CPU
time. Note that in the traffic assignment experiment (Figure B.3), BoostFW also converges
faster per oracle call. In the sparse logistic regression experiment (Figure B.2), the line
search-free strategies converge faster in CPU time and the line search strategies converge
faster per iteration, but in the collaborative filtering experiment (Figure B.4), BoostFW-ls
and BoostFW-L respectively converge faster than expected.
Figure B.1: Sparse signal recovery (Section 4.4.2).
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Figure B.2: Sparse logistic regression on the Gisette dataset (Section B.4.6).
Figure B.3: Traffic assignment (Section 4.4.4).
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Figure B.4: Collaborative filtering on the MovieLens 100k dataset (Section 4.4.5).
Figure B.5: Video co-localization on the YouTube-Objects dataset (Section 4.4.6).
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B.3 Sensitivity analysis of AdaSFW
We report in Figures B.6–B.10 the sensitivity to K in the respective computational exper-
iments (Section 5.5). In most cases, we can see that for large values of K, the method
becomes less efficient in CPU time. This validates our approach, detailed in Section 5.4.1,
since K  1 represents solving the subproblems (almost) completely.
Figure B.6: Sensitivity of AdaCSFW to K on the support vector classification experiment.
Figure B.7: Sensitivity of AdaSVRF to K on the linear regression experiment.
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Figure B.8: Sensitivity of AdaCSFW to K on the logistic regression experiment.
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Figure B.9: Sensitivity of AdaSFW (top) and AdamSFW (bottom) to K on the IMDB dataset
experiment.
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Figure B.10: Sensitivity of AdaSFW (top) and AdamSFW (bottom) to K on the CIFAR-10 dataset
experiment.
B.4 Additional computational experiments for BMP
We provide the sensitivity analysis to the experiment in Figure 7.1 in Appendix B.4.1,
and the comparison to the projected gradient method in Appendix B.4.2. We then con-
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duct additional experiments on a variety of objective functions: an arbitrarily chosen norm
(Appendix B.4.3), the Huber loss (Appendix B.4.4), the distance to a convex set (Ap-
pendix B.4.5), and a logistic regression loss (Appendix B.4.6).
B.4.1 Sensitivity of BMP to the parameter η
Here we report the sensitivity analysis of BMP for the data in Section 7.4.1. We ran BMP
(Algorithm 7.3) for values of η in {100, 10, 5, 2, 1}. We set κ = 2 and τ = 2 and did not
activate the correction of atoms (Line 22). We report the results in Figure B.11.
Figure B.11: Sensitivity of BMP to the parameter η.
We see that η = 5 is at the sweet spot between speed of convergence and sparsity of the
iterates. Higher values of η have similar levels of sparsity but they perform worse for speed
of convergence. Lower values of η perform much worse in sparsity and are not better in
speed; η = 2 offsets η = 5 after 100 seconds but the function value is already 10−2 at that
point. Therefore, by setting η = 5 in this example we achieve both speed of convergence
and sparsity of the iterates. Similar insights are obtained in the other experiments, so that
η ∼ 5 seems to be a good initial choice.
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For completeness, we present in Figure B.12 the sensitivity of BMP to η in NMSE.
Figure B.12: Sensitivity of BMP to the parameter η in NMSE.
B.4.2 Comparison with PGD
Projected gradient descent (PGD) is a natural candidate for the experiment in Section 7.4.1.
However, it does not ensure sufficient sparsity of the iterates. We depict three configura-
tions of PGD in Figure B.13, each named “PGD:α” where PGD is ran with the constraint
‖x‖1 6 α‖x∗‖1 and α ∈ {1/2, 1, 2}. The implementation of PGD is in line with our gen-
eral code framework and we used the method of [28] for projections onto the `1-ball. The
number of atoms collected by the iterates in PGD are reported as the number of nonzero co-
ordinates. Note that in BMP, GMP, and OMP we do not check if a selected atom vt already
satisfies −vt ∈ St before adding it to St, which is disadvantageous to these algorithms
when evaluating their sparsity performance.
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Figure B.13: Comparison of PGD vs. the MP algorithms.
As expected, the constraint ‖x‖1 6 ‖x∗‖1 provides the best results for PGD; the con-
straint ‖x‖1 6 2‖x∗‖1 is too loose and basically produces no sparsity in the iterates (recall
that the ambient space is R2 000). In the configuration ‖x‖1 6 ‖x∗‖1, PGD does not con-
verge faster than OMP and produces significantly worse sparsity than OMP and BMP.
B.4.3 Regression with arbitrarily chosen norm
We set m = 250, n = 1 000, s = 50, and σ = 0.05 and generated the data as in Sec-
tion 7.4.1. We ran a comparison with the arbitrarily chosen f : x ∈ Rn 7→ ‖Ax− b‖53. We
plot the results in Figure B.14.
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Figure B.14: Comparison of BMP vs. GMP and OMP on f : x ∈ Rn 7→ ‖Ax− b‖53, with η = 5.
We see that BMP offers very close-to-optimal levels of sparsity while being faster than
the other algorithms in wall-clock time. We provide a sensitivity analysis of BMP to the
parameter η in Figure B.15. The scaling is not exactly the same as in Figure B.14 due to
the randomness in the generation of the data. We see that η ∼ 5 is an appropriate choice
combining the best of speed and sparsity.
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Figure B.15: Sensitivity of BMP to the parameter η.
For completeness, we present in Figure B.16 the sensitivity of BMP to η in NMSE.
Figure B.16: Sensitivity of BMP to the parameter η in NMSE.
B.4.4 Huber loss
The Huber loss [61] is a smooth combination of the squared and absolute losses. The
absolute loss is robust to outliers in the dataset, however its gradient is piecewise constant
and not defined at the origin. This leads to instability of the solutions. The Huber loss
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overcomes this by behaving like the squared loss around the origin:
hδ : t ∈ R 7→

t2/2 if |t| 6 δ
δ(|t| − δ/2) else
where δ > 0 defines this region around the origin. Note that the Huber loss is not strongly
convex, as it is affine for t > δ, however it is sharp as strong convexity holds around the
origin.
We set m = 250, n = 1 000, s = 50, and σ = 0.05 and generated the data as in
Section 7.4.1. In this experiment we aim at minimizing the smooth convex function






where a>1 , . . . , a
>
m ∈ R1×n are the rows of A. We plot the results in Figure B.17.
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i x− yi), with
η = 5.
Again, BMP has very close-to-optimal levels of sparsity while being the fastest algo-
rithm to converge. We provide a sensitivity analysis of BMP to the parameter η in Fig-
ure B.18. The scaling is not exactly the same as in Figure B.17 due to the randomness in
the generation of the data. We see that η ∼ 5 is an appropriate choice combining the best
of speed and sparsity.
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Figure B.18: Sensitivity of BMP to the parameter η.
For completeness, we present in Figure B.19 the sensitivity of BMP to η in NMSE.
Figure B.19: Sensitivity of BMP to the parameter η in NMSE.
B.4.5 Distance to a convex set
Here we compared BMP vs. GMP and OMP on an arbitrarily chosen problem. We used
f : x ∈ R500 7→ dist(Ax− b,B(0, 1))2 = ‖(Ax− b)− proj(Ax− b,B(0, 1))‖22
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and D a dictionary of 750 atoms randomly chosen in R500, where A ∈ R500×500 and
b ∈ R500 are also randomly chosen. We did not reduce f to a closed-form expression
simplifying computations. This is not a setting where BCG or CoGEnT can be applied.
We depict two configurations of BMP: one with emphasis on sparsity of the iterates and
one with emphasis on speed of convergence. The parameters ηsparse and ηfast were both
optimized. We plot the results in Figure B.20.
Figure B.20: Comparison of BMP, GMP, and OMP on f : x ∈ R500 7→ d(Ax − b,B(0, 1))2, with
ηsparse = 10 and ηfast = 2.
We provide a sensitivity analysis of BMP to the parameter η in Figure B.21. The scaling
is not exactly the same as in Figure B.20 due to the randomness in the generation of the
data. We see that η ∼ 2 is an appropriate choice combining the best of speed and sparsity.
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Figure B.21: Sensitivity of BMP to the parameter η.
B.4.6 Logistic regression
Here we compared BMP, GMP, and OMP on the Gisette dataset [51] available at https:
//archive.ics.uci.edu/ml/datasets/Gisette. We did not have access to the true parameters x∗
so we could not produce the NMSE plots. The objective function is the logistic loss







with the labels yi ∈ {−1, 1}, and the dictionary is the set of signed canonical vectors
D = {±e1, . . . , en}. We have n = 5 000 and in order to reduce the running time, we chose
m = 1 000 and we slightly enhanced the code framework by replacing minv∈D′〈v,∇f(xt)〉
with mini∈J1,nK−| [∇f(xt)]i |. Note that this lessens the speed-up provided by the weak-
separation oracle in BMP. We represented the duality gaps of BMP by maxi∈J1,nK | [∇f(xt)]i |,
like for GMP and OMP, and thus yielding a similar zig-zagging plot.
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Figure B.22: Comparison of BMP, GMP, and OMP on the Gisette dataset with ηsparse = 3 and
ηfast = 2.
In this situation, Figure B.22 shows that BMP converges as fast as GMP while pro-
ducing iterates with much higher sparsity, equivalent to that of OMP. Hence, BMP hits the
sweet spot of speed of convergence and sparsity of the iterates.
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[74] J. Kuczyński and H. Woźniakowski, “Estimating the largest eigenvalue by the power
and Lanczos algorithms with a random start,” SIAM Journal on Matrix Analysis and
Applications, vol. 13, no. 4, pp. 1094–1122, 1992.
[75] H. W. Kuhn, “The Hungarian method for the assignment problem,” Naval Research
Logistics Quarterly, vol. 2, no. 1–2, pp. 83–97, 1955.
[76] K. Kurdyka, “On gradients of functions definable in o-minimal structures,” Annales
de l’Institut Fourier, vol. 48, no. 3, pp. 769–783, 1998.
186
[77] S. Lacoste-Julien, “Convergence rate of Frank-Wolfe for non-convex objectives,”
arXiv preprint arXiv:1607.00345, 2016.
[78] S. Lacoste-Julien and M. Jaggi, “On the global linear convergence of Frank-Wolfe
optimization variants,” in Advances in Neural Information Processing Systems,
vol. 28, 2015, pp. 496–504.
[79] S. Lacoste-Julien, M. Jaggi, M. Schmidt, and P. Pletscher, “Block-coordinate Frank-
Wolfe optimization for structural SVMs,” in Proceedings of the 30th International
Conference on Machine Learning, 2013, pp. 53–61.
[80] G. Lan, “The complexity of large-scale convex programming under a linear opti-
mization oracle,” Department of Industrial and Systems Engineering, University of
Florida, Tech. Rep., 2013.
[81] G. Lan, S. Pokutta, Y. Zhou, and D. Zink, “Conditional accelerated lazy stochastic
gradient descent,” in Proceedings of the 34th International Conference on Machine
Learning, 2017, pp. 1965–1974.
[82] G. Lan and Y. Zhou, “Conditional gradient sliding for convex optimization,” SIAM
Journal on Optimization, vol. 26, no. 2, pp. 1379–1409, 2016.
[83] L. J. LeBlanc, E. K. Morlok, and W. P. Pierskalla, “An efficient approach to solv-
ing the road network equilibrium traffic assignment problem,” Transportation Re-
search, vol. 9, no. 5, pp. 309–318, 1975.
[84] R. B. Lehoucq, D. C. Sorensen, and C. Yang, ARPACK Users’ Guide: Solution
of Large-Scale Eigenvalue Problems with Implicitly Restarted Arnoldi Methods.
Society for Industrial and Applied Mathematics, 1998.
[85] E. S. Levitin and B. T. Polyak, “Constrained minimization methods,” USSR Com-
putational Mathematics and Mathematical Physics, vol. 6, no. 5, pp. 1–50, 1966.
[86] D. D. Lewis, Y. Yang, T. G. Rose, and F. Li, “RCV1: A new benchmark collection
for text categorization research,” Journal of Machine Learning Research, vol. 5,
pp. 361–397, 2004.
[87] P.-L. Lions and B. Mercier, “Splitting algorithms for the sum of two nonlinear
operators,” SIAM Journal on Numerical Analysis, vol. 16, no. 6, pp. 964–979, 1979.
[88] F. Locatello, R. Khanna, M. Tschannen, and M. Jaggi, “A unified optimization
view on generalized matching pursuit and Frank-Wolfe,” in Proceedings of the 20th
International Conference on Artificial Intelligence and Statistics, 2017, pp. 860–
868.
187
[89] F. Locatello, A. Raj, S. P. Karimireddy, G. Rätsch, B. Schölkopf, S. U. Stich, and
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[90] F. Locatello, M. Tschannen, G. Rätsch, and M. Jaggi, “Greedy algorithms for cone
constrained optimization with convergence guarantees,” in Advances in Neural In-
formation Processing Systems, vol. 30, 2017, pp. 773–784.
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