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DENIS H. Y. LEUNG
School of Economics, Singapore Management University
JING QIN
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ABSTRACT. We model the nonresponse probabilities as logistic functions of
the outcome variable and other covariates in the survey sampling study with
callback. The identification aspect of this callback model is investigated. Semi-
parametric maximum likelihood estimators of the parameters in the response
probabilities are proposed and studied. As a result, an efficient estimator of
the mean of the outcome variable is constructed using the estimated response
probabilities. Moreover, if a regression model for conditional mean of the out-
come variable given some covariate is available, then we can obtain an even
more efficient estimate of the mean of the outcome variable by fitting the re-
gression model using an adjusted least squares method based on the estimated
underlying distributions of the observed values. Simulation results show the
proposed method is more efficient compared with some existing competitors.
The method is applied to data from a survey of health spending in a popula-
tion of individuals aged 50-70 years, where non-response can may be related to
health.
Key words: Auxiliary information, Calibration estimation, Followup, Logistic regression,
Nonignorable nonresponse, Paradata.
1 Introduction
Paradata, originally termed by Couper (1998), are data about the process by which the
survey data were collected. For example, paradata include the information on the length
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of the survey interviews, attitude of the respondent, and the number of contacts to obtain
the response, etc. Paradata had not been used widely in the statistical analysis until
recently it has been recognized that data collection process may be useful to estimate
the response probability function. Kreuter (2013) provided a comprehensive overview of
analytic use of paradata to improve survey estimation. In survey sampling with personal
or phone interviews, the first contact with a potential respondent might be unsuccessful
for a variety of reasons. In order to collect maximum information, it is a common strategy
to make one or more callbacks or followups. As a result, the non-response rate can be
reduced considerably. Callback method has been used widely in national health surveys,
epidemiology studies, and economic and market research. Examples include, among others,
the National Survey of Family Growth (Grady, 1981), the National Comorbidity Survey
Kessler (2002), the American Community Survey (Alexander et al., 1997), and the National
Health Interview Survey (NHIS) etc. The National Survey of Family Growth, Cycle II
(Grady, 1981), subsampled approximately 50% of households among the most-difficult-to-
reach one-eighth of dwelling units. Similarly the American Community Survey subsamples
one-third of sampled dwelling units that remain unsolved after several postal and telephone
contact attempts. Pioneering researches have been done by Hansen & Hurwitz (1946),
Deming (1953), Groves (1989), and Elliott et al. (2000).
Nonresponse is a common problem in data collection and analysis. To make a valid
inference one needs to model the missing data mechanism carefully. The missingness is said
to be completely-at-random if the response probability is independent of both the observed
and unobserved data. The missingness is said to be missing-at-random if the response
probability only depends on the values of the observable covariates. These two mechanisms
are also called ignorable missing. The missingness is said to be nonignorable or missing
not at random if the response probability depends on unobserved quantities as well as the
observed quantities. This is the most difficult case if one wishes to make valid inferences due
to identifiability issues. In this case, the likelihood becomes complicated since the missing
probability function and the regression function are tangled together. As a consequence,
they cannot be estimated separately. Even though there exist many statistical methods
dealing with ignorable missing data, the research on nonignorable missing data is relatively
limited. For more detailed discussions we refer the readers to Little & Rubin (2002) and
Kim & Shao (2013).
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If the missingness is nonignorable, a naive analysis method that simply ignores the
nonrespondents is less efficient and may produce significant bias. In statistical literature, a
good strategy to obtain a better understanding the missing data mechanism and to increase
efficiency for estimating the population parameters is to utilize auxiliary information. In
addition to survey variables, some auxiliary variables which are correlated with the outcome
variable might be available. For example, in an income survey, relevant auxiliary variables
such as age, education level (e.g. years of education), and gender are often available for
the sample units even though there are some missing income data. Moreover, adjustment
should be made for making valid statistical inferences.
By using paradata on followup information, Alho (1990) proposed a method to es-
timate the conditional probability of response which is modeled by a logistic regression
model in which outcome variables play a role of explanatory variables. It is also assumed
that there are one or more callbacks for individuals who failed to respond to the previous
contact attempts. Horvitz-Thompson type estimators are proposed using the estimated
probabilities to estimate moments of outcome variables. In the case of nonignorable non-
response with several followups, Kuk et al. (2001) suggested an imputation and prediction
approach in estimating finite population quantities. Drew & Fuller (1980) and Qin & Foll-
mann (2014) considered the maximum likelihood approach to this problem for categorical
data and continuous data in a semiparametric set up, respectively. Wood et al. (2006) used
number of failed contact attempts to adjust for nonignorable nonresponse data problems
with application to a postal survey of symptoms in Persian Gulf War veterans and other ser-
vicemen. Kim & Im (2014) also investigated this problem and proposed method-of-moment
estimators of the parameters in the response probability.
In this paper we consider a similar case discussed by Alho (1990) and Kim & Im (2014)
in which for each individual in a survey study the associated variables consist of a vector of
outcome variables which may not be attainable for some individuals and some covariates.
As in Kim & Im (2014), we assume that the covariates were always observed even if the
individual failed to respond and there might be callbacks to nonrespondents. However, the
model setups and assumptions of this paper are quite different from theirs. Our goal is to
estimate the population mean of the outcome variable. The challenging problem is how to
effectively use auxiliary information provided by the covariates. We use empirical likelihood
to incorporate this information. However, our approach is fundamentally different from the
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existing empirical likelihood methods for missing-at-random data (see, for example, Qin &
Zhang, 2007; Han & Wang, 2013). As we pointed out above, it is impossible to separate
the response probability function and the regression function in the context of nonignorable
missing data. Our method maximizes the joint likelihood with respect to the parameters
in the response probability or propensity score and parameters in the moment constraints,
while existing methods for ignorable missing data can separately estimate the two sets
of parameters. Nevertheless, our method can inherit several nice properties of empirical
likelihood and produce efficient estimators.
This paper is organized as follows. In Section 2, we introduce the call-back model with
the response probability being modeled by the logistic regression function and prove its
identifiability. We also study the semiparametric maximum likelihood estimation of the pa-
rameters in the response probability and population mean of the response variable without
and with model assumption between the outcome variable and the covariates. Asymptotic
results are given in Section 3. Simulation studies are conducted in Section 4. A real data
application is given in Section 5. We conclude this paper with some discussions in Section
6. Proofs of the asymptotic results are relegated to the Appendix.
2 Main results
2.1 Call-back model and its identifiability
In this section, we introduce some notations and briefly review Alho (1990)’s callback model.
Assume that, in addition to a k-dimensional outcome vector variable Y which has support
Y, there are some covariates, say X, which have support X and are always observable
even if the individual fails to respond. Let F (x, y) and f(x, y) be, respectively, the joint
cumulative distribution and probability density functions of (X,Y ) with support S(X,Y ),
respectively. Due to (nonignorable) nonresponses, there are v contact attempts (v > 1) to
reach individuals not responding initially. Let Rj be the indicator of a response to the j-th
attempt. Let wj(x, y;β) be the conditional probability of a response at the j-th attempt
given that the first (j − 1) attempts resulted in nonresponse. We assume the following
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logistic regression model
wj(x, y;β) = P
{
Rj = 1
∣∣∣ j−1⋂
i=1
(Ri = 0)
⋂
(X = x, Y = y)
}
=
exp{β0j + β>j h(x, y)}
1 + exp{β0j + β>j h(x, y)}
, j = 1, . . . , v, (2.1)
where β = (β>0 ,β
>
1 , . . . ,β
>
v )
>, β0 = (β01, . . . , β0v)
>, βj = (βj1, . . . , βjd)
>, and
⋂0
i=1(Ri =
0) = Ω, the sample space. Let B ⊂ R(d+1)v be an open parameter space of β. Alho (1990)
assumed that a vector h(x, y) = {h1(x, y), . . . , hd(x, y)}> affects the response probability
the same way at every call-back attempt so that βj ’s are all the same and that different
call-back attempts may have different average response probability so that the β0j ’s can be
different. This is a very restrictive model even though the joint distribution of (X,Y ) is
not specified. This restriction is sufficient but not necessary for the underlying model to
be identifiable. In this paper we relax Alho (1990)’s assumption to the case of β1 = β2.
In other words, as long as the slopes in the first and second callbacks are the same, the
underlying model is identifiable.
Accordingly, we denote the conditional probability of response at the j-th attempt
given covariate information and response variable Y as ρj(x, y;β) = P (Rj = 1|X = x, Y =
y) = wj(x, y;β)
∏j−1
i=1{1−wi(x, y;β)}, j = 1, . . . , v, where the empty product which occurs
when j = 1 is defined to be one. Let R0 be the indicator of an individual who responded
to none of the v attempts so that R¯ = 1 − R0 is the indicator of an individual who
responded to one of the v attempts. Assume that R0 + R1 + · · · + Rv = 1, that is, if
Rj = 1, then Rj+1, . . . , Rv are set to be 0. The conditional probability that an individual
never responded is ρ0(x, y;β) = P (R0 = 1|X = x, Y = y) = 1 −
∑v
j=1 ρj(x, y;β). Let
pij = E{ρj(X,Y ;β)}, j = 1, . . . , v, ρ¯0(x, y;β) = 1− ρ0(x, y;β), and pi = E{ρ¯0(X,Y ;β)} =∫
ρ¯0(x, y;β)f(x, y)dxdy, the overall response rate. It is clear that pi = pi1 + · · ·+ piv.
Let R = {0, e1, . . . , ev}, where 0 is the zero vector of Rv and ei denotes the vector in
Rv with a 1 in the ith coordinate and 0’s elsewhere. Let ϕ(x, y, r;β, f) denote the joint
density of (X,Y,R) defined on X × Y ×R , where R = (R1, . . . , Rv) and r = (r1, . . . , rv).
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Then, we have
ϕ(x, y, r;β, f) = {f(x, y)}1−r0
{∫
ρ0(x, z;β)f(x, z)dz
}r0
×
v∏
j=1
{ρj(x, y;β)}rj , (2.2)
where r0 = 1− r1 − · · · − rv, and β ∈ B. This is a slightly generalized version of the model
discussed by Alho (1990) where h(x, y) = h(y). As long as β>j h(x, y), j = 1, . . . , v, depend
on y, the nonresponses are nonignorable. In this paper we mainly discuss the case with
v > 1 and refer readers to Wang et al. (2014) for the case of v = 1 on the identification
discussions.
Theorem 2.1. Suppose that {1, h1(x, y), . . . , hd(x, y)} is a set of linearly independent func-
tions in S(X,Y ). If (X,Y ) are continuous, v > 1 and β1 = β2 then the parameters β and
the infinite dimensional parameter f in the call-back model (2.2) are identifiable.
Assume that there were N individuals involved in the study. Let (xi, yi) be the realiza-
tion of (X,Y ) for the i-th individual, i = 1, . . . , N . Let rij be the realization of the indicator
Rj for the i-th individual, j = 0, 1, . . . , v, and r¯i = 1−ri0 = ri1+· · ·+riv. Let Ij be the set of
individuals who responded to the j-th attempt and assume that Ij 6= ∅ for j = 1, . . . , v. As-
sume that the N individuals have been arranged so that Ij = {nj−1 < i ≤ nj}, j = 1, . . . , v,
where n0 = 0, and ri0 = 1, for nv + 1 ≤ i ≤ N . Denote n = nv and N0 = N − n.
Define νj(x, y;β) = P (Rj = 1|R0 = 0, X = x, Y = y) = ρj(x, y;β)/ρ¯0(x, y;β),
j = 1, . . . , v. Denote νij = νj(xi, yi;β), i = 1, . . . , N , j = 1, . . . , v. The conditional
likelihood is
Lc(β) =
∏
i:ri0= 0
v∏
j=1
ν
rij
ij =
N∏
i=1
( v∏
j=1
ν
rij
ij
)r¯i
.
Alho (1990) showed that the maximizer of Lc(β) may be not unique and solved the problem
by using additional available information and by assuming β1 = · · · = βv. By (2.1) we have
exp{−β>1 h(xi, yi)}wj(xi, yi) = exp(β0j){1 − wj(xi, yi)}. When i ∈ Ij , the ith individual
responded at the j-th call but did not at the first (j−1) calls. Therefore, as shown by Alho
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(1990), one has
E
[∑
i∈Ij
exp{−β>1 h(xi, yi)}
]
= N
∫
exp{−β1h(x, y)}wj
j−1∏
i=1
{1− wi}f(x, y)dxdy
= N exp(β0j)
∫ j∏
i=1
{1− wi(x, y)}f(x, y)dxdy.
Since
∫ ∏j
i=1{1 − wi(x, y)}f(x, y)dxdy is the probability of nonresponse to the first j at-
tempts, it can be estimated by (N − nj)/N . So, in addition to ∂ logLc(β)/∂β1 = 0, there
are v estimating equations for β:∑
i∈Ij
exp{−β>1 h(xi, yi)} = (N − nj) exp(β0j), j = 1, . . . , v.
Solving for β0j ’s, one obtains
β0j = log
{ 1
N − nj
∑
i∈Ij
exp{−β>1 h(xi, yi)}
}
, j = 1, . . . , v. (2.3)
Alho (1990) proposed the following Horwitz-Thompson (HT) estimator of µ = E(Y ):
µˆAHT =
1
N
N∑
i=1
r¯iyi
ρ¯0(xi, yi; β˜)
, (2.4)
where β˜ is obtained by solving (2.3) and ∂ logLc(β)/∂β1 = 0 using an iterative method.
Clearly Alho (1990)’s approach is not a fully likelihood-based method. Moreover, in the
presence of fully observed covariates X, this method does not use the information provided
by all the observed X values. As a result, it may not be as efficient as a fully likelihood-based
method.
2.2 Semiparametric estimation without regression model
In this section, we consider constrained maximum empirical likelihood estimation of pa-
rameters in the response probability and the population mean without imposing any model
assumption on the relationship between the outcome variable and the covariates. The
likelihood of the observed data is
L =
{ N∏
j=n+1
∫
ρ0(xj , y;β)f(xj , y)dy
}{ v∏
j=1
∏
i∈Ij
ρj(xi, yi;β)f(xi, yi)
}
.
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Clearly, it would be difficult to maximize this likelihood since we do not impose any para-
metric model on f(x, y). The conditional density of X given R0 = 1 is
fX(x|R0 = 1) = (1− pi)−1
∫
ρ0(x, y;β)f(x, y)dy. (2.5)
Thus the marginal density of X can be written as
fX(x) = (1− pi)fX(x|R0 = 1) +
∫
ρ¯0(x, y;β)f(x, y)dy. (2.6)
The likelihood can be rewritten as
L =
{ N∏
j=n+1
(1− pi)dFX(xj |R0 = 1)
}{ v∏
j=1
∏
i∈Ij
ρj(xi, yi;β)f(xi, yi)
}
.
To maximize the above likelihood L, we restrict FX(x|R0 = 1) to those distributions with
masses qj = dFX(xj |R0 = 1) only at those observed data values xj , j = n+ 1, . . . , N , and
restrict F (x, y) to those distributions F (x, y) with masses pi = dF (xi, yi) only at (xi, yi),
i = 1, . . . , n. We have the following log-likelihood
` =
n∑
i=1
log pi +
N∑
j=n+1
log qj + (N − n) log(1− pi) +
v∑
j=1
∑
i∈Ij
log{ρj(xi, yi;β)}.
The parameters pi’s and qj ’s are subject to the feasibility constraints
n∑
i=1
pi =
N∑
j=n+1
qj = 1, pi ≥ 0, qj ≥ 0, i = 1, . . . , n; j = n+ 1, . . . , N, (2.7)
n∑
i=1
ρ¯0(xi, yi;β)pi =
v∑
j=1
∑
i∈Ij
ρj(xi, yi;β)pi = pi. (2.8)
In order for β to be estimable at rate
√
n in the case v = 1, we need additional constraints
associated with equation E{g(X)ρ0(X,Y ;β)} = (1− pi)E{g(X)|R0 = 1}, i.e.,
n∑
i=1
g(xi)ρ0(xi, yi;β)pi = (1− pi)
N∑
j=n+1
g(xj)qj , (2.9)
where g(x) is a known nonconstant function satisfying some conditions as stated in Theorem
3.1 below. This equation holds to be true when β takes on its true value for any measurable
function g.
We can treat dFX(x|R0 = 1) and dF (x, y) as two separate distribution functions.
However, they are linked by the constraint (2.9) required when v = 1 but optional when
v > 1, which is the focus of this paper.
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To increase the efficiency for the estimation of the mean value of Y , Qin & Zhang
(2007) considered the case with nonresponses that are missing at random. They showed
that if there are functionally independent known functions a(x) = {a1(x), . . . , as(x)}> with
known expected values E{a(X)}, then this can be used as an optional auxiliary information
constraint which benefits the estimation of the µ if E(Y |X = x) is equal to a(x) or is linear
combination of the components of a(x). This could happen in practical applications when
the mean value of a(X) can be retrieved from the census data. For example, age and years
of education can be added as covariates if they are available. Without loss of generality, we
assume that E{a(X)} = 0 which together with (2.6) implies∫∫
a(x)ρ¯0(x, y;β)f(x, y)dxdy + (1− pi)
∫
a(x)fX(x|R0 = 1)dx = 0. (2.10)
Auxiliary constraints associated with (2.8), (2.9) and (2.10) can be combined as
n∑
i=1
C(xi, yi;β)pi + (1− pi)
N∑
j=n+1
C0(xj)qj = 0, (2.11)
where C(x, y;β) = (−ρ0(x, y;β)g˜>(x), ρ¯0(x, y;β)a>(x))>, C>0 (x) = (g˜>(x), a>(x)), g˜(x) =
(1, g>(x))> and a(x) is a known vector function with zero mean E{a(X)} = 0.
To maximize ` with respect to pi, pi’s and qj ’s subject to constraints (2.7) and (2.11),
we define the Lagrangian function
Λ = `− nξ0
( n∑
i=1
pi − 1
)
− nξ1
( N∑
j=n+1
qj − 1
)
−nλ>
{ n∑
i=1
C(xi, yi;β)pi + (1− pi)
N∑
j=n+1
C0(xj)qj
}
.
Combining equations ∂Λ/∂pi = 0, ∂Λ/∂pi = 0, i = 1, . . . , n, ∂Λ/∂qj = 0, j = n+ 1, . . . , N ,
with (2.7) and (2.11), we have ξ0 = N/n, ξ1 = 0, pi = n
−1/{N/n + λ>C(xi, yi;β)},
i = 1, . . . , n, and qj = {n(1− pi)}−1/λ>C0(xj), j = n+ 1, . . . , N . Thus, the log-likelihood,
after profiling out pi, pi’s and qj ’s, is `(β) = ˜`(β,λ), where
˜`(β,λ) =
v∑
j=1
∑
i∈Ij
log{ρj(xi, yi;β)} −
n∑
i=1
log
{N
n
+ λ>C(xi, yi;β)
}
−
N∑
j=n+1
log{λ>C0(xj)}
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and λ = λ(β) = (λ>1 ,λ
>
2 )
>, λ1 = (λ0, λ1, . . . , λt)
>, λ2 = (λt+1, . . . , λt+s)
> satisfy
∂ ˜`(β,λ)
∂λ
= −
n∑
i=1
C(xi, yi;β)
N/n+ λ>C(xi, yi;β)
−
N∑
j=n+1
C0(xj)
λ>C0(xj)
= 0. (2.12)
Let βˆ be the maximum likelihood estimator of β, the maximizer of `(β). The mass ψi =
dFX(xi) of the marginal distribution of X can be estimated by
ψˆi =

∑
j∈{j : xj=xi} ρ¯0(xj , yj ; βˆ)pˆj , i = 1, . . . , n;
(1− pˆi)qˆi, i = n+ 1, . . . , N ,
(2.13)
where pˆi =
∑n
i=1 ρ¯0(xi, yi; βˆ)pˆi, and
pˆi =
1
n
1
N/n+ λˆ>C(xi, yi; βˆ)
, i = 1, . . . , n,
qˆj =
1
n
(1− pˆi)−1
λˆ>C0(xj)
, j = n+ 1, . . . , N,
with λˆ = λ(βˆ). The population mean µ = E(Y ) can be estimated by µˆMLE =
∑n
i=1 yipˆi.
One can determine θˆ = (βˆ>, λˆ>)> by simultaneously solving (2.12) and the following
estimating equations
∂ ˜`(β,λ)
∂β
=
v∑
j=1
∑
i∈Ij
ρ˙jβ(xi, yi;β)
ρj(xi, yi;β)
+
n∑
i=1
ρ˙0β(xi, yi;β)λ
>C0(xi)
N/n+ λ>C(xi, yi;β)
= 0, (2.14)
where for a function ψ(·;ϑ), its partial derivatives with respect to the parameter ϑ are
denoted by ψ˙ϑ(·;ϑ) = ∂ψ(·;ϑ)/∂ϑ and ψ¨ϑϑ(·;ϑ) = ∂2ψ(·;ϑ)/∂ϑ∂ϑ>.
We can choose a class of uncorrelated functions g(x) = {g1(x), . . . , gt(x)}> in the
constraint equations. So far, we are not able to find the optimal g’s theoretically. In the
semiparametric model theory (e.g., Bickel et al., 1993; Tsiatis, 2006), the optimal g’s may
often be the solution of some integral equations which could not be solved easily. However,
we found that it is reasonable to choose gi(x) = IAi(x) for a partition {Ai, i = 1, 2, . . . , t}
of X . Broadly speaking, this is a sieve method to bin down the X space. As shown by
Theorem 3.1 below in the case of no callbacks, v = 1, the constraints (2.9) must be used in
order for the asymptotic variance of the estimator of β to be finite. The goal of introducing
the functions g1(x), . . . , gt(x) in other situations is to increase the efficiency of βˆ.
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2.3 Semiparametric estimation using a parametric regression model
So far, we have not made any assumption on the joint distribution of X and Y . In this
section, we show that the regression model E(Y |X = x) can be very informative for esti-
mating the mean of Y . However, the estimation of the parametric regression function is
not trivial in the presence of nonignorable missing data. Matloff (1981) used a regression
function for improving the estimation of the mean µ. In the missing-completely-at-random
case, he showed that, if the regression function E(Y |X = x) = m(x;α) is known and αˆ
is a weighted least-squares estimator of α, then the estimator N−1
∑N
i=1m(xi; αˆ) is much
better than the sample mean of y1, . . . , yn. Below, we assume the parametric regression
models m(x;α) = {m1(x;α1), . . . ,mk(x;αk)}> which is a known differentiable function of
α = (α>1 , . . . ,α
>
k )
>, so that we can estimate α by minimizing Q˜(α) =
∑n
i=1{m(xi;α) −
yi}>{m(xi;α)− yi}. Due to the nonignorable missingness of the data, this approach may
produce a biased result because Q˜(α) is a biased estimator of E[{m(X;α)−Y }>{m(X;α)−
Y }]. Instead we should minimize Q(α) = ∑ni=1 pˆi{m(xi;α) − yi}>{m(xi;α) − yi}, which
is asymptotically unbiased for E[{m(X;α)− Y }>{m(X;α)− Y }]. We can get an asymp-
totically unbiased estimator by using the adjusted least squares estimate αˆ of α by solv-
ing the equations ∂Q(α)/∂α = 2
∑n
i=1 m˙
>
α(xi;α){m(xi;α) − yi}pˆi = 0. For example, if
m(x;α) = (x˜>α1, . . . , x˜
>αk)
>, where x˜ = (1, x>)>, then the adjusted least squares es-
timate of α in this special case is αˆ = {∑ni=1 pˆi(Ik ⊗ x˜ix˜>i )}−1∑ni=1 pˆi(yi ⊗ x˜i). After
fitting the regression model using the adjusted least squares method to obtain m(x; αˆ) as
an estimate of m(x;α), one can estimate µ = E(Y ) by
µˆALS =
N∑
i=1
m(xi; αˆ)ψˆi =
n∑
i=1
ρ¯0(xi, yi; βˆ)m(xi; αˆ)pˆi + (1− pˆi)
N∑
j=n+1
m(xj ; αˆ)qˆj .
Since v > 1 and β1 = β2, the joint distribution f(x, y) is identifiable nonparametrically.
Therefore, the parametric regression model E(Y |X = x) is testable. The correct specifica-
tion for E(Y |X = x) is used mainly for efficiency consideration.
Another obvious consistent estimator of µ is µ˜ALS = N
−1∑N
i=1m(xi, αˆ) in which the
empirical distribution of x1, . . . , xN is used. Note that ψi is calculated by the constraint
estimating equations. The use of ψˆi given by (2.13) rather than the empirical mass 1/N
reduces bias more efficiently. The proposed estimator µˆALS =
∑N
i=1m(xi; αˆ)ψˆi uses a
better estimator of FX .
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3 Asymptotic Results
To simplify the notations, we suppress the dependence of the functions on the random vari-
ables X and Y , and the parameter β. For a function ϕ(x, y;β), we denote ϕ = ϕ(X,Y ;β),
ϕ(i) = ϕ(xi, yi;β), ϕ˙
(i)
β = ∂ϕ(xi, yi;β)/∂β, and ϕ¨
(i)
ββ = ∂
2ϕ(xi, yi;β)/∂β∂β
>. For exam-
ple, ρj = ρj(X,Y ;β), ρ
(i)
j = ρj(xi, yi;β), and ρ˙
(i)
jβ = ∂ρj(xi, yi;β)/∂β. In the rest of this
section, let θ = (β>,λ>), where β takes on its true value and λ = (1/pi,0>t+s)
>, which is
the limiting value of Lagrange multiplier λ (see Qin, 1993, for example).
To establish the large sample properties of the estimators proposed in Sections 2.2 and
2.3, we introduce the following matrices
Σ =
 Σ0 Σ1
Σ>1 pi
2E(aa>)
 , V =
 W 0
0 pi2E(aa>)
 , (3.1)
where Σ1 = E
[
1
ρ¯0
(
ρ˙0β
piρ0g˜
)]
E (ρ0a
>),
Σ0 =
 −V11 0
0 0
 , W =
 V11 piE( ρ˙0β g˜>ρ¯0 )
piE
(
g˜ρ˙>0β
ρ¯0
)
pi2E
(
ρ0g˜g˜
>
ρ¯0
)
 ,
and V11 = E
(
ρ˙0βρ˙
>
0β/ρ¯0
)
−∑vj=1 E(ρ˙jβρ˙>jβ/ρj). We also define the random vector
S˜(X,Y,R;β, pi) =

∑v
j=1Rj
ρ˙jβ
ρj
+ R¯
ρ˙0β
ρ¯0
pi
(
1
ρ¯0
R¯− 1
)
g˜
−pia(X)
 . (3.2)
Theorem 3.1. Suppose that the following three regularity conditions are satisfied. (i) The
rank of E
(
ρ˙0β g˜
>/ρ¯0
)
is d + 1 when v = 1; (ii) There do not exist any nonzero constant
vector b and nonzero constant c such that b>∂ log ρj(X,Y ;β)/∂β = c, a.s., for j = 1, . . . , v
when v > 1; (iii) For all nonzero constant vectors b1 and b2, P (b
>
1 g˜(X) = 0) < 1 and
P (b>2 a(X) = 0) < 1. Then, as N → ∞,
√
N(θˆ − θ) converges in distribution to normal
N(0,Σθˆ). The covariance matrix Σθˆ is given by
Σθˆ =
 W−1Σ0W−1 Σ∗θˆ
Σ∗>
θˆ
[pi2E(aa>)]−1
 , (3.3)
where W−1Σ0W−1 is the covariance matrix of order d(v−1)+v+ t+1 of (βˆ>, λˆ>1 )>, Σ∗θˆ =
pi−2W−1Σ1[E(aa>)]−1 is the covariance matrix of (βˆ>, λˆ>1 )
> and λˆ2, and [pi
2E(aa>)]−1 is
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the s× s covariance matrix of λˆ2. The asymptotic covariance matrix of βˆ is
Σβˆ = (BD
−1B> + U11)−1U11(BD−1B> + U11)−1, (3.4)
where U11 = −V11, B = piE
(
ρ˙0β g˜
>/ρ¯0
)
, and D = pi2E
(
ρ0g˜g˜
>/ρ¯0
)
. We can estimate Σβˆ
consistently by Σ̂βˆ = (BˆDˆ
−1Bˆ> + Uˆ11)−1Uˆ11(BˆDˆ−1Bˆ> + Uˆ11)−1, where
Uˆ11 =
v∑
j=1
n∑
i=1
pˆirij
ρ˙jβρ˙
>
jβ
ρ2j
(xi, yi; βˆ)−
n∑
i=1
pˆi
ρ˙0βρ˙
>
0β
ρ¯20
(xi, yi; βˆ),
Bˆ = pˆi
n∑
i=1
pˆi
ρ˙0β g˜
>
ρ¯20
(xi, yi; βˆ), Dˆ = pˆi
2
n∑
i=1
pˆi
ρ0g˜g˜
>
ρ¯20
(xi, yi; βˆ).
Remark 3.1. From the proof of Theorem 3.1 we know that if v = 1 constraints related
to g must be used so that the information matrix is positive definite. If v > 1 as in Alho
(1990), such a function g is not necessary because, even without the constraints related to
g(x) and a(x), the regularity conditions are still fulfilled.
Remark 3.2. The auxiliary information E{a(X)} = 0 only involves the marginal distri-
bution and has nothing to do with the missing data mechanism. It has little influence on
the asymptotic covariance matrix of βˆ.
The likelihood ratio statistic LR(β) = 2[`(βˆ) − `(β)] can be used to construct confi-
dence region for β and to test whether the missing mechanism is completely at random,
i.e. to test H0 : β = 0.
Theorem 3.2. Without using constraints related to g and a, let τ = dim(β) = d(v−1)+v.
As N → ∞, LR(β) converges in distribution to the chi-square random variable with τ
degrees of freedom.
We now establish the asymptotic normality of µˆMLE.
Theorem 3.3. Under the regularity conditions of Theorem 3.1, as N →∞, √N(µˆMLE−µ)
converges in distribution to normal with mean zero and covariance matrix
ΣµˆMLE = A(β, pi)
 Σθˆ −V −1E(R¯S˜)
−E(R¯S˜>)V −1 pi(1− pi)
A>(β, pi)
+A(β, pi)E
{(−V −1S˜
R¯− pi
)
Y >
}
+
[
A(β, pi)E
{(−V −1S˜
R¯− pi
)
Y >
}]>
+E
(
Y Y >
ρ¯0
)
− µµ>, (3.5)
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where A(β, pi) = (A1(β, pi), A2(β, pi), A3(β, pi)), and
A1(β, pi) =
(
E
(
Y ρ˙>0β
ρ¯0
)
, piE
(
ρ0Y g˜
>
ρ¯0
))
, A2(β, pi) = −piE(Y a>),
A3(β, pi) =
1
pi
E
(
ρ0Y
ρ¯0
)
.
Let Σ
(1)
µˆMLE
and Σ
(0)
µˆMLE
be the covariance matrices of µˆ with and without using auxiliary
information E{a(X)} = 0, respectively. Then
Σ
(1)
µˆMLE
− Σ(0)µˆMLE =
[
E(Y a>){E(aa>)}−1E(ρ0a)E{b(X,Y ;β, pi)Y >}
]>
+E(Y a>){E(aa>)}−1E(ρ0a)E{b(X,Y ;β, pi)Y >}
−E(Y a>){E(aa>)}−1E(aY >), (3.6)
where
b(X,Y ;β, pi) =
ρ0
piρ¯0
− piE
[
1
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)>]
W−1
1
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)
.
For the adjusted least squares estimator, we have the following result.
Theorem 3.4. Suppose that the regularity conditions of Theorem 3.1 are fulfilled. Let α0
be the true value of α that satisfies E[m˙>α(X;α){m(X;α)− Y }] = 0.
(i) For i = 1, . . . , k, if Mi = E [m˙iα(X;α)m˙
>
iα(X;α)] is nonsingular for α = αi0 then,
as N → ∞, √N(αˆi − αi0) converges in distribution to normal N(0,Σαˆi), where
the covariance matrix Σαˆi is given by (A.4) and can be estimated by (A.5) in the
Appendix.
(ii) If Mi is nonsingular for all i = 1, . . . , k, then
√
N(µˆALS−µ) is asymptotically normal
with mean zero and covariance matrix ΣµˆALS which can be estimated by (A.6) in the
Appendix. Let σ
2(1)
µˆiALS
and σ
2(0)
µˆiALS
be the asymptotic variances of µˆiALS with and
without using auxiliary information E{a(X)} = 0. Then
σ
2(1)
µˆiALS
− σ2(0)µˆiALS = 2E(ρ¯0mi)E(ρ0a>){E(aa>)}−1E(mia)
−E(mia>){E(aa>)}−1E(ami). (3.7)
Remark 3.3. From (3.7) we see that if a(·) is chosen to be strongly correlated with
mi but less correlated with ρ0 so that E {mi(X;αi)a(X)} 6= 0 and E(ρ0a) ≈ 0, then
σ
2(1)
µˆiALS
− σ2(0)µˆiALS < 0.
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4 Simulation
In this section, we conducted a simulation study to demonstrate the usefulness of our
methods. We chose N = 1000 and generated the outcomes according to yi = α0 + α1xi1 +
α2xi2 + i, i = 1, . . . , N , where i were generated from the standard normal distribution
and xi = (x1i, x2i) from a bivariate normal distribution N(0, I2). We assume that there
were one follow-up call-back so that v = 2.
The conditional response probabilities are defined as in (2.1) with v = 2, h(x, y) = y
with β = (β01, β02, β11)
> and h(x, y) = (x1, y)
> with β = (β01, β02, β11, β12)
>. When the
constraints related to functions g and a are used, we define g(x) = {g11(x), g12(x), g13(x),
g21(x), g22(x), g23(x)}>, and a(x) = x1 + x2 so that E{a(X)} = 0, where gi1(x) = I(xi ≤
qi1), gij(x) = I(qi,j−1 < xi ≤ qij), j = 2, 3, and qi1, qi2, and qi3 are the jth sample quartile
of xi1, . . . , xiN , i = 1, 2.
Tables 1 shows the simulation results based on 2000 Monte Carlo runs for the fol-
lowing six estimators of µ = E(Y ) = α0: (i) the sample mean y¯ based on respondents
only; (ii) the HT estimator µˆHT with known response probabilities; (iii) the Alho (1990)’s
estimator µˆAHT as in (2.4), an HT estimate with estimated response probabilities; (iv) the
proposed maximum semiparametric likelihood estimators µˆMLE0 and µˆMLE1 without and
with auxiliary information related to E{a(X)} = 0, respectively; (v) the proposed adjusted
least squares estimators µˆALS0 and µˆALS1 without and with auxiliary information related
to E{a(X)} = 0, respectively; and (vi) the estimators µ˜ALS0 and µ˜ALS1 without and with
auxiliary information related to E{a(X)} = 0, respectively.
Tables 2 and 3 present the simulation results on the estimated bias and the mean
squared error of the estimators of β using the method of Alho (1990) based on 2000 Monte
Carlo runs, the proposed methods, MLE0 and MLE1, of the present paper with and without
the auxiliary information related to E{a(X)} = 0.
Even though we are not able to find the optimal constraint g, we believe that the group
information method is appropriate in practical applications. It is also not clear now how to
choose optimal constraint a. Based on the asymptotic results of Section 3, the work of Qin
& Zhang (2007) and others, the function a(x) should be chosen so that a(X) is correlated
with Y or E(Y |X) as much as possible and less correlated with R0.
Table 4 shows the simulation results for v = 3. The data were generated according
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Figure 1: The estimated density of the likelihood ratio statistic LR(β) and the chi-square
distribution with df τ .
to yi = 1 + 2x1i + 2x2i + 2x3i + i, where x1i, x2i, x3i, i are independent standard normal
random variables, h(x, y) = (x1, y)
>, β0 = (β01, β02, β03)
> = (1, 2, 3)>, β1 = β2 = (1, 1)
>,
and β3 = β1 or β3 = 2β1. The simulated data were fitted by both the restricted and the
general models with and without the assumption β1 = · · · = βv, respectively.
We have made the assumption that β1 = β2. To conduct the sensitivity analysis when
this assumption is violated, we also did simulation with (β2 − β1)/β1 = .1, .5, 1.0, 2.0. The
simulation result presented in Table 5 shows that the impact of the model misspecification
on µˆMLE is not too big if |β2 − β1|/β1 is not too large. In another simulation we tested the
theoretical result using simulation on the likelihood ratio statistic in the case v = 3, without
using information related to g and a, α = (1, 2, 2, 2)>, h(x, y) = (x1, y)
>, β0 = (1, 2, 3)
>,
β1 = β2 = (1, 1)
>, β3 = (2, 2)
>, N = 4000, B = 2000. The distribution of LR(β) is very
close to the chi-square distribution χ2(7) as shown in Figure 1.
Table 6 presents the results of a simulation of 2000 Monte Carlo runs using the setup
of Kim & Im (2014) with v = 2 and N = 600. These results can be compared with those in
Table 1 of Kim & Im (2014). We generated yi using Model I: yi = 0.8 + xi + i and Model
II: yi = 0.4xi + 0.6x
2
i + i, where xi ∼ Uniform(−2, 2) and i ∼ N(0, 1/2). The response
indicators rij were generated by the logistic model (2.1) with β0 = (−1, 0.5) and β1 = 1
All the data were fitted by the logistic model (2.1) with h(x, y) = y and h(x, y) = (x, y)>.
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The regression model is m(x;α) = α0 + α1x which is correct for simulation Model I but
incorrect for Model II. From this simulation we see that when the auxiliary information
E[a(X)] = 0 is used, our methods performs better than that of Kim & Im (2014).
From the simulation results we make the following observations:
1) When no auxiliary information is used, not surprisingly, the Horvitz-Thompson esti-
mator for the mean of the outcome variable with known response probability and the
Horvitz-Thompson estimator with estimated response probability as in Alho (1990)
are not as efficient as the maximum likelihood estimator. The regression estimator
without using auxiliary information has the smallest mean square errors which is even
as twice smaller as that of the competitors.
2) With auxiliary information, the maximum likelihood estimation of the mean of the
outcome variable is very much improved. The regression estimation utilizing auxiliary
information has also a large reduction in the mean square error than that without
using auxiliary information.
3) For the estimation of parameters in the response probability model, clearly the max-
imum likelihood methods with or without using auxiliary information are superior to
the Alho (1990)’s method. However, there is little difference between the two max-
imum likelihood estimations with and without using auxiliary information. This is
not surprising since the auxiliary information only involves the regression parameters
but not the response probabilities.
4) When the assumption β1 = · · · = βv is true, the estimators of β and µ using the
restricted model are a little more efficient than those using the general unrestricted
model. When the assumption β1 = · · · = βv is not true but the restricted model is
used, the estimates of µ seems acceptable.
5) If no auxiliary information is used then µˆALS seems to perform similar to µ˜ALS. When
auxiliary information is used, µˆALS is more efficient than µ˜ALS. From the simulation
results shown in Table 6 we see that although the regression model can be wrong,
µˆALS can really improve upon µˆMLE .
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Table 1: The entries are biases(%) and mean squared errors(%) (in parentheses) of es-
timates of µ with and without the constraints related to function g, α0 = (1, 2, 3)
>, and
v = 2.
With constraint related to g. No constraint related to g.
h(x, y) = y, β = (0.7, 1.2, β11)
>.
β11 0.2 0.5 1.0 0.2 0.5 1.0
pi 91.37% 85.03% 76.88% 91.37% 85.03% 76.88%
y¯ 32.1(11.7) 83.13(70.3) 136(186) 31.3(11.2) 82.9(70.1) 137(188)
µˆHT 0.22(1.63) 0.20(4.02) 9.43(50.6) -0.83(1.64) 0.30(4.06) 5.25(49.9)
µˆAHT 0.44(1.72) 0.27(2.27) 10.09(5.13) -0.70(1.64) 1.13(2.27) 9.15(5.27)
µˆMLE0 0.42(1.44) 2.13(1.61) 16.67(4.47) -0.68(1.65) 1.44(2.12) 9.47(4.72)
µˆMLE1 0.15(0.20) 2.14(0.40) 14.96(3.08) 0.02(0.41) 0.95(0.85) 10.47(3.56)
µˆALS0 0.43(1.40) 0.46(1.40) 5.14(1.86) -0.80(1.39) 0.75(1.39) -0.36(1.82)
µˆALS1 0.18(0.16) 0.47(0.21) 3.41(0.58) -0.11(0.16) 0.23(0.19) 0.68(0.46)
µ˜ALS0 -0.37(1.44) -0.03(1.49) 2.43(1.98) 0.27(1.41) 0.00(1.47) 0.87(3.63)
µ˜ALS1 -0.37(1.44) 0.05(1.52) 2.15(2.11) 0.27(1.41) -0.01(1.48) 1.30(7.34)
h(x, y) = (x1, y)
>, β = (0.7, 1.2, 1, β12)
>.
β12 0.2 0.5 1.0 0.2 0.5 1.0
pi 84.67% 79.79% 73.97% 84.67% 79.79% 73.97%
y¯ 65.2(44.0) 109(120) 148(219) 66.0(44.9) 109(120.0) 150(226)
µˆHT -0.78(2.66) -1.78(16.8) 14.9(11.2) 0.53(2.81) -0.80(23.20) 19.6(21.7)
µˆAHT -0.63(2.29) 1.34(3.79) 12.1(4.00) 0.54(2.36) 2.33( 3.75) 14.7(5.43)
µˆMLE0 0.27(1.57) 6.37(2.21) 21.1(6.49) 0.63(2.34) 2.98( 3.42) 14.8(5.43)
µˆMLE1 0.71(0.32) 6.07(1.26) 18.1(4.69) 0.42(1.08) 2.98( 2.26) 16.8(5.44)
µˆALS0 -0.45(1.47) 1.40(1.57) 7.70(2.19) 0.32(1.42) 0.21( 1.50) -1.17(2.03)
µˆALS1 -0.02(0.19) 1.09(0.53) 4.46(1.05) 0.09(0.20) 0.19( 0.30) 1.25(0.51)
µ˜ALS0 -0.39(1.48) 1.01(1.60) 1.20(1.74) 0.18(1.36) 1.11(28.18) -3.86(2.14)
µ˜ALS1 -0.41(1.51) 1.16(1.62) 0.94(2.47) 0.18(1.36) 0.72(57.38) -1.82(5.41)
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Table 2: The entries are biases(%) and mean squared errors(%) (in parentheses) of es-
timates of β with and without the constraints related to function g. α0 = (1, 2, 3)
>,
h(x, y) = y, v = 2, and β = (0.7, 1.2, β11)
>.
βˆ01 βˆ02 βˆ11 βˆ01 βˆ02 βˆ11
With constraints related to g. No constraints related to g.
β11 = 0.2, pi = 91.37%. β11 = 0.2, pi = 91.37%.
Alho 0.57(0.55) 1.57( 2.51) 0.04(0.08) 0.45(0.58) 0.40(2.51) 0.00(0.07)
MLE0 0.32(0.51) 1.27( 2.06) 0.04(0.04) 0.40(0.57) 0.46(2.48) 0.00(0.07)
MLE1 0.32(0.51) 1.31( 2.08) 0.05(0.04) 0.40(0.57) 0.45(2.48) 0.00(0.07)
β11 = 0.5, pi = 85.03%. β11 = 0.5, pi = 85.03%.
Alho -0.40(1.48) 1.22( 5.55) 0.58(0.17) 0.60(1.69) 0.94(5.14) 0.35(0.16)
MLE0 -1.00(0.80) -1.18( 3.14) 0.47(0.15) 0.39(1.02) 0.79(4.61) 0.26(0.15)
MLE1 -1.00(0.80) -1.19( 3.13) 0.46(0.15) 0.38(1.02) 0.77(4.61) 0.26(0.15)
β11 = 1.0, pi = 76.88%. β11 = 1.0, pi = 76.88%.
Alho -5.63(7.80) -4.44(14.50) 2.92(0.69) -6.84(7.24) -0.58(15.57) 2.39(0.65)
MLE0 -4.60(1.91) -10.73( 7.05) 4.45(0.93) -2.13(2.33) -4.54(11.05) 1.86(0.62)
MLE1 -4.17(1.92) -9.62( 7.36) 4.32(0.89) -2.13(2.33) -4.54(11.05) 1.86(0.62)
5 Application to a Real Data Set
We apply the proposed methods to data collected under the Singapore Life Panel (SLP).
The SLP is a longitudinal study of individual and household circumstances and behaviour
in a representative cohort of Singaporean citizens and permanent residents who are retired
or approaching retirement. The SLP provides rich information on spending behaviour,
sociodemographic and health variables. It is designed as a monthly survey of each adult
(aged between 50 and 70 years) member of a nationally representative sample of households,
with a target of at least 10,000 respondents at each wave. The surveys are to be carried
out over a period of four years, collecting 48 monthly waves in all. The first wave of the
survey was conducted in September, 2015. An eligible household is a household with at
least one eligible respondent (aged 50 to 70 and a citizen or permanent resident). For an
eligible household, any household members who also satisfy the eligibility criteria are also
surveyed. The same individuals are reinterviewed in successive waves and, if they split
off from their original households, are also reinterviewed along with all eligible members of
their new households. We focus our attention on the primary respondent of each household.
Each month since the initiation of the survey, panel members are invited to participate
in a 15-20 minute long internet survey. The survey involves a set of questions on, among
others, demographics, economic situation, health and life satisfaction and spending. The
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Table 3: The entries are biases(%) and mean squared errors(%) (in parentheses) of es-
timates of β with and without the constraints related to function g. α0 = (1, 2, 3)
>,
h(x, y) = (x1, y)
>, v = 2, and β = (0.7, 1.2, 1, β12)
>.
Method βˆ01 βˆ02 βˆ11 βˆ12
With constraints related to g.
β12 = 0.2, pi = 84.67%.
Alho 1.80(1.63) 3.59(4.38) 2.43(2.37) -0.06(0.15)
MLE0 0.24(0.68) 0.66(2.26) 1.10(0.92) 0.09(0.08)
MLE1 0.23(0.68) 0.64(2.26) 1.11(0.93) 0.09(0.08)
β12 = 0.5, pi = 79.79%.
Alho 0.90(4.44) 2.05(8.59) 1.10(3.94) 0.46(0.29)
MLE0 -1.00(1.06) -3.25(3.89) 2.53(1.64) 0.74(0.21)
MLE1 -1.04(1.06) -3.35(3.90) 2.56(1.65) 0.78(0.22)
β12 = 1.0, pi = 73.97%.
Alho -4.89(7.86) -4.56(12.75) -2.44(5.56) 2.23(0.68)
MLE0 -4.87(2.33) -11.55(10.41) 8.60(4.07) 4.35(0.90)
MLE1 -4.68(2.36) -10.98(10.20) 8.81(3.76) 4.35(0.81)
No constraints related to g.
β11 = 0.2, pi = 84.67%.
Alho 1.04(1.55) 2.53(4.14) 1.20(2.50) 0.18(0.15)
MLE0 0.54(0.95) 2.29(3.85) 0.74(2.21) 0.21(0.15)
MLE1 0.53(0.95) 2.28(3.85) 0.74(2.21) 0.21(0.15)
β11 = 0.5, pi = 79.79%.
Alho 0.83(4.05) 1.58(8.48) 1.38(3.64) 0.57(0.28)
MLE0 0.28(1.47) 1.15(6.77) 0.87(3.13) 0.47(0.26)
MLE1 0.28(1.47) 1.14(6.76) 0.87(3.13) 0.47(0.26)
β11 = 1.0, pi = 73.97%.
Alho -10.11(9.83) -1.33(20.35) -1.65(7.77) 5.14(1.08)
MLE0 -3.48(2.73) -6.46(14.66) -0.33(5.95) 4.00(0.86)
MLE1 -3.45(2.72) -6.37(14.67) -0.35(5.96) 3.97(0.86)
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Table 4: The entries are biases(%) and mean squared errors(%) (in parentheses) of
estimates of β with and without the auxiliary information related to function a. α =
(1, 2, 2, 2)>, h(x, y) = (x1, y)
>, v = 3, β0 = (β01, β02, β03)
> = (1, 2, 3)>, β1 = β2 = (1, 1)
>,
and β3 = β1 or β3 = 2β1. The sample size N = 5000 and the number of Monte Carlo
runs is 2000. The simulated data were fitted by the restricted model β1 = β2 = β3 and the
general model β1 = β2 6= β3.
No Aux. Info. With Aux. Info. No Aux. Info. With Aux. Info.
β3 = β1 = (1, 1)
>, pi = 85.47
Restricted Model General Model
βˆ01 0.34(0.34) 0.34(0.34) -0.15( 0.36) -0.15( 0.36)
βˆ02 0.05(1.10) 0.04(1.10) -1.51( 1.56) -1.51( 1.56)
βˆ03 -2.27(3.37) -2.29(3.38) -1.69(83.59) -1.71(83.61)
βˆ21 0.77(0.44) 0.77(0.44) 0.67( 0.55) 0.67( 0.55)
βˆ22 0.86(0.11) 0.87(0.11) 0.74( 0.13) 0.74( 0.13)
βˆ31 0.77(0.44) 0.77(0.44) -0.17( 9.95) -0.17( 9.95)
βˆ32 0.86(0.11) 0.87(0.11) 0.25( 3.97) 0.25( 3.97)
µˆMLE 3.79(0.84) 3.82(0.60) 4.40( 1.19) 4.33( 0.93)
µˆALS 0.35(0.34) 0.36(0.08) 0.43( 0.33) 0.36( 0.08)
β3 = 2β1 = (2, 2)
>, pi = 80.75
Restricted Model General Model
βˆ01 -8.00(0.99) -8.00(0.99) -0.66( 0.41) -0.67( 0.42)
βˆ02 -24.9(7.48) -24.9(7.48) -3.14( 1.99) -3.16( 2.04)
βˆ03 -253( 642) -253( 642) -1.78(68.95) -1.78(69.60)
βˆ21 2.17(0.67) 2.17(0.67) 1.16( 0.65) 1.17( 0.66)
βˆ22 1.45(0.13) 1.45(0.13) 1.25( 0.17) 1.25( 0.17)
βˆ31 -97.8(0.67) -97.8(0.67) 2.35(16.99) 2.37(16.99)
βˆ32 -98.6(0.13) -98.6(0.13) 3.37(10.02) 3.38(10.06)
µˆMLE 15.39(2.81) 15.35(2.59) 7.10( 1.80) 7.04( 1.64)
µˆALS 1.40(0.34) 1.36(0.09) 0.72( 1.05) 0.70( 1.12)
Table 5: Sensitivity Analysis: The entries are biases(%) and mean squared errors(%)
(in parentheses) of estimates of µ. α = (1, 2, 2, 2)>, h(x, y) = (x1, y)
>, v = 3, β0 =
(β01, β02, β03)
> = (1, 2, 3)>, β1 = (1, 1)
>, β3 = (3, 3)
>, but β2 6= β1.
β2 (1.1, 1.1)
> (1.5, 1.5)> (2.0, 2.0)> (3.0, 3.0)>
pi 78.83% 76.58% 75% 74%
Without Auxiliary Info.
µˆMLE 8.88(2.25) 15.88(4.59) 19.23(6.62) 10.64(8.22)
µˆALS 0.73(0.54) 1.51(0.49) 1.80(0.54) 1.53(0.74)
With Auxiliary Info.
µˆMLE 8.83(2.00) 15.80(4.33) 19.31(6.41) 13.07(7.88)
µˆALS 0.79(0.18) 1.41(0.24) 1.81(0.30) 1.04(9.44)
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Table 6: Simulation using Kim & Im (2014)’s setup. The biases, standard errors(SE), and
root mean squared errors(RMSE) are multiplied by 100
Model I Model II
Estimator Bias SE RMSE Bias SE RMSE
h(x, y) = y
µˆMLE0 0.23 6.45 6.46 0.00 5.14 5.14
µˆALS0 0.16 5.84 5.84 0.03 5.12 5.12
µˆMLE1 0.11 4.37 4.37 0.03 4.78 4.78
µˆALS1 0.04 3.40 3.40 0.06 4.77 4.77
h(x, y) = (x, y)
µˆMLE0 0.48 6.61 6.62 -0.04 5.09 5.09
µˆALS0 0.35 6.25 6.26 0.02 5.22 5.22
µˆMLE1 0.34 4.53 4.54 0.04 4.73 4.73
µˆALS1 0.21 3.95 3.96 0.10 4.85 4.85
website for the survey would stay open for three weekends, closing on the third Sunday of
each month. Panel members are mailed letters at the beginning of each month. Respondents
who have not completed the survey would receive a reminder text message on Friday, and
emails on the Monday and Wednesday of the month. Panel members without internet
access are personally contacted.
One of the aims in the SLP is to study health and non-health related spending in the
population of individuals approaching or in retirement. Despite the survey investigators’
best efforts, there are non-responses from the panel at each wave. It is conceivable that these
non-responses may be related to health (and therefore health spending). When studying
spending, care must be exercised when the panel members are at risk of a change in health
status, or “health shock” (e.g., Finkelstein et al., 2013). The non-response problem is
particularly troublesome when it is due to idiosyncratic shocks that are not predictable
from past health, and hence rendered biasedness in the observed sample (Jones et al.,
2006). Therefore, failure to account for the possible non-random non-response may result
in misleading estimates of spending. To address this issue we apply the methods proposed
here.
The current paper uses data from waves 24 and 25 of the SLP. There are 8226 panel
members at the beginning of wave 24. However, as the SLP is an ongoing study, to satisfy
confidentiality requirement of the funding agency, we selected a subset of 1000 panel mem-
bers. Out of this subset of 1000 panel members, we excluded six individuals who did not
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fill out the covariate information; we also removed 54 individuals who had another member
of the household in the survey. So the outcome of interest, i.e., health and non-health
spending is unambiguous. Therefore, the final analysis is based on n = 940 panel members.
The response Y of interest is health and non-health spending at wave 25. We combined
health and non-health spending and took the midpoint divided by 1,000 of each quartile
of spending as the outcome value of Y . We considered the following variables from wave
24 as covariates: X1, Education (on a 5-point scale, 1 = no formal education to 5 = ter-
tiary or above), X2, Any major chronic health condition (binary, 1 = Yes), X3, Any minor
chronic health condition (binary, 1= Yes), X4, Health spending at wave 24. For call-back,
we recorded whether the individual responded on the first contact, on a later contact, or
did not respond at all in wave 24 or any of the subsequent waves. Of the 940 individuals,
816 responded the first time, 109 responded later, and 15 never responded.
We first fitted the model using h(x, y) = (x1, x2, x3, x4, y) and obtained βˆMLE = (0.635,
2.414, -0.048, 0.634, -0.149, -1.609, 1.156), with standard errors (0.137, 0.207, 0.126, 0.653,
0.294, 0.732, 0.115) and p-values (<0.001, <0.001, 0.700, 0.331, 0.611, 0.028, <0.001). After
removing X1, X2 and X3, we used h(x, y) = (x4, y) and obtained βˆMLE =(0.673, 2.423, -
1.581, 1.141) with standard errors (0.126, 0.202, 0.701, 0.111) and p-values (<0.001, <0.001,
0.024, <0.001). The likelihood ratio statistic for models h(x, y) = (x4, y) vs h(x, y) = x4 is
highly significant with p-value < 0.001. So we decided to use model h(x, y) = (x4, y). We
see that X4, health spending at wave 24, plays a significant role in the missing mechanism.
In particular, a negative value for its regression coefficient tells us that panel members
with a higher health spending at wave 24 are less likely to respond. We may argue those
with higher health spending are more likely to be in poorer health and hence our model
is consistent with the conjecture that those with poor health are more likely to drop out.
The proposed method of this paper gives µˆMLE = 1.825 with standard error 0.0545 and
a 95% confidence interval (1.718, 1.932). As a comparison, the point estimate based on
Alho’s method is µˆAHT = 1.826, with standard error 0.0553 and 95% confidence interval
(1.716, 1.934). Since the nonresponse rate is low, the methods produce similar results.
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6 Concluding remarks
Missing data problem is ubiquitous in medical research, social science study and other
fields. It is well known that the simple analysis based on complete data only (by deleting
those individuals with missing values) may lead to biased results, especially in the case
where the missing data are nonignorable. As we discussed in the introduction section,
methods proposed in this paper are quite different from those in the ignorable missing data
literature where the parameters in the response probability function is irrelevant to the
missing outcome and can be separately estimated. However, in nonignorable or missing not
at random situation, we have to simultaneously estimate the parameters in the response
probability function and the underlying distribution function. We propose using constraints
such as (2.9) in the empirical likelihood setup. The followup information also solves the
irregularity problem associated with nonignorable missing data. The new method has
significant efficiency gain compared with other approaches which are not likelihood-based
and do not use auxiliary information or regression function.
The proposed method makes an effective use of paradata, which has been ignored
frequently in survey sampling. Our method also relax Alho (1990)’s model restriction on
the common slope parameters in all callbacks. In this paper we have shown that paradata
information is extremely valuable for estimating the underlying parameters in the nonig-
norable missing data problems and for increasing the efficiency of the estimations for the
population means. Generalizations of the proposed approach to other settings are inter-
esting projects in the future studies. For example, one may be interested in examining
the balance between efficiency gain and cost. Clearly, more information can be collected
by conducting more followup interviews. For a given total budget, it may be desirable to
know how many interviews we should conduct for achieving maximum efficiency gain under
budget constraint. Further research is needed for the optimal choices of functions g and a.
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Appendix:
A.1 Proof of Theorem 2.1:
Assume ϕ(x, y, r;β(1), f1) ≡ ϕ(x, y, r;β(2), f2), where β(i) = (β(i)>0 ,β(i)>1 , . . . ,β(i)>v )> ∈ B,
and β
(i)
0 = (β
(i)
01 , . . . , β
(i)
0v )
>, i = 1, 2. Then by (2.2) we have∫
ρ0(x, y;β
(1))f1(x, y)dy ≡
∫
ρ0(x, y;β
(2))f2(x, y)dy, (A.1)
ρj(x, y;β
(1))f1(x, y) ≡ ρj(x, y;β(2))f2(x, y), j = 1, . . . , v. (A.2)
By equation (A.2) with j = 1, 2, we have
ρ1(x, y;β
(1))
ρ2(x, y;β(1))
=
ρ1(x, y;β
(2))
ρ2(x, y;β(2))
for all (x, y) ∈ S(X,Y ). It follows from this, the definition of ρj , β(i)1 = β(i)2 , i = 1, 2, and
(2.1) that
1 + exp{β(1)02 + h>(x, y)β(1)1 }
exp(β
(1)
02 − β(1)01 )
=
1 + exp{β(2)02 + h>(x, y)β(2)1 }
exp(β
(2)
02 − β(2)01 )
(A.3)
for all (x, y) ∈ S(X,Y ). If β(1)1 = β(2)1 = 0, then (A.2) implies that β(1)0j = β(2)0j with j = 1, 2.
In the following we assume that β
(1)
1 6= 0 or β(2)1 6= 0.
From (A.3) it follows that, for all (x, y) ∈ S(X,Y ), exp{β(2)02 +h>(x, y)β(2)1 }−exp{β(1)02 +
h>(x, y)β
(1)
1 } = eβ
(1)
01 −β(1)02 − eβ(2)01 −β(2)02 . Differentiating with respect to h(x, y) we have, for
all (x, y) ∈ S(X,Y ), β(2)1 exp{β(2)02 + h>(x, y)β(2)1 } = β(1)1 exp{β(1)02 + h>(x, y)β(1)1 }. So β(2)1i
and β
(1)
1i have the same sign or both are zero for all i ∈ {1, . . . , d}. If β(2)1i · β(1)1i > 0 then
log(β
(2)
1i /β
(1)
1i ) +β
(1)
01 −β(2)01 + (β(1)1 −β(2)1 )>h(x, y) ≡ 0. This and the linear independence of
{1, h1(x, y), . . . , hd(x, y)} suggest β(1)02 = β(2)02 , β(1)1 = β(2)1 , and thus β(1)02 = β(2)02 . By (A.2)
with j = 1 again we have f1(x, y) ≡ f2(x, y). If v > 2 then by (A.2), for j = 3, . . . , v, we
have wj(x, y;β
(1)) ≡ wj(x, y;β(2)) for all (x, y) ∈ S(X,Y ). By (2.1) we have β(1)0j = β(2)0j and
β
(1)
j = β
(2)
j . The proof is complete.
A.2 Proof of Theorem 3.1:
It can be proved by the strong law of large numbers that, VN (θ) = N
−1∂2 ˜`(θ)/∂θ∂θ>
→ V = (Vij)2×2, a.s., where V11 = E
(
ρ˙0βρ˙
>
0β/ρ¯0
)
−∑vj=1 E(ρ˙jβρ˙>jβ/ρj), V12 = V >21 =
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piE {(ρ˙0β g˜>,0)/ρ¯0}, and
V22 = pi
2E
(
1
ρ¯0
CC> + ρ0C0C
>
0
)
= pi2
 E{ρ0(X,Y )ρ¯0(X,Y ) g˜(X)g˜>(X)} 0
0 E{a(X)a>(X)}
 .
So the matrix V can be repartitioned as in (3.1).
If v = 1 then it is obvious that V11 = 0. If v > 1, by the Cauchy-Schwarz inequality we
have b>V11b ≤ 0 for any constant vector b. If b>V11b = 0 for some nonzero constant vector
b, then cρj(X,Y ) = b
>ρ˙jβ(X,Y ), a.s., j = 1, . . . , v, for some nonzero constant c. This is
equivalent to b>∂ log ρj(X,Y )/∂β = c, j = 1, . . . , v, a.s.. It is clear that V11 − V12V −122 V21
is negative definite provided that V11 is negative definite, or that V11 ≤ 0 but V12V −122 V21 is
positive definite. Because the determinant of the matrix V is |V | = |V22||V11−V12V −122 V21|,
if both V22 and V11 − V12V −122 V21 are invertible then so is V . It is clear that V12V −122 V21 =
E
(
ρ˙0β g˜
>/ρ¯0
)[
E
(
ρ0g˜g˜
>/ρ¯0
)]−1
E
(
g˜ρ˙>0β/ρ¯0
)
. Thus if v = 1 then the constraints related to g
are necessary. It is also evident that V22 is positive definite if and only if for any nonzero
constant vector b = (b>1 , b
>
2 )
>,
E
[ρ0(X,Y )
ρ¯0(X,Y )
{b>1 g˜(X)}2
]
+ E
[{b>2 a(X)}2] > 0.
The latter is equivalent to that for nonzero constant vectors b1 and b2, P (b
>
1 g˜(X) = 0) < 1
and P (b>2 a(X) = 0) < 1.
Denote S(θ) =
{
∂ ˜`(θ)/∂β>, ∂ ˜`(θ)/∂λ>
}> ≡ {S>1 (θ), S>2 (θ)}> . When θ = (β>,λ>)
where β takes on its true value and λ = (1/pi,0>t+s)
>, we have S(θ) =
∑N
i=1 S˜(xi, yi, ri;β, pi)
+oP (N
1/2), where ri = (ri1, . . . , riv) is the ith observed value of R = (R1, . . . , Rv), and
S˜(X,Y,R;β, pi) is defined in (3.2). The central limit theorem assures that N−1/2S(θ)
converges in distribution to normal with mean zero and variance-covariance matrix Σ =
var{S˜(X,Y,R;β, pi)} as given in Section 3.
Using the same method as in Owen (1990) or Qin & Lawless (1994), we can show that
βˆ is in the OP (n−1/3) neighborhood of the true value β in the Euclidean norm ‖ · ‖, and
the Lagrange multipliers satisfy ‖λˆ − λ‖ = OP (n−1/2). Therefore under the conditions
of Theorem 3.1,
√
N(θˆ − θ) = −N−1/2V −1S(θ) + oP (1). By the central limit theorem,√
N(θˆ − θ) is asymptotically normal with mean 0 and covariance matrix Σθˆ = V −1ΣV −1
which is given by (3.3) together with (3.1). Expression (3.4) can be easily obtained by
matrix algebra. The proof of Theorem 3.1 is complete.
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A.3 Proof of Theorem 3.2
It is easy to get LR(β) = −N−1S(θ)>V −1S(θ) + oP (1). It follows from the proof of
Theorem 3.1 that N−1/2S(θ) converges in distribution to N(0,Σ). Let γ1, . . . , γτ denote
the eigenvalues of −V11 and q1, . . . , qτ denote the associated eigenvectors. Define matrices
Γ = diag(γ1, . . . , γτ ) and Q = (q1, . . . , qτ ), and M = −Q>V −1Q. Let Q˜ = (Q, q0) be the or-
thogonal matrix such that Q˜>Σ0Q˜ = Γ˜ = diag(Γ, 0). Z˜ = (Z
>, Z0)
> = N−1/2Q˜>S(θ) con-
verges in distribution to N(0, Γ˜). Thus LR(β) = Z>MZ + oP (1), where M = −Q>V −1Q.
Since U = Γ−1/2Z → N(0, I) in distribution, LR(β) = U>Γ1/2MΓ1/2U + oP (1). It is easy
to verify that Γ1/2MΓ1/2 = Iτ . Consequently LR(β) converges in distribution to χ
2
τ .
A.4 Proof of Theorem 3.3:
It is easy to get by Taylor expansion
√
N(µˆMLE − µ) = 1√
N
N∑
i=1
(
r¯iyi
ρ¯
(i)
0
− µ
)
+
√
NA(β, pi)
(
θˆ − θ
p˜i − pi
)
+ oP (1).
So
√
N(µˆMLE − µ) converges in distribution to normal with mean zero and covariance
matrix ΣµˆMLE as given in (3.5). Laborious algebra shows
Σ
(0)
µˆMLE
= E
(
Y Y >
ρ¯0
)
−µµ>+A1(β, pi)W−1Σ0W−1A>1 (β, pi) + pip¯iA3(β, pi)A>3 (β, pi),
and Σ
(1)
µˆMLE
− Σ(0)µˆMLE as given in (3.6). The proof of Theorem 3.3 is complete.
A.5 Proof of Theorem 3.4:
By Taylor expansion at θ and αi = αi0 we have
√
N(αˆi−αi) = −M−1i (αi)
{
N−
1
2
N∑
j=1
ui(xj , yj , r¯j ;αi,β) +B
>
i (αi,β)
√
N(θˆ− θ)
}
+ oP (1),
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where
ui(X,Y, R¯;αi,β) =
R¯{mi(X;αi)− Y }m˙iα(X;αi)
ρ¯0(X,Y ;β)
,
Bi(αi,β, pi) =
 E [{mi(X)−Y }ρ˙0β(X,Y )m˙>iα(X)ρ¯0(X,Y ) ]
−piE
[{mi(X)−Y }C(X,Y )m˙>iα(X)
ρ¯0(X,Y )
]

= pi
 E{mi−Yρ¯0 (ρ˙0β/piρ0g˜ )m˙>iα}
−E {(mi − Y )a m˙>iα}
 ,
Mi(αi) = E [m˙iα(X;αi)m˙
>
iα(X;αi)] .
If Mi(αi) is nonsingular and the conditions of Theorem 3.1 are satisfied, then
√
N(αˆi−αi)
is asymptotically normal with mean zero and covariance matrix
Σαˆi = M
−1
i (αi)
[
E{u>i (X,Y, R¯;αi,β)ui(X,Y, R¯;αi,β)}
+B>i (αi,β, pi)ΣθˆB
>
i (αi,β, pi) + E{u>i (X,Y, R¯;αi,β)(θˆ − θ)}
+E{u>i (X,Y, R¯;αi,β)(θˆ − θ)}>
]
M−1i (αi). (A.4)
It is easy to obtain
B>i (αi,β, pi)ΣθˆB
>
i (αi,β, pi) = pi
2E
{
mi − Y
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)
m˙>iα
}>
W−1Σ0W−1
·E
{
mi − Y
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)
m˙>iα
}
,
E{u>i (X,Y )(θˆ − θ)} = −E
[
R¯{mi(X)− Y }m˙>iα(X)
ρ¯0(X,Y )
V −1S˜(X,Y,R)
]
= −pi
 E{(mi − Y )m˙>iαW−1( 0ρ0g˜/ρ¯0)}
E
{
(mi − Y )m˙>iα[pi2E(aa>)]−1a
}
 .
Estimating Mi(αi) and Bi(αi,β, pi) respectively by
Mˆi(αˆi) =
1
N
N∑
j=1
m˙iα(xj ; αˆi)m˙
>
iα(xj ; αˆi),
Bˆi(αˆi, βˆ, pˆi) =
1
N
N∑
j=1
 r¯j{mi(xj ; αˆi)−yj}ρ˙0β(xj , yj ; βˆ)m˙>iα(xj ; αˆi)ρ¯20(xj , yj ; βˆ)
−pˆi r¯j{mi(xj ; αˆi)−yj}C(xj , yj ; βˆ)m˙>iα(xj ; αˆi)
ρ¯20(xj , yj ; βˆ)
 ,
we can estimate Σαˆi by
Σˆαˆi =
1
N − 1
N∑
j=1
(wkj − w¯i)>(wkj − w¯i), (A.5)
28
where w¯i = N
−1∑N
j=1 wij and for i = 1, . . . , k, j = 1, . . . , N ,
wij = Mˆ
−1
i (αˆi){ui(xj , yj , r¯j ; αˆi, βˆ) + Bˆ>i (αˆi, βˆ, pˆi)Vˆ −1Sj(θˆ)}.
By Taylor expansion again we have, for i = 1, . . . , k,
√
N(µˆiALS − µi) = 1√
N
N∑
j=1
{mi(xj ;αi)− µi}+ E{m˙>iα(X;αi)}
√
N(αˆi −αi)
−piE {mi(X;αi)a>(X)}
√
N λˆ2
+E{ρ¯0(X,Y ;β)mi(X;αi)}
√
N(p˜i − pi) + oP (1).
Thus
√
N(µˆALS−µ) is asymptotically normal with mean zero and covariance matrix ΣµˆALS
which can be estimated by
ΣˆµˆALS =
1
N − 1
N∑
j=1
(Y˜j − ¯˜Y )>(Y˜j − ¯˜Y ), (A.6)
where ¯˜Y = N−1
∑N
j=1 Y˜j , Y˜j = (y˜1j , . . . , y˜kj)
>, j = 1, . . . , N ,
y˜ij = mi(xj ; αˆi) + Eˆ{m˙>iα(X;αi)}wij + Eˆ{ρ¯0(X,Y ;β)mi(X;αi)}r¯j
−pˆi[0>, Eˆ {mi(X;αi)a>(X)}]Sj(θˆ), j = 1, . . . , N, i = 1, . . . , k,
Eˆ{m˙>iα(X;αi)} =
1
N
N∑
j=1
m˙>iα(xj ; αˆi),
Eˆ{mi(X;αi)a>(X)} = 1
N
N∑
j=1
mi(xj ; αˆi)a
>(xj),
and
Eˆ{ρ¯0(X,Y ;β)mi(X;αi)} = 1
N
N∑
j=1
r¯jmi(xj ; αˆi).
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The asymptotic variance of µˆiALS is
σ2µˆiALS = E[{mi(X;αi)− µi}2] + E{m˙>iα(X;αi)}ΣαˆiE{m˙iα(X;αi)}
+pi(1− pi)[E{ρ¯0(X,Y ;β)mi(X;αi)}]2
+2piE{m˙>iα(X;αi)}M−1i (αi)E
{
mi − Y
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)
m˙>iα
}>
W−1E
[
1
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)]
{E(miρ¯0)− piµi}
+2E{ρ¯0(X,Y ;β)mi(X;αi)}{E(miρ¯0)− piµi}
+2pi2E{ρ¯0(X,Y ;β)mi(X;αi)}M−1i (αi)E
{
mi − Y
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)
m˙>iα
}>
W−1
{
(1− pi)E
[
1
ρ¯0
(
ρ˙0β/pi
ρ0g˜
)]
+ E
(
0
ρ0g˜
)}
E{m˙iα(X;αi)}
+2E{ρ¯0(X,Y ;β)mi(X;αi)}E[ρ0a>(X)][E(aa>)]−1E {a(X)m>i (X;αi)}
−E {mi(X;αi)a>(X)} [E(aa>)]−1E {a(X)mi(X;αi)} .
Only the last two terms are related with a(·). The proof is complete.
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