ince Karmarkar's landmark 1984 paper 13 I], interior point S methods in linear programming have triggered a tremendous amount of activity. The applicability of interior point methods for the efficient solution of nonlinear programming problems has also been of interest, and has shown huge potential benefits. This has tremendous impact in process control, especially since optimal control and model predictive control problems, hitherto coiisidered unsolvable, could be solved in a realistic time. In this article, we outline some recent developments in interior point methods for the solution of linear and nonlinear programming problems followed by a summary of the recent work for applying these concepts in control. We conclude with a review of current status and a discussion of future directions.
Linear and Nonlinear Programming
Linear programming (LP) problems have been formulated and solved in diverse disciplines as engineering, economics and sociology since the 1930s. An LP consists of an objective function, equality and inequality constraints, all ofwhich are linear in the vector of real variables. A general linear programming problem can be formulated as where c,x E W , h E nm and A E V x n .
The simplex method for the solution of LPs was introduced by Dantzig in the 1940s and continued to be the most favored method till the mid 80s. Although the efficiency of the simplex method is generally good in practice, the worst case complexity of the method is exponential. For instance, the famous Klee and Minty 1361 example forces the simplex algorithm to consider every vertex of the LP. This stems directly from the fact that the simplex algorithm is not a polynomial time algorithm, i.e., the complexity or upper bound on the solution time cannot be represented as a polynomial in the problem data. Garey and Johnson [23] give a broader treatment of complexity theory. For obvious reasons, theoreticians were interested in generating an algorithm that would be polynomial in complexity. The first such algorithm by Khachiyan [35] appeared in 1979, but it was Karmarkar's paper which demonstrated polynomial complexity, as well an implementable algorithm with good performcame. Karmarkar's algorithm is a primal method and requires projective transformations at each iteration. Immediately after, Gill, et al. [25] , derived a relationship between Karmarkar's projective method and the classical barrier-function methods for nonlinear programming.
Karmarkar's work signaled the birth of a family of algorithms known as interior point (IP) methods and an explosion of research activity in the area followed. The fundamental differences between the two classes of LP methods can be summarized, albeit at the risk of oversimplification, as follows: The simplex method searches at the vertices of the polyhedra described by the constraints of the LP, which leads to its worst case exponential complexity. Interior point methods, on the other hand, generate iterates in the interior of the polyhedra or feasible space. As this iterative procedure is related to solving a set of nonlinear equations, it can be shown to have only polynomial complexity.
Among interior point algorithms, the last decade has seen the emergence of primal-dual algorithms as the most useful algorithms from this class [SO] . The primal-dual methods find solutions to the primal-dual LP optimality conditions by applying a modified Newton method to them. The first primal-dual IP methods required a feasible starting point, but Lustig, et al. 1461, showed how IP methods could be initialized at an infeasible point in the positive orthant. Currently, the most popular IP implementations have been based on Mehrotra's predictorcorrector algorithm [48] , which will be described later in the paper. Readers interested in linear programming methods are referred to Chvatal [16] , Vanderbei [77] , and Wright [80] . [SO] also contains a listing of popular LP codes. Up-to-date information on interior point research is available from Interior Point Methods Online at http://www.mcs.anl.gov/home/otc/lnteriorPoint/.
Real world optimization problems are seldom linear: the objective function and/or the constraints could be nonlinear in nature and the resulting problem is a nonlinear programming problem (NLP). Consider the following general NLP:
Motivated by the success of IP methods in linear programming, it is advantageous that interior point methods be adapted to the solution of a variety of nonlinear optimization problems as well, and these arise frequently in design and control. In particular, specific interior point methods have been developed to solve quadratic programs (QPs) and the more general class of monotone linear complementarity problems (mLCPs 
where s,x,q E 3 ' and M E ! J i n x f l is positive semidefinite. LPs and QPs can be shown to be special forms of mLCPs. Other frequently appearing forms in the literature are the mixed LCP and the horizontal LCP (see Wright [80] for details). Moreover, extensions of interior point concepts have been made for the iterative solution of convex programming problems [S7] as well as problems with barrier functions adapted to the solution of nonconvex NLPs [ 141. For engineering applications, nonlinear programming problems are generally solved by two classes of approaches.
Reduced gradient methods [54] .
Iterative programming techniques-Successive Linear Programming (SLP) [13] , 1281, [84] and Successive Quadratic Programming (SQP) [81, [291, [611. Of these approaches, SQP has emerged as the method of choice for the solution of nonlinear programming problems, especially because it can be adapted and tailored easily to a wide variety of specialized problem formulations. The SQP method for solving (2) solves the QP subproblem ( 5 ) at the current point zk and iteration k to generate a search direction xk.
where Q is the Hessian of the Lagrangian function or a positive definite approximation to it. Let c = V~ ( Z , ) ,
. Expressing the constants in each subproblem on the right hand side and introducing slack variables s, (4) can be written as
With the widespread use of SQP for process optimization in design, operations, and control, a variety of different implementations and strategies have been developed for this algorithm, including large, sparse systems with applications in parameter estimation [ 11, multiperiod optimization [78] , dynamic optimization [75] , and model predictive control [69] , [82] . However, one hurdle in exploiting the problem structure is an efficient strategy for treating inequality constraints in the QP subproblem. Most of the commonly used QP codes use active set strategies, i.e., they iteratively determine the set of inequality constraints which are active at the solution at the problem, which is similar in principle to the simplex method for linear programming. However, it has been observed that an active set strategy can become combinatorially expensive for large problems.
Consequently, popular alternatives to these active set methods are interior point methods, which have made inroads into the solution of NLPs in the mid 90s. A discussion of active set vs. interior point algorithms can be found in Wright [82] . Previous studies in the application of interior point strategies to SQP have shown considerable promise for these strategies [2], [21] , [42] , [43] , [51] , [70] . Moreover we will see that this application is especially advantageous when applied to SQP strategies that naturally exploit the structure of the (equality constrained) optimality conditions. We will discuss these issues for NLPs in general and SQP in particular in the subsequent sections.
Optimality Conditions
What constitutes a solution to an LP, QP and an NLP? An optimal solution should satisfy the following first order necessary conditions (Karush [32] . Kuhn and Tucker [40] ). The optimality conditions for LPs (1) are given by (6)-(9).
while those for QPs (5) are given by (10)-(14).
Finally, optimality conditions for NLPs (2) are given by (1 5)- ( 19) .
Here h and v are the multipliers of the equalities and inequalities respectively, and X = diag(x}, S = diag{s),V = diag{v).
Also e = [1,1,. . . ,1IT. Note that this system of equations is linear except for the complementarity conditions (8), (13) , and (18) . The optimization problem could be solved by a direct solution of the optimality conditions, which calls for a methodology for the efficient treatment of the complementarity conditions. At first sight, the system of equations (6)-(9), (1.5- (19) and (10)- (14) appear to be solvable directly, say, by applying Newton's method to their linearizations and carrying out a line search to enforce the non-negativity constraints (9), (14), and (19) . However, this results in some of the complementary variables getting too close to the boundary of the non-negative orthant and inducing severe ill-conditioning in the Jacobian. Subsequent iterates would then make little or no progress towards the solution. In the next section, we will describe how a particular class of interior point methods, primal-dual methods, overcomes these issues. From here on, for ease of discussion, we will refer to the QP subproblem (lo)-( 14) for illustrative purposes.
Primal-Dual Interior Point Methods
The first polynomial primal-dual algorithm was developed in 1987 by Kojima, et al. [38] , and most of the present linear programming codes are based on the predictor-corrector version of the algorithm by Mehrotra [48] .
Much of the activity in primal-dual methods was motived by the development of the concept of a centralpath (Megiddo [47] ), an arc in the space of s and v which keeps the iterates biased toward the interior of the non-negative orthant (s, v) > 0. In a primal-dual framework, following the central path forces all the complementarity pairs to converge at a similar rate. To achieve this, we define the complementarity gap, p, as the average value of the products s,v,, given by:
wheren,,,, is the number of inequalities. Usingp, a typical strategy to keep the iterates in the interior is to replace (13) with (21) where 0 5 cs 5 I is a parameter determined in the interior point algorithm.
Settingo = 1 corresponds to a pure centering direction, i.e., a direction that moves all the pajrwise products to the current average value 1-1. On the other hand, setting o = 0 leads to a standard Newton step for (13) . Various path following methods differ in the way the search direction is modified and CY is chosen. These are briefly described next in the context of incorporating them directly within the SQP algorithm.
IP Methods within SQP
The SQP method solves an NLP through a sequence of QPs. To solve the QP subproblem (S), application of active set strategies can be expensive for large, structured problems (see, e.g., Varvarezos, Biegler and Grossmann [78] ). Below, we describe the analysis in [3] to overcome this barrier by integrating the interior point method and SQP in such a way that we still retain fast performance of the algorithm.
Predictor-corrector primal-dual interior point methods 1491, [80] , [8S] can be written as iterates that include an affine scaling predictor step (22) , a centering step (23) and a corrector step (24) as shown below. The predictor step helps to reduce the complementarity gap, p while the centering step maintains a proximity to the central path. Finally, the corrector step incorporates a second order correction term to promote rapid convergence. 
Note that indexi applies to the IP iteration, while iteration k in (4) applies to the SQP iteration.
In the implementation of the Mehrotra method, the centering and the correction steps are combined to determine a centered COTrection step with the right hand sides of (23) and (24) combined into a single linear system. On the other hand, a slightly different algorithm developed in Zhang and Zhang [85] uses the same predictor and centering steps but defines the corrector step as:
As in [ S I , we refer to (22) and the combined steps taken in (23) and (24) as Algorithm 1. A variation on this, Algorithm 2, consists of the combined steps (22) and (23) and the corrector step (28) . In addition, a line search is imposed in both algorithms in order to ensure that both s and v remain well centere?
in the non-negative orthant. For instance, in [ U ] a steplengtha is determined so that for Algorithm 1: (29) and for Algorithm 2:
where we define p T = [xr,h7,vT,sT J along with similar notation for related terms. Using the less restrictive guidelines of [85] , the largest steplength & E (OJ] is chosen that satisfies:
for alla E [0,&] , where the subscript j refers to the jth element of the vector SVe and y is a positive constant chosen so that: min,(S,V,e), /(~oTv"/%eq) >Y' (34) Zhang and Zhang 1851 analyzed the convergence properties of infeasible interior point algorithms on horizontal LCPs, of which the LPs and QPs are special cases. Using the line search algorithm, they established the following properties for the infeasible path predictor-corrector algorithms given by Algorithms 1 and 2. * For both algorithms, the sequence of residuals l]r,,r2,r3, ,We// converges to zero Q-linearly.
Algorithm 1 [49] has a worst-case complexity bound of O(n;,,t) iterations. Here the residuals l\r,,r2,r3, P e l / are reduced by a factor of 2-', with t >1 .
Algorithm 2 has a better complexity bound of O(n,',fqt).
To develop an infeasible, interior point algorithm with rapid convergence, Wright and Zhang [83] modified Algorithm 2 by first generating a step with 0 = 0. If a line search along this "fast" step leads to a reduction in k, then a second order correction i s taken. Otherwise, this step i s rejected and a "safe" step i s generated with G E (0,1/ 21. For the line search they used similar inequalities to g, 2 0, g2 2 0 but with adaptive coefficients. In addition, they considered the case where nc correction steps were applied in each iteration. The detailed algorithm can be found in [83] . With these modifications, the following properties were proved:
For the modified algorithm, the pi converges to zero Qlinearly.
* For the modified algorithm, "fast" steps (with ci = 0) and multiple corrections are always allowed in some neighborhood of the solution.
* For this algorithm, 6 , + 1.
* The asymptotic convergence rate for this algorithm i s Q-A version of Algorithm 2 i s discussed in Albuquerque, et al. [3] , and we will refer to it as Interior Point SQP (ISQP) in the comparisons.
Finally, WG note that solution of the linear systems (22)- (24) and (28) can be reduced by eliminating the diagonal block matrices directly. For instance, substitution of the slack variables by the relation As = -V-'SAv leads to (33, where y4 =r3 + T I S ( SVesuperquadratic, of order n,. + 2.
ow)
Further elimination of the multipliers v and the variables x leads to the augmented and normal forms, respectively, for these linear systems, and these are commonly used (withe = 0) for the solution of linear programs.
Control and Optimization
We now consider the impact of these more efficient strategies in nonlinear programming for solving control problems, particularly in optimal control and model predictive control.
The roots of optimal control c m be traccd to calculus of variations in the early 17th century (Bryson 1111, Goldstine [26] ). Optimal control has evolved tremendously since then, a couple of notable events being the introduction of dynamic programming by Bellman [6] and that of the maximum principle by Pontryagin [60] . In the recent past, two classes of approaches have been dominant for the solution of optimal control problems: indirect and direct methods.
The indirect methods rely on Pontryagin's maximum principle [60] and are based on solution of the first order necessary conditions for optimality. An equivalent two-point boundary value problem (TPBVP) is derived and its solution is found. Any of single shooting, multiple shooting, and global methods are used for the solution of the BVP (see Bryson and Ho [12] for details). The indirect method works well for unconstrained problems, but the presence of inequalities in the model poses difficulties for these methods (Jones and Finch [30] , Ray [65] ).
On the other hand, the direct approach relies on applying a nonlinear programming solver to a finite-dimensional model which is obtained from the transformation of the original infinitedimensional problem through discretization. Most of the algorithms in this approach can be grouped into: Control Parameterization Techniques and Simultaneous Methods.
Control parametrization techniques
In the simultaneous approach, the optimization and the solution of the differential algebraic equations (DAEs) are considered together in the NLP problem formulation [ 1-51, [ 171, [45] , [66] , [75] . Here a suitable discretization strategy (e.g, implicit Runge-Kutta) is used to approximate both the state and control profiles. This method has advantages of dealing with profile and path constraints through bounds or inequalities which are a natural part of the NLP. It also avoids any issues related to infeasibilities in the intermediate solutions.
The simultaneous method provides an efficient way for solving highly constrained problems, but at the expense of solving large NLPs. Thus, as solution techniques for large-scale NLPs improve, simultaneous methods become more attractive for solving constrained optimal control problems. In this context, the recent developments for solving highly constrained, structured, large scale problems through adaptation of interior point inethods are particularly advantageous.
As a specialization of optimal control problems, model predictive control (MPC) or rAeceding horizon control is applied at discrete time steps to a plant model that predicts the effect of an input profile on the future states of the plant. For a discussion on the relevance of MPC and its connections to optimization, see [22] , [52] , [56] , [67] , [82] . Themodel predictive control problem can be given by: 
where T is the sampling time and A x -, and Aut-, are deviations about thenominaltrajectoryx,_,,u,-,.MPC has advantages in that it is a general control law to handle MIMO systems directly along with a framework to handle input and output constraints. This has led to a wide variety of applications and practical successes for MPC (see [62] ). Moreover, over the past five years, theoretical properties of MPC have been analyzed more deeply. Based on stabilty properties of LQG through Lyapunov analysis dating from the early 70s (Kleinman [37] , Kwon and Pearson [41] , Keerthi and Gilbert [34] ), the stability properties of MPC are now much better understood. In particular, Mayne, Rawlings and co-workers [50] , [64] , [71] , [72] have identified and analyzed several MPC problem formulations (e.g., infinite horizon, endpoint constrained, dual mode) which inherit these stability properties.
With MPC applied to linearized models, the optimization problem is solved with a simultaneous approach and this leads a large quadratic program to be solved on-line. Here, a simplified state space MPC formulation is given by:
where 0, = (x,,, -x, )' Q . J X~~, , -x, ) and the matrices D,, E, and vector d, derive from the inequality constraints in (36) . The MPC problem has an exploitable structure that leads to a structured Karush Kuhn Tucker (KKT) matrix. In particular, the system in (35) can be reordered in terms of sampling intervals to yield an almost block diagonal system(ABD) as illustrated by (41) 
This linear system can be decomposed efficiently using a number of methods. First, we can use a symmetric sparse solver (such as MA27 or MA47 in the Harwell library) to decompose (41) . Second, we can take advantage of the forward and backward coupling between time interval i and i + 1 through the state variables and multipliers, respectively, in order to derive a specialized decomposition that is linear in the number of intervals. To decouple, Dunn and Bertsekas [20] represented the multipliers and the changes in the control variables as linear functions of the changes in the state variables. This leads to a backward and forward recursion for the multiplier and state variables. respectively. Rao, et al. [63] , applied a related approach for quadratic programs generated for model predictive control with linear models. Here a Riccati transformation (with a linear relation between the d and A) was used to decompose the matrices in (41) for (22)-(24).
Albuquerque and Biegler [ 11 also applied these approaches to deal with nonlinear DAE systems without inequalities. They also noted that this approach could become ill-conditioned for unstable systems. To maintain a decomposition linear in the number of elements, the alternative SOLVEBLOK approach of DeBoor and Weiss [18] can be applied to (41) as this is an ABD system. Finally, efficient parallel decomposition strategies have also been derived such as the banded solver by Wright [8 11 . An illustrative MPC problem is described in the section on Computational Results.
Convex Programming for Robust Control
Consider the MPC problem (40) that needs to deal with a family of uncertain models. Badgwell [5] showed that the stability of these MPC controllers can be guaranteed through the imposition of an additional robustness constraint:
J,(U) >?(U*),
where U * is the optimal solution of (40) and U^ is a feasible solution to (40) derivedfrom shifting the solution to (40) at the previous time step. HereJ is the objective function from (40) using the nominal model andJ, is the objective function value for a particular uncertain plant model and the index set I = 1,. . . ,L, represents the family of uncertain plant models to be considered for the robust controller, Problem (40) augmented by the constraints (42) is convex, and can now be solved by conventional nonlinear programming solvers. However, as shown in Kassmann and
Badgwell [33] , application of interior point methods leads to a very efficient solution technique. By writing the KKT conditions for this system and modifying the complementarity conditions with (20)- (21) they linearized the system and applied a pnmal dual method to this problem along the lines of (22)- (23).
Through relinearization, the system is then converged via a modified Newton's method. Finally, Kassmann and Badgwell showed that the robust MPC problem can also be reformulated as a semi-definite program described below. (43) and semi-definite programs (SDP) of the form:
To appreciate the applications of these problem formulations, we consider a linear control problem in state space with an impulse response model. 
Uncertainty in the model coefficients can be given in terms of
By reformulating the problem and identifying extreme points of p in the uncertainty description, in 1441 it is shown that (45) can be simplified to the SOCP (43) . Interior point methods can be applied directly to yield an efficient solution of SOCP with an optimal control profile that is tolerant to all model uncertainties in H , k . Also, this approach could be extended (Boyd, Crusius and Hansson [SI) to the design of feedback controllers, with U = Kx. Through a transformation of variables and straightforward identification of extreme points in the uncertainty description, this problem can also be formulated as an SOCP Finally, interior point methods for solving linear matrix inequalities (LMIs) are useful for the derivation of worst case bounds for the synthesis of feedback controllers. Using a Lyaponov analysis, linear matrix inequalities are derived (Boyd, et al. [lo] ) that ensure positive definiteness of the Lyapunov func- tion matrix. These relations can be used to analyze the stability of existing control systems and also extend this formulation for the synthesis of feedback controllers. Incorporating the LMIs into a worst case problem formulation that includes an uncertainty description of the plant model also allows the problem to be reformulated as a semidefinite program (44) which can be solved readily via interior point methods [57], [76] . Several examples of these convex problem formulations are also presented in [9] , [lo] , [761.
Computational Results for Nonlinear MPC
In this section, we describe the solution of two large-scale NLPs using the SQP algorithm, modified with an IP solver for the QP subproblem as in [3] . The first example is an optimal control problem which demonstrates that the number of iterations in interior point and active set methods could differ by orders of magnitude for a large number of time steps. The second example is based on the Tennessee Eastman challenge problem [19] .
Agam, a challenging aspect of optimal control and dynamic optimization problems is the presence of many inequality constraints, These arise from safety considerations as well as physical limitations in the control input. In the formulation the number of inequalities also increases with the number of time steps. As a result the worst case scenario of an active set approach could considerably slow the solution time. Interior point methods therefore have advantages not only because they tend to converge in a fixed number of iterations, but also because they preserve the original structure of the KKT conditions. For optimal control problems, interior point formulations have a fixed structure that is sparse and almost block diagonal. Because of this sparse fixed structure and the block diagonal form, sparse matrix solvers should be very efficient.
Illustrative Optimal Control Problem
In the test problems reported by [3] , active set methods generally require a number of iterations that grows superlinearly with the size of the problem, whereas with interior point methods, the number of iterations is constant independent of the number of time steps. As an example, we compare the performance of the following quadratic optimal control problem previously described in [7] and [27] . x , ( t ) = x , ( t )
This problem has a control profile which is at its bounds for about half of the time horizon, as seen in Fig. 1 . When solving this problem we consider successively finer implicit Euler discretizations and this leads to a direct increase in the total number of bounds and the number of active constraints. For an increasing number of time steps, we compare the number of iterations for ISQP, and two active set based codes, MINOS 155 J and QPSOL [24] in Fig. 2 . As seen from the figure, the number of iterations for MINOS and QPSOL increases significantly with the number of time steps (active constraints), whereas the interior point method remains at a constant six iterations.
Model Predictive Control of the Tennessee Eastman Reactor
This example, described in 121, 1731 investigates interior point techniques with a simultaneous, Newton-based approach for a realistic, nonlinear MPC problem. In the MPC model, an optimal control problem of output horizon n y , and input horizon n , must be solved at each time step. Consequently any MPC algorithm must have efficient means of solving the optimal control problem repeatedly, even for difficult nonlinear DAE models. Downs and Vogel [I91 describe the Tennessee Eastman Challenge Problem while Ricker and Lee [68] developed a state space model for this system.
Here we consider the control of the reactor unit, a two phase, jacketed CSTR, with the reaction dynamics occumng in the vapor phase. The DAE model of eight differential and 28 algebraic equations, with 36 state and two control profiles is described in [2] .
Tight control of this reactor is necessary because it contains an unstable mode with causes the pressure to increase exponentially. To guarantee stable solution, a Runge-Kutta (or collocation) discretization is needed as well as an additional endpoint constraint on the unstable mode, pressure. The endpoint constraint changes the problem from an unstable initial value problem to a stable two point boundary value problem (BVP) [4] . Solution of the BVP is then straightforward when a simultaneous approach is applied.
The DAE system was discretized using collocation on finite elements, with equally spaced element lengths chosen at a value of six minutes. The sampling intervals for the model predictive controller were also chosen to have this same time span. Within each finite element two collocation points were used. As a result the discretized system contains 110 variables and 108 equality constraints per time step. The number of variables takes into consideration the fact that the two control variables (reactor temperature and inlet feed flow rate) are constant throughout the finite element.
In this optimal control problem, 14 inequality constraints were imposed per time step. They involve maximum and minimum bounds as well as rate of change bounds on some inputs and outputs. The remaining constraints of the optimal control problem include the initial conditions on the differential variables. The objective function is quadratic (see [3] for details).
Both the ABD system and the original ordered system, (41) and (35) , respectively, were used for simulation studies. These simulation studies also compared the application of sparse symmetric solvers MA27 and MA47, and the nonsymmetric solver MA28 from Harwell [3] . In this solution of the nonlinear optimal control problem the initial point was chosen close to the steadystate values. As a result relatively few SQP iterations were required. For all cases, the input horizon nu = 4.
The performance results using a Mehrotra predictor-corrector (PC) implementation and ISQP are given in Table 1. This table  also gives information about the problem size (the number of primal variables, equality constraints, inequality constraints), the number of active inequalities at the solution as well as the total CPU seconds (DEC AlphaJ400) for solving the nonlinear optimal control problem. For all of the simulations the number of Newton iterations and the total number of interior point iterations remain about the same as the problem size increases.
As is typical of interior point algorithms, the number of iterations required to solve the quadratic programming problem is independent of the number of inequalities in the problem. In fact the simulation examples revealed that approximately 10 interior point iterations are required per QP (or Newton step). The benefit of using interior point techniques becomes evident when the simulation with an output horizon of 320 time steps is examined. In that problem the solution has 1264 active constraints. If an active set method using the typical one constraint at a time technique were used, the solution would require on the order of 1264 iterations! Keeping this in mind, the 33 iterations taken by our IP solver for the entire NLP seems trivial. Thus, for large structured problems in the range of 10,000 to over 100,000 variables, interior point techniques provide great promise for the solution of problems with a large number o f inequality constraints. Several simulations were considered in [3] that demonstrate the performance of this nonlinear controller. From these results, the performance of the NLP solver appears to be fast enough for online model predictive control as the longest simulation took 295 seconds to obtain the optimal control profile, well within the 6 minute sampling time. Consequently, the simulations illustrate that solutions to nonlinear optimal control problems can be solved efficiently. Moreover, interior point QP strategies have also been applied to large problems in controller design and state estimation strategies [73] , [74] .
Conclusions
While great strides have been made in the solution of large NLPs, the presence of many inequality constraints still raises computational challenges, especially with current active set methods. On the other hand, in the solution of LPs, QPs and LCPs, interior point methods have been shown to be superior, especially for very large systems. For this reason, we briefly reviewed the application of these IP methods to QP subproblems arising in (linear) model predictive control and in the solution of large, structured NLPs for nonlinear model predictive control. For these systems, the large number of total and active constraints can lead to an expensive combinatorial procedure with active set methods. In contrast, the performance of IP methods for these problems is independent of the problem and constraint size consequently, significant improvements in speed are realized. Moreover, similar results have been observed in the identification of dynamic systems [74] .
In addition, this study also considered a general class of IP solvers including algorithms developed in [49] , [83] , and [85] .
The improvement of these IP solvers represents a very active research field and will lead to even more efficient methods for the solution of LPs, LCPs and QPs. Moreover, these IP methods are readily extended to nonlinear convex problems and these also have important applications in control. Convex programs arise in the analysis and synthesis of robust control systems. Here we briefy review the formulation of semidefinite programs and second order cone programs by Boyd and co-workers. Recent work by Kassmann and Badgwell [33] has also shown the applicability of these approaches to robust model predictive control. The wealth of linear and nonlinear problem classes that can be solved with interior point methods leads us to consider tempting IP generalizations for the direct solution of NLPs (not just through QP subproblems). For this one can consider formulating an IP method based on the solution of the following equality constrained nonlinear optimization problem: 
Here the KKT conditions, constraints and relaxed complementarity conditions of the original NLP problem are solved directly. Through the choice of a convex, non-negative objective function (with f ( 0 ) = 0), the additional variable q is then driven to zero by solving the NLP and restricting the search only to non-negative values of s and v. To solve this problem, reduced Hessian SQP can be applied directly with an algorithm that is very similar to the predictor-corrector steps shown in (22) and (24).
Based on recent results and application to control and optimization, we see that future work will be devoted to the following three areas. First, IP methods for the solution of large, structured LPs and QPs can be extended within a number of domains, including system and parameter identification and various types of synthesis and analysis of inequality constrained problems in model-based control. In particular, significant advantages can be achieved by exploring detailed issues related to the decomposition of large, linear systems that arise with these methods.
Second, further analysis of the convergence properties of these IP methods is desirable, especially with respect to solving nonlinear problems efficiently and directly. This can be done, for instance, by considering efficient algorithms for the solution of (47) and through the choice of a proper objective function. Finally, the availability of efficient IP algorithms for linear and nonlinearly constrained problems, such as SDPs and SOCPs, leads to strong incentives to model difficult problems in control synthesis and analysis in this form. Recent work has shown that previously intractable problems can now be solved efficiently through the application of IP methods.
