INTRODUCTION AND BACKGROUND
Non-communicable diseases (NCD) such as heart disease, stroke and cancer account for the major burden of disease globally. 1 The WHO provides a framework for understanding risks for these leading NCDs, 2 which includes intermediate risk (raised blood sugar, raised blood pressure, dyslipidaemia, overweight and obesity, and abnormal lung function), behavioural and environmental factors (unhealthy diet, physical inactivity, tobacco and alcohol use, air pollution, age and heredity) and underlying determinants (globalisation, urbanisation, population ageing and social determinants). This short list begins to hint at the complexity of the interaction of these risk factors, and, more recently, large scale mapping exercises such as the Foresight map of the obesity system 3 have begun to unpick the underlying complexity driving these diseases.
The complexity of NCD risk provides challenges for the design and intervention of large-scale population prevention efforts, not least of which is the provision of data to understand the effectiveness of interventions in real time. Most interventions propose a logic model targeting one or several of the elements of the WHO NCD Framework. Many have difficulty in evaluating these effects due to the cost and difficulty of collecting these data and the limited utility of the time lags inherent in current data collection methods for measuring population risk. 4 There may be lessons from other fields that can provide insight into the problems of inadequate population data to understand trends in NCD risk and outcomes. Notable among these is the population monitoring of behavioural trends in other fields using online web access data as a proxy for actual population behaviour. 5 Such an approach involves collecting trend data from online searches related to behaviours and assessing their utility in predicting population behaviour trends tested against measured data. The use of web access data using 'Google Trends' has proved to have some utility in predicting short-term values of a range of economic indicators, 5 notably automobile sales, unemployment claims and consumer confidence. 6 The approach has also been used to predict consumer behaviours around purchasing of movies, video games and songs. 6 Recent applications in public health include comparisons of measured epidemic data related to an outbreak of Salmonella enterica in the USA in 2009 with a search volume of associated conditions (eg, 'diarrhea', 'peanut butter', 'food poisoning', etc). 7 The authors demonstrated strong associations between the epidemic curve and case incidence and point to the potential for using search terms in surveillance of other such outbreaks. 8 Others have demonstrated strong correlations between Google search trends and measured data for outbreaks of influenza (r=0.9), gastroenteritis and chickenpox. 9 For influenza, one study was able to accurately estimate influenza activity for each state of the USA with a lag of 1 day. 10 11 Work in Australia and the European Union 12 13 has had mixed success in reporting correlations of between 0.39 and 0.94 between sentinel site physician-based case ascertainment and Google Flu Trends. During a recent pandemic, Valdivia et al 13 found a strong correlation between the Google Flu Trends and sentinel networks systems in several European countries. Additional applications include the use of Web search logs to detect adverse events of drugs.
Recent work has also begun to apply similar methods to understanding NCD risk. Carr and Dunsiger 15 assessed the utility of Google search volumes as a proxy for population interests in four areas of behaviour change: fitness, diet, weight loss and smoking. These and other authors 16 have found seasonal variation in population interest in these terms. These studies provide useful signposts for future directions, notably a greater emphasis on understanding geographic variability, more sophisticated treatment of search terms and the need for the development of predictive functions developed in parallel with measured data to increase the future utility of using web search information to support population health intervention. Should the use of web search activity data prove useful as a proxy for NCD-related risk behaviour, it may provide a step change in the ways in which large-scale interventions are implemented, evaluated and tracked over time. In this paper, we explore the utility of applying machine learning methods to population-level web search activity behaviour to predict chronic disease risk factors.
METHODS
This study develops predictive models based on data from the continental USA. A derivation phase used data prior to a given target year to construct a predictive model. A validation phase then applied the model to the data from the target year to predict outcome.
Derivation phase
A target year for prediction of NCD risk factors/diseases is chosen. The derivation phase fits the model (see equation (1)) using independent and dependent variables from historical data prior to the target year. 
Extraction of independent variables-web search activity data
The independent variables are the relative web activity volumes for terms measured in Google Trends and derived as follows:
Selection of terms: 22 seed terms are derived from the WHO's Causes of NCD framework: alcohol, exercise, inactivity, workout, fruits, vegetables, diet, tobacco, smoking, drug, pollution, hypertension, obese, obesity, overweight, cancer, cardiovascular, coronary, stroke, myocardial, infarction, diabetes.
To reduce the effect of syntactic variation in search terms, two measures were taken to expand the set of independent variables. First, for each of the seed terms, 100 other terms that co-occur frequently in English Wikipedia were generated, using the website semantic-link.com. 18 For example, for the seed 'obese', semantic-link returns 'overweight', 'BMI', 'calorie', and so on. Next, terms were pooled together, resulting in 1427 unique terms (see online supplementary appendix).
Extracting web search activity data: Each term was input to Google Trends, 19 which returns year/state-wise relative search volumes for that term (eg, relative search volume for 'diabetes' in Iowa at year 2010). For each state and year, these data for all pooled terms constitute the independent variables.
Regression modelling
A model was derived for each NCD risk outcome using the derivation data from all states prior to the target year. The model takes the form of a linear regression. It maps the independent variables, which consists of state-wise relative web search activity in a particular year, to the dependent variable, that is, a particular WHO NCD risk factors/disease prevalence.
In other words, each unit observation corresponds to a state at a particular year. Let y i denote the prevalence of an NCD variable Y for the observation unit i (eg, state Iowa at year 2010). Let x i be the corresponding vector of independent variables that indicates the search activities for the unit i. The following regression model connects y i with x i :
where e i is an error term. Note that the vector of independent variables x i is the same for different risk factors (dependent variables). The fitting of coefficient vector β seeks to optimise prediction in the future years and hence is regularised by a lasso constraint jjbjj 1 , c, where the threshold c was determined through 10-fold cross-validation. 20 
Validation phase
Independent variables for the target year (not included in the derivation phase), constructed by Google Trends, were inputted to the model through Equation (1) yielding a predicted value. This is compared with the measured NCD risk factor/disease prevalence for the target year (figure 1). Predictive accuracy is measured through Pearson correlation of the state-wise prevalence and Spearman's r on the relative order of the 50 states.
RESULTS
Google Trends produced a web-search-activity for 1427 terms in the USA from 2004 to 2012. A table of the expanded terms in contained in the Appendix (web access only table A.1).
For each of the elements of the WHO NCD risk framework, measured values were compared with predicted values based on the machine learning prediction described earlier. Figure 2 shows the predicted values made 1 year ahead of CDC measured data. 
DISCUSSION
This paper presents evidence that a predictive regression model based on web access data collected via Google-based searches is strongly associated with measured prevalence estimates of NCD risk in the USA from routinely collected population data. Taken at the state level, the models appear to be strongly predictive across multiple NCD risk factors and absent of any systematic bias. The approach also appears to accurately predict the rank order of states across the USA for each of the NCD risk factors examined. The potential utility of this approach is threefold: first, the web-based activity query data are free, publicly available in almost real time and so this approach has the potential to provide immediate feedback to intervention implementation and evaluation. Second, the predictions can be generated ahead of measured data, which in the case of many population surveys can take up to 2 years to be cleaned and become publicly available. Third, the results indicate that web search activity data may be a proxy for measured data and so may alleviate some of the resource burden required for large data collection. The data used to represent population-level trends in risk for each state of the USA represent the best population-level risk data available over time for the USA. Previous approaches to testing web terms as a proxy for NCD risk behaviour at population level 15 have considered time trends at the country level. The use in this paper of machine learning to develop predictive models at the state level over multiple years represents a significant advance. The ability to analyse the data at the State level provides the potential to understand effects of differential statelevel policies directed at prevention of chronic disease and to examine the effectiveness of the logic underpinning the intervention design at each level. In this case, we have used the WHO NCD framework, but this could equally be applied to a more specific logic model which was targeting one single behaviour at multiple levels of influence.
Freely available public data are disaggregated only to the state level in the USA and to country level elsewhere. This necessitates a larger scale surveillance of population web activity data. It may, however, be possible to access data at a finer level of aggregation. This study examines search terms (and therefore regions) limited to English, which may introduce increased uncertainty in predicted values in states where a larger proportion of web searches may be conducted in other languages. Studies in other languages do show promise; for example, Kang et al 22 examined influenza surveillance data from Centres for Disease Control in China between 2008 and 2011 and found strong correlations between influenza-related search terms, such as fever, and surveillance data with correlations of 0.73 (95% CI 0.66 to 0.79).
The search terms tested here are based only on those entered into the Google search platform. While Google is the dominant search engine, comprising more than 70% 23 of all searches conducted in the USA, there is some variance in state usage and this may have some influence on results. The use of a web-based platform also has the potential to under-represent minority and low socioeconomic status populations which have low technological literacy or difficulties with accessing computers and web search engines. These differences are most apparent in population surveys showing disparities between highest (97% access) and lowest (55% access) income groups and highest (93%) and lowest (48%) educational attainment with less evidence of geographical variance in access. 24 An additional challenge in the monitoring of health risk factors, particularly for behaviours such as diet and physical activity, is the limitations of self-report population data. The approach used in this study represents a significant advance which may provide a cheaper, simpler and much faster substitute for self-reported surveys, but as it uses self-reported risk factor data as the 'gold standard' for training the model, it is not likely to be able to overcome some of the inherent limitations and biases in these population survey methods.
The strong associations between measured health-related behaviours and web access data suggest that this approach may provide a valid proxy for population behaviour which can be calculated at any one point in time. In contrast to population risk surveys, which in most countries are at best annual, based on representative samples and subject to bias inherent in variable response rates and measurement error, this approach provides a universal sample based on web access data. One of the most important advances this provides is increased timeliness of the analysis, which in turn may shorten policy and practice response times to address identified issues. Influenza surveillance research is leading the way in this area: Polgreen et al 25 developed linear models based on Yahoo search terms to try and predict positive influenza cultures and mortality due to influenza and pneumonia and found that they could almost real time feedback to policymakers on population health trends.
There has been recent debate about the utility of Google Flu Trends 26 27 for public health surveillance. While these studies report some discrepancies between Google Flu Trends and measured CDC data, web activity data from Google and other sources (eg, Wikipedia) remain a useful proxy when no real-time data are available. 28 29 The analytical techniques presented in these manuscripts and in this paper represent new approaches to public health risk surveillance and so validity is a major consideration. To generate a proxy for population behaviour using web activity data, we used lasso regression, a well-established predictive modelling method 30 with broad applications in medicine and public health. [31] [32] [33] We assessed validity using a common approach 34 by testing the model built using historical data comparing overall performance against later years (Pearson correlation ranging from 0.81 to 0.96).
With web access becoming more and more ubiquitous through smart phone technology and latterly wearable and interactive technologies such as Google Glass, the likelihood of people accessing the web to gather information around changing behaviours is only set to grow. A new approach such as this one, which is relatively low cost and which can be deployed at any point in time, can provide a real -ime strongly correlated proxy of population behaviour. This, in turn, provides the potential to track changes in populations as they naturally occur through seasonal variation 16 as well as track the effectiveness of intervention. This level of information may provide the opportunity to understand the effectiveness of heterogeneous policy settings in different countries and the temporal impact of policy changes.
A further application may be in situations where surveillance data do not exist or are collected only rarely. The USA conducts annual surveys of health behaviour but other countries have limited or no population level surveillance. Several questions remain including whether algorithms developed using US data are applicable de novo to other regions (countries and smaller levels of geographical abstraction) or whether the full process of training web predictions on existing, region specific population health outcome data is required in each case.
These results suggest that web access may provide a proxy for chronic disease risk. To further validate this method and test this hypothesis, observational studies within individuals may be needed to establish the direct relationship between web activity and risk-related behaviour at an individual level over a longitudinal study. A second major direction for this research is to examine the sensitivity of such an approach in identifying population behaviour changes in response to policy level intervention. Examination of changes in web access data in response to changes in policy settings, such as a sugar sweetened beverage tax, 35 could provide a greater understanding of the utility of the method as a support for policymakers and intervention evaluation. Further research is required to understand how the method described here may be applied in similar ways to that used in Google Flu Trends. 36 A third direction of further research will be to examine the extent to which the method can provide accurate estimates of risk factors over shorter time periods (compared with the annual estimations in this study) to track seasonal and shorter term fluctuations, particularly in risk behaviours, and in smaller geographic areas. This greater sensitivity to track risk factors in smaller areas or shorter time frames would also dramatically increase the value of this method to evaluate the impact of interventions in the population.
CONCLUSIONS
The high predictive validity of web search activity for NCD risk provides exciting opportunities for the evaluation of public health policy intervention across the full risk spectrum. The potential for these methods to provide real-time feedback during the policy implementation phase presents a potential step change in public health practice.
What is already known on this subject
Web search activity data have been tested for their utility in understanding population behaviour and trends in pharmaceutical purchasing, influenza outbreaks and health purchasing. Seasonal changes in chronic disease risks have been identified using web search activity data, but to date the longer term trends have not been examined against measured population data nor has this been done across the range of modifiable chronic disease risks. This study compares web search activity data relating to key modifiable risk factors for chronic disease with measured population data from the US Centres for Disease Control and Prevention. Web search activity data may provide a proxy for population risk behaviour that can be collected and tracked in real time and so provide some utility for large-scale policy intervention and real-time risk surveillance.
What this study adds
This study suggests strong associations between web search activity data pertaining to chronic disease risk factors and measured risk prevalence across the USA.
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