Abstract-We propose a classification test to discriminate Markov sources based on the joint string complexity. String complexity is defined as the cardinality of a set of all distinct words (factors) of a given string. For two strings, we define the joint string complexity as the cardinality of the set of words which both strings have in common. In this paper we analyze the average joint complexity when both strings are generated by two Markov sources. We provide fast converging asymptotic expansions and present some experimental results showing usefulness of the joint complexity to text discrimination.
I. INTRODUCTION
In the last decades, several attempts have been made to capture mathematically the concept of "complexity" of a sequence, i.e. the number of different factors contained in a sequence. In other words, if X is a sequence and I(X) its set of factors (distinct subwords), then the cardinality |I(X)| is the complexity of the sequence. For example, if X = aabaa then I(X) = {ν, a, b, aa, ab, ba, aab, aba, baa, aaba, abaa, aabaa} and |I(X)| = 12 (ν denotes the empty string). Sometimes the complexity of a string is called the I-complexity [4] . The notion is connected with quite deep mathematical properties, including rather elusive concept of randomness in a string (see e.g., [2] , [10] , [11] ).
In general, information contained in a string cannot be measured in absolute and a reference string is required. To this end we introduced in [3] the concept of the joint complexity, or J-complexity, of two strings. The J-complexity is the number of common distinct factors in two sequences. In other words, the J-complexity of sequences X and Y is equal to J(X, Y ) = |I(X) ∩ I(Y )|. We denote by J n,m the average value of J(X, Y ) when X is of length n and Y is of length m. In this paper, we study the joint string complexity for Markov sources when n = m.
The J-complexity is an efficient way of estimating similarity degree of two strings. For example, genome sequences of two dogs will contain more common words than genome sequences of a dog and a cat. Similarly, two texts written in the same language have more words in common than texts written in very different languages. Also, the J-complexity is larger when languages are close (e.g. French and Italian), and smaller when languages are different (e.g. English and Polish). Furthermore, texts in the same language but on different topics (e.g. law and cooking) have smaller J-complexity than texts on the same topic (e.g. medicine).
In this paper we offer a precise analysis of the joint complexity, (see also [7] ) together with some experimental results (cf. Figures 1 and 2 ) confirming usefulness of the joint string complexity for text discrimination.
In [3] is proved that the J-complexity of two texts generated by two different binary memoryless sources grows as γ n κ √ α log n for some κ < 1 and γ, α > 0 depending on the parameters of the sources. When the sources are identical, then the Jcomplexity growth is O(n), hence κ = 1. When the texts are identical (i.e, X = Y ), then the J-complexity is identical to the I-complexity and it grows as n 2 2 [8] . Indeed, the presence of a common factor of length O(n) inflates the J-complexity to O(n 2 ). We should point out that our experiments indicate a very slow convergence of the complexity estimates for memoryless sources. Furthermore, memoryless sources are not appropriate for modeling many sources, e.g., natural languages. In this paper and [7] we extend the J-complexity estimates to Markov sources of any order for a finite alphabet. Although Markov models are no more realistic in some applications than memoryless sources, they seem to be fairly good approximation for text generation.
Joint string complexity has a variety of applications, such as the detection of similarity degree of two sequences, for example "copy-paste" in texts or documents. It could also be used in analysis of social networks (e.g. tweets that are limited to 140 characters) and classification. Therefore it could be a pertinent tool for automated monitoring of social networks. However, real time search in blogs, tweets and other social media must balance quality and relevance of the content, which -due to short but frequent posts -is still an unsolved problem.
In this paper, we derive a second order asymptotics for Jcomplexity for Markov sources of the following form for some β > 0. This new estimate converges faster, although for text length of order n ≈ 10 2 one needs to compute additional terms. In fact, for some Markov sources our analysis indicates that J-complexity oscillates with n. This is manifestated by appearing a periodic function Q(log n) in the leading term of our asymptotics. Surprisingly, this additional term even further improves the convergence for small values of n.
In view of these facts, we propose to use the J-complexity to discriminate between two identical/non-identical Markov sources [15] . We introduce the following discriminant function
for two sequences X and Y of length n. This discriminant allows us to determine whether X and Y are generated by the same Markov source or not by verifying whether
respectively. In this conference paper we mainly concentrate on the analysis of J-complexity leaving further analysis of the discriminant d(X, Y ) to a forthcoming full paper (see also [7] ). However, we present some experimental evidence of usage of our discriminant in real texts. In Figure 1 we compare the joint complexity of a simulated English text to the same length texts simulated in French and in Polish. We also compare it to our theoretical results. In the simulation we use a Markov model of order 3. It is easy to see that even for texts of lengths smaller than a thousand one can discriminate between these languages. In fact, computations show that for English versus French we have κ = 0.18; versus Greek: κ = 0. (cf. Theorems 4 and 2, respectively; and versus Polish: κ = 0.01, The theoretical curve is computed via the iterative resolution of functional equations (7) and (9) (although the curve for Polish vs English should be flat). limitation it is not displayed here.
Single string complexity was studied extensively in the past. The literature is reviewed in [8] where precise analysis of string complexity is discussed for strings generated by unbiased memoryless sources. Another analysis of the same situation was also proposed in [3] where for the first time the joint string complexity for memoryless sources was presented. It was evident from [3] that precise analysis of the joint complexity is quite challenging due to intricate singularity analysis and infinite number of saddle points. In this paper we deal with the joint string complexity for Markov sources. To the best of our knowledge this problem was never tackled before except in our recent paper [7] . As expected, its analysis is very sophisticated but at the same time quite rewarding. It requires generalized (two-dimensional) dePoissonization and generalized (two-dimensional) Mellin transforms.
II. MAIN RESULTS

A. Models and notations
We begin by introducing some general notation. Let ω and σ be two strings over alphabet A. We denote by |ω| σ the number of times σ occurs in ω (e.g., |abbba| bb = 2). By convention |ω| ν = |ω| + 1, where ν is the empty string.
Throughout we denote by X a string (text) whose complexity we plan to study. We also assume that its length |X| is equal to n. Then the string complexity is
where 1 A is the indicator function of a Boolean A. Notice that |I(X)| is equal to the number of nodes in the associated suffix tree of X [8] , [14] (see also [5] ). Now, let X and Y be two sequences (not necessarily of the same length). We define the joint complexity as the cardinality of the set J(X, Y ) = I(X) ∩ I(Y ). We have
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We now assume that both strings X and Y are generated by two independent Markov sources of order r (we will only deal here with Markov of order 1, but extension to arbitrary order is straightforward). We assume that source i, for i ∈ {1, 2} has the transition probabilities P i (a|b) from state b to state a, where (a, b) ∈ A r . We denote by P 1 (resp. P 2 ) the transition matrix of Markov source 1 (resp. source 2). The stationary distributions are respectively denoted by π 1 (a) and π 2 (a) for a ∈ A r . Let X n and Y m be two strings of respective lengths n and m, generated by Markov source 1 and Markov source 2, respectively. We write J n,m = E(|J(X n , Y m )|) − 1 for the joint complexity, i.e. omitting the empty string. We now present our main theoretical results in a series of theorems each treating different cases of Markov sources.
B. Summary of Main Results
We say that a matrix
Theorem 1: Consider the average joint complexity of two texts of length n generated by the same general stationary Markov source, that is, P := P 1 = P 2 . (i) [Noncommensurable Case.] Assume that P is not logarithmically rationally balanced. Then
where h is the entropy rate of the source.
(ii) [Commensurable Case.] Assume that P is logarithmically rationally balanced. Then there is > 0 such that:
where Q 0 (.) is a periodic function of small amplitude. Now we consider sources that are not the same and have respective transition matrices P 1 and P 2 . The transition matrices are on A r × A r . If (a, b) ∈ A r × A r , we denote by P i (a|b) the (a, b)-th coefficient of matrix P i . For a tuple of complex numbers (s 1 , s 2 ) we write P(s 1 , s 2 ) for a matrix whose (a, b)-th coefficient is (P 1 (a|b)) −s1 (P 2 (a|b)) −s2 . We first consider the case when matrix P(s 1 , s 2 ) is nilpotent [9] , that is, for some K the matrix P K (s 1 , s 2 ) is a null matrix. Theorem 2: If P(s 1 , s 2 ) is nilpotent, then there exists γ 0 such that lim n→∞ J n,n = γ 0 := 1(I − P(0, 0)) −1 |1 where 1 is the unit vector and ·|· is the scalar product.
This result is not surprising and rather trivial since the common factors can only occur in a finite window at the beginning of the strings. It turns out that γ 0 = 1168 for 3rd order Markov model of English versus Polish languages used in our experiments.
Throughout, now we assume that P(s 1 , s 2 ) is not nilpotent. We denote by K the set of real tuple (s 1 , s 2 ) such that P(s 1 , s 2 ) has the main eigenvalue λ(s 1 , s 2 ) = 1. Let
Easy algebra proves that κ < 1. 
There exist γ 1 and > 0 such that
(ii) [Commensurable Case.] Let now P 2 be logarithmically rationally balanced. There exists a periodic function Q 1 (.) of small amplitude such that
The case when both c 1 and c 2 are between −1 and 0 is the most intricate. 
(ii) [Commensurable Case.] Let P 1 and P 2 be logarithmically commensurable matrices. Then there exists a double periodic function Q 2 (.) of small amplitude such that (1)).
III. THEORETICAL ANALYSIS
In this section we present a sketchy proof of our main results.
A. Equivalence of Suffixes Tress and Independent Tries
We have the identity:
(4) In [13] the generating function of P (w ∈ I(X n )| ≥ 1) for Markov sources is derived. It involves the autocorrelation polynomial of word w. However, to make our analysis tractable we notice that w ∈ I(X n ) is equivalent to the fact that w is a prefix of at least one of the n suffixes of X n . But this is not sufficient to push forward our analysis. We need a second much deeper observation that replaces dependent suffixes with independent strings to shift analysis from suffix trees to tries, as already observed in [5] . In order to accomplish 2013 IEEE International Symposium on Information Theory it, let's define I 1 (n) (resp. I 2 (n)) to be the set of prefixes of n independent strings generated by source 1 (resp. 2). Define
The following holds.
Lemma 1: For some > 0
A proof of this lemma follows from [5] , [12] , and will be given in the journal version of this paper.
B. Functional Equations
where w ∈ aA * means that w starts with an a ∈ A. Notice that C a,m,n = 0 when n = 0 or m = 0. Using Markov nature of the string generation, the quantity C a,n,m for n, m ≥ 1 satisfies the following recurrence for all a, b ∈ A
where n a (resp. m a ) denotes the number of strings among n (resp. m) independent strings from source 1 (resp. 2) that have symbol a followed by symbol b. The unconditional average C n,m satisfies for n, m ≥ 2
We introduce the double Poisson transform of C a,n,m as
that translates the above recurrence into the following functional equation:
Furthermore, the cumulative double Poisson transform
satisfies
C. DePoissonization
Using [6] , [7] , [14] we prove the following lemma. Lemma 2 (DePoissonization): When n and m tend to infinity:
This equivalence is obtained by proving some growth properties of C(z 1 , z 2 ) when (z 1 , z 2 ) are complex numbers.
D. Same Markov sources
We first present a general result when the Markov sources are identical: P 1 = P 2 = P. In this case (7) can be rewritten with c a (z) = C a (z, z):
This equation is directly solvable by the Mellin transform c *
Then the Mellin transform c
where 1 is the vector of dimension |A| made of all 1's, I is the identity matrix, and P(s) = P(s, 0) = P(0, s), π(s) is the the vector made of coefficients π(a) −s and .|. denotes the inner product.
By applying the methodology of Flajolet [1] , [14] , the asymptotics of c(z) for | arg(z)| < θ is given by the residues of the function c * (s)z −s occurring at s = −1 and s = 0. They are respectively equal to 2 log 2 h z and −1 − 1(I − P(0, 0)) −1 π(0) . The first residues comes from the singularity of (I − P(s)) −1 at s = −1. This leads to Theorem 1(i). When P is logarithmically rationally balanced then there are additional poles on a countable set of complex numbers s k regularly spaced on the line (s k ) = −1, and such that P(s k ) has eigenvalue 1. These poles contributes to the periodic terms of Theorem 1(ii).
E. Different Markov Sources
In this section we establish Theorems 3 and 4. Since P 1 = P 2 we cannot obtain a functional equation for C a (z, z)'s, and therefore we have to deal with two variables z 1 and z 2 . We define the double Mellin transform C * 
(15) where (ρ 1 , ρ 2 ) belongs to the fundamental strip of C * (s 1 , s 2 ). Let L(s) be the function of complex s such that P(s, L(s)) has eigenvalue 1 or where (I−P(s 1 , s 2 )) −1 cease to exist. The function L(s) is meromorphic and has several branches; one branches describes the set K when s is real. Now to evaluate the double integral (15) we move the line of integration with respect to s 2 from ρ 2 to some M > 1 collecting on the way all residues. In particular, the dominant residue at s 2 = L(s) contributes
where μ(s) is the residue of , s 2 ) is the main eigenvalue of P(s 1 , s 2 ) that contributes to the leading term in the expansion of C(z, z). For more details see [7] where detailed analysis is presented in the case when P 2 corresponds to the uniform memoryless case, i.e. . This proves Theorem 4 in the general case. However, in the case when P 1 and P 2 are logarithmically commensurable, the line (s 1 ) = c 1 contains an infinite number of saddle points that contribute to the double periodic function Q 2 (log n) (cf. [7] for more details).
