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The Hamiltonian formalism is extremely elegant and convenient to mechanics problems. However,
its application to the classical field theories is a difficult task. In fact, you can set one to one
correspondence between the Lagrangian and Hamiltonian in the case of hyperregular Lagrangian.
It is impossible to do the same in gauge-invariant field theories. In the case of irregular Lagrangian
the Dirac Hamiltonian formalism with constraints is usually used, and this leads to a number of
certain difficulties. The paper proposes a reformulation of the problem to the case of a field without
sources. This allows to use a symplectic Hamiltonian formalism. The proposed formalism will be
used by the authors in the future to justify the methods of vector bundles (Hamiltonian bundles) in
transformation optics.
Keywords: Maxwell’s equations; curvilinear coordinates; symplectic manifold; Hamiltonian formalism; dou-
bling of variables
I. INTRODUCTION
The Hamiltonian formalism [1] is well known and
widely used in geometrical optics. As a Hamiltonian the
Hamiltonian of material particle is used.
In the case of wave optics there is a number of diffi-
culties in the construction of the Hamiltonian formalism.
Since the Lagrangian of the electromagnetic field is not
regular, then the construction of a symplectic Hamilto-
nian formalism is not possible. The Dirac formalism with
constraints is commonly used to gauge theories.
However, if we restrict ourselves to systems without
sources, it is possible to build a standard symplectic
Hamiltonian formalism.
This article demonstrates the impossibility of con-
structing symplectic Hamiltonian for the general case
of the electromagnetic field. In the case of the source-
less field the general method for constructing symplectic
Hamiltonian and the example of such constructing are
presented.
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II. NOTATIONS AND CONVENTIONS
1. We will use the notation of abstract indices [2]. In
this notation tensor as a complete object is denoted
merely by an index (e.g., xi). Its components are
designated by underlined indices (e.g., xi).
2. We will adhere to the following agreements . Greek
indices (α, β) will refer to the four-dimensional
space, in component form it looks like: α = 0, 3.
Latin indices from the middle of the alphabet (i, j,
k) will refer to the three-dimensional space, in the
component form it looks like: i = 1, 3.
3. The comma in the index denotes a partial deriva-
tive with respect to corresponding coordinate
(f,i := ∂if); semicolon denotes a covariant deriva-
tive (f;i := ∇if).
4. The CGS symmetrical system [3] is used for nota-
tion of the equations of electrodynamics.
III. MAXWELL’S EQUATIONS
Maxwell’s equations will be written both via field vari-
ables, and in the gauge-invariant form (in the formalism
of bundles) [4–8].
2A. Maxwell’s equations via field variables
We write Maxwell’s equations via the field variables in
the tensor formalism in holonomic basis:

∇iDi = 4πρ,
eijk∇jHk − 1
c
∂tD
i =
4π
c
ji,
∇iBi = 0,
eijk∇jEk + 1
c
∂tBi = 0.
(1)
Here eijk is the Levi–Civita tensor (alternating ten-
sor)1.
Field functions ~E and ~B can be represented via field
potentials ϕ and ~A:
~B = rot ~A, ~E = −∇ϕ− 1
c
∂t ~A,
or in the index notation:
B
i =
(
rot ~A
)i
= eikl∂kAl,
Ei = −∂iϕ− ∂0gijAj .
(2)
B. Maxwell’s equations in the formalism of bundles
We introduce the tensor of the electromagnetic field as
a curvature on the tangent bundle:
Fαβ := ∂αAβ − ∂βAα, (3)
where the connection Aα means the 4-vector potential
Aα = (ϕ, ~A).
We write the tensor (3) by components taking into
account relation (2):
F0i = ∂0Ai − ∂iA0 = −∂0Ai − ∂iA0 = Ei,
Fik = ∂iAk − ∂kAi = −εiklBl.
Similarly, we introduce the Minkowski’s tensor (dis-
placement tensor) Gαβ := Fαβ − 4πSαβ (Sαβ is the
polarization–magnetization tensor) [9].
Thereby the tensors Fαβ and G
αβ have the following
components
Fαβ =


0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0

 ,
1
eijk =
√
3gεijk, e
ijk
=
1√
3g
ε
ijk, eαβγδ =
√
−4gεαβγδ,
e
αβγδ
=
1√
−4g
ε
αβγδ.
Gαβ =


0 −D1 −D2 −D3
D1 0 −H3 H2
D2 H3 0 −H1
D3 −H2 H1 0

 .
Here Ei, Hi are components of electric and magnetic
fields intensity vectors; Di, Bi are components of vectors
of electric and magnetic induction.
Let’s write the Maxwell equations with the help of elec-
tromagnetic field tensors Fαβ and Gαβ [10, 11]:
∇αFβγ +∇βFγα +∇γFαβ = F[αβ;γ] = 0, (4)
∇αGαβ = 4π
c
jβ. (5)
C. The Lagrangian of the electromagnetic field
Let’s construct the Lagrangian L explicitly.
The equation (4) represents the second Bianchi iden-
tity, that is performed by the construction of (3). To
construct the Lagrangian we only need to use the equa-
tions (5).
Then the Lagrangian has the form:
L = − 1
16π
FαβG
αβ − 1
c
jαA
α.
The form of Euler–Lagrange equation:
∇β δL
δAα;β
− δL
δAα
= 0. (6)
D. The problem of constructing the Hamiltonian of
the electromagnetic field
The Hamiltonian (Hamiltonian density) is constructed
by Lagrangian with the help of Legendre transformations:
H := pαA˙α − L, (7)
where pα is momentum density, L is Lagrangian.
Because in Hamiltonian formalism all the equations are
constructed with generalized coordinates and momenta,
in order to write down the Hamiltonian density (7) and
the corresponding Hamilton equations we need to express
the generalized momentum pα through velocities A˙α in
the (6): 

A˙α =
δH
δpα
,
p˙α = − δH
δAα
.
This requires that the determinant of the Hessian ma-
trix is nonzero:
detH(L) 6= 0,
3where the elements of the Hessian matrix are:
{H(L)}αβ = ∂
2L
∂A˙α∂A˙β
.
But F00 = 0 and {H(L)}00 = ∂
2L
∂(A˙0)2
= 0. Therefore,
detH(L) = 0. That means that the Lagrangian is ir-
regular, and the construction of symplectic Hamiltonian
formalism in such a manner is impossible.
IV. BUILDING A SYMPLECTIC
HAMILTONIAN
It turns out that in the absence of sources (jα = 0) we
can construct a symplectic Hamiltonian formalism mak-
ing the desired change of variables. As one of the meth-
ods, the method of doubling variables is considered. This
method is applicable when the system contains only gen-
eralized variables, and generalized momenta are absent.
A. Doubling of variables method
Consider the system of s equations:
q˙n = f n(qn, qn;i, x
i, t), n = 0, s. (8)
We define the space R2s with the following coordinates:
ξn := qn, ξn+s := pn, ξ
a ∈ R2s; n = 0, s, a = 0, 2s.
We introduce in this space the Poisson bracket:
{A(ξc, t), B(ξc, t)} = Ωab ∂A(ξ
c, t)
∂ξa
∂B(ξc, t)
∂ξb
,
Ωab =
(
0 I
−I 0
)
, a, b, c = 0, 2s.
The Hamiltonian is defined as follows:
H(qn, pn, xi, t) = pnfn(qn, qn;i, xi, t). (9)
Then the first group of the Hamilton equations will be
the same as the original system (8), and the second group
will be as follows:
p˙n = − δH
δqn
= −pm δf
m
δqn
.
B. The applicability of the method of doubling the
variables for the Maxwell equations
Let’s establish that Maxwell’s equations without
sources satisfy the condition of applicability of the dou-
bling of variables method. To do this, we rewrite the
equations (1) in the form:

∂tBi = −ceijk∇jEk,
∂tD
i = ceijk∇jHk,
∇iBi = 0,
∇iDi = 0.
It can be seen that the second pair of equations violates
the condition of method applicability. However, we can
show that in the absence of sources these equations are
linearly dependent on the rest of the Maxwell equations.
Let’s write first and second equations in component form:
1√
g
[E3,2 − E2,3] = −1
c
∂tB
1,
1√
g
[E1,3 − E3,1] = −1
c
∂tB
2,
1√
g
[E2,1 − E1,2] = −1
c
∂tB
3.
(10)
1√
g
[H3,2 −H2,3] = 1
c
∂tD
1,
1√
g
[H1,3 −H3,1] = 1
c
∂tD
2,
1√
g
[H2,1 −H1,2] = 1
c
∂tD
3.
(11)
The following two equations are written in the same
way:
1√
g
∂i
(√
gBi
)
=
=
1√
g
[
∂1
(√
gB1
)
+ ∂2
(√
gB2
)
+ ∂3
(√
gB3
)]
= 0,
(12)
1√
g
∂i
(√
gDi
)
=
=
1√
g
[
∂1
(√
gD1
)
+ ∂2
(√
gD2
)
+ ∂3
(√
gD3
)]
= 0.
(13)
Differentiating both sides of equations (10) and (11)
we get (assuming that g is time independent):
E3,21 − E2,31 = −1
c
∂t∂1
(√
gB1
)
,
E1,32 − E3,12 = −1
c
∂t∂2
(√
gB2
)
,
E2,13 − E1,23 = −1
c
∂t∂3
(√
gB3
)
.
(14)
H3,21 −H2,31 = 1
c
∂t∂1
(√
gD1
)
,
H1,32 −H3,12 = 1
c
∂t∂2
(√
gD2
)
,
H2,13 −H1,23 = 1
c
∂t∂3
(√
gD3
)
.
(15)
4Adding the equations (14) and (15) term by term we
obtain (12) and (13) respectively.
Thus, the system of Maxwell’s equations is trans-
formed into the following reduced system which satisfies
the condition of method:{
∂tBi = −ceijk∇jEk,
∂tD
i = ceijk∇jHk.
(16)
C. Example of the Hamiltonian
We define the constitutive equations:
Di = εij(x
k)Ej , Bi = µij(x
k)Hj .
We rewrite (16) as follows (assuming that the metric
is time independent):

∂tE
i = c(ε−1)il
1√
3g
εljkHk,j ,
∂tH
i = −c(µ−1)il
1√
3g
εljkEk,j .
We choose the generalized coordinates in the form:
qn =
(
E1, E2, E3, H1, H2, H3
)T
, n = 1, 6.
The System (8) takes the following form:

q˙i = f i(qn, qn;i, x
i, t) = c(ε−1)
i
l
1√
3g
εljkqk+3,j ,
q˙i+3 = f i+3(qn, qn;i, x
i, t) = −c(µ−1)il
1√
3g
εljkqk,j.
(17)
We write the Hamiltonian based on the (9) and (17):
H(qn, pn, xi, t) = pnfn(qn, qn;i, xi, t) =
= pic(ε
−1)
i
l
1√
3g
εljkqk+3,j − pi+3c(µ−1)il
1√
3g
εljkqk,j.
The corresponding system of Hamiltonian equations
has the following form:

q˙n =
δH
δpn
= fn,
p˙n = − δH
δqn
= −pm δf
m
δqn
=
= −pm∂f
m
∂qn
+ pm∂i
∂fm
∂qn,i
= pm∂i
∂fm
∂qn,i
.
To write out the explicit form of the momenta in gen-
eral is not possible.
V. CONCLUSION
In geometrical optics the concept of the ideal in-
strument was formulated over a hundred years ago.
Based on this concept, in particular, such focusing (two-
dimensional or three-dimensional) objects, as a Luneb-
urg lens, a Maxwell’s fisheye and others were constructed.
Prediction and the invention of lasers have given for re-
searchers the concept of distribution and transformation
of electromagnetic fields satisfying the Maxwell’s equa-
tions. In the last 10–20 years, the laws of transformation
of three-dimensional vector fields were studied in different
papers dedicated to transformational optics. However,
the concept of an ideal instrument in these studies re-
mains taken from geometrical optics. The authors of this
paper intend to strictly formulate the concept of the ideal
transformation optics device in Maxwell’s optics, that
implements fundamental solutions (propagators, Green’s
function) of Maxwell’s equations. The results represented
are the first step towards solving this problem.
In this paper a formal method of obtaining symplectic
Hamiltonian formalism for Maxwell’s equations without
sources was constructed. The authors also hope that rep-
resented examples sufficiently clarify the application of
the proposed method.
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Симплектический гамильтониан максвелловской оптики
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Гамильтонов формализм представляется крайне элегантным и удобным в задачах механики.
Однако его применение к классическим полевым теориям представляется достаточно трудной
задачей. Действительно, можно установить однозначное соответствие между гамильтонианом
и лагранжианом в случае гиперрегулярного лагранжиана, что не выполняеся в калибровочно-
инвариантных теориях поля. В случае нерегулярного лагранжиана применяется обычно га-
мильтонов формализм со связями, использование которого связано с определёнными трудно-
стями. В статье предлагается переформулировка задачи для случая полей без источников, что
позволяет использовать симплектический гамильтонов формализм. Предполагаемый форма-
лизм будет использован авторами в дальнейшем для обоснования методов векторных (гамиль-
тоновых) расслоений в трансформационной оптике.
Keywords: уравнения Максвелла; криволинейные координаты; симплектическое многобразие; гамиль-
тонов формализм; удвоение переменных
I. ВВЕДЕНИЕ
В геометрической оптике известен и широко приме-
няется гамильтонов формализм [1]. В качестве гамиль-
тониана используется гамильтониан материальной ча-
стицы.
В случае же волновой оптики возникает ряд трудно-
стей при построении гамильтонова формализма. По-
скольку лагранжиан электромагнитного поля не явля-
ется регулярным, то построение симплектического га-
мильтонового формализма не представляется возмож-
ным. Для калибровочных теорий обычно применяют
дираковский формализм со связями.
Однако, если ограничиться рассмотрением только
систем без источников, то возможно построение стан-
дартного симплектического гамильтонового форма-
лизма.
В данной статье демонстрируется невозможность
построения симплектического гамильтониана для об-
щего случая электромагнитного поля. Для случая по-
ля без источников строится общий метод построения
симплектического гамильтониана и приводится при-
мер реализации такого построения.
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II. ОБОЗНАЧЕНИЯ И СОГЛАШЕНИЯ
1. Будем использовать нотацию абстрактных ин-
дексов [2]. В данной нотации тензор как целост-
ный объект обозначается просто индексом (на-
пример, xi), компоненты обозначаются подчёрк-
нутым индексом (например, xi).
2. Будем придерживаться следующих соглашений.
Греческие индексы (α, β) будут относиться к че-
тырёхмерному пространству и в компонентном
виде будут иметь следующие значения: α = 0, 3.
Латинские индексы из середины алфавита (i, j,
k) будут относиться к трёхмерному простран-
ству и в компонентном виде будут иметь следу-
ющие значения: i = 1, 3.
3. Запятой в индексе обозначается частная произ-
водная по соответствующей координате (f,i :=
∂if); точкой с запятой — ковариантная произ-
водная (f;i := ∇if).
4. Для записи уравнений электродинамики в рабо-
те используется система СГС симметричная [3].
III. УРАВНЕНИЯ МАКСВЕЛЛА
Будем записывать уравнения Максвелла как че-
рез полевые переменные, так и в калибровочно-
инвариантном виде (в формализме расслоений) [4–9].
2A. Уравнения Максвелла через полевые
переменные
Уравнения Максвелла через полевые переменные в
тензорном формализме в голономном базисе:

∇iDi = 4πρ,
eijk∇jHk − 1
c
∂tD
i =
4π
c
ji,
∇iBi = 0,
eijk∇jEk + 1
c
∂tBi = 0.
(1)
Здесь eijk — тензор Леви–Чивиты (альтернирую-
щий тензор)1.
Полевые функции ~E и ~B можно представить через
потенциалы поля ϕ и ~A:
~B = rot ~A, ~E = −∇ϕ− 1
c
∂t ~A,
или в индексной нотации:
B
i =
(
rot ~A
)i
= eikl∂kAl,
Ei = −∂iϕ− ∂0gijAj .
(2)
B. Уравнения Максвелла в формализме
расслоений
Введём тензор электромагнитного поля как кривиз-
ну на касательном расслоении:
Fαβ := ∂αAβ − ∂βAα, (3)
где связность Aα имеет смысл 4-вектора потенциала
Aα = (ϕ, ~A).
Распишем тензор (3) по компонентам с учётом (2):
F0i = ∂0Ai − ∂iA0 = −∂0Ai − ∂iA0 = Ei,
Fik = ∂iAk − ∂kAi = −εiklBl.
Аналогично введём тензор тензор Минковского
(тензор смещений) Gαβ := Fαβ − 4πSαβ (Sαβ есть тен-
зор поляризации–намагничения) [10].
Таким образом тензоры Fαβ и G
αβ имеют следую-
щие компоненты
Fαβ =


0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0

 ,
1
eijk =
√
3gεijk, e
ijk
=
1√
3g
ε
ijk, eαβγδ =
√
−4gεαβγδ, eαβγδ =
1√
−4g
ε
αβγδ.
Gαβ =


0 −D1 −D2 −D3
D1 0 −H3 H2
D2 H3 0 −H1
D3 −H2 H1 0

 .
Здесь Ei, Hi — компоненты векторов напряжённости
электрического и магнитного полей соответственно;
Di, Bi — компоненты векторов электрической и маг-
нитной индукции соответственно.
Запишем уравнение Максвелла через тензоры элек-
тромагнитного поля Fαβ и Gαβ [11–13]:
∇αFβγ +∇βFγα +∇γFαβ = F[αβ;γ] = 0, (4)
∇αGαβ = 4π
c
jβ. (5)
C. Лагранжиан электромагнитного поля
Построим лагранжиан (лагранжеву плотность) L в
явном виде.
Уравнение (4) представляет собой дифференциаль-
ное тождество Бьянки, то есть выполняется в силу
построения (3). Для построения лагранжиана доста-
точно использовать только группу уравнений (5).
Тогда лагранжиан будет иметь вид:
L = − 1
16π
FαβG
αβ − 1
c
jαA
α.
Уравнения Эйлера–Лагранжа имеют вид:
∇β δL
δAα;β
− δL
δAα
= 0. (6)
D. Проблема построения гамильтониана
электромагнитного поля
Гамильтониан (гамильтонова плотность) строится
через лагранжиан с помощью преобразований Ле-
жандра:
H := pαA˙α − L, (7)
где pα — плотность импульса, L — лагранжиан.
Так как в гамильтоновом формализме все уравне-
ния строятся через обобщённые координаты и импуль-
сы, то в (6) требуется выразить обобщённый импульс
pα через скорости A˙α, чтобы выписать гамильтоно-
ву плотность (7) и соответствующие ей уравнения Га-
мильтона: 

A˙α =
δH
δpα
,
p˙α = − δH
δAα
.
При этом требуется, чтобы детерминант матрицы
Гессе (гессиан) был отличен от нуля:
detH(L) 6= 0,
3где элементы матрицы Гессе:
{H(L)}αβ = ∂
2L
∂A˙α∂A˙β
.
Но F00 = 0 и {H(L)}00 = ∂
2L
∂(A˙0)2
= 0. Следовательно,
detH(L) = 0. То есть лагранжиан нерегулярный, и
построение симплектического гамильтонового форма-
лизма в данном случае невозможно.
IV. ПОСТРОЕНИЕ СИМПЛЕКТИЧЕСКОГО
ГАМИЛЬТОНИАНА
Оказывается, что в случае отсутствия источников
(jα = 0) можно построить симплектический гамильто-
нов формализм, произведя необходимую замену пере-
менных. В качестве одного из методов рассмотрим ме-
тод удвоения переменных [14, 15]. Данный метод при-
меним в случае, когда система содержит лишь обоб-
щённые переменные, а обобщённые импульсы отсут-
ствуют.
A. Метод удвоения переменных
Рассмотрим систему s уравнений.
q˙n = f n(qn, qn;i, x
i, t), n = 0, s. (8)
Зададим пространство R2s со следующими коорди-
натами:
ξn := qn, ξn+s := pn, ξ
a ∈ R2s; n = 0, s, a = 0, 2s.
Введём в этом пространстве скобку Пуассона:
{A(ξc, t), B(ξc, t)} = Ωab ∂A(ξ
c, t)
∂ξa
∂B(ξc, t)
∂ξb
,
Ωab =
(
0 I
−I 0
)
, a, b, c = 0, 2s.
А гамильтониан определим следующим образом:
H(qn, pn, xi, t) = pnfn(qn, qn;i, xi, t). (9)
Тогда первая группа уравнений Гамильтона будет
совпадать с исходной системой (8), а вторая группа
будет иметь следующий вид:
p˙n = − δH
δqn
= −pm δf
m
δqn
.
B. Соответствие методу
Установим, что уравнения Максвелла без источ-
ников удовлетворяют условию применимости метода
удвоения переменных. Для этого перепишем уравне-
ния (1) в следующем виде:


∂tBi = −ceijk∇jEk,
∂tD
i = ceijk∇jHk,
∇iBi = 0,
∇iDi = 0.
Видно, что вторая пара уравнений нарушает усло-
вие применимости метода. Однако, можно показать,
что в случае отсутствия источников эти уравнения
линейно зависят от остальных уравнений Максвелла.
Для этого запишем первое и второе уравнения в ком-
понентном виде:
1√
g
[E3,2 − E2,3] = −1
c
∂tB
1,
1√
g
[E1,3 − E3,1] = −1
c
∂tB
2,
1√
g
[E2,1 − E1,2] = −1
c
∂tB
3.
(10)
1√
g
[H3,2 −H2,3] = 1
c
∂tD
1,
1√
g
[H1,3 −H3,1] = 1
c
∂tD
2,
1√
g
[H2,1 −H1,2] = 1
c
∂tD
3.
(11)
И вторые два уравнения распишем аналогичным об-
разом:
1√
g
∂i
(√
gBi
)
=
=
1√
g
[
∂1
(√
gB1
)
+ ∂2
(√
gB2
)
+ ∂3
(√
gB3
)]
= 0,
(12)
1√
g
∂i
(√
gDi
)
=
=
1√
g
[
∂1
(√
gD1
)
+ ∂2
(√
gD2
)
+ ∂3
(√
gD3
)]
= 0.
(13)
Дифференцируя обе части уравнений (10) и (11) по-
лучаем (считая, что g не зависит от времени):
E3,21 − E2,31 = −1
c
∂t∂1
(√
gB1
)
,
E1,32 − E3,12 = −1
c
∂t∂2
(√
gB2
)
,
E2,13 − E1,23 = −1
c
∂t∂3
(√
gB3
)
.
(14)
4H3,21 −H2,31 = 1
c
∂t∂1
(√
gD1
)
,
H1,32 −H3,12 = 1
c
∂t∂2
(√
gD2
)
,
H2,13 −H1,23 = 1
c
∂t∂3
(√
gD3
)
.
(15)
Складывая почленно (14) и (15) получаем (12) и (13)
соответственно.
Таким образом, система уравнений Максвелла пере-
ходит в следующую редуцированную систему, удовле-
творяющую условию метода:{
∂tBi = −ceijk∇jEk,
∂tD
i = ceijk∇jHk.
(16)
C. Пример реализации гамильтониана
Зададим материальные уравнения:
Di = εij(x
k)Ej , Bi = µij(x
k)Hj .
Перепишем (16) в следующем виде (считая, что мет-
рика не зависит явным образом от времени):

∂tE
i = c(ε−1)il
1√
3g
εljkHk,j ,
∂tH
i = −c(µ−1)il
1√
3g
εljkEk,j .
Выберем обобщённые координаты в виде:
qn =
(
E1, E2, E3, H1, H2, H3
)T
, n = 1, 6.
Система (8) приобретает вид:

q˙i = f i(qn, qn;i, x
i, t) = c(ε−1)
i
l
1√
3g
εljkqk+3,j ,
q˙i+3 = f i+3(qn, qn;i, x
i, t) = −c(µ−1)il
1√
3g
εljkqk,j.
(17)
Запишем гамильтониан на основе (9) и (17):
H(qn, pn, xi, t) = pnfn(qn, qn;i, xi, t) =
= pic(ε
−1)
i
l
1√
3g
εljkqk+3,j − pi+3c(µ−1)il
1√
3g
εljkqk,j.
Соответствующая система уравнений Гамильтона
имеет вид:


q˙n =
δH
δpn
= fn,
p˙n = − δH
δqn
= −pm δf
m
δqn
=
= −pm∂f
m
∂qn
+ pm∂i
∂fm
∂qn,i
= pm∂i
∂fm
∂qn,i
.
Выписать явный вид импульсов в общем случае не
представляется возможным.
V. ЗАКЛЮЧЕНИЕ
В геометрической оптике более ста лет назад была
сформулирована концепция идеального прибора. На
основе этой концепции были построены, в частности,
такие фокусирующие (двумерные или трёхмерные)
объекты, как линза Люнеберга, «рыбий глаз» Макс-
велла и другие. Предсказание и изобретение лазеров
ввели в обиход исследователей распространение и пре-
образование электромагнитных полей, удовлетворяю-
щих уравнениям Максвелла. Законы трансформации
таких трёхмерных векторных полей в последние 10–20
лет изучаются в работах, посвящённых так называе-
мой трансформационной оптике. Концепция же иде-
ального прибора в этих работах остаётся заимствован-
ной из геометрической оптики. Авторы данной рабо-
ты намерены строго сформулировать концепцию иде-
ального трансформационного прибора в максвеллов-
ской оптике, реализующего фундаментальные реше-
ния (пропагаторы, функции Грина) системы уравне-
ний Максвелла. Представленные результаты служат
первой ступенью на пути решения данной задачи.
В работе построен формальный метод получения
симплектического гамильтонового формализма для
уравнений Максвелла без источников. Авторы также
надеются, что приведённый пример в достаточной ме-
ре поясняет применение предложенного метода.
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