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Abstract: Crowdsourced data (CSD) generated by citizens is becoming more popular as its potential
utilization in many applications increases due to its currency and availability. However, the quality
of CSD, including its relevance, is often questioned as the data is not generated by professionals nor
follows standard data-collection procedures. The quality of CSD can be assessed according to a range
of characteristics including its relevance. In this paper, information relevance has been explored
through using geographic information retrieval (GIR) techniques to identify the most highly relevant
information from a set of crowdsourced data. This research tested a relevance assessment approach
for CSD by adapting relevance assessment techniques available in the GIR domain. Thematic and
geographic relevance were assessed by analyzing the frequency of selected terms which appeared in
CSD reports using natural language processing techniques. The study analyzed crowdsourced reports
from the 2011 Australian flood’s Crowdmap to examine a proof of concept on relevance assessment
using a subset of this dataset based on a defined set of queries. The results determined that the
thematic and geographic specificities of the queries were 0.44 and 0.67, respectively, which indicated
the queries used were more geographically specific than thematically specific. The Spearman’s rho
value of 0.62 indicated that the final ranked relevance lists showed reasonable agreement with a
manually classified list and confirmed the potential of the approach for CSD relevance assessment.
In particular, this research has contributed to the field of CSD relevance assessment through an
integrated thematic and geographic relevance ranking process by using a user-query specificity
approach to improve the final ranking.
Keywords: crowdsourced data; relevance; semantics; geographic information retrieval; natural
language processing
1. Introduction
The traditional methods of geographic information production have continued to evolve as
new software tools and methods emerge as a result of technological, infrastructure, communication,
and information technology developments. Crowdsourced data (CSD) is often used to describe the
contributions of and comments by the crowd through social media and other specific platforms
regarding a particular activity or event. Geographic information collected and voluntarily produced by
untrained citizens using modern information and communication tools is often termed as volunteered
geographic information (VGI) [1]. Some CSD can be considered as a subset of VGI when user location
is considered, as CSD often has limited location information compared to VGI [2]. This form of new
ISPRS Int. J. Geo-Inf. 2018, 7, 256; doi:10.3390/ijgi7070256 www.mdpi.com/journal/ijgi
ISPRS Int. J. Geo-Inf. 2018, 7, 256 2 of 18
data has gained increased attention due to its potential utilization in many applications such as in
routing and navigation domains [3–5] and in disaster management [6–8]. The information currency
and availability of CSD is high; however, its quality, including its reliability (credibility) and usability
(relevance), is still unclear [9].
The quality of geospatial data has long been considered in the field of geospatial information
management, where assessment parameters and techniques are often defined [10]. However, CSD does
not follow standard data-collection procedures nor is the data generated by skilled geospatial professionals.
Therefore, CSD often does not have a clear data structure or metadata and so the application of
traditional spatial data-quality assessment parameters and techniques may be problematic. Researchers
are therefore exploring new parameters and methods for CSD quality assessment and have identified
credibility and relevance as possible quality indicators [10–16]. Choosing the most relevant geospatial
information is important if high-quality outcomes are expected in geospatial data dependent
applications, as not all CSD may be related or relevant to the task at hand. Data that is not relevant or
has a low relevance is of limited use for applications such as emergency management. In large datasets,
data that is of low relevance may exist and, therefore, relevance analysis of CSD is important prior to
utilizing this data in applications that require relevant and trustworthy data.
Geographic relevance is applied in many of today’s human information inquiry activities, e.g.,
in search engines. Geographic relevance can be defined as “a relation between a geographic information
need and the spatio-temporal expression of the geographic information objects needed to satisfy it” [17].
The fields of information retrieval and modern web-based geographic information systems (GIS) have
now matured to provide professional outputs for their own information requests. These developments
suggest that the combined use of GIS and information retrieval systems to handle the requests on
geo-textual information are now more effective [18] and include techniques such as rule-based spatial
information retrieval techniques [19]. However, most current research approaches in the geographic
information retrieval (GIR) domain adopt a simple geographic filter, which is often not sufficient where
the CSD is highly variable and the expectation of the end user may be quite demanding and require
multiple themes as part of a user request. It therefore requires further processing and the integration
of multiple approaches to assess both the thematic and spatial relevance.
This paper discusses the use of a GIR technique used in the information technology domain to
analyze the relevance of CSD. The study analyzed crowdsourced reports from the 2011 Australian
flood’s Crowdmap to examine a proof of concept on relevance assessment using a subset of this
dataset based on a defined set of queries. The paper is structured as follows: Section 2 discusses the
background of CSD relevance and its analysis. Section 3 describes the methods used in the study.
Section 4 details the results of the study and discusses their implications. Finally, Section 5 provides
some concluding remarks and some future suggestions for research.
2. Review of Current Literature
Relevance is naturally cognitive and “the greater the cognitive effects the greater the relevance
and the smaller the processing efforts to derive these effects, the greater the relevance” [20]. It is highly
dependent on the end user’s requirements, regardless of being a product or information. The context
of relevance has long been studied in diverse fields including philosophy, communication, logic,
psychology, artificial intelligence, natural language processing, documentation, information science,
and information retrieval [21]. Saracevic [21] identified five types of relevance, namely: (1) topical or
cognitive relevance; (2) algorithmic relevance; (3) pertinence or intellectual relevance; (4) situational
relevance, and (5) motivational or affective relevance. Another useful perspective of relevance is
“situational awareness”, which is “about the knowledge state of individuals tasked with monitoring
and interpreting a situation and making decisions about how to act” [22], such as in the case of
disaster responding. This research proposes to focus on situational relevance, which can be defined as
the “usefulness of the viewed and assessed information” towards the task at hand and information
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needs of the user [23], which is more appropriate to assessing the CSD relevance in a post-disaster
management context.
Geographic information retrieval seeks to retrieve geographically relevant documents [24–31]
or identify unambiguous geographic associations [32] based on the user’s requirements. Simple
word (term) or toponym matching is generally not adequate for geographic information retrieval
purposes [31]. Therefore, toponym matching based on semantic similarity measures may often be the
most appropriate approach.
2.1. Adapting Geographic Information Retrieval Process for Crowdsourced Data Relevance Analysis
The key objective of geographic information retrieval (GIR) is to identify the place names or
toponyms within a corpus (a large structured set of text, e.g., websites, documents, or social media
posts) and their corresponding geographic location [25]. It is a process that manages imprecision
and ambiguity, as geographic names are often ambiguous [33]. Often, it also includes a process of
ranking the relevance in two dimensions, namely, thematic and geographic [25], with the assumption
that they are independent of each other [28].
The researchers working in the field of GIR during the last decade or so “have developed
more or less complete process chains” [34], such as weighted geo-textual similarity measures [25],
extended vector space models [18], probabilistic models [26], dynamic assessment of the specificity
of the users’ search context [35], visually and computationally supported sense-making [36,37],
and semantic and ontology-based models [38], to identify relevant geographic information. Similarly,
techniques can be applied alongside natural language processing techniques to detect the relevance of
data with very low signal-to-noise ratios [39] and even in a near-real-time context [40]. De Sabbata and
Reichenbacher [26] suggested that GIR concepts can be utilized to estimate the relevance of geographic
objects based on user context by converting geographic distances into similarity scores.
Monterio et al. [40] highlighted four techniques associated with the various stages of GIR-based
search engine pipelines, namely: (1) geographic indexing; (2) query expansion; (3) recognition and use
of place names; and (4) geographic ranking. A number of key challenges lie in the area of analyzing and
processing sets of documents and queries, textual-geographical indexing, and ranking the documents
using the relevance criteria [28].
2.1.1. Managing the Thematic Relevance
The presence of relevant terms in a document provides an indication of the relevance of the
document for a selected task. From an information analysis perspective, the terms can be weighted
based on the importance of the task at hand. A commonly used weighting method is the Term
Frequency–Inverse Document Frequency (TF-IDF) model. In this model, higher weights are assigned
for specific terms appearing more frequently in a document. This is based on the premise that the more
frequently a given term appears, the more likely that document is relevant to the search. Conversely,
a low weight will be assigned to more commonly available terms in the whole document set.
2.1.2. Managing the Geographic Relevance
Managing the geographic relevance or discovering and disambiguating toponyms that exist in
the text document has been identified as the process of geographic scope resolution (GSR) [40,41].
Generally, GSR consists of three tasks, namely: (1) geo-parsing (identifying toponyms); (2) reference
resolution (disambiguating toponyms); and (3) ground referencing (mapping toponyms to a
footprint) [40]. Common geo-parsing methods include gazetteer lookup-based (searching and testing
the location terms against a Gazetteer), rule-based (identifying location terms based on predefined
rules), and machine-learning-based methods (trained to detect location terms based on correlation
measures with reference data, i.e., training corpus) [42]. The reference resolution process which maps
the relevant toponyms is mandatory when ambiguities occur [40].
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This research suggests that the natural-language-processing-based gazetteer lookup approaches
are viable for semantically extracting location information from CSD based on the experience of
previous research [43]. Geographic information retrieval can be performed by natural language
processing software such as GATE v8.1 (https://gate.ac.uk). GATE v8.1 is a robust and scalable
open-source Java-based tool developed by the University of Sheffield, United Kingdom, for semantic
text processing. This type of work may be supported by an ontological gazetteer for both toponym
identification and ambiguity resolution.
Usually after the GSR process, there is a need to calculate the geographic focus of a message.
Different approaches are available for geographic focus detection, such as measuring the geographic
similarity and relevance ranking. The geographic similarity measures can be calculated based on
region overlaps [44] or calculating a nonlinear normalized distance between the scopes of the document
and the query [25,33,45]. Andrade and Silva [25] explored a model which combined the ontological
geographic relevance calculations, whilst Zaila and Montesi [33] proposed a model based on topological
relations, metric proximity calculations, and ontological geographic similarity calculations.
2.2. Relevance Ranking and Merging the Thematic and Geographic Relevance
In order to prepare a final relevance ranked list of messages, it is important to consider both the
calculated thematic and geographic relevance lists. A combined relevance ranked list would also allow
the faster retrieval of the geographic information identified. In GIR research, the weighted sum method
for relevance fusion is commonly utilized [25,33,35,38]. Often, there is a higher influence from the user
queries over the geographic and thematic relevance scores calculated [25,35]. Therefore, it is important
to consider the scope of the end user queries at the stage of combining the geographic and thematic
relevance. Yu and Cai [35] suggested that it is often advantageous to consider the specificity of the
query scope in assessing the CSD thematic relevance. They also reported that the Dempster–Shafer
method of evidence combination shows superior results in their experimental study, which was also
very close to human judgments in many cases.
2.3. Quality Assessment of the Crowdsourced Data Relevance Analysis
Quality assessment is essential to confirm the validity of the approach utilized. There are various
quality metrics to test the performance and quality of the results from these types of analyses. Measures
such as recall and precision are popular in these classification systems. However, precision is often
regarded as a more important measure than recall in rank-based information retrieval systems if the
user does not intend to retrieve all of the relevant records [46]. In relation to the information retrieval,
precision refers to the fraction of correctly identified documents that are relevant to the query in
relation to all retrieved documents [47]. The precision can be calculated by
Precision =
|{relevant documents} ∩ {retrieved documents}|
|{retrieved documents}| (1)
Other measures, including average precision (AP), mean average precision (MAP), and precision
at K, are the measures often used in modern web-based information retrieval systems. Average
precision refers to the precision averaged across all values of recall between 0 and 1. CSD differs from
general spatial data and analyzing its relevance remains challenging.
Senaratne, Mobasheri, Ali, Capineri, and Haklay [10] proposed a new category of VGI quality
assessment to include “data mining approaches”. They also state that the studies falling into this
new category are largely independent of the geographic theories and that, currently, there has been
limited research in the geographic domain of data mining. This paper addressed this research gap
by extending the GIR approaches proposed Zaila and Montesi [33], Andrade and Silva [25], and Yu
and Cai [35] for semantically assessing the thematic and spatial relevance of the CSD. This research
analyzed how these available techniques could be integrated to assess CSD relevance and utilized a
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user-query specificity approach to improve the final ranking. The details of the methods utilized to
test the relevance of a selected CSD dataset are explained in the next section.
3. Materials and Methods
Previous research showed that CSD relevance analysis has been investigated using a variety
of methods, including multicriteria rating [15,48], scoring and validation based on spatiotemporal
clustering [11,49], opinion mining and sentiment analysis [50,51], hybrid computational and manual
methods [52], and rule-based reasoning approaches [19]. However, the suitability of each approach
depends on the data and the application. This research selected geographic information retrieval
techniques to assess the CSD relevance for postflood emergency management through thematic and
geographic relevance analysis. The geographic information retrieval processes were implemented
using a Java framework, the Lucene v6.0 information retrieval software, and the GATE v8.1 natural
language processing software. The Ushahidi Crowdmap dataset of 2011 Australian floods was used as
the testing dataset. Ushahidi (meaning “testimony” in Swahili) software is a crisis-mapping platform
which was originally developed by citizen journalists in Africa to report election-related violence in
Kenya during the election fallouts in 2008. It enabled people to report crisis information through the
internet or mobile platforms via SMS [53,54]. During the 2011 Australian floods, people utilized the
Ushahidi-based Crowdmap developed by the Australian Broadcasting Corporation to share flood
information [54]. From the Crowdmap reports, 200 random messages were selected for this analysis
for faster data manipulation and to better understand the system’s behavior. After the preprocessing
of the initial dataset, 182 reports remained for the thematic and geographic relevance analysis.
Figure 1 depicts the overall CSD relevance analysis approach adopted in this research. Five queries
(Table 1) were defined to extract flood-related information within Toowoomba (a city in Queensland
affected by the 2011 Australian floods). These queries were selected with the aim of retrieving
information which might be useful to people interested in relevant flood-related information within
the geographic study area. The selected CSD dataset was analyzed based on two key relevance
dimensions, i.e., the thematic relevance and the geographic relevance, utilizing the user queries and
ontology developed in our previous work [16].
Table 1. User queries.
No. Query
1 Road closed flood Toowoomba
2 Highway closed
3 Evacuation center open
4 Heavy rainfall Toowoomba
5 Flash flooding Toowoomba
3.1. Thematic Relevance Analysis
3.1.1. Preprocessing
Initially, the preprocessing of CSD was carried out to prepare the unstructured raw dataset for
further processing. This included actions such as duplicate removal, tokenizing, stop-word removal
(i.e., removing common terms similar to prepositions, etc.), stemming and lemmatization (i.e., bringing
the word (terms) to its base form, such as changing “flooding” to “flood”) and removing nonwords
such as numbers, white spaces, etc.
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3.1.2. Term Frequency Thematic Relevance Analysis
The erm Frequ ncy–Inverse Document r cy Vector Space Model (TF-IDF VSM) was
utilized to analyze tex ual dat (i.e , a docu uery) to test th relevance to a particular task.
This model is used in many information retrieval li ations including GIR. This study utiliz d the
Lucene v6.0 (http://lucene.apache.org) open-source keyword-matching information retrieval system,
which is based on this term frequency model. Lucene v6.0 is a high-performance, fully featured text
search engine library written entirely in Java.
The CSD thematic relevance analysis was conducted using two Java programs which were
constructed based on the Lucene v6.0 API and its standard analyzer. The key reasons for selecting this
tool were its free and open-source nature and its support for term frequency calculations. The first
Java program was us d for indexing the dataset and the second program was used to perform the
searching using the TF-IDF VSM mod l.
The TF-IDF model utiliz d a w ighting function where the importance of terms or words in a
document was statistically estimated using the following process.
Firstly, the term frequency (–) of term t was calculated by
TF(t) =
Number of times the term t occurs in a message
Total number of terms in the message
(2)
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Next, the inverse document frequency (IDF) of the term t was determined by
IDF(t) = loge
[
Total number of messages
Total number of messages where the term t exists
]
(3)
Then, the (TF − IDF)t,m weight for term t in message m was calculated using
(TF− IDF)t,m = TFt,m ∗ IDFt,m (4)
Finally, the thematic similarity score SimT(q,m), which represents the similarity between the
message m for the term t and the query q, was calculated using
SimT(q,m) =∑
teq
(TF− IDF)t,m (5)
After the frequency values of the message terms were calculated, the message was represented in a
vector space model (VSM), which is an algebraic model for representing text documents. In this process,
each document is represented by vectors of identifiers, i.e., index terms weighted based on their
importance using a model such as the TF-IDF model. The axes of the vector space are denoted by the
terms of the message.
3.2. Geographic Relevance Analysis
The next stage was the geographic relevance analysis, including the geographic scope resolution
(GSR) process (i.e., geo-parsing, reference resolution, and ground referencing), and was performed
using a natural-language-processing-based gazetteer lookup approach. These tasks were carried
out using the GATE v8.1 software as it supported semantic processing and ontology development
and editing.
3.2.1. Preprocessing
The selected sample of the CSD dataset had to first undergo preprocessing to filter inappropriate
content such as duplicates. However, tokenizing, stemming, and lemmatizing preprocessing tasks,
which were used in the thematic relevance analysis, were not performed during the preprocessing of
geographic relevance analysis, as these tasks were undertaken within the GATE v8.1 software.
3.2.2. Geographic Scope Resolution (GSR)
During the GSR process, the geo-parsing was undertaken to identify and tag toponyms.
These toponyms were then utilized for the geographic reference resolution to identify the best (i.e., most
appropriate) toponym for the CSD report. The geographic reference resolution is more challenging
when ambiguities such as geo/geo or geo/non-geo ambiguities occur (that is, when different locations
share the same place name or where locations share the same name as a nongeographic term, such as a
person’s name). Mostly, these situations consist of spatial relationship terms such as “near”, “between”,
“crossing”, and “south of”, etc. and contain contextually important information that can be resolved
using context-based semantic processing. The queries were split into triples to form <what, relation,
where> relations by concatenating the individual tokens. This is to be incompatible with the semantic
triples which were defined in the form of subject, predicate, and object. For example, the query “Road
closed flood Toowoomba” can be put in a triple <Road, closed, Toowoomba> to form the <what,
relation, where> relationship. In the GSR process, the possible toponyms in the message content
were identified by searching the semantic Queensland local gazetteer (QLDGazOnto) reference list
developed in our previous work [55].
The next step of the GSR process was the ground referencing or geo-coding. This was performed
using the Java Annotation Pattern Engine (JAPE). JAPE is also useful for pattern matching, semantic
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extraction, and many other operations in text processing. There were a number of issues identified
during the processing, including missing locations and ambiguities of the generated locations.
Several JAPE rules were developed (see Figure 2) to resolve the ambiguities and to tag the messages
and then to allocate coordinates with the help of QLDGazOnto ontological gazetteer.ISPRS Int. J. Geo-Inf. 2018, 7, x FOR PEER REVIEW  8 of 17 
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3.2.3. Ontology-Based Geographic Relevance Analysis
After completing the GSR process, the next task was to calculate th geographic similarity measures.
The geographic similarity measures betw en the messages and queries were us t determine the
relatedness of the CSD messages for the selected task at th identified location. The geographic
similarities were calculated using Equation (6) below by considering the geographic scope of the query
and the geographic scope of each CSD report using the QLDGazOnto ontology information.
The similarity SimG (q,m) between the geographic scope of the query (Sq) and geographic scope of
the message (Sm) based on the ontology information was calculated using Equations (6)–(9) proposed
by Andrade and Silva [25]:
SimG(q,m)
(
Sq, Sm
)
= K× {Insd(Sq, Sm)+ Proxm(Sq, Sm)}+ (1− K)× Sib(Sq, Sm) (6)
The value for the v riable K, which is used to maintain the similarity scores between 0 and 1,
was set to 0.8 after manual testing.
In the above equation, the component “inside (Insd)” computed the weight if the scope of the
message (Sm) was inside the scope of the query (Sq) based on the number of descendants in the
ontology as
Insd
(
Sq, Sm
)
=
NumberO fDescendants(Sm) + 1
NumberO fDescendants
(
Sq
)
+ 1
IF scope Sm is inside Sq, and 0 otherwise (7)
If the scopes spatially overlap, then Equation (7) returns values between 0 and 1. It is at a
maximum when b th scopes are qu l a d a mini u when the message scope has no desc ndants.
NumberO fDescendants(Sm) + 1 returns the number of scopes spatially inside Sm plus the scope itself,
which can be derived from the ontology.
The component “proximity (Proxm)” was assessed based on the inverse distance, where the
distance was normalized by the diagonal of the minimum bounding rectangle (MBR) of the query
scope as
Proxm
(
Sq, m
)
=
1(
1 +
Dist(Sq ,Sm)
Diagonal(Sq)
) (8)
The Dist(Sq,Sm) is the distance between the scope of query and the scope of the message and is
denoted by (D) in Figure 3. The diagonal (Sq) is the diagonal distance of MBR of the scope of the query
and is denoted by (d) in Figure 3.
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Finally, the component “siblings (Sib)” was tested to check whether the scope of the message (Sm)
and scope of the query (Sq) were siblings by
Sib
(
Sq, Sm
)
= 1 if Sm and Sq are siblings in the ontology and 0 otherwise (9)
For example, if the message scope (Sm) and query scope (Sq) are polygons representing “Brisbane
North” and “Toowoomba” (Figure 3), respectively:
1. The function “inside (Insd)” returns no value as the scopes do not spatially overlap;
2. The function “proximity (Proxm)” returns a value based on the distances D and d, as indicated in
Figure 3;
3. The function “siblings (Sib)” returns the value 1, as the two scopes are both siblings of the larger
region in the ontology.
3.3. Combining the Geographic and Thematic Relevance Rankings
Finally, the geographic and thematic relevance lists were merged to create the final geo-thematic
relevance-ranked list using the equations by considering the thematic and geographic specificities
of the queries. The specificity provides an indication of the quality of the thematic and geographic
relatedness of the queries considered. Yu and Cai [35] proposed Equations (10)–(14) to calculate the
thematic and geographic specificities.
The thematic specificity SpcT of query q = {t1, t2, . . . , tn} was calculated by
SpcT = −∑
t∈q
ωt ∗ CTM(t) log
(
Nt + 1
N
)
(10)
where: tk is the kth term of the query q,
ωt is the weight for each term,
CTM(t) is the conceptual term matrix of term t from the WordNet (https://wordnet.princeton.
edu) ontology,
Nt is the number of messages containing term t, and N is the total number of messages in
the dataset.
The conceptual term matrix CTM(t) was calculated by firstly extracting conceptual information
representatives of the term t (i.e., number of senses, number of synonyms, level number, and number of
siblings) from the WordNet ontology in the form of integer values. Next, the weighting was performed
to transform the values into weights based on the importance of the different information types and
then the combined weighted values to give the final single score in CTM(t).
The geographic specificity SpcG(q,m) of geo-referenced query q was calculated by
SpcG = − log
(
Area
(
Gq
)
Area(GM)
)
(11)
where: Gq is the geometry representative of the associated geographic scope of query q,
Area
(
Gq
)
is the area of the geographic scope of q, and
Area(GM) is the area of the coverage of all messages in the dataset.
The final rank as a weighted sum of individual scores was calculated by
Rel(q,m) = ωT ∗ SimT(q,m) +ωG ∗ SimG(q,m) (12)
where ωT and ωG are normalized weights of the two relevance scores and calculated by
ωT =
1
ln(e+ SpcT)
(13)
ωG =
1
ln(e+ SpcG)
(14)
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In addition to the thematic and geographic relevance analysis, a reference dataset was constructed
manually to classify messages from the total message dataset that were considered to be relevant or
not relevant to the disaster being investigated. This dataset was utilized to test the accuracy of the
classification processes. The integration of the thematic and geographic ranking approaches provided
an opportunity to improve the overall ranking of the relevance of the terms to the specific queries.
The results of the process are discussed in the next section.
4. Results and Discussion
In the CSD relevance analysis, 182 Ushahidi Crowdmap messages were selected for the
geo-thematic relevance analysis after the initial preprocessing.
4.1. Results of the Thematic Relevance Analysis
The quality of thematic relevance analysis was reported from the statistics in the Lucene v6.0
software. In this analysis, two input files were constructed, one containing the queries and the other
containing a manually classified test reference collection. The test reference collection consisted of
relevant and nonrelevant sets of messages for each query and provided a quality check on the relevance
or otherwise of each message in relation to the query. These files were used for the quality analysis
along with the indexed file of CSD messages.
Table 2 shows the performance test results of the thematic relevance analysis using the
Lucene v6.0 software. This research selected the average precision (AP), mean average precision
(MAP), and precision at a certain level K (P@K) metric to analyze the quality of the CSD relevance
assessment. The AP for a query q refers to the average precision for each relevant message retrieved
and the MAP is the mean average precision of all Q queries.
Table 2. Quality assessment results of thematic relevance analysis.
No. Query # Hits Average Precision P@5 P@10
1 Road closed floodToowoomba 120 0.655 0.600 0.300
2 Highway closed 69 0.897 0.800 0.600
3 Evacuation center open 21 0.595 0.400 0.300
4 Heavy rainfall Toowoomba 45 0.911 0.800 0.600
5 Flash flooding Toowoomba 55 0.903 0.800 0.500
The AP and MAP were calculated using the equations proposed by Liu [56] as
AP =
∑nk=1(P(K)× (Rel(K))
number o f relevant messages
(15)
MAP =
∑Qq=1 AP(q)
Q
(16)
where K is the rank in the retrieved message list and P(K) is the precision at cut off K in the list and
Rel(K) is an indicator function which returns 1 if the message at position K is relevant and 0 otherwise.
The measure P@K reports the fraction of messages ranked in the top K results marked as relevant.
Generally, in ranked lists in information retrieval systems such as web searches, there will be thousands
of possible records and the user may not be interested in seeing all the records. Therefore, considering
the top-most records (i.e., 20 records at the top of the list) is more appropriate in ranked lists, such as
in a geo-thematic relevance ranked lists produced in this system.
Table 2 also shows the number of hits (i.e., the number of messages identified relevant to each
query) along with the average precision, precision at level 5 (P@5), and precision at level 10 (P@10)
of the analysis. According to the Lucene v6.0 benchmark quality results, the average precision of the
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relevance of the message retrieval to the queries was generally above or close to 0.6, which indicates
the system performed well. The P@5 was generally above 0.4 and the minimum value was 0.3 which
meant the system was better at identifying relevant documents at the top levels. The MAP of the
quality assessment was calculated as 0.792, which is a good indication of systems performance for
relevance assessment, as the value 1 indicates the highest performance.
4.2. Results of the Geographic Relevance Analysis
The location availability of CSD messages were close to 90% (i.e., 163 out of 182 messages)
after the GSR process. The geographic similarities were calculated with the value of K set to 0.8.
The geographic scope of the queries was selected as the Toowoomba local government area, which was
a polygon feature. The process can use the polygon feature of the administrative local government
area, a minimum bounding rectangle (MBR), or a simplified convex hull of the polygon as the feature
representing the geographic scope. All these options were tested in calculating locations inside and
within proximity (Figure 4). The convex hull (Figure 4) was deemed the appropriate option as it
approximated the geographic extent of the local government area and also encapsulated points close
to the edge of the administrative boundary. The MBR was not appropriate as it increased the selection
area by 46% and the additional points were not relevant to the Toowoomba area. There was no
detectable difference in processing time.
4.3. Results of the Final Geo-Thematic Relevance Ranking
The thematic specificity and geographic specificity of the analysis were calculated as 0.44 and 0.67,
respectively. The values indicate that the queries used were more geographically specific than
thematically specific, with the value 1 indicating the highest specificity. In reality, these results will
vary with the user queries utilized. Table 3 shows the part of the CSD report of the final geo-thematic
relevance ranked list after running all the queries listed in Table 1.
Table 3. Part of the final geo-thematic relevance ranked list.
Rank CSD Report
1 Flash flooding has caused a shopping center in Toowoomba to be closed.
2 Flash flooding caused landslide at Toowoomba range.
3 Flash flooding in Toowoomba region experiencing roadways cut off in town. Recent Heavy falls within the last hour havemanaged to cut off some minor and major roads in Toowoomba CBD and surrounding suburbs.
4 The Warrego Highway at the Toowoomba Range is closed in both directions. Motorists are advised to seek an alternative route.
5 The Warrego Highway is presently closed at Jondaryan following heavy rain in the area.
6 Toowoomba Regional Council crews and SES personnel are assessing road damage after today’s severe flash flooding inToowoomba. The main areas impacted were in the vicinity of East and West creeks which run through the center of the city.
7 Flash flooding has caused a library to be evacuated.
8
The Clifton-Leyburn Road is OPEN WITH CAUTION from Clifton to Condamine River to all vehicles. There is no access to the
Toowoomba-Karara Road and Ryeford-Pratten Road due to flood waters and pavement damage. Drivers are urged not to enter
floodwaters.
9 Water bird habitat damaged-fences down at Toowoomba water bird habitat.
10 Road closed on Griffiths Street East of Mort Street.
The final ranking results were then compared with a manually ranked list to compare the system’s
ability to analyze the relevance of a query compared to a human. Spearman’s rho, which is a commonly
used statistical test to compare agreement between two ranked lists where the value 1 indicates a
perfect match and −1 indicates a complete inverse ranking [35], was calculated. The Spearman’s rho
was 0.62, which indicates a good positive agreement between the two lists and supports the validity of
the approach for the CSD relevance assessment.
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4.4. Discussion
Understanding spatial data quality is essential for establishing confidence in the quality of
the outputs of any spatial data-dependent project. This research tested an information relevance
assessment methodology for crowdsourced data for the purpose of post-disaster management.
In disasters such as floods, timely identification of relevant and credible spatial information is important
to support victims and save lives.
This research analyzed the CSD relevance based on two dimensions of data relevance, namely,
the thematic relevance and geographic relevance. The thematic relevance assessment tested the
degree to which the CSD was thematically relevant to the user queries. The results of the thematic
analysis showed that the classification system performed well in analyzing CSD thematic relevance in
respect to the defined user queries. However, the results would be different if the user queries were
changed or used a different set of terms which may or may not be considered relevant. Therefore,
it is suggested that future research into the sensitivity of the user queries be considered in order to
normalize this impact. A possible solution may be to introduce a learning mechanism for the system
that may consider the different query terms and the results of relevant thematic assessment.
The research used the natural-language-processing-based gazetteer lookup for geographic scope
resolution in the thematic relevance assessment. It applied stop-word and common-word filters
to minimize the effect of frequently occurring terms. However, it identified limitations in the
application of these filters. For example, the removal of terms such as “can” in toponyms such
as “Tin Can Bay” can render a true geographic term unusable. Therefore, it is important to further
understand similar effects and to identify precautions to prevent the removal of important terms. For
geo-tagging purposes, the research used the Google geo-coding service with the support of the local
semantic gazetteer (QLDGazOnto) for ambiguity resolution. This proved very useful in resolving
geo/geo and geo/non-geo ambiguities (e.g., Killarney in Ireland and Killarney in Australia, John Krebs
is a personal name and there is a bridge called John Krebs Bridge in Murgon, Queensland, Australia).
The geographic relevance analysis assessed how geographically relevant the CSD was to the
user queries. During this process, it was important to generate locations of the CSD using the
geographic scope resolution (GSR) process, as the CSD locations were often missing. The ground
referencing process of the GSR process utilized the Google geo-coding tool to assign locations for
the identified locations. However, this tool was not capable of fully determining the local toponyms.
This issue was rectified by using a local gazetteer and a JAPE rule-based approach. In future, a local
geo-coder should be utilized and would most likely improve the geo-coding of the results.
After the thematic and geographic relevancies were determined, the results were merged to
calculate the combined geo-thematic relevance based on the thematic and geographic specificities of
the queries utilized. During this process, it was identified that the queries were more geographically
specific than thematically specific. This resulted in a higher weighting of the final ranked list towards
the geographically relevant results. Although this approach is understood and was considered
appropriate, this may not be the case in all analyses and it may be important to balance the thematic
and geographic specificity in particular situations. In some cases, it may be appropriate to determine
any bias towards the thematic or geographic relevance in the initial stages of the processing. This may
assist in alerting the user in regard to balancing of the thematic and geographic specificity of the query
terms. However, it will be important to consider whether it is a good approach to control the freedom
of users in setting their own queries.
5. Conclusions
CSD in general is curated by different people with different experiences and different knowledge
levels using heterogeneous devices. In the Crowdmap content, people communicate similar incidents
in different ways, for example, the intended meaning of road closures can be reported in different ways,
such as road closed, no go zone, water over the road, road under water, road flooded, road impassable,
highway cut, water across road, etc. Identifying similar meanings using a keyword-based search
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is challenging. This research tested the use of a semantic-based thematic relevance assessment for
highly unstructured and heterogeneous data such as CSD. It is recommended that further research
should be directed towards understanding of the initial queries and their structure to improve the
outcomes of the relevance analysis.
In particular, this research has contributed to the field of CSD relevance assessment through
an integrated thematic and geographic relevance ranking process by using a user-query specificity
approach to improve the final ranking. This was useful in identifying contextually more relevant
CSD messages for the proposed application of post-flood disaster management. It is suggested that
further work be completed to test and compare the performance and usefulness of other available
geo-thematic relevance combination approaches.
Finally, it is noted that the GIR field is a fast-growing research area and new techniques are
emerging regularly. This research suggests the need to test innovative and more stable approaches
used in GIR to validate the applicability of similar approaches for CSD relevance studies.
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